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The 9th International Symposium on Environmental Hydraulics is held in Seoul, Korea from July 
19 to 21, 2021. The main theme of the symposium is "Advances in Hydro-Environments for an 
Era of Big Change." The symposium is part of the International Association for 
Hydro-Environment Engineering and Research (IAHR). The ISER series started in 1991. 
Previous symposia have convened in Hong Kong, Singapore, Tempe, Arizona, and Notre Dame, 
Indiana. It is the premier research conference that focuses on all aspects of applied hydraulic 
flows, including atmosphere and oceans, in engineering and science. The 9th ISER is held in a 
format of the hybrid conference, allowing for the attendees to join the symposium in person at the 
venue or online everywhere. 
The symposium spans classical, advanced experimental and numerical approaches to recent applications of remote 
sensing and artificial intelligence. Experts and young talented researchers are able to actively share research ideas in 
the wonderful surroundings of the campus of the Seoul National University and also in the online platform. A total of 
177 papers are presented in 21 general sessions and in 10 special sessions each of which highlights specific topics 
related to the recent advances in environmental hydraulics. Featured keynote speakers are: Professor Ian Guymer 
from the University of Sheffield, UK; Professor Jae-Hyeon Park from the K-water, South Korea; Professor Heidi 
Nepf from the Massachusetts Institute of Technology, USA; and Professor Pengzhi Lin from the Sichuan University, 
China. 
This proceeding is a collection of the accepted abstracts that were submitted to the ISER 2021. 
The proceeding present papers in 10 parts: 1) Keynote lectures; 2) Mixing and transport of 
sediment and pollutant; 3) Jets and plumes; 4) Stratified flows and gravity currents; 5) Interface 
of eco- & environmental hydraulics and river morphology; 6) Coastal and estuarine processes; 7) 
Experiments, field measurements and remote sensing; 8) Computational and numerical methods; 
9) Big data and machine learning in environmental hydraulics; and 10) Special topics. Some
selected papers are published as the technical articles in the international journals such as Journal
of Hydro-environment Research.
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Ian Guymer - Keynote 
Title: 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea 
Longitudinal Dispersion in the Natural Environment 
Exploring Contributing Components 
Brief description: 
The description and management of water quality in rivers, estuaries and the coastal 
environment, is essential for ecological and human well-being. Predicting the effects of 
management strategies requires a knowledge of the hydrodynamic processes covering 
spatial scales of a few millimetres (turbulence) to several hundred kilometres (catchments), 
with a similarly large range of timescales from milliseconds to months. 
Predicting underlying water quality processes and their human and ecological impact is 
complicated as they are often dependent on contaminant concentrations. Current water 
quality modelling methods range from complex three-dimensional computational fluid 
dynamics models, for short time and small spatial scales, to one-dimensional (1D) time 
dependent models, critical for economic, fast, easy-to-use applications within highly 
complex situations in catchments. 
Most 1D models employ the concepts of Taylor, originally derived for pipe flow, where the 
mixing effects in a uniform geometry can be represented with some confidence in highly 
turbulent, steady flows. These are used within the 1D advection-dispersion equation but 
estimating the longitudinal mixing coefficient in all, but the most straight forward case is a 
challenge. 
This presentation will outline the basic processes and describe the physical mechanisms that 
contribute to the magnitude of an overall 1D longitudinal dispersion coefficient. It will 
explore and quantify some of the mechanisms associated with river and estuarine flows. An 
overview of results from field and laboratory studies will be presented: from estimating 
longitudinal dispersion based on catchment characteristics; the effects of channel curvature 
and compound channel cross-sections; through patchy vegetation and hyporheic effects, to 
tidal and density effects in estuarine flows. 
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Initiatives for Water Resources Management considering Korea's Natural 





In today's climate uncertainty, natural restoration of rivers is an important task that all mankind 
must pursue in order to preserve sustainable rivers for the future generations. It is not simply a 
return or restoration to some point, but it is an enabler for river ecosystem to adjust or adapt itself, 
and find their natural states through their own resilience. In this regard, integrated water resources 
management considering entire water cycle from upstream to estuary is essential. Korea has been 
implementing integrated water management such as natural restorations of rivers and estuary 
brackish water zones. Based on the experiences of the past, visions for water resources 
management in the future will be shared. 
Keywords: Rivers; Natural Restoration; Connectivity; Estuary; Water Resources Management 
Natural Restoration of Rivers and Water Resources Management 
Rivers are not simply a space where water flows but a passageway that connects all ecosystems 
from the upstream mountains to the downstream estuaries. The recent river management 
paradigms lead active discussions on river management policy based on sustainability of rivers such 
as climate change adaptation on water management, integrated water resources management and 
the natural restoration of rivers. 
Rapid industrialization and development threaten the sustainability of rivers by altering their 
natural states. Therefore, natural restoration of rivers is necessary in order to preserve sustainable 
rivers and convey their value and prosperity to the future generations. Restoration of rivers is an 
enabler for river ecosystem to adjust or adapt itself, and find their natural states by enhancing their 
own resilience. The natural states of rivers are dynamic from every direction--clean water flows in 
the rivers without drying out, and they are also a home to various living organisms. Moreover, rivers 
are a living ground for both mankind and nature as with harmonious use of humans. 
Considering the natural restoration of rivers, the Framework Act on Water Management of Korea 
stipulates that the impact on the water environment should be minimized when implementing 
national water resources management policies. In May 2020, the Korean Government devised a 
blueprint (Basic Concept) for the natural restoration of rivers with its vision of "Our Rivers where 
People and Nature Live in Harmony". 
There are 12 strategies in the Basic Concept to achieve Rivers which Come to Life; Rivers which Clean 
Water Flows; Rivers in which Life Breathes; and Rivers in which (We) Live Together. With this Basic 
Concept, detailed plans for each watershed unit will be developed this year, and the plans would be 
included in the national/watershed water resources management plans so that its implementation can be 
ensured. 
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Restoration of Estuary Brackish Water Zone and Water Resources Management 
Brackish water zones (Estuaries) complete water cycle by connecting rivers and oceans, and they 
have the highest productivity in the world. However, the water zones are an extreme environment 
that experiences complicated environmental stresses such as abnormal droughts and floods, sea 
level rise and changes in marine environment by climate variability; increase in coastal disasters; 
impacts of water management and human activities. Korea as well as other countries faces these 
problems, and active discussions are ongoing for estuary management based on land/ocean 
continuity in the recent ten years. The Netherlands is attempting to restore bra1ckish waters through 
opening estuaries, and New Orleans (US) built a new estuary system with a big lbudget to respond to 
hurricane damage and sea level rise. 
Rivers are not simply a space where water flows but a passageway that connects all ecosystems 
from the upstream mountains to the downstream estuaries. River management paradigms are 
shifting to water resources management based on sustainability and connectivity. In Korea, 
Numerous efforts have been made for integrated water resources management and the natural 
restoration of land/ocean continuity. 
The natural restoration of Sihwa Lake is a phenomenal success story of est1uary restoration and 
renewable energy development. Moreover, Gyeongin Ara Waterway represents waterway 
management techniques in estuaries. Currently, opening the gates on Nakdong River Estuary Barrage 
is at the implementation stage--allowing seawater inflow and estuary brackish water restoration. This 
could be another success story of estuary management and brackish water restoration, which is 
unprecedented in the world. 
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Fig. 1. River Connectivity from upstream to estuary for water resources management 
Conclusions 
The time has come to change the perception of rivers--it is not just an object of use, but a natural 
object where water flows. From now on, for the coexistence of people and nature, we should respect 
natural orders and pursue the functional harmony between water use and flood control, and rivers 
should be passed down to the future generations. 
Integrated water resources management from upstream to estuary is a natural water resources 
management considering water cycle. It is also the most basic and leading water resources 
management for sustainable life with harmonizing people and estuary environment. Korea and 
K-water will continue our efforts to achieve this.
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Abstract 
Coastal ecosystems, such as seagrass, provide many ecosystem services, including coastal 
protection and carbon sequestration. Because of this, coastal vegetation is considered an 
integral part of climate mitigation and adaptation. Predicting the value of these ecosystems 
with regard to coastal protection and/or carbon credit requires models for the interaction of 
fluid motion with flexible vegetation. This talk describes scaling laws that predict the drag on 
individual plants, and the extension of these laws to predict wave decay over a meadow of 
plants. For flexible plants, reconfiguration and drag are functions of the Cauchy number (ratio 
of hydrodynamic drag and the restoring force due to plant rigidity) and the ratio of wave 
excursion to plant height. Combining with other models, the prediction of wave dissipation can 
used to estimate the minimum meadow length-scale needed to eliminate wave-driven 
sediment resuspension, a metric for restoration success and carbon retention. 
Keywords: Wave dissipation; Coastal Vegetation Hydrodynamics; 
Introduction 
Seagrasses are coastal plants found throughout the world. They improve water quality and 
provide habitat that maintains biodiversity and, in particular, nursery habitat for economically 
important fish (Orth et al., 2006). They also reduce erosion associated with storms and waves 
(Arkema 2003). In addition, seagrass meadows sequester twice as much organic carbon per 
hectare as terrestrial soils (Fourqurean et al., 2012). Each of these ecosystem services is 
enhanced by the dissipation of wave energy provided by a meadow of seagrass, which creates 
low energy niches that reduce wave-driven resuspension and provide quiescent nursery habitat. 
By improving the prediction of wave dissipation by seagrass meadows, the valuation and 
restoration of these habitats can be improved. 
Theory 
Assuming linear waves and that only vegetation drag contributes to wave energy dissipation, 
the decay of waves across a meadow of vegetation can be represented as 
in which aw,o is the wave amplitude at the leading edge of the meadow, and the wave 
damping coefficient KD is 
2 9 sinh(kl) + sinh(3kl) 




in which k is the wave number, H is the water depth, nb is the number of blades per bed 
area, each of width wb , and l is the height of the meadow, assumed to be rigid and 
stationary (Dalrymple et al. 1984). In fact, since seagrass blades are flexible, they bend and 
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move with the waves (called reconfiguration). To account for this, Eqn. 2 can be modified by 
replacing l with an effective meadow height, le,m,w, defined as the height of rigid meadow 
that produces the same drag as a flexible meadow of height l. Specifically, from scaling rules 
inferred from the balance of drag and blade rigidity (Lei and Nepf 2019) 
( 
) -1/4 le m w = 1.1 CawL b lb ' ' 
effective blade length. 
+ lr#(3) 
rigid sheath 
Here, lr is the sheath, the rigid portion of a real seagrass shoot that connects the blades to 
the below ground rhizome. The degree of reconfiguration and drag reduction in the flexible 
part of the shoot (blades) is described by the Cauchy number, which repreisents the ratio of 






and the length ratio L, which compares the blade length lb to wave excursion Aw = Uwf <I, 






tb is blade thickness, T is wave period, g is acceleration due to gravity, p is density of 
water, E is Young's modulus of elasticity, and / = wbtbf12 is the bending moment. 
5.0 �-------� 
Results 
The reconfiguration of the flexible seagrass blades increases as the 
wave forcing increases. As a result, the wave dissipation coefficient, 
Kv decreases as wave amplitude increases. The theory predicts a 
power dependence consistent with the observed trend (symbols). 
Once validated, the wave dissipation model can be used to 
KD -aw 
-0.63 
estimate the minimum meadow length-scale needed to eliminate 
wave-driven sediment resuspension, a metric for restoration 







wave amplitude, aw [cm] 
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Various types of wetland vegetation are widely distributed in coastal region and they can serve 
as a natural barrier to wave action and wave induced erosion. In this study we conducted 
laboratory experiments in a large wave flume by using live Phragmites australis. The wave 
height variation, plant movement, and flow turbulence in the vegetation domain were 
measured and analyzed. A 3D fluid-structure interaction model, Cgles-Y code, was employed to 
simulate the individual stem movement under wave action and the simulation results were 
compared to the measurements. The 3D flow and vorticity structure around the stem is further 
investigated to understand the coupled motion of the flexible vegetation in a wave field. A 2D 
RANS model NEWFLUME was employed to study the wave damping by the vegetation. 
Specifically, the profiles of mean velocity and turbulence kinetic energy were simulated and 
compared to the measured data. The focus of the study was at the effect of plant 
reconfiguration during wave passages on the wave energy dissipation and wave height 
damping. 
Keywords: Wave damping; Live vegetation; Turbulence; Stem reconfiguration 
Introduction 
Wetland vegetation plays a vital role in coastal ecosystem. The dynamics of 
flexible vegetation induced by waves can affect the local flow field, drag force, 
and wave energy dissipation. The nutrient and carbon cycling and sediment 
transport were strongly linked to flow structures within the vegetation domain. 
As most of the previous studied were either in field without detailed flow 
measurement or in laboratory using small-scale model vegetation, the flow 
dynamics around real vegetation, especially the flexible type such as live 
Phragm1"tes austraHs, was poorly understood. Moreover, although the wave 
attenuation and turbulence mixing within the vegetation were investigated 
extensively, few models have been validated against measured turbulence 
kinetic energy in flexible vegetation domain. 
Methods 
As shown in Fig. 1, the experiments were carried out in a 75.0 m long, 1.8 m 
wide, and 2.0 m deep large-scale wave flume at Zhejiang University, China. The 
live Phragmites australis was transplanted from the west coast of Zhoushan, 
China to the flume. 
To simulate FSI problem, the in-house CFD code called CgLes-Y code was 
adopted, where Y code is a solid solver for deformable structures (Munjiza, 
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2004). The immersion boundary method (IBM) is applied to calculating 
structural force on fluid. 
To study the wave attenuation and turbulent mixing in vegetation, the RANS 
model NEWFLUME (Lin, 2008) that was based on the double-averaged 
Navier-Stokes equations, was employed: 
(1) 
(2) 
The double-averaged Reynolds shear stress was closed by a modified k-r 
model. 
(a) 








Fig. 1. (a) Sketch of the experimental setup (not drawn in scale) and (b) planted 
vegetation in the flume. 
Results 
In Fig. 2(a), It is clear that the waves can be attenuated by the vegetation. From 
Fig. 2(b) and Fig. 2(c), the root-mean-square (RMS) wave velocity and 
turbulence kinetic energy gradually increase from the bottom to the water 
surface. The numerical results agreed well with the experimental results. Fig. 
2(d) shows the vorticity field and deformation of a vegetation stem, as 
simulated by CgLes-Y code. 
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Fig. 2. (a) Wave height variation along vegetation, (b) profile of RMS wave orbital 
velocity, (c) profile of turbulence kinetic energy, and (d) simulated vorticity field and 
deformation of a flexible stem. 
Conclusions 
In this study, the wave energy dissipation, flow and turbulence, and plant 
dynamics within live Phragmiles australis subjected to waves were investigated. 
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The numerical results of plant reconfiguration, wave damping, mean velocity, 
and turbulence agreed well with the measured data. It was found that the 
wave-induced stem motion is significant when the wave height and period are 
large, which resulted in drag reduction. However, the stem flexibility effect on 
wave height decay is only essential when the stem movement exceeds certain 
threshold. 
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Abstract 
A numerical model was established using OpenFOAM to investigate the wake characteristics 
and near field mass transport processes through a fishing net panel with different net solidities 
and incoming velocities. In this model, the net was treated as porous media, and the finite 
volume method was applied to solve the governing equations together with the standard K-E 
model for turbulence closure. Previous experimental data obtained using PIV-PLF was further 
used to calibrate and validate the model. The numerical results demonstrated that the porous 
media schematization could reproduce the blocking effect of the net on the mean flow field 
and the associated scalar transport with reasonable accuracy. 
Keywords: Fishing net panel; Near field; Mass transport processes; Standard K-E model; 
OpenFOAM 
Introduction 
The associated near-field mass transport in the presence of fishing cages is rather complex 
(Suzuki et al., 2003). As a key component of fish cages, a net panel is a kind of porous and 
highly flexible structure. The flow field around the fishing net panel is dependent on a variety 
of factors including the net inclination angles, incoming velocities, net solidities, etc. Shao et al. 
(2020) found that the magnitude of the incoming velocity tends to affect the flow-velocity 
reduction factor U /U0 more significantly than the net solidity in the near-field in their flume 
experiments. As far as we are aware, numerical studies on the near-field mass transport 
process through a fishing net panel are still lacking. 
Methods 
The numerical domain was 6 m long, 0.8 m wide and 0.3 m high. Uniform hexahedron cells 
were generated using mesh generator blockMesh, resulting in 4x106 cells (500x200x40). A 
user-defined solver passiveScalarPisoFoam was developed to simulate the velocity filed and 
concentration field, which was established by adding the passive scalar transport equation in 
scalarTransportantFoam solver to pisoFoam solver. Turbulence was modelled with the standard 
k-& model. All simulation scenarios are documented in Table 1. The numerical model was 
calibrated and validated against the experimental cases N2 and Nl, respectively, reported in 
Shao et al. (2020). 
Table 1. Parameters of Open FOAM simulation cases 
Incoming Turbulent Turbulence Net Porous Simulation 
velocity kinetic dissipation solidity 
Time step 
No. resistance time 
T (s) Ua (mf s) energy rate £ s (%) coefficient Cn 
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k (m2/ s2 ) (m2 / s3 ) 
Xl{Nl) 0.142 5.39E-05 3.09E-06 
X2{N2) 0.29 1.88E-04 2.0lE-05 
X3 0.5 4.88E-04 8.41E-05 
X4 0.142 5.39E-05 3.09E-06 
XS 0.5 4.88E-04 8.41E-05 
Results 
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(m•l) 
19.0 9.8 0.02 so 
19.0 9.8 0.02 40 
19.0 9.8 0.01 30 
36.0 27.4 0.02 so 
9.8 3.4 0.01 30 
Among the cases with constant incoming velocity but varying net solidity, i.e. Xl versus X4 and 
X3 verses XS, the flow velocity reduction factor tends to increase with decreasing net solidity, 
whereas scalar concentration decay tends to increase with increasing net solidity. Among the 
cases with constant net solidity but varying incoming velocity, i.e., Xl, X2 and X3, the flow 
velocity reduction factor tends to increase with increasing incoming velocity, whereas scalar 
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Fig. 1. (a)The flow-velocity reduction factor U /U0 and (b) the scalar concentration decay C0/C at 
different downstream Locations. 
Conclusions 
The numerical results demonstrated that the porous media schematization could reflect the 
blocking effect of the net on the mean flow field. The flow velocity reduction factor showed a 
negative correlation with the net solidity and a positive correlation with the incoming velocity. 
At the same time, complete recovery of incoming velocity was observed to occur within the 
downstream extent of numerical measurements. The lateral profile of the scalar concentration 
still exhibited self-similarity and followed Gaussian. The incoming velocity had a more 
significant effect on the plume width than the net solidity, and the spreading of plume width 
was reduced with increasing incoming velocity. 
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Abstract 
The confluences of rivers are critical areas where tributaries meet with the main stream 
and the hydraulic and water quality characteristics are changed. Recently, many studies have 
analyzed the hydrodynamic mixing behaviors of confluences in real rivers using measurement 
equipment such as acoustic Doppler current profiler (ADCP). However, existing studies mostly 
focused on confluences of small and medium-sized rivers where there is a flow velocity. 
Furthermore, existing studies mostly considered the topographical characteristics of 
confluences using hydrodynamics and very few studies have been analyzed the water quality 
mixing behaviors of the confluences. Therefore, this study analyzed the mixing behaviors of 
tributaries that flow in the main stream of a large river that has a very large flow rate and a 
low flow velocity compared to those of tributaries using hydrodynamics and water quality 
characteristics. For hydrodynamics, the depth-averaged flow velocity distribution and 
secondary flow were analyzed using an ADCP. For water quality characteristics, the mixing 
behavior of confluence was analyzed using the electronic conductivity (EC) of the YSI as water 
quality indicator. The analysis results showed that the hydrodynamics using the exiting ADCP 
had limitations in analyzing the mixing behaviors in slow large rivers as in this study. When 
the mixing behaviors were analyzed in connection with a water quality indicator (EC), the 
results indicated that it was possible to analyze the mixing behaviors of slow large rivers like 
the river investigated in this study. Therefore, this study verified the possibility of analyzing 
the mixing behavior of confluence in slow large rivers by linking the hydrodynamics such as 
flow velocity distribution with a water quality indicator (EC). 
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Abstract 
The depth-averaged two-dimensional (2D) advection-dispersion equation (ADE) has been 
widely used to analyze the mixing phenomenon of the various dissolved and suspended 
matters in river systems. The 2D stream-tube routing procedure (2D STRP) has been the only 
method to calculate both longitudinal and transverse dispersion coefficients of 2D ADE 
simultaneously for the transient concentration conditions. In this study, the limitations of 2D 
STRP were quantitatively analyzed using the hypothetically generated data. Besides, the new 
routing-based observation method (2D STRP-i) and the remote sensing-based experimental 
framework for tracer tests were developed to overcome the limitations of existing 
determination methods for dispersion coefficients. The results showed that the longitudinal 
dispersion coefficients were similarly determined by both 2D STRP and STRP-i, while the 
existing 2D STRP generally underestimated the values of transverse dispersion coefficients 
compared to the results of 2D STRP-i. 
Introduction 
The depth-averaged two-dimensional (2D) advection-dispersion equation (ADE) has been 
widely used to analyze the mixing phenomenon of the various dissolved and suspended 
matters in river systems. In depth-averaged 2D ADE, dispersion coefficients are essential 
parameters to explain the spreading of pollutant clouds, caused by complexities of flow 
structures and river environments. The dispersion coefficients in 2D ADE can be calculated by 
the routing based-observation methods using the tracer test data. The 2D stream-tube routing 
procedure (2D STRP) has been the only method to calculate both longitudinal and transverse 
dispersion coefficients of 2D ADE simultaneously for the transient concentration conditions. In 
this study, the limitations of 2D STRP were quantitatively analyzed using the hypothetically 
generated data. Besides, the new routing-based observation method (2D STRP-i) and the 
remote sensing-based experimental framework for tracer tests were developed to overcome 
the limitations of existing determination methods for dispersion coefficients. 
Methods 
The performance of existing 2D STRP was evaluated in terms of the variation of Peclet 
number, and the spatially varied velocity distributions. The results of the evaluations showed 
that the existing 2D STRP well provided the temporal distribution of tracer concentration in the 
high Peclet number, but it could not reproduce the reliable results when the tracer clouds 
reached wall boundaries and the Peclet number decreased. Thus, the new routing-based 
observation method (2D STRP-i), as shown in Eq. (1), was developed to improve the drawback 
of the existing method. The 2D STRP-i derived from the 2D ADE in the orthogonal curvilinear 
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coordinate system, assuming the steady-state flow condition. 
(1) 
Results 
2D STRP-i could adequately reproduce the reliable temporal distribution even if the effect of 
wall boundary was significant. The 2D STRP-i was applied to the remotely measured tracer data 
to calculate the dispersion coefficients. The Latin Hypercube Simulation was adopted to 
determine the optimum values of dispersion coefficients. The results of simulations showed 
that the RMSE distributions were non-convex with many local minima. In addition, the optimal 
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Fig. 1. The results of 2D STRP and 2D STRP-/ for both (a) longitudinal and (b) transverse dispersion 
coefficients 
Conclusions 
In this study, multiple evaluation indices were selected to determine the dispersion 
coefficients more robustly. The results showed that the longitudinal dispersion coefficients 
were similarly determined by both 2D STRP and STRP-I, while the existing 2D STRP generally 
underestimated the values of transverse dispersion coefficients compared to the results of 2D 
STRP-i. 
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Investigation of Pollutant Transport at Upstream of Notch Installed Weir 
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Abstract 
Notch installed weir causes flow deflection at the upstream of the weir and generates 
stagnation zones at both sides of the banks and between the notches. To analyze the storage 
mechanism according to the change of notch geometries, hydraulic experiments and numerical 
simulations are conducted in this study. The flow structure and concentration field in a wide 
area were measured using LSPIV (Large Scale Particle-lmage-Velocimetry) and PCA (Planar­
Concentration-Analysis) method. From the results, it is found that the storage zone area is 
increased as the distance between the notches increased, and the residence time of the 
pollutant in the storage zone also increased. 
Keywords: Pollutant mixing, Notched weir, Storage zone model 
Introduction 
Understanding of pollutant mixing in rivers is important for water resource management and 
safe water supply. Factors influencing the mixing behavior of pollutants introduced into rivers 
are diverse, but studies of pollutant stagnation phenomenon due to storage zone caused by 
hydraulic structures are still insufficient. Especially, over 33,000 water intake weirs are installed 
in Korea, and most of the weirs are constructed for agricultural water intake purpose. At these 
weirs for irrigation purposes, most structures contain more than one notch at the weir crest. 
This notch shape causes flow deflection at the upstream of the weir and generates stagnation 
zones at both sides of the banks and between the notches. 
Methods 
When pollutant stagnation occurs due to the storage zone, the pollutant cloud is trapped in the 
storage zone, and therefore concentration distributions show the skewed distribution. To 









is the spatial averaged concentration of the main flow zone; u1 is the spatial 
averaged velocity of the flow zone; K1 is the one-dimensional longitudinal dispersion coefficient 
of the main flow zone; £
5 
is the ratio of storage zone area to the main flow zone area; Cs is 
the spatial averaged concentration of the storage zone; T is the residence time of the cross­
sectional area of the storage zone. 
The main parameters of the storage zone model are the area of the storage zone and the mass 
exchange coefficient. To analyze the influence of weir notch geometries and flow 
characteristics on the storage mechanism, a hydraulic experiment and numerical simulation are 
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The laboratory experiments were conducted using the surface LSPIV system to measure the 
horizontal mean flow characteristics in large areas, and Planar-Concentration-Analysis system 
was applied to measure the concentration change in the storage zone. The storage zone area 
was delineated from the flow velocity magnitude, and the mass exchange coefficient was 
calculated from the measured spatial-averaged concentration data in the storage zone. For 
numerical simulation, the three-dimensional (3D) Reynolds-averaged Navier-Stokes (RANS) 
model was applied to extend the geometric and hydraulic conditions change in a wider range. 
Results 
The velocity fields showed separation of the main flow in different transverse directions at the 
front of the notched weir. Low-flow regions were generated between the notches, and peak 
velocity was observed at the center of the notches. The concentration field in the storage zone 
showed that the tracer cloud moved to the notches of the weir and showed different retention 
time at the storage zone depending on the notch geometric and hydraulic conditions. The 
retention time of the tracer increased as the distance between notches and the height of the 
notch increased, and flow discharge decreased, resulting in smaller values of the mass 
exchange coefficient ke , Both Fr and Re showed positive correlations with the exchange 
coefficient, while both parameters were insensitive to the size of the storage zone area. 
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Fig. 1. Relationship between mass exchange coefficient and (a) distance between notches (b) weir height 
(c) Froude number
Conclusions 
The influence of notched weir geometries and hydraulic parameters on the storage mechanism 
was revealed through experiments and numerical simulations. The size of the storage zone 
area increased as the distance between notches increased, while the storage zone area was 
insensitive to notch height for all cases. The retention time becomes longer as the distance 
between notches and notch height increased and as flow discharge decreased, which caused 
smaller values of the mass exchange coefficient. Both Fr and Re were positively correlated with 
the exchange coefficient but insensitive to the storage zone area. 
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Abstract 
River meander induces complex three-dimensional (3D) flow behaviors including secondary 
flows and horizontal recirculating flows. This study conducts 3D numerical simulations in 
meandering open channels by controlling channel sinuosity to explore its impact on flow and 
solute transport. The sinuosity above 1.5 results in the emergence of horizontal recirculation 
zones near the outer banks, and the recirculation zones expand with increasing channel 
sinuosity. We quantify recirculating flow-induced Non-Fickian transport by measuring the tail 
power-law slope and truncated time of BTCs both changing remarkably with the onset of the 
recirculation zones. These results demonstrate that the recirculating flow works as a key driver 
of Non-Fickian transport in meandering rivers. 
Keywords: Non-Fickian transport; River; Meander; Flow recirculation; Secondary flow 
Introduction 
A meander is one of the important features of rivers, generating complex flow behaviors such 
as secondary flows and recirculating flows (Shiono and Muto, 1998). The secondary flows 
promote transverse solute mixing, and the horizontal flow recirculation delay transport via 
trapping effect. The intricate interplay between the secondary flow and recirculating flow 
induces Non-Fickian transport manifested by anomalously long tails of breakthrough curves 
(BTCs). The late-time BTC tailing caused by the channel meander is often observed in field 
tracer tests in a sharply curved river (Seo et al., 2016). Despite the notable impact of the flow 
recirculation on contaminant transport in rivers, the detailed effects of the meander-driven 
recirculation zones on transport remain largely unknown. 
Methods 
In this study, we first generate six meandering channels that have a wide range of channel 
sinuosity from 1.03 to 2.42, as shown in Table 1. 
Table 1. Geometric parameters of meandering channels for study cases. 
Case Depth (m) Aspect ratio Radius to width ratio Sinuosity 

















We then resolve flow properties of the generated meandering channels using a 3D RANS solver 
integrated with the SST k-w turbulence model available in OpenFOAM library, an open-source 
CFD code that solves Navier-Stokes equations via a finite volume method. The governing 
equations are 3D continuity and momentum equations in tensor notation, described as: 
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where the Reynolds decomposition term is solved by a SST k-w turbulence model. With the 
simulated velocity and turbulence fields, we simulate solute transport using a 3D stochastic 
Lagrangian particle-tracking method. 
Results 
The flow simulation results show that the sinuosity larger than 1.5 exhibits the onset of 
horizontal recirculation zones near the apex of outer banks, and the area of recirculation zones 
increases with an increase in channel sinuosity. As shown in Fig. 1, the transport simulations 
reveal that the tail power-law slopes and truncated times change significantly with the 
emergence of the recirculating flow. Both BTC parameters present two regimes and increase 
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Fig. 1. Relationship between channel sinuosity and (a) power-law slope and (b) truncation time of BTCs. 
Conclusions 
The results of this study show that the sinuosity-driven recirculating flow is a driving factor of 
Non-Fickian transport in the meandering channels. The combined effects of the secondary 
flows and recirculating flows trigger Non-Fickian transport behaviors with late-time tailing of 
solute plume. The helical secondary flows transfer tracers into the recirculation zones actively 
by enhanced transverse dispersion, and the flow recirculation retards tracer transport by 
trapping the tracers to the slow flow regions. 
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Abstract 
While most work on solute transport has focused on fully vegetated or non-vegetated flows, 
this work aims to investigate longitudinal dispersion in a reach with real-scale flexible willow 
patches. 
Keywords: Longitudinal dispersion; Vegetation patches; Aggregated Dead Zone Model; Mixing 
Introduction 
Vegetation significantly controls the transport of soluble compounds in the hydro-environment, 
influencing many processes, such as the fate of nutrients (e.g. Kalinowska et al. 2019). 
Understanding of how vegetation affects mixing derived from small-scale simplified 
experiments has not been fully scaled up to the reach scale where vegetation typically consists 
of patches. Our ongoing work aims to investigate the influence of the patch properties and 
spatial distribution on the reach-scale longitudinal dispersion under real-scale flexible willow 
patches. 
Methods 
An experimental setup, reproducing the patch geometries and densities of natural floodplain 
shrubs, was established in an experimental trapezoidal channel with 3-4 m long patches of 
artificial foliated, branched plants. The water depths were approximately 0.7-0.9 m, wetted 
surface widths approximately 6 m and mean velocities 0.3-0.6 m/s. Salt was used as a 
conservative tracer and the concentrations were measured at two to six representative 
locations in the approximately 50 m long study reach. Data from four runs (Table 1) have 
already been analyzed. We optimized the parameters of the 1-dimensional Advection-Diffusion 
Equation (ADE) and Aggregated Dead Zone Model (ADZM). As there is a lack of readily 
applicable models for predicting the longitudinal dispersion coefficient (Dx) in reaches with 
vegetation patches, we compared the data against analytical models developed for uniformly 
vegetated (Lightbody & Nepf 2006; Sonnenwald et al. 2019b) and non-vegetated flows (Fischer 
1975; Wang & Huai 2016). 
Table 1. Hydraulic properties of the already analyzed vegetated test runs; analyses of further runs 
ongoing. 
Test Patch Discharge Mean velocity Centerline flow Surface Reach-scale patch 
run layout (m
3
/s) (m/s) depth (m) width (m) volume fraction (-) 
1 1 3.07 0.66 0.94 6.44 0.070 
2 1 1.62 0.48 0.75 5.82 0.075 
5 1 2.19 0.56 0.83 6.08 0.073 
6 2 1.66 0.50 0.73 5.76 0.037 
A 1 Session I 43 
Results 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
For the four analyzed runs, both ADE and ADZM resulted in similar optimized mean velocities, 
proportional to discharge, and were suitable for predicting the downstream concentration 
distributions. The ADE longitudinal dispersion coefficient (Dx) ranged between 0.24-0.41 m2/s 
and the ADZM dispersive fraction (D1) between 0.21-0.27, both slightly increasing with the
increasing flow rate and cross-sectional mean velocity. The optimised Dx was approximately an 
order of magnitude higher than predictions for uniformly vegetated flows and an order of 
magnitude lower than predictions for non-vegetated flows (Figure 1), indicating that the tested 
models could serve as rough upper and lower limits of Dx for such reaches with patches 
covering less than 7% of the water volume. The ratio of volume contributing to dispersion to 
total reach volume (D1) was approximately 3-7 times larger than the reach-scale ratio of the 
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Figure 1. Optimised longitudinal dispersion coefficient (circle) compared to predictions for clear 
channels (squares) and uniformly vegetated channels (triangles). 
Conclusions 
The patches covering 4-7% of the water volume had a more substantial influence on Dx than 
could be expected from the simple aerial weighing of the vegetated and non-vegetated regions. 
In the future, data from four additional runs including non-vegetated reference condition will 
be included into the analyses. Such rare full-scale analyses will improve the predictions of the 
transport and retention of pollutants in real vegetated flows. 
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Abstract 
Real-time sewage flow prediction is essential for chlorine dosage control to achieve adaptive 
dosing rate and enhanced disinfection efficiency. In this study, an autoregressive (AR) model is 
employed to provide real-time prediction of the sewage flow in Stonecutters Island Sewage 
Treatment Works (SCISTW) of the Hong Kong Harbour Area Treatment Scheme (HATS). The 
results show that hourly changes in the sewage flow can be predicted using an autoregressive 
AR(4) model, with an accuracy of around 1.4 m3/s (relative error 4-5%). 
Keywords: Sewage flow; real-time prediction; chlorine dosage control; autoregressive model 
Introduction 
Sewage flow rate is an essential operation parameter for wastewater treatment plants. A 
reliable sewage flow prediction is essential for advanced control strategy of chemical dosing 
systems (Li et al. 2019) and chlorination process. The Stonecutters Island Sewage Treatment 
Works (SCISTW) serves about 5 million residents living in the main urban areas of Hong Kong 
surrounding Victoria Harbour. Chemically enhanced primary treatment (CEPT) and chlorine 
disinfection are applied to protect the coastal water and nearby bathing beaches. At SCISTW, a 
flow-paced dosing control strategy is employed. Accurate sewage flow prediction is essential 
for disinfection dosage control. 
Methods 
The analysis is based on the historical sewage influent flow data (at 30-min time intervals) from 
January 1, 2019, to December 31, 2020. Considering the different characteristics of sewage 
flow variation in wet and dry season as well as different days of the week, the sewage flow 
data are partitioned to four time periods (summer-weekdays, summer-weekends, winter­
weekdays, and winter-weekends). As the diurnal sewage flow variation reflects a deterministic 
usage pattern (reflective of consumption characteristics) perturbed by local and random 
factors, an auto-regressive model is employed to make maximum use of the real time data. 
The autocorrelation function (ACF) and partial autocorrelation function (PACF) are calculated to 
determine the order of the AR model required (Little 2014). 80% of the data is used for training, 
while the remaining 20% is the test set. The correlation coefficient (R), root mean square error 
(RMSE) and mean absolute percentage error (MAPE) are used to examine the model 
performance. 
Results 
The diurnal variation of the sewage flow rate exhibits similar patterns among the summer and 
winter season (Fig. 1), the minimum flow occurs at around 5:30am, the flow then increases to 
the first peak at around 11:30am. The maximum flow occurs at 22:30 pm reflecting the evening 
water demand. In the summer, the sewage flow rate is slightly higher than winter season which 
might be attributed to the expected higher consumption and rainfall events. Compared to the 
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weekdays, the first peak flow in the morning is delayed by about an hour and the second peak 













0 I 2 3 4 S 6 7 S 9 10 11 12 13 14 1.S 1'1 17 I� 19 20 21 22 23 24 
Time 1 (hour) 
Fig. 1. Typical diurnal patterns of sewage flow at SCISTW in winter and summer season 
The following AR (4) model is employed: 
where Qt and Q
m are the predicted and measured flows at time t, Q;.!:.i , Q;.!:.2 , Q;.!:.3 and 
Q;.!:.4 are the measured flow at half hour, one hour, one-and-half hours and two hours prior to 
time t respectively, and Qt is the long term average flow at time t. Fig.1 shows that the model 




Fig. 2. Measured and predicted sewage flow for a week in summer season (Aug 10-16, 2020). 
Concluding Remarks 
The results indicate that the AR model is capable to give accurate predictions of the flow rate 
of sewage influent at SCISTW, with a correlation coefficient of around 0.98, and a root mean 
square (RMS) error of around 1.1 m3/s (relative error 4.5%). 
Acknowledgement 
This work is supported by a R&D project commissioned by the Drainage Services Department 
of the Hong Kong SAR Government. 
References 
Li, J., Sharma, K., Liu, Y., Jiang, G. and Yuan, Z., (2019). Real-time prediction of rain-impacted 
sewage flow for on-line control of chemical dosing in sewers. Water research, 149, 311-321. 
Little, T.D., {2014). The Oxford handbook of quantitative methods. Oxford University Press, USA. 
46 I The 9th International Symposium on Environmental Hydraulics 






















9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
Effect of turbulent motions on the sediment entrainment based on 
the three-dimensional PIV and PTV technique 
Hyoungchul Park
1
• and Jin Hwan Hwang
1 
1 
Department of Civil &Environmental Engineering, Seoul National University, Korea 
* Corresponding: hyungchul1288@snu.ac.kr
Keywords: Sediment entrainment; particle image velocimetry; boundary layer; turbulent 
coherent structure 
Abstract 
Sediment entrainment indicating the process where the sediment starts to float in the flow is 
the most fundamental morphodynamics phenomenon. Therefore, many researchers in fluvial 
geomorphology have performed theoretical and experimental studies to investigate how the 
sediment particle interacts with the flow motions and how it starts to move. Most of these 
studies have defined the initial motion of the particle as incipient motion and revealed that the 
particle starts to move by receiving momentum from the flow within the boundary layer. In 
particular, they have focused on the turbulent motions within the boundary layer since various 
turbulent coherent structures are generated near the bottom and in charge of producing the 
significant momentum inducing the sediment entrainment. In order to represent the effect of 
turbulent motions on sediment quantitatively, the Reynolds stress has been estimated from 
the measured velocity near the bed. The Reynolds stress is classified into four events based on 
the quadrant analysis to represent the continuous turbulent motion into the discrete event. 
Among them, the most frequent event is considered as the primary contributor of sediment 
entrainment. Even though many studies have researched the cause of sediment transport 
based on the quadrant analysis, the dominant event is still controversial depending on the 
studies. 
Accordingly, the corresponding work investigates the effect of turbulent motions within the 
boundary layer on the sediment entrainment based on the image-based measurement 
technique. We performed laboratory experiment under the various flow and bed roughness 
conditions and acquired high-resolution flow field around the sediment by applying particle 
image velocimetry and sediment movement simultaneously when the particle starts to move. 
Based on the measured velocity data, the dominant turbulent event generating sediment 
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Modeling of scour process under two-dimensional wall jet: 
insights in the scour development stage 
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Abstract 
A simple 2-dimensional simulation was conducted to study the flow field in the 
development stage of a scour process caused by wall jets under a sluice gate. We particularly 
tested the skills of computational fluid dynamics (CFD) in quantifying the self-similarities of the 
overlying jets above the evolving scour bed. The simulation results show a self-preserved flow 
pattern throughout the entire scour development and the equilibrium stages. The main jet is 
bended toward the scour bed, and diverges to a returning jet and tail jet, which forms several 
well-defined eddies in the scour hole. To understand the self-similarity of the flow field, various 
global flow parameters (e.g., initial jet velocity, slot opening, etc.) and local jet parameters 
(e.g., local jet velocity, jet width, etc.) were applied for scaling the stream-wise, jet-wise, and 
cross-sectional distributions of the mean flow velocities. The self-similarity of the scour bed 
profiles was also investigated using various length scales in the scour. We evaluated three 
empirical equations (i.e., power-law, exponential-growth, and saturation-growth) in describing 
the temporal evolution of the scour depth. Lastly, we proposed a modified jet Froude number 
to model the normalized equilibrium maximal scour depth. The modified jet Froude number 
incorporates jet velocity attenuations along the downstream apron of the sluice gate, by taking 
into consideration of the wall jet theory in the scaling, rather than using simple dimensional 
analysis. 
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Abstract 
Pakistan Patrind hydropower project is proposed to harvest the power of water of the Kunhar 
River near Patrind village in Pakistan. It is located close to the Muzaffarabad city, apart from 
120km Islamabad towards north east. This project is to construct ROR (Run of River) typed dam 
in the Kunhar River (EL. 765m) and divert the flow to main stream, the Jhelum River 
(EL.651.2m) to generate hydropower using 107.3m net water head. The storage volume of the 
reservoir is about 6Mt and is always exposed to the sedimentation. Due to geological 
characteristics, high concentrated sediment reduces the storage volume rapidly and an 
efficient sediment management is necessary to provide stable hydro power generation in the 
aspect of water resources and turbine system management. 
Since January 1st of 2017 when the project initiated, the storage volume of the reservoir 
decreases up to 56% for two and half years due to sedimentation surveyed in the beginning of 
July 2019. Following the reservoir operation, sediment flushing is required immediately when 
storage volume reaches 50%. The bypass tunnel connecting the upstream and downstream of 
dam contributed to release high concentrated sediment during sediment flushing conducted 
for 10 days from July 22nd to 31st in 2019. This paper introduces and evaluates sediment 
bypass tunnel by comparing the surveyed results before and after the flushing. The results has 
also been compared with the computed ones using long term sediment transport model. 
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Abstract 
The importance of modeling to predict the changes to the river are becoming vital to river 
management. Localized seasonal heavy rain would cause the suspended solids to transport, 
which interfere with the river conveyance. This research will attempt to execute a suspended 
solid transport experiment in a real-scale field experiment to analyze the transportation of 
materials and use 2D particle dispersion modeling with image conversion to model and 
monitor the experiment results. Drones were used to capture images of the suspended solid 
transport, and then the remote sensing method of image conversion was applied to the image 
data to estimate the range of the suspended solid. The results showed the applicability of using 
image conversion and particle modeling to process data for suspended solid materials 
transported in water. 
Keywords: Suspended solid; images; remote sensing; particle dispersion model; concentration; 
Introduction 
The recent climate changes have caused great instability in riverine environments, increasing 
the necessity of river monitoring. In addition, the importance of modeling to predict the 
changes to the river are becoming vital to river management. Especially in the summer, 
localized heavy rain would cause the suspended solids to transport, which interfere with the 
river conveyance. This research will attempt to execute a suspended solid transport experiment 
in a real-scale field experiment to analyze the transportation of materials and use 2D particle 
dispersion modeling with image conversion to model and monitor the experiment results. 
Methods 
The experiment was conducted in the River Experiment Center in Andong, which has a length 
of 50 meters with a width of 5 meters while the bottom length is 3 meters. The slope of the 
experiment was originally designed as a mild slope of 1/800. The discharge rate conditions for 
the experiment were 2 m3/s, as the water was pumped from the Nakdong River to a water tank 
for stabilization. The suspended solid was made with a mixture of water and silica. Then the 
mixture was injected into the water and transport occurred throughout the channel. At the 
downstream of the experimental flume, the laser sediment measuring equipment LISST {Laser 
In-Situ Scattering and Transmissometry) was used to find the concentration of the suspended 
solid. In addition, drones were used to capture images of the suspended solid transport. The 
images then became the base of the spatial and temporal analysis of the input mixture. This 
remote sensing method of image conversion was applied to the image data to estimate the 
range of the suspended solid. The pixels for the images would be converged to real scale size, 
and the measured results of the laser sediment equipment LISST was used for calibration and 
verification. 
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The conversion results would be used as an input for the 2D particle dispersion model. The 
model used for suspended solid transport was PDM-2D, which is a particle model developed to 
simulated pollutant mixing in rivers without the input of dispersion coefficients by adopting the 
step by step calculation method (Park and Seo, 2018). The step by step method is conducted by 
first calculating the horizontal translation, and then the vertical mixing based on the shear 
dispersion theory. 
Results 
The applied results to the 2D particle dispersion model proved its capability to reproduce the 
experiment well. This showed the applicability of using image conversion to acquire data for 
suspended solid materials transported in water. Therefore, the current study with real-scale 
experiment provided an interesting method on modeling the suspended solid transport. 
a) Original image
b) Converted image
0 100 200 300 400 500 600 
Fig. 1. Comparison between the original image and edge detected image. 
Conclusions 
This research executed a suspended solid transport experiment in a real-scale field experiment 
to analyze the transportation of materials and use 2D particle dispersion modeling with image 
conversion to model and monitor the experiment results. This showed the applicability of using 
image conversion and particle modeling to reproduce the movement of suspended solid 
materials in water. Therefore, the current study with real-scale experiment showed the 
applicability of using image conversion and particle modeling for suspended solid materials 
transported in water. 
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Abstract 
In this work, we aim to assess sediment rating curves and develop an alternative method 
applying a two-level clustering approach to measured bed- and suspended-load data. The 
hydraulic features to be considered include cross-sectional mean velocity, mean depth, bed 
slope, as well as sediment diameter distribution. The two-level unsupervised clustering method 
includes a Self-organizing map (SOM) at the first level in order to project the data space onto a 
comparatively low dimensional map. Then, a trained SOM network is clustered by using a 
Gaussian mixture model (GMM). Several distinguished patterns that will appear as a result of 
the clustering will be matched to the hydraulic regimes, thereby establishing each regime's 
physical meaning. It is expected that multiple sediment fraction models for each cluster will 
enhance total sediment load predictability. 
Keywords: Suspended load; Bedload; Total sediment load; Sediment transport; Self-organizing 
map; Gaussian mixture model 
Introduction 
Measurement of total sediment load, which consists of bedload and suspended load, is 
essential in hydraulic engineering and geomorphology. However, it is challenging to measure 
bedload directly, which is often estimated from the measured suspended-load, e.g. using 
sediment rating curves such as Maddock's Table and the modified Einstein method. Although 
there have been efforts to partition total sediment load into bedload and suspended load 
fractions, results showed large scatter. Especially, the modified Einstein method requires 
sediment diameter distribution and detailed measurement point information, whose 
uncertainties add to the large scatter in the estimated value of total sediment load. In this 
sense, parsimonious linking suspended-load and bed-load will contribute to the academic and 
practical estimation of the total sediment load. 
Methods 
To figure out the total sediment load regime, a two-level unsupervised clustering approach, 
which iteratively performs Kohonen's self-organizing map (SOM) (Kohonen, 1990) and Gaussian 
mixture model (GMM), was exploited. The method repeats clustering varying the number of 
clusters. The best clustering result can be determined by finding a model that minimizes 
Akaike's Information Criterion {AIC) and Bayesian Information Criterion {BIC) which described 
as: 
AIC = 2k - 2LL
BIC = kln(n) - 2LL
(1) 
(2) 
in which, k is the number of parameters in the model; LL is the log-likelihood of the model; 
n is the number of data point. 
Results 
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The total sediment load in natural streams data from Williams and Rosgen (1989) was analyzed 
to figure out the underlying physics relating to total sediment load and suspended sediment 
concentration. We selected the model minimizing the AIC as the best model varying the 
number of clusters from 1 to 10 with 500 iterations, and the 4 was the optimal number of 
clusters. The SOM heat map (Fig. 1) of the four dimensionless variables showed good 
agreements with the clustering boundaries with the different colored cluster indices. Especially, 
the blue-colored cluster shows a small fraction of suspended sediment, and the orange-colored 
cluster is suspended sediment dominated. Bed material Reynolds number (Redso) and depth 
Reynolds number (ReH) corresponded with the suspended load fraction, Fsus · 
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Fig. 1. Clustered heat maps of the SOM: {a) log-scaled suspended load fraction to total load {Fsusl {b) log-
scaled bed material Reynolds number {Redsol {c) log-scaled depth Reynolds number (ReH ) {d) Froude 
number. 
Conclusions 
This study suggests the new regime divisions of the suspended load fraction to total load 
(Fsus) using an unsupervised pattern recognition method. Two Reynolds numbers with 
different characteristic lengths showed significant relation to F'sus · The algebraic relationship 
of each regime can be derived using this result. 
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Abstract 
The external fertilization of sea urchin is achieved through a process of complex interaction 
with the surrounding flow. Once eggs and sperms are released directly into the water, they 
follow complex flow motion until they collide into each other. Pair of egg and sperm are 
fertilized when the compatibility of gametes is satisfied. Since the success of fertilization can be 
easily observed, many studies have performed laboratory experiments and field observations 
to investigate the effects of surrounding flow on fertilization rate. They mainly estimated 
fertilization rate by extracting specimens from target locations and counting the number of 
fertilized eggs among the entire eggs, under the assumption that gametes are dispersed evenly 
in the entire domain. However, due to the complex flow structure within the boundary layer, 
gametes are dispersed erratically, causing unreliable results. 
In order to overcome the limitation of previous studies, the corresponding study performed 
computational modeling based on the lagrangian particle tracking algorithm, which enables us 
to compute the fertilization rate accurately. Based on the results of modelling, we investigate 
the effect of flow characteristics behind the sea urchin body on the fertilization process under 
the various flow conditions. Specifically, first, we analyzed the flow structure behind the sea 
urchin and obtained the spatial distribution of gametes depending on the flow conditions. 
Second, the spatial distribution of gametes is quantified numerically based on the standardized 
Morisita index suggested by Smith-gill (1975) to describe the degree of aggregation of gametes. 
Finally, we computed the fertilization rate and hydrodynamic characteristics such as turbulent 
intensity and integral length scale and figured out how changing flow characteristic influences 
on the fertilization process of sea urchin by associating the standardized Morisita index with 
the fertilization rate. 
Our results show that the fertilization rate increases with the increase of standardized 
Morisita index and decreases with the integral length scale. Specifically, the fertilization takes 
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Abstract 
The recent increase in use of surgical facial masks and PPE has magnified microplastic pollution 
in natural waters. When plastics are degraded into smaller particles, they are easily absorbed 
and transported onto various ecosystems. Since freshwaters transport a majority of plastics 
from the land to the sea, with accumulated plastics causing detrimental effect on aquatic biota 
along the way, we seek to develop an efficient microplastic management strategy by 
thoroughly understanding the transport mechanism of such particulate matter in water. 
Common obstacles in freshwater such as branches, logs and hydraulic structures are identified 
as local hotspots of microplastics. Hydrodynamic analysis of these locations provides a more 
efficient approach to capture and redirect plastics in freshwater ecosystems by predicting 
particle behaviors at different flow conditions. As an effort to identify flow characteristics 
creating hotspots of particles, we analyze the transport of neutrally buoyant particles when 
obstacles are installed in various configurations in a laboratory setting. The transport 
mechanisms of particles are analyzed depending on obstacles' dimensions and the spacing 
between neighboring obstacles when flow obstructions are located: (a) on the bed, and (b) at 
the free surface. 
We conducted experiments on a closed-loop racetrack flume, using Particle Tracking 
Velocimetry (PTV) to track the transport of neutrally buoyant particles and Particle Image 
Velocimetry (PIV) to identify specific mean and turbulent conditions that determine particle 
retention or redirection. The spatial and temporal analysis of two-dimensional velocity fields 
yields valuable information on flow-structure-particle interactions and their response to 
changing hydrodynamic conditions due to different obstacle configuration. We expect current 
study to provide an efficient microplastic management strategy in freshwater ecosystem based 
on the : 1) prediction of plastic accumulation zones for monitoring or their removal in streams, 
and 2) effective design of artificial traps to target specific plastic materials without affecting 
transport of stream organisms. 
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A turbulence-based, two-layer model to predict sediment 
resuspension in vegetated flows 
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Abstract 
Aquatic vegetation plays an important role in maintaining ecosystem services in natural water 
environments, such as wetlands, estuaries, riverine and coastal areas. To improve restoration 
efforts and protect vegetation habitats, it is paramount to understand how vegetation 
interacts with their surroundings to predict sediment transport and suspended sediment 
concentration (SSC) accurately, which will lead us to more accurate models of landscape 
evolution and water quality management. We conducted a series of laboratory experiments in 
a recirculating racetrack flume with rigid cylinder arrays to mimic vegetation. Light-weight 
sediment (walnut shells) was chosen as substrate according to scaling considerations. We used 
2D planar Particle Image Velocimetry on horizontal and vertical planes to investigate the flow 
structures under different canopy densities. Profiles of SSC were measured via quantitative 
imaging, using the recorded sediment particles to obtain probability values for the 
concentration. We propose a two-layer, turbulence-based model to predict SSC in vegetated 
flows, considering turbulence generated from vegetation, from the bed, and from coherent 
structures caused by stem-bed-flow interaction into the near-bed turbulent kinetic energy. 
Keywords: Turbulence; Vegetated flow; Sediment resuspension; Coherent structure 
Introduction 
Sediment transport has long been an essential issue for hydraulic and environmental engineers, 
which has been widely studied in open-channel flows. In the past, sediment transport and 
resuspension models relied on measurements of bed shear stress. However, studies have 
shown that bed shear stress models do not work in regions with vegetation due to ignoring the 
effect of turbulence generated by vegetation, which has been recognized as a prominent 
feature in natural flow environments that drives sediment resuspension. More studies are 
needed to better understand how water, sediment, and vegetation interact in regions with 
vegetation to predict sediment transport accurately in natural vegetated environments. 
Methods 
The experiment was conducted in a unidirectional, recirculating flume. The straight test section 
of the flume is 2 m long, 0.15 m wide, and 0.6 m deep. An array of rigid acrylic cylinders with 
diameter d = 0.64 cm and height h = 10 cm is used to simulate a high-stiffness aquatic 
vegetation canopy. Two densities were selected to cover from sparse to dense conditions, 
ah = {0. 1 - 0. 5}. Crushed walnut shells are chosen as sediment substrate, with a 10 cm thick 
sediment bed as the initial setup in the straight test region. The sediment density, Ps = 1.2 
g/cm3 (water density, p = 1.0 g/cm3) with the median grain size, D
5 
= 1 mm. The walnut 
shell settling velocity, w
5 
= 1 cm/s. Five experimental runs with emergent vegetation arrays 
and three test runs with a bare-bed setup were conducted. Hydrodynamics measurements 
were conducted by Particle Image Velocimetry (PIV). Suspended sediment concentration (SSC) 
was estimated by counting the time-averaged particle pixels from the monochromatic images. 
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We developed a two-layer, turbulence-based model to predict SSC in flows with emergent
aquatic vegetation. Turbulence generated from vegetation, bed, and coherent structures
caused by stem-bed-flow interaction are considered into the near-bed turbulent kinetic energy
(TKE), which is the critical parameter that describes the impacts of vegetation-bed-flow
interactions at the sediment-water interface. The model consists of two crucial variables, the
effective bottom boundary layer, Hb , and the effective bed shear velocity, u'i,eff, that will
change with mean velocity and array density:
1 (Zvk )t/4 
Hb =a Co112 a2; 








where a is the experimental coefficient, CO is the vegetative drag coefficient, v is the
kinematic viscosity, ks is the bottom roughness, U is the mean flow velocity, ktb is the bed
shear TKE, ktv is the vegetation generated TKE, c is an empirical coefficient that depends on
the shape, orientation, array density, and stem Reynolds number of the vegetation.
(a) ah = 0.5, U = 4.94 cm/s (b) ah= 0.1, U = 6.04 cm/s
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Fig. 1. Measured SSC profiles and the corresponding mean velocity profile in flows with
emergent vegetation under (a) ah= 0.5, U = 4.94 cm/s, (b) ah= 0.1, U = 6.04 emfs. Circles
represent experimental data. Dashed lines represent the fitted curve for the SSC profile. Solid
lines represent the velocity profile. Black dotted lines indicate the thickness height of the
bottom boundary layer.
Conclusions 
The proposed two-layer, turbulence-based model successfully predicts SSC in flows with
emergent vegetation. The experimental data validated the model and is expected to provide
critical information to future studies on sediment transport, landscape evolution, and water
quality management in vegetated streams, wetlands, and estuaries.
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Abstract 
Climate change is a critical factor to determine hydrological dynamics and ambient water 
quality in freshwater ecosystems. Particularly for nutrient loading, nitrogen and phosphorus 
dynamics vary largely according to intensity and frequency of rainfall events. Korea's Ministry 
of Environment operates water quality monitoring networks on a weekly basis. Despite their 
consistent observation routine, the sampling misses a certain amount of nutrient loading 
emerged from irregular rain events. In this respect, we hypothesize that these episodic rain 
events may exert a large influence on annual nutrient loading estimation, provided that 
approximately 60% of annual rainfall is biased to the summer monsoon period in Korea. To this 
end, the present study focuses on comparative nutrient loading estimates between two 
different sampling strategies. It highlights that data missing and observation failure for extreme 
events could downplay exogenous nutrient loads to induce summer harmful algal blooms in 
freshwaters. 
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Analysis of residence time distribution in 
retention zone of natural rivers 
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Abstract 
Solute transport modeling is the fundamental work for improved understanding of particles 
behavior in riverine system. In this study, considering the time-scale dependent behavior, we 
presented convolutional modelling decomposing the residence time in surface zone affected by 
Fickian behavior and storage effects. As a results, the proposed model yielded more accurate 
simulation in late time of breakthrough curves compared to other models. 
Keywords: non-Fickian transport; residence time distribution; breakthrough curves; tracer test 
convolution 
Introduction 
Transient Storage Model (TSM) has been widely used due to its simple conceptualization that 
the storage mechanism can be described as equivalent to a first-order mass transfer (Bencala 
and Walters, 1983). However, recent studies have argued that the breakthrough curve lagged 
by natural storage zone does not behave exponentially as the TSM assumed. In this study, 
adopting the framework of Marion et al. (2008), we proposed the convolutional equation for 
non-Fickian transport applying the Routing Model and Advective Pumping Model (Elliott and 
Brooks, 1997). Further it was validated with the tracer test data and simulation results from 
other transport models. 
Methods 
The temporal concentration distribution can be expressed by residence time distribution (RTD), 
and mechanisms governing the RTD can be divided into two: thee Fickian behavior and storage 
effect. Those two decomposed system were modeled with Routing Model (RT model) and the 
Advective Pumping Model (APM) (Elliott and Brooks, 1997). This convolutional decomposition 
equation with the APM (CDEAPM) was formulated as follows: 
C(t; x) =
f t [f Tz 
[
C(r1; O)U exp {
{x - (r2 - T1)U}
2
}] dr1] 





} { n/Th 1•n drz L n! Th ( t )
2 
n=O�--� 10.66-+ -+2 
uptake process t Th 
Advective pumping model 
(1) 
where C is solute concentration in surface flow, U is reach-averaged mean flow velocity, DL 
is longitudinal dispersion coefficient, T is mean time to travel distance x, a is trapping 
probability per unit time, Th is residence time scale parameter, n is number of trapping, -r1 
and -r1 are dummy time variable. 
To validate the proposed model with measured data in a natural river, the tracer test 
was carried out at Garn Creek, consisting primarily of sand substrate, South Korea in 2019. At 
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the section 4.85 km away from injection point, mean travel time was 2.058 hr and maximum 
measured concentration was 5.18 mg/m
3
with 12.8 ems of discharge. 
Results 
The simulation results of CDEAPM were compared to other popular modes: the ADE and TSM. 
Fig. 1 show that the accuracy comparison in the falling limb of breakthrough curves simulated 
from above three models at each sections. To quantitively evaluate the accuracy differences, 
the power-law slope of breakthrough curve tails was subject for the comparison as 
summarized in Table 1. From the CDEAPM the average error rate of those at all sections was 
0.195, which is far lower than 14.03 and 1.866 from the ADE and TSM, respectively. Therefore, 
the RTD tails formed from the CDEAPM attenuated more closely to the measured value on all 
sections than those of other two models. 
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Fig. 1. Accuracy comparison of simulated concentrations compared to the observed concentrations by 
models 
Table 1. Comparison of the power-law slope of the tail of BTCs at each section by models 
S2 S3 S4 Averaged error rate 
Tracer test 3.789 6.298 3.811 
ADE 92.39 103.4 16.35 14.03 
TSM 16.11 17.46 6.001 1.866 
APM 3.332 5.140 4.885 0.195 
Conclusions 
The storage mechanisms, which has been unidentified problem so far, can be represented with 
the residence time distribution in storage zone. In the GC2019 case, which was characterized 
by sandy and dune-shaped bed form with less other retention factors such as vegetations, the 
advective pumping model yielded accurate simulation results than other models. 
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Abstract 
We investigated how rock clusters embedded in a finer grain matrix alter the near-bed flow 
and the exchange of surface and subsurface water. We found that the hyporheic flux is 
decreased with embeddedness but increased with spacing. We also observed in the smallest 
spacing case, the effect of the dead zone becomes significant preventing the flow recovery as 
the boulder less embedded. 
Keywords: Hyporheic exchange; Ecostones; Surface-subsurface interactions 
Introduction 
As rocks are placed closer, the wake they generate can extend to their neighbors and interfere 
with the wakes of the adjacent elements. Fang et al. (2017) investigated the effects of boulder 
concentration on hydrodynamics and turbulent flow properties. When boulders were near 
each other, wake interference and skimming flow were observed, greatly reducing bed shear. 
Since spacing changes the near bed hydrodynamics, we expect it will also affect hyporheic 
exchange. In this study, we demonstrate how boulder spacing and embeddedness influence 
hyporheic exchange processes, especially the hyporheic flux. 
Methods 
We first generated an artificial fluvial channel with an array of four boulders placed upon the 




Fig. 1. (a) A geometry of a roughness element modelled by an ellipsoid (b) Side view (c) Plan view 
We set the diameters of fluvial boulders as Dx : Dy : D, = 10 cm: 8 cm : 6 cm. The distance 
between the center of two adjacent boulders is dx (x-axis) and dy (y-axis), respectively. We 
define the parameter boulder spacing as S = dJDx = dvfDv - We adopted BSK-orig computational 
method to quantify embeddedness which is l00·De/D, where D, is the total height of boulder 
and De is the embedded height, respectively. Since we used six different settings for spacing (2, 
3, ... , 7) and seven for embeddedness (5, 20, 35, ... , 95%), 6x7=42 simulations were conducted 
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in total. 
The three-dimensional channel flow is modelled by the Reynolds Averaged Navier-Stokes 
equations (RANS) with the k - e closure scheme. The continuity and momentum equations are 
(1) 
(2) 
With a fully-coupled surface-subsurface flow model, hyporheicfoam, developed by Li et al. 
{2020), the surface and subsurface flow fields are solved. 
Results 
Fig 2. shows the effect of boulder array setting on the hyporheic exchange rate. The interfacial 
flux increases as the embeddedness decreases {Fig. 2a) and as the spacing increases {Fig. 2b) 
except for the case with the smallest spacing. Generally, as boulders are less embedded, 
pressure variations increase, generating larger gradients across the riverbed, thus driving more 
hyporheic flux. For the smallest spacing setting, the inverse relationship between the 
embeddedness and flux no longer holds. When boulders are densely packed, the flow trapped 
in the dead zone between boulders does not accelerate or decelerate as much as it does in the 
loosely-packed case. In other words, in the smallest spacing case, the effect of the dead zone 
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Fig. 2. The dependence of hyporheic flux on (a) Embeddedness (E) and (b) Spacing (S). 
Conclusions 
We investigated how boulder spacing and embeddedness affect the near-bed hydrodynamics 
and the surface-subsurface water exchange. We show that the hyporheic flux is decreased with 
embeddedness but increased with spacing. 
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Abstract 
Galvanic corrosion is a main reason for the pipe degradation and lead contamination in 
drinking water systems. The electrical potential distribution and species transport in the pipe 
are governed by the Laplace equation and the advection-diffusion equation respectively. The 
charge transfer rate at the electrode-electrolyte interface depends on the electric field across 
the interface and can be determined by electrochemical polarization experiments. In this study, 
a mathematical model is developed by coupling the electric potential field and the reactants 
transport. The predicted results of the model compare well with the measurement data. 
Keywords: Drinking water supply system; Galvanic corrosion; Solder joint; electrochemical 
model; Mass transport 
Introduction 
Galvanic connection may occur in water supply systems and cause elevated Pb concentration 
(Ma et al., 2018). The tendency of losing electrons in galvanic pairs follows the electromotive 
force (EMF) series, and the potential difference between galvanic pairs is the driving force of 
the galvanic corrosion. The potential distribution in water can be described by the Laplace 
equation subjected to specific source and other boundary conditions (Munn & Devereux, 1991). 
However, previous studies mostly focus on steady-state and mainly sea water corrosion 
problems; an electrochemical theory for galvanic corrosion in drinking water supply systems -
in particular the effect of water quality change during the corrosion propagation - has not been 
studied. 
Methods 
Consider a leaded solder joint (Fig.1), the galvanic cell consisting of a leaded solder (anode), a 
copper electrode (cathode), and water (electrolyte). According to the EMF series, lead and tin 
will preferentially corrode over copper. Chlorine will first serve as the oxidizer, followed by 
dissolved oxygen (DO) when chlorine is depleted. 
Tap water 
ct+Hp+2e- ➔ ct+20H- Pb2• <-Pb-2e-
e 
Copper Solder Copper 
Fig. 1. Schematic illustration of the reactions occurring in a soldered pipe section 
According to the continuity of the electrical charge and Ohm's law, the electric potential (<p) 
distribution can be shown to be governed by the Laplace equation: 
(1) 
The charge transfer rate at the electrode-electrolyte interface depends on the electric field 
across the interface and on the chemical potential gradient. Due to the galvanic corrosion, 
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reactants (Chlorine, DO, Pb) are consumed, and products (Cl-,Pb2+, Cu2+) are released at 
metal surface with a rate proportional to the current density. The governing equation for mass 
transport of the kth specie is: 
iJCk 2 (2) 
iJt = V ck + sk
where C kis the concentration of the kth species in mg/L, t is time in second, and S k (mg/L/s) 
is the source term for products and sink term for reactants. At the metal surface, the current 
density i is proportional to the normal gradient of potential. Owing to the polarization effect, 
i is a non-linear function of q> given by the Butler-Volmer equation. 
. iJ<p . 2.303(<p-(f)eq) 2.303(<p-(f)eq) (3) l = -<T iJn = lo[exp Pa 
- exp
Pc ] 
where n is the normal direction, i0 is the exchange current density at equilibrium potential 
{<fJeq), Pa and Pc are the Tafel constants, these four parameters can be measured by 
polarization method. At the symmetric and dead ends of the computation domain, the current 
density is zero. The reaction rate at the metal surface has a linear relationship with the current 
density, which is given by Faraday's law R = _!:__ {F=Faraday constant; n=valency). 
nF 
Results 
With the initial chlorine concentration of 0.5 mg/L, DO concentration of 8.5 mg/L, the 
predicted potential at t=0 and chlorine concentration at t=lh and 2h are shown in Fig.2. A 
sharp potential gradient occurs at the junction point of copper and solder, resulting in a fast 
initial corrosion rate of Pb and consumption rate of chlorine. The predicted leaching curve of 
Pb and Cu agree well with the measurement data. 
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Fig. 3. The predicted leaching curve of (a) Pb, and (b) Cu, comparing with measurement data. 
Conclusions 
An electrochemical model to simulate the galvanic corrosion process in drinking water 
environment is formulated and validated against experimental data for the first time. 
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Abstract 
Experiments were conducted to characterize the turbulent flow in two-dimensional {2D) 
submerged offset jets. The vertical profiles of time-averaged velocity and Reynolds stresses at 
different horizontal locations were detected to ascertain their self-preserving characteristics in 
the pre-attachment, impingement and wall jet regions. 
The self-preserving characteristic in individual horizontal velocity profiles in different 
regions of submerged offset jets is observed by using the velocity scale as the jet velocity and 
the vertical length scale as the jet half-width from the point of occurrence of jet velocity in the 
pre-attachment region and from the boundary in the impingement and wall jet regions. In 
general, these scales are capable to bring down the data plots to a single band substituting self­
preserving characteristic in individual horizontal velocity profiles. The thickening of jet layer in 
the pre-attachment and wall jet regions and the decreasing of jet layer in the impingement 
region are prevalent. However, the jet half-width in the wall jet region of submerged offset jet 
is greater than those of classical wall jet and submerged wall jet. 
Furthermore, the self-preserving characteristic in the individual Reynolds shear stress 
profiles in different regions of submerged offset jets is examined by using the Reynolds shear 
stress scale as its peak value and the vertical length scale as the half-width of Reynolds shear 
stress above its null-point. Using these scales, the Reynolds shear stress profiles exhibit a self­
preserving characteristic. The half-width of Reynolds shear stress thickens with the horizontal 
distance in the pre-attachment and wall jet regions, but the data plots do not follow any 
specific trend in the impingement region. On the other hand, the elevation of the null-point of 
Reynolds shear stress increases with an increase in horizontal distance in the pre-attachment 
and wall jet regions, but they decrease with horizontal distance in the impingement region. 
However, in the wall jet region, the half-width and the elevation of the null-point of Reynolds 
shear stress of submerged offset jets are greater than those of classical wall jet and submerged 
wall jet. 
Finally, the self-preserving characteristics in the individual profiles of the Reynolds 
normal stresses are tested by using their scales as peak values of the horizontal Reynolds 
normal stress and the length scale as that of the Reynolds shear stress. They allow to collapse 
the data plots of the individual Reynolds normal stresses on a single band in different regions 
of submerged offset jets, substantiating that the self-preserving characteristic is prevailed. 
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Mathematical model of Reynolds shear stress in a turbulent plane 
jet with Coanda effect 
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Abstract 
When a turbulent plane jet is issued from a raised opening into the quiescent environments 
above a bottom-wall, the Coanda effect induces the jet to deflect towards the bottom-wall 
owing to the ambient fluid entrainment to produce a negative pressure zone. The flow zone 
upstream of the jet impingement point is called the pre-attachment zone. After the 
impingement of the jet, the flow develops on the bottom-wall over a certain downstream 
stretch, called the impingement zone. Beyond the impingement zone, a wall jet type flow is 
prevalent in the wall jet zone. In this study, we develop a mathematical model for the Reynolds 
shear stress profiles in various zones of a turbulent jet with Coanda effect. To this end, the two­
dimensional Reynolds averaged Navier-Stokes equations together with the continuity equation 
are solved for the estimation of Reynolds shear stress. The mathematical derivations are based 
on the boundary layer approximation. In the pre-attachment zone, the velocity profile follows 
an exponential function. In addition, in the impingement- and wall jet-zone, it follows a 
combination of a power function within the inner layer and an exponential function within the 
outer layer of the jet. The exponent of the power function is obtained using the experimental 
data and coefficients of the exponential function are determined from the boundary conditions. 
The computed Reynolds stress profiles have a satisfactory agreement with the experimental 
observations. 
The present mathematical model provides a detailed understanding of the Reynolds 
shear stress within the jet layer and may have implications related to hydraulic engineering, 
chemical engineering and industrial applications. The model outcomes are obtained for a given 
set of salient parameters related to the jet and therefore, the model may be useful to make 
sophisticated engineering software. 
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Effect of ambient turbulence on the entrainment into a turbulent jet -
mean properties 
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Abstract 
Studies of jets have mainly been in quiescent flows; however, as effluents are released into 
turbulent surroundings in engineering practice, the effect of the ambient turbulence on the jet 
entrainment and mixing is of interest. Hunt (1994) argued that if a jet or plume flow is 
subjected to external forcing, causing the jet structure to break down, entrainment would be 
reduced. Recent experimental research is extended to study of the passive scalar field of a 
turbulent jet (Re = 5800 and 10600) in a turbulent ambient flow using planar laser induced 
fluorescence. The large scales of the ambient turbulence advect the jet, while the entrained 
small scales modify and shorten the self-similar region of the jet flow, reducing jet-driven 
entrainment. 
Keywords: jets, background turbulence, passive scalar 
Introduction 
Effluents are disposed of into the atmosphere or hydrosphere in the form of turbulent jets to 
reduce the local or acute impact of pollutant emissions. Until recently, research on jets in 
quiescent or unquantified turbulent flows (e.g. channel flows) was assumed to be conservative 
due to the assumed superposition of the jet induced turbulent entrainment and mixing, and 
turbulent diffusion. However, following Hunt's (1994) suggestion that external forcing of a jet 
or plume, by disrupting the jet structure, will reduce entrainment, experiments have confirmed 
decreased entrainment in a jet in a co-flow (Gaskin et al. 2004), an axisymmetric jet (Khorsandi 
et al. 2013, Perez-Alvarado 2016). The current study aims to investigate the jet dynamics that 
result in the reduced time-averaged (Reynolds averaged) entrainment through a study of the 
passive scalar field of a turbulent jet in a homogeneous isotropic ambient turbulence. 
Methods 
A turbulent axisymmetric jet was released into a quiescent and an approximately 
homogeneous isotropic turbulence with zero mean flow. The ambient turbulence was 
produced in a glass tank using a random jet array (RJA) (Variano & Cowen 2008). The jet flow 
(Re= 5800 and 10600) issued parallel to the RJA plane to maintain a constant level of ambient 
turbulence (TKE = 4.4 cm2/s2) along the jet axis. Planar laser induced fluorescence
measurements of a passive scalar allowed statistics to be obtained from cross-sections at axial 
distances of x/D = 20, 30, 40, 50 and 60. The data was analyzed to obtain averages conditioned 
on the jet centroid, which allowed for the separation of the effect of the large scales and the 
small scales of the ambient turbulence on the jet, through removing the effect of jet 
meandering. 
Results 
Ambient turbulence vortices larger than the integral length scale of the flow advect the jet, 
while the smaller scales are entrained. This results in a meandering path of the jet and a larger 
jet boundary region (in which the intermittency of the jet increases from zero to one) due to 
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modulation of the jet boundary by the smaller eddies of the ambient. The downstream 
evolution of the jet in the turbulent ambient is compared to the jet in a quiescent ambient in 
terms of its centerline mean concentration and concentration rms, and its half-width obtained 
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Fig. 1. Scalar statistics of a jet in an ambient turbulence: (a) Mean concentration (b) rms concentration 
and (c) concentration half-width 
The mean centerline concentration decays more rapidly than that in a quiescent ambient, 
exhibiting self-similar behavior until jet break-up (i.e x/D > 40 in the Re = 5800 jet) due to the 
disruption due to the entrained ambient turbulence. The latter results in a greater rms 
concentration of the jet in the ambient turbulence, which decays with axial distance. The 
growth of the jet half-width is greater than that of a jet in a quiescent ambient, until the point 
of jet break-up in the Re = 5800 jet, when width growth stops. The lack of width growth 
indicates that there is no longer any jet-driven entrainment (the mean velocity has decayed to 
zero) and only molecular and turbulent diffusion occur beyond this point. The effect of the 
ambient turbulence is more noticeable on the Re = 5800 jet, due to its weaker mean 
momentum. 
Conclusions 
The dynamics of a jet released into a turbulent ambient has three regions of behavior, which 
depend on the relative turbulence intensity (�) and relative length scales (.£) between the 
ambient and the jet. Initially the jet is relatively undisturbed by the ambient turbulence. This is 
followed by a self-similar region with jet-driven entrainment in which the mean properties 
decay more rapidly than that in a quiescent flow due to advection by the larger scales of the 
ambient turbulence and entrainment of the smaller scales. Finally, once the ambient 
turbulence has broken-up the jet flow (no mean velocity, no width growth), only molecular and 
turbulent diffusion act on the passive scalar. 
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Abstract 
Attraction flow propagation is a key factor for the detection of fishway entrances. Hydraulically, 
attraction flow can be considered as a turbulent rectangular surface jet. Defining surface jets as 
half-free jets, existing analytical approaches for jet propagation aspect ratios W/H > 1 are 
adapted for W/H < 1, which are typical for fishway entrances. Derived equations address jet 
propagation as a centerline velocity decay function dependent on W/H and the inner diffusion 
angle a; = 5°. The results were validated for numerical runs using OpenFOAM. A well-funded, 
easily applicable engineering tool for estimating attraction flow propagation is presented. 
Keywords: three-dimensional jet; attraction flow; aspect ratio; fishway; centerline velocity 
decay 
Introduction 
Fishway attraction flow is needed to guide the fish into the entrance pool of the fishway (e.g. 
Larinier, 1992). However, there is no common method to evaluate the interaction of fishway 
entrance aspect ratios W/H (where W is entrance width and H is water depth), attraction 
discharge and flow velocities as crucial parameters in order to reliably estimate attraction flow 
propagation in the planning process. Attraction flow behaves like a three-dimensional surface 
jet which can be defined as half-free jets with the water surface as symmetry plane. Studies of 
three-dimensional free (i.e. with no water surface present) jets show, that the aspect ratio of 
the orifice W/H is a determining factor for velocity decay along the centerline and thus the jet 
propagation (e.g. Rajaratnam, 1976). The focus of previous studies is on free jets and W/H > 1. 
The present study aims at deriving a simple tool for attraction flow estimation. In this, results 
obtained from CFD investigations of fish entrance specific surface jets and aspect ratios 
1/8 :5 W/H :51 are compared with an established analytical approach (Kraatz, 1975) and 
available jet studies (Rajaratnam and Humphries, 1984; Madnia and Bernal, 1994; Gholamreza­
Kashi et al., 2007). 
Methods 
In the present study, we chose the jet half-length Lx as relevant parameter to characterize 
attraction flow propagation. Lx equals the distance from the orifice to the point where the 
centerline velocity is half the outlet velocity u0 and thus describes the longitudinal jet 
propagation. 
Kraatz (1975) formulated equations to assess centerline velocity decay for plane and round free 
jets dependent on W/H and the inner diffusion angle a;, which is affected by the initial 
turbulence at the orifice. Based on this, the following equations, called the Inner Diffusion 
Angle Concept (IDAC), are derived for rectangular surface jets to determine Lx : 
0 ::; W /H ::; 1/4 
1/4 < W /H::; 1 
(1) 
(2) 
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The inner diffusion angle was set to a; = 5° for best accordance and thus lies within the range of 
4.5° and 5.5° (Kraatz, 1975). To verify whether the above equations can be adopted to predict 
the propagation of rectangular surface jets with W/H < 1, eight hydro-numerical simulations 
with four different aspect ratios 1/8:::; W/H:::; 1 are used for comparison. Using a 3D RANS 
solver integrated with the SST k-w turbulence model available in OpenFOAM a cubic 
waterbody with 40 m x 40 m x 20 m (x y z) and a rectangular inlet with different sizes is 
modelled. The outlet velocity is set to a uniform profile of u0 = 1,5 m/s which is a typical design 
velocity for fishways on German waterways. 
Results 
The CFD results of the jet half-length show that Lx decreases with increasing W/H for W/H:::; 1. 
Results show good agreement with equations derived from Kraatz (1975) and other studies, 
especially for 1/4:::; W/H:::; 1 (Fig. 1). Since IDAC assumes a constant LJW independent of W/H 
for W/H:::; 1/4, the deviation for W/H = 1/8 is about 14.5 %. The velocity decay along the 
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Fig. 1. Comparison of the predicted jet half-length of IDAC, previous studies and numerical simulations. 
Conclusions 
The analytical approach for round and plane jets with W/H > 1 was confirmed for rectangular 
surface jets with W/H:::; 1. The findings can be used to assess fishway attraction flow 
propagation by means an established approach. 
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Abstract 
We simulate the behavior of subsea accidental oil blowouts under a variety of realistic ambient 
conditions, using two numerical models in tandem. The Viscous Breakup Model in Jets (VDROP­
J) calculates evolving particle size distributions of gas bubbles and oil droplets from the source, 
and the Texas A&M Oilspill Calculator (TAMOC) simulates the fate and transport of the released 
petroleum fluids through the near-field water column. The simulation scenarios span a wide 
range of possible oil spill conditions: release depth, oil flow rates, orifice diameter, petroleum 
gas-to-oil ratio (GOR), subsurface chemical dispersant injection, oil compositions, and 
oceanographic conditions. The model results provide mass fluxes of oil surfacing and 
dissolution through the water column in different subsea oil spills. This study provides 
information to help assess the voe inhalation hazards in the response zone, design response 
strategies, and develop risk management plans for future offshore oil well blowout and 
pipeline leaks. 
Keywords: Numerical Model, Oil Spill Scenario, Oil Fate and Transport, Response Model 
Introduction 
Accidental subsea oil & gas releases can pose significant safety risks at the surface in the 
response zone, including potential explosion hazards and the health risk by inhalation of 
Volatile Organic Compounds (VOCs). Thus, it is important to know if released oil & gas may 
reach the surface, and if so, where, when, and how much the volume fluxes will be. We run the 
TAMOC and VDROP-J models to investigate a broad range of potential accidental offshore oil 
well blowouts under diverse ambient conditions. 
Method 
We use TAMOC to study the fate of petroleum released to the marine environment from a 
diverse range of subsea oil spill scenarios. TAMOC has been validated to an extensive suite of 
measurements from the near field of an oil spill accident up to 10 km radius of the spill source 
(Gros et al. 2017, Dissanayake et al. 2018) and to numerous laboratory studies of multiphase 
plume dynamics (Dissanayake et al. 2018, Socolofsky et al. 2008). TAMOC takes a Lagrangian, 
integral-model approach to simulate the formation of a plume of oil & gas, predict their 
transport dynamics through the water column, and track the dissolution and biodegradation of 
a full suite of pseudo-components of the petroleum mixture. We initialize TAMOC with results 
from VDROP-J, which has been validated to numerous laboratory studies of oil breakup (e.g., 
Zhao et al. 2016). VDROP-J simulates the evolving population of bubbles and droplets from a 
subsea release, considering particle-scale force balances and including break-up, coalescence, 
viscous stabilization of droplet size, and the changing oceanographic condition, including the 
turbulent dissipation rate along the plume trajectory. TAMOC calculates the required chemical 
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properties for the pseudo-components from the data available in the ADIOS oil library, 
developed by NOAA. 
Simulation 
This study focuses on the Newfoundland basin located offshore Canada in the North Atlantic 
Ocean. We used the model output from North Atlantic Model and the World Ocean Database 
as ambient ocean properties and currents. To estimate dissolved gas profiles, we compute the 
aqueous solubility of the air at the surface and correct that for temperature and pressure at 
depth. We obtain the composition of different oil types, including Saturates, Aromatics, Resins, 
and Asphaltenes (SARA) fractions, from the ADIOS database. Oil and gas composition data are 
input into the Peng-Robinson Equation of State, which simulates the physical properties of oil 
and gas in TAMOC, following Gros et al. (2018). The numerical simulation scenarios span a 
range of possible oil spill conditions: release depth, oil flow rates, orifice diameter, and gas-to­
oil ratio. Table 1 shows the list of scenarios of oil and gas spills. 
Table 1. Scenarios of Subsea Accidental Release of Oil & Gas in the offshore Newfoundland, Canada. 
Results 
Variables 
Release Depth (Z) 
Flow Rate (Q) 
Orifice Diameter (D) 
Gas-to-Oil Ratio (GOR) 
Range of Variations 
(200, 400, 600, 800, 1,000) m 
[1,000, 3,000, 5,000) bpd 
[0.01, O.D3, 0.05) m 
(500, 1000, 1500, 2000) 
Figure 1 shows an example model output in the oil budget graph comparing results for one spill 
scenario with two different GORs. The donut chart shows the total mass flux rate, and each 
color represents the portion of mass flux for each case, such as surfacing gas and oil and 
petroleum compounds dissolving into the water column and intrusion layer. As GOR increases, 
the more gas is released from the source and reaches the surface (yellow). The higher gas flux 
also generates smaller oil droplets, which dissolve more rapidly into the water (blue). Since the 
smaller droplets take a longer time to rise and move farther downstream, they have more 
chance to stay inside the plume (gray). We also analyze the fraction of surfacing mass for each 
component as a function of GOR, and Figure 2 shows the example graph for Benzene as a 
function of GOR for this release scenario. The higher GOR decreases the mass fraction of 
surfacing oil. This work will inform the development of an Offshore Response Guidance Table 
to support response efforts. 
Mass flux 
- To atmosphere (Gas) 
- To surface (Oil) 
- Dissolved in the water column 
- Dissolved in the intrusion layer 
Figure 1. Oil Budget Graph for GOR = 500 & 2000 
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Figure 2. Fraction of Surfacing 
Benzene as a function of GOR 
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Abstract 
Chlorine is widely used as chemical disinfectant in water and wastewater treatment plant. Yet 
the chlorination kinetics especially at high chlorine concentrations remains largely unknown. A 
set of experiments are carried out to examine the exertion of the chlorine demand when 10% 
NaOCI solution in form of turbulent buoyant jet is discharged into sewage that has received 
Chemically Enhanced Primary Treatment (CEPT). The total residual chlorine (TRC) and ammonia 
nitrogen concentration distributions in the chlorine jet are measured in field condition. The 
experimental results show that about 50 percent of the added chlorine mass flux is rapidly 
consumed within one second (in a very short distance) from the jet source. Jet model 
computations coupled with chlorination kinetics modeling reveal the organic reaction accounts 
for most of chlorine demand in the initial jet mixing process. 
Keywords: Chlorination; jet mixing; chlorine demand; disinfection; primary treated sewage 
Introduction 
At the Stonecutters Island Sewage Treatment Works {SCISTW) of the Hong Kong Harbor Area 
Treatment Scheme (HATS), sodium hypochlorite NaOCI solution at a high concentration {10%) is 
discharged into CEPT treated sewage effluent in the flow distribution chamber (FDC) in the 
form of multiple turbulent dense jets to achieve intended rapid mixing effect. Field 
observations have revealed significant variations in chlorine consumption in the treatment 
system (Lee et al. 2017). Disinfection in SCISTW is essential to meet effluent standards. It is vital 
to optimize the chlorine dosage operation to minimize operation cost and reduce the 
environmental impact of HATS discharge on the receiving coastal waters. 
There have been scant studies of chlorination kinetics at high concentrations (say 100,000 
mg/L) used in wastewater disinfection. In addition, the injection of a concentrated chlorine 
solution into flowing sewage is quite different from the mixing of chlorine with sewage in a 
beaker test. When a chlorine jet is discharged into an ambient flow of treated effluent, the 
chlorine concentration in the jet decreases rapidly with distance from the source due to (i) 
turbulent entrainment with the surrounding fluid; and (ii) chemical reaction with the chlorine­
demanding substances in the effluent. It is of great interest to develop a model that can predict 
the total residual chlorine (TRC) concentration distribution in chlorine jets. 
Full Scale Experiments of Chlorine Jet in Flowing CEPT Effluent 
Figure 1 shows the experimental setup of the chlorine jet mixing with ambient CEPT sewage 
flow. The fresh sewage from the sedimentation tank at the SCISTW was directly pumped into a 
test flume of 0.22 m width, 6.0 m length and 1.45 m height (Lee et al. 2017). Further, a broad­
crest weir was installed in the flume to form a uniform sewage flow of 1.2 m/s. The 10% NaOCI 
solution was injected at nominal flow rate of 20 mL/s via a nozzle of 0.01 m diameter into the 
critical sewage flow above the weir. The vertical TRC and NHrN concentration distributions are 
measured by sampling with aid of a 2D traverse followed by standard chemical measurement. 
The TRC mass flux at certain cross section of the chlorine jet is evaluated with M = J; C
m
udA
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where Cm is the measured TRC concentration distribution, u is the jet velocity, and r is the jet 
width. Table 1 shows that for the coflowing jet with jet densimetric Froude number of about 
2.0, the mass flux is 80% of the source mass flux at x=0.1 m from the source, and is 65% at 
x=0.2 m. The corresponding exertion of the chlorine demand is 20% and 35% over a time 
interval of about 0.1 s and 0.2 s. Moreover, the crossflow jet mixing case also demonstrates the 
extremely rapid chlorine demand near the jet source. 
------> 
Average sewage flow --------:'> 
velocity=l.2 mis ------> 8 ------> 0 
------> 
Nozzle 
10% NaOCI solution 
qj=20mlls 
'I 
Top ofbroad-crest weir 
Rail 
·t Sampling tube 
------> 
l /// / / / /// //// / //// ///// ///// ///// //// ///// / / / / / //// /777 / 0.7m ---------" 
Figure 1 Experimental setup for chlorine jet mixing with CEPT sewage effluent flow. 
Table 1 Summary of measured exertion of chlorine demand in mixing process 
Sewage flow Jet flow 
Measured residual mass flux 
Jet mixing 
M/Mo 
case Temp. u. NHrN Co Angle Q; Mo atx=0.1 m at x=0.2 m 
(OC) (m/s) (mg/L) (mg/L) (deg.) (ml/s) (g/s) (%) (%) 
Coflowing 22.0 1.2 35 112,000 0 20 2.24 80 65 
Crossflow 20.5 1.2 35 125,000 -90 20 2.50 94 45 
Results 
The changes in TRC concentration due to physical mixing and chlorination kinetics along the jet 
can be well-predicted by coupling a validated Lagrangian buoyant jet model (Lee and Chu 2003) 
with a chlorination kinetics model that accounts for the reaction between free chlorine, 
ammonia, monochloramine, and organic compounds. The numerical computations (not shown) 
indicate that the organic reactions account for most of the chlorine demand in the jet mixing 
zone close to the source. 
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Abstract 
Since the tidal flow interacts with the river flow, the water of the estuary is frequently 
stratified. Tide in the stratified flow makes the flows to be in baroclinic and barotropic modes. 
In which, the tide in the baroclinic mode induces more shear than the barotropic mode and 
influences more complicatedly on the estuary dynamics. The baroclinic flows are frequently 
found at the downstream of the constrictions of Hudson river where the widths are landward 
contracted. Although the baroclinic flows are proved to be very important to the 
convergences of the along estuary currents and the development of the density fronts such as 
the density fronts in Hudson River estuary (Geyer and Ralston, 2015), some parts in their 
dynamics have not been clearly understood, especially in the influence of the gradual 
contraction associated with the interaction of the ebb flow. Therefore, in order to clarify more 
about the role of the contraction associated with the existence of the baroclinic flow, we try to 
investigate the development of the density front at the end of the salt wedge that is salt tip. A 
result shows that a small internal bore along with an overturn appears during the slack before 
flood in the contraction when the baroclinitity appears. 
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Abstract 
Density difference due to temperature induces gravity currents which affect hydrodynamics. 
From field data set, temperature difference between main flow and tributary flow has been 
observed in confluence channel of Nakdong River and Hwang River in South Korea in summer 
and its difference is enough to induce gravity currents. When the temperature difference has 
been observed, mixing trend in confluence channel is somewhat different. It can be expected 
that tributary flow flows underneath main flow, in other words, gravity currents is occurred 
because density of tributary flow is higher than its for main flow. From this observation result, 
gravity currents can be considered that one of factors affects confluence flow. Primarily, 
confluence channel flow has complex behaviors such as flow deflection, separation, shear 
layer, and vortex. Its behaviors change depending on such factors which are density difference, 
bed elevation difference, momentum ratio, and confluence angle. In this study, gravity currents 
effects will be mainly investigated on flow structure in confluence channel with bed 
concordance and bed discordance through numerical simulations. Conditions of momentum 
ratio and confluence angle are maintained and different densities between main flow and 
tributary flow are applied in order to occur gravity currents and its results will compare to 
confluence flow with same density between the flows. Bed morphology which is bed elevation 
difference at confluence affects flow structures and its effects are expected more significant 
when gravity currents is occurred. Therefore, two geometries with and without bed elevation 
difference at confluence will be constructed and how flow structures change will be examined 
under the conditions having density difference between main flow and tributary flow. 
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Abstract 
In this work the flow occurring from the collision of two gravity currents is investigated 
numerically using Large Eddy Simulation (LES). A lock-release numerical experiment is used to 
simulate the collision of gravity currents. The focus is on the examination of the dynamical 
features of symmetric collision, i.e. currents with same densities and same heights. The 
resulting maximum height and vertical velocity after the collision as well as the turbulence 
characteristics are investigated. The simulations are performed using LES code, through the 
open-source OpenFOAM toolkit. Specifically, the model solves the Navier-Stokes equations 
along with a concentration transport equation, assuming the Boussinesq approximation for the 
density. A dynamic Smagorinsky SGS model is used for the evaluation of eddy viscosity for the 
description of turbulence. The model is validated using available laboratory measurements of 
Zhong et al.(Zhong et al., 2018). It is found that 3D LES can capture most of the physics 
observed in experiments from the early pre-collision stage, the collision, and the post-collision 
flow. Numerical simulations of colliding gravity currents are performed for a wide range of 
Grashot numbers (108-1012) which extend the range achieved in laboratory experiments. The
reasonable agreement of the model results with experimental measurements indicates the 
usefulness of LES in the study of gravity currents collision. 
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Abstract 
Stratified exchange flows occur in natural aquatic environments when horizontal density (i.e. 
baroclinic) and/or pressure (i.e. barotropic) gradients are initiated between adjacent connected 
water masses with different densities. This study presents 3D numerical simulations, utilizing 
the Bergen Ocean Model (BOM), of bi-directional exchange flows across an idealized 
trapezoidal sill obstruction for a range of parametric conditions in which Earth rotation is 
expected to affect exchange flow dynamics across the sill. The model results demonstrate that 
Coriolis forces increase the overall blockage of the saline water intrusion across the sill 
compared to equivalent non-rotating exchange flows, especially when the Rossby number 
associated with the saline intrusion is much less than unity. This effect is attributed to Ekman 
boundary layer dynamics and associated secondary flow circulations generated within the 
rotating exchange flows. The geostrophic adjustment also imposes strong control on the 
lateral distribution and extent of the saline intrusion across the sill and, hence, the parametric 
conditions under which full saline intrusion blockage is achieved for rotating sill exchange 
flows. 
Keywords: Stratified exchange flow; sill dynamics; rotation; secondary flow, Ekman dynamics 
Introduction 
Stratified exchange flows are generated between adjacent water masses with different 
densities at coastal margins, for example, where natural topographic features such as 
submerged channels, sill obstructions or sediment bars control the intrusion of saline water 
into fjordic basins, tidal inlets, or estuaries. For submerged channels or sills that are relatively 
wide in comparison to the internal Rossby radius of deformation, Earth rotation effects are 
expected to introduce geostrophic adjustment of these internal fluid motions and thus alter 
the lateral distribution of the counter-flowing water masses, and the associated internal mixing 
processes and secondary flow circulations. The main aim of the study is to delineate the 
relative importance of Coriolis accelerations, net-barotropic forcing in the counterflowing 
water masses, and the relative sill submergence depth, in defining the range of parametric 
conditions under which partial or complete blockage of saline intrusions will occur across an 
idealized sill. 
Methods 
The channel-sill geometry under investigation in the BOM simulations is the same 
configuration as considered in the experimental study of Cuthbertson et al. (2018) (see Fig. 1 
below). 
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Fig. 1. Schematic representation of the BOM channel-sill model domain 
BOM is a terrain-following a-coordinate numerical simulation tool, designed for ocean 
modelling (Berntsen, 2000). The current study utilizes the fully non-hydrostatic version of the 
model at a laboratory scale equivalent to the experimental configuration, as outlined above. 
Full details of the BOM domain set-up and simulations are given in Cuthbertson et al. (2021). 
Net barotropic forcing was modelled by varying the volume flux ratio a•= Qi/Q2 (= 0- 9) across 
the sill, while the relative sill submergence depth hbf H (= 0.075 - 0.634) and Coriolis parameter 
f = 20 (= 0 - 0.2136 rad s·1) were also varied in the BOM simulations. The Rossby number
based on the lower saline intrusion flow across the sill was estimated by Ro = fiz,siul f B,
where Uz,sill is the average saline intrusion velocity, ranging between Ro = 0.125 - 1.0 for 
rotating exchange flows. 
Results 
Rotating exchange flows across the sill demonstrated geostrophic adjustment in the density 
and velocity fields (Fig. 2), with the dense water overflow steered to the right (y ➔ O) and 
secondary circulations generated both in the lower saline intrusion and upper fresh water 
layers. A well-defined Ekman boundary layer was also shown to develop immediately above 
the sill crest. Under increasing rotation rates [i.e. f = 0.0267 ➔ 0.1068 rad s·1, Figs. 2(a), (b)], as 
well as for higher a• or lower hi/H values (for otherwise identical parametric conditions), the 
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Fig. 2. Cross-sill plots of along-channel velocity field (i.e. contours at t..U = 0.1 cm.s·1, positive saline 
intrusion flow out-of-page) and secondary flow circulations (i.e. vector field) for simulations with a•: 




Numerical BOM simulations of rotating exchange flows across a submerged sill were used to 
define the parametric conditions under which partial and full saline intrusion blockage 
occurred. The effects of rotation, in particular, were increasingly important for simulations with 
Ro « 1, while parametric conditions with Ro > 1 had very limited influence on the exchange 
flow dynamics when compared to equivalent non-rotating sill exchange flows. 
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Experimental turbidity current dynamics responding to a simultaneous 
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Abstract 
Turbidity currents, which travel downslope through river like channels along the seafloor, are 
the dominant process for delivering sediment stored upon continental shelves to deep water 
basins via the continental slope. This study presents a parametric series of experiments 
investigating the response of turbidity currents as they encounter a zone with simultaneous 
loss of lateral channel confinement and a break in channel slope angle. The results from the 
study demonstrate that the turbidity currents scour the bed area directly downstream of such 
transition zones, with the current flow properties and system topology directly affecting the 
geometry of the resulting bed deposit in the mini-basin. 
Keywords: Turbidity currents; loss of confinement; slope break; deposition; mini-basins. 
Introduction 
Turbidity currents are one of the main transportation mechanisms on Earth, delivering 
terrestrial sediments to the deep ocean basins via the continental slope. These occur as 
relatively dense sediment-laden flows that are often confined within seafloor channels or 
canyon systems, propagating as highly turbulent and often supercritical slope flows that can 
reach velocities >10 m/s. These seafloor systems can terminate abruptly in response to 
relatively severe (>2°) localised changes in gradient, or at the base of the continental slope,
causing flows to often undergo a near-simultaneous loss of lateral confinement (LOC) and 
break of slope (BOS). This initiates a rapid change in turbidity current behavior and structure as 
the sediment-laden flow spreads radially and begins to deposit the sediment load. Within 
these settings, turbidity currents flows can produce large elongate scour features, termed 
plunge pools or mega-flutes, and mini-basin lobe deposits. However, the transitional flow 
processes producing these seafloor features remain relatively unknown. The main aim of this 
study is therefore to provide new insight into the turbidity current flow structure at LOC-BOS 
transitions, determining how these flow processes control the physical characteristics of the 
downstream mini-basin deposits. 
Methods 
A schematic of the experimental facility is shown in Fig. 1. The turbidity currents are initially 
fully confined within a 3.20 m-long, 0.30 m-high and 0.10 m-wide channel on an adjustable bed 
slope. At the end of the channel, there is a simultaneous LOC-BOS transition into a horizontal 2 
m-long by 2 m-wide basin, where the unconfined turbidity current spreads radially and
deposits its sediment load. A series of parametric runs are conducted varying both the initial
bulk sediment concentration (12 - 18% by volume) and bed slope angle (6 - 10° at the
turbidity current inlet). Ultrasonic Velocimeter Profiler (UVP) probes are positioned 0.15 m
above the channel-basin bed, along the channel-basin centreline axis at distances 2.95 m, 3.25
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m, 3.55m and 3.85 m from the 
inlet condition (see Fig. 1) to 
record the turbidity current flow 
field evolution throughout each 
........ 
experimental run. Three- .__JL._ 
dimensional representations of 
the resulting sediment deposits 
produced in the mini-basin 
downstream of the BOS-LOC are 
reconstructed into DEMs using a 
high-resolution photogrammetry 
technique (Penna et al., 2019). 
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Each turbidity current flow was 
repeated to collect 
Fig. 1. Schematic representation of experimental facility 
corresponding sediment 
concentration data 0.40 m downstream of the LOC-BOS transition in order not to affect the 
resulting deposit structure. 
Results 
Experimental runs show that sediment concentration is not the dominant control on the 
formation of elongate scour features downstream of LOC and BOS, with a relatively consistent 
levee-scour-lobe deposit arrangement generated (Fig. 2) within the mini-basin. Instead the 
dominant controls on the formation of such features appear to be the flow velocity transition 
in response to the LOC, as well as the severity of the BOS between the channel and basin. 
Fig. 2. Colourmaps showing the levee-scour-lobe deposit structure and thickness generated in the mini­
basin for turbidity currents with volumetric concentrations of (a) 12% and (b) 18%. 
Conclusions 
Scaled experiments of turbidity currents encountering a simultaneous break of slope and loss 
of lateral confinement have been conducted to better understand the parametric conditions 
under which plunge pool or mega-flute scours and deposition lobes are formed. It is clear that 
the length of these scour features is determined by the severity of slope break, whilst the size 
of lobe deposit produced is related to the initial sediment concentration of the turbidity 
current. 
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Turbulent mixing across a sharp density interface 
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Abstract 
When gravity currents travel at sufficient velocity to generate strong shear between the current 
and ambient, significant mixing can occur at the head of the current and along the interface 
with the ambient fluid. However, if the current slows, turbulence in the head and shear at the 
interface may not be sufficient to sustain entrainment, instead relying upon ambient 
turbulence to enhance mixing between the different density layers. We perform an 
experimental study to characterize the role of ambient homogeneous isotropic turbulence in 
either mixing or sharpening an interface between two liquids of different densities. We use 
non-invasive optical techniques to measure the turbulent velocity and concentration fields to 
directly quantify turbulent diffusivity. 
Keywords: Stratification; Turbulence; Experimental methods 
Introduction 
Industrial desalination generates brines that are often released back into the 
environment. Desalination brines discharged into coastal regions with weak currents or mild 
bathymetry do not necessarily mix with surrounding waters and can remain stably stratified 
(Hodges et al. 2011). There are several hydrodynamic forces at play in the mixing processes 
associated with brine discharges, including shear imposed by the velocity gradient of the 
discharge and turbulence at the bore front, among others. We are interested specifically in 
the role turbulence plays in a low mean shear environment, where ambient turbulence alone 
(i.e. absent mean flow or mean interfacial shear) encourages mixing across the density interface. 
To accomplish this, we are conducting a laboratory based experimental study to investigate the 
effect of homogeneous isotropic turbulence on a sharp density interface and identify the 
mechanisms that promote and/or inhibit interfacial erosion. 
Methods 
An experimental study is conducted in which high Reynolds number (Re;i. ~ 300) horizontally 
homogeneous isotropic turbulence with negligible secondary mean flows is generated in fresh 
water above a dense layer, consisting of either saltwater or a sugar-water solution. We use 
randomly actuated synthetic jet arrays (RASJA- Variano & Cowen 2008) to generate turbulence 
with the RASJA suspended at the top of a water tank, as in Johnson & Cowen (2018), to study 
mixing near the bottom of the tank. A schematic diagram of the experimental facility is shown 
in Fig. 1. Index matching is performed between the two fluids to ensure measurement accuracy. 
Stereo particle image velocimetry (PIV) measurements are collected for turbulence analysis in 
the forced upper layer. Statistical metrics include turbulent kinetic energy, dissipation, spectra, 
and integral scales. Simultaneous laser induced fluorescence (LIF) measurements are used to 
visualize the dense layer and quantify the concentration as the two layers interact. Mixing is 
quantified using formulations described in Zhou et al. (2017), in which turbulent diffusivity is 
measured directly from LIF data. 
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Fig. 1. Schematic of experimental facility; reproduced from Lagade (2019). 
We apply the method of Zhou et al. (2017) 
_ (iJz.)2 
2 
Ke - IC iJb 
(IVbl )z. (1) 
where K refers to molecular diffusivity, K
e 
is effective diffusivity due to turbulence, b refers 
to buoyancy, and z.describes the isoscalar surfaces. Using this method gives a refined metric of 
buoyancy gradients across the spatio-temporally varying two-dimensional concentration record 
and allows for a full exploration into how relative density and turbulence encourage mixing. 
Results 
The experimental results show that for large (order 1%) density differences between the layers, 
we see erosion of the dense layer such that upper layers are entrained into the ambient, but a 
sharp interface is maintained throughout. Turbulent diffusivity is enhanced most notably near 
the density interface, showing increases above molecular diffusivity to order 100, for the cases 
considered thus far. This study shows that the methods of Zhou et al. (2017) can be applied to 
measure turbulent diffusivity using LIF and PIV data in a facility designed to generate 
homogeneous isotropic turbulence at a sharp density interface. 
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Abstract 
Aeration is widely used to destroy the temperature stratification, but the previous studies use 
only linear or two-phase temperature profile. Therefore, this study creates a temperature 
profile based on the observed data and examines the mixing process by aeration. A numerical 
experiment is performed, and the site observation results are used to verify the numerical 
results are practical. The goals of this study are as follows: (1) The mixing behavior of the water 
body is examined. (2) The seasonal mixing process are studied based on the model which is 
verified the site observation data. (3) In addition, seasonal mixing efficiency is obtained. 
Keywords: Numerical simulation; Aeration column; Stratification 
Introduction 
Temperature stratification is developed in many lake and reservoir, especially summer months, 
and it effectively controls vertical diffusion. The stable stratification conditions exist when 
lakes or reservoirs exhibit large thermal gradients, which the surface temperature is relatively 
high and the bottom temperature is relatively low. As a result, it has been long known that the 
water quality of the lower layers may be poor significantly (Kortmann et al., 1994). So, the 
aeration is used to reduce stratification and mainly installed in reservoirs to enhance water 
quality. This study gets the seasonal temperature profiles by site-observation and de-stratifies 
the water by the aeration numerically. Also, this work investigates the transport mechanism of 
oscillating bubbly plumes the mixing process and the seasonal mixing efficiency of the aeration. 
Methods 
In this study, numerical simulation is used to entirely represent the mixing behavior of water, 
which is hard only by site observation. In order to numerically reproduce the Yeongju dam by a 
numerical model, the model implements two phases, the gas and liquid phases and these 
phases are considered as incompressible and immiscible. 
represents the volume fractions of each cell and the range is Oto 1 which implies full of gas 
and liquid, respectively. The equation for a is: 
oa o(au;) -+--=0 
ot axi 
(ll 
and the transport properties are defined as follows (Menon, 2016): 
p = ap, + (I-a )Pg (2) 
(3) 
where I , r , 1 , 1 and I the density, time, velocity, coordinate and dynamic viscosity, 
subscript ' and I means the liquid and gas, and the suffixes 1,) can be 1, 2, 3 and 
represent x-, y- and z- directions, respectively. This model also considers the temperature and 
the density, especially of liquid, is changed with temperature linearly. 
A = P -/Jp (r -T,.ef ) ( 4) 
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where I is the coefficient of thermal expansion, constant of 3 x 10-3 (1/K), and T,,f is
the reference temperature, constant of 273 K. 
Results 
The comparison of site observation and simulation results at two locations is illustrated in 
Figure 1. The simulation results are obtained at 40 marks from -0.5 m to -20 m at 0.5 
intervals. It can be seen that both results do not match near the area where two phases adjoin 
(z = 0 ~ - 2 m) due to the character of VOF method. Although the computational simulation 
results do not detect a slight change in temperature as like the site observation, the 
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Fig. 1. The temperature of site observation and simulation results at two locations 
Conclusions 
The temperature stratifications are closely related to the water quality in lakes or reservoirs, 
so lots of reservoirs try to alleviate the stratification. In this study, the initial water 
temperature distributions are observed seasonally, and then the numerical simulations are 
studied to entirely represent the mixing behavior of water. It is confirmed that the observation 
result and the simulation result are mostly matched. Furthermore, it is expected that the 
numerical simulations will be able to obtain the seasonal mixing process and efficiency, which 
is difficult to obtain by only field observations. 
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Abstract 
Water management in dam reservoirs has been studied as an overarching theme in water 
management. External factors, such as non-point pollutants flowing from the upper watershed , 
are the primary and most important targets for water management in dam reservoirs. However, 
the generation of organic matter by internal processes in dam reservoirs has also been 
recognized as a significant environmental parameter. Biological phenomena, such as the 
occurrence of cyanobacterial harmful algal blooming(CyanoHAB), occur in combination with 
environmental and physical factors, and are also closely related to seasonal environmental and 
ecological variables of dam water bodies. Although several phenomena have been identified 
through stationary environmental monitoring, there have been limitations in understanding 
biophysical phenomena without in-situ continuous vertical measurement of multiple 
environmental factors. In this study, the continuous environmental profiling of the dam 
reservoir was carried out during multiple ecologically distinct seasons using the Yoing Ocean 
Data Acquisition profiler (YODA, JFE-Advantech). The continuous in-situ vertical operation of 
YODA successfully showed the characteristics of seasonal algae generation and stratification 
phenomenon. The characteristics of benthic diatom blooming in spring and of CyanoHAB in 
summer were well observed in terms of vertical distribution. The destruction of vertical 
stratification by bubble plume of underwater circulation system were also well measured, 
showing the applicability of YODA to evaluate the environmental engineering effort to manage 
water quality. As of natural phenomena, the fate of turbid water caused by heavy rainwater 
inflow were clearly shown in terms of stratification, propagation, and mixing. These results 
suggest that the biophysical processes of the dam reservoir could be detailed through the 
vertical profiling of the entire dam reservoir with the combination of biological and ecological 
data, presenting the scientific foundation for the eco-friendly dam operation based on 
watershed management. 
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Abstract 
Buoyancy-driven exchange flows arise in the natural and built environment wherever bodies of 
fluids at different densities are connected by a narrow constriction, such as estuaries or seas 
on either sides of a strait. In this paper we study these flows in the laboratory using the 
canonical stratified inclined duct experiment, which sustains an exchange flow in an inclined 
duct of rectangular cross-section over long time periods [1]. 
We study the behaviour of these sustained stratified shear flows by focusing on three 
dependent variables: the qualitative flow regime (laminar, wavy, intermittently turbulent or 
fully turbulent), the mass flux (net transport of buoyancy between reservoirs) and the 
interfacial thickness (thickness of the layer of intermediate density between the two counter­
flowing layers). These variables are all relevant in practical applications to predict the exchange 
rate and mixing of active or passive scalars (e.g. salt, heat, pollutants, nutrients ... ). 
Dimensional analysis reveals five non-dimensional independent input parameters: the duct 
aspect ratios in the longitudinal direction A and spanwise direction B, the tilt angle 0, the 
Reynolds number Re (based on the initial buoyancy difference driving the flow) and the Prandtl 
number Pr (we consider both salt and temperature stratifications). After reviewing the 
literature and open questions on the scaling of regimes, mass flux and interfacial thickness 
with A, B, 0, Re, Pr, we present the first extensive, unified set of experimental data where we 
varied systematically all five input parameters and measured all three output variables with 
the same methodology. 
Our results in the (0, Re) plane for five sets of (A, B, Pr) reveal a variety of scaling laws, and a 
non-trivial dependence of all three variables on all five parameters, in addition to a sixth 
elusive parameter. We further develop three classes of candidate models to explain the 
observed scaling laws: (i) the recent volume-averaged energetics of [2]; (ii) two-layer frictional 
hydraulics; (iii) turbulent mixing models. While these models provide significant qualitative and 
quantitative descriptions of the experimental results, they also highlight the need for further 
progress on shear-driven turbulent flows and their interfacial waves, layering, intermittency 
and mixing properties. 
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Abstract 
The anisotropy of Holmboe instabilities is investigated using single wavelength simulations 
(SWS), multiple wavelength simulations (MWS), and a laboratory experiment. The rightward 
and leftward propagating instabilities are separated with a Fourier transform enabling a direct 
comparison of the fluctuation fields between the simulations and linear stability analysis. The 
decomposition and superposition of the fluctuation fields provide a new insight into the origin 
of Reynolds stresses. Conventionally, only the statistics of horizontal and vertical velocity 
fluctuation pairs, (u',w'), are presented to show the degree of anisotropy in turbulent fields. 
Here, we present these (u',w')-pairs using both theory-based and statistical approaches. 
Keywords: Stratified flow, Holmboe instability, anisotropy of fluctuation field, Reynolds stress 
Introduction 
We are interested in the shear-induced instability of a statically stable fluid. Such background 
flows occur in many geophysically relevant situations in straits, estuaries, and oceans (Smyth 
and Winters, 2003; Yang et al., 2019; Caulfield, 2021). As these instabilities grow at the 
interface, they contribute to the interfacial shear stress and mixing between the layers. The 
best known shear instability is the Kelvin-Helmholtz instability, which quickly grows into 
stationary billows and then breaks down into three-dimensional turbulence. When a density 
profile is sharper than the velocity profile, the Holmboe instability arises. In recent years 
increasing attention has been paid to this instability and the mixing associated with it (Tedford 
et al. 2009; Caulfield, 2021). 
Methods 
In this study, we first use linear stability theory to reveal the anisotropy via particle orbits of 
Holmboe waves. We then use single wavelength direct numerical simulations (SWS) and 
multiple wavelength direct numerical simulations (MWS). The initial setup of MWS is the same 
as SWS except for the length of the domain, allowing for wave spectrum evolution. The 
simulations are compared with a laboratory experiment. 
Results 
With the mean flow profiles (Fig. la), the comparison of (u',w' )-pairs between the linear 
stability analysis and MWS is shown in Fig. l(b)&(c). The (u',w')-pairs in MWS are presented 
based on joint probability density functions ,where the darker shading denotes higher 
probability and the lighter shading denotes lower probability. When we average the (u',w' )­
pairs, the vertical structure of the Reynolds stress is obtained (Fig. ld). 
Conclusions 
For the rightward propagating wave, both the MWS and linear theory show that (u',w')-pairs 
orientated are towards the 2nd and 4th quadrants (u'w'<0) within the shear layer above the 
density interface, illustrating anisotropic fluctuation field. The (u',w')-pairs for the leftward 
propagating waves mirror those of the rightward propagating waves. On average, a negative 
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Reynolds stress is produced. The (u',w' )-pairs from SWS and laboratory experiments, and the 
corresponding linear stability prediction, show a similar orientation; see Yang et al. (2021) for a 
detailed description. The vertical structure of the Reynolds stresses in the simulations and 
laboratory experiment agrees with the linear stability prediction. 
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Fig. 1. Flow fields of MWS for the period t = 250-330 and linear stability analysis: (a) mean density (red) 
and velocity (black) profiles from the MWS, (u,'w')-pairs for the (b) rightward and (c) leftward 
propagating waves, and (d) the Reynolds stresses 
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Assessment of the Water Circulation Plan for Water Quality 
Improvement of the Seonakdong River 
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Abstract 
The Seonakdong River was originally the main stream of the Nakdong River, but it has been 
maintained in its current state since the construction of the Daejeo Water Gate and Noksan 
Water Gate, which were constructed to supply agricultural water to the Gimhae Plain in 1934. 
In the Seonakdong River, inflow through the Daejeo Water Gate and discharge through the 
Noksan Water Gate and Noksan Drainage Pumping Station are being carried out, and these 
operations are intermittently operated according to the tidal conditions of the open sea, and 
these operational conditions cause water quality deterioration due to long term stay of 
pollutants. The need for water quality improvement in the Seonakdong River basin is increasing 
in accordance with development plans such as Eco-Delta City construction and various social 
demands 
Water quality improvement through water circulation can be limitedly applied according to 
various factors such as water level difference between Nakdong and Seonakdong Rivers and 
tide levels of the open sea. In order to analyze the current water circulation plan, the water 
circulation flow rate was simulated using a two-dimensional hydrodynamic and water quality 
model (CE-QUAL-W2). Result of the analysis result shows that introducing river water from the 
main stream of the Nakdong River through facilities is more effective than the current water 
circulation plan, and the target water quality can be achieved during the environmental impact 
assessment. 
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Investigation of the impact of river interventions on fluvial 
morphodynamics 
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Abstract 
Our study is based on 3D CFD model examinations of the impact of wing dams. We look for
characteristics that are expected to play an important role (e.g., bed material, geometry) in the
morphodynamic changes caused by such interventions. Based on these characteristics our 3D
model tests can be performed. Using schematic 3D models with real morphodynamic
parameters, the morphodynamic, geometric and water level changes resulting from a given
intervention can be quantified2 • However, our goal is to develop an analytical procedure that
allows the results to be generalized. Based on our 3D model result analysis, we are looking for
relationships between sensitive parameters, e.g., wing dam width, longitudinal wing dam
density, characteristic bed material, etc.
Keywords: Wing dams; 3D CFD; high water level
Introduction 
Several studies (e.g., Pinter et al., 2008) have investigated the impact of interventions such as 
wing dams on high water levels. The fintings of these mainly statistical analysis-based 
examinations are based on trend analysis of measured data. To complement these, we 
attended to develop a methodology that allows conclusions to be generalized using physical­
based considerations. 
Methods 
3D CFD modeling of bed changes plays a crucial role in our study (Torok et al., 2017). Using 
schematic channel models with real river morphodynamic parameters, we investigate what 
new equilibrium bed geometries are formed due to different wing dam placement and width. 
Our study's ultimate goal is to determine the additional resistance to flow in the altered bed 
geometry caused by the wing dams. For this, we apply the so-called Einstein Partition (Garcia, 
2008). The method says that the effective resistant coefficient (Cr) can be split into two parts: 
the one represents the resistance caused by the skin friction (Crsl and the other characterizes 
the resistance resulting by the bed forms (C
tt 





(Eq. 1 and Eq. 2). Furthermore, Eq. 3 and 4 create relationships 
between the different roughnesses (C
r
, C
rs and Cff) and the depths (H, H5 and Hr ) 
associated with them. 
Cr = Crs + Ctt 
H = H5 +Hr
pCU2 = pgHS 
1 H -z 
C = [;1n( 11 kJ]





9th International Symposium on Environmental Hydraulics 
18· 22 July 2021, Seoul, Republic of Korea 
where p is water density, U is depth-averaged velocity, g is gravity acceleration, K is von Karman's 
constant and k
5 
is effective roughness height. 
Finally, based on the appropriate form of the equations, the resistance caused by the wing 
dams (Ctt) can be derivated as a function of the H, S, and S values that can be determined 
from the 3D model results. 
Results 
Our investigations were carried out with the Hungarian Danube parameters: with a bed 
material of a sand-gravel mixture, assuming a 200m wide riverbed. The herein presented 
results belong to a wing dam length one-eighth of the channel width. We examined the 
resistance caused by the wing dams at different longitudinal densities. The longitudinal wing 
dam density is characterized by the number of wing dams per 1000 meters of the channel. 
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Fig. 1. (a) Relationship between intervention longitudinal wing dam density and additional resistance 
and (b) the equilibrium bed geometry formed by the wing dams. 
Conclusions 
The estimated case results show that there may be a limit in the intervention density above 
which the value of the resistance resulting by the bed forms (Ctt) does not increase further. In 
this quasi-constant range, the effective resistance coefficient (Cr) roughly doubles the value 
without the wing dams (Density= O). 
As a result of the narrowed bed, the bed material becomes rougher, due to which the surface 
roughness increases slightly. 
Knowing the altered channel width, bed material and partitioned resistance coefficient, lD 
model investigations become possible 4, which allow the calculation of the changes in the bed 
slope and water level on a large scale. 
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Optimal shape of alternative gravel mounts in terms of flood 
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Abstract 
The installation of alternative gravel mounts inside channelized rivers could represent a simpler 
and more economically profitable alternative to classic river restoration projects. A previous 
study [Beretta et al. (2020)] has highlighted the potential improvements to flow heterogeneity 
and aquatic habitat during flood stages thanks to this new strategy, although disturbances to 
existing flood protection structures have also been highlighted. This research aims to find the 
optimal gravel mount shape that could meet the different objectives' demands. The 
experiments are conducted in a 0.8m wide rectangular channel, where 7 arrowhead-shaped 
gravel mounts are inserted on alternated shores. Different heights and widths of gravel mount 
are tested and further data are collected above flat gravel bed (mount's height equal 0cm). The 
discharge 0.:hanne1 =58.8 1/s is kept constant, while two different slopes are studied (1/500 and 
1/100). The habitat improvements and the disturbances to flood protection engineering are 
assessed by scaling the model 1:15, representing a theoretical 12m wide channelized river 
section (slope is scale independent). The requirements of Ayu sweet fishes are modelled using 
the habitat suitability method. The flow velocity and water surface are measured using 
electrical-magnetic current meter and point gauge respectively. Above flat gravel bed with 
1/500 slope, subcritical flow with flat water surface is formed. The flow condition is a typical 
open channel flow on a gravel bed (quasi-normal flow). By increasing the height of the 
alternative gravel mounts, undular waves are formed in the center of the channel, while the 
water surface profile near the sidewall remains flat. A reduction flow area is generated behind 
each gravel mount. There, the flow is characterized by low turbulence intensity (in this case 
standard deviation), sensible velocity reduction and considerable improvement of the habitat 
suitability (refuge region). During flood stages, both flow speed and water surface differences 
between the center of the channel (main flow) and the side walls becomes larger with 
increasing gravel mount height. By modifying the slope to 1/100, the main flow's velocity and 
wavy surface become stronger, while the reduction flow areas behind each gravel mount shrink. 
The experimental results suggests that the refuge region above gravel bed during flood stages 
might be less effective when compared to what observed by 1/500 slope. In prototype scale, 
considerable habitat improvements are expected from the introduction of gravel mounts, in 
particularly near the bed where the reduction flow areas are observed. From the relationships 
between habitat improvement, water surface rise and mount's shape, is possible to construct 
reference diagrams, although they remains related to the single discharge and fish species 
studied here. Further research should focus on expanding the known applicability range of the 
gravel mounts. 
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Abstract 
The river construction for flood measures might produce a big damage as degradation of 
riverbed, local scouring in construction area, the formation of naked rock, and a disappearance 
of gravel bed. This might be caused by poor information on the relation between a local flow 
and a stability of gravel bed during floods. The formation of a surface jet flow in which the 
main flow lifts to the water surface is effective for the preservation of gravel bed during flood 
stages, and this proof has been confirmed from both physical models and applied fields 
[Yasuda (2020)). 
The artificial formation of spawning area was applied by suppling gravels in river bed, but 
the most of spawning area was lost after flood stages. The stability of gravel bed for spawning 
of aquatic animals should be recommended as a sediment of gravel with the stacked boulders 
under the formation of surface jet flows. Also, the formation of seepage flow in the sediment 
of gravel is important for aquatic habitat. The flow passing over stacked boulders must be 
formed as a surface jet flow for both normal and flood stages. 
This paper presents the artificial formation of gravel mount with stacked boulders. 
As a field work, the stacked boulders with 40 cm size are installed for the formation of an 
artificial gravel mount (streamwise direction Sm, transverse width 3 m) in a small river with 15 
m wide. The stacked boulders are settled in order to form a shallow flow passing over the 
boulders. Also, gravels with various sizes of 1 cm to 15 cm are filled around the stacked 
boulders in order to form seepage flow in the filled gravels. The configuration of filled gravels is 
formed as a gravel mount with 1/10 slope. The relationship between velocity and water depth 
was measured. Also, the formation of seepage flows in the mount was confirmed by using a 
dye. 
In a physical model, 1/10 scale model based on Froude similarity was applied for the 
installation of gravel mount with stacked boulders. The stability of the gravel mount during 
flood stages has been investigated. The flow condition passing over the gravel mount was 
characterized for the formation of a surface jet flow during flood stages. 
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A COMPARATIVE STUDY ON SEQUENT DEPTH RATIO AND ENERGY 
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Abstract 
Super Critical flows through sluice gate or spillways possess high energy which should 
be reduced to avoid damage to structures and downstream erosion of the river reach. 
This study aims at finding the variation of sequent depth ratio in adverse slope hydraulic 
jumps. In comparison to classical jump on prismatic channels minor sequent depth ratio 
is observed in adverse slope hydraulic jump in rough bed channels. The analysis of 
experiment is theoretically based on the momentum equation. Weight of water in the 
control volume and friction force is introduced in momentum equation for rough 
channel beds having roughness height, 0.002m and 0.003m. An attempt has been made 
to develop a relationship between upstream Froude number and the sequent depth ratio 
for rough channels with adverse slopes. Energy losses in the different adverse slopes 







were considered in this study. 
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Abstract 
Super Critical flows through sluice gate or spillways possess high energy and suspended 
sediments. The energy is dissipated by hydraulic jumps to reduce damage to structures 
and downstream erosion of the river reach. This study aims at finding out the effect of 
sediments on sequent depth ratio and energy losses in hydraulic jumps in prismatic 
horizontal rectangular channels. The experimental observations for hydraulic jumps in 
clear water and sediment laden water were conducted in a rectangular channel flume of 
dimensions 0.6m wide, 0.8m high and 16m long. For sediment laden experiment, sand 
particle of size 75µm were added upstream of the jump. In every single test run 1kg of 
sand were added and the amount of transported sand was collected at the end of the 
flume with the help of sediment trap. The densimetric Froude number and Froude 
number, sequent depths and energy loss for the clear water flow and the sediment laden 
flow were compared. 
Sample data were collected from a natural channel 'Maklang stream', Imphal West, 
Manipur, India, where hydraulic jump takes place in the downstream of an 
uncontrolled weir located at Latitude 24°46'6.32N and Longitude 93°49'44.01 "E. The 
channel carries sediment discharge in the range of 0.25-14.64 gm/day as measured 
using suspended sediment samplers and velocities using a flow probe having accuracy 
0.01 fps were taken. The measurements were taken in an interval of ten days. Sediment 
concentration were taken 10 metres upstream and 10 metres downstream to compute the 
effect of sediment transport that takes place in the jump. The hydraulic jump parameters 
from field data has been compared with the lab measurements and are found to have a 
good correlation. 
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Abstract 
In partly vegetated channels the different drag conditions between the vegetated area and the 
main channel alter the flow structure, impacting the transport of sediments and pollutants. 
Hydrodynamic processes in such systems have been conventionally analyzed using rigid 
cylinders. Such representation neglects the key role played by vegetation morphology, 
presence of foliage, and flexibility, on the flow-vegetation interaction. In this study the 
differences associated with two alternative vegetation representations, foliated shrubs with 
understory grasses, and rigid cylinders, are investigated. Dynamically similar shear layers had 
analogous distributions of flow properties. Plants morphology, spacing, and dynamic motion 
resulted to markedly affect the shear penetration into the vegetation. For foliated vegetation, 
results showed the momentum exchange to be more efficient and to take place over wider 
portions of the vegetated area. 
Keywords: Partly Vegetated Channels; Shear Layer; Vegetation; Reconfiguration 
Introduction 
Vegetation along river margins laterally interacts with the flow, altering the mean and turbulent 
flow structure and governing the transport processes in partly vegetated channels (e.g. Xu et 
al., 2019). Owing to the additional resistance exerted by vegetation, the velocity within the 
vegetated area (U1 ) is lower than that in the main channel (U2 , with 11U=UrU1 >0). In analogy 
to canonical mixing layers, a shear layer (SL) develops in between. The presence of large-scale 
vortices govern the lateral momentum exchange between the two areas of the channel. The 
bulk vegetative drag, described by Cv a, plays a key role on the SL dynamics by controlling U1 
and, in turn, the total strength of the shear A (Caroppi et al., 2021). Despite the key control of 
vegetation morphology, foliage, and flexibility on the vegetative drag (Vastila and Jarvela, 2014), 
hydrodynamic processes in such systems have been conventionally investigated by simulating 
vegetation with cylinders. For submerged vegetation, flexibility and spatial arrangement have 
been found to govern the shear penetration within the vegetation (e.g. Monti et al., 2020), 
determining the extent wP of the exchange zone, i.e. the region within the vegetation actively
exchanging momentum with the open water. In this study, the SLs induced by flexible foliated 
model vegetation were compared with dynamically similar SLs induced by rigid cylinders, 
focusing on the exchange processes at the vegetative interface. 
Methods 
Experiments were carried out at the Environmental Hydraulics Lab of Aalto University, in a 
flume partly covered by flexible foliated plants and grasses (F tests) and at the Laboratory of 
Hydraulics of University of Naples Federico II, where vegetation was simulated by using rigid 
cylinders (R tests) (Caroppi et al., 2021). Since a direct comparison between foliated flexible 
plants and an array of cylinders is not possible, the similarity was established in terms of 
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resulting Sls features. Three pairings of Sls, Av A2 and A3 , presenting similar normalized 
scaling velocity (A), length (as described by the SL width to momentum thickness ratio o/0), 
and bulk vegetative drag C0 a were established (Table 1). All the Sls presented large-scale 
vortices with Strouhal number of ~o.032. From A1 to A3 , C0 a and A progressively 
decreased due to increasing vegetation reconfiguration in F tests and due to cylinder density 
reduction for R tests. 
Table 1. Key shear layer quantities for F and R tests. 
Pairing Run U1 (m/s) t:.U (m/s) J (-) CDa (m-
1




Fl 0.04 0.32 0.8 10.9 201 5.5 3.5 Rl 0.09 0.75 121 0.6 
A2 
F2 0.21 0.57 
0.6 1.6 
176 4.8 3.1 R2 0.23 0.74 100 0.3 
A.3 
F3 0.53 0.74 0.4 0.6 
144 4.3 
1.1 
R3 0.38 0.54 90 0.1 
Results 
Results for A2 pairing are shown in Figure 1. Similar Sls had analogous distributions of 
normalized velocity (Figure 1, a) and Reynolds stress (b). w
p
/0, i.e. the exchange zone 
normalized width, was up to ten times larger for F relative to R tests (Table 1). The efficiency of 
the lateral momentum transport, as described by the turbulent correlation coefficient ruv , was 






















I 0.6 0 0 " I F2 
\: 















a:::o I □ o 
O(jl I 0 
�
□ I 0 0 0 
If! I ooo 
o 







□ I 0 0 
0 
D 
F2 I I 'el"&, 
R2 










5 0 -5 5 0 -5 5 0 -5 
(Y-Y;)/0 (Y-Y;)/0 (Y-Y;l/0 
Fig. 1. Lateral distributions of normalized longitudinal velocity (a), Reynolds stress (b) and ruv (c) for J2 
pairing. Dashed and solid lines indicate the interface position for F and R tests, respectively. Yi is the 
position of the inflection point of the velocity profile. 
Conclusions 
Including riparian vegetation features into the simulation of flow in partly vegetated channels 
led to improved description of lateral momentum exchange, with effects on shear penetration 
w
P 
and efficiency of lateral momentum transport. Results highlighted the importance of 
properly addressing vegetation features in the simulation of vegetated flows. 
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Abstract 
The intradelta lobe avulsion, which causes channel shift inside the delta lobe, can create new 
coastal wetlands and benefit wetland restoration. This study conducted numerical simulations 
of non-vegetated and vegetated scenarios with different combinations of river discharge, 
sediment concentration, Chezy coefficient, and vegetation height and density using Delft3D to 
quantify the effects of vegetation on the occurrence of intradelta lobe avulsion. The results of 
non-vegetated scenarios show that the frictional effects dictate the river mouth bar distance, 
and the avulsion location can be predicted by maximum cumulative bed shear stress. The 
existence of vegetation results in shorter river mouth bar distance and avulsion distance. 
Besides, the avulsion time tends to be longer for vegetated scenarios, which is presumably 
because the vegetation traps more suspended sediment on the natural levee and increases the 
bank strength. Our findings have important implications for predicting the future avulsion of 
the intradelta lobe and improving the management of deltas and estuaries. 
Keywords: Vegetation; lntradelta lobe avulsion; Natural levee; Numerical modeling; Delft3D 
Introduction 
River deltas are among the most economically and ecologically valuable regions on the planet. 
The evolution of river deltas comprises the abandonment of old delta lobes and the creation of 
new (active) delta lobes due to river avulsions. As one type of river avulsions, the intradelta 
lobe avulsion causes channel shift inside the delta lobe. Previous studies suggest that intradelta 
lobe avulsion is controlled by the river mouth bar stagnation that results in back filling of the 
river channel, which further increases the overbank flow at the natural levees and eventually 
leads to the avulsion (Canestrelli et al., 2014; Edmonds et al., 2009). However, the natural 
levees are commonly colonized by vegetation, and their relevant effects on the avulsion at the 
natural levees are still elusive. 
Methods 
In this study, we adopted a rectangular domain with a river channel cutting through the 
shoreline and refined cell near the river mouth in Delft3D (Fig. la). The open boundaries 
include an upstream river boundary and three seaward boundaries. Constant bank-full 
discharge was prescribed at the upstream river boundary with a uniform grain size of 200 µm 
and a density of 2,650 kg/m3 • The initial channel width and depth are 15 m and 3 m, 
respectively. The basin slope is 4xl0"4, and the morphological scale factor is 100. Besides, we 
adopted different combinations of river discharges (45 m3 /s, 90 m3 /s), sediment concentration 
(0.5 kg/m3, 1 kg/m3), and Chezy coefficient (65 m112/s, 75 m112/s) and generated natural levees 
based on the unstable jet regime proposed in Canestrelli et al. (2014) (Fig. lb). In addition, we 
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simulated vegetated scenarios with different vegetation height (0.01 m, 0.1 m, 1 m) and stem 
density (0.05 m·1, 1 m·1, 3 m·1). The vegetated scenarios automatically updated the vegetation 
distribution every 60 minutes, and the vegetation was removed when the velocity was greater 
than 1 m/s or the water depth was greater than 1.4 m. 
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Fig. 1. a) The configurations of the computational domain and open boundaries and b) the simulated 
natural levees and intradelta lobe avulsion for a non-vegetated scenario. 
Main Results 
The numerical simulation results show that our natural levee and avulsion distance are 
consistent with those presented in Canestrelli et al. (2014) (Fig. 2a, R2=0.94) and Edmond et al. 
(2009) (Fig. 2b, R2=0.91) for vegetated scenarios. Additionally, the presence of vegetation 
significantly decreases the river mouth bar distance (Fig. 2c) and avulsion distance (Fig. 2d) but 
increases the avulsion time (Fig. 2e). 
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Fig. 2. Comparisons between this study and {a) Canestrelli et al. {2014) and {b) Edmonds et al. {2009), 
and the effects of vegetation on {c) the river mouth bar distance, {d) avulsion distance, and {e) the 
avulsion time. 
Conclusions 
The results of non-vegetated scenarios are consistent with previous studies, validating our 
simulations. The presence of vegetation significantly decreases the river mouth bar distance 
and the avulsion distance but increases the avulsion time, which is presumably due to the 
increased sediment deposition and bank strength on the natural levees. Our findings have 
important implications for predicting the future avulsion of the intradelta lobe and improving 
the management of deltas and estuaries. 
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Abstract 
Vegetation plays an important role in flow characteristics of natural open channels such 
as rivers. There are some studies which evaluated the impact of vegetation in open 
channel flows, but their modelling are not close to nature situation and usually only 
cover on single type of vegetation. Vegetation in natural channels is usually denser in 
lower layer and sparser in upper layer. In this study, a series of laboratory experiments 
have been undertaken to study the impact of double layer vegetation in both emergent 
and submerged conditions. The vegetation was modelled by an array of PVC dowels 
with two different heights of 10 cm and 20 cm. The experiments were carried out in a 
rectangular hydraulic flume in Xi'an Jiaotong-Liverpool University. Velocity 
measurements were taken by using 3-D Acoustic Doppler Velocimeter (ADV) and 
Propeller Velocimeter in order to obtain key parameters such as turbulence intensity, 
Reynolds stress and turbulence kinetic energy. Ansys Fluent was used to simulate the 
same sets of vegetation configurations using K -E model with mesh sensitivity analysis 
to capture the inflection over the short vegetation region. The numerical study was 
explored for the double layer vegetation, and showed that the modelling results have 
good agreement with the experimental data for different vegetation configurations. It 
has been concluded that the flow in double layer vegetation is more complicated 
compare to flow through single layer vegetation. 
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Velocity reduction and drag in submerged canopies under oscillatory 
flow conditions 
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Abstract 
An experimental and analytical study of in-canopy velocities under oscillatory flows is 
presented. The experiments, conducted in a large-scale oscillatory flow tunnel, cover a wide 
range of flow amplitudes, with in-canopy velocity reductions ranging between 0.2-0.8 of the 
free stream velocity. Results from an analytical model with nonlinear drag compare favourably 
to the experimental data. With application to theories for free surface waves over canopies in 
mind, the effects of linearisation of the drag are analysed by comparing the linearised and 
nonlinear model predictions. A unified empirical formula for in-canopy velocities will be 
presented, which depends on two non-dimensional parameters related to inertia and drag 
forces. The unified formula allows for easy assessment of the maximum in-canopy velocity for 
applications such as sediment transport predictions. 
Keywords: oscillatory flow; drag force; canopies; velocity reduction 
Introduction 
Coastal vegetation such as seagrass, mangroves and salt marsh vegetation can contribute to 
coastal defence by attenuating wave energy and stabilising the seabed. While many previous 
studies have focused on wave attenuation caused by vegetation canopies, the in-canopy 
velocities have received less attention, despite their importance in determining canopy drag 
and sediment transport. The aim of the present work is to obtain, for the first time, velocity 
and drag force measurements for submerged canopies under full-scale wave conditions, and to 
use these measurements to develop analytical models for in-canopy velocity reduction which 
can be implemented in large-scale morphodynamic models. 
Methods 
Experiments were conducted in the Aberdeen Oscillatory Flow Tunnel (Fig. la). The submerged 
vegetation canopy was represented by a 7 m long array of rigid cylinders (130 mm tall and 8 
mm in diameter), placed in a staggered arrangement with two different densities: 'sparse' with 
579 stems/m
2 
and 'dense' with 1736 stem/m
2 
(Fig. lb,c). Flow conditions involved five 
sinusoidal oscillatory flows with Gs flow period and velocity amplitudes ranging from 0.2-
1.0m/s. In- and above-canopy velocity measurements were made with a Laser Doppler 
Anemometer (LDA), and forces were measured on one of the cylinders in the array using a 6-
axis submersible load cell. 
(a) cHANGE oF sEcnoN ( b) 
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Fig. 1. Experimental set-up: (a) Aberdeen Oscillatory Flow Tunnel (b) sparse canopy (c) dense canopy. 
Adopting a two-layer approach similar to Lowe et al. (2005), the (non-dimensional) momentum 
equation for purely oscillatory flow over a canopy of rigid cylinders becomes: 
(1) 
where Uo is the free-stream velocity, V is the bulk in-canopy velocity (both non-dimensional), 
and /JU= Uo -V. The non-dimensional parameters ½, ft, and I'v relate to the inertia force, 
canopy interface friction and drag force on the stems, and depend on the canopy and 
oscillatory flow characteristics. Two solutions to Eq. (1) are investigated: 1) a linear solution in 
which the friction and drag terms are linearised based on Lorentz's condition of identical work, 
and 2) a nonlinear solution which accounts for the nonlinearity of the friction and drag terms. 
Results 
The velocity profile shown in Figure 2a shows a boundary layer formation and overshoot in the 
shear layer above the canopy and a significantly reduced and nearly vertical velocity profile 
within the canopy. The in-canopy velocity magnitude is 26% of the free-stream velocity, which 
is well predicted by both models. Figure 2b shows that the velocity phase lead increases 
throughout the shear layer and reaches a maximum value of about 70 degrees within the 
canopy, which is also well predicted by the linear and nonlinear model solutions. However, 
Figure 2c shows that only the nonlinear model reproduces the temporal variation of the in­
canopy velocity accurately, as it captures the higher harmonic generation by the canopy. 
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Fig. 2. Comparison between experiment and the two models for the dense canopy and largest free 
stream velocity: (a) root-mean-square velocity profile (b) velocity phase lead of the first harmonic 
compared to free-stream velocity (c) time variation of the in-canopy velocity. 
Conclusions 
0 
New laboratory experiments and two models for the bulk in canopy velocity are presented, one 
in which the canopy drag depends non-linearly on the flow velocity and one in which the drag 
is linearized. Both models represent the measured velocity reduction and phase-lead, however 
only the non-linear model can represent the time-variation of the in-canopy velocity, which is 
important for in-canopy sediment transport rate predictions. 
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Experimental reach scale methodology for analyzing integrated flow 
resistance due to woody vegetation patches 
lnhyeok Bae
1•2• Un Ji1•2•. Juha Jarvela3, Kaisa Vastila3
1University of Science and Technology
2Korea Institute of Civil Engineering and Building Technology
3Aalto University School of Engineering, Espoo, Finland
*Corresponding: jiun@kict.re.kr
Abstract 
Since vegetation is a significant cause affecting the water level in streams by resisting the flow, 
a comparative evaluation of flow resistance due to vegetation patches is essential for 
environmentally preferable design and management of streams. This study aimed at improved 
experimentation for evaluating the reach-scale flow resistance due to vegetation patches by 
using artificial willow bushes while reproducing the physical characteristics and scale of natural 
woody vegetation. The reach-scale friction factor was estimated according to the density and 
shape condition of the vegetation patches by measuring the water surface slope using high­
accuracy pressure sensors in several flow conditions. The experiment results were compared 
with the friction factors predicted by several theoretical models. This study provides a practical 
methodology for investigating the flow resistance due to woody vegetation patches with 
complex spatial distributions. 
Keywords: Blockage factor; Flow resistance; Full-scale experiment; Vegetation patches; 
Vegetative roughness 
Introduction 
Vegetative flow resistance depends on its physical properties, spatial distribution, and hydraulic 
and topographical conditions (Nikora et al. 2008). Previous studies have evaluated flow 
resistance by substituting natural vegetation to cylinder form to simplify the complex shape of 
plants, and only few experimental studies have been considered the effects of physical 
properties of foliated plants and the reconfiguration caused by the flexibility of natural plants 
on the flow resistance (Vastila and Jarvela 2014). We aim to present a practical methodology of 
assessing river flow resistance by extending the study that has been conducted with theoretical 
and limited-scale experiments to natural-field conditions. 
Methods 
Reach-scale friction factor according to hydraulic conditions was evaluated for three layout 
vegetation patches with different density and spatial distribution conditions in a stream-scale 
experimental flume (Figure 1). The bulk friction factor f of the experimental section was 
calculated using the water surface slope measured through the high-accuracy pressure sensors 
A and B. The physical shape information of artificial vegetation patches was determined using 
point cloud data collected through Terrestrial Laser Scanning (TLS). 












c tlow • arff? 0 ---< >-+-+--+-......... --._,.__....,._........,.._,,,,..._....,,.,._........,._.,..00_09.,.__�ofe---o __ ,_.......,.____,.,__.+r-_......,..___,, 
m••fu••�•4l 
69.8m 
Fig. 1. Stream-scale experiment channel 
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The vegetation friction factor f" is calculated by subtracting the bed friction factor f' from the 
bulk friction factor f as shown in the equation below, according to the linear superposition 
principle. 
t = t'+f" (1) 
The results of the experiment are compared with the prediction of several momentum-based 
models (Jarvela 2004; Baptist et al. 2007; Luhar and Nepf 2013; Vastila and Jarvela 2014), and 
practical methods are presented to quantify the physical properties of plants and terrain 
conditions to put them into variables in these models. 
Results 
The experiment results show that strong correlations between the flow resistance and the 
blockage factor Bx, which is the vegetation blockage rate for the flow cross-sectional area. In 
the case of dense vegetative patches with high Bx (=0.4), f was observed up to 4.9 times higher 
than non-vegetated cases. For the low density with low Bx (=0.2), f was up to 2.3 times larger 
than a non-vegetated condition. Additionally, precise measures of geometry and physical 
properties of vegetation and channel and parameterization of the adopted momentum-based 
models had made a reasonable prediction of reach-scale friction factors. 
Conclusions 
This study tested the vegetative flow resistance according to the density and spatial 
distribution of patchy vegetation with branched and foliated willow bushes based on a stream­
scale experiment. Measurement of water surface slopes based on the high-accuracy pressure 
sensors in field conditions has been effective in the estimation of the flow resistance by 
detecting fine slope changes. Experimental results show that the blockage factors of willow 
bushes precisely observed by TLS could be noted as the key measure for evaluation of flow 
resistance due to vegetation. Parametrization of momentum-based models to consider the 
complex geometric properties of vegetation and channel in natural conditions has been 
performed, and it has been validated by comparison with the flow resistance measured in 
experiments. 
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Abstract 
The phenomenon that the vegetation of the country's endemic species in the river channel 
decreases is occurring in various rivers. Possible reasons include changes in the waterside 
environment due to human activities such as river improvement and the use of herbicides, and 
the growth of highly fertile alien species such as those brought in for ornamental purposes. The 
Suemori City Sewage Canal, which is the observation site, is inhabited by various vegetation 
such as endangered species, exotic species, and species endemic to Japan. In this study, we will 
grasp the riverbed materials and flow conditions in rivers where endangered species and alien 
species that are endemic to Japan compete and inhabit. This will clarify the habitat of river 
vegetation designated as an endangered species. 
Keywords: Endangered species, River flow conditions, Riverbed material, Vegetation 
Introduction 
Vegetation in the river channel creates a rich biological environment, so it plays an important 
role in considering the conservation of the river environment. Among them, the phenomenon 
that the vegetation of the country's endemic species in the river channel decreases is occurring 
in various rivers. Possible reasons include changes in the waterside environment due to human 
activities such as river improvement and the use of herbicides, and the growth of highly fertile 
alien species such as those brought in for ornamental purposes. Conserving endangered 
species and maintaining biodiversity are very important in considering the river environment. 
The Suemori City Sewage Canal, which is the observation site this time, is a canal that flows 
into the Hiranoi River, which is the Kiso River system, and flows through Godo Town, Gifu 
Prefecture, Japan. This waterway is inhabited by various vegetation such as endangered species 
such as Potamogeton malaianus and Sparganium japonicum, exotic species such as Elodea 
nuttallii, and Japanese endemic species such as Potamogeton crispus and Myriophyllum 
speratus. 
Methods 
In this study, we investigated the vegetation overgrowth, measured the flow velocity, and 
investigated the riverbed material at the observation target site. This will clarify the habitat of 
river vegetation designated as an endangered species. This canal is a small canal with a channel 
length of about 1 km, and there are no inflowing rivers between them, and the distance 
between 
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- : Sparganiumjaponicum (Endangered Species II)
- : Potamogeton malaianus (Endangered Species II)
- : Potamogeton crispus (Japan's endemic species) 
D : Eurasian watermilfoil (Japan's endemic species) 
- : Elodea nuttalli (Alien species)L-6 
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Fig. 4. Contour line of main flow velocity U averaged in water depth 
observation points are short. Therefore, we consider that physical factors are larger than water 
quality factors as factors that affect vegetation growth. 
Results 
Fig.1. shows the vegetation overgrowth at the observation point. It can be confirmed that the 
Potamogeton crispus and Elodea nuttalli are mainly on the left bank side, and the Sparganium 
japonicum (Fig.2.) are flourishing on the right bank side. Since the river meanders at this point, 
there is a difference in flow velocity between the outer and inner banks, which is thought to 
affect the habitat of vegetation in the river channel. 
Fig.3. shows the contour lines of the median grain size D50 of the riverbed material at the 
observation site. From this, it is considered that the riverbed material of this river is mainly 
sand. In addition, it was clarified that the riverbed material at the site where Sparganium 
japonicum inhabits has a larger grain size than the riverbed material at the site where 
Potamogeton crispus and Elodea nuttalli inhabit. 
Fig.4. shows the contour lines of the main flow velocity U averaged at the water depth at the 
observation point. The flow velocity is higher on the right bank side than on the left bank side 
throughout the river channel. The riverbed material is deposited on the left bank side of L-2 to 
L-7, and many Potamogeton crispus and Elodea nuttalli are prosperous, so the flow velocity is
considered to be small.
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From the results of this study, it was clarified that the Potamogeton crispus and Elodea nuttalli, 
which propagate by cutting leaves, inhabit the fine left bank side of the riverbed material, 
which easily invades the roots. In addition, it was clarified that Sparganium japonicum, which 
breeds by running branches, has a high flow velocity and inhabits the spots where 
Potamogeton crispus and Elodea nuttalli do not inhabit. 
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The Impact of Double-layered Rigid Vegetation on Flow Structure 
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Abstract 
Flow structure in vegetated channels is highly three-dimensional. This study focuses on the 
characteristics of flow through the mixing layered vegetation partially covered in an open 
channel. A series of experiments were conducted to investigate the velocity distributions in the 
vegetated zone under different flow conditions. Reynolds shear stress was calculated based on 
3D measurements using ADV (Acoustic Doppler velocimeter). Observed results show that the 
flow has distinct features in three layers: the lower, mediate, and upper layer. A prominent 
shear stress layer is found at the upper edge of tall vegetation, indicating strong momentum 
exchange in this transition region. 
Keywords: Reynolds stress; vegetated channel; double-layer vegetation; mixing layer 
Introduction 
Aquatic vegetation has a great impact on the flow structures of natural rivers. Additional 
resistance generated by the vegetation retards the velocity, which will result in reduced 
channel capacity and sediment deposition (Tang & Knight, 2001; Gunawan et al. 2010). 
Furthermore, the shear layer caused by vegetation affects the boundary shear stress 
distributions, which is of great importance in bank protection and bed stability. 
Typically, in vegetated channels, a strong momentum exchange occurs at the vegetation top, 
resulting in significant Reynolds stress in this region (Tang and Knight, 2008; Tang et al., 2010, 
Tang 2019). Despite the dominant role of drag force of vegetation in the vegetated flow, shear 
stress distributions in double-layered, partially vegetated channels remain unclear. This paper 
gives a brief description and reasonable explanations of the shear layer flow structure. 
Methods 
Plastic dowels of 10cm and 20 cm height were used to simulate rigid vegetation in this study. 
The double-layered vegetation was arranged to cover half width of 40 cm wide channel. The 
details of the experimental setting and measurements was given by Tang et al (2021). Summary 

















Reynolds shear stress is calculated from Equation (1). 
Tyx = -pu'v' #(1) 
Results 
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Take measurement points w4, w8, w12, w14 and w18 for example. The point of w4 is behind 
the short vegetation, while the location w8 is behind the tall vegetation. Measurement point 
w12 and w14 is at the interface between vegetated zone and free flow zone. The results in 
Figure 1 show the vertical variation of the Reynolds stress cross the channel. The flow field in 
the short vegetation zone has more obvious fluctuation than in the tall vegetation zone under 
submerged conditions (scheme R4). At the near-bottom layer and the upper edge of the short 
vegetation, the curve shows a sharp turning point, indicating a strong momentum exchange 
















Fig.1 Relationship between dimensionless Reynolds stress and vertical locations 
Conclusions 
The existence of vegetation has a great impact on the channel flow field. The vegetation height 
is one dominant factor affecting the velocity profiles and stress field. Reynolds shear stress in 
the double-layered vegetation zones shows more obvious fluctuations than that in the free 
flow zones. Strong momentum exchange often occurs near the bed or at the upper edge of the 
vegetation. 
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Abstract 
The function served by the distinctive skin roughness patterns found on the bodies of billfish 
remains poorly understood. This is due in part to a lack of detailed information on the three­
dimensional morphology of the skin roughness. To address this issue, novel high-resolution 
measurements of striped marlin, sailfish and swordfish skin samples are reported here. The 
results highlight the distinct and varied morphology of skin roughness amongst different 
species within the billfish family. The roughness data acquired from these measurements 
provides a benchmark from which realistic roughness models based on billfish skin roughness 
can now be developed for testing in physical and numerical experiments. This is a crucial 
foundational step in the wider goal of establishing the potential engineering applications of 
billfish-inspired roughness patterns. 
Keywords: Billfish; Surface roughness; Nature-Inspired 
Introduction 
The natural world can provide a wealth of inspiration for the creation of engineered surfaces 
with improved efficiencies for applications involving heat and mass transfer, the transport of 
fluids and the movement of bodies through fluid media. A classic example is the riblet 
structure of shark skin and in this respect, billfishes (e.g. sailfish, swordfish, spearfish, and 
marlin) may also provide a potentially fruitful source to draw inspiration from. Like sharks, 
billfishes are apex marine predators, and exhibit numerous forms of roughness across their 
bodies. However, their surface morphology is wholly unlike the denticles found on sharks. 
Despite numerous hypotheses having been promoted to explain their exceptional swimming 
capabilities, the role played by the surface roughness of their bodies remains poorly 
understood. Consequently, the potential practical hydro-environmental engineering 
applications that could follow also remain to be investigated. This is primarily due to a lack of 
detailed information on the three-dimensional morphology of their skin roughness. The aim of 
this study is to tackle this problem by providing high resolution measurements of billfish skin 
roughness. The expectation is that this data can then be developed into realistic roughness 
models for future testing to uncover the possible functional roles of the roughness. 
Methods 
In this study, samples of skin from the bodies of a striped marlin, sailfish and swordfish were 
measured, each using a different technique, to assess their respective roughness properties. 
Firstly, gel-based stereo-profilometry was performed on a fresh sample of striped marlin skin. 
Secondly, surface profilometry measurements were carried out on a silicon mould of a piece of 
skin from the mid-body region of a sailfish using a confocal displacement sensor. Thirdly, 
Optical Coherence Tomography (OCT) was used to make a volumetric measurement of a fresh 
sample of skin taken from the body of a swordfish. Data points were collected every 4 µm in 
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the x- and y-directions for the marlin and sailfish measurements, and every 20 µm for the 
swordfish. Vertical (z) resolution for the OCT measurement was 1.95 µm. 
Results 
Figure 1 shows a comparison of the three measured skin surface samples. The marlin skin 
exhibits two discernible features. The first are elongated and narrow scales, typically pointed at 
both ends and broadly aligned to form sinuous channels. Despite being fully embedded within 
the epidermal layer, the scales still have a visible footprint on the outer surface of the fish 
which would be felt by the surrounding flow. The second are small spiny scales, which tend to 
populate the surface randomly. The sailfish skin sample is characterized by the presence of v­
shaped protrusions, similar to previous reports (e.g. Sagong et al., 2008), which tend to form in 
a staggered arrangement. For the swordfish, the skin is populated with numerous small spiny 
scales. The distribution of these scales appears to be more orderly than for the spiny scales 
seen on the marlin skin. In addition, they tend to be aligned in the direction of the flow and are 
grouped in varying numbers. This picture is in good agreement with previous illustrations 




















Fig. 1. Digital elevation maps of a) marlin, b) sailfish and c) swordfish skin (heights in mm). 
Conclusions 
These preliminary results highlight the diverse scale morphology across the species of billfish. 
The measurements also provide, for the first time, a benchmark for the development of 
realistic roughness models based on the skin surface of billfishes which can be taken forward 
for hydrodynamic testing. Such models would be ideally suited for physical deployment in 
laboratory flumes or digitally, in numerical simulations. 
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Abstract 
Deemed as environmentally friendly, hydrokinetic vertical axis turbines (VAT) present a 
promising alternative with low environmental implications compared to traditional hydropower 
projects; however, little is known about their impact on fish. Here, we investigate juvenile 
rainbow trout (Oncorhynchus mykiss) response to a single VAT under confined laboratory 
conditions for two discharges and turbine operation conditions using motion tracking. Velocity 
measurements reveal a region of low momentum in the turbine wake and regions of flow 
acceleration on either side of the turbine. Fish spatial usage and the number of upstream 
passing fish did not differ among flow conditions and turbine states examined. Our novel study 
underpins that VAT are a renewable energy technology with low environmental impact. 
Keywords: vertical axis turbine; Particle Image Velocimetry; fish behaviour; motion tracking 
Introduction 
The globally rising energy demand urges a need for sustainable, environmentally friendly 
energy technologies. The tremendous environmental impacts of traditional, large-scale 
hydropower plants resulted in a greater focus on small-scale alternatives (Anderson et al., 2014) 
such as hydrokinetic vertical axis turbines (VAT). These devices operate in low-to-medium 
velocity ranges and shallow free-flowing waters, such as rivers and estuaries, allowing versatile 
deployment. Despite their potential as a renewable energy scheme, a vital research gap 
remains in their impact on fish behaviour. The limited literature on this reports changes in 
spatial usage, passage, and schooling behaviour (Castro-Santos and Haro, 2013; Molloy et al., 
2017) and a reduced collision and injury risk when colliding with turbine blades (Castro-Santos 
and Haro, 2013). Our laboratory study examines the relation between upstream and 
downstream hydrodynamics of a single VAT and the swimming behaviour of juvenile rainbow 
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Fig, 1, Experimental setup for (a) PIV measurements and (c) fish behaviour experiments, with 
experimental test conditions (flow discharge (l/s) and turbine rotational speed (rpm)) indicated in (b), 
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Experiments were undertaken in an open channel recirculating flume (10x0.3x0.3m, LxWxH) in 
the hydraulic laboratory at Cardiff University, UK. The flume was equipped with a confined test 
section {1.2x0.3x0.23m, LxWxH) with a three-bladed VAT in its centre. Upstream and 
downstream hydrodynamics were quantified using particle image velocimetry (PIV) (Fig. 1 a), 
with data analysed using PIVlab. Thereafter, juvenile rainbow trout swimming behaviour (Fig. 
le) was recorded for lOmin using a top-mounted camera for two flow conditions (mild, M and 
harsh, H) and two turbine operation states (stationary, S and rotating, R) (details in Fig. lb), 
with fish released at the downstream end of the test section. Fish spatial preference, location, 
and kinematics were examined using JWatcher and an adapted open-source motion tracking 
algorithm. Statistical analysis was conducted using R, with p-value significance taken at 0.05. 
Results 
Immediately downstream of the rotor, a low momentum wake region, asymmetric to the 
centerline and shifted towards the upstroke side, was generated. The streamwise mean 
velocity on either side of the turbine increased due to the blockage generated by the turbine's 
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Fig. 2. Fish behaviour results, showing (a) percentage time 
spent upstream and downstream of the VAT and (b) 
percentage of fish passing from the downstream region into 
the upstream region for all test conditions (Fig. lb). 
Conclusions 
passed into the upstream region 
despite the increase in 
momentum on either side of the 
turbine. Neither turbine state 
nor flow condition significantly 
influenced time spent upstream 
and downstream (Fig. 2a) nor 
percentage of upstream passing
fish (Fig. 2b) (GLM, p>0.001). 
Particularly during the "mild" 
treatment, fish swam near the 
turbine and exhibited no 
avoidance behaviour. 
These experimental observations provide new insights into fish behavioural adaptations to flow 
from VATs and will help to refine turbine array designs to harness the full potential of river and 
estuary energy. Future research will investigate changes in swimming kinematic and associated 
impacts on energy expenditure depending on swimming location, and the impact of channel 
confinement on fish swimming behaviour. 
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Abstract 
Fish use their lateral line flow sensing system for vital activities including locating food, avoiding predators and 
navigation in dark and turbid waters. Recent scientific studies on the lateral line clearly show that they are capable of 
sensing pressure, velocity and accelerations of the near-body flow fields, as well as their gradients. However, due to 
the complexity of turbulent flows, the wide range of fish body geometries and possible orientations in flow fields, 
there remain large knowledge gaps in the intensity and extent ("active sensory space") of these near-body fields. The 
main objective of this work is to show that computational fluid dynamics models can be used to estimate the active 
sensory space around fish-like bodies. Therefore, a CFD model of flume with fish-like body inside is developed to 
investigate near body flow at Froude number, Fr = 0.14, 0.29, 0.43, 0.57 and 0.71 respectively. The characteristic 
length of the fish-like body under consideration is L = 30 cm. The proposed CFD model is validated and verified using 
LDA (Laser Doppler Anemometry) measurements. Results from this study will help us in examining how fish 
successfully sense through near body flow fields with pressure, velocity, acceleration and their gradients and 
determining those parameters which effect the active sensory space of fish bodies. 
Keywords: Lateral line; sensory space; computational fluid dynamics; turbulent flows 
Introduction 
Many aquatic animals are possessed with hydrodynamic receptors to detect their surroundings especially in those 
situations where visibility is limited e.g. low lighting or high turbidity in water. Fish have an array of hydrodynamic 
receptors along the body called lateral line system which they use for navigation, schooling and for predator-prey 
interactions. The lateral line system is comprised of mechanoreceptors called neuromasts, which are further 
classified as either superficial neuromast or canal neuromasts (Fig. 1, top left). Superficial neuromasts are very small 
in size (10-50 µm in diameter), and are distributed over the surface of the fish body and are sensitive to local particle 
motion (velocity) [1]. Canal neuromasts are located beneath the scales, and detect pressure gradients in the flow. 
Both types of neuromasts are equipped with special cells integrated into epithelium. These cells are connected with 
gelatinous which forms the cupula (Fig. 1, bottom left). Cupula are directly connected to the central nervous system 
of fish to transmit the flow information to brain. Any minute changes in the flow are immediately detected by the 
fish whether it is an obstacle or prey. The lateral line system's anatomy varies considerably between and within 
species. The extent to which different fish body shapes (morphology) represent adaptations to the hydrodynamic 
conditions to which fish are exposed, remains as a major knowledge gap. There is a wide diversity of lateral line size 
for the detection of hydrodynamic signals in distinct behavioral contexts and environments, and limited knowledge 
on how the body shape influences the hydrodynamic sensing around a fish-shaped body. To understand the relation 
between body morphology and sensing ability (distance, stimulus intensity and frequency) we must explore the 
sensory space of fish. There are several methods to investigate the sensing extent; [2] investigated the potential flow 
field around moving fish. Current advancements in field of computational fluid dynamics can now allow for the 
simulation, assessment and visualization of turbulent, 3-dimensional (3D) flows field around it to explore and 
uncover how the active sensory space is affected by the body shape. 
Methods 
In this study, we have used computational fluid dynamics (CFD) to investigate the sensory space of fish. The sensory 
space is evaluated as the iso-surfaces of field variables including the dynamic pressure, velocity, acceleration and 
their gradients, around the fish body. Any disruption in the near body field, alters the shape and distribution of the 
field variables, and this distortion can be used in the detection of sensory space around the body. The fish body 
considered in this study is modelled in SolidWorks with the body measurements taken from real fish. To simulate the 
flow field variables around fish body in the open channel flow, the volume of fluid method is applied to model the 
multiphase setup. The open source software toolkit OpenFOAM using RANS comparing k-E and k-w-SST turbulence 
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models is used to investigate the effect of turbulence model and Froude numbers on the spatial distribution of the 
pressure and velocity fields. The 3D domain with fish body inside and boundary conditions is shown in Fig. 1 (right). 
(b) � 
�





Fig. 1. Left: Lateral line sensing system of living fish. Right: simulated 3D domain with specified boundary conditions. 
In the OpenFOAM environment, the general meshing utility blockMesh is used to generate the domain with the inlet, 
outlet, side walls and atmospheric boundary conditions. Fish geometry is imported in stereolithography (.st/) format 
into OpenFOAM and snapped into the domain using snappyHexMesh utility. To resolve the boundary layer, mesh 
regions and layers were added around the fish body limiting the y+ value to 0.40. The total number of iterations in 
this simulation were 20k with a time step of M = 0.001. Whereas for sampling the data, the last 10k iterations are 
considered. The reason for choosing the smaller M is to fulfil the CFL condition and stabilize the numerical model. 
Mesh statistics of the domain after snapping the imported geometry are as follows: 
Table1: Mesh Statistics 
Mesh Domain No of Type of elements Max. Mesh non- Max. 
resolution elements aspect orthogonality skewness 
ratio 
Coarse 3D 2.5M Hybrid (Hexahedral, 12.4230 4.5483 1.4765 
Polyhedral, Prism) 
Alternatively, an 2D-LDA (Laser Doppler Anemometry) experimental setup was established to measure the flow field 
at inlet cross section, wake point matrix and cross section in XV- plane with a total 740 measuring probe points within 
the laboratory flume. 
Results 
The results obtained from numerical analysis of the fish are validated with the experimental data obtained using LDA 
(Laser Doppler Anemometry) measurements. The Pressure iso-surfaces predicts, that the shape of the pressure field 
around the fish shaped body is far more complex then the commonly assumed ovoid which is useful in determining 
the active sensory space around different fish species. 
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Abstract 
Physical habitat modelling has been widely used to quantify ecological responses to 
spatiotemporal environmental heterogeneity in running waters. Employing the concept of 
physical habitat modelling, this study simulates suitability for the macrozoobenthos using crisp 
logic (species' tolerance threshold) and fuzzy logic. Three abiotic parameters namely water 
depth, velocity, and substrate are used to evaluate benthic invertebrate habitats. The results 
from two approaches shows a consensus of habitat availability provided from hydraulic 
conditions. However, the application of fuzzy logic produces continuous habitat suitability 
maps, which give significantly more information than the binary approach and allows the 
assessment of habitat quality distribution in the study area. 
Keywords: Habitat suitability, Physical Habitat Modelling, Macrozoobenthos, Fuzzy logic 
Introduction 
In 2000, European Union Water Framework Directive (EU-WFD) was adopted with an aim to 
achieve "good ecological status" for all water bodies in the European region. Therefore, many 
attempts have been made to improve hydromorphological conditions of the rivers with the 
expectation of improved ecological conditions. This results in a high number of cost-intensive 
restoration projects throughout Europe in the last two decades. Evidences from unsatisfied 
results of river restorations show a need for ecological functionality analysis tool that focuses 
on the hydromorphological changes together with biological recovery and river characteristics. 
In other words, it requires a tool which can estimate the effect of planned restoration activities 
as well as hydrological relevant measures (e.g. extraction of discharge for hydropower, 
damming, flood retention measures, separation canals, etc.) onto the river ecology. Habitat 
modelling, therefore, is established to comply with these requirements. 
Methods 
In this study, two approaches are used to evaluate the distribution of habitat suitability along 
the hydromorphological gradients of the river reach. Both approaches need information from 
2d-HN model (depth and velocity) and substrate map for habitat suitability simulation. First, 
water depth and velocities computed using Hydro_AS-2D were adjusted using Bezzola method 
(Bezzola, 2002) so that bottom shear stress based on substrate and depth-averaged velocity at 
each point is known. Then, habitat model runs in two scenarios using two approaches. The first 
approach overlays this information with hydraulic tolerance of selected species (table 1). In this 
approach, the point is defined as habitable if all the following conditions are met: 1) depth > 
0.01 m, 2) Bezzola-adjusted bottom shear stress< 2 N/m2, and 3) any preferred substrate type 
is present; otherwise, the point is non-habitable. The second approach applies fuzzy logic rules, 
formulated from these preferences. Depth, velocity, and substrate are classified into fuzzy sets, 
and the fuzzy rules defining habitat suitability are created. Instead of binary result, habitat 
suitability value ranges from Oto 1 (from non-preferable to most preferable for species). 
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Table 1. Preferred shear stress and substrate of species used in habitat modelling. 
Taxon Shear stress Substrate preference 
preference 
[N/m2] 
Ancylus fluviatilis 1.64 Mesolithal, Mikrolithal, Makro-Megalithal, subM, 
LPTP, CPOM, FPOM 
Athripsodes albifrons 0.44 Akal, Mesolithal, Mikrolithal 
Baetis lutheri 1.35 Akal, Mesolithal, Mikrolithal, Makro-Megalithal, 
subM, LPTP 
Psychomyia pusilla 0.64 Mesolithal, Mikrolithal, Makro-Megalithal 
Abbreviations of substrate types: subM = submerged macrophytes, LPTP = living parts of terrestrial 
plants, CPOM = coarse particulate organic matter, FPOM = fine particulate organic matter. 
Results 
The model is simulated for one year (365 days) period and the results of the model using two 
methods show a similarity in habitat suitability map shapes. The habitable area simulated from 
the first approach are basically the area with high suitability simulated from the fuzzy logic 
approach. Likewise, non-habitable area from the first method are the area with low suitability 
from the fuzzy method. 
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The habitat model presented in this study allows the assessment of habitat suitability based on 
crisp logic and fuzzy logic. The results of this study show an agreement in both approaches. A 
distribution of habitat suitability has an inverse relationship (negative correlation) with 
discharge. The results show that during the peak days, habitat with high suitability is limited; 
and when flows decrease, the highly suitable habitats for species are found. 
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Abstract 
River infrastructure is recognized as a threat for migratory fish species worldwide and fishways 
of different types have thus been installed to restore river connectivity. A novel fishway design, 
the UNSW tube fishway, has been developed recently. A key component for successful 
operation of the Tube Fishway is to use flow to attract fish into a transfer chamber prior to fish 
lifting. Herein, we investigated the attraction success into the transfer chamber of the Tube 
Fishway, comparing the attraction for different chamber diameters (0.1 m to 0.4 m) and 
attraction velocities (0 m/s to 0.5 m/s), for a threatened native fish species in Australia. Groups 
of five silver perch (Bidyanus bidyanus) were reliably attracted into the transfer chamber 
independent of the transfer chamber diameter. The highest fish entry was achieved for 
attraction velocities at the slotted entrance of 0.15 m/s and 0.3 m/s for all chamber sizes. 
Keywords: fish attraction; laboratory experiments; slotted entrance; transfer chamber 
Introduction 
Many anthropogenic in-stream barriers, such as dams and weirs, contribute to decline in 
migratory freshwater fish populations. Although, fishways are one of the viable solutions to 
facilitate fish migration (Katopodis et al., 2001), major reductions have shown in some 
freshwater fish population (Mallen-Cooper et al., 2007). Yet, the effectiveness of fishways is 
uncertain for multiple fish species and many operate as selective filters (Baumgartner et al., 
2018). To address this limitation, the UNSW Tube Fishway was developed to lift fish past 
barriers with heights between 2 m and 100 m (Harris et al., 2019). A key component in the 
successful operation of the Tube Fishway is fish attraction into the transfer chamber. Herein, 
the effectiveness of attraction was tested for 1) variation in diameters of the transfer chamber 
and 2) attraction velocity at the slotted entrance, to identify preferable attraction conditions. 
Methods 
Experiments were carried out in a recirculating open channel flume of 6 m length, 0.6 m width 
and 0.6 m height at the UNSW Water Research Laboratory. The transfer chamber of the Tube 
Fishway was in the upstream section of the channel followed by a test section in which the fish 
were released and monitored. Entrance to the Tube Fishway was tested for different transfer 
chamber sizes with interior diameters of D= 0.1 m, 0.225 m, and 0.4 m. Attraction flow was 
introduced at the upstream end of the transfer chamber and fish were attracted by flow 
through a vertical slot with 0.03 m width across the full height of the entrance chamber. 
Different attraction flow velocities at the slotted entrance to the transfer chamber of V = 0, 
0.15, 0.3, and 0.5 m/s were tested. An overflow weir was used at the end of the test section to 
keep the water level constant and maintain an air space 20% inside the transfer chamber for all 
flow conditions. Fish were classed into two fish sizes of small and large with an average total 
body length of 60±1.22 SE mm and 90± 1.26 SE mm, respectively. Four repetitions per each 
combination were conducted with groups of five naive juvenile silver perch. Suitable fish 
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acclimation condition was defined based on pilot experiments. Fish were released into the test 
section and acclimated for an hour without any attraction flow. Once attraction flow was 
established, fish entry into the chamber was continuously monitored for one hour with video 
cameras from top and side views. Manual video processing provided details on the maximum 
number of fish inside the chamber at any given time, the time that fish stayed in the chamber, 
and number of entries. 
Results 
Figure 1 shows the recorded number of silver perch that entered the transfer chamber of 
different diameters (D) and attraction flow velocities (V). The results indicate that silver perch 
were attracted into the transfer chamber irrespective of velocities, chamber diameters, and 
fish size. The highest number of attracted fish was observed for V = 0.15 m/s and 0.3 m/s for 
large silver perch and 0.15 m/s for small silver perch. Irrespective of their size, fish remained 
longer in the transfer chamber (up to 92% of the experimental duration) for velocity of 0.15 
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Figure 1- Mean (±SD) number of silver perch that entered the transfer chamber of different diameters 
and attraction flow velocities: a) Small silver perch, b) large silver perch 
Conclusions 
The present findings provide evidence that silver perch of different sizes can be attracted into 
different transfer chamber scales. This is an important milestone for the Tube Fishway 
operation since it suggests that the transfer chamber can be scaled to suit local fish 
populations. The experiments identified the most favorable attraction velocity for silver perch 
(i.e., V =0.15 m/s). This research is ongoing involving repeated experiments with further 
Australian native fish species to further optimize the attraction into the transfer chamber of the 
Tube Fishway. 
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Abstract 
The fish passage performance and flow structure of the brush fish pass were investigated at 
the incirli Small Hydropower (SHP) Plant on iyidere River which is located in the East Black Sea 
region of Turkey. The spatial distributions of velocity vectors, power velocity, and turbulent 
kinetic energy (TKE) were presented. The flow-bristle interaction creates a reduced velocity and 
low turbulence resting zones. The data revealed that brush fish passage provides passage for 
small-bodied fish (Lt <15 cm) in a high gradient channel with a slope of 10%. The monitoring 
data revealed that bristles as flexible hydraulic elements are beneficial for migrating fish in 
practice. 
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Introduction 
The technique of using brush elements as hydraulic-energy absorber in fish way had been 
firstly applied in year 2002 in Germany and currently around 60 brush fish ways have been in 
operation in Europe. In brush fish pass, the energy dissipation is rather effective because the 
large number of flow-induced vibrating bristles initiate strong energy dissipation. Rahn {2011) 
conducted systemic experiments in a diagonal brush fish pass and Rahn {2011) found that a 
significant amount of energy dissipation {>50%) takes place in the brush blocks. The literature 
lacks a study that examines flow structure and fish passage efficiency of a brush fish pass 
simultaneously at prototype scale. Although, physical models widely used under controlled 
conditions; in physical models scale effects might exist (Kucukali and Hassinger, 2018) and 
actual operational conditions of fish pass structures (i.e. variable headwater and tailwater 
water levels) cannot be well-simulated accordingly. In this study, we focused on the flow 
structure of brush fish pass considering the passage performance of fish species endemic to 
Turkey. 
Methods 
Under the scope of the project, we completely removed the existing orifice pool-type fishway 
and we built a new diagonal brush fish pass at lncirli Weir located on the lyidere River, Eastern 
Black Sea River Basin in Turkey, has a catchment area of 1053 km2 and length of 53 km. The 
reason for the diagonal arrangement is that in this kind of configuration the flow is cross­
exchanged constantly. By grouping of brush blocks, pools can be formed between the groups of 
brush bars. For normal operating conditions, the total level difference between the upstream 
and downstream of fish pass structure is 5 m. The bed slope of the fish passage is 10% and it 
has a total length of 46 m. The areal density of the brushes is selected according to the result 
of a designing process which is based on an equilibrium of forces. The brush density is a 
function of slope, discharge, water depth, bristle diameter, bristle length and grouping pattern 
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of the brush modules. An acoustic Doppler velocimeter (Sontek SO-MHz ADV) was used to 
measure the three-dimensional instantaneous velocity fields. The turbulence quantities were 
collected at 50 Hz frequency during a sampling time of 30 seconds. Moreover, a local power 
velocity V
pm
, which is thought to be an useful parameter to understand fish migration patterns, 
is defined as 
v = �Liv/I (1) 
pm 
n 
where V is the resultant velocity and n is the number of velocity samples. The spatial 
distribution of the turbulent kinetic energy (TKE) in the flow field is important, because the 
energy dissipation is resulted from the turbulence generation. Hence, the turbulent kinetic 
energy per unit mass k is calculated using Eq. (2) 
1- - -




The spatial distribution of the V
pm 
through the fish pass is shown in Fig. la. Behind of brush 
blocks are characterized by reduced velocity zone which can be used by fish as potential resting 
areas and refuges. The spatially-averaged turbulent kinetic seems to be considerably lower in 
brush fish than in technical fish passes for a same dissipated power. With compared to 
technical pool-type fish pass, spatially-averaged TKE in the basin reduced by 35% (Fig. lb). Also, 
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Fig. 1. (a) Velocity vectors and power velocity distribution around brush blocks and (b) turbulent kinetic 
energy distribution in horizontal plane at the mid-depth. 
Conclusions 
The bristles as energy absorbers represent a cost-effective option, which can be retrofitted at 
any time existing structures, to improve the hydraulic conditions in fish passages. We obtained 
satisfactory passage efficiencies for fish species endemic to Turkey. The passage efficiency of 
target fish species Sa/mo coruhensis was calculated as 82.4%. 
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Open FOAM modeling of wave pressures on a caisson armored with 
double-layer tetradpods on the rubble stones 
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Abstract 
This study reports numerical investigation on the horizontal wave pressure acting on a solid 
caisson that is armored with double-layer tetrapods on the core-layer of rubble stones. 
Open FOAM modeling was conducted to numerically simulate the wave pressure on the upright 
wall of the caisson. The simulation result was compared with the experimental data, which 
showed fairly good agreement between the simulation and the measurement. Hence, the 
coefficients of porous media for the armor-layer, middle-layer, and the core-layer in front of the 
caisson can be successfully applied in modeling the wave pressure on this type of structure. 
Keywords: OpenFOAM; Caisson; Wave pressure; tetrapod; core layer 
Introduction 
The front wall of a caisson is occasionally protected by concrete armor units to reduce wave 
loading on the caisson. This type of structure is called as horizontally composite breakwater. 
Sometimes, similar as rubble mound breakwater, rubble stones are placed in front of the 
caisson and covered with concrete armor units. Little research has been conducted on the 
wave pressure acting on this special type of horizontally composite breakwater. Very recently, 
an experimental study was carried out for this type of structure to suggest a design guideline 
considering different coverage rates and the shoulder width of the armor layer (Oh and Lee, 
2020), as shown in the left panel of Fig. 1. By making use of the laboratory data produced in 
the previous study, OpenFOAM modeling was performed in this study to reproduce the 
measured wave pressures along the front wall of the caisson. 
Methods 
Numerical simulations were performed using the waves2Foam model where waves are 
generated by the relaxation method. The waves2Foam library provides three solvers according 
to the conditions of the computational domain when simulating the wave values. In order to 
simulate the porous media of armor and core layers, the porousWaveFoam solver was used 
(Jensen et al., 2014). 
The length of the wave generation section was approximately 2 times of the wave length, and 
the rest sections were configured the same as the experiment. The grid size ranged from 0.02 
to 0.035 m for horizontal (x) and veritical (y) directions. In order to accurately reproduce the 
geometry of waves and the structure, the numerical grids were more densely constructed near 
the water surface and the peripheries of the structure. In the lateral (z) direction, only one grid 
was set. The right panel of Fig. 1 shows general view of the grid around the structure. 
Concerning the parameters related to the porous media, the values used by Lee et al. (2019) 
were applied. For the core layer, the porosity was set as n = 0.44, whereas the median 
diameter D50 = 0.01 m. For the middle layer, n = 0.3 and D50 = 0.016 m, a = 500, and S = 2.0. 
The values ot the last two parameters were determined following Jensen et al. (2014). For the 
double layer tetrapods, n = 0.33, D50 = 0.075 m, a = 200, S = 0.7 were applied, respectively. 
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Fig. 1. Side view of the experimental model and grid of the numerical model 
Fig. 2 shows a comparison of the time series of the measured and simulated wave pressure at 
different elevations on the caisson. Overall, the numerical model reproduces the experimental 
results well. Although the degree of agreement between the experiment and simulation varied 
depending on the wave conditions and the elevations at the front wall of the caisson, generally 
good agreement was obtained with the present setup of the OpenFOAM model. As the 
observation time elapsed, the degree of inconsistency increased due to the influence of 
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Fig. 2. Comparison of the time series of the measured and simulated wave pressure on the caisson. 
Conclusions 
The numerically simulated wave pressure coincided fairly well with the measured value. This 
demonstrates the adequacy of porous media coefficients in the present model for simulating 
the wave pressure on the caisson that is compositely armored with tetradpods and rubble 
stones. 
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A novel approach to estimate the coastal protection provided by 
different saltmarshes species 
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With the aim of analyzing the relationship between the standing biomass of a coastal 
vegetation field and its flow energy attenuation capacity, a new set of experiments considering 
different saltmarshes meadows and flow conditions are carried out. A new relationship 
between the standing biomass and the obtained wave attenuation is found. This relationship 
will help to quantify the expected coastal protection service provided by different saltmarshes 
according to their biomass and the incident flow conditions, avoiding the use of any parameter 
that needs to be calibrated. This may represent a paradigm shift in modelling the energy 
attenuation produced by different species of saltmarshes. 
Keywords: coastal protection, wave attenuation, standing biomass, saltmarshes 
Introduction 
Estimation of the flow energy dissipation induced by an ecosystem that accounts for its 
characteristics and the incident hydrodynamic conditions is crucial if ecosystem-based coastal 
protection measurements want to be implemented. Characterization of a vegetated ecosystem 
by measuring leaf traits, biomechanical properties of plants and the number of individuals per 
unit area involves a lot of effort. Previous studies have shown that flow energy attenuation 
positively correlates with standing biomass (Maza et al., 2015). Standing biomass can be a 
unique variable defining the flow energy attenuation capacity of the ecosystem. In addition, 
this variable has been already characterized for many ecosystems and it can be estimated by 
aerial images. Then, to further explore its relation to the induced energy attenuation on the 
flow, a new set of experiments using real vegetation with contrasting morphology and 
biomechanical properties, and subjected to different incident flow conditions, is proposed. The 
obtained standing biomass-attenuation relationships will help to quantify the expected coastal 
protection provided by different vegetated ecosystems based on their standing biomass and 
the flow conditions. 
Experimental set-up 
Experiments are run in the small flume at University of Cantabria. Four vegetation species with 
contrasting biomechanical properties and morphology are selected: Spartina maritima, 
Salicornia sp., Halimione sp. and Juncus sp. Plants are taken from different Cantabria estuaries. 
After collecting a total of 105 boxes of vegetation they are directly brought to the laboratory to 
introduce them between two false bottom pieces already constructed leading to a 9.05 m long 
meadow (Figure 1). Once located into the flume, the meadow is tested under different waves 
and current conditions considering three water depths. Wave height is measured using 15 
capacitive free surface gauges. Three meadow conditions are considered: 100% standing 
biomass, 50% standing biomass and O standing biomass. 
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Fig. 1. View of Salicornia sp., Spartina sp., Juncus sp. and Halimione sp. fields. 
Results 
The wave attenuation analysis is performed by obtaining the wave damping coefficient, p, for 
each test following Dalrymple et al. (1984), Mendez et al. (2004) and Losada et al. (2016). A 
direct relationship between the species standing biomass and p is observed. Additionally, it is 
found that there is a strong influence of the submergence ratio (SR) in the resulting wave 
attenuation due to the extremely different geometrical properties of the different species. 
Then, a relationship between the obtained p and a new parameter considering both, the 
standing biomass and the SR is obtained. Figure 2 displays p as a function of the standing 
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Fig. 2. fJ as a function of standing biomass times the SR for the four vegetation species and the two 
densities considered for each one of them, and four regular wave conditions. 
As can be observed in Figure 2, a linear relationship is obtained between fl and 
Standing Biomass* SR for all tested wave conditions, leading to high correlation coefficients, 
p2 >0.78. It is important to note that species with highlight different biomechanical properties 
and morphological traits are all fitting to the same line. This highlights the importance of this 
new parameter in the resultant wave attenuation. 
Conclusions 
The obtained relationships provide the basis for the inclusion of standing biomass as a key 
parameter for estimating the coastal protection provided by different saltmarsh species. 
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Siphon Well for Protection of Coastal Aquifer from Saltwater 
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Abstract 
In coastal aquifers, freshwater from inland meets the seawater and forms an interface. 
However, due to climate change, sea-level rise, drought, and increase in groundwater use, the 
interface can move inland. Seawater intrusion decreases groundwater resources and pollutes 
the existing groundwater wells with seawater. There are different methods for mitigating 
seawater intrusion; however, most of them suffer from costs and power requirements. This 
study focuses on developing the concept of a cost-effective saltwater pumping system, named 
siphon well. 
Siphon well works on the principle of gravity to remove the salt water from the coastal 
aquifer, thereby reducing saltwater intrusion. The hydraulic head difference between the 
groundwater table of the coastal aquifer and the sea level powers the siphon well. Since siphon 
well relies entirely on tides as a power source, it could be applied more efficiently in the coastal 
areas having large tidal ranges. 
A sharp interface numerical model was developed to simulate the effect of siphon well in 
coastal aquifers. Siphon well is introduced in a hypothetical aquifer subjected to excessive 
pumping. The effectiveness of siphon well in controlling seawater intrusion is measured in 
terms of volume change in freshwater and saltwater. Under excessive pumping conditions, the 
volume of saltwater increases and that of freshwater decreases in an aquifer. It was found that 
an aquifer with a siphon well can recover freshwater depletion due to pumping faster than one 
without a siphon well. The study indicated that this new cost-effective saltwater pumping 
method can control saltwater intrusion in coastal aquifers. 
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Abstract 
Groundwater in small islands occurs in the form of freshwater lenses that maintain 
equilibrium between the natural groundwater recharge from rainfall and the surrounding 
seawater. Due to various climatic, hydrogeological, physiographic, and management factors, 
these freshwater lenses are under the constant threat of saltwater intrusion. Among the above 
factors, droughts are one of the major climatic causes that magnify the threat of saltwater 
intrusion as drastic changes in freshwater lens volume can occur following droughts. Hence 
management of groundwater pumping rates during droughts is essential to prevent saltwater 
intrusion and ensure the sustainability of the freshwater lens under future climate conditions. 
This paper develops a simulation-optimization model to determine the sustainable optimal 
pumping rates from individual wells under drought conditions in small islands. Three indicators 
based on reliability, resilience, and vulnerability definitions are used to describe the 
sustainability of groundwater pumping. The objective of the model is to maximize the volume 
and duration of freshwater pumping while minimizing saltwater intrusion. The linked 
simulation-optimization model consists of a calibrated sharp interface numerical model and a 
genetic algorithm-based optimization. The model is applied to test a representative drought on 
the Pacific island of Tongatapu. Two groundwater management scenarios - unplanned pumping 
and rainfall responsive optimized pumping are explored. The current study suggests that 
temporal pumping management in response to variation in rainfall during droughts can 
increase the sustainability index of groundwater pumping wells. The methodology given in this 
study can be used as an approach to the management of groundwater resources and to ensure 
the sustainability of small islands' freshwater lenses in the future. 
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in case of presence or absence of submerged breakwaters 
Minsang Cho1. Kideok Do2• In-Ho Kim3, and Hyun-Doug Yoon1•
1Department of Civil &Environmental Engineering, Myongji University
2Department of Ocean Engineering, Korea Maritime and Ocean University
3Department of Earth and Environmental Engineering, Kangwon National University
*Corresponding: hdyoon@mju.ac.kr
Abstract 
A submerged breakwater is a coastal structure that can protect from coastal erosion by 
dissipating high-wave energy and preventing sand loss. It is important to understand the 
impacts of a submerged breakwater on hydrodynamics and morphological changes for coastal 
erosion management and countermeasure. XBeach, a process-based model, is used to simulate 
nearshore hydrodynamics and morphological response to storm. A variety of parameters are 
included in XBeach, and several parameters related to the wave breaking and effects of wave 
non-linearity are important to accurately predict morphological changes for storm conditions. 
In this study, calibration and assessment of XBeach modelling are performed to compare the 
parameter differences between with and without submerged breakwaters in an embayed 
beach. 
The results of this study show that changes in the coastal environment by submerged 
breakwaters affect parameter calibration. 
Keywords: Embayed beach; Submerged breakwaters; Hydrodynamics; Morphodynamics; 
XBeach 
Introduction 
It is necessary to control the high-wave energy invading from offshore to prevent coastal 
erosion and protect the backbeach structures. A submerged breakwater is a coastal structure 
that can effectively control wave energy as well as prevent sand loss (Lee, 1999). It is important 
to understand the impacts of a submerged breakwater on hydrodynamics and morphological 
changes for coastal erosion management and countermeasure. XBeach, process-based model, 
was developed to simulate nearshore hydrodynamics and morphological response to storm. 
XBeach includes a variety of parameters, and calibration of these is required. Parameter 
calibrations of XBeach were mostly carried out to beach without coastal structures (Do and Yoo, 
2020; Kalligeris et al., 2020). In this study, calibration and assessment of XBeach modelling are 
performed to compare the parameter differences between with and without submerged 
breakwaters in an embayed beach. 
Methods 
Bongpo beach, an embayed beach located on east coast of Korea, is the target area in this 
study. To setup the XBeach modelling for condition with and without submerged breakwaters, 
field observation data were collected before and after submerged breakwaters were installed 
(see Table 1). The collected data were input as initial and offshore boundary conditions. 
The parameters used for calibration and assessment are gamma, facua and bedfriccoef. 
parameters related to the wave breaking (gamma) and effects of wave non-linearity (facua) are 
important to accurately predict morphological changes for storm conditions. The bed friction 
coefficient, bedfriccoef, is used to consider the effect of bed friction on the sea around 
submerged breakwaters, which is normally installed in shallow water zone (Lee, 1999). By 
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combining the three parameters mentioned, 260 numerical simulations were performed under 
condition with and without submerged breakwaters. 







2013 winter swell 
(Hs,max = 6.30 m, Tp = 12.16 s) 
0.385 m 
Depth of pre- and post-storm 
(Oct 29, 2013 ~ Feb 24, 2014) 
After installation 
2020 typhoon MAYSAK 
(Hs,max = 5.43 m, Tp = 10.01 s) 
0.950 m 
Depth of pre- and post-storm 
(Aug 25, 2020 ~ Sep 6, 2020) 
Numerical simulation results show that submerged breakwaters affected the change in facua 
value in the center of Bongpo beach. As shown in Fig. 1, in the case of no submerged 
breakwaters, it was seemed to predict more accurately when the facua was small (< 0.3). On 
the other hand, in the case of submerged breakwaters installed, it was predicted more 
accurately when the facua was large (> 0.3). the facua parameter is related to cross-shore 
sediment transport. As coastal retreat decreases due to submerged breakwaters, a change 
value of facua occurred. The relationship between submerged breakwater and parameters is to 
be analyze clearly through additional numerical simulations. 
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Fig. 1. Histogram on weighted density of facua for two conditions: (a) without and (b) with submerged 
breakwaters. 
Conclusions 
The results of this study show that changes in the coastal environment caused by installing 
submerged breakwaters affect parameter calibration. A change in the value of facua occurs as 
the coastal retreat changes by submerged breakwaters. It is necessary to investigate the effect 
of the presence of submerged breakwaters on the parameter change through additional 
numerical simulations. 
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Evaluation of effects of river discharge on the development of salinity 
stratification and hypoxia due to climate change in the Ariake Sea, Japan 
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Abstract 
The consequences of climate change on the coastal environment, such as the occurrence of 
salinity stratification and the frequency of hypoxia, are becoming even more serious. The 
Ariake Sea, as one of the most important shallow coastal area, plays a significant role on fishery 
economy in Japan. This study conducts different scenarios of flood patterns and uses the 
numerical models by Delft3D to evaluate the effects on salinity stratification and the hypoxia 
due to climate change in the bay. The results show that salinity stratification is prone to occur 
in the flood period and it is difficult to dissipate in a large-scale flood. Moreover, as the 
increase of peak discharge and duration, the development of hypoxia at the bottom layer 
lasted longer. 
Keywords: hypoxia; salinity stratification; flood patterns; climate change; Ariake Sea 
Introduction 
According to the ARS Synthesis Report of IPCC, the world's air temperature is getting higher, 
with an expected global temperature increase of 1 to 5 °C by the end of this century (IPCC, 
2014). Changes in precipitation patterns caused by climate change are expected to affect the 
marine environment. Problems such as sea level rise, sea temperature rise and ocean 
acidification are accelerating, it is significant to look for climate change adaptation for 
sustainable development. In recent years, extreme precipitation events due to climate change 
occurred frequently, which may cause a large amount of freshwater flow into the Ariake Sea. As 
a result of freshwater inflowing, threats like salinity stratification and the development of 
hypoxia will lead to coastal environmental deterioration. Thus, this study attempts to 
investigate the effects of different flood patterns on the salinity stratification and the hypoxia in 
the Ariake Sea, to give supports for the adaptive measurements. 
Methods 
This study uses the hydrodynamic model and lower-trophic ecosystem model by Delft3D, which 
are the same as Tadokoro and Yano (2019). Calculation domain is a combination of the Ariake 
Sea and the Yatsushiro Sea (Fig. 1). The horizontal grid is a rectangular grid with a Cartesian 
frame of reference and the vertical grid uses o coordinate system, where the number of o­
layers is defined as 10 layers with 5% x 3, 10% x 4, 15% x 3 from surface to bottom. Open 
boundaries are located outside the inlet to the Ariake Sea and on the line connecting 
Kabashima and Akune. Heat flux model uses the Murakami model, which prescribes the 
relative humidity, air temperature and the net solar radiation. SGS-turbulence model and k-E 
turbulence model are used to describe turbulence processes. Freshwater inflows are 
considered from eight A-class rivers, nine large B-class rivers and the north and south drainage 
gates of the lsahaya Bay Sea-Dike. The lower-trophic ecosystem model is based on the results 
of hydrodynamic model. Fig. 3 shows the conceptual diagram of the ecosystem model. The 
main processes are photosynthesis, production and consumption of oxygen, decomposition of 
organic matter, settlement of particulate organic matter, nutrification, mineralization and 
reaeration on the sea surface. Dissolved oxygen (DO) is also included as one of components in 
the model. Model parameters are same as the setting in Tadokoro et al. (2018). 
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Fig. 1 Calculation domain 
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Fig. 2 Conceptual diagram of lower-trophic ecosystem model 
It can be observed that the influx of a large amount of freshwater may diminish the vertical 
mixing and lead to the salinity stratification (figure omitted). As shown in Fig. 3 and Fig. 4, it 
indicates that the duration of hypoxia at the bottom layer increased with the increase of the 
magnitude of floods. Particularly, the duration of hypoxia lasted for three weeks in 2018 (Fig. 
3b). Furthermore, not only the magnitude of floods but the duration is also one of the 
inducements affecting the development of hypoxia. 
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Fig. 3 (a) Total discharge of A-class rivers in 2004, 2017 and 2018, (b) isopleth of DO at Sta.B3 in 2018. 
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It is clarified that changes in flood patterns affected the development of hypoxia in the Ariake 
Sea. Long duration and large-scale floods are easily to cause the salinity stratification and 
continuous hypoxia, which will have an adverse effect on the ecological system. In this way, we 
can clearly understand the impact of changes in flood patterns on the development of hypoxia 
and provide a basis for adaptation. 
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Abstract 
The partial pressure of carbon dioxide in seawater (pC02 ) fluctuates with the development of 
stratification, which makes it complicated to estimate the contribution of shallow coastal 
waters to the fixation of atmospheric carbon dioxide (Cann). In this study, we conducted field 
measurements for pC02 dynamics under three different seawater mixing conditions in the 
Yatsushiro Sea, Japan. Base on the measurement results, we developed a three-dimensional 
ecological model that can simulate the pC02 dynamics affected by stratification. As a result, the 
pC02 dynamics strongly associated with stratification development were revealed from the 
field measurements. And the developed model shows good reproducibility of measurement 
results. 
Keywords: blue carbon; pC02; 3D ecological model; Yatsushiro Sea; climate change 
Introduction 
Shallow coastal waters with vegetations such as seagrass, mangroves, salt marshes, have 
recently attracted extensive scientific attention, due to their high efficiency in the storage and 
sequestration of Cann • And the carbon stored and sequestered by marine organisms is called 
"blue carbon" (Nellemann et al., 2009). However, due to the complexity of the tempo-spatial 
distribution of pC02 in the shallow coastal waters, it is difficult for us to accurately assess the 
amount of Catm absorption of them. In addition, some studies reported that pC02 would 
probably fluctuate with the development of density stratification due to riverine freshwater 
effluents (Kone et al., 2009). But the effect of stratification on pC02 distribution in shallow 
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Fig. 2 Conceptual diagram of ecological model. 
The field measurement point was set near the mouth of Kuma River in the northern Yatsushiro 
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Sea as shown in Fig. 1. Other details of the field measurements are omitted here. 
The numerical model of pCO2 dynamics was developed using the generalized coastal numerical 
model Delft3D. The model consists of a hydrodynamic model and a lower-trophic levels 
ecological model. The calculation of the ecological model was conducted by coupling the 
results of the hydrodynamic model. The main processes included in the ecological model are 
photosynthesis, respiration, and death of phytoplankton, sedimentation, and mineralization of 
organic matter, nitrification, and reaeration, etc., shown in Fig. 2. 
Results 
As shown in Fig. 3, as long as seawater under a strong density stratification condition, the pCO2 
in seawater also strongly stratified. Moreover, under the conditions of weak stratification and 
well-mixing, the vertical distributions of pCO2 are also basically consistent with the distribution 
of sigma-t (crt), the figures are omitted here. And by comparing the measurement results and 
the simulation results, we find that this model shows good reproducibility to the measurement 
results, both in hydrodynamics and ecology. The results of statistical validation between the 
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Fig.3 Field measurement results (a), and simulation results (b) of cr, 
distribution (top) and pC02 distribution (bottom), during the strong 
stratification period (August 2, 2019). 
Conclusions 
Table 1. The statistical model validation. 
RMSE' RMSPE' NSE' N' 
Salinity 0.93 2.99% 0.68 423 
Temperature 1.29 6.25% 0.91 423 
cr, 0.97 4.61% 0.79 423 
DIC 33.89 1.90% 0.85 89 
TA 41.14 2.02% 0.78 89 
pCO, 40.73 14.48% 0.67 89 
a RMSE: root mean square error. 
b RMSPE: root mean squared percentage error. 
' NSE: Nash-Sutcliffe efficiency. 
' N: number of samples 
As a result of this study, we found out from the field measurements that there is a strong 
association between the pCO2 dynamics and stratification development in the Yatsushiro sea. 
And a lower-trophic levels ecological model that can basically reproduce the distribution of 
pCO2 in the Yatsushiro sea has been developed, which supports us to further study the pCO2 
dynamic in shallow coastal waters. 
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Improvement of long term integration results of one-way nested 
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Abstract 
In dynamical downscaling and nesting procedure using regional oceanographic models, 
generation of small-scale structure is really an important issue. In many previous studies, the 
good reproduction of small-scale features in one-way nested regional circulation model when 
driving by large-scale flows as well as information supplied from global-scale model output or 
observation at lateral boundaries and incorporates with local forcing have been shown. 
However, this research find that generation of small-scale motions are too weak even sustain 
the energy at larger scales. This leads to degradation of the nested regional ocean model's 
results. Besides, the research proposed an efficient technique, named "boundary small eddy 
additions" which helps improve the quality of results of the nested regional ocean models even 
though stimulating sources absent in the simulating domain. In this method, new adding 
artificial small-scales motions, that are generated from the information of large-scale, are 
added at the boundaries of nested model. This technique can significantly reproduce small 
scale features of the model and help to reduce the horizontal resolution jump different 
between driving data and nested model. 
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Abstract 
Microplastics found in the pristine Antarctic Ocean may have originated from wastewater 
discharged from the scientific research station residing in Antarctica. In this study, the 
numerical modeling is performed on the transport of microplastics found in the wastewater 
discharged from the King Sejong Station residing in Antarctica. The denser particles which have 
their falling velocity are accumulated near the release source, while the lighter particles which 
have no falling velocity are transported to the head of the cove. Also, the travel distances of PP 
and PET are increased by 1.8 and 1.3 times, respectively, due to the wave-induced force. We 
show that the wastewater discharged from the research stations in Antarctica can be a 
principal cause of microplastic contamination in the seawater around there. 
Keywords: Microplastics; Waves; Wastewater; King Sejong Station; Antarctica 
Introduction 
Microplastics, which are less than 5 mm, become one of the major causes of marine 
environmental pollution. Recently, it has been found in the Antarctic Ocean, which is known as 
an unspoiled sea, so many studies have been conducted to understand the level of 
microplastics contamination in the Antarctic Ocean. Studies on the transport of microplastics 
originating from outside the Antarctic Ocean have been conducted through field surveys and 
numerical modeling. As investigated by Grondahl et al. (2009), the effect of microplastics 
caused by human activities such as wastewater discharged from the scientific research station 
inside Antarctica is expected to be quite large, but research on this is insufficient. 
Methods 
This study reproduces the seawater flow around the King Sejong Station, located on the coast 
of Marian Cove, King George Island, West Antarctica, using a hydrodynamic model. In the flow 
model, Delft3D-FLOW, oceanographic variables such as tides, wind, and currents are set at the 
boundary as input data. The wave model, Delft3D-WAVE, is online-coupled with the flow 
model to consider the mass transport generated by waves. We then figure out the transport of 
microplastics contained in the wastewater discharged from the King Sejong Station. The two 
most common types of polymers found in the wastewater are simulated: Polypropylene (PE) 
and Polyethylene terephthalate (PET). Two methods are used to see the transport of fine 
particles in water: Eulerian (Kim et al., 2018) and Lagrangian method (Ku and Hwang, 2018). In 
this study, the Lagrangian Particle tracking method is used to determine the location and 
distance of the particles over time by calculating the advection, diffusion, and the falling 
velocity of particles as below. 
X(t + Llt) = X(t) + U(x, y,z, t)Llt + R✓2KLlt - w
5
(t)Llt 
where X is the particle location, U is the Eulerian velocity field of flow, K is the diffusion 
coefficient, and w
5 
is the falling velocity of particle. 
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The particle tracking results for each case indicate that PP with a density less than that of 
seawater is transported far from the particle release source and moves to the head of the cove, 
but PET with a density greater than that of seawater is relatively accumulated near the release 
source. When determining the location of the particle, the falling velocity of the particle is 
considered. In the case of PET, its falling velocity is faster than PP, so it sinks relatively quickly. It 
also shows that both particles are transported farther when the wave effect is considered than 
it is not. This is because the wave-induced force is added to the momentum equation in the 
hydrodynamic model as the wave model is combined. In order to quantitatively compare the 
transport of particles, the travel distance of the particles for 12 hours is averaged for each case. 
When the wave is applied, the travel distance of PP and PET increases by about 1.8 and 1.3 
times, respectively, which means that PP, a light particle floating mainly around the surface 
layer, is more affected by waves. It seems to 
PP (0.84 g/cm3 ) PET (1.38 g/cm3) 
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Fig. 1. Lagrangian particle tracking and travel distance of each microplastic according to the wave effect 
Conclusions 
This study indicates that the transport of microplastics depends on their characteristics. The 
denser particles tend to accumulate near the particle release location due to their falling 
velocity, while the lighter particles can be transported further along the surface layer, 
regardless their falling velocity. In addition, it is confirmed that the wave is the crucial factor in 
simulate the transport of microplastics. In particular, the lighter particles have a longer travel 
distance due to the influence of waves, and can be accumulated to the innermost part of 
Marian Cove. Therefore, it is concluded that the research station located on the coast of the 
cove can contribute to the accumulation of microplastics within the cove. 
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Assessing the interplay of Sea Level Rises and Mangrove Species 
Richness: A Meta-analysis Approach 
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Abstract 
The objective of this study is the analysis of the interplay between the species richness of 
Mangroves and peculiar traits of coastal ecosystems. The main focus was the analysis of sea 
level rises by means of a proper meta-analysis approach. It was possible observing that the 
species richness was also related in different ways to other components of coastal and marine 
ecosystems in general, as salinity among others. The analysis was carried out with the support 
of dedicated open-source tools and platforms Geographic Information Systems (GIS) aiming at 
retrieving the most suitable and complete database for research purposes. The preliminary 
results of this work embody a database to be employed in other researches on different 
species and ecosystems. 
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Abstract 
Remote sensing based on a small and portable hyperspectral camera mounted onto an 
Unmanned Aerial Vehicle (UAV) is becoming increasingly popular for observations, surveys and 
compliance inspections. The approach is cost-effective and widely practicable in field 
applications, especially for monitoring in areas which are difficult to access. In particular, the 
approach carries several advantages over traditional satellite-based imaging, including high 
spatial resolution, minimal atmospheric interference, and flexible monitoring. At the same 
time, the deployment remains challenging particularly for industrial applications, as various 
issues need to be addressed to ensure operating safety and achieve high-quality data 
collection, including regulations, technical parameters, and environmental conditions. 
In this study, we perform UAV-based hyperspectral and multispectral imaging of high level of 
turbidity in the coastal water of Singapore during land reclamation exercises. The objective is to 
monitor the movement of the sediment plumes and to assess the maximum sediment 
concentrations. The study shall be ongoing for the next two years. For the planning of the 
flight exercise, both the operator permits (i.e. pilot licenses) and activity permits (i.e. 
permission to fly) are required by the team members for authorization. The industrial UAVs 
carrying hyperspectral and multispectral cameras are automated to operate from the shoreline 
to the survey field for data acquisition, and then return to the launching location upon 
completion. The hyperspectral camera is capable of collecting images with a total of 61 spectral 
bands while the multispectral camera has 10 bands, both covering the VIS and NIR spectrum. 
During the survey flight, the coordinates of the UAV and the solar intensity variation are 
recorded for later georeferencing and field calibration. In-situ water sampling is conducted 
simultaneously at different locations of the survey area to measure the total suspended solids 
(TSS) concentration. The field measurement data is further enriched via an autonomous 
turbidity sensor. Both the UAV flight and the field sampling are performed until normal safety 
guidelines as well as additional requirements stipulated for the COVID situation. The entire 
data set, comprising the hyperspectral images, multispectral images, and field measurements, 
are then fed to a Convolutional Neural Network {CNN) to train a deep learning model to predict 
TSS concentration and generate turbidity contour maps of the survey area. Preliminary results 
will be presented in the conference to share our experience of the hyperspectral imaging 
exercise and the challenges in deploying for measurements in coastal environment. 
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Abstract 
Meandering estuaries require some level of hydrodynamic and morphologic analysis. The 
details of the hydraulic and morphologic features through meander evolution in estuary can be 
simulated through a numerical model. A CCHE2D (iRIC) model (i.e., Center for Computational 
Hydro-science and Engineering, two-dimensional model) was adopted to investigate the 
hydraulic and morphologic changes through meander's evolution. A meandering Sebou estuary 
in Morocco was studied and considered for morphological modeling by 2-D numerical analysis. 
The Sebou estuary is an area with high agricultural potential, and is becoming one of the most 
important industrial zones in Morocco, and contains many meandering channels. The K-E 
turbulent model and secondary current were considered for modeling complex flow pattern. 
The model takes into account both high and low tide conditions with different simulation 
scenarios under different river discharges. F rom the results, it was found that velocity is higher 
in the deeper part of the estuary, especially in the middle estuary section. Also, most of time, 
flow is sub-critical along the estuary. This study is significant for monitoring siltation process to 
keep the estuary navigable. 
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Abstract 
In the salinity front zone where the salinity gradient reaches the maximum, the mass transport 
and circulation structure are different. In this study, the responses of the horizontal salinity 
front in the North Branch (NB) of the Yangtze River Estuary (YRE) to the runoff are studied by a 
2D numerical model established on MIKE21. The results show that: (1) there is an obvious 
double front phenomenon in the NB, which are located in the upstream and downstream 
respectively. (2) With the increase of runoff, two salinity fronts move toward the open sea, the 
intensity of the first front decreases, while the intensity of the second front increases first and 
then decreases. (3) The relationships of the intensity and position of the salinity front with the 
runoff are quadratic and linear respectively, however, the quadratic term coefficients of the 
first and second front are positive and negative respectively. 
Keywords: Salinity front; the Yangtze River Estuary; North Branch; Runoff; Numerical model. 
Introduction 
Due to the complexity and variability of the river regime in the YRE, the mechanism of river-sea 
interaction has been a research hotspot in recent years. As an important physical phenomenon 
of the YRE, the salinity front has a significant influence on the tidal current, material migration 
and deposition process. The position of the front is usually determined by the maximum 
salinity gradient (Mao al et., 1963). The density difference near the salinity front forms a 
barrier effect, which affects the mass transport and exchange. The observations show that the 
migration of the underwater delta is consistent with the variations of the salinity front in the 
YRE, which indicates that the salinity front has a certain influence on the sediment transport 
and the underwater delta evolution. (Mao et al., 1963). The observations show that the spatial 
distribution of higher chlorophyll-a concentration corresponds well with the distribution of the 
salinity front. At present, the relevant studies have revealed the basic variation characteristics 
of the salinity front in the YRE (Wu et al., 2014), however the study on mechanism of the 
salinity front to the runoff are still insufficient. This study mainly focuses on the responses of 
the salinity front of the NB to the runoff. 
Methods and Model setup 
The maximum horizontal salinity gradient ( Hsg) is taken as the criterion to define salinity front, 
which is calculated by Hsg = tis I /J.x, where �s is the variation of vertical-averaged salinity in 
the distance & . We select a representative longitudinal profile to analyze the variation of 
Hsg, this profile is located along the talweg in the NB, which is shown in Fig. 1. The open sea 
boundary of the numerical model is set as M2 tide, the discharge boundary is set to eight 
different runoffs in the range of 10000~80000 m3/s with an interval of 10000 m3/s. The other 
parameters are shown in Table 1. 
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Fig. 1. The topography and the selected 
longitudinal profile in the NB 
Results 
Table 1. Model parameters. 
Parameter Value 













As shown in Fig. 2, the salinity front of the NB presents a double-front pattern. With the 
increase of runoff, the salinity front moves toward the open sea, the intensity of the first front 
decreases, while the intensity of the second front increases first and then decreases. Fig. 3 
shows the relationship between the salinity front eigenvalues (position and intensity) and 
runoff. It can be found that R
2 
is above 0.85, indicating that there is a functional relationship 
between the salinity front eigenvalues and runoff. i.e., The relationships of the intensity and 
position of the salinity front with the runoff are quadratic and linear respectively, however, the 
quadratic term coefficients of the first and second front are positive and negative respectively. 
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Fig. 2. The response characteristics of salinity and salinity gradient to runoff in the NB. 
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Fig. 3. The functional relationship between salinity frontal eigenvalue and runoff in the NB. 
Conclusions 
There is an obvious double-front phenomenon in the NB of the YRE, and with the increase of 
runoff, the main salinity front (the front intensity is the largest) moves and merges from the 
first front to the second front. The relationships of the intensity and position of the salinity 
front with the runoff are quadratic and linear respectively, however, the quadratic term 
coefficients of the first and second front are positive and negative respectively. 
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Abstract 
A 3d hydrodynamic model and sediment transport model was set up for the Hyeongsan River 
Estuary located in Yeongil Bay, South Korea. The hydrodynamic model was coupled with the 
wave model to consider wind and wave effects for sediment transport in the estuary. The 
coupled model was verified using the in-situ observation and the observation station data in 
the study area, which has very complex hydrodynamic and transport processes, and it was 
applied to investigate the seasonal patterns of sediment transport. In addition, the particle 
tracking method was employed to evaluate the distribution and possible accumulation of 
particles by seasonal variation in the estuary. According to the upstream river discharge, 
sediment transport occurred during the flood season and was mainly deposited at the 
confluence region with the small stream and near the groins in the right bank of the river 
mouth. Besides, the topography changed upstream from the confluence and near the river 
mouth in the flood season. 
Keywords: Sediment transport; Estuary; Hydrodynamic model; In-situ observation 
Introduction 
Investigating the physical and transport processes in the river estuaries is essential for 
managing the estuary (Kim and Hwang, 2020). However, the physical processes, such as the 
hydrodynamic, transport, and mixing processes, are great complex in the estuary. In order to 
understand these physical characteristics, numerous numerical models were developed for 
decades. The Hyeonsan river estuary located in Yeongil Bay, South Korea, has complex physical 
processes. In particular, the study for sediment transport processes is crucially important due 
to the potential risk of transport for particles with absorbed heavy metal discharged from the 
industrial complex. Sediment transport in the river estuary depends not only on upstream 
discharge and topography of the river but also propagation of tide and wave from the ocean, 
the mixture of fresh water and saline water, and wind-driven flow. In this study, the 
hydrodynamic model coupled with wave model, Delft3D-Flow and SWAN (Simulating Waves 
Nearshore) respectively was used to consider the physical characteristics of the river estuary. 
Methods 
In order to simulate the flow motion in the river estuary, Delft3D-Flow, which solves continuity, 
three-dimensional hydrostatic shallow water equation, and the k-E turbulence model via a 
finite-difference method, was used. The model domain is shown in Fig. 1. It covers not only 
downstream of the Heongsan river but also the Yeongil Bay. 
,,..,..,,......,,... ...... ,,...,., 
--,� 
E3 Session I 165 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
Fig. 1. Curvilinear grids for the model domain (a) and its bathymetry {b) 
In addition, the open boundary conditions of the models were composed using the GCMs 
(Global Circulation Models) results which are HYCOM (Hybrid Coordinate Ocean Model), WW3 
(Wave Watch 3), CFSv2 (Climate Forecasting System version 2), and the gauging station data. 
The field campaign was performed to verify the coupled model. The surface ocean current in 
Yeongil Bay was estimated by tracking the GPS surface drift, and the spatial distribution of 
physical variables such as velocity, water temperature, and salinity is obtained using moving­
vessel measurements (Rennie et al., 2010). Mainly, water temperature, salinity, and density 
were measured using YODA Profiler (Yoing Ocean Data Acquisition Profiler, JFE-Advantech) to 
obtain high spatial resolution data (Kim et al., 2018) 
Results 
The sediment transport simulation results show that bed load was transported upstream of the 
confluence and near the river mouth (Fig 2(a)). A relatively small amount of bedload was 
transported downstream of the confluence because the flow velocity above the river bed was 
slow by deeper water depth and groins. As shown in Fig. 2(b), the morphological change 
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Fig. 2. (a) bed shear stress, (b) bedload transport, and (c) morphological change 












This study shows that the sediment transport in the river estuary occurred dominantly in the 
river discharged. The Hyeongsan River has a significant difference in discharge during flood and 
drought seasons. Besides, the tidal amplitude is small as around 0.15 m. Therefore, bedload 
was rarely transported except for flood season and the downstream of the confluence by the 
groins. 
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Abstract 
We investigate transport of microplastics in coastal area. In recent years, the microplastics have 
been found so considerably from the equatorial seas to the polar ocean that much concern has 
been raised about the pollution. However, there is a lack of the research on the microplastics in 
coastal area considering some physical factors. The present research focuses on factors 
affecting the transport of the microplastics in coastal sediment. A set of the experiments are 
conducted with an oscillating water tunnel with a detachable sediment basin that generates 
sufficiently large Reynolds numbers flow. By reproducing near-bed hydrodynamics and 
sediment transport with plastic particles, we are intended to observe the correlation with each 
factor such as the wave-forcing, properties of sediment and plastics, and to yield an analytical 
expression for the transport rate of the microplastics. 
Keywords: Hydrodynamics; Microplastics; Oscillating water tunnel; Coastal sediment; 
Boundary layer 
Introduction 
Recently, concerns have been rising over pollution of the coastal and marine environments for 
microplastics. It entered the ocean experiences physical changes in coastal; such as arrival, 
departure, deposition and fragmentation of particles (Brennan et al., 2018). So, as they need to 
interact with the dynamics of coastline, this research focuses on transport of them in near-bed 
and coastal sediment. To study that in lab-scale experiment, it uses an oscillating water tunnel 
(OWT, or U-tube) that makes it possible to consider in larger Reynolds number flow than two­
dimensional wave basin. The Reynolds number based on the maximum free-stream velocity 
and the maximum displacement of water particles is on the order of 0(105). Moreover, it can 
make to consider the horizontal velocity only, in order to investigate intensively the movement 
of the particles on the near-bed. Using the equipment, therefore, the main goal of this 
experimental study is to figure out the effects of physical factors, that is for the effects of 
boundary layer to the transport of the microplastics, and for interactions between the wave 
forcing and that. 
Methods 
In this study, we built an oscillating water tunnel that has square-shape with water depth of 
0.30 mm and equipped a sediment basin, and spherical particles having the sizes of 3 mm and 
6 mm are used as the microplastics. A set of the experiment are conducted according to the 
experiment cases as indicated in Table 1. Changing the input velocity for the actuator, the 
particle size and the status of the sediment basin are intended to observe how their properties 
affects to the plastics. So, we first estimate the maximum free-stream velocity and the 
thickness of the boundary layer by utilizing a particle image velocimetry (PIV) system to get the 
precise information for the generated flow and to explore the relation between the wave and 
the seabed. To compare the results, the system is conducted on the bed without the sediment 
basin first. In addition, the PIV particles are used with the mixture of two different sizes of ¢10 
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We then compare flow velocity field and the properties obtained from the PIV system in each 
case, and compute the bed sear stress, rb as function of inviscid free-stream velocity, U with 
neglecting viscous effect outside the boundary layer, described as: 
U - u, sech' [�(x - Ct)]
1 
Lb = zCtPwlUIU 




As a results of the first experiment case, the horizontal velocity field is obtained as shown in Fig. 
1. The thickness of boundary layer and the maximum free-stream velocity are computed at
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Fig. 1. Estimated horizontal velocity field 
Conclusions 
The results of this study show that the friction in the boundary layer has an effect on the 
transport of the microplastics, as the boundary layer shows plainly. Also, it indicates that there 
seems to be changes in the flow according to the wave velocity and the size of the plastic 
particles. The comparison result will be presented on our meeting. 
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Investigation of bathymetry data and groin structures effect on the 
numerical results of the flow and salinity intrusion in the estuarine part 
of Yoshii river reach, Japan 
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Abstract 
The estuarine part of Yoshii river (Okayama prefecture, Japan) embraces an important 
ecosystem with different animal and plant lifeforms. Conservation plans have payed particular 
attention to a tidal flat 2.6 km away from river mouth. Correct assessment of salinity intrusion 
effect on this tidal flat is the aim of our research. In this article, we use a quasi-3D numerical 
model to simulate flow and salinity intrusion into the river. Systematic field observations of 
salinity have been performed at upstream and downstream sections to verify model 
performance. Bathymetry data from different sources, along with field surveying data at some 
points, were examined to decide the correct representation of riverbed elevation. Groin 
structures effect was also considered with respect to the already constructed groins or the 
suggested ones. We concluded with some recommendations on the improvement of flow 
conditions in the target area. 
Keywords: Tidal river; Bathymetry; Groin; Field observation; Shallow-water equations 
Introduction 
The estuarine part of Yoshii river starts from the river mouth up to 7.37 km upstream where 
"Kamogoshi" weir structure is constructed. Our focus area is a tidal mudflat, so called "Otogo 
area", located at about 2 to 2.6 km from river mouth where salinity intrusion is affecting the 
natural habitat of reed fields and crabs. This location has suffered from previous improvement 
works in Yoshii river where the channel was straightened leading to reduction in the mudflat 
area. In recent years, some groin structures have been constructed as protection measure, but 
more effort is necessary to ensure the endurance of the ecosystem in this area. Therefore, the 
Japanese River Bureau is considering more comprehensive plan of maintenance and 
conservation in this area, and possibly, of replicating this environment in another section of 
Yoshii river. 
Methods 
Field observations included setting measurement points upstream and downstream of the river 
reach from Sep. 2020 to Feb. 2021. Each point consisted of a vertical configuration of (5 or 6) 
electrical conductivity loggers attached to a rope and spaced at 1 m interval. 
A quasi-3D shallow-water numerical model discretized by finite volume method on an 
unstructured triangular mesh written by (Akoh and Ishikawa, 2011) has been implemented in 
this study. The model assumes linear vertical distribution of salinity as shown in Fig. l(a) in 
which a is the relative salinity (a= SI S
0 
where S is the salinity at any depth, and S
0 
is 
maximum salinity in the river). On the other hand, the salinity deviation !-:.a is approximated 
by a parabola depending on the average relative salinity ii and an experimentally determined 
constant a
0 




Different bathymetry data sources, namely: cross-sectional, Geospatial Information authority 
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(GSI) and Airborne Lidar Bathymetry (ALB) were considered. Furthermore, in situ survey for the 
elevation of certain points and groin structures in the study area has been conducted. 
(a) R I f S I" ·t Max. Fresh Water e a ,ve a m, Y, a Salinity
Water Surface 
Riverbed 





Average relative salinity, cf 
Fig. 1. Sketch of vertical salinity distribution: (a) Vertical distribution of relative salinity and (b) 
Approximation curve of relation between relative salinity deviation and average relative salinity (Akoh et 
al., 2014) 
Results and conclusion 
Field observation salinity data were taken at different depths while the model solves for a 
depth-averaged behavior. For example, Fig. 2 shows salinity at river downstream during a 
period when high discharge event has occurred and flushed out the salinity. Model behavior 
reflects the flushing and the recovery effect as well as the tidal variations. The observations 
loggers on the other hand has suffered from the growth of barnacles except loggers 5 and 6 
near the bottom, so it can be realized that no flushing has occurred at the river mouth lower 
layer but some effect has happened at the upper layer. 
Effect of corrected riverbed elevation data and suggested cases of groin structures were 
studied. This study concluded with recommendations to improve the flow and salinity behavior 
in Yoshii river with focus on the tidal flat "Otogo area". 
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Fig. 2. Salinity at the downstream observation point (1.1 km from river mouth): Lines from 1 to 6 are the 
vertically placed loggers, while the black line is the depth-averaged model result. Note: Loggers 1 to 4 
are neglected due to growth of barnacles. 
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HYDRODYNAMIC VELOCITIES AND FORCES BENEATH A TIDAL BUBBLE 
BORE 
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ABSTRACT 
The development of a bore in an open channel is a sudden change in water surface 
elevation propagating upstream. In terms of depth and velocity, a sharp discontinuity 
occurs and this leads to hydrodynamic shock at the bore front. The impact of 
different types of forces under bores on sediment transport is not clear, hence 
specially designed experiments were conducted to clarify the mechanism of 
sediment initiation, although some physical experiments were performed during last 
two decades. In this study, a laser Doppler anemometer, a highly sensitive force 
transducer and ultrasonic displacement meters accompanied by video recordings 
were used to investigate simultaneously the incipient motion of sediment under tidal 
bubbles bores. No sediment motion was observed during the initial steady flow, but 
sliding, rolling and short hops were observed during the breaking bore. The initiation 
of sediment motion was closely related to the passage of the breaking roller. 
According to the experimental results, upward vertical force due to swelling in free 
water surface before the roller toe was the main force in destabilizing the particles. 
Later, a large upstream longitudinal force was found to be the dominant cause 
promoting upstream particle motion during the breaking roller passage. 
Keywords: Incipient motion, Physical modelling, Force transducer, Tidal bore 
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lnterfacial compound section transverse flow variation in symmetric and 
asymmetric compound open channel flow 
P. Singh 111• X. Tang 1
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Abstract 
An experimental analysis of symmetrical and asymmetrical channels is considered over three 
depth ratios varying from small to large. In this study, shear stress contributes to Reynolds 
stress and spanwise advection due to transverse current are experimentally explored. 
Keywords: Reynold shear stress; secondary currents, compound open channels 
Introduction 
Apparent shear is a measure of the net effect of viscous shear, turbulence together with the 
action of vortices induced between main-channel and floodplain(s) (Singh and Tang, 2020a, b). 
Two components of large-scale motions, namely advective dispersion (p(uxuy) and the 
transverse current (Tyx), where p is the density of fluid and UxUy is the time-averaged 
product of streamwise and lateral velocities, are key characteristics to measure momentum 
exchange in any compound channel (Proust and Nikora, 2020). This paper presents a study of 
uniform flow, which is explored experimentally over two sets of compound channels. 
Methods 
Six test runs were undertaken (see Table 1), and three-dimensional velocities were measured 
using side and down-looking Acoustic Doppler velocimeter (ADV). Figure 1 shows the 
normalized depth-averaged velocity distribution for two cases with an accuracy of ±1 to 3% 
of the measured mean velocities 
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Figure 1. Distribution of normalized depth average velocity using maximum velocity over the 
cross-section for configurations (a) R0204; (b) R020204. 
Table 1. Summary of the flow conditions, where R denotes rectangular, the next numeral signifies 







Asymmetric R204 0.3 13.625 
R204 0.5 
R20204 0.1 













Umc (m/s) Utp (m/s) 
J... 
0.4146 0.0978 0.6183 
0.4564 0.1390 0.5331 
0.5208 0.2509 0.3497 
0.2846 0.1133 0.4307 
0.4449 0.1779 0.4288 
0.5945 0.3046 0.3223 
Each point measurement in the cross-sections was taken at an interval of 2.5-5 mm in the 
vertical direction and an interval of 10 to 50 mm in the lateral direction. 
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Figure 2. Cross sectional distribution of (a-b) transverse currents (c-d) Reynolds stress ( -u'xu'y) 
& (e-f) apparent shear stress (ra). 
Results 
The strong anisotropy of the turbulence near the junction is commonly noticed. However, the 
effect of Reynold shear stress (Fig. 2 a-b) and transverse current (Fig. 2 c-d) in the asymmetric 
channel with the same floodplain width is higher than that in symmetric channels (see Fig. 2). 
The apparent shear effect (Fig. 2 e-f) thus catapults in the asymmetric channels with maximum 
advect momentum transfer near the interface. In addition, dimensionless shear A.= (Umc -
u
1p
)/(Umc + u1p) is higher in the asymmetric channel (R204) than the symmetric channel 
(R20204) (Table 1). This increase in A. is due to an increase in maximum velocity in the main 
channel of asymmetric channels where geometric difference and proximity of wall resistance 
exist, which is higher in symmetric channels. 
Conclusions 
The study of turbulence statistics and normalized mean flow velocity difference shows that the 
channels having the same floodplain width and bankfull height (h) but having different main 
channel width (b), behaves differently on Reynold shear stress and transverse current near the 
interface. The effect of these parameters increases for asymmetric channels than symmetric 
channels. 
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Abstract 
Submarine seeps of hydrocarbons are important to the oceanic carbon cycle. The dynamics of 
turbulence within the wakes of rising methane bubbles controls their fate during their ascent 
through the water column. For ellipsoidal bubbles, the vortex shedding in the wake region 
creates alternating low-pressure zones, and thus facilitates the wobbling motion of rising 
bubbles, which directly affects the lateral spreading of the bubbles. We conducted a series of 
laboratory experiments with an air bubble suspended freely in a small-scale water tunnel with 
a downward flow to collect high temporal resolution data with the Particle Image Velocimetry 
(PIV) technique using a high-speed camera. Bubble wobbling frequency and displacement from 
its trajectories under the controlled velocity profile were analyzed to quantify the diffusion of 
the wobbling bubbles. The experimental lateral diffusion coefficient showed a good match with 
the effective diffusion coefficient computed based on the observed lateral spreading of bubbly 
flow from natural seeps in Mississippi Canyon (MC 118) in the Gulf of Mexico. This result links 
the lateral wobbling motion of a single rising bubble with the diffusion of a large group of 
bubbles (i.e., bubble plumes) from the deep ocean. 
Keywords: Lateral diffusion; Bubble wobbling; PIV measurements; Counter-flow water tunnel 
Introduction 
Seep bubble flares transport natural gas from the seabed vertically upward in the ocean water 
column. Small bubbles are advected by their buoyancy, and the lateral spreading of gas bubbles 
results from turbulent diffusion caused by their wobbling motion and by background 
turbulence in the ocean. Acoustic images and measurements with remotely operated vehicles 
(ROV) have demonstrated that the lateral growth of such bubble flares mainly stems from the 
turbulent diffusion of the bubbles (Wang et al. 2020). However, the connection between this 
lateral diffusion of a large group of bubbles and single bubbles remains unclear when the 
ambient turbulence is negligible. 
Methods 
A newly developed small-scale water tunnel was used to arrest an air bubble with counter­
current flow. Seven sets (2,005 images each) of stabilized single bubble images with PIV 
seeding particles in the test region were collected at 200 FPS using a thin laser light sheet and 
high-speed camera. Image processing with manual edge detection of the air bubble was 
performed to improve the probability of vector detection and to calculate the centroid and the 
equivalent spherical diameter (ESD) of the bubble in each image. An open-source PIV tool, 
PIVLab, was utilized for the PIV analysis using three successive moving interrogation areas with 
50 % overlap, followed by outlier detection with local median filter and interpolation 
replacement. The mean wobbling distance (.tl) of the air bubble is defined as half of the 
wobbling orbit and was calculated from the time-series trajectories of the bubble centroids 
from the collected images. Autocorrelation of the fluctuating velocity of the bubble and its 
spectrum were then computed to obtain the mean wobbling frequency (f) and period (r) of 
the bubble. With these spatial and temporal characteristics of the bubble wobbling motion, 
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lateral diffusivity (Ka) of the wobbling bubble was determined using the mean square 
displacement equation for 1-D Brownian motion: 
Results 
< A2 > = 2Kat = 2Ka (fr)= KaT (1) 
The stabilized bubble in the water tunnel showed the wobbling distance (= 0. 9 ESD) similar 
to its equivalent spherical diameter with a mean frequency of 4. 6 Hz. These characteristics of 
the wobbling motion yielded the lateral diffusivity of the single bubble to be 2. 4 x 10-4
m2 /s. The reported lateral diffusivity of 3. 0 x 10-4 m2 /s for field observations of bubbly
flows using a random-walk diffusion seep model, in which the bubble dissolution and the 
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Fig. 1. The ratio between the mean equivalent spherical diameter and the wobbling distance (left panel) 
and frequency-domain spectral density peaked at 4.6 Hz (right panel). 
Conclusions 
The lateral diffusion of a stabilized wobbling bubble under a counter-flowing current in a water 
tunnel was quantified to cross-validate the random walk model for lateral diffusivity and the 
observed lateral spreading of seep bubbles. The image analysis for the bubble wobbling motion 
showed the similarity in diffusivity measured for a single bubble in the laboratory and for a 
large group of bubbles in the field. This experimental result confirms that the wobbling motion 
of a rising bubble is the dominant factor determining the lateral diffusion coefficient for weak 
bubbly flows from deep ocean natural seeps. 
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Abstract 
Local souring is one of the most challenging topics in the fluvial hydraulics. Especially, Local 
scouring at the downstream of the fixed bed has also been analyzed with various approaches 
for the decades. Hoffmans (1997) classified the temporal changes of the maximum scour depth 
which is the deepest point in the scoured hole along the center-line. In the initial phase, the 
flow in the scour hole is nearly uniform. The erosion capacity of the bed materials in this phase 
is also most severe in the scour processes. In this study, flow pattern in the scoured hole was 
measured and analyzed based on the Froude number at the longitudinal transition. And 
temporal change of the scoured hole was analyzed with respect to the flow condition. Cyclic 
motion of the sediment particle was analyzed at the end of the scour hole. 
Keywords: Local scouring; Fluvial hydraulics; Maximum scour depth; Froude number; Cyclic 
motion 
Introduction 
Previously, Hoffmans (1997) analyzed the time dependent mechanisms of the scouring and 
four phases of the local scour hole. In the initial phase, the flow in the scour hole is nearly 
uniform. The erosion capacity of the bed materials is most severe in the scour process. 
Experiments with fine bed materials by Breusers (1967) showed that at the beginning of the 
scour hole evolution some bed material near the upstream scour slope goes into suspension. 
Otherwise, some of the particles will settle down and be re-suspended owing to the large 
bursts of the turbulent flow near the channel bed, while some particles with a jump height 
smaller than a defined saltation or characteristic length, such as water depth or turbulent shear 
layer thickness at the transition, are transported as bed load to the downstream of the 
channel. In recent years, various researches about the local scouring have been analyzed with 
experimental and numerical approaches. 
Methods 
In this study, local scouring at the initial phase of scour process was analyzed with experimental 
approaches. 15 m long experimental flume with re-circulating water supply system was setup 
and filled with sand grain (median size of particle= 1.6 mm). And the Vectrino was applied for 
the flow velocity and bed elevation change with respect to the time and longitudinal distance. 
Flow patterns and turbulences in the scoured hole at the initial temporal phase were measured 
and analyzed with the sediment transport at the same time. Two cases of the flow condition 
were established in this experimental research. In the initial phase of the local scouring 
downstream of the fixed bed, which was introduced by Hoffmans (1997), we tried to analyze 
mechanism of the flow and sediment transport and their mutual interaction. Temporal change 
of the deepest point of the local scoured hole was analyzed for the future time phase and the 
flow characteristics at the longitudinal transition of the bed was also analyzed. 
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b) Patterns of flow and turrbulence
Figure 1. Schematic diagrams of the local scour time phases (left) and flow patterns in the 
coured hole (right) by Hoffmans (1997) 
Results 
The flow pattern at the longitudinal transition was analyzed with unifornn flow. And right 
behind the transition, backward flow and circulation was made. Therefore, vertical averaged 
value of the flow velocity in the upper layer of the water was quite larger than those in the 
lower later of the water near the channel bottom. Also, turbulent shear layer is drastically 
developing toward downstream of the channel. Development of the turbullent shear layer is 
from the difference of the flow velocity and roughness of bed materials. Therefore, this shear 
force caused the sediment transport from the bottom such as particle jumping and rolling 
downstream. 
Conclusions 
In this study, we analyzed the flow and sediment transport in the initial phase of the local 
scouring at the downstream of the fixed bed. Mutual interaction of the turbulent flow and 
particle movement at the longitudinal transition was revealed with experimental approach. 
Form the results, three kinds of the time phase of local scouring at the downstream of the fixed 
bed will also be analyzed. And total development of maximum scour depth will be classified 
with advanced experimental analysis. Design of the hydraulic structures in the rivers and 
streams will be improved reasonably. 
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Abstract 
It is evident that the hydrodynamic dispersion dominates solute transport in porous media. The 
physical properties that affect the hydraulic conditions of rockfill could be described by 
hydraulic mean radius of voids within the rockfill. This study conducts to explore the 
relationship between the hydraulic mean radius of rockfill porous media and the hydro­
dispersive parameters. Slug injection test results reveal that the hydraulic mean radius of 
rockfill has a power type functional relationship with the hydro-dispersive parameters. The c-t 
curves estimated by the power type proposed formula were fairly well matched with the 
observations. 
Keywords: Hydrodynamic dispersion; Rockfill; Hydraulic mean radius; Hydro-dispersive 
parameters; Slug injection test 
Introduction 
The hydrodynamic dispersion in porous media depends on variables such as the hydraulic 
conditions, the physical properties of the medium which can be represented by the dispersivity, 
and transport length scale. And The physical properties that affect the through-flow and mixing 
conditions of rockfill include the shape, size and roughness of particle, void ratio and tortuosity 
of voids within the rockfill. Those variables are included in a hydraulic mean radius calculation 
formula except tortuosity. Therefore, a correlation between the hydraulic mean radius and the 
dispersivity is expected to exist. 
Methods 
Dimensional analysis 
The relation between dispersivity and hydraulic mean radius was able to be confirmed by the 
dimensional analysis in that only the medium properties were taken into consideration. 
Materials and hydraulic mean radius determination 
River gravel was graded into four sieve classes of rock particles : RGXL, RGL, RGM, RGS. A 
random sample of rock particle was selected and categorized, according to Zingg diagram, into 
four basic shapes. Average values of shape factor of the 371 samples were calculated. Then, 
hydraulic mean radius was determined by formula (Sabin and Hansen, 1994) with the known 
values of the size and shape of the particles and void ratio of the rockfill (Table 1). 
Table 1. Particle size, shape factor and void ratio for hydraulic mean radius determination 
Particle Rockfill 
Materials Average size (cm) Shape frequency Shape Void Hydraulic 
factor ratio 
mean 
a b C Disk Rod Blade Sphere radius (cm ) 
River 
RGXL 5.07 3.51 2.47 26% 26% 9% 36% 1.82 0.64 0.206 
gravel RGL 3.99 2.79 1.73 44% 21% 15% 20% 1.91 0.41 0.101 
(371 RGM 2.07 1.43 0.88 35% 12% 27% 26% 1.96 0.39 0.048 
samples) 
RGS 0.93 0.75 0.40 41% 24% 10% 25% 1.87 0.45 0.003 
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a=major axis, b=intermediate axis, c=minor axis 
Slug injection test and hydro-dispersive parameters determination 
The river gravels were filled into an acrylic-walled flume, which had a dimension of 150 
cm long, 50 cm wide and 20 cm deep, in layer of 10 cm high. A slug of NaCl was 
instantaneously injected into the upstream of the flume. The solute concentrations were 
obtained by four EC sensors installed at the distances of 20 cm, 40 cm, 60 cm and 80 cm 
from the point source. The values of hydro-dispersive parameters were obtained by 
dimensionless CR - tR type curve (Sauty, 1980) matching method. 
Results 
The Reynolds number and hydro-dispersive parameters increases, indicating power type 
relationship, with an increase in hydraulic mean radius. The power type formulas relating 
the longitudinal dispersivity «x to the hydraulic mean radius m were produced (Fig. 1). 
The c-t curves estimated by the proposed formula were fairly well matched with the 
observations in RMSE from 13.8 to 19.7 (Fig.2). 
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Fig. 2. Estimated c-t curves and observations 
The results of this study show that the hydraulic mean radius of rockfill porous media has 
a power type relationship with the hydro-dispersive parameters. Once the hydraulic mean 
radius is determined using the information of the mean size and shape of particle, void 
ratio of rockfill that are design elements obtained in the past, one can make useful use of 
the proposed power type formulas for pre-estimating the hydro-dispersive parameters for 
the design of rockfill hydraulic structures such as a contact oxidation waterway. 
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Abstract 
To evaluate the strength enhancement effect due to the addition of coagulant enhancer on 
scouring, an experimental study was conducted in a high-speed flume using two types of 
sediments and biopolymer additives as strength enhancement agents. Considering the added 
water and the characteristics of the coagulant enhancer, we described a method to identify the 
optimum water content and decided the optimum amount of water and a procedure to 
eliminate the desiccation cracks caused by the added water in preparation of the coagulant­
enhanced sediment material. When scouring occurred, we measured the sediment scouring 
and soil loss rate. Then, the changes in the resistance of the sediment materials with respect to 
scouring, while varying the amount of the coagulant enhancer, was evaluated and a guideline 
for practical application was proposed from the measurement data including high-speed flow 
conditions. 
Keywords: Shear Stress, Tractive Force, Reynolds Stress, PIV, Shear Plate 
Introduction 
Overflowing of a river could lead to erosion in the embankment and its eventual failure. In 
some places, the risk of overflowing increases in the changing climate with increased 
frequency of floods exceeding the planned flood capacity. Since erosion occurs when the 
bottom shear stress exerted by flow exceeds a threshold value, a variety of methods have been 
applied to increase the strength of the embankment surface using, e.g., revetment blocks, 
vegetation mats, rubbles, sack gabions, and on-site vegetation. For the safe design of 
riverbanks, it is important to determine hydraulic characteristics of the embankment surface 
material, including the roughness coefficient, critical flow velocity, and critical bottom shear 
stress. 
Methods 
In this study, Experiments were performed for three conditions, and the results are listed in 
Table 2: absence of desiccation cracks in SC (Sand + Clay), presence of desiccation cracks in SCB 
(Sand +Clay+ Biopolymer), and absence of desiccation cracks in SCB. 
Table 1. Generation of desiccation cracks 
Flowrate Velocity 
Calculated 
Soil Loss Desiccation 
Shear Stress 
Q (m3/s) V (mis) 
r,(kg/m2) 
SL(%) crack 
SC0l 0.074 2.34 19.53 2 X 
SC02 0.100 2.68 24.86 38 X 
SCB0l-1 0.052 1.47 13.68 3 0 
SCB02-1 0.074 2.44 22.01 45 0 
SCB0l-2 0.074 2.44 21.41 3 X 
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40.01 3 X 
When desiccation cracks were generated, the material became vulnerable to scouring, even 
with additives or coagulation enhancement. Therefore, the experimental conditions for the 
generation of desiccation cracks were excluded, and the cracks were fully removed before 





In this study, scouring evaluation was performed to verify the strength enhancement effect of 
the biopolymer additives. The loss rate for evaluating the degree of scouring was calculated by 
measuring the scouring depth of the material in the water channel using ultrasound water level 
gauges as follows (SL is Soil Loss, SVt is Soil Loss volume for time, SV0 is Initial Soil volume): 
Results 
The protection ability of the bed materials against scouring was evaluated using the shear 
stress and soil loss rate measured experimentally in this study. A 15% loss rate was observed as 
the threshold of the material in this study. The marginal shear stress of the specimen 
composed of a clay bed material mixed with biopolymer was increased by at least 2.3 times 
compared to that of a specimen composed of only clay bed material. The sand mixed with 

















Fig. 1. Soil loss rates of the material mixtures. 
In this study, the strength improvement effects were assessed by adding bio-polymer to the 
materials that make up the stream. The evaluation quantified and evaluated the Soil loss from 
experiments within the fluid and calculated the allowable shear stress of the materials 
configured. Tests have shown that bio-polymer significantly increases the allowable shear 
stress. The results of this study indicate that the strength of various materials and strength 
enhancement agents can be assessed at the time of recent increase in eco-friendly river 
environment construction projects. 
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Abstract 
The Sewer Network Systems (SWSs) are designed mainly to collect, transport, and evacuate the 
surface runoff. The interest of the engineer is to design hydraulic networks mainly flowing at a 
free surface regime. However, the system can be pressurized by events such as intense storms, 
which exceed the pipe capacity, or increase the urban surfaces that decrease the percolated 
water and increase the surface runoff. After such events, the pipe starts a process in which the 
flow decreases, then the water level inside the conduit decreases, and the pipe is emptying. 
The emptying process creates a transient condition from pressurized to a partially pressurized 
flow inside the pipe so that an air cavity is formed that propagates upstream of the pipeline. 
Some authors such as Pozos et al. (2010) or Coronado-Hernandez et al. (2017) indicated that 
the air cavities could cause problems such as deterioration of pipe fittings and joints, 
oscillations, structural damage, increase in head losses, overflows, water hammer pressures, or 
sub-atmospheric pressures, which increase the risk of collapse or buckling of the pipe. 
Some experimental and theoretical investigations have been carried out to understand the 
emptying process and the dynamic of the air cavity. Researchers such as Benjamin (1968) or 
Montes (1997) have studied the behavior of air cavity and the effects of different parameters, 
including viscosity, flow velocity, air propagation speed, cavity shape, and flow depth. 
Previous researchers have studied some parameters of the air cavity under stagnant or steady­
state flow conditions. However, the air cavity propagation in a horizontal pipe, where the flow 
rate continuously decreases, needs more clarity to complete the previous experimental studies. 
This study performs two types of experiments in a laboratory setup consisting of upstream and 
downstream reservoirs connected by a horizontal transparent PVC pipe with a diameter (D) of 
10 cm and the length (L) of 5.12 m. The parameters measured in the tests were the flow rate in 
the pressurized section, the water depth in the free surface section, and the pressure along the 
pipe. In the first experiment, called NIF, there is no initial flow inside the pipe. Thus, both 
reservoirs initially start with the same water level, and the pipe downstream end is closed. 
Subsequently, the pipe downstream end is opened, and the air cavity forms propagating 
upstream. The second experiment, named WIF, starts under initial steady flow conditions. Thus, 
the downstream reservoir is empty, and the pipe downstream end is open. As the flow rate 
decreases, the air cavity begins to propagate upstream. 
It was found that when the small cavity appears, the pressure in NIF decreases from upstream 
to downstream due to the friction loss. However, in WIF, a negative pressure has to form inside 
the pipe to balance the momentum between inside and outside the pipe, as Montes (1997) 
indicated. The effect of negative pressure is more dominant than the effect of friction loss. 
Thus, the pressure along the pipe is almost constant 
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Fig. 1. Pressure in sensors when cavity is at x/D :::: 3.0. 
As shown in Figure 1, when the cavity advance to x/D :::: 3.0, in which x represents the distance 
of the cavity leading edge from the pipe downstream end, the pressure within the cavity is 
atmospheric for NIF. For the case of WIF, the pressure measured by the sensor for the cavity(= 
0.45D) is lower than the water level measured in the pipe (=0.608 D). This difference could be 
due to negative pressure inside the cavity equal to -0.158D. Note that the negative pressure at 
x/D :::: 3.0 (-0.158D) is higher than the negative pressure when the cavity is at x/D :::: 1.0 (= -
0.28D), indicating that the negative pressure is less intense as the cavity advance. 




, in which V is the velocity
far upstream of the cavity, for the cavity inception is F :::: 0.859, while the value calculated by 
Montes (1997) is F :::: 1.0. Furthermore, when the cavity is formed (x/D :::: 3.0), the flow number 
in the tests is F :::: 0.859, while Montes (1997) calculated it as F :::: 0.581. These discrepancies 
could be affected by the friction loss that was not considered by Montes (1997). 
Keywords: Partially transient flow; Air cavity; Depressurization wavefront; Emptying process; 
Negative pressure. 
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Abstract 
The velocity field around a fish shaped sensor device was investigated in terms of the 
development of its biomimicking propulsion system with unconventional actuators. 2D-LDA 
(Laser Doppler Anemometry) measurements were carried out in an open surface laboratory 
flume. The gained data about the flow field supports the ongoing design process and yields 
information about the flow structure in the test set up. It will allow for the determination of 
suitable boundary conditions and provide validation data for parallel numerical investigations. 
Keywords: 2D-LDA-Measurement; fish robotic; environmental hydraulics 
Introduction 
Fish compatibility assessment for hydropower facilities according to the state of the art is 
based on tests with live fish and leads to considerable stress and in many cases to serious 
injury and death of the animals deployed in these studies (Silva et al. 2018). A robotic fish 
acting as a propelled sensor for hydraulic conditions, is currently under development in terms 
of the RETERO-project (www.retero.org). This project aims for a reduction of live fish testing for 
hydropower facility assessments. The active sensor will be deployed in combination with 
computational fluid mechanics and additional data gained by passive sensors (Tuthan et al. 
2018), which will lead to a predictive model, that should act as a substitute for current live fish 
approaches. 
Methods 
The design of the robotic device is based on the shape of a brown trout, which is target species 
in the research domain investigated. With aim to investigate the near body flow conditions and 
necessary propulsion forces for the robotic propulsion system, measurements were carried out 











Fig. 1. Point cloud for 2D-LDA (left) experimental set up in laboratory flume (right) 
The experimental setup covers flow measurements in a volume of S00x600x300 mm3 (LxWxH),
where different areas of interest were observed such as inlet cross section, wake point matrix, 
cross section in XV-plane near and far body as well as near body measurements in XZ-plane 
(the different areas are displayed by different colours in Fig. 1 (left)). A 2D-LDA system is 
188 I The 9th International Symposium on Environmental Hydraulics 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
deployed allowing for accurate measurements in the vicinity of the robot. 
Results 
In total, 740 probe points were measured by the 2D-LDA system to investigate the flow field in 
the laboratory flume around a static body - representing a fish like robotic device. The 
measurements provide a 3D velocity profile and turbulence distribution over the cross section 
perpendicular to the flow direction of the flume. The cross-section data will be used as a 
boundary condition at the inlet for numerical studies. Figure 2 displays the velocity vectors 
around the body (right) and the velocity field based on the interpolation of the data points in 
the XV-plane at z equals zero (left). The velocity field plot illustrates regions with detached 
boundary layer and wake generation. It allows for the determination of the separation point in 
the boundary layer. 
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Fig. 2. Vector field around static body (left) and velocity field around static body (right)- fish surrogate is 
displayed as filled polygone shape (orange) 
Conclusions 
The variety of the data obtained in this setup will provide a detailed knowledge of the flow 
conditions close to the body and facilitate the ongoing design process. In addition, these 
investigations build a basis for the validation of numerical investigations by means of 
computational fluid dynamics, such as the fluid-structure interaction on fish shaped bodies or a 
determination of an active sensory space of fish. 
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Abstract 
In order to understand the fundamental behavior of the kinematics and dissolution process of 
natural gas bubbles in the ocean environment, the National Energy Technology Laboratory 
(NETL) of the U.S. Department of Energy conducted experiments for methane and mixtures 
hydrocarbon bubbles (methane/ethane/propane) in their high-pressure water tunnel (HPWT) 
under different simulated oceanic conditions (pressure, temperature, salinity, and dissolved 
gas concentration). For each experiment, images of individual bubbles were recorded with a 
high speed and high definition camera to observe the behavior of the hydrate armoring 
process on the bubble and the impact of gas hydrate on the mass transfer from hydrocarbon 
bubbles to the surrounding water. A numerical model, the Texas A&M Oil spill Calculator 
(TAMOC) was adjusted to simulate the experiments in the NETL HPWT, and the results were 
compared with those in the NETL report by Levine et al (2015). Using the experimental data, 
we validated our numerical model for estimating the mass transfer between the bubbles and 
water. Particularly, this study helped understand the effect of hydrate skins on the mass 
transfer rates during and after hydrate formation and dissociation. These simulation results 
provide insights of 1) which mass transfer rate coefficients are appropriate before and after 
the hydrate transition time, and 2) whether the solubility of hydrocarbon gas or gas hydrate 
should present the concentration at the bubble/water interface. 
Keywords: Gas hydrate; Mass transfer rate; Gas hydrate film thickness 
Introduction 
Mass transfer between bubbles and the surrounding ambient water is an important process in 
subsea blowouts and seepages from natural sources at the seabed. However, the mechanism 
of mass transfer is not fully understood due to current constrains in in-situ observations and 
modeling. One important uncertainty is the effect of hydrate coatings on hydrocarbon bubbles, 
which complicate the dynamics of the subsea mass transfer process from natural gas bubbles. 
Most laboratory investigations of hydrate on hydrocarbon bubbles have been limited to 
quiescent systems or where natural bubble motions are mechanically restricted. However, the 
NETL HPWT allows for an analysis of the kinetics of hydrate formation on methane and natural 
gas (methane/ethane/propane mixture) bubbles under different pressure, temperature and 
background dissolved gas conditions in a counter-current simulating the ocean water column. 
The high-pressure water tunnel (HPWT) data include video observations of the shrinkage of 
individual bubble before, during, and after hydrate skin growth on a single bubble. This dataset 
should provide answers to the dynamics of the hydrate skin formation and the dissolution rate 
of hydrate-coated bubbles under different ambient gas concentrations. The ultimate goal of 
our work is to utilize these observations to deliver a comprehensive analytical model of mass 
transfer at the bubble/water interface. 
190 I The 9th International Symposium on Environmental Hydraulics 
Methods 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea






dt NETL 2 dt
Where pis the gas density and A is the surface area of the bubble, taken as rrd� /3. The raw 
camera images were analyzed to compute bubble diameter (de), and linear regression was 
used to compute the best-fit slope for the shrinkage rate during the experiment time, yielding 
a value for dd
e
/dt. From a mechanistical point of view, a dissolution model can be developed 
for the mass transfer equation {Clift et al., 1978). 
dmi (2)
-dt 
= -APemp,i(Cs,i - Ca,i) 
TAMOC 
where Pemp is the empirical mass transfer coefficient and Cs and Ca are the solubility and 
the concentration of component i in the ambient fluid, respectively. These two equations 
allow us to estimate the mass transfer coefficient Pemp by comparing dm/ dt from the 
bubble shrinkage measurements (Eq.1) and from the dissolution model (Eq.2). In this 






Using the dissolution model under the quiescent conditions calibrated to the HPWT data, we 
simulate the evolution of bubble sizes under changing ambient conditions. Fig. 1 shows an 
example of simulation results of a hydrate bubble compared to the measurement data. The 
mass transfer rates used in the model are those for dirty bubbles of free gas multiplied by an 
amplification factor of 1.9 based on the regression calibration described above. This factor 
accounts for the turbulent enhancement of mass transfer due to the turbulent pipe flow in the 
HPWT. The model-data comparison shows a good agreement, and we conclude that the 
presence of hydrate shells during free rise of a bubble does not change the dissolution 
significantly compared to dirty, free-gas bubbles. 
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Fig. 1. TAMOC simulation for a C1C2C3 bubble with hydrate skin in seawater at decreasing pressure 
Conclusions 
Mass transfer rates are faster than dirty bubble {1.9 x Pemp) in the HPWT and dominant 
dissolving phase during bubble rise in water column is free gas regardless of bubble state (pure, 
or covered with hydrate skin). 
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Abstract 
There are many excesses of the allowable river flow due to abnormal weather at home and 
abroad . .  At this time, it is difficult for people to directly enter and obtain information about 
river information, so obtaining information in an indirect way should be important . .  As a result, 
there is a surface image velocity measurement method or a method using GPS electronic 
Floater. Since it is important to acquire river information, flow rate, water quality, river 
information, etc., we want to verify the usefulness of GPS electronic Floater in obtaining river 
information through intuitive and new IOT-based measurement rather than measurement. As a 
preliminary study, the part of the Lab-Scale channel was captured using the GPS electronic 
Floater own particles. After analysis using LS-PIV technique, data from verified electromagnetic 
speedometers (Flow Tracker) were compared and analyzed with real values. Research was 
conducted through the LS-PIV technique in Lab-Scale for GPS electronics Floater. Furthermore, 
it showed the utility of the wealthy in acquiring river information such as flow rate and velocity 
as well as acquiring water quality information using GPS electronic Floater. GPS electronic 
Floater is not only used in floods, but can also be applied to small and medium-sized rivers with 
low depth and low flow rates that cannot be measured with ADCP or ADV. In addition, 
continuous research is expected to be of great help to river measurement systems in the future. 
Keywords: Stream Information Collection, Lab-Scale, GPS Electronic Floater , Measurement 
Introduction 
Recently, cases due to bad weather are increasing. There are many collection methods, such 
as a method of directly entering and measuring a river to collect measurement data, observing 
a measurement time error, and a measurement method that requires a lot of manpower and 
time in the process of acquiring existing river information. Methods for obtaining simple and 
accurate river information are being improved and demanded. 
In the case of ADCP, two-dimensional analysis is mainly performed, including measuring the 
flow rate and depth of the river and measuring the measuring surface of the river. However, in 
the case of measuring equipment such as adcp, adv, etc., a blind spot occurs, so measurement 
can be performed using an electronic Floater. 
Methods 
Segment the channel section in the experimental channel and measure the points using a flow 
tracker validated for the segmented section. After that, the flow rate in the waterway is 
measured by flowing the GPS electronic Floater. At this time, a GO-PRO camera is installed on 
the top of the measurement channel to take an image using the PIV technique in the 
experimental channel and measure the flow rate value. 
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Results 
In the experiment, Flow Tracker's measurements were not smooth due to the secondary flow 
in the first to third sections. As a result, the accuracy fell a lot, and accordingly, the PIV 
technique was applied as a fourth section for measuring the flow rate of the electronic Floater. 
And when the flow rate was measured using the PIV method, the Flow tracker result Case 1 
had a profile equal to 0.1 m/s. Case 2 results also obtained a profile similar to the verified 
results. 
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Recently, limitations have been raised in obtaining river information. Accordingly, a field 
measurement method using advanced equipment was proposed. A method of obtaining river 
information using a GPS electronic unit and a drone is presented. At this time, the verified 
result value, the flow tracker value, and the measurement method using electronic Floater 
were compared, and the flow calculation result using the PIV technique was compared and 
analyzed. Using the PIV method in field experiments can be used as a new measurement 
method for obtaining river information. In the future, it will be reviewed through the results of 
application to actual rivers using electronic Floater. 
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Abstract 
The measurement of air velocities in thermal plumes is not an easy task, because of the rather 
small velocity magnitudes and local temperature change. Therefore, techniques other than hot 
wire should be used, like the particle image velocimetry (PIV). PIV is an expensive technique, 
that we couldn't afford. Thus, we decided to use the air velocity transducer, which is affordable, 
and it can measure satisfactorily the velocity if the direction is known. However, in regions with 
vortices and/or entrainment, this technique measures greater velocity magnitudes than real 
ones. Therefore, the present study proposes a modification, which reduces such effects and 
makes the technique convenient for such measurements. 
Keywords: measurement technique; mean velocity; thermal plume 
Introduction 
The measurement of the mean flow velocities of thermal plumes in air environments, using the 
cost-effective air velocity transducer, is a challenge. Even if the main flow direction is known, as 
it happens in vertical plumes, the above method is considerably affected by the horizontal 
velocity components due to vortices and/or entrainment. This effect is expected to be 
insignificant at the plume centreline regions, where turbulent and entrainment velocities 
become minimal (Lee and Chu, 2003). In contrary, at locations off centreline with intense 
horizontal velocity components, the transducer effect is considerable, and it cannot be 
neglected. This is the main reason that the use of air velocity transducers is very limited in such 
flow measurements. The present study proposes a convenient modification that reduces the 
effect due to non axial velocity components and improves considerably the measurement 
accuracy. 
Methods 
The air velocity transducer, model 8465 TSI, is used for velocity measurements in the main flow 
direction (axial) of an air thermal plume. The transducer characteristics are given in Table 1. 






Response to flow 
Velocity direction 
Measurement conditions 
reading at 18-28 ·c 
full scale reading 
readings at 28-60 ·c 
at 28-60 ·c 
0-93 ·c
for measurements 0.5-5 m/s
tested at 7.5 m/s
In parallel to transducer needle
Performance 
±2% 
±2%+0.005xselected velocity range 
+6.4%
It is provided
less than ±1% 
0.2 s for 63% of final value 
satisfactory 
If the transducer is used as suggested by the firm, it is observed that, in regions of intense non 
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axial velocity components, it measures significantly greater values (up to about double) than 
they are. This effect can be reduced, if the transducer probe is mounted within a hollow 
cylinder made from cardboard, as shown in Fig. 1. The cylinder cuts off undesired velocity 
components. 
Fig. 1. Transducer probe mounted in a hollow cardboard cylinder of 1 -cm radius and 2-cm height. 
The case studied concerns the transducer use for axial velocity measurements in a thermal 
plume originated vertically upwards from a horizontal ring source in the room atmosphere. The 
mean diameter and the width of the ring is 12 cm and 1 cm, correspondingly. The air velocity 
and temperature at the exit was 527 mm/s and 68.5 °C, correspondingly. The room air was 
calm with 20-°C temperature. The experimental measurements carried out using the 
transducer within the cylinder and, then, the measurements were repeated at the same 
transverse locations at 5 cm above the plume exit using the transducer without the cylinder. 
Results 
The values of measurements using the transducer without the cylinder at each transverse 
location are compared in Fig. 2 with the corresponding values using the transducer within the 
cylinder. The latter was calibrated at centreline regions by recording paths of small cotton tufts. 
It was found that the values measured must be multiplied by 1.1. It is evident that the 
measurements using the transducer within the cylinder are smaller than those without the 
cylinder, exempting values close to the plume centreline. The latter remain practically 
unaffected by either use or not the cylinder, because the velocities in the region near 
centreline are vertical. 
800 









,§ 600 2 E> 9"' 0 u � 
.!: / 0 




] � 400 / 
/ 6 C: ., 
:, / u 
� / 0 E 
C: 






E / 10� 
/ 
0 iS / 





0 200 400 600 800 
w (mm/s) - transducer without cylinder 
Fig . 2. Comparison of velocities measured using the transducer without cylinder with the corresponding 
ones measured using the transducer within the cylinder. 
Conclusions 
The results of this study show that the use of the air velocity transducer mounted within the 
hollow cylinder is a convenient tool for the measurement of axial velocities in thermal plumes. 
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Abstract 
Carbon: chlorophyll ratio (CCHL) is an important parameter in water quality models and is 
usually calibrated against field data. The use of a constant CCHL value cannot explain the 
observed significant diurnal dissolved oxygen variations in coastal waters. This study reports 
continuous imaging of algal concentrations at a marine fish farm with the use of an in-situ 
Imaging FlowCytobot (IFCB). Based on estimation of organic carbon from the bio-volumes on 
the algal images and direct measurements of chlorophyll-a, the carbon to chlorophyll ratio can 
be measured continuously for the first time. In accordance with theory, it is shown that the 
CCHL can vary significantly over an algal bloom cycle - in the range of 10 to several hundred. 
Keywords: Phytoplankton; carbon: chlorophyll ratio; Imaging FlowCytobot; dissolved oxygen; 
diurnal variation. 
Introduction 
The carbon to chlorophyll a ratio (CCHL) is an important parameter in water quality models of
phytoplankton and dissolved oxygen (DO) dynamics. The relationship between phytoplankton 
carbon biomass and chlorophyll a (chi-a) concentration is non-linear because of the complex
influences by algal species, light, nutrient and temperature. CCHL value is usually calibrated by 
matching model predictions of algal and DO concentrations to field data; reported values are 
typically in the order of magnitude ~10 (e.g. Thomann & Fitzpatrick, 1982). In previous water 
quality models concerned with weekly or seasonal average behavior, the CCHL ratio is often 
assumed to be constant. However, the assumption of a constant CCHL often fails to reproduce 
short term D.O. trends (Lee et al. 1991). The use of a constant CCHL value in the order of 10 
cannot account for the significant diurnal DO variation during an algal bloom (when > 4 mg/L 
increase of DO over a day has been observed in subtropical waters). 
Phytoplankton carbon biomass can be estimated from the cell biovolume through microscopic 
measurement and flow cytometry. The Imaging FlowCytobot (IFCB) is an automated, 
submersible device that can acquire in situ high-frequency microalgae data of up to 40,000
high-resolution images (3.4 pixels/µm) per hour (Olson & Sosik, 2007). Cellular carbon content 
can be estimated from the cell bio-volume calculated from a captured image. We report herein 
the use of IFCB to obtain continuous measurements of carbon-to-chlorophyll ratios. 
Methods 
An IFCB has been successfully deployed at the Yim Tin Tsai Fish Culture Zone, Tolo Harbour, 
Hong Kong for about 2 years since March 2019. In the IFCB algal cell images are captured at 
high frequency on a 5 ml sample every 20 minutes. Because of some chain-forming algae, 
several cells may form a long chain and are also captured in a single image. Algal concentration 
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can be represented by the number of algal images per unit volume. Typically, the IFCB 
processes three 5 ml samples per hour (around 60 samples over 24 h). During March 2019 to 
April 2021, the algal concentrations (image counts/ml) are obtained for each sample collected 
on days when the instrument was operating normally. The hourly average is calculated to 
examine the diurnal and long-term variations. 
Cell biovolumes are determined from the two-dimensional outlines in each image, using a 
distance map method (Moberg & Sosik, 2012). The Matlab-based routine for bio-volume 
extraction available online (https://github.com/hsosik/ifcbanalysis/wiki) is employed. The unit 
of biovolume directly obtained from IFCB images is pixels3, 3.4 pixels/micron is used to convert 
biovolumes into µm3• Carbon biomass (pgC celr1) are then estimated from biovolume (µm3) 
using well-accepted conversion equations (Menden-Deuer & Lessard, 2000). 
pgC celr1= 0.216*biovolume0 ·939 (µm3 )
pgC celr1= 0.288*biovolume0 ·811 (µm3 )
(1) 
(2) 
Equation (1) is for all species except for large diatoms ( >3000 µm3) in which case equation (2) 
is used to account for the lower carbon content in large diatoms due to the decrease of carbon 
density with increase of biovolume. Direct measurements of Chi-a are also made (using 
standard methods in the laboratory) on samples collected at YTT during field surveys. In this 
way a set of corresponding pairs of carbon and Chi-a concentration measurements for samples 
taken over a wide range of conditions can be obtained. In previous study, a dynamic 
determination of CCHL in terms of the time-varying saturating light intensity (Is), 
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A constant a. of 6 mg C/mg Chl-a-ly is adopted in the model. Comparison between the CCHL 
obtained based on IFCB measurements and the model computed value is conducted. 
Results 
The IFCB successfully monitored the algae dynamics over the past two years. The continuous 
hourly and monthly averaged image count variations are shown in Figure 1. It is seen that there 
are more images in the spring and summer than in winter; the mean algal concentration is 
1,459 images/ml. A typical diurnal variation is observed, increasing during the daytime and 
decreasing at night. The image count is highest at 4pm, and lowest at Sam. 
The CCHL values are shown in Figure 2. Based on IFCB estimated carbon biomass data, the 
CCHL ratio are in the range of 9 to 415 µg C/ µg Chi-a. The model computed CCHL ratio are in 
the range of 37 to 266 µg C/ µg Chi-a. The data show that the CCHL ratios obtained by the two 
methods are similar, confirming the reliability of the data based on IFCB images. In addition, 
CCHL values of over 100 are often measured - which are much greater than the typical values 
of CCHL used in previous water quality model studies. 
Concluding Remarks 
The IFCB has been proved to be a useful tool for continuous algal dynamics monitoring. The 
carbon-chlorophyll ratio has been derived from IFCB data for the first time; the estimated CCHL 
values are in reasonable agreement with theory. 
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Figure 2. Comparison of CCHL estimates from IFCB data with theoretical prediction (Eq.3) 
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Abstract 
Besides water and natural sediments, rivers transport different kind of floating debris as well, 
such as wood and plastic. Since rivers function as corridors for solid pollutants, it is of great 
importance to understand their behavior in the river and to design potential mitigation 
measures to reduce the waste load of seas and oceans. The Danube River in Hungary also faces 
with the issue of floating plastic waste, especially in the rising limb of flood waves, when the 
near bank zones of the river are greatly exposed to the debris. In a research project related to 
this study, an innovative plastic waste collector instrument is developed, called LitterTrap. The 
automatic, innovative equipment made of 100% recycled plastic has already been successfully 
applied in smaller rivers, however, the Danube River is characterized with very different 
hydrological features, which calls for a preliminary research. In order to optimize the waste 
collector, a video-based algorithm is developed, based on video footages recorded at the 
nearbank zone of the river, which is able to analyze the transported debris in terms of quantity, 
temporal behavior as well as composition. In this study, we introduce the developed image 
processing methodology and through field tests, the applicability is assessed and 
recommendations are made for further improvements. 
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Abstract 
LiDAR-based remote sensing technologies have been utilized to survey stream channel and 
floodplain topography along with vegetation distributions for decades. However, traditional 
platforms, such as airborne LiDAR bathymetry (ALB), have drawbacks, including flight altitude, 
point density, and scanning angle, which prevent the sensor from conducting a practical survey 
of the vegetated rivers. More recently, UAV-borne LiDAR offers a way to characterize vegetated 
river environments with several inherent benefits over ALB. In this study, a new advanced UAV­
borne green LiDAR system (GLS) was compared to the existing ALB for surveying the vegetated 
and gravel-bedded lower Asahi River in Japan. Findings revealed that the cost-effective GLS 
performed relatively well, although a few missing bathymetric data points in deeper areas were 
evident during the UAV campaign. To conclude, the novel technique could be regarded as 
practical since the GLS-derived information could feasibly serve as input and validation data in 
hydrodynamic-numerical models and riparian vegetation elucidation. 
Keywords: ALB; Hydrodynamic modeling; UAV-borne LiDAR; Vegetation 
Introduction 
Riverine environment data primarily consists of topo-bathymetric and riparian vegetation 
attributes, which are difficult and costly to quantify but are crucial for river engineering 
planning and management tasks. However, to overcome several challenges in field surveys, 
more recently, a novel UAV-borne green LiDAR system (GLS) (TOOT GREEN, 2020) has been 
promising to attract river and coastal engineers. The overarching advantage of the cost­
effective GLS over other LiDAR-based techniques (i.e., ALB) is to simultaneously obtain both 
homogeneous laser point clouds of around 100 points/m2 and high spatial resolution aerial 
images. As a case study in this research, the riverine environment of 1.6 km reach of the 
vegetated lower Asahi River, Japan, was assessed using both the ALB and GLS techniques. 
Finally, this study would be valuable to prepare a balanced scenario for vegetated river 
management measures by advancing our understanding of the recently designed technique. 
Methods 
With a normal water level, ALB (February 2019) and digital drone-mounted GLS (March 2020) 
were used to conduct river topo-bathymetry and vegetation attribute measurements. Herein, 
for performing a depth-averaged numerical simulation, the missing data found in the UAV 
campaign were updated using the existing ALB data. Also, to verify the Li DAR-based data and to 
validate simulated values, ground-truth measurements were carried out. 
Results 
Findings retrieved using LiDAR-based digital terrain data (Fig.la) revealed no flood with 
substantial bed deformation during the measurement time of 2019-2020. The maximum water 
depth (Fig.lb) was approximately 4.96 m (1.79 FTU, turbidity) and 2.08 m (0.80 FTU, turbidity), 
respectively, for the underwater measurements using the ALB and GLS (before updating 
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missing data). It was saliently featured that the GLS point clouds over the present ALB 
illustrated the submerged artificial infrastructure (Fig.le) of the river in detail, including its 
shape, patterns, and eroded parts, which could be helpful in maintenance and construction 
tasks, if necessary. 
__.f__. 
O�SOO{m) Missing data 
Bed elevation, m (TP) 
(bl (c) 
Fig. 1. (a) Bed elevation, (b) numerically simulated water depth mapping, and (c) reproducibility of 
submerged infrastructure; herein, Tokyo Peil (TP) denotes the average sea level in Tokyo Bay, Japan. 
Results of vegetation attribute illustration (Fig.2) revealed that GLS performed reasonably well, 
almost identically to the ground-truth observations and the respective high spatial resolution 
aerial image with a ground sampling distance of 3 cm/pixel. 
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Fig. 2. (a) Vertical structure, (b) land cover mapping, (c) vegetation height contour map, and (d) a 
comparison of ground-surveyed woody vegetation heights with estimates based on ALB and GLS data. 
Conclusions 
Based on GLS's applicability in light of its shortcomings, the new advanced technology could be 
considered convenient and practical for shallow and shorter reach assessment. However, to get 
a better insight, assessing seasonal variation performance is highly recommended. 
Acknowledgement 
This work was funded in part by JSPS KAKENHI Grant No. 18K04370. 
References 
TOOT GREEN. {2020). Product website and spec sheet of TOOT GREEN. Retrieved from 
https://amuse-oneself.com/en/service/tdotgreen. 
202 I The 9th International Symposium on Environmental Hydraulics 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
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Abstract 
Land cover classification (LCC) has been acting as a fundamental character in hydraulic research 
works and practical tasks in terms of both flood control and riverside environment 
conservation. In recent years, massive flooding under the global climate change has drove 
hydraulic researchers to re-evaluate the river flow capacity accurately with the aid of refined 
LCC map. Such a map commonly contains the data of vegetation attributes (i.e., height and 
density) distributed in rivers. More recently, the detailed data for the river cross-section and 
those attributes have been measured and estimated using effective remote sensing methods 
like airborne laser bathymetry (ALB). For this work, we developed a new methodology for 
mapping the LCC (water area, bare ground, herbaceous species, arborous species, and bamboo 
grove) in rivers. The image processing technique of Deeplabv3+ (Chen et al., 2018) for semantic 
segmentation was used for aerial photographs taken during the ALB measurement period. 
Additionally, we upgraded the technique for incorporating the ALB dataset: the laser point 
cloud (n) and vegetation height (I) (digital surface model data minus digital terrain model data). 
Appending an auxiliary module to the original technique, we concatenated these two types of 
data (aerial photographs and ALB dataset). Herein, we set the spatial resolution of 
320pixel*320pixel (0.2m/pixel) for aerial photographs and 32pixel*32pixel (2m/pixel) for ALB 
dataset. We applied our method to ALB dataset measured in November 2017 for the approxim 
ately 4.5 km-long lower reach of the Asahi River, Japan. As the analysis condition, the 
combined datasets (aerial photographs and ALB dataset) were separated spatially into two 
parts: one part (15.0 KP to 17.4 KP) for training, and another part (13.2 KP to 15.0 KP) for 
validating. Herein, the kilometer post (KP) value signifies the longitudinal distance in kilometer 
from the river mouth. Results revealed that our method predicts the LCC map more precisely in 
case of use of combined dataset, especially for the detection of herbaceous species, comparing 
with predictions using aerial photographs only. Furthermore, comparing with existing analysis 
results based on the ALB dataset only (the same data as our method) for the LCC mapping, all 
the precision values of our methodology for the vegetation classification have been improved 
over 20% (herbaceous species for 22.7%, arborous species for 20.5%, and bamboo grove for 
25.2%). 
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Abstract 
The lmjin River originates from North Korea and flows to South Korea. About 67% of the total 
watershed area of 8,117.5 km2 is located in the North Korean region. For this reason, the North 
Korean water resource development plan has a direct impact on South Korea, which is located 
downstream. Also, due to the operation of the Hwanggang Dam, there is a risk of water 
resource reduction and flood damage in downstream of the lmjin River. The Hwanggang Dam is 
located about 42 km away from the military demarcation line, and the reservoir capacity is 
estimated to be about 300 to 400 million tons. South Korea is preparing for the discharge of 
the Hwanggang Dam by constructing a Gunnam Flood Control reservoir of about 70 million 
tons to protect against floods from the upper reaches of the lmjin River. 
On September 6, 2009, a large discharge from the Hwanggang Dam caused a flood in 
Yeoncheon-gun in South Korea, which resulted in damage to life and property. Recently, on 
August 5, 2020, the water level at the 'Pil-Seung' Bridge increased sharply along with heavy 
rain, and the highest water level ever since observation occurred, and a flood warning was 
issued and nearby residents were evacuated. 
In this study, rainfall-runoff analysis and satellite data were used to estimate the operating 
method and discharge of the Hwanggang Dam in North Korea, and finally to analyze the effect 
of the Gunnam Flood Control Area. In order to quantitatively estimate the discharge of North 
Korea's Hwanggang Dam, the reservoir inflow was estimated using a lumped rainfall-runoff 
model, the water level of the reservoir was monitored using satellite image analysis, and dam 
release was estimated using a reservoir operation algorithm. 
In the case of the inflow between August 5-7, 2020, the additional release from the 
Hwanggang Dam in North Korea is about 67%, and it is estimated about 2/3 of the total inflow 
in the Gunnam Flood Control reservoir. Estimates of the inflow between August 10-12 are 
underestimated compared to the observed values, which is expected to have additional release 
to secure flood control capacity at the Hwanggang Dam in North Korea in preparation for 
additional rainfall. 
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Abstract 
Due to the unprecedented long rainy season and typhoon that occurred on the Korean 
Peninsula in this year, flood damage has appeared throughout the basin and urban areas. To 
monitor water-related disasters, it is more important than anything else to have a preemptive 
response system rather than follow-up measures, and to establish a national system based on 
rapid acquisition of remote sensing data that can reduce disaster damage. In this study, the 
flood damage on the Korean Peninsula was analyzed using SAR (Synthetic Aperture Radar) that 
capable of observing water body in surface through clouds during a flood disaster. 
The SAR remote sensing data used in this study are Sentinel-1, Cosmo-SkyMED, TerraSAR-X, 
ICEYE, KOMPSAT-5, and etc. We applied both radiometric and geometric calibration for 
calculating the georeferenced backscattering coefficient in SAR data. And it applied the speckle 
filter and the Gamma-distribution fitting technique are used to extract the water body for 
mapping flooded area. The gamma distribution of the water body and the land part was 
extracted from the histogram of the image and the optimum threshold was set based on this, 
and the accuracy of the water body was improved by about 90% or more. In addition, the 
detection accuracy of the flooded area was improved by correcting the terrain distortion of 
SAR image in consideration of the slope and curvature of the DEM. For rapid flood area 
detection, we applied the automatic process during the heavy rain and the typhoon (Aug 7th 
2020~sep 9th 2020). 
Despite our effective process and results, there were limitations in analyzing and utilizing 
rapid acquisition of satellite data as it was difficult to observe and secure satellites at the time 
of the most severe flood damage. In the future, it is believed that it is possible to establish a 
flood monitoring and response system across the watershed through the use of various 
commercial satellites and the development of C-band SAR satellite (CAS500-5; Compact 
Advanced Satellite 500-5) for water resources and water-related disasters to shorten the 
observation period and improve precision. 
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Abstract 
This study examined ways to enhance the efficiency of UAV photogrammetry technology, which 
is used as one of the maintenance methods for small and medium-sized rivers managed by 
local governments in Japan. River managers are facing many problems in terms of human 
resources and costs. They are required to solve these problems in order to continue river 
maintenance and management to reduce flood risks. In this study, the altitude was lowered 
for the areas where trees were overgrown and the embankment was subsided, which were 
informed by the residents involved in the river, such as the river protection association, while 
the altitude was increased for the other areas to improve efficiency. Efficiency was evaluated in 
terms of the time taken to photograph and analyze the data. As a result, we proposed an 
accurate and cost effective observation method using the river information provided by local 
residents. 
Keywords: Small and medium-sized rivers; UAV photogrammetry; optimization; Information 
from local residents 
Introduction 
The use of UAV photogrammetry to understand river channel geometry and evaluate the 
characteristics of the hydrological environment, as well as the challenges of this technology in 
river research and management, have been identified (Tamminga et al., 2016). In Japan, the 
use of UAV photogrammetry is being considered as a maintenance and management method 
for small and medium-sized rivers with long river length, where the local government is the 
river administrator, due to the low cost and ease of use of the technology. The financial 
situation of local governments makes it desirable to develop the best method to further reduce 
the cost. In Japan, there is a possibility of obtaining useful information for river maintenance 
and management through river protection activities conducted by residents in some areas, but 
it has not yet been utilized. In Japan, it is possible to obtain useful information for river 
maintenance and management through community-based river protection activities in some 
areas, but this information has not yet been utilized. Therefore, the purpose of this study is to 
examine whether UAV photogrammetry, which is one of the river maintenance and 
management tools, can be optimized and costs can be reduced by using river information 
obtained from residents for small and medium-sized river maintenance and management, and 
to examine future issues. 
Methods 
The river to be surveyed is the Miarai River, a river managed by Miyagi Prefecture that flows 
through Taiwa Town, Miyagi Prefecture. The data obtained from the residents who are engaged 
in river protection activities was that "there are areas of bank subsidence, vegetation 
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overgrowth, and sediment accumulation". Therefore, we set the shooting altitude in three 
cases: 50 m altitude for all the sections, 90 m altitude for all the sections, and 50 m altitude 
only for the section where we obtained information from the residents. The SO-meter altitude 
point cloud is characterized by a measurement accuracy of about 5 cm for the embankment 
height, which is higher than the accuracy of 10 cm for the 90-meter altitude. In addition, there 
are more point clouds that capture the ground surface under thick vegetation compared to the 
90m altitude. The shooting width was set to SOm and the shooting length to 1,000m. 
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Fig. 1. Case3 : Information obtained from residents and altitude settings for UAV photogrammetry. 
Results 
UAV photogrammetry and point cloud generation were carried out at three different shooting 
altitude combinations. The results of the survey are shown in Table-2: Case 1, where the entire 
length of the river was photographed at an altitude of SOm, took the longest time to 
photograph and generate point clouds, followed by Case 3 and Case 2. We were able to reduce 
the cost by 19% (Case 1: Case 3) without compromising the accuracy of the operation without 
information by including river information from the residents in advance. 
Table 2. Changes in the availability and cost (time) of using resident information. 
altitude UAV Point group Number of Use of 
Case shooting generation a+b Ratio photos resident time: a time: b (min)50m 90m (min) (min) (piece) information 
1 1,000m 35 48 83 1.00 714 No 
2 1,000 23 13 36 0.44 382 No 
3 500m 500m 28 39 67 0.81 650 Yes 
Conclusions 
By partially lowering the flight altitude based on river information from residents, we were able 
to ensure sufficient accuracy in areas with thick trees and sediment accumulation, where 
accuracy tends to be poor. 
The following issues need to be addressed in the future. In UAV photogrammetry, more 
accurate location information (from place to place) is necessary to determine the range where 
the altitude should be lowered. In order to make more advanced use of information from 
residents in the future, it will be necessary to improve the information collection format. 
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Kwonkyu Yu
1





1 Dong-eui University, Busan, Korea
* Corresponding: pururumi@deu.ac.kr
2 Dong-eui University, Busan, Korea
3 Kyungsung University, Busan, Korea
Keywords: drone; surface image velocimetry; orthogonal projection; Fourier transform 
Abstract 
SIV (surface image velocimetry) is a promising technique in measuring water surface velocity 
fields. It is a safe method since it does not require physical contact with water bodies. It is also 
very economical in labor and in time. However, since most SIV systems are in a fixed position, 
mounted a tripod or a pole, their angle of view is limited vertically. Using a drone-mounted 
camera, we were able to get a good vertical angle of view. Nonetheless, to put it in practical 
use, we do have to resolve the problem of stabilizing shaky images obtained by the drone. In 
image processing for surface image velocimetry, a slight sway of the drone could cause large 
errors, which were not acceptable in practical terms. 
The present study aims to develop a system measuring surface velocities of river surfaces using 
images captured by a drone-mounted camera. To use a drone-captured video image for surface 
image velocimetry, we had to stabilize or make orthogonal projected images that took into 
account the swaying of the drone. The first step was to calibrate the camera and estimate its 
internal parameters. As the second step, the GPS coordinates and flight attitude information 
from the drone's flight log file were incorporated. Using the information above and a couple of 
ground control points, the images from the video were transformed into orthogonal images. 
Theoretically, if we had applied these orthogonized images to a SIV system, we should have 
been able to calculate the water surface velocity. However, since there were so many sources 
of error, for example, the orthogonizing process, the flight information of the drone, etc., it was 
hard to extract appropriate results. Therefore, we used the Fast Fourier Transform technique to 
properly render the spatio-temporal images to a series of orthogonized images. This technique 
has two strong points. Since internal and external camera parameters are utilized, ground 
control points are no longer necessary. This means that this system can be applied to larger 
rivers where ground control points are hard to find. Also, proper analysis of shaken images is 
achievable with the Fast Fourier Transform. 
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Abstract 
The dispersive behavior in the riverine environments has been scrutinized and 
documented in the mathematical form of dispersion coefficient used for physical modeling of 
mixing process. Considering the presence of difficulty for direct measurement of dispersion 
coefficient, noticeable indirect procedures relying mainly on tracer test or flow velocity 
measurement have been successfully developed, whereas, in parallel, direct measurements 
of tracer such as Rhodamine using several dedicated water quality sensors still requires 
cumbersome and laborious field works. Sometimes it is impossible or hard to conduct in-situ 
tracer test due to limited access for the difficult site and flow conditions. In such perspectives, 
remote sensing-based approaches with recent popular platforms like unmanned aerial 
vehicle (UAV) alternatively demonstrated the feasible potential ways to identify and track the 
spatial movement of tracer in non-intrusive way. Conventional RGB images taken from UAVs, 
however, could limit their applicability within the visible range, such as colored tracer like 
Rhodamine can be tool quickly deteriorated and diluted for RGB image captured in UAV 
altitude to be hardly identified as mixing process has progressed toward downstream. This 
study attempted to apply hyperspectral image mounted on UAV replacing RGB camera, 
where we anticipated the hyperspectral camera can be much more sensible to capture nearly 
invisible tracer throughout ongoing dilution process. In the study, we applied Corning 
microHSI camera mounted on OJI Matrice 600 and collected the spatio-temporal 
hyperspectral images at various transects via hovering the UAV and continuous monitoring 
over time. The Rhodamine was released in upstream of Garn stream located in South Korea 
and has been monitored in the downstream 10 km nearly equally spaced with 5 trannsects. 
Concurrently, three Rhodamine sensors were installed for each transect to gather the 
concentration of the tracer, and the results were compared with the intensity of 
hyperspectral reflectance to build relationship with actual Rhodamine concentration. The 
preliminary results demonstrated that hyperspectral approaches substantiated the 
acceptable degree of Rhodamine distribution compared with in-situ sensors and longitudinal 
dispersion coefficient. 
F4 Session I 211 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
Remote Sensing for Suspended Sediment Concentration using 
Hyperspectral Images in Rivers 
Siyoon Kown1. II Won Seo1•
1Department of Civil &Environmental Engineering, Seoul National University
*Corresponding: seoilwon@snu.ac.kr
Abstract 
Suspended sediment, one of the crucial physical factors occurring in natural rivers, changes the 
river morphology and has an enormous influence on water quality management. However, the 
obtainable data of suspended sediment is insufficient since the Suspended Sediment 
Concentration (SSC) measurement mainly depends on the direct measurement method using a 
conventional sampler, which requires a lot of cost and manpower. Thus, in this study, a 
hyperspectral image-based SSC measurement technique was developed through a UAV­
mounted hyperspectral measurement system to perform a remote SSC measurement. For a 
universal application that takes into account the optical variability of suspended sediment, an 
intrinsic hyperspectral dataset of SSC for each sediment characteristic was constructed through 
a laboratory experiment and a field-scale experiment. The developed SSC measurement 
technique was assessed according to sediment properties at the Nakdong River in South Korea. 
The results showed that considering optical variability of suspended sediment from 
hyperspectral imagery would show better performance than previous models with more 
accurate SSC measurement in rivers. 
Keywords: Suspended sediment, Hyperspectral image, Remote sensing, Optical variability 
Introduction 
The demand for remote sensing in the water environment increases as the variation in the 
water quality of rivers increases due to recent industrialization and climate change. Existing 
river monitoring methods have relied on direct measurement, making it difficult to collect vast 
amounts of data for monitoring and predicting continuous changes in the river environment. 
However, measurement of suspended sediment by remote sensing technique is challenging 
due to a complicated physical mechanism and heterogeneous optical properties due to various 
particle sizes and mineralogy (Dethier et., 2020). From these reasons, the variability of 
apparent and inherent optical properties induce the low performance of SSC remote sensing in 
terms of both empirical and analytical method. This optical variability of suspended sediment is 
essentially investigated for universal SSC measurement using remote sensing techniques. 
Methods 
In this study, Recursive Feature Elimination (RFE) was employed to extract the relevant spectral 
bands to suspended sediment from the experiment dataset. From the RFE-selected spectral 
bands, Support Vector Regression {SVR) was developed to estimate SSC. 
In the SVR, the relationship between SSC and reflectance value, which is defined as Eq. (1) is 
derived by solving the optimization problem with Eq. (2) as the objective function and Eq. (3) as 
the constraint to solve the J(x
ij
) that distributes within the deviation (t:). Thus, Eq. (1) is 
derived as the flattest regression function and less than a deviation E from actual SSC values (y;) 







212 I The 9th International Symposium on Environmental Hydraulics 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
(2) 
(3) 
Where wi are weight coefficients; b; is the bias; g(x
!i
) is kernel functions for nonlinear 
transformation; C is penalty factor; �; and f are slack variables to determine the degree of 
penalty that the error exceeds£. 
Results and conclusions 
In this study, the optical variability of suspended sediment was measured according to 
sediment properties in the experiment (Fig. 1 (a)). From this heterogeneous dataset, the 
Recursive Feature Elimination (RFE)-based Support Vector Regression (SVR) model accurately 
reproduced the spatio-temporal SSC distributions (Fig. 1 (b)). Despite low visibility and optical 
variability, the developed SVR model successfully resolved the optical variability of SSC with the 
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Fig. 1. (a) Hyperspectral spectrum according to sediment types in the space of Principal Components (PC); 
(b) Spatio-temporal distribution of SSC retrieved by the RFE-SVR model
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Abstract 
Recently, changes in the water environment have occurred due to abnormal climate change. 
As a result, overgrowth of algae is frequently occurring in Korea. toxic substances and tasteless 
substances produced by algae such as harmful blue-green algae are deteriorating water quality 
and have a great impact on the ecosystem. Algae occur in a wide distribution in rivers and 
reservoirs, and the current algae survey method requires a lot of manpower and time as 
intermittent surveys are conducted on a point or line basis. In Korea, many studies on bird 
monitoring using satellite images and RGB images have recently been conducted to reduce 
manpower and time. In this study, algae mapping was performed by taking RGB images and 
hyperspectral images in the upper stream Yeongju Dam. DJ l's RGB drone and M-600 Pro were 
used as drones, and CORNING's microHSITM 410 SHARK was used as the hyperspectral sensor, 
and the NIR (visNIR) wavelength can be analyzed at 400-1000 nm, and the hyperspectral sensor 
is orthogonal. Images were collected using a gimbal in order to take an image with the camera. 
In order to perform radiation correction before taking the image, radiation correction was 
performed by photographing a reflective cloth for radiation correction on the same line as the 
drone. 
In this study, spectral information data of algae culture solution samples that were previously 
conducted in the previous study were used to study algae mapping in the upper stream of 
Andong Lake and Yeongju Dam. Blue-green algae showed spectral characteristics at 670 nm, 
and green algae showed spectral characteristics at 477-510 nm. Mapping for algae is 
established through hyperspectral images, and through this study, a wide survey method for 
algae in rivers, reservoirs, and dams is proposed and applied to rivers. 
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Abstract 
In this study, by comparing and analyzing the measurement data using the GPS Floater and the 
salinity measurement data in the Estuary, it was confirmed whether the behavioral 
characteristics of the GPS electronic rich man appeared consistently. It also tried to prove the 
utility of GPS Floater. In the Estuary water area, it is a section where freshwater and seawater 
meet, and continuous monitoring is required due to water quality problems in the section 
where freshwater is trapped. A lot of manpower and equipment are required to check the 
distribution of freshwater and seawater in brackish water. Typically, there are repair and water 
quality measurement equipment, but these equipment have limitations. Therefore, in order to 
check how the flow characteristics of each section in the brackish water area appear, we tried 
to use GPS electronic wealth. And the data of the GPS Floater and the salinity data measured in 
the vertical direction were compared. GPS Floater was injected at 1km upstream of 
Jwasuyeonggyo Bridge located in Suyeong River, and data of GPS Floater was secured by falling 
at low tide and high tide. And the salinity measured from the left, middle, and right sides of the 
left, middle, and right sides of the left Suyeong Bridge and Suyeong Bridge were averaged and 
compared with the GPS Floater data. Since the GPS Floater floats on the surface as a Surface 
Drifter, it can be seen that it extends further downstream at high tide. This was consistent with 
the salinity data measured at each bridge. Therefore, water quality monitoring in the section 
where the freshwater layer is confined should be conducted near the Jwa- Suyeong Bridge 
during high tide and near the Suyeong Bridge during low tide. As a result of this, it does not 
consume a lot of manpower and equipment, and if you use GPS Floater, we can quickly grasp 
the flow characteristics. 
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Abstract 
In order to cope with the green algae phenomenon, it is necessary to quickly monitor the 
occurrence status and distribution of blue-green algae, but the current algae survey method is 
to directly identify through water collection and measure the overall algae concentration 
through a speculum or sensor. There is a limit to understanding the overall distribution of blue­
green algae in rivers. In order to solve this problem, many studies on the occurrence and 
distribution of algae using remote sensing techniques to measure the spatial distribution of the 
plane unit are in progress. In this study, the algae warning system was classified based on blue­
green algae, and the Andong dam was collected and compared with spectral information 
through spectroscopic and identification to calculate the optimal band ratio, and the blue­
green algae concentration was expressed as a spatial distribution. 
Keywords: Algal bloom; Blue-green algae; UAV; Hyperspectral images 
Introduction 
Algae are causing various social issues for reasons such as climate change. The timing of 
appearance and change of algae is different from the past according to seasonal weather 
conditions, water quality conditions. In order to cope with the many damages caused by the 
green algae phenomenon, it is necessary to understand and understand the current status of 
algae in the river about the occurrence and behavior of algae, and to promptly monitor them. 
However, as a current survey method for algae, the survey is being conducted through a 
speculum using direct water collection or intermittent measurement in point/line units using a 
sensor. Therefore, it requires a lot of support in terms of time, manpower, and cost. Therefore, 
a method of surveying algae with spatial distribution in plane units is required. In this paper, 
we present and show a technology that can calculate the algae distribution of the spatial 
distribution of the plane unit by collecting and analyzing the current spectral information in the 
river through remote monitoring through the advanced equipment hyperspectral sensor and 
unmanned aerial vehicle (UAV). 
Methods 
The luminance of liquid collected by hyperspectral images includes bottom reflection, 
absorption by water column, water surface reflection, and absorption into the atmosphere. 
Here, Lr(A) is the wavelength, Lb (A) is the total luminance, Lc(A) is the bottom reflection 
of the river, L
5
(A) is the absorption by the water column, Lbp(A) is the water surface 
reflection, and Lb(A) is the absorption by the atmosphere. 
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Robject is the reflectivity of the river water in which the tide is floating, and Rbaseis the 
reflectivity of the river water that has been filtered. 
X = ln[R (Ai)] (3) 
R(Az) 
Here, Xis the band ratio, and R(l.) is the reflectivity to the wavelength. 
Results 






X • R406.369995 / A735.210022 
Figure 1. Calculation of optimal band ratio Figure 2. Algae distribution mapping result 
In Fig. 2, the inspection results of Site 1 are 622,678 Cells/ml, Site 2 is 213,467 Cells/ml, and 
Site 3 are 497,833 Cells/ml, and the mapping results are 637,692 Cells/ml, 286,854 Cells/ml, 
and 576,970 Cells/ml. The error rate ranged from 2% to 26%. 
Conclusions 
As a result of this study, the results according to the concentration of blue-green algae are 
shown so that the spatial distribution can be confirmed. It showed high accuracy at relatively 
low concentration, and low accuracy at high concentration. This appears to be a limitation in 
comparison with respect to the lack of existing data and the exact point, and it is considered 
that it can be improved through further research 
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Abstract 
This study examines the effects of both bathymetric data and Digital Elevation Model (DEM) resolution 
on flood modelling and prediction results. Two-dimensional hydraulic simulations were conducted using 
DEMs produced from LiDAR data, with and without the river bathymetry, at different resolutions. Results 
showed that model performance increased using high resolution DEM with bathymetric data. 
Furthermore, it showed that areas dominated by flatter terrains were most sensitive to the effects of 
using LiDAR only data and lower resolution, producing larger extents and water volumes. The inclusion 
of bathymetric data and usage of higher resolution DEM in hydraulic modelling are thus needed to 
obtain more accurate flood model results. 
Keywords: bathymetry, DEM, flood, hydraulic model, resolution 
Introduction 
An important input to any hydraulic model is the Digital Elevation Model (DEM) that represents the 
area's topography, through elevation values. It is used together with other hydraulic parameters to 
compute flow, water depth, and estimate flood extents, which are important outputs needed for flood 
prediction and hazard mapping. Nevertheless, DEMs derived from remote sensing provide poor coverage 
of underwater elevation. River bathymetric data, therefore, has to be derived separately (e.g. from 
hydrographic surveying), and combined with the topographic data. Since this data is not widely available 
(e.g. regional or national scales), there are cases that flood modelling is conducted without it. Hence, the 
objectives of this study are to determine: (1) how the bathymetric data affect the accuracy of hydraulic 
model results; and (2) how results from different resolution DEMs can further be influenced by the 
absence/presence of the bathymetric data. 
Methods 
Two rivers in Sweden (Testebo and Voxna) were used as test cases for the study. In producing the DEMs, 
two sets of Triangular Irregular Networks (TIN) models were initially created from LiDAR (Li), and the 
combination of LiDAR + bathymetric (Li+B) data. These were then rasterised to different resolution DEMs 
(3, 5, 10, 15, 20, 25 and 50 m), and used as the main elevation data input for the modelling. Hydraulic 
simulations were conducted with the two-dimensional model CAESAR-LISFLOOD. Flows equivalent to the 
reference data (Qresteba = 160 m
3
/s; Qvoxna = 360 m
3
/s) were simulated. Manning's roughness used (nrestebo 
= 0.07; nvaxna = 0.05) were based on earlier optimal calibration results from using different resolutions 
DEMs (cf. Lim & Brandt, 2019). In quantifying model performance, feature agreement statistics (Eq. 1) 
was used. The equation accounts for the total size of overlap (A), overestimated (B), and underpredicted 
(C) by the model, in relation to the reference data, to determine the model's goodness-of-fit. Maximum
performance is 100%, while negative values indicate that size of overestimation exceeds overlap size.
A-B
F = 
A + B + C 
x 100 (1) 
Results 
Generally, DEMs without the bathymetric data generated larger flood extents (Fig. 1), and larger 
overestimation of the flooding, leading to lower performances (Table 1). Performance also decreased as 
the resolution became coarser. There were also differences between the two study areas. Testebo river 
produced negative performance results when using Li, from 10 to 50 m resolution, due to large model 
overestimation. The part where flat areas are inherent were the most sensitive to the lack of 
bathymetric data, and had the largest extent in the said study site. On the other hand, the presence of 
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steeper slopes in the floodplain that bounded the water, prevented the flood from expanding laterally. 
Rather, it produced an effect that increased the water surface elevation. Maximum channel water depth 






Fig. 1. Flood extent results for Testebo(top) and Voxna (bottom) rivers using different resolution DEMS, produced 
with and without the bathymetric data. Results are overlaid on the reference flood. 
Table 1. Maximum water depths, sizes of inundation areas and model performances from the different data used. 
Testebo river Voxna river 
Res. LiDAR + bathymetry LiDAR LiDAR + bathymetry LiDAR 
(m) Dmax Area F Dmax Area F Dmax Area F Dmax Area F 
(m) (km2) (%) (m) (km2) (%) (m) (km2) (%) (m) (km2) (%) 
3 9.169 0.624 46.45 2.653 0.945 19.36 8.044 4.52 73.58 5.255 5.63 63.76 
5 8.960 0.639 46.55 2.682 0.950 18.73 7.295 4.39 76.26 5.248 5.61 64.32 
10 8.800 0.512 58.97 3.046 1.288 -11.43 7.563 5.40 71.05 5.158 5.92 59.96 
15 7.949 0.738 41.79 3.050 1.258 -9.26 7.489 5.40 70.98 5.270 5.92 60.18 
20 8.253 0.689 45.59 3.068 1.256 -9.20 7.636 5.46 69.26 5.115 5.93 59.41 
25 8.461 0.790 37.84 3.103 1.227 -7.12 8.392 5.71 63.52 5.048 5.95 58.55 
50 8.710 0.927 19.81 2.902 1.264 -10.51 8.233 5.78 61.84 4.878 5.92 58.63 
Larger water volumes were produced from Li, but they were lowest for the 3 m and 5 m DEMs. 
Nevertheless, the 50 m resolution did not result to the largest volume. Volume differences between Li 
and Li+B were also low for this resolution and the 25 m DEM (Fig. 2), especially for Voxna river. Li+B data 
produced smaller volumes for higher resolution DEMs, but the 3 m data did not result to the smallest 
volumes in both rivers. 
Testebo river Voxna river 
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Fig. 2. Water volumes (hm
3
) generated from the simulations using the different datasets. Differences in volume (in 
hm
3
) between DEMs with and without the bathymetric information are shown as labels in the graphs. 
Conclusions 
The inclusion of bathymetric data in DEMs used for flood prediction is important to attain better model 
performance, while its exclusion leads to overestimated flood extents and water volume, and 
underestimated water depths in the channel. Resolution used also affects outputs from DEMs without 
the bathymetric information. Coarser DEMs, in particular, cause more detrimental effects to the results. 
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Abstract 
Reservoirs are open storage area or lakes created by impounding streams carrying 
sediments. Sediments reduce both the water quality and quantity in the reservoir which 
in tum effects the management of the reservoir. The assessment of the sedimentation 
rate ensures sustainability of water from reservoir for various purposes. In this study, 
Singda reservoir catchment, Manipur, India is selected as it is the main source of 
potable water in Imphal, which is the capital city. Due to prevailing drinking water 
scarcity, this reservoir must be studied thoroughly and analyze the parameters which 
affects the water properties and as well as its capacity. The main objective of this study 
is to assess sedimentation in this reservoir using remote sensing and GIS techniques. 
DEM, Landuse map, Soil map and hydrometerological data were used. In order to 
estimate the capacity or volume of the reservoir, bathymetry of the reservoir is studied. 
The bathymetry is carried out using 3D coordinates generated from the study area .A 
contour map and a 3D map of the reservoir was produced. A multi temporal approach 
analysis is taken up so that we can predict the life span of the reservoir for future 
management. 
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CLIMATIC IMPACT AND WATER BALANCE ANALYSIS OF SINGDA 
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Abstract 
Reservoirs are open storage area or lakes created by impounding streams carrying 
sediments. Sediments reduce the water quality and quantity in the reservoir which in 
tum effects the management of the reservoir. The assessment of the sedimentation rate 
ensures sustainability of water from reservoir for various purposes. In this study, Singda 
reservoir catchment, Manipur, India is selected as it is the main source of potable water 
in Imphal, which is the capital city and provide irrigation water to nearby agricultural 
areas. The Singda Reservoir is fed by two main streams/channels which are originated 
near the Kharam and Konsakhul villages. Due to prevailing scarcity of drinking water, it 
is a must to study the reservoir thoroughly and analyze the parameters which affects the 
water properties and as well as its capacity. The main objective of this study is to assess 
the climate change impacts on the water balance, reservoir capacity and accelerated 
sedimentation rate in the Singda reservoir. DEM, Landuse map, Soil map and 
hydrometerological data were used. In order to estimate the capacity or volume of the 
reservoir, bathymetry of the reservoir is studied. Bathymetry analysis is carried out 
using 3D coordinates generated from the study area from ground survey database. A 
contour and 3D map of the reservoir was reproduced. A multi temporal approach 
analysis of spatial data was also taken up so that we can predict the life span of the 
reservoir for future management. 
The hydrological models as SWAT and TOPMODEL are used to evaluate the runoff to 
the reservoir catchment. Sedimentation rate is worked and partially validated using in­
situ field measurements of the two channels feeding the reservoir using depth integrated 
sediment sampler. Simultaneously the volumetric estimation of the Singda reservoir is 
evaluated using field hydrographic survey with a depth Echo Sounder (Dual Frequency). 
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Abstract 
The Cileungsi watershed with an area of 211 km2 is a watershed with dynamic Ian 
d use changes not far from Jakarta. This land use changes will affect the water yiel 
d of the watershed. In addition, economic activities, such as the development of thi 
s area into an industrial area, will increase the burden of water utilization. Discharg 
e characteristics at the catchmment outlet were assessed based on a distributed hydr 
ological model. This hydrological model was built based on hydrograph recording 
with AWLR at Narogong Station. Slope area method is used to create stage-hydrogr 
aph rating curve. Rain as an input model is obtained from field recording data at se 
veral rain gauges which are then extrapolated based on the characteristics of the rai 
n distribution obtained from the CHRS portal. Hydrologic routing with the Musking 
ung-Chunge method was used to produce flow hydrographs. The model parameters 
were determined based on the rain events on March 14, 15 and 16, 2020 which pro 
duced three flood hydrographs. 
Based on the resulting modeling parameters and measurement hydrographs, it can p 
roduce a flow hydrograph for most of the year. The adjustment of the CHRS rainfa 
11 data was carried out by trial and error in order to obtain a hydrograph model wit 
h less errors. The comparison of the CHRS rainfall was then correlated with the ad 
justed rainfall to determine its accuracy. The adjusted rain is considered to have a b 
etter truth value. This hydrological modeling is seen as an inverted model, namely 
a model to find out the correctness of the input, namely rain. The degree of confid 
ence chosen can be used to decide whether the use of the CHRS portal data can be 
used to provide discharge data for a watershed wich mostly lack of rainfall data. 
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Development of the GeoCRP for the smart river management in the 
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Abstract 
In this study, in order to efficiently perform smart city river management, we developed a 
GeoCRP{Geo City River management P latform) that connects flood analysis models on the web 
and provides information by converting input and output data into a database. In the GeoCRP, 
a watershed analysis model, a river flow analysis model and an urban runoff analysis model 
were applied to perform flood analysis in smart city. This platform is able to obtain more 
reliable results by step-by-step approach to urban runoff that may occur in smart city through 
the applied model. In addition, since all analysis processes such as data collection, input data 
generation and result storage are performed on the web, anyone in an environment that can 
access the web without special equipment or tools can perform analysis and view results. 
Keywords: Smart city, Flood management, Watershed runoff, River flow, Urban runoff 
Introduction 
As many cities are developed close to rivers, interest in urban flood analysis is 
increasing. Tate and Maidment (1999) derives the flooded area by combining the 
topographic data of the TIN model and the HEC-RAS model. Yoo et al. (2006) estimated 
the flooded area using the SWMM model to estimate the amount of urban flooding 
and analyzed the estimated flood damage in connection with the GIS database. 
However, most of the studies used a single model or did not consider the urban 
environment, so the accuracy of flood analysis was not high. 
Methods 
Input Data 
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• Fac1hly • R1verlnfo 
• Waler level • Observa11on 
¢ Watershed 
Runoff Model 
r---".. Output Data 
L....-,/ • Watet-shed Runofflnfo 
• River Rimofflnfo 
D 
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Model , PipeNe1work Water level 
Fig. 1 Urban flood analysis process 
To obtain high-accuracy urban flood analysis result, the results were sequentially 
derived by linked several models as shown in Fig. 1. A watershed runoff analysis in the 
Nakdong river is performed to derive the flooding area in the EDC area. After that, 
based on the runoff information derived through the watershed runoff analysis, river 
flow analysis of the rivers near the EDC area is performed. Through river flow analysis, 
water level and river flow information for each river section can be obtained, and the 
city runoff is finally analyzed based on the information. Through this analysis, it is 
possible to obtain information on the flooded area in the city when a flood occurs by 
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acquiring the amount of surface runoff in the delta area. 
Results 
Fig. 2 shows that the platform effectively provides the results of the three models through 
various functions. Fig. 2 (a) and (b) are the results of watershed runoff analysis and show the 
results of watershed runoff and channel runoff at each point. Based on the results, more 
accurate river flow analysis results could be obtained. The river flow analysis result shows the 
water level and flow rate information of river for each cross section of river according to the 
time flow, as shown Fig. 2(c). Finally, Fig. 2(d) shows the results of urban runoff analysis. It 
provides information on the water level of pipeline network and outflow from manholes over 
time. 
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(b) Channel runoff analysis result
(c) River flow analysis result (d) Urban runoff analysis result
Fig. 2 Flood analysis results of GeoCRP 
Conclusions 
In this study, in order to perform urban runoff analysis for the delta area of EDC, the GeoCRP 
was developed by linking the watershed runoff analysis module in the west-nakdong river area, 
the river flow analysis module of rivers around EDC and the urban runoff analysis module in 
the corresponding area. The developed system analyzes three modules every day at midnight 
and stores the derived results in a database. The saved results can be inquired through the 
GeoCRP and the result that changes during the analysis period can be intuitively checked 
through the animation function. In the current version of the GeoCRP, flood analysis was 
performed according to changes in rainfall under actual environmental conditions. In future 
research, we plan to conduct research so that users can perform flood analysis by changing 
conditions. 
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Abstract 
Nature-based solutions utilize ecosystem functions and services to tackle the societal 
challenges that humankind faces, such as climate change, food security, and natural disasters. 
It has come to the fore in Europe first in the late 2000s, while many similar or subset concepts 
have already been widely practiced. We can locate them, based on their concept and main 
targets, along a spectrum of the river management practices (including technologies) as Gray 
infra at a far end, Close-to-river technology (or practice) next, Nature-based management of 
river channel and floodplain or BGI next. The far-left side is the natural river corridors, which is 
also called Natural infra. 
Keywords: NbS; Blue-green infra; Green infra; Gray infra; River corridor management 
Introduction 
Nature-based solutions, or simply NbS, are defined by IUCN (2016) as 'the actions to protect, 
sustainably manage and restore natural or modified ecosystems that address societal 
challenges effectively and adaptively, simultaneously providing human well-being and 
biodiversity benefits. In a word, it utilizes the ecosystem functions and services to tackle the 
societal challenges that humankind faces, such as climate change, food security, and natural 
disasters. IUCN and World Bank jointly introduced the NbS in 2008 as an overarching concept 
of existing ecosystem-based approaches, including, among others, eco-disaster risk reduction 
and green infrastructures. In this paper, those similar approaches with different naming are 
categorized first, and then a hierarchy or a series of subsets of those differently named ones is 
identified. Finally, they are arranged in the management spectrum of the river corridor. 
NbS as an overarching concept 
Woo and Han (2020) summarized in a table the NbS and its similar approaches (or practices) 
according to their basic concept and primary targets as follows: 
- NbS: Solving socio-environmental issues using ecosystem processes
- EE (Ecological engineering): Integrated design of human society and ecosystem, mainly for
solving environmental issues
Eco-DRR (Ecological disaster risk reduction): Reduction of disaster risk by protection and
management of ecosystem, mainly for natural disaster risk management
GI (Green infra): (narrow meaning) Urban stormwater management by mimicking nature
and/or utilizing natural processes. (broad meaning) Solving socio-environmental issues by
ecosystem management both in built and natural environments
- LID (Low impact development): Best management practices for maintaining the
hydrological condition at pre-development, mainly for land development works
- CRT(Close-to-nature river works): Use of natural material and restoration of natural river
morphology in the river works, mainly for river restoration
In the above explanations, EE is an applied ecology that has been academically developed since 
the 1960s for the utilization of ecological function as an engineering mechanism (Mitsch and 
Jorgensen, 1989). In that sense, EE may be different from the other practices listed above. 
Fig. 1 shows the hierarchy of the NbS-related practices listed above. It is a conceptual diagram 
in which all the practices are arranged in a sequence based on each practice's inclusiveness. In 
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other words, it is the diagram showing which practice is a subset of which one under the
umbrella of NbS. In this figure, Eco-ORR is omitted since it can be included in BGI. CRT is a
nature-mimicking technology for river works, which is within the scope of BGI.
Fig. 1 A conceptual diagram showing the 
subsets of NbS (Woo and Han, 2020) 
�
Fig. 1 Subsets of NbS applied to river corridor 
management (adopted by Woo, 2019 based on 
NERC, 2017) 
NbS focused on the management of the river corridor 
Now, we can apply NbS and the relevant practices to the river corridor management. Fig. 2
shows a spectrum of the river management practices and technologies starting from the
traditional river technology or gray infra at far right. The next stage is the CRT based on the two
principles: Using natural material and making the river corridor as close to nature as possible.
The next is the nature-based management of river channel and floodplain such as the Dutch
practice of "room-for-the-river," levee setback and removal, and restoration of floodplain
including old channels and natural marsh. It is corresponding to BGI, or NbS in general. The far­
left side is the natural river corridor, which is called "Natural infra."
Conclusions 
Nature-based solutions overarch the relevant practices encompassing from LID through BGI.
For the river corridor management, a broad spectrum of different practices is available
between the traditional river practice, or gray infra, at a far end and natural infra at the other
end. In between, we can locate the close-to-river technologies (or practice) and the blue-green
infra. NbS is not new. Nevertheless, it is helpful as an overarching concept as shown in Fig. 1,
especially for education and making the public understand.
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Abstract 
In eutrophic coastal waters harmful algal blooms (HAB) often occur and present challenges to environmental 
and fisheries management. In this study, we present operational daily forecasts of algal bloom risk for a key fish 
culture zone located in the southern waters of Hong Kong at the mouth of the Pearl River Estuary. The bloom 
risk forecast is based on a validated vertical stability theory and a data-driven artificial neural network (ANN) 
model that assimilates high frequency data to predict sea surface temperature (SST), vertical temperature and 
salinity differential with an accuracy of 0.28°C, 0.15°C and 0.44 psu. The risk forecast is in good agreement 
with field observations and illustrated with an observed algal bloom in stratified waters in the wet season. 
Keywords: Coastal algal bloom, Density Stratification, Daily forecast system, Fisheries management 
Introduction 
Harmful algal blooms (HAB) in eutrophic coastal waters can give rise to serious environmental and economic 
impacts and is a complex global issue. Under favorable environmental conditions, population of microscopic 
phytoplankton can grow rapidly to bloom levels (Chlorophyll-a > 10 mg/m3 ) and persist for weeks or even 
months. HAB causes harmful impacts including water discoloration, severe dissolved oxygen (DO) depletion, 
beach closure, massive fish kills or shellfish poisoning. Prognostic forecasts of algal bloom can be very useful 
for fisheries management - and yet this is a notoriously difficult problem. 
Using high-frequency (10 min interval) water quality data, we have recently developed a daily algal bloom risk 
forecast model based on the integration of a well-validated vertical stability theory (Wong et al., 2009) with a 
data driven artificial neural network (ANN) model for prediction of daily vertical temperature and salinity 
(density) differential (Guo et al., 2020). The system has been successfully applied to Yim Tin Tsai fish culture 
zone (FCZ) located in a weakly-flushed tidal inlet in Tolo Harbour. In this study we extend the bloom risk 
forecast to Lo Tik Wan - a fish culture zone located in more open estuarine waters at the mouth of the Pearl 
River Estuary. 
Prediction of Algal Bloom risk 
Lo Tik Wan fish (LTW) is around 10 m deep, and located adjacent to the Lamma Island channel in the southern 
waters of Hong Kong. 3D hydrodynamic modeling has revealed that in the summer wet season (May to October) 
the FCZs in open waters are strongly affected by the freshwater (Lee et al., 2006). The water is typically 
strongly stratified in the wet season. According to the stability theory, a necessary condition for a bloom to 
occur is for the vertical turbulence to fall below a threshold value Ee. Fig. 1 shows a schematic diagram of the 
daily routine to predict the likelihood of algal blooms: (i) a general hybrid ANN model to forecast the daily­
average value of sea surface temperature (SST) and vertical temperature and salinity differential, 4.T z and 4.S z 
respectively, on the next day ( day t) as a function of real time data of various hydro-meteorological variables at 
different time lags. Two models are considered: one for the case when in-situ temperature/salinity data is 
available the day before - at day t - 1 (Model B); alternatively Model A makes predictions based only on 
readily available hydro-meteorological data ( e.g. for days of equipment breakdown). (ii) Based on the ANN 
output, coupled with tidal predictions and meteorological data, a water column stability factor for the next day 
can be calculated (Wong et al. 2009). Let µ be the algal growth rate, l the euphotic layer depth derived from 
Secchi depth measurement, and E the estimated diffusivity derived from predicted SST, density gradient, wind 
speed and tidal range. The water column stability can be computed as: 
. . . critical turbulence (Ee) 4µl2 
Hydrodynamic stab1hty factor (R) = . d d"ff . . (E) = E 2 
(1) 
estimate z uszvzty rr 
R < < 1 indicates a strongly mixed water column and hence no algal bloom will occur, while R > > 1
indicates a stable water column which favors the formation of algal bloom. A prognostic probability, P(B), 
indicating the algal bloom risk on the next day, can then be predicted by considering the combined effect of 
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hydrodynamic stability risk and nutrient availability (N for total inorganic nitrogen and P for orthophosphate): 




where µR = 5.86, µN = 1.45, µp = 1.26, a= 1.12, b = 1. 61, c = 1.33. 
Results 
(2) 
The performance of the ANN models is evaluated using root mean squared error (RMSE) and Pearson 
correlation coefficient (CORR). Table 1 shows a summary of the ANN model performance for SST, AT z and 
ASz. Model A predicts the SST, ATz and ASz with a RMSE of 0.40° C, 0.32° C and 0.93 psu; the 
availability and assimilation of real time data (Model B) reduces the corresponding errors to 0. 28° C, 0. 15° C 
and 0. 44 psu. 
Fig. 2 shows an example of the variation of the estimated vertical diffusivity, algal bloom risk, DO and 
chlorophyll fluorescence in July-August 2018. During this period, nutrient is not limiting and hence the bloom 
risk is mainly controlled by the hydrodynamic stability. A stable water column (E < Ee) is observed starting 
from late July due to significant density stratification and the bloom risk (P(B)) ranges from 0.4 to 0.8 during 
this period. On the other hand, the observed chlorophyll fluorescence and a marked DO differential between 
surface and bottom (indicative of photosynthetic production in the surface layer) clearly indicates an algal 
bloom event from late July to early August - with a secondary bloom observed at late August. Generally, the 
bloom occurrence is well correlated with the predicted algal bloom risk. 
Conclusions 
Operational daily forecasts of algal bloom risk at a key fish culture zone in open estuarine waters have been 
presented. The results show that the predicted algal bloom risk correlates well with the bloom occurrence. The 
applicability of the bloom risk forecast system has been demonstrated for both weakly-flushed tidal inlets (Guo 
et al. 2020) and open estuarine waters (this study). 
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Table 1 Performance of ANN models on prediction of SST (°C), /J. Tz (°C) and /J.Sz (psu) at day t in Lo Tik Wan FCZ 
Target Inputs 
Model A 
SST [AirT]4 [GSR]2, [SST p]i, [Rain]2 [Wind]2 [TR]o 
6.Tz [AirT]4 [GSR]2 [SST p]i, [Rain]2 [Wind]2, [TR]o 
6.Sz [Rain]4, [PRF]i, [Wind]2, [TR]o 
Model B 
SST [SSTYTT]i, [AirT]4, [SSTNP]i, [Rain]2, [Wind]2, [GSR]2, [TR]o 
6.Tz [(6.Tz )YTT]i, [AirT]4, [SSTNP]i, (Rain]2, [Wind]2 [GSR]2, [TR]o 
6.Sz [(6.Sz )¥rr]i, [Rain]4, [PRF]7, [Wind]2, [TR]o 
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RMSE CORR 
Training Testing Training Testing 
0.40 0.71 1.00 0.99 
0.32 0.41 0.77 0.74 
0.93 1.34 0.77 0.77 
0.28 0.27 1.00 0.99 
0.15 0.17 0.96 0.96 
0.44 0.46 0.97 0.97 
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Real-time data 
Salinity, Temperature at different depths 
Hydro-meteo conditions 
Rainfall, Air Temp,Solar Rad., Wind Speed, 
Tide level SST N.P. Pearl River Flow 
Regular WQ data 
Secchi depth, Nutrients 
Probability of bloom 
Low risk 
P/8)< 0.3 
Forecast of diffusivity, 
E = f(.dT,,.dS,) 
Critical turbulence, 
Ee = 4µ1
2 /rr2 = {(SST) 
Algal bloom risk, P(B) 
Medium risk 
0.3 < P(B) < 0.7 
Stability risk 
factor, R 
Probability of bloom 
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Fig. 2 Example of bloom risk forecast and field observation of a diatom bloom events at Lo Tik Wan FCZ (Causative 
species: Chaetoceros salsugineum; cell count on 7 Aug 2018: 5.96 x 106 cells/L) 
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Numerical Study on the Hydrodynamics of a Vegetated Lateral Cavity 
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Abstract 
Lateral cavities are a type of transient storage zones that occur in riverine systems. They play an 
important role in mass transport processes, especially due to a higher residence time. In this 
study, a numerical simulation of flow past a lateral cavity with vegetation was performed to 
assess the impact of the vegetation on the cavity hydrodynamics. The vegetation drag was 
represented by an anisotropic Darcy-Forchheimer porous media model, as opposed to the 
traditional cylinder array method. The numerical model predicted well the flow behaviour in 
the vegetated cavity, showing that the porous media approach is suitable to represent 
vegetation in lateral cavities. In addition, these investigations build as a basis for further studies, 
such as the effect of vegetation on the mass exchange in lateral cavities or its effect on 
sedimentation rates. 
Keywords: Lateral Cavity; Mass Exchange; Open Channel; Computational Fluid Dynamics (CFD). 
Introduction 
Lateral cavities are an important feature of rivers because they generate complex flow 
behaviours, such as recirculating flows, and thus create heterogeneity in the river section 
{Xiang et al., 2019). The cavities promote the transient storage of mass, the increase in 
biodiversity, enhanced sedimentation rates and vegetation growth (Jackson et al., 2013). The 
study of lateral cavities, especially in vegetated cases, is a new topic and its full characteristics 
are largely unknown. This abstract aims to present a tool to increase the knowledge in the area, 
reducing the embedded computational cost of Computational Fluid Dynamics {CFD) 
simulations of vegetated lateral cavities. 
Methods 
The studied geometry was based on the physical experiments of Xiang et al. {2019) (Case 2), 
which was used to validate our numerical model. The geometry consisted of a channel with an 
adjacent, rectangular cavity. The flow in the channel had a bulk flow velocity of U = 0.101 
m/s, and it was completely turbulent (Re = 9000) and subcritical (Fr = 0. 102). The lateral
cavity aspect ratio was set as 0.6, which corresponds to a single circulation inside the cavity 
volume. 
We solved the flow properties using a 3D LES solver (pimpleFOAM) coupled with the 
anisotropic Darcy-Forchheimer porous model available in OpenFOAM library, an open-source 
CFD code that solves Navier-Stokes equations via a finite volume method. The governing flow 
equations in the tensorial form are described as: 
au. 
- = 0 { i = 1, 2, 3 } 
axi 
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(2) 
(3) 
in which the overbar indicates resolved quantities. In Eq. (2), SM,i is the sink term related to 
the vegetation drag (m/s2), and it was calculated based on the Darcy-Forchheimer formulation 
of porous media, as shown in Eq. (3). The vegetation had density a= 0.1332 %. The flow 
was calculated using the WALE sub grid model. 
Results 
The flow simulation results show that a single circulation zone is present inside the volume and 
the flow velocity is at least 60% slower than the unaltered portion of the channel. As shown in 
Fig. 1, the centre of the vortex occurs at the middle of the cavity in the (y-axis) and has a peak 
in velocity at the shear layer between the main channel and the lateral cavity ((y - y0)/H =
0). In the same picture the model followed closely the experimental data and wall-resolved LES 







• Experimental (Xiang et al., 2019) 
---- Numerical (Xiang et al., 2019) 
+ Presented Model 
U M U M U U U 
(y-y0)/H 
Fig. 1. Velocity distribution inside the lateral cavity volume, where U = 0.101 m/s is the bulk velocity, 
y0 = 0. 30 m is the beginning of the cavity and H= 0.1 m is the depth of the flow. 
Conclusions 
The results of this study show that the Darcy-Forchheimer model can represent vegetation drag 
in recirculation flows such as lateral cavities and groyne fields. The usage of this model 
represents an economical option for studying these flows as traditional approaches need for 
their solution larger computational resources. 
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SPH simulation of vortex flow in open channel expansion 
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Abstract 
Expansions commonly exist in natural river channels as well as in man-made open channels. 
Expansions connect a narrow channel section at upstream with a relatively wide channel 
section at downstream. In an expansion, the width of channel increases in the main flow 
direction. The flow emerges as a jet from the narrow channel and typically separates in the 
expansion from one or both of the sidewalls. Flow separation gives rise to vortices, violent 
turbulence, complex eddy motions, and vigorous fluid mixing. Persistent vortices and eddy 
motions can erode channel-boundary materials (sediments), leading to channel instability 
problems. This paper considers a horizontal, straight-wall expansion, and computes the vortex 
and eddy motions using the Smoothed Particle Hydrodynamics (SPH) approach. This approach 
has the advantage that no mesh is needed to calculate spatial derivatives in the governing 
momentum and mass conservation equations. These equations become sets of ordinary 
differential equations, and thus are simple to work with. The computational conditions match 
an available scaled laboratory model. The suitability of the laminar viscosity model and a sub­
particle scale model for turbulence closure for the computations is assessed. The 
computational results include details about the temporal and spatial evolutions of turbulent 
eddies and vorticity distribution. The results are consistent with laboratory observations and 
capture the behaviours of subcritical flow in an expansion. This paper further investigates the 
effect of bottom geometric feature (humped bottom) on the reduction of flow separation. 
Proper values for the viscosity in SPH computations of expansion flow are discussed. 
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LES prediction of bistable flow in open-channel expansion 
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Abstract 
For a given set of hydraulic conditions, the flow in an open-channel expansion can exhibit 
either of two possible equilibrium stable states, depending on the flow history. The objective of 
this paper is to investigate the characteristics of bistable flow in the expansion using large eddy 
simulation (LES). This paper allowed for the influence of flow history by imposing three 
different initial conditions. The LES results agree well with experimental data. The spatial 
distributions of mean-flow velocity show two equilibrium states as a pseudo-mirror image of 
each other. The existence of bistable flow explains the presence of asymmetric flow patterns in 
a perfectly symmetric geometry. Fitting a hump at the channel bottom forces flow uniformity 
and symmetry about the channel centreline. The findings from this paper would help find 
strategies for flow energy conservation and channel-boundary erosion control. This paper 
contributes to an improved ability to predict bistable flow. 
Keywords: Bistable flow; Large Eddy Simulation; Open-channel expansion; Flow separation 
Introduction 
Because of turbulent bistable flow (TBF), even if the geometry of an open-channel expansion is 
symmetrical about the centreline, the velocity profiles of either of the two stable equilibrium 
state are not. Previous studies of expansions have mostly focused on suppressing the flow 
separation near the sidewalls by improving their design, but none have addressed the question 
of flow bistability and asymmetry. The purpose of this paper is to present bistable flow 
characteristics using large eddy simulation (LES) and explore the usage of a hump to control 
bistability, and thus enhance the conveyance efficiency. 
Methods 
We simulated two-phase incompressible viscous three-dimensional (3-D) flow passing through 
two rectangular channel sections, connected by a straight-wall expansion. The simulations 
covered the case where the channel-bottom was flat as well as the case where the channel­
bottom had a triangular hump. A summary of geometric, hydraulic, and numerical conditions 
of LES runs are shown in Table 1. In addition to the runs listed in table 1, sensitivity runs were 
carried out to test mesh and time independence. 
Table 1 Hydraulic, numerical and geometric conditions of LES runs. 
Run Q ho he Uo M Node Bottom Initial condition 
ID (L/s) (cm) (cm) (cm/s) (s) x10
6 
R2 10.23 18.57 18.81 32.2 0.006 2.56 Flat (i) 
R6 10.23 18.57 18.81 32.2 0.006 2.56 Flat (ii) 
R7 10.23 18.57 18.81 32.2 0.006 2.56 Flat (iii) 
R8 11.8 17.27 17.67 39.9 0.004 2.65 Hump (i) 
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The governing equations are the Navier-Stokes momentum equation and continuity equation. 
The finite volume method implicitly yields filtered governing equations 
iiu; ii 1 iip ii ( iiu; ) 
iiu j 
-+-(u-u-)=---+- v-+r-- +pg-; -=0.
iit iiXj L J piiXj iiXj iiXj If L iiXj (1) 
The subgrid stress r
ii 
is treated using the Smagorinsky-Lilly model. The influence of flow history 
is investigated by imposing three different initial conditions (Table 1): (i) stagnant water column 
in the left expanding flank of the downstream channel, (ii) stagnant water column in the right 
flank, and (iii) stagnant water column in both the left and right flanks. Numerical model 
simulations matched the experiments of Najafi-Nejad-Nasser and Li (2015). 
Results 
The LES results of pressure and 3D velocity fields compare well with experimental data. R2 and 
RG differ only in initial conditions (Table 1), and a comparison of the flow field between them 
reveals the influence of flow history on the equilibrium flow state (Figure 1). There exists flow 
separation with eddy motions of different sizes and strengths in the left and right sides of the 
channel. All the flow features of RG, such as flow separation and reversal, were just opposite of 
those of R2. 














Fig. 1. Mean-flow velocity vectors at middle depth (x3 = 0.48h0 ) for Runs (a) R2 and (b) R6. Flow 
reversal occupied the areas of negative contour values 
Conclusions 
This paper presents LES predictions of TBF in a straight-wall expansion with or without a hump 
at the bottom. For a specified approach flow, two stable equilibrium flow states can possibly 
exist in the expansion depending on the flow history (initial condition). The two flow states are 
virtually mirror images of each other, in terms of velocity, pressure gradient and eddy patterns. 
This demonstrates flow bistability. Predictions of pressure and free-surface position compare 
well with laboratory experiments. Fitting a hump at the expansion's bottom reduces the area of 
flow reversal, separation and eddy motions, compared to the case of a flat-bottom expansion. 
It improves flow uniformity and channel stability. 
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Abstract 
The hydraulic jump at the inflow Froude number of 7.5 is typically classified as a steady 
jump which is stable, well-balanced, and insensitive to downstream conditions. Such hydraulic 
jumps are characterized by both intense eddy motions inside the jump roller and intense 
fluctuations of free surface, accompanied by high level of energy dissipation through the 
sudden transition from a supercritical flow to a subcritical flow. The interface between the 
jump roller and the shear layer near the bottom is also characterized by a trough void fraction 
due to the strong air entrainment at the jump toe. In this work, we numerically investigate the 
dynamical behaviors of turbulent flow in such hydraulic jump with the ratio of the downstream 
depth to the upstream inflow depth of 9.5 using a large-eddy simulation with a localized 
dynamic sub-grid scale model. A hybrid volume of fluid multiphase modeling approach is 
employed to simulate free surface fluctuations, air entrainment and bubble tracking, and the 
segregated and dispersed flow behaviors. The comparison of numerical results with available 
experimental observations obtained at the same flow configurations reveals that the present 
numerical simulation well reproduces the time-averaged vertical profiles of mean velocity, void 
fraction and turbulence intensity at the center of the jump roller as well as time-averaged free 
surface distribution with good agreement with the measurements. The present simulation 
elucidates the dynamic behaviors of coherent vortical structures consisting of local low 
pressure regions using flow visualization techniques. The intense unsteadiness of high and low 
pressure regions near the bottom is linked with the interactions of these vortical structures and 
the inverting vertical velocity fluctuations with the bottom wall. 
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Abstract 
Though the discontinuous Galerkin (DG) method has been widely applied as an effective 
numerical tool for hyperbolic conservation equations (such as shallow water equations (SWEs), 
compressible Navier-Stokes equations, etc.), one of the well-known drawbacks is its 
inconvenience in the treatment of second or higher derivative terms. So far, as a traditional 
approach, flux formulations have been applied in DG SWEs modeling. In this study, the BR2 
(Bassi-Rebay 2) scheme, a well-known primal formulation in the DG community, was employed 
and combined with the implicit Euler backward difference scheme for SWEs. The developed 
model was applied to a few benchmark problems and good agreements were observed. 
Keywords: Discontinuous Galerkin; Implicit scheme; Primal formulation; Shallow water 
equations; Turbulent stress 
Introduction 
The popularity of the discontinuous Galerkin (DG) methods is due to the high-order spatial 
accuracy on unstructured meshes and the characteristics of local conservation. These features 
are derived from the independent incorporation of basis functions and degrees of freedom 
(DOFs) in each cell. The DG methods can be said to be a natural choice for the solution of the 
hyperbolic equations, which encompass the compressible Euler equations, shallow water 
equations (e.g., Lee and Lee, 2016; Lee 2019), and so on. However, it might be challenging 
when extended to 2nd-order diffusion problems, such as turbulent stress terms in the above 
mentioned equations. 
The issue on 2nd-order derivatives is related to the approximation of the numerical fluxes for 
the viscous terms and these have to be resolved as the discontinuities at the cell interface in a 
consistent manner. Among the several schemes, the second Bassi-Rebay (BR2, Bassi and Rebay, 
2002) scheme was chosen in this study. In this paper, the primal DG formulation, BR2 is briefly 
described and a couple of case studies are provided with conclusions. 
Implicit BR2 Formulations 
Due to the discontinuities at the cell interface, the numerical fluxes should be employed for the 
SWEs. In this study, Roe numerical flux and BR2 (Bassi and Rebay, 2002) scheme are used for 
the convective fluxes and turbulent stresses, respectively. Additionally, for the efficient time 
marching, the backward implicit scheme is used in temporal discretization. Details can be 
found in Lee (2021). 
Case Study 
Two case studies are presented for the validation of the developed model. Both are known to 
have a practical importance and have been attempted in many studies. First one is the flow in 
the lateral contraction channel (Fig. 1). As a classical test, it was investigated experimentally by 
lppen and Dawson (1951). As a second case, the partial dam-break flow is simulated (Fig. 2), 
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which was suggested by Fennema and Chaudhry {1990). In both cases, reasonable agreements are 
observed (Lee, 2021). 
3.0 
.x(ft) 
(a) Surface plot at steady state (b) Depth contour - numerical solution (unit: ft)
Conclusions 






(a) Surface plot at t = 7.1 sec (b) Contour plot at t = 7.1 sec (unit: m)
Fig. 2. Surface and contour plot at t = 7.1 sec. 
As an implementation of the efficient BR2-based primal formulation, the Implicit Discontinuous 
Galerkin (IDG) method is proposed for the numerical modeling of the shallow water equations. 
The developed primal formulation was designed to overcome the drawbacks of the previous 
flux formulation (Lee and Lee, 2016; Lee 2019) and to serve as a good and improved alternative 
despite the additional burden by the increase in the coding effort. Much work remains to be 
done for future study. 
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Abstract 
The flow over an embankment-type weir shows four different flow regimes depending on 
the tailwater level. They are swept-out jump, optimum jump, submerged jump, and washed­
out hydraulic jump as the tailwater depth increases for a constant discharge. The optimum 
jump is the hydraulic jump in which the transition from the supercritical to subcritical flows 
occurs at the toe of the weir and is named like that because the efficiency of the energy 
dissipation is the best. The swept-out jump and the optimum jump are called the free jump. 
The domain of the hydraulic jump can be divided into developing zone, developed zone, 
transition zone, and open-channel flow zone, and the developed zone, in particular, shows an 
extremely complicated flow structure. The developed zone includes the wall-jet region and 
roller region above the wall-jet region. The flow, accelerated over the slope of the weir, ejects 
horizontally in the wall-jet region, and the strong re-circulation is generated and a significant 
amount of air is entrained through the water surface in the roller-region. The air entrainment 
and highly turbulent flow induces pressure fluctuations on the bed, and the pressure 
fluctuations are known to be responsible for severe damage of the bed. This study presents 
numerical simulations of both free jump and submerged jump of the flow over an 
embankment-type weir. The URANS equations are solved with the k-w SST turbulence model. 
Special emphasis is placed on the computations of pressure fluctuations in the developed zone 
of the both jumps, and the mean value and RMS of pressure fluctuations are provided. The 
computed pattern of the pressure fluctuations is confirmed by comparisons with measured 
data. The impact of submergence of the hydraulic jump on the pressure fluctuations is given 
and discussed. 
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Abstract 
The present study proposes a numerical method for solving shallow water equations with 
irregular topography and vegetated field. Introducing the concept of porosity into traditional 
shallow water equations, we revisited porous shallow water equations, and which lead to 
considerable computational saving by simplifying complexity of fluid-vegetation interactions 
into sub-grid model based on the concept of porosity. Since the governing system is non-strictly 
and nonlinear hyperbolic system, we faced two difficulties in implementing a stable numerical 
solver. Firstly, multiply solutions may be arisen, and which lead to the ill-posed problem. 
Secondly, discontinuity can be arisen even if the initial conditions are continuous. To overcome 
those problems, we investigate the structures of exact solutions to Riemann problems of 
porous shallow water equations. And we reflect those structures in the algorithm of the 
numerical scheme so that numerical model can properly approximate the exact solutions. 
Specifically, stationary wave reconstruction is applied, and which make it possible to treat the 
geometric discontinuities stably. Moreover, high order accuracy is obtained by using the 5
th 
order weighted essentially non-oscillatory method for spatial reconstruction and the 3
rd 
order 
Runge-Kutta scheme for temporal integration. Extensive numerical experiments were carried 
out to verify our numerical code and showed good agreements with analytical solutions. 
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Abstract 
The present study investigates the features of an optimal tidal array using QpenTidalFarm, 
an open-source code for the gradient-based optimization problem with the partial differential 
equation constraint. A tidal strait is modeled as a shallow rectangular channel encompassing 
the farm site to an inner rectangular zone. Shallow water equations were solved to generate 
the flow field. The amount of energy harvested by the turbines was simulated as a bottom 
friction function. The complexity involved in identifying a global optima prompted us to 
introduce the concept of quasi-global optimum (QGQ), which makes it possible to save 
considerable computational costs by utilizing a local optimum as a surrogate for the true global 
optimum. From intensive numerical experiments, we found that the shape of an optimal array 
is largely dependent on the initial layout of the farm. A non-dimensional parameter, E; which is 
a function of optimization constraints (QC) such as the minimum turbine distance and farm site 
width, was proposed to elucidate the propensity of the QGQ layout. The shape of the QGQ was 
a linear barrage until E reached to 1 and evolved into a downstream-convex parabola and 
subsequently into a sharp "V" shape as E increases beyond 1. As more turbines were added to 
an array, the QGQ was no longer a single barrage, and the turbines were separated from the 
barrage depending on the values of QC. We also showed that tuning the design constraints can 
significantly enhance the power output (up to 50%) for the same number of turbines deployed. 
Acknowledgement 
This research was funded by National Research Foundation of Korea (NRF) grant funded by 
Korean Government Ministry of Science, ICT & Future Planning (No. 
2020R1A2B5B01002249), and administratively supported by the Institute of Engineering 
Research at the Seoul National University 
G2 Session I 245 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
Development of 1-dimensional river hydraulic model CK-River) 
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Abstract 
There are a large number of weirs installed in rivers of Korea, and these characteristics are 
not common in other countries. When the flow passes through a structure such as a weir, 
discontinuous flow occurs. In terms of numerical simulation, it affects the numerical instability 
due to the balance between the flow term and the source term. In order to solve these 
problems, many researchers used empirical formulas or numerical scheme simplification. 
Recently, researches have been conducted to use more accurate numerical scheme. K-River 
was developed to reflect the characteristics of domestic rivers and calculate the discontinuous 
flow more accurately. For the verification of K-River, 1) numerical experiment simulations with 
a bump in the bed, 2) laboratory experiment of hydraulic jump simulation, 3) real river were 
performed. K-River verified its applicability by simulating results similar to the exact solution 
and observed value in all simulations. 
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Simulations of pollutant storage effects within emergent vegetation 
using particle dispersion model 
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Abstract 
Particle tracking simulation was conducted using the PDM-2D to reproduce mixing behaviors 
under the partly vegetated flow. The model calculates two-dimensional solute mixing adopting 
vertical profiles of velocity instead of using the Fickian dispersion models following the Fick's 
law. In this model, vertical velocity profiles were generated using the power-law and the log­
profile, respectively, for the emergent vegetation and the non-vegetated regions. The 
simulation results show that the bifurcation of the solute cloud due to solute trapping by the 
vegetation patch. The results indicate that the model adequately reproduced the storage 
effects caused by the velocity defects within vegetation patch. 
Keywords: Pollutant mixing; Emergent vegetation; Storage zone; Particle dispersion model; 
Fickian dispersion model 
Introduction 
Predictions of solute mixing behaviors are important to protect aquatic environment from 
water pollution accidents. Damage mitigation plans for water pollution accidents could be 
more precisely established by obtaining the details of arrival, retention time, and concentration 
of those pollutants. However, in vegetated flow, accurate predictions of mixing behaviors using 
the Fickian dispersion models become difficult due to the deformation of vertical velocity 
structures. Thus, in this study, the solute mixing simulations in emergent vegetation conditions 
were conducted using the two-dimensional Particle Dispersion Model (PDM-2D), which 
calculate the shear dispersion from vertical profiles of velocity instead of using the Fickian 
dispersion models (Park et al., 2018). In this model, shear flow was reproduced using the 
power-law and the log-profile, respectively, for the emergent vegetation and the non­
vegetated regions. 
Methods 
In this study, solute transport simulation was conducted under the partly vegetated flow 
referring to the study of Vastila et al. (2019) where the flow analysis was conducted near 
vegetation patch having 4 m length and 1.5 m width. Under the vegetated flow, particle 









x;(z2 ,t+M)=x(z1 +R✓2&,M,t+M) 
(1) 
(2) 
where X; is the particle position; u; is the flow velocity; z1 and z2 are vertical position of 
a particle at time t and t+dt, respectively; &h =ahhu· and &, =a, ✓
k
d are horizontal 
and vertical diffusion coefficient, respectively; k is the turbulent kinetic energy; d is the 
stem diameter; R is the random number following the Gaussian distribution. The detailed 
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simulation conditions were give as following table. The value of a, has been suggested as 0.9 
for the emergent vegetation condition (Nepf, 1999). 
Table 1. Simulation conditions of solute transport in partly vegetated flow. 
Flowrate, Q (m
3
/s) Depth, h (m) Stem diameter, d (m) 
Results 




The particle tracking simulation results were presented in Fig. 1. The solute clouds were shown 
with bottom elevation contours of a channel having trapezoidal cross-section. The simulation 
results show distinct features that the solute cloud was bifurcated by the solute trapping of 
vegetation patch. The resistance due to the vegetation patch leads to decrease of mean flow 
velocity and increase of vertical diffusivity. Thus, the shear dispersion decreases within the 
vegetation patch, and the difference of those mixing properties to the non-vegetated area 
induced non-Fickian mixing behaviors. 
--. Vegetation patch 
--� 
- - - -  
-
-
Fig. 1. Particle tracking simulation results in partly vegetated flow: (a) Time= 40 sec; (b) Time= 90 sec; (c) 
Time= 140 sec; (d) Time= 200 sec 
Conclusions 
The particle tracking simulation was conducted using the PDM-2D in the partly vegetated flow. 
For the simulation, in the emergent vegetation patch, shear flow was reproduced using the 
power law, and the vertical diffusion induced by turbulence was adopted. According to the 
theoretical interpretations, shear dispersion in vegetation reduces due to the decrease of mean 
velocity gradient by the increase of the vertical diffusivity. The simulation results were 
adequately reproduced the aforementioned physical analysis and the solute trapping due to 
the vegetation patch. 
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Abstract 
This paper describes a two-dimensional depth-integrated hydrodynamic and a passive scalar 
transport model based on the GPU-accelerated Boussinesq model, called Celeris. Celeris is the 
first Boussinesq-type wave solver with an interactive simulation environment using a graphical 
user interface. The interactive environment enables a user to alter the water surface, the 
bottom topography and model parameters even as calculations are in progress. It also 
visualizes the simulation results simultaneously so the user can check the results without data 
post-processing. This study couples the extended Boussinesq equations with the depth­
averaged advection-diffusion equation to simulate the scalar transport. The 2DH advection­
diffusion equation was discretized numerically using a hybrid finite volume-finite difference 
method in the same manner as the governing equations in Celeris. The advective flux term is 
discretized using FVM while the diffusive term is discretized using FDM. Besides, an eddy 
viscosity model describing energy dissipation due to wave breaking was implemented in the 
model, and an eddy diffusivity associated with the eddy viscosity was considered in the 
diffusive term. Four benchmark tests were carried out to validate the developed model. Two 
analytical cases in one-dimensional and two-dimensional flow conditions were conducted, and 
the computed results showed very close agreements with negligible numerical diffusion. Next, 
a vortex shedding in a wake behind a submerged island and a dye transport caused by this was 
numerically reproduced, and reasonable agreement was observed from the comparison. 
Finally, dye transport due to a solitary wave propagating along irregular bathymetry was 
investigated. The computed results showed good agreement with the experimental data. Also, 
the eddy viscosity model was additionally validated since this experiment included the effects 
of wave breaking. The modeled results showed that the maximum surface water level 
decreased as the eddy viscosity model was implemented. 
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Abstract 
The application of deicing fluids and anti-icing fluids (hereafter deicing fluids) to 
aircraft and paved surfaces, respectively, at Memphis International Airport (MEM) places an 
additional biochemical oxygen demand (BOD) on the receiving streams. These fluids flow 
unhindered through the airport drainage system to two short streams-Hurricane Creek and 
Days Creek. Within a few hours the flow from these creeks reaches Nonconnah Creek and 
the deicing fluids must travel 13 km through N onconnah Creek to Mc Kellar Lake, which is 
an oxbow lake of the Mississippi River. During periods when the water level in the 
Mississippi River is low the deicing fluids pass through Nonconnah Creek in less than a day 
and then their concentrations are greatly dissipated by the massive flows of the Mississippi 
River. However, when the Mississippi River is at high levels the traveltime in Nonconnah 
Creek is greatly increased and the BOD load can affect the dissolved oxygen (DO) resources 
of Nonconnah Creek. The Mississippi River is prone to high levels in the winter and spring 
which also is the period when deicing fluids are applied at the airport. So, MEM was 
required by the State of Tennessee to study the effects of deicing fluids on Nonconnah Creek 
and to develop a management plan for deicing fluids. An intensive field survey of flow, 
BOD, and DO was done for the three creeks for 5 deicing events from November 2014 
through January 2016. The deicing events of March 4, 2015 and January 22, 2016 resulted in 
measured DO concentrations less than the 5 mg/L standard. The DUFLOW model was 
calibrated for flow, BOD, and DO for the combined effects of deicing events on February 16 
and 22 and March 4, 2015, and it was tested for the deicing event of January 22, 2016. The 
DUFLOW model then was applied to determine the allowable loads of BOD for the March 4, 
2015 and January 22, 2016, events that would keep the DO concentration in Nonconnah 
Creek at or above the DO standard. Because these events also involved substantial backwater 
from the Mississippi River, a relation between the allowable BOD load and Mississippi River 
water level was developed. The ten largest applications of deicing fluids between 2006 and 
2016 were compiled together with the highest water level on the Mississippi River for each of 
these events. It was found that if a 25% reduction of the BOD load was applied 9 of the 10 
events would move into the safe region of the BOD load vs. water level relation. The once in 
10 years frequency of BOD loads above the acceptable range was deemed acceptable by the 
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State of Tennessee and MEM 1s currently installing deicing pads to achieve the 25% 
reduction goal. 
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Numerical Investigation on Turbulence Structure over Backward­
Facing Step for Various Step Angles and Reynolds numbers 
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Abstract 
Backward Facing Step (BFS) flows have been widely investigated due to its significant roles in 
abundant natural and engineering flow systems. This study carries out several 2D RANS 
(Reynolds averaged Navier Stokes equation) numerical simulations for BFS geometry under 
various step angles and Reynolds numbers, in order to investigate the reattachment length and 
wall shear stress distribution behind the step. The gradually increasing step angles and 
Reynolds number result in the reattachment length located further from the step up to a 
certain threshold in each case. The skin friction distribution calculated in the vicinity of bottom 
behind the step indicates that the minimum wall shear stress occurs just in front of the 
reattachment point, and its minimum value becomes larger as the step angle increases. 
Keywords: BFS; RANS; Reattachment length; Wall shear stress 
Introduction 
Flow over BFS has been considered as a representative case study for separation flows in 
abundant natural and engineering flow systems. Among a lot of significant factors over BFS, the 
location of the reattachment zone and its flow structure play an important role in design of 
flow systems. Although there were a number of numerical and laboratory experiments to 
investigate the flow over BFS (as reviewed by Chen et al. ,2018); such as flow separation, 
reattachment length, etc.; most of the previous studies were focused on the right angle step 
only. For the reattachment length, it showed that the reattachment length increases gradually 
as Reynolds number and step angle become larger; and it tends to be constant from a certain 
Reynolds number and step angle. However, the turbulence characteristics depending on the 
various Reynolds numbers and step angles has barely been investigated. In this study, several 
numerical simulations of the flow over the BFS were conducted and validated against the 
observation data (Ruck and Makiola, 1993) to verify turbulence structure in terms of wall shear 
stress distribution in the vicinity of the bottom behind various step angles. 
Methodology 
This study is to numerically investigate the flow pattern and turbulence structure of the flow 
over BFS with various step angles and Reynolds numbers, as shown in Table 1. 
Table 1. Parameters of experimental cases (Ruck and Makiola, 1993) 
Step Angle(0) Expansion Ratio Reynolds Number 
10, 15, 20, 25, 30, 45, 90 2 15000, 47000, 64000 
The expansion ratio is the ratio of outlet thickness to the inlet thickness in the BFS geometry 
and the Reynolds number is based on the maximum velocity on the step edge and inlet 
thickness. The flow properties over the BFS are resolved using RANS with k-w turbulence 
closure model by an open source CFD software, OpenFOAM. The reattachment length is found 
where the sign of the velocity near the bottom is switched from minus to plus behind the step 
and normalized by the step height hs. The wall shear stress rb over the bottom is also 
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measured numerically and presented as the skin friction c1 which is calculated as -2LO.SU5 
where U
0 
denotes the maximum streamwise velocity on the step edge.
Results 
It shows that the reattachment length tends to be a constant when the step angles is larger 
than 30° and it is no longer dependent on the Reynolds number as shown in Fig. 1. Based on 
the well calibrated simulation configuration, the wall shear stress distributions presented by 
skin friction (Ct) can be calculated and compared at various step angles. The results of the skin 
friction on the bottom reveal that the minimum skin friction occurs in the front of the 
reattachment point, where the skin friction value becomes zero, for all the step angles (10° ~ 
90°) as shown in Fig. l(b). In addition, it turned out the minimum value of the skin friction 
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Fig. 1. Comparison of the reattachment lengths between the results by RANS and the 
observation data (Ruck and Makiola, 1993) as a function of step angle for Re> 15,000, ER=2 (a), 
Mean skin friction as a function of the normalized distance for ER=2, Re=47000 (b) 
Conclusions 
The results of this study reveal that the reattachment length behind the step in BFS flow 
increases as the step angle and Reynolds number increase, and it converges to a constant 
length from a certain threshold value. The wall shear stress distribution on the bottom behind 
the step, presented by the skin friction, is calculated differently based on the different step 
angles. The minimum value of the skin friction is found larger as the step angle increases. 
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Development of Two-Dimensional River Flow Analysis Model 
Using Godunov's Scheme and TVD Limiter 
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Abstract 
Most natural disasters in Korea are water-related consequence. In particular, river flooding due 
to extreme rainfall occurs frequently, causing severe damages. In order to prevent and respond 
to such disasters in advance, it is very important to predict and interpret the flow of rivers. 
Current river flow analysis framework is mostly dependent on one-dimensional model because 
of its macroscopic capability to the long span including the main stream and tributaries. 
Although one-dimensional flow analysis model has an advantage in short calculation time, it 
cannot reflect the detailed topography in natural rivers accurately, and is also unable of 
predicting the varying flow phenomena along the transverse direction. Such being the case, 
two-dimensional flow analysis model is an alternative to analyze the detailed motion of water 
movement near the confluence or major rivers with wide width. In particular, wet and dry 
problems in natural rivers and rapid flows around structures are still challenging issues in two­
dimensional flow analysis. To solve this problem, we developed a two-dimensional flow model 
using the Godunov scheme and the TVD limiter to obtain stable and accurate results. The flow 
rates were checked with the Riemann's solutions, and it provided reliable results in various 
discontinuous flow problems. 
Keywords: wet/dry; natural river; Godunov method; Riemann's problem; river flow 
Introduction 
Since the existing flow analysis should reflect river information of wide terrain, the flow 
analysis was performed through the one-dimensional flow analysis model. However, in the 
case of severe curvature of the river, such as the meandering river, the accuracy of the flow 
analysis is poor. Therefore, in order to solve this problem, a two-dimensional flow analysis 
model that reflects the actual river shape is necessary. In natural streams, shock waves 
generated by the collapse of dams and embankments can occur, and transition flow and 
hydraulic jump can occur due to separation of flow zones. In addition, various flow 
characteristics such as wet/dry problems and discontinuous flows due to the flood volume are 
challenging problems. To solve these problems, we applied the Godunov method, one of the 
Riemann's solutions, and the TVD limiter to provide stable and accurate results in the two­
dimensional river flow analysis modeling. 
Methods 
The shallow water equations, which can be obtained from the depth-averaged Reynolds 
equations, are known to be useful in interpreting shock waves in the river flow that can occur 
in natural phenomena. Consider the tow-dimensional shallow water equations 
Ut + F(U)x + G(U) y = S(U) (1) 
where the vectors of conserved variables and fluxes are 
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l • S = [ghSox � ghStx] (2) 
hv huv hv + 2
(gh ) ghS0y - ghStx 
We used the Godunov type finite volume method to solve the two-dimensional shallow water 
equation. Godunov's scheme is a conservative numerical scheme for solving Riemann problems 
at each inter-cell boundary (Toro, E. F., 1999). We applied the MUSCL scheme for second-order 
accuracy in terms of time and space, and used TVD methods to avoid the expected spurious 
oscillations (B. van Leer., 1985). 
Results 
We simulated the dam collapse experiment for verification of the flow analysis model 
(F raccarollo and Toro, 1995). Through this, it is possible to evaluate the model performance of 
capturing shock waves property, which included the numerical instability observed in the dry 
bed. In addition, the results of other studies and the results of the developed model were 
compared, and as a result, it was confirmed that the shock waves generated at the time of the 







Fig. 1. Flow depths by dam collapse problem (a) and comparisons with measurements (b). 
Conclusions 
This result shows that among the basic performances that the flow analysis model should have, 
it is possible to analyze shock waves occurring near the discontinuous region. However, in 
physical sense, various conditions such as irregular bed and external environment changes 
frequently occur. Therefore, in the future, more verifications and validations will be conducted 
to have the model equipped with robustness and generality. 
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Abstract 
Bifurcation is a morphological feature present in most of fluvial systems; where a river splits into 
two channels, each bearing a portion of the flow and sediments. Extensive theoretical studies of 
river bifurcations were performed to understand the nature of flow patterns at such diversions. 
Nevertheless, the complexity of the flow structure in the bifurcated channel has resulted in 
various constraints on physical experimentation, so computational modelling is required to 
investigate the phenomenon. The advantages of computational modelling compared with 
experimental research (e.g. simple variable control, reduced cost, optimize design condition etc.) 
are widely known. The great advancement of computer technologies and the exponential 
increase in power, memory storage and affordability of high-speed machines in the early 20th 
century led to evolution and wide application of numerical fluid flow simulations, generally 
referred to as Computational Fluid Dynamics {CFD). In this study, the open-channel flume with a 
lateral channel established by Momplot et al (2017) is modelled in Flow-3D. The original 
investigation on divided flow of equal widths as simulated in ANSYS Fluent and validated with 
velocity measurements. 
Keywords: Bifurcation, Open Channel Flow, CFD, Numerical modelling, Flow-3D, Ansys Fluent. 
Introduction 
Divided or bifurcated flow is very complex and highly three dimensional especially in the vicinity 
of the junction (Ramamurthy et al, 2007). The prediction of flow in open channel flow is 
extremely difficult because it is transient and turbulent, mostly occurring in irregular and curved 
geometry, and the elevation of the free surface varies with time (Kamel, llhem, Ali & Abdelbaki, 
2014). As such, physical experimentation is a rigid and unwieldly method to investigate open 
channel flow, and CFD is now preferred to simulate the fundamental physical equations that 
characterize flow in the channel. The aim of the present paper is two folds is to compare 
simulated streamwise velocities in the lateral channel of bifurcated open channel flows in Flow-
3D CFD model with measurements of Momplot et al. (2017) 
Methods 
The flume setup in Flow-3D CFD model replicates the work of Momplot et. al. (2017) as shown in 
Fig. 1. The inlet discharge was set at 0.004 m3s-1. The baffles were placed at the downstream 
ends of main and lateral channels at 0.098-m high to represent the outflow weirs of equal heights 
(Fig. 1). The numerical simulations are highly dependent on the computational domain size as 
well as grid point density and distribution. If not properly considered, they may affect the 
accuracy of the numerical result (Bonakdari, Kouyi & Wang, 2011). In this paper, three sets of 
mesh sizes {820,443 cells; 946,665 cells at refinement area; 1,014,300 cells) have been 
established to assess model sensitivity. The numerical simulations are performed using the CFD 
software Flow-3D. Three types of turbulence model (RNG turbulence model; k-e turbulence 
model; k-w turbulence model) are tested in this study based on the work of Momplot et al. {2017). 
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Fig. 1 Flume geometry setup in Flow-3D CFO model 
Results 
In this paper, the numerical modelling in Flow-3D is performed to investigate velocity distributions 
in the lateral channel at locations x/B=2.5 and the elevations at z=0.09m. Fig. 2a shows the results 
of Flow-3D simulations (velocities in the lateral channel) utilizing the three available turbulence 
models, as compared with 2D PIV measurements by Mom plot et al. {2017). For these model runs, 
the mesh size is fixed at 946,665 cells as refined within the bifurcation area. Fig. 2b portrays the 
comparison between measurements with Flow-3D results, using RNG turbulence model, for 
different mesh sizes. 
-0.055 
Fluid velocity magnitude (m/s) 
-0.005 0.045 0.095 0.145 
0 
0.195 
I Measurement point (Momplot et al., 2017)-+-RNG turbulence model 
Fluid velocity magnitude (m/s) 
-0.05 0 0.05 0.1 0.15 
I Measuremet point (Mom plot et al., 2017)-+-820,443 no of cells 
-+-k-e turbulence model -+-k-w turbulence model -+-946,665 no of cells -+-1,014,300 no of cells 
0.2 
Fig. 2. Comparison between the horizontal velocity result from measurement point in physical 
experimentation (Momplot, 2017) with Flow-3D CFD model utilizing different turbulence model (a) and 
different numbers of cells size (b), at x/8=2.5 and elevation z=0.09m. 
Conclusions 
This paper is aimed at comparing the measured and computed velocity distributions in the lateral 
channel of divided open channel flow based on the work of Momplot et al. {2017). The simulation 
results using Flow-3D agree quite well with experimental values observed previously. 
Therefore, the use of this CFO model is considered viable in the investigation of divided flows in 
open channels of equal widths. 
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Abstract 
The description of the flow in a plunge pool is complex and the flow patterns has great interest 
to better access the behaviour of the flow and its understanding. The use of 3D numerical 
model becomes common in hydraulic engineering and new physics can be taken into account. 
In this work, the velocity, pressure field, air and sediment concentration of the flow from a 
turbulent water flow falling from a horizontal structure, passing through the atmosphere and 
impinging into the plunge pool is investigated with OpenFOAM ®, using different solvers and 
different physics. 
Keywords: Jet, Plunge pool flow; Turbulence, Air entrainment, sediment, Open FOAM ® 
Introduction 
A coherent stream over a structure can detach and fall freely into a pool. The entire process is 
accompanied by a great deal of spray and aeration (Ervine and Falvey, 1987). The mechanisms 
can be divided into the following: (1) spreading of the jet (2) air entrainment by the entering jet, 
(3) diffusion in the pool, (4) impact on the pool bottom, and (S) recirculation of flow in the
plunge pool (Castillo and Carrillo, 2017). The influence and presence of air and sediment that
can be transported within the nappe and moving into the pool is not well understood and has a
great influence in the all process. A better knowledge of the air concentrations downstream of
a nappe flow case would be important to designers (Wood, 1991). This work presents different
solvers to describe the flow into a pool, and the detailed effects of the flow considering air and
sediment that can be described by the different solvers.
Methods 
The hydraulics of the jet was reproduced using OpenFOAM ®v.18.12 within interFoam solver 
(Carvalho et al., 2019), which considers a single set of Navier Stokes equations (1-2) for the 
fluids considered isothermal, incompressible and immiscible and an additional equation to 
describe the free-surface within Volume of Fluid (VOF) model (3). The turbulence was 
described within k-w SST Reynold's averaged Navier Stokes equation, which is known to be the 
best RANS modelling choice for predicting water elevation and velocity profiles. AirlnterFoam 
and SedlnterFoam solvers were developed from interFoam solver and are now applied to a 
flow (see Table 1) in order to take into account the air entrainment generated in spread and 
impinging into the water as sub-grid model (4), the sediments contained in the water in one 
way coupling (5) or both in multiphaseEulerFoam, which considers a set of Navier Stokes 
equations (1-2) for each flow. 
V·pv = 0
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Table 1. Geometric parameters of the flow. 
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All simulations (Fig. 1) show the flow leaving upstream structure, the trajectory in the air and 
entering into the pool, generating strong turbulence and multiphase flow. The velocity 
decreases when it penetrates the waterbed, but the main flow remains strong, pushing the 
water away. Part of the kinetic energy of the water is converted into pressure energy, which 
extends to the bottom. Air concentration field requires airlnterFoam or multiphaseEulerFoam 
solvers, being interFoam unable to describe air concentration correct distribution. Sediment 
suspension distribution require sedlnterFoam or multiphaseEulerFoam. Only 
multiphaseEulerFoam can describe spray formation and movement along the jet, which is 








Fig. 1. Stream over a structure, detaching and falling into a pool (a) interFoam (b) airlnterFoam, 
(c) sedlnterFoam and (d) multiphaseEulerFoam.
Conclusions 
Case study allows to conclude that all solvers based on RANS and VOF method are appropriate 
to evaluate flow, velocity and pressure field, mixing and energy dissipation in the plunge pool. 
Particular details require specific solvers. Comparisons of the different solver results show 
differences, in recirculating flow. 
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Abstract 
When two streams merge at a confluence, the flow after the confluence changes 
dynamically. These complex three-dimensional (3D) flow and turbulent processes around the 
confluence make the particular characteristics such as secondary currents and flow deflection, 
shear layer, and recirculation zone. Among the various factors that affect the flow 
characteristics at the confluences, the river bed discordance between the two streams is often 
caused by the dredging in the main stream for various purposes such as securing water depth 
for flood prevention, aggregate collection for construction material, etc. This study carries out 
3D numerical simulations of flow and scalar transport at 90-degree channel confluence by 
controlling the channel discordance and discharge ratio to explore its impact on hydrodynamics 
and pollutant transport. The river bed discordance ratio is defined as the ratio of the step 
height to the downstream water depth, and discharge ratio is ratio of branch channel flowrate 
to the main channel flowrate after the confluence. We resolve flow fields using 3D Reynolds­
averaged Navier-Stoke equations coupled with a SST k-w turbulence closure scheme. Typical 
cases of the velocity results are validated with laboratory experiment data, then the scalar 
transport for contaminant was simulated by combining the simulated velocity fields. With the 
fixed bed discordance ratio, as the discharge ratio increased, the influence of the tributary was 
getting bigger and the mixing of the contaminants introduced from the tributary was 
completed earlier in the shorter distance. In the case of a constant discharge ratio, the vertical 
flow in the falling direction became larger as the height of the step of the tributary increased. 
At the same time, since the velocity of the horizontal flow through the tributary also increased, 
mixing proceeded vigorously. When the bed discordance ratio was over 0.815, the pollutant 
coming from the tributary collided into the opposite bank of the mainstream, which 
accelerated transverse mixing. 
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The prediction of turbulent features of drainage channels covered 
by reed beds by using a Machine Learning approach 
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Abstract 
The main purpose of this work is the evaluation and the validation of predicted turbulent 
features induced by hydrodynamic interaction between rigid emergent reed beds and water 
flow at real scale obtained by employing a machine learning approach. The paramount dataset 
processed in this study was collected during six field experiments carried out in a vegetated 
reclamation channel under different scenarios of riparian vegetation management. In detail, 
Reynolds shear stresses and Turbulent Kinetic Energy were obtained by processing the 3D 
components of water flow velocity acquired by an acoustic Doppler velocimeter (ADV) at 100 
Hz, located at the vegetated channel's upstream cross section. The measuring grid was 
composed of 15 measuring points, distributed along 5 vertical lines. The experimental cross 
sectional distributions refers to three scenarios: (i) channel in a condition of total 
abandonment, with infesting reed beds in natural undisturbed conditions, (ii) a riparian 
vegetation management scenario of central riparian vegetation cleaning, with the presence of 
two side buffers of reed beds in undisturbed conditions and (iii) a condition of complete reed 
beds cleaning along the whole vegetated channel. The promising outcomes of this study 
represent an useful tool for the prediction of the effects of riparian vegetation in vegetated 
reclamation channels under colonized by such a widespread riparian specie as reed. 
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Abstract 
Recently, the frequency and intensity of local heavy rain tend to be increased due to climate 
change, and the increase of surface runoff due to urbanization (Increase of impermeable area) 
and lack of rain detention storage due to the development of lowland are expected to 
accelerate the serious damage caused by flooding. In addition, in the case of urban areas 
where rivers are located, the rise in the river water level causes backflow in the urban basin, 
which increases flood damage. Accordingly, the developing a real time prediction system of 
urban flooding must be necessary for quick and accurate response to risk of flooding 
emergency in urban area. We are develop an integrated flood prediction solution that 
combines real data, artificial intelligence and supercomputing technologies. Our solution 
consists of a rainfall prediction, 1-d pipe network prediction and 2-d inundation prediction 
systems, and each system is closely coupled. The rainfall is predicted by using artificial 
intelligence technology (ConvLSTM) based on radar and observation data of KMA during 2010-
2018. And, of the overflow in manhole and flowrate in the pipe is calculated by SWMM(Storm 
Water Management Model), that is developed by US EPA, and the 2-d flood prediction model 
used in our solution is 2DIS, which is finite difference inundation model based on 2-D shallow­
water equations. Our solution operates 8 times a day every 3 hours for the response of 
flooding in lncheon, South Korea, and flooding risk information produced by solution is 
provided in a 3D GIS environment. 
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Machine learning based spatio-temporal characterization of 
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Abstract 
Water eutrophication has become a global crisis on marine water quality and coastal 
environment since last century. The Harmful algal blooms (HABs) as the disastrous events in 
eutrophic waters have been reported frequently worldwide and caused acute damages on both 
local hydro-environment and aquaculture economy. In particular, enclosed sea waters are more 
vulnerable to be eutrophicated in that trapped wastewater, limited tide influence, slow water 
circulation and long water retention time. In order to mitigate potential HABs incidents, it is 
meaningful to accurately characterize and understand the relationship between algal growth 
dynamics and water quality evolution. 
However, to analyze the algal growth and evolution from a process-based perspective is 
extremely complicated due to the not well-understood theories, uncertainties of boundary 
conditions and high non-linearities in marine waters. In addition, spatial and temporal 
variations of hydrological conditions in enclosed sea are significant: the entrance portion is 
more affected by oceanic dynamics while the inner zone behaves more like an inland 
limnological system which makes the analysis of algal growth in enclosed sea areas more 
challenging. Recently, the machine learning (ML) method has been increasingly resorted to 
handle complex and uncertain problems such as water quality prediction. The advantages of 
robustness and no requirement of any prior knowledge regarding the dynamics and 
mechanism of HABs outbreak and evolution process demonstrate the great potential of ML for 
the HABs analysis. However, most of current ML-based studies focus on algal growth at single 
spot or several spots only, while few researches inspect the spatio-temporal variations of 
marine water quality for coastal environment management. 
In this study, the Tolo harbor in Hong Kong is taken as example, where is an almost landlocked 
sea area suffered from more than 30% HAB events occurred in Hong Kong, to analyze critical 
factors contributing to algal growth from spatio-temporal perspective based on two different 
ML methods. Specifically, Tolo Harbour is subdivided into three subzones namely the Inner 
Harbour, Buffer Zone and Tolo Channel. Considering the spatial variations on hydrological 
conditions, three monitored datasets for the past 30 years (spanning from 2008 to 2018) of 
different subzones (monitoring station TM3, TM6, TM8) are used for training and testing these 
ML models. The differences of significant variables contributing to algal growth among three 
subzones are discussed based on the results of the ML applications. Finally, the results of this 
study will be applied to understand, explain and analyze the water quality evolution process in 
this marine water region in Hong Kong. 
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Abstract 
Quick detection of algal blooms (i.e., high chlorophyll-a concentration) in freshwaters is 
imperative for effective monitoring of spatial water quality distribution in the context of 
ecological health and assessment. With the recent advancement of technology, satellite 
images have been deemed as practically useful tools to identify the spatial distribution of algal 
blooms. Our study aimed to predict chlorophyll-a concentrations using 13-band satellite 
images derived from Sentinel-2 (spatial resolution: 10m x 10 m, time interval: 5 days). In order 
to validate the values from the satellite images, we compared them with simultaneously 
observed chlorophyll-a concentrations based on fluorescence measurement. The goal of this 
study is to improve the accuracy of predictions induced from satellite images. The analytical 
techniques (multiple linear regression, decision-tree classifier, and artificial neural network) 
were comparatively evaluated. The results showed that artificial neural network exhibited the 
best performance among them, improving more than 37% accuracy compared to that of 
multiple linear regression. In the end, it was successful to create algal bloom maps using a new 
algorithm to analyze spatial algae management. 
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Abstract 
Machine learning (ML) techniques are transforming daily lives, industries, and various 
scientific/engineering disciplines in the recent decade. This review paper investigated three 
types of ML applied to three different water resources engineering problems: (1) real-time 
urban flood-inundation prediction (supervised learning); (2) drought impact factor analysis 
(unsupervised learning); and (3) real-time control of water distribution system pumps 
(reinforcement learning). In the first study, a surrogate modeling approach (meta-modelling) 
was presented for real-time prediction of urban flood-inundation. The surrogate modeling 
approximates the outputs of a system given the input data which are originally computed 
based on a set of system governing equations. In the second study, a framework based on 
principal component analysis (a dimensionality reduction method) was introduced to identify 
the critical drought impact factors among various hydrological and atmospheric variables. In 
the third study, water distribution system pump operation was optimized through deep 
reinforcement learning. Finally, this review paper summarizes potential research topics and 
directions with ML technique in water resources engineering. 
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Abstract 
Recently, interest in big data has been increasing both at home and abroad. The importance of 
using big data in the water resource field is being emphasized. Basic data related to water 
should be sufficient for water management. In recent years, for effective integrated water 
management in developed countries, a watershed management plan using big data is being 
attempted. In the case of Japan, watershed characteristics are identified using water 
environment data and social science data. A watershed management plan is prepared by 
analyzing the characteristics of the watershed in various ways. The water environment 
management plan in Korea is established based on the load, and there is a lack of variety of 
data. Each river has different characteristics. The Nakdong River basin consists of 22 mid­
watershed, and each mid-watershed has various problems and characteristics. Therefore, it is 
judged that a watershed management plan according to the characteristics of the watershed is 
necessary. This study aims to diagnose a watershed through a comprehensive analysis of the 
watershed using big data analysis. Use water-related indicators to assess your watershed. In 
addition, a visualization analysis, the characteristics of the basin's basic data and analyzes the 
basin characteristics based on big data analysis through the results to find a customized basin 
management plan. 
Keywords:Big Data; Visualization Analysis; Watershed characteristics; Watershed management; 
Methods 
In this study, Water environment big data was built for water quality analysis. For the purpose 
of collecting basic data, it is to lay the foundation for performing data mining analysis through 
the establishment of big data on the water environment. The list of data for the construction of 
big data can be classified into meteorological observations, watershed status, reservoirs, 
water/sluices, water quality, water ecosystem, pollution source status, sewerage, waterworks, 
and others (processing facility status and business status such as development projects). 
Finally, it is to explore customized water quality improvement measures such as visualization 
analysis, data model analysis, and numerical model analysis for integrated water management 
using big data information. 
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i ■port pandas as pd 
i ■port matplotlib,pyplot as pit 
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i ■port pandas as pd 
i■port mat plot I ib,pyplot as pit 
i■port seaborn as sns 
data = pd.read_csv("nakdong,csv", encoding='CP949') 
pit. figure(figsize=(l5, 15)) 
sns. set ( font_scal e= I . 5) 
sns,heatmap(data = data.corr(), annot=True, fmt = '.21', 
Ii new i dths=2.5, cmap='BI ues' l 
pl t. tit I e( 'Observation Correlation anal ysl s', si ze=20) 
pl t. show() 
Fig. 1. Visualization analysis source code using Python 
Results 
As a result of analyzing the middle areas of the Nakdong River basin using visualization analysis 
and basic data analysis, the characteristics of each middle area were different. BOD and T-P, 
which are the main water quality items, differed in the water quality items that affect each 
mid-zone. It can be used as basic data to prepare a management plan that additionally reflects 
the characteristics of the watershed from the existing river management plan. 
Fig. l. 
Conclusions 
The results of this study show that the establishing Nakdong River Integrated Water 
Management Big Data and presenting the technology to use Nakdong River water management 
big data analysis, the direction to establish an advanced water management system for the 
improvement of water quality in the Nakdong River basin can be suggested. Existing water 
management has a wide range of practical difficulties due to the diversification of subjects, but 
based on this project, the importance of integrated water management in the Nakdong River 
basin and the direction of practical and practical watershed management measures can be 
presented. 
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Multi-purpose decentralized rainwater management: 
Philosophy, theory and a case study 
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Abstract 
To overcome the climate crisis and to enhance the resilience of water infrastructure, a new 
water management paradigm is required. The new paradigm is based on the role and 
importance of rainwater which should be collected and used instead of draining. In this paper, 
the philosophy and theory of multipurpose rainwater management and a successful case study 
at Star City are presented. 
Keywords: Decentralized; Philosophy; Rainwater management; Star City 
Introduction 
The new trends of water management to overcome the climate crisis are suggested in the 
names of LID, SUDS, Sponge City, etc. in many countries including Korea. It is important to 
consider why and how we should do rainwater management as a water management 
philosophy. The theory should be developed for a micro-catchment hydrological system to 
design and operate it. Star City Rainwater Management System is discussed as a successful 
model of multi-purpose decentralized rainwater management. 
Philosophy 
The new water management paradigm is suggested to answer why and how we should do 
water management, and it is compared with the old water management paradigm. As a 
philosophy, we should do rainwater management: 
1) to consider rainwater as a resource instead of waste.
2) to collect and manage rainwater from the source before it is united and becomes strong.
3) to collect the upstream instead of downstream so that we can utilize the potential energy
before it is polluted
4) to use it multiple benefits instead of just draining it.
S) to do rainwater management as a social responsibility so that any development should
not alter the existing water status.
Theory 
Because the existing hydrological theory is developed for an area of large scale with a single 
purpose of flood mitigation, the control and mitigation at the endpoint are not possible. A new 
hydrological theory is developed from the knowledge and experience of existing hydrology 
which is to collect from a micro catchment, utilize for a multipurpose, and control it. Figure 1 
shows all different combinations for a micro-catchment hydrological system (Han and Nguyen, 
2019). 
The process at a small building rooftop can be described as an R-D model. By installing storage 
and utilization, it is possible to manage water for multiple purposes such as flood mitigation 
and water-saving which can be described as the R-S-U-D model. The way how to design and 
evaluate is published and software for easy application is available. 
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Fig. 1. Models of Micro-catchment Rainwater Management system 
The Star City RWHS in South Korea is a successful case that is designed to alleviate water­
related disasters. Star City is a large commercial/residential complex with four buildings, each 
having between 35 and 57 stories. The catchment area comprises 6,200m2 of four rooftop 
areas and 45,000m
2 
of terraces and gardens throughout the complex. The Star City RWHS has 
been in use since 2007 and the results show its great potential as a preparation/adaptation 
strategy for floods and droughts. It is equipped with 3000 m3 rainwater tanks with three tanks 
1000m3 each, with the function of flood mitigation, water conservation, and emergency{Han 
and Mun, 2011). Since then, the Rainwater system is still working successfully with the 
maintenance cost of less than 5 $ per year for each household. 
Conclusions 
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Fig. 2. Schematic Diagram of Star City Rainwater Management system 
To enhance resilience water infrastructure against the climate crisis, a new water paradigm of 
rainwater management is proposed. The philosophy and why and how to do water 
management should be considered as a new water paradigm. The hydrological theory of the 
micro catchment system is developed. The software to design and evaluate the multiple 
benefits of the rainwater management system is available. The new paradigm of rainwater 
management should be included in the (re)development of the city as a climate 
mitigation/adaptation strategy. 
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Abstract 
Multipurpose rainwater management (RWM) is drawing attention as a solution to climate crisis. 
In this study, performance indicators, criteria, and quantitative evaluation methods for various 
expected effects of RWM are proposed, and the performance of a RWM case applying a new 
RWM technology was evaluated. The resilience of the water cycle aspect of the existing water 
system was evaluated through the water balance analysis according to the rainfall scenario, 
and further, the analysis results of eight multi-value effects (MVE) were expressed in a rose 
diagram. It was found that water cycle improvement (WCI) and MVE were excellent as the 
RWM goals were achieved by type in small-scale watershed and connected to the nature-based 
solution (NBS)-type RWM facility. Using the method and results proposed in this study, it is 
possible to plan, design, and evaluate a multipurpose RWM system with high response to 
climate crisis. 
Keywords: Rainwater management (RWM), Climate crisis, Water cycle, Resilience 
Introduction 
Globally, climate crisis and urbanization have distorted the water circulation system (Singh et 
al., 2018). Increased discharge and rapid drainage increase the possibility of urban flooding, 
and the shortage of air and soil water due to reduction of infiltration and evapotranspiration 
has a great influence on urban heat islands and carbon generation (Hirabayashi et al., 2013). 
This distortion of the water cycle caused by climate crisis is a very complex water problem, 
leading to fire problems. Existing RWM methods still have limitations in solving various 
problems as the top priority is to control peak discharge. Therefore, a new concept of RWM 
technology is needed to overcome the limitations of existing RWM technology. 
Methods 
Positive Impact Development (PID) is a multi-purpose RWM technology that restores the water 
cycle before development, solves water problems or fire problems that have become difficult 
due to climate crisis, and improves the resilience of existing water management systems. The 
developed PID-RWMM (Rainwater Management Model) was used for water balance analysis 
and performance evaluation (Fig. 1). 
Long-term simulation 
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Fig. 1. Performance evaluation result of two types of RWM systems. 
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The water balance was analyzed by applying long-term real rainfall for an virtual area in Seoul. 
The resilience was evaluated through the analysis of the change in the improvement rate of 
water cycle according to the change in rainfall pattern. Furthermore, water saving, water 
independence, flood prevention, soil water recharge, air quality improvement, temperature 
reduction, energy saving, and carbon reduction (CR) were evaluated (Fig. 2). 
Results 
Resilience Multi-value effect (8) 
Water issue (4) Fire issue (4) 
WCI 
I(%) � �--1 
.& Watersaving l.f.::\ A
irquality 
.._, • W improvement 
B tf.9b. Water � Temperature e:re2 W, independence rate V reduction 
�A-(2-01-9)--B-(2-01-2)--C-(2-01-1)-) 4D Floodprevention Cj Energysaving 
Havy rain frequency(n=20lllll/h) increase @ Soil water recharge � Carbon Reduction
Fig. 2. Performance evaluation result of two types of RWM systems. 
As a result of water balance analysis by applying real rainfall in 2012, Case 1 (existing method) 
was 37.5% and Case 2 (PID) was 70%, showing an improvement of about 32.5%. In addition, 
when the rainfall pattern changes to adverse conditions, the amount of WCI change in Case 2 
was smaller than that in Case 1, which means that resilience is good as a response to climate 
crisis. In addition, as a result of MVE analysis, Case 2 was excellent in all items, and FP, WI, and 
AQ were particularly effective. This is judged to be the effect of case 2's NBS-based differential 
connection type design. That is, the superiority of PID technology was verified by comparing 
and analyzing the performance indicators proposed for the existing RWM system and the PID 
type RWM system. 
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Fig. 3. Performance evaluation result of two types of RWM systems 
Conclusions 
Using the new concept of PID technology and performance evaluation method proposed in this 
study, it is possible to plan, design, and evaluate a more eco-friendly and resilient RWM system 
to respond to climate crisis and improve water circulation. 
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Rainwater use efficiency and optimization of Seoul Botanic Park 
in South Korea 
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Abstract 
As a decentral RMF, rainwater is harvested and used as irrigation water for trees and green 
area in Botanic Park Seoul. The Rainwater harvesting system is composed of Catchment area 
7,570 m', Storage Tank 620m3, Use Tank, Pre -treatment facility and Tap water supply. Based on 
the water level change and the bottom area of storage tank of 177.14 m2 the used rainwater is 
about 10.72m3 per period. The storage volume of the Seoul Botanic Park seems to be smaller 
than needed for the suitable supply for the usage. Further research is underway for the 
optimization of facilities. 
Keywords: Rainwater use; Botanic park; water cycle; Optimization; Storage volume 
Introduction 
The Seoul Metropolitan Government implements a policy to minimize the impact on natural 
water circulation and water environment caused by development and expand decentral 
rainwater management facilities(dRMF) to secure sustainable water resources due to climate 
change. As a decentral RMF, rainwater is harvested and used as irrigation water for trees and 
green area in Botanic Park Seoul. The Monitoring tasks are under way to look at the current 
status of rainwater use amount and to find improvements for better efficiency of the system 
Methods 
Botanic Park Seoul is located at Magok-dong 812, Gangseo-gu, Seoul. The Rainwater 
harvesting system is composed of Catchment area 7,570 m', Storage Tank m3, Use Tank 
m3, Pre -treatment facility and Tap water supply(Fig.1). The water level is measured 
form 2020.07 to 2021.04. 
Tap Water Supply 
Fig. 1. The Rainwater harvesting system at the Botanic Park Seoul. 
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The water level change of the storage tank was measured during the monitoring period. The 
Fig. 2 shows, that the water level has changed due to storage and use of rainwater on time. The 
storage tank was filled with rainwater at the early rainy season already and had not any more 


























Fig. 2. The measured water level from20.07 to 21.01 
(b) 
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Rapid changes in water levels 
occur at specific times. 
Fig. 3 The measured water level by use from 20.09.15-09.17 
Table 1. Amount of used Rainwater 
periods 
Time water water 
Depth(m) 
(min) Level(m) level(m) 
9.15 06:30 ~ 9.15 07:08 38 2.429 2.371 0.058 
9.15 13:03 - 9.15 13:40 37 2.371 2.312 0.058 
9.15 20:06 - 9.15 20:44 38 2.312 2.253 0.057 
9.16 03:13 - 9.16 03:50 37 2.253 2.195 0.058 
9.16 08:59 - 9.16 09:48 49 2.195 2.119 0.076 










The stored rainwater was pumped approximately every six to seven hours, with an average 
depth of 0.058 m during about 38 minutes. Based on the water level change and the bottom 
area of storage tank of 177.14 m
2 




Rainwater harvesting system in the Seoul Botanic Park is actively operating. The efficiency of 
rainwater use facilities is greatly influenced by the mass balance between the catchment area, 
storage volume and usage amount. The storage volume of the Seoul Botanic Park seems to be 
smaller than needed for the suitable supply for the usage. Further research is underway for the 
optimization of facilities. 
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Abstract 
Rainwater harvesting (RWH) can be used as a tool to avert urban water crises. However, due to 
issues pertaining to the inconsistent harvested rainwater quality, RWH has been received 
poorly by the public. This study investigated cost-effective methods to improve the harvested 
rainwater quality using a lab-scale RWH tank system. The lab-scale tanks were retrofitted with 
different inlet/outlet configurations to assess their effect on bottom sediment re-suspension. 
The result showed more than 50% reduction in sediment re-suspension when tank was 
fabricated with a Hype inlet. When the initial water level was high, sediment re-suspension 
was low due to the cushioning effect. These results may be used to suggest design or 
modification recommendations for existing RWH tanks. 
Keywords: Rainwater Harvesting; sediment resuspension; particle separation; multiple tank 
systems 
Introduction 
Many researchers have reported poor harvested rainwater quality citing the high particulate 
matter concentrations in harvested rainwater quality (Simmons et al., 2001). Particulate matter 
can affect the subsequent treatment processes such as disinfection, thus they must be 
removed during treatment. As the storage time in RWH tanks are long, most of the particulate 
matter settles in the storage tank. As these settled particulate matter hold other contaminants 
such as heavy metals, resuspension of the sediment layer should be minimized. Magyar et al., 
2011 studied various inlet/outlet arrangements with a tank fabricated with an I-type inlet. 
Recently, many research suggest the use of Hype inlets, therefore, a comprehensive 
investigation is needed to assess the effect of inlet/outlet configurations when the tank is 
fabricated with a Hype inlet. This study aims to fill this research gap. 
Methods 
In this study, we fabricated a downscaled cylindrical acrylic tank with a diameter of 15 cm and a 
height of 20 cm. The height of the tank at 3 L was calculated (H) and outlets were made at 0.33 
H and 0.6 H. Three types of inlets (I, L, Hypes) with a 5 mm internal diameter were fabricated. 
The flow through the pipe under the flow rates considered in this study was turbulent (Re > 
4000), similar to what is observed in real-scale tanks. Then, one liter of 2 g/L of kaolin clay 
solution was introduced to the tank, after which the clay solution was left for 24 h to facilitate 
clay particle sedimentation. After 24 h, double-distilled water was introduced by a pump until 
the tank reached its full capacity of 3 L. The inlet/outlet configurations were varied, but the 
other parameters were kept constant, as described in Table 1. Turbidity was measured at 30 s 
intervals after the water was introduced to the system by collecting 25 ml water samples from 
the outlet at 0.33 H for 2 min. After the tank reached full capacity, suspended solids in the 
water column were measured. 
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Table 1. Specifications of the sediment resuspension experiments. 
Amount of 
Investigation Inlet type Inlet height/H Flow rate (L/min) 
Initial water Kaolin 
level/H settled for 
24 h (g) 
Inlet type I, L, J 0.25 1.5 0.33 2 
Inlet height J 0.1, 0.25, 0.5 1.5 0.33 2 
Flow rate J 0.25 1.5, 2, 2.5 0.33 2 
Initial water 
J 0.25 1.5 
0.33, 0.5, 2 
level 0.75 
Amount of 0.5, 1, 2 
bottom J 0.25 1.5 0.33 
sediment 
Results 
When the tank was fabricated with the Hype inlet, sediment resuspension was reduced by a 
factor greater than two (Figure 1). The initial rise in turbidity can be attributed to the 
resuspension of sediments due to the turbulence created by water influx. Under the I-type 
inlet, the sedimented particles get momentum as a result of collision with the incoming water 
mass that gives them sufficient energy to overcome gravitational forces. Under a Hype inlet 
such phenomena cannot be observed, because Hype inlets create upward flow conditions. 
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Fig. 1. Turbidity variations and distribution of kaolin mass according to inlet type. 
Conclusions 
The results of this study show that Hype inlets are much suited for reducing particle 
resuspension. Further, the study demonstrated that flow velocities need controlling by 
selecting a pipe diameter considering the self-cleaning velocity as well. We did not investigate 
the effect of the geometry of the tank on sediment resuspension, therefore, further studies in 
that direction is recommended. 
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Sustainable RFD (Rainwater for Drinking) System 
for rural Health Care Facilities (HCF) 
: A Case Study at Ly Nhan HCF in Vietnam 
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Abstract 
Drinking water supply issue is critical in rural areas in Vietnam. Rainwater for Drinking {RFD) 
system was installed at the rural health care center in Vietnam to deal with the drinking water 
issues. Local materials and labor were employed for the system installation and an educated 
local manager was employed. For a better and sustainable system, water quality and water 
quantity were periodically examined by the manager. By this careful monitoring, users can 
drink safe treated water which meets Vietnam and WHO drinking water quality standards. All 
monitoring datasets are shared on an online platform to achieve reliable system management. 
RFD system applicability for rural health care centers was convinced. The expansion of the RFD 
system will contribute to solving the drinking water issue for better public health and dedicate 
it to the achievement of the sustainable development goal 6. 
Keywords: rainwater for drinking, safe drinking water, SDG 6, health care center, developing 
countries, Vietnam 
Introduction 
Rural areas in Vietnam struggles with water contamination and low water supply rate issues. 
Advanced drinking water supply system is hard to be extended to remote areas. The drinking 
water resource is normally bottled water purchased from the city which is expensive compared 
to the income of residents. With its higher annual precipitation rate in Vietnam than the global 
average, rainwater is a viable solution concerning its safety as a drinking water resource. 
Therefore, WASAT {Water and Sanitation Appropriate Technology) Center conducted a pilot 
project at a rural health care center in Vietnam. We herein aimed to install an RFD system and 
identify its stability and sustainability as an appropriate drinking water supply system. 
Methods 
The case study site is LyNhan HCF (Health Care Facility) in a rural area of Vietnam which was 
designed to supply water for more than 300 users in the HCF every day. To examine its 
sustainability, water quality and quantity were monitored periodically to discover maintenance 
issues and derive proper solutions. Also, a data-sharing platform was designed and system 
managers were educated. 
Results 
Water quantity test results show that maintenance failure, no water day, and water 
consumption fluctuation issues are revealed. Careful maintenance is required. By water usage 
tracking based on water level and water meter, rapid water usage can be controlled by 
alarming the excessive water usage and announce not to waste the water, and prevent the no­
water day occurrence. Water quality test results show that some abnormal TDS, EC data were 
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examined and some parameters did not meet the microbial standard. By prompt tank cleaning 
and UV filter change, water quality can be convinced. 
Local RFD manager conducted the monitoring and data was collected on the online platform. 
Responsibility inspiration was achieved by the education for managers and open-data access to 
the whole project team. Triple-checking was conducted by the local manager and Korean 
researcher that led to accurate data compilation. Base on that, a reliable archive is completed. 
Conclusions 
Rainwater for Drinking System was installed in rural HCF in Vietnam as a viable solution for 
drinking water issues. Water quality was stable and outbroken issues were directly solved. 
Stable water quantity will be secured by careful management by RFD managers and users. Also, 
a sense of ownership is inspired by open access to monitoring data and advanced education 
about the system. The RFD system in rural areas requires proper design and installation 
depending on the site. By careful maintenance, the sustainability of the RFD system will be 
achieved. Ultimately, safe drinking water can be supplied for the public health of HCF users. 
Water Quality 
Rural Health Care Facility{Ly Nhan HCF) Sustainable Rainwater for Drinking (RFD) System 
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Abstract 
In order to reduce energy consumption and emission of greenhouse gases, the unused 
energies such as hydrothermal energy and recycled energy (e.g., sewage heat, incineration 
heat) have recently gaining interest to scientists and politicians. Among them, sewage heat is 
very close to the consumer and exists in a place with high energy density in the city, so its 
availability is higher than that of other unused energy sources. In this study, temperatures of 
sewage influent and effluent were measured in real time to evaluate its availability as a heat 
source in the metropolitan cities in Korea. Risk factors that can cause corrosion and scale in 
heat pump and heat exchanger operations were measured. Furthermore, a feasibility of waste 
heat recovery from sewage was discussed with consideration of economic and politic aspects. 
Keywords: Sewage heat; Unused energy; Carbon neutral; Sewage characteristics; Benefit/cost 
analysis 
Introduction 
In order to cope with the emission of greenhouse gases caused by the excessive use of fossil 
fuels and the resulting climate change, various countries, including Korea, are implementing 
policies to convert fossil fuels into de-fossil fuels. In Korea, de-fossil fuels are being actively 
promoted in various fields ranging from electricity generation to transportation. However, no 
active changes have been observed in the heating and cooling sectors, which account for a 
significant portion of the final energy consumption compared to the electricity generation and 
transportation sectors. In this situation, interest in unused energy such as sewage heat, which 
was not used in the past due to lack of technology and lack of awareness, is increasing. In this 
study, the feasibility of waste heat recovery from sewage in cities was evaluated. 
Methods 
Using temperature sensors, the temperatures of the influent and effluent of the sewage 
treatment facility were measured in real time (10 min intervals). In addition, sewage samples 
were collected, and analyzed for pH, electrical conductivity, hardness, chloride, sulfate, and M­
alkalinity. 
Results 
As a result of real-time measurement of sewage temperatures for 3 months, it was confirmed 
that the temperature fluctuation range was very low compared to air temperature, exhibiting a 
distribution of about 10 to 25 °C. In the meantime, the concentrations of ammonium ions, and 
M-alkalinity were relatively high in untreated sewage (influent), indicating that there is a
possibility of causing a corrosion and/or scale in the evaporator of the heat pump when the
sewage influent was directly used.
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Fig. 1. Time series data (10 min intervals) of temperature for the effluent of sewage treatment plant. 
Table 1. Sewage quality analysis results for evaluating the appropriate operability of heat pump and heat 
exchanger. 
Classification Influent Effluent 
Standard for cooling water 
management 
pH 6.9 7.0 6.5-8.0 
Electric conductivity (µS/cm) 965 799 S800 
Hardness (mg-CaCOiL) 139 130 :,; 150 
Chloride (mg/L) 126 121 :,; 200 
Sulfate (mg/L) 71.1 80.3 :,; 200 
M-alkalinity (mg-CaC03iL) 182 75 :,; 200 
Conclusions 
It was demonstrated that the temperature characteristics of sewage were suitable for heat 
recovery and utilization in urban areas owing to their low variability compared to the ambient 
air temperature. When the sewage influent was directly used in the heat pump, the necessity 
of some water treatment was confirmed to avoid the corrosion and/or scale, based on cooling 
water quality standards. In the case of sewage effluent, it seems that additional treatment is 
not required. 
Acknowledgement 
This work was supported by the Korea Ministry of Environment (MOE) as Waste to Energy­
Recycling Human Resource Development Project. 
S2 Session I 287 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea






Department of Environment Science & Biotechnology, Jeonju University, Jeonju 55069, Korea 
*Corresponding: cmchung@jj.ac.kr
Abstract 
In this work, the combined coagulation/flocculation (CF), membrane bioreactor (MBR), reverse 
osmosis (RO) and biological activated carbon (BAC) processes were sequentially applied in pilot 
scale, to reuse a semiconductor wastewater as the feed of ultrapure water (UPW) production 
facility. The combined CF and MBR were found to be appropriate pretreatment method to 
minimize the potential fouling in the following RO unit. Upon the pretreatment, the dominant 
foulants on the RO membrane surface were organic compounds which could be effectively 
removed by chemicals-in-place based on mixed sulfuric/citric acid. While almost complete 
rejection of ionic species was observed in the RO unit, liquid chromatography with organic 
carbon detector revealed that more than 21% of the remaining total organic carbon (TOC) 
could be removed by the BAC treatment. The TOC concentration in the final effluent was 
averaged to 49 ppb to satisfy the criteria to feed the UPW facility. 
Keywords: Water reuse; coagulation; membrane bioreactor; reverse osmosis; biological 
activated carbon; ultrapure water 
Introduction 
Over the last decade, water reclamation and reuse are getting more popular in local 
communities and industries for an efficient utilization of limited, high-quality fresh water 
supplies (Hsu et al., 2009). Wastewater from semiconductor manufacturing facilities, one of the 
major industries with high water demands, could be a representative example to carry high 
loading contaminants both in quantity and concentrations. The semiconductor manufacturing 
facilities normally receive the industrial water from public or own potable water supply plants, 
for ultrapure water (UPW) production, cooling, and sanitary purposes. Nevertheless, recently 
increasing costs both for water supply and central wastewater treatment have forced internal 
wastewater reclamation and reuse as a sustainable maintenance strategy. The aim of this study 
was to investigate the technological feasibility of a pilot-scale four-stage wastewater treatment 
system for reclamation of the fluoride-rich inorganic wastewater, the primary semiconductor 
wastewater in generation rate. The four-stage system included coagulation/flocculation, 
membrane bioreactor (MBR) units as best available pretreatment practices to remove fluoride 
ions and organic compounds, respectively (Brik et al., 2006). After the pretreatment, scale 
formation and fouling on the RO membranes can be alleviated to prolong the operation(life) 
time of the RO membrane. The effluent from the MBR was introduced into the followed by RO 
units, while a biological activated carbon (BAC) unit was employed as the post-treatment. 
Methods 
Figure 1 illustrates the schematic diagram of the pilot-scale four-stage wastewater treatment 
system to generate feed water for UPW production. The treatment capacity of each stage was 
different to utilize the existing treatment processes. 
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Our pilot-scale four-stage system was operated for more than 210 days (August 2016 to March 
2017). Table 1 shows the maximum concentrations of major water quality of treated water 
after each treatment unit in the four-stage recycle system. 
Wastewater 
(Inorganic) 



















Table 1. Maximum concentrations of treated water after each treatment unit in the four-stage recycle 
system. 
Unit Influent Stage 1 Stage 2 Stage 3 Stage 4 
pH 2.8 8.9 7.2 6.5 7.9 
Conductivity µs/cm 5,660.0 1,001.0 1,042.0 47.8 85.4 
TOC µg/L 5,248 5,140 1,309 62 49 
Methanol µg/L 748 33 6 5 
Ethanol µg/L 1,290 13 4 <l 
TN mg/L 17.8 16.7 15.4 2.8 4.3 
T-P mg/L 2.0 1.5 0.31 0.20 0.20 
F mg/L 608.0 18.9 12.3 4.9 4.9 
Ca
2+ 
mg/L 0.5 176.0 178.0 0.3 0.3 
Mg
2+ 
mg/L 0.1 8.3 8.4 0.02 0.02 
T-Si mg/L 17.9 19.7 20.0 0.4 0.4 
Conclusions 
In this study, a four-stage wastewater treatment system with coagulation/flocculation, MBR, 
RO, and BAC unit process was evaluated to reuse a fluoride-rich inorganic semiconductor 
wastewater for UPW production. Significant amounts of organic/inorganic compounds were 
removed through coagulation/flocculation and MBR units. The MBR effluent met the water 
quality requirement for RO feed. In addition, pretreatment by coagulation/flocculation and 
MBR could be appropriate method to minimize the RO membrane fouling. In particular, a pH 
control during the biological treatment (MBR) was found to significantly alleviate the RO 
membrane fouling. Upon the pretreatment, the dominant foulants on RO membrane surface 
were organic deposits which could be effectively removed by chemical cleaning of H2SO4• LC­
OCD measurements revealed that more than 21% of the remaining TOC can be further 
removed by BAC post-treatment. The final effluent fully satisfied the criteria for UPW water 
quality. Our four-stage wastewater treatment system should be more competitive upon 
upcoming increases in public cost for water supply and wastewater treatment along with 
stricter environmental regulations. 
References 
Brik, M., Schoeberl, P., Chamam, B., Braun, R. and Fuchs, W. (2006) Advanced treatment of 
textile wastewater towards reuse using a membrane bioreactor. Process Biochemistry 41(8), 
1751-1757. 
Hsu, Y.-L., Wu, H.-2., Ye, M.-H., Chen, J.-P., Huang, H.-L. and Lin, P.H.-P. (2009) An industrial-scale 
biodegradation system for volatile organics contaminated wastewater from semiconductor 
manufacturing process. Journal of the Taiwan Institute of Chemical Engineers 40(1), 70-76. 
S2 Session I 289 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
Stochastic approaches for risk and resilience of groundwater systems 
under uncertainty 
Jinwoo Im• 
Sonny Astani Department of Civil and Environmental Engineering, University of Southern California 
*Corresponding: jinwooim@usc.edu
Abstract 
Uncertainty is ubiquitous in risk analysis associated with groundwater contamination. Risk 
predictions are subject to uncertainty due to our inability to fully characterize the subsurface 
environment at all relevant scales and our lack of knowledge of all underlying physical-bio­
chemical processes occurring (which lead to biases in predictions and error in model 
conceptualization). To tackle this challenge, computationally efficient stochastic methods are 
needed. In this talk, we will provide an overview of a series of stochastic based methods that 
are aimed to 1) compute the uncertainty associated in risk analysis and 2) improve our 
fundamental understanding of the underlying physics of a given physical attribute in the 
subsurface environment. This talk is divided into 3 parts. We start by illustrating the 
importance of coupling hydrological and public health models to improve the estimation of 
aquifer resilience and reliability in the presence of emerging contaminants. Second, we make 
use of recent developments in genetic programming to show how the combined use of data 
and prior knowledge of the physics involved can be used to identify the governing equations of 
a given system. We illustrate the performance of the genetic programming method in a series 
of problems relevant to the subsurface environment such as soil moisture dynamics and solute 
transport. Finally, we propose an innovative method that allows to incorporate block scale 
multi-mass transfer fluxes in random walk particle tracking. Each of the 3 objectives of this talk 
has its own research question in order: What are potential health risks from emerging 
contaminants in heterogenous aquifers? How could the measured data be incorporated into 
the process of establishing governing equations for hydrogeological systems? How could the 
solute transport in groundwater achieve an accurate but still computationally efficient multi­
rate mass transfer between mobile and immobile phases? Addressing these fundamental 
questions is key to better support the decision-making process in the groundwater risk 
management. 
Keywords: Health risk; Resilience; Uncertainty; Monte Carlo simulation; Genetic Programming; 
Random Walk Particle Tracking 
Introduction 
It is a challenging issue to assess the human health risks and the aquifer resilience under the 
contamination of groundwater systems. Under limited resources to characterize 
heterogeneous subsurface systems and complex contaminant toxicity, there is uncertainty in 
contaminant transport modeling in aquifers and health risk estimation at an environmentally 
sensitive location. In order to achieve reliable risk and resilience assessment, several stochastic 
approaches (i.e., Monte Carlo simulation (MC), Genetic Programming (GP), and Random Walk 
Particle Tracking (RWPT)) are utilized in this study. 
Methods 
1) MC simulation is used to investigate the impact of the interplay between two sources
of uncertainty in risk and resilience predictions associated with Bisphenol A (BPA).
These two sources of uncertainty are: (1) hydraulic conductivity heterogeneity and (2)
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2) GP is employed to identify the structure of the governing equation in subsurface
system models from measured data. GP is a stochastic optimization approach that aims
to optimize programs through evolutionary processes in consecutive generations for a
specific task. Based on GP, the system identification method, named by GPfSI, is
developed to discover governing differential equations from the data measured from
multi-physics systems (e.g., hydrogeological systems).
3) On the basis of a previously developed GPU-based RWPT method (Rizzo et al., 2019),
the new method, named by PAR2MT, is developed to incorporate multi-rate mass
transfer of contaminants between mobile and immobile phases. PAR2MT performs the
parallel computation of mass transfer rates based on the grid block, which allows to
describe more accurate mass transfer phenomena than the computation based on the
whole gird in the previous methods.
Results 
1) Our results highlight that the magnitude and uncertainty of the aquifer resilience due
to BPA vary in a non-trivial manner with the heterogeneity of the conductivity field (Im
et al., 2020). We also show that the functional shape of the BPA dose-response model
is critical in risk management.
2) GPfSI is successfully demonstrated by identifying the canonical reference system
models from the given data (Im et al., 2021). In addition, it suggests simple models (i.e.,
single ordinary differential equations) for the data from the complex lumped-element
model and finds accurate models for the column experiment data by capturing tailing
effects.
3) PAR2MT results show that the contaminant transport from block-based mass transfer
exhibits more non-Fickian behaviors than from gird-based mass transfer, delaying late
arrival times of solute at the control plane. Furthermore, by performing PAR2MT with
different levels of aquifer heterogeneity, it is found that the aquifer heterogeneity
dictates contaminant transport behaviors over mass transfer properties as the level of
the aquifer heterogeneity increases.
Conclusions 
The investigations carried out in this presentation provide the numerical tools that could be 
employed to assess the risks and resilience of groundwater systems under uncertainty in a 
robust manner. The results of these approaches will be solid grounds for decision-making 
process in the site investigation and management. 
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Development and application of a polar organic chemical integrative 
sampler (POCIS) for monitoring micropollutants in a drinking water 
treatment plant 
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Abstract 
Passive sampling has been known as one of the monitoring methods because it overcomes low 
detection limits of micropollutants in the environment and presents a representative 
concentration value through long-term monitoring. In this study, a passive sampler, polar 
organic compound integrative sampler (POCIS), is applied to monitor micropollutants in a 
drinking water treatment plant with a cage to protect the sampler that is designed to prevent 
hydrological effects, thereby verifying reliability to minimize effects caused by a flow 
fluctuation. Three per- and polyfluoroalkyl substances (PFASs), which are currently being 
studied worldwide, is targeted. To derive a sampling rate and check the accuracy of the passing 
sampler, the concentration change scenarios are set. Appling it to the drinking water treatment 
plant to confirm and verify its applicability. It is expected to be capable of improved operation 
in drinking water treatment plants. 
Keywords: Passive sampling; Micropollutants; Water quality monitoring; Time-weighted 
average concentration; Sampling rate 
Introduction 
A monitoring of micropollutants in water is a crucial issue to protect human health and 
environment. Among various micropollutants, PFASs have been often detected in drinking 
water and potentially have high risks to humans and environment at trace levels. A 
conventional monitoring method (grab sampling) only gives a one-time concentration. 
Moreover, this method is costly and required to go through a complex multi-step for pre­
treatment. A passive sampling can provide a time-weighted average concentration (CrwA) 
without maintenance, supervision and power supply. POCIS as a passive sampler is often 
employed for monitoring for a wide range of polar substances. However, a monitoring of PFAS 
using POCIS in drinking water treatment plant has rarely studied due to lack of adequate 
monitoring technique and lack of drinking water legislation related to PFASs. This study aims at 
developing a field applicable passive sampling method using POCIS for PFASs in drinking water 
treatment plant. 
Methods 
POCIS with Oasis HLB as a sorbent is employed as a diffusive passive sampler for three 
commonly detected PFASs (PFOS, PFOA, and PFHxS). Oasis HLB is inserted into two PES 
membrane like a sandwich, and they are fixed between stainless steel rings. A calibration 
experiment in a laboratory is designed for the improvement of accuracy of sampling rate (Rs) 
based on concentration change scenario shown in Table 1. After the experiment, the 
membrane and sorbent are separated and eluted with methanol. The extracts are analyzed 
using liquid chromatography-tandem mass spectrometry (LC-MS/MS). 
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A calibration experiment in a laboratory is performed by analyzing a decreasing concentration 
of PFASs in water for 28 days. As a result, a sampling rate, a key factor in passive sampling, is 
obtained via equation (1). This ensures that CrwA and POCIS acts as a kinetic sampler showing a 
linear uptake kinetic for an appropriate deployment period (t112; the half of the equilibrium 




The concentration change scenarios will be done as three different concentration changes for 
10 days to confirm whether it is calculating the exact CrwA from the derived sampling rate, and 
the expected results are as follows. 
Table 1. The expected results of concentration change scenario experiments 








period period period 
1 100 µg/L 5 day 500 µg/L 3 day 200 µg/L 2 day 240 µg/L 
2 200 µg/L 2day 100 µg/L 5 day 500 µg/L 3 day 240 µg/L 
3 500 µg/L 3day 200 µg/L 2 day 100 µg/L 5 day 240 µg/L 
The corresponding results demonstrate that POCIS has accuracy and reliability in response to 
changes in concentrations of PFASs in drinking water treatment plants. Finally, we will validate 
an applicability and reliability in field by designing a sampler cage that can ignore the 
fluctuation of flow causing negative effects to sampler. It is anticipated that the passive 
sampling contributes to manage the risk of PFAS to human and the drinking water treatment 
plant economically. 
Calibration 








a cage for sampler 
Fig. 1 Scheme of overall study 
Application 
in drinking water treatment plant 
This research has been performed as Project No D-T-001 and supported by Korea Water 
Resources Corporation (K-water). 
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Oxidation of aldehydes found in finished recycled wastewater 
with heterogeneous transition metal catalysts and dissolved oxygen 
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Abstract 
The shortage of California drinking water sources has recently drawn attention to the use of 
recycled wastewater. A recent study has documented the presence of carbonyl compounds in 
final recycled water effluent that went through multiple advanced treatment processes. We 
applied heterogeneous catalysts of Pt/C to perform kinetic and isotope label experiments for 
optimizing aldehydes oxidation conditions and identifying the reaction mechanism. The results 
show that formaldehyde was oxidized most efficiently, producing formic acid with nearly 100 % 
mass balance. Other single chain aldehydes were also oxidized in drinking water treatment 
conditions. An 18O-isotope experiment revealed that both dissolved oxygen and water 
incorporated into the products. This study highlights application of heterogenous catalyst for 
oxidizing low weight molecules in finished recycled wastewater. 
Keywords: Heterogeneous catalyst; Aldehyde oxidation; Potable water reuse; 
Introduction 
Treated wastewater is expanding as a source of potable water given that current resources are 
decreasing due to population growth and extended periods of drought. Advanced oxidation 
processes following reverse osmosis can remove most trace organic compounds present in the 
treated wastewater. However, low molecular weight compounds have been detected in 
finished recycled wastewater. A recent study identified carbonyl compounds, including single 
chain saturated and unsaturated aldehydes, as accounting for more than 30% of dissolved 
organic matter found, and it is concerning given that these aldehydes are classified as probable 
human carcinogens. Heterogeneous catalysts have been widely studied to oxidize aldehydes for 
synthetic purposes and in air. In this study, we aim to identify kinetics of aqueous aldehyde 
oxidation using molecular oxygen as the terminal electron acceptor, by applying heterogeneous 
catalysts under mild conditions, and determine the role of the oxygen by performing isotope­
labeling experiments. 
Methods 
For kinetic experiments, six single-chain-saturated aldehydes and one single-chain-unsaturated 
aldehyde were chosen as oxidation targets: formaldehyde, acetaldehyde, propionaldehyde, 
butyraldehyde, pentanal, hexanal and crotonaldehyde. After suspending heterogeneous Pt/C 
catalysts in a buffer solution, each aldehyde was injected in the reactor to initiate the oxidation 
of aldehydes. Aliquots were extracted periodically and filtered with a syringe filter (0.2 µM, 
PTFE). Organic compounds in the sample were derivatized by either 2,4-Dinitrophenylhydrazine 
(2,4-DNPH) or 4-Bromo-N-methylbenzylamine (4-BNMA) coupled with 1-Ethyl-3-(3-
dimethylaminopropyl)carbodiimide (EDC) to facilitate quantitative analysis of reactants and 
products via high resolution HPLC-MS/MS (Figure 1). Dissolved oxygen concentration was 
measured by modified Winkler method. 




,A,. ------ / ' 
R OH 4-BNMA H I ,.:;; 
Carboxylic acid 
Br 
Figure 1. Derivatization of aldehydes with 2,4-DNPH and carboxylic acids with 4-BNMA coupled with EDC. 
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For isotope-label experiment, 18O-labeled water (H/8O) was utilized to track the oxygen atoms 
during the reaction process. The mixture of Pt/C, water, and reactant in 2 ml HPLC vials were 
then stirred for 2 ½ hours and filtered through a 0.2 µm syringe filter, and all derivatizing 
procedures were kept the same. 
Results 
The kinetic experiments show that formaldehyde was oxidized the fastest, with a first-order 
observed rate constant of 5.86 h-1 (± 0.20 h-1, triplicate), corresponding to a half-life of 7.1 
minutes. From acetaldehyde to butyraldehyde, the oxidation rate increased as the length of the 
chain increased: 1.70 h-1 for acetaldehyde, 1.95 h-1 for propionaldehyde and 2.74 h-1 for 
butyraldehyde. However, aldehydes with longer chains than butyraldehyde showed no 
difference in the reaction rate (ANOVA, p>0.05): 2.39 h-1 for pentanal and 2.65 h-1 for hexanal. 
The reaction profile of acetaldehyde oxidation at a higher initial concentration shows that 
molecular oxygen is consumed during the aldehyde oxidation process and eventually depleted, 
stopping aldehyde oxidation. This proves that the molecular oxygen in aqueous solution plays an 
important role in aldehyde oxidation, consuming one oxygen molecule to oxidize 3.80 aldehyde 
molecules. 
The isotope-label experiment indicated that oxygen atom in carbonyl group of butyraldehyde 
was exchanged with 180 in water within 5 min, producing geminal dial. It was oxidized into its 
corresponding carboxylic acid inserting oxygen atom from either dissolved oxygen or water. 
From these results, it is expected that aldehyde oxidation reacts through two different 
pathways and is still under study. 
Conclusions 
This study suggests that single-chain aldehydes were oxidized to carboxylic acids with 
heterogeneous catalyst under drinking water treatment conditions. As understanding the 
reaction mechanism with heterogeneous catalysts is important for improving the transformation 
of aliphatic aldehydes, isotope experiment proved that oxygen atoms from molecular oxygen 
and water incorporate into carboxylic acids. For the overall reaction, dissolved oxygen plays an 
essential role for oxidizing those aldehydes when applying the heterogeneous catalyst. 
Significant research remains to be done optimizing catalyst composition for reducing the cost of 
producing the heterogeneous catalyst. 
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Abstract 
Providing access to clean water is one of grand challenges for engineering identified by the U.S.
National Academy of Engineering as well as one of the UN's Sustainable development Goals
(SDGs). In many developed countries, reclaiming and reusing water from a variety of sources
including previously-used domestic and industrial water has been considered to be a
potentially important alternative to existing water supplies that can enhance sustainability and
resilience of water management, especially in urban areas. This presentation will cover
examples of sensor technologies developed for detection of emerging contaminants in water
and how sensor technologies can potentially contribute to data collection and management of
water quality in cities. 
Keywords: Non-Fickian transport; River; Meander; Flow recirculation; Secondary flow
Introduction 
Water quality sensor technologies can play an important role in smart water management in
urban areas because of its ease of use and applicability for autonomous data collection.
However, most water quality sensor technologies developed up to date focus on basic
parameters such as pH and total dissolved solids. Only limited sensor technologies are available
for detection of emerging contaminants (e.g., pharmaceutical and personal care products,
disinfection byproducts, and perfluorinated compounds), which are detected in urban and
natural water sources. There is a need to develop a sensor that can selectively and efficiently
detect these emerging contaminants.
Methods 
As the part of this presentation, a DNA-aptamer based sensor has been developed for
detection of perfluorinated alkyl substances (PFAS). Briefly, the aptamer has been selected via
in vitro selection (also known as SELEX). The selected aptamer has been modified to have a
fluorophore and a quencher. When a target compound (i.e., PFAS) binds to the aptamer, the
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Binding affinity of the selected aptamer to various PFAS compounds listed in Table above were 
investigated and binding mechanisms were elucidated using a series of characterization 
techniques including nuclear magnetic resonance (NMR) and circular dichroism (CD). 
Results 
The aptamer showed high binding affinity to PFOA, PFHpA and PFHxS and poor binding affinity 
to sodium formate, PFPeA, PFNA, and PFOS. Results suggest that the aptamer is selective 
towards perfluoroalkyl carbons with carbon length of 6 to 7 and functional group (-COOH, -
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Fig. 1. Aptamer binding to PFAS compounds and Sodium formate. 
Conclusions 
The results of this study show that the selected aptamer can be utilized for detection of one of 
important emerging contaminants, PFAS. Furthermore, the study shows the importance of 
development of water quality sensor technologies for their application in water quality data 
collection, which is very important component for smart water management in future cities. 
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The development of the drone operation platform for river survey 
and monitoring 
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Abstract 
The demand for river monitoring and river topography survey is increasing recently in Korea, 
therefore the necessity for technology development using drone survey have escalated. To 
follow these changes, a drone operation platform is being developed for smart river 
management including river survey and monitoring, which is based on bathymetric LiDAR and 
hyperspectral image utilization. For the utilization of the drone operation platform, a graphic 
user interface will be implemented in the software for the platform managers and users. Also 
the measured data will be analyzed quasi real-time to be used as initial conditions for the flow 
and contaminant transport models. This will lead to the development of a system estimating 
river information for the river operation and management. 
Keywords: drone operation platform, river monitoring, river survey, bathymetric LiDAR; 
hyperspectral image 
Introduction 
Climate change in the Korean peninsula have caused the river configuration and environment 
to change, but the current established river data have its limits in reflecting the latest up-to­
date information leading to low accuracy in estimating environmental changes. Therefore, the 
demand for river monitoring and river topography survey is increasing recently in Korea, and 
the necessity for technology development using drone survey have escalated. The river 
management paradigm is currently changing due to development of state-of-the-art 
technology such as drones, so the transfer to smart river management using these 
technological improvements is progressing. To follow these changes, a drone operation 
platform is being developed for smart river management including river survey and monitoring, 
which is based on bathymetric LiDAR and hyperspectral image utilization. 
Methods 
The development of the drone operation platform will enable frequent and periodical river 
surveys, which will enhance the response to flood damage and repairs in flood seasons. Also, 
the regular surveys will facilitate data acquisition for continuous river changes for accurate 
measured data. Since the river environment is changing rapidly, prediction of river data using 
conventionally measured data will not be able to guarantee accuracy; frequent measurements 
in flood seasons will improve data usage for modeling and other river management related 
activities. 
For the utilization of the drone operation platform, a graphic user interface will be 
implemented in the software for the platform managers and users. A system that displays the 
data processing results as well as the drone operating aerial map is needed, which will be 
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connected to the river database including the riverside facilities. Also the measured data will be 
analyzed quasi real-time to be used as initial conditions for the flow and contaminant transport 
models. This will lead to the development of a system estimating river information for the river 
operation and management. Further development and cost decrease of tech and equipment 
will later result in data modeling using the elaborate data acquired using the LiDAR and 
hyperspectral cameras. 
Results 
The continuous research will lead to the development of a system estimating river information 
for the river operation and management. The bathymetric LiDAR using red and green dual 
lasers are being developed for the accurate detection of the river bathymetry as well as the 
water depth. The RGB and hyperspectral images will be processed using optimized band ratio 
analysis and support vector machine tech to acquire data such as velocity, water depth, 
sediment concentration in the river. Then the acquired data using drones will be sent to the 
drone platform with the database and server, which can be processed into spatial riverine data. 
The spatial riverine data will undergo another data process sequence where the modeling for 
flow and water quality will be conducted for the estimation to river environment change. 
Drone Operation Platform 










Fig. 1. Diagram of the drone operation platform. 
The development of the drone operation platform will enable frequent and periodical river 
surveys, which will facilitate the acquisition of quasi real time data for modeling and estimation 
to the changes to the environment. The former riverine database based on point and lateral 
surveys will be expanded into full two-dimensional data across the river which can be used for 
high quality river flow and water quality modeling. Using the technology that is being 
developed in this research will increase the possibility for real-time customized data for the 
river management, researchers and public users. 
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Creation of a digital twin using LiDAR point cloud and high-resolution 
imagery acquired in river basins 
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Abstract 
A river-customized digital twin can be utilized for monitoring the object changes and predicting 
the object movements in river basins. This research proposes the process for designing a river­
customized digital twin using the LiDAR point cloud and the high-resolution imagery acquired 
in the selected river basins through the following steps. In the first step, the LiDAR point cloud 
located under the water surface were manually removed. Then, the digital surface model (DSM) 
was generated from the given LiDAR point cloud by using the interpolation method. Next, the 
high-resolution imagery were integrated with the generated DSM to produce the initial river­
customized digital twin. In future research, the additional datasets such as the real-time water 
quality data would be integrated to produce the advanced river-customized digital twin. 
Keywords: Digital twin; LiDAR point cloud; High-resolution imagery; River basin 
Introduction 
A digital twin is defined as "a virtual representation of an object or system that spans its 
lifecycle, is updated from real-time data, and uses simulation, machine learning and reasoning 
to help decision-making" {IBM, 2021). Creation of a digital twin in river basins is important for 
virtually representing the objects in river basins with the real-time information. This research 
proposed an efficient methodology for creating the river-customized digital twin using the 
high-resolution imagery and LiDAR point cloud acquired in the river basins. 
Methods 
First of all, the water areas were extracted from the given high-resolution imagery by using the 
artificial intelligence technique {Fig. 1). 
- :Land
0 !Cl) 200m 
A 1111 : Water
Fig. 1. Process showing the extraction of water areas from the given high-resolution imagery by using the 
artificial intelligence technique. 
Then, the LiDAR points located under the water surface were manually removed the 
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given LiDAR point cloud. Next, the digital surface model (DSM) was generated from the 
given LiDAR point cloud by using the triangulated irregular network (TIN) interpolation 
(Fig. 2). 
Fig. 2. Process showing the generation of the DSM from the given LiDAR point cloud by using the TIN 
interpolation. 
Finally, the initial river-customized digital twin was generated by integrating between the high­
resolution imagery and the generated DSM (Fig. 3). 
Fig. 3. Initial river-customized digital twin was generated by integrating between the high-resolution 
imagery and the generated DSM. 
Conclusions 
In this research, the initial river-customized digital twin was generated by integrating between 
the given high-resolution imagery and the DSM generated using the LiDAR point cloud acquired 
in the river basins. In future research, the additional datasets such as the real-time water 
quality data would be integrated to produce the advanced river-customized digital twin. 
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Abstract 
Fluvial bathymetry is one of the most important measurable factors in research on river 
environments. Spatially distributed water-depth information is vital to studies in fluvial 
geomorphology and stream ecology and plays a central role in many river management 
applications, particularly those that involve in-stream habitat assessments, which are time­
consuming and often limited in spatial scale for high-resolution surveys. Among the remote­
sensing techniques, this study shed highlights on bathymetric survey driven by UAV-based 
hyperspectral image for very shallow small stream to identify ripples and dunes. The 
technique developed in this study produces basic data that are useful for periodic 
investigation of bed variations and research on rivers and overcomes the technical limitations 
of classical in-situ bathymetric measurement, which forms the basis of the conventional river 
topography measurement technology and reduces the time and monitoring cost. The 
developed technique took advantage of the correlation between the spectral characteristics 
and the water depth using hyperspectral images measured by a UAV, which provides the final 
2D representation of the spatial distribution of depths based on the hyperspectral images. 
We also developed and implemented an algorithm for finding the optimal band ratio to 
derive the optimal correlation between the optimal band ratio and the depth using the 
reflectance of hyperspectral images collected by a hyperspectral sensor mounted in a UAV. 
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Development and Application of HDM-2D F 
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Abstract 
In recent years, there are more concerns for flood due to the increased localized downpour and 
surcharged rainwater discharged from sewage collection system. The fundamental causes of 
the increase of urban flooding are the climate change and intensive urbanization. Existing 
researches on the urban flood prediction have been conducted to analyze either the river 
inundation or inland flooding, or simply add up the individual inundation elements to elucidate 
comprehensive flood phenomena. This research conducted a series of analysis examining the 
results of individual flooding and simultaneous flooding. The result revealed that the 
simultaneous flooding can consider the weighted influence of the flood damages. 
Keywords: HDM-2DF; river inundation; inland flooding; comprehensive flooding 
Introduction 
Among the various environmental disasters, flood is the most common hazard all around the 
world. The main reasons for this are the extensive and far-ranging geographical formation of 
river, low-lying residence in coastal and riparian zone and human settlement to secure the 
surface and groundwater resources. Prevalent studies on the urban flood modelling have been 
attempted to analyze either the river inundation or inland flooding, or simply add up the 
individual inundation elements to route comprehensive flood phenomena. However, this 
approach does not consider the physical flooding mechanism correctly and thereby 
overestimating the flood damage, which causes excessive design and waste of financial 
resources and human labors. Researches on the analysis of inundation in urban areas have 
been implemented through various ways, and the results were compared with actual 
inundation data. A series of modeling experiments revealed that multiple sources of flooding 
must be considered simultaneously and that comprehensive flooding simulations are 
necessary. This research developed a 2D numerical model for predicting hydrodynamic 
behavior of complex flooding, and implemented a quantitative analysis of flooded area and 
flow velocity compared with single type flooding simulation results. 
Description of Model 
In this study, HDM-2D, a general purpose two-dimensional surface water flow model that can 
simulate channel flows (Song et al., 2012; Seo and Song, 2012), was extended and entitled as 
HDM-2DF (Kim et al., 2018). The model is capable of flood simulation incorporating multiple 
sources of inundation such as river inundation and inland flooding. In modeling aspect, the 
river inundation is activated by assigning internal anomaly boundary condition and 
discontinuous initial conditions while the inland flooding can be successfully implemented by 
external mass reflector. 
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The typhoon Maemi caused severe damages in September, 2003, and the Masan free trade 
zone located in southern part of South Korea is selected as target region. The area of the target 
region was bounded as 210,000 m
2 
among the Masan free trade zone including the ocean in 
the south and Sanho River in the west. As presented in Fig. 1, the finite element mesh was 
generated with 36,669 nodes and 42,300 elements. Every building within the target area was 
included in mesh layout because buildings cab disturb the runoff of flow. Due to the river 
inundation and inland flooding during the period of the typhoon Maemi, the riparian zone as 
well as the coastal area was seriously submerged as shown in Fig. l(b) and (c). After detailed 
analysis, it was founded that the results by simultaneous flooding gave the inundation depth 
increased from 20.4% to 63.6% and the flow velocity from 10.5 % to 81.7 % compared to the 
single flood simulation. 
(a) 
oep111· 0.29 0.57 o.ae 1.1, 1.•s t.71 2.00 
(b) (c) 
Fig. 1. Mesh layout and results: (a) mesh generation, (b) flood depth and (c) inundation velocity 
Conclusions 
This research conducted a series of analysis examining the results of individual flooding and 
simultaneous flooding. The result revealed that the simultaneous flooding can consider the 
weighted influence of the flood damages. A software suite for analysis of surface water flow 
and transport entitled RAMS+ (ver. 1.0) was released as of Feb. 5th, 2021 to interface the 
solvers including HDM-2DF and CTM-2D-TX with the pre- and post-processor. Anyone who has 
interest can visit http://ramsplus.net and download the experience version. 
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Abstract 
The SIV(Surface Image Velocimetry) was developed to measure flow velocity field using image 
process technology, and a method of discharge calculation from the surface velocity is required 
to measure river discharge. In this study, discharge calculation for the surface velocity was 
analyzed for the purpose of examining the applicability of the SIV. 3 CCTV cameras for SIV were 
installed at the test bed to verify surface velocity and discharge calculated by IVM and VPM. In 
order to analyze applicability of discharge calculation using surface velocity measured by SIV, 
index velocity data at various range of flow were collected and we also conducted individual 
measurements. Based on the results, the relationship between index velocity(surface velocity) 
with mean velocity was developed and parameters for VPM were determined to calculate 
discharge. The discharge calculated by two methods were compared with result by H-ADCP 
measurement data and H-Q rating curve. 
Keywords: Surface velocity; SIV; IVM; VPM 
Introduction 
Until now, as a method of using velocity measured from a fixedly installed velocity meter to 
estimate mean velocity, the index velocity method(IVM) and velocity profile method(VPM) are 
most widely used, and these are commonly used to calculate discharge for H-ADCP 
measurement. IVM calculates discharge by using the relationship between index velocity 
measured by H-ADCP and mean velocity from individual discharge measurements in various 
ranges. The VPM estimates discharge by theoretical velocity profile of open channel, index 
velocity is used to determine parameters of velocity profile. The Most important thing in these 
methods is that maximum velocity or velocity measured at core flow of the channel is the best 
index velocity. Because it is very difficult and expensive to install H-ADCP at the core flow area, 
if the maximum velocity could be measured using non-contact surface velocity meter such as 
SIV(Surface Image Velocimetry), it will be the most efficient method to measure discharge 
continuously, because they can measure surface velocity field. Therefore, in order to examine 
the applicability calculate discharge from surface velocity, 3 CCTV cameras for SIV were 
installed at test bed and 3 types discharge calculation methods including surface velocity 
factor(k=0.85) were applied to calculate discharge. 
Methods 
SIV calculates the surface velocity of the flow using the cross-correlation method from the 
analysis of the distribution of grey-level intensity in IA(interrogation area)(Raffel et al., 2000). 
The displacement is determined by matching the IA in first image with highest correlation with 
the IA within SA(searching area) in the next image. Correlation coefficient for grey scale 
intensity of IA can be calculated by Eq. (1) and the velocity is calculated by dividing the 
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Figure 1. Surface velocity calculation by SIV(Kim et al., 2013) 
Results 
In this study, surface velocity field measured by SIV was used to calculate the discharge using k­
factor, IVM and VPM. In k-factor method, the discharge was calculated by med-section area 
method using surface velocity and area of each section in flow section area and mean velocity 
was calculated by multiplying the surface velocity by k=0.85. In IVM, the relationship between 
the mean velocity and index velocity was developed using the surface velocity as the index and 
the discharge was calculated from this index rating. The VPM estimates discharge by 
Chiu(1988)'s non-dimensional 2-D velocity distribution based on the entropy, the surface 
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(c) VPM
3 types of methods were applied to calculate the discharge using the surface velocity measure 
by SIV and relative error of k-factor, IVM and VPM with result by H-Q rating were 16.6.8%(min 
2.3 and max 34.8%), 7.8%(min 0.04 and max 31.0%) and 11.63%(min 0.9 and max 42.9%) 
respectively. The maximum difference was found at low flow condition under 0.5m/s. 
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Abstract 
In this study, the characteristics of long-term bed elevation changes according to the gate 
opening were analyzed using HEC-RAS of the Geum River. The study area is 130.47 km from the 
downstream of Daecheong Dam to the estuary bank of Geum River. In 2012, three weir were 
installed in Geum River due to Four-River project. Currently, Sejong weir is dismantled, Gongju 
weir is partially dismantled, and Baekje weir is open all the time. The HEC-RAS program, a one­
dimension numerical analysis model, was used to predict long-term bed elevation change and 
model was constructed under the gate opening condition. Model verification was conducted 
from 2015 to 2019, and long-term bed elevation change was simulated for 10 years. If accurate 
data can be collected through continuous monitoring in the future, it is expected to produce 
more reliable results. 
Keywords: Gate, Geum River, long-term bed elevation change, HEC-RAS, Sedimentation 
Introduction 
Bed elevation change in river is the rising and falling of the river bed due to the difference in 
sediment load. The factors causing bed elevation changes in streams are classified into natural 
and artificial factors. First, natural factors include floods or heavy rain, and artificial factors 
include in-steam installation such as dam, weir, and dredging. Specially, the artificial factors 
have a great influence on bed elevation changes. The in-stream installation blocks flow and 
sediment load and causes sediment deposition in the upstream of the in-stream installation. 
The sediment deposition in river results the problems such as rising flood level, lowering 
capacity of river, and reducing stability of the in-stream installation. This sediment deposition 
occurs over a long period of time. Therefore, prediction of long-term bed elevation change in 
river is essential for river planning and maintaining. 
Methods 
Long-term bed elevation change was simulated using HEC-RAS, a one-dimensional numerical 
analysis model. The HEC-RAS program can calculate the amount of similar transfer taking into 
account the particle size distribution, and calculate the composition ratio of bed soil through 
simulation of classification phenomenon (USACE, 2016). The flow is calculated using the quasi­
rectification model, and the bed fluctuation is calculated using the Exners equation. 
(1) 
Results 
The simulation was conducted under the condition of no gate for 130.47 km from Daecheong 
Dam to the estuary of the Geum River. The simulation was conducted with the water gate 
removed from the input data. It was confirmed that sedimentation proceeded in all sections, 
and erosion occurred at the confluence of Garn stream and Miho stream. 
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The model was constructed using the HEC-RAS program for the 130.47 km section from 
Daecheong Dam to estuary bank of the Geum River, and the bed elevation change 
analysis was performed as gate open condition. Prediction of bed elevation change 
requires comparison with verifiable survey results, but has a limitation of simple 
prediction due to the absence of data. However, the simulation was conducted under 
similar conditions (w/o gate) in which Sejong weir is dismantled, Gongju weir is 
partially dismantled, and Baekje weir is always open. In the future, if accurate data can 
be collected through continuous monitoring, it is expected that more reliable results 
can be derived. 
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Abstract 
In this study, the characteristics of bed elevation changes according to the gate opening were 
analyzed using HEC-RAS of the Nakdong River. The study area is 292.37 km from the 
downstream of Gudam bridge to the Nakdong estuary of the Nakdong River. The HEC-RAS 
program, a 1D numerical analysis model, was used to simulate bed elevation change. The 
simulations were performed in two scenarios from 2017 to 2019. Scenario 1 was constructed 
under the condition of fully opened gate, and scenario 2 was constructed under the conditions 
of gate installation. As a result of the simulation, it was confirmed that under the conditions of 
scenario 1, deposition occurred in most sections of Hapcheon-Changnyeong weir "' 
Changnyeong-Haman weir (about 40 km). In addition, it was predicted that the flow including 
the sediments in the main stream of the Nakdong River was not interrupted by the weir 
structure and continuously changed the river bed. 
Keywords: Bed elevation change, Gate, HEC-RAS, Nakdong River, Sedimentation 
Introduction 
In Korea, a total of 16 new multi-functional weirs and large-scale dredging have been 
implemented through the Four Major Rivers Project, which was carried out with the aim of 
efficient water management centered on national rivers and improving river flooding capacity. 
Rapid anthropogenic changes in rivers due to dredging have a significant effect on the erosion 
and sedimentation of the riverbed. This greatly changes the flow characteristics of the original 
river due to the rapid change of the river topography. The eight multifunctional weirs installed 
in the Nakdong River are divided into fixed weirs and movable weirs, and the opening of the 
gate is expected to have a great influence on the fluctuations of the riverbed. However, in 
Korea, there have been studies on the change of riverbed due to the opening of gate, but few 
cases have reviewed the impact of the gate operation. 
Methods 
The input data of the HEC-RAS model include topography, flow, water level, particle size 
distribution, and sediment data. In this study, topographic data (BAI report, 2018) that was 
conducted for river surveys on the Nakdong River in 2017 was used, and in the weir gate 
opening scenario model, two sections from Banbyeon stream to the Gangjeong Goryeong weir 
and Gangjeong Goryeong weir to the estuary bank. In addition, the simulation was conducted 
with the sluice gate removed in accordance with the gate opening scenario. 
Results 
The results of the bed elevation changes according to Scenario 1 and Scenario 2 from January 1, 
2017 to December 31, 2019. Scenario 1 result in the upstream section (Gudam bridge "' 
Gangjeong Goryeong weir) showed that the maximum +2.55 m bed elevation was raised and 
the -3.35 m bed elevation was lowered. The simulation results of the upstream section of 
Scenario 2 were predicted as +2.54 m sedimentation and -4.37 m erosion. The result of 
scenario 1 in the downstream section (Gangjeong Goryeong weir "' Estuary Bank) showed that 
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the maximum +7.08 m bed elevation was deposited and the -4.85 m bed elevation was eroded. 
As a result of scenario 2, a maximum +4.68 m bed elevation was deposited and a -3.88 m bed 
elevation was eroded. 
-- initiol(2017) 
-- w/ogate(2019) 
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Fig. 2. Bed elevation change in downstream by scenario 
Conclusions 
The model was constructed using the HEC-RAS program for the 292.37 km section from Gudam 
Bridge to the estuary bank of the Nakdong River, and the bed elevation change analysis was 
performed for two scenarios. Scenario 1 is the condition of the full opening of the gate (w/o 
gate) and Scenario 2 is the condition of the gate installation (with gate). Prediction of bed 
elevation change requires comparison with verifiable survey results, but has an academic 
limitation of simple prediction due to the absence of data. However, it can be judged that it has 
undergone a certain degree of verification procedure because it is composed identically to the 
model boundary conditions of the existing research report. In the future, if accurate data can 
be collected through continuous monitoring, it is expected that more reliable results can be 
derived. 
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Abstract 
Recently, with the implementation of the Special Act on Safety and Maintenance of Facilities 
and the Framework Act on Sustainable Infrastructure Management (Infrastructure 
Management Act), The system of facility safety management is being changed from the 
existing safety-oriented management system to performance-oriented and proactive 
maintenance system. In particular, the current government intends to establish a smart 
safety management system through the digitalization of aging national infrastructure by 
establishing the "Korean version of New Deal" policy. Accordingly, in the case of land 
structures, digitalization is actively carried out by utilizing the latest technologies such as 
drones and video matching technologies. On the other hand, underwater structures are still 
dependent on divers for underwater inspections. Therefore, this study developed ROV for 
dam inspection to acquire digital data of underwater structures and conducted research on 
underwater image matching technology to expand its usability. The research results are also 
actively used for underwater inspections of dams and other underwater structures. 
Keywords: Underwater Structures, ROV, Underwater Inspection, Safety Maintenance 
Introduction 
Currently, Korea is seeing a rapid increase in SOCs, which have been more than 30 years since 
the completion of construction. In particular, water infrastructure facilities, such as dams, river 
facilities, and harbors that are adjacent to water, are relatively aging, and maintenance is 
urgently needed. It was necessary to strengthen the maintenance function of old facilities 
because it was highly likely that the aging of the SOC would be adversely affected not only in 
terms of safety problems but also in terms of maintenance of the facilities, resulting in huge 
budget waste. Thus, the government amended the Facility Safety Act in 2018 and enacted the 
Infrastructure Management Act in 2020 to realize efficient maintenance by introducing the 
asset management concept. However, the inspection of underwater structures has problems 
such as the risk of human accidents and the limitations of the scope of the survey, as the safety 
management of the water infrastructure relies on a diving survey. Therefore, in order to 
overcome these problems, the research team developed a K-water_ROV 01 in the first year. We 
further developed K-water_ROV 02 & 03 to improve its usage performance and validate it's the 
performance. It also presented a manual to operate the ROV. We also studied techniques to 
improve underwater images and to correct geometric distortions. Studies have also been 
conducted on convergence techniques using SLAM and SfM technologies. 
Development and utilize of ROV 
In this study, a small ROV weighing less than 20kg was developed as shown in Fig. 1 with 
various functions such as water depth maintenance, direction maintenance, posture 
maintenance, 4K-class video, and close-up of the survey surface. The ROVs are equipped with a 
multi-beam sonar for ROV operation and a USBL system for underwater location of ROV 
tracking. Currently, K-water is actively used to inspect conditions such as concrete damage, 
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rock erosion, etc. and water leaks by utilizing ROV for various underwater structures such as 
water circulation systems, water solar facilities, multi-function beams, and sediment sites. 
Fig. 1. Developed ROV and (a) K-water_ROV 01, (b) K-water_ROV 02, and (c) K-water_ROV 03. 
Fig. 2. Underwater structure by ROVand (a) Dam, (b) water circulation system, (c) floating solar power plant, (d) 
multi-function weir, and (e) sediment sites. 
Fig. 3. Underwater Inspection and (a) concrete damage, (b) rock erosion, (c) scour of plunge pool, and (d) 
leakage investigating by milk spray. 
Convergence of underwater images 
Visualization of underwater image information is as important as the development of ROV for 
underwater investigation and inspection of river facilities such as dams. In the case of 
underwater facilities, it is difficult to clearly specify the location of the damaged area because it 
is not possible to secure enough vision due to high turbidity problems. To solve these problems, 
K-water has developed and validated pre-processing techniques to improve the consistency
performance of underwater images obtained from ROV. The pre-processing technology, which
corrects color distortion caused by refraction of light in water and geometric distortion present
inside the camera, has been developed to match underwater images. Based on these
technologies, K-water currently has the technology to combine parts of its underwater facilities
and model them in three dimensions.
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Abstract 
The river levee must be resistant to surface erosion by water flow because it locates near the 
river. This study proposes an eco-friendly biopolymer, which is known to increase the shear 
strength of soil, as a material for enhancing surface erosion resistance of levee surface. An 
erosion function apparatus (EFA) equipped with P-wave reflection equipment was used to 
evaluate the surface erosion resistance of river sand treated with various types of biopolymers, 
including xanthan gum, starch. The experimental results showed that the biopolymer 
treatment showed a significant improvement in the erosion curves and the critical shear stress 
of the river sand. Especially, starch modified by glycerin showed the most efficient 
improvement in surface resistance. 
Keywords: Levee; Erosion; Biopolymer-based soil treatment (BPST); River-sand; Sustainability 
Introduction 
River levee surface erosion occurs when the shear stress caused by flowing water exceeds the 
critical shear strength of the soil. Surface erosion caused severe damage to levee structures 
such as watergates, drainage pipes, and levee bodies. Biopolymers have been studied 
extensively to improve soil strength (Chang et al., 2015) sustainably. Xanthan gum and dextran 
biopolymers have shown their potential to connect soil particles, increase viscosity, and reduce 
permeability to prevent soil surface erosion (Kwon et al., 2020). Furthermore, crosslinking of 
various biopolymers has been studied to provide higher mechanical properties (Reddy et al., 
2015). However, the effect of crosslinked biopolymers on surface erosion mitigation is still 
unknown. This study investigates the effect of crosslinked biopolymers on the surface erosion 
of river sand. Erosion function apparatus (EFA) is used to measure the surface erosion of 
various crosslinked biopolymers. The erosion rate was obtained based on the P-wave reflection 
monitoring. 
Materials and Methods 
The Nak-Dong river-sand was sampled in the KICT Andong experimental center, located near 
the Nak-Dong River, in Andong, Korea. The river sand was classified as poorly graded sand (SP), 
of which the coefficient of uniformity was 3.24, and the coefficient of curvature was 0.89. 
Two different types of crosslinked biopolymers (i.e., xanthan gum (XG)-starch (ST), starch (ST)­
glycerin (G)) are adopted for this study, and two different biopolymer content is chosen for 
soils treated with xanthan gum modified starch. The detailed explanations about the 
biopolymers used are summarized in table 1. 
The erosion rate of 1 mm extruded soil surface at various flow velocities (0.12 - 4.50 m/s) was 
measured using the P-wave reflection monitoring installed on EFA. The sample tube was placed 
on the EFA plate and pushed up by a pneumatic piston. Then, soils were saturated by steady 
water flow. After the saturation process, 1 mm of soil surface was extruded into the flowing 
water. During the experimental procedures, the eroded height was monitored using the P-wave 
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Table 1. Basic properties of soil specimen 
Treatment Water content [%] 
Untreated 17 










Figure la shows the change in the erosion rate as the shear stress changes. The untreated soil 
was eroded by more than 10 mm/hr even at a shear stress of 0.1 Pa. In contrast, biopolymer 
treatment significantly improved the shear resistance of soils owing to increased particle 
bonding, shear strength, and prevention of water infiltration by the pore-clogging. The critical 
shear stress (Fig. lb), related to soil contact, particle size, and forces between particles, 
increased with biopolymer treatment. In particular, starch modified with glycerin had the 
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Fig. 1. Relationship between biopolymer types and (a) erosion curve and (b) critical shear stress. 
Conclusions 
In this study, a surface erosion experiment was performed using an EFA with P-wave reflections. 
Biopolymers have been shown to enhance the erosion resistance of soils through 1) increased 
particle-to-particle contact, 2) increased viscosity, and 3) pore-clogging effects. Crosslinking of 
biopolymers reduces the solubility of biopolymers in water, improving soil erosion resistance to 
the flowing water. Therefore, the results have shown that the stress required to initiate soil 
erosion increased up to 500 times. The result of this study has demonstrated the potential of 
biopolymer crosslinking for the river levee surface stabilization. 
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Development of an algorithm for outlier detection processing of water 
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Abstract 
Water level data collected with frequently used ultrasonic sensors for water level monitoring in 
rivers include the data dispersion and outliers due to moving water surface. Since the outliers 
have a significant deviation and frequently occur, it is necessary to use the robust estimator for 
accurate detection processing. In this study, an algorithm for statistical processing of outliers 
and data dispersion in water level data measured by ultrasonic sensors was presented. The 
algorithm consists of the outlier removal process based on the modified Z-scores method and 
the smoothing process of EWMA. 
Keywords: Modified Z-score; Outlier Detection; Robust Filtering; Ultrasonic Sensor; Water Level 
Measurement 
Introduction 
Ultrasonic sensors have advantages on cost and installation location over conventional water 
level measurement methods such as the stilling well and float system (Kruger et al., 2016). 
However, various environmental factors related to the location of the ultrasonic sensors and 
water surface flow can lead to abnormal data by irregular ultrasonic signals. There is no 
statistical significance for these outliers. The data also include dispersion by random errors of 
about 20-50 mm due to water surface waves. The purpose of this study is to present a 
generalized statistical process algorithm for detecting and eliminating outliers in water level 
data measured by ultrasonic sensors and smoothing them to reduce the variance caused by 
random errors. A Modified Z-scores method was used to evaluate deviations based on Median 
Absolute Deviation (MAD) as a statistical technique for detecting outliers. Using the 
exponentially weighted moving average (EWMA) method, the smoothing process was applied 
to reduce the data dispersion. 
Methods 
The Modified Z-score method, based on the robust estimator MAD that is insensitive to 
deviations, was used to detect outliers. When the data set was given as X={x11 x21 • • ·, Xn}, the 
Modified Z-score, M; is defined as follows: 
lxi - Med(X)I Mi = MADN(X) < p (1) 
where Med(X) is a median value of the data set X, MADN(X) is a normalized MAD, which is 
defined as MADN(X) = MAD(X)/0.6745, and 8 is a rejection criterion. The MADN(X) corresponds 
to the standard deviation of the normal distribution for the center location of the data 
estimated by the sample median. lglewicz and Hoaglin (1993) suggested the rejection criterion, 
8 = 3.5, based on the results of a simulation that used pseudo-normal observations. 
Even with all of the outliers being removed, approximately 2 cm of data dispersion occurs due 
to water waves. If a constant water level is repeatedly measured under the same conditions at 
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short intervals using an ultrasonic sensor, a normal distribution is formed by the observed 
value due to random error, excluding outliers. The EWMA method can be used to smooth 
short-term variations of data. EWMA can also reflect higher weight in recent data, making it 
suitable for monitoring the change of water level data. The EWMA exponentially reduces the 
weighting factors of older data, as shown in Eq. (2), when the data set is listed as a sequence 
for time t (Brown, 1963): 
(1) 
where a shows the decreasing degree of weighting as a smoothing constant factor, with a 
range of 0<a::;1. 
Results 
The developed algorithm was applied to outlier detection and smoothing of four water level 
data sets measured in the stream-scale experimental channel for two weeks. Each data set 
consists of about 70,000 water level data, with a maximum level change of 2 m during the 
measurement. Approximately 5 % of outliers were detected when the rejection criterion, 6, 
was 3.5, and the standard deviation of around 84.9 % decreased when the smoothing constant 
factor, a, was 1.0. Figure 1 shows the difference in the degree of dispersion and the mean value 
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Fig. 1. Comparison of raw data, outlier removal result, and smoothing result of water level data 
measured by ultrasonic sensor (a) 14/09 11:16 to 14/09 11:31; (b) 14/09 11:28 to 14/09 11:31. 
Conclusions 
This work presents an algorithm for outlier removal and smoothing that occurs using ultrasonic 
sensors. Using Modified Z-score, a robust statistical technique insensitive to significant 
deviations, all outliers in the water level data were removed. EWMA methods give high weight 
to recent data, enabling smooth processing sensitive to water level changes. This algorithm can 
be used in water level monitoring systems for river management. 
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Abstract 
The purpose of this study is to propose the process of dam safety measurement data and 
management criteria for seepage of dam, which is important indicator of fill dam safety. 
Measured data have various contaminated outliers caused by electrical and mechanical errors, 
and variance of measured data are in the range of previous data range. Thus, data process can 
control various outliers and improve quality of dam safety measurements. Decision tree 
analysis was performed for evaluate the rainfall effects on seepage and it can be used to 
establish management criteria. Rainfall and water level were selected as the influence factors. 
Maximum record of each leaves can be used as a seepage criterion considering rainfall and 
water level. 
Keywords: dam; instruments; Management criteria; Decision tree 
Introduction 
Government changes the policy that strengthen the maintenance and encourage the 
preemptive investment to prevent deterioration of SOC facilities. The many dams under 
management by K-water have been in operation for more than 30 years. Therefore, efficient 
facility management is necessary for public safety and safe water supply. Currently, more than 
3,000 instruments of 22 types are monitoring the behavior of 37 dams and early warning 
systems are operated to respond quickly in case of abnormal behavior. The early warning 
system automatically sends SMS messages to the administrator if the external displacement 
and seepage flow exceed management criteria, and the response to the alarm must be 
reported within 48 hours. At this time, outliers such as mechanical, electrical, communication 
errors, and environmental problems of the instrument occur, resulting in confusion in the work. 
Thus, to address this confusion, the research is needed to identify outliers and to establish a 
system for improving data quality. 
Methods 
In this study, we first propose an instrumentation process that can remove outliers and manage 
normal measurement values to improve the quality of data production as shown in Fig. 1. It is 
expected that dam safety will be strengthened by improving the quality of measurement data, 
and safe water supply will be possible for the people. 
r 
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Fig. 1. Proposed process of dam safety measurement data. 
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For the dam safety, seepage through dam is important indicator to determine safety status of 
dams. However, seepage can be increased rapidly because rainfall directly flow into the 
downstream slope although seepage through dam body is in the allowable range. Therefore, it 
is necessary the management criteria for the seepage of the fill dam considering rainfall. In this 
study, decision tree analysis is used to separate the effects of rainfall and to establish the 
management criteria by stages of rainfall and water level. CART algorithm (Leo Breiman, 1984) 
is used for decision tree method. 
Results 
Fig. 2 and Table 1 show the results of decision tree and seepage range of each leaves. 1st 
explanatory variable is rainfall and most seepage is under the daily rainfall of 73.5 mm/day. 
Although extreme case(rainfall>106.Smm/day) has only 9 points, its seepage range is much 
larger than previous case (rainfa11::;73.smm/day), over the daily rainfall of 106.5 mm/day, has 
only 9 points. Thus, we can divide seepage range into 3 stages according to rainfall, and its 
management criteria can be determined from maximum record of each cases. 
(a) 
mse = 282.832 
samples = 865 
value= 13.254 
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samples = 2854 
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Fig. 2. Results of decision tree {Max. Depth= 2). and {a) structure {b) seepage range of each leaves. 































The instrumentation process is proposed to detect abnormal data caused by electrical and 
mechanical problem. And management criteria for seepage is evaluated by decision tree. 
Although the seepage range is not separated clearly, it can be used for stage criteria of seepage 
considering rainfall effect. 
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Abstract 
Case studies of drone photogrammetry for 5 dams were made for checking improvement of 
efficiency, time, and labor for dam safety inspection and diagnosis. Digital surface models and 
orthoimages were successfully obtained with some notable know-hows. A 3D digital model of 
dam spillway reliably quantified the deterioration of concrete structures. Al-driven major crack 
detection for spillway was fairly good in spite of the modest machine learning dataset of cracks. 
A well-organized drone photogrammetry was found to significantly improve time and labor by 
more than 30% comparing to manned dam safety inspection and diagnosis. Drone 
photogrammetry is contributable to effectively improve the productivity of dam safety work. 
Keywords: Drone; Photogrammetry, Dam safety; 3D model; Digital transformation 
Introduction 
Drone Photogrammetry is the technology that is undergoing fast commercialization and high 
industrial applicability among the 4th industrial revolution technologies. It is also a highly 
useful technology that can be applied to the dam safety field. Drone photogrammetry 
technology can significantly improve the productivity of dam safety inspection and diagnosis, 
and has a wide range of applications for not only the safety of dam facilities, but also 
environmental management of watersheds, disaster mitigation, and digital 3D numerical 
modeling. 3D digital spatial information model generated by a drone mapping can be used for 
the unmanned safety inspection and diagnosis of facilities, as well as for the construction of 
digital twin geometry as built. 
It still needs to know some of the essential know-how and related information of drone 
photogrammetry. For example, principles of drone photogrammetry, factors influencing 
photography, drone mapping mission planning, factors influencing photogrammetry methods 
and precision, and 3D modeling process, etc. 
In this paper, some case studies of done photogrammetry and safety inspections for five dams 
were presented. The actual productivity improvement effect when using drone 
photogrammetry for dam safety inspection is compared and analyzed comparing to 
conventional visual inspection by engineers. Some notable conclusions are summarized in the 
end. 
Results 
After It was demonstrated that the 3D model data can be accurately provided for a dam safety 
inspection by classifying the amount and type of deterioration and presenting location and 
spatial information through the drone mapping of the dam structures. 
Through the exemplary application of drone photogrammetry technology to the S dam spillway, 
it is estimated that the productivity (input time and labor) of dam safety inspection and 
diagnosis work focused on manual inspection can be innovated by at least 30%. In addition, it is 
possible to efficiently contribute to data-based quantitative decision-making by generating a 
sophisticated 3D spatial information model. Innovative application is expected for modeling 
restricted access areas such as dam spillways and gates. 
Through case studies, it is recommended that the degree of overlap be maintained at 70% or 
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more as the most important factor affecting the modeling quality. It was found that it is also 
important to secure the target GSD by maintaining an appropriate altitude. 
It was verified that it is possible to create a digital 3D model with high precision within an 
average GSD of 2 cm/pixel using a drone for a dam safety inspection. When surveying the 
ground control point to improve the positional accuracy of drone photogrammetry, the 
localization of the survey points of the VRS Network RTK method through the national 
integrated control point is more important than the RTK function itself. For precise mapping 
within the target area of drone photogrammetry, April Tag and Chili Tag were used for the first 
time in dams, and the efficiency of the work process was improved by automatically 
recognizing the pattern in the post-processing software. 
The crack detection function using Al technology was applied at the earlier stage using 
ContextCapture Insights. As a result of applying the detector learned through the Al crack 
sample image to the dam spillway, it was confirmed that large cracks that can be seen with the 
naked eye can be detected. In the future, if the degree of learning is increased by acquiring 
high-resolution images of actual dam facilities and building Al learning data, the input 
productivity {labor and time) and data reliability will be increased compared to the existing 
manpower inspection-based exterior survey. Therefore, it is expected that breakthrough 
innovation will be possible for a dam safety inspection. 
Drone Photogrammetry technology might contribute to Reality Modeling that leads the near­
future management of digital twin-based water resources infrastructure. 
Fig. 1. 3D model of dam spillway obtained by drone photogrammetry after massive water discharge 
Conclusions 
As case studies drone photogrammetry, 3D modeling and orthogonal image of the dams were 
successfully and reliably generated including spatial information such as the digital surface 
model (DSM). It is verified that a drone photogrammetry is an efficient tool to digitally quantify 
the deterioration of dam structures. It is also useful to significantly improve the productivity of 
dam safety inspection. Drone Photogrammetry technology might contribute to Reality 
Modeling that leads the near-future management of digital twin-based water resources 
infrastructure. 
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Study on driftwood generation and deposition patterns by tsunami flow 
using numerical simulation 
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Abstract 
We studied a tsunami flow together with driftwood behaviors including generation and depositions 
using a numerical simulation. For this, we used an integrated 2-dimensional numerical model, which 
includes the depth-averaged flow model and a driftwood dynamics model (Kang and Kimura, 2018; 
Kang et al., 2020). The study area was Sendai in Japan, and this study used observation data {Inagaki 
et al., 2012) to verify simulation results through comparing with driftwood deposition patterns. A 
simplified model was developed to consider the threshold of the driftwood generation by the drag 
force of water flows. To consider the volume of driftwood generation, we estimated the total wood 
number in a study area using Google Earth. As a result, we simulated that more 25000 driftwoods 
were generated and transported to inland from approximately 300,000 wood that were planted in the 
forest. The final distribution of the driftwood was similar to the observation data of Inagaki et al. 
{2012). In addition, we found that the simulation results indicated the overturned wood by the 
tsunami in the forest area. The reproducibility of generation and deposition patterns of driftwood 
showed good agreement in terms of longitudinal deposition patterns. In the future, the sensitivity 
analysis on driftwood parameters, such as the size of wood, boundary condition, grid size, would be 
implemented to predict the travel distance of driftwood. Such modeling would be a useful 
methodology for the prediction of disaster depending on water flow and driftwood. 
Keywords: Driftwood generation; Wood breaking model; Driftwood dynamics model; 
Inundation flow; Tohoku earthquake 
Introduction 
Driftwood is one of the problems related to potential disasters with flood events and debris flow. 
Driftwood can cause collision damage to hydraulic structures when the driftwood is driven by 
torrential flows and flood flows (Kang et al., 2020). Thus, the control and prediction of driftwood 
behavior are important to prevent the disaster and make the hazard map. In terms of strategy of 
disaster reduction, we therefore studied a tsunami flow together with driftwood behaviors 
including generation and depositions using a numerical simulation to predict the driftwood 
deposition patterns in large flood disasters. For this, we used an integrated 2-dimensional 
numerical model, which includes the depth-averaged flow model and a driftwood dynamics 
model (Kang and Kimura, 2018; Kang et al., 2020), and we simulated tsunami and driftwood 
behavior. 
Methods & Results 
The study area was Sendai in Japan, and this study used observation data (Inagaki et al., 2012) to 
verify simulation results through comparing with driftwood deposition patterns. A simplified model 
was developed to consider the threshold of the driftwood generation by the drag force of water 
flows. In general, supplying mechanism of driftwood generation is related to overturning, uprooting 
and breaking, and those mechanisms are controlled by momentum energy from the water or wind. 
Here, this study assumed that this momentum energy is caused by strong water flow energy. First, 
depending on the wood modulus, we assumed that the threshold of generation for driftwood (TGD) 
is determined. And then, when the water flow affects the planted wood, the drag force is estimated 
considering the projection area of wood. This estimated drag force is compared with TGD. Here, we 
regarded that drag force is larger than TGD, the stem of wood is able to be broken or flexed (lodging, 
326 I The 9th International Symposium on Environmental Hydraulics 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
uprooting, breaking), and it changes the planted wood into driftwood. To consider the volume of 
driftwood generation, we estimated the total wood number in a study area. Using Google Earth, we 
captured the wood distribution within the unit area (e.g., 250 m
2
) in the forest of the tsunami 
disaster, and counted the total number of wood based on density of wood in the unit area. As a 
result, approximately 300,000 wood are planted in the forest. In addition, the paper (Inagaki et al., 
2012) related to the Tsunami disaster observed (through Google) that 21054 of wood flowed to the 
inland area. This deposited number of driftwoods is used for model reproducibility depending on 
model parameters. 
Fig.1 shows the final distribution of driftwood. It shows similar patterns of driftwood deposition 
from the observation. In particular, near the forest, most driftwoods (up to 650 m from the coastal 
line) are deposited, and they were overturned by the tsunami. After 4000 m from the coastal line, 
Fig 1. indicates a small number of driftwoods. Both observation and simulation show that most 
driftwoods could not move over the highway (red line). 
Conclusions 
Fig. 1. Numerical simulation result of driftwood deposition patterns 
(particle colors are serial number of wood particles). 
The reproducibility of generation and deposition patterns of driftwood showed good agreement 
in terms of longitudinal deposition patterns. In the future, the sensitivity analysis on driftwood 
parameters, such as size of wood, boundary condition, grid size, would be implemented to 
predict the travel distance of driftwood. Such modelling would be useful methodology for 
prediction of disaster depending on water flow and driftwood. 
Acknowledgement 
This work was supported by Korea Environmental Industry & Technology lnstitute(KEITI) 
through Aquatic Ecosystem Conservation Research Program, funded by Korea Ministry of 
Environment(MOE)(2020003050002). 
References 
Inagaki, K., Nakaza, E., lribe, T., & Watanabe, Y., (2012). Distribution of the pine trees drowned 
by Tohoku Tsunami along Sendai coastal area, Journal of Japan Society of Civil Engineers, Ser., 
B3 (Coastal Engineering), 68(2): 1_120-125, 2012 (in Japanese). 
Kang, T. U., & Kimura, I. (2018). Computational modeling for large wood dynamics with root 
wad and anisotropic bed friction in shallow flows., Advances in Water Resources, 121:419-
431. 
Kang, T. U., Kimura, I., & Shimizu, Y. (2020). Numerical simulation of large wood deposition 
patterns and responses of bed morphology in a braided river using large wood dynamics 
model., Earth Surface Processes and Landforms, 45:962-977, DOI: 10.1002/esp.4789. 
S6 Session I 327 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
Probabilistic flood risk assessment in the downstream area of dam 
Beomjin Kim
1, Byunghyun Kim2•. and Kun-Yeun Han2
1Strctural Safety & Prognosis Research Division, Korea Atomic Energy Research Institute
2Department of Civil Engineering, Kyungpook National University
*Corresponding: bhkimc@knu.ac.kr
Abstract 
The purpose of this study is to develop a risk assessment method based on a probabilistic flood 
analysis technique that links the flood damage of major national facilities by the frequency of 
probability rainfall and the duration of PMF with the hydrological and hydrodynamic models. 
The risk assessment method developed in this study was used to analyze the risk level of major 
national facilities and quantitatively present the results to perform re-evaluation and 
reconsideration of the design of the facilities. 
Keywords: Non-Fickian transport; River; Meander; Flow recirculation; Secondary flow 
Introduction 
In recent years, the risk of flooding at major national facilities from heavy rains has increased 
significantly. These facilities should consider and assess the risk of flooding due to flash flood, 
river flooding, and coastal flooding. For flooding hazard analysis for these facilities, two­
dimensional {2D) flood inundation modeling is carried out by applying the extreme outflow 
from Dam. Based on the results of the 2D analysis, hazard curves for the flood depth according 
to frequency and duration are developed in major national facilities. A new flood hazard curve 
is developed by the relationship between rainfall, flood depth, and annual excess probability. 
Methods 
Fig. 1 presents the flow chart of this study. 
I 
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Fig. 1. Flow chart of this study 
Application & Result 
The risk analysis was performed by probabilistic flood analysis of major national facilities 
located downstream of the Andong Dam with the amount of discharge from the dam according 
to the PMF scenario. 
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Fig. 2. Outflow from Andong Dam by scenario 
2D flood inundation modeling was carried out for each PMF outflow scenario (s1~s5) from 
Andong Dam, and the flooding depth was calculated for major national facilities located in 
Andong City. The probability that the risk for the major facilities A, C, E, and H at the 
downstream of the Andong Dam is 0 or higher, that is, the risk probability of flooding was 
analyzed. In addition, the critical height of the flood barrier was calculated to reduce the flood 
risk of major facilities to 50%, 40%, 30%, 20%, and 10%, respectively. 
Fig. 3. Maximum flood depth 
Conclusions 
E / RISK value 
Percentile(S0.0%)•0.00 (BestRISKOptimizerTrial) 
0.000 0380 
Fig. 4. Risk analysis through optimization 
This study proposes a plan to protect life, property, and infrastructure by predicting the 
possibility of flooding in the major national facilities. In addition, it is expected to contribute to 
the establishment of social safety net by improving flood vulnerability of national major 
facilities and social infrastructure considering climate change. 
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Analysis of riverbank erosion risks using an advanced DSS toolkit for 
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Jeongkon Kim
1 
and Le Van Thin
2 
1
Water Resources Department, Yooshin Engineering Corporation 
2
Center for Natural Disaster Prevention and Mitigation, Vietnam Academy for Water Resources 
*Corresponding: jkkim1966@gmail.com
Abstract 
A decision support system called DSS-2S was built in connection with the SWAT model based 
on the MIKE Hydro Basin. The DSS-2Sreflected all major rivers and tributaries of the 2S basin, 
including 17 hydroelectric dams and reservoirs with a capacity of more than 3 million m3 in 
major tributaries. Using the developed DSS, an analysis on future water resource planning, 
water resource source protection, and river basin damage prevention in consideration of 
climate change was conducted. 
Keywords: DSS, 2S river basin, riverbank erosion, water resources planning, 
Introduction 
The Sesan and Srepok river basins, international transboundary river basins shared by Vietnam, 
Cambodia, are predicted to face many problems and challenges, such as flooding, drought, 
reduced fishing sustainability and sedimentation due to climate change. At the Vietnamese 
government level, as part of the World Bank's "Viet Nam Mekong Integrated Water Resources 
Management {M-IWRM) Project", the water resource management decision support system 
"DSS-2S" was established for the Sesan-Srepok River basin. The DSS-2S can be used to analyze 
future risks of water shortage, water quality deterioration, and river bank erosion. 
Methods 
In this study, the DSS-2S was employed to assess bank erosion risks in the 2S river basin in 
Vietnam. Based on simulation results from the mathematical model, the river sections at risk of 
riverbank erosion will be determined by the combination of high velocity and high erosion. 
Classification criteria are determined as shown in Table 1. 
Table 1. Evaluation criteria for erosion 
No Speed Deep erosion Evaluate 
General The risk of river 
evaluation erosion 
1 0-0.5m/s 0-0.2m 1 1-2 Very low 
2 0.5 -lm/s 0.2-0.4m 2 3-4 Low 
3 1 -1.5m/s 0.4 -0.6m 3 5-6 Average 
4 1.5 -2m/s 0.6-0.Sm 4 7-8 High 
5 
More than 
More than 0.8m 5 8-10 Very high 
2m/s 
Results 
The erosion risk analysis result is based on the criteria of velocity of flow and deep erosion 
under the 2030 scenario considering climate change. The river sections at various erosion risks 
are shown in Figure 1. 
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Fig. 1. Risk of bank erosion for 2030 scenario 
Very high erosion risk sites are located on the Dak Bia River with a total length of 2,286m 
(running through Kon Ray and T. Kon Tum streets, Kon Tum province); Po Ko river with a total 
length of 5,096m (flowing through Ngoc Hai and Dak To districts, Kon Tum province). High risk 
erosion sites are scattered on the Dak Bia, Po Ko, and Se San Rivers in the Se San and Krong No 
Rivers in the Srepok Basin with a total length of 73.5 km. 
Conclusions 
A decision support system developed to support IWRM in 2S river basin in Vietnam was 
successfully applied to examine future risks of riverbank erosion. Various factors that can cause 
riverbank taxation have been considered, and the results will be used as basic data for the 
establishment of a long-term comprehensive plans for river basin protection by the central 
government of Vietnam. The DSS-2S can also be used for water resources planning and water 
quality assessment considering various scenarios such as climate change and socio-economic 
changes. 
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Abstract 
The Korean Government has launched K-City Network Global Program to promote the 
successful Smart City model in Kore, which is led by the Korean Ministry of Land, Infrastructure, 
and Transport. The K-City Network aims to foster government-to-government (G2G) 
collaboration on smart city development and enable Korea to share its experience and 
technologies around the world. This article summarized K-City Network project as a case study 
of the New Capital City (NCC) project in Indonesia. The design of Indonesian NCC is rooted in 
the vision to create a capital city as a mirror of national identity, a sustainable city and a smart 
and modern city. The implementation of the Smart City will be supported by a smart 
infrastructure system in every aspect of the city elements with utilization of information and 
communication technologies (ICT). In the field of water management, the following 
technologies proposed in the project. The proposed integrated water disaster management 
system is consisted with urban flood prediction model and an integrated water disaster 
management system. The Smart Water Management System (SWM) will prove an increased 
Water management efficiency through the convergence of waterworks and ICT technology 
including real-time monitoring of water quantity and quality. The key barriers and enablers for 
SWM implementation in Indonesian situation is summarized in the later part of article. 
Keywords: Smart city, smart water management, Indonesian new capital city, K-city network 
Introduction 
The direction of innovative water management should incorporate those developments from 
out-of-water-box, which could be implemented by employing Smart Water Management (SWM) 
Technology. SWM include (i) Implementation of IWRM based smart technology for water, (ii) 
Application of intelligent water management with low energy consumption and high efficiency. 
Many technologies have been applied to water management for resolving various water­
related issues and increasing the efficiency of water management. And recently, information 
and communication technologies (ICT) have been applied to optimize the water production 
and distribution processes with maximum efficiency at each step (Choi et al., 2016). 
Smart Water Management 
The objective of the Smart Water Management (SWM) system is to maximize the efficiency of 
water resource operations by implementing advanced ICTs to conventional water networks 
over the entire water cycle in a source-to-tap (STT) setting. The main components of an SWM 
system include the followings. 
■ Devices: composed of real-time smart measuring devices, two-way monitoring and
controlling communication devices, automated technology, and monitoring devices
along with the entire network.
■ Solutions: integrated operation of raw water supply control systems starting with
inflow forecasts to the reservoirs, and real-time operation of the entire network
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(reservoir, water treatment plant, water transmission/distribution pipeline network, 
offtake facilities, and household connections) to analyze system performance and 
failures, integrated pipeline network operation management system 
■ Services: integrated operation and maintenance of the entire network by providing
big data analysis, sharing two-way data, and provision of customized services to
consumers.
SWM Technology for Indonesian New Capital City 
The SWM technologies have bee implemented and validated in the Korea, especially through 
the involvement of K-water including integrated water disaster management, introduction of 
smart water management system, and application of advance SWM technology. 
The proposed integrated water disaster management system is consisted with urban flood 
prediction model and an integrated water disaster management system. The Smart Water 
Management System (SWM) will prove an increased Water management efficiency through the 
convergence of waterworks and ICT technology including real-time monitoring of water 
quantity and quality. 
Strategy for Realization 
Integrated Water 
Disaster Management 
(!) Early Flood prediction 
@ Fast Disaster response 
• . . 
(!) Block syst.m 
Decentralized water supply system Application of Advanced 
SWM technology 
(!) AMl(Advanco M-ring lnfrostructuNt) 
(!) Auto drain 8r. flushing 
0 Re-chk.rination 
@ Water net program 
Figure 1. Strategy for realization of Smart Water Management Technology in Indonesian New 
Capital City 
Water disaster management system will be implemented based on data from satellites, radars, 
weather stations, water flow stations and others. The integrated flood forecast system will 
faster and more accurate flood predictions and warming. 
Advance metering infrastructure (AMI) is consisted with Smart Meter, Leakage Detection 
Sensor, which will enhance the leakage and Non-Revenue-Water (NRW) management and 
energy saving 
To ensure the quality of water distribution network, an automatic drain, flushing of pipe line 
and re-chlorination technologies are proposed for the project. The Water-Net system as an 
integrated water supply network operation management, will be employed for ICT-based total 
solution with real-time network analysis and to support decision-making on pipeline network 
and risk management. 
As an innovative water supply concept, the Decentralized Water Supply System (DWSS) was 
proposed. By Installing the water treatment plant at the nearest place to the consumers, DWSS 
could reduce to 1/3 the area of the conventional Water Treatment Plant and could utilize 
diverse water sources such as rainwater, groundwater, river water, etc. 
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A practical Application of Hybrid Flood Modeling in River 




Severe flood damages occurred during the typhoon occurred in 2016 and 2020 The Taewha River 
in Ulsan city is subject to flood damage due to heavy rainfall especially. In the upstream of the 
Teawha River, many reservoirs are located and the downstream water level varies with the tide 
of the east sea. Other than the amount of the rainfall, the water level of the river is determined 
by these two main factors. This study focuses on the application of the Al algorithm for the 
purpose of the projection of the water level to minimize flood damages of the residence of the 
Ulsan city. Combining reservoir operation and tidal variation of the downstream, it is possible to 
project the flood level of the control point, arrival time of the flood wave corresponding to the 
various rainfall scenarios. The ANN and LSTM schemes are employed to project flood level to 
test the reliability of the algorithms comparing with the measured data. 
Keywords: River flood; Flood level, Al algorithm, ANN and LSTM 
Introduction 
During Typhoon Chaba In 2016, flood inundation occurred in the Taewha River and yielded 
serious flood damages in Ulsan city. The maximum rainfall at Hogye and Samdong station 
increases up to llSmm/hr total 375mm and 131.Smm/hr 319mm, respectively. As a result, flood 
damages prevailed including the casualties, residential and commercial areas, and industry 
facilities such as Hyundai motor company. The water level of the Taewha River is subject to the 
several reservoirs in the upstream, tidal variation of the downstream, and many other factors. 
To overcome the limitation of the physical flood model, this study applied various Al algorithms 
to project the flood level of the Taewha River. Combining the water level of the upstream 
reservoirs and tidal variation of the downstream, the relation of the water level with the amount 









C31 C:3Cl C29 i<-��iil 
C24 22 
c:,a 









Fig. 1 Schematic of Ulan City's River Basin (Red: Rainfall Gauges, Blue WL Gauges) 
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The flood level of the control points will be determined combining the relation of the reservoir 
operation and tidal variation of the downstream of the Taewha River. By setting the water level 
of the control points, Input variables to develop the Al algorithm are upstream water levels, 
reservoir discharge, tidal levels of downstream, and rainfalls. The structure of the artificial neural 
network consists of the input layer, hidden layer, and output layer. The information (xi) is 
transferred to and the neural units of the input layer connected with weighted hidden layers. 
Nodes of each hidden layer receives transformed information from the input layers to yield 
proper response of the output results. The input structures of ANN model is given in Table 1. 
Table 1. Input structure of ANN model for water level prediction 
Case Parameters Input Neuron Size Target 
1 Hidden Layer (15, 30, 45) h(t, t-1, t-2) 9 
2 h(t, t-1, t-2, ... , t-4) 15 h(t+3) 
3 
Epoch Number (100, 300, 500) 
h(t, t-1, ... , t-6) 21 
4 Learning Rate (0.5, 0.7, 1.0) h(t, t-1, t-2) 9 
5 h(t, t-1, t-2, ... , t-4) 15 h(t+G) 
6 
Batch Size (6, 12, 18) 
h(t, t-1, ... , t-6) 21 
Results 
The Al algorithm employed in this study reproduces reasonable output results comparing with 
the observed water levels in downstream of the Dae-Am reservoir. The modeling efficiency of 
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Fig. 2 Example Testing results and comparison of observed and predicted data 
Conclusions 
This study tests the practical applicability of the Al algorithms to project flood levels in 
downstream of the reservoir. The simulation results show the possibility of the Al algorithms in 
practical aspect to minimize flood damages especially in urban areas. The Al algorithm is robust 
tool to overcome the limitation of the physical modeling in various areas of the water resources 
management such as flood control, reservoir operation and water quality projections. 
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Abstract 
Internet data center cooling systems are designed to maintain environmental condition being 
suitable for ensuring IT equipment's reliability. This is achieved by transferring the heat of the 
equipments (heat source) to the heat sink utilizing the cooling system. The cooling system 
performance is greatly affected by the heat sink type adopted. This study investigated the 
current trends for Internet data center cooling system focusing on the available heat sinks. The 
commonly used heat sinks for IDC Cooling system is ambient air and most researches have 
focused on enhancing the performance of them. It is also found that rare research literatures 
are available on the use of water as potential heat sink even though it has great potential for 
enhancing the performance of the cooling system in the aspect of energy savings. It is highly 
recommended that future research works should focus on investigating the potential use of 
water sources as heat sinks and its related challenges. 
Keywords: Energy Savings, Cooling Systems, Internet Data Center, Heat Source. 
Introduction 
Internet data center (IDC) facilities are designed to accommodate IT or telecommunication 
equipments. In the operation process, the IT equipments generate lots of heat (ASH RAE 2008). 
Cooling of the IDC facility is achieved by the use of a cooling system. This cooling system works 
by moving or transferring the heat generated by the IT equipment (heat source) because of its 
operation to a heat sink. The heat sink in this contest refers to the medium that receives the 
transferred heat from the IT equipment. Since the IT Equipments are operated continuously 
year-round, the cooling system is also operated continuously. Research shows that, the type of 
the heat-receiving medium (sink) adopted for the cooling system has significant effect on the 
performance of the system. The objective of this study is to investigate the current trends for 
IDC cooling system researches focusing on the available heat rejection medium and its 
potential effect on the performance of such systems. 
IDC Cooling System Structure and Energy Demand 
Fig. 1 shows the basic cooling system structure of an IDC facility. The energy consumption 
pattern of the various IT equipment in a typical IDC facility is shown in Fig. 2. The cooling 
system accounts for 38% for the total energy consumption in a typical IDC infrastructure 
(Amoabeng and Choi, 2016). The most suitable cooling system should be designed considering 
the design class of the IDC, in order to obtain a high energy savings and efficiency, low cost and 
system reliability. 
Cooling System's Heat Rejection (Sink) Research Focus 
The heat rejection is the last step in the IDC cooling system process. The type of heat rejection 
medium (sink) utilized is dependent on the cooling system type adopted. Fig. 3 below shows 
the current research focus for IDC cooling systems adopting various heat reception sinks from 
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the periods of 2000 to 2021. It can be seen that most cooling systems studied currently adopts 
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Fig. 3 Research focus of Heat Sinks 
After the IT equipment heat is removed from the server space by the cooling system, it must be 
rejected to a heat sink. The type of heat sink used greatly affects the performance of the 
cooling system. This study investigated the current trends for Internet data center cooling 
system focusing on the available heat sinks. The commonly used heat sinks for IDC cooling 
system is ambient air and most researches have focused on enhancing the performance of 
them. Even though other choices of heat sinks are ground and water bodies, not much 
research literatures have focused on such. It is highly recommended that future research works 
should focus on investigating the potential use of water body sources as heat sinks and its 
related challenges. 
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Abstract 
Efforts to respond to climate change and reduction of greenhouse gas emissions are spreading 
around the world. Thus, the importance of the renewable energy such as hydro power, 
photovoltaic, P2G, wind power, etc., is increasing. Among them, photovoltaic have been 
gaining attention as an eco-friendly energy. Floating photovoltaic(FPV) systems have been 
researched as a new concept in PV industry to mitigate negative environmental impacts instead 
of installing conventional PV facilities on land. The FPV system is designed for PV system 
utilizing unused water surfaces was created. In this special session paper, 3MW FPV power 
plant and environmental impacts monitoring at the Chungju Dam is described among various 
FPV power plants of K-water. 
Keywords: FPV(Floating Photovoltaic); Renewable energy; Photovoltaic 
Introduction 
K-water(Korea Water Resources Corporation) has been focused on the research and
development of energy and water fusion technologies in order to more effectively utilize the
many dams operated by K-water. The Floating Photovoltaic (FPV) system is the result of these
efforts and a new concept and design for solar power system utilizing unused water surfaces
was created. In August 2009, K-water installed the first FPV pilot plant (2.4kW) at Juam dam
and carried out research through pilot operations for two years. The research shows that there
is more efficiency in power generation due to the cooling effect on PV modules resulting from
the water surface which keeps the PV modules' temperatures lower. In addition, a mooring
method was developed in order to ensure that the buoyant materials can adapt to significant
water level changes that could occur at dam reservoirs and keep the body's direction. On the
basis of these operating results, K-water currently operates 5. 7MW floating photovoltaic plants
in five sites such as Hapcheon(l00kW, S00kW, lO0kW), Boryeong(2MW), and Chungju(3MW)
as shown Fig.1 . K-water focuses on making the system more eco-friendly, improving safety,
and increasing efficiency of floating systems.
Fig. 1. FPV power plant of K-water (a) Hapcheon 100kW (b) Hapcheon S00kW (c) Hapcheon 100kW (d) 
Boryeong 2MW and (e) Chungju 3MW 
340 I The 9th International Symposium on Environmental Hydraulics 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
Environmental impacts monitoring 
Chungju FPV power plant consists of 2952 PV modules{340W), 3 grid-connected inverters, 
floating system mooring device and under water cable. K-water has been conducting 
continuous environmental monitoring since installing FPV. Monitoring items are water quality, 
plankton, benthic organisms, sediments, aquatic ecology. Its survey 34 items of water quality, 
11 items of sediment, birds and fish monthly, quarterly, and semi-annual as shown Fig. 2. The 
main contents of environmental monitoring results that no contaminants in accordance with 
human health protection standards are detected. No harmful results were found in heavy 
metals and benthic organisms in the sediments. Plankton had no difference before and after 









Fig. 2. Point of environmental impacts monitoring at Chungju dam 
Table 1. Results of environmental impacts monitoring 
Results 
- Not detected any pollutant related with "Human health protection standards" in every
position
- No difference in water quality grade between installation and control
- Detected below standards (exist as background concentration in nature)
⇒ No possibility of harmful effects for benthic organism
- No difference in species & population by installation (Except for seasonal difference)
- Increasing species & population of juvenile fish under the floating system
- No facility avoidance
- Increasing species & population compared with literature
In this special session paper, 3MW FPV power plant and environmental impacts monitoring at 
the Chungju Dam have been described among various FPV power plants of K-water. K-water 
has been focused on the research and development of energy and water fusion technologies in 
order to more effectively utilize the many dams operated by K-water since 2009. K-water 
currently operates 5.7MW floating photovoltaic plants in five sites. As a result of continuous 
environmental impact monitoring, it has been confirmed that floating solar power did not 
adversely affect the environment. 
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Abstract 
In water treatment plant, Al-driven composite sensors are devised to sense the energy 
consumption and influencer, and to improve the information provision by converging with 
energy consumption of xEMS(FEMS, BEMS, WEMS, etc.), sensor functions and Al learning and 
inference function. Al-driven composite sensors in water treatment plant are expected to 
reduce the energy consumption effectively. This session is organized for analyzing and defining 
demands to develop composite sensors in water treatment plant. Furthermore, it proposes to 
improve process and to increase efficiency by using Al-based composite sensors. 
Keywords : Composite Sensor; Water Treatment Plant; Al; Energy Management System 
Introduction 
In conventional water treatment plant, a lot of measuring sensors, such as flow meter, level 
meter, water quality meter, thermometer, pressure gauge, electric power meter and so on, 
are being used. They are influenced by organic combination of measuring devices with physical, 
chemical and electric characteristics. Data from sensors in water treatment facility , flow, level, 
water quality, pressure and so on , are sent to upper SCADA system which is responsible for 
auto-control or Al-driven management and operation. Thus, introduction of the virtual sensors 
capable of state-estimation from the prior states and the measurements in real time, to protect 
the system from the failures of the measurement sensors is required. 
Methods 
The Al-driven integrated energy sensor is to provide the local solution based on the analysis for 
the optimal process based on the values metered, to the EMS. It is the sensor possible to be in 
form of being integrated in a single hardware or installed separately that is capable of sufficing 
the data quality for measurement and control from perspectives of EMS. 
The solution derived from the sensor consists of state estimation or prediction of the values 
and coefficients required to maintain the process reliability based on the data metered from 




Fig. 1. Required Specifications for Composite Sensor for Water Treatment Facilities 
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The state estimation is performed by the algorithm mounted inside the sensor, based on the 
data acquired in RT and includes preprocessing of the data, failure diagnosis of the 
measurement sensors and optimal control sequence via machine learning. Once the estimation 
is completed, the solution becomes transmitted to the main control system or HMI for the 
operator. 
Furthermore, the sensor as the composite sensor, is currently in use to alter or replace the 
former conventional measurement and control sensors in fixed type. 
Results 
The production cost of the potable water consists of 10% from the energy cost for O&M of the 
facility and 70% of the energy cost is from the pumps for distribution system. Thus, 
introduction of the Al-driven composite sensor to replace the former conventional sensors, is 
required to facilitate the cost minimization. 
a. (Analysis of Pump Efficiency) Optimization of operations of the pumps and the processes
for water treatment through water demand forecasting can reduce energy consumption.
b. (Virtual Flow Meter) The virtual flow meter is to forecast water intake through analysis
on inflow and flow rate of water purification site/plant, branch flow rate, drainage level.
The meter can be installed in locations where flow measurement is difficult due to high
cost and installation environment.
c. (Sludge Treatment) Optimization of the operation cycle of sedimentation process, sludge
generation and related facilities (sludge collector, dehydrator, sludge transfer pump, etc.)
via analysis on flow rate, water quality, and sludge surface, is enabled.
d. (ETC) Estimation of chemical feeding rate through data analysis based on changes in raw
water, mixed water, sedimentation water, flow rate. Estimation of the changes in input
rate of chlorine, the water purification plant by analyzing water quality, residual chlorine
concentration, and time of stay. Measurement of the temperature (variable), effective
diameter, even coefficient, weight of the female material, and turbidity of filter paper to







Fig. 2. Water demand forecasting and pump scheduling (a) Short-term water demand forecasting 
(b)Diagram of Water Treatment Facility (c) Illustration of Pump Scheduling
Conclusions 
In this study, energy optimization for the stable operation of the water supply and distribution 
system and the carbon neutrality in the major energy consumption facilities by Al-driven 
composite sensor is presented by identifying the major contributors to the energy 
consumption. Furthermore, through the replacement of the foreign sensors at high cost, by the 
domestic composite sensor localized, improvements on technical competency in the global 
market can be established by this study. 
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Abstract 
Electrical-cabinet damage may cause problems to the intrinsic functions of facilities, which may 
lead to severe accidents accompanied by property damage and human causalities. Therefore, 
the seismic performance of electrical cabinets with important functions must be secured. 
Generally, two-horizontal axis shaking table test using scaled model was used for the seismic 
performance evaluation of isolation system. It is difficult to find an example of analyzing the 
seismic performance of a real size electrical cabinet with isolation system by using the tri-axial 
shaking table considering vertical direction. Therefore, in this study, to examine the seismic 
performance of an RTU panel which is an electrical cabinet with Friction Pendulum System, tri­
axial shaking table test was performed. 
Keywords: Friction Pendulum; Electrical cabinet; Tri-axial test; shaking table; Seismic behavior 
Introduction 
In recent years, the damage cases of earthquakes have caused more damage to non-structural 
components than to structures. Among the non-structural components, the electrical cabinet is 
one of the important devices used to maintain the function of the facility. Therefore, the 
electrical cabinet should be safely protected from earthquakes. Seismic performance can be 
improved while minimizing design changes by applying a seismic isolation system. FPS (Friction 
Pendulum System) is an isolation system which is possible to isolate structures from 
earthquake by pendulum characteristic. Natural frequencies of the structures could be 
determined by designing the radius of curvature of FPS. In this study, the seismic performance 
of an FPS with an overturn prevention device was evaluated through a 3-axis shaking table test. 
The seismic isolator was installed on the RTU panel used in the hydroelectric power plant. 
Shaking Table Test 
The test specimen that was used in the shaking table tests in this study was an RTU panel with 
FPS. Test specimen was installed in a shaking table. Fig. 1 shows the test specimen and sensor 
locations. Fig. 2 shows the response spectrum of the input seismic motion, with a 5% damping 
ratio. Table 1 is seismic parameters for response spectrum. 
Fig. 1. Test set up; (a) Test specimen on shaking table and (b) sensor location 
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Fig. 2. Required response spectrum 
Table 1 Seismic parameters for artificial earthquake 
z/h Amx-H [g] AR1G-H [g] Amx-v [g] 
1 0.88 0.66 0.36 




Fig. 2 (a) shows the peak acceleration response at each accelerometer locations. Fig. 2 (b) 
shows peak acceleration ratios calculated by Equation 1. Here, Omax,component is peak acceleration 
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Fig. 2. Test results; (a) Peak acceleration, (b) peak acceleration ratio between base and specimen 
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Abstract 
In order to maintain and manage levee condition, continuous data collection on levee must be 
preceded. Mobile Mapping System(MMS) which acquires data while moving along the bike 
road constructed through river, is more effective than existing data acquisition method using a 
total station, GNSS, and terrestrial laser scanner in terms of cost/time/manpower. As a result of 
applying the MMS to the 4km-long test area of Anyang-cheon, a representative urban river, 
184,646,009 points were acquired during the 20-minute data acquisition time. Among the data, 
automatic extraction of levee point cloud algorithm is applied for the lkm-long area. 
Keywords: Mobile Mapping System, Point Cloud, Basic River Plan, Levee monitoring 
Introduction 
Levee monitoring is the most basic part of river facility management to prevent flood damage 
(Choung et al. 2011; Thatcher et al. 2016). However, existing river basic plan established by the 
Ministry of Land, Infrastructure and Transport, the river management institution may only 
conduct cross sectional and longitudinal surveys using GNSS, total station, and aerial surveying. 
However, these 2-dimensional inspections cannot effectively cope with recent flood damage 
trend(Kim 2002; Park et al. 2014; Park et al. 2017). Since flood damage of recent years occurs 
at any unpredictable points and from torrential rain fall within few hours, but the traditional 
survey methods have limitations in cost/time/manpower(Kim et al. 2017; ME 2018). Therefore, 
researchers designed MMS to cope with levee monitoring and algorithm of automatic 
extraction of levee point cloud from MMS acquired data. 
Methods 
Anyang-cheon was selected as out study area. Fig. 1 shows aerial image of research area with 
MMS trajectory and acquired point cloud data. The researchers divided point cloud data into 
379 units according to GNSS trajectory on MMS and measured the levee elevation. 
(a) 
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Fig. 1. Aerial image of research area with MMS trajectory in red (a), acquired point cloud data(b) 
Also, for 100 units of point clouds, the automatic levee point cloud extraction algorithm was 
applied. 
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(b) 
Fig. 2. Comparison between levee elevation from basic river plan and estimated (a), automatic levee 
point cloud extraction result in unit point cloud 
Fig. 2. shows comparison between levee elevation from basic river plan and manually 
estimated ones in 379 units (a) and automatic levee point cloud extraction result (b). White 
points represent automatically extracted levee points and blue points represent original point 
clouds. 
Conclusions 
Monitoring levee elevation was the basic task for levee management to prevent flood damage. 
MMS is suitable device for levee monitoring compared to existing method of measuring factors 
of levee. Through using MMS and self-derived automatic levee point cloud extraction algorithm, 
efficient levee monitoring was enabled. 
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Abstract 
Various studies have been conducted to improve the repeated flooding problem in urban areas, 
which is attributed to the decrease in the rainwater infiltration and the increase in surface 
runoff due to the increase in the impermeable area. Among the hydrological models, the 
statistical model is capable of obtaining weights by analyzing the correlation between the 
dependent variable and the independent variable, deriving the functional relationship between 
input and output. In this study, logistic regression analysis is performed to derive the 
correlation between geospatial information and the inundation indicated by flood hazard maps. 
Also, converting the area of the study to thousands of grids, the expected flood areas were 
expressed probabilistically to identify areas with a relatively high risk of damage. 
Keywords: Flood risk; Logistic regression; Bayesian inference 
Introduction 
The development around rivers and the increase in impermeable surface caused by 
urbanization not only increase the number of disaster hazards exposed to flooding, but also 
cause the spread of damage, creating difficulties in flood management. In order to prepare 
countermeasures to prevent flood damage, identifying areas where flooding is expected to 
occur should be prioritized in consideration of various characteristics of the surface around 
rivers. Multivariate logistic regression can probabilistically reproduce the existing deterministic 
flood hazard map by mathematically explaining the relationship between flood occurrence and 
multiple geospatial flood-inducing factors, thus identifying the areas with high potential for 
inundation. 
Methods 
The formula for the probabilistic expression of the flooded area is the multivariate logistic 
regression model shown in Equation (1) below. The dependent variable Y is binary categorical 
data determined with whether the inundation occurred indicated by flood hazard maps. The 
independent variables Xn are inputted with geospatial information that can explain 
inundation, which are elevation, slope, curve number, and distance to the river. The entire area 
of the watershed is split into grids, and all kinds of the variable Xn and Y are assigned to each 
grid. Parameters Pn are estimated and become weights that affect the occurrence of 
inundation. Entering the Xn and parameters Pn into Equation (2) which is an inverse 
function of Equation (1), probabilities of inundation ranging from Oto 1 are calculated for each 
grid cell. 
In (1 � p) = Y =Po+ P1 X1 + Pz Xz + ··· + Pn Xn 
1 
p=----------------1 + exp[-(Po + P1 X1 + Pz Xz + ··· + Pn Xn)]
(1) 
(2) 
Bayesian inference was used to estimate each parameter /Jn as a probability distribution with 
uncertainty. In applying Bayesian inference, it is necessary to derive the posterior distribution 
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of the parameter as shown in Equation (3) using the Bayes theorem by assuming the prior 
distribution of each parameter and the likelihood function of the data. The first part of the 
equation is the prior distribution with the assumption of �
n 
following the normal distribution. 
The second part is the likelihood function of which the likelihood of ith object follows a 
binomial distribution given a probability of success. 
(3) 
Results 
The inundation probability is calculated for all grids in the watershed area for the flood that has 
a 100, 200, and 500-year return period (Figure 1). Finally, when compared with the original 
flood hazard maps, it is confirmed that the area with over probability of about 30% or 
more(blue) generally matches to the inundation zone of flood hazard map (red line). 
Fig. 1. Probabilistic inundation mapping for 100-year flood over watershed. 
Conclusions 
In this study, flood hazard maps are probabilistically reproduced as a reasonable basis for 
geospatial information such as topography and land use, so that the areas with relatively high 
risk of flooding could be identified. Given available inundation record data of certain rainfall 
frequencies, considering the simplicity of data construction, and methodology, it is expected to 
be useful to the areas that flood risk analysis is required. 
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Abstract 
The importance of the safety of river facilities installed to mitigate flood damage is increasing 
due to the trend of increasing the risk of floods around the world. In this study, for the 
Proactive maintenance of river facilities, a performance evaluation model for predicting the 
performance of river facilities was calculated for floodgate. A regression analysis was 
performed based on precision safety diagnosis of FMS (Facility Management System). And then 
the change in performance index according to years of use of the river facility was shown. By 
assuming the type of the performance evaluation model as various functions, the type of 
optimal performance evaluation model was proposed through comparison with the previous 
studies. The results of this study are expected to be used as basic data for life cycle 
management of river facilities. 
Keywords: River facility; Life Cycle Management; Performance Evaluation Model; FMS 
Introduction 
The flood risk is also increasing as sea levels rise and increase in rainfall intensity due to global 
climate change. River facilities are essential facilities installed in rivers to protect against floods, 
and it is important to maintain performance requirement through maintenance of river 
facilities in order to reduce the damage of life and property caused by floods. 
To this end, maintenance is required for the entire cycle, such as planning-construction­
maintenance-demolition of river facilities, but the installation of river facilities and restoration 
of damaged facilities are focused on in current situation. In addition, the number of domestic 
river facilities that have been passed for more than 30 years since completion has exceeded 
40%. This shows that the risk of river facility aging in the future can rapidly increase. In order to 
respond to this aging, related research is proceeding in various fields. 
In previous studies, surveys of experts were often used to predict the life of facilities. In "Study 
on river maintenance plan" (KRIHS, 2004), surveys were conducted with domestic river experts, 
and in "Bridge maintenance" (OECD, 1981), each country's bridge experts were surveyed. In 
recent years, due to the development of experimental and monitoring technology, many 
studies have been conducted to derive a service life or a performance degradation curve based 
on data. Heo et al. (2017) developed predicting performance degradation model of road 
bridges using the results of safety inspections. 
Methods 
The performance evaluation index of the river facility was used Performance lndex(PI) of FMS 
from Precision Safety Diagnosis (PSD) report. The PSD for river facilities in the FMS is divided 
into five grade (A~E) according to the performance index score (see Table 1). 
Grade 
Ranges 
Table 1. Ranges of Performance Index for each grades 
A B C D 
4.S�P/ �5.0 3.S�P/<4.5 2.S�P/<3.5 1.S�P/<2.5
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The Performance index of river facilities and members in the precision safety diagnosis report 
is convert into a database, and the years of use were calculated from completion year in the 
river facility management resister and the time of inspection. The objects of this study were 
flood gates installed at Anyang, Anseong and Jungrang stream in the Han River basin. 
Results 
As a result of performing regression analysis for each assumed equation type, the coefficients 
of each equations, Critical Action Period (when the Pl decreases to half) and the Durability 
(when Pl becomes less than 1.0) was shown in the Table 2. Overall, the results were over­
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Existing river management systems only provide information on the current status of rivers and 
specifications of river facilities. For the life cycle management of river facilities, the 
performance information of river facilities through periodic inspection and history of 
performance can be used as basic data for establishing a maintenance plan. 
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Geospatial analysis and model development for specific degradation of 
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Specific degradation (SD) is the ratio of the sediment yield to the watershed area. The SD from 
35 watersheds in South Korea was calculated from field measurements of discharge and 
sediment concentrations. The estimated SD ranges between 10 and 1,000 tons/km
2
·yr. A model
tree data mining technique and multiple regression analysis were used to develop a model for 
estimating the specific degradation based on various parameters from GIS analysis. The 
application of existing models from the literature showed Root Mean Square Errors (RMSE) in 
excess of 1,400 tons/km2•yr. The RMSE for the newly developed models decreased to 55 
tons/km2•yr. Additionally, a geospatial analysis with erosion loss maps obtained by the revised 
universal soil loss equation (RUSLE), satellite images, and aerial photographs were conducted 
to represent the features affecting erosion and sedimentation. 
Keywords: Specific degradation, Model tree, Multiple Regression, Geospatial Analysis 
Introduction 
South Korea has unique climatic and topographic characteristics, and experienced many local 
and concentrated sediment problems. This has necessitated the development of a reliable and 
consistent approach for modeling sediment processes in the country. Many researchers have 
developed empirical or statistical model for erosion and sedimentation. However, the most 
existing formulas seem to lack reliability and consistency. This paper focuses on developing an 
empirical model for predicting specific sediment load of ungauged watersheds based on 
watershed characteristics. 
Methods 
In this study, the Modified Einstein Procedure (MEP) was used to determine the total sediment 
load at all stations. The Flow Duration - Sediment Rating Curve (FD-SRC) method was used to 
determine the sediment yield and specific degradation for all gauging stations. A multiple 
regression analysis and model tree data mining were applied to develop empirical model with 
the estimated specific degradation. The erosion and transport of sediment from upland to the 
fluvial system is influenced by watershed characteristics such as physiography, topography, 
geology and pedology, and climatology and forestry. Therefore, various watershed 
characteristics are analyzed using GIS before developing a model for estimating the specific 
annual sediment yield. The developed models were validated with additional specific 
degradation from other references. In addition, geospatial analysis using satellite images and 
aerial photographs enables evaluation of the prediction methodology. 
Results 
354 I The 9th International Symposium on Environmental Hydraulics 
9th International Symposium on Environmental Hydraulics 
18- 22 July 2021, Seoul, Republic of Korea
The specific degradation of 35 river stations in South Korea ranged from 10 to 1,000 
tons/km2·yr. The predictabilities of the developed models were observed to depend on the
type and characteristics of their catchments. The meaningful parameters are: 1) watershed 
area[km2], 2) mean annual precipitation [mm], 3) percentage of wetland and water, 4)
percentage of urban land, 5) the percentage of sand in the soil, 6) elevation at the middle 
relative area of the hypsometric curve [m], 7) main stream length [km]. Especially, the 
proposed model with data mining technique was found to outperform the other models (RMSE 
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Specific Degradation [tons/km2 yr] 
Fig. 1. South Korea (a) power-law slope and (b) truncation time of BTCs. 
The results of physiographical and geospatial analyses using the RUSLE, satellite images, and 
aerial photographs represents that hypsometric index, wetland, water, and urban land were 
important indicators for predicting the specific degradation of watersheds. 
Conclusions 
The suggested prediction methodology could provide accurate prediction for the specific 
degradation of target area and can be useful for identifying watersheds, which require 
sustainable sediment management. Additionally, geospatial analysis could define specific 
location for management of erosion and sedimentation. In conclusion, the proposed data 
mining methodology promises to facilitate the solution of various erosion and sedimentation 
problems and the suggested methodologies should be useful to estimate the sediment yield 
from ungauged watershed in South Korea. 
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Abstract 
The coefficient of the river regime in the Nakdong River is larger than that of other rivers, and 
the winter river flow at Jindong, which is in the lower reaches of the Nakdong River, is only 
14.5% of the summer river flow. Its water quality fluctuations are inversely related to the river 
flow. This trend is more prominent in the lowest water season, namely January to March, when 
there is a lack of river flow. Given the rainfall characteristics in Korea, the inflow of pollutants 
by direct runoff is relatively high during the wet season, but in the dry season with little 
rainfall, most pollutants are carried by point source pollution and base runoff. In particular, the 
lowest water season is the period when the river flow is the smallest owing to droughts, which 
accounts for most days of the year. Under these conditions, the river water quality can be 
easily deteriorated by the inflow of a small amount of pollutants. This study discusses the 22 
watersheds of the Nakdong River Basin that were targeted and the analysis of water quality 
fluctuations of each watershed, its pollutant characteristics, and whether the water quality 
target standard was met by the flow conditions to evaluate the vulnerability of water quality 
management in line with high flows and high flows using correlation and factor analysis 
techniques. The water quality fluctuations of each factor were analyzed using factor analysis 
and a network graph by classifying low-flow and high-flow periods on the basis of the 
reference flow rate calculated through the watershed model HSPF. In addition, the Na'ive Bayes 
classifier model was built to estimate the excess probability in line with the water quality target 
criteria for each watershed and to evaluate the vulnerability of the water quality variables 
relating to the given flow conditions. 
Keywords: Water Quality, Watershed management, Flow condition, Factor analysis 
Introduction 
The Nakdong River Basin, which is the research target area, consists of a total of 22 watersheds 
and 8 multifunctional weirs, which are the hydraulic structures in the main stream. The Water 
Environment Management Plan for the Nakdong River Basin Large Area is a comprehensive 
plan to expand and develop water quality and aquatic ecosystem conservation measures, 
which is also the basis of the water environment management plan for the Nakdong River 
Basin and small areas. The overall water environment management is currently conducted 
through sample analysis of representative points in the watersheds and analysis of water 
quality standards. 
Methods 
The purpose of this study is to present the direction of watershed management by conducting 
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factor analysis for 22 watersheds. Data preprocessing was performed by dividing the low and 
high-flow rates based on the standard flow rate calculated through the HSPF, which is a 
watershed model. The characteristics of water quality variation for each factor, which is the 
result of a factor analysis, were visually expressed using the factor analysis network graph. 
The characteristics of the water pollution source according to the spatiotemporal change were 
analyzed, and the factors of water environmental impact by flow conditions were identified. 
The water quality characteristics of each watershed were classified as the source of pollution 
by the flow conditions. The direction of water quality management by flow conditions can be 
suggested. 
Results 
Hapcheon Dam watershed clearly confirmed that the water quality characteristics of low and 
high flows were different. The singularity is that the phosphorus variables grouped by factor 2 
in the low-flow period are negatively correlated with the flow rate. In general, it was found to 
be in contrast to the inflow of phosphorus due to the non point source of rainfall. 
(a) Low-now Factor analysis (b) High-now Factor analysis 
B 
El 
Fig. 1. Factor Analysis Network Graph in Hapcheondam Watershed and (a) Low-flow and (b) High-flow. 
After categorizing unachieved ratios of water quality standards for each watershed into four 
grades, they were used as indicators for assessing the vulnerability. BOD is more likely to be 
exceeded than achieved in low-flow (60-100%) conditions. In contrast to the BOD results, T-P 
was found to have a high probability of exceeding performance under high-flow conditions. 
Conclusions 
Although watershed management is currently implemented with various water management 
policies, the management target criteria are simplified in the water environment management 
plan. Therefore, it is necessary to set customized criteria in consideration of watershed 
conditions and characteristics, and it is time to raise the target criteria. 
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Abstract 
In this study, the mixing behaviors according to the different values in the longitudinal and 
transverse dispersion coefficients was tested by using the two-dimensional model (RAMS) at 
the confluence where three rivers (the Nakdong River, the Geumho River, and the Jincheon 
Creek) meet. The longitudinal and transverse dispersion coefficients were calibrated and 
validated based on the electrical conductivity (EC) acquired from field measurements. Through 
the calibration and validation process, it showed that value of the longitudinal dispersion 
coefficient was about 25 times larger than that of the transverse dispersion coefficient in this 
confluence. Then assuming that a hazardous substance (phenol) was injected into the upper 
boundaries of the Geumho River due to an accidental spill, the concentration of phenol arrived 
at the water intake facilities was calculated by using the calibrated numerical model. As a result, 
mixing characteristics such as time and peak concentration of hazardous substances reaching 
the water intake facilities were very different according to the ratio of the 
longitudinal/transverse dispersion coefficient values. 
Keywords: Dispersion coefficients; Intermediate mixing; Confluence; Accidental spill 
Introduction 
When a pollutant is introduced into a river, it undergoes three different mixing stages. Vertical 
mixing is rapidly completed in the first stage (near field), after which mixing occurs in the 
transverse and longitudinal directions in the intermediate field. After transverse mixing is 
completed, only longitudinal mixing continues indefinitely in the far field without any 
boundaries (Fischer et al, 1979). This study focus on the two-dimensional (2-D) mixing of the 
intermediate field in which both longitudinal and transverse mixing are dominant. In pollutant 
mixing in natural rivers, the intermediate field is very long compared to the first stage. In 
addition, for mixing of tributary inflows or waste discharge near a water intake, in-depth 
analysis for 2-D behavior of the pollutant cloud should be performed (Baek and Seo, 2010). In 
this study, the intermediate mixing behavior according to the different values in the 
longitudinal and transverse dispersion coefficients was tested by using the two-dimensional 
model (RAMS) at the Nakdong River confluence with the Geumho River and the Jincheon Creek 
as shown in Fig. 1. 
Methods and Results 
The longitudinal and transverse dispersion coefficients in the numerical model (RAMS) were 
calibrated and validated based on the electrical conductivity (EC) acquired by field 
measurements. From the model calibration and verification process, the dimensionless 
longitudinal dispersion coefficient (Di/HU.) and transverse dispersion coefficient (Dr/HU. ) are 
determined as 24.35 and 0.97 respectively. The value of the longitudinal dispersion coefficient 
was about 25 times larger than that of the transverse dispersion coefficient in this confluence. 
Assuming that a hazardous substance (phenol) was injected into the upper boundaries of the 
Geumho River due to an accidental spill, the concentration of phenol arrived at the water 
intake facilities was calculated by using both the calibrated numerical model and the un-
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Fig. 2. C-t curves at water intake facilities 
Fig. 2 shows the results of simulated phenol concentration at the water intake facilities named 
Uam and Wolseong, respectively. As shown in this figure, mixing characteristics such as time 
and peak concentration of hazardous substances reaching the water intake facilities were very 
different according to the ratio of the longitudinal/transverse dispersion coefficient values. 
Conclusions 
In fact, this study is an example that the selection of the dispersion coefficients can affect 
decision-making such as stopping water intake during an appropriate time at the facilities, 
when if a hazardous substance like the phenol is introduced into a river. In the end, when using 
a two-dimensional mixing model in the intermediate field of a river, it was confirmed that the 
provision of an appropriate value of the longitudinal/transverse dispersion coefficient was an 
important factor. 
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Modeling of Non-Fickian Transport Incorporating Transient Storage Zones 
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Abstract 
The propagation of solute released into a natural riverine system is interpreted as a non-Fickian 
transport because it is dominated not only by hydrodynamics within surface flow domain, but 
also by interactions with surrounded storage zones. In this study, we investigated how to 
mathematically construct such non-Fickian transport model, and practically applied the 
transient storage model to a natural river to evaluate its simulation accuracy. As a result, by 
considering the storage effect, the simulation accuracy was 9.43% improved and 80.8% of error 
was reduced. 
Keywords: Solute transport in rivers; Non-Fickian transport; Storage zones; Tracer test 
Introduction 
Early studies for solute transport in a rivers stated that the passive solute transport in a flowing 
river is dominated by two mechanisms: propagation by current which is termed advection and 
spread out which is termed either diffusion or dispersion (Rutherford, 1994). However, the 
Fickian transport simulation have yielded poor accuracy in applying to natural rivers because 
the surface flow often interacts with surrounded geomorphological influences. The storage 
zones delay propagating of solute cloud and resultingly generates long tail of the cloud. This tail 
can be also seen in late-time behavior of breakthrough curve and such skewness cannot be 
accurately captured with the ADE simulation. The purpose of this study is to evaluate the 
transient storage model (TSM), the most popular non-Fickian transport model, to stress the 
significance of storage effect in solute transport simulation. 
Non-Fickian transport modeling 
To address the limitation of ADE, a mathematical formulation incorporating the storage zone 
have been developed by adding additional sink-source term into the ADE. The governing 
equations of the TMS is proposed below (Bencala and Walters, 1983). 
(1) 
(2) 
where C and Cs (g m"
3) denote solute concentration within the surface flow and storage
zone, respectively, u (m3 s·1) denotes mean flow velocity, AF and As (m
2) denote cross­
section area of surface flow and storage zone, respectively, DL (m
2 s·1) denotes longitudinal
dispersion coefficient, a (s-1) denotes mass exchange rate coefficient between the surface
flow zone and the storage zone. 
Tracer test in a natural river 
For validation purpose of the TSM, tracer test was carried out at the 4.54 km reach of Garn 
Creek, consisting primarily of sand substrate, South Korea in October 2019. Including the 
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injection point, 5 cross-sections along the reach were surveyed, and the reach was divided into 
4 sub-reaches. The surveyed flow properties and the parameters of TSM calibrated to 
concentration measurements are summarized in Table 1. 




Flowrate Q,m s 12.82 12.91 
Sub-reach length RL, m 1,200 830 
Mean depth H,m 0.361 0.358 
Mean width w, m 57.4 58.9 
Mean velocity U, m s-1 0.668 0.665 
Channel Slope s 0.000825 
Sinuosity111 Sn 1.07 1.03 
Dispersion coefficient K, m s- 0.57 0.59 
Flow zone area Ar, m
2 19.74 19.92 
Storage zone area As, m 2 4.49 3.12 
Exchange coefficient a, 10-4 s-1 3.75 2.92 
!i)Ratio of the curvilinear length to the straight-line length between the ends of the sub-reach













To evaluate the accuracy of the TSM, the breakthrough curves at the downstream boundaries 
of each 3 sub-reaches (S2, S3, and S4) as shown in Fig. 1.The accuracy comparison between 
ADE and TSM yielded the average determination coefficient (R
2
) of 0.963 and 0.880, and the 
RMSE of 0.177 ppb and 0.924 ppb, respectively. As a result, the non-Fickian solute transport 
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Fig. 1 Measured breakthrough curves and simulated from ADE and TSM at each section. 
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Abstract 
In this study, a finite element model based on the SU/PG scheme was developed to solve 
shallow water equations, and the developed model was verified against several benchmark 
problems. Then, the influence of partial-slip boundary conditions on the laminar flow 
properties past a circular cylinder was examined. In addition, the secondary flow evolved in 
curved or confluent channels was reproduced by incorporating dispersion stress. 
Keywords: shallow water equations, partial-slip condition, secondary flow, dispersion stress 
Introduction 
Most open-channel flows can be regarded as shallow water problems, because the effect of 
vertical motions is usually insignificant and depth-averaged equations are generally accepted 
for analyzing the open channel flows with reasonable accuracy and efficiency. This set of 
equations is particularly well-suited for the study and numerical simulations of a large class of 
geophysical phenomena, such as river flows, coastal domains, ocean circulation, or even run­
off when modified with adapted source terms. Simulation of shallow water systems can serve 
numerous purposes: (1) understanding hydraulic, biological and other processes; (2) predicting 
impacts of development works and natural events to minimize the damage; and (3) 
environmental management. In addition, shallow water hydrodynamic model can be coupled 
to a transport model in considering flow and transport phenomenon thus making it possible to 
study remediation options for polluted streams and estuaries to predict the impact of 
commercial projects on the environment and ecosystem and to study allocation of allowable 
discharges by municipalities and by industries in meeting water quality controls. The 
motivation of the present study can be classified into two physical issues at hand: (1) the 
consideration of the spiral structure of the secondary current that is usually lost in 
conventional shallow water models; and (2) the incorporation of nonzero slip velocity at the 
solid boundaries which has been intensively reported due to the rapid progress of current 
measurement techniques. 
Description of Model 
In this study, an unsteady 2D depth-averaged flow model is developed by accommodating 
finite element algorithm. The shallow water equations were weighted by SU/PG test function 
of which the shape is deformed by the current direction to introduce balancing diffusion only 
in the flow direction. The nonlinearity of the discretized momentum equations was linearized 
by Newton-Raphson method. Triangular or rectangular element with c1 interpolation function 
can be mixed together in the construction of geometry and the linear set of equations was 
solved by frontal method. 
Results 
By the slip length(b) control, no-slip, partial-slip and free-slip boundary conditions are tunable. 
In Fig. 1, the drag coefficient(C0) was plotted against Re. The values given in the literature for C0 
were quite dispersed. However, the band formed by the present results b/O=0.0(non-slip 
condition) and 0.018(slip condition) covered most of the previous numerical and experimental 
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results. The lowest drag coefficients were obtained in the b/D=0.018. The drag coefficients for 
Re=20 and 100 in b/D=0.018 were reduced by approximately 26 % and 16 %, respectively, 
compared with those in the b/D=0.0. As the slip length increased, there was a decreasing 
tendency of drag coefficient since the frictional component of drag decreased while the 
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Fig. 1. Drag coefficient variation and time-averaged wake length according to slip length adjustment 
Fig. 2 shows the variations of the sidewall flow depth along the dimensionless channel length. 
The proposed model performed slightly better than Leschziner and Rodi (1979), Molls and 
Chaudhry (1995) and Lien et al. (1999) near the bend entrance of the outer bank and the flow 
depth at the inner bank is comparable to Lien et al. (1999). The water surface profiles by the 
present model with dispersion terms were closer to experimental results than the profiles 
without dispersion terms. This can be explained as follows. If the dispersion stresses are 
included in the bend-flow simulation, they act as sink or source in the momentum equation, 
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Fig. 2. Comparison of sidewall water depth with or without dispersion stress 
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Abstract 
With the recent industrial development, accidental pollutant spills in rivers have frequently 
occurred. Thus, it is critically important to predict pollutant spreading using water quality 
models. We developed the two-dimensional (2D) advection-dispersion model, CTM-2D. The 
model validation with field observation showed that CTM-2D accurately simulated the 2D 
transport behaviors. In particular, this water quality model adequately captured the elongation 
of the pollutant cloud, caused by the complex river topography. Also, CTM-2D effectively 
reproduced the secondary flow-induced lateral mixing at the river meander via 2D dispersion 
coefficients. 
Keywords: Water quality modeling, CTM-2D, 2D numerical model, Pollutant mixing, River 
Introduction 
One-dimensional (lD) models have generally been used for modeling water quality in rivers. 
Nevertheless, the lD water quality models often pose a limitation in simulating pollutant 
dispersion behaviors when pollutant sources are introduced from a tributary to large rivers 
with a high channel width to depth ratio at the confluence, where the lateral concentration 
gradient persists downstream for long times (Jung et al., 2019). While, two-dimensional (2D) 
water quality models based on a 2D advection-dispersion equation (ADE) are effective to 
simulate 2D pollutant mixing behaviors at the river confluence. In this study, we develop a 2D 
contaminant transport model, CTM-2D, and validate the developed numerical model using 
field tracer test data. 
Numerical models 
The governing equation of CTM-2D can be described as (Lee and Seo, 2007): 
(1) 
where C indicates the solute concentration; u and v are the longitudinal and transverse 
velocity component, respectively; DL and Dr are the longitudinal and transverse dispersion 
coefficient, respectively; and S denotes the sink-source term, which varies with a target water 
quality. CTM-2D can model a variety of water quality constituents such as toxicants, BOD, DO, 
heat, algae, nitrogen and phosphorus with diverse formulations of S.
Field tracer tests 
For validation of CTM-2D, we perform tracer tests in the Sum River, South Korea. The study 
section of the Sum River includes a sharp meander bend with the sinuosity of 1.66 and has the 
average channel width and flow depth of 45 and 0.44 m with the average flow velocity of 0.45 
m/s. We inject a fluorescent dye, Rhodamine WT and measure the concentration using 
fluorimeters deployed at the center of 4 cross sections. 
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We first simulate flow velocities using a shallow water model, HDM-2D, developed by Song et 
al. (2012), then we perform the transport simulation by incorporating the simulated velocity 
field with CTM-2D. Fig. 1 shows the simulated spatial evolution of tracer spreading. As shown 
in this figure, the dispersion behaviors of the tracer are spatially heterogeneous due to the 
local 2D flow characteristics inherent to the channel topography. Especially, the model 
adequately reproduces the large elongation of the tracer spreading after the meander bend, 
where the significant velocity contrast in the transverse direction owing to the secondary flow. 
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Fig. 1. Spatial evolution of tracer spreading simulated with CTM-2D 
The accuracy comparison between the simulation and observation yields the average Nash­
Sutcliffe efficiency higher than 0.9, as shown in Fig. 2. In particular, CTM-2D accurately predicts 
the tailing of the breakthrough curves, which is induced by the 2D storage effect of the low­
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Fig. 2. Comparison between simulated and observed breakthrough curves at cross sections 
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Abstract 
As Artificial Intelligence (Al) technique has been widely used in water resource management, 
Machine Learning (ML) implementation leads water quality monitoring to more practical and 
accurate modeling methodologies than traditional modeling based on simple regression. The 
most apparent advantage of ML is the capability of solving non-linear and complex relationship 
of the dataset, which enable to treat vast dataset more easily. From this respect, various water 
quality parameters in rivers were successfully estimated based on a large dataset in space and 
time from the ML approach. In this study, novel ML approaches to estimate river contaminant 
source identification, fecal coliform, and suspended solids were investigated in terms of 
applicability in rivers. The results showed that these novel methodologies yield high accuracy 
and field applicability in various sites. 
Keywords: Water Quality; Machine learning; Contaminant source; fecal coliform; Suspended 
Solids (SS) 
Introduction 
This study carried out Machine Learning (ML) models for contaminant source identification, 
fecal coliform prediction, and Suspended Solids (SS) prediction. For contaminant source 
identification, the contaminant spill scenarios were generated from TSM numerical model. 
Then, Breakthrough Curves (BTC) of spill scenarios were extracted into both Whole 
Breakthrough Curve (WBTC), and Truncated Breakthrough Curve (TBTC) features. Both types of 
BTC features were served as input variables of ML models, respectively. In fecal coliform 
prediction, rainfall, water quality, and dam discharge data from the field measurement were 
used to develop the tree-based models. The SS estimation was based on the remote sensing 
technique, which provides spatial-spectral information of SS. The multi-spectral profile of SS 
was used to estimate SS concentration from Support Vector Machine (SVM). 
Methods 
Two ML algorithms based on different principles were used to find a more efficient algorithm 
for water quality parameters in rivers. First, Random Forest (RF) is an ensemble classifier that 
contains multiple independent decision trees using a majority vote to classify (Breiman 2001). 
This algorithm is based on the Gini Index, which indicates class heterogeneity to determine the 
class assignment of input values to contribute to predictive accuracy. The RF has an advantage 
that leads to a reduction of overfitting and minor variance by ensemble many decision trees. 
Also, it is highly stable with variations of model hyperparameters compared with other 
algorithms. On the other hand, SVM defines a non-linear separable hyperplane that divides 
classes by solving a quadratic optimization problem (Vapnik 1998). From the non-linear 
separation, input variables are transformed using a kernel function in SVM, making a complex 
problem to be solved. 
Results and conclusion 
As shown in Fig. 1, RF outperformed other models in both contaminant source identification 
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and fecal coliform prediction. The RF showed the best performance with a few features with a 
low computational load. Moreover, in both predictions, the RF showed an accuracy of 90% or 
more. The SVM was suitable to regress the spectral profile from satellite images and SS 
concentration, as shown in Fig. 2. The retrieved map of SS in the Nakdong river showed the 
dynamic mixing of SS in confluence at different periods. Consequently, each ML model has 
different appropriate water quality factors with each input variable. However, it showed that the 
ML model is a powerful method for predicting various water quality factors in rivers. 
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Fig. 1. Comparison of ML models for (a) contaminant source identification and (b) fecal coliform 
prediction 
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Fig. 2. Remote sensed 55 concentration map from ML models in Nakdong river 
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