In this paper we characterize the nonnegative nonsingular tridiagonal matrices belonging to the class of inverse M-matrices. We give a geometric eqnivalence for a nonnegative nonsingular upper triangular matrix to be in this class. This eqnivalence is extended to include some reducible matrices. Throughout this work we wilI assume that the matrices we are dealing with are scaled to have l's along the diagonal. This is achieved by premultiplying and postmultiplying by nonnegative diagonal matrices. Since the class of inverse M-matrices is closed under multiplication by nonnegative diagonal matrices, it follows that generality does not suffer under this assumption. The notation AT will be used for the transpose of the matrix A.
cone I. N. IMAM K* = {x1(x, y) > 0 for all yin K}, where (x, y) = xry is the Euclidean inner product. It is well known [l] that if K and L are two cones such that K c L, then L* c K*. Another well-known fact [2] is that if A is a nonsingular n X n matrix, then K( AT) = K*(A-'). The set of alI nonnegative linear combinations of a finite set S of vectors in R" is a polyhedral cone. Let A be real matrix. Then the set K(A) = { Axlx > O} is a polyhedral cone. If A is nonsingular, then K(A) is called simplicial.
Let A be an n X n matrix of rank r. Then there exist n X r and r X n matrices F and G, respectively, such that rank(F) = rank(G) = T and A = FG. In this case the product FG is called a rank factorization of A. If F and G are nonnegative, then the product FG is called a nonnegative rank factorization of A. Thomas [4] showed that the minimum dimensions and rank possible for a nonnegative matrix A having no nonnegative rank factorization are 4 ~4 and 3, respectively. Moreover he showed that If B is non-singular, then the following statements are equivalent:
Proof. To show that (ii) implies (i) we assume that K(A) z K(B). It follows that
Ae, = f qiBei, qj>OO, j=l ,***, m, i=l >a.*> n.
j=l
Upon premultiplying this equation by B-' we obtain B-'A > 0.
To show that (i) implies (ii), we assume that B-'A is nonnegative. The ith column of B-IA can be written as m B-'Aei = c rfiej, rii >, 0 for i=l,...,n.
j=l Let x be a vector in K(A). Then there exist nonnegative scalars xk such that Therefore x belongs to K(B). This proves (ii).
n LEMMA 2. Zf A and B are nonsingular real n X n matrices, then the following statements are equivalent: 
TRIDIAGONAL MATRICES
In this section we give a necessary and sufficient condition for a nonnegative nonsingular tridiagonal matrix to be an inverse M-matrix. 
Case 2. The matrix A (or its transpose) is given by
The proof that (i) implies (ii) follows from the fact that every principal submatrix of an inverse M-matrix is an inverse M-matrix and Lemma 5.
The following lemma is immediate. Proof. To show that (ii) implies (i) we assume that A is a nonnegative nonsingular tridiagonal matrix such that all the principal minors of A are positive and A is the direct sum of matrices of the types given by (a), (b), or (c). Since the inverse of a diagonal matrix with positive diagonal entries is a diagonal matrix with positive diagonal entries, and since the inverse of a positive 2 X2 matrix with a positive determinant is an M-matrix, we need consider only the blocks of the type given by (c). Let Ai be one of the blocks of A that are described in (c). Then Ai = DM, where D is a diagonal matrix with positive diagonal entries and M is tridiagonal matrix satisfying the hypothesis of Lemma 8. Therefore M-' is an M-matrix. Since ( Ai)-' = M-'D-l, it follows that (A,)-1 is an M-matrix. To show that (i) implies (ii) we assume that A is a nonnegative nonsingular tridiagonal n X n matrix such that A-' is an M-matrix. Then every principal submatrix of A is an inverse M-matrix, and since the determinant of an inverse M-matrix is positive, it follows that all principal minors of A are positive. Moreover since Lemma 6 implies that neither the subdiagonal nor the superdiagonal of A can contain two adjacent nonzero entries, it follows that A can be partitioned into blocks of the types given by (a), (b), or (c). w
UPPER TRIANGULAR AND OTHER REDUCIBLE MATRICES
In this section we give a geometric characterization of an upper triangular inverse M-matrix in terms of the cone generated by its columns. This characterization is extended to some reducible matrices. Let A be an n X n real matrix. Then A is called a Zmatrix if A has nonpositive off diagonal entries. It is well known [3] that if A is a Z-matrix and A-' is nonnegative, then A is an M-matrix. THEOREM 2. Let U be a nonnegative upper triangular n x n matrix with l's along the diagonal. Then the following statements are equivalent:
(ii) Ue,-e,EK(Ue,,Ue, ,..., Uek_,)fork=2 ,..., n.
Proof. Let U be a nonnegative upper triangular n X n matrix with l's along the diagonal Assume that Ue, -ek E K(Ue,, . . . , i%k_l) for k = 2,. . . ,n. Then there exist nonnegative scalars aik, i = 1,. . . , k -1, k = 2,. . . , n, such that 
i=l Therefore U-' is a Zmatrix, and so it is an M-matrix. Conversely, if U-i is an &f-matrix, then its kth column is given by (2) with aik = Uik > 0 for i = 1,. . . ,n. Multiplying by U on the left and rearranging, we obtain (1). Therefore statement (ii) is satisfied. Proof. Assume that A is an inverse M-matrix. Then PAPT is an inverse M-matrix. Since it follows that B-W is nonnegative. Using Lemma 1, we obtain that K(C) L K(B). Conversely, we assume that B is an inverse M-matrix and K(C) c K(B). Lemma 1 implies that B-'C is nonnegative.
Therefore PAPT is an inverse M-matrix, and so is A. W In the special case where C is a square nonsingular matrix, the condition K(CT)~ K(ET) is equivalent to K*(C-') G K*(E-').
Therefore the conclusion that K(CT) c K(ET) in Theorem 5 may be replaced by K(E-') c K(C-'). In the special case where C is idempotent and the diagonal blocks B and E are inverse M-matrices, the converse of Theorem 5 holds and we have the following result. Proof. The "only if" part was proved in Theorem 5. To prove the "if" part we assume that K(C) c K(B) and K(Cr) c K(Er). From the first it follows that B-'C > 0. The second yields that CE-' > 0. Thus B-'C2E-' 2 0, and since C is idempotent, we have B -'CE-' 2 0. Therefore A is an inverse M-matrix.
