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Abstract
The Graetz problem is a convection-diffusion equation in a pipe invari-
ant along a direction. The contribution of the present work is to propose
a mathematical analysis of the Neumann, Robin and periodic boundary
condition on the boundary of a semi-infinite pipe. The solution in the
3D space of the original problem is reduced to eigenproblems in the 2D
section of the pipe. The set of solutions is described, its structure de-
pends on the type of boundary condition and of the sign of the total flow
of the fluid. This analysis is the cornerstone of numerical methods to
solve Graetz problem in finite pipes, semi infinite pipes and exchangers of
arbitrary cross section. Numerical test-cases illustrate the capabilities of
these methods to provide solutions in various configurations.
1 Introduction
1.1 Context
The seminal work of Graetz in the late 19th century adressed a stationnary
convection-diffusion problem inside an axi-symmetrical cylindrical pipe [5], where
the regime was supposed to be convection-dominated which means that the
longitudinal diffusion was neglected. It was the first contribution to the mod-
elling of convective transport coupled with diffusion, with important applica-
tions nowadays as the parallel convective exchangers involved in heating or
cooling systems [16], haemodialysis [1], and heat exchangers [7]. The first ex-
tension to the Graetz problem, known as the “extended Graetz problem” takes
into account longitudinal diffusion [10, 3, 18, 9]. Papoutsakis et al. in [12, 11]
introduced a symmetric operator acting on a two-components space that solves
the extended Graetz problem in axi-symmetrical configurations. The so-called
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“conjugated Graetz problem” where multiple solid or fluid phases are taken into
account was proposed in [13, 14] in the case of an axi-symmetrical configura-
tion. These successive models aimed at taking into account more and more
complex and realistic situations, and when only axi-symmetrical configurations
were considered the equations boiled down to one-dimensional problems. The
adaptation to parallel plates heat exchangers of these one-dimensional models,
together with a parametric study was proposed in [6]. The reader may also
consult [2] for a review on the conjugated Graetz problem.
The work on non-axisymmetrical configurations was initiated in [15] where
the operator was proved to be self-adjoint with compact resolvent when Dirich-
let boundary conditions are applied on the boundary of the domain. In the
case of a single fluid stream the negative eigenvalues correspond to downstream
propagation, and positive eigenvalues to upstream propagation. The main nov-
elty was that arbitrary geometries were adressed, and a detailed mathematical
analysis of the Dirichlet problem was proposed. Numerical methods for the
approximation of this operator and error estimates where provided in [4].
The objective of the present work is to extend the work of [4] and provide
explicit methods with general lateral boundary conditions, beyond the Dirichlet
case. The cross section of the domain has an arbitrary geometry and can incor-
porate different fluid domains, possibly with opposite signs of the velocity. The
lateral boundary conditions that we address can be Dirichlet, Neumann, Robin,
periodic or a mixture of these different cases on different parts of the bound-
ary. The periodic boundary conditions with rectangular or hexagonal cell are
adapted to the analysis of micro-exchangers, where a design pattern is repeated.
1.2 Setting
In convection-dominated heat or mass transfer, we address the generalized
Graetz problem which occurs in a cylinder of arbitrary section Ω and of length
I, possibly I = R+, see Figure 1. The diffusion coefficient is supposed to be
invariant by translation along ez the axis of the cylinder. Similarly, the velocity
vector v is supposed to be oriented in the direction of the axis of the cylinder,
that is v = hez with h ∈ L∞(Ω). The equation for the temperature T inside
the domain is then
c∂zzT + div(σ∇T )− h∂zT = 0 on Ω× I, (E)
with diffusion coefficients c, σ > 0 bounded in Ω with bounded inverse. The
lateral homogeneous boundary conditions (LBC) may be of Neumann, Dirichlet,
Robin and periodic type, respectively on ΓN ,ΓD,ΓR,Γ] ⊂ ∂Ω given by
σ∇T · n = 0 on ΓN × I: Neumann, and/or
T = 0 on ΓD × I: Dirichlet, and/or
σ∇T · n+ aT = 0 on ΓR × I: Robin, and/or
T is periodic on Γ] × I: periodic
(LBC)
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Figure 1: The domain Ω× I where the Graetz problem is posed.
where a > 0 in the Robin condition, and Γ] must be taylored to support periodic
conditions (e.g. Ω is the unit square, Γ] = ({x = 0} ∪ {x = 1}) ∩ ∂Ω and the
boundary condition is T (0, y) = T (1, y)). As usual, the Γ’s involved in the
definition of the boundary condition must form a partition of ∂Ω. Note that
the Neumann (resp. Dirichlet) boundary conditions are degenerate cases of the
Robin condition corresponding to a = 0 (resp. a = +∞). The Inlet/Outlet
boundary condition (I/OBC) is of Dirichlet and/or of Neumann type and is
given by
T = TD on ΩD and ∂zT = SN on ΩN with ΩD ∪ ΩN = Ω× ∂I. (I/OBC)
In the case I = R+, we intentionnally stay vague about the definition of ∂I, it
is one of the results of this work to determine whether an (I/OBC) is needed
on z = +∞.
A more realistic model in regimes of high velocities takes into account a
viscosity term, see e.g. [8] where a study in a microchannel including viscous
effects and longitudinal conduction is performed. Our approach can also account
for viscosity, the details are presented in Section 2.3.
1.3 Lax-Milgram
Note that the equation (E) is an elliptic equation with an additionnal convective
term. It is possible to use Lax-Milgram’s theorem [17] under the hypothesis that
the Inlet/Outlet boundary condition is Dirichlet in the region where the flow is
incoming. More precisely:
Proposition 1 Let I = [z1, z2] and ω± = {x s.t ± h(x) > 0}. If
ω+ × {z1} ⊂ ΩD and ω− × {z2} ⊂ ΩD
and if TD and SN are regular enough, then there exists a unique solution to (E)
with the boundary conditions (LBC) and (I/OBC).
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The proof is only sketched here for the sake of completness. Denote X the
natural space of elements where the solution is sought, that is
X = {T ∈ H1(Ω× I) s.t. T = 0 on (ΓD × I) ∪ ΩD and T periodic on Γ] × I}.
Non-homogeneous Dirichlet boundary conditions of (I/OBC) are solved using a
lift of TD, still denoted TD that satisfies the lateral boundary conditions (LBC)
with ∂zTD = 0 on ΩN and denote
fD = c∂zzTD + div(σ∇TD)− h∂zTD.
The change of unknown T˜ = T − TD where T solves (E) and (LBC), leads to
the following variational formulation: find T˜ ∈ X such that for every φ ∈ X :∫
Ω×I
c∂zT˜ ∂zφ+ σ∇T˜ · ∇φ+ h∂zT˜ φ+
∫
ΓR
aT˜φ︸ ︷︷ ︸
b(T˜ ,φ)
+
∫
ΩN
SNφ−
∫
Ω×I
fDφ︸ ︷︷ ︸
`(φ)
= 0.
The term b(T, φ) is bilinear in (T, φ) and continuous for the standard norm
of X , the term `(φ) is linear continuous if TD and SN are regular enough. It
remains to study the coercivity of b.
b(T, T ) =
∫
Ω×I
c∂zT.∂zT+σ∇T ·∇T+h∂zT.T =
∫
Ω×I
‖∇3DT‖2κ+
1
2
∫
Ω×I
h∂z(T
2),
where κ is a positive matrix with diagonal entries (σ, σ, c) in the basis (ex, ey, ez).
The first term is coercive. The second term is
1
2
∫
Ω
hT 2|z=z2z=z1 =
1
2
∫
Ω×{z2}
hT 2 − 1
2
∫
Ω×{z1}
hT 2.
It is nonnegative for all T ∈ X if and only if the Inlet/Outlet condition is of
Dirichlet type at the boundary where the flow is entering the domain (z = z1 if
h > 0, and z = z2 if h < 0).
1.4 Presentation of the paper
The objective of the present paper is to provide a general framework that al-
lows to solve (E) with any type of boundary condition beyond the case where
Lax-Milgram’s theorem can be used. Section 2 details the notation and the
main properties of the operator involved in the solution, as well as the modifica-
tions required to take into account a viscosity term. The main results, namely
Theorems 4 and 5, are detailed in Section 3, their proof is postponed to the Ap-
pendix. In Section 4 we solve the problem in a semi-inifinite domain and show
that depending on the case the temperature at infinity T∞ can either be a free
parameter of the problem or be imposed by the other condition. In Section 5
we adress the case of a domain of finite length, and numerical strategies are
detailed in the different cases depending on the lateral boundary condition and
on the Inlet/Outlet condition. Test cases are presented in Section 6.
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2 State of the art and position of the problem
The equation (E) may be interpreted as an evolution equation in the variable z
if it is cast into
∂z
(
∂zT
T
)
= A
(
∂zT
T
)
on Ω× I, with A
(
u
s
)
=
(
hc−1u− c−1 div σ∇s
u
)
. (1)
The goal of this section is to guide the reader to the analysis of (1) that was
proposed in [4], to enlarge the frame to Neumann and periodic lateral boundary
condition, and to define the notation and state the results that will be used in
the sequel. Since A is a symmetric operator with a compact resolvent, classical
eigendecomposition leads to an explicit representation of the solution of (1) in
the basis of eigenvectors (see e.g. [17]).
Definition 2 We say that “the constants are not controlled” when ΓD∪ΓR = ∅,
in other words when there is no Dirichlet or Robin condition on the lateral part
of the boundary of the domain. The case where the constants are not controlled
and in addition
∫
Ω
h = 0 is called the “balanced case”.
As we prove in this section, the case where the constants are not controlled
is a case where the constants are a solution of (E) and the balanced case is a
case where A admits a non-trivial kernel.
2.1 Study of the operator A
In this section we detail the Hilbert space, the scalar product, the kernel, range
and pseudo-inverse of the symmetric operator A.
Hilbert space and scalar product. First, introduce the space H that
encodes the lateral boundary condition. When the constants are controlled
define:
H = {s ∈ H1(Ω), such that s = 0 on ΓD and s periodic on Γ]}.
If there is no Dirichlet or Robin boundary condition, hence no control on the
constants, quotient by the constants and define:
H = {s ∈ H1(Ω)/R, such that s periodic on Γ]}.
Then, define the Hilbert space H as
H = {(u, s) |u ∈ L2(Ω), s ∈ H}
which is endowed with the scalar product:((
u, s
) | (u′, s′))H = ∫
Ω
cuu′ + σ∇s · ∇s′ +
∫
ΓR
ass′.
The crucial step in showing that H is a Hilbert space is to show that the scalar
product is definite. Setting
((
u, s
) | (u, s))H = 0 immediatly gives u = 0 and
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∇s = 0, hence s is a constant. If the constants are controlled, then ΓD ∪ΓR 6= ∅
and s = 0, whereas if the constants are not controlled then s is a constant and
s = 0 in H.
The domain of the operator A is:
D(A) = {(u, s) ∈ H, u ∈ H1(Ω),div(σ∇s) ∈ L2(Ω)+ boundary conditions (LBC)},
where the boundary conditions are u ∈ H, and σ∇s · n is equal to 0 on ΓN , is
equal to −as on ΓR and is periodic on Γ]. On D(A), the operator is symmetric
as we prove now. Let φ = (u, s) and φ′ = (u′, s′) ∈ D(A):
(Aφ|φ′)H =
∫
Ω
(hu− div σ∇s)u′ + σ∇u · ∇s′ +
∫
ΓR
aus′
=
∫
Ω
huu′ + σ∇u · ∇s′ + σ∇u′ · ∇s+
∫
∂Ω
(−σ∇s · n)u′ +
∫
ΓR
aus′︸ ︷︷ ︸
(1)
,
and the term (1) is symmetric thanks to (LBC) on D(A).
Inverse of the Laplacian Define the inverse of the Laplace operator as:
u = ∆−1σ f iff
 div(σ∇u) = f, andu ∈ H
+ boundary conditions,
where the boundary conditions are σ∇u ·n = 0 on ΓN and σ∇u ·n+ au = 0 on
ΓR. If the constants are controlled, then ∆
−1
σ is well defined on L
2(Ω), whereas
if there is only Neumann or periodic boundary conditions (no control of the
constants), the operator ∆−1σ is only defined if f ∈ L2m(Ω), the subspace of
L2(Ω) with null average.
Kernel of A Following from the definition of A in (1), the kernel of A is
the set of (u, s) in D(A) such that
u = 0 in H and hu− div(σ∇s) = 0.
When the constants are controlled, both u and s are then equal to 0. When the
constants are not controlled, since u is a constant, then s = u∆−1σ h in Ω which
admits a solution if and only if
∫
Ω
h = 0. To summarize the kernel of A is:
K(A) =
{
V ect(φ0 = (1,∆
−1
σ h)) in the balanced case ,
{0} in the other cases
Range and inverse of A The range of A, denoted R(A), is defined as
the orthogonal of K(A) in H and the inverse of A is an operator from R(A) to
D(A), defined as follows:
∀φ = (u, s) ∈ R(A),A−1φ =
{
(s,∆−1σ (hs− cu)) if the constants are controlled
(s+ k,∆−1σ (hs− cu+ hk)), k ∈ R if not.
.
6
When the constants are not controlled, the constant k ∈ R is chosen so that{∫
Ω
hs− cu+ hk = 0 in the non-balanced case,
(A−1φ, φ0)H = 0 in the balanced case.
It is easily checked that for all φ ∈ R(A), A−1φ ∈ D(A) and that AA−1φ = φ.
The operator A−1 is then symmetric (as a consequence of the symmetry of A).
Note also that in the balanced case, one can also write:
∀φ = (u, s) ∈ R(A), A−1φ = (s,∆−1σ (hs− cu)) + kφ0.
Eigenvalue decomposition of A The operator A−1 is a compact self-
adjoint operator on R(A). To prove this let φn = (un, sn) be a bounded se-
quence in H. Then up to a subsequence it is a weakly convergent sequence and
sn converges strongly in L
2(Ω). Using the fact that ∆−1σ is a compact oper-
ator from L2 to H finishes the proof. We denote by λi the non-zero ordered
eigenvalues of A and by φi = (Ui, λ−1i Ui) the corresponding eigenvectors. By
convention, λi is of the sign of i so that
−∞← λ−n ≤ λ−n−1 ≤ · · · ≤ λ−1 < 0 < λ1 ≤ · · · ≤ λn−1 ≤ λn → +∞.
In the balanced case, we add to the family (φi)i the vector φ0 = (1,∆
−1
σ h),
so that the Hilbert space H is the space spanned by the eigenvectors (φi)i∈Z.
2.2 Solution of the evolution equation
The diagonalization of the operator A allows to solve the evolution equation
(E):
c∂zzT + div(σ∇T )− h∂zT = 0 on Ω× I. (E)
Let T ∈ C1(I, L2(Ω))∩C0(I,H) be a solution of this equation with correspond-
ing lateral boundary conditions (LBC). If we denote φ : z 7→ (∂zT (z), T (z)) in
C0(H), then the equation (E) is equivalent to ∂zφ = Aφ, and the solution φ is
given by
φ(z) =
∑
i∈Z
(φ(0)|φi)H
‖φi‖2H
eλizφi. (2)
One can either identify the first coordinate and integrate w.r.t. z or identify
the second coordinate and denote
ψ =
∑
i∈Z∗
λ−1i
(φ(0)|φi)H
‖φi‖2H
φi,
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to obtain
T (z) =
∑
i∈Z∗
(ψ|φi)HUieλiz if the constants are controlled, i.e.ΓD ∪ ΓR 6= ∅,
T (z) =
∑
i∈Z∗
(ψ|φi)HUieλiz + a0 with a0 ∈ R if ΓD ∪ ΓR = ∅ and
∫
Ω
h 6= 0,
T (z) =
∑
i∈Z∗
(ψ|φi)HUieλiz + a0 + a1(z + ∆−1σ h) in the balanced case
with a0 ∈ R and a1 = (φ(0)|φ0)H‖φ0‖2 .
If ∂zT and T are given at z = 0 such that φ(0) = (∂zT (0), T (0)) belongs to
H, then ψ is uniquely determined. Moreover the constant a0 is also determined
by T|z=0 (and also a1 in the balanced case). We stress that this solution may
not be defined everywhere, indeed the series on the right-hand side of (2) has
to be convergent in some sense and the convergence of the series for z = 0 is
not sufficient to ensure the convergence for z 6= 0 due to the multiplication by
eλiz for non-zero λi’s. The set of initial datum φ that allows this series to exist
is known as the set of compatible initial condition for the Cauchy problem.
2.3 Including a viscous term
Let us consider the following modification of the equation (E) where a viscous
term is added:
c∂zzT + div(σ∇T )− h∂zT = µ|∇h|2. (3)
Proposition 3 Let T be the solution of the Graetz equation with viscosity (3).
Then there exists an explicit change of unknown function that transforms the
problem with viscosity into a problem without viscosity of the form (E). There-
fore the solution of the problem (3) reduces to the solution of the original problem
(E).
Once a particular solution T˜ is found, the change of variable T̂ = T − T˜ trans-
forms by linearity the problem with viscosity (3) into the problem without
viscosity. We distinguish different cases, depending on if the constants are con-
trolled or not, and in the case the constants are not controlled we treat separately
the non-balanced and the balanced case. In each case we provide an explicit
particular solution T˜ .
a) If the constants are controlled, a particular solution is given by
T˜ = ∆−1σ (µ|∇h|2).
b) If the constants are not controlled, in the non-balanced case
T˜ = αz + ∆−1σ (µ|∇h|2 + αh),
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where α ∈ R satisfies ∫
Ω
(
µ|∇h|2 + αh) = 0.
c) If the constants are not controlled, in the balanced case, the particular
solution is given by T˜ = α(
z2
2
+z∆−1σ h)+∆
−1
σ γ, with α ∈ R and γ ∈ L2(Ω)
such that:  α
(∫
Ω
c− h∆−1σ h
)
=
∫
Ω
µ|∇h|2
γ = µ|∇h|2 − α(c− h∆−1σ h)
(4)
The choice of α ensures that γ has zero average so that ∆−1σ γ is well
defined. Note that α is well defined since∫
Ω
c− h∆−1σ h =
∫
Ω
c+
∫
Ω
σ|∇h|2 > 0.
Note that the last term is equal to ‖φ0‖2H.2
3 Main decomposition theorem
In this section, the decomposition of a temperature field on the non-positive
eigenspace is studied. The result stated in Theorem 5 considers different cases
depending on the control of constants and the sign of the total flow.
3.1 Notation and statement of the problem
The D(Aα) norm or “α-norm” in short is defined by
‖φ‖2α =
∑
i∈Z
λ2αi
(φi|φ)2H
‖φi‖2H
∀φ ∈ H.
The space D(Aα) is the set of φ ∈ R(A) whose α-norm is < +∞. It is easy
to check that D(A1)=D(A) and that D(A0)=R(A). Define P an orthogonal
projection on H as:
∀φ = (u, s) ∈ H, Pφ = (u, 0). (5)
For any I subset of Z define piI the orthogonal projection
piIφ =
∑
i∈I
(φi|φ)H
‖φi‖2H
φi (6)
We denote pi+ = piN∗ , pi− = pi−N∗ , pi0 = pi{0} and R(piI) = piI(H).
The problem of decomposition of a temperature field on the non-positive
eigenspace is stated as follows:
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For any φ ∈ H, find ψ such that
Pψ = Pφ and pi+ψ = 0. (7)
A similar problem of decomposition on the non-negative eigenspace is obtained
by replacing pi+ by pi−. All the results of the present section have a counterpart
obtained by changing the sign of z.
3.2 Necessary and sufficient condition
In order to tackle problem (7), we first consider the following related problem:
Find ψ ∈ R(pi−) such that pi−Ppi−ψ = pi−Pφ. (8)
Indeed if ψ solves (7), then multiplying the equation by pi− and assuming that
the kernel of A is reduced to the nullspace (which is true except in the balanced
case), one derives equation (8). Such a problem admits a unique solution, given
by the following theorem:
Theorem 4 The operator pi−Ppi− is invertible on R(pi−). Define B− the self-
adjoint operator of H as
B−φ = pi−(pi−Ppi−)−1pi−φ.
Moreover it holds
‖B−φ‖H ≤ C‖pi−φ‖H and ‖B−φ‖1/2 ≤ C‖pi−φ‖1/2.
One can similarly define an operator B+, obtained by replacing pi− by pi+.
The result is proved in [4] for the full-Dirichlet case, that is ΓD = ∂Ω. The
proof can be adapted without major changes to the case in consideration. It
is reproduced in Appendix B for the convenience of the reader. Problem (7) is
then solved in the next theorem.
Theorem 5 Let φ ∈ H, define Φ = (1, 0) ∈ H and consider problem (7) of
finding ψ a solution of
Pψ = Pφ and pi+ψ = 0. (7)
• If the constants are not controlled and ∫
Ω
h > 0, there exists a solution if
and only if
(Φ− PB−Φ|φ)H = 0.
In this case, the solution is unique and given by ψ = B−Pφ.
• If the constants are not controlled and ∫
Ω
h = 0 (balanced case), then
(Φ− PB−Φ|Φ)H 6= 0 and there exists a unique solution given by
ψ = B−Pφ+
(Φ− PB−Φ|φ)H
(Φ− PB−Φ|Φ)H (B−Φ− φ0).
• In every other case then ψ = B−Pφ is the unique solution.
The proof of this result is given in Appendix C.
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h+
h−
Figure 2: Example of a semi-infinite cylinder, with two fluid domains.
4 Resolution of the semi-infinite problem
In the semi-infinite problem, the equation is set on the cylinder Ω × R+, see
Figure 2. The equation (E) becomes:
∂zzT + ∆T + h∂zT = 0 on Ω× R+.
In this section we address different cases depending on the type of the In-
let/Oulet condition, namely either Dirichlet or Neumann.
In order to ensure uniqueness of the solution, we add the extra hypothe-
sis that the temperature does not grow exponentially. We will say that the
temperature has subexponential growth if and only if for every λ > 0, then
T (z) = o(eλz) as z goes to +∞.
4.1 Semi-infinite problem, Dirichlet Inlet/Outlet Condi-
tion
We consider the Dirichlet (I/OBC) condition:
T|z=0 = T0 on Ω. (9)
Denote φD = (T0, 0) ∈ H.
Proposition 6 Consider the Graetz problem (E) on the semi-infinite cylinder
Ω × [0,+∞), with subexponential growth together with Dirichlet Inlet/Outlet
condition (9).
a) If the constants are controlled, then there exists a unique solution given by
T =
∑
i<0
eλiz(B−φD|φi)HUi.
In this case the temperature at infinity is 0.
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b) If the constants are not controlled and
∫
Ω
h 6= 0, then there exists a unique
solution given by
T =
∑
i<0
eλiz(B−(φD − T∞Φ)|φi)HUi + T∞,
where T∞ is an arbitrary constant in the case
∫
Ω
h < 0 and T∞ = (Φ −
PB−Φ|φD)H(Φ − PB−Φ|Φ)−1H in the case
∫
Ω
h > 0. In this case the
temperature at infinity is the constant T∞. Note that if
∫
Ω
h > 0, the
temperature at infinity is determined by φD whereas in the case
∫
Ω
h < 0,
it is a free parameter of the problem.
c) In the balanced case, the set of solutions is given by:
T (z) =
∑
i<0
(B−(φD − c1Φ− c2(∆−1σ h, 0))|φi)HUieλiz + c1 + c2(z+ ∆−1σ h),
where c2 is an arbitrary constant and
c1 = (Φ− PB−Φ|φD − c2(∆−1σ h, 0))H(Φ− PB−Φ|Φ)−1H .
In this case the temperature at infinity has the linear growth rate T (z) '
c2z + (c2∆
−1
σ h + c1) + o(z). If the temperature is not allowed to have a
linear growth rate, then c2 = 0 and the temperature at infinity is c1 which
is determined by the initial conditions.
We use the result of Section 2.2 on the solution of the evolution equation,
that is T solves (E) if and only if there exists ψ ∈ R(A) and constants c1 and
c2 such that:
T (z) =
∑
i∈Z∗
(ψ|φi)HUieλiz + c1 + c2(z + ∆−1σ h),
where c1 = c2 = 0 if the constants are controlled and c2 = 0 in the non-
balanced case. The subexponential growth condition ensures that pi+ψ = 0.
The condition (T (z = 0), 0) = φD yields
PφD = Pψ + c1Φ + c2(∆−1σ h, 0). (10)
Using Theorem 5 leads to distinguishing the following cases:
a) If the constants are controlled then c1 = c2 = 0 and the equation PφD = Pψ
with pi+ψ = 0 has the unique solution ψ = B−φD.
b) In the non-balanced case, c2 = 0 and P (φD − c1Φ) = Pψ together with
pi+ψ = 0 implies ψ = B−(φD− c1Φ) without any additionnal assumption in the
case
∫
Ω
h < 0. In the case where
∫
Ω
h > 0 the compatibility condition is
(Φ−PB−Φ|φD−c1Φ) = 0, which gives c1 = (Φ−PB−Φ|φD)(Φ−PB−Φ|Φ)−1.
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c) Finally, in the balanced case, let us fix an arbitrary value c2. The conditions
ψ ∈ R(A) and pi+ψ = 0 are equivalent to ψ ∈ R(pi−). Denoting Φ˜ = (∆−1σ h, 0)
we re-cast (10) into
PφD = Pψ + c1Φ + c2Φ˜, ψ ∈ R(pi−)
or equivalently
P (φD − c2Φ˜) = P (ψ + c1φ0), ψ ∈ R(pi−).
In view of Theorem 5 with φ = φD−c2Φ˜, there is a unique solution to the above
equation given by
c1 = (Φ− PB−Φ|φD − c2Φ˜)H(Φ− PB−Φ|Φ)−1H , ψ = B−(φD − c1Φ− c2Φ˜).
2
4.2 Semi-infinite problem, Neumann Inlet/Outlet Condi-
tion
We consider the Neumann (I/OBC) condition:
∂zT|z=0 = S0. (11)
Denote φN = (S0, 0) ∈ H.
Proposition 7 Consider the Graetz problem (E) on the semi-infinite cylinder
Ω × [0,+∞), with subexponential growth together with Neumann Inlet/Outlet
condition (11).
a) If the constants are controlled, then there exists a unique solution given by
T =
∑
i<0
eλiz(A−1B−φN |φi)HUi.
In this case the temperature at infinity is 0.
b) If the constants are not controlled and
∫
Ω
h 6= 0. If ∫
Ω
h > 0 there always
exists a solution, if
∫
Ω
h < 0, there exists a solution if and only if
(Φ− PB−Φ|φN ) = 0.
When the solution exists, it is of the form
T =
∑
i<0
eλiz(A−1B−(φN − T∞Φ)|φi)HUi + T∞,
where the temperature at infinity T∞ is a free parameter of the problem.
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c) In the balanced case, the set of solutions is given by
T (z) =
∑
i<0
(A−1B−(φN + c2Φ)|φi)HUieλiz + c1 + c2(z + ∆−1σ h),
where c1 is an arbitrary constant and c2 is given by:
c2 = −(Φ− PB−Φ|φN )(Φ− PB−Φ|Φ)−1.
In this case the temperature at infinity has the linear growth rate T (z) '
c2z + (c2∆
−1
σ h+ c1) + o(z).
We proceed as in the previous section. It follows from the result of Section 2.2
on the solution of the evolution equation that T solves (E) if and only if there
exists ψ ∈ R(A) and constants c1 and c2 such that:
T (z) =
∑
i∈Z∗
(ψ|φi)HUieλiz + c1 + c2(z + ∆−1σ h),
where c1 = c2 = 0 if the constants are controlled and c2 = 0 in the non-balanced
case. Derivating w.r.t. z one finds
PφN = PAψ + c2Φ, pi+ψ = 0. (12)
Using Theorem 5 leads to distinguishing the following cases:
a) If the constants are controlled then c1 = c2 = 0 and equation (12) admits a
unique solution Aψ = B−φN . The invertibility of A gives the result.
b) If the constants are not controlled then c2 = 0. If
∫
Ω
h > 0 there is always a
solution Aψ to equation (12) and the operator A is invertible, hence there exists
a unique solution ψ to (12) given by ψ = A−1B−φN . The constant c1 is then a
free parameter of the problem. If
∫
Ω
h < 0 then the condition for equation (12)
to admit a solution is:
(Φ− PB−Φ|φN ) = 0.
If this condition is met, by the invertibility of A, ψ = A−1B−φN is the unique
solution to (12) and c1 is a free parameter of the problem.
c) In the balanced case let c2 be an arbitrary constant. It follows from Theorem 5
that Aψ satisfies (12) if and only if
Aψ = B−Pφ+ (Φ− PB−Φ|φ)H
(Φ− PB−Φ|Φ)H (B−Φ− φ0)H where φ = φN + c2Φ. (13)
For ψ to exist, the right hand side must belong to the range of A, i.e. be
orthogonal to φ0. Performing the scalar product of the left hand side of (13)
with φ0 and recalling that the range of B− is orthogonal to K(A) we obtain the
following necessary condition:
(Φ− PB−Φ|φN + c2Φ)H = 0,
which is equivalent to:
c2 = −(Φ− PB−Φ|φN )(Φ− PB−Φ|Φ)−1.
Conversely, if the above condition is met, then equation (13) admits a unique
inverse in R(A) and c1 is a free parameter of the problem. 2
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5 Resolution of the problem in a finite domain
We aim to solve Graetz equation in a domain of finite length Ω× [−L,L]: c∂zzT + div σ∇T − h∂zT = 0 Ω× [−L,L],(LBC) (∂Ω)× [−L,L],
Inlet/Outlet condition Ω× {−L,L},
(14)
where the I/O conditions can be of Neumann or Dirichlet type. According to
Section 2.2, the solutions may be sought in the form
T (z) =
∑
i<0
(ψ|φi)eλi(z+L)Ui +
∑
i>0
(ψ|φi)eλi(z−L)Ui + c1 + c2(z + ∆−1σ h),
with c1 = c2 = 0 if the constants are controlled and c2 = 0 in the non-balanced
case.
The unknowns in this equation are (ψ|φi) for i < 0 and i > 0, plus possibly
(depending on the case) c1 and c2. Note that
∑
i<0(ψ|φi)Ui = Ppi−ψ, and
therefore if Ppi−ψ is known it suffices to decompose this vector on the basis of
L2(Ω) given by (Ui)i<0 to obtain the desired coefficients for i < 0. Similarly
the coefficients (ψ|φi) for i > 0 are obtained by considering the coefficients of
Ppi+ψ on the basis composed of the (Ui)i>0. Therefore the unknowns to be
determined are Ppi−ψ, Ppi+ψ plus possibly c1 and c2.
Let X be the vector composed of all the unknowns. Then satisfying the I/O
conditions amounts to solving a linear system for X. In the rest of this section
we detail the linear system in each case, but beforehand we focus on a linear
operator involved in the system.
5.1 Study of the linear operator M
We define and study a linear operator that will be involved in the solution of
the problem in a cylinder of length 2L.
Proposition 8 Let M± be the operators from R(P ) to R(P ) and M be given
by:
M± = Pe∓2LAB± and M =
(
0 M+
M− 0
)
.
Then
a) there exists a constant C such that
‖M‖ ≤ Ce−2λL, where λ = min(λ1,−λ−1).
As a consequence ‖M‖ < 1 for sufficiently large L.
b) If the constants are controlled, then for L positive sufficiently small, ‖M2‖ <
1.
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c) It follows that Id + M is invertible on R(P ) ×R(P ) for large L and for
small positive L.
a) Since M+ = Pe
−2LAB+ we have
‖M+‖ ≤ ‖B+‖e−2Lλ1 .
A similar upper bound for M− gives the result.
b) Define
J(L) = sup
‖(φ1,φ2)‖=1
‖M2(φ1, φ2)‖ < 1
Since J(0) = 1, it is sufficient to prove that J ′(0) < 0. Note that
M2 =
(
M+M− 0
0 M−M+
)
.
Let us fix φ ∈ R(P ), and define j(L) = ‖M+(L)M−(L)φ‖2. Then j(0) =
‖φ‖2 and it remains to prove that j′(0) ≤ −C‖φ‖2 with a positive constant C
independent of φ. The derivative of j is:
j′(L) = (M ′+(L)M−(L)φ+M+(L)M
′
−(L)φ|M+(L)M−(L)φ)
= (−2PAe−2LAB+Pe2LAB−φ+ 2Pe−2LAB+PAe2LAB−φ|Pe−2LAB+Pe2LAB−φ)
hence
j′(0) = −2(PAB+φ|φ) + 2(PAB−φ|φ).
But since Pφ = φ, PB+P = P and PA = A+ PAP −AP we have
(PAB+φ|φ) = (PAB+φ|B+φ)
= ((A+ PAP −AP )B+φ|B+φ)
= (AB+φ|B+φ) + (PAPB+φ|B+φ)− (APB+φ|B+φ)
= (AB+φ|B+φ) + (Aφ|φ)− (Aφ|B+φ).
This proves that
(PAB+φ|φ) = (Aφ|B+φ) = 1
2
((AB+φ|B+φ) + (Aφ|φ)) .
Similarly we obtain that
(PAB−φ|φ) = 1
2
((AB−φ|B−φ) + (Aφ|φ)) .
As a summary we find that
j′(0) = −(AB+φ|B+φ)+(AB−φ|B−φ) < λ−1‖B−φ‖2−λ1‖B+φ‖2 < (λ−1−λ1)‖φ‖2.
c) The operator Id + M is invertible for large L by a). Note that M± as
endomorphism of R(P ) are compact for L > 0 and equal to identity for L = 0.
As a result Id + M is invertible for small L > 0 if and only if there is no
eigenvector associated to the value −1. A sufficient condition for invertibility
is then that M2 does not admit 1 as eigenvalue, which is proved in b) for L
sufficiently small. 2
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5.2 The Dirichlet case
The different cases for Dirichlet I/O condition are summarized in the following
Proposition 9 The Dirichlet I/O condition T |z=−L = T−L and T |z=L = T+L
are equivalent to the following linear system
ZX = b,
where Z, X and b are defined depending of the (LBC) and given in the table be-
low.
constants controlled constants not controlled
unbalanced (
∫
Ω
h > 0) balanced
Z
(
Id M+
M− Id
)  Id M+ ΦM− Id Φ
0 M?+u
T
− (Φ|u−)


Id M+ Φ −LΦ + Φ˜
M− Id Φ LΦ + Φ˜
0 M?+u
T
− (Φ|u−) (−LΦ + Φ˜|u−)
M?−u
T
+ 0 (Φ|u+) (LΦ + Φ˜|u+)

X
(
Ppi−ψ
Ppi+ψ
) Ppi−ψPpi+ψ
c1


Ppi−ψ
Ppi+ψ
c1
c2

b
(
φ−L
φ+L
)  φ−Lφ+L
(φ−L|u−)


φ−L
φ+L
(φ−L|u−)
(φL|u+)

where we recall that Φ˜ = (∆−1σ h, 0) and we define φ±L = (T±, 0), u− =
Φ− PB−Φ and u+ = Φ− PB+Φ.
Moreover, for sufficiently large L this system is invertible.
Note 1: Thanks to the Lax-Milgram theorem in 3D (see Section 1.3), we
know before hand that there exists a unique solution to the system ZX = b.
Note 2: In the case when the constants are not controlled and
∫
Ω
h < 0 it
suffices to change the sign of z, or equivalently to remplace the − by +.
The (I/OBC) are equivalent to the following{
Ppi−ψ = Pθ− with θ− = φ−L − e−2LApi+ψ − c1Φ− c2(−LΦ + Φ˜),
Ppi+ψ = Pθ+ with θ+ = φ+L − e2LApi−ψ − c1Φ− c2(LΦ + Φ˜).
(15)
Combining
Pe−2LApi+ψ = Pe−2LAB+Ppi+ψ = M+Ppi+ψ,
and the similar version when the roles of + and − are interchanged with equa-
tions (15) we obtain the first two rows of the matrix Z.
a) when the constants are controlled, c1 = c2 = 0 and (15) reads ZX = b.
b) when the constants are not controlled and
∫
Ω
h > 0 then c2 = 0. Theorem
5 requires an additional compatibility condition to solve the first equation. This
condition reads
(Φ− PB−Φ|θ−) = 0,
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which is the additional equation in the system ZX = b.
c) In the balanced case, after the change of variable ψ˜ = pi−ψ the first
equation in (15) Ppi−ψ = Pθ− is equivalent to{
Pψ˜ = Pθ−
pi+ψ˜ = 0
and (ψ˜|φ0) = 0.
Theorem 5 gives an explicit expression for the solution of the system on the left,
and the condition on the right becomes (θ−|Φ−PB−Φ) = 0, which is the third
row of the system ZX = b. The last row is obtained using the second equation
in (15).
When L becomes large, M+ and M− are exponentially small and in each
case the matrix Z is asymptotic to an invertible matrix. The sole non-obvious
case is the balanced case, where one can observe that the 2×2 lower right block
is asymptotically equivalent to
(
(Φ|u−) (−LΦ|u−)
(Φ|u+) (LΦ|u+)
)
which has a determinant
2L(Φ|u−)(Φ|u+) 6= 0. When L is large, Z can be rewritten as Z = A+B with
B small and A easily inverted. One can use a Neumann series strategy to solve
Zx = b. 2
5.3 The Neumann Inlet/Outlet case
The different cases for Neumann I/O condition are summarized in the following
Proposition 10 The Neumann I/O condition ∂zT |z=−L = S−L and ∂zT |z=L =
S+L are equivalent to the following linear system
ZX = b,
where Z, X and b are defined depending of the (LBC) and given in the table be-
low.
constants controlled constants not controlled
unbalanced (
∫
Ω
h > 0) balanced
Z
(
Id M+
M− Id
)  Id M+M− Id
0 M?+u
T
−


Id M+ Φ
M− Id Φ
0 M?+u
T
− (Φ|u−)
M?−u
T
+ 0 (Φ|u+)

X
(
PApi−ψ
PApi+ψ
) (
PApi−ψ
PApi+ψ
) PApi−ψPApi+ψ
c2

b
(
φ−L
φ+L
)  φ−Lφ+L
(φ−L|u−)


φ−L
φ+L
(φ−L|u−)
(φL|u+)

where we define φ±L = (S±, 0), u− = Φ− PB−Φ and u+ = Φ− PB+Φ.
Note 1: when the constants are not controlled the value of c1 is arbitrary. In
these cases the linear systems are rectangular and the existence of the solution
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depends on a compatibility conditions that expresses that b is in the range of
Z.
Note 2: once the quantities PApi±ψ are known, then the (Aψ|φi) for i > 0
and i < 0 can be computed as explained above, and (ψ|φi) is obtained by
dividing by λi.
The (I/OBC) are equivalent to the following{
PApi−ψ = Pθ− with θ− = φ−L − e−2LAApi+ψ − c1Φ− c2(−LΦ + Φ˜),
PApi+ψ = Pθ+ with θ+ = φ+L − e2LAApi−ψ − c1Φ− c2(LΦ + Φ˜).
(16)
A discussion similar to the Dirichlet case leads to the result.2
6 Numerical tests
6.1 First test case: a domain of finite length
The section of the domain of the first test-case is the square Ω = [−5, 5]2 with
a circular fluid subdomain of radius 2 centered at the origin. The velocity and
eigenvalues of the operator A are computed with P1 finite element methods on
the mesh of Figure 3 . The velocity has a parabolic profile (Poiseuille flow) with
Figure 3: The mesh for the first test case is composed of 13589 vertices and
26776 triangles. The solid domain is in white and the fluid domain in grey.
prescribed total flow Q ∈ {1, 10, 100, 1000}. The lateral boundary conditions
are of Robin type with parameter a. The thermal conductivities are equal to
c = σ = 1. In total 100 eigenvalues / eigenvectors of A are computed.
We first set Q = 10 and vary the Robin parameter a. When a = 0, one
retrieves the Neumann case and when a = +∞, one retrieves the Dirichlet
case. In order to emphasize this fact we plot in Figure 4 (left) the eigenvalues
of smallest magnitude for different values of a. We also plot with dots the
eigenvalues associated to the Neumann problem (on the left of the curves) and
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Figure 4: On the left: Evolution of the eigenvalues of A of smallest magnitude
for varying parameter of the Robin lateral boundary condition. Eigenvalues
for the Neumann (resp. Dirichlet) boundary conditions are shown as bullet
on the left (resp. right) of the curves. On the right: relative L2 difference
between the eigenvector with largest negative eigenvalue and its mean as the
Robin parameter varies.
the one associated to the Dirichlet case (on the right of the curves). The smooth
transition from Neumann to Dirichlet as the Robin parameter varies is striking
except from the fact that there exists an eigenvalue that goes to zero as a goes
to zero even if the Neumann problem does not have zero as eigenvalue. We
claim that this behavior is consistent with theory. First 0 is not an eigenvalue
of the Neumann case since the total flow is non-zero (hence we are not in a
balanced case even if the constants are not controlled). Second, we remark
that the zero eigenvalue is the limit of a negative eigenvalue. Remember from
Proposition 6 that it is always possible to decompose a temperature field on the
set of negative eigenvectors in the Robin case (part a) of the proposition), but for
the Neumann case it is necessary to add a constant (part b) of the proposition).
In other words, in the Neumann case the constant must be added to the negative
eigenvectors to obtain a Hilbert basis of H, while the set of positive eigenvectors
form a Hilbert basis on their own. This explains why the constant emerges as
the limit of a negative eigenvector, see Figure 4 (right) where the convergence
of the eigenvector to the constant is numerically demonstrated.
In a second parametric study, we fix a = 1 and we let both Q and L vary.
First we plot the spectral radius of the matrix M defined in Proposition 8 versus
the exchanger length L for the different values of the total flow Q in Figure 5
(left). Figure 5 (center) shows the evolution of the 5 smallest positive and 5
largest negative eigenvalues of M for a fixed total flow Q = 20. This test-case
shows that, apart from the case L = 0, the spectral radius of the matrix M is
always smaller than one, so that the matrix Id+M is indeed always invertible.
The exponential decrease for large L and the decrease at the origin follows from
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Figure 5: Eigenvalues of M for a Robin test case with a = 1. Left: evolution of
the spectral radius for different values of the total flow Q. Center: the evolution
of the five largest positive and first smallest negative eigenvalue for a total flow
of Q = 20. Right: eigenvalues in the complex plane for L = 1 and Q = 20.
Proposition 8. Moreover, since the spectral radius of M is strictly smaller than
one, a Neumann series strategy to solve
(Id+M)−1b =
∑
k
(−M)kb
is legitimate. In Figure 5 (right), the whole spectrum of M is shown in the
complex plane. Although the spectrum seems real, we do not have mathematical
proof of this fact.
6.2 Second test-case: a periodic exchanger
The second test case consists of a heat exchanger with periodic boundary con-
ditions. The whole device consists of one solid exchanger through which pass
four tubes containing fluids. A cut along the middle of the exchanger is shown
in Figure 6 (left) where the sign of the velocity of the fluid in the inner tubes
is displayed. The fluids are assumed to obey a Poiseuille flow, the velocities
are then quadratic in the radial coordinates of their corresponding tubes. The
length of the exchanger is denoted L, the section of the exchanger is the square
[−4, 4]2, the radii of the inner tubes are fixed to 1 and the distance of the center
of the inner tubes to the center of the exchanger is
√
22 + 22. The conductivity
in both the fluid and solid part is set to 1. The temperature is fixed for the
four tubes with incoming flow (two at each side) on the exchanger, the warm
temperature is set to +1 and the cold temperature to −1, see Figure 6 (left).
In what follows, Q denotes the total flow of fluid in one tube. We glue together
the different Graetz problems using the methodology developped in [4].
In Figure 7, four solutions are shown for different values of the length L and
the flow Q.
Figure 8 displays the efficiency and the total exchange for different values of
Q and L. For a tube containing fluid whose velocity is positive (resp. negative),
the temperature at −∞ (resp. +∞) is set to 1 (resp −1), the efficiency of the
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Figure 6: Geometry of the periodic exchanger. On the left, a cut inside the
exchanger with the sign of the fluid velocities. On the right, a 3D representation
of the exchanger. The tubes where the temperature is set at ∞ are colored
accordingly to their temperature.
exchanger is then defined by −T+∞/T−∞ (resp −T−∞/T+∞), where T±∞ is the
temperature at infinity. This efficiency is between −1 and 1. The exchange is
simply the total amount of heat exchanged and is equal to Q times the efficiency.
The aim of this test-case is to document the fact that our method is able to
deal with any boundary conditions and type of exchanger. It is well suited for
parametric studies.
7 Conclusion
In the present work we have proposed a general framework dedicated to the
resolution of the generalized Graetz problem in arbitrary geometry, involving
any type of boundary conditions. The main novelty is the introduction of insu-
lating boundary condition (Neumann or periodic) that allow to model realistic
heat exchangers. Our study highlighted a special case that we call the balanced
case, when
∫
Ω
h = 0 (together with Neumann or periodic boundary condition)
where the solution is different than in the general case. We have also proposed
a number of numerical illustration in various test cases.
A Technical lemmas
We prove here results that will be used in the sequel.
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Figure 7: Four different solutions of the periodic exchanger, with different length
and total flow. The length of the exchanger is set to L = 10 on top and L = 20
on bottom. The total flow is set to to Q = 10 on left and Q = 30 on right.
Lemma 11 For each φ = (u, s) ∈ D(A), φ˜ = (u˜, s˜) ∈ H, we have
(Id− P )A(Id− P )φ = 0. (17)
(PAPφ|φ˜)H =
∫
Ω
huu˜ ≤ ‖h‖L∞(Ω)‖Pφ‖H‖Pφ˜‖H. (18)
This results from elementary calculations using the definition of A (1), and the
definition of P (5). 2
Lemma 12 Let Φ = (1, 0) ∈ H. Let φ ∈ D(A−1/2) such that Pφ = φ, then
(A−1φ|φ)H =
(∫
Ω
h
)−1
(φ|Φ)2H in the non-balanced case
(A−1φ|φ)H = 0 in the “balanced” or “constant controlled” case
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Figure 8: Values of the efficiency (left) and the exchange (right) for different
values of the length L and the total flow Q of the periodic exchanger. L ranges
from 0.5 to 13 and Q ranges from 1 to 30. Each direction has been sampled 50
times for a total of 2500 exchanger computations.
The expression of A−1 is given in section 2.1 for the various cases. Let φ ∈
D(A−1/2) such that Pφ = φ, hence there exists u ∈ L2(Ω) such that φ = (u, 0).
If the constants are controlled then A−1φ = (0,∆−1σ (−cu)) and (A−1φ|φ)H = 0.
If the constants are not controlled and
∫
Ω
h 6= 0, then
A−1φ = (k,∆−1σ (−cu+ hk)) with k
∫
Ω
h =
∫
Ω
cu,
hence
(A−1φ|φ)H =
∫
Ω
cku = (
∫
Ω
h)−1(
∫
Ω
cu)2.
Finally, in the balanced case, since φ ∈ D(A−1/2), then (φ|φ0)H = 0 andA−1φ =
(0,∆−1σ (−cu)) + kφ0 exists and (A−1φ|φ)H = 0.2
Lemma 13 In the balanced case,
(Φ− PB−Φ|Φ)H 6= 0.
Suppose the contrary and set θ = Φ−PB−Φ, we have Pθ = θ and by definition
of B−, we have pi−θ = 0. Moreover, we have
(θ|φ0)H = (Φ− PB−Φ|φ0)H = (PΦ− PB−Φ|φ0)H = (Φ−B−Φ|Pφ0)H
= (Φ−B−Φ|PΦ)H = (Φ− PB−Φ|Φ)H = 0
Lemma 12 ensures that A−1θ exists and that
(A−1θ|θ)H = 0
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Since θ belongs to R(pi+) and all the eigenvalues of A are positive on this space,
this implies that θ = 0 and then Φ = PB−Φ. Hence there exists s such that
B−Φ =
(
1, s
)
and
(AB−Φ|B−Φ)H = (
(
h−∆σs, 0
) | (1, s))H = 0.
But B−Φ belongs to R(pi−) and since all the eigenvalues of A are negative on
R(pi−), (AB−Φ|B−Φ)H = 0 implies that B−Φ = 0 which is in violation of
Φ = PB−Φ. Hence (Φ−B−Φ|Φ)H 6= 0.2
B Proof of Theorem 4
Let M ∈ N∗ and denote for short pi = pi[−M,−1]]. The operator piPpi is a
symmetric operator on a finite-dimensional space, hence it is diagonalisable in
an orthonormal basis. The first step is to prove that this operator is definite
positive with a lower bound on its eigenvalues that is independent of M . Let ρ be
an eigenvalue of piPpi and v an associated normalized eigenvector: piPpiv = ρv,
(v|v)H = 1 and piv = v. Since
ρ = (piPpiv|v)H = (Ppiv|piv)H = (Ppiv|Ppiv)H = ‖Pv‖2H ≤ ‖v‖2H = 1,
then 0 ≤ ρ ≤ 1. Using (18) gives
|(PAPv|v)H| ≤ ‖h‖L∞(Ω)‖Pv‖2H.
It follows from (17) that ((Id−P )A(Id−P )v|v)H = 0 and piA = Api, we have
(PAPv|v)H = (2ρ− 1)(Av|v)H
Since |(Av|v)H| = |
∑
i∈I λi
(v|φi)2H
‖φi‖2H
| ≥ |λ−1|‖v‖2H = |λ−1|, we have
|λ−1(2ρ− 1)| ≤ ‖h‖L∞(Ω)‖Pv‖2H = ‖h‖L∞(Ω)ρ. (19)
This in turn implies that ρ ≥ |λ−1|
2|λ−1|+ ‖h‖L∞(Ω) , hence there exists C indepen-
dent of M such that
(piPpiφ|φ)H ≥ C‖piφ‖H ∀φ ∈ H(A). (20)
Since pi−φ is the strong H-limit of piφ as M goes to infinity and the constant
C does not depend on M . Passing to the limit, we recover equation (20) with
pi replaced by pi−. The Lax-Milgram theorem applies and pi−Ppi− is a bijection
from R(pi−) onto R(pi−) with a continuous inverse bounded by a constant in
H-norm.
We turn our interest to the bound in 1/2 norm of B−. Let φ ∈ D(A1/2), for
any M ∈ N∗ denote pi = pi[−M,−1]], and let v = piB−φ. We have piv = v and
v ∈ D(A). Recalling (17) and piA = Api, , we have
(PAPv|v)H = ((AP + PA−A)v|v)H = 2(Pv,Av)H − (Av,v)H.
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Hence, since piv = v and pi is a projection on negative eigenvalues of A only,
then ‖v‖21/2 = −(Av|v)H and
‖v‖21/2 = (PAPv|v)H−2(Pv|Av)H ≤ ‖h‖L∞(Ω)‖v‖2H+2‖piPv‖1/2‖v‖1/2 (21)
Using the bound on the H-norm of B−, we have
‖v‖H = ‖piB−φ‖H ≤ C‖pi−φ‖H ≤ C‖pi−φ‖1/2. (22)
We infer from (21) and (22) that ‖v‖1/2 ≤ C(‖pi−φ‖1/2 + ‖piPv‖1/2). We
let M go to infinity, then piPv = piPpiB−φ goes to pi−φ and v goes to B−φ, we
obtain:
‖B−φ‖1/2 ≤ C‖pi−φ‖1/2,
which finishes the proof.
C Proof of Theorem 5
First case: K(A) = {0}, i.e. every case but the balanced case
In this case the condition pi+ψ = 0 is then equivalent to ψ = pi−ψ.
After multiplication of (7) by B−pi−, one obtains the following necessary
condition for (7) to hold, which proves uniqueness:
ψ = B−Pφ.
Denote θ = PB−Pφ−Pφ, the question of the existence of the solution is reduced
to studying under which condition θ = 0.
We have Pθ = θ and Theorem 4 states that pi−θ = 0. This implies that
θ ∈ R(pi+). The operator A−1 is symmetric definite positive on R(pi+), and
induces the scalar product of the −1/2-norm. Lemma 12 states that, if the
constants are controlled we have (A−1θ|θ)H = 0, and it follows that θ = 0. This
proves the result when the constants are controlled.
Assume now that ΓD ∪ ΓR = ∅ and
∫
Ω
h 6= 0, Lemma 12 states that
‖θ‖2−1/2 = (A−1θ|θ)H =
(∫
Ω
h
)−1
(θ|Φ)2H. (23)
If
∫
Ω
h < 0, the two terms have opposite signs, hence both are zero. Then θ = 0
and this proves the result for the case ΓD ∪ ΓR = ∅ and
∫
Ω
h < 0.
Let us assume now that
∫
Ω
h > 0. Since changing the sign of λ amounts to
study the same problem where h is replaced by −h, we deduce from the case∫
Ω
h < 0 with φ = Φ and the relation PΦ = Φ that PB+Φ = Φ. Since Φ ∈
D(A1/2), it follows from Theorem 4 that B+Φ ∈ D(A1/2). Hence there exists a
s? ∈ H such that B+Φ = (1, s?) and we have AB+Φ = (c−1h−c−1 div σ∇s?, 0).
This proves
PAB+Φ = AB+Φ,
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and a simple calculation proves that
(AB+Φ|Φ)H = (AB+Φ|B+Φ)H =
∫
Ω
h (24)
We then compute
(Φ−PB−Φ|AB+Φ)H = (Φ−B−Φ|PAB+Φ)H = (Φ−B−Φ|AB+Φ)H =︸︷︷︸
(1)
(Φ|AB+Φ)H 6= 0,
where the equality (1) is obtained by remarking that AB+Φ ∈ R(pi+) and
B−Φ ∈ R(pi−) which are orthogonal spaces. We then obtain Φ− PB−Φ 6= 0.
It follows from (23) that
‖θ‖2−1/2 = (
∫
Ω
h)−1(θ|Φ)2H = (
∫
Ω
h)−1(θ|PB+Φ)2H
= (
∫
Ω
h)−1(Pθ|B+Φ)2H = (
∫
Ω
h)−1(θ|B+Φ)2H.
Using that θ and B+Φ belong to R(pi+) on which all the eigenvalues of A−1 are
positive, the above equation implies
‖θ‖2−1/2 = (
∫
Ω
h)−1(θ|AB+Φ)2−1/2.
We recall that ‖AB+Φ‖2−1/2 = (AB+Φ|B+Φ)H =
∫
Ω
h, and we obtain
‖θ‖2−1/2‖AB+Φ‖2−1/2 = (θ|AB+Φ)2−1/2
which is an equality case in Cauchy-Schwarz inequality. This implies that θ and
AB+Φ are colinear. Hence there exists some constant t such that
θ = tAB+Φ.
Performing the scalar product with Φ and using the fact that (AB+Φ|Φ) 6= 0
which follows from (24), we conclude that t = 0 (hence θ = 0) if and only if
(θ|Φ) = 0, which reads (φ|Φ− PB−Φ)H = 0.
Second case: K(A) 6= {0}, which is the balanced case.
In the balanced case the kernel of A is Rφ0, where we recall from section 2.1
that Pφ0 = Φ. The condition pi+ψ = 0 is equivalent to the existence of α ∈ R
such that ψ = pi−ψ + αφ0. The condition Pψ = Pφ is thus equivalent to
Pφ = Ppi−ψ + αΦ. (25)
Necessary condition:
After multiplying Equation (25) by B− one obtains:
pi−ψ = B−Pφ− αB−Φ.
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Replacing the expression of pi−ψ in (25) yields the following necessary condition:
PB−Pφ+ αΦ− αPB−Φ = Pφ,
which reads
α(Φ− PB−Φ) = Pφ− PB−Pφ.
It follows from lemma 13 that (Φ− PB−Φ|Φ)H 6= 0, then it is necessary that
α =
(Φ− PB−Φ|φ)H
(Φ− PB−Φ|Φ)H .
ψ is uniquely determined by
ψ = B−Pφ+
(Φ− PB−Φ|φ)H
(Φ− PB−Φ|Φ)H (φ0 −B−Φ) (26)
Conversely, if ψ is defined by (26), it is clear that pi+ψ = 0. Let θ = Pψ−Pψ:
it suffices to prove that θ = 0 to ensure that ψ solves the problem.
(θ|φ0)H = (θ|Φ)H = 0
by choice of α. A simple calculation shows that
pi−θ = 0.
This proves that θ ∈ R(pi+), where A−1 is a symmetric positive definite op-
erator. It follows from lemma 12 that (A−1θ|θ)H = 0 and hence θ = 0. This
finishes the proof.
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