In this paper we prove explicit upper and lower bounds for the error term in the Riemann-von Mangoldt type formula for the number of zeros inside the critical strip. Furthermore, we also give examples of the bounds.
Introduction
The Selberg class S, defined by Selberg [13] , consists of functions L(s) = ∞ n=1 a(n) n s which satisfy the following conditions: 1. Ramanujan hypothesis: For any ǫ > 0 we have |a(n)| ≪ ǫ n ǫ .
Analytic continuation: There is an integer
is an entire function of finite order. We denote s = σ + it where σ and t are real numbers. We also choose the principal branch of the logarithm log L(s) on the real axis as σ → ∞. For other points we use the analytic continuation of the logarithm.
The zeros s = − l+µ j λ j where l = 0, 1, 2, . . . and j ∈ [1, f ] of the function L(s) are called trivial zeros. We notice that for all trivial zeros it holds that σ ≤ 0. Since we suppose that the function has an Euler product, we know that L(s) does not have zeros for which σ > 1 and a(1) = 1. The zeros which lie in the strip 0 ≤ σ ≤ 1 are called non-trivial zeros. The function may have a trivial and a non-trivial zero at the same point. By [5] Riemann-von Mangoldt formula [22, 23] describes the number of the zeros of the Riemann zeta function inside the certain strip. According to this formula, the number of the zeros ρ for which 0 ≤ ℑ(ρ) ≤ T for a positive real number T is T 2π log T 2π − T 2π + O(log T ).
A. Selberg [14] and A. Fujii [10] proved similar formulas for the zeros of the L-functions inside the critical strip for height T and [T, T + H] respectively. J. Steuding [17] and L. Smaljović [16] estimated the number of the zeros of the Selberg class functions. The number of the zeros ρ of the function L ∈ S, for which 0 ≤ ℑ(ρ) ≤ T or −T ≤ ℑ(ρ) ≤ 0, is
log (λQ 2 ) + O(log T ).
In this paper we are interested in the non-trivial zeros for which T 0 < ℑ(ρ) ≤ T or −T ≤ ℑ(ρ) < T 0 when T > T 0 is large enough. We prove that
where N ± L (T 0 , T ) denotes the number of the non-trivial zeros of the function L ∈ S for T 0 < ℑ(ρ) ≤ T or −T ≤ ℑ(ρ) < T 0 when T > T 0 is large enough. The terms c L,j (T 0 ) are real numbers which depend on the function L and the number T 0 and the real number c L,1 depends only on the function L. This formula involves no unknown, undefined constants in the error term.This is proved in Theorem 5.2. In 1916 R. J. Backlund [1] proved similar formula for the Riemann zeta function. E. Carneiro and R. Finder [4] , [8] proved an explicit bound for the function S 1 (t, π) = 1 π ∞ 1 2 log |L(σ + it, π)|dσ, where L(s, π) is in a subset of the L-functions, assuming generalized Riemann hypothesis. There are also explicit upper bounds for the number of the zeros for the Riemann zeta-function assuming Riemann hypothesis [2] and along the critical line [20] and L-functions [3] . G. França and A. LeClair [9] proved an exact equation for the nth zero of the L-functions on the critical line. There are also explicit results for Dirichlet L-functions and Dedekind zeta-functions, see for example the papers from K. S. McCurley [12] and T. S. Trudgian [21] .
In the Section 2 we prove lemmas which are used in the other sections. We also prove a formula which describes the sum of the real parts of the zeros inside certain strip. The sum depends on the four integrals of the function L(s). The main result follows from the estimates of the integrals. In the Sections 3 and 4 we estimate the integrals. In the Section 5 we combine the results of the Sections 2, 3 and 4 and prove the main result. We follow the proofs of the article [17] and the chapters 6 and 7 of the book [18] . In the Section 6 we give examples of the main result.
Preliminary results
In this section we prove some preliminary results which are needed to prove the main theorem. The results are used in the Sections 3, 4 and 5.
Basic theory of the function L(s)
To shorten our notation we define
By the Ramanujan hypothesis (ǫ = 1) there is a constant a 1 such that for all n we have |a(n)| ≤ a 1 n. Note that a 1 ≥ 1 since we have assumed that a(n) = 1. Let a be a real number for which a > 2 and
and let b < −3 be a negative real number which has the following property:
In the chapter 7.1 of the book [18] it is proved that: Lemma 2.1. Let T 0 and T > T 0 be a positive real numbers. Let number ρ denote the zero of the function L ∈ S. Then 2π
The goal is to estimate the integrals and get the main result by using these estimates. By the functional equation we have
We use this formula to estimate the term log |∆ L (s)|. We need this when we estimate the terms
To do this we define that B n is nth Bernoulli number and we need the following lemma from T. J. Stieltjes [19, paragraph 9] :
Lemma 2.2. Let z be a complex number such that | arg(z)| < π. Then for N = 1, 2, . . .
where
Using the previous lemma and simplifying expressions we get
Proof. It is enough to estimate the product of the Γ-functions of the formula (1). First we do some basic calculation and then we use Lemma 2.2. After short computations we have log(−λ j s) = log(λ j ) − πi 2 + log t + log 1 − σi t and log(λ j s) = log(λ j ) + πi 2 + log t + log 1 − σi t .
We apply Lemma 2.2 for N = 1 and using the previous formulas, we get
The claim follows from the previous computations and the definition (1) of the function ∆ L (s).
The estimate of the function V j (s)
The formula of the function log |∆ L (s)| in Lemma 2.3 contains the term V (s). Thus we want also estimate the term V (s). Since
it is sufficient to estimate the terms V j (s). Before doing this we prove a lemma. The estimate of the term V j (s) follows from this lemma.
Proof. We assume that σ < 0 since we can prove the case σ ≥ 0 similarly. By the definition of the function W (z) we have
Also, by the assumptions for the number t we have | arg(±λ j s)| < π. The goal is to estimate the functions sec 2 arg(−λ j s)
2
and sec 2 arg(λ j s)
. We do the estimate by using basic properties of the secant function.
First we estimate the arguments of the complex numbers −λ j s and λ j s.
and σ < 0, the argument of the complex numbers −λ j s is in the interval (− π 2 , 0). Thus
Next we use the estimates of the arguments. Because the function sec 2 (z) is an increasing function for z ∈ 0, π 2 and an even function we have
The claim follows from the previous equations.
Now we estimate the term V j (s).
Lemma 2.5. If σ is a constant and t is as in Lemma 2.4, then for all j
Proof. By the definition of the function V j (s) and the series expansion we have
, we have
2 for all j. The claim follows from these estimates and Lemma 2.4.
In this section we estimate the integral
Preliminaries for the difference
In this section we prove preliminary results which are used to estimate the term I 1 (T 0 , T, b) − I 1 (T 0 , T, b + 1). The first one of these describes the properties of the logarithm. 
. By the series expansion of the logarithm we have
Since |z| < 1 2 and n ≥ 1 in the sum, we have
(b) Assume that z is a real number. If |z| < 
We use the previous lemma and basic properties of the absolute value to obtain the following two inequalities. Lemma 3.2. If σ < −3 and t > 0 then
Proof. We have
We want to estimate the previous terms. First we estimate the factor log 1+
.
and by Lemma 3.1 we get
Further, by Lemma 3.1 we have
and
The claim follows from the formulas (2), (3), (4) and (5).
Proof. We can calculate
To obtain the absolute value of the term −d L 1+t arg(1− i t−σi ) we calculate the upper and lower bounds of this expression. We have arg(1
Next we compute the lower bound of the term
The right hand side is
Since
by (6) and (7) we have
as required.
Next we estimate two integrals. The estimates are used in the next section. 
We have
For n ≥ 2 l we have
Since we assume that
3.2 The estimate of the difference
In this section we estimate the term
which is used to get the main result. We obtain the estimate by using the results which we have obtained in Sections 2 and 3.1. We want to simplify the notation and thus we define for real numbers T 0 and T
Proof. By the definition of the integral
We will first estimate the terms and the claim follows when we sum the estimates.
First we look at the part log
Thus by Lemma 2.3 we have
Now we estimate the last difference between the last term and the term d L . By Lemma 3.2 and Lemma 3.3 we have
We can integrate this and get
(10) Further, we can estimate the integral of the term ℜ V (b+it)−V (b+1+it) . We remember that V (s) = f j=1 V j (s). By Lemma 2.5
We can sum these terms, integrate and get
By Theorem 3.4
The claim follows immediately when we sum the estimates (9), (10), (11) and (12) together.
Preliminaries for the integral I 3 (T, a, b)
In this section we collect some preliminary results which are needed in the estimates of the integral I 3 (T, a, b). Our first goal is to estimate the function L(s), and to do this, we apply the Phragmén-Lindelöf principle for a strip.
We also need the following lemma.
Proof. Since t ≥ 1, we get
We denote R = a − b. Note that R > 0 and a − 2R < 0. Let
Let also k be defined as in the condition 2 for Selberg class. By using the Phragmén-Lindelöf principle for a strip we get the following theorem.
Proof. We prove the claim in the different parts depending on the value of the real number σ. Assume σ ≥ 3. Then
Next we look at the case σ ≤ −2. We have
and by the previous case 
Now we look at the case −2 ≤ σ ≤ 3. First we look at the function
is an analytic function of the finite order, we can apply the Phragmén-Lindelöf principle for a strip [11, Theorem 5.53] . By the case σ ≥ 3 and since t > 0, we have
Further, by the case σ ≤ −2 and Lemma 4.1 we have
Also, from Lemma 2.5 it follows that
. We estimate the function (s − 1) k L(s) in two different cases; k = 0 and k > 0.
First we look at the case k = 0. This means
. By the Phragmén-Lindelöf principle for a strip for −2 ≤ σ ≤ 3 and the inequality (13) we have
Now we look at the case k > 0. Since k is an integer, we have k ≥ 1. By triangle inequality for σ ∈ [−2, 3] we have
This inequality is used when we apply the Phragmén-Lindelöf principle for a strip. Let
and M σ 2 = 3 k a 1 π 2 6 . By the Phragmén-Lindelöf principle for a strip in −2 ≤ σ ≤ 3, the inequality (13) and the inequality (15) we have . Thus
By the inequalities (14) and (16) we have 3] and t ≥ 1 we have
for all k.
The following property is also useful in estimating the integral I 3 (T, a, b).
Lemma 4.3. Let σ ∈ [a − 2R, a + 2R], T > 2R and t ∈ [T − 2R, T + 2R]. Then
By the assumptions for the numbers σ and t we have |σ| ≤ a + 2R and t ≥ T − 2R > 0. Thus
The claim follows immediately from the formulas (17), (18) and (19) .
The estimate of the integral I 3 (T, a, b)
In this section we estimate the integral I 3 (T, a, b) . Since the estimate contains the term V (s), where σ and t lie in specific intervals, we also need estimate the term V (s) on these intervals. We want to shorten our notation and thus we define the following terms: Let T be a real number,
Lemma 4.4. Assume that T satisfies the same conditions as in Theorem
Proof. We assume that 
Since the estimates of the functions L(z + iT ) and L(z + iT ) contain restrictions of the imaginary and real parts, we estimate them. We have
Further, we have 
Thus by Theorem 4.2 and Lemma 4.3
The same estimate holds also for L(z + iT ). Thus
We have estimated the term |g(a + 2Re iθ )|. Next we estimate the term χ log |g|≥0 log |g(a + 2Re iθ )|dθ.
Since for log |g(a+2Re iθ )| ≥ 0 it holds that |g(a+2Re iθ )| ≥ 1, it is enough to know the upper bound of the term |g(a + 2Re iθ )|. Further, by the inequality (21) we have 2π 0 χ log |g|≥0 log |g(a + 2Re iθ )|dθ
The last step is to integrate the terms. By the definition of the functions M (T ) and V * (T ) we have
Thus we have 1 2π log 2 2π 0 log |g(a + 2Re iθ )|dθ
We define a new function n(r) and estimate it. The estimate is used to estimate the integral I 3 (T, a, b) . Proof. First we estimate the value of the function n(R) with the function g(z) and its integral. Then we estimate the previous terms and obtain n(R) < R 2 (T ) + 1.
Since ℑ(z + iT ) > 0 and ℑ(z + iT ) > 0 for |z − a| < T , the functions L(z + iT ) and L(z + iT ) are analytic in the disc |z − a| < T . Thus the function g(z) is analytic in the disc |z − a| < T . We have
From the previous formula and Lemma 4.4 we see that it is enough to estimate the terms 1 2π log 2 
Since g(a) = ℜ(L(a + iT )), we have |log |g(a)|| ≤ log 2. Thus log |g(a)| log 2 ≤ 1.
Next we look at the case 2π 0 log |g(a + 2Re iθ )|dθ < 0. By the definition of the function n(R) we have n(R) ≥ 0. Also by (22) and (23) 
if 2π 0 log |g(a + 2Re iθ )|dθ < 0. By (22) , (23), (24) and Lemma 4.4 we get the result n(R) < R 2 (T ) + 1.
In the following theorem we estimate the integral I 3 (T, a, b) = a b L(σ + iT )dσ using the previous theorem. By Theorem 4.5 we have π(n(R) + 1) < π(R 2 (T ) + 2). It follows that
Remark 4.7. Since (b + 1, a) ⊂ (b, a) it also holds that |I 3 (T, a, b + 1)| < πR(R 2 (T ) + 2).
Main result
In this section we prove the explicit version of the Riemann-von Mangoldt type formula for the functions of the set S. We remember that a 1 is a constant such that for all n we have |a(n)| ≤ a 1 n. Also, a is a real number for which a > 2 and ∞ n=2 a 1 n a < 1 2 and b < −3 is a negative real number which has the following property:
We have defined that R = a − b. The constants d L , λ, Q, f , µ j and λ j depend on the function L and are defined at the beginning of the Section 1. The function R 1 (T 0 , T, b) is defined in the formula (8) of the Section 3.2 and the function R 2 (t) is defined in the formula (20) of the Section 4.2. Let
First we prove a useful lemma and then we use it to prove the main result.
Lemma 5.1. Assume that T 0 satisfies the same conditions as T in Theorem 4.2 and T > T 0 is a real number. Then 
We can subtract the formula containing b + 1 from the formula containing b and get
1 + 2π
By Theorems 3.5, 4.6 and Remark 4.7 we have
(25) Since all the trivial zeros are of the form s = − l+µ j λ j , where l = 0, 1, 2, . . . and j ∈ [1, f ], we have
(26) The claim follows from the inequalities (25) and (26).
Next we prove the main result by estimating the term R L (T 0 , T ). We want that it holds that
where the terms c L,j (T 0 ) are real numbers which depend on the function L and the number T 0 and the real number c L,1 depends only on the function L. To shorten our notation we define that
where the number α ∈ {0, 1}. If the sum
T 0 −2R is bigger for α = 0 than α = 1 then α = 0. Otherwise α = 1. Using this notation we obtain the main result: Theorem 5.2. Suppose that T 0 and T satisfy the same conditions as in Lemma 5.1. Then we have
Proof. Since 1 − Using the main result we can prove a useful corollary. If we know the number of up to height T 0 , we can also estimate the the number of zeros up to height T . Let N + L (t) and N − L (t) denote the number of the non-trivial zeros of the function L for which 0 ≤ ℑ(ρ) ≤ t and −t ≤ ℑ(ρ) ≤ 0 respectively. We also notice that by [18] we have that
T log T and thus the numbers N ± L (T 0 ) are finite. Using these properties we obtain the following corollary:
Corollary 5.3. Suppose that T 0 and T satisfy the same conditions as in Lemma 5.1. Since for all positive real numbers c it holds that c ≤ c log T , by Theorem 5.2 we get
Furthermore, we also would like to note one interesting and useful result. For the number of zeros in the interval (T, 2T ] we obtain a formula with the error term where coefficients of the terms log T, 1 and 1 T don't depend on the number T . 6 Example: L-function associated with a holomorphic newform
In this section we give examples of the values of the terms c L,1 , c L,j (T 0 ) and c j which are defined in Section 5. Since we have estimated these terms for a general set which contains L-functions other than the Riemann zeta function and Dirichlet L-functions, the estimates of the term c L,1 and c L,j (T 0 ) for these functions are not as strong as previous estimates, see [1] and [21] . Let g be a newform of even weight κ for some congruence subgroup
where N is a positive integer and SL 2 (Z) is a set of 2 × 2 matrices with integer entries and which determinant is 1. We also assume that for z ∈ H the function g has a Fourier expansion
We define We can see different values of the ceiling function of the numbers c L,1 , c L,j (T 0 ) and c j from Table 1 . Table 1 : Different values of the terms c L,1 , c L,j (T 0 ) and c j
