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We study properties of eigenfunctions of perturbed systems, given on the eigenbases of unper-
turbed, integrable systems. For a given pair of perturbed and unperturbed systems, with respect to
the energy of each perturbed state, the unperturbed basis states can be divided into two groups: one
in the classically-allowed region and the other in the classically-forbidden region; correspondingly,
the eigenfunction of the perturbed state is also divided into two parts. In the semiclassical limit, it is
shown that, making use of components of the eigenfunction in its classically-allowed region, its com-
ponents in the classically-forbidden region can be written in the form of a convergent perturbation
expansion, which is valid for all perturbation strengths.
I. INTRODUCTION
Energy eigenfunctions (EFs) play an essential role in
our understanding of many properties of quantum sys-
tems and have been widely studied (see, e.g., Refs.[1–
13]). For systems that have classical counterparts, such
an EF can be divided into two parts in a basis that pos-
sesses a clear semiclassical meaning, that is, a part in the
classically-allowed region and a part in the classically-
forbidden region. Both parts are of importance in the
study of quantum systems.
In the configuration space, the semiclassical theory
supplies a useful tool in the study of the parts of EFs
in their classically-allowed regions [5, 13–15]. It predicts,
e.g., the spatial correlation function of chaotic EFs and
leads to Berry’s conjecture for chaotic EFs [1–3, 6–12].
Meanwhile, much less is known for those parts of EFs in
classically-forbidden regions. In some cases, the WKB
method is useful. And, a formal approach to these parts
was given in discretized coordinates, which shows that
their components can be written in the form of a gen-
eralized Brillouin-Wigner perturbation expansion (GB-
WPE), as a function of the components at the border
separating the classically allowed and forbidden regions
[16, 17]. This approach was found useful in the study of
some special topics such as the tunnelling effect, but, gen-
erally it may become quite cumbersome in application,
particularly when resuming the continuity of coordinates.
Quite often, one is interested in EFs expanded in un-
perturbed bases. In such a basis, each EF can also be
divided into two parts, one in classically allowed region
and the other in classically forbidden region. Like in
the case of configuration space, the semiclassical theory
may be used in the study of the former part; for exam-
ple, for chaotic systems, it predicts a Gaussian shape for
the distribution of rescaled components in this parts of
EFs [19]. But, an analytical framework is still lacking,
which is generically valid for the study of perturbed EFs
∗Email address: wgwang@ustc.edu.cn
in classically forbidden regions. An interesting question
is whether the GBWPE, which was first introduced in
Ref.[18] for EFs in unperturbed bases, could be useful in
this study.
In this paper, we give a positive answer to the above
question. Specifically, in the case that unperturbed sys-
tems are integrable systems, we show that in the semi-
classical limit the classically-forbidden part of each EF
can be expanded in a convergent GBWPE. Since the GB-
WPE has already been found useful in explaining some
properties of EFs [16–18, 20–25], it is reasonable to ex-
pect that it may supply a useful method in the study of
perturbed EFs in their classically-forbidden regions.
The paper is organised as follows. In Sec.II, we dis-
cuss basic contents of a semiperturbative theory, which
is based on GBWPE. In particular, we discuss an impor-
tant concept in this theory, namely, perturbative (PT)
parts of EFs, defined as the largest parts of EFs that
can be expanded in a convergent GBWPE. In Sec.III, in
the semiclassical limit, we show that PT parts of EFs co-
incide with their classically-forbidden parts. Numerical
tests of the above prediction are given in Sec.IV. Finally,
conclusions and discussions are given in Sec.V.
II. SEMIPERTURBATIVE THEORY
In Sec.II A, we recall a basic form of the GBWPE,
which was introduced in Ref. [18]. Then, in Sec.II B,
we give a generic form of the GBWPE. In Sec.II C, we
discuss a framework, suggested by the GBWPE, for the
study of structural properties of EFs.
A. A basic form of GBWPE
Consider a perturbed system with a Hamiltonian writ-
ten as
H = H0 + λV, (1)
where H0 indicates a generic unperturbed Hamiltonian
and λV represents a generic perturbation with a running
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2parameter λ. For the sake of convenience in discussion,
we assume that the system H has a finite Hilbert space
H , with a dimension denoted by Nd. Eigenstates of H
and of H0 are denoted by |α〉 and |k〉, respectively,
H|α〉 = Eα|α〉, (2a)
H0|k〉 = E0k|k〉. (2b)
The label α is in the order of increase of energy, while,
there is no generic restriction to the order of k. Compo-
nents of the EFs are denoted by Cαk = 〈k|α〉.
For the sake of simplicity in discussion, we assume that
E0k 6= Eα for all the unperturbed and perturbed ener-
gies. Furthermore, we assume that the perturbation V
has a zero diagonal term in the eigenbasis of H0, that
is, Vkk = 0 for all |k〉, where Vkk = 〈k|V |k〉. In fact, in
the case that Vkk 6= 0 for some k, one may consider to
employ a new unperturbed Hamiltonian, which is equal
to H0 + λ
∑
k Vkk|k〉〈k|, and a new perturbation, equal
to λV − λ∑k Vkk|k〉〈k|, such that the total perturbed
Hamiltonian remains unchanged.
In order to obtain a GBWPE, one may focus on one
perturbed state |α〉 and divide the whole set of unper-
turbed states |k〉 into two subsets, denoted by S and S.
We useHS andHS to denote the subspaces ofH , which
are spanned by |k〉 ∈ S and |k〉 ∈ S, respectively. Pro-
jection operators on these two subspaces are denoted by
PS and QS , respectively,
PS =
∑
|k〉∈S
|k〉〈k|, QS =
∑
|k〉∈S
|k〉〈k|. (3)
Clearly, PS + QS = 1 and PSH0 = H0PS . These two
projection operators divide the perturbed state |α〉 into
two parts,
|α〉 = |αP 〉+ |αQ〉, (4)
where |αP 〉 ≡ PS |α〉 and |αQ〉 ≡ QS |α〉.
Multiplying both sides of Eq.(2a) by PS , one gets that
(Eα −H0)|αP 〉 = λPSV |α〉. This gives that
|αP 〉 = T |α〉, (5)
where T is defined by
T :=
1
Eα −H0λPSV. (6)
Substituting Eq.(4) into the right-hand side (rhs) of
Eq.(5) and noting the fact that T = PST and |αP 〉 =
PS |αP 〉, the part |αP 〉 can be written as
|αP 〉 = T |αQ〉+WS |αP 〉, (7)
where WS is an operator acting on the subspace HS ,
defined by
WS := PSTPS . (8)
From Eq.(7), one gets the following iteration expansion,
|αP 〉 =
n∑
k=1
(WS)
k−1T |αQ〉+ (WS)n|αP 〉, (9)
or, equivalently,
|αP 〉 =
n∑
k=1
T k|αQ〉+ (WS)n|αP 〉. (10)
Equation (10) shows that, if the following condition,
lim
n→∞〈αP |(W
†
S)
n(WS)
n|αP 〉 = 0, (11)
is satisfied, then, |αP 〉 can be expanded as a convergent
perturbation expansion given below,
|αP 〉 = T |αQ〉+ T 2|αQ〉+ T 3|αQ〉+ · · · . (12)
The rhs of Eq.(12) is called a GBWPE [18]. Note that
Eq.(12) is valid for all perturbation strengths, while the
size of the part |αP 〉 is λ-dependent.
We consider the generic case, in which validity of the
condition (11) does not depend on concrete properties of
|αP 〉. In this generic case, this condition is written as
lim
n→∞(WS)
n = 0. (13)
We use |ν〉 and wν to denote the eigenvectors and eigen-
values of WS ,
WS |ν〉 = wν |ν〉. (14)
Note that the operator WS is not Hermitian and, hence,
its eigenvectors |ν〉 are not necessarily orthogonal to each
other. Due to the finiteness of the Hilbert space and the
fact that E0k 6= Eα, all the values of wν are finite. It is
not difficult to see that the condition (13) is equivalent
to the following one,
|wν | < 1 ∀ |ν〉. (15)
To summarize, when Eq.(15) is satisfied, the part |αP 〉
has a convergent perturbation expansion in the form of
Eq.(12).
B. A generic form of GBWPE
In this section, we present a form of the GBWPE that
is more generic than that discussed in the previous sec-
tion. To this end, let us write the operator WS on the rhs
of Eq.(7) as (WS − a + a), where a is a parameter, and
move the part a|αP 〉 to the left-hand side of the equation.
Then, simple derivation gives that
|αP 〉 = T
1− a |αQ〉+Wa|αP 〉, (16)
3where Wa is defined by
Wa :=
PS(WS − a)PS
1− a . (17)
Noting that
T |αQ〉 = PST |αQ〉 = PS(T − a)|αQ〉, (18)
|αP 〉 can be written as
|αP 〉 = Ta|αQ〉+Wa|αP 〉, (19)
where
Ta :=
PS(T − a)
1− a . (20)
Obviously,
Wa = PSTaPS . (21)
For the sake of convenience in later discussions, we
introduce an operator An,
An := (W
†
a )
n(Wa)
n. (22)
Then, following arguments similar to those given in the
previous section, one finds that, when the following con-
dition,
lim
n→∞〈αP |An|αP 〉 = 0, (23)
is satisfied, |αP 〉 has the following convergent perturba-
tion expansion,
|αP 〉 = Ta|αQ〉+ T 2a |αQ〉+ T 3a |αQ〉+ · · · . (24)
This is a generic form of the GBWPE. In a generic case,
the condition (23) has an |αP 〉-independent form, written
as
lim
n→∞A
ψ
n = 0 ∀|ψ〉 ∈HS , (25)
where
Aψn ≡ 〈ψ|An|ψ〉 = Tr(ρψAn). (26)
Here, ρψ = |ψ〉〈ψ|. Note that, due to the denominator
(1 − a) in Ta, certain rescaling is effectively performed
in the expansion in Eq.(24), in comparison with that in
Eq.(12).
Let us use |νa〉 and waν to denote the eigenvectors and
eigenvalues of Wa,
Wa|νa〉 = waν |νa〉. (27)
Then, the condition (25) can be equivalently written as
|waν | < 1 ∀ |νa〉. (28)
Furthermore, noting that Eq.(17) gives that
waν =
wν − a
1− a , (29)
FIG. 1: Illustration of situations considered in the derivation
of Eq.(35).
the condition (28) has the following equivalent form,
|wν − a| < |1− a| ∀ |ν〉. (30)
The condition (30) can be further simplified. To
achieve this goal, let us first discuss the specific case that
all the values of wν are real. We denote the maximum and
minimum values of wν by wmax and wmin, respectively.
Straightforward derivation shows that the condition (30)
is satisfied, if the parameter a satisfies the following re-
quirements,
a < 1+wmin2 , if wmax < 1;
a ∈ ∅, if wmin < 1 < wmax;
a > 1+wmax2 if wmin > 1;
(31)
here, ∅ represents the empty set. Although WS is not
Hermitian, its eigenvalues satisfy the following relation
[26], ∑
ν
wν =
∑
|k〉∈S
Wkk =
∑
|k〉∈S
Vkk
Eα − E0k
, (32)
where Wkk = 〈k|WS |k〉. Then, since as discussed previ-
ously Vkk = 0 for all |k〉, one gets that∑
ν
wν = 0. (33)
This implies that wmin < 0. As a result, the first case
in the condition (31) is the only one of relevance. Thus,
finally, one reach the following conclusion: A convergent
GBWPE in Eq.(24) exists, if the set S is chosen such
that
wmax < 1. (34)
Sometimes, a convenient choice of the parameter a is that
a = (wmax + wmin)/2.
Next, we discuss the generic case in which some of the
values of wν are complex. In this case, Eq.(33) still holds
and this implies that <(wν)max ≥ 0 and <(wν)min ≤ 0,
4where <(wν)max and <(wν)min indicate the maximum
and minimum values of <(wν), respectively. (Here, “<”
indicates real part.) In the complex plain, Eq.(30) re-
quires the existence of a point a, whose distances to all
wν are shorter than the distance between a and the point
(1, 0). We use Z0 to indicate a region in the complex
plain, within which all the points wν lie. Then, Eq.(30)
means the existence of a circle centered at a, which cov-
ers the region Z0 meanwhile does not contain the point
(1, 0) (see Fig.1(a) for an example).
We assume that the perturbation V has real matrix el-
ements in the unperturbed basis |k〉. This requires that
eigenvalues of WS should appear in pairs with the form
(wν , w
∗
ν). Thus, the region Z0 is symmetric with respect
to the horizontal axis. In the case that <(wν)max < 1,
one can always find a circle possessing the property dis-
cussed in the previous paragraph [see Fig.1(a)]. On the
other hand, in the case that <(wν)max ≥ 1, noting that
<(wν)min ≤ 0, as illustrated in Fig.1(b), such a circle
does not exist. Therefore, finally, the condition (30) re-
duces to the following one,
<(wν)max < 1. (35)
In what follows, for the simplicity in discussion, we
do not consider the generic case with complex wν . In
other words, we only consider those operators WS that
possess real spectra of wν , for which the condition (34)
is of relevance.
C. Semiperturbative treatment
The main result of the above discussions, i.e., certain
part of an EF being expanded in a convergent GBWPE,
supplies a method for the study of structural properties of
EFs. We call this method a semiperturbative treatment,
because each EF should be divided into two parts and
only one part is expanded in a convergent GBWPE.
In a semiperturbative treatment to a given perturbed
state |α〉, one is often interested in the largest set of S,
for which the condition (34) is satisfied. We use SPT
to denote such a set S and call it the perturbative (PT)
region of |α〉. The part of the state |α〉 lying in this
region, namely, |αP 〉 = PSPT |α〉 is called the PT part
of |α〉. Correspondingly, we call the complementary set
of SPT, denoted by SNPT, the nonperturbative (NPT)
region of |α〉 and the corresponding part |αQ〉 the NPT
part of |α〉.
Below, we discuss some generic features of the NPT
region SNPT, with respect to the perturbation strength
λ. When |λ| is sufficient small, SNPT contains only one
unperturbed state |k〉, whose eigenvalue E0k is the closest
to Eα. In fact, due to the linear dependence of the op-
erator WS on λ, a sufficiently small λ would guarantee
validity of the condition (34). In this case, according to
Eq.(31) one may choose a = 0 and, as a result, Eq.(24)
gives an ordinary perturbation expansion.
When |λ| increases beyond some value which is usually
still small, the condition (34) will be violated for the set
SNPT discussed above. Sometimes, changing the state
|k〉 ∈ SNPT to some other unperturbed state may resume
validity of the condition (34). In this case, the NPT
region SNPT still contains only one unperturbed state.
But, generically, in order to satisfy the condition (34),
the set SNPT should be enlarged.
To get a better understanding, let us substitute the
operator PS in Eq.(3) into the expression ofWS in Eq.(8),
which gives
WS =
∑
|k〉,|k′〉∈S
〈k′|λV |k〉
Eα − E0k
|k′〉〈k|. (36)
From the rhs of Eq.(36), it is seen that the value of |wmax|
is usually decreased, when those unperturbed states that
have large values of
∣∣∣ 〈k′|λV |k〉Eα−E0k ∣∣∣ are moved out of the set
S. Therefore, loosely speaking, with the increase of |λ|,
the size of the NPT region should increase and that of
the PT region should decrease.
Finally, we mention some properties useful in the study
of PT and NPT regions, which can be seen from discus-
sions given above. (i) If the condition (15) is satisfied
for a set S, then, usually it is also satisfied for subsets
of S. (ii) The condition (15) is satisfied for a set S, if S
contains only those unperturbed states |k〉 whose unper-
turbed energies are sufficiently far from Eα.
III. SEMICLASSICAL MEANING OF PT
REGIONS OF EFS
In this section, for perturbed systems that possess clas-
sical counterparts, we discuss a semiclassical meaning of
PT regions of EFs. Specifically, in Sec.III A we derive
a phase-space presentation of the condition (34) in the
semiclassical limit, then, in Sec.III B we show that PT
regions can be connected to classically-forbidden regions.
A. Phase-space expression of the condition for PT
region in the semiclassical limit
We consider a perturbed system H that has an f -
dimensional classical counterpart and an unperturbed
system H0 whose classical counterpart is an integrable
system. In terms of action-angle variables, H0 is a func-
tion of the action I only, where I = (I1, I2, · · · , If ), and
H is written as
H(I,θ) = H0(I) + λV (I,θ). (37)
For the simplicity in discussion, we assume that H0 is
simply written as
H0 = d · I + c0, (38)
5where d is a parameter vector, d = (d1, d2, · · · , df ), and
c0 is a single parameter. We use |m〉, with an integer vec-
tor m = (m1,m2, · · · ,mf ), to indicate the unperturbed
states |k〉 discussed in previous sections. Here, they are
eigenstates of the action operator I, I|m〉 = Im|m〉,
where
Im = m~, (39)
and H0|m〉 = E0m|m〉 with E0m = ~d ·m+ c0.
To find a physical meaning of the PT region of a per-
turbed state |α〉, it is not convenient to study the op-
erator WS , which is not Hermitian. We are to go back
to the condition in Eq.(25) and study the Hermitian op-
erator An and the quantity A
ψ
n . We are to express A
ψ
n
in the coherent-state representation with coherent states
denoted by |c〉. Below, we first discuss a one-dimensional
system, then, generalize the results to be obtained to a
generic f -dimensional system.
In a one-dimensional system, a coherence state is writ-
ten as follows in the unperturbed states |m〉 [27],
|c〉 = exp
(−|c|2
2
) ∞∑
m=0
cm√
m!
|m〉. (40)
In the coherent-state representation, the quantity Aψn in
Eq.(26) is written as [28, 29]
Aψn =
1
pi
∫
dc2ρψ(c
∗, c) exp
(←−
∂
∂c
−−→
∂
∂c∗
)
An(c
∗, c), (41)
where ρψ(c
∗, c) = 〈c|ψ〉〈ψ|c〉 and
An(c
∗, c) = 〈c|An|c〉
= 〈c|
(
PS
λV 1E−H − a
1− a PS
)n(
PS
1
E−HλV − a
1− a PS
)n
|c〉.
(42)
Suppose that the system has an effective Planck con-
stant ~, which may go to zero as the semiclassical limit.
The complex variables (c, c∗) can be written in the fol-
lowing way, in terms of ~ and a pair of real variables
(J, θ),
c =
√
J
~
exp
(
− iθ
2
)
, c∗ =
√
J
~
exp
(
iθ
2
)
. (43)
Straightforward derivation gives that
←−
∂
∂c
−−→
∂
∂c∗
= ~
(√
J
←−
∂
∂J
+ i
√
1
J
←−
∂
∂θ
)(√
J
−→
∂
∂J
− i
√
1
J
−→
∂
∂θ
)
.
Thus, in the semiclassical limit of ~ → 0, one gets that
exp(
←−
∂
∂c
−→
∂
∂c∗ ) = 1 and, as a result,
Aψn =
1
pi
∫
dc2ρψ(c
∗, c)An(c∗, c). (44)
It is known that, in the semiclassical limit, one has
〈c|G1G2|c〉 = 〈c|G1|c〉〈c|G2|c〉, (45)
where G1 and G2 are two arbitrary operators. Hence,
once the expressions of 〈c|PS |c〉 and of 〈c| 1E−HλV |c〉
are known, one can compute the quantity An(c
∗, c) in
Eq.(42).
For an arbitrary set S, PS is written as
PS =
∑
|m〉∈S
|m〉〈m|. (46)
Let us study the overlap fc(m),
fc(m) = |〈m|c〉|2. (47)
Making use of Eqs.(40) and (43), one finds that
|fc(m)|2 = exp
[
m ln
(
J
~
)
− J
~
− lnm!
]
. (48)
For a fixed value of Im, when ~ is sufficient small, one
has m = Im~  1, such that
m! '
√
2mpi
(m
e
)m
. (49)
To go to the semiclassical limit finally, it is convenient
to use Im = m~ to replace m in the above expressions.
For brevity, we drop the subscript m of Im in what fol-
lows. Then, substituting Eq.(49) into Eq.(48), one finds
that
fc(I) = exp
(
I(ln J − ln I)
~
− J − I
~
− 1
2
ln
2piI
~
)
.
(50)
To study properties of fc(I), one can written it in a more
compact form as
fc(I) =
√
~
2piI
eF (I), (51)
where
F (I) =
I(ln J − ln I)
~
− J − I
~
. (52)
As the prefactor
√
~
2piI varies slowly with I, one can con-
centrate on the function F (I). We note that
dF
dI
=
ln J − ln I
~
,
d2F
dI2
= − 1
I~
. (53)
Hence, F (I) has a very sharp peak at I = J for small
~, with a width proportion to
√
~. The narrowness of
the peak implies that I in the prefactor can be taken as
J . Moreover, in the neighbourhood of J , fc(I) can be
written as
fc(I) =
√
~
2piJ
exp
(
− (I − J)
2
2J~
)
. (54)
6Then, noting that
δ(x) = lim
a→0
1
a
√
pi
exp(−x
2
a2
), (55)
in the semiclassical limit ~→ 0, fc(I) approach a δ func-
tion, that is,
fc(I) = ~δ(I − J). (56)
It is straightforward to generalize the above discussions
to the generic case of an f -dimension system, in which
the coherent states are written as
|c〉 = exp
(
−1
2
f∑
i=1
|ci|2
)
f∏
i=1
[ ∞∑
mi=1
(ci)
mi
√
mi!
|mi〉
]
. (57)
Similar to Eq.(56), the overlap fc(I) = |〈m|c〉|2 has the
following expression in the semiclassical limit,
fc(I) = ~fδf (I − J). (58)
This gives that
〈c|PS |c〉 =
{
1, |J〉 ∈ S;
0, |J〉 /∈ S. (59)
Note that in the semiclassical limit one has
〈c| 1
E −HλV |c〉 =
λV (J ,θ)
E −H0(J) ≡Wc(J ,θ). (60)
Making use of Eqs.(45), (59) and (60), one finds that
An(c, c
∗) in Eq.(42) has the following expression,
An(c, c
∗) =
{
(Wa(J ,θ))
2n, J ∈ S;
0, J /∈ S. (61)
where,
Wa(J ,θ) =
Wc(J ,θ)− a
1− a . (62)
Substituting Eq.(61) into Eq.(44) for Aψn , it is seen that
the condition (25) is equivalent to the requirement that
there exists some parameter a, such that∣∣∣∣Wc(J ,θ)− a1− a
∣∣∣∣ < 1, ∀(J ,θ) with |J〉 ∈ S. (63)
B. PT regions as classically forbidden regions
In order to see more clearly the geometric meaning
of the condition (63), let us divide the phase space into
regions, denoted by γ(I), each possessing a definite value
of the action variable I, that is,
phase space =
⋃
I
γ(I), (64)
γ(I) = {(I,θ) : θ ∈ [0, 2pi]f}. (65)
For brevity in presentation, we may use γ(I) as a variable
of a function in a relation. When we do this, we mean
that the relation holds for all points in the region γ(I).
For example, F (γ(I)) < 1 means that F (I,θ) < 1 hold
for all points (I,θ) ∈ γ(I).
We use γS to denote the region in the phase space that
corresponds to a given set S of unperturbed states |m〉,
γS =
⋃
|m〉∈S
γ(Im). (66)
In the limit ~ → 0, Im in Eq.(39) becomes continuous.
Then, the condition (63) can be reexpressed as follows,∣∣∣∣Wc(γ(I))− a1− a
∣∣∣∣ < 1, ∀γ(I) ∈ γS . (67)
Then, following arguments similar to those given pre-
viously between Eq.(30) and Eq.(34), we find that the
condition (67) reduces to that Wc(γ(I)) < 1 for all
γ(I) ∈ γS . In this derivation, we have used the property
that, for each given J , the classical quantity V (J ,θ) can
be both positive and negative; this property is a conse-
quence of the fact of V possessing zero diagonal elements
in the unperturbed basis, which in the semiclassical limit
implies that
∫ 2pi
0
V (J ,θ)dθ = 0.
In fact, the requirement of Wc(γ(I)) < 1 is equivalent
to that of Wc(γ(I)) 6= 1. To establish this point, we
first note that if Wc(γ(I)) < 1, then, Wc(γ(I)) 6= 1.
Next, suppose that Wc(γ(I)) 6= 1, which means that
Wc(I,θ) 6= 1 for all θ. Since Wc(I,θ) is a contin-
uous function of θ, Wc(γ(I)) 6= 1 implies that either
Wc(I,θ) > 1 for all θ, or Wc(I,θ) < 1 for all θ. As dis-
cussed above, for each given I, V (I,θ) must be positive
for some θ and be negative for some other θ. This ex-
cludes the possibility that Wc(I,θ) > 1 for all θ. Hence,
Wc(I,θ) must be less than 1 for all θ, i.e., Wc(γ(I)) < 1.
Thus, the condition (67) is written in the following
form,
H(γ(I)) 6= E, ∀γ(I) ∈ γS . (68)
The physical meaning of H(γ(I)) 6= E is quite clear,
that is, all the points in the region γ(I) are classically
forbidden for the energy E. We call such a region γ(I)
a classically-forbidden region. Thus, from the above dis-
cussions, we reach the following conclusion as the main
result of this paper.
• In the semiclassical limit, the PT region of a per-
turbed state |α〉 correspond to the maximum clas-
sically forbidden region of γ(I) in the phase space.
IV. NUMERICAL SIMULATIONS
In this section, we discuss numerical tests for the main
result given above. We do this in three models, a Lipkin-
Meshkov-Glick (LMG) model, a Dicke model, and a
three-site Bose-Hubbard model.
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FIG. 2: (a) Comparison of the border of the PT region of
a perturbed state |α〉 with an energy E in LMG model, indi-
cated by the dashed lines (in read), and that of the classically
forbidden region(CFR) for the same energy, indicated by the
solid lines (in blue). Parameters: Ω = 1999, λ = 0.5, and
E ' 13.4. (b) The averaged shape of the EF, 〈|Cαm|2〉 in
Eq.(73), in the logarithmic scale showed by means of color.
Five neighboring EFs were used in the computation. The PT
border is indicated by the black lines in the red region.
The first model we employ is a three-orbital LMG
model [30]. This model is composed of Ω particles, oc-
cupying three energy levels labeled by r = 0, 1, 2, each
with Ω-degeneracy. Here, we are interested in the collec-
tive motion of this model, for which the dimension of the
Hilbert space is 12 (Ω+1)(Ω+2). We use r to denote the
energy of the r-th level and, for brevity, we set 0 = 0.
The Hamiltonian of the model, in the form in Eq.(1), is
written as [18]
H0 = 1K11 + 2K22 (69)
V =
4∑
t=1
µtV
(t). (70)
Here, Krr represents the particle number operator for the
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FIG. 3: Similar to Fig.2, but for the Dicke model with N =
1999, λ = 0.4, and E ' 0.21.
level r and
V (1) = K10K10 +K01K01, V
(2) = K20K20 +K02K02,
V (3) = K21K20 +K02K12, V
(4) = K12K10 +K01K21,(71)
where Krs with r 6= s indicate particle raising and low-
ering operators. The unperturbed states are written as
|m1m2〉, for whichH0|m1m2〉 = 1m1+2m2. This model
has an effective Planck constant ~eff ,
~eff =
1
Ω
. (72)
Detailed properties of this model and of its classical coun-
terpart can be found in Refs.[18, 31].
Numerically, we found that, in agreement with the
main result given in the previous section, borders of the
PT regions of perturbed states are close to the corre-
sponding classically-forbidden regions, when Ω is large.
One example is given in Fig.2(a), in which the classi-
cal counterpart of the model is fixed with the require-
ment that 1Ω = 44.1, 2Ω = 64.5, µ1Ω
2 = 62.1, µ2Ω
2 =
70.2, µ3Ω
2 = 76.5, and µ4Ω
2 = 65.7. We also plot the
averaged shape of neighboring EFs (Fig.2(b)), denoted
8by 〈|Cαm|2〉,
〈|Cαm|2〉 = 1
NEα
∑
α′
|Cα′m|2δ(Eα′ − Eα), (73)
where
NEα =
∑
α′
δ(Eα′ − Eα). (74)
Here δ(E) is a coarse-grained δ-function,
δ(E) =
{
1
 E ∈ [− 2 , 2 ],
0 otherwise,
(75)
where  is a small parameter.
The second model is a single-mode Dicke model[32, 33],
which describes the interaction between a single bosonic
mode and a collection of N two-level atoms. The system
can be described with the collective operator J for the N
atoms, with
Jz ≡
N∑
i=1
s(i)z , J± ≡
N∑
i=1
s
(i)
± , (76)
where s
(i)
x(y,z) are Pauli matrices divided by 2 for the i-th
atom. The Dicke Hamiltonian is written as [33]
H = ω0Jz + ωa
†a+
λ√
N
µ(a† + a)(J+ + J−), (77)
which can also be written in the form of H = H0 + λV .
The operator Jz and J± obey the usual commutation
relations for the angular momentum,
[Jz, J±] = ±J±, [J+, J−] = 2Jz. (78)
The Hilbert space of this model is spanned by vectors
|j,m〉 with m = −j,−j+1, · · · , j−1, j, which are known
as the Dicke states and are eigenstates of J2 and Jz,
with Jz|j,m〉 = m|j,m〉 and J2|j,m〉 = j(j + 1)|j,m〉.
Below, we take j as its maximal value, namely, j = N/2;
it is a constant of motion, since [J2, H] = 0. Another
conserved observable in the Dicke model is the parity Π,
which is given by Π = exp(ipiNˆ), where Nˆ = a†a+Jz + j
is an operator for the “excitation number”, counting the
total number of excitation quanta in the system. In our
numerical study, we consider the subspace with Π = +1.
Making use of the Holstein-Primakoff representation of
the angular momentum operators,
J+ = b
†√2j − b†b, J− = √2j − b†b b,
Jz = (b
†b− j), (79)
where b and b† are bosonic operators satisfying [b, b†] = 1,
the Hamiltonian can be further written in the following
form,
H = ω0(b
†b− j) + ωa†a
+λµ(a† + a)
b†√1− b†b
2j
+
√
1− b
†b
2j
b
 . (80)
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FIG. 4: Similar to Fig.2, but for the three-site Bose-Hubbard
model model with N = 1999, h = 0.1, λ = 0.1, and E ' 0.2.
From this Hamiltonian, a classical counterpart can be
obtained in a direct way.
We write the Fock states related to a† and b† as |na〉
and |nb〉, respectively, for which
a†a|na〉 = na|na〉, b†b|nb〉 = nb|nb〉. (81)
According to Eq.(79), nb should be truncated at
(nb)max = N . In numerical simulations, we set
(na)max = N . Other parameters are ω0 = ω = 1/N and
µ = 1/N . This model has an effective Planck constant
~eff =
1
N
. (82)
In the Dicke model, we also numerically found closeness
of the PT regions to classically forbidden regions (see
Fig.3 for an example).
The third model is a three-site Bose-Hubbard (BH)
model [34], which describes interacting bosons on a lat-
tice. It also possesses a classical counterpart [35]. This
model can be realized experimentally using ultracold
quantum gases in optical lattices [36]. It undergoes a
transition from a superfluid phase to an insulator phase
as the strength of the potential is increased beyond some
value [37].
9The Hamiltonian of the three-site Bose-Hubbard
model is written as H = H0 + λV , where
H0 =
3∑
j=1
[
U
2
nj(nj − 1) + hµjnj
]
,
V =
2∑
j=1
[
−J(a†jaj+1 + a†j+1aj)
]
. (83)
Here, nj = a
†
jaj indicates the particle number operator at
a site j. The total number of particles N =
∑L
j=1 nj is a
conserved quantity. We use the open boundary condition
in our numerical simulations. For each given value of λ,
the parameters are chosen as J = 1N , U =
1
N2 , h =
1
N ,
µ1 = 0.1, µ2 = 0, and µ3 = −0.1. The semiclassical limit
of this model can be obtained, with an effective plank
constant ~eff = 1N going to zero in the limit N →∞ [35],
with the transformation
aj →
√
NIj exp(iφj), a
†
j →
√
NIj exp(−iφj). (84)
This gives the following classical Hamiltonian,
H0 =
1
2
(I21 + I
2
2 + I
2
3 ) + µ1I1 + µ2I2 + µ3I3, (85)
V = 2
√
I1I2 cos(φ1 − φ2) + 2
√
I2I3 cos(φ2 − φ3). (86)
As the total action I = I1 + I2 + I3 = 1 is a conserved
quantity, the degrees of freedom can be reduced from
three to two [38], then, one gets
H0 =
1
2
[
J21 + J
2
2 + (1− J1 − J2)2
]
+µ1J1 + µ3J2 + µ2(1− J1 − J2), (87)
V = 2
√
J1(1− J1 − J2) cos(θ1)
+2
√
J2(1− J1 − J2) cos(θ2). (88)
Similar to the two models discussed above, we got nu-
merical results in agreement with the analytical predic-
tion for closeness of the PT regions and classically for-
bidden regions (Fig.4 for an example).
V. CONCLUSIONS AND DISCUSSIONS
In this paper, we have shown that PT regions of per-
turbed states should, in the semiclassical limit, coincide
with classically-forbidden regions for the corresponding
energies. This implies that components of EFs in unper-
turbed states lying in classically-forbidden regions can be
expanded in convergent perturbation expansions (GB-
WPE), making use of their components in classically-
allowed regions. This supplies an analytical method,
which should be useful in the study of EF components in
classically-forbidden regions.
Previous studies show that the GBWPE is indeed a
useful tool in the study of structural properties of EFs.
In fact, it can be used in the study of exponential-type
decay of long tails of EFs [18, 20]. The criterion for
its convergence may be used to estimate the location of
main bodies of EFs [20, 21, 23, 25]. It is also useful in
explaining a localization feature numerically observed in
the Wigner-band random-matrix model [24], and it sup-
plies an alternative way of understanding the Anderson
localization [22]. Besides, it supplies an interesting ap-
proach to the tunneling effect [16, 17].
The above result of this paper for EF components in
classically-forbidden regions, if combined with the well-
known fact that the semiclassical theory is applicable to
EF components in classically-allowed regions, supplies a
useful framework for the study of properties of EFs in the
whole energy region. It is our hope that this framework
may be useful in future investigations in various topics,
such as thermalisation processes in chaotic systems.
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