This report details our solution to the Google AI Open Images Challenge 2019 Object Detection Track. Based on our detailed analysis on the Open Images dataset, it is found that there are four typical features: large-scale, hierarchical tag system, severe annotation incompleteness and data imbalance. Considering these characteristics, many strategies are employed, including larger backbone, distributed softmax loss, class-aware sampling, expert model, and heavier classifier. In virtue of these effective strategies, our best single model could achieve a mAP of 61.90. After ensemble, the final mAP is boosted to 67.17 in the public leaderboard and 64.21 in the private leaderboard, which earns 3rd place in the Open Images Challenge 2019.
Introduction
Object detection has been a challenging issue in the field of computer vision for a long time. It is a basic and important task for a variety of industrial applications, such as autonomous driving and sense analysis. Due to the blooming development of deep learning and large-scale dataset, great progresses have been achieved in object detection in recent years [10, 14, 9, 23, 16, 13, 5, 19, 4, 17, 22] . Open Images Dataset V5 [15, 3] is currently the largest object detection dataset. Different from its predecessors, such as Pascal VOC [7] , MS COCO [18] , and Objects365 [1], Open Images dataset consists of extremely large-scale annotations including 12M bounding boxes for 500 categories on 1.7M images, as shown in Table 1 .
In the era of deep learning, more training data always benefits the generalizability of model [20] . With the help of large-scale Open Images detection dataset, the frontier of object detection would be pushed forward a great step. To take full advantage of the large-scale data, we employ EfficientNet [24] as our backbone. We first grid search an EfficientNet-B1 on Open Images Detection Dataset and then scale it up based on compound scaling method. However, it is found that the standard compound scaling method [24] is not optimal in the setting of multiscale training and testing pipeline which is a common data augmentation strategy for object detection. We argue that it is because that the standard EfficientNet scale-up the resolution to achieve better performance in single-scale training, but it is harmful when training and testing model in multi-scale input. To remedy this problem, we fix the resolution and re-assign the stage of EfficientNet-B7 to mimic the scheme how ResNeXt [25] assigns different amount parameters to different stages architecture. Figure 2 : The data statistics of the COCO and the Open Images datasets. The x-axis and the y-axis are with the categories and the log transformed instance counts, respectively. It should be noted that the category number of the Open Images and the COCO datasets are different, which is 500 and 80, respectively. For better visualization, we have aligned the statistics of COCO and Open Images datasets in x-axis.
The hierarchical tag system also should be taken into consideration. Open Images dataset contains 500 categories, consisting of 5 different levels and 57 parent nodes. And in the evaluation procedure, a parent category is asked to be output if its child present. Besides, It is observed that some categories are ambiguous. For example, almost every Torch instance highly overlaps with a Flashlight bounding box, although there is not a hierarchical relation between them. Considering these fact, We propose distributed softmax loss to replace the standard softmax loss.
The large volume of images and categories of Open Images dataset limits its labeling style. As the enormous numbers of images and categories, it is practical impossible to annotate every instance in every image exhaustively, there are severe missed annotations for the bounding box, as demonstrated in Figure 1 . Hence, the missed annotations turns the Open Images Detection task into weakly supervised scenario with label noise. We also observe that Open Images dataset suffers from severe data imbalance, as shown in Figure 2 . For example, the category of Person has 1.4 million instances, which is 105 times larger than that of the Pressure cooker which only has 14 instances. we propose the class-aware sampling to make a balance between major and rare categories. Furthermore, to alleviate the overfitting caused by class-aware sampling, we apply auto augmentation [26] on both image-level and box-level data. Alternatively, we also train expert model [2, 21] on rare categories then ensemble them to solve the data imbalance problem.
In conclusion, our method has the following advantages:
• We present an variant of EfficientNet, which overcomes the ineligibility in multi-scale training and testing for object detection.
• We propose a distributed softmax loss that generalizes the standard softmax loss by exploiting category relationship. It is more friendly to the hierarchical tag system and more robust to the label noise.
• We propose class-aware sampling along with auto augmentation to solve the severe data imbalance. We also present an effective method to train expert model for data imbalance.
Methods
In this section, we will detailedly demonstrate our methods used in this challenge.
EfficientNet for Object Detection
In this work, the Faster R-CNN framework is adopted as our baseline, where the backbone is EfficientNet. Efficient-Net is recent state-of-the-art in many classification tasks. But there is still limited research about successfully applying EfficientNet to the field of object detection.
EfficientNet is proposed as a paradigm to scale-up Convolutional Neural Networks (CNN) in three dimensions of network, i.e., depth, width, and resolution. In contrary to previous work, EfficientNet balances these three dimensions by grid search their scale-up coefficient simultaneously. The grid search is applied in a small search space, then the final network which lays in a larger search space will be sampled by using the compound scaling method. As there is no pretrained EfficientNet for object detection, we search it directly on a subset of Open Images dataset. Firstly, we trained a basic model which is so-called EfficientNet-B0. Then we grid search the next level EfficientNet-B1 whose scale-up coefficient equals to 2. This depth, width, and resolution of EfficientNet-B1 can be generated by:
where d, w, r are the optimal depth, width, and resolution of EfficientNet-B1, respectively. And the α, β, γ are temporary depth, width, and resolution in grid search, respectively. The model is the function that generates and trains detection model according to its input depth, width, and resolution, which is then evaluated by mAP function. After building EfficientNet-B1, we further obtain EfficientNet-B7 by using the compound scaling method:
EfficientNet-B7 = model(d 7 , w 7 , r 7 ).
Although EfficientNet-B7 achieve better performance in single-scale training and testing. But under the multiscale training and testing, it is found that EfficientNet-B7 is slightly inferior to the ResNeXt-152. We argue that it is because that the standard grid search and compound scaling method is sub-optimal in multi-scale input setting. Ef-ficientNet carefully assigns depth, width, and resolution to achieve better for objects at all sizes. However, improving performance for objects at different size is unnecessary even harmful for multi-scale input, because different size objects could be detected better with different input scale. Thus, we propose to fix the resolution coefficient and only adjust the width and depth. We further add more blocks into stage four which mimics the ResNeXt-152 to gain the advantage to a specific input scale. The proposed variant of EfficientNet-B7 is illuminated in Figure 3 .
Distributed Softmax Loss
Open Images dataset contains 500 categories, consisting of 5 different levels and 57 parent nodes. mAP is evaluated for each of the 500 categories. For a leaf category in the hierarchy, AP is computed normally. However, in order to be consistent with the meaning of a non-leaf class, its AP is computed involving all its ground-truth object instances and all instances of its children. Thus, detector are usually asked to output two even more detected boxes for a single region proposal.
Besides, there are many data noise caused by ambiguous categories in Open Images dataset, such as Torch and Flashlight, they are so similar in semantics or appearance that the annotators hardly discriminate them and label them as each other. It is benefit to boost performance if we can output both ambiguous categories when one of them presents.
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InvertedResidual x52 Unfortunately, the standard softmax cross-entropy loss is arduous to deal with these hierarchical tag system and the data noise. The standard softmax cross-entropy loss is presented as:
where C is the number of category, y c is the c-th elements in label vector y, and x i is the i-th elements in logit vector x. It should be noted that the label y is an one-hot vector which only allows one positive output, thus, is not suitable for multi-label classification. An intuitive solution is to use the binary cross-entropy loss [6] , but in our experiments it can not achieve comparable results. We also try focal loss [17] upon the binary cross-entropy loss, but still worse than standard softmax loss. To overcome this problem we propose the distributed softmax loss. It is formulated as:
where y c belongs to the label vector y with k non-zero elements each set to 1/k corresponding to the k ≥ 1. The proposed distributed softmax loss not only allows multi-label training as binary cross-entropy loss, but also persists the suppression between categories as standard softmax loss.
In our experiments, it improves the baseline by 1 points of mAP.
Class-aware Sampling and Expert Model
In Figure 2 , we illuminate the data statistics of the COCO and Open Images datasets. It can be seen that Open Images dataset exhibits much severe data imbalance compared to the its counterpart. Following Gao et al. [8] , we apply class-aware sampling to alleviate this problem. In details, the class-aware sampling firstly samples one category out of 500 uniformly. And then an image containing objects with the same category of the first step is sampled. This strategy could assure all the category has the same chance to be trained.
However, overfitting is introduced unavoidably by this class-aware sampling. We employ auto augmentation in both image level and box level to remedy this problem. The auto augmentation strategies is listed in Table 2 .
Expert model is another method that can overcome the data imbalance problem. In this challenge, we fine-tune the baseline model on a small subset of the full category space to enhance the recall of rare categories. The baseline model is trained on the entire dataset. Each expert model is concentrated to a expert subset, for instance, 50 categories out of 500. Expert model is useful to increase the recall of rare categories, but tends to bring more false positives. We further develop three strategies to solve the unwanted false positives. First, we build a confusion matrix to find those categories that is easy to be classified into expert subset. In next turn training, those confusion categories is added into the training set, which helps the expert model to discriminate the false positives. Second, we train many expert models with different sizes of expert subset, and there is an overlap between each expert subset. Only the detected boxes of overlapped categories is considered as final results. Third, we train a classifier to re-weight the confidence of detected boxes by multiple the detector score and classifier score. It should be noted that there is not an absolute positive correlation between the mean accuracy of classifier and the final mAP of re-weighted detection results. We also find that the classifier is beneficial to the normal model that trained on the entire dataset.
Ensemble
For the final results, we have used normal models and expert models for ensemble. Since the distribution of the performance over categories is different among models, we re-weight each categories model by model according to its mAP on validation set. In details, we set a weight w m c for model m and its categories c. The w m c is defined as:
where s m c is the validation mAP of the model m for category c, µ c and t c is the mean and max mAP of the for category c among all models, respectively. α is the lower bound of w m c so that if s m c is lower than µ c , then w m c is set to α. We also search optimal NMS threshold for different categories by:
where h c is the NMS threshold for category c, and the d is the default NMS threshold. mAP is a function mapping NMS threshold to ensemble mAP. We expect to maximize the validation mAP by searching the NMS threshold, meanwhile, minimize the variance of the NMS threshold.
Experiments

Data
We train our model on Open Images dataset. We used the recommended train and validation splits of Open Images Challenge 2018 as its validation set is labelled denser than that of Challenge 2019. In addition to the Open Images dataset, Objects365 [1] is used to train the final models for categories that intersects with Open Images dataset.
Results
During the training process, we follow the typical hyperparameter settings. We use SGD with momentum 0.9 and weight decay 0.0001. The initial learning rate is set to 0.00125 per batch, and warm-up [11] phase is adopted. All models are trained from scratch [12] . Table 3 demonstrates the detailed ablation with our method. As can be seen, the variant of EfficientNet-B7 surpasses the ResNeXt-152 by 1.71%. After solving the hierarchical tag system and data noise by distributed softmax loss, the performance is boosted by 0.84 points. The classaware sampling balances the dataset and leads to a heavy gain, i.e., 4.67 points. By further using auto augmentation and classifier, the model is improved by 0.75% and 0.45%, respectively, achieving the best single model with a mAP of 62.29%. With a final ensemble of 12 different models, we achieve the 67.17% mAP in the public leaderboard and 
Conclusions
In this work, we present an variant of EfficientNet for detection which is suitable for multi-scale training and testing. On the top of efficient backbone, we introduces a novel distributed softmax loss for the hierarchical label and data noise, and use class-aware sampling, auto augmentation, expert model and classifier to solve the data imbalance. The experiments demonstrate the effectiveness of our method.
