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Abstract—In this paper, near optimal tracking of a class of
nonlinear systems is addressed. Adaptive (approximate) dynamic
programming approach is used to calculate the optimal control
in closed form. ADP1 has been widely used to resolve optimal
regulation and tracking problems of nonlinear control systems.
Despite advances in the so called supervised and unsupervised
ADP techniques for optimal tracking, they have a main draw
back. That is, the optimal controller needs to be recalculated for
every particular reference trajectory. The main goal of this work
is to address this issue for a class of nonlinear systems. Finally,
this approach is applied on a Delta robot and the performance
of the method is analyzed experimentally.
Index Terms—Nonlinear, Optimal, Tracking, Control, ADP,
Delta.
I. INTRODUCTION
Trajectory tracking of nonlinear systems is a classic problem
in control theory. Optimal control, as one of the approaches
to solve this problem, has attracted some efforts throughout
past several decades. The interested reader can refer to [1]–
[5] for a short introduction to more common nonlinear opti-
mal control techniques. Since analytic solutions of nonlinear
optimal control problems is not available, except for simple
cases, seeking approximate solutions is a common practice.
ADP technique [2], that is approximating cost function with
a neural network and learning the optimal cost function in
a backward manner (dynamic programming), is one of the
widely used techniques among researchers. Optimal tracking
problem have been studied for both continuous time and
discrete time systems, but regardless of this, the pursued
solutions can be categorized into two general frameworks:
LQR2 extensions and ADP based approaches.
In the first approach, the nonlinear plant is modeled as a
linear system with time-varying matrices, and then techniques
from linear optimal control theory are used. For instance,
in [6], a feedback linearization is done on the nonlinear
plant and then, a linear optimal problem is defined for the
resultant feedback linearized system. In this approach, the
object function is not directly related to the physical system
and may not have physical realization. In [7], SDRE3 approach
is used for input affine nonlinear systems. The main drawback
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of this method is that the proper choice of state-dependent
quasilinear form plays an important role in the algorithm [5].
Also in [8], a general nonlinear system is considered and
error dynamics is estimated adaptively as a linear system.
The optimal control then, is calculated based on the linear
estimation.
In the ADP based approaches, the total cost is approximated
with a function approximator of appropriate form and then,
this approximation is used in order to calculate optimal cost
and optimal control. ADP based approaches can be categorized
into two branches based on the objective function that they
used. In the first one, the objective function for tracking is
defined based on the error and the total control input of
the system. Optimizing this cost function leads to optimality
but the resulted controller is not locally asymptotically stable
in general, this will be discussed later. For instance, in [9],
the general nonlinear system is decomposed based on its
linearization and residual terms, then the optimal control is
calculated as a combination of linear and residual part. In
[10], a finite horizon continuous time optimal tracking is
considered and then, the optimal control is calculated by direct
implementation of ADP. A discrete time version of finite
horizon approximate optimal tracking can also be found in
[11], in this work the controller can accept different initial
conditions of the same reference trajectory dynamics. Also
in [12]–[14], states and reference trajectory are augmented
in a new variable and the optimal problem is solved as a
regulation. In these three work reinforcement learning is used
to calculate the optimal control online. Moreover in [15], a
discrete time optimal tracking controller is considered for a
switching system and is solved by direct implementation of
ADP. Another ADP based reinforcement learning is used in
[16] for tracking control of a class of discrete time nonlinear
systems with unknown dynamics, however in this approach it
is assumed that the input transition matrix is positive definite.
For problems with bounded input, [17] has proposed an
approach by adding a non-quadratic functional to the total cost.
This approach is not done with ADP for tracking problems.
However, in [18] it is used along with ADP for a regulation
problem.
In the second category of ADP based approaches, the
control input is decomposed into a steady state (that makes
the error dynamic stationary at origin) and a transient part.
Then, the control objective is defined based on the error and
the transient control. This approach can be found in [19],
[20]. In [20], reference trajectory and error are augmented
into new states and then the ADP is used to solve the resulted
augmented regulation optimal problem. In [21], an optimal
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2control problem is defined for the transient control and then
the total cost is calculated in an online manner by ADP. In
this method knowledge of system dynamics is not necessary.
In [22], reinforcement learning is used to solve the optimal
tracking control of a nonlinear system with unknown dynamics
online. In these two works ( [21], [22]) the optimal problem
is solved for an augmented system, as in [20].
Despite advances in the mentioned works, ADP based meth-
ods all share a common drawback. That is, the controller needs
to be re-calculated for each particular reference trajectory. This
issue also exists in LQR based techniques.
This work is dedicated to solve the mentioned problem of
ADP based approaches for a class of nonlinear systems. The
proposed method uses the idea of control decomposition to
eliminate trajectory dynamics from error dynamics, without
eliminating systems dynamic matrices. The optimization is
done based on using transient control in the objective function,
which is called modified total cost, in here. Effects of this
decomposition on optimality and asymptotic stability of the
closed loop system will be discussed, which, to the best of
our knowledge, has not been done in the related literature yet.
Furthermore, it will be shown that by optimizing expectation
of modified total cost, instead of its exact value, there is no
need to know the reference trajectory in the training stage. This
change will lead to the main contribution of this paper, that is a
near optimal asymptotically stabilizing tracking controller that
does general tracking for a class of nonlinear systems. Finally,
it will be shown that using optimal control based on expected
value of modified total cost (instead of its exact value), does
not hurt asymptotic stability of the closed loop system. The
proposed controller is near optimal in three aspects. First,
because of the form of steady state control that is used. Second,
it optimizes expected value of modified total cost, instead of
exact modified total cost of a reference trajectory. Third, it
approximates this objective function which is the core of ADP.
In what follows, first the problem is defined and the
proposed method is explained. Then theoretical support for
optimality, convergence, and asymptotic stability of the ap-
proach is presented. Finally, the method is implemented exper-
imentally on a Delta parallel manipulator and its performance
is shown in comparison to some standard nonlinear control
techniques.
II. PROBLEM STATEMENT AND RESOLUTION
Let us define a tracking problem for a nonlinear system of
the following form
x(p) = f(X) + g(X)u, (1)
where x(t) ∈ Rm×1 is an m-vector4 of output of interest,
X = [xᵀ, · · · , x(p−1)ᵀ]ᵀ ∈ R(n×1) is n-vector of states,
and u(t) ∈ Rm×1 is m-vector of control input. Also note
that n = m × p. Furthermore, f(.) : Rn×1 → Rm×1 and
g(.) : Rn×1 → Rm×m are functions representing dynamics
of the system. Moreover f(.) and g(.) and their Jacobians
are assumed to be continuous. Also, x(i) denotes the ith
time derivative of x. The system is supposed to follow a
4All vectors are column vectors.
particular reference trajectory (not known a priori), that is
Xd(t) = [x
ᵀ
d , · · · , x(p−1)d
ᵀ
]ᵀ ∈ D ⊂ Rn×1, with zero tracking
error. Furthermore, assume that X˙d exists and is continuous.
Tracking error is defined as E = [eᵀ, · · · , e(p−1)ᵀ]ᵀ where
e = x − xd. As mentioned in the introduction, in some of
the related literature, the optimal controller is designed to
minimize the following cost function
J =
∫ ∞
0
exp(−ρτ)(EᵀQE + uᵀRu)dτ, (2)
where Q ∈ Rn×n, R ∈ Rm×m, and ρ ∈ R≥0 are semi-
positive definite error penalizing matrix, positive definite con-
trol penalizing matrix, and discount factor, respectively. The
error dynamics of this tracking problem can be written in the
following form
e(p) = f(E +Xd) + g(E +Xd)u− x(p)d . (3)
This error dynamics can be also stated in state space from as
E˙ = F (E +Xd) +G(E +Xd)u− X˙d, (4)
where one has
F (E +Xd) =

e˙+ x˙d
...
e(p−1) + x(p−1)d
f(E +Xd)
 ,
G(E +Xd) =
[
0(n−m)×m
g(E +Xd)
]
.
Note that the above dynamics is non-autonomous5 and non-
stationary6 at origin with respect to its states E.
Even though error dynamics and objective function in the
form of eqs. (2) and (3) are commonly used, there are three
disadvantages with formulating the problem in this way. First,
the optimal tracking controller is not locally asymptotically
stabilizing in general (see appendix A). The reason is that the
reference trajectory, generally is not an invariant set of the
system dynamics, which is needed for optimal control to be
asymptotically stabilizing. This shows itself as a steady state
error7. Second, the presence of discounting factor ρ means
that, just a limited part of horizon is important to the controller.
This will lead to a higher steady state error and worsens the
effects of the first problem. Third, the resulted optimal control
can only follow 8 the reference trajectory that is solved for.
This means that for new reference trajectories, the problem
should be re-solved. These issues have motivated some authors
to use a modified objective function and to revisit components
of the error dynamics by decomposing the control input into
steady and transient parts. However, the third issue is not
solved in any of the ADP related literature yet, to the best
5The dynamic system has a direct dependence on time through Xd and its
time derivative.
6The equilibrium point of the dynamic system does not lie at origin.
7This steady state error is because of the analytical construction of the
controller, not from disturbance and\or uncertainties.
8Assuming that the application tolerates the first and the second mentioned
problems.
3of the authors’ knowledge. Furthermore, interpretation of such
control decomposition with respect to optimality is not done
in the referenced works, to the best of our knowledge.
In a tracking problem, the evolution of the system can be
categorized in two phases: the transient and the steady state.
This gives an idea of decomposing the control to a steady
state control plus a correction term, when it is possible. For a
system in the form of eq. (1), the steady state control, that is
us, can be defined to satisfy the following equation
x
(p)
d = f(Xd) + g(E +Xd)us, (5)
this form of steady state control is used in [21] for a discrete-
time system, and its main advantage over other forms in
literature is that it eliminates trajectory dynamics from error
dynamics of eq. (3). A controllable plant is assumed, therefore
g(E + Xd) = g(X) is invertible. Then us can be calculated
as
us = g
−1(E +Xd)(x
(p)
d − f(Xd)). (6)
At any instance, if error equals zero, that is E = 0, then
applying us leads to perfect tracking. The total control is the
sum of steady state control, that is us, and a corrective term,
that is ∆u, so it is defined as
u = us + ∆u. (7)
By substituting eqs. (6) and (7) in eq. (3), the error dynamics
equation, (eq. (3)) can be rewritten as
e(p) = f(E +Xd)− f(Xd) + g(E +Xd)∆u, (8)
furthermore, this equation can be written in state space form
as
E˙ = F (E +Xd)− F (Xd) +G(E +Xd)∆u. (9)
The above error dynamics is stationary at origin. Now, one
can define modified total cost based on the corrective term
∆u (instead of total control u) as
V =
∫ ∞
0
(EᵀQE + ∆uᵀR∆u)dτ, (10)
where optimal transient control will be calculated by optimiz-
ing the above total cost. This cost function is commonly used
in this category of solutions to the optimal tracking problem.
Decomposing the control and redefining the total cost resolves
the first mentioned problem. Assuming that the system is
controllable, the above modified total cost is bounded. The
reason is that ∆u vanishes as the transient phase finishes. This
cost function minimizes the error and the corrective control
term, so it brings the system to the steady state tracking phase
asymptotically. The reason is that, by imposing the steady
state control and optimizing modified total cost, the optimal
problem is converted to an optimal regulation problem which
is asymptotically stable (see for example [23] for asymptotic
stability of optimal regulation problem). Furthermore, since
the boundedness of modified total cost, that is eq. (10), is
achieved without introducing a discounting factor, there is no
risk of associated steady state error. Therefore, the second
issue is also resolved.
For any particular reference trajectory in time, modified total
cost, that is eq. (10), only depends on the initial error, that
is E0. This is a key point in this analysis that also reduces
dimensionality of the value function and therefore, mitigates
curse of dimensionality further. However, the issue is that
the trajectories are not known ahead of time. If one writes
HJB9 equation for eq. (10) it can be seen (see section III) that
knowledge of trajectory is needed for calculating the modified
optimal cost function. One solution to this issue is using
expectation of total cost instead of its exact value for a specific
trajectory in time. The reason is that one can consider the
desired trajectory, that is Xd(t), as a parameter with uniform
distribution in ROI10. This leads to the main contribution of
this paper. The expected value of modified total cost, that is
eq. (10), can be written in the following form,
V (E0) = E
Xd∈ROI
{∫ ∞
0
(EᵀQE + ∆uᵀR∆u)dτ)
}
, (11)
where E denotes mathematical expected value. For every
specific trajectory and the defined problem, optimal modified
total cost exists uniquely [24, pp. 284–291] and is two times
differentiable [25]. Therefore, its expected value (that is simply
an average over all possible trajectories in the present case)
also exists, is unique and is two times differentiable. By
following the procedure of [1, pp. 131–136] and taking time
derivative of eq. (11) and using the error dynamics from
eq. (9), the non-optimal HJB equation can be derived as the
following
E
Xd∈ROI
{
V
ᵀ
E(F − Fd +G∆u) + EᵀQE + ∆uᵀR∆u
}
= 0,
(12)
where V E =
dV (E)
dE , F = F (E+Xd) = F (X), Fd = F (Xd),
and G = G(E+Xd) = G(X). Optimal transient control, that
is ∆u∗, is the minimizer of LHS11 of eq. (12), and can be
calculated as
∆u∗ = −1
2
R−1GᵀV
∗
E , (13)
where V
∗
E(E) is gradient of expectation of optimal modified
total cost.
There are several ways in the literature to solve the resulted
HJB equation, including PI12 algorithm [4], [26], integral PI
[27], integral VI13 [28], projection technique [29], perturbation
method [29], and parametric linear programming technique
[29]. Among these methods integral VI is chosen. The reason
is that it gives a good understanding of underlying theory and
it does not need initial admissible policy as needed in other
iterative methods based on PI. One can rewrite eq. (11) in the
following form and apply Bellman principle of optimality [30]
as
V
∗
(E(t)) = E
Xd∈ROI
{∫ t+∆T
t
(EᵀQE + ∆u∗ᵀR∆u∗)dτ)
+V
∗
(E(t+ ∆T ))
}
, (14)
9Hamilton- Jacobi- Bellman
10Region of interest
11Left hand side
12Policy iteration
13Value iteration
4where ∆T → 0. This equation can be used in the so called
integral value iteration to learn the expectation of modified
optimal cost (in the other words, value function), from the
following iterative procedure,
V i+1(E(t)) =
E
Xd∈ROI
{∫ t+∆T
t
(EᵀQE + ∆u∗i+1
ᵀR∆u∗i+1)dτ)
+V i(E(t+ ∆T ))
}
, (15)
where ∆u∗i+1 is defined as
∆u∗i+1 = −
1
2
R−1GᵀV
∗
iE . (16)
Note that because of using the expectation of total cost, there
is no need for knowing the trajectory in training stage. This
means that once the expectation of modified value function is
calculated, it can be used to track every trajectory in the ROI.
Therefore the third issue with existing ADP based methods is
also solved for nonlinear systems with the dynamics given by
eq. (1).
To calculate expected modified value function, and conse-
quently optimal transient control, in a closed form, ADP [2]
is used here. To do this, value functions in eqs. (14) and (15)
are approximated with a linear (in weight) NN14 as
V (E) = W ᵀϕ(E), (17)
V i(E) = W
ᵀ
i ϕ(E), (18)
where ϕ(E) is the vector of basis functions.
The procedure for training the neural network with integral
value iteration can be summarized as:
a. Initialize some random values for X and Xd in the ROI.
b. Calculate errors E, based on values generated in step a.
c. Initialize eq. (15) with V 0(E) = 0.
d. For every E and Xd pair and some small constant value
of T , repeat the following stages:
1. Calculate ∆u∗i+1(E,Xd) from eq. (13).
2. Calculate V i+1(E) from eq. (15).
e. Use values from step d to update weights from the least
square method [31, pp. 302–305].
f . Calculate δ = max(|Wi+1 −Wi|) and do one of the
following stages:
1. If δ < threshold, terminate the iterative procedure
and set W = Wi+1 and go to step g.
2. If δ ≥ threshold then go to step d.
g. The optimal corrective term can be calculated as
∆u∗ = −1
2
R−1Gᵀ(E +Xd)W ᵀ∆ϕ(E),
where ∆ϕ(E) is gradient of ϕ(E).
14Neural network
III. THEORETICAL BACKGROUND
A. Optimality
In the presented approach, the total control is calculated
as a combination of the steady state control and the optimal
transient control. Considering this decomposition, one may ask
about the optimality of the resulted total cost with respect
to the original cost function, that is eq. (2). To make the
analysis easier to grasp, we will investigate the case of a
specific reference trajectory to avoid getting involved in the
expected values of the total costs. Let us define a new steady
state control ur and a discounted version of eq. (10) as
ur = g
−1(Xd)(x
(p)
d − f(Xd)), (19)
W (E) =
∫ ∞
0
exp(−ρτ)(EᵀQE + ∆uᵀR∆u)dτ. (20)
By substituting total control based on ur, that is u = ur+∆u,
in eq. (2), the total cost can be rewritten as
J(E) =
∫ ∞
0
exp(−ρτ)(EᵀQE + ∆uᵀR∆u
+ 2∆uᵀRur + uᵀrRur)dτ, (21)
or
J(E) = W (E) +
∫ ∞
0
exp(−ρτ)(2∆uᵀRur + uᵀrRur)dτ.
(22)
By minimizing eqs. (21) and (22) over ∆u and eliminating
J∗(E) among them one can write
min
∆u
{
W (E) +
∫ ∞
0
exp(−ρτ)(2∆uᵀRur + uᵀrRur)dτ
}
= min
∆u
{∫ ∞
0
exp(−ρτ)(EᵀQE + ∆uᵀR∆u
+ 2∆uᵀRur + uᵀrRur)dτ
}
. (23)
The minimization is on the same variable on both sides of
eq. (23), so it can be simplified as
min
∆u
{ W (E)} = W ∗(E) =
min
∆u
{∫ ∞
0
exp(−ρτ)(EᵀQE + ∆uᵀR∆u)dτ
}
.
(24)
The process above means that optimizing W (E) is equal to
optimizing J(E), while imposing ur on the system. Further-
more, as ρ→ 0, W (E)→ V (E). This means that optimizing
V (E) is equivalent of optimizing W (E) while imposing ur
on the system and ρ→ 0. Since imposing ur on the error dy-
namics and finding optimal transient control, for a specific ref-
erence trajectory, transforms the optimal control problem to an
equivalent optimal regulation problem, so it is asymptotically
stable (see [23] for asymptotic stability of optimal regulation
problems). Also since ur is the exact steady state control,
the resulted total control is optimal among asymptotically
stabilizing controllers, however it is not the absolute optimal
control (that as discussed, see appendix A, is not generally
asymptotically stabilizing). Furthermore, because us (that is
5used in the proposed method) has a slight difference with ur,
the proposed method has a degree of sub-optimality. Therefore,
the proposed method, for a specific reference trajectory, is a
near optimal control among asymptotically stabilizing tracking
controllers.
The other point that should be investigated is about optimal-
ity of optimal transient control, that is eq. (13), with respect
to expected value of modified total cost, that is eq. (11). In
the presented approach, the optimization problem is defined
based on the expectation of modified total cost. Introducing
the expectation in the equations, a legitimate question is the
optimality of the selected control, that is eq. (13). To answer
this, one needs to take derivative of LHS of eq. (12) with
respect to ∆u and solve the following equation for ∆u
∂
∂∆u
{
E
Xd∈ROI
{
V
ᵀ
E(F − Fd +G∆u)
+ EᵀQE + ∆uᵀR∆u
}}
= 0. (25)
In the above equation, since the expectation is over Xd, the
derivative can be interchanged with the expectation and one
has
E
Xd∈ROI
{
∂
∂∆u
{
V
ᵀ
E(F − Fd +G∆u)
+ EᵀQE + ∆uᵀR∆u
}}
= 0, (26)
note that if the following holds
∂
∂∆u
{
V
ᵀ
E(F − Fd +G∆u) + EᵀQE + ∆uᵀR∆u
}
= 0,
(27)
then also eq. (26) holds, therefore the answer to the above
equation, which is well known to be in the form of eq. (13),
is a solution to eq. (25). Consequently, eq. (13) is a minimizer
to eqs. (11) and (12). Therefore, optimality of eq. (13) with
respect to the expectation of modified total cost is proved.
B. Convergence
Since integral value iteration of eqs. (15) and (16) is an
iterative procedure, convergence of the iterations is a concern.
This concern is investigated in this subsection while neglecting
approximation error of eq. (17). The procedure is adopted
from [28] with some changes. Let us define the following
transformations, for some positive V (E) with V (0) = 0, as
T∆u(V,Xd) =
∫ t+∆T
t
(EᵀQE + ∆uᵀR∆u)dτ)
+ V (E(t+ ∆T )), (28)
T
∆u
(V ) = E
Xd∈ROI
{
T∆u(V,Xd)
}
. (29)
Also let T (V,Xd) be defined as T
∆u◦
(V,Xd), that is cal-
culated with ∆u◦ = − 12R−1G(E + Xd)ᵀVE which is the
minimizer of right hand side of eq. (28) (and also eq. (29),
in the same way explained in subsection III-A). Furthermore,
let T (V ) be the expected value of T (V,Xd). In this way one
can write eqs. (14) and (15) in the forms of V
∗
= T (V
∗
) and
V i+1 = T (V i), respectively.
If for some Vl and Vk the inequality Vl < Vk holds, then
T∆u(Vl, Xd) < T
∆u(Vk, Xd) also holds for all E,Xd ∈
ROI and E 6= 0. Therefore one can conclude that T∆u(Vl) <
T
∆u
(Vk). Consequently, by this assumption, one has T (Vl) ≤
T
∆u◦k(Vl) < T (Vk)).
If V 0 = 0 holds, by investigating eq. (15) one can see that
V 1 > V 0. Also if one assumes V i+1 > V i, then V i+2 =
T (V i+1) > V i+1 = T (V i). Thus, if integral value iteration
starts with V 0 = 0, then by induction one has V i+1 > V i for
all E,Xd ∈ ROI and E 6= 0.
Since a controllable plant is assumed, then there exist a
non-optimal (in the sense of expectation of modified total cost)
stabilizing control policy, that is ∆h, whose expected modified
total cost, that is Z0(e), is greater than V 0 and V
∗
. Also note
that one can write Z0 = T
∆h
(Z0). Therefore Z1 = T (Z0) <
Z0 = T
∆h
(Z0). Consequently one can conclude Zi+1 < Zi,
in the same manner used in the previous paragraph.
Furthermore, since V
∗
< Z0, then V
∗
= T (V
∗
) < Z1 =
T (Z0). By repeating this for i times, one can conclude that
V ∗ < Zi . Since Zi is a decreasing positive sequence15 that
is lower bounded by V ∗, it converges to this lower-bound.
Moreover, since V 0 < Z0, by the same reasoning V i < Zi.
Finally, assuming that V 0 = 0, one can combine strictly
monotonic convergence of Zi to V
∗
, strictly monotonic in-
crease of V i, the inequality V i < Zi, and positiveness of
these functions to conclude that V i also converges to V
∗
as
i → ∞ for all E,Xd ∈ ROI and E 6= 0. Furthermore, one
has V i(0) = Zi(0) = V
∗
(0) = 0 from their construction.
As a result, convergence of the integral value iteration for the
proposed method is guaranteed for all E,Xd ∈ ROI .
C. Stability
The most important aspect of a controller is its stability.
We will show asymptotic stability of the proposed method
through an appropriate Lyapunov function. Let us define the
Hamiltonian, for any differentiable function Vl(E) : Rn×1 →
R, as
H∆u(Vl) := V
ᵀ
lE
(F−Fr+G∆u)+EᵀQE+∆uᵀR∆u. (30)
Furthermore, let H(Vl) be optimal value of H∆u(Vl) with
respect to ∆u. Moreover, let us define Z(E) as the modified
total cost of an admissible control16, calculated from eq. (10)
for a specific reference trajectory. Based on Lemma 1 of [26],
if the following inequality holds, for any Vl,
H(Z) ≤ H(Vl), (31)
then one has
Vl(E) ≤ Z(E). (32)
15Elements of the sequence are positive.
16In this work, admissible controls are limited to asymptotically stabilizing
controllers.
6One can write optimal value of the modified total cost of a
specific reference trajectory, that is calculated form eq. (10)
(here called S∗(E) for clarity of notation), as
S∗(E) = V
∗
(E) +D∗(E). (33)
Furthermore, since S∗ is the solution of HJB equation, so one
has
H(S∗) = S∗E
ᵀ(F −Fr+G∆u∗s)+EᵀQE+∆u∗sᵀR∆u∗s = 0,
(34)
where ∆u∗s = ∆u
∗ + ∆u∗d = − 12R−1Gᵀ(V¯ ∗E + D∗E). This
equation can be rewritten as
D∗E
ᵀ(F − Fr +G(∆u∗ + ∆u∗d))
+ EᵀQE + (∆u∗ + ∆u∗d)
ᵀR(∆u∗ + ∆u∗d)
+ V
∗
E
ᵀ
(F − Fr +G(∆u∗ + ∆u∗d)) = 0. (35)
For any specific reference trajectory, there could be three cases,
based on D∗(E). First, assume that D∗ = 0. In this cases
V
∗
(E) = V ∗(E). So, by substituting eq. (33) into eq. (34)
one has
V˙
∗
= V
∗
E
ᵀ
(F−Fr+G∆u∗) = −EᵀQE−∆u∗ᵀR∆u∗. (36)
RHS of the above equation is negative definite (from definition
of the problem). Therefore, when D∗ = 0 and the system
is controlled by the proposed controller, that is ∆u∗ from
eq. (13), V˙
∗
is negative definite.
Second, assume that D∗(E) < 0 for E 6= 0. In this case,
negative definiteness of the V˙
∗
under the proposed controller
can be proved by contradiction. Assume that V˙
∗
is negative
except for some E,Xd ∈ ROI and E 6= 0. Therefore one can
write V˙
∗
= V
∗
E
ᵀ
(F − Fr + G∆u∗) ≥ 0 for some E,Xd ∈
ROI and E 6= 0, which leads to H(V ∗) ≥ H(V ∗) = 0.
In this way one can conclude that V
∗ ≤ V ∗ (from Lemma
1 of [26]) for some E,Xd ∈ ROI and E 6= 0. This is
contradictory with the assumption of D∗(E) < 0, so one
cannot have V˙
∗
≥ 0 for some E,Xd ∈ ROI and E 6= 0.
From the same reasoning, one also cannot have V˙
∗
≥ 0 for all
E,Xd ∈ ROI and E 6= 0. Therefore, V˙
∗
is negative definite
under the proposed controller for D∗(E) < 0, taking into
account that V˙
∗
= 0 for E = 0 from its construction.
Third, assume that D∗(E) > 0 for E 6= 0. In this way,
One has H(D∗) > H(S∗) = 0 for all E,Xd ∈ ROI,E 6=
0. The reason is that assuming H(D∗) ≤ H(S∗) holds for
some E,Xd ∈ ROI and E 6= 0, leads to D∗ ≥ S∗, which is
contradictory to S∗ = V
∗
+D∗ in the current case. Also one
has H(D∗) = 0 for all Xd ∈ ROI,E = 0, by its definition.
Note that one can write
D∗E
ᵀG∆u∗ = V
∗
E
ᵀ
G∆u∗d = −2∆u∗ᵀR∆u∗d. (37)
By expanding eq. (35), one can write
D∗E
ᵀ(F − Fr +G∆u∗d) +D∗EᵀG∆u∗ + EᵀQE
+ ∆u∗ᵀR∆u∗ + 2∆u∗ᵀR∆u∗d + ∆u
∗
d
ᵀR∆u∗d
+ V
∗
E
ᵀ
G∆u∗d + V
∗
E
ᵀ
(F − Fr +G∆u∗) = 0. (38)
By substituting eq. (37) into eq. (38) and combining the terms
one has
D∗E
ᵀ(F − Fr +G∆u∗d) + EᵀQE
+ (∆u∗ −∆u∗d)ᵀR(∆u∗ −∆u∗d)
+ V
∗
E
ᵀ
(F − Fr +G∆u∗) = 0, (39)
furthermore, by minimizing first three terms in eq. (39), it can
be written as
D∗E
ᵀ(F − Fr +G∆u∗d) + EᵀQE
+ ∆u∗d
ᵀR∆u∗d + V
∗
E
ᵀ
(F − Fr +G∆u∗) ≤ 0. (40)
First three terms of eq. (40) are equal H(D∗), by definition.
By using H(D∗) > 0 for E 6= 0 (as per current case) in
eq. (40), one will conclude that for all Xd, E ∈ ROI,E 6= 0,
V
∗
E
ᵀ
(F − Fr +G∆u∗) < 0. (41)
Also one has V
∗
E
ᵀ
(F − Fr + G∆u∗) = 0 for E = 0, by
definition. As a result, V˙
∗
is negative definite under the control
∆u∗ for D∗(E) > 0.
V
∗
(E) is positive definite by its construction and as we
proved V˙
∗
= V
∗
E
ᵀ
(F − Fr + G∆u∗) is negative definite in
the ROI. Therefore V
∗
(E) is a Lyapunov function for the
system under control of ∆u∗, that is from eq. (13). Therefore,
the closed loop system, from the proposed method, is locally
asymptotically stable.
IV. AN EXPERIMENTAL CASE STUDY
To show and compare the performance of the presented
approach, an experimental study is done on a developed Delta
parallel robot, as depicted in fig. 1.
Delta robot is a parallel manipulator with three transnational
DOFs17 designed by Clavel [32]. The dynamic model of this
robot can be presented in the following form [33]
M(w, q)w¨ + C(w, q, w˙, q˙)w˙ +G(w, q) = J(w, q)ᵀτ, (42)
where M,C,G,w, q, and τ are mass matrix, Coriolis matrix,
gravitational vector, workspace coordinate vector, joint space
coordinate vector, and motor torques, respectively. Different
methods have been used to control the Delta robot [34]–[37].
In the present work, computed torque method,which is usually
used as a benchmark in the related literature, and sliding
mode control, which is suitable benchmark of robustness, are
considered for comparison.
The control law based on CT18 can be written as [36]
τ = J−ᵀ
(
Cw˙ +G+M(w¨d −Kd ˙˜w −Kpw˜)
)
, (43)
where wd,Kd, and Kp are desired position, derivative gain,
and proportional gain, respectively. w˜ = w − wd is also
position error.
The control law for SMC19 can also be written as [38]
τ = J−ᵀ
(
Cw˙ +G+M(w¨d − λ ˙˜w −Ksat(S
ϕ
))
)
, (44)
17Degrees of freedom
18Computed torque
19Sliding mode control
7Fig. 1: Delta robot used in the experiments
where S = ˙˜w + λw˜, λ, K, and ϕ are sliding surface, sliding
surface parameter, sliding mode controller gain, and boundary
layer, respectively. Also sat denotes saturation function.
To train ADP based controller, 500 sets of randomly
generated data is used and the training is done 10 times
independently with least square method. Then weights of
these 10 trainings are averaged and used for the experiments.
Based on our experience, the averaged weights present good
repeatability, whereas in each individual training different
weights may be achieved (even if higher number of data is
used for an individual training). To make three controllers
comparable, they are tuned so that they have similar rise time.
Also, experiments are done with 500Hz sampling frequency.
Furthermore, no friction compensation is done in experiments.
For all experiments, actuators are saturated at 5N.m. Other
parameters used in the tests can be found in appendix B.
A. Results
Two scenarios are considered to compare the
performance of the methods. First, the robot
is supposed to draw a circle in z-plane, with
x = 250 cos(pit) (mm) and y = 250 sin(pit) (mm).
Second, the robot is supposed to go to two different
locations sequentially, i.e.,
[
100 100 450
]ᵀ
(mm) and[−100 −100 600]ᵀ (mm). Moreover, to compare
robustness of the controllers, both scenarios are repeated by
adding a 1kg mass as an uncertainty to the end effector.
Also all experiments started from robot’s home position at[
0 0 500
]ᵀ
(mm). Video of the tests can be found in [39].
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Fig. 3: First scenario tracking error ex: without uncertainty
Results related to first scenario without uncertainty are
summarized in figs. 2 to 5 and table I. Results related to
second scenario without uncertainty are presented in figs. 6
to 9. The difference between performance of the three
methods (without the uncertain mass), as observed through
figs. 3 to 5 and 7 to 9 and table I, is small. However, even
these small differences are considerable in the context of
robotic applications, given tight tolerances and high accuracy
requirements. CT does the worst, both in step response and
following a circle. The performance of the proposed method
x y z
µ|e| (mm)
CT 2.2119 2.1916 0.4873
ADP 1.6669 1.7063 0.2387
SMC 1.4699 1.4020 0.2214
σ|e| (mm)
CT 1.1095 1.1505 0.2358
ADP 0.8907 0.8686 0.1751
SMC 0.7393 0.7247 0.0861
TABLE I: Mean and standard deviation of steady state |e|, first
scenario without uncertainty
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Fig. 11: First scenario tracking error ey: with uncertainty
is very close to that of SMC. But except for the y coordinate
error of step test, SMC controller slightly does a better job.
Results of experiments with a mass added as uncertainty
are shown figs. 10 to 15 and table II. As it can be seen
in figs. 10 to 15 and table II, adding the uncertainty to the
system increases steady state errors for all three methods.
While one can say the robustness of SMC is higher than other
two methods, the performance of the proposed methods still
remains close to that of SMC. Moreover, the computed torque
controller falls much behind in comparison to the other two
x y z
µ|e| (mm)
CT 2.6833 2.8572 2.2906
ADP 1.7528 1.8637 1.2390
SMC 1.6172 1.7284 0.8945
σ|e| (mm)
CT 1.4124 1.5423 0.55518
ADP 0.9451 0.9336 0.3820
SMC 0.8496 0.8882 0.2250
TABLE II: Mean and standard deviation of steady state |e|, first
scenario with uncertainty
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Fig. 15: Second scenario tracking error ez: with uncertainty
methods, as expected.
Despite advantages of the proposed optimal controller, that
can be seen in experiments, like every other method it has its
disadvantageous too. ADP, that is used to solve the nonlinear
optimal control problem in a closed form, is a numerical
procedure and it can have convergence problems in practice.
To be more precise, depending on the approximation error
of the neural network that is used, the ADP based algorithm
may not converge for all values of Q,R, and sampling time.
Therefore, the designer should consider this in controller
design stage. The other disadvantage of ADP is about choosing
basis functions. Even though some works has been done about
this, there is no conclusive work yet. Generally as ROI gets
bigger in dimension, finding basis functions that accurately
interpolate the value function, gets much harder. Consequently
the convergence of the algorithm will be affected, however
normalizing the data might be helpful. The other issue is the so
called curse of dimensionality [30] in dynamic programming.
Despite mitigation of this problem by implementing ADP, and
also in the proposed method through reduction of value func-
tion parameters by introducing expectation of value function
(expectation of value function depends only on E instead of
E and Xd), the problem still exists.
The other point to be mentioned is about chattering. This
is usually considered a problem related to SMC. However,
this phenomenon can also happen for the other two methods,
because of control discontinuity resulted from digital imple-
mentation. In tuning all of the controllers, it was observed that
there is an upper-bound on the aggressiveness of each of the
controllers, that can be achieved without chattering.
V. CONCLUSION
In this paper, a new framework is introduced for optimal
tracking problem of a class of nonlinear systems. In contrast
to previous works on optimal control, the presented approach
can track any trajectories (of course in the ROI) after one
training. Also using expectation of total cost, number of
parameters decreased. This mitigates curse of dimensionality.
The presented method is then applied to a relatively complex
nonlinear system and its performance is shown experimentally.
APPENDIX A
Consider the following optimal tracking system that is
defined based on exact total cost
x˙ = x+ u,
J(x0) =
∫ ∞
0
exp(−ρt)(q(x− r)2 + u2)dt,
where ρ > 0 and q = 1. Let assume that the desired trajectory
is r(t) = 2. In this case if the initial condition is x0 = 1. Then
the optimal control intuitively becomes u∗(t) = −1, this can
be easily verified from the standard LQT solution. Applying
the optimal control, the state time history becomes x(t) = 1.
Therefore, the optimal tracking control based on exact total
cost is not asymptotically stabilizing. This happens due to
the fact that the reference trajectory is not within invariant
sets of the system (this makes error dynamics non-stationary
at origin), which is needed for asymptotic stability of the
closed loop system under optimal control. To be more precise
the optimal tracking controller based on the total cost can
only asymptotically track reference trajectories that are among
invariant sets of the system. This solution is acceptable in an
economical optimization problem, however in control context,
asymptotic stability is favored. To achieve general asymptotic
stability from optimal control resulted from optimizing exact
total cost one typically needs q →∞.
APPENDIX B
EXPERIMENTAL PARAMETERS
Here, control parameters used in the experiments are given.
For geometrical and inertial parameters of the robot please
contact the corresponding author.
Computed torque parameters:
Kp = 1600 proportional gain
Kd = 100 derivative gain
Proposed controller parameters:
Q = DᵀD state penalizing matrix
where D =
20 0 0 1 0 00 20 0 0 1 0
0 0 20 0 0 1

R = 0.001I3×3 control penalizing matrix
ϕ(X) = [x1x2 x1x3 x1x4 . . .
x2x3 x1x5 x2x4
x1x6 x2x5 x3x4
x2x6 x3x5 x3x6
x4x5 x4x6 x5x6
x1
2 x2
2 x3
2
x4
2 x5
2 x6
2
]ᵀ
basis function
11
where[
x1 x2 x3
]
=
[
ex ey ez
]
and[
x4 x5 x6
]
=
[
e˙x e˙y e˙z
]
W = [0.0025 − 0.1939 0.0330 . . .
−0.2257 0.0026 − 0.0009
0.0008 0.0317 − 0.0026
0.0002 − 0.0055 0.0507
−0.0001 − 0.0002 − 0.0002
1.8550 1.8911 1.9928
0.0012 0.0012 0.0016]
ᵀ
optimal weights
Sliding mode parameters:
K = 70 sliding mode gain
λ = 20 sliding surface parameter
ϕ = 0.35 boundary layer
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