ABSTRACT In Internet of Things, various things realize interconnection and intercommunication by the wireless sensor network (WSN). The time-division multiple-access (TDMA) slot scheduling algorithm for WSN is a crucial technology for improving network efficiency and prolonging network lifetime. Considering the industrial field of WSN, the problems of limited energy and changed topology restrict the development of the centralized resource allocation. Although some traditional distributed time slot allocation algorithms solve the network topology change to a certain extent, there are still some problems and challenges in terms of efficiency and energy consumption. In this paper, we propose a distributed TDMA slot scheduling algorithm based on energy and topology factor. By analyzing and summarizing the distributed randomized time slot assignment algorithm, it is found that energy and topology information of network nodes are very important for TDMA slot scheduling. Then the definition of energy-topology (E-T) factor is proposed, which is based on the influence of residual energy and topology on the time slot allocation. Moreover, the distributed TDMA slot scheduling algorithm based on E-T factor is proposed by taking the number of neighbors and residual energy of network nodes into consideration to reduce the execution time and energy consumption of algorithm. Finally, we simulate the proposed scheme to evaluate its performance. The experimental results indicate that the proposed algorithm can reduce the message complexity, time complexity, and energy consumption, and improve the efficiency of TDMA slot scheduling.
I. INTRODUCTION
With the fast development of Internet of Things (IoT), Cyber Physical System (CPS), Cloud Computing and Mobile Internet, more and more things are connected into information space to intercommunicate and cooperate with each other [1] , [2] . As an essential sensing and communication technology of IoT, WSN is a bridge for combining physical space and information space to serve the fields of industry, agriculture, meteorology, military affairs, and medical treatment. It is widely used in various applications, for example, smart transportation, smart home, smart healthcare, environmental monitoring, emergency response, and so on [3] , [4] . Due to the complex working environment, WSN needs to have these abilities, including long endurance, wide coverage, self-organization, dynamic cooperation and efficient transmission [5] . Therefore, the resource allocation and optimization for WSN has become an important research direction for achieving long service life and high reliability [6] , [7] .
The wireless sensor network which is low cost as well as easy to deploy and maintain is growing larger and larger [8] .
The large-scale networks need a specific resource allocating algorithm to maintain the normal operation of the nodes [9] , [10] . Furthermore, in wireless communication environment, the link of the network is unstable so that the wireless node may be moved or depleted [11] , [12] . For example, nodes breakdown caused by power consumption or other factors, join or leave of the network nodes, the location change of mobile nodes in the network, wireless signal interference, etc. These factors can cause the dynamic changes of network topology. This brings some new problems and challenges to the allocation and optimization of network resources. And the time slot allocation problem is the main challenge [13] .
The researches on Media Access Control (MAC) protocol and time slot allocation algorithm in WSN have made some important progress [14] , [15] . However, the shortcoming of low allocation efficiency and high energy consumption seriously hinder their adoption in practical applications [16] , [17] . The complete theoretical and technical system is lacking to support the development of this field.
Most of the traditional time slot allocation algorithms are centralized. There is a central controller in the network which is responsible for the calculation of the resource allocation scheme. This scheme needs to know the information of the whole network, and also requires to distribute the allocation scheme to each node. Although the distribution result of this scheme is close to the optimal one, it is not suitable for the frequent change of network topology [18] .
In order to adapt to the dynamic changes of WSN, the time slot allocation algorithm should have topological adaptability and the distributed time slot allocation algorithm becomes critical. These distributed time slot allocation methods, for example, Five-Phase Reservation Protocol (FPRP) [19] , [20] , DRAND algorithm [21] , can reasonably arrange the resources according to the requirements, so it can efficiently utilize the radio channel resources and reuse the time slots as much as possible. These methods solve the problem of network topology change to some extent, however, the problems of algorithm execution time and energy consumption are still exist and need to be solved urgently.
In this paper, we firstly analyze the characteristics of DRAND scheme which is a classical distributed time slot allocation algorithm. It adopts the allocation mechanism based on random probability, which results in the high collision rate of the message in the distribution process, the long execution time of the algorithm, and the high energy loss [22] . In order to solve this problem, we propose the definition of E-T factor which is based on the influence of residual energy and topology on the time slot allocation. In addition, a distributed TDMA slot scheduling algorithm based on E-T factor (E-T-DRAND) is proposed, which adopts E-T factor to arrange the priority of time slot scheduling. The proposed method can be regarded as an extension of DRAND algorithm combined with residual energy measurement. Finally, we simulate the proposed scheme on the Objective Modular Network TestBed in C++ (OMNeT++) platform to evaluate its performance. This scheme can contribute to be faster TDMA slot allocation than DRAND and reduce energy consumption.
In this paper, we focus on the distributed TDMA scheduling algorithm based on energy-topology factor for wireless sensor networks. The main contributions are as follows:
1) The definition of E-T factor is proposed as the basis for allocating time slot resource, which is based on the influence of residual energy and topology on the time slot allocation. 2) A distributed TDMA slot scheduling algorithm based on E-T factor is proposed, which adopts E-T factor to arrange the priority of time slot scheduling. It can reduce the time complexity of algorithm and energy consumption. 3) A large scale Mesh network simulation system is implemented on the OMNeT++ platform to evaluate the performance of proposed scheme. The remainder parts of this paper are organized as follows. Section 2 reviews the related work on distributed TDMA scheduling algorithm. Section 3 proposes the E-T factor and neighbor discovery algorithm based on energy-topology information. Section 4 proposes the distributed TDMA scheduling algorithm based on E-T factor. Section 5 presents the experiment and performance evaluation for the proposed algorithm. Section 6 concludes this paper.
II. RELATED WORK
To achieve the information acquisition demand in the industrial networks, the efficient and low energy consuming resource scheduling scheme plays an important role. The distributed time slot allocation methods play an important role. Compared with the centralized time slot allocation methods, they can reasonably arrange the resources according to the requirements to efficiently utilize the radio channel resources and reuse the time slots as much as possible.
Rhee et al. [21] proposed the typical DRAND scheme which was a randomized time slot scheduling algorithm and implemented the algorithm in a distributed way. It allocated the time slot sequence by coordinating requests among network node. This scheme could solve the conflicting node requests to assign the slot sequence of the TDMA. However, the completely randomness decreased the efficiency, and also resulted in the high collision rate of the message in the distribution process and the high energy loss.
Sato et al. [23] provided a distance-measurement-oriented distributed TDMA scheduling algorithm with prioritized control based on Lamport's bakery algorithm. It could constitute a localized network by measuring the distance to respective node and be shown as a possible replacement of DRAND scheduling algorithm. This scheme reduces the time consumption on slot allocation, but increases the number of message.
As the running of wireless sensor network, some nodes may lead to low energy status, especially the nodes near the center. Because there are a large number of neighbor nodes, they undertake heavy channel assignment tasks compared with the nodes with fewer neighbors. These nodes will consume too much energy. Without considering of the node residual energy, beyond some rounds, extremely low-energy nodes will die for allocation of slot. So the residual energy and topology information is the key challenges of TDMA slot scheduling.
Dezfouli et al. [22] proposed a distributed and concurrent link scheduling algorithm, which was called DICSA. This algorithm did not need specific assumption regarding the underlying network. It enabled each node to perform its own slot reservation by primary state machine algorithm, while also enabled each node to participate in the slot reservation of its neighbors by secondary state machine algorithm. This provided a concurrent and collision-free slot reservation. Bhatia et al. [24] presented a distributed TDMA slot scheduling algorithm, called DTSS algorithm, which supports unicast, multicast and broadcast scheduling without any modification in the protocol. In this algorithm, a node was only required to know the IDs of its intended receivers, instead of all its two-hop neighbors. The neighbor nodes could take different slots simultaneously to realize feasible schedule. This algorithm took very less time to perform the scheduling compared to other existing distributed scheduling algorithms, while restricted the schedule length to maximum degree of interference graph. And it was scalable for WSNs with large number of nodes.
Although these algorithms improve efficiency, the survival time of specific heavy duty nodes in the whole network is shorter than average in the long run. In order to solve these issues, researchers continue to improve and have proposed some other distributed time slot allocation scheme.
Bryan et al. [25] proposed a distributed slot allocation algorithm based on a novel graph coloring technique, called the Distributed Slot Assignment based on Color Constraint Heuristic (DSA-CCH). It could achieve a measure of parallelism without use of global information for the coloring. This algorithm did not assume any prior knowledge of the network, and thus could be used in any real wireless sensor network deployment. Compared with DRAND, this algorithm needed a few slots, and showed substantial improvement in terms of TDMA frame size. This led to a higher throughput in TDMA systems.
Bao et al. [26] proposed a collision-free channel access schedule algorithm which called Node-Activation Multiple Access (NAMA). This algorithm determined the priority with a distributed scheduling scheme based on hash function. At each node in each collision-resolution context, the two-hop neighborhood information was used to dynamically determine which node should be allowed to transmit, which could be a time slot. The advantages of this algorithm was that it did not need the contention phases or schedule broadcasts, and only needed the local topology information within two hops rather than complete network topology. It was shown to be fair and capable of achieving maximum utilization of the channel bandwidth. The limitation of hash technology based on each node was that need to compute the priority of all its two-hop neighbors slot, which led to the complexity increases to o( 2 ). So it was not applicable to large scale networks.
Swain et al. [27] proposed a tree and an energy aware routing protocol in WSN, which could balance the energy consumption among different nodes. But the algorithm took too long time to perform scheduling strategy. Compared with the duration of related competition, it would not only reduce the quality of service, but also lead to poor bandwidth utilization and higher energy consumption.
Wang et al. [28] proposed a deterministic distributed TDMA scheduling algorithm (DD-TDMA) which each sensor node scheduled its own TDMA slot based on its neighborhood information. This schedule scheme can avoid the packet collisions. However, the time slot allocation needed synchronization in the proposed algorithm, and collision model was too idealistic, so it was difficult to apply in practice. Therefore, the time slot allocation technology in WSN needs further in-depth study.
III. ENERGY-TOPOLOGY FACTOR AND NEIGHBOR DISCOVERY ALGORITHM BASED ON ENERGY-TOPOLOGY INFORMATION
In this section, we summarize the fault of DRAND algorithm firstly, and indicate that the energy and topology information is the important reference condition for improving the efficiency of time slot allocation. Then the definition of the E-T factor is given, and the constraint conditions of E-T factor are presented. Finally, the neighbor discovery algorithm based on E-T factor is proposed.
A. THE ANALYSIS OF DISTRIBUTED RANDOMIZED TDMA SCHEDULING ALGORITHM
DRAND is a distributed implementation of a centralized RAND protocol. Time slot allocation control strategy is implemented based on random probability in DRAND. In this scheme, there are four states for each node in protocol, including IDLE, REQUEST, GRANT and RELEASE. The handshake process of control packet is divided into requestgrant-release and request-reject-fail. In [21] , the state transition diagram of DRAND algorithm is shown. By limiting the probability applying for slot of node in each round, the protocol reduces the probability that the neighbor nodes will make the request at the same time. The node firstly broadcasts the request message to the one-hop neighbor node. Then it waits for all neighbor nodes to reply to the grant or reject packets. After only receiving the grant response from all neighbor nodes, the node starts to reserve the time slot resource according to the allocated information embedded in the grant control packet, and broadcasts the release control packet to send the latest allocation result back to the neighbor nodes. The release packet will also be broadcast further to the two-hop neighbor nodes to ensure that the time slot resource allocation does not conflict with other nodes within the two hops.
The protocol has a faster convergence rate than the FPRP protocol and a lower control packet overhead. Due to the randomness of the slot request, the message collides [20] . However, the process will delay since most of the node's back-off behavior lead to additional energy consumption. Due to the decision whether DRAND can request a slot or not is a completely random behavior, it is insufferable for WSN with energy limitation.
If there are many neighbors for a node, once fails in the process of slot allocation, it will produce a lot of failure messages, which are called useless information and symbolized as M fail . The messages which are allotted time slots successfully can be viewed as useful information and symbolized as M success . And all the messages are symbolized as M all . In the process of the whole network time slot allocation, the ratio of useless information is very high. Fig. 1 shows the number of messages for the different size of neighbor nodes in DRAND algorithm. It indicates that the ratio of useless information is larger than that of useful information, which causes a great waste of energy. Therefore, in order to improve the efficiency of time slot allocation, we should improve the proportion of useful message. For the nodes with multiple neighbors, the energy is often consumed in the process of multiple allocations. Eventually, these nodes will enter the dead state when the energy is exhausted, and will not continue to perform the sensing work. In order to present the survival status of the nodes by using DRAND algorithm, we simulated this algorithm in OMNeT++ platform. Fig. 2 shows the survival status of the nodes after executing 2000 rounds DRAND algorithm. We can find that the distribution of the neighbor nodes is random and not uniform in this figure. The nodes with dense distributions, which have many neighbors, will die firstly because these nodes are difficult to bear the energy consumption caused by the multiple failed competition. Therefore, in order to improve the efficiency of time slot allocation, it should be given priority to allocate more time slot to the nodes with more neighbor nodes.
In order to solve these problems facing in DRAND algorithm, we propose a distributed TDMA slot scheduling algorithm based on the energy and topology information, namely E-T-DRAND algorithm which is the improvement of DRAND algorithm. This scheduling scheme focuses on the residual energy and the number of neighbors of WSN nodes. Thus, when requesting time slot resource, the nodes can be labeled with priority that the low energy node is prior. This scheme can reduce probability of allocation failure, balance the energy consumption and improve the efficiency of time slot resource allocation.
B. E-T FACTOR
In WSN, the network topology is unstable and the node energy is limited, which are two important factors needed to be emphasized in the distributed time slot allocation algorithm. The energy constraint of node is mainly represented in the uneven residual energy of the node. The topology of the algorithm researched in this paper is mainly Mesh network, so the number of neighbor nodes is mainly considered.
Therefore, a new definition of the residual energy and topology of the node is proposed, referred to as E-T factor:
Where E i is the residual energy of the node i, T i is the number of neighbor nodes that are not allocated time slot, and F is the priority sorting algorithm, α is a coefficient and α ∈ [0, 1].
DRAND based on E-T factor is defined as a distributed time slot allocation algorithm, which is called E-T-DRAND. It enhanced DRAND characteristics further by adding features with referring residual energy information among WSN nodes and neighbor nodes. In E-T-DRAND, the following characteristics originated from the DRAND are retained and used as the constraint conditions [21] :
1) Any two-hop nodes cannot be assigned in a same time slot, and the multi hop environment continues to exist in the E-T-DRAND. On the contrary, only the nodes within two hops can be considered in the same network.
2) The number of the maximum time slot in E-T-DRAND is same as that of DRAND. The E-T-DRAND algorithm is designed to combine the priority control algorithm with residual energy information when time slot is assigned. Therefore, compared with DRAND, the maximum slot size will be the same as in both algorithms.
3) The phase of neighbor discovery is different from DRAND. In E-T-DRAND, the different ''HELLO'' messages are used in the phase of neighbor discovery. In order to collect accurate information about neighbor nodes, it takes a long enough time which has a compromise between the observation time and the accuracy. In our scheme, the ''HELLO'' message includes the residual energy information of the node and is broadcast. And this message is used as the basis for determining the time slot allocation priority of nodes. Meanwhile, same as the DRAND, we assume the synchronization problem has been resolved, and the specific synchronization method is not repeated here.
C. NEIGHBOR DISCOVERY ALGORITHM BASED ON E-T FACTOR
Different from the DRAND, the sending node has its own residual energy information in E-T-DRAND algorithm. And the information is broadcast together with the ''HELLO'' message in the phase of neighbor discovery. In the one-hop broadcast stage, when a node receives the broadcast message, it updates the one-hop neighbor energy information table.
In the two-hop broadcast stage, the one-hop neighbor energy information table is broadcast. When a node receives the broadcast message, the node energy information within two hops has also been updated. At the same time, two-hop neighbor nodes information table are also updated. Because the nodes information within two hops needs to be broadcast, the time of broadcast phase is long enough. When the program runs, real-time energy information is updated along with the broadcast of release information. As an example, Fig. 3 shows the neighbor nodes information table of the node C.
The node can manage all the nodes within the two hops from its own. The residual energy information that was captured and stored is referred and used when sending a time slot assignment request. Algorithm 1 shows the processing procedure of neighbor discovery.
IV. THE DISTRIBUTED TDMA SCHEDULING ALGORITHM BASED ON ENERGY-TOPOLOGY FACTOR
In the resource-constrained WSN, an effective TDMA slot allocation algorithm is very important for the dynamic change of the network topology. In this section, we propose a distributed time slot allocation method based on the E-T factor, namely E-T-DRAND. The process and state transition of E-T-DRAND scheduling scheme is presented. And the priority control algorithm of E-T-DRAND scheduling scheme is proposed.
A. THE PROCESS AND STATE TRANSITION OF E-T-DRAND SCHEDULING SCHEME
In E-T-DRAND scheduling scheme, the time slot allocation control is implemented by adopting E-T factor, rather than the random probability in DRAND. In this scheme, for the VOLUME 5, 2017 6: generateTwoHopBroadcastMessage(nd2); 7: if (getAllOneHopNeighbor == true) then 8: message→ setNdType(SecondHop_ND); 9: broadcastTwoHopNDMessage(nd2); 10: else 11: 
twoHopNeighbor[j++] =getOneHopNeighbor(j);
nodes in one-hop range, only one node can send the time slot allocation request at the same time. In the process of state transition which includes IDLE, REQUEST, GRANT, and RELEASE, the time slot allocation policy based on E-T factor is used to control the transmission of data packets. According to the reference [21] , Fig. 4 shows the state diagram of the E-T-DRAND scheduling algorithm implementation. Table 1 lists the starting conditions of each state transition occurrence and the next state. Different from DRAND algorithm, the E-T factor algorithm has been applied in the decision making of time slot assignment requests for the E-T-DRAND algorithm, which has been shown in bold in Fig. 4 .
For the nodes in one-hop range, there is only one node which can send a distribution request at the same time. In the process of state transition, the time slot allocation policy includes four states of request, grant, reject and fail. According to the reference [21] , Fig. 5 shows the process of time slot allocation success. It indicates that A has successfully allocated time slot resources when the A receives a grant message from all the neighbors. Fig. 6 shows the process of a slot assignment failure. If B has granted a request to other nodes in one-hop range before it receives the time slot allocation request of A, it will reject the request of A. Then A changes to the IDLE state and back-offs waiting time. It will not send a request until that the next time slot assignment request finish successfully.
B. PRIORITY CONTROL ALGORITHM OF E-T-DRAND SCHEDULING SCHEME
Based on the analysis of the DRAND and the implementation of the E-T-DRAND algorithm, the priority control rules are proposed, as follows:
(1) In the process of time slot allocation, the node has a higher priority if it has more neighbors and less residual energy. In the initial stage, the priority order is allocated according to the number of neighbor nodes firstly. And the priority is broadcast together with the ''HELLO'' message.
The nodes with more neighbors will have a higher priority when requesting a time slot, since these nodes will bring more extra consumption once the time slot allocation fails.
(2) If the residual energy of a node is lower than that of all the one-hop neighbors around it, the node should have the highest priority.
These nodes with low energy should have a higher priority when requesting time slot allocation, because the additional overhead of these nodes will speed up the energy consumption once the time slot allocation fails. When these nodes run out of their energy, they will die.
(3) When a node is decided whether allocates a time slot, if there are some nodes within its two hops which is less than its residual energy, the node should decrease its priority in the ranking.
Based on the control rules of priority order, this scheme can ensure that only one node in its two-hop neighbors tries to apply the time slot allocation at the same time as much as possible. This strategy greatly reduces the probability of time slot allocation failure. Due to the distributed control strategy, the control algorithm executed in each node is the same. Algorithm 2 shows the priority control algorithm for requesting time slot assignment. As presented in Algorithm 2, Send a requested time slot packet, and transit current state to REQUEST; 9: else 10: random_backoff(3*Ta); the number of neighbor nodes is added into the weight calculation formula only in the initial implementation of the algorithm, and α = 1 only in this time(refer to line 2). The time for VOLUME 5, 2017 successful implementation of a time slot allocation algorithm is estimated to be 3 times of the transmission delay Ta(refer to line 10). Algorithm 3 shows the priority adjustment algorithm after requesting failure. 6: random_backoff(Ta);
Algorithm 3 The Priority Adjustment Algorithm

C. THEORETICAL ANALYSIS
According to the complexity analysis methods of reference [21] , we analyze the correctness and complexity of proposed E-T-DRAND algorithm. The related theoretical analyses are as follows:
Theorem 1: E-T-DRAND algorithm allocates TDMA time slots without collision.
Proof: If a node successfully acquires a time slot, it must have received the grant of all one-hop neighbor nodes.
Any a pair of two-hop neighbor nodes have at least one common one-hop neighbor.
In a cycle, a node can only send a grant message. In the release message, the time slot assignment list includes the one-hop neighbor nodes. So this can ensure that the time slot selected by a node is currently the smallest number of time slots that can be selected. Therefore, any pair of two neighbor nodes does not select the same time slot.
Theorem 2: Assuming that the maximum and minimum message delays are a bounded constant, the expected value for number of rounds that a node needs to pass for acquiring the time slot is (δ + 1) · e 0.5 .
Proof: If the j-node is a competitor, then C(j, k) is a set that conflicts with j-node for all two-hop neighbor nodes of j-node, and no time slot is assigned to the k-th round. In the k-th round, a competitor i (i ∈ C(j, k)) must have at least one chance to try to apply for time slot allocation. Then L(j, k) represents that j-node gets the right to apply for time slot in k-th round.
For the neighbors of j-node in addition to its own, if no nodes can acquire the right applied for time slot in the k-th round, then j-node will acquire the time slot. Since i ∈ C(j, k) can try to apply for once time slot at most in a round of competition, then the maximum of probability Pr(j leave, t) that j-node can acquire time slot allocation in the t-th round is
Where δ is the maximum number of two-hop neighbors in the whole network. The transformation from formula (2) to (3) indicates that the probability which j-node acquires the time slot successfully in the first round is that j-node acquires the right applied for time slot and other two-hop neighbor nodes do not acquire this right. The transformation from formula (3) to (4) indicates that the probability formula acquired the right which j-node can apply for time slot is replaced. The transformation from formula (5) to (6) is due to
Theorem 3: Assuming that the transmission delay of the message is a bounded constant, then the message complexity satisfies o(δ).
Proof: Where is the maximum number of two-hop neighbors in the whole network. In a round of time slot allocation process, a competitor can try to apply for a time slot only once. In each attempt, it may fail or succeed, and then send o(1) messages. Therefore, if there is an average of o(δ) round, o(δ) messages will be sent at each time.
In this section, we propose the E-T-DRAND time slot allocation strategy based on the energy and topology information. The process and state transition are presented to introduce the E-T-DRAND scheduling scheme in detail. Then the priority control algorithm for requesting time slot assignment and the priority adjustment algorithm after requesting failure are proposed to realize the dynamic allocation of time slot resource and improve the efficiency of allocation. Furthermore, the theoretical analysis of proposed scheme are presented.
V. EXPERIMENT AND PERFORMANCE EVALUATION
In this section, we implement a large scale Mesh network simulation system on the OMNeT++ platform to evaluate the performance of proposed E-T-DRAND time slot allocation scheme. The experimental results and the performance of scheme are presented and evaluated from multiple aspects, including message complexity, time complexity and energy consumption.
A. EXPERIMENTAL SETUP
To evaluate the proposed scheme, the above described algorithm was implemented on the network simulator OMNeT++. It has powerful simulation function which can simulate multiple network models. In this paper, we use the OMNeT++ 4.6 version, which is visual and scalable operating environment based on Eclipse development environment.
In this experiment, we use the correlation module of OMNeT++ platform directly for simulating. There are several gates for each node that can be used for data input and output. As is shown in Fig. 7 , the topology of the network consists of 250 nodes which are randomly distributed in a 300 × 300m plane. The abstract topology is shown in Fig. 8 . In the presented Mesh network, the dotted line represents there is a link between the two nodes. Each node has a broadcast communication range of 40m and a link capacity of 2 Mbps. This randomly distributed node reflects the irregularity of topology to the maximum extent, and the irregularity is more scientific for the performance analysis of the algorithm.
In order to compare with DRAND algorithm under the same conditions, the basic simulation parameters are configured according to reference [21] . In this experiment, we perform 10 repeated experiments. And the message complexity, time complexity and energy consumption in the experimental results are averaged. The number of neighbor nodes in the two hops range varies from 5 to 55. The specific simulation parameters and initial energy information are shown in Table 2 . 
B. EXPERIMENTAL RESULTS AND PERFORMANCE
According to the simulation scenario and parameters presented in above section, 10 repeated experiments are carried out to simulate and analyze the proposed algorithm. We evaluate the proposed algorithm by comparing with DRAND algorithm from the aspects of message complexity, time complexity and number of rounds, energy consumption. Because of the distributed system, there are no central nodes in the network. The programs and algorithms executed in the various nodes are the same. In this experiment, the abscissa takes the number of neighbor nodes of this node as the measure. The average values of statistical results are considered as the criteria of performance evaluation. The statistical performance indexes are as follows: Fig. 9 shows the average number of messages for a node to acquire a time slot in different size of neighbor nodes. In general, as the number of neighbor nodes increases, the number of messages sent by the two algorithms increases. When the number of neighbor nodes is less than 15, the performance of two algorithms is similar, because the number of neighbor nodes is small and the randomness problem of DRAND is not obvious at the initial stage. With the increasing of the neighbor nodes number, the DRAND algorithm needs the number of messages increase rapidly. The number of messages for E-T-DRAND algorithm which takes the number of neighbor nodes and energy information into consideration increase slowly, and the average is 28.1% less than DRAND. This indicates that our proposed algorithm can reduce the message complexity. 2) RUNNING TIME Fig. 10 shows the average running time comparison of successful allocating time slot between two algorithms in the range of the number of different neighbor nodes. With the increase of the number of neighbor nodes, the execution time of time slot allocation is on the rise. We can observe that the running time of two algorithms increase significantly within the range of 40-55. The reason is that the collision increases sharply when the neighbor nodes are too many, then the continuous slot request occurs and the running time also increases. However, our proposed algorithm is better than DRAND algorithm in different size of neighbor nodes. Compared with DRAND, the E-T-DRAND algorithm can reduce the execution time of the algorithm by 28.6%. The results indicate that our algorithm reduces the running time of time slot allocation and improves the efficiency of slot resource allocation. 3) NUMBER OF ROUNDS Fig. 11 shows the average number of rounds for successful allocating time slot in different size of neighbor nodes. The running time is proportional to the number of turns, so their trends are similar. When the number of neighbor nodes increases, it is necessary to allocate time slots after multiple rounds. So the rounds number of the two algorithms is increasing along with the increase of the number of neighbor nodes. Similar to the running time, the collision increases sharply when the neighbor nodes are too many, then the continuous slot request occurs and the number of rounds also increases sharply. However, Compared with DRAND, our proposed algorithm is better in different size of neighbor nodes. This indicates that our algorithm reduces the number of rounds for successful allocating time slot and also improves the efficiency of slot resource allocation. Fig. 12 shows the average energy consumption of the node in different size of neighbor nodes. When the number of neighbor nodes is less than 45, the energy consumption of two algorithms shows little difference. However, when more than 45, the energy consumption of E-T-DRAND algorithm is significantly lower than DRAND algorithm. The reason is that E-T-DRAND algorithm has reduced the number of time slot allocation request, which reduces the energy consumption of sending messages, to reduce the energy consumption of the whole network. The results indicate that the E-T-DRAND algorithm is more efficient in terms of energy than DRAND algorithm, especially in the network with a large number of nodes and complex topology.
4) ENERGY CONSUMPTION
VI. CONCLUSION
In IoT, the limited energy and the variable topology seriously restricts the development of centralized time slot allocation algorithm for WSN. Although the conventional distributed time slot allocation algorithm solves the problem of network topology change to a certain extent, there is no big breakthrough in the execution time and energy consumption of algorithm. In this paper, we study the time slot allocation algorithm of MAC protocol in WSN. In the representative Mesh topology, we have analyzed the shortcoming of DRAND algorithm caused by the randomness of time slot application, including the message collision, the increase of algorithm execution time and energy consumption. In order to solve these issues, we have proposed a distributed TDMA slot scheduling algorithm based on energy and topology factor, namely E-T-DRAND algorithm. The priority is defined by taking the number of neighbors and residual energy into consideration. This algorithm improves the percentage of useful information and balances the energy consumption of the nodes. The experimental results show that E-T-DRAND algorithm can reduce the message complexity, time complexity and energy consumption, and improve the efficiency of TDMA slot scheduling.
