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REACTIVE-DIFFUSIVE SYSTEM WITH ARRHENIUS KINETICS: 
PECULIARITIES OF THE SPHERICAL GEOMETRY* 
A. K. KAPILA,t B. J. MATKOWSKYt AND J. VEGA? 
Abstract. The steady reactive-diffusive problem for a nonisothermal permeable pellet with first-order 
Arrhenius kinetics is studied. In the large activation-energy limit, asymptotic solutions are derived for the 
spherical geometry. The solutions exhibit multiplicity, and it is shown that a suitable choice of parameters can 
lead to an arbitrarily large number of solutions, thereby confirming a conjecture based upon past compu- 
tational experiments. Explicit analytical expressions are given for the multiplicity bounds (ignition and 
extinction limits). The asymptotic results compare very well with those obtained numerically, even for 
moderate values of the activation energy. 
1. Introduction. This paper treats the Dirichlet problem for a nonisothermal 
permeable catalyst pellet with first-order Arrhenius kinetics. The governing equation is 
(1.1a) V 2y = -A 2(1 +'8 -y) exp [y(y-l)/y] infl 
with boundary condition 
(1.1b) y = 1 on afl. 
Here Q is the region interior to the pellet and af its external surface, y is the 
temperature of the reacting species, and the nonnegative parameters 3, -y and A are, 
respectively, the chemical heat release, the activation energy of the reaction and the 
Thiele modulus. The variables have been suitably nondimensionalized. 
An extensive discussion of the background of the problem has been given by Aris 
[1]. Summarizing briefly, it is known that if y is large enough, there exist constants Ao 
and A0, depending upon f3, y and the domain Q, such that (1.1) has multiple solutions 
for A0o A A0. These solutions are displayed conveniently on the so-called response 
diagram, which is a graph of the maximum value of y (x) against A for fixed f3 and Y. For 
the one-dimensional slab and the cylindrically symmetric geometries the response is 
known to be S-shaped (see curve (a) in Fig. 1), indicating that there can be one, two or 
three solutions. For the spherically symmetric geometry, computational results [2]-[4] 
suggest that the number of solutions may be very large, perhaps even arbitrarily so, for 
certain parameter values. It is conjectured that the response then has the shape of curve 
(b) in Fig. 1. 
The object of this paper is to demonstrate the truth of the above conjecture. This is 
done by obtaining asymptotic expansions of the solutions of (1.1) for the spherically 
symmetric geometry in the limit of large activation energy (ey - oc ). The procedure leads 
to an analytical description of the entire response curve, and also yields explicit 
asymptotic expressions for the multiplicity bounds Ao and AO. These asymptotic values 
are shown to be in good agreement with numerical results. 
A similar analysis for the slab and cylindrical geometries was carried out by Kapila 
and Matkowsky in a recent paper [5]. Familiarity with [5] will be helpful to the reader, 
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FIG. 1. The response curve [graph of Thiele modulus A against maximum temperature y(O)] for (a) slab and 
cylinder, (b) sphere. 
since most of the notation employed there is retained here. However, the present paper 
is self-contained, and even though some of the analysis carries over from [5], for the 
most part the spherical geometry displays a peculiarity of its own. The physical reason 
for this peculiarity is not clear; perhaps it is a characteristic of bounded domains fQ. It is 
worth pointing out that at least for unit Lewis number (the ratio of material to thermal 
diffusivity) only the highest and the lowest branches of the response curves (a) and (b) of 
Fig. 1 are stable (see Jackson [6]). In that respect, therefore, there is little qualitative 
difference b tween the sphere and the other two geometries. 
A leading-order asymptotic description of the extreme branches of curve (a) of Fig. 
1 was given independently b  Urrutia nd Lin-ain [10] while higher-order approxima- 
tions were obtained by Vega [11]. Multiple solutions were also investigated by Cohen 
[7] for tubular chemical reactors. Tubular reactors are governed by equations that are 
somewhat more general than those under consideration here. Cohen's approach, 
however, was different inthat his asymptotic analysis was based upon the limit of large 
diffusion coefficients. Also, his treatment corresponded to the infinite slab geometry. 
In the context of elastic membranes, response curves exhibiting multiple solutions 
were studied by Callegari, Reiss 4nd Keller [8] and by Bauer, Callegari and Reiss [9]. 
2. Spherically symmetric formulation. The spherically symmetric formulation f
(1.1) is 
(2.1) y"+2x 1yt =F(y)=-A 1- y) exp [,y(y- 1)/y], O<x < 1, 
(2.2a) y'(O) =O, 
(2.2b) y(l)= 1, 
where x is the radial coordinate. Itcan be shown that y (x) is a monotonically decreasing 
function and that 1 < y(x) < 1 +,S. Treating / to be a fixed 0(1) parameter, we seek the 
asymptotic expansions of the solutions in the limit y -. oc. Of particular interest isthe 
response curve of the system, i.e. a slice of the y (0)- A - y surface for large 'y. 
We shall see that the response curve consists of four distinct parts: the lower 
oscillatory segment L1, the middle branch M, the upper oscillatory segment L2 and the 
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explosion branch E(see Fig. 2). The key to the analysis is the assumption that on each 
segment, A and y are related in a special way via the expression 
(2.3) A2 = f(y) exp [-y + y/yc] 
where Yc is a characteristic temperature and fP(y) is at most algebraic in y for large 'Y. 
Both f(y) and Yc may vary from one part of the response curve to the other, but are 
selected such that all the parts merge together smoothly. With A specified by (2.3), the 
chemical term F(y) in (2.1) reduces to 
F(y) = -(1 + f3 - y)f(y) exp [-y(y - Yc)/(YYc)] 
and the following possibilities arise in the limit -y --> 0. When y(x) < yc, F(y) is ex- 
ponentially small (frozen chemistry). When y (x) > Yc, the exponential factor in F(y) is 
large, forcing 1+ f3 - y to be exponentially small (chemical equilibrium). Thus F(y) is 
Y (0) 
- - - -_ - 
_ _ 
_ 
__| Explosion Branch E 
L=pper Oscillatory 
Segment L2 
Middle Branch M 
I Lower Oscillatory 
Segment L1 
0 x 
FIG. 2. The various egments of the response curve for the sphere, for large y. 
negligible again, except perhaps in thin layers where large gradients may occur. The 
chemical term is important only when y (x) - Yc = Q(Y-1), and this may occur either in 
thin zones or throughout he region. 
We shall find that on L1, y (x)- 1 = o(1) throughout he domain. The same is true 
on M and L2, except that a thin boundary layer (or reaction zone) exists at x = 0 in 
which y undergoes an 0(1) variation. On E, the thin layer appears in the interior of the 
domain, separating a frozen region from an equilibrium region. Within this layer the 
variation of y is o(1). 
3. Lower oscillatory segment L1. The analysis described below is similar to that 
appearing in ? 3 of [5], but the results are strikingly different. 
For A = 0, (2.1)-(2.2) have an exact solution y = 1. We now perturb about this 
state, and with Yc = 1 in (2.3), seek the expansions 
(3.1) A 2=A1(f3ly[) + }J1A2+' 
(3.2) Y = +Y-lyl+Y-2Y2+ 
When (3.1)-(3.2) are inserted into the equations (2.1)-(2.2) and the coefficient of each 
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negative power of y set to zero, a recursive sequence of problems results. The leading 
one is 
(3.3) y 11+2x -ly -Atley Y, 0i < x < , y (0) = yi(l) = 0. 
Such a problem was first considered by Emden [12] in connection with isothermal 
equilibrium of gas spheres, and then by Frank-Kamenetskii [13] to describe thermal 
ignition of reactive materials. Since then it has been treated by several investigators, 
including Chandrasekhar and Wares [14], Gelfand [15] and Steggerda [16]. In par- 
ticular, Gelfand points out that the general solution of (3.3) is given by 
yi(x) = yi(O) + i(ax) 
where if(e) is the unique solution to the canonical initial-value problem 
(3.4) if" + 2-1 if' = -2eo, 0 < <oo, 0 fi(O) = f'(0) = 0 
and a and yi(O) satisfy the conditions 
(3.5) yi(O) + i(a) = 0, a = (Al/2)1/2 exp [yi(O)/2]. 
Figure 3 shows the graph of f(e), obtained numerically. The asymptotic behavior of i 
can be shown to be 
(3.6) if ~--2 ln e +A( 1/2 sin [V7/2 ln e+B] as e-oo, 
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FIG. 3. Graph of O(e), the solution of (3.4). The main diagram corresponds to e >1, and the inset to 
O _ - 1. 
where A and B are known constants. With if known, the relations (3.5) yield the 
dependence of yi(0) on A1, graphed in Fig. 4. The graph shows that yi(0) exists only for 
A1 < 3.322, and is then multivalued. There is a decaying oscillation about the asymptote 
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FIG. 4. Graph of A1 against yl(O), based upon (3.4). 
A1 = 2, indicating that the number of solutions will be arbitrarily large if Al is close 
enough to 2. (Steggerda [16] has given the coordinates of the first eight turning points of 
the graph.) In the original variables A and y (0) this graph represents, to leading order, 
the segment Li of Fig. 2. On setting A1 = 3.322 in (3.1) the upper multiplicity bound (or 
the so-called ignition limit) is given by 
(3.7) A 0 = [3.322/(jpy)]1/2[1 + O(e1)] 
Higher approximations' to this result may be calculated systematically by the pro- 
cedures outlined in [5], [11] and [17]. 
The asymptotics (3.2) will breakdown when yl(O) becomes unbounded, and this 
occurs as the curve in Fig. 4 approaches the asymptote A1 = 2, i.e. as one ascends the 
segment L, toward the middle branch M The latter corresponds to a different type of 
solution, to be discussed below. 
4. Middle branch M. On the middle branch the solution is expected to satisfy 
(4.1) y() = y*, 1 < y*< 1 + . 
We treat y* as a parameter on M, and seek to determine A for which (2.1), (2.2) and 
(4.1) have a solution. The manner in which the Ll-solution developed above broke 
down (A1 -+ 2) suggests that A assumes approximately the value V2/(,8y) at the lower 
end of M However, the analysis of this section will show that to leading order, A retains 
this value on the entire middle branch, i.e. this branch appears as a vertical line on the 
y (0) versus A plot. This behavior is in contrast o the response of the cylinder or slab [5], 
where the middle branch has a negative slope. This dissimilarity also extends to the form 
of the solution y (x). We shall show that it now consists of three separate parts (rather 
than the two in [5]): an outer solution occupying the bulk of the domain where y - 1, a 
relatively thick boundary layer at x = 0 in which y rises to y*, and a thin inner boundary 
1 The higher-order terms yi (i -2) of the expansion (3.1) will not, in general, lead to canonical forms 
similar to (3.4). However, Vega [11] has shown how (3.1) can be replaced by an equivalent expansion whose 
higher-order terms do lead to canonical equations. Also see [17]. 
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layer which adjusts the slope to comply with the boundary condition yi(0) = 0. These 
three solutions are described in ?? 4.1 to 4.3 below, while ? 4.4 deals with amodification 
of the inner solution needed near the upper end of the middle branch. 
4.1. Outer expansion. On M, the expansion for A and the outer expansion for y are 
taken to be of the same form as (3.1) and (3.2), respectively, with the provision that 
A1 = 2 in (3.1). For the sake of clarity, these expansions are rewritten as
(4.2) A2_2(.y) 1[1+,y1A2+ . 
(4.3) y1+ y Y+ y Y +2 . 
Now, (4.3) is subject to the boundary condition (2.2b) and a matching condition as 
x -- 0. The latter is provided by an intermediate expansion, which will be developed 
shortly. Thus the leading-order perturbation )1 is found to satisfy 
(4.4) Yi' +2x yl' = -2e 9, 0<x < lip 1(0) -?? 0C" (l) =0. 
The matching condition at x = 0 can be anticipated by recognizing that he perturbation 
of unity in (4.3) must become positively unbounded, as x -> 0, if the solution is to satisfy 
(4.1), because y* =1 + 0(1). As shown in Appendix A, the only solution of (4.4) is 
(4.5) Y1 =-2 ln x. 
The problem for )2 is found to be 
Y2 +2x-1 - +2e =)2-2e '(A2-y-Y1/Y,), 0<x <1, 
Y2(0) = 00, Y-2(1) = 0, 
which, upon substitution for )1 from (4.5), can be solved to yield 
Y2 = 4(ln x)2- (4 + 2/) ln x - (A2 + 2 - 1/i3) 
(4.6) +Alx'1/2 sin {(V'7/2) ln x +Bll, 
where the constants A1 and B1, yet undetermined, are related by the expression 
(4.7) A1sinB1=A2+ 2-1/3. 
Higher-order terms in the outer expansion can be developed in a similar way. 
4.2. Intermediate xpansion. In the outer expansion (4.3) the second term 
assumes the same order as the first when ln x = O(y), signaling a breakdown. This 
suggests the nonlinear stretching 
(4.8) ln x = yo- 
which reduces (2.1) to 
(4.9) dy/do- + _yld2y/do_2 = -A2y(l +f3 - y) exp [y(l + 2o- - ], o <0o <0, 
where o-0 will be defined shortly. The argument of the exponent in the above equation 
now suggests the intermediate expansion 
(4.10) y = (1 + 2f)-l + y1-F1(o) + }72F2(o) + .. 
which, when substituted along with (4.2) into (4.9), shows that he Fi (o-) can be obtained 
by simple algebra. In particular, we find that 
(4.11) F1(o-) = -(1+2o-)2 ln[{(1+f3)(1+2 o_)2_ (1 + 2o)}/j]. 
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The matching of expansions (4.3) and (4.10) shows that the constant A1 appearing in 
(4.7) must vanish, since it multiplies a term that is too large in the intermediate r gion to 
be matchable. Thus 
A1=0 
whence (4.7) yields 
A2 = -2 + 1/A8. 
This last result, when substituted into (4.2), reveals that to second order A is indepen- 
dent of y*. In fact it is not difficult to show, via higher-order matching, that A is 
independent of y* to all algebraic order in y. The middle branch of the response curve is 
therefore a vertical line. 
4.3. Inner expansion. The inner boundary conditions y = y* and dy/dx = 0 at 
x = 0 still remain to be satisfied. From (4.10) y equals y*, to leading order, at cr = o 
where 
0rO = -(y* -1)/(2y*). 
In order to satisfy the slope condition we need another stretching, iven by 
(4.12) 0=0o+y' lIn(Kp) 
or, equivalently, by 
(4.13) x = K exp [-y(y*- 1)/(2y*)]p, 
where K is an 0(1) constant, selected to be 
(4.14) K =[y2/(j+p_y*)]1/2 
to keep subsequent algebra simple. The stretchings (4.8) and (4.13) show that he region 
where p = 0(1) is a thinner boundary layer, nesting within the region where o-o < o- < 0. 
Upon substitution i to (2.1), (4.13) leads to 
(4.15) d2y/dp2+2p-1 dy/dp = -A 2K2(1+13 -y) exp [y(y -y)], 0<p <c0, 
suggesting the inner expansion 
(4.16) y +Y* _l Z2(P)+* 
the initial conditions being 
(4.17) Z'(0)=zi(0)=0; i= 1, 2, 3,* 
The equations for the zi can be found by substituting (4.2) and (4.16) into (4.15) and 
equating like powers of y-1. The first of these equations is 
Zl4+2p-zi =-2ez1, O<p <0, 
which, under initial condition (4.7), constitutes precisely the problem posed by (3.4). 
The solution, already found, is monotonically decreasing and has the asymptotic 
behavior 
zi -2 ln p +Ap'1/2 sin [(v5;/2) ln p +B] asp - oo. 
The higher order zi are found to satisfy linear equations which can also be solved 
numerically under the initial conditions (4.17). 
It can be shown in a straightforward manner that the intermediate expansion (4.10) 
matches automatically with the inner expansion (4.16). This is to be expected, since the 
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intermediate solution, to the order considered, oes not contain any arbitrary constants 
still to be determined. 
4.4. Modified inner expansion. At the upper end of the middle branch, y* -> 1 +,8, 
causing the constant K in (4.14) to become unbounded, thereby leading to a breakdown 
of the inner expansion (4.16) developed above. The outer and intermediate expansions 
are not affected so that only the inner analysis needs to be modified to remedy the 
situation. Rather than (4.12)-(4.13), the inner stretching is now chosen to be 
x = K exp [-yt3/{2(1 +13)}]p5 
or equivalently, 
o = -l3/{2(1 +13)} + f-4 ln (Kp) 
where 
K = (Y3)1/2 
We shall show that the middle branch stays vertical even when 
1+f3 -y(O) =o(l). 
Let 
(4.18) y (0) = 1 ++ 1- eo, 
where fo is O(1) and positive, and let the solution be expanded as 
(4.19) y = 1+38, + 22(#) + 
with initial conditions 
(4.20) fj(O)=-fo, f'(O)=O; ff(O)=f!(O)=O for i=2,3,* . 
Here 
(4.21) ? = (1 +8)2/,Y. 
Proceeding as in ? 4.3 above the new leading order inner equation is 
(4.22) z +2#- j =2f eZ, O<p<coo. 
Under the initial conditions (4.20) the solution can only be found numerically but its 
asymptotic behavior is readily seen to be 
(4.24) y(0) = 1 + - (s/l) exp (-12/p) 
The inner expansion (4.19) now matches the intermediate expansion (4.10); thereby 
completing the solution. 
The above analysis fails when fo = o(1) because (4.22) then has the solution z- 0 
and (4.23) is not obtained. It can then be shown that the middle branch M stays vertical 
even when 
(4.24) y(0) = 1 +13 - (E/l) exp (-21 A) 
where 
(4.25) X,l <g << 1 
(Equation (4.18) above corresponds to ,t = 0(1).) The analysis upporting the above 
assertion is relegated to Appendix B. Even there the description isbrief, because the 
arguments follow rather closely those in the following section. 
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5. Upper oscillatory segment L2. This segment corresponds to ,u = O(1,-') in 
(4.24). We let 
(5.1) y(O) = 1 +1-a exp [-/(v?) 
where ? is still defined by (4.21) and the positive 0(1) parameter a measures the 
proximity of y (0) to 1+,8 on an exponentially small scale. We seek to relate a to A, to 
leading order only, such that the system (2.1), (2.2) and (5.1) has a solution. The leading 
term in the expansion for A is again of the same form as in (3.1), i.e. we let 
2 (5.2) A2 = A1(1 [1 + o (?)] 
where we stress that A, # 2. An inner region x = o (1) and an outer region 0 < x _ 1 need 
to be considered. The inner region is further divided into three subregions, and we treat 
each in turn. 
5.1. Subregion I. Let 
x = 
where 
(5.3) 8 = [2y,8/A^1]1/2 exp [-,y,8/(2 + 2,8)]. 
This reduces (2.1) to 
(5.4) y" ++2p -ly = -2[1 + o (E )](1 +13 - y) exp [-y/( +13) - y/y]. 
The solution y(A) is assumed to have the expansion 
(5.5) y = 1+,1 +exp [-13/(vl2 )]Wi(A) +.* . 
When substituted into (5.4), (2.2a) and (5.1), the above expansion yields the leading- 
order problem 
w" +2A-1w' =2wi, w1(O)=-a, wI(0)=O 
which has the solution 
w = -a{sinh (12 A)}/(1i2$). 
As per0a, wl becomes exponentially large, signaling a breakdown of the expansion 
(5.5). This takes us into subregion II. 
5.2. Subregion II. Here the appropriate independent variable is , defined by 
P = 6/(2? ) +el 
and we set 
(5.6) y = +. +?V(e; ?), 
which reduces (5.4), in the limit ? - 0, to 
(5.7) d2v/de2+4E(13 +2 Ee1 dv/d = 2v exp [v - (1 +3)- v2+. 
We shall need a two-term expansion for v. This is obtained most conveniently by 
transferring to the pv-plane, where 
(5.8) p(v) = dv/de. 
Equation (5.7) now reads 
(5.9) p dp/dv + (4?/d3)(1 + )p = 2ve v[1j-(1 +f)31V2+ .*], 
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and we anticipate, via matching with subregion I, that 
(5.10) p(0) = 0. 
Now, if p is expanded as 
(5.11) p = po(v) + pl(v) +* 
equations (5.9) and (5.10) yield, upon integration, the expressions 
po = -2f(v), 
pi=[-2f(v)]-[ - f(x) dx_12 - x3exdx] 
where 
(5.12) f(x) -[1 + (x - 1)ex]l/2. 
With the two-term expansion (5.11) for p = dv/ld now known, it is a simple matter to 
extract the two-term expansion for v(A; e). This is is done by substituting 
(5.13) v = ( A +,FV2( + 
into the implicit expressions (5.11) and performing a single integration, leading to 
(5.14) J?f dx =-2( t-fo) 
and 
(5.15) v2=- 2'VUJ {f(y)}-3/2{ f(x) dx- 2 x3ex dx} dy+aoV 
Here, eo and ao are constants of integration; we shall need to determine only eo for our 
purposes. From (5.14) it can be shown that 
t) = -exp (I-/2eo) e + O(e24) as 5- -x. 
This asymptotic result allows the subregion II-expansion (5.6) to match with the 
subregion I-expansion (5.5), whence 
(5.16) 0 = 2-2[I+ln (1213)-ln a], 
where 
0 
(5.17) I=21/2j [{f(x)}' +li/x] dx = 0.354. 
Thus eo is determined in terms of a. 
Equations (5.14) and (5.15) also show that 
v = -26 + a, +exp small terms, 
(5.18) ^"2 A 
V2 = 4e/ 3 + C2e + 0(1), as 4- o0o. 
Here, 
(5.19) a, = 1 +26-J, a2= 6/(1+13)-4(ai+K)/1, 
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where 
_00 
(5.20) J =J [{f(x)}-'- 1] dx = -0-869, 
_00 
(5.21) K = J[f(x)-1] dx = 1.344. 
0 
The asymptotic results (5.18) indicate that the subregion II-expansion (5.6) becomes 
invalid when = O(s '), taking us into subregion III. 
5.3. Subregion III. Here the new independent variable A is defined by 
71 =3/2+eA 
or, equivalently, by 
whence (5.4) reduces to 
(5.22) y" +21fy' = -2e -2[1 + o (e)] exp [y/(1 + ) - y/y]. 
We anticipate that 
y<1+f3 
which further reduces (5.22) to 
(5.23) y" +2' A-y'= 0 to all algebraic orders in E. 
The above equation has the general solution 
(5.24) y = (Ko+EK,+ - )+(Lo+eL1+ - 
Matching with the subregion II-expansion (5.6) yields 
(5.25) Ko 1, K1 = a, +,3a2/2, Lo =,2/21 L1 = -12a2/4 
where al, a2 are already known (cf. (5.19) above). 
The expansion (5.24) itself breaks down in the outer region, where i is exponen- 
tially large, because the RHS of (5.22) is then no longer negligible when compared to 
the LHS. 
5.4. Outer region. Here the appropriate independent variable is x itself. The 
expansion for y is taken as 
(5.26) y = 
On substituting (5.2) and (5.26) into (2.1), Al is found to satisfy 
(5.27) lf +2x 9l =AteY 1 0<x<1, 
and (2.2b) provides the outer boundary condition 
(5.28a) A^(1) = 0. 
Matching of (5.26) with the subregion III-expansion requires that 
(5.28b) l (0)=? 
(5.29) Al(0) =(1 +1)2 K1. 
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We note that the problem posed by (5.27) and (5.28) is precisely that appearing in (3.3). 
Thus the graph of Fig. 4 is again valid, provided the ordinate there is read as ^1(0) and 
the abscissa as A1. We recall that A1 is a factor in the leading term of the expansion (5.2) 
for A. Also, the relation (5.29) can be rewritten as 
(5.30) a ==exp I 2 a ~ 
[F2(1 +G) 2] 
once the known value of K1 is substituted from (5.25). In the above expression, 
a = 21/2 [ 1 - I + J-2K-? ln (,13)] 
and I, J, K are numerical constants, given by (5.17), (5.20) and (5.21), respectively. 
Thus the graph of Fig. 4 also represents, to leading order, the relationship of a to A, once 
the coordinate axes are rescaled appropriately. Finally, in view of the relationship (5.1) 
between y (0) and a, we conclude that the graph of Fig. 4, turned upside down and its 
ordinate rescaled yet again, depicts the variation of y (0) with A (to leading order) on the 
segment L2 of the response curve (see Fig. 2b). It is worth noting that while y (0) varies 
through an 0(fy-) amount on L1 (see (3.2)), it only varies through on exponentially 
small amount on L2 (see (5.1)). Thus L2 is a vertically compressed mirror image of L1 
through a horizontal ine. 
The above solution is valid for ea < a < oo. For, as a -* oo, i.e. as we descend L2, 
(5.30) shows that 9() > 00, so that in Fig. 4, Al -- 2. Thus L2 merges smoothly into M 
As a -+ ea-, (5.30) requires that 9y(O) - 0, causing Al to approach zero in Fig. 4. We are 
then on the highest branch of L2, moving to the left. With Al decreasing, (5.3) shows 
that the thickness a of the inner region increases. The solution is then approaching the 
explosion branch, to which we now turn. 
6. Explosion branch E. The analysis needed here is similar in some respects to that 
which described the explosion branch in [5]. Once again we look for a solution in which 
the characteristic temperature is Yc = 1 +1, and in which the region 0 < x < 1 is divided 
into three distinct zones: a "dead core" where chemical equilibrium prevails (y(x) = 1 + 
,1), a frozen region (y (x) < 1 + p), and a reaction zone (y - 1 + p) separating the two. 
With Yc = 1+,8 in (2.3), A is expanded as 
(6.1) A2= (1+,8) 4y2 exp [-Y13/(1 +1)][Q1 +6f12+ 
We seek an outer solution of the form (see Fig. 5) 
(6.2) I YE(X; E) = 1 +13, 0 < x < xo (equilibrium region); 
(6.3) Y1 yF(x; )< 1+13, xo<x <1 (frozen region), 
where x0, the location of the reaction zone, is yet undetermined. Insertion of the 
expressions (6.1) and (6.3) into (2.1) leads to the equation 
(6.4) y"+2x-1y' =-(1 + f (1+1-y) exp [y/(1 +13) - y/y](fli +
We note that y = YE = 1+18 is an exact solution to this equation, subject to the left 
boundary condition (2.2a). For y = YF, the limit y -* o0 reduces (6.4), to all algebraic 
orders in E, to 
y" +2x-l = 0. 
Subject to (2.2b), the appropriate solution for YF turns out to be 
YF = 1 + C(1-X)/X 
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FIG. 5. Solution profile on the explosion branch. 
where C is determined by the requirement that YF and YE be continuous at x =0, 
yielding 
C = xo/( -xo). 
The derivatives yF and yE do not match at x0, requiring a thin "inner" layer for a 
smooth transition. In this layer we employ the stretching transformation 
(6.5) X = XO + xo(1-xo)E7 
and seek the expansion 
(6.6) y = 1+3 +Ewi(7)+. 
When (6.5) and (6.6) are substituted into (6.4), the equation for co, is found to be 
(6.7) w'i' = f1x0 (1 - x0)2W1 exp (w1), -?X <27 < ??, 
subject to the boundary conditions 
1 =0o(1) asq--oo-?, &J = -,P3+ o(l asn*oo , 
which come from matching with the outer solutions YF and YE. The problem for Oi1 can 
be completely solved by quadratures, but the result of primary interest is obtained by 
evaluating the first integral of (6.7) at 77 = ?X, yielding 
(6.8) f21x0 (1- X0)2 = 2/2. 
The result (6.8), graphed in Fig. 6, determines l1 (and hence A; see equation (6.1)) as a 
function of xo, the location of the reaction zone. It shows that there is a minimum value 
of Q1, corresponding toxo = 2 and given by 
Qlim = 8232, 
such that two values of x0 correspond to each fk1 > fllm and none to fk1 <flm. Since to 
leading order l1 is merely a scaled version of A we conclude that there are two solutions 
or none, according as A is greater than or smaller than the minimum value Ao, given by 
(6.9) Ao = V8 y13(1 + 1)f2 exp [-y1/(2(1 + fl))][1 + (y 
obtained by substituting flim for (h in (6.1). Thus the analysis yields an explicit 
asymptotic representation for the lower multiplicity bound Ao and reproduces the upper 
turn of the response curve. On the y(O) vs. A graph of Fig. 7, based on the above 
analysis, the two branches coalesce into a single horizontal line because y (0) = 1 + 1 (to 
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FIG. 6. Graph of equation (6.8). 
within exponentially small error) for both the solutions under consideration. However, 
they are drawn distinctly and marked I and II to facilitate identification. 
Although the above analysis was based on the tacit assumptions that xo and 1 - xo 
are both 0(1), we now show that the treatment remains valid even when xO is near the 
ends of the interval (0, 1). As xo -* 1, (6.8) shows that (h becomes large, so that in Fig. 7, 
A increases on branch I. In fact A can increase indefinitely on this branch as xo gets closer 
and closer to unity, without violating any aspects of the above analysis. Physically, the 
entire pellet is now occupied by the dead core, except for a narrow frozen region (of 
width 1- xo) adjacent to the surface. The two regions are separated by an extremely 
thin (of width y- J(1 - xo)) reaction zone. 
As xo - 0, the frozen region extends toward the center of the pellet, squeezing the 
reaction zone and the dead core. Equation (6.8) shows that Qih becomes large again, but 
now A increases on branch II in Fig. 7. However, xo cannot become too small, i.e. A 
cannot become too large without restoring the hitherto negligible RHS of (6.4). In that 
case, the appropriate solution is that corresponding tothe branch L2, discussed in ? 5 
above. A simple perturbation a alysis along the lines of that of ? 5 yields the next-order 
approximation toy (0) in the dead core, and shows that the branches E and L2 merge 
smoothly. 
Y(O)I 
O A~~o 1 
xi 
FIG. 7. The explosion branch E. 
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7. Concluding remarks. The results obtained above can now be used to construct 
the response curve of the system, and this has been done in Fig. 8 for y= 100 and 
f3 = 0.5. The figure shows a composite curve, formed by the smooth merging into one 
another of the various egments described above. 
Some remarks about the results are in order. 
1 .~ - 
1.4 
1.3 
1.2 
1.1 
1.e 
0 0.1 0.2 0.3 
0 0.1 0.2 0.3 
DI100 
" 200 
co 
, 300 
FIG. 8. The composite response curve for y -100 and ,B-0.5. The upper oscillatory segment, oo thin to 
appear prominently in the upper diagram, is displayed on an expanded scale in the lower diagram. 
(i) Figure 8 shows that the upper oscillatory segment L2 is confined to an 
extremely narrow band, as compared to the lower oscillatory segment L1. This is 
because y(0) undergoes an exponentially small variation on L2 but a larger Q(y -1) 
variation on Li. However, we note that even on L2 the solution in the outer region 
0 < x ' 1 does experience an O(yj') change; see the expansion (5.26). Therefore, if a 
graph of y were to be plotted against some functional of the outer solution, e.g. the 
slope y'(l), both oscillatory segments will be displayed equally prominently. 
(ii) It is clear that he multiplicity of solutions, which corresponds tothe number of 
intersections ofthe response curve with the A = constant line, increases as A approaches 
the asymptotic value V2/(,3y). Strictly speaking, the number of solutions can be 
arbitrarily arge. In practice, however, the oscillations on both Li and L2 decay rapidly 
toward the middle branch. Therefore, only an extremely fine resolution will reveal more 
than a few solutions, as Copelowitz and Aris [4] discovered through numerical work. 
(iii) Our analysis assumes that 63 is a fixed, 0(1) parameter. Aris [1] has pointed 
out that small values of 6 often occur in practice, which suggests that the limit ,3 - 0 is 
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physically significant. I  is not difficult tocheck that our entire analysis remains valid for 
,B -- 0, provided -y -* oo. 
(iv) Since the multiplicity bounds A0 and A? are of practical interest, their 
asymptotic values are plotted against y for various 1 in Figs. 9 and 10. These bounds 
were also calculated numerically by means of the initial-value technique devised by 
Weisz and Hicks [18]. Figure 11 shows a comparison of the asymptotic and numerical 
results for 1 = 0.5. At -y = 20, the error is under five percent for A0 and under fifteen 
0 
o-3 
0 
-7 
20 40 60 8 0 
FIG. 9. Curves of AO versus y for ,3 = 0.4, 0.6, 0.8 and 1.0 according to the asymptotic formula (6.9). 
.6 
0l 
20 40 60 80 100 
FIG. 10. Curves of A 0 versus y for ,3 = 0.4, 0.6, 0.8 and 1.0 according to the asymptotic formula (3.7). 
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FIG. 1 1. Comparison of asymptotic (- ) and numerical (-?--- ) results for AO and Ao, for 13=0.5. 
percent for A 0, and the agreement improves with increasing -y. Other numerical results 
not displayed here indicate that for fixed y, the error decreases with increasing 3. 
(v) Finally, we reiterate a remark made in the Introduction. Even though the 
static response of the sphere is vastly different from that for the slab or the cylinder, itis 
conceivable that only the extreme branches of the response curve are stable. Dynamic- 
ally, therefore, there may be little qualitative difference b tween the sphere and the 
other two geometries. 
Appendix A. Analysis of problem (4.4). Consider the differential equation 
(A.1) y" + 2x-ly' = -2e', 0 < x < 1. 
We now show that of all the solutions of (A.1) that satisfy the condition 
(A.2) y(l) = o, 
the only one that becomes positively unbounded as x - 0+ is the solution 
(A.3) yo(x) = -2 ln x. 
On writing 
(A.4) In x = 71, y (x) = -271 + z(X7), 
(A.1) reduces to 
(A.5) z" +z' = 2(1- e:), -oo < 77 < 0, 
which, via the substitutions 
(A.6) z=lnu, z'=v, 
yields 
(A.7) du/dn=uv, dv/dq = 2 - 2u - v. 
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The phase portrait of the autonomous system (A.7) is drawn in Fig. A. 1. There are two 
critical points: an unstable spiral at (1, 0) and a saddle point at (0, 2). For real z, only the 
right-half phase plane is of interest. 
The substitutions (A.4) and (A.6) show that the condition (A.2) reduces to 
(A.8) u(O)= 1. 
V 
2 
0 O1 U 
FIG. A. 1. Phase portrait of equations (A.7). 
All the solutions of (A.7) satisfying (A.8) start on the line u = 1 in the phase plane. 
Depending upon the initial value v (0), the solution can behave in three different ways as 
-oo (i.e. as x -> 0): 
(i) u 1 and v 0 (i.e. z 0 or y yo(x)); this corresponds to a start at the critical 
point (1, 0). 
(ii) u -> 0 and v -> 2; this corresponds to those solutions that lie on the separatrix 
(excluding (i) above). 
(iii) u -> 0 and v -?oo; this corresponds to the solutions that do not lie on the 
separatrix. 
Since u -> 0 implies z - -oo, it is easily shown from (A.5) that the cases (ii) and (iii) 
above, respectively, correspond to 
z - 2r1 + constant as r ->-oo 
and 
z --Be-+2i +2constant as r1 -oo (B>O) 
or, equivalently, to 
y - constant as x -- 0 
and 
y - -B/x + constant as x -- 0. 
Neither of these two possibilities leads to a positively unbounded solution. That only 
leaves case (i) above, i.e. the solution yo(x), as asserted. 
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Appendix B. Modified inner expansion near the top end of the middle branch M. 
We now show that the middle branch remains vertical, to leading order, even when 
(B. 1) y(O) = 1 +,B - (e/I) exp (-Vt,u), 
where ,u is a small parameter subject to the restrictions (4.25). As in ? 4, the domain 
splits up into an outer region, an intermediate region and an inner region. The first wo 
regions have the same expansions as before (cf. (4.3) and (4.10)); only the inner analysis 
requires modification. The inner region, characterized by the independent variable p- 
(see ? 4.4) is further divided into four subregions, which we now describe. The 
description will be brief since part of the analysis follows that of ? 5. 
In subregion I we assume the expansion 
(B.2) y = 1 +f3(e/s) exp (-2/ )v-(p) +* 
and, following the treatment of ? 5.1, it can be shown that 
= -{sinh (V/i 15)}/(N/2 p3). 
The exponential behavior of ivK for large p5 indicates that (B.2) is then invalid. 
In subregion II we let 
_ -1+ 
and seek the expansion 
(B.3) y = 1 +.8 + + 
The procedure of ? 5.3 shows that iU, is given by an implicit expression similar to (5.14), 
and that iUl has the asymptotic behavior 
il5 = -2 + O(1) as f * oo. 
The above result suggests the breakdown of (B.3) for large 4t 
In subregion III, the new independent variable fj is defined by 
=1+ i4 
and the expansion proceeds as 
(B.4) y = 1 + 
It can be shown that +1 satisfies the chemiistry-free equation 
(B.5) +"+ 2 1 0, 1 < r1 < oo, 
and matching with (B.3) leads to the solution 
(+i = -2(,1 - 1)/,R. 
As f -> oo, the chemistry term ignored in the derivation of (B.5) becomes as important as 
the terms retained there. This puts us in subregion IV, where the independent variable; 
is taken to be 
Z =- A g-3/2 exp (-1/y) 
The solution is expanded as 
(B.6) y = 1+ 2(8/,u)+ 81(z+ 
and it can be shown that f satisfies 
(B.7a) i" + 2('-1'r' =-2e1, 0< <oo. 
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Matching with (B.4) provides the boundary conditions 
(B.7b) ;1(?)= 1 (0) = 0. 
Equations (B.7) pose precisely the same problem as (3.4) whose solution, as indicated 
by (3.6), has the asymptotic behavior 
j - -2 ln '+A(A-112 sin [17/2 ln ~+B] as ; o0. 
It is now readily shown that (B.6) matches with the intermediate expansion (4.10), 
provided .t >> s, and this is where the lower bound restriction on ,u in (4.25) comes into 
play. 
We note that throughout he above analysis, 
A2 - 2(f3) 1, 
(cf. (4.2)), which demonstrates the validity of the assertion made at the beginning of this 
appendix. 
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