Abstract. In this paper we present a new way of discretizing the Boltzmann-Poisson system describing the electron transport in semiconductor devices. The new method is based on a cell average technique for the momentum space combined with a non-uniform discretization in real space. Results of the simulation of a 2D silicon MOSFET are shown and compared with Monte Carlo data. We found that the proposed scheme reduces both the number of grid points and the CPU time, without loss of accuracy.
Introduction
Very large scale integration is the forthcoming design in semiconductor technology. This implies that in modern electron devices the scale length of individual components becomes comparable with the distance between successive carrier interactions with the crystal. Consequently, the well-established drift-diffusion models describing the carrier transport lose their accuracy [1] . In highly integrated devices a consistent description of the dynamics of carriers is essential for a deeper understanding of the transport properties. The semiconductor Boltzmann transport equation (BTE) coupled with the Poisson equation provides a general theoretical framework for modeling the semiclassical electron transport in such devices [2] .
Deterministic as well as stochastic procedures can be considered as solution approaches to these extremely sophisticated equations. So far, mainly stochastic methods have been applied to solve the BTEs [3] - [6] . Compared to stochastic methods, deterministic approaches offer noise-free resolution, high accuracy and easiness of arbitrary moment evaluations at low computational cost. Recently, Carrillo et. al. [7, 8] succeeded in introducing a deterministic high-order finite difference Weighted Essentially Non Oscillatory (WENO) solver for the solution of the one-dimensional Boltzmann-Poisson system for semiconductor devices. Moreover, they extended their numerical technique to cope with spatially two-dimensional geometries [9] . However, the treatment of two-dimensional problems requires a large number of grid points (a few million), which leads to a great amount of CPU time for each simulation.
In this paper, a cell average technique combined with a WENO scheme is presented for solving the coupled Boltzmann-Poisson system. This new numerical scheme is based on a finite-volume method for treating the dependence of the electron distribution function on the three-dimensional wave vector. A fifth-order WENO solver [8, 9] and its extension to two-dimensional non-uniform grids is applied for dealing with the spatial dependence of the distribution function. The resulting transport equations are used for simulating the charge transport in a silicon MOSFET.
The Boltzmann-Poisson system
The temporal evolution of the electron distribution function f (t, x, k) in semiconductors depending on time t, position x and electron wave vector k is governed by the Boltzmann transport equation [10] ∂f ∂t
where is the reduced Planck constant, and q denotes the positive elementary charge. The function ε(k) is the energy of the considered conduction band measured from the band minimum. According to the Kane dispersion relation, ε is the positive root of
where α denotes the non-parabolicity factor and m * the effective electron mass. The Poisson equation
for the electric potential V couples the electric field E = −∇ x V with the doping density N D and the electron density n, which equals the zero-order moment of the electron distribution function f . In equation (3), 0 is the vacuum dielectric constant and r (x) labels the relative dielectric function depending on the considered material. The collision operator Q(f ) on the right-hand side of the transport equation (1) takes into account the electron-phonon interaction in terms of acoustic deformation potential and optical intervalley scattering [11] . For low electron densities, it reads
with the scattering kernel
where K and K 0 are constant for silicon. The symbol δ indicates the Dirac distribution and ω p is the constant phonon frequency. The occupation number of phonons in equilibrium at the fixed lattice temperature T L is given by
with the Boltzmann constant k B .
For the numerical treatment of the system (1) and (3), it is convenient to introduce suitable dimensionless parameters and variables. We assume T L = 300 K. Typical values for length, time and voltage are * = 10 −6 m, t * = 10 −12 s and V * = 1 Volt, respectively. Thus, we define the dimensionless variables
with E * = 0.1 V * −1 * and
In correspondence to [12] and [8] , we perform a coordinate transformation for k according to
where the new independent variables are the dimensionless energy w = ε k B T L , the cosine of the polar angle µ and the azimuth angle ϕ with α K = k B T L α. The main advantage of the generalized spherical coordinates (6) is the easy treatment of the Dirac delta distribution in the kernel (5) of the collision term. In fact, the change of the variables (6) enables us to transform the integral operator (4) with the not regular kernel S into an integral-difference operator, as shown in the following. We are interested in studying two-dimensional problems in real space but, of course, in the whole threedimensional k-space. It is useful to consider the new unknown function Φ related to the electron distribution function via
is proportional to the Jacobian of the variable transformation (6) and, apart from a dimensional constant factor, to the density of states. This allows us to write the free streaming operator of the dimensionless Boltzmann equation in a conservative form, which is appropriate for applying standard numerical schemes used for hyperbolic partial differential equations. Due to the symmetry of the problem and of the collision operator, we have Φ(t, x, y, w, µ, 2π − ϕ) = Φ(t, x, y, w, µ, ϕ) .
Straightforward but cumbersome calculations end in the following transport equation for Φ:
The functions g i (i = 1, 2, .., 5) in the advection terms depend on the variables w, µ, ϕ as well as on time and position via the electric field:
with
The right hand side of (9) is the integral-difference operator
where
We remark that the delta distributions in the kernel S have been eliminated, which leads to the shifted arguments of Φ. The parameter γ represents the jump constant corresponding to the quantum of energy ω p . We have also taken into account the symmetry relation (8) for the integration with respect to ϕ .
In terms of the new variables the electron density becomes
Hence, the dimensionless Poisson equation writes
Choosing the same values of the physical parameters as in [12] , we obtain
c − ≈ 0.0443
Numerical Scheme
For obtaining approximate solutions to the coupled Boltzmann-Poisson system, we proceed as follows. In the first step we fix a maximum value w max for the dimensionless energy. Of course, w max must be related to the studied physical situation, and we must check that Φ(t, x, y, w, µ, ϕ) with w ≥ w max is negligible for all t, x, y, µ and ϕ.
Next, we choose three suitable integer numbers N w , N µ and N ϕ and discretize the independent variables w, µ and ϕ via w k+
Here, we have taken into account that ϕ ∈ [0, π]. It is important to remark that N w must be chosen in such a way that σ = γ/∆w ∈ N in order to treat the shifted arguments in the collision operator accurately. We denote the generic cell in the (w, µ, ϕ) domain by
for k = 1, 2, . . . , N w , m = 1, 2, . . . , N µ and n = 1, 2, . . . , N ϕ . The center of the cell Z kmn has the coordinates (w k , µ m , ϕ n ). Let p(w, µ, ϕ) be an assigned non-negative weight function. We consider the representation
of the distribution function with the new unknown G. Our main assumption is now that
holds for every t, x, y and (w, µ, ϕ) belonging to interior of the cell Z kmn . Concerning the derivation of the set of N w × N µ × N ϕ evolution equations for the cell averages G k,m,n we refer to [13] . The treatment of this set of equations requires methods suitable for hyperbolic equations in conservative form. These schemes must be accurate also in the presence of strong gradients. The WENO scheme has given excellent results in solving Eqs. (1) and (3). Hence, we continue to use this method for treating the partial derivative with respect to x and y. This technique gives a final set of ordinary differential equations in time, which are integrated by using TVD Runge-Kutta formulas [14] . The resulting scheme was tested by investigating the carrier transport in bulk silicon, in a n + − n − n + diode and in a silicon MESFET [13] . Comparisons of the results with those of a full WENO solver [8, 9] exhibited perfect agreement.
Non-uniform Discretization in Real Space
The schematic illustration of the considered MOSFET presented in figure 1 shows that the interfaces between high-and low-doping regions as well as the interface between the Si and the Si0 2 regions are located in the upper half of the device. For this reason, the electron distribution function and the electric potential show steep gradients with respect to x and y in the upper half of the device, while in the lower half only small variations arise. This structure implies the application of a non-uniform space discretization in order to perform the computation in an efficient way. Different approaches for treating hyperbolic conservation laws on non-uniform meshes have been proposed in the literature and have been used for adaptive mesh refinement algorithms [15, 16] . Most of the methods are formulated as second-order finite-volume schemes. In [17] a multidomain WENO finitedifference method has been presented. This approach, however, is not conservative at the interfaces between the different domains. Encouraged by the very good results obtained with the high-order WENO finite-difference scheme [13, 18] on uniform grids, we develop a strategy to apply this method to non-uniform discretizations in a conservative way.
First, we introduce two uniform rectangular discretizations
in the (x, y)-domain. The parameters ∆ x , ∆ y , N x and N y are chosen in such a way that the grid D covers the entire device. In equation (14), the odd integer r > 1 is the refinement factor. If we set
the grid D 1 splits the considered domain in real space into two parts with an interface extended along the xdirection and located at (j * + 1/2)∆y. Further, all grid points (x i , y j ) with j > j * of the coarse grid D coincide with certain positions on the fine grid D 1 . This especially holds for the boundary points (0, y j ), (N x ∆x, y j ) with j > j * and (x i , N y ∆y) for i = 0, . . . , N x . Figure 2 shows the two grids at the interface for r = 3. The grid points of the coarse grid D are marked by open squares ( ), while the cross signs (×) display the positions of the grid points belonging to the fine mesh D 1 . Our method to solve the system of partial differential equations for G k,m,n on the non-uniform grid is based on WENO approximations [8, 9] of the derivatives ∂ x G k,m,n and ∂ y G k,m,n on the uniform grids D and D 1 . The conservative treatment of the interface between the fine and the coarse grid is realized by using a special update procedure for the numerical flux of the coarse grid at the interface. At a certain time level t 0 we suppose that the quantities G i,j,k,m,n (t 0 ) = G k,m,n (t 0 , x i , y j ) on the coarse grid and
) on the fine grid are known. Since the coarse mesh covers the entire (x, y)-domain, we can use the WENO scheme [8, 9] supplied by a suitable treatment of the boundaries to approximate the derivatives by
Here,Ĝ i+1/2,j,k,m,n (t 0 ) andĜ i,j+1/2,k,m,n (t 0 ) represent the numerical fluxes with respect to the x-and ydirection. Hence, we can obtain the solution G i,j,k,m,n (t 1 ) at time t 1 = t 0 + ∆t in all points of the coarse grid. For the application of the fifth-order WENO approximation [8] to the derivatives ∂ y G 1 i,j,k,m,n (t 0 ), it is necessary to know the distribution function at the y−positions y 1 −j = y 0 − j∆y/r for j = 1, 2, 3. In Figure 2 these points are marked by the open diamonds ♦. It should be further mentioned that due to the smaller discretization lengths the CFL-condition evaluated on the fine grid may force also smaller time increments ∆t 1 compared to those of the coarse grid. Hence, we consider ∆t 1 = ∆t/r t with the integer r t ≥ 1. For this reason, the quantities G 1 i,−j,k,m,n (t 0 + q∆t 1 ) for q = 0, . . . , r t − 1 are required to perform the time integration up to t 1 on the fine grid D 1 . We use a fifth-order centered Lagrange interpolation [17] to determine G 1 i,−j,k,m,n (t 0 ) and G 1 i,−j,k,m,n (t 1 ) from the known values G i,j,k,m,n (t 0 ) and G i,j,k,m,n (t 1 ) on the coarse grid. The desired solutions at the ghost points
are calculated according to a linear interpolation with respect to time. At this point we are able to carry out the time integration on the fine grid D 1 and obtain G 1 i,j,k,m,n (t 1 ). Finally, G i,j,k,m,n (t 1 ) is replaced by the more accurate approximation G 
Numerical Results
In this paper, we show the results of a two-dimensional simulation of the silicon MOSFET depicted in figure  1 . To this end we solve the Boltzmann-Poisson system by applying our new numerical scheme with a weight function p being equal to the function s(w) defined in (7). The donor density N D is chosen as 3 × 10 17 cm −3 in the n + regions and null in the other part of the device. Holes are completely neglected in this simulation. Hence, the bulk substrate is treated as intrinsic silicon. Source and drain contacts are modeled as ohmic contacts, which allow the electrons to enter and exit the device. Perfectly reflecting boundary conditions are imposed at the Si/SiO 2 interface and at all of the non-contact surfaces of the MOSFET.
The electrostatic potential is assigned to V S = 0 × V * at source, V G = 0.4 × V * at gate and V D = 1 × V * at drain. Moreover, we assume a vanishing electric field in the direction normal to the surface at the bottom, right and left sides, as well as at the top except for the contact regions. The relative dielectric function r holds the value 3.9 in the SiO 2 region and 11.7 in the other part of the device.
Since we study a time dependent problem, initial conditions must be fixed. We choose the distribution function f (0, x, k) to be given by a Maxwellian of zero bulk velocity at the lattice temperature T L and the initial density equal to the donor density.
Uniform Grids
First, we present results obtained with a uniform discretization of the real space variables. The number of grid points in the (x, y) domain is set to 49 × 25. Further, we choose N w = 33, N µ = 8, N ϕ = 8 and σ = 3. The plots of figure 3 show the results of the numerical simulation for important macroscopic quantities at t = 5 ps. After a temporal evolution of 5 ps the stationary state is approximately reached. At the top in figure 3 , we exhibit two main moments of the distribution function, namely the electron density and the averaged energy:
The integrals (20) are evaluated using the midpoint rule. The plots at the bottom of figure 3 show the velocity field and the current lines versus position as well as the electrostatic potential. We performed comparisons of the relevant hydrodynamical quantities in the stationary regime with the corresponding data obtained by the DSMC method. The overall agreement between the BTE and the DSMC results turned out to be very good. Perfect coincidence of the results was found for the electrostatic potential and the electric field. However, small differences of the electron density and the average velocity occured in isolated regions of the device. To show these typical differences, we plot the cuts of the density and the ycomponent of the mean velocity, v y , for y = 120 nm and y = 200 nm in figure 4 . In our opinion, the differences arise for two main reasons. First we state the poor accuracy of DSMC results in regions where the charge density is low. In these parts of the device, however, the distribution function is smooth enough so that we can rely on the high quality of the deterministic numerical solution of the Boltzmann-Poisson system. The second origin of the observed differences lies in the difficulty to impose exactly corresponding boundary conditions for the BTE and DSMC models.
Non-Uniform Grids
In the following, we present results of the MOSFET-simulation obtained by applying the non-uniform discretization of the real space described in section 3. For the coarse grid D we use N x = 24 and N y = 12. Since we want to cover the upper half of the device with the fine grid D 1 , we choose j * = 6. Further, we fix the refinement factor by setting r = 3, which leads to N figure 5 we present two-dimensional mesh plots of the particle density and the average electron energy in the stationary state. The x-component of the mean electron velocity and the electric potential are displayed in the plots at the bottom of figure 5. We observe that the considered quantities are perfectly smooth at the interface between the coarse and the fine grid. The plots show that all of the strong gradients of the solution are located in the upper half of the MOSFET. Therefore, the strong variations of the macroscopic quantities are well resolved in the fine grid.
In order to test the accuracy of the results obtained with the non-uniform discretization we perform a detailed comparison with results stemming from a reference calculation on a uniform grid with N x = 72 and N y = 36. This uniform discretization provides the high resolution of the fine grid D 1 in the entire device. In figure 6 we depict macroscopic quantities as functions of x for different fixed y-positions in the stationary state. The solid lines display the results of the reference calculation and the markers present the data obtained with the non-uniform discretization in real space. The comparisons presented in figure 6 demonstrate excellent agreement between them. Even at the interface between the fine and the coarse grid, i.e. at y = 120 nm, the correspondence between the results is very good. To perform the simulation in the time interval [0, 5] ps, the required CPUtimes are t u ≈ 561 minutes for the uniform grid and t nu ≈ 282 minutes in the case of the non-uniform grid. The computations were performed with a AMD Athlon XP 2500+/1822 MHZ processor. This means that the application of a non-uniform discretization in real space reduces the computational effort of the simulation by 100%, while the accuracy of the results remains unaffected. 
