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Abstract:
If time-translations are spontaneously broken, so are boosts. This symmetry breaking
pattern can be non-linearly realized by either just the Goldstone boson of time translations,
or by four Goldstone bosons associated with time translations and boosts. In this paper we
extend the Effective Field Theory of Multifield Inflation to consider the case in which the
additional Goldstone bosons associated with boosts are light and coupled to the Goldstone
boson of time translations. The symmetry breaking pattern forces a coupling to curvature
so that the mass of the additional Goldstone bosons is predicted to be equal to
√
2H in the
vast majority of the parameter space where they are light. This pattern therefore offers
a natural way of generating self-interacting particles with Hubble mass during inflation.
After constructing the general effective Lagrangian, we study how these particles mix and
interact with the curvature fluctuations, generating potentially detectable non-Gaussian
signals.
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1. Introduction and Summary
In the Effective Field Theory of Inflation (EFTofI) we assume that inflation is a period
where time translation are spontaneously broken [1]. There is therefore a mode, the Gold-
stone mode, pi, associated with time-translations, which is light during inflation. This
allows us to write a Lagrangian for the fluctuations without assuming any knowledge of
the mechanism that drove this spontaneous symmetry breaking. Such a description is
very useful because the statistics of the fluctuations represents the only observable we are
actually testing related to the period of inflation. Only the spatial FRW curvature is an
observable associated with the presence of a background quasi de Sitter epoch in our past,
but we have so far only an upper bound to it. Furthermore, not having to assume anything
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of the mechanism driving the spontaneous symmetry breaking can be very important be-
cause the description of the actual mechanism might be beyond our analytical capabilities.
The fact that inflation describes a theory around a vacuum that breaks time diffeomor-
phisms (diffs), while the same theory has a different vacuum that preserves the full diffs,
implies that if we try to describe the theory of inflation starting from the theory around
the Lorentz invariant vacuum, we have to be able to trust the theory as we traverse a
possibly long path in the moduli space of the theory. It is not guaranteed at all that even
though at both ends of the path the theory is weakly coupled, it is so along the path. We
have drawn many lessons of how this can happen from dualities in supersymmetric field
theories. Therefore, having a description directly for the inflationary perturbations is very
useful.
While if we assume that inflation is a period were time translations are spontaneously
broken we are guaranteed to have a light mode pi, this does not mean that this must be
the only light field in the theory. To have additional light scalar fields in a theory that is
not tuned, the additional scalars need to be protected by some symmetries. This was the
spirit of the so-called Effective Field Theory of Multifield inflation [2], where additional
scalar fields were introduced and their lightness was protected by either assuming that
they were Goldstone bosons of some global internal symmetry group being spontaneously
broken, or by supersymmetry [2]. Being light, these fields generated scale invariant pertur-
bations, which then could directly affect the curvature or the isocurvature perturbations
after horizon crossing. In the so-called quasi-single field models [3, 4, 5], it was noticed that
fields could produce observable effects not only by producing super-horizon scale invariant
perturbations, but also by affecting the inflaton directly, for example by mixing with it.
Such models produce interesting signatures in the so-called squeezed limit of the three-
point function when the additional scalar fields have a mass comparable to the Hubble rate
during inflation and have sizable self-interactions (though this set up is in general quite
ad-hoc). In a similar context, one can also consider higher spin particles, as recently done
in [6].
In this paper we focus on a class of mechanisms that produces an additional scalar
field with mass close to
√
2H during inflation in a natural way. This is achieved by ex-
ploiting a somewhat peculiar symmetry breaking pattern, which we now explain and that
does not involve the breaking of global internal symmetries. In four spacetime dimensions,
diffeomorphisms are realized by four spacetime functions ξµ(x) as xµ → xµ + ξµ(x). This
implies that all diffeomorphisms can be non-linearly realized by the introduction of four
Goldstone bosons. However, if we focus on the global limit of this gauge symmetry, we have
Lorentz and spacetime translations, suggesting the presence of a higher number of possible
Goldstone bosons. In fact, this is confirmed by the fact that if we introduce the vierbeins,
we have that Lorentz and translations are independently gauged, which suggests that we
could have a larger number of Goldstone bosons, depending of the symmetry breaking
pattern. The explanation of this apparent paradox lies in what is called ‘inverse Higgs
mechanism’ (see for example [7, 8, 9, 10, 11]), which simply states that when we sponta-
neously break for example all spacetime symmetries, we must have at least four Goldstone
bosons, while the additional Goldstone bosons can have a mass. Similar considerations
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apply to the case where one breaks only a fraction of the spacetime symmetries.
The situation can be most easily explained with an example (see [12, 13] for some earlier
applications to inflationary cosmology). Imagine that we have a Lorentz invariant theory
of a vector boson A˜µ = eµ
aAa, where eµ
a is the vierbein fields that we have introduced for
convenience. Aa is a scalar under spacetime diffs, and it is a vector under local boosts. Let
us now imagine that A0¯ takes a constant vev (0¯ is the time component of the local Lorentz
index). This configuration will break local boosts, but will not break time diffs.
The three Goldstone bosons associated with this configuration, that we call ηi, can be
considered as the ones associated with the local fluctuations of the direction in which the
vev of Aa is pointing. Let us imagine now to add to this theory a scalar field φ rolling
down its potential with a time-dependent vev. This configuration now breaks time-diffs,
so that we actually have an additional Goldstone boson, pi, non-linearly realizing them.
The field pi is the usual Goldstone boson present in the Effective Field Theory of Inflation.
Notice that the rolling scalar field breaks boosts as well, so that the field pi non-linearly
realizes boosts, and not just time-diffs, on φ. This suggests indeed that since pi can non-
linearly realize boosts, the symmetry breaking pattern in which we break both boosts and
time translations does not force the ηi to be massless, and indeed, if the ηi are very heavy
with respect to the scales of interest, they can actually be integrated out. In other words,
in the case of spacetime symmetries, the symmetry breaking pattern does not completely
determine the spectrum of Goldstone bosons.
The purpose of this paper is to study the just-described symmetry breaking pattern in
the implementation where the breaking of boosts and time-translations requires additional
Goldstone bosons ηi beyond pi, in the context of the Effective Field Theory of Multifield
Inflation. While [12, 13] studied a particular implementation of this symmetry breaking
pattern in inflationary cosmology at the level of the linear fluctuations, we here study the
general EFT and focus on the non-Gaussian signatures. We will find that the Goldstone
boson pi will be coupled to the additional fields ηi in a rather unusual way. In fact, due
to the peculiar transformation properties under diffs of pi and ηi, pi can mix with the
longitudinal component of the ηi = ∂iσ˜ fields, which is dynamical 1. Furthermore, in the
limit in which this mixing is weak, the ηi have a mass that is approximately equal to
√
2H,
which arises from their coupling to the spacetime curvature. This is a technically natural
value in the vast majority of the parameter space. To our knowledge, this offers one of the
very few ways to obtain fields with sizable interactions and with mass of order H during
inflation. Because of their mass, the fields ηi will not acquire scale invariant fluctuations,
which implies that they can be detected only through their effect on pi. This is possible
thanks to their mixing with pi and to their self-interactions, that will lead to interesting,
and potentially detectable, non-Gaussian signals.
1This is to be distinguished from what happens in Lorentz invariant theories of massive gauge bosons,
where the component ∂µA
µ is not dynamical.
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2. EFT Construction
2.1 Unitary gauge action
For the purpose of describing the symmetry breaking pattern associated with the breaking
of both time diffs and Lorentz boosts, it is useful to introduce the vierbein, defined as
gµν = e
a
µe
b
νηab , (2.1)
where gµν is the spacetime metric and ηab is the Minkowski one. The vierbein has more
independent components than the metric, but this construction has six local Lorentz trans-
formations that keep the spacetime metric unchanged. These eat the additional degrees of
freedom contained in the vierbein, thus maintaining the original overall number of degrees
of freedom. However, the introduction of the veilbein allows us to define local Lorentz
transformations that set to zero the fluctuations is some fields that break boosts, without
breaking time-translations. As we discussed in the introduction, the purpose of our paper
is to include to the EFTofI treatment the case where, on top of the usual inflaton pi, there
is an additional matter sector with this property.
Once fluctuations around the symmetry breaking order parameter are removed with
a spacetime dependent time diffeomorphism and a local boost, the remaining modes are
all contained in the vierbein. The resulting action is only invariant under the residual
symmetries, local rotations and time-dependent spatial diffeomorphisms, and has the form
S =
∫
d4x
√−gL(eaµ,∇µ, δ0µ, δ0¯a; t) . (2.2)
Here µ, ν = 0, .., 3 and a, b = 0¯, .., 3¯ denote respectively diff and local Lorentz indices. We
will be interested in the perturbations around an FRW background e¯aµ(t) = diag(1, a, a, a).
Eq. (2.2) can be separated into pieces that break different symmetries
S = SEH + SP + SL + SPL , (2.3)
where SEH is the Einstein-Hilbert action, SP contains only time diff breaking terms, SL
contains only local Boost breaking terms and SPL contains terms that break both symme-
tries. As we will see shortly, in the decoupling limit the last three terms contain respectively
the Nambu-Goldstone modes of time translation (pi), those of local boosts (ηi) and mixing
terms (piη).
Time diff breaking sector: The study of SP is done in the original EFTofI [1] to which
we refer the reader for more details. Since this sector is invariant under local Lorentz, it
can be expressed without use of the vierbein. Up to quadratic order in perturbations it is
given by
SEH + SP =
∫
d4x
√−g
[
M2Pl
2
R− c(t)g00 − Λ(t) + M2(t)
4
2
(δg00)2 + . . .
]
, (2.4)
where δg00 = g00 + 1 and we neglected higher derivative terms which can be expressed in
terms of the extrinsic curvature Kµν of the time slices
δg00δK, δK2, (δKµν)
2, gµν∂µg
00∂νg
00, R00, . . . . (2.5)
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These operators can have important contributions in the de Sitter limit H˙ → 0 where the
Nambu-Goldstone mode of time diffs has a non-relativistic dispersion relation ω ∼ k2 or
ω ∼ csk with cs  1 [1]. Though the formalism is general, for the purpose of this paper,
we will not consider this limit and assume that the scalar Nambu-Goldstone mode has a
dispersion with cs ' 1, which gives the simple power counting rule ∂t ∼ ∂i ∼ E.
Boost breaking sector: SL must contain all diff invariant terms built from the vier-
bein eaµ, the covariant derivative ∇µ and the local Lorentz vector δ0¯a. Up to second order
in derivatives the most general action is then
SL =
∫
d4x
√−g
[
−α1
4
(
∂µe
0¯
ν − ∂νe0¯µ
)2 − α2
2
(
∇µe0¯µ
)2 − α3
2
(
∇µe0¯ν
)2 − α4
2
(
eν0¯∇νe0¯µ
)2
+ . . .
]
.
(2.6)
Because we are using the full vierbein, this action contains background terms as well as
terms that are only linear in fluctuations. These will affect the background equations of
motion: below we will solve them such that all tadpoles disappear around the desired FRW
background 2.
Since the full unitary gauge action is not invariant under time diffs, the coefficients
αi can in general be time dependent. Although these terms now break all symmetries
and should therefore be included in SPL, we will keep them in SL for simplicity. It is
technically natural to take the time-dependence of these coefficients, as well as of all the
other coefficients in the full Lagrangian, to be small, of order of the slow roll parameters
α˙/(Hα) ∼ , and in practice negligible, which is what we will do in this paper 3. Here and
for the rest of the paper we take all the αi’s to be of the same order, generically referred
to as α.
If one is interested in a theory where time diffs are not spontaneously broken, then the
theory is described by the action SEH + SL with the αi constant. This model describes
“framids” (recently discussed in [15]) which here are coupled to gravity. This action can
also be established with a coset construction, as is shown in appendix A.1.
Mixing sector: We finally turn to terms that break both time diffs and local boosts.
Writing δe0¯µ = e
0¯
µ + nµ, where nµ is the unit vector perpendicular to the time slices (in
unitary gauge nµ = −δ0µ/
√
−g00), we have
SPL =
∫
d4x
√−g
[−β1
2
(
δe0¯µ
)2 − β2
2
δg00
(
∇µe0¯µ + 3H
)
+ . . .
]
, (2.7)
2One could alternatively have chosen to parametrize the boost breaking sector in terms of δe0¯µ = e
0¯
µ+nµ,
that starts linearly in the fluctuations. However this happens at the cost of introducing the vector nµ in
the boost-breaking action, which also breaks time-diffs, making the two symmetry breaking sectors less
transparent. Another option is to define a fluctuating derivative of the vierbein as
Dµν = ∇µe0¯ν +H
(
gµν + e
0¯
µe
0¯
ν
)
,
which vanishes on the background and is covariant under the full diffs (apart from the time dependence of
H). This would simplify a bit the power counting of the fluctuations and would allow us to eliminate the
contribution to the FRW tadpoles. However, we find that the parametrization in (2.6) is simple enough for
the purposes of this paper.
3See [14] for a study of the case where the time dependence of the EFTofI parameters is non-negligible.
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where, as discussed, the coefficients βi(t) can again depend on time. The term proportional
to Hubble in β2 was added for simplicity to remove the background ∇µnµ|0 = 3H.
Tadpole Terms: The coefficients of the terms that start at linear order in fluctuations
are the only ones that contribute to the background equations of motion; they can be fixed
by requiring that FRW be a solution to δ(SEH + SP + SL + SPL) = 0. This imposes
1
2
(
3Hf + f˙
)
−Λ = −M2Pl(3H2+H˙) ,
1
2
f˙+c = −M2PlH˙ with f = 3Hα2+Hα3 . (2.8)
We choose to keep α2, α3 unconstrained and solve (2.8) for Λ and c. Using α˙/α ∼ H, the
solution is then of the form
c = H2M2Pl
(
1 +O(α/M2Pl)
)
, Λ = H2M2Pl(3− )
(
1 +O(α/M2Pl)
)
. (2.9)
We will be interested in theories where the boost breaking sector becomes strongly coupled
much before the Planck scale: α  M2Pl. In such cases, the background solution (2.9)
reduces to that of the EFTofI [1].
2.2 Introducing the Nambu-Goldstone fields
Full, non-linearly realized invariance under the original gauge symmetries can be recovered
from the unitary gauge action with the Stu¨ckelberg trick. This is done by performing a local
broken transformation, promoting the transformation parameters to fields, and realizing
the broken symmetries nonlinearly on these fields. For time diffeomorphisms, this amounts
to applying the transformation
xµ → x′µ(x) = (t+ pi(x′), xi) , (2.10)
and postulating that pi transforms non-linearly
xµ → x′µ(x) = xµ + ξµ(x) , (2.11a)
pi(x)→ pi′(x′) = pi(x)− ξ0(x) . (2.11b)
To restore invariance under local boosts, we act on local Lorentz indices with an element
of the quotient SO(1, 3)/SO(3) which can be parametrized as
Λab(x) ≡
(
eη
iKi
)a
b , (2.12)
where Ki are the boost generators in the 4-vector representation. Invariance is recovered
if the ηi transform nonlinearly under a local Lorentz transformation g
eη(x)·K → eη′(x′)·K = h(g, η)eη(x)·Kg−1 , (2.13)
where h(g, η) is a Nambu-Goldstone dependent local rotation that ensures that the RHS is
still a boost 4. This implies in particular that Λ0¯ae
a
µ ≡ Qµ is a scalar under local Lorentz
(and a vector under diffs). Notice that, as typical for Goldstone bosons, the way the η and
4If g is a rotation then h(g, η) = g and the ηi transform linearly, under the spin 1 representation.
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pi fields transform is independent of the representation under which the order parameters
transform. This is yet another advantage of the EFT formalism 5.
Both of these transformations amount to replacing
t → t+ pi ,
g00 → gµν∂µ(t+ pi)∂ν(t+ pi) ≡ Q , (2.14)
e0¯µ → Λ0¯aeaµ ≡ Qµ = (δ0¯a + ηiδia +
1
2
η2δ0¯a +O(η3))eaµ ,
in the action, which gives
S = SEH + SP + SL + SPL , (2.15a)
SP =
∫
d4x
√−g
[
−cQ− Λ + M
4
2
2
(Q+ 1)2 + . . .
]
, (2.15b)
SL =
∫
d4x
√−g
[
−α1
4
(∂µQν − ∂νQµ)2 − α2
2
(∇µQµ)2 (2.15c)
−α3
2
(∇µQν)2 − α4
2
(Qν∇νQµ)2 + . . .
]
,
SPL =
∫
d4x
√−g
[
β1
(
Qµ∂µ(t+ pi)√−Q + 1
)
− β2
2
(Q+ 1) (∇µQµ + 3H) + . . .
]
, (2.15d)
where all the time dependent coefficients (c,Λ,M2, αi, βi) are evaluated at t+pi. The action
is now manifestly invariant under all diffs and local Lorentz, and contains four Stu¨ckelberg
fields on top of the metric: the time diff Nambu-Goldstone mode pi and the boost Nambu-
Goldstone modes ηi.
2.3 Action in the Decoupling Limit
Notice that the quadratic action (2.15) contains mixing terms between the Nambu-Goldstone
fields and the metric. Since some components of the metric are pure gauge modes or con-
strained variables, the dynamics resulting from the action is not completely transparent
yet. In this section, we determine the regime where gravitational fluctuations can be ig-
nored, and find the decoupled action for the Nambu-Goldstone modes. The result (2.19)
below will be the starting point for the study of stability and non-Gaussianities in the
following sections.
At second order in the perturbations, by rotational invariance the Nambu-Goldstone
fields can only couple to the spin 0 and spin 1 modes of the metric (to see this, integrate
spatial derivatives by parts until they all act on the metric). Of the 4 scalar modes of
the metric N, ∂iN
i, hii and ∂i∂jδhij (in ADM parametrization), two can be removed with
transformations t → t + ξ0 and xi → xi + ∂iξ, and the remaining two are constrained
variables. Similarly, the metric contains two spin 1 modes N⊥i and ∂ihij , one of which can
be removed with the transformation xi → xi + ξi, the other being a constrained variable.
5Notice that if we keep the metric dynamical, ηi’s are three scalar fields under diffs. However, when we
later focus on the decoupling limit and fix the background metric, the ηi will inherit the transformation
under rotation of the metric, and will transform as 3-vectors.
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The correct way to deal with the mixing with the non-dynamical components is to solve
their constraint equations, and then insert back into the action – this is done in Appendix B.
The result is a quadratic action directly for the spin 2 part of the metric and the Nambu-
Goldstone modes. One can then consistently choose to study the Nambu-Goldstone sector
on a fixed background without exciting metric fluctuations. The main result of Appendix
B is that there exists a decoupling regime, as in spontaneously broken gauge theories, in
which metric fluctuations can be ignored from the start. The first condition is that the
typicial energies be larger than the mixing energy
E  Emix ∼ 1/2H , (2.16)
as was found in the single field EFTofI [1, 16]. The additional condition when local boosts
are spontaneously broken is that the coefficients in the action satisfy
αM2Pl ,
√

√
α/MPl  βc2  min(1/
√
,MPl/
√
α) . (2.17)
The canonical mixing parameter βc2 ∼ β2/(
√
αHMPl) is defined precisely later in (3.13),
all that is needed here is to know that it is a dimensionless coefficient that characterizes ηpi
mixing. The first condition in (2.17) can be simply thought of as requiring that the strong
coupling scale in the boost breaking sector be lower than the Planck scale. The second one
forbids too strong mixing on one hand (although it still allows βc2  1), and on the other it
requires the original ηpi mixing to be at least as large as the one induced by gravity mixing
which is of order
√

√
α/MPl (this is so because for phenomenological reasons, we will be
interested in having a non-negligible mixing begtween pi and η, and so we ensure that the
leading mixing is not the one induced by gravity). In the slow-roll inflation limit none
of these conditions are restrictive, so for the rest of the analysis we will focus on regimes
where (2.16) and (2.17) are satisfied and leave the exploration of other regimes for future
work.
The action in the decoupling limit can easily be obtained from (2.15) by fixing the
metric to the FRW background eaµ = diag(1, a, a, a), i.e. with the replacement
Q→ −1− 2p˙i − p˙i2 + (∂ipi/a)2 (2.18a)
Qµ → δ0µ(1 + η2/2) + δiµ(aηi) +O(η3) , (2.18b)
and similarly for the higher derivative operators. Up to quadratic order in the Nambu-
– 8 –
Goldstone fields, this leads to the following action 6
SP =
∫
d4x a3
[ (
c+ 2M42
)
p˙i2 − c(∂ipi)
2
a2
+ . . .
]
, (2.19a)
SL = (2.19b)∫
d4x a3
[
α1 + α3 − α4
2
(
η˙2i − 2H2η2i
)− α1
4
(∂iηj − ∂jηi)2
a2
− α2
2
(∂iηi)
2
a2
− α3
2
(∂iηj)
2
a2
+ . . .
]
,
SPL =
∫
d4x a3
[
−β1
2
(
ηi − ∂ipi
a
)2
+ β2p˙i
∂iη
i
a
+ . . .
]
, (2.19c)
where we dropped subleading terms in the slow-roll expansion. Notice that SPL contains
a mass term for the boost Nambu-Goldstone mode η which does not vanish in the flat
space limit. It is indeed a generic feature of spontaneous breaking of spacetime symmetries
that some of the associated Nambu-Goldstone modes can be gapped [17]. Although ηi
transforms non-linearly under boosts, so does ∂ipi; this allows one to write a mass term
for η and to let the boosts be non-linearly implemented just by pi. Notice that, obviously,
this mass term does not exist if only boosts are broken as, without ηi’s, there would be no
other field available to non-linearly realize them.
2.4 Large η mass regime and EFTofI
We found in the previous sections that the boost Nambu-Goldstone bosons ηi have a mass
m2η = 2H
2 +
β1
α1 + α3 − α4 . (2.20)
If β1  H2α, then at energies of order Hubble or lower, η can be integrated out in the
action and one obtains an effective action for pi. Since we are not changing the background
in this process, we expect to recover the usual EFTofI with coefficients determined from
the initial action. In this section, we explain exactly how this happens and find these
coefficients.
6Because the combination δe0µ = δ
i
µ(ηi−∂ipi)+ . . . linearly realizes all symmetries, it is possible to define
η˜i = ηi − ∂ipi, which transform as a matter field, and use η˜i directly. The action (2.19), or more generally
(2.15), can indeed be alternatively constructed by adding a spin-1 field to the EFTofI with the constraint
nµAµ = 0. This can be implemented at the linear level with a Lagrangian of the form
L ∼ α1(∂[µAν])2 + α2(∂µAµ)2 + α3(∂µAν)2 + α4(∂0Aµ)2 +m2A2µ +M2(A0)2
+β1(∂µpi +Aµ)
2 + β2∂
0pi(∂µA
µ) ,
with M →∞.
It is in the sense of this peculiar limit of the parameter space of the Lagrangians where we couple the
Goldstone boson pi to an additional vector field that our construction in terms of Goldstone bosons of Boosts
should be understood. Indeed, it is interesting to compare this to the theory studied in Ref. [6], where they
take the opposite limit, M = 0, and furthermore take m ∼ H. There, the authors impose the constraint
∂µA
µ = 0, which makes the linear mixing between pi and η˜i ∼ Ai vanish. It would be interesting to study
the more general consistent theories with M 6= 0 and ∂µAµ 6= 0. We leave this to future work. We thank
Pietro Baratella and Paolo Creminelli for discussions about this point.
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From the unitary gauge action (2.15d) or the Stu¨ckelbergized one
SPL 3
∫
d4x a3
[−β1
2
(e0¯µ + nµ)
2
]
Stu¨−−−→
∫
d4x a3
[−β1
2
(ηi − ∂ipi/a+ . . .)2
]
, (2.21)
we can see that at energies E2  β1/α this term dominates the η kinetic term and we can
simply integrate out the boost mode with the following replacement in the action
e0¯µ → −nµ or ηi → ∂ipi/a+ . . . . (2.22)
Here the dots stand for higher order terms in pi and η. This expression might be recog-
nized as an “inverse-Higgs constraint” in the context of spontaneously broken spacetime
symmetries [7]. The various terms in the unitary action now become
α1 : (∂[νe
0¯
µ])
2 → (∂[νnµ])2 =
1
8
(g00)−2hµν∂µg00∂νg00 (2.23a)
α2 : (∇µe0¯µ)2 → (∇µnµ)2 = K2 (2.23b)
α3 : (∇µe0¯ν)2 → (∇µnν)2 = (Kµν)2 −
1
4
(g00)−2hµν∂µg00∂νg00 (2.23c)
α4 : (e
µ
0¯
∇µe0¯ν)2 → (nµ∇µnν)2 =
1
4
(g00)−2hµν∂µg00∂νg00 (2.23d)
β2 : δg
00∇µe0¯µ → δg00∇µnµ = δg00K (2.23e)
Notice that only four different terms are generated and are given by
δg00K, K2, (Kµν)
2, (g00)−2hµν∂µg00∂νg00 , (2.24)
this is exactly what one would expect from the single field EFTofI. Those operators generate
the EFTofI coefficients, M¯31 = β2, M¯
2
2 = α2, M¯
2
3 = α3 and M¯
2
4 = α1/4−α3 +α4 (here M¯24
is the coefficient of the last term in (2.24)) as well as modifying the coefficients of (δg00)n
(n ≥ 2).
3. Stability and Superluminality Constraints
In the previous section we introduced the generic effective action for our symmetry breaking
pattern. Our construction was based on the symmetry structure only and contains free
parameters (free functions of time to be precise), which should be further constrained by
physical requirements such as stability of the background.
In flat space, superluminalities in EFTs are known to obstruct Lorentz invariant UV
completions [18]. The situation is more subtle in curved space, where field redefinitions
called disformal transformations change propagation speeds. However ratios of speeds are
preserved under these transformations: one reasonable condition to impose is thus that all
fields propagate at most as fast as the metric tensor modes: cs ≤ cγ . As we will see, in the
decoupling limit we have cγ = 1, so this corresponds simply to imposing subluminality in
the naive sense.
In this section we take a closer look at the second order action and clarify physically
reasonable parameter regimes of the model (see also [12, 13]). Throughout this section we
use the action in the decoupling limit.
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3.1 Spin 1 and 2 sector
As a warmup, let us begin with the second order action for the spin 1 and 2 sector. The
dynamical degrees of freedom in our setup are the Nambu-Goldstone modes, pi and ηi,
for time diffs and local boosts, and the gravitational tensor mode, γij . ηi can be further
decomposed into a spin 1 component, η⊥i, and a spin 0 component, η‖i = ∂iσ˜ as
ηi = η⊥i + ∂iσ˜ with ∂iη⊥i = 0 . (3.1)
In momentum space, the second order action for the spin 1 mode, η⊥i, and the spin 2
mode, γij , is simply given by
S1 =
∫
dτ
∫
d3k
(2pi)3
a2
M¯2
2
[
η′⊥ikη
′
⊥i−k −
(
c2η⊥k
2 + a2m2η
)
η⊥ikη⊥i−k
]
, (3.2)
S2 =
∫
dτ
∫
d3k
(2pi)3
a2
M2Plc
−2
γ
8
[
γ′ij kγ
′
ij−k − c2γk2 γij kγij−k
]
. (3.3)
Here and in the rest of this section we use conformal time, τ , defined by dt = adτ . The
parameters, M¯ , cη⊥ , and mη are the normalization factor, the sound speed, and the effective
mass of the spin 1 mode:
M¯2 = α1 + α3 − α4 , c2η⊥ =
α1 + α3
α1 + α3 − α4 , m
2
η = 2H
2 +
β1
α1 + α3 − α4 . (3.4)
The sound speed cγ of the tensor mode can be read off the quadratic action (B.1) and is
given by
c2γ =
M2Pl
M2Pl − α3
. (3.5)
Notice that cγ ' 1 in the decoupling regime. Passing to the ηi’s, we first require that
the temporal and spatial kinetic terms have the correct sign. It guarantees absence of
ghosts and the stability at subhorizon scales. We also require that η⊥i has the positive
mass squared, which prohibits a tachyonic instability and guarantees the stability at the
superhorizon scale. These conditions can be stated as
M¯2 > 0 , c2η⊥ > 0 , m
2
η > 0 , (3.6)
and can be rephrased as
α1 + α3 − α4 > 0 , α1 + α3 > 0 , β1 > −2H2(α1 + α3 − α4) . (3.7)
We further impose subluminality, leading to the constraints
c2η⊥ ≤ 1 , ↔ α4 ≤ 0 , (3.8)
where we used the stability conditions (3.7).
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3.2 Spin 0 sector
We then perform a similar discussion for the scalar sector. The second order action for the
spin 0 modes is given by
S0 =
1
2
∫
dτ
∫
d3k
(2pi)3
a2
[
M4
(
pi′kpi
′
−k − c2pik2 pikpi−k
)
+ M¯2
(
σ′kσ
′
−k −
(
c2σk
2 + a2m2η
)
σkσ−k
)
+ 2β1ak pikσ−k − 2β2k pi′kσ−k
]
, (3.9)
where we introduced σk = kσ˜k. The parameters, M , cpi, and cσ, are defined by
M4 = 2c+ 4M42 , c
2
pi =
2c+ β1
2c+ 4M42
, c2σ =
α2 + α3
α1 + α3 − α4 . (3.10)
In contrast to the spin 1 and 2 sector, the scalar sector accommodates a kinetic mixing
between pi and σ. Such a mixing interaction makes the derivation of the spectrum rather
complicated. In the following we clarify the stability conditions at the sub and superhori-
zon scales, and the superluminality constraint taking into account the mixing interactions
appropriately.
Stability on subhorizon scales: We start by discussing stability on subhorizon scales.
Let us write the action as
S0 =
1
2
∫
dτ
∫
d3k
(2pi)3
a2
[ (
pi′ckpi
′
c−k − c2pik2 pickpic−k
)
+
(
σ′ckσ
′
c−k −
(
c2σk
2 + a2m2η
)
σckσc−k
)
+ 2Hβc1ak pickσc−k − 2βc2k pi′ckσc−k
]
, (3.11)
where the canonical fields pic and σc were defined as
pick = M
2pik , σck = M¯σk . (3.12)
and where we introduced dimensionless couplings, βc1 and β
c
2, as
βc1 =
β1
M2M¯H
and βc2 =
β2
M2M¯
. (3.13)
In the regime,
cpi
k
a
, cσ
k
a
 H , βc1H , mη , (3.14)
pic and σc behave like massless fields and only the β
c
2 mixing coupling becomes relevant:
S0 ' 1
2
∫
dτ
∫
d3k
(2pi)3
a2
[(
pi′ckpi
′
c−k − c2pik2 pickpic−k
)
+
(
σ′ckσ
′
c−k − c2σk2σckσc−k
)
− 2βc2k pi′ckσc−k
]
. (3.15)
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Since curvature effects are negligible, the mode function approximately takes the form∼ e±iωτ .
The on-shell condition can then be stated as
det
(
ω2 − c2pik2 iβc2 kω
−iβc2 kω ω2 − c2σk2
)
= 0 ↔ ω4−(c2pi + c2σ + (βc2)2) k2ω2 +c2pic2σk4 = 0 , (3.16)
whose solution is given by
ω2± = c
2
±k
2 with c2± =
c2pi + c
2
σ + (β
c
2)
2 ±√(c2pi − c2σ)2 + 2(βc2)2(c2pi + c2σ) + (βc2)4
2
.
(3.17)
Here it should be emphasized that the dispersion relation is linear for any parameter
choice.7 We immediately realize that one of the modes is superluminal for βc2 ≥ 1, so that
we focus on the regime βc2 . 1. Requiring the time-kinetic energy to be positive, implies
that
M4 > 0 , M¯2 > 0 . (3.18)
The positivity of the gradient energy then requires c2± > 0. More concretely, this can be
stated as
c2pic
2
σ > 0 , c
2
pi + c
2
σ + (β
c
2)
2 > 0 . (3.19)
Note that these conditions can be rephrased in the regime, βc2  |cpi|, |cσ|, as
c2pi > 0 , c
2
σ > 0 ↔ βc1 ≤
4M42
M2M¯H
, α2 + α3 > 0 , (3.20)
where we used the conditions (3.7).
It is useful to give the expressions for the dispersion relation for cpi = cσ = cs. First,
in the weak mixing regime, |βc2|  cs, the sound speed (3.17) is given by
c2± ' c2s
(
1± β
c
2
cs
)
, (3.21)
so that the superluminality constraint is given by
|βc2| ≤ cs(1− c2s) . (3.22)
Notice that for cs = 1, β
c
2 needs to vanish. However, for a small β
c
2 to be allowed, one needs
only a small departure of cs from unity. For generic cpi and cσ, and β
c
2  1, cpi and cσ can
be interpreted as the sound speed of pi and σ, respectively.
In the regime |βc2|  cs, the sound speed (3.17) takes the form,
c2+ ' (βc2)2 , c2− '
c4s
(βc2)
2
, (3.23)
so that, in order to avoid superluminality, βc2 can only approach unity from below.
7In Appendix C we illustrate dispersion relations in various inflation models with mixing interactions,
such as multi-field inflation and quasi-single field inflation, and compare them to our setup.
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Stability on superhorizon scales: On superhorizon scales, the gradient terms become
negligible and the mass terms become relevant. In order to avoid a slow, but still unpleas-
ant, tachyonic instability, the only additional requirement is that
m2η > 0 . (3.24)
4. Non-Gaussianities
In the following we will use these mixing terms to see whether non-Gaussianities in the
pi spectrum can be enhanced by the couplings to η. We consider the mixing action up to
cubic order in the Nambu-Goldstone modes (we will comment on the contribution from
the cubic action of the boost breaking sector SL later):
SPL =
∫
d4x a3
−β1
2
[(
ηi − ∂ipi
a
)2
+ 2p˙i
ηi∂ipi
a
− 2p˙i (∂ipi)
2
a2
]
−β2
2
[
−2p˙i ∂iη
i
a
+ (∂pi)2
∂iη
i
a
+ p˙i(3Hη2 + 2ηη˙)
]
,
(4.1)
which, in terms of canonical fields and canonical couplings, reads
SPL ⊃
∫
d4x a3βc1H
[
ηic(∂ipic/a)−
p˙icη
i
c(∂ipic/a)
M2
+
M¯
M4
pic
(∂ipic)
2
a2
]
+ a3βc2
[
p˙ic(∂iη
i
c/a)−
1
2
(∂pic)
2(∂iη
i
c/a)
M2
− 1
2
p˙ic(3Hη
2
c + 2ηcη˙c)
M¯
]
.
(4.2)
We emphasize that the terms purely in pi contained in SPL are possible to write only by
breaking boosts as well, not just time-diff. In order words, those operators are impossible
to write in the standard EFT of single field inflation. For example, in the standard EFT
the term in p˙i(∂ipi)
2 is always accompanied by p˙i2.
Tree-level Diagrams contributing to fNL : We now use the action (4.2) to estimate
the η induced 3-point function for pi at horizon crossing, when ζ = −Hpi + . . . becomes
constant (the (∂pi)3 vertex in SPL will be discussed at the end of this section). For sim-
plicity, from now on we will restrict to the limit βci  1, so that we will treat the mixing
perturbatively. This implies that the two-point function and the tilt take the standard
form as in slow roll inflation
〈ζ(~k1)ζ(~k2)〉 = (2pi)3δ(3)(~k1 + ~k2) H
4
(−4H˙)M2Pl
1
k3
, ns − 1 = 4 H˙
H2
− H¨
HH˙
, (4.3)
where all quantities are evaluated at horizon crossing. Notice furthermore that the cubic
and higher terms in (4.2) are further suppressed by powers of H2/M2 or H/M¯ , and can
also be treated perturbatively in the same limit 8.
8Indeed, this tells us that there is also a regime with βci  1 where they could still be treated perturba-
tively. We leave this to future work.
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From the mixing action (4.2), we see that both β1 and β2 contain a mixing term and
a pipiη interaction, and β2 contains an additional piηη vertex. We can therefore consider
three different tree-level diagrams that give contributions to 〈picpicpic〉. These contributions
translate into a result for fNL by noting that the curvature perturbations ζ is related to pi
by the relation that we now describe. The curvature perturbation at the time of reheating
is related to pi and ηi by the following functional form
ζ = −Hpi +O(pi2) +O((ηi − ∂ipi)2) , (4.4)
The terms in pi come from the relation between ζ and pi in single field inflation [16], while
the terms involving ηi originate from two types of contributions. The first is associated
with the mixing with gravity, while the second is associated with the possible effect of η
fluctuations at reheating (similarly to the description in the EFT of multifield inflation [2]).
Notice that since ηi decays outside the horizon, the contribution from these terms at the
time of reheating is dominated by modes that are crossing the horizon at the time of
reheating itself. Therefore, the contribution is very blue, and negligible at the scale of
interest 9. We can therefore simply concentrate on a relation between ζ and pi which takes
the simple form ζ = −Hpi, and use that at horizon crossing 〈ζ2〉 ∼ (H2/M4) 〈picpic〉 ∼
H4/M4 (in the last relation we assume that pic is approximately a mass eigenstate, which
is true at weak mixing, and use the de Sitter mode function). This implies that at leading
order in α/M2Pl  1 and  1
fNL ≡ 1〈ζ2〉2 〈ζζζ〉 ∼
M2
H5
〈picpicpic〉 , (4.5)
where, as usual, the time-dependent coefficients are evaluated at horizon crossing. The
first diagram one can construct is:
βci β
c
j/M
2 ⇒ 〈picpicpic〉 ∼ βci βcj
H5
M2
,
which gives
fNL ∼ βci βcj . 1 . (4.6)
Another possibility is to use the piηη vertex in the β2 term to construct:
βc2/M¯
βci
βcj
⇒ 〈picpicpic〉 ∼ βc2βci βcj
H4
M¯
,
which gives
fNL ∼ βci βcjβc2
M2
HM¯
. (4.7)
9Notice that this contribution enters at loop level, but the diagram is dominated by modes that are
crossing the horizon at the time of reheating, the contribution from higher wavenumbers being suppressed
by the vacuum prescription [19].
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Finally, one can use the η self interaction coming from SL, which will generically be of the
form αcη(∂η)2/M¯ (or with derivatives replaced by H), with αc ∼ 1:
βck α
c/M¯
βci
βcj
⇒ 〈picpicpic〉 ∼ βc2βci βcj
H4
M¯
,
which gives again
fNL ∼ βci βcjβck
M2
HM¯
. (4.8)
The first diagram does not produce large non-Gaussianities, but the others are not neces-
sarily suppressed in the perturbative regime. However, we have not taken into account the
stability conditions, which constrain βc1. Forbidding tachyons in the spin 1 sector (3.7) and
requiring positive speed of sound square in the spin 0 sector (3.20) leads to the condition
−2M¯H
M2
≤ βc1 ≤
4M42
M2M¯H
. (4.9)
Since M2 is already a known source of non-Gaussianities [1], we will focus here on the
case M2 = 0 where (4.9) gives |βc1| . M¯H/M2. This condition implies that the non-
Gaussianities from the last two diagrams are bounded by
fNL = (β
c
2)
3 M
2
M¯H
. (β
c
2)
3
βc1
. (4.10)
The only way large non-Gaussianities can be produced perturbatively in our setup is if βc1
is strongly suppressed with respect to βc2. In the following section we study the naturalness
of such a regime.
Note that the action (4.2) also contains a cubic interaction in pi, which could lead to
non-Gaussianities of the same shape as single field inflation. Their size is estimated by
fNL ∼ M¯H
M2
βc1 =
(βc2)
3βc1
f¯NL
, (4.11)
where in the second step we have used (4.10) and called fNL in (4.10) as f¯NL. This
contribution is small in the regime of interest f¯NL & 1.
4.1 Naturalness
In the previous section it was shown that non-Gaussianities (4.10) could be large in the
perturbative regime only if
βc1  (βc2)3  1 . (4.12)
Additionally, we should remember that the η fields have a mass equal to
m2η = H
2
(
2 +
M2
M¯H
βc1
)
. (4.13)
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We need to impose this mass to be always less than order H, as otherwise the η fields will
not play any role during inflation, as discussed in sec. 2.4. This implies that
βc1 .
M¯H
M2
. (4.14)
In this subsection we study if the regime of large fNL of (4.12), together with the mass
constraint from (4.14), is technically natural. β1 controls the correction to the conformal
part of the η mass; at tree level β2 does not generate such a mass, however the cubic
vertices
βc2H
M¯
p˙icη
2
c and
βc1H
M2
p˙iηi∂ipi (4.15)
generate an η mass at one-loop of the form
δ(m2η) ∼
(
βc2H
M¯
)2 ∫ Λ d4k
(2pi)4
k2
k4
∼
(
βc2H
M¯
)2
Λ2 , (4.16)
and
δ(m2η) ∼
(
βc1H
M2
)2 ∫ Λ d4k
(2pi)4
k4
k4
∼
(
βc1H
M2
)2
Λ4 , (4.17)
respectively, where Λ is the cutoff of the EFT. It is most natural to have the cutoff equal
to the strong coupling scale, which is the smallest scale suppressing the cubic operators,
i.e. Λ = min(M/
√
βc2, M¯). The regime is then natural if δ(m
2
η) is at most of order of the β1
contribution to the η mass β1/M¯
2:
δ(m2η) . β1/M¯2 ⇒ βc1 =
β1
M2M¯H
&
δ(m2η)M¯
2
M2M¯H
. (4.18)
This is compatible with βc1  (βc2)3 for both radiatively generated masses as long as
HΛ2
M¯M2
 βc2 and
HM¯Λ4
M6
(βc1)
2  (βc2)3 . (4.19)
We now look at both cases Λ = M¯ and Λ = M/
√
βc2 separately.
(1) Λ = M¯ < M/
√
βc2 regime: In this case we have
M¯ <
M√
βc2
∼ 10
2.5√
βc2
H , (4.20)
and the constraints from naturalness (4.19) and from the lightness of the η fields (4.14)
give, in the regime of interest,
105βc1H  M¯  105βc2H . (4.21)
With the condition (4.19) this constraint can always be satisfied by appropriate values
for M¯ .
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(2) Λ = M/
√
βc2 < M¯ regime: In this case we have
M¯ >
M√
βc2
∼ 10
2.5√
βc2
H , (4.22)
and the constraints from naturalness (4.19) and from the lightness of the η fields (4.14)
give
1
(βc2)
2
H  M¯  105H (β
c
2)
5
(βc1)
2
. (4.23)
Now recall that fNL . (βc2)3/βc1 in (4.10). The smallest window for M¯ is obtained by
saturating this bound. Even in this case, we see that there is an appreciable window for
M¯ as long as
βc2  10−5f−2NL . (4.24)
In summary, we find that there exists a parametric window when the conditions in (4.12)
are technically natural.
4.2 Shape of bispectrum
We now would like to illustrate generic features of the bispectrum in the parameter region
|βc1| .
∣∣(βc2)3∣∣ . 1, under which the mixing interactions can be treated as perturbations
and the nonlinearity parameter, fNL, could be large enough to be observed. As given in
Eq. (3.4), the mass of the boost Nambu-Goldstone field, mη, is modified by the β1 coupling
as
m2η = H
2
(
2 +
M2
M¯H
βc1
)
. (4.25)
In all the regime of interests given by (4.21) and (4.23) (and with a bare value of βc1 smaller
or equal the radiatively generated one 10), this mass is always equal to
√
2H, apart for the
small region of the parameter space where M¯ ' 105βc1H in case (1) above. We therefore can
safely focus on studying the case when mη '
√
2H. This is a very fortunate circumstance
for the explicit computations we are going to do next, as this value of the mass of η is equal
to the conformal mass, a fact that greatly simplifies our analytic expressions.
Hamiltonian in the interaction picture As we discussed in Sec. 4, the dominant
contributions to the bispectrum are from the two diagrams (4.7) and (4.8). Since the
latter depends on details of the boost breaking sector, SL, for simplicity we focus on the
former which is expected to give similar results and is simpler to compute. The quadratic
Hamiltonian for the canonically normalized fields, pick and σck, can be obtained from the
spin 0 action (3.9). Let us choose the free theory part of the Hamiltonian as
H
(2)
free =
a2
2
∫
d3k
(2pi)3
[(
pi′ckpi
′
c−k + c
2
pik
2 pickpic−k
)
+
(
σ′ckσ
′
c−k + (c
2
σk
2 + a2m2η)σckσc−k
)]
,
(4.26)
10It is worth repeating that there is not much room to make the contribution due to β1 very large, as
otherwise we can integrate the ηi’s to start with.
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where we introduced the Hamiltonian as a conjugate to conformal time, τ (11). Also, as
anticipated, we treat the mixings of pi and σ as interactions.
Canonical quantization then gives
pick = ukak + u
∗
ka
†
−k , σck = vkbk + v
∗
kb
†
−k , (4.27)
whose Bunch-Davies mode functions, in the de Sitter approximation, are given by
uk =
H√
2c3pik
3
(1 + icpikτ)e
−icpikτ , vk =
H√
2c3σk
3
cσkτe
−icσkτ , (4.28)
and the commutation relations,
[ak, a
†
k′ ] = (2pi)
3δ(3)(k− k′) , [bk, b†k′ ] = (2pi)3δ(3)(k− k′) . (4.29)
The interaction Hamiltonian relevant to our computation is
H
(2)
mix = a
2
∫
d3k
(2pi)3
βc2 k pi
′
ckσc−k , (4.30)
H
(3)
mix = a
2
∏
i
∫
d3ki
(2pi)3
(2pi)3δ(3)
(∑
i
ki
)
× β
c
2
4M¯
k22 + k
2
3 − k21
k2k3
pi′ck1
(
3aHσck2σck3 + σ
′
ck2σck3 + σck2σ
′
ck3
)
, (4.31)
where we used the relation, k2 · k3 = 12(k21 − k22 − k23), for k1 + k2 + k3 = 0.
Three point functions The late time three point correlation functions of pic can now
be obtained in the in-in formalism from the usual master formula [20]
〈QH(τ)〉 =
〈
0
∣∣∣ (T¯ ei ∫ τ−∞+ Hint(τ ′)dτ ′)QI(τ)(Te−i ∫ τ−∞− Hint(τ ′)dτ ′) ∣∣∣ 0〉 (4.32)
with Q = pick1pick2pick3 and τ = 0. For our purposes the exponentials must be ex-
panded up to the third order. Wick contracting the interaction picture fields, we have
〈pick1pick2pick3〉′ =
H3√
8c9pik
3
1k
3
2k
3
3
2Re
[
− i β
c
2
4M¯
k22 + k
2
3 − k21
k2k3
∫ 0
−∞
dτ a2
× u′∗k1
(
3aHF2(τ)F3(τ) + F˜2(τ)F3(τ) + F2(τ)F˜3(τ)
)]
+ 2 permutations , (4.33)
11Notice that for M2 = 0, cpi ' 1 in the regime of interest. However, one could in principle make
M2 6= 0 and therefore cpi  1, at the cost of introducing an independent source of non-Gaussianities with
fNL ∼ 1/c2pi  1. In this case, the signals from the boost sector will become probably subleading, but still
potentially detectable.
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where 〈pick1pick2pick3〉 = (2pi)3δ(3)
(∑
i ki
)
〈pick1pick2pick3〉′. Fi(τ) and F˜i(τ) are defined by
Fi(τ) = −iv∗ki(τ)
∫ 0
τ
dτ ′ a2βc2 ku
′∗
ki
vki(τ
′)− ivki(τ)
∫ τ
−∞
dτ ′ a2βc2 ku
′∗
ki
v∗ki(τ
′)
+ iv∗ki(τ)
∫ ∞
−∞
dτ ′ a2βc2 ku
′
ki
vki(τ
′) , (4.34)
F˜i(τ) = −iv′∗ki(τ)
∫ ∞
τ
dτ ′ a2βc2 ku
′∗
ki
vki(τ
′)− iv˙ki(τ)
∫ τ
−∞
dτ ′ a2βc2 ku
′∗
ki
v∗ki(τ
′)
+ iv′∗ki(τ)
∫ ∞
−∞
dτ ′ a2βc2 ku
′
ki
vki(τ
′) . (4.35)
More explicitly,
Fi(τ) =
βc2
2
√
cpi
cσ
[
v∗ki(τ)
(
ei(cpi−cσ)kiτ − 1
cpi − cσ −
1
cpi + cσ
)
− vki(τ)
ei(cpi+cσ)kiτ
cpi + cσ
]
, (4.36)
F˜i(τ) =
βc2
2
√
cpi
cσ
[
v′∗ki(τ)
(
ei(cpi−cσ)kiτ − 1
cpi − cσ −
1
cpi + cσ
)
− v′ki(τ)
ei(cpi+cσ)kiτ
cpi + cσ
]
. (4.37)
The three point function is now reduced to the form,
〈pick1pick2pick3〉′ =
H3
k21k
2
2k
2
3
K3
k1k2k3
1
64c4pic
3
σ
(βc2)
3 H
M¯
κ21
(
κ22 + κ
2
3 − κ21
)
× Im
[∫ ∞
0
dx e−icpiκ1x
(
3f2(x)f3(x) + f˜2(x)f3(x) + f2(t)f˜3(x)
)]
+ 2 permutations , (4.38)
where we introduced x = −(k1 + k2 + k3)τ and κi = kik1+k2+k3 . The functions fi and f˜i are
of the form
fi(x) =
√
cpicσ
[
e−icpiκix + e−icσκix
cpi + cσ
− e
−icpiκix − e−icσκix
cpi − cσ
]
, (4.39)
f˜i(x) =
√
cpicσ
[
− 1
cpi + cσ
(
(1 + icσκix)e
−icpiκix + (1− icσκix)e−icσκix
)
+
1− icσκix
cpi − cσ
(
e−icpiκix − e−icσκix)] . (4.40)
Note that for cpi = cσ we have
fi(x) = (1 + icpiκix)e
−icpiκix , f˜i(x) = −
(
1 + icpiκix+ c
2
piκ
2
ix
2
)
e−icpiκix . (4.41)
Shape function We then evaluate the shape function,
S(k1, k2, k3) =
k21k
2
2k
2
3
(2pi)4P2ζ
〈ζk1ζk2ζk3〉′ with Pζ =
k3
2pi2
〈ζkζ−k〉′ . (4.42)
Using the linear order relation ζ = −Hpi, we have
〈ζk1ζk2ζk3〉′ = −
H3
M6
〈pick1pick2pick3〉′ , (4.43)
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Figure 1: The shape function S(k1, k2, k3) for r = cσ/cpi = 0.1, 1, 10. The plot is normalized
such that S(k, k, k) = 1. We notice that the peak is at the equilateral configuration and the slope
becomes flatter as r gets smaller.
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Figure 2: The cosine parameter, C(S, Sequil.), vs r = cσ/cpi.
and then
S(k1, k2, k3) = − M
2
M¯H
(βc2)
3 c
2
pi
64c3σ
κ21
(
κ22 + κ
2
3 − κ21
)
κ1κ2κ3
× Im
[∫ ∞
0
dx e−icpiκ1x
(
3f2(x)f3(x) + f˜2(x)f3(x) + f2(x)f˜3(x)
)]
+ 2 permutations (4.44)
at the leading order in βc2. The remaining integral can be computed analytically, and its
expression is given in Appendix D.
Cosine parameter As depicted in Fig. 1, the shape function has a peak at the equilateral
configuration 12. Also the slope becomes flatter as the ratio, r = cσ/cpi, of sound speeds
gets smaller. To characterize how the shape function is similar to the equilateral form,
let us compute the cosine parameter [21] for the shape function (4.44) and the equilateral
12For observational purposes, we expect that cpi ' 1, and so cσ . cpi. However, in the figures, for
explanatory purposes, we also plot the regime cσ & cpi.
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shape [22] function,
Sequil.(k1, k2, k3) =
(
k1
k2
+ 5 permutations
)
−
(
k31
k1k2k3
+ 2 permutations
)
− 2 . (4.45)
For two shape functions, S1(k1, k2, k3) and S2(k1, k2, k3), we introduce the inner product as
S1 · S2 =
∫ 1
0
dx
∫ 1
1−x
dy S1(1, x, y)S2(1, x, y) . (4.46)
The cosine parameter, C(S1, S2), is then defined by
C(S1, S2) = S1 · S2
(S1 · S1)1/2(S2 · S2)1/2
, (4.47)
where note that C(S, S) = 1. In Fig. 2, we plot the cosine parameter, C(S, Sequil.), for our
shape function (4.44) and the equilateral template (4.46). As was suggested by Fig. 1, the
cosine parameter decreases as the ratio, r = cσ/cpi, of sound speeds gets smaller. Note that
the cosine parameter approaches to 0.945 and 0.987 in the limits cpi  cσ and cpi . cσ,
respectively. Asymptotic behaviors of the full bispectrum are also given in Appendix D.
Nonlinearity parameter fNL The fNL parameter can be computed as
fNL =
10
9
S(k, k, k) =
5
216
36 + 198r + 281r2 + 140r3 + 20r4
c2pir
2(1 + r)2(2 + r)2(1 + 2r)2
M2
M¯H
(βc2)
3 with r =
cσ
cpi
.
(4.48)
If we use M4 = 2M2PlH
2, which is valid for M2 = 0 in the decoupling regime, we can
rewrite it as
fNL =
5
√
2
216
36 + 198r + 281r2 + 140r3 + 20r4
c2pir
2(1 + r)2(2 + r)2(1 + 2r)2
1/2MPl
M¯
(βc2)
3 , (4.49)
which scales as anticipated in (4.10). In particular, in the parametric regime highlighted in
Sec. 4.1, fNL can be parametrically larger than one, up to order (β
c
2)
3/βc1. The numerical
prefactor is ' 0.07 for r → 1, or ' 64/r2 for r  1, which highlights the common
enhancement of non-Gaussianities for small speed of sounds.
Squeezed limit Finally, the squeezed limit of the shape function is given by
lim
k1k2
S(k1, k2, k2) =
4c5pi + 20c
4
pics + 25c
3
pic
2
s + 7c
2
pic
3
s
32c3σ(cpi + cσ)
4
M2
M¯H
(βc2)
3k1
k2
, (4.50)
which can also be expressed in terms of the three point function as
lim
k1k2
〈ζ~k1ζ~k2ζ~k3〉
′ ∝ 〈ζ2~k1〉
′〈ζ2~k2〉
′
(
k1
k2
)2
. (4.51)
Here it should be emphasized that this scaling behavior is different from the original quasi-
single field model [3] with the conformal mass m =
√
2H, where we have
lim
k1k2
〈ζ~k1ζ~k2ζ~k3〉
′ ∝ 〈ζ2~k1〉
′〈ζ2~k2〉
′
(
k1
k2
)
. (4.52)
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As studied in [4], the scaling behavior depends on the form of cubic interactions in general.
We can also reproduce the same scaling behavior by following the same argument there.
Although the signal is very small in our squeezed limit in (4.51), comparable to the
one obtained in models with only one degree of freedom, such as in the case of the so-called
equilateral [22] and orthogonal [23] shapes, it nevertheless could show up in large scale
structures surveys as a bias term with a peculiar functional form (see for example [24]).
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Appendices
A. Pure boost
It is interesting to note that even if time diffs are unbroken, the boost sector alone S =
SEH+SL can source FRW. Indeed the background equations of motion (2.8) have a solution
for c = 0 given by 13
3α2 + α3 = −2M2Pl , Λ = 0 . (A.1)
The fluctuations around FRW are now somewhat exotic because of the absence of the
Nambu-Goldstone mode pi for time diffs. The fact that α ∼ M2Pl also has interesting
consequences: it suggests that the η strong coupling scale is of the order MPl. In addition,
mixing with gravity, which is of order α/M2Pl, is not suppressed, so there is no decoupling
limit and the constrained variables should be carefully integrated out. Notice also that this
spacetime solution is highly tuned: as soon as we violate (A.1), the background solution
becomes Minkowski spacetime (or de Sitter by making Λ 6= 0).
In section A.1 we show how the boost sector can be equivalently obtained from a coset
construction. In section A.2 we solve the constraint equations, and show that the scalar
component η
‖
i = ∂iσ is generically frozen. Surprisingly, the propagating degrees of freedom
are therefore the graviton and a spin 1 mode η⊥i .
A.1 Coset Construction for Boost Sector
In this section we construct the boost sector S = SEH+SL using the coset construction [26,
27] for non-linear realizations of spacetime symmetries [28, 29] in curved space [30]. A nice
review of coset techniques can be found in [31]. This is the curved space extension of
13This is related to the observation that for an FRW background, the stress tensor of the boost-breaking
sector is proportional to the Einstein tensor T ηµν ∝ Gµν [25]. In equation (A.1) we are tuning the α’s such
that they are equal.
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“framids”, which were recently discussed in a condensed matter setting in [15]. The η
field arises as the Nambu-Goldstone modes associated with broken boosts in the symmetry
breaking pattern
Pa, Ji, Ki → Pa, Ji . (A.2)
The coset space can be parametrized with the representative Ω = ex
aPaeη
iKi . The Maurer-
Cartan form in curved space is then given by
Ω−1(d+ e˜aPa +
1
2
ωabJab)Ω = e
−ηK(d+ eaPa +
1
2
ωabJab)e
ηK
= eaΛa
bPb +
1
2
[ΛT (d+ ω)Λ]abJab
(A.3)
where Λab(η) = (e
ηiKi)ab is a boost in the 4-vector representation, and e˜
a = ea−dxa−ωabxb
(ea is the physical vierbein, related to the metric by gµν = e
a
µe
b
νηab). In this formalism,
invariant Lagrangians are built from the coefficients of the generators in the Maurer-Cartan
form. The coefficient of Pµ (the “coset vielbein”) and that of J0i (coset covariant derivative
of η) can be read off from (A.3)
Eb = dxµEbµ = dx
µeaµΛa
b , Daηi = EµaΛbi(ηbc∂µ + ωbcµ )Λ0c . (A.4)
The most general action is then given by
S =
∫
d4x|detE| L(Daηi, . . .) (A.5)
where L is a function of the coset building blocks that is invariant under the unbroken
group – here rotations – and the dots denote higher derivative terms. Notice that |detE| =
| det e| = √−g. Up to quadratic order the terms allowed in L are
Diηi , (Diηj −Djηi)2 , (Diηi)2 , (Daηj)2 , (D0ηi)2 . (A.6)
The first one gives a total derivative:
Diηi = eµaΛaiΛbi(ηbc∂µ + ωbcµ )Λ0c
= eµa∂µΛ
0a + eµaω
ab
µ Λb
0
= eµa∂µΛ
0a + Λa0∇µeµa = ∇µQµ ,
(A.7)
where in the last line we expressed the torsion free spin-connection in terms of the vielbein
ωµ, ab = ea
ν∇µebν , and Qµ is defined as in the main text (2.14) as Qµ = Λ0aeaµ. Similar
calculations show that the others give rise to the four αi terms in (2.15):
(D[iηj])2 = (∇[µQν])2 +
1
2
(Qµ∇µQν)2 , (A.8a)
(Diηi)2 = (∇µQµ)2 , (A.8b)
(Daηj)2 = (∇µQν)2 , (A.8c)
(D0ηi)2 = (Qµ∇µQν)2 . (A.8d)
The coset construction exactly reproduces the gauge invariant action with Stu¨ckelberg
fields (2.15):
SL =
∫
d4x|detE|
[
−α1(D[iηj])2 −
α2
2
(Diηi)2 − α3
2
(Daηj)2 − α4 − α1
2
(D0ηi)2
]
. (A.9)
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A.2 Degrees of Freedom in pure boost
The action S = SEH +SL contains constrained ADM variables δN and Ni (see appendix B
for details). In this section we solve the constraint equations arising from the second order
action (B.1), with LP = LPL = 0, to establish an action containing only the propagating
degrees of freedom η and γ. The solution to the constraint equations are
δN = aσ˙ + aHσ
[
1− 3α2 + α3
α1 − α4 + α3
]
, (A.10a)
Ni = −a∂iσ + α3
M2Pl − α3
aη⊥i . (A.10b)
where ηi = η
⊥
i + ∂iσ. Returning to the action, this gives
S(2) =
∫
d4x a3
[
M2Pl − α3
8
γ˙ij γ˙ij − M
2
Pl
8
(∂kγij)
2/a2
]
+
∫
d4x a3
[
α1 + α3 − α4
2
(η˙2⊥i − 2Hη2⊥i)−
1
2
(
α1 − α
2
3
3(α2 + α3)
)
(∂iη⊥j)2/a2 +
3
2
α2H˙(η⊥i)2
]
+
∫
d4x a3M2PlH
2µ(αi/M
2
Pl) (η
‖
i )
2 ,
where µ is a function of αi/M
2
Pl with order one coefficients, so that µ itself is order one.
As usual the α’s will have to satisfy inequalities for stability. The most surprising feature
of (A.2) is that η
‖
i does not have a kinetic term, but it does have a mass term in general.
As a consequence, the spin 0 mode is frozen, and the only propagating degrees of freedom
are the graviton and the spin 1 mode η⊥i . Interestingly, there are some special values of αi
such that µ = 0 and therefore the η
‖
i mass term vanishes. In such a case the cubic action
is crucial in determining the dynamics; we leave this issue for future work.
Although this setup has stable fluctuations around FRW, it will not give an inflationary
model compatible with current observations. Indeed, the only scalar operators in this model
are composite operators such as η2i ; therefore in order to have a reasonable inflationary
model with scale invariant and quasi Gaussian spectrum, one needs to add a scalar field
by hand to the picture, making this a multifield model. We leave the study of this model
to future work.
B. Unmixing Goldstones and Gravity
The goal of this section is to show that the action for boost breaking inflation (2.15),
which contains mixing between the Nambu-Goldstone modes and the metric, reduces to
the decoupling limit action (2.19) at energies E  1/2H as long as the conditions (2.17)
are satisfied. Since the Nambu-Goldstone modes are spin 0 and 1, they only mix with
the constrained components of the metric, so the action can be unmixed by solving the
constraint equations. It is most convenient to study constraints using ADM variables,
which we introduce at the level of the vierbein (see e.g. [32])
eaµ =
(
N N iemi
0 emi
)
⇒ gµν =
(
−N2 +N iNi Ni
Ni hij
)
or gµν =
(
−1/N2 N i/N2
N i/N2 hij −N iN j/N2
)
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where hij = δmne
m
i e
n
j and Ni = hijN
j . Here i, j... = 1, 2, 3 denote spatial diff indices
and m,n, ... = 1, 2, 3 denote spatial local Lorentz indices. Local Lorentz invariance was
partially fixed in order to obtain e0µ = δ
0
µN (this is allowed as e
0
i is not a constrained
variable). It is also useful to define the extrinsic curvature of equal time slices: Kij =
1
2N (h˙ij −∇iNj −∇jNi). In terms of these variables we have for example
√−g = N
√
h ,
R = R(3) −K2 +KijKj i + total derivative ,
gµν∂µ(t+ pi)∂ν(t+ pi) = − 1
N2
(1 + p˙i −N i∂ipi)2 + hij∂ipi∂jpi .
The other terms that appear in the action (2.15) can be worked out similarly. The full
quadratic action in terms of ADM variables and Nambu-Goldstone fields is
S =
∫
d4x
√
h(LEH + LP + LL + LPL) (B.1a)
LEH = 1
2
M2Pl(NR
(3) −NK2 +NKijKj i) (B.1b)
LP = −NΛ + c
N
(1 + p˙i −N i∂ipi)2 − c (∂ipi/a)2 + 2M42 (δN − p˙i)2 (B.1c)
LL = α1
2
[
(η˙i +Hηi − ∂iN/a)2 − 1
2
(∂iηj − ∂jηi)2/a2
]
− α2
2
[
(∂iηi/a+ 3H˙pi − δK)2
]
+
α3
2
[
−NKijKj i + (∂iN/a− η˙i)2 − 2H2η2 − (∂iηj/a)2 + 2a δ(NKij)∂iηj
]
− α˙3
2
H
ηi∂ipi
a
− α4
2
[η˙i +Hηi − ∂iN/a]2 (B.1d)
LPL = −β1
2
(
ηi − ∂ipi
a
)2
+ β2(p˙i − δN)
(
∂iηi
a
− δK + 3H˙pi
)
(B.1e)
where all time-dependent coefficients (c, Λ, M2, αi, βi) are evaluated at t + pi, and a few
terms that are subleading in the limit (2.17) and in the slow roll expansion were dropped.
We now have to solve the constraint equations δS/δN = 0, δS/δNi = 0 in terms of the
Nambu-Goldstone fields, and plug the solutions back into the action. The spin 1 part N⊥i
can be found fairly easily by solving the transverse equation (δS/δNi)⊥. The solution is
N⊥i =
α3
M2Pl − α3
aη⊥i ∼
α3
M2Pl
aη⊥i . (B.2)
The spin 0 constrained variables δN and ∂iNi are more complicated to extract, because
they mix with both pi and ∂iηi. The full calculation is straightforward but tedious, and
not particularly enlightening. However the general results can be understood quite easily.
The two scalar constraint equations δS/δN and (δS/δNi)‖ are of the form
HM2Pl(HδN + ∂iNi) = HM
2
Pl
(
H2pi +Hp˙i
)
+ α
(
∂iη˙i +H∂iηi +H
3pi
)
+ β2(∂iηi +Hp˙i +H
2pi) ,
(B.3)
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where every term in the sums on both sides of the equation should be understood with
order 1 coefficients. The solution is thus of the form (to linear order in fields, and for
∂t . H)
{HδN, ∂iNi} = H2O(pi) +O
(
α
M2Pl
∂iηi
)
+O
(
β2
HM2Pl
∂iηi
)
+HO
(
β2
HM2Pl
p˙i
)
, (B.4)
which agrees with the result of [16] when α, β2 = 0. Plugging this back into the action
gives
L ∼ c
[
(∂µpi)
2 +
{
+ (βc2)
2 α
2
M4Pl
}
H2pi2
]
+ α
[
(∂µηi)
2 − 2H2η2i +
{
α∂2
M2Pl
+ (βc2)
2H2
}
η2i
]
+ β2
[
p˙i∂η + pi
1
M2Pl
{
(c+Hβ2)(
α
β
∂ + 1)
}
η
]
where the terms in curly brackets are corrections due to mixing. Requiring these corrections
to be small at energies of order H leads to the constraints (2.17).
C. Dispersion Relations for General Mixings
In this Appendix we illustrate dispersion relations of scalar modes in several inflationary
models with mixing interactions. As a toy model, let us consider the following quadratic
action of two scalar fields:
S =
∫
dωd3k
(2pi)4
[
Kpi(ω, k)
2
piω,kpi−ω,−k +
Kσ(ω, k)
2
σω,kσ−ω,−k + β(ω, k)piω,kσ−ω,−k
]
, (C.1)
where Kpi and Kσ are kinetic operators for pi and σ, respectively, and β is their mixing. ω
and k are the temporal frequency and spatial momentum, respectively. We here neglected
time-dependence of kinetic operators and mixing interactions. Such a simplification can
generically be justified as long as we consider modes inside the horizon. The on-shell
condition of this model can then be stated as
det
(
Kpi(ω, k) β
∗(ω, k)
β(ω, k) Kσ(ω, k)
)
= 0 ↔ KpiKσ − |β|2 = 0 . (C.2)
In the following let us assume that pi is massless, and pi and σ have the same sound speed,
Kpi = ω
2 − c2sk2 , Kσ = ω2 − c2sk2 −m2σ , (C.3)
and illustrate dispersion relations for several types of mixing interactions. Note that the
qualitative features below do not change even when pi and σ have different sound speeds.
1. Multifield inflation type.
Let us first consider the multifield inflation type mixing. In multifield inflation [2] the
σ field enjoys the shift symmetry, σ → σ + constant, so that it is massless, mσ = 0,
and the mixing interactions are generically of the form, p˙iσ˙. Since the corresponding
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β is quadratic in ω and k, the dispersion relation is always linear and the mixing
interaction just modifies the propagation speeds. For example, when β = βmulti ω
2
with a real constant βmulti, the on-shell condition is given by
(
1− β2multi
)
ω4 − 2c2sk2ω2 + c4sk4 = 0 ↔ ω2 =
c2s
1± βmultik
2 . (C.4)
2. Quasi-single field inflation type.
We next consider the quasi-single field inflation type model. In quasi-single field
inflation [3] there is no shift symmetry of σ, so that it is massive, mσ 6= 0, and there
exists mixing interaction of the form p˙iσ. For the mixing, β = iβquasi ω, with a real
constant βquasi, the on-shell condition can be stated as
ω4 − (β2quasi +m2σ + 2c2sk2)ω2 + c2sk2(m2σ + c2sk2) = 0
↔ ω2 =
β2quasi +m
2
σ + 2c
2
sk
2 ±
√(
β2quasi +m
2
σ
)2
+ 4β2quasic
2
sk
2
2
, (C.5)
which contains one gapless mode and one gapped mode. In particular, the gap-
less mode has a quadratic dispersion and the gapped mode is quite heavy for the
wavenumbers such that βquasi  csk  mσ [33]:
ω2 ' c
4
sk
4
β2quasi
, β2quasi + 2c
2
sk
2 . (C.6)
3. Mixing with boost breaking Goldstone boson.
Finally, let us discuss the case where the Goldstone boson of boost breaking are
present in the theory. Now the massive scalar σ is identified with the longitudinal
mode of the boost Nambu-Goldstone mode ηi. Because of the spin index of ηi, this
model can accommodate mixings of the form ηi∂ipi and ηi∂ip˙i, which are linear in the
spatial derivative, without spoiling the shift symmetry of pi.
Let us first consider the effect of the first type mixing, ηi∂ipi. Since the corresponding
β is given by β = βboost1k with a real constant βboost1, the on-shell condition is
ω4 − (m2σ + 2c2sk2)ω2 + k2 (c2sm2σ + c4sk2 − β2boost1) = 0
↔ ω2 =
m2σ + 2c
2
sk
2 ±
√
m4σ + 4β
2
boost1k
2
2
. (C.7)
An important point is that there appears an exponentially growing mode, i.e., the
mode with an imaginary ω, when k2
(
β2boost1 − c2sm2σ − c4sk2
)
> 0. Therefore, the
strong mixing regime can generically be unstable. Note that, however, the on-shell
condition for the long mode, k = 0, is given by ω2 = 0,m2σ, so that it does not
experience an exponential growth. Essentially because of that, the stability condition
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at the superhorizon limit k/a = 0 does not give any constraint on the size of the first
type of mixing interaction, as we discussed in Sec. 3.2.
We next consider the second type of mixing interaction, ηi∂ip˙i. The corresponding β
is given by β = iβboost2 ωk with a real constant βboost2. The on-shell condition can
then be obtained by the replacement βquasi → βboost2 k in Eqs. (C.5) and (C.6). In
particular, in the strong mixing regime, and for wavenumbers such that βboost2 k 
csk  mσ, we have
ω2 ' c
4
s
β2boost2
k2 , β2boost2k
2 . (C.8)
In contrast to the quasi-single field inflation case, we have two modes with a linear
dispersion. As we explained in Sec. 3.2, one mode propagates with a very small sound
speed, where as the other is quite superluminal, and we do not explore this exotic
possibility.
D. Concrete Form of Shape Functions
In this Appendix we summarize details of the bispectrum. Performing the integrals in (4.44),
we obtain the shape function of the form,
S(k1, k2, k3) =
M2
M¯H
(βc2)
3
[
I(k1, k2, k3) + I(k2, k3, k1) + I(k3, k1, k2)
]
, (D.1)
where I(k1, k2, k3) is given by
I(k1, k2, k3) =
1
16c2pir
2(1− r)2(1 + r)2
κ1
(−κ21 + κ22 + κ23)
κ2κ3
×
[
(2− κ1)r2 + 2
κ1 + rκ2 + rκ3
− 2r (1 + κ1 + rκ2 + rκ3)
(κ1 + rκ2 + κ3)(κ1 + κ2 + rκ3)
+
rκ1
(κ1 + rκ2 + κ3)2
+
rκ1
(κ1 + κ2 + rκ3)2
− κ1
(κ1 + rκ2 + rκ3)2
]
. (D.2)
Here κi = ki/(k1 + k2 + k3) and r = cσ/cpi. It is useful to introduce concrete expressions of
the shape function itself for typical values of r. First, when pi and σ have the same sound
speed (r = 1),
S(k1, k2, k3) =
M2
M¯H
(βc2)
3
64c2pi
(
4− 4
∑
i
κ2i − 4
∑
i 6=j
κiκ
2
j
+
−∑i κ2i +∑i 6=j κiκ2j + 4∑i<j κ2iκ2j
κ1κ2κ3
)
. (D.3)
Next, when cσ  cpi (r  1), we have
S(k1, k2, k3) =
M2
M¯H
(βc2)
3
16c2σ
∑
i 6=j κiκ
2
j −
∑
i κ
3
i
κ1κ2κ3
. (D.4)
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