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We provide an experimentally measurable local gauge U(1) invariant Fubini-Study (FS) metric for mixed
states. Like the FS metric for pure states, it also captures only the quantum part of the uncertainty in the evolution
Hamiltonian. We show that this satisfies the quantum Cramer-Rao bound and thus arrive at a more general and
measurable bound. Upon imposing the monotonicity condition, it reduces to the square-root derivative quantum
Fisher Information. We show that on the Fisher information metric space dynamical phase is zero. A relation
between square root derivative and logarithmic derivative is formulated such that both give the same Fisher
information. We generalize the Fubini-Study metric for mixed states further and arrive at a set of Fubini-Study
metric—called α metric. This newly defined α metric also satisfies the Cramer-Rao bound. Again by imposing
the monotonicity condition on this metric, we derive the monotone αmetric. It reduces to the Fisher information
metric for α = 1.
I. INTRODUCTION
With the advent of quantum information theory and the pre-
cision measurement techniques various experiments are being
set up to explore the mysteries of nature. There are theories
like general relativity and quantum mechanics which fit well
with all the experimental results and predict a number of phys-
ical phenomena in their respective regimes. But the two the-
ories do not fit well with each-other in the interfacing regime
where the energy and length scales are of the Planck order.
Recently developed quantum information theoretic tools, par-
ticularly, metrology in curved space time scenario have been
used to explore and understand phenomena in this regime. A
number of experiments requiring the precision measurement
techniques have been proposed to understand the nature in
this length and energy scale. Quantum Fisher information is
the one among others which has widely and successfully been
used in quantum information theory, precision measurement
and metrology. This is due to the fact that they are monotonic
and satisfy the Cramer-Rao bound [1–7].
It is well understood and believed that any successful theory
must be a local gauge theory. Twentieth century has seen a
rapid advancement in particle physics which is nothing but a
systematic progress in unification of the fundamental forces
of nature via local gauge theory. It has also seen a number of
forecasts and predictions on fundamental particles. Keeping
this in mind, we here put forward a new metric for mixed state
which is local gauge invariant.
The motivation behind such metric is very simple. Suppose
a system is evolving. We believe that even if the system is
not in a pure state, its purified version [8, 9] in the enlarged
Hilbert space, i.e., the system and the environment together
evolves satisfying an equation of motion which is local gauge
invariant. Therefore, the distance must always be local gauge
invariant. There is a unique local gauge invariant metric on the
pure quantum state known as the Fubini-Study(FS) metric [9–
11]. We call this newly derived metric as FS metric for mixed
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states which also satisfies the Cramer-Rao bound [1–7].
Due to the non-commutativity of the quantum states,
uniqueness of the classical Fisher information metric does not
hold in case of quantum Fisher information metric. We can
define infinite number of quantum Fisher information met-
ric on the quantum state space. But none of these metrics
are measurable in experiment. Therefore, although Fisher in-
formation satisfies the Cramer-Rao bound [1–7], in quantum
metrology or in precision measurement technique, we do not
consider it as a useful measure of precision or uncertainty
in parameter. Our metric does not avoid the non-uniqueness
property but it can be experimentally measurable in experi-
ment and can be a useful quantity in the precision measure-
ment or metrology.
Starting from this new FS metric, we derive the square-root
derivative [12] Fisher information metric [13–17] by imposing
the monotonicity condition. We define the square-root deriva-
tive super-operator and show its relation with operator con-
cave or convex functions. We also relate it with the existing
logarithmic derivative super-operators so that we get the same
Fisher information.
In this paper, we also generalized this newly developed FS
metric for mixed states further from uniquely defined Fubini-
Study metric [9–11] for pure states by expressing the same
purification of the mixed state in different bases. This gen-
eralization procedure is not unique. For each generalization
procedure, we arrive at a set of metrics. We call them α met-
rics for mixed states. For α = 1, it reduces to the FS metric
for mixed states. This newly defined α metric also satisfies
the Cramer-Rao bound [1–7]. Again, by imposing the mono-
tonicity condition on this metric, we get monotonic α metric,
which reduces to the Fisher information metric as in [12] for
α = 1.
The main motivation behind such generalization is the fol-
lowing. The dynamical phase [11] on the monotone Fisher
information metric space is always zero. But we know that in
any general evolution, the dynamical phase may be non-zero.
The question then arises whether there exists monotone met-
ric space on which dynamical phase in non-zero or not. The
answer to this question is affirmative. The generalized mono-
tone metric, i.e., the monotone α metric space is such a space
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2on which dynamical phase is non-zero.
In the next section, we introduce the metric. In the third
section, we prove the Cramer-Rao bound [1–7]. Then, we
study various properties of the metric. We relate it with the
square-root derivative Fisher information [12] and the quan-
tum uncertainty as defined in [18]. In section V., we propose
an experiment to measure the FS metric for mixed states. Next
follows the generalization of the mixed state FS metric, from
where we derive a set of monotone metrics called the mono-
tonic α metrics.
II. THE METRIC
Let Hn denotes n dimensional Hilbert space and L(H) is
the set of linear operators on Hn. Let us consider a system A
with a mixed state ρA(θ) ∈ S(Hn) (the set of positive definite
density operators on Hn), where θ is a d-tuple (d = n2 − 1)
defined as θ = (θ1, θ2, ...., θd). From here on the subscript
A on ρ has been dropped and should be understood as a state
of the subsystem A. The distance between two pure quantum
states is measured by the Fubini-Study distance [9–11] which
is nothing but a gauge invariant distance. Here, we give a
similar distance between two mixed states. We demand that
even if the system is in a mixed state, the purified version of
the state in the enlarged Hilbert space, i.e., the system and the
ancilla or environment must evolve under the equation of mo-
tion, which is gauge invariant. We purify the state by adding
an ancilla B of at least equal dimension. The purified state
[8, 9] is given by
|ΨAB(θ)〉 = (
√
ρ(θ)VA ⊗ VB)|α〉 ∈ HA ⊗HB , (1)
where |α〉 = ∑
i
|iAiB〉 and VA, VB are unitary operators on
the subsystems A and B respectively. We know that |dψ〉 =
dθ ∂|ψ〉∂θ and that
|dψ⊥〉 = |dψ〉 − |ψ〉〈ψ|〈ψ|ψ〉 |dψ〉. (2)
Eq. (2) gives a differential form which does not distinguish
two collinear vectors, i.e., |ψ〉 and eiθ|ψ〉 but |dψ〉 does. But
we want a distance on the projective Hilbert space where
collinear vectors are taken to be the same vector. Therefore,
we need |dψ⊥〉.
Now, the angular variation of |dψ⊥〉 is
|dψprojec〉 = |dψ⊥〉√〈ψ|ψ〉 = |dψ〉√〈ψ|ψ〉 − |ψ〉〈ψ|〈ψ|ψ〉3/2 |dψ〉. (3)
The FS metric [9–11] on the Hilbert space is given by
ds2FS = 〈dψprojec|dψprojec〉. (4)
The angular variation of the perpendicular component of the
differential form in this case is given by
|dΨABprojec(θ)〉 = dθi(Aiρ −Biρ)|α〉, (5)
where Aiρ = (C
i
ρVA ⊗ VB), Biρ =
|ΨAB(θ)〉〈ΨAB(θ)|(CiρVA ⊗ VB) with Ciρ = ∂i
√
ρ(θ), the
square root derivative. Therefore, the FS metric is given by
ds2FS= 〈dΨABprojec(θ)|dΨABprojec(θ)〉
= dθidθj [〈β|(Ai†ρ Ajρ −Ai
†
ρ B
j
ρ −Bi
†
ρ A
j
ρ +B
i†
ρ B
j
ρ)|α〉]
= dθidθj [Tr(C
i†
ρ C
j
ρ)− Tr(
√
ρ(θ)Ci
†
ρ )Tr(
√
ρ(θ)Cjρ)].
(6)
where |β〉 =∑j |jAjB〉. On the third line of Eq. (6), we also
assumed the fact that 〈i|j〉 = δij , i.e., they are on the same
basis. Therefore, the quantum geometric tensor (QGT) [19] is
given by gijρ =Tr(C
i†
ρ C
j
ρ)−Tr(
√
ρ(θ)Ci
†
ρ )Tr(
√
ρ(θ)Cjρ) =
(γijρ + iσ
ij
ρ ). ds
2
FS is the norm of |dΨABprojec(θ)〉. There-
fore, gijρ must be Hermitian or in other words conjugate
symmetric, i.e., gij = (gji)∗. This implies that the real
part of the metric tensor must be symmetric giving rise to a
Riemannian structure and the imaginary part must be anti-
symmetric giving rise to the Fubini-Study symplectic struc-
ture. The quantity dθidθjσijρ vanishes due to the symmetric
and anti-symmetric combinations. Thus, the distance is given
by ds2FS = dθidθjγ
ij
ρ . Depending on the definition of the
operator Ciρ, we can get various metric tensors.
This is the most natural generalization of the Fubini-Study
distance for mixed states. It is a U(1) gauge invariant distance
along any parameter θ for mixed states unlike the FS metric
for pure states, in which case the distance is along the unitary
orbit only.
III. CRAMER-RAO BOUND
It is well known that the Quantum Fisher Information for
pure states reduces to the Fubini-Study distance. Thus, the
Fubini-Study distance [9–11] satisfies the quantum Cramer-
Rao bound [1–7, 20]. We derived our metric starting from the
Fubini-Study distance. Therefore, it must satisfy the quantum
version of the Cramer-Rao Bound as
∆λ2 ≥ 1
γρ(∂λρ, ∂λρ)
. (7)
Note that the quantity γρ(∂λρ, ∂λρ) is neither the Fisher in-
formation nor monotonic.
An important point to note is that the bound given here is
experimentally measurable in the interference experiment by
observing the phase shift of the interference pattern [21]. In
our paper, we have proposed an experiment to measure the
infinitesimal distance Eq. (6) in section V.
IV. PROPERTIES OF THE METRIC
At first let us write the generalized Fubini-Study metric ten-
sor γijρ in terms of tangents of the tangent space Tρ (set of
traceless hermitian operators) on S(Hn) [1, 20]. To do so,
3we will replace indices of the metric i, j with A,B ∈ Tρ re-
spectively as γijρ → γρ(A,B). Let us now write the Square
root derivative Ciρ in terms of operators on tangent space
as Ciρ → K−1ρ (A), where Kρ is a positive super-operator
[1, 20]. So, the metric in terms of super-operators on tan-
gent space is given by γρ(A,B) = Re[〈K−1ρ (A),K−1ρ (B)〉−
〈K−1ρ (A),
√
ρ〉〈√ρ,K−1ρ (B)〉], where 〈., .〉 is the Hilbert-
Schmidt inner product. Here we impose an extra condi-
tion that it satisfies the monotonicity property which is an
important requirement for a metric in quantum information
theory. We say that the metric is monotone if and only
if γE(ρ)(E(A), E(A)) ≤ γρ(A,A) for all A ∈ Tρ, for all
ρ ∈ S(Hn) and for all completely positive trace preserving
(CPTP) map E : S(Hn) → S(Hm). Monotonicity condition
also includes the covariance of the metric tensor under unitary
operation, i.e., γUρU†(UAU†, UBU†) = γρ(A,B).
We denote the first term of γρ as F, second term as S and
under CPTP map they become FE and SE respectively. So, the
metric will be monotonic if FE − SE ≤ F − S. To show the
monotonicity property, we consider all those positive super-
operators, which satisfies the inequality E†K−1E(ρ)E ≥ K−1ρ or,
E†K−1E(ρ)E ≤ K−1ρ . We show below that both E†K−1E(ρ)E ≥
K−1ρ and E†K−1E(ρ)E ≤ K−1ρ correspond to either operator
concave or operator convex functions with certain properties.
Using such properties and the unitary invariance of the metric,
we show that the second term vanishes for both kinds of super-
operators.
Now let us find out the condition on the super-operator
for the metric to be monotonic. As the second term van-
ishes, we get the monotonicity condition as FE ≤ F , i.e.,
〈K−1E(ρ)E(A),K−1E(ρ)E(B)〉 ≤ 〈K−1ρ (A),K−1ρ (B)〉, which is
satisfied if and only if
E†K−2E(ρ)E ≤ K−2ρ ⇔ EK2ρE† ≤ K2E(ρ). (8)
This is the monotonicity condition of the metric when super-
operators satisfies either E†K−1E(ρ)E ≥ K−1ρ or E†K−1E(ρ)E ≤
K−1ρ .
It was shown that the super-operators for which the quan-
tum logarithmic Fisher information is monotone, can always
be expressed in terms of operator concave functions [1, 20].
But Below we show that not only operator concave functions
but also other convex functions provide super-operators which
give rise to the square-root Fisher information. Here we show
in the following theorem that we can always generate mono-
tone metrics from known monotone metrics.
Theorem.— Let K(1)ρ and K(2)ρ be two positive super-
operators corresponding to monotone metrics satisfying the
monotonicity condition E†K−1E(ρ)E ≥ K−1ρ . Then for any op-
erator σ-mean [22] σ and operator mean τ , Kρ = K
(1)
ρ σK
(2)
ρ
such that K2ρ = K
(1)2
ρ τK
(2)2
ρ , gives another monotone met-
ric.
Proof.— Using the monotonicity property and the trans-
former inequality in [22] we prove the first inequality of the
monotonicity condition as
EKρE† = EK(1)ρ σK(2)ρ E†
≥ EK(1)ρ E†σEK(2)ρ E†
≥ K(1)E(ρ)σK(2)E(ρ) = KE(ρ). (9)
To prove the second inequality, let us start with
EK2ρE† = E(K(1)
2
ρ τK
(2)2
ρ )E†
≤ EK(1)2ρ E†τEK(2)
2
ρ E†
≤ K(1)2E(ρ)τK(2)
2
E(ρ) = K
2
E(ρ). (10)
Therefore, Kρ must provide a monotone metric.
Lemma.— For all operator convex function f : R+2 →
R+ and operator monotone function g : R+2 → R+,
super-operators Kρ = f(PρT−1ρ )Tρ such that K
2
ρ =
g(P2ρT
−2
ρ )T
2
ρ [1, 20], where Pρ and Tρ satisfy both the
monotonicity inequalities E†K−1E(ρ)E ≥ K−1ρ , E†K−2E(ρ)E ≤
K−2ρ and commute with each-other, determine the monotone
metric.
Proof.— The super-operators Pρ and Tρ satisfy both the
monotonicity inequalities. So, from the above theorem, we
know that all the super-operators of the form Kρ = PρσTρ
such that K2ρ = P
2
ρτT
2
ρfor any operator σ-means σ and op-
erator means τ , satisfy the monotonicity condition and give
monotonic metrics. Again we know that every operator σ-
means can be expressed by operator convex function f [22]
and takes a form as stated above when Pρ and Tρ com-
mute with each-other [22]. If the super-operator Kρ satisfies
E†K−1E(ρ)E ≤ K−1ρ , it can be easily shown that f is opera-
tor concave function [1] and any super-operator of the form
Kρ = K
(1)
ρ σK
(2)
ρ , where σ is operator mean [1, 20], gives
monotone metric.
We are already familiar with logarithmic derivative Fisher
information metric and corresponding super operators Klρ[1,
12]. Here superscript l denotes super-operator correspond-
ing to logarithmic derivative. Similarly, we denote a super-
operator of above class corresponding to square-root deriva-
tive asKsρ[1, 12]. Suppose they both produces the same Fisher
information. Then if Klρ = g(L
l
ρR
l−1
ρ )R
l
ρ, where g is a pos-
itive operator concave function [1], it is easy to show that
Ksρ =
√
g(Ls2ρ R
s−2
ρ )Rs2ρ , when Lρ and Rρ commute with
each-other and are right and left square-root or logarithmic
derivatives respectively.
We know that the monotonicity of the distance implies the
unitary invariance. Therefore, from the second term we get
Tr(
√
ρ(θ)Ci†ρ ) =
∑
i,j
√
ρ(θ)ij [C
i†
ρ ]ji
=
∑
i
√
λi
dρii√
λi
= 0, (11)
where the last line is due to the fact that the quantity is uni-
tarily invariant (we also considered [Ci†ρ ]ij =
dρij
f(λ
1
2
i λ
− 1
2
j )λ
1
2
j
,
4where f is either operator concave or convex and f(1) =
1). Therefore, the second term or the dynamical phase [11],
i.e., i〈ψAB |dψAB〉 = iTr(Ciρ
√
ρ) is zero if we impose the
monotonicity condition on the generalized Fubini-Study met-
ric. It reduces to square-root derivative Fisher information
[12], when the square-root derivative satisfies the monotonic-
ity conditions mentioned above. Therefore, on the Fisher in-
formation metric space, dynamical phase is always zero.
In the next subsections, we study the properties of this met-
ric when the state evolves under unitary or completely positive
trace preserving (CPTP) evolutions.
A. METRIC UNDER UNITARY EVOLUTION
Suppose, a system with a state ρ evolves under UA =
eiHAt. If we consider a purification [8, 9] of the state ρ in the
extended Hilbert space as |ΨAB〉 = (√ρVA⊗VB)|α〉 ∈ HA⊗
HB , the state at time t, must be |ΨAB(t)〉 = (
√
ρ(t)VA ⊗
VB)|α〉 = (UA√ρU†AVA ⊗ VB)|α〉. Therefore, it is easy to
show that the infinitesimal distance Eq. (6),
ds2FS = −dt2[Tr[
√
ρ,HA]
2], (12)
which is nothing but the quantum uncertainty as defined in
[18]. Under unitary evolution, the second term of the met-
ric (6), i.e., the dynamical phase, i〈ψAB |ψAB〉 is zero. But
this is not the case for CPTP evolutions as shown in the next
subsection.
B. METRIC UNDER CPTP EVOLUTION
Suppose, a system with a state ρ evolves under a CPTP
map E , whose Kraus operator representation is given by a
set of operators {Ai} such that
∑
iA
†
iAi = I . If we con-
sider a purification [8, 9] of the state ρ in the extended Hilbert
space as |ΨAB〉 = (√ρVA ⊗ VB)|α〉 ∈ HA ⊗ HB , the
state at time t, must be |ΨAB(t)〉 = (
√
ρ(t)VA ⊗ VB)|α〉 =
(
∑
iAi
√
ρA†iVA ⊗ VB)|α〉, where |α〉 =
∑
j |jAjB〉. There-
for, it is again easy to show that the infinitesimal distance Eq.
(6),
ds2FS =
∑
ij
Tr[(A˙i
√
ρA†i +Ai
√
ρA˙†i )(A˙j
√
ρA†j +Aj
√
ρA˙†j)]
− |
∑
i
Tr(
√
ρ(A˙i
√
ρA†i +Ai
√
ρA˙†i ))|2. (13)
From this quantity it is not clear whether it also gives the quan-
tum uncertainty under CPTP evolutions or not. To show that
it indeed captures the quantum uncertainty due to CPTP evo-
lutions or gives the quantum part of the U(1) gauge invariant
distance along the CPTP evolution orbit E , we need to show
that it satisfies all the conditions listed in [18, 23]. To do that
we do not directly use the Eq. (13). Instead, we use the fact
that this CPTP evolution can always be represented as a uni-
tary evolution in an extended Hilbert space via Stinespring’s
dilation theorem. We start from the Eq. (12) and consider the
state ρ ⊗ |ν〉B〈ν| evolves under UAB = eiHABt. Then, the
infinitesimal FS metric from the Eq. (12) reduces to
ds2FS = −dt2Tr[
√
ρ⊗ |ν〉B〈ν|, HAB ]2
= 2dt2Tr[H˜2Aρ− H˜A
√
ρH˜A
√
ρ], (14)
where H˜A =B 〈ν|HAB |ν〉B and H˜2A =B 〈ν|H2AB |ν〉B . This
quantity is nothing but the quantity given in Eq. (13). It is
easy from the Eq. (14) that the infinitesimal FS distance for
mixed states captures the quantum part of the uncertainty in
the evolution operator (HAB here) because the quantity given
in Eq. (14) is convex with respect to ρ and is zero whenever
[ρ⊗ |ν〉B〈ν|, HAB ] = 0.
Therefore, it justifies our claim that the infinitesimal dis-
tance given in Eq. (6) is the most natural generalization of the
FS metric for mixed states. This distance, like the FS met-
ric for pure states is U(1) gauge invariant and captures only
the quantum uncertainty in the evolution Hamiltonian. The
distance becomes zero whenever the evolution Hamiltonian
commutes with the state.
V. EXPERIMENTAL PROPOSAL
In this section, we consider the simplest of all evolutions,
the unitary evolution. The state of the system ρ(0) evolves
to ρ(t) under a unitary operator UA = eiHAt. Under such
evolutions (unitary), the infinitesimal distance Eq. (6) is noth-
ing but the quantum uncertainty as defined by S. Luo in [18].
This quantum uncertainty can not be measured in the inter-
ference experiment. But we know that the variance of an
evolving operator, i.e., Hamiltonian can be measured. Our
aim here is to equate our infinitesimal distance with such an
uncertainty or variance of an operator. We suppose that the
purification [8, 9] of the state ρ(0) in the extended Hilbert
space |ψAB〉 =
√
ρ(0)|α〉 evolves to |ψAB(t)〉 =
√
ρ(t)|α〉
under an another unitary operator UAB = eiHABt, i.e.,
eiHABt|ψAB(0)〉 =
√
ρ(t)|α〉. (15)
Therefore, we need to find out HAB and measure its variance.
Comparing the Taylor expansions of both the sides of the Eq.
(15), we get
iHAB
√
ρ(0) = ∂t
√
ρ(t)|t→0,
H2AB
√
ρ(0) = −∂2t
√
ρ(t)|t→0 (16)
and so on. To get the infinitesimal distance in the interference
experiment, it is enough to find out an operator HAB , which
satisfies at least the first equation in Eq. (16). It is because
the infinitesimal distance Eq. (6), only depends on the first
derivative of
√
ρ. Now, the right hand side of the first equa-
tion in Eq. (16) is known because under the unitary operator
UA, we can easily show that ∂t
√
ρ(t) = i[
√
ρ(t), HA]. As we
know both ρ and HA, we can easily calculate one such HAB ,
which satisfies the first relation in Eq. (16). In the interfer-
ence experiment, we can easily measure the variance of HAB
in one of the purified states, |ψAB〉 by measuring the shift in
5the interference pattern [21]. This quantity is nothing but our
infinitesimal FS distance due to the evolution of the state ρ(0)
under UA. In other words, we have connected the quantum
uncertainty as defined in [18] with a measurable quantity. The
infinitesimal distance for CPTP evolutions can also be mea-
sured as the evolution can be written as a unitary evolution
in the extended Hilbert space [9, 21] via stinespring’s dilation
theorem.
In the previous section, we have shown that the dynamical
phase is zero on the monotone metric space. Therefore, the
next logical question to ask is that whether there exists any
monotone metric space on which the dynamical phase is non-
zero, i.e., the dynamical developed during the evolution of the
state along the geodesics of monotone metric is non-zero. In
the next section, we answer to this question in the affirmative
sense.
VI. GENERALIZATION OF FISHER INFORMATION
In the last sections, we showed that the dynamical phase
[11] on the monotone metric space is always zero. But we
know that it may be non-zero in any general evolution. One
important motivation to generalize the Fisher information in
this section is to get monotone metric on which the dynamical
phase is non-zero. To get that we dropped a few assumptions
as described below.
In the Eq. (6), we considered that |α〉 = ∑i |iAiB〉,|β〉 = ∑j |jAjB〉 and assumed 〈i|j〉 = δij . In this sec-
tion, we drop out such assumption. Instead, we consider
|α〉 = ∑i |AAi ABi 〉 and |β〉 = ∑i |BAi BBi 〉 such that〈Ai|Bj〉 6= δij . The motivation behind such considera-
tion is following. Suppose a state ρ(t) at time t evolves to
ρ(t + ∆t) at time t + ∆t. A purification [8, 9] of ρ(t), in
principle, may evolve to any of the purifications [8, 9] of
ρ(t+∆t), i.e., |ΨAB(θ)〉 = (
√
ρ(θ)VA⊗VB)|α〉may evolve
to |Ψ˜AB(θ+ ∆θ)〉 = (
√
ρ(θ + ∆θ)VA⊗VB)|β〉, where |α〉
and |β〉 are on two different bases and tilde sign is to denote
that they are expressed on two different bases. Therefore, we
can now define the differential of the state either by differen-
tiating the initial state |ΨAB(θ)〉 or by Taylor expanding the
final state |Ψ˜AB(θ+ ∆θ)〉. Following these two methods, we
get |dψ〉 and |dψ˜〉. As both of these quantities are the same
expressed in two different bases, we can now use then inter-
changeably in the definition of Fubini-Study metric. In the
limit ∆θ → 0, |Ψ˜AB(θ + ∆θ)〉 must reduce to |ΨAB(θ)〉,
i.e., 〈Ψ˜AB(θ)|ΨAB(θ)〉 = 1. It is easy to show that this con-
dition implies 〈Ai|Bk〉〈Ai|Bj〉 = {Λαρ˜ai |α = 2, 3...n} (as
〈Ai|Bj〉 6= δij) (see [22]), i.e., at each instant of time, the
relation between the bases {Bi} and {Ai} depends on the in-
stantaneous states. Therefore, |Ψ˜AB(θ)〉 and |ΨAB(θ)〉 are
actually the same state expressed in two different bases. To
derive the αmetric, we use here the relation between the bases
as given in the appendix B [22].
We know that the Fubini-Study metric [9–11] is given by
ds2FS = 〈dΨ|dΨ〉 − |〈Ψ|dΨ〉|2. (17)
We show that there is no unique way to generalize Fubini-
Study metric for mixed states and Fisher information met-
ric. Here, we generalize the Fubini-Study metric by replacing
|ΨAB(θ)〉 by |Ψ˜AB(θ)〉 in the following way
ds2FS = 〈dΨ˜|dΨ〉 − |〈d˜Ψ|Ψ〉|2. (18)
We define that |ΨAB(θ)〉 = Aρ|α〉, |Ψ˜AB(θ)〉 = Aρ|β〉,
where Aρ =
√
ρ(θ)VA ⊗ VB , and know that |dΨAB(θ)〉 =
dθiA
i
ρ|α〉, |dΨ˜AB(θ)〉 = dθiAiρ|β〉, such thatAiρ = (CiρVA⊗
VB). Therefore, the generalized Fubini-Study metric using
the Einstein’s summation convention is given by
ds2FS = 〈β|Ai†ρ Aiρ|α〉 − |〈β|A′†A|α〉|2
= Gcdρ (α)dθcdθd, (19)
where Gcdρ (α) is the generalized Fubini-Study metric-
tensor and is given by Gcdρ (α) = [
Tr(ρα−1Cc†ρ C
d
ρ )
Tr(ρα) −
Tr(ρα−
1
2Cc†ρ )
Tr(ρα)
Tr(ρα−
1
2Cdρ )
Tr(ρα) ] (using the form of Λ
α
ρjk
given in ap-
pendix B [22]). This reduces to the metric tensor given by
Eq. (6) for α = 1. We show here another way to generalize
Fubini-Study metric below. For this, we define the metric as
ds2FS = 〈dΨ˜ABprojec(θ)|dΨABprojec(θ)〉. (20)
The angular variation of the perpendicular component of
the differential form in this case is given by
|dΨABprojec(θ)〉 = dθi(Aiρ −Biρ)|α〉, (21)
|dΨ˜ABprojec(θ)〉 = dθi(Aiρ − B˜iρ)|β〉, (22)
where Aiρ = (C
i
ρVA ⊗ VB), Biρ =
|ΨAB(θ)〉〈ΨAB(θ)|(CiρVA ⊗ VB) and B˜iρ =
|Ψ˜AB(θ)〉〈Ψ˜AB(θ)|(CiρVA ⊗ VB) with Ciρ = ∂i
√
ρA(θ),
the square root derivative. The Fubiny-Study metric is given
by
ds2FS(α) = 〈dΨ˜ABprojec(θ)|dΨABprojec(θ)〉
= dθcdθd[〈β|(Ac†ρ Adρ −Ac
†
ρ B
d
ρ − B˜c
†
ρ A
d
ρ + B˜
c†
ρ B
d
ρ)|α〉]
= dθcdθd[
Tr(ρα−1Cc
†
ρ C
d
ρ )
Tr(ρα)
− Tr(ρ
α− 12Cc†ρ )
Tr(ρα)
Tr(
√
ρCdρ )
− Tr(ρ
α− 12Cdρ )
Tr(ρα)
Tr(
√
ρCc†ρ ) + Tr(
√
ρCc
†
ρ )Tr(
√
ρCdρ )],
(23)
where we considered Einstein’s summation convention.
Therefore, the quantum geometric tensor (QGT) [19] is
given by G˜cdρ (α)=
Tr(ρα−1Cc
†
ρ C
d
ρ )
Tr(ρα) −
Tr(ρα−
1
2Cc†ρ )
Tr(ρα) Tr(
√
ρCdρ ) −
Tr(ρα−
1
2Cdρ )
Tr(ρα) Tr(
√
ρCc†ρ ) + Tr(
√
ρCc
†
ρ )Tr(
√
ρCdρ ) = γ˜
′cd
ρ (α) +
iσ˜′
cd
ρ (α). Apart from these two generalizations, one can in
principle, deduce other generalizations of the Fubini-Study
metric for mixed states. All of these generalizations reduce
to Eq. (17) for pure states. The Cramer-Rao bound must
be naturally satisfied by these generalizations. Depending on
6the definitions of the operator Ciρ, we can again define vari-
ous Fubini-Study metric tensors on the mixed states with the
same properties as before. We can again impose the mono-
tonicity condition and unitary invariance [1] on this metric
to get the Fisher information metric. Generalizing the cen-
cov’s uniqueness theorem of classical Fisher information, in
the quantum case, it has already been shown by Petz [1] that
all monotone metric can be expressed by the operator concave
functions. In the last section, we characterized the monotone
square root super-operators and related it with the logarithmic
super-operators [1, 12]. We showed that square-root super-
operators can be expressed by either operator concave or op-
erator convex functions unlike logarithmic derivative super-
operators. Below we study the properties of the generalized
Fisher information by imposing monotonicity condition on
one set of these generalized FS metrics, G˜cdρ (α).
VII. PROPERTIES OF GENERALIZED METRICS
Here, we list a number of differences between the FS metric
for mixed states or the square-root Fisher information derived
from the FS metric in the previous sections and their gener-
alizations in this section. FS metric for mixed states and the
square-root Fisher information metric [12] reduce to the FS
metric for pure states [9–11] when pure states are considered
and they both reduces to the classical Fisher information met-
ric in commutative case. But their generalizations although
reduce to the FS metric for pure states when pure states are
considered but they do not reduce to the classical Fisher in-
formation for α > 1. Instead, numerator of the second met-
ric, G˜cdρ (α) reduces to the generalized classical (2,λ)
th Fisher
information [24, 28] in the commutative case, whereas, the
first one, Gcdρ (α) has no classical counter part. From here it
is easy to get the quantum generalization of classical (p,λ)th
Fisher information [24, 28] by introducing the first derivative
dependence on the relation between the two bases {Ai} and
{Bi}. It has been shown in the previous sections that the
super-operators corresponding to the square-root derivatives
can be expressed in terms of operator concave or convex func-
tions f(x). We know that the unital CPTP map satisfies the
Cauchy Schwartz inequality, i.e, E(A∗A) ≥ |E(A)|2 for all
normal matrices A. Using the same techniques as before and
the Cauchy-Schwartz inequality, it can be easily shown that
the same characterization holds for G˜cdρ (α) here, whereas it
is still unclear for Gcdρ (α). One difference with the square-
root Fisher information as in [12] is that on both the metric
spaces Gcdρ (α) and G˜
cd
ρ (α) the dynamical phase [11], i.e.,
i〈ψAB |dψ˜AB〉 = iTr(ρα− 12Ciρ) is non-zero, because
Tr(ρα−
1
2 (θ)Ciρ) =
∑
i,j
ρα−
1
2 (θ)ij [Cρ]ji
=
∑
i
λ
α− 12
i
dρii√
λi
6= 0. (24)
Although, the dynamical phase is non-zero, the second gener-
alization, G˜cdρ (α) is independent of the dynamical phase. An
important point to mention here is that both of these gener-
alizations of the FS metric for mixed states must satisfy the
Cramer-Rao bound [1–7] as they were derived from the FS
metric for pure states.
VIII. CONCLUSION
In this paper, we have derived the FS metric for mixed
states. We connected this metric with the quantum uncertainty
as defined in [18]. Like the FS metric for pure states, it also
captures only the quantum part of the uncertainty in the evo-
lution Hamiltonian. This is the most natural generalization of
the Fubini-Study distance for mixed states in the sense that
it is a U(1) gauge invariant distance along any parameter for
mixed states unlike the FS metric for pure states, in which case
the distance is along the unitary orbit only. This metric satis-
fies the Cramer-Rao bound. Importance of our metric is that
unlike Fisher information metric, it can be measured in the in-
terference experiment. As a result, this novel quantity must be
more useful in quantum precision measurement and quantum
metrology than the quantum Fisher information. By demand-
ing the monotonicity of the metric, we find the monotonicity
condition for the square-root derivative super-operators. We
have shown that not only operator concave functions but also
operator convex functions give rise to the square-root deriva-
tive Fisher information metric. We have shown that along the
geodesic path of the Fisher information metric, the dynamical
phase [11] is zero. We generalized the Fubini-Study metric
for mixed states further by using the fact that when a mixed
state ρ evolves to a final state, purification of the initial state
in the extended Hilbert space may evolve to any of the pu-
rifications of the final state. We call this metric as α metric.
The Cramer-Rao inequality is naturally satisfied by this met-
ric. By imposing the monotonicity and the unitary invariance
condition on the super-operator of α metric, we get a new
kind of monotone quantum Fisher information metric Gijρ (α)
and G˜ijρ (α) which we call as monotone α information metric.
We also showed that along a geodesic path of such monotone
metric, unlike the previous case the dynamical phase [11] is
non-zero.
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Appendix-A
Operator σ-means.— Here we define the operator σ-means
as opposite to what is known as operator means [1, 20]. We
define operator σ-means as a binary operations on positive
operators such that
σ : L(H)⊕ L(H)→ L(H)
(A,B)→ AσB (25)
if the following conditions are satisfied:
(i)Monotonicity: If A ≤ A′ and B ≤ B′ then
AσB ≥ A′σB′. (26)
(ii) Transformer Inequality:
C†(AσB)C ≥ (C†AC)σ(C†BC). (27)
The transformer inequality implies that
(ii’) If C is invertible,
C†(AσB)C = (C†AC)σ(C†BC). (28)
The following theorem relates the operator σ-means and the
operator convex functions.
Theorem.— For each operator σ-means σ, and
each operator convex functions f ≥ 0 on [0,∞),
there are one-to-one correspondence such as AσB =
A1/2f(A−1/2BA−1/2)A1/2.
Proof.— To show the one-to-one correspondence, I fol-
lowed the lecture note [20]. We need to show that any opera-
tor σ-mean σ can be expressed by an operator convex function
f as well as any operator convex function f can be expressed
in terms of a binary operation known as operator σ-mean σ.
First we show that any operator σ-mean σ can be expressed
by an operator convex function f . Let A and B commute with
a projector P and since PAP = AP ≤ A,
P (AσB)P ≥ (PAP )σ(PBP )
= (AP )σ(BP )
≥ AσB. (29)
Then P (AσB)P−AσB is positive and its non-diagonal block
is zero, hence
(I − P )(P (AσB)P −AσB)P = 0
=⇒ [AσB,P ] = 0. (30)
And [(AP )σ(BP ), P ] = 0.
Multiplying P to Eq.(29), we obtain
(AP )σ(BP )P = (AσB)P. (31)
So, we can define a new scalar function as f(t) := Iσt for
t > 0. Let A ≤ B, and A =∑i aiPi and B =∑i biQi such
that ai, bi > 0 for all i and Pi and Qi are projectors such that∑
i Pi =
∑
iQi = I . Then from Eq. (31),
IσA = (IσA)
∑
i
Pi
=
∑
i
{Piσ(aiPi)}Pi
=
∑
i
(Iσai)Pi
=
∑
i
f(ai)Pi
= f(A) (32)
and IσB = f(B). So, the monotonicity condition of the oper-
ator σ-means implies f(A) ≥ f(B) and thus f is an operator
convex function. From the transformer inequality we obtain,
AσB = (A1/2IA1/2)σ(A1/2A−1/2BA−1/2A1/2)
= A1/2{Iσ(A−1/2BA−1/2)}A1/2
= A1/2f(A−1/2BA−1/2)A1/2. (33)
Now we show that any operator convex function f can
be expressed by a binary operation known as operator σ-
mean σ. Let A ≤ A′ and B ≤ B′. We define X =
A−1/2BA−1/2, Y = A′−1/2BA′−1/2,K = A1/2A′−1/2.
Since ||K|| ≤ 1, then from the properties of operator convex
function we get
f(Y ) = f(K†XK) ≤ K†f(X)K. (34)
8Therefore, we obtain the following monotonicity:
AσB = A1/2f(A−1/2BA−1/2)A1/2
≥ A′1/2f(A′−1/2BA′−1/2)A′1/2
≥ A′1/2f(A′−1/2B′A′−1/2)A′1/2
= A′σB′. (35)
Since any operator K such that A = K†K can be written in
the form of a polar decomposition K = UA1/2, where U is
unitary, then
K†f [(K†)−1BK−1]K = A1/2f(A−1/2BA−1/2)A1/2
= AσB. (36)
So, for any invertible C, if K = A1/2C, then
(C†AC)σ(C†BC) = K†f [(K†)−1C†BCK−1]K
= C†A1/2f(A−1/2BA−1/2)A1/2C
= C†(AσB)C. (37)
For any projector P, define K = A1/2P , and K ′ =
(PAP )−1PA1/2, where (PAP )−1 is the inverse of PAP for
its support. These satisfy
K†K = PAP, (38)
K ′K ′† = (PAP )−1, (39)
K ′K = P, (40)
||KK ′|| ≤ 1. (41)
So, We get
(PAP )σ(PBP ) = K†f [K ′†PBPK ′]K
= K†f [K ′†K†A−1/2BA−1/2KK ′]K
≤ K†K ′†K†f(A−1/2BA−1/2)KK ′K
= PA1/2f(A−1/2BA−1/2)A1/2P
= P (AσB)P. (42)
Using Eq. (37),(42), we can easily show the transformer
inequality for operator σ-means σ. So, any operator convex
function f can be expressed by a binary operation known as
operator σ-mean σ.
Appendix-B
Let us consider two purifications [8, 9] |ΨAB〉 =
(
√
ρ(θ)VA ⊗ VB)|α〉 and ˜|ΨAB〉 = (
√
ρ(θ)VA ⊗ VB)|β〉
of the same state ρ in the extended Hilbert space, where
|α〉 = ∑i |AiAi〉 and |β〉 = ∑i |BiBi〉. Here, we derive
the non trivial conditions on the second basis for which both
the purifications are the same. We know that
〈Ψ|Ψ˜〉 =
∑
i,j
〈AiAi|(V †A
√
ρ⊗ V †B)(
√
ρVA ⊗ VB)|BjBj〉
=
∑
i,j
〈Ai|V †AρVA|Bj〉〈Ai|Bj〉 =
∑
i,j
〈Ai|ρ˜|Bj〉〈Ai|Bj〉
=
∑
i,j,k
〈Ai|Bk〉〈Bk|ρ˜|Bj〉〈Ai|Bj〉, (43)
such that ρ˜ = V †AρVA. Now we need to find out under what
condition on the basis {|a〉}, 〈Ψ˜|Ψ〉 = 1. We can easily show
that
Tr(ρ˜2) =
∑
i,j
ρ˜ij ρ˜ji. (44)
Comparing Eq. (43),(44), we get 〈Ai|Bk〉〈Ai|Bj〉 = ρ˜jkTr(ρ2) .
There is no unique condition on the basis state {|B〉}. We call
this condition on as Λ2˜ρjk . Similarly, other solutions can also
be found using the following trace equality as
Tr(ρ˜α) =
∑
i1,i2...iα
ρ˜i1i2 ρ˜i2i3 ...ρ˜iαi1 . (45)
Therefore, the other solutions are given by 〈Ai|Bk〉〈Ai|Bj〉 =
ρ˜ji3 ...ρ˜iαk
Tr(ρα) , where α = 2, 3, ...n and we call them Λ
α
˜ρjk
. For
α = 1, Λα=1˜ρjk = δij .
Here, one could also introduce the first derivative depen-
dence in the relation between the bases {Ai} and {Bi}.
