Abstract. For obtaining high-resolution reconstruction of the cerebral vasculature, cone-beam projections in 3D computed rotational angiography (CRA) are acquired over a circular field of view (FOV) of 28 cm, resulting in a truncation of the data. This results in erroneous values of reconstruction within the region of interest that worsens laterally towards the periphery. In this paper, an application of linear prediction is explored for alleviating the effects of truncation in CRA, and its impact on image registration and also reprojection, an important tool in 3D visualization and image enhancement algorithms in CRA. New observations on the effects of taper in the extrapolated segment on filtered projections, and their implications on 3D reconstruction in CRA lead to windowed extrapolation. Results of the new algorithms on a mathematical phantom and real data are promising.
Introduction
Three-dimensional (3D) computed rotational angiography (CRA) using an Xray image intensifier based C-arm imaging system is a relatively new modality useful in cerebral angiography and neuro-interventional procedures [1, 2, 3] . For obtaining high-resolution reconstruction of the cerebral vasculature, the conebeam projections in CRA are now acquired over a circular field of view (FOV) of radius 28 cm., resulting in truncated projections of the object. Reconstruction in CRA is performed by the Feldkamp algorithm [4, 5] , a (weighted) convolutionbackprojection procedure. It is well known in 2D that data-truncation results in errors in reconstruction within the region of interest (ROI), which becomes stronger towards the periphery. In 3D, erroneous values within the ROI or artifacts in the peripheral parts affect image registration (intensity-based and others) and reprojection, compromising the accuracy of image-guidance in interventional procedures. Reprojection is an important tool in 3D visualization and image enhancement algorithms [6, 7, 8, 9] . Truncation-artifacts can also impact the result (visibility of small vessels and the speed) of thresholded maximum intensity projection [8, 9] , thus affecting the efficacy of image registration. The situation in 3D is different from that in 2D wherein one can visualize the reconstruction well within the ROI and those in the peripheral regions by varying the window parameters.
Truncation due to a circular FOV amounts to a (lateral) truncation of each of the rows of the 2D projection data, and correction procedures similar to those applied in the 2D case are applicable. The effects of truncation in CT, and several methods for alleviating the same -generally involving the fitting of a smooth function over the region of truncation (ROT) -have been previously studied [10, 11, 12, 13, 14, 15, 16, 17, 18] . Recently, windowed 'symmetric mirroring' [19] was reported to have been used in CRA [2] . However, the overall procedure of Ref. [19] seems to be specific (e.g., the parameter values, and the assumption of the existence of two 'interior' data points with values twice those at the edge-points). This paper considers an application of linear prediction (LP) for extrapolating CRA data, initial results associated with which were reported in [7] . LP extrapolation is efficient, involves minimal assumptions on the nature of data, produces a smooth extension, and is flexible to tackle other types of incompleteness in CT [18] . It is observed here that LP extrapolation tends to over-estimate the data, and windowed extrapolation is proposed for alleviating the problem. In this context, the effects of tapering the extended segment on the filtered projections within the region of support, is studied. No explicit work of this nature has been reported in the literature, although the requirement of 'smoothness' in extrapolation is well known. Our study complements existing knowledge and provides additional insight. The basic study is performed in 2D, and the resulting methods and observations are extended to perform 3D reconstruction from truncated projection-images.
Methods

Computed Rotational Angiography (CRA)
CRA is a subset of cone-beam CT involving the reconstruction of contrasted cerebral vasculature from rotational angiograms obtained from an X-ray image intensifier based C-arm imaging system. Reconstruction is performed by the Feldkamp method [4] , an extension of the fan-beam convolution backprojection (CBP) algorithm to 3D [4, 5, 2, 3] . A truncation of the 2D projection data due to a circular FOV in CRA amounts to a lateral truncation, and the problem is essentially that of a truncation of the rows of the 2D data. Since filtering kernels in CT are non-causal and of infinite support, data truncation results in incorrect values of the filtered signal even within the ROI. From the frequency-domain perspective, truncation amounts to a multiplication by a rectangular window, and hence to a convolution of the Fourier transform of the true data by the sinc function. Thus, it is primarily the filtering stage in which errors due to truncation are introduced.
Extrapolation of Projections by Linear Prediction
Let f (x, y) represent the object, and p θ (t) its projection at angle θ. Reconstruction from CBP requires the data to be available over the entire projection
Consider reconstructing the object from a set of projections available on the interval {[−a, a] (a < b)} (region of support, ROS). In the following, we consider an extension of the 1D projections in 2D CT in the t-variable, followed by a reconstruction from CBP. The resulting observations and their implications on 3D CRA are discussed subsequently.
Autoregressive Extrapolation (ARE):
The design of efficient algorithms for analysis, processing and synthesis can often be done under the framework of a model. Such a model can be used in several signal processing tasks. A powerful model involves linear prediction (LP) [20] , useful for extrapolation [17, 18] . The autoregressive (AR) model is a special case of the LP model, described by the recursive difference equation:
where, e(n) is the modeling error and M , the order of the model;s(n) is an estimate of s(n) from its past M samples. Of the various algorithms for AR parameter estimation, Burg's algorithm [21] is efficient and also guarantees the stability of the filter coefficients. The purpose of extrapolation in CT is towards image reconstruction within an ROI by alleviating the effects of truncation, which can be achieved by a low-order prediction. ARE provides a (very) smooth transition to zero. Signal extrapolation by AR modeling consists of two steps (1) modeling the data i.e, estimating the parameters {a k , k = 1, 2, .., M } from the data segment, and (2) predicting the values (extrapolating) outside the ROS based on the following recursion:
where n 0 is the extreme point of the ROS. Eq. (2) corresponds to the right-sided extension, and the extension beyond the left-side of the ROS is performed in a similar fashion.
Windowed ARE (WARE): ARE tends to over-estimate the data within the ROT and may produce extensions of inconsistent lengths. Due to the nature of the CT-kernel, over-estimation of the data results in a under-estimation of the filtered projection, and vice-versa. A reasonable alleviation methodology would be a windowing of the extensions smoothly to a point beyond the true ROT, to compensate for the possible under-estimation within the ROT:
where s e is the extrapolated segment, N e length of the window, and L and R denote Left and Right, respectively. In the absence of prior knowledge to the contrary, a smooth and longer extension is preferable over a sharp transition.
Results
A mathematical phantom i.e., that due to Shepp and Logan modified to mimic a slice of neuro-angiography-volume was created ( Fig. 1(a) ). 180 projections of the phantom have been considered in the simulation experiments. The effects of truncation on image reconstruction are evident in Fig. 1(c) . The truncated projections were extended by AR modeling, and windowed ARE with different extents of the cosine-window. Each of the projections in the resulting sinograms were filtered by the Shepp-Logan (SL) kernel. The normalized root-mean-square error (NRMSE) of the filtered versions of the truncated and extrapolated projections were computed (over the ROS) with respect to those of the complete projections. The values of NRMSE are plotted as a function of the window (taper) index i w in Fig. 2 (a) ; the zeroeth point corresponds to unwindowed ARE. The rest of the points i w indicate the extent of windowing, N w , expressed by:
where N h = N s /2 (N s = length of the available signal-segment). Eq. 4 indicates progressively tapered windowing in steps of 10% of N h . Note the presence of a point/region of minimum/low error. Images were reconstructed from the various sinograms, by the CBP method with the SL-kernel. The NRMSE of the reconstructions with respect to the original phantom (over the ROI) are also plotted in Fig. 2 . Notice the similarity in the behaviour of the error in reconstruction and that associated with the filtered-projections. Based on the success of WARE, we introduce a windowed version of the following simple extrapolation (SE):
The prime motivation for considering the above method is its sheer efficiency. Fig. 2(b) shows a plot of the NRMSE associated with SE and windowed SE (WSE) -both in the filtered-sinogram domain, and the respective reconstructions over the ROI. The NRMSE associated with the filtered projections with SE is seen to be higher than that associated with unwindowed ARE. Not surprizingly, (unwindowed) ARE is superior to SE. The error-curves associated with the windowed versions, however, are nearly identical -which is an interesting result.
Reconstructions from some of the extensions discussed above are shown in figs. 3 and 4. The image (a) in each of the sets demonstrates the effects of very gradual, smooth transition well beyond the true support of the projections. Notice the regions in the periphery of (and beyond) the ROI to be very 'clear'.
However, the values in the reconstructed image were slightly lower than the true values (i.e., under-estimated). This can be easily visualized by the plots of the values of the reconstructions (within the ROI) over a line running vertically through the central vessel and its two neighbors, in fig. 3(d) (this has an important implication in CRA: the extrapolations of each of the rows should be performed in a manner to maintain consistency in the amplitudes contributed to the reconstruction from the rows with different extents of truncation). The effect of windowing/tapering can be seen in the second image (b) in each of the sets -although the appearance of a circular band can be seen, the values in the ROI were very close to the true values, as also reflected by the lowest values of the NRMSE. The final image (c) in each set shows the undesirable effect of tapering the extension sharply (by the same 'smooth' window). Although one may be able to visualize the small objects in the peripheral region by adjusting the window and its level, such an artifact will adversely affect registration and also the quality of reprojections in 3D. The preceding results support the remarks made in the previous sections. Note that a smooth windowing of ARE beyond the true extent of the data is superior to unwindowed ARE. Thus, a smooth, gradual extension beyond the ROT seems 'safer' in general than steep tapering (even if it coincides with the true extent of the projection data). Finally, WARE is not significantly better than WSE.
Consider the results of an application of the preceding algorithms on human patient data acquired using our prototype C-arm system (Siemens Multistar; details of data acquisition are reported in Ref [7] ). A sample projection (truncated due to circular FOV) at −95.62 0 (corrected for distortions [22, 23] ) is displayed in fig. 5(a) . The 3D image was reconstructed from 130 projections by the Feldkamp algorithm using projection matrices in the backprojection-step. A ray-driven reprojection [7] of the volume at the same angle is shown in fig. 5(b) . Note the effects of bowl-shaped artifact (intensifying laterally towards the edges, often in the form of circular arc/rings) in the volume-slices, and a reduced contrast and detail. Each of the rows in a cone-beam projection was then extended on either side by an AR model of order 5. This process was repeated on all the projections. Improvement in the reconstruction from ARE-projections is clearly seen in the reprojection displayed in fig. 5(c) . The effect of possibly over-estimated ARE within the ROT can also be seen in terms of reduced intensity on the upper and lower parts. The result of WSE displayed in 5(d) shows an improvement in this aspect (i.e, notice an improved uniformity in intensity). Windowing was performed from the point of truncation to the zero-padding-edge (convolution was performed through FFT). Note that computation can be avoided in WSE by the use of a table. Thus, this simple and inexpensive method of extrapolation can be quite effective in practice.
Conclusion
An application of autoregressive modeling for data extrapolation towards improved 3D reconstructions from truncated rotational angiograms has been de- scribed. Filtering in the reconstruction algorithm being the primary step in which artifacts are introduced, the effect of truncation and taper associated with the extrapolations were studied. The study performed in 2D resulted in interesting observations. In particular, since ARE by itself may not result in data tapered to zero within an optimum extent, the idea of windowing AR-extended projection data was introduced. Gradual tapering resulted in under-estimated but relatively 'safe' reconstruction, whereas steep tapering can result in an undesirably strong bowl-shaped artifact. These observation are significant for 3D CRA because, information within the ROI as well as in a neighborhood of its periphery is useful. This is in view of applications such as registration and the use of reprojection for visualization and as a tool in image-enhancement algorithms. Further, windowed simple extrapolation involving no significant computation has been shown to work reasonably well. The proposed algorithms are flexible to be adapted to different scenarios in CT. Results of the new algorithms on simulated as well as real data show their efficacy. Future work involves optimizing the windowing/tapering strategy for best performance in CRA.
