Vertical profiles of the in situ quantum yield of fluorescence of chlorophyll a, f , were derived with an algorithm from spectral underwater radiometer measurements. Select inherent optical properties were obtained from an initial radiance reflectance inversion that was optimized by comparing retrieved estimates of phytoplankton absorption with independent measurements. The comparison of chlorophyll concentrations produced by the algorithm to measured values allowed validation of the inversion. Fluorescence quantum yield values were calculated from the retrieved phytoplankton absorption and the upwelling radiance corrected for elastic and inelastic scattering. Raman scattered light was found to be a significant component of the upwelling light field at wavelengths of Chl a fluorescence. Values of f determined using the algorithm, and therefore derived solely from the radiometer measurements, were not significantly different from those estimated using independent measurements of absorption by phytoplankton (r 2 ϭ 0.86). The profiles of f were characterized by an initial increase with depth to a subsurface maximum followed by a subsequent decrease. The irradiances of the subsurface maxima and f at high irradiances appeared to be well conserved. An irradiance-based model including photochemical and nonphotochemical quenching was developed to explain variations in the quantum yield.
rescence comes from photosystem II (PSII), the contribution from photosystem I being negligible (Falkowski and Kiefer 1985; Kiefer and Reynolds 1992) . Both in situ and cultured fluorescence emissions have been characterized using a Gaussian peak centered around 683 nm with a 10.6-nm standard deviation (Gordon 1979; Prézelin and Ley 1980; Kishino et al. 1984; Collins et al. 1985) , and the emission appears to be spectrally independent of the excitation wavelength (Myers and Graham 1963) . Raman scattering by water, with excitation wavelengths around 555 nm, is another potential inelastic source (Berwald et al. 1998; Maritorena et al. 2000) . The high absorption of water at red wavelengths compared with those in the blue and green regions of the spectrum leads to increasing dominance of inelastically scattered light at chlorophyll fluorescence wavelengths with increasing depth (Kishino et al. 1984; Kiefer et al. 1989 ). This also means that Ͼ90% of the upwelled red quanta originate from within 5 m below, even in the clearest oceans (Topliss 1985) , which limits the resolution of satellite-based measurements to a thin layer at the top of the water column (Babin et al. 1996) .
Instruments to measure the upwelling light field and resolve the chlorophyll fluorescence signal have varied from single-waveband radiance sensors targeting the emission peak (Kiefer et al. 1989; Chamberlin et al. 1990 ) to spectrally resolved irradiance meters (Kishino et al. 1984; Roesler and Perry 1995; Culver and Perry 1997; Maritorena et al. 2000) . A variety of techniques have been used to partition the upwelling light into fluoresced and nonfluoresced contributions. Spectral measurements allowed linear interpolation between upwelling radiation at two wavelengths on either side of the fluorescence peak to define background and fluorescence signals (Gordon 1979; Kishino et al. 1984; Doerffer 1993; Culver and Perry 1997; Maritorena et al. 2000) . It has commonly been assumed that only chlorophyll fluorescence and elastically scattered light are important sources of upwelled red light (Chamberlin et al. 1990 ; Roes-Quantum yield of Chl a fluorescence ler and Perry 1995). The presence of the background, or baseline, signal at depths where elastically scattered light should have been negligible (Culver and Perry 1997) has been attributed to Raman scattering and can constitute 20% of the upwelled light (Maritorena et al. 2000) . Not accounting for Raman scattering in partitioning will lead to an overestimation of the fluorescence signal.
Incident irradiance, phytoplankton absorption, and the quantum yield of fluorescence ( f ) are the primary factors controlling fluorescence output (Falkowski and Kiefer 1985; Kiefer et al. 1989) . Sources of variability in the absorption spectrum include both phylogenetic and physiological-inter-and intra-species differences in pigment composition, cellular organization, and the package effect (Morel and Bricaud 1981; Bidigare et al. 1987; Sosik et al. 1989; Falkowski and Laroche 1991; Babin et al. 1993) . The quantum yield of fluorescence is simply the ratio of the photons emitted to those absorbed. Its regulation, or quenching, can be divided into two distinct regimes: (1) photochemical quenching, where there is a direct trade-off with the quantum yield of photosynthesis and thus a theoretical basis for the prediction of primary production from fluorescence, and (2) nonphotochemical quenching related to various stresses, where the relationship between the fluorescence and photosynthetic quantum yields is uncertain (Kiefer and Reynolds 1992) .
Photochemical quenching, q P , may be considered in terms of the state of the PSII reaction centers. A reaction center may be considered open, or unexcited, when available to do photochemical work and closed, or excited, when in the process of doing work. The number of open and closed reaction centers changes rapidly, on a timescale of microseconds, with changes in the intensity of the exciting radiation. As the proportion of open reaction centers increases, the quantum efficiency of fluorescence decreases and the quantum efficiency of photochemistry increases in a complimentary linear fashion. Kiefer and Reynolds (1992) modeled f on the basis of the single step probabilities of state transitions within the reaction center. This can be simplified to describe photochemical quenching of fluorescence in terms of the maximum and minimum quantum yields, and , and f f max min
the fraction of open PSII reaction centers, A.
Using target theory, A was expressed in terms of the irradiance, E o , and the irradiance where photosynthesis is noticeably saturated from the instantaneous photosynthesis irradiance curve, E k (Falkowski and Kiefer 1985) .
Kiefer and Reynolds set the values of and to f f min max 0.02 and 0.05, respectively, and adjusted the single step probabilities to match. Nonphotochemical quenching, q N , that not related to photochemistry, involves processes that dissipate excess irradiance as a mechanism to prevent photo-oxidative damage (Krause and Weis 1991; Demmig-Adams and Adams 1992; Horton et al. 1996) . Nonphotochemical quenching appears to operate over longer timescales than photochemical quenching and involves a number of processes with varying induction and relaxation times. Energy-dependent quenching, q E , describes thermal dissipation of excitation energy in the pigment antenna associated with the cycling of xanthophyll pigments (Demmig-Adams 1990) and regulation of a chlorophyll-binding protein with rapid induction and relaxation kinetics (Li et al. 2000) . q E is brought on by the lightdriven pH gradient across the thylakoid membrane. Quenching associated with state transitions, q T , is normally small (Krause and Weis 1991) but may account for up to 20% of the changes in the absorption of PSII in aquatic environments (Falkowski and Raven 1997) . Increased light stress leads to quenching associated with the photoinhibition of photosynthesis, q I , with relaxation occurring on much longer timescales, and may be associated with protective energy dissipation and/or PSII reaction center damage (Horton et al. 1996) . Nonphotochemical quenching is evident as a diel periodicity of in vivo fluorescence near the surface, with q N decreasing the fluorescence in the middle of the day (Kiefer 1973; Falkowski and Kolber 1995; Dandonneau and Neveux 1997; Marra 1997; Kinkade et al. 1999 ). Kiefer and Reynolds (1992) noted that nonphotochemical quenching began near values of irradiance for the onset of saturation of photosynthesis. Babin et al. (1996) expanded the Kiefer and Reynolds model to include nonphotochemical quenching.
The use of sun-stimulated fluorescence to predict phytoplankton biomass and primary production has been based on two conflicting paradigms. To use it as a measure of biomass the quantum yield of fluorescence should remain constant, whereas, for determining the photosynthetic rate, the quantum yield of fluorescence should not only vary but vary in a deterministic manner with the photochemical yield. To understand the applicability of fluorescence measurements, sources of variability of the fluorescence quantum yield must be understood. The present article presents vertical profiles of f derived from a simple algorithm that accounts for Raman and elastic scattering. This approach is used to study the quenching of chlorophyll fluorescence in natural systems, and an irradiance-based fluorescence quenching model is presented. The algorithm also has the potential to be directly applied to data collected by satellite-based sensors.
Theoretical background
Fluorescence of Chl a-The light reemitted as fluorescence from phytoplankton in a unit volume of water or fluorescence output, F f , is determined by the absorbed flux and the quantum yield of fluorescence, f . Excitation energy for phytoplankton occurs over a distinct spectral range, ϳ400-700 nm, often termed the photosynthetically available radiation (PAR). The absorbed flux at a given depth, z, can be calculated using the spectrally weighted phytoplankton absorption coefficient, ā ph , and the integral of the scalar irradiance over this spectral region, E o (PAR).
The spectrally weighted phytoplankton absorption coefficient is calculated using Eq. 4.
ph 700
Reabsoprtion of fluoresced light within the cells means that the quantum yield of fluorescence described in Eq. 3 and hereafter is a realized or measured yield and differs from the true physiological yield (Maritorena et al. 2000) .
The spectral nature of the fluorescence emission can be approximated by a Gaussian emission function with a peak at 0 and standard deviation (Mobley 1994) .
Given o and f , it is therefore possible to calculate the ratio of the fluorescence emission at a single wavelength to the total emission, (, 0 , f ), and to estimate the total F f fluoresced flux from a fluorescence emission determined at one wavelength. The measurement of F f () at two wavelengths, 1 and 2 , allows the estimation of the standard deviation of the emission function if 0 is known.
The upwelling nadir radiance from fluorescence, L uf , at a sensor may be expressed in terms of the fluorescence emission per unit volume under the assumption of an isotropic fluorescence emission and a homogeneous water column below the sensor (Kiefer et al. 1989) .
The decrease in both the excitation energy and the fluorescence emission reaching the sensor are accounted for using the attenuation coefficient of the scalar PAR irradiance, K o (PAR), and the total absorption coefficient, a(), respectively.
Combining Eqs. 3, 5, and 7, it is possible to derive an expression for f .L
Raman scattering of light by water-A model of Raman scattering was developed on the basis of the relationships of Walrafen (1967 Walrafen ( , 1969 as detailed in Mobley (1994) and errata (Mobley, pers. comm.) . Excitation wavelengths of importance to scattering to the range of Chl a fluorescence output range from 510 to 600 nm. The total upwelling light due to Raman scattering, L uR (), can be approximated using similar arguments to those used for fluorescence by Chl a.
The ¼ accounts for the contribution of total Raman scattering to upwelling radiance with an assumed isotropic emission resulting from diffuse excitation (Marshall and Smith 1990) . b R ( ex → em ), the Raman scattering coefficient from the excitation to the emission wavelength, is the product of a R (), the Raman absorption coefficient, and f R ( ex → em ), the Raman wavelength distribution function.
Methods
Cruises and measurements-The Malin Shelf Break off the North Eastern Coast of the United Kingdom was visited during two cruises timed to coincide with the spring phytoplankton increase during 1995 (CD93) and 1996 (CH126) as part of the Land Ocean Interaction Study (LOIS) Shelf Edge Study. Optical casts, which consisted of paired spectroradiometer and conductivity-temperature-depth (CTD) profiles, were performed at a variety of locations between 56.2 and 57.0ЊN and 8.5 and 10.0ЊW during these cruises, with water depths from 200 to 2000 m. A PRR-600 underwater radiometer (Biospherical Instruments) with wavelengths designed to match those of the SeaWiFS sensor (downwelling irradiance, E d [412, 443, 490, 510, 555 , and 665 nm and PAR], upwelling radiance, L u [412, 443, 490, 510, 555, 665, and 683 nm] and 10 nm half-maximum bandwidth) was used to determine the distribution of the underwater light field. Processing of radiometer casts was performed using methods similar to those described in Siegel et al. (1995) , and the data were averaged to 1-m bins. Discrete water samples, taken during the CTD cast, were analyzed for optically important constituents. The Chl a concentration was measured using a Turner Designs Model 10 fluorometer previously calibrated using a Chl a pigment standard (Sigma Chemical Co.) (Tett 1987) . Shimadzu UV-1201 and UV-1601 spectrophotometers were used during CD93 and CH126, respectively, to determine particulate absorption, a p (), and absorption by CDOM, a CDOM (), between 350 and 750 nm. The a p () measurements were made using the quantitative filter technique (QFT) (Yentsch 1962; Mitchell 1990) with samples filtered on Whatman GF/F filters; a wetted filter was used as a blank, and optical densities were corrected using the path-length amplification correction of Cleveland and Weidemann (1993) . The absorption by a CDOM was determined using water filtered through a 0.2-m Nucleopore filter and analyzed in a 10-cm quartz cuvette with a pure water standard in a matched reference cuvette.
Particulate absorption spectra were decomposed into absorption due to phytoplankton, a ph () and nonalgal particulate matter, a d (), using an iterative fitting method similar to that described in Hoepffner and Sathyendranath (1993) . This was based on the assumptions that phytoplankton absorption could be modeled by the product of the chlorophyll concentration, C, and the chlorophyll-specific phytoplankton absorption coefficient, a and that nonalgal absorption de-* ph creased exponentially with increasing wavelength with slope S.
The spectral chlorophyll-specific phytoplankton absorption coefficient used for the decomposition was derived from Fig. 1 . The Chl a-specific phytoplankton absorption coefficient spectra, a (), used in the study. The Irish Sea spectrum was used * ph in the initial mathematical a p decomposition. The mean a was * ph calculated for both cruises, CH126 and CD93, and these were used in the reflectance inversion. measurements made in the Irish Sea, where a d did not covary with a ph (Fig. 1) . Under these conditions, linear regression of the a p () against the chlorophyll concentrations yields a () and the mean a d (). The modeled particulate absorp-* ph tion spectra were fitted to observed spectra by iteratively adjusting C, a d ( 0 ), and S to minimize the sum of square deviations between the spectra. Phytoplankton absorption spectra were calculated from the difference between a p () and a d (), which allowed the spectral shape of a ph to vary from the initial a . This can be seen in the mean a () * * ph ph calculated for each cruise ( Fig. 1) .
Algorithm development-The algorithm to calculate f consists of three main steps: (1) inversion of the measured radiance reflectance, L u /E d , using the five wavelengths below 600 nm to obtain inherent optical properties (IOPs); (2) decomposition of the upwelling radiance at 665 and 683 nm into that from fluorescence, backscattered light, and Raman scattering; and (3) calculation of f from a combination of measured and retrieved parameters. Garver and Siegel (1997) method for inverting the remote sensing reflectance of water, measured at discrete wavelengths unaffected by inelastic scattering processes, was used to give the inherent optical properties, phytoplankton absorption, a ph , absorption by nonalgal matter including CDOM and nonalgal particles, a dm , and particulate backscatter, b bp . The radiance reflectance is used in the present study, because it is analogous to the remote sensing reflectance, R rs . The method is based on three main assumptions, that (1) there is a relationship between the remote sensing reflectance and the total absorption and backscattering coefficients, (2) the inherent optical properties of pure water are well known, and (3) the spectral shapes of the specific absorption coefficients, a and a , and the specific particulate backscattering co-* * ph dm efficient, b , are well characterized. The semianalytical re-* bp lationship for the remote sensing reflectance, R rs , of Gordon et al. (1988) 
Inversion of the radiance reflectance-The
where l 1 ϭ 0.0949 and l 2 ϭ 0.0794. In the present study, the total absorption coefficient was calculated as the sum of the constituent coefficients: the absorptions by water, a w (), phytoplankton, a ph (), and nonalgal matter, a dm (). The absorption coefficients of pure water were taken from Pope and Fry (1997) . Absorption by nonalgal matter was represented by an exponential function with slope S and reference wavelength ( 0 ϭ 440 nm) (Bricaud et al. 1981 ). The absorption due to phytoplankton was calculated from the product of the Chl a concentration, C, and the chlorophyll-specific phytoplankton absorption coefficient. Total absorption was then calculated using Eq. 12.
Similarly, the total backscattering coefficient was calculated from the sum of the constituent coefficients. The scattering coefficient for seawater, b w , was modeled with a value at a reference wavelength and a Ϫ4.32 spectral dependence (Morel 1974; Haltrin and Kattawar 1991) . Backscattering by water was assumed to be half the total scattering. Particulate backscattering was modeled using an inverse power function of the wavelength as in Garver and Siegel (1997) . The total backscattering was then calculated using Eq. 13.
4.32
Ϫn 1 400
Thus, in calculating a modeled L u /E d spectra (using Eqs. 11-13), there are six unknowns: three tuning parameters, S, n, and a (); and three retrieved parameters, C, a dm ( 0 ), and * ph b bp ( 0 ). Profiles of the retrieved parameters were obtained by iteratively varying C, a dm ( 0 ), and b bp ( 0 ) to minimize the sum of squared deviations between modeled and observed L u /E d spectra below 600 nm. At these wavelengths, the effects of inelastic sources on the upwelling radiance were minimal compared with those at wavelengths Ͼ600 nm.
The tuning parameters were adjusted for each cruise to maximize the fit of the retrieved parameters to observed values. Three criteria were used to locally tune the inversion model: (1) the root mean square (RMS) error between observed and predicted reflectances at 5 m for each profile, (2) the relationship of the observed (using QFT decomposition) and predicted a ph , and (3) the number of retrieved a dm () Ͻ0 (retrieved values were not limited in range). For this, the values 0.010, 0.015, and 0.020 nm Ϫ1 were used for S, and 0, 1, and 2 were used for n. The mean a spectra for each * ph cruise and that from the Irish Sea described previously was used ( Fig. 1) . Only those measured reflectance spectra where the coefficient of variation of the surface irradiance was Ͻ5%, the tilt and roll were Ͻ10Њ, and the solar zenith angle was Ͻ65Њ were considered. The spectral shapes and the constituent concentrations from the reflectance inversion were then used to predict the IOPs and radiance reflectances at wavelengths other than those used for the inversion.
Decomposition of the upwelling radiance above 600 nmThere are three major sources for upwelling radiance at wavelengths where Chl a fluorescence is important, elastic scattering of ambient solar radiation of the same wavelength, and the inelastic inputs of Raman scattering and Chl a fluorescence. To obtain the upwelling radiance from fluorescence, it is therefore necessary to quantify the radiance from elastic and Raman scattering so that these can be subtracted from the total upwelling radiance.
Elastic scattered upwelling radiance at 665 nm was calculated using the modeled reflectance and the measured downwelling irradiance (Eq. 11). At 683 nm this was more complicated, because there was no E d (683) sensor. Instead, E d (683) was modeled. For a homogeneous ocean in the absence of inelastic scattering, the downwelling irradiance at one wavelength may be approximated from another using the differences in the attenuation and an exponential decrease with depth.
The use of Eq. 14 allows for a more robust estimation of E d (, z) compared with simply extrapolating a surface measurement to depth. Not considering Frauhnhofer lines, ␥( 0 , , 0 ϩ ), the ratio of surface irradiances was approximated using 0 / at wavelengths Ͼ500 nm (Bird 1984) . To predict the irradiance at depth, the difference in the attenuation coefficients K d () and K d ( 0 ), unaffected by inelastic scattering, was required. The coefficients were calculated with the empirical relationship of Kirk (1991) using the extrapolated IOPs from the reflectance inversion and total scattering estimated using a backscattering ratio of 0.019. The cosine of the refracted solar zenith angle, sw , and the mean cosine of scattering, g, were used in this relationship. The values of the backscattering ratio and the mean cosine of scattering, 0.924, were from the volume scattering function of (Petzold 1972).
The modeled downwelling irradiance at 683 nm was then used to estimate the upwelling radiance using the measured E d (665), the predicted radiance reflectance and attenuation coefficients. This method was also used to assess the contribution of inelastic sources to the downwelling irradiance at 665 nm using the measured E d (555).
The proportion of the upwelling radiance due to Raman scattering was calculated for both 665 and 683 nm (Eq. 9). The integral was calculated using measured E d () data interpolated at 1 nm resolution. The observed K d (555, z) was used to give the attenuation of the exciting radiation because this was at the center of the excitation range and a( em , z) from the modeled absorption.
Fluorescence output and quantum yield-The fluorescence output was calculated at each depth for all profiles using Eq. 7 at both 665 and 683 nm using the observed K d (PAR, z) as an approximation for K o (PAR, z) and the extrapolated a(, z) value from the reflectance inversion. Equation 6 was used to obtain f , and the mean value for each cruise was used to estimate (683, 683, f ). This, combined F f with the F f (683, z), gave the total fluorescence emission per unit volume for each depth (Eq. 5).
The spectrally weighted absorption was calculated using the measured E d (, z) interpolated from 400 to 700 nm and the a ph (, z) from both the QFT measurements and the reflectance inversion (Eq. 4). Finally, f (z) was calculated using the scalar PAR irradiance, estimated from E d (PAR, z)/ sw , as described above (Eq. 3).
Results
Inversion of the radiance reflectance-There were significant linear relationships between the observed a ph and those predicted by reflectance inversion for all values of the tuning parameters. The particulate backscattering exponent, n, and the spectral shape of the specific phytoplankton absorption, a (), were found to give the greatest variability in the in-* ph version. For data from the 1996 cruise, the inversion performed best with the cruise mean a , an n of 2, and S of * ph 0.010 nm Ϫ1 . With these values the RMS error was minimal, observed and predicted phytoplankton absorptions were closest to a 1 : 1 relationship (overall r 2 ϭ 0.90), and no a dm values were Ͻ0 (Fig. 2) . The parameterization of the tuning factors for 1995 data set was not as simple. All values of n parison of the observed and predicted chlorophyll concentrations from both CH126 and CD93 showed that there was a significant relationship between the two that was not significantly different from 1 : 1 (C pred ϭ 1.02C obs ϩ 0.15, r 2 ϭ 0.84). For both panels, the dashed line is 1 : 1 and the solid line represents the best fit to the data.
led to an overestimation of a ph . The three optical casts with the maximum phytoplankton absorption (6, 8, and 10) affected the results strongly and were all located at the same station. Comparison between the chlorophyll concentrations determined fluorometrically from extracts of the QFT absorption filter and the 250-ml samples for cast 8 suggested that phytoplankton absorption may have been underestimated by a factor of 1.7. This was potentially due to errors in filtering and/or patchiness in the phytoplankton distribution. Adjusting for this error, the values for n of 1 and S of 0.010 nm Ϫ1 and the cruise mean a () were used, because these * ph represented a compromise of the optimal values of the three tuning criteria. For both cruises, there was no discernable trend in the RMS error of the reflectance inversion with depth.
The performance of the reflectance inversion was assessed using observations that were not used to tune the model, nonalgal absorption, and chlorophyll concentration. Nonalgal absorption was composed of that from both particulate organic matter and CDOM. Particulate nonalgal absorption estimates from the a p decomposition method were combined with direct measurements of the a CDOM to give a dm . Only eight direct measurements of a CDOM were concurrent with quality checked in-water optical measurements, and were all from CH126. There was a significant relationship between the predicted and the observed a dm (400) values that was close to a 1 : 1 relationship (r 2 ϭ 0.88, Fig. 3A ). During CH126 and CD93, respectively, 246 and 51 in-water optical measurements that passed quality criteria had associated fluorometrically determined chlorophyll concentrations. There was a significant relationship between the observed and predicted chlorophyll values that was not significantly different from a 1 : 1 relationship (r 2 ϭ 0.84, Fig. 3B ). There was no discernable trend in the RMS error of the chlorophyll relationship with depth. Reflectance inversion is generally used in surface waters where the quasi single scattering approximation may be assumed to hold. The lack of discernable trends in the RMS error of the reflectance inversion and the chlorophyll relationship suggests that the inversion is valid for the profiles used in the present study.
Effects of inelastic sources at 665 and 683 nm-There was a significant relationship between the K d (443) calculated using the retrieved IOPs and those observed with the PRR-600 (r 2 ϭ 0.74, Fig. 4 ). This was close to a 1 : 1 relationship. In contrast, the observed values of K d (665) differed significantly from the modeled values and showed a marked decrease with depth unlike those at other wavelengths (Fig.  5A) . The most probable reason for this was the contribution of inelastically scattered light. To determine this, the E d (555) was used to predict E d (665) in the absence of inelastic scatter (Eq. 14). The difference between the calculated and observed E d (665) profiles allowed the calculation of the effect of inelastic sources (Fig. 5B) . The contribution of inelastic processes was also determined from the predicted and observed attenuation coefficients (using the ratio of the difference between observed K d at 555 and 665 nm and the difference between the observed K d [555] and predicted
The composition of the upwelling radiance at 665 nm showed a characteristic distribution: the backscattered light, L ub (665), decreased exponentially with depth as E d (665) was rapidly absorbed; the influence of the Raman scattered light, L uR (665), increased with depth as light redistributed from other wavelengths became more important; and the contribution from upwelled fluorescence, L uf (665), also increased with depth (Fig. 6A, Table 2 ). The distribution for the contribution of the components of total upwelled radiance at 683 nm was similar to that for 665 nm (Fig. 6B , Table 2 ). Comparison of compositions at the two wavelengths showed the lesser magnitude of the influences of both back and Raman scattered light at 683 nm because of the increased amount of inelastic scattering from fluorescence.
Fluorescence output and quantum yield-Below 5 m, the fluorescence outputs at 665 and 683 nm were significantly related for both cruises (r 2 Ͼ0.99). The mean standard deviations of the Gaussian emission function for each cruise, calculated from the ratio of the fluorescence outputs, were close to the 10.6 nm historically reported (Gordon 1979; Kishino et al. 1984 ). The f were 11.58 (Ϯ0.60) and 10.53 (Ϯ0.45) nm for CH126 and CD93, respectively. Above 5 m, nonfluorescence components dominated L u (665), and their overestimation caused the fluorescence signal to be undetected or underestimated in some cases. At 683 nm the increased fluorescence signal, compared with the nonfluorescent sources of a similar magnitude at 665 nm, meant that similar potential errors were greatly reduced.
Spectrally weighted absorption was calculated using values of phytoplankton absorption obtained from both the reflectance inversion and QFT (Eq. 4). There was a strong agreement between the two values (r 2 ϭ 0.83, Fig. 7A ). The quantum yield of fluorescence calculated from both estimates of ā ph again showed a significant relationship for both cruises that was not significantly different from a 1 : 1 relationship (r 2 ϭ 0.86, Fig. 7B ). All of the estimates of f from just the radiometric measurements were within Ϯ40% of those obtained by incorporating QFT measurements, which indicates that f can be reasonably estimated from radiometric measurements alone.
Sources of variability in the fluorescence signal-
The fluorescence output is determined by the incident irradiance, the phytoplankton absorption, and the quantum yield of fluorescence (Eq. 3). Of interest is partitioning the variability of the fluorescence output among these three factors, because this determines what can be implied from changes in measured phytoplankton fluorescence. After logarithmic transformation, the fluorescence and exciting irradiance were significantly related with 86% of the variance in the fluorescence output being explained by the irradiance. The slope of the regression, which corresponds to an exponent of the irradiance without the logarithmic transformation, was not significantly different from 1 (P ϭ 0.14, n ϭ 1001), which could allow F f to be estimated from a simple ratio of E o (PAR). The relationship was F f ϭ 8.77 ϫ 10 Ϫ4 E o (PAR). Historically, the variability associated with the irradiance has been removed by normalizing the fluorescence output by the exciting irradiance. Linear regression showed that 56% of the variability of this irradiance normalized fluorescence, often termed the fluorescent coefficient, was explained by spectrally weighted absorption coefficient. This is the relationship that has been used to predict biomass from solar- The contribution of backscattered light, L ub (), decreased rapidly with depth at both wavelengths, and fluoresced light, L uf (), comes to dominate with depth. The upwelled radiance over the fluorescence band was never fully composed of that from fluorescence at any depth due to Raman scattered light, which always formed a significant proportion. Table 2 . The mean percentage composition (standard deviation) of the total upwelling radiance at 665 and 683 nm for cruise CH126, represented graphically in Fig. 5 . stimulated fluorescence. A simple model for f is an exponential decrease with increasing irradiance similar to the nonphotochemical quenching model of Neale and Richerson (1987) and explained 29% of the variability of f , such that f ϭ 0.032 exp(1.32 ϫ 10 Ϫ3 E o [PAR] ). The exponent was similar to that of 1.22 ϫ 10 Ϫ3 reported by Neale and Richerson. Incorporating this model with the F f /E o (PAR) measurements allowed prediction of ā ph , and 70% of the variability in the predicted ā ph was explained by the observed values using linear regression, but the relationship was significantly different from 1 : 1 (ā ϭ 0.57ā ϩ 0.14). pred obs ph ph
Variability of the quantum yield of fluorescence-One concern with the method for calculating f is the effect of a nonhomogeneous water column below the detector. Heterogeneity of the water column will have a differential effect f , calculated using absorptions from QFT measurements and those derived from the reflectance inversion for both cruises. There was a significant relationship between the two that was not significantly different from 1 : 1 ( ϭ 1.06 ϩ 0.00, r 2 ϭ 0.86). For both inv QFT f f panels, the dashed line is 1 : 1 and the solid line represents the best fit to the data. Fig. 8 . Variation in the quantum yield of fluorescence with depth and surface irradiance. Two distinct regions were apparent in the variation of f with depth: an increase from a low surface value to a subsurface maximum followed by an decrease with depth. Both regions were only present in casts before 1000 h local time (open symbols), which generally had low surface irradiance. Casts after 1000 h had depressed f values compared with those earlier in the day, independent of surface irradiance conditions. The increase in f to the subsurface maximum was indicative of decreased nonphotochemical quenching, whereas the decrease below the subsurface maximum indicated increasing photochemical quenching.
with wavelength, leading to inaccuracies in the retrieved inherent optical properties. For example, with a high-chlorophyll surface layer above lower chlorophyll waters, the change in the spectral quality of the upwelling light as the interface is approached may lead to an underestimation of ā ph immediately above the boundary of the two waters. This would tend to raise the quantum yield of fluorescence. For the discussion of the variability of f below, the affect of this potential error was minimized by limiting the data to areas absent of sharp changes in biomass.
Two distinct regimes were observed in the variation of f with depth and, hence, irradiance. An initial increase in the quantum yield with depth to a subsurface maximum was followed by a decrease with depth (Fig. 8, Table 3 ). The depth of the subsurface maximum was not constant and ranged from a minimum of 6 m during the first profile of cast 7 from CD93 to 18 m during the second profile of the same cast. After 1000 h local time, only the increase in f with depth was observed. For the casts shown in Fig. 8 , nearsurface values of f varied from 0.4% from midday, highirradiance conditions of cast 19 of CH126 to 2.7% during the early morning, low light conditions of the cast 5 of CD93. The magnitude of f at the subsurface maxima, where clearly discernable, ranged from 4.0% (profile 1 of cast 17 of CD93) to 6.3% (profile 1 of cast 7 from the same cruise). There is some evidence that f from cast 13, profile 1, of CH126 reached a maximum at ϳ19 m of only 1.9%.
The two regimes of quantum yield of fluorescence were also discernable in the distribution with irradiance (Fig. 9 , Table 3 ). Increasing irradiance initially led to an increase in the quantum yield of fluorescence to a maximum value between E o (PAR) values of 94 and 164 mol quanta m Ϫ2 s Ϫ1 . Further increasing irradiance decreased the quantum yield of fluorescence to ϳ0.5% at irradiances around 2,000 mol quanta m Ϫ2 s Ϫ1 . The inflection irradiance and the quantum yield at maximal irradiances appeared to be well conserved.
Casts with large changes in the surface irradiance between Table 3 . Summary of observations for those casts in Figs. 8 and 9 . The initial part of the legend indicates the cruise (either C126 or CD93), followed by the cast number and profile number, 1 or 2 indicating either a downcast or upcast, respectively. The surface irradiances, E s , and the attenuation coefficients, K d , are the mean for the profile.
The depth and scalar irradiance, 
Chl a (mg m Fig. 9 . Variation in the quantum yield of fluorescence with irradiance. The two regimes of variation in f observed in Fig. 8 were apparent. Decreased photochemical quenching, from the closing of reaction centers, initially increased f up to a maximum between 94 and 164 mol quanta m Ϫ2 s Ϫ1 . Further increasing irradiance brought on nonphotochemical quenching and decreased f . At high irradiances after 1000 h (closed symbols), the quantum efficiency at any given irradiance was suppressed compared to that before 1000 h. Short-term variations, Ͻ15 min, in irradiance did not greatly change the relationship of f with irradiance, which indicates that physiological processes operating on two different timescales affected the fluorescence quantum efficiency. Short-term processes, Ͻ15 min, allowed f to vary for a given photoadaptive state-that is, along the line for any given profile. Long-term processes changed the photoadaptive state, depressing the f irradiance relationship. The numbers to the left and the lines below indicate the qI state and the model output described by Eq. 18. successive profiles (cast 7 from CD93, where surface irradiance increased from 437 to 1,304 mol quanta m Ϫ2 s Ϫ1 , and cast 8, where surface irradiance decreased from 1,592 to 556 mol quanta m Ϫ2 s Ϫ1 ) demonstrated that, although there may have been marked changes in the distribution of f with depth for a single cast (Fig. 8) , there was less marked change in the relationship with irradiance (Fig. 9 ).
Discussion
Reflectance inversion-This work has shown that, similar to previous work (e.g., Roesler and Perry 1995; Garver and Siegel 1997; O'Reilly et al. 1998) , it is possible to use semianalytical methods to invert remote sensing reflectances to give IOPs. The close agreement between a ph () values retrieved from the inversion and those from QFT measurements on discrete water samples (r 2 ϭ 0.90; Fig. 2 ) was expected, because this was one of the main factors used in tuning the inversion and was similar that reported by Roesler and Perry (1995) . The close correspondence between retrieved and measured parameters not used in tuning, nonalgal absorption, and the Chl a concentration (Fig. 3) confirmed the functionality of the inversion algorithm. The degree of variability explained by the linear regression of the chlorophyll values (r 2 ϭ 0.81) was similar to that re-ported by Garver and Siegel (1997) and between high-performance liquid chromatography and fluorometric determinations of chlorophyll (author's unpubl. data). The functionality of the inversion was also confirmed by the close relationship between the observed attenuation coefficients and those modeled using the IOPs from the inversion-for example, the close relationship for modeled and observed K d (443) (Fig. 4) and the close agreement at the surface for K d (665) (Fig. 5A) .
Composition of light at 665 and 683 nm-Inelastic sources of light have been shown to be a significant part of both downwelling and upwelling light fields. This was evident in the downwelling irradiance as a decrease in K d (665) with depth due to the rapid removal with depth of red light incident at the surface (Fig. 5A) . Eventually, inelastic scattering dominated the light field and attenuation values reflected those at the excitation wavelengths. Light from inelastic sources formed a significant part of E d (665) even at shallow depths and by 10 m dominated the downwelling light field (Fig. 5B ). This is in keeping with previous modeled (Marshall and Smith 1990; Berwald et al. 1998 ) and observed results (Maritorena et al. 2000) . The dominance of inelastic sources with depth was also observed in the upwelling radiance (Fig. 6, Table 2 ). The contribution of Raman scattered light was significant and of a similar magnitude to previous studies (Haltrin and Kattawar 1991; Maritorena et al. 2000) . Previous work has shown that chlorophyll fluorescence may only contribute on the order of 80% of the upwelling light field in the absence of elastically scattered light (Culver and Perry 1997) . Because the maximal excitation wavelengths for the Raman scattering and Chl a fluorescence differ, it might be expected that the relative importance of these inelastic sources might vary. In locations where the optical properties allow maximal transmission of green light (around the 555 nm excitation peak of Raman scattering to 683 nm) and those with low phytoplankton biomass, Raman scattered light may come to dominate the light field at wavelengths of Chl a fluorescence. This raises the possibility of errors in previous measurements of natural fluorescence in which the only correction of the upwelling radiance was for backscattered light (Kiefer et al. 1989; Chamberlin et al. 1990; Chamberlin and Marra 1992; Kiefer and Reynolds 1992; Stegmann et al. 1992) .
Although approximation allowed calculation of E d (683) from E d (665), including the effects of inelastic sources, it should be noted that the magnitude of the inelastic processes was for 665 nm. This potentially led to errors in both calculated E d (683) and L u (683). These errors would have been maximal where the effect of the inelastic sources was greatest-that is, with depth. Here the contribution of elastically scattered light would have been minimal, so the error in determining the fluorescence signal would have been minor. The use of an instrument with an E d (683) sensor would remove this potential source of error.
The fluorescence signal-The reflectance inversion algorithm was validated by direct comparison of retrieved parameters with independent measurements, but there were no independent measurements with which to validate the decomposition algorithm for the upwelling radiance. Assessment of the decomposition was possible, however, by comparing the fluorescence output from the two channels, 665 and 683 nm. The strong linear agreement between the fluorescence output calculated from both channels (r 2 Ͼ 0.98), even at higher values associated with shallow depths and increased elastically scattered light, validated the decomposition algorithm. This was further confirmed by the close agreement between the calculated standard deviation of the Gaussian emission function and those previously reported (Gordon 1979; Kishino et al. 1984) . The difference in the shapes of the fluorescence emission calculated for the two cruises may have been due to differences in instrument response and phytoplankton physiology. Spectral observations have shown the spectral shape of Chl a fluorescence varies under both natural and laboratory conditions (Prézelin and Ley 1980; Ahn et al. 1992; Roesler and Perry 1995) and models have suggested that changes in absorption efficiency of phytoplankton may alter the fluorescence output by means of internal reabsorption (Collins et al. 1985) .
Values of f calculated using the reflectance inversion and radiance decomposition algorithm and, hence, derived solely from in-water radiometer measurements, were not significantly different from values of f calculated using QFT measurements of phytoplankton absorption (r 2 ϭ 0.86, Fig. 7B ). The reflectance inversion technique was limited to a single spectral shape for phytoplankton absorption for an individual tuning, in this case each cruise, and temporal and spatial variations in this shape may have explained the differences between the estimates of f . Errors associated with QFT measurements of absorption, including sample preparation and assumptions inherent in the technique, specifically those associated with pathlength amplification factors, may have also contributed to the variance unexplained (Tassan and Ferrari 1995; Roesler 1998; Lohrenz 2000; Tassan et al. 2000) .
The quantum yield of fluorescence-The f depth profiles (Fig. 8) show many similarities to, but have shallower subsurface maxima than, those reported by Maritorena et al. (2000) . Their depth profiles were from clear oligotrophic waters of the Pacific with lower K d (PAR), 0.035-0.055 m Ϫ1 , allowing light to penetrate to greater depths. Simple calculations using reported surface irradiance levels, 1,600-2,000 mol quanta m Ϫ2 s Ϫ1 , indicated that the f maxima occurred at irradiances of similar magnitudes to those reported herein. The near-surface values of f reported herein are also quantitatively similar to the 0.84% reported for the high irradiance conditions studied by Maritorena et al. (2000) .
Three regions of control of the fluorescence yield of phytoplankton are observed in Fig. 9 . First, at irradiances below that of inflection, increasing irradiance increases the fluorescence yield. Decreasing photochemical quenching, q P , would explain this with increasing irradiance closing more reaction centers (Kiefer and Reynolds 1992) . Second, above the inflection irradiance, further increasing irradiance decreases the fluorescence yield. Increasing nonphotochemical quenching would explain this, most likely the rapid energy-dependent quenching, q E , because it appears to be rapidly variable. Last, after 1000 h, there is the general decrease in the mag-nitude of the fluorescence yield at all irradiances, most probably explained by the long-timescale light-stress nonphotochemical quenching, q I (Krause and Weis 1991; Demmig-Adams and Adams 1992; Horton et al. 1996) .
A simple irradiance-based model that includes q P , q E , and q I was developed to explain the observed fluorescence yields (Fig. 9 ). Photochemical quenching was described using the Kiefer and Reynolds (1992) model (Eqs. 1 and 2). Nonphotochemical quenching was modeled as an effective decrease in the probability of a photon reaching a reaction center capable of fluorescence, potentially achieved either through thermal dissipation of absorbed energy or photodamage of the reaction center. The decrease in f with increasing irradiance was modeled using target theory, similar to that used for the number of open reaction centers, such that increasing irradiance decreased the number of available reaction centers. The complex dynamics of the slower part of nonphotochemical quenching, q I , meant that no functional relationship with its controlling parameters was possible. For the discussion herein, q I was varied systematically from 1 to 0 representing minimal and maximal quenching, respectively. To account for the apparently constant value of f at high irradiances, it was assumed that there was a constant fraction of reaction centers, r, that were unaffected by nonphotochemical quenching. Nonphotochemical quenching was modeled using
N I E I
where E T is the irradiance above which q E approaches its maximum. Including this with the photochemical quenching model gave Eq. 18.
The model may not describe the behavior of f at irradiances below the inflection irradiance for profiles with high degrees of q I because of the lack of f measurements in this region. In the case that is less affected by nonphotof min chemical quenching than (Havaux et al. 1991) , it may f max be appropriate to apply the q N only to . A family of f max curves with varying levels of q I was generated with the parameters selected to fit the observed data (r ϭ 0.04, E k ϭ 55 mol quanta m Ϫ2 s Ϫ1 , E T ϭ 350 mol quanta m Ϫ2 s Ϫ1 , ϭ 0.030, and ϭ 0.090) and is shown in Fig. 9 .
f f min max Inherent in this model is the assumption that the timescale of mixing for the surface mixed layer is less than that for relaxation of q I , which results in a uniform distribution of q I with depth for any given cast. The model also ascribes the quenching with increased irradiance described by target theory solely to q E . In reality, q I may vary with depth depending on the interaction of the mixing timescales and the onset and relaxation kinetics of q I , and q E alone may be insufficient to allow maximum quenching associated with high irradiances that may also include contributions from q I (Horton et al. 1996) . Interpretation of the observations and results of the model is complicated by the uncertainty associated with partitioning of q N and the mechanisms associated with q I , thermal energy dissipation, and/or PSII reaction center damage (Krause and Weis 1991; Horton et al. 1996) . The effects of nutrient limitation are beyond the scope of the present work but could be hypothesized to affect q I .
Despite the limitations of the model, some interesting conclusions about the photophysiology of phytoplankton can be made. The convergence of f at irradiances of 2,000 mol quanta m Ϫ2 s Ϫ1 may be of evolutional significance, because this corresponds to full sunlight, when photoprotection would be expected to be maximal. In the context of the model, the fraction of viable reaction centers that fluoresce at these irradiance, r, was 4%, which may reflect either the recovery rate of damaged reaction centers-for example, by replacement of damaged D1 proteins (Han et al. 2000; Zhang et al. 2000) -or the fraction of reaction centers that are not bypassed by thermal dissipation of the excitation energy. It should be noted that the interpretations of the model are limited by the assumptions made in its formulation and that there are other possible explanations for the asymptotic relationship of f with irradiance.
Implications for interpretation of fluorescence-based measurements-Knowledge of the variation in f is essential for the interpretation of fluorescence-based measurements. The large range in f observed herein and in previous work refutes the paradigm of a constant f necessary for accurate assessment of phytoplankton biomass using sun-stimulated fluorescence measurements. With greater ranges in biomass, the apparent error associated with variations in f would be reduced. As such, sun-stimulated fluorescence is generally only a gross indicator of biomass (Roesler and Perry 1995) . The dominance of nonphotochemical quenching in surface waters and the uncertainties in the relationship between the quantum yields of fluorescence and photochemistry with q N suggest that sun-stimulated fluorescence may be a poor indicator of primary production. A greater understanding of the effect of nonphotochemical quenching on the quantum yields of fluorescence and photochemistry may improve this. It should be noted that the fluorescence output and primary production would be expected to covary, given that one of the major sources of variation in both is the absorbed excitation energy.
One interesting case is that of satellite-derived measurements of ocean color and the fluorescence signal. As noted by Maritorena et al. (2000) , the near-noon equator-crossing time of polar orbiting satellites and the shallow depth of the signal results in measurements of sun-stimulated fluorescence only at high irradiances. Initial results presented here suggest that the range of f under these conditions is small, which could result in improved estimation of biomass concentrations. Concurrent f estimates could provide interesting information into the physiological state of the phytoplankton in this very shallow layer of the oceans. Further work is needed to investigate the temporal and spatial distribution of f and its consistency at high irradiances. The methods presented herein provide the basis for achieving this not only from in-water but also from above-water measurements.
