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xnþ1 ¼ A Bxn1CþDxn2 ; n ¼ 0; 1; . . .
where A, B are nonnegative real numbers, C, D are positive real numbers and
±C+ Dxn2 „ 0 for all nP 0.
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Difference equations appear naturally as discrete analogues
and numerical solutions of differential equations and delay dif-
ferential equations having applications in biology, ecology,
physics, etc, [1].
The study of nonlinear rational difference equations of
higher order is of paramount importance, since we still know
so little about such equations.
El-Owaidy et al. [2] investigated the global attractivity of
the difference equation
xnþ1 ¼ a bxn1cþ xn ; n ¼ 0; 1; . . .tian Mathematical Society.
g by Elsevier
ing by Elsevier B.V. on behalf of E
3.009where, a, b, c are non-negative real numbers and c+ xn „ 0 for
all nP 0.
Xiu-Mei et al. [3] investigated the global attractivity of the
negative solutions of the nonlinear difference equation
xnþ1 ¼ 1 xnk
AþDxn ; n ¼ 0; 1; . . .
where A 2 (1, 0), k is a positive integer and A+ Dxn „ 0 for
all nP 0.
Wan-Sheng et al. [4] studied the attractivity of the nonlinear
delay difference equation
xnþ1 ¼ a bxnk
Aþ xn ; n ¼ 0; 1; . . .
where aP 0, b, A> 0, k 2 {1, 2, . . .} and A+ xn „ 0 for all
nP 0.
In this paper, we study the global attractivity of the differ-
ence equationsgyptian Mathematical Society. Open access under CC BY-NC-ND license.
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where A, B are nonnegative real numbers, C, D are positive
real numbers and±C+ Dxn2 „ 0 for all nP 0.
2. Preliminaries
Consider the difference equation
xnþ1 ¼ fðxn; xn1; . . . ; xnkÞ; n ¼ 0; 1; . . . ð2:1Þ
Let f be a continuous function which maps some set Jk+1
into J, where J is some interval of real numbers. It is easy to
see that Eq. (2.1) has a unique solution fxng1n¼k for the initial
conditions xk, xk+1, . . ., x0 2 J.
Deﬁnition 2.1. [5]
(1) An equilibrium point x for Eq. (2.1) is called locally sta-
ble if for every e> 0, there exists d> 0 such that for all
xk, xk+1, . . ., x0 2 J with
P0
i¼k jxi  xj < d we have
jxn  xj <  for all n 2 N. Otherwise x is said to be
unstable.
(2) The equilibrium point x of Eq. (2.1) is called locally
asymptotically stable if it is locally stable and there
exists c> 0 such that for any initial conditions withP0
i¼k jxi  xj < c, we have limn!1xn ¼ x.
(3) The equilibrium point x for Eq. (2.1) is called a global
attractor if xk, xk+1, . . ., x0 2 J always implies that
limn!1xn ¼ x.
(4) The equilibrium point x for Eq. (2.1) is called globally
asymptotically stable if it is locally asymptotically stable
and global attractor.
The linearized equation associated with Eq. (2.1) is
ynþ1 ¼
Xk
i¼0
@f
@xni
ðx; . . . ; xÞyni; n ¼ 0; 1; . . . ð2:2Þ
The characteristic equation associated with Eq. (2.2) is
kkþ1 
Xk
i¼0
@f
@xni
ðx; . . . ; xÞkki ¼ 0: ð2:3ÞTheorem 2.2 [5]. Assume that f is a C1 function and let x be an
equilibrium point of Eq. (2.1). Then the following statements are
true:
(1) If all roots of Eq. (2.3) lie in the open disk ŒkŒ< 1, then x
is locally asymptotically stable.
(2) If at least one root of Eq. (2.3) has absolute value
greater than one, then x is unstable.Theorem 2.3 [6]. Consider the third-degree polynomial equation
k3 þ a2k2 þ a1kþ a0 ¼ 0; ð2:4Þ
where a0, a1 and a2 are real numbers. Then a necessary and suf-
ﬁcient condition that all roots of Eq. (2.4) to lie inside the open
disk ŒkŒ< 1 is
ja2 þ a0j < 1þ a1; ja2  3a0j < 3 a1; a20 þ a1  a0a2 < 1:Theorem 2.4. Consider the difference equation
xnþ1 ¼ fðxn1; xn2Þ; n ¼ 0; 1; . . . ð2:5Þ
Let [a, b] be an interval of real numbers and assume that
f : ½a; b  ½a; b ! ½a; b
is a continuous function satisfying the following properties:
(1) f(x, y) is non-decreasing in x 2 [a, b] for each y 2 [a, b]
and f(x, y) is non-increasing in y 2 [a, b] for each
x 2 [a, b];
(2) If (m, M) 2 [a, b] · [a, b] is a solution of the system
fðm;MÞ ¼ m and fðM;mÞ ¼M;
then m=M.Then Eq. (2.5) has a unique equilibrium
x 2 ½a; b and every solution of (2.5) converges to x.The change of variables xn ¼ CD yn reduces Eq. (1.1) to the
difference equation
ynþ1 ¼
p qyn1
1þ yn2
; n ¼ 0; 1; . . . ð2:6Þ
where p ¼ AD
C2
and q ¼ B
C
.
In what follows, we will only consider the solutions corre-
sponding to admissible initial conditions which will be called
admissible solutions.
The stability is refereed to the set of admissible solutions.
3. The difference equation ynþ1 ¼ pqyn11þyn2
In this section we study the global attractivity of the difference
equation
ynþ1 ¼
p qyn1
1þ yn2
; n ¼ 0; 1; . . . ð3:1Þ
We can see that the equilibrium points of Eq. (3.1) are the
zeros of the function
f1ðyÞ ¼ y2 þ ð1þ qÞy p:
That is
y1 ¼
1
2
ðð1þ qÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ qÞ2 þ 4p
q
Þ
and
y2 ¼
1
2
ðð1þ qÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ qÞ2 þ 4p
q
Þ:
The linearized equation associated with Eq. (3.1) about yi,
i= 1, 2 is
znþ1 þ q
1þ yi
zn1 þ yi
1þ yi
zn2 ¼ 0; n ¼ 0; 1; . . . ð3:2Þ
Its associated characteristic equation is
k3 þ q
1þ yi
kþ yi
1þ yi
¼ 0: ð3:3Þ
Suppose that
giðkÞ ¼ k3 þ
q
1þ yi
kþ yi
1þ yi
¼ 0; i ¼ 1; 2:
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(1) The sufﬁcient condition for the equilibrium point y1 to be
locally asymptotically stable is q 6 1.
(2) If 1< q< 2, then the following statements are true.
3(a) If p > 2ðq1Þðq1Þðq2Þ2 , then y1 is locally asymptotically
stable point.
(b) If p ¼ 2ðq1Þðq1Þ3ðq2Þ2 , then y1 is a nonhyperbolic point.
(c) If p < 2ðq1Þðq1Þ
3
ðq2Þ2 , then y1 is unstable (saddle
point).(3) If qP 2, then y1 is unstable (saddle point).
Proof. It is clear that g1(k) has a zero k1 on (1, 0).
(1) If q< 1, then using theorem (2.3) with a0 ¼ y11þy1 ;
a1 ¼ q1þy1 and a2 = 0 we obtain the result.But as   
g1 
y1
1þ y1
¼  y1
1þ y1
3
 q
1þ y1
y1
1þ y1
þ y1
1þ y1
¼ yð1þ yÞ3 ð1 qþ yð2 qÞÞ:
Hence if q= 1, then k1 <  y11þy1. That is jk1j > j
y1
1þy1 j.
Using the relation between the roots and coefﬁcients
of the equation g1(k) = 0, we have Y3
i¼1
ki

 ¼
y1
1þ y1
¼ jk1k2k3j > y1
1þ y1
jk2k3j
and the result follows.(2) Let h ¼ q1
2q. Then  f1ðhÞ ¼ h2 þ ð1þ qÞh p ¼ q 1
2 q
2
þ ð1þ qÞ q 1
2 q
 p ¼ 2ðq 1Þ  ðq 1Þ
3
ð2 qÞ2  p:3(a) If p > 2ðq1Þðq1Þðq2Þ2 , then y1 > h. This implies that
jk1j > j  y11þy1 j. Using the relation between the r-
oots and coefﬁcients of the equation g1(k) = 0, we
obtain the result.
(b) If p ¼ 2ðq1Þðq1Þ3ðq2Þ2 , then y1 ¼ h. This implies that
jk1j ¼ j  y11þy1 j. Therefore, we have Œ k2Œ= Œk2Œ=
1 and y1 is a nonhyperbolic point.
(c) If p < 2ðq1Þðq1Þ
3
ðq2Þ2 , then y1 < h. This implies that
jk1j < j  y11þy1 j. Therefore, we have Œk2Œ= Œk2Œ=
1 and y1 is unstable (saddle point).(3) If qP 2, then we have jk1j < j  y11þy1 j and y1 is unstable
(saddle point). hTheorem 3.2. The following statements are true.
(1) If q 2 [0, 2], then y2 is unstable (source).
(2) If q 2 ð1þ ﬃﬃﬃ2p ;1Þ, then y2 is unstable (saddle point).(3) If 2 < q < 1þ ﬃﬃﬃ2p , then we have the following:
3(a) If p < 2ðq1Þðq1Þðq2Þ2 , then y2 is unstable (source).
(b) If p ¼ 2ðq1Þðq1Þ3ðq2Þ2 , then y2 is unstable.
(c) If p > 2ðq1Þðq1Þ
3
ðq2Þ2 , then y2 is unstable (saddle
point).Proof. It is clear that g2(k) has a zero k1 on (1, 1). Con-
sider the function h(x) = (2  q)x+ 1  q. Then
h0(x) = 2  q.
(1) If 0 6 q 6 1, then h0(x) > 0 and hðy2Þ < hð1 qÞ <
hðq1
2qÞ ¼ 0.If 1 < q< 2, then h0(x) > 0 and hðy2Þ <
hð1 qÞ < hð0Þ < 0. Hence if q 2 [0, 2), then we have
hðy2Þ < 0. This implies that 
g2 
y2
1þ y2
¼ y2ð1þ y2Þ3
ðð2 qÞy2 þ 1 qÞ < 0;
where hðy2Þ ¼ ð2 qÞy2 þ 1 q < 0. This implies that
jk1j < y21þy2. But as y2 < q 1, the equation g2(k) = 0
has no positive real roots. Using the relation between
the roots and coefﬁcients of the equation g2(k) = 0 we
can see that ŒkŒ> 1 for all roots and y2 is unstable
(source).Finally, if q= 1, then hðy2Þ < 0 and so y2 is
unstable (source).ﬃﬃﬃp(2) If q 2 ð1þ 2;1Þ, then h0(x) < 0 and
hðy2Þ > hð1 qÞ > hðq12qÞ ¼ 0. Therefore,
Œk2Œ= Œk2Œ< 1 and y2 is unstable (saddle point).
(3) If 2 < q < 1þ ﬃﬃﬃ2p , then h< 1  q. But as
y2 < 1 q, we have three cases:
(a) If p < 2ðq1Þðq1Þ
3
ðq2Þ2 , (that is h < y2 < 1 q), then
jk1j < y21þy2 and y2 is unstable (source).
(b) If p ¼ 2ðq1Þðq1Þ3ðq2Þ2 , (that is y2 ¼ h), then jk1j ¼
y2
1þy2
and y2 is unstable.
(c) If p > 2ðq1Þðq1Þ
3
ðq2Þ2 , (that is y2 < h), then jk1j >
y2
1þy2
and y2 is unstable (saddle point). hTheorem 3.3. Assume that q< 1. Then the interval 0; p
q
h i
is an
invariant interval for Eq. (3.1).
Proof. Let fyng1n¼2 be a solution of Eq. (3.1) with
y2; y1; y0 2 0; pq
h i
. Consider the function U1ðx; yÞ ¼ pqx1þy . It
is clear that U1 is decreasing in x and y on 1; pq
 
 ð1;1Þ.
Hence
0 ¼ U1 p
q
;
p
q
 
< y1 ¼ U1ðy1; y2Þ < U1ð0; 0Þ ¼ p <
p
q
;
0 ¼ U1 p
q
;
p
q
 
< y2 ¼ U1ðy0; y1Þ < U1ð0; 0Þ ¼ p <
p
q
;
0 ¼ U1 p
q
;
p
q
 
< y3 ¼ U1ðy1; y0Þ < U1ð0; 0Þ ¼ p <
p
q
:
By induction we obtain the result. h
Theorem 3.4.
(1) Eq. (3.1) has no period-2 solutions.
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with basin 0; pq
h i3
.Proof.
(1) If {. . ., u, w, u, w, . . .} is a period-2 solution of Eq. (3.1).
Then we have u ¼ pqu
1þw ; w ¼ pqw1þu . This implies that
(u  w)(1 + q) = 0, which is a contradiction as u „ w
and q ¼ BC > 0.
(2) Suppose that q< 1 and let fyng1n¼2 be a solution of Eq.
(3.1) with y2; y1; y0 2 0; pq
h i
. Then using theorem (3.3)
we have that yn 2 0; pq
h i
, nP 1. Let k= liminfyn and
K= limsupyn. Hence we have
p qK
1þ K 6 k 6 K 6
p qk
1þ k :
This implies that
p qK 6 kþ kK
and
Kþ Kk 6 p qK:
Then
p qK 6 kþ kK 6 kþ p qKK
That is k(q  1) 6 K(q  1). This is a contradiction and there-
fore, k ¼ K ¼ x.This completes the proof. h
3.1. The Case p = 0
In this subsection we study the global behavior of the differ-
ence equation
ynþ1 ¼
qyn1
1þ yn2
; n ¼ 0; 1; . . . ð3:4Þ
Eq. (3.4) has the equilibrium points y1 ¼ 0 and
y2 ¼ 1 q.
The linearized equation associated with Eq. (3.4) about
yi; i ¼ 1; 2 is
znþ1 þ q
1þ yi
zn1  qyið1þ yiÞ2
zn2 ¼ 0; i ¼ 1; 2; n ¼ 0; 1; . . . ð3:5Þ
The characteristic equation associated with this equation is
k3 þ q
1þ yi
k qyið1þ yiÞ2
¼ 0; i ¼ 1; 2: ð3:6ÞTheorem 3.5.
(1) The equilibrium point y1 ¼ 0 is locally asymptotically sta-
ble is q< 1 and a saddle point if q> 1.
(2) The following statements are true.ﬃﬃﬃp
(a) If q < 1þ 2, then y2 is unstable (source).
(b) If p > 1þ ﬃﬃﬃ2p , then y2 is unstable (saddle point).Proof.
(1) It is sufﬁcient to see that:The linearized equation associ-
ated with Eq. (4.5) about y1 ¼ 0 is
znþ1 þ qzn1 ¼ 0; n ¼ 0; 1; . . .Together with its associated characteristic equationk3 þ qk ¼ 0:
(2) The linearized Eq. (3.5) about y2 ¼ 1 q isznþ1  zn1 þ 1
q
ðqþ 1Þ ¼ 0; n ¼ 0; 1; . . .
Its associated characteristic Eq. (3.6) isk3  kþ 1
q
ðqþ 1Þ ¼ 0:
This characteristic equation has a root k1 2 (1, 1).
(a) If q < 1þ ﬃﬃﬃ2p , then jk1j < 1q ðqþ 1Þ and so Œk2ŒŒ-
k3Œ> 1 and y2 is unstable (source).
(b) If q > 1þ ﬃﬃﬃ2p , then jk1j > 1q ðqþ 1Þ and so Œk2ŒŒ-
k3Œ< 1 and y2 is unstable (saddle point). hTheorem 3.6. Assume that q < 1
2
. Then the interval [q, q] is an
invariant interval of Eq. (3.4).
Proof. Suppose that q < 1
2
and let ŒyiŒ< q, i= 0, 1, 2. We
show that yn 2 [q, q], for each nP 1.
It is clear that if ŒyiŒ< q, then 0 < 1  q< 1+ yi <
q+ 1. Hence
jy1j ¼ j
qy1
1þ y2
j ¼ qjy1jj1þ y2j
<
qjy1j
1 q < jy1j;
jy2j ¼ j
qy0
1þ y1
j ¼ qjy0jj1þ y1j
<
qjy0j
1 q < jy0j:
By induction we obtain jynþ1j ¼ qjyn1 j1q < jyn1j < q; nP 1 and
the result follows. h
Theorem 3.7. Assume that q < 1
2
and let fyng1n¼2 be a solution
of Eq. (3.4) with initial conditions y2, y1, y0 2 [q, q]. Then
fyng1n¼2 oscillates with semicycles of length 2. Moreover, we
have the following:
(1) If y2, y1, y0 2 [0, q], then
0 > y4nþi > q2nþ1y2þi; i ¼ 1; 2
and0 < y4nþi < q
2nþ2y4þi; i ¼ 3; 4; nP 0:(2) If y2, y1, y0 2 [q, 0], then
0 < y4nþi < q2nþ1y2þi; i ¼ 1; 2
and0 > y4nþi > q
2nþ2y4þi; i ¼ 3; 4; nP¼ 0:1
Proof. Let fyngn¼2 be a solution of Eq. (3.4) with initial con-
ditions y2, y1, y0 2 [q, q]. Then from theorem (3.6), we get
1 + yn > 0, nP 2.
That is
sgnðynþ1Þ ¼ sgnðyn1Þ; nP 0
This implies that the subsequences fy2n1g1n¼0 and fy2ng1n¼0
oscillate with semicycles of length one.
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of length 2.
Now consider the function
U2ðx; yÞ ¼ qx
1þ y :
It is clear that
 U2 is decreasing in x for y> 1;
 U2 is increasing in y for xP 0 and decreasing in y for x 6 0.(1) Suppose that y2, y1, y0 2 [0, q]. Hence we have
qy1<U2ðy1;0Þ<y1¼U2ðy1;y2Þ<U2ðy1;qÞ¼
qy1
1þq ; y1P0;
qy0<U2ðy0;0Þ<y2¼U2ðy0;y1Þ<U2ðy0;qÞ¼
qy0
1þq ; y0P0;
qy1
1þq <U2ðy1;qÞ<y3¼U2ðy1;y0Þ<U2ðy1;0Þ¼qy1<q
2y1; y160;
qy2
1þq <U2ðy2;qÞ<y4¼U2ðy2;y1Þ<U2ðy2;0Þ¼qy2<q
2y0; y260:
By induction we obtain0 > y4nþi > q2nþ1y2þi; i ¼ 1; 2
and0 < y4nþi < q
2nþ2y4þi; i ¼ 3; 4; nP 0:(2) The proof is similar and will be omitted. hTheorem 3.8. The following statements are true.
(1) If q < 1
2
, then the equilibrium point y1 ¼ 0 is a global
attractor with basin [q, q].
(2) Eq. (3.4) has no period-2 solutions.
(3) If q> 1, then Eq. (3.4) has unbounded solutions.Proof.
(1) According to theorem (3.6) we have jy2nþ1j <
ð q
1q Þnþ1jy1j and jy2nþ2j < ð q1q Þnþ1jy0j.
But as q < 12, we have Œy2n+1Œ ﬁ 0 and Œy2n+2Œ ﬁ 0 as
nﬁ1. That is ŒynŒ ﬁ 0 as nﬁ1. This completes the
proof.(2) Suppose that {. . ., u, w, u, w, . . .} is a period-2 solution
of Eq. (3.4). Then we have u ¼ qu
1þw ; w ¼ qw1þu. This
implies that (u  w)(1 + q) = 0, which is a contradic-
tion as u „ w and q ¼ BC > 0.
(3) Suppose that q> 1 and let fyng1n¼2 be a solution of Eq.
(3.4). It is sufﬁcient to consider the initial conditions,
ŒyiŒ< q  1 (>q+ 1), i= 0, 2 and ŒyiŒ> q+
1 (<q  1), i= 1.Also if we choose either y1 = 0,
y0 „ 0 or y0 = 0, y1 „ 0, the solution fyng1n¼2 is
unbounded. h4. The difference equation ynþ1 ¼ pqyn11þyn2
In this section we study the global behavior of the difference
equationynþ1 ¼
p qyn1
1þ yn2
; n ¼ 0; 1; . . . ð4:1Þ4.1. Linearized stability analysis
We can see that the equilibrium points of Eq. (4.1) are the
zeros of the function
f2ðyÞ ¼ y2 þ ð1þ qÞy p:
That is
y1 ¼
1
2
ðð1þ qÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ qÞ2 þ 4p
q
Þ
and
y2 ¼
1
2
ðð1þ qÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ qÞ2 þ 4p
q
Þ:
The linearized equation associated with Eq. (4.1) about yi,
i= 1, 2 is
znþ1 þ q1þ yi
zn1 þ yi1þ yi
zn2 ¼ 0; n ¼ 0; 1; . . . ð4:2Þ
The characteristic equation associated with this equation is
k3 þ q1þ yi
kþ yi1þ yi
¼ 0: ð4:3Þ
Suppose that
hiðkÞ ¼ k3 þ q1þ yi
kþ yi1þ yi
¼ 0 i ¼ 1; 2:Theorem 4.1. Assume that q< 1. Then the following statements
are true.
(1) If q< p, then y1 is unstable (source).
(2) If q> p, then we have the following:
3(a) If p < ðqþ1Þ 2ðqþ1Þðqþ2Þ2 , then y1 is unstable (saddle
point).
(b) If pP ðqþ1Þ
22ðqþ1Þ
ðqþ2Þ2 , then y1 is unstable.Proof.
(1) It is clear that q< p implies that y1 > 1 and h1(k) has a
zero k1 in (1, 1). It follows that 
h1  y11þ y1
¼ yð1þ yÞ3 ð1þ q yð2þ qÞÞ < 0:
That is jk1j < j  y11þy1 j. Using the relation between the
roots and coefﬁcients of the equation h1(k) = 0 we get
Œk2k3Œ> 1 and the result follows.(2) Suppose that q> p. That is y1 < 1 and h1(k) has a zero
k1 in (1, 1). But as 
h1  y11þ y1
¼ yð1þ yÞ3 ð1þ q yð2þ qÞÞ;
we have the following:
(a) If p < ðqþ1Þ
32ðqþ1Þ
ðqþ2Þ2 , (that is y1 <
qþ1
1þ2), then k1 > 
y1
1þy1. It follows that Œk2k3Œ< 1 and y1 is unsta-
ble (saddle point).
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32ðqþ1Þ
ðqþ2Þ2 , (that is y1 P
qþ1
1þ2), then k1 6
 y11þy1. It follows that Œk2k3ŒP 1 and y1 is unst-
able. hTheorem 4.2. If q> 1, then y1 is unstable (saddle point).
Proof. Assume that q> 1. Then
(1) If q< p, then y1 > 1 and h1(k) has a zero k1 in (1, 0). It
follows that 
h1  y11þ y1
¼ yð1þ yÞ3 ð1þ q yð2þ qÞÞ < 0:
That is jk1j < j y11þy1 j. Using the relation between the
roots and coefﬁcients of the equation h1(k) = 0 we ob-
tain Œk2k3Œ> 1 and y1 is unstable (saddle point).(2) If q> p, then y1 < 1 and h1(k) has a zeros k1 in (1,
1), k2 in (1, 0) and k3 in (1, 1). Then y1 is unstable
(saddle point). hTheorem 4.3. The following statements are true.
(1) If q< 1, then y2 is locally asymptoticaly stable.
(2) If q> 1, then y2 is unstable (saddle point).Proof.
(1) Using theorem (2.3) we obtain the result.
(2) It is clear that q> 1 implies that h1(k) has a zeros k1 in
(1, 1) and jk1j > j y21þy2 j. That is Œk2k3Œ< 1 and y2 is
unstable (saddle point). hTheorem 4.4. The necessary and sufﬁcient condition for Eq.
(4.1) to have a period-2 solutions is q = 1. In this case, the per-
iod-2 solutions is of the form f. . . ;u; pu ;u; pu ;u; pu ; . . .g, u 2 R.
Theorem 4.5. Assume that q< 1. Then the interval [l, 0] is an
invariant interval for Eq. (4.1), l < p
1q.
Proof. Consider the function
V1ðx; yÞ ¼ p qx1þ y : ð4:4Þ
It is clear that V1 is increasing in x 2 I for each y 2 I and
decreasing in y 2 I for each x 2 I, where I= (1, 0).
Now suppose that y2; y1; y0 2 l < p1q. Then
 pþ ql ¼ p ql1þ 0 < y1 ¼
p qy1
1þ y2
<
p q:0
1þ l ¼
p
1þ l < 0;
 pþ ql ¼ p ql1þ 0 < y2 ¼
p qy0
1þ y1
<
p q:0
1þ l ¼
p
1þ l < 0:
By induction we obtain the result. h
Theorem 4.6. Assume that q< 1. Then y2 is a global attractor
with basin [l, 0]3.
Proof. It is clear that
V1 : ½l; 0  ½l; 0 ! ½l; 0is a continuous function on [l, 0] and increasing in x and
decreasing in y for each x, y 2 [l, 0].
Now let fyng1n¼2 be a solution of Eq. (4.1) with initial
conditions y2, y1, y0 2 [l, 0] and let m, M 2 [l, 0] be a
solution of the system
V1ðm;MÞ ¼ m and V1ðM;mÞ ¼M:
As q< 1 we get m=M. The result follows by applying theo-
rem (2.4). h4.2. The Case p = 0
In this subsection we study the global behavior of the differ-
ence equation
ynþ1 ¼
qyn1
1þ yn2
; n ¼ 0; 1; . . . ð4:5Þ
Eq. (4.5) has the equilibrium points y1 ¼ 0 and y2 ¼ 1 q.
The linearized equation associated with Eq. (4.5) about
yi; i ¼ 1; 2 is
znþ1 þ q1þ yi
zn1  qyið1þ yiÞ2
zn2 ¼ 0; i ¼ 1; 2; n ¼ 0; 1; . . .
ð4:6Þ
The characteristic equation associated with this equation is
k3 þ q1þ yi
k qyið1þ yiÞ2
¼ 0; i ¼ 1; 2: ð4:7ÞTheorem 4.7.
(1) The equilibrium point y1 ¼ 0 is locally asymptotically sta-
ble if q< 1 and unstable (saddle point) if q> 1.
(2) The following statements are true.(a) If q> 1, then y2 is unstable (saddle point).
(b) If q< 1, then y2 is unstable (source) if
0 < q <
ﬃﬃﬃ
2
p  1 and a unstable (saddle point) ifﬃﬃﬃ
2
p  1 < q < 1.Proof.
(1) It is sufﬁcient to see that:The linearized Eq. (4.6) about
y1 ¼ 0 is
znþ1  qzn1 ¼ 0; n ¼ 0; 1; . . .
Together with its associated characteristic equationk3  qk ¼ 0:
(2) The linearized Eq. (4.6) about y2 ¼ 1 q, isznþ1  zn1 þ 1
q
ðq 1Þzn2 ¼ 0; n ¼ 0; 1; . . .
Its associated characteristic equation isk3  kþ 1
q
ðq 1Þ ¼ 0:(a) If q> 1, then this characteristic equation has a
zero k1 in (1, 1) such that k1 <  1q ðq 1Þ a-
nd so y2 is a saddle point.
(b) Suppose that q< 1. Then this characteristic equa-
tion has a zero k1 in (1, 1).
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ﬃﬃﬃ
2
p  1, then k1 <  1q ðq 1Þ. It
follows that Œk2Œ= Œk3Œ> 1 and and y2 is
unstable (source).
(ii) If
ﬃﬃﬃ
2
p  1 < q < 1, then k1 >  1q ðq 1Þ. It
follows that Œk2ŒŒk3Œ< 1 and and y2 is un-
stable (saddle point). hTheorem 4.8.
(1) Assume that q> 1. Let fyng1n¼2 be a nontrivial solution
of Eq. (4.5) and let y2 ¼ 1 q denote the nonzero equilib-
rium point of Eq. (4.5) such that either,(C1)
y0 < y2 < y2 < y1or(C2) y1 < y2 < y2 < y0is satis-
ﬁed. Then fyng1n¼2 oscillates about y2 with semicycles of
length 1. Moreover y2n+2ﬁ 1(0) and y2n+1ﬁ
0(1).
(2) Assume that q< 1 and let fyng1n¼2 be a solution of Eq.
(4.5) such that either y2, y1, y0 2 (0, 1  q) (or
(1 + q, 0)). Then fyng1n¼2 is positive (or negative).
Moreover, fyng1n¼2 converges to the zero equilibrium point.Proof.
(1) Consider the functionV2ðx; yÞ ¼ qx1þ y :
Clear that V2 is increasing in x for y< 1 and decreasing
in y for x< 0. Assume that condition (C1) is satisﬁed.
Then we have0 > y1 ¼ V2ðy1; y2Þ > V2ðy1; y2Þ ¼ y1;
0 < y2 ¼ V2ðy0; y1Þ < V2ðy0; y2Þ ¼ y0:
By induction we gety2nþ2 < y2n < 0 and 0 > y2nþ1 > y2n1; n ¼ 0; 1; . . .
It is easy to see that y2n+2ﬁ 1 and y2n+1ﬁ 0. For
condition (C2), the result is similar and will be omitted.(2) The proof is by induction together with the properties of
the function V2. h
Theorem 4.9. Assume that q < 1
2
. Then the interval [q, q] is an
invariant interval of Eq. (4.5).
Proof. Suppose that q < 1
2
and let ŒyiŒ< q, i= 0, 1, 2. We
show that yn 2 [q, q] for each nP 1.
It is clear that if ŒyiŒ< q, then 0 < 1  q< 1+
yi < q+ 1. Hence
jy1j ¼
qy1
1þ y2

 ¼ qjy1jj  1þ y2j <
qjy1j
1 q < jy1j;
jy2j ¼
qy0
1þ y1

 ¼ qjy0jj  1þ y1j <
qjy0j
1 q < jy0j:
By induction we obtain
jynþ1j ¼
qjyn1j
1 q < jyn1j < jqj
and the result follows. hTheorem 4.10. The following statements are true.
(1) Assume that q < 1
2
and let fyng1n¼2 be a nontrivial solution
of Eq. (4.5) such that ŒyiŒ< q, i = 0, 1, 2. Then the
solution fyng1n¼2 is positive (negative) or oscillates with
semicycles of length 1.
(2) If q < 1
2
, then the equilibrium point y1 ¼ 0 is a global
attractor with basin [q, q]3.
(3) If q= 1, then Eq. (4.5) has the period-2 solutions {. . ., u,
0, u, 0, u, . . .}, where u 2 R.
(4) If q> 1, then Eq. (4.5) has unbounded solutions.Proof.
(1) It is sufﬁcient to see that
sgnðy2n1Þ ¼ sgnðy1Þ and sgnðy2nÞ ¼ sgnðy0Þ; n ¼ 0; 1; . . .
That is
If y1y0 > 0, then the solution fyng1n¼2 is positive or (nega-
tive).If y1y0 < 0, then the solution fyng1n¼2 oscillates with
semicycles of length one.
(2) According to theorem (4.9) we have
   
jy2nþ1j<
q
1q
nþ1
jy1j and jy2nþ2j<
q
1q
nþ1
jy0j:
But q < 1
2
implies Œy2n+1Œ ﬁ 0 and Œy2n+2Œ ﬁ 0 as
nﬁ1. That is ŒynŒ ﬁ 0 as nﬁ1. This completes
the proof.(3) Suppose that q= 1 and let {. . ., u, w, u, w, . . .} be a per-
iod-2 solution of Eq. (4.5). Then we have
u ¼ u1þw ; w ¼ w1þu. This implies that uw= 0. Without
loss of generality, if we let w= 0, we get the period-2
solution {. . ., u, 0, u, 0, u, . . .}, where u 2 R
(4) Suppose that q> 1 and let fyng1n¼2 be a solution of Eq.
(4.5). It is sufﬁcient to consider the initial conditions
ŒyiŒ< q 1 (>q+ 1), i= 0, 2 and ŒyiŒ> q+ 1
(<q  1), i= 1.Also if we choose either y1 = 0, y0 „ 0
or y0 = 0, y1 „ 0, the solution fyng1n¼2 is unbounded. hAcknowledgement
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