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Optimal methylation noise for best chemotactic performance of E. coli
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In response to a concentration gradient of chemo-attractant, E. coli bacterium modulates the ro-
tational bias of flagellar motors which control its run-and-tumble motion, to migrate towards regions
of high chemo-attractant concentration. Presence of stochastic noise in the biochemical pathway of
the cell has important consequence on the switching mechanism of motor bias, which in turn affects
the runs and tumbles of the cell in a significant way. We model the intra-cellular reaction network in
terms of coupled time-evolution of three stochastic variables, kinase activity, methylation level and
CheY-P protein level, and study the effect of methylation noise on the chemotactic performance of
the cell. In presence of a spatially varying nutrient concentration profile, a good chemotactic per-
formance allows the cell to climb up the concentration gradient fast and localize in the nutrient-rich
regions in the long time limit. Our simulations show that the best performance is obtained at an
optimal noise strength. While it is expected that chemotaxis will be weaker for very large noise, it is
counter-intuitive that the performance worsens even when noise level falls below a certain value. We
explain this striking result by detailed analysis of CheY-P protein level statistics for different noise
strengths. We show that when the CheY-P level falls below a certain (noise-dependent) threshold,
the cell tends to move down the concentration gradient of the nutrient, which has a detrimental
effect on its chemotactic response. This threshold value decreases as noise is increased, and this
effect is responsible for noise-induced enhancement of chemotactic performance. In a harsh chemical
environment, when the nutrient degrades with time, the amount of nutrient intercepted by the cell
trajectory, is an effective performance criterion. In this case also, depending on the nutrient lifetime,
we find an optimum noise strength when the performance is at its best.
2I. INTRODUCTION
Behavior of a cell is controlled by the intracellular biochemical reactions in its signaling pathway. These reactions
crucially depend on the expression levels of each protein involved and any fluctuations in the numbers of protein
molecules have important consequences on the cell performance [1, 2]. These fluctuations are also expected, since
inside a single cell, the number of protein molecules which take part in the reactions, is often small [3] and can range
between 10 molecules per cell to 1000 molecules per cell, depending on the type of the signaling protein [4]. How the
variability in protein numbers affects the cell behavior is an important question to understand [5–8].
A model system for studying cellular behavior is the chemotaxis pathway of E. coli bacteria, which allows the
cell to sense and respond to the changes in the nutrient concentration in its environment [9]. When the cell senses a
concentration gradient, it moves up the gradient to reach a region of higher nutrient concentration [10]. The motion of
an E. coli is controlled by approximately ten flagellar motors, whose clockwise or counter-clockwise rotations generate
run-and-tumble motion of the cell [11, 12]. When the motors rotate in the counter-clockwise (CCW) direction, the
flagellar filaments associated with the motors form a helical bundle that smoothly propels the cell forward. This is
known as a run. When one or two of these motors switch to a clockwise (CW) rotation, the flagellar filaments attached
with them come out of the bundle and the motion becomes random with little net displacement. This is known as a
tumble, at the end of which the cell begins a new run in a different direction. By modulating the rotational bias of
the motors the cell can modulate its run and tumble durations [13]. When it moves up the concentration gradient of
the nutrient or a chemoattractant, the signaling network controls the motors in such a way that the runs are extended
and the tumbles are suppressed [13].
An external chemical signal is sensed by the chemo-receptors, which are proteins bound to the membrane of
the E. coli cell [14]. These receptors bind to the attractant molecules and in a bound state they suppress the
phosphorylation of cytoplasmic protein CheA. The methylation level of the receptors is controlled by two proteins
CheR and CheB: while CheR raises the level, the phosphorylated CheB-P causes demethylation to lower the level
[15]. In a phosphorylated state, CheA transfers the phosphate group to CheY and CheB. When the phosphorylation
of CheA is suppressed, CheB-P concentration also goes down and the demethylation process stops. The receptor then
reaches a highly methylated state, which in turn raises the activity of CheA. This part of the network is responsible for
adaptation. The other protein CheY which also receives phosphate group from CheA, controls the sensing mechanism
of the network. CheY-P binds to flagellar motors and increases its CW bias, causing the cell to tumble [16]. In the
absence of phosphorylation, CheY-P concentration goes down which reduces CW bias and the cell swims smoothly.
In Fig. 1 we present a simple diagram of the chemotaxis pathway.
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FIG. 1. Simplified chemotaxis pathway inside an E.coli cell
In absence of any noise in the signaling pathway, the switching of rotational bias of the flagellar motors is expected
to be a Poisson process and consequently, the duration of a particular run or tumble should follow an exponential
distribution. Many early experiments and theoretical models which involve measurement over a bacterial population,
indeed found exponential distribution [12, 13]. However, in [17] the switching events of a single cell in a homogeneous
nutrient environment were monitored in experiment and the residence time of the motors in the CCW biased state
was found to follow a power law distribution. It was argued that the noise present in the signalling network of a single
cell makes it possible to have large fluctuations in the CCW lifetimes and consequently, the cell can execute really
3long runs with significant probability [18–22].
Interestingly, the large fluctuations present at the single cell level do not impair the chemotactic response [27–30] or
robust adaptation [23, 24] observed at the population level [25, 26]. In a generic nutrient environment, cellular noise
may prove beneficial, where large variability in a cellular population ensures that different cells behave in different
ways and each type of behavior may be suitable for one particular type of environment [32, 33]. In [34] the magnitude
of the noise in the wild-type bacterial cell was estimated by comparing its behavioral difference with a mutant cell
without signaling noise.
In [31] the effect of pathway noise on the chemotactic efficiency of a single cell was studied. The most important
source of noise is the methylation-demethylation reactions in the network, since the time-scale of these reactions is order
of magnitude larger than all other time-scales present in the pathway (see Sec II), the slow methylation fluctuations
cannot be integrated out by the downstream processes in the network [31]. An optimal value of the network noise
strength was reported for which the chemotactic performance of the cell is at its best [31]. In other words, starting
from a very low signaling noise, as the noise is increased, the performance improves, before deteriorating again at
large noise. To explain why performance improves with noise, it was argued that low activity states of the receptor
mainly controls the chemotactic response. With increasing noise, these low activity states become more accessible
and this was claimed to be the reason for noise-induced enhancement of chemotactic performance [31].
In this paper, we further investigate the existence of optimal noise reported in [31]. In the presence of a nutrient
concentration that varies in space but does not change with time, a good chemotactic performance may be described as
the ability of the cell to climb up the concentration gradient quickly and localize in the nutrient-rich region in the long
time limit. To characterize this performance, we measure two quantities, chemotactic drift velocity V and localization
〈C〉. The chemotactic drift velocity is defined as the steady state average velocity with which the cell climbs up the
chemical concentration gradient. Within the run-and-tumble motion of the cell, this drift velocity may be measured as
the net uphill displacement of the cell during a run, divided by the average run duration. A large value of V indicates
a good chemotactic performance. The localization 〈C〉 is defined as the nutrient concentration, averaged over the
steady state distribution of the cell position. This quantity takes a high value for a given concentration profile of the
nutrient when in the long time limit most of the cells are present in the region which contains maximum nutrient. We
find that both V and 〈C〉 show peak as a function of signaling noise strength.
To explain this observation, we perform a detailed analysis of CheY-P level fluctuations in presence of signaling noise.
In particular, we monitor the net uphill displacement of a cell during a run as a function of CheY-P concentration
measured at the beginning of the run. We find that for runs starting with low CheY-P levels, this displacement
is negative, i.e. the cell shows a tendency to move down the nutrient concentration gradient. This behavior is
detrimental to chemotaxis and the threshold level of CheY-P below which this happens, decreases as noise increases.
This explains noise induced enhancement of chemotactic performance. To the best of our knowledge, the existence of
such a noise-dependent threshold of CheY-P level was not known earlier.
In the next section, we introduce the model in details. In Sec III we study the effect of methylation noise in a
homogeneous nutrient concentration. In Sec IV we study the effect of signaling noise in a spatially varying nutrient
concentration. Our conclusions are presented in Sec V.
II. MODEL DESCRIPTION
In [36, 37] the chemotactic pathway was modelled in terms of three dynamical variables, the activity a(t) of the
receptor complex, the methylation level m(t) and the CheY-P level yP (t). In [31] this description was modified by
incorporating methylation noise. In the present paper, we use the same model as in [31].
The activity of a receptor complex is defined as the probability to find it in the active state. The free energy
difference between the active and inactive state is denoted as ǫ(m, c(x)), which is a function of the methylation level
m and the nutrient concentration c(x) at the cell position x. Then within quasi-equilibrium approximation, activity
can be written as
a =
1
1 + exp[Nǫ(m, c(x))]
, (1)
where N = 6 is the number of chemo-receptors participating in the signaling pathway. The free energy ǫ(m, c(x)) can
be written as a sum of contributions coming from m and c(x) as follows [41, 42]:
ǫ(m, c(x)) = α(m0 −m)− ln
(
1 + c(x)/KA
1 + c(x)/KI
)
. (2)
As the cell position x changes with time, the nutrient concentration c(x) experienced by the cell also changes. In this
work, we consider three different types of nutrient environment: (i) homogeneous concentration of nutrient, where
4c(x) takes a constant value c0 everywhere in the medium (see Sec. III), (ii) spatially varying nutrient concentration,
considered in Sec. IV, where c(x) is assumed to be a linear or Gaussian function of the cell position x, (iii) nutrient
concentration has an explicit time-dependence caused by diffusion and/or degradation of nutrient (see appendix B).
In Eq. 2 KA = 3mM and KI = 18.2µM [31, 37] set the range of concentration that the cell is able to sense. The cell
is insensitive to chemical concentration outside this range. The other parameter values are α = 1.7, m0 = 1 [31, 37].
The methylation level of the receptor goes up under the action of the enzyme CheR (and goes down due to CheB-P).
The concentration of CheR that is bound to the receptor fluctuates with time due to low abundance of the enzyme
[38] and also due to binding-unbinding dynamics between free and bound state enzyme molecules [19, 20, 39, 40].
This gives rise to fluctuations in the methylation level of the receptor. The resulting dynamics governing receptor
methylation and demethylation is given by the stochastic equation [31]
dm
dt
= kR(1− a)− kBa+ η(t). (3)
Here, kR and kB denote the methylation and demethylation rate constants, respectively [37] and η(t) is the stochastic
noise with properties < η >= 0 and < η(t)η(t′) >= λ(kR(1− a¯)+ kB a¯)δ(t− t′), where a¯ = 1/2 is the average activity
level in absence of any noise. The strength of the noise which determines the variance of methylation, depends on
various biochemical rate constants and total concentration level of proteins like CheA, CheY and CheZ [32]. While
the rate parameters are generally expected to be constant for a given biochemical pathway, the total concentration
level of different proteins can vary from cell to cell due to noisy gene expressions. Within our simple model, we vary
the noise strength by varying the dimensionless parameter λ. We consider only small values of λ and within our
range of variation, the fluctuation (measured as the standard deviation) in m(t) remains significantly smaller than
the average methylation value. The rate parameters kR and kB are significantly smaller than all other rates which
characterize different reactions in the biochemical pathway. This makes the methylation fluctuation a slow process
and hence the noise η(t) cannot be integrated out. In our simulation, we have used kR = kB = 0.015s
−1 [31, 43],
which gives < η(t)η(t′) >= λkRδ(t − t′). Our main results remain unaffected even when kR and kB have small but
different values.
Fluctuations in methylation level will also cause fluctuations in activity which in turn affects the phosphorylation
of CheY proteins. In the phosphorylated state, CheY-P proteins bind to the flagellar motors and cause the cell to
tumble. Denoting the fraction of phosphorylated CheY proteins as yP , we can write [31]
dyP
dt
= kY a(1− yP )− kZyP , (4)
where the phosphorylation and dephosphorylation rates of CheY molecules have the values kY = 1.7s
−1 and kZ = 2s
−1
which are much higher than the rates for methylation and demethylation [31, 36]. This is why no additive white noise
in Eq. 4 has been included in the model, since it is expected that such noise would give rise to fluctuations much
faster than that induced by methylation noise. The tumbling rate ω(yP ) is a sigmoidal function of yP
ω(yP ) = Ωy
H
P (5)
with H = 10 and Ω = 282250s−1 [31, 44]. The value of Ω was estimated in [31] using the criterion that in an adapted
state, the flagellar motors have a CW bias of 25%. Although we use the same Ω value, in our simulation in one
dimension, we consider instantaneous tumbling, i.e. the cell does not spend a finite time in the tumbling state, but
immediately after tumbling it starts running in a new direction. This is justified since the fraction of time spent in
a CW bias state is negligible compared to that in CCW state. However, we have also checked that including a finite
tumbling duration does not affect our conclusions.
In this paper, we consider motion of the bacterial cell in one and two dimensions. While one dimensional case is
simpler to study and also relevant in view of recent experiments [45, 46] where bacterial chemotaxis has been studied
in narrow microfluidic channel inside which motion of the cell can be effectively considered to be one dimensional, we
also verify that all our main results remain valid in two dimensions as well.
To perform simulations in one dimension, we consider a one dimensional box of length L, at the two ends of which
there are reflecting boundary walls. In a time-step dt, the cell moves a distance vdt where v is the run speed. At
the end of each step, the tumbling probability ω(yP )dt is calculated and if a tumble does take place, the sign of v is
reversed with probability q. In each time-step the activity, methylation and CheY-P levels are updated according to
Eqs. 1, 3 and 4. Throughout we have used L = 1000µm, v = 10µm/s, dt = 0.01s. To check for finite size effects we
have also considered larger L and smaller dt values and found that our conclusions remain unaffected.
For simulations in two dimensions, we consider an L× L box with reflecting boundaries in the x and y directions.
The nutrient concentration gradient is assumed to be present only along the x direction, but the cell moves on the
xy plane with velocity v. The magnitude of v remains fixed but its direction changes randomly after each tumble.
5In this case we include finite tumble duration and rotational diffusion to make our model more realistic. The average
tumble duration is taken to be τT = 0.1s and the rotational diffusivity Dθ = 0.062µm
2/s [11, 47, 55] allows gradual
bending of the cell trajectory during a run. All other parameters remain same as in one dimensional case.
III. EFFECT OF SIGNALING NOISE IN A HOMOGENEOUS NUTRIENT ENVIRONMENT
We study the motion of a single cell in presence of a homogeneous nutrient concentration in the medium. Even in
the absence of any concentration gradient of the nutrient, the effect of signaling noise is strongly felt. A qualitative
change in the run-length distribution is observed as the noise strength is varied. When the noise strength is zero, in a
background of constant nutrient concentration, the activity level, methylation level and CheY-P level do not fluctuate
and stay constant at their respective adapted values. The tumbling rate in Eq. 5 then also takes a constant value and
the bacterial motion consists of run and tumble modes with constant switching rates. The run-length distribution in
that case in expected to be exponential. Over a length scale much larger than the average run-length, the motion of
the cell can be described by a diffusion process.
On the other hand, when the noise strength is high, then methylation level in Eq.3 shows large fluctuations, which
in turn induces fluctuations in the activity and in CheY-P level. The tumbling rate, which is a function of CheY-P
concentration, also fluctuates with time. For large noise, the run-length distribution is known to decay like a power
law with an exponent ≃ 2.2 [17] and the motion of the cell can be described by a Le´vy walk [20]. A power law decay
indicates the possibility of observing long runs in the system [17] and an exponent 2.2 implies that although average
run-length remains finite, the variance of the distribution diverges. The mean-squared displacement of the cell shows
super-diffusive behavior in this limit. Within our model also, we verify the crossover of run-length distribution from
an exponential to a power law with increasing noise strength in Fig. 2. Note that in our simulations we consider
a finite system. This brings about an exponential cut-off in the tail of the run-length distribution which in turn
restores diffusive behavior in the long time limit. We perform simulations in one dimension, but since the nutrient
concentration is same everywhere in the medium, a two-dimensional system should also give the same results.
Although large noise increases the probability of very long runs, the average run-duration still decreases with noise,
as shown in our data in Fig. 2B (discrete points). We will see later this has important consequence for the chemotactic
response of the cell.
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FIG. 2. Run duration statistics for different signaling noise. (A): The probability P (τ0) to observe a run duration
τ0 for different noise strengths λ, in presence of a homogeneous nutrient concentration. For small λ, we find P (τ0) has an
exponential form, but for large λ it is a power law with exponent 2.1 ± 0.1, close to experimental observation [17]. The thin
line shows a power law function with power 2.1. (B): The average run duration τ decreases with λ. The discrete points are
for simulation and the continuous line shows analytical result. We find good agreement. Here, we have used a one-dimensional
system and a homogeneous nutrient concentration with c(x) = c0 = 200µM . All other simulation parameters are as specified
in Sec. II.
6The crossover from exponential to power law shown in Fig. 2 happens due to fluctuations present in the CheY-P
level, which directly controls the motor bias [18]. To gain a deeper insight into this noise induced fluctuations, we
measure the distribution of CheY-P concentration at the time of tumbling. Our simulation data in Fig. 3 shows
that the CheY-P concentration follows a unimodal distribution. As noise increases, the distribution gets wider, as
expected. Interestingly, the peak of the distribution shifts towards right with increasing noise, and the distribution
develops a long tail for small values of CheY-P concentration. In the remaining part of this section, we outline steps
to analytically calculate the distribution to explain these features.
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FIG. 3. The probability distribution Ptum(yP ) for the fraction yP of phosphorylated CheY molecules for different
noise strengths. With increasing noise strength, the peak shifts rightward and the width increases. The dashed lines show
(binned) simulation data and the continuous lines correspond to analytical calculation, which shows good agreement with
simulation. Inset: The left tail region of the distribution on a zoomed scale. We find that, as noise increases, the tail becomes
longer. The simulation parameters are as in Fig. 2. These data are for c(x) = c0 and other simulation parameters are as in
Fig. 2
.
The fluctuation in the methylation level can be expressed in terms of the following stochastic differential equation
[48]
dm = kR
c0e
Nα(m0−m) − 1
c0eNα(m0−m) + 1
dt+
√
kRλdW (t), (6)
where c0 is the uniform nutrient concentration in the medium and dW (t) is a stochastic variable with uni-variate
normal distribution. Using the expression of activity in Eq. 1 we can write
da = kRNαa(1− a)(1− 2a)(1 + Nαλ
2
)dt+
√
kRλNαa(1− a)dW (t) (7)
Let F (a, t) denote the probability to find the cell with activity a at time t. From Eq. 7 we can construct the Fokker
Planck equation for F (a, t) which has the form
∂F (a, t)
∂t
= − ∂
∂a
[kRNαa(1− a)(1− 2a)(1 + Nαλ
2
)F (a, t)] +
kRλ
2
∂2
∂a2
[N2α2a2(1− a)2F (a, t)]. (8)
In the steady state, the time-derivative on the left hand side vanishes and by making the transformation a = (1+u)/2
and F (a) = [(1 − u2)/4]κ/2−1G(a), with κ = 2/(Nαλ), the above equation gets reduced to associated Legendre
equation
(1− u2)d
2G
du2
− 2udG
du
+ [κ(κ+ 1)− κ
2
1− u2 ]G = 0 (9)
whose solution can be written as [49, 50]
F (a) =
[
1− (2a− 1)2
4
]κ/2−1
[A1P
κ
κ (2a− 1) +A2Qκκ(2a− 1)] (10)
7where P κκ and Q
κ
κ are associated Legendre polynomial of first and second kind, respectively. The constants A1 and
A2 can be determined from fitting with the numerical data. The distribution function for CheY-P follows from here,
by noting that in steady state CheY-P concentration can be assumed to be equal to
a
a+ kZ/kY
. Here, we have used
an assumption that the fluctuations present in activity a are slow enough, such that for each level of activity, CheY-P
level reaches a steady state. Then the probability that the fraction of phosphorylated CheY proteins has a given value
yP is
F1(yP ) = F (a)
da
dy
=
kY
kZ
(a+
kZ
kY
)2F (a) (11)
The probability distribution for CheY-P concentration at tumble can simply be calculated as Ptum(yP ) = ω(yP )F1(yP ).
In Fig. 3 we compare our analytical results with simulations and find good agreement. As noise strength increases,
the peak of the distribution shifts towards higher CheY-P level and the distribution also develops a long left-tail,
as shown in the inset. We discuss below in Sec. IVC that these facts play important role in understanding the
chemotactic efficiency of the cell in the presence of nutrient concentration gradient.
The first moment of the distribution Ptum(yP ) gives the average CheY-P level at tumble from which average
tumbling rate can be calculated using Eq. 5, and the average run-duration can be estimated as the inverse of average
tumbling rate. Note that in presence of a large signaling noise, the tumbling events are not Poissonian and this is
only an approximate way to estimate the average run-duration. In Fig. 2B we compare our analytical result with
simulations and find good agreement.
IV. EFFECT OF SIGNALING NOISE WITH SPATIALLY VARYING NUTRIENT CONCENTRATION
In the previous section, we have seen the tumbling rate and run duration get strongly affected due to noise, even
when the cell moves in a homogeneous medium. It is expected therefore, that in presence of a concentration gradient
of the nutrient, the chemotactic motion of the cell will also be seriously altered due to noise. In this section, we
focus on what are the consequences of this on the chemotactic performance of the cell. We measure various different
quantities which characterize different aspects of the chemotactic performance and study their properties for different
strengths of the signaling noise in both one and two dimensions. We present in this section, our results on steady
state chemotactic response characterized by localization and chemotactic drift velocity. In the appendix A we present
our results on the first passage time of the cell that measures how quickly the cell manages to find the nutrient-rich
region in the medium for the first time.
A. Steady state distribution of cell position
Let Pλ(x) be the steady state probability to find the cell in one dimension at position x, for a given noise strength λ.
A good chemotactic performance implies strong localization of the cell in the nutrient-rich neighborhood. This means
that Pλ(x) should be large whenever nutrient concentration c(x) is large and Pλ(x) should take small value when c(x)
is small. A quantitative way to characterize this is to measure the average nutrient concentration experienced by the
cell population in steady state, i.e. 〈C〉 = ∫ L
0
dxc(x)Pλ(x). Note that the integrand has a large value only when both
c(x) and Pλ(x) are large, indicating strong localization in favorable region. 〈C〉 − c0 indicates the difference between
the average nutrient concentration captured by the cell and the background nutrient concentration.
We find that 〈C〉 − c0 shows a non-monotonic variation with noise strength λ: while for very small and very large
λ values 〈C〉 is low, for intermediate noise level, 〈C〉 reaches a peak. This means that there is an optimum level of
the signaling noise when the chemotactic performance, as measured by 〈C〉, is at its best. In Fig. 4A, we present the
data for the linear concentration profile and find that the best chemotaxis is observed for λ = λ∗ ≃ 0.005. The value
of λ∗ does not seem to depend strongly on the concentration gradient (see inset of Fig. 4A). In Fig. 4B we show the
data for a Gaussian form of c(x) which also shows a comparable value of λ∗. In Fig. 4C we present our results for
the two dimensional case with a linear concentration profile c(x) and find similar behavior.
Although localization does reach a peak at λ∗, the peak is not so pronounced. For a linear c(x), our choice of
large x0 ensures a weak gradient and this yields a linear Pλ(x). The slope of this distribution can be used as another
characteristic to measure the chemotactic performance. As expected, this slope in one dimension also shows a peak
at the same λ∗ value (data in appendix ?? Fig. 5) and this peak is much more pronounced.
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vs the noise strength λ in two dimension with c(x) = c0(1 + x/x0) with x0 = 20000µm. The localization shows a peak at the
same value as in (A) and (B). The inset shows the variation of λ∗ with the x0. For two dimension case also we find no strong
dependence of the optimum noise strength on the gradient present in the system. In all panels we have used c0 = 200µM and
other simulation parameters are as specified in Sec II.
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noise strength. The optimum noise strength λ∗ is close to 0.005. Here, we have used c(x) = c0(1 + x/x0) with x0 = 20000µm,
and we have scaled the slope by a factor of 108. All other simulation parameters are as in Fig. 4(a).
B. Chemotactic drift velocity in steady state
The signaling network inside the cell is such that the runs in the direction of increasing concentration gradient of
the nutrient are extended and those in the opposite direction are shortened. This gives rise to an overall drift motion
up the concentration gradient [52]. Even in the absence of any methylation noise, the inherent stochasticity in the
run-tumble motion of the cell gives rise to an effective diffusion in the long time limit which tends to homogenize
the cell population. It is the drift motion which helps the system sustain the spatial variation in the steady state
population density Pλ(x) [53, 54]. In the presence of methylation noise, the cell trajectories may show super-diffusive
behavior, which would again flatten out Pλ(x), had there been no drift motion. Therefore, chemotactic drift is crucial
for chemotactic response. A large value of the chemotactic drift velocity means that the cell can quickly climb up the
concentration gradient. It is certainly an important criterion for chemotactic performance.
We measure the chemotactic drift velocity of the cell in one dimension in presence of a linear concentration profile of
the nutrient. Before presenting our simulation data, we include a brief discussion on how we measure the drift velocity
from the run-and-tumble trajectory of the cell. Note first that the existence of a non-zero drift velocity means that the
average run duration in the rightward direction (up the gradient) is different from that in the leftward direction (down
the gradient). We measure this difference at an arbitrary position x where the cell tumbles and a new run begins, and
finally average over all x values. Let NR(x) and NL(x) be the total number of rightward and leftward runs starting
at x, within an observation time window tobs. Let dR(x) and dL(x) be the total durations of these rightward and
9leftward runs. The average run duration (in either direction) starting at x is then given by τ(x) =
dR(x) + dL(x)
NR(x) +NL(x)
.
Note that τ(x) is in general different from [τR(x) + τL(x)]/2, where τR(x) is the average duration of a rightward run
starting at x and is equal to dR(x)/NR(x). Similarly, τL(x) = dL(x)/NL(x). The difference stems from the fact that
NR(x) and NL(x) are not equal in general.
The probability that a run starts from the position x is Qtum(x) = N−1[NR(x) + NL(x)] with the normal-
ization constant N = ∫ dx′[NR(x′) + NL(x′)]. The average displacement in a run can then be calculated as
∆ =
∫
dxQtum(x)v
dR(x)− dL(x)
NR(x) +NL(x)
. The chemotactic drift velocity is obtained on dividing the average displace-
ment in a run by the average run duration τ =
∫
dxτ(x)Qtum(x). Thus the final expression for chemotactic drift
velocity [55] is
V =
∆
τ
=
v
∫
dx[dR(x)− dL(x)]∫
dx′[dR(x′) + dL(x′)]
(12)
In Fig. 6 we plot V for different noise strengths λ and find that V shows a peak as a function of λ. The position of
the peak does not match exactly with what we observed for localization 〈C〉. The chemotactic drift velocity reaches
a peak value for an optimum noise strength λo ≃ 0.01, somewhat higher than the optimum noise strength λ∗ for 〈C〉.
To explain this difference, we separately plot τ and ∆ as a function of noise in Fig. 7. We find that τ decreases
monotonically with noise, as in a homogeneous nutrient environment (also see Fig. 2B). However, ∆ shows a peak at
a noise value, which again matches with λ∗. Although the non-monotonic variation of V with noise arises due to that
of ∆, we can also see why the peak of V occurs at a higher noise value. Using V =
∆
τ
, at the peak position λo one
must satisfy the condition that τ∆′−∆τ ′ = 0, where the primes denote derivative with respect to λ. Since τ ′ < 0 for
all λ, it immediately follows that ∆′ < 0 at λ = λo. In other words, ∆ decreases with noise at λ = λo, which means
it has reached its peak at a smaller λ value. We verify all these results in two dimensions as well. Here, the nutrient
concentration gradient is applied along x-direction and hence the chemotactic drift is also present only in x-direction.
The motion of the cell along y-direction is expected to be purely diffusive in this case. We present our results for V ,
∆ and τ as a function of λ in Figs. 6B, 7C and 7D, respectively, for the two dimensional case.
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FIG. 6. Chemotactic drift velocity shows a peak as a function of the noise strength. Left and right panels show the
data for one dimensional and two dimensional systems, respectively. In both cases, the optimal noise strength λo is found to
be higher than that for localization data in Fig. 4. We have used c(x) = c0(1 + x/x0) here and all simulation parameters are
as in Fig. 4.
The fact that the peak position of ∆ matches with that of 〈C〉 indicates that there is indeed a unique noise strength
at which the chemotactic performance of the cell is at its best. Moreover, this also shows that the chemotactic response
is drift mediated and to understand the origin of optimality, we need to examine the noise dependence of ∆ in detail.
We discuss this in the following subsection. For the sake of simplicity, we limit our discussion to the one dimensional
case here, but our arguments can be generalized to the two dimensional case as well.
C. Explanation of optimal noise strength
First let us consider the case of very low methylation noise. In this limit, the only source of fluctuations in activity
a(t), methylation m(t) or CheY-P level yP (t), is the change in the position of the cell. As the cell moves rightward
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FIG. 7. The net displacement ∆ in a run and the average run-duration τ as a function of noise strength. ∆
shows a peak at an optimum noise value close to λ∗, and τ decreases monotonically with noise. The upper panel shows data for
one dimension and the lower panel shows data for two dimensions. All the simulation parameters for one and two dimension
are same as in Fig. 6.
(leftward), the concentration c(x) of the chemo-attractant increases (decreases), and as follows from Eqs. 1 and 2,
the activity decreases (increases). This in turn, causes CheY-P level yP (t) to go down (up) in a rightward (leftward)
run. In our simulations, we record the value of the CheY-P concentration at the beginning of a run and measure the
average change in yP (t) at the end of that run. In Fig. 8A, the lower (upper) curve shows the data for a rightward
(leftward) run for noise strength λ = 0. This plot shows that rightward runs bring down the CheY-P level and leftward
runs push the level up [55].
However, as λ increases, the change in a(t) or yP (t) is not solely controlled by the change in cell positions, but
also by the methylation level fluctuations. Our data in 8B show that for rightward runs (purple squares), change in
yP (t) is negative for large yP , but positive for small yP . Similarly, for leftward runs (green circles), change in yP (t)
is positive for small yP , but negative for large yP . This happens due to the feedback mechanism: when yP becomes
too low (too high), the methylation level increases (decreases) to bring the yP level up (down). For large noise, when
the range of variation of yP is larger, the feedback effect is more prominent.
Let us now turn our attention to the quantity ∆, the net displacement of the cell position in a run. In the previous
subsection, we had measured ∆ in terms of position dependent quantities like dR(x), NR(x), etc. and then averaged
over all x. Alternatively, one can measure these quantities as a function of yP and do a weighted average with
Ptum(yP ) over different yP values. This approach may be particularly instructive since CheY-P directly controls the
tumbling rate of the cell. For this purpose, we define ∆(yP ) =
dR(yP )− dL(yP )
NR(yP ) +NL(yP )
, where NR(yP ) (NL(yP )) denotes
number of rightward (leftward) runs starting with CheY-P concentration value yP and dR(yP ) (dL(yP )) denotes the
total rightward (leftward) displacement of the cell position in these runs. Clearly, weighted average of ∆(yP ) with
the distribution Ptum(yP ) over different yP values gives back the same ∆ as shown in Fig. 7A. We plot ∆(yP ) as a
function of yP for different noise strengths in Fig. 9.
For low noise, our data in Fig. 9 show that ∆(yP ) is negative for small yP , increases to a positive value as
yP increases, then reaches a peak and finally decays to zero for large yP . A negative ∆(yP ) means that the net
displacement of the cell is down the nutrient concentration gradient, which is opposite to what one expects for
chemotaxis. To explain this behavior, we also measure NR(yP ) and NL(yP ) and plot their difference in Fig. 10. This
plot shows that NR(yP ) < NL(yP ) for small yP , i.e. less number of rightward runs and more number of leftward runs
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FIG. 8. Average change in CheY-P level during a run, as a function of the initial CheY-P level, at the start of
the run. yP denotes the fraction of phosphorylated CheY molecules and δyP denotes its average change. The circles (squares)
show the data for leftward (rightward) runs. (A): In absence of methylation noise, average CheY-P level always goes down (up)
during a rightward (leftward) run. (B): For intermediate noise strength, change in CheY-P becomes positive (negative) during
a rightward (leftward) run for small (large) values of CheY-P concentration. (C): As noise increases, the difference between
the two curves become smaller. These data are for the one dimensional system and the simulation parameters are same as in
Fig. 6A.
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FIG. 9. Net displacement during a run for different noise strengths. yP denotes the fraction of phosphorylated CheY
molecules, at the start of the run, and ∆(yP ) denotes the average displacement in that run. The left panel shows the complete
range of yP values, while the right panel zooms onto the large yP values. (A): ∆(yP ) vanishes for very small or very large yP
values and attains a large negative peak and small positive peak for intermediate yP values. The position and height of the
peaks depend strongly on noise. (B): The positive peak of ∆(yP ) shown on a zoomed scale. While the position of the peak
shifts towards left as noise increases, the height of the peak clearly shows non-monotonic behavior with noise, the highest peak
being observed close to the optimal noise λ∗. These data are for one dimension and all simulation parameters are same as in
Fig. 6A.
are originated when yP is small. Note that a rightward run starting with a given yP must be preceded by a leftward
run which terminates at the same yP , and had originated at a lower yP value. This event becomes particularly unlikely
when yP values are small, near the left-tail of the distribution Ptum(yP ). Thus NR(yP ) < NL(yP ) for small yP , which
makes dR(yp) < dL(yp) and as a result, ∆(yP ) < 0. As yP increases and comes out of the left-tail region of Ptum(yP ),
we find NR(yP ) gradually increases and overtakes NL(yP ), and ∆(yP ) becomes positive and keeps increasing with
yP . However, as one approaches the right-tail of the distribution Ptum(yP ), both NR(yP ) and NL(yP ) tend to zero.
Therefore, ∆(yP ) starts decreasing again for large yP and finally becomes zero. When we average ∆(yP ) over the
distribution Ptum(yP ) to calculate ∆, small yP values give negative contribution and reduces ∆. Note however, that
negative ∆(yP ) values are near the left tail of Ptum(yP ) and hence occur with low probability. Thus overall drift
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velocity still remains positive.
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FIG. 10. Variation of NR(yP )−NL(yP ) against yP for different noise strengths. (A): As yP increases, NR(yP )−NL(yP )
starts from zero, reaches a negative peak, followed by a positive peak, and again becomes zero for very large yP values. The
negative values observed at small yP show that in this range, the cell motion is biased towards decreasing nutrient concentration.
(B): Similar behavior is observed at large λ, but the point of zero-crossing shifts towards smaller yP values. All simulation
parameters are same as in Fig. 6A.
The argument in the previous paragraph was presented for small λ values. Even when λ is larger, this argument can
be applied (since our data in Fig. 8B show that for very small yP both rightward and leftward runs raise the yP level,
but leftward runs do so by a larger magnitude). Thus even for larger λ we have NR(yP ) < NL(yP ) near the left-tail
of the distribution Ptum(yP ). However, for larger λ, Ptum(yP ) becomes wider and its left-tail becomes longer (Fig.
3 inset). Thus negative values of ∆(yP ) are now observed for much smaller yP values. Averaging over such a curve
yields a higher value of ∆ than what was observed for small noise. This explains why ∆ increases as noise increases.
However, when noise becomes too large, the cell cannot distinguish between rightward and leftward runs. The change
in activity or yP in a run is completely controlled by methylation level fluctuations now, and ligand concentration
plays an insignificant role. Our data in Fig. 8C also shows that the two curves showing change in CheY-P level in a
rightward and leftward run come closer as λ increases. This again reduces the value of ∆.
Above explanation and the accompanying data are presented for one dimensional motion of the cell with instan-
taneous tumbles. However, these arguments can be generalized for two dimensional case as well to explain our
observation of optimal noise in that case.
V. DISCUSSION
In this paper, we have studied the effect of methylation noise on the chemotactic performance of a single E. coli
cell. We find that in the case of a nutrient environment that has spatial variation but no temporal variation, the
chemotactic performance of the cell, measured in terms of localization and chemotactic drift velocity, shows a non-
monotonic variation with the noise strength. There is an optimum noise strength where the best performance is
observed. We explain this result from CheY-P level fluctuations for cell motion up and down the concentration
gradient of the nutrient. We argue that for runs starting with a low CheY-P level, the cell shows a tendency to move
down the nutrient concentration gradient which is detrimental to its chemotactic performance. The threshold value
of CheY-P level below which this happens increases as the methylation noise strength is decreased. When we average
over the CheY-P level statistics, for very low noise strength, the chemotactic performance is thus weaker. On the
other hand, when the signaling noise is very large, the cell is unable to distinguish between runs up and down the
gradient and its motion is totally controlled by stochastic methylation fluctuations. In this limit, the chemotactic
performance is of course bad. Thus an intermediate noise level works best for the cell.
In the case when the nutrient environment has spatio-temporal variation, caused by diffusion and degradation of
the nutrient in the medium, the chemotactic performance is best characterized by the first passage time and uptake.
While first passage time shows a monotonic decrease with the methylation noise strength, the uptake may show a
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peak resulting from an interplay of time-scales associated with degradation and diffusion processes. We present the
data for time-varying nutrient concentration in Appendix B.
In [31] it was shown that for a shallow ligand gradient, the chemotactic drift velocity shows a peak at a specific
noise strength, while the localization remains constant at low noise level and decreases to zero as noise increases. The
optimal noise level observed for drift was explained by using a simplified model where (a) the internal state of the
signaling pathway is described just in terms of activity and both methylation level and CheY-P level are expressed
as a function of activity, (b) tumblings are assumed to be instantaneous, (c) the sigmoidal nature of dependence of
tumbling rate on activity was approximated by making the tumbling rate zero as the activity value falls below a
threshold. Within this simplified model, it was shown that the drift motion results from the difference in the amount
of time a right-mover and a left-mover spends in the small activity states. With increasing noise these small activity
states are reached more often and hence drift velocity also increases. In comparison, our data in Fig. 9 clearly show
that the net displacement of the cell during a run can become negative when the run starts with a very low CheY-P
level (or, equivalently, very low activity). Such runs make a negative contribution to the overall drift velocity and
this important aspect should be taken into account while explaining increase of drift velocity with noise.
It should be possible to experimentally verify the existence of threshold CheY-P level that we predict from our
model here. Monitoring the switching events from CCW to CW bias of flagellar motors, and keeping track of the cell
position, one can obtain information about all the runs up and down the gradient. The CheY-P level at the tumbling
event can be measured from the CW bias of the motors when the switching occurs. Using these data, it should
be possible to determine ∆(yP ) experimentally and directly verify whether it becomes negative for low CW bias.
Moreover, the methylation noise strength depends on the biochemical rate parameters and the total concentration
levels of CheA, CheY and CheZ proteins [32]. Thus even within an isogenic cell population, with identical pathway
topology where biochemical rates are same, the protein concentrations can vary due to noisy gene expression. It
will be interesting to experimentally measure localization or chemotactic drift velocity for different methylation noise
strengths and verify the existence of an optimum noise level.
For the sake of simplicity, we have left out certain aspects of the signalling network from our model like adaptation
of flagellar motors [58] or spatial organization of chemo-receptors [59]. Also, we have not considered any source
of noise other than methylation level fluctuations [60]. Our understanding of the relationship between chemotactic
performance and signaling noise within the present simpler model will pave way for studying more complex models
where above mentioned effects are included.
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Appendix A: Search time for favorable region
In this section, we discuss how quickly a cell manages to find for the first time, the region with higher nutrient
concentration. First passage time is the suitable measure in this case [51]. Clearly, this is a response function measured
away from the steady state. We measure the first passage time for different strengths of signaling noise in one and
two dimensions.
In one dimension, we measure T (xi, xf ), defined as the time taken for a cell to reach a position xf for the first time,
starting from an initial position xi, where c(xf ) > c(xi). A small value of first passage time indicates an efficient search
strategy. In Fig. 11A we plot the mean first passage time, which is averaged over different trajectories of the cell. We
consider two different types of nutrient concentration profile: a linearly varying c(x) = c0(1 + x/x0) and a Gaussian
c(x) = c0
(
1 +
1√
2πσ2
exp
[
− (x− x¯)
2
2σ2
])
. For comparison, we also show the data for a homogeneous concentration
profile c(x) = c0 in the same plot. Our data in Fig. 11A show that in all cases the mean first passage time decreases
as the noise strength increases. Also, for large noise values, the curves for the three different concentration profiles
merge. In Fig. 11B we present data for two dimensions for homogeneous and linear c(x). In this case, since c(x) is
independent of y-coordinate, the initial position of the cell has been taken anywhere on the line parallel to y-axis,
with x-coordinate xi = 300µm. Similarly, the target position is another parallel line with xf = 490µm. We find
similar behavior as in the one dimensional case here, although the values of the first passage time are larger in two
dimensions.
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FIG. 11. Mean first passage time decreases as a function of noise strength. (A) shows the data in one dimension
and (B) shows the data in two dimensions. Square symbols correspond to a homogeneous concentration profile of the nutrient,
c(x) = c0, circles correspond to a linear concentration form c(x) = c0(1 + x/x0); the triangles correspond to a Gaussian
c(x) = c0(1 +
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]) in both panels. We have used c0 = 200µM , x0 = 10
4µm, σ = 100µm, x¯ = 500µm.
The mean first passage time T (xi, xf ) has been measured from an initial position xi = 300µm to a final target position at
xf = 490µm.
As follows from our data in Fig. 2, for large noise, the long runs become more probable, which clearly help the
cell to explore the medium quickly. As a result, it becomes possible for the cell to cover the distance to the target in
a relatively small number of long runs. On the other hand, when the noise is small, run length distribution falls off
exponentially and probability to observe long runs is negligible. In this case, the cell tumbles rather often and before
it hits the target, a large number of tumbles and hence directional changes have been executed. In this limit, the
mean first passage time is longer and can actually be calculated analytically in one dimension [51].
From our data in Fig. 11 we therefore conclude that as noise increases, the search process becomes quicker. However,
a very large noise brings about wild fluctuations of the protein levels and that is bound to affect the chemotactic
performance in an adverse way. Long runs may be good for the cell to explore the whole environment quickly, but
a good chemotactic performance in the long time limit actually demands that the cell is able to distinguish between
runs up and down the concentration gradient. A strong fluctuation in the methylation level causes that distinction
to become blurred since the change in activity in Eq. 1 is now dominantly controlled by the methylation level
changes, rather than local change in the ligand concentration. Indeed our data in Sec. IV show that the steady state
chemotactic performance becomes poor when the noise is very large.
Appendix B: Effect of signaling noise with time-varying nutrient concentration
In many physical situations the nutrient environment experienced by the cell changes with time. The chemo-
attractant may undergo diffusion in the medium which reduces its concentration gradient as time goes on, or it
can degrade into some other chemical which can not be sensed by the chemo-receptors of the cell and during this
degradation process the overall concentration level of the chemo-attractant drops with time. In this situation, it is
immaterial whether the cell can position itself preferentially in the nutrient-rich region in the long-time limit, because
the nutrient may not last till that long time. Rather, the trajectory of the cell in the medium in the relatively short
time regime, while the nutrient concentration gradient is still present, is more crucial. In an harsh environment, when
the nutrient is depleting fast from the medium, the cell needs to find the nutrient-rich spots quickly and also its
trajectory in the medium should be such that it encounters a large number of nutrient molecules.
In this section, we consider a situation where a certain amount of chemo-attractant or nutrient is injected in the
medium at a spatial location x¯, following which the chemo-attractant undergoes diffusion and degradation in the
medium. Then the concentration profile of the chemo-attractant has the shape of a Gaussian. The width of this
Gaussian function keeps increasing with time. The background concentration level of the nutrient keeps falling with
time. After a while, when the width of the Gaussian reaches a value σ0, a bacterial cell is introduced in the medium
at a position x0. The nutrient concentration experienced by the cell at a position x at time t after its introduction is
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then given by
c(x, t) = c0e
−t/τd

1 +
exp
(
− (x− x)
2
σ20 + 4Dt
)
√
2π(σ20 + 4Dt)

 , (D-1)
where D is the nutrient diffusivity, τd is the time-scale of nutrient degradation. The chemotactic performance in this
case is measured by (a) the first passage time of the cell measured at a region close to the peak of the Gaussian
where the nutrient concentration is highest, and (b) uptake, defined as the mean amount of nutrient encountered
by the cell along its trajectory up to a large enough observation time [35] . This is measured by the quantity
U = ∫ tobs0 dt ∫ L0 dxc(x, t)Pλ(x, t). Note that due to degradation of the nutrient, the integrand vanishes for t≫ τd and
the uptake saturates to a finite value, even as tobs is increased. We examine the dependence of first passage time and
uptake on the signaling noise. We limit our studies to one dimension.
1. Decaying nutrient profile
First we consider the limit when D is very small. In this case, the cell experiences a Gaussian concentration profile
with almost fixed width σ0, and an exponential decay of the overall concentration level. Starting from an initial
position xi we measure the time taken by the cell to reach the peak region around x¯ for the first time. Clearly,
this first passage time is a stochastic variable and for different trajectories of the cell it takes different values. The
probability distribution of the first passage time generally has a long tail which makes the mean much larger than the
most probable or typical value [56, 57]. In Fig. 12A we plot the mean first passage time as a function of methylation
noise strength λ. We find that the mean first passage time decreases with λ. This qualitative behavior is similar
to our observation in Fig. 11A when there was no degradation of the nutrient. However, a quantitative comparison
between Figs. 11A and 12A shows that when the nutrient degrades, the first passage time takes higher value for the
same noise strength. This effect is visible even when the nutrient concentration is homogeneous. A simple way to
understand why degradation of nutrient makes the search process slower is that when nutrient degrades, even when
the cell is moving in a homogeneous medium, it experiences a decreasing concentration along its trajectory, which
makes it tumble more. This makes the average run durations shorter and hence the mean first passage time longer
[51]. Note that for small λ, the actual value of the mean first passage time is much longer than the degradation
time-scale τd. In this case, the typical first passage time, which is much smaller than the mean first passage time, is
perhaps a more suitable measure of chemotactic performance. In Fig. 12B we plot the typical first passage time as a
function of λ and find that just like the mean, the typical value also shows similar qualitative dependence on noise.
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FIG. 12. First passage time vs noise strength for degrading nutrient profile. (A): Mean first passage time T (x0, xf )
decreases with λ. The mean first passage time has higher values than that in Fig. 11 where no degradation is considered. (B):
The typical first passage time T (xi, xf ) has much smaller value than the mean, but also decreases with λ. The circles show
the data for c(x, t) = c0e
−t/τd and squares are for c(x, t) given by Eq. D-1 with D = 0. These data are for the one dimensional
case and we have used τd = 500sec, σ0 = 100µm. Other parameters are as in Fig. 11A.
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The uptake U measures the amount of nutrient intercepted by the cell along its trajectory up to a certain observation
time tobs. We find that the uptake may increase or decrease monotonically with noise, or may even show a peak,
depending on the degradation time-scale τd. For small values of τd’s we find that uptake increases with noise (Fig.
13A-C). In this case, when the nutrient degrades very fast, the maximum contribution from uptake comes from those
trajectories with very long runs, which enable the cell to reach the peak of the Gaussian before the nutrient had
degraded significantly. As λ increases, the probability of such long runs increases and hence uptake also increases. On
the other hand, when τd is large, then the degradation happens slowly and within the large but finite observation time
tobs, not much degradation has taken place. In this limit we expect to recover the results for the time-independent
nutrient environment. Indeed our data in Fig. 13D-I show that uptake develops peak at particular λ values and as
τd increases the peak position approaches the optimal λ
∗ observed in Fig. 4B.
2. Nutrient profile with decay and diffusion
In the case when the nutrient diffusivity D is not so small, the nutrient diffusion cannot be neglected over the
time-scale of cell movement, and the cell experiences the full time-dependent nutrient profile with decay and diffusion,
given in Eq. D-1. For a given value of D and τd, we find same qualitative behavior for the first passage time, as found
in the previous subsection for negligible D (data not shown).
However, uptake shows interesting difference depending on the choice of D. For a given value of τd, when D is
very small, we recover the results of the previous subsection. In this regime, the behavior of uptake is controlled by
τd. For our choice of τd = 100s, we find that (see Figs. 14A-D) uptake increases with noise when D is small, in
agreement with Fig. 13A-C. On the other hand, when D is very large, then the nutrient diffuses very fast and soon
the concentration gradient in the medium disappears and the dependence of uptake on cell trajectory ceases to exist.
The variation of uptake with λ is much weaker in this case. The short time dynamics of the cell in this case decides
the uptake variation. The more time the cell is able to spend close to the peak of the Gaussian profile before the
profile flattens or nutrient degrades, larger will be its uptake. When λ is large, the cell executes long runs and has
shorter first passage time to the peak region, which reduces its residence time in the region that lies in between its
initial position and the peak. So uptake is small for large λ. But when λ is small, the first passage time is larger and
the cell spends most of its short time trajectory trying to climb up the concentration gradient, reaching the peak of
the Gaussian profile. This increases the uptake. Thus for very large D uptake decreases with λ, as shown in Figs.
14G-I. Therefore, for intermediate D’s uptake must show a peak with λ [Figs. 14E and 14F].
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