Macrophages are the classical two-edged sword of the innate immune system. Their ability to recognize and destroy microorganisms is essential to host defense, and they have many roles in development, wound healing, and homeostasis; yet their destructive potential and secretory products are central to the pathology of acute and chronic inflammatory disease in mammals [1, 2] . The destructive potential of macrophages is stringently controlled. Recognition of conserved nonself molecules expressed by microorganisms is mediated by socalled pattern recognition receptors, many of which belong to the Toll-like receptor family. The most studied of these receptors is Toll-like receptor 4 (TLR4), which mediates signals generated by lipopolysaccharide (LPS), a major component of the cell walls of gram-negative microorganisms. In response to LPS, mouse macrophages undergo a major change in gene expression, in particular inducing the expression and release of numerous biologically active cytokines that orchestrate the inflammatory response. An extensive literature search revealed several hundred genes that were reported to be inducible in macrophages [3] . The LPS response in mouse macrophages, which is reflected in both morphology and gene expression patterns, has been analyzed on a number of different platforms [4, 5] . Temporal profiling reveals a cascade of gene regulation, with many late-inducible genes responding to inducible transcription factors and/or inducible secreted regulators acting in an autocrine manner. This well-characterized, stereotypical response is ideal for identifying and understanding dynamic transcriptional networks [6, 7] . Yet, the resolution of the networks that can be inferred directly from microarray data is limited, partly because transcription factors are often expressed below the detection limit of microarrays [8] .
In this study, we have assembled a variety of data on the transcriptional response of murine bone marrow macrophages (BMMs) to LPS stimulation over time. BMMs actively proliferate in response to the lineage-specific growth factor macrophage colony-stimulating factor 1 (CSF-1). LPS downregulates the CSF-1 receptor on the cells and causes growth arrest while at the same time promoting survival [9] . A substantial number of genes that are inducible by LPS in BMMs are actually induced by the inactivation of a repressive signal from the CSF-1 receptor. Hence, LPS signaling intersects with numerous fundamental biological events, such as proliferation, apoptosis, endocytosis, and secretion, common to most mammalian cells.
Data integration and perturbation are essential for recovering regulatory networks since, despite recent progress in identifying networks from genome-wide data in Escherichia coli [10, 11] and yeast [6, 12, 13] , it has not yet been possible to provide a reliable detailed map of the underlying regulatory transcriptional architecture. In addition, conventional clustering of coexpressed genes does not have sufficient resolution to detect regulatory interactions between genes. Several recent studies have demonstrated the advantage of integrating various data types obtained by high-throughput methods such as genomewide expression profiling, genome-wide RNA interference, and chromatin immunoprecipitation complemented with promoter DNA microarray (ChIP-on-chip) [14] . In particular, Luscombe et al. [6] used transcription factor binding data from yeast to infer a "passive" network, whereas genome-wide expression data sampled from different states of the cell cycle defined the corresponding "active" subnetworks. However, their approach is limited to systems in which transcription factor binding experiments are feasible. This is not yet the case for mammalian systems, including the macrophage. Several studies have considered sequence-based promoter information, building on the belief that coexpressed genes are more likely to be coregulated by similar sets of transcription factors (TFs) [15, 16] . However, genes in a coexpression cluster need not be coregulated by the same underlying mechanism. Two transcripts can have similar expression profiles and yet be regulated by different factors. An additional complication recognized by the FANTOM3 analysis of mouse promoters on a genome-wide scale is that the large majority of "genes" have more than one promoter with quite distinct regulation [17] . So, an arbitrary extraction of promoters based upon the sequence upstream of the longest known cDNA can combine distinct promoters with discordant regulation.
Here we instead design a method for discovering transcriptional networks active in a particular cell state, based on prediction of state-specific transcription factor binding sites (TFBSs), which are defined by experimentally validated transcription start sites. We present a novel algorithm for clustering transcripts based on similarity of promoter structure instead of coexpression. This analysis shows that genes within these clusters structures tend to be coexpressed and functionally related. Finally, we illustrate that our network inference method recovers many known features of the macrophage transcriptional response to LPS, and we discuss a number of novel findings. Although several studies attempted to link pairs of transcription factors to coregulation and coexpression in reconstruction of regulatory networks [12] , we took the analysis one step further by determining coregulated genes based on similarities of promoter structures. Our approach can therefore account for complex combinatorial control by several transcription factors.
Results

Experimental system
We used LPS to activate murine BMMs. Similar to previous small-scale studies [5] , we collected gene expression data (described below) monitoring the LPS response over a time course of 0 (before LPS stimulation), 2, 7, and 24 h.
Macrophage transcriptome analysis
To monitor whole-genome expression during the LPS response, we used RIKEN cDNA arrays [17] containing over 60,000 probes. Triplicate array hybridizations were used at each time point. In addition, we performed quantitative real-time PCR (qPCR) of 1559 known and predicted transcripts coding for TFs and other putative nuclear proteins, since these are often expressed in amounts below the detection limit of microarrays [8] . Their putative roles in regulatory networks have therefore not yet been examined directly on a global scale.
The qPCR analysis revealed that 43% (673/1559) of TFs were significantly expressed and regulated (Supplementary Table 1 ). The diversity of TFs detected in macrophages is rather striking. We will not review the data herein, but the list contains all of the factors previously identified based upon a literature survey of known macrophage-expressed and/or LPS-inducible TFs [18] . It is also interesting to consider the TFs that were not detected, including most members of known TF families involved in lineage determination and patterning in embryonic development (e.g., Hox, Sox, GATA, Tbx, Neurog, Nkx, Lhx, and Fox). That is, any TF of unknown function that is not present in macrophages in any state of activation is likely to be expressed in a defined window of embryonic development and control some aspect of cell lineage specification.
Of the 60,000 nonredundant array spots present on the RIKEN cDNA array chips 2219 (4%) were found to be above the detection limit and significantly changed over the time course after LPS stimulation (see Materials and methods for details). The data reported here are in accordance with previously published results on gene expression in macrophages in response to LPS stimulation [4, 5] . In total, 2892 measured transcripts were used for the subsequent analysis after combining the qPCR and microarray datasets. These are listed in Supplementary Table 2 .
To identify clusters of coexpressed genes, we performed hierarchical clustering on expression data from the selected set of transcripts (Fig. 1) .
Four well-separated clusters of genes were identified: "down," down-regulated after LPS stimulation; "early," upregulated at 2 h; "middle," up-regulated at 7 h; and finally, "late," up-regulated at 24 h. Other clusters resembling middle and late may be discerned at the bottom of Fig. 1 and above "late," respectively. However, we chose not to include these in the subsequent analysis since they deviated from middle and late in the expression distance metric, as can be seen by examining the cluster tree. Manual inspection of the corresponding gene lists revealed that the down cluster contains several cell-cycle-related genes, confirming previous evidence of the antiproliferative effect of the LPS [19] . In this cluster we also note a substantial enrichment of TFs (56% of the total set) ( Fig. 2 and Supplementary Table 3 ). Most studies of transcriptional regulation in macrophages focus only on genes that are induced; but in many cases, the same outcome may be achieved, be dependent upon, or be complemented by the relief of repression by the numerous negative regulators of the LPS response. In the early cluster we found mainly genes involved in activation of the inflammatory response at different levels, like those of the MAP kinase signal cascade pathways. For instance, MAP3K8 is strongly up-regulated at this early stage. MAP3K8 has previously been linked to the posttranscriptional activation of tumor necrosis factor α (TNF-α, the archetype of proinflammatory cytokines) [20] . Candidate regulators of later gene responses in the transcriptional network can be seen in early up-regulation of TFs such as IRF-1, ETV-3, and Hivep3 [21, 22] ( Fig. 2 and Supplementary Table 4) . Similarly, the middle cluster contains many TFs, reflecting a cascade effect on the network dynamics, but here we also detect production of proinflammatory cytokines and chemokines. We can also observe a change in the Toll-like receptor repertoire on the plasma membrane (downregulation of TLR4 in the early cluster and up-regulation of TLR1 and TLR7), thus providing evidence of a staged response of the regulatory networks to complex pathogen-associated molecular patterns [23, 24] (Fig. 2 and Supplementary Table 5 ). The late cluster contains more effectors genes of the innate immune response. In particular, we find an enrichment in lysosomal proteins such as members of the cathepsin family (cathepsins B, H, and Z), probably reflecting the preparation of the phagosome [25, 26] . We also see enrichment in components of other intracellular compartment proteins associated with Table 6 ). This part of the response has been examined in detail elsewhere [27] . From those studies, we identified syntaxin 6 and vti1b as components of a novel SNARE complex that is upregulated in activated macrophages to facilitate exocytosis of TNF-α [27] . Taken together, these results validate our expression data and cluster analysis.
The TFBS analysis
To set the stage for a network analysis, we identify promoters by designing macrophage-specific cap analysis of gene expression (CAGE) libraries [28, 29] for each time point after LPS stimulation. A detailed analysis of these CAGE libraries is presented elsewhere [17] . For our purposes, the CAGE may be viewed solely as a means to locate precisely the promoter sequence of each transcript. Of the 2892 transcripts considered, 1784 were detected as present by CAGE. For these, we extracted the corresponding promoter sequences and performed prediction of TFBSs based on Transfac matrix models (see Materials and methods). With this method, we identified 298 distinct TFs with at least one associated TFBS in at least one promoter. In total, over 30,000 TFBSs were identified by this procedure, with the most prevalent TFBSs being present in more than half of the transcripts. However, a large fraction of these are likely to be false positives from the prediction software or nonspecific interactions that are not particularly important to the transcriptional regulation program of the LPS response. We therefore filtered these data by removing predicted binding sites that were frequently found also in a background set of 40,000 random mouse promoters (see Materials and methods). After filtering, we retained 3824 TF-promoter interactions. This leaves us with a set of interactions that are highly specific to the LPS response.
To validate our TFBS predictions, we first asked whether transcripts with similar promoter content are also coexpressed. To investigate this issue, we defined a measure d of dissimilarity between any two promoters, inversely related to the number of TFBSs common to the two promoters (see Materials and methods). We found that promoters with small d have significantly higher expression correlation than would be expected by chance (p < 10 −3 , permutation test, see Materials and methods).
Using the dissimilarity measure d, we performed hierarchical clustering of the 1784 promoters (Fig. 3 ). This creates a partition of genes, promoter clusters, based on actual promoter structure rather than expression patterns. To test the reliability of this method, we investigated a number of functional gene groups that are known to be coregulated. For example, the ribosomal genes were found to be significantly close together in the promoter clustering tree (p = 0.001; see Supplementary  Table 7 for remaining groups). In this sense the promoter clustering outperformed even conventional (expression-based) clustering in some cases, for example, the TAF transcription factors, which are significantly close according to the TFBS metric (p = 0.002) but not based on the expression metric (p = 0.42).
We manually selected 17 promoter clusters that were well separated and of reasonable size. Of these, clusters 1, 6, 8, 9, and 10 were deemed to be of great interest for the LPS response, shown in Fig. 3 . An important advantage of the clustering method based on promoter content compared to expression clustering is that each cluster centroid provides insight into the specific regulation mechanism of that cluster (Fig. 3) . For example, we readily find that cluster 1 is strongly regulated by TFs from the ETS family and contains several transcripts that are highly enriched in macrophages, confirming the important role of the ETS family of transcription factors in macrophage differentiation and regulation [30, 31] , while cluster 6 is regulated by members of the ATF family, an important player during the inflammatory response [32] . Taken together, this is strong evidence that our approach can identify functional and expression-related clusters based on promoter structure.
LPS network
To infer a gene regulatory network from the TFBS predictions, we connected each TF to each transcript that has a predicted binding site for that TF (Fig. 4A) . Due to our selection of differentially expressed transcripts and the filtering procedure described above, we obtain a specific LPS network, enriched for connections that are active predominantly during the LPS response. This is important, as it is known from previous studies on yeast that different subnetworks of the total regulatory network will be active in different cellular states [6] .
Our method is able to extract such subnetworks from any given experimental condition. In the LPS network, ubiquitous parts of the regulatory machinery, such as TF motifs required for basal transcription, are suppressed. For example, the CCAAT box, which appeared in approx 20% of all promoters in the background set, was not found to be sufficiently overrepresented in the target set and thus did not appear in the LPS network.
The global characteristics of the LPS network are shown in Fig. 4 . In agreement with previous studies [7] , Fig. 4C shows a broad-tailed distribution of out-degrees (number of transcripts each TF regulates). The most regulating TF, NRF-2, is predicted to regulate 242 transcripts (Fig. 4B) . This TF is known to coordinate protection against oxidative stress, an essential part of the macrophage LPS response as macrophages themselves must produce oxidative agents to combat pathogens [33, 34] . The fact that NRF-2 has very high out-degree in the LPS network suggests that protection against oxidative stress is a major task of the LPS response. This prediction was recently independently validated by the groups of Ishii and Iizuka [35, 36] using NRF-2 knockout mice.
The in-degree (number of TFs each transcript is regulated by) distribution is more short-tailed (Fig. 4D) . The out-and indegree parameters reflect a scale-free property of the macrophage transcriptional network, a recurrent theme in many biological networks [7, 37] .
Among the top 200 most regulated transcripts, 43 (22%) themselves code for TFs, suggesting a complex cascade of regulatory interactions in the LPS response.
Dynamics of the LPS network
Combining the TFBS analysis with expression dynamics, we can discern parts of dynamics of the LPS network. Fig. 5 shows a subset of the LPS network containing the transcripts in the four expression clusters displayed in Fig. 1 . As the transcriptional program progresses over time, we can discern how each individual TF assumes different regulatory roles, participating in the various stages of the LPS response in different combinations. This observation, once more, suggests an important combinatorial role for collections of TFs in complex biological responses.
To validate the dynamic network, we selected three wellknown TFs from the network in Fig. 5A and analyzed their local networks in detail. Activating transcription factor-3 (ATF-3) is a transcriptional repressor that has previously been shown to be important for the regulation of several cytokines [38] . In the dynamic network, ATF-3 is one of the most connected TFs, interacting with several transcripts involved in cell cycle progression and DNA replication (Mcm2, Mcm5, Cfk2, and AQR) (Fig. 5B) . ATF-3 is transiently up-regulated in the LPS response at 2 h after LPS stimulation, with peak activity at 7 h, whereas the expression of the above-mentioned interacting transcripts is down-regulated at 7 h. Combined with this information on transcriptional activity, the ATF-3 subnetwork in Fig. 5B leads us to infer a novel role for ATF-3 as a key regulator of the antiproliferative effects of macrophage LPS stimulation.
In a similar fashion, analysis of the ETS-2 subnetwork confirms the active role of ETS-2 in regulating the inflammatory response in macrophages. Of particular relevance here is the positive activation of inflammatory mediators such Cias-1, Lcp, Ifi204, and Ltb4dh (Fig. 5B) .
NRF-2 is known to be involved in the regulation of the oxidative stress response [36, 39] . Our local network analysis confirms this, but also suggests a more general role for NRF-2 in the inflammatory response, since NRF-2 is found to regulate not only oxidative stress-related genes, but also other genes that have previously been implicated in the inflammatory response (Fig. 5B) .
Keap1 is a known negative regulator of NRF-2 [40] . Interestingly, in our dynamic network Keap1 is itself predicted to be repressed by ATF-3. Again, the expression data corroborate this prediction, as Keap1 is repressed during the early stage of LPS activation (when ATF-3 is active) and subsequently up-regulated at 7 h. This leads to the hypothesis of a possible interplay between the ATF-3 and the NRF-2 regulatory circuits shown in Fig. 5B . In this way, we are able to elucidate how the inflammatory response is orchestrated by dynamic and stage-specific transcriptional networks over time.
Discussion
Our analysis of the global properties of the LPS network adds to the existing body of evidence [7] for universal organization principles of complex systems (Fig. 4) . The outdegree distribution of the LPS network shows a characteristic long tail, resembling the power-law distribution that is evident in all sorts of complex systems, including protein-protein interaction maps, social networks, and power grids [41, 42] . This characteristic of the macrophage network allows us to define the most connected TFs (the "hubs") of the network (Fig. 4B ). Among these we found macrophage-specific TFs such as the ETS family and several TFs with central roles in inflammation, such as the interferon regulatory factors. Each of these hubs is predicted to be central to some aspect of the LPS response and suggests candidates for experimental validation through knockouts or overexpression.
Although we did find a significant correlation between promoter structure and expression, this dependence was comparatively weak. This is not surprising, as coexpression can have causes other than coregulation. There are a number of caveats to our analysis and the available data. First, both promoter-based and expression-based clustering are constrained by limits on detection that are quite distinct. Therefore, genes expressed at relatively low levels may be detected to different extents by the two approaches. Second, we have chosen an arbitrary window of 700 bp (−500, +200 relative to transcription start sites) to analyze for TFBS. In many cases, this window may contain more than one functional promoter. For example, the 500-bp region upstream of the macrophage promoter in the Csf1r gene also contains a completely independent trophoblast promoter with a distinct set of trophoblast-specific TFBSs [43] . Third, the TFBS analysis used is inherently limited to binding sites described by existing Transfac matrix models, rendering the network incomplete and biased toward more well-known TFs. An extension of this work would be to test ab initio detection of shared sequence motifs in the macrophage-expressed gene sets. Furthermore, Transfac matrices commonly contain binding sites for multiple members of gene families, and one cannot be certain as to which member is able to bind with highest affinity nor whether the site is available to be occupied in native chromatin structures. Clearly, ChIP-on-chip data for each of the candidate TFs identified as hubs in our analysis would greatly increase the confidence of the dataset and corresponding network analysis. In addition, our dissimilarity metric may be refined to take into account the position and orientation of sequence motifs; this has previously been shown to increase correlation with expression [44] .
Yet, our combined approach convincingly demonstrates the "first principle" in transcription initiation, since transcripts clustered based on promoter structure are also significantly coexpressed. We find clear examples of coexpressed modules in macrophage activation; modules enriched in functional categories (Fig. 2) and composed of transcripts previously associated with the inflammatory response. By association, we also infer the function of a set of novel transcripts. At the same time, for each such module we have generated a hypothetical regulatory program in terms of the TFs that participate in activation of the involved promoters, as detailed in Figs. 2 and 5. We were able to predict a novel function for the transcriptional repressor ATF-3 as a key regulator of the antiproliferative effects of macrophage LPS stimulation and also a pivotal role for NRF-2 and ETS-2 in orchestrating the LPS response.
In summary, we have performed the first dynamic analysis of the macrophage activation network. We have demonstrated that by combining several genome-wide datasets with novel bioinformatics approaches we can readily identify cell-statespecific gene regulatory networks in mammalian systems. In particular, in the macrophage, this approach can be used to study the differences in regulatory networks underlying activation by different pathogens products, developmental stages, and macrophage populations.
Materials and methods
Bone marrow-derived macrophages and LPS treatment
Generation of BMMs was performed as described previously [45] . Briefly, BMMs were cultured in complete RPMI 1640 medium (Invitrogen, Carlsbad, CA, USA) supplemented with 10% FCS (JRH Biosciences, Inc., Lenexa, KS, USA), 20 U/ml penicillin (Invitrogen), 20 μg/ml streptomycin (Invitrogen), and 2 mM L-glutamine (Invitrogen). The primary cells were maintained in a 37°C incubator containing 5% CO 2 . LPS from Salmonella minnesota (SigmaAldrich, St. Louis, MO, USA) was sonicated in 0.1% triethylamine and then further diluted in PBS.
Macrophages were seeded at 1 × 10 7 cells/ml and incubated with 10 ng/ml LPS. Three 10-cm dishes were harvested for each time point-unstimulated (time 0, 2, 7, and 24 h). Total RNA from BMMs was extracted using Qiagen RNeasy Mini kits according to the manufacturer's protocols. In all RNA samples, contaminating genomic DNAs were removed by digestion of the DNA in the RNA samples with an RNase-free DNase I (DNAfree kit from Ambion) performed according to Ambion's methods.
Microarray data generation and analysis
The experimental design, using the 17.5-dpc C57BL/6J embryo as a common reference, has been described previously [46] . Briefly, RNA was labeled indirectly with aminoallyl-conjugated Cy3 (time course) or Cy5 (embryo) and hybridized overnight to RIKEN 60,000 full-length cDNA microarrays [46] . Each hybridization was done in triplicate and the data are presented as average values. Slides were washed and scanned on a ScanArray 5000 confocal laser scanner. Molecularware (Digital Genome) was use to process the images, and data were corrected for local background and confidence status was flagged for empty spots, signal/noise ratio, spot CV ratio, and spot morphology.
The average ratio of the three triplicate experimental signals to the control signal for each spot was calculated; intensity-dependent normalization was also applied, by which the ratio was reduced to the residual of the Lowess fit of the intensity versus ratio curve. The dataset was restricted to those spots passing confidence status (as defined above) on the control channel of every hybridization. This matrix was imported to the software tool BRB-ArrayTools 
Filtering
No missing values were allowed and all control clones were removed.
Identification of clones differentially expressed over time
To identify statistically significant differentially expressed clones over time we performed paired t tests by comparing the following time steps: 0-2, 0-7, 0-24, 2-7, 2-24, and 7-24 h. A single list representing all the transcripts differentially expressed in at least one of these comparisons was obtained by taking the union of the lists.
Genes were considered statistically significant if their p value was less than 0.001. A stringent significance threshold was used to limit the number of falsepositive findings; we used the multivariate permutation test [47] to provide 75% confidence that the number of false-positive genes did not exceed 10.
Transcription factors quantitative real-time PCR
Gene-specific primer pairs were designed using Primer3 software (http:// frodo.wi.mit.edu/cgi-bin/primer3/primer3_www.cgi), with an optimal primer size of 20 bases, amplification size of 140 bp, and annealing temperature of 60°C for a set of 1559 proteins designated as transcription factors by either Gene Ontology or conserved domain architecture (the list of accession numbers can be found in Supplementary Table 1) .
Reverse transcription was performed using a 17-mer oligo(dT) and the Superscript III RNase H Reverse Transcriptase Kit or Superscript III First-Strand Synthesis System for RT-PCR (Invitrogen), according to the manufacturer's instructions. Negative control samples (no first-strand synthesis) were prepared by performing reverse transcription reactions in the absence of reverse transcriptase. Quantitative real-time PCR was carried out with 12.5 ng of total RNA per test well using the LightCycler DNA Master SYBR Green I kit (Roche) following the manufacturer's instructions. The PCRs were performed using an ABI Prism machine (Applied Biosystems) using the following cycling protocols: 1 min hot start at 94°C, followed by 45 cycles of 1 s at 94°C, 10 s at 60°C, and 15 s at 72°C. The threshold cycle (C t ) value was calculated from amplification plots, in which the fluorescence signal detected was plotted against the PCR cycle. The threshold was empirically set as 4% of the top 10 to 50% of fluorescence signals in the plateau phase.
The amplification efficiency was calculated from the slope of the standard curve by the following algorithm: E = 10 −1/slope . E Csf3r = 1.81 and E Arg1 = 1.84. cDNA levels during the linear phase of amplification were normalized against Gapdh controls and the data of three independent reactions for each sample were averaged.
TFBS analysis
Our analysis covered the (−500, +200) regions relative to the transcription start site. Promoters that contained 5% or more ambiguous nucleotides were excluded from consideration, leaving 1784 promoters in our target set. We used all available matrix models of TFBSs contained in the Transfac Professional (version 7.4) database [48] . This was done using the command-line version of the MATCH program and we mapped these to the extracted promoter sequences. We used minSUM profiles [49] for thresholding of the matrix models: these profiles contain threshold values for the core and matrix scores, optimized to minimize the sum of false-positive and false-negative TFBS predictions. To determine TFBSs specific to our target set of macrophage promoters, we calculated an overrepresentation index (ORI) [50] using a background set of 40,101 randomly chosen unique mouse promoters; this calculation was done by in-house computer scripts. Readers interested in applying the same filtering process for annotation of promoters based on ORI should contact the authors.
An ORI value of 1 means no overrepresentation of the motif in the target promoter group compared to the background; a larger ORI value means greater overrepresentation. We filtered out all TFBSs with an ORI below 2.8. The remaining TFBSs were used to annotate the target promoters.
Expression clustering
Expression data were normalized so that the mean of each gene across time points was equal to 1. Hierarchical clustering was performed with Mathematica 5.1 (Wolfram Research, Inc.; www.wolfram.com). For robustness against outliers, we chose the L1 (Manhattan) distance metric and average linkage. Clusters were delimited manually from the resulting dendrogram.
TFBS dissimilarity metric and clustering
By viewing each promoter as a set of TFBSs, dissimilarity metric between any two promoters was defined as
This gives d = 0 for between-transcript pairs with identical sets of TFBSs and d > 0 otherwise. If the two transcripts have no TFBSs in common, we define d = infinity. This metric was used to cluster promoters using hierarchical clustering by Mathematica 5.1 (Wolfram Research, Inc.). Cluster centroids were computed by treating TFBS binding data as a vector and computing all such vectors in a promoter cluster. This was done by in-house computer scripts.
Calculation of ORI
The ORI of any given promoter element in the target group relative to the background was calculated as 
where DensityT/B is the density at which promoter element PEi is found in the target/background set, PROPORTION_t/b is the proportion of target/background sequences in which promoter element PEi is found, PEi_tar/back is the number of promoter elements PEi in the target/background sequence set, TotalLengthT/B is the total length of the target/background sequence set, Ntar/ back is the number of target/background sequences in which PEi is found, and N_TAR/BACK is the number of target/background sequences.
Permutation tests
We used standard permutation tests to determine statistical significance for observed expression distances and cluster tree distances (defined as the number of splits between transcripts in the observed cluster tree). In each case, the observed value was compared to an empirical distribution obtained by computing that same statistics for data sampled at random from the full dataset, and the resulting percentile is reported as a p value. Throughout, 1000 permutations were used.
