Introduction
Combustion gas analysis and stack emissions measurements typically used in the automotive, aircraft, processing, heating and air conditioning industries use a variety of sensor technologies including gas chromatography [1, 2] , electrochemical fuel cells [3, 4] and infrared spectroscopic methods [2, [5] [6] [7] [8] [9] [10] .
Spectroscopic infrared based methods have been developed for non-intrusive in situ measurements [9, 10] . One of the most widely used is Fourier Transform infrared spectroscopy (FTIR) which uses a wide spectral range compared to the range of wavelengths measured by a dispersive spectrometer, this provides a beneficial increase in the signal to noise ratio [2, 6, [10] [11] [12] [13] . Tunable diode laser absorption spectroscopy (TDLAS) is also commonly used for non-intrusive emissions measurements do to its ability to detect lower emissions concentrations and determine temperature, pressure, and velocity of the gas [7, 8] . Non-dispersive infrared (NDIR) methods have been used in on-board emissions monitors for automobiles and provide an accurate non-intrusive method for in situ measurements [9] . Nakamura et al 2002, also discusses the effect of H 2 O interference with respect to spectral overlap and molecular interaction, presenting a correction strategy if the water concentration is additionally known. The use of these infrared based spectroscopic techniques in situ would eliminate the need for a water vapor dilution correction, however individual development for portable in situ measurements can be prohibitively expensive.
Many of these technologies that are not in situ based, sample the gas by pumping an in situ sample through a system of tubes to reach the sensor at a remote location (prominent analyzer manufacturers are: Testo, Wohler, Land, etc). Since water vapor is inevitably present in combustion products, an inherent characteristic with the gas sampling strategy is that the mixture state changes as the sample is drawn towards the sensor. In particular, temperature and humidity changes can be significant, resulting in a very different gas mixture at the sensor interface compared with the in situ location. Significant amounts of condensed water vapor (liquid) have been observed to collect over time in the filters, probe lines and condensation reservoir. This causes an increase in the pressure drop, overloading the sample pump and resulting in reduced flow of the sampled gas. Common solutions to these problems are addressed through various industry led developments such as heated probe lines, fast sample draw rates, as well as sample conditioning through Peltier cooling chambers [14] . The latter provides a set of repeatable conditions standardized at a temperature (273 K) and pressure (1013 mbar) [14] which allow for relative comparisons of combustion performance when operated under the prescribed dry conditions. This condition defines what will be referred to as a relative emissions measurement, since all values obtained are accurate relative to the dry state. In contrast, absolute emissions measurement define the molar concentrations at an unaltered in situ state. Some analyzers alternatively, use the surrounding air temperature for sample conditioning. Unfortunately, in such units the gas temperature and humidity at the sensor can be ambiguous. These analyzers bring the sample gas mixture from a 'wet' in situ condition, as it exists at the original sample location, to a 'dry' condition that has gone through an incomplete water condensation change due to cooling. Within this discussion, 'dry' will refer to the state of the mixture at the sensor where an unknown but lesser quantity of water vapor is contained within the sample compared with the original high temperature wet mixture condition; or, in situ state.
In this study a heated Bosch LSU 4.9 ZrO 2 wide-band oxygen sensor is used to measure in situ oxygen concentrations. The heated aspect of the Bosch sensor is important to this study since it insures that there is no water vapor condensation at the sensor interface positioned in situ. These types of sensors are used extensively in the automotive industry where precise knowledge of absolute oxygen concentrations are required for optimal engine performance [15] . The second sensor is within a remote gas sampling Testo 330-2LL analyzer. These types of combustion gas analysis units are widely used in various industries to monitor exhaust gas composition for regulatory certification testing, and combustion optimization studies. The sensor used in the Testo is an electrochemical/ galvanic sensor based on the principle of ion selective potentiometry [14, 16] . Due to the sensors remote location within the hand-held analyzer a sample of test gas is pumped through a system of tubes, often several feet long, and multiple filters before reaching the sensor interface. This process cools the mixture and partially condenses the water vapor from the sample gas, effectively changing the molar concentrations.
The motivation for this study is to develop a correction methodology to determine accurate absolute in situ gas compositions from a remote gas sampling analyzer. The novelty and significance of this correction is most evident in the biomass and HVAC industry where sampling analyzers are often used. Real-time measurements of water vapor in the combustion products can be cost-prohibitive, and automotive emissions bench instruments are not typically used in these situations. Richter et al 2016 [3] uses remote gas sampling measurements for comparison to combustion model species concentrations for a wood-fired boiler and indicates the need for a correction strategy to account for the lost humidity. Similar strategies may be known in closed industry circles, however, a lack of published detail on the subject further motivates this work. The rest of this paper is organized as follows. In section 2 the experimental setup will be outlined providing details on the specific instrumentation used to develop the correction method. In section 3 results will first demonstrate the effectiveness of the Bosch instrument to measure the absolute oxygen concentration versus the gas sampling analyzer measurements. A correction method will be presented that requires the use of both oxygen sensors (Bosch and Testo) working in tandem to correct measured species concentrations from the remote analyzer. Finally, validation of the method will be demonstrated with a known concentration of CO. Section 4 and 5 will outline the conclusions and novelty of the study.
Methods
An experimental set-up is designed (see figure 1 ) wherein a test cell is constructed from commonly used PVC pipe fittings sealed at each end of an aluminum cylinder. The primary function of this test cell is to provide a contained environment where uniformity in temperature, humidity and gas concentration can be assumed. Figure 1 shows the experimental schematic along with a photo of the actual assembly with main system components indicated. Premixed NIST traceable calibration gas at oxygen concentrations of 15%, 10%, 5% and air (20.9%) are used in this study. Measurements of gas temperature (T), relative humidity (φ) are taken along with oxygen concentrations (% by volume) using two sensors (Bosch and Testo). Data is simultaneously recorded using a National Instruments data acquisition board (NI USB-6008) with LabView and Testo EasyHeat software at a frequency of 1 Hz. Temperature data is taken using a K type thermocouple located in the probe of the Testo analyzer. Relative humidity is measured using an Omega HX92B series humidity sensor within the test cell. A Bosch LSU 4.9 ZrO 2 wide-band oxygen/ lambda sensor coupled with an ETAS CBS100.1-2E smart lambda cable to regulate the power supplied to the heated sensor is used in situ. The gas sampling remote analyzer uses electrochemical/galvanic sensors within a Testo 330-2LL analyzer.
A single run for each gas is started after powering on all sensors from a cold start and initializing the data acquisition systems. Upon sensor warm-up (approximately 30 s) the calibration gas valve is opened and calibration gas is supplied to the test cell. The remote analyzer samples the calibration gas at approximately 0.6 lpm while the gas is supplied to the test cell at a rate of 1.2 lpm allowing for a controlled system flushing and asymptoting of concentrations to a steady state (approximately 5-8 min). The test cell is oriented vertically with the exhaust outlet located at the bottom to take advantage of the buoyancy of the dry calibration gas over that of air, facilitating the initial test cell purge. After reaching a steady concentration, data is collected at dry conditions for at least one minute, after which water vapor is introduced into the calibration gas upstream of the test cell, through a contained sample of boiling water. Test cell humidity is monitored and a steady state humidity of approximately 95-100% RH is reached after 1-2 min. During the testing period, humidity, temperature and the known dry gas concentrations define the test cell conditions and are simultaneously recorded. Temperature conditions within the test cell are inherently unsteady due to heat release from the ZrO 2 oxygen sensor as well as latent heat release associated with the condensing water vapor introduced into the test cell. Using psychrometric relationships, an expected (calculated) oxygen concentration can be found based on the known test cell conditions with an associated uncertainty propagated from the measured experimental humidity and temperature. Pressure within the test cell is atmospheric, given the low flow velocity and open exhaust tube. Water vapor partial pressures are calculated from the relation found by Wagner and Pruss 1993 [17] . After each run the humidity sensor requires a dry air purge due to moisture saturation during the experiment, this is done by flushing the system with dry air at a low flow rate for 24 h to completely dry out the system prior to the next test. are varied, each with respective uncertainty bounds (indicated by shaded regions). Experimental uncertainty is calculated for the gas sensors, humidity sensor and thermocouple. Factory reported instrument accuracies for each instrument is used for the shaded uncertainty regions seen in figures 2 and 3. Uncertainty bounds for the calculated oxygen and carbon monoxide (black line with shaded bounds) are obtained by calculating the concentrations using the upper and lower limits of the humidity, temperature, and specified concentration separately to find the propagated upper and lower uncertainty of the calculated/expected concentration. Zero molar uncertainty is assumed for the case of air.
Results
The calculated results are based on the known molecular weight of dry gas (M a ), water vapor (M w ), gas temperature (T), gas pressure (P, taken to be atmospheric) at the measured relative humidity (φ). These variables are used in the definition of humidity ratio
to determine a relationship between the mass of the gas and water vapor in the mixture. Multiplying the respective molecular weights results in a mole fraction ratio
where individual concentrations are calculated after imposing
. At early time, before moisture is added, all measurements agree since there is no water vapor to displace the oxygen. Moving forward in time, after the dry conditions have been sufficiently demonstrated, water vapor is introduced into the gas mixture as is evident by the increase in relative humidity and decrease in oxygen concentrations due to displacement. Specialized higher temperature case run with a gas mixture of (a) 5% O 2 and (b) 5020 ppmv CO, the rest is N 2 , demonstrating the CO correction.
The Bosch O 2 sensor is seen to reliably agree with the calculated O 2 value within the experimental uncertainty. As the relative humidity approaches 100% the disagreement between the Testo and Bosch sensors becomes significant and deviates further as temperature increases. The Testo O 2 measurements (seen in figure 2 ) plateau after a minor decrease in concentration, indicating a non-zero, finite amount of humidity influencing the sensor. If the humidity within the remote unit were zero, no shift would be recorded and completely dry conditions could be assumed. Figure 2(a) demonstrates the effect measured in air where the gas sampling analyzer shows an approximate 7% error (@316K and 98%RH). Figure 2 (b) measured in 15% O 2 with the rest N 2 where the gas sampling analyzer shows an approximate 8% error (@319K and 99%RH). Similarly, figure 2(c) shows the effect measured in 10% O 2 with the rest N 2 where the gas sampling analyzer shows an approximate 11% error (@320K and 98%RH). It is important to realize that these errors will increase even further in combustion gases where the temperatures are much higher. For instance, additional measurements taken for wood fired appliances (not shown) indicate errors as high as 25%. It should be noted that the humidity sensor is only used in the calibration experiment to indicate moisture content in the test cell and is not required for the correction in measurement situations.
A correction methodology is developed from comparing the definition of species mole fraction for both wet and dry samples. The correction for any remotely measured gas spe- figure 3 shows a specialized case where the conditions within the test cell are brought to ∼344 K and high humidity. It should be noted a small jump in oxygen concentration can be seen as water vapor is added to the test cell, this is due to the inclusion of trapped air in the water vapor line. The effects of which become negligible within 5 min. These conditions clearly reveal the deviation in CO measured with the gas sampling analyzer to that of the corrected value based on the method previously discussed. Initially a steady state is reached where the calibrated CO sensor measures the dry molar concentration in the calibration gas. As the calibration gas is mixed with water vapor to increase the relative humidity, the temperature within the chamber is further augmented by heating the cell inlet and walls with a heat gun, to more clearly emphasize the measured disparity. The correction method allows the measured CO value (from the Testo) to remain within the regions of uncertainty thereby demonstrating its effectiveness in measuring the absolute in situ species concentration under wet conditions.
Discussion
A method for correcting dry gas concentration measurements due to water vapor condensation has been developed. This method requires the use of a heated ZrO 2 wide-band oxygen/lambda sensor to calculate the in situ concentrations.
Calibration testing of the two sensors is done to demonstrate the observed water vapor dilution effect and to assess the accuracy of the Bosch and Testo sensor under varied humidity and temperature ranges. Results indicate both the Bosch and Testo instruments operate accurately within the bounds of uncertainty under dry conditions and deviate with increasing humidity. Validation of the correction method is achieved by comparison of the corrected CO measurements with calculated values and good overall agreement is seen.
Conclusion
The method validated in this work provides a simple, low cost approach to correct sampled emissions measurements back to in situ conditions. It is primarily intended for the biomasscombustion and HVAC industries where more elaborate and expensive systems (e.g automotive-industry emissions benches such as the Horiba MEXA systems) are typically not used.
