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1. Introduction
A detailed description of the soft-collinear factorization for the Drell-Yan (DY) process in
the kinematic threshold limit at subleading powers has recently been presented in [1]. With this
in mind, the aim of this contribution is to focus on the key ideas and results while keeping the
technical details and subtleties to a minimum as much as it is possible. For these, we encourage
the interested reader to consult [1] and [2].
The partonic process we consider is qq¯→ γ∗(Q)+X at threshold, that is the z = Q2/sˆ→ 1
limit, where sˆ = xaxb s is the partonic centre-of-mass energy squared, xa,xb are the momentum
fractions of the partons inside the incoming hadrons and Q2 is the invariant mass squared of the
off-shell photon. The final state QCD radiation X is forced to be soft and the cross-section is
expanded in powers of (1− z). The main results of this work, [1], and [2] are first, the derivation of
the factorization formula at next-to-leading power (NLP) in the threshold expansion, and second,
the identification of new physical objects that emerge beyond leading power: the amplitude level
NLP collinear functions and, in addition, the generalized soft functions previously defined in [3].
Recently, interest in subleading-power corrections has arisen in the theoretical community.
Subleading-power effects are important to consider both from a theoretical and a phenomenologi-
cal perspective, in order to advance the understanding of all-order structure of quantum field theo-
ries, and improve subtraction methods. Computations of subleading-power corrections contribute
to providing precise predictions for processes within the Standard Model (SM) and they can be
numerically important. This was recently shown in the study of the leading logarithmic NLP cor-
rections in Higgs prouction via gluon fusion [4]. These considerations are crucial in matching the
experimental efforts, in particular in the upcoming era of HL-LHC. The conceptual leap to next-
to-leading logarithmic accuracy at NLP is key as current efforts to extend the subleading power
resummation beyond the leading logarithmic order have been hampered by the issue of endpoint
divergences in ill-defined convolutions [1, 5, 6, 7, 8]. We make this issue explicit by considering
the results of the computations presented here.
2. SCET formalism
In this work, the position-space formulation [9, 10] of soft-collinear effective theory (SCET)
[11, 12, 13] is used. The SCET Lagrangian is split into N collinear sectors, denoted by a subscript
ci, which interact with each other only through the exchange of soft partons. Namely, it is given by
LSCET =
N
∑
i=1
Lci +Lsoft , (2.1)
where each of the Lagrangians belonging to a collinear direction is expanded in powers of the small
power-counting parameter λ . In the present case the small power-counting parameter is λ =
√
1− z
which corresponds to the threshold-collinear scale:
Lci =L
(0)
ci︸︷︷︸
LP
+L
(1)
ci︸︷︷︸
O(λ 1)
+L
(2)
ci︸︷︷︸
O(λ 2)
+ ... (2.2)
The first term in this expansion constitutes the leading power (LP) contribution, and the terms
which follow are the subleading-power corrections. This formalism can in general describe N-jet
1
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processes. In the case of the DY production we set N = 2, resulting in collinear, c, and anticollinear,
c¯, sectors. The LP collinear Lagrangian is given by [10]
L
(0)
c = ξ¯c
(
in−Dc+gs n−As(z−)+ i /D⊥c
1
in+Dc
i /D⊥c
)
/n+
2
ξc+L
(0)
c,YM , (2.3)
with in−Dc = in−∂ + gs n−Ac(z). L
(0)
c,YM is the LP soft-collinear Yang-Mills Lagrangian, the un-
specified arguments of collinear fields are the full z coordinates, nµ−,n
µ
+ are light-like vectors with
n− ·n+ = 2, and As is evaluated at position zµ− = (n+z)nµ−/2 as a consequence of multipole expan-
sion. The soft-collinear interaction at LP is given by the standard eikonal vertex.
Importantly, at LP, we can apply the decoupling transformation [12], for example for the initial
state collinear quark:1 ξc(z)→ Y+(z−)ξ (0)c (z), where
Y± (x) = Pexp
[
igs
∫ 0
−∞
dsn∓As (x+ sn∓)
]
, (2.4)
is the soft Wilson line. This field redefinition removes all the interactions between the soft and
collinear fields from the LP Lagrangian in (2.3) as
ξ¯c (in−Dc+gsn−As(x−))
/n+
2
ξc = ξ¯
(0)
c in−D
(0)
c
/n+
2
ξ (0)c , (2.5)
where the superscript (0) denotes the decoupled fields.
We next consider the SCET formalism beyond the leading power. The systematic expansion
in powers of λ which is built into the SCET framework means that this effective field theory is
ideally suited to the study of power corrections. The formalism we use here was developed in
[3, 14, 15, 16].2 A generic, N-jet, operator has the following form
J =
∫
dt C({tik})Js(0)
N
∏
i=1
Ji(ti1 , ti2 , ...). (2.6)
It is a product of N operators, Ji, each of which associated with a particular collinear direction,
and a soft operator, Js, which consists only of soft fields. The measure is given by dt = ∏ik dtik
and C({tik}) is a hard matching coefficient. Each of the Ji operators is constructed from collinear-
gauge-invariant collinear building blocks
Ji(ti1 , ti2 , ...) =
ni
∏
k=1
ψik(tik ni+) , (2.7)
which are given by
ψi(tini+) ∈
 χi(tini+)≡W
†
i ξi collinearquark
A µi⊥(tini+)≡W †i
[
iDµi⊥Wi
]
collineargluon
(2.8)
1For the gauge field the decoupling transformation is given by Aµc (z)→ Y+(z−)A(0)µc (z)Y †+(z−).
2See [8, 17, 18, 19, 20, 21] for alternative approach using label formalism.
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Each of the building blocks scales as O(λ ). In the above equation, we make use of the ith-collinear
Wilson line, which is a path-ordered exponential of ni+Ai. For DY, we require i = c which is given
by
Wc (x) = Pexp
[
igs
∫ 0
−∞
dsn+Ac (x+ sn+)
]
, (2.9)
and a corresponding definition for the c¯-direction with n+↔ n−.
The LP configuration is simply given by the presence of one building block in each of the N
collinear directions,
JA0i (ti) = ψi(tini+). (2.10)
There is a number of ways to include power suppression in this formalism. The first, is to in-
troduce derivatives, ∂ µ⊥ ∼ λ , that act on the fields present in the LP configuration. The second
way, is to place additional building blocks in a particular collinear direction, each building block
gives a power of λ suppression. This procedure gives rise to subleading power currents such as
JAni ,J
Bn
i ,J
Cn
i . They are labelled as follows:
• A,B,C... refers to number of fields in a given collinear direction
• n is the power of λ suppression (relative to A0) in a given sector.
Examples of such currents are
i∂ µ⊥ii∂
ν
⊥iχi, χi(ti1)i∂
ν
⊥iA
µ
i⊥(ti2), χi(ti1)χi(ti2)A
µ
i⊥(ti3),
for JA2i ,J
B2
i , and J
C2
i respectively. The overall power suppression for the N-jet operator is given by
the sum of the power suppression from the different sectors. Hence, an O(λ 2) 2-jet operator could
be given by the following
JA21 J
A0
2 , J
A1
1 J
B1
2 , J
A0
1 J
C2
2 , ...
In addition to the currents described above, there is also the possibility to form time-ordered prod-
ucts of subleading-power Lagrangian terms with lower power currents in order to provide power
suppression. These contributions, JT ni , are labelled by the letter T and a number n which gives the
total power suppression from the current and the insertions of the subleading-power Lagrangian
terms. An example is
JT 2i (ti1) = i
∫
d4zT
[
χi(ti1)L
(2)
i (z)
]
, (2.11)
whereL (2)i (z) is a λ
2 power-suppressed Lagrangian term [10]. These time-ordered product inser-
tions play a crucial role the derivation of the factorization formula for the threshold DY production
at NLP, and we will investigate them in much greater detail in the later sections.
3
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3. Factorization at leading power
Having briefly introduced the subleading-power SCET formalism we turn our attention to the
specific case of the DY process at threshold. We will first review the LP factorization, and later
investigate the subleading-power effects. The partonic DY proccess at threshold is described by a
standard SCETI set up. In terms of the power-counting parameter λ , defined above, the threshold-
collinear modes are given by
pc = (n+pc,n−pc, pc⊥)∼ Q(1,λ 2,λ ),
pc¯ = (n+pc¯,n−pc¯, pc¯⊥)∼ Q(λ 2,1,λ ),
ps = (n+ps,n−ps, ps⊥)∼ Q(λ 2,λ 2,λ 2). (3.1)
In addition to these modes, at hadronic level there exist the (anti)collinear-PDF modes, with the
transverse momentum scaling of p⊥ ∼ Λ, where Λ is the scale of strong interactions. The c-PDF
modes have momentum scaling (Q,Λ2/Q,Λ). The usual parton distribution functions (PDFs) are
described by these modes. Here we consider the power corrections in λ and work at leading power
in Λ. The set up is perturbative as the threshold-collinear scale is still much larger than the scale of
strong interactions Λ, Qλ = Q
√
(1− z) Λ.
The first step in the derivation of factorization of DY in SCET at LP [22] involves matching
the electromagnetic quark current to the LP SCET current,
ψ¯γρψ(0) =
∫
dt dt¯ C˜A0,A0(t, t¯ )JA0,A0ρ (t, t¯ ) (3.2)
where in our notation (A0 labelling the LP currents in the collinear and anticollinear directions)
JA0,A0ρ (t, t¯ ) = χ¯c¯(t¯n−)γ⊥ρχc(tn+) (3.3)
before the decoupling transformation [12] is used. The calculation proceeds by taking the matrix
element of the above operator for the incoming (anti)collinear (anti)quark and the final state QCD
radiation, X . Performing now the decoupling transformation, the states factorize and one obtains
〈X |ψ¯ γ ρψ(0)|A(pA)B(pB)〉 =
∫
dt dt¯ CA0,A0(t, t¯ )〈XPDFc¯ |χ¯c¯ (t¯n−)|B(pB)〉γ ρ⊥
×〈XPDFc |χc (tn+) |A(pA)〉〈Xs|T
([
Y †−(0)Y+(0)
])
|0〉 . (3.4)
A picture of the factorization at amplitude level is presented in Fig. 1. We note here that the
final state radiation can be soft, Xs and PDF-collinear, XPDFc , but not threshold-collinear. This is
an important point, to which we will return to below. However, in the LP calculation the usual
steps follow. Upon squaring of the above matrix element, performing the sum over the final state
radiation, and combining the hadronic result with the lepton tensor gives the following
dσDY
dQ2
=
4piα2em
3NcQ4
∑
a,b
∫ 1
0
dxadxb fa/A(xa) fb/B(xb) σˆ LPab (z) . (3.5)
The fa/A( fb/B) is the standard PDF formed by the square of the (anti)collinear matrix element
in (3.4). The focus of our investigations is the perturbative factorization of the LP partonic cross
4
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pc
pc¯
Q
ps
(a) Amplitude representation
prior to use of decoupling
transformation.
Q
ps
(b) Schematic representation af-
ter decoupling transformation is
performed.
Figure 1: Representation of the LP amplitude before and after the decoupling transformation.
section. At LP, the partonic cross section σˆ LPab (z) factorizes into a hard function, originating from
squaring the hard matching coefficient CA0,A0(t, t¯ ) and a soft function:
σˆ LP(z) = H(Q2)QSDY(Q(1− z)) . (3.6)
The leading power DY soft function is given by the vacuum matrix element of only the soft Wilson
lines [23]
SDY(Ω) =
∫ dx0
4pi
eiΩx
0/2 1
Nc
Tr〈0|T¯(Y †+(x0)Y−(x0))T(Y †−(0)Y+(0))|0〉 . (3.7)
Before starting the discussion of extending this factorization formula to subleading powers, we
would like to draw attention to the simplicity of the LP result in (3.6). There is no collinear
dynamics present and the result is simply a product of the hard function and one soft function.
4. Factorization at next-to-leading power
Thus far we have reviewed the LP factorization which is already well established in the lit-
erature [24, 22]. In this section we take the step beyond, which is to consider the factorization of
the partonic cross section at NLP. We denote this contribution by σˆNLPab (z) and it replaces σˆ
LP
ab (z)
in Eq. (3.5). We will first present the result in a schematic way since we wish to highlight the new
features that are present. In the following sections we will motivate their appearance and write
down their precise form.
We begin by stating that the NLP partonic cross section is given by
σˆ NLP = ∑
terms
[C⊗ J⊗ J¯ ]2⊗S , (4.1)
where C is the hard Wilson matching coefficient, S is a generalized soft function and J is a NLP
collinear function. The sum over “terms” means the sum over all the possible ways of inducing
power suppression in the partonic cross section. Let us now motivate the emergence of this structure
at next-to-leading power.
5
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c− PDF
c− threshold
s
2
Figure 2: Insertion of the power-suppressed Lagrangian L (2)2ξ into a collinear quark line, which
transforms a c-PDF quark into a threshold-collinear quark.
c-PDF
Figure 3: The loops depicted in the figure have threshold-collinear scaling. However, since at
LP the matrix element does not have support for these modes, they can be trivially integrated out,
χc→ χPDFc .
4.1 NLP collinear functions
The first obvious difference in the schematic NLP cross section in (4.1) with respect to the LP
result in (3.6) is the presence of the amplitude level NLP collinear functions, J. These are indeed a
new physical feature of the factorization starting at NLP. We would like to first explain why these
collinear functions have not played a part in the derivation of the LP factorization formula and the
reason for their appearance here. A detailed argument has been presented in [1] and here we outline
the main ideas.
The key observation at LP is that the decoupling transformation completely removes the soft-
collinear interactions in the LP Lagrangian as was stressed in Sec. 2. Therefore, diagrams such as
the one presented in Fig. 2 do not feature in the calculations. This means that in the on-shell match-
ing to the c-PDF fields, loops formed only by the threshold-collinear fields can appear. These are
scaleless and therefore zero to all orders in perturbation theory in dimensional regularization. This
is represented in Fig. 3. Hence, in practice, the threshold-collinear modes are trivially integrated
out and the threshold-collinear fields are simply identified with c-PDF fields, χc→ χPDFc . For this
reason, we have not discussed collinear functions in the derivation of the LP factorization formula
between equations (3.4) and (3.5). The collinear functions are in fact present there, but they are
delta functions to all orders in perturbation theory:
χc(tn+) =
∫
du J˜(t,u)χPDFc (un+) (4.2)
with the collinear function written in position space J˜(t,u) = δ (t − u). Therefore, as stated,
the computation proceeds in the usual way: the square of collinear matrix elements forms the
PDFs in (3.5).
The considerations are different when we start to investigate the NLP corrections. The ulti-
mate reason for this is the presence of the time-ordered product operators, JT n, which can be used to
provide power suppression as mentioned in Sec. 2. Insertions of the subleading-power Lagrangian
terms introduce multiple threshold-collinear fields into the problem with an integral over the posi-
6
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tion of the insertion. The soft fields from the Lagrangian insertions are evaluated at the multipole
expanded position. This means that there is an extra convolution between the soft and collinear
sectors which makes the threshold-collinear loops non-vanishing. We make these statements more
concrete through the following example.
We consider a term from the subleading-power Lagrangian
L
(2)
2ξ (z) =
1
2
χ¯c(z)z
µ
⊥ z
ν
⊥
[
i∂ν in−∂B+µ (z−)
]/n+
2
χc(z). (4.3)
The χc fields are the decoupled fields with the superscript (0) dropped and
Bµ± = Y
†
± [iD
µ
s Y±] , (4.4)
is the gauge invariant soft gauge field. We stress that the decoupling transformation has already
been performed and the soft-collinear interactions persist, as is clear from the Lagrangian term.
The NLP analogue of equation (3.4) in this example is the following
〈X |ψ¯γρψ(0)|A(pA)B(pB)〉 =
∫
dt dt¯ CA0,A0(t, t¯ )〈XPDFc¯ |χ¯c¯,αa(t¯n−)|B(pB)〉γρ⊥,αγ
× i
∫
d4z〈XPDFc |
1
2
zν⊥z
µ
⊥(in−∂z)
2 T
[
χc,γ f (tn+) χ¯c (z)TA
/n+
2
χc (z)
]
|A(pA)〉
×〈Xs|T
([
Y †−(0)Y+(0)
]
a f
i∂ µ⊥
in−∂
B+A⊥ν (z−)
)
|0〉 . (4.5)
In this equation, we see explicitly the extra convolution between the soft and collinear matrix el-
ements, which motivates the non-vanishing threshold-collinear loops and which induces the new
threshold-collinear scale in the problem by injecting soft momentum into the collinear matrix ele-
ment.
The multiple threshold-collinear fields which are now present in (4.5) due to the insertion of
the subleading-power Lagrangian term, cannot be radiated into the final state as in the threshold
set up there is not enough energy available. On the contrary, the c-PDF modes, with (Q,Λ2/Q,Λ)
scaling, can be radiated into the final state, just as at LP. Therefore, we define the NLP collinear
function through the following operator matching equation
i
∫
d4zT
[
χc,γ f (tn+)L (2)(z)
]
= 2pi∑
i
∫
du
∫
dz−J˜i;γβ ,µ, f bd (t,u;z−)χPDFc,βb(un+)si;µ,d(z−). (4.6)
The indices µ and d are collective Lorentz and colour indices for each independent soft structure
from the set
si(z−) ∈
{
i∂ µ⊥
in−∂
B+µ⊥(z−) ,
i∂[µ⊥
in−∂
B+ν⊥](z−) ,
1
(in−∂ )
[
B+µ⊥(z−),B
+
ν⊥(z−)
]
, . . .
}
. (4.7)
This operator equation defines formally the concept of a “radiative jet amplitude” [25, 26, 27].
The collinear function is formally a matching coefficient which can be computed perturbatively by
considering partonic matrix elements of the above equation since Qλ = Q
√
(1− z) Λ.
7
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c− PDF
ω1 ωm. . .
c− threshold
n+p1
n+pn
...J
soft
Figure 4: A pictorial, momentum-space, representation of a general matching equation.
We note that a more general version of this matching equation exists at general subleading
powers. This simply corresponds to including further insertions of subleading-power Lagrangian
terms on the left-hand side of the above equation. Moreover, even at NLP, instead of an insertion of
one term with power suppression of O(λ 2), there can appear two insertions of O(λ 1) Lagrangian
terms. In this case the collinear and soft functions depend on z1− and z2−, and appropriate integrals
have to be added. A pictorial representation of a general momentum-space collinear function can
be found in Fig. 4. Since the general structure is a lengthy equation, and for us it is sufficient to
consider (4.6), we do not present the full form here but rather for more details we refer the reader
to Sec. 2.3 of [1].
4.2 Generalized soft functions
As we have seen in the previous section, explicit soft gauge fields from subleading-power
Lagrangian terms play a passive role in the matching equation. The independent collinear functions
are defined with respect to the independent soft structures. Hence, at subleading powers the explicit
soft gauge fields are absorbed into the definition of soft functions, extending the LP result in (3.7),
namely, we have
Si(Ω,ω) =
∫ dx0
4pi
eix
0Ω/2
∫ dz−
2pi
e−iωz−
1
Nc
Tr〈0|T¯
[
Y †+(x
0)Y−(x0)
]
T
[
Y †−(0)Y+(0)si(z−)
]
|0〉. (4.8)
These soft functions, unlike their LP counterparts, exhibit divergences at their lowest non-vanishing
order. This leads to an interesting renormalization group structure and mixing with new soft func-
tions [2, 4, 8, 21]. However, we do not explore their rich structure further here.
4.3 The factorization formula at NLP
Having discussed the new objects which appear in the schematic factorization formula beyond
LP given in (4.1), we are in position to derive the precise form of factorization at NLP. We do not
do this in detail here, as this derivation is rather technical and was carefully presented in Sec. 3 of
[1]. We simply state that the NLP cross section is split into two contributions, the kinematic, where
power corrections come from the expansion of phase space, and dynamical, which in turn are due
to explicit insertions of subleading-power Lagrangian terms. We choose to define
∆(z) =
1
(1− ε)
σˆ(z)
z
, (4.9)
which makes the comparison with existing literature easier. The ε still appears as the factorization
formula we derive is for d-dimensional regularized quantities.
8
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One of the main results included in this contribution is the following all-order formulation of
NLP factorization
∆dynNLP(z) = −
2
(1− ε) Q
[(
/n−
4
)
γ⊥ρ
(
/n+
4
)
γρ⊥
]
βγ
×
∫
d(n+p)CA0,A0 (n+p,xbn−pB)C∗A0A0 (xan+pA, xbn−pB)
×
5
∑
i=1
∫ {
dω j
}
Ji,γβ
(
n+p,xan+pA;
{
ω j
})
Si(Ω;
{
ω j
}
)+h.c. , (4.10)
where here Ω= Q(1− z). The collinear functions are written in momentum space. We do not list
all of the soft functions present in the above formula here, these can be found in Eqs. (3.34) - (3.39)
of [1]. The spin trace present in LP result cannot yet be performed at this stage as there exist soft
and collinear structures which share Dirac indices and must be contracted prior to performing the
spin trace.
As pointed out above, the soft structures begin at the αs order because of the explicit insertion
of the soft fields. Interestingly, only one allowed soft structure contains exactly one soft gauge
field. We will focus on this contribution in what follows. The soft function is given by
S1(Ω;ω) =
∫ dx0
4pi
eiΩx
0/2
∫ dz j−
2pi
e−iωz−
× 1
Nc
Tr〈0|T¯
[
Y †+(x
0)Y−(x0)
]
T
([
Y †−(0)Y+(0)
] i∂ ν⊥
in−∂
B+ν⊥ (z−)
)
|0〉 , (4.11)
with the one-loop result (presented in expanded form in [2])
S(1)1 (Ω,ω) =
αsCF
2pi
µ2εeεγE
Γ[1− ε]
1
ω1+ε
1
(Ω−ω)ε θ(ω)θ(Ω−ω) . (4.12)
This contribution is of interest to us, because the fact that it is the only soft structure which begins
at O(αs) means that the next-to-leading order (NLO) contribution is determined by it, and tree-
level values for the hard function, H(sˆ) = |CA0,A0(xan+pA,xbn−pB)|2, and collinear function, J1.
Moreover, J1⊗S1 is also the only contribution to the collinear sector at next-to-next-leading order
(NNLO), as the rest of the soft functions begin already at O(λ 2) and addition of a collinear loop
yields N3LO terms. This is useful as we would like to study the new NLP collinear functions at
one-loop order, and using this we can check the validity of our results to NNLO. We will discuss
J1 in more details in the next section.
We have neglected the kinematic corrections, ∆kin since its structure is simpler than one
of ∆dyn. However, it has been included in [1].
5. Collinear function at one-loop order and fixed-order check
The result for J1 collinear function is another main result of this contribution and [1]. The
calculation is a matching computation the operator equation in (4.6). It is rather involved and can
be found in detail in Sec. 4 of [1]. Here we give the results and discuss the implications. The J1
collinear function (with index structure restored for completeness) is given by
JK(0)1;γβ , f q(n+q,n+p;ω) = T
K
f qδβγ
(
− 1
n+p
δ (n+q−n+p)+2 ∂∂n+qδ (n+q−n+p)
)
, (5.1)
9
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at tree level, and
JK (1)1;γβ , f q (n+q,n+p; ω) =
αs
4pi
δγβTKf q
1
(n+p)
(
n+pω
µ2
)−ε eε γE Γ[1+ ε]Γ[1− ε]2
(−1+ ε)(1+ ε)Γ[2−2ε]
×
(
CF
(
−4
ε
+3+8ε+ ε2
)
−CA
(−5+8ε+ ε2))δ (n+q−n+p) (5.2)
=
αs
4pi
1
(n+p)
δγβTKf q
(
CF
(
4
ε
+5−4ln
(
n+pω
µ2
))
−5CA
)
δ (n+q−n+p)+ O(ε) , (5.3)
at one-loop order. We have also expanded the result in ε for discussion. The NNLO collinear
contribution is given by
∆dyn(2)NLP−coll(z) = 4QH
(0)(Q2)∫ dω J (1)1 (xan+pA;ω) S (1)1 (Ω;ω) , (5.4)
where the delta function from the collinear function has been used already. Inserting J1 from (5.2)
and S1 from (4.12) and performing the last integral gives
∆dyn(2)NLP−coll(z) =
α2s
(4pi)2
(
CACF
(
20
ε
− (60ln(1− z)−8)+O(ε)
)
(5.5)
+C2F
(
− 16
ε2
+
48ln(1− z)−20
ε
+
(−72ln2(1− z)+60ln(1− z)+8pi2−24)+O(ε))) .
where we set µ = Q. We note that leading logarithms, ∼ α2s ln3(1− z) do not appear which is
an indication that the definition used for collinear function is consistent [2]. The C2F term in (5.5)
is in agreement with the corresponding abelian contribution considered in Eq. (4.22) of [26] and
Eqs. (13), (14) of [28] in the diagrammatic and expansion-by-regions methods respectively.
6. Ill-defined convolution
The last remark we wish to make, is with relation to the ε expanded result. To obtain Eq. (5.5)
we have used d-dimensional quantities J1 and S1, performed the ω integral first and then expanded
in ε . If this order is reversed, that is, if we convolve renormalized objects, ill-defined terms such
as
∫
dω δ (ω) ln(ω) appear. This is an issue for extending NLP resummation beyond leading loga-
rithmic order and is a open interesting conceptual challenge in the community, see for example [8].
With the results presented here we see the issue explicitly.
7. Summary
In this contribution we have outlined the formalism which can be used to describe general
processes at subleading powers in λ expansion. We have then used this formalism, focusing on the
case of DY to motivate interesting structure of factorization at NLP, where new objects, the NLP
collinear functions appear. We have also presented the new results for one-loop collinear function,
using which the ill-defined convolution issue can be clearly seen. This contribution is meant as an
overview of the formalism, with new interesting features mentioned but not derived step by step.
A fuller, more detailed discussion is presented in [1].
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