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For any pair of bounded observables A and B with pure point spectra, we construct an associated
“joint observable” which gives rise to a notion of a joint (projective) measurement of A and B, and
which conforms to the intuition that one can measure non-commuting observables simultaneously,
provided one is willing to give up arbitrary precision. As an application, we show how our notion
of a joint observable naturally allows for a construction of a “functional calculus,” so that for any
pair of observables A and B as above, and any (Borel measurable) function f : R2 → R, a new
“generalized observable” f(A,B) is obtained. Moreover, we show that this new functional calculus
has some rather remarkable properties.
I. INTRODUCTION
In quantum theory observable quantities are repre-
sented by Hermitian operators, and the orthodox view
is that two observables are simultaneously measurable if
and only if their corresponding Hermitian operators com-
mute. However, to focus on a commonly used example,
one also frequently hears that the uncertainty relation
∆x∆p & ~ should be taken to mean that one can si-
multaneously measure position and momentum, just not
with arbitrary precision. Beginning with Arthurs and
Kelly [1], various researchers have investigated the possi-
bility of measuring non-commuting observables, typically
in the framework of POVMs (i.e. unsharp measurements)
[2–9], substantiating the above connection between the
uncertainty principle and joint measurability.
In this paper we will discuss a new notion of a sharp
joint measurement of a pair of bounded observables with
pure point spectra [10]. This joint measurement also
conforms to the intuition that one can measure non-
commuting observables simultaneously, provided one is
willing to give up arbitrary precision. The way in which
we arrive at this notion of joint measurability is via the
construction of joint observables — indeed, our notion
of a joint observable generalizes that of Gudder [11] and
Varadarajan [12] to the case of non-commuting observ-
ables.
Additionally, we find that our notion of a joint observ-
able naturally allows for the construction of a “functional
calculus of observables” — i.e. for any (Borel measur-
able) function f : R2 → R, and for any observables A and
B as above, we have a natural way of defining an object
f(A,B), which can be thought of as a “generalized ob-
servable” [13]. Of course, when A and B commute, one
already has recourse to a fully developed functional calcu-
lus of observables. In particular, one can define f(A,B)
either using the spectral decompositions of A and B (see,
e.g. [14]) or by using Gudder’s aforementioned notion of
a joint observable [11, 12]. As may be expected, when the
function f is simply addition or multiplication of num-
bers, applying f to commuting observables in the man-
ner just described yields the usual linear algebraic sum
or product, respectively.
Our generalized functional calculus agrees with the
ordinary functional calculus when the observables com-
mute. For non-commuting observables A and B, there
is associated with each generalized observable f(A,B),
a natural family of ordinary observables (parameterized
by E as in section IVA). Each member fE(A,B) of this
family has the following properties (among others):
(1) A simultaneous eigenstate of A and B with eigenval-
ues a, b respectively, is an eigenstate of fE(A,B) with
eigenvalue f(a, b).
(2) Every element of the spectrum of fE(A,B) is of the
form f(a, b), where a, b are in the spectra of A and
B, respectively.
While property (1) above is perhaps expected for any
reasonable construction (and indeed is satisfied for the
ordinary linear algebraic sum A + B), property (2) is a
novel feature of our functional calculus — compare this
to the complicated relationship between the spectrum of,
e.g. A+B and the spectra of A and B when [A,B] 6= 0.
As such, it is immediately clear that the operations cor-
responding to addition in this functional calculus will not
reproduce the usual linear algebraic sum whenever A and
B do not commute.
This paper is organized as follows. In sections II-V
we restrict our attention to finite-dimensional Hilbert
spaces [15]. In section II we review projection lattices,
projection-valued measures, and Gudder’s notion of a
joint observable in the commuting case. In section III we
present our notion of a joint observable as well as demon-
strate a schema which realizes the corresponding joint
measurement in the framework of quantum operations,
and connect our joint observable to the uncertainty prin-
ciple. As an application, in section IV we use this notion
of a joint observable to construct our functional calculus
and describe its properties. We follow with a simple ex-
ample of the new functional calculus “in action”. Finally,
in section V we conclude with some brief remarks. Proofs
and further technical results in the more general case
of observables on (possibly) infinite-dimensional Hilbert
2spaces can be found in the appendix. In what follows (ex-
cept in the appendix), H will denote a finite-dimensional
complex Hilbert space. We will further take all functions
f : R2 → R to be Borel measurable, and all partitions of
measurable spaces to consist of measurable sets.
II. BACKGROUND
A. Observables, Spectral Families, and
Projection-Valued Measures
There are many different ways to represent the ob-
servables of a quantum system. The usual way is as a
self-adjoint linear operator A on H. By the spectral the-
orem A =
∑n
i=1 λiPi, where Pi is the projector onto the
eigenspace of H associated with the eigenvalue λi of A,
and Pi ⊥ Pj (i.e. PiPj = PjPi = 0) when i 6= j. With-
out loss of generality, we assume that λi < λi+1 for all
i ∈ {1, . . . , n}. Another way of representing observables
is in terms of a spectral family — i.e. a one parameter
family {Eλ}λ∈R of projection operators on H such that
(i) Eλ ≤ Eµ whenever λ ≤ µ, (ii) limλ→−∞Eλ = 0,
and (iii) limλ→+∞Eλ = I, where 0 is the zero opera-
tor and I is the identity operator on H, and ≤ is the
partial order on projectors defined by Eλ ≤ Eµ when-
ever the respective subspaces Σλ,Σµ onto which they
project satisfy Σλ ⊆ Σµ. (Note that 0 ≤ P ≤ I for
every projection operator P .) There is a 1-1 correspon-
dence between such spectral families of projectors and
self-adjoint operators on H [16]. Namely, for the self-
adjoint operator A given above, and for λ ∈ R, the el-
ements of the corresponding spectral family are given
by Eλ =
∑
λi≤λ
Pi. Conversely, given a spectral fam-
ily {Eλ}λ∈R, its associated self-adjoint operator is given
by
∑
λ∈R λ
(
Eλ − limǫ→0+Eλ−ǫ
)
.
Alternatively, one can describe observables on H in
terms of projection-valued measures (PVMs), which have
an elegant formulation using the projection lattice LH
ofH (where LH is the set of all projection operators onH
equipped with the partial order ≤ defined above), and
which we describe below after some preliminaries about
the projection lattice. LH is a complete lattice, which is
to say that for any subset of projectors {Pj}j∈J ⊆ LH,
there exists both a least upper bound and greatest lower
bound in LH, which we denote by
∨
j∈J Pj and
∧
j∈J Pj ,
respectively [17]. (For pairs of projectors P1 and P2,
we use P1 ∨ P2 and P1 ∧ P2 to denote their least upper
and greatest lower bounds.) Furthermore, to each projec-
tor P there corresponds a unique projector P⊥ which sat-
isfies P ⊥ P⊥ (and hence P ∧ P⊥ = 0) and P ∨ P⊥ = I,
namely P⊥ = I − P . Finally, for {Pi}∞i=1 a set of pairwise
orthogonal projectors, we have
∨∞
i=1 Pi =
∑∞
i=1 Pi, and
for commuting projectors P1 and P2, we have P1 ∧ P2 =
P1P2.
We are now in a position to define a PVM on (Ω,M),
where (Ω,M) is a measurable space (that is, Ω is a set
andM is a Boolean σ-algebra of subsets of Ω whose ele-
ments are called measurable sets). A PVM on (Ω,M)
is a σ-homomorphism from M to LH — i.e. a map
α :M→ LH which satisfies
(i) α(Ω) = I;
(ii) if R1, R2 ∈ M are such that R1 ∩ R2 = ∅, then
α(R1)⊥α(R2);
(iii)
∞∑
i=1
α(Ri) = α
( ∞⋃
i=1
Ri
)
for all R1, R2, . . . ∈ M such
that Ri ∩Rj = ∅ whenever i 6= j.
The set of observables on H are in 1-1 correspondence
with the PVMs on (R,B(R)), where B(R) denotes the
Borel subsets of R. Explicitly, for a given self-adjoint op-
erator A, the associated PVM αA is given by αA(R) =∑
λi∈R
Pi (for any R ∈ B(R)), where the Pi’s are the
projectors in the spectral decomposition of A; conversely,
given a PVM α, there is a unique observable determined
by the spectral family whose elements are defined by
Eλ := α
(
(−∞, λ]
)
. In the sequel, we will use the same
symbol (as well as the term ‘observable’) to refer to any
of these three ways of representing an observable, as this
standard abuse of notation enables us to streamline the
following discussion. For example, for an observable A,
and any S ∈ B(R), we will simply write A(S) instead of
αA(S).
B. Coarse-graining of Observables
Given an observable A, any set S ∈ B(R) naturally
corresponds to a two-outcome measurement associated
with the projection operators A(S) and A(S)⊥ = A(Sc),
where Sc is the set theoretic complement of S. For a
system in the state represented by the density operator
ρ, an unselected measurement of A associated with these
two outcomes takes ρ to A(S) ρA(S) + A(Sc) ρA(Sc).
Since the projection operator A(S) corresponds to the
subspace spanned by all states |ψ〉 ∈ H such that one
can say with certainty that the value of the observable
A is in the range S (i.e. a measurement of A yields a
value in S with probability 1), and similarly for A(Sc),
we see that one can think of A(S) and A(Sc) together
as a “coarse-graining” of A whereby one only determines
which region A takes its value in upon measurement (ei-
ther S or Sc), but not the specific value. In fact, since
the set of “outcomes” of this coarse-grained measurement
consists of P := {S, Sc}, one can define a course-grained
observable A˜ associated with A more precisely as a PVM
on the measurable space (P , 2P), where 2P is the set of all
subsets of P . In particular, we define A˜(Q) := A(
⋃
Q),
where Q ∈ 2P (and
⋃
X :=
⋃
Z∈X Z for any set X whose
elements Z are, themselves, sets). This procedure can be
generalized, allowing A to be a PVM on any measurable
space (Ω,M), and P to be any partition of Ω — each
such partition will be associated with a coarse-grained
3PVM A˜ [18]. Since A˜ is determined uniquely by A and
P , any observable contains complete information about
all its possible coarse-grainings. Additionally, note that
since unselected measurements are a special case of trace
preserving quantum operations [19] and each partition of
the outcome space is associated with an unselected mea-
surement of the (course-grained) observable, we see that
the description of measurements of these observables fits
naturally into the more general framework of quantum
operations.
C. Joint Observables in the Commuting Case
If A and B are observables on H, a PVM
K : B(R2)→ LH (where B(R2) denotes the Borel subsets
of R2) which satisfiesK(R1×R2) = A(R1)∧B(R2) for all
R1, R2 ∈ B(R) is said to be a joint observable for A and
B. It follows immediately that any joint observable K
for A and B has the property that K(R1 × R) = A(R1)
and K(R × R2) = B(R2), which is to say that K has
the expected margins. If we suppose that A and B
commute, it is straightforward to show that the map
JAB : B(R2)→ LH defined by (for Q ∈ B(R2))
JAB(Q) :=
∨
R1×R2⊆Q
R1×R2∈B(R
2)
[
A(R1) ∧B(R2)
]
(1)
is a joint observable. Gudder [11] was the first to show
that a joint observable for A and B exists if and only if
[A,B] = 0, and moreover, that this joint observable is
unique. (However, as far as we can tell, expression (1)
above for this unique joint observable has not previously
appeared in the literature.)
For any R1 × R2 ∈ B(R2) and for any observables
A and B, we have that A(R1) ∧ B(R2) is the projec-
tion operator onto the subspace spanned by the set of all
states |ψ〉 ∈ H such that if the system is initially in the
state |ψ〉, a measurement of the observable A yields (with
certainty) an outcome in R1 and a measurement of the
observable B yields (with certainty) an outcome in R2.
Given this, we see that when A and B commute, JAB
encodes all information about a simultaneous measure-
ment of A and B, as well as information about all possi-
ble “coarse-grainings” of this simultaneous measurement
associated with partitions of the outcome space R2. This
is to say that for any partition {Q1, . . . , Qn} of R2 with
Qi ∈ B(R
2) for all i, we have that
∑n
i=1 JAB(Qi) = I,
and the (trace preserving) quantum operation
ρ→
n∑
i=1
JAB(Qi) ρ JAB(Qi) (2)
describes an (unselected and course-grained) simultane-
ous measurement of A and B.
Further, for any function f : R2 → R and pair of
commuting observables A and B, one obtains the afore-
mentioned functional calculus of (commuting) observ-
ables by taking the PVM f(A,B) to be defined in terms
of the joint observable by f(A,B) := JAB ◦ f−1 [11],
where f−1 : B(R)→ B(R2) is the map which takes each
X ∈ B(R) to its pre-image under f . As mentioned previ-
ously, when the function f is simply addition or multipli-
cation of numbers, applying f to commuting observables
in the manner just described yields the usual linear alge-
braic sum or product, respectively.
D. Example: JAB when dimH = 2 and [A,B] = 0
In what follows, we take H to be a two-dimensional
Hilbert space. Also, let A = αI+a·σ and B = βI+b ·σ,
where α, β ∈ R, a,b ∈ R3, I is the identity matrix, and
σ is the 3-vector consisting of the Pauli matrices. Note
that the eigenvalues of A and B are a± := α ± |a| and
b± := β±|b|, respectively, and assume [A,B] = 0 (which
is equivalent to a and b being co-linear).
In the case in which both A and B each have a single
eigenvalue (i.e. A = αI and B = βI), we have that for
any Q ∈ B(R2),
JAB(Q) =
{
I if (α, β) ∈ Q
0 if (α, β) /∈ Q.
(3)
The next case to consider is when only one of the ob-
servables, say A, has two distinct eigenvalues. In this
case, the projector onto the eigenspace of A with eigen-
value a+ is given by P+ :=
1
2 (I + aˆ ·σ), where aˆ = a/|a|.
Similarly the projector on to the eigenspace of A with
eigenvalue a− is given by P− :=
1
2 (I − aˆ · σ) = P
⊥
+ .
Then, for any Q ∈ B(R2), it is easy to see that
JAB(Q) =


I if both (a+, β), (a−, β) ∈ Q
P+ if (a+, β) ∈ Q and (a−, β) /∈ Q
P− if (a+, β) /∈ Q and (a−, β) ∈ Q
0 if both (a+, β), (a−, β) /∈ Q.
(4)
Moving on to the case in which both A and B have
two distinct eigenvalues, there are two possibilities corre-
sponding to whether the eigenstate |a+〉 of A with eigen-
value a+ is an eigenstate of B with eigenvalue b+ or b−.
We proceed assuming B|a+〉 = b+|a+〉; analysis of the
other possibility proceeds analogously. Notice that in
this case P+, as defined above, is also the projector onto
the eigenspace of B with eigenvalue b+. A straightfor-
ward computation then shows (for Q ∈ B(R2))
JAB(Q) =


I if both (a+, b+), (a−, b−) ∈ Q
P+ if (a+, b+) ∈ Q and (a−, b−) /∈ Q
P− if (a+, b+) /∈ Q and (a−, b−) ∈ Q
0 if both (a+, b+), (a−, b−) /∈ Q.
(5)
Note that (as expected) JAB is a PVM in each of the
three cases discussed above. Also, it is easy to see that
JAB(R1 × R2) = A(R1) ∧B(R2) for any R1, R2 ∈ B(R),
so that JAB is, in fact, a joint observable.
4III. JOINT OBSERVABLES IN THE
NON-COMMUTING CASE
A. Generalized Joint Observables and Joint
Measurability
We will now demonstrate that for any pair of observ-
ables A and B, the expression for JAB in (1) above, which
is still well-defined when [A,B] 6= 0, has a natural inter-
pretation in terms of measurement even though it is no
longer a PVM in this case. First note that JAB still
has the correct margins, even when A and B don’t com-
mute. It is also straightforward to show that properties
(i) and (ii) of PVMs (defined in section IIA) still hold.
(See Theorem 1 in the appendix for a proof.) However,
while property (iii), also known as countable additivity,
need not hold in general, JAB does satisfy countable sub-
additivity, which is to say that for all R1, R2, . . . ∈ B(R2)
such that Ri ∩Rj = ∅ (i 6= j), we have
∞∑
i=1
JAB(Ri) ≤ JAB
( ∞⋃
i=1
Ri
)
. (6)
Notice that for any partition {Q1, . . . , Qn} of R2,∨n
i=1 JAB(Qi) =
∑n
i=1 JAB(Qi) holds as a consequence
of property (ii), but that this sum of orthogonal pro-
jectors need not equal the identity operator on H
due to the failure of countable additivity (although∑n
i=1 JAB(Qi) ≤ I by equation (6) above). Hence, to any
partition {Q1, . . . , Qn} of R2 with
∑n
i=1 JAB(Qi) 6= I,
there corresponds an unselected measurement in which
there is a chance that we do not obtain any of our mea-
surement outcomes — that is, the corresponding quan-
tum operation (as in equation (2)) is not trace preserving.
It is this quantum operation which we will refer to as a
simultaneous (or joint) measurement of A and B (inde-
pendent of whether or not
∑n
i=1 JAB(Qi) = I for the par-
tition {Q1, . . . , Qn} of R2, and independent of whether
or not [A,B] = 0). Note also that such measurements
are sharp (albeit course-grained) since the JAB(Qi)’s are
pairwise orthogonal projection operators. We will refer
to JAB above as a generalized joint observable.
We now give an explicit realization of such an unse-
lected measurement (as a combination of unitary evolu-
tion and selected measurement) using an ancilla system.
Let {Q1, . . . , Qn} be a partition of R
2. The unselected
simultaneous measurement of A and B associated with
this partition is given by the following schema. First,
define
J0AB := I −
n∑
i=1
JAB(Qi), (7)
and let A be an n+1 dimensional Hilbert space with or-
thonormal basis {|i〉}ni=0. From equation (6), it is easy to
see that for any |ψ〉 ∈ H, there exists a unitary operator
U on H⊗A satisfying
U
(
|ψ〉⊗|0〉
)
= J0AB|ψ〉⊗|0〉+
n∑
i=1
(
JAB(Qi)|ψ〉
)
⊗|i〉. (8)
Starting with an initial state ρ on H, form the state
ρ′ := ρ ⊗ |0〉〈0| on H ⊗ A. Then evolve the state as
ρ′ 7→ Uρ′U †, and, following this, projectively measure
the operator I ⊗
∑n
i=1 |i〉〈i|, selecting for the +1 eigen-
value. Finally, trace over A. It is straightforward to see
that this gives the evolution in equation (2), but now
where
∑n
i=1 JAB(Qi) 6= I in general.
B. Connection to the Uncertainty Principle
The extent to which the above quantum operation
manages to be trace preserving increases, in general, with
more coarse-graining of our partitions, due to the sub-
additivity of JAB. We can interpret this as a manifesta-
tion of the uncertainty principle with regard to our joint
measurements — the essential feature is that as we de-
crease the resolution of the measurement, it becomes eas-
ier to find states for which we can say that the values of
A and B for that state are constrained to lie in any fixed
region of the plane. In fact, for any state |ψ〉 ∈ H, we
can make a direct quantitative connection between the
uncertainty principle and any convex rectangular region
R1 ×R2 ∈ B(R2) for which JAB(R1 ×R2)|ψ〉 = |ψ〉.
As usually stated, for a system in the state |ψ〉 ∈ H, the
uncertainty principle puts a lower bound on the product
of the (square roots of the) variances of the outcomes
of any pair of observables. For example, the Robertson
relation [20] for the observables A and B is
∆A∆B ≥
1
2
|〈[A,B]〉|, (9)
where for any self-adjoint operator Z on H, we have that
〈Z〉 := 〈ψ|Z|ψ〉, as well as that ∆Z :=
√
〈Z2〉 − 〈Z〉2.
Now, for a given state |ψ〉 ∈ H and any convex region
R1 ×R2 ⊆ B(R2) such that JAB(R1 ×R2)|ψ〉 = |ψ〉, we
have
1
2
Area(R1 ×R2) ≥ ∆A∆B (10)
(see Theorem 2 in the appendix). The minimal such value
of Area(R1 ×R2) can thus be thought of as a measure of
how “incompatible” A and B are, or of how uncertain a
joint measurement of A and B is, in the state |ψ〉. In-
terestingly, various investigations of joint measurements
of non-commuting observables in the unsharp (POVM)
case also find that their natural measures of the uncer-
tainty of the joint measurement (the analog of our mini-
mal Area(R1×R2) above) are bounded below exactly as
in inequality (10) [1, 2, 4, 6].
5C. Generalized Projection-Valued Measures
Although JAB is not a PVM when A and B do not
commute, it comes “close” in the sense that it satis-
fies properties (i) and (ii) and is countably sub-additive
(as noted previously). In the sequel, for any measur-
able space (Ω,M), a map α : M → LH which satisfies
properties (i) and (ii) of PVMs, along with countable
sub-additivity
(iii′)
∞∑
i=1
α(Ri) ≤ α
( ∞⋃
i=1
Ri
)
for all R1, R2, . . . ∈M
such that Ri ∩Rj = ∅ whenever i 6= j
will be called a generalized projection-valued measure
(gPVM) on (Ω,M). Notice that any gPVM α on (Ω,M)
also satisfies α(∅) = 0, and that if Q,S ∈ M are such
that Q ⊆ S, then α(Q) ≤ α(S) — that is, gPVMs are
monotonic and increasing. We now proceed to investi-
gate further properties of the gPVM JAB.
D. Example: JAB when dimH = 2 and [A,B] 6= 0
As in section IID we take dimH = 2, and let
A = αI + a · σ and B = βI + b · σ, with eigenvalues a±
and b±, respectively.
We begin by noting that when [A,B] 6= 0, A and B
each have two distinct eigenvalues. We retain the defini-
tion of P± =
1
2 (I ± aˆ · σ) (from section IID), and also
define Q± :=
1
2 (I ± bˆ · σ), so that Q± is the projector
onto the eigenspace of B with eigenvalue b±. The com-
putation of JAB yields, for any Q ∈ B(R2) (where σ(A)
denotes the spectrum of A)
JAB(Q) =

I if at least 3 elements of σ(A)× σ(B) are in Q
Q+ if both (a±, b+) ∈ Q, and both (a±, b−) /∈ Q
Q− if both (a±, b+) /∈ Q, and both (a±, b−) ∈ Q
P+ if both (a+, b±) ∈ Q, and both (a−, b±) /∈ Q
P− if both (a+, b±) /∈ Q, and both (a−, b±) ∈ Q
0 otherwise.
(11)
For all of the cases considered in section IID (i.e. when
[A,B] = 0), the value of JAB is determined exactly by
its action on single points in the space R2, but this is no
longer true when [A,B] 6= 0. In particular, JAB({p}) = 0
for any p ∈ R2, and so JAB is clearly not a PVM in the
non-commuting case considered here. It is straightfor-
ward to see, however, that JAB is a gPVM. Also, from
equation (11) it is easy to see that JAB has the correct
margins. Finally, since H is two-dimensional, all of the
projectors which are in the image of the map JAB oc-
cur in the images of the PVMs A and B — this is no
longer generically true in three or higher dimensions, even
when A and B commute. Although generalized joint ob-
servables on two-dimensional Hilbert spaces are relatively
simple, they suffice to illustrate the differences between
JAB in the commuting and non-commuting cases, as well
as some of the basic features of generalized joint observ-
ables.
E. Coarse-graining and PVMs Associated with JAB
Another interesting property of JAB is that it is well-
behaved with regard to the procedure of coarse-graining.
In particular, given partitions PA and PB of R associated
with coarse-grainings A˜ and B˜ of observables A and B,
respectively, there is a natural partition PAB of R2 which
allows us to define a coarse-graining J˜AB of JAB in the
same manner as for PVMs. It is straightforward to show
that
J˜AB = JA˜B˜. (12)
That is, the construction of our JAB commutes with
the operation of coarse-graining [21]. Moreover, when
the coarse-graining is “coarse enough” (specifically,
when there exists {Q1, Q2, . . .} ⊆ PAB satisfying∑
i JAB(Qi) = I), the coarse-grained joint observable
J˜AB is in fact a PVM, not just a gPVM (see Theorem 3).
There is another method by which we can construct
a PVM from JAB . As we show in the appendix (Theo-
rem 7), any gPVM J on (Ω,M), along with a generating
chain E for M (i.e. E ⊆ M generates M as a Boolean
σ-algebra, and the elements of E are totally ordered un-
der inclusion), can be used to construct a unique PVM
on (Ω,M) which agrees with J on the elements of E [22].
In the case (Ω,M) = (R2,B(R2)), E a generating chain
for B(R2), and J = JAB, we denote this PVM by JEAB.
(Of course, since JEAB is a PVM, it is naturally associated
(for any partition of R2) with a trace preserving quan-
tum operation.) When [A,B] = 0, we have JEAB = JAB
for any generating chain E for B(R2). When [A,B] 6= 0
this is not true, and no JEAB is a joint observable for A
and B since in this case no joint observable exists. The
physical meaning of the JEAB’s when [A,B] 6= 0 remains
obscure.
F. Other Characterizations of JAB
In addition to all of the aforementioned properties of
JAB, we have the following independent characterization
of our generalized joint observable. For any PVMs A
and B, and any set map J : B(R2) → LH, we have
that J = JAB if and only if J satisfies the following
two conditions for all Q ∈ B(R2) and all |ψ〉 ∈ H (see
Theorem 5 in the appendix):
(1) If there exist R1, R2 ∈ B(R) with R1 × R2 ⊆ Q and
A(R1) ∧B(R2)|ψ〉 = |ψ〉, then J(Q)|ψ〉 = |ψ〉.
6(2) If for every R1, R2 ∈ B(R) with R1×R2 ⊆ Q we have
A(R1) ∧B(R2)|ψ〉 = 0, then J(Q)|ψ〉 = 0.
Qualitatively speaking, property (1) above states the fol-
lowing intuitive requirement on the generalized joint ob-
servable JAB: for a given state |ψ〉, if the system has
the value of A in R1 and the value of B in R2, and
R1 × R2 ⊆ Q, then the value of the generalized joint
observable JAB is in the range Q. Similarly, property (2)
above states that if one can never (i.e. with probability
zero) measure the value of A in R1 and B in R2 for ev-
ery R1 ×R2 ⊆ Q, then the value of the generalized joint
observable JAB is never in the range Q.
Alternatively, JAB has a characterization related to
possible measurement outcomes. Let M
|ψ〉
A denote the
set of possible measurement outcomes associated with A
when the system is in the state |ψ〉, i.e.
M
|ψ〉
A := {λ ∈ R : A({λ})|ψ〉 6= 0}. (13)
Then, for any Q ∈ B(R2) for which M
|ψ〉
A × M
|ψ〉
B ⊆ Q,
we have that JAB(Q)|ψ〉 = |ψ〉, which is to say that if the
system is in the state |ψ〉, a joint measurement of A andB
is guaranteed to yield an outcome inQ. While the reverse
implication holds for rectangular sets Q = R1 × R2, it
does not hold in general. (That this is so follows from the
fact that {|ψ〉 ∈ H : M
|ψ〉
A ×M
|ψ〉
B ⊆ Q} is not a subspace
ofH unless Q is rectangular.) Despite this, JAB(Q) is the
projector onto the span of all the states |ψ〉 ∈ H whose
possible measurement outcomes associated with A and B
are contained in Q (i.e. M
|ψ〉
A ×M
|ψ〉
B ⊆ Q). So, another
way of thinking of JAB is as the minimal (with respect
to the partial order ≤ on LH) set map from B(R2)→ LH
satisfying property (1) above.
IV. FUNCTIONAL CALCULUS
A. Basic Properties
Given any observables A and B, along with a function
f : R2 → R, we define the map f(A,B) : B(R)→ LH by
(for all Q ∈ B(R))
f(A,B)(Q) :=
(
JAB ◦ f
−1
)
(Q), (14)
just as in the case [A,B] = 0. Using the fact that JAB is a
gPVM, it is straightforward to show that f(A,B) is also
a gPVM (see Theorem 6 in the appendix). Unlike poly-
nomials in the ordinary linear algebraic sum and product,
there are no ambiguities in defining f(A,B) — as an ex-
ample, for the two-variable polynomials p(x, y) = xy2x
and q(x, y) = yx2y (which both represent the same
function from R2 to R), we do not generically have
AB2A = BA2B (where juxtaposition of operators de-
notes the usual linear algebraic product), but we do have
p(A,B) = q(A,B). Additionally, for any unitary opera-
tor U , the generalized observable f(A,B) has the intu-
itive property
f(UAU †, UBU †) = Uf(A,B)U †, (15)
which follows directly from Lemma 9 in the appendix.
Finally, just as an unselected measurement of JAB corre-
sponds to a non-trace preserving quantum operation, so
too does an unselected measurement of f(A,B).
Now, for any pair of observables A and B, and any
function f : R2 → R, it turns out that f(A,B) has a fam-
ily of PVMs associated with it (just as the gPVM JAB has
an associated family of PVMs). In particular, for each
generating chain E of B(R), there exists a unique PVM
fE(A,B) agreeing with f(A,B) on all E ∈ E (see Theo-
rem 7 and Corollary 2 in the appendix). Of course, when
[A,B] = 0, f(A,B) is a PVM, and fE(A,B) = f(A,B)
for any generating chain E .
As an example, consider arbitrary observables A and
B, along with the generating chain
E⋆ := {(−∞, λ] : λ ∈ R}, (16)
and define
Eλ := JAB ◦ f
−1
(
(−∞, λ]
)
. (17)
Then {Eλ}λ∈R is a spectral family of projectors on H,
which corresponds to an observable in the standard way,
and this observable is fE⋆(A,B). Now, since H is fi-
nite dimensional, fE⋆(A,B) will have a finite number
of distinct eigenvalues λ1 < λ2 < · · · < λn. As such,
since R1 × R2 ⊆ f−1((−∞, λ]) exactly when f(a, b) ≤ λ
for every a ∈ R1 and b ∈ R2, it is straightforward to
show that a state |ψ〉 ∈ H is an eigenstate of fE⋆(A,B)
with eigenvalue λi exactly when |ψ〉 is in the span of all
states for which any possible measurement outcomes a
and b of A and B, respectively, satisfy f(a, b) ≤ λi, but
|ψ〉 is orthogonal to any state whose possible measure-
ment outcomes a′ and b′ of A and B, respectively, satisfy
f(a′, b′) ≤ λi−1 [23]. We will return to fE⋆(A,B), for
some specific choices of f , shortly.
For any generating chain E for B(R), the observable
fE(A,B) satisfies the following nice properties (where,
as before, σ(A) denotes the spectrum of A):
(1) σ
(
fE(A,B)
)
⊆ f
(
σ(A), σ(B)
)
;
(2) fE(UAU
†, UBU †) = UfE(A,B)U
† for any unitary
operator U on H;
(3) If A|ψ〉 = a|ψ〉 and B|ψ〉 = b|ψ〉 for some |ψ〉 ∈ H,
then fE(A,B)|ψ〉 = f(a, b)|ψ〉.
These are proved in the appendix (Theorem 10). Addi-
tionally, it follows from property (1) that for any subset
S of R which contains all eigenvalues of both A and B,
and for any f : R2 → R such that f(x, y) ∈ S for all
x, y ∈ S, we have that all eigenvalues of fE(A,B) are
also in S. For example, if the eigenvalues of both A and
B are positive integers and f : R2 → R is addition, then
7all of the eigenvalues of the “sum” fE(A,B) will also be
positive integers.
We now present an equality which illustrates the nat-
urality of our functional calculus. We begin with some
definitions. Let f, g : R2 → R be addition and mul-
tiplication of numbers respectively, and let e : R → R
be the exponential function. For any observables A
and B, and for any fixed generating chain E of B(R),
let A
.
+ B := fE(A,B) and A
.
× B := gE(A,B). If
e−1(E) ∈ E for any E ∈ E (as is the case for E⋆ in (16)),
then
eA
.
× eB = eA
.
+B. (18)
This statement follows directly from Lemmas 10 and 11
in the appendix. Comparing (18) above to the Baker-
Campbell-Hausdorff formula involving the ordinary lin-
ear algebraic sum and product of non-commuting observ-
ables
eAeB = eA+B+
1
2
[A,B]+ 1
12
[A,[A,B]]− 1
12
[B,[A,B]]+···, (19)
one can clearly see the elegance and simplicity of the new
functional calculus. Our addition and multiplication also
satisfy other nice properties, such as commutativity
A
.
× B = B
.
× A and A
.
+ B = B
.
+ A (20)
for any A and B (even when [A,B] 6= 0) and any E .
However, in some ways the behavior is not as natural —
for example, our
.
+ and
.
× are not, in general, associative,
and generically
.
× does not distribute over
.
+.
Finally, we note another natural property of our func-
tional calculus. For observables A and B we write A ⊑ B
if
A((−∞, λ]) ≤ B((−∞, λ]) ∀λ ∈ R, (21)
which is referred to as the spectral order (see e.g., [24])
and differs from the usual order on Hermitian operators
(which is defined by A ≤ B if 〈ψ|A|ψ〉 ≤ 〈ψ|B|ψ〉 for all
|ψ〉 ∈ H). In general, we have that if A ⊑ B, then A ≤ B,
but not conversely; however, these orderings agree when
A and B are projection operators, as well as when A
and B commute. Now, for
.
+ defined as above and with
respect to the generating chain E⋆ in (16), if A and B are
observables such that A ⊑ B, then (for any observable C)
A
.
+ C ⊑ B
.
+ C, (22)
i.e. the addition of observables defined with respect to
E⋆ respects the spectral order on the observables. (By
contrast, the ordinary linear algebraic sum does not re-
spect the spectral order [24].) A similar statement holds
for the operation
.
× defined with respect to E⋆ when the
eigenvalues of the observables involved are non-negative
numbers.
We now present a simple worked-out example of our
functional calculus.
B. Example: f(A,B) when dimH = 2
In what follows, we take H to be a two-dimensional
Hilbert space, and f : R2 → R to be addition. While
this example is somewhat trivial, it illustrates some in-
teresting points. As in section IID, we take A = αI+a·σ
and B = βI + b · σ, where the eigenvalues are given by
a± := α ± |a| and b± := β ± |b|, respectively. Without
loss of generality, we assume that |a| ≥ |b|.
First, recall that when [A,B] = 0, we have that
f(A,B) = A + B. However, when [A,B] 6= 0, then
f(A,B) is only a gPVM (i.e. it is not a PVM). Of course,
in this case A and B must each have two distinct eigen-
values. One can clearly see that f(A,B) is not a PVM
by computing
f(A,B)
(
(−∞, a− + b−]
)
= 0
f(A,B)
(
(a− + b−, a+ + b+)
)
= 0
f(A,B)
(
[a+ + b+,∞)
)
= 0, (23)
and noting that if f(A,B) were a PVM, the above three
terms would need to sum to I.
As discussed above, we can form an observable
A
.
+ B := fE(A,B) by choosing a generating chain E for
B(R). A natural choice is to take E = E⋆ from (16), in
which case the spectral family {EA
.
+B
λ }λ∈R for A
.
+ B is
given by
EA
.
+B
λ = JAB ◦ f
−1
(
(−∞, λ]
)
=
∨
η∈R
EAη ∧ E
B
λ−η, (24)
where {EAλ }λ∈R and {E
B
λ }λ∈R are the spectral families
for A and B, respectively.
A straightforward calculation then yields (whenever
[A,B] 6= 0)
A
.
+ B = (α+ β)I + (|a| − |b|)aˆ · σ, (25)
where aˆ = a/|a|. Note that the eigenvalues of the observ-
able A
.
+ B are a+ + b− and a− + b+. Compare this to
the eigenvalues of the linear algebraic sum A+B, which
are given by (α+ β)± |a+ b|, and are clearly not of the
above form.
We can easily see from the above results that
.
+ is not
an associative operation. Let α = β = 0 and let C = c·σ.
Then the eigenvalues of (A
.
+ B)
.
+ C are
± (
∣∣|a| − |b|∣∣− |c|) (26)
while the eigenvalues of A
.
+ (B
.
+ C) are
± (|a| −
∣∣|b| − |c|∣∣). (27)
The simple example above explicitly illustrates some of
the general features of our functional calculus discussed
in section IVA.
8V. CONCLUSION
In the context of finite-dimensional Hilbert spaces, we
have given an explicit construction of a generalized joint
observable JAB for an arbitrary pair of observables A and
B, as well as described a realization of the corresponding
joint measurement in the framework of quantum opera-
tions, both of which agree with their standard definitions
when [A,B] = 0. Further, we have noted that the fail-
ure of generalized joint observables to be ordinary joint
observables is characterized by their lack of countable
additivity (as they are only countably sub-additive), and
have demonstrated how this failure can be interpreted
as a manifestation of the uncertainty principle. We then
went on to describe the functional calculus of observ-
ables which arises from our notion of a generalized joint
observable, as well as described some of its remarkable
properties.
Although the results presented in sections III and IV
are for observables on finite-dimensional Hilbert spaces,
the appendix extends these results to bounded observ-
ables with pure point spectra on any separable complex
Hilbert space. Also, although we have chosen (for nota-
tional simplicity) to present our results for pairs of ob-
servables, they can all be extended in a straightforward
fashion to sets of n observables. In particular, equation
(1) can be generalized to (for observables A1, . . . , An and
Q ∈ B(Rn))
JA1,...,An(Q) :=
∨
R1×...×Rn⊆Q
R1×...×Rn∈B(R
n)
[
A1(R1) ∧ . . . ∧ An(Rn)
]
, (28)
and one obtains the functional calculus in this case for
(Borel measurable) functions f : Rn → R by defining
f(A1, . . . , An) := JA1,...,An ◦ f
−1, which still has all of
the interesting properties discussed in section IVA.
This work opens up many directions for further re-
search, perhaps the most pressing of which is to find in-
teresting problems which are more naturally formulated
in terms of our functional calculus of observables instead
of the ordinary linear algebraic sum and product, and for
which the new calculus provides novel physical insight.
Additionally, there are questions which are technical in
nature that we would like to address — e.g. we would
like to extend the notions of generalized joint observ-
ables and joint measurability presented here to observ-
ables with continuous portions to their spectra, as well
as further explore properties of the families of PVMs as-
sociated with gPVMs. Finally, it would be interesting
to design simple experiments in which non-commuting
observables are simultaneously measured in the manner
outlined in section IIIA.
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VI. TECHNICAL APPENDIX
In this section we prove all of our previous results;
moreover, we do this in a more general context than
stated originally. In what follows H will denote a fixed
separable complex Hilbert space with projection lattice
LH. Additionally, we assume the reader is conversant
with the standard terminology and basic results used in
functional analysis (see e.g., [14]). Finally, we will take
N = {1, 2, . . .} to denote the positive integers.
A. Basic Definitions and Properties
Definition 1. Let (Ω,M) be a measurable space, and
let A :M→ LH be such that
(1) A(Ω) = I;
(2) A(R) ⊥ A(S) for all disjoint R,S ∈M;
(3)
∞∑
i=1
A(Ri) = A
( ∞⋃
i=1
Ri
)
for all R1, R2, . . . ∈ M such
that Ri ∩Rj = ∅ whenever i 6= j.
Then A is called a PVM on (Ω,M), and if furthermore
Ω = R and M = B(R) (the Boolean σ-algebra of Borel
subsets of R), then we call A a standard PVM.
The standard PVMs are in 1-1 correspondence with
(not necessarily bounded) self-adjoint operators on H.
Using the spectral family {Eλ}λ∈R defined by a stan-
dard PVM (i.e. A((−∞, λ]) = Eλ for all λ ∈ R), the cor-
responding self-adjoint operator A on H is obtained by
the Riemann-Stieltjes integral
A =
∫ +∞
−∞
λdEλ, (29)
which is defined to converge in the strong operator topol-
ogy. Conversely, given a self-adjoint operator whose
(right continuous) spectral family is denoted by {Eλ}λ∈R,
the corresponding standard PVM A : B(R) → LH is
defined to be the unique PVM which satisfies (for all
α, β ∈ R with α ≤ β)
A((α, β]) =
∫ β
α
dEλ. (30)
Definition 2. Let A be a PVM. Then we say A is diag-
onalizable if A is standard and the self-adjoint operator
corresponding to A is bounded and has a set of eigenvec-
tors which forms a (Schauder) basis for H.
Note that A diagonalizable is equivalent to the self-
adjoint operator corresponding to A being bounded
with pure point spectrum. Moreover, for A diagonal-
izable, we define σp(A) to be the set of eigenvalues
of the self-adjoint operator corresponding to A, and
σ(A) to be the spectrum of this operator. Then we
9have that (i) σ(A) is compact, (ii) σp(A) is count-
able, (iii) σ(A) is the closure of σp(A), and finally (iv)
A(R) = A(R ∩ σ(A)) = A(R ∩ σp(A)) for any R ∈ B(R)
[14].
As mentioned previously, our generalized joint observ-
ables as defined in section III above are not quite PVMs
— instead, they are generalized projection-valued mea-
sures (or gPVMs) as defined below. We note that the
properties of gPVMs actually make them analogous to
the notion of an inner measure, rather than a typical
measure [25].
Definition 3. Let (Ω,M) be a measurable space. A gen-
eralized projection-valued measure, or gPVM, on (Ω,M)
(or just Ω, if M is clear from the context) is a map
J :M→ LH such that
(1) J(Ω) = I;
(2) J(R) ⊥ J(S) for all disjoint R,S ∈M;
(3)
∞∑
i=1
J(Ri) ≤ J
( ∞⋃
i=1
Ri
)
for all R1, R2, . . . ∈ M such
that Ri ∩Rj = ∅ whenever i 6= j.
Note that every PVM is also trivially a gPVM. We now
prove some useful properties of gPVMs.
Lemma 1. Let (Ω,M) be a measurable space, and let
J be a gPVM on (Ω,M). Then
(1) J(∅) = 0;
(2) J(R) ≤ J(S) whenever R,S ∈ M with R ⊆ S;
(3)
n∨
i=1
J(Ri) = J(Rn) and
n∧
i=1
J(Ri) = J(R1) for
R1, . . . , Rn ∈ M with R1 ⊆ · · · ⊆ Rn;
(4)
∞∨
i=1
J(Ri) ≤ J
( ∞⋃
i=1
Ri
)
and
∞∧
i=1
J(Ri) ≥ J
( ∞⋂
i=1
Ri
)
for any R1, R2, . . . ∈ M.
Proof. Regarding property 1, we clearly have Ω ∩ ∅ = ∅,
so property 2 of gPVMs gives that J(∅)⊥J(Ω) = I, from
which it follows that J(∅) = 0.
Next, if R ⊆ S, then R ∩ (S − R) = ∅, so that by
sub-additivity (i.e. property 3 of gPVMs) we have
J(R) ≤ J(R)+J(S−R) ≤ J(R∪(S−R)) = J(S), (31)
which shows that property 2 holds.
To see that property 3 holds, let Ri ∈ M for i ∈
{1, . . . , n} be such that R1 ⊆ . . . ⊆ Rn, and note that
J(Ri) ≤
∨n
i=1 J(Ri) for each i ∈ {1, . . . , n} — in partic-
ular, J(Rn) ≤
∨n
i=1 J(Ri). Now, since Ri ⊆
⋃n
i=1 Ri
for each i ∈ {1, . . . , n}, property 2 above gives that
J(Ri) ≤ J(
⋃n
i=1 Ri) = J(Rn) for each i ∈ {1, . . . , n}, so
that
∨n
i=1 J(Ri) ≤ J(
⋃n
i=1Ri) = J(Rn). This inequal-
ity, along with that above, establishes the first equality
in property 3. The other expression in property 3 above
is obtained in a similar fashion.
Finally, to see that property 4 holds, let Ri ∈ M for
i ∈ N. Since Ri ⊆
⋃∞
i=1Ri for each i ∈ N, property
2 above gives that J(Ri) ≤ J(
⋃∞
i=1Ri) for each i ∈ N.
Thus,
∞∨
i=1
J(Ri) ≤ J(
∞⋃
i=1
Ri). (32)
The other expression in property 4 above is obtained in
a similar fashion.
The following characterization of gPVMs will also
prove useful.
Lemma 2. Let (Ω,M) be a measurable space, and let
J :M→ LH satisfy
(1) J(Ω) = I;
(2) J(R) ⊥ J(S) for all disjoint R,S ∈ M.
Then J is a gPVM iff
J(R) ≤ J(S) for all R,S ∈M with R ⊆ S. (33)
Proof. If J is a gPVM, then by (2) in lemma 1, equation
(33) is satisfied. Conversely, if we have R1, R2, . . . ∈ M
pairwise disjoint, then J(Ri) ≤ J
(⋃∞
i=1Ri
)
for all i ∈ N,
since J satisfies equation (33), and hence we have
∞∑
i=1
J(Ri) =
∞∨
i=1
J(Ri) ≤ J
( ∞⋃
1=1
Ri
)
(34)
where the first equality is due to the fact that the Ri’s
are pairwise disjoint.
Given two gPVMs A and B on a measurable space
(Ω,M), we define their joint observable JAB :M2 → LH
by
JAB(Q) :=
∨
R1×R2⊆Q
R1,R2∈M
A(R1) ∧B(R2) ∀Q ∈M, (35)
where M2 denotes the product σ-algebra of M with it-
self, i.e. the smallest σ-algebra over Ω2 which contains
the Cartesian product M×M. As can easily be seen
in the case where A,B are PVMs corresponding to non-
commuting observables, JAB so defined is not in general
a PVM, but only a gPVM.
Theorem 1. Given any two gPVMs A and B on a mea-
surable space (Ω,M), JAB defined above is a gPVM on
Ω2.
Proof. First, we have that
JAB(Ω
2) =
∨
R1×R2⊆Ω
2
R1,R2∈M
A(R1)∧B(R2) ≥ A(Ω)∧B(Ω) = I. (36)
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Next, we note that if Q∩R = ∅, then clearly Q0∩R0 = ∅
for all Q0 ⊆ Q and R0 ⊆ R. Hence we have
A(Q1) ∧B(Q2) ⊥ A(R1) ∧B(R2) (37)
for all Q1 ×Q2 ⊆ Q and R1 × R2 ⊆ R. Taking the join
over each side of expression (37) gives JAB(Q) ⊥ JAB(R).
We also have that equation (33) is satisfied since when
Q ⊆ R, we have that any R1 × R2 ⊆ Q also satisfies
R1 ×R2 ⊆ R. Hence JAB is a gPVM by Lemma 2.
B. Uncertainty Relation
We begin by extending our definition ofM
|ψ〉
A (equation
(13) in section III F) for a given diagonalizable PVM A
and state |ψ〉 ∈ H — namely
M
|ψ〉
A := {λ ∈ R : A({λ})|ψ〉 6= 0}. (38)
Note that this agrees with our previous definition for
finite-dimensional H. This allows us to state and prove
rigorously a generalization of our earlier result (i.e. ex-
pression (10)) concerning the uncertainty relation.
Theorem 2. Let A,B be diagonalizable PVMs, let
|ψ〉 ∈ H with 〈ψ|ψ〉 = 1, and let LA, LB ⊆ R be inter-
vals with lengths lA and lB, respectively, such that
JAB(LA × LB)|ψ〉 = |ψ〉. Then,
lAlB ≥ 2∆A∆B ≥ |〈[A,B]〉|. (39)
Proof. First, we have M
|ψ〉
A ⊆ LA and M
|ψ〉
B ⊆ LB, since
JAB(LA × LB) = A(LA) ∧B(LB). Then since A and B
are diagonalizable, we can expand
|ψ〉 =
∑
i
αi|ai〉 =
∑
j
βj |bj〉 (40)
where A|ai〉 = ai|ai〉 and B|bj〉 = bj |bj〉. Then
〈A〉2 =
(∑
i
|αi|
2ai
)2
=
∑
ij
|αi|
2|αj |
2aiaj (41)
and
〈A2〉 =
∑
i
|αi|
2a2i =
∑
ij
|αi|
2|αj |
2a2i , (42)
since
∑
i |αi|
2 = 1. Hence, we have that
2(∆A)2 =
∑
ij
|αi|
2|αj |
2(a2i + a
2
j − 2aiaj)
=
∑
ij
|αi|
2|αj |
2|ai − aj |
2
≤ | supM
|ψ〉
A − infM
|ψ〉
A |
2 ≤ l2A, (43)
since αi = 0 unless ai ∈ M
|ψ〉
A . Similarly, we have that
2(∆B)2 ≤ l2B, and putting these results together yields
lAlB ≥ 2∆A∆B ≥ |〈[A,B]〉|, where the second inequality
is just the Robertson uncertainty relation.
C. Coarse-graining
Lemma 3. Let J be a gPVM on the measurable space
(Ω,M), and let Ei ∈ M (for each i ∈ N), satisfy Ei ∩
Ej = ∅ whenever i 6= j, and also
∞∨
i=1
J(Ei) = I. (44)
Then for any subset S ⊆ N, we have that∨
i∈S
J(Ei) = J
( ⋃
i∈S
Ei
)
. (45)
Proof. We prove this by contradiction, so assume that
equation (45) does not hold. Since J is a gPVM (so
that, in particular, property 2 of Lemma 1 holds), this
means that ∨
i∈S
J(Ei) < J
( ⋃
i∈S
Ei
)
, (46)
and hence there must be some non-zero |ψ〉 ∈ H with
J
(⋃
i∈S Ei
)
|ψ〉 = |ψ〉 but
∨
i∈S J(Ei)|ψ〉 = 0. This
means that J(Ei)|ψ〉 = 0 for each i ∈ S. But then,
by equation (44) and the fact that the Ei’s are disjoint
(so that the least upper bound is just the sum), we must
have that ∨
i∈Sc
J(Ei)|ψ〉 = |ψ〉, (47)
and hence, since J is a gPVM, we have (by property 2 in
Lemma 1) that
J
( ⋃
i∈Sc
Ei
)
|ψ〉 = |ψ〉. (48)
But since J is a gPVM, this leads to a contradiction,
since
J
( ⋃
i∈Sc
Ei
)
⊥ J
( ⋃
i∈S
Ei
)
(49)
implies that 〈ψ|ψ〉 = 0, contradicting the fact that |ψ〉
was non-zero.
Lemma 4. Let J be a gPVM on the measurable space
(Ω,M), and let Ei ∈ M (for each i ∈ N), satisfy Ei ∩
Ej = ∅ whenever i 6= j, and also
∞∨
i=1
J(Ei) = I. (50)
Then for any collection {Qi}∞i=1 with Qi ∈ M satisfying
either
Qi ∩Ej = Ej or Qi ∩ Ej = ∅ (51)
for each i, j ∈ N, we have that
∞∨
i=1
J(Qi) = J
( ∞⋃
i=1
Qi
)
. (52)
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Proof. First, since J is a gPVM, by property 2 in Lemma
1 we have
∞∨
i=1
J(Qi) ≤ J
( ∞⋃
i=1
Qi
)
. (53)
It remains to show the other inequality. Define
E0 =
( ∞⋃
i=1
Ei
)c
, (54)
and note that E0 ∈ M, as well as that {Ei}∞i=0 is a
partition of Ω, and also that J(E0) = 0. Next, for j ∈ N,
define
Ej := {Ei : Ei ⊆ Qj , i ∈ N} ∪ {E0}, (55)
and note that Qj ⊆
⋃
Ej by equation (51), as well as
that (recalling that
⋃
X :=
⋃
Z∈X Z for any set X whose
elements Z are, themselves, sets)
∨
E∈Ej
J(E) =
∨
E∈Ej
E 6=E0
J(E) ≤ J(Qj)
≤ J
(⋃
Ej
)
=
∨
E∈Ej
J(E). (56)
The first equality in the above expression holds since
J(E0) = 0, and the following inequalities follow from the
fact that if Ei ∈ Ej with i 6= 0, then Ei ⊆ Qj and also
that Qj ⊆
⋃
Ej (along with the fact that J is a gPVM);
the final equality then follows from Lemma 3. Hence, we
have
J(Qj) =
∨
E∈Ej
J(E). (57)
Further, define E =
⋃∞
j=1 Ej . Then (again since J is a
gPVM), we have
J
( ∞⋃
j=1
Qi
)
≤ J
(⋃
E
)
=
∨
E∈E
J(E)
=
∞∨
j=1
( ∨
E∈Ej
J(E)
)
=
∞∨
j=1
J(Qj), (58)
where we have again used Lemma 3 to arrive at the sec-
ond equality. The desired result then follows from the
inequalities (53) and (58).
Definition 4. Let (Ω,M) be a measurable space, and
let P be a partition of Ω. If P ⊆M, we define
MP := {Q ⊆ P :
⋃
Q ∈ M}. (59)
It is easy to see that MP as defined in (59) is indeed
a (Boolean) σ-algebra. We can then naturally define a
coarse-graining of any gPVM with respect to this parti-
tion — namely define, for any Q˜ ∈MP ,
J˜(Q˜) := J
(⋃
Q˜
)
. (60)
We then find that our gPVMs behave naturally with
respect to this notion of coarse-graining, provided the
coarse-graining is “well-behaved” with respect to the
measurable sets, as illustrated in the following two theo-
rems.
Theorem 3. Let J be a gPVM on the measurable space
(Ω,M), and let P ⊆ M be a partition of Ω. Then J˜
is a gPVM on the measurable space (P ,MP ). If, fur-
thermore, there is some countable subset P0 ⊆ P such
that ∑
E∈P0
J(E) = I, (61)
then J˜ is a PVM.
Proof. First we show that J˜ is a gPVM whenever P is
a partition of Ω. Clearly, J˜ is a map from MP to LH.
Property 1 of gPVMs holds, since
J˜(P) = J
(⋃
P
)
= J(Ω) = I, (62)
using that J is a gPVM. For property 2, consider R˜, S˜ ⊆
P such that R˜∩ S˜ = ∅. It is easy to see that this implies
that
⋃
R˜ ∩
⋃
S˜ = ∅ (since any two elements of P are
either equal or disjoint as sets), and so we have
J˜(R˜) = J
(⋃
R˜
)
⊥ J
(⋃
S˜
)
= J˜(S˜), (63)
again using that J is a gPVM. Finally, we see that equa-
tion (33) is satisfies, since for R˜ ⊆ S˜ ⊆ P , we clearly
have that
⋃
R˜ ⊆
⋃
S˜, so that
J˜(R˜) = J
(⋃
R˜
)
⊆ J
(⋃
S˜
)
= J˜(S˜) (64)
since J is a gPVM, and so J˜ is a gPVM by Lemma 2.
Next, we assume that there is a countable subset
P0 ∈ MP such that equation (61) holds. Consider some
countable set {Q˜i}∞i=1 ⊆ MP . Defining Qi =
⋃
Q˜i (for
all i ∈ N), note that for each E ∈ P0 and each Qi, we
clearly have Qi ∩ E = E or Qi ∩ E = ∅. Then we see
immediately (using Lemma 4) that
∞∨
i=1
J˜(Q˜i) =
∞∨
i=1
J(Qi) = J
( ∞⋃
i=1
Qi
)
= J˜
( ∞⋃
i=1
Q˜i
)
, (65)
which shows that J˜ is a PVM.
Corollary 1. If J above is a diagonalizable PVM, then
J˜ is a diagonalizable PVM.
Proof. Take P0 = {E ∈ P : E ∩ σp(J) 6= ∅}.
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Definition 5. Let (Ω,M) be a measurable space, let P
be a partition of Ω such that P ⊆M, and let MP be as
in Definition 4 above. If
{X ∈ P : E ∩X 6= ∅} ∈ MP (66)
whenever E ∈M, then we call P an appropriate partition
of Ω.
Note that whenever P is a countable set, it is neces-
sarily an appropriate partition.
Theorem 4. Let A,B be gPVMs on a measurable space
(Ω,M), and let PA and PB be appropriate partitions of
Ω. Further let P be the partition of Ω2 given by P :=
{p× q : p ∈ PA, q ∈ PB}. Then
JA˜B˜ = J˜AB, (67)
where A˜, B˜, and J˜AB are defined (via equation (60)) with
respect to the partitions PA, PB, and P , respectively.
Proof. For this proof we will need two simple results
whose proofs we omit since they use only elementary set
theory — first, for any sets X and Y whose elements are
sets, and such that X ⊆ Y , we have
⋃
X ⊆
⋃
Y . Also,
if we have two sets R ⊆ PA and S ⊆ PB , then we have⋃
(R × S) =
(⋃
R
)
×
(⋃
S
)
. (68)
Consider any Q˜ ∈ MP . We will prove the above result
by showing that J˜AB(Q˜) ≤ JA˜B˜(Q˜) and also JA˜B˜(Q˜) ≤
J˜AB(Q˜). Now, we have both that
J˜AB(Q˜) = JAB
(⋃
Q˜
)
=
∨
R1×R2⊆
⋃
Q˜
R1,R2∈M
A(R1) ∧B(R2),
(69)
as well as
JA˜B˜(Q˜) =
∨
R˜1×R˜2⊆Q˜
R˜1×R˜2∈MP
A˜(R˜1) ∧ B˜(R˜2). (70)
Considering any element in the join of equation (70),
we see that since R˜1 × R˜2 ⊆ Q˜, we must have⋃
R˜1 ×
⋃
R˜2 =
⋃
(R˜1 × R˜2) ⊆
⋃
Q˜, (71)
and moreover, by the definition of MP , we must have⋃
R˜1×
⋃
R˜2 ∈M2, so that both
⋃
R˜1,
⋃
R˜2 ∈M. From
this we immediately conclude that indeed JA˜B˜(Q˜) ≤
J˜AB(Q˜), since each element in the join of equation (70)
occurs in the join in equation (69) (taking Ri =
⋃
R˜i for
i = 1, 2).
For the other inequality, consider some term in the
join of equation (69), and then for the R1, R2 occurring
in this term define R˜1 to be the set of all X ∈ PA such
that x ∈ R1 for some x ∈ X , and similarly for R˜2. First,
we will show that R˜1×R˜2 ⊆ Q˜, so consider some X ∈ R˜1
and Y ∈ R˜2. Then we must have (a, b) ∈ R1 × R2 for
some a ∈ X and b ∈ Y . Since R1 × R2 ⊆
⋃
Q˜, we must
have (a, b) ∈
⋃
Q˜, so that there exists some T ∈ Q˜ with
(a, b) ∈ T . Then, since Q˜ ∈ MP , we must have that
Q˜ ⊆ P , and hence that T ∈ P . But also, X × Y ∈ P ,
and since (a, b) is a common element of X × Y and T ,
and P is a partition, we must have T = X × Y , so that
X × Y ∈ Q˜, and hence that R˜1 × R˜2 ⊆ Q˜.
Now, we also have that R˜1 ∈ MPA by equation (66),
and similarly R˜2 ∈ MPB , so that R˜1 × R˜2 ∈ MP . Then
we have that A˜(R˜1) ∧ B˜(R˜2) is in the join of equation
(70), and also that
A(R1) ∧B(R2) ≤ A
(⋃
R˜1
)
∧B
(⋃
R˜2
)
= A˜(R˜1) ∧ B˜(R˜2), (72)
since Ri ⊆
⋃
R˜i for i = 1, 2. Hence we have established
JA˜B˜(Q˜) ≥ J˜AB(Q˜), since each element in the join of
equation (69) is greater than an element in the join in
equation (70).
D. Characterization of JAB
Before proving our main results, we will need two use-
ful lemmas. First, recall that for a diagonalizable PVM
A, the spectrum σ(A) is a compact set which is the clo-
sure of the set of eigenvalues σp(A), and moreover, there
exists an orthonormal basis for H consisting of eigenvec-
tors of A. For such an A, and for any R ∈ B(R), we have
that A(R) = A(R ∩ σp(A)). From this fact we immedi-
ately deduce the following lemma.
Lemma 5. Let A,B be diagonalizable PVMs. Then
JAB(Q) =
∨
R1×R2⊆Q
R1,R2∈B(R)
R1⊆σ(A),R2⊆σ(B)
A(R1) ∧B(R2) ∀Q ∈ B(R
2), (73)
and JAB
(
Q ∩ σ(A) × σ(B)
)
= JAB(Q) ∀Q ∈ B(R2).
Now, we also have the following nice behavior of our
joint observable with respect to common eigenvectors.
Lemma 6. Let A,B be diagonalizable PVMs, and let
|ψ〉 ∈ H be such that A|ψ〉 = a|ψ〉 and B|ψ〉 = b|ψ〉.
Then for any Q ∈ B(R2), we have that
(1) (a, b) ∈ Q implies that JAB(Q)|ψ〉 = |ψ〉;
(2) (a, b) ∈ Qc implies that JAB(Q)|ψ〉 = 0.
Proof. For the first statement, note that by our assump-
tion we have A({a})|ψ〉 = |ψ〉 and also B({b})|ψ〉 = |ψ〉,
and this means that A({a}) ∧B({b})|ψ〉 = |ψ〉. Then, if
(a, b) ∈ Q, since JAB is a gPVM, we have that
JAB(Q) ≥ JAB({(a, b)}) = A({a}) ∧B({b}), (74)
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establishing (1) above. If, on the other hand, we assume
that (a, b) ∈ Qc, then we have that JAB(Qc)|ψ〉 = |ψ〉
by (1), and JAB(Q) ⊥ JAB(Qc) since JAB is a gPVM,
which gives that JAB(Q)|ψ〉 = 0.
We now present the characterization theorem for our
generalized joint observables.
Theorem 5. Let A,B be diagonalizable PVMs, and let
J : B(R2) → LH be a set map. Then J = JAB if
and only if J satisfies the following two conditions for
all Q ∈ B(R2) and all |ψ〉 ∈ H.
(1) If there exist R1, R2 ∈ B(R) with R1 × R2 ⊆ Q and
A(R1) ∧B(R2)|ψ〉 = |ψ〉, then J(Q)|ψ〉 = |ψ〉.
(2) If for every R1, R2 ∈ B(R) with R1×R2 ⊆ Q we have
A(R1) ∧B(R2)|ψ〉 = 0, then J(Q)|ψ〉 = 0.
Proof. First we will show that condition 1 above im-
plies that J ≥ JAB, so consider any Q ∈ B(R
2), and
any R1, R2 ∈ B(R) such that R1 × R2 ⊆ Q. Now if
A(R1) ∧B(R2)|ψ〉 = |ψ〉, by assumption we must have
J(Q)|ψ〉 = |ψ〉, i.e. J(Q) ≥ A(R1) ∧B(R2). Since this is
true for any such R1 ×R2 ⊆ Q, taking the join gives that
J(Q) ≥ JAB(Q). Since this is true for any Q ∈ B(R2), it
follows that J ≥ JAB.
Next we show that J ≥ JAB implies condition 1
above. Given Q ∈ B(R2) and |ψ〉 ∈ H, assume that
there exist R1, R2 ∈ B(R) with R1 ×R2 ⊆ Q such that
A(R1) ∧B(R2)|ψ〉 = |ψ〉. Then we have
J(Q) ≥ JAB(Q) ≥ A(R1) ∧B(R2), (75)
so that J(Q)|ψ〉 = |ψ〉.
Finally, we show that condition 2 above is equiv-
alent to J ≤ JAB. Note that J ≤ JAB if and
only if J(Q)⊥ ≥ JAB(Q)⊥ for all Q ∈ B(R2). Now
assume condition 2 and consider |ψ〉 ∈ H such that
JAB(Q)|ψ〉 = 0. By definition of the join, we must have
A(R1) ∧B(R2)|ψ〉 = 0 for all R1, R2 ∈ B(R) such that
R1 ×R2 ⊆ Q. Then condition 2 gives that J(Q)|ψ〉 = 0,
which shows that J ≤ JAB.
On the other hand, given Q ∈ B(R2), assume that
J(Q)⊥ ≥ JAB(Q)
⊥, as well as that the hypothesis of con-
dition 2 holds for a given |ψ〉 ∈ H. We can easily see that
JAB(Q)|ψ〉 = 0, so that J(Q)|ψ〉 = 0. As such, condition
2 holds.
E. Functional Calculus
We now prove a generalization of the result that our
f(A,B) (previously defined in section IV) is in fact a
gPVM.
Theorem 6. Let (Ω,M) and (Ω′,N ) be measurable
spaces, let f : Ω → Ω′ be a measurable function, and
let J be a gPVM on (Ω,M). Then J ′ := J ◦ f−1 is a
gPVM on (Ω′,N ).
Proof. Since f is measurable, we have that f−1(Q) ∈M
whenever Q ∈ N , so that J ′ : N → LH. Then we have
J ′(Ω′) = J ◦ f−1(Ω′) = J(Ω) = I. (76)
Next, if R,S ∈ N are disjoint, we have that
f−1(R) ∩ f−1(S) = f−1(R ∩ S) = f−1(∅) = ∅ (77)
and since J is a gPVM, this means that J ′(R) ⊥ J ′(S).
Finally, for R,S ∈ N with R ⊆ S, we have that f−1(R) ⊆
f−1(S), so that J ′(R) ≤ J ′(S), which again, follows from
the fact that J is a gPVM.
As such, for given diagonalizable PVMs A and B, and
Borel measurable function f : R2 → R,
f(A,B) := JAB ◦ f
−1
is a gPVM.
In the sequel, we will find the property of f(A,B) in
the following lemma useful.
Lemma 7. Let A,B be diagonalizable PVMs, and let
f : R2 → R be Borel measurable. Then, for all R ∈ B(R),
f(A,B)
(
R ∩ f(σ(A), σ(B))
)
= f(A,B)(R). (78)
Proof. To reduce notational clutter, let
S := f(σ(A), σ(B)). By Lemma 5, along with the
fact that f−1 ◦ f(X) ⊇ X for any set X , we have that
f(A,B)(E ∩ S) = JAB
(
f−1(E) ∩ f−1(S)
)
≥ JAB
(
f−1(E) ∩
(
σ(A) × σ(B)
))
= JAB ◦ f
−1(E) = f(A,B)(E), (79)
and so equality holds (since f(A,B) is a gPVM, and
property 2 of Lemma 1 gives the other inequality).
We now prove that we can construct PVMs out of these
gPVMs. We first make the following definition.
Definition 6. Let M be a Boolean σ-algebra, and let
E ⊆ M be a subset of M which is totally ordered under
inclusion and which furthermore generates M as a σ-
algebra. Then E will be called a generating chain forM.
If M = B(R), we will simply refer to E as a generating
chain.
Theorem 7. Let (Ω,M) be a measurable space, let E
be a generating chain for M, and let J be a gPVM on
(Ω,M) such that there exists a finite set S ∈ M which
satisfies J(Q ∩ S) = J(Q) for all Q ∈ M. Then J |E
uniquely extends to a PVM on (Ω,M)[26].
Proof. The result will follow from Sikorski’s extension
theorem — first, let α : E → {−1, 1} be any set map,
and for any E ∈ M define 1 · E := E and −1 · E := Ec,
while for any P ∈ LH define 1 ·P := P and −1 ·P := P⊥.
We will show that for any countable E0 ⊆ E , such that⋂
E∈E0
α(E) · E = ∅, (80)
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we have that ∧
E∈E0
α(E) · J(E) = 0. (81)
First, let E+ := α−1({1})∩E0 and E− := α−1({−1}) ∩ E0.
Since E is a generating chain for M, we have that⋂
E∈E+
E = E+ as well as
⋃
E∈E−
E = E− for some
E+, E− ∈M. Then⋂
E∈E0
α(E) · E =
⋂
E∈E+
E ∩
⋂
E∈E−
Ec
= E+ ∩ E
c
−
= ∅, (82)
so that E+ ⊆ E−. Now, for any Q ∈ M, we have (by
assumption) that J(Q ∩ S) = J(Q). Using this, we have
∧
E∈E0
α(E) · J(E) =
∧
E∈E+
J(E) ∧
∧
E∈E−
J(E)⊥
=
∧
E∈E+
J(E ∩ S) ∧
∧
E∈E−
J(E ∩ S)⊥
= J(E+ ∩ S) ∧ J(E− ∩ S)
⊥
= J(E+) ∧ J(E−)
⊥, (83)
where the second to last equality holds because J is
monotonic and S is a finite set, so that {E∩S : E ∈ E0}
is a finite set as well. Now, since E+ ⊆ E−, we must have
that J(E+) ≤ J(E−), and hence that J(E+) ⊥ J(E−)⊥,
which gives (combining with equation (83))
∧
E∈E0
α(E) · J(E) = 0. (84)
The result then follows directly from (one version of)
the Sikorski extension theorem (theorem 34.1 in [27]).
Uniqueness follows trivially from the fact that any two
such extensions must agree on a generating chain, and
hence must be equal.
Corollary 2. Let E be a generating chain, let A,B be di-
agonalizable PVMs with finite spectra, and let f : R2 →
R be Borel measurable. Then f(A,B)|E uniquely extends
to a PVM.
Proof. This follows directly from the above theorem and
Lemma 7, since f(A,B) is a gPVM and we can take
S = f
(
σ(A), σ(B)
)
.
Given two diagonalizable PVMs A and B with finite
spectra, a generating chain E , and a Borel measurable
function f : R2 → R, we will denote the PVM agree-
ing with f(A,B)|E (provided by corollary 2 above) as
fE(A,B). Note that fE(A,B)(Q) = 0 for all Q ⊆
f(σ(A), σ(B))c. We also have the following result which
goes beyond the finite spectra case.
Theorem 8. Let A,B be diagonalizable PVMs, and let
f : R2 → R be continuous. Then
Eλ := JAB ◦ f
−1
(
(−∞, λ]
)
(85)
is a spectral family of projectors on H.
Proof. First note that Eλ is clearly a projection operator
for all λ, and that λ 7→ Eλ is obviously a monotone map
(i.e. λ1 ≤ λ2 implies Eλ1 ≤ Eλ2). Next we show that
limλ→−∞ Eλ = 0 and limλ→∞ Eλ = I. Since f is contin-
uous and A and B are diagonalizable, f(σ(A), σ(B)) is a
compact subset of R, so let m denote the minimum and
M the maximum of this set. By Lemma 5 we immedi-
ately see that
Em−1 =
∨
R1×R2⊆f
−1((−∞,m−1])
R1,R2∈B(R)
R1⊆σ(A),R2⊆σ(B)
A(R1) ∧B(R2)
=
∨
∅ = 0 (86)
and
EM =
∨
R1×R2⊆f
−1((−∞,M ])
R1,R2∈B(R)
R1⊆σ(A),R2⊆σ(B)
A(R1) ∧B(R2)
≥ A(σ(A)) ∧B(σ(B)) = I, (87)
and since Eλ is an increasing function of λ, this demon-
strates the desired property.
The content of the above lemma is that for A,B di-
agonalizable (but not necessarily with finite spectra), for
the particular generating chain
E⋆ := {(−∞, λ] : λ ∈ R}, (88)
we can construct a PVM which agrees with f(A,B) on
E⋆. In what follows, for A,B diagonalizable PVMs, we
will call a generating chain E appropriate if there is a
PVM fE(A,B) which agrees with f(A,B) on E . It is
easy to see that any such PVM must be unique.
We now show that the assumption that the generating
set is a chain is necessary in order to construct PVMs.
Lemma 8. Let H be a two-dimensional Hilbert space,
and let A = σx and B = σy (Pauli matrices), and as-
sume that E σ-generates B(R), but that E is not a chain
under ⊆. Then there exists a continuous (and hence
Borel measurable) f : R2 → R such that JAB ◦ f−1|E
does not extend to a PVM with its spectra contained in
f(σ(A), σ(B)).
Proof. Since E is not a chain, there exists some
E1, E2 ∈ E such that there is some α ∈ E1 ∩ E
c
2
and some β ∈ E2 ∩ Ec1. Note that σ(A) × σ(B) =
{(1, 1), (1,−1), (−1, 1), (−1,−1)}. By the Tietze exten-
sion theorem, there exists a continuous f : R2 → R such
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that f(1, 1) = f(−1,−1) = α and f(−1, 1) = f(1,−1) =
β.
We now prove the lemma by contradiction, so assume
that there is a PVM F extending JAB ◦ f−1 which is
such that σ(F ) ⊆ f(σ(A), σ(B)) = {α, β}. Then we
must have that
F ({α, β}) = I. (89)
However, since β ⊆ Ec2, we must have E2 ⊆ {β}
c,
and hence f−1(E2) ⊆ f−1({β})c, and in particular
f−1(E2)∩
(
σ(A)×σ(B)
)
⊆ {(1, 1), (−1,−1)}. From this
we immediately see that
JAB ◦ f
−1(E2) = JAB
(
f−1(E2) ∩
(
σ(A) × σ(B)
))
≤ JAB
(
{(1, 1), (−1,−1)}
)
= 0. (90)
A similar argument shows that JAB ◦ f−1(E1) = 0. But,
since F is a PVM extending JAB ◦ f−1|E , we also have
F ({α, β}) = F ({α}) ∨ F ({β}) ≤ F (E1) ∨ F (E2)
= JAB ◦ f
−1(E1) ∨ JAB ◦ f
−1(E2)
= 0, (91)
which is the desired contradiction.
We next prove our results about the properties of an
observable fE(A,B) from section IVA. We begin with a
result which is useful in demonstrating these properties.
Lemma 9. Let A,B be diagonalizable PVMs, let U
be a unitary operator on H, and let Q ∈ B(R). Then
UJAB(Q)U
† = JUAU†, UBU†(Q).
Proof. As is well-known (see [28]), for any P,Q ∈ LH, we
have that U(P ∧ Q)U † = (UPU †) ∧ (UQU †), and also
for any collection {Pj}j∈J ⊆ LH, where J is any set, we
have ∨
j∈J
(UPjU
†) = U
( ∨
j∈J
Pj
)
U †. (92)
Using this, we compute.
UJAB(Q)U
† = U
( ∨
R1×R2⊆Q
R1,R2∈M
A(R1) ∧B(R2)
)
U †
=
∨
R1×R2⊆Q
R1,R2∈M
U
(
A(R1) ∧B(R2)
)
U †
=
∨
R1×R2⊆Q
R1,R2∈M
(
UA(R1)U
† ∧ UB(R2)U
†
)
= JUAU†, UBU†(Q). (93)
Theorem 9. Let A,B be diagonalizable PVMs, and let
E = E⋆ (equation (88)). Furthermore let f : R2 → R be
continuous. Then fE(A,B) satisfies
(1) σ(fE(A,B)) ⊆ f(σ(A), σ(B));
(2) fE(UAU
†, UBU †) = UfE(A,B)U
† for any unitary
operator U on H;
(3) If A|ψ〉 = a|ψ〉 and B|ψ〉 = b|ψ〉 for some |ψ〉 ∈ H,
then fE(A,B)|ψ〉 = f(a, b)|ψ〉.
Proof. We begin with property 1 above. Assume that
λ ∈ σ(fE(A,B)), which is true if and only if the cor-
responding spectral family is not constant for every in-
terval surrounding λ. In this case we must have, for
every n ∈ N, that there exists some Rn1 , R
n
2 ∈ B(R) ∩(
σ(A) × σ(B)
)
with Rn1 × R
n
2 ⊆ f
−1((−∞, λ + 1n ]) but
Rn1 × R
n
2 6⊆ f
−1((−∞, λ − 1n ]). Hence, for each n ∈ N
there exists some (an, bn) ∈ σ(A)×σ(B) with f(an, bn) ∈
(λ− 1n , λ+
1
n ], so that limn→∞ f(an, bn) = λ. Of course,
since σ(A) × σ(B) is compact, (an, bn) has a convergent
subsequence, converging to some (a, b) ∈ σ(A) × σ(B),
and since f is continuous, f(a, b) = λ.
Property 2 above follows directly from Lemma 9, since
f(A,B) = JAB ◦ f−1, and so for any Q ∈ E⋆, we have
f(UAU †, UBU †)(Q) = JUAU†, UBU† ◦ f
−1(Q)
= JUAU†, UBU†
(
f−1(Q)
)
= U
(
JAB
(
f−1(Q)
))
U †
= Uf(A,B)(Q)U †. (94)
The result then follows from the fact that fE(A,B)(Q) =
f(A,B)(Q) for allQ ∈ E , that E generates B(R), and that
conjugation by U induces a σ-homomorphism on LH.
For property 3, given the hypothesis stated above, we
must show that fE(A,B)({f(a, b)})|ψ〉 = |ψ〉. Since
fE(A,B) is a PVM, this amounts to showing that
f(A,B)((−∞, f(a, b)])|ψ〉 = |ψ〉, while for any n ∈ N,
that f(A,B)((−∞, f(a, b) − 1n ])|ψ〉 = 0. For the first
statement, we have
f(A,B)({f(a, b)}) = JAB ◦ f
−1({f(a, b)})
=
∨
R1×R2⊆f
−1(f(a,b))
R1,R2∈M
A(R1) ∧B(R2)
≥ A({a}) ∧B({b}), (95)
since {a}, {b} ∈ B(R). Now, by assumption we have both
A({a})|ψ〉 = |ψ〉 and B({b})|ψ〉 = |ψ〉, and hence we also
have A({a}) ∧ B({b})|ψ〉 = |ψ〉. Then, using equation
(95) and the fact that f(A,B) is a gPVM, we have that
f(A,B)((−∞, f(a, b)]) ≥ f(A,B)({f(a, b)})
≥ A({a}) ∧B({b}). (96)
As such, it follows that f(A,B)((−∞, f(a, b)])|ψ〉 = |ψ〉.
Now, consider any n ∈ N. Since we
have that (−∞, f(a, b)− 1n ] ∩ {f(a, b)} = ∅,
and f(A,B) is a gPVM, we have that
f(A,B)((−∞, f(a, b) − 1n ]) ⊥ f(A,B)({f(a, b)}),
and since f(A,B)({f(a, b)})|ψ〉 = |ψ〉 by above argu-
ment, we must have f(A,B)((−∞, f(a, b) − 1n ])|ψ〉 = 0
for any n ∈ N.
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Analogs of the above results also hold in a slightly dif-
ferent context.
Theorem 10. Let A,B be diagonalizable PVMs with
finite spectra, and let E be a generating chain. Further-
more let f : R2 → R be Borel measurable. Then fE(A,B)
satisfies
(1) σ(fE (A,B)) ⊆ f(σ(A), σ(B));
(2) fE(UAU
†, UBU †) = UfE(A,B)U
† for any unitary
operator U on H;
(3) If A|ψ〉 = a|ψ〉 and B|ψ〉 = b|ψ〉 for some |ψ〉 ∈ H,
then fE(A,B)|ψ〉 = f(a, b)|ψ〉.
Proof. To reduce clutter, we define S := f(σ(A), σ(B))
and E ′ := {E ∩ S : E ∈ E}, and we note that since A
and B have finite spectra, both S and E ′ are finite sets.
First, we consider property 1, so assume that
λ ∈ σ
(
fE(A,B)
)
, so that
fE(A,B)({λ}) 6= 0. (97)
Then
fE(A,B)({λ}) ≤ fE(A,B)(E) (98)
for any E ∈ E such that λ ∈ E, and also
fE(A,B)({λ}) ≤ fE(A,B)(E
c) = f(A,B)(E)⊥ (99)
for any E ∈ E such that λ ∈ Ec, since fE(A,B) is a PVM
(which agrees with f(A,B) on elements of E). This then
yields∧
E∈E
λ∈E
f(A,B)(E) ∧
∧
E∈E
λ/∈E
f(A,B)(E)⊥ 6= 0. (100)
However, by Lemma 7, we have that f(A,B)(E ∩ S) =
f(A,B)(E). This means that∧
E∈E′
λ∈E
f(A,B)(E) ∧
∧
E∈E′
λ/∈E
f(A,B)(E)⊥ 6= 0. (101)
Then, since E ′ is a finite set, by property 4 in Lemma 1,
we have
f(A,B)
( ⋂
E∈E′
λ∈E
E
)
∧
[
f(A,B)
( ⋃
E∈E′
λ/∈E
E
)]⊥
6= 0, (102)
which means that ⋂
E∈E′
λ∈E
E 6=
⋃
E∈E′
λ/∈E
E, (103)
or, equivalently⋂
E∈E
λ∈E
(E ∩ S) 6=
⋃
E∈E
λ/∈E
(E ∩ S). (104)
Of course, since E is a chain, if we have E, Eˆ ∈ E with
λ ∈ E and λ /∈ Eˆ, then clearly E 6⊆ Eˆ, and so therefore
Eˆ ⊆ E. For this reason we have that⋂
E∈E
λ∈E
(E ∩ S) ⊇
⋃
E∈E
λ/∈E
(E ∩ S), (105)
so that there must be some η satisfying
η ∈
⋂
E∈E
λ∈E
(E ∩ S) but η /∈
⋃
E∈E
λ/∈E
(E ∩ S) =
( ⋃
E∈E
λ/∈E
E
)
∩ S,
(106)
and hence, since η ∈ S,
η /∈
⋃
E∈E
λ/∈E
E, i.e. η ∈
⋂
E∈E
λ∈Ec
Ec. (107)
If λ /∈ S, then clearly η 6= λ, but this means that, for
all E ∈ E , that η ∈ E if and only if λ ∈ E. However, a
simple inductive argument then yields that E could not
then generate B(R), and hence we must have that η = λ,
so that λ ∈ S.
The proof of property 2 is similar to the analogous
statement in Theorem 9, so we omit it.
For property 3, we need to show that
fE(A,B)({f(a, b)})|ψ〉 = |ψ〉. Since E generates
B(R), it is straightforward to show that E ′ generates S
as an algebra, and so we have that
{f(a, b)} =
( ⋂
E∈E′
f(a,b)∈E
E
)
∩
( ⋂
E∈E′
f(a,b)/∈E
Ec
)
. (108)
Hence, since fE(A,B) is a PVM, using considerations
similar to those in the proof of property 1, we have that
fE(A,B)({f(a, b)}) =∧
E∈E′
f(a,b)∈E
f(A,B)(E) ∧
∧
E∈E′
f(a,b)/∈E
f(A,B)(E)⊥. (109)
Now for any E ∈ E ′, we have f(A,B)(E) = JAB ◦f−1(E)
by definition, and also that f(a, b) ∈ E if and only if
(a, b) ∈ f−1(E). Hence by Lemma 6, we have that
f(A,B)(E)|ψ〉 = |ψ〉 for each E with f(a, b) ∈ E, and
also that f(A,B)(E)|ψ〉 = 0 for each E ∈ E ′ with
f(a, b) /∈ E, which is to say that f(A,B)(E)⊥|ψ〉 = |ψ〉
for such E. From these considerations, along with equa-
tion (109), we then deduce that
fE(A,B)({f(a, b)})|ψ〉 = |ψ〉. (110)
We next consider the the properties which are used to
establish the equality in expression (18) in section IVA.
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Lemma 10. Let A,B be diagonalizable PVMs, let E be
an appropriate generating chain, and let f : R2 → R
and g : R → R be Borel measurable, with g satisfying
g−1(E) ∈ E for all E ∈ E . Then
(g ◦ f)E(A,B) = g(fE(A,B)). (111)
Proof. We know that for any Q ∈ E we have
[(g ◦ f)E(A,B)](Q) = [JAB ◦ (g ◦ f)
−1](Q)
= [JAB ◦ f
−1](g−1(Q))
= fE(A,B) ◦ g
−1(Q)
= g(fE(A,B))(Q). (112)
Lemma 11. Let f : R2 → R and g1, g2 : R→ R be Borel
measurable functions, let E be an appropriate generating
chain, and let A,B be diagonalizable PVMs. Then for
h : R2 → R defined by (for all x, y ∈ R) h(x, y) :=
f(g1(x), g2(y)) (i.e. h = f ◦ (g1 × g2)) we have that
hE(A,B) = fE(g1(A), g2(B)). (113)
Proof. Since A,B have pure point spectra, we have (for
any Q ∈ E)
h(A,B)(Q) =
∨
R1×R2⊆h
−1(Q)
R1×R2∈B(R
2)
A(R1) ∧B(R2)
=
∨
R1×R2⊆h
−1(Q)
R1×R2⊆σp(A)×σp(B)
A(R1) ∧B(R2)
=
∨
g1(R1)×g2(R2)⊆f
−1(Q)
R1×R2⊆σp(A)×σp(B)
A(R1) ∧B(R2). (114)
This follows from
h−1(Q) = {(a, b) : f(g1(a), g2(b)) ∈ Q}, (115)
so that (a, b) ∈ h−1(Q) if and only if (g1(a), g2(b)) ∈
f−1(Q), and hence R1 × R2 ⊆ h−1(Q) if and only if
g1(R1)× g2(R2) ⊆ f−1(Q).
Now, for R1 × R2 ⊆ σp(A) × σp(B) such
that g1(R1)× g2(R2) ⊆ f
−1(Q), we know that
g1(R1) ⊆ g1(σp(A)) and g2(R2) ⊆ g2(σp(B)). Hence,
using that R ⊆ (g−1 ◦ g)(R) we have
h(A,B)(Q) ≤
∨
S1×S2⊆f
−1(Q)
S1×S2⊆g1(σp(A))×g2(σp(B))
A(g−11 (S1))∧B(g
−1
2 (S2)). (116)
Also, for any S1 × S2 ⊆ g1(σp(A)) × g2(σp(B)), we
clearly have g−11 (S1), g
−1
2 (S2) ∈ B(R). Additionally,
since (g ◦ g−1)(S) = S, we have∨
S1×S2⊆f
−1(Q)
S1×S2⊆g1(σp(A))×g2(σp(B))
A(g−11 (S1)) ∧B(g
−1
2 (S2))
≤
∨
g1(R1)×g2(R2)⊆f
−1(Q)
R1×R2∈B(R
2)
A(R1) ∧B(R2)
= h(A,B)(Q). (117)
This gives that∨
S1×S2⊆f
−1(Q)
S1×S2⊆g1(σp(A))×g2(σp(B))
A(g−11 (S1)) ∧B(g
−1
2 (S2)) = h(A,B)(Q)
(118)
for all Q ∈ E . We also have that∨
S1×S2⊆f
−1(Q)
S1×S2⊆g1(σp(A))×g2(σp(B))
A(g−11 (S1)) ∧B(g
−1
2 (S2))
=
∨
S1×S2⊆f
−1(Q)
S1×S2⊆σp(g1(A))×σp(g2(B))
g1(A)(S1) ∧ g2(B)(S2)
= f(g1(A), g2(B))(Q), (119)
and since the above holds for all Q ∈ E , and E generates
B(R), we have
hE(A,B) = fE(g1(A), g2(B)). (120)
Finally, after a useful lemma, we demonstrate that the
spectral order (defined in equation (22)) is respected by
addition (defined relative to the generating chain E⋆).
Lemma 12. Let A,B be diagonalizable PVMs, and let
.
+ and
.
× be as defined in section IVA, where E = E⋆.
Then, for any λ ∈ R, we have
(A
.
+ B)
(
(−∞, λ]
)
=
∨
a+b=λ
A
(
(−∞, a]
)
∧B
(
(−∞, b]
)
.
(121)
If, furthermore, A and B have no non-negative eigenval-
ues, we also have
(A
.
× B)
(
(−∞, λ]
)
=
∨
ab=λ
a,b≥0
A
(
(−∞, a]
)
∧B
(
(−∞, b]
)
.
(122)
Proof. We first define Qλ := (−∞, λ] for all λ ∈ R. Then
we need to prove that
(A
.
+ B)(Qλ) =
∨
a+b=λ
A(Qa) ∧B(Qb). (123)
Recalling that A
.
+ B is defined by
(A
.
+ B)(Qλ) =
∨
R1×R2⊆+
−1(Qλ)
R1,R2∈B(R)
A(R1) ∧B(R2), (124)
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where ‘+’ is thought of as a map from R2 → R. We also
have
+−1 (Qλ) = {(a, b) ∈ R : a+ b ≤ λ}. (125)
Since, for any a + b = λ, we have Qa × Qb ⊆ +−1(Qλ),
as well as Qa, Qb ∈ B(R), we immediately conclude that
(A
.
+ B)(Qλ) ≥
∨
a+b=λ
A(Qa) ∧B(Qb). (126)
To establish the opposite inequality, consider any
R1, R2 ∈ B(R) such that R1×R2 ⊆ +−1(Qλ) for a given
λ ∈ R. Defining α = supR1 and β = λ − α, we have
that α+β = λ. Moreover, we clearly have R1 ⊆ Qλ, and
also R2 ⊆ Qβ, since for any b ∈ R2, we have α + b ≤ λ.
But from this, we see that every term in the join defining
(A
.
+ B)(Qλ) (equation (124)) is less than some element
in the join occurring in our desired expression (i.e. equa-
tion (123)), establishing the other inequality.
A similar argument (with some subtleties concerning
negative numbers) yields the result for
.
×.
Lemma 13. Let A, B, and C be diagonalizable PVMs,
with A ⊑ B (where ⊑ denotes the spectral order, as de-
fined as in equation (22)). Also, let
.
+ be defined relative
to the generating chain E⋆. Then A
.
+ C ⊑ B
.
+ C.
Proof. We again let Qλ := (−∞, λ] for all λ ∈ R. Now,
by Lemma 12, we have that
(A
.
+ C)(Qλ) =
∨
a+c=λ
A(Qa) ∧ C(Qc), (127)
as well that
(B
.
+ C)(Qλ) =
∨
b+c=λ
B(Qb) ∧ C(Qc), (128)
and we note that the joins in these expressions run over
the same sets since a+ c = λ = b+ c implies a = b. Now,
since A ⊑ B, we have that A(Qµ) ≤ B(Qµ) for all µ ∈ R,
from which it follows that
A(Qµ) ∧ C(Qc) ≤ B(Qµ) ∧ C(Qc) (129)
for all µ ∈ R. As such, we have that
(A
.
+ C)(Qλ) ≤ (B
.
+ C)(Qλ) (130)
for all λ ∈ R, or equivalently, A
.
+ C ⊑ B
.
+ C.
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