r ; see [Gra] , [Hir] or [HM1, sec. 5]. The Grauert-Hironaka division theorem for modules then asserts that co ε (M c ) is also a direct complement of M c itself,
r → co ε (M c ) the projection on the second summand, corresponding to the remainders of the division of vectors in K [[x]] r by the module M c . It is well known that the coefficients of the expansion of ψ (u(x) ) are polynomials in the coefficients of the expansions of u(
r , similar to the classical Weierstrass division theorem. Said differently, ψ is a textile map (see page 603).
"For u(x) = (u 1 (x), . . . , u m (x)) ∈ U c , consider the vector
Received by the editors July 17, 2017. u(x) ) with respect to the (x)-adic topology is bounded by the Noetherianity of U c with respect to the Zariski topology, where the vector space U c is now considered as an affine algebraic variety. Let o be the maximal value of these orders, and set e := o + 1. We claim that this bound satisfies the assertion of the theorem in the linear case.
"So assume that we have an approximate solution y(
e , and denote by u(x) ∈ U c the truncation of y(x) at degree c − 1. We distinguish two cases:
c . "If ψ( u(x)) = 0, let o be its order. We know from the above that o < e. Hence there exists no vector v(
This is a contradiction to the existence of the approximate solution y(x), so the second case does not occur. The assertion is proven." "Here is the strategy: After suitably modifying the system of equations, one may assume that the components f 1 , . . . , f r of f generate a complete intersection ideal of height r and that there exists an (r × r)-minor g of the relative Jacobian matrix ∂ y f of f with respect to y for which g (x, y(x) ) is nonzero and, more specifically, x n -regular of order d. We will then construct from f a new vector of convergent power series f = f (x , w) in the first n − 1 components x = (x 1 , . . . , x n−1 ) of the x-variables and in new variables w = (w 1 , . . . , w ) such that the existence of a formal or convergent solution y(x) to f (x, y) = 0 for which g (x, y(x) ) is x n -regular of order d is equivalent to the existence of a formal or convergent solution w(x ) of f (x , w) = 0. We will show that these special formal solutions of the first system map to the formal solutions of the latter system, and that the same holds for the convergent solutions (the map can actually be modified so as to give a bijection; see section 9 for an explicit description of this bijection in the case n = 1 of one x-variable).
"Now induction applies: by the existence of the formal solution w(x ) of f (x , w) = 0 induced by y(x) and the induction hypothesis, the system f (x , w) = 0 admits a convergent solution w(x ), and going backwards we get the required convergent solution y(x) of the original system f (x, y(x)) = 0." Page 607, line −11: The given explanation is somewhat vague. Add to paragraph (a):
"The case n = 1, i.e., of a single x-variable, is detailed in section 9: The parametrization is constructed for the stratum of solutions y(x) of f (x, y) = 0 for which the order g(x, y(x)) of an appropriate minor g of the relative Jacobian matrix ∂ y f is constant and equal to the one of the given formal solution y(x)." Page 607, paragraph (b): The ideal I defined in line -9 need not be prime, contrary to what is claimed. This invalidates the given argument. Replace paragraph (b) by: "(b) The strong approximation theorem I is a weak version of the more precise theorem II. For uncountable algebraically closed ground fields, the result also follows from the strong approximation theorem for textile maps."
Page 608, paragraph (c): The second paragraph of (c), starting with "So we may assume . . . ", is misleading. Replace the entire paragraph (c) by:
"(c) The proof of the strong approximation theorem II requires a double induction, one decreasing on the number n of x-variables and, subordinate to this induction, one increasing on the height s of the ideal I. We will only indicate here the main ideas. See [BDLv] for a model-theoretic proof using ultraproducts and [Wa] for a proof along the lines of the analytic version of the approximation theorem.
"One first reduces again to prime ideals. So let I be the ideal generated by the components f 1 , . . . , f r of f . Choose an irredundant primary decomposition I = I 1 ∩ · · · ∩ I t , and let J i = √ I i be the associated prime ideals. As K [[x] ] is Noetherian, there exists an integer u such that J u i ⊂ I i for all i. Let e i be the bound associated to J i by the theorem in case of prime ideals. Then e = u · (e 1 + · · · + e t ) will work for I; cf. [Wa, proof of Lemma 5, p. 133] . Namely,
so that any approximate solution y(x) for I up to degree e is also an approximate solution of some I i up to degree e i , for some i. By assumption, I i then admits an exact formal solution y(x) with y(x) ≡ y(x) modulo (x) c . From I ⊂ I i it follows that y(x) is also an exact formal solution for I.
"So we may assume that I is prime. Let s be its height and choose again an (s × s)-minor g of the Jacobian matrix so that g ∈ I. Let I = I + (g). It has height > s, so that induction applies to it. Denote by e the respective value for I and c. At this point, one distinguishes two cases: if g(x, y(x)) ≡ 0 modulo (x) e holds for all approximate solutions y(x) of I up to degree e , one may set e = e and get the required assertion. In the other case, the argument becomes much more involved: according to the orders d = ord g (x, y(x) ) < e of approximate solutions y(x) one essentially repeats the construction of an associated system of equations in one variable less as we have seen it in the proof of the analytic approximation theorem. From this one is able to find a suitable bound e for the original system. We refer to [Wa] , section 2, for the details."
Page 609, line 12: Add: "For a critical discussion of Hermann's work, see [Sei] , [Sto] ."
