Abstract. In this paper we develop a new approach to stochastic evolution equations with an unbounded drift A which is dependent on time and the underlying probability space in an adapted way. It is well-known that the semigroup approach to equations with random drift leads to adaptedness problems for the stochastic convolution term. In this paper we give a new representation formula for the stochastic convolution which avoids integration of nonadapted processes. Here we mainly consider the parabolic setting. We establish connections with other solution concepts such as weak solutions. The usual parabolic regularity properties are derived and we show that the new approach can be applied in the study of semilinear problems with random drift. At the end of the paper the results are illustrated with two examples of stochastic heat equations with random drift.
Introduction
Let E 0 be a Banach space and let H be a separable Hilbert space. Let (Ω, F , P) be a complete probability space with a filtration (F t ) t∈[0,T ] . We study the following stochastic evolution equation on E 0 . dU (t) = (A(t)U (t) + F (t, U (t))) dt + B(t, U (t)) dW (t), U (0) = u 0 .
(1.1)
Here (A(t, ω)) t∈[0,T ],ω∈Ω is a measurable and adapted family of unbounded operators on E 0 . Moreover, F and B are semilinear nonlinearities and W is a cylindrical Brownian motion. The integrated form of (1.1) often leads to problems as in general A(t)U (t) is not well-defined or not integrable with respect to time. In the semigroup approach to (1.1) this difficulty does not occur. We refer to the monograph [14] and references therein for details on the semigroup approach to (1.1) in the Hilbert space setting. Extensions to the class of Banach spaces with martingale type 2 can be found in [11] in the case A is not depending on time. An extension to the nonautonomous setting (i.e. A depends on time) can be found in [55] . In the time-dependent setting the mild formulation of (1.1) is usually written in the following form: U (t) = S(t, 0)u 0 + t 0 S(t, s)F (s, U (s)) ds + t 0
S(t, s)B(s, U (s)) dW (s)
well-defined? (1.2) Here, (S(t, s, ω)) 0≤s≤t≤T,ω∈Ω is the evolution system generated by (A(t, ω)) t∈ [0,T ] . In this case, there is an obstruction in the mild formulation of a solution. The problem is that ω → S(t, s, ω) does not satisfy the right adaptedness properties. In general ω → S(t, s, ω) is only F t -measurable and not F s -measurable (see Example 2.5). Therefore, the stochastic integral in (1.2) cannot be defined in the sense of Itô. Equations with random generators arise naturally in the case A depends on a stochastic process, e.g. in filtering theory (see [56] and references therein). A random drift term of the form A(t, ω) = A 0 + A 1 (t, ω), where A 0 is a fixed differential operator and A 1 (t, ω) a lower order perturbation of A 0 , can be treated by a perturbation argument. This case is standard and easy to deal with and we will not consider it here. Our model case is the situation, where the highest order coefficients are also dependent on (t, ω).
There are several known approaches to (1.1) which allow a random drift term. In the method of monotone operators (see [22] , [36] , [39] , [41] ) the problem (1.1) is formulated on a Hilbert space and one can use Galerkin approximation wellposedness questions to reduce the problem to the finite-dimensional setting. In this way no additional difficulty arises when A is dependent on Ω and time. Also in the L p -approach of Krylov [21] one can allow the coefficient of a second order operator A on R d to be dependent on Ω and time in a measurable way. The above mentioned approaches do not use the mild formulation (1.2).
Mild formulations can be useful in many type of fixed point arguments. They can also used to study long time behavior (invariant measures) and time regularity. There have been several attempts to extend the mild approach to (1.1) to the ω-dependent setting. A possible method for (1.1) using mild formulations is to use stochastic integration for nonadapted integrands and Malliavin calculus. This has been studied in [6, 7, 23, 24, 33] . This approach is based on Skorohod integration techniques and it requires certain Malliavin differentiability of the operators A(t) or S(t, s). Another basic example where non-adapted integrands naturally occur is when the initial value of an SDE or SPDE depends on the full paths of the underlying stochastic process (see [12, 27, 34] ). Finally, we mention that in [31] a maximal regularity approach to (1.1) with random A has been developed.
In this paper we will develop a new method for the stochastic evolution equation (1.1) with random A. It is based on a new representation formula for stochastic convolutions. In order to explain this representation formula, consider dU (t) = A(t)U (t) dt + G dW (t), U (0) = 0, (1.3) where G is an adapted and measurable process and A is as before. Our new representation formula for the solution to (1.3) is:
U (t) = − t 0 S(t, s)A(s)I(1 (s,t) G) ds + S(t, 0)I(1 (0,t) G), (1.4) where I(1 (s,t) G) = t s G dW . This will be called the pathwise mild solution to (1.3). The pathwise mild solution (1.4) can basically be obtained by using integration by parts formula for the stochastic convolution. The advantage of the formulation is that it does not require stochastic integration of nonadapted integrands. A difficulty in (1.4) is that the norm of the operator-valued kernel S(t, s)A(s) is usually of order (t − s) −1 . Fortunately, the Bochner integral in (1.4) can still be shown to be convergent as the paths of the process t → I(1 (0,t) G) have additional Hölder or Sobolev regularity. The pathwise mild solution will be shown to be equivalent to weak, variational and forward mild solutions (see Section 4) .
In order to have evolution families with sufficient regularity properties, we will restrict ourselves to the parabolic setting. We will assume that the operators (A(t)) t∈[0,T ] satisfy the so-called (AT)-conditions which were introduced by Acquistapace and Terreni. This is a combination of a uniform sectoriality condition and a Hölder condition on the resolvents. We will allow ω-dependent Hölder constants in the latter, which is important in view of applications. However, we would like to note that the pathwise mild solution (1.4) can also be used in other parabolic situations where S(t, s, ω)A(s, ω) ≤ C(ω)(t − s) −1 , or even in a general setting if we assume G is regular in space (i.e. takes values in a suitable subspace of the domains of A). The pathwise mild solution (1.4) is a pathwise integral representation of the solution and we expect that this has potential applications in the theory of stochastic evolution equations even in the case of non-random A. For instance, as there is no stochastic convolution, certain behavior can be studied path-wise. This could play an important role in numerical simulations, in studying long-term behavior and it could be combined with methods from rough path theory. Moreover, when replacing W by a general Gaussian process M (or more general stochastic process), it is enough to establish an integration theory for I(1 (s,t) G) = t s G dM , and no stochastic convolutions are needed in (1.4) . This paper is organized as follows. In Section 2 we will discuss the (AT)-conditions, and extend some of their results to the ω-dependent setting. In Section 3 we present a new pathwise regularity result, which will allow to obtain the usual parabolic regularity of the solution to (1.3) . In Section 4 we discuss the pathwise mild solution (1.4) and its relations to other solution concepts. In Section 5 we discuss a general semilinear problem and prove well-posedness with a fixed point argument. For this we first obtain well-posedness under the assumption that the constants in the (AT)-conditions are ω-independent Hölder conditions. After that we localize the Hölder condition and extend the result to the general case. Finally, we illustrate our results with examples in Section 6.
We will only consider the parabolic setting (i.e. the case the operators −A(t, ω) are sectorial of angle less than π/2 with uniform constants in (t, ω). This is welldocumented in the literature (see [9, 26, 37, 50, 51] ).
2.1. Generation theorem. In this subsection we will consider the conditions introduced by Acquistapace and Terreni [2] (see also [1, 5, 9, 46, 51, 57, 58] and references therein). An important difficulty in our situation is that A(t, ω) depends on the additional parameter ω ∈ Ω.
For ϑ ∈ (π/2, π) we set Σ ϑ = {λ ∈ C : | arg λ| < ϑ}.
On A we will assume a sectoriality condition and a Hölder continuity assumption: (AT1) There exists a ϑ ∈ (π/2, π) and M > 0 such that for every (t, ω) ∈ [0, T ]×Ω, one has Σ ϑ ∪ {0} ⊂ ρ(A(t, ω)) and
(AT2) There exist 0 < ν, µ ≤ 1 with µ + ν > 1 such that for every ω ∈ Ω, there exists a constant L(ω) ≥ 0 such that for all s, t ∈ [0, T ] and λ ∈ Σ ϑ ,
We would like to point out that it will be important that in the Hölder continuity assumption the Hölder constant is allowed to depend on ω. Whenever (AT1) and (AT2) hold, it is said that (AT) holds. The abbreviation (AT) stands for Acquistapace and Terreni.
In the sequel we will not write the dependence on ω ∈ Ω explicitly whenever there is no danger of confusion.
Example 2.1. Assume E 1 = D(A(t, ω)) is constant with uniform estimates in t ∈ [0, T ] and ω ∈ Ω. Assume (AT1) holds. If there is a µ ∈ (0, 1] and a mapping C : Ω → R + such that
then (AT2) holds with ν = 1 and L = M C up to a constant multiplicative factor. The above type of condition is sometimes called the Kato-Tanabe condition (see [37, 50] ).
The following result can be derived by applying [1, Theorem 2.3] pointwise in Ω.
Theorem 2.2. Assume (AT). There exists a unique map
(2) For r ≤ s ≤ t, S(t, s)S(s, r) = S(t, r).
(3) For every ω ∈ Ω, the map S(·, ω) is strongly continuous. (4) There exists a mapping C : Ω → R + such that for all s ≤ t, one has S(t, s) ≤ C. (5) For every s < t, one has d dt S(t, s) = A(t)S(t, s) pointwise in Ω, and there exists a mapping C : Ω → R + such that
In the above situation we say that (A(t)) t∈[0,T ] generates the evolution system/family (S(t, s)) 0≤s≤t≤T .
2.2.
Measurability. Throughout this subsection we assume that (AT) holds.
As the domains D(A(t, ω)) also vary in (t, ω), the most natural way to formulate the adaptedness assumption is by a condition on the resolvent as follows:
is strongly measurable and adapted.
Here we consider measurability and adaptedness in the uniform operator topology. Hypothesis (H1) implies that for all λ ∈ Σ ϑ ∪ {0}, R(λ, A(·)) is strongly measurable and adapted. This follows from the fact that the resolvent can be expressed as a uniformly convergent power series (see [17, 
is strongly measurable and adapted, then (H1) holds. Indeed, fix ω 0 ∈ Ω. Since (t, ω) → A(t, ω)A(0, ω 0 ) −1 is strongly measurable and adapted and taking inverses is continuous on the open set of invertible operators, it follows that (t, ω) → A(0, ω 0 )A(t, ω) −1 is strongly measurable and adapted. This clearly yields (H1).
Let r > 0 and η ∈ (π/2, ϑ), and consider the counterclockwise oriented curve
For s ∈ [0, T ], consider the analytic semigroup (e tA(s) ) t≥0 defined by
Proposition 2.4. The evolution system S : ∆×Ω → L (E 0 ) is strongly measurable in the uniform operator topology. Moreover, for each t ≥ s, ω → S(t, s, ω) ∈ L (E 0 ) is strongly F t -measurable in the uniform operator topology.
In Example 2.5 we will show that the above measurability result cannot be improved in general.
Proof. Fix 0 ≤ s < t ≤ T . The evolution system S(t, s) is given in [1] , as follows. Let Q(t, s) be given by
Define inductively Q n (t, s) by
Then the evolution system S(t, s) is given by
where
The above series converges in L (E 0 ), see [1, Lemma 2.2 (1)].
Step 1: S(t, s) is F t -measurable. Note that
Also, for n ∈ N, note that λ → e (t−s)λ λ n R(λ, A(t)) is continuous on γ r,η , and hence Riemann integrable. The random variable e (t−s)λ λ n R(λ, A(t)) is F t -measurable for every λ ∈ γ r,η , hence every Riemann sum and thus every Riemann integral is F tmeasurable. It follows that A(t) n e (t−s)A(t) (as it is the limit of Riemann integrals) is F t -measurable. In particular this holds for n = 2, and hence Q(t, s) is F tmeasurable as well. On (s, t), the map r → Q n−1 (t, r)Q(r, s) is continuous, by [ 
Now [4, Lemma 1.10(i)] yields the required continuity of g and its integral will be F t -measurable again. Combining all terms we deduce that Z(t, s) is F t -measurable. By [1, Lemma 2.2(ii)] the map r → Z(r, s) is continuous on (s, t) and therefore, we can now deduce that S(t, s) is F t -measurable.
Step 2: measurability of the process S. For n ∈ N and k = 0, 1, . . . , n−1, consider the triangle
Let I be the identity operator on
Since S(t, s) : Ω → L (E 0 ) is strongly measurable, by Step 1, it follows that X n : ∆ × Ω → L (E 0 ) is strongly measurable. Moreover, by strong continuity of S, pointwise on ∆ × Ω, one has X n → S. Obviously ω → S(t, s, ω) is only F t -measurable in general.
2.3.
Pathwise regularity properties of evolution families. Throughout this subsection we assume that (AT) holds. First we recall some facts from interpolation theory. An overview on the subject can be found in [9, 26, 53] .
For θ ∈ (0, 1) and p ∈ [1, ∞] the real interpolation space E t θ,p := (E 0 , D(A(t))) θ,p is the subspace of all x ∈ E 0 for which
with the obvious modification if p = ∞. Clearly, the space E t θ,p and its norm also depends on ω ∈ Ω, but this will be omitted from the notation. The space E t θ,p with the above norm is a Banach space. For convenience we also let
. By applying A(t) finitely many times on both sides we extend the definition of the spaces
Here, the embedding constants only depend on the constants in (AT1) and thus are independent of time and ω. For θ ∈ (0, 1), let (−A(t, ω)) −θ be defined by
and let (−A(t)) θ = ((−A(t)) −θ ) −1 with as domain the range of (−A(t)) −θ . Endowed with the norm x D((−A(t)) θ ) = (−A(t)) θ x E0 , the space D((−A(t)) θ ) becomes a Banach space.
For θ ≥ 0, the following continuous embeddings hold:
and again the embedding constants only depend on the constants in (AT1). The next result follows from pointwise application of [46, (2.13) , (2.15) and Proposition 2.4]. Recall that µ, ν ∈ (0, 1] are the smoothness constants from (AT2). Lemma 2.6. There exists a mapping C : Ω → R + such that for all 0 ≤ s < t ≤ T , 0 ≤ α < β ≤ 1, η ∈ (0, µ + ν − 1), γ ∈ [0, µ), θ ∈ [0, 1] and δ, λ ∈ (0, 1), the following inequalities hold
In general C depends on the constants of (AT1) and (AT2). Note that to obtain (2.7) one needs to use reiteration in order to obtain the improvement from exponent ∞ to 1. Moreover, (2.9) follows from interpolation of (2.7) and (2.8) and reiteration.
2.4. Improved regularity under adjoint conditions. Throughout this section we assume the (AT)-conditions hold and that E 0 is reflexive. In this section we will obtain further pathwise regularity properties by duality arguments. Then (A(t) * ) t∈[0,T ],ω∈Ω is a family of closed densely define operators on E * 0 . Moreover, since R(λ, A(t) * ) = R(λ, A(t)) * , (AT1) holds for this family as well. Furthermore, we will assume that the family of adjoints satisfies (AT2) with constants µ * and ν * , throughout the rest of this section. Under the above assumption on the adjoint family, we know that for every t ∈ (0, T ], the family (A(t−τ ) * ) τ ∈[0,t] satisfies the (AT)-conditions as well, and therefore by Theorem 2.2 it generates an evolution family:
Recall from [2, Proposition 2.9] , that S(t, s) * = V (t; t − s, 0), and by Theorem 2.2 (5) and the chain rule, for s < t d ds S(t, s)
Lemma 2.7. Assume the above conditions. For every t ∈ (0, T ], the mapping s → S(t, s) belongs to C 1 ([0, t); L (E 0 )), and for all x ∈ D(A(s)) one has
, the following inequalities hold:
(2.14)
In particular, we see that for every s < t, the operator S(t, s)A(s) uniquely extends to a bounded operator on E 0 of norm C(t − s) −1 , which will be denoted by S(t, s)A(s) again. As before, the constant C depends on the constants in the (AT)-conditions for A and A * . Note that the additional condition on the adjoint family yields the improvement (2.14) of (2.10).
Proof. It follows from (2.13) that
where we identify E 0 and E * * 0 . Using S(t, s)
By a Hahn-Banach argument, we obtain
By (2.7) if θ = 0 and otherwise (2.8) for the adjoint family, we find that
and (2.15) follows. The proofs of (2.14) and (2.16) follow in the same way from (2.7) and (2.9), respectively.
Pathwise regularity of convolutions
In this section we will assume the following hypothesis. 
with uniform constants in (t, ω).
(iii) For η ∈ (0, η − ), E 0 is dense inẼ −η and for all x ∈ E 0 and ε > 0 one has
where C is independent of (t, ω).
Moreover, in particular it follows from (iii) that (−A(t)) −η−ε has a unique continuous extension to a bounded operator from E 0 intoẼ −η . From Remark 3.2 it will become clear why we assume η − < µ * + ν * − 1.
Remark 3.1.
(1) If A(t) is a differential operator with time dependent boundary conditions, then in general E t η will be time dependent as well. In this case one typically takesẼ η to be the space obtained by real interpolation from E 0 and the space E 1 ⊃ D(A(t)), where E 1 is the space obtained by leaving out the boundary conditions. (2) Note that it is allowed to chooseẼ −η = E 0 for all η ∈ (0, η − ). However, in the case A(t) is a differential operator, one often takesẼ η to be an extrapolation space which allows a flexibility for the noise term for η large enough.
Remark 3.2. Assume hypotheses (H2) and (H3).
The following observation will be used throughout the rest of the paper. Let ε > 0, a ∈ (0, η + ), s < t and set r = t+s 2 . By (2.5), (2.6) and (2.15), for all θ ∈ [0, η − ) and x ∈Ẽ −θ , we find that for ε > 0 small enough,
Note that here we use η − < µ * + ν * − 1. Similarly, with (2.10) we find that for all θ ∈ (0, η − )
where in both estimates C depends on ω.
The next lemma is taken from [55, Lemma 2.3] , and this is the place where the assumption that (Ẽ η ) η∈[0,η+] are interpolation spaces, is used. Lemma 3.3. Assume (H2) and (H3). Let α ∈ (0, η + ] and δ, γ > 0 such that γ + δ ≤ α. Then there exists a constant C > 0 depending on ω, such that
3.2. Sobolev spaces. Let X be a Banach space. For α ∈ (0, 1), p ∈ [1, ∞) and a < b, recall that a function f : (a, b) → X is said to be in the Sobolev space 
, this space becomes a Banach space. Moreover, every f ∈ C α (a, b; X) has a unique extension to a continuous
A well-known result is the following vector-valued Sobolev embedding:
The proof in [25, 14.28 
has a version which is continuous and this function lies in
Regularity of generalized convolutions.
We can now present the first main result of this section. It gives a space-time regularity result for the abstract Cauchy problem:
3) Recall that the solution is given by the convolution:
The next result extends [55, Proposition 3.2] , where a space-time Hölder continuity result has been obtained.
Theorem 3.4. Assume (H2) and (H3). Let
where C depends on ω.
Maximal L p -regularity results for (3.3) holds under additional assumptions on (A(t)) t∈[0,T ] and can be found in [38] .
Proof. Let ε > 0 be so small that δ + λ + θ + 2ε < 1. By (3.1), we find that
Therefore, Young's inequality yields that
Next we estimate the seminorm
Observe that applying (2.7) and (2.14) yields
Hence by Lemma 3.3 we obtain
Now it follows from integration over t and then Young's inequality that
.
For the other term by (2.7) we obtain
Integrating over s ∈ (0, t), it follows from Minkowski's inequality that
Taking p-th moments in t ∈ (0, T ), it follows from Young's inequality that
Combining the estimates, the result follows.
The second main result of this section gives a way to obtain pathwise regularity of the solution to the stochastic Cauchy problem
given by (1.4). For details on this we refer to Section 4 below.
Recall the convention that for a Banach space X, we put
Theorem 3.5. Assume (H2) and (H3).
The following assertions hold:
(1) The stochastic process ζ defined by
where C depends on ω. 
Note that in (2) the continuous version of f exists by (3.2).
Proof. The proofs in the case p = ∞ are much simpler and we focus on the case p ∈ (1, ∞). Let β = δ + θ + ε.
(1). Let ε > 0 be so small that β + λ + ε < α.
Therefore, by Holder's inequality applied with measure (t − σ) −1+ε dσ we find that
Observe that
We estimate the [·] W λ,p -seminorm of each of the terms separately. For T 2 note that by Remark 3.2,
Therefore, it follows from the Hardy-Young inequality (see [18, p. 245-246] ) that
Integrating with respect to t ∈ (0, T ) and using the definition of g we find that
For T 1 , we can write
For T 1a , by Remark 3.2 we have
It follows that
To estimate T 1b let γ = α − ε − β. By Lemma 3.3, Lemma 2.6 and Lemma 2.7,
with τ = (s + σ)/2. It follows that from Hölder's inequality that
where by the choice of γ, the function h(s) satisfies
Using Fubini's theorem and γ > λ we can conclude that
. and this finishes the proof of (1).
To prove (2), let ε > 0 be such that
Moreover, multiplying F by a suitable smooth cut-off function we can assume that additionally F = 0 on [T + 1, ∞).
We have by Lemma 3.3 and (3.4),
Applying the fractional Hardy inequality (see [19, Theorem 2] ; here we use 1 p < β + λ + 2ε) and elementary estimates we find that the latter is less or equal than
Finally we estimate the L p -norm ofζ. From Remark 3.2 we see that
Taking L p -norms and applying the fractional Hardy inequality as before we obtain
This completes the proof of (2).
Pathwise mild solutions
In this section we will introduce a new solution formula for equations of the form:
Here W is an H-cylindrical Brownian motion and 
However, in general s → S(t, s) is only F t -measurable (see Proposition 2.4 and Example 2.5). Therefore, the stochastic integral does not exist in the Itô sense. We will give another representation formula which provides an alternative to mild solutions to (4.1). We say U is a pathwise mild solution to (4.1) if almost surely for almost all t ∈ [0, T ],
3) is defined in a pointwise sense and pathwise continuous (see Theorem 3.5).
A better name for the solution (4.3) would be a 'pathwise singular representation of the mild solution'. Pathwise appears in the name, since the representation formula (4.3) is defined in a pathwise sense, but we prefer to use the abbreviated version.
Clearly, there is no adaptedness issue in (4.3) as the evolution family is only used in integration with respect to the Lebesgue measure. Moreover, the solution U will be adapted and measurable. A difficulty in the representation formula (4.3) is that usually the kernel S(t, s)A(s) has a singularity of order (t − s) −1 , but we will see below that I (1 (s,t) G) is small enough for s close to t to make the integral in (4.3) convergent. Moreover, we will show that the usual parabolic regularity results hold.
In Section 4.1 we first repeat some basic results from stochastic integration theory. In Section 4.2 we show that in the bounded case the pathwise mild solution (4.3) yields the right solution. The space-time regularity of U defined by (4.3) is studied in Section 4.3. In Section 4.4 we show that a pathwise mild solution is a variational and weak solution and vice versa. Finally in Section 4.5 we prove the equivalence with a forward mild solution (4.2) (based on forward integration). The latter will not be used in the rest of the paper, but provides an interesting connection.
In this section we assume the hypotheses (H1)-(H3) and we impose a further condition on the spaces in (H3).
(H4) The spaces (Ẽ η ) η∈(−η−,η+] from (H3) all have umd and type 2.
Details on umd and type can be found in [13] and [16] , respectively. 4.1. Stochastic integration. Below we briefly repeat a part of the stochastic integration theory in umd spaces E with type 2. For details on stochastic integration in such spaces or more generally martingale type 2 spaces, we refer to [10, 32, 35, 49] and the references therein.
For spaces E with umd one can develop an analogue of Itô's theory of the stochastic integral (see [29] ). To be more precise: one can precisely characterize which adapted and strongly measurable G : [0, T ] × Ω → L (H, E) are stochastically integrable. Moreover, two-sided estimates can be obtained. If additionally the space E has type 2, then there exists an easy subspace of stochastically integrable processes. Indeed, for every adapted and strongly measurable
the stochastic integral process
exists and is pathwise continuous.
For convenience we write
Moreover, for all p ∈ (0, ∞), there exists a constant C independent of G such that the following one-sided estimate holds:
Here, γ(H, E) is the space of γ-radonifying operators R : H → E. For details on γ-radonifying operators we refer to [28, 32] . One can deduce Sobolev regularity of the integral process (see [40] ).
Proposition 4.1. Assume E has type 2, let p ∈ [2, ∞) and 0 < α <
By (3.2) one can also derive Hölder regularity and convergence in the Hölder norm in the case α > 1/p.
4.2.
Motivation in the bounded case. Below we will show that in the special case of bounded A, the pathwise mild solution U defined by (4.3), is a solution to (4.1).
3) is adapted and satisfies
The above result is only included to show that (4.3) leads to the "right"solution. In the case A is bounded, one can construct the solution as in the classical finite dimensional situation.
Proof. By [37, Theorem 5.2], (A(t, ω)) t∈[0,T ] generates a unique continuous evolution family (S(t, s, ω)) 0≤s≤t≤T and pointwise in Ω the following identities hold
Moreover, from the construction in [37, Theorem 5.2] one readily checks that for each 0 ≤ s ≤ t ≤ T , ω → S(t, s, ω) is F t -measurable and thus U defined by (4.3) is adapted. It follows that
Therefore, by Fubini's theorem we obtain
Combining both identities, the result follows.
Remark 4.3. In the general case that A is unbounded, the integrals in the above proof might diverge and one needs to argue in a different way. However, if G takes values in a suitable subspace of the domains of A, and under integrability assumptions in s ∈ (0, T ), one can repeat the above calculation in several situations.
4.3. Regularity. As a consequence of the previous results we will now derive a pathwise regularity result for the pathwise mild solution U given by (4.3).
Theorem 4.4. Let p ∈ (2, ∞) and let θ ∈ [0, min{η − ,
The process U given by (4.3) is adapted and is in L 0 (Ω; W λ,p (0, T ;Ẽ δ )). Moreover, for every α ∈ (λ + δ + θ, 1 2 ), there is a mapping C : Ω → R + which only depends on δ, λ, p and the constants in (H1)-(H4) such that
Note that J(G) ∈ W α,p (0, T ;Ẽ −θ ) a.s. by Proposition 4.1.
Proof. Let α ∈ (λ + δ + θ, * ∈ E * 0 on both sides of (4.1) and integrating gives
where the last expression only makes sense if x * ∈ D(A(s) * ) for almost all s ∈ (0, T ) and ω ∈ Ω, and s → U (s), A(s) * x * is in L 1 (0, T ) almost surely. In the case the domains D(A(t, ω)) depend on (t, ω), it is more natural to use (t, ω)-dependent functionals ϕ : [0, t] × Ω → E * 0 to derive a weak formulation of the solution. Here ϕ will be smooth in space and time, but will not be assumed to be adapted. Formally, applying the product rule to differentiate and then integrate the differentiable function U (t) − I(1 (0,t) G), ϕ(t) , one derives that
Adding the stochastic integral term to both sides yields
Clearly, (4.6) reduces to (4.5) if ϕ ≡ x * . Below we will show that the pathwise mild solution (4.3) is equivalent to (4.6). Moreover, in the case the domains are constant in time, both are equivalent to (4.5). Therefore, this provides the appropriate weak setting to extend the equivalence of Proposition 4.2.
First we define a suitable space of test functions.
There is a mapping C : Ω → R + and an ε > 0 such that for all s ∈ [0, t),
* S(t, s)x * is continuous, and by the adjoint version of (2.16) the latter satisfies
for all λ ∈ (0, 1). The latter satisfies the required condition whenever λ ∈ (β, 1).
In the next theorem we show the equivalence of the formulas (4.3) and (4.6). It extends Proposition 4.2 to the unbounded setting.
Theorem 4.7. Let p ∈ (2, ∞) and let G be an adapted process belonging to
(1) If for all t ∈ [0, T ], (4.3) holds a.s., then for all β ∈ (θ, η − ), for all t ∈ [0, T ] and for all ϕ ∈ Γ t,β the identity (4.6) holds a.s.
and there is β ∈ (θ, η − ) such that for all t ∈ [0, T ], for all ϕ ∈ Γ t,β the identity (4.6) holds a.s., then for all t ∈ [0, T ], U satisfies (4.3) a.s.
We have already seen that (4.3) is well-defined. Also all terms in (4.6) are welldefined. For instance
and the latter is integrable with respect to s ∈ (0, t).
In the proof we will use the following well-known identity:
7) where β ∈ (θ, η − ). The identity (4.7) can be proved by first taking x * ∈ D(A(s) * ) and x ∈ E 0 , and an approximation argument to obtain the identity for x ∈Ẽ −θ and x * ∈ D(((−A(s)) β ) * ).
Proof. (1): Assume (4.3) holds and fix s
Since also r → I( By (4.7) (with x = I(1 (0,s) G)), (4.3) and the above identity we find that
Now let ϕ ∈ Γ t,β . Applying the above with x * = A(s) * ϕ(s) and integrating over s ∈ (0, t) we find that Note that the above integrals converge absolutely. Indeed, for all ε > 0 small, one has by (2.16) and the assumption on ϕ that
The latter is clearly integrable with respect to s ∈ (r, t) for ε > 0 small enough. The same estimate holds with A(s) * ϕ(s) replaced by ϕ ′ (s). Using (4.10) in the identity (4.9) we find that
Therefore, by (4.8) applied with s = t and x * = ϕ(t), and Fubini's theorem we find
This implies that U satisfies (4.6).
(2): Assume (4.6) holds. Fix t ∈ [0, T ] and x * ∈ D(A(t) * ). By Example 4.6 the process ϕ : [0, t] × Ω → E * 0 given by ϕ(s) = S(t, s) * x * is in Γ t,β for all β ∈ [0, η − ). Applying (4.6) and using that ϕ ′ (s) = −A(s) * ϕ(s) we find that
and as in part (1) of the proof this can be rewritten as
The identity (4.3) follows from the Hahn-Banach theorem and density of D(A(t) * ) in E * 0 . Remark 4.8. If ϕ in (4.6) is not dependent of Ω, then the stochastic Fubini theorem and integration by parts show that (4.6) is equivalent with
This solution concept coincides with the one in [55] and is usually referred to as a variational solution. Using the forward integral one can obtain (4.12) from (4.6) for ϕ depending on ω in a nonadapted way (see Section 4.5 for the definition of the forward integral).
In the next theorem we show the equivalence of the pathwise mild solution (4.3) and the usual weak formulation (4.5). It extends also Proposition 4.2 to the unbounded setting. 
. Let x * ∈ F and take ϕ ≡ x * . Unfortunately, ϕ is not in Γ t,0 . However, due to the extra regularity of G, one can still proceed as in the proof of Theorem 4.7 (1). Indeed, the only modification needed is that (4.10) holds for x * ∈ F and x ∈ E 1 . Moreover, since ϕ ′ = 0, (4.5) follows from (4.6). Now let G ∈ L 0 (Ω; L p (0, T ; γ(H,Ẽ −θ )) and define an approximation by G n (t) = n 2 R(n, A(t)) −2 G(t). Let U n be given by (4.3) with G replaced by G n . Then by the above, U n satisfies
By the dominated convergence theorem, almost surely G n → G in the space L p (0, T ; γ(H,Ẽ −θ )). Therefore, Proposition 4.1 and Theorem 4.
Letting n → ∞ in (4.13), we obtain (4.5). (2): The strategy of the proof is to show that U satisfies (4.6) and to apply Theorem 4.7. In order to show (4.6) we need to allow the functional x * ∈ F to be dependent on s ∈ [0, t] and ω ∈ Ω. In order to do so, fix t ∈ [0, T ], let f ∈ C 1 ([0, t]) and x * ∈ F . Let ϕ = f ⊗ x * . By integration by parts and (4.5) (applied twice) we obtain
This yields (4.6) for the special ϕ as above. By linearity and approximation the identity (4.6) can be extended to all ϕ ∈ C .11) follows. 4.5. Forward integration and mild solutions. In this section we show how the forward integral can be used to define the mild solution to (4.1) and show that it coincides with the pathwise mild solution (4.3). The forward integral was developed by Russo and Vallois in [42] , [43] , and can be used to integrate nonadapted integrands and is based on a regularization procedure. We refer to [44] for a survey on the subject and a detailed collection of references.
Fix an orthonormal basis (
The process G is called forward integrable if (I − (G, n)) n≥1 converges in probability. In that case, the limit is called the forward integral of G and is denoted by
This definition is less general than the one in [40] , but will suffice for our purposes here.
In [40] it has been shown that for umd Banach spaces the forward integral extends the Itô integral from [29] . In particular, the forward integral as defined above extends the stochastic integral as described in Section 4.1.
We will now show that the forward integral can be used to extend the concept of mild solutions to the case where A(t) is random. The proof will be based on a pointwise multiplier result for the forward integral from [40] .
Theorem 4.10. Assume (H1)-(H4). Let
. For every t ∈ [0, T ], the process s → S(t, s)G(s) is forward integrable on [0, t] with values inẼ δ , and
where U is given by (4.3).
The above identity is mainly of theoretical interest as it is rather difficult to prove estimates for the forward integral in a direct way. Of course (4.3) allows to obtain such estimates. Due to (4.14) one could call U a forward mild solution to (4.1).
As a consequence of Theorems 4.9 and 4.10, there is an equivalence between weak solutions and forward mild solutions. Under different assumptions it was shown in [23, Proposition 5.3 ] that every forward mild solution is a weak solution.
N (r) dr for s ∈ [0, t) and thus M is continuously differentiable with derivative N . By Remark 3.2 there is a mapping C :
Now by the non-adapted multiplier result for the forward integral from [40] we find that M G is forward integrable and
Remark 4.11. Another pathwise approach to stochastic evolution equations can be given using a Wong-Zakai type regularization procedure. In [3] , this procedure has been considered in a linear setting with deterministic A(t). In [52] , in the case that A does not dependent on time, existence and uniqueness of martingale solutions for general stochastic evolution equations have been proved using WongZakai regularization.
Semilinear stochastic evolution equations
In this section we assume Hypotheses (H1)-(H4). We will apply the results of the previous sections to study the following stochastic evolution equation on the Banach space E 0 dU (t) = (A(t)U (t) + F (t, U (t))) dt + B(t, U (t)) dW (t),
Here F and B will be suitable nonlinearities of semilinear type. In Section 5.1 we will first state the main hypotheses on F and B and define the concept of a pathwise mild solution. In Section 5.2 we will prove that there is a unique pathwise mild solution under the additional assumption that the constants in the (AT)-conditions do not depend on ω. The uniformity condition (H5) will be removed in Section 5.3 by localizing the random drift A.
Setting and solution concepts.
Recall that the spacesẼ η were defined in (H3) in Section 3. We impose the following assumptions on F and B throughout this section:
(HF) Let a ∈ [0, η + ) and θ F ∈ [0, η − ) be such that a + θ F < 1. For all x ∈Ẽ a , (t, ω) → F (t, ω, x) ∈Ẽ −θF is strongly measurable and adapted. Moreover, there exist constants L F and C F such that for all t ∈ [0, T ], ω ∈ Ω, x, y ∈Ẽ a ,
is strongly measurable and adapted. Moreover, there exist constants L B and C B such that for all
). In the sequel we will write
for the deterministic and stochastic (generalized) convolution. The integral t 0 S(t, s)A(s)I(1 (s,t) G) ds was extensively studied in Section 4. Recall from Theorem 4.4 that is it well-defined and defines an adapted process in L 0 (Ω; W λ,p (0, T ;Ẽ δ )) for suitable λ and δ.
is called a pathwise mild solution of (5.1) almost surely, for almost all t ∈ [0, T ],
Note that the convolutions in (5.2) might only be defined for almost all t ∈ [0, T ]. However, if p ∈ (2, ∞) is large enough, then they are defined in a pointwise sense and pathwise continuous (see Theorems 3.4 and 3.5) and we obtain that for almost all ω ∈ Ω, for all t ∈ [0, T ] (5.2) holds.
One can extend Proposition 4.2 and Theorems 4.7, 4.9 and 4.10 to the nonlinear setting. Indeed, this follows by taking G = B(·, U ) and including the terms F and u 0 . The latter two terms do not create any problems despite the randomness of A, because the terms are defined in a pathwise way, and therefore can be treated as in [55] . As a consequence we deduce that (5.2) yields the "right" solution of (5.1) in many ways (variational, forward mild, weak).
5.2.
Results under a uniformity condition in Ω. In this section we additionally assume the following uniformity condition.
(H5) The mapping L : Ω → R + from (AT2) for A(t) and A(t) * is bounded in Ω.
Under Hypothesis (H5), it is clear from the proofs that most of the constants in Sections 2 and 3 become uniform in Ω. In Section 5.3 we will show how to obtain well-posedness without the condition (H5).
For a Banach space X, we write B([0, T ]; X) for the strongly measurable functions f : [0, T ] → X. For δ ∈ (−1, η + ) and p ∈ (2, ∞) let Z p δ be the subspace of strongly measurable adapted processes u : [0, T ] × Ω →Ẽ δ for which
In the next lemma we show that L is well-defined and is a strict contraction in a suitable equivalent norm on Z p a .
Lemma 5.2. Assume (H1)-(H5), (HF) and (HB). Let p ∈ (2, ∞). If the process
Moreover, there exists a constant C independent of u 0 such that
Proof. Choose ε > 0 so small that a + θ F + ε < 1 and a + θ B + ε < 1/2. We will first prove several estimates for the individual parts of the mapping L. Note that the stochastic convolution term S ⋄ B(·, U ) is defined in a nonstandard way, and therefore we need to give all details in the proof below. Conclusions will be derived afterwards. For κ ≥ 0 arbitrary but fixed for the moment, define the equivalent norm on
We also let
Stochastic convolution: Let G ∈ Z p −θB be arbitrary. Clearly, we can write S ⋄ G(t) L p (Ω;Ẽa) ≤ T 1 (t) + T 2 (t), where
, and T 2 (t) = S(t, 0)I(1 (0,t) G) L p (Ω;Ẽa) . To estimate T 1 note that by Remark 3.2
By (H5), C is independent of ω. By (4.4) and Minkowski's inequality we have
Therefore, we find that
where φ 2 is given by
Since a + θ B + ε < 1 2 , the latter is finite. Moreover, lim κ→∞ φ 2 (κ) = 0. To estimate T 2 (t) note that by Remark 3.2, (H5) and (5.6) with s = 0,
Therefore, using sup σ≥0 σ −a−θB −ε (1 − e −2σ ) 1/2 < ∞, we find that
Combining the estimate for T 1 and T 2 we find that
where 
Deterministic convolution: Let f ∈ Z p −θF . By Remark 3.2 applied pathwise and (H5) one obtains
where C is independent of ω. In particular, taking L p (Ω)-norms on both sides we find that
Using e −κt = e −κ(t−σ) e −κσ , it follows that
Clearly, lim κ→∞ φ 1 (κ) = 0. Now let u, v ∈ Z p a . By the hypothesis (HF), F (·, u) and
and therefore, we find that S * F (·, u) and
Conclusion. From the above computations, it follows that L is a bounded operator on
Choosing κ large enough, the result follows. Also, (5.5) follows by taking v ≡ 0.
As a consequence we obtain the following result. 
and there is a constant independent of u 0 such that
Of course by Sobolev embedding (3.2) one can further deduce Hölder regularity of the solution.
Proof. By Lemma 5.2 there exists a unique fixed point U ∈ Z p a of L. Clearly, this implies that U is a pathwise mild solution of (5.1). Moreover, from (5.5) we deduce that
Next we prove the regularity assertion. From Theorem 3.4, (HF) and the previous estimate we see that:
Similarly, by Theorem 4.4 (with α ∈ (a + δ + θ B + λ, 
One can extend the above existence and uniqueness result to the situation where u 0 : Ω →Ẽ a is merely F 0 -measurable. For that, we will continue with a local uniqueness property that will be used frequently.
Lemma 5.4. Assume (H1)-(H5), (HF) and (HB). LetÃ be another operator satisfying (H1), (H2), (H3) and (H5) with the same spaces (Ẽ η ) −η0<η≤η+ and let the evolution family generated byÃ be denoted by (S(t, s)) 0≤s≤t≤T . Let u 0 ,ũ 0 : Ω → E 0 a,1 be F 0 -measurable and such that S(t, 0)u 0 ,S(t, 0)ũ 0 ∈ Z p a . LetL be defined as L, but with (S(t, s)) 0≤s≤t≤T and u 0 replaced by (S(t, s)) 0≤s≤t≤T andũ 0 , respectively. Let Γ ∈ F 0 and let τ be a stopping time.
Suppose for almost all ω ∈ Γ and all t ∈ [0, τ (ω)], A(t, ω) =Ã(t, ω) and
then for almost all ω ∈ Γ and all t ∈ [0, τ (ω)] one has U (t) =Ũ (t).
Proof. First we claim that for all u ∈ Z p a one has 10) where
Indeed, by the (pathwise) uniqueness of the evolution family one has almost surely on Γ for all 0 ≤ s ≤ t ≤ τ , S(t, s) =S(t, s). Now the identity (5.10) can be verified for each of the terms in L andL. For instance for the first part of stochastic convolution term one has
, so we can replace S byS on the righthand side of (5.11). Moreover, using a property of the forward integral [40, Lemma 3.3] (or the local property of the stochastic integral) one sees
Thus we can replace u by v on the right-hand side of (5.11).
We will now show how the statement of the lemma follows.
it follows from the assumption, (5.10) and Lemma 5.2 that We combine the previous lemma with a localization argument to obtain the main result of this subsection.
Theorem 5.5. Assume (H1)-(H5), (HF) and (HB). Let δ, λ > 0 be such that a + δ + λ < min{
a,1 a.s., then the following holds: (1) There exists a unique adapted pathwise mild solution U of (5.1) that be-
Note that because of the above result we can also view L as a mapping from the subspace of adapted processes in
is F 0 -measurable. Moreover, by Lemma 3.3, t → S(t, 0)u 0 ∈Ẽ a has continuous paths. Define u n = u 0 1 { u0 E 0 a,1 ≤n} . Then u n is F 0 -measurable, and t → S(t, 0)u n ∈Ẽ a has continuous paths and
Hence by Theorem 5.3, problem (5.1) with initial condition u n admits a unique pathwise mild solution U n ∈ L p (Ω × [0, T ];Ẽ a ). Moreover, by Theorem 5.3 and (3.2) there exists a version of U n such that U n − S(t, 0)u n has paths in
In particular, U n has paths in C([0, T ];Ẽ a ). Moreover, almost surely on
Then U is strongly measurable and adapted. Moreover, almost surely on the set Uniqueness. Suppose U 1 and U 2 are both adapted pathwise mild solutions to (5.1) that belong to L 0 (Ω; C([0, T ];Ẽ s )). We will show that almost surely U 1 ≡ U 2 . For each n ≥ 1 and i = 1, 2 define the stopping times
where we let ν i n = T if the infimum is taken over the empty set. Let τ n = ν 
In particular, almost surely for almost all t ≤ τ n , one has U 1 (t) = U 2 (t). If we let n → ∞ we obtain that almost surely, for all t ∈ [0, T ], one has U 1 (t) = U 2 (t).
5.3.
Results without uniformity conditions in Ω. In this section we will prove a well-posedness result for (5.1) without the uniformity condition (H5). The approach is based on a localization argument. Due to technical reasons we use a slightly different condition than (AT2), which is more restrictive in general, but satisfied in many examples. Details on this condition can be found in [4] and [9, Section IV.2]. This condition is based on the assumption that D(A(t)) has constant interpolation spaces E ν,r = (E 0 , D(A(t))) ν,r for certain ν > 0 and r ∈ [2, ∞), and the fact that the resolvent is µ-Hölder continuous with values in E ν,r with µ+ν > 1. Note that in [9, Section IV.2] more general interpolation spaces are allowed. For convenience we only consider the case of constant real interpolation spaces.
(CIS) Condition (AT1) holds and there are constants ν ∈ (0, 1] and r ∈ [1, ∞] such that E ν,r := (E 0 , D(A(t, ω))) ν,r is constant in t ∈ [0, T ] and ω ∈ Ω and there is a constant C such that for all x ∈ E ν,r ,
There is a µ ∈ (0, 1] with µ + ν > 1 and a mapping K : Ω → R + such that for all s, t ∈ [0, T ], ω ∈ Ω,
We have allowed ν = 1 on purpose. In this way we include the important case where D(A(t, ω)) is constant in time. Clearly, this condition implies (AT2) with constant L(ω) ≤ CK(ω). Indeed, one has for all λ ∈ Σ ϑ :
(5.13)
We will now replace (H5) by the following hypothesis.
(H5) ′ Assume E 0 is separable. Assume (A(t)) t∈[0,T ] and (A(t) * ) t∈[0,T ] satisfy (CIS) with constants µ + ν > 1 and µ * + ν * > 1.
Unlike (H5), the mapping K is allowed to be dependent on Ω.
We can now prove the main result of this section which holds under the hypotheses (H1)-(H4), (H5) ′ , (HF) and (HB). Unlike in Theorem 5.3 one cannot expect that the pathwise mild solution has any integrability properties in Ω in general. This is because of the lack of integrability properties of S(t, s).
and φ(0) = 0. Define φ * in the same way for the adjoints (A(t) * ) t∈[0,T ] . It follows from (H5)
′ and Lemma A.1 that φ and φ * are pathwise continuous. We claim that φ and φ * are adapted. Since E 0 is separable, A(t)
L (E0,Eν,r) can be written as a supremum of countably many functions A(t)
−1 x n Eν,r , which are all F t -measurable by the Pettis measurability theorem. The claim follows.
Define the stopping times κ n , κ *
and similarly for A n (t) * , and it follows from (5.13) that A n and A * n satisfy (H5) with µ − ε instead of µ, and with L(ω) = Cn. Let (S n (t, s)) 0≤s≤t≤T be the evolution family generated by A n . Since A n (t) = A(t) for t ≤ τ n , it follows from the uniqueness of the evolution family that S n (t, s) = S(t, s) for 0 ≤ s ≤ t ≤ τ n .
Existence. Let the initial values (u n ) n≥1 be as in the proof of Theorem 5.5. It follows from Theorem 5.3 that for each n ≥ 1, there is a unique adapted pathwise mild solution U n ∈ L p (Ω; C([0, T ];Ẽ a )) of (5.1) with A and u 0 replaced by A n and u n . Moreover, it also has the regularity properties stated in Theorem 5.5. We will use the paths of (U n ) n≥1 to build a new process U which solves (5.1).
For
Note that L n (U n ) = U n for every n. Fix m ≥ 1 and let n ≥ m. Note that on Γ m , u n = u m and on [0, τ ], A n = A m . By Lemma 5.4 we find that almost surely on the set Γ m , if t ≤ τ m , U n (t) = U m (t). Therefore, we can define
Then U is strongly measurable and adapted. Moreover, almost surely on Γ m and t ≤ τ m , U (t) = U m (t). For ω ∈ Ω and m ≥ 1 large enough, τ m (ω) = T . Thus the process U has the same path properties as U m , which yields the required regularity. One easily checks that U is a pathwise mild solution to (5.1). Uniqueness. Let U 1 and U 2 be adapted pathwise mild solutions in the space L 0 (Ω; C([0, T ];Ẽ a )). We will show that U 1 = U 2 . Let κ n and κ * n be as in the existence proof. Let
Let p ≥ 2 and set E = L p (R n ). On E, we define the linear operators A(t, ω) for
By integration by parts, the adjoint A(t, ω) * of A(t, ω) satisfies
is a closed operator. In fact, from [20, Theorem 8.1.1], it follows that there exists a constant c depending only on p, κ, K, w and n, such that
By a careful check of the proof of [37, Theorem 7.3.6] , it follows that one can find a sector Σ ϑ , ϑ ∈ (π/2, π), and a constant M , both independent of t and ω, such that for all λ ∈ Σ ϑ ,
Changing A(t, ω) to A(t, ω) − λ 0 and f to f + λ 0 if necessary, it follows that (AT1) holds. Note that the constant C f may be affected when replacing f with f + λ 0 , but it will remain independent of t, ω, s and x. The operator A(t, ω) satisfies (CIS) with ν = 1, see [57, Theorem 4.1] . Hence (H2) and (H5) ′ are satisfied. Hypothesis (H1) holds by Example 2.3. To verify (H3), take η + = 1 and for η ∈ (0, η + ), setẼ
p,p (R n ).
We do not need to choose an η − , see Remark 3.1. Since B 2η p,p (R n ) has type 2 and is a umd space, (H4) holds.
Let F : [0, T ] × Ω × E → E be defined by F (t, ω, x)(s) = f (t, ω, s, x(s)).
Let B : [0, T ] × Ω × E → γ(L 2 (R n ), E) be defined by (B(t, ω, x)h)(s) = g(t, ω, s, x(s))( Qh)(s).
By assumption (6.7) it follows that for any x ∈ E and h ∈ L 2 (S),
Therefore, from [55, Lemma 2.7] we can conclude that there is a constant C depending on Q and p such that
It follows that (HF) and (HB) are satisfied with choices a = θ F = θ B = 0. With the above definitions of A, F and B, problem (6.1) can be rewritten as du(t) = (A(t)u(t) + F (t, u(t))) dt + B(t, u(t)) dW (t), p,p (R n ))).
Remark 6.2.
(1) A first order differential term in problems (6.1) and (6.9) may be included. This term may in fact be included in the function f . To handle such a situation, one needs to consider a > 0, θ F > 0. (2) One can also consider the case of non-trace class noise, e.g. space-time white noise, see for instance [30] . In this situation one needs to take a > 0, θ B > 0. Also in the case of boundary noise or random point masses, one can consider a > 0, θ F > 0 and θ B > 0, see [47, 48] .
6.2. Second order equation on a bounded domain S with Neumann boundary conditions. Let S be a bounded domain in R n with C 2 -boundary and outer normal vector n(s). (A(t, ω) ).
where the constant c depends only on p, κ, K, w, n and the shape of the domain S. As in the previous example, A(t, ω) and A(t, ω) * both satisfy (AT1). Next, we will show (CIS). By [8, Theorem 5.2] and [8, (5.25) ], it follows that for ν < A similar estimation holds again for the adjoint. This proves (CIS) and therefore (H5) ′ and (H2) (see also (5.13) and its discussion). The verification of hypothesis (H1) is given in the appendix, see Lemma B.1. To verify (H3), take η + = 1 2 andẼ η := (E, W 2,p ) η,p . Note that in particular, regarding (6.13), (H3)(ii) is satisfied. As in the previous example, we do not need to consider η − . Also (H4) is satisfied by the choice ofẼ η . The verification of (HF) and (HB) is as in Section 6.1. In fact, we can take a = θ F = θ B = 0 again. This means that problem (6.9) can be rewritten as a stochastic evolution equation du(t) = (A(t)u(t) + F (t, u(t))) dt + B(t, u(t)) dW (t), u(0) = u 0 .
(6.14)
Hence, if δ, λ > 0 such that δ + λ < p,p (S))). Remark 6.4. In the above we assumed µ > 1/2. However, it is clear that we can consider the case µ > Consider the operator A k defined by (6.10) but with a k ij instead of a ij . Note that A k satisfies (AT1). Since a k ij is countably valued, R(λ, A k (t)) : Ω → L (L p (S)) is countably valued as well, and hence F t -measurable. By (B.1), we obtain R(λ, A k (t)) → R(λ, A(t)) as k → ∞, uniformly in Ω, and therefore it follows that R(λ, A(t)) is F t -measurable.
To prove strong measurability, repeat step 1 but with A : 
