Abstract-We address the connection between the multiple-description (MD) problem and Delta-Sigma quantization. The inherent redundancy due to oversampling in Delta-Sigma quantization, and the simple linear-additive noise model resulting from dithered lattice quantization, allow us to construct a symmetric and time-invariant MD coding scheme. We show that the use of a noise-shaping filter makes it possible to trade off central distortion for side distortion. Asymptotically, as the dimension of the lattice vector quantizer and order of the noise-shaping filter approach infinity, the entropy rate of the dithered Delta-Sigma quantization scheme approaches the symmetric two-channel MD rate-distortion function for a memoryless Gaussian source and mean square error (MSE) fidelity criterion, at any side-to-central distortion ratio and any resolution. In the optimal scheme, the infinite-order noise-shaping filter must be minimum phase and have a piecewise flat power spectrum with a single jump discontinuity. An important advantage of the proposed design is that it is symmetric in rate and distortion by construction, so the coding rates of the descriptions are identical and there is therefore no need for source splitting.
should be clear that the process of oversampling is not required in order to obtain a digital signal. However, oversampling leads to a controlled amount of redundancy in the digital signal. This redundancy can be exploited in order to achieve a certain degree of robustness against inaccuracy in the quantization, or partial loss of information due to transmission of the digital signal over error-prone channels. In this paper, we pursue the latter aspect, and relate it to the problem of multiple descriptions (MDs).
In the information theory community, the problem of quantization is usually referred to as a source coding problem whereas the problem of reliable transmission is referred to as a channel coding problem. Their combination then forms a joint source-channel coding problem. The MD problem [2] , which has recently received a lot of attention, is basically a joint source-channel coding problem. The MD problem is concerned with lossy encoding of information for transmission over an unreliable -channel communication system. The channels may break down resulting in erasures and a loss of information at the receiving side. The receiver knows which subset of the channels is working; the transmitter does not. The problem is then to design an MD system which, for given channel rates, minimizes the distortions due to reconstruction of the source using information from any subsets of the channels. Currently, the achievable MD rate-distortion region is only completely known for the case of two channels, squared-error fidelity criterion, and a memoryless Gaussian source [2] , [3] . The bounds of [3] have been extended to stationary and smooth sources in [4] , [5] , where they were proven to be asymptotically tight at high resolution. Inner and outer bounds to the rate-distortion region for the case of channels were presented in [6] [7] [8] but it is not known whether any of the bounds are tight for channels.
The earliest practical MD schemes, which were shown to be asymptotically optimal at high resolution and large lattice vector quantizer dimensions, were based on the principle of index assignments, cf. [9] [10] [11] [12] [13] . Unfortunately, the existing methods for constructing index assignments in high vector dimensions are complex and computationally demanding. To avoid the difficulty of designing efficient index assignments, it was suggested in [14] that the index assignments of a two-description system can be replaced by successive quantization and linear estimation. More specifically, the two side descriptions can be linearly combined and further enhanced by a refinement layer to yield the central reconstruction. The design of [14] suffers from a rate loss of 0.5 bit/dim at high resolution and is therefore not able to achieve the MD rate-distortion bound. 1 Recently, however, this gap was closed by Chen et al. [15] who recognized that the rate region of the MD problem forms a polymatroid, and showed that the corner points of this rate region can be achieved by successive estimation and quantization. The design of Chen et al. is inherently asymmetric in the description rate since any corner point of a nontrivial rate region will lead to asymmetric rates. To symmetrize the coding rates, it is necessary either to time-share between corner points, or to break the quantization process into additional stages, which is a method known as "source splitting" (following Urbanke and Rimoldi's rate splitting approach for the multiple-access channel). When finite-dimensional quantizers are employed, there is a space-filling loss due to the fact that the quantizer's Voronoi cells are finite dimensional and not completely spherical, [16] , and as such each description suffers a rate loss. The rate loss of the design given in [15] is that of quantizers because source splitting is performed by using an additional quantizers besides the conventional side quantizers. 2 An interesting open question is: can we avoid both the complexity of the index assignments and the extra space-filling loss due to source splitting in symmetric 3 MD coding?
Inspired by the works presented in [14] , [15] , [17] , we present a two-channel MD scheme based on two times oversampled dithered Delta-Sigma quantization, which is inherently symmetric in the description rate and as such there is no need for source splitting. 4 The rate loss when employing finite-dimensional quantizers (in parallel) is therefore given by that of two quantizers. The side-to-central distortion ratio is controlled by the noise-shaping filter; the more "high-pass" the noise is, the larger is the side-to-central distortion ratio. Asymptotically, as the dimension of the vector quantizer and order of the noise-shaping filter approach infinity, we show that the symmetric two-channel MD rate-distortion function for a memoryless Gaussian source and mean square error (MSE) fidelity criterion can be achieved at any resolution. It is worth emphasizing that our design is not limited to two descriptions but, in fact, an arbitrary number of descriptions can be created simply by increasing the oversampling ratio. 5 However, in this paper, we only prove optimality for the case of two descriptions.
In the Delta-Sigma quantization literature there seems to be a consensus of avoiding long feedback filters. We suspect this is mainly due to the fact that the quantization error in traditional Delta-Sigma quantization is a deterministic nonlinear function of the input signal, which makes it difficult to perform an exact system analysis. Thus, there might be concerns regarding the stability of the system. In our work, we use dithered (lattice) quantization, so that the quantization error is a stochastic process, independent of the input signal, and the whole system becomes linear. This linearization is highly desirable, since it 2 By use of time sharing, the rate loss can be reduced to that of only K quantizers. Moreover, in the two-description scalar deterministic case, the rate loss can be further reduced, cf. [15] . 3 By symmetric we refer to the case where the MD scheme has balanced description rates and balanced side distortions. 4 It should be noted that it is difficult to extend the proposed construction to allow for asymmetric description rates. 5 When considering more than two descriptions, the distortion generally depends upon the particular subset of received descriptions whereas the coding rate is the same for all descriptions. allows an exact system analysis for any filter order and at any resolution. 6 The case of infinite filter order has a very simple solution in the frequency domain, which (for large lattice dimension) guarantees that the proposed scheme achieves the symmetric two-channel MD rate-distortion function [2] , [3] . Besides the quantizer-based MD schemes mentioned above there exist several other approaches, e.g., MD schemes based on quantized overcomplete expansions [19] [20] [21] [22] . The works of [19] , [20] are based on finite frame expansions and those of [21] , [22] are based on redundant -channel filter banks.
It is well known that there is a connection between quantized overcomplete expansions and Delta-Sigma quantization, cf. [23] [24] [25] . Furthermore, as mentioned above, the connection between overcomplete expansions and the MD problem has also been established. Yet, to the best of the authors' knowledge, none of the schemes presented in [19] [20] [21] [22] are able to achieve the above mentioned MD rate-distortion bounds. Furthermore, the use of Delta-Sigma quantization explicitly for MD coding appears to be a new idea. In this paper, we show that traditional Delta-Sigma quantization can be recast in the context of MD coding and furthermore, that it provides an optimal solution to the MD problem in the symmetric case.
The paper is structured as follows: In Section II, we provide an introduction to dithered Delta-Sigma quantization. In Section III, a connection between Delta-Sigma quantization and MD coding is established and we present the main theorem of this work. The proof of the theorem is deferred to Section V. Section IV presents an asymptotic characterization and performance analysis of the proposed scheme in the limit of highdimensional vector quantization and high-order noise-shaping filter. Section VI shows that the proposed scheme is, in fact, asymptotically optimal at high resolution for any independent and identically distributed (i.i.d.) source with finite differential entropy. An extension to descriptions is presented in Section VII, and, finally, Section VIII contains the conclusions.
II. DITHERED DELTA-SIGMA QUANTIZATION Throughout this paper, we will use upper case letters for stochastic variables and lower case letters for their realizations. Infinite sequences and -dimensional vectors will be indicated by bold face. We let denote a zero-mean Gaussian variable of variance , and denote an infinite sequence of independent copies of . Thus, is an i.i.d. (white) Gaussian process. Moreover, denotes a realization of where is the th symbol of . 
A. Preliminaries: Entropy-Coded Dithered Quantization
Before introducing our dithered Delta-Sigma quantization system, let us recall the properties of entropy-coded dithered (lattice) quantization (ECDQ) [26] . ECDQ relies upon subtractive dither; see Fig. 1 . For an -dimensional input vector , the ECDQ output is given by , where denotes an -dimensional lattice quantizer with Voronoi cells [27] . The dither vector , which is known to both the encoder and the decoder, is independent of the input signal and previous realizations of the dither, and is uniformly distributed over the basic Voronoi cell of the lattice quantizer. It follows that the quantization error (1) is statistically independent of the input signal. Furthermore, is an i.i.d.-vector process, where each -block is uniformly distributed over the mirror image of the basic cell of the lattice, i.e., as . In particular, it follows that is a zero-mean white vector with variance [26] , [28] . The average code length of the quantized variables is given by the conditional entropy of the quantizer , where the conditioning is with respect to the dither vector . It is known that this conditional entropy is equal to the mutual information over the additive noise channel where (the channel's noise) is distributed as ; see [26] for details. The coding rate (per -block) of the quantizer is therefore given by (2) where denotes the mutual information and denotes the differential entropy. If subsequent quantizer outputs are entropy-coded jointly, then we must change the blockwise mutual information in the rate formula (2) to the joint mutual information between input-output sequences (if there is no feedback) [26] , or to the directed mutual information (if there is feedback) [29] , [30] .
If the source is white Gaussian, then the coding rate (2), normalized per-sample, is upper-bounded by (3) where is the dimensionless normalized second moment of the -dimensional lattice quantizer [27] . In the second equality, is the total distortion after a suitable post-filter (multiplier) and is the rate-distortion function of the white Gaussian source ; see [31] . The quantity is the space-filling loss of the quantizer and is the divergence of the quantization noise from Gaussianity. It follows that it is desirable to have Gaussian distributed quantization noise in order to make as small as possible and thereby drive the rate of the filtered quantizer towards . Fortunately, it is known that there exists lattices where as ; the quantization noise of such quantizers is white, and becomes asymptotically (in dimension) Gaussian distributed in the divergence sense [28] .
B. Delta-Sigma ECDQ
We are now ready to introduce our dithered Delta-Sigma quantization system. We begin with the single-description case which is sketched in Fig. 2 . 7 The MD case will be discussed in Section III. The input sequence is first oversampled by a factor of two to produce the oversampled sequence . It follows that is a redundant representation of the input sequence , which can be obtained simply by inserting a zero between every sample of and applying an interpolating (ideal lowpass) filter . For a wide-sense stationary input process , the resulting oversampled signal would be wide-sense stationary, with the same variance as the input, and the same power-spectrum only squeezed to half the frequency band as shown in Fig. 3 . In particular, a white Gaussian input becomes a half-band low-pass Gaussian process with (4) At the other end of the system, we apply an anti-aliasing filter , i.e., an ideal half-band lowpass filter, and down-sample by two in order to get back to the original sampling rate.
We would like to emphasize that the dithered Delta-Sigma quantization scheme is not limited to oversampling ratios of two. In fact, arbitrary (even fractional) oversampling ratios may be used. This option is discussed further in Section VII.
The oversampled source sequence is combined with noise feedback , and the resulting signal is sequentially quantized on a sample-by-sample basis using a dithered quantizer. For simplicity of exposition, we shall momentarily assume scalar quantization, i.e.,
. The extension to is discussed in Section II-C. The quantization error of the th sample, given for a general ECDQ by (1), is fed back through the (causal) filter and combined with the next source sample to produce the next ECDQ input . Thus, the output of the quantizer can be written as (5) where or equivalently
As explained above, the additive noise model is exact for ECDQ and we can therefore represent the quantization operation as an additive noise channel, as shown in Fig. 4 . In view of this linear model, the equivalent reconstruction error in the oversampled domain, denoted in (5), is statistically independent of the source. Thus, we call the "equivalent noise." Notice that is obtained by passing the quantization error through the equivalent th-order noise-shaping filter (6) where so that . Since the quantization error of the ECDQ (1) is white with variance , it follows that the equivalent noise spectrum is given by (7) The fact that the output is obtained by passing the quantization error through the noise-shaping filter and adding the result to the input can be illustrated using an equivalent additive noise channel as shown in Fig. 5 .
We may view the feedback filter as if its purpose is to predict the "in-band" noise component of based on the past quantization error samples (at the expense of possibly increasing the "out-of-band" noise component). The end result is that the equivalent noise spectrum (7) is shaped away from the in-band part of the spectrum, i.e., from , only the in-band noise determines the overall system distortion. The exact guidelines for this noise shaping are different in the single-and the multiple-description cases, and will become clear in the sequel.
As previously mentioned, if we encode the quantizer output symbols independently, then the rate of the ECDQ is given by the mutual information between the input and the output of the quantizer. Thus, the rate (per sample) is given by (8) where is independent of the present and past samples of by the dithered quantization assumption. If and were Gaussian, as discussed in Section II-C below, then we could get (9) where denotes the variance of the random variable . At high-resolution conditions, the variance of the error signal (and therefore of ) is small compared to the source, so by (4) we have which implies that (9) becomes (10) where in (10) is in the sense that the difference between both sides of the equation go to zero as . We can now combine (10) with the expression (7) for the noise spectrum to obtain a simple overall rate-distortion characterization of the system. It can be observed that the resulting curve depends on both the in-band and the out-of-band noise components.
If we apply joint entropy coding of the quantizer outputs, that is, we let the entropy coder take advantage of the memory inside the oversampled source, then the rate of the Delta-Sigma quantization scheme is independent of the out-of-band noise spectrum. To see this, recall that for jointly coded ECDQ within a feedback loop, the coding rate is given by the directed mutual information rate, that is, [30] , (11) where and denote the entropy rate and mutual information rate, respectively. In the equations above follows since and . In we used the fact that is the prediction error of given its past so that is the entropy rate of , i.e.,
. Asymptotically, as , the quantization noise becomes approximately Gaussian distributed, and the equivalent ECDQ channel in Fig. 4 is additive white Gaussian noise (AWGN) (see Section II-C below). Recall that, for a Gaussian process, disjoint frequency bands are statistically independent. Therefore, since the input is lowpass, the mutual-information rate (11) is independent of the out-of-band part of the noise process . Thus, the joint-entropy coding rate is independent of the out-of-band noise spectrum. 8 
C. Vector Delta-Sigma Quantization
To justify the use of high-dimensional vector quantizers we will consider a setup involving independent sources. 9 These sources can, for example, be obtained by demultiplexing the original memoryless process into independent parallel i.i.d. processes and . 10 In this case the th sample of the th process is identical to the th sample of the original process . Let us give an example where so that we have three processes and . The three processes are each up-sampled by a factor of two so that we obtain the three processes and , where each is input to a Delta-Sigma quantization system as shown in Fig. 7 . Hence, in this case, three coders are operating in parallel and instead of a single sample we have a triplet of independent samples . This makes it possible to apply three-dimensional ECDQ on the vector formed by cascading the triplet of scalars. If coders are operating in parallel, we can form the set of independent samples and make use of -dimensional ECDQ on the vector . In general, we will allow to become large so that, according to (3) and the paragraph that follows just below (3), the rate loss due to the quantization noise being non-Gaussian can be made 8 Interestingly as we shall see later, in the MD case the coding rate depends on the in-band as well as the out-of-band noise spectra; see (26) . 9 The idea of applying lattice ECDQ to feedback coding systems in parallel was first presented in [30] . 10 Notice that the delay between two consecutive samples of the lth process will be that of L input samples. arbitrarily small. Thus, for large , in (8) can indeed be approximated as Gaussian noise.
III. MULTIPLE-DESCRIPTION (MD) CODING

A. MD Delta-Sigma Quantization
In this section we show that the sequential dithered Delta-Sigma quantization system, which is shown in Fig. 2 , can be regarded as an MD coding system. For example, in the case of an oversampling ratio of two, each input sample leads to two output samples and we have in fact a two-channel MD coding system as shown in Fig. 8 .
In the MD scheme of Fig. 8 , the first description is given by the even outputs of the lattice quantizer and the second description by the odd outputs. Each description is then entropy-coded separately, conditioned upon its own dither, and transmitted to the decoder. Notice that although the oversampled signal has memory, the source part in each description is memoryless, because we assume ideal interpolation so for a Gaussian source the even/odd splitting of the samples corresponds to down-sampling by two. However, unless the shaped and aliased noise is white and Gaussian, there will be memory in the down-sampled signal or . We show later that, asymptotically as the vector dimension of the quantizer and the order of the noise-shaping filter approach infinity, the down-sampled noise becomes an i.i.d. process, and entropy coding can therefore be done sample-by-sample (i.e., memorylessly) without loss of optimality. By (2), the sample-by-sample ECDQ rate is given by the (per-sample) block-wise mutual information (12) Fig. 8 . Two-channel MD coding based on dithered Delta-Sigma quantization: Encoder. Fig. 9 . Two-channel MD coding based on dithered Delta-Sigma quantization: Decoder.
At the decoder, if both descriptions are received, then they are interlaced to form back the oversampled signal , an antialiasing filter (i.e., an ideal half-band lowpass filter) is applied and the signal is then down-sampled by two and scaled by as shown in Fig. 9 . If only the even samples are received, we simply scale the signal by . On the other hand, if only the odd samples are received, we first apply an all-pass filter to correct the phase of the second description and then scale by . The all-pass filter is needed because the up-sampling operation performed at the encoder, i.e., up-sampling by two followed by ideal lowpass filtering (sinc-interpolation), shifts the phase of the odd samples. The post multipliers and are described in Section IV-C.
The distortion due to reconstructing using both descriptions is traditionally called the central distortion and the distortion due to reconstructing using only a single description is called the side distortion .
B. The Symmetric MD Rate-Distortion Region
We will need the solution to the quadratic (memoryless) Gaussian MD problem, as proven by Ozarow [3] , in the symmetric case, i.e., when both descriptions have the same rate and the side distortions are equal. The set of achievable distortions for description rate is the union of all distortion pairs satisfying (13) and (14) where and and where we require to avoid degenerate cases. Based on the results of [3] , it was shown in [33] that at high resolution, for fixed central-to-side distortion ratio , the product of the central and side distortions of an optimal twochannel MD scheme approaches (15) where the approximation here is in the sense that the ratio between both sides goes to as (or ). If , i.e., at high side-to-central distortion ratio, this simplifies to (16) 
C. Main Theorem
We now present the main theorem of this work, which basically states that the MD Delta-Sigma quantization scheme (presented in Section III-A) can asymptotically achieve the lower bound of Ozarow's MD distortion region (presented in Section III-B).
Theorem 1: Asymptotically, as the noise-shaping filter order and the vector-quantizer dimension are going to infinity, the entropy rate and the distortion levels of the dithered Delta-Sigma quantization scheme (of Figs. 8 and 9 ) with optimum filters and lattice quantizer achieve the symmetric two-channel MD rate-distortion function (13)-(14) for a memoryless Gaussian source and MSE fidelity criterion, at any side-to-central distortion ratio and any resolution. Furthermore, the optimal infinite-order noise-shaping filter is unique, minimum phase, and its magnitude spectrum is piecewise flat with a single jump discontinuity at .
Before presenting the proof of the theorem, we provide in the following sections a series of supporting lemmas. The proof of the theorem can be found in Section V.
IV. ASYMPTOTIC CHARACTERIZATION AND PERFORMANCE ANALYSIS
In this section, we concentrate on the asymptotic case where , i.e., infinite noise-shaping filter order and infinite vector quantizer dimension. For analysis purposes, this allows us to assume Gaussian quantization noise in the system model of Fig. 4 , with arbitrarily shaped equivalent noise spectrum (7).
A. Frequency Interpretation of Delta-Sigma Quantization
We first give an intuitive frequency interpretation of the proposed Delta-Sigma quantization scheme. This frequency interpretation reveals that the role of the noise-shaping filter is not simply to shape away the quantization noise from the in-band spectrum, as is the case in traditional Delta-Sigma quantization, but rather to delicately control the tradeoff between the in-band noise versus the out-of-band noise, which translates into a tradeoff between the central and side distortions. This tradeoff is done while keeping the coding rate fixed, which, at least at high resolution, is equivalent to keeping the quantizer variance fixed. See (10) . Recall that we, at the central decoder, apply an anti-aliasing filter (ideal lowpass filtering) before down-sampling. Hence, the central distortion is given by the energy of the quantization noise that falls within the in-band spectrum. The inclusion of a noise-shaping filter at the encoder makes it possible to shape away the quantization noise from the in-band spectrum and thereby reduce the central distortion. By increasing the order of the noise-shaping filter it is possible to reduce the central distortion accordingly.
It is also interesting to understand what influences the side distortion. The side descriptions are constructed by using either all odd samples or all even samples of the output . Hence, we effectively down-sample by a factor of two. It is important to see that this down-sampling process takes place without first applying an anti-aliasing filter. Thus, aliasing is inevitable. It follows, that not only the noise which falls within the in-band spectrum contributes to the side distortion but also the noise that falls outside the in-band spectrum (i.e., the out-of-band noise) affects the distortion. Since, in traditional Delta-Sigma quantization, the noise is shaped away from the in-band spectrum as efficiently as possible, the out-of-band noise is likely to be the dominating contributor to the side distortion. We have illustrated this in Fig. 10 .
It should now be clear that, in two-channel MD Delta-Sigma quantization, the role of the noise-shaping filter is to trade off the in-band noise versus the out-of-band noise. In particular, in the asymptotic case where the order of the noise-shaping filter goes to infinity, it is possible to construct a brick-wall filter which has a squared magnitude spectrum of in the passband (i.e., for ) and of in the stopband (i.e., for ). In this case, the central distortion is proportional to whereas the side distortion is proportional to . This situation, which is illustrated in Fig. 10(b) , will be discussed in more detail in the next section.
B. Achieving the MD Distortion Product at High Resolution
It is possible to take advantage of the frequency interpretation given in Section IV-A in order to show that the optimum central-side distortion product at high resolution (15) can be achieved by Delta-Sigma quantization. We later extend this result and show that with suitable post-multipliers at the decoders, optimum performance is achieved at any resolution.
Lemma 1:
At high resolution and asymptotically as , the distortion product given by (15) is achievable by Delta-Sigma quantization.
Proof: The central distortion is equal to the total energy of the in-band noise spectrum where
The side distortion is equal to the energy of the in-band noise spectrum of the side descriptions which contains aliasing due to the subsampling process. Since we down-sample by two we have (18) Let us shape the noise spectrum as illustrated in Fig. 10(b) . Thus, we let for and for where . It follows from (18) that, for any , and from (17) we see that which yields the distortion product (19) From (10) we know that at high resolution (where is in the sense that the difference goes to zero as ), so that (20) (where is in the sense that the ratio goes to one as ). Finally, since it follows that (21) and the lemma is proved by inserting (20) and (21) into (19) and comparing the resulting expression to (15) .
C. Optimum Performance for General Resolution
In this subsection, we extend the optimality result of Section IV-B above, and show that the two-channel Delta-Sigma quantization scheme achieves the symmetric quadratic Gaussian rate-distortion function at any resolution.
Let denote the reconstructions before the side post-multipliers so that , and let denote the expectation operator. It can then be shown that and . Moreover, let denote the reconstruction before the central multiplier . Then . Finally, let the post-multipliers be given by and It follows that the side distortion is given by
Similarly, let so that the central distortion is given by
Lemma 2: For a given description rate and asymptotically as (i.e., assuming Gaussian quantization noise and equivalent noise spectrum as in Fig. 10(b) ), the side distortion given by (23) and the central distortion given by (25) achieve the lower bound (14) of Ozarow's symmetric MD distortion region.
Proof: Recall from Section II, that the rate of memoryless-ECDQ (assuming that the entropy coding is conditioned upon the dither signal and that the dither signal is known at the decoder) is equal to the mutual information between the input and the output of an additive noise channel (12) . For large , this mutual information can be calculated as if the additive noise were approximately Gaussian distributed. It thus follows from (8) and (9) that as the description rate becomes (26) We can rewrite (26) as (27) By use of (23) and (27) we then get Fig. 11 . The MD optimum test channel of Ozarow [3] . At high resolution, = 1 and = 1=2;i = 0;1 so thatX = U ;X = U andX = (X +X ).
and so that (28) Finally, inserting (28) in (14) leads to which is identical to (25) and therefore proves the lemma.
D. Relation to Ozarow's Double Branch Test Channel
Let us now revisit Ozarow's double branch test channel as shown in Fig. 11 . In this model, the noise pair is negatively correlated (except for the case of no-excess marginal rates, in which case the noises are independent). Notice that this is in line with the above observations, since the highpass nature of the noise-shaping filter causes adjacent noise samples to be negatively correlated. The more negatively correlated they are, the greater is the ratio of side distortion to central distortion. Furthermore, at high resolution, the "filters" ( and ) in Ozarow's test channel become trivial and the central reconstruction is simply given by the average of the two side channels. This averaging operation can be seen as a lowpass filtering operation, which leaves the signal (since it is lowpass) and the in-band noise intact but removes the out-of-band noise.
More formally, for the symmetric case (where and is the correlation coefficient of the noises), we have the following high-resolution relationships between of Ozarow's test channel and of the proposed Delta-Sigma quantization scheme.
Lemma 3:
At high-resolution conditions, we have (29) and ( 
30)
Proof: From [4] , [5] it follows that Ozarow's sum-rate satifies (31) where the last equality follows since the noises have equal variances. By equating (31) to (26), i.e., and solving for we obtain (32) If , this reduces to and we obtain (29) .
The minimum mean-square error (MMSE) when estimating from two jointly Gaussian noisy observations (where the Gaussian noises have equal variances), is given by MMSE (33) Thus, the central distortion of Ozarow's test channel is given by (33), which we equate to the central distortion (25) , solve for , and insert from (32) , that is (34) Once again, letting it follows that , which yields (30) and thereby proves the lemma.
Remark 1:
The relationship between Ozarow's test channel and the Delta-Sigma quantization scheme at general resolution is provided by (32) and (34) .
V. PROOF OF THEOREM 1
We are now in a position to wrap up the proof of Theorem 1. Lemma 2 actually shows that it is possible to achieve the quadratic Gaussian rate-distortion function if we replace the ECDQ by a Gaussian noise, and the equivalent noise spectrum (7) by a brick-wall spectrum. This can be viewed as setting the lattice quantizer dimension and the feedback filter order to be equal to infinity. Thus, what is still missing is the characterization of the limit behavior of the coding rate as , and the distortion as .
A. Distortion Loss
We first present Lemma 4 (with a proof in the Appendix ) which describes the central and the side distortions at general resolution when using an arbitrary noise-shaping filter .
Lemma 4:
For any given th-order noise-shaping filter and optimal multipliers ( and ), the central distortion is given by (35) and the side distortion is given by (36) where and The noise-shaping filter used in the proof of Lemma 2 to show achievability of the quadratic Gaussian rate-distortion function is of infinite order, and it satisfies (37) It follows that the area under is equally distributed above and below the 0-dB line, which is a unique property of minimum-phase filters [34] . In fact, the following lemma proves that, in order for to be optimal, it must be of infinite order and minimum phase (see the Appendix for the proof). This means that the optimum noise-shaping filter is unique.
Lemma 5:
In order to achieve the quadratic Gaussian rate-distortion function, it is required that the noise-shaping filter be of infinite order, minimum-phase, and have a piecewise-flat power spectrum of power in the lowpass band (i.e., for ) and of power in the highpass band (i.e., for ) where .
Remark 2: It can be observed from (30) that (at high resolution) choosing in the range corresponds to having positively correlated noises in Ozarow's test channel. Moreover, the central distortion is proportional to whereas the side distortion as well as the description rate are both proportional to the sum . Thus, while it is not a system requirement to choose , it is a better choice performance wise.
We now assess the distortion loss due to using a finite-order noise-shaping filter. Let denote the power spectrum of the shaped noise when using the ideal infinite-order noise-shaping filter , which is optimal and unique as proven by Lemma 5. Thus, is piecewise flat with a jump discontinuity at , cf. Fig. 10(b) . For such a function, pointwise convergence of the Fourier coefficients cannot be guaranteed. However, we do have convergence in the mean square sense [35] . Specifically, let denote the th-order Fourier approximation to . Then [35] (38) which asserts that the limit for exists. In addition, it can be shown that the error (MSE) of the th-order Fourier approximation of this step function is of the order [36] . It follows that for any we have (39) and the desired continuity in the limit is established.
B. Coding Rate Loss
By similar arguments as leading to (39) , for a finite , the variance of is given by
Moreover, the coding rate (8) when using memoryless entropy coding is given by
where is an increasing function in and denotes a Gaussian variable (process) with the same variance (spectrum) as . Equation (42) follows from the discussion after (3) where it may be noticed that the term describes the divergence of the quantization noise from Gaussianity; see also [31] . This divergence term corresponds to an excess rate due to using a finite-dimensional lattice quantizer and may be upper-bounded by when optimal -dimensional lattice quantizers are used, see [28] for details. Thus, if we keep fixed, then the coding rate is increased due to the variance increase given in (41) and due to the excess term in (43) . These rate penalties vanish as and the desired convergence in coding rate is proved. In order to complete the proof of the theorem, we need to show that an optimal monic minimum-phase filter always exists for any ratio of . Towards that end, we keep the post-multipliers fixed and define as the cost function to be minimized by the th-order noise-shaping filter. Notice that if we let , we are only concerned about minimizing the noise power that falls in the in-band region. Thus, we are aiming at minimizing the central distortion. On the other hand, letting gives priority to the side distortion since the total noise power is minimized. Let and be the filter coefficients. Moreover, let be the -vector with elements , and let be the autocorrelation matrix with elements , where . With this it follows that and and so that
The optimal filter coefficients are found by solving the differential equation
, that is (44) where is the identity matrix. Notice that is a symmetric and full-rank matrix and (44) therefore defines a well-posed problem. The solution to (44) can be found by the Yule-Walker method, which yields a unique minimum-phase filter [37] . As , the autocorrelation sequence of the impulse response of the obtained filter becomes identical to the ideal autocorrelation sequence whose Fourier transform describes the optimum shaped noise spectrum [37] . Thus, the resulting spectrum of the shaped noise becomes identical to the optimum spectrum. This proves the theorem.
VI. UNIVERSALITY OF DITHERED DELTA-SIGMA QUANTIZATION
In this section, we discuss the universality of the proposed scheme at high resolution. First, notice that the central and side distortions depend only upon the second-order statistics of the source and the quantization noise, i.e., and , and as such not on the Gaussianity of the source. Second, independent of the source distribution, the distribution of the quantization noise becomes approximately Gaussian distributed (in the divergence sense) in the limit of high vector quantizer dimension . Finally, the ECDQ is allowed to encode each description according to its entropy. Thus, the coding rate is equal to the mutual information (12) of the source over the Gaussian test channel. For memoryless sources of equal variances, this coding rate is upper-bounded by that of the Gaussian source. Moreover, Zamir proved in [4] that Ozarow's test channel becomes asymptotically optimal in the limit of high resolution for any i.i.d. source provided it has a finite differential entropy. Thus, since the dithered Delta-Sigma quantization scheme resembles Ozarow's test channel in the limit as , we deduce that the proposed scheme becomes asymptotically optimal for general i.i.d. sources with finite differential entropy.
A delicate point to note, though, is that due to the interpolation, the odd samples might not be i.i.d. and joint entropy coding within the packet is necessary in order to be optimal. Specifically, with joint entropy coding the rate is given by the directed mutual information formula (11) applied to the subsampled source . The resulting rate for the odd packet is , which (at high resolution) is , as desired [4] . If we have a source with memory, and we allow joint entropy coding within each of the two packets, then a similar derivation shows that we would achieve rate in each packet. This rate is the mutual information rate of the source over the Gaussian test channel. Since Ozarow's test channel is asymptotically optimal in the limit of high resolution for any stationary source with finite differential entropy rate, [5] , it follows that the proposed scheme is asymptotically optimal for such sources as well. It is also interesting to note that we recently proposed to combine noise shaping with prediction when encoding sources with memory [38] . In the Gaussian case, this makes it possible to remove the source redundancy without requiring entropy coders with memory.
VII. EXTENSION TO DESCRIPTIONS
We end this paper by presenting a straightforward extension of the proposed design to descriptions, though without any claim of optimality. The basic idea is to change the oversampling ratio from to and then decide which output samples should make up a description. 11 When dealing with descriptions, distinct subsets of descriptions can be created. Thus, the design of the decoders is generally more complex for greater . For example, if two out of three descrip- 11 Notice that even fractional oversampling ratios can be used in which case we might also have aliasing of the source spectrum. tions are received, aliasing is unavoidable (as was the case for descriptions). Moreover, due to the fractional (nonuniform) down-sampling process, the simple brick-wall lowpass filter operation is not necessarily the optimal reconstruction rule. In fact, the optimal reconstruction rule depends not only upon the number of received descriptions but (generally) also upon which descriptions are received. However, in this section we will restrict attention to cases leading to uniform sampling. 12 Thus, the design of the decoders is simplified.
We use the previously presented Delta-Sigma quantization scheme (of Figs. 8 and 9) but oversample now by instead of two. More specifically, let us assume that and that every fourth sample make up a description. We notice that the extension to an arbitrary number of descriptions is straightforward. We consider only the cases that leads to uniform (nonfractional) down-sampling, i.e., reception of any single description, every other description (i.e., two out of four), or all four descriptions.
It can easily be seen that if we receive all four descriptions, the central distortion is given by the noise that falls within the in-band spectrum. In other words (45) where denotes the power spectrum of the shaped noise. Similarly, when receiving two out of four descriptions (i.e., one of the pair of descriptions or ) the side distortion is given by
where the latter term is due to aliasing (since we down-sample by two without applying any anti-aliasing filter). Finally, if we receive only a single description and thereby down-sample by four, the side distortion is given by the complete shaped noise spectrum, that is
Once again, we let and take advantage of the frequency-domain interpretation, which we previously presented for the case of two descriptions. We divide the power spectrum of the shaped noise into three flat regions as shown in Fig. 12 . The low-frequency band (i.e., ) is of power , the middle band (i.e., ) is of power , and the high band (i.e., ) is of power . With this choice of noise shaping, we guarantee that is minimum phase simply by letting so that . From (45)-(47) it follows that 13 (48) (49) and (50) The description rate follows easily from previous results since the source is memoryless after down-sampling. Specifically, it is easy to show that when using memoryless entropy coding the rate is given by where the approximation becomes exact at high resolution.
It is worth emphasizing that in this example we have two controlling parameters, i.e., and , where and It is therefore possible to achieve almost arbitrary distortion ratios and . It was recently shown, see [39] , that it is also possible to use several distortion controlling parameters in the source-splitting design of Chen et al. [15] and, furthermore, by exploiting random binning, the achievable -channel rate region of Pradhan et al. [7] , [8] can be achieved. Random binning can also be used to enlarge the rate region of the index-assignment-based schemes, cf. [13] , [40] .
For the case of distributed source coding problems, e.g., the Wyner-Ziv problem, efficient binning schemes based on nested lattice codes have been proposed by Zamir et al. [41] . However, these binning schemes are not (directly) applicable for the MD problem. 14 An alternative binning approach based on generalized coset codes has recently been proposed by Pradhan and Ramchandran [42] . It was indicated in [42] that the coset-based binning approach is applicable also for MD coding but the inherent rate loss was not addressed. Thus, the problem of designing efficient capacity achieving binning codes for the MD problem appears to be unsolved. From a practical point of view, it is therefore desirable to avoid binning. While the proposed MD design based on Delta-Sigma quantization avoids binning, we do not know whether there is a price to be paid in terms of rate loss. 15 We leave it as a topic of future research, to construct optimal reconstruction rules for the cases of nonuniform down-sampling and furthermore addressing the issue whether the achievable -channel rate-distortion region coincide with the one obtained by Pradhan et al. [7] , [8] .
VIII. CONCLUSION AND DISCUSSION
We proposed a symmetric two-channel MD coding scheme based on dithered Delta-Sigma quantization. We showed that for large vector quantizer dimension and large noise-shaping filter order it was possible to achieve the symmetric two-channel MD rate-distortion function for a memoryless Gaussian source and MSE fidelity criterion. The construction was shown to be inherently symmetric in the description rate and there was therefore no need for source splitting, as was the case with existing related designs. It was shown that by simply increasing the oversampling ratio from two to it was possible to construct descriptions. The design of optimal reconstruction rules for descriptions was left as an open problem. Currently, we are working on extending the scheme to include prediction, in order to make it optimal for encoding sources with memory, without requiring entropy coders with memory, see [38] .
APPENDIX
A. Proof of Lemma 4
We first find the central distortion (at high resolution) through a time-domain approach and use the insights in order to find the optimal , which will then lead to the central distortion at general resolution.
Let be the error signal. Without loss of generality, we may view the up-sampling operation followed by ideal lowpass filtering as an over-complete expansion of the source, where the infinite-dimensional analysis frame vectors with coefficients are translated functions. 16 Thus, adopting the notation of [25] , we have that and the synthesis filters are given by , so that 15 Notice that we can reduce the coding rate by undersampling the signal so that the source spectrum will contain aliasing. As more descriptions are received, the lesser aliasing and a better reconstruction quality can be achieved. This stands in contrast to binning, where one can usually not reconstruct at all when too few descriptions are received. 16 The sinc function is defined by Since , the error is given by (51) The (per-sample) MSE is (by use of (51)) given by (52) where follows from the fact that is nonzero only when which implies that and is due to the following property of the function [43] :
Let denote the reconstruction before the central post multiplier , i.e., is the variable obtained by first lowpass-filtering and then down-sampling by two. It follows immediately that . Furthermore, from (52) it can be seen that (53) so using that yields (54)
The central distortion at general resolution now follows by inserting (54) into (24) , which leads to (35) . We will now derive the side distortion. First notice that since we only receive either all odd samples or all even samples, we should only sum over terms in (52) where the lag is even. However, all cross-terms vanish since for so only the auto-terms contribute to the distortion. In addition, we make use of the following property of the function [43] (55)
With this, it follows that the high-resolution side distortion is given by
At this point, we let denote the reconstruction before the multiplier such that . It should be clear that . 17 Recall that the autocorrelation of the even lags of vanish so that
Since , it follows that (57)
Inserting (57) into (22) leads to (36) , which is the side distortion at general resolution. This completes the proof.
B. Proof of Lemma 5
A minimum-phase filter with power spectrum , satisfies where is the zero-tap of the filter. It is also known that the zero-tap of a minimum-phase filter is strictly larger than the zero-tap of a non-minimum-phase filter having the same power spectrum [44] . Thus, for an arbitrary filter with power spectrum and zero-tap 17 The even samples are noisy versions of X where the noise is independent of X. The odd samples are noisy and phase-shifted versions of X. However, the phase shift is corrected by the all-pass filter h (z) before the post multiplier. Thus, XU = ;i = 0; 1.
with equality if and only if is minimum phase. Furthermore, from the geometric-arithmetic means inequality it can be shown that (58) (59) where we used the fact that in our case the filter is monic, so and where we have equality in (58) and (59) where we have equality in both (61) and (62) (at the same time) if and only if the filter is minimum phase and the power spectrum is a two-step function, i.e., it has constant power throughout the lowpass band and throughout the highpass band.
At this point we let and from which it can be shown that the distortions at general resolution are given by 
Inserting the lower bounds of (61) and (62) into (63) and (64) yields Ozarow's symmetric rate-distortion function (see (25) and (23)). Moreover, (63) and (64) are strictly increasing in and , respectively. Thus, for a fixed ratio , any other spectrum than the two-step given above must necessarily lead to a greater distortion. To complete the proof, we remark that in order to have such an ideal brick-wall power spectrum, the order of the filter must necessarily be infinite.
