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Abstract 
The development and application of computer technologies have allowed presentation support systems to be realized for a variety 
of purposes. In addition, globalization has increased the importance of non-native language presentations. The design of a 
presentation support system needs to take into account the differences between native and non-native speakers. To investigate 
such a design, twenty-two graduate students participated in a scenario-based experiment using an observation system. The results 
show that (1) the speaking volume of Chinese students as non-native speakers may differ than that of native speakers, (2) the 
height and eye rotation of the participants may influence the change in the head angle, and (3) the combination of a body 
direction of more than 30 degrees and the arm pattern may be applicable for determining the presenter’s interaction with the 
projection screen. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction 
Through the development and application of computer technologies, presentation support systems for a variety of 
purposes have been developed. To design a support system for improving the user’s presentation skills, it is 
necessary to understand the presenter’s expressions. Therefore, it is necessary to collect the system data by matching 
the characteristics of the feature expressions. 
In addition, globalization has made presentations in non-native languages more of a necessity for international 
communication. A presentation requires various skills, from the preparation of slides to a stage performance1. When 
a presenter must focus on a non-native language, it may be difficult to pay attention to the other necessary 
presentation skills. For example, a presenter may have to look at a text written in a non-native language on a 
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presentation slide, read the text, and thus lose eye contact with the audience. This may lead to an underwhelming 
presentation from the audience’s perspective because they may feel that the presenter lacks confidence or is poorly 
prepared. To overcome this problem, taking a course on giving presentations in a non-native language may be an 
option2, but the assessment of a presentation depends on the experience of the teacher and the novice level of the 
learners. A presentation in a non-native language may therefore cause some difficulties for a presenter. 
Furthermore, information technology has the potential to support a quantitative evaluation or understanding of the 
presentation beyond such individual assessments. The multimedia corpus of a presentation was developed to supply 
basic data toward an understanding of the presentation3. Presentation Sensei was developed to assist with a 
presenter’s understanding4. However, previous researches are not accomplished to understand presentation from 
collecting data. Ono et al.’s study dealt with non-native speakers affected by language and culture during a 
presentation2. The evaluation and guidance from a native-speaking instructor may improve the presentation skills of 
non-native speakers.  Analyzing the expressions of both native and non-native and speakers will therefore be helpful 
when designing presentation support system. To obtain the quantitative expression data of a presenter, we designed 
a scenario-based experiment. 
In this paper, we implemented a scenario-based design to develop a presentation support system, reflecting the 
expressions of the presenter, including non-native speakers. First, we describe the developed scenario-based 
experiments for collecting the presentation data and an observation system. Next, the results of the scenario-based 
experiments are described. Finally, the design of the presentation support system based on the experimental results is 
detailed and discussed. 
2. Presentation Expressions and Related Systems 
2.1. Presentation expressions 
Presentation expressions determined by referring to presentation textbooks are summarized in Table 15. The 
expressions include scenario expressions, slide expressions, body expressions, voice expressions, and question 
expressions. The previous two types of expressions can be prepared prior to a presentation, and the last three are 
related to the real-time performance. 
Scenario expressions include an outline, story structure, aims, time control, and care for the audience. Slide 
expressions include the title, short and clear sentences, words, and graphic designs. Body expressions include the 
direction of the body, eye contact, gestures, and facial representations. Voice expressions include the volume, speed, 
and clarity of the voice. Finally, question expressions include preparing for and answering audience questions.  
                               Table 1.Expressions during a presentation.   
Expressions Items 
Scenario expressions 
Outline 
Story structure 
Aims 
Time control 
Audiencecare 
Slide expressions 
Title 
Short and clear sentences 
Words and graphic designs 
Voice expressions 
Volume and strength 
Speed 
Easy to understand 
Body expressions 
Body direction and eye contact 
Gesture 
Facial representations 
Question expressions Answering Preparing for questions 
2.2. Related systems  
In previous studies, presentation support systems have been developed for various purposes. One such study was 
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conducted by Hayama to understand and extract contents like the layout and figures from presentation slides6. 
Kobayashi et al.’s study used a chat application to note important opinions and questions from the audience during a 
presentation7. However, neither of these studies focus on systems developed to improve the presentation ability of a 
speaker. 
Yamashita et al.’s study focused on the audience use of a review system to comment on and improve an oral 
presentation8. However, this is a non-quantitative system. Finally, Kurihara et al. developed a support system called 
Presentation Sensei, which focuses on the presenter; however, its effectiveness was not verified. Moreover, the 
differences between native and non-native speakers were not discussed. 
Therefore, we obtained and analyzed quantitative data on voice and body expressions between native and non-
native speakers, determined their differences, and designed an effective presentation support system. 
3. Scenario-based Presentation Experiment 
We designed a presentation experiment using scenario slides to obtain a quantitative presentation with specific 
expressions. Accordingly, it should be clear that differences in various expressions exist between native and non-
native speakers. 
Twenty-two graduate students (ten Chinese students and twelve Japanese students) participated in these 
experiments, and the participants were required to use Japanese; thus, the Chinese students were non-native speakers 
of the Japanese language and the Japanese students were native speakers. 
The experimental equipment mainly consisted of a laptop, PC monitor, and projection screen. The PC monitor 
and projector were connected to the laptop by a cable (15-pin VGA 1 male to dual 2 VGA female adapter converter 
splitter video cable), allowing the system interface to be shown on the laptop, and the content of the slides to be 
shown on both the PC monitor and the projection screen. The experimenter operated the slides using the laptop. The 
PC monitor was placed in front of the participants. Before the experiment, in accordance with the sequence of the 
slides, we described all of the contents to each participant. When slides 1 through 4 were shown, the participants 
looked at the PC monitor, and when slides 5 through 7 were shown, the participants looked at the projection screen. 
3.1. Presentation Scenario 
There were seven scenario slides used. After the data collection was conducted using the scenario slides, the 
experimenter operated the slides; slides 1 and 2 were exchanged when a participant finished speaking the words 
written on the slides, and slides 3 through 7 were shown for about 5 seconds to identify a specific gesture.㻌
The details of the scenario slides are as follows: 
z Understanding the voice speed 
Slides 1 and 2, shown in Fig. 1, were designed for data collection of the voice speed. The content of slide 1 was 
the same as that of slide 2. Slide 1 required the participantto speak quickly, and slide 2 required the participant to 
speak slowly. The participants each read the same speech content, i.e., a short self-introduction such as “My name is 
XXX, I am from the School of Knowledge Science, in the Japan Advanced Institute of Science and Technology. I 
appreciate any advice that you can give me today.” 
 
 
Fig. 1. Understanding of the voice speed (slides 1 and 2).     
z Understanding of the head angle 
Slides 3 and slide 4, depicted in Fig. 2, were designed for data collection of the head angle to determine whether 
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the participant is looking forward or at the monitor. Slide 3 required the participant to stand straight and look 
forward, with the statement “Please look forward.” Slide 4 required the participant to look at the monitor next to the 
computer, with the statement “Please look at the monitor until slide 5 appears.” 
 
  
Fig. 2.Understanding of the head angle (slides 3 and 4). 
z Understanding of the body angle and gesture patterns 
Slides 5, 6, and 7, depicted in Fig. 3, were designed for data collection of the body angle and gesture patterns for 
an understanding of the presenter’s body expressions. Slide 5 required the participant to stand straight, look forward, 
and raise their arm and point to the projection screen through the statement “Look forward, and raise your arm to 
indicate the projection screen.” Slide 6 required the participant to look at the projection screen through the statement 
“Please look at the projection screen.” Slide 7 required the participant to look at the projection screen and point their 
arm at it through the statement “Please look at and raise your arm toward the projection screen.” 
 
 
Fig.3.Understanding of the body angle and gesture pattern (slides 5, 6, and 7). 
3.2. Observation system 
An observation system used for understanding the body and voice expressions during a presentation was 
developed. The system configuration is shown in Fig. 4.The system collects body and voice data using a Kinect 
sensor. These data are saved as log data, as described in section 3.3. The development environment of the proposed 
system is shown in Table 2. 
 
 
Fig.4.System configuration. 
                                      Table 2.The development environment of the proposed system. 
Hardware Software 
CPU Intel i7-3632QM/8GB of Memory Windows 7 Professional 64-bit 
Kinect Sensor Visual Studio Express Ultimate2012 
Monitor EIZO FlexScan L557 C# language compiler 
DUET PCS Speakerphone Kinect for Windows SDK V1.8 
 WebEx Recorder 
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The presentation environment includes a notebook PC, a lecture desk, a Kinect sensor, and a projection screen. 
The sensor was placed 2.4 m from the participants, and the height of the Kinect sensor was 1.5 m (Fig. 5). 
A video screen of the observation system is shown on the left side of Fig. 6. The video screen displays 
information regarding the body and sound expressions through the Kinect sensor. The right side of Fig.6 shows the 
interface used to operate the PPT slides. The PPT file, which is bound with the system, could be controlled, such as 
moving to the previous or following slide by clicking a mouse. In addition, the same two operations could be 
controlled using the arrow keys on the keyboard.  
 
       
                Fig. 5.A screenshot of the scenario-based experiment.                               Fig. 6.A screenshot of the observation system. 
The log data for the slide, voice, and body expressions were saved for each text file. The sampling speed of the 
log data for a voice expression is 98 datum/s, as shown in Fig. 7. The sampling speed of the log data for a body 
expression is 30 datum/s, as shown in Fig. 8. The format of the log data on the voice expressions shows the date, 
time (in milliseconds), and volume level of the voice (Fig. 7). The format of the log data for body expressions shows 
the date, time (in milliseconds), angle between the left arm and the body, angle of the left elbow, angle between the 
right arm and the body, angle of the right elbow, shoulder angle, and body direction (Fig. 8). 
 
            
        Fig. 7.Examples of log data for voice expressions.                                      Fig. 8.Examples of log data for body expressions. 
3.3. Recording Functions 
3.3.1. Recording of voice expressions 
The volume and speed of the voice during a presentation are related to the audience’s attentiveness. Therefore, the 
observation system records the volume level of the voice through log data, as shown in Fig. 7. 
3.3.2. Eye contact and body angle 
Eye contact and the body direction during a presentation are important communication tools with an audience. 
For example, standing up straight is considered a good posture during a presentation. Therefore, the observation 
system records various body angles through log data, as shown in Fig. 8, after the recognition of the head and 
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shoulder, as shown in Fig. 9. 
 
Fig. 9.Recognition of the head and shoulder. 
3.3.3. Gesture patterns 
Gestures are body expressions used to convey information to others. The observation system can detect four 
gesture patterns of the left arm, as shown in Fig. 10. By combining the four patterns of the right arm with those of 
the left arm, the observation system detects 16 arm-gesture patterns. 
Pattern 1: The vertical axis coordinates of the shoulder and elbow, and the vertical axis coordinates of the elbow 
alone, are higher than the coordinates of the hand. 
Pattern 2: The vertical axis coordinates of the shoulder and elbow are higher than the coordinates of the hand, and 
the vertical axis coordinates of the hand are higher than the coordinates of the elbow. 
Pattern 3: The vertical axis coordinates of the hand and elbow are higher than the coordinates of the shoulder, and 
the vertical axis coordinates of the shoulder are higher than the coordinates of the elbow. 
Pattern 4: The vertical axis coordinates of the hand and elbow are higher than the coordinates of the shoulder, and 
the vertical axis coordinates of the elbow are higher than the coordinates of the hand. 
 
 
Fig.10. Four patterns of left-arm gestures. 
3.3.4. Recording function of slide operation 
The observation system records the change in time of the slides shown during a presentation to distinguish the log 
data for each slide. Upon changing a slide, the operation time and slide number were recorded. 
4. Results 
For the experiment, we recorded the start and end times of each slide. The resulting value was the calculation of 
all samples throughout the duration of the slide. The results of both slide 1used to investigate a fast voice rate, and 
slide 2 used to investigate a slow voice rate, are shown in Table 3. To distinguish between noise and the presenter’s 
voice through the use of the proposed observation system, we judge a volume rate over 0.45 as the speaker’s voice. 
The voice rate is determined by the number of samples with a volume of over 0.45 divided by the number of all 
samples taken while the slide was being shown, and reflects the vocal speed of the presenter. 
The average voice rate of Chinese students is 0.608 for slide 1 and 0.490 for slide 2, which is a difference of 
0.118; although the voice rates by participant C6 differed significantly from the other Chinese students. On the other 
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hand, the average voice rate of the Japanese students is 0.508 for slide 1 and 0.512 for slide 2, which is only a slight 
difference. This result may indicate that non-native speakers talk more slowly than native speakers. 
                                    Table 3.Voice rates for slides 1 and 2   (C indicates a Chinese speaker, J indicates a Japanese speaker).    
Participant Slide 1 (Quick) Slide 2 (Slow) Difference 
C1 0.561 0.465 0.096 
C2 0.849 0.585 0.264 
C3 0.886 0.387 0.499 
C4 0.858 0.785 0.073 
C5 0.794 0.516 0.278 
C6 0.133 0.634 -0.501 
C7 0.603 0.271 0.332 
C8 0.371 0.301 0.070 
C9 0.438 0.537 -0.099 
C10 0.588 0.421 0.167 
Average 0.608㻌 0.490㻌 0.118㻌
J1 0.560 0.730 -0.170 
J2 0.522 0.523 -0.001 
J3 0.549 0.503 0.046 
J4 0.664 0.634 0.030 
J5 0.659 0.593 0.066 
J6 0.609 0.471 0.138 
J7 0.518 0.530 -0.012 
J8 0.303 0.461 -0.158 
J9 0.421 0.293 0.128 
J10 0.348 0.461 -0.113 
J11 0.386 0.396 -0.010 
J12 0.558 0.548 0.010 
Average 0.508㻌 0.512㻌 -0.004㻌
 
The results of both slide 3 used to investigate the angle when looking forward, and slide 4 used to investigate the 
angle when looking down, are shown in Table 4. The average angle was calculated from all angle data. The 
maximum angle for slide 3 was calculated based on the average angle for each slide, and the minimum angle for 
slide 4 was calculated. 
For the Chinese students, the average angle is 82.3 degrees for slide 3 and 77.3 degrees for slide 4, and for slide 3, 
the maximum angle is 86.1 degrees and the minimum angle is 74.7 degrees, which reveals an 11.4 degree difference 
between the maximum and minimum angles. 
For the Japanese students, the average angle is 82.6 degrees for slide 3 and 76.5 degrees for slide 4, and for slide 3, 
the maximum angle is 85.0 degrees and the minimum angle is 72.5 degrees, which indicates a 12.5 degree difference 
between the maximum and minimum angles. 
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                        Table 4. The head angles for slides 3 and 4(C indicates a Chinese student, J indicates a Japanese student) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results of slides 3, 5, 6, and 7, shown in Table 5, indicate the body direction and arm-gesture patterns used to 
investigate whether the presenter was looking forward or toward the projection, and whether they had raised their 
right arm. The body direction is the average angle of the body toward the front, where a positive angle indicates a 
rightward direction and a negative angle indicates a leftward direction. The pattern indicates the most frequently 
detected pattern for each slide is shown; here, LXRY indicates that the left arm was in pattern X, shown in Fig.10, 
and the right arm was in pattern Y. 
For the Chinese students, for slide 3, the average body direction is 10.0 degrees and the minimum body direction 
is 5.3 degrees; for slide 5, the average body direction is 18.8 degrees and the minimum body direction is 7.5 degrees; 
for slide 6, the average body direction is 36.4 degrees and the maximum body direction is 48.8 degrees; and for slide 
7, the average body direction is 45.1 degrees and the maximum body direction is 50.0 degrees; in addition, the most 
frequently detected patterns are L1R1 for slide 3, L1R4 for slide 5, L1R1 for slide 6, and L1R4 for slide 7. 
For the Japanese students, for slide 3, the average body direction is 9.0 degrees and the minimum body direction 
is 6.5 degrees; for slide 5, the average body direction is 15.1 degrees and the minimum body direction is 9.2 degrees; 
for slide 6, the average body direction is 40.3 degrees and the maximum body direction is 53.9 degrees; and for slide 
7, the average body direction is 47.5 degrees and the maximum body direction is 54.3 degrees; in addition the most 
frequently detected patterns are L1R1 for slide 3, L1R4 for slide 5, L1R1 for slide 6, and L1R4 for slide 7. 
 
 
 
 
 
Participant 
Slide 3: Angle when looking forward Slide 4: Angle when looking down 
Avg. (degree) Max. (degree) Avg. (degree) Min. (degree) 
C1 83.0 87.4 80.6 77.0 
C2 83.6 86.9 74.4 71.6 
C3 78.6 82.2 75.2 70.8 
C4 77.4 79.5 73.2 72.0 
C5 83.4 88.2 78.0 77.0 
C6 81.3 84.9 74.8 71.4 
C7 79.3 89.0 74.0 71.0 
C8 88.2 89.0 86.4 84.0 
C9 86.3 89.0 80.3 78.0 
C10 81.5 85.0 76.2 74.0 
Average 82.3㻌 86.1㻌 77.3㻌 74.7㻌
J1 81.4 84.1 72.5 64.0 
J2 82.7 86.0 74.4 72.3 
J3 78.3 80.0 72.3 71.0 
J4 88.8 89.0 84.9 83.0 
J5 70.1 71.3 68.2 67.1 
J6 84.2 86.2 79.2 77.3 
J7 80.2 84.0 68.9 66.0 
J8 87.3 89.0 84.4 83.0 
J9 80.0 83.0 73.8 72.0 
J10 87.1 89.0 79.8 78.0 
J11 85.3 89.0 79.8 68.0 
J12 85.3 89.0 79.8 68.0 
Average 82.6 85.0 76.5 72.5 
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    Table 5. The body angle and gesture patterns for slides 3, 5, 6, and 7 (C indicates a Chinese student, J indicates a Japanese student) 
                                                                                                                                                                                              
                                                                                                                                                                                               *BD: Body direction 
5. System Design and Discussion 
We conducted scenario-based experiments to design the proposed presentation support system for non-native 
speakers. In this section, we discuss and consider the design of the functions for the voice and body expressions. 
Based on the results in Table 3, the voice rate, i.e., a voice volume of more than 0.45 is changeable in the case of 
the Chinese students when compared with the Japanese students. Although the voice rate is uncertain to understand 
speech speed, a support system for detecting the voice rate may be more effective for non-native speakers than for 
native speakers. 
The results in Table 4, which indicate the angle of looking forward, are related to the presenter’s eye contact. 
Initially, we wanted to use a fixed angle as a threshold to distinguish between looking forward and looking down. 
For example, the system could determine a state of looking forward using 79 degrees as the threshold, with the 
exception of student J5. In addition, the system could determine a state of looking down using 78 degrees as the 
threshold, with the exception of student J4. Therefore, we checked the video of the student J4, which showed that, 
whereas the other students looked down during slide 4, J4 looked at the monitor by eye movement. And the status of 
students in the slide 4 looked forward although he saw the slide 4 in the monitor. Therefore, the system set 78 
degrees as the state of looking down. For example, when the system detects that a presenter is looking down for 
longer than ten seconds, the system can alert the presenter. However, through this scenario-based experiment, 
because of their height, student J5 was detected as looking down even though we firmly believe J5 was looking 
Participant 
Slide 3 Slide 5 Slide 6 Slide 7 
BD*
Avg 
BD* 
Min 
Arm 
pattern 
BD*
Avg 
BD* 
Min 
Arm 
pattern 
BD*
Avg 
BD* 
Max 
Arm 
pattern 
BD* 
Avg 
BD* 
Max 
Arm 
pattern 
C1 14.4 5.0 L1R1 29.3 11.0 L1R4 47.8 59.0 L1R1 48.6 57.0 L1R4 
C2 2.6 0.0 L1R1 11.6 2.0 L1R3 42.1 52.0 L1R1 48.2 52.0 L1R4 
C3 18.6 10.0 L1R1 34.8 -5.0 L1R4 59.9 71.0 L1R1 67.7 71.0 L1R4 
C4 13.3 13.0 L1R1 16.1 14.0 L1R4 34.8 42.0 L1R1 43.8 53.0 L1R4 
C5 9.3 3.0 L1R1 15.4 7.0 L1R4 27.3 32.0 L1R1 29.4 33.0 L1R4 
C6 10.5 5.0 L1R1 14.9 13.0 L1R4 40.2 52.0 L1R1 53.0 57.0 L1R4 
C7 9.0 4.0 L1R1 18.7 9.0 L1R3 31.0 43.0 L1R1 36.6 43.0 L3R4 
C8 7.6 2.0 L1R1 20.4 10.0 L1R4 26.7 39.0 L1R1 35.1 38.0 L1R4 
C9 4.8 4.0 L1R1 9.9 4.0 L1R4 2.2 33.0 L1R1 30.8 32.0 L1R4 
C10 9.7 7.0 L1R1 17.2 10.0 L1R4 52.0 65.0 L1R1 57.4 64.0 L1R4 
Average 10.0 5.3 L1R1 18.8 7.5 L1R4 36.4 48.8 L1R1 45.1 50.0 L1R4 
J1 5.9 1.0 L1R1 15.8 0.0 L1R4 34.5 39.0 L1R1 35.9 39.0 L1R4 
J2 9.5 4.0 L1R1 21.8 18.0 L1R4 34.9 68.0 L1R1 67.4 72.0 L1R4 
J3 7.5 6.0 L1R1 5.1 2.0 L1R4 46.8 62.0 L1R1 51.1 63.0 L1R4 
J4 8.1 8.0 L1R1 18.8 9.0 L1R4 52.3 71.0 L1R1 62.9 71.0 L1R4 
J5 3.7 1.0 L1R1 8.1 5.0 L1R4 46.6 58.0 L1R1 50.1 58.0 L1R4 
J6 4.2 3.0 L1R1 12.2 5.0 L1R4 45.0 59.0 L1R1 53.2 57.0 L1R4 
J7 1.6 0.0 L1R1 4.9 3.0 L1R4 22.5 30.0 L1R1 30.1 33.0 L1R4 
J8 32.3 28.0 L1R1 29.6 27.0 L1R4 47.4 61.0 L1R1 42.6 59.0 L1R4 
J9 4.7 3.0 L1R1 11.6 6.0 L1R4 36.2 45.0 L1R1 40.2 46.0 L1R4 
J10 7.8 7.0 L1R1 21.8 16.0 L1R4 35.6 41.0 L1R1 37.1 42.0 L1R4 
J11 13.4 11.0 L1R1 18.7 11.0 L1R4 33.1 51.0 L1R1 43.8 50.0 L1R4 
J12 8.8 6.0 L1R1 12.7 8.0 L1R4 49.2 62.0 L1R1 55.0 62.0 L1R4 
Average 9.0 6.5 L1R1 15.1 9.2 L1R4 40.3 53.9 L1R1 47.5 54.3 L1R4 
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forward. In addition, an eye rotation led to a small displacement of the head, and thus slight head angle changes also 
appeared, such as for participants C4 and J5. 
The results in Table 5 are related to the hand expression and screen interaction. When the body direction is less 
than 30 degrees, the system can check whether the body of the presenter is directed toward the audience, and can 
check their arm pattern. In addition, the system can determine the presenter’s interaction with the projection screen 
when their body direction is over 30 degrees. If the arm pattern is L1R3 or L1R4, and the body direction is over 30 
degrees, the system could check the status of participants indicating the projection screen with raising hand. 
These results showed no differences between the Chinese and Japanese students in terms of body expressions. 
However, their body expressions may be affected through the use of a second language during an actual presentation. 
In a future study, we plan to investigate the effects from the use of a second language by applying the newly 
proposed presentation support system. 
6. Concluding Remarks 
We conducted a scenario-based data collection experiment to help design a presentation support system for non-
native speakers. The observation system was implemented to collect voice and body data to investigate voice and 
body expressions, respectively. The results were as follows: 
(1) The speaking volume of Chinese students as non-native speakers may differ from that of native speakers. 
(2) The height and eye rotation of the participants may influence the change in the angle of their head. 
(3) A combination of body direction of over 30 degrees and the arm pattern may be applicable to determine the 
presenter’s interaction with the projection screen. 
As a future study, we will develop a presentation support system using the current design, and conduct 
presentation experiments by non-native speakers as a comparison. 
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