Abstract-In communication network based on device to device interactions, dissemination of the information has lately picked up lot of interest. In this paper we would like to propose a mechanism for studying and enhancing the dissemination of information as in the use case proposed for the future device to device communication protocol. We use the concept of metapopulation model, epidemic model, beamforming and the countrywide mobility pattern extracted from the dataset provided during the D4D challenge to build our model. We first propose addition of three latent states to the existing SIR model and then add beamforming concepts. In this paper, we study the transient states towards the evolution of the number of devices having the information and the difference in the number of devices having the information when compared with different cases. Through the results we show that enhancements in the dissemination process can be achieved in the realistic scenarios.
I. INTRODUCTION
In communication networks where devices in each others physical proximity can communicate with each other, information dissemination in such proximity based networks have been the focus of a lot of studies. Through this paper, we are interested in how safety information could be efficiently and quickly disseminated within a country with the help of the device to device (D2D) communication. D2D communication is defined as a short range communication between devices in physical proximity without any involvement of the network infrastructure. Since, our interest lies in the dissemination process on a countrywide scale, mean field approximation is best suited to model the dissemination process in the contact network within the country. The information dissemination process has been closely related to the study of epidemic spreading across the population through SIR model. A comprehensive survey about the epidemic model could be found in [1] , [2] . In a mean field approach model, S, I and R states would respectively refer to nodes not having the packet, nodes having the packet and ready to transmit and nodes that no longer participate in the broadcasting of the information to save energy. In this context, it has been shown that information Rachit Agarwal † is the corresponding author. Rachit Agarwal * † , Vincent Gauthier * , Monique Becker * , Thouraya Toukabri * ‡ and Hossam Afifi * are affiliated to Lab. CNRS SAMOVAR UMR 5157, Telecom Sud Paris, Evry, France. Thouraya Toukabri * ‡ is also affiliated to Orange Labs., France.
Email address of the authors is {rachit.agarwal, vincent.gauthier, monique.becker, hossam.afifi}@telecom-sudparis.eu and thouraya.toukabrigunes@orange.com. dissemination is influenced by many factors like communities in the network, bursty data [3] , strength of the connection [4] , source of the infection, number of infected devices, human mobility parameters [5] , location preferences [6] , network structure [7] , activity pattern [8] , device characteristics [5] , [9] , altruism [10] , social measures [11] . However, as noticed by [12] , the characteristics of the human mobility impact the dissemination process the most when compared to others.
For a country wide scale mobility pattern, we used the data provided by the Data for Development (D4D) organizers and Orange Labs [13] . The analysis of the dataset reveals that in a large population communities are present and the density of people changes over time. Such an organization of a large population into community structure where the interaction between the communities is based on the mobility, have already been studied through synthetic model of population called metapopulation [14] , [15] . Recently in [16] it is shown that not only the community structure affects the dissemination process but the density of the communities also has an important role in the dissemination process.
In communication networks, however, dynamic density can be achieved using two scenarios. First, birth and death process and second, sleep and wake process which has been currently missing in the literature. Thus, in a D2D network where the structure of the network is also dependent on the human mobility and the characteristics of the mobile device, we are interested in investigating how the information dissemination process at the countrywide scale is impacted and how it can be enhanced in a variable density scenario (not considering birth and death process) in contrast to [5] where constant population size was considered. To capture the variable density affect, we use the Latent state (E). To distinguish between devices that are Latent but Susceptible, Latent but Infected and Latent but Recovered, we subdivide E into three states: E S , E I and E R . A device in E S , E I and E R states do not participate in the dissemination process. However, only active devices in S, I and R states participate in the dissemination process.
The datasets provided by the D4D organizers includes the information about the user mobility and the association of the user to a community, termed as subprefecture, in the region of Ivory Coast. In order to study our model on a countrywide population, we use the population data provided in [17] to populate the subprefectures in the country of Ivory Coast. In Ivory Coast, a group of subprefectures formulates a bigger community known as department, collection of these departments form a region and collection of these regions forms the country. In this paper, however, we are more interested at the subprefecture level as the dataset contains the mobility patterns at the subprefecture level. More details on how this probability is calculated is mentioned in the section III-B.
In communication networks, such as Pocket switched network (P SN ), Delay Tolerant Network (DT N ) and D2D communication network, devices can transmit the information they have to other devices within their physical proximity or the transmission range. In this paper however, we are more focused on the D2D network architecture with mobility since the market of context-aware applications and location-based services has grown tremendously and operators have started to consider the deployment of D2D communications as an underlay to the cellular networks.
Based on the context and proximity information, a device can discover other devices in its physical proximity and establish a link with them. In some situations, a device could act as a relay in a multi-hop D2D communication scenario. This would increase the network coverage because the information could be transmitted to devices beyond the coverage zone and even in a poor cellular coverage zones. Based on the context, devices could also from groups, where a device could act as a leader or the member of a group. Using collaborative forwarding mechanisms, the devices within a group could share data efficiently for optimized resource utilization and higher throughput [18] .
A device in a network, however, could be equipped with an antenna array with multiple antenna elements embedded geometrically. When a device uses multiple antennas elements larger transmission range with certain length and width is achieved due to constructive and destructive interference in the radiations from the antenna elements. The technique whereby multiple antenna elements are used to achieve larger transmission range is known as beamforming. The effects of beamforming have already been studied on the information dissemination process for both static and mobile networks with positive results [5] , [19] - [22] . These studies have stated that with very few nodes beamforming considerable enhancement in the dissemination process can be achieved. We would like to use this result and the beamforming concept on the proposed six state epidemic model and show how it could help in enhancing the dissemination process.
In a realistic human population, a user is associated with a home location. Every time a user moves away from its home location it has a certain probability to return to its home location from its new location. We thus update the mobility model to incorporate return probability for a user to return to its home location. This return probability is also derived from the dataset provided to us. More details on how the return probability is computed can be found in the section III-B. Using two different mobility models as stated above, we then show the effect of the mobility models on the dissemination process.
Thus, in this paper, we use insights from the dissemination in the metapopulation model, data provided by the D4D organizers, epidemic model and beamforming to formulate our model. The rest of this paper is organized such that it first provides an overview of the D2D scenario in the section II and the method on how the dataset provided by the D4D organizers is used to get useful information in the section III. A detailed description of the model is then provided in the section IV which is followed by the results obtained section V. The paper finally concludes in the section VI.
II. LOOSELY CONTROLLED D2D SUPPORT FOR INFORMATION DISSEMINATION
We assume the following D2D scenario: using a Public Warning System (P W S), a national emergency warning has to be broadcasted by some eN B (evolved Node B, a radio interface in Long Term Evolved (LT E) network) and should reach the maximum number of people in the country. However, in such situations, operator's network could be massively overloaded by a huge traffic of users trying to use their mobile devices at the same time. Also, the warning message may not reach a part of the population due to network coverage issues in rural zones. Using D2D communication, devices could communicate directly with other devices in the physical proximity and transmit the information. This mechanism will not only allow the extension of the broadcasting area but will also enhance the network traffic offload and avoid network saturation and waste of resources.
A D2D communication has two phases: the neighbor discovery phase and the communication phase for the data exchange. A neighborhood discovery could be based on either direct discovery or a network assisted discovery. In some studies related to D2D communication systems, these discovery models are also called distributed and centralized discovery respectively [23] , [24] .
In the distributed approach, each device sends beacons to all devices in its surrounding to announce its presence. This approach is highly scalable as the number of communicating devices and the D2D links in the coverage area of an eN B could grow exponentially and could cause overheads on the operator network. However, operator might have less control on the communication between the devices and may not be able to control the QoS of the communication. This approach is also a solution to avoid communication disruption when some nodes are down in a disaster situation like Earthquake or when an eN B fails. The users could still use their devices and be connected to the operator network using direct communication. However, in such D2D loosely-controlled mode, operators could face several issues like performing lawful interception, ensuring the security of the data transfer when devices are exchanging the information directly and whether the communication and discovery should be allowed on the licensed or unlicensed spectrum [23] , [25] .
In the centralized approach, however, some entities in the operator core network could be responsible of the peer discovery phase and the communication phase. For instance, the eN B can be informed about the devices that are in the physical proximity and could provide the devices with the necessary authentication and resource configuration to setup a D2D link. Nevertheless, this approach is less scalable than the distributed approach as the network could face load balancing issues in handling huge number of D2D links.
Using a loosely controlled D2D mechanism, some eN Bs can allow direct communication between devices that are in physical proximity. Fig. 1 shows, some eN Bs allowing the direct communication between devices that are in physical proximity while some do not. The figure also shows that a device could move from one eN B to another. However, the device could also move within the associated eN B. In this paper, we assume that all eN Bs have allowed direct communication between devices that are in physical proximity. Let us suppose a public warning message is generated in some area associated to an eN B: in this paper, we are interested in investigating how faster dissemination of the warning message can be achieved through a large population in a D2D environment where the devices are also mobile and links are intermittent. By faster dissemination we would mean that how quickly, after the warning message is generated, a larger set of devices could have the warning message.
III. DATA MINING
We first extract useful information from the data collected by Orange labs for the region of Ivory Coast. The data is based on the calls made in the region of Ivory Coast and the mobility of the users [13] . Ivory Coast has been assigned number of regions which are subdivided into departments where departments are again subdivided into sub-prefectures. The dataset provided to us contains the locations of the subprefectures in longitude and latitude format along with four sub-datasets out of which we are interested only in one. We refer to this sub-dataset as (SET3), which contains mobility pattern of 500,000 users over 5 months from 5th December 2011 until 28th April 2012. SET3 has been formed by the logging the subprefecture ID, time, ID of the users in Ivory Coast when they make a call. SET3 differs from other sub-datasets provided in the way that one of the sub-dataset contains mobility information for only 50,000 users over 5 month period while other contains calling information of the calls made by the users. Thus, the mobility from SET3 can only be inferred as the ID of the sub-prefectures has been logged when the call was made and not the actual location coordinates of the user. This sub-dataset interests us more as it contains more samples than the other sub-dataset and is well complemented by subprefecture location dataset.
A. Dataset Subprefecture Locations (SPLoc)
Dataset SPloc contains the information about the central position of the sub-prefecture regions. This dataset is complemented with another dataset (SPLocComp) which contains the actual subprefecture boundaries. SPLoc lead us to visualize Voronoi tessellation for the subprefectures in the region of Ivory Coast. A cell in Voronoi tessellation would closely represent a cell (coverage area of an eN B) in a D2D communication network setup. Actual subprefecture boundaries also provide hypothetical coverage area and could be well related to the coverage area of an eN B. Using this Voronoi tessellation we then generate a graphical structure that connects all neighboring subprefectures. As an edge in the graph could lie well outside the country boundaries, we remove all those edges that bypass the country. We call the remaining graphical structure G v .
B. Analysis SET3
The sampling of the information in the datasets is based on the calls made. The data has very high percentage of users calling from same location over time which reflects that the user has not moved. However, this sampling hampers the exact computation of human mobility and only estimates can be made. Lack of actual user coordinates led us to map the mobility of the user on a complete graph (G c ) formed by connecting all the subprefectures to all other subprefectures and also map the mobility of the user on G v . The mapping of the mobility of the user on G v would give us what subprefecture the user connected to while it moved.
Mapping of the user mobility either using G c or G v also gives us valuable information like how much time a user stays at a location and how many times the user takes a certain path. For the mobility using the G v we use shortest path between two subprefectures in the graph G v while when using the G c we do not. As an example we track the user numbered 297412 in the SET3 on both G v and G c (Cf. fig. 2 (a), 2(b)). In the fig. 2 the blue edges mark the edges that user traversed. The thickness of the edges determines the number of times the user traversed through that edge. The size of the node in the graph determines the number of times the user has stayed at that location. The yellow node marks the home location of the user. We define a home location for the user as the subprefecture that has maximum frequency of the user's visit and stay. We next perform the above process for all the users in the SET3 for the entire time period and determine the weights of the edges both for the G v and G c . We then normalize the edge weights to get the movement probability matrices M P v and M P c corresponding to G v and G c respectively.
From SET3 we could also calculate the return probability matrices, M P R v and M P R c , i.e., the probability of the user to return to its home location. Consider a home location H, whenever a user jumps to H the weight of the edge is incremented by one. After all the users are tracked the edge weights are normalized. From the data, for a user, H is determined as the subprefecture (community) from where the user has called the maximum number of times. Whenever the location of the user is updated from another community to H, it is assumed that the user has returned to H. The values are then normalized to provide return probability matrix M P R v or M P R c .
(a) Estimate of subprefectures reached by user 297412 using Gv.
(b) Estimate of subprefectures reached by user 297412 using Gc. The information in SET3 can also be used to infer the density of people in subprefecture over time. A tuple in SET3 provides which user is associated to which subprefecture at a certain time, tough the logging is done when a call is made by the user. Using this information we determine the density of each subprefecture at a certain time. In the Fig. 3 we provide the visual representation for the density of users on a log scale for the period from 16th December 2011 starting at 00:00:00 until 31st December 2011 ending at 23:59:00 1 . The fig. 3 shows that the number of users in the subprefectures is high during the day time while it is low during the night time thereby causing changes in network structure. This forms the basis of this paper where we incorporate the variations in the density through the latent states explained in the section IV. As the data in SET3 is logged when the user makes a call, this also represents that number of calls are high during the day time while low during the night time.
We shall now describe our dissemination model using M P c , metapopulation model and beamforming in the next section. 1 An animated version of density of users from 16th December 2011 starting at 00:00:00 until 31st December 2011 ending at 23:59:00 can be viewed at http://complex.luxbulb.org/content/d4d-challenge 
IV. MODEL
Consider N devices to be non-uniformly distributed in the region. The non-uniformity leads to a community structure in the region. We assume that the set of these communities, C, is the set of subprefectures in the Ivory Coast. In a D2D context a subprefecture can be envisioned as an eN B where the eN Bs have allowed the D2D communication. At a given time, a device is associated to one and only one eN B, i. From the data we get |C| = 255. As argued by Watts et al, community structure is evident in the population in a realistic scenario. The movement of a device or the jump of a device from one community to another occurs with a probability [14] . It was later shown that the jump also depends on the nature of the community [6] and the activity pattern [26] . This probability plays an important role in determining which new community has to be joined by the device. We use M P c calculated in section III-B to determine the jumps from one community to another. The jump probabilities also provide us with the probability of staying in the same community. Staying in the same community would mean that the device has not moved out of the community. This would not restrict the movement of the device within the community bounds, i.e., the device would be free to move within the associated community. Fig.  4 shows the mobility model with only three communities. This can be generalized to |C| communities. In the fig. 4 the probability of staying in the community i is given by ν ii , while the probability of moving to another community j or k is given by ν ij or ν ik . Other notations are similarly defined. This type of mobility model is a simplistic depiction of the inter community movements. However, complexities can be added to the model by the introduction of the return probability. A model introducing the return probabilities in this simple mobility model has been described in the section IV-C.
In real scenarios, communities affect the global dissemination of the information. In a system with a community structure, the information transfer is bounded within the community unless entities in the community move to another community. This makes us to constrain the devices having information to be able to only transmit the information to the devices in the same community (in the same eN B) that do not have the information and are within the transmission range T of the device or the physical proximity of the device. We assume that the devices in the community i have a transmission probability, β i which relates to expected time during which a device transmits. We also assume that the devices in different communities have different transmission probability. This is because of many factors like, the density of the population and willingness of other devices to accept the transmitted information. In order to model β i we use the area of the community and formulate the eq. 1 where A i is the area or the community i within a region and A max is the area of the largest region. Due to the energy constraints the devices can only transmit certain data for a certain period. This is modeled using recovery rate, δ x , where x is a device. We assume that δ x = δ i for all the device in a community i. The β i and δ i associated with a device changes when the device moves from one community to another. Here we assume δ i to be random number in [0, 1].
Consider S i , I i and R i to be the number of devices not having the information, the number of devices having the information and the recovered number of devices respectively in the community i. Let us assume the initial conditions to be S i (0) = N i − ε, I i (0) = ε and R i (0) = 0, where ε > 0 and 0 in S i (0), I i (0) and R i (0) represents time t = 0. As the time increases due to connectivity and mobility in the network the number of devices in all S i , I i and R i changes. For the model above, we could formulate rate of change in the number of devices in either of the three states for a community i using mean field as the eq. 2 where k i is the average degree of the device in the community i computed as
Ai , ν ji is the probability of moving from community j to community i (we consider ν = M P c ) and N * i = S i + I i + R i is the steady state population of the community i. The total number of devices in the state I thus would be given by j∈C I j . Similarly, we could formulate total number of devices for other states as well. In the eq. 2 the first term represent the number of new infection caused due interactions within the community, the second term represents In order to determine the steady state population, let us first define N i as the number of residents in the community i at time t. Using ν the total number of devices leaving i would be equal to ∀j∈C,j =i ν ij N i , while total number of devices entering i would be equal to ∀j∈C,j =i ν ji N j . From the above discussion we also know that ν ii would be the probability of staying in the community i. Putting dNi dt = 0 in the eq. 3, we could formulate the steady state population, N * i , as the eq. 4 because ∀j∈C ν ij = 1 and
As defined in the literature, the condition for the number of infected nodes to rise in a community i is when
Initially, when S i ≈ N * i and there are no infected nodes in other communities, the basic reproduction number, R 0 , for community i would be thus given by the eq. 5. For all the communities the R 0 could be found using the new generation matrix [15] .
A. Adding Latent states to the model
Irrespective of whether a device is in state S, I or R, the capability of the device to transmit or receive also depends on whether the device is switched on or off. It could be possible that a device has the information but has been switched off by its user. This would hamper the transmission of the information from the device to other devices. Following the same argument, if a device does not have the information and it is switched off it would not be able to receive the information from other devices. We call such state of a device as latent state and term them as E I , E S and E R to represent latent states pertaining to each active state, S, I and R. Thus we assume that the devices could be in any of the six states, S, I, R, E S , E I or E R . When a device is switched on, this would mark the transition in the state of the device from either E S , E I or E R to S, I or R respectively. Thus, the state diagram for this case can be given by fig.  5 where the transition rates between S and E S are given by µ Si and α Si , that between I and E I as µ Ii and α Ii while that between R and E R as µ Ri and α Ri . The rate equations mentioned in the eq. 2 for a community i would thus be modified to the eq. 6 where
There is no direct transition from E I to R as a device in E I cannot directly transit to R which is an active state. It first makes a transition to state E R with probability γ i and then from E R to R.
Analyzing the dIi dt , eq. 6, we could say that there would be a growth in the population of devices in I if β i SiIi ki
Due to the addition of latent states the information dissemination is highly impacted. The difference in number of devices in state I for simple SIR case and the case when latent states can be formulated. Let I i,t,SIR be the number of infected devices in community i at time t for SIR case and I i,t,SIRLatent be the number of infected devices in community i at time t for the case when latent states are used. The difference in number of devices in I between two cases can be computed as I i,t,SIR − I i,t,SIRLatent . We know that I i,0,SIR = I i,0,SIRLatent and S i,0,SIR = S i,0,SIRLatent as they are initial conditions. Using these conditions the difference in the number of infected devices at the t th time instant can be computed as the eq. 7. For number of devices in state I for all the communities, the eq. 7 could be written as the eq. 8 which in non-normalized case can be written as the eq. 9. At t = 1 the eq. 9 solves down to the eq. 10.
From the eq. 10 we can say that when
the rate in the latent case would be more and spreading would be more. It can also be noted that initially dissemination process would be slower than the SIR case, as E Ii,0,SIRLatent = 0 and would slowly increase.
B. Adding Beamforming to the model
As we are interested in enhancing information dissemination, a way of enhancing the information dissemination in a community based models is by the introduction of the mobility. Another way of enhancing dissemination process studied in literature is through beamforming. Beamforming is a technique of using multiple device antenna elements in-order to get a long directional beam (long range link) with the same operational power as that of omnidirectional beam. Effects of beamforming have already been studied on the information dissemination process in the static population [20] , [22] as well as on the mobile population [5] , [19] , [21] with positive results. In communication networks, M IM O technology as described in IEEE 802.11n represents a way to achieve beamforming using multiple antennas. However, in M IM O beamforming is achieved at both receiver and transmitter. In our case, we would focus only on achieving beamforming at the transmitter side.
Towards this, we assume each device to be equipped with an antenna array with M antenna elements (AEs, each having transmission range as T ), where M could be different for different devices. Initially, all devices use one AE for omnidirectional transmission. Here, T could be different for different devices however, for a given device all AEs have same T . We only let the devices in state I to participate in beamforming as our primary aim is to achieve faster dissemination. In [5] , [19] , [21] it has been showed that using very few long range links considerable enhancement in the dissemination process can be achieved. We use this result to state that only x% of the devices in the state I are randomly chosen to beamform. The selected devices randomly choose m ∈ [2, M ] AEs from M available AEs to determine length and width of the beam. Once the determination of beamforming devices is made, the beamforming device then beamforms in a random direction, infects the susceptible devices and returns back to omnidirectional case. In our model, we use Uniform Linear Array Antenna model (U LA) [27] to determine beam length and beam width. Using m AEs according to U LA model would lead to a main beam of maximum length mT . The direction chosen for beamforming is termed as θ b , the direction of the main beam. The length of the beam in different directions using θ b is given by the eq. 11, [27] , [28] where θ is angle with the z-axis, φ with the xy-plane, u(θ, φ) ∝ sin(mψ) m * sin(ψ) 2 , ψ = π∆(cos θ − cos θ b )/λ and ∆ is the distance between 2 AE's.
Adding beamforming to the model would change the average degree, k i , in the network as x% devices would beamform. In terms of D2D communication scenario, average degree would relate to number of D2D links for the device. Let us assume the new average degree in the community i to be k * i . k * i could be modeled using area under the beam and density of the region. Assume X be the set of x% of the infected nodes that beamform and gain pattern as g(q, θ) of the q th beamforming device. Total area covered under the beam of the q th device would be A b,q = 2π 0 g(q, θ)dθ. Thus for a node q in X, its k bi,q = ρ i A b,q . The average degree for all the nodes in X would thus be given by k bi = q∈X k bi,q |X| . This
. Now when x% of the infected nodes have average degree as k bi and others have average degree equal to k i , the average degree for the network, k * i , would thus be given by
. As only the average degree in the eq. 6 has changed the rate equations in the eq. 6 would now have k * i instead of k i . To see a positive effect of beamforming a necessary condition is k i < k * i which reduces to k i |X| < k bi |X|. This means that the average degree for a beamforming node should be greater than the average degree for the same node when it was not beamforming. The difference in the number of infected devices at time t for the beamforming case and simple SIR with latent states case could also be formulated as in the section IV-A. Let I i,t,beam be the number of infected devices in the community i at time t for beamforming case and I i,t,nobeam be the number of infected devices in the community i at time t for SIR with latent states case. The difference in number of devices in I between two cases can be computed as I i,t,beam − I i,t,nobeam . As before here also, we also know that I i,0,beam = I i,0,nobeam and S i,0,beam = S i,0,nobeam as they are initial conditions. Using this we find that for t = 1,
. This difference for the t th time instant for all the communities in non normalized case is given by the eq. 12.
C. Adding return probability to the model A more realistic mobility model relates to when return probability is associated to the devices in a community [29] . In such a case a device could return to its home location after visiting other communities. This causes fig. 4 to be modified to fig. 6 causing changes in the rate equations defined above. Representing N ii as the number of devices having home location as i and are in i, N ij as the number of devices having home location as i but are in j, σ i as the probability of moving out of community i, ν ij as the probability of going to community j from i and ζ ij as the return probability of the device in community j to its home location i the new steady stat N * i now could be computed as N * ii and N * ij for each community from the eq. 13 as the eq. 14, [29] . In our case ζ ij is determined from M P R c . Similar to the explanation of N ii and N ij , S ii , I ii , R ii , E Sii , E Iii and E Rii would mean that devices in S, I, R, E S , E I and E R respectively, have the home location as community i and are in the community i while S ij , I ij , R ij , E Sij , E Iij and E Rij would mean that devices in S, I, R, E S , E I and E R respectively have the home location as community i and are in the community j. The total number of devices in N * i for a community i would thus be given by N * ii + N * ij = ∀j∈C S ij + I ij + R ij + E Sij + E Iij + E Rij and the new rate equations can now be represented as the eq. 15-20. The total number of devices in state I for a community i that have home location as community i would be given by I ii + ∀j∈C,j =i I ij . Thus, the total number of devices in state I would be given by ∀i∈C I ii + ∀j∈C,j =i I ij . Similarly we could find the total number of devices for other states as well.
V. SIMULATION AND RESULTS
We perform simulation in Python. Initially, each device operates in omnidirectional mode using m = 1 AE. We set the maximum number of antenna elements that any device could be equipped with to as M = 8. The separation between two antenna elements computed using W iF i frequency, f = 2.4Ghz. We consider N = 15686986 in an area of Area ≈ 323096km 2 (Ivory Coast region). These values are the approximate census data of the Ivory Coast in the year 1998 and are collected from the source [17] . Unless otherwise stated all the results use G c and associated movement probability matrix M P c without associating the return probability. Initially we set S i (0) = N * i , I i (0) = R i (0) = 0 for all i and in order to start the dissemination, we set Fig. 6 . Associating return probability to the mobility model. The dotted line shows the return probability from another community and is marked with ζ cc ′ and dotted line, probability of moving out of a community is given by σc, while probability of going out to another community is marked with σcν cc ′ and solid lines. Each community has associated number of devices. For different communities these devices are marked in different color (white for i, red for j, blue for k). The color of the lines also represent to which community they associate to.
and I 0 (0) = ε in all the simulations with ε = 0.0001. In D2D communication scenario this would mean that public warning message is generated somewhere in the area covered by only one eN B. Through the evolution of overall percentage of devices in either of the three states, in this paper, we try to show the effect of our model on the dissemination of the public warning message across the large scale population.
As we are adding latent state to our model, we first show the evolution of overall percentage of devices in any of the three states and bring out the difference in the overall percentage of devices with simple SIR case. The fig. 7(a) shows the evolution of number of devices in the different states for the case when latent states were added to the SIR model and the SIR model. The maximum difference between the number of infected devices at any time is found to be ≈ 0.283. When the results are normalized with the active population we see little difference in the curves of number of devices in the states S, I and R (Cf. fig. 7(b) ). Here, the maximum difference between the number of infected devices at any time is found to be ≈ 0.079. We then plot ∆I, ∆S and ∆R on the actual population scale (Cf. fig. 7(c) ). The results show that when latent states are used the dissemination is much slower, less number of devices are infected, as ∆I > 0.
Next we show how beamforming can affect the dissemination process on the above proposed schema of SIR model with latent states. We first present the comparison of number of devices in S, I or R state for the latent and with beamforming case where x = 6%, (Cf. fig. 8(a) ) normalized over active population. In the fig. 8(a) , x = 0% would relate to the case when there was no beamforming. The figure shows that the maximum difference between the number of infected devices is 0.0852 at any time. The difference in the curves of I for the two cases clearly suggests that beamforming 2 can provide better results in terms of number of devices infected when number of beamforming nodes is x = 6%. We now investigate the effect of x on the dissemination process. As suggested in [30] that as number of long links decreases the average (b) ∆I between beamforming cases when x = 2% and x = 0%, x = 6% and x = 0%, and x = 10% and x = 0%. path length and hence more number of nodes are infected in less time, i.e., faster dissemination is achieved, we validate this result for our case also. Fig. 8(b) shows the plot of ∆I between x = 2% and x = 0%, x = 6% and x = 0%, and x = 10% and x = 0%. Now that our claim that information dissemination is enhanced in terms of number of devices infected over time is validated, we next show the effect of use of various parameters on the dissemination process when our model is used. We first show the effect of variation of β and δ on our model (Cf. fig.  9(a) ). Here we plot the maximum number of infected devices over the simulation period and assume that all the communities have same β and δ. From the fig. 9 (a) it can be seen that as β increases the maximum number of infected devices also increase. This is due to the fact that β is positively affecting the rate of change in I and is directly proportional to the change rate. The figure also shows the effect of δ on the model. As δ increases the maximum number of infected nodes as compared to when δ was low reduces. This is due to negative impact of δ on the rate of change in I. k , the average degree or the number of devices in the physical proximity of a device, is dependent on the density ρ and the area. We next show the effect of ρ with β and ρ with δ again assuming that all the communities have same parameter values, (Cf. fig. 9(b) and 9(c) ). Here also we plot the maximum number of infected devices over the simulation period. From the fig. 9(b) it can be noted that as ρ increases maximum number of infected devices increases. This is again due to the fact that ρ is positively affecting the rate of change in I and is directly proportional to the change rate, ( k i = ρ/A i ). When ρ is high and β is also high, the effect of the parameters is further increased due to two parameters both positively effecting the rate of change in I. On the other hand for the ρ and δ as one parameter is effecting the rate of change in I positively and another one negatively, when δ is high and ρ is less the maximum number of infected devices is less. While when δ is low and ρ is high the maximum number of infected devices is high.
All the above results were generated considering the case when only one community, one eN B, is the source of infected devices, i.e., the source of the public warning message. However, in realistic scenarios, different sources of information or different public warning messages could originate in many different eN B. We show the evolution of the number of devices that have received at least one public warning message when the sources of information span different eN B. The results were obtained when the same number of initial infections was distributed in two communities far apart (Cf. fig. 10 ). The results show the number of infected devices for the case where sources are in two different communities Evolution of difference in the number of devices having the information. The difference is calculated between the case when sources were in two different communities and when the sources were in only one community. The number 2 and 1 in the legend suggest the spread of sources to two communities or to one community. Furthermore, all the above results were obtained using M P c generated through G c . When M P v generated from G v is used we get different results in terms of number of devices in the infected state (Cf. fig. 11 ). This is because now the movement of the device is only restricted to only neighboring community and there are no long jumps as in the euclidian case. As discussed before constraining the mobility affects the dissemination process, the same phenomenon is observed in the case when M P v is used, (Cf. fig. 11 ).
We now show results obtained using the mobility model when return probabilities are associated. Towards this, we first show the difference in the number of active nodes in S, I and Rtotal,x =6%−Rtotal,x =0% Fig. 13 . Evolution of difference in number of devices in the three active states. The difference is calculated between the case when x = 6% and x = 0% for the mobility model with return probability.
R states when different mobility models are used with the addition of latent states, i.e., when return probability is used and when return probability is not used. The difference in the number of active nodes in the three states is because of the change caused due to return probability in the β and δ parameter that are used for a node to change its state. Fig.  12 shows the same. We then show the change in number of nodes in the three active states when beamforming was used and when beamforming was not used. The number of nodes beamforming were set to x = 6% and x = 0% respectively. As discussed previously that beamforming enhances information dissemination, same phenomenon was observed in the case when return probability was added (Cf. fig. 13 ).
VI. DISCUSSION AND CONCLUSION
In this paper, we presented a model that could help in enhancing the information dissemination in terms of the number of devices having the information across the population in a D2D based communication network. We used concepts of epidemic model, beamforming and metapopulation model to build our model. We used the data provided by the D4D organizers to determine the movement probabilities for the movement of the devices from one community to another. To realize the information dissemination process we used SIR type epidemic model with addition of latent states E S , E I and E R . We then added beamforming on the above proposed variation of the SIR model. Through the results we showed that by allowing small fraction of devices to beamform, dissemination process could be enhanced in terms of devices having information in the environment where the density of active devices is constantly changing. Thus, the paper presents two main contributions, first the introduction of latent states to account for variable density and second, how beamforming and mobility in a network with community structure could be applied to achieve large scale dissemination in a dynamic D2D based communication network.
In this paper, however, we have not used birth and death process, i.e., addition of new devices and removal of old devices due to hardware failures. Addition of such concept would add more realism to the model. We would also like to make our model more realistic by computing k using probability of connection in the given direction. We would like to incorporate these as the future perspectives.
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