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Abstract
In this article, we use a mechanism first introduced by Herman,
Marco, and Sauzin to show that if a Gevrey or analytic perturba-
tion of a quasi-convex integrable Hamiltonian system is not too small
with respect to the number of degrees of freedom, then the classical
exponential stability estimates do not hold. Indeed, we construct an
unstable solution whose drifting time is polynomial with respect to the
inverse of the size of the perturbation. A different example was already
given by Bourgain and Kaloshin, with a linear time of drift but with a
perturbation which is larger than ours. As a consequence, we obtain a
better upper bound on the threshold of validity of exponential stability
estimates.
1 Introduction
1. Consider a near-integrable Hamiltonian system of the form{
H(θ, I) = h(I) + f(θ, I)
|f | < ε
with angle-action coordinates (θ, I) ∈ Tn × Rn, and where f is a small
perturbation, of size ε, in some suitable topology defined by a norm | . |.
If the system is analytic and h satisfies a generic condition, it is a remark-
able result due to Nekhoroshev ([Nek77], [Nek79]) that the action variables
are stable for an exponentially long interval of time with respect to the
inverse of the size of the perturbation: one has
|I(t)− I0| ≤ c1ε
b, |t| ≤ c2 exp(c3ε
−a),
for some positive constants c1, c2, c3, a, b and provided that the size of the
perturbation ε is smaller than a threshold ε0. Of course, all these constants
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strongly depend on the number of degrees of freedom n, and when the latter
goes to infinity, the threshold ε0 and the exponent of stability a go to zero.
More precisely, in the case where h is quasi-convex and the system is
analytic or even Gevrey, then we know that the exponent a is of order
n−1 and this is essentially optimal (see [LN92], [Po¨s93], [MS02], [LM05]
[Zha09] and [BM10] for more information on the optimality of the stability
exponent).
2. This fact was used by Bourgain and Kaloshin in [BK05] to show that if
the size of the perturbation is
εn ∼ e
−n,
then there is no exponential stability: they constructed unstable solutions
for which the time of drift is linear with respect to the inverse of the size of
the perturbation, that is
|I(τn)− I0| ∼ 1, τn ∼ ε
−1
n .
More precisely, in the first part of [BK05], Bourgain proved this result for
a specific example of Gevrey non-analytic perturbation of a quasi-convex
system, then for an analytic perturbation he obtained a time τn ∼ ε
−1−c
n ,
for any c > 0. In the second part of [BK05], using much more elaborated
techniques (especially Mather theory), Kaloshin proved the above result for
both Gevrey and analytic perturbation and for a wider class of integrable
Hamiltonians, including convex and quasi-convex systems.
Their motivation was the implementation of stability estimates in the
context of Hamiltonian partial differential equations, which requires to un-
derstand the relative dependence between the size of the perturbation and
the number of degrees of freedom. Their result indicates that for infinite
dimensional Hamiltonian systems, Nekhoroshev’s mechanism does not sur-
vive and that “fast diffusion” should prevail. Of course, in their example,
one cannot simply take n =∞ as the size of the perturbation εn ∼ e
−n goes
to zero and the time of instability τn ∼ e
n goes to infinity exponentially fast
with respect to n. A more precise interpretation concerns the threshold of
validity ε0 in Nekhoroshev’s theorem: it has to satisfy
ε0 << e
−n,
and so it deteriorates faster than exponentially with respect to n.
3. As was noticed by the authors in [BK05], their examples share some
similarities with the mechanism introduced by Herman, Marco and Sauzin
in [MS02] (see also [LM05] for the analytic case). In this present article, we
use the approach of [MS02] and [LM05] to show, using simpler arguments
than those contained in [BK05], that if the size of the perturbation is
εn ∼ e
−n ln(n lnn),
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then it is still too large to have exponential stability: we will show that one
can find an unstable solution where the time of drift is polynomial, more
precisely
|I(τn)− I0| ∼ 1, τn ∼ ε
−n
n .
As in the first part of [BK05], we will construct specific examples of Gevrey
and analytic perturbations of a quasi-convex system. We refer to Theo-
rem 2.1 and Theorem 2.3 below for precise statements. Hence one can infer
that the threshold ε0 in Nekhoroshev’s theorem further satisfies
ε0 << e
−n ln(n lnn) << e−n,
and this gives another evidence that the finite dimensional mechanism of
stability cannot extend so easily to infinite dimensional systems. Let us
point out that our time of drift is worst than the one obtained in [BK05],
but this stems from the fact that the size of our perturbation is smaller than
theirs and so it is natural for the time of instability to be larger. Moreover,
our exponent n in the time of drift can be a bit misleading since in any cases,
that is even for a linear time of drift, τn goes to infinity exponentially fast
with n, so such results do not apply at all to infinite dimensional Hamiltonian
systems. A natural question, which was raised by Marco, is the following.
Question 1. Given ε > 0 arbitrarily small, construct an εn-perturbation of
an integrable system having an unstable orbit with a time of instability τn
such that
lim
n→+∞
εn = ε, lim
n→+∞
τn < +∞.
We believe that one can give a positive answer to this question, by using
a more clever construction. However, even if one can formally let n goes
to infinity, by no means this implies the existence of an unstable solution
for an infinite-dimensional Hamiltonian systems, which is a very difficult
problem (see [CKG+10] and [GG10] for related results in some examples of
Hamiltonian partial differential equations).
2 Main results
2.1 The Gevrey case
1. Let us first state our result in the Gevrey case. Let n ≥ 3 be the number
of degrees of freedom, and given R > 0, let B = BR be the open ball of R
n
around the origin, of radius R > 0 with respect to the supremum norm | . |,
and B its closure.
The phase space is Tn×B, and we consider a Hamiltonian system of the
form
H(θ, I) = h(I) + f(θ, I), (θ, I) ∈ Tn ×B.
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Our quasi-convex integrable Hamiltonian h is the simplest one, namely
h(I) =
1
2
(I21 + · · ·+ I
2
n−1) + In, I = (I1, . . . , In) ∈ B.
Let us recall that, given α ≥ 1 and L > 0, a function f ∈ C∞(Tn × B) is
(α,L)-Gevrey if, using the standard multi-index notation,
|f |α,L =
∑
l∈N2n
L|l|α(l!)−α|∂lf |C0(Tn×B) <∞.
The space of such functions, with the above norm, is a Banach space that
we denote by Gα,L(Tn×B). One can see that analytic functions correspond
exactly to α = 1.
2. Now we can state our theorem.
Theorem 2.1. Let n ≥ 3, R > 1, α > 1 and L > 0. Then there exist posi-
tive constants c, γ, C and n0 ∈ N
∗ depending only on R,α and L such that for
any n ≥ n0, the following holds: there exists a function fn ∈ G
α,L(Tn × B)
with εn = |fn|α,L satisfying
e−2(n−2) ln(4n ln 2n) ≤ εn ≤ c e
−2(n−2) ln(n ln 2n),
such that the Hamiltonian system Hn = h+ fn has an orbit (θ(t), I(t)) for
which the estimates
|I(τn)− I0| ≥ 1, τn ≤ C
(
c
εn
)nγ
,
hold true.
As we have already explained, this statement gives an upper bound on
the threshold of applicability of Nekhoroshev’s estimates, which is an im-
portant issue when trying to use abstract stability results for “realistic”
problems, for instance for the so-called planetary problem (see [Nie96]).
So let us consider the set of Gevrey quasi-convex integrable Hamiltonians
H = H(n,R, α,L,M,m) defined as follows: h ∈ H if h ∈ Gα,L(B) and
satisfies both
∀I ∈ B, |∂kh(I)| ≤M, 1 ≤ |k1|+ · · ·+ |kn| ≤ 3,
and
∀I ∈ B,∀v ∈ Rn, ∇h(I).v = 0 =⇒ ∇2h(I)v.v ≥ m|v|2.
From Nekhoroshev’s theorem (see [MS02] for a statement in Gevrey classes),
we know that there exists a positive constant ε0(H) = ε0(n,R, α,L,M,m)
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such that the following holds: for any h ∈ H, there exist positive constants
c1, c2, c3, a and b such that if
f ∈ Gα,L(Tn ×B), |f |α,L < ε0(H),
then any solution (θ(t), I(t)) of the system H = h + f , with I(0) ∈ BR/2,
satisfies
|I(t)− I0| ≤ c1ε
b, |t| ≤ c2 exp(c3ε
−a).
Then we can state the following corollary of our Theorem 2.1.
Corollary 2.2. With the previous notations, one has the upper bound
ε0(H) < e
−2(n−2) ln(4n ln 2n).
This improves the upper bound ε0(H) < e
−n obtained in [BK05] for
Gevrey functions.
2.2 The analytic case
3. Let us now state our result in the analytic case. Here B = BR is still
the open ball of Rn around the origin, of radius R > 0 with respect to the
supremum norm, and we will also consider a Hamiltonian system of the form
H(θ, I) = h(I) + f(θ, I), (θ, I) ∈ Tn ×B,
where
h(I) =
1
2
(I21 + · · ·+ I
2
n−1) + In, I = (I1, . . . , In) ∈ B.
Given ρ > 0, let us introduce the space Aρ(T
n×B) of bounded real-analytic
functions on Tn × B admitting a bounded holomorphic extension to the
complex neighbourhood
Vρ = Vρ(T
n ×B) = {(θ, I) ∈ (Cn/Zn)× Cn | |I(θ)| < ρ, d(I,B) < ρ},
where I(θ) is the imaginary part of θ and the distance d is associated to the
supremum norm on Cn. Such a space Aρ(T
n × B) is obviously a Banach
space with the norm
|f |ρ = |f |C0(Vρ) = sup
z∈Vρ
|f(z)|, f ∈ Aρ(T
n ×B).
Furthermore, for bounded real-analytic vector-valued functions defined on
T
n ×B admitting a bounded holomorphic extension to Vρ, we shall extend
this norm componentwise (in particular, this applies to Hamiltonian vector
fields and their time-one maps).
4. Now we can state our theorem.
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Theorem 2.3. Let n ≥ 4, R > 1, and σ > 0. Then there exist positive
constants ρ, γ, C and n0 ∈ N
∗ depending only on R and σ, and a constant
cn that may also depends on n, such that for any n ≥ n0, the following holds:
there exists a function fn ∈ Aρ(T
n ×B) with εn = |fn|ρ satisfying
e−2(n−3) ln(4n ln 2n) ≤ εn ≤ cn e
−2(n−3) ln(n ln 2n),
such that the Hamiltonian system Hn = h+ fn has an orbit (θ(t), I(t)) for
which the estimates
|I(τn)− I0| ≥ 1, τn ≤ C
(
cn
εn
)nγ
,
hold true.
In the above statement, the constant σ has to be chosen sufficiently small
but independently of the choice of n and R (see Proposition 4.1). Moreover,
the theorem is slightly different than the one in the Gevrey case, since there
is a constant cn depending also on n: this comes from the use of suspension
arguments due to Kuksin and Po¨schel ([Kuk93], [KP94]) in the analytic case,
which are more difficult than in the Gevrey case.
Here we can also define a threshold of validity in the Nekhoroshev the-
orem ε0(H) = ε0(n,R, ρ,M,m) and state the following corollary of our
Theorem 2.3.
Corollary 2.4. With the previous notations, one has the upper bound
ε0(H) < e
−2(n−3) ln(4n ln 2n).
This improves the upper bound ε0(H) < e
−n obtained in [BK05] for
analytic functions. For concrete Hamiltonians like in the planetary problem,
the actual distance to the integrable system is essentially of order 10−3,
hence the above corollary yields the impossibility to apply Nekhoroshev’s
estimates for n > 3.
2.3 Some remarks
5. Theorem 2.1 and Theorem 2.3 are obtained from the constructions in
[MS02] and [LM05], but one has to choose properly the dependence with
respect to n of the various parameters involved.
As the reader will see, we will use only rough estimates leading to the
factor n in the time of instability: this can be easily improved but we do
not know if it is possible in our case (that is with a perturbation of size
e−n ln(n lnn)) to obtain a linear time of drift.
Let us note also we have restricted the perturbation to a compact subset
of An = Tn×Rn just in order to evaluate Gevrey or analytic norms. In fact,
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in both theorems the Hamiltonian vector field generated by Hn = h+ fn is
complete and the unstable solution (θ(t), I(t)) satisfies
lim
t→±∞
|I(t)− I0| = +∞,
which means that it is bi-asymptotic to infinity.
6. Ii is important to note that our approach leads, as in the first part of
[BK05], to results for an autonomous perturbation of a quasi-convex inte-
grable system (or, equivalently, for a time-dependent time-periodic pertur-
bation of a convex integrable system). In the second part of [BK05], for
a class of convex integrable systems, Kaloshin was able to reduce the case
of an autonomous perturbation to the case of a time-dependent time peri-
odic perturbation, partly because of his more general (but more involved)
approach. We could have tried to apply his general arguments to our case,
but for simplicity we decided not to pursue this further.
7. In this text, we will have to deal with time-one maps associated to
Hamiltonian flows. So given a function H, we will denote by ΦHt the time-t
map of its Hamiltonian flow and by ΦH = ΦH1 the time-one map. We shall
use the same notation for time-dependent functions H, that is ΦH will be
the time-one map of the Hamiltonian isotopy (the flow between t = 0 and
t = 1) generated by H.
3 Proof of Theorem 2.1
The proof of Theorem 2.1 is contained in section 3.2, but first in section 3.1
we recall the mechanism of instability presented in the paper [MS02] (see
also [MS04]).
This mechanism has two main features. The first one is that it deals with
perturbation of integrable maps rather than perturbation of integrable flows,
and then the latter is recovered by a suspension process. This point of view,
which is only of technical matter, was already used for example in [Dou88]
and offers more flexibility in the construction. The second feature, which is
the most important one, is that instead of trying to detect instability in a
map close to integrable by means of the usual splitting estimates, we will
start with a map having already “unstable” orbits and try to embed it in
a near-integrable map. This will be realized through a “coupling lemma”,
which is really the heart of the mechanism.
As we will see, the construction offers an easy and very efficient way of
computing the drifting time of unstable solutions, therefore avoiding all the
technicalities that are usually required for such a task.
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I = q−1
I = 0
I = −q−1
ψq
ψ−1q
Figure 1: Drifting point for the map ψq
3.1 The mechanism
1. Given a potential function U : T→ R, we consider the following family
of maps ψq : A→ A defined by
ψq(θ, I) =
(
θ + qI, I − q−1U ′(θ + qI)
)
, (θ, I) ∈ A, (1)
for q ∈ N∗. If we require U ′(0) = −1, for example if we choose
U(θ) = −(2π)−1 sin(2πθ), U ′(θ) = − cos(2πθ),
then it is easy to see that ψq(0, 0) = (0, q
−1) and by induction
ψkq (0, 0) = (0, kq
−1) (2)
for any k ∈ Z (see figure 1). After q iterations, the point (0, 0) drifts from the
circle I = 0 to the circle I = 1 and it is bi-asymptotic to infinity, in the sense
that the sequence
(
ψkq (0, 0)
)
k∈Z
is not contained in any semi-infinite annulus
of A. Clearly these maps are exact-symplectic, but obviously they have no
invariant circles and so they cannot be “close to integrable”. However, we
will use the fact that they can be written as a composition of time-one maps,
ψq = Φ
q−1U ◦
(
Φ
1
2
I2 ◦ · · · ◦ Φ
1
2
I2
)
= Φq
−1U ◦
(
Φ
1
2
I2
)q
, (3)
to embed ψq in the q
th-iterate of a near-integrable map of An, for n ≥ 2. To
do so, we will use the following “coupling lemma”, which is easy but very
clever.
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Lemma 3.1 (Herman-Marco-Sauzin). Let m,m′ ≥ 1, F : Am → Am and
G : Am
′
→ Am
′
two maps, and f : Am → R and g : Am
′
→ R two Hamil-
tonian functions generating complete vector fields. Suppose there is a point
a ∈ Am
′
which is q-periodic for G and such that the following “synchronisa-
tion” conditions hold:
g(a) = 1, dg(a) = 0, g(Gk(a)) = 0, dg(Gk(a)) = 0, (S)
for 1 ≤ k ≤ q − 1. Then the mapping
Ψ = Φf⊗g ◦ (F ×G) : Am+m
′
−→ Am+m
′
is well-defined and for all x ∈ Am,
Ψq(x, a) = (Φf ◦ F q(x), a).
The product of functions acting on separate variables was denoted by ⊗,
i.e.
f ⊗ g(x, x′) = f(x)g(x′) x ∈ Am, x′ ∈ Am
′
.
Let us give an elementary proof of this lemma since it is a crucial ingredient.
Proof. First note that since the Hamiltonian vector fields Xf and Xg are
complete, an easy calculation shows that for all x ∈ Am, x′ ∈ Am
′
and t ∈ R,
one has
Φf⊗gt (x, x
′) =
(
Φ
g(x′)f
t (x),Φ
f(x)g
t (x
′)
)
(4)
and therefore Xf⊗g is also complete. Using the above formula and condi-
tion (S), the points (F k(x), Gk(a)), for 1 ≤ k ≤ q−1, are fixed by Φf⊗g and
hence
Ψq−1(x, a) = (F q−1(x), Gq−1(a)).
Since a is q-periodic for G this gives
Ψq(x, a) = Φf⊗g(F q(x), a),
and we end up with
Ψq(x, a) = (Φf (F q(x)), a)
using once again (S) and (4).
Therefore, if we set m = 1, F = Φ
1
2
I21 and f = q−1U in the coupling
lemma, the qth-iterate Ψq will leave the submanifold A × {a} invariant,
and its restriction to this annulus will coincide with our “unstable map” ψq.
Hence, after q2 iterations of Ψ, the I1-component of the point ((0, 0), a) ∈ A
2
will move from 0 to 1.
2. The difficult part is then to find what kind of dynamics we can put
on the second factor to apply this coupling lemma. In order to have a
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continuous system with n degrees of freedom at the end, we may already
choose m′ = n− 2 so the coupling lemma will give us a discrete system with
n− 1 degrees of freedom.
First, a natural attempt would be to try
G = Gn = Φ
1
2
I22+···+
1
2
I2n−1 .
Indeed, in this case
F ×Gn = Φ
1
2
I22+···+
1
2
I2n−1 = Φh˜
where
h˜(I1, . . . , In−1) =
1
2
(I21 + · · ·+ I
2
n−1)
and the unstable map Ψ given by the coupling lemma appears as a pertur-
bation of the form Ψ = Φu ◦Φh˜, with u = f ⊗g. However, this cannot work.
Indeed, for j ∈ {2, . . . , n − 1}, one can choose a pj-periodic point a
(j) ∈ A
for the map Φ
1
2
I2j , and then setting
an = (a
(2), . . . , a(n−1)) ∈ An−2, qn = p2 · · · pn−1,
the point an is qn-periodic for Gn provided that the numbers pj are mutually
prime. One can easily see that the latter condition will force the product
qn to converge to infinity when n goes to infinity. So necessarily the point
an gets arbitrarily close to its first iterate Gn(an) when n (and therefore qn)
is large: this is because qn-periodic points for Gn are equi-distributed on
qn-periodic tori. As a consequence, a function gn with the property
gn(an) = 1, gn(Gn(an)) = 0,
will necessarily have very large derivatives at an if qn is large. Then as the
size of the perturbation is essentially given by
|f ⊗ gn| = |q
−1
n U ⊗ gn| = |q
−1
n ||gn|,
one can check that it is impossible to make this quantity converge to zero
when the number of degrees of freedom n goes to infinity.
3. As in [MS02], the idea to overcome this problem is the following one. We
introduce a new sequence of “large” parameters Nn ∈ N
∗ and in the second
factor we consider a family of suitably rescaled penduli on A given by
Pn(θ2, I2) =
1
2
I22 +N
−2
n V (θ2),
where V (θ) = − cos 2πθ. The other factors remain unchanged, so
Gn = Φ
1
2
(I22+I
2
3+···+I
2
n−1)+N
−2
n V (θ2).
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In this case, the map Ψ given by the coupling lemma is also a perturbation
of Φh˜ but of the form Ψ = Φu ◦Ψh˜+v, with v = N−2n V . But now for the map
Gn, due to the presence of the pendulum factor, it is now possible to find
a periodic orbit with an irregular distribution: more precisely, a qn-periodic
point an such that its distance to the rest of its orbit is of order N
−1
n , no
matter how large qn is.
4. Let us denote by (pj)j≥0 the ordered sequence of prime numbers and let
us choose Nn as the product of the n − 2 prime numbers {pn+3, . . . , p2n},
that is
Nn = pn+3pn+4 · · · p2n ∈ N
∗.
Our goal is to prove the following proposition.
Proposition 3.2. Let n ≥ 3, α > 1 and L1 > 0. Then there exist a
function gn ∈ G
α,L1(An−2), a point an ∈ A
n−2 and positive constants c1 and
c2 depending only on α and L1 such that if
Mn = 2
[
c1Nne
c2(n−2)p
1
α
2n
]
, qn = NnMn,
then an is qn-periodic for Gn and (gn, Gn, an, qn) satisfy the synchronization
conditions (S):
gn(an) = 1, dgn(an) = 0, gn(G
k
n(an)) = 0, dgn(G
k
n(an)) = 0,
for 1 ≤ k ≤ qn − 1. Moreover, the estimate
q−1n |gn|α,L1 ≤ N
−2
n , (5)
holds true.
The rest of this section is devoted to the proof of the above proposition.
Note that together with the coupling lemma (Lemma 3.1), this proposition
easily gives a result of instability (analogous to Proposition 2.1 in [MS02])
for a discrete system which is a perturbation of the map Φh˜, but we prefer
not to state such a result in order to focus on the continuous case.
5. We first consider the simple pendulum
P (θ, I) =
1
2
I2 + V (θ), (θ, I) ∈ A.
With our convention, the stable equilibrium is at (0, 0) and the unstable one
is at (0, 1/2). Given anyM ∈ N∗, there is a unique point bM = (0, IM ) which
is M -periodic for ΦP (this is just the intersection between the vertical line
{0}×R and the closed orbit for the pendulum of period M). One can check
that IM ∈ ]2, 3[ and as M goes to infinity, (0, IM ) tends to the point (0, 2)
11
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Figure 2: The point bM and its iterates
which belongs to the upper separatrix. Since Pn(θ, I) =
1
2I
2 + N−2n V (θ),
then one can see that
ΦPn = (Sn)
−1 ◦ΦN
−1
n P ◦ Sn,
where Sn(θ, I) = (θ,NnI) is the rescaling by Nn in the action components.
Therefore the point bMn = (0, N
−1
n IM ) is qn-periodic for Φ
Pn , for qn = NnM .
Let (ΦPt )t∈R be the flow of the pendulum, and
ΦPt (0, IM ) = (θM (t), IM (t)).
The function θM (t) is analytic. The crucial observation is the following
simple property of the pendulum (see Lemma 2.2 in [MS02] for a proof).
Lemma 3.3. Let σ = −12 +
2
π arctan e
π < 12 . For any M ∈ N
∗,
θM (t) /∈ [−σ, σ],
for t ∈ [1/2,M − 1/2].
Hence no matter how large M is, most of the points of the orbit of
bM ∈ A will be outside the set {−σ ≤ θ ≤ σ} × R (see figure 2). The
construction of a function that vanishes, as well as its first derivative, at
these points, will be easily arranged by means of a function, depending only
on the angle variables, with support in {−σ ≤ θ ≤ σ}.
As for the other points, it is convenient to introduce the function
τM : [−σ, σ] −→ ]− 1/2, 1/2[
12
which is the analytic inverse of θM . One can give an explicit formula for
this map:
τM (θ) =
∫ θ
0
dϕ√
I2M − 4 sin
2 πϕ
.
In particular, it is analytic and therefore it belongs to Gα,L1([−σ, σ]) for
α ≥ 1 and L1 > 0, and one can obtain the following estimate (see Lemma
2.3 in [MS02] for a proof).
Lemma 3.4. For α > 1 and L1 > 0,
Λ = sup
M∈N∗
|τM |α,L1 < +∞.
Note that Λ depends only on α and L1. Under the action of τM , the
points of the orbit of bM whose projection onto T belongs to {−σ ≤ θ ≤ σ}
get equi-distributed, and we can use the following elementary lemma.
Lemma 3.5. For p ∈ N∗, the analytic function ηp : T→ R defined by
ηp(θ) =
(
1
p
p−1∑
l=0
cos 2πlθ
)2
satisfies
ηp(0) = 1, η
′
p(0) = 0, ηp(k/p) = η
′
p(k/p) = 0,
for 1 ≤ k ≤ p− 1, and
|ηp|α,L1 ≤ e
2αL1(2πp)
1
α .
The proof is trivial (see [MS02], Lemma 2.4).
6. We can now pass to the proof of Proposition 3.2.
Proof of Proposition 3.2. For α > 1 and L1 > 0, consider the bump function
ϕα,L1 ∈ G
α,L1(T) given by Lemma A.1 (see Appendix A).
We choose our function gn ∈ G
α,L1(An−2), depending only on the angle
variables, of the form
gn = g
(2)
n ⊗ · · · ⊗ g
(n−1)
n ,
where
g(2)n (θ2) = ηpn+3(τMn(θ2))ϕα,(4σ)−
1
αL1
((4σ)−1θ2),
and
g(i)n (θi) = ηpn+1+i(θi), 3 ≤ i ≤ n− 1.
Let us write
c1 =
∣∣∣ϕ
α,(4σ)−
1
αL1
∣∣∣
α,(4σ)−
1
αL1
.
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Now we choose our point an = (a
(2)
n , . . . , a
(n−1)
n ) ∈ An−2. We set
a(2)n = b
Mn
n = (0, N
−1
n IMn),
and
a(i)n = (0, p
−1
n+1+i), 3 ≤ i ≤ n− 1.
Let us prove that an is qn-periodic for Gn. We can write
Gn = Φ
1
2
I22+N
−2
n V (θ2) × Φ
1
2
(I23+I
2
4+···+I
2
n−1) = ΦPn × Ĝ.
Since pn+4, . . . , p2n are mutually prime, the point (a
(3)
n , . . . , a
(n−1)
n ) ∈ An−3
is periodic for Ĝ, with period
N ′n = pn+4 · · · p2n.
By construction, the point a
(2)
n = bMnn ∈ A is periodic for Φ
Pn , with period
qn = NnMn, where
Nn = pn+3pn+4 · · · p2n.
This means that an is periodic for the product map Gn, and the exact period
is given by the least common multiple of qn and N
′
n. Since N
′
n divides qn,
the period of an is qn.
Now let us show that the synchronization conditions (S) hold true, that
is
gn(an) = 1, dgn(an) = 0, gn(G
k
n(an)) = 0, dgn(G
k
n(an)) = 0,
for 1 ≤ k ≤ qn − 1. Since ϕα,L1(0) = 1, then
gn(an) = g
(2)
n (0) · · · g
(n−1)
n (0) = 1
and as ϕ′α,L1(0) = 0, then
dgn(an) = 0.
To prove the other conditions, let us write Gkn(an) = (θk, Ik) ∈ A
n−2, for
1 ≤ k ≤ qn − 1.
If θ
(2)
k does not belong to ]−σ, σ[, then g
(2)
n and its first derivative vanish
at θ
(2)
k because it is the case for ϕα,(4σ)−
1
αL
, so
gn(θk) = dgn(θk) = 0.
Otherwise, if −σ < θ
(2)
k < σ, one can easily check that
−
Nn − 1
2
≤ k ≤
Nn − 1
2
and therefore
τMn(θ
(2)
k ) =
k
Nn
,
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while
θ
(i)
k =
k
pn+i+1
, 3 ≤ i ≤ n− 1.
If N ′n = pn+4 · · · p2n divides k, that is k = k
′N ′n for some k
′ ∈ Z, then
τMn(θ
(2)
k ) =
k
Nn
=
k′
pn+3
and therefore, by Lemma 3.5, ηpn+3 vanishes with its differential at θ
(2)
k , and
so does g
(2)
n . Otherwise, N ′n does not divide k and then, for 3 ≤ i ≤ n − 1,
at least one of the functions ηpn+1+i vanishes with its differential at θ
(2)
k , and
so does g
(i)
n . Hence in any case
gn(θk) = dgn(θk) = 0, 1 ≤ k ≤ qn − 1,
and the synchronization conditions (S) are satisfied.
Now it remains to estimate the norm of the function gn. First, using
Lemma A.2, one finds
|gn|α,L1 ≤
∣∣∣ϕ
α,(4σ)−
1
αL1
∣∣∣
α,(4σ)−
1
αL1
|ηpn+3 ◦ τMn |α,L1 |ηpn+4 |α,L1 |ηp2n |α,L1 ,
which by definition of c1 gives
|gn|α,L1 ≤ c1|ηpn+3 ◦ τMn |α,L1 |ηpn+4 |α,L1 |ηp2n |α,L1 .
Then, by definition of Λ (Lemma 3.4) and using Lemma A.3 (with Λ1 = Λ
1
α ),
|ηpn+3 ◦ τMn |α,L1 ≤ |ηpn+3 |α,Λ
1
α
,
so using Lemma 3.5 and setting c2 = 2α sup
{
Λ
1
α , L1
}
(2π)
1
α , this gives
|gn|α,L1 ≤ c1e
2α(Λ
1
α+(n−3)L1)(2πp2n)
1
α
≤ c1e
2α sup
{
Λ
1
α ,L1
}
(n−2)(2πp2n)
1
α
≤ c1e
c2(n−2)p
1
α
2n .
Finally, by definition of Mn we obtain
|gn|α,L1 ≤MnN
−1
n ,
and as qn = NnMn, we end up with
q−1n |gn|α,L1 ≤ N
−2
n .
This concludes the proof.
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3.2 Proof of Theorem 2.1
7. In the previous section, we were concerned with a perturbation of the
integrable diffeomorphism Φh˜, which can be written as Φu ◦ Φh˜+v. So now
we will briefly describe a suspension argument to go from this discrete case
to a continuous case (we refer once again to [MS02] for the details).
Here we will make use of bump functions, however the process is still
valid, though more difficult, in the analytic category, (see for example [Dou88]
or [KP94]). The basic idea is to find a time-dependent Hamiltonian function
on An such that the time-one map of its isotopy is Φu◦Φh˜+v, or, equivalently,
an autonomous Hamiltonian function on An+1 such that its first return map
to some 2n-dimensional Poincare´ section coincides with our map Φu ◦Φh˜+v.
Given α > 1 and L > 1, let us define the function
φα,L =
(∫
T
ϕα,L
)−1
ϕα,L,
where ϕα,L is the bump function given by Lemma A.1. If φ0(t) = φα,L
(
t− 14
)
and φ1(t) = φα,L
(
t− 34
)
, the time-dependent Hamiltonian
H∗(θ, I, t) = (h˜(I) + v(θ))⊗ φ0(t) + u(θ)⊗ φ1(t)
clearly satisfies
ΦH
∗
= Φu ◦ Φh˜+v.
But as u and v go to zero, H∗ converges to h˜ ⊗ φ0 rather than h˜. How-
ever, using classical generating functions, it is not difficult to modify the
Hamiltonian in order to prove the following proposition (see Lemma 2.5 in
[MS02]).
Proposition 3.6 (Marco-Sauzin). Let n ≥ 1, R > 1, α > 1, L1 > 0 and
L > 0 satisfying
Lα1 = L
α(1 + (Lα +R+ 1/2)|φα,L|α,L). (6)
If un, vn ∈ G
α,L1(Tn−1), there exists fn ∈ G
α,L(Tn×B), independent of the
variable In, such that if
Hn(θ, I) =
1
2
(I21 + · · · + I
2
n−1) + In + fn(θ, I), (θ, I) ∈ A
n,
for any energy e ∈ R, the Poincare´ map induced by the Hamiltonian flow of
Hn on the section {θn = 0} ∩H
−1
n (e) coincides with the diffeomorphism
Φun ◦ Φh˜+vn .
Moreover, one has
sup{|un|C0 , |vn|C0} ≤ |fn|α,L ≤ c3 sup{|un|α,L1 , |vn|α,L1}, (7)
where c3 = 2|φα,L|α,L depends only on α and L.
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8. Now we can finally prove our theorem.
Proof of Theorem 2.1. Let R > 1, α > 1 and L > 0, and choose L1 satisfying
the relation (6). The constants c1 and c2 of Proposition 3.2 depend only on
α and L1, hence they depend only on R, α and L.
We can define un, vn ∈ G
α,L1(Tn−1) by
un = q
−1
n U ⊗ gn, vn = N
−2
n V,
where U(θ1) = −(2π)
−1 sin 2πθ1, V (θ2) = − cos 2πθ2 (so vn is formally
defined on T but we identify it with a function on Tn−1) and gn is the
function given by Proposition 3.2. Let us apply Proposition 3.6: there exists
fn ∈ G
α,L(Tn ×B), independent of the variable In, such that if
Hn(θ, I) =
1
2
(I21 + · · · + I
2
n−1) + In + fn(θ, I), (θ, I) ∈ A
n,
for any energy e ∈ R, the Poincare´ map induced by the Hamiltonian flow of
H on the section {θn = 0} ∩H
−1(e) coincides with the diffeomorphism
Φun ◦Φ
1
2
(I21+···+I
2
n−1)+vn = Φun ◦ Φh˜+vn .
Let us show that our system Hn has a drifting orbit. First consider its
Poincare´ section defined by
Ψn = Φ
un ◦Φ
1
2
(I21+···+I
2
n−1)+vn = Φfn⊗gn ◦ (F ×Gn),
with
fn = q
−1
n U, F = Φ
1
2
I21 , Gn = Φ
1
2
(I22+I
2
3+···+I
2
n−1)+N
−2
n V (θ2).
By Proposition 3.2, we can apply the coupling lemma (Lemma 3.1), so
Ψqnn ((0, 0), an) = (Φ
f
n ◦ F
qn(0, 0), an).
Then, using (3), observe that
Φfn ◦ F qn = Φq
−1
n U ◦
(
Φ
1
2
I21
)qn
= ψqn ,
so
Ψq
2
n
n ((0, 0), an) = ((Φ
fn ◦ F qn)qn(0, 0), an)
= (ψqnqn (0, 0), an)
= ((0, 1), an),
where the last equality follows from (2). Hence, after q2n iterations, the I1-
component of the point xn = ((0, 0), an) ∈ A
n−1 drifts from 0 to 1. Then,
for the continuous system, the initial condition (xn, t = 0, In = 0) in A
n
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gives rise to a solution (x(t), t, In(t)) = (x(t), θn(t), In(t)) of the Hamiltonian
vector field generated by Hn such that
x(k) = Ψkn(xn), k ∈ Z.
So after a time τn = q
2
n, the point (xn, (0, 0)) drifts from 0 to 1 in the
I1-direction, and this gives our drifting orbit.
Now let εn = |fn|α,L1 be the size of our perturbation. Using the esti-
mate (5) and (7) one finds
N−2n ≤ εn ≤ c3N
−2
n . (8)
By the prime number theorem, pn is equivalent to n lnn, so there exists
n0 ∈ N
∗ such that for n ≥ n0, one can ensure that
p2n/4 ≤ pn+i ≤ p2n, 3 ≤ i ≤ n,
which gives
(p2n/4)
n−2 ≤ Nn ≤ p
n−2
2n , N
1
n−2
n ≤ p2n ≤ 4N
1
n−2
n . (9)
We can also assume by the prime number theorem that for n ≥ n0, one has
2n ln 2n ≤ p2n ≤ 2(2n ln 2n) = 4n ln 2n. (10)
From the above estimates (9) and (10) one easily obtains
e(n−2) ln(2
−1n ln 2n) ≤ Nn ≤ e
(n−2) ln(4n ln 2n), (11)
and, together with (8), one finds
e−2(n−2) ln(4n ln 2n) ≤ εn ≤ c3e
−2(n−2) ln(2−1n ln 2n). (12)
Finally it remains to estimate the time τn. First recall that
Mn = 2
[
c1Nne
c2(n−2)p
1
α
2n
]
,
and with (9)
qn = NnMn ≤ 3c1N
2
ne
4c2(n−2)N
1
α(n−2)
n .
Hence
q2n ≤ 9c
2
1N
4
ne
8c2(n−2)N
1
α(n−2)
n .
Then using (11) we have
N
1
α(n−2)
n ≤ (4n ln 2n)
1
α
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and from (8) we know that
N4n ≤
(
c3
εn
)2
,
so we obtain
q2n ≤ 9c
2
1
(
c3
εn
)2
e8c2(n−2)(4n ln 2n)
1
α .
Now taking n0 larger if necessary, as α > 1, one can ensure that for n ≥ n0,
(4n)
1
α ≤ n, (ln 2n)
1
α ≤ ln(2−1n ln 2n),
so
8c2(n − 2)(4n ln 2n)
1
α ≤ 8c2(n− 2)n ln(2
−1n ln 2n).
Therefore
q2n ≤ 9c
2
1
(
c3
εn
)2
e8c2n(n−2) ln(2
−1n ln 2n)
≤ 9c21
(
c3
εn
)2 (
e2(n−2) ln(2
−1n ln 2n))
)4c2n
.
Finally by (12) we obtain
q2n ≤ 9c
2
1
(
c3
εn
)2( c3
εn
)4c2n
≤ C
(
c
εn
)nγ
with C = 9c21, c = c3 and γ = 2 + 4c2. This ends the proof.
4 Proof of Theorem 2.3
The proof of Theorem 2.3 will be presented in section 4.2, but first in sec-
tion 4.1, following [LM05], we will explain how the mechanism of instability
that we explained in the Gevrey context can be (partly) generalized to an
analytic context.
Recall that the first feature of the mechanism is to study perturbations
of integrable maps and to obtain a result for perturbations of integrable
flows by a “quantitative” suspension argument. In the Gevrey case, this
was particularly easy using compactly-supported functions. In the analytic
case, this is more difficult but such a result exists, and here we will use a
version due to Kuskin and Po¨schel ([KP94]).
The second and main feature of the mechanism is the use of a coupling
lemma, which enables us to embed a low-dimensional map having unstable
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orbits into a multi-dimensional near-integrable map. In the Gevrey case,
we simply used the family of maps ψq : A → A defined as in (1) and the
difficult part was the choice of the coupling, where we made an important
use of the existence of compactly-supported functions. We do not know if
this approach can be easily extended to the analytic case. However, by a
result of Lochak and Marco ([LM05]), one can still follow this path by using
instead a suitable family of maps Fq : A
2 → A2 having a well-controlled
unstable orbit.
4.1 The modified mechanism
1. So let us describe this family of maps Fq : A
2 → A2, q ∈ N∗. We fix
a width of analyticity σ > 0 (to be chosen small enough in Proposition 4.1
below). For q large enough, Fq will appear as a perturbation of the following
a priori unstable map
F∗ = Φ
1
2
(I21+I
2
2 )+cos 2πθ1 : A2 → A2.
More precisely, for q ∈ N∗, let us define an analytic function fq : A
2 → R,
depending only on the angle variables, by
fq(θ1, θ2) = f
(1)
q (θ1)f
(2)(θ2),
where
f (1)q (θ1) = (sinπθ1)
ν(q,σ), f (2)(θ2) = −π
−1(2 + sin 2π(θ2 + 6
−1)).
We still have to define the exponent ν(q, σ) in the above expression for f
(1)
q .
Let us denote by [ . ] the integer part of a real number. Given σ > 0, let qσ
be the smallest positive integer such that[
ln qσ
4πσ
+ 1
]
= 1,
then we set
ν(q, σ) = 2
[
ln qσ
4πσ
+ 1
]
, q ≥ qσ.
In particular, for q ≥ qσ, ν(q, σ) ≥ 2 and it is always an even integer, hence
f (q) is a well-defined 1-periodic function. The reasons for the choice of this
function f (q) are explained at length in [Mar05] and [LM05], so we refer to
these papers for some motivations.
Finally, for q ≥ qσ, we can define
Fq = Φ
q−1fq ◦ F∗ : A
2 → A2. (13)
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Let us also define the family of points (ξq,k)k∈Z of A
2 by their coordinates
ξq,k : (θ1 = 1/2, I1 = 2, θ2 = 0, I2 = q
−1(k + 1)).
Clearly, the I2-component of the point ξq,k converges to ±∞ when k goes
to ±∞, hence the sequence (ξq,k)k∈Z is wandering in A
2.
2. The following result was proved in [LM05], Proposition 2.1.
Proposition 4.1 (Lochak-Marco). There exist a width σ > 0, an integer
q0 and a constant 0 < d < 1 such that for any q ≥ q0, the diffeomorphism
Fq : A
2 → A2 has a point ζq ∈ A
2 which satisfies
|Fkqq (ζq)− ξq,k| ≤ d
ν(q,σ).
As a consequence, the orbit of the point ζq ∈ A
2 under the map Fq is
also wandering in A2. In particular, for k = 0 and k = 3q the above estimate
yields
|ζq − ξq,0| ≤ d
ν(q,σ), |F3q
2
q (ζq)− ξq,3q| ≤ d
ν(q,σ),
and as
|ξq,3q − ξq,0| = 3,
one obtains
|F3q
2
q (ζq)− ζq| ≥ 3− 2d
ν(q,σ) ≥ 1. (14)
The proof of the above proposition is rather difficult and it would be
too long to explain it. We just mention that crucial ingredients are on the
one hand a conjugacy result for normally hyperbolic manifolds (in the spirit
of Sternberg) adapted to this analytic and symplectic context, and on the
other hand the classical method of correctly aligned windows introduced by
Easton.
3. Now this family of maps Fq : A
2 → A2 will be used in the coupling
lemma. More precisely, recalling the notations of the coupling lemma 3.1,
in the following we shall take m = 2,
F = Fn = Φ
1
2
(I21+I
2
2 )+N
−2
n cos 2πθ1 ,
which is just a rescaled version of the map F∗ we introduced before, and
f = fn = q
−1
n fqn , for some positive integer parameters Nn and qn to be
defined below.
It remains to choose the dynamics on the second factor, and here it will
be an easy task. In order to have a result for a continuous system with n
degrees of freedom, we set m′ = n− 3, and it will be just fine to take
G = Gn = Φ
1
2
(I23+···+I
2
n−1).
21
If (pj)j≥0 is the ordered sequence of prime numbers, now we let Nn be the
product of the n− 3 prime numbers {pn+4, . . . , p2n}, that is
Nn = pn+4pn+5 . . . p2n. (15)
The next proposition is the analytic analogue of Proposition 3.2, and its
proof is even simpler.
Proposition 4.2. Let n ≥ 4 and σ > 0. Then there exist a function
gn ∈ Aσ(T
n−3) and a point an ∈ A
n−3 such an is Nn-periodic for Gn and
(gn, Gn, an, Nn) satisfy the synchronization conditions (S):
gn(an) = 1, dgn(an) = 0, gn(G
k
n(an)) = 0, dgn(G
k
n(an)) = 0,
for 1 ≤ k ≤ Nn − 1. Moreover, there exists a positive constant c depending
only on σ such that if
qn = 2N
4
n[e
c(n−3)p2n ], (16)
the estimate
q−1/2n |gn|σ ≤ N
−2
n , (17)
holds true.
The function gn belongs to Aσ(T
n−3), but it can also be considered as a
function in Aσ(A
n−3) depending only on the angle variables.
As in the previous section, one can easily see that the coupling lemma,
together with both Proposition 4.1 and Proposition 4.2, already give us a
result of instability for a perturbation of an integrable map, but we shall
not state it.
Proof. Recall that for p ∈ N∗, we have defined in Lemma 3.5 an analytic
function ηp : T→ R by
ηp(θ) =
(
1
p
p−1∑
l=0
cos 2πlθ
)2
.
We choose our function gn ∈ Aσ(T
n−3) of the form
gn = g
(3)
n ⊗ · · · ⊗ g
(n−1)
n ,
where
g(i)n (θi) = ηpn+1+i(θi), 3 ≤ i ≤ n− 1,
and our point an = (a
(3)
n , . . . , a
(n−1)
n ) ∈ An−3 where
a(i)n = (0, p
−1
n+1+i), 3 ≤ i ≤ n− 1.
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Recalling the definition of Gn and Nn, it is obvious that an is Nn-periodic
for Gn. Moreover, by Lemma 3.5, the function ηp satisfies
ηp(0) = 1, η
′
p(0) = 0, ηp(k/p) = η
′
p(k/p) = 0,
for 1 ≤ k ≤ p − 1, from which one can easily deduce that (gn, Gn, an, Nn)
satisfy the synchronization conditions (S).
Concerning the estimate, first note that
|ηp|σ ≤ e
4πσp
so that
|gn|σ ≤ |ηpn+4 |σ · · · |ηp2n |σ ≤ e
4πσ(n−3)p2n .
Therefore, if we set c = 8πσ, then by definition of qn one has
q1/2n ≥ N
2
ne
4πσ(n−3)p2n
and this eventually gives us
q−1/2n |gn|σ ≤ N
−2
n ,
which is the desired estimate.
4.2 Proof of Theorem 2.3
4. First we shall recall the following result of Kuksin-Po¨schel ([KP94], see
also [Kuk93]).
Proposition 4.3 (Kuksin-Po¨schel). Let Ψn : A
n−1 → An−1 be a bounded
real-analytic exact-symplectic diffeomorphism, which has a bounded holo-
morphic extension to some complex neighbourhood V̺, for some width ̺ > 0
independent of n ∈ N∗. Assume also that |Ψn − Φ
h˜|̺ goes to zero when n
goes to infinity, where h˜(I1, . . . , In−1) =
1
2(I
2
1 + · · ·+ I
2
n−1).
Then there exist n0 ∈ N
∗, ρ < ̺ such that for any n ≥ n0, there exists
fn ∈ Aρ(T
n ×B), independent of the variable In, such that if
Hn(θ, I) =
1
2
(I21 + · · · + I
2
n−1) + In + fn(θ, I), (θ, I) ∈ A
n,
for any energy e ∈ R, the Poincare´ map induced by the Hamiltonian flow
of Hn on the section {θn = 0} ∩H
−1
n (e) coincides with Ψn. Moreover, the
estimate
|Ψn − Φ
h˜|̺ ≤ |fn|ρ ≤ δn|Ψn − Φ
h˜|̺, (18)
holds true for some constant δn that may depends on n ∈ N
∗.
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This suspension result is slightly less accurate (since more difficult) than
Proposition 3.6, as there is a constant δn depending on n. However, what
really matters is that the resulting width of analyticity ρ depends only on ̺
and R, but not on n.
5. Now we can finally prove the theorem.
Proof of Theorem 2.3. Let n ≥ 4, R > 1 and σ > 0 given by the Proposi-
tion 4.1, and let Nn and qn defined as in (15) and (16) respectively.
We will first construct a map Ψn with a well-controlled wandering point.
To this end, by Proposition 4.2 we can apply the coupling lemma 3.1 with
the following data:
Fn = Φ
1
2
(I21+I
2
2 )+N
−2
n cos 2πθ1 , fn = q
−1
n fqn , Gn = Φ
1
2
(I23+···+I
2
n−1),
and with the function gn and the point an given by the aforementioned
proposition. This gives us the following: if
un = q
−1
n fqn ⊗ gn, vn = N
−2
n V
where V (θ1) = cos 2πθ1, then the Nn-iterates of the map
Ψn = Φ
un ◦ Φh˜+vn : An−1 → An−1
satisfies the following relation:
ΨNnn (x, an) = (Φ
q−1n fqn ◦ FNnn (x), an), x ∈ A
2. (19)
Now let us look at the map
Φq
−1
n fqn ◦ FNnn = Φ
q−1n fqn ◦
(
Φ
1
2
(I21+I
2
2 )+N
−2
n cos 2πθ1
)Nn
.
If Sn(θ1, θ2, I1, I2) = (θ1, θ2, NnI1, NnI2) is the rescaling by Nn in the action
components, one sees that
Φq
−1
n fqn ◦ FNnn = S
−1
n ◦ FN−1n qn ◦ Sn
where FN−1n qn is defined in (13). Now by Proposition 4.1, choosing n large
enough so that N−1n qn ≥ q0, this map has a wandering point ζN−1n qn ∈ A
2,
which by (14) satisfies∣∣∣F3N−2n q2n
N−1n qn
(
ζN−1n qn
)
− ζN−1n qn
∣∣∣ ≥ 1.
Using the above conjugacy relation, one finds that the point
χn = S
−1
n (ζN−1n qn) ∈ A
2
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wanders under the iteration of Φq
−1
n fqn ◦ FNnn , and that its drift is bigger
than one after Nn(3N
−2
n q
2
n) = 3N
−1
n q
2
n iterations, that is∣∣∣(Φq−1n fqn ◦ FNnn )3N−1n q2n(χn)− χn∣∣∣ ≥ 1.
By the relation (19) this gives a wandering point xn = (χn, an) ∈ A
n−1 for
the map Ψn, satisfying the estimate
|Ψ3q
2
n
n (xn)− xn| ≥ 1. (20)
Next let us estimate the distance between Ψn and the integrable dif-
feomorphism Φh˜. First note that since un, vn ∈ Aσ(T
n−1), Ψn extends
holomorphically to a complex neighbourhood of size σ. Let us now estimate
the norms of un and vn. Obviously, one has
N−2n ≤ |vn|σ ≤ e
2πσN−2n .
By definition of fq and the exponent ν(q, σ), one easily obtains
|q−1n fqn |σ ≤ q
−1/2
n |f
(2)|σ,
and hence
|un|σ ≤ |q
−1
n fqn |σ|gn|σ ≤ q
−1/2
n |gn|σ|f
(2)|σ ≤ N
2
n|f
(2)|σ,
where the last inequality follows from the estimate (17). Then by using
Cauchy estimates and general inequalities on time-one maps, we obtain
N−2n ≤ |Ψn − Φ
h˜|̺ ≤ cσN
−2
n , (21)
for n large enough, and for some constants cσ and ̺ > 0 depending only on
σ (for instance, one can choose ̺ = 6−1σ).
Now we can eventually apply Proposition 4.3: there exist n0 ∈ N
∗, ρ < ̺
such that for any n ≥ n0, there exists fn ∈ Aρ(T
n ×B), independent of the
variable In, such that if
Hn(θ, I) =
1
2
(I21 + · · · + I
2
n−1) + In + fn(θ, I), (θ, I) ∈ A
n,
for any energy e ∈ R, the Poincare´ map induced by the Hamiltonian flow
of Hn on the section {θn = 0} ∩ H
−1
n (e) coincides with Ψn. Clearly, the
wandering point xn for Ψn gives us a wandering orbit (x(t), t, In(t)) =
(x(t), θn(t), In(t)) for the Hamiltonian vector field generated by Hn, such
that
x(k) = Ψkn(xn), k ∈ Z.
In particular, after a time τn = 3q
2
n, by the above equality and the rela-
tion (20) this orbit drifts from 0 to 1.
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Now it remains to estimate the size of the perturbation εn = |fn|ρ and
the time of drift τn in terms of the number of degrees of freedom n. First,
by (18) and (21),
N−2n ≤ εn ≤ cnN
−2
n , (22)
with cn = cσδn. Then, by the prime number theorem, taking n0 large
enough, one can ensure that
p2n/4 ≤ pn+i ≤ p2n, 4 ≤ i ≤ n,
which gives
(p2n/4)
n−3 ≤ Nn ≤ p
n−3
2n , N
1
n−3
n ≤ p2n ≤ 4N
1
n−3
n . (23)
We can also assume by the prime number theorem that for n ≥ n0, one has
2n ln 2n ≤ p2n ≤ 2(2n ln 2n) = 4n ln 2n. (24)
From the above estimates (23) and (24) one easily obtains
e(n−3) ln(2
−1n ln 2n) ≤ Nn ≤ e
(n−3) ln(4n ln 2n), (25)
and, together with (22), one finds
e−2(n−3) ln(4n ln 2n) ≤ εn ≤ cne
−2(n−3) ln(2−1n ln 2n). (26)
Concerning the time τn, we have
τn = 3q
2
n ≤ 12N
8
ne
2c(n−3)p2n ≤ 12N8ne
8c(n−3)N
1
n−3
n ,
where the last inequality follows from (23). Then using (25) we have
N
1
(n−3)
n ≤ 4n ln 2n
and from (22) we know that
N8n ≤
(
cn
εn
)4
,
so we obtain
q2n ≤ 12
(
c3
εn
)4
e32c(n−3)n ln 2n.
Then one can ensure that for n ≥ n0,
ln 2n ≤ ln(2−1n ln 2n),
so
32c(n − 3)n ln 2n ≤ 32c(n − 3)n ln(2−1n ln 2n).
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Therefore
q2n ≤ 12
(
cn
εn
)4
e32c(n−3)n ln(2
−1n ln 2n)
≤ 12
(
cn
εn
)4 (
e2(n−3) ln(2
−1n ln 2n))
)16cn
.
Finally by (26) we obtain
q2n ≤ 12
(
cn
εn
)4( cn
εn
)16cn
≤ C
(
cn
εn
)nγ
with C = 12 and γ = 4 + 16c. This concludes the proof.
A Gevrey functions
In this very short appendix, we recall some facts about Gevrey functions
that we used in the text. We refer to [MS02], Appendix A, for more details.
The most important property of α-Gevrey functions is the existence, for
α > 1, of bump functions.
Lemma A.1. Let α > 1 and L > 0. There exists a non-negative 1-periodic
function ϕα,L ∈ G
α,L
(
[−12 ,
1
2 ]
)
whose support is included in [−14 ,
1
4 ] and such
that ϕα,L(0) = 1 and ϕ
′
α,L(0) = 0.
The following estimate on the product of Gevrey functions follows easily
from the Leibniz formula.
Lemma A.2. Let L > 0, and f, g ∈ Gα,L(Tn ×B). Then
|fg|α,L ≤ |f |α,L|g|α,L.
Finally, estimates on the composition of Gevrey functions are much more
difficult (see Proposition A.1 in [MS02]), but here we shall only need the
following statement.
Lemma A.3. Let α ≥ 1, Λ1 > 0, L1 > 0, and I, J be compact intervals of
R. Let f ∈ Gα,Λ1(I), g ∈ Gα,L1(J) and assume g(J) ⊆ I. If
|g|α,L1 ≤ Λ
α
1 ,
then f ◦ g ∈ Gα,L1(J) and
|f ◦ g|α,L1 ≤ |f |α,Λ1 .
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