Abstract: This paper presents an extension of the well known linear time invariant identification theory to Linear, Periodically Time-Varying (LPTV) systems. The considered class of systems is described by ordinary differential equations with coefficients that vary periodically over time, making use of multisines both for excitations as well as for the time-varying system parameters. To solve the model equation, an efficient frequency domain simulator is built and is compared with the classically time integration solvers. Further, a frequency domain identification algorithm is proposed within an errors-in-variables stochastic framework. This approach determines a parametric model for the LPTV-system from noisy input-output data. The developed estimation theory is also verified on a simulation example.
INTRODUCTION
In the last century, the Linear Time Invariant (LTI) assumption and the corresponding system identification techniques have been utilized successfully in practice (Ljung, 1999; Pintelon and Schoukens, 2001 ). However, in some applications the measured real-life systems do not satisfy the time invariant conditions (Niedzwiecki, 2000; Fujimori and Ljung, 2005; Shin et al., 2005; Allen 2009 ). Due to this reason it is necessary to extend the framework of LTIsystems to systems whereby system properties might evolve over time. According to the nature of the time-variation, two different classes of time-varying systems can be distinguished. The first one contains systems that change arbitrarily with time. In this case, the time-varying part is dictated by the random nature of the system. Hence, the system properties change randomly over time. A few concrete examples where randomly time-varying systems could be found are: pitting corrosion in metal structures, (bio)chemical processes, the vibration modes of a bridge that change due to the increasing damage, the rotor dynamics of an helicopter and so on. The second class of time-varying systems contains what we call artificially time-varying systems. The time variation in such systems is established by external time-varying parameters, the so-called scheduling parameters. Applications are for instance: flight flutter analyses with the flight speed and flight altitude as external parameters, a moving robot with the length of the robot axis as scheduling parameter, an electronic circuit whose electric properties depend on an external voltage source, to name a few. All those applications cannot be treated in the classical sense. We therefore require a more systematic approach that is able to capture such time-varying processes at once. In this paper a stochastic approach is followed for the identification. One attempts to find a model that approximates the deterministic part of the system as close as possible, by selecting a criterion of fit that eliminates the disturbing noise as much as possible.
When the time variation is forced experimentally, one has to select between periodic, arbitrary (non-periodic) or hold (piecewise constant time-variation) configurations for the scheduling parameter(s). In this article we will only focus on Single-Input Single-Output (SISO) system with imposed, periodically varying scheduling parameters, as is depicted schematically in Fig. 1 .
It could be noticed from (De Caigny, 2009 ) that the advantage of making use of the hold configuration setup is the reduction of the modeling complexity. In those circumstances only LTI-models should be identified, at the cost of an increase in experimental time compared with the other two approaches. A set of LTI-models are created by estimating a transfer function model at every point on the scheduling parameter grid. The poly-topic model might then be obtained via an interpolation scheme that describes the estimated LTI-parameters as a function of fixed operation points (De Caigny, 2009 ). This methodology has the shortcoming that the estimated poly-topic model strongly depends on the numerical algorithm that has been employed for the interpolation.
On the other hand, the aim of imposing non-constant timevariation (periodically or non-periodically) is to reduce the experimental time significantly, with the drawback that a more complex model (time-varying parameters) must be identified with respect to LTI-systems. As elaborated in (Fujimori and Ljung, 2005) , the above-mentioned drawbacks can be circumvented by building one discrete Linear Parameter Varying (LPV) model. It is assumed that the LPV system consists of scheduling parameters that are constant for each sampling interval. The continuous LPV-model is then achieved via a weighted sum of the discrete LPV-model. The difficulty in this approach is that the piecewise constant progress of the scheduling parameters may be hard to realize in practice, so that modeling errors could occur when the ideal situation is not met. For example in the case of flight flutter analyses, the flight velocity should be varied in a continuous way (e.g. linear variation), otherwise abrupt accelerations will take place.
Nevertheless, from an identification point of view, all the previously discussed (periodically) time-varying systems (randomly and artificially time-varying) belong to the same group. The system is seen as a black box with measurable input and output channels. In practice, the scheduling parameters are assumed to be measurable quantities over time (Fujimori and Ljung, 2005, Bamieh and Giarre, 2002) . As soon as the time-varying model parameters are available from an identification scheme, and if, in addition, measurements of the scheduling parameters are available; the parameters are also known as a non-parametric function of the scheduling parameters. Consequently LPV systems could also be treated in this framework without any loss of generality. In contrast to the classical LPV-approaches, the black-box framework has the supplement that it is able to account for the presence of the possible dynamics among the scheduling parameters and the varying system properties. The purpose of this work is to extract the dynamics by scanning the whole range of scheduling parameters in only one well-designed experiment within an errors-in-variables framework. So that the linear time-varying framework would be providing us a great benefit, as we do not require running multiple (expensive) experiments anymore.
There exist a variety of model structures in the literature to describe Linear Periodically Time-Varying (LPTV) systems. Three common model representations either in continuoustime or discrete-time are exploited in practice. We first have the state-space approach with the corresponding Harmonic Transfer Function (HTF) operator in the frequency domain as described thoroughly in (Wereley and Hall, 2000) . Furthermore, the input-output formulation via the concept of impulse response or kernel has also been utilized frequently for the identification both in time and frequency domain (Sams and Marmarelis, 1988; Mehr, 2009-2010) . Another elegant description for LPTV systems is an ordinary differential (difference) equation in either time or frequency domain with periodically time-varying parameters (Mehr and Chen, 2001) .
In this paragraph we briefly sum up some existing identification methodologies for diverse LPTV models. In (Yin and Mehr, 2009 ) a non-parametric estimate of the finite impulse response (FIR) of discrete LPTV-systems is proposed in the frequency domain. This non-parametric algorithm is extended from the FIR case to parametric modeling (infinite impulse response) of discrete-time LPTV systems (Yin and Mehr, 2010) . Moreover, a non-parametric estimate of the Harmonic Transfer Function (HTF) has been derived in (Shin, 2005) by handling the continuous LPTVsystem as an input-modulated Multi-Input Single-Output (MISO) LTI system. While in (Sams and Marmarelis, 1988) , the basis expansion technique of the time-varying kernel is worked out as a tool for identifying continuous LPTVsystems using white noise inputs. Ultimately, a frequency domain Multi-Input Multi-Output LTI identification method making use of lifting is given in (Allen, 2009 ) for continuous state space LPTV-systems with free response.
All the identification schemes referenced above and the references therein have the limitation that the input must be known exactly. In this paper we opt for a parametric continuous-time band-limited identification setup that provides consistent estimates within an errors-in-variables stochastic framework in the frequency domain (both input and output signals are disturbed by noise). An added value of using this proposed framework is its polyvalence. The identification algorithm works for discrete-time systems as well (see section 2.2).
The rest of this paper is organized as follows. Section 2 describes the class of systems that will be considered. The assumptions that will be made during the transformation and the usefulness of a multisine excitation will also be briefly mentioned. The problem of calculating the system response from a given input spectrum and system parameters is treated in this section as well. The theoretical background on frequency domain modeling is explicitly studied in section 3. This technique will be applied on simulations in section 4 before we draw our general conclusions in section 5.
Some notational convention will be made to make the article easy reading. Continuous time domain scalars will be denoted by lowercase letters (e.g. ܽሺ‫ݐ‬ሻ). While their corresponding frequency domain representations are written by uppercase letters. The k th -bin of the sampled Fourier transform of ܽሺ‫ݐ‬ሻ is denoted by ‫ܣ‬ሺΩ ሻ, with Ω = ݆ ଶగሺାଵሻ ் the complex discrete frequency variable, and ܶ the length of the time window. The k th Fourier coefficient of a periodic signal ܽሺ‫ݐ‬ሻ = ܽሺ‫ݐ‬ + ܶሻ is designated by ‫ܣ‬ . Whereas the Discrete Fourier Transform (DFT) of a sampled (periodic) signal ܽሺ݇ܶ ௦ ሻ will be denoted by ‫ܣ‬ሺ݇ሻ, with ܶ ௦ the sampling period. The differences in frequency domain representations for periodic signals are thus indicated by their arguments (e.g. ‫ܣ‬ሺΩ ሻ, ‫ܣ‬ or ‫ܣ‬ሺ݇ሻ). Vector and matrix quantities will be written down as boldface symbols (e.g. , ). From the context it will be clear whether a vector or matrix is meant.
MODEL DESCRIPTION

Considered Model Class
The category of systems that will be discussed here are linear, SISO, periodically time-varying systems, which can be well- 
Frequency Domain Solver and Related Assumptions
Till now, most of the identification techniques developed, have been carried out either in the time or frequency domain starting from a control perspective (Allen, 2009; Shin, 2005; Mehr, 2009-2010; Verhaegen and Yu, 1995; Fujimori and Ljung, 2005) , to name a few: the input is known exactly and only the output observations are noisy. Contrary to these methods, we will handle the more general case where all the observations (input and output signals) are corrupted by noise in the frequency domain. There are three major benefits linked with frequency domain identification. First, the frequency band of interest can be chosen such that it covers the dominant dynamics of the system important for the intended application. Second, a non-parametric noise model, obtained from the successive periods of the noisy data as will be explained in section 3, can easily be handled in the frequency domain. Finally, continuous-time models can be implemented as easy as discrete-time models.
Before (1) is transformed to the frequency domain, we mention some assumptions being made on the excitation. First of all, we suppose that the input signal is a band-limited, periodic random phase multisine with ே ଶ harmonics:
where the phases ߮ in (3) are uniformly distributed in the interval ሾ−ߨ, ߨሿ (Pintelon and Schoukens, 2001 ). Frequency lines Ω that correspond to ܷ ≠ 0 in (3) are called excited lines. ܰ ௫ is a scaling factor which is equal to the number of excited lines and ensures that the power of the excitation signal would be independent of the number of excitation lines. Multisine (3) has a discrete spectrum due to its periodicity and has the benefit that the user can design an optimal signal for the intended application by proper choice of the amplitude spectrum ܷ in (3). In this paper, the excitation and the system parameters have been chosen such that frequency domain model becomes as simple as possible. The output ‫ݕ‬ ሺ‫ݐ‬ሻ in (1) will be periodic if the base frequency of the multisine (3) is synchronized with the system parameters (2) and is measured in steady state, such that no transient terms arise when transforming (1). If the abovementioned assumptions are valid, (1) is converted without any difficulty to the frequency domain by applying the Fourier transform properties (see Appendix A). We get: 3. IDENTIFICATION SCHEME So far we have a model (4) and a method to solve it (5); in addition we need a noise model before we can set up an identification scheme. As mentioned in the previous section, a non-parametric noise model will be used in this paper because of its simplicity in the frequency domain. The noise model is assumed to be of the additive type:
with ் the transpose of . , are respectively the DFT vectors of the input and the output noise where its entries are zero mean, circular complex normally distributed and uncorrelated over the frequency, such that:
where ℰሼ∎ሽ, ሺ∎ሻ ு denote the expected value and the complex conjugate transpose. Operator diagሼ∎ሽ in (7) stands for a diagonal matrix formed by the elements of its argument.
The aim of this paper is to estimate the parameter vector
் from measurements (6) in such a way that the residue vector , the difference between the left and the right hand side of (5), is as close as possible in least square sense to the zero vector . Because model (4) is linearin-the-parameters , and keeping in mind that the measurements are disturbed by noise, the residue vector might be written in the following matrix notation:
the Jacobian of the residue . To impose the constraints on , matrix equation (8) 
where Reሺ∎ሻ & Imሺ∎ሻ denote respectively the real and imaginary part of quantity ሺ∎ሻ (Pintelon and Schoukens, 2001) . Further, the following constraints:
have to be enforced on , to make sure that the estimated parameters in appear perfectly in complex conjugate pairs. Constraints (10) are linear-in-the-parameters and, therefore, they can be represented in compact form by a real matrix :
with ߳ ℝ ଶ ഇ ௫ ഇ and ෩ the modified parameters which should be estimated from measurements . Applying the constraints on the Jacobian, the modified Jacobian ෩ turns out to be:
such that (9) becomes:
The estimated parameters can be obtained in a numerical stable manner through the Singular Value Decomposition (SVD) of the matrix ෩ . It can be shown that this total least square estimator is inconsistent and behaves poorly at low frequencies. To get consistency and to improve the lowfrequency fit at the same time, a left and right weighting matrix should be applied (Pintelon and Schoukens, 2001) :
with ௐ ೃಶ = ் ሺℰሼΔ ு ு Δሽሻ ோா the column covariance of the weighted modified Jacobian ோா ෩ and Δ = ሺ ሻ. This weighted generalized total least square estimate ෩ ீ்ௌ of (14) is calculated via the Generalized SVD of the matrix pair
The solution is then the right singular vector corresponding to the smallest generalized singular value (see chapter 7 in (Pintelon and Schoukens, 2001) for LTI case). The optimal choice for the weighting in (14) (15) is not known apriori, it should be constructed iteratively ሺିଵሻ . The estimator (expression (14) without left weighting) could then provide the solution ሺሻ to initialize the iteration procedure. The just discussed identification scheme will be tested on simulations in the next section. 
The transfer function parameters in (16) correspond to the DC-components of the Fourier series (2) of the simulated LPTV system. The length of the Fourier series in (2) was set respectively to ܰ ೌ = ܰ ್ = 3. To get more feeling about the time variation that is selected, a pole-zero map of the instantaneous poles and zeroes is shown in Fig. 3 . The instantaneous poles and zeroes are defined as the roots of (1) in the Laplace domain keeping the system parameters in (1) fixed at some time instant ‫ݐ‬ = ‫ݐ‬ * . As is clear from this figure, the time-varying poles form closed loop curves because the system parameters in (1) are T-periodic functions, while the zeroes in Fig. 3 vary periodically on the real axis. The reader should keep in mind that the concept of instantaneous poles and zeroes are used here to represent in a simple graphical way the LPTV system. However, no conclusions concerning the stability may be drawn from this graph. If the system is slowly time-varying then the idea of instantaneous poles and zeroes could give an intuitive insight in the time evolution of the system's dynamics.
The simulated system contains 34 free parameters and 243 frequency lines are used for the identification process. The LPTV-system itself was excited with a multisine consisting of 24 frequency lines with a base frequency that is chosen 10 times higher than that of the scheduling parameters. Moreover, the correlated input and output were disturbed respectively by colored noise of a mean SNR of 50dB and 30dB. The mean SNR is defined as:
The results of the identification are illustrated by its predicted output spectrum in Fig. 4 . As seen in this figure, the output comprises skirt-like signals around each excited line. This energy between the adjacent lines originates from the frequency domain convolution of the multisine (3) with the spectra of the parameters (2). Note that skirts in the LTI-case are not expected anymore. There are sharply concentrated around the excited lines. The width of the skirts is therefore a kind of measure for the speed of time variation (Lataire and Pintelon, 2008 ).
The quality of the estimation process is shown in Fig. 4 by comparing the standard deviation of the output spectrum ߪ ሺ݇ሻ with the difference between the true and the estimated response ߜܻሺ݇ሻ = ܻ ሺ݇ሻ − ܻ ሺ݇ሻ at frequency line ݇. An improvement of about 15dB can be observed from this picture. From Fig. 3 it can be seen that both the estimated instantaneous poles and zeroes match very well with the true ones. A zoom of the (estimated) poles from Fig. 3 are depicted in Fig. 5 .
To check the quality of the identified model, a whiteness test on the residue vector ሺ ሻ is performed. To show this, the residue vector and the standard deviation of the residue vector should lie close to each other. In Fig. 6 the ratio of both quantities at each frequency ݁ሺ݇ሻ/ߪ ሺ݇ሻ are located around the 0dB line. A probability test shows that 37 % of the magnitude of the normalized residue components |݁ሺ݇ሻ|/ߪ ሺ݇ሻ should lie outside the 0dB line if no modeling errors are present (see formula (15) in Pintelon et al., 2001 ). In our case 33% of the data in Fig. 6 is found outside this confidence bound, which confirms that no modeling errors are present.
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CONCLUSIONS
In this paper a frequency domain weighted generalized total least square estimator for LPTV systems has been developed within a stochastic errors-in-variables framework. We have seen that the use of multisine excitations simplifies the model equations drastically and furthermore it delivers us more insight into the behavior and the speed of time-variations. A time efficient method for computing the system's response in the frequency domain has been generated as well. It is much faster compared with the classical numerical time domain solvers. The identification scheme has been illustrated on a simulation example.
