This paper derives the asymptotic distribution of the nonparametric neural network estimator of the Lyapunov exponent in a noisy system. Positivity of the Lyapunov exponent is an operational deÞnition of chaos. We introduce a statistical framework for testing the chaotic hypothesis based on the estimated Lyapunov exponents and a consistent variance estimator. A simulation study to evaluate small sample performance is reported. We also apply our procedures to daily stock return data. In most cases, the hypothesis of chaos in the stock return series is rejected at the 1% level with an exception in some higher power transformed absolute returns.
Introduction
The Lyapunov exponent, which measures the average rate of divergence or convergence of two nearby trajectories, is a useful measure of the stability of a dynamic system. To obtain the Lyapunov exponent from observed data, Eckmann and Ruelle (1985) and Eckmann, Kamphorst, Ruelle, and Ciliberto (1986) proposed a method based on nonparametric regression which is known as the Jacobian method. While any nonparametric regression estimator can be employed in the Jacobian method, one of the most widely used approaches in applications is the Lyapunov exponent estimator based on neural networks proposed by Nychka, Ellner, Gallant, and McCaffrey (1992) . 1 For example, applications using this approach in economics include: Dechert and Gençay's (1992) analysis of foreign exchange rates; studies on monetary aggregates by Serletis (1995) and Barnett, Gallant, Hinich, Jungeilges, Kaplan and Jensen (1995) ; and the analysis of stock return series by Abhyankar, Copeland and Wong (1997) . However, despite the popularity of this Jacobian method using neural networks, empirical researchers have been conÞned to reporting only the point estimates of the Lyapunov exponents, as the distributional theory is not known. This paper Þrst derives the asymptotic distribution of the neural network estimator of the Lyapunov exponent. A formal statistical framework regarding the sign of the Lyapunov exponent is then introduced, based on a consistent estimator of the asymptotic variance. In a recent paper by Whang and Linton (1999) , the asymptotic normality of the Jacobian-based estimator using a kernel-type nonparametric regression was derived. The basic idea of our approach is to combine the theoretical result of Whang and Linton (1999) and the recent results on neural network asymptotics obtained by Chen and White (1999) and others. The conditions for asymptotic normality of the estimator, in terms of the number of hidden units in neural network models as well as the block length, are derived for both one-dimensional and multidimensional cases. The required growth rate of block length and the convergence rate of neural network estimator of Lyapunov exponent are compared to those based on kernel estimators.
The positivity of the Lyapunov exponent in a bounded dissipative nonlinear system is a widely used formal deÞnition of chaos (Eckmann and Ruelle, 1985) . Furthermore, chaos can be deÞned not only in a deterministic system but also in a stochastic system using the same deÞnition (such a generalization of the notion of chaos is sometimes referred to as noisy chaos as opposed to deterministic chaos). Since we allow the presence of stochastic noise in the system, the consistent estimation of the asymptotic variance of the Lyapunov exponent estimator offers a formal statistical framework for testing the hypothesis of positive Lyapunov exponent in a stochastic environment. In other words, we can construct a direct test for chaos using the consistent standard error proposed in this paper. 2 Following former theoretical studies on the statistical properties of the neural network estimator of the Lyapunov exponent, including McCaffrey (1991) , McCaffrey, Ellner, Gallant and Nychka (1992) , and Nychka et al. (1992) , we focus on a class of single hidden layer feedforward artiÞcial neural networks. The most notable theoretical advantage of using neural networks seems to be their universal approximation property. Theoretically, neural networks are expected to perform better than other approximation methods at least within the conÞnes of the particular class of functions considered. Especially with high-dimensional models, "[the neural net form,] compared to the preceding functional approximations, ... is not sensitive to increasing d [dimension] (McCaffrey et al., 1992, p. 689) ." This universal approximation property also applies to the derivatives (Gallant and White, 1992) . Since the nonparametric estimation of the Þrst derivative is required in the Jacobian method, this fact is useful in the context of Lyapunov exponent estimation. In contrast, as Ellner, Gallant, McCaffrey and Nychka (1991, p.362) pointed out, kernel methods often provide poor derivative estimates.
On the whole, simulation results available in the literature are favorable to the neural network method.
With respect to the ßexibility of neural networks, the simulation results reported in Kuan and White (1994) show the near-exact approximation property of neural networks, even if the nonlinear function is complex enough to generate chaos. The robustness of neural networks to the choice of the number of hidden units is reported in a simulation in Gallant and White (1992) , while the advantage of using BIC in selecting the number of hidden units and dimension is reported in Nychka et al. (1992) . The reliability of the Jacobian method based on neural networks was recently reaffirmed by a single-blind controlled competition conducted by Barnett, Gallant, Hinich, Jungeilges, Kaplan, and Jensen (1997) . In our paper, after presenting the theoretical results, the small sample properties of our procedure are examined using the data set used in the competition of Barnett et al. (1997) as well as using the artiÞcially generated chaotic data in a noisy system. Finally, as an empirical application, we apply our procedure to the analysis of daily stock return series. This application is well-motivated since a certain type of economic model predicts chaos as a source of ßuctuation in stock prices.
The remainder of the paper is organized as follows: DeÞnitions of the Lyapunov exponent and the neural network estimator are presented in Section 2. Section 3 derives asymptotic properties of the Lyapunov exponent estimators based on neural networks and proposes test statistics. Some additional discussion is given in Section 4. Monte Carlo evidence is presented in Section 5. An empirical application is reported in Section 6. Some concluding remarks are made in Section 7. All proofs are given in the Appendix.
We will use the following notation throughout the paper. When | · | is applied to a d × 1 vector
vector of non-negative integer constants; we denote
for any real function g(x) on R d . When µ is a scalar constant, as is the case when d = 1, we deÞne D µ g(x) to be the µ-th order derivative of g(·) evaluated at x with the convention that
and D 1 g(x) = Dg(x). We use B m d to denote a weighted Sobolev space of all functions on R d that have continuous and uniformly bounded (partial) derivative up to order m. For g ∈ B m d , the norm is deÞned by
and the associated metric is deÞned with this norm. The symbols "⇒" and " p →" are used to signify convergence in distribution and convergence in probability, respectively. All the limits in the paper are taken as the sample size T → ∞ unless noted otherwise.
Model and Assumptions
Let {x t } T t=1 be a random scalar sequence generated by the following nonlinear autoregressive model
where θ 0 : R d →R is a nonlinear dynamic map and {u t } is a sequence of random variables. The model
(1) can be expressed in terms of a map with an error vector U t = (u t , 0, . . . , 0) 0 and the map function
where Z t = (x t , . . . , x t−d+1 ) 0 ∈R d . Let J t be the Jacobian of the map F in (2) evaluated at Z t . SpeciÞcally, we deÞne
for t = 0, 1, . . . , T − 1, where
denotes the j-th elementary vector.
Let b θ be the nonparametric neural network estimator of the target function θ 0 in (1). In this paper, we consider the feed-forward single hidden layer networks with a single output. Following Chen and Shen (1998) and Chen and White (1999) , we view this neural network estimator as a special case of the sieve extremum estimator. To be more speciÞc, we view it as a problem of maximizing an empirical criterion, L T (θ), over the neural network sieve, Θ T , which is a sequence of approximating parameter spaces that is dense in the inÞnite dimensional parameter space, Θ, as T → ∞.
The basic idea of the Jacobian method is to obtain b J t by substituting b θ in the Jacobian formula (3) and construct a sample analogue estimator of the Lyapunov exponent. Following the convention of neural network estimation of the Lyapunov exponent, we distinguish between the "sample size" T used for estimating Jacobian b J t and the "block length" M which is the number of evaluation points used for estimating the Lyapunov exponent. Since the number of evaluation points is less than or equal to T , M can be also understood as the sample size of a subsample. The neural network estimator of i-th largest Lyapunov exponent is given by
and
For notational convenience we have just taken the Þrst M observations. However, in practice, there are several alternative choices of subsample, a matter that will be discussed in subsection 4.2.
Below, we introduce two groups of assumptions. One is on the dynamics and the other is on the neural networks.
Assumptions on Dynamics
is a strictly stationary β-mixing sequence with a mixing coefficient satisfying β(j) ≤ β 0 j −ζ for some β 0 > 0, ζ > 2, where the β-mixing coefficient is given by
where F t s is the σ-Þeld generated by (Z s , . . . , Z t ).
(b) The distribution of Z t is absolutely continuous with respect to Lebesgue measure with marginal density function f with a compact support Z in R d . The initial condition Z 0 is a random variable generated from the same distribution.
is a random sequence of either: (a) i.i.d. with E(u t ) = 0 and E(u 2 t ) = σ 2 < ∞, or
where ψ is an activation function, a j ∈R d , b j , β j ∈R are parameters, and k is the number related to the class of activation function deÞned in B3 below.
B3. The activation function ψ is a possibly nonsigmoid function satisfying ψ ∈ B 2 1 and is k-finite for some k ≥ 2, namely,
there exists an α ∈ (0, 1] associated with ψ ∈ B 2 1 such that for all z in the compact support S,°°ψ
Remarks on Assumptions on Dynamics A1, A2, and A3 are conditions on the data, the error term and the class of nonlinear function, respectively, required to obtain the convergence rate of the neural network estimator. While many nonlinear
Markov processes are known to be stationary β-mixing, A1 is slightly stronger than the condition used in Whang and Linton's (1999) study on the kernel estimator that allows α-mixing (strong mixing). A1
can be also replaced by imposing some additional conditions on u t and θ 0 as discussed in Chen, Racine and Swanson (2001, Lemma 2.1) . A3 implies that we consider the class of functions that have Þnite third absolute moments of the Fourier magnitude distributions. This type of smoothness condition was used by Barron (1993) when he showed that the rate of neural network approximation does not depend on the input dimension d. Since the Jacobian method requires estimation of partial derivatives, a convergence result in a stronger norm is required. For this purpose, we follow Hornik, Stinchcombe, White and Auer (1994) and use the scaling factor l(a) 3 to derive the approximation rate in Sobolev norm of higher order. In contrast to Barron's original condition that requires only the Þrst derivatives to be bounded, A3 requires the boundedness of the third derivatives (θ 0 ∈ B 3 d ). However, requirement of third derivatives for any dimension d is much weaker than Whang and Linton's (1999) case since kernel regression essentially requires higher order differentiability for higher dimensional model to maintain the same rate of convergence.
A4 deÞnes the Lyapunov exponents of the system (1). Since the largest (or dominant) Lyapunov exponent λ 1 has often been of main interest in the literature, we mainly focus our analysis on the largest Lyapunov exponent and simply use notation λ to denote λ 1 . However, it should be noted that other exponents λ i for 2 ≤ i ≤ d also contain some important information related to the stability of the system, including the directions of divergence and contraction of trajectories (see Nychka et al., 1992) and the types of non-chaotic attractors (see Dechert and Gençay, 1992) . Necessary conditions for the existence of λ have been discussed in the literature (e.g., see Nychka et al., 1992, p. 406) . It is known that, if J t is ergodic and stationary and if max{ln ν 1 (J 0 t J t ), 0} has a Þnite expectation, then the limit in A4 almost surely exists and will be a constant, irrespective of the initial condition. When σ 2 = 0, the system (1) reduces to a deterministic system and the interpretation of λ > 0 is identical to the deÞnition of deterministic chaos.
For moderate σ 2 , the stochastic system generated by (1) can also have sensitive dependence to initial conditions, and noisy chaos with λ > 0 can be also deÞned. For example, a stationary linear autoregressive process has λ < 0, while the unit root and the explosive autoregressive process imply λ ≥ 0. One interesting question here is whether the Lyapunov exponent is continuous in the amount of noise for small amounts of noise. SpeciÞcally, let λ σ denote the Lyapunov exponent for a noisy system with error variance σ 2 and let λ 0 be the Lyapunov exponent for the deterministic skeleton with σ 2 = 0. We suspect that lim σ→0 λ σ = λ 0 .
This is certainly the case for a large class of processes including the linear autoregressive processes, but we do not have a proof that works under general conditions. Under further continuity properties, our distributional theory in the next section can also be extended to 'small sigma' asymptotics, i.e., to work under the condition that σ → 0.
A5 and A6 are assumptions identical to the ones used by Whang and Linton (1999) in their B(6)* and B(7)*. The role of these assumptions can be better understood by considering the one-dimensional case.
When d = 1, A5 and A6 simplify to
is positive and Þnite, where
A5 * is a condition on the properties of the data around Þrst derivative being zero and is closely related to extreme value theory for stochastic processes (see Whang and Linton, 1999, p. 9) . With this assumption,
we have a valid Taylor series expansion of the estimator of Lyapunov exponent. The condition is weak and is expected to hold for many chaotic processes including the well-known logistic map (with φ = 1).
A6 * provides the asymptotic variance of the local Lyapunov exponent that will be introduced in the next section. In general, Φ is the long-run variance of η t and differs from the variance of η t . However, since η t is a weakly dependent process, if we take an equally spaced subsample of size M (instead of block), η t becomes an asymptotically independent sequence with Φ being its variance.
Remarks on Assumptions on Neural Networks
In this paper, the nonparametric neural network estimator b θ for the unknown functional form θ 0 in the nonlinear autoregressive model (1) is obtained by the least squares method. B1 allows an approximate maximization problem where exact maximization is included as a special case when ε T = 0. Similar to the case shown in Chen and Shen (1998) , our asymptotics in the next section are valid as long as ε T converges to zero faster than the theoretical rate of convergence of the estimator. B2 implies that the neural network sieve consists of 2 k r(T ) number of hidden units with common activation function ψ. Since the asymptotic theory will only depend on the increasing rate rather than the exact number of hidden units, we simply refer r(T ) as the number of hidden unit. Typically, ψ is a sigmoid function deÞned by a bounded measurable function on R with ψ(u) → 1 as u → ∞, and ψ(u) → 0 as u → −∞. However, it is known that the universal approximation property of the neural networks is not conÞned to the ones with sigmoid activation functions. Indeed, the neural networks with nonsigmoid activation functions such as radial basis activation functions are becoming more popular in applications. B3 is from Hornik et al. (1994) and allows nonsigmoid as well as sigmoid activation functions. B4 is a Hölder condition on the activation function used in Chen and White (1999) and is stronger than B3. While B3 is sufficient to derive our main theoretical result, B4 will be later used to investigate full sample asymptotics (M = T ) in subsection 4.2 since it requires the improved rate for the derivative estimator (Lemma 2).
3 Theoretical results
Uniform convergence rate of the derivative estimator
The Jacobian-based estimator of the Lyapunov exponent requires the estimation of the Þrst derivative at Z t , namely, ∆θ 0 (Z t ) = (∆θ 01,t , ∆θ 02,t , . . . , ∆θ 0d,t ) 0 . Since the neural network estimator b θ is obtained by selecting values for the parameters a j 's, b j 's, and β j 's in B2 by minimizing the least square criterion in B1, the derivative estimator
can be obtained by using an analytical derivative of the neural network sieve in B2 evaluated at selected values of the parameters and Z t . We Þrst provide the uniform convergence rate for this derivative estimator.
Lemma 1. Suppose that assumptions A1 to A4 and B1 to B3 hold,
and r(T ) satisÞes r 2 ln r = O(T ). Then
The improved rate for the derivative estimator can be further obtained by employing a Hölder condition B4 on the activation function. See Makovoz (1996) and Chen and White (1999) for the relation between this condition and the source of improvement in the rate of approximation.
Lemma 2. Suppose that assumptions in Lemma 1 and B4 hold, B T ≥ const. × kµ θ k 3 , C T = const. and
Asymptotic distribution of Lyapunov exponent estimator
We begin with investigating the asymptotic behavior of b λ for the scalar case (d = 1), mainly for the purpose of illustration, followed by the general results for the multidimensional case (d ≥ 2). When d = 1, since Z t = x t , Z = χ, and J t = Dθ 0 (x t ), the Lyapunov exponent estimator in (4) simpliÞes to
To investigate the asymptotic properties of the estimator, it is convenient to introduce the notion of the local Lyapunov exponent deÞned by
Unlike the "global" Lyapunov exponent λ, the local Lyapunov exponent with Þnite M measures the shortterm rate of divergence. It should also be noted that λ M is a random variable in general. From the deÞnition in A4, λ can be seen as a limit of λ M with M → ∞. Using λ M , the total estimation error,
The second term represents the asymptotic behavior of the local Lyapunov exponent which is common to all Jacobian methods irrespective of the choice of the nonparametric estimator. The √ M rate of convergence and asymptotic normality for this term were derived by McCaffrey et al. (1992) and Bailey (1996) , respectively. 3 The Þrst term can be understood as the estimation error for the local Lyapunov exponent. In contrast to the second term, the asymptotic behavior of the Þrst term depends on the estimation method. Whang and Linton (1999) employed kernel regression methods and showed that the asymptotic behavior of (6) is dominated by the second term under some conditions. For the neural network estimator, we can introduce new conditions on the rate of block length along with assumptions introduced in the previous section so that the Þrst term has a negligible effect on the asymptotic behavior of (6).
Theorem 1. Suppose that the assumptions in Lemma 1, A5 * and A6 * hold,
The multidimensional case (d ≥ 2) can be also considered by applying similar arguments to all the i-th largest Lyapunov exponents for 1 ≤ i ≤ d. Below, we have the main theoretical result of this paper.
Theorem 2. Suppose that the assumptions in Lemma 1, A5 and A6 hold,
Remarks. The results show the asymptotic normality of Lyapunov exponent estimators that can be used in the inference. The convergence rate of Lyapunov exponent estimator depends on the growth rate of block length M and thus depends on φ with smaller φ implying faster convergence. When φ = 1, which is satisÞed by the logistic map (Whang and Linton, 1999) , the Lyapunov exponent estimator converges at the rate (T/ ln T ) 1/12−ε where ε > 0 is an arbitrary small number.
It should be noted that both one-dimensional and multidimensional results are obtained using the same smoothness condition in A3 and same growth rate of block length. This contrasts to the results based on kernel smoothing methods. For example, by modifying the result of Whang and Linton (1999), Shintani and Linton (2003) showed that, with an optimal choice of the rate of bandwidth, the Lyapunov exponent estimator based on local quadratic smoother was
Thus, the convergence rate of the kernel-based Lyapunov exponent estimator becomes slower in the higher dimensional case. 4 Simple comparison with neural network case reveals that the two estimators have the same rate when d = 2 but the rate for the kernel-based estimator is always slower than that of the neural network estimator for d > 2 for any value of φ. This advantage of the neural network approach comes from the powerful approximation properties of neural networks given in Lemma 1. In general, other nonparametric approaches yield slower rate of convergence or require stronger smoothness conditions when the dimension increases.
Test statistics
In this subsection, feasible test statistics are introduced and a one-sided test is proposed for the purpose of testing chaotic behavior of time series. First, we construct the test statistics based on the asymptotic results on Lyapunov exponent estimators obtained in the previous subsection. Suppose b Φ is a consistent estimator of Φ in Theorem 1. Our primary interest is to test the null hypothesis
We reject the null hypothesis if b t ≤ −z α ( b t ≥ z α ) where z α is the critical value that satisÞes Pr [Z ≥ z α ] = α with Z being a standard normal random variable.
Next, we consider consistent estimation of Φ. In general, a heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimator (see e.g., Andrews, 1991) for Φ is required, since η t 's are serially dependent and not identically distributed. 5 For the one-dimensional case, the covariance estimator 5 The resampling method may be an alternative way to compute the standard error of the estimated Lyapunov exponent. This line of research is pursued by Gençay (1996) and Giannerini and Rosa (2001) . However, the computing burden of resampling neural network estimator seems to be the main problem in practice. b Φ is deÞned as:
where b η t = ln |D b θ(x t−1 )| − b λ M and where w(x) and S M denote a kernel function and a lag truncation parameter, respectively. For the multidimensional case, the test statistic 
For the covariance matrix estimation, we employ the following class of kernel functions w :
similar to that used in Andrews (1991) .
C1
.
w(x) is continuous at 0 and at all but a Þnite number of other points} .
Corollary 1. Suppose that assumptions in Theorem 2 and C1 hold, S M → ∞ and
Remarks. This result shows that the HAC estimation with given growth rate of bandwidth can be used to construct the standard error for Lyapunov exponents. Since the infeasible statistic e t i = (
Therefore, the test is consistent under reasonable conditions.
Discussions

Optimal block length and optimal subsampling scheme
It should be noted that the asymptotic results in the previous section required that the number of products of the Jacobian in the Lyapunov exponent estimate (M) be less than the sample size of data used in Jacobian estimation (T ). Therefore, the choice of block length M is an important issue in practice. McCaffrey et al. (1992) discussed the optimal choice of block length by decomposing the local Lyapunov exponent asymptotics [the second term in (6)] into a bias term and a variance term. Furthermore, they suggested that averaging the Lyapunov exponent estimators from the nonoverlapping T/M blocks might reduce the overall bias (see also Ellner et al., 1991, and Nychka et al., 1992) . However, it should be noted that such an estimate in the one-dimensional case is identical to the estimate based on a full sample
Whang and Linton (1999) pointed out that the valid asymptotic results for the Lyapunov exponent estimators can be derived not only from the blocking method but also from any other subsampling method.
This fact also raised a question of the optimal choice of subsampling scheme for a given number of M.
Suppose the optimal choice is made on the grounds that it minimizes the variance Φ i in A6 (or A6 * ).
The comparison between the blocking scheme and the equally spaced subsampling scheme can then be understood from the following simple example.
Suppose we have three observations of the time series data (y 1 , y 2 , y 3 ) generated from the autoregressive (AR) process of order one. If we want to estimate the mean of the process using two observations out of three, we have only two alternatives; using the adjacent sample [(y 1 , y 2 ) or (y 2 , y 3 )] or using the skipped sample [(y 1 , y 3 )]. The variance of such an estimate depends on the AR parameter. A simple calculation implies that the Þrst scheme is more efficient when the parameter is negative and the second scheme is more efficient when the parameter is positive. Similarly, when the data are generated by the moving average (MA) process of order one, the Þrst scheme is better when the MA parameter is positive and the second scheme is better when the parameter is negative.
This simple example shows that the optimal subsample for the Lyapunov exponent estimation depends on the data generating process. Therefore, we may use either the blocking scheme or equally spaced subsample scheme as a choice of subsample. For this reason, in this paper, we report the results based on equally spaced subsamples in addition to the results based on the commonly used blocking method in the simulation and empirical analysis.
Full sample estimation
As discussed by Ellner et al. (1991) , it has been questioned whether the requirement of block length (M) less than full sample (T ) is necessary in the theoretical analysis of asymptotic behavior of the neural network approach. When the Jacobians from the whole sample points are used for Lyapunov exponent calculation (M = T ), the Þrst term in (6) now enters the asymptotic behavior of the overall estimation error. Therefore, we can expect the full sample estimator to have a different asymptotic distribution from the one based on subsamples. Whang and Linton (1999) showed that the asymptotic distribution for a full sample estimator, based on kernel regression, can be derived if one employs stronger assumptions on the functional form. The purpose of this subsection is to illustrate that it is also possible in the neural network approach to derive the asymptotic results if the similar assumptions are employed. To simplify the argument, we only consider the one-dimensional case.
Corollary 2. Suppose that assumptions in Lemma 2, A5 * with φ = 0 hold, η t in A6 * is replaced by
Further assume that f(x)/Dθ 0 (x) = 0 at the boundary points x and x. Then we have the asymptotic normality result in Theorem 1 with M = T .
Remarks. To derive this result, stronger conditions for both activation function and target function need to be employed. Among all additional conditions, φ = 0 is the most difficult requirement since it "is not satisÞed by any univariate chaotic process that we are aware of (Whang and Linton, 1999, p.8) ." The consistent estimator of Φ can be constructed by using the sample analogue of η t , which requires a second derivative estimation of target function as well as density and density derivative estimation.
Upper bound estimation
The deÞnition of ξ it in Theorem 2 does not have a simple form as ξ t in Theorem 1 since ln
for the multivariate case. However, for the largest Lyapunov exponent (i = 1), we have the following relation between the two quantities:
Here, we used the matrix norm inequality |ν 1 (A 0 A)| |ν 1 (B 0 B)| ≥ |ν 1 ((AB) 0 (AB))|. Using this relationship, we can bound the largest Lyapunov exponent from above by λ ≡ lim M→∞
We can consistently estimate this quantity, using its sample analogue,
Corollary 3. Suppose that assumptions in Lemma 1 hold, F i,t−1 in A5 is replaced by
Remarks. For the multidimensional case, λ is always positive. This implies that the asymptotic distribution of the upper bound estimator seems to be useful only if the data is generated from a chaotic process (with positive λ). For example, when some speciÞc positive value of the Lyapunov exponent is predicted by a theory, upper bound estimates below this value provide strong evidence against the hypothesis.
5 Simulation results
Logistic map
Since the testing procedure proposed in the previous section is based on asymptotic theory, it is of interest to examine its performance with sample sizes that are typical for economic time series. This section reports the result of the Monte Carlo experiments designed to assess the small sample performance of neural network estimates of Lyapunov exponent with various data generating processes.
We Þrst examine the logistic map with system noise:
where ε t /v t ∼ U (−1, 1) independent of x t , and
This particular form of heteroskedasticity ensures that the process x t is restricted to the unit interval. It is interesting to note that this simple one-dimensional model contains both a globally stable case (0 < a < 3)
and a chaotic case (3.57 < a ≤ 4) depending on the parameter a. We use a = 1.5 as an example of a system with a negative Lyapunov exponent (λ = − ln 2 when σ = 0) and a = 4 as that with a positive Lyapunov exponent (λ = ln 2 when σ = 0).
For the neural network estimation, we use FUNFITS program developed by Nychka, Bailey, Ellner, Haaland and O'Connell (1996) . As an activation function ψ, this program uses a type of sigmoid function
which was also employed by Nychka et al. (1992) . For the estimation of Φ, Bartlett's kernel w(u) = 1 − |u| with one lag is employed. We use the block subsample and equally spaced subsample in addition to the entire sample. To see how the results differ with the choice of the lags of the autoregression, we consider the cases with lag length d varying from 1 to 4. The results are based on the parameters r = 4, σ = 0.25, T = 200 with 1000 replications. For subsample estimation, we use M = 66 giving three blocks and estimates for each replication. 6 The results are reported in Table 1 . When correct lag length is chosen (d = 1), the mean and the median of Lyapunov exponent estimates appeared close to the true value for both stable (a = 1.5) and chaotic (a = 4) cases. This outcome suggests that our method works well even in the small sample environment. When d increases, the number of estimates with incorrect sign increases for the stable case, while the estimates is robust to the additional lag lengths for the chaotic case. 7 One important implication of this observation is that we should be careful about the selection of lag length in the system since such information is usually not provided in practice. If the speciÞcation of the system is completely known, as in this subsection, a parametric approach such as the one employed by Bask and de Luna (2002) should yield a more efficient estimator as well as a powerful test. While our theory of nonparametric approach is designed for an unknown system with a given lag length, we expect information criteria such as BIC to provide a consistent lag selection procedure. For this reason, we utilize BIC to select lag length (as well as the number of hidden units) in the next subsection and the empirical section.
For the standard errors in Table 1 , there is a systematic downward bias for the stable case, but those for the chaotic case are in close agreement with actual standard deviations. Figures 1 and 2 show the Þnite sample densities of the Lyapunov exponent estimates standardized by the mean and variance superimposed on the standard normal densities. The distribution shows some skewness, but with this small sample situation, it is close enough to normality predicted by the theory. 8
Barnett competition data
Powerful properties of the neural network approach were conÞrmed by the successful results in the single-blind controlled competition conducted by William Barnett. Detail of the competition design and the results can be found in Barnett et al. (1997) . However, since they used only point estimates of the neural network approach, it is of interest to examine how statistical procedure in this paper works for the same data used in the competition. 9
The competition used two different sample sizes, 380 and 2000. Both small sample data and large sample data are taken from a single observation generated from the following Þve different models with u t being an i.i.d. standard normal random variable.
• Model I (Logistic map): x t = 3.57x t−1 (1 − x t−1 ) with x 0 = 0.7.
• Model II (GARCH):
t u t where h t = 1 + 0.1x 2 t−1 + 0.8h t−1 with h 0 = 1 and x 0 = 0.
• Model III (NLMA): x t = u t + 0.8u t−1 u t−2 .
• Model IV (ARCH): x t = (1 + 0.5x 2 t−1 ) 1/2 u t with x 0 = 0.
• Model V (ARMA): x t = 0.8x t−1 + 0.15x t−2 + u t + 0.3u t−1 with x 0 = 1 and x 1 = 0.7.
Of the Þve models described above, only Model I has a positive Lyapunov exponent. For this subsection and the empirical part of this paper, the number of lag length (d) and the number of hidden units (r) will be jointly determined by minimizing the BIC criterion deÞned by
where
For the HAC estimation required for the standard error, we employ the QS kernel with optimal bandwidth selection method developed in Andrews (1991) . The employed block length (M) for the small sample data (T = 380) is 72 giving a total of 5 blocks, while that for the large sample data (T = 2000) is 91 giving a total of 21 blocks.
The results for Barnett competition data are presented in Table 2 . For the subsample estimates, the median values are reported. The results can be summarized as follows. First, the signs of all point estimates correspond to the true signs of the processes. Second, for models II to V, the positivity hypothesis is rejected at a 1% level of signiÞcance based on both full sample and subsample estimation. These results conÞrm the validity of the neural network approach and our testing procedure. Third, positivity of the Lyapunov exponent in model I is not rejected for both full sample and subsample cases. At the same time, it did not provide strong evidence against the negativity.
Application to Þnancial data
Over the past decades, numerous models that can generate chaos in economic variables have been developed. For example, Brock and Hommes (1998) showed that chaos in stock price was possible if heterogeneous beliefs of agents were introduced in a traditional asset pricing model. 10 In this section, we apply our proposed procedure to investigate the possibility of chaos in the U.S. Þnancial market using stock price series. 11
We use daily observations on the Dow Jones Industrial Average (DJIA), P t . The sample period extends from January 3, 1928, to October 18, 2000, providing a total of 18,490 observations. It should be noted that the period of the stock market crash of 1987 is included in the sample period. The stock return is simply deÞned as the difference of log of the stock price index (R t = ∆ ln P t ). Following Taylor's (1986) Þnding, it is now well-known that the volatility measures such as the absolute return (|R t |) have higher autocorrelation compared to the return series (R t ). Ding, Granger and Engle (1993) also examined the correlation of power transformation of the absolute return (|R t | k ) and found quite high autocorrelations.
Extending this line of approach, we estimate the Lyapunov exponent of various power transformed absolute return series. Table 3 shows the sample autocorrelations of the transformed absolute DJIA stock returns |R t | k for k = 0.5, 1, 1.5, 2, 2.5 in addition to those of the untransformed return series. The return series has small positive Þrst order autocorrelation and small negative second order autocorrelation, while the transformed absolute return has much higher autocorrelations with k = 1 being the highest. These results are very similar to those of Ding, Granger and Engle (1993) based on S&P 500 series with a number of observations close to that of our data.
The estimated Lyapunov exponents for each series is presented in Table 4 along with the t statistics and p-values for the null hypothesis of positive Lyapunov exponent (H 0 : λ ≥ 0). The block length (M) and the number of blocks used for subsampling estimates are 127 and 145, respectively. The number of hidden units (r) are selected using BIC. For all cases, the Lyapunov exponents from full sample estimation are negative, and the positivity hypothesis is signiÞcantly rejected at the 1% level with the exception of transformed series with k = 2.5. Similar strong evidence is obtained from subsample estimation except for the same series. Another interesting observation is that the Lyapunov exponents are larger for the transformed absolute returns than for the level of returns, suggesting less stability in volatility (or absolute values) than in returns themselves. These results from various transformed data offer strong statistical evidence against the chaotic explanation in stock returns. This strengthens the results in Abhyankar,
Copeland and Wong (1997) who obtained negative Lyapunov exponent point estimates for both S&P500 cash and futures series with 5-minute and 1-minute frequencies.
Conclusion
This paper has derived the asymptotic distribution of the neural network Lyapunov exponent estimator proposed by Nychka et al. (1992) and introduced a formal statistical framework of testing hypotheses concerning the sign of the Lyapunov exponent. Such a procedure offers a useful empirical tool for detecting chaos in a noisy system. The small sample properties of the new procedure were examined in simulations, which indicate that the performance of the procedure is satisfactory in moderate-sized samples. The procedure was applied to investigate chaotic behavior of Þnancial market. In most cases, we strongly rejected the hypothesis of chaos in the stock return series, with one mild exception in some higher power transformed absolute returns.
Appendix Proof of Lemma 1
In this proof, we deÞne the (weighted) L p space (with distribution function F (x)) by the set of L p -integrable functions with norm kgk p = n R χ |g(x)| p dF (x) o 1/p and associated metric from this norm. For p = ∞, we use kgk ∞ =sup x∈χ |g(x)|. We will denote L 2 norm kgk 2 simply by kgk. Similarly, we deÞne the (weighted) Sobolev W m p space with a set of functions with L p -integrable (partial) derivatives up to order m with norm kgk m,p = n P m
and associated metric from this norm. For p = ∞, we use kgk m,∞ = max
(a) To simplify the argument, we Þrst derived the result for one-dimensional case, and then extend the result to the multidimensional case. For d = 1, we denote Z = χ and our goal is to obtain the convergence rate for sup
Note that interpolation inequality (See Gabushin, 1967, and Shen and Wong, 1994) implies
. Therefore, it suffices to show the con-
Approximation rate in Sobolev norm is derived in Hornik et al. (1994) . Convergence rate of the estimator in L 2 norm is derived in Chen and Shen (1998) and Chen and White (1999) . We will combine their results to derive the convergence rate of the estimator in Sobolev norm. From the deÞnition of criterion in B1, we have
Since A3 implies the boundedness of the third derivatives, the equivalence of L 2 norm and Sobolev norm with second derivatives holds and there exist two constants c 1 and c 2 satisfying
which is required for Theorem 1 in Chen and Shen (1998) . Further, Condition A1 in Chen and Shen can be replaced by our class of mixing condition in A1(a) which is shown by Chen and White (1999) . Conditions A2 and A4 in Chen and Shen (Assumptions 3.4 (a) and (b) in Chen and White) follows from the proof of Proposition 1 in Chen and Shen. Therefore, from Theorem 1 of Chen and Shen (1998) , we have°°°b
here π T θ 0 ∈ Θ T and
is the L 2 metric entropy with bracketing which controls the size of the space of criterion differences induced by θ ∈ Θ T (See Chen and Shen, 1998 , for the deÞnition. Formally, the bracketing L 2 metric entropy of the space of the L 2 measurable functions indexed by Θ T given by
u j − h l j°°°≤ ε such that for any h ∈ F T there exists a j with h l j ≤ h ≤ −h u j a.e., then S(ε, N) is called a bracketing ε-covering of F T with respect to k·k. We deÞne H(ε, F T ) by ln(min {N : S(ε, N)}).)
Using the result in the proof of Theorem 3.1 in Chen and White (1999) , we have
From Hornik et al. (1994) , the approximation rate in Sobolev W 2 2 norm is given by
By choosing δ T = kθ 0 − π T θ 0 k 2,2 , we have
as required.
(b) For the multidimensional case, from Gabushin's interpolation inequality, we have°°°∆
for each i = 1, . . . , d with | · | here being absolute value. If we use that
where the second inequality follows from Cauchy-Schwarz's inequality. Therefore, it again suffices to show the convergence rate of°°°b θ(z) − θ 0 (z)°°°2
,2
. Since the convergence rate of neural network estimator does not depend on d, the same argument for the one-dimensional case can be directly applied and the result follows. 2
Proof of Lemma 2
As in the proof of Lemma 1 it suffices to show the convergence rate of°°°b θ(x) − θ 0 (x)°°°2
for the onedimensional case. Since additional assumption B4 is identical to assumption H in Chen and White, the result for the improved rate in Sobolev norm in Theorem 2.1 of Chen and White can be used. The improved approximation rate in Sobolev W 2 2 norm is now given by
with choice of δ T = kθ 0 − π T θ 0 k 2,2 , we have 
Proof of Corollary 2
Since the proof is similar to the one for Theorem 1(a) in Whang and Linton (1999) , we only provide a sketch of the proof. By rearranging terms,
For the second term, we have asymptotics identical to those in Theorem 1. For the Þrst term,
The Þrst equality follows from a two-term Taylor expansion about Dθ 0 (x t−1 ) with Dθ * (x t−1 ) lying between Dθ 0 (x t−1 ) and D b θ(x t−1 ). The second equality follows from the fact that the second term is bounded by
where the inequality follows by the uniform consistency results in Lemma 2, the last convergence to zero holds because (min 1≤t≤T |Dθ * (x t−1 )|) −2 = O p (1) by A5 * . The third equality follows from the stochastic equicontinuity argument employed in Whang and Linton (1999) . The fourth equality follows from integration by parts with the zero boundary condition. The last three equalities follows from the deÞnition of the linear functional l 0
and inner product h., .i used in Shen (1997) , Chen and Shen (1998) and Chen and White (1999) , and l
Proof of Corollary 3
We use a one-term Taylor expansion
where the elements of J * t−1 lie between those of b J t−1 and J t−1 . The result follows from the argument similar (but simpler) to the one used in the proof of Theorem 2. ¤ Note: Sample size (T ) = 200. Number of hidden units (r) = 4. Number of replications = 1000. Jacobians are evaluated using full sample (Full) as well as blocks (Block) and equally spaced subsamples (ES) with block length (M ) = 66. Lower 5% and upper 5% are tail frequencies of normalized Lyapunov exponent estimates using standard normal critical values. Note: For the full sample estimation (Full), the largest Lyapunov exponent estimates are presented with t statistics in parentheses and p-value for H 0 : λ ≥ 0 in brackets. For the estimation based on blocks (Block) and equally spaced subsamples (ES), median values are presented. The block length (M ) for subsample is 72 for T = 380 and 91 for T = 2000, respectively. The lag length (d) and the number of hidden units (r) are jointly selected based on BIC. QS kernel with optimal bandwidth (Andrews, 1991) is used for the heterosckedasticity and autocorrelation consistent covariance estimation. 
