Induction of synchronous grammars from empirical data has long been a problem unsolved; despite that generative synchronous grammars theoretically suit the machine translation task very well. This fact is mainly due to pervasive structural divergences between languages. This paper presents a statistical approach to learn dependency structure mappings from parallel corpora. The algorithm introduced in this paper extends the dependency tree word alignment algorithm in (Ding, 2003) . The new algorithm automatically learns parallel dependency treelet pairs from loosely matched non-isomorphic dependency trees while keeping computational complexity polynomial in the length of the sentences. A set of heuristics are introduced and specifically optimized for the parallel treelet learning purpose using Minimum Error Rate training. As learning parallel syntactic structures is the key step in the automatic learning of a synchronous grammar, the learnt parallel dependency treelet pairs by our approach serve as an important first step of any lexicalized synchronous grammar induction.
Introduction
Statistical approach to machine translation, pioneered by (Brown et al., 1990 (Brown et al., , 1993 , perform competitively with more traditional interlingua based approaches, mainly due the ability to leverage large amounts of parallel corpora. However, a major criticism to "pure" statistical MT approaches is that they lack any internal representation of syntax or semantics and simply estimate word to word translation probabilities and sentence reordering probabilities directly from a large corpus of parallel sentences.
In recent years, hybrid approaches, also known as "syntax based statistical machine translation", which aim at applying statistical models to structural data, have begun to emerge. Although it is generally agreed that human language is more than a set of linear strings, and the idea of combining natural language syntax and machine learning methods for MT seems to be plausible, up to today, according to our knowledge, the performance of syntax based statistical MT systems are still outperformed by the state of the art template based statistical MT systems (Och, 2003) . We believe that this is due to at least two reasons. (1) The problem of pervasive structural divergences between languages, due to both systematic differences between languages (Dorr, 1994) and the vagaries of loose translations in real corpora. (2) The lack of well-defined formal syntax systems that can be learnt efficiently from empirical data. (Wu, 1997) introduced a polynomial-time solution for the alignment problem based on synchronous binary trees. (Alshawi et al., 2000) extended the tree-based approach by representing each production in parallel dependency trees as a finitestate transducer. Both these approaches learn the tree representations directly from parallel sentences, and do not make allowance for nonisomorphic structures. Knight, 2001, 2002 ) modeled translation as a sequence of tree operations transforming a syntactic tree in one language into a string of the second language.
When researchers tried to use syntactic trees in both languages, which are usually derived by automatic parsers trained from treebanks, the problem of non-isomorphism grows when trees in both languages are required to match. (Hajic et al., 2002) allowed limited non-isomorphism in that nto-m matching of nodes in the two trees is permitted. However, even after extending this model by allowing cloning operations on subtrees, (Gildea, 2003) found that parallel trees over-constrained the alignment problem, and achieved better results with a tree-to-string model using one input tree than with a tree-to-tree model using two.
Most of the above approaches do tree to tree transductions by defining a set of tree operations rather than defining a synchronous grammar formalism and explicitly inducing such a grammar from parallel corpora.
At the same time, grammar theoreticians have proposed various generative synchronous grammar formalisms for MT, such as Synchronous Context Free Grammars (S-CFG) or Synchronous Tree Adjoining Grammars (S-TAG) (Shieber and Schabes, 1990) . Mathematically, generative synchronous grammars share many nice properties similar to their monolingual counterparts such as CFG or TAG. If such a synchronous grammar could be learnt from parallel corpora, the MT task would become a mathematically clean generative process. However, up to today, according to our knowledge, the problem of how to induce a synchronous grammar from parallel corpora is still unsolved, mainly due to the inability to handle automatic learning of syntactic structures from large amount of non-isomorphic tree pairs.
This motivates us to look for an algorithm that will automatically learn a certain type of parallel syntactic structures from parallel corpora, without the unrealistic tree isomorphism assumption.
This paper presents a statistical approach to learn dependency structure mappings from parallel corpora. We first define the synchronous tree partitioning operation on parallel dependence trees. Then we introduce the algorithm, which breaks down the sentence-level parallel dependency trees into phrase-level parallel dependency treelets by a series of synchronous tree partitioning operations. The major framework of the algorithm is an extension to the dependency tree word alignment algorithm in (Ding, 2003) . The algorithm is executed in an iterative fashion, first assumes free word mapping without any constraints and then gradually adds constraints to word level alignments by breaking down the parallel dependency structures into smaller pieces. In each iteration the algorithm generates a set of more fine-grained treelet pairs.
The major advance of the new algorithm in this paper from that of (Ding, 2003) is the use of syntactic categories in dependency trees and Minimum Error Rate Training to combine various heuristics with parameters specifically optimized for the treelet learning purpose. This allowed us to learn dependency treelet pairs of higher quality.
We first look at the scenario for the dependency structure learning problem and define the synchronous tree partitioning operation in section 2. Then we introduce the iterative framework of the algorithm in section 3. We specify the syntactic constraints for the algorithm in section 4, and analyze different heuristic functions for the algorithm in section 5. Then we introduce the minimal error training method in section 6. The result of the algorithm is provided in section 7.
Objective

Why Dependency Structures?
According to (Fox, 2002) , the dependency representation has the best phrasal cohesion properties across languages. The percentage for head crossings per chance is 12.62% and that of modifier crossings per chance is 9.22%.
As stated before, the major purpose for us to learn parallel syntactic structures is future synchronous grammar induction. A grammar based on dependency structures, for this purpose, has the advantage of being simple in formalism yet having the formal generative power equivalent to that of CFG. A higher level look of three different grammar formalisms is given in the following The simplicity of dependency structures is the key that allowed our algorithm to work. At the same time, dependency structures are inherently lexicalized as each node is one word. In comparison, phrasal structures (Treebank style trees) has two types of nodes, where the lexical items go to the terminals and the word order and phrase scope information goes to the non-terminals.
What is more, statistical parsers (Collins 1999 ) showed significant performance improvement by using bilexical probabilities, i.e. probabilities of word pair occurrences. This is what dependency grammars model explicitly.
Synchronous Partitioning Operation
We introduce the synchronous partitioning operation by first looking at a pseudo-translation example:
[Source] The girl kissed her kitty cat.
[Target] The girl gave a kiss to her cat.
Figure 2
If we examine the node mappings in the above two sentences, we will find that almost any treetransduction operations defined on a single node will fail to generate the target sentence from the source sentence.
However, suppose that we find the two node pairs lexicalized as "girl" and "cat" on both sides should be aligned, and hence fix the two alignments. We then partition the two dependency trees by splitting the trees at the fixed alignments. This operation is defined as the synchronous partitioning operation, which generates the following dependency graphs: ( (e) stands for an empty node )
Figure 3
We refer to the three resultant dependency substructures as "treelets". This is to avoid confusion with "subtrees" since treelets don't necessarily go down to every leaf.
Surprisingly, if we view each treelet as a single non-devisable unit for any tree-based transduction, (or an "elementary tree" in a tree based grammar sense), the two sentences showed isomorphism between treelet derivations. Ideally, our algorithm should generate such treelet pairs as fine-grained as possible, which will finally allow us to generate a synchronous grammar which captures structure variations between languages. We call such a grammar "Synchronous Dependency Insertion Grammar", the detailed specifications for which is not given in this paper due to space limitations.
The Framework
The framework of this algorithm is an extension to the word alignment algorithm on parallel dependency structures in (Ding, 2003) .
The iterative framework of the algorithm bootstraps between statistical modelling and the parallel tree structures.
Step 0. For each sentence pair e and f , initialize the two trees for e and f as a treelet pair.
Step 1. View each tree as a "bag of words" and train a statistical translation model on all the tree pairs to acquire word-to-word translation probabilities. In our implementation, IBM Model 1 (Brown et al., 1993 ) is used. Step 2 satisfies certain syntactic constraints, execute synchronous tree partitioning operation on the treelet pair at the word pair ) , (
. Hence two new treelet pairs are created, and the old treelet pair is replaced.
Step 4. Go back to Step 1.
As the algorithm walks through the iterations, we have an increasing number of treelet pairs. With certain syntactic constraints in Step 3, the treelet pairs will finally converge to a maximal set.
In IBM Model 1, the translation probability ) | ( e f P has a unique local maximum, so the values in the t 
, which is linear to the size of the treelet pair.
An example of a series of synchronous partitioning of the treelets for three iterations is given below to illustrate the algorithm. The Chinese is given in romanised form. The correctness of the algorithm relies on the assumption that when a synchronous partitioning operation happens to a pair of nodes, meaning the two nodes are aligned, all their descendents shall align to their descendents. This is however, much weaker than the word level isomorphism assumption. We call this the "partition assumption".
Although violations of such assumption do occur in data, the hope is, since IBM Model 1 is a bag of words model, if we only have operations above and below such violations, the probability training results will be the same.
Syntactic Constraints
Content Words
For each language, we classify the words into two categories: content words and functional words. Linguistically, content words have their own semantics while functional words are mainly used for syntactic purposes. During translation, the functional words have a good chance not being aligned to any word in the other language. Hence we want to constrain all the tentative word pairs used for the synchronous partitioning operation to be a pair of content words.
The content word categories for English and Chinese we used are given below (POS tags in accordance with Penn English Treebank and Penn Chinese Treebank): Experiments showed that such syntactic constraints significantly improved the accuracy of the synchronous partitioning operations and hence achieved higher quality resultant treelet pairs.
Fertility Threshold
Let us suppose we want to create two treelet pairs by fixing the node pair ) , ( j a j e f . We want to take the size and topology of the two resulting treelet pairs into consideration. We don't want to have a treelet pair with one node on one side and 9 nodes on the other. Although some of the heuristic functions we used considered this issue, we nevertheless set a fertility threshold to make sure that the resultant treelet pairs have reasonable sizes on both sides. Currently this fertility threshold is set to be 2.0. If any treelet pair resulting from a tentative synchronous partitioning operation has the numbers of the nodes on two sides differing with a ratio larger than the threshold, the tentative synchronous partitioning operation is invalid.
Heuristic Functions
The heuristic function in Step 2 takes a tentative node pair ) , ( j a j e f from the two treelets and outputs a certain value which corresponds to confidence in this labelling. Here we introduce five different heuristic functions.
Inside-Outside Probability
Suppose we have two trees initially, , both trees will be partitioned into two treelet pairs. The treelets rooted at the original roots is called the "outside treelets" and the treelets rooted at the node pair used for the synchronous partitioning operation is called the "inside treelets", which is shown below: . So, we have:
The intuition behind this heuristic is that the inside-out side probability is a measure of how well the new treelet pairs created by the tentative word pair ) , ( j a j e f preserve the dependencies. In other words, if the inside-outside probability is large, we expect the nodes in one outside treelet to be aligned to the nodes in the other outside treelet and the same for the nodes in the inside treelets.
We can further decompose this probability. Define the size function to be the number of nodes in a treelet. And let
The above two probabilities are derived using ideas from IBM Model 1 (Brown, 1993) . Define the first heuristic function as:
Inside-Outside Penalty
Having defined the inside-outside probability, we now use its opposite, which is the probability of the inside treelet generated by the outside treelet times that of the outside treelet generated by the inside treelet:
While we want to increase the inside outside probability, we want this penalty to be as small as possible. So we can define the second heuristic:
Entropy
Since each tentative word pair ) , ( , where e is the set nodes in the English treelet, and
is the probability of i e being translated to j f , we have
A reliable set of translation probabilities will provide a distribution with a high concentration of probabilities on the chosen word pairs. Intuitively, the conditional entropy of the translation probability distribution will serve as a good estimate of the confidence in the chosen word pair. Let 
Since we need to compute conditional entropy given j f , here the translation probabilities are normalized. The third heuristic function is defined as:
Word Pair Probability
This heuristic is simply defined as the word pair translation probability:
Syntactic Category Templates
The dependency trees acquired from automatic parsers already provide us with the syntactic category of each node. Observing this, we collected syntactic category mappings from the automatically aligned results and did a cut off. By doing this we generated a set of likely syntactic category mappings, as we expect such mappings would be observed more often in the parallel corpora. Hence we can define the fifth heuristic as:
Minimum Error Rate Training
We define the total score of the heuristic as a linear combination of all the heuristics introduced in Section 5. Let P be the set of all the possible mappings of the two treelet pairs (× stands for cross-product): We used hill climbing with random restart to search for the best parameter vector in the parameter space. Although we would like to use more efficient methods to find the best parameter setting, we cannot do so due to the following two reasons: 1. The error function does not have an analytical form; hence we cannot compute the gradient. 
Results
We use an automatic syntactic parser (Bikel, 2002) to produce the parallel unaligned syntactic structures. The parser was trained using Penn English Treebank and Penn Chinese Treebank. We then used the algorithm in (Xia 2001) to convert the phrasal structure trees into dependency trees.
The following The training sets consists Xinhua newswire data from LDC and FBIS data under the DARPA TIDES project. We filtered both datasets to ensure parallel sentence pair quality.
The testing sentences are provided by the courtesy of Microsoft Research, Asia and IBM Research. The sentence pairs are manually aligned at word level.
We used a part of the testing data as dev test to train the best * Note that the trained parameter values in the above table do not reflect the relative weights of different heuristics since different heuristics are not normalized.
The following figure shows the number of parallel dependency treelets learnt from the training set and cumulative error rate on the testing set as the algorithm goes through 20 iterations. The error rate function is defined in Section 6. Note that as the treelets are getting smaller, cumulative error rate is inevitably increasing. Also we see the number of treelets collected is converging. We see that the cumulative error rate is converging to 30%. With a comparison to the findings in (Fox, 2002) , which stated that the inherent head crossing in dependencies is around 12.62%, we find this result to be reasonable.
The Considering each synchronous tree partitioning operation would cause significant reduction in treelet sizes, this per operation error rate is acceptable. We do notice however, the algorithm showed signs of overfitting after iteration 16.
After 20 iterations we collected 784924 treelet pairs from the training set. This means the treelets are converging to an average size of 5.26 words per treelet. The algorithm in our previous work (Ding, 2003) based on the similar framework showed an overall better performance than IBM Models 1 to 4 in word level alignment tasks.
Subjective tests show that quite often the treelets themselves are correct, but the simple max probability alignment makes mistakes inside the treelets. Overall, the treelets we collected have reasonable quality.
Conclusion and Future Work
In this paper, we show a statistical approach to learn parallel syntactic structures from parallel corpora. The new algorithm introduced in this paper automatically learns parallel dependency treelet pairs from loosely matched non-isomorphic dependency trees.
We evaluated the quality of the learnt dependency treelets and results showed that the more fine grained treelets helped content word alignments.
Future work includes inducing a formalized synchronous dependency grammar from the learnt treelets. Ideally, once the synchronous dependency grammar can be induced, it can be made a machine translation system.
