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We analyze the cooling of a mechanical resonator coupled to an ensemble of interacting two-
level systems via an open quantum systems approach. Using an exact analytical result, we find
optimal cooling occurs when the phonon mode is critically coupled (γ ∼ g) to the two-level system
ensemble. Typical systems operate in sub-optimal cooling regimes due to the intrinsic parameter
mismatch (γ  g) between the dissipative decay rate γ and the coupling factor g. To overcome this
obstacle, we show that carefully engineering the coupling parameters through the strain profile of
the mechanical resonator allows phonon cooling to proceed through the dark (subradiant) entangled
states of an interacting ensemble, thereby resulting in optimal phonon cooling. Our results provide
a new avenue for ground-state cooling and should be accessible for experimental demonstrations.
I. INTRODUCTION
A nanomechanical resonator reaches the quantum
regime when the phonon occupation number falls be-
low one, 〈a†a〉 <∼ 1. Fundamentally, this indicates the
mechanical mode has at most one quantum of energy,
making quantum coherence and entanglement observable
while enabling the study of quantum nanomechanics with
macroscopic objects [1–3]. A resonator with near-zero
thermal noise will have better performance characteris-
tics in nanoscale sensing, quantum memories, and quan-
tum information processing applications [4, 5].
One obvious way of entering the quantum regime is
through cryogenic cooling. In practice, passive cooling
systems, such as dilution refrigerators, have a low tem-
perature limit of around 2−10 mK. While these tempera-
tures allow for ground-state cooling of high-frequency res-
onators (ωm/2pi >∼ 1 GHz), additional cooling techniques
are still required for systems with lower frequencies. To
this end, the most successful cooling techniques have
been based on the optomechanical effect. The mechani-
cal resonator is parametrically coupled to a driven optical
cavity [6–10] and, under stringent conditions, careful tun-
ing of the drive frequency results in resonator cooling in
a form analogous to the laser cooling of trapped atoms
or ions [11, 12].
Alternative cooling techniques have also been proposed
based on direct (non-parametric) coupling between the
mechanical resonator and a dissipative two-level system
(TLS) [13–15]. The two-level system may represent color
defects in diamond or quantum dots coupled to the me-
chanical resonator using either spin-strain or orbital-
strain interactions. In this approach, a complete descrip-
tion of the cooling process requires the atom to be mod-
eled as a three-level system (see Figure 1-a and Appendix
A for details) [13]. Here, an external laser pumps the
atom into the ground state of a magnetically-forbidden
two-level subspace. The coupling between the two-level
subspace and the mechanical resonator induces a tran-
sition from the ground-state |g〉 to the excited state |e〉
due to phonon absorption. The atom then releases the
excess energy in the form of a high-energy photon and ef-
fectively cools the resonator by a single quantum. After
many cycles, and under specific conditions which we out-
line in this manuscript, the mechanical resonator eventu-
ally reaches its ground state. The main advantage of this
approach is the potential for miniaturization and room-
temperature operation required for long-term technolog-
ical applications. The two-level system also brings addi-
tional functionalities that may be used once the system
is cooled. For example, the TLS can serve as a sensor, or
be used to prepare non-classical phonon states [16–19].
Due to the intrinsically small spin-strain interaction in
real systems, there have not been experimental demon-
strations of phonon cooling using this approach.
In this manuscript, we develop a quantum theory of
phonon cooling using an interacting two-level system en-
semble, depicted in Figure 1-b. We reveal critical cou-
pling as an important and universal condition for opti-
mizing phonon cooling. We also propose using the strain
profile of the mechanical resonator to selectively couple to
the dark (subradiant) entangled states of an interacting
two-level ensemble. This approach allows the critical cou-
pling condition to be fulfilled and overcomes the major
obstacles that have prevented the realization of phonon
cooling using embedded solid-state defects.
In our theoretical framework, we utilize the Jaynes-
Cummings Hamiltonian which describes a wide variety
of two-level systems ranging from quantum dots, super-
conducting qubits, and NV centers in diamond. While we
have focused our analysis on the cooling of a single me-
chanical mode, our results are also applicable to many
other low-frequency bosonic systems such as magnons,
phonon-polaritons, and low-frequency plasmons. The pa-
per is structured in order of increasing complexity. In
Sec. 1, we investigate the parameter regimes required
for optimal cooling for a single dissipative two-level sys-
tem. The main result is the critical coupling condition
required for optimal cooling. In Sec. 2, we generalize the
theory to N non-interacting two-level systems. In Sec.
3, we develop the theory for N interacting two-level sys-
tems where we demonstrate that subradiant eigenstates
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2FIG. 1. (a) Model for ground-state cooling using phonon-
assisted optical transitions in a three-level system. An ex-
ternal laser pumps the system into the ground state |g〉 of
a magnetically-forbidden two-level subspace (ωo  ωp) with
decay rate γ. The two-level subspace couples directly to the
mechanical resonator with coupling strength g. Critical cou-
pling (g ∼ γ) ensures efficient cooling due to optimal phonon
absorption from the ground state |g〉 to the excited state |e〉.
(b) Schematic of resonant phonon cooling using odd-parity
strain profile. This configuration couples directly to the dark
(subradiant) eigenstates of a two-level system ensemble with
all-to-all interactions resulting in optimal cooling.
enhance the phonon cooling performance. Finally, we
discuss the role of entanglement, practical implementa-
tions, as well as the effects of noise and disorder.
II. COOLING WITH A SINGLE ATOM
We first consider the resonant cooling of a phonon
mode coupled to a single two-level system. We emphasize
that the effective two-level system description arises from
the three-level model with incoherent pumping. Details
are included in appendix A. The two-level system sys-
tem is described by the Jaynes-Cummings Hamiltonian
(~ = 1)
H =
ωo
2
σz + ωma
†a+ g(a†σ + aσ†) (1)
where ωo and ωm are the TLS transition frequency and
the phonon mode frequency respectively. We also define
σ† = |e〉 〈g| and σ = |g〉 〈e| as the Pauli raising and lower-
ing operators of the TLS, along with σz = |e〉〈e| − |g〉〈g|.
The mechanical mode is described by creation and anni-
hilation operators a† and a, and interacts with the TLS
with coupling strength g. The total open quantum sys-
tem is described by the density operator ρ obeying the
Lindblad master equation,
ρ˙ = −i[H, ρ] + γD[σ]ρ+ γφD[σz]ρ
+ κ(nth + 1)D[a]ρ+ κnthD[a†]ρ (2)
where D[o]ρ = oρo† − 12 (o†oρ + ρo†o) is the dissipative
Lindblad superoperator acting the density matrix ρ. We
assume the mechanical resonator is in contact with a
thermal bath with temperature T and occupation num-
ber nth = (e
~ωm/kT −1)−1, where κ denotes the mechan-
ical damping rate. We have also included a dephasing
rate γφ and spontaneous emission rate γ for the two-level
system. The two-level system does not include Lindblad
terms for an electrodynamic thermal bath as the two-
level subspace is assumed to be optically forbidden.
Phonon number. Following the approach from [20],
the mechanical resonator phonon number has an exact
solution in the form of continued fractions,
〈a†a〉 = nth − γ
2κ
1 + ao
1− a1b1
1− a2b2···
 (3)
where the coefficients an, bn are given explicitly in ap-
pendix B. Our derivation is a generalization of [20] which
includes the effects of pure dephasing. We emphasize
that this solution is applicable in the weak and strong
coupling regimes. For simplicity, we have ignored the
effects of dephasing in the subsequent analysis.
Using this exact solution, we now investigate the con-
ditions required for ground-state cooling. In Figure 2, we
present universal parameter plots for the phonon cooling
figure of merit, F = 〈a†a〉 /nth, involving the ratio of the
steady-state phonon occupation number to the thermal
bath number. The results are shown for a mechanical res-
onator, ωm/(2pi) = 100 MHz, either in a cryogenic tem-
perature environment (nth ∼ 200) or a room temperature
environment (nth ∼ 6×104), see Fig. 2-a and 2-b respec-
tively. In both cases, ground-state cooling occurs when:
(1) κ  g and (2) γ >∼ g. The second condition corre-
sponds to critical coupling between the two-level system
and the mechanical resonator.
Critical coupling. To quantify the critical coupling
condition required for efficient cooling, we make the
mean-field approximation (see Appendix C) to obtain a
tractable expression valid in our regime of interest. As-
suming the coupling strength g is fixed, the mechanical
resonator exhibits a minimum in the phonon number,
∂〈a†a〉
∂γ = 0, when the decay rate is approximately equal
to
γ/2 ≈ nthκ+
√
n2thκ
2 + g2, (4)
which we refer to as the optimal cooling critical coupling
condition – shown as dashed lines in Figure 2. We em-
phasize this condition as one of the primary contributions
of this manuscript. Under critical coupling, the phonon
number has the minimum value:
〈a†a〉crit =
1
4
nthκ
nthκ+ γ/4
(
κ+ 2γ
γ
)
. (5)
From this expression, we find ground-state cooling occurs
when κ→ 0 corresponding to mechanical resonators with
very large quality factors, Q = ωm/κ. In this limit, the
critical coupling condition takes the simple form,
γ/2 = g. (6)
In cavity QED, this condition is known to separate the
weak and strong coupling regimes for a two-level system
3FIG. 2. Phonon cooling figure of merit, F = 〈a†a〉 /nth, as a function of mechanical damping κ and two-level system decay rate
γ. Ground-state cooling is only possible in a small quadrant of the parameter space (light green color), requiring κ  g and
γ ∼ g. The mechanical resonator (ωm/2pi = 100 MHz) is either in : (a) a cryogenic bath, nth ∼ 200, or (b) a room temperature
bath, nth ∼ 6× 104.
interacting with a single quantized mode. The weak cou-
pling regime describes the irreversible transfer of energy
from the phonon mode to the TLS, while the strong cou-
pling regime describes an oscillatory transfer of energy
between the TLS and phonon mode with Rabi frequency
g. The critical coupling condition (6) specifies the opti-
mal decay rate where the atom absorbs the phonon with
minimal back transfer to the mechanical resonator. In
passive cooling schemes, this back transfer ultimately re-
duces the phonon cooling figure of merit.
We note that critical coupling is a well known con-
cept in a wide variety of photonic applications includ-
ing near-field thermophotovoltaics, microwave engineer-
ing, and optoelectronic devices based on perfect absorp-
tion [21–25]. Specifically, the concept of critical coupling
emerges in the design of resonators coupled to waveguides
where light from the waveguide is maximally transferred
to the resonator with zero back reflections. The result-
ing transmission at the output of the waveguide is zero.
Interestingly, the concept of critical power is also known
in optomechanics to denote the maximum laser power
before the onset of bistability in the effective mechanical
potential [3]. In the phonon cooling protocol presented
in this manuscript, critical coupling occurs at the Fock
space level. A schematic of the corresponding energy
level diagram is shown in Figure 3 (shown for 2 atoms but
the overall idea is applicable to the single atom case as
well). Critical coupling ensures maximum transfer from
the |n〉 to |n− 1〉 states with minimal back transfer to
the |n〉 state, thereby ensuring optimal cooling.
In practical systems, such as NV centers in diamond,
single two-level system cooperativities, C = g2/κγ, are
typically much smaller than one [26]. In diamond, the
spin-strain coupling strength, g/2pi, is on the order of
1 Hz. State-of-the-art mechanical resonators (ωm >∼ 1
MHz) have quality factors on the order of 105 − 106, re-
sulting in g <∼ κ. On the other hand, the excited-state
lifetime of an NV center is about 10 ns, γ/2pi ∼ 0.1 GHz,
meaning that the coupling strength is many orders of
magnitude smaller than the decay rate, g  γ. Both of
these factors explain why ground-state cooling is difficult
to achieve. In the following sections, we outline two ap-
proaches for achieving critical coupling: (1) increasing g
using an ensemble of non-interacting two-level systems,
or (2) decreasing γ using the subradiant eigenstates of
an interacting two-level system ensemble. In the latter
case, we show it is possible to increase g and decrease γ
simultaneously.
III. COOLING WITH NON-INTERACTING
ATOMS
We now consider the case of a single mechanical mode
coupled to N non-interacting two-level systems. This
system is described by the Tavis-Cummings Hamiltonian,
H =
N∑
i
ωi
2
σzi + ωma
†a+
N∑
i
gi(a
†σi + aσ
†
i ). (7)
The open system dynamics obey the Lindblad master
equation similar to Eq. (2), however, to the best of our
knowledge this set of equations is not exactly solvable
using the methods described above. If we assume homo-
geneous coupling gi = g and ωi = ωo, and define the
collective spin operators Sz =
1
2
∑
i σzi and S
+ =
∑
i σ
†
i ,
we may re-write the Tavis-Cummings Hamiltonian as,
H = ωoSz +ωma
†a+ g(a†S + aS+). Using the Holstein-
Primakoff transformation, S+ = b
†(N − b†b)1/2, S− =
(N − b†b)1/2b, Sz = b†b− N2 , we obtain the leading order
Hamiltonian
H ≈ ωob†b+ ωma†a+
√
Ng(a†b+ ab†) (8)
4describing the interaction between two harmonic oscilla-
tors with effective coupling strength
√
Ng. This result is
valid in the weak-excitation limit, 〈b†b〉  N , which is
always satisfied if nth  N . As shown in Appendix D,
this Hamiltonian has the exact steady-state solution,
〈a†a〉 = κ
κ+ γfNγ+fN
nth (9)
with fN = Ng
2 (κ+γ+2γφ)
(ωo−ωm)2+(κ+γ+4γφ)2/4 . Assuming zero
detuning, ωo = ωm, and zero dephasing, γφ = 0, we find
the critical coupling condition for an ensemble of non-
interacting atoms is
γ/2 =
√
Ng. (10)
This analytical result confirms that increasing the num-
ber of two-level emitters allows the critical coupling con-
dition to be fulfilled. It is worth noting that for weak
coupling strengths, g/2pi ∼ Hz, the number of two-level
systems required for critical coupling becomes either (a)
unreachable or (b) approaches a limit where interactions
become unavoidable. In this regard, we will demonstrate
that a suitably engineered system can utilize these in-
teractions to its advantage by simultaneously enhancing
the coupling factor g while decreasing the effective decay
rate γ. While the present analysis ignores the effects of
individual decay processes which may lead to detrimental
effects, as discussed in Ref. [27], we do consider the role
of these decay processes in the following section for in-
teracting two-level atoms. As we show below, the critical
coupling and selective coupling conditions are important
to overcome these detrimental effects.
IV. COOLING WITH INTERACTING ATOMS
In this section, we develop the quantum theory of cool-
ing for a mechanical resonator coupled to an interacting
ensemble of two-level atoms. We first consider resonant
phonon cooling with two interacting two-level atoms.
A. Two interacting atoms
We consider 2 two-level systems that are each coupled
to the resonator with coupling strengths g1 and g2 re-
spectively. The total Hamiltonian is given by
H =
∑
i
ωiσ
†
iσi + gi(σ
†
i a+ σia
†) + J12(σ
†
1σ2 + σ1σ
†
2)
where J12 is an interaction potential between the atoms.
We do not specify the origin of the interaction poten-
tial as it is highly dependent on the system in question.
It may equally arise from a resonant dipole-dipole inter-
action between excited-state atoms, or from coupling to
an optical cavity. This quantity ultimately breaks the
spectral degeneracy between the single-excitation energy
FIG. 3. Energy level diagram depicting relevant transitions
for resonant phonon cooling with two interacting two-level
atoms. The atomic system has four eigenstates correspond-
ing to both atoms in their ground states |g〉, both atoms in
their excited states |e〉, as well as the symmetric and anti-
symmetric states |s〉 and |a〉 with decay rates γs and γa
(denoted by orange and blue arrows) which give rise to su-
perradiance and subradiance respectively. The superradiant
and subradiant states have an interaction energy splitting
2J12 and interact with the mechanical mode with coupling
strengths gs =
1√
2
(g1 + g2) and ga =
1√
2
(g1 − g2). Critical
coupling (ga ∼ γa/2) and odd-parity coupling (g1 = −g2)
ensures the internal dynamics follows the ladder of states:
|g, n+ 1〉 → |a, n〉 → |g, n〉 → |a, n− 1〉 → |g, n− 1〉 → · · · ,
resulting in optimal cooling. In the schematic the mechanical
resonator frequency ωm is equal to the anti-symmetric state
frequency, ωo − J12.
levels (see Figure 3), and generates many-body eigen-
states with unique properties that we will explore closely
in this section. We also consider the incoherent cooper-
ative decay rate γij described by the non-local Lindblad
superoperator,∑
i6=j
γijDij(ρ) =
∑
i6=j
γij(σjρσ
†
i −
1
2
(σ†iσjρ+ρσ
†
iσj)) (11)
which is added to the Lindblad Master equation (2). This
type of Lindblad term arises when a multi-TLS system
interacts with a common bath. For example, the well-
known resonant dipole-dipole interaction, consisting of
a coherent dipole potential Jij ∝ r−3ij and cooperative
decay rate γij ∝ √γiγj , arises when multiple atoms in-
teract with the quantum electrodynamic vacuum [28–30].
Reservoir engineering techniques have also been proposed
to create or modify the interaction term, γij , using opti-
cal cavities, nanophotonic structures, as well as metama-
terial systems [31–36].
To demonstrate how the critical coupling condition is
modified due to interactions, it is sufficient to consider
the dynamics of the single-excitation subspace described
by the Schrodinger equation,
i∂t |ψ(t)〉 = Heff |ψ(t)〉 (12)
where we have introduced the non-Hermitian Hamilto-
nian, Heff = Hat + Hint, with the interaction Hamilto-
5FIG. 4. Phonon cooling figure of merit F for (a) 2 non-interacting atoms (J12 = γ12 = 0) and (b) 2 interacting atoms
(J12 = 0, γ12 =
99
100
γ). The optimal cooling regime (light green region) occurs when γ/2 =
√
2g (dashed line) for non-
interacting atoms, but is altered dramatically (γ  g) for interacting atoms (γa/2 =
√
2g, dashed line). We assumed anti-
symmetric coupling, g1 = −g2, where the mechanical resonator is embedded in a thermal bath with nth = 2.
nian, Hint =
∑
i gi(σ
†
i a + σia
†), and the atomic Hamil-
tonian is defined as
Hat =
∑
i,j
(ωij − iγij
2
)σ†iσj (13)
where ωij = Jij for i 6= j. The single-excitation eigen-
states of this Hamiltonian are: |φs〉 = 1√2 [|e1, g2〉 +
|g1, e2〉] and |φa〉 = 1√2 [|e1, g2〉 − |g1, e2〉], known as the
symmetric and anti-symmetric Dicke states respectively.
The total single-excitation wavefunction is
|ψ(t)〉 = cg |1〉 ⊗ |g1, g2〉+
∑
k
ck |0〉 ⊗ |φk〉 . (14)
Using (12), we derive the equations of motion for
the probability amplitudes cg, cs, ca for states |1, g1, g2〉,
|0, φs〉 and |0, φa〉 respectively
ic˙g = gscs + gaca (15)
ic˙s = (ωo + J12)cs + gscg − iγs
2
cs (16)
ic˙a = (ωo − J12)ca + gacg − iγa
2
ca (17)
where gs/a =
1√
2
(g1±g2) and γs/a = γ±γ12. From these
equations, it is apparent that an even-parity coupling
configuration (g1 = g2) will decouple the antisymmetric
state from the ground-state. On the other hand, the odd-
parity coupling configuration (g2 = −g1) will decouple
the symmetric state from the ground state. This result
shows that careful engineering of the coupling strengths
gi allows cooling to proceed through specific many-body
eigenstates (see Figure 3).
If we assume odd-parity coupling (g1 = −g2 = g),
a straightforward calculation yields the critical coupling
condition,
ga = γa/2 (18)
valid in the high-Q limit. This condition allows for opti-
mal cooling with realistic systems where γ  g.
In Figure 4, we present a full numerical simulation us-
ing QuTip for the phonon cooling figure of merit F for:
(a) two non-interacting atoms and (b) two interacting
atoms with γ12 =
99
100γ. The simulations confirm the va-
lidity of Eq. (18) showing the optimal cooling (light green
region) occurs when γ  g for two interacting atoms.
The region of optimal cooling for non-interacting atoms
satisfies,
√
2g = γ/2, and does not result in a marked
cooling enhancement when γ  g.
Note that the interaction potential J12 does not de-
grade the cooling performance. As shown in Eq. (16)
and Eq. (17), the interaction potential breaks the spec-
tral degeneracy of the symmetric and anti-symmetric
states by shifting their transition frequencies to ωo + J12
and ωo − J12 respectively. Cooling is optimal when
the frequency of the mechanical mode matches the anti-
symmetric transition frequency.
Lastly, we note that while the non-Hermitian Hamil-
tonian, Eq. (13) provides a qualitative description of the
physics, we do find small quantitative differences when
solving the full master equation (2). In the small tem-
perature limit, nth → 0, these differences are small but
become noticeable for higher temperatures. For example,
the small shoulder in the bottom of Figure 4-b is a direct
result of coupling from the two-atom excited state |e, n〉
to the bright state |s, n〉 (see Figure 3). This shoulder be-
comes more noticeable at higher temperatures, but does
not represent the optimal region for phonon cooling for
which the non-Hermitian Hamiltonian aims to describe.
B. Critical coupling with many-body states
For N two-level systems, the general mecha-
nism for phonon cooling is readily understood
6by analyzing the atomic Hamiltonian Hat with
right eigenstates |φk〉 = (a(k)1 , a(k)2 , · · · , a(k)N )T .
For convenience, we write the many-body eigen-
states as a vector in the single-excitation basis
{|e1g2 · · · gN 〉 , |g1e2 · · · gN 〉 , · · · , |g1g2 · · · eN 〉}. Each
eigenvector has complex eigenfrequency ω˜k = ωk− iγk/2.
Using the Schrodinger equation, the equations of motion
for the probability amplitudes are
c˙g = −i
∑
k
〈g|φk〉 ck (19)
c˙k = −iω˜kck − i 〈g|φk〉 cg (20)
where we have introduced the coupling strength vec-
tor 〈g| = (g1, g2, · · · , gN ). Assuming the spontaneous
emission rate for all atoms is equal to γ, the subradi-
ant eigenstates |φk〉sub are defined as those satisfying,
γsub = 2|Im ω˜k| < γ. Selective coupling to one of the
subradiant eigenstates is achieved by choosing
〈g| = 〈φ˜k|sub (21)
where 〈φ˜k| is the left eigenvector of |φk〉, satisfying
〈φ˜k|φk〉 = δkk′ . Note that because we are working with
non-Hermitian Hamiltonians, the left eigenvector is not
generally equal to the conjugate transpose of |φk〉 as in
Hermitian quantum mechanics. If equation (21) is satis-
fied, the critical coupling condition becomes (gi = g)
√
ng = γsub/2 (22)
where n ≤ N refers to the number of atoms in the dark
eigenstate |φk〉. This result shows that a system with
n-partite entanglement will simultaneously increase the
effective coupling strength to
√
ng while also reducing
effective decay rate to γsub. In the following section, we
solve the problem of a two-level system ensemble with
homogeneous all-to-all interactions. This type of system
arises naturally when an ensemble of atoms is confined to
a spatial region that is much smaller than its transition
wavelength. This limit was first studied by Dicke for a
gas of molecules and is commonly referred to as the Dicke
model [37].
C. Dicke model for cooling
We consider a two-level system ensemble with homo-
geneous all-to-all interactions, Jij = Jn and γij = γn,
as shown in Figure 1-b. This problem has a well-
known analytical solution. The eigenvalues of the non-
Hermitian Hamiltonian Hat consists of a single non-
degenerate eigenvalue ω˜1 as well as N − 1 degenerate
eigenvalues ω˜2,
ω˜1 = ωo + (N − 1)Jn − i[γ + (N − 1)γn]/2 (23)
ω˜2 = (ωo − Jn)− i(γ − γn)/2. (24)
The first eigenvalue corresponds to the superradiant
eigenstate with effective decay rate γeff ∼ Nγ in the
Dicke limit, γn → γ. The eigenvector of this state is
|φ1〉 = 1√N (+1,+1, · · · ,+1)
T (25)
which is readily recognized as the W state in quantum
information science (QIS). The second eigenvalue corre-
sponds to a many-body subradiant eigenstate with effec-
tive decay rate, γeff → 0, in the Dicke limit γn → γ.
The eigenvectors of the degenerate subradiant subspace
are not unique but must satisfy the zero-sum relation,
a
(2)
1 + a
(2)
2 + · · · a(2)N = 0, and must be orthogonal to|φ1〉. These conditions allow for a large set of allowed
eigenstates with either bi-partite or multi-partite entan-
glement. For example, it is possible to construct a set of
orthogonal eigenvectors where at least one of the subra-
diant eigenstates has bi-partite entanglement,
|φ2〉 = 1√2 (+1,−1, 0, · · · , 0)
T (26)
with the remaining eigenvectors given by a simple per-
mutation of any two elements in (26). An orthogonal set
of eigenvectors is ensured through the use of the Gram-
Schmidt process, though this procedure will not ensure
that all of the eigenvectors maintain bi-partite entangle-
ment. On the other hand, it is also possible to construct
a set of mutually orthogonal eigenvectors with N -partite
entanglement. Assuming N is even, a straightforward
construction starts with
|φ2〉 = 1√N (+1,+1, · · · ,−1,−1)
T (27)
with equal numbers of +1 and −1. We refer to this state
as the anti-symmetric W state. The remaining subradi-
ant eigenvectors are constructed from a single permuta-
tion operation on any two elements in (27). Using this
construction, the entire set of eigenvectors haveN -partite
entanglement and are mutually orthogonal. We empha-
size that selective coupling to either the bi-partite (26) or
multi-partite entangled (27) states would result in subra-
diance, albeit with different effective coupling strengths.
D. Strain profile engineering
We now discuss practical approaches for achieving
the selective coupling condition (21). This condition
amounts to carefully engineering the local phase of the
coupling strengths gi = |gi|eiφi . To achieve this level
of control, we propose the use of the strain profile in
mechanical resonators. Within a material, regions that
are compressed have negative strain while regions that
are stretched have positive strain [38–40]. By embedding
solid-state defects in a region displaying an odd-parity
strain profile (shown in Figure 1-b), it would be possi-
ble to achieve the selective coupling condition (21) with
the anti-symmetric W state (27) in the Dicke limit with
homogeneous all-to-all interaction. When this condition
7is satisfied, the cooling protocol will proceed through the
dark (subradiant) entangled states of the interacting two-
level system ensemble resulting in efficient cooling.
V. DISCUSSION
We now discuss the role of entanglement. At first
glance, it seems like entanglement should not be nec-
essary to explain the collective phenomena considered in
this manuscript. This is corroborated by the observa-
tion that collective effects, such as the
√
Ng collective
coupling dependence, are also known to appear in classi-
cal physics. For example, consider N classical oscillators
coupled to a single damped harmonic oscillator. It is pos-
sible to show that the effective decay rate of the damped
oscillator scales as ∼ Ng2. The classical collective ef-
fect occurs because the initial energy Ei is divided into
N partitions, each with energy Ei/N . In the quantum
regime, this cannot occur. A single quantum of energy
cannot be divided into smaller components when consid-
ering systems with linear interactions. As a result, the
single quantum must be shared among N systems, see
Eq. (25) and Eq. (27). This implies entanglement is
required to explain the cooperative effects highlighted in
this paper. We must emphasize that these arguments are
specifically relevant for systems with distinguishable par-
ticles. As pointed out in [41], the permutational symme-
try of a collection of indistinguishable particles removes
entanglement by inducing separability in the many-body
wavefunction. Entanglement is not required to explain
superradiance for an ensemble of indistinguishable two-
level systems.
A. Entanglement properties
From a QIS perspective, it is also worth asking whether
specific multi-partite entangled states are better suited
for phonon cooling. In this regard, comparing the GHZ
and W states, representing two inequivalent forms of
multi-partite entanglement, allows us to provide a quali-
tative answer to this question.
The GHZ state, |GHZ〉 = 1√
2
(|g〉⊗N + |e〉⊗N ), de-
scribes a superposition of all atoms in their ground state
with all atoms in their excited-state. As N atoms par-
ticipate in this state, one expects an effective coupling
strength scaling of
√
Ng. Similarly, the all-excited state
|1〉⊗N will have an effective decay rate that will scale with
the number of atoms ∼ Nγ. These two properties imply
the critical coupling condition is unreachable assuming
starting parameters γ  g. This makes the GHZ state
an unsuitable candidate for phonon cooling.
On the other hand, the W state, Eq. (25), describes
a multi-partite system in the single-excitation superpo-
sition state. Similar to the GHZ state, the effective cou-
pling strength should scale as
√
Ng. In contrast to the
GHZ state, the single excitation nature of the W state
for non-interacting atoms suggests an effective decay rate
scaling of ∼ γ. The W state is therefore a suitable can-
didate for achieving critical coupling.
Indeed, our work provides quantitative confirmation
of this qualititative argument. The Tavis-Cummings
Hamiltonian is a representative model of N non-
interacting atoms. The W state is one the single-
excitation eigenstates of this Hamiltonian [42, 43], as-
suming homogeneous coupling gi = g. Using Eqs. (12)-
(14), it is possible to confirm the W state has effective
coupling strength
√
Ng and decay rate γ in agreement
with the arguments given above. Note that in addition
to the W state, all other single-excitation superposition
states would also share the same properties according to
the Tavis-Cummings model in the large number limit.
Taking into account the role of interactions, namely the
cooperative decay rate γij , we found two distinct W-like
states. First, the symmetric W state, Eq. (25), with ef-
fective decay rate γeff → Nγ. Second, the anti-symmetric
W state, Eq. (27), with effective decay rate γeff → 0
in the Dicke limit. Since both states have an effective
coupling strength scaling of
√
Ng, this suggests the anti-
symmetric W state is among the most ideal multi-partite
entangled state for optimal phonon cooling.
B. Practical implementations
There exists a wide variety of quantum hybrid systems
combining nanomechanical resonators with two-level sys-
tems. The two-level system may represent superconduct-
ing (SC) qubits, ultracold atoms or ions, as well as solid-
state defects or quantum dots. Table I provides an order
of magnitude summary for the relevant empirical param-
eters for these systems [14, 15, 26]. There is a clear dis-
parity (g  γ) between the single two-level system cou-
pling factor g and the decay rate γ for all experimental
systems. This imbalance highlights the necessity for en-
gineered systems with increased coupling strengths and
suppressed decay rates. Note that the disparity between
the spin-strain coupling g and decay rate γ for NV cen-
ters is as large as six orders of magnitude. Our proposal
allows for the realization of ground-state cooling over-
coming this obstacle.
TABLE I. Empirical parameters from [26].
Platform g/2pi γ/2pi
SC device (capacitive) ∼ 1-100 MHz ∼ 0.01 - 1 GHz
SC device (inductive) ∼ 10 kHz ∼ 1 MHz
Cold atoms/ions ∼ kHz ∼ 10 kHz
NV centers (spin) ∼ Hz ∼ kHz to MHz
NV centers (orbital) ∼ kHz ∼ GHz
† γ denotes dominant dephasing or decay rate.
8C. Effect of disorder
Finally, it is worth considering whether static disorder
and dephasing have detrimental effects for phonon cool-
ing based on many-body subradiance. As highlighted
in [44], an ensemble of N inhomogeneously broadened
two-level systems coupled to a low-Q cavity exhibits bi-
exponential emission dynamics corresponding to super-
radiant and subradiant decay. This illustrates that sub-
radiance may persist in the presence of static disorder
and dephasing. While the system in [44] seems quali-
tatively different than our system based on interacting
two-level systems (interaction given by Jij and γij), we
re-emphasize that these terms arise whenN two-level sys-
tems interact with a common bath. By tracing out the
optical cavity in the referenced study, one may derive an
effective Hamiltonian that agrees with the one considered
in this manuscript. To this end, we expect the general
idea of our phonon cooling proposal to succeed in the
presence of static and dynamic disorder.
VI. CONCLUSION
To summarize, we have presented a general open quan-
tum systems model for ground-state cooling based on
critical coupling. By engineering the atom-resonator cou-
pling parameters using the strain profile of the mechani-
cal resonator, we illustrated how resonant phonon cooling
proceeds through the dark entangled states of the two-
level system ensemble. Ultimately, this process enables
ground-state cooling under the weak coupling condition,
γ  g. We also discussed the role of entanglement and
highlighted cooperative effects as a key factor in enhanc-
ing the cooling figure of merit. We emphasize that our re-
sults are universal to a wide variety of systems including
silicon and nitrogen vacancy centers in diamond as well
as quantum dots. Our results pave the way for ground-
state cooling experiments using solid-state defects in the
near future.
APPENDIX A: 3-LEVEL SYSTEM DESCRIPTION
As noted in the introduction, the Hamiltonian describ-
ing phonon cooling with a three-level system is
H = ωpσgg+(ωp+ωo)σee+ωma
†a+g(a†σge+aσ†ge). (28)
We have set the frequency of the |p〉 state to zero with-
out loss of generality. We have also defined the general-
ized Pauli operators σnm = |n〉〈m|. The three-level open
quantum system obeys the master equation,
ρ˙ = −i[H, ρ] + γgD[σpg]ρ+ γeD[σpe]ρ+ PD(σ†pg)ρ
+ κ(nth + 1)D[a]ρ+ κnthD[a†]ρ (29)
where we have included the effect of pumping through
the incoherent Lindblad term D(σ†pg)ρ with pump rate P .
The decay rates γg and γe refer to the transitions |g〉 →
|p〉 and |e〉 → |p〉 respectively. Using these expressions,
we derive the Heisenberg equations of motion for states
|p〉 , |g〉 and |e〉,
∂t 〈σpp〉 = −P 〈σpp〉+ γg 〈σgg〉+ γe 〈σee〉 (30)
∂t 〈σgg〉 = −ig 〈a†σge − aσ†ge〉 − γg 〈σgg〉+ P 〈σpp〉
∂t 〈σee〉 = +ig 〈a†σge − aσ†ge〉 − γe 〈σee〉
∂t 〈σge〉 = +ig 〈a(σee − σgg)〉 − (iωo + γg + γe
2
) 〈σge〉
To obtain a closed set of equations for the two-level sub-
space |g〉 and |e〉, we use the relation, 〈σpp〉 + 〈σgg〉 +
〈σee〉 = 1, together with the fast pump approximation,
∂t 〈σpp〉 ≈ 0, valid in the limit P  γe, γg, giving
∂t 〈σgg〉 ≈ −ig 〈a†σge − aσ†ge〉+ γe 〈σee〉 (31)
∂t 〈σee〉 ≈ +ig 〈a†σge − aσ†ge〉 − γe 〈σee〉
∂t 〈σge〉 ≈ ig 〈a(2σee − 1)〉 − (iωo + γg + γe
2
) 〈σge〉
These equations correspond closely with the equivalent
Heisenberg equations of motion for the two-level system
Hamiltonian (1) using the Lindblad Master equation (2).
In the steady-state limit, the three-level system descrip-
tion is exactly equivalent to the two-level system results
when P  γe  γg. For the case of equal decay rates,
γ = γe = γg, the two-level system description requires
an additional dephasing rate, γφ = γ, captured by the
Lindblad term, γφD[σee]ρ, in order to exactly match the
three-level system description when P  γ.
In the limit of coherent pumping, the conditions for
recovering an effective two-level system description are
more subtle. Our simulations confirm that a coherent
pump with zero detuning and intermediate pump power
correspond closely with the two-level system results, al-
beit with an overall smaller phonon cooling figure of
merit. In general, the detuning and pump power will
affect the critical coupling condition. Further details will
be included in future work.
APPENDIX B: EXACT SOLUTION TO EQ. (2)
Following the approach from [20], we present an exact
solution to equations (1) and (2) in the manuscript. The
presented solution includes the effect of dephasing and is
a generalization of the results in [20]. We first define the
normal-ordered characteristic function,
C(σj , t) = eλ1λ2nthtr[eiλ1a
†
eiλ2aσjρ(t)] (32)
9where σj = {1, σz, σ+, σ} and j = {0, 1, 2, 3}. Knowledge
of the characteristic function gives all of the information
about the system. Using the Glauber-Sudarshan repre-
sentation P j(α) for the operator σjρ, the characteristic
function may be written as
C(σj , t) =
∑
nm
cjn,m(t)λ
n
1λ
m
2 (33)
where the coefficients are
cjn,m(t) =
nnth
m!
∫
d2α P j(α, t)(iα)m−nLm−nn
( |α|2
nth
)
(34)
when m ≥ n. Lkn(x) denotes the associated Laguerre
polynomials. Using the optical equivalence theorem, the
coefficients are also equal to
cjn,m(t) =
nnth
m!
〈: (ia)m−nLm−nn
(
a†a
nth
)
: σj〉 (35)
where 〈: :〉 corresponds to the normal-order mean value.
Using the Lindblad master equation, we derive the evo-
lution equation for the characteristic function,
∂tC(σ
j) = i
∆
2
C
([
σj , σz
])− g [( ∂
∂λ2
− nthλ1
)
C
([
σj , σ+
])
+
(
∂
∂λ1
− nthλ2
)
C
([
σj , σ−
])]
− g
[
λ1C
(
σ+σj
)− λ2C (σjσ−) ]− κ(λ1 ∂
∂λ1
+ λ2
∂
∂λ2
)
C
(
σj
)
+
γ
2
C
([
σ+, σj
]
σ− + σ+
[
σj , σ−
])
+ γφC
(
σzσ
jσz − σj
)
. (36)
Substituting expansion (33) into the partial differential
equation (36) and comparing coefficients in powers of
λ1,2, we obtain
c˙0n,m = −g(c2n−1,m − c3n,m−1)−
κ
2
(n+m)c0n,m
c˙1n,m = 2g(nth +
1
2 )(c
2
n−1,m − c3n,m−1)− 2g[(m+ 1)c2n,m+1
− (n+ 1)c3n+1,m]− γ(c0n,m + c1n,m)−
κ
2
(n+m)c1n,m
c˙2n,m = g(nth +
1
2 )c
1
n,m−1 − g(n+ 1)c1n+1,m + 12gc0n,m−1
−Dn,mc2n,m
c˙3n,m = −g(nth + 12 )c1n−1,m + g(m+ 1)c1n,m+1
− 12gc0n−1,m −D∗n,mc3n,m
where Dn,m = 2γφ +
γ
2 +
κ
2 (n+m) + i∆. In the steady-
state limit, we obtain a linear system of equations for
coefficients cjn,m with nearest-neighbor coupling through
the n and m indices. This property allows for the exact
solution to be found in terms of continued fractions. Note
that deriving the Heisenberg equations of motion for the
normal-ordered function 〈a†namσj〉 does not give such
simple form. In the steady-state, we obtain the following
set of equations,
−gPn−1 = nκIn
g(2nth + 1)Pn−1 = 2g(n+ 1)Pn + (γ + nκ)Wn + γIn
−i∆Pn = 12 (4γφ + γ + κ(2n+ 1))Qn
g(2nth + 1)Wn = 2g(n+ 1)Wn+1 − gIn + i∆Qn
+ 12 (4γφ + γ + κ(2n+ 1))Pn (37)
where I0 = 1. Eliminating In and Qn we obtain
TnPn−1 − UnPn − (γ + nκ)Wn = 0
LnJPn−1 − g(2nth + 1)JnWn + UnJnWn+1 + Pn = 0
where Jn = (γ+κ(2n+1)+4γφ)/2∆2+(γ+κ(2n+1)+4γφ)2/4 . Similarly, we have
defined (n ≥ 1)
Un = 2g(n+ 1)
Ln =
g2
nκ
Tn = g
[
2nth + 1 +
γ
nκ
]
After extensive algebra, the final expression for the
phonon occupation number, Eqn. (3), is written in terms
of coefficients:
an =
Tnxn−1
Tnyn−1 + Unxn + γ + nκ
(38)
bn+1 =
Unyn
Tnyn−1 + Unxn + γ + nκ
(39)
where
yn =
TnUn
Rn
(40)
xn =
g(2nth + 1)Tn − Ln(γ + nκ)
Rn
(41)
Rn = UnLn + Tn/Jn (42)
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For n = 0, we obtain the coefficients,
ao = − f + γ
γ + f(2nth + 1)
(43)
b1 =
2f
γ + f(2nth + 1)
(44)
where f = 2g2J0.
APPENDIX C: MEAN-FIELD APPROXIMATION
In this section, we utilize the mean-field approxima-
tion to obtain an analytically tractable expression for
the phonon number 〈a†a〉. We compare the results to
the exact solution given above written in terms of con-
tinued fractions. Using the factorization approximation,
〈a†aσz〉 ≈ 〈a†a〉 〈σz〉, we find the following closed set of
Heisenberg equations of motion,
∂t 〈a†a〉 = −ig(〈a†σ〉 − 〈aσ†〉)− κ(〈a†a〉 − nth) (45)
∂t 〈σz〉 = 2ig(〈a†σ〉 − 〈aσ†〉)− γ(1 + 〈σz〉)
∂t 〈a†σ〉 ≈ ig(〈a†a〉 〈σz〉+ 12 (1 + 〈σz〉))−
1
2
(κ+ γ) 〈a†σ〉 .
In the steady-state limit, solving this set of nonlinear
equations yields the final phonon number:
〈a†a〉 = 2nth − γ/κ− 1
4
+
[
(1 + γ/κ− 2nth)2
16
+
nth(γ + f)
2f
]1/2
(46)
The critical coupling condition is then given by
g2 ≈ γ
2
4
+ nthγκ
(
1 +
2κ
4nthκ+ γ
)
(47)
Note the first term is independent of the thermal occu-
pation number. Alternatively, the result may be written
as
γ/2 = nthκ+
√
n2thκ
2 + g2. (48)
When the system is critically coupled, the phonon num-
ber becomes:
〈a†a〉c =
nthκ(κ+ 2γ)
g2
=
1
4
nthκ
nthκ+ γ/4
κ+ 2γ
γ
. (49)
APPENDIX D: THEORY FOR 2 QUANTUM
OSCILLATORS
In the following, we derive the steady-state solutions
for two interaction oscillators where one is coupled to a
thermal bath, as described by the Lindblad Master equa-
tion (2). We consider the Hamiltonian for two quantum
oscillators,
H = ωoa
†a+ ω1b†b+ g(a†b+ ab†) (50)
where the operators satisfy the commutation relations,
[a, a†] = 1, [b, b†] = 1, [a, b†] = 0. The equations of
motion for the second order moments are given by
∂t 〈a†a〉 = −ig(〈a†b〉 − 〈ab†〉)− κ(〈a†a〉 − nth) (51)
∂t 〈b†b〉 = +ig(〈a†b〉 − 〈ab†〉)− γ 〈b†b〉 (52)
∂t 〈a†b〉 = ig(〈b†b〉 − 〈a†a〉)−Do 〈a†b〉 . (53)
where Do = −i(ωo−ω1)+ 12 (κ+γ)+2γφ. We emphasize
that these equations include the effects of detuning and
dephasing. At steady-state, the final expression for the
phonon occupation number is
〈a†a〉 = κ
κ+ γfγ+f
nth (54)
where f = g2
(κ+γ+4γφ)
(ωo−ω1)2+(κ+γ+4γφ)2/4 . These results are
used for the analysis of phonon cooling with a non-
interacting ensemble. These equations are also valid for
interacting systems under the low-excitation approxima-
tion.
Low excitation approximation
Ground-state cooling occurs when 〈a†a〉  1. The con-
ditions required for optimal cooling can therefore be un-
derstood in the weak-excitation limit, nth  1. Using the
mean field approximation 〈f(a†, a)σz〉 = 〈f(a†a)〉 〈σz〉,
along with the low-excitation approximation 〈σz〉 ≈ −1,
the Heisenberg equations of motion form a closed set of
coupled differential equations which are formally equiva-
lent to the equations of motion for two coupled quantum
oscillators as derived above. We use this approximation
and the corresponding equations for the analysis of the
critical coupling condition throughout the manuscript.
APPENDIX E: NUMERICAL SIMULATIONS
For all numerical simulations involving N > 1 two-
level systems, we used the python package QuTip. The
Fock state Hilbert space was truncated at a number much
larger than the thermal number nmax  nth. Numerical
stability was confirmed by verifying the results did not
change when nmax was increased.
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