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Abstract
The study of correlation structure in the primary sequences of DNA is reviewed. The
issues reviewed include: symmetries among 16 base-base correlation functions, accurate esti-
mation of correlation measures, the relationship between 1/f and Lorentzian spectra, hetero-
geneity in DNA sequences, different modeling strategies of the correlation structure of DNA
sequences, the difference of correlation structure between coding and non-coding regions
(besides the period-3 pattern), and source of broad distribution of domain sizes. Although
some of the results remain controversial, a body of work on this topic constitutes a good
starting point for future studies.
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0. Introduction
There is a long-standing interest in knowing and understanding the correlation between bases
in DNA sequences. Before the human genome project era, there were no long, continuous DNA
sequences. The study then concerned either the nearest-neighbor base-base correlations [Josse,
et. al., 1961] or the base density heterogeneity in digested DNA segments [Sueoka, 1959]. A more
complete characterization of correlation between base pairs at both short and long distances
became possible only as long DNA sequences became more commonly available.
Not all studies of a complete characterization of correlation structure of DNA sequences were
motivated by biology. Rather, many such studies were motivated by the issues of mathematical
modeling, dynamical systems, stochastic processes, and noise. Perhaps due to this reason, this
study has not yet become part of the toolbox in the “mainstream” DNA sequence analysis.
This review is an attempt to summarize the current status of this study. There are at least two
goals for this review. First, there have been disagreements on the result of correlation structure
in DNA sequences. Due to this uncertainty of what the actual result is, some people still believe
that DNA sequences do not exhibit any feature which cannot be explained by the basic stochastic
processes such as random sequence or Markov chain - with the first process having no correlation
and the second one having only short-range correlations. Resolving this disagreement can be
straightforward once everybody agrees to use the same measure of correlation, use the same
estimator, and apply this estimator of the correlation to the same sequence.
The second goal is to promote more biologically-motivated study of correlation structure of
DNA sequences. Although this paper does not accomplish this task, the intention is to at least
raise the issue. Most of the current studies of correlation in DNA sequences are based on base-
base statistical correlations. This base-base correlation may not be a powerful way to reveal the
correlation on a global scale or between larger units. Using an analogy of the natural language
texts: statistical correlation between letters in an English text rarely reveals correlations at the
syntax level in a sentence, or the correlation between sections, or the overall organization of
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the text, because the linguistically meaningful units are words, sentences, paragraphs, instead of
letters.
Besides the above note that most correlations studied are base-base correlation, another cau-
tion is that these are statistical correlations. A statistical correlation between two events exists
if and only if the joint probability of the two events is not equal to the product of the two prob-
abilities for each event. In other analysis of correlations, such as the one between a risk factor
(smoking) and a disease (cancer), the distinction is sometimes made between causal correlation
and spurious correlation. The causal correlation is the correlation between true cause and the
effect. The spurious correlation is the non-causal part of the statistical correlation. Without
a definition of the causal base-base correlation, it is not clear whether the above distinction is
applicable here.
The claim of (base-base, statistical) correlation at long distances in DNA sequences is still a
few steps away from finding an organization principle of the genome. The quote from [Ohno,1993]
for example, “. . . this would suggest the existence of a ‘grand design’ in the construction of DNA
sequences . . .”, represents such a misunderstanding. In order to discover a true “organization
principle”, one might start from the biologically meaningful units, arrange both the structurally
functional regions and the genetically functional regions in place, and see how the organization
helps the living of the cell.
There is another confusion related to this study. The term “long-range” in the “long-range
(base-base, statistical) correlation” was meant to be longer than (1) 3-6 bases [Li, 1992]; or (2)
800 bases [Li and Kaneko, 1992a]; or (3) 1 -10 kb (1 kb = 1000 bases) [Peng, et. al. 1992].
A recent analysis of complete DNA sequences of budding yeast chromosomes (Saccharomyces
cerevisiae) also suggested that the correlation exists up to more than 10 kb, but is absent at
100 kb range (W.Li, unpublished results). On the other hand, the “long-range” in “long-range
physical mapping” typically means the range covered by the current physical mapping techniques
is as large as 100 kb - 1 Mb (1 Mb = 1,000,000 bases). Clearly, what is considered to be long
is relative to what is considered to be short. For this reason, the term “long-range” will be
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used with caution in this review. More often, the term “correlation structure” is used instead to
indicate the pattern of correlation at all distances.
This paper is organized as follows: section 1 describes the original motivation for a complete
characterization of correlation structure in DNA sequences; section 2 reviews both the measures
used in characterizing correlation structure (in spatial as well as spectral domain) and some
published results on these correlation structures of DNA sequences; two special subsections are
included: one on the estimation of correlations (sec. 2.2), and another on characterizing hetero-
geneity of DNA sequences (sec. 2.7); section 3 discusses different approaches to the modeling of
the correlation structure of DNA sequences; and finally, section 4 discusses some biological issues
related to the correlation study.
A review of this sort is inevitably biased, in the sense that the material chosen reflects the
author’s interests and experience, and the opinions expressed are mainly the author’s. Neverthe-
less, I intend to make the review as balanced and as fair as possible. An early review covers the
study on this topic before 1993 can be found in [Li, et. al., 1994].
1 Background
As early as the sixties, there were attempts to characterize the statistical properties of DNA
sequences: for example, the correlations between the nearest-neighbor bases [Josse, et. al., 1961;
Gatlin,1966] and the heterogeneity of base density in fragmented DNAs [Sueoka, 1959]. Statistical
regularities were used to detect coding regions [Shulman, et. al., 1981; Shepherd, 1981a,1981b;
Staden and McLachlan, 1982; Fickett, 1982], and to study the nucleosome formation [Trifonov
and Sussman, 1980]. All these studies focus on a particular aspect of the correlation structure of
DNA sequences in relation to a particular biological question.
For mathematically-oriented researchers, a DNA sequence might be considered as a string of
symbols whose correlation structure can be characterized completely by all possible base-base
correlation functions or their corresponding power spectra. For people interested in dynamical
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systems, there is also a “dynamical” aspect to this otherwise static problem: the change of DNA
sequences (even without a reference to the natural selection) can be considered as the updating of
the symbolic sequences. This updating, once described by a mathematical model, can be studied
easily on a computer. One question is which model will generate what types of correlation
structure in a symbolic sequence.
A few years ago, I was studying such a problem. The dynamical system being studied which
updates a symbolic sequence is the so-called “cellular automata” [Toffoli and Margolus, 1987;
Wolfram,1986]. These systems update sequence locally. The question asked was whether these
locally-operated systems are able to generate global correlations. The answer turned out to be
negative for simple cellular automata [Li, 1987].
Two events turned my attention to DNA sequences. One was a publication trying to model
the DNA evolution by cellular automata [Burks and Farmer, 1984]. Another was the discovery
that long-range correlation in a sequence could be easily generated if the sequence is allowed to
increase [Li, 1989]. In what I called the “expansion-modification system” [Li, 1989; 1991], there
are only two processes: “expansion” and “modification”. When the expansion rate far exceeds
the modification rate, the sequences generated by the system exhibit a long-range correlation
called “1/f spectrum” (to be discussed more in the sec. 2.4). It was pointed out to me (K.
Kaneko, private communication, 1988-89) that the expansion-modification model I was studying
was reminiscent of the biological processes: expansion being the base or oligonucleotide duplica-
tion process, and modification being the point mutation. This led us to a study of the correlation
structure in DNA sequences [Li, 1992; Li and Kaneko, 1992a].
Other groups interested in studying correlation structure in DNA sequences were probably
motivated by different reasons. For example, in [Peng, et. al. 1992], the interest was perhaps to
compare power-law functions observed in a representation of DNA sequences to other self-similar
phenomena in nature. The interest in [Voss, 1992] was to compare the 1/f spectra observed in
DNA sequences to other 1/f noise in nature such as musical signals [Voss and Clarke, 1975].
[Voss, 1992] also suggested that the information storage in DNA sequences is between efficient
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(as in random sequences) and redundant (as in repetitive sequences).
2 Correlation structure of DNA sequences
2.1 Direct measure of correlation
The basic measure of correlation among bases in a DNA sequence are the 16 correlation functions
between all 16 possible base-pairs:
{Γαβ(d)} ≡ {ΓAA(d),ΓAC(d), . . . ,ΓGT (d),ΓTT (d)} (1)
each defined as the correlation between nucleotide α and another nucleotide β separated by a
distance d:
Γαβ(d) ≡ Pαβ(d)− Pα·P·β α, β = {A,C,G, T }, (2)
where Pαβ(d) is the joint probability of observing α and β separated by a distance d, Pα· ≡∑
β′ Pαβ′(d) and P·β ≡
∑
α′ Pα′β(d) are the density for nucleotide α and β, respectively. Because
of the relations
∑
α Γαβ(d) =
∑
β Γαβ(d) = 0, the number of independent correlation functions
(not yet considering any other symmetries) is actually 9 [Herzel and Große, 1995].
Following are comments concerning these correlation functions:
1. Statistics are taken along a sequence: Suppose 1α(i) is 1 when the nucleotide at
position i is α, and 0 otherwise. Nαβ(d) ≡
∑N−d
i=1 1α(i)1β(i+ d) is the count of (α, β) pair
separated by a distance d (the sampling is stopped when the second base reaches the end of
the sequence). If one uses the periodic boundary condition, Nαβ(d)
c ≡
∑N
i=1 1α(i)1β(i+d)
(where c indicating “circular”).
Pαβ(d) is estimated along the sequence, either by ̂Pαβ(d) = Nαβ(d)/(N−d) or by ̂Pαβ(d)c =
Nαβ(d)
c/N . (Note: since the number of counts can either be N or N − d, depending on
whether the periodic boundary condition is used or not, the symbol N used in Eqs.(4,5,7,8,
9, 13, 15) can be either N or N − d.) Because statistics are taken along the sequence,
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all heterogeneity in Pαβ(d) along the sequence will be averaged out. For example, Nαβ(d)
counts may mainly come from one region of the sequence, or from throughout the sequence.
But from the number Nαβ(d), we do not know which is the case. Consequently, {Γαβ(d)}
at a fixed distance d does not contain information on heterogeneity. Nevertheless, {Γαβ(d)}
as a function of d does reveal heterogeneity in the sequence.
2. Strand complementarity: DNA sequences are double-stranded with nucleotides on one
strand complementary to those on the other. As a result, Γαβ(d) on one strand (in 5’ → 3’
direction) is exactly the same with the Γβ¯α¯(d)
opposite on the opposite strand in the opposite
direction (but also in 5’ → 3’ direction viewed from that strand). For example, in Fig.1,
ΓCT = Γ
opposite
AG
3. Strand symmetry: It was observed that Γαβ(d) on one strand is approximately equal
to Γαβ(d)
opposite on the opposite strand in the opposite direction. This idea of “strand
symmetry” was suggested in [Fickett, et. al., 1992], though they actually suggested the
symmetry for base density and density-density correlation, not base-base correlation as
explicitly written here. Combining strand symmetry with strand complementarity, we have
Γαβ(d) ≈ Γβ¯α¯(d) on one strand. For example, in Fig.1, ΓCT ≈ ΓAG. This approximate
symmetry reduces the number of independent correlation functions from 9 to 6.
There were suggestions of other symmetries. For example, in [Teitelman and Eeckman,
1996], it was suggested that correlation is almost the same under simultaneous A → T
and T → A transformation (e.g. ΓAG ≈ ΓTG). This symmetry reduces the number of
independent correlation functions from 9 to 5. If the correlation matrix is invariant under
simultaneous A→ T , T → A, C → G, G→ C transformation, the number of independent
correlations is reduced from 9 to 3.
Fig. 2 shows the 16 correlation functions Γαβ(d) for d from 1 to 1000, determined from the
budding yeast chromosome 1 (using the Bayesian estimator as will be discussed in the next
section). It is clearly seen that ΓAA(d) ≈ ΓTT (d) and ΓCC(d) ≈ ΓGG(d), with all other
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cross-correlations roughly similar to each other.
4. Relative contribution to the correlation from different pairs: Among the 9 inde-
pendent correlation functions, some contribute more to the overall correlation than others.
In [Teitelman and Eeckman, 1996], the data showed that ΓAA(d)(≈ ΓTT (d)) is the largest
among all correlation functions. ΓGG(d)(≈ ΓCC(d)) is the second largest. The calculation
from budding yeast chromosome 1 (Fig.2) confirms this.
Also note that the correlations between the same nucleotide (e.g., ΓAA, ΓGG) are always
positive, and those between different nucleotides (e.g. ΓAT , ΓGC ) are usually negative (M.
Zhang, unpublished draft, 1992; also see Fig.2). This can actually be explained in the case
of simple domains structure (appendix A of [Li, et. al., 1994]).
5. Average over all correlation functions: Rather than calculate all independent correla-
tion functions, we can define one measure which takes into account all individual correlation
functions. For example, the mutual information function is defined as ([Shannon, 1948; Li,
1990]) (the base of the log term can also be 4, 10, or e, rather than 2):
M(d) ≡
∑
αβ
Pαβ(d) log2
Pαβ(d)
Pα·P·β
=
∑
αβ
Pαβ(d)(log2 Pαβ(d)− log2(Pα·P·β)) (3)
or X2 (see, e.g., sec.13.4 of [Rice, 1995]):
X2(d) = N
∑
αβ
(Pαβ(d) − Pα·P·β)
2
Pα·P·β
. (4)
X2 should obey the χ2 distribution with 9 degrees of freedom under the zero-correlation
hypothesis [Kullback, 1959].
The sufficient and necessary condition for no correlation between two bases is that all
correlation functions are equal to 0. It is equivalent to M(d) = 0 or X2(d) = 0. In fact, in
a first approximation, M(d) ≈ (1/2N)X2(d) [Li, 1990; Herzel and Große, 1995].
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2.2 Estimation of correlations from a sequence with finite length
Since the correlation at longer distances is typically small, it is important to use the best possible
estimator to measure the correlation. Otherwise, the error due to a finite sample size can be as
large as the correlation value itself. We discuss three estimators here:
1. Frequency-count estimator: It is usually assumed that the best way to estimate the
probability of an event a (Pa) is to divide the number of count for a (Na) by the total
number of count (N), i.e., the frequency-count estimator:
(P̂a)freq =
Na
N
. (5)
This estimator is obtained by maximizing (here “data” is Na and “parameter” is Pa)
Likelihood ≡ Prob(data|parameter) (6)
to get the parameter. In our case, when Prob(Na|Pa) ∼ P
Na
a (1 − Pa)
N−Na is maximized
with respect to Pa, we obtain Eq.(5).
Although (P̂a)freq is an unbiased estimator of Pa, inserting these estimators to a derived
quantity of Pa may not be an unbiased estimator of that quantity. For example, if entropy
H = −
∑
α Pα log2(Pα) is estimated by Ĥ = −
∑
αNα/N log2(Nα/N), there is an under-
estimation [Basharin, 1959; Herzel, 1988; Herzel and Große, 1995; Große, 1995]. Similarly,
M̂(d)freq =
∑
αβ
Nαβ(d)
N
log2
Nαβ(d)N
Nα·N·β
(7)
usually overestimates M(d) [Li, 1990; Herzel and Große, 1995; Große, 1995]. (Note: the
eq.(5.10) in [Li, 1990] should be (K − 1)2/2N instead of K(K − 2)/2N .) The bias in the
frequency-count estimator can be corrected when it is approximately calculated. Neverthe-
less, the variance of the estimator around the true value is not reduced by this correction.
The frequency-count estimator for correlation function Γαβ(d) would be:
̂Γαβ(d)freq = Nαβ(d)N − Nα·N · N·βN (8)
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2. Indirect Bayesian estimator: A completely different type of estimator is the Bayesian’s
estimator (see, e.g. sec.15.2.4 [Rice,1995]). The Bayesian estimator of an event out of K
possible states is:
(P̂a)bayesian =
Na + 1
N +K
. (9)
This estimator is obtained by first calculating the posterior probability for the parameter:
Posterior ≡ Prob(parameter|data), (10)
then using this probability as the weight to calculate the average value of the parameter.
In the case of two possible outcomes,
Prob(Pa|Na) =
Prob(Na|Pa)Prob(Pa)
Prob(Na)
=
PNaa (1− Pa)
N−NaProb(Pa)∫ 1
Pa=0
PNaa (1 − Pa)N−NaProb(Pa)dPa
, (11)
and assuming Prob(Pa) = const. ( i.e., uniform prior distribution), we have
(P̂a)bayesian =
∫ 1
Pa=0
Prob(Pa|Na)PadPa =
∫ 1
Pa=0
PNa+1a (1− Pa)
N−NadPa∫ 1
Pa=0
PNaa (1− Pa)N−NadPa
, (12)
which leads to Eq.(9) (set K = 2).
So the second estimator of a derived quantity of the probabilities is obtained by inserting
the Bayesian estimator of the probabilities to the function [P. Grassberger, unpublished
result, 1994]. This “indirect” Bayesian estimator reduces the variance, but there is still
a substantial bias [Große, 1996]. The indirect Bayesian estimator for correlation function
Γαβ(d) is (for K = 4):
( ̂Γαβ(d))ind bayesien = Nαβ(d) + 1
N + 16
−
Nα· + 4
N + 16
·
N·β + 4
N + 16
(13)
3. Direct Bayesian estimator: A direct Bayesian estimator for a quantity does not rely on
the Bayesian estimator of the probabilities, but a direct average of the quantity using the
posterior probability. For example, the direct Bayesian estimator for correlation function
Γαβ(d) is:
( ̂Γαβ(d))bayesian =
∫
{Pα′β′}
{Pαβ − Pα·P·β}
∏
α′β′ P
Nα′β′
α′β′ Prob(Pα′β′)d{Pα′β′}∫
{Pα′β′}
∏
α′β′ P
Nα′β′
α′β′ Prob(Pα′β′)d{Pα′β′}
(14)
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For K = 4, it can be calculated to be [Wolpert and Wolf, 1995; Große, 1995] (using the
multinomial distribution, and notice
∑
αβ Pαβ = 1 and
∑
αβ Nαβ = N ):
( ̂Γαβ(d))bayesian = Nαβ(d) + 1
N + 17
−
Nα· + 4
N + 16
·
N·β + 4
N + 17
(15)
Although the direct Bayesian estimator is still biased, the bias is much smaller than the
frequency-count estimator and the indirect Bayesian estimator, and the variance is also
reduced as compared with the frequency-count estimator [Große, 1996].
2.3 Direct measure of correlation in DNA sequences
It is straightforward to apply the direct measure of correlation to DNA sequences, as was done,
for example, in [Shepherd, 1981a, 1981b; Fickett,1982; Konopka and Smythers, 1987; Konopka,
et. al. 1987; Arque`s and Michel, 1987; Li, 1992; Li and Kaneko, 1992a; Mani, 1992]. Besides
the well-known period-3 oscillation in coding regions, a calculation of the complete correlation
function gives us more information, such as whether the correlation function decays as a power-
law function or as an exponential function or in-between. Here are some comments:
1. Different sequences may exhibit different correlation functions: When a correla-
tion function is calculated for an individual DNA sequence, its form may be different from
one sequence to another. In [Li, 1992], for example, it is shown clearly that the M(d)’s for
the 5 human exon sequences are different from the 5 human intron sequences. In another
example, the bacteriophage lambda sequence used in [Karlin and Brendel, 1993] has 1/f2
spectrum [Li, et.al., 1994] (to be discussed in sec. 2.4-2.5) whereas the budding yeast chro-
mosome 3 sequence exhibits 1/f-like spectrum [Li, et. al., 1994]. As a result, any conclusion
from the analysis of one sequence should be taken with care when generalized to another
sequence.
2. Correlation function obtained from the whole sequence may be different from
that obtained from a sub-sequence: Closely related to the comment #1 in sec. 2.1,
since the statistic is sampled along the sequence, a correlation function based on the statistic
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sampled from the whole sequence may differ from that based on a statistic sampled from a
sub-sequence. There have been statements such as: “no long-range correlations are found
in any of the studied DNA sequences” [Azbel, 1995], while the study was only carried out
at the subsequence level.
It is also possible that a correlation is present at the subsequence but will not be extended
to longer distances when the whole sequence is analyzed. In fact, no one currently has
the sequence of a complete human chromosome thus the correlation structure at the length
scale of the whole human chromosome is unknown.
3. Correlation function from one sequence may be different from that averaged
over many sequences:
This is yet another seemingly trivial statement but can be overlooked in a debate on the
nature of long-range correlation in DNA sequences. When the correlation functions from
many sequences are averaged, the one with the slowest decay rate dominates at the long
distances. If the correlation function in each sequence decays exponentially but with differ-
ent rates (i.e., different correlation lengths), the averaged correlation function may decay
as an non-exponential function, such as a power-law function (it is closely related to the
comment #6 in the next section).
2.4 Spectral analysis
Power spectra via Fourier transform (see, e.g., [Percival and Walden, 1993]) is widely used in
time series analysis. The estimator of the power spectrum for (α, β) pair is defined as
̂Sαβ(k) ≡

 1
N
N∑
j=1
1α(j)e
2piij(k/N)



 1
N
N∑
j′=1
1β(j
′)e2piij
′(k/N)


∗
(16)
where 1α(j) is 1 if the symbol at position j is α and 0 otherwise; the ∗ is the complex conjugate.
The frequency f is defined as f = 2pik/N . Although k can range from 0 to N − 1, due to
the mirror symmetry around k = N/2, typically only the spectrum from k = 0 to k = N/2 is
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displayed.
There is a one-to-one correspondence between the power spectrum ̂Sαβ(k) and the circular
correlation function ̂Γαβ(d)c [Chechetkin and Turygin, 1994] (Note: strictly speaking, no such
relation holds between ̂Sαβ(k) and the “non-circular” Γαβ(d)):
̂Sαβ(k) = 1
N
N−1∑
d=0
̂Γαβ(d)ce−i2pid(k/N) = ̂Γαβ(0)
c
N
+
2
N
N/2∑
d=1
̂Γαβ(d)c cos(2pidk/N) (17)
The second expression is due to the mirror symmetry around k = N/2.
Since power spectrum and correlation function are two representations of the same correlation
structure, power spectrum does not provide any new information which is not described by the
correlation function. Nevertheless, the visual representation of a power spectrum sometimes can
more easily reveal patterns which are harder to discern in the correlation function. The following
comments relate to power spectra:
1. Averaged power spectrum: Similar to the case of correlation functions, there are many
ways to average or sum power spectra Sαβ . For example,
Save1(k) ≡
∑
αβ
|Sαβ(k)| (18)
or (e.g., [Voss, 1992; Li, et. al., 1994])
Save2(k) ≡
∑
α
Sαα(k) (19)
or to assign four nucleotides to the four vertices of a tetrahedron, use the 3 coordinates of
a vertex to represent a nucleotide, then calculate the sum of power spectra of sequences
from each coordinate [Silverman and Linsker, 1986; Li and Kaneko, 1992a]. It seems that
different projections of the power spectrum do not alter the general shape of the power
spectrum.
2. Exponential-decaying correlation functions correspond to Lorentzian spectrum
with a 1/f2 tail: In Eq.(17), if the (circular) correlation function decays exponentially:
Γ(d)c ∼ λd, where 0 < λ < 1, it can be shown that in the limit of N →∞ [Bors˘tnik, et. al.,
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1994] (if N is finite, there are many more terms in the expression, but the main conclusion
remains the same):
S(k) ∼ const.+
cos(2pik/N)− λ
(1− λ)2/2λ+ (1− cos(2pik/N))
(20)
Using the Taylor expansion of cos(x) ≈ 1−x2/2, the above expression can be approximated
as
S(f) ∼
const.
const.+ f2
(21)
where f = 2pik/N is the frequency. This spectral form is called a Lorentzian spectrum.
If the correlation function does not decay monotonically, but is oscillational, the Lorentzian
spectrum will be centered around a non-zero frequency due to the periodicity.
3. Step functions exhibit 1/f2 power spectrum: It is very easy to show that the correla-
tion function of a step function (e.g., x(i) = 1 if 1 ≤ i ≤ N/2 and x(i) = 0 if N/2 < i ≤ N)
decays linearly (see, e.g., appendix A of [Li, 1991] and appendix A of [Li, et. al., 1994]). By
using Eq.(17), the corresponding power spectrum contains a 1/f2 term. The implication
of this almost trivial result is that for DNA sequences which are C+G-rich on one half but
C+G-poor on the other half, the power spectrum is expected to be of the form S(f) ∼ 1/f2.
4. When both the correlation function and the power spectrum are power-law
functions: Since the Fourier transform of a power-law function is still a power-law function,
we have (using Eq.(17) in the N →∞ limit and approximate the sum by an integral)
(S(f) ∼)
1
f b
∼
∫ ∞
x=1
1
xa
cos(xf)dx(∼
∫ ∞
x=1
Γ(x) cos(xf)dx) (22)
Suppose we change f to kf
1
(kf)b
∼
∫ ∞
1
1
xa
cos(xkf)dx =
ka
k
∫ ∞
1
1
(kx)a
cos((kx)f)d(kx) ∼
1
k1−a
1
f b
(23)
In other words, b ≈ 1 − a. This “scaling argument” or “dimension analysis” has been
frequently used in physics. The step function discussed in comment #3 confirms this
relationship since a = −1 and b = 2.
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Caution should be taken for many real situations. For example, there can be cutoffs of the
power-law function at both high- and low- frequencies [Theiler, 1991]. It is also possible
that the power spectrum is only a stepwise power-law function.
5. 1/f spectra (1/f noise, 1/f fluctuation, flicker noise): A particular interesting sit-
uation is when b ≈ 1 which implies a ≈ 0, or the correlation function decay to zero very
slowly. What makes “1/f spectra” or “1/f noise” interesting is that this type of fluctuation
is very common in nature [Press, 1978]. 1/f noise was perhaps first observed and studied in
the noise of electronic systems [Johnson, 1925; Schottky, 1926], but it appears in numerous
other phenomena, ranging from star luminosity to traffic flow (an online bibiliography on
1/f noise can be found at URL: http://linkage.rockefeller.edu/wli/1fnoise).
6. 1/f spectra as a superposition of Lorentzian spectra: A natural and popular explana-
tion of 1/f noise is that these are superpositions of many series with exponentially-decaying
correlation function, each is sampled from a broad distribution of the correlation length τ
(in Γ(x) ∼ e−x/τ). One specific probability density function of the correlation length τ that
leads to 1/f spectra is
g(τ)dτ =


1
ln(τmax/τmin)
1
τ dτ if τmin < τ < τmax
0 otherwise
(24)
[van der Ziel, 1950]. The log-normal distribution can approximately lead to the 1/τ distri-
bution [Montroll and Shlesinger, 1982].
Since many so-called 1/f noise are only “1/f-like”, meaning these spectra are not perfect
power-law functions, it is very likely that the requirement in Eq.(24) is too strong. A
reasonably broad distribution of correlation lengths might explain the data equally well.
This point made here is very important to the understanding of the long-range correlation
in DNA sequences. There is nothing magic about the long-range correlation or 1/f spectra
which could in principle be explained by the co-existence of many different length scales.
What is essentially needed is a broad distribution of these different length scales (to be
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discussed more in comment # 3 of sec.4). Although this fact is well known in the 1/f-
noise community, its relevance to the correlation structure in DNA sequence should be
emphasized here.
2.5 Spectral analysis of DNA sequences
Similar to the direct calculation of correlation function of DNA sequences, the application of
spectral analysis to DNA is straightforward. As mentioned in the previous section, the advantage
of spectral analysis is to reveal patterns hidden in a directly correlation function. But the early
applications of spectral analysis were mainly focused on revealing periodic signals [McLachlan
and Karn, 1983; Tavare´ and Giddings, 1989, and the references therein]. Only recently, attention
turned to the functional shape of the power spectrum at all frequency ranges [Li, 1992; Li and
Kaneko, 1992a; Voss,1992; Buldyrev, et. al. 1995]. Following two comments are related to this
topic:
1. 1/f-like power spectra were observed in DNA sequences: 1/f-like power spectra
were indeed observed in DNA sequences [Li and Kaneko, 1992a; Voss, 1992; Li, et. al.,
1994]. These are not white noise, indicating the existence of correlation. These are not
Lorentzian spectra either, indicating that there is a broad distribution for the correlation
lengths in these sequences. It was questioned in [Bors˘tnik, et. al., 1993] whether the
“apparent” 1/fa spectra are actually Lorentzian spectra. By the comment #6 in the sec.
2.4, we see that superposition of Lorentzian spectra can lead to a 1/f-like spectrum. The
question is whether there is a single length scale (as in the case of Lorentzian spectrum) or
multi-length scales (as in the case of 1/f spectra).
2. The quality of the 1/f spectra differs greatly among sequences: By the “quality” of
a 1/f spectrum, I mean a measure on how close the observed spectrum is to a perfect 1/fa
(a ≈ 1) spectrum. As mentioned in comment #1 in sec 2.3, different DNA sequences do
not necessarily exhibit the same power spectrum. The comment #3 in sec 2.3 says that the
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spectrum obtained by averaging many sequences (e.g., such as [Voss, 1992; Buldyrev, et.
al. 1995]) may have a different spectral form from that obtained in an individual sequence.
The exponent a in 1/fa in [Voss, 1992] is very close to 1 (note he subtracted the flat
spectrum from the overall spectral shape), whereas the a in [Buldyrev, et. al. 1995] is
much smaller: another indication of the wide variation of the quality of 1/f spectra. The
power spectra of all sixteen budding yeast chromosomes are strikingly similar, all 1/f-like
(W.Li, unpublished results and paper in preparation). The question still remains that to
what extent the spectra of different DNA sequences are similar or different to each other.
2.6 Other measures of the correlation structure
• DNA walk: In a controversial paper [Peng, et. al. 1992] (controversial because some
results could not be reproduced on the same data set by two other groups [Prabhu and
Claverie, 1992; Chatzidimitriou-Dreismann and Larhammar, 1992], a DNA sequence is first
converted to a binary sequence (for example, G or C is converted to 1, A and T converted
to 0), then the binary sequence is converted to a walk (1 for moving up, 0 for moving down).
A random binary sequence leads to a random walk. The variance of this walk at certain
distance N is related to the correlation function of the original binary sequence [Peng, et.
al. 1992; Karlin and Brendel, 1993]:
V ar(N) = NΓbinary(d = 0) + 2
N−1∑
d=1
(N − d)Γbinary(d) (25)
For random sequences, Γbinary(d) = 0 when d > 1, so only the first term is non-zero. It
leads to V ar(N) ∼ N . Any deviation from the linear relation indicates a deviation from
the random sequence.
One might be curious about whether the above relation can be generalized to cross corre-
lation functions Γαβ (α 6= β). Indeed, using the identity Γαβ(−d) = Γβα(d), we have:
Cov(N)αβ = NΓαβ(d = 0) +
N−1∑
d=1
(N − d)[Γαβ(d) + Γβα(d)] (26)
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where Covαβ should be the covariance of two such converted walks, one for symbol α and
another for symbol β. When α 6= β, Γαβ(d = 0) = −PαPβ is negative. Instead of linear
increase, we have the case of linear decrease.
Converting a binary sequence to a walk is equivalent to carrying out an integral or sum-
mation. Consequently, the statistics obtained from the walk (such as the variance) are
related to the integral (summation) of the statistics from the original binary sequence (such
as the correlation function). The integral (summation) makes the statistics from the walk
smoother. Whether it is an advantage or disadvantage depends on the purpose of the study.
Actually, by using a better estimator or by averaging many sequences, the direct calculation
of correlation function can also be very smooth.
• Graphical representation of DNA sequences: Similar to “DNA walk”, there have
been many other proposals to map a DNA sequence to a graph, making visualization of the
base density or correlation easier. Rather than reviewing these graphical representations,
let me give a pointer to the original references: [Hamori and Ruskin, 1983; Hamori, 1985;
Gate, 1986; Hamori, 1989; Hamori, et. al. 1989; Jeffrey, 1990; Berthelsen, et. al., 1992;
Pickover, 1992; Wu, et. al. 1993; Zhang and Zhang, 1994].
Another type of graphical representation concerns the sequence-dependent bending/curving
[Calladine and Drew, 1990]. These graphical representations of a DNA sequence require
some biochemical modeling of the spatial bending of the double helix of the DNA molecule
(e.g. [Tung and Harvey, 1986; Shpigelman et. al. 1993; Tung and Carter, 1994]). A review
of this topic is outside the scope of this paper.
• Wavelet analysis: The wavelet transformation [Daubechies, 1988;1992] is a new type of
transformation where localized “wavelets” replace the sine/cosine functions in the Fourier
transform as the basis. This new method is ideal for studying heterogeneity in DNA se-
quences, a topic to be discussed in the next subsection. For references on wavelet transfor-
mation applied to DNA sequences, see [Zhang, 1995; Arneodo et. al., 1995; 1996].
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2.7 Study of heterogeneity
As pointed out in comment #1 in sec 2.1, statistics are sampled along DNA sequences. If
there is heterogeneity along the sequence, it is averaged out during the sampling process. This
heterogeneity is intrinsically related to the slow-decay of correlation function: in order to have a
significant correlation at longer distances, the correlated units should be larger than a few bases.
These larger units, relatively homogeneous sub-sequences, can be called “domains”.
Heterogeneity of base density in DNA sequences was observed in digested DNA fragments
(e.g., [Sueoka, 1959; Filipski, et. al. 1973; Thiery, et. al. 1976; Macaya, et. al. 1976; Cuny,
et. al. 1981]). There were limitations in this experimental determination of the heterogeneity.
First, only the C+G density of one DNA fragment is determined. The spatial variation of C+G
density within the fragment cannot be detected. Second, though a C+G-rich fragment is usually
followed by a C+G-poor fragment, it is not known exactly how these fragments are assembled to
the original long DNA sequences, so the correlation among these fragments is not well known.
These experimental studies inspired a few theoretical studies [Elton, 1974; Churchill, 1989;
Kozhukhin and Pevzner, 1991; Fickett, et. al., 1992]. The modeling of sequence heterogeneity
will be discussed in the next section. Here, let me address the issue on how to characterize the
heterogeneity in a DNA sequence.
Consider the simplest situation of heterogeneity in a DNA sequence: the left half of the se-
quence is highly C+G rich and the right half is C+G poor. A characterization of the heterogeneity
includes the information on the boundary between the two homogeneous halves, the difference
of C+G density (or in general base densities) between them, the size of each domain, etc. Some
potential problems can be seen immediately: what if the C+G density on the left half is only
slightly different from that in the right half – do we still consider the sequence to consist of two
domains? What if the left half can be decomposed to sub-domains itself? The problem is that
we may not always have a clear-cut domain structure.
Methods that identify and partition the whole sequence into homogeneous domains are seg-
mentation algorithms, a term used in image processing. The basic idea in a segmentation algo-
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rithm is to use a measure of the degree of fluctuation (such as variance), find a partition point
which minimizes the fluctuation in either partition as compared with the degree of fluctuation in
the original unpartitioned sequence.
One conceptually simple segmentation algorithm was proposed and applied to DNA sequences
[Bernaola-Galva´n, et. al., 1996]. In this segmentation algorithm, the single-base entropy, H1 ≡
−
∑
α=(A,C,G,T ) Pα log2 Pα, is used to measure the fluctuation (H1 measures the randomness at
the base level). The weighted sum of the two entropies from both partitions is compared with the
overall entropy from the original sequence. A partition point is determined when the difference
between the two (called “Jensen-Shannon divergence” in [Lin, 1991]) is maximized.
An extension to the above approach is to use high-order entropies (e.g. H2 ≡ −
∑
αβ Pαβ log2 Pαβ
for 2-base entropy, HN for N -base entropy, and the source entropy h ≡ limN→∞HN/N [Shannon,
1951]). Typically, high-order entropies are difficult to calculate due to lack of sample size. One
approach to extrapolate to the infinite-size limit is to use the regression analysis [Konopka, 1994].
Another alternative is to use some measure of compressibility [Ziv and Lempel, 1977] which is
intrinsically related to the source entropy. Both approaches are subject to finite-sample-size effect
and may not give a reliable estimation of the source entropy. In the case of DNA sequences it has
indeed been suggested [Konopka, 1994] that extrapolated source entropy carries a high sampling
error and thereby is not a useful criterion to discriminate between introns and exons.
There is an important parameter to be decided in a segmentation algorithm, which is the
threshold of the divergence. In essence, the question is how different the two domains should
be before we distinguish the two. A low threshold value makes it easier to partition, even for
random sequences. A high threshold value leads to no partition at all. Changing the threshold
value, we may change the size distribution of the partitioned domains. In [Bernaola-Galva´n,
et. al., 1996], the size distributions of different DNA sequences are compared and quantitative
differences were observed. For future studies, such comparison might be carried out at each of
the possible threshold values. A family of the size distributions is then compared with another
family of distributions.
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A crucial question concerning the heterogeneity of a DNA sequence can be answered by these
segmentation algorithms: whether there are domains within a domain. For simple heterogeneity,
there are no domains within a homogeneous domain. For complex heterogeneity, the concept
of homogeneity is only relative: a domain which is homogeneous under one threshold value can
be heterogeneous under another slightly lower threshold value. This phenomenon was indeed
observed in [Bernaola-Galva´n, et. al., 1996] for one sequence, and not in another sequence. The
claim that “the mosaic character of DNA consisting of domains of different composition can fully
account for apparent long-range correlations in DNA” [Karlin and Brendel, 1993] underestimates
the true complexity of the heterogeneity problem in DNA sequences.
3 Modeling DNA sequences
Characterizing the correlation structure of DNA sequences does not involve any modeling of the
sequence. The observation of the slower-than-exponential decay of correlation function and the
1/f-like power spectra in DNA sequences does not require any assumption about the sequence. We
notice a comment in [Karlin and Brendel, 1993]: “Recent papers proffer the asymptotically weakly
independent stationary process as a model to describe apparent long-range dependencies inherent
to many DNA sequences. However, the assumption of stochastic stationarity is problematic . . .”.
This comment confuses the two: by calculating the correlation function or the power spectrum,
we only extract information from the DNA sequence and summarize this information in a compact
form; we do not automatically assume the DNA sequences to be homogeneous (stationary). Four
different modeling strategies of DNA sequences are reviewed below.
3.1 One-step Markov chains were known to be a poor model for DNA
sequences
One of the earliest attempts to model DNA sequences was to use the 1-step Markov chain [Gatlin,
1966, 1972; Elton, 1974]). It was then realized that 1-step Markov chains are not good model for
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DNA sequences. One reason is that in coding regions, the position within a codon is important,
thus the Markov transition probabilities depend on this position [Borodovskii, et. al. 1986a,
1986b; Tavare´ and Song, 1989]. This problem is relatively easier to fix: one might use Markov
models with cyclic, position-dependent, transition probabilities. Another reason is due to hetero-
geneity: on the global scale the Markov transition probabilities depend on which homogeneous
domain the position falls in [Borodovskii, et. al. 1986a, 1986b]. This problem can not be solved
within the framework of a Markov model.
The correlation structure of DNA sequences gives another confirmation that 1-step Markov
chains are not good models for DNA sequences. The correlation function for a 1-step Markov
chain decays exponentially. This can be easily proved: the joint probability Pαβ(d) can be
obtained by calculating the d’th power of the Markov transition matrix, which is dominated by
the d’th power of the largest eigenvalue of the matrix. And this leads to an exponential decay
for Pαβ(d) (see, e.g., [Feller, 1968]). Since we know from sec 2.3 that the correlation function
in DNA sequences does not usually decay exponentially, then a 1-step Markov chain does not
characterize the observed correlation functions.
3.2 High-order Markov chains are penalized by having too many free
parameters
High-order Markov chains certainly have more degrees of freedom to characterize a wider variety
of correlation structures than the 1-step Markov chains. In particular, with multiple eigenvalues
for the transition matrix (each related to a different decay rate of the exponential function), it
is not impossible (though practically unlikely) to have such a distribution for these eigenvalues
that the resulting mixture of exponential functions lead to a 1/f-like power spectrum [Li, 1987].
Nevertheless, there is a major drawback in using high-order Markov chains: the number of
free parameters increases with the square of the order of the Markov chain. In the Bayesian
framework of model selection, models with more free parameters are penalized (see, e.g. [Sivia,
1996]), in the spirit of the “Ockham principle”. If one has to use a model with many parameters,
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it must fit the data comparatively much better to compensate for this penalty. In [Raffery and
Tavare´, 1994], a certain assumption is made concerning relationship among the parameters in the
model, thus reducing the number of independent parameters. But this assumption might not be
justified.
The fundamental reason which casts doubt on 1-step Markov model also negates the high-
order Markov chains: as long as the order of the Markov chain is finite, it will not characterize
the heterogeneity at the length scale larger than its order.
3.3 Hidden Markov chains are ideal model for simple heterogeneity
The obvious heterogeneity in DNA sequences motivated the introduction of other mechanisms
that possibly describe the phenomenon. One powerful model is the hidden Markov chain or
hidden Markov model [Baum and Petrie, 1966; Rabiner, 1989]. There are two layers of variables
in a hidden Markov model. When it is applied to DNA sequences [Churchill, 1989; 1992], these
two layers of variables are: (1) the observed variable, which is the four nucleotides along a
sequence {O(i)} (i = 1, . . .N); and (2) the state variable {S(i)} (unobserved), which is related
to a description of the domain.
The state variable sequence can be produced by a Markov chain. Thus, a hidden Markov
model is characterized by two sets of transition probabilities: one is the state transition probability
Prob(S(i)→ S(i+1)) (suppose the Markov chain is 1-step); another is the mapping probability
from the state variable to the observable Prob(S(i)→ O(i)).
The state variable can be discrete or continuous. For an example of the discrete state variable,
consider three possible values for {S(i)}: H,M,L, for high, moderate, and low C+G density. The
mapping probabilities are different for different state variables. For example, when S(i) = H ,
then Prob(H → G) and Prob(H → C) are higher than Prob(H → A) and Prob(H → T ).
For an example of the continuous state variable, consider S(i) being the C+G density at
the site i, which can take any real number between 0 and 1 (in practice, the lower and upper
limits can be 1/3 and 2/3 [Fickett, et. al., 1992]). With a given value of S(i), say, s, the
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mapping probability can be chosen as Prob(S(i) → C) = Prob(S(i) → G) = s/2, Prob(S(i) →
A) = Prob(S(i) → T ) = (1 − s)/2. The continuous state variable version of the hidden Markov
chain was called “walking Markov chain” in [Fickett, et. al., 1992]. Comparing the continuous
state variable version with the discrete version, the former does not necessarily lead to a sharp
boundary between domains.
Similar to the case of high-order Markov chain, there is also an issue of estimating many
parameters in the hidden Markov chains, thus the fitting of the data must be very good in order
to compensate the penalty for using too many parameters. But overall, hidden Markov chains
are a much better choice for characterizing heterogeneity in DNA sequences than the high-order
Markov chains.
3.4 Rewriting systems and complex heterogeneity
Hidden Markov chain represents a major improvement over the regular Markov chain in charac-
terizing DNA sequences because it is able to describe the heterogeneity well. But as discussed
in sec 2.7, when the heterogeneity becomes complex, a seemingly homogeneous region can be
heterogeneous when the criterion for being heterogeneous is relaxed. The same phenomenon
may reappear at a subdomain level. In other words, there can be subdomains within a domain,
sub-sub-domains within a sub-domain, etc.
Rewriting systems are able to generate such hierarchical organization of domains and self-
similarity. Being rediscovered and renamed a few times, such as the context-free language [Chom-
sky, 1956] (if the distinction between non-terminal symbols and terminal symbols is removed),
L-systems [Lindenmayer, 1968; Rozenberg and Salomaa, 1980; Prusinkiewicz and Lindenmayer,
1990], development systems [We¸grzyn, et. al. 1990], substitutional sequences [Cheng and Savit,
1990], a rewriting system updates a sequence by replacing a symbol (or a string) by another
string of symbols.
For example, the famous Fibonacci sequence is generated by repeated use of the following
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rewriting rule” (replacing a symbol at t with a string of symbols at t+ 1):
0t → 1t+1 1t → (10)t+1 (27)
The expansion-modification system [Li, 1989; 1991] is a probablistic rewriting system:
0t
1−p
→ (00)t+1 0t
p
→ (1)t+1 1t
1−p
→ (11)t+1 1t
p
→ (0)t+1 (28)
with the probability attached to each rule. One might easily generalize this model to a model of
duplication and point mutation in DNA sequences, such as
Tt → At+1, (ACC)t → (ACCACC)t+1 · · · , etc. (29)
If there is conflict among different rewriting rules, we might choose each one with certain proba-
bility.
Rewriting systems operate quite differently from Markov chain and its variants. Markov
chain moves along a sequence and generate new symbols sequentially. Rewriting systems not
only update symbols parallelly, but also repeatedly. These two features give rewriting systems
certain advantages over Markov chains in modeling long DNA sequences which might result from
a long evolutionary process involving repeated duplications.
There are also several parameters to be determined in a rewriting system. For example the
initial sequences, the number of times the rule is applied, and the probability of applying certain
rules when there is a conflict. It would be interesting to use a more rigorous model selection
procedure to choose the type of rewriting system that might characterize DNA sequences well,
and to compare the rewriting system models with the hidden Markov models.
4 Some biological issues
Is the study of correlation structure of DNA sequences useful for working biologists? Since most
of the current DNA sequence analysis is based on the knowledge of local signals (e.g. consensus
pattern of regulatory regions), the global view of the DNA sequences takes a back seat. Let
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me use an analogy of the natural language texts. Understanding local signals is similar to
the construction of a dictionary of words. The interaction among different regulatory regions
is perhaps analogous to syntax of sentences. The evolutionary history of the DNA sequences
is analogous to the writing of a text (with repeated redrafting). And the resulting genome
organization is analogous to a style of the text. If a dictionary has already been constructed, the
next goal should be an understanding of the whole text.
Here are a list of biological issues related to the study of correlation structure of DNA se-
quences:
1. Concentration of genes and the C+G density:
It was shown that the concentration of genes is correlated with the C+G density [Bernardi,
et. al. 1985; Bernardi, 1989; 1995; Zoubak, et. al., 1996; Clay, et. al. 1996]. The
concentration of genes in the C+G-richest region of human genome can be 5-10 [Bernardi,
1989] or 15 times [Zoubak, et. al., 1996] higher than those of the C+G-poorest regions.
If the connection between C+G density and the concentration of genes is proven general,
spatial distribution of C+G density can be used to give an indication of the locations of
genes.
The base-base correlation structure reviewed here can be extended easily to the density-
density correlation. One can partition a sequence into non-overlapping windows, and cal-
culate the C+G density in each window. Similarly, the spatial distribution of genes can be
characterized by the binary sequence which assigns a 1 to a base in the gene and 0 to a
base in the intergenic region. The cross-correlation between the density sequence and the
binary sequence can answer quantitatively the question of whether the spatial distribution
of genes is related to the spatial variation of C+G density.
2. Besides the period-3 structure in coding region, are the correlation structures
in coding and non-coding regions different?:
Due to the codon structure, the correlation function for coding sequences exhibits period-3
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structure with a high-low-low pattern [Fickett, 1982]. Eukaryotic intron sequences do not
exhibit this period-3 pattern, but occasionally, they exhibit a period-2 pattern [Konopka
and Smythers, 1987; Konopka, et. al. 1987; Arque`s and Michel, 1987; Li, 1992] (unlike
nuclear DNA sequences, the non-coding regions in viral or mitochondrial sequences may
still have period-3 patterns [Arque`s and Michel, 1987; Konopka, 1994]).
Besides this well-known pattern, how does correlation function decay with distances in
either coding and non-coding sequences, and how do the correlation structures differ in the
two types of sequences? Despite several studies, this remains an open question. Intuitively,
because of the specific constraints imposed by the function of coding region, i.e., the 3-
nucleotide to 1-amino-acid translation as well as the ability for the translated amino acid
sequence to fold successfully, evolutionary tinkering is mostly prohibited in the coding
region. On the other hand, non-coding regions (both intron and the intergenic regions) are
open to changes, because these changes typically do not lead to fatal damage to the cell
and the organism.
One of the most important changes in DNA sequences is duplication [Bridges, 1919; chapter
17 of Morgan, et. al., 1925], either the oligonucleotide duplication or gene duplication. The
gene duplication in particular, is considered to be crucial for the generation of complexity
and the acquisition of new functions in high organisms [Ohno, 1970; Market, et. al., 1975;
MacIntype, 1976; Doolittle, 1981]. To quote from [Doolittle, 1981]: “. . . it is simpler to
duplicate and modify proteins genetically than it is to assemble appropriate amino acid
combinations de novo from random beginning”.
If the changes in non-coding sequences are mainly duplications, the non-coding regions
should be less-random, or more-redundant. This would predict a longer-ranged correlation
in non-coding sequences. Indeed, [Li, 1992] showed that this is true for a few human DNA
sequences. But [Voss, 1993; 1994] did not observe significant difference in power spectra
between coding and non-coding sequences. More recently, another study shows that after
the period-3 structure is subtracted, the mutual information functions for coding and non-
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coding regions are very similar to each other, both decay as an approximate power-law
function in 1-1000 bases range (I. Große, private communication, 1996). This study paid
particular attention to correcting the bias in the estimation due to finite sequence length
to make sure the small correlation at long distances is estimated accurately.
So which study is correct? In light of the fact that the currently available DNA sequences
are biased towards coding sequences and the flanking sequences, I would like to caution
that once the intergenic sequences are represented in the sample with a larger proportion,
the conclusion might be modified accordingly. Intergenic sequences may expose to a lesser
degree of constraints as compared to the intron sequences (with perhaps the exception
of structural constraints), thus exhibiting different statistical features. Indeed, intergenic
sequences are analyzed separately from the intron sequence in, for example, [Guigo´ and
Fickett, 1995]).
Human intergenic sequences, in particular, have more “room” to accumulate changes due to
their sheer size. With the combination of the two (less constraint and larger size), one can
imagine that duplication, insertion and point mutation can play a major role in shaping
the intergenic sequences (this speculation is already supported by a study of intergenic
sequences in maize genome [SanMiguel, et. al. 1996]). Thus, human intergenic sequences
may more easily exhibit long-range correlation than other types of sequences.
3. Broad distribution of domain sizes as the origin of power-law decay of correla-
tion function:
There have been many papers discussing the “biological origin” of long-range correlations.
But what was mostly discussed was the known fact that the base density may be different at
different regions, i.e., the heterogeneity. What is non-trivial about the correlation structure
in many DNA sequences should be discussed along the line of “complex heterogeneity versus
simple heterogeneity”, “1/f spectra versus 1/f2 spectra”, “broad versus narrow distribution
of domain sizes”.
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For example, for the DNA sequence of a complete chromosome, the sequence can be par-
titioned into coding and non-coding domains. Assuming coding and non-coding domains
are distinct in base density, the size distribution of coding as well as non-coding domains
determines the correlation structure of the whole sequence. A study along this line was
presented in [Herzel and Große, 1997] for budding yeast chromosomes, and a broad distri-
bution for coding domains (actually it is the distribution of the “open reading frames”, i.e.,
the potential or putative coding regions). Note that this discussion does not apply to the
correlation structure in intergenic sequences, and the assumption that a clear distinction
between the base densities in coding and non-coding domains may not always hold.
One can attribute the broad distribution to either internal or external factors. For external
factors, it was shown that the size distribution of insertions and deletions of pseudogenes
is approximately power-law functions [Gu and Li, 1995]. If these insertions are distinct
base-density-wise from the hosting DNA sequence, the power-law distribution of the sizes
is enough to lead to a complex heterogeneity. The power-law distribution of insertion sizes
was used in [Buldyrev, et. al. 1993] by the assumption that the insertion is accomplished
by a loop formation, and the size distribution of the loop length in a long polymer should
be a power-law function [des Cloizeaux, 1980]. But it has not been examined whether this
argument is correct.
Duplication is a best example of the internal factors for broad distributions. The intuition
can be again derived from the expansion-modification system [Li, 1989; 1991]. Since a
mutation followed by the repeated duplication of that mutated base generates a distinct
domain whose size is proportional to the number of duplications, in order to have a broad
distribution of sizes, one simply needs different duplication events to start at different times.
Then the broad distribution is just a historical profile of these duplication events. For a
more realistic modeling of the (gene) duplication events, see [Ohta, 1987a; 1987b; 1988a;
1988b; 1989; 1990]
Using oligonucleotide repeats as an explanation of the 1/f-like spectra in DNA sequence [Li
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and Kaneko, 1992b] does not mean that a single simple repeat can explain the correlation
structure in DNA sequences: it will not, because such a repeat manifests itself as a peak in
the power spectrum instead of a broad band 1/f spectrum. Rather, what we suggested in
[Li and Kaneko, 1992b] was a series of duplications each occurring at a different historical
period, and repeating a variety of times.
Finally, it is also possible that both external and internal factors contribute to the broad
distribution of domain sizes.
4. Correlation between other units:
There can be many variations to the average correlation between two bases calculated
along a sequence. One example is the statistical correlation between two specific sites.
The statistic in this case is no longer sampled along a sequence, but from a set of aligned
sequences at these two specific sites. For example, the mutual information between two
specific sites in HIV proteins was calculated to detect the co-varying mutation spots [Korber,
et. al. 1993]. In this example, a set of similar sequences is made possible by the high
variability of the HIV.
If there are only a few copies of a biologically meaningful unit on a DNA sequence, it is
difficult to obtain a statistic. Take the replication origins on budding yeast chromosomes
for example [Newlon, et. al. 1993]. The replication origins could be determined through
a sequence analysis by searching the 10- or 11-base concensus pattern [Palzkill, et. al.,
1986] (this might be called putative replication origin because of the possibility of false
positives and the possibility of inactivation of the origin). One yeast chromosome may have
only a limited number of replication origins (around the order of 10). Thus, a proposition
concerning these origins may be simply studied by an exhaustive listing without using any
statistics. For example, in order to test the proposition that replication origins are always
located inside a non-coding region [Murakami, et. al. 1995], we might just count how many
replication origins are indeed located in the non-coding region.
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Conclusion
Determining correlation structure of DNA sequences on a more global scale reveals that the
picture of simple heterogeneity is not enough to explain features of many sequences. A key
to the understanding of the complexity of correlation structure in DNA sequences is the broad
distribution of domain sizes. More quantitative measurement is necessary to characterize this
feature more accurately. With even longer stretches of continuous DNA sequences to be available
in the future, it is conceivable that correlation structure at even larger scales can be studied.
Blurring the details at base level might be necessary in order to detect any significant correlation
at these larger scales. Our grand goal is to eventually learn the “genome organization” principles,
and explain this organization using our knowledge about evolution. On the latter aspect, this
study may look similar to the study of molecular evolution and population biology (see, e.g.,
[Kimura, 1983; Gillespie, 1991]), but with more emphasis on spatial correlation in DNA sequences.
An online bibliography on the topic of of correlation structure of DNA sequences can be found
at: http://linkage.rockefeller.edu/wli/dna corr.
Acknowledgements
This review would be impossible without extensive discussions with Ivo Große, Andrzej Konopka,
Jo´se Oliver, Oliver Clay, and Michael Teitelman, and I would like to thank them all. I also thank
Tara Matise to proofreading the draft. A partial support from the Aspen Center for Physics for
attending the “Identifying Features in Biological Sequences (1996)” is acknowledged. The author
is supported by the grant HG00008 (to J. Ott) from the National Human Genome Research
Institute of NIH.
References
W. Li 32
[1] A. Arneodo, E. Bacry, P.V. Graves, J.F. Muzy (1995), “Characterizing long-range correla-
tions in DNA sequences from wavelet analysis”, Physical Review Letters, 74(16), 3293-3296.
[2] A. Arneodo, Y. d’Aubenton-Carafa, E. Bacry, P.V. Graves, J.F. Muzy, C. Thermes (1996),
“Wavelet based fractal analysis of DNA sequences”, Physica D, 96, 291-320.
[3] P.G. Arque`s, C.J. Michel (1987), “Periodicities in intron”, Nucleic Acids Research, 15, 7581-
7592.
[4] M.Y. Azbel (1995), “Universality in a DNA statistical structure”, Physical Review Letters,
75(1), 168-171.
[5] G.P. Basharin (1959), “On a statistical estimate for the entropy of a sequence of independent
random variables”, Theory of Probability and Its Applications, 4, 333-336.
[6] L.E. Baum, T. Petrie (1966), “Statistical inference for probabilistic functions of finite state
Markov chains”, Annals of Mathematical Statistics, 37, 1554-1563.
[7] P. Bernaola-Galva´n, R.Roma´n-Rolda´n, J. Oliver (1996), “Compositional segmentation and
long-range fractal correlations in DNA sequences”, Physical Review E, 53(5), 5181-5189.
[8] G. Bernardi (1989), “The isochore organization of the human genome”, Annual Review of
Genetics, 23, 637-661.
[9] G. Bernardi (1995), “The human genome: organization and evolutionary history”, Annual
Review of Genetics, 29, 445-476.
[10] G. Bernardi, B. Olofsson, J. Filipski, M. Zerial, J. Salinas, et. al. (1985), “The mosaic genome
of warm-blooded vertebrate”, Science, 228, 953-958.
[11] C.L. Berthelsen, J.A. Glazier, M.H. Skolnick (1992), “Global fractal dimension of human
DNA sequences treated as pseudorandom walks”, Physical Review A, 45(12), 8902-8913.
W. Li 33
[12] M. Y. Borodovskii, Y.A. Sprizhitskii, E.I. Golovanov, A.A. Aleksandrov (1986a), “Statistical
patterns in the primary structures of functional regions of the genome in Escherichia coli. I.
frequency characterization”, Molekulyarnaya Biologiya, 20, 1014-1023 (Russian); Molecular
Biology, 20, 826-833 (1987) (English translation).
[13] M. Y. Borodovskii, Y.A. Sprizhitskii, E.I. Golovanov, A.A. Aleksandrov (1986b), “Statistical
patterns in the primary structures of functional regions of the genome in Escherichia coli. II.
nonuniform Markov models”, Molekulyarnaya Biologiya, 20, 1024-1033 (Russian); Molecular
Biology, 20, 833-840 (1987) (English translation).
[14] B. Bors˘tnik, D. Pumpernik, and D. Lukman (1993), “Analysis of apparent 1/fα spectrum
in DNA sequences”, Europhysics Letters, 23(6), 389-394 (1993).
[15] C.B. Bridge (1919), “Duplications”, Anat. Record, 15, 357- .
[16] S.V. Buldyrev, A.L. Goldberger, S. Havlin, C.K. Peng, H.E. Stanley, M.H. R. Stanley, M.
Simmons (1993), “Fractal landscapes and molecular evolution: modeling the Myosin heavy
chain gene family”, Biophysical Journal, 65, 2673-2679.
[17] S.V. Buldyrev, A.L. Goldberger, S. Havlin, R.N. Mantegna, M.E. Masta, C.K. Peng, M.
Simmons, H.E. Stanley (1995), “Long-range correlation properties of coding and non-coding
DNA sequences - GenBank analysis”, Physical Review E, 51(5), 5084-5091.
[18] C. Burks, D. Farmer (1984), “Towards modeling DNA sequences as automata”, Physica D,
10, 157-167.
[19] C.R. Calladine, H.R. Drew, (1990), Understanding DNA (Academic Press).
[20] C.A. Chatzidimitriou-Dreismann, D. Larhammar (1992), “Long-range correlations in DNA”,
(scientific correspondence), Nature, 361, 212-213 (1992).
W. Li 34
[21] V.R. Chechetkin, A.Y. Turygin (1994), “On the spectral criteria of disorder in nonperiodic
sequences - application to inflation models, symbolic dynamics and DNA sequences”, Journal
of Physics A, 27(14), 4875-4898.
[22] Z. Cheng, R. Savit (1990), “Structure factor of substitutional sequences”, Journal of Statis-
tical Physics, 60, 383-393.
[23] N. Chomsky (1956), “Three models for the description of language,” IRE Transactions on
Information Theory, 2, 113-129.
[24] G.A. Churchill (1989), “Stochastic models for heterogeneous DNA sequences”, Bulletin of
Mathematical Biology, 51(1), 79-94.
[25] G.A. Churchill (1992), “Hidden Markov chains and the analysis of genome structure”, Com-
puter and Chemistry, 16(2), 107-115.
[26] O. Clay, S. Caccio´, S. Zoubak, D. Mouchirond, G. Bernardi (1996), “Human coding and
non-coding DNA: compositional correlation”, Molecular Phylogenetics and Evolution, 5,
2-12.
[27] G. Cuny, P. Soriano, G. Macaya, G. Bernardi (1981), “The major components of the mouse
and human genomes. I. preparation, basic properties, and compositional heterogeneity,”
European Journal of Biochemistry, 115, 227-233.
[28] R.F. Doolittle (1981), “Similar amino acid sequences: chance or common ancestry”, Science,
214, 149-159.
[29] I. Daubechies (1988), “Orthonormal bases of compactly supported wavelets”, Communica-
tions on Pure and Applied Mathematics, 41, 909-996.
[30] I. Daubechies (1992), Ten Lectures on Wavelets (SIAM).
[31] J. des Cloizeaux (1980), “Short range correlation between elements of a long polymer in a
good solvent”, Journal de Physique (Paris), 41, 223-238.
W. Li 35
[32] R.A. Elton (1974), “Theoretical models for heterogeneity of base composition in DNA”,
Journal of Theoretical Biology, 45, 533-553.
[33] W. Feller (1968), An Introduction to Probability Theory and Its Applications (John Willey
& Sons).
[34] J.W. Fickett (1982), “Recognition of protein coding regions in DNA sequences”, Nucleic
Acids Research, 10, 5303-5318.
[35] J.W. Fickett, D.C. Torney, D.R. Wolf (1992), “Base compositional structure of genomes”,
Genomics, 13, 1056-1064.
[36] J. Filipski, J.P. Thiery, G. Bernardi (1973), “An analysis of the bovine genome by
Cs2SO4/AG
+ density gradient centrifugation”, Journal of Molecular Biology, 80, 177-179.
[37] M.A. Gate (1986), “A simple way to look at DNA”, Journal of Theoretical Biology, 119,
319-328.
[38] L.L. Gatlin (1966), “The information content of DNA”, Journal of Theoretical Biology, 10,
281-300.
[39] L.L. Gatlin (1972), Information Theory and the Living Systems (Columbia University Press).
[40] J.H. Gillespie (1991), The Causes of Molecular Evolution (Oxford University Press).
[41] I. Große (1995), Statistical Analysis of Biosequences (Diplomthesis, Humboldt University,
Berlin)
[42] I. Große (1996), “Estimating entropies from finite samples”, in Dynamik- Evolution - Struk-
turen, eds. J. Freud, pages 181-190 (Ko¨ster Verlag, Berlin).
[43] X. Gu, W.H. Li (1995), “The size distribution of insertions and deletions in human and
rodent pseudogenes suggests the logarithmic gap penalty for sequence alignment”, Journal
of Molecular Evolution, 40, 464-473.
W. Li 36
[44] R. Guigo´, J.W. Fickett (1995), “Distinctive sequence features in protein coding, genic non-
coding, and intergenic human DNA”, Journal of Molecular Biology, 253, 51-60.
[45] E. Hamori (1985), “Novel DNA sequence representation” (scientific correspondence), Nature,
314, 585.
[46] E. Hamori (1989), “Graphic representation of long DNA sequences by the method of H
curves - current results and future aspects”, Biotechniques, 7(7), 710-720.
[47] E. Hamori, J. Ruskin (1983), “H curves, a novel method of representation of nucleotide series
especially suited for long DNA sequences”, Journal of Biological Chemistry, 258, 1318-1327.
[48] E. Hamori, G. Varga, J.J. LaGuardia (1989), “HYLAS: program for generating H curves (ab-
stract three-dimensional representations of long DNA sequences)”, Computer Applications
in the Biosciences, 5(4), 263-269.
[49] H. Herzel (1988), “Complexity of symbol sequences”, Systems Analysis & Modeling Simu-
lation, 5, 435-444.
[50] H. Herzel, I. Große (1995), “Measuring correlations in symbol sequences”, Physica A, 216,
518-542.
[51] H. Herzel, I. Große (1997), “Correlations in DNA sequences - the role of protein coding
segments”, Physical Review E, 55, 800-810.
[52] H.J. Jeffrey (1990), “Chaos games representation of genetic sequences”, Nucleic Acids Re-
search, 18(8), 2163-2170.
[53] J.B. Johnson (1925), “The Schottkey effect in low frequency circuits”, Physical Review, 26,
71-85.
[54] J. Josse, A.D. Kaiser, A. Kornberg (1961), “Enzymatic synthesis of deoxyribonucleic acid:
VIII. frequencies of nearest neighbor base sequences in deoxyribonucleic acid”, Journal of
Biological Chemistry, 236, 864-875.
W. Li 37
[55] S. Karlin, V. Brendel (1993), “Patchiness and correlations in DNA sequences”, Science, 259,
677-680.
[56] M. Kimura (1983), The Neutral Theory of Molecular Evolution (Cambridge University Press)
[57] A.K. Konopka (1994), “Sequences and codes: fundamentals of biomolecular cryptology”, in
Biocomputing: Informatics and Genome Projects, ed. D. Smith, pages 119-174 (Academic
Press)
[58] A.K. Konopka, G.W. Smythers (1987), “DISTAN - a program which detects significant
distances between short oligonucleotides”, Computer Applications in the Biosciences, 3,
193-201.
[59] A.K. Konopka, G.W. Smythers, J. Owens, J.V. Maizel, Jr. (1987), “Distance analysis helps
to establish characteristic motifs in intron sequences”, Gene Analysis Techniques, 4, 63-74.
[60] B.T.M. Korber, R.M. Farber, D.H. Wolpert, A.S. Lapedes (1993), “Covariation of muta-
tion in the V3 loop of HIV-1: an information theoretic analysis”, Proceedings of National
Academy of Sciences, 90, 7176-7180.
[61] C.G. Kozhukhin, P.A. Pevzner (1991), “Genome inhomogeneity is determined mainly by
WW and SS dinucleotides”, Computer Applications in the Biosciences, 7, 39-49.
[62] S. Kullback (1959), Information Theory and Statistics (Wiley).
[63] W. Li (1987), “Spectra of regular language and cellular automata”, Complex Systems, 1(1),
107-130 [errata: 2,725 (1989)].
[64] W. Li (1989), “Spatial 1/f spectra in open dynamical systems”, Europhysics Letters, 10(5),
395-400.
[65] W. Li (1990), “Mutual Information functions versus correlation functions”, Journal of Sta-
tistical Physics, 60(5-6), 823-837.
W. Li 38
[66] W.Li (1991), “Expansion-modification systems: a model for spatial 1/f spectra”, Physical
Review A, 43(10), 5240-5260.
[67] W. Li (1992), “Generating non-trivial long-range correlations and 1/f spectra by replication
and mutation”, International Journal of Bifurcation and Chaos, 2(1), 137-154. [In a more
standard vocabulary in biology, the term “replication” in the title should be “duplication”.]
[68] W. Li, K. Kaneko (1992a), “Long-range correlation and partial 1/f spectrum in a non-coding
DNA sequence”, Europhysics Letters, 17(7), 655-660.
[69] W. Li, K. Kaneko (1992b), “DNA correlations” (scientific correspondence), Nature, 360,
635-636.
[70] W. Li, T. Marr, K. Kaneko (1994), “Understanding long-range correlations in DNA se-
quences”, Physica D, 75, 392-416 [erratum, 82, 217 (1995)].
[71] J. Lin (1991), “Divergence measures based on the Shannon entropy”, IEEE Transactions on
Information Theory, 37(1), 145-151.
[72] A. Lindenmayer (1968), “Mathematical models for cellular interactions in development. I
and II”, Journal of Theoretical Biology, 18, 280-299 and 300-315.
[73] G. Macaya, J.P. Thiery, G. Bernardi (1976), “An approach to the organization of eukaryotic
genomes at a macromolecular level”, Journal of Molecular Biology, 108, 237-254.
[74] R.J. MacIntype (1975), “Evolution and ecological value of duplicated genes”, Annual Review
of Ecology and Systematics, 7, 421-468.
[75] G.S. Mani (1992), “Long-range doublet correlations in DNA and the coding region”, Journal
of Theoretical Biology, 158, 447-464.
[76] C.L. Market, J.B. Shaklee, G.S. Whitt (1974), “Evolution of a gene”, Science, 189, 102-114.
[77] A.D. McLachlan, J. Karn (1983), “Periodic features in the amino acid sequence of nematode
myosin rod”, Journal of Molecular Biology, 164(4), 605-626.
W. Li 39
[78] E.W. Montroll, M.F. Shlesinger (1982), “On 1/f noise and other distributions with long
tails”, Proceedings of National Academy of Sciences, 79, 3380-3383.
[79] T.H. Morgan, C.B. Bridges, A.H. Sturtevant (1925), The Genetics of Drosophila (’s-
Gravenhag´e, Martinus Nijhoft).
[80] Y. Murakami, et. al. (1995), “Analysis of the nucleotide sequence of chromosome VI from
Saccharomyces cerevisiae”, Nature Genetics, 10, 261-268.
[81] C.S. Newlon, I. Collins, A. Dershowitz, A.M. Deshpande, S.A. Greenfeder, L.Y. Ong, J.F.
Theis (1993), “Analysis of replication origin function on chromosome III of Saccharomyces
cerevisiae”, in Cold Spring Harbor Symposium on Quantitative Biology, vol. 58, 415-423.
[82] S. Ohno (1970), Evolution by gene duplication (Springer-Verlag, 1970).
[83] S. Ohno (1993), “Patterns in genome evolution”, Current Opinion in Genetics and Develop-
ment, 3, 911-914.
[84] T. Ohta (1987a), “A model of evolution for accumulating genetic information”, Journal of
Theoretical Biology, 124, 199-211.
[85] T. Ohta (1987b), “Simulating evolution by gene duplication”, Genetics, 115, 207-213.
[86] T. Ohta (1988a), “Further simulation studies on evolution by gene duplication”, Evolution,
42(2), 375-286.
[87] T. Ohta (1988b), “Time for requiring a new gene by duplication”, Proceedings of National
Academy of Sciences, 85, 3509-3512.
[88] T. Ohta (1989), “Role of gene duplication in evolution”, Genome, 31, 304-310.
[89] T. Ohta (1990), “How gene families evolve”, Theoretical Population Biology, 37(1), 213-219.
W. Li 40
[90] T.G. Palzkill, S.G. Oliver, C.S. Newlon (1986), “DNA sequence analysis of ARS elements
from chromosome III of Saccharomyces cerevisiae: identification of a new conserved se-
quence”, Nucleic Acids Research, 14, 6247-6264.
[91] C.K. Peng, S.V. Buldyrev, A.L. Goldberger, S. Havlin, F. Sciortino, M. Simons, and H.E.
Stanley (1992), “Long-range correlations in nucleotide sequences”, Nature, 356, 168-170.
[92] D.B. Percival, A.T. Walden (1993), Spectral Analysis for Physical Applications (Cambridge
University Press).
[93] C.A. Pickover (1992), “DNA and protein tetragrams: biological sequences as tetrahedral
movements”, Journal of Molecular Graphics, 10, 2-6.
[94] V.V. Prabhu, J.M. Claverie (1992), “Correlation in intronless DNA”, (scientific correspon-
dence), Nature, 359, 782 (1992).
[95] W. Press (1978), “Flicker noise in astronomy and elsewhere”, Comments on Astronomy,
7(4), 103-119.
[96] P. Prusinkiewicz, A. Lindenmayer (1990), The Algorithmic Beauty of Plants (Springer)
[97] L.R. Rabiner (1989), “A tutorial on hidden Markov models and selected applications in
speech recognition”, Proceedings of IEEE, 77(2), 257-285.
[98] A. Raffery, S. Tavare´ (1994), “Estimation and modeling repeated patterns in high order
Markov chains with the mixture transition distribution model:, Applied Statistics, 43(1),
179-199.
[99] J.A. Rice (1995), Mathematical Statistics and Data Analysis (second edition) (Duxbury
Press).
[100] G. Rozenberg, A. Salomaa (1980), The Mathematical Theory of L Systems (Academic
Press).
W. Li 41
[101] P. SanMiguel, et. al. (1996), “Nested retrotransposon in the intergenic regions of the maize
genome”, Science, 274, 765-768.
[102] W. Schottky (1926), “Small-shot effect and flicker effect”, Physical Review, 28, 74-103.
[103] C.E. Shannon (1948), “The mathematical theory of communication”, The Bell System
Technical Journal, 27, 379-423.
[104] C.E. Shannon (1951), “Prediction and entropy of printed English”, The The Bell System
Technical Journal, 30, 50-64.
[105] J.C. Shepherd (1981a), “Periodic correlations in DNA sequences and evidence suggesting
their evolutionary origin in a comma-less genetic code,” Journal of Molecular Evolution, 17,
94-102;
[106] J.C. Shepherd (1981b), “Method to determine the reading frame of a protein from the
purine/pyrimidine genome sequence and its possible evolutionary justification”, Proceedings
of National Academy of Sciences, 78, 1596-1600.
[107] E.S. Shpigelman, E.N. Trifonov, A. Bolshoy (1993), “CURVATURE: software for the anal-
ysis of curved DNA”, Computer Applications in the Biosciences, 9(4), 435-440.
[108] M.J. Shulman, C.M. Steinberg and N. Westmoreland (1981), “The coding function of nu-
cleotide sequences can be discerned by statistical analysis”, Journal of Theoretical Biology,
88, 409-420.
[109] B. Silverman and R. Linsker (1986), “A measure of DNA periodicity,” Journal of Theoretical
Biology, 118, 295-300.
[110] D.S. Sivia (1996), Data Analysis: A Bayesian Tutorial (Clarendon Press, Oxford).
[111] R. Staden and A.D. McLachlan (1982), “Codon preference and its use in identifying protein
coding regions in long DNA sequences”, Nucleic Acids Research, 10, 141-156.
W. Li 42
[112] N. Sueoka (1959), “A statistical analysis of deoxyribonucleic acid distribution in density
gradient centrifugation”, Proceedings of National Academy of Sciences, 45, 1480-1490.
[113] S. Tavare´, B. W. Giddings (1989), “Some statistical aspects of the primary structure of
nucleotide sequences”, in Mathematical Methods for DNA Sequences, ed. M.S. Waterman,
pages 117-132 (CRC Press)
[114] S. Tavare´, B. Song (1989), “Codon preference and primary sequence structure in protein-
coding regions”, Bulletin of Mathematical Biology, 51, 95-115.
[115] M. Teitelman, F.H. Eeckman (1996), “Principal component analysis and large-scale corre-
lations in non-coding sequences of human DNA”, Journal of Computational Biology, 3(4),
573-576.
[116] J.Theiler (1991), “Some comments on the correlation dimension of 1/fα noise”, Physics
Letters A, 155, 480-493.
[117] J.P. Thiery, G. Macaya, G. Bernardi (1976), “An analysis of eukaryotic genomes by density
gradient centrifugation”, Journal of Molecular Biology, 108, 219-235.
[118] T. Toffoli and N. Margolus (1987), Cellular Automata Machines - A new environment for
modeling (MIT Press).
[119] E.N. Trifonov, J.L. Sussman (1980), “The pitch of chromatin DNA is reflected in its nu-
cleotide sequence”, Proceedings of National Academy of Sciences, 77(7), 3816-3820.
[120] C.S. Tung, E.S. Carter (1994), “Nucleic acid modeling tool (NAMOT): an interactive
graphic tool for modeling nucleic acid structures”, Computer Applications in the Biosciences,
10(4), 427-433.
[121] C.S. Tung, S.C. Harvey (1986), “Computer graphics program to reveal the dependence of
the gross three-dimensional structure of the B-DNA double helix on primary structure”,
Nucleic Acids Research, 14, 381-387.
W. Li 43
[122] A. van der Ziel (1950), “On the noise spectra of semi-conductor noise and of flicker effect”,
Physica, 16(4), 359-371.
[123] R.F. Voss (1992), “Evolution of long-range fractal correlations and 1/f noise in DNA base
sequences”, Physical Review Letters, 68(25), 3805-3808.
[124] R.F. Voss (1993), (replies to the comment), Physical Review Letters, 71(11), 1777.
[125] R.F. Voss (1994), “Long-range fractal correlations in DNA introns and exons ”, Fractals,
2(1), 1-6.
[126] R.F. Voss, J. Clarke (1975), “1/f noise in music and speech”, Nature, 258, 317-318.
[127] S. We¸grzyn, J-C. Gille, P. Vidal (1990), Development Systems (Springer-Verlag)
[128] S. Wolfram (1986), Theory and Applications of Cellular Automata (World Scientific).
[129] D.H. Wolpert, D.R. Wolf (1995), “Estimating functions of probability distributions from a
finite set of samples”, Physical Review E, 52(6), 6841-6854.
[130] D. Wu, J. Roberge´, D.J. Cork, B. G. Nguyen, T. Grace (1993), “Computer visualization
of long genome sequences”, in Proceedings of the Conference on Visualization’93 (San Jose,
CA, 1993).
[131] M. Zhang (1995), “Exploratory analysis of long genomic DNA sequences using the wavelet
transform: examples using polyomavirus genomes”, in Genome Sequencing and Analysis
Conference VI, page 72, (Mary Ann Liebert).
[132] R. Zhang, C.T. Zhang (1994), “Z curves, an intuitive tool for visualizing and analyzing the
DNA sequences”, Journal of Biomolecular Structure & Dynamics, 11(4), 767-782.
[133] J. Ziv, A. Lempel (1977), “A universal algorithm for sequential data compression”, IEEE
Transactions on Information Theory, 23(3), 337-343.
W. Li 44
[134] S. Zoubak, O. Clay, G. Bernardi (1996), “The gene distribution of the human genome”,
Gene, 174, 95-102.
W. Li 45
Figure 1: Illustration of the strand complementary and strand symmetry. If the 5’-C-T-3’
correlation on the lower strand is the same with the 5’-C-T-3’ correlation on the upper strand,
by complementarity, 5’-C-T-3’ and 5’-A-G-3’ both on the lower strand are the same.
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Figure 2: All 16 correlation functions for budding yeast chromosome 1 sequence. Correlations
at 5 neighboring distances (e.g, d=1,2,3,4,5) are averaged to smooth the curve. The Bayesian
estimator of the correlation function (Eq.(15)) is used.
