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CENTRALLY FREE ACTIONS OF AMENABLE C∗-TENSOR
CATEGORIES ON VON NEUMANN ALGEBRAS
REIJI TOMATSU
Abstract. We will show a centrally free action of an amenable rigid C∗-tensor
category on a properly infinite von Neumann algebra has the Rohlin property.
This enables us to prove the fullness of the crossed product of a full factor
by minimal action of a compact group. As another application of the Rohlin
property, we will show the uniqueness of centrally free cocycle actions of an
amenable rigid C∗-tensor category on properly infinite von Neumann algebras.
1. Introduction
In this paper, we will formulate the Rohlin property for a cocycle action of an
amenable rigid C∗-tensor category on a properly infinite von Neumann algebra
with separable predual and discuss its applications to two subjects: the fullness
and classification of actions.
A norm bounded sequence (xn) of a von Neumann algebra M is said to be
central when xnϕ− ϕxn → 0 in the strong∗ topology as n→∞ for all ϕ ∈ M∗.
When for a central sequence (xn) there exists λ ∈ C such that xn → λ in the
strong∗ topology, we will say (xn) is trivial. A von Neumann factor M with
separable predual is said to be full if any central sequence is trivial. One of
equivalent conditions to the fullness is the closedness of the inner automorphism
group Int(M) inside the automorphism group Aut(M) with respect to the u-
topology [7], and the quotient group Out(M) = Aut(M)/ Int(M) is Polish. Our
main concern on fullness is to study the fullness of the crossed product M ⋊α G
for an action of a compact (quantum) group G.
In [59], it is shown that if G is compact abelian and α is a pointwise outer
action on a full factor M such that the crossed product M ⋊αG is a factor, then
M ⋊α G is full. This result enables us to solve the problem of a characterization
of the fullness of the continuous core factor of a type III1 free product factor in
terms of Connes’ τ -invariant. This is generalized to any type III1 full factor by
A. Marrakchi [33]. These results lead us to a more general question (Problem
4.9) raised by Marrakchi which asks whether the crossed product M ⋊α G is a
full factor for α being a pointwise outer action of a locally compact group G on a
full factor M such that G is homeomorphic to its image in Out(M) through the
quotient map. In this paper, we will tackle this problem assuming G is compact
and α is minimal. Our main result of Section 4 is the following (Theorem 4.8):
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Theorem A. Let α be a minimal action of a compact group G on a full factor
M . Then M ⋊α G is a full factor.
Our strategy is to analyze the dual action. We first study a free action β of
Ĝ on a factor N and show the following result (Theorem 4.7). Then we obtain
Theorem A as its immediate corollary.
Theorem B. Let G be a compact group and β a free action of Ĝ on a von
Neumann algebra N . Suppose that the crossed product N ⋊β Ĝ is a full factor
and the dual action β̂ of G is pointwise outer. Then N is a full factor.
Our key ingredient is a Rohlin tower construction studied in [38, 40, 41, 42] for
amenable discrete Kac algebras. Although we are actually interested in a compact
group action, we will construct a Rohlin tower for a centrally free cocycle action of
an amenable rigid C∗-tensor category on a von Neumann algebra (Theorem 3.2)
since this enables us to omit many tensor notations. An amenable rigid C∗-tensor
category C is a C∗-tensor category C such that each object has its conjugate
object and the simple objects of C satisfy the Følner type condition. Throughout
this paper, Irr(C ), the complete set of simple objects of C , is assumed to be at
most countable, but Irr(C ) is not necessarily finitely generated. A cocycle action
of C on a properly infinite von Neumann algebra M means a unitary tensor
functor α from C into the W∗-multitensor category consisting of endomorphisms
with conjugate objects on M . Then we show the following result on a discrete
subfactor (Theorem 4.1):
Theorem C. Let N ⊂M be a discrete inclusion of infinite factors with separable
preduals such that the associated C∗-tensor category C generated by NL
2(M)N is
amenable and gives a centrally free cocycle action on N . If M is a full factor,
then C is in fact trivial, that is, N = M .
We will discuss another application of the Rohlin property, that is, the clas-
sification of centrally free actions of an amenable rigid C∗-tensor category. Two
cocycle actions α and β of C on M are said to be cocycle conjugate if they are
naturally isomorphic unitary tensor functors. Our main result in Section 5 is the
following one (Theorem 5.7):
Theorem D. Let C be an amenable rigid C∗-tensor category. Let (α, cα) and
(β, cβ) be centrally free cocycle actions of C on a properly infinite von Neumann
algebra M with separable predual. Suppose that αX and βX are approximately
unitarily equivalent for all X ∈ C and also α has an invariant faithful normal
state on Z(M). Then (α, cα) and (β, cβ) are strongly cocycle conjugate.
The “strong” means we can take an approximately inner automorphism as a
conjugacy. This generalizes the preceding works by M. Izumi and T. Masuda
[24, Theorem 2.2] and [37, Theorem 3.4], where the injective type III1 factor with
separable predual is considered. It should be mentioned that S. Popa’s celebrated
classification result of strongly amenable subfactors [52, Theorem 5.1] is crucially
used in their proofs. We, however, do not need the classification result nor the
factoriality to prove Theorem D.
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We can also apply our discussion for C∗-tensor categories to cocycle actions of
amenable rigid C∗-2-categories as follows (Theorem 6.18):
Theorem E. Let C = (Crs)rs∈Λ be an amenable rigid C
∗-2-category with Λ =
{0, 1}. Let (α, cα) and (β, cβ) be cocycle actions of C on a system of properly
infinite von Neumann algebras M = (Mr)r∈Λ with separable preduals. Suppose
that the following four conditions hold:
• αX(Z(Ms)) = Z(Mr) for X ∈ Irr(Crs) with r, s ∈ Λ.
• There exist faithful normal states ϕr onMr with r ∈ Λ such that αX(ϕs) =
ϕr on Z(Mr) for all X ∈ Crs and r, s ∈ Λ.
• (α00, c) is centrally free.
• αX and βX are approximately unitarily equivalent for all X ∈ C .
Then (α, cα) and (β, cβ) are strongly cocycle conjugate.
As a corollary of Theorem D, we will show Theorem F (Theorem 7.2), which
recovers the uniqueness part of Popa’s classification result [52, Theorem 5.1]. Our
proof of Theorem D uses the Bratteli–Elliott–Evans–Kishimoto type intertwin-
ing argument [11]. This enables us to directly compare two subfactors and to
remove the assumption of the ergodicity of standard invariants. This fact has
been announced by Popa [48, Problem 5.4.7].
Theorem F. Let N
E
⊂ M and Q
F
⊂ P be an inclusion of factors with separable
preduals and finite indices. Suppose the following conditions hold:
• N and Q are isomorphic.
• The standard invariants of N
E
⊂ M and Q
F
⊂ P are amenable and iso-
morphic.
• N ⊂M and Q ⊂ P are centrally free inclusions.
• N
E
⊂M and Q
F
⊂ P are approximately inner inclusions.
Then N
E
⊂M is isomorphic to Q
F
⊂ P .
This paper is organized as follows. In Section 2, we will quickly review the
concepts of an ultraproduct von Neumann algebra, a C∗-tensor category and its
amenability and the (central) freeness of cocycle actions. In Section 3, we will
construct a Rohlin tower for a centrally free action of an amenable rigid C∗-tensor
category on a properly infinite von Neumann algebra with separable predual. In
Section 4, we will study actions of compact groups on full factors. In Section 5,
we will classify centrally free actions of an amenable C∗-tensor categories up to
strong cocycle conjugacy. In Section 6, we will extend the classification results
obtained in Section 5 to an amenable rigid C∗-2-categories. In section 7, we
will discuss classification of subfactors such that their standard invariants are
amenable. Although our proof of Theorem F is presented in Section 7, it is worth
mentioning that Theorem D is actually enough (see Theorem 6.20). Hence it is
logically possible to put Theorem F into Section 5.
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2. Notations and Terminology
2.1. General Notations. We will mainly treat a von Neumann algebra M (ex-
cept ultraproducts) with separable predualM∗. By Z(M) we denote the center of
M . We equip M∗ with the M-M bimodule structure as usual: aϕb(x) := ϕ(bxa)
for a, b, x ∈ M and ϕ ∈ M∗. We denote by Mϕ the collection of all elements
in M which commute with a functional ϕ ∈ M∗. For a positive ϕ ∈ M∗, we
set |x|ϕ := ϕ(|x|) and ‖x‖ϕ := ϕ(x
∗x)1/2 for x ∈ M . Note that | · |ϕ satisfies
the triangle inequality on Mϕ and also the inequalities |ϕ(ax)| ≤ ‖a‖|x|ϕ and
|ϕ(xa)| ≤ ‖a‖|x|ϕ for a ∈M and x ∈Mϕ.
By Mor(N,M), we denote the set of unital faithful normal ∗-homomorphisms
from a von Neumann algebra N into M . For ρ, σ ∈ Mor(N,M), we denote by
(ρ, σ) the collection of all operators a ∈M such that aρ(x) = σ(x)a for all x ∈ N .
When a ρ ∈ Mor(N,M) has a σ ∈ Mor(M,N) such that the both intertwiner
spaces (idM , ρ ◦ σ) and (idN , σ ◦ ρ) contain elements a and b, respectively, with
identities ρ(b∗)a = c1M and σ(a
∗)b = c1N for some non-zero c ∈ C, we call σ
a conjugate endomorphism of ρ. We will denote by Mor(N,M)0 the collection
of all ρ with conjugates. If N = M , we will write End(M) and End(M)0 for
Mor(M,M) and Mor(M,M)0 as usual.
2.2. Ultraproduct von Neumann algebras. Readers are referred to [1, 46]
for ultraproduct von Neumann algebras. Let ω be a free ultrafilter on N which we
also regard as a point in the boundary of N inside its Stone–Ceˇch compactification
βN. LetM be a von Neumann algebra and ℓ∞(M) the collection of norm bounded
sequences inM . Let T ω(M) be the collection of all norm bounded sequences (xn)
being trivial, that is, xn converges to 0 as n → ω in the strong∗ topology. Let
Mω(M) be the multiplier algebra of T ω(M) in ℓ∞(M). An element (xn) ∈ ℓ
∞(M)
is said to be central when ‖xnϕ−ϕxn‖M∗ → 0 as n→ ω for all ϕ ∈M∗. By C
ω(M)
we denote the set of all central sequences. Then we introduce the ultraproduct
von Neumann algebrasMω :=Mω(M)/T ω(M) and Mω := C
ω(M)/T ω(M). The
equivalence class of (xn) is denoted by (xn)
ω. By constant embedding M ∋
x 7→ (x)ω ∈ Mω, we always regard M as a von Neumann subalgebra of Mω.
Note that Mω ⊂ M
′ ∩ Mω. We denote by τω the canonical faithful normal
conditional expectation from Mω onto M . Namely, we have τω((xn)
ω) := lim
n→ω
xn
for (xn)
ω ∈ Mω, where the limit is taken in the σ-weak topology of M . Then a
functional φ onM extends toMω by φω := φ◦τω . The following result is probably
well-known for experts, but we will present a proof for readers’ convenience.
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Lemma 2.1. For all x = (xn)
ω, y = (yn)
ω ∈Mω and ϕ, ψ ∈M∗, one has
‖xϕω − ψωy‖ = lim
n→ω
‖xnϕ− ψyn‖. (2.1)
Proof. When ϕ = ψ is a faithful normal positive functional, the equality is proved
in [1, Lemma 4.36]. Next we suppose that ϕ = ψ is a normal positive functional.
Let e be the support projection of ϕ and ϕˆ a faithful normal positive functional
on M such that eϕˆ = ϕ = ϕˆe. Then we have eϕˆω = ϕω = ϕˆωe, and
‖xϕω − ϕωy‖ = ‖xeϕˆω − ϕˆωey‖ = lim
n→ω
‖xneϕˆ− ϕˆeyn‖
= lim
n→ω
‖xnϕ
ω − ϕωyn‖
Thus (2.1) holds for all positive ϕ = ψ ∈M∗.
Next let ϕ, ψ be positive functionals on M . Consider N = M ⊗M2(C). Let
{eij}
2
i,j=1 be a system of matrix units of M2(C) and Tr the non-normalized trace
of M2(C). Set χ ∈ N∗ by χ := ϕ ⊗ (Tr e11) + ψ ⊗ (Tr e22). Let x = (xn)
ω, y =
(yn)
ω ∈ Mω. Using the natural identification Nω = Mω ⊗M2(C), we have
(x⊗ e21) · χ
ω − χω · (y ⊗ e21) = (xϕ
ω − ψωy)⊗ Tr e21.
Then (2.1) for positive ϕ, ψ ∈M∗ follows from
‖xϕω − ψωy‖ = ‖(xϕω − ψωy)⊗ Tr e21‖
= ‖(x⊗ e21) · χ
ω − χω · (y ⊗ e21)‖
= lim
n→ω
‖(xn ⊗ e21) · χ− χ · (yn ⊗ e21)‖
= lim
n→ω
‖xnϕ− ψyn‖.
Finally, we let ϕ, ψ ∈M∗. Let ϕ = v|ϕ| and ψ = |ψ
∗|w be the polar decompo-
sitions with partial isometries v, w ∈M . Note that ϕω = v|ϕ|ω and ψω = |ψ∗|ωw.
Then we have
‖xϕω − ψωy‖ = ‖xv|ϕ|ω − |ψ∗|ωwy‖ = lim
n→ω
‖xnv|ϕ| − |ψ
∗|wyn‖
= lim
n→ω
‖xnϕ− ψyn‖.

2.3. C∗-tensor category. Our references are [12, 16, 43, 44] on the notion of
a C∗-tensor category. We will freely use the notations and the terminology in-
troduced in [44, Chapter 2]. A C∗-tensor category C is a C∗-category consisting
of objects denoted by X, Y, Z, · · · ∈ C , morphism spaces C (X, Y ) which consist
of morphisms from X to Y and the bilinear bifunctor ⊗ from C × C to C with
several identities. The unit object is denoted by 1. In this paper, we always
assume that C is strict, that is, the equalities (X ⊗ Y )⊗ Z = X ⊗ (Y ⊗ Z) and
1⊗X = X = X ⊗ 1 hold for all X, Y, Z ∈ C . By definition of a tensor category,
we have C (1, 1) = C. If we treat C with non-trivial commutative C∗-(or W∗-
)algebra C (1, 1), we call C a C∗-(resp. W∗-)multitensor category. If there exists
an isometry in C (X, Y ), then we will write X ≺ Y .
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We will say that an object X ∈ C is simple or irreducible if C (X,X) = C1X .
By Irr(C ), a complete list of simple objects such that any simple object X ∈ C
is isomorphic to a unique object Y ∈ Irr(C ). The unit object 1 is assumed to
be contained in Irr(C ). If X ∈ Irr(C ) and Y ∈ C , the Banach space C (X, Y )
is a Hilbert space with the inner product 〈S, T 〉1X := T
∗S for S, T ∈ C (X, Y ).
We denote by ONB(X, Y ) a fixed orthonormal base. When C (X, Y ) = {0}, then
ONB(X, Y ) is regarded as the empty set.
In this paper, we always assume that C is rigid, that is, each object has a
conjugate object. For each X ∈ C , we fix a conjugate object X and a standard
solution (RX , RX) of the conjugate equation as in [44, Chapter 2.2]. We will,
however, use the normalized solution. Namely, RX ∈ C (1, X ⊗ X) and RX ∈
C (1, X ⊗X) satisfy R∗XRX = 1 = R
∗
XRX and the following conjugate equations :
(R
∗
X ⊗ 1X) ◦ (1X ⊗ RX) =
1
d(X)
1X , (R
∗
X ⊗ 1X) ◦ (1X ⊗RX) =
1
d(X)
1X ,
where d(X) denotes the intrinsic dimension of X [44, Definition 2.2.10]. For
X ∈ Irr(C ), we find its conjugate object X in Irr(C ).
We will introduce the left and right Frobenius maps Fℓ : C (X, Y ⊗ Z) →
C (Z, Y ⊗X) and Fr : C (X, Y ⊗ Z)→ C (Y,X ⊗ Z) defined by
d(X)1/2
d(Y )1/2d(Z)1/2
Fℓ(S) := (1Y ⊗ S
∗)(RY ⊗ 1Z), (2.2)
d(X)1/2
d(Y )1/2d(Z)1/2
Fr(S) := (S
∗ ⊗ 1Z)(1Y ⊗ RZ). (2.3)
Then they are actually bijective maps. This fact is called the Frobenius reci-
procity. For X, Y, Z ∈ C , the dimension of C (Z,X ⊗ Y ) as a linear space is
denoted by NZX,Y . The Frobenius reciprocity implies N
Z
X,Y = N
Y
X,Z
= NX
Z,Y
.
When X, Y, Z ∈ Irr(C ), both the left and right Frobenius maps preserve the
inner products 〈·, ·〉. Hence the following equality holds for X, Y ∈ Irr(C ):
1X ⊗ 1Y =
∑
Z
∑
S
Fℓ(Fr(S))Fℓ(Fr(S))
∗
=
∑
Z
∑
S
d(Z)2(1X ⊗ 1Y ⊗R
∗
Z)(1X ⊗ S ⊗ 1Z)(RX ⊗ 1Z)
· (R∗X ⊗ 1Z)(1X ⊗ S
∗ ⊗ 1Z)(1X ⊗ 1Y ⊗RZ), (2.4)
where the summation is taken for Z ∈ Irr(C ) and S ∈ ONB(X, Y ⊗ Z).
Let X ∈ C and Z ∈ Irr(C ). We let PZX ∈ C (X,X) be the projection to the Z-
component of X . Namely, PZX is the sum of SS
∗ with S ∈ ONB(Z,X). Then PZX
is natural in X , that is, we have TPZX = P
Z
Y T forX, Y ∈ C and T ∈ C (X, Y ). We
also have R∗X(1X ⊗ P
Z
X )RX = d(Z)d(X)
−1NZX , where N
Z
X denotes the dimension
of the linear space C (Z,X).
For a finite subset K ⊂ Irr(C ), we set a projection PKX :=
∑
Z∈K P
Z
X . Then for
X ∈ Irr(C ), we have PKX = 1X or 0 if X ∈ K or X /∈ K, respectively.
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In this paper, C always denotes a C∗-tensor category such that Irr(C ) is at most
countable. Hence C is essentially small. We will need a set of at most countable
objects C0 being dense in C for technical reason such as index selection trick
in an ultraproduct von Neumann algebra, an induction and so on. We will fix
such C0 throughout this paper. Namely, let C0 be at most countable collection
of objects in C such that the following conditions hold:
• Any object of C has an isomorphic object in C0.
• Irr(C ) ⊂ C0.
• X ⊗ Y ∈ C0 for all X, Y ∈ C0.
• X ∈ C0 for all X ∈ C0.
The set of endomorphisms on infinite factors is a typical example of a C∗-tensor
category (such that the complete set of simple objects could be uncountable).
Our references are [6, 19, 31, 32]. Let M be an infinite factor and End(M)0
the set of endomorphisms which have conjugate endomorphisms as introduced in
Section 2.1. The objects are endomorphisms ρ ∈ End(M)0 and the set of the
morphisms from ρ to σ is (ρ, σ). The tensor product operation is nothing but
the composition, that is, ρ⊗ σ := ρσ. For intertwiners S : ρ→ σ and T : λ→ µ
in End(M)0, we set their tensor product S ⊗ T := Sρ(T ) = σ(T )S.
Let ρ ∈ End(M)0 and take its conjugate ρ ∈ End(M)0. Let Sρ ∈ (1, ρρ) and
Sρ ∈ (1, ρρ) be a solution of the conjugate equations for ρ and ρ. Recall that we
always treat Sρ and Sρ being isometries. Let us denote by d
S(ρ) ≥ 1 the positive
scalar satisfying S∗ρρ(Sρ) = d
S(ρ)−11ρ and S
∗
ρρ(Sρ) = d
S(ρ)−11ρ. The intrinsic
dimension of ρ, which is denoted by d(ρ) as usual, is nothing but the infimum of
dS(ρ) among all solutions (Sρ, Sρ).
Let φSρ (x) := S
∗
ρρ(x)Sρ for x ∈ M . Then φ
S
ρ is a faithful normal unital
completely positive map satisfying the left inverse property, φSρ ◦ ρ = id. Put
ESρ := ρ ◦ φ
S
ρ that is a faithful normal conditional expectation from M onto
ρ(M). Then the singleton {dS(ρ)S
∗
ρ} gives a Pimsner–Popa base for E
S
ρ , and
the Jones index (generalized by Kosaki to subfactors of arbitrary type [25, 27])
IndESρ equals d
S(ρ)2 (see [47, 60] for the definition of a base). Conversely, we can
prove any faithful normal conditional expectation from M onto ρ(M) is of the
form ES for some (Sρ, Sρ). Hence the minimal index [M : ρ(M)]0 equals d(ρ)
2
(see [17]).
We let (Rρ, Rρ) be a standard solution of the conjugate equations of ρ and
ρ. We denote by φρ and d(ρ) the left inverse and the dimension with respect
to (Rρ, Rρ). Note that φρ does not depend on a choice of a conjugate ρ nor a
standard solution (Rρ, Rρ). The map φρ is called the standard left inverse of ρ.
2.4. Approximate unitary equivalence of endomorphisms. The results in
this subsection are not necessary materials to read Sections 1–5. In this subsec-
tion,M denotes an infinite factor with separable predual. Each ρ ∈ End(M)0 has
a faithful normal left inverse, and ρω ∈ End(Mω)0 is naturally defined. We will
use the ultraproduct φωρ that is a left inverse of ρ
ω. In the following, we simply
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denote by ρ and φρ the ultraproducts ρ
ω and φωρ , respectively. For ψ ∈ M∗, we
set ρ(ψω) := ψω ◦ φρ = (ρ(ψ))
ω.
We will recall the notion of the approximate innerness of endomorphisms [39,
Definition 2.4]. Let us denote by ⌈·⌉ the ceiling function on R.
Definition 2.2. An endomorphism ρ on M is said to be an approximately inner
endomorphism of rank r > 0 if there exists a family of partial isometries {vi}
⌈r⌉
i=1
in Mω such that
• v∗i vi = 1 for 1 ≤ i < ⌈r⌉.
•
∑⌈r⌉
i=1 viv
∗
i = 1.
• viψ
ω = rρ(ψω)vi for all i and ψ ∈M∗.
It follows from the third equality that vix = ρ(x)vi for x ∈M since for ψ ∈M∗
we have vixψ
ω = vi(xψ)
ω = rρ(xψ)ωvi = ρ(x)viψ
ω. Let ρ1, ρ2 ∈ End(M)0. Let
Q be the von Neumann subalgebra of Mω ⊗M2(C) defined by:
Q := { (xij)ij | xijρj(ψ
ω) = ρi(ψ
ω)xij for all i, j = 1, 2, ψ ∈M∗ } .
Let ϕ ∈ M∗ be a faithful state. Then Q has a faithful normal tracial state
τ : (xij)ij 7→ ρ1(ϕ
ω)(x11)/2 + ρ2(ϕ
ω)(x22)/2, and Q is a finite von Neumann alge-
bra. Let {eij}ij be a system of matrix units of M2(C). Then 1⊗ e11 and 1⊗ e22
are contained in Q, and any central element of Q is of the diagonal form.
Definition 2.3. Let ρ1, ρ2 ∈ End(M)0. We will say ρ1 and ρ2 are approximately
unitarily equivalent if there exists a sequence of unitaries un ∈ M such that
lim
n→∞
‖unρ1(ψ)u
∗
n − ρ2(ψ)‖M∗ = 0 for all ψ ∈M∗.
From Lemma 2.1, ρ1 and ρ2 are approximately unitarily equivalent if and only
if there exists a unitary u ∈Mω such that uρ1(ψ
ω)u∗ = ρ2(ψ
ω) for all ψ ∈M∗.
Remark 2.4. We have introduced the approximate unitary equivalence for en-
domorphisms on an infinite factor. When we treat a von Neumann algebra with
the non-trivial center, we should designate left inverses of endomorphisms. For
instance, in Definition 3.5 we will introduce the approximate unitary equivalence
for two cocycle actions, where we will use the left inverses coming from standard
solutions of conjugate equations in a C∗-tensor category (see the equality (2.6)).
Lemma 2.5. Let ρ1, ρ2 ∈ End(M)0. Let ϕ ∈ M∗ be a faithful state. Then the
following statements are equivalent:
(1) ρ1 and ρ2 are approximately unitarily equivalent.
(2) 1⊗ e11 and 1⊗ e22 are Murray–von Neumann equivalent in Q.
(3) For any z =
∑2
i=1 zii ⊗ eii ∈ Z(Q), one has ρ1(ϕ
ω)(z11) = ρ2(ϕ
ω)(z22).
Proof. (1) ⇒ (2). Take a unitary u ∈ Mω with uρ1(ψ
ω)u∗ = ρ2(ψ
ω) for all
ψ ∈M∗. Then u⊗ e21 gives the equivalence of e11 and e22. The implications (2)
⇒ (1) and (2) ⇒ (3) are trivial.
(3) ⇒ (1). Assuming (3), we have τ((1⊗ e11)z) = τ((1 ⊗ e22)z) for all central
z ∈ Q. Hence e11 and e22 are equivalent. 
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In the following two lemmas, we will use the following well-known equality (see
the proofs of [35, Lemma A.2] or Lemma 2.9 and 2.10):
d(ρ)Sρ(ψ) = d(σ)σ(ψ)S for all S ∈ (ρ, σ), ψ ∈M∗.
Proposition 2.6. Let ρ, σ ∈ End(M)0. Suppose that ρσ is an approximately
inner endomorphism of rank d(ρ)2 and ρ(M)′ ∩ M = C. Then ρ and σ are
approximately unitarily equivalent.
Proof. Put ρ1 := ρ and ρ2 := σ. We will check the condition (3) of Lemma 2.5.
Let z = z11 ⊗ e11 + z22 ⊗ e22 ∈ Z(Q). Take a family of partial isometry {vi}i∈I
in Mω such that viψ
ω = d(ρ1)
2ρ1ρ2(ψ
ω)vi for ψ ∈ M∗ and
∑
i viv
∗
i = 1. Set
wi := R
∗
ρ1
ρ1(vi) for i ∈ I. Then we have
∑
i wiw
∗
i = 1 and
wiρ1(ψ
ω) = d(ρ1)
2R
∗
ρ1
ρ1ρ1ρ2(ψ
ω)ρ1(vi) = ρ2(ψ
ω)wi for all i ∈ I.
Thus wi ⊗ e21 ∈ Q for i ∈ I. By fast reindexation of wi (see [46, Lemma 5.3]),
we may and do assume that τω(z11w
∗
iwi) = τ
ω(z11)τ
ω(w∗iwi). Note τ
ω(z11) and
τω(w∗iwi) are contained in ρ1(M)
′ ∩ M = C. Since wiz11 = z22wi, we have∑
i wiz11w
∗
i = z22. Thus
ρ2(ϕ
ω)(z22) =
∑
i
ρ2(ϕ
ω)(wiz11w
∗
i ) =
∑
i
ρ1(ϕ
ω)(z11w
∗
iwi)
=
∑
i
ρ1(ϕ)(τ
ω(z11)τ
ω(w∗iwi))
= ρ1(ϕ
ω)(z11)
∑
i
ρ1(ϕ
ω)(w∗iwi)
= ρ1(ϕ
ω)(z11)
∑
i
ρ2(ϕ
ω)(wiw
∗
i ) = ρ1(ϕ
ω)(z11).

Proposition 2.7. Let ρ, σ be an approximately inner endomorphism on M of
rank r > 0. Then ρ and σ are approximately unitarily equivalent.
Proof. Put ρ1 := ρ and ρ2 := σ. Let z = z11 ⊗ e11 + z22 ∈ Z(Q). We will
check the condition (3) of Lemma 2.5. We first take a family of partial isometries
{wi}
⌈r⌉
i=1 in M
ω such that w∗iwi = 1 for i < ⌈r⌉,
∑
i wiw
∗
i = 1 and wiψ
ω =
rρ2(ψ
ω)wi for all i and ψ ∈ M∗. We may and do assume that wi’s also satisfy
wiφρ1(z11) = ρ2(φρ1(z11))wi by fast reindexation of wi. We next take a family of
partial isometries {vi}
⌈r⌉
i=1 such that v
∗
i vi = 1 for i < ⌈r⌉,
∑
i viv
∗
i = 1, viψ
ω =
rρ1(ψ
ω)vi and vix = ρ1(x)vi for all i, ψ ∈M∗ and x ∈ {z22} ∪ {wj, w
∗
j}j .
Since wkv
∗
ℓ ⊗ e21 ∈ Q for all k, ℓ, we have wkv
∗
ℓ z11 = z22wkv
∗
ℓ . Then we have∑
k
wkv
∗
ℓ z11vℓw
∗
k =
∑
k
z22wkv
∗
ℓ vℓw
∗
k =
∑
k
z22v
∗
ℓρ1(wkw
∗
k)vℓ
= z22v
∗
ℓ vℓ = v
∗
ℓρ1(z22)vℓ.
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Hence∑
k
rρ1(ϕ
ω)(ρ1(w
∗
kwk)vℓv
∗
ℓ z11) =
∑
k
rρ1(ϕ
ω)(vℓw
∗
kwkv
∗
ℓ z11) =
∑
k
ϕω(w∗kwkv
∗
ℓ z11vℓ)
=
∑
k
rρ2(ϕ
ω)(wkv
∗
ℓ z11vℓw
∗
k) = rρ2(ϕ
ω)(v∗ℓρ1(z22)vℓ)
= r2ρ1ρ2(ϕ
ω)(vℓv
∗
ℓρ1(z22)).
Summing up the equality with ℓ, we have∑
k
ρ1(ϕ
ω)(ρ1(w
∗
kwk)z11) = rρ1ρ2(ϕ
ω)(ρ1(z22)) = rρ2(ϕ
ω)(z22).
The left-hand side equals∑
k
ϕω(w∗kwkφρ1(z11)) =
∑
k
ϕω(w∗kρ2(φρ1(z11))wk)
=
∑
k
rρ2(ϕ
ω)(wkw
∗
kρ2(φρ1(z11)))
= rρ2(ϕ
ω)(ρ2(φρ1(z11))) = rρ1(ϕ
ω)(z11).
Thus we have ρ1(ϕ
ω)(z11) = ρ2(ϕ
ω)(z22), and we are done. 
2.5. Amenability. We will recall the amenability of C in the sense of [16, 18, 44,
48, 50], but C is not necessarily finitely generated. There are plenty of equivalent
conditions of amenability. We will use the Følner type condition as follows. Let
σ be the measure on Irr(C ) with σ(X) := d(X)2 for X ∈ Irr(C ). For F ⊂ Irr(C )
we denote by |F|σ the measure σ(F), that is, |F|σ :=
∑
X∈F d(X)
2.
Let F ,K ⊂ Irr(C ) be finite subsets and δ > 0. We will say K is (F , δ)-invariant
when the inequality |(F ·K)△K|σ ≤ δ|K|σ holds, where △ denotes the symmetric
difference and F · K does the collection of all Z ∈ Irr(C ) such that Z ≺ X ⊗ Y
for some X ∈ F and Y ∈ K.
A rigid C∗-tensor category is said to be amenable if for any finite F ⊂ Irr(G)
and δ > 0, there exists an (F , δ)-invariant finite subset K ⊂ Irr(G). We set
pX(Y, Z) :=
d(Z)
d(X)d(Y )
NZX,Y for X, Y, Z ∈ Irr(C ).
Then pX(Y, Z) is regarded as the transition probability from Y to Z after multi-
plying X from the left. The following inequalities are shown in the proof of [18,
Theorem 4.6], but let us present a proof for readers’ convenience.
Lemma 2.8. Let K be an (F , δ)-invariant finite subset as above. Then the fol-
lowing inequality holds:∑
(X,Y,Z)∈F×K×Kc
d(X)2d(Y )2pX(Y, Z)
=
∑
(X,Y,Z)∈F×Kc×K
d(X)2d(Y )2pX(Y, Z) ≤ δ|F|σ|K|σ,
where Kc denotes the complement of K in Irr(C ).
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Proof. The equality immediately follows from the Frobenius reciprocity and the
change of the variables Y and Z. On the inequality, we have∑
(X,Y,Z)∈F×K×Kc
d(X)2d(Y )2pX(Y, Z) =
∑
X∈F
∑
Z∈F·K\K
∑
Y ∈K
d(X)2d(Y )2pX(Y, Z)
≤
∑
X∈F
∑
Z∈F·K\K
∑
Y ∈Irr(C )
d(X)2d(Y )2pX(Y, Z)
= |F|σ|(F · K) \ K|σ ≤ δ|F|σ|K|σ.

2.6. Actions and cocycle actions via endomorphisms. Readers are referred
to [24, 37] for (cocycle) actions of C∗-tensor categories on factors. In this sub-
section, C and M henceforth denote a rigid C∗-tensor category and a properly
infinite von Neumann algebra with not necessarily separable predual, respectively.
A cocycle action of C on M means a unitary tensor functor (α, c) from C into
the W∗-multitensor category End(M)0. Namely, for each X ∈ C , an endomor-
phism αX ∈ End(M)0 is assigned and for each pair X, Y ∈ C , we have a unitary
cX,Y ∈M such that for all X, Y, Z ∈ C ,
• α1 = idM , c1,X = 1 = cX,1.
• αX ◦ αY = Ad cX,Y ◦ αX⊗Y .
• cX,Y cX⊗Y,Z = αX(cY,Z)cX,Y⊗Z .
We call unitaries c = (cX,Y )X,Y a 2-cocycle. We also have α(T ) ∈ (αX , αY ) for
each morphism T in C (X, Y ) with X, Y ∈ C . We will simply write T α or [T ]α
for α(T ). The computation rules of intertwiners are summarized as follows:
[ST ]α = SαT α, (Sα)∗ = [S∗]α for X, Y, Z ∈ C , S ∈ C (Y, Z), T ∈ C (X, Y ).
The relationship between c and intertwiners is described as follows: for all
X, Y, U, V ∈ C , S ∈ C (U,X) and T ∈ C (V, Y ),
cX,Y [S ⊗ T ]
α = SααU(T
α)cU,V . (2.5)
We always assume 1αX = 1M for 1X ∈ C (X,X) with X ∈ C . Note that the map
C (X, Y ) ∋ T 7→ T α ∈M is necessarily norm-isometric.
If cX,Y = 1 for all X, Y ∈ C , then α is called an action of C on M .
Consider a family of unitaries v = (vX)X∈C in M . Then the perturbed cocycle
action (αv, cv) of a cocycle action (α, c) by unitaries v is defined as follows:
• αvX := Ad vX ◦ αX for X ∈ C .
• cvX,Y := vXαX(vY )cX,Y v
∗
X⊗Y for X, Y ∈ C .
• T α
v
:= vY T
αv∗X for X, Y ∈ C and T ∈ C (X, Y ).
For X ∈ C and x ∈ M , we put
φαX(x) := R
α∗
X c
∗
X,X
αX(x)cX,XR
α
X , (2.6)
which is independent of a choice of a conjugate object X and a standard solution
(RX , RX) of the conjugate equations. The map φ
α
X is a faithful normal unital
completely positive map on M satisfying the left inverse property of αX , that is,
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φαX ◦αX = idM . The conjugate equation (R
∗
X⊗1X)(1X⊗RX) = d(X)
−11X shows
φαX(cX,XR
α
XR
α∗
X c
∗
X,X
) = d(X)−2. Note that φαX⊗Y ◦Ad c
∗
X,Y = φ
α
Y ◦φ
α
X since a pair
of (1Y ⊗ RX ⊗ 1Y ) ◦ RY and (1X ⊗ RY ⊗ 1X) ◦ RX gives a standard solution of
the conjugate equations for X ⊗ Y and Y ⊗X as usual.
Recall PZX , the projection to the Z-component of X defined in Section 2.3.
Then we have φαX([P
Z
X ]
α) = d(Z)d(X)−1NZX . This implies
φαX⊗Y ([P
Z
X⊗Y ]
α) = pX(Y, Z) for all X, Y, Z ∈ Irr(C ). (2.7)
Let N ⊂ M be a von Neumann subalgebra that is not necessarily globally
α-invariant. The fixed point algebra Nα means the collection of all x ∈ N with
αX(x) = x for all X ∈ C . The following result is shown in [35, Lemma A.2], but
we will present a proof for readers’ convenience.
Lemma 2.9. Let X, Y, Z ∈ C . Suppose that X is the direct product of Y and Z
with isometries S ∈ C (Y,X) and T ∈ C (Z,X). Then
d(X)φαX(x) = d(Y )φ
α
Y (S
α∗xSα) + d(Z)φαZ(T
α∗xT α) for all x ∈M.
Proof. This is direct from d(X)1/2RX = d(Y )
1/2(S ⊗ S)RY + d(Z)
1/2(T ⊗ T )RZ ,
where S ∈ C (Y ,X) and T ∈ C (Z,X) are isometries with S S
∗
+ T T
∗
= 1X . 
It is not difficult to show the following result by using the previous result and
the irreducible decompositions of X and Y .
Lemma 2.10. One has d(X)φαX(xS
α) = d(Y )φαY (S
αx) for all X, Y ∈ C , S ∈
C (X, Y ) and x ∈M .
We set αX(ϕ) := ϕ ◦ φ
α
X for X ∈ C and ϕ ∈ M∗. Then for a, b ∈ M and
X, Y ∈ C , we have
αX(aϕb) = αX(a)αX(ϕ)αX(b), αX(αY (ϕ)) = cX,Y αX⊗Y (ϕ)c
∗
X,Y . (2.8)
The lemma above shows the following formula:
d(X)SααX(ϕ) = d(Y )αY (ϕ)S
α for all X, Y ∈ C , S ∈ C (X, Y ). (2.9)
In particular, we have
d(X)d(Y )αX⊗Y (ϕ) =
∑
Z∈Irr(C )
∑
S∈ONB(Z,X⊗Y )
d(Z)SααZ(ϕ)S
α∗.
For a finite K ⊂ Irr(C ), we will introduce the faithful normal unital completely
positive map IαK on M as follows:
IαK(x) :=
1
|K|σ
∑
Y ∈K
d(Y )2φα
Y
(x) for x ∈M.
This is thought of the average of αY (x)’s over Y ∈ K.
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Lemma 2.11. Let (α, c) be a cocycle action of C on M and K a finite subset
of Irr(C ). For any X ∈ C and x ∈ M commuting with all morphisms in C and
with unitaries cY,Z with Y, Z ∈ C , one has
φα
X
(IαK(x)) =
1
|K|σ
∑
(Y,Z)∈K×Irr(C )
d(Y )2pX(Y, Z)φ
α
Z
(x),
IαK(x) =
1
|K|σ
∑
(Y,Z)∈Irr(C )×K
d(Y )2pX(Y, Z)φ
α
Z
(x).
Proof. We compute d(Y )2φα
X
(φα
Y
(x)) for Y ∈ Irr(C ) as follows:
d(Y )2φα
X
(φα
Y
(x)) = d(Y )2φα
Y⊗X
(c∗
Y ,X
xcY ,X)
=
∑
Z∈Irr(C )
∑
S∈ONB(Z,Y⊗X)
d(Y )d(Z)
d(X)
φα
Z
(Sα∗xSα) by Lemma 2.9
=
∑
Z,S
d(Y )d(Z)
d(X)
φα
Z
(x) by xSα = Sαx
=
∑
Z
d(Y )2pX(Y, Z)φ
α
Z
(x).
The second equality is trivial since
∑
Y ∈Irr(C )N
Z
X,Y d(Y ) = d(X)d(Z). 
2.7. Freeness of cocycle actions. Let C and M be as in the previous subsec-
tion. We will introduce the freeness of a cocycle action of C on M .
Definition 2.12. A cocycle action (α, c) of C onM is said to be free if (αX , αY ) =
α(C (X, Y ))Z(M) for all X, Y ∈ C , where α(C (X, Y ))Z(M) denotes the linear
span of the elements T αz with T ∈ C (X, Y ) and z ∈ Z(M).
Lemma 2.13. Let (α, c) be a cocycle action of C on M . Then the following
statements are equivalent:
(1) (α, c) is free.
(2) (αX , α1) = {0} for all X ∈ Irr(C ) \ {0}, that is, there exists no non-zero
element a ∈M with ax = αX(x)a for all x ∈M .
Proof. (1) ⇒ (2). This implication is trivial.
(2) ⇒ (1). It suffices to show the equality in Definition 2.12 for X, Y being
simple objects. It is trivial the right-hand side is contained in the left-hand side.
Let a ∈ (αX , αY ). Then R
α∗
Y c
∗
Y,Y
acX,Y is an element of (αX⊗Y , α1). By considering
the irreducible decomposition of X ⊗ Y , we have (αX⊗Y , α1) = δX,YR
α∗
X Z(M)
from the assumption of (2). Take b ∈ Z(M) so that R
α∗
Y c
∗
Y,Y
acX,Y = δX,YR
α∗
X b.
Multiplying c∗
X,Y
αX(cY ,YR
α
Y ) to the both sides from the right, we have d(X)
−1a =
δX,YR
α∗
X c
∗
X,Y
αX(cY ,YRY )b. Hence a = 0 whenX 6= Y and a = b whenX = Y . 
Lemma 2.14. If a cocycle action (α, c) of C on M is free, then the following
statements hold:
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(1) For each X ∈ Irr(C ), the restriction of αX on Z(M) is an automorphism
which will be denoted by θαX henceforth.
(2) If X, Y, Z ∈ Irr(C ) satisfy Z ≺ X ⊗ Y , then θαX ◦ θ
α
Y = θ
α
Z .
Proof. (1). Let X ∈ Irr(C ). The freeness implies αX(M)
′ ∩M = Z(M). Hence
αX(Z(M)) ⊂ Z(M). Let x ∈ Z(M). We will show x ∈ αX(Z(M)). Set y :=
αX(x). Then y ∈ αX(Z(M)) ⊂ Z(M), and we have αX(y) ∈ Z(M). Hence
x = φα
X
(y) = R
α∗
X c
∗
X,X
αX(y)cX,XR
α
X = αX(y).
(2). Take an isometry S ∈ C (Z,X ⊗ Y ). For x ∈ Z(M), we have
SαθαZ(x) = S
ααZ(x) = αX⊗Y (x)S
α = c∗X,Y αX(αY (x))cX,Y S
α = θαX(θ
α
Y (x))S
α.
Multiplying Sα∗ to the above from the left, we are done. 
2.8. Centrally free cocycle actions. Let (α, c) be a cocycle action of C on M
with separable predual as before. Since each αX has a faithful normal left inverse,
we can define αωX ∈ End(M
ω) by putting αωX((xn)
ω) := (αX(xn))
ω for X ∈ C
and (xn)
ω ∈Mω (see [38, Lemma 3.2]). Then we have a cocycle action (αω, c) of
C on Mω. Note that we use the same 2-cocycle c and the same intertwiners T α
for morphisms T in C . Then the canonical left inverse of αωX is given by (φ
α
X)
ω.
We often simply write αX and φ
α
X for α
ω
X and (φ
α
X)
ω, respectively.
Since each αX is an endomorphism on M , αX(Mω) is not contained in Mω
in general though we always have φαX(Mω) ⊂ Mω. We will denote by αXMω
the von Neumann algebra generated by Mω and αX(Mω). Then it is clear that
αXMω ⊂ αX(M)
′∩Mω. Thus τω maps αXMω onto (αX , αX). The following result
will be frequently used in this paper.
Lemma 2.15. Let (α, c) be a cocycle action of C on a von Neumann algebra M .
Then the following statements hold:
(1) One has xαX(ψ
ω) = αX(ψ
ω)x for all x ∈ αXMω, ψ ∈M∗ and X ∈ C .
(2) If α is free, then τω maps αXMω onto Z(M) for all X ∈ Irr(C ).
(3) Suppose that (α, c) is free and a faithful state ϕ ∈ M∗ is θ
α-invariant on
Z(M). Then one has αY (ϕ
ω) = ϕω on αXMω for all Y ∈ Irr(C ). In
particular, ϕω is tracial on αXMω.
Proof. (1), (2). These statements are trivial. (3). By (2) and θα-invariance of ϕ,
we have αY (ϕ
ω) = ϕ ◦ θα
Y
◦ τω = ϕω on αXMω. The statement (1) implies the
tracial property of ϕω on αXMω. 
Definition 2.16. Let (α, c) be a cocycle action of a rigid C∗-tensor category C
on a von Neumann algebra M with separable predual. We will say that (α, c) is
• centrally free if αX is properly centrally non-trivial for each X ∈ Irr(C ) \
{1}, that is, there exists no non-zero element a ∈ M such that ax =
αX(x)a for all x ∈Mω;
• strongly free if αX is strongly outer for each X ∈ Irr(C ) \ {1}, that is, for
any countably generated von Neumann subalgebra Q ⊂ Mω, there exists
no non-zero element a ∈Mω such that ax = αX(x)a for all x ∈ Q
′ ∩Mω.
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Remark 2.17. A few remarks are in order.
(1) The strong freeness trivially implies the central freeness. It is known that
they are actually equivalent [38, Lemma 8.2]. It is trivial that the central
freeness implies the freeness.
(2) Let X ∈ Irr(C ) \ {1}. When M is a factor and (αX , αX) = C, the proper
central non-triviality of αX is equivalent to a much weaker condition of
the central non-triviality [38, Lemma 8.3], that is, αX 6= id on Mω.
(3) When Irr(C ) = {1}, we think any action of C is centrally free.
Lemma 2.18. Let (α, c) be a centrally free cocycle action of C on M . Then for
any X, Y ∈ C and any countably generated von Neumann subalgebra Q ⊂ Mω,
one has
{ a ∈Mω | aαX(x) = αY (x)a, x ∈ Q
′ ∩Mω } = α(C (X, Y ))αX((Q
′∩Mω)
′∩Mω).
Proof. It is trivial that the right-hand side is contained in the left. We will show
the converse inclusion. By the direct decompositions of X and Y , we may and
do assume X, Y ∈ Irr(C ). Suppose a ∈ Mω satisfies aαX(x) = αY (x)a for all
x ∈ Q′ ∩Mω. Then for x ∈ Q
′ ∩Mω,
c∗
X,Y
αX(a)cX,XR
α
Xx = αX⊗Y (x)c
∗
X,Y
αX(a)cX,XR
α
X .
Hence for any simple Z ≺ X ⊗ Y and any isometry T ∈ C (Z,X ⊗ Y ), we have
T α∗c∗
X,Y
αX(a)cX,XR
α
Xx = αZ(x)T
α∗c∗
X,Y
αX(a)cX,XR
α
X . By central freeness, we
have T α∗c∗
X,Y
αX(a)cX,XR
α
X = 0 if Z 6= 1. Hence if X 6= Y , then αX(a)cX,XR
α
X =
0. This implies a = 0. If X = Y , then we have
αX(a)cX,XR
α
XR
α∗
X c
∗
X,X
=
∑
Z∈Irr(C )
∑
T∈ONB(Z,X⊗X)
cX,XT
αT α∗c∗
X,X
αX(a)cX,XR
α
XR
α∗
X c
∗
X,X
= cX,XR
α
XR
α∗
X c
∗
X,X
αX(a)cX,XR
α
XR
α∗
X c
∗
X,X
= cX,XR
α
Xφ
α
X(a)R
α∗
X c
∗
X,X
= αX(αX(φ
α
X(a)))cX,XR
α
XR
α∗
X c
∗
X,X
.
Applying φα
X
in the both sides above, we have a = αX(φ
α
X(a)). Put b := φ
α
X(a).
Then bx = xb for all x ∈ Q′ ∩Mω, and we are done. 
2.9. Local quantization. In this subsection, C and M still denote a rigid C∗-
tensor category and a properly infinite von Neumann algebra with separable pre-
dual, respectively. We will prove a C∗-tensor category version of [38, Lemma 5.3]
which has been proved for approximately inner actions of discrete Kac algebras.
Lemma 2.19. Let (α, c) be a centrally free cocycle action of C on M . Let ϕ
be a faithful normal state on M such that ϕ is θα-invariant on Z(M). Then
for any countably generated von Neumann subalgebra Q ⊂ Mω, finite subset
F ⊂ Irr(C ) \ {1} and 0 < δ < 1, there exist n ∈ N and a partition of unity
{qr}
n
r=0 in Q
′ ∩Mω such that
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(1) |q0|ϕω < δ.
(2)
∑
X∈F |qrαX(qr)|ϕω < δ|qr|ϕω for all r = 1, . . . , n.
Proof. Let F = {X1, . . . , Xm}, where Xj 6= Xk if j 6= k. Set X := 1 ⊕ X1 ⊕
· · · ⊕ Xm with isometries Tk ∈ C (Xk, X). We put X0 := 1. We consider the
inclusion N := αX(Q
′ ∩ Mω) ⊂ M
ω. Then N is contained in the centralizer
of αX(ϕ
ω). Hence there exists an αX(ϕ
ω)-preserving conditional expectation E
from Mω onto N ∨ (N ′ ∩Mω). It follows from Lemma 2.18 that N ′ ∩Mω =
α(C (X,X))αX((Q
′ ∩Mω)
′ ∩Mω), and we have
N ∨ (N ′ ∩Mω) = α(C (X,X))αX
(
(Q′ ∩Mω) ∨ ((Q
′ ∩Mω)
′ ∩Mω)
)
.
In particular, α(C (X,X)) =
∑
k CT
α
k T
α∗
k is contained in the center of N ∨ (N
′ ∩
Mω). Thus E(T α0 T
α∗
k ) = 0 for k ≥ 1. Thanks to [52, Theorem A.1.2], for any
ε > 0, we can take a finite partition of unity {qr}r∈J in Q
′ ∩Mω such that
∥∥∥∥∥
∑
r∈J
αX(qr)T
α
0 T
α∗
k αX(qr)
∥∥∥∥∥
αX(ϕω)
< ε for all k ≥ 1.
Using αX(qr)T
α
0 T
α∗
k αX(qr) = T
α
0 qrαXk(qr)T
α∗
k , we obtain
∥∥∥∥∥
∑
r∈J
αX(qr)T
α
0 T
α∗
k αX(qr)
∥∥∥∥∥
2
αX(ϕω)
=
∑
r∈J
αX(ϕ
ω)(|αX(qr)T
α
0 T
α∗
k αX(qr)|
2)
=
∑
r∈J
αX(ϕ
ω)(T αk |qrαXk(qr)|
2T α∗k )
=
∑
r∈J
d(Xk)
d(X)
αXk(ϕ
ω)(T α∗k T
α
k |qrαXk(qr)|
2)
=
∑
r∈J
d(Xk)
d(X)
‖qrαXk(qr)‖
2
αXk (ϕ
ω),
where in the third equality, we have used (2.9). On the last term, note
that |qrαXk(qr)|
2 is contained in αXkMω. By Lemma 2.15, we obtain
‖qrαXk(qr)‖
2
αXk (ϕ
ω) = ‖qrαXk(qr)‖
2
ϕω . Thus we obtain
∑
r∈J
d(Xk)
d(X)
‖qrαXk(qr)‖
2
ϕω < ε
2 for all k ≥ 1,
and
∑
r∈J
m∑
k=1
d(Xk)
d(X)
‖qrαXk(qr)‖
2
ϕω < mε
2.
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Then we can prove this lemma in a similar way to [38, Lemma 5.2] by the following
inequality:
ϕω(|qrαXk(qr)|) = ϕ
ω(αXk(qr)|qrαXk(qr)|)
≤ ϕω(αXk(qr))
1/2ϕω(|qrαXk(qr)|
2)1/2
= ϕω(qr)
1/2ϕω(|qrαXk(qr)|
2)1/2.

We will prove the following lemma that is the key of our approach to a Rohlin
tower construction. It is informed by Y. Arano that he also has independently
obtained the similar estimate of the support projection.
Lemma 2.20. Let e ∈ Mω be a projection and X ∈ C . Let s(φ
α
X(e)) be the
support projection of φαX(e). Then for any state ϕ ∈M∗, one has ϕ
ω(s(φαX(e))) ≤
2d(X)2αX(ϕ
ω)(e).
Proof. Set the projection qX := cX,XR
α
XR
α∗
X c
∗
X,X
and the self-adjoint unitary
u := 2qX − 1 and p := αX(e) ∨ uαX(e)u
∗ in Mω. Then pqX = qXp. Since
cX,XR
α
X ∈ M and φ
α
X(e) ∈ Mω, we have
p⊥qXφ
α
X(e) = p
⊥cX,XR
α
Xφ
α
X(e)R
α∗
X c
∗
X,X
= p⊥qXαX(e)qX
= qXp
⊥αX(e)qX = 0.
This shows s(φαX(e)) ≤ 1− p
⊥qX , and s(φ
α
X(e))qX ≤ pqX ≤ p.
Set ψ := αX(αX(ϕ)) ∈ M∗. Note that ψ
ω commutes with αX(Mω) and u.
Hence, on the one hand, we have
ψω(p) = αX(αX(ϕ
ω))(p)
≤ αX(αX(ϕ
ω))(αX(e)) + αX(αX(ϕ
ω))(uαX(e)u
∗)
= 2αX(αX(ϕ
ω))(αX(e))
= 2αX(ϕ
ω)(e).
On the other hand, from (2.9) we have
ψω(s(φαX(e))qX) =
(
Rα∗X c
∗
X,X
αX(αX(ϕ
ω))
)
(s(φαX(e))cX,XR
α
X)
=
1
d(X)2
ϕω(Rα∗X c
∗
X,X
s(φαX(e))cX,XR
α
X)
=
1
d(X)2
ϕω(s(φαX(e))).
Hence we have
ϕω(s(φαX(e))) = d(X)
2ψω(s(φαX(e))qX) ≤ d(X)
2ψ(p)
≤ 2d(X)2αX(ϕ
ω)(e).

Lemma 2.21. Let (α, c), M , F , ϕ, Q and δ be as in Lemma 2.19. Then there
exist n ∈ N and a partition of unity {er}
n
r=0 in Q
′ ∩Mω such that
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(1) |e0|ϕω < δ.
(2) erαX(er) = 0 for all r = 1, . . . , n and X ∈ F .
Proof. Our proof is almost parallel to that of [38, Lemma 5.3]. We may and do
assume that Q is α-invariant, that is, αX(Q) ⊂ Q for all X ∈ C . We should
be careful here since we do not want to think of the cardinality of objects of C .
However, if we assume that Q contains M and αX(Q) for all X ∈ C0, then any
T α for morphisms T in C is realized in Q. Thus we see αX(Q) ⊂ Q for all X ∈ C .
The following claim is proved by using Lemma 2.19 in the same way as Step A
in the proof of [38, Lemma 5.3].
Claim 1. Let µ > 0 and 0 6= f ∈ Q′ ∩Mω a projection. Then there exists a non-
zero projection f ′ ∈ Q′ ∩Mω such that f
′ ≤ f and
∑
X∈F |f
′αX(f
′)|ϕω < µ|f
′|ϕω .
The following claim, which corresponds to Step B of the proof of [38, Lemma
5.3], is crucial.
Claim 2. Let µ > 0 and f ∈ Q′ ∩Mω a non-zero projection. Then there exists
a non-zero projection e ∈ Q′ ∩Mω such that
(1) e ≤ f .
(2)
∑
X∈F |eαX(e)|ϕω ≤ µ|e|ϕω .
(3) |e|ϕω ≥ (1 + 4|F|σ)
−1|f |ϕω .
Proof of Claim 2. In a similar way to the proof of [38, Lemma 5.3], we can show
a maximal projection e with the conditions (1) and (2) in this claim, which is
non-zero from Claim 1, satisfies the following equality:
e ∨
∨
X∈F
s(φαX(e)) ∨
∨
X∈F
s(φα
X
(e)) ∨ (1− f) = 1. (2.10)
Using the previous lemma and the tracial property of ϕω on Mω, we have
1 ≤ ϕω(e) +
∑
X∈F
ϕω(s(φαX(e))) +
∑
X∈F
ϕω(s(φα
X
(e))) + ϕω(f⊥)
≤ ϕω(e) +
∑
X∈F
2d(X)2αX(ϕ
ω)(e) +
∑
X∈F
2d(X)2αX(ϕ
ω)(e) + ϕω(f⊥)
=
(
1 + 4
∑
X∈F
d(X)2
)
ϕω(e) + ϕω(f⊥)
This proves Claim 2. 
The remaining part is proved in the same way as Step C and D in the proof of
[38, Lemma 5.3]. 
3. Rohlin property
In this section, we will formulate the Rohlin property for centrally free cocycle
actions of amenable rigid C∗-tensor categories.
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3.1. Construction of Rohlin towers. We begin with the following result (cf.
[38, Lemma 5.4]).
Lemma 3.1. Let (α, c) be a cocycle action of a rigid C∗-tensor category C on
a properly infinite von Neumann algebra N with not necessarily separable pre-
dual and K a finite subset of Irr(C ). Suppose that a projection e ∈ N satisfies
eαX(e) = 0 for all X ∈ (K·K)\{1} and moreover e commutes with all morphisms
in C and all unitaries cX,Y with X, Y ∈ C . Then the following statements hold:
(1) αX(e)αY (e) = 0 for X 6= Y ∈ K.
(2) d(X)2φα
X
(e) with X ∈ K are mutually orthogonal projections.
(3) For each X ∈ K, d(X)2φα
X
(e) is the minimum of projections f ∈ N such
that fαX(e) = αX(e), fcX,XR
α
X = cX,XR
α
Xf .
(4) For each X ∈ K, d(X)2αX(e)cX,XR
α
XR
α∗
X c
∗
X,X
αX(e) = αX(e).
Proof. (1). Since 1 6≺ X ⊗ Y , eαX⊗Y (e) = 0. This implies eαX(αY (e)) = 0. The
equality of (1) follows from
φαX(αX(e)αY (e)αX(e)) = eφ
α
X(αY (e))e = eR
α∗
X c
∗
X,X
αX(αY (e))cX,XR
α
Xe
= Rα∗X c
∗
X,X
eαX(αY (e))ecX,XR
α
X = 0.
(2). Applying φα
X
to the equality eαX(αX(e)) = cX,XR
α
XR
α∗
X c
∗
X,X
αX(αX(e)),
we have
φα
X
(e)αX(e) = d(X)
−2αX(e).
Note φα
X
(e) commutes with T α for all morphisms T ∈ C (Y, Z) with Y, Z ∈ C
and cY,Z for all Y, Z ∈ C . Indeed, we have αX(cY,Z) = cX,Y cX⊗Y,Zc
∗
X,Y⊗Z , and
φα
X
(e)cY,Z = φ
α
X
(eαX(cY,Z)) = φ
α
X
(αX(cY,Z)e) = cY,Zφ
α
X
(e).
Next for T ∈ C (Y, Z), we have αX(T
α) = cX,Z [1X ⊗ T ]
αc∗
X,Y
, and
φα
X
(e)T α = φα
X
(eαX(T
α)) = φα
X
(αX(T
α)e) = T αφα
X
(e).
Hence we have
φα
X
(e)2 = R
α∗
X c
∗
X,X
φα
X
(e)αX(e)cX,XR
α
X = d(X)
−2φα
X
(e).
This implies d(X)2φα
X
(e) is a projection. The orthogonality φα
X
(e)φα
Y
(e) = 0 for
X 6= Y ∈ K holds since eαX(φ
α
Y
(e)) = 0, which is proved as follows:
eαX(φ
α
Y
(e)) = eαX(R
α∗
Y c
∗
Y ,Y
)αX(αY (e))αX(cY ,YR
α
Y )
= αX(R
α∗
Y c
∗
Y ,Y
)eαX(αY (e))αX(cY ,YR
α
Y ) = 0.
(3). By the proof of (2), we know d(X)2φα
X
(e) ≥ αX(e) and d(X)
2φα
X
(e)
commutes with all morphisms in C and unitaries cY,Z for all Y, Z ∈ C . Suppose
a projection f ∈ Mω is given as in the statement of (3). Then αX(f)e = e.
Indeed, we have
φα
X
(αX(f
⊥)eαX(f
⊥)) = f⊥φα
X
(e)f⊥ = Rα∗
X
c∗
X,X
f⊥αX(e)f
⊥cX,XR
α
X
= 0.
Hence fφα
X
(e) = φα
X
(e).
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(4). We know from (2) that d(X)αX(e)cX,XR
α
X is a partial isometry, and
p := d(X)2αX(e)cX,XR
α
XR
α∗
X c
∗
X,X
αX(e) is a projection with p ≤ αX(e). Since
φαX(p) = d(X)
2eφαX(cX,XR
α
XR
α∗
X c
∗
X,X
)e = e, we have p = αX(e). 
We will prove that a centrally free action has the Rohlin property that is studied
in [36, 38, 40, 42, 46] assuming the action is probability measure preserving on
the center. Recall the notation θα introduced in Lemma 2.14.
Theorem 3.2. Let (α, c) be a centrally free cocycle action of an amenable rigid
C∗-tensor category C on a properly infinite von Neumann algebra M with sepa-
rable predual. Let ϕ be a faithful normal state on M such that ϕ is θα-invariant
on Z(M). Let 0 < δ < 1 and F ⊂ Irr(C ) a finite subset with F = F . Let K
be an (F , δ)-invariant finite subset of Irr(C ). Then for any countably generated
von Neumann subalgebra Q ⊂Mω, there exists a family of projections EX ∈M
ω
with X ∈ C satisfying the following conditions:
(1) (Naturality) EY T
α = T αEX for all X, Y ∈ C and T ∈ C (X, Y ).
(2) EX = 0 for all X ∈ Irr(C ) \ K.
(3) EX ∈ αX(Q)
′ ∩ αXMω for all X ∈ Irr(C ).
(4) (Splitting property) τω(EXx) = τ
ω(EX)τ
ω(x) for all X ∈ C and x ∈ Q.
(5) {d(X)2R
α∗
X c
∗
X,X
EXcX,XR
α
X}X∈K is a family of orthogonal projections in
Q′ ∩Mω.
(6) (Approximate partition of unity)∑
X∈K
ϕω(d(X)2R
α∗
X c
∗
X,X
EXcX,XR
α
X) ≥ 1− δ
1/2.
(7) (Approximate equivariance)∑
X∈F
∑
Y ∈Irr(C )
d(X)2d(Y )2|αX(EY )− cX,YEX⊗Y c
∗
X,Y |αX(αY (ϕω)) ≤ 6δ
1/2|F|σ.
(8) (Resonance property)
EXcX,XR
α
XEY =
δX,Y
d(X)
αX(cX,XR
α
X)EX
for all X, Y ∈ Irr(C ) and r ∈ Λ, where δX,Y denotes the Kronecker delta.
In what follows, we assume that Q contains M and αX(Q) ⊂ Q for all X ∈ C .
(Also see the proof of Lemma 2.21 on the problem of the cardinality of objects
in C .) We will call a family of projections E = (EX)X described in Theorem 3.2
a Rohlin tower along with K henceforth.
Remark 3.3. Remarks are in order.
(1) If x ∈ Q′ ∩ Mω, then τω(x) ∈ Z(M). This implies αX(ϕ
ω) = ϕω on
Q′ ∩Mω. Hence when an element x ∈ Q′ ∩Mω commutes with αX(ϕ
ω)
for some X ∈ Irr(C ), then for all y ∈ Q′ ∩Mω, we have
ϕω(xy) = αX(ϕ
ω)(xy) = αX(ϕ
ω)(yx) = ϕω(yx).
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(2) By Lemma 2.15 and Theorem 3.2 (3), we know that τω(EX) is in Z(M)
for all X ∈ K.
(3) From Theorem 3.2 (1) and (3), we see EX commutes with αX(Q) and
αX(ψ
ω) for all ψ ∈M∗ for all X ∈ C .
(4) It turns out from Theorem 3.2 (5) that {d(X)R
α∗
X c
∗
X,X
EX}X∈Irr(C ) are
partial isometries with orthogonal range projections. Each initial projec-
tion d(X)2EXcX,XR
α
XR
α∗
X c
∗
X,X
EX is supported by EX . Actually they are
equal. Indeed, we have
αX(ϕ
ω)(d(X)2EXcX,XR
α
XR
α∗
X c
∗
X,X
EX)
= d(X)2αX(ϕ
ω)(EXcX,XR
α
XR
α∗
X c
∗
X,X
)
= d(X)2αX(ϕ)(τ
ω(EX)cX,XR
α
XR
α∗
X c
∗
X,X
)
= d(X)2ϕ(θα
X
(τω(EX)) · φ
α
X(cX,XR
α
XR
α∗
X c
∗
X,X
))
= αX(ϕ
ω)(EX).
(5) The left-hand side of the inequality in Theorem 3.2 (7) is actually a finite
sum. Indeed, αX(EY )− EX⊗Y = 0 for Y /∈ K ∪ (F · K).
(6) Let ϕ1 ∈M∗ be a faithful state such that ϕ1 = ϕ on Z(M). Then the val-
ues stated in (6) and (7) do not change since τω(d(X)2R
α∗
X c
∗
X,X
EXcX,XR
α
X)
and φαY (φ
α
X(τ
ω(|αX(EY )− cX,YEX⊗Y c
∗
X,Y |))) are contained in Z(M).
(7) To prove Theorem 3.2, it is sufficient to treat only actions (α, 1). This is
because we can consider the action of the C∗-tensor category generated
by the range α(C ) in End(M)0. We, however, do not use such a trick
since it seems treating a 2-cocycle c is not so involving task and helps us
to understand the role of c in computation.
(8) In our preceding papers [38, 40, 42], the approximate innerness of actions
is crucially used for technical reasons, but this is removed in Theorem 3.2.
We will introduce the set J which is the collection of a family of projections
E := (EX)X∈C satisfying the conditions of Theorem 3.2 (1), (2), (3), (4), (5) and
(8). Trivially, E = (0)X is a member of J . We set the functions a, b from J into
R+ by
aE :=
1
|F|σ
∑
X∈F
∑
Y ∈Irr(C )
d(X)2d(Y )2|αX(EY )− cX,YEX⊗Y c
∗
X,Y |αX(αY (ϕω)),
bE :=
∑
X∈K
d(X)2ϕω(EX).
Note that bE = ϕ
ω(
∑
X d(X)
2R
α∗
X c
∗
X,X
EXcX,XR
α
X) since cX,XR
α
X ∈ M and
τω(EX) ∈ Z(M). This implies bE ≤ 1 from Theorem 3.2 (5).
Lemma 3.4. Let E ∈ J with bE < 1− δ
1/2. Then there exists E ′ ∈ J such that
• aE′ − aE ≤ 6δ
1/2(bE′ − bE).
• 0 < (δ1/2/2)
∑
X∈K d(X)
2ϕω(|E ′X − EX |) ≤ bE′ − bE.
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Proof. Our proof is similar to the proof of [46, Lemma 6.4]. Take δ1 > 0 so that
bE < (1 − δ1)(1 − δ
1/2). Let Q1 be the α-invariant von Neumann subalgebra of
Mω that is generated by Q and all αX(EY )’s for X, Y ∈ Irr(C ). Then Q1 actually
contains αX(EY ) for all X, Y ∈ C since T
α ∈M for all morphisms T in C and E
is natural. We let K1 := K ∪ (F · K). By Lemma 2.21, we can obtain a partition
of unity {er}
n
r=0 in Q
′
1 ∩ Mω which satisfies |e0|ϕω < δ1 and erαX(er) = 0 for
X ∈ K1 · K1 \ {1} and r ≥ 1. By using the fast reindexation [38, Lemma 3.10]
if necessary, we may and do assume that τω(xαX(er)) = τ
ω(x)τω(αX(er)) for all
x ∈ Q1, X ∈ Irr(C ) and r = 0, . . . , n. Note that this equality holds also for all
X ∈ C .
Claim 1. The inequality∑
X,Y ∈K
d(X)2d(Y )2ϕω(EXφ
α
Y
(er)) < (1− δ
1/2)|K|σϕ
ω(er)
holds for some r ≥ 1.
Proof of Claim 1. Suppose that the following inequalities hold for all r ≥ 1:∑
X,Y ∈K
d(X)2d(Y )2ϕω(EXφ
α
Y
(er)) ≥ (1− δ
1/2)|K|σϕ
ω(er).
Using
∑
r≥1 er = e
⊥
0 , we have
|K|σbE =
∑
X,Y ∈K
d(X)2d(Y )2ϕω(EX)
≥
∑
X,Y ∈K
d(X)2d(Y )2ϕω(EXφ
α
Y
(e⊥0 ))
≥ (1− δ1/2)|K|σϕ
ω(e⊥0 )
> (1− δ1/2)(1− δ1)|K|σ,
which contradicts to bE < (1− δ1)(1− δ
1/2). 
Take r ≥ 1 satisfying the previous claim. We write e := er. Then∑
X,Y ∈K
d(X)2d(Y )2ϕω(EXφ
α
Y
(e)) < (1− δ1/2)|K|σϕ
ω(e). (3.1)
Recall the averaging map IαK = |K|
−1
σ
∑
X∈K d(X)
2φα
X
introduced in Section
2.6. We set f := |K|σI
α
K(e) that is a projection in Q
′
1 ∩Mω from Lemma 3.1.
Since ϕ is θα-invariant on Z(M), we have ϕω(f) = |K|σϕ
ω(e). Hence (3.1) is
expressed as follows: ∑
X∈K
d(X)2ϕω(EXf) < (1− δ
1/2)ϕω(f). (3.2)
Recall the projection PKX ∈ C (X,X) defined in Section 2.3. Then we set a
projection E ′X as follows:
E ′X := EXf
⊥ + αX(e)[P
K
X ]
α for X ∈ C .
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Claim 2. E ′ := (E ′X)X is a member of J .
Proof of Claim 2. Using Lemma 3.1 and the equality EXf = fEX , we see that
E ′ satisfies Theorem 3.2 (1), (2), (3), (4) and (5). We will check E ′ satisfies the
resonance property of Theorem 3.2 (8). Since f ∈ Mω and f
⊥αX(e) = 0 for
X ∈ K, it suffices to prove that αX(e)cX,XR
α
XαY (e) =
δX,Y
d(X)
αX(e)αX(cX,XR
α
X) for
all X, Y ∈ Irr(C ). We have
αX(e)cX,XR
α
XαY (e) = αX(eαX(αY (e)))cX,XR
α
X
= δX,Y αX(eαX(αX(e)))cX,XR
α
X
= δX,Y αX(ecX,XR
α
XR
α∗
X c
∗
X,X
)cX,XR
α
X
= δX,Y αX(e)αX(cX,XR
α
XR
α∗
X )cX,X⊗Xc
∗
X⊗X,X
R
α
X
= δX,Y αX(e)αX(cX,XR
α
X)cX,1[1X ⊗ R
∗
X ]
α[RX ⊗ 1X ]
α
=
δX,Y
d(X)
αX(e)αX(cX,XR
α
X).

The difference of E and E ′ is estimated as follows:
bE′ =
∑
X∈K
d(X)2ϕω(EXf
⊥ + αX(e))
= bE −
∑
X∈K
d(X)2ϕω(EXf) + |K|σϕ
ω(e)
> bE − (1− δ
1/2)ϕω(f) + ϕω(f) by (3.2)
= bE + δ
1/2ϕω(f). (3.3)
Thus we have bE′ − bE > δ
1/2ϕω(f), and
∑
X∈K
d(X)2ϕω(|E ′X − EX |) =
∑
X∈K
d(X)2ϕω(| −EXf + αX(e)|)
≤
∑
X∈K
d(X)2ϕω(EXf) +
∑
X∈K
d(X)2ϕω(αX(e)),
where we have used the tracial property of ϕω on αXMω (see Lemma 2.15). Using
the splitting property, we have
τω(R
α∗
X c
∗
X,X
EXcX,XR
α
Xf) = τ
ω(R
α∗
X c
∗
X,X
EXcX,XR
α
X)τ
ω(f)
= τω(EX)τ
ω(f) = τω(EXf).
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Hence we have
∑
X∈K
d(X)2ϕω(|E ′X − EX |)
≤ ϕω(
∑
X∈K
d(X)2R
α∗
X c
∗
X,X
EXcX,XR
α
Xf) +
∑
X∈K
d(X)2ϕω(e)
≤ ϕω(f) + |K|σϕ
ω(e) by Theorem 3.2 (5)
= 2ϕω(f).
From this and (3.3), the second inequality of this lemma holds.
Next, we will show the first one. For X, Y ∈ Irr(C ), we have
αX(E
′
Y )− cX,YE
′
X⊗Y c
∗
X,Y
= αX(EY )αX(f
⊥) + αX(αY (e))αX([P
K
Y ]
α)
− cX,Y (EX⊗Y f
⊥ + αX⊗Y (e)[P
K
X⊗Y ]
α)c∗X,Y
= αX(EY )(αX(f
⊥)− f⊥) + (αX(EY )− cX,YEX⊗Y c
∗
X,Y )f
⊥
+ αX(αY (e))(αX([P
K
Y ]
α)− cX,Y [P
K
X⊗Y ]
αc∗X,Y ). (3.4)
Note αX(αY (ϕ
ω))(αX(EY )|αX(f)− f |) = ϕ
ω(αX(EY )|αX(f)− f |) since
τω(αX(EY )|αX(f)− f |) = τ
ω(αX(EY ))τ
ω(|αX(f)− f |)
= θαX(τ
ω(EY ))τ
ω(|αX(f)− f |) ∈ Z(M).
Also note that from (2.7) we have
φαY (φ
α
X(|αX([P
K
Y ]
α)− cX,Y [P
K
X⊗Y ]
αc∗X,Y |))
= 1K(Y )
∑
Z∈Kc
pX(Y, Z) + 1Kc(Y )
∑
Z∈K
pX(Y, Z).
Then by (3.4) we have
|αX(E
′
Y )− cX,YE
′
X⊗Y c
∗
X,Y |αX(αY (ϕω)) − |αX(EY )− cX,YEX⊗Y c
∗
X,Y |αX(αY (ϕω))
≤ ϕω(αX(EY )|αX(f)− f |)
+ ϕω(e)
(
1K(Y )
∑
Z∈Kc
pX(Y, Z) + 1Kc(Y )
∑
Z∈K
pX(Y, Z)
)
.
Hence by Lemma 2.8, we have
|F|σ(aE′ − aE) ≤ 2δ|F|σ|K|σϕ
ω(e)
+
∑
X∈F
∑
Y ∈Irr(C )
d(X)2d(Y )2ϕω(αX(EY )|αX(f)− f |).
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Using the splitting property as before, we know∑
Y ∈Irr(C )
d(Y )2ϕω(αX(EY )|αX(f)− f |)
= ϕω
(
αX
(∑
Y ∈K
d(Y )2Rα∗
Y
c∗
Y,Y
EY cY,YR
α
Y
)
|αX(f)− f |
)
≤ ϕω(|αX(f)− f |).
Thus
|F|σ(aE′ − aE) ≤ 2δ|F|σϕ
ω(f) +
∑
X∈F
d(X)2ϕω(|αX(f)− f |). (3.5)
Claim 3. The projection f commutes with αX(f) for all X ∈ F .
Proof of Claim 3. Recall that f =
∑
Y ∈K d(Y )
2φα
Y
(e) holds and d(Y )2φα
Y
(e) are
orthogonal projections for Y ∈ K1. It suffices to show that fαX⊗Y (e) = αX⊗Y (e)f
for all X ∈ F and Y ∈ K. This is equivalent to the equality fαZ(e) = αZ(e)f
for all Z ∈ F ·K. Let Y ∈ K. Then d(Y )2φα
Y
(e)αZ(e) equals 0 if Z 6= Y and does
αY (e) if Z = Y from Lemma 3.1. Hence we are done. 
By the previous claim, we have |αX(f)− f | = αX(f)f
⊥ + αX(f
⊥)f and
ϕω(|αX(f)− f |) = ϕ
ω(αX(f)f
⊥) + ϕω(αX(f
⊥)f)
= ϕω(fφαX(f
⊥)) + ϕω(f⊥φαX(f))
= ϕω(f − fφαX(f)) + ϕ
ω(φαX(f)− fφ
α
X(f))
= 2ϕω(f − fφαX(f))
≤ 2|f − φαX(f)|ϕω .
From (3.5), we obtain
|F|σ(aE′ − aE) ≤ 2δ|F|σ|f |ϕω + 2
∑
X∈F
d(X)2|f − φαX(f)|ϕω . (3.6)
Applying Lemma 2.8 and 2.11 to f = |K|σI
α
K(e), we obtain∑
X∈F
d(X)2|φαX(f)− f |ϕω ≤ 2δ|F|σ|K|σ|e|ϕω = 2δ|F|σ|f |ϕω ,
where we have also used the equality |φαZ(e)|ϕω = |e|ϕω for Z ∈ Irr(C ). Thus
from (3.3) and (3.6), we obtain
aE′ − aE ≤ 6δϕ
ω(f) ≤ 6δ1/2(bE′ − bE).

Proof of Theorem 3.2. Let I be the subset of J which consists of E = (EX)X
satisfying aE ≤ 6δ
1/2bE . We define the order on I by E ≤ E
′ if E = E or the
inequalities in Lemma 3.4 hold. Then this order is inductive as shown in [38,
Proof of Theorem 5.9] or [46, p.54]. Take a maximal element E = (EX)X in I.
Then we have bE ≥ 1− δ
1/2 by Lemma 3.4, and we are done. 
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3.2. A slight generalization of the Rohlin tower theorem to semiliftable
cocycle actions. Let (γ, cγ) be a cocycle action of C onMω. We will say (γ, cγ)
is semiliftable when for each X ∈ C , there exists a sequence of βnX ∈ End(M)0
with n ∈ N and βX ∈ End(M)0 such that β
n
X converges to βX in End(M)0
and γX(x) = (β
n
X(xn))
ω for x = (xn)
ω ∈ Mω. (See [38, Definition 3.4] or [46,
Chapter 5.2].) We can actually show Theorem 3.2 for centrally free semiliftable
cocycle actions. We, however, apply this version to a simple case of (γ, cγ) being
a unitary perturbation of a cocycle action (α, cα) on M in Section 5.1. Hence we
do not prove Theorem 3.2 in full generality. We will explain this more precisely
as follows.
Definition 3.5. Two cocycle actions (α, cα) and (β, cβ) of C on M are said to
be approximately unitarily equivalent when for each X ∈ C there exists a unitary
uX ∈M
ω such that uXαX(ψ
ω)u∗X = βX(ψ
ω) for all ψ ∈M∗.
Lemma 3.6. Let (α, cα) and (β, cβ) be approximately unitarily equivalent cocycle
actions. There exists a family of unitaries uX ∈ M
ω with X ∈ C such that the
following conditions hold:
• uXαX(ψ
ω)u∗X = βX(ψ
ω) for all X ∈ C and ψ ∈M∗.
• uY T
α = T βuX for all X ∈ C and T ∈ C (X, Y ).
Proof. By approximate unitary equivalence, we can take a unitary uX ∈ M
ω
with X ∈ Irr(C ) so that uXαX(ψ
ω)u∗X = βX(ψ
ω) for ψ ∈M∗. Next for a general
X ∈ C , we set uX :=
∑
Y ∈Irr(C )
∑
T∈ONB(Y,X) T
βuY T
α∗, and we are done. 
Assuming the central freeness of (α, cα) and the amenability of C , we will prove
in Lemma 5.1 that we can actually take uX ’s so that they satisfy the conditions
in the previous lemma and moreover perturb cα to cβ.
We will denote by (γ, cγ) the unitary perturbation of (α, cα) by u = (uX)X as
in Lemma 3.6. We know that γX(ψ
ω) = βX(ψ
ω) for all X ∈ C and ψ ∈ M∗,
which implies γX(x) = βX(x) for all x ∈M .
Lemma 3.7. Suppose that (α, cα) satisfies the assumption of Theorem 3.2. Then
the same statements of Theorem 3.2 hold for (γ, cγ) in place of (α, cα) except the
splitting condition (4).
Proof. We note that γ = θα on Z(M). Let us assume that a countably generated
von Neumann subalgebra Q ⊂ Mω contains all αX(uY ) with X, Y ∈ C0. Let
Eα = (EαX)X be a Rohlin tower as in Theorem 3.2 for F ,K, δ and Q there. We
set Eγ := (EγX)X defined by E
γ
X := uXE
α
Xu
∗
X for X ∈ C . Then the conditions
Theorem 3.2 (1), (2), (3) are trivial. On (5), we have the following for each
X ∈ Irr(C ):
d(X)2R
γ∗
X c
γ∗
X,X
EγXc
γ
X,X
R
γ
X = d(X)
2R
α∗
X u
∗
X⊗X
cγ∗
X,X
uXE
α
Xu
∗
Xc
γ
X,X
uX⊗XR
α
X
= d(X)2R
α∗
X αX(u
∗
X
)EαXαX(uX)R
α
X
= d(X)2R
α∗
X E
α
XR
α
X since uX ∈ Q.
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Thus (6) also holds. We will check (7) as follows: for X, Y ∈ Irr(C ),
γX(E
γ
Y )− c
γ
X,YE
γ
X⊗Y c
γ∗
X,Y
= uXαX(uY )αX(E
α
Y )αX(u
∗
Y )u
∗
X − c
γ
X,Y uX⊗YE
α
X⊗Y uX⊗Y c
γ∗
X,Y
= uXαX(uY )(αX(E
α
Y )− c
α
X,YE
α
X⊗Y c
α∗
X,Y )αX(u
∗
Y )u
∗
X ,
and
γX(γY (ϕ
ω)) = uXαX(uY )αX(αY (ϕ
ω))αX(u
∗
Y )u
∗
X .
Hence
|γX(E
γ
Y )− c
γ
X,YE
γ
X⊗Y c
γ∗
X,Y |γX(γY (ϕω)) = |αX(E
α
Y )− c
α
X,YE
α
X⊗Y c
α∗
X,Y |αX(αY (ϕω)).
On (8), we have the following: for X, Y ∈ Irr(C ),
EγXc
γ
X,X
R
γ
XE
γ
Y = uXE
α
XαX(uX)c
α
X,X
R
α
XuYE
α
Y u
∗
Y
= uXαX(uXαX(uY ))E
α
Xc
α
X,X
R
α
XE
α
Y u
∗
Y since αX(uY ) ∈ Q
= uXαX(uXαX(uY ))
δX,Y
d(X)
αX(c
α
X,X
RαX)E
α
Xu
∗
X
=
δX,Y
d(X)
γX(c
γ
X,X
RγX)E
γ
X .

In the following lemma, let us keep the notation (γ, cγ) as above.
Lemma 3.8. Suppose that (α, cα) satisfies the assumption of Theorem 3.2 and β
satisfies βX(M)
′ ∩M = Z(M) for all X ∈ Irr(C ). Let ψ ∈ M∗ be a faithful state
being α-invariant on Z(M). Let X, Y ∈ Irr(C ) and ∆X,Y ∈M
ω be a self-adjoint
element commuting with γX(γY (M∗)). Then for all y ∈M
ω, one has
|γX(ψ
ω)(y∆X,Y γX(c
γ
Y,Y
R
γ
Y ))| ≤ ‖y‖|∆X,Y |γX(γY (ψω)).
Proof. We will simply write c for cγ. Since |∆X,Y γX(cY,YR
γ
Y )| commutes with
γX(ψ
ω), we have
|γX(ψ
ω)(y∆X,Y γX(cY,YR
γ
Y ))| ≤ ‖y‖|∆X,Y γX(cY,YR
γ
Y )|γX(ψω).
Hence we will estimate the right-hand side. Let us consider the polar decomposi-
tion ∆X,Y γX(cY,YR
γ
Y ) = wX,Y |∆X,Y γX(cY,YR
γ
Y )|. Then the partial isometry wX,Y
satisfies
wX,Y γX(x) = γX(γY (γY (x)))wX,Y , wX,Y γX(ψ
ω) = γX(γY (γY (ψ
ω)))wX,Y
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for all x ∈M and ψ ∈Mω . Hence we have
|∆X,Y γX(cY,YR
γ
Y )|γX(ψω)
= γX(ψ
ω)(w∗X,Y∆X,Y γX(cY,YR
γ
Y ))
= γX(ψ
ω)(w∗X,Y∆X,Y γX(cY,YR
γ
YR
γ∗
Y c
∗
Y,Y
)γX(cY,YR
γ
Y ))
= d(Y )2γX(γY (γY (ψ
ω)))(γX(cY,YR
γ
Y )w
∗
X,Y∆X,Y γX(cY,YR
γ
YR
γ∗
Y c
∗
Y,Y
))
≤ d(Y )2γX(γY (γY (ψ
ω)))(γX(cY,YR
γ
Y )w
∗
X,Y |∆X,Y |wX,Y γX(R
γ∗
Y c
∗
Y,Y
))1/2
· γX(γY (γY (ψ
ω)))(γX(cY,YR
γ
YR
γ∗
Y c
∗
Y,Y
)|∆X,Y |γX(cY,YR
γ
YR
γ∗
Y c
∗
Y,Y
))1/2, (3.7)
where, in the last inequality, we have used the self-adjointness of ∆X,Y and the
Cauchy–Schwarz inequality. On the one hand, we have
γX(γY (γY (ψ
ω)))(γX(cY,YR
γ
Y )w
∗
X,Y |∆X,Y |wX,Y γX(R
γ∗
Y c
∗
Y,Y
))
= γX(γY (γY (ψ
ω)))
(
w∗X,Y γX(γY (γY (cY,YR
γ
Y )))|∆X,Y |γX(γY (γY (R
γ∗
Y c
∗
Y,Y
)))wX,Y
)
= γX(γY (γY (γY (γY (ψ
ω)))))
(
wX,Yw
∗
X,Y γX(γY (γY (cY,YR
γ
Y )))|∆X,Y |
· γX(γY (γY (R
γ∗
Y c
∗
Y,Y
))
)
≤ γX(γY (γY (γY (γY (ψ
ω)))))
(
γX(γY (γY (cY,YR
γ
Y )))|∆X,Y |γX(γY (γY (R
γ∗
Y c
∗
Y,Y
)))
)
=
1
d(Y )2
γX(γY (γY (ψ
ω)))(γX(γY (γY (R
γ∗
Y R
γ
Y )))|∆X,Y |)
=
1
d(Y )2
|∆X,Y |γX(γY (γY (ψω)))
=
1
d(Y )2
|∆X,Y |γX(γY (ψω)),
where in the last equality, we note that τω(φγY (φ
γ
X(|∆X,Y |))) is contained in M
′ ∩
M = Z(M) and ψ is θα-invariant. On the other hand, we have
γX(γY (γY (ψ
ω)))(γX(cY,YR
γ
YR
γ∗
Y c
∗
Y,Y
)|∆X,Y |γX(cY,YR
γ
YR
γ∗
Y c
∗
Y,Y
))
= γX(γY (γY (ψ
ω)))(γX(cY,YR
γ
YR
γ∗
Y c
∗
Y,Y
)|∆X,Y |)
=
1
d(Y )2
γX(ψ
ω)(γX(R
γ∗
Y c
∗
Y,Y
)|∆X,Y |γX(cY,YR
γ
Y ))
=
1
d(Y )2
ψω(R
γ∗
Y c
∗
Y,Y
φγX(|∆X,Y |)cY,YR
γ
Y )
=
1
d(Y )2
ψω(φγX(|∆X,Y |))
=
1
d(Y )2
|∆X,Y |γX(γY (ψω)),
where we have used the fact that τω(φγX(|∆X,Y |)) is contained in βY (M)
′ ∩M =
Z(M) since γ = β on M . Thus we obtain (3.7) ≤ |∆X,Y |γX(γY (ψω)). 
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3.3. Fixed point subalgebras of Mω. By averaging technique over a large
finite subset of Irr(C ), we can show the following result.
Theorem 3.9. Let M be a properly infinite von Neumann algebra with separable
predual such that Mω has the continuous part. Let α be a centrally free action of
an amenable rigid C∗-tensor category C on M such that M has a faithful normal
state being θα-invariant on Z(M). Then Mαω is not trivial. If, moreover, Mω is
of type II1, then so is M
α
ω .
Proof. If Irr(C ) = {1}, then the statement is trivial. Hence we assume C is non-
trivial. LetMd andMc be the atomic part and the diffuse part ofM , respectively.
When Md is non-trivial, then its central support projection is invariant under θ
α.
Hence we may and do assume that M is diffuse. We further decompose M as
M = M0⊕M1 so that M0 is a direct sum of full factors and M1 does not contain
a direct summand of a full factor. Since θα preserves M0 and M1, we may and do
assume that M = M1. Then Mω has a countably generated diffuse von Neumann
subalgebra Q. Let ϕ be a faithful normal state onM that is θα-invariant on Z(M).
Let 0 < δ < 1/4 and F = F a finite subset in Irr(C ). Take an (F , δ)-invariant
finite subset K in Irr(C ). Then we can obtain a Rohlin tower E = (EX)X along
with K as in Theorem 3.2 for F , δ,K and Q as defined above.
We set π(x) :=
∑
X∈K d(X)
2R
α∗
X αX(x)EXR
α
X for x ∈ Q. It turns out from
Theorem 3.2 and Remark 3.3 (4) that π is a (not necessarily unital) normal
∗-homomorphism from Q into Mω. Note that ϕ
ω(π(1)) = bE ≥ 1− δ
1/2.
Recall the following formula (2.4): for X,Z ∈ Irr(C ), we have
1Z ⊗ 1X =
∑
Y
∑
S
d(Y )2(1Z ⊗ 1X ⊗R
∗
Y )(1Z ⊗ S ⊗ 1Y )(RZ ⊗ 1Y )
· (R∗Z ⊗ 1Y )(1Z ⊗ S
∗ ⊗ 1Y )(1Z ⊗ 1X ⊗ RY ),
where the summation is taken for Y ∈ Irr(C ) and S ∈ ONB(Z,X ⊗ Y ). In M ,
we obtain
1 =
∑
Y
∑
S
d(Y )2αZ(αX(R
α∗
Y )S
α)RαZR
α∗
Z αZ(S
α∗αX(R
α
Y )).
Multiplying αZ and αZ(x)EZ with x ∈ Q to the both sides, we obtain
π(x) =
∑
Z∈Irr(C )
d(Z)2R
α∗
Z αZ(x)EZR
α
Z
=
∑
Y,Z
∑
S∈ONB(Z,X⊗Y )
d(Y )2d(Z)2R
α∗
Z αZ(x)EZ
· αZ⊗Z(αX(R
α∗
Y )S
α)αZ(RZR
∗
Z)αZ⊗Z(S
α∗αX(R
α
Y ))R
α
Z
=
∑
Y,Z,S
d(Y )2d(Z)2αX(R
α∗
Y )S
α · R
α∗
Z αZ(x)EZαZ(R
α
ZR
α∗
Z )R
α
Z · S
α∗αX(R
α
Y )
=
∑
Y,Z,S
d(Y )2d(Z)2αX(R
α∗
Y )S
α · R
α∗
Z αZ(R
α
Z)αZ(x)EZαZ(R
α∗
Z )R
α
ZS
α∗αX(R
α
Y )
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=
∑
Y,Z,S
d(Y )2αX(R
α∗
Y )S
ααZ(x)EZS
α∗αX(R
α
Y )
=
∑
Y
d(Y )2αX(R
α∗
Y )αX⊗Y (x)EX⊗Y αX(R
α
Y ),
where the summations are taken for Y, Z ∈ Irr(C ) and S ∈ ONB(Z,X ⊗ Y ).
Hence we have the following equality for all X ∈ C and x ∈ Q:
αX(π(x))− π(x) =
∑
Y ∈Irr(C )
d(Y )2αX(R
α∗
Y )αX⊗Y (x)(αX(EY )− EX⊗Y )αX(R
α
Y ).
By Lemma 3.8 applied to (γ, c) = (α, 1) and ∆X,Y = αX(EY )−EX⊗Y , we obtain∑
X∈F
d(X)2|αX(π(x))− π(x)|αX(ϕω) ≤ 6δ
1/2|F|σ‖x‖ for all x ∈ Q.
Let Fn, n ≥ 1 be a sequence of increasing finite subsets of Irr(C ) which cov-
ers Irr(C ). Set δn := 6
−2n−2|Fn|
−2
σ < 1/4. Then we can take a normal ∗-
homomorphism πn : Q→Mω, which is not necessarily unital, as in the preceding
discussion for each Fn and δn, that is,∑
X∈Fn
d(X)2|αX(πn(x))− πn(x)|αX(ϕω) ≤ 6δ
1/2
n |Fn|σ‖x‖ = ‖x‖/n for all x ∈ Q.
Let Q0 be a σ-weakly dense separable C
∗-subalgebra of Q. Let C be the
separable α-invariant C∗-subalgebra in ℓ∞(Mω) generated by (πn(x))n for all x ∈
Q0. Applying the index selection for C (see [38, Lemma 3.11] and [46, Lemma
5.5]), we obtain a C∗-homomorphism π : Q0 → Mω such that αX(π(x)) = π(x)
for all X ∈ Irr(C ). This equality actually holds for all X ∈ C since π(x) ∈ Mω.
Since ϕω(πn(1)) ≥ 1 − δ
1/2
n , we see π is unital. When Mω is of type II1, we
may and do assume that Q0 contains a 2-by-2 matrix units eij , i, j = 1, 2 with
e11 + e22 = 1. Thus π(eij) is non-zero for all i, j, and we see M
α
ω is of type II1.
We will check the non-triviality of π(Q0) in a general situation. We may assume
that Q0 has non-zero projections en, n ∈ N with ϕ
ω(πn(en)) = ϕ
ω(πn(1))/2 since
Q is diffuse. We let C1 be the C
∗-subalgebra generated by C and (πn(en))n in
ℓ∞(Mω). By index selection, we get a projection p ∈ M
α
ω with ϕ
ω(p) = 1/2. 
Remark 3.10. In the statement of Theorem 3.9, any assumption of α might
not be necessary when M is diffuse and amenable though it has not been solved
yet. Namely, let α be any action of an amenable rigid C∗-tensor category C on
a diffuse amenable von Neumann algebra M . Then is Mαω non-trivial? Readers
are referred to [34] for the related topics for amenable discrete group actions.
4. Discrete irreducible subfactors
In this section, we will study a discrete inclusion N ⊂ M with separable
preduals through a centrally free action of a C∗-tensor category. In particular,
we investigate the hereditary property of fullness from M to N .
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4.1. Discrete inclusions. We will quickly review the notion of a discrete inclu-
sion. We freely use the notations and the terminology introduced in [23] and [57,
Section 2]. Let N ⊂M be an inclusion of factors with N ′∩M = C and a faithful
normal conditional expectation E from M onto N . The inclusion N ⊂M is said
to be discrete if the dual operator valued weight Ê from M1 to M is semifinite
on N ′∩M1. Then N
′∩M1 is the direct sum of matrix algebras Aξ as follows [23,
Proposition 2.8]:
N ′ ∩M1 ∼=
⊕
ξ∈Ξ
Aξ,
where Aξ is a type Inξ factor with nξ ∈ N.
Suppose N is an infinite factor. For each ξ ∈ Ξ, we take a minimal projection
eξ ∈ Aξ. Let ρξ be an irreducible endomorphism on N that is associated to the
irreducible N -N -bimodule NeξL
2(M)N .
Let Hξ be the subspace of M defined as follows:
Hξ := {V ∈M | V x = ρξ(x)V for all x ∈ N}.
Then Hξ is a Hilbert space inM of dimension nξ. By [23, Theorem 3.3], we know
that Aξ = H
∗
ξeNHξ, where eN denotes the Jones projection of N ⊂M .
We now let C be the rigid C∗-tensor category that is the full subcategory
generated by all ρξ’s in End(N)0. Thus Ξ is a subset of Irr(C ). Let us regard
the fully faithful embedding ρ from C into End(N)0 as an action of C on N .
Theorem 4.1. Let N ⊂ M be a discrete inclusion of factors with separable
preduals such that C is amenable and the action of C on N is centrally free. If
M is a full factor, then N actually equals M .
Proof. If Nω were non-trivial, it would follow from Theorem 3.9 that N
ρ
ω were
non-trivial. Since M is the σ-weak closure of the linear span of NHξ, ξ ∈ Ξ, we
see Nρω ⊂Mω. This is a contradiction. Hence N is a full factor. From the central
freeness of the action C , it turns out that C is trivial, that is, N = M . 
It has been not clear yet if a similar result to the above also holds when the
action of C is only assumed to be free. Let us consider this situation for a while.
Let Ξ0 be the subset of Ξ which consists of all centrally trivial ρξ’s. We set
the intermediate subfactor Mcnt of N ⊂ M that is σ-weakly spanned by N and
NHξ, ξ ∈ Ξ0. Thanks to [23, Lemma 3.8], we have a faithful normal conditional
expectation from M onto Mcnt. Let us call Mcnt the centrally trivial part of the
discrete inclusion N ⊂ M .
Proposition 4.2. Suppose the inclusion Mcnt ⊂ M is discrete. Let {σλ}λ∈Λ be
the system of the irreducible endomorphisms on Mcnt associated with the Mcnt-
Mcnt-subbimodules of L
2(M). Then each σλ is centrally non-trivial if σλ 6= id.
Proof. Put L := Mcnt. Note that N
′
ω ∩M = L. The inclusion L ⊂ N
′
ω ∩M is
trivial since each ρξ, ξ ∈ Ξ0, is centrally trivial. We will show the converse. Take
x ∈ N ′ω ∩M . Suppose for some ξ ∈ Ξ, we have E
M
N (xH
∗
ξ) 6= {0}. Take V ∈ Hξ
so that a := EMN (xV
∗) 6= 0. Then for any y ∈ Nω, we have ya = aρξ(y). This
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implies ρξ is centrally trivial (see Remark 2.17), and ξ ∈ Ξ0. Hence x ∈ L. The
equality N ′ω ∩M = L implies L
′
ω ∩M = L.
Let Kλ be the Hilbert space inM which implements σλ. If σλ is centrally trivial
for some λ, then Kλ ⊂ L
′
ω ∩M = L. Thus σλ must be the identity map. 
Assume thatMcnt ⊂M is a discrete inclusion. The action of D , the associated
rigid C∗-tensor category ofMcnt ⊂M , is not necessarily centrally free. Assuming
its amenability and central freeness, which would be possibly superfluous, we
immediately obtain the following result from Theorem 4.1 and Proposition 4.2.
Corollary 4.3. Let M be a full factor with separable predual and N ⊂Mcnt ⊂M
as above. If the inclusion Mcnt ⊂M is discrete and the associated rigid C
∗-tensor
category D is amenable and gives a centrally free action onMcnt, then D is trivial,
that is, Irr(D) = {1}. In particular, Mcnt = M and N is also a full factor.
4.2. Minimal actions. For general theory of (locally) compact quantum groups,
readers are referred to [29, 44, 57, 61]. Let G be a compact quantum group with
von Neumann algebra L∞(G) and its coproduct δ : L∞(G) → L∞(G) ⊗ L∞(G).
An action of G on a von Neumann algebra M means a unital faithful normal ∗-
homomorphism α : M → M⊗L∞(G) such that (α⊗ id)◦α = (id⊗δ)◦α. (Let us
denote by α an action of G for a moment.) An action is said to be faithful when
{ (φ⊗ id)(α(M)) | φ ∈M∗ } generates the whole von Neumann algebra L
∞(G).
We will say α is minimal if α is faithful and (Mα)′ ∩M = C. It is known that α
is minimal if and only if M ′ ∩ (M ⋊α G) = C.
It is known that if α is minimal, then the inclusion N := Mα ⊂ M is discrete
(see [23, 57]). We assume N is infinite. Each irreducible endomorphism of N
associated with this inclusion corresponds to the dual action α̂U : M ⋊α G →
(M ⋊α G)⊗ L
∞(Ĝ), where U denotes an irreducible unitary representation of G
and Ĝ the dual discrete quantum group. By Irr(G), we denote a complete set of
irreducible unitary representations of G. We suppose Irr(G) is at most countable.
Let C be the C∗-tensor category associated with N ⊂ M as before. Then the
central freeness of the action of C on N is equivalent to that of the action α̂ of
the discrete quantum group Ĝ in the sense of [38, Section 8]. Let us give a brief
proof for readers’ convenience as follows.
Let α be a minimal action of G on a factor M as before. We suppose that Mα
is infinite. Then α is dual, that is, there exist an action β : Mα → Mα ⊗ L∞(Ĝ)
and an isomorphism Ψ: Mα ⋊β Ĝ→M such that Ψ(πβ(x)) = x for x ∈M
α and
(Ψ ⊗ id) ◦ β̂ = α ◦ Ψ, where β denotes the dual action of G on Mα ⋊β Ĝ. By
duality theory, we know that α̂ is cocycle conjugate to β.
Note the crossed product Mα⋊β Ĝ is generated by the canonical copy πβ(M
α)
ofMα and C⊗L∞(G). We set λαU := 1⊗wU ∈ (M
α⋊β Ĝ)⊗B(HU ) for U ∈ Irr(G),
where wU ∈ C(G)⊗B(HU) be an irreducible unitary representation of G. Then
we have the covariance relation λβU(πβ(x)⊗ 1) = (πβ ⊗ id)(β(x))λ
β
U .
Let {νUk }k∈IU be a system of isometries in M
α with
∑
k ν
U
k (ν
U
k )
∗ = 1. We
set V Uj :=
∑
k πβ(ν
U
k )(λ
β
U)kj for j ∈ IU . Then V
U
j ’s are isometries such that
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∑
j V
U
j (V
U
j )
∗ = 1 and β̂(V Uj ) =
∑
k V
U
k ⊗ (wU)kj. Hence the endomorphism ρU
on Mα associated with Mα ⊂ M is given by ρU(x) =
∑
j Ψ(V
U
j )xΨ(V
U
j )
∗ for
x ∈Mα. Then for x ∈Mα, we have∑
j
V Uj πβ(x)(V
U
j )
∗ =
∑
j,k
πβ(ν
U
k )(λ
β
U)kjπβ(x)(V
U
j )
∗
=
∑
j,k,ℓ
πβ(ν
U
k )πβ(βU(x)kℓ)(λ
β
U)ℓj(V
U
j )
∗
=
∑
k,ℓ
πβ(ν
U
k βU(x)kℓν
U
ℓ )
∗.
Hence we obtain ρU(x) =
∑
k,ℓ ν
U
k βU(x)kℓ(ν
U
ℓ )
∗ for x ∈ Mα. This means ρU =
πU ◦ βU , where πU is the isomorphism from M
α ⊗ B(HU) onto M
α satisfying
πU(x ⊗ ekℓ) = ν
U
k x(ν
U
ℓ )
∗ for x ∈ Mα. Hence α̂ is centrally free if and only if ρ
gives a centrally free action.
We recall the coamenability of a compact quantum group G. See [2, 3, 4, 44, 56]
for many equivalent conditions. We will say that G is coamenable when the
reduced C∗-algebra C(G) has the norm bounded counit. This is equivalent to
the amenability of Gˆ, that is, the existence of a left invariant mean. Note the
amenability of the representation category of G implies G is of Kac type.
Theorem 4.4. Let G be a coamenable compact quantum group of Kac type and α
a minimal action on a full factorM with separable predual such that αˆ is centrally
free. Then G is actually trivial.
Proof. The assumption that G is coamenable and of Kac type implies the
amenability of its representation category (see [44, Chapter 2.7] for example).
It follows from Theorem 4.1 that Mα =M , which implies G = {1}. 
Let us restate the same result in terms of the dual discrete quantum group
of Kac type. Note that existence of a centrally free action of a non-trivial dis-
crete quantum group on a von Neumann algebra M implies that Mω is not one-
dimensional, that is, M is not a full factor.
Theorem 4.5. Let α be an action of a non-trivial amenable discrete quantum
group Ĝ of Kac type on a factor M with separable predual. If α is centrally free,
then the crossed product M ⋊α Ĝ is never full.
Although we have not succeeded in removing the central freeness from the
assumptions of the results stated above, we can for compact groups as discussed
below. Some parts of the proof of the following lemma holds for a more general
Ĝ, but we only treat G being a compact group.
Let us fix our notation. Put L∞(Ĝ) := R(G), the group von Neumann algebra
associated with the right regular representation ρ(s), s ∈ G as usual. The co-
product ∆: L∞(Ĝ) → L∞(Ĝ)⊗ L∞(Ĝ) is defined so that ∆(ρ(s)) = ρ(s)⊗ ρ(s)
for s ∈ G. Let α be an action of Ĝ on a von Neumann algebra M . Namely, α
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is a unital faithful normal ∗-homomorphism from M into M ⊗ L∞(Ĝ) such that
(α⊗ id) ◦ α = (id⊗∆) ◦ α.
Let Irr(G) be a complete set of irreducible unitary representations of G. For
each U ∈ Irr(G), we fix the corresponding unitary representation wU : G →
B(HU). Regard wU as an element of L
∞(G)⊗B(HU). From Peter–Weyl theory,
L∞(Ĝ) is isomorphic to the direct sum of B(HU) for U ∈ Irr(G). We denote by
αU the composition of α and the projection map M ⊗ L
∞(Ĝ) onto M ⊗B(HU).
The crossed product von Neumann algebraM⋊α Ĝ is the von Neumann subal-
gebra ofM ⊗B(L2(G)) that is generated by πα(x) := α(x) ∈M⊗L
∞(Ĝ) for x ∈
M and C⊗L∞(G). Set λαU := 1M⊗wU that is an operator in (M⋊α Ĝ)⊗L
∞(Ĝ).
Then we have the covariance relation λαU(πα(x)⊗ 1U) = (πα⊗ idU)(αU(x))λ
α
U for
U ∈ Irr(G) and x ∈ M . The dual action α̂ of G on M ⋊α G has the following
properties: for s ∈ G, x ∈M and U ∈ Irr(G),
α̂s(πα(x)) = πα(x), (α̂s ⊗ id)(λ
α
U) = λ
α
U(1⊗ wU(s)).
Lemma 4.6. Let G be a compact group and α a free action of Ĝ on a von
Neumann algebra M . Suppose that the associated action θα of Ĝ on Z(M) is
strongly ergodic and Z(M) 6= C. Then there exist a central element s ∈ G \ {e}
and a unitary u ∈ Z(M) such that α̂s = Ad πα(u) on M ⋊α Ĝ.
Proof. Let θα : Irr(G) → Aut(Z(M)) be the associated map with α, that is,
αU(x) = θ
α
U(x)⊗ 1U for all U ∈ Irr(G) and x ∈ Z(M) (see [38, Lemma 2.9]). Let
us introduce the equivalence relation on Irr(G) such that U ∼ V if and only if
θαU = θ
α
V . Then the quotient set Γ := Irr(G)/∼ is naturally identified with the
subgroup {θαU | U ∈ Irr(G)} in Aut(Z(M)) that is abelian because the fusion
rule of G is commutative. Hence we regard Γ as a discrete abelian group. Let us
denote the equivalence class of U ∈ Irr(G) by [U ] ∈ Γ.
The strong ergodicity implies Z(M) is discrete (see [26, Theorem 4.75] and [54,
Theorem 2.4]). Hence we can find a subgroup Γ1 of Γ such that Γ1 6= Γ and θ
α
is equivariantly isomorphic to the left transformation on ℓ∞(Γ/Γ1).
Let χ be an arbitrary non-zero element in the Pontryagin dual of Γ/Γ1. Let
uχ be the corresponding unitary in Z(M). Through the above equivariant iden-
tification, we obtain θαU(uχ) = 〈χ, [U ] + Γ1〉uχ for U ∈ Irr(G). Hence we have
(Ad πα(uχ)⊗ id)(λ
α
U) = 〈χ, [U ] + Γ1〉λ
α
U .
The assignment Irr(G) ∋ U 7→ 〈χ, [U ] + Γ1〉1U ∈ B(HU) defines a group-like
element in L∞(Ĝ), and we get a central element sχ ∈ G such that wU(sχ) =
〈χ, [U ]+Γ1〉1U for all U ∈ Irr(G) and t ∈ G. Then we have α̂sχ = Ad πα(uχ). 
We will prove the enhanced version of Theorem 4.5 for a compact group.
Theorem 4.7. Let G be a compact group and α a free action of Ĝ on a von
Neumann algebra M with separable predual. Suppose that the crossed product
M ⋊α Ĝ is a full factor and the dual action α̂ of G is pointwise outer. Then M
is a full factor.
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Proof. By considering M ⊗ B(ℓ2) if necessary, we may and do assume that M
is properly infinite. When G is a trivial group, we have nothing to prove. We
assume that G is non-trivial.
The fullness of M ⋊α Ĝ implies the strong ergodicity of α on Z(M), and the
factoriality of M follows from the previous lemma and the pointwise outerness of
α̂. Let Λα be the collection of U ∈ Irr(G) such that αU is centrally trivial. Let
Kα be the collection of s ∈ G such that wU(s) = 1U for all U ∈ Λα. Then Kα is a
closed normal subgroup of G such that C(G/Kα) is equivariantly identified with
the C∗-subalgebra generated by the matrix elements of {wU}U∈Λα inside C(G).
Set N :=M ⋊α Ĝ. Then we obtain the inclusions M ⊂ N
Kα ⊂ N , where NKα
denotes the Kα-fixed point subalgebra of N by the restriction of α̂.
Note that α̂ is a minimal action of G, and the inclusion R := NKα ⊂ N is
given by the minimal action α̂ ↾Kα on N . Then R is generated by M and the
matrix elements of λαU for U ∈ Λα, which means that R is the centrally trivial
part of M ⊂ N .
Let {σj}j be the system of the irreducible endomorphisms on R that is asso-
ciated with R ⊂ N . It turns out from Proposition 4.2 that each non-identity
σj is centrally non-trivial. Furthermore, the rigid C
∗-tensor category associated
with the inclusion R ⊂ N is nothing but the representation category of Kα, and
each simple object is of the form σj for some j. Therefore, the action of the
representation category of Kα on R is centrally free. Since any compact group
is coamenable, the representation category is amenable. Hence it follows from
Corollary 4.3 that M is a full factor. 
The following result is a kind of a generalization of [59, Proposition 4] to a
non-commutative compact group.
Theorem 4.8. Let α be a minimal action of a compact group G on a full factor
M with separable predual. Then the both factors M ⋊α G and M
α are full.
Proof. We put N := M ⋊α G. Applying the previous result to the dual action α̂
on N , we see that N is a full factor from the duality N ⋊α̂ Ĝ ∼= M ⊗ B(L
2(G)).
Since Mα is a corner von Neumann subalgebra of N , Mα is also full. 
It is not known if we can replace the minimality with the pointwise outerness
as in the following problem asked by Marrakchi:
Problem 4.9. Let α be an action of a locally compact group G on a full factor
M . Then is M ⋊α G a full factor if G is homeomorphic to the quotient image of
α(G) in Out(M)?
It is not even known whether the pointwise outerness would imply the mini-
mality for a compact group in the problem above.
5. Classification of centrally free cocycle actions of amenable
rigid C∗-tensor categories
In this section, we will apply the Rohlin tower construction (Theorem 3.2) to
classification of cocycle actions of amenable rigid C∗-tensor categories.
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5.1. Approximation of cocycle actions by cocycle perturbations in Mω.
We will state our main result of this subsection as follows.
Lemma 5.1. Let (α, cα) and (β, cβ) be centrally free cocycle action of an
amenable rigid C∗-tensor category C on a properly infinite von Neumann algebra
M with separable predual. Suppose that αX and βX are approximately unitarily
equivalent for all X ∈ C and there exists a θα-invariant faithful normal state on
Z(M). Then one can take unitaries νX in M
ω with X ∈ C so that the following
equalities hold for all X, Y ∈ C :
• νXαX(ψ
ω)ν∗X = βX(ψ
ω) for all ψ ∈M∗.
• νXαX(νY )c
α
X,Y ν
∗
X⊗Y = c
β
X,Y .
• νY T
α = T βνX for all T ∈ C (X, Y ).
Let (α, cα) and (β, cβ) be actions of C on a von Neumann algebra M as in the
statement of the previous theorem. Note by approximate unitary equivalence, we
have θα = θβ on Z(M). We recall the contents of Section 3.2. By Lemma 3.6,
we can take a unitary uX ∈M
ω for each X ∈ C such that
• uXαX(ψ
ω)u∗X = βX(ψ
ω) for all X ∈ C and ψ ∈M∗.
• uY T
α = T βuX for all X, Y ∈ C and T ∈ C (X, Y ).
We set γX := Ad uX ◦ αX and cX,Y := uXαX(uY )c
α
X,Y u
∗
X⊗Y for X, Y ∈ C .
Then (γ, c) is a semiliftable centrally free cocycle action of C on Mω with T γ :=
uY T
αu∗X = T
β for all X, Y ∈ C and T ∈ C (X, Y ). Note that γX(ψ
ω) = βX(ψ
ω)
and γX(x) = βX(x) for all ψ ∈ M∗ and x ∈ M . We will denote by dX,Y the
2-cocycle cβX,Y for simplicity. By definition, we also have
dX,Y c
∗
X,Y γX(γY (ψ
ω)) = βX(βY (ψ
ω))dX,Y c
∗
X,Y , (5.1)
dX,Y c
∗
X,Y γX(T
γ) = βX(T
β)dX,Zc
∗
X,Z . (5.2)
for all X, Y, Z ∈ C , T ∈ C (Z, Y ) and ψ ∈M∗, where we actually have γX(T
γ) =
βX(T
β) and γX(γY (ψ
ω)) = βX(βY (ψ
ω)).
Let F = F be a finite subset of Irr(C ) and δ > 0. Let K be an (F , δ)-invariant
finite subset of Irr(C ). Let Q be a γ-invariant countably generated von Neumann
subalgebra of Mω such that Q contains M and cX,Y for all X, Y ∈ C0. Actually
Q contains cX,Y for all X, Y ∈ C . This follows from (2.5) and the fact that any
T γ = T β is an element inM for all morphisms T in C . Let ϕ be a faithful normal
state on M such that ϕ is α-invariant on Z(M).
Let E := (EγY )Y be a Rohlin tower along with K with respect to (γ, c),F , δ,K
and Q as in Theorem 3.2 and Lemma 3.7. We set the following element in Mω :
vX :=
∑
Y ∈Irr(C )
d(Y )2R
γ∗
Y c
∗
Y,Y
γY (dY ,Xc
∗
Y ,X
)EγY cY,YR
γ
Y + p for X ∈ C , (5.3)
where p := 1 −
∑
Y ∈K d(Y )
2R
γ∗
Y c
∗
Y,Y
EγY cY,YR
γ
Y that is a projection in Q
′ ∩Mω.
We should note each vX is a unitary which follows from Remark 3.3 (4) and
the fact that all cX,Y ’s are contained in Q. Note here that E
γ
Y commutes with
γY (dY ,Xc
∗
Y ,X
). We set the partial isometry v0X := vX − p. We will simply write
E := Eγ . Let us keep our notation introduced above throughout this subsection.
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Lemma 5.2. The following equalities hold:
(1) vXγX(ψ
ω) = γX(ψ
ω)vX for all X ∈ C and ψ ∈M∗.
(2) vY T
γ = T βvX for all X, Y ∈ C and T ∈ C (X, Y ).
Proof. (1). Since p ∈ Mω, p commutes with γX(ψ
ω) = βωX(ψ
ω) = (βX(ψ))
ω.
Hence it suffices to show v0X commutes with γX(ψ
ω) for all X ∈ C . We have
v0XγX(ψ
ω)
=
∑
Y ∈Irr(C )
d(Y )2R
γ∗
Y c
∗
Y,Y
γY (dY ,Xc
∗
Y ,X
)EY cY,YR
γ
Y γX(ψ
ω)
=
∑
Y ∈Irr(C )
d(Y )4R
γ∗
Y c
∗
Y,Y
γY (dY ,Xc
∗
Y ,X
)EY γY (γY (γX(ψ
ω)))cY,YR
γ
Y
=
∑
Y ∈Irr(C )
d(Y )4R
γ∗
Y c
∗
Y,Y
γY (dY ,Xc
∗
Y ,X
γY (γX(ψ
ω)))EY cY,YR
γ
Y
=
∑
Y ∈Irr(C )
d(Y )4R
γ∗
Y c
∗
Y,Y
γY (γY (γX(ψ
ω))dY ,Xc
∗
Y ,X
)EY cY,YR
γ
Y by (5.1)
= γX(ψ
ω)v0X .
(2). Note p commutes with T γ = T β ∈M . We have
v0Y T
γ =
∑
Z∈Irr(C )
d(Z)2R
γ∗
Z c
∗
Z,Z
γZ(dZ,Y c
∗
Z,Y
)EZγZ(γZ(T
γ))cZ,ZR
γ
Z
=
∑
Z∈Irr(C )
d(Z)2R
γ∗
Z c
∗
Z,Z
γZ(dZ,Y c
∗
Z,Y
γZ(T
γ))EZcZ,ZR
γ
Z
=
∑
Z∈Irr(C )
d(Z)2R
γ∗
Z c
∗
Z,Z
γZ(βZ(T
γ)dZ,Xc
∗
Z,X
)EZcZ,ZR
γ
Z by (5.2)
= T γv0X .

Lemma 5.3. For all Y ∈ C0, one has∑
X∈F
d(X)2|vXγX(vY )− dX,Y vX⊗Y c
∗
X,Y |γX(γY (ϕω)) ≤ 8δ
1/2|F|σ.
Proof. (1). Let X ∈ F and Y ∈ C0. Then we have γX(v
0
Y ) = AX,Y +BX,Y , where
AX,Y :=
∑
Z∈Irr(C )
d(Z)2γX(R
γ∗
Z c
∗
Z,Z
) · γX(γZ(dZ,Y c
∗
Z,Y
))∆X,Z · γX(cZ,ZR
γ
Z),
BX,Y :=
∑
Z∈Irr(C )
d(Z)2γX(R
γ∗
Z c
∗
Z,Z
) · γX(γZ(dZ,Y c
∗
Z,Y
))cX,ZEX⊗Zc
∗
X,Z · γX(cZ,ZR
γ
Z),
∆X,Z := γX(EZ)− cX,ZEX⊗Zc
∗
X,Z .
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We will compute BX,Y as follows
BX,Y =
∑
Z
d(Z)2γX(R
γ∗
Z c
∗
Z,Z
) · cX,ZγX⊗Z(dZ,Y c
∗
Z,Y
)EX⊗Zc
∗
X,Z · γX(cZ,ZR
γ
Z)
=
∑
V,Z,S
d(Z)2γX(R
γ∗
Z c
∗
Z,Z
) · cX,ZS
γγV (dZ,Y c
∗
Z,Y
)EV S
γ∗c∗X,Z · γX(cZ,ZR
γ
Z),
where the summation is taken for all V, Z ∈ Irr(C ) and S ∈ ONB(V,X ⊗ Z).
Applying the following equality to v0XBX,Y :
EUcU,UR
γ
Ux = γU(γU(x))EUcU,UR
γ
U for all U ∈ Irr(C ), x ∈ Q,
we have
v0XBX,Y =
∑
U,V,Z
∑
S
d(U)2d(Z)2R
γ∗
U c
∗
U,U
γU(dU,Y c
∗
U,X
)
· γU(γU(γX(R
γ∗
Z c
∗
Z,Z
)cX,ZS
γγV (dZ,Y c
∗
Z,Y
))) · EUcU,UR
γ
UEV
· Sγ∗c∗X,ZγX(cZ,ZR
γ
Z).
Using Theorem 3.2 (8) and Lemma 3.7 for (γ, c) in the above, we obtain
v0XBX,Y =
∑
U,Z,S
d(U)d(Z)2R
γ∗
U c
∗
U,U
γU(dU,Y c
∗
U,X
)
· γU
(
γU(γX(R
γ∗
Z c
∗
Z,Z
)cX,ZS
γγU(dZ,Y c
∗
Z,Y
))
)
· γU(cU,UR
γ
U)EU
· Sγ∗c∗X,ZγX(cZ,ZR
γ
Z),
where the summation is taken for all U,Z ∈ Irr(C ) and S ∈ ONB(V,X ⊗ Z).
Recall the right Frobenius map Fr defined in (2.3). For T := Fr(S), we obtain
d(U)1/2
d(X)1/2d(Z)1/2
cU,ZT
γ = cU,Z [S
∗ ⊗ 1Z ]
γ[1X ⊗RZ ]
γ
= Sγ∗cX⊗Z,Z [1X ⊗ RZ ]
γ
= Sγ∗c∗X,ZγX(cZ,Z)cX,Z⊗Z [1X ⊗ RZ ]
γ
= Sγ∗c∗X,ZγX(cZ,ZR
γ
Z).
Then we have
v0XBX,Y =
∑
U,Z,T
d(U)2d(Z)
d(X)
R
γ∗
U c
∗
U,U
γU(dU,Y c
∗
U,X
)
· γU
(
γU(T
γ∗c∗
U,Z
γU(dZ,Y c
∗
Z,Y
))
)
· γU(cU,UR
γ
U )EU · cU,ZT
γ,
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where the summation is taken for all U,Z ∈ Irr(C ) and T ∈ ONB(X,U ⊗ Z).
Then we have
v0XBX,Y cX,Y v
0∗
X⊗Y
=
∑
U,Z,T
d(U)2d(Z)
d(X)
R
γ∗
U c
∗
U,U
γU
(
dU,Y c
∗
U,X
γU(T
γ∗c∗
U,Z
γU(dZ,Y c
∗
Z,Y
))
)
· γU(cU,UR
γ
U)EU · cU,ZT
γcX,Y v
0∗
X⊗Y .
Since
γU(cU,UR
γ
U)EUcU,ZT
γcX,Y v
0∗
X⊗Y
= γU(cU,UR
γ
U)EUcU,ZT
γcX,Y
∑
V ∈Irr(C )
d(V )2R
γ∗
V c
∗
V,V
γV (cV ,X⊗Y d
∗
V ,X⊗Y
)EV cV,VR
γ
V
=
∑
V
d(V )2γU(cU,UR
γ
U)EUR
γ∗
V c
∗
V,V
EV
· γV (γV (cU,ZT
γcX,Y ))γV (cV ,X⊗Y d
∗
V ,X⊗Y
)cV,VR
γ
V
= d(U)γU(cU,UR
γ
UR
γ∗
U c
∗
U,U
)EU by Theorem 3.2 (8) and Lemma 3.7
· γU(γU(cU,ZT
γcX,Y ))γU(cU,X⊗Y d
∗
U,X⊗Y
)cU,UR
γ
U ,
we have
v0XBX,Y cX,Y v
0∗
X⊗Y
=
∑
U,Z∈Irr(C )
∑
T∈ONB(X,U⊗Z)
d(U)3d(Z)
d(X)
R
∗
Uc
∗
U,U
γU(CU,Y,Z,T )EUcU,UR
γ
U ,
where
CU,Y,Z,T := dU,Xc
∗
U,X
γU(T
γ∗c∗
U,Z
γU(dZ,Y c
∗
Z,Y
))
· cU,UR
γ
UR
γ∗
U c
∗
U,U
· γU(cU,ZT
γcX,Y )cU,X⊗Y d
∗
U,X⊗Y
.
By (5.2), we have
dU,Xc
∗
U,X
γU(T
γ∗c∗
U,Z
γU(dZ,Y c
∗
Z,Y
))
= βU(T
β∗)dU,U⊗Zc
∗
U,U⊗Z
γU(c
∗
U,Z
γU(dZ,Y c
∗
Z,Y
))
= βU(T
β∗)dU,U⊗Zc
∗
U⊗U,Z
c∗
U,U
γU(γU(dZ,Y c
∗
Z,Y
))
= βU(T
β∗)dU,U⊗Zc
∗
U⊗U,Z
γU⊗U(dZ,Y c
∗
Z,Y
)c∗
U,U
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and
γU(cU,ZT
γcX,Y )cU,X⊗Y d
∗
U,X⊗Y
= γU(cU,ZcU⊗Z,Y [T ⊗ 1Y ]
γ)cU,X⊗Y d
∗
U,X⊗Y
= γU(cU,ZcU⊗Z,Y )cU,U⊗Z⊗Y [1U ⊗ T ⊗ 1Y ]
γd∗
U,X⊗Y
= γU(γU(cZ,Y )cU,Z⊗Y )cU,U⊗Z⊗Y [1U ⊗ T ⊗ 1Y ]
γd∗
U,X⊗Y
= cU,UγU⊗U(cZ,Y )c
∗
U,U
γU(cU,Z⊗Y )cU,U⊗Z⊗Y [1U ⊗ T ⊗ 1Y ]
γd∗
U,X⊗Y
= cU,UγU⊗U(cZ,Y )cU⊗U,Z⊗Y [1U ⊗ T ⊗ 1Y ]
γd∗
U,X⊗Y
.
Thus we have
CU,Y,Z,T
= βU(T
β)dU,U⊗Zc
∗
U⊗U,Z
γU⊗U(dZ,Y c
∗
Z,Y
)c∗
U,U
· cU,UR
γ
UR
γ∗
U c
∗
U,U
· cU,UγU⊗U(cZ,Y )cU⊗U,Z⊗Y [1U ⊗ T ⊗ 1Y ]
γd∗
U,X⊗Y
= βU(T
β)dU,U⊗Z [RU ⊗ 1Z ]
βdZ,Y c
∗
Z,Y
cZ,Y [R
∗
U ⊗ 1Z ⊗ 1Y ]
γ [1U ⊗ T ⊗ 1Y ]
γd∗
U,X⊗Y
= dU,X [1U ⊗ T
∗]β[RU ⊗ 1Z ]
β [R∗U ⊗ 1Z ]
γdU⊗U⊗Z,Y [1U ⊗ T ⊗ 1Y ]
γd∗
U,X⊗Y
= dU,X [1U ⊗ T
∗]β[RU ⊗ 1Z ]
β [R∗U ⊗ 1Z ]
γ [1U ⊗ T ]
γdU⊗X,Y d
∗
U,X⊗Y
.
Recall the following formula of C (2.4):
1U ⊗ 1X =
∑
Z∈Irr(C )
∑
T∈ONB(X,U⊗Z)
d(U)d(Z)
d(X)
(1U ⊗ T
∗)(RU ⊗ 1Z)(R
∗
U ⊗ 1Z)(1U ⊗ T ).
This implies the following:
∑
Z∈Irr(C )
∑
T∈ONB(X,U⊗Z)
d(U)d(Z)
d(X)
CU,Y,Z,T = dU,XdU⊗X,Y d
∗
U,X⊗Y
= γU(dX,Y ).
Hence
v0XBX,Y cX,Y v
0∗
X⊗Y =
∑
U∈Irr(C )
d(U)2R
γ∗
U c
∗
U,U
γU(γU(dX,Y ))EUcU,UR
γ
U = dX,Y (1− p).
This shows that v0XBX,Y = dX,Y v
0
X⊗Y c
∗
X,Y . Note EUp = 0 for all U ∈ Irr(C ),
and EV p = 0 for all V ∈ C since any morphisms in C commute with p ∈
Mω. By definition of BX,Y , we have BX,Y p = 0 = pBX,Y . Thus vXBX,Y =
dX,Y vX⊗Y c
∗
X,Y (1− p). Hence we have
vXγX(vY ) = vXγX(v
0
Y ) + vXγX(p)
= vXAX,Y + vXBX,Y + vXγX(p)
= vXAX,Y + dX,Y vX⊗Y c
∗
X,Y (1− p) + vXγX(p).
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Let vXγX(vY )− dX,Y vX⊗Y c
∗
X,Y = wX,Y |vXγX(vY ) − dX,Y vX⊗Y c
∗
X,Y | be the polar
decomposition. This implies
|vXγX(vY )− dX,Y vX⊗Y c
∗
X,Y |γX(γY (ϕω))
= γX(γY (ϕ
ω))(w∗X,Y vXAX,Y )− γX(γY (ϕ
ω))(w∗X,Y dX,Y vX⊗Y c
∗
X,Y p)
+ γX(γY (ϕ
ω))(w∗X,Y vXγX(p)).
Applying Lemma 3.8 to ψ := βY (ϕ) (note that γY (ϕ
ω) = βY (ϕ
ω)), we obtain
|γX(γY (ϕ
ω))(w∗X,Y vXAX,Y )| ≤
∑
Z∈Irr(C )
d(Z)2|∆X,Z|γX(γZ (γY (ϕω)))
=
∑
Z∈Irr(C )
d(Z)2|∆X,Z |γX(γZ (ϕω)).
Since p ∈Mω commutes with γX(γY (ϕ
ω)), we have
|γX(γY (ϕ
ω))(w∗X,Y dX,Y vX⊗Y c
∗
X,Y p)| ≤ γX(γY (ϕ
ω))(p) = ϕω(p) ≤ δ1/2.
Similarly, we have
|γX(γY (ϕ
ω))(w∗X,Y vXγX(p))| ≤ γX(γY (ϕ
ω))(γX(p)) = ϕ
ω(p) ≤ δ1/2.
Thus we are done. 
Proof of Lemma 5.1. Let Fn = Fn be an increasing sequence of finite subsets of
Irr(C ) such that their union equals Irr(C ). Let 0 < δn < n
−2|Fn|
−2
σ . Let Kn be
an (Fn, δn)-invariant finite subset of Irr(C ). For each n ≥ 1, we take a unitary
vnX with X ∈ C as defined in (5.3). Then by Lemma 5.3, we know that
∑
X∈Fn
d(X)2|vnXγX(v
n
Y )− dX,Y v
n
X⊗Y c
∗
X,Y |γX(γY (ϕω)) < 8/n for all Y ∈ C0.
Applying the index selection ([46, Lemma 5.5]) to the inequality above and the
equalities in Lemma 5.2, we obtain a unitary wX ∈M
ω with X ∈ C0 such that
• cX,Yw
∗
X⊗Y d
∗
X,YwXγX(wY ) = 1 for all X ∈ Irr(C ) and Y ∈ C0.
• wXγX(ψ
ω) = γX(ψ
ω)wX for all X ∈ C0 and ψ ∈M∗.
• wY T
γ = T βwX for all X, Y ∈ C0 and T ∈ C (X, Y ).
Readers should be careful because there is an unclear point in the proof of
[46, Lemma 5.5]. However, we can add the condition of the equality presented in
Lemma 5.2 (1) to his proof, and we see the index selection of vnX ’s indeed gives a
unitary which is a multiplier of T ω(M). Now we will show
wXγX(wY ) = dX,YwX⊗Y c
∗
X⊗Y for all X, Y ∈ C0. (5.4)
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Let X, Y ∈ C0. Then for Z ∈ Irr(C ) and S ∈ C (Z,X), we have
dX,YwX⊗Y c
∗
X⊗Y S
γ = dX,YwX⊗Y [S ⊗ 1Y ]
γc∗Z⊗Y
= dX,Y [S ⊗ 1Y ]
βwZ⊗Y c
∗
Z⊗Y
= SβdZ,YwZ⊗Y c
∗
Z⊗Y
= SβwZγZ(wY )
= wXγX(wY )S
γ.
This shows the equality (5.4). Next we will define wX for a general X ∈ C .
For X ∈ C , we take X0 ∈ C0 and a unitary S ∈ C (X0, X). Then we set
wX := S
γwX0S
γ∗. This does not depend on X0 or S. Indeed, take another
X1 ∈ C0 and unitary T ∈ C (X1, X). Since T
∗S ∈ C (X0, X1), we have
SγwX0S
γ∗ = T γ[T ∗S]γwX0S
γ∗ = T γwX1 [T
∗S]γSγ∗ = T γwX1T
γ∗.
We will check (5.4) for X, Y ∈ C . Take X0, Y0 ∈ C0 and unitaries S ∈ C (X0, X)
and T ∈ C (Y0, Y ). Then we have
wXγX(wY ) = S
γwX0S
γ∗γX(T
γwY0T
γ∗)
= SγwX0γX0(T
γwY0T
γ∗)Sγ∗
= SββX0(T
β)wX0γX0(wY0)γX0(T
γ∗)Sγ∗
= SββX0(T
β)dX0,Y0wX0⊗Y0c
∗
X0,Y0
γX0(T
γ∗)Sγ∗
= dX,Y [S ⊗ T ]
βwX0⊗Y0 [S
∗ ⊗ T ∗]γcX,Y
= dX,YwX⊗Y cX,Y .
Recall the unitary uX which perturbs (α, c
α) to (γ, c). Setting νX := wXuX ,
we are done. 
5.2. On the first cohomology vanishing type result. Let (α, cα) and (β, cβ)
be centrally free cocycle actions of an amenable rigid C∗-tensor category C on
a properly infinite von Neumann algebra M with separable predual. Suppose α
has a faithful normal state ϕ onM such that ϕ is α-invariant on Z(M) as before.
Also suppose we have unitaries wX ∈ M
ω with X ∈ C which are satisfying the
following properties: for all X, Y ∈ C ,
• wXαX(ψ
ω)w∗X = βX(ψ
ω) for all ψ ∈M∗.
• wXαX(wY )c
α
X,Yw
∗
X⊗Y = c
β
X,Y .
• wY T
α = T βwX for all T ∈ C (X, Y ).
In general, T α may not equal T β, and we will introduce the following unitary:
θβ,αX :=
∑
Z∈Irr(C )
∑
T∈ONB(Z,X)
T βT α∗ for X ∈ C .
Note that θβ,αX is close to 1 in the strong∗ topology if and only if each morphism
T α is to T β.
Let F = F be a finite subset of Irr(C ) and δ > 0. Let K be an (F , δ)-
invariant finite subset of Irr(C ). Let Q be an α-invariant countably generated
43
von Neumann subalgebra ofMω which containsM . Let Eα = (EαX)X withX ∈ C
be a Rohlin tower with respect to (α, cα),F ,K, δ and Q as in Theorem 3.2. Then
we will introduce the following Shapiro type element:
µ :=
∑
Z∈Irr(C )
d(Y )2R
β∗
Z c
β∗
Z,Z
wZE
α
Zc
α
Z,Z
R
α
Z + p,
where and p := 1−
∑
Z∈K d(Z)
2R
α∗
Z c
α∗
Z,Z
EαZc
α
Z,Z
R
α
Z that is a projection in Q
′∩Mω .
Note that ϕω(p) ≤ δ1/2. As explained in Section 3.2, we can construct a Rohlin
tower Eγ of (γ, cγ) := (αw, cα
w
) by setting Eγ := (EγX)X with E
γ
X := wXE
α
Xw
∗
Y
for X ∈ C . Then it turns out from Remark 3.3 (5) for both (α, cα) and (γ, cγ)
that µ is a unitary. We set µ0 := µ− p.
Lemma 5.4. Let µ be as above. Then the following inequalities hold:
(1) ∑
X∈F
d(X)2|wXαX(µ)− µ|αX(ϕω)
≤ 8δ1/2|F|σ +
∑
X∈F
∑
Z∈K
d(X)2d(Z)2‖cβ
Z,X
θβ,α
Z⊗X
cα∗
Z,X
− 1‖α
Z
(αX (ϕω)).
(2) For all ψ ∈M∗,
‖µψω − ψωµ‖ ≤
∑
Y ∈K
d(Y )4‖αY (ψ
ω)− βY (ψ
ω)‖.
Proof. We will write cX,Y := c
α
X,Y and dX,Y := c
β
X,Y for simplicity. For X ∈ F ,
we have
wXαX(µ0) =
∑
Y ∈Irr(C )
d(Y )2wXαX(R
β
Y d
∗
Y,Y
) · αX(wYE
α
Y ) · αX(cY,YR
α
Y )
=
∑
Y
d(Y )2βX(R
β
Y d
∗
Y,Y
)wX · αX(wY )αX(E
α
Y ) · αX(cY,YR
α
Y ).
Then we have
wXαX(µ0) =
∑
Y
d(Y )2βX(R
β
Y d
∗
Y,Y
)wXαX(wY )∆X,Y αX(cY,YR
α
Y ) + AX ,
where
∆X,Y := αX(E
α
Y )− cX,YE
α
X⊗Y c
∗
X,Y ,
AX =
∑
Y ∈Irr(C )
d(Y )2βX(R
β
Y d
∗
Y,Y
)wXαX(wY )cX,YE
α
X⊗Y c
∗
X,Y αX(cY,YR
α
Y ).
We will compute AX as follows:
AX =
∑
Y
d(Y )2βX(R
β
Y )dX,Y⊗Y d
∗
X⊗Y,Y
wX⊗YE
α
X⊗Y cX⊗Y,Y c
∗
X,Y⊗Y
αX(R
α
Y )
=
∑
Y
d(Y )2[1X ⊗ R
∗
Y ]
βd∗
X⊗Y,Y
wX⊗YE
α
X⊗Y cX⊗Y,Y [1X ⊗ RY ]
α. (5.5)
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By irreducible decomposition of X ⊗ Y , we have
AX =
∑
Y,Z,S
d(Y )2[1X ⊗ R
∗
Y ]
βd∗
X⊗Y,Y
wX⊗Y S
αEαZS
α∗cX⊗Y,Y [1X ⊗RY ]
α
=
∑
Y,Z,S
d(Y )2[1X ⊗ R
∗
Y ]
βd∗
X⊗Y,Y
SβwZE
α
ZcZ,Y [S
∗ ⊗ 1Y ]
α[1X ⊗ RY ]
α
=
∑
Y,Z,S
d(Y )2[(1X ⊗ R
∗
Y )(S ⊗ 1Y )]
βd∗
Z,Y
wZE
α
ZcZ,Y [(S
∗ ⊗ 1Y )(1X ⊗ RY )]
α,
where the summation is taken for all Y, Z ∈ Irr(C ) and S ∈ ONB(Z,X ⊗ Y ).
Using the right Frobenius map (2.3) with T := Fr(S), we have
AX =
∑
Y,Z∈Irr(C )
∑
T∈ONB(X,Z⊗Y )
d(Y )d(Z)
d(X)
T β∗d∗
Z,Y
wZE
α
ZcZ,Y T
α.
Next by using the left Frobenius map (2.2) with U := Fℓ(T ), we have
T =
d(X)1/2d(Z)1/2
d(Y )1/2
(1Z ⊗ U
∗)(RZ ⊗ 1X)
and
AX =
∑
Y,Z
∑
U∈ONB(Y ,Z⊗X)
d(Z)2[(R
∗
Z ⊗ 1X)(1Z ⊗ U)]
β
· d∗
Z,Y
wZE
α
ZcZ,Y [(1Z ⊗ U
∗)(RZ ⊗ 1X)]
α
=
∑
Y,Z,U
d(Z)2[R
∗
Z ⊗ 1X ]
βd∗
Z,Z⊗X
βZ(U
β)wZE
α
ZαZ(U
α∗)cZ,Z⊗X [RZ ⊗ 1X ]
α
=
∑
Y,Z,U
d(Z)2[R
∗
Z ⊗ 1X ]
βd∗
Z,Z⊗X
wZE
α
ZαZ(U
βUα∗)cZ,Z⊗X [RZ ⊗ 1X ]
α
=
∑
Z
d(Z)2[R
∗
Z ⊗ 1X ]
βd∗
Z,Z⊗X
wZE
α
ZαZ(θ
β,α
Z⊗X
)cZ,Z⊗X [RZ ⊗ 1X ]
α
=
∑
Z
d(Z)2[R
∗
Z ⊗ 1X ]
βd∗
Z⊗Z,X
d∗
Z,Z
βZ(dZ,X)wZE
α
Z
· αZ(θ
β,α
Z⊗X
c∗
Z,X
)cZ,ZcZ⊗Z,X [RZ ⊗ 1X ]
α
=
∑
Z
d(Z)2R
β∗
Z d
∗
Z,Z
wZE
α
ZαZ(dZ,Xθ
β,α
Z⊗X
c∗
Z,X
)cZ,ZR
α
Z .
Thus we have
wXαX(µ)− µ =
∑
Y ∈K
d(Y )2βX(R
β
Y d
∗
Y,Y
)wXαX(wY )∆X,Y αX(cY,YR
α
Y )
+
∑
Z∈K
d(Z)2R
β∗
Z d
∗
Z,Z
wZE
α
ZαZ(dZ,Xθ
β,α
Z⊗X
c∗
Z,X
− 1)cZ,ZR
α
Z
+ wXαX(p)− p.
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Let wXαX(µ)− µ = uX |wXαX(µ)− µ| be the polar decomposition. Then
|wXαX(µ)− µ|αX(ϕω)
=
∑
Y ∈K
d(Y )2αX(ϕ
ω)
(
u∗XβX(R
β
Y d
∗
Y,Y
)wXαX(wY )∆X,Y αX(cY,YR
α
Y )
)
(5.6)
+
∑
Z∈K
d(Z)2αX(ϕ
ω)
(
u∗XR
β∗
Z d
∗
Z,Z
wZE
α
ZαZ(dZ,Xθ
β,α
Z⊗X
c∗
Z,X
− 1)cZ,ZR
α
Z
)
(5.7)
+ αX(ϕ
ω)(u∗X(wXαX(p)− p)). (5.8)
From Lemma 3.8, we obtain
|(5.6)| ≤
∑
Y ∈K
d(Y )2|∆X,Y |αX(αY (ϕω)).
We will roughly estimate (5.7) as follows:
|(5.7)| ≤
∑
Z∈K
d(Z)2αX(ϕ
ω)
(
R
α∗
Z cZ,ZαZ(|dZ,Xθ
β,α
Z⊗X
c∗
Z,X
− 1|2)cZ,ZR
α
Z
)1/2
=
∑
Z∈K
d(Z)2αZ(αX(ϕ
ω))(|dZ,Xθ
β,α
Z⊗X
c∗
Z,X
− 1|2)1/2.
Since αX(p) and p commutes with αX(ϕ
ω), we have
|(5.8)| ≤ αX(ϕ
ω)(αX(p)) + αX(ϕ
ω)(p) = 2ϕω(p) ≤ 2δ1/2.
Hence we obtain the inequality of the statement of this lemma.
(2). The following equality yields the inequality (2):
µψω − ψωµ =
∑
Y ∈Irr(C )
d(Y )4R
β∗
Y d
∗
Y,Y
βZ(αY (ψ
ω)− βY (ψ
ω))wYE
α
Y c
α
Y,Y
R
α
Y .

Taking a unitary representing sequence of µ introduced in the previous lemma,
we obtain the following result by Lemma 2.1.
Lemma 5.5. Let (α, cα) be a centrally free cocycle action of an amenable rigid C∗-
tensor category C on a properly infinite von Neumann algebra M with separable
predual. Let ϕ be a faithful normal state on M being α-invariant on Z(M). Let
F = F ⊂ Irr(C ) be a finite subset and δ, ε > 0. Let K be an (F , δ)-invariant
finite subset of Irr(C ). Let uX ∈ M with X ∈ C be unitaries. Let (β, c
β) be the
perturbed cocycle action of (α, cα) by u. Suppose the following inequalities hold:
‖cβ
Y ,X
θβ,α
Y⊗X
cα∗
Y ,X
− 1‖α
Y
(αX (ϕ)) < ε for all X ∈ F , Y ∈ K,
and
‖βY (ψ)− αY (ψ)‖ < ε for all Y ∈ K, ψ ∈ Ψ.
Then for any finite subset Ψ ⊂M∗, there exists a unitary ν ∈M such that∑
X∈F
d(X)2|uXαX(ν)− ν|αX (ϕ) < 8δ
1/2|F|σ + ε|F|σ|K|σ
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and
‖νψ − ψν‖ < ε
∑
Y ∈K
d(Y )4 for all ψ ∈ Ψ.
5.3. Intertwining argument. Let us recall the cocycle conjugacy of cocycle
actions studied in [24, 37].
Definition 5.6. Let (α, cα) and (β, cβ) be cocycle actions of a rigid C∗-tensor
category C on a properly infinite von Neumann algebra M . We will say that
they are
• cocycle conjugate if there exist a family of unitaries vX ∈M with X ∈ C
and θ ∈ Aut(M) such that
– Ad vX ◦ αX = θ ◦ βX ◦ θ
−1 for all X ∈ C ,
– vXαX(vY )c
α
X,Y v
∗
X⊗Y = θ(c
β
X,Y ) for all X, Y ∈ C ,
– vY T
α = θ(T β)vX for all X, Y ∈ C and T ∈ C (X, Y );
• strongly cocycle conjugate if we can take a family of unitaries vX ∈ M
with X ∈ C and an approximately inner automorphism θ on M which
satisfy the conditions above.
We will state our main result of this section.
Theorem 5.7. Let C be an amenable rigid C∗-tensor category. Let (α, cα) and
(β, cβ) be centrally free and approximately unitarily equivalent cocycle actions of
C on a properly infinite von Neumann algebra M with separable predual. Suppose
that there exists an α-invariant faithful normal state on Z(M). Then (α, cα) and
(β, cβ) are strongly cocycle conjugate.
Proof. We put S0 := {1}. Let Sn = Sn with n ≥ 0 be an increasing sequence of
finite subsets of Irr(C ) whose union equals Irr(C ). We can inductively construct
a sequence of finite subsets Fn = Fn,Kn ⊂ Irr(C ) and δn > 0 so that for n ≥ 1,
• F0 := S0 =: K0, δ0 := 3.
• Fn := Fn−1 ∪ Kn−1 ∪ Kn−1 ∪ Sn.
• δn := 16
−n|Fn|
−2
σ .
• Kn is (Fn, δn)-invariant.
Take εn > 0 with n ≥ 0 such that εn < δn|Kn|
−2
σ and εn < εn−1 < 1.
Let Gn be an increasing sequence of finite subsets in C0 whose union equals C0.
Let ϕ be a faithful normal state on M such that ϕ is α-invariant on Z(M). Put
Φ0 := {ϕ}. Let Φn with n ≥ 0 be an increasing sequence of finite subsets of M∗
whose union is norm-dense in M∗. We set Ψ−1 := Φ0 =: Ψ0, (γ
−1, c−1) := (α, cα),
(γ0, c0) := (β, cβ), w−1 := 1 =: w0, θ−1 := idM =: θ0 and u
−1
X := 1 =: u
0
X and
u−1X := 1 =: u
0
X for all X ∈ C . We will inductively construct the following
members with n ≥ 1:
• Ψn: a finite subset of M∗;
• (γn, cn): a centrally free cocycle action of C on M ;
• unX: a unitary in M for X ∈ C ;
• wn: a unitary in M ;
• θn: an inner automorphism on M ;
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• unX : a unitary in M for X ∈ C ;
such that
(n.1)
Ψn := Φn ∪Ψn−1 ∪ θn−1(Φn)
∪
⋃
X∈Fn
{γn−1X (Φn), γ
n−1
X (ϕ)u
n−1
X , u
n−1
X γ
n−1
X (ϕ), u
n−1∗
X γ
n−1
X (ϕ)u
n−1
X }.
(n.2) The unitaries un perturb (Adwn ◦ γ
n−2 ◦ Adw∗n, wnc
n−2w∗n) to (γ
n, cn).
(n.3) ‖γn
X
(γnY (ψ))− γ
n−1
X
(γn−1Y (ψ))‖ < εn for all X, Y ∈ Fn+1 and ψ ∈ Ψn.
(n.4) ‖(T γ
n
− T γ
n−1
)ϕ‖ + ‖ϕ · (T γ
n
− T γ
n−1
)‖ < εn for all T ∈ C (X, Y ) with
X, Y ∈ Gn.
(n.5) ‖(cnX,Y − c
n−1
X,Y )ϕ‖+ ‖ϕ · (c
n
X,Y − c
n−1
X,Y )‖ < εn for all X, Y ∈ Gn.
(n.6) ‖cn
Y ,X
θγ
n,γn−1
Y⊗X
cn−1∗
Y ,X
− 1‖γn−1
Y
(γn−1
X
(ϕ)) < εn for all X, Y ∈ Fn+1.
(n.7)
∑
X∈Fn−1
|unX − 1|Adwn◦γn−2X ◦Adw∗n(ϕ) < 13/4
n−1 with n ≥ 2.
(n.8) ‖wnψ − ψwn‖ < 2δn−1 for ψ ∈ Ψn−1.
(n.9) θn := Adwn ◦ θn−2.
(n.10) unX := u
n
Xwnu
n−2
X w
∗
n for X ∈ C .
Step of n = 1. We set Ψ1 as in (1.1). Using Lemma 5.1, we obtain unitaries
λX ∈M
ω with X ∈ C such that for all X, Y ∈ C :
• λXγ
−1
X (ψ
ω)λ∗X = γ
0
X(ψ
ω) for all ψ ∈M∗.
• λXγ
−1
X (λY )c
−1
X,Y λ
∗
X⊗Y = c
0
X,Y .
• λY T
γ−1 = T γ
0
λX for all T ∈ C (X, Y ).
For each X ∈ C , we take a representing sequence of λX = (λ
m
X)
ω with each
λmX being a unitary in M . Then we can check the conditions (1.3), (1.4), (1.5)
and (1.6) hold for sufficiently large m0 by putting γ
1
X := Adλ
m
X ◦ γ
−1
X for X ∈ C .
Let u1 := λm0 . Put w1 := 1. The conditions (1.2) and (1.8) are trivial. We set
θ1 := id and u
1
X := u
1
X for X ∈ C , and then (1.9) and (1.10) hold.
Step of n+1. Suppose our construction is done up to the nth-step. We set Ψn+1
as in (n+ 1.1). Again by Lemma 5.1, we obtain unitaries λX ∈M
ω with X ∈ C
such that for all X, Y ∈ C :
• λXγ
n−1
X (ψ
ω)λ∗X = γ
n
X(ψ
ω) for all ψ ∈M∗.
• λXγ
n−1
X (λY )c
n−1
X,Y λ
∗
X⊗Y = c
n
X,Y .
• λY T
γn−1 = T γ
n
λX for all T ∈ C (X, Y ).
Thinking of a representing sequence of λ as above, we obtain unitaries vn+1X ∈M
with X ∈ C such that we have the three conditions (n+1,3), (n+1,4), (n+1.5)
and (n+ 1,6) by putting γn+1 := Ad vn+1 ◦ γn−1 and cn+1 := (cn−1)v
n+1
.
Let X ∈ Fn and Y ∈ Kn. Then X, Y ∈ Fn+1. Using the equality
cn+1
Y ,X
θγ
n+1,γn−1
Y⊗X
cn−1∗
Y ,X
= cn+1
Y ,X
θγ
n+1,γn
Y⊗X
cn∗
Y ,X
· cn
Y ,X
θγ
n,γn−1
Y⊗X
cn−1∗
Y ,X
,
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we have
‖cn+1
Y ,X
θγ
n+1,γn−1
Y⊗X
cn−1∗
Y ,X
− 1‖γn−1
Y
(γn−1
X
(ϕ))
≤ ‖cn+1
Y ,X
θγ
n+1,γn
Y⊗X
cn∗
Y ,X
(cn
Y ,X
θγ
n,γn−1
Y ⊗X
cn−1∗
Y ,X
− 1)‖γn−1
Y
(γn−1
X
(ϕ))
+ ‖cn+1
Y ,X
θγ
n+1,γn
Y⊗X
cn∗
Y ,X
− 1‖γn−1
Y
(γn−1
X
(ϕ))
< ‖cn
Y ,X
θγ
n,γn−1
Y⊗X
cn−1∗
Y ,X
− 1‖γn−1
Y
(γn−1
X
(ϕ))
+ 2‖γn−1
Y
(γn−1X (ϕ))− γ
n
Y
(γnX(ϕ))‖
1/2 + ‖cn+1
Y ,X
θγ
n+1,γn
Y⊗X
cn∗
Y ,X
− 1‖γn
Y
(γn
X
(ϕ))
< εn + 2ε
1/2
n + εn+1 by (n.6), (n.3), (n+ 1.6)
< 4ε1/2n .
Applying Corollary 5.5 to γn−1 and vn+1, we get a unitary wn+1 ∈ M such that∑
X∈Fn
d(X)2|vn+1X γ
n−1
X (wn+1)− wn+1|γn−1
X
(ϕ) < 8δ
1/2
n |Fn|σ + 4ε
1/2
n |Fn|σ|Kn|σ
< 12/4n (5.9)
and for ψ ∈ Ψn,
‖wn+1ψ − ψwn+1‖ <
∑
Z∈Kn
d(Z)4‖γn+1
Z
(ψ)− γn−1
Z
(ψ)‖
≤
∑
Z∈Kn
d(Z)4‖γn+1
Z
(ψ)− γn
Z
(ψ)‖+
∑
Z∈Kn
d(Z)4‖γn
Z
(ψ)− γn−1
Z
(ψ)‖
< εn+1|Kn|
2
σ + εn|Kn|
2
σ by (n.3), (n + 1, 3)
< 2δn.
Thus we obtain (n + 1,8).
Put un+1X := v
n+1
X γ
n−1
X (wn+1)w
∗
n+1 for X ∈ C . Then the condition (n + 1,2)
holds, and we have∑
X∈Fn
d(X)2|un+1X − 1|Adwn+1◦γn−1X ◦Adw∗n+1(ϕ)
=
∑
X∈Fn
d(X)2|vn+1X γ
n−1
X (wn+1)− wn+1|γn−1
X
(w∗n+1ϕwn+1)
≤
∑
X∈Fn
d(X)2|vn+1X γ
n−1
X (wn+1)− wn+1|γn−1
X
(ϕ) +
∑
X∈Fn
2d(X)2‖w∗n+1ϕwn+1 − ϕ‖
< 12/4n + 4δn|Fn|σ by (5.9), ϕ ∈ Φn ⊂ Ψn
< 13/4n,
which shows (n+1,7). We set θn+1 and u
n+1 as in (n+1.9) and (n+1.10). Then
our inductive construction is done.
Claim 1. The limits θ−1 := limm→∞ θ2m+1 and θ0 := limm→∞ θ2m exist in
Aut(M) with respect to the u-topology.
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Proof. It follows from (n,8) and (n.9). 
It is not difficult to show the following claim by induction. Denote by ǫ the
quotient map from Z onto Z/2Z that is identified with {−1, 0}.
Claim 2. The unitaries un perturbs the cocycle action (θn ◦ γ
ǫ(n) ◦ θ−1n , θn(c
ǫ(n)))
to the cocycle action (γn, cn) for n ≥ 1.
Claim 3. The following inequality hold:
‖θǫ(n)◦γ
ǫ(n)
X ◦θ
−1
ǫ(n)(ϕ)−θn−2◦γ
−1
X ◦θ
−1
n−2(ϕ)‖ ≤ 8/16
n−1 for all X ∈ Fn−1, n ≥ 1.
Proof of Claim 3. We have the following for odd n ≥ 1 and X ∈ Fn−1:
‖θn ◦ γ
−1
X ◦ θ
−1
n (ϕ)− θn−2 ◦ γ
−1
X ◦ θ
−1
n−2(ϕ)‖
≤ ‖θ−1n (ϕ)− θ
−1
n−2(ϕ)‖+ ‖θn ◦ γ
−1
X ◦ θ
−1
n−2(ϕ)− θn−2 ◦ γ
−1
X ◦ θ
−1
n−2(ϕ)‖
= ‖wnϕw
∗
n − ϕ‖+ ‖wnu
n−2∗
X γ
n−2
X (ϕ)u
n−2
X w
∗
n − u
n−2∗
X γ
n−2
X (ϕ)u
n−2
X ‖
< 4δn−1 by (n, 8), ϕ, u
n−2∗
X γ
n−2
X (ϕ)u
n−2
X ∈ Ψn−1.
We obtain a similar estimate for even n ≥ 2, and we are done. 
Claim 4. The strong∗ limits uˆ−1X := limm u
2m+1
X and uˆ
0
X := limm u
2m
X exist for all
X ∈ C0.
Proof of Claim 4. In the following, when two functionals ψ1, ψ2 ∈ M∗ satisfy
‖ψ1 − ψ2‖ ≤ ε for an ε > 0, we write ψ1 ≈ε ψ2. Then for X ∈ Fn−1, we have
unX · θn−2 ◦ γ
ǫ(n)
X ◦ θ
−1
n−2(ϕ)
= unXwnu
n−2
X w
∗
n · u
n−2∗
X γ
n−2
X (ϕ)u
n−2
X
≈2δn−1 u
n
Xwnu
n−2
X · u
n−2∗
X γ
n−2
X (ϕ)u
n−2
X w
∗
n by (n.8), u
n−2∗
X γ
n−2
X (ϕ)u
n−2
X ∈ Ψn−1
= unXwnγ
n−2
X (ϕ)u
n−2
X w
∗
n
≈2δn−1 u
n
Xwnγ
n−2
X (w
∗
nϕwn)u
n−2
X w
∗
n by (n.8)
≈6/2n−1 wnγ
n−2
X (w
∗
nϕwn)u
n−2
X w
∗
n by (n, 7)
≈2δn−1 wnγ
n−2
X (ϕ)u
n−2
X w
∗
n by (n.8)
≈2δn−1 γ
n−2
X (ϕ)u
n−2
X by (n.8), γ
n−2
X (ϕ)u
n−2
X ∈ Ψn−1
= un−2X · θn−2 ◦ γ
ǫ(n)
X ◦ θ
−1
n−2(ϕ).
Thus we have
unX · θn−2 ◦ γ
ǫ(n)
X ◦ θ
−1
n−2(ϕ) ≈14/2n−1 u
n−2
X · θn−2 ◦ γ
ǫ(n)
X ◦ θ
−1
n−2(ϕ).
From Claim 3 and the inequality above, we have the following: for all X ∈ Fn−1
and odd n ≥ 1.
unXθ−1 ◦ γ
−1
X ◦ θ
−1
−1(ϕ) ≈14/2n−1+8/16n−1 u
n−2
X θ−1 ◦ γ
−1
X ◦ θ
−1
−1(ϕ).
Since θ−1◦γ
−1
X ◦θ
−1
−1(ϕ) is a faithful normal state onM , we see u
2m+1
X converges in
the strong topology for allX ∈ Irr(C ). By similar estimate of θ−1◦γ
−1
X ◦θ
−1
−1(ϕ)u
n
X ,
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we can show the convergence in the strong∗ topology. We can also show the
strong∗ convergence of u2mX for all X ∈ Irr(C ).
For a general X ∈ C0, we have
unX =
∑
Z∈Irr(C )
∑
T∈ONB(Z,X)
T γ
n
unZwnT
γn−2∗w∗n.
It follows from (n.4) and (n.8) that each T γ
n
has the strong∗ limit and wn is a
central sequence. From this we see that unX has the strong∗ limit. 
Then by (n.3), Claim 2 and Claim 4, we have
Ad uˆ−1X ◦ θ1 ◦ γ
−1
X ◦ θ
−1
1 = Ad uˆ
0
X ◦ θ0 ◦ γ
0
X ◦ θ
−1
0 for all X ∈ C0.
The condition (n.5) shows cnX,Y converges in the strong ∗-topology for eachX, Y ∈
C0, and we see that uˆ
−1
X and uˆ
0
X perturb the 2-cocycles θ−1(c
−1) and θ0(c
0) to the
common 2-cocycle. On morphisms, using the equality T γ
n
= unY θn(T
ǫ(n))un∗X for
all X, Y ∈ C0 and T ∈ C (X, Y ) and n ≥ 1, we have
uˆ−1Y θ1(T
γ−1)uˆ−1X = uˆ
0
Y θ0(T
γ0)uˆ0X .
Finally, we can extend the domain of uˆ−1 and uˆ0 from C0 to C as in the proof of
Lemma 5.1. 
We will state a generalization of the preceding works by Izumi and Masuda
[24, Theorem 2.2] and [37, Theorem 3.4] to possibly non-injective von Neumman
algebras.
A unitary tensor functor (F, L) from a strict C∗-tensor category C into a strict
C∗-tensor category D means F : C → D is a C∗-functor between C∗-categories
and L = (LX,Y )X,Y ∈C are natural unitary isomorphisms such that LX,Y : F (X ⊗
Y )→ F (X)⊗ F (Y ).
Corollary 5.8. Let C and D be amenable rigid C∗-tensor categories with a uni-
tary tensor equivalence (F, L) from C into D. Let (α, cα) and (β, cβ) be centrally
free cocycle actions of C and D on a properly infinite von Neumann algebra M
with separable predual, respectively such that αX and βF (X) are approximately
unitarily equivalent for all X ∈ C and α has an invariant faithful normal state
on Z(M). Then there exist a family of unitaries v = (vX)X∈C in M and an
approximately inner automorphism θ on M such that
• Ad vX ◦ αX = θ ◦ βF (X) ◦ θ
−1 for all X ∈ C .
• vXαX(vY )c
α
X,Y v
∗
X⊗Y = θ(c
β
F (X),F (Y )[LX,Y ]
β) for all X, Y ∈ C .
• vY T
α = θ(F (T )β)vX for all X, Y ∈ C and T ∈ C (X, Y ).
Proof. We introduce a new cocycle action (γ, cγ) of C on M as follows:
• γX := βF (X) for all X ∈ C .
• cγX,Y := c
β
F (X),F (Y )[LX,Y ]
β for all X, Y ∈ C .
• T γ := F (T )β for all X, Y ∈ C and T ∈ C (X, Y ).
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From Theorem 5.7, (α, cα) and (γ, cγ) are strongly cocycle conjugate. Namely,
there exist a family of unitaries v = (vX)X∈C in M and an approximately inner
automorphism θ on M such that
• Ad vX ◦ αX = θ ◦ γX ◦ θ
−1 for all X ∈ C .
• vXαX(vY )c
α
X,Y v
∗
X⊗Y = θ(c
γ
X,Y ) for all X, Y ∈ C .
• vY T
α = θ(T γ)vX for all X, Y ∈ C and T ∈ C (X, Y ).
Thus we are done. 
An action of a C∗-tensor category on a finite von Neumann algebra is introduced
in terms of bimodule categories. Readers are referred to [37, Appendix A]. The
following result is an immediate corollary of Theorem 5.7. This generalizes the
main results of [38, 40, 42].
Corollary 5.9. Let G be a coamenable compact quantum group of Kac type with
its complete set of irreducible representations Irr(G) being at most countable. Let
(α, cα) and (β, cβ) be centrally free cocycle actions of Ĝ on a von Neumann algebra
M with separable predual. Suppose that α has an invariant faithful normal state
on Z(M) and (α, cα) and (β, cβ) are approximately unitarily equivalent. Then
they are strongly cocycle conjugate.
Proof. If M is properly infinite, then we have nothing to prove. Let us consider
the case ofM being finite. Let τ be a faithful normal tracial state onM such that
τ is α-invariant on Z(M). Let us use notations introduced in [38]. The freeness
of α implies αX(τ) = τ ⊗ τX for all X ∈ Irr(G), where τX is the tracial state on
B(HX). This enables us to use the trick of taking the tensor product B(ℓ
2)⊗M .
Hence (id⊗α, 1 ⊗ cα) and (id⊗β, 1 ⊗ cβ) are strongly cocycle conjugate. Then
the intertwining automorphism is approximately inner, and we obtain the strong
cocycle conjugacy of (α, cα) and (β, cβ). 
Remark 5.10. Theorem 5.7 is actually sufficient to show the uniqueness part of
Popa’s classification of strongly amenable subfactors stated in [52, Theorem 5.1]
(see Theorem 6.20). We, however, postpone to present our proof since it is better
to understand a subfactor as an action of a rigid C∗-2-category.
The following result is a direct consequence of the realization result due to
Hayashi–Yamagami. Note we do not assume the finitely generating property of
the set of simple objects. Let us use the formulation in terms of endomorphisms.
Proposition 5.11. Let C be an amenable rigid C∗-tensor category and M the
injective type II∞ factor with separable predual. Then there exists a free cocycle
action (α, c) of C on M such that αX is an approximately inner endomorphism
of rank d(X) for all X ∈ Irr(C ).
Proof. Let N be the injective type II1 factor with separable predual. Thanks to
[16, Theorem 7.6], we have a fully faithful unitary tensor functor F from C into
NBN , where NBN denotes the bimodule category of N whose objects are N -N -
bimodules with finite indices. By taking the tensor product N ⊗ B(ℓ2) =: M
as explained in [37, Appendix], we have a fully faithful unitary tensor functor
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α : C → End(M)0. In other words, the functor α is a free cocycle action of C
with a 2-cocycle c. Note that the freeness and the central freeness are equivalent
properties for the injective type II∞ factors (see [39, Theorem 4.12] or Corollary
6.28). We will adjust the rank of the approximate innerness of α as follows.
Let τ be a faithful normal tracial weight on M . For each X ∈ Irr(C ),
(αX , αX) = α(C (X,X)) = C, and we have a scalar λ(X) > 0, which is called the
module of αX , such that αX(τ) = λ(X)d(X)
−1τ , where αX(τ) := τ ◦φ
α
X . It is not
difficult to see λ(X)λ(Y ) = λ(Z) for X, Y, Z ∈ Irr(C ) with Z ≺ X⊗Y . Let Γ be
the subgroup generated by λ(X) with X ∈ Irr(C ) inside the multiplicative group
R∗+ with the discrete topology. Take a trace scaling action β of R
∗
+ on M with
βt(τ) = t
−1τ for t ∈ R∗+. Then we consider γX := βλ(X) ⊗ αX ∈ End(M ⊗M)0
for X ∈ Irr(C ). For a general X ∈ C , we set
γX(x) :=
∑
Y ∈Irr(C )
∑
T∈ONB(Y,X)
(1⊗ T α)γY (x)(1 ⊗ T
α∗) for x ∈M ⊗M.
For a morphism T in C , we set T γ := 1 ⊗ T α. Then we see γ is a free cocycle
action of C onM⊗M with the 2-cocycle 1⊗c. By definition, we have γX(τ⊗τ) =
d(X)−1τ ⊗ τ for all X ∈ Irr(C ). It turns out from [39, Theorem 3.15] that γX is
an approximately inner endomorphism of rank d(X). 
6. Classification of centrally free cocycle actions of amenable
rigid C∗-2-categories
In this section, we will discuss a cocycle action of a rigid C∗-2-categories on a
system of properly infinite von Neumann algebras. Our references for 2-categories
are [5, 15, 30, 45, 62], but we use the tensor product notation to denote the
compositions of 1-morphisms. Let Λ be a set and C := (Crs)r,s∈Λ a rigid C
∗-2-
category. Namely, Crs denotes a non-zero C
∗-category whose object is called a
1-morphism s→ r. These Crs have the bifunctors ⊗ from Crs×Cst into Crt which
are assumed to be strict, that is, we consider the associators are the identity maps.
Each Crr has the tensor unit 1 for the bifunctor ⊗. We assume Crr(1, 1) = C1
for all r ∈ Λ. Each object X ∈ Crs has a conjugate object X ∈ Csr. Let us fix
a standard solution of the conjugate equations (RX , RX) as in Section 2.3. By
d(X) we denote the intrinsic dimension of X . Let us denote by Irr(C ) the disjoint
union of Irr(Crs) with r, s ∈ Λ which are assumed to be at most countable. The
measure σ on Irr(C ) is defined by σ(X) := d(X)2 as before. In this section, we
only consider the case of Λ being the two-point set {0, 1}.
6.1. Cocycle actions of rigid C∗-2-categories. We will introduce the notion
of a cocycle action of a rigid C∗-2-category on a system of properly infinite von
Neumann algebras. Recall our notation Mor(N,M)0 introduced in Section 2.1.
Definition 6.1. Let M := (Mr)r∈Λ = (M0,M1) be a system of properly infinite
von Neumann algebras. A cocycle action (α, c) of C on M consists of a family
of unitary tensor functors α = (αrs)r,s∈Λ with α
rs : Crs → Mor(Ms,Mr)0, unitary
elements cX,Y ∈ Mr with (X, Y ) ∈ Crs × Cst and T
α ∈ (αrsX , α
rs
Y ) ⊂ Mr for
T ∈ Crs(X, Y ) such that
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• αrsX ◦ α
st
Y = Ad cX,Y ◦ α
rt
X⊗Y for (X, Y ) ∈ Crs × Cst with r, s, t ∈ Λ.
• cX,Y cX⊗Y,Z = α
rs
X (cY,Z)cX,Y⊗Z for (X, Y, Z) ∈ Crs × Cst × Ctu with
r, s, t, u ∈ Λ.
• cX,Y [S ⊗ T ]
α = SααrsV (T
α)cV,W for (X, Y, V,W ) ∈ Crs × Cst × Crs × Cst,
S ∈ Crs(V,X) and T ∈ Cst(W,Y ).
We will simply write α for αrs if there is no danger of confusion. Let (α, c) be
as above and vX ∈ Mr unitaries for X ∈ Crs with r, s ∈ Λ. Then the perturbed
cocycle action (αv, cv) on M = (Mr)r∈Λ is defined as follows:
• αvX := Ad vX ◦ αX for X ∈ Crs with r, s ∈ Λ.
• cvX,Y := vXαX(vY )cX,Y v
∗
X⊗Y for (X, Y ) ∈ Crs × Cst with r, s, t ∈ Λ.
• T α
v
:= vY T
αv∗X for X, Y ∈ Crs and T ∈ Crs(X, Y ) with r, s ∈ Λ.
Definition 6.2. Two cocycle actions (α, cα) and (β, cβ) of a rigid C∗-2-category
C = (Cr,s)r,s∈Λ on M = (Mr)r∈Λ are said to be
• conjugate if there exists a system of automorphisms θ = (θr : Mr →
Mr)r∈Λ such that
– βX = θr ◦ αX ◦ θ
−1
s for X ∈ Crs with r, s ∈ Λ,
– cβX,Y = θr(c
α
X,Y ) for (X, Y ) ∈ Crs × Cst with r, s, t ∈ Λ,
– T β = θr(T
α) for X, Y ∈ Crs and T ∈ Crs(X, Y ) with r, s ∈ Λ;
• cocycle conjugate if there exists a unitary perturbation of (α, cα) that is
conjugate to (β, cβ);
• strongly cocycle conjugate if there exists a unitary perturbation of (α, cα)
that is conjugate to (β, cβ) as above such that each θr is approximately
inner.
6.2. Amenability. We will say that C = (Crs)r,s∈Λ is amenable if the C
∗-tensor
category C00 is amenable. This implies the amenability of C11 as well (see [15,
Proposition 1.3.4]).
For F ⊂ Irr(Crs) and K ⊂ Irr(Cst), F · K denotes the collection of all Z ∈
Irr(Crt) such that Z ≺ X ⊗ Y for some X ∈ F and Y ∈ K. The following
elementary lemma is probably well-known among experts, but we will present a
proof for readers’ convenience.
Lemma 6.3. The measure σ on Irr(C ) is submultiplicative. Namely, let F ⊂
Irr(Crs) and G ⊂ Irr(Cst) finite subsets with r, s, t ∈ Λ. Then one has the inequal-
ity |F · G|σ ≤ |F|σ|G|σ.
Proof. We have |F · G|σ ≤
∑
(X,Y )∈F×G |{X} · {Y }|σ by subadditivity of the mea-
sure σ. For (X, Y ) ∈ F × G, we have d(X)d(Y ) =
∑
Z∈{X}·{Y }N
Z
X,Y d(Z), and
|{X} · {Y }|σ =
∑
Z∈{X}·{Y } d(Z)
2 ≤ d(X)2d(Y )2. Thus we are done. 
Lemma 6.4. For any finite subsets Frs = Fsr in Irr(Crs) with r, s ∈ Λ such that
1 ∈ F00 and 1 ∈ F11 and δ > 0, there exist finite subsets K00 ⊂ Irr(C00) and
K10 ⊂ Irr(C10) such that
• K00 ⊂ F01 · K10 and F10 · K00 ⊂ K10.
• |(F00 · K00) \ K00|σ < δ|K00|σ.
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• |(F01 · K10) \ K00|σ < δ|K00|σ.
• |(F11 · K10) \ K10|σ < δ|K10|σ.
In particular, one has |(Frs · Ks0) \ Kr0|σ < δ|Kr0|σ for all r, s ∈ Λ.
Proof. For such Frs’s, we can take a finite subset G10 of Irr(C10) so that, putting
G01 := G10, we have F00 ⊂ G01 · G10, F10 ⊂ G10, F01 ⊂ G01 and F11 ⊂ G10 · G01.
Let ε > 0 such that ε < δ|G10|
−2
σ . By amenability of C00, we can take a
(G01 · G10, ε)-invariant finite subset K00 of Irr(C00). Put K10 := G10 · K00. Then
we have
K00 ⊂ F01 · F01 · K00 ⊂ F01 · K10 ⊂ G01 · G10 · K00,
and |(F01 · K10) \ K00|σ < ε|K00|σ. Next we have
K10 ⊂ F11 · K10 = F11 · G10 · K00 ⊂ G10 · G01 · G10 · K00,
and
(F11 · K10) \ K10 ⊂ G10 ·
(
(G01 · G10 · K00) \ K00
)
.
Hence
|(F11 · K10) \ K10|σ ≤ |G10|σ|(G01 · G10 · K00) \ K00|σ by Lemma 6.3
≤ |G10|σ · ε|K00|σ
≤ ε|G10|
2
σ|K10|σ,
where, in the last inequality, we have used K00 ⊂ G01 · K10 and Lemma 6.3. 
6.3. Freeness, Central freeness and the Rohlin property. Let (α, c) be an
action of a rigid C∗-2-category C = (Crs)r,s∈Λ on a system of properly infinite von
Neumann algebras M = (Mr)r∈Λ whose preduals are not necessarily separable.
Each αX , X ∈ Crs has the faithful normal left inverse map φ
α
X : Mr → Ms
defined as follows:
φαX(x) := R
α∗
X c
∗
X,X
αX(x)cX,XR
α
X for x ∈Mr.
We put αX(ψ) := ψ ◦ φ
α
X for X ∈ Crs and ψ ∈ (Ms)∗. Hence αX induces a map
from (Ms)∗ into (Mr)∗. In particular, when Mr’s have separable preduals, the
unital normal ∗-homomorphism αωX : M
ω
s → M
ω
r for each X ∈ Crs, r, s ∈ Λ is
well-defined. The computation rules (2.8) and (2.9) are also available.
Lemma 6.5. Let (α, c) be a cocycle action of C on M as before. Then the
following equalities are equivalent:
(1) The cocycle action (α00, c) of C00 on M0 is free.
(2) (αX , αY ) = α(C01(X, Y ))Z(M0) for all X, Y ∈ C01.
(3) (αX , αY ) = α(C10(X, Y ))αX(Z(M0)) for all X, Y ∈ C10.
In particular, if one of the equivalent conditions above holds, then Z(M1) ⊂
αX(Z(M0)) and αY (Z(M1)) ⊂ Z(M0) for all (X, Y ) ∈ Irr(C10)× Irr(C01).
Proof. (1) ⇒ (2). It suffices to show the equality for simple X and Y . It
is trivial that the right-hand side is contained in the left-hand side. Let
a ∈ (αX , αY ). Then R
α∗
Y c
∗
Y,Y
acX,Y is contained in (αX⊗Y , α1) that is equal to
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α(C00(X ⊗ Y , 1))Z(M0) = δX,YR
α∗
X Z(M0) from the freeness of (α
00, c). Take
b ∈ Z(M0) so that R
α∗
Y c
∗
Y,Y
acX,Y = δX,YR
α∗
X b. Then we can check (2) as follows:
d(Y )−1a = R
α∗
Y c
∗
Y,Y
αY (cY ,YR
α
Y )a = R
α∗
Y c
∗
Y,Y
aαX(cY ,YR
α
Y )
= δX,YR
α∗
X bc
∗
X,Y
αX(cY ,YR
α
Y )
= δX,Y bR
α∗
X c
∗
X,X
αX(cX,XR
α
X) = δX,Y d(X)
−1b.
(2) ⇒ (3). Let X, Y ∈ C10 and a ∈ (αX , αY ). Put b := αX(R
α∗
Y c
∗
Y,Y
a)cX,XR
α
X .
Then b is contained in (αY , αX) = α(C01(Y ,X))Z(M0) from the assumption
of (2). Since a = d(X)d(Y )R
α∗
X c
∗
X,X
αX(bcY ,YR
α
Y ), it suffices to show c :=
R
α∗
X c
∗
X,X
αX(T
αzcY ,YR
α
Y ) is in α(C10(X, Y ))αX(Z(M0)) for all T ∈ C01(Y ,X) and
z ∈ Z(M0). Indeed, we have c = [(R
∗
X ⊗ 1Y )(1X ⊗ T ⊗ 1Y )(1X ⊗ RY )]
ααX(z).
(3) ⇒ (1). Suppose that X ∈ Irr(C00) \ {1}. By Lemma 2.13, we will check
(αX , α1) = {0}. Take U ∈ C10 so that X ≺ U ⊗ U . It suffices to show that
(αU⊗U , α1) equals α(C00(U⊗U, 1))Z(M0). Let a ∈ (αU⊗U , α1). Then αU(a)cU,U⊗U
is an element of (αU⊗U⊗U , αU) which equals α(C10(U⊗U⊗U, U))αU⊗U⊗U(Z(M0))
by assumption (3). Thus we will compute φαU(T
ααU⊗U⊗U(z)c
∗
U,U⊗U
) for T ∈
C10(U ⊗ U ⊗ U, U) and z ∈ Z(M0) as follows:
φαU(T
ααU⊗U⊗U(z)c
∗
U,U⊗U
) = zRα∗U c
∗
U,U
αU(T
αc∗
U,U⊗U
)cU,UR
α
U
= zRα∗U [1U ⊗ T ]
αc∗
U,U⊗U⊗U
αU(c
∗
U,U⊗U
)cU,UR
α
U
= zRα∗U [1U ⊗ T ]
αc∗
U⊗U,U⊗U
RαU
= z[R∗U (1U ⊗ T )(RU ⊗ 1U ⊗ 1U)]
α.
Hence a ∈ α(C00(U ⊗ U, 1))Z(M0). 
Lemma 6.6. Let (α, c) be a cocycle action of C on M as before. Then the
following statements are equivalent:
(1) (α00, c) is free and Z(M0) = αX(Z(M1)) for all X ∈ Irr(C01).
(2) (α00, c) is free and αY (Z(M0)) = Z(M1) for all Y ∈ Irr(C10).
(3) (α00, c) and (α11, c) are free.
In particular, one of the equivalent conditions holds, then the restriction of αX ,
which will be denoted by θαX , induces an isomorphism from Z(Ms) onto Z(Mr)
for X ∈ Irr(Crs) with r, s ∈ Λ.
Proof. (1)⇒ (2). Let Y ∈ Irr(C10). By Lemma 6.5, we see Z(M1) ⊂ αY (Z(M0)).
We will show the converse inclusion. Let x ∈ Z(M0). By (1), we can take
y ∈ Z(M1) with x = αY (y). Using the centrality of x, we have φ
α
Y (y) = x and
φαY (y
∗y) = x∗x. Hence αY (x) = y since φ
α
Y ((αY (x)− y)
∗(αY (x)− y)) = 0.
(2) ⇒ (3). This implication follows from Lemma 6.5 by symmetry. The impli-
cation (3) ⇒ (1) is trivial from Lemma 6.5. 
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Definition 6.7. Let (α, c) be a cocycle action of a rigid C∗-2-category on a
system of properly infinite von Neumann algebras as before. We will say (α, c) is
free when one of the equivalent conditions in Lemma 6.6 holds.
Remark 6.8. By the previous lemma, if (α, c) is free, then M0 is a factor if and
only if M1 is. Note α preserves the type components of von Neumann algebras.
The following lemma is an application of Lemma 2.21 to (α00, c).
Lemma 6.9. Let (α, c) be a cocycle action of a rigid C∗-2-category C = (Crs)r,s∈Λ
on a system of properly infinite von Neumann algebras M = (Mr)r∈Λ with sep-
arable preduals. Let Fr0 be a finite subset of Irr(Cr0) with r ∈ Λ. Suppose that
(α00, c) is centrally free and there exists a faithful normal state ϕ0 ∈ (M0)∗ being
α00-invariant on Z(M0). Let Q0 be a countably generated von Neumann subalge-
bra in Mω0 and δ > 0. Then there exist n ∈ N and a partition of unity {ek}
n
k=0
in Q′0 ∩ (M0)ω such that
(1) |e0|ϕω < δ.
(2) ekαX⊗Y (ek) = 0 for all k = 1, . . . , n and X, Y ∈ Fr0 with X 6= Y and
r ∈ Λ.
The proof of Lemma 3.1 is applicable to a rigid C∗-2-category and we have the
following result.
Lemma 6.10. Let (α, c) be a cocycle action of a rigid C∗-2-category C =
(Crs)r,s∈Λ on a system of properly infinite von Neumann algebras N = (Nr)r∈Λ
with not necessarily separable preduals. Let Kr0 be a finite subset of Irr(Cr0)
with r ∈ Λ. Suppose that a projection e ∈ N0 satisfies eαX(e) = 0 for all
X ∈ (Kr0 · Kr0) \ {1} and moreover e commutes with all morphisms in C00 ⊔C01
and all unitaries cX,Y , (X, Y ) ∈ C0t × Ctu with t, u ∈ Λ. Then the following
statements hold for all r ∈ Λ:
(1) αX(e)αY (e) = 0 for X 6= Y ∈ Kr0.
(2) d(X)2φα
X
(e) with X ∈ Kr0 are mutually orthogonal projections in (Nr)ω.
(3) For each X ∈ Kr0, d(X)
2φα
X
(e) is the minimum of projections f ∈ Nr
such that fαX(e) = αX(e), fcX,XR
α
X = cX,XR
α
Xf .
(4) For each X ∈ Kr0, d(X)
2αX(e)cX,XR
α
XR
α∗
X c
∗
X,X
αX(e) = αX(e).
Let us state our main theorem of this subsection.
Theorem 6.11. Let (α, c) be a cocycle action of an amenable rigid C∗-2-category
C = (Crs)r,s∈Λ on a system of properly infinite von Neumann algebras M =
(Mr)r∈Λ with separable preduals. Suppose the following conditions hold:
• αX(Z(Ms)) = Z(Mr) for X ∈ Irr(Crs) with r, s ∈ Λ.
• There exist faithful normal states ϕr onMr with r ∈ Λ such that αX(ϕs) =
ϕr on Z(Mr) for all X ∈ Crs and r, s ∈ Λ.
• (α00, c) is centrally free.
Let 0 < δ < 1 and Frs,Kr0 with r, s ∈ Λ be finite subsets as in Lemma
6.4. Then for any countably generated von Neumann subalgebras Qr ⊂ M
ω
r with
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r ∈ Λ, there exist two families of projections E00 := (E00X )X∈C00 in M
ω
0 and
E10 := (E10X )X∈C10 in M
ω
1 satisfying the following conditions:
(1) (Naturality) Er0Y T
α = T αEr0X for all r ∈ Λ, X, Y ∈ Cr0 and T ∈
Cr0(X, Y ).
(2) Er0X = 0 for all r ∈ Λ, X ∈ Irr(Cr0) \ Kr0.
(3) Er0X ∈ αX(Q0)
′ ∩ αX (M0)ω for all r ∈ Λ and X ∈ Irr(Cr0), where
αX (M0)ω := αX((M0)ω) ∨ (Mr)ω.
(4) (Splitting property) τω(Er0X x) = τ
ω(Er0X )τ
ω(x) for all r ∈ Λ, X ∈ Cr0 and
x ∈ Qr.
(5) {d(X)2R
α∗
X c
∗
X,X
Er0X cX,XR
α
X}X∈Kr0 is a family of orthogonal projections in
Q′r ∩ (Mr)ω.
(6) (Approximate partition of unity)
∑
X∈Kr0
ϕωr (d(X)
2R
α∗
X c
∗
X,X
Er0X cX,XR
α
X) ≥ 1− 7δ
1/2 for all r ∈ Λ.
(7) (Approximate joint equivariance) For all r, s ∈ Λ,
∑
X∈Frs
∑
Y ∈Irr(Cs0)
d(X)2d(Y )2|αX(E
s0
Y )− cX,YE
r0
X⊗Y c
∗
X,Y |αX(αY (ϕω0 )) ≤ 6δ
1/2|Frs|σ.
(8) (Resonance property)
Er0X cX,XR
α
XE
r0
Y =
δX,Y
d(X)
αX(cX,XR
α
X)E
r0
X
for all X, Y ∈ Irr(Cr0) and r ∈ Λ.
Remark 6.12. Let Z ∈ Irr(Cr0) with r ∈ Λ. Since (α
00, c) is free, τω(Er0Z ) ∈
(αZ , αZ) = αZ(Z(M0)), which also equals Z(M1) by our assumption. Thus
αZ(ϕ
ω
0 )(E
r0
Z ) = ϕ
ω
r (E
r0
Z ).
Our proof of the previous theorem is almost parallel to that of Theorem 3.2. Let
us introduce the set J that is the collection of a pair of families of projections E :=
(E00, E10), where Er0 = (Er0X )X∈Cr0 which satisfies the conditions of Theorem 6.11
(1), (2), (3), (4), (5) and (8). Trivially, the pair of E00 = (0)X and E
10 = (0)Y is
a member of J . We set the functions ar,s, br with r, s ∈ Λ from J into R+ by
ar,sE :=
1
|Frs|σ
∑
X∈Frs
∑
Y ∈Irr(Cs0)
d(X)2d(Y )2|αX(E
s0
Y )− cX,YE
r0
X⊗Y c
∗
X,Y |αX(αY (ϕω0 )),
brE :=
∑
X∈Kr0
d(X)2ϕωr (E
r0
X ).
Note that we see brE ≤ 1 as before.
Lemma 6.13. One has |b0E − b
1
E | ≤ a
1,0
E for E ∈ J .
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Proof. In the defining equality of a1,0E , αX(E
00
Y ) and cX,YE
10
X⊗Y c
∗
X,Y are commuting
with αX(αY (ϕ
ω
0 )). Hence
|F10|σa
1,0
E ≥
∣∣∣∣
∑
X∈F10
∑
Y ∈Irr(C00)
d(X)2d(Y )2αX(αY (ϕ
ω
0 ))
(
αX(E
00
Y )− cX,YE
10
X⊗Y c
∗
X,Y
)∣∣∣∣
=
∣∣∣∣
∑
X∈F10
∑
Y ∈Irr(C00)
d(X)2d(Y )2ϕω0 (E
00
Y )− αX⊗Y (ϕ
ω
0 )(E
10
X⊗Y )
∣∣∣∣
=
∣∣∣∣|F10|σb0E −
∑
X∈F10
∑
Y ∈Irr(C00)
d(X)2d(Y )2αX⊗Y (ϕ
ω
0 )(E
10
X⊗Y )
∣∣∣∣.
Using the following equality, we are done:∑
X∈F10
∑
Y ∈Irr(C00)
d(X)2d(Y )2αX⊗Y (ϕ
ω
0 )(E
10
X⊗Y )
=
∑
X∈F10
∑
Y ∈Irr(C00)
∑
Z∈Irr(C10)
d(X)2d(Y )2pX(Y, Z)αZ(ϕ
ω
0 )(E
10
Z )
=
∑
X∈F10
∑
Z∈K10
d(X)2d(Z)2αZ(ϕ
ω
0 )(E
10
Z )
= |F10|σb
1
E by Remark 6.12.

Lemma 6.14. Suppose that an element E = (E00, E10) of J satisfies the inequal-
ity
∑
r∈Λ |Kr0|σb
r
E < (1 − δ
1/2)
∑
r∈Λ |Kr0|σ. Then there exists E
′ = (E ′00, E ′10)
in J such that
(1) ar,sE′ − a
r,s
E ≤ 3δ
1/2
∑
t∈Λ(b
t
E′ − b
t
E) for all r, s ∈ Λ.
(2) 0 < (δ1/2/2)
∑
r∈Λ
∑
Y ∈Kr0
d(Y )2ϕωr (|E
′r0
Y − E
r0
Y |) ≤
∑
r∈Λ(b
r
E′ − b
r
E).
Proof. Take δ1 > 0 so that
∑
r∈Λ |Kr0|σb
r
E < (1 − δ1)(1 − δ
1/2)
∑
r∈Λ |Kr0|σ. We
may and do assume that each Qr contains Mr and αX(E
s0) for s ∈ Λ and X ∈
Irr(Crs) and moreover that αX(Qs) ⊂ Qr for all X ∈ Irr(Crs) and r, s ∈ Λ. We
let Lr := Kr0 ∪
⋃
s∈Λ(Frs · Ks0) that is a finite subset of Irr(Cr0). By Lemma
6.9, we can take a partition of unity {et}
n
t=0 in Q
′
0 ∩ (M0)ω so that |e0|ϕω0 < δ1
and ekαX(ek) = 0 for all X ∈
⋃
r∈Λ(Lr · Lr) \ {1}. By fast reindexation, we
may and do assume that τω(xαX(ek)) = τ
ω(x)τω(αX(ek)) for all r ∈ Λ, x ∈ Qr,
X ∈ Irr(Cr0) and k = 0, . . . , n. Then as Claim 1 in the proof of Lemma 3.4, we
can show the following inequality holds for some k ≥ 1:∑
r∈Λ
∑
X,Y ∈Kr0
d(X)2d(Y )2ϕωr (E
r0
X φ
α
Y
(ek)) < (1− δ
1/2)
∑
r∈Λ
|Kr0|σϕ
ω
0 (ek).
We put e := ek ∈ Q
′
0 ∩ (M0)ω. We let
fr :=
∑
X∈Kr0
d(X)2φα
X
(e) for r ∈ Λ,
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which are projections in Q′r ∩ (Mr)ω. Then ϕ
ω
r (fr) = |Kr0|σϕ
ω
0 (e), and∑
r∈Λ
∑
X∈Kr0
d(X)2ϕωr (E
r0
X fr) < (1− δ
1/2)
∑
r∈Λ
ϕωr (fr). (6.1)
For X ∈ Cr0 with r ∈ Λ, we put
E ′r0X := E
r0
X f
⊥
r + αX(e)[P
Kr0
X ]
α.
Then we can see the pair E ′ := (E ′00, E ′10) is indeed the member of J . We have∑
r∈Λ
brE′ =
∑
r∈Λ
∑
X∈Kr0
d(X)2ϕωr (E
r0
X f
⊥
r + αX(e))
=
∑
r∈Λ
brE −
∑
r∈Λ
∑
X∈Kr0
d(X)2ϕωr (E
r0
X fr) +
∑
r∈Λ
ϕωr (fr)
>
∑
r∈Λ
brE − (1− δ
1/2)
∑
r∈Λ
ϕωr (fr) +
∑
r∈Λ
ϕωr (fr) by (6.1)
=
∑
r∈Λ
brE + δ
1/2
∑
r∈Λ
ϕωr (fr). (6.2)
Now we have∑
Y ∈Kr0
d(Y )2ϕωr (|E
′r0
Y − E
r0
Y |) =
∑
Y ∈Kr0
d(Y )2ϕωr (| − E
r0
Y fr + αY (e)|)
≤
∑
Y ∈Kr0
d(Y )2ϕωr (E
r0
Y fr + αY (e)).
Applying the splitting property of τω to Er0Y and fr, we obtain ϕ
ω
r (E
r0
Y fr) =
ϕωr (R
α∗
Y c
∗
Y,Y
Er0Y cY,YR
α
Y fr). Hence∑
Y ∈Kr0
d(Y )2ϕωr (|E
′r0
Y − E
r0
Y |)
≤ ϕωr (
∑
Y ∈Kr0
d(Y )2R
α∗
Y c
∗
Y,Y
Er0Y cY,YR
α
Y fr) +
∑
Y ∈Kr0
d(Y )2ϕω0 (e)
≤ 2ϕωr (fr).
From (6.2) and the inequality above, we have the inequality in (2) of this lemma.
Let r, s ∈ Λ. For X ∈ Irr(Crs) and Y ∈ Irr(Cs0), we have
αX(E
′s0
Y )− cX,YE
′r0
X⊗Y c
∗
X,Y
= αX(E
s0
Y )(αX(f
⊥
s )− f
⊥
r ) + (αX(E
s0
Y )− cX,YE
r0
X⊗Y c
∗
X,Y )f
⊥
r
+ αX(αY (e))(αX([P
Ks0
Y ]
α)− cX,Y [P
Kr0
X⊗Y ]
αc∗X,Y ).
Then
|αX(E
′s0
Y )− cX,YE
′r0
X⊗Y c
∗
X,Y |αX(αY (ϕω0 )) − |αX(E
s0
Y )− cX,YE
r0
X⊗Y c
∗
X,Y |αX(αY (ϕω0 ))
≤ ϕωr (αX(E
s0
Y )|αX(fs)− fr|)
+ ϕω0 (e)
(
1Ks0(Y )
∑
Z∈Kcr0
pX(Y, Z) + 1Kcs0(Y )
∑
Z∈Kr0
pX(Y, Z)
)
,
60
where we have used our assumption that αU(ϕ
ω
1 ) = ϕ
ω
0 on Z(M0) for all U ∈
Irr(C01) and K
c
r0 denotes the complement of Kr0 in Irr(Cr0). Using Lemma 6.4,
We have the following inequalities:
∑
(X,Y,Z)∈Frs×Ks0×Kcr0
d(X)2d(Y )2pX(Y, Z) ≤ δ|Frs|σ|Kr0|σ,
∑
(X,Y,Z)∈Frs×Kcs0×Kr0
d(X)2d(Y )2pX(Y, Z) ≤ δ|Frs|σ|Ks0|σ.
Hence we obtain
|Frs|σ(a
r,s
E′ − a
r,s
E ) ≤ δ|Frs|σ
∑
t∈Λ
ϕωt (ft) +
∑
X∈Frs
d(X)2ϕωr (|αX(fs)− fr|).
It turns out from the definition of Lr that αX(fs) and fr are commuting operators
for X ∈ Frs, and |αX(fs)− fr| = αX(fs)f
⊥
r +αX(f
⊥
s )fr (cf. Claim 4 in the proof
of Lemma 3.4). Thus
ϕωr (|αX(fs)− fr|) = ϕ
ω
s (fs − fsφ
α
X(fr)) + ϕ
ω
s (αX(f
⊥
s )fr)
≤ ϕωs (|fs − φ
α
X(fr)|) + ϕ
ω
r (φ
α
X
(f⊥s )fr)
≤ ϕωs (|fs − φ
α
X(fr)|) + ϕ
ω
r (|fr − φ
α
X
(fs)|).
Using
φαX(fr) =
∑
(U,V )∈Kr0×Irr(Cs0)
d(U)2pX(U, V )φ
α
V
(e),
φα
X
(fs) =
∑
(U,V )∈Irr(Cr0)×Ks0
d(V )2pX(V, U)φ
α
U
(e),
and
fr =
∑
(U,V )∈Kr0×Irr(Cs0)
d(V )2pX(V, U)φ
α
U
(e),
fs =
∑
(U,V )∈Irr(Cr0)×Ks0
d(U)2pX(U, V )φ
α
V
(e),
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we obtain ∑
X∈Frs
d(X)2ϕωs (|fs − φ
α
X(fr)|)
≤
∑
(X,U,V )∈Frs×Kcr0×Ks0
d(X)2d(U)2pX(U, V )ϕ
ω
0 (e)
+
∑
(X,U,V )∈Frs×Kr0×Kcs0
d(X)2d(U)2pX(U, V )ϕ
ω
0 (e)
≤ |Frs|σ|(Frs · Ks0) \ Kr0|σϕ
ω
0 (e)
+ |Frs|σ|(Frs · Kr0) \ Ks0|σϕ
ω
0 (e)
≤ δ|Frs|σ|Kr0|σϕ
ω
0 (e) + δ|Frs|σ|Ks0|σϕ
ω
0 (e) by Lemma 6.4
= δ|Frs|σ
∑
t∈Λ
ϕωt (ft)
and ∑
X∈Frs
d(X)2ϕωr (|fr − φ
α
X
(fs)|)
=
∑
(X,U,V )∈Frs×Kcr0×Ks0
d(X)2d(V )2pX(V, U)ϕ
ω
0 (e)
+
∑
(X,U,V )∈Frs×Kr0×Kcs0
d(X)2d(V )2pX(V, U)ϕ
ω
0 (e)
≤ |Frs|σ|(Frs · Ks0) \ Kr0|σϕ
ω
0 (e)
+ |Frs|σ|(Frs · Kr0) \ Ks0|σϕ
ω
0 (e)
≤ δ|Frs|σ|Kr0|σϕ
ω
0 (e) + δ|Frs|σ|Ks0|σϕ
ω
0 (e) by Lemma 6.4
= δ|Frs|σ
∑
t∈Λ
ϕωt (ft).
Hence by (6.2), we have
(ar,sE′ − a
r,s
E ) ≤ 3δ
∑
t∈Λ
ϕωt (ft) < 3δ
1/2
∑
t∈Λ
(btE′ − b
t
E).

Proof of Theorem 6.11. Let I be the subset of J which consists of E = (E00, E10)
such that ar,sE ≤ 3δ
1/2
∑
t∈Λ b
t
E for all r, s ∈ Λ. We give the order on I by
E ≤ E ′ if E = E ′ or the inequalities in Lemma 6.14 hold. Then the order
is inductive as shown in [46, Proof of Theorem 5.9]. Take a maximal element
E = (E00, E10) ∈ I. Then
∑
r∈Λ |Kr0|σb
r
E ≥ (1 − δ
1/2)
∑
r∈Λ |Kr0|σ from Lemma
6.14. Thus b0E ≥ 1 − δ
1/2 or b1E ≥ 1 − δ
1/2. When b0E ≥ 1 − δ
1/2, we have the
following estimate from Lemma 6.13:
b1E ≥ −a
1,0
E + b
0
E ≥ −3δ
1/2
∑
t∈Λ
btE + b
0
E ≥ 1− 7δ
1/2.
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Similarly, when b1E ≥ 1− δ
1/2, we also have b0E ≥ 1− 7δ
1/2. 
6.4. Approximation of cocycle actions by cocycle perturbations in Mω.
We will state the following rigid C∗-2-category version of Lemma 5.1.
Lemma 6.15. Let (α, cα) and (β, cβ) be cocycle actions of an amenable rigid C∗-
2-category C = (Cr,s)r,s∈Λ on a system of properly infinite von Neumann algebras
M = (Mr)r∈Λ with separable preduals. Suppose that the following four conditions
hold:
• αX(Z(Ms)) = Z(Mr) for X ∈ Irr(Crs) with r, s ∈ Λ.
• There exist faithful normal states ϕr onMr with r ∈ Λ such that αX(ϕs) =
ϕr on Z(Mr) for all X ∈ Crs and r, s ∈ Λ.
• (α00, c) is centrally free.
• αX and βX are approximately unitarily equivalent for all X ∈ C .
Then one can take unitaries νX in M
ω
r with X ∈ Crs and r, s ∈ Λ so that the
following equalities hold:
• νXαX(ψ
ω)ν∗X = βX(ψ
ω) for all X ∈ C and ψ ∈M∗.
• νXαX(νY )c
α
X,Y ν
∗
X⊗Y = c
β
X,Y for all X ∈ Crs and Y ∈ Cst with r, s, t ∈ Λ.
• νY T
α = T βνX for all X, Y ∈ Crs, T ∈ C (X, Y ) and r, s ∈ Λ.
Proof. Let Frs, Krs and E
r0 be as in Theorem 6.11. Then the same proof of
Lemma 5.1 and Lemma 5.3 is applicable to the unitaries in place of vX in (5.3)
as follows: for X ∈ Crs with r, s ∈ Λ,
vX :=
∑
Y ∈Irr(Cr0)
d(Y )2R
γ∗
Y c
∗
Y,Y
γY (dY ,Xc
∗
Y ,X
)Eγ,r0Y cY,YR
γ
Y + pr,
where pr := 1 −
∑
Y ∈Kr0
d(Y )2R
γ∗
Y c
∗
Y,Y
Eγ,r0Y cY,YR
γ
Y . Note here that (γ, c
γ) is
a unitary perturbation of (α, c) by unitaries uX ’s as introduced in Lemma 3.6
and Eγ,r0Y of course denotes uYE
r0
Y u
∗
Y . In the proof of Lemma 5.3, we have used
Lemma 3.8, which should be now changed as follows. Let ψt ∈ (Mt)∗ be a faithful
normal state with t ∈ Λ such that γX(ψs) = ψr on Z(Mr) for all X ∈ Crs and
r, s ∈ Λ. Let ∆X,Y ∈ M
ω
r be a self-adjoint element commuting with γX(γY (Mt))
and γX(γY (ψ
ω
t )) for (X, Y ) ∈ Crs × Cst and r, s, t ∈ Λ. Then for all y ∈ M
ω
r , we
have
|γX(ψ
ω
s )(y∆X,Y γX(c
γ
Y,Y
R
γ
Y ))| ≤ ‖y‖|∆X,Y |γX(γY (ψωt )).

6.5. On the first cohomology vanishing type result. Let (α, cα) and (β, cβ)
be cocycle actions of C = (Crs)r,s∈Λ onM = (Mr)r∈Λ such that the four conditions
in Lemma 6.15 are satisfied. Also suppose we have unitaries wX ∈M
ω
r with X ∈
Crs which are satisfying the following properties: for all r, s ∈ Λ and X, Y ∈ Crs,
• wXαX(ψ
ω)w∗X = βX(ψ
ω) for all ψ ∈ (Ms)∗.
• wXαX(wY )c
α
X,Yw
∗
X⊗Y = c
β
X,Y .
• wY T
α = T βwX for all T ∈ Crs(X, Y ).
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Let us introduce the following unitary:
θβ,αX :=
∑
Z∈Irr(Crs)
∑
T∈ONB(Z,X)
T βT α∗ for X ∈ Crs, r, s ∈ Λ. (6.3)
Let δ > 0. Take finite subsets Frs and Kr0 as in Lemma 6.4. Let Qr be a
countably generated von Neumann subalgebras of Mωr with r ∈ Λ. We may and
do assume that each Qr is an α
rr-invariant and contains Mr for r = 0, 1. Let
Eα = (E00, E10) be a Rohlin tower with respect to (α, c) as in Theorem 6.11.
Then we will introduce the following Shapiro type unitary element:
µr :=
∑
Z∈Irr(Cr0)
d(Y )2R
β∗
Z c
β∗
Z,Z
wZE
r0
Z c
α
Z,Z
R
α
Z + pr,
where and pr := 1−
∑
Z∈Kr0
d(Z)2R
α∗
Z c
α∗
Z,Z
Er0Z c
α
Z,Z
R
α
Z that is a projection in Q
′
r ∩
(Mr)ω. Then the same proof of Lemma 5.4 is applicable to a cocycle action of a
rigid C∗-2-category. Note that ϕω(pr) ≤ 7δ
1/2.
Lemma 6.16. Let µ = (µr)r∈Λ be as above. Then the following inequalities hold:
(1) For all r, s ∈ Λ,∑
X∈Frs
d(X)2|wXαX(µs)− µr|αX(ϕωs )
≤ 20δ1/2|Frs|σ +
∑
X∈Frs
∑
Y ∈Kr0
d(X)2d(Y )2‖cβ
Y ,X
θβ,α
Y⊗X
cα∗
Y ,X
− 1‖α
Y
(αX (ϕωs )).
(2) For all r ∈ Λ and ψ ∈ (Mr)∗,
‖µrψ
ω − ψωµr‖ ≤
∑
Y ∈Kr0
d(Y )4‖αY (ψ
ω)− βY (ψ
ω)‖.
Then we obtain the following result corresponding to Lemma 5.5.
Lemma 6.17. Let (α, cα) be a centrally free cocycle action of C = (Crs)r,s∈Λ on
M = (Mr)r∈Λ such that the four conditions in Lemma 6.15 are satisfied. Let
δ > 0 and Frs,Kr0 ⊂ Irr(C ) be as in Lemma 6.4. Let ε > 0. Let uX ∈ M
with X ∈ C be unitaries and (β, cβ) the perturbed cocycle action of (α, cα) by the
unitary u. Suppose the following inequality holds:
‖cβ
Y ,X
θβ,α
Y⊗X
cα∗
Y ,X
− 1‖α
Y
(αX (ϕs)) < ε for all r, s ∈ Λ, X ∈ Frs, Y ∈ Kr0
and
‖βY (ψ)− αY (ψ)‖ < ε for all Y ∈ Kr0, ψ ∈ Ψr, r ∈ Λ.
Then for any finite subset Ψr ⊂ (Mr)∗ with r ∈ Λ, there exists a unitary νr ∈Mr
with r ∈ Λ such that for all r, s ∈ Λ, the following inequalities hold:∑
X∈Frs
d(X)2|uXαX(νs)− νr|αX(ϕs) < 20δ
1/2|Frs|σ + ε|Frs|σ|Kr0|σ
and
‖νrψ − ψνr‖ < ε
∑
Y ∈Kr0
d(Y )4 for all ψ ∈ Ψr.
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6.6. Intertwining argument. Lemma 6.15 and Lemma 6.17 are all we need to
proceed the intertwining argument. Our main result of this section is as follows.
Theorem 6.18. Let C = (Crs)r,s∈Λ be an amenable rigid C
∗-2-category with
Λ = {0, 1}. Let (α, cα) and (β, cβ) be cocycle actions of C on a system of properly
infinite von Neumann algebras M = (Mr)r∈Λ with separable preduals. Suppose
that the following conditions hold:
• αX(Z(Ms)) = Z(Mr) for X ∈ Irr(Crs) with r, s ∈ Λ.
• There exist faithful normal states ϕr onMr with r ∈ Λ such that αX(ϕs) =
ϕr on Z(Mr) for all X ∈ Crs and r, s ∈ Λ.
• (α00, cα) is centrally free.
• αX and βX are approximately unitarily equivalent for all X ∈ C .
Then (α, cα) and (β, cβ) are strongly cocycle conjugate.
Proof. For each r, s ∈ Λ, we take an increasing sequence of finite subsets Srsn in
Irr(Crs) such that the union of S
rs
n with n ≥ 0 equals Irr(Crs) and S
rs
n = S
sr
n .
We may and do assume that S000 = {1} and S
11
0 = {1}. By Lemma 6.4, we
can inductively construct a sequence of finite subsets F rsn = F
sr
n ⊂ Irr(Crs) and
Kr0n ⊂ Irr(Cr0) with r, s ∈ Λ and δn > 0 for n ≥ 0 so that
• F rr0 := S
rr
0 =: K
rr
0 with r ∈ Λ, F
01
0 = F
10
0 6= ∅ and δ0 := 3.
• F00n := F
00
n−1 ∪ K
00
n−1 ∪ K
00
n−1 ∪ S
00
n for n ≥ 1.
• F10n := F
10
n−1 ∪ K
10
n−1 ∪ S
10
n for n ≥ 1.
• F01n := F
10
n for n ≥ 1.
• F11n := F
11
n−1 ∪ S
11
n for n ≥ 1.
• δn := 16
−nminr,s∈Λ |F
rs
n |
−2
σ for n ≥ 1.
• |(F rsn · K
s0
n ) \ K
r0
n |σ < δn|K
r0
n |σ for n ≥ 1.
Take εn > 0 with n ≥ 0 such that εn < δnminr∈Λ |K
r0
n |
−2
σ and εn < εn−1 < 1.
Let D = (Drs)rs∈Λ be dense subsets in C such that each Drs is dense in Crs and
D is closed under the conjugation and the tensor products. Let Gn = (G
rs
n )r,s∈Λ
be an increasing sequence of finite subsets in D such that Grsn ⊂ Drs and the
union of Grsn with n ≥ 0 equals Drs.
For r ∈ Λ, we set Φr0 := {ϕr}. Let Φ
r
n with n ≥ 0 be an increasing sequence of
finite subsets of (Mr)∗ whose union is norm-dense in (Mr)∗. We set Ψ
r
−1 := Φ
r
0 =:
Ψr0, (γ
−1, c−1) := (α, cα), (γ0, c0) := (β, cβ), wr−1 := 1 =: w
r
0, θ
r
−1 := idMr =: θ
r
0
and u−1X := 1 =: u
0
X ∈Mr and u
−1
X := 1 =: u
0
X ∈Mr for all X ∈ Crs with r, s ∈ Λ.
We can inductively construct the following members with n ≥ 1 in the same way
as Theorem 6.18:
• Ψrn: a finite subset of (Mr)∗ with r ∈ Λ;
• (γn, cn): a centrally free cocycle action of C on M = (Mr)r∈Λ;
• unX: a unitary in Mr for X ∈ Crs with r, s ∈ Λ;
• wrn: a unitary in Mr with r ∈ Λ;
• θrn: an inner automorphism on Mr with r ∈ Λ;
• unX : a unitary in Mr for X ∈ Crs with r, s ∈ Λ;
such that
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(n.1) For r ∈ Λ,
Ψrn := Φ
r
n ∪Ψ
r
n−1 ∪ θ
r
n−1(Φ
r
n)
∪
1⋃
s=0
⋃
X∈Frsn
{γn−1X (Φ
r
n), γ
n−1
X (ϕs)u
n−1
X , u
n−1
X γ
n−1
X (ϕs), u
n−1∗
X γ
n−1
X (ϕs)u
n−1
X }.
(n.2) The unitaries un perturbs (Adwn ◦ γ
n−2 ◦ Adw∗n, wnc
n−2w∗n) to (γ
n, cn),
where Adwn ◦γ
n−2 ◦Adw∗n means a system of maps Adw
r
n ◦γ
n−2
X ◦Adw
s∗
n
from Ms into Mr for X ∈ Crs with r, s ∈ Λ.
(n.3) ‖γn
X
(γnY (ψ)) − γ
n−1
X
(γn−1Y (ψ))‖ < εn for all (X, Y ) ∈ F
rs
n+1 × F
rt
n+1 and
ψ ∈ Ψtn with r, s, t ∈ Λ.
(n.4) ‖(T γ
n
− T γ
n−1
)ϕr‖+ ‖ϕr · (T
γn − T γ
n−1
)‖ < εn for all T ∈ C (X, Y ) with
X, Y ∈ Grsn and r, s ∈ Λ.
(n.5) ‖(cnX,Y − c
n−1
X,Y )ϕr‖ + ‖ϕr · (c
n
X,Y − c
n−1
X,Y )‖ < εn for all X, Y ∈ G
rs
n with
r, s ∈ Λ.
(n.6) ‖cn
Y ,X
θγ
n,γn−1
Y⊗X
cn−1∗
Y ,X
− 1‖γn−1
Y
(γn−1
X
(ϕs))
< εn for all X ∈ F
rs
n+1 and Y ∈ K
r0
n+1
with r, s ∈ Λ.
(n.7)
∑
X∈Frsn−1
|unX − 1|Adwrn◦γn−2X ◦Adws∗n (ϕs) < 24/4
n with r, s ∈ Λ and n ≥ 2.
(n.8) ‖wrnψ − ψw
r
n‖ < 2δn−1 for ψ ∈ Ψ
r
n−1 with r ∈ Λ.
(n.9) θrn := Adw
r
n ◦ θ
r
n−2 with r ∈ Λ.
(n.10) unX := u
n
Xwnu
n−2
X w
∗
n for X ∈ C .
Then it is not so difficult to see that the intertwining method similar to the proof
of Theorem 5.7 works, and we are done. 
We will state a rigid C∗-2-category version of Corollary 5.8. The proof is
straightforward.
Corollary 6.19. Let C = (Crs)r,s∈Λ and D = (Drs)r,s∈Λ be amenable rigid C
∗-2-
categories with a unitary tensor equivalence (F, L) from C into D. Let (α, cα) and
(β, cβ) be cocycle actions of C and D on a system of properly infinite von Neu-
mann algebras with separable preduals M = (Mr)r∈Λ. Suppose that the following
conditions hold:
• αX(Z(Ms)) = Z(Mr) for X ∈ Irr(Crs) with r, s ∈ Λ.
• There exist faithful normal states ϕr onMr with r ∈ Λ such that αX(ϕs) =
ϕr on Z(Mr) for all X ∈ Crs and r, s ∈ Λ.
• (α00, cα) is centrally free.
• αX and βF (X) are approximately unitarily equivalent for all X ∈ C .
Then there exist a family of unitaries v = (vX)X∈C in M and an approximately
inner automorphism θr on Mr with r ∈ Λ such that
• Ad vX ◦ αX = θr ◦ βF (X) ◦ θ
−1
s for all X ∈ Crs with r, s ∈ Λ.
• vXαX(vY )c
α
X,Y v
∗
X⊗Y = θ(c
β
F (X),F (Y )[LX,Y ]
β) for all (X, Y ) ∈ Crs×Cst with
r, s, t ∈ Λ.
• vY T
α = θ(F (T )β)vX for all X, Y ∈ C and T ∈ C (X, Y ).
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6.7. Isomorphic property. In Theorem 6.18, we have classified cocycle actions
of a rigid C∗-2-category such that (α00, cα) is centrally free on M0. We will show
M1 is actually determined by the data of (α
00, cα) and C .
Theorem 6.20. Let (α, cα) and (β, cβ) be cocycle actions of an amenable rigid
C∗-2-category C = (Crs)r,s∈Λ on systems of properly infinite von Neumann al-
gebras M = (Mr)r∈Λ and P = (Pr)r∈Λ with separable preduals, respectively.
Suppose that (α00, cα) and (β00, cβ) are cocycle conjugate, that is, there exist a
∗-isomorphism π0 : M0 → P0 and unitaries uX ∈ P0 with X ∈ C00 such that
• π0 ◦ αX ◦ π
−1
0 = Ad uX ◦ βX for all X ∈ C00.
• π0(c
α
X,Y ) = uXβX(uY )c
β
X,Y u
∗
X⊗Y for all X, Y ∈ C00.
• π0(T
α) = uY T
βu∗X for all X, Y ∈ C00 and T ∈ C00(X, Y ).
Then for each Z ∈ C10, there exists an isomorphism πZ : M1 → P1 such that
• πZ ◦ αZ = βZ ◦ π0.
• πZ(T
α) = T β for all T ∈ C10(Z,Z).
Proof. Let ϕ ∈ M0 be a faithful normal state. Fix Z ∈ C10. In the following,
we will compare the inclusions αZ(M0) ⊂ M1 to βZ(P0) ⊂ P1 via GNS Hilbert
spaces (cf. discrete decompositions treated in Section 4).
Let EαZ := αZ ◦ φ
α
Z be a conditional expectation from M1 onto αZ(M0). Then
ψ := αZ(ϕ) ∈ (M1)∗ satisfies ψ ◦ E
α
Z = ψ. Let L
2(M1, ψ) be the GNS Hilbert
space of M1 with respect to ψ. The GNS cyclic vector is denoted by ξψ. Then
the Jones projection eαZ on L
2(M1, ψ) satisfies eZxξψ = E
α
Z(x)ψ for x ∈M1.
Similarly, we put EβZ := βZ ◦ φ
β
Z and χ := βZ(π0(ϕ)) ∈ (P1)∗. Then L
2(P1, χ),
ξχ and e
β
Z denote the GNS Hilbert space, the GNS cyclic vector and the Jones
projection, respectively.
For each X ∈ Irr(C00) with X ≺ Z⊗Z, we take an orthonormal base {S
X
j }j∈IX
of C00(X,Z ⊗ Z). We put
TXj := d(Z)(1Z ⊗ S
X∗
j )(RZ ⊗ 1Z) ∈ C10(Z,Z ⊗X).
Then we let
vXj := c
α
Z,X[T
X
j ]
α = d(Z)αZ([S
X∗
j ]
αcα∗
Z,Z
)cα
Z,Z
R
α
Z ∈ (αZ , αZ ◦ αX) ⊂M1,
and
wXj := c
β
Z,X[T
X
j ]
β = d(Z)βZ([S
X∗
j ]
βcβ∗
Z,Z
)cβ
Z,Z
R
β
Z ∈ (βZ , βZ ◦ βX) ⊂ P1.
Claim 1. The following statements hold:
(1) For X, Y ∈ Irr(C00) contained in Z ⊗ Z, one has φ
α
Z(v
X
j v
Y ∗
k ) = δX,Y δj,k
and φβZ(w
X
j w
Y ∗
k ) = δX,Y δj,k for j ∈ IX and k ∈ IY .
(2) The equalities
∑
X
∑
j∈IX
vX∗j e
α
Zv
X
j = 1 and
∑
X
∑
j∈IX
wX∗j e
β
Zw
X
j = 1
hold, where the summation is taken for X ∈ Irr(C00) with X ≺ Z ⊗ Z.
(3) The linear span of vX∗j αZ(M0) for X ∈ Irr(C00) with X ≺ Z ⊗ Z equals
M1. Similarly, the linear span of w
X∗
j βZ(M0) for the same X’s equals P1.
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Proof of Claim 1. We will verify the statements only for (α, cα). (1). We have
φαZ(v
X
j v
Y ∗
k ) = d(Z)
2φαZ(αZ([S
X∗
j ]
α)cα
Z,Z
R
α
ZR
α∗
Z c
α∗
Z,Z
αZ([S
Y
k ]
α))
= d(Z)2[SX∗j ]
αφαZ(c
α
Z,Z
R
α
ZR
α∗
Z c
α∗
Z,Z
)[SYk ]
α
= [SX∗j ]
α[SYk ]
α = δX,Y δj,k.
(2). By (1). pα :=
∑
X
∑
j∈IX
vX∗j e
α
Zv
X
j is a projection in the basic extension
〈M1, e
α
Z〉. Let Ê
α
Z be the dual operator valued weight of E
α
Z . Using Ê
α
Z(e
α
Z) = 1
and the M1-M1-bimodularity of Ê
α
Z , we get
ÊαZ(p
α) =
∑
X
∑
j∈IX
vX∗j v
X
j =
∑
X
∑
j∈IX
d(Z)2R
α∗
Z c
α∗
Z,Z
αZ([S
X
j S
X∗
j ]
α)cα
Z,Z
R
α
Z
=
∑
X
d(Z)2φα
Z
([PX
Z⊗Z
]α) = d(Z)2.
It is elementary to check b := d(Z)R
α∗
Z c
α∗
Z,Z
gives a Pimsner–Popa basis of
αZ(M0) ⊂ M1, and we have be
α
Zb
∗ = 1. This implies that ÊαZ(1) = Ê
α
Z(be
α
Zb
∗) =
bb∗ = d(Z)2. Hence pα = 1.
(3). This is trivial from (2). 
It turns out from the previous claim that L2(M1, ψ) and L
2(P1, χ) have the
orthogonal decomposition to vX∗j αZ(M0)ξψ and w
X∗
j βZ(M0)ξχ with X ∈ Irr(C00),
X ≺ Z ⊗ Z and j ∈ IX , respectively.
Let us compare the structures of the inner products. For x, y ∈ M0, X, Y ∈
Irr(C00) with X, Y ≺ Z ⊗ Z, j ∈ IX and k ∈ IY , we have
ψ(αZ(y
∗)vYk v
X∗
j αZ(x)) = ϕ(y
∗φαZ(v
Y
k v
X∗
j )x)
= δX,Y δj,kϕ(y
∗x) by Claim 1 (1)
= χ(βZ(π0(y
∗)u∗Y )w
Y
k w
X∗
j βZ(u
∗
Xπ0(x))).
Hence we have shown the following claim.
Claim 2. There exists a unitary V from L2(M1, ψ) onto L
2(P1, χ) such that
V vX∗j αZ(x)ξψ = w
X∗
j βZ(u
∗
Xπ0(x))ξχ for all x ∈ M0, X ∈ Irr(C00) with X ≺ Z⊗Z
and j ∈ IX .
Now we will show that V implements the isomorphism between the inclusions
αZ(M0) ⊂ M1 and βZ(M0) ⊂ P1. For x ∈ M0, we have V αZ(x) = βZ(π0(x))V .
Indeed for y ∈M0, X ∈ Irr(C00) with X ≺ Z ⊗ Z and j ∈ IX , we have
V αZ(x)v
X∗
j αZ(y)ξψ = V v
X∗
j αZ(αX(x)y)ξψ = w
X∗
j βZ(u
∗
Xπ0(αX(x)y))ξχ
= wX∗j βZ
(
βX(π0(x))u
∗
Xπ0(y)
)
ξχ
= βZ(π0(x))w
X∗
j βZ(u
∗
Xπ0(y))ξχ.
68
Next let Y ∈ Irr(C00) and k ∈ IY . Then for x ∈M0, X ∈ Irr(C00) withX ≺ Z⊗Z
and j ∈ IX , we have
vY ∗k v
X∗
j αZ(x)ξψ =
∑
U
∑
ℓ∈IU
vU∗ℓ e
α
Zv
U
ℓ v
Y ∗
k v
X∗
j αZ(x)ξψ by Claim 1 (2)
=
∑
U
∑
ℓ∈IU
vU∗ℓ E
α
Z(v
U
ℓ v
Y ∗
k v
X∗
j )αZ(x)ξψ,
where the summation is taken for U ∈ Irr(C00) with U ≺ Z ⊗ Z. Thus we have
V vY ∗k v
X∗
j αZ(x)ξψ =
∑
U
∑
ℓ∈IU
wU∗ℓ βZ
(
u∗Uπ0(φ
α
Z(v
U
ℓ v
Y ∗
k v
X∗
j )x)
)
ξχ.
Now we have
vUℓ v
Y ∗
k v
X∗
j = d(Z)
2αZ([S
U∗
ℓ ]
αcα∗
Z,Z
)cα
Z,Z
R
α
ZR
α∗
Z c
α∗
Z,Z
αZ(c
α
Z,Z
[SYk ]
α)vX∗j
= d(Z)2αZ([S
U∗
ℓ ]
αcα∗
Z,Z
)cα
Z,Z
R
α
ZR
α∗
Z c
α∗
Z,Z
vX∗j αZ(αX(c
α
Z,Z
[SYk ]
α)).
This implies
φαZ(v
U
ℓ v
Y ∗
k v
X∗
j )
= d(Z)2[SU∗ℓ ]
αcα∗
Z,Z
φαZ(c
α
Z,Z
R
α
ZR
α∗
Z c
α∗
Z,Z
vX∗j )αX(c
α
Z,Z
[SYk ]
α)
= d(Z)[SU∗ℓ ]
αcα∗
Z,Z
αZ(R
α∗
Z c
α∗
Z,Z
vX∗j )c
α
Z,Z
RαZαX(c
α
Z,Z
[SYk ]
α)
= d(Z)2[SU∗ℓ ]
αcα∗
Z,Z
αZ(R
α∗
Z c
α∗
Z,Z
R
α∗
Z c
α∗
Z,Z
)cα
Z,Z
RαZc
α
Z,Z
[SXj ]
ααX(c
α
Z,Z
[SYk ]
α)
= d(Z)[SU∗ℓ ]
αcα∗
Z,Z
αZ(R
α∗
Z c
α∗
Z,Z
)cα
Z,Z
[SXj ]
ααX(c
α
Z,Z
[SYk ]
α)
= d(Z)[SU∗ℓ (1Z ⊗R
∗
Z ⊗ 1Z)(S
X
j ⊗ 1Z ⊗ 1Z)(1X ⊗ S
Y
k )]
αcα∗X,Y .
Thus
π0(φ
α
Z(v
U
ℓ v
Y ∗
k v
X∗
j ))
= d(Z)π0
(
[SU∗ℓ (1Z ⊗ R
∗
Z ⊗ 1Z)(S
X
j ⊗ 1Z ⊗ 1Z)(1X ⊗ S
Y
k )]
α
)
π0(c
α∗
X,Y )
= d(Z)uU [S
U∗
ℓ (1Z ⊗ R
∗
Z ⊗ 1Z)(S
X
j ⊗ 1Z ⊗ 1Z)(1X ⊗ S
Y
k )]
βu∗X⊗Y
· uX⊗Y c
β∗
X,Y βX(u
∗
Y )u
∗
X
= uUφ
β
Z(w
U
ℓ w
Y ∗
k w
X∗
j )βX(u
∗
Y )u
∗
X .
Therefore, we obtain
V vY ∗k v
X∗
j αZ(x)ξψ =
∑
U
∑
ℓ∈IU
wU∗ℓ βZ
(
u∗UuUφ
β
Z(w
U
ℓ w
Y ∗
k w
X∗
j )βX(u
∗
Y )u
∗
Xπ0(x)
)
ξχ
=
∑
U
∑
ℓ∈IU
wU∗ℓ e
β
Zw
U
ℓ w
Y ∗
k w
X∗
j βZ(βX(u
∗
Y )u
∗
Xπ0(x))ξχ
= wY ∗k w
X∗
j βZ(βX(u
∗
Y )u
∗
Xπ0(x))ξχ = w
Y ∗
k βZ(u
∗
Y )V v
X∗
j αZ(x)ξψ.
Hence V vY ∗k = w
Y ∗
k βZ(u
∗
Y )V . Putting πZ := AdV , we see πZ gives an isomor-
phism from M1 onto P1 satisfying πZ ◦ αZ = βZ ◦ π0 by Claim 1 (3).
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Let T ∈ C10(Z,Z). For X ∈ Irr(C00) with X ≺ Z ⊗ Z and j ∈ IX , we have
TXj T = d(Z)(1Z ⊗ S
X∗
j )(1Z ⊗ 1Z ⊗ T )(RZ ⊗ 1Z)
=
∑
Y
∑
k∈IY
d(Z)
(
1Z ⊗ (S
X∗
j (1Z ⊗ T )S
Y
k S
Y ∗
k )
)
(RZ ⊗ 1Z)
=
∑
k∈IX
µXjk(T )T
X
k ,
where the summation is taken for Y ∈ Irr(C00) with Y ≺ Z ⊗ Z and µ
X
jk(T ) :=
SX∗j (1Z ⊗T )S
X
k ∈ C00(X,X) = C. Note here that S
X∗
j (1X ⊗T )S
Y
k = 0 if X 6= Y .
Hence we have vXj T
α =
∑
k∈IX
µXjk(T )v
X
k and w
X
j T
β =
∑
k∈IX
µXjk(T )w
X
k for all
T ∈ C10(Z,Z). This implies the following for all x ∈ M0:
V T αvX∗j αZ(x)ξψ =
∑
k∈IX
µXjk(T
∗)V vX∗k αZ(x)ξψ
=
∑
k∈IX
µXjk(T
∗)wX∗k βZ(u
∗
Xπ0(x))ξχ
= T βwX∗j βZ(u
∗
Xπ0(x))ξχ.
Hence πZ(T
α) = T β. 
6.8. Cores and canonical extensions. Let us quickly review the notion of the
core of a von Neumann algebra [13] and the canonical extension of an endomor-
phism due to Izumi [22].
The core M˜ of a von Neumann algebra M is generated by the copy of M and
one-parameter unitary groups λϕ(t), t ∈ R, where ϕ denotes any faithful normal
semifinite weights. Their computation rules are described as follows:
λϕ(t)x = σϕt (x)λ
ϕ(t), λϕ(t) = [Dϕ : Dψ]tλ
ψ(t)
for all t ∈ R, x ∈M and faithful semifinite normal weights ϕ and ψ on M . Then
it is known that M˜ is canonically isomorphic to the crossed product M ⋊σϕ R.
There exists a unique R-action θM on M˜ such that θMs (x) = x and θ
M
s (λ
ϕ(t)) =
e−istλϕ(t) for all x ∈ M , s, t ∈ R and faithful normal semifinite weights ϕ. The
restriction of θM on the center Z(M˜) is called the flow of weights [9].
In the following, we are able to treat a normal ∗-homomorphism, but we will
think of only cocycle actions of C . Then we do not need to discuss dimension
theory of ∗-homomorphisms between von Neumann algebras.
Let (α, c) be a cocycle action of a rigid C∗-2-category C = (Crs)r,s∈Λ on a system
of properly infinite von Neumann algebras M = (Mr)r∈Λ with separable preduals
as before. Then (α, c) extends to the cocycle action (α˜, c) on M˜ := (M˜r)r∈Λ as
follows: for X ∈ Crs with r, s ∈ Λ,
α˜X(x) := αX(x), α˜X(λ
ϕ(t)) := d(X)itλαX(ϕ)(t)
for all x ∈ Ms and faithful normal semifinite weights ϕ on Ms. We will use the
same T α for a morphism T in C and the same 2-cocycle c, too. We can see (α˜, c)
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is indeed a cocycle action from (2.9) and the proof of [22, Proposition 2.5], where
the statistical dimension is used. Note α˜X is commuting with the flows, that is,
α˜X ◦ θ
Ms
t = θ
Mr
t ◦ α˜X for all X ∈ Crs with r, s ∈ Λ and t ∈ R.
Definition 6.21. We will call the cocycle action (α˜, c) introduced above is called
the canonical extension of (α, c).
Remark 6.22. When C is amenable andMr are factors, the statistical dimension
of the endomorphism αX and the intrinsic dimension of X are equal for all X ∈ C
(see [44, Corollary 2.7.9]). Thus our definition of α˜X coincide with the definition
by Izumi [22, Theorem 2.4].
6.9. Modular freeness for injective von Neumann algebras. The approxi-
mate innerness and the central triviality seem to be technical properties, but it is
actually known that they are characterized in terms of the canonical extension for
injective von Neumann algebras. Let us recall the modular freeness introduced
in [42, Definition 4.1] for automorphic actions.
Definition 6.23. Let (α, c) be a cocycle action of a rigid C∗-2-category C =
(Crs)r,s∈Λ on a system of properly infinite von Neumann algebras M = (Mr)r∈Λ
with separable preduals as before. We will say that (α, c) is modularly free when
its canonical extension (α˜, c) is free.
Remark 6.24. A few remarks are in order.
(1) By Lemma 6.6, we see that (α, c) is modularly free if and only if (α˜00, c)
is free and α˜X(Z(M˜0)) = Z(M˜1) for all X ∈ Irr(C10). (cf. the preceding
paragraph of [22, Theorem 3.7] on the graph change for subfactors with
the common flow of weights.)
(2) For X ∈ Irr(Crs), we will say αX has the Connes–Takesaki module when
α˜X induces the isomorphism denoted by mod(αX) from Z(M˜s) onto
Z(M˜r). If (α, c) is modularly free, all αX with X ∈ Irr(C ) have the
Connes–Takesaki module.
Lemma 6.25. Let (α, c) be a cocycle action of C = (Crs)r,s∈Λ on M = (Mr)r∈Λ
as before. Consider the following properties:
(1) (α00, c) is centrally free.
(2) (α˜00, c) is free.
(3) (α00, c) is free.
Then the implications (1) ⇒ (2) ⇒ (3) hold. If M0 is injective, then (1) and (2)
are equivalent.
Proof. (1)⇒ (2). Suppose (α˜00, c) is not free. Then there exists X ∈ Irr(C00)\{1}
such that (α˜1, α˜X) 6= {0}. Take a non-zero partial isometry v in (α˜1, α˜X). Recall
(M0)ω is naturally contained in (M˜0)ω (see the proof of [39, Lemma 4.11] or
[58, Lemma 3.3]). Hence we have αωX(x)v = xv for all x ∈ (M0)ω. Since α˜
and θM0 are commuting, we have αωX(x)θ
M0
t (vv
∗) = xθM0t (vv
∗) for all x ∈ (M0)ω
and t ∈ R. Let e be the supremum of the projections θM0t (vv
∗) with t ∈ R.
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Then e is contained in the θM0-fixed point algebra of M˜0 which equals M0. Since
αωX(x)e = xe for all x ∈ (M0)ω, αX is not properly centrally non-trivial.
(2) ⇒ (3). This implication is trivial.
(2)⇒ (1) for injectiveM0 andM1. For each X ∈ Irr(C00), we take the maximal
projection eX ∈M0 such that αX(x)eX = xeX for all x ∈ (M0)ω. The maximality
shows eX ∈ αX(M0)
′ ∩M0, and eX is a central projection by freeness of (α
00, c).
Claim. We have αX(eX) = eX = eX .
Proof of Claim. For x ∈ (M0)ω, we have
xαX(eX)cX,XR
α
X = αX(eX)cX,XR
α
Xx = αX(eXαX(x))cX,XR
α
X
= αX(eXx)cX,XR
α
X = αX(x)αX(eX)cX,XR
α
X .
Thus the support projection of αX(eX)cX,XR
α
XR
α∗
X c
∗
X,X
αX(eX) is less than or
equal to eX . Applying the left inverse φ
α
X
, we see eX ≤ αX(eX). Similarly, we
have eX ≤ αX(eX), and we have eX = αX(eX) since αX ◦ αX = id on Z(M0).
Then we have eX = αX(eX)eX = eXeX , which shows eX ≤ eX . Similarly, the
converse inequality holds, and we have the equality eX = eX . 
Suppose that (α00, c) is not properly centrally non-trivial. Take X ∈ Irr(C00) \
{1} so that e := eX is non-zero. Then αX is centrally trivial on M0e. Let
M0 =
∫
Ω
(M0)γ dµ(γ) be the disintegration over Z(M0) = L
∞(Ω, µ), where (Ω, µ)
denotes a standard measure space. Let E ⊂ Ω be a measurable set associated
with e. Then the fibers αγX ∈ End(M
γ
0 ) are centrally trivial for almost every
γ ∈ E (see the proof of [41, Theorem 9.14]). Note the fibers (M0)
γ are injective
infinite factors with separable predual for almost every γ. From [39, Theorem
4.12], αγX is modular, and α˜X has the inner part by disintegration, which shows
(α˜00, c) is not free. 
Remark 6.26. A few remarks are in order.
(1) If a cocycle action (α, c) onM = (M0,M1) is given, thenM0 is an injective
von Neumann algebra if and only ifM1 is since the inclusion αX(Ms) ⊂Mr
has a conditional expectation αX ◦ φ
α
X for X ∈ Crs with r, s ∈ Λ.
(2) Thanks to classification of injective factors with separable preduals due to
Connes, Haagerup and Krieger [8, 10, 14, 28], we see if (α, c) is modularly
free and M0 and M1 are injective properly infinite von Neumann algebras
of type III with separable preduals, then M0 and M1 are isomorphic (see
also [41, Theorem 6.17] for non-factorial case). Hence when we have
interest in a classification of such cocycle actions on a system of injective
properly infinite von Neumann algebras M = (M0,M1) of type III with
separable preduals, we may assume M0 =M1.
6.10. Approximate unitary equivalence of cocycle actions. We will discuss
the approximate unitary equivalence of two centrally free cocycle actions in terms
of the Connes–Takesaki module.
72
Lemma 6.27. Let (α, cα) and (β, cβ) be cocycle actions of a rigid C∗-2-category
C = (Crs)r,s∈Λ on a system of injective infinite factors M = (Mr)r∈Λ with separa-
ble preduals. Suppose that (αX , αX) = C and α˜X(Z(M˜s)) = Z(M˜r) = β˜X(Z(M˜s))
for all X ∈ Irr(Crs) with r, s ∈ Λ. Then for all X ∈ Irr(Crs) with r, s ∈ Λ, αX and
βX are approximately unitarily equivalent if and only if mod(αX) = mod(βX).
Proof. We may and do assume that M0 = M1 as mentioned in Remark 6.26 (3).
The “only if” part follows from the continuity of the normalized canonical exten-
sion [39, Lemma 3.7]. We will show the “if” part. Since the Connes–Takesaki
module of βX ◦ αX is trivial, βX ◦ αX is an approximately inner endomorphism
of rank d(X)2 from [39, Theorem 3.15]. From Proposition 2.6, αX and βX are
approximately unitarily equivalent. Otherwise, we can use a more general result
proved by Shimada [55, Theorem 1]. 
The next result follows from Theorem 6.18, Lemma 6.25 and Lemma 6.27.
Corollary 6.28. If (α, cα) and (β, cβ) are free cocycle actions of an amenable
rigid C∗-2-category C = (Crs)r,s∈Λ on a system of injective infinite factors M =
(Mr)r∈Λ with separable preduals. Then they are strongly cocycle conjugate if both
following conditions are satisfied:
(1) (α, cα) and (β, cβ) are modularly free.
(2) mod(αX) = mod(βX) for all X ∈ Irr(C ).
If injective factors Mr are of type III1, then any irreducible modular endomor-
phism is unitarily equivalent to a modular automorphism [22, Remark 3.8] and
any endomorphism with finite index is an approximately inner endomorphism of
rank 1 [39, Corollary 3.16]. Thus we have the following simple statement.
Corollary 6.29. A modularly free cocycle action of an amenable rigid C∗-2-
category C = (Crs)r,s∈Λ on a system of injective type III1 factors M = (Mr)r∈Λ
with separable preduals is unique up to strong cocycle conjugacy.
When we study a cocycle action of a C∗-tensor category or a rigid C∗-2-category
on finite von Neumann algebras, we should treat functors into bimodule categories
(see [37, Appendix A]). Then our classification holds for the injective type II1
factor as proved in [37, Theorem A.1]).
The following result is a rigid C∗-2-category version of Proposition 5.11. The
proof is identical to that of Proposition 5.11, where the result due to Hayashi [15,
Theorem 3.2] should be used.
Proposition 6.30. Let C = (Crs)r,s∈Λ be an amenable rigid C
∗-2-category. Let
(N,N) be a system of the injective type II∞ factor N with separable preduals.
Then there exists a free cocycle action (α, c) of C on (N,N) such that αX is an
approximately inner endomorphism of rank d(X) for all X ∈ Irr(C ).
7. Classification of amenable subfactors
In this section, we will discuss how our classification of (cocycle) actions of C∗-
tensor categories (Theorem 5.7 and Theorem 6.18) can be applied to classification
of amenable subfactors.
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7.1. Standard invariants. We will quickly review the notion of the standard
invariant introduced by Popa. Our references are [48, 49, 50, 51, 52, 53] and
[24, 37]. Let C = (Crs)r,s∈Λ be a rigid C
∗-2-category that is generated by an
object ρ ∈ C10, where ρ implicitly means a ∗-homomorphism. Namely, any
object in C is isomorphic to the tensor products of an alternative words in ρ and
ρ. Let us choose and fix a conjugate object of ρ ∈ C01 and a standard solution
(Rρ, Rρ) of the conjugate equations for ρ and ρ. We will often omit the tensor
symbol ⊗. Then for n ≥ 0, we set
An00 := C00((ρρ)
n, (ρρ)n),
An01 := C01((ρρ)
nρ, (ρρ)nρ).
An10 := C10((ρρ)
nρ, (ρρ)nρ),
An11 := C11((ρρ)
n, (ρρ)n).
Then they form the following commutative diagram of C∗-algebras:
A000
1ρ⊗

⊗1ρ
// A001
1ρ⊗

⊗1ρ
// · · ·
⊗1ρ
// An00
1ρ⊗

⊗1ρ
// An01
1ρ⊗

⊗1ρ
// An+100
1ρ⊗

⊗1ρ
// · · ·
A011 ⊗1ρ
// A010 ⊗1ρ
// A111 ⊗1ρ
// · · ·
⊗1ρ
// An10 ⊗1ρ
// An+111 ⊗1ρ
// An+110 ⊗1ρ
// · · ·
Each vertical embedding 1ρ⊗ · has the left inverse map trρ⊗ id, which is defined
by (trρ⊗ id)(T ) := (R
∗
ρ⊗1)(1ρ⊗T )(Rρ⊗1). The left inverses for the embedding
· ⊗ 1ρ and · ⊗ 1ρ are similarly introduced.
For n ≥ 0, we set the projections called the Jones projections as follows:
en00 := 1(ρρ)n ⊗RρR
∗
ρ ∈ A
n+1
00 , e
n
01 := 1ρ(ρρ)n ⊗ RρR
∗
ρ ∈ A
n+1
01 ,
en10 := 1ρ(ρρ)n ⊗RρR
∗
ρ ∈ A
n+1
10 , e
n
11 := 1(ρρ)n ⊗ RρR
∗
ρ ∈ A
n+1
11 .
Actually, en01 are e
n
10 are determined by e
n
00 and e
n
11 as e
n
01 = (trρ⊗ id)(e
n+1
11 ) and
en10 = 1ρ ⊗ e
n
00.
The standard invariant Gρ,ρ(C ) of a rigid C
∗-2-category C with respect to (ρ, ρ)
consists of the nest of finite dimensional C∗-algebras Anrs as above and the left
inverses trρ⊗ id, id⊗ trρ, id⊗ trρ and the Jones projections e
n
rs. When we have
interest in study of subfactors with non-minimal expectations, we need to add
data of another Jones projections to the standard invariant introduced above. We
will explain this more precisely. Let (Sρ, Sρ) be another solution of the conjugate
equations of ρ and ρ. Then we set the following projections:
en,S00 := 1(ρρ)n ⊗ SρS
∗
ρ ∈ A
n+1
00 , e
n,S
01 := 1ρ(ρρ)n ⊗ SρS
∗
ρ ∈ A
n+1
01 ,
en,S10 := 1ρ(ρρ)n ⊗ SρS
∗
ρ ∈ A
n+1
10 , e
n,S
11 := 1(ρρ)n ⊗ SρS
∗
ρ ∈ A
n+1
11 .
Then the standard invariant Gρ,ρ,Sρ,Sρ(C ) of C with respect to (ρ, ρ, Sρ, Sρ) con-
sists of Gρ,ρ(C ) and the projections e
n,S
rs .
Let C and D be rigid C∗-2-categories. Suppose that ρ ∈ C10 generates C
and σ ∈ D10 does D . Choose their conjugate objects ρ and σ and the standard
74
solutions of the conjugate equations as before. We will write Aρ,nrs , A
σ,n
rs , e
ρ,n
rs and
eσ,nrs for A
n
rs and e
n
rs with respect to ρ and σ.
An isomorphism from Gρ,ρ(C ) to Gσ,σ(D) consists of ∗-isomorphisms π
n
rs : A
ρ,n
rs →
Aσ,nrs which satisfies π
n
rs(e
ρ,n
rs ) = e
σ,n
rs and preserves the commutative diagram and
the left inverses. Similarly, we can introduce an isomorphism from Gρ,ρ,Sρ,Sρ(C )
to Gσ,σ,Sσ ,Sσ(D). Note that if we choose another conjugate object of ρ, then the
resulting standard invariant is canonically isomorphic to the original one.
7.2. From subfactors to rigid C∗-2-categories. Our standard references
are [20, 21]. Let N,M be infinite factors with separable preduals. Let ρ ∈
Mor(N,M)0, that is, ρ is a faithful normal unital ∗-homomorphism from N into
M with a conjugate map ρ ∈ Mor(M,N)0. Then ρ makes the rigid C
∗-2-category
C ρ as follows. Let C ρ00 be the full subcategory of End(N)0 whose object is iso-
morphic to a direct summand of (ρρ)n with some n ≥ 0. C ρ11 is defined similarly
via (ρρ)n. Next let C ρ10 be the full subcategory of Mor(N,M)0 similarly defined
via a direct summand of ρ(ρρ)n with some n ≥ 0. The C ρ01 is defined similarly
by using ρ(ρρ)n. Note that each category C ρrs does not depend on a choice of the
conjugate object ρ.
Thus we obtain the system of the C∗-categories C ρ := (C ρrs)r,s∈Λ. The tensor
product operation of objects is defined by the composition of maps. Then C ρ is a
rigid C∗-2-category. Hence we can consider the standard invariant Gρ,ρ(C
ρ) that
is called the standard invariant of the subfactor ρ(N) ⊂ M . Note C ρ has the
canonical free action αρ on the system (N,M) = (M0,M1). Namely, for λ ∈ C
ρ
rs,
we have αρλ(x) = λ(x) for x ∈Ms.
Let φρ(·) = R
∗
ρρ(·)Rρ and φρ(·) = R
∗
ρρ(·)Rρ be the left inverses as before.
Then Eρ := ρ ◦ φρ and Eρ := ρ ◦ φρ are the minimal conditional expectations of
ρ(N) ⊂ M and ρ(M) ⊂ N , respectively. They are dual to each other. Indeed,
the projection RρR
∗
ρ ∈ M gives the Jones projection for ρρ(M) ⊂ ρ(N) with
respect to the conditional expectation ρ ◦ Eρ ◦ ρ
−1.
Next we consider the subfactor ρ(N)
E
⊂ M , where E is a fixed (not necessarily
minimal) faithful normal conditional expectation E. Then there uniquely exists
a positive invertible operator hρ ∈ ρ(N)
′∩M = (ρ, ρ) such that E(·) = Eρ(hρ ·hρ)
(see the proof of [17, Theorem 1] for example).
Denote by IndE the Jones index of E introduced by Kosaki to subfac-
tors of arbitrary type [25, 27]. Then the pair Sρ := ρ(hρ)Rρ and Sρ :=
d(ρ)(IndE)−1/2h−1ρ Rρ solves the conjugate equations for ρ and ρ, that is,
S∗ρρ(Sρ) = (IndE)
−1/21ρ and S
∗
ρρ(Sρ) = (IndE)
−1/21ρ. The associated left in-
verses of ρ and ρ are defined by the following, respectively:
φSρ (x) = S
∗
ρρ(x)Sρ, φ
S
ρ (y) = S
∗
ρρ(y)Sρ for x ∈M, y ∈ N.
Then E = ρ ◦ φSρ and its dual expectation from N → ρ(M) is given by ρ ◦ φ
S
ρ .
The standard invariant of the inclusion ρ(N)
E
⊂M means Gρ,ρ,Sρ,Sρ(C
ρ).
Consider two inclusions of infinite factors ρ : N → M and σ : Q→ P . Let C ρ
and C σ be the associated rigid C∗-2-categories. Suppose that we have a unitary
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tensor equivalence (G, c) : C ρ → C σ such that G(ρ) = σ and cλ,µ : G(λµ) →
G(λ)G(µ) are natural unitary 2-cocycles. For a word w = (λ1, . . . , λn) ∈ (C
ρ)n
such that λ1λ2 · · ·λn is well-defined, we can define a natural unitary morphism
cw : G(λ1 · · ·λn)→ G(λ1) · · ·G(λn) which extends cλ,µ by coherence theorem. We
will see G implements an isomorphism between Gρ,ρ,Sρ,Sρ(C
ρ) and Gσ,σ,Sσ,Sσ(C
σ).
The pair (cρ,ρG(Rρ), cρ,ρG(Rρ)) is a solution of the conjugate equations of
(G(ρ), G(ρ)) = (σ,G(ρ)). Thus G(ρ) is isomorphic to σ. Since G is an equiva-
lence, we have d(ρ) = d(σ). Hence the pair above is actually a standard solution
of the conjugate equations, and there exists a unique unitary u ∈ Q such that
cρ,ρG(Rρ) = uRσ, cρ,ρG(Rρ) = σ(u)Rσ.
Replacing σ with Ad u ◦ σ, we may and do assume that u = 1 and G(ρ) = σ.
Recall Aρ,nrs defined as before. We introduce the isomorphism π
n
rs from A
ρ,n
rs into
Aσ,nrs as follows: π
n
rs(x) := cwnrsG(x)c
∗
wnrs
for x ∈ Aρ,nrs , where w
n
rs denotes the
alternating words consisting of ρ and ρ. For instance, w210 represents the object
ρ(ρρ)2 ∈ C10, that is, w
2
10 = (ρ, ρ, ρ, ρ, ρ). Then it is not difficult to see π
n
rs’s gives
an isomorphism from Gρ,ρ(C
ρ) and Gσ,σ(C
σ).
Next let us consider the inclusions ρ(N)
E
⊂ M and σ(Q)
F
⊂ P . Take (Sρ, Sρ)
and (Sσ, Sσ) as before. Suppose we are given a unitary tensor equivalence
(G, c) : C ρ → C σ with G(ρ) = σ as above. We may assume that G(ρ) = σ,
Rσ = cρ,ρG(Rρ) and Rσ = cρ,ρG(Rρ). We further assume Sσ = cρ,ρG(Sρ) and
Sσ = cρ,ρG(Sρ). This assumption is equivalent to say G(hρ) = hσ. Then G im-
plements an isomorphism from Gρ,ρ,Sρ,Sρ(C
ρ) into Gσ,σ,Sσ,Sσ(C
σ) as verified above.
We have seen a unitary tensor equivalence between rigid C∗-2-categories im-
plements an isomorphism between those standard invariants. It is actually well-
known among experts that the converse statement holds. Namely, C ρ and C σ
are unitarily tensor equivalent via a unitary tensor functor mapping ρ to σ if
and only if their standard invariants Gρ,ρ(C
ρ) and Gσ,σ(C
σ) are isomorphic. The
similar statement for Gρ,ρ,Sρ,Sρ(C
ρ) and Gσ,σ,Sσ,Sσ(C
σ) also holds.
7.3. Amenable subfactors. In the series of papers [48, 49, 50, 51, 52], Popa has
succeeded in proving the standard invariants are complete invariants for strongly
amenable subfactors. Let us denote by N
E
⊂ M an inclusion of factors N and
M with a faithful normal conditional expectation E from M onto N . The ap-
proximate innerness and the central freeness of N
E
⊂ M are introduced in [52,
Definition 2.1, 3.1]. Note that the approximate innerness depends on the choice
of E while the central freeness does not. Popa’s celebrated classification result is
stated as follows [52, Theorem 5.1]:
Theorem 7.1 (Popa). Let N
E
⊂ M be an inclusion of factors with separable
preduals and finite index. Suppose the following conditions hold:
• The extensions of E implement a trace on the higher relative commutants.
• N is a McDuff factor.
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• The standard invariant of N
E
⊂M is strongly amenable.
• N ⊂M is centrally free.
• N
E
⊂M is approximately inner.
Then N
E
⊂ M is isomorphic to (N st
F
⊂ M st)⊗M , where N st ⊂ M st denotes the
standard inclusion and F the trace preserving expectation.
We will reformulate the previous result as follows.
Theorem 7.2. Let N
E
⊂M and Q
F
⊂ P be an inclusion of factors with separable
preduals and finite indices. Suppose the following conditions hold:
• N and Q are isomorphic.
• The standard invariants of N
E
⊂ M and Q
F
⊂ P are amenable and iso-
morphic.
• N ⊂M and Q ⊂ P are centrally free.
• N
E
⊂M and Q
F
⊂ P are approximately inner.
Then N
E
⊂M is isomorphic to Q
F
⊂ P .
Remark 7.3. If we also assume the ergodicity of the standard invariant of N
E
⊂
M , then [52, Lemma 5.2] and Theorem 7.2 imply Theorem 7.1. The fact that the
ergodicity is unnecessary for the classification of amenable subfactors has been
announced by Popa [48, Problem 5.4.7].
Let us translate the centrally freeness and the approximate innerness of sub-
factors in terms of actions of tensor categories.
Let N and M be infinite factors with separable preduals. Let ρ : N → M be
a normal ∗-homomorphism of finite index and E : M → ρ(N) a faithful normal
conditional expectation. Take hρ, Sρ, Sρ, φ
S
ρ and φ
S
ρ as in the previous sub-
section. We also prepare the positive invertible operator kρ ∈ (ρ, ρ) ⊂ N such
that ρ(hρ)Rρ = k
−1
ρ Rρ and h
−1
ρ Rρ = ρ(kρ)Rρ. Then φ
S
ρ (x) = φρ(hρxhρ) and
φSρ (y) = φρ(kρykρ) for x ∈ M and y ∈ N .
Set the the left inverse of (ρρ)n defined by φS(ρρ)n := (φ
S
ρ ◦ φ
S
ρ )
n for n ≥ 0. Let
us denote by Aρρ the C
∗-subalgebra of N that is the norm closure of the union
of ((ρρ)n, (ρρ)n) for n ≥ 0. Let ϕS be the state on Aρρ defined by ϕ
S(x) :=
limn φ
S
(ρρ)n(x) for x ∈ Aρρ. Let us keep these notations in this subsection.
Proposition 7.4. Let N and M be infinite factors with separable preduals and
ρ : N →M an inclusion of finite index. Then the following statements hold:
(1) The subfactor ρ(N) ⊂ M is centrally free in the sense of [52, Definition
3.1] if and only if the action αρ of C ρ00 on N is.
(2) Suppose that for a faithful normal conditional expectation E : M → ρ(N),
the subfactor ρ(N)
E
⊂ M is approximately inner in the sense of [52, Def-
inition 2.1]. Take (Sρ, Sρ) and ϕ
S as above. Then for each λ ∈ Irr(C ρ00),
there exists an isometry T ∈ C ρ00(λ, (ρρ)
n) with n ∈ N such that λ is an
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approximately inner endomorphism of rank d(ρ)2nϕS(TT ∗) in the sense
of [39, Definition 2.4].
Remark 7.5. If we further assume the condition of Theorem 7.1 (1) in the
statement of Proposition 7.4 (2), then the positive operators anρρ, which will be
introduced in the following proof of (2), are central elements in ((ρρ)n, (ρρ)n).
This implies a rank of the approximate innerness does not depend on a choice of
an isometry. Note that a rank is in general not necessarily uniquely determined
for an endomorphism (see [39]).
Proof. (1). We will show the “only if” part. Suppose ρ(N) ⊂ M is a centrally
free inclusion. Let λ ∈ Irr(C ρ00). Take k ≥ 0 and an isometry S ∈ C
ρ
00(λ, (ρρ)
k).
Note that λ ∈ End(N)0 and S ∈ N . Suppose that λ is centrally trivial, that
is, λ(x) = x for all x ∈ Nω. Denote by σ := ρ(ρρ)
k ∈ Mor(N,M)0. Take an
isometry T ∈ C ρ00(1, (ρρ)
k). Then for x ∈ Nω, we have
ρ(TS∗)σ(x) = ρ(Tλ(x)S∗) = ρ(TxS∗) = σ(x)ρ(TS∗).
Namely, ρ(TS∗) ∈ σ(Nω)
′ ∩ Mω. Then by [52, Proposition 3.2 (3)], we have
ρ(TS∗) ∈ σ(N) ∨ (σ(N)′ ∩ M). Thus 1 = ρ(T ∗)ρ(TS∗)ρ(S) is contained in
ρ(N)(ρλ, ρ).
Take an orthonormal base {vj}j of (ρλ, ρ) with respect to the inner product
(v, w)1 := φρ(vw
∗) for v, w ∈ (ρλ, ρ). Then there uniquely exist aj ∈ N such that
1 =
∑
j ρ(aj)vj . For x ∈ N , we have∑
j
ρ(ajx)vj =
∑
j
ρ(aj)vjρλ(x) = ρλ(x) =
∑
j
ρ(λ(x)aj)vj .
By orthogonality of vj’s, we have ajx = λ(x)aj for all x ∈ N and j. Namely,
λ = 1, and the action αρ of C ρ00 on N is centrally free from [38, Lemma 8.3].
We will show the “if” part. Let k ≥ 0 and σ := ρ(ρρ)k. We will check the
condition [52, Proposition 3.2 (3)]. Since the action αρ of C ρ00 on N is centrally
free, we have the following from Lemma 2.18:
(ρρ)k+1(Nω)
′∩ρ(Mω) ⊂ (ρρ)k+1(Nω)
′∩Nω = ((ρρ)k+1, (ρρ)k+1)∨(ρρ)k+1(N ′ω∩N
ω).
Applying the left inverse φρ(·) = R
∗
ρρ(·)Rρ to the both sides, we obtain
σ(Nω)
′ ∩Mω ⊂ (σ, σ) ∨ σ(N ′ω ∩N
ω).
Note the converse inclusion trivially holds, and we actually have the equality.
For a simple λ ≺ σ, take an orthonormal base {T λj }j∈Iλ in (λ, σ). Let ϕ ∈ N∗
be a faithful normal state and F the σ(ϕω)-preserving conditional expectation
fromMω onto σ(Nω)
′∩Mω . Let x ∈M . Then we have xλij ∈ N
′
ω∩N
ω for i, j ∈ Iλ
and λ ≺ σ such that
F (x) =
∑
λ≺σ
∑
i,j∈Iλ
T λi T
λ∗
j σ(x
λ
ij). (7.1)
Let us take y ∈ N ′ω ∩ N
ω, a simple µ ≺ σ and m,n ∈ Iµ. On the one hand, by
definition of F , we obtain
σ(ϕω)(F (x)T µmT
µ∗
n σ(y)) = σ(ϕ
ω)(xT µmT
µ∗
n σ(y)) = ϕ
ω(φσ(xT
µ
mT
µ∗
n )y).
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On the other hand, we have
σ(ϕω)(F (x)T µmT
µ∗
n σ(y)) =
∑
i∈Iµ
σ(ϕω)(T µi T
µ∗
n σ(x
µ
imy)) by (7.1)
=
∑
i∈Iµ
ϕω(φσ(T
µ
i T
µ∗
n )x
µ
imy). (7.2)
Since φσ(T
µ
i T
µ∗
n ) ∈ C
ρ
00(1, 1) = C, we have
φσ(T
µ
i T
µ∗
n ) = σ(ϕ
ω)(T µi T
µ∗
n ) =
d(µ)
d(σ)
µ(ϕω)(T µ∗n T
µ
i ) = δi,n
d(µ)
d(σ)
.
This implies that (7.2) equals d(µ)d(σ)−1ϕω(xµnmy), and we get φσ(xT
µ
mT
µ∗
n ) =
d(µ)d(σ)−1xµnm, which shows x
µ
nm ∈ N . Therefore we have F (M) = (σ, σ)∨σ(N).
Similarly, we can show G(N) = ((ρρ)k, (ρρ)k)∨(ρρ)k(N) for k ≥ 0, where G de-
notes the (ρρ)k(ϕω)-preserving conditional expectation fromNω onto (ρρ)k(Nω)
′∩
Nω. Hence the inclusion ρ(N) ⊂M is centrally free.
(2). Fix n ∈ N. We set aρρ := ρ(hρ)kρ and a
n
ρρ := aρρρρ(aρρ) · · · (ρρ)
n−1(aρρ)
that is a positive invertible operator in ((ρρ)n, (ρρ)n). Then we have φS(ρρ)n(·) =
φ(ρρ)n(a
n
ρρ · a
n
ρρ), and from Lemma 2.9 we have
φS(ρρ)n(x) =
∑
λ
∑
T
d(λ)
d(ρρ)n
φλ(T
∗anρρxa
n
ρρT )
where the summation is taken for λ ∈ Irr(C ρ00) and T ∈ ONB(λ, (ρρ)
n).
The operator anρρ ∈ (ρρ, ρρ) is acting on the Hilbert space (λ, ρρ) by multiplica-
tion T 7→ anρρT as a positive invertible operator, we can take an orthonormal base
{T λj }j∈Iλ of (λ, (ρρ)
n) and positive scalars {µλj }j∈Iλ such that a
n
ρρT
λ
j =
√
µλjT
λ
j
for j ∈ Iλ. Then we have
φS(ρρ)n(x) =
∑
λ,j
d(λ)µλj
d(ρρ)n
φλ(T
λ∗
j xT
λ
j ) for x ∈ N. (7.3)
Set the isometry Snρ ∈ (1, (ρρ)
n) as follows: S1ρ := Sρ and for k ≥ 1
S2k+1ρ := (ρρ)
k(Sρ) · (ρρ)
k−1(ρ(Sρ)Sρ) · · ·ρρ(ρ(Sρ)Sρ) · ρ(Sρ)Sρ,
S2kρ := (ρρ)
k−1(ρ(Sρ)Sρ) · · · ρρ(ρ(Sρ)Sρ) · ρ(Sρ)Sρ.
Readers should not confuse Snρ with the n-times product (Sρ)
n. Then we have
anρρS
n
ρ = S
n
ρ and φ
S
(ρρ)n(x) = S
2n∗
ρ (ρρ)
n(x)S2nρ for x ∈ N . Also note that
ϕS(T λj T
λ∗
j ) = d(λ)µ
λ
j /d(ρ)
2n.
We set ES(ρρ)n := (ρρ)
n ◦φS(ρρ)n that is a faithful normal conditional expectation
from N onto (ρρ)n(N). It is not difficult to show that ES(ρρ)n is the composition
of conditional expectations associated with the following tunnel starting from the
conditional expectation ρ ◦ φSρ : N → ρ(M):
(ρρ)n(N) ⊂ · · · ⊂ ρρ(N) ⊂ ρ(M) ⊂ N.
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Thanks to [52, Proposition 2.7 (ii)], we see the inclusion (ρρ)n(N)
ES
(ρρ)n
⊂ N is
approximately inner. Thus we have a sequence of Pimsner–Popa bases {mki }i∈I
for k ∈ N with respect to ES(ρρ)n such that ‖[m
k
i , ψ ◦φ
S
(ρρ)n ]‖N∗ → 0 for all ψ ∈ N∗
as k →∞ (see [52, Definition 2.1]).
We put xkij := T
λ∗
j m
k
i S
n
ρ for i ∈ I, j ∈ Iλ and k ∈ N. Then for ψ ∈ N∗, we have
xkijψ = d(ρρ)
nT λ∗j m
k
i (ψ ◦ φ
S
(ρρ)n)S
n
ρ by (7.3)
≈ d(ρρ)nT λ∗j (ψ ◦ φ
S
(ρρ)n)m
k
i Sρ
= d(λ)µλj (ψ ◦ φλ)x
k
ij by (7.3),
where ≈ means the norm of the difference converges to 0 as k →∞. Thus
lim
k→∞
‖xkijψ − d(λ)µ
λ
jλ(ψ)x
k
ij‖ = 0 for all i ∈ I, j ∈ Iλ.
Now for each j ∈ Iλ and k ∈ N, we have∑
i∈I
xkijx
k∗
ij =
∑
i∈I
T λ∗j m
k
i S
n
ρS
n∗
ρ m
k∗
i T
λ∗
j = T
λ∗
j E
−1
(ρρ)n(S
n
ρS
n∗
ρ )T
λ
j
= T λ∗j · d
S(ρρ)nS2n∗ρ · S
n
ρS
n∗
ρ · d
S(ρρ)nS2nρ T
λ
j
= dS(ρρ)n,
where E−1(ρρ)n denotes the dual operator valued weight from (ρρ)
n(N)′ onto N ′
(see [60, Remark in p.62] for example). We have also used the fact that
(ρρ)n(N)
ES
(ρρ)n
⊂ N has an orthonormal base dS(ρρ)nS2n∗ρ . Therefore by [39,
Proposition 2.8], we see λ is an approximately inner endomorphism of rank
d(λ)µλj = d(ρ)
2nϕS(T λj T
λ∗
j ). 
Proof of Theorem 7.2. We may and do assume that N = Q. Let us first consider
the case of M , N and P being infinite factors. Let ρ : N →M and σ : N → P be
the inclusion maps. Let C ρ and C σ be the rigid C∗-2-category associated with ρ
and σ, respectively. Their natural actions on (N,M) and (N,P ) are denoted by
αρ and ασ.
Let (Sρ, Sρ) and (Sσ, Sσ) be the solutions of the conjugate equations of ρ and σ,
respectively, such that E(x) = ρ(S∗ρρ(x)Sρ) and F (y) = σ(S
∗
σσ(y)Sσ) for x ∈ M
and y ∈ P as before. Let ϕSρ := limn φ
S
(ρρ)n and ϕ
S
σ := limn φ
S
(σσ)n be states on
Aρρ and Aσσ, respectively.
By assumption of the isomorphic standard invariants, we have a unitary ten-
sor equivalence (G, c) : C ρ → C σ such that G(ρ) = σ, (cρ,ρG(Rρ), cρ,ρG(Rρ)) =
(Rσ, Rσ) and (cρ,ρG(Sρ), cρ,ρG(Sρ)) = (Sσ, Sσ). Let S
n
ρ and S
n
σ be as defined
in the proof of Lemma 7.4 (2). Let hρ, kρ and hσ, kσ be the positive invertible
operators introduced after Remark 7.3. Then G(hρ) = hσ and G(kρ) = kσ, and
cρ,ρG(aρρ)c
∗
ρ,ρ = σ(hσ)kσ = aσσ. This implies cwn00G(a
n
ρρ)c
∗
wn00
= anσσ, where w
n
00 is
the word expressing (ρρ)n, that is, wn00 = (ρ, ρ, . . . , ρ, ρ) of length 2n.
It follows from Lemma 7.4 (1) that the actions αρ of C ρ00 and α
σ of C σ00 on N are
centrally free. We will show αρλ = λ and α
σ
G(λ) = G(λ) are approximately unitarily
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equivalent for all λ ∈ C ρ00. It suffices to consider λ being a simple object. Take
n ≥ 1 so that λ ≺ (ρρ)n. Then from the proof of Lemma 7.4 (2), λ ∈ End(N)0
is an approximately inner endomorphism of rank d(ρ)2nϕSρ (TT
∗) for an isometry
T ∈ C ρ00(λ, (ρρ)
n) that is an eigenvector of anρρ.
Then we have anσσcwn00G(T ) = cwn00G(a
n
ρρT ), and cwn00G(T ) ∈ C
σ
00(G(λ), (σσ)
n)
is an eigenvector of anσσ. Hence G(λ) ∈ End(N)0 is an approximately inner en-
domorphism of rank d(σ)2nϕSσ(cwn00G(T )G(T )
∗c∗wn00), which equals d(ρ)
2nϕSρ (TT
∗).
Indeed, using cwn00G(S
n
ρ ) = S
n
σ , we have
ϕSσ(cwn00G(T )G(T )
∗c∗wn00) = φ
S
(σσ)n(cwn00G(T )G(T )
∗c∗wn00)
= S2n∗σ (σσ)
n(cwn00G(T )G(T )
∗c∗wn00)S
2n
σ
= G(S2nρ )
∗c∗w2n00
(σσ)n(cwn00G(T )G(T )
∗c∗wn00)cw2n00G(S
2n
ρ )
= G(S2nρ )
∗c∗(ρρ)n,(ρρ)nG((ρρ)
n)(G(TT ∗))c(ρρ)n,(ρρ)nG(S
2n
ρ )
= G(S2nρ )
∗G((ρρ)n(TT ∗))G(S2nρ )
= G(φS(ρρ)n(TT
∗)) = ϕSρ (TT
∗),
where in the fourth equality, we have used the following equalities:
cw2n00 = (σσ)
n(cwn00)cwn00c(ρρ)n,(ρρ)n , Ad c
∗
wn00
◦ (σσ)n = G((ρρ)n).
By Proposition 2.7, we see λ and G(λ) are approximately unitarily equivalent.
Then it turns out from Corollary 5.8 that the action αρ and the cocycle ac-
tion (ασG(·), c) of C
ρ
00 are strongly cocycle conjugate via an approximate inner
conjugacy π0 : N → N . Applying Theorem 6.20 to Z := ρ, we have an isomor-
phism π1 : M → P such that π1 ◦ α
ρ
Z = α
σ
G(Z) ◦ π0 and π1(T ) = G(T ) for all
T ∈ (ρ, ρ). Hence we obtain π1ρ = σπ0, which shows the inclusions ρ(N) ⊂ M
and σ(Q) ⊂ P are isomorphic, but we must further consider the conditional
expectation π1(E) := π1 ◦ E ◦ π
−1
1 from P onto σ(Q). By uniqueness of min-
imal expectation, we have π1(Eρ) = Eσ, that is, π1 ◦ Eρ = Eσ ◦ π1. Since
π1(hρ) = G(hρ) = hσ, we obtain
π1(E)(x) = π1(E(π
−1
1 (x))) = π1(Eρ(hρπ
−1
1 (x)hρ))
= Eσ(π1(hρ)xπ1(hρ)) = Eσ(hσxhσ) = F (x).
Hence π1 is an isomorphism from ρ(N)
E
⊂M to σ(Q)
F
⊂ P .
Next we consider the case of M , N and P being finite factors. Let B be the
infinite dimensional type I factor with separable predual. Denote by ρ and σ be
the inclusion maps of N into M and P , respectively. We consider the inclusions
N ⊗ B
E⊗id
⊂ M ⊗ B and N ⊗ B
F⊗id
⊂ P ⊗ B. Then by the discussion above, we
obtain isomorphisms π0 : N ⊗ B → N ⊗ B and π1 : M ⊗ B → P ⊗ B such that
π1 ◦ (ρ⊗ id) ◦ π
−1
0 = (σ ⊗ id) and π0 ◦ (E ⊗ id) ◦ π
−1
1 = F ⊗ id.
By τM and τP we denote the unique tracial states on M and P , respectively.
The canonical tracial weight on B is denoted by Tr. Since we can take π0 being an
approximately inner automorphism on N⊗B, and we have π0(τN⊗Tr) = τN⊗Tr.
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Note the approximate innerness of E and F implies τN ◦E = τM and τN ◦F = τP
from [52, Proposition 2.6]. Then we have
π1(τM ⊗ Tr) = (τM ⊗ Tr) ◦ π
−1
1 = (τN ⊗ Tr) ◦ (E ⊗ id) ◦ π
−1
1
= π0(τN ⊗ Tr) ◦ (F ⊗ id) = τP ⊗ Tr .
Hence there exist unitaries v ∈ N ⊗ B and w ∈ M ⊗ B such that Ad v ◦
π0(1 ⊗ x) = 1 ⊗ x and Adw ◦ π1(1 ⊗ x) = 1 ⊗ x for x ∈ B. Thus we can take
isomorphisms α : N → N and β : M → P such that Ad v◦π0(x⊗1) = α(x)⊗1 and
Adw ◦π1(y⊗1) = β(y)⊗1 for x ∈ N and y ∈M . Then we have βρα
−1(x)⊗1 =
Ad(w(σ ⊗ id)(v∗))(σ(x)⊗ 1) for all x ∈ N . By standard argument, we can take
a unitary u ∈ P so that βρα−1 = Ad u ◦ σ, and we are done. 
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