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Abstract
The conventional path integral expression for the Yang-Mills transition ampli-
tude with flat measure and gauge-fixing built in via the Faddeev-Popov method
has been claimed to fall short of guaranteeing gauge invariance in the non-
perturbative regime. We show, however, that it yields the gauge invariant
partition function where the projection onto gauge invariant wave functions is
explicitly performed by integrating over the compact gauge group. In a vari-
ant of maximal Abelian gauge the Haar measure arises in the conventional
Yang-Mills path integral from the Faddeev-Popov determinant.
1. Introduction
The importance of gauge invariance for confinement is generally accepted. Several
approaches have been proposed, which explicitly resolve Gau”s’ law to obtain a gauge
invariant description either directly in terms of gauge invariant variables [1] or at least
in unconstrained variables [2]. It has been argued that the conventional path-integral
expression for quantizing SU(N) Yang-Mills theory [3] falls short of guaranteeing
∗Supported by DFG Re 856/1-3
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gauge invariance in the non-perturbative regime [4]. One has therefore constructed
alternative path integral representations of the Yang Mills transition amplitude where
gauge invariance is guaranteed by explicitly projecting the external states on gauge
invariant states [5, 6]. Projection onto gauge invariant states basically means inte-
gration over the compact gauge group with the corresponding Haar measure. It is
the apparent absence of the Haar measure in the conventional functional integral
representation which has been the main subject of criticism [4, 5].
In this note we show for the partition function that the conventional functional inte-
gral representation with the gauge fixed by the Faddeev-Popov method fully respects
the gauge invariance and is therefore also applicable in the non-perturbative regime.
In particular we show that the invariant (Haar) measure of the gauge group is, in
fact, contained in the conventional path integral representation and explicitly arises
in certain gauges in the form of the Faddeev Popov determinant.
To make the paper self-contained and to fix our notation we have first to summarize
some well known facts and put them in the appropriate context.
2. The Yang-Mills transition amplitude
We consider (Euclidian) Yang-Mills theory with gauge group G = SU(N). In the
Weyl gauge Aa0(x) = 0 the dynamical degrees of freedom (coordinates) are the vector
potential Aai (x), and the Hamilton operator is defined by
H =
∫
d3x
(
g2
2
Eai (x)E
a
i (x) +
1
2g2
Bai (x)B
a
i (x)
)
. (1)
Here the electric field Eak(x) =
1
i
δ
δAa
i
(x)
represents the canonical momentum conjugate
to Aai (x) and B
a
k(x) = ǫkij
(
∂iA
a
j (x) +
1
2
fabcAbiA
c
j
)
is the magnetic field. Furthermore
fabc is the structure constant of the gauge group and g denotes the bare coupling
constant. We also define the matrix valued fields Aµ(x) = A
a
µ(x)T
a with T a being
the anti-hermitian generators of the gauge group satisfying
[
T a, T b
]
= fabcT c.
Let |C〉 denote an eigenstate of Ai(x), i.e.
Ai(x)|C〉 = Ci(x)|C〉 (2)
2
with some classical field function Ci(x), so that each wave functional Ψk(C) can be
expressed as Ψk(C) = 〈C|k〉. The quantity of interest is the quantum transition
amplitude 〈C ′|e−HT |C〉. Due to the gauge invariance of H the transition amplitude
is invariant under simultaneaous gauge transformations Ω (~x) of initial and final field
configurations
〈C ′Ω|e−HT |CΩ〉 = 〈C ′|e−HT |C〉 (3)
where
CΩi = ΩCiΩ
† + Ω∂iΩ
† , Ω ∈ G (4)
denotes the gauge transform of Ci(x). But the transition amplitude is not invariant
under a separate (independent) gauge transformation of one of the external fields.
The gauge invariant transition amplitude of Yang-Mills theory is obtained by pro-
jecting the external states onto gauge invariant states [5, 6]
Z[C ′, C] = 〈C ′|e−HTP |C〉 , (5)
where the projector is defined by
P |C〉 =
∑
n
e−inΘ
∫
G
Dµ(Ωn)|C
Ωn〉 . (6)
Here Θ is the vacuum angle [7, 8], and the functional integration with respect to the
invariant (Haar) measure of the gauge group, µ(Ω), extends over all time-independent
gauge transformations Ωn(~x) with winding number n. For a gauge transformation
Ω(x) the winding number is defined by
n[Ω] =
1
24π2
∫
d3xǫijktrLiLjLk , Lk = Ω∂kΩ
† . (7)
As usual we assume here that the gauge function Ω (~x) approaches a unique value Ω∞
for |~x| → ∞ so that R3 can be compactified to S3 and n[Ω] is a topological invariant.
For simplicity we will choose Ω∞ = 1.
At each ~x the gauge functions Ω(~x) ∈ G can be diagonalized, which yields the Cartan
decomposition
Ωn(~x) = V
†
n (~x)ωn(~x)Vn(~x) , (8)
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where ωn(x) is a diagonal unitary matrix living in the Cartan subgroup (invariant
torus) H = U(1)N−1 and Vn(~x) lives in the corresponding coset G/H . Note that this
representation is unique only up to space-dependent Abelian gauge transformations
v(~x), Vn(~x)→ v(~x)Vn(~x). More precisely v(x) is an element of the so-called normalizer
N of H in G, and N /H = W is the Weyl group, which for G = SU(N) is given by
the group of permutations of N elements, S(N) [10]. The integration over the gauge
group can then be expressed by the Weyl formula [10]
∫
G
dµ (Ωn) f (Ωn) =
1
|W |
∫
H
dµ¯(ωn)
∫
G/H
dV f
(
V †nωnVn
)
, (9)
where |W | is the order of the Weyl group (|W | = N ! for G = SU(N)) and the reduced
Haar measure µ¯(ω) is defined by [9]
dµ¯(ω) =
∏
k
dλk
∑
p
δ
(∑
i
λi − 2πp
)∏
i<j
sin2
λi − λj
2
. (10)
Here iλk denotes the eigenvalue of lnω (the λk are real).
Let us also mention that the diagonalization (8), which is possible pointwise, cannot
be done smoothly and globally due to topological obstructions, i.e. in general for an
arbitrary Ωn there is no globally defined smooth Vn(x). As a consequence, when the
Weyl formula (10) is applied to functional integrals the summation over the different
topological sectors has to be included. We will return to this point later.
Of particular interest is the partition function
Z =
∫
DCi〈C|e
−HTP |C〉 , (11)
which upon using the completeness of eigenstates |k〉 of H , H|k〉 = Ek|k〉 and P
2 = P
can be written as
Z =
∫
DCi
∑
k
Ψ˜k(C)e
−EkT Ψ˜∗k(C) . (12)
Here
Ψ˜k(C) = 〈C|P |k〉 (13)
4
are the gauge “invariant” energy eigenfunctionals (i.e. the gauge invariant eigenstates
of H in the “coordinate” representation), which have been assumed to be properly
normalized ∫
DCiΨ˜
∗
k(C)Ψ˜l(C) = δkl . (14)
It is then seen that eq. (12) reduces, in fact, to the standard form of the partition
function
Z =
∑
k
e−EkT . (15)
Let us also mention that the wave functionals (13) are invariant only under “small”
gauge transformation (with zero winding number). For a “large” gauge transforma-
tion Ωn with winding number n they transform as
Ψ˜k
(
CΩn
)
= e−inΘΨ˜k(C) (16)
as can be inferred from (13) using the explicit form of P (6).
Using the Cartan decomposition (9) for the group integration in P (6) the partition
function (11) becomes
Z =
∑
n
einΘ
∫
H
Dµ¯(ωn)
∫
G/H
DVn
∫
DCi〈C|e
−HT |CV
†
nωnVn〉 . (17)
Using further the invariance of H under gauge transformations (see eq. (3))
〈C|e−HT |CV
†
nωnVn〉 = 〈CVn|e−HT |
(
CVn
)ωn
〉 (18)
and changing the integration variable Ci → CVi
(
DCi = DCVi
)
the integration over
the coset
∫
DVn becomes trivial yielding an irrelevant constant, and we obtain
Z = const
∑
n
e−inΘ
∫
H
Dµ¯ (ωn)
∫
DCi〈C|e
−HT |Cωn〉 . (19)
3. Path integral representation of the Yang-Mills amplitude
Following the standard procedure [11] one derives the following functional integral
representation of the transition amplitude
〈C ′|e−HT |C〉 =
C′∫
C
DAi(x)e
−SY M [A0=0,Ai] , (20)
5
where the functional integration is performed over all classical field configurations
Ai(x) satisfying the boundary conditions
Ai (x0 = 0, ~x) = Ci (~x)
Ai (x0 = T, ~x) = C
′
i (~x) (21)
and
SYM [A0, Ai] =
1
4g2
∫
d4xF aµν(x)F
a
µν(x) (22)
is the standard Yang-Mills action with
F aµν = ∂µA
a
ν − ∂νA
a
µ + f
abcAbµA
c
ν (23)
being the field strength.
Inserting (20) into (5) we obtain
Z[C ′, C] =
∑
n
e−inΘ
∫
G
Dµ(Ωn)
C′∫
CΩn
DAi(x)e
−SY M [A0=0,Ai] . (24)
For the following it is convenient to introduce the Pontryagin index (topological
charge)
ν[A] = −
1
16π2
∫
d4xtr
(
FµνF˜µν
)
, (25)
where F˜µν =
1
2
ǫµνκλFµν is the dual field strength. In the A0 = 0 gauge this quantity
is related to the Chern-Simons action
SCS[A] = −
1
8π2
∫
d3xǫijktr
{
Ai∂jAk +
2
3
AiAjAk
}
(26)
of the temporal boundary values of the spatial gauge fields Ai (x0 = 0) = C
Ωn
i ≡
C ′′i , Ai (x0 = T ) = C
′
i by [6]
ν[A0 = 0, Ai] = SCS [C
′
i]− SCS [C
′′
i ] . (27)
Furthermore under gauge transformation Ω the Chern Simons action transforms as
[8]
SCS
[
AΩi
]
= SCS [Ai] + n[Ω] . (28)
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Therefore the winding number n = n[Ωn] (7) in (24) can be expressed as
n = n [Ωn] = SCS[C
′]− SCS[C]− ν [A0 = 0, Ai] . (29)
This representation of n[Ω] is convenient since the first two terms on the r.h.s. depend
only on the externally given boundary fields while the last term is gauge invariant.
Let us now remove the gauge function Ωn from the boundary field Ai (x0 = 0) = C
Ωn
i
in eq. (24) by performing the following time-dependent gauge transformation
U = Ω
x0
T
−1
n . (30)
Using the gauge invariance of SYM [A] and ν[A] we find after a change of integration
variables
(
AUi → Ai
)
Z[C ′, C] = exp [−iΘ (SCS[C
′]− SCS[C])]
∑
n
∫
Dµ (Ωn)
C′
i∫
Ci
DAie
−SY M [A0,Ai]+iΘν[A0,Ai] , (31)
where a time-independent temporal gauge potential
A0 = −
1
T
lnΩn (32)
has been induced by the gauge transformation (30) and the functional integration is
now performed with the boundary conditions Ai (x0 = 0, ~x) = Ci (~x) , Ai (x0 = T, ~x) =
C ′i (~x). Note that the winding number of the original gauge function Ωn (~x) is now
encoded in the temporal gauge potential (32). By integrating over all possible (time-
independent) field configurations A0 (~x) compatible with the boundary condition
Ωn (|~x| → ∞) = 1, i.e.‡ A0 (|~x| → ∞) = 2πp i , p − integer, we will automatically
include the summation over all winding numbers n. We will henceforth omit this sum
and understand that it is included in the (functional) integral over A0 (~x)
§.
‡Without loss of generality we can restrict ourselves to a single Riemann sheet of the logarithm,
e.g. p = 0.
§Let us also mention that eq. (31) is equivalent to the functional integral representation of the
gauge invariant transition amplitude derived in ref. [5] in a somewhat different way. We would have
obtained that representation had we parametrized Ωn = ΩUn with n[Ω] = 0 and chosen Ω instead
of Ωn in eq. (30).
7
For the partition function (19) we obtain from (31) the representation
ZΘ =
∫
Dµ¯ (ω)
∫
periodic
b.c.
DAi(x)e
−SY M [A0,Ai]+iΘν[A0,Ai] , (33)
where the induced temporal gauge potential
A0 = −
1
T
lnω ∈ H (34)
is now diagonal, i.e. lives in the Cartan subalgebra and the functional integration
runs over periodic spatial fields Ai (x0 = T, ~x) = Ai (x0 = 0, ~x).
Eq. (33) should be compared with the standard representation of the Yang-Mills
partition function, which is used for finite temperature QCD considerations [12]
ZΘ =
∫
periodic
b.c.
DAµδgf.(A)e
−SY M [A]+iΘν[A] . (35)
Here the integration is over all temporally periodic field configurations
Aµ (x0 = T ) = Aµ (x0 = 0) (36)
and δgf.(A) = δ (χ(A)) detM denotes the gauge-fixing according to the Faddeev-
Popov method with χ(A) = 0 being the gauge condition and detM the corresponding
Faddeev-Popov determinant.
Eq. (33) is “almost” the standard representation (35 ) except for the presence of
the invariant Haar measure for A0 in (33). Furthermore A0 is diagonal and time-
independent in (33) but time-dependent in (35)¶ and there is no explicit gauge fixing
included in (33).
In ref. [4, 5] the importance of the Haar measure was emphasized, which ensures
gauge invariance and (in the presence of quarks) central symmetry. (The latter leads
naturally to quark confinement [5].) It is usually argued that the use of the flat
¶An alternative functional integral representation for the gauge invariant transition amplitude
with a time-dependent A0 was also derived in ref. [5]. This representation is, however, equivalent to
eq. (31). Let us also mention that representation (31) follows also from the lattice formulation by
using the gauge ∂0U0
(
~x, x0
)
= 0 (where U0(x) denotes the temporal link) and taking the continuum
limit in the spatial directions.
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integration measure is justified only for perturbation theory since the Haar measure
reduces to the flat measure near A0 = 0. We will now show, however, that for the
partition function both representations (33) and (35 ) are completely equivalent, even
in the non-perturbative regime.
4. Equivalence proof
To reduce (35) to (33) (which uses a time-independent A0 ) we choose the gauge
∂0A0 = 0 , (37)
which is compatible with the periodic boundary condition (36). This constraint still
allows for time-independent gauge transformations V (~x), under which A0 in (35)
transforms homogeneously
A0(~x) −→ A
V
0 (~x) = V (~x)A0(~x)V
†(~x) . (38)
Therefore this residual gauge freedom can be exploited to diagonalize A0(x), which
implies the gauge condition
Ach0 (~x) = 0 , (39)
where Ach0 is the off-diagonal (charged) part of A0. Again the diagonalization can
be done pointwise but in general not globally and smoothly due to topological ob-
structions. We face here the same problem for the Lie algebra as we observed in the
Cartan decomposition of the gauge group (see the discussion following eq. (8)). At
certain points ~x = ~xS in space the field A0(~x) is degenerate (i.e. two eigenvalues
coincide) such that the unitary matrix V (x) ∈ G in (38) necessary to make AV (~x)
diagonal is not well defined, i.e. at these points the constraint (39) does not fix the
gauge uniquely. (For G = SU(2) the degeneracy points are those, where the gauge
function A0(x) vanishes.) The physical meaning of these degeneracy points is easily
understood by observing that eqs. (37), (39) are a variant of maximal Abelian gauge
[13]. Therefore by following ’t Hooft’s arguments [13] one easily shows that the de-
generacy points ~x = ~xS are the positions of magnetic monopoles in the spatial gauge
potential Ai(x). In fact, under a space-dependent gauge transformation V (~x), Ai(x)
transforms inhomogeneously
AVi = V AiV
† + V ∂iV
† . (40)
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In the vicinity of a degeneracy point ~x = ~xS of A0 (~x), the structure of V (x) is
such that the Abelian part of the inhomogeneous term V ∂iV
† develops a magnetic
monopole at ~x = ~xS.
The gauge conditions (37) and (39) still remain invariant under time-independent
Abelian gauge transformations. To prove the equivalence between (33) and (35) we
need not fix this residual gauge since the same residual gauge freedom is also present
in eq. (33)‖ Note also, that for the charged part Ach0 the condition (37) is already
included in (39), so we have to implement (37) only for the neutral (diagonal) part An0
of A0, which lives in the Cartan subgroup (U(1))
N−1. Therefore our gauge conditions
read
χa0(x) = ∂0A
a0
0 (x) = 0 (42)
χa¯(x) = Aa¯0(x) = 0 (43)
Here and in the following we use the indices a = a0 and a = a¯ for diagonal and
off-diagonal generators, respectively.
The gauge fixing constraints (42) and (43) give rise to a Faddeev-Popov kernel
Mab0(x, y) = Dˆab00 (x)∂
y
0δ
(4)(x, y) ,
Mab¯(x, y) = Dˆab¯0 (x)δ
(4)(x, y) , (44)
where
Dˆµ = ∂µ + Aˆµ , Aˆµ = A
a
µTˆ
a (45)
is the covariant derivative with Tˆ a being the generators in the adjoint representation[(
Tˆ a
)bc
= −fabc
]
. Using fab0c0 = 0, for gauge configurations satisfying the gauge
constraints (42), (43) the Faddeev-Popov kernel reduces to
Mab ≡

 Ma0b0 Ma0b¯
Ma¯b0 Ma¯b¯

 =

 −δa0b0∂x0∂x0 δ(4)(x, y) 0
0 Dˆa¯b¯0 (x)δ
(4)(x, y)

 . (46)
‖ This residual gauge freedom could be fixed e.g. by the Coulomb type of gauge condition
T∫
0
dx0~∇ ~An = 0 , (41)
where An
i
is the diagonal (neutral) part of Ai. Inclusion of this gauge condition would, however, not
change the Faddeev-Popov determinant (see eq. (47) below).
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Since this matrix is block-diagonal we find for the Faddeev-Popov determinant
DetM = constDet
(
Dˆa¯b¯0 (x)δ
(4)(x, y)
)
, (47)
where the irrelevant constant arises from the Cartan subgroup (upper left block in
(46)).
Due to the adopted gauge, eqs. (37) and (39), the eigenvalue equation
iDˆa¯b¯0 φ
b¯ ≡
(
i∂0δ
a¯b¯ + Aˆa¯b¯o (~x)
)
φb¯ = µ (~x)φa¯ (48)
is easily solved. In the fundamental representation
(
φ = φa¯T a¯, T a = −iλ
a
2
)
this equa-
tion reads
i∂0φ+ [iA0(~x), φ] = µφ , A0 = A
c0
0 T
c0 . (49)
Adopting the Weyl basis, in which the index c¯ for the off-diagonal generator T c¯ is
expressed by the two respective indices (k, l) of the fundamental representation for
which T c¯kl = −T
c¯†
lk 6= 0, i.e. c¯ = (k, l), the eigenvalues are given for the temporally
periodic boundary condition (36) by
µn,c¯(~x) = ωn + i [(A0(~x))kk − (A0(~x))ll] , ωn =
2πn
T
. (50)
Using
sin x = x
∞∏
n=1
(
1−
(
x
πn
)2)
(51)
straightforward evaluation yields
DetM = const.
∞∏
n=−∞
∏
k 6=l
µn,(k,l)
= const.
∏
k>l
sin2
T ((iA0)kk − (iA0)ll)
2
. (52)
Taking into account that by definition of A0 (34) the integration over A0 extends from
−∞ to∞ and furthermore trA0 =
∑
k
(A0)kk = i2πn, n = 0,±1, · · · the Faddeev-Popov
determinant (52) gives precisely the (reduced) Haar measure (10).
Therefore in the gauges (37, 39) we have
∫
DA0δ(χ)DetM· · · =
∫
Dµ¯(ω) · · · , ω = e−TA0 ∈ H , (53)
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which shows, that in this gauge the functional integral representation (35) coincides
with the representation (33). Furthermore, the usual functional integral representa-
tion (35) is invariant under a change of the gauge condition. Therefore, if eq. (35)
reproduces the invariant partition function (33) in one gauge it does so in any gauge.
One may argue here that the Haar measure escapes in the gauge A0 = 0. However,
the gauge condition A0 = 0 conflicts with the periodic boundary condition (36). This
can be easily seen by considering the Polyakov line operator
L0(x) = P exp

∮
x
dx′0A0 (x
′
0~x)

 , (54)
where P denotes path ordering and the integration runs from a point x = (x0, ~x) along
the 0-axis to the point x = (x0 + T, ~x). Due to the periodic boundary condition on
A0 the integration in (54) runs over a closed loop but nevertheless due to the path-
ordering L0(x) depends on the starting point x. Under gauge transformation this
quantity transforms as
L0(x) −→ L
Ω
0 (x) = Ω(x)L0(x)Ω
†(x) (55)
and one can obviously choose a gauge in which L0(x) is diagonal
LΩ0 (x) = e
a0(x)T , a0(x) = a
c0
0 T
c0 . (56)
But it is impossible to gauge transform L0(x) to L0(x) ≡ 1∗∗.
To summarize we have shown that the usual functional integral representation with
flat integration measure and the gauge fixed by the Faddeev Popov method yields the
proper gauge invariant partition function and is hence not restricted to the pertur-
bative regime contrary to what is commonly believed. In certain gauges the compact
integration measure of the gauge group arises directly from the Faddeev-Popov de-
terminant.
Finally let me comment on the degeneracy points of the field A0(~x), where the max-
imal Abelian gauge (39) is not well defined and monopoles arise in Ai(x). At these
∗∗ This can be also easily seen in the lattice formulation. Starting at x0 = 0 one can bring the
links U0(x) = exp (−aA0(x)) to the gauge U0(x) = 1 except for the last link terminating at x0 = T ,
which cannot be gauged away due to the periodic boundary condition.
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points two of the eigenvalues (A0(~x))kk coincide and, consequently, the Faddeev-Popov
determinant (52) vanishes, as usual when the gauge is not unique. The field configu-
rations of vanishing Faddeev-Popov determinant define the Gribov horizon. We may
thus conclude that in this context the Gribov horizon is built up from monopole
configurations.
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