Abstract
cortical neurons in the form of spontaneous synaptic noise through 5-HT3 receptors, which is persistent 23 and can be augmented using fluoxetine, a selective serotonin reuptake inhibitor. Augmented serotonin 24 signaling also increases cortical network activity by enhancing synaptic excitation through activation of 25 5-HT2 receptors. This in turn facilitates the emergence of epileptiform network oscillations (10-16 Hz) 26 known as fast runs. A computational model of cortical dynamics demonstrates that these two combined 27 mechanisms, increased background synaptic noise and enhanced synaptic excitation, are sufficient to 28 where i is the imaginary unit and ω is the angular frequency. The power spectrum is then given by 150 ( ) I is the total current, i.e. the sum of all membrane and 159 synaptic currents. We first note that during a PDS the current is completely dominated by synaptic 160 currents, in other words, the neurons are in a high-conductance state. Similarly, in the absence of PDS the 161 neurons are close to their resting potential whose fluctuations are dominated by synaptic noise. Consistent 162 with these observations, all voltage-gated membrane currents can be neglected for the purpose of this 163 study. We thus have that the total current consists of an excitatory and inhibitory component. The 164 modeled as a double low-pass filter so that the impulse-response is the well-known "alpha function". 174
Specifically, the integration of the synaptic dynamics is given by 175
Where pre V is the membrane potential of the presynaptic neuron, θ is the voltage threshold for the 177 presynaptic neuron to release neurotransmitter, k g is the maximal synaptic conductance, and k τ is the 178 synaptic time constant (see Table 1 
− , where the leak conductance, L g , is constant. The synaptic noise has two independent 183 contributions, both excitatory: 1) small-amplitude noise; and 2) large-amplitude noise. The former is 184 responsible for fluctuations of the membrane potential that at rest are not sufficient to cause large 185 depolarizations. The latter is responsible for large but infrequent membrane potential depolarizations. 186
Both noises are modeled as Poisson processes that are statistically independent from each other. The 187 small noise impinges also independently on the excitatory and inhibitory neurons, whereas the large noise 188 impinges on the excitatory neuron only. The events of the Poisson process are processed through a double 189 low-pass filter to model the kinetics of synaptic noise. The rates of the Poisson processes, λ ; the peak 190 amplitudes of the events, g ; and their time constants, τ , are listed on Table 1 . elapsed between PTZ injection and the first GCC-LOR seizure was taken as the seizure latency. Time 201 elapsed between each subsequent seizure was considered to be the inter-seizure interval (ISI). In the 202 majority of acute seizure experiments the animal died after experiencing several seizures. If the seizures 203 persisted for over one hour after PTZ injection, the animals were euthanized by isoflurane anesthesia and 204 decapitation. Animals that did not experience seizures within an hour after PTZ injection were not 205 included in the data analysis. For the electroencephalagrophy recordings (see next section), the time limit 206 for the experiment was extended to two hours. 207
Results

240
Spontaneous synaptic activity in mouse neocortex is partially mediated by 5-HT in vitro 241
As a first step to investigate the role of serotonin in cortical network excitability, we measured the 242 contribution of serotonergic signaling to spontaneous synaptic activity in layer 2/3 pyramidal cells (PCs) 243 in thalamocortical slices of mouse somatosensory cortex (Agmon and Connors 1991). We chose 244 somatosensory cortex as a target region owing to its distinct organization of neuronal populations into 245 barrel columns, which specialized for local (< 300 µm) neuronal interactions and have a high degree of 246 contaminated by GABAergic currents due to incomplete space clamp, then GZN would lead to the 296 abolition of these events. mCPBG co-administered with GZN did not lead to a reduction in sEPSC 297 amplitude compared with mCPBG treatment alone but modestly increased the IEI (data not shown), 298
suggesting that though a small fraction of the recorded events may arise from GABAergic currents 299 escaping voltage-clamp, the majority of these events result from 5-HT3 receptor signaling at the level of 300 cortical PCs. This finding is consistent with the idea that spontaneous synaptic release, or synaptic noise, 301 in the cortex is mediated in part by 5-HT signaling through 5-HT3Rs and offers a valuable tool to explore 302 how altered serotonergic signaling affects network activity in cortical slices. reduced the total number of network events back to control levels (control vs. KSN; p = 0.13; Wilcoxon 346 rank-sum test; Fig. 2f ). Importantly, this led to complete attenuation of fast runs represented by the 347 elimination of the 10-16 Hz peak in the power spectrum (Fig. 2g ). This effect was tested with a gamut of 348 5-HT2 receptor antagonists, which were all able to eliminate the fast runs albeit with different effects on 349 network excitability. These included ritanserin and glemanserin to selectively antagonize 5-HT2a (Fig. 2e, g ), consistent with a slowing 360 of network bursting seen in the voltage profile in Figure 1e . In the presence of 8-OH-DPAT, the network 361 bursts occurred either as single PDS events or as pairs of bursts like those shown in Figure 2e . These 362 results suggest that 1) 5-HT1R activity exerts an inhibitory effect on cortical network activity by 363 precluding the occurrence of fast run depolarizations and reducing network bursting; and that 2) in the 364 presence of FLX alone, activation of 5-HT1Rs by endogenous 5-HT release is insufficient to prevent the 365 occurrence of fast runs. Thus, our findings show that elevating endogenous 5-HT leads to an increase in 366 cortical network excitability and the emergence of epileptiform network oscillations. The former effect is 367 mediated in part by 5-HT3Rs and 5-HT2Rs while the latter effect is exclusively attributable to activation 368 of 5-HT2Rs. These observations provide a novel insight into how altered serotonergic tone in the cortex 369 leads to the transformation cortical network dynamics. 370
Fluoxetine enhances excitatory synaptic inputs mediating cortical network activity 371 13
The current-clamp experiments used in the previous section provide a proxy for the network behavior at 372 the level of neuronal output. Voltage-clamping, on the other hand, offers insight into the magnitude, 373 structure, and pharmacology of the inputs arriving at cortical neurons during network activity. We sought 374 to determine the network mechanisms underlying the emergence of fast runs by measuring the network-375 mediated synaptic inputs in L2/3 PCs during disinhibition-induced activity in voltage-clamp before and 376 after FLX treatment. With GZN alone, excitatory network inputs manifested as massive currents 377 (nEPSCs; Fig. 3a ) that were presumably dominated by AMPA receptor-mediated currents (Lee and 378
Hablitz 1991), since NMDA receptor contribution was eliminated by holding the cell at a command 379 potential (-80 mV) at which NMDA receptors are blocked by Mg 2+ ions. Addition of FLX (4 µM) altered 380 the network inputs in the following way. As expected, each network event had two phases corresponding 381 to the two phases of the voltage profile in Figure 2b . The first phase consisted of a large nEPSC lasting 382 ca. 500 ms followed by the second phase comprised of substantially smaller nEPSCs which occurred at 383 the same frequency as the fast runs seen in Fig. 2 (Fig. 3b) . This latter phase has been previously 384 demonstrated to arise from recurrent glutamatergic synaptic transmission, which is expressed strongly in 385 the superficial cortical layers and can be unmasked with sufficient disinhibition (Castro-Alamancos and 386
Rigas 2002). We found that the charge transferred to each cell per event, taken as the integral of the total 387 synaptic current, was substantially increased (p < 0.05, Wilcoxon rank-sum test; Fig. 3c ) after FLX 388 treatment. This suggests that each cell received on average more synaptic excitation during a network 389 event when FLX was present. Importantly, we compared the amplitude of the first nEPSC within each 390 event between the two groups by setting a threshold that clearly separated the first and second phases. Our 391 results show that the first nEPSC within each network event is significantly larger in the presence of FLX 392 (p < 0.01, Wilcoxon rank-sum test; Fig. 3d ). Since this massive event acts as a trigger for the subsequent 393 10-16 Hz afterdischarges, these findings suggest that a shift in favor of more synaptic excitation during 394 the initial burst leads to increased network activity and the onset of reverberant oscillations within the 395 cortical circuit. We tested this hypothesis in the following section. 396
Enhanced excitatory coupling and synaptic noise are sufficient to simulate fluoxetine-modulated 397 network activity in a model of a cortical microcircuit 398
Are the increased synaptic noise and enhanced excitatory coupling observed in vitro sufficient to account 399 for the emergence of fast runs, or is it secondary to some unknown biophysical process? This question 400 poses a technical problem since precise tuning of synaptic excitation and noise in the slice is impractical. 401
Therefore, we tested this question using a computational model of a cortical microcircuit. 402
To this end we adopt a minimal modeling approach and focus on capturing the essential biophysical 403
properties of neurons leading to realistic cortical dynamics. The inspiration for our model is taken from a 404 previous computational study (Parga and Abbott 2007) showing that the key feature of cortical network 405 dynamics is the bistability of the neurons' membrane potential, as explained below. Bistability can be 406 (Fig. 4a,  413 right). The inputs of the missing neighbors are compensated by proportionately scaling the recurrent 414 excitation and inhibition so that the net synaptic currents are the same as they would be when embedded 415 in the full circuit. When the membrane potential of the neurons fluctuates around the resting (low 416 conductance) state, the dominant current is the leak, as shown in Fig. 4b (straight dashed line) . During the 417 early phase of the PDS, the current driving the membrane potential is dominated by the AMPA, NMDA 418 and to a lesser degree by GABA A components (high-conductance state; early phase). The dependence of 419 the current on the membrane potential is now given by the solid curved line which crosses / 0 I C = at 420 three points. The two crossings with a positive slope denote transiently stable points of the membrane 421 potential, endowing the network with bistable dynamics (i.e. low/high conductance states). In the late 422 phase of the PDS inhibition becomes more dominant and the membrane potential decays slowly (high-423 conductance state; late phase). The dependence of the current on the membrane potential is now given by 424 the dashed curved line with only one stable point close to the resting potential, driving the neurons to 425 repolarize quickly. It is important to note that in the absence of synaptic noise the neurons would never 426 develop PDS. Noise is necessary to make the transition to a depolarized state. Once in the depolarized 427 state, the recruitment of inhibition and decay of excitation bring the membrane potential back to the 428 resting state. Figure 4c shows the connections of the motif in the control case as well as its dynamics. 429 repetitively at ∼15 Hz. How does the increase in synaptic excitation make a qualitative change in the 432 dynamics? Figure 4b shows that while the membrane potential decays, the dependence of the current on 433 the membrane potential smoothly morphs from the solid curved line to the dashed curved line, mainly by 434 moving upwards. In this process, the membrane potential switches from a bistable regime to a monostable 435 regime. If the synaptic noise is strong enough on the verge of this transition, it will shift the curve back 436 down, bringing the membrane potential again to a depolarized state. The slower the decay of the 437 membrane potential, the more likely it is that synaptic noise will depolarize it again. By this mechanism, 438 increased synaptic noise creates reverberant fast run oscillations within circuit. 439 Figure 4g shows that the model replicates the experimental results shown in Fig. 2f . The first group 440 corresponds to control conditions in which synaptic noise and excitatory coupling are kept at basal 441 conditions. Network events within this group manifest as single PDS-like bursts (Fig. 4c) . The second 442 group mimics the effects of FLX: an increase in synaptic noise mediated by 5-HT3Rs and an increase in 443 synaptic excitation by 5-HT2Rs. As in vitro, the total number of network events increases significantly 444 relative to control (p < 0.01; Wilcoxon rank-sum test) and so does the variability in network excitability 445 as seen by a substantially larger spread in the distribution. Importantly, under these conditions the 446 network events appear as fast run-like oscillatory bursts with a frequency of ~15 Hz. A third group 447 models the effect of FLX in the presence of GSN, or equivalently the effect of increasing synaptic 448 excitation with only a marginal increase in synaptic noise. Clearly, the reduction in synaptic noise alone 449 reduces the excitability of the network but does not bring it back to the control level nor does it abolish 450 fast run-like oscillations. 451
To further validate the model's ability in predicting the effects of pharmacological manipulations 452 presented in Figure 2 , we modeled the effects of 5-HT1R activation with 8-OH-DPAT, which in the slice 453 had a combined effect of reducing network excitability and abolishing fast runs. This effect is consistent 454 with its effect on neuronal excitability (Araneda and Andrade 1991), which results to a large extent from 455 an increase in potassium conductance through G-protein-coupled inwardly rectifying potassium (GIRK) 456 channels that contribute to the resting leak conductance (Luscher et al. 1997) . We thus simulated the 457 postsynaptic effect of 5-HT1R activation in the presence of FLX by increasing the leak conductance in 458 the excitatory neuron within the model while maintaining high levels of synaptic excitation and noise. 459
This manipulation was able to mimic the effect of 8-OH-DPAT in the slice in two ways: Firstly, the 460 number of network events dropped substantially relative to the group with increased synaptic excitation 461 and noise alone (p < 0.01, Wilcoxon rank-sum test; Fig. 4g ). This reduction in number of events was 462 statistically indistinguishable from the one observed in the group simulating effects of FLX and GSN (p = 463 0.14, Wilcoxon rank-sum test), reproducing the results observed in vitro. Secondly, the fast run oscillation 464 was replaced by single bursts or burst pairs, similar to those recorded in the slice (Fig. 4e) , suggesting that 465 a 5-HT1R-mediated enhancement of leak current is capable of suppressing network activity and 466 epileptiform network dynamics. whether inhibition of I sAHP in the model alone can simulate the effects of FLX observed in the slice, we 470 reduced this current while keeping control levels of synaptic excitation. Surprisingly, reduction of the 471 I sAHP generated the fast runs oscillation (Fig. 4f) Student's t-test). We thus proceeded to compare the latency to the onset of cortical fast runs between 524 control and KSN-treated animals and observed a significant delay in the onset of fast runs after pre-525 treatment with KSN (vehicle: n = 5, KSN: n = 7; p < 0.05, Wilcoxon rank-sum test; Fig. 5f ), a finding 526 consistent with the those shown in in Fig. 5b . 527
Thus, just as 5-HT2R blockade prevents the emergence of epileptiform fast runs in vitro, it is also able to 528 prevent or delay the onset of epileptic fast runs in vivo, lending support to the idea that serotonergic 529 signaling in a disinhibited cortex facilitates the emergence of epileptiform activity and providing 530 evidence across synaptic, network, and behavior levels of observation. 531
Discussion
532
Despite decades of investigation on the role of 5-HT in neuronal excitability, its effects on dynamics of 533 cortical networks remain unclear (Celada et al. 2013). We sought to further this understanding by 534 determining how changes in endogenous 5-HT affect cortical network dynamics. Our findings 535 demonstrate that cortical neurons are persistently bombarded with spontaneous excitatory synaptic inputs 536 mediated in part by 5-HT3 receptors. This synaptic noise can be augmented with the SSRI, fluoxetine, at 537 concentrations close to those measured in medicated human patients (Bolo et al. 2000) . This results in 538 enhanced network excitability and the transformation from temporally random to transiently oscillatory 539 network dynamics, i.e. from PDS to fast runs, a transition which is facilitated by 5-HT2Rs. We show that 540
in cortical slices such a shift is accounted for by increased excitatory coupling between pyramidal cells. A 541 computational model corroborates that increased synaptic noise and synaptic excitation are sufficient to 542 explain the increased network excitability and transitions between both network regimes. Consistent with 543 these results, blocking 5-HT2 receptors in vivo prior to PTZ-induced convulsions significantly delays the 544 onset of epileptic seizures and reduces seizure incidence. Together, our findings provide a potential 545 mechanism for how altered 5-HT tone can bias cortical network activity to transition into an epileptiform 546
state. 547
The prevailing view of spontaneous excitatory neurotransmitter release onto cortical neurons held 548 
