In the problem of multivariate regression, a Kdimensional response vector is regressed upon a common set of p covariates, with a matrix B * ∈ R p×K of regression coefficients. We study the behavior of the group Lasso using 1/ 2 regularization for the union support problem, meaning that the set of s rows for which B * is non-zero is recovered exactly. Studying this problem under high-dimensional scaling, we show that group Lasso recovers the exact row pattern with high probability over the random design and noise for scalings of (n, p, s) such that the sample complexity parameter given by θ(n, p, s) : = n/[2ψ(B * ) log(p − s)] exceeds a critical threshold.
I. INTRODUCTION
The development of efficient algorithms for large-scale model selection has been a major goal of statistical learning research in the last decade. There is now a substantial body of work based on 1 -regularization, dating back to the seminal work of [1] and Donoho and collaborators [2] , [3] . The bulk of this work has focused on the standard problem of linear regression, in which one makes observations of the form
where y ∈ R n is a real-valued vector of observations, w ∈ R n is an additive zero-mean noise vector, and X ∈ R n×p is the design matrix. A subset of the components of the unknown parameter vector β * ∈ R p are assumed non-zero; the model selection goal is to identify these coefficients and (possibly) estimate their values. This goal can be formulated in terms of the solution of a penalized optimization problem:
arg min β∈R p 1 n y − Xβ 2 2 + λ n β 0 ,
where β 0 counts the number of non-zero components in β and where λ n > 0 is a regularization parameter.
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Unfortunately, this optimization problem is computationally intractable, a fact which has led various authors to consider the convex relaxation [1] , [2] arg min
in which β 0 is replaced with the 1 norm β 1 . This relaxation, often referred to as the Lasso [1] , is a quadratic program, and can be solved efficiently by various methods [4] , [5] , [6] ). A variety of theoretical results are now in place for the Lasso, both in the traditional setting where the sample size n tends to infinity with the problem size p fixed [7] , as well as under high-dimensional scaling, in which p and n tend to infinity simultaneously, thereby allowing p to be comparable to or even larger than n [8] , [9] , [10] , [11] . In many applications, it is natural to impose sparsity constraints on the regression vector β * , and a variety of such constraints have been considered. For example, one can consider a "hard sparsity" model in which β * is assumed to contain at most s non-zero entries or a "soft sparsity" model in which β * is assumed to belong to an q ball with q < 1. Analyses also differ in terms of the loss functions that are considered. For the model or variable selection problem, it is natural to consider the {0 − 1}-loss associated with the problem of recovering the unknown support set of β * . Alternatively, one can view the Lasso as a shrinkage estimator to be compared to traditional least squares or ridge regression; in this case, it is natural to study the 2 -loss β−β * 2 between the estimate β and the ground truth. In other settings, the prediction error E[(Y − X T β) 2 ] may be of primary interest, and one tries to show risk consistency (namely, that the estimated model predicts as well as the best sparse model, whether or not the true model is sparse).
A. Block-structured regularization
While the assumption of sparsity at the level of individual coefficients is one way to give meaning to high-dimensional (p n) regression, there are other structural assumptions that are natural in regression, and which may provide additional leverage. For instance, in a hierarchical regression model, groups of regression coefficients may be required to be zero or non-zero in a blockwise manner; for example, one might wish to include a particular covariate and all powers of that covariate as a group [12] , [13] . Another example arises when we consider variable selection in the setting of multivariate regression: multiple regressions can be related by a (partially) shared sparsity pattern, such as when there are an underlying set of covariates that are "relevant" across regressions [14] , [15] , [16] , [17] . Based on such motivations, a recent line of research [18] , [19] , [12] , [13] , [14] , [20] has studied the use of block-regularization schemes, in which the 1 norm is composed with some other q norm (q > 1), thereby obtaining the 1 / q norm defined as a sum of q norms over groups of regression coefficients. The best known examples of such block norms are the 1 / ∞ norm [16] , [17] , and the 1 / 2 norm [14] .
In this paper, we investigate the use of 1 / 2 blockregularization in the context of high-dimensional multivariate linear regression, in which a collection of K scalar outputs are regressed on the same design matrix X ∈ R n×p . Representing the regression coefficients as an p × K matrix B * , the multivariate regression model takes the form
where Y ∈ R n×K and W ∈ R n×K are matrices of observations and zero-mean noise respectively. In addition, we assume a hard-sparsity model for the regression coefficients in which column j of the coefficient matrix B * has non-zero entries on a subset
of size s k : = |S k |. We focus on the problem of recovering the union of the supports, namely the set S : = ∪ K k=1 S k , corresponding to the subset of indices i ∈ {1, . . . , p} that are involved in at least one regression. This union support problem can be understood as the generalization of variable selection to the group setting. Rather than selecting specific components of a coefficient vector, we aim to select specific rows of a coefficient matrix. We thus also refer to the union support problem as the row selection problem. Note finally that recovering S is not equivalent to recovering each of the individual supports S k .
If computational complexity were not a concern, the natural way to perform row selection for B * would be by solving the optimization problem arg min
where B = (β ik ) 1≤i≤p, 1≤k≤K is a p×K matrix, the quantity |||·||| F denotes the Frobenius norm 1 , and the "norm" B 0/ q counts the number of rows in B that have non-zero q norm. As before, the 0 component of this regularizer yields a nonconvex and computationally intractable problem, so that it is natural to consider the relaxation arg min
where B 1/ q is the block 1 / q norm:
The relaxation (7) is a natural generalization of the Lasso; indeed, it specializes to the Lasso in the case K = 1. For later reference, we also note that setting q = 1 leads to the use of the 1 / 1 block-norm in the relaxation (7) . Since this norm decouples across both the rows and columns, this particular choice is equivalent to solving K separate Lasso problems, one for each column of the p × K regression matrix B * . A more interesting choice is q = 2, which yields a block 1 / 2 norm that couples together the columns of B. This regularization is commonly referred to as the group Lasso. The group Lasso with q = 2 can be cast as a second-order cone program (SOCP), a family of optimization problems that can be solved efficiently with interior point methods [4] , and includes quadratic programs as a particular case.
Some recent work has addressed certain statistical aspects of block-regularization schemes. Meier et al. [21] have performed an analysis of risk consistency with block-norm regularization. Bach [22] provides an analysis of blockwise support recovery for the kernelized group-Lasso in the classical, fixed p setting. In the high-dimensional setting, Ravikumar et al. [20] have studied the consistency of blockwise support recovery for the group-Lasso for fixed design matrices. The work that is closest to ours is that of [23] , who have studied block-wise support recovery in the setting of general 1 / q regularization, again for fixed design matrices. However, their analysis does not discriminate between various values of q, yielding the same qualitative results and the same convergence rates for q = 1 as for q > 1. Our focus, which is motivated by the empirical observation that the group Lasso can outperform the ordinary Lasso [22] , [12] , [13] , [14] , is precisely the distinction between q = 1 and q > 1 (specifically q = 2).
The distinction between q = 1 and q = 2 is also significant from an optimization-theoretic point of view. In particular, the SOCP relaxations underlying the group Lasso (q = 2) are generally tighter than the quadratic programming relaxation underlying the Lasso (q = 1); however, the improved accuracy is generally obtained at a higher computational cost [4] . Thus we can view our problem as an instance of the general question of the relationship of statistical efficiency to computational efficiency: does the qualitatively greater amount of computational effort involved in solving the group Lasso always yield greater statistical efficiency? More specifically, can we give theoretical conditions under which solving the generalized Lasso problem (7) has greater statistical efficiency than naive strategies based on the ordinary Lasso? Conversely, can the group Lasso ever be worse than the ordinary Lasso?
With this motivation, this paper provides a detailed analysis of model selection consistency of the group Lasso (7) with 1 / 2 -regularization. Statistical efficiency is defined in terms of the scaling of the sample size n, as a function of the WeA1.5 problem size p and sparsity structure of the regression matrix B * , required for consistent row selection. Our analysis is high-dimensional in nature, allowing both n and p to diverge, and yielding explicit error bounds as a function of p. As detailed below, our analysis provides affirmative answers to both of the questions above. First, we demonstrate that under certain structural assumptions on the design and regression matrix B * , the group 1 / 2 -Lasso is always guaranteed to out-perform the ordinary Lasso, in that it correctly performs row selection for sample sizes for which the Lasso fails with high probability. Second, we also exhibit some problems (though arguably not generic) for which the group Lasso will be outperformed by the naive strategy of applying the Lasso separately to each of the K columns, and taking the union of supports. Due to space constraints, we only state our main results and omit the proofs; full details can be found in the paper [24] .
B. Our results
The main contribution of this paper is to show that under certain technical conditions on the design and noise matrices, the model selection performance of block-regularized 1 / 2 regression (7) is governed by the sample complexity function
where n is the sample size, p is the ambient dimension, s = |S| is the number of rows that are non-zero, and ψ(·) is a sparsity-overlap function. Our use of the term "sample complexity" for θ 1 / 2 reflects the role it plays in our analysis as the rate at which the sample size must grow in order to obtain consistent row selection as a function of the problem parameters. More precisely, for scalings (n, p, s, B * ) such that θ 1 / 2 (n, p ; B * ) exceeds a fixed critical threshold t ∈ (0, +∞), we show the probability of correct row selection by 1 / 2 group Lasso converges to one. Whereas the ratio log p n is standard for high-dimensional theory on 1 -regularization, the function ψ(B * ) is a novel and interesting quantity, which measures both the sparsity of the matrix B * , as well as the overlap between the different regression tasks, represented by the columns of B * . (See equation (13) for the precise definition of ψ(B * ).) As a particular illustration, consider the special case of a singletask or univariate regression with K = 1, in which the convex program (7) reduces to the ordinary Lasso (3) . In this case, if the design matrix is drawn from the Standard Gaussian ensemble (i.e., X ij ∼ N (0, 1), i.i.d), we show that the sparsity-overlap function reduces to ψ(B * ) = s, corresponding to the support size of the single coefficient vector. We thus recover as a corollary a previously known result [9] : namely, the Lasso succeeds in performing exact support recovery once the ratio n/[s log(p − s)] exceeds a certain critical threshold. At the other extreme, for a genuinely multivariate problem with K > 1 and s nonzero rows, again for a Standard Gaussian design, when the regression matrix is "suitably orthonormal" relative to the design (see Section II for a precise definition), the sparsityoverlap function is given by ψ(B * ) = s/K. In this case, 1 / 2 block-regularization has sample complexity lower by a factor of K relative to the naive approach of solving K separate Lasso problems. Of course, there is also a range of behavior between these two extremes, in which the gain in sample complexity varies smoothly as a function of the sparsity-overlap ψ(B * ) in the interval [ s K , s]. On the other hand, we also show that for suitably correlated designs, it is possible that the sample complexity ψ(B * ) associated with 1 / 2 row selection is larger than that of the ordinary Lasso ( 1 / 1 ) approach.
II. MAIN RESULT AND SOME CONSEQUENCES
The analysis of this paper applies to random ensembles of multivariate linear regression problems, each of the form (4), where the noise matrix W ∈ R n×K is assumed to consist of i.i.d. elements W ij ∼ N (0, σ 2 ). We consider random design matrices X with each row drawn in an i.i.d. manner from a zero-mean Gaussian N (0, Σ), where Σ 0 is a p × p covariance matrix. We note in passing that analogs of our results with different constants apply to any design with sub-Gaussian rows. 2 Although the block-regularized problem (7) need not have a unique solution in general, a consequence of our analysis is that in the regime of interest, the solution is unique, so that we may talk unambiguously about the estimated support S. The main object of study in this paper is the probability P[ S = S], where the probability is taken both over the random choice of noise matrix W and random design matrix X. We study the behavior of this probability as elements of the triplet (n, p, s) tend to infinity.
A. Notation and assumptions
More precisely, our main result applies to sequences of models indexed by (n, p(n), s(n)), an associated sequence of p×p covariance matrices, and a sequence {B * } of coefficient matrices with row support
of size |S| = s = s(n). We use S c to denote its complement (i.e., S c : = {1, . . . , p}\S). We let
correspond to the minimal 2 row-norm of the coefficient matrix B * over its non-zero rows. We impose the following conditions on the covariance Σ of the design matrix:
(A1) There exists fixed constants C min > 0 and C max < +∞ such that all eigenvalues of the s × s matrix Σ SS are contained in the interval [C min , C max ]. (A2) There exists a fixed incoherence parameter γ ∈ (0, 1] such that
Assumption A1 prevents excess dependence among elements of the design matrix associated with the support S; conditions of this form are required for model selection consistency or 2 consistency of the Lasso. The mutual incoherence assumption and self-incoherence assumptions also well known from previous work on variable selection consistency of the Lasso [8] , [19] , [10] . Although such incoherence assumptions are not needed in analyzing 2 or risk consistency, they are known to be necessary for model selection consistency of the Lasso. Indeed, in the absence of such conditions, it is always possible to make the Lasso fail, even with an arbitrarily large sample size. (However, see [26] for methods that weaken the incoherence condition.) Note that these assumptions are trivially satisfied by the standard Gaussian ensemble Σ = I p×p , with C min = C max = 1, D max = 1, and γ = 1. More generally, it can be shown that various matrix classes (e.g., Toeplitz matrices, tree-structured covariance matrices, bounded off-diagonal matrices) satisfy these conditions [8] , [10] , [9] .
B. Statement of main result
We require a few pieces of notation before stating the main result. For an arbitrary matrix
With this notation, the sparsity-overlap function is given by
where |||·||| 2 denotes the spectral norm. Finally, the sample complexity function is given by
With this setup, we have the following result: Theorem 1. Consider a random design matrix X drawn with i.i.d. N (0, Σ) row vectors, where Σ satisfies assumptions A1 through A3, and an observation matrix Y specified by model (4) . Suppose that the squared minimum value (b * min ) 2 decays no more slowly than f (p) min{ 1 s , 1 log(p−s) } for some function f (p)/s → 0 and f (p) → +∞. Then for all sequences (n, p, B * ) such that
we have with probability greater than 1 − c 1 exp(c 2 log s): 
specified by this unique solution is equal to the row support set S(B * ) of the true model.
C. Some consequences of Theorem 1
We begin by making some simple observations about the sparsity overlap function.
Lemma 1. (a) For any design satisfying assumption A1,
the sparsity-overlap ψ(B * ) obeys the bounds Based on this lemma, we now study some special cases of Theorem 1. The simplest special case is the univariate regression problem (K = 1), in which case the quantity ζ(β * ) (as defined in equation (12)) simply outputs an s-dimensional sign vector with elements z * i = sign(β * i ). (Recall that the sign function is defined as sign(0) = 0, sign(x) = 1 if x > 0 and sign(x) = −1 if x < 0.) In this case, the sparsity overlap function is given by ψ(β * ) = z * T (Σ SS ) −1 z * , and as a consequence of Lemma 1(a), we have ψ(β * ) = Θ(s). Consequently, a simple corollary of Theorem 1 is that the Lasso succeeds once the ratio n/(2s log(p − s)) exceeds a certain critical threshold, determined by the eigenspectrum and incoherence properties of Σ. This result matches the necessary and sufficient conditions established in previous work on the Lasso [9] .
We can also use Lemma 1 and Theorem 1 to compare the performance of the group Lasso to the following (arguably naive) strategy for row selection using the ordinary Lasso:
Row selection using ordinary Lasso:
1) Apply the ordinary Lasso separately to each of the K univariate regression problems specified by the columns of B * , thereby obtaining estimates β (k) for k = 1, . . . , K. is sufficient to ensure that the ordinary Lasso succeeds in row selection. Conversely, if n < max k=1,...,K ψ(β * (k) S ) log(p − s), then there will exist some j ∈ S c such for at least one k ∈ {1, . . . , K}, there holds β (k) j = 0 with high probability, implying failure of the ordinary Lasso.
WeA1.5
A natural question is whether the group Lasso, by taking into account the couplings across columns, always outperforms (or at least matches) this naive strategy. The following result shows that if the design is uncorrelated on its support, then indeed this is the case. Corollary 1 (Group Lasso versus ordinary Lasso). Assume that Σ SS = I s×s . Then for any multivariate regression problem, row selection using the ordinary Lasso strategy requires, with high probability, at least as many samples as the 1 / 2 group Lasso. In particular, the relative efficiency of group Lasso versus ordinary Lasso is given by the ratio
We illustrate Corollary 1 by considering some special cases: Identical regressions) . Suppose that B * : = β * 1 T K -that is, B * consists of K copies of the same coefficient vector β * ∈ R p , with support of cardinality |S| = s. We then have [ζ(B * )] ij = sign(β * i )/ √ K, from which we see that ψ(B * ) = z * T (Σ SS ) −1 z * , with z * being an s-dimensional sign vector with elements z * i = sign(β * i ). Consequently, we have the equality ψ(B * ) = ψ(β (1) * ), so that there is no benefit in using the group Lasso relative to the strategy of solving separate Lasso problems and constructing the union of individually estimated supports. This fact might seem rather pessimistic, since under model (4), we essentially have Kn observations of the coefficient vector β * with the same design matrix but K independent noise realizations. However, under the given conditions, the rates of convergence for model selection in high-dimensional results such as Theorem 1 are determined by the number of interfering variables, p − s, as opposed to the noise variance.
In contrast to this pessimistic example, we now turn to the most optimistic extreme: Example 2 ("Orthonormal" regressions). Suppose that (Σ SS ) = I s×s and (for s > K) suppose that B * is constructed such that the columns of the s×K matrix ζ(B * ) are all orthonormal. Under these conditions, we claim that the sample complexity of group Lasso is lower than that of the ordinary Lasso by a factor of 1/K. Indeed, we observe that Kψ(B * ) = K Z (1) * 2 = K k=1 Z (k) * 2 = tr Z * T Z * = tr Z * Z * T = s, because Z * Z * T ∈ R s×s is the Gram matrix of s unit vectors of R k and its diagonal elements are therefore all equal to 1. Consequently, the group Lasso recovers the row support with high probability for sequences such that n 2 s K log(p − s)
which allows for sample sizes 1/K smaller than the ordinary Lasso approach.
Corollary 1 and the subsequent examples address the case of uncorrelated design (Σ SS = I s×s ) on the row support S, for which the group Lasso is never worse than the ordinary Lasso in performing row selection. The following example shows that if the supports are disjoint, the ordinary Lasso has the same sample complexity as the group Lasso for uncorrelated design Σ SS = I s×s , but can be better than the group Lasso for designs Σ SS with suitable correlations: We illustrate Corollary 2 with an example.
Example 3. Disjoint support with uncorrelated design
Suppose that Σ SS = I s×s , and the supports are disjoint. In this case, we claim that the sample complexity of the 1 / 2 group Lasso is the same as the ordinary Lasso. If the individual regressions have disjoint support, then Z * S = ζ(B * S ) has only a single non-zero entry per row and therefore the columns of Z * are orthogonal. Moreover, Z * ik = sign(β (k) * i ). By Lemma 1(b), the sparsity-overlap function ψ(B * ) is equal to the largest squared column norm. But Z (k) * 2 = s i=1 sign(β (k) * i ) 2 = s k . Thus, the sample complexity of the group Lasso is the same as the ordinary Lasso in this case. 3 
