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Abstract
A tournament is an orientation of a complete graph and a multipartite or c-partite tournament is
an orientation of a complete c-partite graph. If D is a digraph, then let d+(x) be the outdegree
and d−(x) the indegree of the vertex x in D. The minimum (maximum) outdegree and the
minimum (maximum) indegree of D are denoted by + (+) and − (−), respectively. In
addition, we de6ne =min{+; −} and =max{+; −}. A digraph is regular when =
and almost regular when  − 6 1. Recently, the third author proved that all regular c-partite
tournaments are vertex pancyclic when c¿ 5, and that all, except possibly a 6nite number,
regular 4-partite tournaments are vertex pancyclic. Clearly, in a regular multipartite tournament,
each partite set has the same cardinality. As a supplement of Yeo’s result we prove 6rst that
an almost regular c-partite tournament with c¿ 5 is vertex pancyclic, if all partite sets have
the same cardinality. Second, we show that all almost regular c-partite tournaments are vertex
pancyclic when c¿ 8, and third that all, except possibly a 6nite number, almost regular c-partite
tournaments are vertex pancyclic when c¿ 5. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Terminology and introduction
In this paper all digraphs are 6nite without loops and multiple arcs. A digraph without
cycles of length two is an oriented graph. A c-partite or multipartite tournament is an
orientation of a complete c-partite graph. A tournament is a c-partite tournament with
exactly c vertices. The vertex set and the arc set of a digraph D are denoted by V (D)
and E(D), respectively. If xy is an arc of a digraph D, then we say that x dominates y,
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and if A and B are two disjoint subsets of V (D) such that every vertex of A dominates
every vertex of B, then we say that A dominates B, denoted by A→ B. If A and B are
two disjoint subsets of a multipartite tournament D such that there is no arc from B to
A, but a→ b for all a∈A and b∈B which are in diCerent partite sets, then we denote
this by A B. For X; Y ⊆ V (D) let E(X; Y )= {xy∈E(D) | x∈X; y∈Y}. The outset
N+(x; D)=N+(x) of a vertex x is the set of vertices dominated by x, and the inset
N−(x; D)=N−(x) is the set of vertices dominating x. For a vertex set A of D, we
de6ne N+(A;D)=N+(A)=
⋃
x∈A N
+(x) − A, N−(A;D)=N−(A)=⋃x∈A N−(x) − A,
and D[A] as the subdigraph induced by A. The numbers d+(x; D)=d+(x)= |N+(x)|
and d−(x; D)=d−(x)= |N−(x)| are called outdegree and indegree of x, respectively.
The minimum outdegree and the minimum indegree of D are denoted by +(D)= +
and −(D)= −, respectively and (D)= =min{+; −}. The irregularity I(D) of a
digraph is max|d+(x) − d−(y)| over all vertices x and y of D (x=y is admissible).
In addition, the local irregularity il(D) is max|d+(x)−d−(x)| over all vertices x of D
and the global irregularity ig(D) is max{d+(x); d−(x)}−min{d+(y); d−(y)} over all
vertices x and y of D (x=y is admissible). Clearly, il(D)6 I(D)6 ig(D). If ig(D)= 0,
then D is regular and if ig(D)6 1, then D is almost regular. By a cycle (path) we
mean a directed cycle (directed path). A cycle of length m is called an m-cycle. A
cycle (path) of a digraph D is Hamiltonian if it includes all the vertices of D. A
digraph D is pancyclic if it contains an m-cycle for all m between 3 and |V (D)|, and
D is vertex pancyclic if every vertex of D is contained in an m-cycle for all m between
3 and |V (D)|. The distance dD(x; y)=d(x; y) from x to y is de6ned as the length of
a shortest path from x to y in D. The number d(D)=max{d(x; y) | x; y∈V (D)} is the
diameter of D. A digraph D is strong or strongly connected if for any two vertices
u and v of D there exists a path from u to v and from v to u. D is k-connected
if for any set A of at most k − 1 vertices, the subdigraph D − A is strong. If D is
k-connected but not (k + 1)-connected, then we call k the connectivity number of D,
denoted by k = (D). A set S of vertices of a digraph D is a separating set if D− S
is not strong. A cycle subgraph in a digraph is a collection of vertex disjoint cycles,
and a 1-factor is a spanning cycle subgraph. If D is a c-partite tournament with the
partite sets V1; V2; : : : ; Vc such that |V1|6 |V2|6 · · ·6 |Vc−1|6 |Vc|, then |Vc|= (D)
is the independence number of D, and we put |Vc−1|= (D). In connection with these
terms we de6ne g(D)= (|V (D)|−(D)−2(D)+2)=2. For x∈V (D), let V c(x) denote
the partite set which x belongs to. If A ⊂ V (D) such that A ⊆ Vi for some 16 i6 c,
then analogously V c(A)=Vi.
Let D be a digraph and let {x; y} ⊆ V (D) be arbitrary. We de6ne  (x; D)=d+(x; D)−
d−(x; D) and  (x; y; D)=  (x; D)− (y;D). Note that il(D)=max{| (x; D)| | x∈V (D)}.
Let D be a digraph and let C be a cycle in D. If x∈V (C), then x+ and x− de-
note the successor and the predecessor of x on the cycle C, respectively. We de6ne
x+ = x(+1) and x(+") = (x+("−1))+ for "¿ 2 (e.g. x+++ = x(+3)). Let " be an integer in
{1; 2; : : : ; |V (C)|} and let {x; y} ⊆ V (D)−V (C) be arbitrary. A "-partner of (x; y) on
C is a vertex z ∈V (C) such that z → x and y → z(+"). Let D be a digraph and let k be
some integer. A cycle C0 is k-reducible, if there are cycles C1; C2; : : : ; Ck in D such that
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for every i=0; 1; : : : ; k−1 there is a vertex wi ∈V (Ci), such that Ci+1 =Ci[w+i ; w−i ]w+i
(hence, w−i → w+i ). If ∈V (D), then a cycle C0 is (w; k)-reducible, if it is k-reducible
and w belongs to all the cycles C0; C1; : : : ; Ck (i.e. wi 
=w for every i=0; 1; : : : ; k − 1).
In 1996, the second author [6] conjectured that every regular c-partite tournament,
with c¿ 4, is pancyclic. Three years later, the third author [10] proved that all reg-
ular c-partite tournaments with c¿ 5 are even vertex pancyclic. Clearly, in a regu-
lar multipartite tournament, each partite set has the same cardinality. In this paper
we 6rst prove as a supplement of Yeo’s result that an almost regular c-partite tour-
nament with c¿ 5 is vertex pancyclic, if all partite sets have the same cardinality.
Second, we show that all almost regular c-partite tournaments with c¿ 8 are ver-
tex pancyclic. Third, we prove that almost all, that means all except possibly a 6nite
number, almost regular 5, 6 and 7-partite tournaments are also vertex pancyclic. In
addition, the third author [12] proved that almost all regular 4-partite tournaments
are vertex pancyclic. We have constructed some in6nite families of almost regular
4-partite tournaments which are not vertex pancyclic. These families show that the
last mentioned result of the third author is no longer valid for almost regular 4-partite
tournaments.
2. Preliminary results
Lemma 2.1. Let D be a c-partite tournament with the partite sets V1; V2; : : : ; Vc. Then
||Vi| − |Vj||6 2I(D)6 2ig(D) for 16 i6 j6 c.
Proof. Assume that there exist two partite sets with |Vi|¿ |Vj|+ 2I(D) + 1. Since D
is a multipartite tournament d+(y) + d−(y)= |V (D)| − |Vj|¿ |V (D)| − |Vi|+2I(D) +
1=d+(x) + d−(x) + 2I(D) + 1 for all x∈Vi and all y∈Vj. This implies that either
d+(y)−d−(x)¿ I(D)+1 or d−(y)−d+(x)¿ I(D)+1, a contradiction to the de6nition
of I(D).
Lemma 2.2. If D is a multipartite tournament; then
(D)¿
|V (D)| − il(D)− (D)
2
¿
|V (D)| − ig(D)− (D)
2
:
Proof. Let V1; V2; : : : ; Vc be the partite sets of D; and let x∈Vi be an arbitrary ver-
tex in D. Clearly, d+(x) + d−(x)= |V (D)| − |Vi| and |d+(x) − d−(x)|6 il(D). If
d+(x)¿d−(x) then 2d−(x)¿ |V (D)| − |Vi| − il(D)¿ |V (D)| − (D)− il(D). Analo-
gously, if d−(x)¿d+(x); we obtain that 2d+(x)¿ |V (D)|−(D)−il(D); which proves
the lemma as x was chosen arbitrarily.
Theorem 2.3 (Yeo [8]). If D is a multipartite tournament; then
(D)¿
|V (D)| − 2il(D)− (D)
3
:
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Theorem 2.4 (Gutin [3]). Let D be a strong c-partite tournament such that one par-
tite set consists of a single vertex v. Then for each p∈{3; 4; : : : ; c} there exists a
p-cycle of D containing v.
A generalization of Theorem 2.4 can be found in a 1994 article of Guo and
Volkmann [2].
Theorem 2.5 (Yeo [7]). If D is a multipartite tournament with (D)¿ (D); then D
is Hamiltonian.
Theorem 2.6 (Yeo [11]). If D is a multipartite tournament with ig(D)6 g(D); then
D is Hamiltonian.
Theorem 2.7 (Yeo [10]). All regular c partite tournaments with c¿ 5 are vertex pan-
cyclic.
In [10], Yeo proved the following generalisation of the well-known result of Bondy
[1] that a strong c-partite tournament contains a k-cycle for every 36 k6 c.
Theorem 2.8 (Yeo [10]). If D is a strong c-partite tournament with c¿ 3; then there
is a (k − 3)-reducible k-cycle in D for every k =3; 4; : : : ; c.
The next result follows directly from Theorem 3:12 in [7], and it is stated in its
current form as Theorem 4:1 in [9].
Theorem 2.9 (Yeo [7]). Let D be a multipartite tournament containing a minimal
1-factor F =C1∪C2∪· · ·∪Cm (that means a 1-factor with minimum number of cycles).
Then there exists a partite set ( and a labelling C1; C2; : : : ; Cm of the cycles of F such
that for all arcs xy with x∈V (Cj); y∈V (C1) and j¿ 1; we have {x+; y−} ⊆ (.
Theorem 2.10 (Yeo [10]). Let D be an acyclic c-partite tournament and let
P=p0p1 · · ·pl be a longest path in D with l¿ 1. For every integer k; where 16k6l;
there is a (p0; pl)-path of length k or k + 1 in D[V (P)].
Furthermore, if x; y∈V (D) such that d−(x)=d+(y)= 0, then there exists an (x; y)-
path in D of length l.
3. Connectivity properties
We start with a simple but useful proposition.
Proposition 3.1. Let D be an almost regular c-partite tournament with the partite sets
V1; V2; : : : ; Vc such that r= |V1|6 |V2|6 · · ·6 |Vc|= r + 2. Then |V (D)| − r is even.
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Proof. Suppose that |V (D)| − r is odd. Then it follows for each vertex v∈V1
max{d+(v); d−(v)}¿ |V (D)| − r + 1
2
and for each vertex w∈Vc
min{d+(w); d−(w)}6 |V (D)| − r − 3
2
which contradicts the hypothesis ig(D)6 1.
Theorem 3.2. Let D be an almost regular c-partite tournament. If c¿ 6; then (D)¿
(D). If c=5; then (D)¿ (D) or (D)= (D)− 1 and D is vertex pancyclic.
Proof. Let V1; V2; : : : ; Vc be the partite sets of D such that |V1|6 |V2|6 · · ·6 |Vc|.
When S is a separating set of D during the proof, then we always denote the strong
components of D − S by D1; D2; : : : ; Dt , such that without loss of generality Di D1
for i¿ 2 and Dt Dj for j6 t− 1. If |V1|= r, then because of ig(D)6 1, we deduce
from Lemma 2.1 that |Vc|= r + k for some k ∈{0; 1; 2}. Now we investigate diCerent
cases.
Case 1: Let c¿ 6 and k =0. Then |V (D)|= cr and hence, Theorem 2.3 yields
(D)¿
cr − 2− r
3
¿
5r − 2
3
¿ r= (D):
Case 2: Let c¿ 7 and k =1. Then |V (D)|¿ cr + 1 and hence, Theorem 2.3 yields
(D)¿
cr + 1− 2− r − 1
3
¿
6r − 2
3
;
and this implies (D)¿ r + 1= (D).
Case 3: Let c¿ 10 and k =2. Then |V (D)|¿ cr+2 and hence, Theorem 2.3 yields
(D)¿
cr + 2− 2− r − 2
3
¿
9r − 2
3
;
and consequently, (D)¿ r + 2= (D).
Case 4: Let c=9 and k =2. If r¿ 2 or r=1 and |V (D)|¿ 12, then Theorem 2.3
immediately yields (D)¿ (D). In the remaining case r=1 and |V (D)|=11, we
observe that il(D)= 0, and then we obtain the desired result again by Theorem 2.3.
Case 5: Let c¿ 7, k =2 and r¿ 2. Analogously to Case 3 we obtain (D)¿ (D).
Case 6: Let c=8, k =2, and r=1. As a consequence of Proposition 3.1, we see that
|V (D)|=10 is impossible. If |V (D)|¿ 12, then Theorem 2.3 implies the desired result.
In the remaining case |V (D)|=11, Theorem 2.3 yields (D)¿ 2. Now suppose that
there exists a separating set S of D with |S|=2. Since +(D); −(D)¿ 4, it follows
that |V (D1)|; |V (Dt)|¿ 5, a contradiction to |V (D)|=11. Thus, (D)¿ 3, and Case 6
is completely proved.
Case 7: Let c=7, k =2 and r=1. If |V (D)|¿ 12, then by Theorem 2.3, (D)¿
3= (D). Because of Proposition 3.1, the digraph D is not of order 10. In the remain-
ing cases |V (D)|=11 and |V (D)|=9, Theorem 2.3 implies (D)¿ 2. Now assume
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that S is a separating set of D with |S|=2. If |V (D)|=11, then +(D); −(D)¿ 4,
and we deduce that |V (D1)|; |V (Dt)|¿ 5, a contradiction to |V (D)|=11. If |V (D)|=9,
then d+(x)=d−(x)= 4 for x∈Vi (i=1; 2; 3; 4; 5; 6) and d+(y)=d−(y)= 3 for x∈V7.
Therefore, |D1|; |Dt |¿ 3. If |D1|=3, then D1 is a 3-cycle such that D1 → S. Con-
sequently, d+(x)= 3 for all x in D1 and thus, V (D1) ⊆ V7, a contradiction. So we
conclude that |D1|¿ 4. Analogously we can show that |Dt |¿ 4, a contradiction to
|V (D)|=9. Thus, (D)¿ 3= (D).
Case 8: Let c=6, k =1, and r¿ 2. The desired result follows analogously to Case 2.
Case 9: Let c=6, k =1, and r=1. Theorem 2.3 implies (D)¿ 1, and even
(D)¿ 2= (D) when |V (D)|¿ 8. In the remaining case that D is of order 7, we
suppose that there exists a separating set S of D with |S|=1. Since +(D); −(D)¿ 2,
it follows that D1 and Dt =D2 are 3-cycles. Thus, d+(x; D)6 2 for x∈V (D1), a con-
tradiction.
Case 10: Let c=6, k =2, and r¿ 3. Analogously to Case 3, we obtain (D)¿ r+
2= (D).
Case 11: Let c=6, k =2 and r=2. If |V (D)|¿ 16, then by Theorem 2.3, (D)¿
4= (D). Because of Proposition 3.1, the case |V (D)|=15 is not possible. In the
remaining case |V (D)|=14 we note that il(D)= 0, and hence we deduce from Theorem
2.3 that (D)¿ 4= (D).
Case 12: Let c=6, k =2 and r=1. If |V (D)|¿ 12, then by Theorem 2.3, (D)¿
3= (D). Because of Proposition 3.1, |V (D)|=8 and |V (D)|=10 are not possible.
If |V (D)|=11, then Theorem 2.3 implies (D)¿ 2= (D) − 1. Suppose that there
exists a separating set S of D with |S|=2. Since +(D); −(D)¿ 4, it follows that
|V (D1)|; |V (Dt)|¿ 5, a contradiction to |V (D)|=11. In the remaining case 1=
|V1|= · · ·= |V4|¡ |V5|=2¡ |V6|=3, Theorem 2.3 yields (D)¿ 2= (D)− 1. Sup-
pose that there exists a separating set S of D with |S|=2. Since +(D); −(D)¿ 3,
it follows that |V (D1)|; |V (Dt)|¿ 3. In the case |V (D1)|= |{u; v; w}|=3, we see that
D1 is a 3-cycle, D1 → S, and hence d+(u)=d+(v)=d+(w)= 3. Because of d+(x)= 4
for x∈V1 ∪V2 ∪V3 ∪V4, we conclude that u; v; w∈V5 ∪V6, a contradiction to the fact
that u; v; w are pairwise adjacent. Therefore, |D1|¿ 4. Analogously we can show that
|Dt |¿ 4, a contradiction to |V (D)|=9. Thus, (D)¿ 3= (D).
Case 13: Let c=5 and k6 1 or c=5, k =2, and r¿ 4. The desired result follows
analogously to one of the above cases.
Case 14: Let c=5, k =2, and r=3. If |V (D)|¿ 20, then Theorem 2.3 implies
(D)¿ 5= (D). In view of Proposition 3.1, the digraph D is not of order 18. In the
remaining cases |V (D)|=17 and |V (D)|=19, Theorem 2.3 implies (D)¿ 4. Now as-
sume that S is a separating set of D with |S|=4. If |V (D)|=19, then +(D); −(D)¿ 7,
and it follows |V (D1)|; |V (Dt)|¿ 7. In the case |V (D1)|=7, we deduce that D1 is
a regular tournament, a contradiction to the fact that D is a 5-partite tournament.
Hence, |V (D1)|¿ 8 and analogously we can show that |V (Dt)|¿ 8, a contradiction to
|V (D)|=19.
If |V (D)|=17, then +(D); −(D)¿ 6, and it follows that |V (D1)|; |V (Dt)|¿ 5. In
the case |V (D1)|=5, we deduce that D1 is a regular tournament and V (D1) ⊆ V5,
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a contradiction. Hence, |V (D1)|¿ 6. If |V (D1)|=6, then |E(D1)|6 14. Consequently,
there are at least four vertices x1; x2; x3; x4 in D1 such that d+(xi)= 6 for i=1; 2; 3; 4.
But then {x1; x2; x3; x4} ⊆ V5, and we conclude that |E(D1)|6 9, a contradiction.
Hence, |V (D1)|¿ 7 and analogously we can show that |V (Dt)|¿ 7, a contradiction
to |V (D)|=17.
Case 15: Let c=5, k =2, and r=2. If |V (D)|¿ 16, then by Theorem 2.3, (D)¿
4= (D). According to Proposition 3.1, |V (D)|=13 and |V (D)|=15 are impossi-
ble. In the case 2= |V1|= · · ·= |V4|¡ |V5|=4, we have il(D)= 0, and Theorem 2.3
yields (D)¿ 3. Suppose that there exists a separating set S of D with |S|=3.
Since +(D); −(D)¿ 4, it follows that |V (D1)|; |V (Dt)|¿ 3. In the case |V (D1)|=
|{u; v; w}|=3, we see that D1 is a 3-cycle, D1 → S, and hence d+(u)=d+(v)=
d+(w)= 4. Because of d+(x)= 5 for x∈V1∪V2∪V3∪V4, we conclude that u; v; w∈V5,
a contradiction to the fact that u; v; w are pairwise adjacent. Therefore, |V (D1)|¿ 4. As-
sume now that |V (D1)|=4. Since D1 is strong, |E(D1)|¿ 4. If |E(D1)|=4, then D1 →
S, d+(x)= 4 for all x∈V (D1), and so V (D1) ⊆ V5, a contradiction. If |E(D1)|=5 or
|E(D1)|=6, then there are at least three or two vertices of outdegree four in D1, a con-
tradiction again. Hence, |V (D1)|¿ 5, and analogously we can show that |V (Dt)|¿ 5,
a contradiction to |V (D)|=12. Thus, (D)¿ 4= (D).
If |V (D)|=14, then Theorem 2.3 implies (G)¿ 3. Suppose that there exists a sepa-
rating set S of D with |S|=3. Since +(D); −(D)¿ 5, it follows that |V (D1)|; |V (Dt)|
¿ 5. In the case |V (D1)|=5, we see that D1 is a 2-regular tournament, D1 → S, and
hence d+(x)= 5 for all x∈V (D1). Because of d+(x)= 6 for x∈V1 ∪V2, we conclude
that V (D1) ⊆ V3 ∪ V4 ∪ V5, a contradiction to the fact that all vertices of D1 are
pairwise adjacent. Therefore, |V (D1)|¿ 6. Analogously, |V (Dt)|¿ 6, a contradiction.
Hence, (D)¿ 4= (D).
Case 16: Let c=5, k =2, and r=1. If |V (D)|¿ 12, then Theorem 2.3 implies
¿ 3= (D). By Proposition 3.1, |V (D)|=8 and |V (D)|=10 are not possible.
Subcase 16.1: Let |V (D)|=11. In view of Theorem 2.3, we have (D)¿ 2. Suppose
that there exists a separating set S of D with |S|=2. Since +(D); −(D)¿ 4, it follows
that |V (D1)|; |V (Dt)|¿ 5, a contradiction to |V (D)|=11.
Subcase 16.2: Let |V (D)|=9. Theorem 2.3 yields (D)¿ 2. Let S be a separating
set of D with |S|=2. Since +(D); −(D)¿ 3, it follows that |V (D1)|; |V (Dt)|¿ 3.
Firstly, we discuss the case |V1|= |V2|= |V3|=1 and |V4|= |V5|=3. If |V (D1)|=3,
then D1 is a 3-cycle and D1 → S. Hence, d+(x)= 3 for x∈V (D1), and thus V (D1) ⊆
V4∪V5, a contradiction. Therefore, |V (D1)|¿ 4, and analogously we can prove |V (Dt)|
¿ 4, a contradiction to |V (D)|=9.
In the remaining case 1= |V1|= |V2|¡ |V3|= |V4|=2¡ |V5|=3, let V1 = {x1},
V2 = {x2}, V3 = {u3; v3}, V4 = {u4; v4}, and V5 = {u5; v5; w5}.
Firstly, assume that D−S consists of three components D1; D2, and D3. We conclude
that |V (D1)|= |V (D3)|=3, |V (D2)|=1, D1 and D3 are 3-cycles, D1 → S → D3,
D3 D2 D1, and D3 D1. Now it is easy to see that V (D2) ⊆ V5, S = {x1; x2},
V (D1) ∩ Vi 
= ∅, and V (D3) ∩ Vi 
= ∅ for i=3; 4; 5. Assume without loss of generality
that x1 → x2, V (D1)= {u3; u4; u5}, V (D2)= {w5}, and V (D3)= {v3; v4; v5}. Then x2 →
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w5 → x1. If without loss of generality, D1 is the 3-cycle u3u4u5u3, then D3 consists
of the 3-cycle v3v4v5v3 or v3v5v4v3. Now it is a simple matter to show that these two
5-partite tournaments are vertex pancyclic.
Secondly, assume that D − S consists of two components D1 and D2 such that
|V (D1)|=3 and |V (D2)|=4. Then D1 is a 3-cycle, D1 → S, and D2 D1. The hypoth-
esis ig(D)6 1 implies V (D1)∩Vi 
= ∅ for i=3; 4; 5, and so S = {x1; x2}. Assume without
loss of generality that x1 → x2, D1 is the 3-cycle u3u4u5u3 and V (D2)= {v3; v4; v5; w5}.
If D2 is Hamiltonian, then, without loss of generality, let v4w5v3v5v4 be a Hamil-
tonian cycle of D2. If v4 → v3, then x2 → D2, x1 → {v5; w5; v4}, and v3 → x1. It is
straightforward to verify that this 5-partite tournament is vertex pancyclic. Analogously,
we 6nd the desired result, when v3 → v4.
If D2 is not Hamiltonian and v4 → v3, then D2 consists of the two 3-cycles
v3v5v4v3 and v3w5v4v3. Consequently, x2 → D2, x1 → {v3; v5; w5}, and v4 → x1. This
5-partite tournament is also vertex pancyclic and analogously, this property follows,
when v3 → v4.
If we 6nally assume that D − S consists of two components D1 and D2 such that
|V (D1)|=4 and |V (D2)|=3, then, by reserving all arcs in the last cases, we arrive
again at vertex pancyclic 5-partite tournaments.
Subcase 16.3: Let Vi = {xi} for i=1; 2; 3; 4 and V5 = {u; v; w}. Thus, d+(xi)=
d−(xi)= 3 for i=1; 2; 3; 4 and d+(y)=d−(y)= 2 for y∈V5. Since il(D)= 0, Theo-
rem 2.3 yields (D)¿ 2, and hence (D)= 2. If we distinguish the three subcases that
the induced tournament T =D[{x1; x2; x3; x4}] is strong, contains exactly one 3-cycle,
and is transitive, then is straightforward to show that there exist six vertex pancyclic
5-partite tournaments D with il(D)= 1. We obtain three such 5-partite tournaments
when T is strong, two when T has exactly one 3-cycle, and one when T is transitive.
Theorem 3.3. If D is an almost regular c-partite tournament with c¿ 5; then D is
Hamiltonian and every vertex of D is contained in a p-cycle for each p∈{3; 4; : : : ; c}.
Proof. In view of Theorem 3.2, the digraph D is vertex pancyclic or (D)¿ (D). In
the 6rst case, Theorem 3.3 is proved. In the second case, we deduce from Theorem 2.5
that D is Hamiltonian. Furthermore, let V1; V2; : : : ; Vc be the partite sets of D and let
v∈Vj be an arbitrary vertex for j=1; 2; : : : ; c. Since (D)¿ (D), we observe that
D − {Vj − v} is a strong c-partite tournament with the partite set v. According to
Theorem 2.4, the vertex v is contained in a p-cycle for each p∈{3; 4; : : : ; c}.
The next example will show that neither Theorem 3.2 nor Theorem 3.3 is valid for
almost regular 4-partite tournaments.
Example 3.4. Let F1 be the family of 4-partite tournaments with the partite sets
V1 =V ′1∪V ′′1 , V2 =V ′2∪V ′′2 , V3 =V ′3∪V ′′3 , and V4, such that |V ′1|= |V ′′1 |= |V ′2|= |V ′′2 |=
|V ′3|= |V ′′3 |=p, and |V4|=2p + 1. Let w∈V4, V ′1 → V ′2 → V ′3 → V ′1, V ′′1 → V ′′2 →
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V ′′3 → V ′′1 ,
(V4 − w)→ (V ′′1 ∪ V ′′2 ∪ V ′′3 ) (V ′1 ∪ V ′2 ∪ V ′3)→ (V4 − w);
and (V ′′1 ∪ V ′′2 ∪ V ′′3 ) → w → (V ′1 ∪ V ′2 ∪ V ′3). Each member of F1 is almost regular,
but S =V4 − {w} is a separating set and the vertex w is not contained in a 3-cycle.
If we assume that |V4|=2p+ 2 in this example, then we obtain a second family F2
with these properties such that even il(D)= 0 for each member D∈F2.
Remark 3.5. The proof of Theorem 3.2 shows that Theorem 3.2 as well as Theorem 3.3
remains valid for all c-partite tournaments D with c¿ 5 and I(D)6 1, except for
possible a 6nite number of counter-examples. The following 5-partite tournament shows
that there exists at least one counter-example.
LetD∗ be the 5-partite tournament with the partite sets V1 = {x1}; V2 = {x2}; V3 = {x3},
V4, and V5 such that |V4|=2, |V5|=3, x1x2x3x1 is a 3-cycle, and V4 → {x1; x2; x3} →
V5 → V4. Then I(D∗)= 1, ig(D∗)= 2, V4 is a separating set, but D∗ has no Hamiltonian
cycle.
In fact, we have checked the Theorems 3.2 and 3.3 for I(D)6 1 and c¿ 7, and
both of them are also true under this slightly weaker condition.
For reason of completeness we also study the statements of these theorems for
26 c6 4 in the special case that all partite sets have the same cardinality. In view of
Theorem 2.3, and analogously to the proof of Theorem 3.3, we obtain the following
result.
Theorem 3.6. Let D be an almost regular 4-partite tournament such that all partite
sets have the same cardinality. Then (D)¿ (D); D is Hamiltonian and every vertex
is contained in a 3-cycle and in a 4-cycle.
The next example will show that Theorem 3.6 is not valid for regular 3-partite
tournaments.
Example 3.7. Let F be the family of 3-partite tournaments with the partite sets
V1 =V ′1 ∪ V ′′1 ; V2 =V ′2 ∪ V ′′2 , and V3 =V ′3 ∪ V ′′3 , such that |V ′1|=3p, |V ′′1 |=p, and
|V ′2|= |V ′′2 |= |V ′3|= |V ′′3 |=2p. Furthermore, assume that V ′2 ∪ V ′3 as well as V ′′2 ∪ V ′′3
generate p-regular bipartite tournaments D1 and D2 such that D2 D1, D2 → V ′′1 →
D1, and D1 → V ′1 → D2. Each member of F is 4p-regular, but S =V ′1 is a separating
set and the vertices of V ′′1 are not contained in a 3-cycle.
In [7], Yeo has proved that each regular multipartite tournament is Hamiltonian
(for the bipartite case this result was earlier found by Jackson [4] and Zhang [13] in
1981), but the following almost regular bipartite tournaments are not Hamiltonian. Let
V1 =V ′1 ∪ V ′′1 and V2 =V ′2 ∪ V ′′2 be the partite sets of a bipartite tournament such that
|V ′1|= |V ′2|=p and |V ′′1 |= |V ′′2 |=p+ 1. In addition, let V ′1 → V ′′2 → V ′′1 → V ′2 → V ′1.
Clearly, the resulting bipartite tournaments are almost regular but not Hamiltonian.
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4. Cycles of length less or equal |V (D)| − (D)− 1
To investigate the vertex pancyclicity of almost regular c-partite tournaments D
with c¿ 5, it follows by Theorem 3.2 that it remains to consider the case when
(D)¿ (D).
Lemma 4.1. Let D be an almost regular c-partite tournament with c¿ 5 and (D)¿
(D). For all vertex sets X; Y ⊆ V (D) there is a path of length at most 3 from X to Y
in D.
Proof. Let = (D), and let x∈X and y∈Y be arbitrary. Clearly, we are done, if we
show that there is an (x; y)-path of length at most 3 in D. Suppose to the contrary that
this is not true. Note that N−(y)∪{y} N+(x)∪{x} and (N−(y)∪{y})∩ (N+(x)∪
{x})= ∅. This implies that S =V (D)− N+(x)− N−(y)− {x; y} is a separating set in
D. Since D is almost regular, it follows that
|N+(x)|¿
⌊ |V (D)| − |V c(x)|
2
⌋
¿
⌊ |V (D)| − 
2
⌋
and
|N−(y)|¿
⌊ |V (D)| − |V c(y)|
2
⌋
¿
⌊ |V (D)| − 
2
⌋
:
Hence,
|S|6 |V (D)| − 2
⌊ |V (D)| − 
2
⌋
− 26 |V (D)| − (|V (D)| − − 1)− 2= − 1;
a contradiction to (D)¿ (D).
Lemma 4.2. Let D be an almost regular c-partite tournament with c¿ 5 and (D)¿
(D). If F is a cycle subgraph in D with w∈V (F); then there exists a cycle C of
length |V (F)| in D with w∈V (C).
Proof. Assume that F =C1 ∪ C2 ∪ · · · ∪ Cm is a cycle subgraph with w∈V (F) that
consists of the given number of vertices such that m is minimal. Since we are done
for m=1, let m¿ 2. Considering D∗=D[V (F)], there exists a partite set ( having the
properties described in Theorem 2.9.
Assume without loss of generality that w∈V (F)−V (C1), as we otherwise reverse all
arcs. De6ne D′=D−V (F), R=C2∪C3∪· · ·∪Cm, and let P=p1p2 · · ·pk be a shortest
path from R to C1 in D. By Lemma 4.1, we have 26 k6 4. Let j∈{2; 3; : : : ; m} such
that p1 ∈V (Cj). After we have veri6ed the following claim, we consider Case 1 to 3
below.
Claim (∗). If z ∈V (C1); v∈V (R); z V (R), V (C1) v, and V c(z)=V c(v), then
there exists a vertex u∈V (D′) such that v→ u→ z.
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Let (′=V c(z)=V c(v) and note that  (z; v; D∗)=d+(z; D∗)−d−(z; D∗)+d−(v; D∗)−
d+(v; D∗)¿ (|V (R) − (′| + 1) − (|V (C1) − (′| − 1) + (|V (C1) − (′| + 1) − (|V (R) −
(′| − 1)=4. De6ne A2 = {a∈V (D′) | v → a → z}, A−2 = {a∈V (D′) | z → a → v},
and A0 =V (D′) − A2 − A−2. This implies that 2¿  (z; v; D)=  (z; v; D∗) + 2|A−2| +
0|A0| − 2|A2|¿ 4− 2|A2|, since |N+(z)∩A0|+ |N−(v)∩A0|= |N−(z)∩A0|+ |N+(v)∩
A0|= |A0 − (′|. Therefore, |A2|¿ 1 which implies the desired result.
Case 1: k =2. Theorem 2.9 implies that {p+1 ; p−2 } ⊆ (, p−2  V (R), and V (C1) p+1 .
Hence, by Claim (∗), there is a vertex z ∈V (D′) such that p+1 → z → p−2 .
If p−−−2 ∈ (, then p−−−2  V (R) and the cycle subgraph F ′=C1[p−2 ; p−−−2 ]
Cj[p++1 ; p
+
1 ] zp
−
2 ∪ (F − C1 − Cj) has |V (F ′)|= |V (F)| and, as p−−2 
=w, we have
w∈V (F ′). Therefore, F ′ contradicts the minimality of m.
If p−−−2 
∈ (, then the cycle subgraph F ′=C1[p2; p−−−2 ]p+1 zp−2 Cj[p++1 ; p1]p2 ∪
(F − C1 − Cj) has |V (F ′)|= |V (F)| and again, w∈V (F ′). Therefore, F ′ is a contra-
diction against the minimality of m.
Case 2: k =3. Note that the minimality of k implies that V (C1) V (R). We consider
the following subcases, where we construct a cycle subgraph F ′ on m− 1 cycles with
|V (F ′)|= |V (F)| and w∈V (F ′) in each case, a contradiction to the minimality of m.
Subcase 2a: p++1 =w and V
c(p++1 ) 
=V c(p−3 ): The cycle subgraph F ′=C1[p3; p−3 ]
Cj[p++1 ; p1] p2p3 ∪ (F − C1 − Cj) has w∈V (F ′), since p+1 
=w.
Subcase 2b: p++1 =w, V
c(p++1 )=V
c(p−3 ), and V
c(p+++1 ) 
=V c(p−−−3 ): By Claim
(∗), there is a vertex z ∈V (D′) such that p++1 → z → p−3 . The cycle subgraph
F ′=C1[p−3 ; p
−−−
3 ] Cj[p
+++
1 ; p
++
1 ]zp
−
3 ∪ (F − C1 − Cj) has w∈V (F ′).
Subcase 2c: p++1 =w; V
c(p++1 )=V
c(p−3 ), and V
c(p+++1 )=V
c(p−−−3 ): By Claim
(∗), there is a vertex z ∈V (D′) such that p++1 → z → p−3 . If z 
=p2, then the cycle
subgraph F ′=C1[p3; p−−−3 ]p
++
1 zp
−
3 Cj[p
+++
1 ; p1]p2p3∪ (F −C1−Cj) has w∈V (F).
For z=p2, the cycle subgraph F ′=C1[p3; p−−3 ]Cj[p
+++
1 ; p
++
1 ]p2p3 ∪ (F − C1 − Cj)
has the desired properties.
Subcase 2d: p++1 
=w and V c(p+1 ) 
=V c(p−−3 ): The cycle subgraph F ′=C1[p3; p−−3 ]
Cj[p+1 ; p1] p2p3 ∪ (F − C1 − Cj) has w∈V (F ′), since p−3 
=w.
Subcase 2e: p++1 
=w, V c(p+1 )=V c(p−−3 ), and V c(p+++1 ) 
=V c(p−−−3 ): By Claim
(∗), there is a vertex z ∈V (D′) such that p+1 → z → p−−3 . The cycle subgraph
F ′=C1[p−−3 ; p
−−−
3 ]Cj[p
+++
1 ; p
+
1 ]zp
−−
3 ∪(F−C1−Cj) has w∈V (F ′), since p++1 
=w.
Subcase 2f: p++1 
=w, V c(p+1 )=V c(p−−3 ), and V c(p+++1 )=V c(p−−−3 ): By Claim
(∗), there is a vertex z ∈V (D′) such that p+1 → z → p−−3 . If z 
=p2, then the cycle
subgraph F ′=C1[p3; p−−−3 ]p
+
1 zp
−−
3 Cj[p
+++
1 ; p1]p2p3∪(F−C1−Cj) has w∈V (F ′),
since w 
∈ {p−3 ; p++1 }. For z=p2, the cycle subgraph F ′=C1[p3; p−−3 ]Cj[p++1 ; p+1 ]
p2p3 ∪ (F − C1 − Cj) has the desired properties, since 
∈ V (C1).
Case 3: k =4. Again, the minimality of k implies that V (C1) V (R). Further-
more, if V c(p−−−4 )=V
c(p+1 ), then Claim (∗) leads to a contradiction against the
minimality of k. Hence, we have V c(p−−−4 ) 
=V c(p+1 ) which yields the cycle sub-
graph F ′=C1[p4; p−−−4 ]Cj[p
+
1 ; p1]p2p3p4 ∪ (F − C1 − Cj) on m − 1 cycles with
|V (F ′)|= |V (F)| and w∈V (F ′) as w 
∈ V (C1), a contradiction.
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Lemma 4.3. Let D be an almost regular multipartite tournament and let "∈{1; 2; 3}.
Let F be a cycle subgraph in D; let D′=D − V (F); and let {x; y} ⊆ V (D′) be
arbitrary. Then there are at least ( (x; y; D′)−|V c(x)∩V (F)|−|V c(y)∩V (F)|−2)=2
distinct "-partners of (x; y) in F .
If; in particular, |V (D) − V c(x)| and |V (D) − V c(y)| are even, then (x; y) has at
least ( (x; y; D′)− |V c(x) ∩ V (F)| − |V c(y) ∩ V (F)|)=2 distinct "-partners in F .
Proof. We decompose A=V (F) in the following nine sets.
A1 = {z ∈A | z → x and y → z(+")}
A2 = {z ∈A | z → x and z(+") → y}
A3 = {z ∈A | x → z and y → z(+")}
A4 = {z ∈A | x → z and z(+") → y}
A5 = {z ∈A | z ∈V c(x) and y → z(+")}
A6 = {z ∈A | z ∈V c(x) and z(+") → y}
A7 = {z ∈A | z → x and z(+") ∈V c(y)}
A8 = {z ∈A | x → z and z(+") ∈V c(y)}
A9 = {z ∈A | z ∈V c(x) and z(+") ∈V c(y)}:
Note that  (x; D)=  (x; D′) + |A3| + |A4| + |A8| − |A1| − |A2| − |A7| and  (y;D)=
 (y;D′) + |A1| + |A3| + |A5| − |A2| − |A4| − |A6|. Thus, 2¿  (x; y; D)=  (x; y; D′) +
2|A4|+ |A6|+ |A8| − 2|A1| − |A5| − |A7| which implies that 2|A1|¿  (x; y; D′)− |A5| −
|A7| − 2¿  (x; y; D′) − |V c(x) ∩ V (F)| − |V c(y) ∩ V (F)| − 2. Since A1 consists of
"-partners of (x; y), this gives the desired estimation.
To see the second part, note that the fact that |V (D)−V c(x)| and |V (D)−V c(y)| are
even implies  (x; D)=  (y;D)= 0. Hence,  (x; y; D)= 0 and we are done analogously.
Lemma 4.4. Let D be an almost regular c-partite tournament with c¿ 5 and (D)¿
(D). Then every w∈V (D) is contained in a (w; 1)-reducible 4-cycle and in a 5-cycle
in D.
Proof. For an arbitrary vertex w∈V (D), de6ne A=N+(w) and B=N−(w). Let a∈A
belong to the set Al if and only if the longest path in D[A] with terminal vertex a has
length l. Analogously, de6ne the sets Bl such that b∈Bl if and only if the longest
path in D[B] with initial vertex b has length l. Let A′=
⋃|A|
l=2 Al and B
′=
⋃|B|
l=2 Bl.
Assume that x → y for some {x; y} ⊆ A1. Since x∈A1, there is a vertex z ∈A such
that z → x. Note that z 
=y, since D is an oriented graph. Now the path zxy contradicts
M. Tewes et al. / Discrete Mathematics 242 (2002) 201–228 213
y∈A1, and we conclude that A1 is independent. Analogously, the same holds for A0,
B1, and B0.
By the de6nition of A0, we have A0 (A1 ∪ A′). If there are vertices a2 ∈A′ and
a1 ∈A1 such that a2 → a1, then D[A] contains a path of length 2 ending in a1, a
contradiction. Therefore, A1 A′ and analogously we see that (B′ ∪ B1) B0 and
B′ B1. We now consider the following three cases.
Case 1: A′ 
= ∅: If B = A′, then let a3 ∈A′ and b∈B such that a3 → b, and let a1a2a3
be a path of length 2 in D[A] with terminal vertex a3. Then C =wa1a2a3bw is a cycle
of length 5 in D. Moreover, w → a2 and w → a3, and we are done. Therefore, assume
now that B A′. In this case, ((A− A′)∪ B∪ {w}) A′ and hence, S =V c(w)−{w}
is a separating set in D. Since |S|6 (D)− 1, this contradicts (D)¿ (D).
Case 2: B′ 
= ∅: This is analogous to Case 1.
Case 3: A′=B′= ∅: Since A0; A1; B0; and B1 are independent, it follows that c6 5
in this case. By the hypothesis, c=5 which implies in particular that A0; A1; B0; B1 
= ∅
and that V c(A1) 
=V c(A0) and V c(A1) 
=V c(B1).
If B1→= A1, then let b1 ∈B1 and a1 ∈A1 such that a1 → b1, and let a0a1 and b1b0
be a path in A and B, respectively. Now D contains the cycles wa0a1b1b0w, wa1b1b0w
and wa1b1w, and we are done. Therefore, assume that B1 → A1.
If B→ A1 or B1 → A, then again V c(w)−{w} is a separating set in D, a contradiction
to (D)¿ (D). Therefore, let B→= A1 and B1→= A. Since B1 → A1, there exist vertices
a1 ∈A1 and b0 ∈B0 such that a1 → b0, and vertices a0 ∈A0 and b1 ∈B1 such that
a0 → b1. Since V c(A1) 
=V c(A0) and V c(A1) 
=V c(B1), we have a0 → a1 and b1 → a1
which leads to the (w; 1)-reducible 4-cycle wa0a1b0w and to the 5-cycle wa0b1a1b0w.
Lemma 4.5. Let D be an almost regular c-partite tournament with c¿ 5; and let w
be an arbitrary vertex of D.
(i) Then w belongs to a p-cycle for every 36p6 |V (D)| − 2(D) + 2.
(ii) If; in addition; |V (D)| − (D) is even; then w is contained in a cycle of length p
for every 36p6 |V (D)| − (D)− (D) + 2.
Proof. If (D)¡(D), then, in view of Theorem 3.2, Lemma 4.5 is valid. Hence, we
assume in the following that (D)¿ (D). Let n= |V (D)|, = (D), and = (D).
Lemma 4.4 veri6es the claim for 36p6 5. Hence, let p be an arbitrary integer such
that 66p6 n − 2 + 2 or 66p6 n −  −  + 2, respectively. Let F be a cycle
subgraph in D such that |V (F)|6p, w∈V (F), and |V (F)| ≡ p mod 3, which exists
by Lemma 4.4. Furthermore, let F consist of the maximum number of vertices of
all cycle subgraphs with the desired properties. Since we are done by Lemma 4.2 if
|V (F)|=p, suppose to the contrary that |V (F)|¡p which implies that |V (F)|6p−3.
De6ne D′=D − V (F). Then |V (D′)|¿ n − p + 3 and hence, |V (D′)|¿ 2 + 1 or
|V (D′)|¿ ++1, respectively, which implies that D′ contains vertices from at least
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3 distinct partite sets. If a strong component of D′ has vertices from more than two
partite sets, then there exists a 3-cycle C in D′ by Theorem 2.8. The cycle subgraph
F ∪ C is a contradiction against the maximality of |V (F)|. Hence, D′ is not strong.
Let Q1; Q2; : : : ; Qm, m¿ 2, be a labelling of the strong components of D′ such that
Qi Qj for every 16 i¡ j6m.
Next we show that there exists an (x; y)-path R of length 2 in D′ for every x∈V (Q1)
and y∈V (Qm). Indeed, let z ∈V (D′) − V c(x) − V c(y) which is possible, since D′
contains vertices from at least 3 distinct partite sets. If z 
∈ V (Q1) ∪ V (Qm), then
x → z → y and we are done. The same holds, for z ∈Q1 and x → z. If z ∈Q1 and
z → x, then the strong connectivity of Q1 together with the fact that Q1 is bipartite
implies that there exists a vertex z′ ∈V c(z) ∩ V (Q1) such that x → z′. Then R= xz′y.
Analogously, we are done for z ∈V (Qm).
Now let x∈V (Q1) such that  (x; Q1)¿ 0 and y∈V (Qm) such that  (y;Qm)6 0.
Then  (x; D′)=  (x; Q1)+ |V (D′)−V c(x)−Q1|¿ |V (D′)−V c(x)−Q1| and  (y;D′)=
 (y;Qm)− |V (D′)− V c(y)− Qm|6− |V (D′)− V c(y)− Qm|. This implies that
 (x; y; D′)¿ |V (D′)− V c(x)− Q1|+ |V (D′)− V c(y)− Qm|
= |V (D′)| − |V (Q1)| − |V c(x) ∩ V (D′)|+ |V c(x) ∩ V (Q1)|
+ |V (D′)| − |V (Qm)| − |V c(y) ∩ V (D′)|+ |V c(y) ∩ V (Qm)|
¿ |V (D′)| − |V c(x) ∩ V (D′)| − |V c(y) ∩ V (D′)|+ 2:
By Lemma 4.3, (x; y) has at least s=( (x; y; D′) − |V c(x) ∩ V (F)| − |V c(y) ∩ V (F)|
− 2)=2¿ (|V (D′)| − |V c(x)| − |V c(y)|)=2 1-partners in F .
Let p6 n− 2+2 6rst. Since |V (D′)|¿ 2+1 and |V c(x)|; |V c(y)|6 , it follows
that s¿ (2+ 1− 2)=2¿ 0.
For p6 n−−+2, we have |V (D′)|¿ ++1. Let V1; V2; : : : ; Vc be the partite
sets of D such that |V1|6 |V2|6 · · ·6 |Vc|, and assume 6rst that x 
∈ Vc or y 
∈ Vc.
Then |V c(x)| + |V c(y)|6  +  which again implies that s¿ 0. If {x; y} ⊆ Vc, note
that n − |V c(x)|= n −  is even. In this case, Lemma 4.3 yields that the number of
1-partners of (x; y) in F is at least s+1¿ (++1−2+2)=2¿ 0, since +2¿ .
Let u be a 1-partner of (x; y) in F and let C be the cycle in F with u∈V (C). Now
the cycle subgraph (F − C) ∪ C[u+; u]Ru+ contradicts the maximality of |V (F)|.
To state the next lemma we de6ne the following two properties of a cycle subgraph
F of a digraph D. Let w∈V (D) be a 6xed vertex.
• We say that F has Property (i), if there exist cycles C1 and C2 in F such that
either C1 is (w; 1)-reducible and C2 is 2-reducible, or C1 is 1-reducible and C2 is
(w; 2)-reducible.
• F has Property (ii), if there exist cycles C1 and C2 in F such that C1 is (w; 1)-
reducible and C2 is 1-reducible.
Note that w∈V (F) in both cases.
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Lemma 4.6. Let D be an almost regular c-partite tournament with c¿ 5 and (D)¿
(D), let w be an arbitrary vertex in D, and let p be an integer such that 36p6|V (D)|
− (D)− 1.
(a) If there is a cycle subgraph F in D such that F has Property (i) and |V (F)|6p;
then w is contained in a p-cycle in D.
(b) If there is a cycle subgraph F in D such that F has Property (ii) and |V (F)| ∈
{p− 3; p− 2}; then w belongs to a p-cycle in D.
Proof. Let n= |V (D)| and = (D). If we are in Case (a), de6ne F to be a cycle
subgraph with the described properties that consists of a maximal number of vertices.
Analogously, let F be a maximal subgraph of the desired type if Case (b) holds. We
suppose to the contrary that there is no cycle of length p in D containing w.
Claim 1. There is no cycle subgraph of length p in D containing w; in particular
|V (F)|¡p.
By Lemma 4.2, the existence of such a cycle subgraph implies the existence of a
p-cycle in D containing w which contradicts our assumption.
Claim 2. D − V (F) is acyclic.
Suppose to the contrary that there is a cycle in D−V (F) and let C be a smallest such
cycle. Clearly, 36 |V (C)|6 4 since any cycle of length at least 5 in a multipartite
tournament has a chord. If (a) holds, then |V (F)|+|V (C)|¿p since F is maximal with
|V (F)|6p. By Claim 1 and since |V (C)|6 4, it follows that |V (F)|+ |V (C)|6p+3
and we can delete |V (F)| + |V (C)| − p vertices from F to obtain a cycle subgraph
covering w of length p, a contradiction to Claim 1. If (b) holds, then clearly |V (F)|+
|V (C)| ∈ {p;p + 1; p + 2} and again the deletion of |V (F)| + |V (C)| − p vertices
contradicts Claim 1.
In the following let P=p0p1 · · ·pl be a longest path in D′=D − V (F). Since
D′ is acyclic, d−(p0; D′)=d+(pl; D′)= 0. Hence,  (p0; pl; D′)= |V (D′)| − |V c(p0)∩
V (D′)| + |V (D′)| − |V c(pl) ∩ V (D′)|. Lemma 4.3 implies that (p0; pl) has at least
(2|V (D′)|−|V c(p0)|−|V c(pl)|−2)=2¿ |V (D′)|−−1 "-partners in F , for "=1; 2; 3.
De6ne q=p−|V (F)|. Since |V (D′)|= n−|V (F)| and, by the hypothesis, +16 n−p,
we have |V (D′)| −  − 1¿ n + (q − p) + (−n + p)= q¿ 0. Hence, (p0; pl) has at
least q "-partners ("=1; 2; 3). Furthermore, |V (D′)|¿+ 1 implying l¿ 1.
Let the cycles C1 and C2 in F be de6ned as in Property (i) or (ii), respectively.
Let u1 ∈V (C1) and u2 ∈V (C2) such that ui 
=w and D[V (Ci) − ui] is Hamiltonian
with Hamiltonian cycle C′i , for i=1; 2. If we are in Case (a), then let u3 
∈ {w; u2}
be the vertex in C2 such that D[V (C2) − {u2; u3}] is Hamiltonian with Hamiltonian
cycle C′′2 .
Claim 3. l¿ 2.
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Suppose to the contrary that l=1. By the de6nition of l, we can partition D′ into the
independent vertex sets Q1 and Q2 such that Q1 → Q2. If |Q1|6 q, then |V (D′)|¿ q+
+1 yields that |Q2|¿ q++1−q= +1, a contradiction. Hence, |Q1|¿ q+1 and,
analogously, |Q2|¿ q + 1. Let Q1 = {q′1; q′2; : : : ; q′|Q1|} and Q2 = {q′′1 ; q′′2 ; : : : ; q′′|Q2|}.
Recall that every pair (q′i ; q
′′
j ) has q 1-partners in F . If q is even, then we insert the
paths q′1q
′′
1 ; q
′
2q
′′
2 ; : : : ; q
′
q=2q
′′
q=2 in F by using diCerent 1-partners. The resulting cycle
subgraph has size p and contains w, a contradiction to Claim 1. For q=1, we deduce
the same by inserting q′1q
′′
1 in F and by deleting either u1 or u2 (depending on in
which cycle q′1q
′′
1 was inserted into).
If q=3, then assume without loss of generality that (q′1; q
′′
1 ) has two 1-partners that
are diCerent from u1 and u−1 (otherwise, it has two 1-partners that are diCerent from
u2 and u−2 ). Since (q
′
2; q
′′
2 ) has a 1-partner that is diCerent from u1 and u
−
1 , say z,
we can insert q′2q
′′
2 using z. Then we can insert q
′
1q
′′
1 using a 1-partner that is diCerent
from z; u1, and u−1 . Finally, we delete u1 to obtain a cycle subgraph of size p with
w, a contradiction.
If q is odd and q¿ 5, then we can insert the paths q′1q
′′
1 ; q
′
2q
′′
2 ; : : : ; q
′
(q+1)=2q
′′
(q+1)=2
in F using diCerent 1-partners which are all diCerent from u1 and u−1 . Then we delete
u1 to obtain again a cycle subgraph of size p containing w.
Claim 4. l6p− |V (F)| − 2.
Suppose to the contrary that l¿p− |V (F)| − 1.
Case 4.1: p−|V (F)|−1¿ 1: By Theorem 2.10, there is a (p0; pl)-path P′ of length
p−|V (F)|−1 or p−|V (F)| in D′. Since (p0; pl) has a 1-partner in F , say z, we insert
P′ in F to obtain a new cycle subgraph F ′ of size p or p+1, where p is not possible
by Claim 1. Now we can delete either u1 or u2 from F ′ to obtain a cycle subgraph of
size p, since either z 
∈ V (C1) or z 
∈ V (C2), again a contradiction to Claim 1.
Case 4.2: p − |V (F)| − 1=0: Since now |V (F)| 
∈ {p − 3; p − 2}, we are in
Case (a). Let F ′=C′2 ∪ (F − C2) and let D′′=D − V (F ′). If D′′ is acyclic, then
we are done analogously to Case 4.1, since a longest path in D′′ is at least as long
as in D′. Therefore, assume that D′′ is not acyclic and let C be a cycle in D′′ with
36 |V (C)|6 4. If |V (C)|=3, then delete the vertex u1 from F ′∪C. Otherwise, delete
u1 and u3 from F ′∪C. In both cases, we obtain a cycle subgraph of size p, contradicting
Claim 1.
By Claim 3 and 4, we have 26 l6p − |V (F)| − 2 and hence |V (F)|6p − 4.
This completes the proof of Statement (b) and in the remaining proof of the lemma
we always have to deal with a cycle factor described in Case (a).
Claim 5. |V (F)| 
=p− 4.
If |V (F)|=p− 4, i.e., q=4 then (p0; pl) has at least four 1-partners in F and we
summarize by Claim 3 and 4 that l=2. Assume 6rst that (p0; p2) has a 1-partner in
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F that is diCerent from u1; u−1 ; u2; u
−
2 ; u3; and u
−
3 . When P is inserted in F by using
this partner to obtain the cycle subgraph F ′, then |V (F ′)|=p− 1 and it is easy to see
that Property (i) still holds. This contradicts the maximality of |V (F)|.
Let now all the 1-partners of (p0; p2) belong to the vertex set {u1; u−1 ; u2; u−2 ; u3; u−3 }.
If u2 and u3 are no consecutive vertices on C2, then all these vertices are distinct and
there exists an i∈{1; 2; 3} such that ui and u−i are 1-partners of (p0; p2). In particular,
u−i → p0 and we can insert P in F using ui such that the resulting cycle subgraph
still has Property (i), a contradiction to the maximality of |V (F)|.
If u2 and u3 are consecutive vertices on C2, then without loss of generality let
u2 = u−3 . If both u
−
2 and u3 are 1-partners of (p0; p2), then use u3 to insert P in F .
Since u−2 = u
−−
3 → p0, the cycle C2 is still 2- or (w; 2)-reducible, respectively, which
again contradicts the maximality of |V (F)|. Otherwise, u1 and u−1 are 1-partners of
(p0; p2) and we can use u1 to insert P to obtain the same contradiction.
Claim 6. |V (F)| 
=p− 5.
By Claim 5, |V (F)|6p− 5. Suppose that p= |V (F)|+ 5. By Claim 3, l¿ 2 and
hence, Theorem 2.10 implies that there is a (p0; pl)-path P′ of length 1 or 2 in D′.
Since (p0; pl) has at least 6ve 1-partners in F , it has a 1-partner which is diCerent
from u1, u−1 , u2, and u
−
2 . We insert P
′ into F using this 1-partner to obtain the cycle
subgraph F ′. Note that p − 36 |V (F ′)|6p − 2 and that F ′ has Property (ii). This
contradicts our assumption since we have already proved the claim of the lemma for
Case (b).
Claim 7. |V (F)| 
=p− 6.
Assume that |V (F)|=p − 6 and recall that l¿ 2 by Claim 3. If l¿ 3, then we
proceed analogously to the proof of Claim 6 (with P′ having length 2 or 3). For
l=2, note that (p0; pl) has six 1-partners in F . If there is a 1-partner diCerent from
u1, u−1 , u2, u
−
2 , u3, and u
−
3 , then we can use this 1-partner to insert P and derive a
contradiction against the maximality of |V (F)|. Otherwise, u1, u−1 , u2, u−2 , u3, and u−3
are all 1-partners of (p0; pl) and all six vertices are distinct. Therefore, we may use
u3 as a 1-partner to insert P in F . Since u−3 → p0, it is easy to see that Property (i)
still holds, and we derive a contradiction to the maximality of |V (F)|.
Hence, |V (F)|6p − 7 and we consider a (p0; pl)-path P′ of length 1 or 2 in D′
which again exists by Theorem 2.10. Since P′ has seven 1-partners, at least one is
distinct from u1, u−1 , u2, u
−
2 , u3, and u
−
3 . Like in the preceding cases we use this
1-partner to insert P′ in F . This contradiction to the maximality of F completes the
proof of the lemma.
Lemma 4.7. Let D be an almost regular c-partite tournament with c¿5 and (D)¿5;
and let w be an arbitrary vertex of D. Then w belongs to a p-cycle for every integer
p with 36p6 |V (D)| − (D)− 1.
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Proof. If (D)¡(D), then in view of Theorem 3.2, Lemma 4.7 is valid. Hence, we
assume in the following that (D)¿ (D). By Lemma 4.4, the vertex w is contained
in a (w; 1)-reducible 4-cycle C1 in D. Since (D)¿ (D)¿ 5, the digraph D−V (C1)
is a strong multipartite tournament with at least 5 partite sets. Hence, Theorem 2.8
implies the existence of a 2-reducible 5-cycle C2 in D − V (C1).
We deduce from Lemma 4.2 that w is contained in a t-cycle for t ∈{3; 4; : : : ; 9}.
Furthermore, the factor F =C1 ∪C2 has Property (i) and we are done by Lemma 4.6.
5. Vertex pancyclic almost regular c-partite tournaments
In a regular multipartite tournament, every partite set has the same cardinality. Hence,
our 6rst result in this section is a supplement of Yeo’s [10] Theorem 2.7.
Theorem 5.1. Let D be an almost regular c-partite tournament with c¿ 5 and the
partite sets V1; V2; : : : ; Vc. If |Vi|= r for all i=1; 2; : : : ; c; then D is vertex pancyclic.
Proof. If r=1, then D is a strong tournament, and in view of Moon’s [5] well-known
theorem, D is vertex pancyclic. If r is even or r odd and c odd, then D is regular, and
by Theorem 2.7, D is vertex pancyclic. In particular, the theorem is valid for c=5.
In the case r=3 and c¿ 6, we see together with Lemma 4.5 (i) that every vertex
belongs to a p-cycle for each 36p6 |V (D)| − 4= |V (D)| − r− 1. In the case r¿ 5
and c¿ 6, it follows from Lemma 4.7 that every vertex belongs to a p-cycle for each
36p6 |V (D)| − r − 1. Hence, in both cases, it remains to show that every vertex
is contained in a p-cycle for each |V (D)| − r6p6 |V (D)|. Let w be an arbitrary
vertex of D. Delete 06m6 r vertices of D such that the remaining partite sets V ′i ⊆
Vi (i=1; 2; : : : ; c) of the resulting c-partite tournament H ful6ll the condition ||V ′j | −
|V ′i ||6 1 for 16 i; j6 c and w∈V (H). Then ig(H)6m+ 1 and g(H)¿ (|V (D)| −
m + 2 − 3r)=2¿ (6r − m + 2 − 3r)=2= (3r − m + 2)=2. Combining this with the fact
m6 r, we 6nd that ig(H)6 g(H). Hence, by Theorem 2.6, H has a Hamiltonian cycle,
which corresponds to a (|V (D)| − m)-cycle C in D with w∈V (C).
Theorem 5.2. Let D be an almost regular c-partite tournament with c¿ 7 and the
partite sets V1; V2; : : : ; Vc. If r= |V1|6 |V2|6 · · ·6 |Vc|= r + 1; then D is vertex
pancyclic.
Proof. By Theorem 3.3, D is Hamiltonian. If we during the proof delete m vertices in
D; then we always do this in the following way. The remaining partite sets V ′i ⊆ Vi
(i=1; 2; : : : ; c) of the resulting c-partite tournament H ful6ll the condition ||V ′j | −
|V ′i ||6 1 for 16 i; j6 c. Now we investigate the four cases r=1; 2; 3; and r¿ 4.
Case 1: Let r=1. According to Lemma 4.5(i), every vertex belongs to a p-cycle for
each 36p6 |V (D)| − 2. Let w be an arbitrary vertex of D; and delete one vertex
M. Tewes et al. / Discrete Mathematics 242 (2002) 201–228 219
diCerent from w in D. It follows for the resulting c-partite tournament H that
ig(H)6 26 g(H). Hence, by Theorem 2.6, H has a Hamiltonian cycle, which corre-
sponds to a (|V (D)| − 1)-cycle C in D with w∈V (C). Thus, Theorem 5.2 is proved
for r=1.
Case 2: Let r=2. According to Lemma 4.5(i), every vertex belongs to a p-cycle
for each 36p6 |V (D)|−4. Let w be an arbitrary vertex of D; and delete 16m6 3
vertices diCerent from w in D. For the resulting c-partite tournament H we deduce that
ig(H)6m+16 36 g(H) for m6 2. In the case m=3 and |V (D)|¿ 2c+4; we 6nd
that ig(H)6m + 1=46 g(H). In the remaining case 2c + 16 |V (D)|6 2c + 3; we
observe that (H)= 2; and this implies also ig(H)6 46 g(H). Hence, by Theorem
2.6, H has a Hamiltonian cycle, which corresponds to a (|V (D)| − m)-cycle C in D
with w∈V (C).
Case 3: Let r=3. According to Lemma 4.5(i), every vertex belongs to a p-cycle
for each 36p6 |V (D)|−6. Let w be an arbitrary vertex of D; and delete 16m6 5
vertices diCerent from w in D; and denote the resulting c-partite tournament by H .
Subcase 3.1: If m6 3; then ig(H)6m+ 16 46 g(H).
Subcase 3.2: Let m=4. If |V (D)|¿3c+3; then ig(H)656g(H). If 3c+16|V (D)|
6 3c + 2; then we observe that (H)= 3; and this also yields ig(H)6 56 g(H).
Subcase 3.3: Let m=5. If |V (D)|¿3c+6; then ig(H)666g(H). If 3c+36|V (D)|
6 3c+5; then (H)= 3; and hence ig(H)6 66 g(H). If 3c+16 |V (D)|6 3c+2 and
c¿ 8; then we deduce ig(H)6 66 g(H) as in the last case. If c=7 and |V (D)|=3c+
2=23; then we observe that ig(H)6 5 and thus ig(H)6 g(D).
In all the discussed cases we 6nd together with Theorem 2.6 a (|V (D)|−m)-cycle C
in D with w∈V (C). In the remaining case c=7 and |V (D)|=3c+ 1=22 we obtain
the missing 17-cycle C in D with w∈V (C) by Lemma 4.5(ii).
Case 4: Let r¿ 4. According to Lemma 4.7, every vertex belongs to a p-cycle for
each 36p6 |V (D)|−r−2. Let w be an arbitrary vertex of D; and delete 16m6 r+1
vertices diCerent from w in D; and denote the resulting c-partite tournament by H .
If m6 r; then ig(H)6 r + 16 g(H). If m= r + 1 and |V (D)|¿ cr + 2; then
ig(H)6 r + 26 g(H). In the remaining case m= r + 1 and |V (D)|= cr + 1; we ob-
serve that (H)6 r; and this implies ig(H)6 r + 26 g(H). Hence, by Theorem 2.6,
H has a Hamiltonian cycle, which corresponds to a (|V (D)| − m)-cycle C in D with
w∈V (C).
Theorem 5.3. If D is an almost regular c-partite tournament with c¿ 8; then D is
vertex pancyclic.
Proof. Let V1; V2; : : : ; Vc be the partite sets of D such that r= |V1|6 |V2|6 · · ·6 |Vc|.
Since D is almost regular, Lemma 2.1 implies |Vc|6 r + 2. If |Vc|6 r + 1; then our
result follows from the Theorems 5.1 and 5.2. Therefore, it is enough to investigate
the case |Vc|= r+2. By Theorem 3.3, D is Hamiltonian. If we during the proof delete
m vertices in D; then we always do this in the following way. If m is less or equal
220 M. Tewes et al. / Discrete Mathematics 242 (2002) 201–228
the number of the partite sets with r + 2 vertices, then we delete exactly one vertex
from m such partite sets. If m is greater than the number of the partite sets with r+2
vertices, then we 6rst delete exactly one vertex from each such partite set and after that
we delete the rest such that the remaining partite sets V ′i ⊆ Vi (i=1; 2; : : : ; c) of the
resulting c-partite tournament H ful6ll the condition ||V ′j | − |V ′i ||6 1 for 16 i; j6 c.
Now we investigate the three cases r=1; 2; and r¿ 3.
Case 1: Let r=1. According to Lemma 4.5(i), every vertex belongs to a p-cycle
for each 36p6 |V (D)|−4. In the following subcases let w be an arbitrary vertex of
D; delete 16m6 3 vertices diCerent from w in D; and denote the resulting c-partite
tournament by H .
Subcase 1.1: Let m=1. If |V (D)|¿ c + 4; then ig(H)6 26 g(H). In the case
c+26 |V (D)|6 c+3; we observe that (H)= 2; and this implies ig(H)6 26 g(D).
Subcase 1.2: Let m=2. If |V (D)|¿ c + 7; then ig(H)6 36 g(H). In the case
|V (D)|= c+6; we observe that (H)6 2; and consequently ig(H)6 36 g(H). In the
case c + 46 |V (D)|6 c + 5; we have (H)6 2; and hence ig(H)6 36 g(D). This
inequality also holds for |V (D)|= c + 3 and |V (D)|= c + 2; because then (H)= 1
and (H)= 1; respectively.
Subcase 1.3: Let m=3. Since by Theorem 3.3, every vertex of D is contained in
a p-cycle for each p∈{3; 4; : : : ; c}; we can assume in this subcase that |V (D)|¿ c +
4. If |V (D)|¿ c + 10; then we immediately obtain ig(H)6 46 g(H). In the case
|V (D)|= c + 9; we observe that (H)6 2; and consequently ig(H)6 46 g(H). If
|V (D)|= c+8; then, in view of Proposition 3.1, c=8 is impossible, and for c¿ 9 we
have ig(H)6 g(H). For |V (D)|= c+7; the desired inequality follows from (H)= 2.
If |V (D)|= c+6; then, by Proposition 3.1, c=8 is impossible, and for c¿ 9 we have
ig(H)6 g(H). In the case |V (D)|= c + 5 it is easy to see that ig(H)6 g(H); when
c¿ 10. Since, according to Proposition 3.1, c=9 is not possible, it remains the case
c=8. If |V7|=3; then we achieve ig(H)6 3; if we delete exactly one vertex from
V6; V7 and V8; and this implies ig(H)6 g(H). If |V7|=2; then we obtain by Lemma
4.5(ii) a 10-cycle C in D with w∈V (C). Now let |V (D)|= c + 4. It follows at once
ig(H)6 g(H) for c¿ 10; and, by Proposition 3.1, that c=8 is not possible. In the
case c=9 it is also possible to achieve ig(H)6 36 g(H).
In all of the discussed cases, Theorem 2.6 yields the desired (|V (D)| −m)-cycles C
in D with w∈V (C).
Case 2: Let r=2. According to Lemma 4.5(i), every vertex belongs to a p-cycle
for each 36p6 |V (D)|−6. In the following subcases let w be an arbitrary vertex of
D; delete 16m6 5 vertices diCerent from w in D; and denote the resulting c-partite
tournament by H .
Subcase 2.1: Let m6 2. It is a simple matter to obtain ig(H)6 36 g(H).
Subcase 2.2: Let m=3. If |V (D)|¿ 2c + 5; then ig(H)6 46 g(H). In the case
2c + 26 |V (D)|6 2c + 4; we have (H)6 3 and hence, ig(H)6 46 g(H).
Subcase 2.3: Let m=4. If |V (D)|¿ 2c + 8; then ig(H)6 56 g(H). In the case
2c+56 |V (D)|6 2c+7; the inequality ig(H)6 g(H) follows from the fact (H)6 3.
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In the remaining case 2c + 26 |V (D)|6 2c + 4; we even have (H)6 2 and thus,
ig(H)6 g(H).
Subcase 2.4: Let m=5. If |V (D)|¿ 2c+11; then ig(H)6 66 g(H). In the case 2c+
86 |V (D)|6 2c+10; the inequality ig(H)6 66 g(H) follows from the fact (H)6 3.
If |V (D)|=2c+7; then, in view of Proposition 3.1, c=8 is impossible, and for c¿ 9
we have ig(H)6 g(H). In the case |V (D)|=2c+6; we 6rst observe that (H)6 3 and
(H)6 2. This implies ig(H)6 66 g(H); when c¿ 9. In the remaining case c=8; we
achieve ig(H)6 5; if we delete at least one vertex from every partite set with at least
three vertices. But then we also arrive ig(H)6 g(H). If |V (D)|=2c+5; then (H)= 2
yields ig(H)6 g(H). For |V (D)|=2c + 4; the inequality ig(H)6 g(H) is immediate
when c¿ 9 and it follows because of ig(H)6 5 when c=8. If |V (D)|=2c+3; then,
by Proposition 3.1, c=8 is not possible, and ig(H)6 g(H) is evident for c¿ 9. In the
remaining case |V (D)|=2c + 2; we always have ig(H)6 5; and hence ig(H)6 g(H)
for c¿ 9. If c=8; then we obtain a 13-cycle C in D with w∈V (C) by Lemma
4.5(ii). Again, Theorem 2.6 yields the desired (|V (D)| − m)-cycles C in D with
w∈V (C).
Case 3: Let r¿ 3. According to Lemma 4.7, every vertex belongs to a p-cycle for
each 36p6 |V (D)|−r−3. Let w be an arbitrary vertex of D; and delete 16m6 r+2
vertices diCerent from w in D; and denote the resulting c-partite tournament by H .
The inequality ig(H)6 r + 16 g(H) is immediate when m6 r. If m= r + 1 and
|V (D)|¿ cr+3; then ig(H)6 r+26 g(H); and the same holds true for |V (D)|= cr+2;
because then (H)6 r + 1. In the remaining case m= r + 2¿ 5 it follows at once
ig(H)6 r+36 g(H) when |V (D)|¿ cr+6. But if cr+26 |V (D)|6 cr+5; then the
inequality ig(H)6 g(H) follows from the fact that (H)6 r. In view of Theorem 2.6,
H has a Hamiltonian cycle, which corresponds to a (|V (D)| − m)-cycle C in D with
w∈V (C).
Since we have discussed all possible cases, the proof of Theorem 5.3 is complete.
6. Almost all almost regular c-partite tournaments with c¿ 5 are vertex pancyclic
Theorem 6.1. Almost all almost regular c-partite tournaments with c¿ 6 are vertex
pancyclic.
Proof. By Theorem 5.3 it remains to investigate the cases c=6 and c=7. Let V1;
V2; : : : ; Vc be the partite sets of an almost regular c-partite tournament D with c=6; 7
such that 276 r= |V1|6 |V2|6 · · ·6 |Vc|. If we delete in the following m vertices
in D; then we do this in the same way as in the proof of Theorem 5.3. In view of
Lemma 4.7, every vertex belongs to a p-cycle for each 36p6 |V (D)| − r − 3. Let
w be an arbitrary vertex of D; and delete 06m6 r + 2 vertices diCerent from w in
D; and denote the resulting c-partite tournament by H . Since c=6; 7 and r¿ 27; we
obtain (H)6 r−2 and hence ig(H)6 r+36 g(H). Thus, by Theorem 2.6, H has a
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Hamiltonian cycle, which corresponds to a (|V (D)| −m)-cycle C in D with w∈V (C);
and the proof is complete.
Remark 6.2. A more precise analyses show that all almost regular 7-partite tourna-
ments are vertex pancyclic, except for possibly the 6ve following cases:
1= |V1|¡ |V7|=3 and |V (D)|=11 or |V (D)|=13; and
2= |V1|¡ |V7|=4 and |V (D)|=18 or |V (D)|=20 or |V (D)|=22.
In addition, if V1; V2; : : : ; V6 are the partite sets of an almost regular 6-partite tour-
nament D such that r= |V1|6 |V2|6 · · ·6 |V6|; then we can show that D is vertex
pancyclic, if r¿ 6 or r=5 and |V (D)|¿ 33.
For proving that almost all almost regular 5-partite tournaments are vertex pancyclic,
we 6rst develop some general statements on long cycles in c-partite tournaments.
Lemma 6.3. Let D be a c-partite tournament; and let w∈V (D) be arbitrary. If (∗)
below holds then there exists a set M ⊆ V (D) − {w} of size s; such that for every
x∈V (D)−M we have |N+(x) ∩M |¿ k and |N−(x) ∩M |¿ k.(
1− |V (D)| − (D)− ig(D)− 2k
2k|V (D)|
)s
2k|V (D)|¡ 1: (∗)
Proof. Let M0 = ∅. We will now construct sets M1; M2; : : : ; Ms such that Mi contains
exactly i vertices and Ms has the desired property. Given Mi (i=0; 1; : : : ; s− 1) de6ne
the following:
(i) Xi = {x∈V (D)−Mi| |N+(x) ∩Mi | ¡k}.
(ii) Yi = {y∈V (D)−Mi| |N−(y) ∩Mi | ¡k}.
(iii) xi(u)= k − |N+(u) ∩Mi| for all u∈Xi. xi(u)= 0 for all u∈V (D)− Xi.
(iv) yi(u)= k − |N−(u) ∩Mi| for all u∈Yi. yi(u)= 0 for all u∈V (D)− Yi.
(v) Si =
∑
u∈Xi xi(u) +
∑
u∈Yi yi(u).
(vi) ai(u)= Si − Si+1; if Mi+1 =Mi ∪ {u}; for u 
∈ Mi.
Note that ai(u) is the amount that Si will decrease if we add u to Mi. We will now
prove the following claims.
Claim (a). ai(u)= |N−(u)∩Xi|+|N+(u)∩Yi|+xi(u)+yi(u)¿ |N−(u)∩Xi|+|N+(u)∩Yi|;
for all u∈V (D)−Mi.
Every vertex v∈Xi that dominates u will have xi(v)−xi+1(v)= 1. Analogously, every
v∈Yi that is dominated by u will have yi(v) − yi+1(v)= 1. As xi+1(u)=yi+1(u)= 0
we obtain the 6rst equality of Claim (a). The second inequality follows immediately,
as both xi(u) and yi(u) are non-negative.
Claim (b).
∑
u∈V (D)−Mi−{w} ai(u)¿ (|Xi|+ |Yi|)(− k).
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Note that |N+(u)−Mi|¿ −k+1; for all u∈Xi; as |N+(u)∩Mi|¡k and d+(u)¿ 
in D. Analogously, we obtain that |N−(u)−Mi|¿ − k + 1; for all u∈Yi. By count-
ing arcs we note that
∑
u∈V (D)−Mi |N−(u)∩ Xi|=
∑
x∈Xi |N+(x)−Mi| and analogously∑
u∈V (D)−Mi |N+(u) ∩ Yi|=
∑
y∈Yi |N−(y) − Mi|. By Claim (a), we now get the fol-
lowing:
∑
u∈V (D)−Mi−{w}
ai(u)¿
∑
u∈V (D)−Mi
(|N−(u) ∩ Xi|+ |N+(u) ∩ Yi|)
− (|N−(w) ∩ Xi|+ |N+(w) ∩ Yi|)
=
∑
x∈Xi
|N+(x)−Mi|+
∑
y∈Yi
|N−(y)−Mi|
− (|N−(w) ∩ Xi|+ |N+(w) ∩ Yi|)
¿ |Xi|(− k + 1) + |Yi|(− k + 1)− |Xi| − |Yi|
= (|Xi|+ |Yi|)(− k):
Claim (c). There is a vertex u∈V (D)−Mi − {w} with ai(u)¿ Si × (|V (D)| − (D)
− ig(D)− 2k)=2k|V (D)|.
Note that xi(v)6 k and yi(v)6 k for all v∈V (D) −Mi; which implies that |Xi| +
|Yi|¿ Si=k. By Claim (b), there exists a vertex u∈V (D) − Mi − {w}; such that
ai(u)¿ (|Xi|+|Yi|)(−k)=(|V (D)−Mi−{w}|). By Lemma 2.2 we obtain the following,
which proves the claim.
ai(u)¿
(|Xi|+ |Yi|)(− k)
|V (D)−Mi − {w}|
¿ (|Xi|+ |Yi|) − k|V (D)|
¿
Si
k
× (|V (D)| − (D)− ig(D))=2− k|V (D)|
= Si × |V (D)| − (D)− ig(D)− 2k2k|V (D)| :
We construct the sets M1; M2; : : : ; Ms; by adding the vertex u; found in Claim (c), to
Mi in order to obtain Mi+1. By Claim (c), we obtain that
Si+16 Si − Si |V (D)| − (D)− ig(D)− 2k2k|V (D)|
= Si ×
(
1− |V (D)| − (D)− ig(D)− 2k
2k|V (D)|
)
:
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As S0 = 2k|V (D)| the above inequality implies that
Si6
(
1− |V (D)| − (D)− ig(D)− 2k
2k|V (D)|
)i
× 2k|V (D)|:
By (∗) and the fact that Ss is an integer, we obtain that Ss=0; which implies that Ms
has the desired property.
Lemma 6.4. Let D be a c-partite tournament; with c¿ 4; let p be a positive integer
such that p¿ (2ig(D)− 1)(c− 1) and let w∈V (D) be arbitrary. Now the following
holds.
(i) If the following holds then there is a p-cycle in D; which includes the vertex w.
p¿ |V (D)|2c − 2
3c − 5 +
8cig(D)− 6ig(D) + 3c − 5
3c − 5 :
(ii) Given any integer m; there exists a constant N (m; c; ig(D)); such that the following
holds if |V (D)|¿N (m; c; ig(D)). If p¿ |V (D)|(2c − 2)=(3c − 5) − m then there
is a p-cycle in D; which includes the vertex w.
Proof. Let n= |V (D)| and let D have partite sets V1; V2; : : : ; Vc. Let M be a set of
n−p vertices, such that ||M ∩Vi|− |M ∩Vj||6 1 for all {i; j} ⊆ {1; 2; : : : ; c}. Such an
M exists by Claim A below. Note that |M ∩Vi|¿ (n−p)=c for all i=1; 2; : : : ; c. Let
D′=D[V (D) −M ] and observe that |V (D′)|=p and w∈V (D′). We will now prove
the following claims.
Claim A. M exists.
Proof. If ig(D)= 0 then clearly we can 6nd M; so assume that ig(D)¿ 1. Let 7(D)
be the size of the smallest partite set in D; and let q be the number of partite sets
of size 7(D). Lemma 2.1 implies that n − 7(D)c6 2ig(D)(c − q). This implies the
following:
p¿ (2ig(D)− 1)(c − 1)
⇒ p¿ (2ig(D)− 1)(c − q)
⇔ p¿ 2ig(D)(c − q)− c + q
⇒ p¿ n− 7(D)c − c + q
⇔ n− p6 7(D)c + c − q:
So M exists, as we can take up to 7(D) vertices from the q partite sets of size 7(D);
and we can take up to 7(D) + 1 vertices from the other c − q partite sets, in order to
generate M .
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Claim B. If |N+(u) ∩ M |¿ k and |N−(u) ∩ M |¿ k for all u∈V (D) − M; then the
following holds:
p¿ n× 2c − 2
3c − 5 +
6(c − 1)ig(D) + 2c(ig(D)− 2k) + 3c − 5
3c − 5 ⇒ ig(D
′)6 g(D′):
Proof. We note that c(D)6 n + 2(c − 1)ig(D) by Lemma 2.1. Furthermore (n −
p)=c¿ ((n−p+1)=c− 1); as n; p and c all are positive integers. Now the following
holds:
n× 2c − 2
3c − 5 +
6(c − 1)ig(D) + 2c(ig(D)− 2k) + 3c − 5
3c − 5 6p
⇔ 2cn− 5n+ 3(n+ 2(c − 1)ig(D)) + 2c(ig(D)− 2k) + 3c − 56 (3c − 5)p
⇒ 2cn− 5n+ 3c(D) + 2c(ig(D)− 2k) + 3c − 5
2c
6
3cp− 5p
2c
⇔ ig(D)− 2k + n6 3p− 3(D)− 32 +
5n− 5p+ 5
2c
⇔ ig(D)− 2k + n− p6 p− 3(D) + 22 +
5
2
(
n− p+ 1
c
− 1
)
⇒ ig(D)− 2k + n− p6 p− 3(D) + 22 +
5
2
⌊
n− p
c
⌋
⇒ ig(D)− 2k + n− p−
⌊
n− p
c
⌋
6
p− 3((D)− (n− p)=c) + 2
2
:
We note that we have deleted at least (n− p)=c vertices from each partite set in
D; in order to obtain D′. Therefore (D′)6 (D)− (n− p)=c. This implies that the
right-hand side above is less than or equal to g(D′).
As mentioned above there are at least (n − p)=c vertices from each partite set
in M . As |N+(u) ∩ M |¿ k and |N−(u) ∩ M |¿ k for all u∈V (D) − M; we obtain
that (D′)¿ (D) − (n − p − (n − p)=c) + k and (D′)6(D) − k. This implies
that ig(D′)=(D′)− (D′)6(D)− (D) + n−p− (n−p)=c − 2k. Therefore the
left-hand side in our above equation is greater than or equal to ig(D′).
Thus ig(D′)6 g(D′); which proves Claim B.
The proof of part (i) now follows immediately from Theorem 2.6 and Claim B,
where k =0. We therefore turn our attention to part (ii) of the theorem. Let m be
de6ned as in part (ii), and de6ne k as follows:
k =
⌈
(3c − 5)m+ 6(c − 1)ig(D) + 2cig(D) + 3c − 5
4c
⌉
:
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This implies that
6(c − 1)ig(D) + 2c(ig(D)− 2k) + 3c − 5
3c − 5 6− m:
Therefore, if we can 6nd a set M; as described in the beginning of the proof with
|N+(u) ∩M |¿ k and |N−(u) ∩M |¿ k for all u∈V (D) −M; we would be done by
Theorem 2.6 and Claim B. By Lemma 6.3, this is possible if the following holds (as
we can add vertices to a set of size (n− p)=c until it has the desired properties):
(
1− |V (D)| − (D)− ig(D)− 2k
2k|V (D)|
)(n−p)=c	
2k|V (D)|¡ 1: (*)
Assume that |V (D)| is large enough for the following to hold:
(a) |V (D)|¿+ ig(D) + 2k
(b) |V (D)|¿ 3ig(D) + 2k
1=2− 1=c
(c) |V (D)|¿ 24c − 40
5c − 19 ×
8cig(D)− 6ig(D) + 3c − 5
3c − 5
(d) |V (D)|¿ 8c × ln(2k|V (D)|)
ln (2k=(2k − 1=2)) :
If p¿ 7|V (D)|=8; then it follows from (c) and the hypothesis c¿ 4 that
|V (D)|2c − 2
3c − 5 +
8cig(D)− 6ig(D) + 3c − 5
3c − 5 6
7|V (D)|
8
6p:
Therefore, the desired cycle exists by (i).
If p¡ 7|V (D)|=8; then we proceed as follows. Note that this implies (n − p)=c¿
(n − 7n=8)=c; which yields (n − p)=c¿n=8c. Note also that (b) implies (3ig(D) +
2k)=|V (D)|¡ 12 − 1=c; which in turn gives 1=c + (3ig(D) + 2k)=|V (D)| − 12 ¡ 0. Fur-
thermore, in view of Lemma 2.1, we have (D)6 |V (D)|=c + 2ig(D). Therefore, we
obtain by (d) and (a) the following:
|V (D)|¿ 8c ln(2k|V (D)|)
ln (2k=(2k − 1=2))
⇔ |V (D)|
8c
ln
(
2k
2k − 1=2
)
− ln(2k|V (D)|)¿ 0
⇔ |V (D)|
8c
ln
(
2k − 1=2
2k
)
+ ln(2k|V (D)|)¡ 0
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⇒ |V (D)|
8c
ln
(
2k−1=2+ (1=c+(3ig(D)+2k)=|V (D)|− 12)
2k
)
+ln(2k|V (D)|)¡0
⇔
(
2k|V (D)| − |V (D)|+ |V (D)|=c + 3ig(D) + 2k
2k|V (D)|
)|V (D)|=8c
× 2k|V (D)|¡ 1
⇔
(
1− |V (D)| − |V (D)|=c − 2ig(D)− ig(D)− 2k
2k|V (D)|
)|V (D)|=8c
× 2k|V (D)|¡ 1
⇒
(
1− |V (D)| − (D)− ig(D)− 2k
2k|V (D)|
)(n−p)=c	
× 2k|V (D)|¡ 1:
Therefore, the desired set M exists by Lemma 6.3, and we are done by Claim B.
Theorem 6.5. Almost all almost regular c-partite tournaments with c¿ 5 are vertex
pancyclic.
Proof. By Theorem 6.1 it remains to investigate the cases c=5. Let V1; V2; : : : ; V5 be
the partite sets of an almost regular 5-partite tournament D such that 56 r= |V1|6 |V2|
6 · · ·6 |V5|. In view of Lemma 4.7, every vertex belongs to a p-cycle for each
36p6 |V (D)| − r − 3. If we choose m=2 in Lemma 6.4(ii), then for |V (D)| great
enough, every vertex is contained in a p-cycle for |V (D)|¿p¿ 45 |V (D)| − 2. Since
|V (D)|¿ 5r; we conclude that every vertex belongs to a p-cycle for each |V (D)| −
r − 26p6 |V (D)|; when |V (D)| is great enough. Altogether we see that almost all
almost regular 5-partite tournaments are vertex pancyclic. This completes the proof.
Conjecture 6.6. An almost regular c-partite tournament with 56 c6 7 is vertex
pancyclic.
The Families F1 and F2 of Example 3.4 show that Conjecture 6.6 cannot be
extended to 4-partite tournaments.
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