Abstract: We study the generalized stationary Stokes system in a bounded domain in the plane equipped with perfect slip boundary conditions. We show natural stability results in oscillatory spaces, i.e. Hölder spaces and Campanato spaces including the border line spaces of bounded mean oscillations (BMO) and vanishing mean oscillations (VMO). In particular we show that under appropriate assumptions gradients of solutions are globally continues. Since the stress tensor is assumed to be governed by a general Orlicz function, our theory includes various cases of (possibly degenerate) shear thickening and shear thinning fluids; including the model case of power law fluids.
Introduction
We investigate planar stationary flows of incompressible fluids in a bounded C 1 -domain Ω ⊂ R 2 . In explicit solutions to the following generalized Stokes system are investigated. Here u = (u 1 , u 2 ) is the velocity, π represents the pressure, div F stands for the density of the volume forces and S denotes the extra stress tensor which is prescribed and depends non-linearly on Du, the symmetric part of the velocity gradient, Du := . By ν we denote the outward normal vector and τ stands for any tangent vector to ∂Ω. Here and after, we suppose that [F ν] · τ ≡ 0 on ∂Ω in a the weak sense, meaning that Ω div F · ϕ dx = − Ω F · ∇ϕ dx for all smooth ϕ fulfilling ϕ · ν = 0 on ∂Ω. This implies a natural concept of weak solutions to the above system which is introduced in Definition 1.8 below.
The precise assumptions on the stress tensor S will be given in the framework of general Orlicz growth that allow a wide flexibility of stress laws coming from various experimentally verified physical models (cf. Assumption 1.5 and Remark 1.9). At this point, we just mention that our theory includes the full class of (potentailly degenerate) power law fluids. Namely
for µ 0 ∈ (0, ∞) and p ∈ (1, ∞). The class of power law fluids includes the case p = 2, which provides the classical Newtonian fluids, i.e. the case of constant viscosity. Of particular importance within this class are the shear thinning fluids, i.e. the case of p ∈ (1, 2). This is due to the fact that many materials of interest (most prominently blood) inherit shear thinning properties; but also shear thickening fluids do appear in real world applications and are commonly modeled via exponents p ∈ (2, ∞)
.
The boundary conditions we analyze are the so-called perfect slip boundary conditions. These boundary condition prescribe the idialized situation when the liquid is not breaked down by any friction on the boundary. Even so it is an ideal situation it is known to be usefull in many applications. Unlike standard Neuman boundary conditions S(Du)ν ≡ 0, it satisfies the well accepted hypothesis that the physical domain is impermeable, which is exactly satisfied if u·ν ≡ 0 on the boundary. The perfect slip (complete slip) boundary condition as a particular case of the Navier slip boundary condition and have as such rather recently been proven physically relevant.
In particular they turned out to be usefull for the justification of certain attemts to model friction driven boundaries and shape optimisation; see [5, 6, 17] and references therein.
The aim of the paper is to show global regularity results in oscillation spaces. We introduce the matter with a brief historical review. Estimates in oscillation spaces for elliptic systems (namely the Laplacian) are very well known and lead back to the fundamental Schauder theory. Schauder could prove that provided the boundary of the domain and the right hand side are Hölder continuous, then the solutions to the elliptic equation are in the respective optimal Hölder continiuty class. Later, the regularity theory was extended by Calderón and Zygmund to Lebesgue spaces. Namely they showed, that if the right hand side is in a Lebesgue space, so is its convolution with a singular kernel. Since linear elliptic operators can be described via singular kernels in the whole space the theory of Schauder was extended to Lebesgue spaces. However, elliptic operators are not continuous in the border line space L ∞ , as is demonstrated by straight forward counterexamples. The gap between Lebesque spaces and Hölder spaces can on;y be closed by finding the correct substitute of the L ∞ space: The space of bounded mean oscillations, BMO. By many authors (most prominent by Ladyzhenskaja and Solonikov) the so called Calderon-Zygmund theory and Schauder theory was made accessible to the stationary and instationary Stokes system, in global and local form. However, up to the authors knowledge slip boundary conditions where only studied under strong assumptions on the regularity of the boundary. This is the point to mention that the regularity theory for Stokes equations was and is essential for many investigation concerning Navier Stokes equations, including various issues from the existence, uniqueness and stability theory, as well as numerical results. For instance the proof of a unique smooth solution for the instationary Navier Stokes equation in two space dimensions depends hugely on a refined higher integrability theory for Stokes equations.
Only recently regularity results for non Newtonian fluids, namely nonlinear forms of the stress tensor S(Du), where investigated. This is due to the fact that the respective regularity theory for non-linear elliptic operators, (known as the non-linear Calderón-Zygmund theory) was either missing or not accessible to fluid mechanics. However, parts of the non-linear Calderón-Zygmund theory, namely higher integrability results developed in [18, 9] could be transferred to power law fluids and some generalisations in two and three space dimensions [11] . In the planar case more regularity results are known [19, 20] . The latest novelty which is the starting point of the present work are local estimates in oscillation spaces in two space dimension [13] where a local Schauder theory, as well as estimates in more oscillation spaces including the space of bounded mean oscillation (BMO) were derived. The objective of the present paper is to show the respective global estimates for perfect slip boundary conditions. This includes estimates in Hölder spaces, as well as in the borderline space of bounded mean oscillations.
It is demonstrated by many examples that the regularity around boundary points are not only depending on given force terms but also on the regularity of the boundary. The main effort of the results demonstrated in this paper was to derive regularity results that assume to some extend minimal regularity on the boundary in order to achieve stability properties in oscillation spaces (see Remark 1.4 for explanations).
To illustrate the potential of our techniques we introduce the following theorem. For more general results and precise assumptions, please see the next subsection. Theorem 1.1. Let p ∈ (1, ∞) and S be prescribed by any form in (1.3). Let β ∈ (0, β 0 ), where β 0 depends on p alone.
1 Let ∂Ω ∈ C 2,β and F ∈ C β(p−1) (Ω), such that [F ν] · τ ≡ 0 on ∂Ω. Then any weak solution u ∈ W 1,p (Ω) to (1.1)-(1.2) satisfies that ∇u ∈ Cβ(Ω), withβ = min {β, β(p − 1)}. Moreover, u · ν ≡ 0 ≡ [S(Du)ν] · τ on ∂Ω and ∇u
where the constant c depends on β − β 0 , p and the C 2,β − property of ∂Ω.
Up to our knowledge the assumptions on the data are the smallest ones for non Newtonian fluids to provide Hölder continuity for gradients of solutions.
We do have some reason to believe, that the assumptions on the boundary regularity might be optimal even in comparison with the theory to Newtonian fluids that are covered by fixing p = 2. In short, the perfect slip boundary condition, in particular the fact that u · ν ≡ 0 on ∂Ω implies that the change of curvature has an impact on the motion and hence the regularity of the fluid. Please see Remark 1.4 for a more detailed discussion.
The global regularity results contained in this paper are all consequences of local scaling invariant estimates around boundary points which might be of independent interest for further applications. See Theorem 1.15 and Theorem 1.14. A byproduct with the potential of independent applicability, we derive reverse Hölder inequalities and comparison estimates around boundary points of first order (see Section 3 and Section 4).
One important reason to study regularity estimates for the stationary Stoke's system are its implication for the (instationary) Navier Stokes models for non Newtonian fluids. Some applications including unsteady
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regimes can be transfered from [13, Section 4, 5] . Since we believe that the weakness of the assumption on the boundary is also new for Newtonian fluids, namely the case of the steady Navier Stokes equations
we include the following two corollary which collect some regularity results that can be deduced from our results.
The next corollary gives an outlook for the optimal boundary regularity to imply BMO estimates.
(Ω) to (1.4) satisfy that ∇u ∈ BMO(Ω) and π ∈ BMO(Ω). [1, 2, 4] ). We believe, however, that this difference is natural to appear in the context of NavierSlip boundary conditions and in particular perfect slip boundary conditions. The mathematical reason is that in these cases the space of test functions is sensible to the curvature of the boundary by the condition that u · ν ≡ 0. A more clear insight can be seen by looking at the particular freezing techniques that are common in all Schauder theory. As in [16] and in the other given references, the perturbation is done via the use of a flattening argument to derive the regularity estimates. In the proof given in this paper the dependence of the curvature appears exactly once we correct the property u · ν ≡ 0 for the flattened system. Certainly, this second order correction is not necessary in case of Dirichlet or Neuman boundary condition. This is in striking coherence with the observation that the Navier slip boundary conditions allows high speed of the fluid along the boundary which in case of a strongly curved boundary imposes a rapid change of direction of the flow. In contrast to no-slip boundary conditions where the fluid is steady at the boundary and no such effect is possible. Just recently, some numerical experiments showed that the velocity increases at certain concavity parts of the boundary in case of perfect slip boundary conditions and stayed unchainged in case of no slip boundary conditions. It was observed in the study of damaged blood vessels. See Section 5 and in particular figures 5.8 and 5.9 in [26] .
Main assumptions
A constitutive relation for S is of the form 5) where µ : [0, ∞) → [0, ∞) prescribes the generalized viscosity. As it is common we suppose that the scalar potential Φ related to the stress tensor S is known and given by physical observations. Our assumptions on the generalized viscosity are as follows:
and the following holds:
and Φ ′′ (s) is almost monotone, i.e. there exists a C > 0 such that for all s
Here we mean by f ∼ g that there are positive constants c and C such that cf ≤ g ≤ Cf . As a consequence of [12] we know that Φ is of type T (p, q, K), meaning that there exists 1 < p ≤ q < ∞ and K > 0 such that
for all s, t ≥ 0. Henceforth the exponents p and q are called the lower and upper index of Φ, respectively. Please observe that in case of power law fluids, Φ(t) = µ 0 t p which is obviously a member of T (p, p, 1). Definition 1.6. We say that the pair
Oscillation estimates for partial differential equations are naturally quantified via Campanato spaces. For the sake of clarity we recall some definitions. The space BMO(Ω) consists of L 1 (Ω) functions whose BMO seminorm, defined as
is finite. Here and after we use the notation g E := − E g dx =
1
|E| E g dx for a measurable set E, s.t. |E| ∈ (0, ∞). Furthermore, Q is always a cube with sides parallel to the axis; Q x,R a cube with sides parallel to the axis, with center x and side length R.
The natural refinement of BMO can be achieved by adding some weight depending on the radius of the cube. For that let ω : (0, ∞) → (0, ∞) be the sp called weight function. Then functions in L 1 (Ω) with finite BMO ω (Ω) seminorm form the BMO ω (Ω) space; here
Please observe that in case ω(r) = r α we regain the classical Campanato spaces; where we wish to recall that it was shown in [7] that BMO r α (Ω) ≡ C α (Ω). Since we are interested in global estimates it is part of the regularity theory to show how the boundary values (1.2) are attained. This task is a little delicate as continuous functions are not dense in the space of BMO and thus the weak understanding of (1.2) is insufficient. Hence, we need to understand the attainment of the boundary value in another sense. If the function F is continuous we should regain [F ν] · τ = 0 in a pointwise manner. Below we provide a condition which generalizes (1.2) to the BMO situation. See Subsection 2.2 where more motivation for the space is given.
Here and in the following, we will always assume that ∂Ω ∈ C 1,1 uniformly. This implies that there is an r Ω ∈ (0, ∞), such that for every x ∈ ∂Ω we can describe ∂Ω ∩ Q x,rΩ ⊂ {x + sτ (x) − g(s)ν(x) : s ∈ (−r, r)} and Ω ∩ Ω ∩ Q x,rΩ ⊂ {x + sτ (x) − ag(s)ν(x) : s ∈ (−r, r), a > 1} . Hereinafter, τ (x) is assumed to be a tangential direction at x ∈ ∂Ω and ν(x) its outer normal.
The respective seminorm is
Analogously, we define weighted oscillation spaces. For any non-decreasing function ω : (0, ∞) → (0, ∞) we define
Concerning the weight ω we have the following restrictions. 3 Please see the next section for the precise definition of W
We will show theorems for both cases, the case when Φ ′′ is almost decreasing and the case when Φ ′′ is almost increasing. Although our techniques are mostly uniform with respect to the growth of Φ ′′ by dividing the two cases, we were able to show regularity up to the borderline of the assumed boundary regularity of the domain Ω. Remark 1.9. Note that Assumption 1.5 allows us to capture some of the well known representatives of the constitutive relation (1.5), e.g. all power-law models (1.3), but also some other models of fluid mechanics such as the Carreau type fluids. We will show theorems for both cases, the case when Φ ′′ is almost decreasing and the case when Φ ′′ is almost increasing. Both cases are physically relevant. However, the case of fluid whose viscosity increases with the shear rate, namely Φ ′′ almost decreasing is significantly more important. This is due to the fact that shear thinning fluids reflect pseudoplastic behavior. Examples are ketchup, nail polish, blood, but also industrial products like modern paints. For a physical background we refer to [23] , [24] and references therein.
Main results
Our main theorems on shear thinning fluids are the following two stability results. domain and F ∈ BMO(Ω). Let u be a weak solution of (1.1)-(1.2), then
The constant depends on the shape of the boundary and the assumptions on Φ, only.
Theorem 1.11. Let Assumption 1.5 hold and p, q be the lower and upper index of Φ introduced in (1.7), such that Φ ′′ is almost decreasing and let the weight function ω satisfy Assumption 1.8. Then the following holds: If
The constant only depends on the shape of the boundary, β 0 − β the assumptions on Φ and c 0 .
Observe, that in the shear thinning case estimates for the full gradient ∇u are only possible in case ω satisfies the Dini condition:
The respective estimates follow from Proposition 5.5.
Our main results in the shear thickening case are the following:
domain and F ∈ BMO(Ω). Let (u, π) be a weak solution of (1.1)-(1.2), then
The constant depends on the shape of the boundary and the assumptions of Φ only. Theorem 1.13. Let Assumption 1.5 hold and p, q be the lower and upper index of Φ introduced in (1.7), such that Φ ′′ is almost increasing and let the weight function ω satisfy Assumption 1.8. Then the following holds:
The constant only depends on the shape of the boundary, β 0 − β and c 0 . In case ω satisfies (1.10), we find additionally that
We also provide local estimates around boundary points.
Theorem 1.14. Let Assumption 1.5 hold and p, q be the lower and upper index of Φ introduced in (1.7), such that Φ ′′ is almost decreasing and let the weight function ω satisfy Assumption 1.8. Then for every cube Q ⊂ R 2 with side length R the following holds:
the constant only depends on the shape of the boundary, β 0 − β the assumptions on Φ and c 0 . In the BMO case of ω ≡ 1, the assumption on the boundary can be weakened to ∂Ω ∩ Q ∈ C 1,1 .
Theorem 1.15. Let Assumption 1.5 hold and p, q be the lower and upper index of Φ introduced in (1.7), such that Φ ′′ is almost increasing and let the weight function ω satisfy Assumption 1.8. Then for every cube Q ⊂ R 2 with side length R the following holds: If ∂Ω ∩ Q ∈ C 2,ω , F ∈ BMO ω q−1 (Ω) and (u, π) is a weak solution of
the constant only depends on the shape of the boundary, β 0 − β the assumptions on Φ and c 0 . In the BMO case of ω ≡ 1, the assumption on the boundary can be weakened to ∂Ω ∩ Q ∈ C 1,1 . In case ω satisfies (1.10), we find 
for x ∈ ∂Ω by the properties of BMO(Ω). But, remarkably even in the weakest case, the case of bounded mean oscillations, we find that [S(Du)ν] · τ is bounded at the boundary and by the Sobolev embedding that u · ν ≡ 0 along the boundary. 
Technical novelties
The first BMO result for degenerate elliptic equations was published in [9] by E. DiBenedetto and J. Manfredi for the p-Laplace system for the case p > 2. L. Diening, P. Kaplický and S. Schwarzacher extended in [12] this result to all p ∈ (1, ∞) and to more general Orlicz growth satisfying Assumption 1.5. BMO estimates up to the boundary for the homogeneous Dirichlet boundary conditions are in preperation [2] . Otherwise, up to the authors knowledge the contribution presented in this paper seems to be the first global BMO -stability results in the framework of degenerated PDE's. Even in the case p = 2 global BMO results for slip boundary conditions seem to be missing. We intend that the presented techniques here will be the starting point for future research.
In particular for related results with different boundary conditions. The techniques may be regarded as a local to global technique. The big technical advantage of perfect slip boundary conditions is the possibility that solutions in a half space can be reflected to a whole space solution. This allows to use flattening techniques. Hence estimates around boundary points are possible by applying the local estimates avaliable due to [12] . The main technical effort of the present paper is twofold:
1. To transfer locally the system around a boundary point to a system on a cube, such that the boundary data equals the perfect slip boundary condition on one side of the cube.
2. To estimate the error and perturbation terms coming from the bending of the boundary, the change of boundary data, the change of the divergence (pressure) as well as the deficit between the symmetric and the full gradient.
At this point we would like to emphasize that the perfect slip boundary conditions for the Stokes system are very sensitive to perturbations. Indeed, there are many more sources of potential error terms as for instance in the case of elliptic system, where the problem can be reduced to a perturbation of coefficients. In particular to ensure the implementability constrain (u · ν = 0 one needs a second order correction. The flattening introduced in this paper is inspired by the flattening in [22] . However, we introduced some novel refinements in order to be able to have optimal control on the lower order error terms with in oscillation form. Our estimates are direct. By this we mean that the approach here neither needs an approximation procedure nor the necessity to show preliminary higher regularity for the solution u. Indeed, the main technical highlight of this paper is due to the fact that in comparison to the approach of [22] the assumption on the boundary regularity in this paper is weaker, even so the regularity that is shown in this paper is of higher order then the integrability results in [22] .
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The next natural step of this paper would be to use the flattening and the respective estimates of the error terms to show higher integrability results for weaker, possibly optimal assumptions on the boundary regularity. This is in particular interesting, since the optimal regularity assumptions for perfect slip or Navier slip boundary conditions are not known even for the classical Stokes system. See Remark 1.4 for a more detailed discussion on that matter.
The estimates of the error terms are developed via a careful combination of newly developed oscillations estimates in combination with Caccioppoli type inequalities. The estimates are partially in connection with observations that where developed in [8, 3] . As a side product we derive local estimates around boundary points of first and second order reverse Hölder inequalities, with respective error terms in natural (scaling invariant) form.
Our local regularity estimates and the reverse Hölder inequalities in particular have the potential to be useful in the future for the theory and numerics for non-linear Stokes or Navier Stokes equation.
A precise notation, basic facts and auxiliary lemmas are provided in the next section. Section 3.1 is devoted to the reverse Hölder inequality. This section builds the core of the paper since the flattening and its various error terms are introduced. In Section 4 we introduce a decay estimate for the system that is achieved by comparison methods. Finally, proofs of the main theorems can be found in Section 5, here we first show local estimates around boundary points for shear thickening and then shear thinning fluids. The section is concluded by deriving from the local estimates the related global estimates.
Preliminaries
Unless stated otherwise, Q ⊂ R 2 is reserved for a cube with sides parallel to axis. For a real number r > 0 we define a cube rQ as r−multiple of Q, i.e.
For the average integral we use the notation
For a general G : Ω → R 2×2 and for a function ω : (0, ∞) → (0, ∞) we define
whenever Q ⊂ Ω and
whenever Q is a cube centered at a point x ∈ ∂Ω.
Orlicz functions
A real function Φ : 
The complementary function of Φ is defined as
We collect a few more technical properties that are shown in [12, p. 4-5] . If Φ is of type
* is again an N-function and for all δ > 0 and all s, t ≥ 0, there holds so called Young's inequality
We introduce so called shifted N-function Φ a is for a ≥ 0 defined by
This basically states that
uniformly in a, see [10, Appendix] . Let ϕ satisfy Assumption 1.5, then we find by [10, Lemma 3 & 21 & 26] 
and
where V is defined as in [10] . The family of shifted functions has many uniform properties. We will need the following lemmata.
, for p := min {p, 2} and q := max {q, 2}.
Lemma 2.2 (Lemma 2.5 [12] ). For every ε ∈ (0, 1], it holds
for all P, Q ∈ R 2×2 and all t ≥ 0.
For a measurable function f we can define the gauge norm as
The Orlicz space L Φ (Ω) is defined as the set {f : f Φ,Ω < ∞}. We also define
The above spaces endowed with natural norms are by our assumption reflexive and separable Banach spaces. For more details concerning Orlicz spaces see for example [25] .
The space of bounded mean oscillation at the boundary
We define
Moreover, we define ∂Q
Since the estimates we derive are invariant under translation we will often omit the center of the half cube; indeed within this paper we will mainly assume with no loss of generality that y = 0. Additionally we omit the radius, if it is not of particular importance and just use the notation Q + for any half cube, with sides parallel to the axes. Very often we will use to the following inequality, which we will refer to as best constant property.
Φ (E) and c ∈ R, we find by Jensen's inequality that
Hereinafter, DiagM is the projection of a matrix to its diagonal. I.e.
We look at local solutions of
Due to the perfect slip boundary conditions solutions can be reflected and hence become local solutions even at boundary points via
with right hand sidẽ
To be able to extend the local theory, one needs that the reflected right hand side is actually in BMO or more general BMO ω . For this let 0 be a boundary point. Observe first, that in case of function f : B r (0) → R that is odd with respect to the second variable, we find that f Br (0) = 0 and hence:
In case of a function that is even, with respect to the second variable reflection the situation is different. Here
Due to the particular reflection the natural substitute space for BMO regularity is the following.
This space is a normed space, with norm
It follows, from the above that ifF ∈ BMO(Q) then F ∈ BMO(Q + ). Actually, also the reverse implication is true. To see this we let
, since all other cases are immediate. In the remaining case, we use the fact, that there is an a ′ ∈ R and an s ∈ [r, 2r], such that
Moreover, by the best constant property, we find by (2.4), (2.5), that
Adding a weight depending on the radius does not change the above arguments. Therefore we may collect the above calculations in the following lemma:
The following are equivalent:
Moreover, the respective seminorms are equivalent.
Using [12, Lemma 6.1] and the above lemma we find the following estimate of John Nirenberg type
here the constant just depends on the ∆ 2 condition of Φ. Although · BMOω is just a seminorm, it takes into account some boundary values.
Lemma 2.4. The seminorm · BMO ω is a norm in the space BMO ω \ I where I is the identity matrix.
Proof. Let F ∈ BMO ω be defined as F = f g g h where f, g, h are scalar functions. We show that
is controlled by the BMO ω seminorm. Let x ∈ ∂Ω be such that ν x = (0, 1) and τ x = (1, 0). Then
where R is such that Q x,R ⊃ Ω. Further, the control of Ω |f − (f ) Ω |dx follows immediately from the definition of the BMO ω (Ω) space. In order to deduce a bound of the last missing term, we take a point x ∈ ∂Ω such that
Remark 2.5. In fact, we can subtract cI, c ∈ R from F and the system (1.1)-(1.2) remains unchanged. Therefore, we assume throughout this paper that F is any representative which satisfies
This is possible due to Lemma 2.4. Remark 2.6. As u has to satisfy the constraint div u = 0, the BMO seminorm of Du controls also the L 1 norm of Du. This can be showed easily using the same normal and tangent vector as in the proof of Lemma 2.4.
Campanato chains
In this subsection we introduce, properties of mean oscillations. In explicit we will introduce a telescope sum, which we shall call a Campanato chain. The name is given due to the fact, that the techniques are closely related to the seminal observation of Campanato, that, indeed BMO r α (Q) ≡ C α (Q), see [7] . Please observe the following basic calculations
By m iterations of the previous we find
Note also, that the best constant property implies
And therefore,
Obviously, the very same holds for cubes or half cubes. We will now provide some technical lemmas that will be used later in the proofs.
Proof. We use the above to find that
this implies the result,
The previous result is partially related to [8, Lemma 2.2].
Lemma 2.8. For f ∈ W 1,q (Q + ), and δ > 0, there exists a k δ ∈ N and c δ > 0, such that
Proof. First we may set R = 1, since otherwise the result follows by scaling f (x) ≡ f (Rx). By the previous lemma and Poincaré's inequality one finds
Now for every δ > 0, there exists a k δ , such that
Hence, there is a c δ such that we find
We conclude the section by proving the following lemma, that will be used in th shear thickening case of non-decreasing Φ ′′ . The following is a modification of [3, Lemma A.2] .
Proof. We find by (2.7) that
The assumption implies the result, by absorption.
Korn and Poincaré type inequalities
Lemma 2.10. There exists a c > 0 such that
Proof. Let there be no c > 0 fulfilling (2.10). It means that there exists a sequence f n such that
and simultaneously
Since {f n } is equibounded in W 1,Φ (Ω) due to Poincaré inequality, we get f n ⇀ f for some f in W 1,Φ (Ω). As
. We deduce from (2.12) that Df = 0. Consequently, there exists A ∈ R 2×2 skew symmetric and b ∈ R 2 such that f (x) = A(x) + b. The conditions imposed on f yield A = 0 and b = 0 which implies f = 0. We also have 
with c > 0 independent of f and R.
Proof. We use the Jensen inequality to deduce
(2.14)
for any θ 0 such that Φ θ is still an N −function. According to [10, Theorem 7] there exists θ 0 such that
By combining (2.15) and (2.14) we get 3 Reverse Hölder inequalities at the boundary
Flattening
We suppose that the boundary is locally described by a graph of a h(x 1 ) ), x 1 ∈ (−γ, γ)} on some neighborhood of 0 ∈ ∂Ω. Since the system is translation and rotation invariant, we may moreover suppose h ′ (0) = 0. Recall, the definition
We define T :
As an immediate consequence of the construction we get the tangential and outer normal vector via
We define n = (0, −1) which is indeed a unit outer normal vector on ∂Q 
It follows immediately that
, and we infer div y G = div x G c .
Transformation
Let u be a local weak solution to (1.1-1.2) on Ω + R . In explicit we will assume in the following that
for every ϕ ∈ W 1,Φ (Ω) with div ϕ = 0, ϕ · ν = 0 on ∂Ω + R and ϕ = 0 on ∂Ω + R . Let Q be an arbitrary cube whose center is in ∂Q + R . In accordance with the previous subsection we define
) .
Since det ∇T = 1, we have u
As u Q and u satisfy (3.1) with G = u, G c = u Q and c = u 1 T (Q + ) , it follows that
where for g ∈ L 1 (Q + R , R 2 ) we define
Further, for ϕ ∈ W 1,Φ (Ω) with div ϕ = 0, ϕ · ν = 0 and ϕ = 0 on ∂Ω + R , we define
By the above, this implies that ϕ ∈ W 1,Φ (Q + ), div xφ = 0, ϕ · n = 0 on ∂Q + andφ = 0 on ∂Q + . Moreover, we define F (x) = F (T (x)).
Hence we may rewrite (3.2) as
where
The definitions of u and u Q yield
We use a convention ∇v = ∇v 1 ∇v 2 for any vector-valued function v.
A Caccioppoli inequality
The main difficulty is to derive a reverse Hölder inequality up to the boundary. For this we wish to use the above Sobolev-Poincaré inequality. To be able to do this we will introduce a corrector function g :
Please observe that
satisfies the conditions of Lemma 2.10 and Lemma 2.12.
This correcter will be used to state the following technical Caccioppoli inequality. It is the main technical step towards the reverse Hölder inequality, Proposition 3.2 we aim for.
Lemma 3.1. For every δ ∈ (0, 1) there exist a constant c > 0 depending only on the characteristics of Φ and the Lipschitz constant of h ′ such that for ρ ∈ (0, γ] and Q + with diam Q + ≤ ρ and for every P, F 0 ∈ R 2×2 sym ,
Here z is a linear function such that Dz = P , z 2 = 0 on ∂Q + and − Q + s
Proof. The definitions of g and z imply div g = 0, − Q
where η is a smooth function fulfilling χ Qr ≤ η ≤ χ Qs with ∇η ≤ c (s−r) . We consider a function w which is a Bogovski correction, i.e. div w = div ψ, w| ∂Q + s = 0.
We have div ψ = ∇η(u Q − z − g) + η Tr(P ).
and, due to [14, Theorem 6.6]
5 Hereinafter, we write simply
We use ϕ := ψ − w as a test function in (3.3) to get
By (2.2), we find
It follows by (2.1), that
We analogously find that I 5 ≤ c(i) + c(iv), and I 6 ≤ c(i) + c(v).
The term I 7 is estimated as follows
and, similarly,
We estimate further
With the help of Young's inequality and (3.6) we deduce
where we used that
for some θ 0 < 1. To estimate I 2 we divide it into two inequalities. First of all, Korn inequality implies:
Second, the shift change and Lemma 2.2 yield
Thus, by the above estimates on |H −1 ∇φH|, we find that
Collecting all the estimates above we get
The next goal is to estimate E,φ . We will estimate all terms independently. Using the particular form of H ϕ and Remark 2.13 we derive
It holds
Here we choose δ 0 such that Φ |P | (ρt) ≤ δΦ |P | (t) for every t > 0. Thus
Using the previous arguments we find that
In exactly the same argument but by including a δ once Young's inequality is applied, we find that
Here we emphasize that there is a second restriction of δ 0 as ρ should be such small that C δ ρ p ≤ C δ δ 0 ≤ δ where p is from (1.7) and C δ comes from the Young inequality.
Due to the fact that by (2.3) we have |S(A) − S(B)| ≤ cΦ ′ |A| (|A − B|) we may deduce, using the shift change, Poincaré and Korn's inequality, that
The term containing Φ |P | (ρ|Dφ|) can be handled as in previous case. Further, as
, we may use Poincaré inequality (Lemma 2.12) to deduce
Again by (2.3) and also [22, Lemma 2.5] we have that
Next, by the Young inequality we find
This implies, collecting the above and using the previous estimates on H∇ϕH and H u Q , that
Next observe, that there are constants c 0 , c 1 , c 2 , such that
and that by (2.2),(1.7) and Lemma 2.2 we have
Next we estimate by (2.10)
Combining these two arguments with (3.7) and (3.9) yields the result.
The next aim is to gain a reverse Hölder inequality of the following type.
Proposition 3.2. There exist constant c, δ 0 > 0 just depending on the characteristics of Φ and the Lipschitz constant of h ′ , such that for ρ ≤ δ 0 , Q + with diam Q + ≤ ρ and for every P,
Proof. Let r, s be as in the previous lemma. Lemma 2.12 and Lemma 2.1 imply
This also implies that for any θ ∈ (0, θ 0 ) and any δ > 0 there exists c > 0 and a ∈ (1, ∞), such that
Indeed, we verify it in the following calculation where we use f := Φ |P | (|Du Q − P − Dg|) for the sake of lucidity. By Lemma 2.12, (1.7) and Hölder and Young inequalities we deduce that
where a = pθ0 θ 1−θ 1−θ0 > 1. This calculation can be used to find that (3.5) implies, that for every θ ∈ (0, 1), and every δ ∈ (0, 1) there exists, c, a ∈ [1, ∞), such that
Next, by (2.2), Lemma 2.1, Lemma 2.2 we find recalling (3.4) that
Hence by (2.2), the Poincaré inequality and (3.8) we find that for conveniently small δ 0
Using an interpolation trick (see [15, Lemma 6 .1]) we deduce using that
holds for arbitrary θ > 0. By (2.2), we find that
Thus we may apply [12, Proof of Corollary 3.4 and Lemma A.1] in order to deduce the proposition.
One direct application of the above is the following corollary.
Corollary 3.3. There exists a constant c > 0 depending only on the characteristics of Φ and the Lipschitz constant of h ′ , such that for ρ ∈ (0, δ 0 ], we find
Proof. We start applying Proposition 3.2 for P = 0. The result follows then by (3.8) (which allows to estimate ∇u, by Du).
Comparison
The second main ingredient for the non-linear Calderon Zygmund theory is the comparison of the given solution by a specially constructed comparison function which is known to have better regularity. We begin by constructing what we will later need as comparison. First, we define the following reflection for a general function w : Q + → R 2 :
and divw = 0. We consider the system
The solution to such a system exists due to the standard theory of monotone operators. We define v ′ as
of which we will prove that it is a solution to (4.1), as well. Indeed, the boundary condition as well as as the divergence free constraint follow from the very definition of v ′ by simple calculations. Furthermore, for ϕ ∈ C ∞ 0,div (Q) arbitrary we define
we find that ϕ ′ ∈ C 0,1 0,div (Q) and
the same is true also for v ′ . Thus, using that ϕ − ϕ ′ ∈ C 0,1 (Q \ Q + ) we find by (1.6)
Hence it follows due to uniqueness that v ≡ v ′ . The symmetry of v ′ implies that
The following regularity theorem for perfect slip boundary conditions on the half space now follows immediately from the local regularity [13, Theorem 3.8] and the symmetry.
Theorem 4.1. Let Φ hold Assumption 1.5. There exists C, γ > 0 depending only on the characteristics of Φ such that every solution v of (4.1) satisfies
for every λ ∈ (0, 1].
Next, we introduce a comparison estimate. Let Q be a cube centered at 0. Let u ′ = u Q − g where g is defined in Lemma 3.1. It follows that u ′ 2 = 0 on ∂Q + and div u ′ = 0. Let v be the solution to (4.1) fulfilling v = u ′ on ∂Q + . It follows from (4.2) that v satisfies the perfect slip boundary conditions on ∂Q + .
Proposition 4.2.
There exist constants c > 0 depending only on the characteristics of Φ and the Lipschitz constant of h ′ such that for ρ ∈ (0, r Ω ] and Q + with diam Q + ≤ ρ we find that for every P, F 0 ∈ R 2×2 sym ,
Proof. We set
Using this ϕ as a test function in (4.1) we immediately obtain
Now we use this ϕ as a test function in (3.3) and in (4.1) in order to get
We compute by the Young inequality, Lemma 2.2
where F 0 is treated as in Lemma 3.1. Young's inequality implies
By Young's inequality, Lemma 2.2 and (3.10) as well as (3.11) and Poincaré, we find that
Analogously to the proof of Lemma 3.1 and Proposition 3.2 we deduce (using in particular, that we may apply Korn's inequality on ϕ) that
Using the fact, that again by Lemma 2.2 and (2.2) we have
we may absorb and find by the definition of u ′ and the estimates of u Q and g that
The proposition now is a consequence of Proposition 3.2 and Corollary 3.1.
The following corollary will be needed in case Φ is quasi monotonically increasing.
Corollary 4.3. Let Φ ′′ be quasi monotonically increasing. There exists a constant c > 0 just depending on the characteristics of Φ and the Lipschitz constant of h ′ , such that for ρ ∈ (0, r Ω ] and Q + with diam Q + ≤ ρ and P, F 0 ∈ R 2×2 sym , P 12 = P 21 = 0
Proof. The result follows immediately by Proposition 4.2 and (2.2), since by our assumption (Φ * ) ′′ is almost decreasing.
Oscillation estimates

Transformation and rescaling
Lemma 5.1. Let the assumption on the boundary be satisfied, for
Proof. We show the first inequality. Let us hence assume, that F ∈ BMO ω (Ω R ). In the following we fix x to be in Ω R . Since solutions are rotation and translation invariant we may suppose with no loss of generality that 0 ∈ ∂Ω is the nearest point to x from the boundary and that ν 0 = (0, −1). Let Q ⊂ Q R be a cube centered at T −1 (x) with sides parallel to the axes. Then we define
We take F = F •T . First of all, since T is area preserving we find that it is enough to estimate the oscillations on the cubes Q k . Indeed, this follows by the fact that
Hence for any Q ∩ Ω ⊂ Ω R centered at 0, we find a Q k ⊃ Q ∩ Ω, such that |Q k | ∼ |Q ∩ Ω| and hence by the best constant property
and since by the properties of ω and the best constant property we find in case 2
and analogous in case 2
we concludes the estimate on the first part of the seminorm. For the second part, we use the fact
−mQ+ . Using (2.8), we find since we assumed that ω(r) ≥ cr σ , for σ < β, that
This concludes the estimate of the second part of the seminorm, by transposition. The second inequality follows analogously.
In the remaining part of the section we assume that Assumption 1.5 and Assumption 1.8 are satisfied for A, Φ and ω. In view of the lemma above and Lemma 2.3 it is sufficient to measure the diagonal oscillations. Hence, we will estimate the diagonal oscillations of a boundary point of which we suppose with no loss of generality that it is zero, 0 ∈ ∂Ω and that ν 0 = (0, −1). Please observe that we may assume that r Ω = 1, by introducing u = u(rΩ·) rΩ , which satisfies a respectively scaled PDE on 1 rΩ Ω. Hence we find coordinates x = 0 ∈ ∂Ω, such that the boundary is described by h :
Moreover we may assume again with no loss of generality, that ω(1) = 1 and that ω is decreasing, since otherwise the result follows by redefining ω(s) ≡
. We first aim to show the local estimates on the boundary. Furthermore, as the interior regularity has been already proven in [13] , the estimates of mean oscillation over cubes Q ⊂ 2Q ⊂ Ω are done. For Q ⊂ 2Q ⊂ Ω we may use the fact that there exists Q x centered at ∂Ω such that Q ⊂ Q x and its volume is proportional to Q. In the second case, we take into account oscillation over Q x ∩ Ω which are larger than oscillation over Q. Thus, in view of Lemma 5.1, it is enough to prove estimates for u over cubes centered at the boundary and we define
5.2
The shear thickening case, Φ ′′ non-decreasing.
The core of the proof is the following lemma.
Lemma 5.2. With the assumptions above we find that for m ∈ N, there is a c, such that for every k ≥ m + 2,
Proof. We use the comparison function v, which is defined via (4.1) on Q + i for i = k − m, with m fixed above. We begin using the best constant property, Jensen's inequality Theorem 4.1 and Corollary 4.3 to find
On the left hand side we apply Korn's inequality [14] [Theorem 6.13] (on the reflected function), to find that
By applying the best constant property and Jensen's inequality on the left hand side and Proposition 3.2 on the right hand side we hence find
Obsereve that by (2.8)
Second, using the fact that Φ ′′ is increasing, (1.9), the assumption on h and (2.2) we get that
This implies using (2.2) again that
, (vii)} we find the result by taking Φ −1 on both sides. Indeed it follows by using the fact that Φ ′′ is non-decreasing on the left hand side and the property that
on the right hand side. Hence we assume in the following that max {(i), (iii)} = max {(i), (ii), (iii), (iv), (v), (vi), (vii)} We distinguish two cases. Let us first assume, that
In this case we can use the fact, that for δ 0 ∈ (0, 1)
Then choosing δ 0 = 2 −mγ implies
Which concludes the first case Next let us consider the second case, namely
In this case we make use of Lemma 2.9, which implies
Hence we find that
which implies using again the properties
This concludes the proof.
Proof of Theorem 1.15. The previous lemma, Lemma 2.1, Lemma 2.2 and (1.9), imply that
Now first we fix m, such that c2(8m + 1)
. We use (2.8), to find
We estimate further using (2.9), for δ = 1 4 and k δ =: k 0 . Then we find by the best constant property that
We eventually enlarge k 0 , such that ck 0 2 k0(β−1) ≤ 1 4 and k 0 ≥ m. Then we find for k ≥ k 0 , that
We take the maximum on both sides over k ∈ {k 0 , ..., N } and absorb this implies
The proof of Theorem 1.15 is completed by letting N → ∞, Lemma 2.3 and Lemma 5.1. The pressure estimate follows by Lemma 5.6 below.
The shear thinning case: Φ ′′ decreasing
This part follows the strategy of [12] . Again we focus on the case, when we have a point on the boundary. We again use Q
is defined at the beginning of the section, with respect to the initial cube Q centered at 0. In view of Lemma 5.1 and Lemma 2.3 Theorem 1.14 will be a direct consequence of the following proposition and Lemma 5.6 below. where the constant depends on the characteristics of Φ and the Lipschitz constant of h ′ only.
Proof. By (2.7) and Poincaré, we find that This implies by Jensen's inequality
Hence by (2.7), and by chossing m, such that
q ′ , we find that . Now the claim follows by taking the supremum over k ∈ {1, ..., N }, by absorbing and letting N → ∞.
In general, the properties of S(Du) can only be partially transferred to ∇u. The following proposition gives a condition on where u is Lipschitz continuous. It is the so called Dini condition on the modulus of continuity. It is a known sharp condition such that BMO ω (Ω) ⊂ L ∞ (Ω). It is also known to be a sharp condition in order to have Lipschitz continuous solutions to elliptic PDE, see [3, Example 5.5].
Proposition 5.5. Let the assumption of Proposition 5.3 hold and additionally ω satisfies the Dini-condition (1.10), then ∇u ∈ C ψ (Ω). Moreover, ∇u ∈ BMO ω (Ω).
Proof. Since ω satisfies the Dini condition, we find that S(Du), Du ∈ L ∞ (Ω). We fix, for any given Q the matrix P , such that S(P ) = S(Du)) Q∩Ω . Then (2.2) implies This implies ∇u ∈ BMO ω (Ω), which by the Dini condition implies that ∇u is bounded and continuous with modulus of continuity ψ.
Proof of the main results
Before proving the main results we need he following observation. If u, π satisfy (1.1) and (1.2), then we find that π, ∆ψ = F − S(Du), ∇ 2 ψ for all ψ ∈ C ∞ (Ω), ∂ ν ψ = 0 on ∂Ω This allows to transfer the global regularity of Du to π by the theory for Poisson problems.
Since we wish to include local estimates we introduce the following lemma: In case Φ ′′ is increasing we find that if ω satisfies the Dini condition (1.10), F ∈ BMO ω (Ω Proof. The first assertion follows by [13, Subsection 3.4] . The method there is applicable without any substantial changes. To proof the second assertion, we fix ω(r) = 1, the general case follows by scaling. Firstly, by Proposition 5.5 we find that ∇u ∈ C ψ (Q ∩ Ω), with ψ defined in (1.10). Secondly, (2. 
