Abstract-A
I. INTRODUCTION

T
OMOGRAPHY is an important tool in many industrial sensing applications due to, among other reasons, its noninvasive nature. Tomography systems are usually built by installing a number of individual sensors around a domain of interest and measuring signals which are a function of some integral measurement of a physical property of interest inside the domain [1] . The tomographic image is then reconstructed from measured signals using image reconstruction algorithms.
In general, tomography can be classified into hard-field and soft-field tomography. In hard-field tomography (X-ray CT), the interrogating field is distributed independently from property distribution in direct path from the transmitting to the receiving sensor. In soft-field tomography, the interrogating field is a highly nonlinear function of the (physical) constitutive property (e.g. electric permittivity) distribution of interest. Both elecManuscript received May 3, 2005 ; revised July 13, 2005 . This work was supported by the National Science Foundation under Grant CTS-0207068. The associate editor coordinating the review of this paper and approving it for publication was Dr. Errol EerNisse.
Q trical impedance tomography (EIT) and electrical capacitance tomography (ECT) belong to the soft-field category. Although systems based on hard-field tomography are easier to deal with in terms of image reconstruction, ECT is gaining increased acceptance as a robust tool for industry and laboratory applications due to its fast data acquisition speed, low construction cost, safety, and applicability for a wide range of vessel sizes [4] . Generally, two types of reconstruction techniques can be used for ECT image reconstruction: noniterative and iterative algorithms. Because of the nonlinear relationship between the measured capacitance and the permittivity distribution in ECT, noniterative reconstruction algorithms usually do not give satisfactory results. As a result, iterative techniques are prevalently used in ECT [5] . Iterative algorithms for ECT are based on obtaining an estimate of the unknown permittivity distribution from the capacitance data (inverse problem) and calculating the capacitance based on the estimated permittivity distribution to update the image in the next scheme (forward problem). This process is repeated iteratively until the capacitance error is decreased to a satisfactory value [5] .
Although the forward problem solution plays a crucial role in the quality of the reconstructed image as well as on the speed of reconstruction process, most work on ECT has been focused on improving the inverse problem solution, while relatively little attention has been given to the forward problem. The forward problem is generally dealt with three approaches: 1) linearization techniques [12] ; 2) brute-force numerical methods, such as the finite-element method [8] , the boundary value method [10] , and the finite difference method [11] ; and 3) (pseudo) analytical methods [6] , [7] , [9] . Despite the fact that analytical methods can provide accurate and relatively fast solutions, they are limited to very simple geometries with symmetric permittivity distributions and are not applicable to industrial tomography systems with complex dynamic flows. On the other hand, numerical methods can provide fairly accurate solutions for arbitrary property distributions. However, this accuracy occurs at the expense of excessive computational time and resources. In terms of industrial applications, speed, accuracy, and simplicity are key factors in defining the overall quality of the method used. In this regard, linearization methods provide relatively fast and simple solution. However, they suffer in terms of accuracy due to the nonlinear nature of the electrical tomography.
In this work, we introduce a new approach for solving the nonlinear forward problem in soft tomography systems based on feed-forward neural networks (NNs) with regularization. The measured capacitance data for the network training are organized and filtered in such a way to better reflect the geometry of the sensor and combat the ill-conditioning problem of ECT. The NN forward problem solution method is then implemented in a image reconstruction technique based on iterative linear back projection (ILBP). A comparison with regular ILBP technique is performed. The use of ILBP reconstruction technique is chosen due to its widespread use in ECT.
II. PROBLEM STATEMENT
A. ECT System
An ECT system is generally composed of three different units: 1) the capacitance sensor, 2) the data acquisition and processing hardware, and 3) the computer system for image reconstruction process, control, and display. The sensor, as depicted in Fig. 1 , consists of a number of electrodes placed around the region of interest providing number of independent capacitance measurement used for image reconstruction. The electric field distribution inside the region of interest is a function of permittivity distribution according to Poisson equation (1) where is permittivity distribution, is electrical potential distribution, and is charge distribution. The Poisson equation is a linear partial differential equation in terms of . The nonlinearity of ECT results from the nonlinear dependence between the field distribution (and, hence, the measured capacitance data) and the (unknown) permittivity distribution (solution) . The mutual capacitance between two pair of electrodes, source, and detector is obtained through (2) where represents the mutual capacitance between electrodes and , the potential difference, and is the charge on the sensing electrode which is found by applying Gauss law (3) where is a closed path enclosing the detecting electrode and is a unit vector normal to .
B. Forward Problem in Image Reconstruction Process
The forward problem is the process of determining the output response of an ECT system given the permittivity distribution in the region of interest. The importance of fast forward solutions is manifested when iterative algorithms for image reconstruction are used. In iterative algorithms, the image obtained from reconstruction is updated by minimizing the error between the measured capacitance data and the forward solution for a predicted permittivity distribution. This process is repeated iteratively until a predefined criteria is met, so multiple forward solutions become necessary.
Obtaining explicit forward solutions from (1)-(3) via brute-force numerical techniques is a time-consuming task, and, hence, alternative techniques must be explored. The most common method used to solve the forward problem in image reconstruction process is linear forward projection (LFP) [12] . The LFP method is based on the sensitivity model. The sensitivity model is an implementation of the superposition theorem, in which the forward solution is obtained as a linear sum of capacitance measurements from perturbations in permittivity distribution. Based on this model, the mutual capacitance as a function of permittivity distribution can be written as (4) where is the capacitance vector, is the sensitivity matrix, and is an image vector representing the permittivity distribution. This technique suffers in a smoothing effect and lack of accuracy due to the linearization of an inherently nonlinear problem of electrical tomography.
The overall performance of the proposed forward problem solution is better appreciated when fully integrated in image reconstruction algorithms. In this regard, both NNs and LFPs were integrated in Landweber iterative reconstruction technique, which is a form of ILBP. ILBP is an iterative generalization of the commonly used LBP reconstruction technique, in which the image vector is updated iteratively to minimize the error between measured and calculated capacitance data according to (5) where the calculated capacitance is obtained from the reconstructed image using a forward problem solver. In the above, is the image vector, is the iteration number, is the sensitivity matrix, is a factor controlling reconstruction convergence, and is the forward problem solution of image vector . A constraint is applied to (5) to the benefits of the so-called projected Landweber iteration [20] .
III. NN TECHNIQUES FOR THE FORWARD ECT PROBLEM
A. Architecture
Artificial NNs are composed of simple processing elements, neurons, organized in different layers and communicating with each other [13] . Each interconnection between two neurons is associated with a weight that specifies the strength of the connection. NNs play an important role in various applications and posses the property of being a universal approximator, i.e., for any function of arbitrary degree, there is a feed-forward NN able to approximate it [14] . NNs are considered an attractive choice for modeling nonlinear and complex problems because of their robustness, ability to withstand noise, their universal approximation property, and ability to predict and extrapolate information hidden in the training data, in a process known as NN learning [15] . An important aspect in the image reconstruction process is the speed in the prediction once trained without need for linearization assumptions.
A multilayer feed-forward (MLFF) NN consists of a number of neurons organized in multiple layers as depicted in Fig. 2 . Each neuron is connected with a weight to all neurons in the adjacent layers. The value of each weight represents the relevance of the particular connection in the network structure. Each neuron output is mapped to a transfer function. A sigmoid function is usually employed to map unbounded data to the bounded range of the transfer function [16] . Different sigmoid functions can be used with different ranges. For example, a very popular function is the logistic sigmoid function with a range of [0, 1] given by (6) where is the logistic sigmoidal, is its input, and is a slope parameter. It can be shown that a NN with continuous transfer function in the output layer is a universal approximator [17] . The input to each neuron in a certain layer is obtained according to (7) where are the neuron numbers and is the layer number under consideration, is a bias term added to the input, is the weight connecting output of neuron of previous layer to neuron , is the output of neuron in layer , and is the number of neurons in layer . The output of neuron is obtained by applying the transfer function in (6) to the neuron input in (7) which results in (8) In a MLFF network, the output of a neuron is a function of all neurons in preceding layers. An input-output mapping takes the form of nested nonlinear functions as . . . . . . (9) where is the input to neuron in the input layer, is the transfer function of layer , and is the total number of layers in the network.
B. Training
Training of NNs, in general, is based on error-correction methods, which compare the output of the network to the desired response for error estimation and update the weight vector until the error is minimized. For error-correction methods to be applied in MLFF networks, the desired output of each layer has to be predetermined. The only data available to train a MLFF are the input and desired output of the network as a whole. There is no explicit method available to determine the error in the hidden neurons layers.
One of the commonly used techniques to train an MLFF NN is the back propagation learning algorithm [13] . In the back propagation technique, the error of the output layer is propagated backward to the hidden layers, and their weights are updated accordingly. The training process starts by defining an objective function for the weight update. The mean-square error (MSE) objective function commonly used has the form (10) where is the number of neurons in the output layer and is the desired output of neuron . Each weight is updated using the gradient descent method, which uses the gradient of the objective function in (10) to determine the weight update according to the following equation: (11) where is the iteration number and is the learning rate. In MLFF, the partial derivative of the objective function with respect to weights in hidden layers, and with a transfer function given by (6) , is given by [16] (12) where The gradient technique for updating the weights suffers the so-called saturation problem. Saturation occurs when a neuron input is very large in magnitude with respect to , where is defined in (6) . In such a case, the input is mapped by the sigmoid function to the flat range of that function. The convergence of the weight update process is then influenced by the near zero derivative of the sigmoid function, and the error will not affect the update efficiently. The saturation problem becomes severe when dealing with ill-conditioned problems as the variation of weights is generally very large.
In this work, a resilient propagation RPROP updating algorithm is used for weight update [18] . RPROP performs a direct adaption of the weight step based on the sign of the gradient rather than its value. This method has the advantage of avoiding the saturation problem described above. In RPROP, the weights are updated according to if if (13)
where is the update value, is the weight step update between neurons and in layers and , respectively, and is the iteration number.
If the gradient changes sign, the previous update is cancelled and a new update is used with smaller step. The weight update step is increased as long as the derivative maintains the same sign. Note that the weight update step does not depend on the magnitude of the derivative, rather on its sign.
C. Generalization
In Section III-B, the training of MLFF was discussed in terms of minimizing the MSE between the output of the data and the desired response of the network. The performance of the network and training process is judged by the prediction ability of the network over arbitrary data. Networks have good generalization if they give good prediction over general data.
The training data selection and the network architecture play an important role in MLFF generalization. A representative training data set with input-output mappings of the relationship to be approximated is a basic condition for good generalization. On the other hand, there is no straightforward procedure to determine the MLFF NN structure based on the input and output data. Most NN topologies are constructed experimentally. The nature of the problem is also important in this regard. For example, ill-conditioned problems are usually more difficult to generalize than well-conditioned problems. The ill-conditioning of the ECT forward problem results from large variance in the electric field magnitude inside the sensing domain and also from the soft-field nature of ECT [25] . Solving the ill-conditioned forward problem in ECT using NN requires a modification of the training algorithm as well as the objective function since small changes on input parameters may cause significant changes in the output. This is particularly important when noise is present in the measured capacitances used during training, which is the case in practice.
To improve generalization, a modification is introduced to the objective function in (10) [19] by adding a regularization term according to (17) where is a regularization parameter. The regularization term added in (17) suppresses weights with high values and enforces smaller weights and biases in the network, causing the response of the network to be smoother. The regularization parameter needs to be optimized and set carefully. A large value of makes the network more vulnerable to over-fitting, whereas small values of prevent the network from approximating well the function represented by the training data. In this work, is chosen by trial and error. The overall sensitivity of the network regularization parameter depends on the particular network structure and the degree of ill-conditioning of the problem.
IV. EXPERIMENTS AND SENSOR DATA PREPROCESSING
A. Data Collection
An ECT sensor of 12 electrodes in a cylindrical arrangement as illustrated Fig. 1 is used to collect the capacitance data set used for training. The data is collected offline based on experimental capacitance measurements of dielectric square rods of different dimensions (.25, .5, .75, 1, and 2 in) placed in different representative locations (500 for each rod) within the vessel. The acquisition hardware is from Process Tomography LTD. and operates at a rate of 100 frames per second. The rod in each case was placed at arbitrary locations within the sensing domain to produce different permittivity distributions. A total of 66 normalized mutual capacitances were stored for each rod in one location. Each capacitance vector was then filtered and processed as described in IV-B. The filtered capacitance vector is then used for network training. A feed-forward NN comprising of an input layer with 400 neurons (for a 20 20 image resolution), two hidden layers each with 40 neurons, and one output layer of 66 neurons (network output) was constructed. Training the NN is based on prior experimental data. The training time required for the network used in this work was about 5 h on a personal computer. Since there is no general and systematic rule for constructing an optimal NN to fit a given application, the network architecture here was chosen based on trial and error. For consistency, the trained NN should be applied in conjunction with the same sensor hardware used to collect the training data. A set of data not used in training is used to test the ability of the NN in solving the forward problem. The transfer function used is a logistic sigmoid function for all hidden layers, and a linear function for the output layer. The network was trained using RPROP algorithm to minimize the objective function composed by MSE and regularization term as in (17) .
B. Capacitance Data Rearranging and Filtering
Both forward and inverse problems in ECT deal with a mapping between the normalized capacitance and the image vector. The variance of the capacitance vector largely depends on the location of high permittivity pixels in the image vector, whereas the absolute value of the capacitance is more closely related to the permittivity value of the pixels in the image vector. The response of a single capacitance measurement to a perturbation in the image vector depends on both the location of the sensor and detector electrodes, as well as the separation between them with respect to the location of the perturbed pixel. For a cylindrical sensor as shown in Fig. 1 , the response of measured capacitance for a single pair of electrodes to pixels in the center of the domain is directly proportional to the separation between the sending and receiving electrodes in the pair. The absolute measured capacitance for a pair of plates changes as a function of distance between the plates. As a result, the sensitivity of the measured capacitance to noise increases as the distance between the plates increases.
Training the NN based on minimizing MSE does not guarantee convergence to the right solution, specially when the measured capacitance is sensitive to noise. For this reason, optimization techniques (OT) used in image reconstruction are more successful in reconstruction than algebraic reconstruction techniques (ART) [4] . ART techniques are mainly based on minimizing an error function, whereas OT are based on minimizing various sets of objective functions, which includes some form of error function in most cases.
In this work, the measured capacitance vector is reorganized according to the distance between the pair of electrodes used to acquire each measurement. For example, capacitance measurements obtained from plates separated by 2 plates from either sides are grouped in a subvector of the total capacitance vector. Each subvector is then processed using an averaging filter according to the following equation: (18) where is the filtered capacitance subvector, is the length of the averaging filter, is the normalized measured capacitance subvector, and is an averaging filter. The method is summarized as follows.
1) The measured capacitance data is first normalized according to [3] : (19) where , are the capacitance vectors when the sensor is entirely filled with low and high permittivity, respectively, and is the measured capacitance data.
2) The measured capacitance data is reordered in subvectors according to the distance between the sensing and receiving electrode used to acquire each capacitance measurement. 3) Subvectors with largest distance between sending and receiving electrodes (group 1), as well as subvectors nearest to the ones with the largest distance subvector (group 2), are preprocessed independently using the averaging filter in (18). 4) The resulting filtered subvectors from step (3), together with all the remaining capacitance subvectors, are used in training the NN, where the permittivity distributions and the capacitance vectors are the inputs and outputs of the network, respectively. The response of each capacitance subvector to an image is dependent on the location of the image. Objects located in the center of the domain are mainly detected by group 1 and group 2 subvectors. The capacitances in subvectors 1 and 2 have two main properties: 1) lower frequency components than other subvectors; thus, the use of an averaging (low-pass) filter is not expected to distort the information in the subvector signal; 2) lower signal levels than other subvectors, which makes them more vulnerable for noise. Since the noise in the raw measurement data is close to a (uncorrelated) white Gaussian noise, the low-pass filtering is able to reduce the noise component.
V. RESULTS AND DISCUSSION
In Fig. 3 , different permittivity distributions with different rod sizes are used to compare results from both NN and LFP in terms of MSE between measured and predicted capacitance data defined as (20) The rod in each case was placed at arbitrary locations within the sensing domain to produce 100 different permittivity distributions. The NN solution performs better than LFP in terms of MSE. However, these results do not necessarily reflect similarities between measured and predicted permittivity distribution data, rather they deal with the error as the absolute difference squared between measured and predicted capacitance data. The same set of permittivity distributions used to produce the results in Fig. 3 were used for comparison through mapping with respect to measured data, and prediction comparison is depicted in Fig. 4 . In Fig. 4 , the capacitance predictions from NN and LFP are plotted against the capacitance data obtained from measurements. The circles in the Figure represent capacitance prediction from the NN solver, whereas the dots are represent the results using a LFP solver. The straight line correspond to a perfect capacitance prediction (i.e., predicted values equal measured ones). It is clear from Fig. 4 that the results using the NN technique are better correlated with the measured capacitance, as compared to the LFP technique.
The nature of the particular permittivity distribution is an important variable for defining the performance of the forward problem solver. Images in Fig. 4 , for which NNs and LFPs yield similar performance, are related to a permittivity distribution where the high permittivity values (rod) is in the region of more "linear" in the field distribution, i.e., in the center of the domain (where the field is weaker). This result is consistent with the nature of LFP technique, whose performance is degraded when the degree of nonlinearity of the problem is increased. Both NN and LFP predictions for a 2-in annular flow are plotted in Fig. 5 and compared to measured capacitance of the same permittivity distribution used in prediction. Data predicted using NN is more correlated to the measured capacitance than LFP, however, the absolute value of predicted capacitance is scaled down when compared to measured capacitance. This effect is a result of the limited range of data used in training.
The convergence rate for both methods was compared and tested on a 2-in annular flow. In this case, the experiment was done by fixing a 2-in diameter hollow cylinder in the center of the sensor. The region between the inner sensor wall and the outer cylinder boundary was filled with solid particles (hence, a sharp transition between gas and solid phases is present). The measured capacitance data is obtained from a 12-electrode sensor surrounding a 4-in diameter domain. The reconstructed image size has 20 20 pixels, and the flow is composed of high (solid) and low (gas) relative permittivities of 3.8 and 1, respectively. The results in Fig. 6 show (qualitatively) that NN forward solution provides a better convergence than LFP when integrated in the Landweber reconstruction algorithm. The convergence rate was compared quantitatively for the flow in Fig. 6 . The MSE depicted in Fig. 7 is calculated for each iteration using (20) .
In Fig. 8 , both NNs and LFPs were integrated in Landweber iterative image reconstruction and tested with different permittivity distributions for different flow regimes (1-in tube, two 1-in tubes, half flow, and annular flow, respectively), under the same conditions described above. Again, NN performs better in terms of quality and accuracy of the reconstructed image than LFP. In these examples, the NN solution has typically required only 
VI. SUMMARY AND CONCLUSION
In this work, a new technique for solving the nonlinear forward problem in soft-field tomography has been introduced. The technique is based on multilayer perceptron feed-forward NNs with regularization for reordered and filtered normalized capacitance data. Comparison with commonly used LFP forward problem solution showed superiority of the proposed technique in terms of accuracy, quality of reconstruction results, as well as convergence rate when integrated in the Landweber reconstruction technique. In addition, the developed technique overcomes the problem of excessive time and computer resources necessary when using brute-force numerical techniques for the forward problem. The described technique is fast and easy to implement in any iterative reconstruction algorithm. The main limitations of the technique are the in terms of training time and prior information required. Sufficient training data has to be collected, and data has to be representative of the problem for successful prediction. In addition, the training process has to be redone if the hardware sensor design is changed. 
