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ARLINSKII’S ITERATION AND ITS APPLICATIONS
TAMA´S TITKOS
Abstract. Several Lebesgue-type decomposition theorems in analysis have a strong relation
to the operation called: parallel sum. The aim of this paper is to investigate this relation from
a new point of view. Namely, using a natural generalization of Arlinskii’s approach (which
identifies the singular part as a fixed point of a single-variable map) we prove the existence of a
Lebesgue-type decomposition for nonnegative sesquilinear forms. As applications, we also show
that how this approach can be used to derive analogous results for representable functionals,
nonnegative finitely additive measures, and positive definite operator functions. The focus is
on the fact that each theorem can be proved with the same completely elementary method.
1. Introduction
The key notion of this paper is the so called parallel sum, which was defined first for matrices
by Anderson and Duffin [1] in order to investigate electrical networks. This notion has several
generalizations in several aspects, see for example [6, 10, 11, 18]. An exceptionally fruitful
is the one given by Ando [2], Pekarev and Sˇmul’jan [19], and many others in the context of
bounded positive operators. Ando proved by means of parallel addition that a Lebesgue-type
decomposition of bounded positive operators always exists. Besides of its own interest, this type
of decomposition plays a crucial role by investigating some extremal problems regarding the
order structure of the positive cone (see for example [12, 13]). We have to mention also Simon’s
fundamental paper [22], in which he suggested that there may be a noteworthy connection
between the classical Lebesgue decomposition of measures, the canonical decomposition of
densely defined quadratic forms, and the decomposition of states of C∗-algebras.
The aim of this paper, on the one hand, is to present an elementary method to obtain
the Lebesgue-type decomposition in the context of nonnegative sesquilinear forms [15]. By
mimicking the method of Arlinskii, we identify the singular part as a fixed point of a single-
variable map. On the other hand, our second aim is to show that how this elementary method
can be used to derive the corresponding decompositions of representable functionals (cf. [14,
16, 25]), nonnegative finitely additive measures (cf. [7, 20]), and positive definite operator
functions (cf. [3, 23]), demonstrating that these results have a common root. The focus is on
the fact that despite of the structural differences, all of the decomposition theorems mentioned
above can be proved simultaneously with the same completely elementary method.
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2. Preliminaries
To begin with, let us recall some basic notions. A nonnegative sesquilinear form on the
complex linear space X is a mapping t : X×X→ C, which is linear in its first, anti-linear in its
second argument, and the corresponding quadratic form is nonnegative, i.e. t[x] := t(x, x) ≥ 0
for all x ∈ X. Recall that such a quadratic form satisfies the parallelogram law and the
polarization identity. Since every sesquilinear form in this paper is assumed to be nonnegative,
we write shortly: form. We write t ≤ w, if t[x] ≤ w[x] for all x ∈ X. The partially ordered
set of forms will be denoted by F+(X). A sequence (tn)n∈N of forms is monotone decreasing if
m ≤ n implies that tn ≤ tm. If (tn)n∈N is a monotone decreasing sequence, then the pointwise
limit (t[x] := lim
n∈N
tn[x] for all x ∈ X) exists and defines a form. We will denote this shortly
by tn ↓ t. We remark that this limit is equal to the order infimum of the set {tn |n ∈ N}.
Similarly, the pointwise limit of an upper bounded monotone increasing sequence (m ≤ n
implies tm ≤ tn ≤ s for some form s) is a form, and t = lim
n∈N
tn = sup
n∈N
tn ≤ s. We will use the
notation tn ↑ t in this case.
The form t is w-dominated if there exists an α ≥ 0 such that t ≤ αw. The form t is w-almost
dominated, if tn ↑ t holds for some sequence (tn)n∈N of w-dominated forms. We say that t is
w-closable if for any sequence (xn)n∈N in X the following implication holds(
t[xn − xm]→ 0 and w[xn]→ 0
)
=⇒ t[xn]→ 0.(2.1)
We will use frequently the following important fact (for the proof see [15, Theorem 3.8])
t is w-closable ⇐⇒ t is w-almost dominated.(2.2)
The form t is w-singular if for each form s on X the inequalities s ≤ t and s ≤ w imply that
s = 0 (where 0 denotes the zero form). A decomposition of t into w-almost dominated and
w-singular parts is called w-Lebesgue decomposition. To see that this type of decomposition
is not unique in general we refer the reader to [15, Theorem 4.4]. An analogous decomposition
of not necessarily nonnegative sesquilinear forms can be found in the recent paper of Di Bella
and Trapani [8, Section 4].
We remark that the idea of decomposing (densely defined) sesquilinear forms into regular
and singular parts goes back to Simon [22], and there are recent results in the same spirit in
the theory of partial differential equations (see for example [4, 9, 26]).
As was mentioned above, the central notion of our approach is the parallel sum of forms
which was introduced by Hassi, Sebestye´n, and de Snoo in their fundamental paper [15]. The
definition and the properties of parallel addition are given in the following proposition (for the
details see [15, Proposition 2.2 and Lemma 2.3]).
Proposition 2.1. For t,w ∈ F+(X) the quadratic form of the parallel sum t : w is
(t : w)[x] := inf
y∈X
{
w[y + x] + t[y]
}
, (x ∈ X).
Furthermore, parallel addition satisfies the following properties
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(a) t : w = w : t ≤ t,
(b) (t : w) : s = t : (w : s),
(c) t ≤ s ⇒ t : w ≤ s : w,
(d) λt : µt = µλ
µ+λ
t (λ, µ > 0),
(e) (t : w) + (s : u) ≤ (t+ s) : (w+ u),
(f) tn ↓ t, wn ↓ w ⇒ tn : wn ↓ t : w.
We close this section with the following simple characterization of w-singularity
t is w-singular ⇐⇒ t : w is the zero form.(2.3)
Indeed, for any u ∈ F+(X) for which u ≤ t and u ≤ w hold, we have 0 = t : w ≥ u : u =
1
2
u ≥ 0
according to Proposition 2.1 (a) and (d). The converse implication is obvious.
3. Arlinskii’s iteration
In order to investigate von Neumann’s well known result [27, Satz 18.], Arlinskii presented
an iteration scheme for bounded positive operators in [5, Theorem 5.4]. In this section we will
apply this iteration in the context of forms. Let w be a form on X and define the map
(3.1) µw : F+(X)→ F+(X); µw(t) := t− t : w.
Observe immediately that t is a fixed point of µw if and only if t is w-singular. Indeed,
µw(t) = t ⇐⇒ t : w = 0 ⇐⇒ t ⊥ w.
To find a fixed point of a map, it is convenient to use the following scheme: let µ
[0]
w (t) = t and
for n ≥ 1 denote by µ
[n]
w the nth iteration of µw, that is,
(3.2) µ
[n]
w (t) = µw
(
µ
[n−1]
w (t)
)
= µ
[n−1]
w (t)− µ
[n−1]
w (t) : w.
Now we offer a completely elementary proof of the existence of a Lebesgue-type decomposition.
Theorem 3.1. Let t and w be forms on X. Then a w-Lebesgue decomposition of t exists, i.e.
t splits into w-almost dominated and w-singular parts.
Proof. Since µw(s) ≤ s for all s ∈ F+(X), the sequence defined in (3.2) is monotone decreasing.
Consequently, there exists a form (denoted by τw(t)) such that µ
[n]
w (t) ↓ τw(t). According to
Proposition 2.1 (f), we have on the one hand that µ
[n]
w (t) : w ↓ τw(t) : w. On the other hand,
lim
n→∞
(
µ
[n]
w (t) : w
)
= lim
n→∞
(
µ
[n]
w (t)− µ
[n+1]
w (t)
)
= 0.
Putting these two facts together, we get that τw(t) : w = 0, or equivalently, τw(t) is w-singular.
What is left is to show that t− τw(t) is w-almost dominated. To see this, first observe that
t−µ
[n]
w (t) ↑ t−τw(t). Furthermore, t−µ
[n]
w (t) can be written as a telescopic sum which satisfies
(3.3) t− µ
[n]
w (t) =
n−1∑
k=0
µ
[k]
w (t) : w ≤ nw
according to Proposition 2.1 (a), and hence the proof is complete. 
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4. Applications
In this section we are going to show some applications of Theorem 3.1. Of course, if H is
a Hilbert space with inner product (· | ·), and we consider the nonnegative sesquilinear form
tA(x, y) := (Ax | y) (x, y ∈ H )
corresponding to a bounded positive operator A, then we recover the original setting of Ar-
linskii. Since parallel addition can be defined in the same spirit for representable functionals,
for nonnegative finitely additive measures, and for positive definite operator functions, we
can obtain analogous decompositions in each case. We will also make some remarks on the
connection between these decompositions and the corresponding classical results.
4.1. Representable functionals. Our constant reference in this subsection is the fundamen-
tal book of Palmer [17, Chapter 9]. For the sake of completeness, we present here the basic
notions and notations. Let A be a unital ∗-algebra. A linear functional w : A → C is positive
if w(a∗a) ≥ 0 for all a ∈ A . For the positive functionals w and v we write w ≤ v if v − w is
positive. A linear functional w on A is called representable if there is a ∗-representation piw of
A in a Hilbert space Hw and a vector ζw ∈ Hw such that
w(a) = (piw(a)ζw | ζw), (a ∈ A ).(4.1)
A positive functional is Hilbert bounded if there exists a constant C ≥ 0 such that
|w(a)|2 ≤ Cw(a∗a), (a ∈ A ).(4.2)
The least possible C satisfying (4.2) is called the Hilbert bound of w, and is denoted by
‖w‖H. We remark that each representable functional is Hilbert bounded and positive. The
partially ordered set of representable functionals will be denoted by A †R. If u is a Hilbert
bounded positive functional which satisfies u ≤ v for some v ∈ A †R, then u and v− u are both
representable (with ‖u‖H ≤ ‖v‖H and ‖v−u‖H ≤ ‖v‖H). If (wn)n∈N is a monotone decreasing
sequence in A †R (that is, if wj ≥ wk ≥ 0 if j ≤ k) then the pointwise limit w belongs to A
†
R
and is equal to the greatest lower bound of (wn)n∈N in A
†
R.
Let us define the notions of strong absolute continuity and singularity of representable
functionals. Using Gudder’s terminology, we say that w is strongly v-absolute continuous if
(4.3)
(
v(a∗nan)→ 0 and w((an − am)
∗(an − am))→ 0
)
=⇒ w(a∗nan)→ 0.
We say that w is v-singular if u ≤ w and u ≤ v imply u = 0 for any u ∈ A †R. The aim of
this subsection is to prove that every w ∈ A †R can be decomposed into strongly v-absolute
continuous and v-singular parts. Since every representable functional defines a form on A ,
namely
w 7→ tw; tw(a, b) := w(b
∗a), (a, b ∈ A )
it seems to be easy to apply Theorem 3.1. But we have to keep in mind that not every form on
A is induced by a representable functional. If we are able to guarantee for any pair v, w ∈ A †R
that there exists a u ∈ A †R such that tu = tw − tw : tv = µtw(tv), then we can mimicking
Arlinskii’s approach. Using Tarcsay’s recent result we can show that this is indeed the case.
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Consider the GNS triplets (Hw, piw, ζw) and (Hv, piv, ζv) associated with w and v, respec-
tively. Let pi stand for the direct sum of piw and piv, and let P be the orthogonal projection
onto the ortho-complement of the following pi-invariant subspace
{piw(a)ζw ⊕ piv(a)ζv | a ∈ A } ⊆ Hw ⊕Hv.
Tarcsay proved in [24, Theorem 5.1] that if we define the parallel sum w : v by
(w : v)(a) := (pi(a)P (ζw ⊕ 0) |P (ζw ⊕ 0)), (a ∈ A ),
then w : v is a representable functional which satisfies
(4.4) (w : v)(a∗a) = inf{w((a− b)∗(a− b)) + v(b∗b) | b ∈ A }, (a ∈ A ).
We emphasize here that tw:v = tw : tv holds according to (4.4). Summarizing these observations,
we conclude that the function µ˜v defined by µ˜v(w) := w − w : v maps A
†
R into A
†
R. Now we
establish a Lebesgue-type decomposition in the ∗-algebra context. The same result has been
obtained in [25, Theorem 3.3] with an essentially different proof.
Theorem 4.1. Let w and v be representable functionals on A . Then w splits into strongly
v-absolute continuous and v-singular parts.
Proof. Consider the forms tw and tv. Theorem 3.1 says that tw can be written as
tw =
(
tw − τtv(tw)
)
+ τtv(tw),
where tw − τtv(tw) is tv-almost dominated and τtv(tw) is tv singular. According to the previous
observations, both forms are induced by representable functionals, say wr and ws, respectively.
Comparing (2.1) and (4.3) we obtain that wr is strongly v-absolute continuous if and only
if twr is tv-closable, or equivalently twr =
(
tw − τtv(tw)
)
is v-almost dominated according
to (2.2). Singularity of ws and v follows from the tv-singularity of tws = τtv(tw). Indeed,
assume that there exists a nonzero u ∈ A †R such that u ≤ ws and u ≤ v. In this case,
τtv(tw) : tv ≥ tu : tu =
1
2
tu, which contradicts (2.3). 
Remark. This type of decomposition has been investigated by Kosaki [16] in the following
important special case: A is a von Neumann algebra, w is a normal positive functional, and
v is a faithful normal state. (Recall that positive functionals on C∗-algebras are representable
according to [17, Theorem 11.3.3].) Kosaki also presented an example in [16, Section 10] which
demonstrates that the Lebesgue-type decomposition in Theorem 4.1 is not unique in general.
4.2. Finitely additive measures. In this section we show that how the Lebesgue-Darst
decomposition of nonnegative finitely additive measures can be obtained by our approach.
We will follow the terminology of [20]. Let F be a field of subsets of a set Ω. A set function
µ : F → R is called a charge if 0 ≤ µ(A) ≤ µ(Ω) < +∞ for all A ∈ F , and is additive,
i.e. µ(A ∪ B) = µ(A) + µ(B) whenever A and B are disjoint elements of F . We say that µ
is ν-absolute continuous, if for every ε > 0 there exists δ > 0 such that µ(A) < ε, whenever
A ∈ F and ν(A) < δ. The charge µ is called ν-singular if for every charge η the inequalities
η ≤ µ and η ≤ ν imply η = θ, where θ is the zero charge, and the symbol ≤ refers to the
partial order
µ ≤ ν ⇐⇒ ∀A ∈ F : µ(A) ≤ ν(A).
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A decomposition of µ into ν-absolute continuous and ν-singular parts is called a Lebesgue
decomposition of µ with respect to ν. We are going to show that such a decomposition always
exists. Let us denote the linear space of complex F -step functions with S, and consider the
form tµ induced by the charge µ
tµ(ϕ, ψ) :=
∫
Ω
ϕ · ψ dµ, (ϕ, ψ ∈ S).(4.5)
Here of course, the integral is the elementary integral, i.e. it is just a finite sum. Similarly
as for representable functionals, not every form on S is induced by a charge, so we have to
explain that why Arlinskii’s iteration is applicable. If a form t on S is given, the natural way
to define a set function corresponding to t is the following:
ϑt(A) := t[χA], (A ∈ F)
where χA denotes the characteristic function of A. It is easy to see that if t[ϕ] = t[|ϕ|] holds
for all ϕ ∈ S, then ϑt is additive. Indeed, for any disjoint sets A,B ∈ F we have
t[χA] + t[χB] =
1
2
(t[χA + χB] + t[χA − χB]) =
1
2
(t[|χA + χB|] + t[|χA − χB|]) = t[χA + χB]
according to the parallelogram law. Furthermore, we see from (4.5) that the converse implica-
tion is also true, i.e. tµ[ϕ] = tµ[|ϕ|] for all ϕ ∈ S. Let us define the parallel sum of two charges
by the identity
(µ : ν)(A) := (tµ : tν)[χA], (A ∈ F).(4.6)
Let ϕ =
n∑
j=1
λkχAj ∈ S be fixed, where Ai ∩ Aj = ∅ whenever i 6= j. Now define the function
mϕ : Ω→ C corresponding to ϕ by
mϕ(x) :=
n∑
j=1
|λj|
λj
χ
Aj
(x) + χ
X\
⋃n
j=1
Aj
(x), (x ∈ Ω).(4.7)
Since |mϕ(x)| = 1 for all x ∈ Ω, the multiplication by mϕ is a bijection on S. Furthermore,
since both tµ and tν are derived from charges, we obtain by elementary calculation that
tν [ψ] = tν [mϕψ] and tµ[ϕ+ ψ] = tα[|ϕ|+mϕψ]
hold for all ψ ∈ S, and hence (tµ : tν)[ϕ] = (tµ : tν)[|ϕ|]. Since tµ : tν ≤ tν , the set function
µ : ν defined in (4.6) satisfies µ : ν ≤ ν, and is a charge, indeed. This guarantees that there
exists a charge ϑ such that tϑ = tµ − tµ : tν , namely ϑ = µ − µ : ν, and hence we can apply
Arlinskii’s iteration.
Theorem 4.2. Let µ and ν be charges on F . Then µ splits into strongly ν-absolute continuous
and ν-singular parts.
Proof. Take the forms tµ and tν , and apply Theorem 3.1. Since the setwise limit of additive
set functions is additive, we obtain a decomposition µ = µreg + µsing, where tµreg = τtν (tµ).
The ν-singularity of µsing follows from tν-singularity of t − τtν (tµ). To prove the ν-absolute
continuity of µreg observe from (3.3) that µreg is a setwise limit of a monotone increasing
sequence (µn)n∈N with µn ≤ nν. Assume indirectly that µreg is not ν-absolute continuous.
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Then there exists an ε > 0 and a sequence (An)n∈N of measurable sets such that ν(An) → 0
as n → ∞ and µreg(An) > ε for every n ∈ N. We can fix a j ∈ N which satisfies the first
inequality in
µreg(X)−
ε
2
< µj(X) = µj(X \ Ak) + µj(Ak) ≤ µreg(X \ Ak) + jν(Ak), (k ∈ N).
But this implies µ(Ak) ≤ jν(Ak) +
ε
2
< ε if k is big enough, which is a contradiction. 
Remark. This type of decomposition is unique in contrast with the one presented in Theorem
3.1. Since the absolute continuity and singularity concepts used here are equivalent to those
used in [7], the decomposition in Theorem 4.2 is just the Lebesgue-Darst decomposition in the
nonnegative case. For a completely different Hilbert space theoretic approach (which uses the
same charge-form correspondence), we refer the reader to [21, Section 3.].
4.3. Positive definite operator functions. Szyman´ski in [23] developed a general dilatation
theory by means of nonnegative sesquilinear forms. He pointed out that closability in the
operator function set-up has a spacial meaning. In order to formulate his result we need first
some technical details. For the sake of simplicity, we choose the setting of [15, Section 8]
instead of [23, Section 2]. Let E be a complex Banach space, and denote by B(E,E∗) the
set of bounded linear operators from E to E∗. A duality between E and E∗ is a mapping
〈·, ·〉 : E× E∗ → C which is linear in its first, conjugate linear in its second variable. Let S be
a non-empty set, and let X be the complex linear space of all functions on S with values in
E with finite support. We say that the function K : S × S → B(E,E∗) is a positive definite
operator function, or shortly a kernel on S if the following equality defines a form on X
wK(f, g) :=
∑
s,t∈S
〈
f(t),K(s, t)g(s)
〉
, (f, g ∈ X).(4.8)
For the kernels K and L we write K ≺ L if wK ≤ wL. We say that K is L-closable if wK is
wL-closable. Similarly, K is L-singular if wK is wL-singular. A decomposition into L-closable
and L-singular parts is called L-Lebesgue decomposition. As in the previous cases, we want
to apply Arlinskii’s iteraton. To do so, we have to know that there is a kernel J such that
wJ = wK : wL. This is indeed the case, because Hassi, Sebestye´n, and de Snoo proved in [15,
Lemma 7.1] that if K is a kernel and w is a form satisfying w ≤ wK, then there exists a unique
kernel L such that L ≺ K and w = wL in the sense of (4.8). The kernel J is called the parallel
sum of K and L, and is denoted by K : L.
Theorem 4.3. Let K and L be kernels. Then K splits into w-closable and singular parts.
Proof. Take the forms wK and wL and apply Theorem 3.1. According to the previous obser-
vations, we have a kernel Kr such that wKr = wK− τwL(wK). Since wL− τwL(wK) is wL-almost
dominated, or equivalently, wL-closable, we obtain that Kr is L-closable. The L-singularity of
Ks := K− Kr follows form the singularity of their forms. 
Remark. As was mentioned at the beginning of this subsection, closability has a special
meaning in this set-up. Namely, Szyman´ski proved in [23, Theorem (3.5)] that K is L-closable
if and only if K has a closed dilation (i.e. a closed operator) acting on an auxiliary Hilbert space
associated to L. Consequently, Theorem 4.3 can be viewed as a decomposition into dilatable
and singular parts.
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