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On quantization of electromagnetic field.
I. Classical electrodynamics.
D. A. Arbatsky∗
November 20, 2018
Abstract
A technique for investigation of classical fields is developed on the base of invariant Hamiltonian formalism.
Electromagnetic and scalar fields are considered as particular examples of using the general method. Poisson
brackets for these fields are calculated. The necessity of introduction of “non-physical” degrees of freedom for
electromagnetic field is explained.
1. Introducing remarks. This paper is the first in the set of six joined by the same title. References to these
papers will be given here in Roman numbers: [I], . . . , [VI].
One of the causes for this research was the attempt to answer the question: What is the structure of the space of
states of quantized electromagnetic field, considered from functional analysis?
1. When they describe Gupta-Bleuler quantization scheme modern textbooks silently imply that the question
about the topology of quantum space of states of quantized electromagnetic field is solved in full analogy
with scalar field. And electromagnetic field is quantized either in usual Hilbert space (such a construction is
not relativistic invariant, even in non-apparent way [VI]) or in “Hilbert space with indefinite metric” (in such
an approach the question about the topology has not been considered yet with all necessary mathematical
strictness; in fact, it turns out that the space of states has not been defined constructively at all).
Anyway, founded on different analogies, it is usually supposed that the space of states, from topological point
of view, must be a Hilbert space. From our research it will be clear, that this point of view is erroneous. And
this result is quite general: it forces us to make a new look at quantization of fields, even those fields that
were quantized quite well up to now (for example, the scalar field).
2. It will be shown that the root of the problem is not in functional analysis, but in algebra. The process of
quantization in Fock space was not satisfactorily described from algebraic point of view yet. This is because,
following Fock [1], for construction of quantized electromagnetic field people take as a starting object the
one-particle quantum space of states. But such an algebraic structure is too poor: there is no algebraic
process that allows to construct quantized field, based on this structure (Namely, using only structure of
one-particle state, it is impossible to introduce local field operators (see, for example, [3], chapter 5)).
It will be clear from this research that an adequate algebraic structure for construction of a quantized field
is a classical field, described with the use of the invariant Hamiltonian formalism.
3. After solving algebraic questions (i. e. formulating satisfactory quantization scheme) the solution of the
question about topology appears to be a quite “working” (non-fundamental) problem. It appears to be
important to realize that it is necessary for constructing the space of states of electromagnetic field to
abandon to use Hilbert space. In the paper [VI] for solving this problem we will introduce new types of
functional spaces.
4. There is no reason to discuss the question about relativistic invariance of the suggested construction of
quantized field. The suggested construction is not only invariant: the requirement of relativistic invariance
is the part of the construction.
If we use the quantization scheme, given here, for quantizing the harmonic oscillator, the requirement of
invariance with respect to some group substitutes (in some sense) the requirement of using Hilbert space as
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a space of states. And we get two quantizations: one in Hilbert space and one — in the space with indefinite
scalar product.
So, we do not even try to generalize Stone-von Neumann theorem for the case of relativistic fields: instead,
we suggest completely different conception of quantization, which works differently even in the case of the
harmonic oscillator.
5. So far as our approach to quantization is consistently oriented to explicit control of a symmetry (in the case
of relativistic fields — with respect to the Poincare group), it becomes possible to see, how the action of a
group of symmetry is transferred from classical space of states to quantum. It will not be an exaggeration to
say that these are our papers where it is for the first time explained (at the rigorous level) how a quantum
system gets integrals of motion of the same type that corresponding classical system has (and these integrals
are connected with the group of symmetry).
6. It is well known from the classical paper of Bohr and Rosenfeld [4] that some problems arise when we consider
field operators in a fixed point of space-time. In modern books pretending to mathematical strictness it is
said that we have in this case an “operator distribution”. But as far as I know no pithy mathematical theory
of such distributions (like theory of generalized functions) was created. So, the term “operator distribution”
still only expresses the fact that symbols like Aˆµ(x) have no rigorous sense at all.
If we use the invariant Hamiltonian formalism as a base for construction of quantum fields, we can see that
this problem can be investigated even in the classical mechanics, and much more clearly.
From the formal point of view, it is possible to investigate this question even in this paper. Especially as
rigorous approach to calculation of Poisson brackets requires discussion of the topology of invariant phase
space. Nevertheless, I prefer to postpone this question to the last paper. This is because the choice of
topology for invariant phase space can be clearly and simply motivated only after consideration relativistic
fields from the point of view of group theory [IV] and discussion of quantization [VI].
7. It is known that it is possible to add some divergence to the Lagrangian of a field without changing the
equations of the motion. It is shown in the paper [II] that invariant Hamiltonian description of a field is not
changed in this case. So far as the suggested scheme of quantization is totally based on the structure of the
invariant Hamiltonian formalism, obtained quantization does not depend on this substitution of Lagrangian
also.
8. So far as for the base for construction of quantized fields we use classical field, not one-particle quantum space,
Wigner-Mackey theory (about unitary representations of the Poincare group) does not play a fundamental
role for us. The analogy of this theory is the theory of symplectic representations of Poincare group (in the
paper [IV] I tried to describe some foundations).
The theory of symplectic representations of Poincare group is similar to the theory of unitary representations.
But the example of electromagnetic field shows that there is not full analogy here.
9. In our account we will orientate ourself mainly to linear real Bose fields. The requirement of linearity here
is of principle: we cannot quantize non-linear fields. As to requirements of reality and being Bose-field,
these restriction are accepted here only to simplify notations and formulations. “Complexity” of a field just
means the existence of additional complex structure. As to Fermi fields, for their description we need to use
Grassmanian variables (see, for example, [6]). It is not important for our consideration, whether we use usual
or Grassmanian numbers.
In this paper we give classical description of electromagnetic field. The main goal is to give an account of well-
known facts in a new language. However this approach allows us to look at some questions completely differently:
for example, the question about energy of electrostatic field was treated incorrectly till now.
2. Notations. In tensor notations we will write vectors of Minkowski space as aµ , bν etc. And we will use
only contravariant components of tensors; indexes numbering components will be written always down. The frame
of reference will be always supposed to be orthonormal with respect to the scalar product g( · , · ) , so that metric
tensor has standard appearance: gµν = diag (+1,−1,−1,−1)µν . Repeating indexes always imply summation with
due regard for signs. For example, the scalar product will be written as
a b = aµ bµ = gµν aµ bν = a0 b0 − a1 b1 − a2 b2 − a3 b3 .
The derivatives with respect to space-time coordinates will be marked by the symbol ∂µ :
∂µ =
(
∂
∂x0
− ∂∂x1 − ∂∂x2 − ∂∂x3
)
µ
,
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so, the index of a derivative, like all indexes, is contravariant.
For reducing of notations the symbol of antisymmetrization is introduced: [µν] . This symbol means that we make
antisymmetrization with respect to the nearest indexes µ and ν following after it. For example, the tensor of
electromagnetic field is written as Fµν = ∂µAν − ∂νAµ = [µν] 2 ∂µAν .
D’Alembert operator is given by formula: ∂2 = ∂µ∂µ .
The Fourier transformation everywhere looks like:
ϕ˜(k) =
∫
d4x e+ikx ϕ(x) , ϕ(x) =
∫
d4k
(2pi)4
e−ikx ϕ˜(k) . (1)
The system of units is so that ~ = c = 1 .
3. Invariant Hamiltonian formalism. It was shown in papers [7, 8, 9] that basic notions of the Hamiltonian
formalism (namely, phase space and symplectic structure on it) can be treated in a relativistic invariant sense.
In those papers formulas for symplectic structure of the most important systems were obtained (in coordinate
representation). So, there was given a base of a scheme that can be called an invariant Hamiltonian formalism.
A detailed account of this formalism see in original reviews [10, 11]. The question of equivalence of this approach
and usual Hamiltonian mechanics for the case of systems with constraints was discussed also in [12].
Nevertheless I will remind here some basic notions. This is necessary in order to introduce our own notations.
Let field ϕi(x) is described by the Lagrangian L(ϕi, ∂µϕi) . Here we will suppose that Lagrangian depends only
on field values ϕi and their derivatives
1 and does not depend on the point x . Furthermore, we will consider only
linear fields and Lagrangian will be supposed to be a quadratic function.
The least-action principle leads us to Euler-Lagrange equations:
∂L
∂ ϕi
− ∂µ ∂L
∂ (∂µϕi)
= 0 . (2)
Invariant phase space Z is defined as the set of all functions2 ϕi that satisfy equations (2). So long as we suppose
the equation (2) to be linear, the space Z has natural linear structure.
The elements of the space Z we will denote by underlined sets of symbols; for example, c ∈ Z . Functions on
this space we will write as f c . For example, the value of the function ϕ corresponding to an element c in point
x is written as ϕ(x) c .
We will usually identify elements of tangent bundle TZ with elements of the space Z . If it is necessary to point
out that tangent vector c comes from a point b ∈ Z , we can write it as c [b] . Elements of cotangent bundle T ∗Z
will be similarly identified with the elements of adjoint space Z∗ . At the same time, differentials of linear functions
will be identified with functions, i. e. instead of writing df we write simply: f .
On the invariant phase space Z , like on usual phase space, there is a symplectic structure ω :
ω =
∫
Σ
dσµ δjµ(x) , here δjµ(x) =
∂L
∂ (∂µϕi)
∧ ϕi . (3)
The integration is assumed over any space-like hyper-surface Σ , which behaves well enough in infinity. 2-form δjµ
is called a symplectic current. So long as the symplectic current is conserved, the result does not depend on the
choice of the surface Σ .
The freedom in the choice of Lagrangian and non-uniqueness of the symplectic structure will be considered in the
paper [II]. In reasonable sense we can say that non-uniqueness in the choice of Lagrangian does not influence the
symplectic structure.
The symplectic structure ω , as usually [13], defines an isomorphism I : T ∗Z → TZ of cotangent T ∗Z and
1It will be sufficient here to restrict ourself with Lagrangians depending only on derivatives of the first order. In general case we
can consider also Lagrangians with higher derivatives [12].
2More precisely, we will suppose for the present that we consider only smooth functions. We will also suppose that these functions
differ from zero only on such a set, that intersection of this set with any space-like plane is finite. In paper [VI] we will discuss the
question about natural topology of the space Z .
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tangent TZ bundles3. It transfers any 1-form l · ∈ T ∗Z to tangent vector Il ∈ TZ , so that for any tangent
vector c ∈ TZ we have the equality:
ω c ; Il = l c . (4)
If a form l · is a differential of some function g · , i. e. l · = dg · , we say that g · is a generator of the vector field
Il = I dg .
The Poisson bracket of two functions f · and g · is defined by equality:
{ f , g } = df I dg . (5)
If functions f · and g · are linear this definition can be written just as:
{ f , g } = f Ig . (6)
It will be enough here to restrict ourself with real fields, so the space Z will be a real linear space. Nevertheless,
it is useful to consider complex functions on the phase space. Their differentials belong to complexified adjoint
space. This is why instead of using the space Z∗ we will always use its complexification Z∗
C
. Furthermore, when
we define the Poisson bracket by formula (5), it is necessary to consider complex vectors I dg . It could be avoided
if we define the Poisson bracket in a more abstract way4.
4. Scalar field. Consider the scalar field. Its Lagrangian is:
L = 12 ∂νϕ∂νϕ− m
2
2 ϕ
2 .
The equation of the motion (2) takes form (Klein-Fock-Gordon equation):(
∂2+m2
)
ϕ = 0 . (7)
The symplectic structure (3) on the invariant phase space Zscal in coordinate representation takes the form (given
in [7]):
ω =
∫
Σ
dσν ∂νϕ ∧ ϕ . (8)
Let us make a Fourier transformation of the function ϕ(x) by the formulas (1). So far as the function ϕ(x)
satisfies the equation (7), its Fourier-transform ϕ˜(k) can be represented as:
ϕ˜(k) = 2pi δ(k2 −m2) · a(k) , (9)
where a(k) is a usual function defined on the mass surface k2 = m2 .
Performing Fourier transformation of the symplectic structure (8) we have:
ω · ; · =
∫
dµm · i ε(k) · a(−k) · a(k) · , here dµm = d
4k
(2pi)4
· 2pi δ(k2 −m2) . (10)
Here integrated function is a usual product of numbers5. It is implied that arguments in the right part follow in
the same order as in the left.
Now in order to calculate the Poisson bracket of two field values { ϕ˜(k) , ϕ˜(k′) } , according to the formula (6), let
us consider the vector Iϕ˜(k′) . From the formulas (4) and (10) we have that for any vector c :∫
dµm · i ε(k) · a(−k) c a(k) Iϕ˜(k
′) = ϕ˜(k′) c .
3Rigorously speaking, we can talk about such an isomorphism only after discussing the topology of the invariant phase space.
Without such a discussion even the notion of cotangent bundle does not have a clear sense. For the reasons explained in “Introducing
remarks” discussion of this question for the case of relativistic fields we postpone to paper [VI].
It should be also kept in mind that values like ϕ(x) that we use here appear to be not belonging to cotangent bundle after we
introduce the proper topology. This shortcoming can be easily eliminated, but prefer just to ignore it till discussion of the topology.
4We prefer to avoid complexification of Z , because this space can be considered as the set of physical states existing in nature.
The space Z∗
C
can be considered as the set of mathematical values that we use to describe physical states.
5If we denote dµ+m = dµm · θ(k) , the formula (10) can be written with external product of forms:
ω =
∫
dµ+m · i a
∗(k) ∧ a(k) .
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Using linear independence of the form a(k) · with different values of k , k2 = m2 , and the definition of this
form (9), we get that the vector Iϕ˜(k′) satisfies the following equation:
a(k) Iϕ˜(k
′) = − i ε(k) · (2pi)4δ(k + k′) .
Therefore, using the formula (6), for the Poisson bracket we have:
{ ϕ˜(k) , ϕ˜(k′) } = −
[
i ε(k) · 2pi δ(k2 −m2)
]
· (2pi)4δ(k + k′) . (11)
Sometimes it is useful to have an analogous relation in coordinate representation. In order to get it we make the
Fourier transformation of the formula (11) with respect to the arguments k and k′ :
{ϕ(x) , ϕ(x′) } = −Dm(x − x′) .
Here function Dm(y) is:
Dm(y) =
∫
d4k
(2pi)4
e−iky ·
[
i ε(k) · 2pi δ(k2 −m2)
]
. (12)
5. “Physical” electromagnetic field. Let us choose the Lagrangian of electromagnetic field gauge-invariant:
L = − 14 Fµν Fµν = − [µν] ∂µAν ∂µAν , here Fµν = [µν] 2 ∂µAν . (13)
The equations of the motion (2) take the form (the second Maxwell equation):
∂µFµν = 0 . (14)
In this case it is convenient to define the invariant phase space Zphys as the set of functions Fµν(x) that satisfy
the equation (14). The value of vector potential Aµ in a fixed point x is not a well-defined function on Z
phys :
an expression like Aµ(x)
· has no sense if we do not say which gauge we use. For this reason, it is impossible to
give any one-valued formula for the Poisson bracket of vector potential.
The symplectic structure (3) in this case takes the form (shown in [8, 10]):
ω = −
∫
Σ
dσµ Fµν ∧ Aν . (15)
It is appropriate to mention that, though the form ω is written with using gauge-dependent value Aν , it is still
gauge-independent, of course.
Let us now choose the vector potential Aµ so that it satisfies the Lorentz condition ∂νAν = 0 . According to the
equation (14), it will also satisfy the D’Alembert equation: ∂2Aµ = 0 . Let us split the expression (15) into two
terms:
ω = −
∫
Σ
dσµ ∂µAν ∧ Aν +
∫
Σ
dσµ ∂νAµ ∧ Aν .
The second integral is equal to zero. We can check it in the following way. First, from the Lorentz condition and
antisymmetry of external product we have that the integrated function is a conserved current: ∂µ(∂νAµ∧Aν) = 0 .
Therefore in the second integral, independently from the first, we can integrate on the surface t = 0 instead of
integration on Σ . So, we get the integral: ∫
d3x ∂νA0 ∧ Aν .
Using the Lorentz condition we can write it as:∫
d3x ∂ν(A0 ∧ Aν) .
But A0 ∧A0 = 0 . Therefore the summation by index ν can be performed just from 1 to 3 . We get:∫
d3x ∂n(A0 ∧ An) .
— November 20, 2018 — — D. A. Arbatsky “QED. I. Classical electrodynamics.” — — 5 —
This integral is an integral of the three-dimensional vector A0 ∧An . By Ostrogradsky-Gauss divergence theorem,
it is equal to the flux of this vector through a far two-dimensional closed surface. This flux is equal to zero because
the vector potential is implied to be chosen so that it is equal to zero there.
So, under the Lorentz condition ∂νAν = 0 , the symplectic structure (15) can be written in the following way:
ω = −
∫
Σ
dσµ ∂µAν ∧ Aν . (16)
Let us make the Fourier transformation (1) of functions Aµ(x) and Fµν(x) . Similarly to the case of the scalar
field we can write these Fourier transforms as:
A˜µ(k) = 2pi δ(k
2) · aµ(k) , F˜µν(k) = 2pi δ(k2) · fµν(k) .
Here aµ(k) and fµν(k) are usual functions defined on the light cone k
2 = 0 .
The symplectic structure (16) in the Fourier representation takes the form6:
ω · ; · = −
∫
dµm · i ε(k) · aν(−k) · aν(k) · . (17)
The formulas (16) and (17) look very similar to the corresponding formulas (8) and (10) for the scalar field.
More rigorously, they look like formulas for the symplectic structure of four scalar fields. But it is important to
understand that the invariant phase space Zphys introduced in this section is not a direct sum of phase spaces
of four scalar fields. For this reason, as we mentioned above, it is impossible to calculate the Poisson bracket for
vector potential.
Consider now the structure of the space Zphys in Fourier representation. This space can be considered as the set
of functions aµ(k) on the light cone k
2 = 0 satisfying the Lorentz condition − i kµ aµ(k) = 0 and considered
accurate up to the gauge transformation:
aµ(k) ∼ aµ(k)− i kµ λ(k) .
From here and from the formula (17) we see that the symplectic structure on the space Zphys is not degenerate.
Now it is clear that, though it is impossible to calculate the Poisson brackets for components of vector potential, it
is possible to calculate the brackets { F˜µρ(k) , F˜νσ(k′) } and {Fµρ(x) , Fνσ(x′) } . Nevertheless, we postpone this
problem till the section 11.
6. Heisenberg-Pauli term. After the paper of Heisenberg and Pauli [14] when quantum theory of electromag-
netic field is discussed it is customary to change the Lagrangian adding to it an additional term ε2 (∂µAµ)
2 . For
such a step in modern textbooks there are many different “explanations”. Generally they can be divided into two
types.
The first type are “explanations” appealing to formal difficulties of using the Hamiltonian formalism and watching
relativistic invariance. As we have shown in the section 5, even if there were any difficulties, they disappear, if we
use the invariant Hamiltonian formalism.
The second type are “explanations” appealing to quantum theory in some way. Now our first goal is to explain
that the reasons for changing the Lagrangian exist even in the classical theory.
At first sight, the term ε2 (∂µAµ)
2 only fixes the gauge: if the Lorentz condition was satisfied in the past, it will
be satisfied in the future. But actually there is a more deep consequence: when we develop scattering theory and
perturbation theory we get the opportunity to get rid of such a fiction as separation of field to “own” field of
particles and “radiation”.
Indeed, it is impossible in practice to solve a dynamic problem exactly. So, we calculate first some first approxi-
mation and then we calculate radiative corrections. In order to take into account radiative recoil we have to divide
field into “own” and “radiative” in some way. But it is impossible to do it rigorously even in simplest situations.
It is not surprising, because in the Lagrangian formalism there is no hint of such a separation.
6Using an external product we can write it as:
ω = −
∫
dµ+m i a
∗
ν(k) ∧ aν(k) .
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But we can approach problems of scattering differently. Consider, for example, scattering of two particles interacting
with each other by electromagnetic field. Let us use some naive mechanical analogy: for example, two heavy balls
sliding on a smooth elastic membrane. Membrane corresponds to electromagnetic field.
If we do not divide the field into own and radiation we have to accept that all field is “created” by particles. In
order to formalize such an approach we have to introduce turning interaction on and off.
The process of scattering of particles and of electromagnetic field then can be described in the following way:
1. In the far past the particles are free and they do not interact with the field. There exists also the field and
it is far from the particles.
2. Then, while particles are far from each other, we turn on interaction adiabatically. The particles put on their
field at this stage.
3. After interaction is fully turned on particles (and field) run to each other near, interact and then run away
from each other.
4. When they are far enough we turn interaction off adiabatically.
5. Then there remain only bare particles, and there is no field near them, and free field which is not connected
with the particles.
It is obvious for balls sliding on an elastic membrane how to turn on and off interaction: it is necessary to turn
on and off the gravitation. But in the case of electromagnetic field we can not do anything so simple. Consider,
for example, interaction of electromagnetic field Aµ(x) with a given current Jµ(x) . The Lagrangian in this case
takes the form:
L = − 14 Fµν Fµν − αJµAµ . (18)
Here α(x) is a function that turns on and off interaction. In order to write formulas shorter we will use a notation:
Jαµ (x) = α(x)Jµ(x) .
From the Lagrangian (18) we get the equation of the motion:
∂µFµν = J
α
ν . (19)
Applying to both sides the operation ∂ν we see that, if ∂νJ
α
ν 6= 0 , the equation (19) does not have any solutions.
So, the interaction can not be turned on and off.
But if we add to the Lagrangian the term ε2 (∂µAµ)
2 , i. e. use the Lagrangian
L = − 14 Fµν Fµν + ε2 (∂µAµ)2 − Jαµ Aµ ,
then the equation of the motion takes the form:
∂µFµν − ε ∂ν∂µAµ = Jαν , (20)
and solution Aµ(x) can be easily found for any function α(x) .
Later we will always imply that ε = −1 . In such a case the equation (20) takes especially simple form:
∂2Aν = J
α
ν . (21)
Its solution is the Lie´nard-Wiechert potential. For this reason this “gauge” should be called the Lie´nard-Wiechert
gauge. Nevertheless, in quantum electrodynamics it is called the Feynman gauge.
If we calculate a four-dimensional divergence of both parts of equation (21), we get:
∂2(∂νAν) = ∂νJ
α
ν .
It can be shown from here that, if interaction is turned on and off adiabatically and the Lorentz condition ∂νAν = 0
took place in the far past, then it will take place everywhere.
From this we also see that the additional term 12 (∂µAµ)
2 in the Lagrangian will make a zero contribution in the
variation of action. Therefore in the region, where interaction is completely turned on, the system of particles and
fields will satisfy the same equations of motion as the system with no additional term in the Lagrangian.
So, introduction of the additional term in the Lagrangian does not substantially change the scattering. But it
allows to avoid separation of “own” field of particles and allows to construct a local perturbation theory.
It is difficult to say now, how far we can go in constructing of perturbation theory for classical electrodynamics.
But it is apparent that without introduction of the additional term in Lagrangian situation would be completely
hopeless.
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7. “Non-physical” electromagnetic field. Now consider again the free electromagnetic field, but include
already in Lagrangian the term − 12 (∂µAµ)2 . Then the Lagrangian can be written in the following way:
L = − 14 Fµν Fµν − 12 (∂µAµ)2 = − 12 ∂µAν ∂µAν + 12 ∂µ(Aν ∂νAµ −Aµ ∂νAν) .
As we will show in the paper [II] the term that is a full divergence can be thrown off. After that the Lagrangian
takes especially simple form:
L = − 12 ∂µAν ∂µAν ,
i. e. it is in fact the Lagrangian of four scalar fields7 with m = 0 considered in the section 4. The equation of the
motion has the form:
∂2Aµ = 0 .
Now the invariant phase space is a direct sum of four phase spaces of scalar fields. Let us denote it as Z4 . The
symplectic structure in coordinate and Fourier representations is given by formulas:
ω = −
∫
Σ
dσµ ∂µAν ∧ Aν . (22)
ω · ; · = −
∫
dµm · i ε(k) · aν(−k) · aν(k) · . (23)
The formulas (22) and (23) look the same as corresponding formulas from the section 5. But the difference in their
meaning is important: now we can calculate the Poisson bracket for the vector potential. In Fourier representation
it has the form:
{ A˜µ(k) , A˜ν(k′) } = gµν ·
[
i ε(k) · 2pi δ(k2)
]
· (2pi)4δ(k + k′) . (24)
In coordinate representation:
{Aµ(x) , Aν(x′) } = gµν D0(x− x′) . (25)
Here D0(y) is the function (12) with m = 0 . In this case it can be written just as:
D0(y) =
1
2pi
ε(y) δ(y2) .
Let us apply to both sides of the formula (24) symbol [ρµ] 2 (− i kρ) [σν] 2 (− i k′σ) . We get the formula for the
Poisson bracket of the tensor of electromagnetic field in the Fourier representation:
{ F˜µρ(k) , F˜νσ(k′) } = [µρ] [νσ] 4 gµν kρ kσ ·
[
i ε(k) · 2pi δ(k2)
]
· (2pi)4δ(k + k′) . (26)
In the coordinate representation this relation can be written in the following way:
{Fµρ(x) , Fνσ(x′) } = − [µρ] [νσ] 4 gµν ∂ρ ∂σD0(x− x′) . (27)
Here both derivatives are taken with respect to the argument without dash.
It should be mentioned already that formulas (26) and (27) are the same as formulas for the Poisson brackets of
the “physical” electromagnetic field described in the section 5. It will be proven in the section 11.
8. Energy of electrostatic field. In the paper [III] we will get a formula that can be used in the invariant
Hamiltonian formalism for obtaining generators of the Poincare group. With its help we easily get the formula for
the momentum of the “non-physical” electromagnetic field:
Pν = −
∫
dµ+m · kν a∗ρ(k) aρ(k) . (28)
From this formula we see that the energy of the “non-physical” field is not positive-definite. And what is more, it
follows from this formula that the energy stored in electrostatic field created by a system of fixed charges is always
negative.
7The term corresponding to the field with index ν = 0 is included with negative sign.
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Here we will discuss this paradox with some details. This is necessary because it was usually incorrectly treated in
the frame of quantum theory (see, for example, [16, 17, 18, 19]).
The problem of negativity of energy of “time” photons in quantum electrodynamics was noted a long time ago. It
was supposed that quantization in the space with indefinite scalar product allows change the sign of this energy.
And it was considered as an argument for introduction of indefinite scalar product. It seemed so because, if we
use indefinite scalar product in quantum case, it is not quite clear what we should call the energy of a state: the
average value of the Hamiltonian or its eigenvalue. This vagueness, of course, appeared because, first, there was
no clear conception of quantization, and second, classical theory was not formulated in the appropriate way.
But from our consideration it is clear that the discussed energy must be negative: only such value looks natural
from the point of view of relativistic theory. And indefiniteness of metric in quantum case has no relation to this
question.
It should be also noted here that the notion of vacuum of a field we do not connect in any way with minimum of
energy. The vacuum of a classical field is just the zero vector of the space Z . A notion of vacuum of a quantum
field we will introduce in description of quantization in the paper [VI].
But what can we say now about the positiveness of electrostatic energy which is well-known in the usual electro-
statics? The fact is that this notion implies usually a different meaning: it usually imply the work that the system
can make, if charges will be split in infinite small parts and they will be carried far away from each other. But the
formula (28) gives the energy that remains in the field, if its interaction with the charges is instantly turned off.
We will not discuss this question in more details here. But let us notice the following. In electrostatics there is the
formula for energy:
E full = 12
∫
ϕdQ .
The multiplier 12 is usually explained so that, if we use the formula for the energy in external field, we count the
mutual energy of two charges two times.
But in the frame of the theory that we discuss here the field is always considered as external. Therefore, we can
say that the energy of charges is always given by the formula:
E charges =
∫
ϕdQ .
We have to add to it the energy of the field:
E field = − 12
∫
ϕdQ .
The sum of E charges and E field is exactly E full .
9. Scattered states of “non-physical” field. Consider now scattering of the “non-physical” field on a given
current. As it was explained in the section 6, we will suppose that the interaction with electromagnetic field is
turned on and off adiabatically and the particles constituting the current are accelerated only in the region of
space-time where the interaction is fully turned on, i. e. α(y) = 1 .
In an arbitrary point of space-time the field will consist of two components: the field that existed in the far past
and the field created by the particles. This additional field can be calculated with the Lie´nard-Wiechert formula:
Aretµ (x) =
∫
d4x′Dc0(x− x′)Jαµ (x′) , here Dc0(y) = θ(y)D0(y) . (29)
In the invariant Hamiltonian formalism a state of a field implies a solution of the corresponding homogeneous
equation. In our case this is the equation ∂2Aµ = 0 . Therefore when we talk about a state of the field in the far
past or in the far future it is natural to continue the function Aµ(x) by the homogeneous equation to the whole
space. So, we come to the definition of the in- and out- fields: Aµ(x)
in and Aµ(x)
out . Here in and out are
vectors of the invariant phase space Z4 . It is natural to call these vectors in- and out- states. The difference of
these two vectors corresponds to the radiated field:
out− in = rad .
In order to find the field Aµ(x)
rad we have just to make a minor correction in the Lie´nard-Wiechert formula (29):
Aµ(x)
rad =
∫
d4x′D0(x − x′)Jαµ (x′) .
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In the Fourier-representation this formula can be written in an especially simple way:
A˜µ(k)
rad = i ε(k) · 2pi δ(k2) · J˜αµ (k) ,
or, with using non-singular function aµ(k) on the light cone, even shorter:
aµ(k)
rad = i ε(k) J˜αµ (k) . (30)
We see that in the given formulas we can approach to the adiabatic limit. The set of all possible vectors rad
forms a linear subspace of the invariant phase space Z4 . Let us denote this space Z⊥ . As it was explained in
the section 6, if the interaction is turned on and off adiabatically, the Lorentz condition is not broken. Therefore
the space Z⊥ does not coincide with the whole Z4 . On the other hand, it follows from the formula (30) that
there is no other condition that restricts the space Z⊥ . So, Z⊥ is the subspace of the space Z4 defined by the
Lorentz condition:
rad ∈ Z⊥ ⇐⇒ − i kµ aµ(k) rad = 0 . (31)
This explains the notation Z⊥ .
It is natural to believe that all possible in-states were created from the vacuum by interaction with currents. Then
vectors of in- and out- fields also lie in the subspace Z⊥ . So far as all possible radiation fields fill the whole Z⊥ ,
all possible in- and out- fields also fill the whole Z⊥ .
Using the condition (31) and the formula (28) for the energy-momentum vector we see that the states from the
space Z⊥ have non-negative energy.
10. Remainders of gauge invariance. Consider now such a vector gauge ∈ Z that the function aµ(k) gauge
can be written as:
aµ(k)
gauge = − i kµ λ(k) ,
where λ(k) is some function on the light cone. The set of all vectors of this type form a linear subspace in Z4 .
Let us denote this space Z‖ . It is obvious that Z‖ lies in Z⊥ .
Consider again the scattering of particles and field when the motion of particles is not given and there is, generally,
non-zero in-field. This scattering is described by the Lagrangian:
L = Lparticles − 12 ∂µAν ∂µAν − α JµAµ .
Let us suppose that the corresponding equations of motion are solvable and trajectories of particles and field Aµ(x)
that make action stationary are found. Let us also suppose that adiabatic turning on (off) of interaction is made
in so far past (future) that all particles are far from each other and the field Aµ(k)
in ( Aµ(k)
out ) is far from all
particles and the field Aµ(k)
gauge is also far from all particles.
Let us add to the field Aµ(x) the field Aµ(x)
gauge . Or, in other words, let us make the gauge transformation:
Aµ(x)→ Aµ(x) + ∂µΛ(x) , (32)
where Λ(x) is a function whose Fourier transform is connected with λ(k) by relation:
Λ˜(k) = 2pi δ(k2) · λ(k) .
In the region where interaction is turned on and off this addition can not influence the stationarity of action.
Indeed, so far as the particles are outside of the region where this addition is present, variations of terms Lparticles
and −αJµAµ can not change. Furthermore, the term − 12 ∂µAν ∂µAν differs from the gauge-invariant by the
full divergence, which can not change the variation, and by the term − 12 (∂µAµ)2 , which has a zero variation,
because ∂µAµ = 0 .
Consider now the region, where interaction is fully turned on. The transformation (32) can not change the
variations of the terms Lparticles and − 12 ∂µAν ∂µAν for the same reasons that in the case of the regions where
the interaction is turned on and off. There remains the term − JµAµ . Under the gauge transformation (32) it
becomes − JµAµ− Jµ ∂µΛ(x) . Therefore, in the variation of the action we get the additional term − δJµ ∂µΛ(x) .
Integrating it by parts and using conservation of the current we get that it does not add anything to the variation.
So, under the transformation (32) motions that satisfy the condition of stationarity of action are transformed to the
motions that also satisfy this condition. It is possible to say that the space Z‖ does not participate in scattering
at all.
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It is natural to suppose that the scattered states of electromagnetic field are observed only by their influence on
charged particles. Then any two vectors from Z⊥ that differ by vector from Z‖ are physically indistinguishable.
Therefore, instead of using the space Z⊥ , we can use the factor-space Z⊥/‖ = Z⊥/Z‖ .
Notice now that in the Fourier representation the space Z⊥/‖ can be considered as the set of functions aµ(k) on
the light cone k2 = 0 satisfying the Lorentz condition − i kµ aµ(k) = 0 and considered accurate up to the gauge
transformation:
aµ(k) ∼ aµ(k)− i kµ λ(k) .
Therefore, we can establish the natural one-to-one correspondence between elements of the spaces Z⊥/‖ and
Zphys .
And what is more, the space Z⊥/‖ naturally inherits from the full space Z4 the symplectic structure (23), and
this structure obviously is the same as the symplectic structure of the space Zphys given by the formula (17). So,
Z⊥/‖ and Zphys are also naturally identified as symplectic spaces.
11. About the Poisson bracket on Z⊥/‖ . Consider now on the space Z4 a linear function F˜µρ(k) · (or
Fµρ(x)
· ). And let us suppose k (or, correspondingly, x ) to be fixed. As we have said in the section 3, this
function is a generator of a vector field on Z4 .
Notice, first, that so far as the function under consideration is linear on Z4 , its differential does not depend on
the point of the space Z4 (and is identical with the function). Therefore the obtained vector field is constant on
the whole space Z4 .
Second, differential of the function under consideration, like the function, is zero on Z‖ . Therefore, as it is seen
from the formula for symplectic structure (23), the vector of the obtained constant vector field belongs to the
subspace Z⊥ .
From these two statements we get that the obtained field can be naturally restricted to the factor-space Z⊥/‖ .
On the other hand, the space Z⊥/‖ has its own symplectic structure. If we restrict the function F˜µρ(k) · (or
Fµρ(x)
· ) to this factor-space, the obtained function will be a generator of some vector field in Z⊥/‖ .
But, so far as the symplectic structure in Z⊥/‖ is inherited from Z4 we can see that both vector fields in Z⊥/‖
are identical.
From here we also get that the formulas (26) and (27) obtained in the section 7 for the “non-physical” field work
for the “physical” field also.
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Î êâàíòîâàíèè ýëåêòðîìàãíèòíîãî ïîëÿ.
I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà.
Ä. À. Àðáàòñêèé
∗
20 íîÿáðÿ 2018 ã.
Àííîòàöèÿ
àçâèâàåòñÿ ìåòîäèêà èññëåäîâàíèÿ êëàññè÷åñêèõ ïîëåé íà îñíîâå èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà.
Ýëåêòðîìàãíèòíîå ïîëå, íàðÿäó ñî ñêàëÿðíûì, âûñòóïàåò êàê ÷àñòíûé ïðèìåð ïðèìåíåíèÿ îáùåãî ìåòîäà.
Âû÷èñëÿþòñÿ ñêîáêè Ïóàññîíà äëÿ ýòèõ ïîëåé. àçúÿñíÿåòñÿ íåîáõîäèìîñòü ââåäåíèÿ

íåèçè÷åñêèõ
ñòåïåíåé ñâîáîäû äëÿ ýëåêòðîìàãíèòíîãî ïîëÿ.
1. Ââîäíûå çàìå÷àíèÿ. Äàííàÿ ñòàòüÿ ÿâëÿåòñÿ ïåðâîé â ñåðèè èç øåñòè ñòàòåé, îáúåäèí¼ííûõ îáùèì
çàãîëîâêîì. Ññûëêè íà ýòè ñòàòüè áóäóò çäåñü äàâàòüñÿ ðèìñêèìè öèðàìè: [I℄, . . . , [VI℄.
Îäíèì èç ïîâîäîâ äëÿ íàñòîÿùåãî èññëåäîâàíèÿ ÿâèëàñü ïîïûòêà îòâåòèòü íà âîïðîñ î òîì, êàê óñòðîåíî
ïðîñòðàíñòâî ñîñòîÿíèé êâàíòîâàííîãî ýëåêòðîìàãíèòíîãî ïîëÿ ñ òî÷êè çðåíèÿ óíêöèîíàëüíîãî àíàëèçà.
1. Ïðè èçëîæåíèè ñõåìû êâàíòîâàíèÿ óïòû-Áëåéëåðà ñîâðåìåííûå ó÷åáíèêè ìîë÷àëèâî ïðåäïîëàãàþò,
÷òî âîïðîñ î òîïîëîãèè êâàíòîâîãî ïðîñòðàíñòâà ñîñòîÿíèé ó ýëåêòðîìàãíèòíîãî ïîëÿ ðåøàåòñÿ â
ïîëíîé àíàëîãèè ñ ïîëåì ñêàëÿðíûì. Ïðè ýòîì ýëåêòðîìàãíèòíîå ïîëå êâàíòóåòñÿ ëèáî â îáû÷íîì
ãèëüáåðòîâîì ïðîñòðàíñòâå (òàêàÿ êîíñòðóêöèÿ íå îáëàäàåò äàæå íåÿâíîé ðåëÿòèâèñòñêîé èíâàðèàíòíîñòüþ
[VI℄), ëèáî â

ãèëüáåðòîâîì ïðîñòðàíñòâå ñ èíäåèíèòíîé ìåòðèêîé (ïðè òàêîì ïîäõîäå âîïðîñ î
òîïîëîãèè äî ñèõ ïîð âîîáùå íå áûë èññëåäîâàí íà äîëæíîì óðîâíå ñòðîãîñòè; ïðè ýòîì àêòè÷åñêè
îêàçûâàåòñÿ, ÷òî ïðîñòðàíñòâî ñîñòîÿíèé âîîáùå íå îïðåäåëÿëîñü êîíñòðóêòèâíî).
Â ëþáîì ñëó÷àå, îñíîâûâàÿñü íà ðàçëè÷íûõ àíàëîãèÿõ, îáû÷íî ñ÷èòàþò, ÷òî ïðîñòðàíñòâî ñîñòîÿíèé,
ñ òîïîëîãè÷åñêîé òî÷êè çðåíèÿ, äîëæíî áûòü ãèëüáåðòîâûì. Èç íàøåãî èññëåäîâàíèÿ ñòàíåò ÿñíî, ÷òî
òàêàÿ òî÷êà çðåíèÿ îøèáî÷íà. Ïðè÷¼ì ýòîò âûâîä ÿâëÿåòñÿ äîñòàòî÷íî îáùèì: îí çàñòàâëÿåò ïî-íîâîìó
âçãëÿíóòü è íà êâàíòîâàíèå ïîëåé, ñ êâàíòîâàíèåì êîòîðûõ äî ñèõ ïîð âñ¼ êàê-áóäòî áûëî â ïîðÿäêå
(íàïðèìåð, ñêàëÿðíîãî).
2. Êîðåíü ïðîáëåìû, êàê áóäåò âèäíî, ëåæèò íå â óíêöèîíàëüíîì àíàëèçå, à â àëãåáðå. Ïðîöåññ êâàíòîâàíèÿ
â ïðîñòðàíñòâå Ôîêà äî ñèõ ïîð íå áûë îïèñàí óäîâëåòâîðèòåëüíî ñ àëãåáðàè÷åñêîé òî÷êè çðåíèÿ. Äåëî â
òîì, ÷òî, ñëåäóÿ çà Ôîêîì [1℄, äëÿ ïîñòðîåíèÿ êâàíòîâàííîãî ïîëÿ â êà÷åñòâå îòïðàâíîé àëãåáðàè÷åñêîé
ñòðóêòóðû áåðóò îäíî÷àñòè÷íîå êâàíòîâîå ïðîñòðàíñòâî. Íî òàêàÿ àëãåáðàè÷åñêàÿ ñòðóêòóðà ñëèøêîì
áåäíà: íå ñóùåñòâóåò àëãåáðàè÷åñêîãî ïðîöåññà, ïîçâîëÿþùåãî ñêîíñòðóèðîâàòü íà å¼ îñíîâå ïîëå êâàíòîâîå
(èìåííî, îïèðàÿñü òîëüêî íà ñòðóêòóðó îäíî÷àñòè÷íîãî ïîäïðîñòðàíñòâà, íåâîçìîæíî ââåñòè ëîêàëüíûå
îïåðàòîðû ïîëÿ (ñì., íàïðèìåð, [3℄, ãë. 5)).
Êàê áóäåò âèäíî èç íàñòîÿùåãî èññëåäîâàíèÿ, ïîäõîäÿùåé àëãåáðàè÷åñêîé ñòðóêòóðîé äëÿ ïîñòðîåíèÿ
êâàíòîâàííîãî ïîëÿ ÿâëÿåòñÿ êëàññè÷åñêîå ïîëå, îïèñàííîå íà ÿçûêå èíâàðèàíòíîãî ãàìèëüòîíîâà
îðìàëèçìà.
3. Ïîñëå ðåøåíèÿ àëãåáðàè÷åñêèõ âîïðîñîâ (ò. å. ïîñòðîåíèÿ óäîâëåòâîðèòåëüíîé ñõåìû êâàíòîâàíèÿ)
ðåøåíèå âîïðîñà î òîïîëîãèè îêàçûâàåòñÿ â çíà÷èòåëüíîé ñòåïåíè ÷èñòî òåõíè÷åñêîé ïðîáëåìîé. Ïðè
ýòîì âàæíûì îêàçûâàåòñÿ îñîçíàíèå òîãî àêòà, ÷òî ïðè ïîñòðîåíèè ïðîñòðàíñòâà ñîñòîÿíèé ýëåêòðîìàãíèòíîãî
ïîëÿ â ëþáîì ñëó÷àå ïðèõîäèòñÿ îò ãèëüáåðòîâà ïðîñòðàíñòâà îòêàçàòüñÿ. Â ñòàòüå [VI℄ äëÿ ðåøåíèÿ
ýòîé ïðîáëåìû ââîäÿòñÿ íîâûå êëàññû óíêöèîíàëüíûõ ïðîñòðàíñòâ.
∗
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4. Âîïðîñ î ðåëÿòèâèñòñêîé èíâàðèàíòíîñòè ïðåäëîæåííîé çäåñü êîíñòðóêöèè êâàíòîâàííîãî ïîëÿ íå
âñòà¼ò. Äåëî â òîì, ÷òî ýòà êîíñòðóêöèÿ íå ïðîñòî ðåëÿòèâèñòñêè-èíâàðèàíòíà: òðåáîâàíèå ðåëÿòèâèñòñêîé
èíâàðèàíòíîñòè ñîñòàâëÿåò îñíîâó ñàìîé êîíñòðóêöèè.
Åñëè èñïîëüçîâàòü ïðèâåä¼ííóþ çäåñü êîíñòðóêöèþ äëÿ êâàíòîâàíèÿ ãàðìîíè÷åñêîãî îñöèëëÿòîðà,
òî òðåáîâàíèå èíâàðèàíòíîñòè êâàíòîâàíèÿ ïî îòíîøåíèþ ê íåêîòîðîé ãðóïïå â èçâåñòíîì ñìûñëå
çàìåíÿåò òðåáîâàíèå î òîì, ÷òîáû êâàíòîâîå ïðîñòðàíñòâî ñîñòîÿíèé áûëî ãèëüáåðòîâûì. Ïðè ýòîì
êâàíòîâàíèé îêàçûâàåòñÿ äâà: îäíî â ãèëüáåðòîâîì ïðîñòðàíñòâå è îäíî  â ïðîñòðàíñòâå ñ èíäåèíèòíûì
ñêàëÿðíûì ïðîèçâåäåíèåì.
Òàêèì îáðàçîì, ìû äàæå íå äåëàåì ïîïûòêè êàê-ëèáî îáîáùàòü òåîðåìó Ñòîóíà-îí Íåéìàíà íà ñëó÷àé
ðåëÿòèâèñòñêèõ ïîëåé: âìåñòî ýòîãî ïðåäëîæåíà ïðèíöèïèàëüíî èíàÿ êîíöåïöèÿ êâàíòîâàíèÿ, êîòîðàÿ
äàæå â ñëó÷àå êâàíòîâàíèÿ ãàðìîíè÷åñêîãî îñöèëëÿòîðà ðàáîòàåò èíà÷å.
5. Ïîñêîëüêó íàø ïîäõîä ê êâàíòîâàíèþ ïîñëåäîâàòåëüíî îðèåíòèðîâàí íà ÿâíîå îòñëåæèâàíèå ñèììåòðèè
(â ñëó÷àå ðåëÿòèâèñòñêèõ ïîëåé  ïî îòíîøåíèþ ê ãðóïïå Ïóàíêàðå), óäà¼òñÿ ÿñíî ïðîñëåäèòü, êàêèì
îáðàçîì äåéñòâèå ãðóïïû ñèììåòðèè ïåðåíîñèòñÿ ñ êëàññè÷åñêîãî ïðîñòðàíñòâà ñîñòîÿíèé íà êâàíòîâîå.
Íå áóäåò ïðåóâåëè÷åíèåì ñêàçàòü, ÷òî èìåííî â íàñòîÿùèõ ñòàòüÿõ âïåðâûå (íà ñòðîãîì óðîâíå) ðàñêðûâàåòñÿ,
êàêèì îáðàçîì ó êâàíòîâîé ñèñòåìû îêàçûâàþòñÿ èíòåãðàëû äâèæåíèÿ òîãî æå òèïà, ÷òî è ó ñîîòâåòñòâóþùåé
êëàññè÷åñêîé ñèñòåìû (è ñâÿçàííûå ñ íàëè÷èåì ãðóïïû ñèììåòðèè).
6. Åù¼ ñî âðåì¼í êëàññè÷åñêîé ðàáîòû Áîðà è îçåíåëüäà [4℄ èçâåñòíî, ÷òî ïðè ðàññìîòðåíèè ïîëåâûõ
îïåðàòîðîâ â íåêîòîðîé èêñèðîâàííîé òî÷êå ïðîñòðàíñòâà-âðåìåíè âîçíèêàþò ïðîáëåìû. Â ñîâðåìåííûõ
êíèãàõ, ïðåòåíäóþùèõ íà ìàòåìàòè÷åñêóþ ñòðîãîñòü, ïðèíÿòî ãîâîðèòü, ÷òî ìû èìååì â ýòîì ñëó÷àå
äåëî ñ

îïåðàòîðíûì ðàñïðåäåëåíèåì. Îäíàêî, íàñêîëüêî ìíå èçâåñòíî, íèêàêîé ñîäåðæàòåëüíîé ìàòåìàòè÷åñêîé
òåîðèè òàêèõ ðàñïðåäåëåíèé (ïîäîáíîé òåîðèè îáîáù¼ííûõ óíêöèé) äàíî íå áûëî. Ïîýòîìó òåðìèí

îïåðàòîðíîå ðàñïðåäåëåíèå äî ñèõ ïîð âñåãî ëèøü îòðàæàë òîò àêò, ÷òî ñèìâîëàì âèäà Aˆµ(x)
âîîáùå íèêàêîãî ñìûñëà ïðèäàòü íåëüçÿ.
Ïðè èñïîëüçîâàíèè èíâàðèàíòíîãî ãàìèëüòîíîâàîðìàëèçìà â êà÷åñòâå îñíîâû äëÿ ïîñòðîåíèÿ êâàíòîâûõ
ïîëåé ìîæíî âèäåòü, ÷òî ïðîáëåìà ýòà ìîæåò áûòü èññëåäîâàíà óæå â êëàññè÷åñêîé ìåõàíèêå, ïðè÷¼ì
ñ ãîðàçäî áîëüøåé ÿñíîñòüþ.
Ñ òî÷êè çðåíèÿ îðìàëüíîé, ìîæíî áûëî áû ïîëíîñòüþ ðàçîáðàòü ýòîò âîïðîñ óæå â äàííîé ñòàòüå.
Òåì áîëåå ÷òî ñòðîãèé ïîäõîä ê âû÷èñëåíèþ ñêîáîê Ïóàññîíà âñ¼ ðàâíî òðåáóåò îáñóæäåíèÿ òîïîëîãèè
èíâàðèàíòíîãî àçîâîãî ïðîñòðàíñòâà. Òåì íå ìåíåå ýòîò âîïðîñ ÿ ïðåäïî÷¼ë îñòàâèòü äî ïîñëåäíåé
ñòàòüè. Äåëî â òîì, ÷òî âûáîð òîïîëîãèè äëÿ èíâàðèàíòíîãî àçîâîãî ïðîñòðàíñòâà ìîæåò áûòü ÿñíî
è ïðîñòî ìîòèâèðîâàí òîëüêî ïîñëå ðàññìîòðåíèÿ ðåëÿòèâèñòñêèõ ïîëåé ñ òî÷êè çðåíèÿ òåîðèè ãðóïï
[IV℄ è îáñóæäåíèÿ êâàíòîâàíèÿ [VI℄.
7. Êàê èçâåñòíî, ê ëàãðàíæèàíó ïîëÿ ìîæíî äîáàâëÿòü íåêîòîðóþ äèâåðãåíöèþ, íå ìåíÿÿ ïðè ýòîì
óðàâíåíèé äâèæåíèÿ. Â ñòàòüå [II℄ ïîêàçàíî, ÷òî ïðè ýòîì íå ìåíÿåòñÿ è èíâàðèàíòíîå ãàìèëüòîíîâî
îïèñàíèå ïîëÿ. Ïîñêîëüêó ïðåäëàãàåìàÿ ñõåìà êâàíòîâàíèÿ öåëèêîì áàçèðóåòñÿ íà ñòðóêòóðå èíâàðèàíòíîãî
ãàìèëüòîíîâà îðìàëèçìà, ïîëó÷àåìîå â ðåçóëüòàòå êâàíòîâàíèå òàêæå ê çàìåíå ëàãðàíæèàíà íå÷óâñòâèòåëüíî.
8. Ïîñêîëüêó îñíîâîé äëÿ ïîñòðîåíèÿ êâàíòîâàííûõ ïîëåé ó íàñ âûñòóïàåò êëàññè÷åñêîå ïîëå, à íå îäíî÷àñòè÷íîå
êâàíòîâîå ïðîñòðàíñòâî, òåîðèÿ Âèãíåðà-Ìàêêè (îá óíèòàðíûõ ïðåäñòàâëåíèÿõ ãðóïïû Ïóàíêàðå) ó íàñ
íå èãðàåò óíäàìåíòàëüíîé ðîëè. Àíàëîãîì ýòîé òåîðèè ÿâëÿåòñÿ òåîðèÿ ñèìïëåêòè÷åñêèõ ïðåäñòàâëåíèé
ãðóïïû Ïóàíêàðå (â ñòàòüå [IV℄ ÿ ïîïûòàëñÿ îïèñàòü íåêîòîðûå îñíîâû).
Òåîðèÿ ñèìïëåêòè÷åñêèõ ïðåäñòàâëåíèé ãðóïïû Ïóàíêàðå äî èçâåñòíîé ñòåïåíè ïîõîæà íà òåîðèþ
óíèòàðíûõ. Îäíàêî, ïðèìåð ýëåêòðîìàãíèòíîãî ïîëÿ êàê ðàç ïîêàçûâàåò, ÷òî ïîëíîé àíàëîãèè çäåñü
íåò.
9. Â ñâî¼ì èçëîæåíèè ìû áóäåì îðèåíòèðîâàòüñÿ ïðåèìóùåñòâåííî íà ëèíåéíûå âåùåñòâåííûå áîçå-ïîëÿ.
Òðåáîâàíèå ëèíåéíîñòè çäåñü ïðèíöèïèàëüíî: íåëèíåéíûå ïîëÿ ìû êâàíòîâàòü íå óìååì. ×òî êàñàåòñÿ
òðåáîâàíèé âåùåñòâåííîñòè è òîãî, ÷òîáû ïîëå áûëî áîçåâñêèì, òî ýòè îãðàíè÷åíèÿ ïðèíÿòû çäåñü
òîëüêî äëÿ òîãî, ÷òîáû íå óñëîæíÿòü îáîçíà÷åíèÿ è îðìóëèðîâêè.

Êîìïëåêñíîñòü ïîëÿ îçíà÷àåò
ïðîñòî íàëè÷èå äîïîëíèòåëüíîé êîìïëåêñíîé ñòðóêòóðû. ×òî êàñàåòñÿ åðìèåâñêèõ ïîëåé, òî äëÿ èõ
îïèñàíèÿ òðåáóåòñÿ èñïîëüçîâàíèå ãðàññìàíîâûõ ïåðåìåííûõ (ñì., íàïðèìåð, [6℄). Èñïîëüçóþòñÿ ëè
îáû÷íûå ÷èñëà èëè ãðàññìàíîâû, äëÿ íàøåãî ðàññìîòðåíèÿ íå ïðèíöèïèàëüíî.
Â äàííîé ñòàòüå äà¼òñÿ îïèñàíèå êëàññè÷åñêîãî ýëåêòðîìàãíèòíîãî ïîëÿ. Îñíîâíàÿ öåëü  èçëîæèòü îáùåèçâåñòíûå
àêòû íà íîâîì ÿçûêå. Âïðî÷åì, äàííûé ïîäõîä ïîçâîëÿåò âçãëÿíóòü íà íåêîòîðûå âîïðîñû ñîâåðøåííî
èíà÷å: íàïðèìåð, âûÿñíÿåòñÿ, ÷òî âîïðîñ îá ýíåðãèè ýëåêòðîñòàòè÷åñêîãî ïîëÿ äî ñèõ ïîð òðàêòîâàëñÿ
íåïðàâèëüíî.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 2 
2. Îáîçíà÷åíèÿ. Â òåíçîðíûõ îáîçíà÷åíèÿõ ìû áóäåì çàïèñûâàòü âåêòîðû ïðîñòðàíñòâà Ìèíêîâñêîãî êàê
aµ , bν è ò. ï. Ïðè ýòîì áóäóò èñïîëüçîâàòüñÿ òîëüêî êîíòðàâàðèàíòíûå êîìïîíåíòû òåíçîðîâ; èíäåêñû æå,
íóìåðóþùèå èõ, áóäóò ïèñàòüñÿ âñåãäà âíèçó. Ñèñòåìà êîîðäèíàò âñåãäà áóäåò ïðåäïîëàãàòüñÿ îðòîíîðìèðîâàííîé
îòíîñèòåëüíî ñêàëÿðíîãî ïðîèçâåäåíèÿ g( · , · ) , ò. å. òàêîé, ÷òî ìåòðè÷åñêèé òåíçîð èìååò ñòàíäàðòíûé âèä:
gµν = diag (+1,−1,−1,−1)µν . Ïî ïîâòîðÿþùèìñÿ òåíçîðíûì èíäåêñàì ñóììèðîâàíèå âñåãäà ïðîâîäèòñÿ ñ
ó÷¼òîì çíàêîâ. Íàïðèìåð, ñêàëÿðíîå ïðîèçâåäåíèå áóäåò çàïèñûâàòüñÿ êàê
a b = aµ bµ = gµν aµ bν = a0 b0 − a1 b1 − a2 b2 − a3 b3 .
Ïðîèçâîäíûå ïî ïðîñòðàíñòâåííî-âðåìåííûì êîîðäèíàòàì îáîçíà÷àþòñÿ ñèìâîëîì ∂µ :
∂µ =
(
∂
∂x0
− ∂∂x1 − ∂∂x2 − ∂∂x3
)
µ
,
ò. å. èíäåêñ ó ïðîèçâîäíîé, êàê è âñå èíäåêñû, ÿâëÿåòñÿ êîíòðàâàðèàíòíûì.
Äëÿ ñîêðàùåíèÿ îáîçíà÷åíèé ââåä¼í ñèìâîë àíòèñèììåòðèçàöèè âèäà
[µν]
. Îí îçíà÷àåò, ÷òî ïî áëèæàéøèì
ñëåäóþùèì çà íèì èíäåêñàì µ è ν ïðîâîäèòñÿ àíòèñèììåòðèçàöèÿ. Íàïðèìåð, òåíçîð ýëåêòðîìàãíèòíîãî
ïîëÿ çàïèñûâàåòñÿ êàê Fµν = ∂µAν − ∂νAµ = [µν] 2 ∂µAν .
Îïåðàòîð Äàëàìáåðà çàäà¼òñÿ îðìóëîé: ∂2 = ∂µ∂µ .
Ïðåîáðàçîâàíèå Ôóðüå èìååò âñþäó âèä:
ϕ˜(k) =
∫
d4x e+ikx ϕ(x) , ϕ(x) =
∫
d4k
(2pi)4
e−ikx ϕ˜(k) . (1)
Ñèñòåìà åäèíèö âñþäó òàêîâà, ÷òî ~ = c = 1 .
3. Èíâàðèàíòíûé ãàìèëüòîíîâ îðìàëèçì. Â ðàáîòàõ [7, 8, 9℄ áûëî ïîêàçàíî, ÷òî áàçîâûì ïîíÿòèÿì
ãàìèëüòîíîâà îðìàëèçìà (à èìåííî, àçîâîìó ïðîñòðàíñòâó è ñèìïëåêòè÷åñêîé ñòðóêòóðå íà í¼ì) ìîæíî
ïðèäàòü ðåëÿòèâèñòñêè èíâàðèàíòíûé ñìûñë. Òàì æå áûëè ïîëó÷åíûîðìóëû äëÿ ñèìïëåêòè÷åñêîé ñòðóêòóðû
íàèáîëåå âàæíûõ ñèñòåì (â êîîðäèíàòíîì ïðåäñòàâëåíèè). Òåì ñàìûì áûëà çàëîæåíà îñíîâà ñõåìû, êîòîðóþ
ìîæíî íàçâàòü èíâàðèàíòíûì ãàìèëüòîíîâûì îðìàëèçìîì. Ïîäðîáíîå èçëîæåíèå èìååòñÿ â îðèãèíàëüíûõ
îáçîðàõ [10, 11℄. Âîïðîñ îá ýêâèâàëåíòíîñòè ýòîãî ïîäõîäà è îáû÷íîé ãàìèëüòîíîâîé ìåõàíèêè â ñëó÷àå
ñèñòåì ñî ñâÿçÿìè îáñóæäàëñÿ òàêæå â [12℄.
Çäåñü ÿ íàïîìíþ, îäíàêî, íåêîòîðûå îñíîâíûå ïîíÿòèÿ. Ýòî íóæíî äëÿ òîãî, ÷òîáû ââåñòè íàøè ñîáñòâåííûå
îáîçíà÷åíèÿ.
Ïóñòü ïîëå ϕi(x) îïèñûâàåòñÿ ëàãðàíæèàíîì L(ϕi, ∂µϕi) . Ëàãðàíæèàí ìû çäåñü áóäåì ñ÷èòàòü çàâèñÿùèì
òîëüêî îò ñàìèõ ïîëåâûõ ïåðåìåííûõ ϕi è èõ ïðîèçâîäíûõ
1
, è íå çàâèñÿùèì îò òî÷êè x . Êðîìå òîãî, ìû
áóäåì èìåòü äåëî òîëüêî ñ ëèíåéíûìè ïîëÿìè, è ëàãðàíæèàí áóäåò ñ÷èòàòüñÿ êâàäðàòè÷íîé óíêöèåé.
Ïðèíöèï íàèìåíüøåãî äåéñòâèÿ ïðèâîäèò ê óðàâíåíèÿì Ýéëåðà-Ëàãðàíæà:
∂L
∂ ϕi
− ∂µ ∂L
∂ (∂µϕi)
= 0 . (2)
Èíâàðèàíòíîå àçîâîå ïðîñòðàíñòâî Z îïðåäåëÿåòñÿ êàê ìíîæåñòâî âñåõ óíêöèé2 ϕi , êîòîðûå óäîâëåòâîðÿþò
óðàâíåíèÿì (2). Ïîñêîëüêó ìû ïðåäïîëàãàåì óðàâíåíèå (2) ëèíåéíûì, ïðîñòðàíñòâî Z îáëàäàåò åñòåñòâåííîé
ëèíåéíîé ñòðóêòóðîé.
Ýëåìåíòû ïðîñòðàíñòâà Z áóäåì îáîçíà÷àòü ïîä÷¼ðêíóòûìè íàáîðàìè ñèìâîëîâ, íàïðèìåð, c ∈ Z . Ôóíêöèè
íà ýòîì ïðîñòðàíñòâå áóäåì çàïèñûâàòü êàê f c . Íàïðèìåð, çíà÷åíèå óíêöèè ϕ , îòâå÷àþùåé ýëåìåíòó
c , â òî÷êå x çàïèñûâàåòñÿ êàê ϕ(x) c .
Ìû áóäåì, êàê ïðàâèëî, îòîæäåñòâëÿòü ýëåìåíòû êàñàòåëüíîãî ðàññëîåíèÿ TZ ñ ýëåìåíòàìè ñàìîãî Z .
Åñëè, îäíàêî, íåîáõîäèìî óêàçàòü, ÷òî êàñàòåëüíûé âåêòîð c ïðèëîæåí â òî÷êå b ∈ Z , òî ìîæíî åãî
çàïèñàòü êàê c [b] . Ýëåìåíòû êîêàñàòåëüíîãî ðàññëîåíèÿ T ∗Z áóäóò, àíàëîãè÷íî, îòîæäåñòâëÿòüñÿ ñ ýëåìåíòàìè
1
Íàì çäåñü äîñòàòî÷íî áóäåò îãðàíè÷èòüñÿ ëàãðàíæèàíàìè, çàâèñÿùèìè òîëüêî îò ïðîèçâîäíûõ ïåðâîãî ïîðÿäêà. Â îáùåì
ñëó÷àå ìîæíî ðàññìàòðèâàòü è ëàãðàíæèàíû ñ âûñøèìè ïðîèçâîäíûìè [12℄.
2
Òî÷íåå, áóäåì ïîêà ñ÷èòàòü, ÷òî ðå÷ü èä¼ò î ãëàäêèõ óíêöèÿõ. Êðîìå òîãî, áóäåì ñ÷èòàòü, ÷òî ýòè óíêöèè îòëè÷íû îò
íóëÿ òîëüêî íà ìíîæåñòâå, ïåðåñå÷åíèå êîòîðîãî ñ ëþáîé ïðîñòðàíñòâåííî-ïîäîáíîé ïëîñêîñòüþ îãðàíè÷åíî. Â ñòàòüå [VI℄ ìû
îáñóäèì âîïðîñ î åñòåñòâåííîé òîïîëîãèè ïðîñòðàíñòâà Z .
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 3 
ñîïðÿæ¼ííîãî ïðîñòðàíñòâà Z∗ . Äèåðåíöèàëû ëèíåéíûõ óíêöèé ïðè ýòîì îòîæäåñòâëÿþòñÿ ñ ñàìèìè
óíêöèÿìè, ò. å. âìåñòî df ïèøåì ïðîñòî: f .
Íà èíâàðèàíòíîì àçîâîì ïðîñòðàíñòâå Z , òàê æå, êàê è íà îáû÷íîì, èìååòñÿ ñèìïëåêòè÷åñêàÿ ñòðóêòóðà ω :
ω =
∫
Σ
dσµ δjµ(x) , ãäå δjµ(x) =
∂L
∂ (∂µϕi)
∧ ϕi . (3)
Èíòåãðèðîâàíèå âåä¼òñÿ ïî ëþáîé ïðîñòðàíñòâåííî-ïîäîáíîé ãèïåðïîâåðõíîñòè Σ , íå ñëèøêîì ïëîõî âåäóùåé
ñåáÿ íà áåñêîíå÷íîñòè. 2-îðìà δjµ íàçûâàåòñÿ ñèìïëåêòè÷åñêèì òîêîì. Ïîñêîëüêó ñèìïëåêòè÷åñêèé òîê
ñîõðàíÿåòñÿ, ðåçóëüòàò îò âûáîðà ïîâåðõíîñòè Σ íå çàâèñèò.
Ïðîèçâîë â âûáîðå ëàãðàíæèàíà è âîçíèêàþùàÿ îòñþäà íåîäíîçíà÷íîñòü ñèìïëåêòè÷åñêîé ñòðóêòóðû áóäóò
ðàññìîòðåíû â ñòàòüå [II℄. Â ðàçóìíîì ñìûñëå ìîæíî ñêàçàòü, ÷òî íåîäíîçíà÷íîñòü â âûáîðå ëàãðàíæèàíà
íå âëèÿåò íà ñèìïëåêòè÷åñêóþ ñòðóêòóðó.
Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà ω , êàê îáû÷íî [13℄, çàäà¼ò èçîìîðèçì I : T ∗Z → TZ êîêàñàòåëüíîãî T ∗Z
è êàñàòåëüíîãî TZ ðàññëîåíèé3. Îí ñîïîñòàâëÿåò ïðîèçâîëüíîé 1-îðìå l · ∈ T ∗Z êàñàòåëüíûé âåêòîð
Il ∈ TZ òàêîé, ÷òî äëÿ ëþáîãî êàñàòåëüíîãî âåêòîðà c ∈ TZ âûïîëíÿåòñÿ ðàâåíñòâî:
ω c ; Il = l c . (4)
Åñëè îðìà l · ÿâëÿåòñÿ äèåðåíöèàëîì íåêîòîðîé óíêöèè g · , ò. å. l · = dg · , òî ìû ãîâîðèì, ÷òî g ·
ÿâëÿåòñÿ ãåíåðàòîðîì âåêòîðíîãî ïîëÿ Il = I dg .
Ñêîáêà Ïóàññîíà äâóõ óíêöèé f · è g · îïðåäåëÿåòñÿ ðàâåíñòâîì:
{ f , g } = df I dg . (5)
Åñëè æå óíêöèè f · è g · ëèíåéíû, òî ýòî îïðåäåëåíèå ìîæíî çàïèñàòü ïðîñòî êàê:
{ f , g } = f Ig . (6)
Çäåñü íàì äîñòàòî÷íî áóäåò îãðàíè÷èòüñÿ âåùåñòâåííûìè ïîëÿìè, ïîýòîìó ïðîñòðàíñòâî Z áóäåò âåùåñòâåííûì
ëèíåéíûì ïðîñòðàíñòâîì. Îäíàêî, îêàçûâàåòñÿ ïîëåçíûì ðàññìàòðèâàòü êîìïëåêñíûå óíêöèè íà àçîâîì
ïðîñòðàíñòâå. Èõ äèåðåíöèàëû ïðèíàäëåæàò êîìïëåêñèèöèðîâàííîìó ñîïðÿæ¼ííîìó ïðîñòðàíñòâó. Ïî
ýòîé ïðè÷èíå âìåñòî ïðîñòðàíñòâà Z∗ , ìû áóäåì âñåãäà èñïîëüçîâàòü åãî êîìïëåêñèèêàöèþ Z∗
C
. Êðîìå
òîãî, ïðè îïðåäåëåíèè ñêîáêè Ïóàññîíà êîìïëåêñíûõ óíêöèé ïî îðìóëå (5) ïðèõîäèòñÿ ðàññìàòðèâàòü
êîìïëåêñíûå âåêòîðû I dg . Ýòîãî ìîæíî áûëî áû èçáåæàòü, îïðåäåëèâ ñêîáêè Ïóàññîíà íåñêîëüêî áîëåå
àáñòðàêòíî
4
.
4. Ñêàëÿðíîå ïîëå. àññìîòðèì ñêàëÿðíîå ïîëå. Åãî ëàãðàíæèàí òàêîâ:
L = 12 ∂νϕ∂νϕ− m
2
2 ϕ
2 .
Óðàâíåíèå äâèæåíèÿ (2) ïðèíèìàåò âèä (óðàâíåíèå Êëåéíà-Ôîêà-îðäîíà):(
∂2+m2
)
ϕ = 0 . (7)
Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà (3) íà èíâàðèàíòíîì àçîâîì ïðîñòðàíñòâå Zscal â êîîðäèíàòíîì ïðåäñòàâëåíèè
èìååò âèä (óêàçàííûé åù¼ â [7℄):
ω =
∫
Σ
dσν ∂νϕ ∧ ϕ . (8)
3
Ñòðîãî ãîâîðÿ, î òàêîì èçîìîðèçìå ìîæíî ãîâîðèòü òîëüêî ïîñëå îáñóæäåíèÿ òîïîëîãèè èíâàðèàíòíîãî àçîâîãî
ïðîñòðàíñòâà. Áåç òàêîãî îáñóæäåíèÿ äàæå ïîíÿòèå êîêàñàòåëüíîãî ðàññëîåíèÿ íå èìååò ÿñíîãî ñìûñëà. Ïî ïðè÷èíàì,
îáúÿñí¼ííûì â

Ââîäíûõ çàìå÷àíèÿõ îáñóæäåíèå ýòîãî âîïðîñà äëÿ ñëó÷àÿ ðåëÿòèâèñòñêèõ ïîëåé ìû îñòàâëÿåì äî ñòàòüè
[VI℄.
Òàêæå ñëåäóåò èìåòü â âèäó, ÷òî óïîòðåáëÿåìûå çäåñü âåëè÷èíû òèïà ϕ(x) ïðè ââåäåíèè íàäëåæàùåé òîïîëîãèè îêàçûâàþòñÿ
íå ïðèíàäëåæàùèìè êîêàñàòåëüíîìó ðàññëîåíèþ àçîâîãî ïðîñòðàíñòâà. Ýòîò íåäîñòàòîê ëåãêî óñòðàíèì, íî äî îáñóæäåíèÿ
òîïîëîãèè ìû ïðåäïî÷èòàåì ïðîñòî íå îáðàùàòü íà íåãî âíèìàíèÿ.
4
Êîìïëåêñèèêàöèÿ Z ïðåäñòàâëÿåòñÿ íåæåëàòåëüíîé, ò. ê. ýòî ïðîñòðàíñòâî ìîæíî ðàññìàòðèâàòü êàê ìíîæåñòâî
èçè÷åñêèõ ñîñòîÿíèé, ñóùåñòâóþùèõ â ïðèðîäå. Ïðîñòðàíñòâî Z∗
C
ïðè ýòîì ìîæíî ðàññìàòðèâàòü êàê ìíîæåñòâî
ìàòåìàòè÷åñêèõ âåëè÷èí, èñïîëüçóåìûõ äëÿ îïèñàíèÿ èçè÷åñêèõ ñîñòîÿíèé.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 4 
Ñîâåðøèì òåïåðü ïðåîáðàçîâàíèåÔóðüå óíêöèè ϕ(x) ïî îðìóëàì (1). Ïîñêîëüêóóíêöèÿ ϕ(x) óäîâëåòâîðÿåò
óðàâíåíèþ (7), å¼ óðüå-îáðàç ϕ˜(k) ìîæíî ïðåäñòàâèòü â âèäå:
ϕ˜(k) = 2pi δ(k2 −m2) · a(k) , (9)
ãäå a(k)  îáû÷íàÿ óíêöèÿ, çàäàííàÿ íà ìàññîâîé ïîâåðõíîñòè k2 = m2 .
Ïðåîáðàçóÿ òåïåðü ñèìïëåêòè÷åñêóþ ñòðóêòóðó (8) â óðüå-ïðåäñòàâëåíèå, èìååì:
ω · ; · =
∫
dµm · i ε(k) · a(−k) · a(k) · , ãäå dµm = d
4k
(2pi)4
· 2pi δ(k2 −m2) . (10)
Ïîä çíàêîì èíòåãðàëà ñòîèò îáû÷íîå ïðîèçâåäåíèå
5
. Ïîäðàçóìåâàåòñÿ, ÷òî â ïðàâîé ÷àñòè îðìóëû àðãóìåíòû
ïîäñòàâëÿþòñÿ â òîì æå ïîðÿäêå, â êîòîðîì îíè ñëåäóþò ñëåâà.
×òîáû òåïåðü âû÷èñëèòü ñêîáêó Ïóàññîíà äâóõ ïîëåâûõ âåëè÷èí { ϕ˜(k) , ϕ˜(k′) } , ñîãëàñíî îðìóëå (6),
ðàññìîòðèì âåêòîð Iϕ˜(k′) . Èç îðìóë (4) è (10) èìååì, ÷òî äëÿ ëþáîãî âåêòîðà c :∫
dµm · i ε(k) · a(−k) c a(k) Iϕ˜(k
′) = ϕ˜(k′) c .
Èñïîëüçóÿ ëèíåéíóþ íåçàâèñèìîñòü îðìû a(k) · ïðè ðàçëè÷íûõ k , k2 = m2 , à òàêæå îïðåäåëåíèå ýòîé
îðìû (9), îòñþäà ïîëó÷àåì, ÷òî âåêòîð Iϕ˜(k′) õàðàêòåðèçóåòñÿ ñîîòíîøåíèåì:
a(k) Iϕ˜(k
′) = − i ε(k) · (2pi)4δ(k + k′) .
Îòñþäà, ïî îðìóëå (6), èñêîìàÿ ñêîáêà Ïóàññîíà ðàâíà:
{ ϕ˜(k) , ϕ˜(k′) } = −
[
i ε(k) · 2pi δ(k2 −m2)
]
· (2pi)4δ(k + k′) . (11)
Èíîãäà áûâàåò ïîëåçíî èìåòü àíàëîãè÷íîå ñîîòíîøåíèå â êîîðäèíàòíîì ïðåäñòàâëåíèè. ×òîáû åãî ïîëó÷èòü,
íóæíî â îðìóëå (11) ñîâåðøèòü ïðåîáðàçîâàíèå Ôóðüå ïî ïåðåìåííûì k è k′ :
{ϕ(x) , ϕ(x′) } = −Dm(x − x′) .
Çäåñü óíêöèÿ Dm(y) èìååò âèä:
Dm(y) =
∫
d4k
(2pi)4
e−iky ·
[
i ε(k) · 2pi δ(k2 −m2)
]
. (12)
5.

Ôèçè÷åñêîå ýëåêòðîìàãíèòíîå ïîëå. Âûáåðåì ëàãðàíæèàí ýëåêòðîìàãíèòíîãî ïîëÿ êàëèáðîâî÷-
íî-èíâàðèàíòíûì:
L = − 14 Fµν Fµν = − [µν] ∂µAν ∂µAν , ãäå Fµν = [µν] 2 ∂µAν . (13)
Óðàâíåíèå äâèæåíèÿ (2) ïðèíèìàåò âèä (âòîðîå óðàâíåíèå Ìàêñâåëëà):
∂µFµν = 0 . (14)
Ïîä èíâàðèàíòíûì àçîâûì ïðîñòðàíñòâîì Zphys â äàííîì ñëó÷àå óäîáíî ïîíèìàòü ìíîæåñòâî óíêöèé
Fµν(x) , óäîâëåòâîðÿþùèõ óðàâíåíèþ (14). Ïðè ýòîì çíà÷åíèå âåêòîðíîãî ïîòåíöèàëà Aµ â äàííîé òî÷êå x
íå ÿâëÿåòñÿ õîðîøî îïðåäåë¼ííîé óíêöèåé íà Zphys : çàïèñü âèäà Aµ(x)
·
íå èìååò ñìûñëà, ïîêà íå óêàçàíî,
êàêàÿ êàëèáðîâêà èìååòñÿ â âèäó. Ïî ýòîé ïðè÷èíå íèêàêîé îäíîçíà÷íîé îðìóëû äëÿ ñêîáîê Ïóàññîíà îò
âåêòîðíîãî ïîòåíöèàëà íàïèñàòü íåëüçÿ.
Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà (3) â äàííîì ñëó÷àå èìååò âèä (óêàçàííûé åù¼ â [8, 10℄):
ω = −
∫
Σ
dσµ Fµν ∧ Aν . (15)
5
Åñëè ââåñòè îáîçíà÷åíèå dµ+m = dµm ·θ(k) , òî îðìóëó (10) ìîæíî ïåðåïèñàòü è â òåðìèíàõ âíåøíåãî ïðîèçâåäåíèÿ îðì:
ω =
∫
dµ+m · i a
∗(k) ∧ a(k) .
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 5 
Çäåñü óìåñòíî îòìåòèòü, ÷òî õîòÿ îðìà ω âûðàæåíà ÷åðåç êàëèáðîâî÷íî-íåèíâàðèàíòíóþ âåëè÷èíó Aν ,
ñàìà îíà, ðàçóìååòñÿ, êàëèáðîâî÷íî-èíâàðèàíòíà.
Âûáåðåì òåïåðü âåêòîðíûé ïîòåíöèàë Aµ òàê, ÷òîáû îí óäîâëåòâîðÿë óñëîâèþ Ëîðåíöà ∂νAν = 0 . Ïðè
ýòîì, ñîãëàñíî óðàâíåíèþ (14), îí áóäåò óäîâëåòâîðÿòü óðàâíåíèþ Äàëàìáåðà: ∂2Aµ = 0 . àçîáü¼ì âûðàæåíèå (15)
íà äâà ñëàãàåìûõ:
ω = −
∫
Σ
dσµ ∂µAν ∧ Aν +
∫
Σ
dσµ ∂νAµ ∧ Aν .
Âòîðîé èç ýòèõ äâóõ èíòåãðàëîâ ðàâåí íóëþ. Â ýòîì ìîæíî óáåäèòüñÿ ñëåäóþùèì îáðàçîì. Âî-ïåðâûõ, èç
óñëîâèÿ Ëîðåíöà è àíòèñèììåòðèè âíåøíåãî óìíîæåíèÿ ñëåäóåò, ÷òî ïîäûíòåãðàëüíîå âûðàæåíèå ÿâëÿåòñÿ
ñîõðàíÿþùèìñÿ òîêîì: ∂µ(∂νAµ ∧ Aν) = 0 . Ïîýòîìó âî âòîðîì èíòåãðàëå, íåçàâèñèìî îò ïåðâîãî, ìîæíî
ïåðåéòè îò èíòåãðèðîâàíèÿ ïî ïîâåðõíîñòè Σ ê èíòåãðèðîâàíèþ ïî ïîâåðõíîñòè t = 0 . Ïîëó÷àåì èíòåãðàë:∫
d3x ∂νA0 ∧ Aν .
Âñëåäñòâèå óñëîâèÿ Ëîðåíöà åãî ìîæíî ïåðåïèñàòü òàê:∫
d3x ∂ν(A0 ∧ Aν) .
Íî A0 ∧ A0 = 0 . Ïîýòîìó ñóììèðîâàíèå ïî èíäåêñó ν ìîæíî àêòè÷åñêè ïðîâîäèòü ëèøü îò 1 äî 3 .
Ïîëó÷àåì: ∫
d3x ∂n(A0 ∧ An) .
Ýòî èíòåãðàë îò äèâåðãåíöèè òð¼õìåðíîãî âåêòîðà A0 ∧ An . Ïî òåîðåìå Îñòðîãðàäñêîãî-àóññà, îí ðàâåí
ïîòîêó ýòîãî âåêòîðà ÷åðåç óäàë¼ííóþ äâóìåðíóþ çàìêíóòóþ ïîâåðõíîñòü. Ýòîò ïîòîê ðàâåí íóëþ, ïîñêîëüêó
âåêòîðíûé ïîòåíöèàë ïðåäïîëàãàåòñÿ âûáðàííûì òàê, ÷òîáû îí òàì îáðàùàëñÿ â íóëü.
Òàêèì îáðàçîì, ïðè âûïîëíåíèè óñëîâèÿ Ëîðåíöà ∂νAν = 0 , ñèìïëåêòè÷åñêàÿ ñòðóêòóðà (15) ìîæåò áûòü
çàïèñàíà â âèäå:
ω = −
∫
Σ
dσµ ∂µAν ∧ Aν . (16)
Ïðîèçâåä¼ì òåïåðü íàä óíêöèÿìè Aµ(x) è Fµν(x) ïðåîáðàçîâàíèå Ôóðüå (1). Òî÷íî òàê æå, êàê â ñëó÷àå
ñêàëÿðíîãî ïîëÿ, ïðåäñòàâèì ýòè óðüå-îáðàçû â âèäå:
A˜µ(k) = 2pi δ(k
2) · aµ(k) , F˜µν(k) = 2pi δ(k2) · fµν(k) .
Çäåñü aµ(k) è fµν(k)  îáû÷íûå óíêöèè, çàäàííûå íà ñâåòîâîì êîíóñå k
2 = 0 .
Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà (16) â óðüå-ïðåäñòàâëåíèè ïðèíèìàåò âèä
6
:
ω · ; · = −
∫
dµm · i ε(k) · aν(−k) · aν(k) · . (17)
Ôîðìóëû (16) è (17) âíåøíå î÷åíü ïîõîæè íà ñîîòâåòñòâóþùèå îðìóëû (8) è (10) äëÿ ñêàëÿðíîãî ïîëÿ.
Òî÷íåå, îíè âûãëÿäÿò òàê æå, êàê îðìóëû äëÿ ñèìïëåêòè÷åñêîé ñòðóêòóðû ÷åòûð¼õ ñêàëÿðíûõ ïîëåé.
Ñëåäóåò, îäíàêî, èìåòü â âèäó, ÷òî èíâàðèàíòíîå àçîâîå ïðîñòðàíñòâî Zphys , ââåä¼ííîå â ýòîì ïóíêòå, íå
ÿâëÿåòñÿ ïðÿìîé ñóììîé èíâàðèàíòíûõ àçîâûõ ïðîñòðàíñòâ ÷åòûð¼õ ñêàëÿðíûõ ïîëåé. Ïî ýòîé ïðè÷èíå,
êàê óæå îòìå÷àëîñü, ñêîáêó Ïóàññîíà äëÿ âåêòîðíîãî ïîòåíöèàëà âû÷èñëèòü íåëüçÿ.
àññìîòðèì òåïåðü, êàê óñòðîåíî ïðîñòðàíñòâî Zphys â óðüå-ïðåäñòàâëåíèè. Ýòî ïðîñòðàíñòâî ìîæíî
ðàññìàòðèâàòü êàê ìíîæåñòâî óíêöèé aµ(k) íà ñâåòîâîì êîíóñå k
2 = 0 , óäîâëåòâîðÿþùèõ óñëîâèþ
Ëîðåíöà − i kµ aµ(k) = 0 è ðàññìàòðèâàåìûõ ñ òî÷íîñòüþ äî êàëèáðîâî÷íîãî ïðåîáðàçîâàíèÿ:
aµ(k) ∼ aµ(k)− i kµ λ(k) .
Îòñþäà, èç îðìóëû (17), î÷åâèäíà íåâûðîæäåííîñòü ñèìïëåêòè÷åñêîé ñòðóêòóðû íà ïðîñòðàíñòâå Zphys .
Òåïåðü ÿñíî, ÷òî õîòÿ è íåëüçÿ âû÷èñëèòü ñêîáêè Ïóàññîíà äëÿ êîìïîíåíò âåêòîðíîãî ïîòåíöèàëà, ìîæíî
âû÷èñëèòü ñêîáêè { F˜µρ(k) , F˜νσ(k′) } è {Fµρ(x) , Fνσ(x′) } . Ýòó çàäà÷ó ìû, îäíàêî, îòëîæèì äî ïóíêòà 11.
6
Â òåðìèíàõ âíåøíåãî ïðîèçâåäåíèÿ å¼ ìîæíî çàïèñàòü òàê:
ω = −
∫
dµ+m i a
∗
ν(k) ∧ aν(k) .
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 6 
6. Äîáàâêà åéçåíáåðãà-Ïàóëè. Ïðè îáñóæäåíèè êâàíòîâîé òåîðèè ýëåêòðîìàãíèòíîãî ïîëÿ ñî âðåì¼í
ðàáîòû åéçåíáåðãà è Ïàóëè [14℄ ëàãðàíæèàí (13) ïðèíÿòî âèäîèçìåíÿòü, äîáàâëÿÿ ê íåìó äîïîëíèòåëüíûé
÷ëåí
ε
2 (∂µAµ)
2
. Äëÿ òàêîãî øàãà â ñîâðåìåííûõ ó÷åáíèêàõ äà¼òñÿ ìíîæåñòâî ðàçëè÷íûõ

îáúÿñíåíèé. Â
îñíîâíîì îíè äåëÿòñÿ íà äâà êëàññà.
Ê ïåðâîìó êëàññó îòíîñÿòñÿ

îáúÿñíåíèÿ, àïåëëèðóþùèå ê îðìàëüíûì òðóäíîñòÿì ïîñòðîåíèÿ ãàìèëüòîíîâà
îðìàëèçìà è îòñëåæèâàíèÿ ðåëÿòèâèñòñêîé èíâàðèàíòíîñòè. Êàê áûëî ïîêàçàíî â ïóíêòå 5, åñëè òóò è
èìåëèñü êàêèå-òî òðóäíîñòè, òî ñ ïîñòðîåíèåì èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà îíè èñ÷åçàþò.
Êî âòîðîìó êëàññó îòíîñÿòñÿ

îáúÿñíåíèÿ, òàê èëè èíà÷å àïåëëèðóþùèå ê êâàíòîâîé òåîðèè. Íàøà áëèæàéøàÿ
çàäà÷à  îáúÿñíèòü, ÷òî ïðè÷èíû ìîäèèêàöèè ëàãðàíæèàíà ïðèñóòñòâóþò óæå â òåîðèè êëàññè÷åñêîé.
Íà ïåðâûé âçãëÿä, äîáàâêà
ε
2 (∂µAµ)
2
ïðèâîäèò òîëüêî ê èêñàöèè êàëèáðîâêè: åñëè óñëîâèå Ëîðåíöà
âûïîëíÿëîñü â ïðîøëîì, òî îíî áóäåò âûïîëíÿòüñÿ è â áóäóùåì. Â äåéñòâèòåëüíîñòè æå èìååòñÿ è áîëåå
ãëóáîêîå ñëåäñòâèå: ïðè ïîñòðîåíèè òåîðèè ðàññåÿíèÿ è òåîðèè âîçìóùåíèé ïîÿâëÿåòñÿ âîçìîæíîñòü èçáàâèòüñÿ
îò òàêîé èêöèè, êàê ðàçäåëåíèå ïîëÿ íà

ñîáñòâåííîå ïîëå ÷àñòèö è íà

èçëó÷åíèå.
Äåéñòâèòåëüíî, íà ïðàêòèêå îêàçûâàåòñÿ íåâîçìîæíûì ðåøèòü äèíàìè÷åñêóþ çàäà÷ó òî÷íî. Ïîýòîìó âíà÷àëå
âû÷èñëÿåòñÿ êàêîå-ëèáî

ïåðâîå ïðèáëèæåíèå, à ê íåìó óæå äàëåå âû÷èñëÿþòñÿ

ðàäèàöèîííûå ïîïðàâ-
êè. ×òîáû ó÷åñòü ðàäèàöèîííóþ îòäà÷ó, ïðèõîäèòñÿ òåì èëè èíûì ñïîñîáîì äåëèòü ïîëå íà

ñîáñòâåííîå
è

ðàäèàöèîííîå. Ñäåëàòü ýòî âïîëíå êîððåêòíî, îäíàêî, íåâîçìîæíî äàæå â ïðîñòåéøèõ ñëó÷àÿõ. Ýòî
íå óäèâèòåëüíî, ïîñêîëüêó â ñàìîì ëàãðàíæåâîì îðìàëèçìå íèêàêîãî íàì¼êà íà òàêîå ðàçäåëåíèå íå
ñîäåðæèòñÿ.
Ìîæíî, îäíàêî, ïîäõîäèòü ê çàäà÷àì ðàññåÿíèÿ èíà÷å. àññìîòðèì äëÿ ïðèìåðà ðàññåÿíèå äâóõ ÷àñòèö,
âçàèìîäåéñòâóþùèõ äðóã ñ äðóãîì ïîñðåäñòâîì ýëåêòðîìàãíèòíîãî ïîëÿ. Áóäåì èñõîäèòü èç êàêîé-íèáóäü
íàèâíîé ìåõàíè÷åñêîé àíàëîãèè: ñêàæåì, äâóõ òÿæ¼ëûõ øàðèêîâ, ñêîëüçÿùèõ ïî ãëàäêîé óïðóãîé ìåìáðàíå.
Ýëåêòðîìàãíèòíîìó ïîëþ ïðè ýòîì ñîîòâåòñòâóåò äåîðìèðîâàííàÿ ìåìáðàíà.
Åñëè íå äåëèòü ïîëå íà ñîáñòâåííîå è ðàäèàöèîííîå, ïðèõîäèòñÿ ñ÷èòàòü, ÷òî âñ¼ ïîëå ÷àñòèöàìè

ñîçäà¼òñÿ.
×òîáû ýòî êàê-òî îðìàëèçîâàòü, íóæíî ââåñòè ïðîöåäóðó âêëþ÷åíèÿ è âûêëþ÷åíèÿ âçàèìîäåéñòâèÿ.
Ïðîöåññ ðàññåÿíèÿ ÷àñòèö è ýëåêòðîìàãíèòíîãî ïîëÿ áóäåò ïðè ýòîì îïèñûâàòüñÿ òàê:
1. Â äàë¼êîì ïðîøëîì ÷àñòèöû ÿâëÿþòñÿ ñâîáîäíûìè è ñ ïîëåì íå âçàèìîäåéñòâóþò. Ïðèñóòñòâóåò òàêæå
ñâîáîäíîå ïîëå, íàõîäÿùååñÿ äàëåêî îò ÷àñòèö.
2. Çàòåì, ïîêà ÷àñòèöû åù¼ äàëåêî äðóã îò äðóãà, âçàèìîäåéñòâèå ñ ýëåêòðîìàãíèòíûì ïîëåì àäèàáàòè÷åñêè
âêëþ÷àåòñÿ. ×àñòèöû ïðè ýòîì îáëà÷àþòñÿ â ñîáñòâåííîå ïîëå.
3. Ïîñëå òîãî, êàê âçàèìîäåéñòâèå ïîëíîñòüþ âêëþ÷åíî, ÷àñòèöû (è ïîëå) ïîäëåòàþò äðóã ê äðóãó áëèçêî,
âçàèìîäåéñòâóþò è ñíîâà ðàçëåòàþòñÿ.
4. Êîãäà îíè äîñòàòî÷íî äàëåêî ðàçëåòÿòñÿ, âçàèìîäåéñòâèå àäèàáàòè÷åñêè âûêëþ÷àåòñÿ.
5. Ïîñëå ýòîãî îñòàþòñÿ ãîëûå ÷àñòèöû, â îêðåñòíîñòè êîòîðûõ íèêàêîãî ïîëÿ íåò, è ñâîáîäíîå ïîëå, ñ
÷àñòèöàìè íå ñâÿçàííîå.
Ó øàðèêîâ, ñêîëüçÿùèõ ïî óïðóãîé ìåìáðàíå, âêëþ÷åíèå è âûêëþ÷åíèå âçàèìîäåéñòâèÿ îñóùåñòâëÿåòñÿ
î÷åâèäíûì îáðàçîì: íóæíî âêëþ÷èòü è âûêëþ÷èòü ãðàâèòàöèîííîå ïîëå. Â ñëó÷àå æå ýëåêòðîìàãíèòíîãî
ïîëÿ òàê ïðîñòî ïîñòóïèòü íåëüçÿ. àññìîòðèì, íàïðèìåð, âçàèìîäåéñòâèå ýëåêòðîìàãíèòíîãî ïîëÿ Aµ(x)
ñ çàäàííûì òîêîì Jµ(x) . Ëàãðàíæèàí â ýòîì ñëó÷àå èìååò âèä:
L = − 14 Fµν Fµν − αJµAµ . (18)
Çäåñü α(x)  óíêöèÿ, âêëþ÷àþùàÿ è âûêëþ÷àþùàÿ âçàèìîäåéñòâèå. Â äàëüíåéøåì, ÷òîáû îðìóëû
çàïèñûâàëèñü êîðî÷å, ìû áóäåì èñïîëüçîâàòü îáîçíà÷åíèå:
Jαµ (x) = α(x)Jµ(x) .
Èç ëàãðàíæèàíà (18) âûòåêàåò óðàâíåíèå äâèæåíèÿ:
∂µFµν = J
α
ν . (19)
Ïðèìåíÿÿ òåïåðü ê îáåèì ÷àñòÿì îïåðàöèþ ∂ν , óáåæäàåìñÿ, ÷òî ïðè ∂νJ
α
ν 6= 0 óðàâíåíèå (19) ðåøåíèé íå
èìååò. Òàêèì îáðàçîì, âçàèìîäåéñòâèå âêëþ÷èòü è âûêëþ÷èòü íåâîçìîæíî.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 7 
Åñëè æå ê ëàãðàíæèàíó äîáàâèòü ÷ëåí
ε
2 (∂µAµ)
2
, òî åñòü ïåðåéòè ê ëàãðàíæèàíó
L = − 14 Fµν Fµν + ε2 (∂µAµ)2 − Jαµ Aµ ,
òî óðàâíåíèå äâèæåíèÿ ïðèíèìàåò âèä:
∂µFµν − ε ∂ν∂µAµ = Jαν , (20)
è ðåøåíèå Aµ(x) ëåãêî îòûñêèâàåòñÿ äëÿ ëþáîé óíêöèè α(x) .
Äàëåå ìû áóäåì âñþäó ïîëàãàòü ε = −1 . Ïðè ýòîì óðàâíåíèå (20) ïðèíèìàåò îñîáåííî ïðîñòîé âèä:
∂2Aν = J
α
ν . (21)
Åãî ðåøåíèå  ýòî ïîòåíöèàë Ëèåíàðà-Âèõåðòà. Ïî ýòîé ïðè÷èíå óêàçàííóþ

êàëèáðîâêó ñëåäîâàëî áû
íàçâàòü êàëèáðîâêîé Ëèåíàðà-Âèõåðòà. Â êâàíòîâîé ýëåêòðîäèíàìèêå îíà, îäíàêî, íàçûâàåòñÿ êàëèáðîâêîé
Ôåéíìàíà.
Åñëè îò îáåèõ ÷àñòåé óðàâíåíèÿ (21) âçÿòü ÷åòûð¼õìåðíóþ äèâåðãåíöèþ, ïîëó÷èì óðàâíåíèå:
∂2(∂νAν) = ∂νJ
α
ν .
Îòñþäà íåòðóäíî ïîêàçàòü, ÷òî åñëè âçàèìîäåéñòâèå âêëþ÷àåòñÿ àäèàáàòè÷åñêè, è óñëîâèå Ëîðåíöà ∂νAν = 0
âûïîëíÿëîñü â äàë¼êîì ïðîøëîì, òî îíî îñòàíåòñÿ íåíàðóøåííûì âñþäó.
Îòñþäà òàêæå ñëåäóåò, ÷òî äîïîëíèòåëüíûé ÷ëåí
1
2 (∂µAµ)
2
â ëàãðàíæèàíå áóäåò âíîñèòü íóëåâîé âêëàä â
âàðèàöèþ äåéñòâèÿ. Ïîýòîìó â òîé îáëàñòè, ãäå âçàèìîäåéñòâèå ïîëíîñòüþ âêëþ÷åíî, ñèñòåìà èç ÷àñòèö è
ïîëÿ áóäåò óäîâëåòâîðÿòü òåì æå óðàâíåíèÿì, ÷òî è ñèñòåìà áåç äîáàâêè â ëàãðàíæèàíå.
Òàêèì îáðàçîì, ââåäåíèå â ëàãðàíæèàí äîïîëíèòåëüíîãî ÷ëåíà íå ìåíÿåò â ñóùåñòâåííîì êàðòèíó ðàññåÿíèÿ.
Íî ïðè ýòîì îòïàäàåò íåîáõîäèìîñòü âûäåëÿòü êàêèì-ëèáî ñïîñîáîì

ñîáñòâåííîå ïîëå ÷àñòèö, è ïîÿâëÿåòñÿ
âîçìîæíîñòü äëÿ ïîñòðîåíèÿ ëîêàëüíîé òåîðèè âîçìóùåíèé.
Ñåé÷àñ ïðåäñòàâëÿåòñÿ çàòðóäíèòåëüíûì ñêàçàòü, íàñêîëüêî äàëåêî ìîæíî ïðîäâèíóòüñÿ â ïîñòðîåíèè òåîðèè
âîçìóùåíèé äëÿ êëàññè÷åñêîé ýëåêòðîäèíàìèêè. ßñíî òîëüêî, ÷òî áåç ââåäåíèÿ äîïîëíèòåëüíîãî ÷ëåíà â
ëàãðàíæèàí ñèòóàöèÿ áûëà áû ñîâåðøåííî áåçíàä¼æíîé.
7.

Íåèçè÷åñêîå ýëåêòðîìàãíèòíîå ïîëå. àññìîòðèì òåïåðü ñíîâà ñâîáîäíîå ýëåêòðîìàãíèòíîå
ïîëå, íî â åãî ëàãðàíæèàí óæå ñðàçó âêëþ÷èì äîáàâêó − 12 (∂µAµ)2 . Ëàãðàíæèàí òîãäà ìîæíî ïåðåïèñàòü
â ñëåäóþùåì âèäå:
L = − 14 Fµν Fµν − 12 (∂µAµ)2 = − 12 ∂µAν ∂µAν + 12 ∂µ(Aν ∂νAµ −Aµ ∂νAν) .
Êàê áóäåò ïîêàçàíî â ñòàòüå [II℄, ÷ëåí, ÿâëÿþùèéñÿ ïîëíîé äèâåðãåíöèåé, ìîæíî îòáðîñèòü. Ïîñëå ýòîãî
ëàãðàíæèàí ïðèíèìàåò çàìå÷àòåëüíî ïðîñòîé âèä:
L = − 12 ∂µAν ∂µAν ,
ò. å. îí ïî ñóòè ÿâëÿåòñÿ ëàãðàíæèàíîì ÷åòûð¼õ ñêàëÿðíûõ ïîëåé
7
ñ m = 0 , ðàññìîòðåííûõ â ïóíêòå 4.
Óðàâíåíèå äâèæåíèÿ èìååò âèä:
∂2Aµ = 0 .
Èíâàðèàíòíîå àçîâîå ïðîñòðàíñòâî òåïåðü ÿâëÿåòñÿ ïðÿìîé ñóììîé ÷åòûð¼õ àçîâûõ ïðîñòðàíñòâ ñêàëÿðíûõ
ïîëåé. Îáîçíà÷èì åãî êàê Z4 . Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà â êîîðäèíàòíîì è óðüå-ïðåäñòàâëåíèÿõ äà¼òñÿ
îðìóëàìè:
ω = −
∫
Σ
dσµ ∂µAν ∧ Aν . (22)
ω · ; · = −
∫
dµm · i ε(k) · aν(−k) · aν(k) · . (23)
7
×ëåí, îòâå÷àþùèé ïîëþ ñ èíäåêñîì ν = 0 , âõîäèò ñ îòðèöàòåëüíûì çíàêîì.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 8 
Ôîðìóëû (22) è (23) âûãëÿäÿò òî÷íî òàê æå, êàê ñîîòâåòñòâóþùèå îðìóëû èç ïóíêòà 5. Îäíàêî, ðàçíèöà
â ñîäåðæàíèè ýòèõ îðìóë ñóùåñòâåííà: òåïåðü ìû ìîæåì âû÷èñëèòü ñêîáêó Ïóàññîíà äëÿ âåêòîðíîãî
ïîòåíöèàëà. Â óðüå-ïðåäñòàâëåíèè îíà èìååò âèä:
{ A˜µ(k) , A˜ν(k′) } = gµν ·
[
i ε(k) · 2pi δ(k2)
]
· (2pi)4δ(k + k′) . (24)
Â êîîðäèíàòíîì ïðåäñòàâëåíèè:
{Aµ(x) , Aν(x′) } = gµν D0(x− x′) . (25)
Çäåñü D0(y)  óíêöèÿ (12) ïðè m = 0 . Â ýòîì ñëó÷àå å¼ ìîæíî çàïèñàòü ïðîñòî êàê:
D0(y) =
1
2pi
ε(y) δ(y2) .
Ïîäåéñòâóåì òåïåðü íà îáå ÷àñòè îðìóëû (24) ñèìâîëîì
[ρµ] 2 (− i kρ) [σν] 2 (− i k′σ) . Ïîëó÷àåì îðìóëó äëÿ
ñêîáêè Ïóàññîíà òåíçîðà ýëåêòðîìàãíèòíîãî ïîëÿ â óðüå-ïðåäñòàâëåíèè:
{ F˜µρ(k) , F˜νσ(k′) } = [µρ] [νσ] 4 gµν kρ kσ ·
[
i ε(k) · 2pi δ(k2)
]
· (2pi)4δ(k + k′) . (26)
Â êîîðäèíàòíîì ïðåäñòàâëåíèè ýòî ñîîòíîøåíèå ïåðåïèñûâàåòñÿ òàê:
{Fµρ(x) , Fνσ(x′) } = − [µρ] [νσ] 4 gµν ∂ρ ∂σD0(x− x′) . (27)
Çäåñü îáå ïðîèçâîäíûå áåðóòñÿ ïî ïåðåìåííîé áåç øòðèõà.
Îòìåòèì ñðàçó, ÷òî îðìóëû (26) è (27) ñîâïàäàþò ñ îðìóëàìè äëÿ ñêîáîê Ïóàññîíà

èçè÷åñêîãî
ýëåêòðîìàãíèòíîãî ïîëÿ, îïèñàííîãî â ïóíêòå 5. Ýòî áóäåò äîêàçàíî â ïóíêòå 11.
8. Ýíåðãèÿ ýëåêòðîñòàòè÷åñêîãî ïîëÿ. Â ñòàòüå [III℄ ïîëó÷åíà îðìóëà, ñ ïîìîùüþ êîòîðîé ìîæíî
â ðàìêàõ èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà ïîëó÷àòü ãåíåðàòîðû ãðóïïû Ïóàíêàðå. Ñ å¼ ïîìîùüþ
ëåãêî ïîëó÷àåì îðìóëó äëÿ èìïóëüñà

íåèçè÷åñêîãî ýëåêòðîìàãíèòíîãî ïîëÿ:
Pν = −
∫
dµ+m · kν a∗ρ(k) aρ(k) . (28)
Èç ýòîé îðìóëû âèäíî, ÷òî ýíåðãèÿ

íåèçè÷åñêîãî ïîëÿ íå ÿâëÿåòñÿ ïîëîæèòåëüíî-îïðåäåë¼ííîé. Áîëåå
òîãî, èç ýòîé îðìóëû ñëåäóåò, ÷òî ýíåðãèÿ, çàïàñ¼ííàÿ â ýëåêòðîñòàòè÷åñêîì ïîëå, ñîçäàííîì ñèñòåìîé
íåïîäâèæíûõ çàðÿäîâ, âñåãäà îòðèöàòåëüíà.
Çäåñü ìû îáñóäèì âîçíèêøèé ïàðàäîêñ ÷óòü ïîäðîáíåå. Ýòî íóæíî ñäåëàòü ïîòîìó, ÷òî îí îáû÷íî íåïðàâèëüíî
òðàêòîâàëñÿ â ðàìêàõ êâàíòîâîé òåîðèè (ñì., íàïðèìåð, [16, 17, 18, 19℄).
Ïðîáëåìà îòðèöàòåëüíîñòè ýíåðãèè

âðåìåííûõ îòîíîâ â êâàíòîâîé ýëåêòðîäèíàìèêå áûëà çàìå÷åíà
äàâíî. Ñ÷èòàëîñü, ÷òî êâàíòîâàíèå â ïðîñòðàíñòâå ñ èíäåèíèòíûì ñêàëÿðíûì ïðîèçâåäåíèåì ïîçâîëÿåò
ïåðåìåíèòü çíàê ýòîé ýíåðãèè. È ýòî ðàññìàòðèâàëîñü êàê îäèí èç àðãóìåíòîâ äëÿ ââåäåíèÿ èíäåèíèòíîãî
ñêàëÿðíîãî ïðîèçâåäåíèÿ. Òàê êàçàëîñü ïîòîìó, ÷òî ïðè èíäåèíèòíîì ñêàëÿðíîì ïðîèçâåäåíèè â êâàíòîâîì
ñëó÷àå íå âïîëíå ÿñíî, ÷òî ñëåäóåò íàçûâàòü ýíåðãèåé ñîñòîÿíèÿ: ñðåäíåå çíà÷åíèå ãàìèëüòîíèàíà èëè
åãî ñîáñòâåííîå ÷èñëî. Ýòà íåÿñíîñòü, êîíå÷íî, ïðîèñõîäèëà îò òîãî, ÷òî, âî-ïåðâûõ, îòñóòñòâîâàëà ÿñíàÿ
êîíöåïöèÿ êâàíòîâàíèÿ, à âî-âòîðûõ, êëàññè÷åñêàÿ òåîðèÿ íå áûëà ñîðìóëèðîâàíà äîëæíûì îáðàçîì.
Èç ïðîâåä¼ííîãî ðàññìîòðåíèÿ, îäíàêî, âèäíî, ÷òî îáñóæäàåìàÿ ýíåðãèÿ äîëæíà áûòü îòðèöàòåëüíîé: òîëüêî
òàêàÿ âåëè÷èíà ïðåäñòàâëÿåòñÿ åñòåñòâåííîé ñ òî÷êè çðåíèÿ ðåëÿòèâèñòñêîé òåîðèè. À èíäåèíèòíîñòü
ìåòðèêè â êâàíòîâîì ñëó÷àå çäåñü âîîáùå íè ïðè ÷¼ì.
Ñòîèò òàêæå ñðàçó ñêàçàòü, ÷òî ïîíÿòèå âàêóóìà ïîëÿ ìû âîâñå íå ñâÿçûâàåì ñ ìèíèìàëüíîñòüþ ýíåðãèè.
Ó êëàññè÷åñêîãî ïîëÿ âàêóóì  ýòî ïðîñòî íóëåâîé âåêòîð ïðîñòðàíñòâà Z . Ïîíÿòèå æå âàêóóìà ïîëÿ
êâàíòîâîãî ìû ââåä¼ì ïðè îïèñàíèè îïåðàöèè êâàíòîâàíèÿ â ñòàòüå [VI℄.
Êàê æå áûòü ñ ïîëîæèòåëüíîñòüþ ýëåêòðîñòàòè÷åñêîé ýíåðãèè, õîðîøî èçâåñòíîé â îáû÷íîé ýëåêòðîñòàòèêå?
Äåëî â òîì, ÷òî â ýòî ïîíÿòèå òðàäèöèîííî âêëàäûâàþò èíîé ñìûñë: ïîä íèì ïîäðàçóìåâàþò ðàáîòó, êîòîðóþ
ñîâåðøèò ñèñòåìà, êîãäà çàðÿäû ðàçîáüþò íà áåñêîíå÷íî ìàëûå êóñî÷êè è ìåäëåííî ðàçíåñóò ýòè êóñî÷êè
äàëåêî äðóã îò äðóãà. Ôîðìóëà æå (28) äà¼ò ýíåðãèþ, êîòîðàÿ îñòàíåòñÿ ó ïîëÿ, åñëè ìãíîâåííî âûêëþ÷èòü
åãî âçàèìîäåéñòâèå ñ çàðÿäàìè.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 9 
Áîëåå ïîäðîáíî ýòîò âîïðîñ ìû çäåñü îáñóæäàòü íå áóäåì. Çàìåòèì ëèøü âîò ÷òî. Â ýëåêòðîñòàòèêå èìååòñÿ
ñëåäóþùàÿ îðìóëà äëÿ ýíåðãèè:
E full = 12
∫
ϕdQ .
Ìíîæèòåëü
1
2 ïðè ýòîì îáû÷íî îáúÿñíÿþò òåì, ÷òî åñëè èñïîëüçîâàòü îðìóëó äëÿ ýíåðãèè âî âíåøíåì
ïîëå, òî âçàèìíàÿ ýíåðãèÿ ëþáûõ äâóõ ýëåìåíòîâ çàðÿäà ó÷ò¼òñÿ äâàæäû.
Â ðàìêàõ æå òîé òåîðèè, êîòîðóþ ìû çäåñü ðàññìàòðèâàåì, ïîëå âñåãäà ðàññìàòðèâàåòñÿ êàê âíåøíåå.
Ïîýòîìó ìîæíî ñêàçàòü, ÷òî ýíåðãèÿ çàðÿäîâ â ýëåêòðîñòàòè÷åñêîì ïîëå âñåãäà äà¼òñÿ îðìóëîé:
E charges =
∫
ϕdQ .
Ê íåé íóæíî åù¼ äîáàâèòü ýíåðãèþ ïîëÿ:
E field = − 12
∫
ϕdQ .
Â ñóììå E charges è E field êàê ðàç äàþò E full .
9. Ñîñòîÿíèÿ ðàññåÿíèÿ

íåèçè÷åñêîãî ïîëÿ. àññìîòðèì òåïåðü ðàññåÿíèå

íåèçè÷åñêîãî ïîëÿ
íà çàäàííîì òîêå. Êàê îáúÿñíåíî â ïóíêòå 6, áóäåì ñ÷èòàòü, ÷òî âçàèìîäåéñòâèå ñ ýëåêòðîìàãíèòíûì ïîëåì
âêëþ÷àåòñÿ è âûêëþ÷àåòñÿ àäèàáàòè÷åñêè, à ÷àñòèöû, ñîñòàâëÿþùèå òîê, óñêîðÿþòñÿ òîëüêî â òîé îáëàñòè
ïðîñòðàíñòâà-âðåìåíè, ãäå âçàèìîäåéñòâèå ïîëíîñòüþ âêëþ÷åíî, ò. å. α(y) = 1 .
Â ïðîèçâîëüíîé òî÷êå ïðîñòðàíñòâà-âðåìåíè ïîëå áóäåò ñîñòîÿòü èç äâóõ êîìïîíåíò: èç ïîëÿ, êîòîðîå ñóùåñòâîâàëî
â óäàë¼ííîì ïðîøëîì è èç ïîëÿ, êîòîðîå ñîçäàëè ÷àñòèöû. Ýòî ïîñëåäíåå äîáàâî÷íîå ïîëå ìîæíî âû÷èñëèòü
ïî îðìóëå Ëèåíàðà-Âèõåðòà:
Aretµ (x) =
∫
d4x′Dc0(x− x′)Jαµ (x′) , ãäå Dc0(y) = θ(y)D0(y) . (29)
Â èíâàðèàíòíîì ãàìèëüòîíîâîìîðìàëèçìå ïîä ñîñòîÿíèåì ïîëÿ ïîäðàçóìåâàåòñÿ ðåøåíèå ñîîòâåòñòâóþùåãî
îäíîðîäíîãî óðàâíåíèÿ. Â äàííîì ñëó÷àå ýòî óðàâíåíèå ∂2Aµ = 0 . Ïîýòîìó, êîãäà ìû ãîâîðèì î ñîñòîÿíèè
ïîëÿ â óäàë¼ííîì ïðîøëîì èëè â óäàë¼ííîì áóäóùåì, åñòåñòâåííî ïðè ýòîì óíêöèþ Aµ(x) ïðîäîëæèòü ñ
ïîìîùüþ îäíîðîäíîãî óðàâíåíèÿ íà âñ¼ ïðîñòðàíñòâî. Òàêèì îáðàçîì ìû ïðèõîäèì ê îïðåäåëåíèþ in- è out-
ïîëåé: Aµ(x)
in
è Aµ(x)
out
. Çäåñü óæå in è out  âåêòîðû èíâàðèàíòíîãî àçîâîãî ïðîñòðàíñòâà Z4 .
Ýòè âåêòîðû åñòåñòâåííî íàçâàòü in- è out- ñîñòîÿíèÿìè. àçíîñòü ýòèõ äâóõ âåêòîðîâ îòâå÷àåò èçëó÷¼ííîìó
ïîëþ:
out− in = rad .
×òîáû íàéòè ïîëå Aµ(x)
rad
, íóæíî îðìóëó Ëèåíàðà-Âèõåðòà (29) ñëåãêà ïîäïðàâèòü:
Aµ(x)
rad =
∫
d4x′D0(x − x′)Jαµ (x′) .
Â óðüå-ïðåäñòàâëåíèè ýòà îðìóëà çàïèñûâàåòñÿ îñîáåííî ïðîñòî:
A˜µ(k)
rad = i ε(k) · 2pi δ(k2) · J˜αµ (k) ,
èëè, ñ èñïîëüçîâàíèåì íåñèíãóëÿðíîé óíêöèè aµ(k) íà ñâåòîâîì êîíóñå, åù¼ êîðî÷å:
aµ(k)
rad = i ε(k) J˜αµ (k) . (30)
Âèäíî, ÷òî â ïðèâåä¼ííûõ îðìóëàõ ìîæíî ïåðåéòè ê àäèàáàòè÷åñêîìó ïðåäåëó. Ïðè ýòîì ìíîæåñòâî âñåõ
âîçìîæíûõ âåêòîðîâ rad îáðàçóåò ëèíåéíîå ïîäïðîñòðàíñòâî èíâàðèàíòíîãî àçîâîãî ïðîñòðàíñòâà Z4 .
Îáîçíà÷èì åãî êàê Z⊥ . Êàê áûëî ðàçúÿñíåíî â ïóíêòå 6, ïðè àäèàáàòè÷åñêîì âêëþ÷åíèè è âûêëþ÷åíèè
âçàèìîäåéñòâèÿ óñëîâèå Ëîðåíöà íå íàðóøàåòñÿ. Ïîýòîìó ïðîñòðàíñòâî Z⊥ íå ñîâïàäàåò ñî âñåì Z4 . Ñ
äðóãîé ñòîðîíû, èç îðìóëû (30) ñëåäóåò, ÷òî êðîìå óñëîâèÿ Ëîðåíöà íèêàêèì äðóãèì óñëîâèåì ïðîñòðàíñòâî Z⊥
íå îãðàíè÷åíî. Òàêèì îáðàçîì, Z⊥  ýòî ïîäïðîñòðàíñòâî ïðîñòðàíñòâà Z4 , âûäåëÿåìîå óñëîâèåì Ëîðåíöà:
rad ∈ Z⊥ ⇐⇒ − i kµ aµ(k) rad = 0 . (31)
Ýòèì îáúÿñíÿåòñÿ îáîçíà÷åíèå Z⊥ .
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 10 
Åñòåñòâåííî ñ÷èòàòü, ÷òî âñå âîçìîæíûå in-ñîñòîÿíèÿ êîãäà-òî áûëè ñîçäàíû èç âàêóóìà ïðè âçàèìîäåéñòâèè
ñ òîêàìè. Òîãäà âåêòîðû in- è out- ïîëåé òàêæå ïðèíàäëåæàò ïîäïðîñòðàíñòâó Z⊥ . Ïîñêîëüêó âñå âîçìîæíûå
ïîëÿ èçëó÷åíèÿ çàïîëíÿþò âñ¼ Z⊥ , òî âñå âîçìîæíûå in- è out- ïîëÿ åãî òîæå çàïîëíÿþò.
Ïîäñòàâëÿÿ óñëîâèå (31) â îðìóëó (28) äëÿ âåêòîðà ýíåðãèè-èìïóëüñà, çàìå÷àåì, ÷òî ñîñòîÿíèÿ èç ïðîñòðàíñòâà Z⊥
îáëàäàþò íåîòðèöàòåëüíîé ýíåðãèåé.
10. Îñòàòêè êàëèáðîâî÷íîé èíâàðèàíòíîñòè. àññìîòðèì òåïåðü òàêîé âåêòîð gauge ∈ Z , ÷òî âåëè÷èíó
aµ(k)
gauge
ìîæíî çàïèñàòü â âèäå:
aµ(k)
gauge = − i kµ λ(k) ,
ãäå λ(k)  íåêîòîðàÿ óíêöèÿ íà ñâåòîâîì êîíóñå. Ìíîæåñòâî âåêòîðîâ òàêîãî âèäà îáðàçóåò ëèíåéíîå
ïîäïðîñòðàíñòâî â Z4 . Îáîçíà÷èì ýòî ïîäïðîñòðàíñòâî Z‖ . Î÷åâèäíî, Z‖ ñîäåðæèòñÿ â Z⊥ .
àññìîòðèì îïÿòü ðàññåÿíèå ÷àñòèö è ïîëÿ, êîãäà äâèæåíèå ÷àñòèö çàðàíåå íå çàäàíî, è ïðèñóòñòâóåò, âîîáùå
ãîâîðÿ, íåíóëåâîå in-ïîëå. Ýòî ðàññåÿíèå îïèñûâàåòñÿ ëàãðàíæèàíîì:
L = Lparticles − 12 ∂µAν ∂µAν − α JµAµ .
Áóäåì ñ÷èòàòü, ÷òî ñîîòâåòñòâóþùèå óðàâíåíèÿ äâèæåíèÿ ðàçðåøèìû, è òðàåêòîðèè ÷àñòèö è ïîëå Aµ(x) ,
äëÿ êîòîðûõ äåéñòâèå ñòàöèîíàðíî, íàéäåíû. È áóäåì òàêæå ñ÷èòàòü, ÷òî àäèàáàòè÷åñêîå âêëþ÷åíèå (âûêëþ÷åíèå)
âçàèìîäåéñòâèÿ ïðîèñõîäèò â ñòîëü óäàë¼ííîì ïðîøëîì (áóäóùåì), ÷òî âñå ÷àñòèöû íàõîäÿòñÿ äàëåêî äðóã
îò äðóãà, ïîëå Aµ(k)
in
( Aµ(k)
out
) íàõîäèòñÿ â îñíîâíîì äàëåêî îò âñåõ ÷àñòèö è ïîëå Aµ(k)
gauge
òàêæå
íàõîäèòñÿ äàëåêî îò âñåõ ÷àñòèö.
Äîáàâèì òåïåðü ê ïîëþ Aµ(x) ïîëå Aµ(x)
gauge
. Èíûìè ñëîâàìè, ñîâåðøèì êàëèáðîâî÷íîå ïðåîáðàçîâàíèå:
Aµ(x)→ Aµ(x) + ∂µΛ(x) , (32)
ãäå Λ(x)  óíêöèÿ, óðüå-îáðàç êîòîðîé ñâÿçàí ñ λ(k) ñîîòíîøåíèåì:
Λ˜(k) = 2pi δ(k2) · λ(k) .
Â îáëàñòè, ãäå âçàèìîäåéñòâèå âêëþ÷àåòñÿ èëè âûêëþ÷àåòñÿ, ýòà äîáàâêà íà ñòàöèîíàðíîñòü äåéñòâèÿ ïîâëèÿòü
íå ìîæåò. Â ñàìîì äåëå, ïîñêîëüêó ÷àñòèöû íàõîäÿòñÿ âíå îáëàñòè, ãäå ýòà äîáàâêà ïðèñóòñòâóåò, âàðèàöèè
÷ëåíîâ Lparticles è −αJµAµ èçìåíèòüñÿ íå ìîãóò. ×ëåí æå − 12 ∂µAν ∂µAν îòëè÷àåòñÿ îò êàëèáðîâî÷íî-
èíâàðèàíòíîãî íà ïîëíóþ äèâåðãåíöèþ, êîòîðàÿ èçìåíèòü âàðèàöèþ íå ìîæåò, è íà ÷ëåí − 12 (∂µAµ)2 ,
âàðèàöèÿ êîòîðîãî ðàâíà íóëþ, ò. ê. ∂µAµ = 0 .
àññìîòðèì òåïåðü îáëàñòü, ãäå âçàèìîäåéñòâèå ïîëíîñòüþ âêëþ÷åíî. Ïðè ïðåîáðàçîâàíèè (32) âàðèàöèè
÷ëåíîâ Lparticles è − 12 ∂µAν ∂µAν èçìåíèòüñÿ íå ìîãóò ïî òåì æå ñàìûì ïðè÷èíàì, ÷òî è â ñëó÷àå îáëàñòåé,
ãäå âçàèìîäåéñòâèå âêëþ÷àåòñÿ èëè âûêëþ÷àåòñÿ. Îñòà¼òñÿ ÷ëåí − JµAµ . Ïðè êàëèáðîâî÷íîì ïðåîáðàçîâàíèè (32)
îí ïåðåõîäèò â − JµAµ− Jµ ∂µΛ(x) . Ñëåäîâàòåëüíî, â âàðèàöèè äåéñòâèÿ ïîÿâëÿåòñÿ äîïîëíèòåëüíûé ÷ëåí
− δJµ ∂µΛ(x) . Èíòåãðèðóÿ åãî ïî ÷àñòÿì è ó÷èòûâàÿ ñîõðàíåíèå òîêà, ïîëó÷àåì, ÷òî îí äîïîëíèòåëüíîãî
âêëàäà â âàðèàöèþ íå äà¼ò.
Òàêèì îáðàçîì, ïðè ïðåîáðàçîâàíèè (32) äâèæåíèÿ, óäîâëåòâîðÿþùèå óñëîâèþ ñòàöèîíàðíîñòè äåéñòâèÿ,
ïåðåõîäÿò â äâèæåíèÿ òàêæå óäîâëåòâîðÿþùèå ýòîìó óñëîâèþ. Ìîæíî ñêàçàòü, ÷òî ïîäïðîñòðàíñòâî Z‖ â
ïðîöåññå ðàññåÿíèÿ àêòè÷åñêè íèêàê íå ó÷àñòâóåò.
Åñòåñòâåííî ïðåäïîëîæèòü, ÷òî ñîñòîÿíèÿ ðàññåÿíèÿ ýëåêòðîìàãíèòíîãî ïîëÿ íàáëþäàþòñÿ òîëüêî ïî èõ
âëèÿíèþ íà çàðÿæåííûå ÷àñòèöû. Òîãäà ëþáûå äâà âåêòîðà èç Z⊥ , îòëè÷àþùèåñÿ íà âåêòîð èç Z‖ ,
èçè÷åñêè íåðàçëè÷èìû. Ñëåäîâàòåëüíî, âìåñòî ïðîñòðàíñòâà Z⊥ ìîæíî ðàññìàòðèâàòü àêòîðïðîñòðàíñòâî
Z⊥/‖ = Z⊥/Z‖ .
Çàìåòèì òåïåðü, ÷òî â óðüå-ïðåäñòàâëåíèè ïðîñòðàíñòâî Z⊥/‖ ìîæíî ðàññìàòðèâàòü êàê ìíîæåñòâî óíêöèé
aµ(k) íà ñâåòîâîì êîíóñå k
2 = 0 , óäîâëåòâîðÿþùèõ óñëîâèþ Ëîðåíöà − i kµ aµ(k) = 0 è ðàññìàòðèâàåìûõ
ñ òî÷íîñòüþ äî êàëèáðîâî÷íîãî ïðåîáðàçîâàíèÿ:
aµ(k) ∼ aµ(k)− i kµ λ(k) .
Ñëåäîâàòåëüíî, ìîæíî óñòàíîâèòü åñòåñòâåííîå âçàèìíî-îäíîçíà÷íîå ñîîòâåòñòâèå ìåæäó ýëåìåíòàìè ïðîñòðàíñòâ Z⊥/‖
è Zphys .
Áîëåå òîãî, ïðîñòðàíñòâî Z⊥/‖ åñòåñòâåííûì îáðàçîì íàñëåäóåò èç ïîëíîãî ïðîñòðàíñòâà Z4 ñèìïëåêòè÷åñêóþ
ñòðóêòóðó (23), è ýòà ñòðóêòóðà, î÷åâèäíî, ñîâïàäàåò ñ ñèìïëåêòè÷åñêîé ñòðóêòóðîé ïðîñòðàíñòâà Zphys ,
äàâàåìîé îðìóëîé (17). Òàêèì îáðàçîì, Z⊥/‖ è Zphys åñòåñòâåííî îòîæäåñòâëÿþòñÿ è êàê ñèìïëåêòè÷åñêèå
ïðîñòðàíñòâà.
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 Ä. À. Àðáàòñêèé

ÊÝÄ. I. Êëàññè÷åñêàÿ ýëåêòðîäèíàìèêà. 
 11 
11. Î ñêîáêå Ïóàññîíà íà Z⊥/‖ . àññìîòðèì òåïåðü íà ïðîñòðàíñòâå Z4 ëèíåéíóþ óíêöèþ F˜µρ(k) ·
(èëè Fµρ(x)
·
). Ïðè ýòîì k (èëè, ñîîòâåòñòâåííî, x ) ñ÷èòàåòñÿ èêñèðîâàííûì. Êàê áûëî ñêàçàíî â
ïóíêòå 3, ýòà óíêöèÿ ÿâëÿåòñÿ ãåíåðàòîðîì âåêòîðíîãî ïîëÿ íà Z4 .
Çàìåòèì, âî-ïåðâûõ, ÷òî ïîñêîëüêó ðàññìàòðèâàåìàÿ óíêöèÿ ëèíåéíà íà Z4 , å¼ äèåðåíöèàë íå çàâèñèò
îò òî÷êè ïðîñòðàíñòâà Z4 (è ñîâïàäàåò ñ ñàìîé ýòîé óíêöèåé). Ñëåäîâàòåëüíî, ïîëó÷åííîå âåêòîðíîå ïîëå
ïîñòîÿííî íà âñ¼ì ïðîñòðàíñòâå Z4 .
Âî-âòîðûõ, äèåðåíöèàë ðàññìàòðèâàåìîé óíêöèè, êàê è ñàìà óíêöèÿ, îáðàùàåòñÿ â íóëü íà Z‖ .
Ïîýòîìó, êàê âèäíî èç îðìóëû äëÿ ñèìïëåêòè÷åñêîé ñòðóêòóðû (23), âåêòîð ïîëó÷åííîãî ïîñòîÿííîãî
ïîëÿ ëåæèò â ïîäïðîñòðàíñòâå Z⊥ .
Èç ýòèõ äâóõ óòâåðæäåíèé ñëåäóåò, ÷òî ïîëó÷åííîå ïîëå åñòåñòâåííûì îáðàçîì ñóæàåòñÿ íà àêòîðïðîñòðàíñòâî Z⊥/‖ .
Ñ äðóãîé ñòîðîíû, ïðîñòðàíñòâî Z⊥/‖ ñàìî íàäåëåíî ñèìïëåêòè÷åñêîé ñòðóêòóðîé. Åñëè ñóçèòü óíêöèþ
F˜µρ(k)
·
(èëè Fµρ(x)
·
) íà ýòî àêòîðïðîñòðàíñòâî, òî ïîëó÷åííàÿ óíêöèÿ ñàìà áóäåò ãåíåðàòîðîì íåêîòîðîãî
âåêòîðíîãî ïîëÿ â Z⊥/‖ .
Îäíàêî, ïîñêîëüêó ñèìïëåêòè÷åñêàÿ ñòðóêòóðà â Z⊥/‖ íàñëåäóåòñÿ èç Z4 , ëåãêî âèäåòü, ÷òî îáà ïîëó÷åííûõ
âåêòîðíûõ ïîëÿ â Z⊥/‖ ñîâïàäàþò.
Îòñþäà òàêæå ñëåäóåò, ÷òî îðìóëû (26) è (27), ïîëó÷åííûå â ïóíêòå 7 äëÿ

íåèçè÷åñêîãî ïîëÿ, ãîäÿòñÿ
è äëÿ

èçè÷åñêîãî.
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On quantization of electromagnetic field.
II. Arbitrariness in choice of Lagrangian.
D. A. Arbatsky∗
November 20, 2018
Abstract
Here we show that addition to Lagrangian a divergence of a function does not change the symplectic structure
on invariant phase space.
It is well-known that the same dynamics can be obtained by different choices of Lagrangian. The simplest replace-
ment of this type is a linear substitution:
L −→ L′ = αL .
So far as in these papers we study the questions of quantization and normalize action by Planck’s constant, h¯ = 1 ,
this arbitrariness is absent in our research.
But there is another essential arbitrariness which is the addition to the Lagrangian a full divergence1:
L −→ L′ = L+ ∂µFµ , (1)
where Fµ is some vector function of the coordinate x and field values ϕi(x) .
In general case the Lagrangian may contain derivatives of the field with respect to coordinates of the order higher
than first. Here we will take into account such a possibility and we will accept that the function Fµ may also
depend on the derivatives of the field with respect to coordinates.
So far as the substitution (1) does not change dynamics, it leaves the invariant phase space Z unchanged. Now we
will show that the symplectic structure on Z also remains unchanged. In fact, this means that the whole invariant
Hamiltonian formalism does not feel such an addition. And so far as quantization is based on invariant Hamiltonian
formalism, we get that the construction of the quantized field does not change under the substitution (1).
It seems to be difficult to prove the invariability of the symplectic structure using the formula for the symplectic
current as a starting point. In this connection we will remind here how symplectic structure is defined directly in
the variational terms [1, 2, 3, 4, 5, 6].
Consider the action in an arbitrary region Ω :
S =
∫
Ω
d4xL(x, ϕi, ∂µϕi, . . . , ∂µ1 . . . ∂µkϕi) . (2)
Its variation, if the region is unchanged, is:
δS =
∫
Ω
d4x
(
δL
δϕi
δϕi + ∂µjµ
)
, (3)
Here
jµ =
δL
δ(∂µϕi)
δϕi + . . .+
δL
δ(∂µ∂µ2 . . . ∂µkϕi)
∂µ2 . . . ∂µkδϕi .
Variational derivative here is understood as
δ
δa
=
∂
∂a
− ∂µ ∂
∂(∂µa)
+ ∂µ∂ν
∂
∂(∂µ∂νa)
− . . . .
∗http://d-a-arbatsky.narod.ru/
1In principle, there are other, more complicated substitutions which usually do not play a practical role because of their complexity.
1
The action (2) can be considered as a functional on the set of functions ϕi . Using the identity δ
2 = 0 we get:∫
Ω
d4x
(
δ
(
δL
δϕi
δϕi
)
+ ∂µδjµ
)
= 0 .
If we consider here variations only for functions ϕi for which action is stationary, then the first term in the last
equation becomes zero. From here we get that the symplectic structure defined on Z as
ω =
∫
Σ
dσµ δjµ(x)
does not depend on the choice of the space-like surface Σ (it is implied that Σ behaves well enough at the
infinity).
Let us consider now how the above equations are changed under the substitution (1).
Variation of the new action S′ can be written like in the formula (3):
δS′ =
∫
Ω
d4x
(
δL′
δϕi
δϕi + ∂µj
′
µ
)
=
∫
Ω
d4x
(
δL
δϕi
δϕi +
δ(∂µFµ)
δϕi
δϕi + ∂µj
′
µ
)
.
But δ(∂µFµ)/δϕi = 0 . Therefore,
δS′ =
∫
Ω
d4x
(
δL
δϕi
δϕi + ∂µj
′
µ
)
. (4)
On the other hand, this variation can be written in the terms of the old action:
δS′ = δS +
∫
Ω
d4x∂µδFµ . (5)
Combining (4) and (5) with (3) we get:∫
Ω
d4x (∂µj
′
µ − ∂µjµ − ∂µδFµ) = 0 .
So far as in this equation all three functions j′µ , jµ , and δFµ are local (i. e. they become zero in regions where
δϕi = 0 ) we have: ∫
Σ
dσµ (j
′
µ − jµ − δFµ) = 0 .
The value Fµ can be considered as a functional on the set of functions ϕi . Using the identity δ
2 = 0 we get:∫
Σ
dσµ δj
′
µ(x) =
∫
Σ
dσµ δjµ(x) .
I. e. the substitution (1) leaves the symplectic structure on Z unchanged:
ω′ = ω .
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Î êâàíòîâàíèè ýëåêòðîìàãíèòíîãî ïîëÿ.
II. Íåîäíîçíà÷íîñòü âûáîðà ëàãðàíæèàíà.
Ä. À. Àðáàòñêèé
∗
20 íîÿáðÿ 2018 ã.
Àííîòàöèÿ
Ïîêàçàíî, ÷òî äîáàâëåíèå ê ëàãðàíæèàíó äèâåðãåíöèè íåêîòîðîé óíêöèè íå ìåíÿåò ñèìïëåêòè÷åñêîé
ñòðóêòóðû íà èíâàðèàíòíîì àçîâîì ïðîñòðàíñòâå.
Êàê èçâåñòíî, ê îäíîé è òîé æå äèíàìèêå ìîãóò ïðèâîäèòü ðàçëè÷íûå âûáîðû ëàãðàíæèàíà. Ïðîñòåéøåé
ïîäñòàíîâêîé òàêîãî ðîäà ÿâëÿåòñÿ ëèíåéíàÿ çàìåíà:
L −→ L′ = αL .
Ïîñêîëüêó â äàííîì öèêëå ñòàòåé ìû èçó÷àåì âîïðîñû êâàíòîâàíèÿ è íîðìèðóåì äåéñòâèå íà ïîñòîÿííóþ
Ïëàíêà, h¯ = 1 , òî óêàçàííûé ïðîèçâîë â íàøåì ðàññìîòðåíèè îòñóòñòâóåò.
Åñòü, îäíàêî, äðóãîé ñóùåñòâåííûé ïðîèçâîë, çàêëþ÷àþùèéñÿ â äîáàâëåíèè ê ëàãðàíæèàíó ïîëíîé äèâåðãåíöèè
1
:
L −→ L′ = L+ ∂µFµ , (1)
ãäå Fµ  íåêîòîðàÿ âåêòîðíàÿ óíêöèÿ îò êîîðäèíàòû x è ïîëåâûõ ïåðåìåííûõ ϕi(x) .
Â îáùåì ñëó÷àå ëàãðàíæèàí ìîæåò ñîäåðæàòü ïðîèçâîäíûå îò ïîëÿ ïî êîîðäèíàòàì âûøå ïåðâîãî ïîðÿäêà.
Ìû áóäåì çäåñü èìåòü â âèäó òàêóþ âîçìîæíîñòü è áóäåì ñ÷èòàòü, ÷òî óíêöèÿ Fµ òàêæå ìîæåò çàâèñåòü
îò ïðîèçâîäíûõ ïîëÿ ïî êîîðäèíàòàì.
Ïîñêîëüêó ïîäñòàíîâêà (1) íå ìåíÿåò äèíàìèêè, îíà îñòàâëÿåò èíâàðèàíòíîå àçîâîå ïðîñòðàíñòâî Z íåèçìåííûì.
Ñåé÷àñ ìû ïîêàæåì, ÷òî ïðè ýòîì òàêæå îñòà¼òñÿ íåèçìåííîé è ñèìïëåêòè÷åñêàÿ ñòðóêòóðà íà Z . Ýòî
àêòè÷åñêè ïðèâîäèò ê òîìó, ÷òî âåñü èíâàðèàíòíûé ãàìèëüòîíîâ îðìàëèçì ê òàêîé äîáàâêå íå÷óâñòâèòåëåí.
À ïîñêîëüêó êâàíòîâàíèå îñóùåñòâëÿåòñÿ íà îñíîâå èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà, òî îòñþäà
ïîñëåäóåò, ÷òî è êîíñòðóêöèÿ êâàíòîâàííîãî ïîëÿ ïðè ïîäñòàíîâêå (1) íå ìåíÿåòñÿ.
Äîêàçàòü íåèçìåííîñòü ñèìïëåêòè÷åñêîé ñòðóêòóðû, èñõîäÿ èç îðìóëû äëÿ ñèìïëåêòè÷åñêîãî òîêà, ïðåäñòàâëÿåòñÿ
çàòðóäíèòåëüíûì. Â ñâÿçè ñ ýòèì ìû íàïîìíèì çäåñü, êàê îïðåäåëÿåòñÿ ñèìïëåêòè÷åñêàÿ ñòðóêòóðà íåïîñðåäñòâåííî
â âàðèàöèîííûõ òåðìèíàõ [1, 2, 3, 4, 5, 6℄.
àññìîòðèì äåéñòâèå â ïðîèçâîëüíîé îáëàñòè Ω :
S =
∫
Ω
d4xL(x, ϕi, ∂µϕi, . . . , ∂µ1 . . . ∂µkϕi) . (2)
Åãî âàðèàöèÿ, åñëè îáëàñòü íå ìåíÿåòñÿ, ðàâíà:
δS =
∫
Ω
d4x
(
δL
δϕi
δϕi + ∂µjµ
)
, (3)
Çäåñü
jµ =
δL
δ(∂µϕi)
δϕi + . . .+
δL
δ(∂µ∂µ2 . . . ∂µkϕi)
∂µ2 . . . ∂µkδϕi .
∗
http://d-a-arbatsky.narod.ru/
1
Â ïðèíöèïå, ñóùåñòâóþò è äðóãèå, áîëåå ñëîæíûå ïîäñòàíîâêè, êîòîðûå ââèäó ñâîåé ñëîæíîñòè ïðàêòè÷åñêîé ðîëè îáû÷íî
íå èãðàþò.
1
Âàðèàöèîííàÿ ïðîèçâîäíàÿ ïðè ýòîì ïîíèìàåòñÿ êàê
δ
δa
=
∂
∂a
− ∂µ ∂
∂(∂µa)
+ ∂µ∂ν
∂
∂(∂µ∂νa)
− . . . .
Äåéñòâèå (2) ìîæåò ðàññìàòðèâàòüñÿ êàê óíêöèîíàë íà ìíîæåñòâå óíêöèé ϕi . Èñïîëüçóÿ òîæäåñòâî
δ2 = 0 , ïîëó÷àåì: ∫
Ω
d4x
(
δ
(
δL
δϕi
δϕi
)
+ ∂µδjµ
)
= 0 .
Åñëè çäåñü ðàññìàòðèâàòü âàðüèðîâàíèå òîëüêî óíêöèé ϕi , äëÿ êîòîðûõ äåéñòâèå ñòàöèîíàðíî, òî ïåðâûé
÷ëåí â ïîñëåäíåì óðàâíåíèè çàíóëÿåòñÿ. Îòñþäà ïîëó÷àåì, ÷òî ñèìïëåêòè÷åñêàÿ ñòðóêòóðà, çàäàâàåìàÿ íà
Z êàê
ω =
∫
Σ
dσµ δjµ(x) ,
íå çàâèñèò îò âûáîðà ïðîñòðàíñòâåííî-ïîäîáíîé ïîâåðõíîñòè Σ (ïðåäïîëàãàåòñÿ, ÷òî Σ âåä¼ò ñåáÿ äîñòàòî÷íî
õîðîøî íà áåñêîíå÷íîñòè).
Ïîñìîòðèì òåïåðü, êàê èçìåíÿòñÿ ïðèâåä¼ííûå óðàâíåíèÿ ïðè ïîäñòàíîâêå (1).
Âàðèàöèÿ íîâîãî äåéñòâèÿ S′ ìîæåò áûòü çàïèñàíà àíàëîãè÷íî îðìóëå (3):
δS′ =
∫
Ω
d4x
(
δL′
δϕi
δϕi + ∂µj
′
µ
)
=
∫
Ω
d4x
(
δL
δϕi
δϕi +
δ(∂µFµ)
δϕi
δϕi + ∂µj
′
µ
)
.
Íî δ(∂µFµ)/δϕi = 0 . Ñëåäîâàòåëüíî,
δS′ =
∫
Ω
d4x
(
δL
δϕi
δϕi + ∂µj
′
µ
)
. (4)
Ñ äðóãîé ñòîðîíû, ýòà æå âàðèàöèÿ ìîæåò áûòü çàïèñàíà â òåðìèíàõ ñòàðîãî äåéñòâèÿ:
δS′ = δS +
∫
Ω
d4x∂µδFµ . (5)
Êîìáèíèðóÿ (4) è (5) ñ (3), ïîëó÷àåì:∫
Ω
d4x (∂µj
′
µ − ∂µjµ − ∂µδFµ) = 0 .
Ïîñêîëüêó â ýòîì óðàâíåíèè âñå òðè óíêöèè j′µ , jµ è δFµ ëîêàëüíûå (ò. å. îíè îáðàùàþòñÿ â íîëü â òåõ
îáëàñòÿõ, ãäå δϕi = 0 ), îòñþäà ñëåäóåò: ∫
Σ
dσµ (j
′
µ − jµ − δFµ) = 0 .
Âåëè÷èíó Fµ ìîæíî ðàññìàòðèâàòü êàê óíêöèîíàë íà ìíîæåñòâå óíêöèé ϕi . Èñïîëüçóÿ òîæäåñòâî
δ2 = 0 , ïîëó÷àåì: ∫
Σ
dσµ δj
′
µ(x) =
∫
Σ
dσµ δjµ(x) .
Ò. å. ïðåîáðàçîâàíèå (1) îñòàâëÿåò ñèìïëåêòè÷åñêóþ ñòðóêòóðó íà Z íåèçìåííîé:
ω′ = ω .
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On quantization of electromagnetic field.
III. Formula for generators of infinitesimal
linear canonical transformations.
D. A. Arbatsky∗
November 20, 2018
Abstract
Here we suggest a formula for generators of infinitesimal linear symplectic transformations of invariant phase
space. We discuss applications of this formula to classical and quantum field theory. We show the existence of
generators of the symmetry group for quantum case.
1. Formula. In the paper [I] we used a formula that gives generators of infinitesimal linear transformations
for invariant Hamiltonian formalism. In view of importance and generality of this formula we will give here its
derivation and discussion.
So, consider some linear field which is described by the invariant Hamiltonian formalism. Let us for definiteness
look for the generators of the Poincare group.
So far as the symplectic structure ω of the invariant phase space is supposed to be Poincare-invariant, the Poincare
group acts on Z as continuous linear symplectic group. For any infinitesimal transformation from this group1 we
have a Hamiltonian flow on Z . The Hamiltonian of this flow is a function on Z . Let us denote it G . . Now we
will find the explicit formula for this function.
First, it is immediately seen that this function is defined up to addition of a constant. We will fix this constant by
the condition G 0 = 0 , i. e. the function is equal to zero for the zero vector from space Z . Speaking in a more
physical way, we will suppose that the vacuum of a classical field has zero energy, momentum etc.
Let us fix now in the space Z a point c . The vector of velocity of the flow in this point we denote as δc . Let
us draw the straight line segment from the point 0 to the point c , i. e. let us consider the set of points like α c ,
α ∈ [0; 1] . So far as transformations of the group under consideration are linear, in the point α c the velocity of
flow is equal to α δc . On the other hand, the vector of the velocity of flow is connected with the Hamiltonian by
the relation:
dG
∣∣
αc
b = ω b ;αδc , (1)
which is true for any b ∈ Z . Here the left side denotes the differential of the function G . calculated in the point
α c and taken on the vector b .
As a vector b in the equation (1) we can take the vector dα c :
dG
∣∣
αc
dαc = ω dαc ;αδc .
Using bilinearity of the form ω we can write it as:
dG
∣∣
αc
dαc = ω c ; δc αdα .
Integrating this relation with respect to α in the limits from 0 to 1 we get the formula for the generator:
G c = 12 ω
c ; δc (2)
∗http://d-a-arbatsky.narod.ru/
1I. e. an element of its Lie algebra.
1
2. Application to classical field theory. It should not be thought that the formula (2) is just other form
of writing the Noether formula. First, it works only in the linear case. Second, it is not supposed to be used
for looking for integrals of motion, because they are supposed to be known for linear fields (the equations of the
motion are solved). Nevertheless, the formula (2) turns out to be very convenient in practical application for many
reasons.
First, it is applied much easier. Second, in contrast to the Noether formula, it is not connected with coordinate
representation. If we know a formula for the symplectic structure ω , for example, in the Fourier-representation
and we know how in this representations the group under consideration acts (for example, Poincare group) then
we get the generators as easily as in the coordinate representation.
Furthermore, as it was shown in the paper [II], the structure of the invariant Hamiltonian formalism does not
change, if we add to the Lagrangian a full divergence. So far as the formula (2) is written in the terms of this
formalism only, the independence of generators from this substitution becomes apparent.
As a simplest example, consider the scalar field. In the paper [I] we have shown that in the Fourier representation
the symplectic structure of this field is given by the formula:
ω · ; · =
∫
dµm · i ε(k) · a(−k) · a(k) · . (3)
Now consider a space-time shift of the field by infinitesimal vector δεν . A state c changes to c+ δc . And:
a(k) δc = i δεν kν a(k)
c .
Substituting this expression to the formula (2), and taking into account the formula (3), we get:
G c = − 12 δεν
∫
dµm · ε(k) · kν a(−k) c a(k) c = − δεν
∫
dµ+m · kν a∗(k) c a(k) c .
Let us denote the coefficient of δεν as −Pν . Omitting the argument c we get the formula for the vector of
energy and momentum:
Pν =
1
2
∫
dµm · ε(k) · kν a(−k) a(k) =
∫
dµ+m · kν a∗(k) a(k) . (4)
3. About generators in quantum field theory. In the paper [VI] we will describe how construction of
quantum fields is performed. Let us discuss here how generators are found in the quantum case.
As far as I know, there was not suggested any analog of Noether theorem for the quantum field theory2.
Note now, that in the case of invariant quantization of fields, in accordance with the scheme given in the paper [VI],
the action of group of invariance is naturally transferred to the quantum space of states H . And this action is
unitary (in the case of indefinite scalar product — pseudounitary).
If the scalar product in H is positive-definite, then in accordance with the Stone theorem, we have the self-adjoint
quantum generator. If the scalar product in H is indefinite, then everything is similar, but we need to introduce
some special mathematical terminology.
So, generators of the group of invariance can be rigorously introduced in the quantum case also.
It seems to be of interest to get some useful formulas for quantum generators also.
So far as the vacuum | 0 〉 of the quantum field remains invariant under the action of the symmetry group, then,
speaking formally, we just need to write expressions like (4) making normal ordering of operators in the integrand.
In the case of Poincare-invariant quantization of the scalar field that leads to the positive-definite scalar product
we get:
Pˆν =
∫
dµ+m · kν aˆ∗(k) aˆ(k) . (5)
But, nevertheless, the strict mathematical meaning of the obtained expression is not fully clear3. It seems to be
topical to develop a theory of integrals like (5) and prove that if the integrands are normally ordered, we get exactly
the generators introduced here.
2Some authors allege opposite. I allow myself just to ignore their opinion on this question.
3It will be seen from discussion of quantization and topological questions in the paper [VI] that symbols like aˆ∗(k) have sense only
after a proper averaging. But in the given formula we need to integrate the product of such symbols.
— November 20, 2018 — — D. A. Arbatsky “QED. III. Formula for generators. . . ” — — 2 —
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Î êâàíòîâàíèè ýëåêòðîìàãíèòíîãî ïîëÿ.
III. Ôîðìóëà äëÿ ãåíåðàòîðîâ èíèíèòåçèìàëüíûõ
ëèíåéíûõ êàíîíè÷åñêèõ ïðåîáðàçîâàíèé.
Ä. À. Àðáàòñêèé
∗
20 íîÿáðÿ 2018 ã.
Àííîòàöèÿ
Ïðåäëîæåíà îðìóëà äëÿ ãåíåðàòîðîâ áåñêîíå÷íî ìàëûõ ëèíåéíûõ ñèìïëåêòè÷åñêèõ ïðåîáðàçîâàíèé
èíâàðèàíòíîãî àçîâîãî ïðîñòðàíñòâà. Îáñóæäàþòñÿ ïðèìåíåíèÿ ýòîé îðìóëû ê êëàññè÷åñêîé è ê
êâàíòîâîé òåîðèè ïîëÿ. Ïîêàçàíî ñóùåñòâîâàíèå ãåíåðàòîðîâ ãðóïïû ñèììåòðèè äëÿ êâàíòîâîãî ñëó÷àÿ.
1. Ôîðìóëà. Â ñòàòüå [I℄ èñïîëüçîâàëàñüîðìóëà, äàþùàÿ ãåíåðàòîðû áåñêîíå÷íî ìàëûõ ëèíåéíûõ ïðåîáðàçîâàíèé
äëÿ èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà. Ââèäó âàæíîñòè è îáùíîñòè ýòîé îðìóëû, çäåñü áóäóò äàíû
å¼ âûâîä è îáñóæäåíèå.
Èòàê, ðàññìîòðèì êàêîå-íèáóäü ëèíåéíîå ïîëå, îïèñûâàåìîå èíâàðèàíòíûì ãàìèëüòîíîâûì îðìàëèçìîì.
Áóäåì, äëÿ îïðåäåë¼ííîñòè, èñêàòü äëÿ íåãî ãåíåðàòîðû ãðóïïû Ïóàíêàðå.
Ïîñêîëüêó ñèìïëåêòè÷åñêàÿ ñòðóêòóðà ω èíâàðèàíòíîãî àçîâîãî ïðîñòðàíñòâà Z ïðåäïîëàãàåòñÿ ïóàí-
êàðå-èíâàðèàíòíîé, ãðóïïà Ïóàíêàðå äåéñòâóåò íà Z êàê íåïðåðûâíàÿ ëèíåéíàÿ ñèìïëåêòè÷åñêàÿ ãðóïïà.
Êàæäîìó áåñêîíå÷íî ìàëîìó ïðåîáðàçîâàíèþ ýòîé ãðóïïû
1
ñîîòâåòñòâóåò ãàìèëüòîíîâ ïîòîê íà Z . àìèëüòîíèàí
ýòîãî ïîòîêà ÿâëÿåòñÿ óíêöèåé íà Z . Îáîçíà÷èì å¼ G . . Íàéä¼ì ÿâíûé âèä ýòîé óíêöèè.
Âî-ïåðâûõ, ñðàçó ÿñíî, ÷òî ýòà óíêöèÿ îïðåäåëåíà ñ òî÷íîñòüþ äî àääèòèâíîé êîíñòàíòû. Ýòó êîíñòàíòó ìû
çàèêñèðóåì óñëîâèåì G 0 = 0 , ò. å. óíêöèÿ ðàâíà íóëþ íà íóëåâîì âåêòîðå ïðîñòðàíñòâà Z . Âûðàæàÿñü
áîëåå èçè÷åñêèì ÿçûêîì, ìû áóäåì ïîëàãàòü, ÷òî âàêóóì êëàññè÷åñêîãî ïîëÿ îáëàäàåò íóëåâûìè ýíåðãèåé,
èìïóëüñîì è ò. ï.
Çàèêñèðóåì òåïåðü â ïðîñòðàíñòâå Z òî÷êó c . Âåêòîð ñêîðîñòè ïîòîêà â ýòîé òî÷êå îáîçíà÷èì δc .
Ïðîâåä¼ì èç òî÷êè 0 â òî÷êó c îòðåçîê, ò. å. ðàññìîòðèì ìíîæåñòâî òî÷åê âèäà α c , α ∈ [0; 1] . Ïîñêîëüêó
ïðåîáðàçîâàíèÿ ðàññìàòðèâàåìîé ãðóïïû ëèíåéíû, â òî÷êå α c ñêîðîñòü ïîòîêà ðàâíà α δc . Ñ äðóãîé
ñòîðîíû, âåêòîð ñêîðîñòè ïîòîêà ñâÿçàí ñ ãàìèëüòîíèàíîì ñîîòíîøåíèåì:
dG
∣∣
αc
b = ω b ;αδc , (1)
âûïîëíÿþùèìñÿ äëÿ ëþáîãî b ∈ Z . Çäåñü ëåâàÿ ÷àñòü îáîçíà÷àåò äèåðåíöèàë óíêöèè G . , âû÷èñëåííûé
â òî÷êå α c è âçÿòûé íà âåêòîðå b .
Â êà÷åñòâå âåêòîðà b â óðàâíåíèè (1) ìîæíî âçÿòü âåêòîð dα c :
dG
∣∣
αc
dαc = ω dαc ;αδc .
Èñïîëüçóÿ áèëèíåéíîñòü îðìû ω , ïåðåïèøåì ýòî òàê:
dG
∣∣
αc
dαc = ω c ; δc αdα .
Èíòåãðèðóÿ ýòî ñîîòíîøåíèå ïî α â ïðåäåëàõ îò 0 äî 1 , ïîëó÷àåì îðìóëó äëÿ ãåíåðàòîðà:
G c = 12 ω
c ; δc
(2)
∗
http://d-a-arbatsky.narod.ru/
1
Òî åñòü ýëåìåíòó å¼ àëãåáðû Ëè.
1
2. Ïðèìåíåíèå ê êëàññè÷åñêîé òåîðèè ïîëÿ. Íå ñëåäóåò äóìàòü, ÷òî îðìóëà (2) ÿâëÿåòñÿ ïðîñòî
äðóãîé çàïèñüþ îðìóëû Í¼òåð. Âî-ïåðâûõ, îíà ðàáîòàåò òîëüêî â ëèíåéíîì ñëó÷àå. Âî-âòîðûõ, îíà âîâñå
íå ïðåäíàçíà÷àåòñÿ äëÿ ïîèñêà èíòåãðàëîâ äâèæåíèÿ, èáî ó ëèíåéíûõ ïîëåé îíè è òàê èçâåñòíû (óðàâíåíèÿ
äâèæåíèÿ ðåøåíû). Íåñìîòðÿ íà ýòî, îðìóëà (2) îêàçûâàåòñÿ î÷åíü óäîáíîé ïðè ïðàêòè÷åñêîì ïðèìåíåíèè
ïî ìíîãèì ïðè÷èíàì.
Âî-ïåðâûõ, å¼ ïðèìåíÿòü çíà÷èòåëüíî ïðîùå. Âî-âòîðûõ, â îòëè÷èå îò îðìóëû Í¼òåð, îíà âîâñå íå ïðèâÿçàíà
ê êîîðäèíàòíîìó ïðåäñòàâëåíèþ. Åñëè âèä ñèìïëåêòè÷åñêîé ñòðóêòóðû ω èçâåñòåí, íàïðèìåð, â óðüå-
ïðåäñòàâëåíèè, è èçâåñòíî, êàê â ýòîì ïðåäñòàâëåíèè äåéñòâóåò ðàññìàòðèâàåìàÿ ãðóïïà (íàïðèìåð, ãðóïïà
Ïóàíêàðå), òî ãåíåðàòîðû ïîëó÷àþòñÿ ñòîëü æå ïðîñòî, êàê è â êîîðäèíàòíîì ïðåäñòàâëåíèè.
Êðîìå òîãî, â ñòàòüå [II℄ ìû âèäåëè, ÷òî ñòðóêòóðà èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà íå ìåíÿåòñÿ,
åñëè ê ëàãðàíæèàíó äîáàâèòü ïîëíóþ äèâåðãåíöèþ. Ïîñêîëüêó îðìóëà (2) çàïèñàíà èñêëþ÷èòåëüíî â
òåðìèíàõ ýòîãî îðìàëèçìà, íåçàâèñèìîñòü ãåíåðàòîðîâ îò óêàçàííîé ïîäñòàíîâêè îêàçûâàåòñÿ î÷åâèäíîé.
Â êà÷åñòâå ïðîñòåéøåãî ïðèìåðà ðàññìîòðèì ñêàëÿðíîå ïîëå. Â ñòàòüå [I℄ ìû âèäåëè, ÷òî â Ôóðüå-ïðåäñòà-
âëåíèè ñèìïëåêòè÷åñêàÿ ñòðóêòóðà ýòîãî ïîëÿ äà¼òñÿ îðìóëîé:
ω · ; · =
∫
dµm · i ε(k) · a(−k) · a(k) · . (3)
àññìîòðèì äàëåå ïðîñòðàíñòâåííî-âðåìåííîé ñäâèã ïîëÿ íà áåñêîíå÷íî ìàëûé âåêòîð δεν . Ñîñòîÿíèå c
çàìåíÿåòñÿ ïðè ýòîì íà c+ δc . Ïðè ýòîì:
a(k) δc = i δεν kν a(k)
c .
Ïîäñòàâëÿÿ ýòî âûðàæåíèå â îðìóëó (2), ñ ó÷¼òîì îðìóëû (3), ïîëó÷àåì:
G c = − 12 δεν
∫
dµm · ε(k) · kν a(−k) c a(k) c = − δεν
∫
dµ+m · kν a∗(k) c a(k) c .
Êîýèöèåíò ïðè δεν îáîçíà÷èì òåïåðü êàê −Pν . Îïóñêàÿ àðãóìåíò c , èìååì îðìóëó äëÿ âåêòîðà
ýíåðãèè-èìïóëüñà:
Pν =
1
2
∫
dµm · ε(k) · kν a(−k) a(k) =
∫
dµ+m · kν a∗(k) a(k) . (4)
3. Î ãåíåðàòîðàõ â êâàíòîâîé òåîðèè ïîëÿ. Â ñòàòüå [VI℄ ìû îïèøåì, êàêèì îáðàçîì îñóùåñòâëÿåòñÿ
ïîñòðîåíèå êâàíòîâûõ ïîëåé. Îáñóäèì çäåñü, êàêèì îáðàçîì îáñòîÿò äåëà ñ ïîèñêîì ãåíåðàòîðîâ â êâàíòîâîì
ñëó÷àå.
Àíàëîãà òåîðåìû Í¼òåð â êâàíòîâîé òåîðèè ïîëÿ, íàñêîëüêî ìíå èçâåñòíî, äî ñèõ ïîð íå ïðåäëîæåíî
2
.
Çàìåòèì, îäíàêî, ÷òî â ñëó÷àå èíâàðèàíòíîãî êâàíòîâàíèÿ ïîëåé â ñîîòâåòñòâèè ñî ñõåìîé, èçëîæåííîé â
ñòàòüå [VI℄, äåéñòâèå ãðóïïû èíâàðèàíòíîñòè åñòåñòâåííî ïåðåíîñèòñÿ íà êâàíòîâîå ïðîñòðàíñòâî ñîñòîÿíèé
H . Ïðè÷¼ì ýòî äåéñòâèå óíèòàðíî (â ñëó÷àå èíäåèíèòíîãî ñêàëÿðíîãî ïðîèçâåäåíèÿ  ïñåâäîóíèòàðíî).
Åñëè ñêàëÿðíîå ïðîèçâåäåíèå â H ÿâëÿåòñÿ ïîëîæèòåëüíî-îïðåäåë¼ííûì, òî â ñîîòâåòñòâèè ñ òåîðåìîé
Ñòîóíà èìååì ñàìîñîïðÿæ¼ííûé êâàíòîâûé ãåíåðàòîð. Åñëè æå ñêàëÿðíîå ïðîèçâåäåíèå â H èíäåèíèòíî,
òî äåëî îáñòîèò ñòîëü æå ïðîñòî, íî íóæíî ââîäèòü ñïåöèàëüíóþ ìàòåìàòè÷åñêóþ òåðìèíîëîãèþ.
Òàêèì îáðàçîì, ãåíåðàòîðû ãðóïïû èíâàðèàíòíîñòè ìîãóò áûòü ñòðîãî ââåäåíû è â êâàíòîâîì ñëó÷àå.
Ïðåäñòàâëÿåò èíòåðåñ ïîëó÷èòü äëÿ êâàíòîâûõ ãåíåðàòîðîâ òàêæå êàêèå-íèáóäü óäîáíûå îðìóëû.
Ïîñêîëüêó âàêóóì | 0 〉 êâàíòîâàííîãî ïîëÿ îñòà¼òñÿ ïðè âûøåóêàçàííîì äåéñòâèè ãðóïïû ñèììåòðèè èíâàðèàíòíûì,
òî ÷èñòî îðìàëüíî, êëàññè÷åñêèå âûðàæåíèÿ òèïà (4) íóæíî ïðîñòî çàïèñàòü, ïðîèçâåäÿ íîðìàëüíîå
óïîðÿäî÷åíèå ñîîòâåòñòâóþùèõ îïåðàòîðîâ ïîä çíàêîì èíòåãðàëà. Â ñëó÷àå, åñëè ðå÷ü èä¼ò î ïóàíêàðå-
èíâàðèàíòíîì êâàíòîâàíèè ñêàëÿðíîãî ïîëÿ, ïðèâîäÿùåì ê ïîëîæèòåëüíî-îïðåäåë¼ííîìó ñêàëÿðíîìó ïðîèçâåäåíèþ,
ïîëó÷àåì:
Pˆν =
∫
dµ+m · kν aˆ∗(k) aˆ(k) . (5)
2
Ìíîãèå î÷åíü àâòîðèòåòíûå àâòîðû óòâåðæäàþò îáðàòíîå. ß ïîçâîëþ ñåáå èõ ìíåíèå ïî äàííîìó âîïðîñó ïðîèãíîðèðîâàòü.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. III. Ôîðìóëà äëÿ ãåíåðàòîðîâ. . .  
 2 
Ïðè ýòîì, îäíàêî, òî÷íûé ìàòåìàòè÷åñêèé ñìûñë ïðèâåä¼ííîãî âûðàæåíèÿ íå âïîëíå ÿñåí
3
. Ïðåäñòàâëÿåòñÿ
àêòóàëüíûì ïîñòðîèòü òåîðèþ èíòåãðàëîâ âèäà (5) è ïîêàçàòü, ÷òî åñëè ïîäûíòåãðàëüíûå âûðàæåíèÿ íîðìàëüíî
óïîðÿäî÷åíû, òî ïîëó÷àþòñÿ â òî÷íîñòè ââåä¼ííûå íàìè ãåíåðàòîðû.
3
Êàê áóäåò ÿñíî èç îáñóæäåíèÿ êâàíòîâàíèÿ è òîïîëîãè÷åñêèõ âîïðîñîâ â ñòàòüå [VI℄ ñèìâîëû âèäà aˆ∗(k) èìåþò ÿñíûé
ñìûñë ïîñëå ïîäõîäÿùåãî óñðåäíåíèÿ. Â ïðèâåä¼ííîé æå îðìóëå ïðîèçâîäèòñÿ èíòåãðèðîâàíèå ïðîèçâåäåíèÿ òàêèõ ñèìâîëîâ.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. III. Ôîðìóëà äëÿ ãåíåðàòîðîâ. . .  
 3 
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On quantization of electromagnetic field.
IV. Theory of field representations.
D. A. Arbatsky∗
November 20, 2018
Abstract
We introduce a notion of induced symplectic representation of the Poincare group. Classical relativistic fields
are considered as such representations. We describe the method of investigation of these fields in the sense of
their reducibility. We introduce the notion of the field oscillator as an inducing Hamiltonian system.
1. Symplectic representations. By Poincare group we will call a connected continuous ten-parameter group
of transformations of space-time including both homogeneous transformations (the Lorentz group) and space-time
shifts. We will denote the Poincare group by the symbol P .
So far as in these papers we study fields that are relativistic invariant, every solution of equations of the motion is
transformed to a solution by a transformation from the Poincare group. So, this defines the action of the Poincare
group on the invariant phase space Z .
In a more concrete way this action can be described in the following way. Let we have a transformation g ∈ P .
It acts on points of space-time in the following way:
x → x′ = gx .
In the space, where the values of the field function ϕi lie, the transformation g acts as:
ϕi → ϕ′i = Λij ϕj .
The action of g in the space Z can be described by the formulas:
c −→ gc , ϕi(x) gc = Λij ϕj(g−1x) c . (1)
As we have said in the paper [I], we will consider here only linear fields. The action of the Poincare group P
obviously preserve the linear structure in the space Z . So, in the space Z we have a linear representation of the
Poincare group.
Furthermore, the Poincare group preserves in the space Z the symplectic structure. So, we come to linear
symplectic representations of the Poincare group P . The connection of symplectic representations with unitary
will become clear after we define the operation of quantization in the paper [VI]. It will be shown there that in
the field theory symplectic representations apparently play a role that is not less important than that of unitary.
Anyway, they are connected with the construction of quantized field more closely.
2. “Reduction” of field representation. Consider now the question of reducibility of field representations of
the Poincare group P . We will always imply here reducibility in the complex sense. In order to not complexify
the space Z let us consider the conjugate space Z∗
C
. In Z∗
C
, obviously, acts the conjugate representation of the
group P . In order to define this action we just need to read the formula (1) a little differently:
ϕi(x)
· −→ (g ϕi(x)) · , (g ϕi(x)) c = Λij ϕj(g−1x) c , (2)
i. e. we connect the symbol g not with an element of Z , but with an element of Z∗
C
. Below by a field
representation we will always imply the action of the Poincare group by formula (2) in the complexified conjugate
space Z∗
C
.
∗http://d-a-arbatsky.narod.ru/
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For infinite-dimensional representations the notion of reduction requires specification. Now we will explain the
structure of field representations under consideration and simultaneously specify in what sense we will talk about
their reducibility.
In the case of unitary representations the main tool of investigation is Mackey theorem (see, for example, [1]). This
theorem brings investigation of a representation of the Poincare group P to investigation of the corresponding
little Lorentz group Lk . The construction of Mackey induction can be generalized to any linear representations.
But a general linear representation (including symplectic) of the group P can be not induced from the little group.
Nevertheless, representations induced in Mackey sense constitute a very wide class, and in fact, we will restrict
ourself with them.
Let us make a Fourier transformation of the field and write the result in the form:
ϕ˜i(k) = 2pi δ(k
2 −m2) · ai(k) . (3)
It is natural to call the scalar m a mass of the field, like in quantum theory.
On the grounds of the formula (3) it is natural to say that the field representation decomposes into the direct sum
of positive- and negative-frequency subrepresentations:
Z∗C = Z
∗ (+)
C
⊕ Z∗ (−)
C
.
These two representations we will also call field representations. The projectors to the positive- and negative-
frequency subspaces in the Fourier representation are just operators of multiplication by the functions θ(+k) and
θ(−k) , correspondingly.
So far as we consider here real fields, ai(−k) = a∗i (k) . So, it is natural to suppose that both subspaces Z∗ (+)C
and Z
∗ (−)
C
are reducible in the same degree. In this connection we can restrict ourself with consideration of the
positive-frequency subspace.
Consider now a fixed vector k(0) on the mass surface: (k(0))2 = m2 . And consider the subgroup of the Lorentz
group that leaves this vector unchanged, i. e. the so called little group of this vector. Let us denote this group Lk(0) .
Obviously, the set of values ai(k
(0)) corresponding to different values of the index i is transformed linearly under
action of transformations from Lk(0) . This complex representation of the little group we will suppose to be finite-
dimensional. Like in the unitary case, we will say that the field representation under consideration is induced by
this representation of the little group.
Let us, in analogy with the unitary case, suppose that the further reducibility of the field representation (i. e.
reduction of its positive-frequency part) is fully defined by reducibility of the inducing representation.
Let us note here also that in the case of massive fields, i. e. when m > 0 , the little group Lk(0) is the group of
three-dimensional rotations SO(3) . This group is compact, and therefore, its representation can be made unitary
by introducing a proper scalar product. Therefore, the inducing representation turns out to be fully reducible,
and the equivalence classes of irreducible components, like in the unitary case, are defined by a one integer or
half-integer number. It is natural to call this number, like in the quantum case, a spin of the irreducible component
under consideration.
In the case of zero-mass field the little group, as we know, is the group of motions of a Euclidian plane E(2) . This
group is not compact, and situation becomes much more complicated than in the unitary case. We will see it soon
with example of electromagnetic field.
3. Field oscillator as inducing Hamiltonian system. It is easy to notice that there is a great similarity in
description of the harmonic oscillator and the scalar field. Now we will research this phenomenon in detail.
Consider any real field that is written in the Fourier representation as (3). Let us suppose that the Poisson brackets
of the field values in the Fourier representation have the form:
{ ϕ˜i(k) , ϕ˜j(k′) } = Bij(k) ·
[
i ε(k) · 2pi δ(k2 −m2)
]
· (2pi)4δ(k + k′) . (4)
Here Bij(k) is some tensor function. In the cases of the scalar field and the non-physical electromagnetic field, in
accordance with the formulas of the paper [I], this function is just a constant. But in general case it is not so. So,
let us consider its properties with more details.
First, so far as Bij(k) is multiplied by 2pi δ(k
2 −m2) , we can admit that it is defined only on the mass surface
k2 = m2 . Second, using antisymmetry of the Poisson bracket, we get:
Bij(k) = Bji(−k) . (5)
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Furthermore, requirements of relativistic invariance make very hard restrictions for Bij(k) . Let us fix some
point k(0) on the mass surface. If we know the value of the function Bij(k) in this point, then, using relativistic
invariance, we can define it in the other points. The value Bij(k
(0)) is not arbitrary also: it must be invariant
under action of the little group Lk(0) .
The fact that the Poisson bracket is a complexified real bracket makes another restriction for Bij(k) : B
∗
ij(k) =
Bij(−k) . Taking into account (5) we can write it also as B∗ij(k) = Bji(k) .
Consider now the values ai(+k
(0)) and ai(−k(0)) . As it was shown in the section 2, they form a representation
of the little group Lk(0) . It is obvious also that these values form a representation of the group of shifts1. A shift
by 4-vector l can be described by the formulas:
ai(k
(0)) → ai(k(0)) · e+ik
(0) l , ai(−k(0)) → ai(−k(0)) · e−ik
(0)l .
Let us introduce a notation τ = k(0)l . Then we can think that the values ai(+k
(0)) and ai(−k(0)) form a
representation of the group R × Lk(0) , where R is the additive group of real numbers, parameterized by the
number τ .
Let us consider now the values ai(+k
(0)) and ai(−k(0)) as dynamical variables of some new system. We will call
this system a field oscillator. In order to economize notations we will write variables of the field oscillator with
the same symbols, but we will write as an argument not the vector k(0) but a real number ω ; and ω = +1
corresponds to k = +k(0) , and ω = −1 corresponds to k = −k(0) . The phase space of the field oscillator can
be constructed by realification of the space of inducing representation. The Poisson bracket can be defined by the
formulas:
{ ai(+1) , aj(+1) } = { ai(−1) , aj(−1) } = 0 ,
{ ai(+1) , aj(−1) } = iBij(+1) .
Assuming that the Poisson bracket is not degenerate we can, as usually, calculate the symplectic structure.
The action of the group R× Lk(0) on the phase space of the field oscillator leaves the Poisson brackets invariant.
Therefore it is symplectic.
Now we can interpret the action of a transformation from R , characterized by the parameter τ , as a time shift
by the time period τ (the “time” of the field oscillator is a non-dimensional parameter).
We can even define “coordinates” of the field oscillator at “time” t :
ϕi(t) =
1√
2
(
ai(+1) · e−it + ai(−1) · e+it
)
.
We see that the oscillator of a real field has real coordinates.
If we consider the little group Lk(0) as an abstract group, then it does not depend on the choice of the vector k(0) .
If we describe the oscillator by internal notions of the Hamiltonian formalism (phase space, symplectic structure,
symplectic action of the group R×Lk(0) ), then its construction does not depend on the choice of the vector k(0)
also. So, for any P -invariant field we can uniquely juxtapose R× Lk(0) - invariant field oscillator.
4. Scalar field representation. Let us apply now the described scheme to the scalar field. The inducing
representation in this case is the one-dimensional identity representation. The field oscillator is just the usual real
oscillator with one degree of freedom.
So, with respect to the action of the Poincare group, the space Z∗
C
decomposes into the direct sum of the positive-
and the negative-frequency reducing subspaces, and each of these subspaces is irreducible. These two subspaces we
will denote Z
∗ (+)
C
and Z
∗ (−)
C
. The projections of elements of the space Z∗
C
to these two spaces we will provide
with labels (+) or (−) , correspondingly:
ϕ˜ (±)(k) = θ(±k) ϕ˜(k) , ϕ (±)(x) =
∫
d4k
(2pi)4
e−ikx ϕ˜ (±)(k) .
Using formulas from the paper [I], we can calculate the Poisson brackets of these projections:
{ ϕ˜ (±)(k) , ϕ˜ (±)(k′) } = 0 ,
1Speaking more generally, these values form a representation of the seven-parameter subgroup of the Poincare group that includes
the little group Lk(0) and shifts.
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{ ϕ˜ (±)(k) , ϕ˜ (∓)(k′) } = −
[
i θ(±k) ε(k) · 2pi δ(k2 −m2)
]
· (2pi)4δ(k + k′) .
In the coordinate representation we have, correspondingly:
{ϕ (±)(x) , ϕ (±)(x′) } = 0 ,
{ϕ (±)(x) , ϕ (∓)(x′) } = −D (±)m (x− x′) .
Here symbols D
(+)
m (y) and D
(−)
m (y) denote the positive and the negative-frequency parts of the function Dm(y) :
D (±)m (y) =
∫
d4k
(2pi)4
e−iky ·
[
i θ(±k) ε(k) · 2pi δ(k2 −m2)
]
. (6)
The given formulas turn out to be very useful for calculation of propagators of the quantized field. But they
naturally follow from the classical theory.
5. Electromagnetic field representation. According to the section 2, the representation of the non-physical
electromagnetic field decomposes also into the direct sum of positive- and negative-frequency representations. The
formulas of the section 4 can be rewritten in the following way:
A˜ (±)µ (k) = θ(±k) A˜µ(k) , A (±)µ (x) =
∫
d4k
(2pi)4
e−ikx A˜ (±)µ (k) ,
{ A˜ (±)µ (k) , A˜ (±)ν (k′) } = 0 ,
{ A˜ (±)µ (k) , A˜ (∓)ν (k′) } = gµν ·
[
i θ(±k) ε(k) · 2pi δ(k2)
]
· (2pi)4δ(k + k′) ,
{A (±)µ (x) , A (±)ν (x′) } = 0 ,
{A (±)µ (x) , A (∓)ν (x′) } = gµν D (±)0 (x− x′) .
Here D
(±)
0 (y) are functions (6) with m = 0 . In this case they can be written also as:
D
(±)
0 (y) =
1
i (2pi)2
· 1± y2 − i 0 · ε(y) =
1
4pi
ε(y) δ(y2)± 1
i (2pi)2
P 1
y2
.
The inducing representation in this case is the complex vector representation of the little group Lk(0) with
(k(0))2 = 0 . A more detailed description of this representation is given in the paper [V]. It has two composition
series:
{0} =M0C ⊂M‖C ⊂M (+1)C ⊂M⊥C ⊂M4C = MC ,
{0} = M0C ⊂M‖C ⊂M (−1)C ⊂M⊥C ⊂M4C =MC .
Under induction these two composition series turn into composition series of the field representation.
{0} = Z∗ (+) 0
C
⊂ Z∗ (+) ‖
C
⊂ Z∗ (+) (+1)
C
⊂ Z∗ (+)⊥
C
⊂ Z∗ (+) 4
C
= Z
∗ (+)
C
,
{0} = Z∗ (+) 0
C
⊂ Z∗ (+) ‖
C
⊂ Z∗ (+) (−1)
C
⊂ Z∗ (+)⊥
C
⊂ Z∗ (+) 4
C
= Z
∗ (+)
C
.
Here the notations for the subspaces are in natural concordance with the notations of the paper [I].
The field oscillator in this case turns out to be a system with eight-dimensional phase space.
In connection with the division of the field into the positive- and the negative-frequency parts, let us notice also that
so far as electromagnetic field is real, the Lorentz condition for scattered states can be written in three equivalent
forms:
− i kµ aµ(k) rad = 0 ,
− i kµ a(+)µ (k) rad = 0 ,
− i kµ a(−)µ (k) rad = 0 .
So far as positive- and negative-frequency parts of the field play different roles in quantization, in the paper [VI]
we will see that in quantum theory there is an analog of only the second form of this condition.
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Î êâàíòîâàíèè ýëåêòðîìàãíèòíîãî ïîëÿ.
IV. Òåîðèÿ ïîëåâûõ ïðåäñòàâëåíèé.
Ä. À. Àðáàòñêèé
∗
20 íîÿáðÿ 2018 ã.
Àííîòàöèÿ
Ââîäèòñÿ ïîíÿòèå îá èíäóöèðîâàííîì ñèìïëåêòè÷åñêîì ïðåäñòàâëåíèè ãðóïïûÏóàíêàðå. Êëàññè÷åñêèå
ðåëÿòèâèñòñêèå ïîëÿ ðàññìàòðèâàþòñÿ êàê òàêèå ïðåäñòàâëåíèÿ. Îïèñûâàåòñÿ ìåòîäèêà èññëåäîâàíèÿ
ýòèõ ïðåäñòàâëåíèé â ñìûñëå èõ ïðèâîäèìîñòè. Ââîäèòñÿ ïîíÿòèå ïîëåâîãî îñöèëëÿòîðà êàê èíäóöèðóþùåé
ãàìèëüòîíîâîé ñèñòåìû.
1. Ñèìïëåêòè÷åñêèå ïðåäñòàâëåíèÿ. ðóïïîé Ïóàíêàðå ìû áóäåì íàçûâàòü ñâÿçíóþ íåïðåðûâíóþ
äåñÿòèïàðàìåòðè÷åñêóþ ãðóïïó ïðåîáðàçîâàíèé ïðîñòðàíñòâà-âðåìåíè, âêëþ÷àþùóþ â ñåáÿ êàê îäíîðîäíûå
ïðåîáðàçîâàíèÿ (ãðóïïó Ëîðåíöà), òàê è ïðîñòðàíñòâåííî-âðåìåííûå ñäâèãè. Ìû áóäåì îáîçíà÷àòü ãðóïïó
Ïóàíêàðå ñèìâîëîì P .
Ïîñêîëüêó â äàííîì öèêëå ñòàòåé ìû èçó÷àåì ïîëÿ, êîòîðûå ðåëÿòèâèñòñêè èíâàðèàíòíû, âñÿêîå ðåøåíèå
óðàâíåíèé äâèæåíèÿ ïîä äåéñòâèåì ïðåîáðàçîâàíèÿ èç ãðóïïû Ïóàíêàðå ïåðåõîäèò â ðåøåíèå. Òàêèì îáðàçîì,
îïðåäåëÿåòñÿ äåéñòâèå ãðóïïû Ïóàíêàðå íà èíâàðèàíòíîì àçîâîì ïðîñòðàíñòâå Z .
Áîëåå êîíêðåòíî ýòî äåéñòâèå ìîæíî îïèñàòü òàê. Ïóñòü çàäàíî ïðåîáðàçîâàíèå g ∈ P . Íà òî÷êè ïðîñòðàí-
ñòâà-âðåìåíè îíî äåéñòâóåò ñëåäóþùèì îáðàçîì:
x → x′ = gx .
Â ïðîñòðàíñòâå, ãäå ëåæàò çíà÷åíèÿ ïîëåâîé óíêöèè ϕi , ïðåîáðàçîâàíèå g äåéñòâóåò òàê:
ϕi → ϕ′i = Λij ϕj .
Äåéñòâèå g â ïðîñòðàíñòâå Z õàðàêòåðèçóåòñÿ îðìóëàìè:
c −→ gc , ϕi(x) gc = Λij ϕj(g−1x) c . (1)
Êàê óæå áûëî ñêàçàíî â ñòàòüå [I℄, ìû çäåñü áóäåì èìåòü äåëî ñ ëèíåéíûìè ïîëÿìè. Äåéñòâèå ãðóïïû
Ïóàíêàðå P , î÷åâèäíî, ñîõðàíÿåò ëèíåéíóþ ñòðóêòóðó â ïðîñòðàíñòâå Z . Òàêèì îáðàçîì, â ïðîñòðàíñòâå Z
ðåàëèçîâàíî ëèíåéíîå ïðåäñòàâëåíèå ãðóïïû Ïóàíêàðå.
Êðîìå òîãî, ãðóïïà Ïóàíêàðå ñîõðàíÿåò â ïðîñòðàíñòâå Z ñèìïëåêòè÷åñêóþ ñòðóêòóðó. Òàêèì îáðàçîì,
ìû ïðèõîäèì ê ëèíåéíûì ñèìïëåêòè÷åñêèì ïðåäñòàâëåíèÿì ãðóïïû Ïóàíêàðå P . Ñâÿçü ñèìïëåêòè÷åñêèõ
ïðåäñòàâëåíèé ñ óíèòàðíûìè ñòàíåò ÿñíà, êîãäà ìû îïðåäåëèì îïåðàöèþ êâàíòîâàíèÿ ïîëÿ â ñòàòüå [VI℄. Èç
ïðîâåä¼ííîãî òàì ðàññìîòðåíèÿ ñòàíåò ÿñíî, ÷òî ñèìïëåêòè÷åñêèå ïðåäñòàâëåíèÿ, ïî-âèäèìîìó, èãðàþò äëÿ
òåîðèè ïîëÿ ðîëü íå ìåíåå âàæíóþ, ÷åì óíèòàðíûå. Âî-âñÿêîì ñëó÷àå, ñ êîíñòðóêöèåé êâàíòîâàííîãî ïîëÿ
îíè ñâÿçàíû áîëåå íåïîñðåäñòâåííî.
2.

Ïðèâåäåíèå ïîëåâûõ ïðåäñòàâëåíèé. àññìîòðèì òåïåðü âîïðîñ î ïðèâîäèìîñòè ïîëåâûõ ïðåäñòàâëåíèé
ãðóïïû Ïóàíêàðå P . Ïðèâîäèìîñòü áóäåò çäåñü ïîíèìàòüñÿ â êîìïëåêñíîì ñìûñëå. ×òîáû íå êîìïëåêñèèöèðîâàòü
ïðîñòðàíñòâî Z , áóäåì ðàññìàòðèâàòü êîìïëåêñèèöèðîâàííîå ñîïðÿæ¼ííîå ïðîñòðàíñòâî Z∗
C
. Â Z∗
C
,
î÷åâèäíî, äåéñòâóåò ñîïðÿæ¼ííîå ïðåäñòàâëåíèå ãðóïïû P . ×òîáû îïðåäåëèòü ýòî äåéñòâèå, íóæíî îðìóëó (1)
ïðî÷èòàòü íåìíîãî èíà÷å:
ϕi(x)
· −→ (g ϕi(x)) · , (g ϕi(x)) c = Λij ϕj(g−1x) c , (2)
∗
http://d-a-arbatsky.narod.ru/
1
ò. å. îòíåñòè ñèìâîë g íå ê ýëåìåíòó Z , à ê ýëåìåíòó Z∗
C
. Â äàëüíåéøåì ïîä ïîëåâûì ïðåäñòàâëåíèåì
ìû áóäåì ïîíèìàòü äåéñòâèå ãðóïïû Ïóàíêàðå ïî îðìóëå (2) â êîìïëåêñèèöèðîâàííîì ñîïðÿæ¼ííîì
ïðîñòðàíñòâå Z∗
C
.
Äëÿ áåñêîíå÷íîìåðíûõ ïðåäñòàâëåíèé ïîíÿòèå ïðèâîäèìîñòè òðåáóåò óòî÷íåíèÿ. Ñåé÷àñ ìû ðàçúÿñíèì, êàê
óñòðîåíû ïîëåâûå ïðåäñòàâëåíèÿ, êîòîðûå ìû çäåñü áóäåì ðàññìàòðèâàòü, è îäíîâðåìåííî óòî÷íèì, â êàêîì
ñìûñëå ìû áóäåì ïîíèìàòü ïðèâîäèìîñòü.
Â ñëó÷àå óíèòàðíûõ ïðåäñòàâëåíèé îñíîâíûì èíñòðóìåíòîì èññëåäîâàíèÿ ÿâëÿåòñÿ òåîðåìà Ìàêêè (ñì.,
íàïðèìåð, [1℄). Ýòà òåîðåìà ñâîäèò èññëåäîâàíèå ïðåäñòàâëåíèÿ ãðóïïû Ïóàíêàðå P ê èññëåäîâàíèþ ñîîòâåòñòâóþùåãî
ïðåäñòàâëåíèÿ ìàëîé ãðóïïû Ëîðåíöà Lk . Êîíñòðóêöèþ èíäóöèðîâàíèÿ ïî Ìàêêè ìîæíî ðàñïðîñòðàíèòü è
íà ïðîèçâîëüíûå ëèíåéíûå ïðåäñòàâëåíèÿ. Îäíàêî, îáùåå ëèíåéíîå ïðåäñòàâëåíèå (â òîì ÷èñëå ñèìïëåêòè÷åñêîå)
ãðóïïû P ìîæåò è íå áûòü èíäóöèðîâàííûì ñ ìàëîé ãðóïïû. Òåì íå ìåíåå, ïðåäñòàâëåíèÿ, èíäóöèðîâàííûå
ïî Ìàêêè, ñîñòàâëÿþò âåñüìà øèðîêèé êëàññ è ìû çäåñü àêòè÷åñêè èìè îãðàíè÷èìñÿ.
Ïðîèçâåä¼ì ïðåîáðàçîâàíèå Ôóðüå ïîëÿ è ïðåäñòàâèì óðüå-îáðàç â âèäå:
ϕ˜i(k) = 2pi δ(k
2 −m2) · ai(k) . (3)
Âåëè÷èíó m åñòåñòâåííî íàçâàòü, êàê è â êâàíòîâîé òåîðèè, ìàññîé ïîëÿ.
Íà îñíîâàíèè îðìóëû (3) åñòåñòâåííî ñ÷èòàòü, ÷òî ïîëåâîå ïðåäñòàâëåíèå ðàñïàäàåòñÿ â ïðÿìóþ ñóììó
ïîëîæèòåëüíî- è îòðèöàòåëüíî-÷àñòîòíûõ ïîäïðåäñòàâëåíèé:
Z∗C = Z
∗ (+)
C
⊕ Z∗ (−)
C
.
Ýòè äâà ïðåäñòàâëåíèÿ ìû òàêæå áóäåì íàçûâàòü ïîëåâûìè. Ïðîåêòîðû íà ïîëîæèòåëüíî- è îòðèöàòåëüíî-
÷àñòîòíûå ïîäïðîñòðàíñòâà â óðüå-ïðåäñòàâëåíèè óñòðîåíû êàê îïåðàòîðû óìíîæåíèÿ íà óíêöèè θ(+k)
è θ(−k) , ñîîòâåòñòâåííî.
Äàëåå, ïîñêîëüêó ìû èìååì çäåñü äåëî ñ âåùåñòâåííûìè ïîëÿìè, ai(−k) = a∗i (k) . Ïîýòîìó åñòåñòâåííî
ñ÷èòàòü, ÷òî êàæäîå èç ïîäïðîñòðàíñòâ Z
∗ (+)
C
è Z
∗ (−)
C
ïðèâîäèìî ðîâíî â òîé æå ìåðå, ÷òî è äðóãîå. Â
ñâÿçè ñ ýòèì ìîæíî îãðàíè÷èòüñÿ ïîëîæèòåëüíî-÷àñòîòíûì ïîäïðîñòðàíñòâîì.
Çàèêñèðóåì òåïåðü âåêòîð k(0) íà ìàññîâîé ïîâåðõíîñòè: (k(0))2 = m2 . àññìîòðèì ïîäãðóïïó ãðóïïû
Ëîðåíöà, îñòàâëÿþùóþ ýòîò âåêòîð íåèçìåííûì, ò. å. òàê íàçûâàåìóþ ìàëóþ ãðóïïó äàííîãî âåêòîðà.
Îáîçíà÷èì ýòó ãðóïïó Lk(0) . Î÷åâèäíî, íàáîð âåëè÷èí ai(k(0)) , ñîîòâåòñòâóþùèé ðàçëè÷íûì çíà÷åíèÿì
èíäåêñà i , ïðåîáðàçóåòñÿ ëèíåéíî ïîä äåéñòâèåì ïðåîáðàçîâàíèé èç Lk(0) . Ýòî êîìïëåêñíîå ïðåäñòàâëåíèå
ìàëîé ãðóïïû ìû áóäåì ñ÷èòàòü êîíå÷íîìåðíûì. Àíàëîãè÷íî óíèòàðíîìó ñëó÷àþ, áóäåì ãîâîðèòü, ÷òî
ðàññìàòðèâàåìîå ïîëåâîå ïðåäñòàâëåíèå èíäóöèðîâàíî äàííûì ïðåäñòàâëåíèåì ìàëîé ãðóïïû.
Áóäåì äàëåå ïî àíàëîãèè ñ óíèòàðíûì ñëó÷àåì ñ÷èòàòü, ÷òî äàëüíåéøàÿ ïðèâîäèìîñòü ïîëåâîãî ïðåäñòàâëåíèÿ
(ò. å. ïðèâåäåíèå åãî ïîëîæèòåëüíî-÷àñòîòíîé ÷àñòè) öåëèêîì îïðåäåëÿåòñÿ ïðèâîäèìîñòüþ èíäóöèðóþùåãî
ïðåäñòàâëåíèÿ.
Çàìåòèì çäåñü åù¼, ÷òî â ñëó÷àå ìàññèâíûõ ïîëåé, ò. å. êîãäà m > 0 , ìàëàÿ ãðóïïà Lk(0) ÿâëÿåòñÿ
ãðóïïîé òð¼õìåðíûõ âðàùåíèé SO(3) . Ýòà ãðóïïà êîìïàêòíà, è, ñëåäîâàòåëüíî, å¼ ïðåäñòàâëåíèå ìîæåò
áûòü ñäåëàíî óíèòàðíûì ïóò¼ì ââåäåíèÿ íàäëåæàùåãî ñêàëÿðíîãî ïðîèçâåäåíèÿ. Ïîýòîìó èíäóöèðóþùåå
ïðåäñòàâëåíèå îêàçûâàåòñÿ âïîëíå ïðèâîäèìûì, è êëàññû ýêâèâàëåíòíîñòè íåïðèâîäèìûõ êîìïîíåíò, òàê
æå êàê è â óíèòàðíîì ñëó÷àå, îïðåäåëÿþòñÿ åäèíñòâåííûì öåëûì èëè ïîëóöåëûì ÷èñëîì. Ýòî ÷èñëî, èìåÿ â
âèäó ñâÿçü ñ êâàíòîâûì ñëó÷àåì, åñòåñòâåííî íàçâàòü ñïèíîì ðàññìàòðèâàåìîé íåïðèâîäèìîé êîìïîíåíòû.
Â ñëó÷àå æå áåçìàññîâîãî ïîëÿ ìàëàÿ ãðóïïà, êàê èçâåñòíî, ÿâëÿåòñÿ ãðóïïîé äâèæåíèé åâêëèäîâîé ïëîñêîñòè E(2) .
Ýòà ãðóïïà íåêîìïàêòíà, è ñèòóàöèÿ ñóùåñòâåííî óñëîæíÿåòñÿ ïî ñðàâíåíèþ ñ óíèòàðíûì ñëó÷àåì. Ñêîðî
ìû ýòî óâèäèì íà ïðèìåðå ýëåêòðîìàãíèòíîãî ïîëÿ.
3. Ïîëåâîé îñöèëëÿòîð êàê èíäóöèðóþùàÿ ãàìèëüòîíîâà ñèñòåìà. Íåòðóäíî çàìåòèòü, ÷òî ìåæäó
îïèñàíèÿìè ãàðìîíè÷åñêîãî îñöèëëÿòîðà è ñêàëÿðíîãî ïîëÿ ñóùåñòâóåò áîëüøîå ñõîäñòâî. Ñåé÷àñ ìû èçó÷èì
ýòî ÿâëåíèå áîëåå äåòàëüíî.
àññìîòðèì ïðîèçâîëüíîå âåùåñòâåííîå ïîëå, êîòîðîå â óðüå-ïðåäñòàâëåíèè çàïèñûâàåòñÿ â âèäå (3). Ïóñòü
ñêîáêè Ïóàññîíà ïîëåâûõ âåëè÷èí, âçÿòûõ â óðüå-ïðåäñòàâëåíèè, èìåþò âèä:
{ ϕ˜i(k) , ϕ˜j(k′) } = Bij(k) ·
[
i ε(k) · 2pi δ(k2 −m2)
]
· (2pi)4δ(k + k′) . (4)
Çäåñü Bij(k)  íåêîòîðàÿ òåíçîðíàÿ óíêöèÿ. Â ñëó÷àå ñêàëÿðíîãî ïîëÿ è íåèçè÷åñêîãî ýëåêòðîìàãíèòíîãî
ïîëÿ, êàê ñëåäóåò èç îðìóë ñòàòüè [I℄, ýòà óíêöèÿ ïðîñòî ÿâëÿåòñÿ êîíñòàíòîé. Â îáùåì ñëó÷àå ýòî, îäíàêî,
íå òàê. àññìîòðèì ïîýòîìó å¼ ñâîéñòâà áîëåå ïîäðîáíî.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. IV. Òåîðèÿ ïîëåâûõ ïðåäñòàâëåíèé. 
 2 
Âî-ïåðâûõ, ïîñêîëüêó Bij(k) äîìíîæàåòñÿ íà 2pi δ(k
2 − m2) , ìîæíî ñ÷èòàòü, ÷òî îíà çàäàíà òîëüêî íà
ìàññîâîé ïîâåðõíîñòè k2 = m2 . Âî-âòîðûõ, èñïîëüçóÿ àíòèñèììåòðèþ ñêîáêè Ïóàññîíà, ïîëó÷àåì:
Bij(k) = Bji(−k) . (5)
Äàëåå, òðåáîâàíèÿ ðåëÿòèâèñòñêîé èíâàðèàíòíîñòè íàêëàäûâàþò íà óíêöèþ Bij(k) î÷åíü æ¼ñòêèå îãðàíè÷åíèÿ.
Çàèêñèðóåì íà ìàññîâîé ïîâåðõíîñòè êàêóþ-íèáóäü òî÷êó k(0) . Åñëè èçâåñòíî çíà÷åíèå óíêöèè Bij(k) â
ýòîé òî÷êå, òî, èñïîëüçóÿ ëîðåíö-èíâàðèàíòíîñòü, ìîæíî îïðåäåëèòü å¼ çíà÷åíèÿ âî âñåõ îñòàëüíûõ òî÷êàõ.
Çíà÷åíèå æå Bij(k
(0)) òàêæå íå ÿâëÿåòñÿ ïðîèçâîëüíûì: îíî äîëæíî áûòü èíâàðèàíòíûì ïî îòíîøåíèþ ê
äåéñòâèþ ìàëîé ãðóïïû Lk(0) .
Òî, ÷òî ñêîáêà Ïóàññîíà ÿâëÿåòñÿ êîìïëåêñèèêàöèåé âåùåñòâåííîé, íàêëàäûâàåò íà Bij(k) åù¼ îäíî
óñëîâèå: B∗ij(k) = Bij(−k) . Ñ ó÷¼òîì (5) åãî òàêæå ìîæíî çàïèñàòü â âèäå B∗ij(k) = Bji(k) .
àññìîòðèì òåïåðü âåëè÷èíû ai(+k
(0)) è ai(−k(0)) . Êàê áûëî óêàçàíî â ïóíêòå 2, îíè îáðàçóþò ïðåäñòàâëåíèå
ìàëîé ãðóïïû Lk(0) . Î÷åâèäíî òàêæå, ÷òî óêàçàííûå âåëè÷èíû îáðàçóþò ïðåäñòàâëåíèå ãðóïïû ñäâèãîâ1.
Ñäâèã íà 4-âåêòîð l îïèñûâàåòñÿ îðìóëàìè:
ai(k
(0)) → ai(k(0)) · e+ik
(0) l , ai(−k(0)) → ai(−k(0)) · e−ik
(0)l .
Ââåä¼ì îáîçíà÷åíèå τ = k(0)l . Ìîæíî òîãäà ñ÷èòàòü, ÷òî âåëè÷èíû ai(+k
(0)) è ai(−k(0)) îáðàçóþò
ïðåäñòàâëåíèå ãðóïïû R × Lk(0) , ãäå R  àääèòèâíàÿ ãðóïïà âåùåñòâåííûõ ÷èñåë, ïàðàìåòðèçîâàííàÿ
÷èñëîì τ .
Áóäåì òåïåðü ðàññìàòðèâàòü âåëè÷èíû ai(+k
(0)) è ai(−k(0)) êàê äèíàìè÷åñêèå ïåðåìåííûå íåêîòîðîé
íîâîé ñèñòåìû. Ýòó ñèñòåìó ìû áóäåì íàçûâàòü ïîëåâûì îñöèëëÿòîðîì. Ñ öåëüþ ýêîíîìèè îáîçíà÷åíèé
áóäåì çàïèñûâàòü ïåðåìåííûå ïîëåâîãî îñöèëëÿòîðà òåìè æå ñèìâîëàìè, íî â êà÷åñòâå àðãóìåíòà áóäåì
ïèñàòü íå âåêòîð k(0) , à âåùåñòâåííîå ÷èñëî ω ; ïðè÷¼ì ω = +1 ñîîòâåòñòâóåò k = +k(0) , è ω =
−1 ñîîòâåòñòâóåò k = −k(0) . Ôàçîâîå ïðîñòðàíñòâî ïîëåâîãî îñöèëëÿòîðà ïîëó÷àåòñÿ îâåùåñòâëåíèåì
ïðîñòðàíñòâà èíäóöèðóþùåãî ïðåäñòàâëåíèÿ. Ñêîáêó Ïóàññîíà çàäàäèì îðìóëàìè:
{ ai(+1) , aj(+1) } = { ai(−1) , aj(−1) } = 0 ,
{ ai(+1) , aj(−1) } = iBij(+1) .
Ïðåäïîëàãàÿ íåâûðîæäåííîñòü ñêîáêè Ïóàññîíà, ìîæíî, êàê îáû÷íî, âû÷èñëèòü è ñèìïëåêòè÷åñêóþ ñòðóêòóðó.
Äåéñòâèå ãðóïïû R × Lk(0) íà àçîâîì ïðîñòðàíñòâå ïîëåâîãî îñöèëëÿòîðà îñòàâëÿåò íåèçìåííîé ñêîáêó
Ïóàññîíà. Ñëåäîâàòåëüíî, îíî ÿâëÿåòñÿ ñèìïëåêòè÷åñêèì.
Ïðè ýòîì äåéñòâèå ïðåîáðàçîâàíèÿ èç R , õàðàêòåðèçóåìîãî ïàðàìåòðîì τ , ìû ìîæåì èíòåðïðåòèðîâàòü
êàê âðåìåííîé ñäâèã íà ïðîìåæóòîê âðåìåíè τ (

âðåìÿ ïîëåâîãî îñöèëëÿòîðà  ïàðàìåòð áåçðàçìåðíûé).
Ìîæíî äàæå îïðåäåëèòü

êîîðäèíàòû ïîëåâîãî îñöèëëÿòîðà â

ìîìåíò âðåìåíè t :
ϕi(t) =
1√
2
(
ai(+1) · e−it + ai(−1) · e+it
)
.
Âèäíî, ÷òî ó îñöèëëÿòîðà âåùåñòâåííîãî ïîëÿ êîîðäèíàòû âåùåñòâåííû.
Äàëåå, ìàëàÿ ãðóïïà Lk(0) , êàê àáñòðàêòíàÿ ãðóïïà, îò âûáîðà âåêòîðà k(0) íå çàâèñèò. Åñëè îñöèëëÿòîð
îïèñûâàòü âî âíóòðåííèõ òåðìèíàõ ãàìèëüòîíîâà îðìàëèçìà (àçîâîå ïðîñòðàíñòâî, ñèìïëåêòè÷åñêàÿ
ñòðóêòóðà, ñèìïëåêòè÷åñêîå äåéñòâèå ãðóïïû R × Lk(0) ), òî åãî êîíñòðóêöèÿ òàêæå îò âûáîðà k(0) íå
çàâèñèò. Òàêèì îáðàçîì, êàæäîìó P -èíâàðèàíòíîìó ïîëþ îäíîçíà÷íî ñîïîñòàâëÿåòñÿ R×Lk(0) -èíâàðèàíòíûé
ïîëåâîé îñöèëëÿòîð.
4. Ïðåäñòàâëåíèå ñêàëÿðíîãî ïîëÿ. Ïðèìåíèì òåïåðü èçëîæåííóþ ñõåìó ê ñêàëÿðíîìó ïîëþ. Èíäóöèðóþùåå
ïðåäñòàâëåíèå â ýòîì ñëó÷àå ÿâëÿåòñÿ îäíîìåðíûì òîæäåñòâåííûì ïðåäñòàâëåíèåì. Ïîëåâîé îñöèëëÿòîð 
îáû÷íûé âåùåñòâåííûé îñöèëëÿòîð ñ îäíîé ñòåïåíüþ ñâîáîäû.
Òàêèì îáðàçîì, ïî îòíîøåíèþ ê äåéñòâèþ ãðóïïû Ïóàíêàðå ïðîñòðàíñòâî Z∗
C
ðàñïàäàåòñÿ â ïðÿìóþ ñóììó
ïîëîæèòåëüíî- è îòðèöàòåëüíî-÷àñòîòíûõ ïðèâîäÿùèõ ïîäïðîñòðàíñòâ, êàæäîå èç êîòîðûõ íåïðèâîäèìî.
1
Áîëåå îáùî ìîæíî ñêàçàòü, ÷òî óêàçàííûå âåëè÷èíû îáðàçóþò ïðåäñòàâëåíèå ñåìèïàðàìåòðè÷åñêîé ïîäãðóïïû ãðóïïû
Ïóàíêàðå, âêëþ÷àþùåé ìàëóþ ãðóïïó Lk(0) è ñäâèãè.
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Ýòè äâà ïîäïðîñòðàíñòâà ìû îáîçíà÷èì Z
∗ (+)
C
è Z
∗ (−)
C
. Ïðîåêöèè ýëåìåíòîâ ïðîñòðàíñòâà Z∗
C
íà ýòè äâà
ïîäïðîñòðàíñòâà áóäåì ñíàáæàòü çíà÷êàìè
(+)
èëè
(−)
, ñîîòâåòñòâåííî:
ϕ˜ (±)(k) = θ(±k) ϕ˜(k) , ϕ (±)(x) =
∫
d4k
(2pi)4
e−ikx ϕ˜ (±)(k) .
Èñïîëüçóÿ îðìóëû èç ñòàòüè [I℄, ìîæíî âû÷èñëèòü ñêîáêè Ïóàññîíà ýòèõ ïðîåêöèé:
{ ϕ˜ (±)(k) , ϕ˜ (±)(k′) } = 0 ,
{ ϕ˜ (±)(k) , ϕ˜ (∓)(k′) } = −
[
i θ(±k) ε(k) · 2pi δ(k2 −m2)
]
· (2pi)4δ(k + k′) .
Â êîîðäèíàòíîì ïðåäñòàâëåíèè èìååì, ñîîòâåòñòâåííî:
{ϕ (±)(x) , ϕ (±)(x′) } = 0 ,
{ϕ (±)(x) , ϕ (∓)(x′) } = −D (±)m (x− x′) .
Çäåñü ñèìâîëàìè D
(+)
m (y) è D
(−)
m (y) îáîçíà÷åíû ïîëîæèòåëüíî- è îòðèöàòåëüíî-÷àñòîòíàÿ ÷àñòè óíêöèè
Dm(y) :
D (±)m (y) =
∫
d4k
(2pi)4
e−iky ·
[
i θ(±k) ε(k) · 2pi δ(k2 −m2)
]
. (6)
Ïðèâåä¼ííûå îðìóëû îêàçûâàþòñÿ âåñüìà ïîëåçíûìè ïðè âû÷èñëåíèè ïðîïàãàòîðîâ êâàíòîâàííîãî ïîëÿ.
Ïðè ýòîì ñàìè ïî ñåáå îíè åñòåñòâåííî âûòåêàþò èç êëàññè÷åñêîé òåîðèè.
5. Ïðåäñòàâëåíèå ýëåêòðîìàãíèòíîãî ïîëÿ. Ïðåäñòàâëåíèå íåèçè÷åñêîãî ýëåêòðîìàãíèòíîãî ïîëÿ,
ñîãëàñíî ïóíêòó 2, òàêæå ðàñïàäàåòñÿ â ïðÿìóþ ñóììó ïîëîæèòåëüíî- è îòðèöàòåëüíî-÷àñòîòíûõ ïîäïðåäñòàâëåíèé.
Ôîðìóëû ïóíêòà 4 ïåðåïèñûâàþòñÿ ñëåäóþùèì îáðàçîì:
A˜ (±)µ (k) = θ(±k) A˜µ(k) , A (±)µ (x) =
∫
d4k
(2pi)4
e−ikx A˜ (±)µ (k) ,
{ A˜ (±)µ (k) , A˜ (±)ν (k′) } = 0 ,
{ A˜ (±)µ (k) , A˜ (∓)ν (k′) } = gµν ·
[
i θ(±k) ε(k) · 2pi δ(k2)
]
· (2pi)4δ(k + k′) ,
{A (±)µ (x) , A (±)ν (x′) } = 0 ,
{A (±)µ (x) , A (∓)ν (x′) } = gµν D (±)0 (x− x′) .
Çäåñü D
(±)
0 (y)  óíêöèè (6) ïðè m = 0 . Â ýòîì ñëó÷àå ýòè óíêöèè òàêæå ìîæíî çàïèñàòü â âèäå:
D
(±)
0 (y) =
1
i (2pi)2
· 1± y2 − i 0 · ε(y) =
1
4pi
ε(y) δ(y2)± 1
i (2pi)2
P 1
y2
.
Èíäóöèðóþùåå ïðåäñòàâëåíèå â ýòîì ñëó÷àå  ýòî êîìïëåêñíîå âåêòîðíîå ïðåäñòàâëåíèå ìàëîé ãðóïïû Lk(0)
ïðè (k(0))2 = 0 . Ïîäðîáíîå îïèñàíèå ýòîãî ïðåäñòàâëåíèÿ èìååòñÿ â ñòàòüå [V℄. Îíî èìååò äâà êîìïîçèöèîííûõ
ðÿäà:
{0} = M0C ⊂M‖C ⊂M (+1)C ⊂M⊥C ⊂M4C = MC ,
{0} = M0C ⊂M‖C ⊂M (−1)C ⊂M⊥C ⊂M4C =MC .
Ïðè èíäóöèðîâàíèè ýòè êîìïîçèöèîííûå ðÿäû ïåðåõîäÿò â êîìïîçèöèîííûå ðÿäû ïîëåâîãî ïðåäñòàâëåíèÿ:
{0} = Z∗ (+) 0
C
⊂ Z∗ (+) ‖
C
⊂ Z∗ (+) (+1)
C
⊂ Z∗ (+)⊥
C
⊂ Z∗ (+) 4
C
= Z
∗ (+)
C
,
{0} = Z∗ (+) 0
C
⊂ Z∗ (+) ‖
C
⊂ Z∗ (+) (−1)
C
⊂ Z∗ (+)⊥
C
⊂ Z∗ (+) 4
C
= Z
∗ (+)
C
.
Çäåñü îáîçíà÷åíèÿ äëÿ ïîäïðîñòðàíñòâ åñòåñòâåííî ñîãëàñîâàíû ñ îáîçíà÷åíèÿìè ñòàòüè [I℄.
Ïîëåâîé îñöèëëÿòîð â äàííîì ñëó÷àå îêàçûâàåòñÿ ñèñòåìîé ñ âîñüìèìåðíûì àçîâûì ïðîñòðàíñòâîì.
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
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Â ñâÿçè ñ ðàçäåëåíèåì ïîëÿ íà ïîëîæèòåëüíî- è îòðèöàòåëüíî-÷àñòîòíûå ÷àñòè, îòìåòèì òàêæå, ÷òî ïîñêîëüêó
ýëåêòðîìàãíèòíîå ïîëå âåùåñòâåííî, óñëîâèå Ëîðåíöà íà ñîñòîÿíèÿ ðàññåÿíèÿ ìîæíî çàïèñàòü òðåìÿ ýêâèâàëåíòíûìè
ñïîñîáàìè:
− i kµ aµ(k) rad = 0 ,
− i kµ a(+)µ (k) rad = 0 ,
− i kµ a(−)µ (k) rad = 0 .
Ïîñêîëüêó ïðè êâàíòîâàíèè ïîëîæèòåëüíî- è îòðèöàòåëüíî-÷àñòîòíûå ÷àñòè ïîëÿ èãðàþò ðàçëè÷íûå ðîëè,
òî, êàê ñòàíåò ÿñíî èç ñòàòüè [VI℄, â êâàíòîâîé òåîðèè èìååòñÿ àíàëîã ëèøü âòîðîãî âàðèàíòà ýòîãî óñëîâèÿ.
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On quantization of electromagnetic field.
V. Vector representation of little Lorentz group
for light-like momentum.
D. A. Arbatsky∗
November 20, 2018
Abstract
Using elementary geometric methods we prove the isomorphism of the little Lorentz group for light-like
momentum and the group of motions of a Euclidian plane. In accordance with Jordan-Ho¨lder-Noether the-
orem we perform “reduction” or the real and complex vector representations of this group. We also prove
indecomposability of these representations.
1. Preliminary remarks. There are quite many books devoted to the theory of the Lorentz group L and the
theory of representations of this group. Among them there are monographs specially devoted to this topic; for
example, [1, 2, 3]. It is mentioned in all them that the little Lorentz group Lk for a light-like momentum
1 k is
isomorphic to the group of motions of a Euclidian plane E(2) . The proof that is usually provided is usually based
on an analytic investigation of the group SL(2,C) which is the universal covering group of the Lorentz group.
Such an approach seems to be optimal if we want to study then arbitrary (including two-valued) representations of
the group Lk . At the same time it turns out to be very difficult to realize the geometric sense of the isomorphism
of Lk and E(2)
2.
Let us specify here what is usually implied when we talk about “geometric sense”. From the point of view of
physical applications the Lorentz group is most naturally defined by its vector representation3. And the little
group Lk is defined just as the stationary subgroup of the vector k . The group E(2) in its turn is defined as
the group of motions of a Euclidean plane. Taking into account these definitions of the groups Lk and E(2)
and using purely geometric constructions we will find some two-dimensional plane, possessing natural Euclidean
structure, where the group Lk acts as the group of motions.
Another question that we will study here (and which is the main motivation for publishing of this paper) is the
“reduction” of vector representation of the group Lk , i. e. we will expose what irreducible representations it
consists of. From the point of view of the general representation theory, this case is very particular and does not
contain any specific difficulties. Nevertheless, taking into account its great practical importance, it seems to be
useful to perform its investigation with using constructions that are closest to our geometric intuition.
Real vector representation
2. Notations and terminology. The Minkowski space M is a four-dimensional real linear space R4 , where
we have real symmetrical bilinear form g( · , · ) with the signature (+,−,−,−) . This form is called scalar product.
For short, instead of writing g(a, b) , we will write just ab or a · b .
Consider now the group of all linear transformations of the Minkowski space M preserving the scalar product.
The connected component of this group containing neutral element is a group also. This latter group we will call
the Lorentz group and we will denote it L .
∗http://d-a-arbatsky.narod.ru/
1The word “momentum” is used because we keep in mind applications to the theory of zero-mass fields; in particular electromagnetic.
While we perform purely mathematical investigation, we can suppose that we talk about any isotropic vector k : k2 = 0 .
2In particular, Ryder [4] noted about it that the physical meaning of this result is unclear.
3Such a representation is sometimes called “fundamental”.
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In this paper we will consider only the vector representation of the Lorentz group, i. e. the representation in the
Minkowski space. This representation will be denoted as T .
The little group of a vector k is the stationary subgroup of the vector k , i. e. the subgroup of the Lorentz group
leaving the vector k unchanged. It will be denoted as Lk .
A vector k is called time-like, if k2 > 0 ; light-like or isotropic, if k2 = 0 ; and space-like, if k2 < 0 .
Consider also the group of all transformations of a Euclidean plane preserving distances. The connected component
of this group containing neutral element is a group also. We will call it the group of motions of a Euclidean plane
and denote it E(2) .
3. Reducing subspaces. Following the Jordan-Ho¨lder-Noether theorem let us immediately guess a composition
series of the representation T , i. e. such a monotonic set of reducing subspaces of the representation T that
corresponding successive factor-representations are irreducible:
{0} =M0 ⊂M‖ ⊂M⊥ ⊂M4 = M . (1)
Here M0 is the zero subspace in M ; M‖ is the subspace containing all vectors parallel to k ; M⊥ is the
subspace containing all vectors orthogonal to k ; M4 is another notation for the Minkowski space.
Each of these subspaces is obviously invariant with respect to the action of the group Lk . The subrepresentations
in the subspaces M‖ and M⊥ we denote T ‖ and T⊥ , correspondingly.
For the set (1) we have the corresponding sequence of the three successive factor-representations in the factor-
spaces M‖/M0 = M‖ , M⊥/M‖ = M⊥/‖ and M4/M⊥ = M4/⊥ . The first of these factor-representations is a
subrepresentation. We have already denoted it as T ‖ . The second and the third factor-representations we denote
T⊥/‖ and T 4/⊥ , correspondingly.
The irreducibility of the factor-representations T ‖ and T 4/⊥ is undoubted because they are one-dimensional. As
regards the factor-representation T⊥/‖ , its irreducibility (real) will be proved in the section 6.
In the sections 7 and 8 we will prove two lemmas that have as a consequence that besides the subspaces (1) the
representation T does not have any other reducing subspaces. So, the composition series (1) is the only one.
Therefore in this case the statement of the Jordan-Ho¨lder-Noether theorem that all composition series are of the
same length and corresponding factor-representations of these series are equivalent turns out to be trivial.
4. Homomorphism Lk into E(2) . Consider now in the Minkowski space a three-dimensional hyperplane N
defined by the equation:
k · x = const 6= 0 . (2)
So far as the group Lk leaves the vector k unchanged and preserves the scalar product, the hyperplane N is
invariant with respect to the action of the group Lk .
Let us introduce now an equivalence relation ∼ for vectors from N :
a ∼ b ⇐⇒ a− b ∈ M‖ , (3)
In other words, two vectors are equivalent if their ends belong to a line parallel to k . Because of (1) and (2)
every such a line completely lies in the hyperplane N . Making factorization of N with respect to the equivalence
relation (3) we get some two-dimensional plane4 N˜ . We will denote points from N˜ and lines corresponding to
them on N by the same symbols: a˜ , c˜ etc.
The plane N˜ has natural Euclidean structure. Really, let us take two arbitrary points a˜ and c˜ on N˜ . Both
of them are equivalence classes of points on N . Let us take a one arbitrary representative for each of the two
classes: a and c , correspondingly. Let us calculate the value
ρ (a, c) =
√
(a− c)2 . (4)
This value does not depend on the choice of the representatives a and c . Really, let us substitute, for example,
a with a+ αk . Taking into account (2), we have:
ρ (a+ αk, c) =
√
(a− c+ αk)2 =
√
(a− c)2 + 2α(ka− kc) + α2k2 =
√
(a− c)2 = ρ (a, c) .
4The plane N˜ is not imbedded into the Minkowski space.
— November 20, 2018 — — D. A. Arbatsky “QED. V. Vector representation. . . ” — — 2 —
What is more, (a − c)2 is always greater than zero and the function ρ ( · , · ) have all properties of Euclidean
metric, because the plane N˜ can be identified with any of space-like two-dimensional planes lying in N .
Note now that the equivalence relation (3) and metric ρ ( · , · ) are invariant with respect to the action of the little
group Lk . So, we have constructed a homomorphous mapping of the group Lk into the group of motions E(2)
of the Euclidean plane N˜ .
5. Inverse mapping. Later on we will repeatedly use the following two statements that are true in both the
real and the complex cases.
S t a t e m e n t. If a linear transformation changes some basis {ni}i=1..4 so that scalar products of all elements
of the basis remain unchanged (including squares of the elements of the basis), then this transformation preserves
the scalar product.
S t a t e m e n t. If a linear transformation changes some basis {ni}i=1..4 so that all values (ni−nj)2 and (ni)2
remain unchanged, then this transformation preserves the scalar product.
The first statement follows from the fact that every vector can be decomposed into a linear combination of the
elements of basis. The second statement follows from the first, if we take into account the formula:
(ni − nj)2 = (ni)2 + (nj)2 − 2ninj .
Let us fix now an arbitrary motion of the plane N˜ . A transformation from the little group Lk , that transforms
to this motion on N˜ under the homomorphism constructed in the section 4, we will call desired. Let us show
that the desired transformation from Lk exists and it is unique. So, we will prove that the homomorphism under
consideration is really an isomorphism.
For that consider a family of hypersurfaces defined by the equations like
x2 = const . (5)
The intersection of any of them with the hyperplane N is a paraboloid. Every such a paraboloid is invariant with
respect to the desired transformation. And every line representing a point from N˜ intersects such a paraboloid
exactly in one point, and for every point on the paraboloid there is exactly one such a line that contains this point.
Therefore we have defined the action of the desired transformation on every paraboloid.
Let us take now on one of these paraboloids four points that do not lie in any two-dimensional plane. The four
vectors {ni}i=1..4 that have their ends at these four points form a basis in M . The transformation on the
paraboloid that we have just defined preserves values (ni − nj)2 , because each of these values is a square of the
corresponding distance in N˜ . The values (ni)2 are also preserved because they are constant on the paraboloid.
Let us linearly continue the constructed transformation of the vectors from the basis to the whole space M . It
follows from the second statement formulated in the beginning of this section that we will get a transformation
preserving the scalar product in M . And according to our construction, this transformation preserves the plane (2),
and therefore it leaves the vector k unchanged. So far as the initial motion of the plane N˜ was supposed to belong
to the connected group E(2) , the constructed transformation in M also belongs to the connected group Lk .
The constructed transformation is the only one that can pretend to be the desired. On the other hand, the
constructed transformation from Lk under the homomorphism from the section 4 transforms into some motion
on N˜ . This motion, in accordance with the construction, acts on the four points5 n˜i ∈ N˜ in exactly the same
way as the initial motion in N˜ . So far as a motion in a Euclidean plane is uniquely defined even by its action on
two not-coinciding points, the constructed transformation from Lk is the desired. So, we have proved the
T h e o r e m. The groups Lk and E(2) are isomorphic.
6. Factor-representation T⊥/‖ . Similarly to the constructed in the section 4 factor-plane, the factor-space
M⊥/‖ has natural Euclidean structure6, this structure is defined by the same formula (4). So, the little group Lk
acts in M⊥/‖ as the group of rotations of a Euclidean plane over a fixed point. Such a group is denoted as SO(2) .
Obviously, in a Euclidean plane there is no such a direction that would be invariant under rotations. From this we
get the
T h e o r e m. The factor-representation T⊥/‖ is irreducible (in the real sense).
5The lines containing the ends of the vectors of basis {ni}i=1..4
6And what is more, M⊥/‖ is linear, and there is the corresponding scalar product in it: a˜ · c˜ = ac .
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7. Indecomposability of representation T . Let us suppose that the representation T is decomposable,
i. e. the space M can be represented as a direct sum M =M ′⊕M ′′ of two non-trivial reducing spaces M ′ and
M ′′ . One of these spaces, for example M ′ , necessarily contains some vector that does not belong to M⊥ . If we
properly choose the constant in the equation (2), the end of this vector will lie in the plane N . It was shown in
the section 5 that by transformations from Lk this vector can be transformed into any other vector, if the end of
the latter lies on the same paraboloid. In particular, it can be transformed into four vectors {ni}i=1..4 forming a
basis in M . Therefore, M ′ must coincide with the whole M . So, we have proved the
L e m m a. Every reducing subspace of the representation T either coincides with the whole M or lies in M⊥ .
From this lemma we get the
T h e o r e m. The representation T is indecomposable.
8. Indecomposability of representation T⊥ . Consider a cylinder defined by equations:
k · x = 0 , x2 = const 6= 0 . (6)
Let us prove that Lk acts transitively on it, i. e. every point on the cylinder can be transformed to any other.
Let us denote the vector that have the end in the initial point as e1(0) , and the vector that have the end in the
final point as e1(1) . So far as the cylinder is connected, these two points can be connected by a continuous curve
e1(t) , t ∈ [0; 1] .
Let us introduce now a vector e2(t) which continuously depends on t . Let us require that the end of the
vector e2(t) always lies on the same cylinder of the type (6). Furthermore, we require that the scalar product
e1(t) · e2(t) = const does not depend on t . And what is more, we require that the vectors k , e1(t) and e2(t)
are linearly independent when t = 0 and, therefore, they are linearly independent with any t .
The vector e2(t) is not defined uniquely, of course. It always can be substituted by e2(t) + α(t) k , where α(t)
is an arbitrary continuous function. We will not eliminate this non-uniqueness in any way.
Let us use the three vectors k , e1(t) and e2(t) as a basis in M⊥ . Using the three-dimensional version of the
first statement from the section 5 we get a continuous family of linear transformations in M⊥ which preserve the
scalar product in M⊥ .
Let us prove now that these transformations can be completed as transformations from Lk . For this let us take
an arbitrary vector n(0) that does not belong to the subspace M⊥ . The vectors k , e1(t) , e2(t) and n(0)
form a basis in the Minkowski space M . Let us show now that for any t vector n(t) can be chosen so that the
following four values do not depend on t :
k · n(t) = const , e1(t) · n(t) = const , e2(t) · n(t) = const , (n(t))2 = const . (7)
The first three conditions with fixed t define in the Minkowski space a line n˜ , which is a point of the factor-plane
N˜ constructed in the section 4. As we have pointed out in the section 5, on this line there is exactly one point
satisfying the fourth of the equations (7). This is the point where the desired vector n(t) has its end.
Using now the first statement from the section 5, we see that we have constructed a continuous family of trans-
formations from Lk transforming a given point of the cylinder (6) to any other given point. So, we have proved
the
L e m m a. Transformations of the little group Lk act on the cylinder (6) transitively.
By the way, we have proved the following
S t a t e m e n t. A linear transformation of the space M⊥ , preserving the scalar product there, can be uniquely
completed as a linear transformation of M , preserving the scalar product in M .
Let us suppose now that the representation T⊥ is decomposable, i. e. the space M⊥ decomposes into a direct
sum M⊥ = M ′ ⊕M ′′ of two reducing subspaces M ′ and M ′′ . One of these two subspaces, for example M ′ ,
necessarily contain some vector that does not belong to M‖ . The end of this vector lies on the corresponding
cylinder (6). But then, as we have just shown, the whole cylinder must belong to M ′ . But the linear shell of the
cylinder (6) coincides with M⊥ and, therefore, M ′ = M⊥ . So, we have proved a
L e m m a. Every reducing subspace of the representation T⊥ either coincides with M⊥ or belongs to M‖ .
From this we have the
T h e o r e m. The representation T⊥ is indecomposable.
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Complex vector representation
9. Complexification. As we have shown in the paper [IV], for investigation of electromagnetic field it is useful
to study also the complex vector representation of the little group Lk . In order to get this representation we
just should admit that components of vectors under consideration can be complex numbers and suppose that
representation of the group Lk acts there by the same formulas as in the real case. And the group Lk does not
change in any way.
The complexified Minkowski space will be denoted as MC . Generally, later on all spaces and representations will
be labeled by symbol of the corresponding field of scalars. If two spaces are denoted the same but have different
scalar label, then we imply, that the complex space is the complexification of the real. For example, the real
Minkowski space will be denoted as MR . We will also imply that real spaces are subsets of corresponding complex
spaces. The representation of the group Lk that acts in MC will be denoted as TC .
An arbitrary vector n ∈ MC can be represented as a sum of its real and imaginary parts: n = nRe + inIm .
Here nRe, nIm ∈ MR . So far as transformations of the group Lk are transformations with real coefficients, we
may suppose that a transformation of a complex vector is a simultaneous transformations of its real and imaginary
parts.
All reducing subspaces and factor-spaces found in the real case are obviously complexified. But the analogy between
the representations TR and TC is not full. Reducibility and decomposability of complexified representations must
be investigated in addition. For proving of indecomposability of complex representations the following lemma will
play an important role
L e m m a. Let us suppose that we have defined: a vector n ∈MC ; some two-dimensional subspace P 2R in MR ,
such that n ∈ P 2
C
; and some one-dimensional subspace P 1
R
in P 2
R
, such that n /∈ P 1
C
. Then multiplying n by
an appropriate factor θ ∈ C we can make that (θn)Im ∈ P 1
R
and (θn)Re /∈ P 1
R
.
In order to prove this lemma, let us multiply the initial vector n by a number like eiϕ , where the argument ϕ
runs through the set of real numbers. When the argument ϕ changes, the vectors nRe(t) and nIm(t) will
move on some ellipsis in the plane P 2
R
(If nRe and nIm are parallel, the ellipsis degenerates into the segment).
This ellipsis intersects with any one-dimensional subspace P 1
R
belonging to P 2
R
. Now it is obvious that with
appropriate ϕ the imaginary part of the vector will be in P 1
R
and the real part will not be there.
10. Decomposability of T
⊥/‖
C
. As we have shown in the section 6, in the space M
⊥/‖
R
the little group
Lk acts as the group SO(2) . So far as the group SO(2) is Abelian, as it follows from the Schur lemma, the
complex representation T
⊥/‖
C
must be reducible. On the other hand, so far as the group SO(2) is compact,
the representation T
⊥/‖
C
is equivalent to some unitary representation and therefore it is fully reducible. The
corresponding subrepresentations we will denote as T
(+1)/‖
C
and T
(−1)/‖
C
.
In order to make this result more concrete, let us introduce in the real space M
⊥/‖
R
an orthonormal basis {e˜i}i=1,2 .
Then the matrices of the representation T
⊥/‖
R
will take the form:(
cosϕ − sinϕ
sinϕ cosϕ
)
If now in the complex plane M
⊥/‖
C
we use complex “spiral” basis {e˜(λ)}λ=±1 :
e˜(±1) =
e˜1 ± i e˜2√
2
,
the matrices of the representation T
⊥/‖
C
become diagonal:(
e−iϕ 0
0 e+iϕ
)
So, we have proved the
T h e o r e m. The representation T
⊥/‖
C
has exactly two reducing subspaces: M
(+1)/‖
C
and M
(−1)/‖
C
. The sum
of the corresponding subrepresentations is the representation T
⊥/‖
C
:
T
⊥/‖
C
= T
(+1)/‖
C
⊕ T (−1)/‖
C
.
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For the electromagnetic field (see [IV]) this theoremmeans that there exist plane waves with helicity +1 and −1 —
the well-known fact.
Let us notice also that:
a. So far as in the Minkowski space we have not initially introduced any orientation, there is no orientation on
the plane M
⊥/‖
R
. Therefore we can not say which space is denoted M
(+1)/‖
C
, and which M
(−1)/‖
C
. In fact,
by fixation of these notations we introduce orientation.
b. If we extend the Lorentz group to the full Lorentz group by including there space reflections, then the little
group also expands. The group SO(2) acting in the plane M
⊥/‖
R
expands to O(2) . Under reflections the
complex spaces M
(+1)/‖
C
and M
(−1)/‖
C
will be transformed to each other and the complex representation
in the space M
⊥/‖
C
will become irreducible.
11. Subrepresentations T
(+1)
C
and T
(−1)
C
. In accordance with the decomposability of the factor-represen-
tation T
⊥/‖
C
shown in the section 10, in the complex Minkowski space MC we can find two two-dimensional
reducing subspaces of the representation TC . These two subspaces we will denote M
(+1)
C
and M
(−1)
C
. The
corresponding one-dimensional factor-spaces M
(+1)
C
/M
‖
C
= M
(+1)/‖
C
and M
(−1)
C
/M
‖
C
=M
(−1)/‖
C
were introduced
in the section 10.
Now it is clear that in the complex case the series (1) can be thickened in two ways:
{0} = M0C ⊂M‖C ⊂M (+1)C ⊂M⊥C ⊂M4C = MC , (8)
{0} = M0C ⊂M‖C ⊂M (−1)C ⊂M⊥C ⊂M4C =MC , (9)
It will be shown in the section 13, that the complex vector representation does not have other reducing subspaces.
So, besides (8) and (9), the representation TC does not have other composition series.
12. Indecomposability of representation TC . Let us suppose that the representation TC is decomposable,
i. e. the space MC can be represented as a sum
MC =M
′
C ⊕M ′′C (10)
of two reducing subspaces M ′
C
and M ′′
C
. Then one of these subspaces, for example M ′
C
, necessarily contains
some vector n that does not belong to M⊥
C
. According to the lemma from the section 9, without loss of generality
we can assume that nIm ∈M⊥
R
and nRe /∈M⊥
R
.
Let us introduce now some real vector e1 . In the case if the vector nIm does not belong to M
‖
R
, e1 is just
another notation for nIm . But if nIm belongs to M
‖
R
, vector e1 is chosen as any vector such that e1 ∈ M⊥
R
and e1 /∈M‖
R
.
Consider now the subgroup of the little group Lk that leaves the vector e
1 unchanged. According to the definition
of the vector e1 , this subgroup in any case leaves unchanged the vector nIm . From the results of the section 8
we get that the elements of this group can be defined by some vector e2 , which always has its end lying on some
cylinder (6), the condition e1 · e2 = const is satisfied, and the vectors k , e1 and e2 are linearly independent.
The end of the vector e2 runs through some line parallel to k : e2(t) = e2(0) + tk . The equations (7) for the
vector nRe(t) take the form:
k · nRe(t) = const , e1 · nRe(t) = const , e2(t) · nRe(t) = const , (nRe(t))2 = const .
The third equation can be written with more details:
(e2(0) + tk) · nRe(t) = const . (11)
Obviously, if we suppose that (nRe(t) − nRe(0)) ∈ M‖ , then the equation (11) for t 6= 0 can not be satisfied.
Therefore, the subspace M ′
C
must contain some real vector belonging to M⊥
R
and not belonging to M
‖
R
. But
then, according to the second lemma in the section 8, we have M⊥
R
⊂M ′
C
and, therefore, M⊥
C
⊂M ′
C
.
Let us come back again to the complex vector n ∈M ′
C
, for which nRe /∈M⊥
R
and nIm ∈M⊥
R
. So far as we have
already proved that M⊥
C
⊂ M ′
C
, we get that in M ′
C
there is also such a vector which has zero imaginary part
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and which has the real part equal to the real part of vector n . In other words, we have proved that M ′
C
contains
a real vector that does not belong to M⊥
R
. But then, according to the lemma of the section 7, MR ⊂ M ′C , and,
therefore, spaces M ′
C
and MC coincide.
So, we have proved the
L e m m a. Every reducing subspace of the representation TC either coincides with the whole space MC or belongs
to M⊥
C
.
From this we get the
T h e o r e m. The representation TC is indecomposable.
13. Indecomposability of representations T⊥
C
, T
(+1)
C
and T
(−1)
C
. Let us prove the following lemma:
L e m m a. Every subrepresentation of representation T⊥
C
contains the subrepresentation T
‖
C
.
In order to prove this lemma, let us denote the subrepresentation under consideration as T ′
C
. The reducing
subspace where it acts we denote M ′
C
.
Consider some non-zero vector n from the subspace M ′
C
. If it lies in M
‖
C
, then the statement of the lemma is
satisfied. Suppose now that this vector does not belong to M
‖
C
.
If the vectors k , nRe and nIm are linearly dependent then, according to the lemma from the section 9, we can
without loss of generality think that nIm ∈M‖
R
and nRe /∈M‖
R
. According to the first lemma from the section 8,
using transformations of the little group Lk we can change the vector n
Re so that we add to it an arbitrary
vector from M
‖
R
. At the same time the vector nIm remains unchanged. Therefore M
‖
R
⊂ M ′
C
and, therefore,
M
‖
C
⊂M ′
C
.
But if the vectors k , nRe and nIm are linearly dependent, then, according to the statement of the section 8,
choosing a proper transformation from the little group Lk we can add to the vector n
Re a vector parallel to k
so that the vector nIm remains unchanged. Therefore, again M
‖
R
⊂ M ′
C
and M
‖
C
⊂ M ′
C
. So, the lemma is
proved.
From this lemma we get the two theorems:
T h e o r e m. The representation T⊥
C
is indecomposable.
T h e o r e m. The representations T
(+1)
C
and T
(−1)
C
are indecomposable.
Furthermore, from the lemma and the theorem of the section 6 we get the
T h e o r e m. Besides M
‖
C
, M
(+1)
C
, M
(−1)
C
(and M⊥
C
) the representation T⊥
C
does not have any other re-
ducing subspaces.
So, the representation TC does not have any other composition series, besides (8) and (9).
14. Matrices of representations TR and TC . Many of the obtained results can be represented by patterns
for matrices of the representations TR and TC . If in the spaces MR and MC we choose appropriate bases, then
these templates become block-triangular:
1 · · ·
0 ·
0
SO(2) ·
0 0 0 1


1 · · ·
0 e−iϕ 0 ·
0 0 e+iϕ ·
0 0 0 1

And it is known that on the place of every point we have non-zero element, in general case.
Studying in what subspaces and factor-spaces different blocks of these matrices act I leave for the reader.
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Î êâàíòîâàíèè ýëåêòðîìàãíèòíîãî ïîëÿ.
V. Âåêòîðíîå ïðåäñòàâëåíèå ìàëîé ãðóïïû Ëîðåíöà
äëÿ ñâåòîïîäîáíîãî èìïóëüñà.
Ä. À. Àðáàòñêèé
∗
20 íîÿáðÿ 2018 ã.
Àííîòàöèÿ
Ñ èñïîëüçîâàíèåì ýëåìåíòàðíûõ ãåîìåòðè÷åñêèõ ìåòîäîâ óñòàíàâëèâàåòñÿ èçîìîðèçì ìàëîé ãðóïïû
Ëîðåíöà äëÿ ñâåòîïîäîáíîãî èìïóëüñà è ãðóïïû äâèæåíèé åâêëèäîâîé ïëîñêîñòè. Â ñîîòâåòñòâèè ñ òåîðåìîé
Æîðäàíà-¼ëüäåðà-Í¼òåð ïðîèçâîäèòñÿ

ïðèâåäåíèå âåùåñòâåííîãî è êîìïëåêñíîãî âåêòîðíûõ ïðåäñòàâëåíèé
ýòîé ãðóïïû. Äîêàçûâàåòñÿ íåðàçëîæèìîñòü ýòèõ ïðåäñòàâëåíèé.
1. Ïðåäâàðèòåëüíûå çàìå÷àíèÿ. Êíèã, â êîòîðûõ èçëàãàåòñÿ òåîðèÿ ãðóïïû Ëîðåíöà L è òåîðèÿ
ïðåäñòàâëåíèé ýòîé ãðóïïû, èìååòñÿ äîâîëüíî ìíîãî. Â òîì ÷èñëå èìåþòñÿ ìîíîãðàèè, ñïåöèàëüíî ïîñâÿù¼ííûå
ýòîé òåìå; íàïðèìåð, [1, 2, 3℄. Âñþäó îòìå÷àåòñÿ, ÷òî ìàëàÿ ãðóïïà Ëîðåíöà Lk äëÿ ñâåòîïîäîáíîãî èìïóëüñà
1
k èçîìîðíà ãðóïïå äâèæåíèé åâêëèäîâîé ïëîñêîñòè E(2) . Äîêàçàòåëüñòâî, êîòîðîå ïðè ýòîì ïðèâîäèòñÿ,
îáû÷íî îñíîâûâàåòñÿ íà àíàëèòè÷åñêîì èçó÷åíèè ãðóïïû SL(2,C) , êîòîðàÿ ÿâëÿåòñÿ óíèâåðñàëüíîé íàêðûâàþùåé
ãðóïïû Ëîðåíöà.
Òàêîé ïîäõîä, ïî-âèäèìîìó, ÿâëÿåòñÿ îïòèìàëüíûì, êîãäà â äàëüíåéøåì ñòàâèòñÿ çàäà÷à èçó÷åíèÿ ïðîèçâîëüíûõ
(â òîì ÷èñëå äâóçíà÷íûõ) ïðåäñòàâëåíèé ãðóïïû Lk . Ïðè ýòîì, îäíàêî, ïîíÿòü ãåîìåòðè÷åñêèé ñìûñë
èçîìîðèçìà Lk è E(2) ïðåäñòàâëÿåòñÿ çàòðóäíèòåëüíûì
2
.
Óòî÷íèì çäåñü, ÷òî îáû÷íî ïîíèìàåòñÿ ïîä

ãåîìåòðè÷åñêèì ñìûñëîì. Ñ òî÷êè çðåíèÿ èçè÷åñêèõ ïðèëîæåíèé,
ãðóïïà Ëîðåíöà íàèáîëåå åñòåñòâåííî îïðåäåëÿåòñÿ ñâîèì âåêòîðíûì ïðåäñòàâëåíèåì
3
. Ïðè ýòîì ìàëàÿ
ãðóïïà Lk îïðåäåëÿåòñÿ ïðîñòî êàê ñòàöèîíàðíàÿ ïîäãðóïïà âåêòîðà k . ðóïïà E(2) , â ñâîþ î÷åðåäü,
îïðåäåëÿåòñÿ êàê ãðóïïà äâèæåíèé åâêëèäîâîé ïëîñêîñòè. Èìåÿ â âèäó ýòè îïðåäåëåíèÿ ãðóïï Lk è E(2) ,
ñ ïîìîùüþ ÷èñòî ãåîìåòðè÷åñêèõ ïîñòðîåíèé ìû îòûùåì íåêîòîðóþ äâóìåðíóþ ïëîñêîñòü, îáëàäàþùóþ
åñòåñòâåííîé åâêëèäîâîé ñòðóêòóðîé, íà êîòîðîé ãðóïïà Lk áóäåò äåéñòâîâàòü êàê ãðóïïà äâèæåíèé.
Äðóãîé âîïðîñ, êîòîðûì ìû áóäåì çäåñü çàíèìàòüñÿ (è êîòîðûé ÿâëÿåòñÿ ãëàâíîé ìîòèâàöèåé äëÿ îïóáëèêîâàíèÿ
äàííîé ñòàòüè)  ýòî

ïðèâåäåíèå âåêòîðíîãî ïðåäñòàâëåíèÿ ãðóïïû Lk , ò. å. ìû âûÿñíèì, èç êàêèõ
íåïðèâîäèìûõ ïðåäñòàâëåíèé îíî ñîñòîèò. Ñ òî÷êè çðåíèÿ îáùåé òåîðèè ïðåäñòàâëåíèé, ýòîò ñëó÷àé ÿâëÿåòñÿ
î÷åíü ÷àñòíûì è íå ñîäåðæèò êàêèõ-ëèáî ñïåöèè÷åñêèõ òðóäíîñòåé. Îäíàêî, ââèäó åãî áîëüøîé ïðàêòè÷åñêîé
âàæíîñòè, ïðåäñòàâëÿåòñÿ ïîëåçíûì ïðîâåñòè åãî ðàññìîòðåíèå ñ èñïîëüçîâàíèåì ïîñòðîåíèé, íàèáîëåå îòâå÷àþùèõ
íàøåé ãåîìåòðè÷åñêîé èíòóèöèè.
Âåùåñòâåííîå âåêòîðíîå ïðåäñòàâëåíèå
2. Îáîçíà÷åíèÿ è òåðìèíîëîãèÿ. Ïðîñòðàíñòâîì Ìèíêîâñêîãî M íàçûâàåòñÿ ÷åòûð¼õìåðíîå âåùåñòâåííîå
ëèíåéíîå ïðîñòðàíñòâî R4 , â êîòîðîì çàäàíà âåùåñòâåííàÿ ñèììåòðè÷íàÿ áèëèíåéíàÿ îðìà g( · , · ) ,
∗
http://d-a-arbatsky.narod.ru/
1
Ñëîâî

èìïóëüñ óïîòðåáëÿåòñÿ, ïîñêîëüêó èìåþòñÿ â âèäó ïðèëîæåíèÿ ê òåîðèè áåçìàññîâûõ ïîëåé; â ÷àñòíîñòè,
ýëåêòðîìàãíèòíîãî. Ïîêà ìû çàíèìàåìñÿ ÷èñòî ìàòåìàòè÷åñêèì èññëåäîâàíèåì, ìîæíî ñ÷èòàòü, ÷òî ðå÷ü èä¼ò î ïðîèçâîëüíîì
èçîòðîïíîì âåêòîðå k : k2 = 0 .
2
Â ÷àñòíîñòè, àéäåð [4℄ ïî ýòîìó ïîâîäó çàìåòèë, ÷òî

èçè÷åñêèé ñìûñë ýòîãî ðåçóëüòàòà íå ÿñåí.
3
Òàêîå ïðåäñòàâëåíèå èíîãäà íàçûâàþò

óíäàìåíòàëüíûì.
1
èìåþùàÿ ñèãíàòóðó (+,−,−,−) . Ýòà îðìà íàçûâàåòñÿ ñêàëÿðíûì ïðîèçâåäåíèåì. Äëÿ êðàòêîñòè âìåñòî
g(a, b) ìû áóäåì ïèñàòü ïðîñòî ab èëè a · b .
àññìîòðèì òåïåðü ãðóïïó âñåõ ëèíåéíûõ ïðåîáðàçîâàíèé ïðîñòðàíñòâà Ìèíêîâñêîãî M , ñîõðàíÿþùèõ
ñêàëÿðíîå ïðîèçâåäåíèå. Ñâÿçíàÿ êîìïîíåíòà ýòîé ãðóïïû, ñîäåðæàùàÿ åäèíèöó, ñàìà ÿâëÿåòñÿ ãðóïïîé.
Ýòó ïîñëåäíþþ ãðóïïó ìû áóäåì íàçûâàòü ãðóïïîé Ëîðåíöà è îáîçíà÷àòü å¼ L .
Íà ïðîòÿæåíèè âñåé ñòàòüè ìû áóäåì èìåòü äåëî ñ âåêòîðíûì ïðåäñòàâëåíèåì ãðóïïû Ëîðåíöà, òî åñòü ñ
ïðåäñòàâëåíèåì â ñàìîì ïðîñòðàíñòâå Ìèíêîâñêîãî. Ýòî ïðåäñòàâëåíèå áóäåò îáîçíà÷àòüñÿ êàê T .
Ìàëîé ãðóïïîé âåêòîðà k íàçûâàåòñÿ ñòàöèîíàðíàÿ ïîäãðóïïà âåêòîðà k , ò. å. ïîäãðóïïà ãðóïïû Ëîðåíöà,
îñòàâëÿþùàÿ âåêòîð k íåèçìåííûì. Îíà áóäåò îáîçíà÷àòüñÿ êàê Lk .
Âåêòîð k íàçûâàåòñÿ âðåìåíèïîäîáíûì, åñëè k2 > 0 ; ñâåòîïîäîáíûì èëè èçîòðîïíûì, åñëè k2 = 0 ; è
ïðîñòðàíñòâåííîïîäîáíûì, åñëè k2 < 0 .
àññìîòðèì òàêæå ãðóïïó âñåõ ïðåîáðàçîâàíèé åâêëèäîâîé ïëîñêîñòè, ñîõðàíÿþùèõ ðàññòîÿíèå. Ñâÿçíàÿ
êîìïîíåíòà ýòîé ãðóïïû, ñîäåðæàùàÿ åäèíèöó, ñàìà ÿâëÿåòñÿ ãðóïïîé. Ìû áóäåì å¼ íàçûâàòü ãðóïïîé
äâèæåíèé åâêëèäîâîé ïëîñêîñòè è îáîçíà÷àòü E(2) .
3. Ïðèâîäÿùèå ïîäïðîñòðàíñòâà. Ñëåäóÿ òåîðåìå Æîðäàíà-¼ëüäåðà-Í¼òåð, ïîïðîáóåì ñðàçó óãàäàòü
êîìïîçèöèîííûé ðÿä ïðåäñòàâëåíèÿ T , ò. å. òàêîé ìîíîòîííûé íàáîð ïðèâîäÿùèõ ïîäïðîñòðàíñòâ ïðåäñòàâëåíèÿ T ,
÷òîáû ñîîòâåòñòâóþùèå ïîñëåäîâàòåëüíûå àêòîðïðåäñòàâëåíèÿ îêàçàëèñü íåïðèâîäèìûìè:
{0} =M0 ⊂M‖ ⊂M⊥ ⊂M4 = M . (1)
Çäåñü M0  íóëåâîå ïîäïðîñòðàíñòâî â M ; M‖  ïîäïðîñòðàíñòâî, ñîäåðæàùåå âñå âåêòîðû, ïàðàëëåëüíûå k ;
M⊥  ïîäïðîñòðàíñòâî, ñîäåðæàùåå âñå âåêòîðû, îðòîãîíàëüíûå k ; M4  äðóãîå îáîçíà÷åíèå ïðîñòðàíñòâà
Ìèíêîâñêîãî.
Êàæäîå èç ýòèõ ïîäïðîñòðàíñòâ, î÷åâèäíî, èíâàðèàíòíî ïî îòíîøåíèþ ê äåéñòâèþ ãðóïïû Lk . Ïîäïðåäñòàâëåíèÿ
â ïîäïðîñòðàíñòâàõ M‖ è M⊥ îáîçíà÷èì T ‖ è T⊥ , ñîîòâåòñòâåííî.
Äàëåå, íàáîðó (1) ñîîòâåòñòâóåò ïîñëåäîâàòåëüíîñòü èç òð¼õ ïîñëåäîâàòåëüíûõàêòîðïðåäñòàâëåíèé â àêòîðïðîñòðàíñòâàõ
M‖/M0 = M‖ , M⊥/M‖ = M⊥/‖ è M4/M⊥ = M4/⊥ . Ïåðâîå èç ýòèõ àêòîðïðåäñòàâëåíèé ÿâëÿåòñÿ
ïîäïðåäñòàâëåíèåì. Ìû åãî óæå îáîçíà÷èëè êàê T ‖ . Âòîðîå è òðåòüå àêòîðïðåäñòàâëåíèÿ îáîçíà÷èì T⊥/‖
è T 4/⊥ , ñîîòâåòñòâåííî.
Íåïðèâîäèìîñòü àêòîðïðåäñòàâëåíèé T ‖ è T 4/⊥ íå âûçûâàåò ñîìíåíèé ïî ïðè÷èíå èõ îäíîìåðíîñòè. ×òî
êàñàåòñÿ àêòîðïðåäñòàâëåíèÿ T⊥/‖ , òî åãî íåïðèâîäèìîñòü (âåùåñòâåííóþ) ìû óñòàíîâèì â ïóíêòå 6.
Â ïóíêòàõ 7 è 8 áóäóò äîêàçàíû äâå ëåììû èç êîòîðûõ ñëåäóåò, ÷òî êðîìå ïîäïðîñòðàíñòâ (1), äðóãèõ
ïðèâîäÿùèõ ïîäïðîñòðàíñòâ ó ïðåäñòàâëåíèÿ T íåò. Òåì ñàìûì, êîìïîçèöèîííûé ðÿä (1) ÿâëÿåòñÿ åäèíñòâåííûì.
Ïîýòîìó â äàííîì ñëó÷àå óòâåðæäåíèå òåîðåìû Æîðäàíà-¼ëüäåðà-Í¼òåð î òîì, ÷òî âñå êîìïîçèöèîííûå
ðÿäû èìåþò îäèíàêîâóþ äëèíó è ñîîòâåòñòâóþùèå àêòîðïðåäñòàâëåíèÿ ó ýòèõ ðÿäîâ ýêâèâàëåíòíû, îêàçûâàåòñÿ
òðèâèàëüíûì.
4. îìîìîðèçì Lk â E(2) . àññìîòðèì òåïåðü â ïðîñòðàíñòâå Ìèíêîâñêîãî òð¼õìåðíóþ ãèïåðïëîñêîñòü N ,
çàäàâàåìóþ óðàâíåíèåì:
k · x = const 6= 0 . (2)
Ïîñêîëüêó ãðóïïà Lk îñòàâëÿåò âåêòîð k íåèçìåííûì è ñîõðàíÿåò ñêàëÿðíîå ïðîèçâåäåíèå, ãèïåðïëîñêîñòü N
èíâàðèàíòíà îòíîñèòåëüíî äåéñòâèÿ ãðóïïû Lk .
Ââåä¼ì òåïåðü äëÿ âåêòîðîâ èç N îòíîøåíèå ýêâèâàëåíòíîñòè ∼ :
a ∼ b ⇐⇒ a− b ∈ M‖ , (3)
Èíà÷å ãîâîðÿ, äâà âåêòîðà ýêâèâàëåíòíû, åñëè èõ êîíöû ëåæàò íà ïðÿìîé, ïàðàëëåëüíîé k . Ââèäó (1)
è (2) êàæäàÿ òàêàÿ ïðÿìàÿ öåëèêîì ñîäåðæèòñÿ â ãèïåðïëîñêîñòè N . Ôàêòîðèçóÿ N ïî îòíîøåíèþ
ýêâèâàëåíòíîñòè (3), ïîëó÷àåì íåêîòîðóþ äâóìåðíóþ ïëîñêîñòü
4 N˜ . Ìû áóäåì îáîçíà÷àòü òî÷êè èç N˜
è ñîîòâåòñòâóþùèå èì ïðÿìûå íà N îäèíàêîâûìè ñèìâîëàìè: a˜ , c˜ è ò. ï.
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Ïëîñêîñòü N˜ îáëàäàåò åñòåñòâåííîé åâêëèäîâîé ñòðóêòóðîé. Â ñàìîì äåëå, âîçüì¼ì äâå ïðîèçâîëüíûå òî÷êè
a˜ è c˜ íà N˜ . Êàæäàÿ èç íèõ  ýòî êëàññ ýêâèâàëåíòíîñòè òî÷åê íà N . Âîçüì¼ì ïî îäíîìó ïðîèçâîëüíîìó
ïðåäñòàâèòåëþ êàæäîãî èç ýòèõ äâóõ êëàññîâ: a è c , ñîîòâåòñòâåííî. Âû÷èñëèì âåëè÷èíó
ρ (a, c) =
√
(a− c)2 . (4)
Ýòà âåëè÷èíà íå çàâèñèò îò âûáîðà ïðåäñòàâèòåëåé a è c . Äåéñòâèòåëüíî, çàìåíèì, ñêàæåì, a íà a+αk .
Ó÷èòûâàÿ (2), èìååì:
ρ (a+ αk, c) =
√
(a− c+ αk)2 =
√
(a− c)2 + 2α(ka− kc) + α2k2 =
√
(a− c)2 = ρ (a, c) .
Êðîìå òîãî, (a−c)2 âñåãäà áîëüøå íóëÿ, è óíêöèÿ ρ ( · , · ) îáëàäàåò âñåìè ñâîéñòâàìè åâêëèäîâîé ìåòðèêè,
ïîñêîëüêó ïëîñêîñòü N˜ ìîæíî îòîæäåñòâèòü ñ ëþáîé èç ïðîñòðàíñòâåííî-ïîäîáíûõ äâóìåðíûõ ïëîñêîñòåé,
ñîäåðæàùèõñÿ â N .
Òåïåðü çàìåòèì, ÷òî è îòíîøåíèå ýêâèâàëåíòíîñòè (3) è ìåòðèêà ρ ( · , · ) èíâàðèàíòíû îòíîñèòåëüíî äåéñòâèÿ
ìàëîé ãðóïïû Lk . Òàêèì îáðàçîì, ïîñòðîåíî ãîìîìîðíîå îòîáðàæåíèå ãðóïïû Lk â ãðóïïó äâèæåíèé E(2)
åâêëèäîâîé ïëîñêîñòè N˜ .
5. Îáðàòíîå îòîáðàæåíèå. Â äàëüíåéøåì ìû áóäåì íåîäíîêðàòíî èñïîëüçîâàòü ñëåäóþùèå äâà ïðåäëîæåíèÿ,
âåðíûå êàê â âåùåñòâåííîì, òàê è â êîìïëåêñíîì ñëó÷àå.
Ï ð å ä ë î æ å í è å. Åñëè ëèíåéíîå ïðåîáðàçîâàíèå äåéñòâóåò íà íåêîòîðûé áàçèñ {ni}i=1..4 òàê, ÷òî
îêàçûâàþòñÿ íåèçìåííûìè ñêàëÿðíûå ïðîèçâåäåíèÿ ýëåìåíòîâ áàçèñà (âêëþ÷àÿ êâàäðàòû áàçèñíûõ ýëåìåíòîâ),
òî ýòî ïðåîáðàçîâàíèå ñîõðàíÿåò ñêàëÿðíîå ïðîèçâåäåíèå.
Ï ð å ä ë î æ å í è å. Åñëè ëèíåéíîå ïðåîáðàçîâàíèå äåéñòâóåò íà íåêîòîðûé áàçèñ {ni}i=1..4 òàê, ÷òî
îêàçûâàþòñÿ íåèçìåííûìè âñå âåëè÷èíû (ni − nj)2 è (ni)2 , òî ýòî ïðåîáðàçîâàíèå ñîõðàíÿåò ñêàëÿðíîå
ïðîèçâåäåíèå.
Ïåðâîå ïðåäëîæåíèå ñëåäóåò èç òîãî, ÷òî âñÿêèé âåêòîð ìîæíî ðàçëîæèòü ïî âåêòîðàì áàçèñà. Âòîðîå
ïðåäëîæåíèå ñëåäóåò èç ïåðâîãî ñ ó÷¼òîì îðìóëû:
(ni − nj)2 = (ni)2 + (nj)2 − 2ninj .
Çàèêñèðóåì òåïåðü ïðîèçâîëüíîå äâèæåíèå ïëîñêîñòè N˜ . Ïðåîáðàçîâàíèå èç ìàëîé ãðóïïû Lk , êîòîðîå
ïðè ïîñòðîåííîì â ïóíêòå 4 ãîìîìîðèçìå ïåðåõîäèò â äàííîå äâèæåíèå íà N˜ , áóäåì íàçûâàòü èñêîìûì.
Ïîêàæåì, ÷òî èñêîìîå ïðåîáðàçîâàíèå èç Lk ñóùåñòâóåò è åäèíñòâåííî. Òåì ñàìûì áóäåò óñòàíîâëåíî, ÷òî
ðàññìàòðèâàåìûé ãîìîìîðèçì íà ñàìîì äåëå ÿâëÿåòñÿ èçîìîðèçìîì.
Äëÿ ýòîãî ðàññìîòðèì ñåìåéñòâî ãèïåðïîâåðõíîñòåé, çàäàâàåìûõ óðàâíåíèÿìè âèäà
x2 = const . (5)
Ïåðåñå÷åíèå ëþáîé èç íèõ ñ ãèïåðïëîñêîñòüþ N ÿâëÿåòñÿ ïàðàáîëîèäîì. Êàæäûé òàêîé ïàðàáîëîèä èíâàðèàíòåí
îòíîñèòåëüíî èñêîìîãî ïðåîáðàçîâàíèÿ. Ïðè ýòîì êàæäàÿ ïðÿìàÿ, ïðåäñòàâëÿþùàÿ ñîáîé òî÷êó èç N˜ ,
ïåðåñåêàåò òàêîé ïàðàáîëîèä ðîâíî â îäíîé òî÷êå, è ÷åðåç êàæäóþ òî÷êó ïàðàáîëîèäà ïðîõîäèò ðîâíî îäíà
òàêàÿ ïðÿìàÿ. Ñëåäîâàòåëüíî, îïðåäåëåíî äåéñòâèå èñêîìîãî ïðåîáðàçîâàíèÿ íà ëþáîì èç ïàðàáîëîèäîâ.
Âîçüì¼ì òåïåðü íà îäíîì èç ïàðàáîëîèäîâ ÷åòûðå òî÷êè, íå ïðèíàäëåæàùèå íèêàêîé äâóìåðíîé ïëîñêîñòè.
×åòûðå âåêòîðà {ni}i=1..4 , êîíöàìè êîòîðûõ ÿâëÿþòñÿ ýòè ÷åòûðå òî÷êè, îáðàçóþò áàçèñ â M . Îïðåäåë¼ííîå
íàìè íà ïàðàáîëîèäå ïðåîáðàçîâàíèå ñîõðàíÿåò âåëè÷èíû (ni − nj)2 , ò. ê. êàæäàÿ èç íèõ  ýòî êâàäðàò
ñîîòâåòñòâóþùåãî ðàññòîÿíèÿ â N˜ . Âåëè÷èíû (ni)2 òàêæå ñîõðàíÿþòñÿ, ò. ê. îíè ïîñòîÿííû íà ïàðàáîëîèäå.
Ïðîäîëæèì òåïåðü ïî ëèíåéíîñòè ïîñòðîåííîå ïðåîáðàçîâàíèå âåêòîðîâ áàçèñà íà âñ¼ ïðîñòðàíñòâî M .
Êàê ñëåäóåò èç âòîðîãî ïðåäëîæåíèÿ, ñîðìóëèðîâàííîãî â íà÷àëå ýòîãî ïóíêòà, ïîëó÷èòñÿ ïðåîáðàçîâàíèå,
ñîõðàíÿþùåå ñêàëÿðíîå ïðîèçâåäåíèå â M . Êðîìå òîãî, ïî ïîñòðîåíèþ, äàííîå ïðåîáðàçîâàíèå ñîõðàíÿåò
ïëîñêîñòü (2), à ïîòîìó îíî ñîõðàíÿåò íåèçìåííûì âåêòîð k . Òàê êàê èñõîäíîå äâèæåíèå ïëîñêîñòè N˜
ïðåäïîëàãàëîñü ïðèíàäëåæàùèì ñâÿçíîé ãðóïïå E(2) , ïîñòðîåííîå ïðåîáðàçîâàíèå â M ïðèíàäëåæèò
ñâÿçíîé ãðóïïå Lk .
Ïîñòðîåííîå ïðåîáðàçîâàíèå ÿâëÿåòñÿ åäèíñòâåííûì, ìîãóùèì ïðåòåíäîâàòü íà ðîëü èñêîìîãî. Ñ äðóãîé
ñòîðîíû, ïîñòðîåííîå ïðåîáðàçîâàíèå èç Lk ïðè ãîìîìîðèçìå èç ïóíêòà 4 ïåðåõîäèò â íåêîòîðîå äâèæåíèå
íà N˜ . Ýòî äâèæåíèå, ïî ïîñòðîåíèþ, äåéñòâóåò íà ÷åòûðå òî÷êè5 n˜i ∈ N˜ òàê æå, êàê è èñõîäíîå äâèæåíèå
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â N˜ . Ïîñêîëüêó äâèæåíèå åâêëèäîâîé ïëîñêîñòè îäíîçíà÷íî îïðåäåëÿåòñÿ ñâîèì äåéñòâèåì äàæå íà äâå
íåñîâïàäàþùèå òî÷êè, ïîñòðîåííîå ïðåîáðàçîâàíèå èç Lk ÿâëÿåòñÿ èñêîìûì. Òàêèì îáðàçîì, äîêàçàíà
Ò å î ð å ì à. ðóïïû Lk è E(2) èçîìîðíû.
6. Ôàêòîðïðåäñòàâëåíèå T⊥/‖ . Àíàëîãè÷íî ïîñòðîåííîé â ïóíêòå 4 àêòîðïëîñêîñòè N˜ , àêòîðïðîñòðàíñòâî
M⊥/‖ îáëàäàåò åñòåñòâåííîé åâêëèäîâîé ñòðóêòóðîé6, îíà äà¼òñÿ òîé æå îðìóëîé (4). Òàêèì îáðàçîì,
ìàëàÿ ãðóïïà Lk äåéñòâóåò â M
⊥/‖
êàê ãðóïïà âðàùåíèé åâêëèäîâîé ïëîñêîñòè âîêðóã èêñèðîâàííîé
òî÷êè. Òàêàÿ ãðóïïà îáîçíà÷àåòñÿ êàê SO(2) .
Î÷åâèäíî, â åâêëèäîâîé ïëîñêîñòè íåò òàêîãî íàïðàâëåíèÿ, êîòîðîå îñòàâàëîñü áû èíâàðèàíòíûì ïðè âðàùåíèÿõ.
Îòñþäà âûòåêàåò
Ò å î ð å ì à. Ôàêòîðïðåäñòàâëåíèå T⊥/‖ íåïðèâîäèìî (â âåùåñòâåííîì ñìûñëå).
7. Íåðàçëîæèìîñòü ïðåäñòàâëåíèÿ T . Ïðåäïîëîæèì, ÷òî ïðåäñòàâëåíèå T ðàçëîæèìî, òî åñòü ïðîñòðàíñòâî M
ïðåäñòàâèìî â âèäå ïðÿìîé ñóììû M = M ′ ⊕M ′′ äâóõ íåòðèâèàëüíûõ ïðèâîäÿùèõ ïîäïðîñòðàíñòâ M ′ è
M ′′ . Îäíî èç ýòèõ ïîäïðîñòðàíñòâ, íàïðèìåð M ′ , îáÿçàòåëüíî ñîäåðæèò êàêîé-íèáóäü âåêòîð, íå ñîäåðæàùèéñÿ
â M⊥ . Ïðè ïîäõîäÿùåì âûáîðå êîíñòàíòû â óðàâíåíèè (2) êîíåö ýòîãî âåêòîðà áóäåò ëåæàòü â ïëîñêîñòè N .
Â ïóíêòå 5 ìû âèäåëè, ÷òî ïðåîáðàçîâàíèÿìè èç Lk ýòîò âåêòîð ìîæåò áûòü ïåðåâåä¼í â ëþáîé äðóãîé
âåêòîð, êîíåö êîòîðîãî ëåæèò íà òîì æå ïàðàáîëîèäå. Â òîì ÷èñëå îí ìîæåò áûòü ïåðåâåä¼í â ÷åòûðå
âåêòîðà {ni}i=1..4 , ñîñòàâëÿþùèå áàçèñ â M . Ñëåäîâàòåëüíî, M ′ äîëæíî ñîâïàäàòü ñî âñåì M . Òàêèì
îáðàçîì, äîêàçàíà
Ë å ì ì à. Âñÿêîå ïðèâîäÿùåå ïîäïðîñòðàíñòâî ïðåäñòàâëåíèÿ T ëèáî ñîâïàäàåò ñî âñåì ïðîñòðàíñòâîì
M , ëèáî ñîäåðæèòñÿ â M⊥ .
Èç íå¼ âûòåêàåò
Ò å î ð å ì à. Ïðåäñòàâëåíèå T íåðàçëîæèìî.
8. Íåðàçëîæèìîñòü ïðåäñòàâëåíèÿ T⊥ . àññìîòðèì öèëèíäð, çàäàâàåìûé óðàâíåíèÿìè:
k · x = 0 , x2 = const 6= 0 . (6)
Äîêàæåì, ÷òî Lk äåéñòâóåò íà í¼ì òðàíçèòèâíî, ò. å. âñÿêàÿ òî÷êà íà öèëèíäðå, ìîæåò áûòü ïåðåâåäåíà
âî âñÿêóþ äðóãóþ. Îáîçíà÷èì âåêòîð, êîíåö êîòîðîãî óêàçûâàåò â èñõîäíóþ òî÷êó, êàê e1(0) , à âåêòîð,
óêàçûâàþùèé â êîíå÷íóþ, êàê e1(1) . Òàê êàê öèëèíäð ñâÿçåí, òî ýòè äâå òî÷êè ìîæíî ñîåäèíèòü íåïðåðûâíîé
êðèâîé e1(t) , t ∈ [0; 1] .
Ââåä¼ì òàêæå âåêòîð e2(t) , íåïðåðûâíî çàâèñÿùèé îò t . Áóäåì ñ÷èòàòü, ÷òî êîíåö âåêòîðà e2(t) âñåãäà
ëåæèò íà íåêîòîðîì îäíîì öèëèíäðå âèäà (6). Êðîìå òîãî, ïîòðåáóåì, ÷òîáû ñêàëÿðíîå ïðîèçâåäåíèå e1(t) ·
e2(t) = const íå çàâèñåëî îò t . È åù¼ ïîòðåáóåì, ÷òîáû âåêòîðû k , e1(t) è e2(t) áûëè ëèíåéíî íåçàâèñèìû
ïðè t = 0 è, ñëåäîâàòåëüíî, ëèíåéíî íåçàâèñèìû ïðè ïðîèçâîëüíîì t .
Âåêòîð e2(t) îïðåäåë¼í, êîíå÷íî, íåîäíîçíà÷íî. Åãî âñåãäà ìîæíî çàìåíèòü íà e2(t) + α(t) k , ãäå α(t) 
ïðîèçâîëüíàÿ íåïðåðûâíàÿ óíêöèÿ. Óêàçàííóþ íåîäíîçíà÷íîñòü ìû èêñèðîâàòü íèêàê íå áóäåì.
Ïðèìåì òåïåðü òðè âåêòîðà k , e1(t) è e2(t) çà áàçèñ â M⊥ . Ïðèìåíÿÿ òð¼õìåðíûé âàðèàíò ïåðâîãî
ïðåäëîæåíèÿ èç ïóíêòà 5, ïîëó÷àåì íåïðåðûâíîå ñåìåéñòâî ëèíåéíûõ ïðåîáðàçîâàíèé â M⊥ , ñîõðàíÿþùèõ
â M⊥ ñêàëÿðíîå ïðîèçâåäåíèå.
Ïîêàæåì òåïåðü, ÷òî ýòè ïðåîáðàçîâàíèÿ ìîæíî äîñòðîèòü äî ïðåîáðàçîâàíèé èç Lk . Äëÿ ýòîãî âîçüì¼ì
ïðîèçâîëüíûé âåêòîð n(0) , íå ïðèíàäëåæàùèé ïîäïðîñòðàíñòâó M⊥ . Âåêòîðû k , e1(t) , e2(t) è n(0)
îáðàçóþò áàçèñ â ïðîñòðàíñòâå Ìèíêîâñêîãî M . Ïîêàæåì, ÷òî ïðè ïðîèçâîëüíîì t âåêòîð n(t) ìîæíî
âûáðàòü òàê, ÷òî ñëåäóþùèå ÷åòûðå âåëè÷èíû íå áóäóò çàâèñåòü îò t :
k · n(t) = const , e1(t) · n(t) = const , e2(t) · n(t) = const , (n(t))2 = const . (7)
Ïåðâûå òðè óñëîâèÿ ïðè èêñèðîâàííîì t âûäåëÿþò â ïðîñòðàíñòâå Ìèíêîâñêîãî M ïðÿìóþ n˜ , ÿâëÿþùóþñÿ
òî÷êîé àêòîðïëîñêîñòè N˜ , ïîñòðîåííîé â ïóíêòå 4. Êàê áûëî óêàçàíî â ïóíêòå 5, íà ýòîé ïðÿìîé èìååòñÿ
6
Áîëåå òîãî, M⊥/‖ ëèíåéíî, è â í¼ì èìååòñÿ ñîîòâåòñòâóþùåå ñêàëÿðíîå ïðîèçâåäåíèå: a˜ · c˜ = ac .
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ðîâíî îäíà òî÷êà, óäîâëåòâîðÿþùàÿ ÷åòâ¼ðòîìó èç óðàâíåíèé (7). Ýòî è åñòü òî÷êà, â êîòîðóþ óêàçûâàåò
èñêîìûé âåêòîð n(t) .
Ïðèìåíÿÿ òåïåðü ïåðâîå ïðåäëîæåíèå èç ïóíêòà 5, âèäèì, ÷òî ïîñòðîåíî íåïðåðûâíîå ñåìåéñòâî ïðåîáðàçîâàíèé
èç Lk , ïåðåâîäÿùèõ çàäàííóþ òî÷êó öèëèíäðà (6) â ëþáóþ äðóãóþ çàäàííóþ òî÷êó. Èòàê, äîêàçàíà
Ë å ì ì à. Ïðåîáðàçîâàíèÿ ìàëîé ãðóïïû Lk äåéñòâóþò íà öèëèíäðå (6) òðàíçèòèâíî.
Ïîïóòíî íàìè áûëî äîêàçàíî ñëåäóþùåå
Ï ð å ä ë î æ å í è å. Ëèíåéíîå ïðåîáðàçîâàíèå ïðîñòðàíñòâà M⊥ , ñîõðàíÿþùåå â í¼ì ñêàëÿðíîå ïðîèçâåäåíèå,
ìîæåò áûòü åäèíñòâåííûì îáðàçîì äîñòðîåíî äî ëèíåéíîãî ïðåîáðàçîâàíèÿ ïðîñòðàíñòâà M , ñîõðàíÿþùåãî
ñêàëÿðíîå ïðîèçâåäåíèå â M .
Ïðåäïîëîæèì òåïåðü, ÷òî ïðåäñòàâëåíèå T⊥ ðàçëîæèìî, ò. å. ïðîñòðàíñòâî M⊥ ðàñïàäàåòñÿ â ïðÿìóþ
ñóììó M⊥ = M ′ ⊕ M ′′ äâóõ ïðèâîäÿùèõ ïîäïðîñòðàíñòâ M ′ è M ′′ . Îäíî èç ýòèõ ïîäïðîñòðàíñòâ,
íàïðèìåð M ′ , îáÿçàòåëüíî ñîäåðæèò êàêîé-íèáóäü âåêòîð, íå ñîäåðæàùèéñÿ â M‖ . Êîíåö ýòîãî âåêòîðà
ëåæèò íà ñîîòâåòñòâóþùåì öèëèíäðå (6). Íî òîãäà, êàê áûëî òîëüêî ÷òî ïîêàçàíî, è âåñü öèëèíäð äîëæåí
ñîäåðæàòüñÿ â M ′ . Íî ëèíåéíàÿ îáîëî÷êà öèëèíäðà (6) ñîâïàäàåò ñ M⊥ , è, ñëåäîâàòåëüíî, M ′ = M⊥ .
Òàêèì îáðàçîì, äîêàçàíà
Ë å ì ì à. Âñÿêîå ïðèâîäÿùåå ïîäïðîñòðàíñòâî ïðåäñòàâëåíèÿ T⊥ ëèáî ñîâïàäàåò ñ M⊥ , ëèáî ñîäåðæèòñÿ
â M‖ .
Èç íå¼ âûòåêàåò
Ò å î ð å ì à. Ïðåäñòàâëåíèå T⊥ íåðàçëîæèìî.
Êîìïëåêñíîå âåêòîðíîå ïðåäñòàâëåíèå
9. Êîìïëåêñèèêàöèÿ. Êàê áûëî ïîêàçàíî â ñòàòüå [IV℄, ïðè èññëåäîâàíèè ýëåêòðîìàãíèòíîãî ïîëÿ
ïîëåçíî èçó÷èòü òàêæå êîìïëåêñíîå âåêòîðíîå ïðåäñòàâëåíèå ìàëîé ãðóïïû Lk . ×òîáû ïîëó÷èòü ýòî ïðåäñòàâëåíèå,
íóæíî ïðîñòî äîïóñòèòü, ÷òî êîìïîíåíòû ðàññìàòðèâàåìûõ âåêòîðîâ ìîãóò áûòü êîìïëåêñíûìè ÷èñëàìè, è
ñ÷èòàòü, ÷òî ïðåäñòàâëåíèå ãðóïïû Lk äåéñòâóåò â í¼ì ïî òåì æå îðìóëàì, ÷òî è â âåùåñòâåííîì ñëó÷àå.
Ñàìà ãðóïïà Lk ïðè ýòîì íèêàê íå èçìåíÿåòñÿ.
Êîìïëåêñèèöèðîâàííîå ïðîñòðàíñòâîÌèíêîâñêîãî áóäåò îáîçíà÷àòüñÿ êàê MC . Âîîáùå, äàëåå âñå ïðîñòðàíñòâà
è ïðåäñòàâëåíèÿ áóäóò ïîìå÷àòüñÿ çíà÷êîì ñîîòâåòñòâóþùåãî èì ïîëÿ ñêàëÿðîâ. Åñëè äâà ïðîñòðàíñòâà
îáîçíà÷àþòñÿ îäèíàêîâî è ðàçëè÷àþòñÿ òîëüêî óêàçàííûì çíà÷êîì, òî ïðåäïîëàãàåòñÿ, ÷òî êîìïëåêñíîå
ïðîñòðàíñòâî ÿâëÿåòñÿ êîìïëåêñèèêàöèåé âåùåñòâåííîãî. Íàïðèìåð, âåùåñòâåííîå ïðîñòðàíñòâî Ìèíêîâñêîãî,
áóäåò îáîçíà÷àòüñÿ êàê MR . Ìû áóäåì òàêæå ïîëàãàòü, ÷òî âåùåñòâåííûå ïðîñòðàíñòâà ÿâëÿþòñÿ ïîäìíîæåñòâàìè
ñîîòâåòñòâóþùèõ êîìïëåêñíûõ. Ïðåäñòàâëåíèå ãðóïïû Lk , äåéñòâóþùåå â MC , îáîçíà÷èì TC .
Ïðîèçâîëüíûé âåêòîð n ∈MC ìîæåò áûòü ïðåäñòàâëåí â âèäå ñóììû ñâîåé âåùåñòâåííîé è ìíèìîé ÷àñòåé:
n = nRe+ inIm . Çäåñü nRe, nIm ∈MR . Ïîñêîëüêó ïðåîáðàçîâàíèÿ ãðóïïû Lk ÿâëÿþòñÿ ïðåîáðàçîâàíèÿìè ñ
âåùåñòâåííûìè êîýèöèåíòàìè, ìîæíî ñ÷èòàòü, ÷òî ïðåîáðàçîâàíèþ êîìïëåêñíîãî âåêòîðà ñîîòâåòñòâóåò
îäíîâðåìåííîå ïðåîáðàçîâàíèå åãî âåùåñòâåííîé è ìíèìîé ÷àñòåé.
Âñå íàéäåííûå â âåùåñòâåííîì ñëó÷àå ïðèâîäÿùèå ïîäïðîñòðàíñòâà è àêòîðïðîñòðàíñòâà, î÷åâèäíî, êîìïëåêñèèöèðóþòñÿ.
Ïîëíîé àíàëîãèè, îäíàêî, ìåæäó ïðåäñòàâëåíèÿìè TR è TC íåò. Ïðèâîäèìîñòü è ðàçëîæèìîñòü êîìïëåêñèèöèðîâàííûõ
ïðåäñòàâëåíèé íóæíî èññëåäîâàòü äîïîëíèòåëüíî. Ïðè äîêàçàòåëüñòâå íåðàçëîæèìîñòè êîìïëåêñíûõ ïðåäñòàâëåíèé
âàæíóþ ðîëü áóäåò èãðàòü ñëåäóþùàÿ
Ë å ì ì à. Ïóñòü çàäàíû: âåêòîð n ∈MC ; íåêîòîðîå äâóìåðíîå ïîäïðîñòðàíñòâî P 2R â MR , òàêîå, ÷òî
n ∈ P 2
C
; è íåêîòîðîå îäíîìåðíîå ïîäïðîñòðàíñòâî P 1
R
â P 2
R
, òàêîå, ÷òî n /∈ P 1
C
. Òîãäà, óìíîæàÿ n íà
ïîäõîäÿùèé ìíîæèòåëü θ ∈ C , ìîæíî äîáèòüñÿ, ÷òîáû (θn)Im ∈ P 1
R
è (θn)Re /∈ P 1
R
.
×òîáû äîêàçàòü ýòó ëåììó, óìíîæèì èñõîäíûé êîìïëåêñíûé âåêòîð n íà ÷èñëî âèäà eiϕ , ãäå ïåðåìåííàÿ ϕ
ïðîáåãàåò ìíîæåñòâî âåùåñòâåííûõ ÷èñåë. Ïðè èçìåíåíèè ïåðåìåííîé ϕ âåêòîðû nRe(t) è nIm(t) áóäóò
äâèãàòüñÿ ïî íåêîòîðîìó ýëëèïñó â ïëîñêîñòè P 2
R
(åñëè nRe è nIm ïàðàëëåëüíû, ýëëèïñ âûðîæäàåòñÿ â
îòðåçîê). Ýòîò ýëëèïñ ïåðåñåêàåòñÿ ñ ëþáûì îäíîìåðíûì ïîäïðîñòðàíñòâîì P 1
R
, ñîäåðæàùèìñÿ â P 2
R
.
Îòñþäà î÷åâèäíî, ÷òî ïðè ïîäõîäÿùåì ϕ ìíèìàÿ ÷àñòü âåêòîðà îêàæåòñÿ â P 1
R
, à âåùåñòâåííàÿ òàì
ñîäåðæàòüñÿ íå áóäåò.
10. àçëîæèìîñòü T
⊥/‖
C
. Êàê áûëî ïîêàçàíî â ïóíêòå 6, â ïðîñòðàíñòâå M
⊥/‖
R
ìàëàÿ ãðóïïà Lk
äåéñòâóåò, êàê ãðóïïà SO(2) . Ïîñêîëüêó ãðóïïà SO(2) àáåëåâà, òî, êàê ñëåäóåò èç ëåììûØóðà, êîìïëåêñíîå
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ïðåäñòàâëåíèå T
⊥/‖
C
îáÿçàíî áûòü ïðèâîäèìûì. Êðîìå òîãî, ïîñêîëüêó ãðóïïà SO(2) êîìïàêòíà, ïðåäñòàâëåíèå
T
⊥/‖
C
ýêâèâàëåíòíî íåêîòîðîìó óíèòàðíîìó è, ñëåäîâàòåëüíî, âïîëíå ïðèâîäèìî. Ñîîòâåòñòâóþùèå ïîäïðåäñòàâëåíèÿ
îáîçíà÷èì T
(+1)/‖
C
è T
(−1)/‖
C
.
×òîáû ñäåëàòü ýòîò ðåçóëüòàò áîëåå êîíêðåòíûì, ââåä¼ì â âåùåñòâåííîì ïðîñòðàíñòâå M
⊥/‖
R
îðòîíîðìèðîâàííûé
áàçèñ {e˜i}i=1,2 . Ïðè ýòîì ìàòðèöû ïðåäñòàâëåíèÿ T⊥/‖R ïðèìóò âèä:(
cosϕ − sinϕ
sinϕ cosϕ
)
Åñëè òåïåðü â êîìïëåêñíîé ïëîñêîñòè M
⊥/‖
C
ïåðåéòè ê êîìïëåêñíîìó

ñïèðàëüíîìó áàçèñó {e˜(λ)}λ=±1 :
e˜(±1) =
e˜1 ± i e˜2√
2
,
òî ìàòðèöû ïðåäñòàâëåíèÿ T
⊥/‖
C
îêàæóòñÿ äèàãîíàëüíûìè:(
e−iϕ 0
0 e+iϕ
)
Òàêèì îáðàçîì, äîêàçàíà
Ò å î ð å ì à. Ïðåäñòàâëåíèå T
⊥/‖
C
èìååò ðîâíî äâà ïðèâîäÿùèõ ïîäïðîñòðàíñòâà: M
(+1)/‖
C
è M
(−1)/‖
C
.
Ñîîòâåòñòâóþùèå èì ïîäïðåäñòàâëåíèÿ äàþò â ñóììå ïðåäñòàâëåíèå T
⊥/‖
C
:
T
⊥/‖
C
= T
(+1)/‖
C
⊕ T (−1)/‖
C
.
Â ïðèìåíåíèè ê ýëåêòðîìàãíèòíîìó ïîëþ (ñì. [IV℄), ïðèâåä¼ííàÿ òåîðåìà îçíà÷àåò ñóùåñòâîâàíèå ïëîñêèõ
ìîíîõðîìàòè÷åñêèõ âîëí ñî ñïèðàëüíîñòÿìè +1 è −1  àêò îáùåèçâåñòíûé.
Çàìåòèì åù¼ âîò ÷òî:
à. Ïîñêîëüêó â ïðîñòðàíñòâå Ìèíêîâñêîãî èçíà÷àëüíî íå ââîäèëîñü íèêàêîé îðèåíòàöèè, íà ïëîñêîñòè
M
⊥/‖
R
å¼ òîæå íåò. Ïîýòîìó íåâîçìîæíî ñêàçàòü, êàêîå èç äâóõ ïðîñòðàíñòâ îáîçíà÷àåòñÿ M
(+1)/‖
C
, à
êàêîå M
(−1)/‖
C
. Ôèêñàöèåé ýòèõ îáîçíà÷åíèé àêòè÷åñêè ââîäèòñÿ îðèåíòàöèÿ.
á. Åñëè ãðóïïó Ëîðåíöà ðàñøèðèòü äî ïîëíîé ãðóïïû Ëîðåíöà, âêëþ÷èâ òóäà ïðîñòðàíñòâåííûå îòðàæåíèÿ,
òî ìàëàÿ ãðóïïà òîæå ðàñøèðèòñÿ. Ïðè ýòîì ãðóïïà SO(2) , äåéñòâóþùàÿ â ïëîñêîñòè M
⊥/‖
R
ðàñøèðèòñÿ
äî O(2) . Ïðè îòðàæåíèÿõ êîìïëåêñíûå ïðîñòðàíñòâà M
(+1)/‖
C
è M
(−1)/‖
C
áóäóò ïåðåõîäèòü äðóã â
äðóãà, è êîìïëåêñíîå ïðåäñòàâëåíèå â ïðîñòðàíñòâå M
⊥/‖
C
ñòàíåò óæå íåïðèâîäèìûì.
11. Ïîäïðåäñòàâëåíèÿ T
(+1)
C
è T
(−1)
C
. Â ñîîòâåòñòâèè ñ óñòàíîâëåííîé â ïóíêòå 10 ðàçëîæèìîñòüþ
àêòîðïðåäñòàâëåíèÿ T
⊥/‖
C
, â êîìïëåêñíîì ïðîñòðàíñòâå Ìèíêîâñêîãî MC ìîæíî âûäåëèòü äâà äâóìåðíûõ
ïðèâîäÿùèõ ïîäïðîñòðàíñòâà ïðåäñòàâëåíèÿ TC . Ýòè äâà ïîäïðîñòðàíñòâà ìû îáîçíà÷èì M
(+1)
C
è M
(−1)
C
.
Ñîîòâåòñòâóþùèå îäíîìåðíûå àêòîðïðîñòðàíñòâà M
(+1)
C
/M
‖
C
= M
(+1)/‖
C
è M
(−1)
C
/M
‖
C
= M
(−1)/‖
C
áûëè
ââåäåíû â ïóíêòå 10.
Òåïåðü ÿñíî, ÷òî â êîìïëåêñíîì ñëó÷àå ðÿä (1) äîïóñêàåò óïëîòíåíèå äâóìÿ ñïîñîáàìè:
{0} = M0C ⊂M‖C ⊂M (+1)C ⊂M⊥C ⊂M4C = MC , (8)
{0} = M0C ⊂M‖C ⊂M (−1)C ⊂M⊥C ⊂M4C =MC , (9)
Â ïóíêòå 13 áóäåò ïîêàçàíî, ÷òî äðóãèõ ïðèâîäÿùèõ ïîäïðîñòðàíñòâ ó êîìïëåêñíîãî âåêòîðíîãî ïðåäñòàâëåíèÿ
íåò. Òàêèì îáðàçîì, êðîìå (8) è (9), äðóãèõ êîìïîçèöèîííûõ ðÿäîâ ó ïðåäñòàâëåíèÿ TC íåò.
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 Ä. À. Àðáàòñêèé

ÊÝÄ. V. Âåêòîðíîå ïðåäñòàâëåíèå. . .  
 6 
12. Íåðàçëîæèìîñòü ïðåäñòàâëåíèÿ TC . Ïðåäïîëîæèì, ÷òî ïðåäñòàâëåíèå TC ðàçëîæèìî, ò. å. ïðîñòðàíñòâî
MC ïðåäñòàâëÿåòñÿ â âèäå ñóììû
MC =M
′
C ⊕M ′′C (10)
äâóõ ïðèâîäÿùèõ ïîäïðîñòðàíñòâ M ′
C
è M ′′
C
. Òîãäà îäíî èç ýòèõ ïîäïðîñòðàíñòâ, íàïðèìåð M ′
C
, îáÿçàòåëüíî
ñîäåðæèò íåêîòîðûé âåêòîð n , íå ñîäåðæàùèéñÿ â M⊥
C
. Ñîãëàñíî ëåììå èç ïóíêòà 9, ìîæíî áåç óùåðáà
äëÿ îáùíîñòè ñ÷èòàòü, ÷òî nIm ∈M⊥
R
è nRe /∈M⊥
R
.
Ââåä¼ì òåïåðü íåêîòîðûé âåùåñòâåííûé âåêòîð e1 . Â ñëó÷àå åñëè âåêòîð nIm íå ñîäåðæèòñÿ â M
‖
R
,
e1 áóäåò ïðîñòî äðóãèì îáîçíà÷åíèåì äëÿ nIm . Åñëè æå nIm ñîäåðæèòñÿ â M
‖
R
, òî çà e1 ïðèìåì
ïðîèçâîëüíûé âåêòîð, òàêîé, ÷òî e1 ∈M⊥
R
è e1 /∈M‖
R
.
àññìîòðèì òåïåðü ïîäãðóïïó ìàëîé ãðóïïû Lk , îñòàâëÿþùóþ âåêòîð e
1
íåèçìåííûì. Ýòà ïîäãðóïïà,
ñîãëàñíî îïðåäåëåíèþ âåêòîðà e1 , â ëþáîì ñëó÷àå îñòàâëÿåò íåèçìåííûì âåêòîð nIm . Èç ðåçóëüòàòîâ
ïóíêòà 8 ñëåäóåò, ÷òî ýëåìåíòû ýòîé ãðóïïû ìîãóò çàäàâàòüñÿ íåêîòîðûì âåêòîðîì e2 , êîíåö êîòîðîãî âñåãäà
ëåæèò íà íåêîòîðîì öèëèíäðå (6), âûïîëíÿåòñÿ óñëîâèå e1 · e2 = const , è âåêòîðû k , e1 è e2 ëèíåéíî
íåçàâèñèìû. Êîíåö âåêòîðà e2 ïðè ýòîì ïðîáåãàåò íåêîòîðóþ ïðÿìóþ, ïàðàëëåëüíóþ k : e2(t) = e2(0)+ tk .
Óðàâíåíèÿ (7) äëÿ âåêòîðà nRe(t) ïðèíèìàþò âèä:
k · nRe(t) = const , e1 · nRe(t) = const , e2(t) · nRe(t) = const , (nRe(t))2 = const .
Òðåòüå óðàâíåíèå ìîæíî ðàñïèñàòü ïîäðîáíåå:
(e2(0) + tk) · nRe(t) = const . (11)
Î÷åâèäíî, åñëè ïðåäïîëîæèòü, ÷òî (nRe(t) − nRe(0)) ∈ M‖ , òî óðàâíåíèþ (11) ïðè t 6= 0 óäîâëåòâîðèòü
íåâîçìîæíî. Ñëåäîâàòåëüíî, ïîäïðîñòðàíñòâî M ′
C
äîëæíî ñîäåðæàòü è íåêîòîðûé âåùåñòâåííûé âåêòîð,
ñîäåðæàùèéñÿ â M⊥
R
è íå ñîäåðæàùèéñÿ â M
‖
R
. Íî òîãäà, ñîãëàñíî âòîðîé ëåììå ïóíêòà 8, äîëæíî
áûòü M⊥
R
⊂M ′
C
, è, ñëåäîâàòåëüíî, M⊥
C
⊂M ′
C
.
Âåðí¼ìñÿ òåïåðü ñíîâà ê êîìïëåêñíîìó âåêòîðó n ∈ M ′
C
, ó êîòîðîãî nRe /∈ M⊥
R
è nIm ∈ M⊥
R
. Ïîñêîëüêó
ìû óæå äîêàçàëè, ÷òî M⊥
C
⊂ M ′
C
, òî îòñþäà ñëåäóåò, ÷òî â M ′
C
ñîäåðæèòñÿ è òàêîé âåêòîð, ìíèìàÿ ÷àñòü
êîòîðîãî ðàâíà íóëþ, à âåùåñòâåííàÿ ñîâïàäàåò ñ âåùåñòâåííîé ÷àñòüþ âåêòîðà n . Èíà÷å ãîâîðÿ, äîêàçàíî,
÷òî M ′
C
ñîäåðæèò âåùåñòâåííûé âåêòîð, íå ñîäåðæàùèéñÿ â M⊥
R
. Íî òîãäà, êàê ñëåäóåò èç ëåììû ïóíêòà 7,
MR ⊂M ′C , è, ñëåäîâàòåëüíî, ïðîñòðàíñòâà M ′C è MC ñîâïàäàþò.
Òàêèì îáðàçîì, äîêàçàíà
Ë å ì ì à. Âñÿêîå ïðèâîäÿùåå ïîäïðîñòðàíñòâî ïðåäñòàâëåíèÿ TC ëèáî ñîâïàäàåò ñî âñåì ïðîñòðàíñòâîì
MC , ëèáî ñîäåðæèòñÿ â M
⊥
C
.
Èç íå¼ âûòåêàåò
Ò å î ð å ì à. Ïðåäñòàâëåíèå TC íåðàçëîæèìî.
13. Íåðàçëîæèìîñòü ïðåäñòàâëåíèé T⊥
C
, T
(+1)
C
è T
(−1)
C
. Äîêàæåì ñíà÷àëà ñëåäóþùóþ ëåììó:
Ë å ì ì à. Âñÿêîå ïîäïðåäñòàâëåíèå ïðåäñòàâëåíèÿ T⊥
C
ñîäåðæèò ïîäïðåäñòàâëåíèå T
‖
C
.
×òîáû äîêàçàòü ýòó ëåììó, îáîçíà÷èì ðàññìàòðèâàåìîå ïîäïðåäñòàâëåíèå êàê T ′
C
. Ïðèâîäÿùåå ïîäïðîñòðàíñòâî,
â êîòîðîì îíî äåéñòâóåò, îáîçíà÷èì M ′
C
.
àññìîòðèì êàêîé-íèáóäü íåíóëåâîé âåêòîð n èç ïîäïðîñòðàíñòâà M ′
C
. Åñëè îí ëåæèò â M
‖
C
, òî óñëîâèå
ëåììû âûïîëíåíî. Ïðåäïîëîæèì òåïåðü, ÷òî ýòîò âåêòîð íå ñîäåðæèòñÿ â M
‖
C
.
Åñëè âåêòîðû k , nRe è nIm ëèíåéíî çàâèñèìû, òî, ñîãëàñíî ëåììå èç ïóíêòà 9, ìîæíî áåç óùåðáà äëÿ
îáùíîñòè ñ÷èòàòü, ÷òî nIm ∈ M‖
R
è nRe /∈ M‖
R
. Äàëåå, ñîãëàñíî ïåðâîé ëåììå èç ïóíêòà 8, ñ ïîìîùüþ
ïðåîáðàçîâàíèé ìàëîé ãðóïïû Lk ìîæíî èçìåíèòü âåêòîð n
Re
òàê, ÷òî ê íåìó äîáàâèòñÿ ïðîèçâîëüíûé
âåêòîð èç M
‖
R
. Âåêòîð nIm ïðè ýòîì îñòàíåòñÿ íåèçìåííûì. Ñëåäîâàòåëüíî, M
‖
R
⊂M ′
C
, è, ñëåäîâàòåëüíî,
M
‖
C
⊂M ′
C
.
Åñëè æå âåêòîðû k , nRe è nIm ëèíåéíî íåçàâèñèìû, òî, êàê ñëåäóåò èç ïðåäëîæåíèÿ ïóíêòà 8, âûáèðàÿ
ïîäõîäÿùèì îáðàçîì ïðåîáðàçîâàíèå ìàëîé ãðóïïû Lk , ìîæíî äîáàâèòü ê âåêòîðó n
Re
âåêòîð, ïàðàëëåëüíûé k ,
è îñòàâèòü ïðè ýòîì íåèçìåííûì âåêòîð nIm . Ñëåäîâàòåëüíî, îïÿòü M
‖
R
⊂ M ′
C
, è M
‖
C
⊂ M ′
C
. Òàêèì
îáðàçîì, ëåììà äîêàçàíà.
Èç äîêàçàííîé ëåììû âûòåêàþò äâå òåîðåìû:
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Ò å î ð å ì à. Ïðåäñòàâëåíèå T⊥
C
íåðàçëîæèìî.
Ò å î ð å ì à. Ïðåäñòàâëåíèÿ T
(+1)
C
è T
(−1)
C
íåðàçëîæèìû.
Êðîìå òîãî, èç äîêàçàííîé ëåììû è òåîðåìû ïóíêòà 6 ñëåäóåò
Ò å î ð å ì à. Ó ïðåäñòàâëåíèÿ T⊥
C
êðîìå ïîäïðîñòðàíñòâ M
‖
C
, M
(+1)
C
, M
(−1)
C
è ñàìîãî M⊥
C
äðóãèõ
ïðèâîäÿùèõ ïîäïðîñòðàíñòâ íåò.
Òàêèì îáðàçîì, ó ïðåäñòàâëåíèÿ TC , êðîìå (8) è (9), äðóãèõ êîìïîçèöèîííûõ ðÿäîâ íåò.
14. Ìàòðèöû ïðåäñòàâëåíèé TR è TC . Ìíîãèå èç ïîëó÷åííûõ ðåçóëüòàòîâ ìîæíî íàãëÿäíî èçîáðàçèòü
ñ ïîìîùüþ øàáëîíîâ äëÿ ìàòðèö ïðåäñòàâëåíèé TR è TC . Åñëè â ïðîñòðàíñòâàõ MR è MC âûáðàòü
ïîäõîäÿùèå áàçèñû, òî ýòè øàáëîíû ïðèìóò áëî÷íî-òðåóãîëüíûé âèä:
1 · · ·
0 ·
0
SO(2) ·
0 0 0 1


1 · · ·
0 e−iϕ 0 ·
0 0 e+iϕ ·
0 0 0 1

Ïðè ýòîì èçâåñòíî, ÷òî íà ìåñòå êàæäîé òî÷êè ñòîèò, âîîáùå ãîâîðÿ, íå íîëü.
Âûÿñíåíèå òîãî, â êàêèõ ïîäïðîñòðàíñòâàõ è àêòîðïðîñòðàíñòâàõ äåéñòâóþò ðàçëè÷íûå áëîêè ýòèõ ìàòðèö,
îñòàâëÿåòñÿ ÷èòàòåëþ.
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On quantization of electromagnetic field.
VI. Quantization.
D. A. Arbatsky∗
November 20, 2018
Abstract
Here we describe a general method of quantization of linear fields. We introduce a conception of quantization
invariant with respect to action of some group. A space of quantum states of relativistic fields is constructed in
apparently relativistic-invariant way. A connection with quantization of the field oscillator is established. We
substantiate the necessity of using an indefinite scalar product for electromagnetic field. We discuss additional
condition for “physically allowed” states of electromagnetic field. We discuss properties of the space of states
of electromagnetic field from the point of view of functional analysis. We consider the question about origin of
anti-unitary transformations in quantum field theory.
1. Other approaches to quantization. Before we start description of construction of a quantized field, let us
give here a brief comparison of our construction with other approaches to description of quantized fields.
• Method of formal manipulations. This method was used even in the earliest papers on quantum field
theory. Its essence is that we calculate Poisson brackets for classical values and accept that for corresponding
quantum values commutators can be calculated by the formula:
[ aˆ , bˆ ] = i { a , b }̂ . (1)
Of course, this formula can not be true for all values. Nevertheless, if we use it cautiously enough, we can
ascertain many properties of fields, even without clarifying what they are. In fact, this approach turned out
to be the most effective from the point of view of practical applications.
With regards to how Poisson brackets were calculated, it was performed in such a way that it was very difficult
to see relativistic invariance even in the classical theory. Later Peierls [1] have suggested an alternative method
of obtaining commutation relations, which was apparently relativistic-invariant. The corresponding classical
bracket used in the expression (1), was even named “the Peierls bracket”. A quite complicated “physical”
grounding of the relations (1), used for quantization in the Peierls method, can be found in [2].
The approach described is most close to ours.
About classical description of relativistic fields we can say that invariant Hamiltonian formalism allows to
define the Poisson bracket in apparently relativistic-invariant way. In this approach the notion of the Poisson
bracket changes in such a way that the Peierls bracket turns out to be its very particular case. Methods of
practical calculations of Poisson brackets were described by me in the paper [I].
With regards to quantization of fields, in this paper in will be performed constructively: on the base of the
developed in [I] invariant Hamiltonian formalism, using usual algebraic methods, we will construct in this
paper quantum fields evidently.
• Method of box. This method was also very popular in the field theory from its birth. The essence of it is
that we consider field not in the infinite space, but in a large box with periodical boundary conditions. So,
the description of the field becomes similar to the description of infinite number of oscillators.
The introduction of a box breaks the relativistic invariance in essence, and this reason is sufficient to not
consider this method in detail.
∗http://d-a-arbatsky.narod.ru/
1
Nevertheless, as a result of using this method a useful notion of the field oscillator appeared. In this connection
we should notice that in our method we have an analogous notion (introduced in the paper [IV]). We introduce
it in a somewhat more abstract way with the use of the notion of an induced symplectic representation. Only
by this way it is possible to ascertain the correct group-theory nature of the field oscillator and to connect
invariant quantizations of field with invariant quantizations of oscillator.
• Fock construction and Wigner-Mackey theory. In the paper [3] Fock suggested that the space of states
of a quantum field is a symmetrized tensor exponent of one-particle subspace. Later Wigner and Mackey
developed a method of searching for all possible one-particle subspaces, based on the theory of induced unitary
representations of Poincare group (see, for example, a review [5]). A quite detailed account of this approach
is given in the book [7].
The shortcomings of this approach are the following. First, operators of creation and destruction of quanta
are introduced with quite complicated formulas from the very beginning. Second, even after introducing of
these operators quite complicated reasoning is necessary for construction of local operators of field. Third, in
this approach we can not consider fields with indefinite scalar product at all.
In our approach the initial object is not a one-particle quantum space, but it is a classical field described by
the language of the invariant Hamiltonian formalism. So, the second shortcoming disappears, because field
operators are constructed during quantization.
Operators of creation and destruction of quanta we can also introduce. And formulas for them are just the
consequence of our algebraic construction of quantum field, and they are not postulated from the beginning.
With regards to quantum fields with indefinite scalar product, in our approach they appear as naturally as
fields with positive-definite scalar product. Our scheme is really more general, and it can be seen even with
the example of massive scalar field. Due to this generality, the scheme naturally includes electromagnetic
field as a particular case.
Let us notice also that in our approach there is also an analog of Wigner-Mackey theory. This is the theory of
symplectic representations of Poincare group [IV]. The theory of induced symplectic representations is richer
than the theory of induced unitary representations.
• Approach connected with Stone-von Neumann theorem. In quantum mechanics when a quantum
oscillator is studied the Stone-von Neumann theorem turns out to be useful; it says that canonical commuta-
tion relations for coordinates and momenta uniquely define corresponding irreducible unitary representation.
Of course, people tried to bring this approach to quantum field theory.
But the Stone-von Neumann theorem can not be directly changed for the case of quantization of infinite
dimensional systems (see, for example, [8]). Great researches were made to overcome this difficulty. Despite
of their undoubted importance, I still think that they turned out to be too far from practical applications.
It should be noticed here also that if we do not require positive-definiteness of scalar product in the space
of states, the uniqueness of quantization is lost even in the case of one-dimensional harmonic oscillator.
Therefore, our approach differs from this essentially: we refuse to require positive-definiteness of scalar
product, but instead we introduce the conception of invariant quantization.
Let us mention here the following fact. When the Stone-von Neumann theorem is formulated, it is necessary
to write commutation relations in the form of Weyl relations. But in our approach we use commutation
relations just for unbounded operators. And the construction of quantization rigorously define in what sense
they must be understood.
• Geometric quantization. The method of geometric quantization is that using geometry of the classical
phase space we construct the space of quantum states as a some set of functions on classical phase space (see,
for example, [9]).
From the point of view of the invariant Hamiltonian formalism it is natural to apply this scheme to invariant
phase space Z . But let us notice that substantial difficulties are seen immediately for this approach. First,
it is not simple at all to make this approach mathematically rigorous for systems with infinite number of
degrees of freedom. Second, the connection with Fock construction in this case is given by quite non-evident
formulas. For these reasons this approach turns out to be not very convenient for practical applications.
Third, it is not clear how we can describe by this approach the case of quantization with indefinite scalar
product: even in the case of one-dimensional harmonic oscillator great difficulties arise with definition of
indefinite scalar product.
• Method of path integral. This method became very popular now because it is supposed to be apparently
relativistic-invariant. In fact, people work with path integral as with a symbolic form of writing of some
expressions.
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On the other hand, it is possible to consider path integral as rigorously defined mathematical object (see,
for example, [10]). But such an approach meets so substantial difficulties that we can not talk about any
“apparent” relativistic invariance at all.
2. Quantization. Let us describe now, how having classical field we construct quantum field.
1. Consider the set of (complex) functions that are constant on the whole space Z . Let us denote this set as
C . Consider also the direct sum C ⊕ Z∗
C
. The Poisson bracket turns this sum into a complex Lie algebra.
2. Disengaging now from the algebraic structure of the set C⊕Z∗
C
and considering all its elements as completely
independent let us call this set an alphabet A and its elements letters. Let us make an agreement that an
element of C ⊕ Z∗
C
considered as a letter of the alphabet A will be written additionally with a “hat” on
top or on side, for example: aˆ = â .
3. Furthermore, we can introduce a formal product of elements of the alphabet. Namely, let us suppose that if
we multiply a (finite) set of letters we get a word consisting of these letters (the order of letters is important
here):
aˆ1 · aˆ2 · . . . · aˆk = aˆ1aˆ2 . . . aˆk , aˆ1, aˆ2, . . . , aˆk ∈ A .
Words we will also denote by symbols with the hat, for example: wˆ = ŵ . Let us denote the set of all
possible words by the symbol W ; it is convenient to include in this set the word of zero length that we can
denote as ()̂ . It is natural to accept that the operation of multiplication works on the set of words W also,
and it “joins” words. So, A is a system of free generators, and W is a free semi-group with neutral element
(the role of neutral element is played by the special element ()̂ ).
4. Similarly, let us define the formal sum of (finite) set of words multiplied by arbitrary complex factors. Namely,
let us call a phrase a formal expression like:
λ1wˆ1 + λ2wˆ2 + . . .+ λmwˆm , λ1, λ2, . . . , λm ∈ C , wˆ1, wˆ2, . . . , wˆm ∈ W .
Let us also suppose two phrases to be equivalent, if for every word they have the same sum of factors for this
word. The set of all such equivalence classes we will denote with the symbol P .
On the set of phrases P we can now naturally introduce operations of addition and multiplication by a
scalar. Namely, the sum of phrases is the phrase that arise if we join initial phrases by the symbol “ + ”.
Multiplication of a phrase by a number is defined as multiplication of all factors by this number. So, P gets
natural structure of complex linear space ( P is a free C -module generated by W ).
On the set of phrases P we can also naturally introduce the operation of multiplication of two elements.
Namely, the product of two phrases, each of which contains one word, we define by equality:
(λ1wˆ1) · (λ2wˆ2) = (λ1λ2) (wˆ1wˆ2) , λ1, λ2 ∈ C , wˆ1, wˆ2 ∈ W .
And we spread this definition to arbitrary phrases by the requirement of distributivity:
pˆ1 · (pˆ2 + pˆ3) = pˆ1pˆ2 + pˆ1pˆ3 , (pˆ1 + pˆ2) · pˆ3 = pˆ1pˆ3 + pˆ2pˆ3 , pˆ1, pˆ2, pˆ3 ∈ P .
5. So, the set of phrases P becomes an (associative) algebra ( P is a semi-group algebra of the semi-group W
or a free algebra over semi-group W ).
6. Up to now when we constructed the algebra P the alphabet A was considered as a completely arbitrary
set. Now, using structure of Lie algebra in C ⊕ Z∗
C
and the correspondence between the subspace C and
the field of scalars C we can additionally bring to the algebra P some defining relations. It is performed
by factorization of the algebra P with respect to the appropriate ideal.
Namely, consider all phrases of the following types:
(λa)̂ − λ aˆ ,
(a+ b)̂ − (aˆ+ bˆ) ,
{ a , b }̂ + i (aˆ bˆ− bˆ aˆ) ,
1ˆ− ()̂ .
Here λ ∈ C , a, b ∈ C ⊕Z∗
C
, aˆ, bˆ ∈ A . 1 — is a notation for the function that is equal to 1 on the whole
invariant phase space Z , i. e. 1 ∈ C⊕Z∗
C
; 1ˆ — the element of the alphabet that corresponds to it, 1ˆ ∈ A .
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Let us span now on these phrases the two-sided ideal, i. e. we join to them the phrases that can be made
from the given by using finite number of operations of multiplication by a factor, addition, and multiplication
(from the left and the right) by arbitrary phrases. Factorizing the algebra P with respect to the obtained
ideal we get an algebra that we will call an algebra of operators and will denote as O . The elements of this
algebra are called operators and are denoted as phrases corresponding to them.
The performed factorization leads to the result that in the algebra of operators we have the following defining
relations:
(λa)̂ = λ aˆ ,
(a+ b)̂ = aˆ+ bˆ ,
{ a , b }̂ = − i [ aˆ , bˆ ] ,
1ˆ = ()̂ .
In the third relation we have used the standard notation for commutator of two operators: [ aˆ , bˆ ] = aˆ bˆ− bˆ aˆ .
The fourth relation, in particular, allows us to escape using the cumbersome notation ()̂ , when we talk
about operator and to write always 1ˆ .
7. Let us introduce now the operation of conjugation. This operation will be always denoted by the symbol ∗ ,
without distinction of an object that it is applied to.
Under conjugation of a complex number we will imply the usual complex conjugation.
Elements of the space C ⊕ Z∗
C
are functions on Z . Under conjugation applied to such a function we will
imply a transition to the function with complex-conjugate values. Obviously, in the result we also get an
element of the space C ⊕ Z∗
C
. Furthermore, so far as the Poisson bracket in C ⊕ Z∗
C
is a complexified real
Poisson bracket, we have the equality:
{ a∗ , b∗ } = { a , b }∗ . (2)
The definition of conjugation can be naturally spread to the elements of the alphabet A :
(aˆ)∗ = (a∗)̂ .
To words and to phrases the operation of conjugation is spread by the rules:
(aˆ bˆ)∗ = bˆ∗ aˆ∗ , (λ aˆ)∗ = λ∗ aˆ∗ , (aˆ+ bˆ)∗ = aˆ∗ + bˆ∗ .
Here aˆ and bˆ can be letters, words, and phrases; λ is a complex number.
Obviously, the operation of conjugation is correctly spread from phrases to operators.
8. Consider now the space Z∗
C
. Let us split it into a direct sum of two subspaces:
Z∗C = Cr ⊕De .
Let us require Cr and De , first, to come to each other under conjugation:
Cr∗ = De . (3)
Second, let us require that the Poisson bracket on these subspaces be zero1:
{ a , b } = 0 , a, b ∈ Cr ;
{ a , b } = 0 , a, b ∈ De .
The subspace Cr we will call creating, and De — destructing. In accordance with the construction given
above, for subspaces Cr and De we have some corresponding subspaces in the algebra of operators; let us
denote these subspaces Cr̂ and Dê , correspondingly.
Let us introduce also a notation Ĉ for the subspace of the algebra of operators that corresponds to the
subspace C of the Lie algebra C ⊕ Z∗
C
.
1Taking into account (2) and (3), it is enough to require that it is zero on one of these subspaces.
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9. Let us span now the left ideal on the subspace Dê , i. e. let us join to operators there operators that are
obtained from them by finite number of operations of multiplication by scalar, addition, and multiplication
from the left with arbitrary elements of the algebra O .
Let us factorize now the algebra O with respect to the constructed left ideal. In result we get some linear
space. It is not an algebra, but it is a left module, i. e. there we have a naturally defined action of operators
from the left. Elements of this factor-space are called ket-vectors. Ket-vectors are denoted with the symbols
like |x 〉 , where x is any symbol describing the given vector. The space of ket-vectors is denoted H and
is called the space of states of the quantized field.
10. We can perform the same construction with conjugate objects, i. e. instead of the subspace Dê we can
consider the subspace Cr̂ , span on it the right ideal instead of left, and, factorizing, get the right module
instead of left. The elements of this module are called bra-vectors. And this module we will call, if it does
not make a misunderstanding, also the space of states of the quantized field, and we will denote it also as H .
Bra-vectors are denoted by symbols like 〈x | . The operation of conjugation is naturally spread to ket- and
bra-vectors and defines the one-to-one correspondence between them. It is said that the ket- and bra-vectors,
corresponding to each other, belong to the same state of the quantized field.
11. When we factorize the algebra of operators O and come to the spaces of ket- and bra-vectors, the operator
1ˆ turns into some ket-vector | 0 〉 and bra-vector 〈 0 | , correspondingly. These ket- and bra-vectors describe
the state which is called vacuum.
12. Let us introduce now the so called scalar product of bra- and ket- vectors. For an arbitrary bra-vector 〈x |
and a ket-vector | y 〉 this product is written as 〈x | · | y 〉 , or, for shortness, 〈x | y 〉 . As a result we get a
complex number, i. e. 〈x | y 〉 ∈ C .
Let us require that the operation of scalar product would satisfy the following properties:
〈 0 | 0 〉 = 1 ,(
λ 〈x | ) · | y 〉 = λ · 〈x | y 〉 , ( 〈x1 |+ 〈x2 | ) · | y 〉 = 〈x1 | y 〉+ 〈x2 | y 〉 ,
〈x | · (λ | y 〉 ) = λ · 〈x | y 〉 , 〈x | · ( | y1 〉+ | y2 〉 ) = 〈x | y1 〉+ 〈x | y2 〉 ,( 〈x | oˆ ) · | y 〉 = 〈x | · ( oˆ | y 〉 ) .
In the latter equality oˆ ∈ O ; this property allows to write in such cases simply: 〈x | oˆ | y 〉 .
The given properties for the scalar product are defining, i. e. there is not more than one scalar product
satisfying the given properties.
13. The scalar product is a Hermitian form in H , i. e. always 〈x | y 〉 = (〈 y |x 〉)∗ . If the scalar product turns
out to be positive-definite, it defines in H some topology. If we complete H with respect to this topology,
it turns into a usual Hilbert space. And operators appear to be defined on the corresponding dense linear
subspace in H .
But the scalar product can be not positive-definite at all: it depends on the Poisson bracket in C ⊕ Z∗
C
and
the choice of the subspaces Cr and De . The question about definition of topology in this case for example
of electromagnetic field will be discussed in the section 10.
So, in this section we have described how, if we have the Lie algebra of observables of a classical field C ⊕Z∗
C
, we
construct the algebra O of operators of the quantum field and the space of states H . This construction is called
quantization of a classical field.
3. Graduation of algebra O and of space H . Connection with Fock construction. Consider now in
the algebra of operators the subspaces Ĉ , Cr̂ and Dê . Let us call them subspaces of the grade 0 , +1 and
−1 , correspondingly. Making all possible products of these operators, let us assign to each such product a grade
that is equal to the sum of grades of factors. If two products have the same grade, let us assign the same grade to
their sum. It is easy to see that the algebra of operators, considered as a linear space, can be represented as a sum
of its linear subspaces belonging to different grades:
O = . . .⊕O−2 ⊕O−1 ⊕O0 ⊕O+1 ⊕O+2 ⊕ . . .
And if aˆ ∈ Oi and bˆ ∈ Oj , then aˆ bˆ ∈ Oi+j . Shortly speaking, the algebra O is graded.
— November 20, 2018 — — D. A. Arbatsky “QED. VI. Quantization.” — — 5 —
This graduation is naturally transferred to the space of states H . And negative grades in the space H correspond
to trivial subspaces. In other words, the space of states H is positive-graded:
H = H0 ⊕H1 ⊕H2 ⊕ . . . (4)
If a ket-vector belongs to one of the subspaces Hn , we say that there are n particles in this state.
It is obvious also, that all this construction is possible also for conjugate objects, and decomposition (4) looks
exactly the same for bra-vectors.
It is not out of place to mention here that, according to the introduced definition, the number of particles is always
non-negative, and it does not depend on whether or not the scalar product in H is positive-definite.
It easy to see also that subspaces Hi and Hj are orthogonal with respect to the scalar product. In other words, if
〈 a | ∈ Hi and | b 〉 ∈ Hj and i 6= j , then 〈 a | b 〉 = 0 . Taking it into account, we can write the decomposition (4)
in the form:
H = H0+˙H1+˙H2+˙ . . . (5)
In the case when the scalar product is positive-definite, the decomposition (5) allows to establish connection with
the usual Fock construction [3]. So far as this is quite simple, we will not discuss this connection in more details.
4. Invariant quantization. In the section 2 quantization of a classical field was described in “internal” notions
of the invariant Hamiltonian formalism. But for the choice of the subspaces Cr and De we have not suggested
any concrete prescription: we have just given some necessary conditions for the choice of these subspaces. In
practice it leads to the situation that for one classical field we can get too many quantizations.
Let us suppose now that in the space Z∗
C
there is a linear symplectic representation of some group. Let us define
then invariant quantization by the requirement that subspaces Cr and De are invariant with respect to the
action of this group. In other words, Cr and De are reducing subspaces of this representation.
When we consider relativistic fields, as a main group of invariance we have Poincare group P . A quantization,
invariant with respect to the Poincare group we will call P -invariant, for shortness. In the paper [IV] we have
already seen, how the Poincare group acts in the space Z∗
C
, and how its representations are reduced.
Quantization of relativistic fields we will consider a little later, but now we will consider quantization of the
harmonic oscillator. Its symmetry group is just the one-parameter group of time shifts.
5. Quantization of harmonic oscillator. Consider harmonic oscillator. It is described by the Lagrangian:
L = 12 ϕ˙
2 − m22 ϕ2 . (6)
Here ϕ(x) is a real function of one real argument (time).
The equation of the motion is:
(∂2 +m2)ϕ = 0 .
The invariant phase space Z is a two-dimensional real space. The symplectic structure on it is given by the
formula:
ω = ϕ˙(t) ∧ ϕ(t) .
Here forms ϕ˙ and ϕ are taken in the same arbitrary moment of time t .
So far as the Lagrangian (6) is invariant with respect to time shifts, in the space Z we have the action of the
additive group R . The field representation Z∗
C
in this case, like in the case of relativistic fields, decomposes into
the direct sum of positive- and negative-frequency subrepresentations:
Z∗C = Z
∗ (+)
C
⊕ Z∗ (−)
C
.
As a reducing basis let us take the following two elements:
a = 1√
2m
(mϕ(0) + iϕ˙(0)) , a∗ = 1√
2m
(mϕ(0)− iϕ˙(0)) .
Really, so far as we have decomposition ϕ(t) = 1√
2m
(a e−imt + a∗e+imt) , we get that a ∈ Z∗ (+)
C
, a∗ ∈ Z∗ (−)
C
.
Symplectic structure can be written by the forms a and a∗ in the following way:
ω = i a∗ ∧ a .
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The Poisson bracket of the corresponding linear functions is:
{ a , a∗ } = −i .
So, in accordance with what we have said in the section 4, we have exactly two invariant quantizations: either
Cr = Z
∗ (−)
C
and De = Z
∗ (+)
C
, or Cr = Z
∗ (+)
C
and De = Z
∗ (−)
C
. It is easy to see that the first quantization
leads to positive-definite scalar product. In the case of second quantization scalar product turns out to be indefinite.
And in the decomposition (5) on the subspaces with even number of particles the scalar product is positive-definite,
and on subspaces with odd — negative.
6. Connection of invariant quantizations of field and of field oscillator. A field oscillator, as a finite-
dimensional system, is more convenient for investigation by algebraic means. On the other hand, there is a close
connection between quantization of a field and quantization of its oscillator.
Really, it is easy to see that the choice of R×Lk(0) -invariant creation and destruction subspaces for oscillator and
the choice of P -invariant creation and destruction subspaces for field are connected by the operation of induction.
So, there is one-to-one correspondence between R × Lk(0) -invariant quantizations of oscillator and P -invariant
quantizations of field.
Furthermore, corresponding quantizations of oscillator and field have in the spaces of states scalar products either
positive-definite or indefinite simultaneously. So, we get the convenient criterion of sign-definiteness of scalar
product.
7. Quantization of scalar field. In the paper [IV] we have shown that with respect to the action of Poincare
group the space of linear observables of scalar field Z∗
C
decomposes into the direct sum of the two irreducible
subspaces: Z∗
C
= Z
∗ (+)
C
⊕ Z∗ (−)
C
. So, there are exactly two possibilities: either we accept Cr = Z
∗ (−)
C
and
De = Z
∗ (+)
C
, or we accept Cr = Z
∗ (+)
C
and De = Z
∗ (−)
C
. According to the formulas for Poisson brackets of
corresponding functions, obtained in the paper [IV], both decompositions satisfy all requirements of the section 2.
So, the scalar field allows exactly two P -invariant quantizations. The field oscillator in this case is just the usual
one-dimensional real oscillator. Using results of the section 5 and the criterion from the section 6 we get that
for the first quantization the scalar product in the space H turns out to be positive-definite, and for the second
quantization - indefinite.
The first quantization is, in fact, conventional. Nevertheless, it should not be thought that quantization with
indefinite metric is senseless, because it leads to “negative probabilities”. In principle, we can not reject a usefulness
of such a theory where scattering states of the field constitute a subspace where the scalar product is positive-
definite.
8. Quantization of electromagnetic field. Consider now quantization of electromagnetic field. Under elec-
tromagnetic field we will imply here “non-physical” electromagnetic field [I].
As we have explained in the paper [IV], with respect to the action of the Poincare group P the space Z∗
C
in
this case, like in the case of the scalar field, decomposes into the direct sum of the two indecomposable subspaces.
Therefore, like in the case of the scalar field, we have exactly two possibilities: either Cr = Z
∗ (−)
C
and De =
Z
∗ (+)
C
, or Cr = Z
∗ (+)
C
and De = Z
∗ (−)
C
.
Using the criterion from the section 6, we easily see that both quantizations lead to indefinite metric. Later on we
will consider only the first of the two quantizations, because this quantization has useful physical interpretation.
The indefiniteness of the scalar product leads, of course, to difficulties with probability interpretation.
In the paper [I] we have pointed out that scattering states of the classical electromagnetic field satisfy additional
condition — the Lorentz condition. It is natural to suppose that in the quantum theory there is some analog of
this condition. It is important to emphasize, that this condition must appear in the quantum theory not as a new
postulate: it must be derivable from the dynamical laws, like we have done it for the classical field. Unfortunately,
we do not have a satisfactory theory of interacting fields yet. Because of this reason, we will not give here any
derivation2. The desired condition is:
− i kµ aˆ(+)µ (k) | rad 〉 = 0 . (7)
2A formal derivation, of course, was present even in [11]. On the other hand, it is possible to appeal to Feynman rules, but this
rules need grounding from the point of view of this paper.
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So, a vector of state of radiated field satisfies this equality for any k .
The given condition looks the same like one of versions of this condition in the classical theory. Nevertheless, it
should be noticed that it can not be written as − i kµ aˆ(−)µ (k) | rad 〉 = 0 or as − i kµ aˆµ(k) | rad 〉 = 0 , because
even the vacuum does not satisfy these conditions3.
Now we will show that the condition (7) leads to positivity of scalar product.
9. Positivity of scalar product of electromagnetic field. 4 Consider the field oscillator of electromagnetic
field. Let us write here, for shortness, aµ instead of aˆµ(+1) and a
∗
µ instead of aˆµ(−1) . These operators satisfy
relations:
[ a∗µ , aν ] = gµν , [ a
∗
µ , a
∗
ν ] = 0, [ aµ , aν ] = 0 .
For the quantization under consideration we also have:
aµ | 0 〉 = 0 .
The additional condition takes the form:
k(0)µ aµ | rad 〉 = 0 , (8)
here k
(0)
µ is a fixed vector on the light cone. The subspace of the vectors of states satisfying this condition we will
denote Hrad .
So far as the operator k
(0)
µ aµ has a definite grade (its grade is equal to −1 ), the graduation of the space of states
H is transferred to the space Hrad :
Hrad = Hrad0 +˙Hrad1 +˙Hrad2 +˙ . . . (9)
In other words, the subspace, defined by the additional condition (8), also decomposes into the orthogonal sum of
states with definite number of particles.
So far as the sum (9) is orthogonal, it is enough to prove the non-negativity of the scalar product for each of the
subspaces Hradn .
An arbitrary state vector |n 〉 from the subspace Hradn can be represented in the form:
|n 〉 = Tµν...ρ a∗µ a∗ν . . . a∗ρ | 0 〉 ,
here Tµν...ρ is an n -valent tensor. This tensor can be supposed to be symmetrical, without loss of generality.
The condition (8) for the vector |n 〉 turns out to be an additional condition for the tensor Tµν...ρ :
k(0)µ Tµν...ρ = 0 . (10)
3In coordinate representation the condition − i kµ aˆµ(k) | rad 〉 = 0 looks as ∂µAˆµ(x) | rad 〉 = 0 . In literature even up to now
there is no unity of opinions on whether or not it is possible to formulate the additional condition in this way. In this way, on the
grounding of analogy with the classical field, it was formulated even by Fermi. It was pointed out in the papers [12, 13] that such an
additional condition leads to difficulties with normalizability of states in the quantum case. In the paper [14] it was substituted with
∂µ Aˆ
(+)
µ (x) | rad 〉 = 0 . Later in literature some authors used condition ∂µ Aˆµ(x) | rad 〉 = 0 [15, 16, 17]. Other [18] pointed that such
a condition can not be applied, because there appears some contradiction with commutation relations. The other authors [19] claimed
that such a condition can be used, but special care is needed, because allowed vectors of states turn out to be not-normalizable. These
differences of opinion have quite deep reasons:
1. No exact meaning was put into the term “quantization”. In fact, quantized electromagnetic field was studied by formal manipu-
lations with algebraic symbols, but it was not given any constructive definition of this object. In such a situation the additional
condition in any form is not free from criticism.
2. There is no satisfactory formulation of the theory of interacting fields (even in the frame of perturbation theory). And the
Feynman rules do not have any clear connection with the operatoral formalism, and operatoral formalism turns out to be
separated from practical calculations (from scattering theory, first of all).
With regards to the first remark, I believe, the relation ∂µ Aˆµ(x) | rad 〉 = 0 does not contradict directly to the commutation
relations. It is possible to say only that the construction of quantization presented in this paper is badly co-ordinated with such a
condition.
The second remark is, of course, more important. When we considered the dynamics of the classical field, it was pointed out that the
additional condition for scattering states automatically follows from dynamics, and it is not an arbitrary postulate. We have also clearly
shown the role of the “non-physical” degrees of freedom. And though in this paper we still do not formulate a theory of quantum
interacting fields, nevertheless, arguments based on analogy with the classical theory give us reasons to think that construction of
theory with condition ∂µAµ(x) | rad 〉 = 0 is not a realistic task.
4The contents of this section does not have any deep connection neither with constructivity of quantization, nor with algebraic, nor
with topological questions discussed in the present papers. The only reason why we discuss here this old (and very simple) question is
that in all sources that I know an erroneous proof is given (for some reason people think that positivity of a quadratic form on vectors
of some basis necessarily leads to positivity of the form in general).
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The scalar product for the vector |n 〉 multiplied by itself is:
〈n |n 〉 = (−1)n n! · T ∗µν...ρ Tµν...ρ . (11)
The value (−1)n n! · T ∗µν...ρ Tµν...ρ is a sum of positive numbers, some of them are included in the sum with the
sign “plus”, and some of them with the sign “minus”. This sign is defined by the relativistic summation rule by
repeated indexes and by the factor (−1)n . Let us show that this sum is non-negative under condition (10).
So far as the construction of the space of states is invariant with respect to the choice of the vector k
(0)
µ , this
vector can be supposed to be equal:
k(0)µ =
(
k0 0 0 k0
)
µ
. (12)
Consider now in the sum (11) all addends of the type (−1)n n! · T ∗0ν...ρ T0ν...ρ . Because of (10) and (12), they are
completely neutralized by the addends of the type (−1)n n! · T ∗3ν...ρ T3ν...ρ .
Among remaining addends let us consider addends of the type (−1)n n! · T ∗µ0...ρ Tµ0...ρ . They are completely
neutralized with the remaining addends of the type (−1)n n! · T ∗µ3...ρ Tµ3...ρ .
Et cetera. Finally, in the sum (11) there remain only addends that have indexes 1 or 2 . All these addends are
included in the sum (11) with the sign “plus”.
10. Topology and completeness of invariant phase space of electromagnetic field. When we studied
the invariant Hamiltonian formalism, at the beginning we included into the invariant phase space Z only solutions
of the equations of the motion that are smooth in coordinate representation and finite in space direction. But the
question about what topology should be really introduced in the space Z we have not discussed at all. In fact, we
have not given even an exact definition of the space Z∗ ; we have not clarified, how exactly the functional spaces
Z and Z∗ turn out to be isomorphic; an exact definition of the Poisson brackets on Z∗ was not given also. In
this section we will show, that in the space Z we can introduce such a topology (and to complete it with respect
to this topology), that it becomes very similar to the Hilbert space. And all necessary for invariant Hamiltonian
formalism properties of this topology will be satisfied.
A symplectic structure itself does not define a topology. But between elements of the classical phase space Z and
one-particle states of a quantized field there exist one-to-one correspondence:
c ←→ (I−1c)̂ | 0 〉 . (13)
Consider now the scalar field as an example. Among its invariant quantizations there is a quantization with
positive-definite scalar product. The correspondence (13), firstly, introduces a complex structure in the space Z ,
and secondly, transfers there the scalar product from the one-particle quantum space H1 . So, Z has natural
structure of complex Hilbert space5.
The symplectic structure turns out to be continuous with respect to the pair of its arguments with respect to
the obtained topology; the symplectic structure defines the isomorphism of the spaces Z and Z∗ ; the Poisson
brackets are correctly defined on the whole Z∗ .
Let us represent now the scalar field in the Fourier representation in the form:
ϕ˜(k) = 2pi δ(k2 −m2) · a(k) .
The correspondence (13) can be written more manifestly as:
c ←→
∫
dµ+m · i a(k) c · aˆ∗(k) | 0 〉 , here dµ+m =
d4k
(2pi)4
· 2pi δ(k2 −m2) · θ(k) .
And the scalar product in the space Z takes the form:
〈 c , d 〉 =
∫
dµ+m · a∗(k) c · a(k) d . (14)
5The obtained topology is the most natural for quantization. Bohr and Rosenfeld [20] noticed that for consideration of the quantized
electromagnetic field it is necessary to perform an averaging of the field in a small space-time volume: the symbol Aˆµ(x) itself is not
a physical value. Our consideration shows that this statement is in the same way true for the classical field also, if its phase space is
provided with the “proper” topology.
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The one-to-one transference of this scheme to the case of electromagnetic field appears to be impossible, because, as
we have seen, among P -invariant quantizations of electromagnetic field there are no quantizations with positive-
definite scalar product.
But here is another opportunity. Let us represent electromagnetic field in the Fourier representation as
A˜µ(k) = 2pi δ(k
2) · aµ(k) .
By analogy with the formula (14) let us introduce in the classical phase space Z of electromagnetic field a scalar
product by the formula:
〈 c , d 〉 =
∫
dµ+m ·Mνρ · a∗ν(k) c · aρ(k) d . (15)
Here Mνρ is an arbitrary positive-definite Hermitian matrix. In the capacity of such a matrix we can take, for
example, Mνρ = diag (+1,+1,+1,+1)νρ .
The scalar product (15) is positive-definite. Therefore it defines some topology in the space Z . The important is
the fact that this topology does not depend on the concrete choice of matrix Mνρ .
From this it follows that the introduced topology is relativistic-invariant.
With respect to the introduced topology the symplectic structure turns out to be continuous with respect to the
pair of its arguments; the symplectic structure defines an isomorphism of the spaces Z and Z∗ ; the Poisson
brackets turn out to be correctly defined on the whole Z∗ .
So, the invariant phase space of electromagnetic field has natural structure of linear complex topological space, and
the topology there is defined by a set of equivalent (in the sense of topology) scalar products. Such spaces we will
call spaces of Hilbert type.
11. Tensor product of spaces of Hilbert type. Now we will show that tensor product of spaces of Hilbert
type is a space of Hilbert type.
Consider two such spaces X and Y . Their tensor product (more exactly, algebraic tensor product) is defined as
follows.
Consider all formal products of the type x ⋄ y , where x ∈ X and y ∈ Y . We will call such products pairs. Let
us suppose that pairs can be formally multiplied by complex numbers forming expressions of the type: λ · x ⋄ y .
And consider all formal sums of the type:
λ1 · x1 ⋄ y1 + λ2 · x2 ⋄ y2 + . . .+ λn · xn ⋄ yn .
Let us consider two such sums to be equivalent, if they have the same sums of factors for each pair. So, we come
to the complex vector space that we denote as X ⋄Y (this is a free C -module generated by the Cartesian product
X × Y ).
In the constructed space consider elements of the type:
1 · (λx) ⋄ y − λ · x ⋄ y ,
1 · x ⋄ (λy)− λ · x ⋄ y ,
1 · (x1 + x2) ⋄ y − 1 · x1 ⋄ y − 1 · x2 ⋄ y ,
1 · x ⋄ (y1 + y2)− 1 · x ⋄ y1 − 1 · x ⋄ y2 .
The linear shell of these elements we denote as X ◦ Y .
Factorizing X ⋄ Y with respect to X ◦ Y we come to the tensor product:
X ⊗ Y = (X ⋄ Y )/(X ◦ Y ) .
For shortness, let us introduce the notation x⊗ y . Namely, let us suppose that under the defined factorization an
element 1 · x ⋄ y of the space X ⋄ Y transfers into the element x⊗ y of the space X ⊗ Y .
If X and Y are usual Hilbert spaces, then, as it is known, their tensor product X ⊗ Y has natural structure of
Hilbert space. The scalar product in X ⊗ Y in this case at the beginning is defined for pairs by the formula:
〈x1 ⊗ y1 , x2 ⊗ y2 〉X⊗Y = 〈x1 , x2 〉X · 〈 y1 , y2 〉Y , (16)
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and for other elements it is spread by the requirement of linearity with respect to the second argument and anti-
linearity with respect to the first. Performing completion of X ⊗ Y with respect to the given scalar product we
come to Hilbert space.
In the case of spaces of Hilbert type each of the spaces X and Y has many equivalent scalar products. The
space X ⊗ Y , in accordance with the given scheme, gets many scalar products. Let us show that all these scalar
products are equivalent.
So, suppose that in one of the two spaces, for example in X , we change the scalar product 〈 · , · 〉X to equivalent
scalar product ( · , · )X . And the scalar product 〈 · , · 〉X⊗Y in the space X ⊗ Y changes to ( · , · )X⊗Y .
Consider some element of the space X ⊗ Y :
z = x1 ⊗ y1 + x2 ⊗ y2 + . . .+ xn ⊗ yn .
It is easy to see that this element can be represented in such a form that in this sum all y1, y2, . . . , yn are orthogonal
to each other with respect to the scalar product in Y . Then the scalar products of this element with itself take
especially simple form:
〈 z , z 〉X⊗Y = 〈x1 , x1 〉X · 〈 y1 , y1 〉Y + 〈x2 , x2 〉X · 〈 y2 , y2 〉Y + . . .+ 〈xn , xn 〉X · 〈 yn , yn 〉Y , (17)
( z , z )X⊗Y = (x1 , x1 )X · 〈 y1 , y1 〉Y + (x2 , x2 )X · 〈 y2 , y2 〉Y + . . .+ (xn , xn )X · 〈 yn , yn 〉Y . (18)
A convenient necessary and sufficient criterion of equivalence of scalar products 〈 · , · 〉X⊗Y and ( · , · )X⊗Y is the
following: there exists such ε ∈ R , ε > 0 , that for any z ∈ X ⊗ Y we have the following conditions:
ε · ( z , z )X⊗Y < 〈 z , z 〉X⊗Y , ε · 〈 z , z 〉X⊗Y < ( z , z )X⊗Y .
But if such ε exists for the scalar products 〈 · , · 〉X and ( · , · )X , then in accordance with formulas (17) and
(18), it is appropriate also for the scalar products 〈 · , · 〉X⊗Y and ( · , · )X⊗Y .
So, all scalar products in X ⊗ Y are equivalent. Performing completion of X ⊗ Y with respect to the topology
defined by these scalar products we come to the space of Hilbert type.
12. Topology of space of states of quantized electromagnetic field. As we have seen, the space of states of
quantized electromagnetic field H decomposes into orthogonal sum of subspaces with definite number of particles:
H = H0+˙H1+˙H2+˙ . . . (19)
The space H0 is one-dimensional. So, the question about its topology does not arise.
The subspace H1 , as it was shown in the section 10, can be in fact identified with the phase space of the classical
field Z . It is the space of Hilbert type. So, the question about its topology is also solved.
Consider now the tensor product of the space Z with itself: Z ⊗ Z . There we have naturally defined action of
the group of transpositions of two elements. The simplest elements are transformed under action of this group as
a⊗ b→ b⊗ a , and to other elements this action is spread by linearity.
Let us choose among the scalar products in the space Z ⊗ Z only those invariant with respect to the action of
the group under consideration. In practice it is convenient just to restrict ourself with the products for which in
the right part of the formula (16) we have product of the same scalar products.
Then the group of transpositions acts unitarily6 in Z ⊗ Z . And Z ⊗ Z decomposes into the orthogonal sum of
two invariant subspaces: symmetric and anti-symmetric.
Each of these two subspaces inherits topology from Z ⊗ Z .
It is easy to see that the two-particle quantum space H2 can be naturally identified with the symmetric subspace
in Z ⊗ Z and therefore it gets corresponding topology.
Et cetera. n -particle subspace Hn is identified with fully symmetric subspace of n -th tensor power of Z . And
inherits topology from there.
6Under unitary transformation of a space of Hilbert type we imply an automorphism of this space, i. e. one-to-one transformation
on itself preserving linear structure and each of scalar products.
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So, each of the subspaces in the orthogonal sum (19) is a space of Hilbert type. From practical point of view it is
very convenient, because for practical applications it is much easier to define the described spaces using bases (and
not as factor-spaces of free modules).
Consider now the space H as a whole. Using topologies introduced in its subspaces we can introduce different
topologies in the whole space. For example, convergence of a directed set to zero can be understood as independent
convergence to zero of all projections of this set. Such a topology seems to be the most natural in this case.
On the other hand, this requirement can be strengthened if we require additionally, for example, that starting from
some moment only finite number of projections of the directed set differ from zero.
So, there are many natural topologies in H . And the space H is not a space of Hilbert type.
In this connection I want to pay attention to the following. In the paper of Gupta [14] it was suggested to quantize
electromagnetic field in usual Hilbert space with positive-definite metric. In fact, it is possible to do so considering
quantizations invariant with respect to a more narrow group than the Poincare group (namely, with respect to
the subgroup of the Poincare group that leaves the direction of the time axis unchanged). The subspaces with
fixed number of particles turn out to be the same, in fact, that we constructed above. But the whole space H
acquires such a topology that is not relativistic-invariant. And it turns out that some states of the field belong
to the Hilbert space in one frame of reference and do not belong in other. So, the old Gupta formalism is not
relativistic-invariant, even implicitly.
In his later papers Gupta tried to refuse from forced introduction of a sign-definite metric. But his last paper
on this topic [22] clearly showed that he still had no apparently relativistic-invariant construction of quantized
electromagnetic field (to say nothing of the problems with functional analysis).
13. About origin of anti-unitary transformations. In accordance with the introduced procedure of quan-
tization, linear transformations of observables of a classical field that preserve Poisson brackets and the subspaces
Cr and De generate unitary transformations of states of the quantized field. But it is known that in quantum
theory an important role is played also by anti-unitary symmetry transformations. Consider their origin on the
example of the operation of time reversal — T .
Suppose that the Lagrangian of a classical field is T -invariant (as examples we can use scalar and electromagnetic
fields). Then the action turns out to be T -invariant also. Therefore, field functions satisfying the stationary
action principle under the operation of time reversal transfer into functions that also satisfy the stationary action
principle.
So, from the point of view of invariant Hamiltonian formalism, the operation of time reversal is a one-to-one
transformation of the phase space Z on itself. And how does the symplectic structure change? It is obvious
from the variational definition of symplectic structure that it changes sign. It seems to be natural to call such
transformations, that change sign of symplectic structure, anti-symplectic.
Consider now conjugate action of the operation of time reversal on elements of the conjugate space Z∗
C
:
a
T−→ aT , a, aT ∈ Z∗C .
The Poisson bracket changes sign under such a transformation:
{ aT , bT } = −{ a , b } .
So, the operation of time reversal generates the automorphism of the Lie algebra C ⊕ Z∗
C
.
In accordance with the procedure of quantization described in this paper, it is natural to wish to construct corre-
sponding automorphism of the algebra of operators O for the quantized field. But it is impossible to do it. The
reason is that for construction of the algebra of operators we used not only the structure of the Lie algebra of the
set C ⊕ Z∗
C
but also the special correspondence between the subspace C and the set of scalars C (the relation
1ˆ = ()̂ ). It means that for bringing of the operation of time reversal to the quantum case we need some additional
conventions, besides operation of quantization that we have already introduced.
Let us agree that words (i. e. elements of the semi-group W ) under time reversal are transformed in accordance
with the following formula:
aˆ bˆ . . . cˆ
T−→ cˆT . . . bˆT aˆT , aˆ, bˆ, . . . , cˆ, aˆT , bˆT , . . . , cˆT ∈ A ,
i. e. every letter is substituted by the corresponding, and after that letters are written in the reverse order. It is
obvious that time reversal acts on a product of two words in the following way:
pˆ qˆ
T−→ qˆT pˆT , pˆ, qˆ, pˆT , qˆT ∈ W .
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A one-to-one transformation of a semi-group on itself that satisfies such a property can be called an anti-automor-
phism.
The constructed anti-automorphism of the semi-group of words W by linearity spreads to anti-automorphism of
the algebra of phrases P . Furthermore, it is easy to check that this anti-automorphism of the algebra of phrases
generates an anti-automorphism of the algebra of operators O .
Suppose now that under time reversal creation subspace Cr and destruction De transfer to one another. This
condition is usually satisfied because these subspaces are negative- and positive-frequency, correspondingly. The
left ideal spanned on Dê under time reversal transfers into the right ideal spanned on Cr̂ . The constructed by
factorization left module transfers into the corresponding right module.
So, the operation of time reversal defines the one-to-one linear correspondence of ket- and bra-vectors7.
As it can be easily seen, the scalar product is preserved under time reversal:
〈x | y 〉 = 〈 yT |xT 〉 . (20)
So far as there is a one-to-one anti-linear correspondence between ket- and bra-vectors, we could make all our
discussion inside one space, for example, the space of ket-vectors. Then the operation of time reversal could
be considered as one-to-one anti-linear transformation of this space. The relation (20) shows that under this
transformation the scalar product changes to complex-conjugate. A transformation satisfying such properties is
called anti-unitary.
At the end I want to thank V. M. Shabaev, L. D. Faddeev, V. A. Franke, V. D. Lyakhovsky, L. V. Prokhorov,
V. V. Vereschagin and Yu. M. Pis’mak for fruitful discussions.
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Î êâàíòîâàíèè ýëåêòðîìàãíèòíîãî ïîëÿ.
VI. Êâàíòîâàíèå.
Ä. À. Àðáàòñêèé
∗
20 íîÿáðÿ 2018 ã.
Àííîòàöèÿ
Îïèñàíà îáùàÿ ìåòîäèêà êâàíòîâàíèÿ ëèíåéíûõ ïîëåé. Ââåäåíà êîíöåïöèÿ êâàíòîâàíèÿ, èíâàðèàíòíîãî
ïî îòíîøåíèþ ê äåéñòâèþ íåêîòîðîé ãðóïïû. ßâíî ðåëÿòèâèñòñêè-èíâàðèàíòíî ñòðîèòñÿ ïðîñòðàíñòâî
êâàíòîâûõ ñîñòîÿíèé äëÿ ðåëÿòèâèñòñêèõ ïîëåé. Óñòàíàâëèâàåòñÿ ñâÿçü ñ êâàíòîâàíèåì ïîëåâîãî îñöèëëÿòîðà.
Îáîñíîâûâàåòñÿ íåîáõîäèìîñòü èñïîëüçîâàíèÿ èíäåèíèòíîãî ñêàëÿðíîãî ïðîèçâåäåíèÿ äëÿ ýëåêòðîìàãíèòíîãî
ïîëÿ. Îáñóæäàåòñÿ äîïîëíèòåëüíîå óñëîâèå íà

èçè÷åñêè äîïóñòèìûå ñîñòîÿíèÿ ýëåêòðîìàãíèòíîãî
ïîëÿ. Îáñóæäàþòñÿ ñâîéñòâà ïðîñòðàíñòâà ñîñòîÿíèé ýëåêòðîìàãíèòíîãî ïîëÿ ñ òî÷êè çðåíèÿ óíêöèîíàëüíîãî
àíàëèçà. àññìîòðåí âîïðîñ î ïðîèñõîæäåíèè àíòèóíèòàðíûõ ïðåîáðàçîâàíèé â êâàíòîâîé òåîðèè ïîëÿ.
1. Äðóãèå ïîäõîäû ê êâàíòîâàíèþ. Ïðåæäå ÷åì ïðèñòóïàòü ê îïèñàíèþ êîíñòðóêöèè êâàíòîâàííîãî
ïîëÿ, äàäèì êðàòêîå ñðàâíåíèå íàøåé êîíñòðóêöèè ñ äðóãèìè èçâåñòíûìè ïîäõîäàìè ê îïèñàíèþ êâàíòîâûõ
ïîëåé.
• Ìåòîä îðìàëüíûõ ìàíèïóëÿöèé. Ýòîò ìåòîä ïðèìåíÿëñÿ óæå â ñàìûõ ðàííèõ ðàáîòàõ ïî êâàíòîâîé
òåîðèè ïîëÿ. Åãî ñóòü ñîñòîèò â òîì, ÷òîáû âû÷èñëÿòü ñêîáêè Ïóàññîíà êëàññè÷åñêèõ âåëè÷èí è ñ÷èòàòü,
÷òî äëÿ ñîîòâåòñòâóþùèõ êâàíòîâûõ âåëè÷èí êîììóòàòîðû âû÷èñëÿþòñÿ ïî îðìóëå:
[ aˆ , bˆ ] = i { a , b }̂ . (1)
Ïðèâåä¼ííàÿ îðìóëà, êîíå÷íî, íå ìîæåò âûïîëíÿòüñÿ äëÿ âñåõ âåëè÷èí. Òåì íå ìåíåå, åñëè å¼ ïðèìåíÿòü
äîñòàòî÷íî îñòîðîæíî, òî ìîæíî âûÿñíèòü ìíîãèå ñâîéñòâà êâàíòîâàííûõ ïîëåé, ïðè ýòîì âîîáùå íå
óòî÷íÿÿ, ÷òî îíè èç ñåáÿ ïðåäñòàâëÿþò. Ýòîò ïóòü, â äåéñòâèòåëüíîñòè, îêàçàëñÿ ñàìûì ïðîäóêòèâíûì
ñ òî÷êè çðåíèÿ ïðàêòè÷åñêèõ ïðèëîæåíèé.
×òî êàñàåòñÿ òîãî, êàê âû÷èñëÿëèñü ñêîáêè Ïóàññîíà, òî äåëàëîñü ýòî òàêèì îáðàçîì, ÷òî óñìîòðåòü
ðåëÿòèâèñòñêóþ èíâàðèàíòíîñòü äàæå â êëàññè÷åñêîé òåîðèè áûëî î÷åíü òðóäíî. Âïîñëåäñòâèè, ïðàâäà,
Ïàéåðëñ [1℄ ïðåäëîæèë àëüòåðíàòèâíûé ñïîñîá óñòàíîâëåíèÿ êîììóòàöèîííûõ ñîîòíîøåíèé, êîòîðûé
áûë ÿâíî ðåëÿòèâèñòñêè-èíâàðèàíòíûì. Ñîîòâåòñòâóþùàÿ êëàññè÷åñêàÿ ñêîáêà, èãóðèðóþùàÿ â âûðàæåíèè
(1), áûëà äàæå íàçâàíà

ñêîáêîé Ïàéåðëñà. Äîâîëüíî ñëîæíîå

èçè÷åñêîå îáîñíîâàíèå ñîîòíîøåíèé
(1), èñïîëüçóåìûõ ïðè êâàíòîâàíèè ïî ìåòîäó Ïàéåðëñà, èìååòñÿ â [2℄.
Îïèñàííûé ïîäõîä íàì íàèáîëåå áëèçîê.
Îòíîñèòåëüíî êëàññè÷åñêîãî îïèñàíèÿ ðåëÿòèâèñòñêèõ ïîëåé ìîæíî ñêàçàòü, ÷òî èíâàðèàíòíûé ãàìèëüòîíîâ
îðìàëèçì ïîçâîëÿåò îïðåäåëèòü ñêîáêó Ïóàññîíà ïîëíîñòüþ ðåëÿòèâèñòñêè èíâàðèàíòíî. Ïðè òàêîì
ïîäõîäå ïîíÿòèå ñêîáêè Ïóàññîíà âèäîèçìåíÿåòñÿ òàêèì îáðàçîì, ÷òî ñêîáêà Ïàéåðëñà îêàçûâàåòñÿ
å¼ î÷åíü ÷àñòíûì ñëó÷àåì. Ìåòîäèêà ïðàêòè÷åñêîãî âû÷èñëåíèÿ ñêîáîê Ïóàññîíà â èíâàðèàíòíîì
ãàìèëüòîíîâîì îðìàëèçìå áûëà íàìè îïèñàíà â ñòàòüå [I℄.
×òî êàñàåòñÿ êâàíòîâàíèÿ ïîëåé, òî â äàííîé ñòàòüå îíî áóäåò ïðîèçâåäåíî êîíñòðóêòèâíî: íà îñíîâå
ðàçâèòîãî â [I℄ èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà, èñïîëüçóÿ îáû÷íûå àëãåáðàè÷åñêèå ìåòîäû,
ìû ïîñòðîèì â ýòîé ñòàòüå êâàíòîâàííûå ïîëÿ ÿâíî.
• Ìåòîä ÿùèêà. Ýòîò ìåòîä òàêæå áûë ïîïóëÿðåí â òåîðèè ïîëÿ ñî âðåì¼í å¼ çàðîæäåíèÿ. Îí ñîñòîèò
â òîì, ÷òîáû ðàññìàòðèâàòü ïîëå íå â áåñêîíå÷íîì ïðîñòðàíñòâå, à â áîëüøîì ÿùèêå ñ ïåðèîäè÷åñêèìè
∗
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ãðàíè÷íûìè óñëîâèÿìè. Ïðè ýòîì îïèñàíèå ïîëÿ ñòàíîâèòñÿ ïîäîáíî îïèñàíèþ áåñêîíå÷íîãî êîëè÷åñòâà
îñöèëëÿòîðîâ.
Ââåäåíèå ÿùèêà ïðèíöèïèàëüíî ðàçðóøàåò ðåëÿòèâèñòñêóþ èíâàðèàíòíîñòü, è óæå ýòîé ïðè÷èíû äîñòàòî÷íî,
÷òîáû íå ðàññìàòðèâàòü ýòîò ìåòîä çäåñü â ïîäðîáíîñòÿõ.
Îäíàêî, â ðåçóëüòàòå ïðèìåíåíèÿ ýòîãî ìåòîäà âîçíèêëî ïîëåçíîå ïîíÿòèå ïîëåâîãî îñöèëëÿòîðà. Â
ýòîì ïëàíå ñëåäóåò çàìåòèòü, ÷òî â íàøåì ìåòîäå èìååòñÿ àíàëîãè÷íîå ïîíÿòèå (ââåä¼ííîå â ñòàòüå [IV℄).
Ó íàñ îíî ââîäèòñÿ íåñêîëüêî áîëåå àáñòðàêòíî, ñ ïîìîùüþ ïîíÿòèÿ èíäóöèðîâàííîãî ñèìïëåêòè÷åñêîãî
ïðåäñòàâëåíèÿ. Òîëüêî òàêèì ïóò¼ì âîçìîæíî óñòàíîâèòü ïðàâèëüíóþ òåîðåòèêî-ãðóïïîâóþ ïðèðîäó
ïîëåâîãî îñöèëëÿòîðà è ñâÿçàòü èíâàðèàíòíûå êâàíòîâàíèÿ ïîëÿ ñ èíâàðèàíòíûìè êâàíòîâàíèÿìè
îñöèëëÿòîðà.
• Êîíñòðóêöèÿ Ôîêà è òåîðèÿ Âèãíåðà-Ìàêêè. Â ðàáîòå [3℄ Ôîê óêàçàë, ÷òî ïðîñòðàíñòâî ñîñòîÿíèé
êâàíòîâàííîãî ïîëÿ óñòðîåíî êàê ñèììåòðèçîâàííàÿ òåíçîðíàÿ ýêñïîíåíòà îäíî÷àñòè÷íîãî ïîäïðîñòðàíñòâà.
Âïîñëåäñòâèè Âèãíåðîì è Ìàêêè áûë ðàçðàáîòàí ìåòîä ïîèñêà âñåâîçìîæíûõ îäíî÷àñòè÷íûõ ïîäïðîñòðàíñòâ,
îñíîâàííûé íà òåîðèè èíäóöèðîâàííûõ óíèòàðíûõ ïðåäñòàâëåíèé ãðóïïû Ïóàíêàðå (ñì., íàïðèìåð,
îáçîð [5℄). Âåñüìà ïîäðîáíîå ñîâðåìåííîå èçëîæåíèå ýòîãî ïîäõîäà èìååòñÿ â êíèãå [7℄.
Íåäîñòàòêè ýòîãî ïîäõîäà ñîñòîÿò â ñëåäóþùåì. Âî-ïåðâûõ, îïåðàòîðû ðîæäåíèÿ è óíè÷òîæåíèÿ êâàíòîâ
ñ ñàìîãî íà÷àëà ââîäÿòñÿ ñ ïîìîùüþ äîâîëüíî ñëîæíûõ îðìóë. Âî-âòîðûõ, äàæå êîãäà ââåäåíû òàêèå
îïåðàòîðû, òðåáóþòñÿ âåñüìà çàïóòàííûå ðàññóæäåíèÿ, ÷òîáû ïîñòðîèòü èç íèõ ëîêàëüíûå îïåðàòîðû
ïîëÿ. Â-òðåòüèõ, ïðè òàêîì ïîäõîäå âîîáùå âûïàäàþò èç ðàññìîòðåíèÿ ïîëÿ ñ èíäåèíèòíûì ñêàëÿðíûì
ïðîèçâåäåíèåì.
Â íàøåì ïîäõîäå èñõîäíûì îáúåêòîì âûñòóïàåò íå îäíî÷àñòè÷íîå êâàíòîâîå ïîäïðîñòðàíñòâî, à êëàññè÷åñêîå
ïîëå, îïèñàííîå íà ÿçûêå èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà. Ïðè ýòîì âòîðîé íåäîñòàòîê àâòîìàòè÷åñêè
èñ÷åçàåò, ò. ê. ïîÿâëåíèå ïîëåâûõ îïåðàòîðîâ ó íàñ ïðîèñõîäèò ñðàçó æå ïðè êâàíòîâàíèè.
Îïåðàòîðû ðîæäåíèÿ è óíè÷òîæåíèÿ êâàíòîâ ó íàñ òàêæå ìîãóò áûòü ââåäåíû. Ïðè ýòîì îðìóëû
äëÿ íèõ âûòåêàþò èç ñàìîé àëãåáðàè÷åñêîé êîíñòðóêöèè êâàíòîâàííîãî ïîëÿ, à íå ïîñòóëèðóþòñÿ
èçíà÷àëüíî.
×òî êàñàåòñÿ êâàíòîâàííûõ ïîëåé ñ èíäåèíèòíûì ñêàëÿðíûì ïðîèçâåäåíèåì, òî îíè ó íàñ âîçíèêàþò
ñòîëü æå åñòåñòâåííî, êàê è ïîëÿ ñ ïîëîæèòåëüíî-îïðåäåë¼ííûì ñêàëÿðíûì ïðîèçâåäåíèåì. Íàøà
ñõåìà äåéñòâèòåëüíî ÿâëÿåòñÿ áîëåå îáùåé, êàê â ýòîì ìîæíî óáåäèòüñÿ óæå íà ïðèìåðå ìàññèâíîãî
ñêàëÿðíîãî ïîëÿ. Áëàãîäàðÿ ýòîé îáùíîñòè, ñõåìà ñîâåðøåííî åñòåñòâåííî âêëþ÷àåò â ñåáÿ ýëåêòðîìàãíèòíîå
ïîëå êàê ÷àñòíûé ñëó÷àé.
Îòìåòèì òàêæå, ÷òî â íàøåì ïîäõîäå èìååòñÿ òàêæå è àíàëîã òåîðèè Âèãíåðà-Ìàêêè. Ýòî òåîðèÿ
èíäóöèðîâàííûõ ñèìïëåêòè÷åñêèõ ïðåäñòàâëåíèé ãðóïïû Ïóàíêàðå [IV℄. Òåîðèÿ èíäóöèðîâàííûõ ñèìïëåêòè÷åñêèõ
ïðåäñòàâëåíèé ÿâëÿåòñÿ áîëåå áîãàòîé, ÷åì òåîðèÿ èíäóöèðîâàííûõ óíèòàðíûõ ïðåäñòàâëåíèé.
• Ïîäõîä â äóõå òåîðåìû Ñòîóíà-îí Íåéìàíà. Â êâàíòîâîé ìåõàíèêå ïðè èçó÷åíèè êâàíòîâîãî
îñöèëëÿòîðà îêàçûâàåòñÿ ïîëåçíîé òåîðåìà Ñòîóíà-îí Íåéìàíà, óòâåðæäàþùàÿ, ÷òî êàíîíè÷åñêèå
êîììóòàöèîííûå ñîîòíîøåíèÿ äëÿ êîîðäèíàò è èìïóëüñîâ îäíîçíà÷íî îïðåäåëÿþò ñîîòâåòñòâóþùåå
íåïðèâîäèìîå óíèòàðíîå ïðåäñòàâëåíèå. Åñòåñòâåííî, ýòîò ïîäõîä ïûòàëèñü ïåðåíåñòè íà êâàíòîâóþ
òåîðèþ ïîëÿ.
Íî òåîðåìà Ñòîóíà-îíÍåéìàíà íà ñëó÷àé êâàíòîâàíèÿ ñèñòåì ñ áåñêîíå÷íûì ÷èñëîì ñòåïåíåé ñâîáîäû
íåïîñðåäñòâåííî íå ïåðåíîñèòñÿ (ñì., íàïðèìåð, [8℄). Áûëè ïðîâåäåíû áîëüøèå èññëåäîâàíèÿ ñ öåëüþ
ïðåîäîëåòü ýòó òðóäíîñòü. Íåñìîòðÿ íà èõ íåñîìíåííóþ öåííîñòü, äóìàåòñÿ âñ¼ æå, ÷òî îíè îêàçàëèñü
ñëèøêîì îòîðâàííûìè îò ïðàêòè÷åñêèõ ïðèëîæåíèé.
Çäåñü ñòîèò òàêæå îòìåòèòü, ÷òî åñëè îòêàçàòüñÿ îò ïîëîæèòåëüíîé îïðåäåë¼ííîñòè ñêàëÿðíîãî ïðîèçâåäåíèÿ
â ïðîñòðàíñòâå êâàíòîâûõ ñîñòîÿíèé, òî åäèíñòâåííîñòü êâàíòîâàíèÿ íàðóøàåòñÿ óæå â ñëó÷àå îäíîìåðíîãî
ãàðìîíè÷åñêîãî îñöèëëÿòîðà. Ïîýòîìó íàø ïóòü îòëè÷àåòñÿ îò îïèñàííîãî ïðèíöèïèàëüíûì îáðàçîì:
ìû îòêàçûâàåìñÿ îò òðåáîâàíèÿ ïîëîæèòåëüíîé îïðåäåë¼ííîñòè ñêàëÿðíîãî ïðîèçâåäåíèÿ, íî âçàìåí
ââîäèì êîíöåïöèþ èíâàðèàíòíîãî êâàíòîâàíèÿ.
Îòìåòèì çäåñü òàêæå òàêóþ äåòàëü. Ïðè îðìóëèðîâêå òåîðåìû Ñòîóíà-îí Íåéìàíà êîììóòàöèîííûå
ñîîòíîøåíèÿ íåîáõîäèìî çàïèñûâàòü â îðìå ñîîòíîøåíèé Âåéëÿ. Â íàøåì æå ïîäõîäå èãóðèðóþò
êîììóòàöèîííûå ñîîòíîøåíèÿ äëÿ ñàìèõ íåîãðàíè÷åííûõ îïåðàòîðîâ. Ïðè ýòîì ñàìà êîíñòðóêöèÿ
êâàíòîâàíèÿ ñòðîãî îïðåäåëÿåò, â êàêîì ñìûñëå èõ ñëåäóåò ïîíèìàòü.
• åîìåòðè÷åñêîå êâàíòîâàíèå. Ìåòîä ãåîìåòðè÷åñêîãî êâàíòîâàíèÿ ñîñòîèò â òîì, ÷òîáû, îïèðàÿñü
íà ãåîìåòðèþ êëàññè÷åñêîãî àçîâîãî ïðîñòðàíñòâà, ïîñòðîèòü ïðîñòðàíñòâî êâàíòîâûõ ñîñòîÿíèé êàê
íåêîòîðîå ìíîæåñòâî óíêöèé íà êëàññè÷åñêîì àçîâîì ïðîñòðàíñòâå (ñì., íàïðèìåð, [9℄).
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Ñ òî÷êè çðåíèÿ èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà ýòó ñõåìó åñòåñòâåííî ïðèìåíÿòü ê èíâàðèàíòíîìó
àçîâîìó ïðîñòðàíñòâó Z . Çàìåòèì, îäíàêî, ÷òî ó ýòîãî ïîäõîäà ñðàçó æå âèäíû çíà÷èòåëüíûå
òðóäíîñòè. Âî-ïåðâûõ, ñäåëàòü ýòîò ïîäõîä ìàòåìàòè÷åñêè ñòðîãèì äëÿ ñëó÷àÿ ñèñòåì ñ áåñêîíå÷íûì
÷èñëîì ñòåïåíåé ñâîáîäû ñîâñåì íå ïðîñòî. Âî-âòîðûõ, ñâÿçü ñ êîíñòðóêöèåé Ôîêà â ýòîì ñëó÷àå
îñóùåñòâëÿåòñÿ ñ ïîìîùüþ íå ñëèøêîì î÷åâèäíûõîðìóë. Ïî ýòèì ïðè÷èíàì òàêîé ïîäõîä îêàçûâàåòñÿ
íå î÷åíü óäîáåí äëÿ ïðàêòè÷åñêèõ ïðèëîæåíèé. Â-òðåòüèõ, íå ÿñíî, êàêèì îáðàçîì ñ ïîìîùüþ ýòîãî
ïîäõîäà ìîæíî îïèñàòü ñëó÷àé êâàíòîâàíèÿ ñ èíäåèíèòíûì ñêàëÿðíûì ïðîèçâåäåíèåì: óæå â ñëó÷àå
îäíîìåðíîãî ãàðìîíè÷åñêîãî îñöèëëÿòîðà âîçíèêàþò áîëüøèå òðóäíîñòè ñ îïðåäåëåíèåì èíäåèíèòíîãî
ñêàëÿðíîãî ïðîèçâåäåíèÿ.
• Ìåòîä êîíòèíóàëüíîãî èíòåãðàëà. Ýòîò ìåòîä ñòàë â ïîñëåäíåå âðåìÿ î÷åíü ïîïóëÿðåí â ñâÿçè ñ
òåì, ÷òî îí áóäòî áû ÿâëÿåòñÿ ÿâíî ðåëÿòèâèñòñêè-èíâàðèàíòíûì. Ïðè ýòîì ñ êîíòèíóàëüíûì èíòåãðàëîì
ðàáîòàþò àêòè÷åñêè êàê ñ ñèìâîëè÷åñêîé îðìîé çàïèñè íåêîòîðûõ âûðàæåíèé.
Ìîæíî, îäíàêî, ðàññìàòðèâàòü êîíòèíóàëüíûé èíòåãðàë êàê ñòðîãî îïðåäåë¼ííûé ìàòåìàòè÷åñêèé
îáúåêò (ñì., íàïðèìåð, [10℄). Òàêîé ïîäõîä íàòàëêèâàåòñÿ íà òàêèå ñóùåñòâåííûå òðóäíîñòè, ÷òî íè
î êàêîé

î÷åâèäíîé ðåëÿòèâèñòñêîé èíâàðèàíòíîñòè íå ìîæåò áûòü è ðå÷è.
2. Êâàíòîâàíèå. Îïèøåì òåïåðü, êàê, èìåÿ êëàññè÷åñêîå ïîëå, ñëåäóåò ñòðîèòü ïîëå êâàíòîâîå.
1. àññìîòðèì ìíîæåñòâî (êîìïëåêñíûõ) óíêöèé, ïîñòîÿííûõ íà âñ¼ì ïðîñòðàíñòâå Z . Îáîçíà÷èì ýòî
ìíîæåñòâî êàê C . àññìîòðèì äàëåå ïðÿìóþ ñóììó C⊕Z∗
C
. Ñêîáêà Ïóàññîíà ïðåâðàùàåò ýòó ïðÿìóþ
ñóììó â êîìïëåêñíóþ àëãåáðó Ëè.
2. Îòâëåêàÿñü ïîêà îò àëãåáðàè÷åñêîé ñòðóêòóðû ìíîæåñòâà C ⊕ Z∗
C
è ðàññìàòðèâàÿ âñå åãî ýëåìåíòû
êàê ñîâåðøåííî íåçàâèñèìûå, áóäåì íàçûâàòü ýòî ìíîæåñòâî àëàâèòîì A , à åãî ýëåìåíòû áóêâàìè.
Äîãîâîðèìñÿ òàêæå, ÷òî ýëåìåíò C⊕Z∗
C
, ðàññìàòðèâàåìûé êàê áóêâà àëàâèòà A , áóäåò äîïîëíèòåëüíî
ñíàáæàòüñÿ

øëÿïêîé ñâåðõó èëè ñáîêó, íàïðèìåð: aˆ = â .
3. Ìîæíî äàëåå ââåñòè îðìàëüíîå óìíîæåíèå ýëåìåíòîâ àëàâèòà. À èìåííî, áóäåì ñ÷èòàòü, ÷òî ïðè
ïåðåìíîæåíèè (êîíå÷íîãî) íàáîðà áóêâ îáðàçóåòñÿ ñëîâî, ñîñòîÿùåå èç ýòèõ áóêâ (ïîðÿäîê ñëåäîâàíèÿ
áóêâ ÿâëÿåòñÿ ñóùåñòâåííûì):
aˆ1 · aˆ2 · . . . · aˆk = aˆ1aˆ2 . . . aˆk , aˆ1, aˆ2, . . . , aˆk ∈ A .
Ñëîâà ìû áóäåì òàêæå îáîçíà÷àòü ñèìâîëàìè ñî øëÿïêîé, íàïðèìåð: wˆ = ŵ . Ìíîæåñòâî âñåõ âîçìîæíûõ
ñëîâ îáîçíà÷èì ñèìâîëîì W ; ïðè ýòîì öåëåñîîáðàçíî âêëþ÷èòü ñþäà è ñëîâî íóëåâîé äëèíû, êîòîðîå
ìîæíî îáîçíà÷èòü êàê ()̂ . Åñòåñòâåííî ñ÷èòàòü, ÷òî è íà ìíîæåñòâå ñëîâ W äåéñòâóåò îïåðàöèÿ
óìíîæåíèÿ, êîòîðàÿ

ñêëåèâàåò ñëîâà. Òàêèì îáðàçîì, A ÿâëÿåòñÿ ñèñòåìîé ñâîáîäíûõ îáðàçóþùèõ,
à W ÿâëÿåòñÿ ñâîáîäíîé ïîëóãðóïïîé ñ åäèíèöåé (ðîëü åäèíèöû â íåé èãðàåò ñïåöèàëüíî ïðèâíåñ¼ííûé
ýëåìåíò ()̂ ).
4. Ïîäîáíûì æå îáðàçîì îïðåäåëèì òåïåðü îðìàëüíóþ ñóììó (êîíå÷íîãî) íàáîðà ñëîâ, äîìíîæåííûõ
íà ïðîèçâîëüíûå (êîìïëåêñíûå) êîýèöèåíòû. À èìåííî, íàçîâ¼ì ðàçîé îðìàëüíóþ çàïèñü âèäà:
λ1wˆ1 + λ2wˆ2 + . . .+ λmwˆm , λ1, λ2, . . . , λm ∈ C , wˆ1, wˆ2, . . . , wˆm ∈ W .
Áóäåì, êðîìå òîãî, ñ÷èòàòü äâå ðàçû ýêâèâàëåíòíûìè, åñëè äëÿ ëþáîãî ñëîâà ó íèõ ñîâïàäàåò ñóììà
êîýèöèåíòîâ ïðè ýòîì ñëîâå. Ìíîæåñòâî âñåõ ââåä¼ííûõ òàêèì îáðàçîì êëàññîâ ýêâèâàëåíòíîñòè
îáîçíà÷èì ñèìâîëîì P .
Íà ìíîæåñòâå ðàç P ìîæíî òåïåðü åñòåñòâåííûì îáðàçîì ââåñòè îïåðàöèè ñëîæåíèÿ è óìíîæåíèÿ
íà ñêàëÿð. À èìåííî, ñóììîé äâóõ ðàç íàçûâàåòñÿ ðàçà, ïîëó÷àþùàÿñÿ ñîåäèíåíèåì èñõîäíûõ ðàç
çíàêîì

+ . Óìíîæåíèå ðàçû íà ÷èñëî îïðåäåëÿåòñÿ êàê óìíîæåíèå êàæäîãî èç êîýèöèåíòîâ íà
ýòî ÷èñëî. Òåì ñàìûì P íàäåëÿåòñÿ åñòåñòâåííîé ñòðóêòóðîé êîìïëåêñíîãî ëèíåéíîãî ïðîñòðàíñòâà
( P ÿâëÿåòñÿ ñâîáîäíûì C -ìîäóëåì, ïîðîæä¼ííûì W ).
Íà ìíîæåñòâå ðàç P ìîæíî òàêæå ââåñòè åñòåñòâåííûì îáðàçîì îïåðàöèþ óìíîæåíèÿ äâóõ ýëåìåíòîâ.
Èìåííî, ïðîèçâåäåíèå äâóõ ðàç, ñîäåðæàùèõ ïî îäíîìó ñëîâó, îïðåäåëèì ðàâåíñòâîì:
(λ1wˆ1) · (λ2wˆ2) = (λ1λ2) (wˆ1wˆ2) , λ1, λ2 ∈ C , wˆ1, wˆ2 ∈ W .
Íà ïðîèçâîëüíûå ðàçû ðàñïðîñòðàíèì ýòî îïðåäåëåíèå, èñõîäÿ èç òðåáîâàíèÿ äèñòðèáóòèâíîñòè:
pˆ1 · (pˆ2 + pˆ3) = pˆ1pˆ2 + pˆ1pˆ3 , (pˆ1 + pˆ2) · pˆ3 = pˆ1pˆ3 + pˆ2pˆ3 , pˆ1, pˆ2, pˆ3 ∈ P .
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5. Òàêèì îáðàçîì, ìíîæåñòâî ðàç P ïðåâðàùàåòñÿ â (àññîöèàòèâíóþ) àëãåáðó ( P ÿâëÿåòñÿ ïîëóãðóïïîâîé
àëãåáðîé ïîëóãðóïïû W èëè ñâîáîäíîé àëãåáðîé íàä ïîëóãðóïïîé W ).
6. Äî ñèõ ïîð ïðè ïîñòðîåíèè àëãåáðû P àëàâèò A ðàññìàòðèâàëñÿ êàê ñîâåðøåííî ïðîèçâîëüíîå
ìíîæåñòâî. Òåïåðü, èñïîëüçóÿ ñòðóêòóðó àëãåáðû Ëè â C⊕Z∗
C
è ñîîòâåòñòâèå ìåæäó ïîäïðîñòðàíñòâîì
C è ïîëåì ñêàëÿðîâ C , ìîæíî äîïîëíèòåëüíî âíåñòè â àëãåáðó P íåêîòîðûå îïðåäåëÿþùèå ñîîòíîøåíèÿ.
Ýòî äåëàåòñÿ ñ ïîìîùüþ àêòîðèçàöèè àëãåáðû P ïî ïîäõîäÿùåìó èäåàëó.
Èìåííî, ðàññìîòðèì âñå ðàçû ñëåäóþùèõ âèäîâ:
(λa)̂ − λ aˆ ,
(a+ b)̂ − (aˆ+ bˆ) ,
{ a , b }̂ + i (aˆ bˆ− bˆ aˆ) ,
1ˆ− ()̂ .
Çäåñü λ ∈ C , a, b ∈ C⊕Z∗
C
, aˆ, bˆ ∈ A . 1  îáîçíà÷åíèå äëÿ óíêöèè, ðàâíîé 1 íà âñ¼ì èíâàðèàíòíîì
àçîâîì ïðîñòðàíñòâå Z , ò. e. 1 ∈ C ⊕ Z∗
C
; 1ˆ  ñîîòâåòñòâóþùèé åé ýëåìåíò àëàâèòà, 1ˆ ∈ A .
Íàòÿíåì íà óêàçàííûå ðàçû äâóñòîðîííèé èäåàë, ò. å. ïðèñîåäèíèì ê íèì òå ðàçû, êîòîðûå ïîëó÷àþòñÿ
èç óêàçàííûõ ïóò¼ì ïðèìåíåíèÿ êîíå÷íîãî ÷èñëà îïåðàöèé óìíîæåíèÿ íà ñêàëÿð, ñëîæåíèÿ è óìíîæåíèÿ
(ñëåâà è ñïðàâà) íà ïðîèçâîëüíûå ðàçû. Ôàêòîðèçóÿ àëãåáðó P ïî ïîñòðîåííîìó èäåàëó ïîëó÷àåì
àëãåáðó, êîòîðóþ ìû áóäåì íàçûâàòü àëãåáðîé îïåðàòîðîâ è îáîçíà÷àòü O . Ýëåìåíòû ýòîé àëãåáðû
íàçûâàþòñÿ îïåðàòîðàìè è îáîçíà÷àþòñÿ òàê æå, êàê è ñîîòâåòñòâóþùèå èì ðàçû.
Ïðîâåä¼ííàÿ àêòîðèçàöèÿ ïðèâîäèò ê òîìó, ÷òî â àëãåáðå îïåðàòîðîâ âûïîëíÿþòñÿ îïðåäåëÿþùèå
ñîîòíîøåíèÿ:
(λa)̂ = λ aˆ ,
(a+ b)̂ = aˆ+ bˆ ,
{ a , b }̂ = − i [ aˆ , bˆ ] ,
1ˆ = ()̂ .
Â òðåòüåì ñîîòíîøåíèè èñïîëüçîâàíî ñòàíäàðòíîå îáîçíà÷åíèå äëÿ êîììóòàòîðà äâóõ îïåðàòîðîâ:
[ aˆ , bˆ ] = aˆ bˆ− bˆ aˆ .
×åòâ¼ðòîå ñîîòíîøåíèå, â ÷àñòíîñòè, ïîçâîëÿåò îòêàçàòüñÿ îò ãðîìîçäêîãî îáîçíà÷åíèÿ ()̂ , êîãäà ðå÷ü
èä¼ò îá îïåðàòîðå, è ïèñàòü âñåãäà 1ˆ .
7. Ââåä¼ì òåïåðü îïåðàöèþ ñîïðÿæåíèÿ. Ýòà îïåðàöèÿ áóäåò âñåãäà îáîçíà÷àòüñÿ ñèìâîëîì
∗
, íåçàâèñèìî
îò òîãî, ê êàêîãî ðîäà îáúåêòó îíà ïðèìåíÿåòñÿ.
Ïîä ñîïðÿæåíèåì êîìïëåêñíîãî ÷èñëà áóäåì ïîíèìàòü îáû÷íîå êîìïëåêñíîå ñîïðÿæåíèå.
Ýëåìåíòû ïðîñòðàíñòâà C ⊕Z∗
C
ÿâëÿþòñÿ óíêöèÿìè íà Z . Ïîä ñîïðÿæåíèåì, ïðèìåí¼ííûì ê òàêîé
óíêöèè, áóäåì ïîíèìàòü ïåðåõîä ê óíêöèè ñ êîìïëåêñíî-ñîïðÿæ¼ííûìè çíà÷åíèÿìè. Î÷åâèäíî, â
ðåçóëüòàòå òàêæå ïîëó÷àåòñÿ ýëåìåíò ïðîñòðàíñòâà C ⊕ Z∗
C
. Áîëåå òîãî, ïîñêîëüêó ñêîáêà Ïóàññîíà â
C ⊕ Z∗
C
ÿâëÿåòñÿ êîìïëåêñèèêàöèåé âåùåñòâåííîé ñêîáêè Ïóàññîíà, âûïîëíÿåòñÿ ðàâåíñòâî:
{ a∗ , b∗ } = { a , b }∗ . (2)
Îïðåäåëåíèå ñîïðÿæåíèÿ åñòåñòâåííî ïåðåíîñèòñÿ íà ýëåìåíòû àëàâèòà A :
(aˆ)∗ = (a∗)̂ .
Íà ñëîâà è íà ðàçû îïåðàöèÿ ñîïðÿæåíèÿ ðàñïðîñòðàíÿåòñÿ ïî ïðàâèëàì:
(aˆ bˆ)∗ = bˆ∗ aˆ∗ , (λ aˆ)∗ = λ∗ aˆ∗ , (aˆ+ bˆ)∗ = aˆ∗ + bˆ∗ .
Çäåñü aˆ è bˆ ìîãóò áûòü áóêâàìè, ñëîâàìè è ðàçàìè; λ  êîìïëåêñíîå ÷èñëî.
Î÷åâèäíî, îïåðàöèÿ ñîïðÿæåíèÿ êîððåêòíî ïåðåíîñèòñÿ ñ ðàç íà îïåðàòîðû.
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8. àññìîòðèì òåïåðü ïðîñòðàíñòâî Z∗
C
. àçîáü¼ì åãî â ïðÿìóþ ñóììó äâóõ ïîäïðîñòðàíñòâ:
Z∗C = Cr ⊕De .
Îò ïîäïðîñòðàíñòâ Cr è De ïîòðåáóåì, âî-ïåðâûõ, ÷òîáû îíè ïåðåõîäèëè äðóã â äðóãà ïðè ñîïðÿæåíèè:
Cr∗ = De . (3)
Âî-âòîðûõ, ïîòðåáóåì, ÷òîáû ñêîáêà Ïóàññîíà íà ýòèõ ïîäïðîñòðàíñòâàõ çàíóëÿëàñü
1
:
{ a , b } = 0 , a, b ∈ Cr ;
{ a , b } = 0 , a, b ∈ De .
Ïîäïðîñòðàíñòâî Cr áóäåì íàçûâàòü ðîæäàþùèì, à De  óíè÷òîæàþùèì. Â ñîîòâåòñòâèè ñ ïðèâåä¼ííîé
âûøå êîíñòðóêöèåé, ïîäïðîñòðàíñòâàì Cr è De ñîîòâåòñòâóþò íåêîòîðûå ïîäïðîñòðàíñòâà â àëãåáðå
îïåðàòîðîâ; îáîçíà÷èì ýòè ïîäïðîñòðàíñòâà Cr̂ è Dê , ñîîòâåòñòâåííî.
Ââåä¼ì òàêæå îáîçíà÷åíèå Ĉ äëÿ ïîäïðîñòðàíñòâà àëãåáðû îïåðàòîðîâ, îòâå÷àþùåãî ïîäïðîñòðàíñòâó
C àëãåáðû Ëè C ⊕ Z∗
C
.
9. Íàòÿíåì òåïåðü íà ïîäïðîñòðàíñòâî Dê ëåâûé èäåàë, ò. å. ïðèñîåäèíèì ê èìåþùèìñÿ òàì îïåðàòîðàì
òå îïåðàòîðû, êîòîðûå ïîëó÷àþòñÿ èç óêàçàííûõ â ðåçóëüòàòå êîíå÷íîãî ÷èñëà îïåðàöèé óìíîæåíèÿ
íà ñêàëÿð, ñëîæåíèÿ è äîìíîæåíèÿ ñëåâà íà ïðîèçâîëüíûå ýëåìåíòû àëãåáðû O .
Ôàêòîðèçóåì òåïåðü àëãåáðó O ïî ïîñòðîåííîìó ëåâîìó èäåàëó. Â ðåçóëüòàòå ïîëó÷èòñÿ íåêîòîðîå
ëèíåéíîå ïðîñòðàíñòâî. Îíî íå ÿâëÿåòñÿ àëãåáðîé, íî ÿâëÿåòñÿ ëåâûì ìîäóëåì, ò. å. íà í¼ì åñòåñòâåííî
îïðåäåëåíî äåéñòâèå îïåðàòîðîâ ñëåâà. Ýëåìåíòû ýòîãî àêòîðïðîñòðàíñòâà íàçûâàþòñÿ êåò-âåêòîðàìè.
Êåò-âåêòîðû îáîçíà÷àþòñÿ ñèìâîëàìè âèäà |x 〉 , ãäå x  ëþáîé çíà÷îê, îòëè÷àþùèé äàííûé êåò-
âåêòîð. Ñàìî ïðîñòðàíñòâî êåò-âåêòîðîâ îáîçíà÷àåòñÿ H è íàçûâàåòñÿ ïðîñòðàíñòâîì ñîñòîÿíèé
êâàíòîâàííîãî ïîëÿ.
10. Ìîæíî ïðîâåñòè òå æå ñàìûå ïîñòðîåíèÿ ñ ñîïðÿæ¼ííûìè îáúåêòàìè, ò. å. âìåñòî ïîäïðîñòðàíñòâà
Dê ðàññìîòðåòü ïîäïðîñòðàíñòâî Cr̂ , íàòÿíóòü íà íåãî ïðàâûé èäåàë âìåñòî ëåâîãî, è, àêòîðèçóÿ,
ïîëó÷èòü ïðàâûé ìîäóëü âìåñòî ëåâîãî. Ýëåìåíòû ýòîãî ìîäóëÿ íàçûâàþòñÿ áðà-âåêòîðàìè. Ñàì æå
ìîäóëü áóäåì, åñëè ýòî íå âûçûâàåò íåäîðàçóìåíèé, òàêæå íàçûâàòü ïðîñòðàíñòâîì ñîñòîÿíèé êâàíòîâàííîãî
ïîëÿ è îáîçíà÷àòü H .
Áðà-âåêòîðû îáîçíà÷àþòñÿ ñèìâîëàìè âèäà 〈x | . Îïåðàöèÿ ñîïðÿæåíèÿ åñòåñòâåííûì îáðàçîì ïåðåíîñèòñÿ
íà êåò- è áðà-âåêòîðû è óñòàíàâëèâàåò ìåæäó íèìè âçàèìíî-îäíîçíà÷íîå ñîîòâåòñòâèå. îâîðÿò, ÷òî
ñîîòâåòñòâóþùèå äðóã äðóãó êåò- è áðà-âåêòîð îòíîñÿòñÿ ê îäíîìó è òîìó æå ñîñòîÿíèþ êâàíòîâàííîãî
ïîëÿ.
11. Ïðè àêòîðèçàöèè àëãåáðû îïåðàòîðîâ O è ïåðåõîäå ê ïðîñòðàíñòâàì êåò- è áðà-âåêòîðîâ, îïåðàòîð
1ˆ ïåðåõîäèò â íåêîòîðûé êåò-âåêòîð | 0 〉 è áðà-âåêòîð 〈 0 | , ñîîòâåòñòâåííî. Ýòè êåò- è áðà-âåêòîðû
îïèñûâàþò ñîñòîÿíèå, íàçûâàåìîå âàêóóìîì.
12. Ââåä¼ì òåïåðü òàê íàçûâàåìîå ñêàëÿðíîå ïðîèçâåäåíèå áðà- è êåò- âåêòîðîâ. Äëÿ ïðîèçâîëüíûõ áðà-
âåêòîðà 〈x | è êåò-âåêòîðà | y 〉 ýòî ïðîèçâåäåíèå çàïèñûâàåòñÿ êàê 〈x | · | y 〉 , èëè, äëÿ êðàòêîñòè,
〈x | y 〉 . Â ðåçóëüòàòå îáðàçóåòñÿ êîìïëåêñíîå ÷èñëî, ò. å. 〈x | y 〉 ∈ C .
Ïîòðåáóåì, ÷òîáû îïåðàöèÿ ñêàëÿðíîãî ïðîèçâåäåíèÿ îáëàäàëà ñëåäóþùèìè ñâîéñòâàìè:
〈 0 | 0 〉 = 1 ,(
λ 〈x | ) · | y 〉 = λ · 〈x | y 〉 , ( 〈x1 |+ 〈x2 | ) · | y 〉 = 〈x1 | y 〉+ 〈x2 | y 〉 ,
〈x | · (λ | y 〉 ) = λ · 〈x | y 〉 , 〈x | · ( | y1 〉+ | y2 〉 ) = 〈x | y1 〉+ 〈x | y2 〉 ,( 〈x | oˆ ) · | y 〉 = 〈x | · ( oˆ | y 〉 ) .
Â ïîñëåäíåì ðàâåíñòâå oˆ ∈ O ; ýòî ñâîéñòâî ïîçâîëÿåò ïèñàòü â òàêèõ ñëó÷àÿõ ïðîñòî: 〈x | oˆ | y 〉 .
Óêàçàííûå ñâîéñòâà äëÿ ñêàëÿðíîãî ïðîèçâåäåíèÿ ÿâëÿþòñÿ îïðåäåëÿþùèìè, ò. å. ñóùåñòâóåò íå áîëåå
îäíîãî ñêàëÿðíîãî ïðîèçâåäåíèÿ, îáëàäàþùåãî óêàçàííûìè ñâîéñòâàìè.
1
Ñ ó÷¼òîì (2) è (3), äîñòàòî÷íî ïîòðåáîâàòü çàíóëåíèÿ òîëüêî íà îäíîì èç ýòèõ äâóõ ïîäïðîñòðàíñòâ.
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13. Ñêàëÿðíîå ïðîèçâåäåíèå ÿâëÿåòñÿ ýðìèòîâîé îðìîé â H , ò. å. âñåãäà 〈x | y 〉 = (〈 y |x 〉)∗ . Åñëè
ñêàëÿðíîå ïðîèçâåäåíèå îêàæåòñÿ ê òîìó æå ïîëîæèòåëüíî-îïðåäåë¼ííûì, òî îíî çàäà¼ò â H íåêîòîðóþ
òîïîëîãèþ. Åñëè H îòíîñèòåëüíî ýòîé òîïîëîãèè ïîïîëíèòü, òî îíî ïðåâðàùàåòñÿ â îáû÷íîå ãèëüáåðòîâî
ïðîñòðàíñòâî. Îïåðàòîðû ïðè ýòîì îêàçûâàþòñÿ çàäàííûìè íà ñîîòâåòñòâóþùåì ïëîòíîì ëèíåéíîì
ìíîãîîáðàçèè â H .
Îäíàêî, ñêàëÿðíîå ïðîèçâåäåíèå ìîæåò âîâñå è íå áûòü ïîëîæèòåëüíî-îïðåäåë¼ííûì: ýòî çàâèñèò îò
ñêîáêè Ïóàññîíà â C ⊕ Z∗
C
è âûáîðà ïîäïðîñòðàíñòâ Cr è De . Âîïðîñ îá îïðåäåëåíèè òîïîëîãèè â
ýòîì ñëó÷àå íà ïðèìåðå ýëåêòðîìàãíèòíîãî ïîëÿ áóäåò îáñóæäàòüñÿ â ïóíêòå 10.
Èòàê, â ýòîì ïóíêòå áûëî îïèñàíî, êàê ïî àëãåáðå Ëè C ⊕ Z∗
C
íàáëþäàåìûõ êëàññè÷åñêîãî ïîëÿ ñòðîÿòñÿ
àëãåáðà O îïåðàòîðîâ êâàíòîâîãî ïîëÿ è ïðîñòðàíñòâî ñîñòîÿíèé H . Ýòî ïîñòðîåíèå íàçûâàåòñÿ êâàíòîâàíèåì
êëàññè÷åñêîãî ïîëÿ.
3. ðàäóèðîâêà àëãåáðû O è ïðîñòðàíñòâà H . Ñâÿçü ñ êîíñòðóêöèåé Ôîêà. àññìîòðèì òåïåðü â
àëãåáðå îïåðàòîðîâ ïîäïðîñòðàíñòâà Ĉ , Cr̂ è Dê . Áóäåì ãîâîðèòü, ÷òî îíè ÿâëÿþòñÿ ïîäïðîñòðàíñòâàìè
ñòåïåíè 0 , +1 è −1 , ñîîòâåòñòâåííî. Äàëåå, îáðàçóÿ âñåâîçìîæíûå ïðîèçâåäåíèÿ ýòèõ îïåðàòîðîâ, ïðèñâîèì
êàæäîìó òàêîìó ïðîèçâåäåíèþ ñòåïåíü, ðàâíóþ ñóììå ñòåïåíåé ñîìíîæèòåëåé. Åñëè äâà ïðîèçâåäåíèÿ èìåþò
îäíó è òó æå ñòåïåíü, òî ïðèïèøåì òó æå ñòåïåíü èõ ñóììå. Íåòðóäíî âèäåòü, ÷òî òàêèì îáðàçîì àëãåáðà
îïåðàòîðîâ, ðàññìàòðèâàåìàÿ êàê ëèíåéíîå ïðîñòðàíñòâî, ìîæåò áûòü ïðåäñòàâëåíà â âèäå ñóììû ñâîèõ
ëèíåéíûõ ïîäïðîñòðàíñòâ, îòâå÷àþùèõ ðàçíûì ñòåïåíÿì:
O = . . .⊕O−2 ⊕O−1 ⊕O0 ⊕O+1 ⊕O+2 ⊕ . . .
Ïðè ýòîì, åñëè aˆ ∈ Oi è bˆ ∈ Oj , òî aˆ bˆ ∈ Oi+j . Êîðî÷å ãîâîðÿ, àëãåáðà O ÿâëÿåòñÿ ãðàäóèðîâàííîé.
Ýòà ãðàäóèðîâêà åñòåñòâåííûì îáðàçîì ïåðåíîñèòñÿ íà ïðîñòðàíñòâî ñîñòîÿíèé H . Ïðè ýòîì îòðèöàòåëüíûì
ñòåïåíÿì â ïðîñòðàíñòâå H îòâå÷àþò òðèâèàëüíûå ïîäïðîñòðàíñòâà. Èíà÷å ãîâîðÿ, ïðîñòðàíñòâî ñîñòîÿíèé
H ÿâëÿåòñÿ ïîëîæèòåëüíî-ãðàäóèðîâàííûì:
H = H0 ⊕H1 ⊕H2 ⊕ . . . (4)
Åñëè êåò-âåêòîð ïðèíàäëåæèò îäíîìó èç ïðîñòðàíñòâ Hn , òî ãîâîðÿò, ÷òî â äàííîì ñîñòîÿíèè èìååòñÿ n
÷àñòèö.
Î÷åâèäíî òàêæå, ÷òî âñ¼ ïðîâåä¼ííîå ïîñòðîåíèå èìååò ìåñòî è äëÿ ñîïðÿæ¼ííûõ îáúåêòîâ, è ðàçëîæåíèå (4)
òî÷íî òàê æå âûãëÿäèò è äëÿ áðà-âåêòîðîâ.
Íåëèøíå òàêæå îòìåòèòü, ÷òî ñîãëàñíî ââåä¼ííîìó îïðåäåëåíèþ, ÷èñëî ÷àñòèö âñåãäà íåîòðèöàòåëüíî, íåçàâèñèìî
îò òîãî, ÿâëÿåòñÿ ëè ñêàëÿðíîå ïðîèçâåäåíèå â H ïîëîæèòåëüíî-îïðåäåë¼ííûì.
Äàëåå, ëåãêî âèäåòü, ÷òî ïîäïðîñòðàíñòâà Hi è Hj îðòîãîíàëüíû îòíîñèòåëüíî ñêàëÿðíîãî ïðîèçâåäåíèÿ.
Èíà÷å ãîâîðÿ, åñëè 〈 a | ∈ Hi è | b 〉 ∈ Hj è i 6= j , òî 〈 a | b 〉 = 0 . Èìåÿ ýòî â âèäó, ðàçëîæåíèå (4) ìîæíî
ïèñàòü â âèäå:
H = H0+˙H1+˙H2+˙ . . . (5)
Â ñëó÷àå, êîãäà ñêàëÿðíîå ïðîèçâåäåíèå ÿâëÿåòñÿ ïîëîæèòåëüíî-îïðåäåë¼ííûì, ðàçëîæåíèå (5) ïîçâîëÿåò
óñòàíîâèòü ñâÿçü ñ îáû÷íîé êîíñòðóêöèåé Ôîêà [3℄. Ïîñêîëüêó ýòî äîâîëüíî ïðîñòî, ìû íå ñòàíåì ïðîñëåæèâàòü
ýòó ñâÿçü çäåñü áîëåå ïîäðîáíî.
4. Èíâàðèàíòíîå êâàíòîâàíèå. Â ïóíêòå 2 êâàíòîâàíèå êëàññè÷åñêîãî ïîëÿ áûëî îïèñàíî âî

âíóòðåí-
íèõ òåðìèíàõ èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà. Îäíàêî, äëÿ âûáîðà ïîäïðîñòðàíñòâ Cr è De
íå áûëî ïðåäëîæåíî íèêàêîãî êîíêðåòíîãî ðåöåïòà: áûëè ëèøü óêàçàíû íåêîòîðûå íåîáõîäèìûå óñëîâèÿ
âûáîðà ýòèõ ïîäïðîñòðàíñòâ. Íà ïðàêòèêå ýòî ïðèâîäèò ê òîìó, ÷òî ó îäíîãî è òîãî æå êëàññè÷åñêîãî ïîëÿ
êâàíòîâàíèé ìîæåò îêàçàòüñÿ ñëèøêîì ìíîãî.
Ïóñòü òåïåðü â ïðîñòðàíñòâå Z∗
C
îïðåäåëåíî ëèíåéíîå ñèìïëåêòè÷åñêîå ïðåäñòàâëåíèå íåêîòîðîé ãðóïïû.
Îïðåäåëèì òîãäà èíâàðèàíòíîå êâàíòîâàíèå òðåáîâàíèåì, ÷òîáû ïîäïðîñòðàíñòâà Cr è De áûëè èíâàðèàíòíûìè
ïî îòíîøåíèþ ê äåéñòâèþ äàííîé ãðóïïû. Èíûìè ñëîâàìè, Cr è De  ïðèâîäÿùèå ïîäïðîñòðàíñòâà
óêàçàííîãî ïðåäñòàâëåíèÿ.
Êîãäà ðå÷ü èä¼ò î ðåëÿòèâèñòñêèõ ïîëÿõ, â êà÷åñòâå îñíîâíîé ãðóïïû èíâàðèàíòíîñòè âûñòóïàåò ãðóïïà
Ïóàíêàðå P . Êâàíòîâàíèå, èíâàðèàíòíîå ïî îòíîøåíèþ ê ãðóïïå Ïóàíêàðå, áóäåì äëÿ êðàòêîñòè íàçûâàòü
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. VI. Êâàíòîâàíèå. 
 6 
P -èíâàðèàíòíûì. Â ñòàòüå [IV℄ ìû óæå âèäåëè, êàêèì îáðàçîì ãðóïïà Ïóàíêàðå äåéñòâóåò â ïðîñòðàíñòâå
Z∗
C
, è êàê ïðèâîäÿòñÿ å¼ ïðåäñòàâëåíèÿ.
Êâàíòîâàíèå ðåëÿòèâèñòñêèõ ïîëåé ìû ðàññìîòðèì ÷óòü ïîçæå, à ñåé÷àñ îáñóäèì êâàíòîâàíèå ãàðìîíè÷åñêîãî
îñöèëëÿòîðà. Åãî ãðóïïà ñèììåòðèè  ýòî ïðîñòî îäíîïàðàìåòðè÷åñêàÿ ãðóïïà âðåìåííûõ ñäâèãîâ.
5. Êâàíòîâàíèå ãàðìîíè÷åñêîãî îñöèëëÿòîðà. àññìîòðèì ãàðìîíè÷åñêèé îñöèëëÿòîð. Îí îïèñûâàåòñÿ
ëàãðàíæèàíîì:
L = 12 ϕ˙
2 − m22 ϕ2 . (6)
Çäåñü ϕ(x)  âåùåñòâåííàÿ óíêöèÿ îäíîãî âåùåñòâåííîãî àðãóìåíòà (âðåìåíè).
Óðàâíåíèå äâèæåíèÿ èìååò âèä:
(∂2 +m2)ϕ = 0 .
Èíâàðèàíòíîå àçîâîå ïðîñòðàíñòâî Z  äâóìåðíîå âåùåñòâåííîå ïðîñòðàíñòâî. Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà
çàäà¼òñÿ íà í¼ì îðìóëîé:
ω = ϕ˙(t) ∧ ϕ(t) .
Çäåñü îðìû ϕ˙ è ϕ áåðóòñÿ â îäèí è òîò æå ïðîèçâîëüíûé ìîìåíò âðåìåíè t .
Ïîñêîëüêó ëàãðàíæèàí (6) èíâàðèàíòåí îòíîñèòåëüíî âðåìåííûõ ñäâèãîâ, â ïðîñòðàíñòâå Z äåéñòâóåò
ïðåäñòàâëåíèå àääèòèâíîé ãðóïïû R . Ïîëåâîå ïðåäñòàâëåíèå Z∗
C
â äàííîì ñëó÷àå, òàê æå êàê è ó ðåëÿòèâèñòñêèõ
ïîëåé, ðàñïàäàåòñÿ â ïðÿìóþ ñóììó ïîëîæèòåëüíî- è îòðèöàòåëüíî-÷àñòîòíîãî:
Z∗C = Z
∗ (+)
C
⊕ Z∗ (−)
C
.
Â êà÷åñòâå ïðèâîäÿùåãî áàçèñà âîçüì¼ì ñëåäóþùèå äâà ýëåìåíòà:
a = 1√
2m
(mϕ(0) + iϕ˙(0)) , a∗ = 1√
2m
(mϕ(0)− iϕ˙(0)) .
Äåéñòâèòåëüíî, ïîñêîëüêó èìååò ìåñòî ðàçëîæåíèå ϕ(t) = 1√
2m
(a e−imt+a∗e+imt) , ïîëó÷àåì, ÷òî a ∈ Z∗ (+)
C
,
a∗ ∈ Z∗ (−)
C
.
Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà ÷åðåç îðìû a è a∗ ìîæåò áûòü çàïèñàíà ñëåäóþùèì îáðàçîì:
ω = i a∗ ∧ a .
Ñêîáêà Ïóàññîíà ñîîòâåòñòâóþùèõ ëèíåéíûõ óíêöèé ðàâíà:
{ a , a∗ } = −i .
Òàêèì îáðàçîì, â ñîîòâåòñòâèè ñî ñêàçàííûì â ïóíêòå 4, èìåþòñÿ ðîâíî äâà èíâàðèàíòíûõ êâàíòîâàíèÿ:
ëèáî Cr = Z
∗ (−)
C
è De = Z
∗ (+)
C
, ëèáî Cr = Z
∗ (+)
C
è De = Z
∗ (−)
C
. Ëåãêî âèäåòü, ÷òî ïåðâîå êâàíòîâàíèå
ïðèâîäèò ê ïîëîæèòåëüíî-îïðåäåë¼ííîìó ñêàëÿðíîìó ïðîèçâåäåíèþ. Ïðè âòîðîì êâàíòîâàíèè ñêàëÿðíîå
ïðîèçâåäåíèå îêàçûâàåòñÿ èíäåèíèòíûì. Ïðè÷¼ì â ðàçëîæåíèè (5) íà ïîäïðîñòðàíñòâàõ ñ ÷¼òíûì ÷èñëîì
÷àñòèö ñêàëÿðíîå ïðîèçâåäåíèå îïðåäåëåíî ïîëîæèòåëüíî, à íà ïîäïðîñòðàíñòâàõ ñ íå÷¼òíûì  îòðèöàòåëüíî.
6. Ñâÿçü èíâàðèàíòíûõ êâàíòîâàíèé ïîëÿ è ïîëåâîãî îñöèëëÿòîðà. Ïîëåâîé îñöèëëÿòîð, êàê
êîíå÷íîìåðíóþ ñèñòåìó, óäîáíåå èññëåäîâàòü àëãåáðàè÷åñêèìè ñðåäñòâàìè. Ñ äðóãîé ñòîðîíû, ìåæäó êâàíòîâàíèåì
ïîëÿ è êâàíòîâàíèåì îñöèëëÿòîðà èìååòñÿ òåñíàÿ ñâÿçü.
Â ñàìîì äåëå, ëåãêî âèäåòü, ÷òî âûáîð R×Lk(0) -èíâàðèàíòíûõ ðîæäàþùèõ è óíè÷òîæàþùèõ ïîäïðîñòðàíñòâ
ó îñöèëëÿòîðà è âûáîð P -èíâàðèàíòíûõ ðîæäàþùèõ è óíè÷òîæàþùèõ ïîäïðîñòðàíñòâ ó ïîëÿ ñâÿçàíû
îïåðàöèåé èíäóöèðîâàíèÿ. Òàêèì îáðàçîì, èìååòñÿ âçàèìíî-îäíîçíà÷íîå ñîîòâåòñòâèå ìåæäó R × Lk(0) -
èíâàðèàíòíûìè êâàíòîâàíèÿìè îñöèëëÿòîðà è P -èíâàðèàíòíûìè êâàíòîâàíèÿìè ïîëÿ.
Áîëåå òîãî, ó ñîîòâåòñòâåííûõ êâàíòîâàíèé îñöèëëÿòîðà è ïîëÿ ñêàëÿðíûå ïðîèçâåäåíèÿ â ïðîñòðàíñòâàõ
ñîñòîÿíèé ëèáî îäíîâðåìåííî ïîëîæèòåëüíî-îïðåäåë¼ííû, ëèáî îäíîâðåìåííî èíäåèíèòíû. Òàêèì îáðàçîì,
âîçíèêàåò óäîáíûé êðèòåðèé çíàêîîïðåäåë¼ííîñòè ñêàëÿðíîãî ïðîèçâåäåíèÿ.
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. VI. Êâàíòîâàíèå. 
 7 
7. Êâàíòîâàíèå ñêàëÿðíîãî ïîëÿ. Â ñòàòüå [IV℄ áûëî ïîêàçàíî, ÷òî ïî îòíîøåíèþ ê äåéñòâèþ ãðóïïû
Ïóàíêàðå ïðîñòðàíñòâî ëèíåéíûõ íàáëþäàåìûõ ñêàëÿðíîãî ïîëÿ Z∗
C
ðàñïàäàåòñÿ â ïðÿìóþ ñóììó äâóõ
íåïðèâîäèìûõ ïîäïðîñòðàíñòâ: Z∗
C
= Z
∗ (+)
C
⊕ Z∗ (−)
C
. Òàêèì îáðàçîì, èìååòñÿ ðîâíî äâå âîçìîæíîñòè: ëèáî
ïîëîæèòü Cr = Z
∗ (−)
C
è De = Z
∗ (+)
C
, ëèáî Cr = Z
∗ (+)
C
è De = Z
∗ (−)
C
. Ñîãëàñíî âû÷èñëåííûì â ñòàòüå [IV℄
îðìóëàì äëÿ ñêîáîê Ïóàññîíà ñîîòâåòñòâóþùèõ óíêöèé, îáà ðàçáèåíèÿ óäîâëåòâîðÿåò âñåì òðåáîâàíèÿì
ïóíêòà 2.
Òàêèì îáðàçîì, ñêàëÿðíîå ïîëå äîïóñêàåò ðîâíî äâà P -èíâàðèàíòíûõ êâàíòîâàíèÿ. Ïîëåâîé îñöèëëÿòîð
â äàííîì ñëó÷àå  îáû÷íûé îäíîìåðíûé âåùåñòâåííûé îñöèëëÿòîð. Èñïîëüçóÿ ðåçóëüòàòû ïóíêòà 5 è
êðèòåðèé èç ïóíêòà 6, ïîëó÷àåì, ÷òî ïðè ïåðâîì êâàíòîâàíèè ñêàëÿðíîå ïðîèçâåäåíèå â ïðîñòðàíñòâå H
îêàçûâàåòñÿ ïîëîæèòåëüíî-îïðåäåë¼ííûì, à ïðè âòîðîì - èíäåèíèòíûì.
Ïåðâîå êâàíòîâàíèå àêòè÷åñêè ÿâëÿåòñÿ îáùåïðèíÿòûì. Íå ñëåäóåò äóìàòü, îäíàêî, ÷òî êâàíòîâàíèå ñ
èíäåèíèòíîé ìåòðèêîé çàâåäîìî áåññìûñëåííî, ò. ê. îíî ïðèâîäèò ê

îòðèöàòåëüíûì âåðîÿòíîñòÿì. Â
ïðèíöèïå, íåëüçÿ èñêëþ÷àòü ïîëåçíîñòè òàêîé òåîðèè, â êîòîðîé ñîñòîÿíèÿ ðàññåÿíèÿ äàííîãî ïîëÿ áóäóò
ñîñòàâëÿòü ïîäïðîñòðàíñòâî, íà êîòîðîì ñêàëÿðíîå ïðîèçâåäåíèå áóäåò ïîëîæèòåëüíî-îïðåäåë¼ííûì.
8. Êâàíòîâàíèå ýëåêòðîìàãíèòíîãî ïîëÿ. àññìîòðèì òåïåðü êâàíòîâàíèå ýëåêòðîìàãíèòíîãî ïîëÿ.
Çäåñü ïîä ýëåêòðîìàãíèòíûì ïîëåì áóäåò ïîíèìàòüñÿ

íåèçè÷åñêîå ýëåêòðîìàãíèòíîå ïîëå [I℄.
Êàê áûëî ðàçúÿñíåíî â ñòàòüå [IV℄, ïî îòíîøåíèþ ê äåéñòâèþ ãðóïïû Ïóàíêàðå P ïðîñòðàíñòâî Z∗
C
â ýòîì
ñëó÷àå, êàê è â ñëó÷àå ñêàëÿðíîãî ïîëÿ, ðàñïàäàåòñÿ â ïðÿìóþ ñóììó äâóõ íåðàçëîæèìûõ ïîäïðîñòðàíñòâ.
Ïîýòîìó, êàê è â ñëó÷àå ñêàëÿðíîãî ïîëÿ, åñòü ðîâíî äâå âîçìîæíîñòè: ëèáî Cr = Z
∗ (−)
C
è De = Z
∗ (+)
C
,
ëèáî Cr = Z
∗ (+)
C
è De = Z
∗ (−)
C
.
Èñïîëüçóÿ êðèòåðèé èç ïóíêòà 6, ëåãêî óáåæäàåìñÿ, ÷òî îáà êâàíòîâàíèÿ ïðèâîäÿò ê èíäåèíèòíîé ìåòðèêå.
Äàëåå ìû áóäåì ðàññìàòðèâàòü òîëüêî ïåðâîå èç äâóõ óêàçàííûõ êâàíòîâàíèé, ïîñêîëüêó èìåííî îíî èìååò
ïîëåçíóþ èçè÷åñêóþ èíòåðïðåòàöèþ.
Èíäåèíèòíîñòü ñêàëÿðíîãî ïðîèçâåäåíèÿ, ðàçóìååòñÿ, ïîðîæäàåò òðóäíîñòè ñ âåðîÿòíîñòíîé èíòåðïðåòàöèåé.
Â ñòàòüå [I℄ áûëî óêàçàíî, ÷òî ñîñòîÿíèÿ ðàññåÿíèÿ êëàññè÷åñêîãî ýëåêòðîìàãíèòíîãî ïîëÿ óäîâëåòâîðÿþò
äîïîëíèòåëüíîìó óñëîâèþ  óñëîâèþ Ëîðåíöà. Åñòåñòâåííî ïðåäïîëîæèòü, ÷òî â êâàíòîâîé òåîðèè èìååòñÿ
àíàëîã ýòîãî óñëîâèÿ. Ïðè ýòîì õî÷åòñÿ îñîáî ïîä÷åðêíóòü, ÷òî ýòî óñëîâèå äîëæíî ïîÿâëÿòüñÿ â êâàíòîâîé
òåîðèè íå êàê íîâûé ïîñòóëàò: îíî äîëæíî âûâîäèòüñÿ èç äèíàìè÷åñêèõ çàêîíîâ òàê æå, êàê ýòî ìû ïðîäåëàëè
äëÿ êëàññè÷åñêîãî ïîëÿ. Ê ñîæàëåíèþ, óäîâëåòâîðèòåëüíîé òåîðèè âçàèìîäåéñòâóþùèõ ïîëåé ó íàñ ïîêà íåò.
Ïî ýòîé ïðè÷èíå íèêàêîãî âûâîäà çäåñü äàíî íå áóäåò
2
. Èñêîìîå óñëîâèå èìååò âèä:
− i kµ aˆ(+)µ (k) | rad 〉 = 0 . (7)
Òî åñòü âåêòîð ñîñòîÿíèÿ èçëó÷¼ííîãî ïîëÿ óäîâëåòâîðÿåò óêàçàííîìó ðàâåíñòâó äëÿ ëþáîãî k .
Ïðèâåä¼ííîå óñëîâèå âûãëÿäèò òî÷íî òàê æå, êàê è îäèí èç âàðèàíòîâ ýòîãî óñëîâèÿ â êëàññè÷åñêîé òåîðèè.
Ñëåäóåò, îäíàêî, îòìåòèòü, ÷òî åãî íåëüçÿ çàïèñàòü êàê − i kµ aˆ(−)µ (k) | rad 〉 = 0 èëè êàê − i kµ aˆµ(k) | rad 〉 =
0 , èáî äàæå âàêóóì òàêèì óñëîâèÿì íå óäîâëåòâîðÿåò3.
2
Ôîðìàëüíàÿ âûêëàäêà, êîíå÷íî, èìåëàñü åù¼ â [11℄. Êðîìå òîãî, ìîæíî áûëî áû àïåëëèðîâàòü ê ïðàâèëàì Ôåéíìàíà, íî
ýòè ïðàâèëà ñàìè íóæäàþòñÿ â îáîñíîâàíèè ñ ïîçèöèé íàøåé ñòàòüè.
3
Â êîîðäèíàòíîì ïðåäñòàâëåíèè óñëîâèå − i kµ aˆµ(k) | rad 〉 = 0 çàïèñûâàåòñÿ êàê ∂µAˆµ(x) | rad 〉 = 0 . Â ëèòåðàòóðå è
ïî ñåé äåíü íåò åäèíñòâà ìíåíèé ïî ïîâîäó òîãî, ìîæíî ëè äîïîëíèòåëüíîå óñëîâèå òàêèì îáðàçîì îðìóëèðîâàòü. Â òàêîì
âèäå, èñõîäÿ èç àíàëîãèè ñ êëàññè÷åñêîé òåîðèåé, åãî îðìóëèðîâàë åù¼ Ôåðìè. Â ðàáîòàõ [12, 13℄ áûëî óêàçàíî, ÷òî òàêîå
äîïîëíèòåëüíîå óñëîâèå âåä¼ò ê òðóäíîñòÿì ñ íîðìèðóåìîñòüþ ñîñòîÿíèé â êâàíòîâîì ñëó÷àå. È â ðàáîòå [14℄ îíî áûëî
çàìåíåíî íà ∂µ Aˆ
(+)
µ (x) | rad 〉 = 0 . Â äàëüíåéøåì â ëèòåðàòóðå îäíè àâòîðû èñïîëüçîâàëè óñëîâèå ∂µ Aˆµ(x) | rad 〉 = 0
[15, 16, 17℄. Äðóãèå [18℄ óêàçûâàëè, ÷òî òàêîå óñëîâèå íà âåêòîðû ñîñòîÿíèÿ íàêëàäûâàòü íåëüçÿ, ò. ê. ïðè ýòîì âîçíèêàåò
ïðîòèâîðå÷èå ñ êîììóòàöèîííûìè ñîîòíîøåíèÿìè. Òðåòüè [19℄ óòâåðæäàëè, ÷òî òàêîå óñëîâèå ìîæíî èñïîëüçîâàòü, íî ïðè ýòîì
ñëåäóåò ïðîÿâëÿòü îñòîðîæíîñòü, ïîñêîëüêó äîïóñòèìûå âåêòîðû ñîñòîÿíèÿ îêàçûâàþòñÿ íåíîðìèðóåìûìè. Ýòè ðàñõîæäåíèÿ
âî ìíåíèÿõ èìåþò ïîä ñîáîé äîâîëüíî ãëóáîêèå ïðè÷èíû:
1. Â òåðìèí

êâàíòîâàíèå îáû÷íî íå âêëàäûâàëñÿ íèêàêîé òî÷íûé ìàòåìàòè÷åñêèé ñìûñë. Ôàêòè÷åñêè, êâàíòîâàííîå
ýëåêòðîìàãíèòíîå ïîëå èññëåäîâàëîñü ïóò¼ì îðìàëüíûõ ìàíèïóëÿöèé ñ àëãåáðàè÷åñêèìè ñèìâîëàìè, íî ïðè ýòîì íå
äàâàëîñü íèêàêîãî êîíñòðóêòèâíîãî îïðåäåëåíèÿ ýòîãî îáúåêòà. Â òàêîé ñèòóàöèè äîïîëíèòåëüíîå óñëîâèå â ëþáîì åãî
âèäå íå ñâîáîäíî îò êðèòèêè.
2. Îòñóòñòâóåò óäîâëåòâîðèòåëüíàÿ îðìóëèðîâêà òåîðèè âçàèìîäåéñòâóþùèõ ïîëåé (õîòÿ áû â ðàìêàõ òåîðèè
âîçìóùåíèé). Ïðàâèëà Ôåéíìàíà ïðè ýòîì íå èìåþò äîñòàòî÷íî ÿñíîé ñâÿçè ñ îïåðàòîðíûì îðìàëèçìîì, è îïåðàòîðíûé
îðìàëèçì îêàçûâàåòñÿ îòîðâàííûì îò ïðàêòè÷åñêèõ âû÷èñëåíèé (ïðåæäå âñåãî îò òåîðèè ðàññåÿíèÿ).
×òî êàñàåòñÿ ïåðâîãî çàìå÷àíèÿ, òî ÿ ïîëàãàþ, ñîîòíîøåíèå ∂µ Aˆµ(x) | rad 〉 = 0 íàïðÿìóþ íå ïðîòèâîðå÷èò êîììóòàöèîííûì
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. VI. Êâàíòîâàíèå. 
 8 
Ñåé÷àñ ìû ïîêàæåì, ÷òî óñëîâèå (7) îáåñïå÷èâàåò ïîëîæèòåëüíîñòü ñêàëÿðíîãî ïðîèçâåäåíèÿ.
9. Ïîëîæèòåëüíîñòü ñêàëÿðíîãî ïðîèçâåäåíèÿ ó ýëåêòðîìàãíèòíîãî ïîëÿ.
4
àññìîòðèì ïîëåâîé
îñöèëëÿòîð ýëåêòðîìàãíèòíîãî ïîëÿ. Áóäåì çäåñü ïèñàòü äëÿ êðàòêîñòè aµ âìåñòî aˆµ(+1) è a
∗
µ âìåñòî
aˆµ(−1) . Ýòè îïåðàòîðû óäîâëåòâîðÿþò ñîîòíîøåíèÿì:
[ a∗µ , aν ] = gµν , [ a
∗
µ , a
∗
ν ] = 0, [ aµ , aν ] = 0 .
Äëÿ èíòåðåñóþùåãî íàñ êâàíòîâàíèÿ òàêæå âûïîëíÿåòñÿ:
aµ | 0 〉 = 0 .
Äîïîëíèòåëüíîå óñëîâèå âûãëÿäèò òàê:
k(0)µ aµ | rad 〉 = 0 , (8)
ãäå k
(0)
µ èêñèðîâàííûé âåêòîð íà ñâåòîâîì êîíóñå. Ïîäïðîñòðàíñòâî âåêòîðîâ ñîñòîÿíèÿ, óäîâëåòâîðÿþùèõ
äàííîìó óñëîâèþ, ìû îáîçíà÷èì Hrad .
Ïîñêîëüêó îïåðàòîð k
(0)
µ aµ èìååò îïðåäåë¼ííóþ ãðàäóèðîâêó (åãî ñòåïåíü ðàâíà −1 ), ãðàäóèðîâêà ïðîñòðàíñòâà
ñîñòîÿíèé H ïåðåíîñèòñÿ íà ïîäïðîñòðàíñòâî Hrad :
Hrad = Hrad0 +˙Hrad1 +˙Hrad2 +˙ . . . (9)
Èíà÷å ãîâîðÿ, ïîäïðîñòðàíñòâî, âûäåëÿåìîå äîïîëíèòåëüíûì óñëîâèåì (8), òàêæå ðàñïàäàåòñÿ â îðòîãîíàëüíóþ
ñóììó ñîñòîÿíèé ñ îïðåäåë¼ííûì ÷èñëîì ÷àñòèö.
Ïîñêîëüêó ñóììà (9) îðòîãîíàëüíàÿ, íåîòðèöàòåëüíîñòü ñêàëÿðíîãî ïðîèçâåäåíèÿ äîñòàòî÷íî äîêàçàòü äëÿ
êàæäîãî èç ïîäïðîñòðàíñòâ Hradn .
Ïðîèçâîëüíûé âåêòîð ñîñòîÿíèÿ |n 〉 èç ïîäïðîñòðàíñòâà Hradn ìîæíî ïðåäñòàâèòü â âèäå:
|n 〉 = Tµν...ρ a∗µ a∗ν . . . a∗ρ | 0 〉 ,
ãäå Tµν...ρ  n -âàëåíòíûé òåíçîð. Ýòîò òåíçîð ìîæíî áåç óùåðáà äëÿ îáùíîñòè ñ÷èòàòü ñèììåòðè÷íûì.
Ïðè ýòîì óñëîâèå (8) äëÿ âåêòîðà |n 〉 îêàçûâàåòñÿ äîïîëíèòåëüíûì óñëîâèåì íà òåíçîð Tµν...ρ :
k(0)µ Tµν...ρ = 0 . (10)
Ñêàëÿðíîå ïðîèçâåäåíèå æå âåêòîðà |n 〉 ñàìîãî íà ñåáÿ ðàâíÿåòñÿ:
〈n |n 〉 = (−1)n n! · T ∗µν...ρ Tµν...ρ . (11)
Âåëè÷èíà (−1)n n! · T ∗µν...ρ Tµν...ρ ÿâëÿåòñÿ ñóììîé ïîëîæèòåëüíûõ âåùåñòâåííûõ ÷èñåë, ÷àñòü èç êîòîðûõ
âõîäèò â ñóììó ñî çíàêîì

ïëþñ, à ÷àñòü ñî çíàêîì

ìèíóñ. Ýòîò çíàê îïðåäåëÿåòñÿ ðåëÿòèâèñòñêèì
ïðàâèëîì ñóììèðîâàíèÿ ïî ïîâòîðÿþùèìñÿ èíäåêñàì è ìíîæèòåëåì (−1)n . Ïîêàæåì, ÷òî ýòà ñóììà íåîòðèöàòåëüíà
ïðè óñëîâèè (10).
Ïîñêîëüêó êîíñòðóêöèÿ ïðîñòðàíñòâà ñîñòîÿíèé èíâàðèàíòíà ïî îòíîøåíèþ ê âûáîðó âåêòîðà k
(0)
µ , ýòîò
âåêòîð ìîæíî ïðèíÿòü ðàâíûì:
k(0)µ =
(
k0 0 0 k0
)
µ
. (12)
ñîîòíîøåíèÿì. Ìîæíî ëèøü ñêàçàòü, ÷òî êîíñòðóêöèÿ êâàíòîâàíèÿ, èçëîæåííàÿ â ýòîé ñòàòüå, ñ òàêèì óñëîâèåì ïëîõî
óâÿçûâàåòñÿ.
Âòîðîå çàìå÷àíèå, íåñîìíåííî, ÿâëÿåòñÿ áîëåå ñóùåñòâåííûì. Ïðè ðàññìîòðåíèè äèíàìèêè êëàññè÷åñêîãî ýëåêòðîìàãíèòíîãî
ïîëÿ ìû óêàçàëè, ÷òî äîïîëíèòåëüíîå óñëîâèå íà ñîñòîÿíèÿ ðàññåÿíèÿ àâòîìàòè÷åñêè âûòåêàåò èç äèíàìèêè, à âîâñå íå ÿâëÿåòñÿ
ïðîèçâîëüíûì ïîñòóëàòîì. Òàêæå áûëà ÿñíî ïîêàçàíà ðîëü

íåèçè÷åñêèõ ñòåïåíåé ñâîáîäû. È õîòÿ ìû â äàííîé ñòàòüå òàê è
íå îðìóëèðóåì òåîðèè êâàíòîâàííûõ âçàèìîäåéñòâóþùèõ ïîëåé, âñ¼ æå ñîîáðàæåíèÿ, îñíîâàííûå íà àíàëîãèè ñ êëàññè÷åñêîé
òåîðèåé, äàþò îñíîâàíèÿ äóìàòü, ÷òî ïîñòðîåíèå òåîðèè ðàññåÿíèÿ ñ óñëîâèåì ∂µ Aµ(x) | rad 〉 = 0  äåëî ìàëîðåàëèñòè÷åñêîå.
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Ìàòåðèàë äàííîãî ïóíêòà íå èìååò íèêàêîé ãëóáîêîé ñâÿçè íè ñ êîíñòðóêòèâíîñòüþ êâàíòîâàíèÿ, íè ñ àëãåáðàè÷åñêèìè, íè
ñ òîïîëîãè÷åñêèìè âîïðîñàìè, îáñóæäàåìûìè â íàñòîÿùèõ ñòàòüÿõ. Åäèíñòâåííàÿ ïðè÷èíà, ïî êîòîðîé çäåñü îáñóæäàåòñÿ ýòîò
ñòàðûé (è î÷åíü ïðîñòîé) âîïðîñ ñîñòîèò â òîì, ÷òî âî âñåõ èçâåñòíûõ ìíå èñòî÷íèêàõ ïðèâîäèòñÿ îøèáî÷íîå äîêàçàòåëüñòâî
(ïðè ýòîì ïî÷åìó-òî ñ÷èòàþò, ÷òî èç ïîëîæèòåëüíîñòè êâàäðàòè÷íîé îðìû íà âåêòîðàõ íåêîòîðîãî áàçèñà âûòåêàåò è
ïîëîæèòåëüíîñòü îðìû âîîáùå).
 20 íîÿáðÿ 2018 ã. 
 Ä. À. Àðáàòñêèé

ÊÝÄ. VI. Êâàíòîâàíèå. 
 9 
àññìîòðèì òåïåðü â ñóììå (11) âñå ñëàãàåìûå âèäà (−1)n n! · T ∗0ν...ρ T0ν...ρ . Â ñèëó (10) è (12), îíè ïîëíîñòüþ
ñîêðàùàþòñÿ ñî ñëàãàåìûìè âèäà (−1)n n! · T ∗3ν...ρ T3ν...ρ .
Ñðåäè îñòàâøèõñÿ ñëàãàåìûõ ðàññìîòðèì ñëàãàåìûå âèäà (−1)n n! · T ∗µ0...ρ Tµ0...ρ . Îíè ïîëíîñòüþ ñîêðàòÿòñÿ
ñ îñòàâøèìèñÿ ñëàãàåìûìè âèäà (−1)n n! · T ∗µ3...ρ Tµ3...ρ .
È òàê äàëåå. Â ðåçóëüòàòå â ñóììå (11) îñòàíóòñÿ ëèøü ñëàãàåìûå, èíäåêñû êîòîðûõ ðàâíû 1 èëè 2 . Âñå
ýòè ñëàãàåìûå âõîäÿò â ñóììó (11) ñî çíàêîì

ïëþñ.
10. Òîïîëîãèÿ è ïîëíîòà èíâàðèàíòíîãî àçîâîãî ïðîñòðàíñòâà ýëåêòðîìàãíèòíîãî ïîëÿ. Ïðè
èçó÷åíèè èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà â èíâàðèàíòíîå àçîâîå ïðîñòðàíñòâî Z ìû âíà÷àëå
âêëþ÷èëè ëèøü ðåøåíèÿ óðàâíåíèé äâèæåíèÿ, ãëàäêèå â êîîðäèíàòíîì ïðåäñòàâëåíèè è èíèòíûå â ïðîñòðàíñòâåííîì
íàïðàâëåíèè. Âîïðîñ æå î òîì, êàêîé â äåéñòâèòåëüíîñòè òîïîëîãèåé ñëåäóåò íàäåëÿòü ïðîñòðàíñòâî Z
âîîáùå íå îáñóæäàëñÿ. Ïðè ýòîì àêòè÷åñêè íå äàâàëîñü è òî÷íîãî îïðåäåëåíèÿ ïðîñòðàíñòâà Z∗ ; íå
óòî÷íÿëîñü, êàêèì æå â òî÷íîñòè îáðàçîì îêàçûâàþòñÿ èçîìîðíûìè óíêöèîíàëüíûå ïðîñòðàíñòâà Z
è Z∗ ; òî÷íîå îïðåäåëåíèå ñêîáîê Ïóàññîíà íà Z∗ òàêæå íå äàâàëîñü. Â ýòîì ïóíêòå ìû ïîêàæåì, ÷òî
â ïðîñòðàíñòâå Z ìîæíî ââåñòè òàêóþ òîïîëîãèþ (è ïîïîëíèòü åãî îòíîñèòåëüíî ýòîé òîïîëîãèè), ÷òî
îíî ñòàíåò î÷åíü ïîõîæèì íà ãèëüáåðòîâî ïðîñòðàíñòâî. Ïðè ýòîì âñå íåîáõîäèìûå äëÿ èíâàðèàíòíîãî
ãàìèëüòîíîâà îðìàëèçìà ñâîéñòâà ó òàêîé òîïîëîãèè áóäóò âûïîëíÿòüñÿ.
Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà ñàìà ïî ñåáå íå çàäà¼ò òîïîëîãèè. Îäíàêî, ìåæäó ýëåìåíòàìè êëàññè÷åñêîãî
àçîâîãî ïðîñòðàíñòâà Z è îäíî÷àñòè÷íûìè ñîñòîÿíèÿìè êâàíòîâàííîãî ïîëÿ ñóùåñòâóåò âçàèìíî-îäíîçíà÷íîå
ñîîòâåòñòâèå:
c ←→ (I−1c)̂ | 0 〉 . (13)
àññìîòðèì òåïåðü äëÿ ïðèìåðà ñêàëÿðíîå ïîëå. Ñðåäè åãî èíâàðèàíòíûõ êâàíòîâàíèé ïðèñóòñòâóåò êâàíòîâàíèå
ñ ïîëîæèòåëüíî-îïðåäåë¼ííûì ñêàëÿðíûì ïðîèçâåäåíèåì. Ñîîòâåòñòâèå (13), âî-ïåðâûõ, íàäåëÿåò ïðîñòðàíñòâî
Z êîìïëåêñíîé ñòðóêòóðîé, à âî-âòîðûõ, ïåðåíîñèò òóäà ñêàëÿðíîå ïðîèçâåäåíèå èç îäíî÷àñòè÷íîãî êâàíòîâîãî
ïðîñòðàíñòâà H1 . Òàêèì îáðàçîì, Z èìååò åñòåñòâåííóþ ñòðóêòóðó êîìïëåêñíîãî ãèëüáåðòîâà ïðîñòðàíñòâà5.
Ñèìïëåêòè÷åñêàÿ ñòðóêòóðà îêàçûâàåòñÿ íåïðåðûâíîé ïî ïàðå ñâîèõ àðãóìåíòîâ îòíîñèòåëüíî ïîëó÷åííîé
òîïîëîãèè; ñèìïëåêòè÷åñêàÿ ñòðóêòóðà çàäà¼ò èçîìîðèçì ïðîñòðàíñòâ Z è Z∗ ; ñêîáêè Ïóàññîíà êîððåêòíî
îïðåäåëÿþòñÿ íà âñ¼ì Z∗ .
Ïðåäñòàâèì òåïåðü ñêàëÿðíîå ïîëå â óðüå-ïðåäñòàâëåíèè â âèäå:
ϕ˜(k) = 2pi δ(k2 −m2) · a(k) .
Ñîîòâåòñòâèå (13) ìîæíî çàïèñàòü áîëåå ÿâíî òàê:
c ←→
∫
dµ+m · i a(k) c · aˆ∗(k) | 0 〉 , ãäå dµ+m =
d4k
(2pi)4
· 2pi δ(k2 −m2) · θ(k) .
È ñêàëÿðíîå ïðîèçâåäåíèå â ïðîñòðàíñòâå Z ïðèíèìàåò âèä:
〈 c , d 〉 =
∫
dµ+m · a∗(k) c · a(k) d . (14)
Áóêâàëüíîå ïåðåíåñåíèå ýòîé ñõåìû íà ñëó÷àé ýëåêòðîìàãíèòíîãî ïîëÿ íå ïðåäñòàâëÿåòñÿ âîçìîæíûì, ïîñêîëüêó,
êàê ìû âèäåëè, ñðåäè P -èíâàðèàíòíûõ êâàíòîâàíèé ýëåêòðîìàãíèòíîãî ïîëÿ îòñóòñòâóþò êâàíòîâàíèÿ ñ
ïîëîæèòåëüíî-îïðåäåë¼ííûì ñêàëÿðíûì ïðîèçâåäåíèåì.
Çäåñü èìååòñÿ, îäíàêî, äðóãàÿ âîçìîæíîñòü. Ïðåäñòàâèì ýëåêòðîìàãíèòíîå ïîëå òàêæå â óðüå-ïðåäñòàâëå-
íèè êàê
A˜µ(k) = 2pi δ(k
2) · aµ(k) .
Ïî àíàëîãèè ñ îðìóëîé (14) ââåä¼ì â êëàññè÷åñêîì àçîâîì ïðîñòðàíñòâå Z ýëåêòðîìàãíèòíîãî ïîëÿ
ñêàëÿðíîå ïðîèçâåäåíèå ïî îðìóëå:
〈 c , d 〉 =
∫
dµ+m ·Mνρ · a∗ν(k) c · aρ(k) d . (15)
5
Ïîëó÷åííàÿ òîïîëîãèÿ ïðîñòðàíñòâà Z ÿâëÿåòñÿ ñàìîé åñòåñòâåííîé ñ òî÷êè çðåíèÿ êâàíòîâàíèÿ. Áîð è îçåíåëüä
[20℄ çàìåòèëè, ÷òî ïðè ðàññìîòðåíèè êâàíòîâàííîãî ýëåêòðîìàãíèòíîãî ïîëÿ íåîáõîäèìî ïðîèçâîäèòü óñðåäíåíèå ïîëÿ ïî
íåáîëüøîìó ïðîñòðàíñòâåííî-âðåìåííîìó îáú¼ìó: ñèìâîë Aˆµ(x) ïðè ýòîì ñàì ïî ñåáå èçè÷åñêîé âåëè÷èíîé íå ÿâëÿåòñÿ.
Ïðîâåä¼ííîå íàìè ðàññìîòðåíèå ïîêàçûâàåò, ÷òî ýòî óòâåðæäåíèå òî÷íî òàê æå ñïðàâåäëèâî è äëÿ êëàññè÷åñêîãî ïîëÿ, åñëè
åãî àçîâîå ïðîñòðàíñòâî íàäåëÿåòñÿ

ïðàâèëüíîé òîïîëîãèåé.
 20 íîÿáðÿ 2018 ã. 
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Çäåñü Mνρ  ïðîèçâîëüíàÿ ïîëîæèòåëüíî-îïðåäåë¼ííàÿ ýðìèòîâà ìàòðèöà. Â êà÷åñòâå òàêîé ìàòðèöû
ìîæíî âçÿòü, íàïðèìåð, Mνρ = diag (+1,+1,+1,+1)νρ .
Ñêàëÿðíîå ïðîèçâåäåíèå (15) ÿâëÿåòñÿ ïîëîæèòåëüíî-îïðåäåë¼ííûì. Ïîýòîìó îíî îïðåäåëÿåò íåêîòîðóþ
òîïîëîãèþ â ïðîñòðàíñòâå Z . Âàæíûì ÿâëÿåòñÿ òî îáñòîÿòåëüñòâî, ÷òî ýòà òîïîëîãèÿ íå çàâèñèò îò êîíêðåòíîãî
âûáîðà ìàòðèöû Mνρ .
Îòñþäà ñëåäóåò, ÷òî óêàçàííàÿ òîïîëîãèÿ ÿâëÿåòñÿ ðåëÿòèâèñòñêè-èíâàðèàíòíîé.
Îòíîñèòåëüíî ââåä¼ííîé òîïîëîãèè ñèìïëåêòè÷åñêàÿ ñòðóêòóðà îêàçûâàåòñÿ íåïðåðûâíîé ïî ïàðå ñâîèõ
àðãóìåíòîâ; ñèìïëåêòè÷åñêàÿ ñòðóêòóðà çàäà¼ò èçîìîðèçì ïðîñòðàíñòâ Z è Z∗ ; ñêîáêè Ïóàññîíà êîððåêòíî
îïðåäåëÿþòñÿ íà âñ¼ì Z∗ .
Òàêèì îáðàçîì, èíâàðèàíòíîå àçîâîå ïðîñòðàíñòâî ýëåêòðîìàãíèòíîãî ïîëÿ îáëàäàåò åñòåñòâåííîé ñòðóêòóðîé
ëèíåéíîãî êîìïëåêñíîãî òîïîëîãè÷åñêîãî ïðîñòðàíñòâà, ïðè÷¼ì òîïîëîãèÿ â í¼ì çàäà¼òñÿ ìíîæåñòâîì ýêâèâàëåíòíûõ
(â ñìûñëå òîïîëîãèè) ñêàëÿðíûõ ïðîèçâåäåíèé. Òàêèå ïðîñòðàíñòâà ìû íàçîâ¼ì ïðîñòðàíñòâàìè ãèëüáåðòîâà
òèïà.
11. Òåíçîðíîå ïðîèçâåäåíèå ïðîñòðàíñòâ ãèëüáåðòîâà òèïà. Ñåé÷àñ ìû ïîêàæåì, ÷òî òåíçîðíîå
ïðîèçâåäåíèå ïðîñòðàíñòâ ãèëüáåðòîâà òèïà ñàìî ÿâëÿåòñÿ ïðîñòðàíñòâîì ãèëüáåðòîâà òèïà.
àññìîòðèì äâà òàêèõ ïðîñòðàíñòâà X è Y . Èõ òåíçîðíîå ïðîèçâåäåíèå (òî÷íåå, àëãåáðàè÷åñêîå òåíçîðíîå
ïðîèçâåäåíèå) îïðåäåëÿåòñÿ ñëåäóþùèì îáðàçîì.
àññìîòðèì âñå îðìàëüíûå ïðîèçâåäåíèÿ âèäà x ⋄ y , ãäå x ∈ X è y ∈ Y . Ìû áóäåì íàçûâàòü òàêèå
ïðîèçâåäåíèÿ ïàðàìè. Áóäåì òàêæå ñ÷èòàòü, ÷òî ïàðû ìîæíî îðìàëüíî óìíîæàòü íà êîìïëåêñíûå ÷èñëà,
îáðàçóÿ ïðè ýòîì âûðàæåíèÿ âèäà: λ · x ⋄ y . È ðàññìîòðèì âñå îðìàëüíûå ñóììû âèäà:
λ1 · x1 ⋄ y1 + λ2 · x2 ⋄ y2 + . . .+ λn · xn ⋄ yn .
Äâå òàêèå ñóììû ìû áóäåì ñ÷èòàòü ýêâèâàëåíòíûìè, åñëè ó íèõ äëÿ ëþáîé ïàðû ñîâïàäàåò ñóììà êîýèöèåíòîâ
ïðè ýòîé ïàðå. Òàêèì îáðàçîì, ïðèõîäèì ê êîìïëåêñíîìó âåêòîðíîìó ïðîñòðàíñòâó, êîòîðîå ìû îáîçíà÷èì
êàê X ⋄ Y (ýòî  ñâîáîäíûé C -ìîäóëü, ïîðîæä¼ííûé äåêàðòîâûì ïðîèçâåäåíèåì X × Y ).
Â ïîëó÷èâøåìñÿ ïðîñòðàíñòâå ðàññìîòðèì ýëåìåíòû âèäà:
1 · (λx) ⋄ y − λ · x ⋄ y ,
1 · x ⋄ (λy)− λ · x ⋄ y ,
1 · (x1 + x2) ⋄ y − 1 · x1 ⋄ y − 1 · x2 ⋄ y ,
1 · x ⋄ (y1 + y2)− 1 · x ⋄ y1 − 1 · x ⋄ y2 .
Ëèíåéíóþ îáîëî÷êó óêàçàííûõ ýëåìåíòîâ îáîçíà÷èì X ◦ Y .
Ôàêòîðèçóÿ X ⋄ Y ïî X ◦ Y , ïðèõîäèì ê òåíçîðíîìó ïðîèçâåäåíèþ:
X ⊗ Y = (X ⋄ Y )/(X ◦ Y ) .
Ââåä¼ì òàêæå äëÿ êðàòêîñòè îáîçíà÷åíèå x⊗ y . Èìåííî, áóäåì ñ÷èòàòü, ÷òî ïðè óêàçàííîé àêòîðèçàöèè
ýëåìåíò 1 · x ⋄ y ïðîñòðàíñòâà X ⋄ Y ïåðåõîäèò â ýëåìåíò x⊗ y ïðîñòðàíñòâà X ⊗ Y .
Åñëè X è Y  îáû÷íûå ãèëüáåðòîâû ïðîñòðàíñòâà, òî, êàê èçâåñòíî, èõ òåíçîðíîå ïðîèçâåäåíèå X ⊗ Y
îáëàäàåò åñòåñòâåííîé ñòðóêòóðîé ãèëüáåðòîâà ïðîñòðàíñòâà. Ñêàëÿðíîå ïðîèçâåäåíèå â X ⊗ Y ïðè ýòîì
îïðåäåëÿåòñÿ âíà÷àëå äëÿ ïàð ïî îðìóëå:
〈x1 ⊗ y1 , x2 ⊗ y2 〉X⊗Y = 〈x1 , x2 〉X · 〈 y1 , y2 〉Y , (16)
à íà îñòàëüíûå ýëåìåíòû ïåðåíîñèòñÿ, èñõîäÿ èç òðåáîâàíèÿ ëèíåéíîñòè ïî âòîðîìó àðãóìåíòó è àíòèëèíåéíîñòè
ïî ïåðâîìó. Ïîïîëíÿÿ X ⊗ Y îòíîñèòåëüíî óêàçàííîãî ñêàëÿðíîãî ïðîèçâåäåíèÿ, ïðèõîäèì ê ãèëüáåðòîâó
ïðîñòðàíñòâó.
Â ñëó÷àå ïðîñòðàíñòâ ãèëüáåðòîâà òèïà êàæäîå èç ïðîñòðàíñòâ X è Y îáëàäàåò ìíîãèìè ýêâèâàëåíòíûìè
ñêàëÿðíûìè ïðîèçâåäåíèÿìè. Ïðîñòðàíñòâî X⊗Y ïðè ýòîì, ñîãëàñíî óêàçàííîé ñõåìå, íàäåëÿåòñÿ ìíîãèìè
ñêàëÿðíûìè ïðîèçâåäåíèÿìè. Ïîêàæåì, ÷òî âñå ýòè ñêàëÿðíûå ïðîèçâåäåíèÿ ýêâèâàëåíòíû.
Èòàê, ïóñòü â îäíîì èç äâóõ ïðîñòðàíñòâ, íàïðèìåð â X , ìû ïåðåõîäèì îò ñêàëÿðíîãî ïðîèçâåäåíèÿ
〈 · , · 〉X ê ýêâèâàëåíòíîìó ñêàëÿðíîìó ïðîèçâåäåíèþ ( · , · )X . Ïðè ýòîì ñêàëÿðíîå ïðîèçâåäåíèå 〈 · , · 〉X⊗Y
â ïðîñòðàíñòâå X ⊗ Y çàìåíÿåòñÿ íà ( · , · )X⊗Y .
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àññìîòðèì êàêîé-íèáóäü ýëåìåíò ïðîñòðàíñòâà X ⊗ Y :
z = x1 ⊗ y1 + x2 ⊗ y2 + . . .+ xn ⊗ yn .
Ëåãêî âèäåòü, ÷òî ýòîò ýëåìåíò ìîæåò áûòü ïðèâåä¼í ê òàêîìó âèäó, ÷òî â ýòîé ñóììå âñå y1, y2, . . . , yn
áóäóò îðòîãîíàëüíû äðóã äðóãó îòíîñèòåëüíî ñêàëÿðíîãî ïðîèçâåäåíèÿ â Y . Ñêàëÿðíûå ïðîèçâåäåíèÿ ýòîãî
ýëåìåíòà ñàìîãî íà ñåáÿ ïðèìóò òîãäà îñîáåííî ïðîñòîé âèä:
〈 z , z 〉X⊗Y = 〈x1 , x1 〉X · 〈 y1 , y1 〉Y + 〈x2 , x2 〉X · 〈 y2 , y2 〉Y + . . .+ 〈xn , xn 〉X · 〈 yn , yn 〉Y , (17)
( z , z )X⊗Y = (x1 , x1 )X · 〈 y1 , y1 〉Y + (x2 , x2 )X · 〈 y2 , y2 〉Y + . . .+ (xn , xn )X · 〈 yn , yn 〉Y . (18)
Óäîáíûé íåîáõîäèìûé è äîñòàòî÷íûé ïðèçíàê ýêâèâàëåíòíîñòè ñêàëÿðíûõ ïðîèçâåäåíèé 〈 · , · 〉X⊗Y è
( · , · )X⊗Y ñîñòîèò â ñëåäóþùåì: ñóùåñòâóåò òàêîå ε ∈ R , ε > 0 , ÷òî äëÿ ëþáîãî z ∈ X ⊗ Y âûïîëíÿþòñÿ
óñëîâèÿ:
ε · ( z , z )X⊗Y < 〈 z , z 〉X⊗Y , ε · 〈 z , z 〉X⊗Y < ( z , z )X⊗Y .
Íî åñëè òàêîå ε ñóùåñòâóåò äëÿ ñêàëÿðíûõ ïðîèçâåäåíèé 〈 · , · 〉X è ( · , · )X , òî ñîãëàñíî îðìóëàì (17) è
(18), îíî æå ãîäèòñÿ è äëÿ ñêàëÿðíûõ ïðîèçâåäåíèé 〈 · , · 〉X⊗Y è ( · , · )X⊗Y .
Òàêèì îáðàçîì, âñå ñêàëÿðíûå ïðîèçâåäåíèÿ â X ⊗ Y ýêâèâàëåíòíû. Ïîïîëíÿÿ X ⊗ Y îòíîñèòåëüíî
òîïîëîãèè, çàäàâàåìîé ýòèìè ñêàëÿðíûìè ïðîèçâåäåíèÿìè, ïðèõîäèì ê ïðîñòðàíñòâó ãèëüáåðòîâà òèïà.
12. Òîïîëîãèÿ ïðîñòðàíñòâà ñîñòîÿíèé êâàíòîâàííîãî ýëåêòðîìàãíèòíîãî ïîëÿ. Êàê ìû âèäåëè,
ó êâàíòîâàííîãî ýëåêòðîìàãíèòíîãî ïîëÿ ïðîñòðàíñòâî ñîñòîÿíèé H ðàñïàäàåòñÿ â îðòîãîíàëüíóþ ñóììó
ïîäïðîñòðàíñòâ ñ îïðåäåë¼ííûì ÷èñëîì ÷àñòèö:
H = H0+˙H1+˙H2+˙ . . . (19)
Ïîäïðîñòðàíñòâî H0 îäíîìåðíî. Ïîýòîìó âîïðîñ î åãî òîïîëîãèè íå âñòà¼ò.
Ïîäïðîñòðàíñòâî H1 , êàê áûëî ïîêàçàíî â ïóíêòå 10, àêòè÷åñêè îòîæäåñòâëÿåòñÿ ñ àçîâûì ïðîñòðàíñòâîì
êëàññè÷åñêîãî ïîëÿ Z . Îíî ÿâëÿåòñÿ ïðîñòðàíñòâîì ãèëüáåðòîâà òèïà. Òåì ñàìûì âîïðîñ î åãî òîïîëîãèè
òàêæå ðåø¼í.
àññìîòðèì òåïåðü òåíçîðíîå ïðîèçâåäåíèå ïðîñòðàíñòâà Z íà ñåáÿ: Z ⊗ Z . Â í¼ì åñòåñòâåííûì îáðàçîì
îïðåäåëÿåòñÿ äåéñòâèå ãðóïïû ïåðåñòàíîâîê èç äâóõ ýëåìåíòîâ. Ïðîñòåéøèå ýëåìåíòû ïðåîáðàçóþòñÿ ïîä
äåéñòâèåì ýòîé ãðóïïû êàê a⊗b→ b⊗a , à íà îñòàëüíûå ýëåìåíòû ýòî äåéñòâèå ïðîäîëæàåòñÿ ïî ëèíåéíîñòè.
Îñòàâèì ñðåäè ñêàëÿðíûõ ïðîèçâåäåíèé â ïðîñòðàíñòâå Z ⊗ Z òîëüêî èíâàðèàíòíûå ïî îòíîøåíèþ ê
äåéñòâèþ óêàçàííîé ãðóïïû. Íà ïðàêòèêå óäîáíî ïðîñòî îãðàíè÷èòüñÿ ïðîèçâåäåíèÿìè, äëÿ êîòîðûõ â
ïðàâîé ÷àñòè îðìóëû (16) ñòîèò ïðîèçâåäåíèå îäèíàêîâûõ ñêàëÿðíûõ ïðîèçâåäåíèé.
Òîãäà ãðóïïà ïåðåñòàíîâîê äåéñòâóåò óíèòàðíî
6
â Z ⊗ Z . È Z ⊗ Z ðàñïàäàåòñÿ â îðòîãîíàëüíóþ ñóììó
äâóõ èíâàðèàíòíûõ ïîäïðîñòðàíñòâ: ñèììåòðè÷åñêîãî è àíòèñèììåòðè÷åñêîãî.
Êàæäîå èç ýòèõ äâóõ ïîäïðîñòðàíñòâ íàñëåäóåò òîïîëîãèþ èç Z ⊗ Z .
Ëåãêî âèäåòü, ÷òî äâóõ÷àñòè÷íîå êâàíòîâîå ïðîñòðàíñòâî H2 åñòåñòâåííî îòîæäåñòâëÿåòñÿ ñ ñèììåòðè÷åñêèì
ïîäïðîñòðàíñòâîì â Z ⊗ Z è òåì ñàìûì íàäåëÿåòñÿ ñîîòâåòñòâóþùåé òîïîëîãèåé.
È òàê äàëåå. n -÷àñòè÷íîå ïîäïðîñòðàíñòâî Hn îòîæäåñòâëÿåòñÿ ñ ïîëíîñòüþ ñèììåòðè÷åñêèì ïîäïðîñòðàíñòâîì
n -îé òåíçîðíîé ñòåïåíè Z . È íàñëåäóåò îòòóäà òîïîëîãèþ.
Òàêèì îáðàçîì, êàæäîå èç ïîäïðîñòðàíñòâ â îðòîãîíàëüíîé ñóììå (19) ÿâëÿåòñÿ ïðîñòðàíñòâîì ãèëüáåðòîâà
òèïà. Ñ ïðàêòè÷åñêîé òî÷êè çðåíèÿ ýòî î÷åíü óäîáíî, ïîñêîëüêó äëÿ ïðàêòè÷åñêèõ ïðèëîæåíèé ãîðàçäî
ïðîùå îïðåäåëÿòü îïèñàííûå ïðîñòðàíñòâà ñ ïîìîùüþ áàçèñîâ (à íå êàê àêòîðïðîñòðàíñòâà ñâîáîäíûõ
ìîäóëåé).
àññìîòðèì òåïåðü ïðîñòðàíñòâî H â öåëîì. Íà îñíîâå òîïîëîãèé, ââåä¼ííûõ â åãî ïîäïðîñòðàíñòâàõ,
ìîæíî ââîäèòü ðàçíûå òîïîëîãèè âî âñ¼ì ïðîñòðàíñòâå. Íàïðèìåð, ñõîäèìîñòü íàïðàâëåííîñòè ê íóëþ
ìîæíî ïîíèìàòü êàê íåçàâèñèìîå ñòðåìëåíèå ê íóëþ âñåõ ïðîåêöèé ýòîé íàïðàâëåííîñòè. Òàêàÿ òîïîëîãèÿ
ïðåäñòàâëÿåòñÿ â äàííîì ñëó÷àå ñàìîé åñòåñòâåííîé.
6
Ïîä óíèòàðíûì ïðåîáðàçîâàíèåì ïðîñòðàíñòâà ãèëüáåðòîâà òèïà ìû ïîíèìàåì àâòîìîðèçì ýòîãî ïðîñòðàíñòâà, ò. å.
âçàèìíî-îäíîçíà÷íîå îòîáðàæåíèå íà ñåáÿ, ñîõðàíÿþùåå ëèíåéíóþ ñòðóêòóðó è êàæäîå èç ñêàëÿðíûõ ïðîèçâåäåíèé.
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Ìîæíî æå ýòî òðåáîâàíèå óñèëèòü è ïîòðåáîâàòü äîïîëíèòåëüíî, íàïðèìåð, ÷òîáû íà÷èíàÿ ñ íåêîòîðîãî
ìîìåíòà ó íàïðàâëåííîñòè ëèøü êîíå÷íîå ÷èñëî ïðîåêöèé îòëè÷àëîñü îò íóëÿ.
Òàêèì îáðàçîì, â H ñóùåñòâóåò ìíîãî åñòåñòâåííûõ òîïîëîãèé. Ïðè ýòîì ñàìî ïðîñòðàíñòâî H ïðîñòðàíñòâîì
ãèëüáåðòîâà òèïà íå ÿâëÿåòñÿ.
Â ñâÿçè ñ ýòèì õîòåëîñü áû îáðàòèòü çäåñü âíèìàíèå íà ñëåäóþùåå îáñòîÿòåëüñòâî. Â ðàáîòå óïòû [14℄
ïðåäëàãàëîñü êâàíòîâàòü ýëåêòðîìàãíèòíîå ïîëå â îáû÷íîì ãèëüáåðòîâîì ïðîñòðàíñòâå ñ ïîëîæèòåëüíî-
îïðåäåë¼ííîé ìåòðèêîé. Ýòî äåéñòâèòåëüíî ìîæíî ñäåëàòü, ðàññìàòðèâàÿ êâàíòîâàíèÿ, èíâàðèàíòíûå ïî
îòíîøåíèþ ê áîëåå óçêîé ãðóïïå, ÷åì ãðóïïà Ïóàíêàðå (à èìåííî, ïî îòíîøåíèþ ê ïîäãðóïïå ãðóïïû
Ïóàíêàðå, îñòàâëÿþùåé èíâàðèàíòíûì íàïðàâëåíèå îñè âðåìåíè). Ïîäïðîñòðàíñòâà ñ èêñèðîâàííûì ÷èñëîì
÷àñòèö ïðè ýòîì îêàçûâàþòñÿ àêòè÷åñêè ñîâïàäàþùèìè ñ ïîñòðîåííûìè âûøå. Íî îáùåå ïðîñòðàíñòâî H
íàäåëÿåòñÿ ïðè ýòîì òîïîëîãèåé, êîòîðàÿ íå ÿâëÿåòñÿ ðåëÿòèâèñòñêè-èíâàðèàíòíîé. Ïðè ýòîì îêàçûâàåòñÿ,
÷òî íåêîòîðûå ñîñòîÿíèÿ ïîëÿ ïðè êâàíòîâàíèè â îäíîé ñèñòåìå îòñ÷¼òà ãèëüáåðòîâó ïðîñòðàíñòâó ïðèíàäëåæàò,
à â äðóãîé íåò. Òàêèì îáðàçîì, ñòàðûé îðìàëèçì óïòû ðåëÿòèâèñòñêè-èíâàðèàíòíûì íå ÿâëÿåòñÿ, äàæå
íåÿâíî.
Â ñâîèõ áîëåå ïîçäíèõ ðàáîòàõ óïòà ïûòàëñÿ îòêàçàòüñÿ îò íàñèëüñòâåííîãî ââåäåíèÿ çíàêîîïðåäåë¼ííîé
ìåòðèêè. Îäíàêî, åãî ïîñëåäíÿÿ ïóáëèêàöèÿ íà ýòó òåìó [22℄ ÿñíî ïîêàçàëà, ÷òî íèêàêîé ÿâíî ðåëÿòèâèñòñêè-
èíâàðèàíòíîé êîíñòðóêöèè êâàíòîâàííîãî ýëåêòðîìàãíèòíîãî ïîëÿ ó íåãî âñ¼ ðàâíî íåò (íå ãîâîðÿ óæå î
ïðîáëåìàõ ñ óíêöèîíàëüíûì àíàëèçîì).
13. Î ïðîèñõîæäåíèè àíòèóíèòàðíûõ ïðåîáðàçîâàíèé. Â ñîîòâåòñòâèè ñ ââåä¼ííîé ïðîöåäóðîé
êâàíòîâàíèÿ, ëèíåéíûå ïðåîáðàçîâàíèÿ íàáëþäàåìûõ êëàññè÷åñêîãî ïîëÿ, ñîõðàíÿþùèå ñêîáêè Ïóàññîíà è
ïîäïðîñòðàíñòâà Cr è De , ïîðîæäàþò óíèòàðíûå ïðåîáðàçîâàíèÿ ñîñòîÿíèé êâàíòîâàííîãî ïîëÿ. Ìåæäó
òåì èçâåñòíî, ÷òî â êâàíòîâîé òåîðèè âàæíóþ ðîëü èãðàþò òàêæå àíòèóíèòàðíûå ïðåîáðàçîâàíèÿ ñèììåòðèè.
àññìîòðèì èõ ïðîèñõîæäåíèå íà ïðèìåðå îïåðàöèè îáðàùåíèÿ âðåìåíè  T .
Ïðåäïîëîæèì, ÷òî ëàãðàíæèàí êëàññè÷åñêîãî ïîëÿ T -èíâàðèàíòåí (ïðèìåðàìè ìîãóò ñëóæèòü è ñêàëÿðíîå
ïîëå è ýëåêòðîìàãíèòíîå). Òîãäà äåéñòâèå îêàçûâàåòñÿ òîæå T -èíâàðèàíòíûì. Òåì ñàìûì, ïîëåâûå óíêöèè,
óäîâëåòâîðÿþùèå ïðèíöèïó ñòàöèîíàðíîãî äåéñòâèÿ, ïåðåõîäÿò ïðè îòðàæåíèè âðåìåíè â óíêöèè, òàêæå
óäîâëåòâîðÿþùèå ïðèíöèïó ñòàöèîíàðíîãî äåéñòâèÿ.
Òàêèì îáðàçîì, ñ òî÷êè çðåíèÿ èíâàðèàíòíîãî ãàìèëüòîíîâà îðìàëèçìà, îïåðàöèÿ îáðàùåíèÿ âðåìåíè 
ýòî âçàèìíî-îäíîçíà÷íîå îòîáðàæåíèå èíâàðèàíòíîãî àçîâîãî ïðîñòðàíñòâà Z íà ñåáÿ. Êàê ïðè ýòîì
îòîáðàæåíèè âåä¼ò ñåáÿ ñèìïëåêòè÷åñêàÿ ñòðóêòóðà? Èç âàðèàöèîííîãî îïðåäåëåíèÿ ñèìïëåêòè÷åñêîé ñòðóêòóðû
î÷åâèäíî, ÷òî îíà ïðè ýòîì ìåíÿåò çíàê. Òàêèå ïðåîáðàçîâàíèÿ, ìåíÿþùèå çíàê ñèìïëåêòè÷åñêîé ñòðóêòóðû,
åñòåñòâåííî íàçûâàòü àíòèñèìïëåêòè÷åñêèìè.
àññìîòðèì òåïåðü ñîïðÿæ¼ííîå äåéñòâèå îïåðàöèè îáðàùåíèÿ âðåìåíè íà ýëåìåíòû ñîïðÿæ¼ííîãî ïðîñòðàíñòâà
Z∗
C
:
a
T−→ aT , a, aT ∈ Z∗C .
Ñêîáêà Ïóàññîíà ïîä äåéñòâèåì ýòîãî ïðåîáðàçîâàíèÿ ìåíÿåò çíàê:
{ aT , bT } = −{ a , b } .
Òàêèì îáðàçîì, îïåðàöèÿ îáðàùåíèÿ âðåìåíè ïîðîæäàåò àâòîìîðèçì àëãåáðû Ëè C ⊕ Z∗
C
.
Â ñîîòâåòñòâèè ñ ïðîöåäóðîé êâàíòîâàíèÿ, èçëîæåííîé â äàííîé ñòàòüå, âîçíèêàåò æåëàíèå ïîñòðîèòü ñîîòâåòñòâóþùèé
àâòîìîðèçì àëãåáðû îïåðàòîðîâ O äëÿ êâàíòîâàííîãî ïîëÿ. Ýòîãî, îäíàêî, ñäåëàòü íåëüçÿ. Äåëî â òîì,
÷òî ïðè ïîñòðîåíèè àëãåáðû îïåðàòîðîâ O ó ìíîæåñòâà C ⊕Z∗
C
èñïîëüçóåòñÿ íå òîëüêî ñòðóêòóðà àëãåáðû
Ëè, íî è ñïåöèàëüíîå ñîîòâåòñòâèå ìåæäó ïîäïðîñòðàíñòâîì C è ìíîæåñòâîì ñêàëÿðîâ C (ñîîòíîøåíèå
1ˆ = ()̂ ). Ýòî îçíà÷àåò, ÷òî äëÿ ïåðåíåñåíèÿ îïåðàöèè îáðàùåíèÿ âðåìåíè íà êâàíòîâûé ñëó÷àé òðåáóþòñÿ
äîïîëíèòåëüíûå ñîãëàøåíèÿ, êðîìå óæå ââåä¼ííîé îïåðàöèè êâàíòîâàíèÿ.
Óñëîâèìñÿ, ÷òî ñëîâà (ò. å. ýëåìåíòû ïîëóãðóïïû W ) ïðè îáðàùåíèè âðåìåíè ïðåîáðàçóþòñÿ ïî ñëåäóþùåé
îðìóëå:
aˆ bˆ . . . cˆ
T−→ cˆT . . . bˆT aˆT , aˆ, bˆ, . . . , cˆ, aˆT , bˆT , . . . , cˆT ∈ A ,
ò. å. ïðîèñõîäèò çàìåíà êàæäîé áóêâû íà ñîîòâåòñòâóþùóþ, è áóêâû ïîñëå ýòîãî çàïèñûâàþòñÿ â îáðàòíîì
ïîðÿäêå. Ïðè ýòîì î÷åâèäíî, ÷òî îòðàæåíèå âðåìåíè íà ïðîèçâåäåíèå äâóõ ñëîâ äåéñòâóåò ñëåäóþùèì
îáðàçîì:
pˆ qˆ
T−→ qˆT pˆT , pˆ, qˆ, pˆT , qˆT ∈ W .
Âçàèìíî-îäíîçíà÷íîå îòîáðàæåíèå ïîëóãðóïïû íà ñåáÿ, îáëàäàþùåå òàêèì ñâîéñòâîì ìîæíî íàçâàòü àíòèàâòîìîðèçìîì.
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Ïîñòðîåííûé àíòèàâòîìîðèçì ïîëóãðóïïû ñëîâ W ïî ëèíåéíîñòè ïðîäîëæàåòñÿ äî àíòèàâòîìîðèçìà
àëãåáðûðàç P . Äàëåå, ëåãêî ïðîâåðèòü, ÷òî ýòîò àíòèàâòîìîðèçì àëãåáðû ðàç ïîðîæäàåò àíòèàâòîìîðèçì
àëãåáðû îïåðàòîðîâ O .
Ïðåäïîëîæèì äàëåå, ÷òî ïðè îáðàùåíèè âðåìåíè ðîæäàþùåå ïîäïðîñòðàíñòâî Cr è óíè÷òîæàþùåå De
ïåðåõîäÿò äðóã â äðóãà. Ýòî óñëîâèå îáû÷íî âûïîëíÿåòñÿ ïîòîìó, ÷òî ýòè ïîäïðîñòðàíñòâà ÿâëÿþòñÿ îòðè-
öàòåëüíî- è ïîëîæèòåëüíî-÷àñòîòíûìè, ñîîòâåòñòâåííî. Ëåâûé èäåàë, íàòÿíóòûé íà Dê , ïðè îáðàùåíèè
âðåìåíè ïåðåõîäèò â ïðàâûé èäåàë, íàòÿíóòûé íà Cr̂ . Ïîëó÷àþùèéñÿ â ðåçóëüòàòå àêòîðèçàöèè ëåâûé
ìîäóëü ïåðåõîäèò â ñîîòâåòñòâóþùèé ïðàâûé ìîäóëü.
Òàêèì îáðàçîì, îïåðàöèÿ îáðàùåíèÿ âðåìåíè çàäà¼ò âçàèìíî-îäíîçíà÷íîå ëèíåéíîå ñîîòâåòñòâèå êåò- è áðà-
âåêòîðîâ
7
.
Ñêàëÿðíîå ïðîèçâåäåíèå, êàê íåòðóäíî âèäåòü, ïðè îáðàùåíèè âðåìåíè ñîõðàíÿåòñÿ:
〈x | y 〉 = 〈 yT |xT 〉 . (20)
Ïîñêîëüêó ìåæäó êåò- è áðà-âåêòîðàìè èìååòñÿ âçàèìíî-îäíîçíà÷íîå àíòèëèíåéíîå ñîîòâåòñòâèå, òî ìîæíî
ïðîâîäèòü âñå ðàññóæäåíèÿ â ðàìêàõ îäíîãî ïðîñòðàíñòâà, íàïðèìåð, ïðîñòðàíñòâà êåò-âåêòîðîâ. Òîãäà
îïåðàöèÿ îáðàùåíèÿ âðåìåíè ìîæåò ðàññìàòðèâàòüñÿ êàê âçàèìíî-îäíîçíà÷íîå àíòèëèíåéíîå ïðåîáðàçîâàíèå
ýòîãî ïðîñòðàíñòâà. Ñîîòíîøåíèå (20) ïîêàçûâàåò, ÷òî ïðè óêàçàííîì ïðåîáðàçîâàíèè ñêàëÿðíîå ïðîèçâåäåíèå
èçìåíÿåòñÿ íà êîìïëåêñíî-ñîïðÿæ¼ííîå. Ïðåîáðàçîâàíèå, îáëàäàþùåå òàêèìè ñâîéñòâàìè, íàçûâàþò àíòèóíèòàðíûì.
Â çàêëþ÷åíèå õî÷ó ïîáëàãîäàðèòü Â. Ì.Øàáàåâà, Ë. Ä. Ôàääååâà, Â. À. Ôðàíêå, Â. Ä. Ëÿõîâñêîãî, Ë. Â. Ïðîõîðîâà,
Â. Â. Âåðåùàãèíà è Þ. Ì. Ïèñüìàêà çà ïëîäîòâîðíûå äèñêóññèè.
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