A numerical method is developed for simulation of stochastic chemical reactions. The system is modeled by the Fokker-Planck equation for the probability density of the molecular state. The dimension of the domain of the equation is reduced by assuming that most of the molecular species have a normal distribution with a small variance. The numerical approximation preserves properties of the analytical solution such as nonnegativity and constant total probability. The method is applied to a nine dimensional problem modelling an oscillating molecular clock. The oscillations stop at a fixed point with a macroscopic model but they continue with our two dimensional, mixed macroscopic and mesoscopic model.
Introduction
Deterministic models for chemical reactions are inaccurate in describing the dynamics of the chemical systems when the copy numbers of the reacting molecules are small or the system is in the neighborhood of an instability [16] . When only a few molecules participate in the reactions, the molecular fluctuations dominate the behavior of the system and the deterministic and macroscopic reaction rate equations for the concentrations of the chemical species are not sufficiently precise. The need for a mesoscopic, probabilistic view is especially important in certain models for the biochemistry of living cells [6, 20, 21, 27] . A stochastic model equation is the chemical master equation [16] for the probability of a well stirred chemical system to be in a particular state.
The master equation is a scalar differential-difference equation for the probability of the system to be in a certain state at time t. The computational difficulty with this equation is that the number of dimensions of the problem and the state vector grows with the number of molecular species in the model. The standard method for solution of the high dimensional problems is the Stochastic Simulation Algorithm (SSA) by Gillespie [10, 11] . Each reaction is simulated and the integer states of the involved species are updated accordingly. Two random numbers determine when the next reaction takes place and which reaction it is. The advantage of SSA is that the computational work increases slowly with the dimension of the problem compared to the exponential growth with a deterministic method for the master equation. A disadvantage of the method is that the time steps between the reactions can be very small compared to the prevailing dynamics of the system if there are separate time scales in the solution. The fast scale requires small time increments but for an accurate solution it is sufficient to follow the slow scale. Different ways of circumventing this problem based on an approximate treatment of the fast scale are found in [4, 15, 21] .
The Fokker-Planck equation (FPE) is a partial differential equation (PDE) approximating the master equation [2, 16, 23] . The state of the system is assumed to change continuously and common numerical methods for PDEs can be invoked for solution of the FPE. The computational complexity is mitigated somewhat but the problem with exponential growth in work and memory remains. In [18] the dimension of the FPE is reduced by assuming that the major part of the molecular species are normally distributed with a small variance and that only a small set of species needs a full stochastic treatment with an FPE. The dimension reduction in [18] is applicable also to the master equation. Equations for the expected values of the majority of the species are derived and they are coupled to one FPE for the probability density function (PDF) in a low dimension. The equations for the expected values are PDEs similar to the FPE or integro-differential equations (IDEs) resembling the macroscopic reaction rate equations. A numerical scheme for the coupled equations is derived and tested in this paper.
The PDEs of FPE type are discretized in space by a finite volume method. The PDEs preserve the total probability and the non-negativity of the solutions and the numerical method shares these properties. The expected values are also non-negative in the numerical solution if they are so in the analytical solution. If the solutions are allowed to be negative, then severe numerical instabilities occur. The solution is advanced in time by an unconditionally stable implicit method and thus problems with stiff systems are avoided. If the space discretization is stable, then there is a unique and positive steady state solution. The method is applied to a model in [1, 28] for the circadian rhythm including nine species. The 9D scalar problem is reduced to the solution of two PDEs in two dimensions and six nonlinear IDEs. Most of the species satisfy equations similar to the reaction rate equations and only a few are modeled stochastically. This is an example where the macroscale model fails to reproduce the dynamics of the system. The result is sensitive to a parameter in the model. When it has a high value, then our system of equations and the reaction rate equations both exhibit an oscillatory behavior. With a low value, the macroscopic model terminates at a fixed point while the partly stochastic model continues to oscillate.
The outline of the paper is as follows. In the next section, the reduced system of equations from [18] is given. The equations are discretized in space and time and the boundary conditions are stated in Section 3. The properties of the discrete solution are compared to the properties of the analytical solution in Section 4. The equations for the reduced stochastic model for the molecular clock in [1, 28] are solved in Section 5 and compared to the solution of the reaction rate equations. Finally, conclusions are drawn in the last section.
The i:th element of a vector v is denoted by
in the paper.
The system of equations
With N chemically active molecular species X i , i = 1, . . . , N , x i denotes the number of molecules of substrate X i . The state vector of the chemical system is x. A reaction r is a transition from a state x r to x so that x r = x + n r . There is a non-negative propensity w r (x r , t) for the probability of the reaction to occur per unit time. The reaction r can now be written
The time evolution of the state of the chemical system is governed by the master equation [16] . The master equation is a differential-difference equation for the PDF p(x, t) for the system to be in the state x at time t. The PDF is non-negative for all x and t. The FPE is a PDE for p approximating the master equation [16, 23] for x ∈ R N + , the non-negative N -dimensional orthant, and t ≥ 0. In [18] , the state vector is split into two parts x 
The assumption is that given X = x the stochastic variables Y i are mutually independent and normally distributed with a small variance. The PDF of the full system is p(x, y, t) = (2σ
Assuming that the variance σ in (2) is small, a PDE is derived in [18] for the first partial moment for y k with respect to y. This moment is
The conditional expected value of y k is φ k since
The PDE for p k is a FPE with a source term
for a chemical system with R reactions, where F rk is defined by
and
If the difference between φ k and its expected valuē
Now φ is defined by
The shift in x by m r is ignored in (5) and (7) compared to the version in [18] . The reaction rate equations corresponding to (7) are a system of nonlinear ordinary differential equations (ODEs)
The FPE for p 0 is
with q r (x, t) = w r (x, φ, t)p 0 (x, t). This is a PDE to be solved for the scalar p 0 in m dimensions. The number of dimensions m should be kept small so that the problem is computationally tractable. Alternatively, the equation for p 0 can be written
The same FPE in conservation form is
with the flux functions
The boundary conditions at x i = 0, i = 1, . . . , N , are
The equations (5) and (9, 10, 11) are solved numerically in Ω h , where Ω h = {x | 0 < x i < x max } is an open domain and x max is so large that p ≈ 0 and ∇p ≈ 0 in the neighborhood of x i = x max for all i. If p = 0 and ∇p = 0 at x i = x max for all i, then condition (12) is also satisfied there. The FPE (11) and the boundary conditions imply that the total probability for p 0
is constant for t ≥ 0, see [8] .
Discretization of the Fokker-Planck equation
In order to conserve the total probability, the FPEs in conservation form in (5) and (11) with the time step ∆t. The coefficients in the difference stencil are such that the non-negativity of the PDF is preserved.
Space discretization
The space operator in (5) and (9) is written with
where
The FPE is integrated over a cell ω and the time interval [t
The averagep of p in ω satisfies
where |ω| is the area of ω. The formulas are simplified if the approximations are derived for two space dimensions, m = 2, and a constant step size, but the generalizations to higher dimensions and variable step sizes are straightforward. The integral form of (14) is taken over a square cell ω ij with edge length h with midpoint at (x 1ij , x 2ij ) and corners at (x 1ij ± h/2, x 2ij ± h/2). The four faces of ω ij are denoted in the counterclockwise direction by ∂ω 1ij (where
by Gauss' integral formula. We need evaluations of G i + 0.5H i on the four edges of the cell in a finite volume discretization.
Letw i = r m ri w r , i = 1, 2, and let p ij be the approximation ofp in cell ω ij . Then G is approximated as follows at
and at
wherē
The flux G at x 1 = x 1ij − h/2 and x 2 = x 2ij − h/2 is determined in the same manner. After division by the area |ω| = h 2 of the cell, the first derivatives in the first sum in (14) are discretized by a first order accurate upwind approximation depending on the sign ofw i on the face between two cells.
The second derivatives are computed as follows for |m ri | ≤ 1. In two dimensions, the H r -fluxes are
Let s r = m r1 m r2 and let c ij be values in the corners of the cell defined by
, at ∂ω 1ij and ∂ω 2ij is approximated by
For cell ω ij and |s r | = 1, the sum of the four integrated H-fluxes for reaction r is 0.5h
After division by the area of ω ij , the resulting formula is
Regarded as a finite difference method for the PDF p ij at the midpoints in a cell, the approximations (19) , (20) , of the first derivatives in (5) and (9) on a grid with constant grid size h is first order accurate and in two dimensions
The coefficients multiplying p kl are non-negative except for the cell in the center which has a non-positive coefficient. The second derivatives multiplied by the coefficents m ri m rj in (9) are approximated as in (22), (23), by
This is a second order accurate approximation of the sum also when |m ri | or |m rj | is greater than one. If w r ≥ 0, then all coefficients in the stencil multiplying p kl are non-negative except for p ij in ω ij . The integral of the source term in (5) is the expected value of w r in ω ij . It is approximated by the rectangle rule
The integral in (7) is obtained by summing over all cells in (26).
Boundary conditions and conservation
Consider one rectangular cell ω ij in the grid of length h i in the x-direction and h j in the y-direction. The integral of the space operator over ω ij is written according to the approximations above
In the boundary cells of the computational domain, the total flux G + 0.5H is zero at a cell face on the boundary according to the boundary conditions of the differential equation (12) . At the left and right boundaries of the domain, e.g. at x 1 = 0 we have F 1,1/2,j = 0, and at x 1 = x max , F 1,L+1/2,j = 0. The area weighted sum of the spatial approximation over all cells vanishes
thanks to the conservative formulation and the boundary conditions. This property is shared by the analytical solution in (11) since
where ∂Ω h is the boundary of Ω h and n Ω is the normal of ∂Ω h (cf. (13)).
The approximation in a cell at the left boundary in a two-dimensional domain requires one extra numerical condition in a column of ghost cells with index i = 0. The space operator in ω 1j is
The evaluations of G rk and H rk when s r = 0 for reaction r pose no problem at the boundary but for s r = 0 we have By letting q r0j = q r1j in the ghost cell, the stencil in (23)
The other boundaries are treated in the same manner. If w r ≥ 0, then all coefficients in the stencil multiplying p kl are non-negative also at the boundaries except for p 1j in ω 1j . A generalization of the approximations (22) to the case when |m ri |, |m rj | > 1, is possible, but the treatment of the boundaries and conservation of the total probability is more complicated. The resulting stencil in the interior of the domain is still given by (25).
Time discretization
The mean values of p 0 and p k , k = 1, . . . , ν, in the cells and the mean values φ k , k = ν + 1, . . . , n, in Ω h are advanced in time by the trapezoidal method [14] applied to (11), (5), and (7).
Let µ be a multi-index such that µ = (µ 1 , µ 2 
where A l is a sparse matrix representing the space discretization in Section 3.1 and depends on x µ , φ l , and t
Introduce the diagonal matrix B l k defined by
Then (5) for k = 1, . . . , ν, is approximated in time by
The matrix A 
for k = ν + 1, . . . , n, using the rectangle rule (26) . By conservation (27) (see also [8] ), ω
we find that (33) is obtained by multiplying (32) from the left by ω T . These operations correspond on the analytical side to the integration in (6) and the integration of (5) to arrive at (7).
The total discrete probability of p 0 is (cf. (13))
by (29) and conservation. The total discrete probability in (34) and the total probability in (13) share the same property: conservation over time. The total discrete probability of p The nonlinear system of equations to be solved for
. . . 
Properties of the solutions
If there is a negative component of φ in w r (x, φ, t), w r may become negative for some r and there is a risk of a severe instability in the numerical solution. Since φ is determined byφ k and p k and p 0 in (30), it is important to preserve the nonnegativity of the solutions p k andφ k of (32) and (33) and the positivity of p 0 in (29). The analytical solutions of (5), (11) , and (7) have these properties under certain conditions. Sufficient conditions are derived for the numerical solutions to be non-negative and positive too.
Other algorithms to maintain the non-negativity of solutions of ODEs are discussed in [25] . One alternative there if the sign constraint on the solution is violated is to halve the time step and recompute the solution. The convectiondiffusion-reaction equation in one dimension is solved in [19] with finite difference and finite element methods. Bounds are derived on the time step and the Courant number for positive solutions. A scalar hyperbolic PDE in one dimension is solved in [3] with a finite element method. By choosing the coefficients in the space discretization depending on the solution, it remains positive. We will show here that our scheme in Section 3 also preserves non-negativity and positivity by taking sufficiently small time steps. The alternative in [25] to reset the negative variable to zero is not satisfactory for p 0 . By letting p Consider equations (11), (5), and (7) separate from each other without the coupling via φ and p 0 . Let
and assume thatŵ k and φ are in C 1 with respect to the independent variables. Then we have the following result for the analytical solutionφ k , k = ν + 1, . . . , n, of (7). Theorem 1. Assume that for k = ν + 1, . . . , n, and t ≥ 0 w k (x, φ 1 , . . . , φ ν ,φ ν+1 , . . . ,φ k−1 , 0,φ k+1 , . . . ,φ n , t) ≥ 0,
If at some instance t 0 we haveφ k (t 0 ) = 0, then in (7) dφ k /dt =w k ≥ 0 andφ k can never cross the boundaryφ k = 0 and become negative.
For the numerical solution of (7) we have a similar result. 
Proof.
Assume thatφ l > 0. Then computeφ l+1 and we will show that
in (7) we have that
There is a bound ∆t 1 such thatφ
Consider the index set K consisting of all k such that |φ 
The right hand side in (38) is (I − 0.5∆tD
with
Choose ∆t 4 ≤ ∆t 3 such that
Then the expression in (39) is positive. Therefore, if ∆t ≤ min(∆t 1 , ∆t 4 ) then φ l+1 > 0 in (38) and the theorem is proved.
The equations (5) for p k and (10) for p 0 are investigated by means of the maximum principle for parabolic equations to show that a positive initial solution will remain positive in a finite interval (0, T ]. Let M (x, t) ∈ R m×m have the elements
so that the second order term in (5) and (10) 
The strong minimum principle on p. 122 in [22] is applicable with
Remark. A sufficient condition for M to be positive definite is that all w r are positive in Ω h and that the stoichiometric matrix
has rank m (see [26] ). The propensities will be positive at least in Ω h if φ is positive there.
The steady state solution of (11) 
multiplying p 0 in (10). If c ≤ 0, then the maximum (or minimum) principle on p. 35 in [9] or p. 109 in [22] is applicable also to the steady state problem to show that a solution will be positive in the interior of the domain. The solutions of (29) and (32) have properties similar to those of the solutions of (10) and (5).
Theorem 4.
Assume that w
Proof. From (29) and (32) we conclude that both p 
We will show by induction that if p 
Thus, in the interior and in the boundary cells p
Assume that p Proof. For a sufficiently small γ > 0, I + γA has non-negative elements and the eigenvalue of largest modulus is 1. The corresponding eigenvector v is the Perron vector and fulfills v ≥ 0 according to p. 158 in [13] . We have Av = 0 and p ∞ 0 = v. If A is irreducible, then I + γA has the same property. If I + γA is irreducible and has another eigenvalue with modulus 1, then it is exp(iψ) for some ψ = 0 with eigenvector v > 0 by the Perron-Frobenius theory (p. 159 in [13] ). The corresponding λ(A) = (exp(iψ) − 1)/γ = 0 and λ(A) = 0 and p ∞ 0 are unique.
Remark.
As an example, a sufficient condition in one dimension for our matrix A to be irreducible isŵ ∞ rj = 0 for all j. With the condition on λ(A) in the theorem, all solutions of the ODE system dp/dt = Ap vanish when t → ∞ except for p If the conditions in Theorem 3 are fulfilled, then by (13) p 0 is constant in the
The same property holds for p 
Numerical results for the circadian rhythm
Living organisms have to adapt their behavior to different periodic changes in their environment e.g. the daily variation of light and the annual variation of temperature. Many of them have developed molecular clocks as their internal time-keeping mechanisms. An example of such an oscillatory process is the circadian rhythm with a period of about 24 h [12] . A model for this rhythm has been developed in [1] and is simplified in [28] . The reactions in this model are simulated here using the numerical method developed in the previous sections. With a particular choice of a parameter the macroscopic and deterministic model immediately arrives at a steady state solution but the mesoscopic and stochastic model continues to oscillate.
Consider the following 18 reactions for the nine molecular species
The reaction constants are found in Without any assumptions on the distributions of the molecular species, the FPE for (43) is a scalar PDE in nine dimensions for the PDF p with m = 9, ν = 0, n = 0. The computational complexity of the problem is reduced in two ways:
1. Complex C and repressor R are stochastic variables, the remaining species have normal distributions with a small σ, activator A has a variable φ A (x, t) while the other expected values φ k are only dependent on time ⇒ 2 PDEs in 2D, 6 IDEs (m = 2, ν = 1, n = 7).
2. All species have normal distributions with small σ ⇒ reaction rate equations (8), 9 ODEs (m = 0, ν = 0, n = 9).
In the first case, (11) determines p 0 , (5) is solved for p 1 = p A and φ A (x, t), and the expected values for the remaining six species satisfy (7). In the second case, the equations are solved with the ODE integrator ode15s from MATLAB.
The initial values at
After a short transient phase, the variables are adjusted so that the solution is in the periodic regime. The expected value φ A is 0.1 initially and
The chemical system with δ R = 0.2 is simulated in Figures 1 and 2 using the two modeling alternatives. The solution is computed with the reaction rate equations and displayed for the D and M variables in Figure 1 . The solution with the stochastic model is similar. In Figure 2 , the expected values of the complex and the repressor are compared to the solutions with the reaction rate equations. The periods with the two methods are almost the same with the ODE solution lagging slightly behind. Both solutions are oscillatory. The parameter δ r is changed to 0.08 and the simulations are repeated with the same inital data in Figures 3 and 4 . There is no oscillation in the deterministic model. The solution quickly reaches a stable fixed point but the noise in the stochastic model is sufficiently strong to permit an oscillatory solution. This is in agreement with simulations in [28] using the SSA [10] and a method based on the evolution of the moments in [7] . Our simplified model with 2 PDEs in 2D and 6 IDEs captures the correct behavior of the original 9D problem. The expected values of p 0 as a function of C and R and the C and R obtained with the reaction rate equations are also compared in Figure 5 for the two different δ r . The isolines of p 0 are shown for one period in Figure 6 . The solution rotates in the counterclockwise direction, spending most of the time along the line C ≈ 50. The activator solution is shown in Figure 7 . The concentration is computed with the system of ODEs and the expected value is determined by the solution p A of (5). Assuming that φ A is independent of x and introducing another IDE (7) for φ A (t) instead of the PDE (5) is too inaccurate for sustained oscillations. The expected value of A is far from being constant in x-space and has support only close to the boundary where R = 0. The concentration in the reaction rate equations is nonzero only for short time intervals, see Figure 7 .
Conclusions
Chemical systems are modeled on a mesoscale with the Fokker-Planck equation. It is satisfied by the probability density of the number of molecules of the participating molecular species in the reactions. A reduced model is derived in [18] where the number of dimensions in the Fokker-Planck equation is lowered by assuming that some species have a normal distribution with a small variance. A numerical method to solve the reduced set of equations is presented. The method preserves the total probability and the non-negativity of the solution, properties shared by the analytical solution. The scheme is applied to a chemical model of a molecular clock commonly found in many organisms from bacteria to mammals. The oscillations are sensitive to a parameter in the model. If the parameter is sufficiently large then both the solutions from the macroscopic reaction rate equations and our reduced mixed macroscopic and mesoscopic model have an oscillatory behavior. With a lower value, only the solution with our reduced model continues to oscillate. This is in agreement with the conclusions in [28] . Furthermore, the computational complexity has been reduced from nine dimensions in the original problem to two dimensions. 
