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Preface 
In 18591 Charles Darwin (1809-1882) published the now well-known theory of evo-
lution. In his book, Darwin stresses the impact of the notions struggle for existence 
and natural selection on the evolution. A struggle for existence inevitably follows 
from the high rate at which all organic species tend to increase. Not all individuals 
can possibly survive due to lack of resources (e.g., food, space), and therefore, there 
must be a struggle for life, either individuals of the same species with another, or 
with individuals of distinct species, or with the physical conditions of life. Since no 
individuals are exactly identical, the individuals with advantages over other individ-
uals have the best chance of being preserved in the struggle for life. From the strong 
principle of inheritance, these will tend to produce offspring similarly characterized. 
This principle of preservation or survival of the fittest was called natural selection. It 
leads to the improvement of each creature in relation to the conditions of life. 
Although Darwin was aware of inheritance of characteristics from parents to off-
spring, he did not understand the underlying principles. It was Gregor Mendel (1822-
1884) who published the theory of inheritance in 18652. Working in a small experimen-
tal garden in his monastery in Brno, in Moravia, and using peas as his experimental 
material, Mendel succeeded in formulating his theories. However, his ideas remained 
unknown until 1900, sixteen years after his death, when they were rediscovered by 
the Dutchman Hugo de Vries (1861-1926) who was highly critical of the theory of 
evolution by natural selection. From then onwards the science of population genet-
ics could develop. Population genetics introduced concepts like chromosomes, genes, 
crossover, and mutation, which play an important role in understanding the principles 
of inheritance. 
Charles Babbage (1791-1871) was the first with the idea of an universal digital 
computer. He demonstrated a working model of his mechanical computer in 1822. It 
lasted until 1943 for the first electronic computer to appear (the Eniac), and another 
six years before the Edsac was introduced as the first working, stored-program com-
puter. After 1955, when the transistor became available, the computers became more 
reliable, which resulted in a spectacular increase in the number of computers after 
1959. In these days the market was mainly dominated by large computer mainframes, 
until 1977 when the first Apple II computer appeared followed by the IBM personal 
computer only four years later. 
The availability of computers made it possible to simulate biological systems, 
which increased our understanding of many biological processes including natural 
'Darwin, C. (1859) On the origin of species, John Murray, London 
2Mendel, G. (1865) Versuche über pflanzenhybriden, in The Verhandlungen des Naturforschenden 
Veremes, Brunn 
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evolution and population genetics. However, John Holland was the first to apply 
the concepts of struggle for life, natural selection and population genetics to artificial 
systems as an optimisation strategy that generates adaptive responses to a changing 
environment. He called his computer programs genetic algorithms and laid the foun-
dation in his monograph published in 19753. About two decades after John Holland 
published his book, genetic algorithms are still subject of lively research. 
This dissertation is another result that emerged from the early ideas of Darwin, 
Mendel, and Babbage. Although their ideas arose at about the same period of time, 
it was only after more than hundred years before these were combined and applied 
to problems not originally intended. This thesis presents several genetic algorithm 
applications to complex global optimisation problems. These problems can nowadays 
not only be taken on because the availability of optimisation strategies like the genetic 
algorithm, but also because of the easy access to fast and powerful computer systems. 
3Holland, J. (1975) Adaptation in natural and artificial systems, The MIT Press, Cambridge 
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Scope of thesis 
Genetic algorithms have been applied to a large range of optimisation problems 
arising in many different fields of science including chemistry. There is no doubt that 
these algorithms were successful in solving numerous optimisation problems. How­
ever, since genetic algorithms are not the only optimisation strategy available, their 
choice should be motivated by advantages of this method over alternative methods. 
This dissertation presents four applications of the genetic algorithm to chemical opti­
misation problems. These applications are examples of problems for which the genetic 
algorithm is a suitable choice. It is also demonstrated for two applications that the 
genetic algorithm does not always operate as is suggested in literature, and that this 
may prompt for the use of an alternative optimisation strategy. 
This dissertation does not present a comparative study between several methods 
for global optimisation but focuses on the genetic algorithm. However, the results that 
are presented in this thesis may contribute to a comprehensive comparative study be­
cause they give guidelines for the kind of problems genetic algorithms are particular 
useful. 
Chapter 1 presents a general introduction to the field of optimisation. It does not 
intend to be complete but discusses some important concepts, while relating to the 
optimisation problems discussed in this thesis. 
Chapter 2 outlines the basic framework of the genetic algorithm. 
Chapter 3 presents a new method for the structure elucidation of biological macro-
molecules. This method, denominated DGH, is a hybridisation of the embedding 
distance geometry method and a genetic algorithm. This chapter presents the prin­
ciples of DGn. The improvement over distance geometry alone is demonstrated via 
application to the molecule Cyclosporin-Α. Structure elucidation provides an inter­
esting problem for genetic algorithms since one is generally interested in an ensemble 
of conformations that are consistent with the input data. Since the genetic algorithm 
is a population based method it seems a legitimate choice for solving these kind of 
problems because a set of conformations can relatively easy be maintained. Since 
the problem parameters of this optimisation problem were constrained by geometric 
relations, an alternative initialisation procedure, and a new mutation operator were 
developed. 
Chapter 4 presents a second application of DGfi. The results of DGO presented in 
Chapter 3 prompted for an additional investigation of its performance in comparison 
to embedding distance geometry, and a genetic algorithm for structure elucidation in 
torsion angle space (denominated GAT). In this research these methods were applied 
to a smaller molecule (a methylene-acetal linked thymine dinucleotide), which allowed 
Xlll 
for a more comprehensive comparison. In contrast to the Cyclosporin-A study, the 
dinucleotide was also subjected to energy minimisations. 
Chapter 5 presents a genetic algorithm application for the determination of the in-
terfacial layer between a sodium chloride crystal and its melt. In this optimisation 
problem several constraints are imposed on the problem parameters that have to be 
optimised. The presented investigations mainly focus on a comparison of constrained 
handling techniques, and a possible advantage for using the genetic algorithm for 
solving these type of problems. 
Chapter 6 presents a classification problem. For this application the genetic algo-
rithm is used as a machine learning method, which generates production rules that 
can be applied to classify ion-chromatography methods according to the detection 
method. This problem is yet another example for which the genetic algorithm is a 
good choice because its population can easily maintain a set of complementary rules. 
Chapter 7 presents a reinvestigation of the ion-chromatography machine learning 
application presented in the previous chapter. It is shown that recombination does 
not contribute to the results obtained with the genetic algorithm. It is argued that 
the correlations between the problem parameters are responsible for this observation. 
Nevertheless, rejection of the genetic algorithm did not seem necessary because of 
other profitable characteristics of the method. 
Chapter 8 presents a genetic algorithm for the structure elucidation of /¿-selective 
dermorphine in torsion angle space. The investigations mainly focus on the inef-
fectiveness of recombination. Also for this optimisation problem it is argued that 
the correlations between the problem parameters are responsible. It is demonstrated 
that simulated annealing outperforms the genetic algorithm, which is explained by 
considering the ineffectiveness of recombination. 
x iv 
Chapter 1 
Optimisation 
Summary 
This chapter presents some concepts of (global) optimisation. The important notion of 
'search landscape', and factors influencing the complexity of the optimisation problem are 
discussed. A brief summary on evolutionary algorithms is included. Throughout the text, 
references are made to the optimisation problems discussed in this thesis 
1 
2 Chapter 1 
1.1 Introduction 
Optimisation is the branch of applied mathematics, which is concerned with find-
ing the extremal (optimum) value of a pre-specified function (Mitel, 1977; Schwefel, 
1981; Schlick, 1992). This function is generally called the objective function (F), 
and represents the optimisation problem that has to be solved. The objective func-
tion includes one or more problem parameters, which determine the output of the 
function. The problem parameters are the parameters which have to be optimised 
by finding their optimal values. In most situations, one is not only interested in 
the extremal value of the objective function but moreover in the values of the cor-
responding problem parameters. The extremal value of the objective function may 
either be a minimum or a maximum value. Whether a maximum or a minimum is 
sought for is of no consequence for the method of optimisation because of the relation 
max{F(x)} = —min{—F(x)}. Without loss of generality one can concentrate on one 
of the types of problems. 
Optimisation problems may be categorised according to characteristics of the ob-
jective function, which is schematically depicted in Figure 1.1. 
First of all optimisation problems may be classified according to the concepts of 
experimental and mathematical optimisation. For many optimisation problems the 
functional relation between the problem parameters is unknown. The structure eluci-
dation of biological macromolecules from NMR data presented (Chapter 3, 4 and 8) is 
an example of such a problem. For this optimisation problem it is impossible to define 
an explicit function that directly relates the values of the problem parameters to a 
quality measure. Instead, a complex numerical procedure was necessary to evaluate 
the quality of each trial solution. Since no information is available about the relation 
(i.e., correlation) between the parameters, one is forced to experiment on the objective 
function. To do so, one must be able to vary the problem parameters, and determine 
the objective function value for each state. If there are many problem parameters, 
systematic investigation of all possible states would be too costly, and random sam-
pling of various combinations too unreliable for achieving the desired results. In these 
situations one needs an optimisation strategy, which locates the optimum of the target 
function accurately and fast. 
In mathematical optimisation, on the other hand, the functional relationship be-
tween the problem parameters is known, i.e., the objective function is an explicit 
mathematical function. For simple optimisation problems this allows for an analyt-
ical determination of the optimum value via, for example, differentiation. Even if 
this is not possible, the explicit formulation of the derivatives may help to acceler-
ate the optimisation process. An explicit function also allows other mathematical 
manipulations that may be beneficial in solving the optimisation problem. 
Furthermore one might distinguish between the parameter and functional opti-
misation problems. Parameter optimisation problems represent a class of problems 
in which not only the objective function but also the problem parameters are scalar 
values. In contrast, functional optimisation problems comprise objective functions in 
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Experimental/Mathematical 
global optimisation 
Parameter 
optimisation 
Function 
minimisation 
Functional 
optimisation 
Combinatorial 
optimisation 
Figure 1.1: Classification of optimisation problems 
which the problem parameters themselves are functions of one or more parameters 
(Courant and Hilbert, 1968a; Courant and Hilbert, 1968b; Denn, 1969). These are not 
discussed in this chapter. Parameter optimisation methods may be further subdivided 
into function minimisation problems and combinatorial problems. The former type 
of problems are concerned with finding the optimum value of a function by finding 
the corresponding optimal values of the problem parameters. In combinatorial prob-
lems one is generally not interested in the values of the problem parameters but in 
an optimal sequence or sub-selection of these parameters, i.e., sequencing and subset 
selection problems. 
In the field of chemistry both function minimisation and combinatorial problems 
are encountered. Curve fitting to resolve overlapping peaks in chromatography or 
spectroscopy comprises an example of a function minimisation problem (Pitha and 
Jones, 1966; Maddams, 1980). The objective function represents a least-square esti-
mate of a Gaussian or Lorentzian model to the measured chromatogram or spectrum, 
and takes the problem parameters such as peak height, width and position as its in-
put arguments. Wavelength selection in multi-component analysis represents a subset 
selection problem (Sasaki et al., 1986; Kalivas et al., 1989). An optimal selection of 
wavelengths results in an increased accuracy or precision in the determination of com-
ponent concentrations in a mixture. The objective function can be defined in several 
ways, and the problem parameters now represent indices of the selected wavelengths. 
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Application Chapter Type 
DGQ (epa) 
DGÜ (dinucleotide) 
GAT 
Interfacial layer 
1С 1 
1С 2 
3 
4 
4 
5 
6 
7 
function minimisation/experimental 
function minimisation/experimental 
function minimisation/experimental 
variable subset selection/experimental 
machine learning (combinatorial/experimental) 
machine learning (combinatorial/experimental) 
Structure elucidation 8 function minimisation/experimental 
Table 1 1. Type of optimisation problems discussed in this thesis 
Sequencing problems are less common in chemistry, but an example comprises the syn­
thesis and optimisation of distillation systems (Fraga and Senos-Matias, 1996; Hsiao 
and Sheppard, 1996). Sequencing problems arise, however, frequently in many other 
fields. The traveling salesman problem represents the best known example (Lawler 
et al., 1985). 
Table 1 1 depicts the types of optimisation problems discussed in this thesis. The 
1С (ion-chromatography) application may be regarded as optimisation problem but 
actually represents a machine learning application. The names of applications will 
become clear in the indicated chapters. 
1.2 Search landscapes 
Optimisation is often related to finding the highest peak or deepest valley in a search 
landscape. The properties of the search landscape are often used as the basis for 
explanations of the algorithm behavior. However, the landscape is rarely formally de­
fined, and consequently often used intuitively This may lead to incorrect explanations 
for the behavior of the search algorithm. A more formal definition of a landscape is 
for example given by Kauffman and Levin (1987); Manderick et al. (1991) and Jones 
(1995). Especially, the dissertation of Jones (1995) is focussed on search landscapes 
and evolutionary algorithms (e g , genetic algorithms). In his dissertation a number 
of important notions about search landscapes are reviewed. 
1. Regularly the search landscape is defined as the combination of the search space 
S and objective function ƒ : S —ì JR. The problem with this definition is that 
it does not define the important notion of neighborhood, i.e , what are the 
neighboring points of a point in S. For example, the most frequently used 
landscape related term is peak, which is defined as a point whose neighbors are 
all less high. It is not sensible to define the word peak without a proper definition 
of neighborhood. The expression search landscape and objective function are 
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often, wrongly, used interchangeably. An objective function is a function: a 
mapping from one set to another. There is no notion of neighborhood. A 
search landscape requires a notion of neighborhood. 
2. The notion of neighborhood can only be specified by considering the optimi-
sation strategy. The operators in the search strategy that are used to impose 
changes on the problem parameters determine the set of points (i.e., the neigh-
borhood), which can be reached from the current point in S. Therefore, the 
search strategy must considered to be part of the definition of the search land-
scape. 
3. If the search strategy contains multiple operators for changing the problem 
parameters (e.g., the genetic algorithm), then each operator induces its own 
landscape. In order to explain the search behavior for these algorithms, it is 
preferable to consider these landscapes separately, instead of choosing one of 
the landscapes and describing the other operators in terms of the chosen one. 
By considering these definitions, Jones (1995) presented a formal definition of a 
landscape. Although this thesis does not formally define or use the notion of land-
scape, it is important to realise that when a landscape is referred to, one must not 
simply think in terms like ƒ : S -4 3î, where each dimension of S is defined by one of 
the problem parameters, but moreover in graph terms where each point is connected 
to its neighbor. 
1.3 Complexity of optimisation problems 
Without formally defining the search landscape, it is obvious that its characteristics 
largely affect the complexity of the optimisation problem. The following six criteria 
may be considered when discussing the complexity of the problem. 
1. Size of the search landscape 
2. Number of local optima 
3. Correlations between the problem parameters 
4. Optimisation strategy 
5. Encoding of problem parameters 
6. Constraints imposed on the problem parameters 
Size of the search apace 
The size of the search space defines the number of states that are imposed by the prob-
lem parameters. If the size of the search space becomes too large then an enumerative 
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search for the optimum is no longer feasible, and consequently, an optimisation strat-
egy is required that is biased to sample the promising regions of the search space. 
Table 1.2 depicts the sizes of the search spaces for the optimisation problems 
discussed in this thesis. The size of the search space for the DGÜ, GAT and structure 
elucidation applications were calculated by considering the number of parameters, 
the range of each parameter, and the resolution of these parameters. The range and 
resolution of the parameters were not depicted in this table. 
The calculation of the size of the search space for the variable subset selection 
problem discussed in Chapter 5 is also straightforward. A selection of к ions are 
placed in a grid of 9000 points. There are 
( Τ ) 
possibilities of doing this. The size of the subset к was variable but an upper bound 
of 200 was imposed. Therefore, the total number of configurations of placing a subset 
of ions in the grid is give by 
fc=200 
Σ ( Τ ) 
fc=0 
Since there were two types of ions with separate grids of 9000 points and a maximum 
of 200 ions to be placed in it, the total size of the search space is given by the formula 
depicted in the table, which was too large to evaluate on a computer. It must be 
noted that this number represents an upper bound because many configurations are 
unlikely to occur. 
The size of the machine learning applications (ICI and IC2) were calculated in 
a similar way. The 19 problem parameters imposed a maximum of approximately 
N — 3.8 χ 101 2 states (see Section 6.2.2). Prom this number of possible solutions a 
subset of η rules was extracted to solve the classification problem. From the results 
obtained in Chapter 6 and 7, it was demonstrated that η equals about 250. The size 
of the search space was therefore equal to the formula given in the table. 
From the sizes of these search landscapes it should be clear that enumerative 
search is not an option to solve these problems. Even if the computers would evaluate 
each state at picosecond rate, it would take more than a lifetime to complete this task. 
Number of optima 
The search landscape may contain a single, a few, or many optima. An increasing 
number of optima may severely increase the probability of converging to a local op­
timum instead of the global optimum. The search space may also contain more than 
one global optimum, in which case the optimisation problem is called degenerated. 
The distribution of the optima may further affect the performance of the search al­
gorithm. If all optima are clustered then the detection of one peak might lead to the 
detection of an other peak. 
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Application Chapter No. of parameters Size 
DGQ (epa) 3 116 
DGQ (dinucleotide) 4 124 
GAT 4 12 
Interfacial layer 5 400 
1С 1/ 1С 2 6, 7 19 
Structure elucidation 8 31 
Table 1.2: Sizes of the search spaces of the optimisation problems discussed in this thesis. 
The number of optima is generally hard (if possible at all) to determine, which 
was also true for the optimisation problems discussed in this thesis. If there are many 
optima one may never be sure whether or not the global optimum is actually located. 
All optimisation problems discussed in this thesis were degenerated, which is, for 
example illustrated in the machine learning application discussed in Chapter 7. The 
structure elucidation problems, generally, are degenerated because in most cases more 
than one conformation is consistent with the given input data. The subset selection 
problem for the determination of the interfacial layer between crystal and its melt 
was at least degenerated as a result of the symmetry of the grid system 
Correlation between the problem parameters 
The relations (known or unknown) between the problem parameters of the objective 
function are partially responsible for the overall shape of the search landscape. If the 
problem parameters are independent (i.e., uncorrelated) then the gradient at a specific 
value for one of parameter is independent of the values of the other parameters. In 
the function 
F\ (11,12) =x\+x\ 
the problem parameters are independent because the gradients -g^- and | ^ - only 
depend on the values of x\ and x-i respectively. On the other hand, if the gradient de-
1034 
1 0 1 0 5 
1025 
[
v
t=2oo ( 9000 \ 12 
^ |^*=o \ к ) 
со 
JV = 3 . 8 x ΙΟ1 2, η = 250 
IO 2 1 
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pends on the value of two or more parameters, then the involved problem parameters 
are said to be dependent or correlated. An example is given by the function 
F 2 (xi,x 2 ) =x\+x\ -X\X2 
where the gradients | | * = 2x\ — x2, and | ^ = 2хг — x\ involve both X\ and x2. 
In the simplest case, if the problem parameters are not correlated, the parame­
ters can be optimised separately. The effect of correlation can be demonstrated by 
considering the artificial optimisation strategy : 
1. Select first parameter (pi,i = 1) 
2. Vary parameter pi, while keeping other parameters fixed, until an optimum in 
Pi is found 
3. IF i < number of parameters THEN i = i + 1; goto step 2 
ELSE terminate algorithm 
This strategy is perfect for determining the minimum of the function Fi(xi,x2), 
but fails on the function F2(xi,x2)· Obviously, the minimum of function F2(xi,x2) is 
x\ = 0, x2 = 0. However, if one adopts strategy θ for solving this problem, one might 
not converge to this global minimum. If, for example, the optimisation procedure is 
started from x2 = 2, x\ = 2, and subsequently, varies χι to locate the minimum 
in x\ at x2 = 2 this results in χχ = 1. Subsequently varying x2 at x\ = 1 until a 
minimum is obtained results in x2 = 0.5. Therefore, applying this search strategy 
from any other point than (x2,0) would result in a wrong answer. Also for more 
realistic optimisation problems and search strategies one might encounter problems 
in locating the optimum if the parameters are correlated. Chapter 7 and 8 reveal a 
problem for the genetic algorithm if the problem parameters are correlated. In Chap­
ter 8 it is demonstrated that correlations between the parameters result in differences 
in efficiency between alternative optimisation strategies. 
Optimisation strategy 
As already mentioned in Section 1.2, the search algorithm itself is part of the defini­
tion of the search landscape, that is it defines a neighborhood. The minimisation of 
the function F2{x\,x2) with strategy θ presents a nice illustration how Θ 'observes' 
the landscape. Obviously, F2{xi,x2) only has a single minimum if the landscape 
would simply be defined by ƒ : S —¥ 5ft. However, this is not a correct definition of 
the landscape in which the optimisation takes place. The search strategy θ makes 
a completely different observation of the landscape, and observes a large number of 
local optima, i.e., for each starting point (ΐχ, x2), where x2 φ 0, the strategy does 
not converge to the real minimum but converges to a 'local' minimum. 
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Encoding of the problem parameters 
Most optimisation strategies manipulate the problem parameters in the domain in 
which they are used by the objective function. Thus, real parameters are treated 
as real values, and integer parameters are treated as integers. Genetic algorithms 
comprise search strategies in which the problem parameters are often transformed to 
a binary representation (see Chapter 2). The search landscape defined by the binary 
parameters will have completely different characteristics, than the landscape defined 
by the real parameters, which therefore affects the search. 
Constraints imposed on the problem parameters 
The complexity of the optimisation problem may severely increase if constraints 
are imposed on the values that the parameters may assume, i.e., in general these 
constraints define additional relations between the problem parameters. Chapter 5 
presents an application for a constrained optimisation problem, and provides a brief 
summary on constrained handling techniques. The DGH application presented in 
Chapter 3 and 4 also represent a constrained optimisation problem, which imposed 
special requirements for initialisation and adjustment of the problem parameters. 
1.4 Local optimisation 
If the search space contains one, or a limited number of optima, then the optimisa-
tion problem can be solved by using a local optimisation strategy. Local optimisation 
methods are, in general, initiated by choosing an arbitrary starting point in the search 
space. This initial point, in principle, completely determines the results of the opti-
misation process, since it is generally located in the basin of attraction of an optimum 
in the landscape. Local optimisation methods are often called hill-climbers since they 
always proceed in an uphill (in case of maximisation) direction. Therefore, these 
methods are obviously not suited to solve global optimisation problems, in which the 
landscape contains many local optima, because they easily get trapped at a local 
optimum if the starting point is not chosen in the basin of attraction of the global 
optimum. Nevertheless, the field of local optimisation is well-established, and a wide 
range of methods is available that can be used to solve numerous problems (Mitel, 
1977; Schlick, 1992). 
1.5 Global optimisation 
With the objective of global optimisation to locate the highest peak in a landscape 
that contains many peaks, these optimisation problems are generally much more dif-
ficult to solve than local optimisation problems. One way to proceed is to evaluate all 
states of the search space. This enumerative search, obviously, would be successful in 
finding the global optimum. However, many global optimisation problems represent 
huge search spaces in which 'good solutions' to the problem are sparse with respect 
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to the size of this space. Then enumeration of a large search space is not a practical 
form of problem solving. Therefore, one needs methods which are biased to search 
the better solutions. 
Global optimum criteria 
Local minima can easily be identified via inspection of the first and second derivatives 
of the objective function. However, no such criterion exist for the identification of 
a global optimum, although several attempts have been made (Pinkus, 1968; Falk, 
1973; Zang and Avriel, 1975; Zang and Avriel, 1976). Therefore, it seems that global 
optimisation problems are insolvable. However, they can be made solvable if certain 
conditions hold: 
1. If the number local optima is known one could try to locate every single one, 
and subsequently, make a comparison of the objective function values. 
2. If the exact value of the objective function for the global optimum is known a 
priori, then this information would identify the global optimum. 
3. One could define a threshold for the value of the objective function, which 
defines acceptable solutions to the problem. 
4. Inspection of the values of the problem parameters may give clues about the 
quality of the solution. 
The first two criteria are applied if one is only interested in the real global opti-
mum, whereas, the last two criteria are much more concerned in finding an acceptable 
solution. In the applications discussed in this thesis, the last two criteria were applied 
for generating solutions and establishing their quality. 
Classification of global optimisation methods 
Global optimisation strategies can be categorised according to the principle of the 
method. Torn and Zilinskas (1988) proposed the following crude classification scheme: 
• Methods with guaranteed accuracy 
— Covering methods 
• Methods with non-guaranteed accuracy 
— Direct methods 
* Random search methods 
* Clustering methods 
* Generalised descent methods 
- Indirect methods 
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Covering methods comprise strategies which define grids on the search space, 
whereafter the objective function is evaluated for each point. The resolution of the grid 
determines the accuracy of the search. Many algorithms have been proposed to define 
grids and adopt these grids during the search. Examples are the LPT grid of Sobol 
(Wehl, 1916), the Pijavskij-Shubert algorithm (Pijavskij, 1967; Shubert, 1972), the 
Brent algorithm (Brent, 1978), and the Basso method (Basso, 1985). In general, these 
covering methods require a large number of function evaluations, and accordingly are 
not often used to solve real-world global optimisation problems. 
If one does not necessarily want to locate the global optimum with a pre-defined 
accuracy, but is more interested in finding acceptable solutions, a range of methods 
become available, which are classified either as direct or indirect methods. The former 
class of methods only use local information (i.e., function evaluations), whereas indi-
rect methods use local information to build a global model of the objective function 
(Torn and Zilinskas, 1988). 
The first class of direct methods comprise the random search methods, which are 
very popular because, in general, these methods are fairly straightforward, they are 
easy to adapt to meet the requirements of a specific application, and they can be ap-
plied for almost every objective function. A pure random search strategy, randomly 
selects a point in the search space and evaluates the quality of this point, where-
after, the next point is selected independent of the previous point. This process is 
repeated until a termination criterion is met. Although this algorithm locates the 
global optimum with a probability of one if it is repeated for a sufficient number of 
times, it is a very ineffective way to solve the optimisation problem. In fact, it will be 
even more time consuming then an enumerative search because it is likely that states 
of the search space are evaluated more than once. Therefore, in order to enhance 
the efficiency of this method, many adaptations were proposed, resulting in so-called 
randomised methods. Examples of such strategies are random line search (Gaviano, 
1978), adaptive randomised methods (McMurtry and Pu, 1966; Schumer and Steglitz, 
1969; Beltrami and Indusi, 1972), the CRS algorithms (Price, 1978), simulated an-
nealing (Kirkpartrick et al., 1983), and evolutionary algorithms, which are the subject 
of the next section. 
An other class of direct methods comprise the clustering methods, which are based 
on cluster algorithms to prevent re-evaluation of local optima. Examples of these 
methods comprise the algorithm of Becker and Lago (Becker and Lago, 1970), the 
algorithm of Torn (Torn, 1986), and the algorithm of Spircu (Spircu, 1979). These 
methods were applied very successfully for a selection of optimisation problems. 
Generalised descent methods are derived from local optimisation strategies but 
release the condition that the search should be strictly uphill or downhill. By releasing 
this condition, convergence to local optima is less likely to occur. Examples of these 
strategies are the algorithm of Fiodorova (Fiodorova, 1978), the algorithm of Branin 
(Branin, 1972) and the tunneling method (Gomez and Levy, 1982). 
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1.6 Evolutionary Algorithms 
Evolutionary algorithms are probabilistic global optimisation algorithms that are 
loosely based on the model of natural evolution and population genetics. During 
the last two decades, research and applications have clearly demonstrated that these 
algorithms are robust optimisers, which can be applied to a wide range of problems 
including optimisation and machine learning. Evolutionary algorithms are domain 
independent optimisation algorithms, which means that for different optimisation 
problems the basic framework of search operators remain unchanged. However, do-
main knowledge is relatively easy incorporated at various levels. There exist several 
types of evolutionary algorithms, which were originally designed for different types of 
problems: 
1. Genetic algorithms (Holland, 1992) 
2. Evolutionary strategies (Rechenberg, 1973) 
3. Evolutionary programming (Fogel, 1992) 
4. Genetic programming (Koza, 1992a) 
5. Network based evolutionary algorithms (Voigt, 1989) 
The first four variants may be viewed as essentially one class of heuristics with 
common based mechanics. Network-based evolutionary algorithms constitute a differ-
ent set of techniques that are based on mathematical models of biological evolution 
using differential equations for the dynamics. The last category will therefore be 
omitted from the following discussion. 
Genetic algorithms owe their name to an early emphasis on representing and ma-
nipulating individuals in terms of their genetic makeup rather then using a pheno-
typic (i.e., real parameter values) representation. Much of the early work involved 
fixed length binary strings (trial solutions) with genetic operators like crossover and 
mutation. Important was the early emphasis on theoretical analysis resulting in the 
schema theorem (Holland, 1973; Goldberg, 1989; Holland, 1992) and characterization 
of the role and importance of crossover. Genetic algorithms are discussed in more 
detail in Chapter 2. 
Evolutionary strategies were developed with a strong focus on building systems 
capable of solving difficult real-valued parameter optimisation problems. The problem 
parameters were represented as a vector of real-values which were manipulated pri-
marily by mutation operators. Analysis played a strong role here as well with initial 
theorems on convergence to global optima, rates of convergence, and other evolution-
ary strategy properties such as the '1/5' rule, which relates to the parameterisation 
mutation operator. 
Evolutionary programming is concerned with representing individuals phenotyp-
ically as finite state machines capable of responding to environmental stimuli. The 
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first evolutionary programming algorithms completely omitted the crossover opera-
tor, and used mutation operators for effecting structural and behavioral change over 
time. 
Genetic programming is essentially a variant of genetic algorithms with a different 
problem representation. Koza (1992b) stated that: 'For many problems in machine 
learning and artificial intelligence, the most natural known representation for a solu-
tion is a hierarchical computer program of indeterminate size and shape, as opposed 
to character strings whose size has been determined in advance'. Genetic program-
ming implements this approach by starting the evolutionary process with an initial 
population of randomly generated computer programs of functions and terminals ap-
propriate to the domain. Each program is evaluated in terms of fitness by running it 
on a number of representative test problems and averaging the results. Genetic pro-
gramming uses both crossover and mutation operators to adjust the trial computer 
programs. 
Although initially these algorithms were developed with emphasis to different 
problem domains, nowadays, they are found to be applied to similar problems, and 
the initial differences between the algorithms have partially deceased. 
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Chapter 2 
The genetic algorithm methodology 
Summary 
Genetic algorithms comprise a family of global optimisation strategies especially suitable for 
solving large and complex optimisation problems. This chapter presents the basic princi-
ples of the genetic algorithm, and provides some remarks about the theoretical framework 
underlying this strategy. 
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2.1 Introduction 
Genetic algorithms (Goldberg, 1989a; Holland, 1992) are powerful heuristic search al-
gorithms that use biological evolution (Darwin, 1959) as the framework for their search 
process. They execute a structured yet randomised information exchange through 
time in order to produce fitter individuals (i.e., trial solutions). This computer algo-
rithm is genetic in the sense that it uses primary operations like selection, crossover 
and mutation to emulate Mendelian populations (e.g., Jacquard, 1974). Individuals 
are represented by vectors of data structures, and are generally called strings. An 
ensemble of strings, called the population, is maintained and adapted each generation 
(i.e., iteration) by modifying the fittest individuals. 
Although the basic genetic algorithm includes a limited number of operators for 
controlling the genetic search, many additional operators and modifications to the 
basic frame work were proposed and successfully applied for specific applications 
(e.g., Fraser, 1962; Goldberg et al., 1989; Smith and Goldberg, 1992). This chapter 
does, however, only summarise the most important concepts of the basic framework. 
2.2 The mechanism 
Figure 2.1 depicts the basic framework of the genetic algorithm. The mechanics of 
this search strategy are fairly simple and straightforward. The genetic algorithm 
maintains a population of strings (trial solutions), which are initialised at the start 
of a run. Subsequently, every string is evaluated by the objective function, which 
is called a fitness function in genetic algorithm terminology. This function assigns a 
measure of quality to each string. Then a new population of strings is assembled via 
a biased selection of strings. This selection procedure provides for the exploitation 
of information that is contained in the population, and which has been build up 
during past generations. This information guides the genetic algorithm to promising 
regions in the search space. Since selection alone does not introduce new strings, 
two additional operators are used to impose modifications on the string, which lead 
to improved trial solutions. These operators are called crossover and mutation. If 
application of these operators results to an improvement of a string, it will be assigned 
an increased fitness in the next generation, and accordingly, may survive again in the 
selection process. By repeating this cycle, strings may improve every generation until 
convergence to an optimum results, whereafter the genetic algorithm is terminated. 
The scheme presented in Figure 2.1 is generally applicable for genetic algorithm 
applications concerning function minimisation or combinatorial optimisation prob-
lems. Genetic algorithms may, however, also be used as machine learning methods, 
which requires several modifications to this basic framework (Wilson and Goldberg, 
1989). An example of such an application is discussed in Chapter 6 and 7. 
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Initialise population 
of strings 
I 
Evaluate strings 
Select 
Crossover 
Mutation 
Figure 2.1: Framework of a basic genetic algorithm. 
2.2.1 Encoding 
Each string in the population represents an array of the problem parameters mak­
ing up a trial solution to the optimisation problem. Although the objective function 
generally requires the real parameter values as input arguments, traditionally each 
parameter is encoded by a pre-defined number of bits. Towards this end, two binary 
encoding schemes are available: regular and Gray binary encoding. Nevertheless, in 
many genetic algorithm applications a real-valued encoding is adopted, which usually 
demonstrates to perform comparable to a binary scheme. The traditional preference 
for binary encoding is explained in Section 2.3. 
Regular binary encoding 
A binary encoding scheme digitises the range of each problem parameter into a fixed 
number of levels. The number of levels is determined by the number of bits that 
is used to decode a single parameter. In general, the encoding resolution is given 
by ^ / ( 2 ^ · - 1), where Я
г
 denotes the range of parameter г, and N, represents the 
number of bits to decode parameter г. Figure 2.2a depicts an example of a binary 
encoded string with 4 parameters; each parameter is decoded with four bits. 
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X1 X2 X3 X4 
1 0 1 0 0 1 1 1 1 0 0 0 1 0 0 1 X1 X2 X3 X4 
(a) Binary encoded (b) Real-valued encoded 
Figure 2.2: Encoding of the problem parameters on the genetic algorithm strings. 
Gray binary encoding 
Instead of the regular binary encoding scheme, one might consider to use Gray binary 
encoding (Hollstien, 1971; Goldberg, 1989a). A Gray code represents each num-
ber in the sequence of integers 0. .2N _ 1 as a binary string of length TV, in an or-
der such that adjacent integers have Gray code representations that differ in only 
one bit position. Going through the integer sequence therefore requires flipping 
just one bit at a time. As an example consider the regular binary encoding and 
Gray binary encoding of an integer problem parameter in the range 0..7 with the 
use of three bits. The binary encoding of all possible trial solutions is given by 
{001,010,011,100,101,110,111}, while one possible Gray code for all trial solutions 
is given by {000,001,011,010,110,111,101,100}. Similarly, Gray coding could be 
applied to encode other types of problem parameters. 
Since a change of one step in the parameter value corresponds to a change of only 
a single bit, it has been argued that Gray code is more suitable for function min-
imisation problems because it avoids so-called Hamming cliffs, i.e., two values that 
are close in the real-space are also close in the Gray binary-space. Several investiga-
tions (e.g., Curuana and Schaffer, 1988; Schaffer et al., 1989; Hinterding et al., 1995) 
were conducted which compared regular and Gray binary encoding schemes but until 
now this has not resulted in guidelines for choosing a specific binary encoding scheme. 
Real-valued encoding 
Next to the traditional binary encoding scheme, the string may just represent an ar-
ray of real-valued problem parameters, i.e., the form by which the objective function 
takes them as input (e.g., floats or integers). Figure 2.2b depicts an example of a 
real-valued encoded string with 4 parameters. Many applications reported successful 
application of real-valued encodings, and consequently, it does not always seems nec-
essary to resort to a binary scheme, despite the arguments given by the traditional 
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Application Chapter Encoding 
DGÍI (epa) 
DGÎÏ (dinucleotide) 
GAT 
Interfacial layer 
1С 1/IC 2 
3 
4 
4 
5 
6,7 
real (floats) 
real (floats) 
8 bit Gray binary 
real (integer) 
real (integer), regular binary 
Structure elucidation 8 regular/Gray binary, real (floats) 
Table 2.1: Encoding schemes of problem parameters for the optimisation problems discussed 
in this thesis. 
schema theorem (see Section 2.3). 
Despite all the effort made to investigate the effects of encoding (e.g., Goldberg, 
1991), no general guidelines emerged that could be helpful in the decision of choosing 
the type of encoding. Consequently, it often remains a process of trial and error to 
determine the most effective encoding scheme. Table 2.1 depicts the encoding types 
for the genetic algorithm applications discussed in this thesis. The machine learn­
ing applications ICI and IC2 (ion-chromatography) used a regular binary encoding 
scheme to encode the integer problem parameters. The number of bits for each pa­
rameter were calculated from the number of values that the parameter could assume. 
Although the parameters were physically encoded with bits, and treated as such by 
the mutation operator, the crossover operator neglected the bits and treated each pa­
rameter as real-encoded. The structure elucidation problem presented in Chapter 8 
presents a comparison of different encoding schemes, where also the number of bits 
was one of the variables. 
2.2.2 The population: size and initialisation 
Once a suitable parameter representation is chosen, the next choice one has to make 
concerns the size of the population, and the procedure followed to initialise the strings 
in this population. In choosing the size of the population one must take notion of 
two opposing demands. Increasing the population size will, in general, increase the 
probability of finding the global optimum because the population contains more infor­
mation that may help locating the optimum in the search space. On the other hand, 
a smaller population size leads to a reduction in computational effort for evaluating 
the trial solutions, which is especially of importance when the evaluation of a string 
is very computational intensive. 
Several publications appeared that discuss methods for finding the optimal popu­
lation size (e.g., Goldberg, 1989b; Goldberg et al., 1993; Reeves, 1993; Nakano et al., 
1994; Julstrom, 1996). Typically, the (theoretical) investigations presented in these 
24 Chapter 2 
Application Chapter Population size Initialisation 
DGQ (epa) 
DG9. (dinucleotide) 
GAT 
Interfacial layer 
1С 1 / 1С 2 
3 
4 
4 
5 
6,7 
75 
50 
100 
75 
1000 
dedicated 
dedicated 
random 
dedicated 
dedicated 
Structure elucidation 8 15/50/200 random 
Table 2.2: Population sizes and procedures to initialise the trial solutions for the optimisation 
problems discussed in this thesis. 
studies are specific for one optimisation problem, or in addition, rely on certain as­
sumptions and simplifications of the genetic algorithm model. Therefore, care should 
be taken when using these population size estimates for new genetic algorithm ap­
plications. Nevertheless, the optimal population sizes reported in these studies often 
agree with the population sizes used in most genetic algorithm applications. Typical 
population sizes for function minimisation problems range from 30 to about 200. Ma­
chine learning applications (Chapter 6 and 7) may require much larger populations. 
The initialisation of the strings in the population is generally performed at random. 
However, other strategies are possible and may accelerate the convergence to a solution 
of the problem. A possible strategy is to initialise the strings such that they cover the 
search space in a more systematic way than is likely to occur by a random process 
(Nakano et al., 1994). It is also possible to incorporate information in the population 
that is obtained with a preceding technique, e.g., de Weijer et al. (1994) used a neural 
network to locate the most promising area in the search space. 
The population sizes and procedures for initialisation for the genetic algorithm 
applications discussed in this thesis are depicted in Table 2.2. Prom this table it is 
observed that the machine learning applications used much larger population sizes 
than the genetic algorithms for the other applications. Furthermore, several genetic 
algorithms made use of an initialisation procedure that was designed specifically for 
that application. The structure elucidation problem presented in Chapter 8 presents 
a comparison of three population sizes. 
2.2.3 Evaluation of the trial solutions 
In order to establish the quality of the trial solutions, they are evaluated by the fitness 
function. The evaluation of the strings is, for most real-world genetic algorithm ap­
plications, the most time consuming step of the evolutionary cycle, and consequently, 
much attention should be given to the design of this function in order to reduce the 
computational effort. However, the form of the fitness function affects the charac­
teristics of the search space, and therefore, may largely influence the genetic search. 
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Consequently, one may decide to design the function such that it decreases the com-
plexity of the search landscape at the expense of the computational effort. In effect 
this still may lead to a significantly faster convergence and improved quality of the 
trial solution. As an example consider the curve-fitting problem described by de Wei-
jer et al. (1994), where the target is to find a set of parameter values ä such that the 
function F(x, a) describes the measured data f(x), where χ denote the points at which 
the measurements took place. A fitness function could be defined straightforward as 
minimising Σ
χ
 \F(x>ä) — f(x)\- However, a significant improvement was observed if 
a more sophisticated function was used, i.e., ^*—(1 ' .4 , where г denotes the 
correlation coefficient between f(x) and F(x,ä). Although, de Weijer et al. (1994) 
gave an explanation for the observed improvement in performance, it is sometimes 
not obvious why a specific modification in the fitness functions results in a better or 
worse behavior of the genetic algorithm. 
The fitness function can become very complex, which is clearly demonstrated for 
the DGO application (Chapter 3), where an existing algorithm for structure elucida-
tion was incorporated in the genetic algorithm framework. 
2.2.4 Selection 
Once the trial solutions are evaluated by the fitness function, a new population is as-
sembled via a process that is biased to select strings that have a fitness value greater 
than the average fitness of the population. There are currently two reproductive 
techniques in general use. The first, which is probably the most widely used, is gener-
ational reproduction, and the second is steady state reproduction. The former involves 
the replacement of the entire population at once, while steady-state reproduction re-
places only a few strings at the time. A comparative study of these reproduction 
schemes can be found in Syswerda (1991) and de Jong and Sarma (1993). 
Generational reproduction replaces the entire population with a new population 
by repeatedly selecting a string from the old population, and adding that string to 
the new population. Since a biased selection method is employed, the average fit-
ness of the new population increases. The selection strategy generally largely affects 
the performance of the genetic algorithm search. The most common used selection 
methods are fitness proportionate selection (Goldberg, 1989a), (binary) tournament 
selection (Brindle, 1981; Blickle and Thiele, 1995) and rank-based selection (Baker, 
1987; Whitley, 1989; Grefenstette and Baker, 1989). In general, the latter two meth-
ods are to be prefered since they reveal a superior performance in many genetic 
algorithm applications, which observation was supported by several theoretical inves-
tigations (e.g., Goldberg and Deb, 1991; de la Maza and Tidor, 1993). 
Steady state reproduction replaces only a few members during a generation. The 
first step is to select a pre-defined number of strings from the old population. To-
wards this end, one of the above mentioned selection schemes may be employed. 
Subsequently, the selected strings are manipulated by the crossover and mutation op-
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Application Chapter Reproduction Selection 
DGÙ (epa) 
DGQ (dinucleotide) 
GAT 
Interfacial layer 
3 
4 
4 
5 
generational 
generational 
generational 
generational 
rank based/clitism 
rank based/elitism 
rank based/elitism 
rank based/clitism 
1С 1/IC 2 6, 7 steady State rank based/crowding 
Structure elucidation 8 generational rank based/elitism 
Table 2.3: Reproductive schemes and selection methods used for the genetic algorithm ap­
plications discussed in this thesis. 
erators, whereafter they are reinserted in the old population by replacing the current 
set of strings. Replacement may be carried out at random, or a more sophisticated 
method can be used, e.g., one might consider replacing the strings with the lowest 
fitness, or those strings which are similar to the strings which are reinserted in order 
to maintain diversity, and prevent premature convergence (Goldberg, 1989a). This 
last method of replacement is called crowding. 
Table 2.3 depicts the reproductive strategies and selection methods used for the 
genetic algorithm applications discussed in this thesis. In all genetic algorithm appli­
cations a form of rank-based selection was used, i.e., rank-based threshold selection 
(Lucasius and Kateman, 1994). This method is based on the rank of the strings 
according to their fitness (Figure 2.3). A threshold (typically within the range 0.2-
0.3) is chosen defining the better fraction of the population, and subsequently, only 
strings from this fraction are selected at random to take place in the new population. 
In order to increase the genetic algorithm performance even further, the rank-based 
method was combined with elitism selection (Goldberg, 1989a), which provides for 
the best strings to be always selected. An elitism fraction (typically within the range 
0.05-0.1) is chosen which defines the number of best strings that are copied to the new 
population. Since satisfactory results were obtained in every application, no attempts 
were made to try other selection schemes. 
2.2.5 Crossover 
Assembling a new population through selection of above average strings does not 
result in new trial solutions. In order to explore the search space for new and better 
trial solutions, the strings in the population are subjected to two genetic operators. 
Crossover is the first operator to be encountered by the strings. This operator proceeds 
by mating the strings at random, and subsequently, recombining parts of these two 
strings. Actually, crossover is applied with a fixed probability (typically within the 
range 0.6-0.9) to each pair of strings, and consequently, not every pair of strings is 
modified. 
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Figure 2 3 A compound selection method Rank-based threshold selection is combined with 
elitism for selection of above-average solutions 
The mechanics by which the crossover operator proceeds are generally straight­
forward, although the crossover types used for combinatorial problems are generally 
more complex (Lucasius and Kateman, 1994) These types of operators were, how­
ever, not used in the genetic algorithms discussed m this thesis, and are therefore not 
part of this section. This section focuses on η-point (Goldberg, 1989a) and uniform 
crossover (Syswerda, 1989) 
n-potnt crossover 
The η-point crossover operator cuts each pair of strings in (n+1) parts, and subse­
quently, exchanges these parts between the strings A 2-point crossover for a binary 
encoded string is illustrated in Figure 2 4 The breaking points are selected at random, 
and can be chosen at every bit position m the string Consequently, recombination 
does not only result in new combinations of the problem parameters, but in addition, 
may change the value of the problem parameters This type of crossover can also 
be applied the real-encoded parameters, which is illustrated in Figure 2 5 for 1-point 
crossover Here, the breaking points can only be chosen between the parameters, 
and therefore, crossover is not able to make modifications to the parameter values, 
but merely changes the combinations of the parameters Although in this case one 
might leave the modification of the parameter values to the mutation operator, other 
types of crossover operators are available that were designed to handle real-encoded 
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ι ι 
ι ι 
ι ι 
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1 0 1 0 0 1 1 1 1 
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ι ι 
ι ι 
Figure 2.4: 2-point crossover for a binary encoded string (the gray bar only serves to visualise 
the crossover mechanism). 
Parameters. For example, the crossover operator might average (some of) the pa­
rameters of the parent strings to obtain new values for the offspring (Davis, 1991). 
An other example is the linear crossover, which creates the offspring determined by a 
linear combination of the parameter values (Wright, 1991). Radcliffe's flat crossover 
chooses parameters for an offspring by uniformly picking parameter values between 
the two parents parameter values (Radcliffe, 1990). 
Uniform crossover 
Uniform crossover proceeds by selecting a pre-defined number of string elements (e.g., 
bits or parameters) at random, and subsequently, exchanging these elements between 
the paired strings. This is illustrated in Figure 2.6 for a binary encoded string, where 
four bits are exchanged between the paired strings. Again, in the case of real-coded 
parameters the crossover operator is not able to make changes to the parameter values 
but only changes combinations of the parameters. 
Uniform and η-point crossover were investigated in many studies. These investi­
gations largely focussed on the positional bias of these operators (Eschelman et al., 
1989; Spears and de Jong, 1991a; Spears and de Jong, 1991b; Spears, 1993), which 
is introduced by interacting string elements (e.g., bits). Interacting bits that are far 
apart on the string are more likely to be separated by one-point crossover than bits 
that are close together. Conversely, non-interacting bits that are close together on the 
string are more likely to be treated by 1-point crossover as related components than 
bits that are far apart. It is recognized that 1-points' crossover positional bias can be 
detrimental if not properly exploited. The positional bias of the η-point crossover op­
erator is decreased by increasing the number of breaking points (Spears and de Jong, 
0 0 0 1 0 0 1 1 0 1 0 0 1I0I1I1 0 0 0 1 0 0 1 
0 0 1 0 0 1 1 1 1 0 0 1 1 1 ± 0 0 1 1 1 1 0 
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Figure 2.5: 1-point crossover for a real-valued encoded string (the gray bar only serves to 
visualise the crossover mechanism). 
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Figure 2.6: uniform crossover for a binary encoded string (the gray bar only serves to visualise 
the crossover mechanism). 
1991a; Spears, 1993). Uniform crossover does not have positional bias since every two 
bit elements are likely to be separated with equal probability. From several theoretical 
investigations it was concluded that uniform and 2-point crossover are to be prefered, 
which was confirmed in many genetic algorithm applications where these two types 
of crossover demonstrated to have a superior performance over, for example, 1-point 
crossover. However, despite the effort of many researchers to analyse the behavior of 
the crossover operator, its role is still controversial and subject of much debate. 
Table 2.4 depicts the crossover types used in the applications discussed in this 
thesis. In Chapter 7 and 8 the effect of recombination is investigated. 
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Application Chapter Crossover type Mutation type 
DGÎÏ (epa) 
DGQ (dinucleotide) 
GAT 
Interfacial layer 
1С 1 
1С 2 
3 
4 
4 
5 
6 
7 
uniform 
uniform 
uniform 
uniform 
uniform 
uniform 
Structure elucidation 8 
dedicated 
dedicated 
point 
dedicated 
point 
/l-point/2-point point 
uniform/l-point/2-point point 
Table 2.4: Crossover and mutation types for the genetic algorithm applications discussed in 
this thesis. 
1 1 1 0 0 1 1 1 1 0 0 0 1 0 0 1 
Figure 2.7: Point mutation for binary encoded strings (the arrow indicates the bit that is 
mutated). 
2.2.6 Mutation 
The second operator that is applied to generate new strings is the mutation operator. 
Many types of mutation are available but the most commonly used method is point-
mutation, which is applied to every bit on the string with a fixed probability (typically 
within the range 0.001-0.05). This operator inverts a bit on application (Figure 2.7). 
For real-valued encoded parameters, alternative mutation operators are available (e.g., 
Schulze-Kremer, 1992; Lucasius and Kateman, 1994). A feasible strategy would, for 
example be, to adjust each real-coded parameter Pt according to Рг = Pt + JV(0,1), 
where N(0,1) denotes the normal distribution. 
Traditionally, the mutation operator was considered to be a background operator 
for recovering lost information that could not be retrieved by crossover. However, 
during the last years it has been acknowledged that mutation probably serves a much 
more important role. This is discussed in more detail in Chapter 7 and 8. 
2.3 Why does it work? 
The basic mechanics of the genetic algorithm as described above are fairly straight­
forward. A question that is likely to arise when discussing genetic algorithms is: 
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'Why do they work?'. An answer to this question is certainly not easy to give be-
cause the dynamics of the genetic algorithm, i.e., the evolution of the population, 
are highly complex due to the randomized and probabilistic processes that take place 
during execution. Furthermore, even after two decades of experimental and theoreti-
cal research, no single accepted answer to this question is agreed on. The traditional 
approach towards understanding the genetic algorithm is based on Holland's schema 
theorem (Goldberg, 1989a; Holland, 1992), but is still the subject of much debate. In 
this section the main points of this theoretical framework are discussed, which may 
help reading Chapter 7 and 8, which investigate the effectiveness of recombination in 
the genetic algorithm. Furthermore, it should become clear why, according to this 
framework, a binary encoding scheme is to be prefered. 
The schema theorem 
Holland's mathematical framework, known as the schema theorem, enables a better 
understanding of the principles underlying the genetic algorithm. Holland confined 
himself to binary representations of the trial solution, exploitation by simple fitness 
proportional reproduction (i.e., roulette wheel selection), 1-point crossover, and point 
mutation. Extensions to this theory occured regularly in literature (e.g., Eschelman 
and Schaffer, 1993; Whitley et al., 1995; Höhn and Reeves, 1996), but are not the 
subject of this section. 
The first step towards understanding the genetic algorithm is by considering what 
kind of information is processed1. Suppose the population consist of the following four 
strings, which were assigned a fitness value with the objective function f(x) = x2: 
Str ing F i tness 
01101 169 
11000 576 
01000 64 
10011 361 
If these strings are considered as four separate individuals with their fitness values 
then there seems little information to guide a directed search. However, by taking a 
closer look, certain similarities can be noticed among the strings, and these similarities 
are related to the fitness values given to that string. For example, the strings starting 
with a ' 1 ' seem to be among the best, which is easily understood by considering the 
5 bit regular encoding and the parabolic objective function. The genetic algorithm 
also directs its search by exploiting the relationships between these similarities and 
high fitness. 
The similarities between the strings can be described by using the concept of a 
schema, which is a similarity template with a length equal to the length of the string. 
This example was taken from (Goldberg, 1989a) 
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A schema describes a subset of strings with similarities at certain string positions. An 
example of a schema describing a subset of strings of length I = 5 is *0000, where '*' 
denotes the don't care symbol. This schema matches two strings, namely 00000 and 
10000. An other example of a scheme is *1*00, which matches four strings: 01000, 
01100, 11000 and 11100. It is emphasised that the '*' is only a meta-symbol, which is 
never explicitly processed by the genetic algorithm. It is simply a notational device 
that allows description of all possible similarities among strings of a particular length. 
In our example with strings of length / = 5 there are 3 5 = 243 different schemata 
(each string position may assume the characters 0, 1, or *), but only 25 = 32 dif­
ferent strings. Therefore, by considering strings, their fitness values and similarities 
in the population, much more information is obtained for directing the search then 
only considering individual strings. The number of schemata in a particular pop­
ulation depends on the population size and its diversity, and is therefore bounded 
by 2' (all strings are similar) and n2' (all strings are distinct). To understand how 
these schemata are processed by the genetic algorithm, i.e., which grow and which de­
cay during any given generation, the effects of reproduction, crossover and mutation 
must be considered. Before considering this growth and decay equation, two schema 
properties are introduced: 
• Schema order. The order of a schema H, denoted by o(H) is the number of 
fixed positions present in the template. For example, the order of the schema 
*100* equals 3. 
• Defining length. The defining length of a schema H, denoted by δ(Η), is the 
distance between the first and last specified string position. For example, the 
schema 0**10 has a defining length of 5-1=4. 
Suppose m(H, t) are the number of examples of schema Η in the population at gen­
eration i, then at generation г + 1 the number of examples is given by 
m(H,Í + 1) > m(H,І)?Ш[1 -Pcf^- o(H)P
m
] 
where f (Η) is the average fitness of the strings representing schema H, ƒ is the 
average fitness of the population, P
c
 is the crossover probability, P
m
 is the mutation 
probability, and I is the string length. 
In effect, this equation tells us that schemata with a fitness above average, short 
defining length and low order receive exponentially increasing trials in subsequent 
generations. This conclusion was so important that is was given the special name 
schema theorem. 
This equation includes three important notions. All strings that represent a highly 
fit schema Η are likely to survive the selection process. Secondly, schemata with a 
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short defining length are, obviously, less likely to be disrupted by 1-point crossover, 
and therefore have a higher probability to survive recombination. Finally, schemata 
of low order are less likely to be destroyed by point mutation, and therefore also have 
a higher probability to survive. These highly fit schemata of low order and short 
defining length were given the special name building blocks. These building blocks 
are easily propagated from one population to the next without being destroyed by 
crossover or mutation. In fact, these building blocks are sampled, recombined, and 
resampled to form strings of potentially higher fitness. In a way by working with these 
particular schemata, the complexity of the problem is reduced. Instead of building 
high performance strings by trying every conceivable combination, better strings are 
constructed from the best partial solutions of past samplings. 
In this view, one can expect a genetic algorithm with crossover to win over a 
genetic algorithm without crossover if 
1. The population contains diverse members (i.e., different building blocks) 
2. The fitness function reflects the contribution of these building blocks 
3. Recombination is able to put these building blocks together 
4. Adding building blocks results in improved trial solutions 
Chapter 7 and 8 present two applications in which crossover was not able to con-
tribute to the performance of the algorithm because one or more of these conditions 
did not hold. The DGfi and GAT methods (Chapter 4) were also tested for the ef-
fectiveness of recombination. Also in these genetic algorithms the crossover operator 
was not effective (the results are not included in this thesis or any publication). 
Why use a binary encoding scheme? 
From the previous discussion it is becoming clear why traditionally the problem pa-
rameters were encoded by using a binary encoding scheme. By representing the 
problem parameters with an alphabet of different cardinality, one aims to obtain an 
improved identification of similarity features in the solution space. Consider the set 
of integer solutions {0,1,2, ....,63}. An octal representation would only require 2 
characters to describe the full set of solutions (82 — 64), while a binary alphabet 
needs 6 characters (26 = 64). By continuing the reasoning given above, the binary 
encoding scheme gives rise to 36 = 729 schemata, while the octal encoding scheme 
only gives 92 = 81 schemata (assuming that for alphabets of cardinality other than 
2, the schemata are defined in a similar way). Consequently, a binary scheme allows 
for exploitation of much more similarities in the trial solutions, and therefore may be 
more effective in locating high-quality solutions. 
34 Chapter 2 
Implicit parallelism 
The most noticeable practical implication of the schema theorem is its implicit paral­
lelism. Because each string evaluation provides information on 2' schemata, the larger 
the space (i.e., the length of the string), the greater the advantage the genetic search 
has over other strategies. The implicit parallelism suggest a search efficiency in the 
order of 0(n3). This means that for a population size of η there are on average n 3 
schemata which are being processed efficiently (Goldberg, 1989a). 
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Chapter 3 
Optimisation of metric matrix embedding by 
genetic algorithms 
Summary 
To improve the convergence properties of " embedding" distance geometry, a new approach 
was developed by combining the distance geometry program with a genetic algorithm. This 
new approach is called DG-OMEGA (DGQ, optimised metric matrix embedding by genetic 
algorithms). The genetic algorithm was used to combine well-defined parts of individual 
structures generated by the distance geometry program, and to identify new lower and 
upper distance bounds within the original experimental restraints in order to restrict the 
sampling of the metrisation algorithm to promising regions of the conformational space. 
The algorithm was tested on Cyclosporin-Α with a set of 58 distance restraints, which is 
notorious for its intrinsic difficult sampling properties. It was shown that DGQ resulted in 
an improvement of convergence behaviour as well as sampling properties with respect to the 
standard distance geometry protocol. 
This chapter is a modification from: van Kampen, A.H.C., Buydens, L.M.C., Lucasius, C.B., 
Blommers, M.J.J. (1996) Journal of Biomolecular NMR, 7(3), 214-224. 
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3.1 Introduction 
The elucidation of biomolecular structures is the subject of lively research as it is gen-
erally believed that such knowledge is an extremely important step towards the under-
standing of macromolecular mechanisms, i.e., biological function. Multi-dimensional 
NMR spectroscopy has become the state-of-the-art method for the structure deter-
mination of biological molecules in solution (for a review see Wüthrich, 1986; Clore 
and Gronenbom, 1991; Wagner et al., 1992; Roberts, 1993; Wüthrich, 1995). 
In determining a structure of a biomolecule in solution, one has to follow a time-
consuming procedure of resonance assignments (Wüthrich et al., 1982). Subsequently, 
on the basis of these assignments, a list of NOE (distance) restraints -sometimes 
complemented with information from coupling constants and/or chemical exchange- is 
used as input for a computer algorithm which converts the experimental information, 
together with knowledge about covalent bonds, into a 3-dimensional structure. Such 
an algorithm is generally based on the concepts of 'distance geometry', but a variety of 
implementations have been developed. The structure found after applying a distance 
geometry algorithm is often refined with the aid of molecular mechanics/dynamics 
and/or by a quantitative comparison of the refined structures with the experimental 
data. 
In order to develop NMR towards a broadly and rapidly accessible tool for struc-
ture determination of proteins in solution, several computer programs have been de-
veloped to assist in resonance assignment (Kraulis, 1989; van de Ven, 1990; Kleywegt 
et al., 1991; Eccles et al., 1991), restraint generation, distance geometry (Crippen, 
1977; Havel, 1991; Guntert and Wüthrich, 1991) and structure refinement (Borgias 
and James, 1988; Boelens et al., 1988; Boelens et al., 1989). Although most of these 
computer programs still feature a strong interactive component, their development 
during the past years has contributed to faster and more reliable structure determina-
tion by NMR spectroscopy. This paper describes a new distance geometry algorithm 
which is aimed to contribute to the abovementioned development. 
One family of distance geometry programs comprises algorithms based on the 
embedding of a distance matrix and subsequent optimisation of the thus obtained 
Cartesian coordinates by simulated annealing or distance driven dynamics (Crippen, 
1977; Havel, 1991). An alternative approach uses a so-called variable target algorithm 
for direct structure optimisation in torsion angle space (Guntert et al., 1991; Güntert 
and Wüthrich, 1991). 
For some time, the distance geometry methods have been criticised because they 
appeared to have poor sampling properties (Metzler et al., 1989; Havel, 1990; Kuszewski 
et al., 1992). Non-optimal sampling of the conformational space will lead to biased, 
imprecise and sometimes wrong structures, especially when the amount of experi-
mental data is relatively poor. This criticism prompted additional improvements of 
existing strategies, which are often referred as 'second generation distance geometry'. 
The second generation distance geometry programs have obviously improved sam-
pling properties. However, especially in the absence of sufficient NOE data it follows 
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from the analysis of distance geometry structures that the ensemble of structures may 
converge to the experimental data only to some extent. However, combining parts of 
these structures might result, in additional convergence. In those cases, one is forced 
to apply the method for much more structures than is normally feasible. In addi-
tion, the selection of a set of good quality structures is a time consuming task which 
requires careful interactive analysis of the data. 
In an attempt to improve this aspect of distance geometry, the 'embedding' dis-
tance geometry method was combined with a genetic algorithm (Chapter 2). Ge-
netic algorithms raised interest as a tool in chemometric applications (Lucasius and 
Kateman, 1991; de Weijer et al., 1994), and as energy minimisation method for molec-
ular modelling and structure determination (Lucasius et al., 1991b; Lucasius et al., 
1991a; Schulze-Kremer, 1992; Blommers et al., 1992; Unger and Moult, 1993; Ring and 
Cohen, 1994; Sanderson et al., 1994; Ogata et al., 1995; Venkatasubramanian et al., 
1995). By using a genetic algorithm, the optimisation of an ensemble of distance 
geometry structures is carried out in such a fashion that information is exchanged 
(by an operator called crossover) between the structures in the ensemble during op-
timisation. The method described in this paper is called DG-OMEGA, or DGfi for 
short. OMEGA is an acronym for optimised metric matrix embedding by genetic 
algorithms. Results obtained in applying DGfì to experimental data published for 
Cyclosporin-Α in chloroform solution (Lautz et al., 1987) will be presented. These 
results were compared to those obtained by the DGII program for the same data 
set. This comparison indicates that the combination of DGII and a genetic algorithm 
substantially improves the sampling and convergence properties of distance geometry. 
3.2 Methods 
3.2.1 Software and Hardware 
DGQ was developed on a 20MHz personal IRIS (Silicon Graphics TM) by combin­
ing parts of GATES (Genetic Algorithm Toolbox for Evolutionary Search, version 
1.00) (Lucasius and Kateman, 1994a; Lucasius and Kateman, 1994b) with the DGII 
program distributed by Biosym (Biosym, 1993). The Communication between the 
genetic algorithm and the DGII package was accomplished via files generated by both 
the DGII and genetic algorithm programs. In addition, several UNIX shell scripts 
that are part of the DGII program were modified in order to be able to start DGH 
instead of DGII. The user interface of Insightll and NMRchitect (Biosym) was used 
to provide part of the input files needed by DGfi. 
3.2.2 D G - O M E G A (OGQ) 
The structures resulting from a DGII calculation should normally converge to the ex­
perimental data. However, if the latter are incomplete and imprecise (as often is the 
case), the individual structures are often of poor quality, i.e., they often only partially 
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Figure 3.1: Distance geometry OMEGA (DGfi). A genetic algorithm is combined with 
distance geometry (DGII). The trial solutions (strings) represent a specific set of restraints. 
The fitness assigned to each string reflects the number of restraint violations of the conformer 
calculated by DGII. 
match the structural properties of the true structure, i.e., the best possible solution 
to the problem. This may be ascribed to the fact that DGII does not systematically 
search for structures obeying all experimental data, but instead semi-randomly scans 
the conformational space and therefore too many structures must be generated to 
include the true structure. A good solution to this shortcoming seems to be to com-
bine the good parts of the structures generated by DGII by using an evolutionary 
optimisation strategy. In order to achieve this, a genetic algorithm was implemented, 
which is capable of effectively merging parts of solutions (DGII structures) in order 
to make the desired improvements. In this way, the search characteristics of DGII 
are enhanced from semi-randomly to a guided search for improved structures based 
on previously calculated structures. 
The flow-chart of DGO is presented in Figure 3.1. The main idea behind this new 
approach is to Optimise' the values of lower and upper bounds in such a way that 
finally after metrisation, embedding, and refinement, structures emerge which obey 
the original restraints to a larger extent than those generated with DGII. In DGO, a 
complete set of modified restraints is encoded on each string, which thereby represents 
a trial structure and replaces the original set of experimental restraints as input for the 
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DGII algorithm. After the DGII calculation and the fitness assignments, the strings 
are recombined by the crossover operator (i.e., recombination of lower and upper 
bounds), and the restraints are adjusted by the mutation operator (i.e., the lower and 
upper bounds are tightened, and centered about the corresponding distance calculated 
from the structure). As a result, the conformational space will shrink towards a region, 
which includes (near)optimal structures, i.e., this process will limit the sampling of 
the metrisation algorithm to very specific ranges located within the original bounds, 
and, it is hoped, allows the structure to obey a larger fraction of the experimental 
input data. It is likely that, within the bounds of the original restraints several ranges 
can be identified, which result in different (near)optimal structures. 
Although it seems that self-consistency is illegally forced between the data (re-
straints) and the model (DGfi), i.e., the data are adjusted fo fit the model, this is not 
the case. The new bounds are only generated to guide the sampling of the metrisa-
tion algorithm to promising regions of the conformational space, which were already 
included by the original restraints. In other words, the new set of bounds are subsets 
of the original bounds, and therefore do not include new information. 
This principle of making modifications to a set of restraints based on a result-
ing structure can superficially be compared to the REDAC algorithm (Güntert and 
Wuthrich, 1991), where new bounds on the torsion angles are obtained after inspect-
ing the torsion angle variation in an ensemble of structures. 
Encoding of the restraints 
The encoding of the restraints on the genetic algorithm strings is shown in Figure 3.2, 
where L* and U* indicate the modified bounds, and each parameter is encoded as 
a real value. The range assumed by each parameter is dictated by the values of the 
original restraints, denoted as L¿ and Ut. Furthermore, Lt < Ut, which condition 
is imposed by the initialisation procedure and mutation operator. This condition is 
not imposed by the crossover operator, which does operate on the individual values, 
and therefore the string is repaired (i.e., the lower and upper bound are switched) 
whenever this constraint is violated. 
Initialisation of the restraints 
The initialisation of each lower and upper bound on the string can not be accom-
plished at random because this will very likely give rise to inconsistent bounds, i.e., 
to violations of the triangle inequality. Therefore, a procedure was developed which 
initialises the bounds in such a way that they will represent only a small modifications 
from the original restraints, i.e., each parameter is initialised by 
L,*=L, + |JV(0,l)|x Idev 
U: = Ut- \N(0,1)| χ Idev 
where iV((),1) denotes the standard normal distribution with zero mean and unit 
standard deviation. The initialisation parameter Id
ev
 is used to control the deviation 
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Figure 3 2 Example of a trial solution (string) Each restraint is encoded on the string 
by using the real values of the lower and upper bounds Each lower and upper bound is 
constrained by the corresponding original bounds 
from the original restraints A small Ia
ev
 will ensure only small changes from the 
original restraints, a potential drawback of this approach resides in the fact that the 
search space is not spanned optimally, but this turned out not to be a problem in 
practice During the initialisation, it is checked whether U* > L* If that is not the 
case, the bounds are switched, otherwise no further action is undertaken 
The fitness function 
The evaluation of the strings (trial solutions) requires a complete DGII calculation, 
followed by a fitness assignment of the strings Note that in contrast to DGII, where 
an ensemble of distance matrices is generated from one bound matrix, DGO first 
generates a bound matrix from every string Subsequently, one distance matrix is 
generated from each bound matrix, which again results in an ensemble of distance 
matrices Once the structures are obtained the assignment of the fitness is straight­
forward 
N 
[fitness,]- = error, = y^ (restraint violation^)2 
where ΛΓ is the number of restraint violations and ι denotes the index of the string 
To calculate the restraint violations, the corresponding distances d3 are calculated 
from the coordinates of the structure 
restraint violation. _ Í Lj — dj, I d,-U„ 
when dj < Lj 
when d} > Uj 
Given the fact that DGII is part of the evaluation function, the genetic algorithm 
may be regarded as a meta-optimisation method the simulated annealing (SA) pro-
cedure within DGII optimises the embedded structures by minimising the violations 
of the covalent constraints, experimental restraints, and chirahty constraints, whereas 
the genetic algorithm optimises the resulting structures by minimising the restraint 
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Figure 3.3: The uniform crossover operator for real encoded parameters. Each block denotes 
a specific parameter. In DGfì, each parameter represents a lower or upper bound of a 
distance restraint 
violations alone. Leaving SA out of the DGII calculation and instead minimising 
all restraints and constraints by adding the corresponding error terms to the fitness 
function of the genetic algorithm, would severly degrade the performance of DGO 
because the structures after embedding would then be too distorted to be assigned a 
meaningful fitness value. 
It is also important to realise that the evaluation function is noisy. This noise is 
the result of the stochastic effects implied by the DGII algorithm: the metrisation 
algorithm uses random permutations of the distances to provide for a good sampling 
of the distance space (Biosym, 1993); the embedding algorithm uses Tchebychev poly-
nomials starting from a random vector to accelerate convergence (Biosym, 1993); and 
finally, simulated annealing is a stochastic optimisation method (Kirkpatrick et al., 
1983). As a result of the noise, each string may evaluate to a range of structures 
whose of fitness values may (strongly) overlap, depending on the magnitude of the 
noise. If this effect is large compared to the improvements made by the crossover 
and mutation operator, the selection process of the genetic algorithm may be severly 
hindered. However, the results presented in this paper suggest that this is not the 
case although the noise can clearly be observed in the error curves. 
Selection of strings 
In DGO rank-based threshold selection (Lucasius and Kateman, 1994c) with elitism 
was used to select the strings with a fitness above the average fitness of the popula-
tion This method was explained in more detail in Section 2.2.4. 
Crossover In DGfi the so-called uniform crossover was applied, which selects a pre-
defined number of parameters (real parameter encoding) at random, and exchanges 
these with the corresponding parameters on the paired string. From this operation, 
shown in Figure 3.3, two new strings result. 
The mutation operator A new mutation operator was designed, which, on average, 
centers and tightens the bounds, subject to confinement to the original range. For 
each specific stiing (structure), application of this mutation operator implies the 
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following (L, and C/, defining the original restraints; L* and U* defining the modified 
restraints): 
1. Calculate the distance dt corresponding to restraint i (L*,U*) 
2. With probability Pcenter-, center restraint i about dt: 
L™ = L;-[(L; + (u;-L;)/2-dt] 
ur
w
 = u; - [(L; + φ: - ц)/2 - dt] 
Note that both the lower and upper bound are shifted in the same direction, 
which is the reason that all the signs in these two formulas are identical; 
3. Check modified restraints: 
If (Lnew > Ut) or {U?ew < Lt) then Lnew = L*, U?ew = U* 
If (Lnew < Lt) then Lnew = Ц 
If (U?ew > C/,) then Upew = U* 
4. Generate stochast χ = |N(0,1)| x.D, where D is used to control the magnitude of 
the tightening, and then, with probability Ри
д
мет tighten restraint i as follows: 
Lnew _ Lnew + χ 
jjnew _ jjncw _
 χ 
else (expand restraint г): 
τ new _ τ new _ _ 
jjnew _ ijnew
 + χ 
5. Check modified restraints described above (step 3). 
This mutation is applied to a random subset S of the restraints. By adjusting 
Pcenter, Pttghten, D and the size of 5 of this subset, it is possible to control the 
performance of this operator to some extent. It is important to note that the effect 
of the mutation depends on the quality of the structure generated, as distances from 
this structure are used to define new restraints. Ill-defined structures might deceive 
this operator, i.e., the bounds may converge to non-optimal values. 
3.2.3 Configuration of DGŒ 
For the experiments described in this paper a population of 75 strings was used. Each 
lower and upper bound was encoded with a precision of 0.001Á. By considering the 
ranges that are assumed by the 58 restraints of Cyclosporin-Α, together with the 
given precision, it can easily be derived that the size of the search space comprises 
approximatly 1034 states. The initialisation parameter I<i
ev
 was set to 0.05. Thresh­
old rank-based selection was used with a threshold fraction of 0.25 (19 strings) and 
an elitism fraction of 0.02 (2 strings). Uniform crossover was used, applied with a 
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probability of 0.80. The number of parameters to swap was set to 2. The mutation 
operator was applied to all restraints encoded on the string (5 = 58). Furthermore, 
Pshift=l0, P c e n t e r=1.0, and D = 0.05. 
The values for all parameters of DGII are listed in Table 3.1. For a more detailed 
explanation of these variables, one has to consult the user guide of DGII (Biosym 
, 1993). Note that the number of structures, in the global setup, determines the 
population size of the genetic algorithm. The number of SA iterations depends on 
the experiment and therefore is given in the results section. 
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Configuration of DGII. 
Smooth 
Embed 
Majorise 
Optimise 
Simulated annealing 
Conjugate gradient 
Global setup 
Triangle smoothing 
Triangle violation tolerance 
Tetrangle strategy 
Uniform probability density 
Probability coefficient 
Eigenvalue iterations 
Eigenvalue criterion 
Metrisation 
Embed dimension 
Guttman transform 
Linear conjugate gradient iterations 
Linear conjugate gradient criterion 
Scale Centroid 
Calculate Moore-Penrose inverse 
Moore-Penrose inversion criterion 
Weighting Scheme 
Overwrite structures 
Dimension weight 
Chirality weight 
Lower maximum 
Contact maximum 
Dimension scaling 
Upper weight limit 
Error function form 
Extra radii 
Initial temperatur 
Maximum heating 
Maximum number of steps 
Calculate initial energy 
Initial energy 
Maximum temperature 
Fail level 
Atom mass 
Step size 
Maximum iterations 
RMS gradient 
Generate database 
Number of structures 
Omega wobble 
Increment files 
On 
20.0 
None 
On 
0.5 
100 
0.001 
Prospective 
4 
10 
100 
0.001 
Off 
On 
0.001 
Constant 
On 
0.20 
0.1 
10.0 
1.00 
0.30 
1.00 
Sparse matrix 
1.00 
1.00 
2.00 
See results section 
Off 
1000.0 
200.0 
1.00 
1000 
2e-13 
250 
0.001 
On 
75 (population size) 
10 
On 
Table 3.1: The table list the configuration of all parameters used within DGII. For a detailed 
explanation of these variables see the DGII User Guide (Biosym Technologies, 1993). 
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3.3 Results and Discussion 
The performance of DGH was compared with that of DGII, using Cyclosporin-A 
(CPA) (Lautz et al., 1987; Lautz et al., 1989; Kessler et al., 1990) as the target 
molecule for structure elucidation. The aim of this research was to present the princi-
ples underlying DGÜ and to demonstrate that the approach can be used to generate 
improved structures. The objective was not to reveal the structure of CPA, as the 
details thereof are already known from other publications. 
CPA, an important drug applied during treatment subsequent to organ transplan-
tation thanks to its unique immunosuppresive properties, is a cyclic undecapeptide 
cyclo-(MeBmt1 - Abu2 - Sar3 - MeLeu4 - Val5 - MeLeu6 - Ala7 - D-Ala8 - MeLeu9 
- MeLeu10 - MeVal11) (see Figure 3.4), with 49 dihedral angles. An X-ray struc-
ture is known (Loosli et al., 1985) and, in addition, a structure in apolar solution 
has been derived on the basis of NMR data (Kessler et al., 1985) by applying static 
modeling techniques (Lautz et al., 1987). Whereas the cyclic peptide adopts many 
conformations in equilibrium in polar solvents such as DMSO, no major conforma-
tional heterogeneity is observed in chloroform. Therefore, the data set involving CPA 
measured in chloroform represents an ideal test case 
For the present experiments, a set of 58 distance restraints from (Lautz et al., 
1987) was used. Because of its inherently difficult sampling properties, this data set 
has been used in the past to validate new structure optimisation algorithms (Lautz 
et al., 1987; van Schaik et al., 1992). 
Using this dataset, distance geometry calculations were performed using the DGH 
algorithm. The DGII algortihm was applied in similar experiments, for comparison 
purposes. The experiments are summarised in Table 3.2. Although the DGII calcula-
tions were carried out with the original set of restraints and not with a set of tighter 
restraints (e.g., generated by DGÜ), the comparison between these two algorithms 
can considered to be fair. From practice it appeared that the sampling of the confor-
mational space is better when the bounds are loose (especially in the SA protocol). 
Consequently, using tighter bounds for DGII would likely reduce the quality of the 
resulting structures. 
The number of steps of simulated annealing (SA) may critically affect the quality 
of the structures. Therefore, it seems important to investigate to what extent the 
length of the SA refinement can be reduced in the DGO approach; such information 
can be obtained from the reference experiments involving DGII. 
DGH calculations were performed with a population size of 75 structures and were 
set up for either 1000 or 5000 steps of SA. The reference experiments using DGII were 
performed with 1000, 5000 and 10000 steps of SA. It appeared that the structures 
are converged within 5000 steps of SA, and therefore only the results for the first two 
experiments are depicted in Table 3.2. When one compares the optimisation by SA 
(DGII) with that of genetic algorithm and SA (DGO) it would be fair to specify the 
total number of iterations, i.e., the number of times that the error function of SA is 
evaluated. This is calculated by the product of steps SA, the number of structures, 
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Figure 3.4: The chemical structure of Cyclosporin-A 
and number of generations (where for DGII the number of generations is set to 1). 
The values given in the brackets (Table 3.2) are the number of function evaluations 
if 75 structures would be calculated with DGII, which allows for direct comparison 
with DGfì. Note that the number of generations listed in the table corresponds with 
the point after which no more improvement was observed. The CPU times spent in 
assembling the input files for DGII from the strings, calculating the fitness values, 
and application of the genetic operators were not considered. Consequently, the com-
parison of the number of function evaluations was not based on CPU times. However, 
the CPU times involved for these steps was neglectible compared to a complete DGII 
calculation, i.e., evaluation of the strings. Table 3.2 shows that the number of eval-
uations required by DGO is larger than for DGII, which is of course due to the fact 
that in DGfi the DGII algorithm is iterated by the genetic algorithm. 
From each ensemble of structures resulting from one of the four experiments the 
minimum, maximum, and the average number of violations were calculated (Ta-
ble 3.3); it is obvious from this that DGO performs better than DGII. 
In addition for each individual structure in the ensemble the average magnitude 
of the restraint violations was calculated. From this the structure with the minimum 
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1 
2 
3 
4 
DGII 
DGII 
DGQ 
DGn 
50 
50 
75 
75 
18 
13 
Comparison of number of function evaluations for DGII and DGfl 
Exp. Algorithm No. of structures No. of generations SA No. of evaluations 
1000 50000 (75000) 
5000 250000 (375000) 
1000 1350000 
5000 4875000 
Table 3.2: The number of function evaluations calculated from the size of the structure 
ensemble, the number of generations (for DGfi) and the number of steps of simulated an-
nealing (SA) are given. The values within brackets indicate the number of evaluations if 75 
structures would be calculated with DGII. 
and maximum average restraint violation was determined, which, together with the 
corresponding number of violations, are also shown in Table 3.3. These quantities 
allow the calculation of the sum of violations via multiplication. Upon comparing 
the minimum and maximum average violations, it is again clear that DGO performs 
better than DGII, i.e., the sum of violations for the tabulated structures significantly 
decreased, from which it seems fair to conclude that application of DGfì results in a 
better convergence compared to DGII. From the average magnitude of violations of 
all structures, an overall average and standard deviation was calculated. Comparison 
of these values reveal a slightly better performance for OGÎÏ. 
Figure 3.5 illustrates the distributions of the average restraint violations and the 
number of violations for the ensemble of each experiment. Upon comparing the dis-
tribution reflecting the average violations, it is clear that increasing the number of 
SA iterations decreases the deviation of the distribution and shifts the distribution 
towards smaller restraint violations, i.e., the structures converged to a larger extent. 
However, when comparing the differences between DGO and DGII, no pronounced 
effects are observed, although, as already pointed out, the distribution for DGfi in-
cludes structures with decreased average violations. The distributions involving the 
number of violations clearly disclose that DGfì generates structures with a smaller 
number of restraint violations than DGII, i.e, there was a clear shift to conformers 
with less violations in comparison to DGII. 
Figure 3.6 illustrates a superposition of seven structures. The average RMS de-
viation of the backbone atoms is 2.2Â. These structures represent the seven best 
structures of the ensemble. Each structure has only one, two or three violations of 
0.1 to 0.3Â and the sum of violations was less than 0.6À. From a similar selection of 
the 'best' DGII structures the average RMS deviation of the backbone is 1.3Â. This 
clearly indicates that apart from the convergence properties, the sampling properties 
of DGfì are superior to those of DGII. There is much more variation in structures 
which satisfy the applied restraints to the same extent. In both cases the structures 
had an average backbone RMSD of 1.5Â to the previously published structure, which 
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Comparison of number and magnitude of restraint violations for DGH and DGO 
Exp. Algorithm No. of violations 
1 
2 
3 
4 
DGII 
DGII 
DGH 
OGQ. 
Min 
8 
8 
2 
3 
(# ) Max(#) 
23 
21 
14 
15 
Avg 
16 
14 
9 
7 
Exp. Algorithm Magnitude of violations 
1 
2 
3 
4 
DGII 
DGII 
DGH 
DGO 
Min (# ) 
0.077 (12) 
0.069 (19) 
0.046 (2) 
0.02 (3) 
M a x ( # ) 
0.275 (8) 
0.143 (15) 
0.230 (5) 
0.2140 (3) 
Avg 
0.176 
0.0997 
0.1420 
0.0877 
Std 
0.041 
0.0188 
0.0413 
0.031 
Table 3.3: For each ensemble, the minimum (Min) and maximum (Max) number of violations, 
and minimum (Min(#)) and maximum (Max(#)) average violations are depicted. For the 
latter the corresponding number of violations are given in the brackets. The average number 
of violations, average violation (Avg), and standard deviation (Std) denote statistics over 
the complete ensemble. 
was obtained with restrained molecular dynamics. This indicates that in both cases 
the resulting family of structures scatter around the energy refined structure. 
Figure 3.7 depicts, the error curves for experiment 3 (where the error curves for 
experiment 4 are similar). They clearly reflect the noise caused by the evaluation 
function, i.e., despite the use of elitism selection the error of the best string at each 
generation occasionally increases. Interestingly, the graphs shown in Figure 3.7 reveal 
that the optimisation can be characterised by a very steep optimisation profile during 
the first 10 generations. Then, within say 5 generations, there is still significant 
improvement but thereafter the error curve scatters about the optimal value. These 
results suggest that, when CPU-time is a critical factor, only few generations (i.e., a 
limited application of the genetic algorithm) already adds to the convergence of the 
structures. 
Figure 3.8 shows the evolution for an selection of 4 restraints for 25 generations. 
This is a clear illustration of the shrinking properties of the mutation operator (see 
Methods section). The values that are plotted correspond to the upper and lower 
bounds of the best structure generated so far. After initialisation (generation 0), 
these bounds are close to their original (experimental) value. In the next few gener-
ations, the bounds rapidly converge to the same value. After convergence, the lower 
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Figure 3 5: The distributions of the 'magnitude of violations' and the 'number of violations'. 
Experiments 1 and 2 comprises the DGII calculations for 50 structures. Experiments 3 and 
4 comprise the DGQ calculations with 75 structures. A decrease in the number of violations 
can be clearly observed for DGfì. 
and upper bounds become about equal, and consequently, the mutation operator can 
only continue by centering the restraints. Furthermore, at this stage the similarity 
between the strings increased to such a level that the effect of crossover largely de-
clined. Accordingly, the fluctuations after convergence may be ascribed mainly to the 
stochastic effects in DGII, i.e., the best strings evaluates to a different structure and 
as a result the restraints are re-centered. The effect of this on the error was already 
observed in the previous figure. 
As shown above, the number of function evaluations required by DGÍ7 to derive 
the final set of structures was much larger than for DGII. DGH needed up to 18 
generations, which is comparable to 18 DGII calculations. To make the comparison 
between DGII and DGÍ2 more fair, a DGII calculation was performed, which gen-
erated 1350 structures (18 generations χ 75 structures). This experiment showed a 
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Figure 3 6 Selection of the seven best structures generated by DGQ Each structure has a 
maximum of three violations, which amount to less than about 0 3Â 
similar performance of DGII compared with the calculation with 75 structures, ι e , 
no structure of comparitile quality of DGÍI was found 
An important shortcoming of DGII resides m the fact that simulated annealing, 
the optimisation strategy used, is trajectory based In other words, the optimisation 
is started from one conformation and is proceeded by progressive changes towards 
one which fit better to the experimental data The genetic algorithm, on the other 
hand, seems superior in that it inherently combines partial solutions (sub-structures) 
by means of the crossover operator To investigate the effect of the crossover operator 
and the use of a population based search strategy, a DGfi experiment, in which the 
size of the population was reduced to one, was performed Consequently, no crossover 
and selection could be applied, and any outcome should thus be caused by the muta-
tion operator alone, ι e , through adjustment of the restraints The results obtained 
with this experiment were very poor, ι e , very distorted structures resulted and no 
improvement of the error values (restraint violations) during subsequent generations 
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Figure 3.7: The performance of the genetic algorithm is reflected by the evolution of the 
error values. The curves reflect the median error of the population at each generation, the 
lowest error found so far and the smallest error of the population at each generation. The 
noise on the error values can be clearly for the smallest error of the current population. 
was observed. This indicates that both crossover and the use of a population of 
trial solutions in combination with a selection method contributes significantly to the 
performance of DGfl, which justifies the use of the genetic algorithm methodology. 
Although the use of the genetic algorithm is supported by the previous experiment, 
it may seem possible to use the concepts of DGÍI in a more effective way by only 
using SA, i.e., no re-embedding of modified bounds. However, after adjustment of 
the restraints, the present set of structures might not represent an adequate starting 
set for the next SA iterations. Furthermore, the changes made by SA might be too 
local to be of value for the DGH principles. These problems will, almost certainly, 
increase the number of SA iterations needed to derive equally good structures as in 
in the current implementation. 
Apart from the improvement of convergence and sampling properties, the genetic 
algorithm offers the possibility to further develop the quality and efficiency of the 
structure determination process. By means of sharing and crowding (Goldberg and 
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Figure 3.8: Evolution of a selection of four restraints for 25 generations (A=THRn-l-Ha 
- ALA_2:HN, B=LEU_6:H/Î1 - LEU.6:CN, С= АЬ.5:Н7 - VAL-5-Ηα, D=VAL.5.Ha -
VAL.5:bÎ7l). The lower and upper bound (lower and upper line respectively) rapidly con-
verge to an identical value. This may be ascribed mainly to the mutation operator. 
Richardson, 1987; Goldberg, 1989) or the use of multiple populations (Stender, 1993), 
it becomes possible to search more effectively for multiple solutions (structures) with 
an increased RMS value. Another improvement can be obtained by designing an in-
teractive crossover operator. In that case the user would a priori define a most likely 
bad part of the structure, e.g., part with many restraint violations. Subsequently, 
crossover could be applied only on the corresponding bounds, resulting in, hopefully 
better sub-structures. As a result the complete protein might converge to a better 
solution. Another development which makes the application of the genetic algorithm 
attractive, is the direct coupling of structure quality criteria, e.g., calculated energy or 
covalent restraint violations, to the fitness function, which should optimise the quality 
of the conformational pool. The selection process may be further enhanced by using 
information obtained from the relation between the maximum pairwaise RMSD and 
the maximum restraint violation error (Widmer et al., 1993). In this way the sam-
pling that is perceived by DGH may be controlled to some extent. In order to increase 
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the convergence rate of DGO, the fitness function can be extended with an additional 
term reflecting the quality of the distance matrix. This term could be determined 
by calculating the difference between the distance matrices before and after embed-
ding, and the difference between the matrices before and after SA. The former would 
reflect the extent to which the matrix is embeddable, whereas the second difference 
would reflect the quality of the structure directly after embedding with respect to 
the restraints and covalent geometry. This improvement of the fitness function might 
lead to a reduction of the number of SA iterations. These improvements are currently 
under investigation. 
As is shown, DGfi amounts to an improvement over DGII even without optimi-
sation of the algorithm's configuration; an optimisation (especially of the mutation 
parameters) would very likely further enhance performance. The integration with the 
DGII package of Biosym software, makes DGÜ an easy to use algorithm. Part of the 
input files can be set up by using the excellent user interface of Insightll. Additional 
input files were obtained with the aid of an text editor. 
3.4 Conclusions 
A new distance geometry approach, DGÜ, was presented, which is based on a com-
bination of "embedding" distance geometry and a genetic algorithm. Application of 
DGH to CPA demonstrated an enhancement of both the convergence and sampling 
properties with respect to the standard distance geometry protocol. DGfi is open 
for many modifications and extensions that may further improve the samping and 
convergence properties, reduce the CPU-time required for a calculation, or enlarge its 
applicability. 
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Chapter 4 
A comparative study of the DG-OMEGA (DGQ), 
DGII, and GAT method for the structure 
elucidation of a methylene-acetal linked thymine 
dinucleotide 
Summary 
This research continues the investigation of the properties of the recently developed structure 
elucidation method DG-OMEGA (DGQ) Towards this end it was applied for the structure 
determination of a methylene-acetal linked thymine dinucleotide The performance of DGQ 
was compared to the well-established DGII method, and to a genetic algorithm for structure 
determination in torsion angle space (GAT) Conformations that resulted from these methods 
were compared before and after a restrained energy minimisation, which included an all-
atom AMBER force field From the present study it was concluded that the sampling 
and convergence properties of DGQ for this target molecule were slightly better than for 
DGII DGO required, however, substantially more computational effort than DGII to arrive 
at a set of conformations The GAT method resulted in conformations of inferior quality 
compared to the DGII and DGÌÌ structures, but a better defined covalent geometry More 
importantly, it was established that the length of the simulated annealing refinement could 
not be reduced significantly in comparison to DGII, despite that within OGQ DGII is iterated 
by the genetic algorithm A reduced refinement in DGO led to conformations with distorted 
covalent geometries 
This chapter is a modification from van Kampen, A H С , Beckers, M L M , Buydens, L M С 
(1997) Computers and Chemistry, Accepted for publication 
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4.1 Introduction 
The determination of the three-dimensional structure of biological macromolecules 
is subjected to many investigations. Knowledge about the spatial structure of these 
molecules may contribute to a better understanding of biological and chemical pro-
cesses in which they are involved. During the last decade multi-dimensional NMR has 
become a state-of-the-art method for the structure elucidation of biological macro-
molecules in solution (for a review see Wiithrich, 1986; Clore and Gronnenborn, 1991; 
Roberts, 1993; Wiithrich, 1995). 
Recently, a new structure elucidation method was proposed, which comprised a 
combination of the well-established 'embedding' distance geometry algorithm (DGII) 
(Crippen, 1977; Havel, 1991), and a genetic algorithm (Holland, 1973; Goldberg, 1989; 
Holland, 1992). This new algorithm was denominated DG-OMEGA, or DGfì for short 
(van Kampen et al., 1996). OMEGA is an acronym for optimised metric matrix 
embedding by genetic algorithms. DGfi was applied to experimental data published 
for Cyclosporin-Α (CPA) in chloroform solution, and the results were compared to 
the results obtained with the DGII program for the same data set. The CPA study 
indicated that DGH substantially improved the sampling and convergence properties 
of DGII alone, i.e., DGfi resulted in a wider range of structures that satisfied the 
experimental distance restraints to a larger extent. The CPA conformations were not 
subjected to energy minimisation or inspected for possible distortions of their covalent 
geometries. 
In order to obtain a better understanding of the properties of DGO, this paper 
presents a comparative study between DGÌÌ, DGII, and GAT (a genetic algorithm 
for direct optimisation in torsion angle space). The comparison of DGII and DGÜ 
directly demonstrates the additional gain obtained by combining DGII with a genetic 
algorithm. The comparison of DGfi and DGII with GAT was performed to inves-
tigate if conformations obtained with these two methods differed in their covalent 
geometries. The GAT method preserved the covalent geometry of the conformations 
during optimisation, while DGfi and DGII could result in distorted structures, which 
is obviously not desirable. 
In order to repair distorted covalent geometries of the conformations DGII and 
DGQ include a refinement strategy (i.e., simulated annealing). Since the simulated 
annealing refinement comprised the most computational intensive step in DGfi the 
influence of the length of this refinement was investigated in an attempt to minimise 
its length, without reducing the structure quality. Since conformations with distorted 
covalent geometry are often subjected to drastic changes in their covalent and spa-
tial structure during energy minimisation, the comparison of DGII, DGO and GAT 
structures was conducted before and after a restrained energy minimisation. 
This research also presents a closer inspection on the relationship between the 
optimisation criterion used by DGfi, and the quality of the emerging structures. 
Although the minimisation criterion reflects the overall quality of the structures, it 
may not give information about specific structure properties. 
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Since the target molecule (a methylene-acetal linked thymine dinucleotide) is small 
compared to CPA and a faster computer was available, an extensive comparison 
between the three methods was conceivable. However, despite the small size of the 
molecule it presented a suitable test case for the structure elucidation algorithms 
because the introduced methylene group resulted in additional distance restraints, 
which led to a better defined conformation. It should be noted, however, that it was 
not the aim of this research to reveal the 'true' structure of this molecule, but to 
compare the performance and properties of the three structure elucidation methods. 
It remains necessary to apply DGQ for larger molecules with knowledge obtained from 
this and the CPA study. 
4.2 Methods 
4.2.1 Software and Hardware 
DGO was developed on a 20MHz personal IRIS (Silicon Graphics TM) by combining 
parts of GATES (Genetic Algorithm Toolbox for Evolutionary Search) (Lucasius 
and Kateman, 1994a; Lucasius and Kateman, 1994b) with the DGII program dis­
tributed by Biosym (Bio, 1993). For this research DGO was ported to a 132 Mhz 
Indy (Silicon Graphics TM). The parsing algorithm used by GAT to calculate Carte­
sian coordinates from torsion angles was borrowed from DENISE (Dna Evolutionary 
Noe Interpretation system for Structure Elucidation) (Lucasius et al., 1991). This 
procedure was adapted to allow processing of the modified dinucleotide. The GAT 
experiments were conducted on a SUN Sparc (TM) workstation. The program DIS­
COVER (Bio, 1995) was used for performing the energy minimisation. 
4.2.2 Dataset 
Methylene-acetal linked nucleotides provide interesting test cases for conformational 
analysis techniques, since their backbone conformation is relatively well-defined, owing 
to the additional NOEs of the methylene-acetal protons. The initial interest in the 
methylene-acetal linkage was focussed to inhibit the expression of selective genes. 
In order to study the affinity of the antisense nucleotide for the sense (unmodified 
complementary) nucleotide, the methylene-acetal linked thymine dimer, T A T , was 
built in decamer duplexes. Comparative NMR studies of the modified duplexes and 
the corresponding unmodified duplex suggested regular B-DNA structures (Quaedflieg 
et al., 1991; Gao et al., 1992). The two Τ Λ Τ dimers in the modified duplex 
5' - d(GCGTATTATGCG).d(CGCAAAACGC) - 3' 
were also studied separately and in more detail (Beckers et al., 1997). A dataset of 
62 restraints was available for this modified thymine dimer, and used in the present 
study. Figure 4.1 depicts a schematic view of the primary structure of the molecule. 
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Figure 4.1: Primary structure of the methylene-acetal linked thymine dinucleotide. α, β, η, 
e, and ζ denote the backbone torsion angles. The torsion angle χ defines the orientation of 
the thymine base with respect to the furanose ring, which is defined by the Pucker amplitude 
(i/) and the pseudo-rotational phase angle (P). 
4.2.3 D G I I versus DGQ 
DGII (Crippen, 1977; Havel, 1991) utilises experimental restraints obtained from 2D-
NMR experiments, complemented with information about the covalent geometry of 
the molecule, to generate a matrix containing lower and upper distance bounds for 
every atom pair. From this bound matrix a pre-defined number of distance matrices 
are created by a process called 'metrisation', which comprises an algorithm that semi­
randomly samples distances from between the bounds. The distance matrix represents 
a single conformation in distance space, and is embedded in the Cartesian space 
resulting in a set of xyz-coordinates for each atom in the molecule. The resulting 
conformation is refined by simulated annealing, which reduces the remaining restraint 
violations and distortions of the covalent geometry. 
The main idea of DGÎÎ is to augment the metrisation sampling process from semi-
randomly to a guided search for high quality structures in distance space, resulting 
in distance matrices that finally result in conformations of better quality than DGII. 
The principles of DGfì were discussed in detail in Chapter 3. 
4.2.4 GAT 
An alternative strategy to determine the three dimensional conformation of a molecule 
is via direct optimisation in the torsion angle space. In this approach the target 
molecule was represented by a set torsion angles, which were optimised by the genetic 
algorithm. This method will be referred to as the GAT method. 
A conformation is uniquely defined when each bonding distance, bonding angle, 
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and torsion angle in the molecule is specified. Bonding distances and bonding angles 
are already known fairly accurately (from X-ray diffraction experiments), and may be 
considered reasonably constant. Thus, the torsion angles account by far for the most 
of the molecule's flexibility and, accordingly, only the latter are regarded to define 
the trial conformations. The bonding lengths and bonding angles used by GAT were 
taken from Saenger (1984). The procedure that was followed to obtain the bonding 
length and bonding angle for the methylene-acetal linkage is explained in Beckers 
et al. (1997) 
The thymine dinucleotide was represented by 12 conformational parameters (see 
Figure 4.1), which were encoded on the genetic algorithm strings. The five torsion 
angles in the furanose ring of each nucleotide are sterically constrained, and therefore 
can be reduced to two conformational parameters: the Pucker amplitude u
m
 and the 
pseudo-rotational phase angle P. The torsion angle χ defines the orientation of the 
base ring with respect to the furanose ring. The backbone is defined by the torsion 
angles a, /?, 7, δ, e, and ζ. However, since δ is part of the sugar ring and the backbone, 
this angle is redundant. Furthermore, the angles a and β are not defined for the first 
nucleotide, while e and ζ are not defined for the second nucleotide. 
Preliminary to evaluation of the strings, each set of torsion angles was trans­
formed into a set of Cartesian coordinates, during which the covalent geometry of the 
molecule was preserved. Once, the structures were obtained, the error for string j 
was calculated as: 
[fitness.,] * = errorj = /YJ Vt 
where
 г
 denotes the relative restraint violation, which was calculated as: 
f (L, - dtfm d% < Lt 
г
 = I 0 U < d% < Ut 
{ κ - ί/,)7 ,^2 dt>ut 
where Lt and Ut represent the experimental upper and lower distance bounds, and dt 
denotes the corresponding distance calculated from the structure. 
After evaluation of all strings, threshold rank-based selection and elitism were 
used to select the above average strings. Subsequently, uniform crossover and point 
mutation were applied to the binary encoded strings, which resulted in a new set of 
trial solutions, and completed one generation of the genetic algorithm. 
4.2.5 Parameter isat ion of DGQ, D G I I , and GAT 
The parameterisation of these three algorithms was based on commonly used values 
in other investigations, and no attempts were made to optimise the configurations 
because this would require too many experiments. Thereupon, satisfactory results 
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were obtained with the current parameterisations. 
DGII 
Table 4.1 depicts the values for all DGII parameters as used in the experiments de-
scribed in this paper. For a detailed explanation, the reader is referred to the user 
manual of the DGII package (Bio, 1993). For all DGII experiments an ensemble of 
75 structures was determined. The parameter 'maximum number of steps' of the 
simulated annealing method defined the length of the refinement, and was one of the 
variables during the experiments. 
DGÜ 
The DGII algorithm within the DGfi method was configured almost identical to the 
DGII experiments. The parameter 'triangle violation tolerance' was, however, set to 
a larger value (i.e., 20.00) in order to avoid termination of DGÜ due to violations of 
the triangle inequality during bound smoothing. These violations may occasionally 
occur as a result of unfavorable changes to the strings imposed by crossover or mu-
tation operators. The population size was taken 50 strings, which was controlled by 
the DGII parameter 'number of structures'. Each lower and upper bound was binary 
encoded with a precision of 0.01 Â. The initialisation parameter I¿ev was set to 0.05. 
Threshold rank-based selection was used with a threshold fraction of 0.25 (13 strings) 
and an elitism fraction of 0.02 (1 strings). Uniform crossover was applied with a prob-
ability of 0.80, and exchanged 2 parameters (lower or upper bound) on application. 
The mutation operator was applied to a random subset of restraints encoded on the 
string (5 = 62). Furthermore, the DGfi mutation parameters were set to Pshift = l-0, 
ícenter=l-0, and D = 0.01. For each DGH experiment a maximum of 40 generations 
was imposed. 
GAT 
GAT was parameterised with a population size of 100 strings. The torsion angles 
were encoded with a 8 bit Gray binary encoding. The threshold selection method 
was used with a threshold of 25 strings, and elitism was used to preserve the best 5 
strings during selection. Uniform crossover was applied with a probability of 0.90, 
and swapped 16 bits on application. Point mutation was applied with a probability 
of 0.01. The ranges of the conformational parameters are depicted in Table 4.2. For 
each GAT experiment a maximum of 1000 generations was imposed. 
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Configuration of DGII. 
Smooth 
Embed 
Majorise 
Optimise 
Simulated annealing 
Conjugate gradient 
Global setup 
Triangle smoothing 
Triangle violation tolerance 
Tetrangle strategy 
Uniform probability density 
Probability coefficient 
Eigenvalue iterations 
Eigenvalue criterion 
Metrisation 
Embed dimension 
Guttman transform 
Linear conjugate gradient iterations 
Linear conjugate gradient criterion 
Scale Centroid 
Calculate Moore-Penrose inverse 
Moore-Penrose inversion criterion 
Weighting Scheme 
Overwrite structures 
Dimension weight 
Chirality weight 
Lower maximum 
Contact maximum 
Dimension scaling 
Upper weight limit 
Error function form 
Extra radii 
Initial temperature 
Maximum heating 
Maximum number of steps 
Calculate initial energy 
Initial energy 
Maximum temperature 
Fail level 
Atom mass 
Step size 
Maximum iterations 
RMS gradient 
Generate database 
Number of structures 
Omega wobble 
Increment files 
On 
0.01 
None 
On 
0.5 
100 
0.001 
Prospective 
4 
10 
100 
0.001 
Off 
On 
0.001 
Constant 
On 
0.20 
0.1 
10.0 
1.00 
0.30 
1.00 
Full matrix 
1.00 
1.00 
2.00 
See results section 
Off 
1000.0 
200.0 
1.00 
1000 
2e-13 
250 
0.001 
On 
75 
10 
On 
Table 4.1: The table list the configuration of all parameters used within DGII. For a detailed 
explanation of these variables see the DGII User Guide (Biosym 1993). 
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Conformational parameters 
Parameter (torsion angle) Range 
vi 32-44 
Pi 100 - 200 
7i 30 - 330 
ei 160 - 270 
Ci 30 - 330 
χ ι 90 - 270 
u2 32 - 44 
P2 100 - 200 
Q2 30 - 330 
ß2 120 - 240 
72 20 - 100 
χι 90 - 270 
Table 4.2: This table depicts the conformational parameters and their ranges that were 
encoded on the genetic algorithm strings for the GAT method. 
4.3 Experimental 
Structural parameters 
Most experiments presented in this paper involved an inspection of several structural 
parameters, i.e., measures for describing a single conformation or an ensemble of 
conformations: 
1. # V i o l : the overall mean number of violations calculated from all N structures 
in the ensemble (#Viol = J2t=i n»/-^i where n t denotes the number of violations 
for s tructure г). 
2. M e a n Viol: the overall mean violation. This measure was calculated by averag­
ing all mean violations of the individual structures in the ensemble (MeanViol = 
Ί2ι=\ n t/JV. Π, denotes the average violation of structure г, i.e., П г = Σ ? = ι
 v
:lnn 
where n, denotes the number of violations for structure г, and v3 denotes the 
magni tude of violation j). 
3. B e s t M e a n : this measure denotes t h e lowest value of all mean violations of all 
N s tructures in the ensemble (BestMean = m m [Πι, , UN])-
4. M a x : t h e overall maximum restraint violation of all structures in the ensem­
ble (Max = max[v\, ,«τ]ι where Τ = Σ ,
= 1 Щ denotes the total number of 
violations in t h e ensemble). 
5. M i n M a x : the lowest maximum restraint violation of all N structures in the 
ensemble (MinMax = m t n [ m i , ,ÍTIJV]), where тп
г
 denotes the maximum vio-
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lation of structure i. 
6. RMSD the all-atom root mean square deviation of all structures in the ensem-
ble. 
Preliminary DGSl experiment 
Prior to actually comparing the DGII, DGfì and GAT strategies, a preliminary DGO 
experiment was conducted to investigate whether the optimisation criterion (i.e., the 
error, which reflected the sum of squared restraint violations) also reflected the struc-
tural parameters described above. For this experiment the length of the simulated 
annealing refinement was taken 250 steps. 
DGII, DGCl, and GAT experiments 
Subsequently, 9 DGII and 10 DGO experiments were conducted with different lengths 
of simulated annealing refinement (Table 4.3) in order to investigate the effect of the 
refinement length. A DGH experiment with 50000 steps of simulated annealing was 
not conducted due to the long computer times involved. Instead, two additional DGO 
experiments with simulated annealing refinements of 10 and 25 steps respectively were 
included in order to make a comparison with the first DGII experiment feasible. The 
GAT method was only used in a single experiment because a simulated annealing 
refinement was not part of the method. These experiments resulted in 9 DGII en-
sembles of 75 structures, 10 DGH ensembles of 50 structures, and 1 GAT ensemble of 
100 structures. 
Selection of conformations 
The DGII ensembles were essentially different from the DGfi and GAT ensembles, 
which was mainly the result of the properties of the genetic algorithm. First of all, 
the current implementation of the genetic algorithm did not include mechanisms for 
preserving the diversity of the population, and consequently, the DGH and GAT 
methods tend to converge to an ensemble of similar conformations. In contrast, DGII 
results in an ensemble of conformations which much more reflect a range of structures 
that are consistent with the input data. Secondly, application of recombination and 
mutation in DGfi and GAT may occasionally result in conformations of a much worse 
quality then would ever be generated by DGII. This genetic algorithm property does, 
however, not hinder the convergence to high-quality structures. 
In order to make a fair comparison between, new OGÍI and GAT ensembles were 
assembled via selection of conformations from the ensembles initially generated by 
these methods. This selection aimed in obtaining ensembles in which the worst con-
formations were of similar quality than the worst conformations found by DGII. At 
the same time this results in an ensemble with a range of structures that is more com-
parable to the DGII ensembles. It is important, to note that this step is not necessary 
for normal application of DGH or GAT. In regular situations one might (according 
to a chosen criterion) select the best structures, without considering whether or not 
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the the structures are comparable to DGII. 
Preceding the actual selection, the maximum violation, the largest sum of viola-
tions, and the largest number of violations were determined from the structures in 
the DGII ensemble obtained with the longest simulated annealing refinement of 50000 
steps. This ensemble obviously achieved the largest convergence to the experimental 
data, and was therefore used as a reference for selecting structures from the DGfì and 
GAT ensembles. The values found for these three quantities are likely to correspond 
to three distinct conformations. However, they would, in a sense, define the 'worst' 
conformation if they corresponded to a single conformation. By comparing the DGfi 
and GAT conformations to this 'worst' conformation (i.e., the three quantities), and 
selecting only the conformations which are of better quality, the DGII, DGQ and GAT 
ensembles become more comparable. This resulted in 10 reduced OGÌÌ ensembles. It 
turned out that no GAT structures confined to this selection criterion. 
Determination of the optimal length of refinement 
Via inspection of the structural parameters of the 9 DGII and the 10 reduced DGfi 
ensembles an optimal length of simulated annealing refinement for both strategies 
was determined. The corresponding DGII and DGO ensembles comprised the best 
compromise between convergence and sampling of the conformational space. 
Energy minimisation 
Finally, five new ensembles were assembled, each containing 10 conformations that 
will be subjected to energy minimisation. From the reduced DGSl ensemble that 
corresponds to the optimal refinement length, 10 structures were chosen at random. 
From the optimal DGII ensemble 10 structures were selected via application of the 
selection method described above. This ensured that there was no difference in quality 
due to different selection procedures for DGII and DGO. In addition, 10 structures 
from the reference DGII ensemble (50000 steps simulated annealing) and reduced OGÌÌ 
ensemble with 10000 steps simulated annealing were chosen at random. Since no GAT 
structures confined to the selection criterion, the 10 structures with the lowest error 
value were selected. This resulted in five new ensembles, which will be referred to as 
the DGtt* (SA=100, SA=10000), DGII* (SA=500, SA=50000), and GAT* ensembles. 
All structures from these ensembles were subjected to a restrained energy min-
imisation by means of an all-atom AMBER force field (Weiner et al., 1986). Each 
structure was first minimised with 1000 steps of steepest descent, and subsequently 
with 500 steps of a conjugated gradient method. 
After energy minimisation the structural parameters were compared again. In 
addition, the changes in covalent bonding lengths, bonding angles, and dihedral angles 
were investigated in order to reveal the amount of distortion of the covalent geometry 
of the conformations. 
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Error Mean violation 
10 20 
Generation 
10 20 
Generation 
Figure 4.2: The structural parameters as a function of the generation for a DGfì experiment 
(250 steps of simulated annealing refinement). The optimisation criterion (error) is depicted 
in the first graph. It was observed that, except for the overall maximum violation, the 
evolution of the error value roughly reflects the evolution of the structural parameters 
4.4 Results and Discussion 
Preliminary DGQ. experiment 
The preliminary DGfì experiment involved the determination between the correlation 
of the error value (i.e., the minimisation criterion) and the structural parameters (the 
RMSD was not considered in this experiment). During this experiment the structural 
parameters of the best string were monitored at each generation, and are depicted in 
Figure 4.2. 
As can be observed from this figure, the last improvement occured at generation 
26. It is clear that most structural parameters decreased with the error, or remained 
about constant (i.e., considering the range of the parameter BestMean). The only 
exception was the overall maximum violation, which heavily fluctuated. 
This experiment gained important insights in the interpretability of the optimisa-
tion criterion, i.e., it roughly reflected most structural properties. However, a com-
pound fitness function that not only minimises the sum of squared violations (i.e., 
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the error) but also reflects the other structural parameters directly may be more ro-
bust with respect to the quality of the final ensemble of structures. However, it was 
decided not to change the design of the fitness function for the present research, but 
to postpone this for future investigations. 
The remaining of this section discusses the results obtained from the comparison 
of DGII, DGtt and GAT strategies. 
Influence of simulated annealing refinement in DGII experiments 
Table 4.3 depicts the lengths of the simulated annealing refinements, and number of 
function evaluations for each DGII experiment. The number of function evaluations 
was calculated as the product of the number of steps of simulated annealing, and 
the size of the DGII ensemble (75). The influence of a longer refinement (i.e., num-
ber of function evaluations) on the structural parameters is depicted in Figure 4.3. 
From this figure it was observed that the length of simulated annealing refinement 
did not have a large influence on the overall number of violations. However, a longer 
refinement clearly decreased the the overall maximum violation (Max). The overall 
mean violation (MeanViol), DestMean, and MinMax remained about constant after 
500 steps of simulated annealing. From the RMSD values it was readily observed that 
with increasing convergence to the experimental data the similarity of the structures 
largely increased. From these 9 DGII experiments it was concluded that 500 steps 
of simulated annealing refinement was optimal, i.e., no significant additional conver-
gence occured beyond this point, while longer refinements reduced the sampling of 
the conformational space. 
Influence of simulated annealing refinement in DGÏÏ experiments 
Subsequently, similar experiments were performed for DGfi. The applied lengths of 
simulated annealing refinement are also depicted in Table 4.3. Since DGÍ2 iterated the 
DGII method, the number of function evaluations was calculated by multiplying the 
length of refinement, the size of the ensemble (50), and the generation after which no 
further improvement was obsen^ed for the best string. Obviously, despite the smaller 
ensemble size of DGO, identical lengths of refinements in DGII and DGfì resulted in 
large differences in the number of function evaluations needed to converge to the final 
set of structures. 
From Figure 4.3 it was observed that increasing the length of the refinement in 
DGfi resulted in a decrease of all structural parameters values. This indicated an in-
crease in convergence to the experimental data, while at the same time the structures 
became more similar, i.e., a reduced sampling of the conformational space. Since the 
DGQ ensemble also contained ill defined structures, these results were not directly 
comparable to the DGII experiments. 
Selection of DGQ conformations 
To make a fair comparison possible, a subset of structures from each DGfì ensemble 
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#Viol Mean violation 
10 15 
log(evaluations) 
10 15 
log(evaluations) 
Figure 4 3 The influence of the length of the simulated annealing refinement (ι e , natural 
logarithm of the number of function evaluations) on the structural parameters for the DGII 
(+), DGO (o), and reduced DGfi (x) ensembles 
was selected (as explained in the experimental section), which resulted in 10 reduced 
ensembles 
Figure 4 4 depicts the size of the reduced DGfi ensembles after selection For 
the first two experiments with 10 and 25 steps of simulated annealing, no structure 
fulfilled the selection criterion Furthermore, it was observed that an increased num­
ber of structures confined to the selection criterion if the length of the refinement 
was increased, although after 1000 steps of simulated annealing this number starts 
fluctuating 
The structural parameters for the reduced DGH ensembles were determined and 
also depicted in Figure 4 3, which allowed for a direct comparison with the DGII 
structures Since the worst structures were removed from the DGH ensembles, the av­
erage quality of these reduced ensembles increased, while the RMSD value decreased 
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Length 
Exp. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
of simulated annealing refinement 
#SA DGII 
Evaluations 
10 
25 
50 3750 
100 7500 
250 18750 
500 37500 
1000 75000 
2500 187500 
5000 375000 
10000 750000 
50000 3750000 
in DGII and DGQ experiments 
DGfi 
Generations 
4 
8 
28 
34 
19 
18 
28 
32 
32 
37 
~ 
Evaluations 
2000 
10000 
70000 
170000 
237500 
450000 
1400000 
4000000 
8000000 
18500000 
— 
Table 4.3: This table depicts the number of steps (#SA) of simulated annealing in the 
9 DGII and 10 DGO experiments. The number of function evaluations is calculated by 
the product of the size of the ensemble (DGn=50, DGII=75), the length of the simulated 
annealing refinement (SA), and the number of generations (which is taken 1 for the DGII 
experiments). 
The values for the BestMean and MinMax did not change, which indicated that the 
corresponding structures were preserved during selection. The overall maximum vi-
olation for the reduced DGÜ ensembles now equaled the level of the reference DGII 
(SA=50000) experiment. From these 10 DGO experiments it was concluded that 100 
steps of simulated annealing were sufficient for the DGO approach. Increasing the 
length of the refinement did not result in additional convergence to the experimental 
data, but did slightly decrease the sampling of the conformational space. 
Consequently, the optimal length of the refinement in DGO was a factor five times 
less than for DGII (i.e., 100 and 500 steps of simulated annealing respectively), which 
led to a reduction in the number of function evaluations from 450000 to 170000, i.e., 
about a factor 2.5, as can be observed from Table 4.3. However, as will be shown 
below, this conclusion does not hold if in addition the covalent geometry of the con-
formations is considered. 
The GAT experiment 
GAT was used in a single experiment, and this method resulted in an ensemble of 100 
structures. The number of function evaluations (i.e., the product of the number of 
generations and the population size), was not depicted in Table 4.3 because it could 
not be compared to the values given for DGII and OGÌÌ due to the fact that the eval-
uation functions were completely different. As explained in the experimental section, 
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Figure 4.4: The size of the reduced DGQ, ensembles after selection as a function of the length 
of the simulated annealing refinement (i.e., natural logarithm of the number of function 
evaluations). With increasing length of refinement the number of structures that confine the 
selection criterion increased. 
the 10 GAT structures with the lowest error values were selected, and are reffered to 
as the GAT* ensemble. 
Comparison of the structural parameters for DGII, DGSÏ and GAT 
In order to compare the performances of DGfi, DGII and GAT strategies, the struc-
tural parameters for the DGfi* (SA=100, SA=10000), DGII* (SA=500, SA=50000) 
and GAT* ensembles were compared before and after a restrained energy minimisa-
tion. The results are depicted in Figure 4.5 and Table 4.4. Figure 4.6 and 4.7 depicts 
a superposition of structures before and after energy minimisation respectively. 
From the data presented in Figure 4.5 it was observed that energy minimisation 
positively affected the quality of the GAT* structures, i.e., an increased convergence 
to the experimental data, while at the same time only a slight decrease in the RMSD 
value was observed. In contrast, an energy minimisation enforced a divergence from 
the experimental data for the DGII* and DGfi* structures, while slightly decreasing 
the RMSD value. In effect, the values for the structural parameters of the GAT* 
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Results for DGII, 
Parameter 
RMSD 
Mean 
BrotM«&n 
#Viol 
M a x 
MniMax 
Dul l* 
before 
0 542 
0 109 
0 103 
36 
0 450 
0 390 
DGn and GAT before 
(500) 
alter 
0 520 
0 199 
0 192 
33 
0 830 
0 600 
DIJ I I ' 
before 
0 407 
0 106 
0 100 
37 
0 460 
0 390 
(50000) 
after 
0 423 
0 194 
0 183 
32 
0 710 
0 690 
and after energy minimisation. 
DGfì* 
betöre 
1 041 
0 118 
0 094 
2 5 
0 430 
0 290 
(100) 
after 
0 965 
0 253 
0 211 
33 
1 400 
0 590 
DGÍ1* 1 
before 
0 707 
0 101 
0 069 
2 5 
0 510 
0 220 
; 10000) 
altei 
0 655 
0 191 
0 167 
33 
0 800 
0 540 
G A T 
before 
0 147 
0 392 
0 378 
37 
1 850 
1 470 
after 
0 122 
0 338 
0 318 
32 
1 070 
1 010 
Table 4.4: The structural parameters of the DGII*, DGH*, and GAT* ensembles before and 
after energy minimisation. 
structures approached the values for the DGO* and DGII* structures although there 
remained a significant difference after energy minimisation. 
From the RMSD values it seemed that the sampling properties of DGO were better 
than for DGII and GAT. The convergence behavior of DGfi before energy minimisa-
tion was slightly better than for DGII, and much better than for GAT. After energy 
minimisation, it became more difficult to make definite statements about, the con-
vergence behavior. It was observed that the DGH* (SA=10000) structures were still 
slightly better than the DGII* structures. However, the DGO* (SA=100) ensemble 
revealed a drastic change in the overall maximum violation and overall mean viola-
tion, which indicated a decrease in structure quality. 
Comparison of the individual conformations 
Figure 4.8 depicts the maximum violation, mean violation, and number of violations 
for all individual structures before energy minimisation. Three clusters could clearly 
be distinguished, i.e., the DGH*, DGII*, and GAT* structures. Within the clusters 
no distinction could be made for the different refinement lengths, which indicated 
that the optimal refinement lengths for the DGII and DGH experiments were chosen 
adequately. From this figure it was observed that the structures of both DGH* en-
sembles were better than the DGII structures, i.e., the mean and maximum violation 
were similar, but the number of violations of the DGH* structures were significantly 
smaller. It was, however, observed that the structures with the lowest mean vio-
lation and maximum violation were included by the DGH* (SA=10000) ensemble. 
The GAT* structures were of significantly less quality than the DGII* and DGfì* 
structures, i.e., a high mean and maximum violation. 
Figure 4.9 depicts the maximum violation, mean violation, and number of viola-
tions of the individual DGÌÌ*, DGII* and GAT* structures after energy minimisation. 
From the difference in scale with the previous figure, it is obvious that the quality 
of the structures became more similar, i.e., due to the energy minimisation the dif-
ferences between the methods were less pronounced. The GAT* structures were still 
clustered to some extent, and were, on average, of less quality than the DGII* and 
DGQ* structures. It was also observed that several DGfi* (SA=100) structures now 
have a high maximum and mean violation, and consequently were of poor quality. 
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#Viol Mean violation BestMean 
Figure 4.5: A comparison of the structural parameters of the DGII* ( · SA=100, о 
SA=50000), DGn* (x SA=100, О SA=10000), and GAT* (+) ensembles before (B) and 
after (A) restrained energy minimisation. 
Furthermore, it was observed that it is no longer possible to make a clear distinction 
between the DGII and DGH structures on basis of the number of violations. The 
DGII structures, having similar mean and maximum violations, were still clustered 
together. Most DGfì* (SA=10000) structures also had similar mean and maximum 
violations, and were slightly better that the DGII* structures. The DGH* (SA=100) 
structures were now located between the DGII* and GAT* structures. From this fig-
ure it was concluded that after an energy refinement, 100 steps of simulated annealing 
for DGfi was no longer adequate, and that 10000 steps of simulated annealing only 
gave a slight improvement over the DGII* structures, while DGO required signifi-
cantly more function evaluations, i.e., computational effort. 
Inspection of the covalent geometry 
In order to investigate the impact of energy minimisation on the covalent geometry 
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A 
Figure 4.6: Superposition of the 10 conformations of the DGII* (upper-left SA=500, lower-
left SA=50000), DGß* (upper-middle SA=100, lower-middle SA=10000), and GAT* (right) 
ensembles before energy minimisation 
of the molecule, the change in bond angles and bond lengths was measured for the 
DGII* (SA=500), DGn* (SA=10000), and GAT* structures. From Figure 4.10 it was 
observed that the changes for the DGII* and GAT* structures were small (i.e., less 
than about 0.05 A). In contrast, many DGfi* structures revealed a significant change 
in several bond lengths of more than 0.1Â. 
Figure 4.11 depicts the change in bond angles for all structures. The GAT* struc-
tures showed the smallest change in angles, i.e., all less than about 5 degrees. The 
DGII* structures also showed small changes in the angles, with a few exceptions of 
more than 10 degrees. Again, the DGH* structures revealed the largest effect, and 
changes of more than 10 degrees were no exception. 
From the change in bond length and bond angle during energy minimisation it 
was concluded that the covalent geometry of the DGfì* conformations were very dis-
torted, which was probably the result of the attempt to minimise the experimental 
restraint violations. The conformation obtained with 500 steps of simulated annealing 
refinement is likely to exhibit an even worse defined covalent geometry. The distortion 
was reduced during energy minimisation at the expense of the extent of convergence, 
which made the difference with the DGII* structures less significant. Inspection of the 
bond angles and bond lengths after energy minimisation revealed that the covalent 
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Figure 4.7: Superposition of the 10 conformations of the DGII* (upper-left SA=500, lower-
left SA=50000), DGn* (upper-middle SA=100, lower-middle SA=100u0), and GAT" (right) 
ensembles after energy minimisation 
geometry of all DGÍT, DGII*, and GAT* conformations became about similar, i.e., 
they approached the target values used in the AMBER force field. 
Inspection of dihedral angles 
Figure 4.12 depicts the change in dihedral angles (including the five angles of the fura-
nose ring) during energy minimisation. Again, it is observed that the largest changes 
were imposed on the DGO* structures, although also several GAT* and DGII* struc-
tures were significantly changed. This change in the spatial structure was probably 
induced by the change in covalent geometry, and the attempt to keep the experimen-
tal restraint violations as small as possible. An inspection of the torsion angles of the 
DGII* (SA=500), DGO* (SA=10000) and GAT* structures revealed large differences 
in conformation. As an example consider the GAT*, DGII* and DGO* conforma-
tions depicted in Figure 4.13. The GAT* structure is significantly different from the 
DGII* and DGO* structures, but as shown above, was of less quality. The DGII* 
and DGÎÎ* conformations were of similar quality, but significant difference in struc-
ture can be observed. From this it seems fair to conclude that although DGfi finally 
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0.2 0.4 
Mean 
Figure 4.8: The number of violations, mean violation, and maximum violation for the DGO* 
(x SA=100, о SA=10000), DGII* (· SA=500, O SA=50000), and GAT* (+) structures 
before energy minimisation. The two dimensional plots represent the three projections of 
the upper left figure. 
resulted in conformations of comparable quality to the DGII conformations, it could 
still be beneficial to use DGO for determining structures because this may result in 
conformations that are not included by DGII or GAT. 
4.5 Conclusions 
The results presented in this paper demonstrated that, before and after a restrained 
energy minimisation, the convergence and sampling properties of DGfi were slightly 
better than for DGII. DGH required, however, significantly more computational effort 
and, in addition, resulted in fewer structures. 
The comparison of the DGQ conformations obtained with 100 steps and 10000 
steps of simulated annealing before energy minimisation revealed a similar conver­
gence behaviour from which, at first, it was concluded that 100 steps of simulated 
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Figure 4.9: The number of violations, mean violation, and maximum violation for the DGn* 
(x SA=100, о SA=10000), DGII* ( · SA=500, O SA=50000), and GAT* (+) structures after 
energy minimisation. The two dimensional plots represent the three projections of the upper 
left figure. 
annealing refinement were optimal. However, during energy minimisation the DGfì 
(SA=100) conformations diverged from the experimental data to a larger extent than 
the DGÌÌ (SA=10000) conformations. Prom this it was concluded that a short sim-
ulated annealing refinement was certainly not optimal. This was supported by in-
spection of the torsion angles and covalent geometry of the conformations, which 
drastically changed during energy minimisation. This demonstrated the significance 
of using a sufficiently long refinement. In comparison to DGII, it can be concluded 
that the refinement in DGQ cannot be reduced, despite that DGII is iterated by the 
genetic algorithm. 
The GAT method resulted in the poorest convergence and sampling of the con-
formational space. The covalent geometry was, however, by definition better defined 
than for the DGII and DGÍÍ conformations. The energy minimisation resulted in 
additional convergence, but inspection of the individual structures revealed a signifi-
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Figure 4.10: Indication on the change in length for 54 covalent bonds as an effect of energy 
minimisation for the DGII* (SA=500), DGfì* (SA=10000), and GAT* structures. For each 
covalent bond the values observed in 10 conformations (•) are depicted. 
cant difference with the OGÌÌ conformations. Inspection of the torsion angles of the 
conformations obtained with the DGII, DGÌÌ and GAT methods revealed that each 
method resulted in different conformations. 
This study clearly demonstrated that DGH should be used with caution because 
distorted conformations can easily result if the refinement is taken too short. With 
this knowledge DGfì should be applied to larger molecules in order to investigate 
if the improvement over DGII alone becomes more significant than for the small 
dinucleotide used in this research. 
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of energy minimisation for the DGII* (SA=500), DGÎÎ* (SA=10000), and GAT* structures. 
For each bond angle the values observed in 10 conformations (·) are depicted. 
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Figure 4.12: Change indication on the angle of 18 dihedral angles as an effect of energy 
minimisation for the DGII* (SA=100), OGSÌ', and GAT* structures. For each dihedral 
angle the values observed in 10 conformations (+) are depicted. 
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Figure 4.13: Stereo plot of a DGII* (SA=500), OGÌÌ* (SA=10000) and GAT* conformation 
after energy minimisation. Larger differences in structure can be observed. 
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Chapter 5 
Lethalization, penalty and repair functions for 
constraint handling in the genetic algorithm 
methodology 
Summary 
A genetic algorithm was designed to find low energy distributions of ions above a crystal 
surface. To solve this constrained optimization problem, several constrained handling tech-
niques were applied, i.e., lethalization, penalty and repair functions. It was shown that the 
simple lethalization scheme performs very well, and was at least comparable to some of the 
penalty functions. This was unexpected because, in general, it is believed that a severe 
penalization (i.e., lethalization) leads to poor results. An analysis of the fitnesses of trial 
distributions that violated a constraint, as a function of the time, suggested that the prop-
erties of genetic based search were responsible for this result. Prom this it was concluded 
that a genetic algorithm in combination with lethalization may be an good choice to solve 
constrained optimization problems, if the design of optimal penalty functions is difficult or 
impossible. 
This chapter is a modification from: van Kampen, A.H.C., Strom, CS., Buydens, L.M.C. (1996) 
Chemometncs and Intelligent Laboratory Systems, 34(1), 55-68. 
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5.1 Introduction 
Ever since John Holland introduced genetic algorithms (Holland, 1973; Goldberg, 
1989; Holland, 1992), this family of global optimization methods have been used 
as a powerful strategy for solving a wide range of optimization problems (Davis, 
1991; Blommers et al., 1992; Sheridan and Kearsley, 1995; Smith, 1992). 
When constraints are imposed on the problem parameters of the optimization 
problem, a need for a technique arises to handle these constraints during optimiza­
tion. Many optimization problems involve constraints, e.g., (Kam and Lai, 1995; 
Chaturvedi and Plumb, 1995), and also in chemistry constrained optimization prob­
lems can be identified (Tsirukis and Reklaitis, 1993a; Tsirukis and Reklaitis, 1993b; 
Xie et al., 1993; van Kampen et al., 1996). 
Different techniques are available for handling constraints, e.g., Lagrange multipli­
ers (Adby and Dempster, 1974) and mathematical programming (Mital, 1977; Bazaroo 
and Shetly, 1979). However, the problems that are undertaken by genetic algorithms, 
often do not allow the use of these methods because the constraints can not be ex­
plicitly defined in terms of the problem parameters, i.e., only after evaluation of a 
trial solution it may become clear whether or not a constraint is violated. In these 
situations the genetic algorithm has to rely on other techniques to handle these con­
straints. 
The first is the use of crossover and mutation operators which are designed to suit a 
specific constrained optimization problem, and only modify the problem parameters 
such that the constraints are always satisfied. The most illustrative examples are 
given by the operators designed for handling combinatorial problems with genetic 
algorithms (Goldberg, 1989; Lucasius and Kateman, 1992). These kind of operators 
are not investigated in the current research. The second technique is to represent 
the optimization problem such that it is impossible to violate a constraint. This 
approach was not considered explicitly in this paper, although the representation for 
the application discussed in this paper, was such that it contributes to satisfying 
the constraints. Two other types of constraint handling techniques comprise the 
repair (Michalewicz and Janikow, 1991; Michalewicz, 1992) and penalty functions 
(Richardson et al., 1989; Michalewicz and Janikow, 1991; Michalewicz, 1992; Powel 
and Skolnick, 1993; Schoenauer and Xanthakis, 1993; Smith and Tate, 1993; Snyman 
et al., 1994; Homaifar et al., 1994; Sylla, 1995), which are the subject of this paper. 
Penalty functions (P) were introduced by Courant (Courant, 1943), and are added 
as a weighted term to the objective function (G) that must be optimized, i.e., the 
constrained problem G is transformed into an unconstrained problem (the compound 
function of Ρ and G). Effectively, for minimization problems, the penalty function 
increases the value returned by the objective function if a constraint is violated, and is 
dependent on the degree of violation. There is no general methodology for designing 
a penalty function for a specific optimization problem, although the functional form 
and strength of the penalty function are considered to be of great importance. 
The use of a penalty function implies that the genetic algorithm performs its 
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optimization task in a search space defined by the functions Ρ and G. This space may 
have completely different characteristics than the space defined by the constrained 
function G alone. This change in search space characteristics is mainly caused by the 
functional form of the penalty function, and may affect the search performance of the 
genetic algorithm. 
Another important parameter, affecting the search performance, is the magnitude 
of the influence of Ρ on G, i.e., the strength of the penalty function. It is well known 
that when the strength is too large, the search algorithm is not allowed to enter 
the non-feasible region (not allowed part of search space), and consequently, might 
spend more time in finding feasible regions than in finding the optimum. For the 
genetic algorithm, a large strength may also be the cause for deceptive properties 
of the search space (Goldberg, 1989), which may severely hinder the optimization 
process (Richardson et al., 1989). However, if the strength is too small, the search 
algorithm will spend too much time in evaluating invalid solutions. Since solutions of 
constrained optimization problems are often located at the border of the non-feasible 
and the feasible region, it is considered important that the search algorithm can move 
through both regions, i.e., using an optimal penalty strength. 
A special kind of penalty function is the so-called lethalization function, which 
assigns a severe but equal penalty value to each solution violating a constraint, i.e., 
the search algorithm is not allowed to move in the non-feasible region, and therefore 
is not expected to show a high performance, or to result in an acceptable solution. 
An alternative strategy for constraint handling is to use repair functions, which 
check for violations of the constraints by the current set of parameters (trial solu­
tion), and if necessary, adjust (repair) these parameters such that the trial solution 
is mapped back into the feasible region. It is obvious that this strategy requires a 
heuristic to move the trial solution in such a way that the current set of problem 
parameters is not distorted too much, preventing deterioration of the search perfor­
mance. The design of a repair function requires a thorough understanding of the 
problem. For simple problems (test functions) this may be available, but for complex 
real-world optimization problems, such as those arising in chemistry and physics, a 
lack of knowledge about the behavior of the system, may lead to an inadequate design 
of a repair heuristic, which consequently will result in a poor performance of the ge­
netic algorithm. Since repair functions are often custom-tailored to the optimization 
problem, they are of less general use than the penalty functions. Furthermore, they 
are often computationally intensive to run. 
The application of genetic algorithms to constrained optimization problems has 
mainly concentrated on the design of penalty functions, but still no general recipe for 
designing these functions resulted. Neither there is a general methodology for design­
ing repair functions. Consequently, one often has to derive at an adequate penalty or 
repair function by a process of trial and error. 
In this paper a repair function and several penalty functions were applied to the 
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problem of finding low energy distributions of ions above a crystal surface. This 
problem was constrained to find distributions which were free of overlapping ions. 
In contrast to the discussion above, it is shown that lethalization performs at least 
comparable to the other penalty functions. 
5.2 Methods 
5.2.1 Software 
The genetic algorithm application described in this paper was written in standard 
ANSI C, with use of the toolbox GATES (Genetic Algorithm Toolbox for Evolutionary 
Search), version 2.0 (Lucasius and Kateman, 1994a; Lucasius and Kateman, 1994b). 
The APL program SURFPOT (Strom and Hartman, 1989) was used for calculating 
Coulomb potentials due to the crystal slices. 
5.2.2 Problem description 
Crystals have been known for man from the earliest times, for, as we now realize, 
many forms of solid matter are crystalline in character, and have excited attention 
because of their elegant symmetry and their glorious colors. Nowadays, crystals play 
an important role in the production of solar cells, and are found in, for example, 
many electronic devices (semi-conductor), digital watches (quartz), and CD-players 
as part of the laser. In industry, crystallization is used as a purification technique 
for the production of large quantities of fertilizers, sugar, and many other products. 
Also in the world of medical sciences, interest in crystal growth processes have grown 
considerably because teeth, bones, renal calculi, etc., are the result of a crystallization 
process. 
From this it becomes clear that crystals posses very interesting chemical and phys-
ical properties, which are determined by their microscopic and/or macroscopic struc-
ture. Therefore, it is very important that the growth (formation of a crystal out of 
a mother phase, which may be a vapour, a solution, a melt, etc.) of a crystal, can 
be controlled external factors, e.g., the temperature, in order to obtain a crystal with 
the desired structure. Consequently, it is important to understand the growth process 
of the crystal, i.e., it is important to understand the processes that take place at the 
interface between the crystal surface and the mother phase (Snook and van Megen, 
1979; Broughton et al., 1981; Broughton and Gilmer, 1983; Broughton and Gilmer, 
1986; Omar and Haymet, 1988; Raghavan et al., 1991; Boek, 1993). 
The determination of the structure of this interface layer is often performed by 
Monte Carlo (van den Eerden and Bennema, 1978; Ciccotti et al., 1987) or molecular 
dynamics (Nose, 1991) methods. The genetic algorithm is, potentially, an additional 
method to asses the interface structure. The approach taken by the current imple-
mentation of the genetic algorithm was, however, very different from these classical 
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methods. It was, however, not the aim of this paper to discuss these differences. Nei-
ther are the physical properties of the simulated system discussed. These will be the 
subject of a future paper. Consequently, the composition of the interface layer that 
resulted from the simulation was only discussed in terms of potential energy, (the 
minimization criterion in our optimization), and the number of ions placed in this 
layer. From these results, the performance of the repair, lethalization, and penalty 
functions was evaluated, and an analysis to explain their behavior is discussed. 
Constraints 
In this paper the interfacial layer of a strongly undulated boundary along the (111)-
surface* of sodium chloride (NaCl) in a melt (Strom and Hartman, 1989) was con-
sidered, which required the determination of the distribution of Na+ and Cl~ ions 
in this layer. The distribution comprising the lowest potential energy was considered 
to be the most favorable. This distributions of ions in the interfacial volume was 
subjected to two constraints: 
CI: The ions Cl~ and Na+ were only allowed to occupy those positions in the interfacial 
volume, in which the potentials due to the crystal were of opposite sign. 
C2: The ions, which were represented as a sphere with a Vanderwaals radius r, in the 
interfacial volume were not allowed to overlap. 
Accordingly, the genetic algorithm had to be implemented such that these two 
constraints could be satisfied. The representation of the trial distributions was chosen 
such that the crossover operator could not violate constraint Cl. Furthermore, a new 
mutation operator was developed to suit the first constraint. 
For constraint C2 it turned out to be more difficult to design a suitable represen-
tation and/or operator to ensure satisfaction of this constraint, and consequently, a 
penalty or repair function had to be used. 
The potential energy function 
In the determination of the distribution of sodium and chloride ions above the crystal 
surface of NaCl, only the Coulomb potential energy, which is by far the dominant 
contribution to the total energy of the ionic structure, was considered. Consequently, 
this optimization comprised the search for the lowest energy distribution, and could 
be regarded as a variable size subset selection problem, i.e., from all possible positions 
at which an ion could be placed, a subset was chosen for which the number of ions 
was not fixed. 
A set of ions (Na+ and Cl~ ) must be placed in the interfacial volume such that 
they minimized the potential energy, i.e., as negative as possible. The total potential 
energy was calculated by adding the potential energy due to interactions between 
the crystal and ions in the interfacial volume (solid-fluid interaction ESF), and the 
'For more details on the nomenclature of crystal surfaces, see for example (Steadman, 1982; 
Vainshtein, 1994) 
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potential energy due to the pairwise interactions of the ions in this volume (fluid-fluid 
interaction EFF): 
EPot = ESF + axEFF 
N N-l N 
г=1 г=1 ]>ι г} 
where N denotes the number of ions in the distribution, V, is the potential at point 
г with coordinates (xlt j/„ zt), qk is the charge of ion к (-1 for chloride and +1 for 
sodium) and r
v} denotes the Euclidean distance between ions at positions г and j 
respectively. 
This energy function Epot was only a very rough approximation of the real physical 
situation. However, to be able to parameterize this potential energy function (to a 
certain extent) towards a more realistic situation, a weighting factor a was introduced, 
which was set to 0.75 for the current investigations. 
ESF was always negative because qi¡ and Vt must be of opposite sign according 
to constraint CI . EFF could assume either positive or negative values, depending 
on the distribution. However, a favorable distribution should give rise to a negative 
fluid-fluid interaction. Consequently, Epot could either be positive or negative. 
Representation of the interfacial volume 
The interfacial volume was defined as a three dimensional grid of position points 
adjacent to the (lll)-crystal surface of NaCl, covering a volume of m χ η χ/unit cells (a 
unit cell is the basic building block from which the whole crystal can be reconstructed 
by translation operations only (Vainshtein, 1994; Steadman, 1982)). This collection 
of grid points functioned as a pool of coordinates x, y, ζ for placing the particles. 
Actually, the grid was specified independently for each type of particle (Na+ , Cl~ 
), and had the following properties: x% and yt were coordinates defined for a plane 
parallel to the undulated boundary along the (lll)-face of NaCl. This plane covered 
an area of m χ η unit cells. The corresponding coordinate ZQ of the first plane above 
the crystal surface, (i.e., the first layer of the grid), was the coordinate corresponding 
to the distance of closest approach between the crystal and ion, without them having 
contact. Since the surface of this plane is not flat, the coordinate ZQ depended on the 
position x,,y,, i.e., ZQ = zo(i, j). All subsequent planes (grid layers) were obtained by 
adding a fixed step δ to zo(i,j), i.e., zi¡(i,j) = ZQ(Í,J) + ко. This explains why two 
separate grids for the sodium and chloride ions were defined, i.e., ZQa(i,j) φ ZQ1(Í,J) 
At each of the grid points a potential due to the crystal was calculated by the 
SURFPOT program(Strom and Hartman, 1989). Thus, the coordinates of each point 
of the two separate grids were accompanied by the value of the potential, and served 
as input for the genetic algorithm. 
For the experiments described in this paper each grid was defined such that it 
covered 3 x 3 x 1 unit cells, with a resolution of 30 χ 30 χ 10 points. It can be shown 
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Na distribution ; CI distribution 
Figure 5.1: String representing a trial distribution with 3 Na+ and 3 Cl~ ions. Each number 
denotes an integer index corresponding to specific point x, y, ζ in the interfacial volume. The 
value '-Γ is a dummy value, which allows for variable size distributions. 
that the distance between two adjacent points in the grid in x, y and ζ direction were 
0.28Â, 0.28A and 0.63Л respectively. The Vanderwaals radii of Na+ and Cl~ were 
taken as 0.95Л and 1.80Â. Since each unit cell of NaCl contains 4 Na+ and 4 Cl~ 
ions, it was expected to find a distribution with approximately 72 ions. 
Encoding of the trial distributions 
Each string represented a trial distribution such that the parameters (encoded as 
integers) on these string denoted indices corresponding to a specific point x, y, ζ in 
the grid (interfacial volume). 
Although the size of the trial distributions was not fixed, strings with a constant 
length were used. Although distributions with a size of about 72 ions were finally 
expected, the number of parameters on the strings provided for a maximum of 200 
ions of each type. This was necessary because the trial distributions at the start of 
the simulation process could contain much more ions. 
For the current system with two different types of ions (Na+ and Cl~ ), the 
strings were divided in two separate parts; the left part defined the Na+ distribution, 
and the right part defined the Cl~ distribution (Figure 5.1). This ensured a direct 
correspondence with the two separate grids for Na+ and Cl~ . 
Each parameter could assume any integer value from 0 to 9000 (30 χ 30 χ 10 points). 
However, constraint CI , to which the distribution was imposed, excluded specific val­
ues. A parameter value equal to -1 denoted a dummy value with no correspondence 
to a specific point, and consequently, allowed for variable sized distributions. 
Initialization of the trial distributions 
In most genetic algorithm applications, the population of strings is initialized at 
random at the start of the run. For the current application problem, however, a 
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different type of initialization was developed to ensure that all initial trial distributions 
obeyed both constraints CI and C2. This initialization procedure operated as follows: 
1. Select ion ρ (Na+ or Cl~ ion) at random. 
2. Select grid point with opposite sign of the potential at random, and place ion ρ at this 
point (constraint CI is satisfied). 
3. Mark all grid points which are within a distance dtj of p. These points are no longer 
candidates to be selected in the next iteration (step 2). 
, _ ƒ r
v
 + rNa+, for the grid specifying the Na
+
 distribution 
4
 Ì rp + rc¡- , for the grid specifying the Cl~ distribution 
where r¿ denotes the Vanderwaals radius of particle i. 
4. Continue with step 1 until both grid systems are completely occupied, i.e. the inter-
facial volume is filled with ions. 
Evaluation of the trial distributions 
The quality of the trial distributions was reflected by their potential energy (Epot ), or 
the fitness value which was derived from it. By convention, the fitness was maximized 
during the optimization process, and accordingly, was defined by inverting the sign of 
the potential energy, i.e., F = —EPot. If a legalization or penalty function was used 
to reflect violations of constraint C2 , the fitness value was adjusted accordingly (see 
below). 
Selection of above-average solutions 
Once the (penalized) fitness values were assigned to the strings, rank-based threshold 
selection (Lucasius and Kateman, 1994c) with elitism was used for the selection of 
above-average strings. This method was discussed in more detail in Section 2.2.4. 
Crossover and Mutation 
In the current implementation uniform crossover (Davis, 1991) was used to combine 
trial distributions. This operator selected a pre-specified number of parameters (in-
dices) at random, and exchanged these with those on the paired string. Due to this 
re-combination, trial distributions with overlap between the ions could be generated. 
Note that this operator never violated constraint CI because the ion was not separated 
from its position with the corresponding potential. 
Subsequently to re-combination, the trial distributions were subjected to mutation. 
For the current application a new mutation operator was developed, which made semi-
random changes to the strings without violating constraint CI , but did not impose 
constraint C2 . 
1. Select parameter ρ on string at random. 
2. Generate integer value x, between -1 (dummy value) and 9000 (last grid point). 
3. Replace value of parameter ρ with χ if this position has the correct potential. Other­
wise delete particle ρ from distribution. 
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5.2.3 Constraint handling techniques 
The repair function 
A repair function was designed, which was applied subsequently to the mutation 
operator, and redistributed the Na+ and Cl~ ions such that all overlap between 
the ions vanished. This repair functions was applied to each string in the genetic 
algorithm population, and comprised two separate operations: 
1. Remove overlapping ions 
(a) Select ion ρ at random from trial distribution. 
(b) Remove all ions which overlap with ion ρ 
(c) Mark ion p, so it will not be selected again in step (a). 
(d) Continue with step (a) until all ions are checked for overlap. 
Since this procedure deleted ions from the trial distribution, it was possible that 
new holes in the distribution emerged in which again ions could be placed with­
out overlap. Therefore, a second step was necessary to complete the distribution 
again. 
2. Complete interfacial volume 
(a) Mark all grid points which are not allowed due to overlap with remaining ions of 
the current trial distribution. 
(b) If unoccupied grid points (gaps in the interfacial volume) remain, a new ion 
is selected from the available types (Na+ and CV ). Each type of ion has 
a predefined probability for being selected, which is given by Річ
а
 and Pet = 
1 — PNO.· After selection of an ion, it is placed at an unoccupied grid point, 
which is selected at random. 
(c) Mark all grid points which become forbidden due to overlap with this new ion. 
(d) Continue with step (b). 
This procedure to complete the interfacial volume was essentially the same as the 
procedure for initialization of the strings, but it started out from a partially filled grid. 
The weighted selection of either a sodium or chloride ion was necessary to bias the 
ratio of Na+ and Cl~ ions in the distribution, although it was impossible to predict 
the final ratio. 
Since this repair function redistributed part of the ions, it could be regarded as a 
specific kind of mutation. Accordingly, the mutation probability of the regular muta­
tion operator should be decreased in order to maintain an acceptable level of search 
performance. 
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Lethalization 
The most straightforward method for handling constraint C2 was to lethalize solutions 
which violated this constraint, i.e., assigning a large negative fitness value correspond­
ing with a large positive potential energy. The expected drawback of this approach 
was that no discrimination was made between distributions with different degrees 
over ion overlap (fitness values are equal). In addition, if a few trial solutions did not 
violate the constraints, these "super-individuals" could take over the population in a 
few generations, resulting in premature convergence. 
The penalty functions 
Two different penalty functions Ρ were defined: 
1- Pcount = 1.0+ N χ α 
2. Pestañee = 1.0+ Σ , j > , {a - min ( l , [&;]) * α} 
where Ν denotes the number of constraint violations. The distance d,j denotes the 
Euclidean distance between the particles at position i and j . rt and r ; denote the 
Vanderwaals radii of the ions at positions i and j respectively. The variable a controls 
the strength of the penalty value. 
The first penalty function PCOunt was based on the number of ions that overlap, 
whereas the second penalty function Pdistance also included the degree of overlap. In 
contrast to the lethalization technique, the use of these penalty functions made it pos­
sible to discriminate between solutions with different degrees of constraint violations. 
The offset of both functions was taken as 1.0 to prevent a division by zero when 
they were combined with the potential energy function (see below). 
5.2.4 The fitness function 
The repair, lethalization, and penalty functions were combined with the potential 
energy function EPot, leading to a final (penalized) fitness value F for each individual 
string. For the experiments in this paper five different fitness functions were defined: 
1. Repair 
• F = -EPot. 
2. Lethalization 
_ ƒ —EPot if no constraint violations 
—
 ^ θ otherwise 
where θ denotes a large negative value. 
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3. Penalization 
• F = - -E
1
-
'distance 
• F = - [max(EPot) + P
count] 
This combination of EPot and the penalty function PCOunt ensured that the 
trial distributions in which the ions did not overlap, always had a higher 
fitness value than distributions with overlapping ions (regardless of the 
size of the distributions), i.e., the valid distributions were mapped on top 
of the invalid distributions, and consequently this was called the mapping 
function. As a result, distributions without overlap between the ions were 
more likely to be selected for the next generation. This property was not 
ensured for the other penalty functions. Since the maximum value of EPot 
was unknown, max(EPot) was replaced with a large positive number Ω, 
i.e., F =-[П + P
count]. 
5.2.5 The genetic algorithm parameterization 
For the experiments discussed in this paper,a population size of 75 strings was used. 
Rank-based threshold selection in combination with elitism was applied for selecting 
the above-average strings. The threshold fraction was set to 0.25 (19 strings), and 
the elitism fraction was set to 0.05 (4 strings). Uniform crossover was applied with 
a predefined probability of 0.80, and was parameterized to exchange 250 parameters 
on application. The mutation operator was applied with a probability of 0.005 if 
the penalty or lethalization functions were used. If the repair function was used this 
probability was decreased to 0.0005. 
5.3 Results and Discussion 
Nine different experiments were performed to establish the performance of the con­
straint handling techniques when used in combination with the genetic algorithm. 
Several characteristic values were tabulated, i.e., the degree of overlap between ions 
in a distribution (the penalty value P), the potential energy (EPot), the number of 
Na+ and Cl~ ions in the interfacial volume, and the number of generations needed 
to derive the final solution. The results are depicted in Table 5.1. 
From this table it is observed that distributions in which the ions overlapped 
showed a somewhat lower potential energy than distributions which were free of over­
lapping ions. The number of sodium and chloride ions deviated from the expected 
36/36 ratio, and in most experiments more ions were included in the distribution. 
The number of generations to derive at a solution was about equal for every ex­
periment. However, the actual computer time needed showed large differences when 
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Results obtained for repair and penalty functions 
Exp 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Function Q 
Repair 
Lethalize 
Pcount 0 05 
0 25 
10 0 
л idistance U ö 
15 0 
100 0 
-[max(EPot) + Pcount] Ю0 0 
EFot 
- 3 982 
-14 39 
-25 16 
-12 90 
- 1 3 83 
-15 20 
-14 69 
-12 97 
- 1 3 84 
Ρ 
14 
10 
10 
105 
10 
10 
1 0 
Na+/Cr 
67/48 
41/38 
39/36 
36/33 
38/35 
42/39 
41/38 
36/33 
39/36 
Generations 
1804 
2500 
2203 
2173 
2475 
2476 
2242 
2450 
2427 
Table 5 1 Results of the experiments with the lethahzation, repair and penalty functions 
The value a denotes the strength of the penalty EPot denotes the potential energy Ρ 
reflects the degree of overlap between the ions in the distribution 
the penalty functions were compared to the repair function, a genetic algorithm run 
using the repair function typically required two weeks to converge, whereas the ge­
netic algorithm runs using one of the penalty or lethahzation functions only required 
about two days 
The result obtained for the repair function (experiment 1) was not as expected 
The potential energy was the highest found, and the number of ions largely deviated 
from the expected value This distribution was, however, by definition free of ion 
overlap In Figure 5 2a the evolution of the number of sodium and chloride ions for 
this repair function is depicted As a result of the initialization procedure, there was 
an excess of sodium ions at the beginning of the run, although the number of chloride 
ions was about the expected value The repair function was not capable in reducing 
the number of sodium ions to the expected value, and even increased the number of 
chloride ions during the optimization process 
The repair function was designed such that it always completely filled the ínter-
fatial volume with ions (without overlap), without considering the ratio of Na+ and 
Cl~ The correct ratio of these ions should result during optimization from the com-
bination of this repair function and the potential energy function In this experiment 
a probability of P/v0 = 02 {Pei = 0 8 ) was adopted to bias the ratio towards the 
expected number of Na+ ions However, even this small probability did not lead to 
an acceptable convergence 
From this result it could be concluded that the heuristic used by the repair func-
tion, was obviously not appropriate Possible adjustments to this function might 
require the inclusion of knowledge about the expected ion ratio, or releasing the con-
dition of a completely filled interfacial volume However, both modifications are not 
Lethalization, penalty and repair functions for constraint handling 105 
120 
110 
100 
90 
J -
70 
60 
SO 
40 
'r^ ci 
-
• 
-
-
• 
• 
0 200 400 βΟΟ Θ00 1000 1200 1400 1600 I M O 2000 
Qenentlon 
(a) Experiment 1 (repair function) with 
PNa = 0.2. The repair function is not ca­
pable of decreasing the excess of ions. 
(b) Experiment 7 (Pdistance w ' t n <* = 15.0). 
Figure 5.2: Evolution of the number of Na+ a n d CI ions. 
desirable because the exact final ion ratio was unknown, and an interfacial volume 
with gaps was physically not acceptable. This indicated that for the current problem, 
the design of an appropriate heuristic for the repair function was indeed difficult be­
cause a lack of knowledge about the simulated system led to unexpected results. From 
this it was clear that repair functions are not only computer intensive, and dedicated 
to a specific problem, but may even be very hard to design. 
Experiment 2 (lethalization), showed that the final distribution was free of ion 
overlap, and that the potential energy was about the lowest found. The number of 
ions in this distribution was also the highest found (if the results of experiment 1 were 
not considered). 
Experiments 3, 4 and 5 denote the results for the PCOunt penalty function with 
three different degrees of penalty strengths (a). As expected, the final distribution 
was not free of ion overlap (P > 1.0), when the strength of the penalty value was 
too small (a = 0.05). If the penalty strength was taken larger (a = 0.25, 10.0), only 
distributions without overlap between the ions remained. The potential energies of 
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these two experiments (4 and 5) were about the same, and it was observed that the 
distribution with the lower energy corresponded with a larger number of ions. 
Experiments 6, 7 and 8 denote the results for the Pdtstance penalty function with 
three different chosen strengths. Again, a small penalty strength (a = 0.5) resulted 
in violations of constraint C2 . The deviation between the potential energies of the 
valid distributions was somewhat larger than for the penalty function PCOunt- Like 
experiments 4 and 5, the distribution with the lowest potential energy corresponded 
to a larger number of ions. For experiment 7, the evolution of the number of sodium 
and chloride ions is shown in Figure 5.2b, for the best trial solution generated during 
optimization. From this it was observed that this penalty function behaved in a 
completely different way from the repair function (Figure 5.2a). After initialization, 
the trial distribution contained 155 sodium and 29 chloride ions. During the next 
few generations this number of ions dropped significantly giving a more favorable 
distribution, i.e., a lower potential energy. After this decrease, additional ions were 
inserted, and redistributed such that a minimum in energy resulted. 
This behaviour suggested an alternative heuristic for the repair function. Instead 
of starting from a completely filled grid, an initialy empty grid might be preferable. 
This may give the mutation and crossover operators more opportunity to re-distribute 
the ions without rejection of the new distribution due to a constraint violation. 
Finally, in experiment 9 the results of the mapping penalty function are given. No 
improvement to the other penalty or legalization functions was observed. 
The experiments conducted in this research were all started from identical initial 
populations, and consequently, the differences observed were an effect only of the 
differences between the constrained handling techniques. However, in order to decide 
whether the results of the penalty functions and the legalization are significantly 
different, the genetic algorithm runs should be replicated with different initial pop-
ulations, whereafter a statistical analysis can be performed. This would reveal the 
best choice for this specific constrained optimization problem. However, this was not 
the aim of this research. In addition, it would not contribute to the explanation, 
or change the significance, of the main outcome of the experiments, i.e., the good 
(unexpected) performance of lethalization. If the results would not be significantly 
different, it could be concluded that lethalization performs comparable to the other 
penalty functions. If, on the other hand, the results would be significantly different 
then lethalization still performs second best. 
Assuming that the results are significantly different, inspection of the results for 
Pdtstance shows that a high strength (a = 100.0) leads to a decreased performance. 
This would suggest that both the strength and functional form of the penalty func-
tional must be optimal in order to outperform lethalization. If the functional form 
would not be relevant, increasing the strength would bias Pdtstance towards lethaliza-
tion, and consequently, no decrease in performance should be expected. Therefore, 
the design of an appropriate penalty function is a difficult task because no prior 
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information is available about the optimal functional form and strength. 
The results from experiment 2 to 9, thus, show that lethalization performs com-
parable to other penalty functions, or outperforms non-optimal penalty functions. 
Since the solutions of a constrained optimization problem are often located at 
the boundary between the feasible and non-feasible region, the performance of search 
strategies that are based on incremental changes of a single trial solution (e.g., de-
scent methods and simulated annealing), is increased if moves through the non-feasible 
region are allowed. For these strategies a poor performance is observed when lethal-
ization is used, especially for heavily constrained problems, because many attempts to 
move through the search space are rejected (lethalized) due to a constraint violation. 
Consequently, the target solution may never be reached if it is shielded by non-feasible 
regions. Accordingly, these strategies require a more sophisticated penalty function. 
The good results that were obtained with lethalization in the genetic algorithm 
might be explained if the string fitnesses together with the violation of constraint 
C2 (ion overlap) are monitored for Pestañee (a = 15.0) and lethalization. At ev-
ery generation the strings were sorted according to their potential energy, and the 
strings that violated constraint C2 were marked. The result for Pestañee is shown 
in Figure 5.3a. Note that an increased string index correspond to a lower potential 
energy (increased fitness). The threshold level (for threshold rank-based selection) is 
indicated by the horizontal line (19 strings appear above this threshold level). As is 
observed from this figure, in about 25 generations all distributions with ion overlap 
disappeared below the threshold and were no longer candidates to be selected in the 
next generations, i.e., after the selection step all trial distributions in the population 
were free of ion overlap. New ion overlap was only introduced by the crossover and 
mutation operators, but even after application of these operators, the best 19 strings 
did not violate the constraint and were be further improved in the next generations. 
In fact, more than half of the population consisted of distributions in which ions were 
not overlapping. Figure 5.3b depicts the same information for the lethalization ex-
periment, and showed a similar behaviour. Again, in a very few generations, the best 
trial solutions became free of ion overlap. 
Both Pestañee and lethalization 'push' the invalid trial solutions below the thresh-
old in a few generations, whereafter new solutions were only generated by re-combination 
and mutation of valid solutions. Once the invalid trial solutions are pushed below the 
threshold, there is no longer a differentation in performance between lethalization 
and Pestañee, 1-е., only the first few generations determine the outcome of the exper­
iment. However, this small number of generations is probably to short to result in 
pronounced differences between lethalization and the other penalty functions. This 
analysis showed that the properties of genetic based search (i.e., a population of trial 
solutions and a biased selection method) were responsible for the good performance 
of lethalization. 
From this research it is fair to conclude that the use of a genetic algorithm and 
lethalization may be a good choice for solving constrained optimization problems if the 
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design of an optimal penalty function is difficult or impossible. However, additional 
research is necessary to investigate if these results are applicable to other optimization 
problems with different levels of constraining. Furthermore the effect of the alternative 
selection schemes should be investigated. 
5.4 Conclusion 
The design of a heuristic for a repair function is difficult if the characteristics of the 
problem is not fully understood. The use of a genetic algorithm in combination with 
lethalization may be a good choice for solving constrained optimization problems 
when the design of an optimal penalty function is difficult or impossible. The good 
performance of lethalization may be regarded as an effect of the properties of genetic 
based search. 
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Chapter 6 
Learning classification rules from an ion 
chromatography database using a genetic based 
classifier system 
Summary 
A classifier system based on genetic algorithm methodology was developed for the automatic 
extraction of production rules from a database of about 6000 ion chromatography (1С) 
method examples. This machine learning strategy generated heuristics that can assist in 
the choice for a detection method for a specified set of 1С method and solute properties. 
It was shown that the final set of rules proposed detectors that agreed with the database 
for 76% of the cases. Application to a separate test set showed a prediction ability of 
82%. The database, because of the characteristics of the included cases, did not allow 
for a significant improvement of these results. However, the results are of significance for 
the further development of knowledge systems, which assist in the design of 1С methods. 
Furthermore, this dataset comprised a considerable challenge to the applied machine learning 
method. 
This chapter is a modification from: van Kampen, A.H.C., Ramadan, Ζ., Mulholland, M., 
Ilibbert, D.B., Buydens, L.M.C. (1997) Analytica Chimica Acta, Accepted for publication. 
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6.1 Introduction 
Development and optimisation of ion chromatography (1С) methods, is an ongoing 
field of research, and often requires the experience of an expert in the field (Haddad 
and Jackson, 1990). Since an expert is not always readily available, it would be prof­
itable if part of this process were automated by means of an expert system (Bale and 
Coombs, 1988; Puppe, 1993) to provide the appropriate guidance in the development 
of an 1С method (Mulholland et al., 1991; Mulholland et al., 1992). A recognised 
bottleneck in the design of these systems is the knowledge acquisition process (Brule 
and Blount, 1989; McGraw and Westphal, 1990; Kelly, 1991). The first requirement 
is the availability of an expert who is willing to assist in the development of the ex­
pert system. Several projects were terminated prematurely because no expert was 
available or left during the project. Even when an expert is available, knowledge 
acquisition is still a troublesome process because many pitfalls are involved, e.g., the 
explicit formulation of the heuristics used by the expert. 
This research presents a different approach to the knowledge acquisition process, 
in that an attempt was made to extract the required information from a large database 
containing 1С method descriptions that implicitly contained heuristics about the de­
sign of 1С methods. Towards this end, the application of machine learning techniques 
(Cohen and Feigenbaum, 1982; Goldberg, 1989) seemed most appropriate. 
Machine learning is a branch of artificial intelligence (AI) concerned with devel­
oping computation theories of learning and construction of learning systems. Many 
computer algorithms are deductive, i.e., they draw their conclusions (e.g., results of 
calculation) from knowledge (e.g., numerical algorithm) incooperated in them but can­
not acquire or generate new knowledge. The knowledge of machine learning systems, 
however, improves gradually with experience and they can learn domain knowledge by 
experimentation. They have the ability to draw inductive inferences from information 
(examples) given to them. The machine learning algorithm examines these examples 
and is able to build up a knowledge representation such that future problems of the 
same type can be solved. 
Chemistry was one of the first disciplines, aside from computer science, to ac­
tively engage in research on AI techniques (Shapiro and Eckroth, 1987; Buydens and 
Schoenmakers, 1993). The first chemistry AI project was the DENDRAL project, 
which began in 1964 and aimed at the automatic interpretation of mass spectral data 
(Lindsay et al., 1980). Other examples of the applications of AI in chemistry involved 
chemical reaction synthesis (Corey, 1967; Corey and Wipke, 1969), improving chemi­
cal instrumentation for infra red spectroscopy (Woodruff and Smith, 1981) and liquid 
chromatography (Dessy, 1984; Karnicky et al., 1985), and the design of experiments 
(Garfinkel et al., 1985). 
The most commonly used techniques machine learning techniques comprise in­
duction (Quinlan, 1979; Holland et al., 1986), neural networks (McClelland and 
Rumelhart, 1988; Cichocki and Unbehauen, 1993), and genetic algorithms (Holland, 
1973; Goldberg, 1989; Davis, 1991; Holland, 1992). Neural networks and genetic al-
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gorithms have both been successfully applied to various classification problems in the 
field of chemistry (Smits et al., 1992; Lucasius et al., 1993; Sanchez et al., 1996; Derks 
et al., 1996). The only previous application of induction, to a chemical domain, com­
prised of a commercial implementation of the ID3 algorithm, which was developed 
prior to 1978 (Derde et al., 1987; Buydens et al., 1988; Scott, 1988; Scott, 1991; Scott, 
1992). 
Recently, the neural network and the induction method were applied to an 1С 
database in order to transform the implicit heuristics into a representation that can 
be used in a expert system (Quinlan, 1994; Mulholland et al., 1995b; Mulholland 
et al., 1995a). Although both methods differ with respect to the applied learning 
method, and the representation of the knowledge, both methods turned out to give 
satisfactory results. 
This paper describes the application of a third alternative machine learning method 
to this database, i.e., the genetic based classification system (Goldberg, 1989; Holland, 
1992). These classifier systems are based on the genetic algorithm methodology, which 
comprise a family of evolutionary computer algorithms based on natural selection and 
the survival of the fittest. Basically, these systems maintain a set of candidate produc­
tion rules, which represent information extracted from the environment (database). 
These rules are initialised at random and gradually improve (incremental learning) 
during an evolutionary process in which they are applied to a set of examples in order 
to establish their quality, and modified by recombination and mutation operators. 
Finally, the algorithm converges to a set of high-quality rules, which can be applied 
to future problems, or can become part of an expert system. 
The classifier system developed in this research was designed such that the infor­
mation contained in the database was transformed into a set of production rules that 
assisted in the selection of a specific detector, given a method and solute properties. 
This choice was made because the rest of an 1С method was often designed around the 
detection method. Effectively this meant that every method was classified according 
to the most probable detection method. 
In this paper we show that the developed classifier system produced a set of rules 
which classified most cases in agreement with the database. These rules were applied 
to a separate test set of 1С methods to demonstrate the applicability to examples that 
were not presented to the rules before. 
6.2 Methods 
6.2.1 Software 
The genetic algorithm application described in this paper was developed with use 
of GATES (Lucasius and Kateman, 1994a; Lucasius and Katcman, 1994b) (Genetic 
Algorithm Toolbox for Evolutionary Search, version 2.00). This toolbox was written 
in ANSI C, and has extensively been used for many other applications (Lucasius et al., 
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1991a; Blommers et al., 1992; Lucasius et al., 1991b; Lucasius, 1993; Wehrens et al., 
1993; de Weijer et al., 1994). 
6.2.2 Problem description 
Prior to this project a database of published methods for 1С was compiled, which 
consisted of 6166 cases covering most 1С experiments reported in chemical literature 
in the period 1979 to 1989. For the experiments described in this paper this database 
was split at random into a test set of 1219 cases and a training set of 4947 cases. 
Each case in the database consisted of 19 attributes, and each attribute could adopt a 
number of discrete possible values, which is indicated by the number in the brackets: 
1. Ion class of solute [3]: The ionic nature of the sample (cations, anions, 
organics). 
2. Acidity of Solute [3]: The acidic/basic nature of the solute (acidic, basic, 
neutral) 
3. Solubility [4]: e.g., positive, negative, weak positive, weak negative. 
4. Charge [9]: Charge of the solute (e.g., +, + + , -, - -). 
5. Suppressor [2]: Indicates whether conductivity detection was suppressed. 
6. T y p e of solute [6]: e.g., organic, inorganic, anion, acidic. 
7. Mechani sm [5]: Indicates the chemistry of the separation (e.g., ion exchange, 
ion interaction). 
8. Post column [2]: Indicates whether a post-column reaction was used. 
9. Application [14]: The application domain was defined by this attribute (e.g., 
environmental, pharmaceutical, waste waters, mining, etc). 
10. Number of solutes [3]: The number of ions which needed to be separated 
and assayed by the method (1-5, 5-10, >10). 
11. Halides [4]: This defines whether any halides were assayed and the nature of 
the halide, i.e., whether it is UV absorbing or not. 
12. Sulfates [2]: This defines whether sulphate or sulphite ions were assayed. 
13. Nitrates [2]: This defines whether nitrate or nitrite ions were assayed. 
14. p H [4]: pH of the mobile phase. 
15. UV absorbance [3]: This defines whether the sample contains just UV ab­
sorbing ions, or a mixture of both absorbing and non absorbing ions. 
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16. Mobile phase [48]: This defines the type of mobile phase used by the method. 
17. Gradient [2]: Indicates whether a gradient in the composition of the mobile 
phase was used. 
18. Column [7]: e.g., neural silica, crown ether. 
19. Detector [18]: This defines the detection method (Table 6.2.2). 
During the time span covered by these cases 1С, has developed and some of the 
earlier experiments have later proved non-optimal. New detectors were developed, and 
an experiment previously performed with one detector would now be performed with 
a new and more efficient detector. Some researchers had personal choice of detectors 
and published enough of their experiments to skew some data. The database in other 
words included noise in terms of non-optimal but possible solutions. It nevertheless 
represented research and knowledge generated in the area. 
When any statistical matching or modeling technique, such as the present classifier 
system, is applied to a set of data which was not compiled by designed statistical 
experiments, the task is defined as an attempt to model happenstance data (Box 
et al., 1978). The recognised hazards of dealing with such data are as follows: 
• Inconsistency of data. It is rare for any long record of data to remain consistent, 
e.g., instruments can be updated, improved, etc. 
• Confounding of effects. If the collection of data was not controlled by experi­
mental designs it is unlikely that confounding effects can be identified. 
• Nonsense correlation. If all the relevant variables are, for some reason, not 
included, it is possible to draw a correlation between two or more variables 
which is really due to the effect of a third unmeasured or latent variable. 
It is not always feasible to collect data from well controlled experiments, as was 
the case for this example, thus it is essential to be aware of these problems. It is 
also worth noting that the classification of detectors was a difficult problem because 
it represented some unusual circumstances under which to test the classifier system. 
To illustrate this consider some of the problems with the database that were observed 
during this work: 
• The training database contained about 3000 cases which were incomplete, i.e., 
missing values for one of more attributes. 
• Many method and solute properties were associated with each detector classifi­
cation yet not all were relevant for the decision to use that detector. Therefore 
the classifier system had to be capable of filtering the irrelevant attributes. 
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Detector types occuring in the database 
Detector Frequency 
training test 
abs % äbs % 
1 Conductivity 
2 Potentiometry direct 
3 Refractive index direct 
4 UV/vis direct 
5 Atomic emission 
6 Conductivity indirect 
7 Atomic absorbtion spectroscopy 
8 Coulometry 
9 UV/vis indirect 
10 Other electrochemical 
11 Amperometry direct 
12 Refractive index indirect 
13 Amperometry indirect 
14 Potentiometry indirect 
15 Other spectroscopy 
16 Fluorescence indirect 
17 Fluorescence direct 
18 Membrane reactor 
3022 
80 
42 
680 
46 
165 
28 
11 
551 
11 
123 
38 
23 
19 
4 
71 
29 
4 
61.09 
1.62 
0.85 
13.75 
0.93 
3.35 
0.57 
0.22 
11.14 
0.22 
2.49 
0.77 
0.46 
0.38 
0.08 
1.44 
0.59 
0.08 
854 
25 
20 
188 
12 
14 
16 
9 
45 
5 
13 
14 
2 
0 
2 
0 
0 
0 
70.06 
2.05 
1.64 
15.42 
0.98 
1.15 
1.31 
0.74 
3.69 
0.41 
1.07 
1.15 
0.16 
0.00 
0.16 
0.00 
0.00 
0.00 
Table 6.1: Frequency of occurrence of detectors in training database and the the test 
database. The absolute (abs) numbers and percentages are depicted. 
• The distribution of detectors present in the training database was not uniform. 
It ranged from over 60% to less than 1%. 
• There was a certain level of multiplicity of classification in the database, i.e., 
one set of method and solute properties could define the use of more than one 
detector. 
• The choice of a specific detector might have been dependent on the availability. 
This information was, however, rarely reported in literature and therefore could 
not be part of the database. 
The aim of the classifier system was to generate a set of production rules 
(IF <condihons> THEN <action>) from examples provided by the training database. 
During the learning stage, relations between the condition and action (classification) 
part were established; irrelevant condition parts were filtered. Furthermore, parts of 
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the rules were generalised in order to be applicable in different situations, i.e., method 
and solute properties. Specific rules were necessary to handle the exceptions. 
The generation of production rules, which are able to assist in the selection of a 
detector type given a set of method and solute properties, is a profitable goal, and in 
addition, because of the problems described above, presented a considerable challenge 
to the classifier system. 
6.2.3 The classifier system 
In recent years, genetic algorithms have become an expanding area of research in 
computational models for machine learning (Goldberg, 1989; Wilson and Goldberg 
, 1989; Schuurmans and Schaeffer, 1989). These models are loosely based on the 
principles of natural selection and the survival of the fittest, i.e., they maintain a 
population of candidate solutions (production rules), which are improved during an 
iterative cycle in which recombination and mutation operators are applied to an above-
average selection of these solutions. 
The classifier system basically consists of two parts. The first one is the perfor-
mance system that receives examples from the environment (database), in order to 
evaluate the current set of rules for their ability to make classifications that agree 
with the input. This ability is reflected by the strength of the rule. The second part 
embodies the genetic operators, which provide mechanisms for generating new, hope-
fully improved, rules. These two parts are iterated, which allows for convergence to 
a solution, i.e., set of rules. 
Basically, the incremental learning process is established by iterating the process 
of receiving information from the environment (database), evaluating the current rules 
by establishing their strengths, and finally the selection of high strength rules and the 
application of the genetic operators in order to enhance their performance. 
At the start of the genetic algorithm run, every rule in the population is initialised 
at random within the allowed range of values, which include the don't care symbol. 
Furthermore, the strength of each rule is initialised with a predefined value. 
The production rules 
The production rules have a pre-defined format according to their classification task. 
In the current application the rules were of the format: 
IF <method and solute properties> THEN <detector> 
where the method and solute properties were represented by the first 18 attributes 
discussed above. In the classifier system the rules were encoded on so-called strings, 
i.e., a sequence of values which allowed for easy manipulation by (genetic) operators. 
To illustrate this consider the following rule: 
2 1 1 2 2 5 5 2 1 1 1 2 1 3 3 15 12 17 
122 Chapter 6 
which denotes that when ion class=2, pH of solute=l, solubility=l, etc., then this 
method requires detector 17, i.e., the method is assigned to the class with methods 
using detection method 17. 
In order to allow for generalisation of the rules, all attributes which make up 
the condition part of the rule were allowed to assume the don't care character # . 
Generalisation of the above rule might for example lead to: 
2 1 1 # # 5 5 2 # 1 1 2 1 3 3 15 1 # 1 7 
This rule matches cases in which the charge, suppressor, application and column 
attributes can have any value. Consequently, these attributes do not influence the 
classification of these cases. The example rule given here is applicable to 9x2x14x7 = 
1764 different cases, which may or may not be part of the database. The specificity 
of a rule is defined by the number of specified condition attributes, which is 14 in this 
example. 
The commonly used binary encoding was adopted to encode each attribute with 
a рге-specified number of bits. If R denotes the number of possible values for a spe­
cific attribute, then the number of bits to encode this attribute is given by rounding 
lnR/ln2 to the next integer value. For example, the attribute solubility may assume 
any of 5 different values (4 values according to Table 6.2.2, and the don't care sym­
bol), and consequently requires In5/ln2 = 2.3 —» 3 bits. Then the attribute values are 
encoded as: 000 -+ 1, 001 -> 2, 010 -> 3, 011 -> 4, 100 ->• # . This binary encoding 
allowed the use of recombination and mutation operators that manipulate either the 
individual bits or treat each attribute as an integer. 
The performance system 
In analogy to regular optimisation problems that include an objective function which 
must be minimised, the performance system represents the objective function of the 
classifier system. This objective function comprises a complex iterative process dur­
ing which the strengths of the current set of rules are established via application to a 
subset of database cases. In addition, under certain circumstances, new rules are in­
serted in the population. It is important to notice that the strength of a rule does not 
directly reflect the number of cases that is classifies in agreement with the database. 
Furthermore, it is more important to have knowledge about the classification capa­
bilities of the total set of rules. The procedure to obtain this information is explained 
in the results section. 
The performance system that was used for this research comprised only one exam­
ple of a possible implementation. In the remainder of this section the implementaion 
details of the performance systems are briefly discussed. For a comprehensive expla­
nation of all details the reader is reffered to (Wilson, 1985; Goldberg, 1989). 
1. Create match set. Each iteration of the performance cycle starts by a random 
selection of a case from the training database. Subsequently, all the rules in the 
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population are checked for whether their condition parts match the selected 
case. The rules whose attribute values match the case gain a place in the 
match set and represent a set of candidate rules for classifying that particular 
case. Since only the condition part of the rules are matched with the selected 
case, the match set may contain rules with non-matching dectector types. This 
is, however, only established in step 3. Since not all cases were fully specified, 
missing attribute values were neglected during the match process. Consequently, 
a range of rules with different values for the missing attribute(s) could match 
the selected case. Although this was not ideal it was the best solution because 
no additional information was available which allowed for another matching 
strategy. 
2. Creation operator. In order to enhance the performance of the classifier 
system, a modified form of the creation operator was implemented to create 
matching rules (Wilson, 1985). This operator was applied when the match set 
was empty in order to make at least one classification at each iteration. The 
operator was also used to replace all rules with strengths below a pre-specified 
threshold. If neither of these two conditions applied, then the creation operator 
was utilised with probability Porcate to replace the rule with the lowest strength. 
This operator worked as follows: 
(a) If the match set is empty or when the operator is invoked because of the 
Pcreate criterion, then select the rule with lowest strength from population, 
else select all rules with a strength below the threshold. 
(b) Copy all attribute values from the current database case to the selected 
rule(s). This results, by definition, in a match set which contains at least 
one rule. 
(c) Generalise the new rule by replacing each attribute value (except the detec­
tor type), with a pre-defined probability P#, with the don't care symbol. 
(d) Re-assign the value of the prediction (detector) part of the rule, with a 
probability Paction, at random. This prevents a bias of the create operator 
towards detectors with a high frequency of occurrence in the database. 
If new rules were created, a new match set was assembled before proceeding 
with the next step. 
3. Selection of rule. In order to select a rule i from the match set, each rule in 
this set takes part in an auction in which they make a bid Bidt(t) according to 
their strength 5
г
(і) and a linear function of the specificity sp (Goldberg, 1989): 
Bidi{t) = Cbtd χ f(sp) x Si{t) 
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where 
f(sp) = bidl + bidl χ sp(t). 
and t denotes the iteration number of the performance cycle, and bidl, bidl 
are explained below. The rule with the highest bid is assumed to be the most 
likely candidate for making a correct classification, i.e., the bid reflects the past 
performance of the rule. 
Now it would be possible to select the rule with the highest bid deterministically 
but this could result in premature convergence of the system in a set of non-
optimal rules. Instead the roulette wheel technique was used in which a rule is 
selected stochastically on basis of its relative strength, i.e., the probability for 
selecting rule г is equal to St(t)/^2tSl(t). Although this selection method is 
not the best possible, and other methods are available, it proved to be adequate 
for the current application. 
The calculation of the bids includes the specificity of the rule as a linear func­
tion f(sp) to enhance the formation of so-called default hierarchies. In such a 
hierarchy, general rules (those with many #'s) cover the situations which are 
not covered by the specific rules, i.e., exceptions in the database are predicted 
by specific rules, whereas the rest is handled by more general rules. Accordingly, 
rules which cover an exception should have a higher chance of being selected, 
i.e., they should outbid the more general rule. The linear function f(sp) allows 
to control the contribution of the specificity to the bid of the rule, and bidl and 
bid2 should be taken such that 0 < ƒ (sp) < 1 because larger values might result 
in negative strengths, and negative function values do not allow convergence 
to a steady state (Goldberg, 1989). The formation of default hierarchies con-
tributes to a reduction of the number of rules that is required to make correct 
classifications. 
4. Adjustment strengths. The final step in the performance system is the ad-
justment of the strengths of the rules according to the new information (case) 
received from the database. Towards this end, a simple form of the so-called 
bucket brigade (Goldberg, 1989; Wilson and Goldberg, 1989; Holland, 1992), 
was used in which the strengths were adjusted according to: 
St(t + 1) = St(t) - Payoff,(i) - Tt{t) + R 
where Payoff,(t) = Bidt{t) for the selected rule, and Payoff,(t) = 0 for all other 
rules. If the selected rule classified the case correctly (a matching detector on 
rule and case) it received a reward R. In addition, the rules in the population 
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were subjected to a tax Tt(t) defined by: 
Tt(t) = (LifeTax + BidTax) χ S,(f) 
The LifeTax applied to every rule in the population, and prevents that rules, 
which (almost) never matched a case, reside in the population by decreasing 
their strengths. The BidTax only applied to rules in the match set, which 
ensured that rules which often matched a method description but were never 
selected to classify the method, also finally disappeared from the population. 
By iterating the above steps of the performance cycle, the rules were effectively 
applied to a subset of the cases of the training database, resulting in an estimate of 
the classification ability (strength) of the current set of rules. By increasing the size 
of the subset, the resulting values for the strengths become more reliable, i.e., they 
better reflect the quality of the rule. On the other hand, in order to minimise the 
computer-time involved, the subset should be kept as small as possible. However, a 
small subset requires more genetic algorithm generations because the strength values 
become noisy, which makes an effective search difficult, and may even lead to prema­
ture convergence to a set of non-optimal rules. 
Generation of new rules 
Subsequently, to the performance system, the genetic operators are invoked to modify 
the rules such that improved rules result. Figure 6.1 depicts the principle that is 
taken to generate new rules. A fraction of the population is selected and subjected to 
crossover, mutation and repair. The modified rules are re-inserted in the population 
by replacing rules with similar condition and action parts. This mechanism is called 
crowding, and prevents the population from converging to one 'super' rule. Instead 
the system is encouraged to maintain a range of different rules, applicable to different 
cases. 
1. Selection. In the current classifier system a rank-based threshold selection 
with elitism was used. This method was explained in Section 2.2.4. 
2. Crossover and mutation. In addition to the exploitation of previously gath­
ered information, the genetic algorithm also explores the search space by looking 
for new information (rules) in regions of the search space that were not visited 
before. In order to explore the search space, modifications are made to the 
previously selected strings. Two operators were used to that end. The first one 
was the crossover operator, which recombined two randomly selected strings, 
with a predefined probability. In the current implementation uniform crossover 
was applied to the integer attribute values. A predefined number of parame­
ters (attributes) are selected at random and exchanged with the corresponding 
parameters on the paired string. From this operation two new strings resulted. 
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Figure 6.1: Crossover, mutation and repair are applied to a fraction of the population. The 
resulting offspring is re-inserted in the population by replacing the most similar rules. 
After recombination of the strings, the mutation operator was applied to each 
string. This operator randomly made changes to the bits on the string; it flipped 
each bit from 0 to 1 or vice versa with a predefined probability. 
3. Repair. Since a binary encoding was used to represent each attribute on the 
rule, application of mutation could result in illegal attribute values. As discussed 
above, it required 3 bits to encode the solubility attribute. However, this gives 
rise to 23 = 8 possible values instead of the required 5, and consequently, 3 values 
(101, 110, 111) are not allowed. Therefore, a repair function was implemented, 
which re-assigned an illegal attribute value at random. 
4. Insert. Finally, the new rules were inserted in the original population by re-
placing those rules whose attribute values were most similar, and were contained 
in the fraction with the low strength rules. The similarity was calculated as the 
Euclidean distance between the rules on basis of the attribute values. How-
ever, because several attributes represented qualitative variables (e.g., type of 
solution), this distance merely indicated whether the attributes were different 
or not, and gave no indication about the degree of similarity. If recombination, 
mutation, and repairing resulted in a rule that is already present in this fraction, 
then insertion of the new rule was without effect. 
If application of re-combination and mutation resulted to an improvement of a rule, 
it was assigned an increased strength in the next generation (as a genetic algorithm 
iteration is called) and accordingly could survive again in the selection process. 
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6.3 Experimental 
For the experiments described in this paper a population of 1000 production rules 
was used. This large size was necessary to ensure that the population could accom­
modate a broad range of rules, and in the same time permitted the manipulation of 
rules without the good rules being destroyed. The threshold fraction for the rank-
based selection method was set to 0.30, and consequently 300 rules were subjected 
to crossover and mutation in each generation. Uniform crossover was applied with 
a probability of 1.0, and was parameterised to exchange 4 attribute values between 
the paired rules. Point mutation was applied with a probability of 0.01. The new 
rules were inserted by replacing rules from the fraction defining the worst 30% of the 
population. These genetic algorithm parameters represent commonly used values in 
many applications. 
The next parameters, which are specific for the classifier system, were obtained 
by trial and error. It is unclear if these represent optimal values with respect to the 
performance of the system. Neither it is clear how these parameters Sinfluence the 
behaviour of the classifier system. The number of iterations in the performance system 
was set to 1500, i.e., a subset of about 1500 cases (because of random selection with 
replacement) was presented to the rules at each generation to establish the quality 
of the current population. The initial strength of the rules was set to 2.0, and the 
strength threshold was fixed at as 0.05. The bidding coefficients Сыа, bidl, and bid2 
were set to 0.1, 0.125 and 0.04 respectively, and the tax coefficients BidTax and 
LifeTax were set to 0.01 and 0.0001. A correct classification of a case resulted in 
a reward of R = 2.0. The control parameters of the create operator were set to 
Pedate = 0.2, P # = 0.4, and Paetlon = 0.2. 
6.4 Results and Discussion 
The classifier system discussed above was applied to the training database in order to 
generate a set of production rules. Thereafter, these rules were applied to a separate 
test set. 
Since the strengths of the final set of rules didn't reflect the number of cases that 
can correctly be classified, a réévaluation of the rules was necessary. To this end, the 
rule set was applied to every example in the database. For each example a match 
set was assembled, and the rule with the highest strength was selected. Application 
of this rule revealed whether or not the database case was correctly classified. By 
counting the number of correctly classified cases the predictive power of the rule set 
was determined. 
Figure 6.2 depicts the percentage of correctly classified cases of the training database 
as a function of the generation. Note that a correct classification means an agreement 
with the" training database. It does, however, not necessarily mean the choice for the 
best possible detection method (as would for example be given by an expert) From 
this figure it is observed that after the first 1500 iterations of the performance cycle 
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Figure 6.2: Evolution of the percentage of correct classifications of cases in the training 
database. 
(i.e., first generation), about 55% of the cases were correctly classified. This was 
mainly a result of the application of the creation operator, which replaced the ran-
dom initialised rules with matching rules. In the next few generations this percentage 
increased exponentially, whereafter the progress became more equable. At generation 
254, the systems attains its highest performance and 3740 (76%) out of 4947 cases 
were correctly classified. 
From this curve it is observed that the number of correct classifications occa-
sionally decreases, which may be due to the fact that rules which made a correct 
classification in the previous generation(s), were deleted from the population. Dele-
tion could be caused by modification of a low strength rule by the creation, crossover, 
or mutation operator. Thereupon, re-inserting rules in the population by replacing 
similar low strength rules was an other potential cause of deletion of good rules. Note 
that a rule with a low strength was not necessarily a rule with no predictive power, 
i.e., the low strength could merely be a result of the fact that it classified a method 
that did not occur often in the training database, and therefore did not have the op-
portunity to reinforce its strength. This is confirmed by the data shown in Figure 6.3, 
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Figure 6.3: Frequency of use for each rule in {N'} when applied to the training database. 
Each point represents a rule and is plotted according to its strength. 
which depicts the strengths of the final set of rules {N*} (see below). 
In order to classify the cases in the training database not all 1000 rules in the 
population were required. To determine the subset of necessary rules {N}, the match 
set for every case in the database was determined (as explained above), and then the 
rule with the highest strength of each match set was added to {TV} if it proposed the 
correct detector, and if it was not already present in {І }. Figure 6.4 depicts the size 
of {N} as function of the generation, and from this it is observed that the size of this 
set dropped significantly during the first generations of the learning process. The size 
of {N} corresponding to 76% correct classifications of the database is 252. This set of 
optimal rules will be denoted as {W}- However, 72% correct classifications, required 
less than 200 rules. 
Figure 6.4 also demonstrates that the rules are generalised during the learning 
process. In the first few generations, while the number of correct classifications ex­
ponentially increased, the size of {N} decreased exponentially. Consequently, the 
specificity of the rules decreased, which is clearly shown in Figure 6.5, which depicts 
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Figure 6.4: Size of {./V} as function of the generation. {N} contains a minimum subset of 
rules, which were necessary to make the maximum number of correct classifications for the 
training database. 
the average specificity of the rules in {N} as function of the generation. The average 
specificity of {N*} is 8.96, which indicates that, on average, the number of don't care 
symbols is only increased by one for each rule. However, this already resulted in a 
reduction from over 400 rules to about 250 rules. 
From Figure 6.5 it is interesting to observe that the average specificity disclosed a 
low frequent oscillation, which synchronised with the oscillation observed in the size of 
{N} (Figure 6.4). Apparently, two forces are acting on the rules, i.e., the first trying 
to produce more specific rules, and a second to generalise the rules. It is obvious that 
these forces converged to an equilibrium, although it is not clear how to influence this 
equilibrium in order to attempt a reduction in the size of {І *}. 
Table 6.4 depicts the number of correctly classified cases in the training database 
specified for each detector by the rules in {N*}· This table also includes the number 
of rules that predict that specific detector. From this table it is seen that the cases 
with detector 1 or 4 had the highest percentage of correct classifications and used 
largest part of the rules in {AT*}. The methods using detectors 12, 13, 14, or 15 are 
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Figure 6.5: Average specificity (the number of specified attributes (i.e., not # ) of the 18 
possible attributes) of the rules in {N} at each generation 
never classified correctly, i.e., no rules were learned for these cases. The percentages 
of correctly classified cases, with any of the other detector types were about 10 to 
40%. 
Figure 6.6 depicts the distribution of the detectors in the training database, and 
the the rule set {І *}. Furthermore, it includes the number of correct classifications 
made by {І *}. The similarity of the distributions for the training database and 
{TV*} is remarkable and indicated that the number of rules necessary to predict a 
specific detector was proportional to the number of cases using that detector. If the 
distribution of detectors in {N*} would be uniform this would lead to the conclusion 
that cases using identical detection methods embody the same underlying principles, 
i.e., they can be generalised by one or few rules. This was clearly not the case in this 
example, indicating different method and solute properties using the same detection 
method. 
An analysis of the examples in the database revealed that the number of correct 
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#Rules Detector Prediction 
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#Rules 
2914 96.4 129 10 1 9.1 
18 22.5 4 11 9 7.3 
4 9.5 2 12 0 0.0 
544 80.0 48 13 0 0.0 
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9 
18 
68 
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1 
135 
39.1 
41.2 
28.6 
9.1 
24.5 
8 
9 
7 
1 
33 
14 
15 
16 
17 
18 
0 
0 
15 
4 
1 
0.0 
0.0 
21.1 
13.8 
25.0 
0 
0 
5 
1 
1 
Table 6.2: Number of correctly classified cases (absolute values (abs) and percentages) of 
training database after application of {^ V*}, and the number of rules generated for predicting 
each detector. 
classifications obtained in this experiment was not likely to increase much further, 
because the database contained many cases which were inconsistent, i.e., identical 
method and solute properties but different detector types. Since the use of different 
detectors for the same method is often possible, such examples could be found in 
the database. Accordingly, an inconsistent method did not necessarily mean a wrong 
method. Nevertheless, it presented a problem to the present classifier system. These 
inconsistencies may also have been caused due the appearance of missing attribute 
values. Consider the following example with three cases that are inconsistent (the '? ' 
denote a missing attribute value): 
Case 1 
Case 2 
Case 3 
1 2 4 8 2 5 1 1 13 2 2 2 1 3 2 12 16 17 
1 2 4 8 2 5 1 1 13 2 2 2 1 3 2 12 16 15 
1 2 7 8 2 5 1 1 13 2 2 2 1 7 2 12 16 15 
The first two cases have identical and specified method and solute properties but pre-
dict different detectors (17 and 15), whereas the third case has two missing attribute 
values (solubility and UV absorbance), which makes it possible to match the same 
rule(s) as case 1 and 2. A count of the number of inconsistencies in the training 
database, resulted in 1783 cases (w 36%). The number of inconsistencies was counted 
by matching each case with all its successors (i.e., no duplicate counts). For example, 
if the database would had consisted of the above three cases, three inconsistencies 
(1-2, 1-3, and 2-3) would have been counted. It was fair to count in this way (despite 
the fact that inconsistencies in case 1 and 2, and case 1 and 3 implied an inconsis-
tency in case 2 and 3) because in several instances it might still have been possible 
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Figure 6.6: For each detector the percentage of occurance in the training database and {N*} 
is depicted in the first and second bar respectively. Furthemore, the percentage of correct 
classifications made by {N*} is shown in each third bar. 
to generate rules which distinguished between these cases. To illustrate this consider 
the following two rules. 
Rule 1: 1 2 4 8 2 5 1 1 13 2 2 2 1 3 2 12 1 6 17 
Rule 2: 1 2 5 8 2 5 1 1 13 2 2 2 1 # 2 12 1 6 15 
The first rule matches all three cases and predicts detector 17. The second rule 
only matches with the third case because the attribute solubility has value 3, which 
matches the unknown value '? ', and consequently, predicts detector 15. This led to 
the conclusion that is was probably possible to predict more than 64% (100-36%) of 
the cases, which was indeed demonstrated by our experiments. However, a significant 
improvement of this result seemed unlikely. 
In order to test whether the classifier system was capable of filtering out attributes 
which were irrelevant for the classification of the case, we determined the number of 
don't care symbols for each attribute of the rules in {AT*}. The resulting distribution 
134 Chapter 6 
250 
200 
. 1 5 0 
'S 
I 
E 
э 
Z 1 0 0 
50-
0 
Figure 6.7: Distribution of don't care symbols over the 18 attributes of the rules in {.І *}-
is shown in Figure 6.7. It is clear that attribute 9 (application) contains a don't care 
symbol in more than 200 rules, and consequently may considered to be irrelevant to 
the selection of a detection method. The use of a post column reaction (attribute 8) 
occurred to be the most important attribute, because it was specified most often. For 
the other attributes it was more difficult to make any conclusions. 
In order to get a more clear picture about the properties of the rules in {AT*} 
several additional figures were made. The distribution of the specificities of the rules 
in {./V*} is depicted in Figure 6.8, from which it is observed that no rules have a 
full specification, i.e., no don't care symbols. Neither are there rules which were 
completely general, i.e., the most general rule contained 15 don't care symbols. 
Figure 6.9 depicts the distribution of the strengths of the rules in {W*}. From 
this it is observed that only a few rules were able to reinforce their strengths to a 
high value. Many rules had a low strength, which indicated that the strength gave 
no information about its ability to make a classification that is in agreement with the 
database. All rules in {AT*}, with either low and high strengths, were able to make 
correct classifications. However, rules with a high strength were, on average, more 
often applied (Figure 6.3) 
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Figure 6.8: Distribution of the specificities of the rules in {W}. 
In order to test whether the rules in {N*} were applicable to cases which were 
not part of the training database they were applied to a separate test set. This 
test set of 1219 cases contained no inconsistencies like the type discussed above, but 
contained missing attribute values. The rules in {N*} classified 82% of the cases in 
this test set correctly, and only 116 out of 252 rules were used. In Table 6.4 the results 
are depicted, and reveal the same tendency as the predictions made for the training 
database. 
The experiments presented in this paper clearly demonstrated that the classifier 
system was able to learn rules by examination of the implicit heuristics contained in 
the cases of the training database. These rules were able to make classifications which 
agreed with 76% of the case in the training database, and with 82% of the cases of 
the separate test set. Due to the inconsistencies in the database (which were partly 
the result of missing attribute values), these results are not likely to improve much 
further. 
The results obtained in this investigation make a comparison to the previously 
applied neural network and induction methods (Mulholland et al., 1995b; Mulholland 
et al., 1995a; Quinlan, 1994) possible, and will be the subject of a future paper. 
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Figure 6.9: Distribution of the strengths of the rules in the final set {N*}. 
Furthermore, this research suggests that automated rule generation may indeed be 
an beneficial approach towards knowledge acquisition, in order to obtain heuristics to 
be used in knowledge systems. 
Further research in necessary to validate the rules that were obtained with the 
classifier system. It is possible that for method examples, which were not part of 
the training database, the rules in {N*} proposed a wrong or non-optimal detector. 
However, if the expected detector is unknown, it is difficult to check whether or not 
this is true. Therefore, application of the rules to a state-of-the-art test set supplied by 
an expert in the field, would contribute to their validation, i.e., it would indicate how 
often, on average, a classification is correct. It is, however, more important to have an 
indication about the correctness of each individual classification. Accordingly, each 
rule should be associated with a certainty measure. At this moment, only a strength, 
specificity, and frequency of use are associated with each rule. However, these do not 
allow for an easy (if possible) interpretation in terms of certainty. Consequently, more 
research is necessary in order to be able to associate a certainty factor with each rule. 
A validation should also reveal whether the rules in {І *} are also applicable 
to 1С methods that were developed after 1989, and consequently, were no part of 
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Correctly classified cases 
Detector Prediction Detector Prediction 
abs 
832 
3 
2 
129 
4 
6 
5 
0 
13 
% 
97.4 
12.0 
10.0 
68.6 
33.3 
42.9 
31.3 
0.0 
28.9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
abs 
0 
0 
0 
0 
— 
0.0 
-
— 
— 
% 
0.0 
0.0 
0.0 
0.0 
— 
0.0 
— 
— 
— 
Table 6.3: Number of correctly classified cases (absolute values (abs) and percentages) of 
test set after application of {І *}. A '-' indicates that the detector was not included in the 
test set. 
the database. Further research is necessary to investigate how the current rule set 
is changed if new methods are added to the training database, and the learning is 
re-initiated. 
An other part of the validation should focus on the information that finally 
emerged on the rules. An analysis must reveal whether or not the choice of a de­
tector is based on sensible relationships (with regard to 1С) among the attributes. If 
this is true, it would contribute to the acceptance of these rules. However, it can be 
expected that not all rules are based on such relationships because of the problems 
that were inherent with the used data, and discussed above. This would make their 
interpretation much more difficult, but does not necessarily lead to a rejection of the 
rules. The interpretation of the information on rules is a difficult task, and therefore, 
subject for further research. 
An important improvement of the current system would involve the prediction 
of multiple detectors (instead of a single one), which are compatible with the input 
method and solute properties. This would partly avoid the problem with the incon­
sistencies of the method. A certainty factor for each proposed detector would then 
be of great value in making the final choice (by the consulter of the rules). 
6.5 Conclusion 
This research clearly demonstrated that learning production rules from a large set 
of examples in order to obtain heuristics to be used in an expert system, may be a 
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worthwhile part of the knowledge acquisition process. Although the database pre-
sented a difficult example to the classifier system, the final set of rules could classify 
large part of the training database, and separate test set. However, further research 
is necessary to validate these rules more extensively. 
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Chapter 7 
Reinvestigation of a genetic based classifier system. 
The effectiveness of recombination. 
Summary 
An empirical study for the effectiveness of recombination in a genetic based classifier system 
applied to the field of ion chromatography is presented Prom a comparison of the classifier 
system with and without crossover it followed that recombination was not able to make a 
significant contribution to the classification results Despite this ineffectiveness, the genetic 
algorithm was a legitimate choice for solving the present classification problem because 
its population based properties were of greater importance than the issue whether or not 
recombination significantly added to the performance These findings prompt for the testing 
of other classifier systems as well, in order to reveal the extent to which the presented results 
can be classified 
This chapter is a modification from van Kampen, A H С , Buydens, L M С (1997) Computers 
and Chemistry, 21(3), 153-160 
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7.1 Introduction 
The role of crossover and mutation in function minimisation and classification prob-
lems (Goldberg, 1989; Wilson and Goldberg, 1989) is still controversial and subject 
of lively research. Traditionally (Goldberg, 1989; Holland, 1992) it has been argued 
that the major contribution of crossover was its capability to recombine string ele-
ments (i.e., the so-called building blocks) in such a way that improved strings emerge. 
Therefore, the fitness value must reflect the presence of string elements that are likely 
to occur in the final solution. Mutation, on the other hand, has traditionally been 
assigned the role of a background operator for recovering lost information, and to 
keep a certain level of diversity among the strings in order to prevent premature con-
vergence. Many extensions to this theory have been forwarded e.g., Eschelman and 
Schaffer (1993) presented an analysis for real-coded genetic algorithms, and Spears 
and de Jong (1991) investigated the effects of disruption imposed by recombination. 
The role of mutation has been reconsidered in several investigations, e.g., Spears 
(1993) demonstrated that the characteristics of mutation and crossover are comple-
mentary, and Hinterding et al. (1995) investigated the significance of mutation for 
genetic algorithm search and the relation with the type of parameter encoding. From 
these studies it is clear that mutation serves a much more important role than assigned 
by the traditional point of view. Alternative explanations for the mechanisms under-
lying the genetic algorithm were presented by (Culberson, 1994; Höhn and Reeves, 
1996). These studies claim that crossover may either act as a local hill climber by 
recombining similar strings, or alternatively, serves to overcome local optima by re-
combining dissimilar strings. 
In several studies it has been shown that crossover does not always contribute 
to the performance of the genetic algorithm, and that mutation alone accounted for 
the obtained results. Schaffer et al. (1989) investigated several control parameters 
affecting the performance of the genetic algorithm, and concluded that a combination 
of selection and mutation was sufficient to solve several of the tested problems. Schaf-
fer and Eshelman (1991) demonstrated that the success of recombination depended 
on the characteristics of both the problem and the type of crossover. The studies 
presented by Park (1995) and van Kampen and Buydens (1997) did not present a 
formal analysis of the genetic algorithm, which could account for the observed inef-
fectiveness of recombination, but instead, demonstrated that the genetic algorithm 
was outperformed by the alternative simulated annealing method. It was argued 
that the ineffectiveness of crossover resulted in an ineffective selection and mutation 
scheme, which was likely to be outperformed by a more sophisticated scheme, e.g., 
simulated annealing. Jones (1995) proposed a strategy for testing whether crossover 
proceeds via recombination of building blocks (i.e., the traditional point of view), or 
alternatively, functions similar to mutation. This strategy was adopted in the inves-
tigations conducted by van Kampen and Buydens (1997) for a structure elucidation 
problem. Despite the effort of many researchers to analyse and describe the behavior 
of crossover and mutation, it remains unclear how to use their results in the design 
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process of a new genetic algorithm applications. 
It is remarkable that only few papers involving genetic algorithm applications, 
investigate the contribution of crossover, while Grefenstette (1986) already suggested a 
stronger role for mutation than has previously been admitted. Although the results of 
such an investigation would not directly contribute to the genetic algorithm theory in 
general, it may gain insight about (classes of) problems for which the genetic algorithm 
could be a proper choice. Furthermore, if it is established that recombination is 
ineffective, then this observation may prompt for the use of an alternative optimisation 
strategy, which might solve the problem more efficiently, i.e., less computational effort. 
Testing the contribution of crossover is straightforward, as is demonstrated in this 
paper, and can easily be repeated for other genetic algorithm applications. 
Knowledge that crossover docs not contribute to the search, does not necessarily 
lead to a rejection of the genetic algorithm strategy as a feasible method to solve 
the problem because other properties of the genetic algorithm method may justify its 
use. For example, a recent study demonstrated that population based search could be 
beneficial for solving constrained optimisation problems (van Kampen et al., 1996b). 
An other example comprises the elucidation of the three dimensional structure of 
macromolecules from NMR data (e.g., Ogata et al., 1995; van Kampen et al., 1996a). 
The solution to this problem generally is defined as a set of conformations (strings), 
which are consistent with the experimental input data. Again, the use of a population 
based method seems a legitimate choice. 
Recently, a genetic based genetic algorithm classifier system was developed, which 
assists in the selection of a detection method, given the method and solute properties 
of an ion chromatography method (van Kampen et al., 1997). This classifier system is 
discussed in more detail in the following section, and subject of investigation in this re-
search. Although alternative methods were applied to the same problem (Mulholland 
et al., 1995b; Mulholland et al., 1995a), and resulted in comparable results, the use of 
the genetic algorithm demonstrated to be profitable because the resulting rules were 
directly suited for visual inspection, which allowed for interpretation of the informa-
tion represented by the rules. The classification of ion chromatography methods is an 
example of a problem that easily can benefit from a population based method since 
the solution to this problem is defined by a set of sub-solutions (production rules) 
that are applicable in different situations. An extensive comparison between the ge-
netic algorithm and these alternative methods is, however, beyond the scope of this 
research, and subject of a future paper. 
This paper focuses on the contribution of recombination in the ion chromatogra-
phy classifier system from a practical point of view, i.e., no detailed analysis of the 
crossover and mutation behavior is presented. A simple procedure for testing the ef-
fectiveness of recombination is demonstrated for the classification problem. Although 
the results and conclusions presented in this paper can not directly be generalised for 
other genetic algorithm applications, they prompt for the testing of other genetic al-
gorithm applications as well, in order to establish the extent to which the results may 
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be generalised. Thereupon, such studies may gain important insights in the problem 
classes for which the application of genetic algorithms is appropriate. 
In addition, this paper emphasises that the choice for the genetic algorithm as 
strategy for solving optimisation or classification problems may arise from the fact 
that it is population based. In these situations it is of minor importance whether or 
not crossover does contribute, although an effective recombination might accelerate 
the convergence of the system. 
7.2 Methods 
7.2.1 Software 
The genetic algorithm application described in this paper was developed with use 
of GATES (Lucasius and Kateman, 1994a; Lucasius and Kateman, 1994b) (Genetic 
Algorithm Toolbox for Evolutionary Search, version 2.00). 
7.2.2 The classifier system 
The classifier system investigated in this research was descibed in more detail in 
Chapter 6 
7.3 Experimental 
Testing the effectiveness of recombination 
In order to establish the effectiveness of recombination two different instances of the 
classifier system were compared. The first instance comprised the regular classifier 
system with crossover, mutation, and selection (i.e., the CMS scheme). The second 
instance comprised a classifier system without recombination (i.e., the MS scheme). 
A comparison of the results obtained with these two schemes directly revealed the 
contribution of recombination. 
Experiments 
Five experiments were conducted for the MS scheme in which the population of trial 
solutions was reinitialised for each experiment. Subsequently, four different CMS 
schemes were tested in which the encoding of the rules on the genetic algorithm 
strings, and crossover type were varied (Table 7.1). Each CMS scheme was repeated 
five times with reinitialised populations. 
It is important to note that in case of integer encoding the attribute values were 
physically still encoded by a pre-specified number of bits, but treated as integers by 
the crossover operator. Accordingly, recombination could not result in modifications 
of individual attribute values, but only in modifications in the combination of these 
values. This approach allowed for the application of the simple point mutation to 
make changes to the individual attributes. In the case of binary encoding, each 
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CMS schemes 
Scheme Encoding Crossover 
CMS 1 integer uniform 
CMS 2 binary uniform 
CMS 3 binary 1-point 
CMS 4 binary 2-point 
Table 7.1: The encoding and crossover types of the four CMS schemes. 
a t t r ibute was specified by a pre-defined number of bits, and both the crossover and 
mutat ion operator could impose changes to the at t r ibute values. 
In order to compare the performance of the CMS and MS schemes, five criteria 
were considered: 
1. The percentage (Pi) of correct classifications of cases of the training database. 
2. The number of rules (iVj) that were actually used to classify P\% of the cases 
of the training database. 
3. The percentage (P2) of correct classifications for the test set. 
4. The number of rules (N2) tha t were actually used to classify P¿% of the test 
set. 
5. The number of generations (G) after which no further improvement of the per-
centage Pi was observed. 
Parameterisation of the classifier system 
For the experiments described in this paper a population of 1000 production rules was 
used, and a maximum of 200 generations was imposed on each genetic algorithm run. 
The large population size was necessary to ensure that the population could accommo-
date a broad range of rules, and in the same time permitted the manipulation of rules 
without the good rules being destroyed. The threshold for the rank-based selection 
method was set to 30%, and consequently 300 rules were subjected to crossover and 
mutat ion in each generation. The new rules were inserted by replacing rules from the 
fraction defining the worst 30% of the population. In all experiments the crossover 
and mutat ion operator were applied with a probability of 1.0 and 0.01 respectively. 
The crossover type and encoding for the rules on the genetic algorithm strings were 
subject of investigation. The number of iterations in the performance system was set 
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Results of classifier schemes 
Scheme Exp. Pi ΛΓι P2 N2 
MS 
CMS 1 
CMS 2 
CMS3 
CMS 4 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
192 
141 
154 
186 
192 
132 
181 
109 
197 
192 
200 
154 
138 
144 
143 
179 
147 
99 
172 
175 
134 
95 
181 
184 
137 
75 
75 
76 
75 
75 
75 
75 
76 
75 
75 
76 
75 
75 
75 
75 
76 
75 
75 
74 
76 
75 
74 
76 
75 
73 
250 
235 
269 
269 
255 
259 
237 
272 
228 
258 
258 
252 
265 
267 
216 
260 
255 
289 
253 
238 
293 
220 
295 
246 
235 
80 
80 
81 
80 
79 
82 
79 
81 
80 
79 
80 
80 
80 
81 
81 
81 
80 
79 
81 
80 
82 
79 
80 
80 
81 
115 
106 
131 
119 
119 
134 
121 
123 
104 
125 
128 
109 
131 
130 
97 
123 
127 
111 
128 
112 
136 
104 
114 
124 
109 
Table 7.2: Results of the MS and CMS schemes for all tested criteria 
to 1500, i.e., a subset of about 1500 cases (because of random selection with replace­
ment) was presented to the rules at each generation to establish the quality of the 
current population. 
7.4 Results and Discussion 
The results of the experiments with the MS and CMS schemes are shown in Table 7.2. 
In Figure 7.1 to 7.5 the minimum, maximum, and median (square box) values are 
depicted for the repeated experiments for each scheme. From inspection of these 
figures it is clear that their is no pronounced difference between the schemes for any 
of the criteria, which conclusion also resulted from a Kruskal-Wallis non-parametric 
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p-values 
Variable p-value 
G 0.6063 
Pi 0.8005 
Ni 0.995 
P2 0.946 
N2 0.972 
Table 7.3: p-values from ANOVA calculation for all tested criteria. 
analysis of variance (ANOVA) (Kruskal, 1952; Kruskal and Wallis, 1952). The p-
values that result from such a calculation represent an increasing index of reliability 
that is involved in accepting the hypothesis that the tested groups of observations 
were sampled from an identical population. Typically, results that yield ρ < 0.05 
are considered statistically significant, whereas larger ρ values indicate no significant 
difference between the results. From the p-values depicted in Tabel 7.3 it was therefore 
concluded that the different schemes did not yield significant different results. 
From these results it seems fair to conclude that recombination did not contribute 
to the performance of the classifier system. Furthermore, it was observed that there 
was no significant difference in the results obtained with different types of crossover 
or parameter encodings. Although there are many possibilities to change the design 
of the genetic algorithm, no practical guidelines are available that could assist in 
this task and ensure an effective recombination. Thereupon, it remains unknown if 
for the present classifier system an design exists, which allows for a contribution of 
recombination. 
Although recombination did not result in an significant improvement over the MS 
scheme alone for any of the tested criteria, it should be noted that recombination 
does influence the genetic algorithm search. Since recombination generally results in 
two new trial solutions, which will appear in the population of the succeeding gener­
ation, recombination influences the composition of the population, and consequently, 
influences the trajectory through the search space. If the optimisation or classifica­
tion problem is degenerated, that is if multiple solutions of (near)equal quality exist, 
then the CMS scheme is likely to result in a different solution than the MS scheme 
when started from identical populations. However, the same effect could be observed 
when the search would be started from a different initial population. It is difficult 
to discriminate between the effect of reinitialising the starting population, and the 
effect imposed by crossover. Since crossover requires random numbers (e.g., selection 
of breaking points), it not only changes the trajectory through space as a direct result 
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of recombination, but also as a result of the sequence of the random numbers that 
are used throughout the genetic algorithm. 
If the optimisation problem is highly degenerated then mutation alone might be 
able to locate the nearest solution in the search space, and consequently, recombi-
nation may not necessarily improve the performance of the genetic algorithm. In 
these cases the effect of recombination can not be obtained from inspection of the 
fitness values or other fitness related criteria, like the ones presented in this paper, 
but requires a direct inspection of the solutions. From a visual inspection of the 
rule sets obtained from the present experiments it was observed that these sets were 
very dissimilar. From this it was concluded that the problem was indeed degener-
ated. However, from this observation alone no definite statements can be made about 
the relation of the degeneracy of a problem and the ineffectiveness of recombination. 
This requires the investigation of other (degenerated) genetic algorithm applications 
as well, and therefore is subject of future research. 
The observation that very different rule sets revealed similar classification abilities 
raises an interesting question about the information that is represented by the rules, 
i.e., are the correlations between the attributes based on sensible chemical and phys-
ical relationships (with regard to ion chromatography), or alternatively, do the rules 
represent correlations which are really due to another unmeasured attribute? An an-
swer to this question requires an thorough knowledge about ion-chromatography, and 
therefore, is subject of future research. 
Despite the ineffectiveness of recombination, the use of a genetic based classifier 
system to solve the problem of ion chromatography cases according to the used de-
tection method seemed an appropriate choice. Since the method is population based 
it could easily accommodate a broad range of rules, which are necessary to provide 
a solution to the problem. The use of a strategy that generates one rule at a time is 
likely to fail because it has no knowledge about rules that were generated previously. 
In the classifier system the population members 'communicate' through the crowding 
process, i.e., the new rules replace similar rules, which finally establish a variety of 
rules. Although an effective crossover might result in a more efficient algorithm, i.e., 
a faster convergence, the population based properties of the classifier system seemed 
of more importance than recombination as mechanism to explore the search space. 
7.5 Conclusion 
It was shown that crossover did not contribute to the performance of the classifier 
system. The degeneracy of the present classification problem could be a cause for 
the ineffectiveness of recombination. However, additional investigations are required 
to verify or falsify this correlation. The presented approach towards solving the 
classification problem seemed legitimate despite the ineffectiveness of recombination 
because the population based method could easily accommodate a set of rules, which 
comprised the solution to the problem. 
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Figure 7.1: Comparison of the CMS and MS schemes for criteria G. The minimum, maximum 
and median values are depicted for each set of five experiments. 
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Figure 7.3: Comparison of CMS and MS schemes for criteria N\. The minimum, maximum 
and median values are depicted for each set of five experiments. 
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Figure 7.4: Comparison of CMS and MS schemes for criteria P2. The minimum, maximum 
and median values are depicted for each set of five experiments. 
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Figure 7.5: Comparison of CMS and MS schemes for criteria N2. The minimum, maximum 
and median values are depicted for each set of five experiments. 
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Chapter 8 
The ineffectiveness of recombination in a genetic 
algorithm for the structure elucidation of a 
heptapeptide in torsion angle space. A comparison 
to simulated annealing 
Summary 
Genetic algorithms comprise a family of stochastic optimisation strategies, which are of­
ten applied to solve complex optimisation problems The combination of population based 
search and a recombination operator distinguishes the genetic algorithm from other global op­
timisation techniques that often only comprise a (sophisticated) mutation-selection scheme 
Investigations were conducted that suggest, however, that recombination is not always effec­
tive, ι e , crossover was unable to recombine the so-called building blocks that should produce 
improved trial solutions 
In this research the contribution of the crossover operation to the performance of the 
genetic algorithm was examined for a structure elucidation problem of a heptapeptide In 
addition, the performance of the genetic algorithm was compared to the alternative simulated 
annealing strategy 
It was shown that the current design of the genetic algorithm did not promote the recom­
bination of building blocks, and was therefore easily outperformed by simulated annealing 
The strategy presented to reveal the effectiveness of recombination is straightforward, and 
can easily applied to other genetic algorithm applications 
This chapter is a modification from van Kampen, A H С , Buydens, L M С (1997) Chemomet-
rtcs and Intelligent Laboratory Systems, Accepted for publication 
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8.1 Introduction 
Genetic algorithms (Goldberg, 1989; Holland, 1992; Holland, 1973) comprise a family 
of stochastic global optimisation strategies that are applied to solve complex opti-
misation problems. These problems are characterised by search spaces that contain 
multiple optima, and in which the problem parameters are non-linearly correlated. 
Although the basic algorithm is straightforward, application may sometimes be ac-
companied with pitfalls and difficulties. One of these pitfalls is the subject of this 
paper. 
The crossover operation is the mechanism that distinguishes the genetic algorithm 
from other (stochastic) global optimisation methods (e.g., simulated annealing) that 
often comprise a sophisticated mutation and selection scheme (Kirkpatrick et al., 1983; 
Archetti and Schoen, 1984; Torn and Zilinskas, 1988). The basic idea of crossover is 
to recombine trial solutions such that improved solutions emerge. More precisely, the 
crossover operator establishes the communication between strings via the exchange of 
the so-called building blocks (sub-solutions), which are highly fit schemata of low order 
and short defining length. (Goldberg, 1989; Forrest and Mitchell, 1993). A schema 
is a similarity template describing a subset of strings with similarities at certain 
string positions. Schemata of low order and short defining length basically represent 
similarity templates with only few specified bits that are encoded close together on 
the string. Consequently, they are not easily disrupted by recombination (Goldberg, 
1989; Spears and De Jong, 1991). According to the building block hypothesis, these 
building blocks are sampled, recombined, and resampled to form strings of potentially 
higher fitness. In a way by working with the building blocks, the complexity of 
the optimisation problem is reduced; instead of building high-performance strings by 
trying every conceivable combination, the strings are constructed from the best partial 
solutions of past samplings. Holland argued that recombination of trial solutions may 
be beneficial, and necessary, because mutation alone may not properly exploit the 
search space, and therefore, the efficiency of the genetic algorithm should basically 
emerge from recombination (Holland, 1992). 
Deceptive optimisation problems, in which recombination of low order building 
blocks lead to incorrect (sub-optimal) higher order building blocks can, however, 
also be solved by the genetic algorithm (Goldberg, 1989; Liepins and Vose, 1991; 
Grefenstette, 1993). The reason behind this is that the dynamics of the genetic 
algorithm ensure that building blocks are not only systematically propagated and 
recombined during succeeding generations, but are also destroyed and created due to 
accidental changes by crossover and mutation. These changes may also result in fit 
building blocks that finally lead to high quality solutions. 
As stated by Whitley (Whitley, 1991), deceptive problems are the only interesting 
problems for application of genetic algorithms. However, a problem occurs when 
the deceptiveness of the optimisation problem becomes too severe, and none or only 
few combinations of fit building blocks lead to improvements. Consequently, the 
search degrades to an inefficient process in which trial solutions are only improved by 
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accidental changes. 
For this reason it is very important that constructive building blocks, which can 
be processed by the genetic algorithm, exist. Accordingly, the combination of the 
fitness function, encoding of the problem parameters (e.g., real or binary), and type 
of crossover (e.g., uniform or η-point) must ensure the presence and processing of 
these building blocks. For complex non-linear problems these building blocks will 
not necessarily have a physical interpretation, and may therefore be difficult (if pos­
sible at all) to identify, which can make a directed design of a genetic algorithm a 
laborious process. For most real-world genetic algorithm applications the existence 
and processing of building blocks is rarely checked, and therefore, little knowledge is 
available about whether or not the genetic algorithm actually proceeds as is suggested 
by theory. 
The non-linear correlations between the problem parameters are the cause for the 
deceptiveness of the optimisation problem. If the genetic algorithm is well-designed 
and promotes the processing of building blocks, then, in a way, the complexity of the 
optimisation problem is reduced. Instead of combining the problem parameters of 
highly fit strings directly, which does not necessarily lead to improved solutions due to 
the correlation of the parameters, the genetic algorithm is adding building blocks that 
are supposed to lead to improvements. However, for complex optimisation problems 
it seems unlikely that such a transformation can be imposed by the genetic algorithm 
design. Even if such a transformation exist, it will probably be quite difficult to find a 
suitable design. Therefore, one should at least check the contribution of the crossover 
operator. 
To this end two experiments are available. The first one comprises a comparison 
of a CMS scheme (genetic algorithm with crossover, mutation and selection) to a MS 
scheme (genetic algorithm without crossover). If this experiment reveals no significant 
contribution of recombination, then the genetic algorithm design should be changed. 
If, on the other hand, crossover does contribute, then a second experiment is needed 
to test whether solutions are really constructed from the recombination of building 
blocks. For this experiment the so-called random crossover operator (Jones, 1995) can 
be used. If these experiments reveal that recombination is without the desired effect, 
the resulting algorithm is left with only mutation and selection, and consequently, will 
probably be easily outperformed by a more sophisticated mutation selection scheme 
like simulated annealing. 
This paper presents a study for the effectiveness of recombination when the genetic 
algorithm is applied to the elucidation of the spatial structure of a heptapeptide in 
torsion angle space. Different operators and values for the genetic algorithm control 
parameters were tested, and the best found parameterisation was compared to the 
performance of a standard simulated annealing approach. This paper does not claim 
to make any generalisation of its conclusions to other genetic algorithm applications, 
but emphasises an additional pitfall in the genetic algorithm design. The functionality 
of the recombination operator should not be taken for granted. 
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8.2 Methods 
8.2.1 Software. 
The genetic algorithm application described in this paper was written in standard 
ANSI C, with use of the toolbox GATES (Genetic Algorithm Toolbox for Evolutionary 
Search), version 2 0 (Lucasius and Kateman, 1994a, Lucasius and Kateman, 1994b) 
8.2.2 Problem description. 
During the last few years the genetic algorithm (Blommers et a l , 1992, Schulze-
Kremer, 1992, McGarrah and Judson, 1993, Judson et al , 1993, Dandekar and Argos, 
1996a, Dandekar and Argos, 1996b) and simulated annealing (Smith et al , 1996, Xu 
and Krishna, 1995, Meddeb et al , 1995, Kalivas, 1995) methods have extensively 
been applied to the structure elucidation problem of biological macromolecules from 
NMR data Knowledge about the spatial structures is considered important as it may 
contribute to a more thorough understanding of their biological function Multidimen­
sional NMR spectroscopy has become the state-of-the-art method for the structure de­
termination of biological molecules in solution (Cantor and Schimmel, 1980, Wuthnch, 
1986, Roberts, 1993) Distance restraints obtained from these experiments, comple­
mented with knowledge about the covalent structure of the molecule may lead to a 
description of its spatial structure 
In the present investigation the molecule was represented by its internal coor­
dinates (torsion angles), which were the subject of optimisation, and preserves the 
covalent structure during optimisation The optimal set of torsion angles was defined 
as a conformation that did not violate the experimental distance restraints, and si­
multaneously was free of atom overlap Accordingly, the fitness function was defined 
as 
Fitness-1 = Error = A x Y^ (restraint violations) + Β χ >J (atom overlap)2 
where A and В were weight factors (which were set to 2 0 and 1 0 respectively), 
restraint violation is the magnitude of a single violation of a distance restraint, and 
atom overlap is the magnitude of the overlap between two atoms 
For the experiments presented in this paper the natural heptapeptide optoid, μ-
selective dermorphin (Figure 8 1), was taken as the molecule of interest (Pastore et al , 
1985, Arlandini et a l , 1985, Montecucchi et al., 1981) This molecule consists of 7 
amino acids (Tyr-dAla-Phe-Gly-Tyr-Pro-Ser-Nr^), and was described by 31 torsion 
angles A set of 19 distance constraints was available from (Segawa et al, 1994), and 
used m the experiments presented in this paper Since heptapeptides are generally 
flexible m solution, and because only a limited set of distance restraints was used, 
it was expected that more than one conformation, consistent with the input data, 
could be found, ι e , the optimisation problem was degenerated Since degeneration 
occurs in a range of optimisation problems, this specific system may, to some extent, 
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Figure 8.1: The natural heptapeptide optoid /¿-selective dermorphin (Tyr-dAla-Phe-Gly-
Tyr-Pro-Ser-NH2) 
be representative for these kind of optimisation problems, and therefore, presented a 
suitable test case for testing the effectiveness of recombination. It was not the aim 
of this paper to reveal the 'true' conformation of this peptide, because this is already 
known from other publications. However, such a study would certainly require ad-
ditional input constraints. In this paper only the final error values, and number of 
function evaluations were considered. 
Simulated annealing 
Simulated annealing (Kirkpatrick et al., 1983; Corana et al., 1987; Laarhoven and 
Aarts, 1987) derived its name from the annealing process of metals that results in 
a crystalline configuration (low energy state). The principle of simulated annealing 
is simple. Starting from randomly initialized problem parameters ρ (torsion angles), 
a trajectory through space is generated by making (small) modifications to these 
parameters. For the present simulated annealing application, the parameters were 
modified by increasing or decreasing their current value with a amount ζ, generated 
from a Cauchy distribution (Szu and Hartley, 1987): 
Pnew — Pcurrent ^ Ц 
If evaluation of the new set of parameters results in a decrement of the error value 
(E), then the new parameter values are accepted, otherwise they are only accepted 
E
n ( M —Eold 
with a probability P
acCept = e
 c
' · The control parameter ct is initialised such 
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that most detrimental steps are accepted, and consequently, the early stage of the 
optimisation process resembles a random search. After making N steps through the 
search space, the value of с is decreased according to ct+i = et x a (a was taken 
0.95 for the experiments described in this paper), giving rise to a lower acceptance 
probability. Subsequently, a new trajectory through space is generated. With de­
creasing c t, the chance for accepting detrimental steps decreases, which finally forces 
the algorithm to a local search where only improvements are accepted. 
The simulated annealing algorithm in this research was parameterised such that 
the с was decreased when N = 50 steps were accepted, or a maximum of 250 pro­
posed moves was exceeded. The initial value of с was chosen such that the initial 
ratio between accepted moves and proposed moves was about 0.9. 
Statistical evaluation of results 
The results (error values and number of function evaluations) obtained in the ex­
periments were evaluated by the Kruskal-Wallis non-parametric analysis of variance 
(ANOVA) (Kruskal, 1952; Kruskal and Wallis, 1952; Hajek, 1969; Box et al., 1978). 
The p-values that result from such a calculation represent an increasing index of 
reliability that is involved in accepting the hypothesis that the tested groups of ob­
servations were sampled from an identical population. Typically, in many sciences, 
results that yield ρ < 0.05 are considered borderline statistically significant. Results 
that are significant at the ρ < 0.01 are commonly considered statistically significant, 
and ρ < 0.005 or ρ < 0.001 are called highly significant. These categories were used 
for the interpretation of the data in this paper. 
Part of the results were visualized with Box-Whisker plots (Tukey, 1977). The 
box borders were defined by the 25% and 75% percentiles. The median value of the 
observations was indicated by a square inside the box, and the minimum and maxi­
mum values were indicated by the Whiskers. Outliers were depicted by an open circle, 
and extreme values by a star (*). A value was rated to be an outlier if the distance 
from the box border was larger than 1.5 times the length of the box. If the distance 
was larger than 3.0 times the length of the box, then that value was regarded as an 
extreme value. The values 1.5 and 3.0 were taken from (Tukey, 1977), and only served 
the visualisation of the results. 
The random crossover operator (RXO) 
The RXO operator (Jones, 1995) was developed to examine whether building blocks 
are recombined productively by the crossover operator. 
Figure 8.2 depicts the function of this operator. A parent string is selected from the 
population, and recombined with a string that was generated at random. Due to the 
application of this operator, communication between strings of the population is no 
longer present, i.e., no building blocks can be exchanged. Thereupon, no knowledge 
is available about possible building blocks on the random string because it was not 
evaluated by the fitness function. Consequently, this type of crossover is equivalent 
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Parent 
Random string generator 
Crossover _ Child 
Figure 8.2: The random crossover operator (RXO) 
to a (macro)mutation operator. 
Suppose the following RXO operation (with a 2-point crossover. The |'s denote 
the breaking points): 
random string 
parent string 
100 | 001 | 1100 
110 | 010 | 1001 crossover 110 001 1001 
The same result could, however, be obtained by a macro-mutation in which only the 
bits between the breakpoints were mutated: 
parent string 110 | 010 | 1001 —+ mutate —> 110 001 1001 
Therefore, if RXO performs comparable to a regular crossover operator, it can be 
concluded that also the latter acts like a mutation, and solutions do not emerge from 
building block recombination (which should lead to a superior performance). 
It must be remarked that the mutation imposed by RXO is not precisely identical 
to a possible mutation imposed by a regular crossover operator. This is due to the fact 
that the strings in the genetic algorithm population become more similar as optimisa-
tion proceeds, which diminishes the effective mutation rate caused by crossover. The 
mutation rate imposed by RXO remains constant because before every application a 
new random string is generated. Accordingly, interpretation of results obtained with 
RXO should be done carefully. 
In order to test the principle of the RXO operator, an experiment was conducted 
that comprised a comparison between a genetic algorithm with the RXO operator, 
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Figure 8.3: Comparison of RXO and uniform crossover for simple minimisation problem. 
For each operator 20 experiments were conducted. 
and a genetic algorithm that used uniform crossover for the minimisation of the func­
tion y = 5 3 i = 1 x\- For this simple minimisation problem the final solution is a string 
with every bit set to zero. The problem contained no non-linear interactions between 
the problem parameters, and consequently every combination of zeros in the strings 
comprised a building block that is easily processed by uniform crossover. The perfor­
mance of RXO should therefore be inferior to these regular types of crossover. The 
result of this experiment is shown in Figure 8.3, which denotes the number of func­
tion evaluation needed to derive at the solution of the problem (y = 0.0). This figure 
clearly demonstrates that the processing of building blocks by uniform crossover easily 
outperforms a (macro)mutation operator (RXO). 
8.3 Results and Discussion 
Optimisation of the genetic algorithm 
Before establishing the genetic algorithm performance, the effect of crossover, and 
comparing the genetic algorithm to simulated annealing, the parameterisation of the 
genetic algorithm was optimised. Experimental designs were setup to determine the 
main effects of several control parameters and operators. The interactions between 
the genetic algorithm parameters were neglected because their determination would 
require too many experiments. Consequently, the final parameterisation was at most 
near optimal if it is assumed that the interaction effects were small compared to the 
individual main effects. 
The 'number of function evaluations' for the genetic algorithm experiments was 
calculated from the population size and the number of generations after which no 
further improvement of the best string in the population was observed. A maximum 
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Figure 8.4: Effect of the population size. For each level 10 experiments were performed 
of 1000 generations was imposed on each genetic algorithm run. 
The first experiment was set up to determine a suitable population size. Pop­
ulation sizes of 50 and 200 strings were tested with 10 experiments at each level, 
starting from different initial populations. During these experiments rank-based se­
lection (Lucasius and Kateman, 1994c) was used with the threshold defining the best 
25% of the population from which strings were selected at random. Elitism selection 
was used to copy the best 5% of the strings to the next population. These strings 
remained unaffected by crossover and mutation. The crossover and mutation prob­
abilities were set to 0.70 and 0.05 respectively. Uniform crossover was used, and 
exchanged 30% of the bits between two strings on application. A normal point muta­
tion was used. Each problem parameter was encoded with a l l bit Gray coding. The 
results are depicted in Figure 8.4, which denotes the box-whisker plots for both levels. 
An ANOVA calculation revealed no significant difference (p=1.000) between the two 
population sizes for the error values. Consequently, the smaller population size was 
chosen for the remaining experiments, because it was about four times faster. 
Subsequently, the threshold fraction for rank-based selection, the elitism percent­
age, crossover probability (P
c
), crossover type, number of bit exchanges for uniform 
crossover, the number of encoding bits for each problem parameter, and the type 
of parameter encoding were optimised with the use of several experimental designs. 
Table 8.1 depicts the levels at which each parameter was tested, and the number of 
experiments that were conducted at those levels. 
An ANOVA revealed that none of these factors were highly significant, i.e., both 
the error values and the number of function evaluations were comparable for all tested 
levels. Table 8.2 depicts the p-values for each factor for the error values and fune-
α 
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Control parameters of the genetic algorithm 
5% 
10% 
0.10 
0.25 
0.40 
7 
9 
11 
0.1 
0.3 
0.5 
9 
9 
6 
6 
6 
6 
6 
6 
16 
4 
4 
Type crossover 
Pc 
Encoding 
Uniform 
1 point 
2 point 
0.5 
0.7 
0.9 
Regular binary 
Gray binary 
6 
6 
6 
6 
6 
6 
12 
12 
Parameter Level #Exp Parameter Level #Exp 
Elitism percentage 
Threshold fraction 
#Bits 
Bit exchange fraction 
Table 8.1: Optimised genetic algorithm conntrol parameters. The levels at which they were 
tested, and the number of experiments at each level. 
tion evaluations. Only an elitism fraction of 10%, and the use of a 7 bit regular 
binary encoding were slightly better, and consequently, were used in the remaining 
experiments. 
Next the effect of the mutation probability (P,n) was determined. Five different 
levels were tested with 10 experiments at each level. The levels ranged from Pm = 0.0 
(only crossover, i.e., CS scheme) to Pm = 0.3. The results are depicted in Figure 8.5, 
which clearly demonstrates the impact of the mutation probability. The performance 
of the CS scheme is, as expected, very poor from which it is concluded that mutation 
is necessary to introduce new (lost) information in the population. A mutation rate 
that is too low or too large also produced poor results. A comparison of the levels 
Pm = 0.01, Pm = 0.05, and Pm = 0.1 revealed that a mutation rate of 0.05 produced 
better results (p=0.007 for the error value, p=0.040 for the number of evaluations). 
Performance of the optimised genetic algorithm 
The final parameterisation of the optimised genetic algorithm is depicted in Table 8.3. 
To test the performance of this genetic algorithm, 84 experiments were carried out 
in which only the initial random population was varied. Figure 8.6 depicts the box-
whisker plots, and the actual distributions for the error values and number of function 
evaluations (the actual values are depicted in Table 8.4). It is clear that there is a 
large deviation for both quantities ranging from poor to well defined structures. From 
this it was concluded that the genetic algorithm was not always able to converge to 
a well-defined structure despite the existence of multiple conformations. The his-
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p-values 
Parameter p-value 
Error 
0.05 
0.19 
0.72 
0.92 
0.58 
0.72 
0.02 
Evalutions 
0.60 
0.55 
•0.07 
0.90 
0.93 
0.93 
0.69 
Elitism percentage 
Threshold fraction 
#Bits 
Bit exchange fraction 
Type crossover 
Pc 
Encoding 
Table 8.2: p-values from ANOVA calculation for each tested parameter. 
tograms show that neither the error values or the number of function evaluations 
were normally distributed (which justified the use of the non-parametric ANOVA). 
Further investigations revealed that there was no correlation between the error values 
and the number of function evaluations. 
Effectiveness of recombination 
In order to reveal the effect of crossover on the search performance, 10 experiments 
were carried out without crossover (MS scheme), and compared to the results of the 
CMS scheme. The results are shown in Figure 8.7. An ANOVA revealed no significant 
difference between the CMS and MS scheme for the error values (p=0.740), or 
number of function evaluations (p=0.880). From this it seems fair to conclude that 
crossover did not contribute to the performance of the genetic algorithm. One could 
argue that the CMS scheme produced one solution (E = 2.30) that was slightly 
better than the best solution obtained with the MS scheme (E = 2.54), and that 
this might be an effect of crossover. It is, however, more likely that this is an effect 
only of the initial population, and consequently, repeating the MS scheme more often 
is likely to result in an equally good solution. Even if one wishes to conclude that 
the CMS scheme gave slightly better results, this would not be of much use if one 
is not prepared to repeat the CMS scheme for many times in order to increase the 
probability that such a solution is included. 
An additional experiment with the RXO operator strengthens the conclusion that 
recombination was not effective. Figure 8.8 depicts the results of 40 experiments 
with the RXO operator in comparison to the CMS scheme. This figure indicates 
that RXO is capable of producing equally well-defined structures, but on average is 
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Figure 8.5: Effect of the mutation probability. A mutation probability of P
m
 = 0.0 denotes 
the CS scheme. At each level 10 experiments were conducted 
inferior to uniform crossover (p=0.005). Since the comparison of the CMS scheme 
to the MS scheme revealed no significant difference, it is likely that this is caused 
by the constant mutation rate imposed by RXO (see method section). Furthermore, 
the processing of building blocks is likely to accelerate the convergence rate of the 
algorithm, which is not the case in the present experiment. From this it may be 
concluded that no building blocks are recombined productively. Consequently, one 
is left with a simple MS scheme (selection and point mutation) that is likely to be 
outperformed by a more advanced MS scheme like simulated annealing. 
Simulated annealing 
To test this hypothesis, thirty simulated annealing experiments were performed, and 
compared to the CMS scheme (Figure 8.9). There was no significant difference be­
tween the error values for the two search strategies (p = 0.200). Table 8.4 depicts 
the actual values for the Box plots. The number of function evaluations for simulated 
annealing was, however, about a factor 3 times less than the number of evaluations 
required by the genetic algorithm. Again one could argue that the genetic algorithm 
produced one better solution, but again this is probably an effect of the initial starting 
point in the search space, and repeating simulated annealing more often is likely to 
result in a comparable solution. Furthermore, a simple and straightforward instance 
of the simulated annealing algorithm was applied, and not optimised like the genetic 
algorithm. 
Diversification scheme 
Since it may be expected that crossover has the largest impact at the beginning of the 
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Optimised genetic algorithm 
Range of each parameter -180° — +180° 
Encoding type Regular binary 
Number of bits per parameter 7 
Selection method Rank-based selection 
Threshold fraction 0.25 
Elitism fraction 10% 
Crossover type uniform 
Crossover probability 0.7 
Number of bit exchanges (fraction) 0.3 
Mutation type Point mutation 
Mutation probability 0.05 
Table 8.3: Parameterisation of optimised genetic algorithm 
optimisation process (because then the strings are highly dissimilar), a diversification 
scheme that delays convergence may help to enhance the contribution of recombi-
nation. A crowding scheme (Goldberg, 1989) was implemented and 20 experiments 
were conducted. The similarity measure used by the crowding scheme was based on 
the Euclidean distance between the parameters on the strings. A maximum of 5000 
generations was allowed. The results of this experiment were very poor, i.e., the error 
values were significant higher (p = 0.000) than for the CMS scheme, and the required 
number of function evaluations was about 4 times larger. Due to these results, a di-
versification scheme was not longer considered. 
Small population size 
In order to investigate if the number of function evaluations needed by the genetic 
algorithm could be reduced, while maintaining the quality of the solutions, 40 ge-
netic algorithm experiments with a population size of 25 strings were conducted, and 
compared to the optimised CMS scheme. The resulting solutions for this small popu-
lation size were inferior to those found with a population size of 50 strings (p=0.001). 
Thereupon, the number of function evaluations needed to derive at the final solutions 
was still significantly larger than for simulated annealing. From this it was concluded 
that decreasing the size of the population did not lead to results that were more 
comparable to simulated annealing, and the present choice for the population size is 
adequate. 
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Figure 8.6: box-whisker plots and distribution of error values and function evaluations re­
sulting from 84 experiments with the optimised CMS scheme. 
Real-valued encoding 
Since the present combination of fitness function, parameter encoding, and crossover 
type did not lead to an effective recombination, the binary parameter encoding was 
changed to a real-valued encoding. 
A uniform crossover, similar to its binary analog, was applied to exchange 5 ran­
domly selected parameters between the mated strings. A new mutation operator was 
designed which modified 10 randomly selected parameters on application according 
to: 
"new
 =
 "current ~r JV ^U, 1 ) 
where iV(0,1) denotes that standard normal distribution. Since the torsion angles 
were encoded as radiais rather than degrees, the magnitude of the modification was 
reasonable. In order to be able to determine the effect of recombination for this type 
of encoding, this real-valued genetic algorithm was applied in 20 experiments with 
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Crossover probability Crossover probability 
Figure 8.7: Effect of crossover operator. Comparison of the MS scheme (10 experiments) 
to the CMS scheme (84 experiments) 
Pc = 0.70, and 20 experiments with Pc = 0.0. An ANOVA calculation revealed no 
significant difference between the error values (p = 0.465) or number of function eval-
uations (p = 0.808). The combined set of 40 experiments was then compared to the 
binary encoded CMS scheme. The result is shown in Figure 8.10. Again there was 
no significant difference between the error values (p = 0.423), or number of function 
evaluations (p = 0.248). Although for real-encoded parameters many more sophisti-
cated operators are available, no further attempts were made to optimise the genetic 
algorithm for this type of encoding. 
The results of the present study are hard to generalise to other problem domains, 
or even to the same type of problems. Penersen and Moult (Pedersen and Moult, 
1996) gave a brief overview of genetic algorithm applications for protein structure 
determination, and discuss a comparison to molecular dynamics and Monte Carlo 
methods. They suggest that the genetic algorithm may be preferable in some situa-
tions, but no details were given on the effectiveness of recombination, and no remarks 
were made about simulated annealing. Sun (Sun, 1993) also performed a comparative 
study on genetic algorithms and simulated annealing for protein structure determina-
tion, and showed that the genetic algorithm was about a factor 100-200 times faster 
than simulated annealing. Again no details were given on the effectiveness of recom-
bination. 
From this research it should be evident that every genetic algorithm application 
should at least be tested for the effectiveness of crossover. This provides more knowl-
edge about applications in which the crossover operator does contribute to the search 
performance, and thereby may provide useful information for the design of new ap-
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Figure 8.8: A comparison of a genetic algorithm with RXO operator (40 experiments), and 
the optimised CMS scheme (84 experiments). 
plications. The presented strategy for testing the effectiveness of recombination is 
straightforward, and may easily be applied for other genetic algorithm applications. 
It should be noted that evolutionary algorithms (Back and Schwefel, 1992) that 
rely more strongly on mutation have been investigated for many years in the fields 
of evolutionary programming (Fogel, 1992; Fogel and Fogel, 1996), and evolutionary 
strategies (Rechenberg, 1973). These techniques have been applied various problems 
with equal success as genetic algorithms (Bush et al., 1995; Luke, 1994; McNamara, 
1993). Recombination might enhance the search but a comparative studies of genetic 
algorithms in which building blocks are exchanged are necessary. 
In a way this research is related to the ongoing discussion about real-coded genetic 
algorithms. For these genetic algorithms schemata may be identified (Eschelman 
and Schaffer, 1993), which provide evidence that binary encoding is not the only 
possible approach. A comparison between binary and real-coded genetic algorithms 
must incooperate a test for the effectiveness of recombination. Without such a test, 
comparing the performances of both instances is only of limited use. 
8.4 Conclusion 
This research demonstrated that for the presented problem of structure elucidation 
in torsion angle space, the crossover operator was not able to contribute significantly 
to performance of the genetic algorithm. The combination of fitness function, param­
eter encoding, and crossover type did not promote the processing of building blocks. 
The resulting genetic algorithm was therefore basically based on selection and point 
mutation, and outperformed by the more sophistication mutation-selection scheme 
о 
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Figure 8.9: A comparison of the genetic algorithm (CMS scheme with 84 experiments) and 
simulated annealing (30 experiments) 
imposed by simulated annealing. More precisely, the conformations found by the ge-
netic algorithm were of comparable quality to the conformations found by simulated 
annealing. However, simulated annealing converged about a factor three times faster 
than the genetic algorithm. Although many possibilities exist to make changes to 
the genetic algorithm design, it remains unclear how to change the design in order to 
promote the exchange of building blocks. The presented strategy to test the effective-
ness of recombination is straightforward and can easily be adopted for other genetic 
algorithm applications. 
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Comparison genetic algorithm and simulated annealing 
Mean 
Median 
P 2 5 
P75 
Minimum 
Maximum 
Genetic algorithm 
Error 
3.39 
3.56 
2.69 
4.03 
2.30 
5.95 
Evaluations 
40734 
44100 
37875 
47775 
7100 
49850 
Simulated annealing 
Error 
3.45 
3.07 
2.71 
4.00 
2.69 
6.14 
Evaluations 
14461 
14093 
12620 
15869 
11283 
19073 
Table 8.4: Comparison of the error values and function evaluations for the genetic algorithm 
(optimised CMS scheme) and simulated annealing 
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Summary 
Global optimisation problems (Chapter 1) arise in many fields of science, including 
chemistry. Optimisation problems comprise a vast range of different problem types, 
and accordingly require different approaches for solving them. Fortunately, many 
methods that aim in solving global optimisation problems are available. Some of 
these methods are loosely based on concepts imitated from nature, but more often 
they have their roots in the field of applied mathematics. An example of a nature 
based methods comprise the family of evolutionary algorithms (Section 1.6), which are 
based on natural evolution and population genetics. Simulated annealing (Section 8.2) 
is a second example, and is based on the physical process of freezing a solid. Genetic 
algorithms are one type of evolutionary algorithms. They are the subject of this thesis 
and explained in some detail in Chapter 2. 
This thesis presents several applications of the genetic algorithm to a selection of 
global optimisation problems that arise in chemistry. There is no doubt that genetic 
algorithms may take on almost every optimisation problem, but it is likely, for reasons 
of effectivity (is the method able to find acceptable solutions) and efficiency (is the 
method able to find solutions in an acceptable time), that they are a good choice only 
for a bounded set of optimisation problems. The main goal of this research was to 
identify problem classes that are suitable for being solved by the genetic algorithm. 
With use of experience that is gained with this research it seems possible to con-
clude that genetic algorithms may be an legitimate choice for solving global optimi-
sation problems choice if: 
Category I. one aims to find multiple solutions to the optimisation problem. This 
situation is encountered if the problem is degenerated (multiple so-
lutions of equal quality are possible), or if solutions of near-equal 
quality are likely to exist. 
Category II. a single solution to the optimisation problem consists of multiple sub-
solutions. 
Category III. the optimisation problems includes constraints that restrict the values 
of the parameters which have to be optimised. 
Category I 
An example of the first type of problems comprise the structure elucidation of bi-
ological macromolecules from NMR data (Chapter 3, 4, and 8), and are concerned 
with finding the spatial structure of these molecules. Generally, for several reasons, 
the (experimental) input data does not confine the molecule to a single conformation. 
Therefore, in order to obtain a more complete picture about the 'true' conformation 
of the molecule, a range of structures must be determined. Such a set of multiple so-
lutions can easily be maintained in the population of the genetic algorithm. Although 
the basic genetic algorithm is likely to converge to a single solution, diversification 
techniques like crowding (Section 2.2.4 and 6.2.3) can be used to maintain a certain 
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level of diversity in the population. This is, however, not always necessary as is 
demonstrated in Chapter 3 and 4 where the genetic algorithm was able to maintain a 
small set of conformations without the use of a diversification scheme. An alternative 
non-population based optimisation strategy (e.g., simulated annealing) also may gen-
erate multiple solutions by restarting the method with different initial starting points. 
However, the use of a population based strategy seems more natural, and moreover, 
it allows for 'communication' between the solutions. This may help in preventing 
convergence to similar solutions or to solutions of inferior quality. This communica-
tion can be established via the use of a diversification scheme, which drives individual 
solutions away from each other, and thereby ensures dissimilar solutions. Commu-
nication is also established in the basic genetic algorithm via the regular selection 
method, which guides the population to promising regions. Since a non-population 
based method does not allow for this kind of direct communication, no guarantees can 
be given that iteration of such a method results in dissimilar structures. It is possible 
to use a meta-method in combination with a non-population based method for admin-
istering previous found solutions and using this information to guide the search, but 
this seems not very appealing. The use of a non-population based method might also 
be less efficient. It was shown in Chapter 8 that for that specific structure elucidation 
problem, the non-population based simulated annealing method was about a factor 
three times faster than the genetic algorithm, and resulted in comparable solutions. 
However, in this research it was not the goal to find multiple conformations. Only the 
final best solutions of the genetic algorithm and simulated annealing method were 
compared. The final population of the genetic algorithm probably contained more 
solutions of acceptable quality. Consequently, if the objective was to find a set of 
solutions, then simulated annealing would only be more efficient if the genetic algo-
rithm resulted in less than three acceptable conformations, which seems unlikely. 
Category II 
The second type of optimisation problems for which the genetic algorithm seems a 
legitimate choice are machine learning applications. Chapter 6 and 7 present an 
example of a machine learning application, which is concerned with classifying ion-
chromatography methods on basis of the detection method given a set of solute and 
method properties. The solution of this optimisation problem comprises a set of 
complementary production rules (IF-THEN rules) that were learned via inspection of 
a large database with ion-chromatography method examples. This set of rules was 
able to classify a large range of ion-chromatography methods, and could easily be 
maintained in the population of the genetic algorithm. More importantly was the 
communication between the rules via the crowding mechanism, which resulted in a 
set of rules, which were complementary and applicable in different situations. This 
would never be possible via iteration of a non-population based method, which would 
likely result in a non-complete set of overlapping and non-consistent rules. 
186 
Category III 
The last type of optimisation problem for which the genetic algorithm seems an ad-
equate choice are constrained optimisation problems. In this type of problems, the 
problem parameters that have to be optimised are restricted in the values they may 
assume. In order to prevent illegal solutions, a procedure to handle the involved con-
straints must be used. Chapter 5 presents an example of a constrained optimisation 
problem. The objective was to find a low energy distribution of sodium and chloride 
ions above a crystal surface. The main constrained that was involved was the re-
striction for ions to overlap. In this chapter several constrained handling techniques 
were compared, and it was demonstrated that the use of the population based genetic 
algorithm, which included rank-based threshold selection (Section 2.2.4) allowed for 
the use of a very simple procedure to handle this constraint. This avoided the design 
of more complex procedures that are often necessary with alternative optimisation 
strategies. 
The effectiveness of recombination 
The research presented in this thesis did not only identify problem classes for the 
genetic algorithm, but also includes an investigation for the effectiveness of recom-
bination. Traditionally it is assumed that the genetic algorithm mainly gains its 
power from the recombination operator. However, since evidence was available that 
this may not always be true, this problem was considered in more detail in order 
to establish the contribution of recombination for the applications presented in this 
thesis, and to reveal the possible implications of an ineffective recombination. The 
contribution of recombination to the performance of the genetic algorithm was exam-
ined for the machine learning application (Chapter 7) and the structure elucidation 
problem discussed in Chapter 8. For these applications it was demonstrated that the 
genetic algorithm without crossover performed comparable to the genetic algorithm 
with crossover. The genetic algorithm with crossover was not able to produce better 
solutions, or to accelerate the convergence to a solution. The effect of recombination 
was also investigated for the DGÜ and GAT applications presented in Chapter 4. Al-
though these results are not included in this thesis or any other publication, it seems 
important to mention that also here recombination did not revealed any contribution 
to the performance of the genetic algorithm. The effect of recombination is hardly 
tested in any genetic algorithm application, and therefore, little is known about real-
world applications in which it does contribute. This research supports the evidence 
that recombination might be ineffective in many applications, and consequently, the 
exploration of the search space heavily depends on the mutation operator. If this 
is true, much more attention should be given to the design of the mutation opera-
tor, since point mutation alone is unlikely to be effective for exploration of large and 
complex search spaces. 
Despite the fact that recombination may be ineffective for many genetic algorithm 
applications, it is not always necessary to reject the algorithm as a feasible method 
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to solve the optimisation problem. Even if recombination does not contribute to the 
performance of the genetic algorithm, this not necessarily means that no acceptable 
solutions will emerge. An ineffective recombination may, however, prompt the use of 
an alternative method for reasons of efficiency, which was demonstrated in Chapter 8. 
This chapter presented a comparison of a genetic algorithm with an ineffective recom-
bination and the alternative simulated annealing method. For optimisation problems 
that belong to one of the problem classes discussed above, the genetic algorithm may 
still be a good choice because its population based properties are of more importance 
than an effective recombination. 
Future research 
An interesting problem is the selection of an optimisation strategy given an optimisa-
tion problem. There are not much guidelines available that can assist in the selection 
of a strategy from the many methods that are available. Consequently, in many sit-
uations this choice is based on previous experience with a particular strategy, or the 
availability of computer software which includes a particular method. Consequently, 
one risks choosing a method that is not the most efficient (i.e., requires more com-
putational effort than an alternative method), or is not able to generate adequate 
solutions to the problem. This research contributed to a solution of this problem by 
identifying problem classes for which the genetic algorithm seemed an appropriate 
choice. However, since the number of applications presented in this thesis is limited 
and because no extensive comparisons with alternative strategies were made, more 
investigations remain necessary to support the conclusions from this research. Con-
sequently, a future line of research should involve a comprehensive comparative study 
of several global optimisation strategies applied to real-world optimisation problems. 
The selection of a set of test problems would certainly be one of the main difficul-
ties. Nevertheless, such a study would certainly be a main contribution to the field 
of global optimisation. 
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Samenvatting 
Globale optimalisatieproblemen (Hoofdstuk 1) komen voor binnen vele gebieden van 
de wetenschap waaronder de chemie. Optimalisatieproblemen omvatten een grote 
reeks van probleemtypen die verschillende aanpakken vereisen om tot een oplossing 
te komen. Gelukkig zijn er voor het oplossen van globale optimalisatieproblemen veel 
methoden beschikbaar. Enkele van deze methoden zijn gebaseerd op concepten die 
geïmiteerd zijn van de natuur maar vaker komen deze methoden voort uit het veld 
van de toegepaste wiskunde. Een voorbeeld van een familie van methoden die zijn 
gebaseerd op concepten uit de natuur zijn de evolutionaire algoritmen (Sectie 1.6), 
welke gebaseerd zijn op de natuurlijke evolutie en populatiegenetica. Een tweede 
voorbeeld is simulated annealing (Sectie 8.2) dat gebaseerd is op het fysische proces 
van het bevriezen van een vaste stof. Genetische algoritmen zijn een voorbeeld van 
een evolutionair algoritme. Deze strategie is het onderwerp van dit proefschrift en 
wordt globaal beschreven in Hoofdstuk 2. 
Dit proefschrift presenteert enkele toepassingen van het genetisch algoritme voor 
een selectie van globale optimalisatieproblemen die voorkomen in de chemie. Er is 
geen twijfel dat genetische algoritmen bijna elk globaal optimalisatieprobleem kun-
nen aanpakken, maar het is waarschijnlijk dat ze alleen een goede keus zijn voor een 
afgebakende verzameling van problemen vanwege effectiviteit (is de methode in staat 
om goede oplossingen te vinden) en efficiëntie (is de methode in staat om goede op-
lossingen te vinden binnen een acceptabele tijd) overwegingen. Het voornaamste doel 
van dit onderzoek was de identificatie van probleemklassen waarvoor het genetisch 
algoritme een geschikte oplosmethode representeert. 
Met behulp van de ervaring die is opgedaan tijdens dit onderzoek lijkt het mogelijk 
te kunnen concluderen dat het genetisch algoritme een gelegitimeerde keus is indien: 
Categorie I. Het doel is om meerdere oplossingen voor het optimalisatieprobleem 
te vinden. Deze situatie komt voor als het probleem ontaard is 
(meerdere oplossingen van gelijke kwaliteit mogelijk) of als meerdere 
oplossingen van bijna gelijke kwaliteit bestaan. 
Categorie II. Een oplossing van het optimalisatieprobleem bestaat uit meerdere 
sub-oplossingen. 
Categorie III. Het optimalisatieprobleem zogenaamde 'constraints' omvat die re-
stricties opleggen aan de mogelijke waarden van de probleempara-
meters die moeten worden geoptimaliseerd. 
Categorie I 
Een voorbeeld van een probleem van het eerste type is de structuurbepaling van 
biologische macromoleculen met behulp van NMR data (Hoofdstuk 3, 4, en 8). Dit 
probleem betreft de opheldering van de ruimtelijke structuur van deze moleculen. In 
het algemeen legt de (experimentele) invoerdata, om verschillende redenen, het mole-
cuul niet vast in een enkele conformatie. Om een beter beeld te krijgen van de 'echte' 
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conformatie van het molecuul wordt daarom een reeks van structuren bepaald die 
consistent zijn met de invoerdata. Deze verzameling van structuren kan makkelijk 
in de populatie van het genetisch algoritme worden onderhouden. Ondanks dat het 
standaard genetisch algoritme waarschijnlijk convergeert naar een enkele oplossing, 
kunnen er diversificatie schémas zoals 'crowding' (Sectie 2.2.4, 6.2.3) gebruikt worden 
om een bepaalde mate van diversiteit in de populatie te behouden. Dat dit echter niet 
altijd noodzakelijk is werd gedemonstreerd in Hoofdstuk 3 en 4 waar het genetisch al-
goritme in staat was een kleine verzameling van structuren te onderhouden zonder het 
gebruik van een diversificatie schema. Een alternatieve niet-populatie gebaseerde op-
timalisatiemethode (bv simulated annealing) kan ook gebruikt worden om meerdere 
oplossingen te genereren door de methode te herhalen vanuit andere beginpunten. 
Het gebruik van een populatie gebaseerde methode lijkt echter natuurlijker en, wat 
belangrijker is, het staat 'communicatie' tussen de oplossingen toe. Dit kan helpen 
om convergentie naar gelijke of slechte oplossingen te voorkomen. Deze communi-
catie kan tot stand worden gebracht via het gebruik van een diversificatie schema 
welke individuele oplossingen van elkaar wegdrukt en zodanig verschillen in oplossin-
gen garandeert. Communicatie wordt ook tot stand gebracht door het gebruik van 
de reguliere selectiemethode die de populatie in een veelbelovende richting stuurt. 
Omdat een niet-populatie gebaseerde methode dit soort direkte communicatie niet 
toestaat kunnen er geen garanties worden gegeven dat iteratie van zo'n methode in-
derdaad resulteert in verschillende oplossingen. Het is mogelijk om in combinatie met 
een niet-populatie gebaseerde methode een meta-methode te gebruiken die gevonden 
oplossingen registreert en deze informatie gebruikt om de zoektocht te leiden. Dit lijkt 
echter niet erg aantrekkelijk. Het gebruik van een niet-populatie gebaseerde methode 
kan ook minder efficiënt zijn. In Hoofdstuk 8 werd voor een structuurophelderings-
probleem aangetoond dat het niet-populatie gebaseerde simulated annealing ongeveer 
een factor drie sneller was dan het genetisch algoritme en tegelijkertijd resulteerde in 
vergelijkbare oplossingen. In dat onderzoek was het doel echter niet om een verza-
meling van structuren te genereren. Alleen de uiteindelijke beste oplossing van het 
genetisch algoritme en van het simulated annealing werden vergeleken. De uiteinde-
lijke populatie van het genetisch algoritme bevatte waarschijnlijk meerdere oplossin-
gen met een acceptabele kwaliteit. Indien naar een verzameling van structuren zou 
zijn gezocht zou waarschijnlijk het genetisch algoritme efficiënter zijn geweest omdat 
het aanneembaar is dat de populatie meer dan drie acceptabele conformaties bevat. 
Categorie II 
Het tweede type van optimalisatieproblemen waarvoor het genetisch algoritme een 
goede keus lijkt, zijn de zogenaamde 'machine learning' toepassingen. Hoofdstuk 6 
en 7 presenteren een voorbeeld van een machine learning probleem dat betrekking 
heeft op de Massificatie van ion-chromatografie methoden uitgaande van een om-
schrijving van de te analyseren oplossing en methode eigenschappen. De oplossing 
van dit optimalisatieprobleem bestaat uit een verzameling van elkaar aanvullende pro-
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duktieregels (IF-THEN regels) die zijn geleerd via inspectie van een grote database 
met voorbeelden van ion-chromatografie methoden. Deze verzameling van regels kon 
makkelijk worden onderhouden in de populatie van het genetisch algoritme en was in 
staat een grote reeks van ion-chromatografie methoden te klassificeren. Belangrijker 
was de communicatie tussen de regels die het mogelijk maakte om een verzameling van 
regels te genereren die complementair waren en toepasbaar in verschillende situaties. 
Dit zou nooit mogelijk zijn geweest met een niet-populatie gebaseerde methode omdat 
die waarschijnlijk zou resulteren in een niet-complete verzameling van overlappende 
en inconsistente regels. 
Categorie III 
Het laaste type van optimalisatieproblemen waarvoor het genetisch algoritme een 
goede keus lijkt zijn de problemen waarbij er restricties zijn gedefinieerd in de waarden 
die de probleemparameters mogen aannemen. Om illegale oplossingen te voorkomen 
moeten procedures worden gebruikt die kunnen omgaan met deze restricties. Hoofd-
stuk 5 presenteert een voorbeeld van zo'n optimalisatieprobleem. Het doel van het 
oplossen van dit probleem was het vinden van een distributie van natrium en chloor 
ionen met een minimum energie. De voornaamste restrictie in dit probleem was 
dat overlap tussen de ionen niet was toegestaan. In dit hoofdstuk worden verschil-
lende procedures vergeleken die kunnen omgaan met dit soort restricties, en het werd 
gedemonstreerd dat het populatie gebaseerde genetische algoritme in combinatie met 
'rank-based threshold' selectie (Sectie 2.2.4) het gebruik van een zeer simpele pro-
cedure toestond. Dit voorkwam het ontwerp van complexere procedures die vaak 
worden gebruikt met alternatieve strategieën. 
De effectiviteit van recombinatie 
Het onderzoek dat wordt gepresenteerd in dit proefschrift identificeerde niet alleen 
probleemklassen voor het genetisch algoritme, maar omvatte ook een onderzoek naar 
de effectiviteit van recombinatie. Traditioneel wordt aangenomen dat het genetisch 
algoritme zijn kracht voornamelijk ontleent aan de recombinatie operator. Omdat er 
echter aanwijzingen waren dat dit niet altijd het geval is, is dit probleem in meer detail 
bekeken. De bijdrage van recombinatie en mogelijke implicaties van een niet-effectieve 
recombinatie worden besproken voor enkele van de toepassingen in dit proefschrift. De 
bijdrage van recombinatie aan de prestatie van het genetisch algoritme is onderzocht 
voor de machine learning toepassing (Hoofdstuk 7), en voor het structuurophelde-
ringsprobleem dat besproken wordt in Hoofdstuk 8. Voor deze toepassingen werd 
aangetoond dat een genetisch algoritme zonder recombinatie vergelijkbaar presteerde 
als een genetisch algoritme met recombinatie. Het genetisch algoritme met recom-
binatie was niet in staat om betere oplossingen te genereren, of om sneller naar een 
oplossing te convergeren. Het effect van recombinatie is ook onderzocht voor de OGÙ 
en GAT toepassingen die in Hoofdstuk 4 besproken worden. Ondanks dat de resul-
taten hiervan niet gepubliceerd zijn lijkt het belangrijk om te vermelden dat ook hier 
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recombinatic geen effect had op de prestatie van het genetisch algoritme. Het effect 
van recombinatie wordt zelden getest in toepassingen van genetische algoritmen en er 
is daarom weinig bekend over toepassingen waarin recombinatie wel bijdraagt. Dit 
onderzoek versterkt de aanwijzingen dat recombinatie ook in andere toepassingen niet 
effectief is, met als gevolg dat de exploratie van de zoekruimte voornamelijk afhangt 
van de mutatie operator. Als dit waar is dan zou er veel meer aandacht gegeven 
moeten worden aan het ontwerp van de mutatie operator omdat niet verwacht kan 
worden dat een simpele punt-mutatie effectief is voor de exploratie van grote en com-
plexe zoekruimtes. 
Ondanks het feit dat recombinatie in vele toepassingen van het genetisch algoritme 
wel eens niet effectief zou kunnen zijn, hoeft dit niet noodzakelijk tot een afwijzing 
van deze methode te leiden. Ook als recombinatie niet bijdraagt aan de prestaties 
van het genetisch algoritme wil dit niet automatisch zeggen dat de methode niet in 
staat is om goede oplossingen te genereren. Een ineffectieve recombinatie kan echter 
een aanwijzing zijn dat een alternatieve methode efficiënter zou kunnen werken. Dit 
werd gedemonstreerd in Hoofdstuk 8 waar het genetische algoritme werd vergeleken 
met het alternatieve simulated annealing. Voor optimalisatieproblemen die tot één 
van de bovengenoemde klassen behoren, kan het genetisch algoritme nog steeds een 
goede keus zijn omdat de op de populatie gebaseerde eigenschappen van groter belang 
zijn dan een effectieve recombinatie. 
Toekomstig onderzoek 
Een interessant probleem is de selectie van een optimalisatiestrategie als het opti-
malisatieprobleem bekend is. Er zijn niet veel richtlijnen beschikbaar die kunnen 
assisteren in de selectie van een specifieke strategie uit de vele methoden die beschik-
baar zijn. Dit heeft als gevolg dat de keus voor een methode meestal gebaseerd is 
op vroegere ervaringen met een specifieke methode, of de beschikbaarheid van com-
putersoftware die een bepaalde methode bevat. Dit heeft als risico dat niet de meest 
efficiënte stategie wordt gekozen, of dat de methode niet in staat is om acceptabele 
oplossingen te vinden. Dit onderzoek droeg bij aan een oplossing voor dit probleem 
door de identificatie van mogelijke probleemklasses waarvoor het genetisch algoritme 
een goede keus lijkt. Omdat het aantal onderzochte toepassingen echter klein is, en 
omdat geen uitgebreide vergelijkingen gemaakt zijn met alternatieve methoden, is 
meer onderzoek noodzakelijk om de conclusies van dit onderzoek verder te onder-
bouwen. Daarom zou toekomstig onderzoek zich moeten richten op een uitgebreid 
vergelijkend onderzoek van diverse strategieën voor globale optimalisatie die worden 
toegepast op optimalisatieproblemen die voorkomen in de praktijk. De selectie van 
deze problemen zou zeker één van de problemen zijn, maar desalniettemin zou zo'n 
studie een grote bijdrage kunnen leveren aan het veld van de globale optimalisatie. 
192 
List of Publications 
1. van Kampen, A.H.C. (1994) Genetic algorithms and structure analysis of bio­
logical molecules, in Chemometrics. Exploring and Exploiting Chemical Infor­
mation (Eds. Buydens, L.M.C, and Meissen, W.J. ), University of Nijmegen, 
the Netherlands. 
2. van Kampen, A.H.C., Strom, C.S., Buydens, L.M.C. (1996) Lethalization, penalty 
and repair functions for constraint handling in the genetic algorithm methodol­
ogy, Chemometrics and Intelligent Laboratory Systems, 34(1), 55-68. 
3. van Kampen, A.H.C., Buydens, L.M.C., Lucasius, C.B., Blommers, M.J.J. 
(1996) Optimisation of metric matrix embedding by genetic algorithms, Journal 
of Biomolecular NMR 7(3), 214-224. 
4. van Kampen, A.H.C., Buydens, L.M.C. (1996) The effectiveness of recombina­
tion in the genetic algorithm methodology. A comparison to simulated anneal­
ing, in Proceedings of the Second Nordic Workshop on Genetic Algorithms and 
their Applications (Ed., Arlander, J.), Universisty of Vaasa, Vaasa, Chapter 10, 
115-130. 
5. van Kampen, A.H.C., Ramadan, Ζ., Mulholland, M., Hibbert, D.B., Buy­
dens, L.M.C. (1997) Learning classification rules from an ion chromatography 
database using a genetic algorithm based classifier system, Analytical Chimica 
Acta, Accepted for publication. 
6. van Kampen, Α.H.С, Buydens, L.M.C. (1997) A reinvestigation of a genetic 
based classifier system. The effectiveness of recombination, Computers and 
Chemistry, 21(3), 153-160. 
7. van Kampen, A.H.C., Buydens, L.M.C. (1997) The ineffectiveness of recombi­
nation in a genetic algorithm for the structure elucidation of a heptapeptide in 
torsion angle space. A comparison to simulated annealing, Chemometrics and 
Intelligent Laboratory Systems, Accepted for publication. 
8. van Kampen, A.H.C., Beckers, M.L.M., Buydens, L.M.C. (1997) A comparative 
study of the DG-OMEGA (OGCl), DGII, and GAT method for the structure 
elucidation of a methylene-acetal linked thymine dinucleotide Computers and 
Chemistry, Accepted for publication. 
9. Strom, CS., van Kampen, A.H.С, Buydens, L.M.С, Bennema, P. (1997) Ge­
netic algorithm applied to particle technology: crystal-surface-fluid interaction, 
In preparation, Journal of Crystal Growth, In preparation. 
193 
Curriculum Vitae 
Antoine van Kampen werd geboren op 3 maart 1967 te 
Tilburg. In 1983 behaalde hij zijn diploma aan de Nor-
bertus Mavo in Tilburg. Hij vervolgde zijn studie aan de 
medische middelbare laboratoriumopleiding (dr. Struycken 
Instituut, Etten-Leur). Na het eerste jaar van deze opleiding 
werd een overstap gemaakt naar het hoger laboratoriumon-
derwijs (Hogeschool West-Brabant, Etten-Leur), en koos hij 
voor de studie 'laboratoriuminformatica en automatisering'. 
Hier werd voor het eerst kennis gemaakt met de chemome-
trie. Na een stage op de afdeling analytische chemie van de 
Katholieke Universiteit Nijmegen, waar hij werkte aan de im-
plementatie van een expert systeem, behaalde hij in 1989 zijn 
diploma. In datzelfde jaar begon hij het verkort doctoraalprogramma scheikunde aan 
dezelfde universiteit. Hij vervulde zijn hoofdvak bij de vakgroep vaste stof chemie 
waar hij werkte aan experimentele en theoretische aspecten van kristaldeformatie. In 
1992 behaalde hij zijn diploma. Kort daarna startte hij zijn promotieonderzoek op de 
afdeling analytische chemie van de KUN om onderzoek te doen naar de toepasbaarheid 
van genetische algoritmen op chemische optimalisatieproblemen. 
194 


