Introduction
In situations where there are multiple options, individuals, institutions, and organizations that are decision makers become undecided about doing so. However, they must choose an option, which must be the best one among the multiple options given because making decision regarding future (making predictions) with the least errors will increase the security of policies and planning to be determined in the future and reduce the costs. Therefore, when making predictions, one should be very meticulous and scientific methods should be used (Çevik, 1999) .
There are many methods used for forecasting. These methods can be qualitative or quantitative. Qualitative methods are used to predict the future with the help of previous information, whereas quantitative forecasting methods are methods used to explain the structure of the obtained data. One of the quantitative methods is the method included in the time series analysis (Can, 2009; Hamzaçebi, 2011) .
Time series analysis is a method aiming to make forecasts for the future by using observation values of past periods. There are many commonly used methods for time series analysis. The most common one is the BoxJenkins method. The Box-Jenkins method can be applied successfully to linear or stationary series. However, most of the time series contain a nonlinear relationship.
There are nonlinear time series models in the literature. Artificial neural networks (ANNs), which can model linear and nonlinear relations, have become methods used in time series analysis. In addition, ANNs are widely used in forecasting modeling. ANNs have many features such as learning from data, solving complex problems, making generalizations in addition to having a flexible structure, being practical and inexpensive, and working with unlimited variables (Allende et al., 2002; Kaynar and Taştan, 2009; Elmas, 2011) .
In recent years, ANNs have been widely used for making forecasts regarding the future and there are many studies in the literature about forecasting modeling with ANNs in various fields such as tourism (Palmer et al., 2006; Cuhadar et al., 2014) , finance (Erilli et al., 2010) , agriculture (Küçükönder, 2011; Güler et al., 2017) , and energy (Tesha and Kichonge, 2015) . Although studies on the forecasting of wood and wood products using ANNs are available (Kazemi et al., 2011; Anandhi et al., 2012; Tigas et al., 2013; Sivaram, 2014) , there are not many studies that have been conducted in Turkey regarding the forecasting modeling of exports, imports, production, and sales of wood and wood products. Yıldırım et al. (2014) tried to predict the trade of nonwood forest products in Turkey using ANNs. In a study carried out by Kurt et al. (2017) , the export numbers of Turkey's paper and paperboard industry were predicted using ANNs. In a study carried out by Güngör et al. (2017) , the use of ANNs in the prediction of the demand for industrial wood raw material in Turkey was investigated. This study aimed to predict the sales quantities of industrial wood using ANNs.
Materials and Methods

Material
In this study, the sales quantities of logs, mining poles, other industrial wood, pulpwood, fiber-chip wood and total of these five wood groups were used as material. The sales quantities were obtained from the General Directorate of Forestry of Turkey. The data used cumulative monthly data and covered the period from January 2001 to December 2016 (http://www.ogm.gov.tr). Cumulative data refer to the sum of all previous data up to the current point. For example, the cumulative sums of the sequence (x, y, z) would be x, x + y, x + y + z.
Artificial neural network method
ANNs, also known as connectionism, parallel distributed processing, natural intelligence systems, and machine learning algorithms, are the next generation information processing systems (Elmas, 2011) . ANNs are composed of three layers, which are: input, hidden and output. Data are presented to the network at the input layer. The number of neurons in this layer is equal to the number of input data. No operations are performed on the data at the input layer. The layer where the data is processed is the hidden layer. There may be multiple hidden layers. The output layer is where the output set is generated and these outputs are transmitted to the outside world (Öztemel, 2006; Elmas, 2011) .
When designing a network in ANNs, the attention should be paid to issues such as network structure, learning algorithm, number of layers, number of neurons in the layers, and number of connections between the neurons. While the selection of network structure depends on the application problem, the selection of learning algorithms depends on the network structure (Sevinçtekin, 2014) . The number of layers varies according to the problem, and the investigator determines the number of layers by trial and error (Kaastra and Boyd, 1996) . The number of input neurons is related to the number of lags, especially in time series prediction problems, and there is no method to determine this number. The number of neurons in the hidden layer is determined by trial and error (Küçükönder, 2011) . If less neurons are used than necessary, the pattern in the data may not be learned by the network. If more neurons are used than necessary, it may cause excessive compliance (Shu and Quarda, 2007; Detienne et al., 2013) .
Results and Discussion
The neural network time series tool (ntstool) application of Matlab program was utilized to develop artificial neural network models. The sales data obtained from the General Directorate of Forestry of Turkey were grouped randomly and uniformly in the form of trainings, validations, and test data, and different data sets were used to train the ANN. A total of 129 of the data were used for the training phase, 24 for the validation phase, and 25 for the testing phase. The actual values, % error values, and predicted values for the validation and testing phases of ANN are given in Tables 1 and 2 .
The forward feed and back propagation ANN was selected as the most suitable network structure. The hyperbolic tangent sigmoid function (tansig) was used as the activation (transfer) function between the input layer and the hidden layer. As the hyperbolic tangent function was used, the input and output data were normalized in [-1-1] range using functions available in Matlab. Then, the output data generated from the network was transformed into the original again. The choice of the learning algorithm depends on the network structure. In this study the Levenberg Marquardt Algorithm (trainlm), which is widely used in network training, was used as the training algorithm. Momentum gradient descent with momentum backpropagation algorithm (traingdm) was used as the learning rule. The following mean square error (MSE) equation (1) was used as a performance function.
( 1) Where N is the number of observations, t i is the measured (actual) value and td i is the predicted value of the model. Performance indicators were used to determine the best model to use in predicting the data. The performance indicators are: mean absolute percentage error (MAPE), root mean square error (RMSE), and determination coefficient (R 2 ). The formulas of these performance indicators are given in Equations 2, 3, and 4. In the equations, y i is the measured value, yd i is the predicted value and N is the number of observations (Tiryaki and Aydın, 2014) .
(2) (3) (4) As a result, the ANN architecture given the nearest values to actual values was run for prediction and the forward predictive values were obtained. According to Figure 1 , the networks consisting of one input layer, two hidden layers, and one output layer were proposed as the optimum models. In the models, the input variables are Y t-1 , Y t-2 , Y t-12 and Y t-13 . Y t-1 is the previous year, Y t-2 is the previous two years, Y t-12 is the previous twelve years, and Y t-13 is the previous thirteen years. Y t (next year) is the output variable of the model. The numbers of neurons in the first hidden layers for logs, mining poles, other industrial wood, pulpwood, fiber-chip wood, and total of these five wood groups are 6, 9, 5, 8, 6, and 7, respectively, whereas the numbers of neurons in the second hidden layers are 6, 5, 5, 7, 7 and 6, respectively.
The error variation graphics of the ANNs selected as prediction models based on iteration for logs, mining poles, other industrial wood, pulpwood, fiber-chip wood, and total of these five wood groups are given in Figure 2 , and the number of the epochs, at which the training of the models were stopped, were 76, 36, 46, 9, 67 and 41.
The criteria given in Table 3 were used for assessing the performances of the ANN models in predicting the sales quantities of industrial wood. The RMSE values were found as 39388, 59459.28, and 75944.23 in predicting the sales quantities of logs; 6041.44, 6787.90, and 8816.86 in predicting the sales quantities of mining poles; 10676.67, 9934.76, and 9976.34 in predicting the sales quantities of other industrial wood; 25601.19, 33766.03, and 55560.74 in predicting the sales quantities of pulpwood; 55688. 49, 84245.41, and 83146.46 in predicting the sales quantities of fiber-chip wood and 110766.7, 129881.89, and 152141.9 in predicting total sales quantities of these five wood groups for the training, validation, and testing phases, respectively. MAPE refers to prediction error as a percentage and even alone, it makes sense (Akgül, 2003) . According to Lewis (1982) and Witt and Witt (1992) , the prediction models are classified as models with a high degree of accuracy when the value of MAPE is lower than 10%.
In this study, the values of MAPE in the training, validation, and testing phases in predicting the sales quantities of logs, mining poles, other industrial wood, pulpwood, fiber-chip wood, and total of these five wood groups varied between 2% and 6%. An important indicator, which shows that the model established is the best model, is the value of the correlation coefficient (R 2 ). The value of R 2 varies between 0 and 1. The prediction accuracy of the model increases when the value of R 2 approaches 1 (Özşahin, 2012) . According to Figure  3 , the values of R 2 in the training, validation, and testing phases in predicting the sales quantities of logs, mining poles, other industrial wood, pulpwood, fiber-chip wood, and total of these five wood groups were found to be above 99%. It has been reported that if the R 2 of a model is above 90%, the model has an excellent performance. In addition, it has been reported that the value of R 2 within the range of 0.82 and 0.90 generally means a good performance (Williams and Norris, 2001; Cheng and Sun, 2015) . In other words, it was found that there is a perfect fit between the actual values and the predicted values of the models.
Conclusions
When the GDP data in Turkey for the period between 2001 and 2016 were analyzed, it was seen that the sale data of industrial wood (log, mining pole, other industrial wood, pulpwood, fiber-chip wood, and total of these five wood groups) were close to the predicted values obtained with the ANN models. As can be seen in Table 4 , according to the data obtained 2016, the sales of logs, other industrial wood, and fiber-chip wood are expected to drop by 15.41%, 3.05%, and 5.93%, respectively, in 2027. It is predicted that mining pole sales will reach their highest value in 2021. It is also predicted that the sales of pulpwood will exceed 1.8 million m 3 in 2018, 2022 and 2026. Finally, total sales quantities of these five wood groups are expected to be 14.11 million m 3 with an increase of 3.39% in 2027. Regarding the level of industrial wood production and quality, Turkey is not at the desired level. Turkey imports a vast majority of industrial wood from Russia. However, with the new forest law that has come into effect in Russia, very high taxes are now applied to wood exports. Therefore, the amount of industrial wood that is imported from Russia is likely to decline in the future (GDF, 2016) . Turkey must increase its production of wood in terms of quality and quantity. The necessary precautions such as emphasis on forest maintenance, employment of personnel, new methods and practices, reforestation of coppice forests must be taken in order to support this increase. Güngör et al. (2004) aimed to compare ANN with other prediction methods and evaluated the sum of the product group consisting of logs, wire poles, mining poles, other industrial wood, pulpwood, fiber-chip wood, and poles as output parameters. However, they said that by using ANNs separately for these product groups, it is possible to make estimations for each product group. With the present study, the scientific deficiency stated in the work carried out by Güngör and his colleagues will become invalid. 
