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Abstract
We shall investigate on vector fields of low regularity on the Wiener space, with divergence having low
exponential integrability. We prove that the vector field generates a flow of quasi-invariant measurable maps
with density belonging to the space L log L. An explicit expression for the density is also given.
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1. Introduction
It is well known that for a bounded smooth vector field Z on Rd , there exists a unique flow of
diffeomorphisms Ut : Rd → Rd generated by Z, and for any u0 ∈ C1(Rd), the function ut (x) :=
u0(Ut (x)) solves uniquely the transport equation
∂u
∂t
−Z · ∇u = 0, t > 0, u|t=0 = u0. (1.1)
Conversely, let ui be the solution of the transport equation (1.1) with ui |t=0 = xi , i.e. the ith
coordinate of x (1 i  d), then Ut := (u1t , . . . , udt ) is the flow associated to the vector field Z.
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a smoothing procedure is applied. Based on these facts, DiPerna and Lions [10] established
a theory which enables them to get a flow of measurable maps associated to the vector field
with only Sobolev regularity, and it was shown that if the divergence of Z is bounded, then the
flow leaves the Lebesgue measure quasi-invariant. Cipriano and Cruzeiro [7] took the standard
Gaussian measure γ on Rd as the reference measure, and they obtained similar results under the
hypotheses that the divergence divγ (Z) of Z relative to γ is exponentially integrable. On the
other hand, L. Ambrosio [2,3] took advantage the use of continuity equations
∂μt
∂t
+Dx · (Zμt ) = 0, t > 0, μ|t=0 = μ0, (1.2)
which allowed him to construct quasi-invariant flows associated to vector fields Z with only
BV regularity. In this spirit, Ambrosio and Figalli [4] proved recently the existence and unique-
ness of the so-called Lr -regular flow associated to vector fields Z on abstract Wiener spaces,
mainly under the low Sobolev regularity of Z and the integrability of eλdivμ(Z) for large enough
λ > 0.
In recent years, there are also intensive studies [5,14,16] on the existence and uniqueness of
flows associated to vector fields in infinite dimensional space, i.e. the Wiener space (W,H,μ). In
a pionner work, Cruzeiro [8] obtained a flow of quasi-invariant measurable maps Ut generated by
smooth vector fields Z on the Wiener space X = C0([0,1],Rd), provided that divμ(Z) belongs
to the exponential class. Using the same method, this result was generalized to smooth tangent
processes ξ on X in [6], and some conditions were weakened by Gong and Zhang [12]. In this
work, we follow the method of [10] and start from a finite dimensional result: Theorem 2.2
in [7]. To prove the uniqueness of the transport equation (1.1) related to the vector field Z on W ,
as in [4], the key step is the estimation of the commutator:
Bε(v,Z) = 〈Z,∇Pεv〉 − Pε
(〈∇v,Z〉),
where v is a function and Pε is the Ornstein–Uhlenbeck semigroup on the Wiener space W . The
main difference with respect to [4] is that we assume that the divergence divμ(Z) satisfies
∫
X
eλ0|divμ(Z)| dμ < +∞ for a small λ0 > 0, (1.3)
instead of a large enough λ0. In our case, the Lp estimate for the density Kt holds for a small
time t , but fails to be true for a large time; instead we will prove that Kt belongs to L log L for
all t .
The paper is organized as follows. In Section 2, we recall some elements in Malliavin calcu-
lus and put forward the connection between the commutator estimate in [4] and the geometric
analysis on the Wiener space. In Section 3, we deal with transport equations on the Wiener space
in full generality for its own interest. Our main contribution is the Section 4: under the hypoth-
esis (1.3), we construct first a family of functions, seen as the coordinate functions under Haar
basis, via transport equations; the flow Ut will be defined by Random series, similar to Lévy’s
construction for the Brownian motion.
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Let (W,H,μ) be an abstract Wiener space, i.e. W is a separable Banach space, H is a sepa-
rable Hilbert space and μ is a Borel probability on W , such that H is continuously and densely
embedded into W and for any  ∈ W ∗ (dual space of W ), we have∫
W
e
√−1(w) dμ(w) = e−||2H /2,
where | · |H is the norm in H . In the following, we fix an orthonormal basis {hi : i  1} of H ,
with hi ∈ W ∗ for all i  1.
We refer to [13] or to a short book [11] for the background in Malliavin calculus. For a
Z ∈ Lp(W,K), where p > 1 and K is a separable Hilbert space, we say that Z ∈ Dp1 (W,K) if
there exists ∇Z ∈ Lp(W,H ⊗K) such that for each h ∈ H and p′ <p,
〈∇Z,h〉 = DhZ = d
dε
∣∣∣∣
ε=0
Z(w + εh) holds in Lp′ .
The space Dp1 (W,K) is complete under the norm: ‖Z‖p1,p = ‖Z‖pLp + ‖∇Z‖pLp . A K-valued
functional Z is called cylindrical if there are N,M  1, fi ∈ C∞b (RM) and ki ∈ K (1 i N),
such that
Z =
N∑
i=1
fi
(
h1(w), . . . , hM(w)
)
ki .
By the Schmidt orthogonalization procedure, we may always assume that {k1, . . . , kN } is an
orthonormal system. Note that Z : W → K is Fréchet differentiable of any order. We denote
by Cylin(W,K) the space of K-valued cylindrical functionals. If K = R, we simply write
D
p
1 (W) and Cylin(W). It is known that K-valued cylindrical functions are dense in D
p
1 (W,K).
A basic result in Malliavin calculus is that divμ(Z) ∈ Lp(W) exists for Z ∈ Dp1 (W,H):∫
W
F divμ(Z)dμ =
∫
W
〈∇F,Z〉H dμ and there exists Cp > 0, such that∥∥divμ(Z)∥∥Lp  Cp‖Z‖Dp1 . (2.1)
The Ornstein–Uhlenbeck semigroup Pε on W is defined by the Mehler formula:
PεF(x) =
∫
X
F
(
e−εx +
√
1 − e−2εy)dμ(y). (2.2)
Here are some basic properties of the semigroup Pε:
Proposition 2.1.
(1) For any ε > 0, Pε(Cylin(W)) ⊂ Cylin(W).
(2) For any ε > 0 and p ∈ [1,+∞), we have for all u ∈ Lp(W), ‖Pεu‖Lp  ‖u‖Lp and
limε→0 ‖Pεu− u‖Lp = 0.
(3) Pε is self-adjoint in L2(W). Furthermore, for any p ∈ ]1,+∞[ and u ∈ Lp(W), v ∈ Lp′(W)
with 1
p
+ 1
p′ = 1, we have∫
W
uPεv dμ =
∫
W
vPεudμ.
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such that
‖∇Pεu‖Lp(W,H)  Cp,ε‖u‖Lp(W).
Notice that this last result was due to H. Sugita [15]. Let Vn be the subspace of H spanned by
{h1, . . . , hn} and πn the orthogonal projection from H to Vn. Then πn can be extended to W , and
γn := (πn)∗μ is the standard Gaussian measure on Vn. Let EVn be the conditional expectation
with respect to the σ -field generated by cylindrical functions of the form F = f ◦ πn. For Z ∈
D
p
1 (W,H) and any n 1, there exists Zn : Vn → Vn satisfying
E
Vn
(
πn(Z)
)= Zn ◦ πn (2.3)
and
divγn(Zn) ◦ πn = EVn
(
divμ(Z)
)
. (2.4)
It is well known that
lim
n→+∞‖Zn ◦ πn −Z‖Dp1 (W,H) = 0. (2.5)
Now given a cylindrical vector field Z : W → H :
Z(w) =
N∑
i=1
fi
(
h1(w), . . . , hM(w)
)
hi ∈ W ∗,
we consider the quantity, for x, y ∈ W ,
AZ(x, y) =
〈
Z′(x) · y, y〉− N∑
i=1
(Dhi fi)(x)
=
N∑
i=1
〈∇fi(x), y〉〈hi, y〉 − N∑
i=1
(Dhi fi)(x), (2.6)
where Z′(x) : W → W ∗ denotes the Fréchet differential of x → Z(x).
Proposition 2.2. Define (∇Z(x))∗ by 〈(∇Z(x))∗, h1 ⊗ h2〉H⊗H = 〈∇Z(x),h2 ⊗ h1〉H⊗H . Then∫
W
∣∣AZ(x, y)∣∣2 dμ(y) = ∣∣∇Z(x)∣∣2H⊗H + 〈∇Z(x), (∇Z(x))∗〉H⊗H . (2.7)
Proof. Using the second expression in (2.6),
∣∣AZ(x, y)∣∣2 = N∑
i,j=1
〈∇fi(x), y〉〈∇fj (x), y〉〈hi, y〉〈hj , y〉
− 2
(
N∑〈∇fi(x), y〉〈hi, y〉
)(
N∑
(Dhi fi)(x)
)
+
(
N∑
(Dhi fi)(x)
)2
.i=1 i=1 i=1
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N∑
i,j=1
∫
W
〈∇fi(x), y〉〈∇fj (x), y〉〈hi, y〉〈hj , y〉dμ(y)
=
N∑
i,j=1
∫
W
Dhj
[〈∇fi(x), y〉〈∇fj (x), y〉〈hi, y〉]dμ(y),
which is equal to
N∑
i,j=1
(∫
W
〈∇fi(x),hj 〉〈∇fj (x), y〉〈hi, y〉dμ(y)+
∫
W
〈∇fi(x), y〉〈∇fj (x),hj 〉〈hi, y〉dμ(y)
+
∫
W
〈∇fi(x), y〉〈∇fj (x), y〉〈hi, hj 〉dμ(y)
)
. (2.8)
Again by integrating by parts,∫
W
〈∇fi(x),hj 〉〈∇fj (x), y〉〈hi, y〉dμ(y) = 〈∇fi(x),hj 〉
∫
W
Dhi
〈∇fj (x), y〉dμ(y)
= Dhj fi(x)Dhi fj (x). (2.9)
Similarly,∫
W
〈∇fi(x), y〉〈∇fj (x),hj 〉〈hi, y〉dμ(y) = Dhj fj (x)Dhi fi(x). (2.10)
Combining equalities (2.8), (2.9) and (2.10) lead to
N∑
i,j=1
∫
W
〈∇fi(x), y〉〈∇fj (x), y〉〈hi, y〉〈hj , y〉dμ(y)
=
N∑
i,j=1
Dhj fi(x)Dhi fj (x)+
(
N∑
i=1
Dhifi(x)
)2
+
N∑
i=1
∣∣∇fi(x)∣∣2H ,
since ∫
W
〈∇fi(x), y〉〈∇fj (x), y〉〈hi, hj 〉dμ(y) = δij
∫
W
〈∇fi(x), y〉2 dμ(y) = δij ∣∣∇fi(x)∣∣2H
and ∫
W
〈∇fi(x), y〉〈hi, y〉dμ(y) = 〈∇fi(x),hi 〉= Dhifi(x).
Therefore∫ ∣∣AZ(x, y)∣∣2 dμ(y) = N∑
i,j=1
Dhj fi(x)Dhi fj (x)+
N∑
i=1
∣∣∇fi(x)∣∣2H . (2.11)
W
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∣∣∇Z(x)∣∣2
H⊗H =
N∑
i=1
∣∣∇fi(x)∣∣2H
and
〈∇Z(x), (∇Z(x))∗〉
H⊗H =
N∑
i,j=1
Dhj fi(x)Dhi fj (x).
So, according to equality (2.11), we get (2.7). 
Proposition 2.3. Denote by I (x, y) = 〈Z′(x) · y, y〉 − 〈Z(x), x〉, then for any 1 <p  2,
‖I‖Lp(W×W)  Cp‖Z‖Dp1 (W,H). (2.12)
Proof. We deduce from Proposition 2.2 that∥∥AZ(x, ·)∥∥L2(W) √2 ∣∣∇Z(x)∣∣H⊗H . (2.13)
Note that divμ(Z) =∑i fi(x)〈hi, x〉 −∑i Dhi fi(x). Then
I (x, y) = 〈Z′(x) · y, y〉− N∑
i=1
Dhifi(x)+
N∑
i=1
Dhifi(x)−
N∑
i=1
fi(x)〈hi, x〉
= AZ(x, y)− divμ(Z)(x)
and
‖I‖Lp(W×W)  ‖AZ‖Lp(W×W) +
∥∥divμ(Z)∥∥Lp(W). (2.14)
For any 1 <p  2, we have
‖AZ‖Lp(W×W) =
(∫
W
∥∥AZ(x, ·)∥∥pLp(W) dμ(x)
)1/p

(∫
W
∥∥AZ(x, ·)∥∥pL2(W) dμ(x)
)1/p
.
This plus (2.13) gives
‖AZ‖Lp(W×W) 
(∫
W
(√
2
∣∣∇Z(x)∣∣
H⊗H
)p
dμ(x)
)1/p

√
2‖Z‖
D
p
1 (W,H)
.
Now by (2.1) and (2.14), we know that there exists Cp > 0 such that
‖I‖Lp(W×W)  Cp‖Z‖Dp1 (W,H),
which completes the proof. 
Remark 2.4. For p = 2, the following equality holds∫
X×X
∣∣I (x, y)∣∣2 dμ(x)dμ(y) = ∫
X
|∇Z|2H⊗H dμ+ 2
∫
X
∣∣divμ(Z)∣∣2 dμ−
∫
X
|Z|2H dμ.
(2.15)
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∫
X
AZ(x, y) dμ(y) = 0. Then∫
X×X
∣∣I (x, y)∣∣2 dμ(x)dμ(y) = ∫
X×X
∣∣AZ(x, y)∣∣2 dμ(x)dμ(y)+
∫
X
∣∣divμ(Z)∣∣2 dμ.
But according to (2.7),∫
X×X
∣∣AZ(x, y)∣∣2 dμ(x)dμ(y) =
∫
X
|∇Z|2H⊗H dμ+
∫
X
〈∇Z, (∇Z)∗〉
H⊗H dμ.
A version of the Weitzenböck formula on the Wiener space (see [13,11]) reads as∫
X
∣∣divμ(Z)∣∣2 dμ =
∫
X
|Z|2H dμ+
∫
X
〈∇Z, (∇Z)∗〉
H⊗H dμ.
The result (2.15) follows. 
Proposition 2.5. (See [4].) Set Z˜(x, y) = 〈Z(x), y〉 and
Oε(x, y) =
(
e−εx +
√
1 − e−2ε y,−
√
1 − e−2ε x + e−εy).
Then
Pε
(
divμ(Z)
)
(x) = − e
−ε
√
1 − e−2ε
∫
W
Z˜
(
Oε(x, y)
)
dμ(y). (2.16)
Proof. We have
Pε(Dhi fi)(x) =
∫
W
Dhifi
(
e−εx +
√
1 − e−2ε y)dμ(y)
= 1√
1 − e−2ε
∫
W
fi
(
e−εx +
√
1 − e−2ε y)〈hi, y〉dμ(y)
and
Pε
(
fi〈hi, ·〉
)
(x) =
∫
W
fi
(
e−εx +
√
1 − e−2ε y)〈hi, e−εx +√1 − e−2ε y〉dμ(y).
Therefore
Pε
(
fi〈hi, ·〉 −Dhifi
)
(x)
= − e
−ε
√
1 − e−2ε
∫
W
fi
(
e−εx +
√
1 − e−2ε y)〈hi,−√1 − e−2ε x + e−εy〉dμ(y), (2.17)
since
e−εx +
√
1 − e−2ε y − 1√
1 − e−2ε y = −
e−ε√
1 − e−2ε
(−√1 − e−2ε x + e−εy).
Summing up both sides of (2.17), we get the result. 
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tion Z˜, the term I (x, y) in Proposition 2.12 can be expressed by
I = Z˜′(R−π/2),
where the prime denotes the Fréchet differential.
Theorem 2.6. Let v ∈ Cylin(W) and define Bε(v,Z) = 〈Z,∇Pεv〉 −Pε(〈∇v,Z〉). Then for any
p,q, r  1 with 1 <p  2 and 1
r
= 1
p
+ 1
q
, we have∥∥Bε(v,Z)∥∥Lr  Cp‖v‖Lq‖Z‖Dp1 . (2.18)
Proof. We have
〈Z,∇Pεv〉 = e
−ε
√
1 − e−2ε
∫
W
v
(
e−εx +
√
1 − e−2ε y)Z˜(x, y) dμ(y),
where Z˜ is defined in Proposition 2.5. Replacing Z by vZ in (2.16), we obtain
Pε
(
divμ(vZ)
)= − e−ε√
1 − e−2ε
∫
W
v
(
e−εx +
√
1 − e−2ε y)Z˜(Oε(x, y))dμ(y).
Note that divμ(vZ) = v divμ(Z)− 〈∇v,Z〉, then
Bε(v,Z) = 〈Z,∇Pεv〉 + Pε
(
divμ(vZ)
)− Pε(v divμ(Z)). (2.19)
The delicate term is
B1ε := 〈Z,∇Pεv〉 + Pε
(
divμ(vZ)
)
= e
−ε
√
1 − e−2ε
∫
W
v
(
e−εx +
√
1 − e−2ε y)(Z˜(x, y)− Z˜(Oε(x, y)))dμ(y).
Note that d
dε
Oε = e−ε√
1−e−2ε R−π/2 ◦Oε . Setting v˜(x, y) = v(x), we can write B
1
ε in the form
B1ε = −
e−ε√
1 − e−2ε
∫
W
v˜
(
Oε(x, y)
)( 1∫
0
εe−εs√
1 − e−2εs I
(
Oεs(x, y)
)
ds
)
dμ(y). (2.20)
It follows that
∣∣B1ε (x)∣∣r 
(
e−ε√
1 − e−2ε
)r ∫
W
∣∣v˜(Oε(x, y))∣∣r ·
∣∣∣∣∣
1∫
0
εe−εs√
1 − e−2εs I
(
Oεs(x, y)
)
ds
∣∣∣∣∣
r
dμ(y),
therefore
∥∥B1ε∥∥Lr  e−ε√1 − e−2ε
∥∥v˜(Oε(·,·))∥∥Lq(W×W)
∥∥∥∥∥
1∫
0
εe−εs√
1 − e−2εs I
(
Oεs(·,·)
)
ds
∥∥∥∥∥
Lp(W×W)
 ‖v‖Lq(W)‖I‖Lp(W×W),
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and
1∫
0
εe−εs√
1 − e−2εs ds  e
ε
1∫
0
εe−2εs√
1 − e−2εs ds = e
ε
√
1 − e−2ε.
Combining with (2.19) and by Proposition 2.1(2), we get∥∥Bε(v,Z)∥∥Lr  ‖v‖Lq (‖I‖Lp(W×W) + ∥∥divμ(Z)∥∥Lp).
Now the inequality (2.1) and Proposition 2.3 lead to the result. 
By the expression (2.20), for cylindrical v and Z, we have
lim
ε→0B
1
ε (x) = −
1√
2
∫
W
v˜(x, y)
( 1∫
0
1√
2s
I (x, y) ds
)
dμ(y) = −v(x)
∫
W
I (x, y) dμ(y).
Since ∫
W
I (x, y) dμ(y) =
N∑
i=1
(
Dhifi(x)− fi(x)hi(x)
)= −divμ(Z)(x),
therefore
lim
ε→0B
1
ε (x) = v divμ(Z)(x).
Again by (2.19), we have limε→0 Bε(v,Z)(x) = 0. Hence the dominated convergence theorem
gives
lim
ε→0
∥∥Bε(v,Z)∥∥Lr = 0.
Theorem 2.7. Assume p,q, r  1 with 1 < p  2 and 1
r
= 1
p
+ 1
q
. Then for any v ∈ Lq(W) and
Z ∈ Dp1 (W,H), we have Bε(v,Z) ∈ Lr(W) and∥∥Bε(v,Z)∥∥Lr  Cp‖v‖Lq‖Z‖Dp1 . (2.21)
Moreover,
lim
ε→0
∥∥Bε(v,Z)∥∥Lr = 0. (2.22)
Proof. First we fix some Z ∈ Cylin(W,H). For any v ∈ Lq(W), there exists a sequence
{vn: n 1} ⊂ Cylin(W) such that limn→+∞ ‖vn − v‖Lq = 0. By the linearity of v → Bε(v,Z)
and Theorem 2.6, we know that {Bε(vn,Z): n 1} is a Cauchy sequence in Lr(W). We denote
by Bε(v,Z) its limit in Lr(W), and we have∥∥Bε(v,Z)∥∥Lr = lim ∥∥Bε(vn,Z)∥∥Lr  lim infCp‖vn‖Lq‖Z‖Dp = Cp‖v‖Lq‖Z‖Dp ,n→+∞ n→+∞ 1 1
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
∥∥Bε(vn,Z)∥∥Lr +Cp‖v − vn‖Lq‖Z‖Dp1 .
Letting ε → 0 and by the above discussion, we get
lim sup
ε→0
∥∥Bε(v,Z)∥∥Lr  Cp‖v − vn‖Lq‖Z‖Dp1 .
Now we conclude (2.22) in this case by letting n → +∞.
For general Z ∈ Dp1 (W,H), using the linearity of Z → Bε(v,Z) and the analogous argument
works. 
3. Transport equations on the Wiener space
Let Z ∈ Dp1 (W,H) be a vector field on W and c ∈ Lp(W). In the sequel, we always assume
1 <p  2 and denote by DZv or Z · ∇v the directional derivatives. Let T > 0 be given.
Definition 3.1. We say that u· ∈ L∞([0, T ],Lq(W)) solves the transport equation
dut
dt
+Z · ∇ut + cut = 0, u|t=0 = u0, (3.1)
if for any α ∈ C∞c ([0, T )) and F ∈ Cylin(W),
T∫
0
∫
W
[−α′(t)Fut + α(t)D∗ZFut + α(t)Fcut ]dμdt =
∫
W
α(0)Fu0 dμ, (3.2)
where D∗ZF = −Z · ∇F + divμ(Z)F and 1p + 1q = 1.
Note that (3.2) holds for all α ∈ C1c ([0, T )). In what follows, we will discuss the existence
and uniqueness of solutions to (3.1). First we prove the uniqueness under suitable conditions. Let
ut ∈ Lq(W) be a solution to (3.1), we consider uεt := Pεut , where Pε is the Ornstein–Uhlenbeck
semigroup on W . For a given F ∈ Cylin(W) and α ∈ C∞c ([0, T )), we have by Proposition 2.1(3),
T∫
0
∫
W
α′(t)Fuεt dμdt =
T∫
0
∫
W
α′(t)utPεF dμdt.
We know from Proposition 2.1(1) that PεF is also cylindrical, therefore by (3.2), this last term
is equal to
T∫
0
∫
W
α(t)D∗Z(PεF )ut dμdt +
T∫
0
∫
W
α(t)cutPεF dμdt −
∫
W
α(0)u0PεF dμ. (3.3)
Let Bε be defined in Theorem 2.6 and by (2.21), Bε(u,Z) is a well-defined function for u ∈ Lq
and Z ∈ Dp . Therefore1
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0
∫
W
α(t)D∗Z(PεF )ut dμdt
=
T∫
0
∫
W
α(t)ut
(
Pε
(
D∗ZF
)+D∗Z(PεF )− Pε(D∗ZF ))dμdt
=
T∫
0
∫
W
α(t)uεt D
∗
ZF dμdt −
T∫
0
∫
W
α(t)FBε(ut ,Z)dμdt. (3.4)
The second term in (3.3) is equal to
T∫
0
∫
W
α(t)FcPεut dμdt +
T∫
0
∫
W
α(t)F r˜ε(t) dμdt,
where
r˜ε(t) = Pε(cut )− cPεut .
Combining this with (3.3) and (3.4), we obtain
T∫
0
∫
W
[−α′(t)Fuεt + α(t)uεt D∗ZF + α(t)Fcuεt ]dμdt
=
T∫
0
∫
W
α(t)F
[
Bε(ut ,Z)− r˜(t)
]
dμdt +
∫
W
α(0)FPεu0 dμ.
Therefore uεt satisfies the transport equation
duεt
dt
+Z · ∇uεt + cuεt = Bε(ut ,Z)− r˜ε(t) (3.5)
with the initial condition Pεu0.
Proposition 3.2. We have
lim
ε→0
T∫
0
∫
W
(∣∣Bε(ut ,Z)∣∣+ ∣∣r˜ε(t)∣∣)dμdt = 0. (3.6)
Proof. For t ∈ [0, T ], applying Theorem 2.7 with r = 1, we have limε→0 ‖Bε(ut ,Z)‖L1 = 0 and∥∥Bε(ut ,Z)∥∥L1  Cp‖ut‖Lq‖Z‖Dp1  Cp
(
sup
t∈[0,T ]
‖ut‖Lq
)
‖Z‖
D
p
1
.
Hence Lebesgue’s dominated convergence theorem leads to
lim
ε→0
T∫ ∫ ∣∣Bε(ut ,Z)∣∣dμdt = 0.
0 W
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ε → 0, therefore r˜ε(t) → 0 in L1(W). But∥∥r˜ε(t)∥∥L1(W)  2‖c‖Lp · ( sup
t∈[0,T ]
‖ut‖Lq
)
,
again by Lebesgue’s dominated convergence theorem, limε→0
∫ T
0
∫
W
|r˜ε(t)|dμdt = 0. 
Theorem 3.3 (Uniqueness). Let Z ∈ Dp1 (W,H) with 1 <p  2. Assume that∫
W
expλ1
∣∣divμ(Z)∣∣dμ < +∞,
∫
W
expλ2|c|dμ < +∞ for some λ1, λ2 > 0, (3.7)
then the transport equation (3.1) admits at most one solution u ∈ L∞([0, T ],Lq(W)) for the
given u0 ∈ Lq , where 1p + 1q = 1.
Proof. By linearity, we assume that u0 = 0. Let uεt = Pεut . We have by Proposition 2.1(4),∥∥Z · ∇uεt ∥∥L1  ‖Z‖Lp∥∥∇uεt ∥∥Lq  Cq,ε‖Z‖Lp‖ut‖Lq .
Therefore by (3.5), for μ-a.s. w ∈ W , t → uεt is absolutely continuous. Then for β ∈ C1b(R),
d
dt
β(uεt ) = β ′(uεt ) ddt uεt and Z · ∇(β(uεt )) = β ′(uεt )Z · ∇uεt . Thus
d
dt
β
(
uεt
)+Z · ∇(β(uεt ))= β ′(uεt )
(
d
dt
uεt +Z · ∇uεt
)
= β ′(uεt )(−cuεt +Bε(ut ,Z)− r˜ε(t)),
or
d
dt
β
(
uεt
)+Z · ∇(β(uεt ))+ β ′(uεt )cuεt = β ′(uεt )(Bε(ut ,Z)− r˜ε(t)). (3.8)
Letting ε → 0 in (3.8) gives
d
dt
β(ut )+Z · ∇β(ut )+ β ′(ut )cut = 0. (3.9)
For F ∈ Cylin(W), we have
d
dt
∫
W
Fβ(ut ) dμ =
∫
W
DZFβ(ut ) dμ−
∫
W
divμ(Z)Fβ(ut ) dμ−
∫
W
cFβ ′(ut )ut dμ.
(3.10)
Taking F = 1 in (3.10), we get
d
dt
∫
W
β(ut ) dμ = −
∫
W
divμ(Z)β(ut ) dμ−
∫
W
cβ ′(ut )ut dμ. (3.11)
After a smoothing procedure as in [10], we can take β(s) = (|s| ∧ M)q for M > 0 fixed. In this
case, β ′(s) = 0 for |s| >M , and |β ′(s)| = q|s|q−1 for |s| <M ; therefore |β ′(ut )| · |ut | qβ(ut ).
Following [7], for R > 0, we define
ΣR =
{
x ∈ W ; ∣∣divμ(Z)∣∣+ q|c|R}.
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∫
W
eλ(|divμ(Z)|+q|c|) dμ which is finite by condition (3.7) for
λ λ0 := min(λ1/2, λ2/2).
Denote by C2λ0,q =
∫
W
eλ0(|divμ(Z)|+q|c|) dμ. We have by Cauchy–Schwarz inequality,∫
ΣR
(∣∣divμ(Z)∣∣+ q|c|)β(ut ) dμ ‖β‖∞(∥∥∣∣divμ(Z)∣∣+ q|c|∥∥L2)e−λ0R/2Cλ0,q .
According to (3.11), we get for some constant Cλ0,M independent of R,
d
dt
∫
W
β(ut ) dμR
∫
W
β(ut ) dμ+Cλ0,Me−λ0R/2.
By Gronwall lemma, we have for t ∈ [0, T ],∫
W
β(ut ) dμ Cλ,Me−λ0R/2eRt ,
which tends to 0 as R → +∞, for
t  T0 < λ0/2.
It follows that for t ∈ [0, T0],
|ut | ∧M = 0 a.s.
Letting M → +∞, we see that ut = 0 for t ∈ [0, T0]. Now shifting the time, ut = 0 for all
t ∈ [0, T ]. 
Now we are turning our attention to prove the existence of solutions to (3.1) in L∞([0, T ],
Lq(W)). For the sake of simplicity, we consider the condition,∫
W
eλ(|divμ(Z)|+|Z|H ) dμ < +∞ for any λ > 1. (3.12)
We will first construct the solutions to
dut
dt
+Z · ∇ut = c. (3.13)
As what has been done in the above (see (3.8)), for β ∈ C1b(R),
d
dt
β
(
uεt
)+Z · ∇β(uεt )= β ′(uεt )(Pεc +Bε(ut ,Z)).
Letting ε → 0, we have
d
dt
β(ut )+Z · ∇β(ut ) = β ′(ut )c. (3.14)
In order to get the bound on ‖ut‖Lq , we proceed in two steps:
(1) Let u(n)t solve
du
(n)
t +Zn · ∇Vnu(n)t = c(n), (3.15)dt
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conditions on Z, we have Zn ∈ Dp1 (Vn,Vn).
(2) For η ∈ C∞b (Vn), B ∈ C∞b (Vn,Vn) and uˆ0 ∈ C∞b (Vn), the transport equation
duˆt
dt
+B · ∇uˆt = η (3.16)
admits the unique smooth solution uˆt given by
uˆt = uˆ0
(
X−1t
)+
t∫
0
η
(
X−1t−s
)
ds, (3.17)
where (Xt )t∈R is the flow of diffeomorphisms associated to B:
dXt
dt
= B(Xt), X|t=0 = x ∈ Vn.
It is known that (Xt )∗γn = Ktγn and for any q > 1, t ∈ [0, T ] (see [9,13]):
Kt = exp
( t∫
0
divγn(B)(X−s) ds
)
, ‖Kt‖qLq 
∫
Vn
exp
(
q2T
q − 1
∣∣divγn(B)∣∣
)
dγn. (3.18)
To fix ideas, we consider in the sequel r > 1 and
1
r
= 1
p
+ 1
q
, q¯ > q. (3.19)
We have ‖ ∫ t0 η(X−1t−s) ds‖Lq  ∫ t0 ‖η(X−1t−s)‖Lq ds and by (3.18),∫
Vn
∣∣η(X−1t−s)∣∣q dγn 
(∫
Vn
|η|q¯ dγn
)q/q¯
· ‖K−t+s‖q¯/(q¯−q).
It follows that
∥∥η(X−1t−s)∥∥Lq  ‖η‖Lq¯
[∫
Vn
exp
(
q¯2T
q(q¯ − q)
∣∣divγn(B)∣∣
)
dγn
](q¯−q)/qq¯
.
Combining this with (3.17), we get
‖uˆt‖Lq  CT
(‖uˆ0‖Lq¯ + ‖η‖Lq¯ )
[∫
Vn
exp
(
q¯2T
q(q¯ − q)
∣∣divγn(B)∣∣
)
dγn
](q¯−q)/qq¯
, (3.20)
where CT is a constant independent of n.
Next we will choose a sequence of Bm ∈ C∞b (Vn,Vn) which converges to Zn in Dp1 (Vn) and
ηm ∈ C∞b (Vn) to c(n) in Lp . By the following inequality∥∥divγn(B)∥∥Lp  Cp‖B‖Dp1 ,
we see that divγn(Bm) converges to divγn(Zn) in Lp(Vn) as m → +∞. However we need the
upper bound for the exponential integrability of divγn(Bm). To reach our aim, instead we will
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Then
divγn(PεB) = eεPε divγn(B). (3.21)
Note that PεB ∈ C∞(Vn,Vn), but not necessarily bounded with their derivatives. For N  1,
consider the cut-off function ϕN ∈ C∞c (Vn) such that 0 ϕN  1 and for |x| N , ϕN(x) = 1;
for |x| >N + 2, ϕN(x) = 0 and ‖∇ϕN‖∞  1. Then (PεB)ϕN ∈ C∞b (Vn,Vn). We have
divγn
(
(PεB)ϕN
)= ϕN divγn(PεB)− 〈∇ϕN,PεB〉
= eεϕNPε divγn(B)− 〈∇ϕN,PεB〉, (3.22)
and also∣∣divγn((PεB)ϕN )∣∣ eεPε∣∣divγn(B)∣∣+ Pε|B|. (3.23)
By Jensen inequality and the invariance of γn under Pε , we have∫
Vn
exp
(
2eεPε
∣∣divγn(B)∣∣)dγn 
∫
Vn
exp
(
2eε
∣∣divγn(B)∣∣)dγn.
Now using (3.23) and Cauchy–Schwarz inequality, we have the bound∫
Vn
eλ|divγn ((PεB)ϕN )| dγn 
(∫
Vn
exp
(
2eελ
∣∣divγn(B)∣∣)dγn
)1/2(∫
Vn
e2λ|B| dγn
)1/2
. (3.24)
Due to (3.24), we assume for a moment that B is in the exponential class. We will take a
sequence εm → 0 and Nm → +∞. It is obvious that as m → +∞, (PεmB)ϕNm → B in Lp and
by (3.22), divγn((PεmB)ϕNm) → divγn(B) in Lp . Set Bm = (PεmB)ϕNm . Applying (3.20) to Bm
and we denote by uˆmt the associated solution. We have
∥∥uˆmt ∥∥Lq  CT (∥∥uˆm0 ∥∥Lq¯ + ‖ηm‖Lq¯ )
[∫
Vn
exp
(
q¯2T
q(q¯ − q)
∣∣divγn(Bm)∣∣
)
dγn
](q¯−q)/qq¯
.
(3.25)
Combining with (3.24), we see that {uˆm; m 1} is bounded in Lq([0, T ] × Vn); therefore up to
a subsequence, uˆm converges to u(n) ∈ Lq([0, T ] × Vn) weakly as m → +∞:
T∫
0
∫
Vn
u
(n)
t ψ(t, x) dγn(x) dt = lim
m→+∞
T∫
0
∫
Vn
uˆmt ψ(t, x) dγn dt, ψ ∈ Lq
′([0, T ] × Vn),
where q ′ is the conjugate number of q: 1
q
+ 1
q ′ = 1. Since divγn(Bm) converges to divγn(B) in Lp ,
again up to a subsequence, divγn(Bm) converges to divγn(B) a.s. Using the bound in (3.24), as
m → +∞,∫
exp
(
q¯2T
q(q¯ − q)
∣∣divγn(Bm)∣∣
)
dγn →
∫
exp
(
q¯2T
q(q¯ − q)
∣∣divγn(B)∣∣
)
dγn.Vn Vn
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lim sup
m→+∞
∥∥uˆmt ∥∥Lq  CT (∥∥u(n)0 ∥∥Lq¯ + ∥∥c(n)∥∥Lq¯ )dn.
Now for ψ ∈ Cb([0, T ] × Vn),∣∣∣∣∣
T∫
0
∫
Vn
ψ(t, x)u
(n)
t (x) dγn(x) dt
∣∣∣∣∣ CT
( T∫
0
∥∥ψ(t, ·)∥∥
q ′ dt
)(∥∥u(n)0 ∥∥Lq¯ + ∥∥c(n)∥∥Lq¯ )dn.
It follows that for a.s. t ∈ [0, T ], u(n)t ∈ Lq(Vn) and ‖u(n)t ‖Lq  CT (‖u(n)0 ‖Lq¯ + ‖c(n)‖Lq¯ ) dn.
Replacing B by Zn, we have explicitly
∥∥u(n)t ∥∥Lq  CT (∥∥u(n)0 ∥∥Lq¯ + ∥∥c(n)∥∥Lq¯ )
[∫
Vn
exp
(
q¯2T
q(q¯ − q)
∣∣divγn(Zn)∣∣
)
dγn
](q¯−q)/qq¯
.
(3.26)
Using the relation (2.4) and Jensen inequality, we have∫
Vn
exp
(
q¯2T
q(q¯ − q)
∣∣divγn(Zn)∣∣
)
dγn 
∫
W
exp
(
q¯2T
q(q¯ − q)
∣∣divμ(Z)∣∣
)
dμ.
Define u˜(n)t = u(n)t ◦ πn. According to (3.26), {u˜(n); n  1} is bounded in Lq([0, T ] × W). Let
u ∈ Lq([0, T ] ×W) be a weak limit.
Theorem 3.4. Let Z ∈ Dp1 (W,H) be a vector field and∫
W
eλ(|Z|H+|divμ(Z)|) dμ < +∞ for each λ > 1. (3.27)
Let c ∈ Lq¯(W). Then the transport equation (3.13) has a solution u ∈ L∞([0, T ],Lq(W)) with
u0 ∈ Lq¯(W) given, and the following estimate holds
‖ut‖Lq  CT
(‖u0‖Lq¯ + ‖c‖Lq¯ )
[∫
W
exp
(
q¯2T
q(q¯ − q)
∣∣divμ(Z)∣∣
)
dμ
](q¯−q)/qq¯
. (3.28)
Proof. Fix n0 and consider f ∈ C∞b (Vn0). For n  n0, we have f ◦ πn = f ◦ πn0 and ∇Vnf ◦
πn = ∇Vn0 f ◦ πn0 . So
DZnf ◦ πn =
〈∇Vnf ◦ πn,Zn ◦ πn〉H = 〈∇Vn0 f ◦ πn0 ,Zn ◦ πn〉.
Since ∇Vn0 f ◦ πn0 is in the dual space W ∗, we know that DZnf ◦ πn converges to 〈∇Vn0 f ◦
πn0 ,Z〉 in all Lr(W). Let F = f ◦ πn. Then
T∫ ∫
α′(t)F u˜(n)t dμdt =
T∫ ∫
α′(t)f u(n)t dγn dt0 W 0 Vn
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T∫
0
∫
Vn
α(t)
(−DZnf + divγn(Zn)f )u(n)t dγn dt
−
T∫
0
∫
Vn
α(t)f c(n) dγn dt −
∫
Vn
α(0)u(n)0 f dγn
=
T∫
0
∫
W
α(t)
(−DZnf ◦ πn + divγn(Zn) ◦ πnF )u˜(n)t dμdt
−
T∫
0
∫
W
α(t)Fc(n) ◦ πn dμdt −
∫
W
α(0)u˜(n)0 F dμ.
Letting n → +∞, the above equality leads to
T∫
0
∫
W
α′(t)Fut dμdt =
T∫
0
∫
W
α(t)D∗ZFut dμdt −
T∫
0
∫
W
α(t)Fc dμdt −
∫
W
α(0)u0F dμ.
In other words, ut solves (3.13). 
Theorem 3.5. Assume that the hypotheses in Theorem 3.4 hold and furthermore∫
W
eλ(|u0|+|c|) dμ < +∞ for each λ > 1. (3.29)
Then the solution constructed in Theorem 3.4 is in the exponential class: for any λ > 0,
sup
t∈[0,T ]
(∫
W
eλ|ut | dμ
)
< +∞. (3.30)
Proof. Again going back to (3.17), we will estimate ∫
Vn
eλ|uˆt | dγn. First by Jensen’s inequality,
exp
(
λ
t∫
0
∣∣η(X−1t−s)∣∣ds
)

t∫
0
eλt |η(X
−1
t−s )| ds
t
.
Using the estimate (3.18),∫
Vn
eλt |η(X
−1
t−s )| dγn =
∫
Vn
eλt |η|K−t+s dγn 
(∫
Vn
e2λT |η| dγn
)1/2(∫
Vn
e4T |divγn (B)| dγn
)1/2
.
Combining the above two inequalities, we get
∫
exp
(
λ
t∫ ∣∣η(X−1t−s)∣∣ds
)
dγn 
(∫
e2λT |η| dγn
)1/2(∫
e4T |divγn (B)| dγn
)1/2
.Vn 0 Vn Vn
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Vn
eλ|uˆ0(X
−1
t )| dγn 
(∫
Vn
e2λ|uˆ0| dγn
)1/2(∫
Vn
e4T |divγn (B)| dγn
)1/2
.
Now eλ|uˆt |  eλ|uˆ0(X−1t )| · exp(λ ∫ t0 |η(X−1t−s)|ds), therefore∫
Vn
eλ|uˆt | dγn 
(∫
Vn
e4λ|uˆ0| dγn
)1/4(∫
Vn
e4λT |η| dγn
)1/4(∫
Vn
e4T |divγn (B)| dγn
)1/2
. (3.31)
At the final step of the construction of ut in Theorem 3.4, we have∫
W
eλ|u˜
(n)
t | dμ
(∫
W
e4λ|u0| dμ
)1/4(∫
W
e4λT |c| dμ
)1/4(∫
W
e4T |divμ(Z)| dμ
)1/2
. (3.32)
Since u˜(n)· converges weakly to u· in Lq([0, T ]×W), and using the fact that the weak closure
of a convex subset in Lq is identical to its strong closure, so u· is a limit in Lq of a sequence
of function Un satisfying (3.32); up to a subsequence, Un converges to u· a.s.; therefore (3.32)
holds for u:∫
W
eλ|ut | dμ
(∫
W
e4λ|u0| dμ
)1/4(∫
W
e4λT |c| dμ
)1/4(∫
W
e4T |divμ(Z)| dμ
)1/2
. (3.33)
We get the result. 
Now let ut be a solution to
dut
dt
+Z · ∇ut = c, u0 = 0,
where c is supposed to be in the exponential class; let wt be a solution to
dwt
dt
+Z · ∇wt = 0, w0 = u0 ∈ Lq¯(W).
For ε > 0, consider uεt = Pεut ,wεt = Pεwt . We define w˜εt = e−uεt wεt . Then
dw˜εt
dt
= −e−uεt wεt
duεt
dt
+ e−uεt dw
ε
t
dt
,
Z · ∇w˜εt = −e−u
ε
t wεt Z · ∇uεt + e−u
ε
t Z · ∇wεt .
Therefore
dw˜εt
dt
+Z · ∇˜wεt = −e−u
ε
t wεt
(
duεt
dt
+Z · ∇uεt
)
+ e−uεt
(
dwεt
dt
+Z · ∇wεt
)
= −e−uεt wεt
(
Pεc +Bε(ut ,Z)
)+ e−uεt Bε(wt ,Z). (3.34)
Since ut is exponentially integrable, we deduce from Theorem 2.7 that Bε(ut ,Z) ∈ Lp−(W). On
the other hand, by the proof of Theorem 3.4 and w0 ∈ Lq¯(W), we have wt ∈ Lq¯−(W). More-
over, it follows from Theorem 3.5 that for each λ > 0, e−uεt ∈ Lλ(W), therefore Theorem 2.7
and (3.19) implies, as ε → 0,
e−uεt wεt Bε(ut ,Z) → 0 in L1.
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dw˜t
dt
+Z · w˜t = −cw˜t ,
or w˜t = e−utwt solves the transport equation (3.1) with u0 as the initial function. We get the
main result of this section:
Theorem 3.6. Let Z be a vector field on W such that Z ∈ Dp1 (W,H) (1 <p  2). Assume that c,
divμ(Z) and |Z|H are in the exponential class. Then the transport equation (3.1) admits a unique
solution u ∈ L∞([0, T ],Lq(W)) with u0 ∈ Lq¯(W), q¯ > q .
Remark 3.7. If u0  0, then the unique solution to (3.1) ut  0; if 0 u0 M and 0 c M ,
then 0 ut  (T + 1)M .
4. Flows of quasi-invariant maps
In this section, we restrict ourselves to the classical Wiener space X = C0([0,1],Rd), and we
will construct the flow on X associated to a vector field via the transport equations. Our starting
point is the following result in finite dimension, a version given by Cipriano and Cruzeiro [7,
p. 186].
Theorem 4.1. Let B ∈ Dp1 (RN,γN) such that∫
RN
eλ0(|B|+|divγN (B)|) dγN < +∞ for some λ0 > 0.
Then there is a unique flow of maps (Ut )t∈R on RN such that for a.s. x ∈ RN ,
Ut(x) = x +
t∫
0
B
(
Us(x)
)
ds, t  0, (4.1)
and (Ut )∗γN = KtγN with
Kt(x) = exp
( t∫
0
divγN (B)
(
U−s(x)
)
ds
)
. (4.2)
In the case of flow of diffeomorphisms on RN associated to a smooth vector field B , by taking
the derivative on
Ut+s = Ut ◦Us,
with respect to s and at s = 0, we get
dUt (x)
dt
= U ′t (x)B(x).
For any linear map  : RN → R, ut := (Ut ) satisfies the transport equation
dut −B · ∇ut = 0, u0 = . (4.3)
dt
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Eq. (4.3) still holds, but in the sense of Section 3 (see [7]).
Now for n 1 and x ∈ X, we define πn(x) ∈ X by
πn(x)(t) = x
(
k2−n
)+ 2n(t − k2−n)(x((k + 1)2−n)− x(k2−n)),
t ∈ [k2−n, (k + 1)2−n]. (4.4)
We have ‖πn(x)‖∞ = sup1k2n{|x(k2−n)|} ‖x‖∞ and limn→∞ ‖πn(x) − x‖∞ = 0 for each
x ∈ X. We still denote by
Vn = πn(X). (4.5)
The space Vn is of dimension 2nd . Let {h0, hk,n; n  1, k < 2n odd} be the family of Haar
functions defined on the interval [0,1] by h˙0(t) = 1 and
h˙k,n(t) =
⎧⎨
⎩
(
√
2)n−1 for t ∈ [(k − 1)2−n, k2−n),
−(√2)n−1 for t ∈ [k2−n, (k + 1)2−n),
0 otherwise.
The family {h0εα,hk,nεα; n 1, k < 2n odd, α = 1, . . . , d} constitutes an orthonormal basis of
the Cameron–Martin space H = {h ∈ X; ∫ 10 |h˙s |2 ds < +∞}, where {ε1, . . . , εd} is the canonical
basis of Rd . The following result is known (for a proof, we refer to [1]):
Proposition 4.2. The space Vn is spanned by {h0εα,hk,mεα; 1  m  n, k < 2m odd, α =
1, . . . , d}. More precisely
πn(x) =
d∑
α=1
{
〈h0εα, x〉h0εα +
n∑
m=1
∑
k<2m odd
〈hk,mεα, x〉hk,mεα
}
. (4.6)
From now on, we assume the vector field Z : X → H satisfies Z ∈ Dp1 (X,H) with 1 <p  2
and ∫
X
eλ0(|Z|H+|divμ(Z)|) dμ < +∞ for some λ0 > 0. (4.7)
For each n  1, let Zn : Vn → Vn be defined as in Section 2, then Zn fulfils the conditions
in Theorem 4.1. Denote by Unt : Vn → Vn the flow associated to Zn. Then there exists a small
T0 > 0 such that the density Knt of (Unt )∗γn with respect to γn satisfies the estimate:∥∥Knt ∥∥qLq(γn) 
∫
Vn
exp
(
q2T0
q − 1
∣∣divγn(Zn)∣∣
)
dγn, t ∈ [0, T0]. (4.8)
Define U˜nt : X → X by
U˜nt (x) = Unt
(
πn(x)
)+ x − πn(x). (4.9)
Then K˜nt := Knt ◦ πn is the density of (U˜nt )∗μ with respect to μ and by (4.8) and (2.4), the
following uniform estimate holds
∥∥K˜nt ∥∥qLq(X) 
∫
exp
(
q2T0
q − 1
∣∣divμ(Z)∣∣
)
dμ, t ∈ [0, T0]. (4.10)X
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we set
unt (z) =
〈
hk,m,U
n
t (z)
〉
Vn
, u˜nt = unt ◦ πn.
By the above discussion, unt solves the transport equation∫
[0,T ]×Vn
[−α′(t)ϕunt − α(t)D∗Znϕunt ]dγn dt =
∫
Vn
α(0)〈hk,m, z〉ϕ dγn(z), (4.11)
for α ∈ C∞c ([0, T )) and ϕ ∈ C1b(Vn). For n big enough such that hk,m ∈ Vn, we have〈
hk,m, U˜
n
t (x)
〉= 〈hk,m,Unt (πn(x))〉.
Using the flow property for Unt and (4.8) for q = 2, we have for any q  1,∫
X
∣∣〈hk,m, U˜nt+T0(x)〉∣∣q dμ(x) =
∫
Vn
∣∣〈hk,m,Unt (x)〉∣∣qKnT0 dγn

(∫
X
∣∣〈hk,m, U˜nt (x)〉∣∣2q dμ
)1/2(∫
X
e4T0|divμ(Z)| dμ
)1/2
,
where we have taken T0 < λ0/4. Let A =
∫
X
eλ0|divμ(Z)| dμ. By induction, for any t ∈ [0, T ],
∫
X
∣∣〈hk,m, U˜nt (x)〉∣∣q dμ(x)
(∫
X
∣∣〈hk,m, x〉∣∣q2N dμ(x)
)2−N
·A2−N+···+2−1,
where NT0  T . So there is a constant Cλ0,T > 0 such that∫
X
∣∣〈hk,m, U˜nt (x)〉∣∣q dμ(x) Cλ0,T
∫
X
eλ0|divμ(Z)| dμ, t ∈ [0, T ]. (4.12)
Let q be the conjugate number of p: q = p/(p − 1). Taking successively q and 2q in (4.12),
we see that {u˜n; n 1} and {(u˜n)2; n 1} are bounded in Lq([0, T ]×X). Up to a subsequence,
u˜n → vk,m and
(
u˜n
)2 → wk,m weakly as n → +∞.
Morally {vk,m; m  1, k < 2m odd} will be the coefficients under the Haar basis of the flow
Ut : X → X, that we will construct; but the above convergence is too weak to be useful. In what
follows, we will use the results obtained in Section 3 to reinforce the above convergence. Fix n0.
For ϕ ∈ C1b(Vn0) and n  n0, (DZnϕ) ◦ πn = 〈∇Vn0 ϕ ◦ πn0,Zn ◦ πn〉. Rewriting (4.11) in the
form ∫
[0,T ]×X
[−α′(t)(ϕ ◦ πn)u˜nt − α(t)u˜nt (−〈∇Vn0 ϕ ◦ πn0,Zn ◦ πn〉
+ (ϕ ◦ πn)EVn
(
divμ(Z)
))]
dμdt =
∫
α(0)u˜0ϕ ◦ πn dμ. (4.13)X
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[0,T ]×X
[−α′(t)Fvk,m − α(t)(−DZF + F divμ(Z))vk,m]dμdt =
∫
X
α(0)u˜0F dμ,
where we set F = ϕ ◦ πn0 . In other words, vk,m solves the transport equation on X,
dvk,m
dt
−Z · ∇vk,m = 0, vk,m|t=0 = 〈hk,m, x〉. (4.14)
Now applying the results of Section 3 (see (3.9)), for β(s) = (|s| ∧ M)2, β(vk,m) satisfies
also (4.14) with the initial condition β(〈hk,m, x〉):∫
[0,T ]×X
[−α′(t)F (|vk,m| ∧M)2 − α(t)(−DZF + F divμ(Z))(|vk,m| ∧M)2]dμdt
=
∫
X
α(0)
(∣∣〈hk,m, x〉∣∣∧M)2F dμ.
Letting M → +∞, we see that v2k,m solves the transport equation (4.14) with the initial condition
〈hk,m, x〉2. Now replacing u˜nt by (u˜nt )2 in the above procedure of limit, we see that wk,m satisfies
the same transport equation as v2k,m with the same initial condition. By Theorem 3.3, we have
wk,m = v2k,m. Therefore u˜n → vk,m and (u˜n)2 → v2k,m weakly as n → +∞, from which we
deduce that
lim
n→+∞
∫
[0,T ]×X
∣∣〈hk,m, U˜nt 〉− vk,m∣∣2 dμdt = 0. (4.15)
By the method of extracting diagonal subsequence, we may assume that the relation (4.15)
holds for any m  1 and k < 2m odd. In this way, we obtain the coordinates {v0, vk,m; m  1,
k < 2m odd}.
Proposition 4.3. The random series
v0(t, x)h0 +
∑
m1
∑
k<2m odd
vk,m(t, x)hk,m (4.16)
converges in X a.s. for (t, x) ∈ [0, T ] ×X.
Proof. We follow the idea in Levy’s construction of the Brownian motion. Set
em(t, x) =
∥∥∥∥ ∑
k<2m odd
vk,m(t, x)hk,m
∥∥∥∥∞.
Since the supports of {hk,m; k < 2m odd} are disjoint, we have
em(t, x)
(
max
k<2m odd
∣∣vk,m(t, x)∣∣) · ‖hk,m‖∞ = 2−(m+1)/2( max
k<2m odd
∣∣vk,m(t, x)∣∣).
Fix θ > 1, we have{
(t, x); em(t, x) 2θ
√
2−m log 2m
}⊂ {2−(m+1)/2 max
k<2m odd
∣∣vk,m(t, x)∣∣ 2θ√2−m log 2m}
⊂
⋃
m
{|vk,m| 2θ√2m log 2}.
k<2 odd
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⊂ {∣∣vk,m − 〈hk,m, U˜nt 〉∣∣ θ√2m log 2}∪ {∣∣〈hk,m, U˜nt 〉∣∣ θ√2m log 2}.
Let λ be the normalized Lebesgue measure on [0, T ]. Then for n big enough and as what done
for (4.12),
(λ×μ)({∣∣〈hk,m, U˜nt 〉∣∣ θ√2m log 2}) Cλ0,T 2−θ2m/2N ,
where NT0  T and Cλ0,T is a constant independent of m,k,n. Let
an = (λ×μ)
({∣∣vk,m − 〈hk,m, U˜nt 〉∣∣ θ√2m log 2}).
By (4.15), an → 0 as n → +∞. We have
(λ×μ)({|vk,m| 2θ√2m log 2}) an +Cλ0,T 2−θ2m/2N .
Then letting n → +∞, we get (λ×μ)({|vk,m| 2θ√2m log 2}) Cq,T 2−
θ2
q
m
. Therefore
(λ×μ)({em(t, x) 2θ√2−m log 2m }) Cλ0,T 2m−12−θ2m/2N  Cλ0,T 2(1− θ22N )m.
Taking θ2 > 2N , the following series∑
m1
(λ×μ)({em(t, x) 2θ√2−m log 2m }) Cλ0,T ∑
m1
2(1−
θ2
2N
)m
< +∞.
By Borel–Cantelli lemma, for (λ×μ)-a.s. (t, x),
em(t, x) 2θ
√
2−m log 2m for m big enough,
so we have proved the convergence in X of the series (4.16). 
We will denote
Ut(x) = v0(t, x)h0 +
∑
m1
∑
k<2m odd
vk,m(t, x)hk,m. (4.17)
Next we will prove that Ut : X → X leaves the Wiener measure quasi-invariant and establish the
explicit expression for the density Kt of (Ut )∗μ with respect to μ. But first of all, we prove
Proposition 4.4. Let K˜nt be the density of (U˜nt )∗μ with respect to the Wiener measure μ. Then
for t ∈ [0, T ],∫
X
K˜nt
∣∣log K˜nt ∣∣dμ T · ∥∥divμ(Z)∥∥L2N
∫
X
eλ0|divμ(Z)| dμ, (4.18)
where N is such that NT0  T and T0 appeared in (4.8) such that 4T0  λ0.
Proof. Using the explicit expression for the density Knt of (Unt )∗γn with respect to γn, we have
logKnt
(
Unt (x)
)=
t∫
divγn(Zn)
(
Unt−s(x)
)
ds.0
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Vn
Knt
∣∣logKnt ∣∣dγn 
t∫
0
(∫
Vn
∣∣divγn(Zn)(Unt−s)∣∣dγn
)
ds. (4.19)
Note that by (4.8),∥∥KnT0∥∥2L2 
∫
X
eλ0|divμ(Z)| dμ.
Then by property of flow∫
Vn
∣∣divγn(Zn)(Unt+T0)∣∣dγn  ∥∥divγn(Zn)(Unt )∥∥L2 ·A1/2,
where A = ∫
X
eλ0|divμ(Z)| dμ. By induction, we get for any t ∈ [0, T ],∫
Vn
∣∣divγn(Zn)(Unt )∣∣dγn  ∥∥divγn(Zn)∥∥L2N ·A ∥∥divμ(Z)∥∥L2N ·A.
Now combining with (4.19), we get (4.18). 
Proposition 4.5. The law of x → πm(Ut (x)) admits a density kmt with respect to γm on Vm.
Moreover∫
Vm
kmt log kmt dγm  T ·
∥∥divμ(Z)∥∥L2N
∫
X
eλ0|divμ(Z)| dμ. (4.20)
Proof. Let nm. Then πm(U˜nt ) admits the density k
m,n
t with respect to γm, given by
k
m,n
t (z) =
∫
Ym
K˜nt (z, y) dμYm(y), (4.21)
where we use the decomposition of the Wiener space: X = Vm ⊕ Ym and μ = γm ×μYm . By the
Jensen inequality, we have∫
Vm
k
m,n
t logk
m,n
t dγm 
∫
X
K˜nt log K˜nt dμ, (4.22)
which is bounded, using (4.18), by
T · ∥∥divμ(Z)∥∥L2N
∫
X
eλ0|divμ(Z)| dμ.
It follows that the family {km,n· ; nm} is weakly compact in L1([0, T ] × Vm). Up to a sub-
sequence, km,n· converges weakly to km· ∈ L1([0, T ] × Vm) as n → +∞. Note that the subset C
of u ∈ L1([0, T ] × Vm) such that ut  0 and∫
ut logut dγm  T ·
∥∥divμ(Z)∥∥L2N
∫
eλ0|divμ(Z)| dμVm X
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function un ∈ C which converges to km in L1. Up to a subsequence, un converges to km almost
surely. Now the Fatou lemma yields (4.20).
By (4.15), there is a subsequence such that for a.s. (t, x) ∈ [0, T ] ×X, as n → +∞,
πm
(
U˜nt (x)
)→ v0(t, x)h0 + ∑
m
∑
k<2 odd
vk,(t, x)hk, = πm
(
Ut(x)
)
.
Let ϕ ∈ Cc(Vm) and α ∈ C([0, T ]), we have
T∫
0
∫
X
αϕ
(
πm(Ut )
)
dμdt = lim
n→+∞
T∫
0
∫
X
αϕ
(
πm
(
U˜nt
))
dμdt
= lim
n→+∞
T∫
0
∫
Vm
αϕk
m,n
t dγm dt.
Therefore
∫
[0,T ]
α dt
∫
X
ϕ
(
πm(Ut )
)
dμ = lim
n→+∞
∫
[0,T ]×Vm
αϕk
m,n
t dγm dt =
T∫
0
α dt
∫
Vm
ϕkmt dγm.
It follows that for a.s. (dependent of ϕ ∈ Cc(Vm)) t ∈ [0, T ], we have
∫
X
ϕ(πm(Ut )) dμ =∫
Vm
ϕkmt dγm. Using the separability of Cc(Vm), we see that for a.s. t ∈ [0, T ] and all ϕ ∈ Cc(Vm),
it holds∫
X
ϕ
(
πm(Ut )
)
dμ =
∫
Vm
ϕkmt dγm.
It follows that(
πm(Ut )
)
∗μ = kmt γm.
The proof is complete. 
Theorem 4.6. The density Kt of (Ut )∗μ with respect to μ exists and satisfies∫
X
Kt logKt dμ T ·
∥∥divμ(Z)∥∥L2N
∫
X
eλ0|divμ(Z)| dμ. (4.23)
Proof. Set K(m)t = kmt ◦ πm. Then the family {K(m)t ; m 1} is consistent in the sense that∫
X
f ◦ πmK(n)t dμ =
∫
X
f ◦ πmK(m)t dμ, nm, f ∈ Cb(Vm). (4.24)
By (4.20), for each t ∈ [0, T ], the family {K(n)t ; n 1} satisfies∫
K
(n)
t logK
(n)
t dμ T ·
∥∥divμ(Z)∥∥L2N
∫
eλ0|divμ(Z)| dμ. (4.25)
X X
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consistence, for f ∈ Cb(Vm), the sequence itself converges∫
X
(f ◦ πm)Kt dμ = lim
n→+∞
∫
X
(f ◦ πm)K(n)t dμ =
∫
X
f ◦ πm(Ut ) dμ. (4.26)
As m is arbitrary, we conclude that (Ut )∗μ = Ktμ and by (4.20), we get (4.23). Now again
by (4.25), it holds that
lim
n→+∞
∣∣∣∣
∫
X
gK
(n)
t dμ−
∫
X
gKt dμ
∣∣∣∣= 0 for all g ∈ L∞(X,μ),
therefore Kt is the weak limit of the sequence K(n)t ∈ L1(X). So t → Kt ∈ L1(X) is weakly
measurable, but Pettis theorem [17] says that t → Kt ∈ L1(X) is strongly measurable. 
Proposition 4.7. For any q > 1 and almost all t < (q−1)λ0
q2
,
‖Kt‖qLq 
∫
X
exp
(
λ0
∣∣divμ(Z)∣∣)dμ. (4.27)
Proof. Take T0 = (q−1)λ0q2 . Let km,nt be defined in (4.21). By (4.10), for t ∈ [0, T0],
(i)
∫
Vm
∣∣km,nt ∣∣q dγm 
∫
X
e
q2T0
q−1 |divμ(Z)| dμ.
Then km,nt converges weakly in Lq
′
([0, T0] × Vm) to kmt : for any α ∈ Cb([0, T0] × Vm),
lim
n→+∞
∫
[0,T0]×Vm
α(t, z)k
m,n
t (z) dγm(z) dt =
∫
[0,T0]×Vm
α(t, z)kmt (z) dγm(z) dt,
where q ′ = q/(q − 1). According to (i), we have
∣∣∣∣
∫
[0,T0]×Vm
α(t, z)kmt (z) dγm(z) dt
∣∣∣∣
( T0∫
0
∥∥α(t, ·)∥∥
Lq
′ dt
)(∫
X
e
q2T0
q−1 |divμ(Z)| dμ
)1/q
.
It follows that for almost all t ∈ [0, T0],∥∥kmt ∥∥qLq(Vm) 
∫
X
e
q2T0
q−1 |divμ(Z)| dμ. (4.28)
Let K(m)t = k(m)t ◦πm. We saw that for almost all t ∈ [0, T ], K(m)t converges weakly in L1(X)
to Kt . Combining with (4.28), we get
‖Kt‖qLq(X) 
∫
X
e
q2T0
q−1 |divμ(Z)| dμ, (4.29)
which is nothing but (4.27). 
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[0,T ]×X
∥∥Ut(x)∥∥∞ dμ(x)dt < +∞.
Proof. By Young inequality,
∫
X
‖Ut(x)‖∞ dμ(x) =
∫
X
‖x‖∞Kt(x) dμ(x) is dominated by∫
X
e‖x‖∞ dμ(x)+
∫
X
Kt(x) logKt(x) dμ(x),
which is finite, due to (4.23). 
Proposition 4.9. The sequence (U˜n· )n1 converges to U· in L1([0, T ] ×X;X).
Proof. Fix m 1 and consider nm. We have
∥∥U˜nt (x)− πm(U˜nt (x))∥∥∞ 
n∑
=m+1
∥∥∥∥ ∑
k<2 odd
〈
hk,, U˜
n
t (x)
〉
hk,
∥∥∥∥∞ +
∥∥x − πn(x)∥∥∞.
Let en (t, x) = ‖
∑
k<2 odd〈hk,, U˜nt (x)〉hk,‖∞, which is smaller than
2−(+1)/2 max
k<2 odd
∣∣〈hk,, U˜nt (x)〉∣∣.
Let ξ(y) = maxk<2 odd |〈hk,, y〉|. Proceeding as above, for a fixed N  T/T0, we have∫
X
ξ
(
U˜nt
)
dμ ‖ξ‖L2N ·
∫
X
eλ0|divμ(Z)| dμ. (4.30)
Using Lemma 4.10 below, for any k > 2N , there is a constant CN,k > 0 such that
‖ξ‖L2N  CN,k2/2k.
Hence for some constant Cλ0,k > 0,∫
X
en dμ Cλ0,k2−(1−
1
k
)/2.
Let ε > 0. Thus for m big enough and nm,∫
[0,T ]×X
∥∥U˜nt − πm(U˜nt )∥∥∞ dμdt  ε + T
∫
X
∥∥x − πn(x)∥∥∞ dμ(x).
On the other hand for such a fixed m, due to (4.15) and the definition of Ut ,
lim
n→+∞
∫
[0,T ]×X
∥∥πm(U˜nt )− πm(Ut )∥∥∞ dμdt = 0.
Now note that∥∥U˜nt −Ut∥∥∞  ∥∥U˜nt − πm(U˜nt )∥∥∞ + ∥∥πm(U˜nt )− πm(Ut )∥∥∞ + ∥∥πm(Ut )−Ut∥∥∞,
our result follows. 
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max1in |Yi |. Then for any p  2 and k > p, there exists Cp,k > 0 such that
E
(
η
p
n
)
 Cp,knp/k. (4.31)
Proof. We have
E
(
η
p
n
)=
∞∫
0
psp−1P(ηn > s)ds.
Let δ  1 be arbitrary and split the integral
∫∞
0 ps
p−1P(ηn > s)ds into two parts
∫ δ
0 +
∫∞
δ
. We
have
∞∫
δ
psp−1P(ηn > s)ds 
n∑
i=1
∞∫
δ
psp−1P
(|Yi | > s)ds  2pn
∞∫
δ
sp−1e−s2/2 ds.
Let k > p be given, then there exists ck > 0 such that e−s
2/2  cks−k for s  1. Then
+∞∫
δ
sp−1e−s2/2 ds  ck
+∞∫
δ
sp−k−1 ds = ck
k − pδ
p−k.
Then E(ηpn ) δp + 2pn ckk−p δp−k . Let f (δ) be the function defined by the preceding expres-
sion. We have
f ′(δ) = pδp−1(1 − 2cknδ−k).
f ′(δ) = 0 implies that δ = (2ck)1/kn1/k and
f (δ) = (2ck)p/k p + k − 1
k − 1 · n
p/k.
The estimate (4.31) follows. 
In what follows, we will take q = 2 and fix T0 = λ04 and consider the subsequence such that
U˜n converges to U almost everywhere.
Proposition 4.11. Uniformly with respect to [0, T0], as n → +∞,
t∫
0
Zn ◦ πn
(
U˜ns
)
ds →
t∫
0
Z(Us) ds in all Lq(X,μ).
Proof. We have Unt (z) = z +
∫ t
0 Zn(U
n
s (z)) ds. Then for μ-a.s. x ∈ X,
Unt
(
πn(x)
)= πn(x)+
t∫
Zn
(
Uns
(
πn(x)
))
ds,0
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∫ t
0 Zn ◦ πn(U˜ns (x)) ds. For each t ∈ [0, T0], we have∥∥∥∥∥
t∫
0
Zn ◦ πn
(
U˜ns
)
ds −
t∫
0
Z(Us) ds
∥∥∥∥∥
H

t∫
0
∥∥Zn ◦ πn(U˜ns )−Z(U˜ns )∥∥H ds +
t∫
0
∥∥Z(U˜ns )−Z(Us)∥∥H ds.
Let q > 1 and denote by E the integration with respect to μ on X. Then there is a constant
Cq,T0 > 0 such that
E
[
sup
tT0
∥∥∥∥∥
t∫
0
Zn ◦ πn
(
U˜ns
)
ds −
t∫
0
Z(Us) ds
∥∥∥∥∥
q
H
]
 Cq,T0
{ T0∫
0
E
[∥∥Zn ◦ πn(U˜ns )−Z(U˜ns )∥∥qH ]ds +
T0∫
0
E
[∥∥Z(U˜ns )−Z(Us)∥∥qH ]ds
}
= J 1n + J 2n , respectively.
We have E[‖Zn ◦ πn(U˜ns )−Z(U˜ns )‖qH ] = E[‖Zn ◦ πn −Z‖qH K˜ns ]. Using (4.10) for q = 2, there
exists a constant Cλ0,T0 > 0 such that
J 1n  Cλ0,T0‖Zn ◦ πn −Z‖L2q ,
which tends to 0, as n → +∞ due to (2.3). For estimating J 2n , we pick ζ ∈ Cb(X,H) such that
‖ζ −Z‖q
L2q
 ε. We have
lim
n→+∞E
T0∫
0
∥∥ζ (U˜ns )− ζ(Us)∥∥qH ds = 0.
By the choice of ζ and according to (4.29),
E
T0∫
0
∥∥ζ(Us)−Z(Us)∥∥qH ds =
T0∫
0
E
(‖ζ −Z‖qHKs)ds  Cλ0,T0ε
and by (4.10),
E
T0∫
0
∥∥ζ (U˜ns )−Z(U˜ns )∥∥qH ds  Cλ0,T0ε.
It follows that for some constant Cq,λ0,T0 > 0,
E
T0∫
0
∥∥Z(U˜ns )−Z(Us)∥∥qH ds  Cq,λ0,T0
(
2ε + E
T0∫
0
∥∥ζ (U˜ns )− ζ(Us)∥∥qH ds
)
.
Therefore limn→+∞ E
∫ T0 ‖Z(U˜n)−Z(Us)‖q ds = 0. We complete the proof. 0 s H
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U˜nt (x) = x +
t∫
0
Zn ◦ πn
(
U˜ns (x)
)
ds,
we see that U·(x) = x +
∫ ·
0 Z(Us(x)) ds holds in L
1([0, T0] ×X). Now we redefine
U˜t (x) = x +
t∫
0
Z
(
Us(x)
)
ds.
Then for t ∈ [0, T0],
U˜t (x) = x +
t∫
0
Z
(
U˜s(x)
)
ds. (4.32)
Now by considering −Z, U˜−t solves
U˜−t (x) = x −
t∫
0
Z
(
U˜−s(x)
)
ds.
Proposition 4.12. For each t ∈ [0, T0], the density Kt of (U˜t )∗μ with respect to μ admits the
explicit expression
Kt(x) = exp
( t∫
0
divμ(Z)(U˜−s) ds
)
(4.33)
and
‖Kt‖qLq(X) 
∫
X
e
q2T0
q−1 |divμ(Z)| dμ.
Proof. Similarly as for Z, we have, for any q > 1,
lim
n→+∞E
T0∫
0
∣∣divγn(Zn) ◦ πn(U˜n−s)− divμ(Z)(U−s)∣∣q ds = 0.
Up to a subsequence,
∫ t
0 divγn(Zn) ◦ πn(U˜n−s) ds converges to
∫ t
0 divμ(Z)(U−s) ds a.s. Now K˜
n
t
admits the expression
K˜nt = exp
( t∫
0
divγn(Zn) ◦ πn
(
U˜n−s
)
ds
)
,
which converges a.s. to
exp
( t∫
divμ(Z)(U−s) ds
)
.0
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X
F(Ut ) dμ = lim
n→+∞
∫
X
F
(
U˜nt
)
dμ = lim
n→+∞
∫
X
FK˜nt dμ =
∫
X
FKt dμ, (4.34)
the passage of the last limit is guaranteed by (4.18). 
Definition 4.13. For t ∈ [0, T0], we define
U˜t+T0(x) = U˜t
(
U˜T0(x)
)
.
Replacing x by U˜T0(x) in (4.32), we have
U˜t+T0(x) = U˜T0(x)+
t∫
0
Z
(
U˜s
(
U˜T0(x)
))
ds
= U˜T0(x)+
t∫
0
Z
(
U˜s+T0(x)
)
ds
= U˜T0(x)+
t+T0∫
T0
Z
(
U˜s(x)
)
ds
= x +
t+T0∫
0
Z
(
U˜s(x)
)
ds.
In such a way, we redefine {U˜t ; t ∈ [0,2T0]} which satisfies (4.32) for all t ∈ [0,2T0] and so
on.
Proposition 4.14. For any q > 1,
lim
m→+∞E
[
sup
0tT
∥∥U˜nt − U˜t∥∥q∞]= 0. (4.35)
Proof. We have first, for t ∈ [0, T0],
U˜nt
(
U˜nT0
)− U˜t (U˜T0) = U˜nt (U˜nT0)− U˜t(U˜nT0)+ U˜t(U˜nT0)− U˜t (U˜T0).
Then there exists a constant Cq > 0 such that
sup
tT0
∥∥U˜nt (U˜nT0)− U˜t (U˜T0)∥∥q∞
 Cq
{
sup
tT0
∥∥U˜nt (U˜nT0)− U˜t(U˜nT0)∥∥q∞ + sup
tT0
∥∥U˜t(U˜nT0)− U˜t (U˜T0)∥∥q∞
}
. (4.36)
We have
E
[
sup
tT0
∥∥U˜nt (U˜nT0)− U˜t(U˜nT0)∥∥q∞
]
= E
[
sup
tT0
∥∥U˜nt − U˜t∥∥q∞KnT0
]
 Cλ0,T0 ·
(
E
[
sup
∥∥U˜nt − U˜t∥∥2q∞])1/2 → 0
tT0
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U˜· : X → C
([0, T0],X)
satisfies E[suptT0 ‖U˜t‖2q∞] < +∞ due to (4.32). Note that the estimate (4.27) holds for T0.
Therefore we can proceed as for estimating J 2n in the proof of Proposition 4.11. Finally, we get
lim
n→+∞E
[
sup
tT0
∥∥U˜nt (U˜nT0)− U˜t (U˜T0)∥∥q∞
]
= 0.
Note that U˜nt+s = U˜nt ◦ U˜nt . Then
lim
n→+∞E
[
sup
tT0
∥∥U˜nt+T0 − U˜t+T0∥∥q∞
]
= 0.
Combining this with Proposition 4.11, we get
lim
n→+∞E
[
sup
t2T0
∥∥U˜nt − U˜t∥∥q∞]= 0.
Now considering U˜nt (U˜nT0)− U˜t (U˜T0) for t ∈ [0,2T0], we get the result
lim
n→+∞E
[
sup
t3T0
∥∥U˜nt − U˜t∥∥q∞]= 0.
In this way, we obtain finally (4.35). 
Theorem 4.15. Let Z ∈ Dp1 (X,H) with 1 <p  2. Assume that
E
(
eλ0(|Z|H+|divμ(Z)|)
)
< +∞ for some λ0 > 0.
Then there exists a unique flow of maps (U˜t )t∈[−T ,T ] such that (U˜t )∗γ = Ktγ with Kt given
in (4.33) and solves
U˜t (x) = x +
t∫
0
Z(U˜s) ds.
Proof. We prove only the uniqueness. Let (Yt )t∈[−T ,T ] be another flow of maps enjoying the
same properties as for (U˜t )t∈[−T ,T ]. Let  : X → R be a linear map and set ut = (Yt ). For any
α ∈ C1c ([0, T )) and ϕ ∈ C1b(X), consider
(i) η =
∫
[0,T ]×X
α(t + η)− α(t)
η
ϕ(x)ut (x) dμdt.
For η > 0 small enough,
∫ T
0 α(t + η)ϕ(x)ut (x) dt =
∫ T
η
α(t)ϕ(x)ut−η(x) dt . Then
(ii) η =
T∫ ∫
α(t)ϕ
ut−η − ut
η
dμdt − 1
η
η∫ (∫
α(t)ϕut dμ
)
dt.η X 0 X
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(iii)
∫
X
ϕ(x)
ut−η − ut
η
dμ =
∫
X
ϕ(Yη)K−η − ϕ
η
ut dμ.
Note that
lim
η→0
∫
X
ϕ(Yη)K−η − ϕ
η
ut dμ =
∫
X
(∇ϕ ·Z − ϕ divμ(Z))ut dμ.
Letting η → 0 in (i)–(iii), we get∫
[0,T ]×X
(−α′(t)ϕ(x)ut (x)− α(t)D∗Zϕ(x)ut (x))dμ(x)dt =
∫
X
α(0)ϕ(x)u0(x) dμ(x).
Therefore ut solves the transport equation (4.14) with initial data . Now by Theorem 3.3, we
get (Yt ) = (U˜t ) for t ∈ [0, T ] for each linear form. Hence Yt = U˜t for t ∈ [0, T ]. 
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