In this paper some classes of modified ratio type estimators with additive and multiplicative adjustments made to the simple mean per unit estimator and classical ratio estimator are suggested to obtain more efficient ratio type estimators compared to the classical one. Their biases and mean square errors are obtained and compared with first order approximations.
Introduction
In sample surveys it is usual practice to look for information on auxiliary variables which are either available from official records or can be collected inexpensively in the course of investigation. In the case of single auxiliary variable the ratio estimator and the regression estimator are two classical estimators making use of the auxiliary information to improve the efficiency of the finite population parameters such as population mean, total, variance, etc. Although simple to compute, the ratio estimator is always less efficient than the linear regression estimator in large samples.
But the theory of linear regression is not very much appropriate for the sample survey situations (Cochran,1953) and requires that the assumptions such as: should be approximately satisfied, but are rarely satisfied in finite population sampling.
This has motivated some research workers to look for different techniques to form ratio type estimators whose mean square errors approximate to that of the approximate mean square error of the linear regression estimate in large samples. Srivastava(1967) modified the ratio estimator with power transformation of the ratio of the population mean to the sample mean whose minimum mean square error to first approximation equals to that of the linear regression estimator. Srivastava(1971) proposed a class of estimators having minimum mean square error equal to that of the linear regression estimator,provided certain regularity conditions are satisfied. In this paper we make a variety of additive and multiplicative adjustments to the simple mean per unit estimator and classical ratio estimator so that their large sample mean square errors attain the minimum mean square bound of Srivastava's class of estimators, which is in fact the large sample mean square error of the linear regression estimator. The proposed classes of estimators are compared as regards their large sample biases. Let 1 2 , ,...., n u u u be a simple random sample s of size n units drawn without replacement from U .We observe paired values ( , ), 1, 2,..., To estimate the population mean Y of the study variable y ,the classical ratio estimator ˆR Y is defined by
where X is assumed to be known in advance.
It is well known (Cochran,1953 Further, up to terms of (1 / ) O n , the mean square error of ˆR Y is given by
Besides ratio method of estimation, linear regression method of estimation is another early method initiated by Watson (1937) 
As such, modified ratio type estimator is formed as
To first order approximations of the optimum mean square error of ˆW He also showed that the asymptotic mean square error of g t cannot be reduced further than 2 2 2 min.
, which is the approximate mean square error of the linear regression estimator, which is the lower bound to mean square error of class of estimators g t .PrabhuAjgaonkar(1993) has noted that an optimum estimator does not exist uniformly in the class g t .
Srivastava ( H y u is a function of y and u , satisfying certain regularity conditions specified by him. He showed that asymptotic minimum mean square error of w t cannot be reduced further than that given in (1.6). We may arbitrarily specify any four of the aforesaid parameters and minimize the approximate mean square error with respect to the remaining one and the resulting mean square error equals the approximate mean square error of the linear regression estimator which is the lower bound to the mean square error of the class of estimators defined by g t . To choose best estimator in this class the survey practitioner should select those set values for the unspecified parameters for which the first order bias is zero or approximately so.
In the following some adjustments are made to y and ˆR Y to construct some classes of modified ratio type estimators to provide more efficient estimators of the population mean Y , and the proposed classes of estimators, which are subclasses of Srivastava's (1971 Srivastava's ( ,1980 classes of estimators,are compared as regards their biases and mean square errors.
Proposed classes of estimators
Consider the following classes of estimators, where ( ) H u is as defined by Srivastava (1971) .
[ ] 
To first order of approximations 2 2 2 2 2 1 1 1 6) which is equal to that of the large sample mean square error of the linear regression estimator given by (1.6).
Also, the bias of 1 T with optimum µ is given by
Proceeding as before we find to (1 / ) O n 2 2 2 2 3 4 5 6 ( )
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The biases and mean square errors of different classes of estimators are summarized in Table 1 . 
(1 )
Some special cases of proposed classes of estimators
By defining ( ) H u differently we may generate different classes of estimators and some of them related to ratio and product estimators are given in Table 2 . 
We find (Table 2 ) the first order biases of 21 41 51 , ,
T T T and 62
T vanish, having the same approximate mean square error as that of the linear regression estimator. Since the optimum value of µ is a usually unknown parametric function K R β = , we estimate it by its consistent estimatorˆb K r = from the sample.
Thus, the estimators 21 41 51 , ,
T with estimated values of K are given by 21 ( )( / ) (1 ) T using binomial series expansion with assumptions 1 1 e < and 3 1 e < for all possible samples and keeping terms up to second degree we
e e e e e R R R R β β β β
where 2 03 Under bivariate normality of ( , y x ) or for symmetrical populations, 
Under bivariate normal populations or for symmetrical populations 2 2 41 
Under bivariate normality or for symmetrical populations
T is less biased than 41 T , if 1 / 2 R β < , and less biased than 62 T ,if 1 R β < .
Thus, 21 T is less biased than both 41 T and 62 T ,if 1 / 2 R β < .
41
T is less biased than 62 T if 
Numerical illustration
To estimate the total number of milch animals in 117 villages of zone 4 of Haryana state of India in 1977-78 a simple random sample of size 17 was selected. The number of milch animals in the survey ( y ) and the number of milch animals in the previous census ( ) x were observed for each village in the sample (Singh and Chaudhary, 1986) . The estimated values of approximate bias except the common multiplier are given in Table 3 . 
