Abstract. A spanner of an undirected unweighted graph is a subgraph that approximates the distance metric of the original graph with some specified accuracy. Specifically, we say
Introduction
An f -spanner of an undirected, unweighted graph G is a subgraph H such that
holds for every pair of vertices u, v, where δ H is the distance metric with respect to H . The premier open problem in this area is to understand the necessary trade-offs 7:2 S. PETTIE between the sparsity of H and the distortion function f . 1 The problem of finding a sparse spanner is one in the wider area of metric embeddings, where distortion is almost universally defined to be multiplicative, of the form f (d) = t · d for some t ≥ 1. Spanners, however, can possess substantially stronger properties. The recent work of Elkin and Peleg [2004] and Thorup and Zwick [2006] shows that the multiplicative distortion f (d)/d can tend toward 1 as d increases; in this situation the nature of the trade-off is between the sparsity of the spanner and the rate of convergence. It is unknown whether this type of trade-off is the best possible or whether there exist arbitrarily sparse additive spanners, where f (d) = d + O(1) and the trade-off is between sparsity and the constant hidden in the O(1) term.
1.1. APPLICATIONS. The original application of spanners was in the efficient simulation of synchronized protocols in unsynchronized networks [Awerbuch 1985; Peleg and Ullman 1989] . Thereafter spanners were used in the design of low-stretch routing schemes using small routing tables [Peleg and Upfal 1989; Awerbuch et al. 1990 ; Awerbuch and Peleg 1992; Cowen 2001; Cowen and Wagner 2004; Roditty et al. 2008 ; Thorup and Zwick 2001] , computing almost shortest paths in distributed networks [Elkin and Zhang 2006] , and in approximation algorithms for geometric spaces 2 [Narasimhan and Smid 2007] . A recent application of spanners is in the design of approximate distance oracles and labeling schemes Baswana and Sen 2007; Roditty et al. 2005; Baswana and Kavitha 2006] for arbitrary metrics. Tree spanners have found a number of uses in recent years, such as solving diagonally dominant linear systems [Spielman and Teng 2004] and various approximation algorithms [Fakcharoenphol et al. 2004] . (Tree spanners cannot have any nontrivial distortion in the worst case so weaker notions are used, such as average distortion and expected distortion over a distribution of spanning trees.) In all the applications cited before the quality of the solution is directly related to the quality of the underlying spanners. [Peleg and Schaffer 1989; Althöfer et al. 1993 ] that a spanner has multiplicative distortion t if and only if f (1) = t, that is, if the distance between adjacent vertices in G is at most t in the spanner H . Althöfer et al. [1993] proved that the sparsest multiplicative t-spanner has precisely m t+2 (n) edges, where m g (n) is the maximum number of edges in a graph with n vertices and girth at least g. 3 The upper bound follows from a trivial greedy algorithm (similar to Kruskal's minimum spanning tree algorithm) and the lower bound is also simple. In any graph with girth t + 2, removing any edge shifts the distance of its endpoints from 1 to at least t+1. Thus, the only multiplicative t-spanner is the graph itself. It is easy to show that m 2k+1 (n) and m 2k+2 (n) are O(n 1+1/k ) and it has been conjectured by Erdős and others (see Erdős [1963] and Thorup and Zwick [2005] ) that this bound is asymptotically 1 We are interested in absolute guarantees on the distortion that hold regardless of G. A relative guarantee would be of the form: for a given G and f , the size of H is within some factor of the smallest f -spanner of G. 2 The term spanner is often used to refer to any type of graph that approximates an underlying metric. However, in this article spanner always refers to a subgraph of an undirected graph. 3 Girth is the length of the shortest cycle.
SPARSENESS-DISTORTION TRADE-OFFS. It was observed early on
tight. However, it has only been proved for k = 1, 2, 3, and 5; see Wenger [1991] and Thorup and Zwick [2005] for a longer discussion on the girth conjecture. The trade-off between sparseness and f (1) is fully understood inasmuch as it amounts to proving the girth conjecture. The only other situation that is understood to a similar degree is the threshold D beyond which f is isometric, that is, where f (d) = d, for all d ≥ D. Bollobas et al. [2006] showed that these so-called distance preservers have (n 2 /D) edges. The only known lower bound for an intermediate distance was given recently by Woodruff [2006] , who showed that f (d) < d + 2k holds only if the spanner has (k −1 n 1+1/k ) edges. It is perfectly consistent with the girth conjecture and Woodruff's [2006] lower bound that there are spanners with size O(n 1+1/k ) and constant additive distortion f (d) = d + 2k − 2, though little progress has been made in proving or disproving their existence. Aingworth et al. [1999] (see also Dor et al. [2000] , Elkin and Peleg [2004] , and Thorup and Zwick [2006] ) showed that there are additive 2-spanners with size O(n 3/2 ), which is optimal, and Baswana et al. [2009] gave an additive 6-spanner with size O(n 4/3 ). Below the O(n 4/3 ) threshold the best known trade-off is quite weak; it is shown in Baswana et al. [2009] 
, for any ε ∈ (0, 1/3). One nice property of additive spanners is that f (d)/d quickly tends toward 1 as d increases. Elkin and Peleg [2004] and Thorup and Zwick [2006] have shown that this property can be achieved without directly addressing the problem of guaranteeing a constant additive distortion. Elkin and Peleg [2004] define an (α, β)-spanner to be one with distortion f (d) = αd + β. They show the existence of (1 + ε, β)-spanners with size O(βn 1+1/k ), where β is roughly (ε −1 log k) log k . Thorup and Zwick [2006] gave a remarkably simple spanner construction with similar but incomparable properties. They showed that there is an O(kn
Notice that the β of the Thorup-Zwick spanner is exponentially larger than that of Elkin and Peleg [2004] .
1.3. OUR RESULTS. In this article we present a simple, modular framework for constructing low-distortion spanners that generalizes much of the recent work on additive and (α, β)-spanners. In our framework a spanner is expressed as a list of connection schemes, which are essentially interchangeable components that can be combined in various ways. This framework simplifies the construction of spanners and greatly simplifies their analysis. Once the list of connection schemes is fixed the size and distortion of the spanner follow from some straightforward linear recurrences. In our framework it is possible to succinctly express the additive 2-spanners of Aingworth et al. [1999] , Elkin and Peleg [2004] , and Thorup and Zwick [2006] and the additive 2-and 6-spanners of Baswana et al. [2009] , as well as the additive 4-spanner suggested in Coppersmith and Elkin [2006] . By properly combining connection schemes we can simultaneously improve the sparseness and distortion of both the Elkin-Peleg and Thorup-Zwick spanners.
One nice feature of our framework is that it is possible to obtain linear-size spanners with relatively good distortion. Previous to this work the only linear-size spanners [Althöfer et al. 1993 ; ?] had O(log n) multiplicative distortion. (The Elkin-Peleg spanners always have (n(ε −1 log log n) log log n ) edges. The size of the Thorup-Zwick spanners is (n log n), though at this sparsity the guaranteed distortion is quite weak.) We can construct an O(n)-size (5 + ε, β)-spanner, where 7:4 S. PETTIE ε > 0 is constant and β = polylog(n), as well as an additiveÕ(n 9/16 )-spanner. Under relatively mild assumptions we can actually push the density and multiplicative distortion arbitrarily close to 1. For graphs with quadratic expansion there are (1 + ε, β)-spanners with (1 + ε)n edges, for any ε > 0. By quadratic expansion we mean that the number of vertices within distance D of any vertex is at least D 2 .
1.4. ORGANIZATION. Section 2 introduces some notation and explains how spanners are constructed from layers of connection schemes. Section 3 presents a general framework for analyzing the distortion of spanners based on their underlying connection schemes and in Section 4 we present the algorithms behind the connection schemes. In Section 5 we discuss some open problems.
Notation and Overview
Throughout the article G = (V, E) denotes the input graph. We denote by δ H (u, v) and P H (u, v) the distance from u to v in H and the associated shortest path, respectively. In general there are many shortest paths between two vertices. We insist that if x, y ∈ P H (u, v) then P H (x, y) ⊆ P H (u, v) . Whenever H is omitted it is assumed to be G. Our spanner constructions all refer to vertex sets V 0 , V 1 , . . . , V o , where V 0 = V and V j is derived by sampling V j−1 with probability q j /q j−1 , where
Thus, the expected size of V j is nq j . Let p j (v) be the closest vertex in V j to v, breaking ties arbitrarily, and let rad
where ε is taken to be 1 if omitted, and
, where x is "−" or some ε. (Note that B j is defined with respect to the distance to the closest V j+1 vertex.)
In Section 4 we describe five connection schemes called A, B, C, D, and x. In our framework a spanner can be expressed by choosing an order o and a list of the connection schemes employed at each level. For instance, in our compact notation the spanner ABB employs scheme A at level zero and scheme B at levels 1 and 2, where in this case o = 2. When a connection scheme is employed at level j it returns a subgraph that connects each v ∈ V j to some subset of the vertices in B j (v); the particulars depend on the scheme used. The overall properties of the spanner are determined by the sequence of connection schemes and, in general, a larger order o leads to a sparser spanner with higher distortion. Figure 1 lists the specifications for the different schemes and Figure 2 lists some of the interesting spanners that can be generated from {A, B, C, D, x} * . The connection schemes A, B, C, D, and x all produce subgraphs that connect certain pairs of vertices by shortest or almost shortest paths. The three features of a connection scheme we care about are the pairs of vertices to be connected, the guaranteed distortion, and the expected size of the subgraph as a function of the sampling probabilities. The properties of each of the connection schemes are given in v, u) , and furthermore, the expected size of H j is on the order of nq j /q j+1 . (The notation V j ×B j (·) is short for the set of pairs δ(v, u) .
4 Scheme x simply connects every v ∈ V j to the nearest vertex p j+1 (v) ∈ V j+1 . In every case, applying a scheme to level j creates a subgraph that depends solely on V j and V j+1 (since B j (v) is defined with respect to V j+1 ) and the expected size of this subgraph depends solely on n, q j , and q j+1 .
In Section 3 we show how connection schemes can be composed in various ways to yield spanners with different sparseness-distortion trade-offs. The construction and analysis of these spanners is inspired by the distance emulators of Thorup and Zwick [2006] . In Section 4 we present the construction algorithms for schemes A, B, C, D, and x. Schemes A, D, and x are trivial but surprisingly powerful. Scheme B uses the generic path buying algorithm of Baswana et al. [2009] and scheme C is based on the pairwise distance preservers of Coppersmith and Elkin [2006] .
Modular Spanner Construction
Before describing our construction in its full generality let us walk through a relatively small example that illustrates all the major concepts. The spanner construction corresponding to the encoding ABB begins by sampling vertex sets
where H 0 is the subgraph returned by connection scheme A applied to the zeroth level, and H 1 and H 2 are the subgraphs returned by B applied to levels 1 and 2. By the properties of schemes A and B (refer to Figure 1 
Thus, regardless of how we analyze the distortion of ABB, it is wisest to choose q 1 = n −1/5 and
To analyze the distortion of ABB, let v and v be vertices at distance d = δ (u, v) , which, we assume for convenience is square: d = 2 for some integer . Let v ∈ P(v, v ) be the vertex for which δ(v, v ) = , so v = v 0 and v = v . To travel from v to v in H we will first categorize all segments (v , . . . , v +1 ) as being successful or failed. A successful segment is one for which
For unsuccessful/failed segments we have the alternative guarantee that
. Some prefix and suffix of the segment will be present in H 0 . Let z = v ,s and z = v , −s be the first and last vertices, respectively, for which the edges (z, v ,s+1 ) and (v , −s −1 , z ) do not appear in H 0 . By definition of the connection scheme A, H 0 contains a shortest path from z to every 4 The constants "1/2" and "1/3" appearing in schemes B and C are chosen to satisfy the following properties.
u ∈ B 0 (z) and a shortest path from z to p 1 (z). Since (z, v ,s+1 ) ∈ H 0 , this implies that δ H 0 (z, p 1 (z)) = 1. The same reasoning shows δ H 0 (z , p 1 (z )) = 1. We may repeat the same argument, using the relationship between p 1 (z) and p 1 (z ) within H 1 in the same way we reasoned about consecutive vertices in P(v, v ) with respect to H 0 . By definition of the scheme B, if
If this is the case we will call the segment successful. If the segment failed then rad 2 ( p 1 (z)) and rad 2 ( p 1 (z )) must both be at most 2 · δ( p 1 (z), p 1 (z )), and, as a consequence,
Given these bounds on successful and unsuccessful segments we can bound δ H (v, v ) as follows. If there are no failed segments then
In general, let us redefine z and z as, respectively, the first vertex of the first failed segment and the last vertex of the last failed segment. In a similar fashion we redefine s and s to be the number of segments between v and z and v and z , respectively. Then, from the bounds established previously,
and both δ H (z, p 2 (z)) and δ H (z , p 2 (z )) are at most 2 + 5. By the properties of scheme B applied to the second level,
This concludes the distortion analysis of ABB.
Remark 3.1. The preceding analysis would go through in much the same way had we encoded the spanner by ABC. The analysis of the distortion would be identical, except that H 2 would preserve the distance between p 2 (z) and p 2 (z ) without an additive error of 2. However, the expected size of the spanner would now be on the order of n/q 1 +n √ q 1 /q 2 +n 5/2 q 2 2 , which is minimized at q 1 = n −3/14 and q 2 = n −9/14 . Thus, the size of the ABC spanner would be O(n 17/14 ), which is slightly worse than ABB's size of O(n 6/5 ). We can generalize the previous distortion analysis to any spanner defined by a finite string τ ∈ {A, B, C, D(·)} o+1 . Let v, v be two vertices at distance o , for some integer . To travel from v to v in the spanner H = H 0 ∪· · ·∪ H o we divide up P(v, v ) into segments of length o−1 and categorize each segment as a success or
The term "short" here reflects a function that depends on , the encoding τ , and the length of the segment. Specifically, given some fixed τ , S j and
Using a generalized form of our analysis of ABB spanners, we show how S j and F j can be expressed in terms of S j−1 and F j−1 . In Lemma 3.3 we derive recursive expressions for S j and F j for spanners based on schemes A, B, C, and D. Lemmas 3.5 and 3.6 solve these recurrences for certain classes of spanners and Thereoms 3.7 through 3.11 illustrate the sparseness-distortion trade-offs that can be achieved with different combinations of connection schemes. 
It is assumed that if τ includes the connection scheme D(·) then these bounds only hold if is below some threshold.
Note that any two vertices at distance at most o must be connected in H by a path of length at most S o , that is, every such path must be a success. Such a path cannot fail because V o+1 does not exist, and, therefore δ H (v, p o+1 (v)) is undefined. This simply reflects the fact that in our connection schemes, all vertices in V o are connected by (nearly) shortest paths in H .
Lemma 3.3 shows that S and F are bounded by some straightforward recurrences. It only considers spanners that employ scheme A at the zeroth level, which is generally the wisest choice.
LEMMA 3.3 (RECURSIVE EXPRESSIONS). Consider a spanner defined by
holds for all and: P(v, v ) is divided into segments with length j−1 , and P(v, v ) either consists solely of successful segments or contains a prefix of s successful segments, ending at z, and a suffix of s successful segments beginning at z . Figure 3 illustrates the case when z and z exist.
If the spanner does not contain a short path from p j (z) to p j (z ) (failure) then we can conclude that
It follows that (for r sufficiently large):
We obtain the claimed bounds on F j by setting t = 1, 2, and 3 when τ ( j) is, respectively, either A or D, B, and C. This covers the case when the path v . . . v is a failure. One way for it to be a success is if each of the segments is a success, that is, if z and z do not exist. In general there will be some unsuccessful segments and we can only declare the path successful if there is a short path from p j (z) to p j (z ). We demand a shortest path if τ ( j) ∈ {A, C, D} and tolerate an additive error of 2 if τ ( j) = B. We can now bound S j as follows:
Remark 3.4. The bounds in Lemma 3.3 can be improved a bit if τ ( j) = A. We ignored these improvements because they have no effect on our constructions. When τ ( j) = A one can easily show that F j ≤ 2F j−1 + j and S j ≤ ( − 1)S j−1 + 2F j−1 + j−1 . Lemma 3.5 solves these recurrences for spanners that use only schemes A, B, and C. These schemes are generally sufficient to obtain our best sparseness-distortion trade-offs, so long as the resulting spanner has (n log log n) edges. To obtain sparser spanners we require the use of schemes D(·) and x. 
PROOF. Taking the worst cases from Lemma 3.3 we have
One can easily verify by induction that F j ≤ c j . We now show that S j is at most j + 4cj j−1 − 1, and for j ≥ , that it is at most (4c + 1) j − 1; these inequalities clearly hold for j = 1. First consider the case j ≤ and assume the claim holds for j − 1.
Notice that for j = this bound is precisely (4c + 1) j − 1, which serves as our base case for the bounds on S j for j > .
Lemma 3.5 states that in any spanner generated by some string in A·{A, B, C, } o , the distortion is given by the function f
As we will see later, o can be as large as log 4/3 log n which means that these spanners have weak guarantees for d < 8 log 4/3 log n < (log n) 7.23 . However, by using just the A and D connection schemes we can approximate polylogarithmic distances much better. Theorem 3.8 shows that in these spanners the multiplicative distortion quickly improves as a function of distance: it goes from logarithmic to log-logarithmic, to constant, and ultimately tending towards 1. 
LEMMA 3.6 (AD SPANNERS). Consider a spanner defined by the encoding
= ( j + 1)3 j satisfies these recurrences. We assume the stated bound on S 
We now turn to the general case of ≥ 4. Assume inductively that
) Using the recurrence from Lemma 3.3 and the inductive assumption we have
j } using the same proof from Lemma 3.5 simply by substituting c for c.
Theorem 3.7 illustrates some nice sparseness-distortion trade-offs for spanners composed of schemes A, B, and C. It only considers those generated by sequences ABBC o−2 , which turns out to optimize sparseness without significantly affecting the distortion. (In other words, ABCCC would be denser than ABBCC and could only improve lower-order terms in the distortion.) THEOREM 3.7. The spanner generated by ABB has O(n 6/5 ) edges and distortion function f PROOF. Let H be the spanner defined by ABB. H has on the order of n/q 1 + n √ q 1 /q 2 + n √ nq 2 edges, which is O(n 6/5 ) for q 1 = n −1/5 and q 2 = n −3/5 . By Lemma 3. 5, if δ(v, v 
(Recall that such a path cannot fail because every pair of vertices in V 2 is connected by a nearly shortest path.) In the general case let H be generated by
. We now choose the sampling probabilities so as to optimize the size of H . They will be selected so that each of the levels zero through o contributes about the same number of edges, say n 1+ν . Since the first three levels contribute n/q 1 +n √ q 1 /q 2 +n √ q 2 /q 3 edges (scheme A at level 0, B at 1 and 2), it follows that q 1 = n −ν , q 2 = n −3ν , and q 3 = n −5ν . Starting from the other end, level o (scheme C) contributes n + n 2.5 q
For 3 ≤ j < o, level j contributes on the order of n + nq The only sampling probability under two constraints is q 3 , which means that ν should be selected to satisfy
This equality holds for ν = ( Let us briefly compare the size bounds obtained before to the spanners of Thorup and Zwick [2006] .
) the spanners of Theorem 3.7 have sizes on the order of n 6/5 , n 25/22 , and n 103/94 in contrast to n 4/3 , n 5/4 , and n 6/5 obtained in Thorup and Zwick [2006] . The separation in density becomes sharper as o increases. For o = log 4/3 log n − C (any constant C), the size and distortion of our spanners is O(n log log n) and
, in contrast to Thorup and Zwick [2006] , where the size and distortion are
. In this case Theorem 3.7 gives a doubly exponential improvement in density. In some ways Theorem 3.7 is our strongest result. However, when the order o is large (close to log 4/3 log n) and the distance being approximated is very short, the spanners of Theorem 3.7 cannot guarantee good distortion. Theorem 3.8 addresses some of these shortcomings. 
PROOF. We first show how the sampling probabilities can be selected so that o = log log r n and |H | = O(r 2 n). The subgraph returned by the lowest-level connection scheme A has size roughly n/q 1 . We want to choose the sampling probabilities so that D(r j+1 ) contributes half as many as D(r j ) and D(r ) half as many as A. The number contributed by D(r j ) is nr j q 2 j /q j+1 which should be on the order of n/(q 1 2 j ). We let q 1 = 1/r 2 and let q j = 2 h( j) /r g ( j) . Thus, the size contributed by D(r j ) is nr j 2 2h( j)−h( j+1) r g( j+1)−2g( j) and should be roughly nr 2 /2 j . It follows that h( j + 1) = 2h( j) + j and g( j + 1) = 2g( j) − j + 2, where f (1) = 0 and g(1) = 2. One can verify that these constraints are satisfied for h( j) = 2 j − ( j + 1) and g( j) = 2 j + ( j − 1). We can stop at the earliest level o such that (nq o ) 2 r o = O(n). For o = log log r n we have
= n 2 2 r 2 log n/ log r < n. 
Low Distortion Spanners

7:13
When two vertices are at distance d = 2 o < log n, Lemma 3.6 shows that in the spanner they are at distance at most 6 · 3 o < 6(log n) log 3 : thus, a multiplicative distortion of 6(log n) log(3/2) . For d = 3 o < (log n) log 3 , Lemma 3.6 says the distance in the spanner is at most 4(o + 1)3 o < d · 4 log log n. The other cases are treated in the same fashion, by appealing to the bounds on S o proved in Lemma 3.6, for = 4, 5, . . . . Theorem 3.8 says that there is a linear-size spanner whose multiplicative distortion can be driven arbitrarily close to 5 at the cost of an additive polylog(n) term. The exponent in our polylog(n) term is likely to be improvable though this additive term can not be eliminated entirely. If we want Theorem 3.8 to produce a (1 + ε, β)-spanner then r must be at least ε −1 log log n and the size at least n(ε −1 log log n) 2 . The dependence on ε here is already a significant improvement over the comparable spanners of Elkin and Peleg [2004] , which always have size (n(ε −1 log log n) log log n ). However, Theorem 3.9 shows that our space bound can be improved doubly-exponentially. THEOREM 3.9. For a constant c let r = c ε −1 log log n+2, γ = 2 log 4/3 log r and o = log log r n. The spanner encoded by
PROOF. We first analyze the distortion of the spanner. Let u and v be two vertices at distance d = (r − 2) o in the original graph. Using the same analysis from Lemma 3.3 and Theorem 3.7 it follows that the distance in the spanner H is
From Theorem 3.7, c = 3(r − 2)/(r − 9)
If two vertices are at a distance d > d we can simply chop up the shortest path into segments of length at most d and consider each separately. It follows that the distance in the spanner is (1 + ε)d + β.
We choose the sampling probabilities so that A contributes O(γ n) edges (asymptotically the size of the spanner), γ . For j > γ we write q j as Q h( j) (2r ) g( j) and select h, g such that D(r j ) contributes around n/2 j edges. That is, nr j q
It follows that h, g obey the equalities h( j + 1) = 2h( j), g( j + 1) = 2g( j) + j, with h(γ + 1) = 1, and g(γ + 1) = 0. One can verify that h( j) = 2 j−(γ +1) and g( j) = (γ + 2)2 j−(γ +1) − ( j + 1) satisfy these constraints. What remains is to show that the number of edges contributed by
− log r (log γ −1) log r n2
−γ −1 {o = log log r n } < 1/n Previous to our work the only linear-sized spanners for general graphs had O(log n) multiplicative distortion [Althöfer et al. 1993; ?] . Theorem 3.8 shows that a multiplicative distortion tending toward 5 can be achieved within this size bound. In the following theorem we show that there are linear-size spanners whose additive distortion isÕ(n 9/16 ). PROOF. Consider the spanner described by the sequence xCC. Notice that the size of the subgraph returned by x is n regardless of the sampling probability q 1 . In other words, the size and distortion of the spanner is not uniquely determined by the short encoding xCC. The spanner H includes the shortest paths between all pairs in V 2 × V 2 , a shortest path from each v ∈ V 1 to each u ∈B 1/3 1 (v) ∩ V 1 , and for every u, the path P(u, p 1 (u)). By Theorem 4.4 the expected size of this spanner is on the order of n + nq
, which is balanced when q 1 = n 3/4 · q 7/4 2 . We require that for any two vertices u and v at distance D = 2q −1 1 log n, some vertex of V 1 lies on P (u, v) . (This property holds with high probability and can easily be checked in polynomial time.) The desired additive distortion will be on the order of D so we can restrict our attention to shortest paths between vertices u, v ∈ V 1 . Let u ∈ P (u, v) be the closest vertex to u in V 1 . We have that δ(u, u ) ≤ D and if u ∈ B 1/3 1 (u) then δ H (u, u ) = δ (u, u ) . If this is the case we take the shortest path from u to u and then consider the shortest path from u to v. Suppose that u ∈ B 1/3 1 (u) and,
we would set q 2 = n −3/4+ε/2 and q 1 = n −9/16+7ε/8 . The additive distortion would be O(n 9/16−7ε/8 log n). Setting ε = 0 gives the theorem.
All of the spanners presented so far have an inherent trade-off between sparseness and distortion. Theorem 3.11 shows that for a large class of graphs both the multiplicative distortion and density of the spanner can be driven arbitrarily close to 1. Theorem 3.11 applies to graphs with quadratic expansion, meaning the number of vertices within distance D of any vertex is at least D 2 .
THEOREM 3.11. Every graph with quadratic expansion contains a (1 + ε, β)-spanner with (1 + ε)n edges, for any ε > 0 and β = O(ε −1 log log n) log log n .
PROOF. Let = 4ε −1 log log n. The spanner is generated by the sequence
log log n ), where o = log log n −4 is the order.
Unlike all previous spanners we select the set V 1 deterministically such that
. . , V log log n−4 are selected by random sampling. To obtain V 1 we select a maximal set of vertices such that the distance between any two is at least 4 . Since the ( 4 /2)-neighborhood of each is disjoint and contains at least ( 4 /2) 2 vertices, it follows that |V 1 | ≤ 4n/ 8 . By the maximality of this set it also follows that δ(v, p 1 (v)) < 4 for all v. We choose the sampling probabilities such that each level contributes roughly n/( +2) edges. Thus, in total the size of the spanner is n + on/( + 2) < n(1 + ε). We let q j be of the form ( + 2) −g( j) (and assume for simplicity that q 1 is also in this form despite the fact that V 1 was generated deterministically.) The number of edges contributed by the jth level is nq 5) and g(1) = 8. One can easily verify that g( j) = 2 j−1 + j + 6. Thus, the number of edges contributed at the highest level is
We'll analyze the distortion using the standard framework, except that all distances will be rescaled to be in units of U = 4 . Thus F j and S j are with respect to vertices at distance U j rather than j . Since our choice of
(We could set S 0 to be anything here since all paths of length U are guaranteed to fail.) Using the exact same analysis from Lemma 3.6 (but in units of U ) it follows that F j ≤ c U j and S j ≤ U j + 4c jU j−1 , where c = /( − 3). If the distance between two vertices is at most d = U o , their distance in the spanner is at most
Again, long shortest paths should be analyzed by chopping them up into pieces of length at most U o , which are then analyzed separately. It follows that this is a (1 + ε, β)-spanner with β = O(ε −1 log log n) log log n
The Connection Schemes
In this section we make use of the assumption that shortest paths are closed under taking subpaths, that is, if x, y ∈ P(u, v) then P(x, y) ⊆ P (u, v) .
THE TRIVIAL SCHEMES A, D, AND x.
Connection schemes A and D are trivial but surprisingly powerful. The subgraph returned by A at level j is, by definition, v∈V j ,u∈B j (v)} P (v, u) , that is, a breadth-first search tree from every v ∈ V j containing p j+1 (v) and all vertices u closer to v than p j+1 (v) . The expected size of this subgraph is at most v∈V Pr[v ∈ V j ] · E[|B j (v)| − 1] ≤ nq j /q j+1 . Scheme A was introduced by Thorup and Zwick [2006] .
Scheme D(r ) returns the subgraph v,u∈V j : u∈B j (v)∩Ball(v,r ) P (u, v) . Notice that D only connects the pair v, p j+1 (v) if they are at distance at most r . To bound the size of the subgraph returned by D we pessimistically assume that each path contributes exactly r edges. The expected size is then r
Scheme x returns the subgraph v∈V j P (v, p j+1 (v) ), which is a collection of disjoint trees, regardless of j or the sampling probabilities q j , q j+1 . Thus, the subgraph returned has fewer than n edges.
4.2. SCHEME B. Our objective is to find a subgraph H such that for every v ∈ V j and every
Furthermore, if u is in V j as well as B 1/2
Our algorithm is based on a generalized and iterative version of the path-buying algorithm introduced by Baswana et al. [2009] . In the ith iteration we receive a subgraph H (i−1) that distorts the distance (additively) from v ∈ V j to some subset of B − j (v) by at most 2(i − 1). The output of the iteration is H (i) ⊇ H (i−1) , which connects v to a larger subset of B − j (v), at the cost of a larger distortion. We prove that H (log n) has the distortion claimed in Eq.
(1). We show Eq. (2) is guaranteed to hold even in H (1) . Each iteration is an instantiation of the generic path-buying algorithm, which was introduced by Baswana et al. [2009] to obtain an additive 6-spanner. In iteration i we consider each v ∈ V j and u ∈ B − j (v) and a certain path P (i) (v, u) that may be longer than the shortest path P (v, u) by 2(i −1) edges. (Note that |P (1) (v, u)| = |P(v, u) |.) Based on certain evolving cost and value functions we either ignore P (i) (v, u) or purchase it, including all its edges in H (i) . The pseudocode in Figure 4 will be meaningful only after we specify all the parameters of the algorithm. We need to choose cost and value functions, as well as the initial subgraph H (0) passed to the first iteration. We also have to explain how the paths P (i) (v, u) are chosen. Let us start with H (0) . We randomly select each vertex to be a center with probability q . Every vertex that is adjacent to a center is covered and if v is covered, c(v) refers to an arbitrary adjacent center. The initial subgraph H (0) consists of all edges that are incident to at least one uncovered vertex and all edges of the form (v, c(v) ) connecting vertices to their centers. It is easy to show that E[|H (0) |] ≤ n/q with an analysis similar to that of scheme A.
If P is a path let C(P) = {c(v) | v ∈ P is covered}. The cost and value of a path change depending on a specified subgraph H and the iteration i. In any iteration FIG. 5 . The shaded vertices represent the centers of vertices in P (v, u) .
cost H (P) = |P\H |. Let P be a path (not necessarily shortest) from v to u. The value of P in the ith iteration is defined to be
.
That is, the cost of P is the number of edges that we need to include in H so that it contains P. The value of P is the number of c ∈ C(P) such that H ∪ P is more accurate than H in approximating the distance from v to c, provided that H is not already sufficiently accurate, that is, if
In iteration i we choose P (i) (v, u) to be the concatenation of P H (i−1) (v, w i ) with P(w i , u), where w i is the farthest vertex from v on P (v, u) 
PROOF. We assume that if x, y, and z are consecutive vertices on P(v, u) with c(x) = c(z) then y = c(x). Choosing P (v, u) in this way helps to reduce the costs of paths since (x, y) and (y, z) have already been included in H (0) . Recall that in iteration i we choose P (i) (v, u) to be the concatenation of P H (i−1) (v, w i ) with
The proof is by induction on the number of iterations. Since w 1 is on P(v, u) we have |C (P(w 1 , u) )| ≤ |C(P(v, u))|, so the claim holds initially. Now consider when the path Figure 5 . There are two cases to consider, depending on whether P is purchased or not. If the algorithm purchases P then δ
. Therefore, w i = u for all i > i and |C(P(w i , u))| ≤ 1. If the algorithm refuses to purchase P then 4·value H,i (P) < cost H (P). Since all edges in P H (i−1) (v, w i ) are necessarily in
, which is at most 2|C(P(w i , u))| − 1. Combining inequalities we have value H,i (P) ≤ (2|C (P(w i , u) )| − 2)/4. In other words, for strictly more than half of the
These two cases are actually the same since
. Let w i+1 be the last vertex in P (v, u) for which c = c(w i+1 ) satisfies the previous inequality. It follows that δ
i+1 )+2i and that |C (P(w i+1 , u) )| ≤ |C (P(w i , u) )|/2 . From the induction hypothesis it follows that |C(P (w i+1 , u) )| ≤ |C (P(v, u) δ(v, u) then w log d+1 is either u or the last covered vertex on P (v, u) 
j (v) we can prove better bounds. Notice that rad j+1 (u) > rad j+1 (v)/2, which implies that v ∈ B j (u). In the first iteration of the path-buying algorithm the paths P
(1) (v, u) = P(v, u) and (u, v) were considered separately. If both were not purchased then, by the definition of the value function, δ H (1) (v, c) ≤ δ(v, c) for strictly more than half the c ∈ C (P(v, u) ). Similarly δ H (1) (u, c) ≤ δ(u, c) also holds for strictly more than half the c, meaning there exists some c
In this case both P (v, u) and P(u, v) would be considered in the first iteration of the path-buying algorithm and the preceding analysis applies.
Sparseness Bounds. Let P 1 , P 2 , . . . be the sequence of paths purchased by the algorithm and let cost(P ) and value(P ) be with respect to the time of purchase. By the definition of the cost function the total size of H (log n) is |H (0) | + cost(P ), which is at most |H (0) | + 4 value(P ) because of our criterion for purchasing paths. The sum value(P ) counts pairs (v, c) where v ∈ V j and for some u ∈ B − j (v), c(u) = c. This implies that c ∈ B j (v). The expected number of such pairs (v, c) is therefore at most nj /q j+1 since E[|V j |] = nq j and for any v,
j+1 . Recall that q is the probability for sampling centers. If we could show that each pair is counted in value(P ) at most a constant number of times then the expected size of H (log n) would be on the order of n/q + nj /q j+1 . Setting q = q j+1 /q j gives a bound of O(n q j /q j+1 ). Consider the first time the pair (v, c) was counted. That is, we find the first purchased path P where c ∈ C(P), the first vertex of P is v ∈ V j , and δ H ∪P (v, c) < δ H (v, c). If P was purchased in iteration i then δ H ∪P (v, c) ≤ δ(v, c) + 2i. Thus, after P is purchased (v, c) can be counted at most two more times. Every time (v, c) is counted the distance between v and c is reduced, and after the distance is at most δ(v, c) + 2( j − 1), (v, c) will never be counted again.
SCHEME C.
To analyze the size of the subgraph returned by C we appeal to a lemma of . Let Q ⊆ P be a set of shortest paths. We say that v is a branching point for two shortest paths P, P ∈ Q if P and P intersect and v is an endpoint on the path P ∩ P . Notice that if P and P have just one vertex in common it would be the unique endpoint on the edgeless path FIG. 6 . Branching points on the intersecting paths P(x, y) and P(w, z). P ∩ P ; see Figure 6 . Let br(v) be the number of pairs P, P ∈ Q such that v is a branching point for P, P , and let br(Q) = v∈V br(v). 
Conclusion
In this article we have shown that nearly all the recent work on additive and low-distortion spanners can be seen as merely instantiating a generic algorithm based on modular connection schemes. The contribution of this work is not only a simpler way to look at spanners. On purely quantitative terms our constructions provide substantially better distortion than Elkin and Peleg [2004] and Thorup and Zwick [2006] at any desired level of sparsity. Our constructions can also produce linear-sized spanners, a feature that is conspicuously absent from recent spanner constructions. One clear avenue for further research is to expand our repertoire of connection schemes. The schemes we use either have no distortion or constant additive distortion, which is actually much stronger than we need to guarantee the good overall distortion of the spanner. A natural idea is to apply the ideas presented here in a recursive manner, by composing connection schemes with strong guarantees to form sparser connection schemes with weaker guarantees.
Although the specific trade-offs of our results could certainly be improved, the framework of this article seems inherently incapable of generating purely additive spanners at any desired level of sparseness. 5 It is unclear whether a fundamentally new technique is required to find sparse additive spanners or whether the generic path-buying algorithm of Baswana et al. [2009] could be generalized for this purpose. In any case, proving or disproving the existence of additive spanners remains the chief open problem in this area.
