In a recent survey paper presented by the author during the 17th IFAC World Congress in Seoul, South Korea, in 2008, the theory developed to date on State-Dependent Riccati Equation (SDRE) control has been reviewed, discussing issues on existence of solutions as well as optimality and stability properties associated with SDRE controllers. In this study, existence of solutions associated with general infinite-time horizon nonlinear optimal control problems for nonlinear regulation of input-affine systems is considered and examined in detail, providing a link between the Hamilton-Jacobi-Bellman equation, Lagrangian manifolds and solutions characterized by Riccati equations, using stable manifold theory. The motivation for characterization of solutions to nonlinear optimal control problems by Riccati equations, in particular by symmetric positive-definite solutions, is also justified in hopes of providing a sound theoretical basis for existence of solutions of SDRE controls under very mild conditions.
INTRODUCTION
Infinite-time horizon nonlinear optimal control (ITHNOC) presents a viable option for synthesizing stabilizing controllers for nonlinear systems by making a state-input tradeoff, where the objective is to minimize the cost given by a performance index. The original theory of nonlinear optimal control dates from the 1960's (Lee & Markus, 1967) . Various theoretical and practical aspects of the problem have been addressed in the literature over the decades since. In particular, the continuous-time nonlinear deterministic optimal control problem associated with autonomous (timeinvariant) nonlinear regulator systems that are affine (linear) in the controls has been studied by many authors. The longestablished theory of optimal control offers quite mature and well-documented techniques for solving this control-affine nonlinear optimization problem, but their application is generally a very tedious task. Bellman's dynamic programming approach usually reduces to solving a nonlinear first-order partial differential equation (PDE), expressed by the Hamilton-Jacobi-Bellman (HJB) equation. The solution to the HJB equation gives the optimal performance/cost value (or storage) function, and determines an optimal control in feedback form under some smoothness assumptions.
The potential difficulty with the HJB approach is that no efficient algorithm is available to solve the PDE when it is nonlinear and the problem dimension is high. The optimal can only be computed in special cases, such as linear dynamics and quadratic cost, or very low dimensional systems. In particular, the HJB equation reduces to an algebraic Riccati equation (ARE) should the plant be linear time-invariant and the (infinite-time) performance index be linear quadratic. Contrary to the well-developed and widely-applied theory and computational tools for the Riccati equation (for example, see Bittanti, Laub & Willems, 1991) , the HJB equation is still an impediment to practical applications of nonlinear optimal control theory. The exact solution for optimal control policies is very complex and almost impossible to implement. As a consequence, the practicing engineer often seeks a control law which is close to optimal with respect to the particular performance index, and which has attractive features such as feedback, small computations, etc. For reasons of practical implementation, designers of closed-loop control algorithms have been concerned with approximately optimal (suboptimal) control algorithms: algorithms that use some of the apparatus of optimal control theory, but sacrifice some performance by introducing approximations that facilitate ease of implementation. Such suboptimal control laws are considered a tradeoff between achieving true optimality, which is expensive and complicated to implement, and achieving a system performance which is not optimal but acceptable and inexpensive with ease to implement.
The synthesis of State-Dependent Riccati Equation (SDRE) controllers for ITHNOC problems provides an effective alternative to solving the HJB PDE, and yields attractive stability, optimality, robustness and computational properties so as to make real-time implementation in feedback form feasible (for details, refer to Çimen, 2008, 2010) . The HJB equation is reduced to some algebraic equation, which is more appealing than solving the HJB equation directly. Obviously, the advantage of this method is that the characterization of the resulting feedback controller has a similar structure to the linear-quadratic regulator (LQR) problem and it is obtained by solving the corresponding SDRE instead of the HJB equation.
In this paper, a detailed discussion is pursued on the development of geometric existence theory for classical (smooth) solutions of the HJB PDE for ITHNOC problems, with their relation to optimal control laws characterized by Riccati equations. First, a brief overview of the ITHNOC problem, the corresponding HJB PDE and the SDRE suboptimal solution is presented in Section 2. Necessary and sufficient conditions for the existence of solutions to the HJB PDE and the associated SDRE for nonsymmetric as well as symmetric positive-definite solutions are examined in Sections 3 and 4, respectively. Necessary conditions for existence of an optimum positive-definite solution by SDRE feedback control are then reviewed in Section 5. The application and validity of the theories are illustrated on several pedagogical examples throughout the paper to fill the gap between theory and practice. The paper is concluded in Section 6 with a summary of the results, and outlining issues for further research.
NONLINEAR OPTIMAL REGULATION

Problem Formulation
Consider the continuous-time, deterministic, full-state feedback, infinite-time horizon nonlinear optimal regulation (stabilization) problem, where the system is autonomous, nonlinear in the state, and affine in the input, represented in the form (1) with state vector
The vector fields :
n n → f and : , where ( ) ≠ B x 0 ∀x . In this context, the minimization of an infinite-time performance criterion with a convex integrand, nonquadratic in x but quadratic in u , is considered, given by
The state and input weighting matrices (design parameters)
, where, for a positivesemidefinite integrand, ( ) Q x may be factored as ( ) ( )
as the set of control functions, so that the control ( ) ψ ⋅ ∈ u is some appropriate bounded and measurable scheme on t + ∈ . Then, given a bounded open set n ∈ Ω ⊆ 0 containing the origin, and an initial point 0 ∈ Ω x , the ITHNOC problem on the set Ω is to minimize (2) with respect to
is the set of admissible controls in Ω such that the unique solution ( ; ) ⋅ x u , or simply ( ) ⋅ x , to (1) corresponding to the choice of control ( ) ψ ⋅ ∈ u stays in Ω for all t and tends to the origin as t → ∞ for all 0 ∈ Ω x . Under the specified conditions, a stabilizing feedback control law
, is then sought that will (approximately) minimize the cost (2) subject to the input-affine nonlinear differential constraint (1) while regulating the system to the origin ∀ ∈Ω x , such that lim ( )
The Hamilton-Jacobi-Bellman (HJB) Equation
From the outset of Section 2.1, the ITHNOC problem on the set n ∈ Ω ⊆ 0 is to minimize (2) with respect to ( ) U ⋅ ∈ u . In particular, a solution to this problem is said to exist on the set Ω if there exists a finite continuous positive-definite value
for all ∈ Ω x , the infimum being over the given set of admissible controls U . Ideally, the desired value function V is a stationary solution to the Cauchy problem for the associated dynamic programming (or Bellman's) equation, represented by the first-order nonlinear Hamilton-Jacobi PDE ( ) ( , ( ), ) 0,
where H is the Hamiltonian, and V ∂ ∂x denotes the rowvector of partial derivatives of V with respect to x . Applying the Pontryagin minimum principle to the nonlinear optimal control problem (1) and (2) gives the Hamiltonian
For the infinite-time formulation, V is assumed stationary
with boundary condition ( ) 0
0, which calls for closed-loop stability. In particular, note that u Rx , and thus, for ( ) > R x 0 ∀x , the optimal control that minimizes (6) satisfies
SDRE Suboptimal Solution
SDRE methodology uses extended linearization, also known as state-dependent coefficient (SDC) parameterization, as the key design concept in formulating the nonlinear optimal control problem (1) and (2). Motivated by the LQR synthesis method, which is characterized by an ARE, SDRE feedback control is an "extended linearization control method" that provides a similar approach to the nonlinear regulation problem (for details, see Çimen, 2010) .
Condition 2. Without any loss of generality, the origin
is an equilibrium point of the system with = u 0 , such that ( ) = f 0 0 , and ( ) ≠ B x 0 ∀ ∈Ω x .
Under Condition 1 and Condition 2, using extended linearization, the input-affine nonlinear system (1) can be represented in SDC form (Çimen, 2010) (12) Therefore, SDRE control is an extended linearization control method such that the nonlinear control law (10) of form (3) renders the closed-loop "dynamics" (or SDC) matrix
∀x . The nonlinear state-feedback gain in (13) f t τ ∈ ∞ subject to (1), which is the standard approach to solving the infinite-time horizon LQR problem (see Russell, 1979 for instance), and requires stabilizability and detectability. A stationary solution ( ) V x is then obtained as the limit of the value functions for finite-time optimal control problems as the final time tends to infinity, that is, as
x . Hypotheses 1. The linearization of (1) and (2) 
The existence of this stationary solution is proved directly by showing that the value functions for the corresponding sequence of linearized finite-time horizon problems converges to an explicit limit as t → ∞ . This idea is extended to ITHNOC of the type considered in (1), (2) by Brunovsky (1968) and Lukes (1969) , and to nonlinear H ∞ control by van der Schaft (1991 van der Schaft ( , 1992 .
Under the same conditions given by Hypotheses 1, Brunovsky (1968) and Lukes (1969) proved the existence of a smooth ( 2 C ) solution to the full nonlinear problem on a region 0 Ω larger than Γ containing the equilibrium point = x 0. This proof is less direct than the argument used in the linear case, and applies a theorem of global topology to deduce the existence of a certain differential manifold in phase space and then constructs the solution from this manifold. van der Schaft (1991 van der Schaft ( , 1992 ) provided a modern viewpoint on this proof using symplectic geometry, where the proof is generalized to solve the nonlinear H ∞ control problem with affine control and disturbance terms. This viewpoint is fundamental to proving existence of solutions as it applies to the optimal control problem (4). The key to this analysis is the link between stationary solutions to (6) and stable Lagrangian manifolds for the corresponding Hamiltonian dynamics
, , let γ p denote the phase curve corresponding to H which passes through ( , ) x p , that is, the integral curve for the canonical equations (15). From the fact that 1 L is Lagrangian and H is constant on 1 L , it follows that γ p lies on 1 L . It follows again from the Lagrangian property that the vector field H X is tangent to 1 L ; in other words, 1 L is an invariant manifold with respect to the Hamiltonian flow corresponding to H . The term Hamiltonian (or phase) flow refers to the transformation of phase space given by the solution to (15). This is the principle reason why Lagrangian manifolds are so important. They are formed by collections of Hamiltonian trajectories or characteristic curves for the HJB equation. The characteristic curves for the Cauchy problem are the trajectories of the Hamiltonian system (15) corresponding to the HJB equation (6). This fact forms the basis of the classical method of characteristics for constructing local solutions to the Cauchy problem involving the HJB equation. Given a suitable initial condition corresponding to a submanifold of 1 L lying transverse to the phase flow for H , a local 2 C solution is constructed from 1 L by integrating along the phase curves lying on 1 L .
The following well-known technical lemma now follows (see, for example, Proposition 6.1 and Lemmas 6.1, 6.2 of Byrnes, 1998) . A smooth function determines an exact and hence a closed 1-form. Geometrically, the graph of a closed 1-form is a Lagrangian submanifold of phase space, so that Lagrangian submanifolds represent a class of generalized functions. Now, Hypotheses 1 can be used to construct a smooth ( ) V x geometrically in a neighborhood of the origin. By Lemma 1, the existence of a solution to the linearized problem at the origin, by this assumption, implies the existence of a stable Lagrangian manifold 1 L through the origin, whose tangent plane at the origin is the stable plane for the phase-space dynamics of the linearized control problem. L . This means that, defining
L is the graph constructed from the set of points ( , ) x p in phase space, and S satisfies ( ) dS d = x p x for 0 ∈ Ω x along trajectories of the Hamiltonian flow lying on 0 L , with ( ) 0 S = 0 (for details, see van der Schaft, 1991) . It follows that ( ) V x defined by (4) exists on 0 Ω and equals ( )
is the invariant manifold of the Hamiltonian system (15). It also follows that an optimal feedback control exists, and is obtained from the necessary optimality condition (7) for u to minimize H , giving the feedback
This is the nonlinear extension of the feedback that solves the linear problem. It can be seen that the solution for the limiting value function of the linearized infinite-time problem discussed above is given by the generating function for the tangent plane to 0 L at the equilibrium point = x 0. In addition, the class of solutions (16) and (17) satisfy the following standard result (for the proof, the reader may refer to Lemma 2.2 of Berger & Berger, 1968) .
Lemma 2. Suppose a vector-valued function :
and let
and , 1, 2, , .
The interpretation of (18) is that the partial derivative of p with respect to x is a symmetric matrix, that is, ( ) ( )
corresponding to the requirement that the Hessian matrix of ( ) V x must be symmetrical.
The well-known difficulty in formulating a Cauchy problem is that, even with smooth initial data, the solution to the HJB equation is generally nonsmooth. The existence of a smooth solution to the HJB PDE (6) by the method of characteristics discussed above breaks down when the asymptotically stable optimal trajectories (the characteristic curves) start to cross one another (going backwards in time) at a finite distance from the initial manifold. At such points, singularities develop in L over state space. Thus, (6) does not in general have a smooth solution V existing for all times 0 t ≥ . Consequently, classical analysis of the first-order HJB problem by the method of characteristics is limited to only local considerations, owing to the crossing of characteristics.
Viscosity solutions provide a powerful tool for global analysis of first-order nonlinear HJB problems by constructing generalized (weak) solutions to the equations (Crandall, Ishii & Lions, 1992) . One of the main motivations for introducing the concept of viscosity solutions was to provide an acceptable definition of the sense in which the value function for an optimal control problem can be said to solve the HJB equation. Here, the aspect of a viscosity solution is concerned with the geometry of the underlying Lagrangian manifold 1 L in phase space. Although 1 L does not have a well-defined projection onto state space at singular points, the value function for the optimal control problem is still well-defined beyond such points and is in fact a stationary viscosity solution to (6), provided it is locally bounded.
It is well-known that the theory of viscosity solutions can be used to obtain approximate solutions of the HJB equation. For example, the finite-difference scheme (Crandall & Lions, 1984) provides one approach to numerically solving this PDE for obtaining viscosity solutions. Unfortunately, this method works only for problems with low dimensions because the computational complexity increases exponentially with the dimension of the state. On the other hand, since the computational complexity of an ARE is only of polynomial growth rate with the state dimension, the SDRE approach provides the possibility of dealing with high dimensional nonlinear systems. This is the main motivation for characterizing solutions by Riccati equations, which is the subject of the subsequent discussion.
EXISTENCE OF SOLUTIONS CHARACTERIZED BY RICCATI EQUATIONS
In the region 0 Ω where ( ) V x is a smooth ( 2 C ) nonnegative solution to (6), the minimum is achieved by (17), so that by substitution, the HJB equation becomes n n × Ω → P . In this section, the implications of (21) are explicitly examined, treating and clarifying some issues related to this equation. First, let us determine the infinite-time version of the nonlinear regulator, such that the optimal feedback control is given by (10).
Consider the most general case in which ( ) P x is not necessarily positive-(semi)definite, or even symmetric. Since ( ) V ∂ ∂ x x can be written in SDC form (21), and ( ) f x can be factored as in (9) for some matrix-valued function ( )
In the linear case, the ARE is obtained directly from the vector Riccati equation (22). However, since A is a matrixvalued function of x , setting the quantity inside the parenthesis in (22) to zero is not equivalent to solving the HJB equation (20) . This is due to the fact that, for an arbitrary factorization of the nonlinear vector function ( ) f x , the additional degrees of freedom resulting from the nonuniqueness of the SDC parameterization ( ) A x result in additional ( ) P x functions satisfying the quantity inside the parenthesis in (22), many of which do not satisfy (21) on ( ) V x . Recalling that the Hessian matrix of ( ) V x must be symmetrical (Lemma 2), ( ) P x must additionally satisfy the symmetry condition (19) where, using (21),
Then, from (22), the following alternative form of the statedependent Riccati equation needs to be solved for unsymmetrical solution ( ) P x (Cloutier, Stansbery & Sznaier, 1999; Qu & Cloutier, 2002) 
P x A x A x P x P x B x R x B x P x Q x 0 (24) which has ( 1) 2 n n + equations. This equation is of the same form as the SDRE (11) except that the required symmetry of ( ) P x has been relaxed. In terms of the nonlinear parameterization (21), using (23), the symmetry condition (19) translates into the ( 1) 2 n n − scalar equations
which must be solved in conjunction with (24). Solving (24) with (25) is indeed equivalent to solving the HJB equation (20), such that if ( ) P x is a solution to (24) with (25), then ( ) P x x is a solution to (20). This approach, referred to as the nonsymmetric-SDRE method, provides an alternative structured (Riccati equation) characterization to the HJB equation. However, the solution is as computationally difficult as solving (20). Remark 1. Even though the nonsymmetric-SDRE method is based on extended linearization of the system, note that this approach is not an extended linearization control method since it does not guarantee that the closed-loop SDC matrix ( ) CL A x , given by (13)- (14), is pointwise Hurwitz.
In the Riccati equation characterization discussed above, the solution ( ) P x is not required to be positive-(semi)definite, even symmetric. However, the solution can be chosen as positive-definite, which is the case of interest for the standard SDRE method. Let us now justify, under some very mild conditions, the existence and uniqueness of positive-definite solutions to the SDRE (24), and thus the standard SDRE (11).
Consider the SDRE (24), and define a state-dependent Hamiltonian matrix
whose eigenvalues are symmetric with respect to the imaginary axis. Now, by hyperbolicity under Hypotheses 1, the Hamiltonian matrix (26) has no eigenvalues on the imaginary axis. Therefore, an invariant manifold of the form (16) exists, and (26) will have two complementary ndimensional invariant eigenspaces ( ( )) N − H x and ( ( )) N + H x , the former associated with all n eigenvalues with negative real part and the latter associated with all n eigenvalues with positive real part. The stable invariant eigenspace ( ) N − H can be expressed in the form
; in other words, ( ) P x spans the stable invariant eigenspace of ( ) H x (van der Schaft, 1991; Isidori & Astolfi, 1992) . Alternatively, denoting the function H P by Ric, and rephrasing in the terminology of Doyle, Glover, Khargonekar and Francis (1989) , this means that an invariant manifold of the form (16) exists if the state-dependent Hamiltonian matrix (26) of the Hamiltonian vector field (15) belongs to the domain of Ric, denoted dom(Ric); it follows that ( ) Ric( ( )) P x H x . The following well-known result, which is essentially from Lemma 2.4 of , then gives the required uniqueness property of ( ) P x .
Lemma 3 . Consider the SDRE (24) and the state-dependent Hamiltonian matrix defined by (26). The SDRE has a unique nonnegative-definite solution ( ) ≥ P x 0 if and only if the state-dependent Hamiltonian defined by (26) is in dom(Ric), that is, ( ) dom(Ric) ∈ H x for each ∈ Ω x . Moreover, ( ) Ric( ( )) = ≥ P x H x 0 is such a solution; the feedback control defined in (10) is stabilizing pointwise. Also, if for each ∈ Ω x , the pair { ( ), ( )} C x A x is observable, such that 1 0 ker( ( ) ( ))
, then this solution is positive-definite, that is, ( ) Ric( ( )) = > P x H x 0 .
Lemma 3 implies that under the (nonrestrictive) condition ( ) dom(Ric) ∈ H x for each ∈ Ω x , the SDRE (24) has a unique pointwise nonnegative-definite solution ( ) ( )
, which is indeed the corresponding symmetric positive-definite solution to the standard SDRE (11). The following result further shows that if ( ) V x with ( ) 0 Lemma 4 (Lu & Doyle, 1995) . Let :
for some :
Even though the representation (21) of ( ) V ∂ ∂ x x is not unique, the following theorem essentially follows from the preceding discussion.
Theorem 1 (Huang & Lu, 1996) . If V is a positive-definite solution of the HJB equation (20), then there exists at most one positive-definite matrix valued function ( ) P x such that (21) is satisfied.
Let us now illustrate these theoretical results on an academic problem, and demonstrate how the nonsymmetric-SDRE method provides an alternative approach to solving the HJB equation.
Example 1. Consider the analytical second-order nonlinear regulation problem (Cloutier, Stansbery & Sznaier, 1999) 
four symmetric ( ) P x solutions of (24) are obtained, only one of which is pointwise positive-definite, and represents the solution of the SDRE (11) for the standard SDRE method. However, the symmetric positive-definite solution does not satisfy the symmetry condition (25). Additionally, the following two nonsymmetric ( ) P x solutions of (24) 
Substituting 1 ( ) P x into (25), it is found that no constant 1 c can satisfy the symmetry condition. However, upon substituting 2 ( ) P x into (25), the symmetry condition is satisfied with 1 1 c = . Thus, 2 ( ) P x with 1 1 c = yields the optimal controller
x x, which is easily verified by taking the partial derivatives of ( ) V x with respect to x . ▄ Unfortunately, the complexity of the HJB equation (20) or the nonsymmetric SDRE equations (24) and (25) prevents any solution except in some very simple, low dimensional systems such as that considered in Example 1. Basically, to compute the optimal controller associated with (1) and (2), the HJB equation (20) must be solved with ( ) 0 V = 0 , and the feedback controller is then constructed from (17). However, to make real-time implementation possible, one has to avoid solving any PDE. This has prompted control design engineers to search for alternative, suboptimal approaches to the problem, such as the SDRE technique. The SDRE approach provides an approximation to the solution of (22), and thus the HJB equation (20), and yields a suboptimal feedback control law for the infinite-time horizon optimization problem defined by (1) and (2). Contrary to (24) and (25), application of the SDRE algorithm as an approximation to the solution of (22) involves ignoring the requirement that ( ) P x x be the gradient of some function, and assumes instead that ( ) P x is symmetric. Then, at any given x , the SDRE algorithm consists of simply finding the symmetric positive-definite solution ( ) P x to the algebraic SDRE (11), and applying, at that x , the control (10). This Riccati equation characterization is much more appealing and computationally efficient than solving the HJB equation (20) or the symmetry condition (25).
Example 2. Consider a Van der Pol type system (Pearson, 1962) governed by the equations 
The positive-definite solution of (11) ( , )
x , which is sufficient to deduce global asymptotic stability of the SDRE-controlled system 2 ∀ ∈ x .
The Van der Pol type system considered in this example has been treated in several suboptimal studies in the literature, where comparisons of different techniques have been performed for small initial conditions (Garrard, McClamrock & Clark, 1967; Baldwin & Sims Williams, 1969; Burghart, 1969; Kriechbaum & Noges, 1971) . Therefore, it offers an ideal example to compare the results using the SDRE method to results from previously suggested suboptimal methods.
It is desired to examine the effects of initial conditions on these methods by progressively moving away into large regions around the origin. Four initial states are therefore investigated: (a) [1 1] T and (b) [3 3] T , corresponding to the problems in Burghart (1969) and Garrard, McClamrock and Clark (1967), (c) [4.5 4.5] T , representing an intermediate but more stringent requirement for the controllers (Kriechbaum & Noges, 1971) , and (d) [10 10] T , a very stringent starting point in order to demonstrate the performance of the SDRE controller compared with other suboptimal methods. Let us, therefore, illustrate the degree of correspondence between the optimal trajectories and the suboptimal trajectories obtained using various techniques, and compare them with SDRE solutions. Linear approximation by arbitrary hyperplane (Kriechbaum & Noges, 1971) Table 1 presents a list of the several suboptimal control laws that have been derived for this particular system by using various well-established methods, which are performed by setting the parameter 1 ε = , in accordance with previous studies. The optimal control for this system has also been deduced numerically, using the technique set out in Çimen and Banks (2004) , which provides explicit solutions based on Pontryagin's minimum principle. The value of the performance index corresponding to each initial condition, which is obtained after steady-state has been reached, is also given in the Table 1 for comparison with the SDRE controller. The perturbation technique presented in Table 1 is similar to the scheme proposed by Al'Brekht (1961) . The parameter optimization solution calculated by Durbeck (1965) was for initial conditions [1.75 2.0] T − . In order to see how well this control performed for a variety of initial conditions, it was tested using initial conditions different from those for which the control law was originally computed (Garrard, McClamrock & Clark, 1967) . The linear approximation of Kriechbaum and Noges (1971) employed here is by arbitrary hyperplane, as opposed to hyperplane through the origin. Table 1 shows an excellent correlation between the optimal and suboptimal costs, which correspond to various nonlinear control laws for each of the starting points. All the methods provide satisfactory performance for small initial conditions but, with the exception of SDRE, ASRE and LQ control laws, all investigated methods lead to undesirable costs for large initial conditions. The SDRE controller outperforms all other previous designs in this area, including the newly added ASRE method. The strength of the method in this particular situation becomes evident by analyzing the optimality of the system with the control law given by SDRE u for any ε ∈ .
Recall that if the vector-valued function (21) satisfies (18), then (10) gives the optimal state-feedback for the nonlinear optimal regulation problem with performance index (2). Since generates near-optimal feedback. This supports the close agreement of the optimal and SDRE costs (even for larger initial starting points), and verifies the large scale asymptotic optimality of the SDRE methodology for this particular problem, an attribute that also holds in general. ▄
EXISTENCE OF AN OPTIMUM POSITIVE-DEFINITE SDRE SOLUTION
The existence and uniqueness of positive-definite solutions to the SDRE (24), and hence the standard SDRE (11), have been justified in the previous section (see Lemma 3) . In this case, the vector Riccati equation (22) 
where :
Proof. Let us write 0 ( ) Huang and Lu (1996) have shown that, with certain type of value function, there will always exist an SDC representation such that the SDRE feedback produces the optimal feedback control law. Let us now formally state this property (for details of the proof, see Huang & Lu, 1996; or Çimen, 2008) .
Theorem 2 (Huang & Lu, 1996) . Under Condition 1 and Condition 2, if the value function ( ) V x has the gradient of the form (20) with ( ) ( ) T = P x P x for some positive-definite matrix-valued function :
n n × Ω → P , then there always exists a parameterization (9) such that ( ) P x is the solution of the SDRE (11) which gives the optimal feedback controller ∀ ∈ Ω x .
Theorem 2 confirms that the global optimal controller can always be formed from the positive-definite solution to the SDRE (11) if the gradient of the value function ( ) V x has the form ( ) P x x with ( ) ( ) T = P x P x , and the "right" ( ) A x is chosen. Though there are multiple solutions to an ARE, there is at most one solution which gives the optimal performance for both the original system (that is, the HJB equation) and the SDRE system. From Lemma 3, this corresponds to the positive-definite solution of the SDRE (11), which gives a pointwise stabilizing state-feedback solution. Under the pointwise stabilizability and detectability conditions imposed by Condition 4, ( ) dom(Ric) ∈ H x for each ∈ Ω x , and thus ( ) P x is uniquely determined by ( ) H x , with ( ) Ric( ( )) = ≥ P x H x 0 . Therefore, since ( ) P x in (21) is positive-(semi)definite, then with a right choice of SDC representation (8) for system (1), the unique positive-definite solution of (11), which is thus ( ) P x , recovers the optimal.
While there always exists some choice of SDC parameterization in which the SDRE recovers the global optimal for the original ITHNOC problem, finding the "right" representation in SDC form is very difficult since the value function ( ) V x is assumed known a priori (see Huang & Lu, 1996; or Çimen, 2008) . The following example from Huang and Lu (1996) illustrates that the optimal choice of ( ) A x may not always be the seemingly likely one. 
whose solution is given by the value function
. The optimal feedback is constructed using (17), giving
. Now, consider the following two SDC representations:
is not controllable for any x since the determinant of the statedependent controllability matrix det( ) 0 C = M ∀x , and the SDRE (11) fails to give a positive-definite solution at any point. If 2 ( ) A x is chosen, then the SDRE defines a stabilizing controller. However, it is not optimal. Surprisingly, the optimal choice ( ) * A x for this system is obtained by parameterizing either 1 ( ) A x or 2 ( ) A x in the form (using Lemma 5)
( ) * A x is then given by 1 2 2 1 2 1
which is hard to guess from the dynamics of the plant unless the optimal cost is known. , there may not exist any positive-definite ( ) P x such that (21) is satisfied (for instance, reconsider Example 1, where T ≠ P P ). In this case, no parameterization (9) will exist such that ( ) P x is the solution of the SDRE (11) which gives the optimal feedback controller ∀ ∈Ω x .
The following theorem provides a means for checking if there exists no parameterization { ( ), ( )} A x B x of the nonlinear optimal regulator problem (1), (2) that will yield the closedloop dynamics matrix (13) pointwise Hurwitz everywhere.
Theorem 3 (Cloutier, Stansbery & Sznaier, 1999) . Suppose that ( ) A x is an SDC parameterization of (1) Note that Theorem 3 on recoverability of SDRE control laws can be used to supplement Theorem 2 on existence of an optimum SDC parameterization. Let us use the recoverability concept above to illustrate this on Example 1, as well as the fact that there exist nonlinear state-feedback control laws which are unrecoverable using extended linearization control methods, such as the SDRE method.
Example 1 revisited. Let us reconsider Example 1, which was used in Section 4 to illustrate the nonsymmetric-SDRE method. From necessity (see Cloutier, Stansbery & Sznaier, 1999; or Çimen, 2008) , for the optimal control law 2 u x * = − to be recoverable by any extended linearization control method, there has to exist both ( ) K x such that . Therefore, from Theorem 3, there exists no SDC parameterization of the closed-loop system that can be Hurwitz in all of Ω , meaning that there exists no extended linearization control method that is capable of recovering the given law over the whole state space. Hence, for this particular example, the optimal control law cannot be globally recovered by the SDRE method, or any other extended linearization control method for that matter. Even though the feedback law can be recovered by using the unsymmetrical solution 2 ( ) P x of the state-dependent Riccati equation (24), which simultaneously satisfies the symmetry condition (25), this approach is not an extended linearization control method as noted in Remark 1, since it does not guarantee that the closed-loop SDC matrix ( ) CL A x is pointwise Hurwitz. Moreover, although the value function ( ) V x has the gradient of the form (21), recall that 2 2 ( ) ( ) T ≠ P x P x . Thus, from Theorem 2, no parameterization (9) for this particular problem exists such that 2 ( ) P x is the solution of the SDRE (11) which gives the optimal feedback controller ∀ ∈Ω x . It is also worth mentioning that various methods applied to this academic problem in order to achieve optimal performance (Sznaier et al., 2000) use a combination of different methodologies (for example, receding-horizon control together with either SDRE or feedback linearization), whereas Jacobian linearization, in this particular case, does in fact acquire this objective single-handedly. ▄
CONCLUSIONS
The HJB PDE associated with the ITHNOC problem does not in general have a smooth solution V existing for all times 0 t ≥ . Consequently, the HJB PDE must be solved in a viscosity sense, which is impractical for finding any use in control applications. On the other hand, the existence of positive-definite solutions characterized by state-dependent Riccati equations can be guaranteed under very mild conditions of pointwise stabilizability and detectability. Therefore, although the derivation of the SDRE control law takes place in the region where V is smooth, it can clearly be applied independently of this assumption, which has resulted in the abundant number of successful practical applications of SDRE control in very diverse fields of study.
The solution ( ) P x of the SDRE is dependent on the chosen SDC matrix ( ) A x , which is not unique for systems of order greater than 1. This being the case, it is apparent that different choices of parameterizing the nonlinear dynamics lead to different control laws, and hence, different performance. However, under appropriate conditions, there always exists an optimum factorization ( ) * A x in which the SDRE yields the unique ( ) P x that will recover the optimal control, in the sense that the SDRE control actually achieves the minimum performance value. Even so, a method of determining this factorization is not yet known, and finding the ( ) * A x that will recover the optimal control is usually not straightforward. This limitation is acknowledged, although several investigations indicate that the suboptimality is of minor consequence when comparing the benefits afforded by the SDRE method, such as design flexibility (Çimen, 2010) . The degree of suboptimality depends on the chosen SDC parameterization, and a systematic procedure for selecting the "best" parameterization has been proposed in Çimen (2010) . Nevertheless, a general rule for the optimal choice is yet to be established.
