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Abstract
Stars are fundamental building blocks of galaxies. However, the answers to many
basic questions about their formation remain elusive. There is no consensus on a
theory that can predict the rate of star formation, its clustering properties, and the
conditions needed for massive stars to be born. Although stars are known to form
from dense regions of molecular clouds, measuring the physical properties in such
regions is an outstanding challenge. Astrochemistry is the crucial set of processes
that control the chemical evolution of the universe. It is important for controlling
physical evolution, e.g., by setting heating and cooling rates and ionization fractions,
but also for allowing predictions to be made for the emission from key diagnostic
species to probe interstellar processes, such as star formation. To reconstruct the
three-dimensional structures of galaxies and their interstellar media, chemodynamics,
which is the combination of hydrodynamics and chemistry, is necessary.
In this thesis, chemodynamical simulations are applied to star-forming regions
to follow their combined physical and chemical evolution and make predictions for
observations. In particular a gas phase deuterium fractionation network is applied
to massive prestellar core simulations. Various chemical model parameters are
investigated to understand whether fast collapse of a turbulent, magnetised prestellar
core can achieve the high levels of deuteration that are commonly observed in
such systems. The structure, kinematics and dynamics of the core, as traced by
the rotational transitions of the key diagnostic species of N2D+, are investigated.
Another astrochemical network, including gas-grain processes, is constructed for
simulations of larger-scale, generally lower density molecular clouds and applied to a
simulation of giant molecular cloud collisions. We also discuss the computational
performance of our chemodynamical simulations and summarize some methods to
improve their e ciency.
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Stars are fundamental objects of the universe. However, there is no settled theory
for describing how, where and with what frequency star formation occurs. As the
material pervading the space between stars, the interstellar medium (ISM) has a
directly connection and contribution to star formation. In the course of the evolution
of a galaxy, the interstellar medium is gradually converted into stars. As the stars
evolve, and especially at the end of their lives, they return some of their matter back
to the ISM, e.g., via stellar winds or supernova explosions. The returned materials
are generally enriched in heavy elements, sometimes in the form of dust, and this
increases the chemical complexity of galaxies. Stars also change the local physical
properties of the ISM, such as the temperature and radiation field. In addition
to this evolution due to stellar feedback, the ISM can also accrete mass from the
intergalactic medium (IGM) or return material there via galactic outflows. Overall,
the ISM is complex and detailed studies of its structure and evolution are needed to
understand the star formation process as an integral part of galactic evolution.
1.1 Interstellar Medium, Star Formation and Mas-
sive Star Formation
The ISM is composed of gas, dust, cosmic rays, radiation fields and magnetic fields.
Gas particles in the ISM can exist in ionized, atomic, or molecular form. According
to the dominant form of H gas, along with its temperature and density, the ISM can
be divided approximately into several di erent phases, such as the warm neutral
medium, cold neutral medium, di use molecular gas, and dense molecular gas. As a
result of their di erent local properties, various ways are used to observe them. For
example, CO is a common way to trace the dense molecule gas.
Giant Molecular Clouds (GMCs) are massive molecular gas structures, which
are likely to be gravitationally bound (e.g. Roman-Duval et al. 2010; Tan et al.
2013b), although often exhibiting supersonic turbulent motions. Typically, GMCs
have masses & 104M§, mean mass surface densities   = M/(fiR2) ≥ 0.02 g cm≠2 (or
≥ 100M§ pc≠2), and mean volume densities nH ≥ 100 cm≠2 (McKee & Ostriker 2007;
Tan et al. 2013b). GMC radii can be several pc to tens of pc, while their temperatures
3
4 1.1. Interstellar Medium, Star Formation and Massive Star Formation
Figure 1.1: Illustration of low-mass star formation by Core Accretion. (Credit:
Yusuke Tsukamoto)
are typically in the range from 10-50 K. Most star formation in the Galaxy occurs
in GMCs (McKee & Ostriker 2007; Kennicutt & Evans 2012). Substructures also
exist in GMCs. The term “clump” is used for a self-gravitating structure which
forms a star cluster (Williams et al. 2000). Within the clumps, cores are the smallest
units in which star formation occurs (Bergin & Tafalla 2007; Tan et al. 2014). A
prestellar core (PSC) is the term given to the core just before it forms a star or small
N multiple, with collapse proceeding via a single, central rotationally supported disk.
To improve our understanding of the initial conditions of star formation, we need
detailed studies of PSCs.
For Sun-like stars, it is believed that their formation involves the following stages
with the context of the Core Accretion framework (e.g. Shu et al. 1987; Kennicutt &
Evans 2012) (see also Figure 1.1):
• Prestellar Core (PSC): This is a dense, self-gravitating, centrally-concentrated
substructure that condenses out of the ambient molecular clump. PSCs typically
exhibit infall motions.
• Protostellar Core: Once an approximately hydrostatic star-like structure forms
in the center of the core, it is then referred to as a protostellar core. With the
contraction of gravity, the temperature reaches 2000 K and dissociates molecular
hydrogen, leading to further collapse. The energy coming from gravitational
contraction is radiated to warm up the surrounding, infalling envelope gas.
This infalling gas, inheriting angular momentum from the PSC, is expected
to settle into a rotationally supported accretion disk, although the process
depends sensitively on the degree of magnetic coupling and magnetic braking
experienced. Magnetic fields threading the accretion disk cause powerful
magneto-centrifugally launched outflows to develop, e.g., disk winds, which
sweep-up bipolar outflow cavities.
• Young Star and Protoplantary Disk: Eventually the core envelope is either
completely accreted or swept away and a remnant protoplanetary disk is left,
which is the environment of planet formation.
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Massive stars play an important role in the universe because of their strong radia-
tive and mechanical feedback and the heavy metals forged in their cores. However,
the formation mechanism of massive stars is still unclear. Candidate theories to
explain massive star formation include Turbulent Core Accretion and Competitive
Accretion. Turbulent Core Accretion (or the Turbulent Core Model) (McKee &
Tan 2003) is a scaled-up version of low-mass star formation theory based on Core
Accretion (Shu et al. 1987) (see Figure 1.1). The model proposes that a combination
of supersonic turbulence and magnetic fields support massive pre-stellar cores (PSCs)
against fragmentation and that these then collapse to a central star-disk system.
However, the collapse is not necessarily as ordered as in the case of low-mass star
formation, especially if there is significant turbulence in the PSC. The Competitive
Accretion model of Bonnell et al. (2001) proposes that large numbers of low-mass
stars form in a protocluster clump, with a few of them later accreting chaotically, by
Bondi-Hoyle accretion of gas supplied by the collapsing clump, to become massive
stars. To distinguish these two theories, one of the decisive di erences is in the
existence of massive, coherent PSCs.
1.2 Virial Theorem
The Virial Theorem is a way to describe the dynamical state of a self-gravitating
system, including whether the system is gravitationally bound. From classical
mechanics, a system of particles is in virial equilibrium if the kinetic energy T and
the gravitational potential energy U satisfy the relationship:
2T + U = 0. (1.1)
In the case of spherical clouds/clumps/cores of mass M and radius R, the internal
kinetic energy, Ek, is related to the 1-D velocity dispersion, ‡ via Ek = (3/2)M‡2.
The virial parameter, –vir, is defined by
–vir = 5‡2R/(GM) = 2aEk/EG, (1.2)
where a is the ratio of gravitational energy, EG, to that of a uniform sphere,
3GM2/(5R) (Bertoldi & McKee 1992). The meaning of the virial parameter is
the ratio of twice of kinetic energy (estimated by one-dimensional velocity dispersion)
to the gravitational energy of uniform sphere. Although astronomical objects are not
in practice of uniform density and contain thermal and magnetic field energy, the
virial parameter provides a simple way to assess, approximately whether a system
is gravitationally bounded (–vir < 2). A system is said to be subvirial if –vir < 1
and supervirial if –vir > 1, although one should remember that the virial equilibrium
value of –vir varies depending on the precise internal density structure, degree of
elongation, amount of large-scale B≠field support and intensity of surface pressure.
1.3 Magnetic Fields and Mass-to-Flux Ratio
Unlike turbulence, magnetic fields contribute to the pressure support in a gas cloud
in a way that cannot be directly seen from the gas motions. For a cloud/clump/core
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that is threaded by a given magnetic flux,  , it will be able to collapse under gravity
if its mass is (Mouschovias & Spitzer, L. 1976):
M  =  /(2fiG1/2). (1.3)












Astrochemistry is the study of the formation and destruction of chemical species
in the universe. One e ect of the evolution of the abundances of these species is
on the ability of gas to cool by emission of radiation and be heated by absorption
of impinging radiation fields. Energy is also directly absorbed and released by
endothermic and exothermic chemical reactions, respectively. The ionization fraction
of interstellar gas is influenced by its chemistry, and this is important for its coupling
to magnetic fields. Line transition radiation from a region is an important diagnostic
of di erent physical conditions, such as density, temperature, radiation fields and
ionization rates from cosmic rays, and to better interpret such signals from tracers,
such as CO, HCN, HCO+, astrochemical models are necessary.
Currently, several public databases provide a variety of modeling codes to
study astrochemistry. Two popular databases are KIDA (Wakelam et al. 2012)
and UMIST (McElroy et al. 2013). Associated with these databases, including
appending with some additional reactions, several astrochemical codes like Na-
hoon(Wakelam et al. 2012), AstroChem(Maret & Bergin 2015), Nautilus(Ruaud
et al. 2016), UCLCHEM(Holdship et al. 2017) are also publicly available. These
codes involve a variety of di erent model assumptions, especially in the aspect of
grain-surface reactions, but generally solve the chemical reactions via coupled rate
equations. In this approach, the evolution of species is described by a system of
ordinary di erential equations. The main di erence among these models is then in
the diversity and extent of reaction rate networks.
In our work, we will make use primarily of two di erent chemical models. One is
a deuterium fractionation network, which mainly comes from the KIDA database.
The other one is a reduced network extracted from the UCLCHEM code, which is a
mixture of the UMIST database, augmented by a gas-grain interaction model.
2.1 Deuterium Fractionation
According to standard big bang nucleosynthesis theory and WMAP data, the pro-
mordial abundance ratio of D/H is 2.37 ◊ 10≠5 (Spergel 2003). Quasar observations
also give results at a similar level ranging from 2 ◊ 10≠5 to 4 ◊ 10≠5 (e.g., O’Meara
et al. 2001). In contrast, the local ISM value is observed to be slightly lower, i.e.,
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≥ 1.6 ◊ 10≠5 (Linsky 2007), most likely due to destruction of D via nuclear fusion in
stars and recycling of this processed gas back into space via stellar winds, supernovae,
etc.
If there is no deuterium fractionation, the D/H fraction in every H-bearing species
is thus expected to be about 1.6 ◊ 10≠5. However, on Earth, in comets or in some
observed prestellar cores, the D/H fractions of certain molecules are much higher
than this value. For example, the ratio of N2D+ to N2H+, which are recognized as
good tracers of prestellar cores, has been observed to reach & 0.1 (Crapsi et al. 2005;
Pagani et al. 2007; Miettinen et al. 2012; Kong et al. 2016). These evidences support
that deuterium fractionation has occurred by many orders of magnitude. The formed
deuterated species could then be inherited by the subsequent protoplantary disk,
planetesimals/comets and planets. However, the details of the process by which this
may occur are still under debate.
The deuterium fractionation process can be approximately divided into three
steps (see Figure 2.1). First is the formation of H+3 , which occurs via the reactions:
H2 + CR æ H+2 + e≠ + CR
H+2 + H2 æ H+3 + H
(2.1)
Being charged, H+3 is more reactive than neutral species. The H+3 then reacts
with HD, which is the main reservoir of D atoms, and forms H2D+.
H+3 + HD æ H2D+ + H2 (2.2)
The inverse reaction could also happen to destroy H2D+ to form HD. However,
there is a small activation barrier for this inverse reaction. If the temperature is low
enough, the environment has a tendency to form H2D+, which is the beginning of
the deuterium fractionation process. H2D+ then could continue react with HD to
form D2H+ and D+3 .
H2D+ + HD æ D2H+ + H2
D2H+ + HD æ D+3 + H2
(2.3)
The formed H2D+, D2H+ and D+3 may then react with other gas phase species leading
to formation of deuterated molecules and molecular ions. Or they may undergo
dissociative recombination with electrons to form gas phase D atoms, which may
then undergo grain surface reactions to form deuterated ice species.
Since H2D+ plays a central role in the transfer of D into species and since its
abundance increases in cold gas, deuterium fractionation is expected to be enhanced
generally in such cold conditions. Furthermore, as the formation of H2D+ relies on
H+3 as a precursor, it means that an higher cosmic ray ionization rate also accelerates
the deuteration process. In addition, as H+3 is destroyed by O and CO, removing
these species from the gas-phase, e.g., by freeze-out onto dust grain ice mantles, also
enhances deuterium fractionation. Thus, cold and dense regions of prestellar cores
and clumps are ideal places for enhanced deuterium fractionation.
Another important factor influencing deuterium fractionation is the ortho-and-
para ratio of molecular hydrogen (OPRH2). The internal energy of ortho-H2 in
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Figure 2.1: Schematic overview of the processes leading to deuterium fractionation
(Credit: Ceccarelli et al. 2014).
its ground state is enough overcome the endothermic energy barrier in the inverse
reaction of Equation 2.2 (i.e., H2D+ + H2 æ H+3 + HD). As a consequence, the ratio
of H2D+/H+3 is suppressed and limits the third step of deuteration. Theoretically,
H2 formed on dust grains is expected to have 75% probability to form ortho-H2 and
25% probability to form para-H2.
Subsequently, the ratio decreases over time via reactions with H+ and H+3 (e.g.:
H++o-H2 æ H++p-H2; p-H+3 +o-H2 æ o-H+3 +p-H2) (Hugo et al. 2009; Honvault
et al. 2011), especially in cold and dense gas. Due to the low temperature (≥ 20 K),
the OPRH2 is predicted to be low (≥ 0.001) in star-forming environments (e.g., Sipilä
et al. 2013; Brünken et al. 2014).
A variety of astrochemical studies have been carried out to model deuterium
fractionation. Walmsley et al. (2004) considered a reduced chemical network, includ-
ing the nuclear spin states of H2, H+2 , H+3 and H2D+. This network assumed heavy
elements, like C, N, O, etc., are fully depleted. Extending this work, Flower et al.
(2006), Hugo et al. (2009), Pagani et al. (2009) and Sipilä et al. (2010) included
updated reaction rates for spin states and deuterated forms of H2 and H+3 . Vastel
et al. (2012) presented networks including molecular species with up to three atoms.
Kong et al. (2015) extended these works to include H3O+ to acquire more precise
results. As a consequence, the abundances of electrons, water, HCO+, DCO+, N2H+,
N2D+ are improved and have a good agreement with the even more extensive network
of Sipilä et al. (2013). More recently, Majumdar et al. (2016), based on the work of
Wakelam et al. (2015), presented a complete network including spin state chemistry
10 2.2. UCLCHEM
with 13 elements (H, He, C, N, O, Si, S, Fe, Na, Mg, Cl, P, F). In our work, we have
adopted the network from Kong et al. (2015), together with modest improvements
suggested by the results of Majumdar et al. (2016).
2.2 UCLCHEM
UCLCHEM (Holdship et al. 2017) is a time-dependent gas-grain chemical model written
in Fortran. It extends the pure gas-phase reactions from the UMIST database with
gas-grain interactions, including freeze-out, thermal desorption, photodesorption
and cosmic-ray-induced thermal desorption, based on the rate functions of Roberts
et al. (2007). To simulate surface chemistry, it adopts an approximated method to
allow users to set the branching ratio of freeze-out reactants. For example, when
CO sticks on grain mantles, it could be hydrogenated and form CH3OH. UCLCHEM
allows users to set in a defined grain file that, for example, 90% of CO becomes
grain-phase CO and the remaining 10% becomes CH3OH. The whole package also
includes a routine to generate the chemical modeling code and other hydrodynamics
routines, like C-shocks and evolving conditions of molecular clouds. However, the
hydrodynamics modules are limited to single zone or just one dimension.
The standard chemical network defined in UCLCHEM includes hundreds of gas-grain
reactions, besides 6,173 gas-phase reactions. However, if we only focus on simple
species like CO, H2O, etc., a reduced network can provide similar results as the
complete network. In our simulations of GMCs, we mainly use the reduced network
generated from UCLCHEM.
To validate the UCLCHEM reduced network, the results are compared with the
UCLCHEM complete network, as well as the network of Walsh et al. (2015). Note that
these two codes include implementations of di erent grain models, even though both
of them use the gas reactions from the UMIST database. For example, UCLCHEM is
based on Roberts et al. (2007) for implementation of cosmic-ray-induced thermal
desorption, while for this Walsh et al. (2015) uses results of Hasegawa et al. (1992).
Also, the rate functions are completely di erent. However, the large uncertainties
of the cosmic-ray-induced thermal desorption have been emphasised by Cuppen
et al. (2017). In our benchmark tests, these kind of reactions are not included.
Furthermore, these two codes use di erent values of binding energy of ice species.
This also leads to significant di erence because of the appearance of the binding
energy in the exponent in the rate equations. Finally, the values of yields of UV
photo reactions are also another source of minor di erences. To make the two codes
comparable, we synchronize the values of binding energies and yield of UV photo
reactions to be consistent with those of Walsh et al. (2015).
Table 2.1 lists the initial abundances used in the benchmark tests. Figures 2.2
and 2.4 show the results of benchmark tests at 10 K and 20 K. Other parameters are
fixed to: nH = 104 cm≠3, AV = 100 mag and ’ = 1.0 ◊ 10≠16 s≠1. The models are
evolved for 108 years, which is much longer than the typical free-fall time of GMCs
(i.e., ≥ 107 yr). In general, the results of the reduced network are in good agreement
with the full network. At 10 K, the di erence in abundance of all the species between
these two models is smaller than 15%, except for CH4. Although there is a di erence
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Species Abundance (nspecies/nH)
H 5.00 ◊ 10≠5
H2 0.500
He 9.75 ◊ 10≠2
CO 1.40 ◊ 10≠4
N 7.50 ◊ 10≠5
O 1.80 ◊ 10≠4
Mg 7.00 ◊ 10≠9
*Si 8.00 ◊ 10≠9
*S 8.00 ◊ 10≠8
*Cl 4.00 ◊ 10≠9
**GRAIN0 2.40 ◊ 10≠12
Table 2.1: The initial abundances of the benchmark tests. (* mark elements
ignored in the reduced network; ** marks species, i.e., GRAIN0, only present
in the model of Walsh et al. (2015)). There is no explicit abundance of dust
grains in UCLCHEM; instead those grain-involved reaction rates use some hard coded
constants.
of a factor of 13 in the early stages in the abundance of this species, it is not a
significant overall problem because of its low abundance. Furthermore, the final
di erence decreases to be smaller than a factor of 2. At 20 K, the di erences are
generally larger, but are still smaller than 35% for most species. CH4 still has the
largest di erences, i.e., a factor of 7.5, but again this does not have a major global
impact as it only contains 1% of the total C abundance.
Next we focus on the comparison between the reduced UCLCHEM network and
the model of Walsh et al. (2015). At 10 K, the abundance of CO up to about 1 Myr
shows a good agreement among the models. However, after this UCLCHEM gives the
final abundance larger by a factor of 2.58. We see that grain (i.e., ice) phase CO
(written as GCO) drops significantly in the Walsh et al. (2015) model after ≥ 106
years (and especially after 2 ◊ 107 yr, and does not agree well with the results of
UCLCHEM. The reason for this is that GCO is converted to other species, such as
GCH4 and GC2H6 by surface chemistry, but UCLCHEM does not have these kinds of
surface reactions. As described above, UCLCHEM assigns the fraction of surface species
when the freeze-out reactions happen and the species do not convert to each other
after this. Other species, i.e., HCO+, HCN, and CH4, generally have relatively good
agreement (within a factor of 5) in their abundances, as shown in Figure 2.2.
Figure 2.3(a) shows the evolution of C-bearing species in the Walsh et al. (2015)
model at 10 K. As the GCO abundance decreases rapidly in the later stages, the
abundances of GC2H6 and GC8H2 increase in response. This explains the GCO
discrepancy between UCLCHEM and the Walsh et al. (2015) model.
In the case of 20 K, the abundance of CO shows larger deviations among the
models, with final di erences up to a factor of 6.12. As before, most of the di erences
between UCLCHEM and the Walsh et al. (2015) models result from the varying treatment
of grain surface reactions, which lead to C being included in GC2H6 and GC8H2.
The most significant di erences between the models, which can be seen in Figure 2.4,
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Figure 2.2: Benchmark tests of models of Walsh et al. (2015), full network of
UCLCHEM and reduced network of UCLCHEM at 10 K. The species under comparing
are CO, GCO (G: grain-phase), HCO+, HCN, CH4 and GCH4. The name of
species is labelled in the top left of each panel.
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Figure 2.3: The abundance evolution of the most significant C-bearing species in
the Walsh et al. (2015) model at 10 K (left) and 20 K (right).
are the abundances of CH4 and GCH4, since UCLCHEM does not include longer carbon
chains. Thus UCLCHEM overpredicts the abundance of methane compared to the
Walsh et al. (2015) model. Figure 2.3(b) shows more details of the evolution of
the main C-bearing species in the Walsh et al. (2015) model at 20 K. Similar to
Figure 2.3(a), C2H6 and C8H2 contain a large portion of the C elemental abundance.
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Although there are more and more sophisticated astrochemical models, these mod-
els are usually implemented in simple single zone, i.e., zero dimensional, or one
dimensional frameworks. However, this means that these models typically ignore the
influence of kinematic and dynamical e ects, especially abundance changes due to
advection, including the advective di usion induced by turbulence. To further un-
derstand the influence of such e ects, three-dimensional chemodynamics simulations
are needed. Previous work on such simulations, of varying levels of complexity, has
been presented by several groups (see, e.g., Glover et al. 2010; Bovino et al. 2019;
Bellomi et al. 2020).
3.1 Coupling Chemistry with Magnetohydrody-
namics




+ Ò · (flv) = 0, (3.1)
ˆflv
ˆt
+ Ò · (flvv + IP ≠ BB) = ≠flÒ„, (3.2)
ˆE
ˆt
+ Ò · [(E + P )v ≠ B(B · v)] = ≠flv · Ò„ ≠   +  , (3.3)
ˆB
ˆt
≠ Ò ◊ (v ◊ B) = 0, (3.4)
where fl, v, P, E, B, „ are the density, velocity vector, pressure, energy density, mag-
netic field vector and gravitational potential, respectively. Here, I is an identity
tensor, while   and   represent the cooling and heating rates, respectively. To
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include the contributions of magnetic fields, the pressure and energy are given by:
P = p + B
2
2 , (3.5)





where p and e are thermal pressure and thermal energy density, respectively. The
magnetic permeability (µ0) is unity in these equations. In the case of ideal gas with
a ratio of specific heats “, the thermal energy can be expressed as:
e = p(“ ≠ 1) . (3.7)










“(“ ≠ 1) (3.9)
Equations 3.1 to 3.3 represent the conservation of mass, momentum, and energy,
while Equation 3.4 is the magnetic induction equation. However, to extend a fluid to
a reactive flow, the equation of species abundance evolution must also be included:
ˆni
ˆt
+ Ò · (niv) ≠ Ò · (DÒni) = C(ni, nj, T ) ≠ D(nj, T )ni, (3.10)
where ni represents the number density of each species and the summation of number
density weighted by mass must equal to mass density (
ÿ
i
nimi = fl). This equation
includes three processes: advection, di usion and chemical reactions. The second
and the third term on the left-hand side represent the advection and the di usion
processes, respectively. In astrophysical flows, the di usion term is usually ignored
since its influence is much smaller than the advection term. The right-hand side
terms refer to the construction (C) and destruction (D) of ith species.
Equation 3.10 can be split into two parts:
ˆni
ˆt
+ Ò · (niv) = 0 (3.11)
dni
dt
= C(ni, nj, T ) ≠ D(nj, T )ni (3.12)
The first equation only considers the advection term and the second equation solves
the reactions, which is the same set of di erential equations handled by one-zone
astrochemical models (See Chapter 2). That is to say, to implement a chemodynamics
simulation, we need to make the hydrodynamics code calculate the advection and
then insert the astrochemical model to solve the reactions.
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3.2 Simulation Code: ENZO+KROME
In our projects, we utilize ENZO (Bryan et al. 2014) and KROME (Grassi et al. 2014)
to run our chemodynamics simulations. ENZO is a adaptive mesh refinement (AMR)
hydrodynamics code, developed originally for cosmological simulations. It has built-in
functions using the GRACKLE chemistry library to calculate the evolution of primordial
gas. GRACKLE also supports calculation of heating/cooling rates of primordial gas
and metals and some UV background radiation e ects. However, the main purpose
of GRACKLE is primordial chemistry. Although it can be extended to include some
user-defined Cloudy heating/cooling tables, it is not practical to make it include a
general chemical network of the ISM.
Instead, KROME is a chemistry package working as a Python-based parser to
convert a user-provided chemical network to Fortran codes. Users have the freedom
to define their own reaction format by using its pre-defined tokens. It provides
a unique interface function so that it can work with other hydrodynamics codes.
However, it does not guarantee the consistency with hydrodynamics codes. Users
have to ensure that all species in the network exist in the hydrodynamics codes
and that the advection is handled by the hydrodynamics codes (see Section 3.1).
Besides, because it generates source codes, these codes have to be compiled with the
hydrodynamics codes to make the whole combination work. It also provides some
o cial patches for several hydrodynamics codes, including FLASH, ENZO, GIZMO
and RAMSES. For ENZO, the patch does not handle advection and the existence of
species. Users have to define the additional species and modify some routines for
advection and renormalization (e.g., Grid_SolveHydroEquations.C for PPM, Zeus,
MHD_Li/CT solvers and Grid_UpdatePrim.C for Runge-Kutta solvers).
3.3 Performance
Although KROME provides a way to set up the codes for chemodynamics simulations, a
significant problem is the size of the network. To fully model how chemistry happens
in the ISM, networks usually contain thousands of reactions. Even if it may only
take a few milliseconds to finish one step in one grid cell, the cost becomes significant
when there are 106 (the order of 1283 resolution) grids. Figure 3.1 shows the mean
time of one step of chemodynamics simulations in a 643 domain. The simulations use
the same initial condition, but couple with di erent sizes of networks. We see that
the computational time is almost directly proportional to the number of reactions.
Note that the performance could also be influenced by the initial conditions. For
example, if the temperature of some grids is out of the valid range of reactions, the
reaction rates are zeros and could make the calculation faster. However, in general,
the performance of simulations can be a thousand times slower than a simulation
without chemistry, if a network containing thousands of reactions is used.
Another problem of chemodynamics simulations is the number of species. To
track the evolution and calculate the advection, the density of each species must
be stored in each grid. As the number of species increases, the simulation also
occupies more disk storage and memory. For example, a magnetohydrodynamics
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Figure 3.1: Computational time of chemodynamics simulations with di erent sizes
of chemical networks. The same simulation is run with di erent architectures (HT-
with hyper-threading, noHT - without hyper-threading) and di erent processors
(1node - 64 cores, 2node - 128 cores). The test is done on Vera cluster of Chalmers
University of Technology in Gothenburg, Sweden (C3SE). The nodes are built
with Intel Xeon Gold 6130 CPUs and have 92GB memory on each node.
simulation usually stores about 10 fields (typically, fl, v, E, B and some optional
fields like internal energy or gravitational potential). However, an ISM chemical
network may contain hundreds of species. For example, if the network contains about
100 species, the simulation with the resolution of 1283 will use about 2GB memory.
If the resolution is enhanced to 5122, the simulation data will exceed 100GB. The
number of species limits the resolution and increases the loading of communication
when the simulation is running on many CPUs in a cluster.
A simple way to save memory and disk storage is using the AMR structure to
limit the finer grids focusing on subregions in the simulation. The way is e ective
if the interesting regions are only a small portion of the whole domain. However,
the side e ect is the interpolation error. Although most of the popular AMR codes
support high-order interpolation methods and conservative interpolation to reduce
numerical errors, element abundance conservation can still be broken (Grassi et al.
2017). The problem is because gradient limiters and interpolation weights can be
di erent for each species. Even if each individual chemical species is conserved during
the interpolation, the summation of atoms in species may not be conserved. This
means the amount of species should be normalized twice after advection: once for
element conservation and once for mass conservation.
However, even if the memory requirement is a ordable, the performance problem
is still significant. It is impractical to wait over forty days for a simulation originally
taking one hour. Several methods can improve the performance:
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• Parallelization: Parallelization is a common way to improve the performance of
simulations. Currently, openmp and MPI have been widely applied in numerical
codes. ENZO also supports the usage of MPI, which can accelerate the simulation
by requesting more processors from more nodes in a cluster. Figure 3.1 also
shows the simulation is almost twice faster by using two nodes rather than
one node. However, it is also impractical to o oad the heavy computation
by requesting hundreds of nodes. Graphics cards could be another choice of
parallelization. By using the graphics processing units (GPU) on graphics cards,
hydrodynamics simulations could be ten times faster than on a CPU (Schive
et al. 2010). Note this also depends on the frequency and the number of units.
Usually these kind of tests are done under the same “cost” of a specific cluster.
Several studies are working on moving the di erential equation solvers onto
GPU (Zhou et al. 2011; Niemeyer & Sung 2014; Ahnert et al. 2014; Curtis et al.
2016; Stone et al. 2018). However, these studies are focusing on combustion
engineering and biochemistry. They have not been ported to astrochemistry
and have several drawbacks. Most solvers are explicit and cannot handle the
level of sti ness in astrochemical networks. Some of these solvers use the first
order implicit backward di erential formula (BDF) method and lose accuracy,
while other higher order solvers often have performance problems, e.g., because
of their instability and more complex timestep assignments. Astrochemical
networks are generally expressed as sparse matrices and if ODE solvers can
take advantage of this sparseness, then performance is improved (Grassi et al.
2014). However, most of the GPU-ported solvers assume the matrices are dense
and do not take advantage of this feature.
• Reducing the size of network: As the computational load is proportional to the
number of reactions, it is intuitive to reduce the load by reducing the number
of reactions. This idea has been studied for a long time. It can be done by
pre-selecting species and related reactions (Nelson & Langer 1999). Another
approach assumes that some species stay with equilibrium abundances to focus
on solving the non-equilibrium species (Lam 1993; Glover et al. 2010), where
those equilibrium species are chosen by the rapid reaction rates. However,
this approach may not be valid for a wide range of parameters because of the
variation of reaction rates. A further approach is then to try to dynamically
reduce the reactions to avoid this limitation (Tupper 2002; Grassi et al. 2012).
• Reducing the number of chemical time steps: This could be the simplest way
to accelerate the simulations, but the method only works when the chemistry
timescale is much longer than the hydrodynamics timestep. If the hydrody-
namics timestep is much shorter than the chemistry timescale, the chemistry
calculation can be operated only every several hydrodynamics timesteps and
keep a relatively good approximation for the abundances. This approach has
been implemented in our ENZO codes. However, if the simulation is undergoing
fast heating/cooling, this approach will lose accuracy.
• Neural network: Due to the advance of deep learning, neural networks have
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become a popular tool in a variety of fields. As the fundamental neural network,
artificial neural networks also have been widely applied in computational
chemistry, biochemistry, etc. (Goncalves et al. 2013). A recent work also
applies the method to create an emulator of UCLCHEM (De Mijolla et al. 2019).
As a black box, the emulator skips the cost of solving di erential equations,
but reproduces, approximately, the nonlinear results. The problem becomes
how to train a valid model and guarantee the correctness over a wide range of




In this paper, we focus on the deuterium fractionation in massive prestellar cores.
The reason is that N2H+ and its deuterated form N2D+ have been observed in several
prestellar cores and are thought to be good diagnostic tracers of these objects (Caselli
et al. 2002; Tan et al. 2013a; Kong et al. 2016). The cold and dense gas is also an
ideal place for deuterium fractionation (see Section 2.1). The emission lines of these
species are thus also useful to interpret the kinematics in the cores. As a follow-up
work of (Goodson et al. 2016), we also use the chemical network of (Kong et al.
2015), but with minor updates from (Majumdar et al. 2016). The network contains
species composed by heavy elements, C, N, and O, and we investigate the influence
of depletion factors of these species. We then use ENZO and KROME to couple the
chemical network with a magnetohydrodynamics simulation of a massive prestellar
core.
We focus on the influences of chemical parameters to a particular prestellar core.
The initial conditions of the prestellar core are fixed to mass = 60 M§, mass surface
density = 0.3 gcm≠2, radius = 0.1 pc. The free-fall time is then 76 kyr. The prestellar
core also has a turbulent velocity field and a cylindrically symmetric magnetic field
to make the core slightly supervirial in the beginning. Since there is no driving
of the turbulent velocity field, the core will begin to collapse as turbulence decays.
The chemical parameters we study are the initial OPRH2 , temperature, cosmic-ray
ionization rate and depletion factor of CO and N (two factors, one controlling the
abundances of C and O, another one controlling the abundance of N) and the initial
chemical age, i.e., a ecting initial abundances.
We follow the chemical evolution in the core for 0.8 free-fall times and analyze
the number densities and column densities of N2H+ and N2D+. Figure 4.1 shows
the comparison of abundances with observational data. We conclude that one model





= 100) is one of the best models for matching observational data of
massive PSCs. The abundances also allow us to estimate the velocity gradient, the
velocity dispersion, the rotational energy, the kinetic energy and the virial parameter
of the simulated core as would be traced under the assumption of optical thin
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Figure 4.1: Time evolution of the average abundances of N2H+ and N2D+ in
massive PSC simulations, as listed in the lower right legend. The grey squares,
triangles and diamonds are observational data from Miettinen et al. (2012), Kong
et al. (2016), and Cheng et al. (2021).
emission of N2D+(3-2). Overall, the rotational energy is small compared with the
gravitational energy. The core can appear subvirial in certain directions during much
of the evolution because of the contribution of magnetic fields to its support.
Although we found one possible way for the prestellar core to reach an high
deuterium fraction, comparable with some observed systems, the fast collapse rate
may also influence the results. For example, if the prestellar core had stronger
B≠field support and collapsed more slowly, then a lower cosmic ray ionization rate
would likely be allowed to enable a similar level of deuteration to be reached.
Chapter 5
Outlook and Future Work
5.1 Ambipolar Di usion in Massive PSCs
Following the work done in Paper I, we now include the non-ideal MHD e ect of
ambipolar di usion (AD) into the simulation. If ambipolar di usion is considered, the
prestellar core is able to contract starting from a stronger initial B≠field condition,
although taking a longer time to collapse (see, e.g., the models of Hennebelle et al.
2020; Zhao et al. 2020; Machida & Basu 2020, for the case of AD in low-mass cores,
including its influence on disk formation). Thus, such models are likely to be able to
achieve a given level of deuteration with a lower cosmic-ray ionization rate. Also,
their kinematics are likely to show much small degrees of turbulence, since this tends
to decay after about one free-fall time.
Figure 5.1 shows the average mean molecular weight of the ionised species
(excluding electrons), µi (in units of the proton mass), in some of the core simulations
of Paper I. As expected, it shows that µi decreases as the CO and N depletion factors
increase, i.e., a larger fraction of the charge is carried by light species, such as H+3
and H2D+.








where nn, ni and µn are the number density of neutral particles, the number density of
ion particles and the mean molecular mass of neutral particles, respectively. < ‡v >
is the ion-neutral collisional rate coe cient, which has a value ≥ 10≠9 cm3 s≠1. Since
ni π nn, µn can be approximated to 2.33 for all models. We use the values of the
initial radius and the initial magnetic field strength at the core boundary for the
length scale, L, and average magnetic field strength, B, to estimate the ambipolar
di usion time.
The positive ion abundances of some of the prestellar cores in Paper I are plotted
in Figure 5.2. Then, Figure 5.3 shows ·AD estimates based on the average ion mean
molecular weight and abundances in the models. The figure shows that the AD
time is sensitive to the cosmic-ray ionization rate and depletion factor and thus
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Figure 5.1: Time evolution of the mean molecular weight of ionised species
(excluding electrons), µi, in some of the core simulations of Paper I.
Figure 5.2: The positive ion abundances of several simulated PSCs of Paper I (see
text).
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Figure 5.3: Estimates of the evolution of ambipolar di usion time of several
simulated PSCs of Paper I (see text).
astrochemical e ects can have an important impact on the physical evolution of star
formation from strongly magnetised molecular clouds.
We have implemented ambipolar di usion in our PSC simulations following the
method described in Christie et al. (2017). Although the fiducial table of resistivities
of Christie et al. (2017) is based on di erent species and a PDR astrochemical
model, it is still instructive to know how significantly ambipolar di usion influences
the collapse. Figure 5.4 shows the mass-weighted mass surface density distribution
function of the fiducial model in Paper I and the corresponding results with ambipolar
di usion at 0.6 free-fall time. The mass fractions where the mass surface density >
3.0 gcm≠2 in the case with AD are 0.244, 0.282, 0.197 in x, y, and z viewing directions,
respectively. In the case without AD, the mass fractions are 0.211, 0.211, 0.113.
Thus we see there is modest enhancements in the amounts of dense gas when AD
is accounted for. However, in this supercritical case, the magnetic field is relatively
weak and in general the e ects of AD are quite modest. Much larger di erences are
expected to arise in PSCs in which the initial magnetic field is stronger such that
the initial PSC is magnetically subcritical. Indeed, in such circumstances, collapse
would only be able to proceed in the model with ambipolar di usion and its rate is
likely to be sensitive to details of the astrochemistry.
Figure 5.5 shows a scatter plot of deuterium fraction versus density in the
simulations with and without AD. At 0.25t  , the deuterium fraction still has a good
agreement between the simulations, but the model with ambipolar di usion has a
slightly wider distribution in its low-density region. Again, because these models have
relatively weak B≠fields and are undergoing relatively fast collapse, the particular
influence of AD on the chemical properties is minimal. Larger di erences are likely
to arise during the evolution of more strongly magnetised cores.
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Figure 5.4: Probability distribution functions of mass surface density at t = 0.6t  .
AD - with ambipolar di usion, noAD - without ambipolar di usion.
Figure 5.5: Scatter plot of density and deuterium fraction in core at t = 0.25t  .
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5.2 Cloud-Cloud Collisions
Giant Molecular Cloud (GMC) collisions are proposed to be an important mechanism
to create dense gas concentrations and thus trigger star formation. Wu et al. (2015)
and Wu et al. (2017) have used ENZO and GRACKLE to study collisions of magnetised,
turbulent GMCs, utilising heating and cooling rates based on photon dissociation
region (PDR) models that estimate the chemical composition of such clouds and
their envelopes. The PDR model also allows the prediction of molecular lines, such as
higher J CO lines, e.g., CO(8-7), which can be important diagnostics of warm, dense
gas created in the collisions. However, these simulations do not dynamically couple
chemistry and hydrodynamics and so their predictions have significant uncertainties.
We have coupled the fiducial GMC-GMC collision simulation of Wu et al. (2017),
i.e., involving two identical GMCs colliding at 10 km s≠1, with the reduced UCLCHEM
astrochemical network (see Section 2.2) to improve the accuracy of the abundance
estimates of CO, as well as those of other species that probe various conditions, such
as dense gas (e.g., HCN, HCO+) and the lower density envelopes (e.g., C+). Since
gas-grain interactions are also supported by the network, this will also allow us to
study the gas-phase depletion due freeze-out in dense, cold gas. The results can be
use to improve the modeling of the initial conditions of the prestellar core simulation,
i.e., to assess how massive PSCs arise from realistic GMC conditions.
To couple the reduced network with the original cloud collision simulation, we
again incorporate KROME with ENZO. GRACKLE is used to follow heating and cooling,
but still based on the Wu et al. (2015) tabulated rates based on their PDR model.
Visual extinction, AV , which is required by our astrochemical network, is specified
by the density-extinction relation described in Wu et al. (2015), i.e., to be consistent
with the PDR model. The initial abundances are given by Table 2.1, i.e., the same
as the benchmark tests presented in Section 2.
Figure 5.6 shows the snapshot of the fiducial GMC-GMC collision simulation
at 1 Myr. The streamlines indicate the direction and magnitude of magnetic fields.
In Figure 5.7, the time evolution of mass surface density, C+ column density, and
CO column density in the colliding clouds are plotted. Although C is in CO in the
beginning, the molecule is destroyed almost immediately and produces C+ after about
10,000 years because of the relatively low density. This is consistent with the results
of the single grid model shown in Figure 5.8, which has nH = 100 cm≠3, T = 10 K,
’ = 1.0 ◊ 10≠16 s≠1, and FUV field strength of 4G0. As the clouds are colliding into
each other, the growth of density and visual extinction make CO formation easier.
Thus, although the abundances are still relatively low at this stage (. 10≠7), they
are on a trend of increasing quite rapidly and CO is expected to soon become the
dominant reservoir of C in the dense clumps.
5.3 Porting astrochemical tools onto GPUs
The performance of astrochemical simulations has been discussed in Section 3.3. To
run a huge network at high resolution, improving the performance is needed. So
far, because the chemical networks are much slower than hydrodynamics, we have
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Figure 5.6: The mass surface density of colliding clouds at 1 Myr in a box of
128 pc3. The streamlines indicate the strength of the magnetic field.
Figure 5.7: Time evolution of the colliding clouds. The columns from left to
right shows the snapshots every 200 kyr. The rows from top to bottom are: mass
surface density, C+ column density, and CO column density. Each box is 128 pc
on a side.
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Figure 5.8: The chemical evolution of top abundant C-bearing species in single
grid model run with UCLCHEM.
used ways of reducing the number of chemical cycles to accelerate the simulation.
However, to further improve the performance, we aim to have an high-order implicit
ODE solver executable on GPUs. We first plan to port the available lsoda GPU
solver to fit the requirement of astrochemistry. lsode is another solver that has
been widely used and takes advantage of the sparsity of matrix, but it is written in
Fortran77. Porting it onto GPU is another potential future project.
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