This study proposes a variable selection linear regression (VSLR) adaptation framework to improve the accuracy of automatic speech recognition (ASR) with only limited and unlabeled adaptation data. The proposed framework can be divided into three phases. The first phase prepares multiple variable subsets by applying a ranking filter to the original regression variable set. The second phase determines the best variable subset based on a pre-determined performance evaluation criterion and computes a linear regression (LR) mapping function based on the determined subset. The third phase performs adaptation in either model or feature spaces. The three phases can select the optimal components and remove redundancies in the LR mapping function effectively and thus enable VSLR to provide satisfactory adaptation performance even with a very limited number of adaptation statistics. We formulate model space VSLR and feature space VSLR by integrating the VS techniques into the conventional LR adaptation systems. Experimental results on the Aurora-4 task show that model space VSLR and feature space VSLR, respectively, outperform standard maximum likelihood linear regression (MLLR) and feature space MLLR (fMLLR) and their extensions, with notable word error rate (WER) reductions in a per-utterance unsupervised adaptation manner.
Introduction
A key point to the success of automatic speech recognition (ASR) is its ability to maintain satisfactory performance under various acoustic conditions. The difficulty in achieving this goal is that the acoustic mismatch between training and testing environments usually leads to considerable ASR performance degradation. Identifying a way to compensate for the acoustic mismatch effectively with constrained resources has become an important task. Many approaches have been developed to offer solutions to this task [1] - [12] . Among these approaches, adaptation methods have proven effective and are popularly used in ASR systems. Generally, adaptation methods compute a mapping function to characterize the mismatch effect between training and testing acoustic conditions. The computed mapping function is then used to adjust the parameters in the original acoustic Manuscript model or to convert the testing acoustic features to reduce the acoustic mismatch. Among the mapping functions, the linear regression (LR) function is popularly adopted in many adaptation methods because it can effectively enhance the ASR accuracy with reasonable computational cost. Maximum likelihood linear regression (MLLR) [13] - [16] and feature space MLLR (fMLLR) [14] , [17] are well-known methods using the LR function to perform adaptation in the model and feature spaces, respectively. Although MLLR and fMLLR have been proven effective for most ASR tasks, they often encounter over-fitting issues when the amount of adaptation data is extremely limited and no correct transcription is available. To handle this issue, various solutions have been proposed. One direction is to predefine the structure of the LR mapping function. When a sufficient amount of training data is available, a complex (full) matrix is used; on the other hand, when the amount of adaptation data is limited, a simple (block or diagonal) matrix is used. Another successful direction to overcome over-fitting is to incorporate a regularization term into the objective function, which is used to estimate the LR mapping function. One popular regularization term is a prior distribution of the LR function [18] - [22] . Effective approaches include structural Bayesian linear regression (SBLR) [18] maximum a posteriori linear regression (MAPLR) [19] - [22] and feature-space MAPLR (fMAPLR) [23] . More recently, a class of approaches adopts the L2 and L1 norms of the rotation matrix of the LR mapping function as the regularization term; the corresponding approaches are Ridge-MLLR [24] and LASSO-MLLR [25] , respectively. Because the regularization terms can stabilize the estimation of LR mapping functions, the regularized adaptation approaches effectively overcome the over-fitting issue and provide satisfactory performance with limited data. Different form the approaches described above (predefining the structure of rotation matrix or imposing a regularization term into the objective function), this study proposes to use the variable selection (VS) technique [26] - [28] to directly select the optimal subset of the LR mapping function parameters, according to the adaptation data, to perform adaptation.
In machine learning tasks, the main purpose of the VS techniques is to select a compact subset of variables to help improve performance. The selected variable subset excludes redundant and noisy variables, thereby improving the reliability of the learned models. Moreover, the time required Copyright c 2014 The Institute of Electronics, Information and Communication Engineers for training and the storage requirements can be reduced, and data structures can be analyzed explicitly. The VS techniques can be divided into two categories-filter and wrapper methods. The filter methods first decide a ranking list for the entire variable set and then select those variables according to this list until a certain stop criterion is fulfilled. Since the selected variable subset has better representation capability for the data samples, the filter methods are also considered as pre-processing of the observed dataset. On the other hand, the wrapper methods evaluate all of the possible variable subsets using the performance score of the target task and then determine the optimal subset that achieves the best performance.
In this study, we propose to incorporate the VS techniques into the LR adaptation framework (named VSLR) and derive model space and feature space VSLR (named M-VSLR and F-VSLR, respectively) approaches. Both approaches consist of three phases. The first phase establishes and ranks regression variable subsets. The second phase determines the best variable subset according to a predefined performance evaluation criterion and calculates an LR mapping function based on the determined variable subset. The third phase performs adaptation in model or feature spaces. Comparing to the regularized LR methods that impose constraints on the LR function computation, the proposed VSLR framework directly selects suitable components in the LR functions according to the available adaptation statistics. We evaluated the proposed framework on the Aurora-4 database [29] , [30] . Experimental results demonstrate that both M-VSLR and F-VSLR can provide better adaptation performance than conventional MLLR and fMLLR, as well as MAPLR and fMAPLR, and L2-norm regularized LR adaptation methods, in a per-utterance unsupervised adaptation mode. The results confirm that using the VS process to directly select informative variables in the LR mapping function can achieve better adaptation performance when only very limited amount of adaptation data is available.
The rest of this paper is organized as follows. We first review the conventional and regularized LR adaptation framework in Sect. 2. Then, we detail the proposed VSLR adaptation framework in Sect. 3. In Sect. 4, we report the experimental results and discussion. Finally, we conclude our findings in Sect. 5.
Conventional and Regularized Linear Regression Adaptation Framework
This section reviews the theories underlying conventional MLLR and fMLLR and their extensions that incorporate regularizations to improve adaptation performance.
Conventional MLLR and fMLLR
The conventional MLLR approach [13] , [14] updates the mean vector, μ i , for the i-th Gaussian mixture in the original acoustic model, Ω, to a new mean vector,μ i , usingμ
where ξ i = [μ i 1] is the augmented vector, and M is the total number of Gaussian components in the acoustic model. Meanwhile, fMLLR [14] , [17] updates the acoustic observation vector at the t-th frame, o t , using
where ζ t = [o t 1] is the augmented feature vector,õ t is the updated feature vector, and T is the total number of frames. In Eqs. (1) and (2), W = [A b] is the LR mapping function, which comprises a rotation matrix, A, and a bias vector, b. With the adaptation data, O, MLLR and fMLLR use the maximum likelihood (ML) criterion to estimate the LR mapping function using
where U is the transcription corresponding to O. Although MLLR and fMLLR have proven effective in many tasks, they suffer from over-fitting issues when the LR mapping function is poorly estimated, usually caused by limited adaptation data and incorrect transcriptions. In the next section, we introduce the regularized LR approaches that can effectively handle the over-fitting issue.
Regularized Linear Regression Adaptation
The goal of regularized LR adaptation approaches is to overcome the over-fitting issue of the conventional MLLR and fMLLR approaches by integrating a regularization term into the likelihood objective function. Generally, regularized LR adaptation approaches compute the LR mapping function using
where R is the regularization term, and λ is an interpolation weight, which determines the scale of regularization. A successful regularized LR adaptation approach incorporates the norm of rotation matrix, A, to form the regularization term as
Ridge-MLLR and Ridge-fMLLR [24] , respectively, adopt the regularized objective function in Eq. (4) with setting q = 2 in Eq. (5), to perform model space and feature space adaptation. On the other hand, MAPLR [19] - [22] and fMAPLR [23] use prior densities as regularization terms, R, in Eq. (4), by
where the hyper-parameters of P(W, Ω) can be prepared by training data. It has been confirmed that the regularized LR adaptation approaches can overcome the over-fitting issue successfully and thus provide satisfactory adaptation performance when only a very limited amount of adaptation data is available [19] - [25] .
Variable Selection Linear Regression Adaptation Framework
In this section, we introduce the proposed M-VSLR and F-VSLR adaptation approaches. Both of them comprise three phases-variable subset construction, subset selection, and adaptation.
Model Space Variable Selection Linear Regression (M-VSLR)
The goal of M-VSLR is to estimate an LR mapping function with the optimal form to adjust mean parameters in the original acoustic model to match the testing condition. In the following, we introduce the three phases of M-VSLR as shown in Fig. 1 .
Variable Subset Construction
The first phase of M-VSLR prepares multiple variable subset candidates. Many algorithms can be used to perform this task, such as independent component analysis (ICA) [31] and k-means [32] . We adopt principal component analysis (PCA) [33] - [35] in this study. We first construct a D-by-M matrix, Λ, whose columns are mean vectors with dimension D, and M is the total number of Gaussian components. By applying singular value decomposition (SVD) on Λ, we can calculate a matrix formed by eigenvectors, X, of the covariance matrix, ΛΛ , where X = [e (1) e (2) . . . e (D) ] , and e (d) is the eigenvectors with the d-th largest eigenvalue. Accordingly, we prepare D variable subsets, X (d) = [e (1) e (2) . . . e (d) ] , d = 1, 2, . . . D, and X (d) is a d-by-D matrix. Then for the i-th Gaussian mixture in the original acoustic model, we estimate its D representation vectors, ε (d) i (d = 1 . . . D), corresponding to D variable subsets, by projecting the mean vector, μ i , on the eigenspace
Because PCA preserves most of the variance of Gaussian mean vectors in the first few eigenvectors, we can remove redundancies and keep compact representations by selecting the first few rows of X. Therefore, the variable subset construction procedure in M-VSLR can be considered as a filter-based VS process [26] .
Subset Selection and Model Space Adaptation
The subset selection and adaptation phases of M-VSLR consist of the following four steps:
Step 1: computing D linear regressions For each of the D subsets, X (d) = [e (1) e (2) . . . e (d) ] , d = 1, 2, . . . , D, we compute an LR mapping function,
In this study, we adopt the ML criterion to compute W (d) using
Different from conventional MLLR, we define W (d) as the LR mapping function to characterize the difference betweenμ i and μ i , and thus the adaptation formulation can be written as
where (9) can be re-written as
With the observation, O, W (d) can be computed in a similar manner to conventional MLLR using
with
is the occupation probability of the i-th Gaussian at time t; μ i j and σ i j are the j-th element of mean vector and the ( j, j) element of covariance matrix for the i-th Gaussian, respectively; o t j is the j-th element of the observation vector at time t. Notably, elements in k (D) j , need to be calculated to compute the entire D sets of LR functions. Therefore, the online computation is not increased much comparing to conventional MLLR [13] , [14] . Figure 2 shows D sets of LR mapping function by using ε (d)
, which is obtained by Eq. (7).
Step 2: calculating performance scores We define the performance score for the d-th variable subset, S (d) , as: where F(O, W (d) ) is related to the observations of O and W (d) . Many criteria can be used for F(O, W (d) ), and we define it as a combination of a fitness measure (loglikelihood) and a regularization term in this study. Accordingly, Eq. (12) becomes
Step 3: selecting the best variable subset With the computed
based on Eq. (13) . Then, the optimal variable subset can be determined using
Finally, we obtain X (d * ) = [e (1) e (2) . . . e (d * ) ] , ε (d * ) i and, W (d * ) . Notably, the subset selection process can be considered as a wrapper-based VS process [26] .
Step 4: performing model space adaptation The adaptation phase transforms the original acoustic model to an updated one. With the selected ε (d * ) i and W (d * ) from the previous step, we can update the mean vector,μ i , using Eq. (9)
Feature Space Variable Selection Linear Regression (F-VSLR)
The goal of F-VSLR is to estimate an LR function in the optimal form to convert the testing feature sequences to match the acoustic model. In this section, we introduce the three phases of F-VSLR as shown in Fig. 3 .
Variable Subset Construction
Similarly to M-VSLR, F-VSLR applies PCA to construct multiple variable subsets.
. . o T ] be the testing feature sequence. We can calculate the matrix of eigenvectors, X = [e (1) e (2) . . . e (D) ] of OO and then obtain D variable subsets using the following representation: 
where X (d) = [e (1) e (2) . . . e (d) ] . Similar to M-VSLR, the variable subset construction procedure in F-VSLR can be considered as a filter-based VS process [26] .
Subset Selection and Feature Space Adaptation
The subset selection and adaptation phases of F-VSLR consist of the following four steps:
Step 
To calculate W (d) , we derive the adaptation formulation as
where
. Equation (17) can be re-written as
With the observation, O, W (d) in Eq. (16) can be computed in a similar manner to conventional fMLLR [23] using
where p j = [c j1 , c j2 , . . . , c jD ], c jk = cofactor(A jk ), and Y (d) = [(X (d) ) 0] . W (d) j and p j can be updated iteratively. The parameter α is obtained by solving the following quadratic function: 
where β = i,t γ i (t), and I j is the j-th column of a D-by-D identity matrix. Similarly to M-VSLR, only the statistics, G (D) j and k (D) j , need to be calculated to compute the entire D sets of LR functions. Figure 4 shows D sets of LR mapping function by using ε (d)
, which is obtained by Eq. (16).
Step 2: calculating performance scores For F-VSLR, we also define and compute a performance score for each of the D sets of LR functions. The performance score for the d-th variable subset, S (d) , is again specified in Eq. (13).
Step 3: selecting the best variable subset Next, with the computed W (d) = A (d) b (d) , d = 1, 2, . . . D, we compute D performance scores, S (d) , d = 1, 2, . . . D, by following Eq. (13) . Then, we determine the optimal variable subset using
Finally, we obtain X (d * ) = [e (1) e (2) . . . e (d * ) ] , as well as ε (d * ) t , and W (d * ) . It is noted that the subset selection process can be considered as a wrapper-based VS process [26] .
Step 4: performing feature space adaptation The adaptation phase of F-VSLR transforms the original acoustic feature sequences into updated ones. With the selected ε (d * ) t and W (d * ) from the subset selection phase, we compute the new feature,õ t , using Eq. (17).
Related Approaches
In previous studies, PCA has been used to extract prior knowledge of speakers for model adaptation. Successful examples include Eigenvoice [36] - [38] and Eigen-MLLR [39] , [40] . These approaches prepare multiple sets of acoustic models or regression matrices to incorporate prior knowledge of training condition, such as speaker and speaking environments, in the offline. Then, a linear combination (LC) function is estimated online to perform model adaptation. Because the LC function is simpler than the LR function, fewer adaptation data is required to calculate the mapping function accurately; nevertheless, the performance converges quickly when more adaptation data becomes available.
This study aims to apply VS on the LR function to improve the adaptation performance. In contrast to Eigenvoice and Eigen-MLLR, the proposed VSLR framework applies PCA on the original acoustic model (for M-VSLR) and feature sequence (for F-VSLR) to construct regression variable subsets. Each variable subset increased by one element from its preceding subset, based on the ranking list generated using PCA. Hence, each prepared variable subset can be expected to contain more information about the structure of the original acoustic models and features than any alternatives of the same variable size.
After the construction step, the proposed VSLR adaptation framework defines a performance score and determines the best variable subset according to the adaptation statistics. Unlike the exhaustive search used in general wrapper methods, VSLR only evaluates the prepared variable subset candidates. Since PCA enables the prepared subsets to be used to characterize the data distribution of the original model, the selection capability of VSLR is comparable to an exhaustive search process, but the online search space is considerably reduced. It is also noted that for an unsupervised self-adaptation task, no development set is available to compute the performance scores in Eqs. (12) and (13) . Accordingly VSLR cannot perform the subset selection by Eqs. (14) and (21) . In this study, we use the first-pass decoding result as a reference and to compute the performance scores.
Experiment
In this section, we present the experimental setup and report the recognition results of the proposed M-VSLR and F-VSLR approaches, along with several well-known adaptation methods.
Experimental Setup
The proposed VSLR adaptation framework was evaluated on the Aurora-4 task [29] , [30] , a standardized database for evaluating ASR performance in various noise types and channel conditions. The original clean speech utterances in Aurora-4 were acquired from the Wall Street Journal (WSJ0) corpus [41] . Then, different noises were artificially added to the clean speech to generate noisy data. Aurora-4 included data that were obtained at two sampling rates, 8 kHz and 16 kHz. Data sampled at 8 kHz were chosen herein for both training and testing. Aurora-4 provided two training sets, namely clean-condition and multi-condition training sets. In this study, the baseline acoustic model was trained on the multi-condition training set [29] , [30] , which consisted of 7,138 training utterances. The training utterances were divided into two groups, one recorded with the Sennheiser microphone and the other recorded with a different microphone. Each group of utterances was then artificially contaminated by six different noises (car, babble, restaurant, street, airport, and train) at SNR levels between 10 dB and 20 dB. The testing dataset comprised 14 sets under different noise and channel conditions, and 166 utterances for each test set were used to test recognition as suggested in [29] . The test sets also included six types of noise, including car, babble, restaurant, street, airport, and train. The 14 sets were further categorized into four larger sets: set A (clean speech with the Sennheiser microphone; set 1), set B (noisy speech of six noises at 5 dB to 15 dB SNRs with the Sennheiser microphone; sets 2-7), set C (clean speech with a different microphone; set 8), and set D (noisy speech of six noises at 5 dB to 15 dB SNRs with a different microphone; sets [9] [10] [11] [12] [13] [14] . In addition to the four test sets, we report the average results of these 14 sets, denoted as set Avg, in the following discussion.
We used hidden Markov toolkit (HTK) [42] with ML training to establish a set of context-dependent triphone acoustic models. Each triphone was characterized by a hidden Markov model (HMM), which comprised three states, with eight Gaussian mixtures per state. A tri-gram language model was prepared based on the reference transcription of the training utterances. Each utterance was characterized by 39 dimensional MFCCs, consisting of 13 static coefficients, and their first and second derivatives. In the following, all of the experimental results, except the baseline, were obtained by performing per-utterance unsupervised self-adaptation. Word error rates (WERs) are reported as the performance metric.
Experimental Results
This section presents our experimental results. We intended to investigate the effects of the first and second phases of VSLR and thus conducted two sets of VSLR experiments. First, for both M-VSLR and F-VSLR, we tested recognitions using a fixed subset dimension, d, for each testing utterance, to perform adaptation using Eqs. (9) and (17); the setups are denoted as M-VSLR (C) and F-VSLR (C), respectively, where (C) represents variable subset construction. Thus, the results for M-VSLR (C) and F-VSLR (C) show the effects achieved by the first phase of VSLR alone. Second, we tested recognitions of M-VSLR and F-VSLR using variable subset construction followed by subset selection by Eqs. (14) and (21) , and performing adaptation by Eqs. (9) and (17) ; the setups are denoted as M-VSLR (C+S) and F-VSLR (C+S), respectively, where (C+S) indicates the variable subset construction and subset selection phases. Accordingly, M-VSLR (C+S) and F-VSLR (C+S) use the combination of two phases to perform adaptation. Table 1 shows the results of the baseline (with no adaptation, denoted as Baseline) and several LR adaptation approaches, including MLLR using full, diagonal, and identity rotation matrixes (denoted as Full-MLLR, Diag-MLLR and Bias-MLLR, respectively), Ridge-MLLR [24] , MAPLR [19] - [22] , and principle component MLLR (PCMLLR) [35] . Please note that to obtain the results in Table 1 , we tested the performances using different parameters (interpolation weights for Ridge-MLLR, hyper-parameters for MAPLR, and PC numbers for PCMLLR). We only reported the best results for each method in Table 1 .
Comparison of Model Space Adaptation Methods
From Table 1 , we notice that Full-MLLR underperforms Baseline for most sets, indicating that over-fitting occurs when directly applying Full-MLLR to perform unsupervised self-adaptation. Next, Bias-MLLR, Diag-MLLR, Ridge-MLLR, MAPLR, and PCMLLR all outperform Baseline and Full-MLLR, confirming that the complexity of rotation matrices indeed affects the adaptation performance.
Next, we compare the performance of M-VSLR with Baseline and LR approaches presented in Table 1 . Before the quantitative comparison, we first analyze the theoretical differences of M-VSLR with Bias-MLLR, Ridge-MLLR, and PCMLLR.
Bias-MLLR performs adaptation by:
where b is the compensation bias. Different from Bias-MLLR, M-VSLR characterizes the difference but using an LR mapping function as indicated in Eqs. (9) and (10) . Notably when not using ε (d) i in Eq. (10), M-VSLR becomes Bias-MLLR.
Ridge-MLLR uses a regularized objective function (log-likelihood and a regularization term) to compute an LR function as indicated in Eqs. (4) and (5) . On the other hand, M-VSLR uses a regularized function (log-likelihood and a regularization term) to select the optimal LR function as shown in Eqs. (13) and (14) .
PCMLLR performs adaptation by:
where ε (d) i is the representation vector of the i-th mean vector, which is the same as that in Eq. (7) . From Eqs. (9), (10), and (23), it is observed that M-VSLR uses a similar adaptation function to that used in PCMLLR, but two differences are noted: (1) the regression targets of M-VSLR and PCMLLR are (μ i − μ i ) and (μ i ), respectively; (2) PCMLLR directly uses a fixed subset for adaptation, while M-VSLR performs an additional subset selection before adaptation. Table 1 , for comparison. From  Fig. 5 , we observe that M-VSLR (C) with any variable dimension (d = 3, 4, 5, 6, 7) outperforms MAPLR. Of various dimensions, d = 5 achieves the best result, representing the optimal performance of M-VSLR (C) with a fixed variable dimension on this task. This set of results indicates that M-VSLR, which uses a PCA-based reduced LR mapping function, can already yield better performance than Baseline, Full-MLLR, Bias-MLLR, Ridge-MLLR, MAPLR, and PCMLLR.
Three conclusions can be drawn based on the experimental results in Table 1 and Fig. 5 . First, using a complexity-reduced rotation matrix facilitates better adaptation capability with limited adaptation data. Second, using the LR function to model the difference of the original and updated means (as shown in Eq. (9)) can preserve better power to distinguish mean vectors when using a lowdimensional variable representation. Third, when using a small d, the regression result of W (d) η (1) , while PCMLLR performs adaptation byμ i = A (1) ε (1) i + b (1) . Since A (1) and b (1) (as shown in Fig. 2 ) are shared by all the mean vectors, it is clear that the PCMLLR adapted mean vectors,μ i , i = 1, 2, . . . M, may have limited discriminative power between each other. Therefore, M-VSLR can achieve better performance than PCMLLR when using a small d. On the other hand, when using a large d, the performances of M-VSLR and PCMLLR become similar. Because this study focuses on adaptation with very limited adaptation data, a small d is favored. Thus it is reasonable that the best M-VSLR performance (d = 5) in Fig. 5 outperforms the best PCMLLR performance (d = 25) in Table 1 .
Next, the performance of M-VSLR (C+S), which conducts both offline construction and online selection, is evaluated. Figure 6 presents the results (on set Avg) of M-VSLR (C+S) with different λ in Eq. (13) . The result of M-VSLR (C) with the best setting, d = 5 is also listed for comparison. From Fig. 6 , M-VSLR (C+S) outperforms M-VSLR (C) with different λ, and the best performance is obtained when using λ = 600. Table 2 further lists the results of M-VSLR (C+S) using λ = 600 of the five tests on Aurora-4. As mentioned earlier, for M-VSLR (C+S), the subset dimension, d, was determined based on adaptation statistics according to Eq. (14) . The results of M-VSLR (C) with d = 5 is also listed for comparison.
The results in Fig. 6 and Table 2 show that M-VSLR (C+S) outperforms M-VSLR (C), confirming that M-VSLR using the selection phase achieves better performance than that using a fixed variable subset for each utterance. As mentioned in Sect. 3.1.1, the subset construction can be considered as the filter-based VS process, and subset selection can be considered as the wrapper-based VS process. Therefore, M-VSLR (C) incorporates the filter-based VS process, and M-VSLR (C+S) incorporates a combination of filter-and wrapper-based VS processes. The better results achieved by M-VSLR (C+S) suggest that applying the combination of filter-and wrapper-based VS processes provides better performance than applying a single filter-based VS process on the LR mapping function to perform model adaptation.
Moreover from Tables 1 and 2 , the proposed M-VSLR (C+S) outperforms Baseline, Full-MLLR, Bias-MLLR, Ridge-MLLR, MAPLR, and PCMLLR, verifying the outstanding adaptation capability of M-VSLR for this Table 3 WERs (%) of Baseline, Full-fMLLR, Bias-fMLLR, Ridge-fMLLR, and fMAPLR for five test sets on Aurora-4. The best result for each test set is shown with bold digits. unsupervised self-adaptation task. In the meanwhile, we notice that the absolute improvements (WER reductions) of M-VSLR (C+S) over MAPLR are somehow limited. To verify the significance of the improvements, we conducted a t-test analysis [43] , [44] . Because the entire Aurora-4 test set has 14 different sets, we conducted the t-test on 14 pair-wise results. For the t-test, we assumed that for H 0 , "method-II is not better than method-I," and for H 1 , "method-II is better than method-I." We used the P-value as the t-test results [43] , [44] . Small P-values imply consistent improvements of method-II over method-I across the 14 sets of results. By testing the t-test on M-VSLR (C+S) versus MAPLR, we obtained the P-value = 0.01, which is smaller than a significance level of 0.05. The result verifies that M-VSLR (C+S) consistently outperform MAPLR over the 14 test sets. Table 3 lists the performance of fMLLR with full-rank and identity rotation matrices, denoted as Full-fMLLR, and Bias-fMLLR, respectively. We also tested and listed the performances of Ridge-fMLLR [24] and fMAPLR [23] in Table 3 . From Table 3 , we note that Full-fMLLR underperforms Baseline for most test sets, again showing the existence of over-fitting problem when applying Full-fMLLR on the unsupervised self-adaptation task. Next, we notice that Ridge-fMLLR performs the best among the five results in Table 3 . The results suggest that incorporating a regularization term can effectively enhance the performance when the amount of adaptation data is very limited (only one utterance in this task).
Comparison of Feature Space Adaptation Methods
Next, Fig. 7 shows the WERs of F-VSLR (C) with different variable subset numbers on set Avg. In addition to the baseline, the results of Ridge-fMLLR, which performs the best in Table 3 , are also listed in Fig. 7 for comparison. From Fig. 7 , we notice that variable subset d = 6 yields the best performance. By further comparing Table 3 and Fig. 7 , we observe that F-VSLR (C) can achieve notable improvements over Baseline, Full-fMLLR, Bias-fMLLR, Ridge-fMLLR, and fMAPLR.
Finally, Table 4 compares the performance of F-VSLR (C) and F-VSLR (C+S). F-VSLR (C+S) sets λ = 100 in Eq. (13) , which gives the best performance in this task. Similar to the results in Table 2 , F-VSLR (C+S) can yield lower WERs than F-VSLR (C) in most test sets of Aurora-4. The same as M-VSLR (C) and M-VSLR (C+S), F-VSLR (C) uses the filter-based VS process alone, and F-VSLR (C+S) incorporates the combination of filter-and wrapper-based VS processes. The results from Table 4 confirm that the combination of filter-and wrapper-based VS processes in F-VSLR (C+S) can successfully determine the optimal variable subset and further improve the performance achieved by F-VSLR (C) that uses a single filter-based VS process.
From Tables 3 and 4 , the proposed F-VSLR (C+S) outperforms Baseline, Full-fMLLR, Bias-fMLLR, Ridge-fMLLR, and fMAPLR, confirming the outstanding adaptation capability of F-VSLR for this unsupervised selfadaptation task. Similar to M-VSLR in the previous section, we conducted a t-test analysis to verify the significance of the improvements. By testing the t-test on F-VSLR (C+S) in Table 4 versus Ridge-fMLLR in Table 3 , we obtain P-value = 0.02, which is smaller than a significance level of 0.05. The result verifies that F-VSLR (C+S) outperform Ridge-fMLLR consistently over the 14 test sets in Aurora-4.
Conclusion
In this paper, we proposed a VSLR adaptation framework to improve the speech recognition performance under mismatched conditions with very limited adaptation resources (small number of adaptation samples and no correct transcription). The M-VSLR and F-VSLR approaches are developed to perform adaptation in the model-and feature spaces, respectively. Both of these two approaches consist of three phases-variable subset construction, subset selection, and adaptation. We evaluated the proposed approaches on the Aurora-4 database in a per-utterance unsupervised self-adaptation mode. Experimental results demonstrated that M-VSLR and F-VSLR, respectively, outperformed MLLR and fMLLR, Ridge-MLLR and Ridge-fMLLR, and MAPLR and fMAPLR, with notable WER reductions. The results confirm that the variable subset preparation and subset selection phases enable the VSLR adaptation framework to determine the optimal form of mapping functions according to the adaptation statistics, and thus to achieve satisfactory performance when only limited adaptation resources are available.
This study applies PCA to prepare multiple variable subset candidates. In the future, we will investigate other filtering criteria to preparing better variable subset candidates. Next, this study focused on applying the VS techniques to directly optimize the LR mapping function. We believe that the VS techniques can also be used to optimize other forms of mapping function, such as the LC mapping function used in Eigenvoice and Eigen-MLLR. Moreover, we will further compare the performances of using the L2 norm (used in this study) and other regularization terms, such as Bayesian information criterion (BIC) or minimum description length (MDL), for the proposed VSLR adaptation framework.
