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a b s t r a c t
Alternating directions methods (ADMs) are very effective for solving convex optimization
problems with separable structure. However, when these methods are applied to solve
convex optimization problems with three separable operators, their convergence results
have not been established as yet. In this paper, we consider a class of constrained matrix
optimization problems. The problem is first reformulated into a convex optimization
problem with three separable operators, then it is solved by a proposed partial parallel
splitting method. The proposed method combines the parallel splitting (augmented
Lagrangian) method (PSALM) and the alternating directions method (ADM), and it is
referred to as PADALM in short. Themain difference between PADALMand PSALM is that in
PADALM, two operators are handled first by a parallel method, then the third operator and
the former two are dealt with by an alternating method. Finally, the convergence result for
PADALM is established and numerical results are provided to show the efficacy of PADALM
and its superiority over PSALM.
Crown Copyright© 2010 Published by Elsevier Ltd. All rights reserved.
1. Introduction




‖X − Q‖2F ,
s.t. 0  X  H, X ∈ B,
(1.1)
where X ∈ Sn andB = {Hl ≤ X ≤ Hu}, Q ∈ Sn is a given matrix, and Hl,Hu,H ∈ Sn are given proper matrices. Throughout
this paper, the matrix inequality S  T denotes that T − S  0 is positive semi-definite, while the notation S ≤ T means
that Sij ≤ Tij (∀i, j ∈ I = {1, 2, . . . , n}). The norm ‖ · ‖ denotes the Fröbenius norm ‖ · ‖F and the subscript F is omitted
when it is self-evident. We use 〈·, ·〉 to denote the inner product and set 〈X, Y 〉 = trace(XTY ). The notation ‖V‖G denotes√〈V ,GV 〉when G is a positive semi-definite matrix.
Problem (1.1) is analogous to the problem of computing the nearest correlation matrix, which occurs in finance
mathematics where the correlations are between stocks. Formore details, the reader is referred to Higham [1]. Furthermore,
the nearest correlation matrix problem has been studied by Malick [2], Boyd and Xiao [3], Qi and Sun [4], etc.
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In the abovementioned papers, variousmethodswere employed to solve the problemencountered. Higham [1] proposed
a modified alternating projections method for solving Problem (1.1), but without the 0  X  H constraint. Malick [2]
proposed a Lagrangian dualization of Problem (1.1) without the X  H constraint, and obtained a convex differentiable
dual problem which is equivalent to the original problem. He then solved the dual problem by using a quasi-Newton
algorithm. Numerical experiments show that fairly large problems can be solved efficiently by using this approach. Boyd
and Xiao [3] proposed another dualmethod by formulating a dual problem that has nomatrix inequality ormatrix variables,
and the number of (scalar) variables is equal to the number of equality and inequality constraints in the original problem.
Qi and Sun [4] proposed a Newton-type method for this problem without the X  H constraint. On the basis of the recent
developments of strongly semismooth matrix valued functions [5], they proved quadratic convergence of the proposed
Newton-type method.
The difficulty of solving Problem (1.1) directly (not in a dual approach) is caused by the constraints. Indeed, there are
three constraints in the problem described: X ∈ B, X ∈ Sn+ and X  H . It is difficult to handle these constraints
simultaneously. Operator splitting methods may be useful in overcoming this difficulty. Among the operator splitting
methods, the alternating directions method is particularly effective.
To give a brief review of the alternating directions method, we first consider variational inequalities with two separable
operators of the form
u = (x, y) ∈ Ω,
{
(x′ − x)T f (x) ≥ 0,
(y′ − y)Tg(y) ≥ 0, ∀u
′ ∈ Ω, (1.2)
where
Ω = {(x, y)|x ∈ X, y ∈ Y, Ax+ By = b} , (1.3)
X ⊆ Rn1 ,Y ⊆ Rn2 are proper closed convex sets, A ∈ Rm×n1 , B ∈ Rm×n2 are given matrices and b ∈ Rm is a given vector. And
f : X→ Rn1 , g : Y→ Rn2 are given proper monotone operators.
By attaching a Lagrange multiplier λ ∈ Rm to the linear constraint Ax+ By = b, Problem (1.2)–(1.3) can be expressed as
the following structured variational inequalities:
Findw = (x, y, λ) ∈ W, such that

(x′ − x)T [f (x)− ATλ] ≥ 0,
(y′ − y)T [g(y)− BTλ] ≥ 0,
Ax+ By− b = 0,
∀w′ ∈ W, (1.4)
whereW = X × Y × Rm. For solving Problem (1.4), from a given triple wk = (xk, yk, λk) ∈ W , the alternating directions
method generates the new iteratewk+1 = (xk+1, yk+1, λk+1) via the following procedure:
First, the solution of the following problem:
x ∈ X, (x′ − x)T {f (x)− AT [λk − β(Ax+ Byk − b)]} ≥ 0, ∀x′ ∈ X (1.5)
is taken as xk+1. Then, yk+1 is generated by solving
y ∈ Y, (y′ − y)T {g(y)− BT [λk − β(Axk+1 + By− b)]} ≥ 0, ∀y′ ∈ Y. (1.6)
Finally, λk+1 is updated by using
λk+1 = λk − γ β(Axk+1 + Byk+1 − b) (1.7)
where β > 0 is a given penalty parameter for the linear constraint.
Most papers on the alternating directions method fix γ ≡ 1. The restriction region γ ∈ (0,
√
5+1
2 ) was first given by
Glowinski [6]. Ye and Yuan [7] suggested γ = γ0α∗ for fast convergence, where γ0 ∈ (0, 2) and α∗ is the optimal step size
in some sense. Han [8] proposed some self-adaptive strategies for choosing the sequence of parameters and gave some rules
for improving the step size [9] in the solution process.
Unfortunately, the alternating directions method cannot be extended directly to solve the variational inequalities with






∈ Ω, such that
(x
′ − x)T f (x) ≥ 0,
(y′ − y)Tg(y) ≥ 0,
(z ′ − z)Th(z) ≥ 0,
∀u′ ∈ Ω, (1.8)
where f (x), g(y), h(z) are given monotone operators, and
Ω = {(x, y, z)|x ∈ X, y ∈ Y, Z ∈ Z : Ax+ By+ Cz = d} , (1.9)
X ⊂ Rn1 ,Y ⊂ Rn2 ,Z ⊂ Rn3 are proper closed convex sets, A ∈ Rm×n1 , B ∈ Rm×n2 , C ∈ Rm×n3 are given matrices, d ∈ Rm is a
given vector.
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He [10] proposed a method for solving Problem (1.8)–(1.9), which is referred to as the parallel splitting augment
Lagrangian method (PSALM). By attaching a Lagrange multiplier vector λ ∈ Rm to the linear constraint Ax + By + Cz = d,




 ∈ W, such that

(x′ − x)T [f (x)− ATλ] ≥ 0,
(y′ − y)T [g(y)− BTλ] ≥ 0,
(z ′ − z)T [h(z)− CTλ] ≥ 0,
Ax+ By+ Cz − d = 0,
∀w′ ∈ W, (1.10)
whereW = X× Y × Z× Rm.
For solving Problem (1.8)–(1.9), the PSALM method generates the new iterate (xk+1, yk+1, zk+1, λk+1) from a given
quadruple (xk, yk, zk, λk) via the following scheme:
• First generate (˜xk, y˜k, z˜k) by solving the following three variational inequalities in a parallel style:
x ∈ X, (x′ − x)T {f (x)− AT [λk − R(Ax+ Byk + Czk − d)]} ≥ 0, ∀x′ ∈ X, (1.11)
y ∈ Y, (y′ − y)T {g(y)− BT [λk − R(Axk + By+ Czk − d)]} ≥ 0, ∀y′ ∈ Y, (1.12)
z ∈ Z, (z ′ − z)T {h(z)− CT [λk − R(Axk + Byk + Cz − d)]} ≥ 0, ∀z ′ ∈ Z, (1.13)
where R is a given positive matrix.
• Then the multiplier is updated by using
λ˜k = λk − R(A˜xk + B˜yk + Cz˜k − d). (1.14)
• Finally the new iteratewk+1 = (xk+1, yk+1, zk+1, λk+1) is generated by using
wk+1 = wk − αkG−1M(wk − w˜k), (1.15)
where αk,G and M are proper parameters or matrices of the algorithm.
For more details, see Section 4 of [10].




‖X − Q‖2 + 1
2
‖Y + Q − H‖2 + 1
2
‖Z − Q‖2,
s.t. X + Y = H,
X − Z = 0,
Y + Z = H,
(1.16)






















Then Problem (1.16) can be rewritten into a compact form:min
1
2
‖X − Q‖2 + 1
2
‖Y + Q − H‖2 + 1
2
‖Z − Q‖2,
s.t. AX + BY + CZ − D = 0,
(1.18)
where X, Y ∈ Sn+, Z ∈ B. The special structure of Problem (1.18) allows us to solve it in the following manner: compute the
new candidate X˜k in parallel with Y˜ k, and then compute Z˜k alternately with (˜Xk, Y˜ k).
The goal of this paper is to propose amethod, which combines the parallel splitting (augmented Lagrangian) method and
the alternating directions method, for solving Problem (1.18), and prove convergence of the proposed method.
The rest of this paper is organized as follows. In Section 2, we propose a partial parallel splitting augmented Lagrangian
method for solving the constrainedmatrix optimization problemdescribed. In Section 3, we prove the convergence property
of the proposed method, on the basis of the theory and method of the unified framework for proximal-like contraction
methods for monotone variational inequalities, which is proposed by He et al. [11]. In Section 4, some numerical results are
provided to show the efficacy of the proposedmethod.We also compare itwith the PSALMmethod. Finally, some concluding
remarks will be made at the end.
2. The proposed method
Let u = (X, Y , Z)T and F(u) = (X − Q , Y + Q −H, Z − Q )T , then Problem (1.18) is identical to the following variational
inequality:
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Find u ∈ Ω, such that 〈(u′ − u), F(u)〉 ≥ 0, ∀u′ ∈ Ω, (2.1)
where
Ω = {(X, Y , Z)|X ∈ Sn+, Y ∈ Sn+, Z ∈ B, AX + BY + CZ = D} . (2.2)
By attaching a Lagrange multiplier Λ ∈ R3n×n to the linear constraint AX + BY + CZ = D, Problem (2.1)–(2.2) can be




 ∈ W, such that

〈
(X ′ − X), [(X − Q )− ATΛ]〉 ≥ 0,〈
(Y ′ − Y ), [(Y + Q − H)− BTΛ]〉 ≥ 0,〈
(Z ′ − Z), [(Z − Q )− CTΛ]〉 ≥ 0,
AX + BY + CZ − D = 0,
∀w′ ∈ W, (2.3)







A B C 0













Then the variational inequalities (2.3) can be written in a compact form:
Findw ∈ W such that 〈w′ − w,Mw + P 〉 ≥ 0, ∀w′ ∈ W . (2.5)
We are now ready to describe the proposed method.
The proposed method (PADALM)
Step 0. Let ε > 0, γ ∈ [1, 2),w0 = (X0, Y 0, Z0,Λ0) ∈ Sn × Sn × Sn × R3n×n. Set k = 0.
Step 1. Find (˜Xk, Y˜ k) by solving the following variational inequalities in parallel manner: find X ∈ Sn+ such that ∀X ′ ∈ Sn+,〈
(X ′ − X), {(X − Q )− AT [Λk − (AX + BY k + CZk − D)]}〉 ≥ 0, (2.6)
find Y ∈ Sn+ such that ∀Y ′ ∈ Sn+,〈
(Y ′ − Y ), {(Y + Q − H)− BT [Λk − (AXk + BY + CZk − D)]}〉 ≥ 0. (2.7)
Step 2. Find Z˜k by solving the following variational inequality (using (˜Xk, Y˜ k)): find Z ∈ B such that ∀z ′ ∈ B,〈
(Z ′ − Z), {(Z − Q )− CT [Λk − (AX˜k + BY˜ k + CZ − D)]}〉 ≥ 0. (2.8)
Step 3. Update Λ˜k via
Λ˜k = Λk − (AX˜k + BY˜ k + CZ˜k − D). (2.9)
Step 4. Convergence verification: If
max
{‖A(Xk − X˜k)+ B(Y k − Y˜ k)‖∞, ‖B(Y k − Y˜ k)+ C(Zk − Z˜k)‖∞,
‖C(Zk − Z˜k)+ A(Xk − X˜k)‖∞, ‖Λk − Λ˜k‖∞
}
< ε, (2.10)
then stop. The candidate w˜k = (˜Xk, Y˜ k, Z˜k, Λ˜k) is an acceptable approximate solution. Otherwise, go to the next step.
Step 5. Generate the new iterate by using
wk+1 = wk − αk(wk − w˜k) (2.11)
where




and ϕ(wk, w˜k) will be defined in the next section. Let k := k+ 1, go to step 1.
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For convenience, we rewrite (2.6)–(2.9) in the following form (ignore the superscript k):
〈
X ′ − X˜
Y ′ − Y˜




X˜ − Q − AT [Λ− (AX˜ + BY + CZ − D)]
Y˜ + Q − H − BT [Λ− (AX + BY˜ + CZ − D)]
Z˜ − Q − CT [Λ− (AX˜ + BY˜ + CZ˜ − D)]















X˜ − Q − AT Λ˜+ AT [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]
Y˜ + Q − H − BT Λ˜+ BT [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]
Z˜ − Q − CT λ˜+
(
CT [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]
−CTA(X − X˜)− CTB(Y − Y˜ )
)
(AX˜ + BY˜ + CZ˜ − D)

= Mw˜ + P +

AT [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]
BT [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)](
CT [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]





Λ− Λ˜ = AX˜ + BY˜ + CZ˜ − D,
the variational inequality (2.13) can be put into the compact form
Find w˜ ∈ W, such that 〈(w′ − w˜), d2(w, w˜)− Gd1(w, w˜)〉 ≥ 0, ∀w ∈ W . (2.16)
The variational inequality (2.16) is identical to the following projection equation:
Cond. 1. w˜ = PW {w˜ − [d2(w, w˜)− Gd1(w, w˜)]} . (2.17)





X˜ − Q − AT Λ˜− ATA(X − X˜)







Y˜ + Q − H − BT Λ˜− BTB(Y − Y˜ )







Z − Q − CT Λ˜+ CT [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]
− CTA(X − X˜)− CTB(Y − Y˜ ) − CTC(Z − Z˜)
]}
, (2.20)
Λ˜ = Λ˜− [(AX˜ + BY˜ + CZ˜ − D)− (Λ− Λ˜)] . (2.21)
Remark 2.1. The projection equations (2.18)–(2.20) are essentially tractable. Recall that ATA = 2I , the projection equation






X˜ − Q − AT Λ˜− ATA(X − X˜)
+ AT [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]
]}




AT (BY + CZ − D−Λ)− Q ] . (2.22)
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The same manipulation can be done on the variational inequalities (2.19) and (2.20). Note that BTB = 2I and CTC = 2I , let
RY = −13
[
BT (AX + CZ − D−Λ)+ Q − H] , (2.23)
RZ = −13
[
CT (AX˜ + BY˜ − D−Λ)− Q ] . (2.24)
Then we have
Y˜ = PSn+ {RY } , Z˜ = PB {RZ } .
Remark 2.2. The projection PSn+ [U] is associated with the following computation (in Matlab):
PSn+ [U] = VΛ+V T , (2.25)
where V andΛ+ are given by
[V ,Λ] = eig(U), (2.26)
Λ = diag(λ1, λ2, . . . , λn), Λ+ = diag(λ+1 , λ+2 , . . . , λ+n ), λ+i = max{0, λi}, ∀i ∈ I.
The computational load of (2.25) is n3 flops, and that of (2.26) is 9n3 flops. But the projection PB[U] is easy to carry out,
namely through an element by element method:
PB[U] = max {Hl,min{U,Hu}} . (2.27)
The computational load of (2.27) is bounded above by 2n2 flops.
Thus, solving (2.6) and (2.7) is the main computational cost in the PADALMmethod. Handling them in a parallel manner
can save cpu time at each iteration. On the other hand, using the newest information in a timely fashion, as in (2.8), can
accelerate the convergence of the proposed method. So we solve variational inequality (2.8) alternatively with variational
inequalities (2.6)–(2.7).
3. Convergence analysis
In this section, we shall prove the convergence property of the PADALMmethod.
Theorem 3.1. For a givenw ∈ W , let w˜ be generated by (2.6)–(2.9), and let w∗ ∈ W∗ be a solution of (2.5). Then there exists a
function ϕ(w, w˜) ≥ 0 such that
Cond. 2.
〈
w˜ − w∗, d2(w, w˜)
〉 ≥ ϕ(w, w˜)− 〈w − w˜,Gd1(w, w˜)〉 . (3.1)
Proof. Using the notation d2(w, w˜) as defined in (2.15), we get〈
w˜ − w∗, d2(w, w˜)











A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]
BT
[
A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)](
CT
[
A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]






For the first part of (3.2), since w˜ ∈ W , and w∗ ∈ W∗ is a solution of (2.5), we have 〈w˜ − w∗,Mw∗ + P〉 ≥ 0. Using the
notationM as defined in (2.4), we have〈
w˜ − w∗,Mw˜ + P 〉 = 〈w˜ − w∗,M(w˜ − w∗)+Mw∗ + P 〉
= 〈w˜ − w∗,M(w˜ − w∗)〉+ 〈w˜ − w∗,Mw∗ + P 〉
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For the second part, noting that
Λ− Λ˜ = AX˜ + BY˜ + CZ˜ − D
and
AX∗ + BY ∗ + CZ∗ − D = 0,
by direct computation we have
〈
X˜ − X∗







A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]
BT
[
A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)](
CT
[
A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]





= 〈Λ− Λ˜, [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]〉
− 〈˜Z − Z∗, CTA(X − X˜)〉− 〈˜Z − Z∗, CTB(Y − Y˜ )〉 . (3.4)
Recalling that CTA = I and CTB = I , by the Cauchy–Schwarz inequality we get
− 〈˜Z − Z∗, X − X˜ 〉 ≥ −1
2
‖˜Z − Z∗‖2 − 1
2
‖X − X˜‖2, (3.5)
and
− 〈˜Z − Z∗, Y − Y˜ 〉 ≥ −1
2
‖˜Z − Z∗‖2 − 1
2
‖Y − Y˜‖2. (3.6)
Substituting (3.3)–(3.6) into (3.2), we get
〈








+ 〈Λ− Λ˜, [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]〉
− 1
2
‖X − X˜‖2 − 1
2
‖Y − Y˜‖2 − ‖˜Z − Z∗‖2. (3.7)
It follows that〈
w˜ − w∗, d2(w, w˜)
〉 ≥ ∥∥∥∥X˜ − X∗Y˜ − Y ∗
∥∥∥∥2 + 〈Λ− Λ˜, [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]〉
− 1
2
‖X − X˜‖2 − 1
2
‖Y − Y˜‖2. (3.8)
Set
ϕ(w, w˜) = 〈Λ− Λ˜, [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]〉
− 1
2
‖X − X˜‖2 − 1
2
‖Y − Y˜‖2 + 〈w − w˜,Gd1(w, w˜)〉 . (3.9)
Then using the notation G as defined in (2.4), and recalling that ATA = 2I, BTB = 2I, CTC = 2I , we get
ϕ(w, w˜) = 〈Λ− Λ˜, [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]〉
− 1
2
‖X − X˜‖2 − 1
2
‖Y − Y˜‖2 + 〈w − w˜,Gd1(w, w˜)〉





‖B(Y − Y˜ )‖2 + ‖A(X − X˜)‖2 + ‖B(Y − Y˜ )‖2 + ‖C(Z − Z˜)‖2 + ‖Λ− Λ˜‖2
= 〈Λ− Λ˜, [A(X − X˜)+ B(Y − Y˜ )+ C(Z − Z˜)]〉
+ 3
4
[‖A(X − X˜)‖2 + ‖B(Y − Y˜ )‖2]+ ‖C(Z − Z˜)‖2 + ‖Λ− Λ˜‖2. (3.10)
1522 Z. Peng, D. Wu / Computers and Mathematics with Applications 60 (2010) 1515–1524
Using the Cauchy–Schwarz inequality we have〈
Λ− Λ˜, A(X − X˜)〉 ≥ −17
24




Λ− Λ˜, B(Y − Y˜ )〉 ≥ −17
24




Λ− Λ˜, C(Z − Z˜)〉 ≥ −23
24
‖C(Z − Z˜)‖2 − 24
92
‖Λ− Λ˜‖2. (3.13)
Substituting (3.11)–(3.13) into (3.10), we get
ϕ(w, w˜) ≥ 1
24
[‖A(X − X˜)‖2 + ‖B(Y − Y˜ )‖2 + ‖C(Z − Z˜)‖2]+ 13
391
‖Λ− Λ˜‖2 ≥ 0. (3.14)
In substituting (3.9) into (3.8), we have〈
w˜ − w∗, d2(w˜, w)
〉 ≥ ∥∥∥∥X˜ − X∗Y˜ − Y ∗
∥∥∥∥2 + ϕ(w, w˜)− 〈w − w˜.,Gd1(w, w˜)〉
≥ ϕ(w, w˜)− 〈w − w˜,Gd1(w, w˜)〉 .
This is (3.1), and the proof of this theorem is completed. 
Theorem 3.2. Let w˜ be generated by (2.6)–(2.9) from a givenw. Then there exist constants c0 > 0 and κ > 0 such that
Cond. 3. ϕ(w, w˜) ≥ c0‖w − w˜‖2G, (3.15)
and
Cond. 4. ‖d1(w, w˜)‖2G ≤ κ‖w − w˜‖2G. (3.16)
Proof. Using (3.14), we have
ϕ(w, w˜)− c0‖w − w˜‖2G ≥
1
24


















and letting c0 = 13391 > 0,we obtain (3.15) immediately from (3.17). Letting κ = 1, the inequality (3.16) obviously holds. 
By Theorem 3.2, we get from (2.12)
α∗ = ϕ(w, w˜)‖w − w˜‖2G
≥ c0. (3.18)
Lemma 3.3. Let w˜ be generated by (2.6)–(2.9) from a givenw. Then we have〈
w − w∗,Gd1(w, w˜)
〉 ≥ ϕ(w, w˜). (3.19)
Proof. We omit the proof of this Lemma here. For a similar proof see Lemma 3.1 in [12]. 
Indeed, using cond. 1 (2.17), cond. 2 (3.1), cond. 3 (3.15) and cond. 4 (3.16), by the convergence results in [11], we
can directly establish convergence of the PADALM method. Thus, we only provide a crucial theorem of convergence in the
following.
Theorem 3.4. Let {wk} be the sequence generated by the PADALM method, and let w∗ be a solution of the variational
inequalities (2.1)–(2.2). Then we have
‖wk+1 − w∗‖2G ≤ ‖wk − w∗‖G − γ (2− γ )c20‖wk − w˜k‖2G. (3.20)
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Table 4.1
Iteration number and cpu time (PADALM vs PSALM).
n ei ∈ (1.25, 2) ei ∈ (1.5, 2) ei ∈ (1.8, 2) ei ∈ (2, 3) ei ∈ (10, 12)
100 (423, 681) (269, 416) (221, 329) (205, 332) (170, 228)
(16.9, 26.8) (10.8, 15.8) (8.3, 12.2) (9.0, 14.3) (7.45, 9.90)
200 (369, 578) (250, 388) (225, 338) (233, 373) (199, 263)
(74.4, 114.9) (46.9, 71.8) (43.5, 62.3) (46.7, 73.0) (44.6, 58.3)
300 (424, 670) (245, 390) (201, 311) (225, 354) (197, 282)
(226.6, 356.8) (133.4, 207.7) (103.6, 164.1) (130.0, 191.7) (116.0, 170.2)
400 (445, 695) (264, 416) (204, 310) (229, 368) (216, 309)
(498.1, 776.6) (300.1, 454.6) (222.6, 336.2) (246.1, 399.9) (215.1, 364.7)
500 (486, 758) (275, 432) (212, 329) (234, 373) (225, 307)
(1076.9, 1636.2) (608.5, 939.8) (503.6, 775.8) (528.3, 817.9) (443.8, 721.6)
Proof. Using the notation d1(w, w˜) as defined in (2.14), and the iterative formula (2.11), by Lemma 3.3 we have
‖wk+1 − w∗‖2G = ‖wk − w∗ − αk(wk − w˜k)‖2G
= ‖wk − w∗‖2G − 2αk
〈
wk − w∗,G(wk − w˜k)〉+ α2k‖wk − w˜k‖2G
≤ ‖wk − w∗‖2G − 2αkϕ(wk, w˜k)+ α2k‖wk − w˜k‖2G. (3.21)
Following from (2.12), (3.18) and ϕ(wk, w˜k) ≥ c0‖wk − w˜k‖2G (cond. 3), we have
‖wk+1 − w∗‖2G ≤ ‖wk − w∗‖2G − 2γα∗ϕ(wk, w˜k)+ γ 2α∗ϕ(wk, w˜k)
= ‖wk − w∗‖2G − γ (2− γ )α∗ϕ(wk, w˜k)
≤ ‖wk − w∗‖2G − γ (2− γ )c20‖wk − w˜k‖2G. (3.22)
This completes the proof of Theorem 3.4. 
4. Numerical results and concluding remarks
The following test problems described were utilized by He et al. [11]. Wemodify and use them herein with an additional
constraint, X  H . The data employed in the test problems are stated in the following:
The entries of diagonal elements of Q are randomly generated in the interval (0, 2), while the entries of off-diagonal
elements of Q are randomly generated in the interval (−1, 1). The matrices Hu and Hl are given by
(Hu)jj = (Hl)jj = 1, and (Hu)ij = −(Hl)ij = 0.1, ∀i 6= j, i, j = 1, 2, . . . , n.
The matrix H has the following form:
H = U
∑
UT , U = I − 2uuT ,
∑
= diag(e1, e2, . . . , en),
where u is a random unit vector, ei (i = 1, 2, . . . , n) is a given eigenvalue of the matrix H .
In the test problems, we examine the various following restrictions on ei ∈ (1.25, 2), ei ∈ (1.5, 2), ei ∈ (1.8, 2),
ei ∈ (2, 3), ei ∈ (10, 12). In addition, we let γ = 1.90, ε = 1.0e−5. The stopping criterion is
max(abs(wk − w˜k))
max(abs(w0 − w˜0)) ≤ ε.
The numerical results are displayed in Table 4.1. In this table, n denotes matrix dimensions; in the array (a, b) of the
first line of each pane, a is the iteration number of the PADALMmethod and b is the iteration number of the PSALMmethod,
while in the second line the array (c, d) is cpu time (in second), in the same order. All tests are done on a notebook computer
with CPU 1.83 GHz, RAM 2.0 GB, MATLAB 7.8.0.
On the above test results, we may make the following remarks: Firstly, not only is the PADALM method applicable, it
significantly improves both the iteration number and the cpu time as well when it is compared with the PSALM method.
Secondly, as expected, under the same terminal criterion, the number of iterations of the PADALM method depends on n
and H . For a fixed n, when the least eigenvalue of H is less than 1.5, the number of iterations has a large jump from the other
cases. This result implies that the constraint X  H is active in the problems described.
In contrast to the use of dual-method approach, the PADALM method provides a direct approach for solving a class of
constrained matrix optimization problems. It incorporates the parallel splitting augmented Lagrangian method and the
alternating directions method into a wholly integrated method.
In conclusion, the PADALMmethod has been successfully used to solve the above described constrainedmatrix optimiza-
tion, which most existing methods do not handle directly, they resort to the dual approach. Furthermore, the convergence
property of the PADALMmethod has also been proved in this paper.
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