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Abstract
Parameter estimation is approached via a new standpoint, based on differential
algebra and operational calculus. Some appications such as, the estimation of a noisy
damped sinusoid, the analysis of chirp signal, the detection of piecewise polynomial
signals and their discontinuities are presented with numerical simulations.
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1 Introduction
Parametric estimation may often be formalized as follows
y = F (x,Θ) + n (1)
where
• the observed signal y is a functional F of the “true” signal x, which depends
on a set Θ of parameters,
• n is a noise corrupting the observation.
Finding a “good” approximation of the components of Θ is the subject of a
huge literature in various fields of applied mathematics.
Email address: Mamadou.Mboup@math-info.univ-paris5.fr (Mamadou
MBOUP).
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This problem is approached here with a new standpoint (see also [1] and [2])
which is based on the following tools, which are of algebraic flavour:
• Differential algebra [3,4], which plays with respect to differential equations
a similar rôle to commutative algebra with respect to algebraic equations.
It was introduced in nonlinear control theory by M. Fliess [5] almost twenty
years ago for understanding some specific questions like input-output in-
version [6], [7]. It has allowed to recast the whole of nonlinear control into
a more realistic light. The best example is of course the discovery of flat
systems [8] which prove useful in practice (see e.g. [9]).
• Operational calculus [10], [11], [12] which was a most classical tool among
control and mechanical engineers. Operational calculus is often formalised
via the Laplace transform whereas the Fourier transform is today the cor-
nerstone in estimation 1 .
The estimation method is presented in section 2. We begin with two simple
introductory examples in order to fix the notations and to describe the main
steps of the corresponding estimation algorithm. Section 3 is devoted to the
mathematical background. Therein, the basic notions of differential algebra
and operational calculus are reviewed with the aim of keeping the presen-
tation in a tutorial level. Various type of identifiability are defined, some of
them being often encountered in practice. Most parametric estimation meth-
ods are devised upon the orthogonality principle. We show in section 4 that
the presented method does not depart from this rule. In particular, the noise
influence is discussed and some links with the popular least squares approach
are pointed out. Parameter estimation in nonstationary context is illustrated
further in section 5, through two application examples. The first one concerns
the estimation of a chirp signal. The estimates of the chirp parameters are ob-
tained on a short segment of a (coloured) noisy observation signal. The second
application deals with the change point detection problem (see [13]), recasted
here into delay estimation. A closed form expression of the delay, representing
the change point location, is provided. Finally, section 6 is devoted to the
concluding remarks.
1 Note that the one-sided Laplace transform is causal, but not the Fourier transform
over R.
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2 Examples and algorithm
2.1 Complex damped sinusoidal signal
Consider the estimation of the parameters α and ω of the complex damped
sinusoidal signal
y(t) = ae(α+iω)t + γ + n(t), t > 0 (2)
with a constant bias perturbation γ and an additive noise corruption n(t). Such
an estimation problem arises in many data analysis applications. It has a long
and rich history [14],[15], [16], [17], [18], [19] because 1) frequency estimation 2
is fundamental in signal processing and 2) the signal is transient due to the
damping factor and this makes the problem challenging.
As quoted in the introduction, the estimation will be based on a short time-
segment of the observed signal. Now, note that in any finite interval time
ITτ = [τ, τ + T ], the noise n(t) may be decomposed as
n(t) = γTτ + n
T
τ (t), (3)
i.e. the sum of a constant γTτ , representing its mean (average) value and a
zero-mean term, nTτ (t). Therefore, we subsequently interpret the overall per-
turbation γ+n(t) in (2) according to the above decomposition and we consider,
without any loss of generality, that n(t) is zero-mean.
2.1.1 Differential equation
Let
x(t) = ae(α+iω)t + γ (4)
denotes the unobserved structured part of y(t). The starting point of our
estimation method is to observe that x(t) satisfies a linear differential equation
ẋ(t) = (α + iω)(x(t) − γ), (5)
where the unknown parameters α and ω appear explicitly. Translated into the
operational domain (see section 3.2), this differential equation reads as:
sx̂(s) = (α + iω)x̂(s) + x(0) − (α + iω)
γ
s
. (6)
2 see also [20] for an algebraic frequency estimation.
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2.1.2 Algorithm
The main steps towards the estimation of θ
△
= α+ iω are now described in the
next algorithm, where for notational convenience, we write x̂ and x̂′ for x̂(s)
and d
ds
x̂(s), respectively.
Step 1 - Elimination of structured perturbations Since we are not
concerned with the estimation of the amplitude a, the initial condition x(0) is
considered as an undesired perturbation, like the constant bias γ. Note that
these perturbations are easily anihilated by multiplying both sides of (6) by
s, followed by a derivation of order 2, with respect to s. This amounts to
applying the linear differential operator
Π =
d2
ds2
s = s
d2
ds2
+ 2
d
ds
to both members of (6). The resulting equation, given by
s2x̂′′ + 4sx̂′ + 2x̂ = (sx̂′′ + 2x̂′)θ, (7)
shows that the constant bias γ and the unknown initial condition x(0) will
have no effect on the estimation result.
Step 2 - Linear estimator Replace x in (7) by the observed signal y. We
thus obtain a linear estimator θ̃ for θ, given by:
s2ŷ′′ + 4sŷ′ + 2ŷ = (sŷ′′ + 2ŷ′)θ̃, (8)
Step 3 - (Strictly) proper estimator Recall that derivation with respect
to s in the operational domain translates into multiplication by −t in the
time domain. Multiplication by s in the operational domain, in turn, corre-
sponds to derivation in the time domain. Implementing the linear estimator
(8) in its present form is therefore not convient: derivation amplifies the high
frequency components and consequently, the noise contribution. A simple so-
lution is readily obtained by making the estimator (strictly) proper (see def-
inition 3.4.4). For this, it suffices to multiply both sides of (8) by s−ν where
ν is an integer greater than or equal to the highest power of s in (8). The
following estimator,
(
ŷ′′
sν−1
+ 2
ŷ′
sν
)
θ̃ =
ŷ′′
sν−2
+ 4
ŷ′
sν−1
+ 2
ŷ
sν
(9)
is strictly proper for ν > 3: only integral operators of the observed signal
(s−kŷ, with k > 0) are involved.
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Step 4 - Numerical estimate (time domain) The final step is to express
the linear estimator (9) back in the time domain. To proceed, let us recall once
again that
• d
ds
7→ “multiplication by −t”,
• for k > 0, s−k 7→ “iterated integral of order k”. For example, if û 7→ u(t),
then s−kû will correspond in the time domain to the order k iterated integral,
∫ t
0
∫ tk−1
0
· · ·
∫ t1
0
u(τ)dτdt1 · · · dtk−1 =
1
(k − 1)!
∫ t
0
(t − τ)k−1u(τ)dτ, (10)
which reduces to a single itegral by use of the Cauchy formula for repeated
integration.
Applying these rules to (9), we readily obtain the following explicit formula
for an estimate θ̃ of θ, as a function of the estimation time (the estimation
interval is I t0):
θ̃t =
∫ t
0
pν,t(τ)(t − τ)
ν−3y(τ)dτ
∫ t
0
{(ν + 1)τ − 2t}(t − τ)ν−2τy(τ)dτ
, (11)
= α̃t + iω̃t. (12)
where pν,t(τ) = (ν − 1)(ν − 2)τ 2 − 4(ν − 1)(t − τ)τ + 2(t − τ)2. Let us quote
the following remarks.
• The estimation time t may be small, resulting in fast estimation.
• The noise effect is attenuated by the iterated integrals, which behave as low
pass filtering.
• The computational complexity is low.
2.2 Real damped sinusoidal signal
We proceed with the same estimation problem but here we consider that only
the imaginary part of the signal (2),
y(t) = aeαt sin(ωt) + γ + n(t), t > 0 (13)
is observed.
As before, let x(t)
△
= y(t) − n(t) denotes the unobserved structured part of
y(t). Then one may easily check that it satisfies the linear differential equation
ẍ(t) = 2αẋ(t) − (α2 + ω2)(x(t) − γ), (14)
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which coefficients depend on the unknown parameters. This equation is clearly
nonlinear in the parameters α and ω, subsequently gathered in the vector
Θ = (α, ω). However, if we define θ′1
△
= 2α and θ′2
△
= −(α2 + ω2), then it
becomes linear in the new parameter vector
Θ′ =


θ′1
θ′2

 .
Thus, θ′1 and θ
′
2 are now on considered as two independent unknown param-
eters, the estimation of which is the problem under concern. Translating (14)
into the operational domain, we obtain, after anihilating the initial conditions
and the constant bias γ,
s3x̂(3) + 9s2x̂′′ + 18sx̂′ + 6x̂
= (s2x̂(3) + 6sx̂′′ + 6x̂′)θ′1 + (sx̂
(3) + 3x̂′′)θ′2. (15)
Remark 1 If the amplitude a of the signal were also to be estimated, then,
instead of (14), one would have started with e.g. the fourth order differential
equation
d4x
dt4
= θ′1
d3x
dt3
+ θ′2
d2x
dt2
.
In the operational domain, one would get:
s4x̂ = (s3x̂)θ′1 + (s
2x̂)θ′2 +
3∑
i=0
λis
i, (16)
where the coefficients λi are linear combinations of the initial conditions x
(i)
0 ,
i = 0, . . . , 3. The first coefficient, given by λ0 = x
(3)
0 −θ
′
1x
′′
0−θ
′
2x
′
0, is a function
of the amplitude a which does not depend on x0 and hence on the constant biais
γ. It would then have been considered as part of the parameters to be estimated
and the others, as undesired perturbations. Applying the differential operator
Π =
d3
ds3
·
1
s
to (16), which amounts to dividing both sides of the equation by s followed
by a third order differentiation with respect to s, annihilates the undesired
perturbations.
Since there are two parameters to be estimated, one has to complete (15) with
a second equation in order to obtain a square system. Such a completion is
now readily achieved by the derivative of both sides of equation (15) with
6
respect to s:
s3x̂(3) + 9s2x̂′′ + 18sx̂′ + 6x̂ = (s2x̂(3) + 6sx̂′′ + 6x̂′)θ′1 + (sx̂
(3) + 3x̂′′)θ′2,
(17a)
s3x̂(4) + 12s2x̂(3) + 36sx̂′′ + 24x̂′ = (s2x̂(4) + 8sx̂(3) + 12x̂′′)θ′1 + (sx̂
(4) + 4x̂(3))θ′2
(17b)
The functions (s2x̂(3)+6sx̂′′+6x̂′) and (sx̂(3)+3x̂′′) being linearly independent,
their Wronskian is nonzero. The resulting system is therefore (generically)
invertible. Let us mention that in the operational domain, the invertibility of
the system is not necessary. For example, although x̂ and sx̂ are proportional,
their respective images in the time domain, x and ẋ, are not.
Following steps 2 and 3 above yields the estimates of θ′1 and θ
′
2 from the
solution of
P̂ Θ̃′ = Q̂, (18)
where the matrix P̂ and vector Q̂ are given by
P̂ =


ŷ(3)
sν−2
+ 6 ŷ
′′
sν−1
+ 6 ŷ
′
sν
ŷ(3)
sν−1
+ 3 ŷ
′′
sν
ŷ(4)
sν−2
+ 8 ŷ
(3)
sν−1
+ 12 ŷ
′′
sν
ŷ(4)
sν−1
+ 4 ŷ
(3)
sν


and
Q̂ =


ŷ(3)
sν−3
+ 9 ŷ
(2)
sν−2
+ 18 ŷ
′
sν−1
+ 6 ŷ
sν
ŷ(4)
sν−3
+ 12 ŷ
(3)
sν−2
+ 36 ŷ
′′
sν−1
+ 24 ŷ
′
sν

 .
This estimator is strictly proper for ν > 4. In the time domain, we get, by
step 4, an equation of the form
[∫ t
0
Pν(t, τ)y(τ)dτ
]
︸ ︷︷ ︸
Pν(t)
Θ̃′(t) =
∫ t
0
Qν(t, τ)y(τ)dτ
︸ ︷︷ ︸
Qν(t)
, (19)
where the entries of the 2 × 2-matrix Pν(t) and the 2 × 1-vector Qν(t) are
made up of iterated integrals up to time t of the noisy observed signal y(t).
Once the estimates Θ̃′ are obtained, the estimates Θ̃ of the parameters Θ are
deduced from the system of algebraic equations:
α̃ =
θ̃′1
2
(20)
ω̃2 = −([θ̃′1]
2 + θ̃′2) (21)
The parameters Θ′, which are estimated as the solution of a linear system
(19), are said to be linearly identifiable. On the other hand, the parameters
Θ, which are obtained from an algebraic functions of the entries of Θ′, are
said to be weakly linearly identifiable (see section 3).
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2.2.1 Numerical simulation
Let us give some numerical examples. The next simulations show some illus-
trations of the behavior of the estimators given in (11) and in (19). They also
provide a sketch of the overall behavior of the estimators build within our
framework.
Figure 1 represents the unobserved structured part of the signal (13), x(t),
t ∈ [0, 20] with α = −0.1, ω = π/5 and γ = 5.7 (dotted line), together with a
sample realization of the noisy observed signal y(t) (solid line). The subfigures
illustrate three different simulation contexts that we describe below.
In the first scenario, figure 1(a), we consider a discrete-time 3 setting: {n(tm)}, tm =
mT0 with m = 0, . . . , ⌊
20
T0
⌋ is a zero-mean white Gaussian noise, with variance
σ2. The sampling period is set to T0 = 0.8, corresponding to 25 samples. If we
linearly interpolate these samples, we obtain a continuous-time pseudo noise
signal. Call n0(t) the pseudo noise so obtained from the above white noise, with
σ2 = 1. Likewise, let nk(t) be obtained similarly, with a different sampling pe-
riod Tk = 2
−kT0. By taking the sum of K of such noises, n(t) =
∑K−1
k=0 Aknk(t),
with Ak = A
k
0, for some A0 < 1, one obtain a continuous-time noise. If N sam-
ples of n(t) are to be simulated, then one may chose K = ⌊N⌋ and the resulting
sampling period would be Ts = 2−KT0. This kind of noise, so-called Perlin
noise [24], is widely used in turbulence and in Computer Graphics (in its 2D
or 3D version). Figure 1(b) displays a simulation using this type of noise. Fi-
nally, in the situation of figure 1(c), the noise is simulated in a manner which
is, a priori, more in accordance with the continuous-time context than in the
preceding scenarios. For this, the noisy signal y(t), t ∈ [0, 20] is modeled by
the stochastic differential equation [25]
dy = f(t, y)dt + σdB(t), (22)
where f(t, y) = αy + ωaeαt cos(ωt), B(t) is a Wiener process and σ controls
the level of the noise. The noisy observed signal y(t) is therefore simulated as
a numerical solution of (22), using the implicit Euler approximation scheme.
3 Note that a fully discrete-time counterpart of the presented method can be found
in [21], [22] and [23].
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Fig. 1. Signal and noise simulation: SNR = 15dB in each scenario.9
In all these figures, the noisy signals represent the imaginary part of (2). The
noises are scaled in order to have a signal-to-noise ratio, computed as
SNR = 10 log10
{∑N−1
i=0 |y(ti) − γ|
2
∑N−1
i=0 |n(ti)|
2
}
,
of SNR = 15dB. The number of simulated samples is N = 25 for the discrete-
time context and N = 256 for the remaining situations.
Of these three situations, we retain only the discrete-time white noise and the
Perlin noise scenarios for the next simulations. Indeed the last two situations
are closely related since the Perlin’s noise may be seen as a random walk,
which corresponds to the infinitesimal structure of the Brownian motion.
The following simulations show the average over 100 trials of the estimates α̃t
and ω̃t, computed from (19), as a function of the estimation time t ∈ [7.2, 20].
The corresponding estimates obtained from (2) by the modified Prony’s method
[17] (based on nonlinear least squares fitting) are also given for comparison.
Let us mention that here, and in all the subsequent simulations, the integrals
are numerically computed using the “work horse” trapezoidal method.
We begin with the white noise scenario. The curves in figure 2 represent α̃t
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Mod. Prony, 15 dB
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Fig. 2. Estimates of α and ω vs the estimation time.
(top graph) and ω̃t (bottom graph) for SNR = 15dB and SNR = 0dB, re-
spectively. For the modified Prony’s method, we have set γ = 0 though this
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method is also able to handle a constant biais by directly estimating it. At
moderate SNR (15dB), the modified Prony’s method provides much better
results in this scenario. As expected however, these good performance dra-
matically degrade as the SNR drops to 0dB. Meanwhile, the results produced
by the algebraic estimator (19) are fairly the same by changing the SNR from
15dB to 0dB. This suggests that the estimation error steming from the (very
high) inacuracy of the numerical integrations (10 to 25 points trapezoidal
scheme) largely dominates that due to the noise.
The next experiment in figure 3, where we consider a Perlin’s noise with
N = 256, strengthens this suggestion. In order to avoid a bad behavior, due
to a too small sampling period, we subsample the signals by a factor 1/8
before applying the modified Prony’s method. The constant bias, however, is
no longer set to zero but to 5.7(1 + i).
Mod. Prony, 10 dB
Alg. Estim., 15 dB
Mod. Prony, 15 dB
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Fig. 3. Estimates of α and ω vs the estimation time.
Here again, the results obtained with the algebraic estimation, with SNR =
10dB and SNR = 15dB are very close to each other. And, of course, for the
same SNR = 15dB, the performance are significantly better for N = 256
than for N = 25 (compare with figure 2). It appears, then, that the algebraic
estimator is more robust to noise than the modified Prony’s method. Indeed,
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if we increase further the number of points to have the numerical integration
error dominated by the effect of the noise, then we still obtain little difference
between the results with SNR = 10dB and SNR = 15dB. The simulation
results displayed in figure 4 are obtained with N = 1024.
SNR = 10 dB
SNR = 15 dB
SNR = 10 dB
SNR = 15 dB
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Estimates of the frequency
Fig. 4. Estimates of α and ω vs the estimation time.
Not only the estimates are more acurate than for N = 256 but also the per-
formance are equivalent for both SNR. Since the performance of the modified
Prony method degrade with small sampling periods, we did not simulate this
method for N = 250 and N = 1024.
3 Mathematical background
The materials presented in this section are borrowed from [1] and [2]. They deal
with differential algebra and operational calculus. Differential algebra, which
is now widely used in control theory, provides us with powerful and elegant
mean to exhibit simple hidden linear structures by allowing the coefficients to
live in a much more rich ring/field. As a matter of fact, this idea is already well
known in signal processing. Indeed, it is very classical to rewrite the differential
12
equation ∑
j
ajy
(j)(t) −
∑
i
bix
(i) = 0,
representing the input x(t) - output y(t) relation of a linear time-invariant
filter, as a linear combination
Ay(t) − Bx(t) = 0
in which the ring/field of scalars (coefficients) is now an extension of the usual
field of real or complex numbers.
3.1 Differential algebra
To begin, we recall some basic definitions.
3.1.0.1 Rings and fields A ring is a set R with two law of compositions
(R, +, ·) such that
• (R, +) is a commutative group,
• the multiplication is associative and distributive with respect to addition.
The ring R is called commutative if the multiplication law is commutative. A
field is a commutative ring R in which every nonzero element is invertible in
R.
3.1.0.2 Differential Ring/Field A differential ring R is a commutative
ring which is equipped with a single derivation, written here d
ds
, i.e, a map
R → R such that, ∀ x, y ∈ R,
• d
ds
(x + y) = dx
ds
+ dy
ds
,
• d
ds
(xy) = dx
ds
y + xdy
ds
.
A differential field is a differential ring which is a field 4 . A constant c ∈ R
is such that dc
ds
= 0. The set of all constants of a given differential ring (resp.
field) is a differential subring (resp. subfield), called the subring (resp. subfield)
of constants. A (differential) ring (resp. field) of constants is a differential ring
(resp. field) whose elements are constant.
4 All fields are assumed here to be of characteristic 0. See [26] for basic notions in
commutative algebra.
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Example 1 The field Q(s) of rational functions in the indeterminate s, with
coefficients in Q, possesses an obvious structure of differential field with respect
to d
ds
. Its subfield of constants is Q.
3.1.0.3 Differential field extension A differential field extension L/K
is given by two differential fields K, L such that
• K ⊆ L,
• the restriction to K of the derivation of L is the derivation of K.
Example 2 Q is a differential field with the derivation defined as the zero
mapping. The restriction to Q of the derivation d
ds
of Q(s) is obviously the
zero mapping: Q(s)/Q is a differential field extension.
An element x ∈ L is said to be differentially algebraic over K if, and only if, x
satisfies an algebraic differential equation over K, i.e., P (x, dx
ds
, . . . , d
nx
dsn
) = 0,
where P is a polynomial over K. The extension L/K is said to be differentially
algebraic if, and only if, any element of L is differentially algebraic over K.
An element of L which is not differentially algebraic over K is said to be
differentially transcendental. A differentially transcendental extension L/K is
an extension which is not differentially algebraic.
3.1.0.4 Linear differential operators Let K be a differential field. The
set of linear differential operators of the form
∑
finite ai
di
dsi
, ai ∈ K, is a differ-
ential ring, denoted by K[ d
ds
]. It is commutative if, and only if, K is a field of
constants. To see this, take an element a ∈ K. Then, d
ds
a = da
ds
+ a d
ds
. Even in
the general non-commutative case, it is known (see, e.g., [27]) that K[ d
ds
] is a
principal left and right ideal ring: any left or right ideal may be generated by
a single element.
3.2 The differential field of Mikusiński’s operators
3.2.1 Mikusiński’s field of operators
Endow the set C of continuous functions [0, +∞) → C with a structure of
commutative ring with respect to the addition (f + g)(t) = f(t) + g(t) and
to the convolution (product) (f ⋆ g)(t) = (g ⋆ f)(t) =
∫ t
0 f(τ)g(t − τ)dτ =∫ t
0 g(τ)f(t−τ)dτ . According to a famous theorem due to Titchmarsh (see [10–
12,28]), C does not possess zero divisors. Any element of the Mikusiński field
M, i.e., the quotient field of C, is called an operator. Any function f : R → C,
which belongs to M, may also be written {f}. Note that in general the product
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of two elements a, b ∈ M will be written ab and not a ⋆ b. Some examples are
in order:
(1) The neutral element 1 ∈ M with respect to the convolution is the ana-
logue of the Dirac measure at t = 0 in Schwartz’s distribution theory.
(2) Any locally Lebesgue-integrable function R → C with a left bounded
support belongs to M.
(3) The inverse in M of the Heaviside function
1(t) =



0 if t < 0
1 if t ≥ 0
is the derivation operator s. Let f : R → C be a C1-function with a
left bounded support. Then s{f} = {f ′}. Let g : R → C be a lo-
cally Lebesgue-integrable function with a left bounded support. Then
{g}
s
= {
∫ t
−∞ g(σ)dσ} has also a left bounded support. The meaning of the
subfield C(s) ⊂ M of rational functions over C in the indeterminate s is
the usual one in operational calculus (see, e.g., [10–12]).
(4) The meaning of the delay operator e−Ls, L ∈ R, is the usual one in
operational calculus (see, e.g., [10–12]). It is the analogue of the Dirac
measure at t = L in the theory of distributions.
3.2.2 The algebraic derivative
For any f ∈ C, it is known (see [10–12]) that the mapping f 7→ df
ds
= {−tf}
satisfies the properties of a derivation, i.e.,
d
ds
(f + g) =
df
ds
+
dg
ds
and
d
ds
(f ⋆ g) =
df
ds
⋆ g + f ⋆
dg
ds
.
It can be trivially extended to a derivation, called the algebraic derivative, of
M by setting, if g 6= 0,
d
ds
({f} ⋆ {g}−1) =
df
ds
⋆ g − f ⋆ dg
ds
{g}2
Endowed with the algebraic derivative, M becomes a differential field, whose
subfield of constants is C.
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3.3 Identifiability
All fields are subfields of a differential field which is a universal extension [4]
of the field Q of rational numbers.
3.3.1 The mathematical framework
Let k0 be a given ground field, which is assumed to be a differential field of
constants. Let k be a finite algebraic extension of k0(Θ) where Θ = (θ1, . . . , θr)
is a finite set of unknown parameters. For example,
λ0 +
λ1θ
2
1θ2
λ2 + λ3θ32
,
where the λ′is, i = 0, . . . , 3 belong to k0, is an element of k. Thus the tran-
scendence degree of the extension k/k0 does not exceed r. Moreover we give
to k a canonical structure of a differential field of constants. Let S/k(s) be a
finitely generated differentially algebraic extension. A signal, with parameter
Θ, is an element of S.
Consider now a finite set x = (x1, . . . , xκ) of signals.
Definition 1 (Algebraic/rational) The parameters Θ are said to be al-
gebraically (resp. rationally) identifiable 5 with respect to x if, and only if,
θ1, . . . , θr are algebraic over (belong to) k0〈s, x〉. Here, N = {s, x} is a subset
of S and k0〈s, x〉 stands for the differential overfield of k0 generated by N .
Definition 2 (Linear identifiability) The parameters Θ are said to be lin-
early identifiable with respect to x if, and only if,
P


θ1
...
θr


= Q (23)
where
• P and Q are respectively r × r and r × 1 matrices,
• the entries of P and Q belong to spank0(s)[ dds ]
(1, x),
• det(P ) 6= 0.
Here, spank0(s)[ dds ]
(1, x) denotes the set of all linear combinations of the ele-
ments 1, x1, · · · , xκ i.e. D0 · 1 +
∑κ
i=1 Dixi, where the coefficients Di belong to
5 Those definitions are borrowed from [29].
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k0(s)[
d
ds
]. Each Di is thus a differential operator of the form
ι∑
j=0
( ∑nj
n=0 an,js
n
∑mj
m=0 bm,js
m
)
dj
dsj
, with an,j, bm,j ∈ k0.
Definition 3 (Projective/Weak linear) The parameters Θ are said to be
• projectively linearly identifiable with respect to x if, and only if, there exists
θǫ 6= 0 such that
θ1
θǫ
, . . . , θǫ−1
θǫ
, θǫ+1
θǫ
, . . . , θr
θǫ
are linearly identifiable w.r.t. x.
• weakly linearly identifiable with respect to x if, and only if, there exists a
finite set Θ′ = (θ′1, . . . , θ
′
q′) such that
· the components of Θ′ (resp. Θ) are algebraic over k0(Θ) (resp. k0(Θ
′)),
· Θ′ is linearly identifiable.
The next result is clear:
Proposition 1 We have the following implications between the different kinds
of identifiability
Linear ====⇒ Rational
Weak linear

wwwwww
==⇒ Algebraic

wwwwww
3.3.2 Rational signals
A rational signal
x =
b0 + b1s + · · · + bn−1s
n−1
a0 + a1s + · · · + an−1sn−1 + sn
=
B(s)
A(s)
(24)
is an element of k(s), where k0 = Q and k = k0(a0, . . . , an−1, b0, . . . , bn−1).
Proposition 2 Assume that the numerator and the denominator of (24) are
coprime. Then, the coefficients a0, . . . , an−1, b0, . . . , bn−1 are linearly identifi-
able with respect to x.
PROOF. Equation (24) yields the linear system of equations of type (23):
dk
dsk
[B(s) − A(s)x] =
dk(snx)
dsk
k = 0, . . . , 2n − 1 (25)
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3.3.3 Differentially rational signals
A signal x is said to be differentially rational if, and only if, it satisfies Dx = p,
where D ∈ k(s)[ d
ds
] and p ∈ k(s). It is easy to see that such a signal satisfies
a differential equation of the form

 ∑
finite
aαβs
α d
β
dsβ

x =
∑
finite
bγs
γ . (26)
Setting k0 = Q, k = k0(aαβ , bγ), the next result, which is a direct generalisation
of proposition 2, may be proved in the same way.
Proposition 3 Assume that in Equation 26 the polynomials
∑
α aαβs
α and∑
γ bγs
γ are coprime. Then, the coefficients aαβ, bγ are projectively linearly
identifiable with respect to x.
3.3.4 Introducing exponentials
Lemma 1 The expression
x =
M∑
i=0
ai

 1
si+1
−
i∑
j=0
τ j
j!
1
si−j+1

+ e−τs
M∑
i=0
bi
si+1
where
• k0 = Q, k = k0(ai, bi, τ),
• e−τs satisfies the differential equation ( d
ds
− τ)e−τs = 0,
is differentially algebraic over k(s).
PROOF. It follows from the fact that finite sums and products of differen-
tially algebraic elements over k(s) are again differentially algebraic over k(s).
Proposition 4 The parameters τ , ai, bi, i = 0, . . . , M , are algebraically iden-
tifiable with respect to the signal x.
PROOF. Take as in the proof of theorem 2 sufficiently many derivatives of
sMx with respect to s. The conclusion follows from the transcendence 6 of e−τs
over k(s).
6 See [30] for a direct proof without having recourse to analytic functions.
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3.4 Noises and linear estimators
3.4.1 Structured perturbations
Let k1/k0 be a differential field extension such that
• k1 is a differential field of constants,
• k and k1 are linearly disjoint over k0.
Definition 4 A perturbation ̟ is an element of a differential overfield N
of k1(s) such that S and N are linearly disjoint over k0(s). It is said to be
structured if, and only if, it is annihilated by Π ∈ k0(s)[
d
ds
], Π 6= 0.
Example 3 Consider the perturbation γ
sν
, γ ∈ k1. It is annihilated by νsν−1 +
sν d
ds
∈ k0(s)[
d
ds
], which does not depend on γ.
3.4.2 Noise perturbation
A perturbation which is not structured is said to be unstructured. An unstruc-
tured perturbation is called a noise. In practice we will assume that when
specialized to M a noise corresponds to a rapidly oscillating time-function,
i.e. a “high frequency” signal, which may be attenuated by a low pass filter.
A detailed analysis of the noise effect is presented in [31], using the formalism
of nonstandard analysis.
3.4.3 Noisy signals
A signal with an additive noise is a sum x + ̟, where x ∈ S is a signal and
̟ ∈ N a noise. Let y = (y1, . . . , yκ), where yι = xι +̟ι be a finite set of such
noisy signals. If the parameters Θ are linearly identifiable, then equation (23)
becomes
P


θ1
...
θr


= Q + Q′ (27)
where
• the matrices P and Q are obtained from (23) by substituting y to x,
• the entries of the r × 1 vector Q′ belong to spank′(s)[ d
ds
](̟), where k
′ is the
quotient field of k ⊗k0 k1, and ̟ = (̟1, . . . , ̟κ).
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3.4.4 Linear estimators
Assume that the components of ̟ are structured. The next fundamental
theorem follows at once from the fact that k0(s)[
d
ds
] is a principal left ideal
ring.
Theorem 1 There exists Π ∈ k0(s)[
d
ds
], such that equation (27) becomes
ΠP


θ1
...
θr


= ΠQ (28)
Equation (28), which is independent of the noises, is called a linear estimator
of the unknown parameters if, and only if, det(ΠP ) 6= 0. On the other hand,
if the components of ̟ are not structured, then the right hand side of (28)
would read as ΠQ + ΠQ′. Ignoring the additional term ΠQ′, results in an ap-
proximation of Θ by Θ̃, the solution of the system ΠP Θ̃ = ΠQ. In the sequel,
we will absorbe Π and write P and Q in place of ΠP and ΠQ, respectively.
Let ℓ be a differential field of constants. A differential operator in ℓ(s)[ d
ds
] is
said to be proper (resp. strictly proper) if, and only if, the coefficients of d
α
dsα
are proper (resp. strictly proper) rational functions in ℓ(s). The estimator (28)
is said to be proper (resp. strictly proper) if, and only if, the entries of ΠP and
ΠQ are proper (resp. strictly proper) differential operators. Multiplying both
sides of equation (28) by a suitable proper element of k0(s) yields the
Proposition 5 Any linear estimator may be replaced by a proper (resp. strictly
proper) one.
4 Analysis
Some basic features of the presented estimation method are discussed in this
section.
4.1 Least squares interpretation
As a matter of fact, the principle of the estimation algorithm presented so far
is connected with that of orthogonal projection. An interpretation in terms of
least squares follows then.
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To see this, let us revisit the main steps leading to a linear estimator of Θ,
from the observation y = F (x,Θ) + n(t), as presented in section 2.
The first step was to find a differential operator DΘ such that the unob-
served signal x satisties DΘx = p, where p represents the contribution of the
structured perturbations. This differential equation induces an algebraic map
ξ : Cr → Cq,
Θ = (θ1, . . . , θr) 7→ Θ
′ = (θ′1, . . . , θ
′
q) = ξ(Θ), (29)
which reduces to an identity in case of linear identifiability. Translated into
the operational domain, that is in M, one gets an equation of the form
q∑
i=1
θ′if̂i(s) = ĝ(s) + p̂(s). (30)
Here, ĝ(s) and f̂i(s), i = 1, . . . , κ, are of the form
7 d + Dx̂, with d ∈ k0(s)
and D ∈ k0(s)[
d
ds
] and p̂(s) ∈ k(s). We assume, without any loss of generality,
that p̂(s) is a polynomial over k. This can always be achieved by simply mul-
tiplying both sides of (30) by the denominator of p̂(s). We now replace x by
the observation y and redefine ĝ(s) and f̂i(s), i = 1, . . . , κ, according to this
modification. It is clear that then, the equality in (30) does no longer hold.
So, let us introduce the “error” function
ê(s ; ϑ, ŷ) =
q∑
i=1
ϑ′if̂i(s) − ĝ(s) − p̂(s), (31)
parametrized by ŷ (to quote the substitution of x̂ by ŷ) and by ϑ′ = ξ(ϑ) where
ϑ is a vector of free parameters. In particular, equation (30) corresponds to
ê(s ;Θ, x̂) = 0.
At this stage, it is not difficult to see that steps 1-3 of the algorithm presented
in section 2.1.2 may be restated as follows: a (strictly) proper linear estimator,
Θ̃′ = ξ(Θ̃), of Θ′ = ξ(Θ) is given by the system of equations:
1
sν
dm
dsm
ê(s ; Θ̃, ŷ) = 0 ; m = κ, . . . , q + κ − 1, (32)
where κ ≥ deg p̂(s) + 1 is the order of the additional differentiations for elimi-
nating the contribution of the structured perturbations. In the sequal, such a
proper linear estimator will be called an algebraic estimator. Setting e(t ; Θ̃, y)
for the time domain analogue of ê(s ; Θ̃, ŷ), this system (32) reads back in the
7 In general either d of D is zero.
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time domain, as
0 =
(−1)m
(ν − 1)!
∫ T
0
(T − τ)ν−1τme(τ ; Θ̃, y(τ))dτ
=
(−1)m
(ν − 1)!
∫ T
0
{(T − τ)ν−1τκ}τm−κe(τ ; Θ̃, y(τ))dτ
m = κ, . . . , q + κ − 1,
(33)
where T denotes the estimation time. Let us focus on the bracketed term
under the integral in the second line of (33). It is of the form
w(ν,κ)(t)
△
= (T − t)α−βtβ−1, (34)
with β = κ+1 > 0 and α = ν +κ and interestingly, one recognizes the weight
function associated to the orthogonal Jacobi polynomials {P (ν,κ)j (t)}j>0, in
[0, T ]. This observation will play an important role in what follows. To proceed,
note that we may readily rewrite the system of equations (33) as
0 =
〈
tj , e(t ; Θ̃, y)
〉
w(ν,κ)
, (35)
⇐⇒ 0 =
〈
P
(ν,κ)
j (t), e(t ; Θ̃, y)
〉
w(ν,κ)
, j = 0, . . . , q − 1, (36)
where, for f(t) and g(t) two real fonctions defined in [0, T ], their scalar product
with respect to w(ν,κ)(t) ≥ 0, ∀t ∈ [0, T ] is given by:
〈f, g〉w(ν,κ)
△
=
∫ T
0
f(t)g(t)w(ν,κ)(t)dt.
The following theorem, which summarizes the preceding developpements, is
therefore proved.
Theorem 2 Let y(t) = F (x,Θ)+n(t) denotes the noisy observation, through
a functional F , of the signal x which depends on the parameters Θ. Assume
that the parameters Θ are weakly linearly identifiable with respect to x, through
the algebraic map (29). Then, Θ̃ is an algebraic estimate of Θ in [0, T ] if, and
only if, it satisfies the orthogonality condition
e(t ; Θ̃, y) ∈
[
span
{
P
(ν,κ)
0 (t), . . . , P
(ν,κ)
q−1 (t)
}]⊥
. (37)
4.2 Estimation time
As already quoted, the estimation time T may be small especially in the
absence of noise, i.e. unstructured perturbation. Meanwhile, T can not, obvi-
ously, be taken arbitrary small even in a noise-free context. In this connexion, a
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lower bound for T has been formally characterized in [31, Prop. 3.2], within the
framework of nonstandard analysis. Here, we give another and hopefully more
explicit description of this lower bound. We begin with equation (30) where
(without any loss of generality) we ignore p̂, the contribution of the structured
perturbations. So, let fj(t), j = 1, . . . , q and g(t), denotes respectively, the time
domain analogues of f̂j(s), j = 1, . . . , q and ĝ(s) therein. Assume that these
are continuous functions in [0, T ]. Then due to the Weierstrass approximation
theorem, we may write, for t ∈ [0, T ] and for any ε > 0,
fj(t) =
Nj(ε,T )∑
i=0
fi,jP
(ν,κ)
i (t) + εj(t) (38a)
g(t) =
N0(ε,T )∑
i=0
giP
(ν,κ)
i (t) + ε0(t) (38b)
where |εj(t)| < ε, ∀t ∈ [0, T ], j = 0, . . . , q. In the following, we consider that ε
is sufficiently small so that it can be neglected. Accordingly, we will set Nj(T )
for Nj(ε, T ) to ease the notations. Equation (30) is then equivalent (up to ε),
in the time domain for t ∈ [0, T ], to:
q∑
j=1


Nj(T )∑
i=0
fi,jP
(ν,κ)
i (t)

 θ′j =
N0(T )∑
i=0
giP
(ν,κ)
i (t). (39)
In matrix form, this equation becomes


Fq
. . . . . . . . . . . . .
fq,1 · · · fq,q
... · · ·
...




θ′1
...
θ′q


=


Gq
· · ·
gq
...


(40)
Replace x by y and accordingly, we will write Fq(T, y) and Gq(T, y) in order
to make explicit the dependance of the matrices in (40) on T and y. Then the
following proposition is plain.
Proposition 6 Assume that the parameters Θ are weakly linearly identifiable
with respect to x, through the algebraic map (29). Then, Θ̃ is an algebraic
estimate of Θ in [0, T ] if, and only if,
• the estimation time T is such that detFq(T, y) 6= 0,
• Fq(T, y)Θ̃′ = Gq(T, y).
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Corollary 1 A lower bound for the estimation time T is given by
Tmin = arg min
T
{Nmax(T ) ≥ q − 1} . (41)
where Nmax(T ) = max16j6q Nj(T ).
Indeed, if T is smaller that the Tmin above then the last row of Fq(T, y) is
zero.
Remark 2 This corrolary may be interpreted in terms of “sufficient excita-
tion condition”, a generic condition in any estimation problem.
Of course, in a noisy setting, an additional estimation time is required to filter
out the noise. But this estimation time can not be too large either. To see
this, recall, from equations (31)-(33), that a linear numerical estimator of Θ
is of the form Pν(T )Θ̃ = Qν(T ) with
{Pν(T )}i,j =
∫ T
0
(T − τ)ν−1τκ−1+ifj(τ)dτ,
and likewize for {Qν(T )}i with fj replaced by g. Each of these entries then
appears as the output at time T , of the linear time-invariant causal and un-
stable filter with impulse response hν(t) = t
ν−1, ν > 1, for the input signals
tκ−1+iu(t), with u(t) = fj(t) and u(t) = g(t) respectively.
Before closing this subsection, the following remarks are in order:
• Any argument of asymptotic type (T → ∞) is to be banished in the perfor-
mance analysis of the estimators designed here within the algebraic frame-
work.
• There exists an optimal value for the estimation time, corresponding to a
minimum mean square estimation error.
4.3 Noise effect
Assume that the parameters Θ are linearly identifiable with respect to x i.e.
PΘ = Q. Replacing x by y = x + n, when an unstructured perturbation n is
present, yields the estimates Θ̃ as the solution 8 of
(P + ∆P )Θ̃ = (Q + ∆Q). (42)
8 Compare with (27) which describes the true parameter vector Θ. Indeed, since
the term Q′ in the second member of (27) depends on Θ, that equation is not
implementable as a linear estimator.
24
From numerical linear algebra, we have the classical first order bound [32]
‖Θ − Θ̃‖
‖Θ‖
6
2εK(P )
1 − εK(P )
, (43)
where ε measures the level of the noise and the matrix condition K(P ) =
‖P−1‖‖P‖ determines the sensitivity of the system (23).
4.3.1 Output noise level
Among the various way of measuring the output noise level, we consider here
the normwise metric [32]
ε = max
{
‖∆P‖
‖P‖
,
‖∆Q‖
‖Q‖
}
.
with L2-vector norm and the induced spectral norm for matrices. This noise
measure is thus related to the noise-to-signal ratio.
Let us assume first that the additive noise n(t) is a rapidly oscillating function
with zero mean. Then, the analysis in [31] shows that the iterated integrals
∫ t
0
∫ tk−1
0
· · ·
∫ t1
0
ταn(τ)dτdt1 · · · dtk−1
are small even for small values of t. Since the entries of ∆P and ∆Q are linear
combinations of terms of this form, we deduce that ε will be neglectable in this
case. Unfortunately, the noise characteristics do not always fit into the context
of [31]. This happens e.g. with the last scenario discussed in paragraph 2.2.1,
where the noise do not corrupt the signal in a simple additive way. Anyway, the
iterated integrals provide a low pass filtering which attenuates the noise effect.
Starting to increase the order ν of the iterated integrals, from its minimum
value guaranteing strict properness, amounts to reducing the corresponding
low pass cutoff frequency. This reduces the output noise level. However, if we
iterate too much the integrals, the output noise may increase, as compared
with the signal. Indeed, if the cutoff frequency is too low, then the signal also
may be affected. Another way to see this is to rewrite the iterated integral
above, using the Cauchy formula for repeated integration (10). Doing so, makes
intervene a weighting function w(ν,κ)(t) of the form given in (34). Clearly, the
effective estimation time length is determined by the significant part of the
support of the weighting function w(ν,κ)(t). Now, increasing ν reduces this
length. Unless the noise is rapidly oscillating, its ouput, which results from
the averaging afforded by the integration, may be significant as compared to
the signal counterpart for small (effective) integration time.
To illustrate these facts, let us reconsider the system (19) in the estimation
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problem of section 2 and the second scenario therein (see paragraph 2.2.1) with
an input SNR of 10dB. We fix the estimation time to t = T , corresponding to
the first 180 samples of the signal and we let the order ν of the iterated inte-
grals increase from ν0 = 4, the minimum value guaranteing strict properness.
Figure 5 below represents the averages over 100 trials of the output noise-to-
signal ratios ‖∆Pν(T )‖
‖Pν (T )‖
(solid line) and ‖∆Qν(T )‖
‖Qν(T )‖
(dashed line), respectively, as a
function of ν.
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Fig. 5. Output noise level vs ν − ν0, in dB
These results confirm the necessity of achieving a compromise in the selection
of ν, especially as the optimal (in the minimum output noise power sense)
values of ν for Pν(T ) and for Qν(T ) do not coincide in general.
4.3.2 Sensitivity of the system
The second important factor in the noise effect analysis is, of course, the sen-
sitivity of the system which tells how the noise affects the solution. Associated
with the normwise metric used above, is the relative normwise condition num-
ber KN defined, for a square system Ax = b, by
KN(A) = K(A) +
‖A−1‖‖b‖
‖x‖
(44)
where K(·) is the familiar matrix condition number as above. In the next
figure, we have plotted the values of KN(Pν(T )) computed from the preceding
simulation, againts ν.
26
0 1 2 3 4 5 6 7 8 9 10
10
15
20
25
Fig. 6. Relative normwise condition number KN (Pν(T )) vs ν − ν0.
The variations of the system’s sensitivity are exactly in opposition to that of
the output noise level. And determining the optimum value for ν (in the sense
of achieving the best compromise), is still an open question.
Nonetheless, we mention below a simple trick to reduce this sensitivity. Let
us begin with the
Lemma 2 Assume that Θ is (weakly) linearly identifiable with respect to x.
Let the estimates Θ̃ of Θ be obtained, for an estimation time T , by the linear
system
Pν(T )Θ̃ = Qν(T ).
If T < 1, then the system matrix Pν(T ) is badly scaled.
PROOF. To see this, let us recall the most general form of our estimators,
according to the least squares interpretation discussed in section 4.1. By a
change of variable in (33), one may readily rewrite the ℓth row (ℓ = 0, . . . , q−1)
of the above system in the equivalent form
T ν+ℓ
q∑
i=1
{∫ 1
0
(1 − τ)ν−1τ ℓfi(Tτ)dτ
}
θ′i = T
ν+ℓ
∫ 1
0
(1 − τ)ν−1τ ℓg(Tτ)dτ. (45)
Therefore, it is easy to show that the matrix Pν(T ) and the vector Qν(T ) can
be factored as: Pν(T ) = Λ(T )P̃ν(1) and Qν(T ) = Λ(T )Q̃ν(1), where Λ(T ) is
the diagonal matrix with {Λ(T )}i,i = T
ν+i−1, i = 1, . . . , q.
Since the relative normwise condition number is scale dependent, a high sys-
tem sensitivity may be unnaturally induced by the diagonal factor Λ(T ).
Nonetheless, the reduced system P̃ν(1)Θ̃ = Q̃ν(1) is still badly scaled: writ-
ing P̃ν(1) =
∫ 1
0 pν(τ)dτ , we have |{pν(τ)}i,j | > |{pν(τ)}ℓ,j|, ∀ ℓ > i. The
ill-conditioning is thus due to more than a simple scaling.
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Recall that in the operational domain, our linear estimators have the general
form
H(s)P̂ (s)Θ̃ = H(s)Q̂(s) (46)
where H(s) ∈ k0(s) is chosen so as to ensure strict properness. So far, we have
set H(s) = 1
sν
I. It turns out that the system’s sensitivity may be significantly
reduced by a judicious choice for H(s).
In particular, a simple choice which is appropriate for balancing the rows of
the system is given by
H(s) =


1
sν+q
1
sν+q−1
. . .
1
sν


(47)
Observe in figure 7, how KN of the above experiment is improved by such
a simple choice for H(s). The corresponding relative condition number, as-
sociated with the componentwise model of Skeel [33] (see also [32] and [34]),
is also displayed to avoid a possible scaling-induced miss-intrepretation. This
condition number, defined for a linear square system Ax = b, by
KC(A) =
‖|A−1|(|A||x| + |b|)‖∞
‖x‖∞
, (48)
is invariant to diagonal row scaling. Here the absolute value of the matrix |A|
is to be understood entrywise.
0 1 2 3 4 5 6 7 8 9 10
0
5
10
15
20
25
KC , H0(s)
KC , H1(s)
KN , H0(s)
KN , H1(s)
Fig. 7. Improved system’s sensitivity: H0(s) = s
−νI, H1(s) = diag [s
−(ν+1), s−ν ].
Finally, note that the conclusion of Lemma 2 is also valid for T > 1. In that
case, H(s) should be chosen as H(s) = diag[s−ν , s−(ν+1), · · · , s−(ν+q)].
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5 Applications
In this section, we illustrate further the behavior of our estimation method
through two application examples.
5.1 Chirp parameter estimation
5.1.1 Signal model and algorithm
We still consider the estimation of the parameters of a complex exponential
signal
x(t) = a exp iϕ(t), (49)
where the phase function ϕ(t) is now nonlinear. Such an estimation problem
is important because signals of this type are encountered in many applications
including radar, sonar, bioengineering, speech modeling, optics, gravity waves
to name fews. It has a long and rich history that can be gauged by the great
diversity of the available approaches (Maximum likelihood [35], subspace [36],
wavelet and time-frequency [37] . . .).
Our starting point is to observe that x(t) fulfills the first order linear time-
varying differential equation
ẋ(t) = iϕ̇(t)x(t). (50)
Most often, the phase function is represented as
ϕ(t) = ϕ0 + ϕ1t + ϕ2t
2,
resulting in a polynomial phase signal or linear chirp signal (see [2] for a
treatment of the real case). With this representation, it appears clearly that
x̂, the analogue of x(t) in M, is the differentially rational signal described by
(
−iϕ1 + s − 2iϕ2
d
ds
)
x̂ = x0. (51)
The parameter vector
Θ = (a, ϕ0, ϕ1, ϕ2).
is thus weakly linearly identifiable with respect to x. This stems from the
linear identifiability of
Θ′ = (x0, ϕ1, ϕ2)
by proposition 3. The estimates of Θ are thus obtained by following the steps
of the algorithm in section 2.1.2.
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Note in passing that the hyperbolic chirp case, in which the phase function is
of the form
ϕ(t) =
ϕ0
ϕ1 − t
, 0 6 t < ϕ1,
may be handled in a very similar way. Indeed, in this case, (50) specialises to
(ϕ1 − t)
2ẋ(t) = iϕ0x(t),
from which we deduce
(
[2ϕ1 − iϕ0] + ϕ
2
1s + 2ϕ1s
d
ds
− 2
d
ds
− s
d2
ds2
)
x̂ = ϕ21x0. (52)
By proposition 3, Θ′ = (ϕ21x0, [2ϕ1 − iϕ0], ϕ1, ϕ
2
1) is linearly identifiable with
respect to x, and hence Θ = (a, ϕ0, ϕ1) is weakly linearly identifiable.
5.1.2 Numerical simulation
The next figure depicts a sample realization of the real part of the noisy linear
chirp signal (49), with parameters
Θ = (a, ϕ0, ϕ1, ϕ2) = (2.291, 1.1766, 1.37, −3.95).
The sampling period is Ts = 0.01s, corresponding to N = 200 simulated
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3
Fig. 8. Real part of the noisy observation signal - SNR = 15dB.
points. The additive noise is simulated as n(tk) = nr(k) + ini(k) where the
real and imaginary parts are indepedent zero-mean white Gaussian noises with
a variance corresponding to a SNR of 15dB. Figure 9 below shows the esti-
mates Θ̃(T ), for 40 equally spaced values of T in [0.4 , 2]. The exact values of
the parameters are also depicted with dashed lines, for comparaison. Each plot
represents the results averaged over 1000 realizations. The estimates are unbi-
ased for all T in the considered interval. Figure 10 displays the corresponding
variances. Comparing with the associated Cramer-Rao lower bounds (dashed
line curves) allows one to gauge the robustness of the estimator.
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Fig. 9. Estimates of the chirp parameters vs estimation time - SNR = 15dB.
These curves also illustrate a basic feature of the presented algebraic estima-
tors: There exists an optimal choice for the estimation time. Determing this
optimum choice is however yet an open question.
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Fig. 10. Variance of the estimates of the chirp parameters vs estimation time -
SNR = 15dB.
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5.2 Change point detection
All the estimation problems considered so far rely on the knowledge of a precise
parametric model. In this section, we show how the developped methodology
may be accomodated to a situation where such a precise parametric model is
not available.
Given a piecewise regular signal, the problem under concern is to estimate
the locations of its discontinuities. This problem, known as the change point
detection problem, is widely studied in the litterature. The Bayesian frame-
work and the wavelet based approaches play a prominent part in the existing
methods. These may be classified either as sequential [13], local [38] or global
[39].
The solution we are presenting here is based on the estimation of the point
of singularity of the signal’s derivative. It is a local method and it is close
in spirit to the wavelet based approaches [40], [41]. Following this spirit, one
immediate solution is to use a signal derivative estimator, as those proposed
in [42], to locate the singularities. But, as we will shortly see, an explicit
estimation of the derivative is not necessary: the problem is rather casted into
a delay estimation problem.
To begin, consider the following signal model,
y(t) =
K∑
i=1
1[ti−1,ti](t) pi(t − ti−1) + n(t), (53)
n(t) is an additive noise corruption. We set t0 = 0 and ti, i = 1, . . . , K are
the change points. We denote by x(t) = y(t) − n(t) the unobserved noise-free
signal. Let us assume, for a moment, that each pi(t) is a polynomial and let
T be given such that there is at most one discontinuity point in each interval
ITτ = (τ, τ + T ), τ > 0. In the sequel, we will set
xτ (t) = x(t + τ), t ∈ [0, T ],
for the restriction of the signal in ITτ and redefine the discontinuity point,
say tτ , relatively to I
T
τ with: tτ = 0 if xτ (t) is smooth and 0 < tτ 6 T
otherwise. Now, we know that the N th order derivative of xτ (t) (in the sense
of distributions theory [43]) satisfies
dN
dtN
xτ (t) = [x
(N)
τ ](t) +
N∑
k=1
µN−k δ(t − tτ )
(k−1) (54)
where the superscript (k) denotes the derivation of order k. Here, µk is the
jump on the kth order derivative at the point tτ and [x
(N)
τ ] represents the
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regular part of the N th order derivative of the signal. Several change point
estimators may be devised from this equation, as shown below.
5.2.1 Estimator A
First, consider the simple case N = 1 in equation (54) and assume that the
regular part [ẋτ ](t) may be represented in each interval I
T
τ by a polynomial of
degree not exceeding, say, κ−1. This corresponds to a signal model composed
of a smooth component plus a piecewise constant one. Then equation (54)
specializes to
ẋτ (t) = [ẋτ ](t) + µ0δ(t − tr),
which reads in operational domain M, as
sx̂τ − xτ (0) − p(s) = µ0e
−trs, (55)
where p(s) is the analogue of [ẋτ ](t) in M. Applying the differential operator
Π = d
ds
+ tr to both members of equation (55), we get ride of the exponential
on the right hand side and obtain:
sx̂′τ + x̂τ − p
′(s) = −tr{sx̂τ − xτ (0) − p(s)} (56)
It remains now to annihilate the unknown terms p(s) and p′(s) in order to ob-
tain an estimor for tr. From the assumption on [ẋτ ](t), it follows that s
κ+1p(s)
and sκ+1p′(s) are polynomials in the variable s, of degree not exceeding κ and
κ − 1 respectively. The differential operator d
κ+2
dsκ+2
· sκ+1 thus eliminates their
contribution in (56) as well as that of the initial condition xτ (0). This yields
dκ+2
dsκ+2
sκ+2x̂′τ +
dκ+2
dsκ+2
sκ+1x̂τ = −tr
dκ+2
dsκ+2
{sκ+2x̂τ}. (57)
Finaly dividing by sν , ν > κ + 3 and replacing xτ by yτ , leads, in the time
domain, to the linear estimator
∫ T
0
pν,κ(t)yτ (t)dt = −t̃r(τ)
∫ T
0
qν,κ(t)yτ (t)dt (58)
where
pν,κ(t) = (−1)
κ+3 (T − t)
ν−κ−3
(ν − κ − 3)!
tκ+3 +
κ+1∑
m=0
aκ(m)
(T − t)ν−κ−2+m
(ν − κ − 2 + m)!
tκ+2−m,
with
aκ(m) = (−1)
κ+2−m [(κ + 1)!]
2
m![(κ + 1 − m)!]2
{
(κ + 2)2
m + 1
+
1
κ + 2 − m
}
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and
qν,κ(t) =
κ+2∑
m=0
(−1)κ+2−m
(
κ + 2
m
)
(κ + 2)!(T − t)ν−κ−3+mtκ+2−m
(κ + 2 − m)!(ν − κ − 3 + m)!
.
Observe that the polynomials pν,κ(t) and qν,κ(t) do not depend on τ ; they
are computed once for all estimation intervals ITτ . In the sequel, the estimator
given above in (58) will be named Estimator A.
5.2.2 Estimator B
The second estimator, subsequently named Estimator B, will follow by a sim-
plification in the design of Estimator A. This simplification amounts to ignor-
ing the regular part of the signal derivative. A piecewise constant model is
thus assumed for the signal and hence, (56) reduces to
sx̂′τ + x̂τ = −tr{sx̂τ − xτ (0)} (59)
Following the same steps below (56), we get in the time domain the following
estimator, for each value of τ ≥ 0:
∫ T
0
[(ν+1)t−2T ](T−t)ν−2 t yτ(t)dt = t̃r(τ)
∫ T
0
(νt−T )(T −t)ν−2yτ(t)dt. (60)
5.2.3 Estimator C
Here, we assume a piecewise affine signal model. Equation (54), with N = 2
then becomes
ẍτ (t) = µ1δ(t − tr) + µ0
d
dt
δ(t − tr), (61)
Following the same steps as before, we get in the operational domain:
s2x̂τ − sxτ (0) − ẋτ (0) = (µ1 + µ0s)e
−trs.
Upon noting that the right member of this equation satisfies the differential
equation u′′ + 2tru
′ + t2ru = 0, we deduce the system of equations
−
di
dsi
(s2x̂′′τ +4sx̂
′
τ +2x̂τ ) = 2tr
di
dsi
(s2x̂′τ +2sx̂τ )+ t
2
r
di
dsi
(s2x̂τ ); i = 2, 3 (62)
Dividing by sν , ν > 2 and replacing xτ by yτ , leads, in the time domain, to a
linear system of equations of the form
Pν(τ)Θ̃(τ) = Qν(τ), (63)
where the parameter vector is Θ̃ = [t̃r, t̃2r]
t.
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A detailed analysis and comparison of these estimators will be presented in
a forthcoming paper. In the sequel, we give some numerical simulation of
Estimator C.
5.2.4 Numerical simulation
The simulated noise-free signal and a sample realization of its noisy obser-
vation y(t) in (53) are depicted in figure 11. Each of the nine segments is a
0 500 1000 1500 2000 2500
−15
−10
−5
0
5
(a) Piecewise polynomial signal
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(b) Noisy observation signal, SNR =
21dB
Fig. 11. Simulated signals
polynomial of degree 3. The width of each estimation interval ITτ is set to
T = 100 samples and the order of the iterated integrals is ν = 5. Recall that,
unless the interval ITτ contains a change point, tr(τ) must be equal to zero,
and so for both Pν(τ) and Qν(τ) (up to the noise level). Therefore, we set
t̃r(τ) = 0 for those values of τ for which ‖Pν(τ)‖1 < ̺ maxτ∈[0, 2400] ‖Pν(τ)‖1,
for some threshold ̺ > 0. The following figure displays ‖Pν(τ)‖1 (top) and
‖Qν(τ)‖1 (bottom), divided by maxτ∈[0, 2400] ‖Pν(τ)‖1, as a function of τ .
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Fig. 12. ‖Pν(τ)‖1 (top) and ‖Qν(τ)‖1 (bottom) v.s. τ .
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The estimates t̃r(τ) and t̃2r(τ) obtained with the threshold ̺ = 0.04 are shown
in figure 13.
0 500 1000 1500 2000 2500
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0 500 1000 1500 2000 2500
Fig. 13. Change point estimation: t̃r(τ) (top) and t̃2r(τ) (bottom) v.s. τ .
Next we present the obtained results over 1000 simulations. These are sum-
marized in figure 14.
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Fig. 14. Distribution of the estimated change point estimation over 1000 trials.
The top plot of figure 14 displays the distribution of the estimated change
points. The height of each rectangle in the bottom figure (almost all are cen-
tered around an exact change point) indicates the number of estimated change
points within it. Even the very small jump, located at t = 2000, is reasonably
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correctly estimated: more than 80% of correct estimation for a location error
not exceeding ±T/2, i.e. ±50 samples over 2500. Moreover, these results show
a good robustness againts overestimation of the number of change points. This
is to be contrasted with estimators based on the popular Akaike information
criteria and the Bayesian information criteria which are known to strongly
overestimate the number of change points [39].
6 Concluding remarks
We have presented a new standpoint for parametric estimation. This stand-
point, recently emerged in control theory, derives from differential algebra,
noncommutative ring theory, and operational calculus. We have shown, through
several examples and applications, how very simple estimation algorithms with
good robustness to noise can be devised within the framework of such un-
sual mathematical chapters in signal processing. Surprisingly, a least squares
interpretation is shown to be attached to the presented approach. It has al-
lowed us to give a first step towards a more complete analysis of the proposed
estimation algorithms. Some important questions are however still open. In
particular, studies aiming at providing performance measures which fit with
the present mathematical framework are in progress, both in signal processing
and in control.
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