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ABSTRACT

This project began as an attempt to understand the relationship between colonialism and science
fiction within depictions of the future. Focusing on Louise Erdrich’s 2017 novel Future Home of
the Living God, this paper seeks to explore how Erdrich envisions a multitude of corelated and
contradicting temporal relationships in the midst of an apocalypse. Building on from the notion
of settler time from queer and postcolonial theorist Mark Rifkin, this paper seeks to answer how
settler colonialism relates to different experiences of time. In writing a Native narrative within
the genre of science fiction, Erdrich also explores new avenues for imagining the future in science fiction and apocalyptic fiction.
FUTURE HOME OF THE LIVING GOD

The end of the world is not an easy ride. Louise Erdrich channels our wide anxieties about future
political instability and climate change into a unique apocalypse where evolution has stopped
working. Future Home of the Living God is an epistolary novel; the story unfolds in a series of
diary entries Cedar Songmaker writes for her unborn child to document the tumult. Erdrich
never gives a rational scientific explanation for the whats or whys of the global situation, but it is
meaningfully incomprehensible. Cedar, an Ojibwe woman who grew up as the “adopted child of
Minneapolis liberals” (3), is also in flux. The book begins about four months into Cedar’s pregnancy, when she reaches out to her birth mother to learn about family medical history and how
it may impact her child. At this point, she’s totally confused about the state of the world, offering
only the explanation that:
Apparently—I mean, nobody knows—our world is running backward. Or forward.
Or maybe sideways, in a way as yet ungrasped. I am sure somebody will come up
with a name for what is happening, but I cannot imagine how everything around
us and everything within us can be fixed. What is happening involves the invisible, the quanta of which we are created. (3)
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This description is meaningful, not because it informs the reader about the science behind
the end times, but because it introduces the vast, panic-inducing uncertainty which turns a
freak biological occurrence into an existential threat for humanity. Because the grand end—
or reversal—of evolution lacks a certain explanation, it’s impossible to identify its origin or
ultimate purpose. It is more important to examine this apocalyptic situation as a meaningful
intervention to the dominant ideas of time as linear and progressive. To that end, I would like to
focus on how Erdrich’s apocalypse serves as a singularity with nature through which different
characters reevaluate their temporal position in the world.
SINGULARITIES AND THE EXPECTATIONS OF SCI-FI

By the term singularity, I mean to suggest the moment at which humanity is eclipsed by some
infinite expansion. In science fiction, this is typically the story of the technological singularity—a runaway computer virus, for instance, or a self-replicating AI that attacks, destroys, and
supplants humans as the dominant force. However, as a singularity with nature, the situation
in Future Home of the Living God tells a different story. It is not that the Earth has emerged with
some green vengeance to wrestle control away from human society; one force versus another.
Rather, the singularity emerges when humanity is made to contend with its own place in the
natural world. Our anthropocentric delusions are eclipsed. We are neither the toiling masters
of Creation, nor the rational agents at the pinnacle of evolution. At the end of the day, we are
still another kind of animal. At least, that is the anxiety felt by many of the characters in Future
Home of the Living God. Eddy, Cedar’s depressive stepfather, remarks that “the wealthiest will
get ahold of the technology to reproduce…those few people will own the rest of us, the monkeys”
(79, emphasis mine). Some fight to retain their human identity as they understand it, and in turn
dehumanize others. This is the main conflict for Cedar—pregnant women are targeted for cruel
studies as reproductive rights become an issue of national security and existential concern. Cedar, who is eventually kidnapped and locked in a hospital with other pregnant women, bears the
brunt of bureaucratic violence. While the singularity with nature forces humans to reexamine
their relationship with nature, the effect is not equal.
In the novel, there are many responses to the end of the world. The central government, when it
collapses, is replaced by a “Church of the New Constitution” (89), which splits the military and
exerts fascist theocratic control over the nation. Cedar’s Ojibwe relatives, seeing “the governmental collapse as a way to make [their] move and take back the land”, form a tribal militia (79).
Cedar herself takes a unique position—her Catholic faith grows stronger and more mystic, especially when she is kidnapped and confined into a hospital because of her pregnancy. I would like
to focus on these last three responses—of the Ojibwe militia, the Church of the New Constitution, and Cedar Songmaker—because they each present drastically different temporal positions
at the end of the world.
WHOSE TIME?

In his book Beyond Settler Time, queer theorist and postcolonial scholar Mark Rifkin examines
United States national policy and popular media about Natives to explain the notion of “settler time”, or the “notions, narratives, and experiences of temporality that de facto normalize
non-native presence, influence, and occupation” (Rifkin 27). In the chapter “The Silence of Ely
S. Rifkin”, he specifically analyzes the lack of Indigenous representation in the 2012 film Lincoln
to argue that popular understanding of the Civil War “enacts a genealogy in which the Civil War
operates as a signal moment in the becoming of American freedom…in which cohering the state’s
jurisdiction functions as a moral, antiracist necessity” (57). For Rifkin, this view is problematic because it ignores the ways that the state has enforced racist and immoral policies against
Natives to encourage land appropriation and genocide. Even more, from this view any “armed
Native action in response to these expropriations…seems deviant…such that the outbreak of violence is experienced as (Indian) oddity rather than as symptomatic of broader, long-standing,
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and ongoing patterns of settler invasion” (60). The hegemonic settler temporal imagination in
the United States is then oriented by a teleology of democratic ideals which, though never fully
present, are always in the process of unfolding.
ANSWERS TO THE END OF THE WORLD

In Future Home of the Living God, the national process of unfolding is interrupted, if not crumpled up and thrown away entirely. As biological evolution becomes less and less stable, so too do
ideas about societal evolution and progress. But it is not enough to say that progress was simply
interrupted, that the democratic ideals were ever really unfolding in the first place. For the Ojibwe militia, the history of the United States is not one of ever-realizing ideals, but what Rifkin
describes as “a temporality of attrition, a relentless assault on Indigenous occupancy and placemaking conducted largely through non-military, bureaucratic means, justified on the basis of
a story of continuing advancement—a chronogeopolitics of progress” (Rifkin 52–53). This relationship is seen most clearly near the end of the novel, where Eddy addresses the tribe as head of
the council. In front of a large, color-coded map, Eddy briefs the community on the mass exodus
of non-natives from around the reservation and the tribal militia’s land reclamation efforts:
“Hello, my relatives,” he says. “Every week from now on, we meet, same time and
same place. Over the next month you will see this map change. The green parcels
[state land] can already be colored in—changed directly from green to purple
[Tribal land]. We have secured state land. The yellow [private land] is what we
are working on now, and I think we are being reasonable. We’re not taking back
the whole top half of the state, or Pembina, Ontario, Manitoba, or Michigan, all
our ancient stomping grounds. We’re just taking back the land within the original
boundaries of our original treaty.” (Erdrich 166)
As he speaks, the council colors in the map to show their incredible success—they have almost
entirely reclaimed the original Ojibwe treaty lands (166). This development has temporal significance primarily because it addresses that temporality of attrition found in settler theft of treaty
land. It also highlights how the end of the world is not necessarily a universal end for every community. Though the singularity with nature affects everyone equally, it can also open liberatory
potential for those who were dispossessed under settler regimes. While settler imposition on Native lives and lands sought to condemn communities like the Ojibwe to a past outside of American national history, Erdrich’s portrayal of Native land reclamation at the end of the world shows
the possibility for new narratives outside of settler time.
On the other hand, the Church of the New Constitution presents a radically different response to
the end of the world. Though it supplants the Federal government of the United States, it retains
much of its legal precedent and at least half of the military. In the hopes of studying the effect of
the biological apocalypse on human reproduction, they spearhead the tracking and detaining
of pregnant women. For instance, they kidnap Cedar’s husband and torture him for Cedar’s location in one of several truth seminars, “administered by ordained ministers and overseen by
the military… conducted according to certain laws—precedents set by the church a few centuries
back have come in handy” (151). The CNC’s many abuses appear to violate settler time. After all,
there is little democratic about arbitrary detention, torture, and murder in the name of science.
However, if these drastic measures are understood as moves to preserve the old order of the
United States, even while displacing its legal jurisdiction, then Rifkin’s analysis of the Civil War
is very helpful.
For Rifkin, the Civil War functions as “an exception in which the usual legal and political order of the country is suspended in the process of realizing national ideals” (Rifkin 50). Building from a reading of Italian philosopher Giorgio Agamben’s notion of the “state of exception”,
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Rifkin claims that the suspension of legal order during the Civil War was necessary for emancipation, “such that the war less interrupts the unfolding of U.S. history than serves as a paradigmatic moment in its realization” (51). With this in mind, the CNC takes on a contradictory
burden, performing extrajudicial violence only in order to preserve the old Union; abusing
pregnant women only so that they are made to carry healthy humans to term. It should not
be overlooked that they have taken on the name “Church of the New Constitution”. Their relationship to time, then, is defined by the potential to birth a new normal as legal successor to
the United States, committing violence only to ensure that modern notions of progress and
evolution may resume.
As an Ojibwe woman who faces the CNC’s state violence, Cedar’s response to the singularity
with nature is influenced by the previous two, but entirely distinct. She spends much of the novel
enduring the horrors of the CNC’s prison-hospitals until she is rescued by members of the Ojibwe militia. She is free for a fleeting one and a half months before kidnapped and institutionalized
again. During her imprisonment, she moves further from the cautious, rational, uncommitted
explanation that the world functions in a “way as yet ungrasped” (Erdrich 3). She begins to embrace a maternal Catholic mysticism, viewing the apocalypse as an extension of divine mystery
that her unborn child is key to realizing. Compared to her initial view of the world as a change in
evolution, her next interpretation becomes definitively religious:
Perhaps we are experiencing a reverse incarnation. A process where the spirit of
the divine becomes lost in human physical nature. Perhaps the spark of divinity, which we experience as consciousness, is being reabsorbed into the boundless
creativity of seething opportunistic life. (57, emphasis mine)
Her emphasis on both nature and the divine reflects an attempt to find explanation through the
unexplainable—the infinite, unknowable greatness attributed to God is at least more comforting
than the whole of Creation unraveling on its own. Though Cedar’s continued trauma makes her
a less reliable narrator, Erdrich does not encourage the reader to fully write off Cedar’s interpretation. As her delivery date draws nearer, Cedar becomes more convinced that her child carries
a trace of the Christian God. The title’s significance becomes clearer as details about her pregnancy are revealed. Cedar repeatedly refers to the father as an Angel (31, 65, 109). In addition,
her child is born on Christmas Day. Cedar describes the short moment before he’s taken away,
saying:
You stared at me, holding on with an implacable strength, and I looked into the
soul of the world. (206, emphasis mine)
Speculation about the “Future Home” and Cedar’s growing faith that her child is part of the
“Living God” explores a new relationship to time, in which Cedar, as she insists, is “not at the
end of things, but the beginning” (76). Cedar adapts to the collapse of modern progress with a
new Christian teleology, oriented as much towards the reclamation of an Ojibwe future as to a
timeless divine essence, which she locates in the singularity with nature.
CONCLUSION

Though many of the popular tropes in science fiction (and, it could be argued, the genre itself)
emerge from American frontier mythology and fictionalized encounters with Native Americans,
Future Home of the Living God is an important intervention in the genre which stresses Native
sovereignty as well as a wide range of Native experiences. Cedar’s narrative challenges universalizing impulses about the future, Native life, and Catholic faith; even at the end of the world
pushing to find the beauty in the painful, the in-between, and the unknown.
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ABSTRACT

Beginning with a foundational review of primary connections between modern-day and the
early 1900s, I found a relationship through research and interviews of countless similar struggles mirroring the topic of my manuscript. It is based mainly on the truth of my family’s journey
after the suicide of my great-grandparent’s youngest and only daughter Olivia Murry Willard.
The manuscript will focus on themes dealing with the aftermath of suicide. In this two-part
novel, the characters on this side of the grave continue their life without Olivia. These characters
are forced into a life filled with anger, questions, and guilt. Additionally, the narrative follows
Olivia in part two as she settles into a new existence after her physical life on earth. Now residing
at “Hotel Metanoia,” she faces the justification for ending her life. This work is an exploration of
complex family dynamics, paired with theology and mental health. I have created complete profiles for each character and a general outline of their life based on the broader historical context
found in my family’s records.
INTRODUCTION

My working manuscript, tentatively titled Hotel Metanoia, is being written in a raw gripping
manner that speaks plainly about a subject few want to address. Suicide continues to be a significant problem today that is hindered by a lack of transparency. The manuscript bluntly rips
off the band-aid, leaving the reader with the emotional spotlighted. There is nowhere the reader
can hide. They walk through the emotional detritus left in the wake of the protagonist, learning of the guilt and questions this family was forced to contemplate. The characters in Part
One conceal their feelings, trying to cope. Their inability to talk about the pain added to the
gossip and speculation that my research revealed prevalent in the newspapers following
Olivia’s suicide. Furthermore, my research showed, many young females during the early
1900s readily used carbolic acid, as did Olivia, to end their life. Interviews I conducted with
those who thought about killing themselves or came close to doing so indicated that Olivia and
other young females would have known of this trend’s success. Rsearching the United States Mid-
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west in the early 1900s effectively aided in the profiles I created. Particular attention is focused
on Olivia’s high school senior yearbook, The Almanac, Toledo Central High School class of 1912.
Additional sources used were Toledo’s newspapers. Interviews, research, and secondary influences have impacted the narrative. The reader will learn about the female’s early 1900’s cultural
norms and how she needed to navigate her daily life.
Since starting this manuscript, I have lived through the aftermath of another family member’s
suicide this past June 2020. As a writer, I intend to encourage awareness while finding the words
to write provocatively through uncomfortable, tension-provoking conflict that promotes one
to think and question through dialog and narrative. My focus on suicide and the lack of gains
in modern times leads me to reflect on why the suicide numbers are increasing. Those wanting
to understand lack in the evolution of better ways to deal with and overcome suicide.
Interviews with those who have endured the suicide of a loved one reveal a tendency towards
personal culpability.
This manuscript will inspire a person to examine the ripple effect suicide has on a family for
generations to come. Although I am presenting suicide and its aftermath through historical
fiction, readers will learn about history and its social significance that continues even today.
Hotel Metanoia will place the reader amongst those living in 1913’s United States’ Midwest while
addressing the cultural struggles that women lived among, showing the connection with women
of today. Commonplace norms and attitudes about women have been found in two of Toledo’s
primary newspapers about the death and aftermath of the protagonist’s suicide. Knowing no one
lives in a vacuum, my thesis research goal was to detail the historical period, adding to the reader’s involvement with the characters while learning.
My continued research found that the aftermath of Olivia’s death influenced my family’s decisions and flavored their relationships with each other and those that entered the family in
the future. The family dynamics traced showed a lack of modification in our modern society.
Conversations with councilors, mental health professionals, and clergy were found to be largely frustrating. No matter who they were on this journey, resources that one could go to were
inconsistent and genuinely unable to grasp the lived reality of another. This is not to be said that
these professionals didn’t care; they didn’t understand and were unproductive in helping.
In Part Two, the journey goes beyond ordinary limitations. Time and space transcend all earthly
boundaries and recognizable experience. Characters at the hotel bring their consciousness from
their place in history. Research with a focus on accuracy plays a large part when writing with
moral-ethical responsibility. Although these characters are fictional, I keep this in mind when
taking a detour with literary license. The reader will find similarities between these characters
with historical figures. Hotel Metanoia is more than a place of cleansing. Theological research
and interviews play a large part in creating and evolving my character’s human totality. At our
core, we relate to each other during our time on earth, no matter how brief or cause of death.
Olivia and the characters at Hotel Metanoia experience continued evolution, finding transcendence and discernment on a path of a new way of loving others and themselves.
The process of timeline organization works with flow, imagery, and the weave of denotation and
how it applies to the feelings it evokes. A novel by Toni Morrison, Beloved, has shown me practical ways of writing when there is time and place jumps in work. It offers creative ways to engage
the reader while leading them on the story’s path without confusion. The mystical and supernatural engage the reader in secondary belief by consistency in the rules made when world-building. J.R.R. Tolkien’s On Fairy Stories gave me insight into the management of world-building and
its importance for the reader. Additionally, Simon Critchley’s Notes On Suicide has inspired me
to have purposeful conversations with family and friends leading to bettering mental health in
our modern-day. The purpose of this historically based novel is to display that no matter what
time in history, we are all humans on a journey of struggle, happiness, and sacrifice. We share in
all the same misgivings and uncertainties of life today and generations ago. The dreams of our
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ancestors are not unlike ours. We strive to grow, evolve to be better people, individuals, family
members, and friends.
THROUGHOUT THE SUMMER AND ITS TIMELINE

Throughout the summer, the following milestones were advanced or completed:
• Character profiles completed for Part One met with timelines accurate with historical
data. These profiles showcase life consistent with women’s rights, unspoken rules for
gender and age, traditional roles, socioeconomic stations, and their influence on current
events.

• While world-building Hotel Metanoia, I have added additional characters. Their profiles
have begun to emerge with attention to historical detail.

• My thesis mentor, Professor Adam Williams, and I worked collectively through email and

Zoom meetings. I managed, adjusted, and paid close attention to overreaching realistic
goals through correspondence and working within his suggested outline. Gains through
out the summer have been gratifying, leading to a more extensive understanding of the
writing and research process.

PREPARING AND PRESENTING A POWERPOINT

I gained additional growth by presenting a PowerPoint that held my thesis topic, background,
research/writing progress, and future intent. The audience was engaged and asked further questions during the presentation and after, revealing interest in this manuscript and, in conclusion,
a more extensive audience base than I initially anticipated.
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ABSTRACT

Gustav Holst, a British composer from the early 1900’s, is most well-known for writing The
Planets, an orchestral suite with movements for each of the planets and their corresponding
astrological personalities. A significant portion of Holst’s lesser-known compositions were based
on British folk songs. I am exploring the connections between Holst’s folk song-based pieces and
The Planets in terms of the compositional devices of meter, tonality, orchestration, and melody.
These compositional devices are threads that connect both types of pieces together and define
Holst’s characteristic style.
INTRODUCTION

Gustav Holst was a British composer who lived from 1874–1934. He was a part of the British
folk music revival, a movement among many British composers during the early 20th century
who worked to preserve the folk music of the country, which was dying out due to urbanization,
among other factors. His involvement in this movement had a lasting impact on his compositional style for the rest of his life.
In the present day, Holst is most well known not for his folk music revivalist compositions, but
for The Planets, a suite for orchestra which he wrote as the world plunged into its first World War.
The Planets has been widely performed since its composition.
In my project, I am studying the connections between Holst’s folk-based compositions and The
Planets. There are four main compositional elements I am focusing on in my studies: meter,
tonality, orchestration, and melody. These elements are common threads through both the
folk-based pieces and The Planets and are a core element of Holst’s compositional style as a whole.
METER

Meter is defined by the time signatures (metric groupings) and rhythmic patterns used in music.
There are three subcategories of meter that I found in common between Holst’s folk-based pieces and The Planets: meter change, polymeter/polyrhythm, and syncopation.
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METER CHANGE

Meter Change refers to the changing of time signature changes to fit a requirement of the text or
melody being used. For example, the original folk melody used for Song of the Blacksmith from
Holst’s 6 Choral Folksongs is seven beats long, so Holst alternates the time signature between 4/4
and 3/4 meter to accommodate the melody.

FIGURE 1 Gustav Holst, Song of the Blacksmith from 6 Choral Folksongs, mm. 7–8.

If he had instead used two measures of 4/4 meter, there would have an been extra beat following
the last beat of the melody before it could continue in the next measure. If he had used two measures of 3/4 meter, he would have cut off the last beat of the melody, skipping straight to the next
measure. The meter change allows the melody to fit perfectly.
POLYMETER/POLYRHYTHM

Polymeter is the use of multiple different time signatures simultaneously by different instruments at the same time. A polyrhythm, on the other hand, occurs when multiple different
rhythms split the same amount of time, as shown below.

FIGURE 2 6/8 meter divided into two and three beats at once

Polymeter occurs in Fantasia on the “Dargason,” the fourth movement of the Second Suite. Holst
combines two folk melodies in this section, the “Dargason” and “Greensleeves,” even though
they are in different meters.

FIGURE 3 Gustav Holst, Fantasia on the “Dargason” from Second Suite for Military Band in F major,

Rehearsal Letter C

The “Dargason” stays in 6/8 meter while “Greensleeves” changes to 3/4 meter. Although there
are two different meters employed at once, they are successful together due to the ‘rhythmic har-
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mony’ between the two. Both 6/8 and 3/4 meter divide to have the same number of eighth notes
per measure. This allows the meters to fit together even though their main beats are not of equal
lengths.
SYNCOPATION

Syncopation is when there is rhythmic emphasis on a beat that is not expected. In Western classical music, in 4/4 meter, the emphasis is usually on beats one and three. When other beats are
emphasized, it goes against the listener’s expectations. Some of the folk songs Holst worked with
used syncopation, for example, The Song of the Blacksmith used it in Second Suite.

FIGURE 4 Gustav Holst, Song of the Blacksmith from Second Suite for Military Band in F major, Rehearsal

Letter A

At this point in the movement, there is syncopation occurring in the lower instruments as they
emphasize beats two and four instead of the expected one and three.
TONALITY

Tonality deals with the scales and chords in music. I have found three main aspects of tonality that are common across Holst’s folk-based pieces and The Planets: modes, tritones, and the
whole tone scale.
MODES

Modes are a family of scales. The most common modes are ionian and aeolian, also known as the
major and minor scales. There are seven modes in total: ionian, dorian, phrygian, lydian, mixolydian, aeolian, and locrian. All of the modes are derived from the major scale’s interval structure, starting at different points in the structure. Major (ionian) is structured using a pattern
of whole and half steps: whole, whole, half, whole, whole, whole, half. Moving to the next mode,
dorian, starts the pattern on its second note, causing the steps of the dorian scale to be: whole,
half, whole, whole, whole, half, whole. Each mode uses the same order from ionian but starts in
a different spot on the pattern. Below is a comparison of the C ionian and D dorian scales.

FIGURE 5 C ionian and D dorian

British folk music utilizes modes often. Throughout Holst’s folk-based pieces, there are many
instances of modes being used. One of the 6 Choral Folksongs, Matthew, Mark, Luke and John, is
in the phrygian mode.
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FIGURE 6 Gustav Holst, Matthew, Mark, Luke, and John from 6 Choral Folksongs, mm. 1–5

FIGURE 7 minor (aeolian) scale and phrygian scale

The flatted notes show that this song is in phrygian instead of the default minor implied by the
key signature. The first interval of the scale is a half step, causing the second note to be flatted.
TRITONES

Tritone is an interval that is exactly half an octave and spans the distance of three whole steps,
thus the term “tri-tone.”

FIGURE 8 tritone

It is usually a dissonant interval, and because of this dissonance it is appropriate to use the tritone to musically depict anger or destruction, for example in the movement Mars, the Bringer
of War from The Planets. Holst uses the dissonance of the tritones to communicate the ugliness
of war.

FIGURE 9 Gustav Holst, Mars, the Bringer of War, Page 31
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WHOLE TONE SCALE

The whole tone scale can be perceived of as less dissonant because it lacks half steps. This scale is
different from major and minor because those scales have combinations of whole and half steps,
while the whole tone scale is made up of only whole steps. Holst uses the whole tone scale multiple times in The Planets.

FIGURE 10 Gustav Holst, Uranus, the Magician, Rehearsal Number III

This melody is from the movement Uranus, the Magician. The whole tone scale creates a feeling
of disconnect because of how different it is from diatonic scales, and so it is a perfect display of
magic’s disconnection from reality in the case of Uranus. Uranus, known as the Magician, has
a whimsical persona. A melody using a more common, diatonic scale would not quite work to
depict Uranus’ magic show, but the whole tone scale fits perfectly.
ORCHESTRATION

Orchestration is the technique of how we use the instruments in a piece of music. This is different from instrumentation, which is the listing of the instruments used in a piece. Holst gives
wind instruments a prominent role in both his folk pieces and The Planets.
Holst used wind instruments notably in his Second Suite, written for military band. Similarly,
wind instruments play a prominent role throughout The Planets.

FIGURE 11 Gustav Holst, Mars, the Bringer of War, Page 24

In the first movement of The Planets, Mars, the Bringer of War, the trumpet and the tenor tuba
(also known as the euphonium) play a prominent role. Woodwinds and brass often play critical
roles and are an important part of the orchestration of Holst’s writing.
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MELODY

Melodic simplicity is a common characteristic of British folk music. Holst incorporated this
simplicity into his compositional style and this simplicity appears throughout The Planets, most
notably in Jupiter, the Bringer of Jollity. In the middle of this movement, Holst wrote a simple
yet meaningful and moving melody also known separately as “Thaxted” or “I Vow to Thee, My
Country.”

FIGURE 12 Gustav Holst, Jupiter, the Bringer of Jollity, Page 91

This is the most well-known melody of The Planets. It is a simple, easily singable tune, reminiscent of the folk melodies that shaped his compositional style.
CONCLUSION

These elements of meter, tonality, orchestration, and melody tie together both Holst’s folk-based
compositions and The Planets. These two types of Holst’s compositions may differ from one
another, but they both display specific elements of Holst’s distinctive compositional style.
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ABSTRACT

The specific discipline of African philosophy is relatively new academically speaking, but it has
meaning and relevance stretching back way before colonization. The main condition that has
kept African philosophy suppressed and fractured is colonization. Western philosophy has dominated the academic scene and as such has left little room for diversity causing the development
of a Western bias. It is this bias that African philosophy is trying to push back against. Much of
African philosophy is devoted to recovering traditional African thought as well as dealing and
coming to terms with the consequences of colonization and racism. A Western or academic background can make understanding African philosophy difficult as it is not structured or presented
like Western philosophy. This paper seeks to address the issues and obstacles Western bias presents for understanding African Philosophy.
WHAT IS AFRICAN PHILOSOPHY?

This is one of the biggest questions when beginning to study a new subject and it is important to
have a concrete understanding of the basics and a foundation to build upon later. African philosophy was officially recognized nationally and professionally in the 1980s, making it a relatively
new school although it is important to note that Western philosophy had not only already been
well established but also had contact and influence on African philosophies as Western ideas
were introduced and imposed during colonization in the 1800s. Even though African philosophy
was not officially recognized until the 80s by academia, this does not mean it did not exist and
was not already in contact and discussion with Western philosophy.
It is also crucial to note that the title “African philosophy” does not refer to a specific method,
system, philosophy, or tradition but is rather an umbrella term used to organize philosophic
efforts of various Africans and people of the African diaspora (Outlaw Jr., 2017, para. 1). Understanding of this is very important as it does not follow traditional Western style and one will
not find a clear definition or established rules for a singular African philosophy or African
way. Even if African philosophy was not an all-encompassing term, anthropological, religious,
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historical, and sociological studies have established that there is no singular African religion or
philosophy. Due to the nature of Africa and its thousands of smaller, individual communities,
each community has developed a unique culture, religion, and philosophy thus, speaking and
studying African philosophy as if there is a singular one is incorrect. When referring to the school
and the umbrella term it is okay to use the term African philosophy, otherwise when referring
to any philosophy or philosophies within Africa use the plural form, African philosophies. It is
things like this that are misconstrued when Western bias is assumed.
ORIGINS

The conditions of which each school originated is another point of separation between African
and Western philosophy. For example, Western philosophy is often criticized for its study of humanity from an ‘ivory tower.’ Philosophy was typically studied by people who had a comfortable
material life so they could leisurely pursue a love of wisdom, but African philosophies were born
from a place of necessity; “Thus, survival and endurance of conditions of racialized and gendered
colonization, enslavement, and oppression—not conditions of leisured freedom—compelled
more than a few African and African-descended persons to philosophize. Almost daily, even on
what seemed the most mundane of occasions, oppressed Black people were compelled to consider the most fundamental existential questions: Continue life during what would turn out to be
centuries-long colonization and enslavement, of brutal, brutalizing and humiliating gendered
and racialized oppression? Or seek ‘freedom’ in death?” (Outlaw Jr., 2017, para. 16). The leisure
and freedom that was afforded to Western philosophers was not shared by their African counterparts. This is reflected in the work produced as some Western works are composed almost
entirely of theory and are abstract while African theories are often grounded in life experience,
racial issues, personal needs, and a fundamental search for meaning. Many African philosophies
were born of need rather than the leisurely contemplation of Western philosophers.
THE CATEGORICAL STRUCTURE

The organization and structure of African philosophy is important to understand as it cannot
be assumed that it adopts the same style as Western philosophy. Many introductory books on
African Philosophy present four types, or methods, of African philosophy, but these are not the
same as Western philosophical schools like rationalism or naturalism. While Western schools
have explicit definitions of what is considered a part of the school and what is not, the types of
African philosophies are not as strictly defined, and arguments can often be made for a theory to be assigned to multiple methods. The four main recognized types are ethnophilosophy,
nationalistic-ideological philosophy, philosophic sagacity, and professional philosophy (Coetzee
& Roux, 2015, p. 88). Ethnophilosophy approaches philosophy as communal thought rather than
individual ideas or theories and provides that the traditional wisdom, institutions, and language
of Africa is a system and ideology in and of itself (Coetzee & Roux, 2015, p. 89). It is largely criticized for its view of a singular African thought process and belief, many stating it leaves no room
for individual ideas and thus progress. National-ideological philosophy is an attempt to create
a new political theory based on the traditional African pillars of belief in community and family and is often critiqued for its belief that political freedom is a necessary condition for philosophizing (Coetzee & Roux, 2015, pp. 95–97). Philosophic sagacity, or sage philosophy, is rather
new to African philosophy and unlike ethnophilosophy, it emphasizes individual thought. The
main goal is to identify the people within a society that are known for their wisdom, learn from
them the basic cultural principles of their society, and then expose and analyze these principles
rationally (Coetzee & Roux, 2015, pp. 93–95). Its relative newness and uniqueness make it a popular topic of debate as to whether it is a realistic and reliable method or not. Finally, professional
philosophy is largely recognized as anything from trained, African philosophers that applies argumentation and criticism (Coetzee & Roux, 2015, pp. 97, 98). One popular criticism of
professional philosophy is that what they consider a ‘trained philosopher’ requires upper-level European education of which will only reproduce European bias. Besides being categorized
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by type or method, African philosophy is also popularly discussed simply by author or theorist
especially since a lot of African philosophies are new or original as the discipline is so young.
This is one reason why schools of thought are not a popular or major sorting device within African philosophy, but they do still exist. For example, Negritude is a popularly recognized school
within African philosophy focused on raising, understanding, and coming to terms with “blackness” and “Black consciousness.” African philosopher Leopold Senghor is most associated with
Negritude and its creation but is typically discussed as a nationalistic-ideological philosopher.
When studying or reading about African philosophies they will most likely be grouped by the
four types or methods described above or discussed as individuals which may or may not be connected to a school of thought if it is mentioned at all.
WESTERN UNIVERSALS AND AFRICA’S WORLDVIEW

Another large difference between Western and African philosophies is their world views. While
early Western and European philosophers believed they were the first philosophers, African
philosophies were introduced to outside influences rather early, starting with Christianity and
Islam. Western philosophy and religion also made its way to Africa and was often imposed due to
colonization. Due to this, African philosophies interacted and were introduced to Western theory and outside influence relatively early in comparison to Western philosophy that maintained
their isolation from outside influences. Another unique characteristic of the West is that they
assumed the belief that their way of life was the superior and universally correct way. This led
to Western philosophy developing universals which are essentially core principles that have
been pulled from Western philosophy and reproduced as the correct standard for all societies and cultures. Not only have African philosophers been fighting these universals since their
introduction, but it also gave them the popular belief that there is no universal philosophy for
all cultures and societies but that each society and culture has the right to their own philosophy and beliefs. African philosophies have fought Western universals and largely practiced their
right to their own philosophical ideas and because of that this is a core difference and topic of
understanding between Western and African philosophies. The West was free to theorize and
had little to no restrictions while Africa was constantly fighting the West’s assumed superiority
and degradation and is largely against the idea of universals.
PROGRESS

As previously touched on in multiple areas, the structure of African philosophy is not as strict
as Western philosophy. Starting with the title of African philosophy not referring to a singular
theory, school, tradition, or method and categorization of theories and philosophers not being
rigid, clearly defined, or ubiquitous, African philosophy is largely in flux. Meaning, what African
philosophy is does not have a set definition, the schools or categorization methods are not strict
or defined, what is considered African philosophy is not clearly outlined, and African philosophies are not presented as principles for people to accept or deny like Western theories are and
everyone is accustomed to. A quote from The African Philosophy Reader puts it as, “African
philosophy is, as all philosophers in Africa admit, still in the process of becoming, and has yet to
give birth to philosophic traditions from which definitions can be formulated as to what, in each
particular tradition, constitutes African philosophy,” (Coetzee & Roux, 2015, p98). That said,
expecting Western formatting or structure, in other words Western bias, will undoubtedly lead
to confusion and misunderstanding of African philosophies at best. In fact, it may support some
African philosophical theories against Western philosophy and universals.
CONCLUSION

There are many differences between African philosophy and Western philosophy and these
differences can make African philosophy confusing or misunderstood if not addressed properly or considered, but it is important to note that applying Western bias does not make African
philosophy any lesser. Applying Western theory, structure, and ideas to African philosophy,
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which is a distinct, independent discipline in and of itself, compromises the work of African
philosophers and misconstrues the true meaning. When studying African philosophies, it is important to keep the issues discussed within this paper in mind as it will not only make studying
African philosophies easier but also encourage a clearer and more unbiased understanding of
the unique discipline.
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ABSTRACT

Stereo digital image correlation (DIC) is an optical measurement technique capable of producing 3D full-field strain and displacement maps. These rich measurement capabilities make DIC
a compelling research tool for material characterization efforts of all classes of materials due
its ability to capture the mechanical behavior of coupon-level specimens undergoing complex,
three-dimensional modes of deformation. Soft materials, which typically exhibit large strains at
fracture, present several major challenges to DIC measurements including pattern breakdown,
saturated image regions from glare, and large fields of view. This literature review examines
techniques that have been employed to improve soft material DIC measurements by improving DIC image quality and optimizing DIC analysis parameters. It will also provide relevant
background on emerging soft materials and applications that would benefit from experimental
characterization and validation facilitated by large-deformation DIC measurements.
LITERATURE REVIEW

I. THE HISTORY AND FUNDAMENTALS OF DIGITAL IMAGE CORRELATION

Digital image correlation (DIC) is an optical measurement technique developed in the early
1980’s1–3 to capture 2-dimensional full-field displacement and strain measurements by systematically correlating subsets from a reference image with subsequent images of a deforming object. Other optical strain measurement techniques (e.g., holography, speckle photography, white
light speckle, etc.) had been developed prior to DIC, but these techniques were generally less
practical in non-research environments and required highly time-consuming post processing.4
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Despite many early technical challenges, DIC and other full-field optical measurement
techniques were pursued vigorously because they offer numerous advantages relative to
traditional strain measurement techniques (e.g., strain gauges and clip-on extensometers).
Unlike extensometer-based strain measurements, DIC can effectively capture and characterize non-homogenous modes of deformation.5 Furthermore, many useful metrics can
be derived from DIC’s full-field measurements of coupon-level mechanical tests, including
Poisson’s ratio, Young’s Modulus, residual stress, stress intensity factor, and thermal coefficient
of expansion.6 Finally, the full-field nature of DIC measurements make them well suited for
validating finite-element simulations of component-level systems and structures7 (Fig. 1).

FIGURE 1 Comparison of Abaqus finite element

simulation and Ncorr 2D DIC u-displacement
contours for a ring under compression.
Courtesy of Harilal and Ramji, 20148.

To date, there are still 3 fundamental steps in a general 2D DIC deformation analyses: (1)
preparation of sample and imaging equipment, (2) imaging of sample while the specimen
undergoes deformation, and (3) post-processing of captured images in a DIC computer program.6
The first step generally involves preparing the surface of the specimen with a random highcontrast speckle pattern. This pattern helps the DIC software successfully correlate subsequent
sample images while preventing aliasing. Various methods have been successfully used to apply
these patterns for DIC measurements including airbrushing, photolithography, stamping, and
nanoparticle patterning.9 These techniques vary significantly in their time requirements, cost,
and scalability. After the specimen is patterned, the imaging equipment must be prepared. In a
general 2D DIC set-up, the sample would be mounted in a loading system with a camera oriented
perpendicularly to the measured plane (i.e., the patterned surface of the specimen) as depicted
in Figure 2. Additional light sources are generally installed to provide flicker-free uniform light
over the surface of the specimen.

FIGURE 2 General 2D DIC

experimental setup. Courtesy
of Zhao et al., 201910.
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After experimental preparations are completed, a series of images are recorded during
mechanical testing. Afterwards, the saved images are processed using a DIC computer program. In recent years, processing DIC images has become a more streamlined process with the
introduction of robust open source DIC software (e.g., DICe11, Ncorr12, AL-DIC13) and commercially-available DIC programs.
There are several underlying assumptions that 2D DIC measurements make. First, it is assumed
that the sample being imaged does not undergo out-of-plane deformations due to poor camera
alignment (i.e., the lens is not perpendicular to the surface of the specimen) or a change in the
thickness of the specimen (i.e., thinning or bulging)6. 2D DIC analyses assume that the images contain no distortions due to the physical limitations of the lens or heat waves between the
camera and the sample.14
These assumptions are not valid if 3D photogrammetry is paired with DIC in a technique commonly referred to as stereo DIC. Stereo DIC is able to produce 3D deformation measurements by
using a pair of cameras off-set at a stereo-angle typically between 15° and 35°15 (Fig. 3). In stereo
DIC, a series of images is taken of a calibration target containing a pattern of features separated
by a known distance. By processing these images prior to the DIC analyses, stereo calibration
is able to determine the relative orientations and positions of the cameras in relation to one
another and the test specimen.14 In this process, the software also quantifies the distortion due
to the lens, which allows for distortion correction in the analyses.

FIGURE 3 Representative stereo DIC experimental

layout imaging a tensile test on an Instron 3365 extended height load frame. Courtesy of Beckett, 2021.

There are other benefits of stereo DIC that cannot be understated. The 3D deformation
measurements made possible using computer stereo vision enable less restricted validations of
complex 3D components and structures (Fig. 4). Stereo DIC also quantifies out-of-plane motion
in coupon-level specimens, enabling accurate characterization of mechanical tests with significant out-of-plane deformation (e.g., uniaxial tension of round or thick specimens, tension-torsion
of thin-walled tube specimens, and uniaxial compression of cylindrical upsetting specimens).
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FIGURE 4 3D full-field strain map

of a component-level specimen
projected on a CAD model with a
plot of virtual strain gauge readings
from the analysis. Courtesy of GOM
Metrology, 201716.

II. DIGITAL IMAGE CORRELATION OF SOFT MATERIALS

Although DIC measurements can theoretically be taken on any class of materials, there are
significantly fewer DIC studies in the literature on soft materials such as natural rubber, elastomers, and biological materials. Elastomers are well known for their fully elastic deformations
and relatively large elongations at fracture. These large strains present significant challenges to
experimental and computational aspects of DIC.
The first experimental aspect that complicates large-deformation DIC is patterning. As
mentioned earlier, a number of techniques have been used in the literature to provide the
high-contrast pattern that is generally necessary for DIC codes to properly correlate.9 The most
common techniques generally involve the application of a matte acrylic paint to the surface of
the specimen. This can be problematic because at large strains, these paints tend to partially
delaminate. In some cases, delamination can cause the pattern to completely detach from the
surface of the sample. These issues can effectively rule out applying a white base coat of paint to
the surface of many elastomer samples to increase contrast with the black speckle pattern. A depiction of the unreliability of a white base coat applied to a polymer sample is shown in Figure 5.

FIGURE 5 Delamination of a black speckle pattern applied on a

white base coat on the surface a 3M VHB tensile specimen.
Courtesy of Beckett, 2021.
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A second experimental aspect that complicates large deformation DIC is the increased field of
view sizes generally needed to capture specimen fracture. The position of the camera must be
located such that the region of interest on the sample is in the camera’s field of view at all times.
In tensile tests where elastomeric specimens reach very long lengths relative to their width, a
relatively small part of the image sensor is actually used in the measurement. Consequently, in
tests that need to capture the fracture of soft materials at large strains, much higher resolution
cameras must be used to achieve resolution on par with less costly, lower resolution cameras
used for materials that exhibit smaller strains at fracture.
Another area complicated by large-deformation soft materials within DIC is lighting. Ideal lighting for all varieties of DIC should be flat, uniform, and of adequate intensity to light the sample
after diffusers and/or filters are added to the light sources and lenses being used.17 Achieving
these conditions over a much larger area can require a larger initial investment in appropriate
lighting equipment. With the ability to apply a matte white base coat of paint hindered by large
deformation, the naturally glossy surfaces of many polymers can create specular reflection that
can lead to saturated pixels in the deformation images.18 Regions with significant glare will no
longer be able to properly correlate.
Large-deformation DIC analyses also present issues to the computational abilities of DIC
algorithms. When very large de-correlation occurs between the reference image and a given
deformation image, some algorithms struggle to correlate. A common solution in the literature
is to utilize incremental DIC. In this technique, the reference image is updated periodically
throughout the analysis when the measurement uncertainty passes a given threshold.14,19 This
threshold effectively minimizes the number of times the reference image refreshes because each
updated reference image introduces accumulating error into the analysis.
Another minor computational complication of soft material DIC is that it typically requires
a large number of images to capture larger deformations. Processing several gigabytes of data
collected from these experiments can be a computationally intensive process. However, advances in DIC algorithms have greatly increased the efficiency of DIC analyses.
Despite these challenges, some researchers have managed to characterize soft materials at large
strains using DIC. Meunier et al. recorded DIC measurements that exceeded 100% tensile strain
in their characterization of an unfilled silicone rubber.20 Moreira and Nunes21 also successfully
broke the 100% strain threshold in their simple and pure shear experiments on a silane modified
polymer. Tang et al.19 successfully measured tensile strains exceeding 450% and compressive
strains of 83% using a novel updating reference image scheme.
III. MATERIAL CHARACTERIZATION OF SELF-HEALING ELASTOMERS

Self-healing materials are a class of materials that are able to repair damage they sustain. Some
self-healing processes are immediately initiated after damage occurs, while other mechanisms
rely on external triggers (e.g., elevated temperatures) to initiate the self-healing reaction. These
self-healing reactions can be a result of an intrinsic self-healing functionality within the material or due to healing agents stored within the material that are released upon damage.22 In these
extrinsic self-healing materials, the healing agent can be contained in discrete capsules or in a
network of hollow channels within the material.
Regardless of the underlying mechanisms driving the healing, self-healing materials have a
powerful ability to help create safer, more resilient products.22 Although self-healing products
are not yet prevalent in commercial settings, many promising research efforts are underway.
For instance, the NASA SmartSuit is a developmental space suit architecture that utilizes a
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stretchable self-healing membrane for the outer layer of the suit to enhance astronaut safety
in the event the membrane is broken.23 Self-healing healing elastomers are also being used in
soft robotic actuators integrated into the SmartSuit to promote astronaut endurance during
prolonged extravehicular activities (Fig. 6). The use of self-healing materials within these pneumatically-actuated soft robots is highly beneficial as they are susceptible to damage from cuts,
punctures, and tears due to over-pressurization.24

FIGURE 6 Glove actuated using a pneumatically

actuated accordion-style soft robotic actuators
made using self-healing elastomers. Courtesy of
Zhao et al., 201625.

Despite the existence of many promising applications of self-healing materials, their implementation has been greatly hindered by the lack of robust material models. Most existing
experimental characterizations of self-healing materials have failed to investigate the effects of
varied strain rates or loading conditions outside of uniaxial tension. The development of robust
material models would enable finite-element simulations for virtually engineering (designing,
optimizing, and controlling) next-generation products that would benefit from self-healing material performance.
Digital image correlation will serve a particularly important role in future characterizations of
self-healing materials. More specifically, DIC techniques are well suited for providing full-field
measurements of highly localized strain concentrations present at self-healed surfaces. Leveraging DIC will also allow researchers to more thoroughly understand the effects of interfacial
geometry on self-healing efficiencies.
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INTRODUCTION

The hypersonic flight regime is generally regarded as speeds above Mach 5, or five times the
speed of sound. This extreme high-speed end of the flight spectrum has been explored, and
utilized since the 1950s; however, in recent years there has been a renewed interest in hypersonic flight vehicles motivated by commercial (flights from Dayton to Tokyo in under two hours),
military (space-launch), and scientific (re-entry) applications and is evidenced by numerous
recent international flight-test programs. This interest is also reflected in the $2.6 billion
2020 fiscal year federal budget and promised $14 billion over the next five years dedicated to
hypersonic development.
The design of hypersonic vehicles is constrained by the considerable heat transfer and shearstress loads imparted on the vehicle by the boundary layer (i.e., the fluid flow closest to the
surface). These effects are largely influenced by the state of the boundary layer, which can be
laminar, transitional, or turbulent. While being already critical in the laminar regime, such
loads are significantly enhanced by the boundary-layer transition to turbulence. For example,
the surface heating will be five times higher under turbulent conditions compared to laminar
ones, and would therefore require at least twice the weight in thermal-protection systems.
These thermal-protection systems are the dominant design consideration to ensure vehicle
controllability and survivability; a more massive thermal-protection system required to safely
dissipate the heat imposes significant mass and efficiency penalties on the vehicle’s performance.
For example, the payload-to-weight ratio for fully laminar conditions is three times larger than
for fully turbulent.
These unique and challenging problems emphasize the importance of laminar-to-turbulent boundary-layer transition, and the subsequent desire to delay such phenomenon from
occurring. This boundary-layer control also needs to be harmonious with the associated
thermal-protection systems.
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As illustrated above, it is imperative to accurately understand, predict, and control the transition
process while maintaining adequate thermal properties in order to achieve optimal and effective hypersonic vehicle designs. Significant progress has been made in the research community
over the last 30 years understanding and predicting this phenomenon.1 This progress has been
realized thanks to significant advances in the experimental and computational abilities of the
hypersonic aerodynamics community. The culmination of these findings has led to a more thorough understanding of the dominant physical mechanisms at play, which drive boundary-layer
transition from laminar to turbulent flow.
As our fundamental knowledge of hypersonic boundary-layer transition continues to grow,
a natural next step is to investigate flow-control techniques to manipulate the phenomenon
in a useful and predictable way. This idea started in the early 1940s; however, it remains a
nascent field. Flow control can be categorized into two fundamental groups—active and
passive. Historically, active flow controllers for the hypersonic transition process have incorporated plasma actuators2, which inject momentum into the flow near the surface. This momentum
injection has a stabilizing effect on the boundary layer. Historically, cooling of the wall beneath
the boundary layer has also been explored as a means of active flow control.3 The feasibility of
incorporating such actuators or wall cooling on a flight vehicle however is low due to the cost,
added complexity, and weight from the required power supply and supporting infrastructure.
The transition observed in the boundary layer is known to be caused by modal instability. The
first and second mode instabilities are the most dominate causes of transition. However, it has
been shown that wall cooling, which occurs naturally in hypersonic flight, stabilizes the first
mode while destabilizing the second.4 Indicating a need to focus effort on second-mode stabilization. The second mode instability is characterized by the entrapment of ultrasonic acoustic
waves of relatively high frequencies (i.e. frequencies of 200–400 kHz) in the boundary layer.5
The culmination of these trapped ultrasonic acoustic waves in the boundary layer over time can
cause the transition from laminar to turbulent flow. The second mode becomes the dominate
form of instability within the boundary layer when the flow exceeds Mach 4 and therefore is the
dominate form of instability for hypersonic flow conditions (i.e. greater than Mach 5).
Due to the prohibitive aspects of active boundary-layer stabilization, an emerging area of
research is passive boundary-layer-transition control via porous vehicle surfaces aimed at
suppression and dampening of second mode instability. Historically, porous surface structures
have shown both computational and experimental promise in dampening of the second mode.
This avenue for flow control addresses both the cost and weight limitations inherent to its active flow-controller counterpart (i.e., plasma actuators or wall cooling). Dr. Alexander Wagner
and Dr. Carlo Scalo at the German Aerospace Center (DLR) and Purdue University, respectively, lead two primary research groups working on this porous-surface flow-control technique.
Dr. Scalo’s group at Purdue offers state-of-the-art computational abilities for porous-media
boundary-layer suppression. Wagner et al.6 pioneered the use of carbon/carbon, an intermediate state of carbon/carbon silicon carbide to control hypersonic boundary-layer transition. Carbon/carbon has shown promising preliminary results; however, the manufacturing
process is labor-intensive and the ability to manufacture complex flight-like geometries is
not currently realizable. Using the same basic principles as carbon/carbon, anodized aluminum
offers matched porosity at a lower cost with much higher controllability.
I. POROUS SURFACE STRUCTURED MATERIAL

Aluminum is anodized through the creation of a porous aluminum oxide layer by means of an
electrochemical anodic process. There are two types of anodization, hard and soft anodization. Hard anodization occurs at low temperatures (0–5° C). Anodization at this temperature
range creates an oxide layer that is compact, hard, and protective of the aluminum substrate.
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Respectively, soft anodization occurs at relatively high temperatures (60–70° C). Soft
anodization results in a thin, soft and unprotective oxide layer. Historically, hard anodization
has been used in the creation of porous materials and therefore will be the focus throughout this
writing. The anodic process can be simplified into the following qualitative equation.7
Aluminum+ Acid+ Voltage= Micro pores (1)
During the anodic process a uniform series of hexagonal cells each with a single central hexagonal micropore are formed from the aluminum substrate. The porous surface structure created
through the anodization of aluminum are shown in Figure 1.

FIGURE. 1 100,000x magnified view of

anodized aluminum [8].

These pores can range both in diameter and depth independently making the aluminum oxide
surface highly customizable. The pore diameter can range from 50–250 nm,7 with a maximum
oxide thickness less than 1 µm.9 The porous characteristics of the anodized aluminium are varied through alterations to the voltage, electrolyte, and duration of anodization process. The
voltage used in the process is proportional to the pore diameter. The following equation can be
used to predict the resulting pore diameter (D) for a given voltage (U).7
D = 0.9(nm)U (2)
The timespan in the electrolytic solution will affect the depths of the pores. This Ji near growth
can be modeled and predicted. The pore grows in depth at a rate of 50–100 nm per hour depending on electrolytic solution used in oxide creation.
The anodic process can be separated into four distinct steps; degreasing, electropolishing,
electrolytic anodization, and post treatment. Historically, the degreasing step of the process
involves an acetone bath of the aluminum stock to wash away any grease and dirt left over from
manufacture and handling. The aluminum stock is then electropolished in a chemical bath. Bath
compositions of sodium hydroxide have been historically used to remove surface imperfections
prior to anodization10). The first two steps are imperative to the creation of a uniform porous
structure as the removal of surface imperfections will result in a regular and uniform pore
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growth. Any surface imperfections such as scratches or grease/oil buildup hinder the growth of
a uniform aluminium oxide layer. Surface imperfections will act as nucleation points resulting
in a higher pore density surrounding the imperfection.
In further detail the electrochemical anodic process consists of the submersion of electrodes in
acid, commonly either sulphuric, oxalic, phosphoric, or boric acids connected to a direct current
(DC) power supply and submitted to a constant voltage. The first electrode, the counter electrode (cathode) is a thin (i.e. 0.016 in) piece of aluminum sheet. The working electrode (anode)
is the aluminum substrate upon which the aluminum oxide layer is built upon is connected to
the positive lead. The cathode should be wider than the desired anode [LO]. The anode and cathode are then connected to the positive and negative leads of a DC power supply respectively. The
anodization process is an exothermic reaction causing an increase in electrolyte temperature,
therefore in order to maintain the conditions required to maintain hard anodization, the electrolyte is cooled. Historically, the anodic process is cooled using a chiller bath and circulated with
a magnetic stirrer to help maintain constant and uniform electrolyte temperature surrounding
the anode11). The experimental setup for the anodic process is shown in Figure 2.

FIGURE 2 Example anodic setup.

Lastly the aluminum oxide is treated post anodization via a chemical etching process to remove
the upper oxide layer and modify pore size. Historically the etching process utilizes a 5% by
weight solution of phosphoric acid to dissolve the soft surface layer of the oxide layer10,11). The
removal of the softer surface exposes wider and more uniform micropores resulting in a uniform
surface structure.
A method of increasing the uniformity of the porous structure is the process of two-step
anodization.Two-step anodization differs from single step in the removal the top section of
aluminum oxide via electrochemical etching created in the first step followed by an additional
anodizing step. The two-step anodization process can be simplified to single-step anodization
followed with a more aggressive etching step and a second anodization step as shown in Figure 3.
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FIGURE 3 Schematic of two-step

anodization [7]

Historically, the electrochemical etching process used to remove the oxide layer produced
during the initial anodization consists of a bath of highly concentrated phosphoric acid while
a voltage of 5–10 V pulsates across the surface over times ranging from 20–85 minutes depending on the concentration of electrolyte used.7 Once the initial oxide layer is removed leaving
the only the base of the initial porous structure the aluminum substrate is exposed to a second
anodization step. The surface structure of two-step anodization is highly structured due to
the preexistence of nucleation points provided by the first anodization.7 This reduces the time
required to achieve micropores of the same depth as that achieved using solely single-step
anodization as well as providing a base for a highly structured porous surface.
II. CLOSING REMARKS

Anodized aluminum is an interesting candidate for passive boundary-layer stabilization
due to the customizability in its surface geometry. The vast customizability of anodized
aluminum allows for the tuning of the material properties to maximize the delaying affects
observed within the transition of the boundary layer based on the frequency of the second mode
acoustic waves. Further investigation into the surface geometry, specifically pore depth in
reference to the frequency of the localized ultrasonic acoustic waves observed in the second
mode and the importance of structure uniformity are needed to fully gauge the effectiveness
of the material. Anodized aluminum, if successful in its second mode dampening ability, will
provide hypersonic aerodynamicists with a material capable of producing far more efficient
vehicles than currently possible.
REFERENCES

1.

Schneider, S. P., “Summary of Hypersonic Boundary-Layer Transition Experiments on Blunt Bodies
with Roughness, “ Journal of Spacecraft and Rockets, Vol. 45, No. 6, 2008, pp. 1090–1105.

2. Schuele, C. Y., Cork e, T. C., and Matlis, E., “Control of Stationary Cross-flow Modes in a Mach 3.5
Boundary Layer using Patterned Passive and Active Roughness,” Journal of Fluid Mechanics,
Vol. 718 , 2013, pp. 5–38.
3. Blanchard, A. E., “An Experimental Investigation of Wall Cooling Effects on Hypersonic Boundary
Layer Stability in a Quiet Wind Tunnel,” Ph.D. thesis, Old Dominion University, School of Mechanical
and Aerospace Engineering, Norfolk , VA, December 1995.

37

4. Federov, A., Shiplyuk, A., Maslov, A., Burov, E., and Malmuth, N., “Stability of Hypersonic Boundary
Layer on Porous Wall with Regular Microstructure,” American Institute of Aeronautics and
Astronautics, Vol. 44, No. 8, 2006, pp. 1–6.
5. Federov, A., Shiplyuk, A., A. Maslov, E. B., and Malmuth , N., “Stabilization of a hypersonic
boundary layer using an ultrasonically absorptive coating,” Journal of Fluid Mechanics,
Vol. 479, 2003, pp. 99–124.
6. Wagner, A., Kuhn, M., Schramm, J. M., and Hannemann, K., “Experiments on Passive Hypersonic
Boundary Layer Control using Ultrasonically Absorptive Carbon-Carbon Material with Random
Microstructure ,” Experiments in Fluids, Vol. 54, No. 10, 2013, pp. 1–10.
7.

Poinern, G. E. J., Ali, N., and Fawcett, D., “Progress in Nano-Engineered Anodic Aluminum Oxide
Membrane Development,” Materials, Vol. 4, 2011, pp. 487–526.

9. Running, C. L., Thompson, M. J., Juliano, T. J., and Sakaue , H., “Boundary-layer Separation
Detection for a Cone at High Angle of Attack in Mach 4.5 Flow with Pressure-Sensitive Paint,”
AIAA Paper 2017–3120, June 2017.
10. He, X., “Characterization of Porous Anodic Aluminum Oxide Film by Combined Scattering
Techniques,” Master’s thesis, University of Cincinnati, School of Material Science, Cincinnati, OH,
July 2013.
11. Sakaue, H., “Porous Pressure Sensitive Paints for Aerodynamic Applications,” Master’s thesis,
Purdue University, School of Aeronautics and Astronautics, West Lafayette, IN, December 1999.
12. Farnan, E., Running, C. L., Juliano , T. J., and Sakaue, H., “Controlling Pore Depth for Anodized
Aluminum,” Internal University of Notre Dame Report, 2018.

38

B
E
R
R
Y
S
U
M
M
E
R
T
H
E
S
I
S
I
N
S
T
I
T
U
T
E

HEALTH +
SPORT SCIENCE

CEREBRAL BLOOD FLOW MEASUREMENT,
REGULATION, AND IMPACT ON MOTOR CONTROL:

APPLICATION TO PILOTS IN FLIGHT
PAIGE M. KOMPA 1,2,3

University of Dayton
300 College Park
Dayton, OH 45469
1. Premedical Programs
2. Berry Summer Thesis Institute
3. University Honors Program
Thesis Mentor: Anne R Crecelius, Ph.D.
Department of Health and Sport Science
H
E

ABSTRACT

P

Many mechanisms contribute to the control of brain blood flow including myogenic tone,
carbon dioxide, local factors like nitric oxide, and vasomotor reactions fueled by changes in sympathetic nervous system activity. Knowing what contributes to either regulation or dysregulation
is important to tackle the high rate of piloting accidents. Physiological episodes and subsequent
life-threatening accidents may be dependent on brain blood flow and have potential impact on
motor control and vestibular function. Given flight conditions, it is also possible pilots are exposed to hypoxia, or a low oxygen environment. In addition to reducing available oxygen in the
bloodstream, hypoxia elicits an increase in sympathetic nervous system activity. The purpose of
this review is to examine and summarize the current literature surrounding cerebral blood flow.
A review of brain blood flow and measurement techniques will be given, followed by a discussion
of mechanisms of cerebrovascular control. Lastly, how different sympathoexcitatory maneuvers
can impact cerebral blood flow and how this may relate to piloting tasks will be covered.
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BRAIN BLOOD FLOW ESSENTIALS

The brain is one of the most metabolically active tissues in the human body and consumes
approximately 20% of the body’s total oxygen at rest.1 In order to function properly, it is essential
the brain maintains homeostasis, which includes asufficient supply of oxygen and glucose via
brain blood flow. Cerebral blood flow is closely controlled by an autoregulation system but can be
disrupted when in a state of hypoxia. There are many mechanisms in which brain blood flow is
regulated. In response to changes in mean arterial pressure (MAP) there is a myogenic autoregulation system in place to maintain a relatively constant pressure. This mechanism causes dilation or constriction of cerebrovascular smooth muscle, in order to maintain relatively constant
blood flow to the brain.2 Other regulatory influences include circulating factors like carbon dioxide (CO2 ) and nitric oxide (NO) Additionally, the sympathetic and parasympathetic nervous systems housed under the autonomic nervous system play a large reactionary role when faced with
different stimuli. Among these regulators, the myogenic mechanism is perhaps most profound .3
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RELEVANCE OF HYPOXIA

The protein hemoglobin carries oxygen within the blood, and the amount of oxygen delivery to
the brain is determined by the level of blood flow and oxygen content of the blood. The heart
pumps blood throughout the entire body, and the pressure exerted from the heart is the main
driving force of blood flow throughout the brain. Flow is dependent on vascular resistance;
dilation and constriction of vessels are driven by changes in cerebral arteries and varying levels
of resistance. Local control of resistance matches the metabolic needs of the tissue. In an excited
state, sympathetic control can dominate and is able to redistribute blood throughout the body
and is mediated by the central nervous system to main mean arterial pressure. Mean arterial
pressure is a pulsatile pressure and is synonymous with ventricular pressure due to the inability
to directly measure ventricular pressure.4 Despite knowing much about sympathetic control of
peripheral vasculature and the coronary circulation, the impacts of sympathoexcitation on cerebral blood flow have been less examined and yielding a range of results that may be dependent on
a variety of factors such as sex, postural position, and sympathetic stimulus.3,5
RELATIONSHIP WITH THE VESTIBULAR SYSTEM

Specific to piloting tasks, there is interest in understanding how activation of the vestibular
system may impact brain blood flow, and similarly whether vestibular function may be impacted
by changes in brain blood flow. However, minimal research has been conducted to fully explore
this. The vestibular apparatus located in the inner ear is crucial for a person’s ability to sense
their body position in space relative to gravity, balance and recognize if acceleration is either
in a linear or circulatory direction. The entire vestibular system is composed of three semicircular canals and two saclike organs, the utricle and saccule.4 Filled with a fluid called the
endolymph, three orthogonal semicircular canals can sense rotation and motion in the x, y, and
z plane giving keen positional awareness needed to maneuver an aircraft. An applicable example
of the function of the semicircular canals is showcased when a person senses that they’re moving even if their body is stopped, due to the continual movement of the endolymph.4 The utricle
and saccule also have sensory organs: the maculae, the otoliths (calcium carbonate crystals), and
cilia.4 If gravity or acceleration causes the head to move, the otoliths are pushed out of position,
causing the cilia to move and a signal is sent to the brain to indicate acceleration/deacceleration
or tilt. 4
BRAIN BLOOD FLOW MEASUREMENTS

ANATOMICAL REVIEW

Before one can understand the underlying regulatory mechanisms of how brain blood flow is
controlled, the anatomy of the brain should be understood. From the aorta, there are two main
sets of arteries that supply the brain with blood: the left and right internal carotid and the left
and right vertebral artery.6 The internal carotid artery joins together with the basilar artery
and forms the circle of Willis, which then branches into three arteries, the internal, posterior, and middle cerebral artery.6 From the anterior inferior cerebellar artery (AICA), the labyrinthine artery arises.7 This artery is the blood supply for the inner ear, which includes the
vestibular system.7 Of all these arteries, the middle cerebral artery (MCA) is one that can be
more easily imaged to measure brain blood flow.
MEASURING BRAIN BLOOD FLOW VIA TRANSCRANIAL DOPPLER

The arteries in the brain can be measured via both direct and indirect techniques. Direct techniques include, single-photon emission computed tomography (SPECT), positron emission
tomography (PET), MRI with contrast agents, and arterial spin labeling (ASL) MRI.8 While
accurate measurements of brain blood flow can be obtained through these protocols, they are
highly invasive, complex, and require extensive equipment and personnel. Therefore, indirect
measurement techniques have become standard protocol, including doppler ultrasound.
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Doppler ultrasound is a well-known and heavily used technique in many areas, including healthcare and scientific research. Through a transducer, sound waves are produced and are reflected
from changes in density.9 When measuring brain blood flow, sound waves reflect off red blood
cells and the vibrations are translated to electrical impulses.9 These then produce an image
which measurements can be obtained from.9 Different probes can produce sound waves that
vary in depth and resolution. Higher frequency probes (10–14 MHz) producing a high-resolution
image at lower depths and low frequency probes (2–5 MHz) produce a low-resolution image but
can transmit sound waves deeper into the body.
Flow cannot be measured directly but is determined by mean velocity and the cross-sectional
area of a vessel, as measured by the probe. Additionally, there are many sources of error that can
arise when performing ultrasound. Firstly, the insonation angle, or the angle of the transducer
relative to the vessel measured, can be a large source of error. Each time an ultrasound doppler
is used to measure flow, the angle of the probe can be different and when performing doppler on
the MCA, the diameter of the artery is unknown as high frequency doppler imaging to detect
vessel caliber is not possible given the bony skull. Finally, miscalculations in diameter can result
in compounding errors.
Middle cerebral artery doppler measurements record blood velocity but the area of the vessel
cannot be calculated. The measurement site is located on the thinnest part of the skull, seen in
Figure 2, called the trans-temporal window where the MCA is located.10 Every individual has
varying anatomy, but the usual insonation technique angles the probe anteriorly towards the
contralateral eye.9

FIGURE 2 Illustration of imaging the middle cerebral artery through the transtemporal window using a

transcranial doppler ultrasound probe.

REGULATION OF CEREBROVASCULAR HEMODYNAMICS

Cerebral blood flow is heavily regulated by a variety of physiological processes, including vascular smooth muscle, carbon dioxide, nitric oxide, and sympathetic input from the autonomic
nervous system.
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Blood flow can be described as the ratio of perfusion pressure to vascular resistance as shown
in equation 1. Vascular resistance is determined by the diameter of the blood vessels. Resistance and flow are inversely proportional (equation 2). Increased resistance (decrease in diameter) contributes to a decreased rate of blood flow whereas a decrease in resistance (increase
in diameter) results in an increase in blood flow. Constriction occurs via increased vascular
smooth muscle contraction, while dilation is caused by smooth muscle relaxation.11 Blood flow
can also be described in equation 3 as the product of changes in outflow pressure, blood viscosity,
and the length of the vessel inversely proportional to the radius to the fourth power.4,12
Therefore, small changes in diameter and radii of the blood vessels can have a profound impact
on blood flow.
Equation 1: Resistance = ∆ pressure
		
blood flow
Equation 2: Conductance = blood flow
		
∆ pressure
Equation 3: Flow = ∆ pressure × 8 × L ×η ∝1π× r4
MYOGENIC AUTOREGULATION

Cerebral autoregulation allows a constant flow to be sustained even when the body is faced with
changes in perfusion pressure (Figure 1). The driving force for all blood through the body is the
pressure, and in the case of the brain, it is the cerebral perfusion pressure (CPP). When CPP
changes, there are direct reactionary responses by the myogenic reflex. The smooth muscle will
either dilate to allow for increased blood flow or constrict to attenuate the flow.11 For example,
flow mediated vasodilation can occur when the body senses a decreased CPP.6 The myogenic
tone produced by the changes in pressure activates ion channels that trigger membrane depolarization which opens calcium channels and allows for an influx of calcium cations.13 In a study
using mice with a mutant gene that causes small vessel disease, they saw impaired cerebrovascular reactivity and the range in which flow is maintained shifted to the higher perfusion
pressures.14 This demonstrates how healthy myogenic tone contributes to adequate cerebral
perfusion and flow.

FIGURE 1 Cerebral autoregulation maintains

a relatively constant rate of flow, depicted in the
plateau at 50 mV min/100 g. The range of mean
arterial pressures from 60–140 mmHg where
the blood flow remains stable highlights the
vast control this myogenic mechanism holds.
Figure courtesy of Peterson et al.15
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CARBON DIOXIDE IS A POTENT REGULATOR OF BRAIN BLOOD FLOW

The significance of carbon dioxide on the cerebrovascular mechanisms is profound and changes can be sensed by a wide variety of vessel type and size, from large arteries like the MCA, to
smaller pial arteries and arterioles.3 The human body can be in one of three states in terms of
carbon dioxide levels: normocapnic, hypercapnic, hypocapnic. High levels of CO2 in the bloodstream, or hypercapnia, can cause downstream vasodilation and in turn increase cerebral blood
flow.16 Conversely, hypocapnia, or low levels of CO2 can produce dramatic vasoconstriction and
produce decreases in brain blood flow (16). Cerebrovascular CO2 reactivity is a response that
either promotes constriction or dilation, in direct response to different CO2 levels.2 Cerebrovascular reactivity has become a way to quantify the sensitivity of the cerebrovascular circulation
to changes in CO2 . This protocol involves creating a hypercapnic environment to elicit increases in blood flow via dilation.17 This increase in global blood flow is measured by either transcranial doppler (TCD), single-photon emission computed tomography (SPECT), or positron
emission tomography (PET).17 While these measurements show global increases in blood flow,
advancements in MRI-based imaging can use contrasting agents to show increases in blood flow in
specific regions of the brain. A hypercapnic environment can be created by rebreathing systems,
CO2 -enriched air, or breath holding.17
Carbon dioxide is also important in regulating pH, and in turn has an impact on the chemoreceptor that alters respiratory function.16 When a person exhales, they release carbon dioxide and
when PaCO2 levels are increased, this can cause an increase in ventilation rate in order to reduce
CO2 in the bloodstream.16 This is a highly efficient system, as Tymko et al. reports that a doubling
of alveolar ventilation can decrease the PetCO2 by 50%.18
To further understand the role of CO2 in regulating brain blood flow, Herrington et al., coached
subjects to obtain varying end-tidal CO2 levels to create hypocapnic (-10 PetCO2 ) and hypercapnic (+9 PetCO2 ) conditions and had a normocapnic trial to act as the baseline control condition. In hypercapnic conditions, the percent change in middle cerebral artery velocity (MCAv)
increased significantly, while no significant increases were found in the normocapnic or hypocapnic conditions. This demonstrates that the downstream vasodilation caused by the increase
in PCO2 did lend to increases in cerebral blood flow.19 Tymko et al. performed a similar study
to showcase the critical role of carbon dioxide on the control of cerebral blood flow. Instead of
creating hypercapnic, hypocapnic and normocapnic conditions, Tymko et al., subjected the participants to either poikilocapnic or isocapnic conditions. This means the subjects were either
allowed to freely breathe in which every participant maintained a variable level of CO2 , or they
were kept at a constant PetCO2 level via dynamic end-tidal forcing system. Elevated MCAv levels
were found during the isocapnic condition, demonstrating the important role EtCO2 plays when
quantifying the CBF response.18 Given the profound role of CO2 in regulating brain blood flow, it
is essential to measure this variable, particularly in conditions in which it may be changing (e.g.
increased respiration, environmental conditions, etc).
NITRIC OXIDE CONTRIBUTES TO CEREBRAL AUTOREGULATION

The endothelial cells are thin one-layer cells that cover the inner lining of vessels and control the
exchange of materials in and out of a cell. The endothelial layer is also what secretes nitric oxide, a main vasodilatory agent.20 Nitric oxide creates vasodilatory effects by diffusing into cells
and secreting cyclic guanosine monophosphate, which relaxes the smooth muscle cells.20 Many
studies on NO in relation to cerebral autoregulation have been performed in animals and the few
that have been with human subjects have shown mixed results. It is known that NO is a vasodilator in the periphery, but how NO impacts brain blood flow is still being discovered. In a study by
White et al., healthy subjects were given NG-monomethyl-L-arginine which inhibited nitric oxide synthase.20 When comparing the experimental and control groups they saw attenuated cerebral autoregulation, showing evidence that NO is an innate regulator of cerebral blood flow.20
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Yet, Zhang et al. found significant changes in MAP (+13%), but no significant changes in cerebral
blood flow when also blocking nitric oxide synthase and performing a head-up tilt.20 There is
evidence in rats that NO is an important modulator in cerebrovascular tone, but more studies in
humans should be performed to consider NO a dominant influence in cerebral blood flow.
AUTONOMIC REGULATION

The sympathetic nervous system (SNS) can have profound impacts on the dilation and constriction of large arteries and arterioles in the pial circulation.3 These changes are determined
by neurochemical mechanisms. Both the sympathetic and parasympathetic nervous systems
have neurotransmitters and receptors. Specifically, the SNS has two types of receptors, alpha
and beta receptors that respond to the same chemicals that are secreted during stress-inducing
situations.4 Depending on the type of alpha and beta receptors, the body either constricts or
dilates smooth muscle.4 The brain, like the peripheral systems, is richly innervated with
alpha-1 receptors and is comparative with the vascular bed of the femoral artery.21 Researchers
have focused on the role of alpha-1 adrenergic receptors, yet the complete picture remains unclear. It is currently understood that the alpha-1 receptors are heavily involved in the contraction
of smooth muscle, the cascade and movement of Ca2+ ions, the signaling pathways that increase
DNA synthesis and smooth muscle cell growth.21 In previous studies, researchers blocked the
alpha-1 receptor during a bilateral thigh cuff protocol to increase SNA. They saw attenuated increases in cerebrovascular conductance, adding to the literature to support a functional cerebral
regulation role for alpha-1 receptors.21 Yet, overall responses of CBF to changes in sympathetic
activity are mixed.3,22
BLOOD FLOW AND PILOTS IN FLIGHT

MOTOR CONTROL CAN BE INFLUENCED BY STRESS

Pilots in the military are among a group of individuals that rely on their motor control abilities
to survive and having conscious control over fine motor skills, even in adverse conditions is
necessary. The pilots are responsible for not only returning themselves safely to the ground,
but also the machinery. Together a pilot and plane work as a team and are successful when they
maintain motor control skills. However, high stress environments can impact motor control
performance. Similar to pilots, police officers must also use quick reactions and make decisions
that translate into actions to perform their job. In high stress situations, police officers had
decreased accuracy, reaction times, and increased rates of shooting at an unarmed person
when compared to police officers in low stress situations.23 In relating this to pilots, one could
extrapolate to predict that pilots would make less accurate aircraft corrections and have higher
incidence of over correcting due to loss of spatial awareness.
In a study by Anderson et al., the researchers examined the literature behind the physiological
responses to acute stress and related motor performance. Stress can be defined as a challenge
(stimulus) physiological or physical that interrupts the internal homeostasis of an individual.23 No matter the type of threat, how the body responds to stress stimuli is the same and is
heavily influenced by the parasympathetic and sympathetic nervous systems. One of the most
noticeable responses to a sympathoexcitatory stimulus, is an increased heart rate (HR). The
degree of the response of the SNS heavily relies on a person’s previous experience, unconscious
perception of the threat, and how much control they believe they have over the threat.23 There
are possible adaptive reactions to the increase in sympathetic activity, including enhanced
visual, auditory, and olfactory senses, and increased alertness and focus that could even
become beneficial to a pilot or police officer in action.23 Yet, if the stimulus is too great and the
parasympathetic nervous system’s job to return to homeostasis fails, the SNS can take over and
motor control deficits can be seen. Hypoxia is an example of a stimulus where the SNS impacts
motor control.
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IMPACT OF HYPOXIA ON PILOTS

Ever since the start of aviation, high-altitude hypoxia has been a threat to pilots. According
to Kowalczuk et al., high-altitude hypoxia is the second leading threat to military and civil
aviation. Hypoxemia, or low levels of oxygen in the bloodstream, is considered a silent killer and
the symptoms differ from person to person. Hypoxic environments lead to spatial disorientation, impaired vision, and motor control processes issues.24 Inadequate perfusion of oxygen
to brain tissue and cells can lead to diminished flight performance and physiological effects
including increased heart rate, blurred vision, and shortness of breath.24 A study aimed at examining flight performance in acute hypoxic environments showed the greatest down trend in
flight performance at altitudes of 10,000 and 15,000 feet with the pilots reporting symptoms
of reduced alertness and sleepiness.25 While military and commercial pilots complete training to combat the physiological effects of hypoxia, more research is essential. In an analysis
of a collection of flights by the Australian Defense Force, from the years 1990–2001, 27 cases of
hypoxia were reported in which two pilots lost consciousness with one resulting in fatality.26
The symptoms of hypoxia were self-reported by the pilots, which highlights the benefits and the
necessity of hypobaric hypoxia training.
Motor control abilities can deteriorate quickly, and symptoms can be seen at many altitudes
from below 10,000 feet to 15,000 feet and above.27 Previous studies cited by Bouak et al.
noted that flight performance degraded most at 15,000 feet when pilots were subjected to a
hypobaric hypoxic (HH) environment.27 The study performed by Bouak et al. 16 pilots completed a simulated piloting task in a hypobaric chamber and a battery of cognitive tests. While in the
hypobaric chamber, participants also exercised at a level of either 30W or 60W. SpO2 and HR
measurements were obtained, and the altitude ranged from 8,000 to 14,000 feet. Consistent
with previous studies, the researchers found that at this level of HH, there were increased reports of symptoms caused by hypoxia and accuracy decreased at the higher range of altitudes
(10K–14K).27 Additionally, time between detection and identification of objects during the motor
control task significantly increased, alluding to decreased cognitive abilities at these altitudes.27
Yet, there was no statistical difference when comparing across the different altitudes. Oxygen
saturation significantly changed from baseline as expected and decreased even more due to the
increased oxygen demand caused by the 30W or 60W exercise bout.27
Motor control responses have been readily studied, but many studies use non-human species,
like rats. When rats had increased levels of cortisol and glucocorticoids secreted by the adrenal
gland, researchers saw altered movement trajectories, changes in accuracy of fine forelimb and
hindlimb and poor inter-limb coordination.23 Gross motor skills tend to remain intact, while
fine motor skills are most affected. This fact highlights the need for more research developed
around fine motor control abilities, as these are most important for pilots. Postural stability has
also been known to diminish in both humans and animals.23
BLOOD FLOW CONSIDERATIONS FOR PILOTING TASKS

Although motor control has been studied, researchers are unsure whether the motor control
deficits are related to changes in cerebral blood flow. However, it is understood how hypoxia
changes brain blood flow. Since hypoxia leads to decreased blood oxygenation, the expected
compensatory response would be to increase blood flow to the brain. Prior thinking was that
the intracranial vessels (pial vessels) were responsible for mediating this vasodilation.28 However, new animal-based research has shown ample evidence that larger vessels, including the
MCA and ICA, have a greater impact on increasing cerebral blood flow during hypoxia.28 As
stated before, changes in PCO2 heavily impact the level of vasodilation or constriction occurring
throughout the body. During hypoxia, there is a tendency for subjects to hyperventilate to compensate for the decrease in oxygenation. However, hyperventilation lowers PCO2 , and can cause
vasoconstriction. In future hypoxic studies, an isocapnic state via a rebreathe system could
allow for stable levels of PCO2 and would limit the physiological reflex to hyperventilate.
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Hypoxia is a potent sympathetic nervous system activator, but in a study by Lewis et al.,
researchers used an alpha-1 blockade during hypoxic stimulus and found that increased sympathetic nervous system activity in combination with hypoxia does not inhibit the vasodilation caused by hypoxia.29 In the same study researchers saw an 28% increase in global cerebral
blood flow measured by the transcranial doppler, in line with other high-altitude studies.28 In
summation, hypoxia engages the sympathetic nervous system, and because of decreased oxygenation to the brain, increases in global cerebral blood flow via the MCA and other extracranial
vessels is seen. While it is known how hypoxia impacts blood flow in a steady state and controlled
environment, how hypoxia changes cerebral blood flow during a motor control task is more
unknown. Future study goals of the University of Dayton Integrative Human Physiology Lab
revolve around determining motor control performance and the impact of hypoxia during
joystick-based motor control tasks.
THE IMPACT OF THE VESTIBULAR SYSTEM ON MOTOR CONTROL

In flight, the pilot and the plane are moving as one unit and can move in all directions including
yaw, pitch, and roll. These three axes of rotation reflect the three semicircular canals housed
in the vestibular system of the inner ear. The sensory organs in the ear are responsible for
understanding spatial orientation, linear acceleration, and angular acceleration. Knowing where
one is in space, and how one is accelerating is needed for safe piloting. Therefore, the vestibular
system, and the impact it has for regulation of cerebral blood flow and motor control performance is an area of scientific interest.
In Serrador, Schlegel et al. the idea that the vestibular system, and more specially the otolithic organs, can also impact CFV was explored. In previous studies, postural hypotension rates
increased when the vestibular nerve was sectioned at the part of the nerve that senses position relative to gravity.30 Also, impairments in CBF were found during hyper G conditions and
otolith stimulation was measured via noninvasive tests.30 Previous thought maintained that
cerebral flow velocity (CFV) was only impacted by mean arterial pressure and changes in CO2
concentrations.
To see if additional factors impacted CFV, tilt apparatus protocol and short arm centrifuge
protocol was used. Subjects were oscillated at five differing frequencies and measurements
including blood pressure, end-tidal CO2 , and cerebral flow velocity via transcranial doppler
were obtained. Changes in cerebral vascular resistance were complementary to the changes
in the blood pressure, which confirmed that the well-known autoregulatory response was at
work.30 However, these changes did not remain constant during the centrifuge or tilt motion,
therefore the autoregulatory response could not be the sole contributor to these changes.30
Cerebral vascular resistance changed during motion indicating vestibular activation.30
While more research around the relationship between the vestibular system and brain blood is
needed, this study highlights the importance of otolith organs in maintaining brain blood flow.
In order to understand the full relationship between motor control, hypoxia, and the vestibular
system, cross over studies are needed. Integration of these fields will be paramount in furthering
safe aviation practices.
CONCLUSION AND FUTURE DIRECTIONS

Cerebral blood flow is tightly controlled due to the importance of sufficient brain oxygenation
needed for human life. Many internal factors regulate blood flow, including smooth muscle tone,
circulating blood gases like CO2 , other local factors like nitric oxide, and inputs from the autonomic nervous system. Continued studies around the impact of cerebral blood on motor control
performance should be of priority. While the physiological responses, like increased cerebral
blood flow, HR, MAP, respiration rate and related blood gas levels are understood, a comprehensive understanding of these variables in the real world is necessary. Hypoxia can produce

47

dangerous and irreversible outcomes for pilots in flight. In order to protect and create precautionary protocols for military pilots, the scientific community must understand how brain blood
flow and motor control performance interact. Questions including what physiological variables
are most impactful during motor control tasks and at what point do autonomic stimuli overcome
the compensatory abilities of the human body will be answered with continued research.
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ABSTRACT

Osgood-Schlatter Disease is a condition of the knee where abnormal bone growth occurs above
the patella tendon as a result of inflammation at the apophysis. This is often seen in adolescents
that are very active in sport participation, as when they run and jump, leg extension and flexion
cause the tendon to pull across the growth plate. OSD is a fairly common occurrence, and understanding its development as well as diagnosis and treatment by practitioners can give better insights into how to improve the outcomes of those individuals affected by it. A survey will be distributed to physical therapists and physicians asking them about their diagnostic and treatment
recommendations, if imaging techniques are ever used, and general demographics of the type of
patients who they typically treat for OSD. The project has three aims. The first is to understand
the current diagnostic and treatment differences among physical therapists and physicians who
treat OSD. Another aim is to determine the relative use of imaging techniques across the disciplines, which types of imaging modalities are used, and why they choose to use imaging. The
third aim is to get an updated representation of the demographics of individuals with OSD. This
study will help to close the gap in the literature on OSD by addressing clinical practice differences that may exist between physical therapists and physicians. By conducting research on OSD,
future studies into this condition may be encouraged.
GUIDING QUESTIONS
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Several questions have led to the development of this survey study. First being, are there differences in the way that physical therapists and physicians diagnose and treat patients with OSD?
Physical therapists are trained exclusively in physical rehabilitation for 3 years, while physicians,
going through training in med school for 4 years, may see significantly less movement science
training. While doctors of osteopathic medicine receive more training in physical manipulation
and rehabilitation than traditional physicians receive, physical therapists’ studies are primarily involved in physical movement rehabilitation. Naturally, these differences in education and
training may lead to differences in their treatment of OSD patients. This could lead to differing
outcomes, for patients seeing a physician only or physical therapist only. As this is a very real
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condition, afflicting many individuals, the best care is always desired, and if differences exist that
lead to better outcomes for patients of one group than another, then that needs to be addressed.
In addition, with PTs having limited access, outside of military PTs, to order X-rays or MRIs,
how are opportunities for imaging use, like utilization of ultrasonography and new, emerging
techniques changing for physical therapists, and how are they used today — to what efficacy?
We expect that with the variety and accessibility of imaging techniques for physicians, they will
show greater response rates of using imaging, but the physical therapists, with limited technologies, may respond to using imaging less frequently. Current literature indicates that boys
ages 8–14 who are very active in sports or physical activity, especially those involving frequent
knee flexion and extension activities and who are overweight, may be at an increased risk of developing OSD.2,5,15 We want to know how, if at all, are demographics for those affected by OSD
changing? These questions about the demographics of OSD will be instrumental in giving the
healthcare community an updated picture on the changes, if any, in who OSD afflicts most often
today. Finally, the practitioners and clinicians, themselves, can provide insight into areas of the
literature that need to be addressed surrounding OSD and its treatment. By asking them where
they feel more research is needed , then we can create a space for future research into OSD in
those areas.
OSGOOD-SCHLATTER DISEASE AND ITS DEVELOPMENT

Osgood-Schlatter Disease (OSD), also known as apophysitis of the tibial tuberosity, is a painful
inflammation of the knee. Apophysitis is an inflammation surrounding the area of a growth plate.
A protrusion of the tibial tubercle is a common symptom of inflammation.15 The inflammation
occurs from overuse of the quadriceps while the growth plate is still closing.25 As the quadriceps is contracted, the patellar tendon, which connects the patella and tibia, or shinbone, pulls
on the growth plate adjacent to the tibial tuberosity. As the growth plate is still closing, the tibial
tuberosity will become inflamed with overuse.11 The development of OSD is most common
in children between the ages of 8–15 years old, and particularly prevalent in adolescent athletic boys.18 The prevalence seen in athletes makes sense, as they contract the quadriceps often during their respective sports. Sports involving running, jumping, and cutting movement
require constant acceleration and deceleration, requiring flexion of the knee by use of the
hamstrings muscles followed by extension of the knee by quadricep contraction. Soccer, volleyball, and basketball are among sports that have been found to have higher prevalence of OSD
in athletes than other sports.11 Certain sports, more so than others, may see greater instances
of OSD prevalence, such as sports like soccer, basketball, and volleyball where running, jumping, and cutting movements are common. A study by Dominques in 2013 showed an increasing
number of youth soccer players developing OSD.8
Some studies show that the load on the tibial tuberosity may increase the risk of developing
OSD, suggesting children who are athletes and overweight bear the greatest risk of developing
the disease.13,18 A heavier adolescent will result in a greater load on the patella tendon, as the
knee contributes to body weight support. In a cohort study examining the risk factors for developing OSD by Nakase et al. (2015) increased quadriceps tightness, decreased quadriceps
strength, and decreased hamstring flexibility were shown to pose the greatest risk of developing
OSD.18 This study suggested an importance of stretching and strengthening of the quadriceps
and hamstrings to reduce the risk of developing OSD. Furthermore, repeated performance of
specific activities that place high loads on the patellar tendon might increase the risk of developing OSD. One way to estimate load about the knee joint is by assessing angular impulse during
a movement, such as jumping or abruptly cutting. Angular impulse is the product of a torque
and the time of its duration. Itoh et al. (2018) tested the angular impulse during various motions
thought to lead to OSD, including running, jump landings, kicking a soccer ball, run-stops, and
cutting. The motions displaying the greatest angular impulse load were jump landing on a single leg and the cutting motion (13). Therefore these activities might increase the risk of OSD,
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and indeed OSD is more common in sports with these motions, such as soccer and basketball.13
In extreme cases, participating in activities with high angular impulse on the knee may also
increase the risk for developing a tibial tuberosity avulsion fracture. Tibial tuberosity avulsion
fractures result from significant quadriceps contraction during leg extension causing a failure of the patella tendon insertion to the tibial tuberosity. Avulsion fractures are not common,
but risk is increased if the knee is affected by OSD.3 For motions with greater angular impulse
the patellar tendon insertion at the tibial tuberosity has a greater chance to fracture; therefore,
athletes participating in sports where lots of jumping and cutting motions are present have a
great risk for developing OSD and a subsequent tibial tuberosity avulsion fracture.
RISK FACTORS

A number of risk factors have been associated with OSD. Body weight is of concern with OSD
development. In a study by Nakase and colleagues (year), body weight was significantly greater
in the OSD group than in the control group,which did not display OSD in either knee.18 Greater
body weight translates to greater amount of force on the knee, because the downward force of
an object is equivalent to its mass times the force of gravity — the knee extensors will be most
involved during most activities. An individual with greater body mass will experience greater
force on the knee over time, which might increase their risk for OSD development, as OSD is
caused by repetitive strain on the tibial tuberosity. Another risk factor is rectus femoris tightness. Those with OSD have exhibited increased rectus femoris tightness, or decreased flexibility, as opposed to those without OSD.5 Pain leading to not moving through full range-of-motion
with the knee joint could be to blame for this occurrence, and as this study assessed these risk
factors after diagnosis, compensation in gait patterns to prolonged pain may likely have resulted,
leading to increased tightness/decreased flexibility. Interestingly, increased quadriceps muscle
strength during knee extension was also found to be a risk factor for those with OSD.18 Likely, the
quadriceps is compensating in strength for the weakness exhibited in the biceps femoris of the
hamstrings, as muscle tightness has been associated with muscle weakness.22 As there is mixed
evidence for both strength and weakness as a risk factor in OSD development, clearly more
research is needed. Lastly, numerous studies have indicated that greater amounts of physical
activity, namely repetitive running and jumping movements, during the period of time where
the tibial tubercle growth plate is still closing in a child/adolescent increases the risk of OSD
development. This is thought to be due to the rubbing of the patellar tendon on the open growth
plate.2,5,11 Other risk factors, however, seem consistent — being overweight, decreased flexibility
of the quadriceps and hamstrings, and excessive amounts of physical activity during childhood
and adolescence. Given the discrepancies in the literature further research is necessary regarding some of the risk factors associated with OSD.
PARTICIPATION OF ADOLESCENTS IN SPORT

OSD is most often diagnosed in children and adolescents between the ages of 8 and 14 years,
roughly the time when puberty occurs in girls and boys. This is important, because during early and mid puberty, growth velocity increases, meaning greater bone growth which will stretch
the patellar tendon, increasing the force on the open growth plate, thereby increasing the risk of
OSD development. Bone growth also occurs more rapidly than tendon growth during this time,
also increasing the tension of the patellar tendon. Understanding the physical activities and
involvements of children in this age demographic can be instrumental in uncovering patterns
in OSD occurrence. Roughly 25% of children participate in recreational physical activity
or organized sport, and as OSD is typically associated with those who participate in sport or
consistent physical activity, this demographic is at an increased risk of development.14 Prior
research has found a positive association between socio-economic status and sport participation.23 In addition, positive associations exist between sport involvement and academic success
and the children taking initiative in their lives.23 These positive associations from sport participation may lead to parents, teachers, and coaches encouraging involvement in adolescents,
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which could then lead to OSD development depending on the sport played, amount of time spent
playing weekly and throughout the year, and other factors. Research on OSD has found greater
numbers of affected knees in males than in females, and this may be accounted for by greater
withdrawal from sport by females than males or greater interest in sport organizations themselves up to 13 years of age, as found in a study by Hofferth and Sandberg (2001). Boys and young
men, particularly, show greater interest in sports involving a ball, and these sports — soccer,
basketball, volleyball, etc. — have been found to show greater levels of OSD in participants.11
DIAGNOSIS

Many diagnosis techniques have been employed for OSD patients. Of particular use is a study
published by Kabiri et al. in 2014 performing a systematic review of the current literature on
OSD for diagnosis of patients. Of the diagnosis criteria listed, only one was given a rating of
‘strong,’ for strength of its evidence — pain localised to the tibial tubercle with a visible enlargement, discomfort running, kneeling, ascending, or descending stairs, and quadriceps weakness
on the side of the afflicted knee. Three other diagnostic techniques were given a rating of ‘fair’
— decreased quadriceps flexibility, significantly decreased standing long jump distance, and
pain with the single-leg squat test.15 In our survey, respondents are asked broadly about their
diagnostic techniques, not given these specific options as to not exclude any. However, given
this study, we would expect the previously mentioned criteria to be of frequent response, as
they have already been established in the literature. The survey will allow us to see where there
are similarities and differences in diagnostic techniques compared to previous studies, giving
an updated picture on up-to-date diagnosis of OSD. The greatest amount of information has
come from studies in the late 1900s and early 2000s. Much, specifically sport involvement,
has changed since that time, which could translate to a change in diagnostic and treatment
techniques.14
Imaging techniques may be another option for diagnosis of OSD. Flaviis and colleagues (1989)
demonstrated that use of ultrasonography may be a good, reliable tool for OSD diagnosis as it
gives clear, accurate pictures of changes to the ossification center, cartilage, and surrounding
soft tissues.9 Of particular use is seeing changes to the ossification center, as a large protuberance is often seen anterior to the tibial tuberosity in patients with OSD. X-ray may be another
option for classifying OSD quantitatively given measures of ossification. In a study by Visuri and
colleagues (2007), x-ray imaging showed increased patellar height and elongated patellae and
patellar tendons , which the researchers speculate may result from long periods of tension in the
extensor specimen during growth where femoral growth exceeds that of the anterior structures
of the knee.24 Imaging modalities can be expensive, however, so careful consideration must be
made by the practitioner to determine if it is warranted.

Visuri et al,
2007. Three patellar
height indexes measured from the X-ray
of 20-year-old male
patient with an OSD
ossicle. The inferior
pole of the patella is
elongated (Grelsamer
type II patella).
FIGURE 1

Figure 1. Visuri et al, 2007. Three patellar height indexes measured from the X-ray of 20-year-old male
patient with an OSD ossicle. The inferior pole of the patella is elongated (Grelsamer type II patella).
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MRIs and X-ray are two imaging modalities that have been used by physicians to look for abnormalities in the bone structure surrounding the knee and patella tendon in patients with OSD,
or in those individuals that may be diagnosed with OSD upon imaging.3 The cost of an MRI is
roughly $1,000–$2,000 per day, making it a considerable investment, and likely the reason why
previous review of the literature has not seen imaging modalities used often except in more severe or difficult cases.15 Typical x-ray costs range from $400–$1800, making them a cheaper alternative to MRI, but not by a considerable amount.20 Ultrasound, on the other hand, is a much
more cost-effective option that has been shown to be promising in the detection of OSD, coming
in at roughly $100–$500.1,9 As the future of imaging use in the diagnosis and treatment of OSD
evolves, ultrasound may be the most cost-effective option. More research into its effectiveness
and use is warranted for improved outcomes in the future.
TREATMENT

In the review study by Kabiri et al. in 2014, treatment interventions were reviewed. Stretching was a treatment option commonly seen in the literature. Stretching of both the quadriceps
and hamstrings is recommended if the clinician finds decreased muscle flexibility during the
evaluation. Increasing flexibility of the quadriceps and hamstrings might improve range of
motion that may have been compromised during the time the subject experienced pain when
walking or running. Researchers recommend performing a seated or standing static hamstring
stretch, reaching for your toes with legs locked for 10–30 seconds at a time, performing around 3
sets.5,25,26 However, stretching as a treatment protocol is cautioned, as stretching past a range of
pain could result in a tibial tubercle avulsion fracture.10 Another treatment seen in the literature
is strengthening. While several studies list both the quadriceps and hamstrings muscles as primary targets, a particular emphasis has been on weak quadriceps of the affected knee.2,17 Pain
as a result of OSD may impair range of motion of the affected knee, and as a result, decreased
quadriceps strength will follow, as will decreased hamstring strength. It is recommended that
patients perform straight leg raises followed by short arc quadriceps exercises, wall squats, and
eventually jumping rope exercises.15 Another treatment in the literature is knee orthotics and
iontophoresis. Knee orthotics are not greatly studied for treatment of OSD, but two studies have
shown positive outcomes with their use. Levine and Kashyap (1981) used an infra-patella strap
(Fig. 2) seeing a 92% subject reported improvement of pain by decreasing the pull of the quadriceps over the tibial tuberosity. Aiello and George (2007) utilized a patellofemoral knee orthoses
with an H buttress and infra-patella half-moon buttress (Fig. 3) for relief of pain, as indicated
by subjects subjective measures, by reducing traction forces on the tibial tubercle.16,4 Gaps are
missing that could have quantified effectiveness of the braces further by other measures, such a
strength, flexibility, and physical performance in sport, if they were engaged in a sport(s) before
diagnosis and pain. These are areas of the literature that require further study to determine the
scope of orthotics effectiveness for individuals with OSD.

FIGURE 2 Dar, G., & Mei-Dan, E. (2019). Immediate effect of infrapatellar

strap on pain and jump height in patellar tendinopathy among young athletes.
Figure 2. Dar, G., & Mei-Dan, E. (2019). Immediate effect of infrapatellar strap on pain and jump height in patellar
tendinopathy among young athletes.
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FIGURE 3 BraceAbility Patellofemoral Knee Brace,

Amazon.com
Figure 3. BraceAbility Patellofemoral Knee Brace, Amazon.com

Iontophoresis, another treatment not well researched, involves the use of transdermal medication application. A voltage gradient created across the skin by applied electrodes increases
the permeability of the skin, allowing the medication on the electrode surface to pass the skin
barrier. Iontophoresis has been shown to relieve the painful symptoms of OSD, and the researchers recommend a trial period of no more than 3 treatments for 20 minutes up to 5.0
mA every other day using dexamethasone-sodium-phosphate and 1 cc of hydrochloric acid
injected over the positive electrode.5 Client education is another treatment seen in the literature,
and it is well-supported by many studies as a key component of treatment for OSD patients.5 One
of the most frequently cited client education recommendations is activity modification.5 Activity
modification is another recommended treatment option as OSD is an overuse injury, occurring
from continued, excessive strain of the patella tendon on the closing growth plate at the knee,
resting, or modifying movements so as to decrease knee flexion and extension magnitude should
help improve symptoms.12 Among other considered treatments are heating/icing, physician prescribed medication or NSAIDs, and surgery in the most severe of cases.3 Though several studies
indicate similar, or the same, treatment options for OSD patients, the level of detail as to those
treatments vary or are lacking altogether. For instance, though use of orthotics is mentioned as
being able to improve symptoms of pain, duration of wear, when to wear, and if the patient should
wear the orthotic while performing physical activity is lacking. Furthermore, specific stretching
and strengthening programs specific to OSD subjects are missing altogether. More research is
needed in these areas to address this whole and create better rehabilitation programs that are
accessible and easy to follow for the patients’ greatest recovery.
DISCUSSION OF FUTURE AIMS

In the future we hope to gather a significant number of responses from clinicians, roughly 20
from both physical therapists and physicians. From these responses, we hope to present a more
updated picture about the clinical diagnosis, particularly the use of imaging, and treatment of
OSD, as well as potential differences between physicians and physical therapists. The results will
then inform the OSD community about areas where future studies and research are needed.
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INTRODUCTION

Glioblastomas (GBM) are among the most aggressive types of brain cancers.1,2 Of patients diagnosed with GBMs, the average survival time is 12–15 months.2 Patients with GBM present with
a variety of symptoms depending on tumor location, the most common being the supratentorial
region which accounts for 95% of all GBM with only 5% of GBMs being found in the brain stem,
cerebellum, and spinal cord.6 Conventional therapies include, and are often a combination of,
surgery, chemotherapy and radiotherapy, but these treatments are often highly invasive with
limited chances of complete tumor eradication. In addition, GBM cells are highly aggressive and
infiltrating, which results in a high risk of cancer recurrence after treatments.1,2
Due to the high mortality rate as well as the challenges in treatment, researchers have been
studying GBM in order to obtain insight into the oncogenesis, progression, as well as cellular
characteristics of this detrimental cancer. Past studies suggest that GBMs show a multitude of
differentially expressed genes which makes it difficult to identify a single biomarker that can target a whole GBM tumor.2 This heterogeneity in cells has not been fully understood though it may,
in part, account for the aggressiveness of GBMs.1,2
TREATMENT AND CHALLENGES

SURGERY

Currently, treatment options for GBM tumors are limited. Unlike other cancers, removal of
whole brain tissue is not an option, and surgical interventions often leave patients to choose
between aggressive resections and worsening neurological deficits.3 Individualized surgical
removals of GBMs remain the first step in the gold standard of care for diagnosed patients, but
are rarely successful as a means of treatment on their own due to the invasive nature of GBM
tumors. On average, cancer cells were found to have disseminated 2 cm in vivo and therefore
“radical” resections would have to include an additional 2 cm of brain tissue around the primary
tumor boundary which would lead to severe neurological deficits.8,11
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RADIATION

Radiation therapy (RT) for GBM treatment continues to be studied as a potential option for
post-operative tumors. This treatment would work to kill migrating GBM cells around the
primary tumor resection site without causing damage to the surrounding brain tissue thus
increasing the patient’s life expectancy preventing recurrence or poor-outcome radical
resections. Studies show certain doses of RT (5000–6000 cGy) have been found to be beneficial, any greater radiation is found to have increased toxicity without additional benefit.7 RT is
usually administered over 4–6 weeks. It is typically directed to the site of the removed
tumor presenting area as opposed to the whole of the brain tissue which was proven to be less
effective than localized treatments.8 While some optimistically note RT advances as signals to
future cure possibility, RT is not without its challenges including the radioresistance of some
umors, radiation necrosis, and radiation induced permanent neuronal tissue damage.10,11
As more sensitive forms of RT, such as Intensity-modulated radiation therapy and boron
neuron capture therapy, are being studied as potential treatment for malignant gliomas, they are
demonstrating to be less toxic and more effective in non-brain tissue.11
CHEMOTHERAPY

A few chemotherapy drugs have been shown to effectively treat GBM tumors. temozolomide
or TMZ (methylating agent), carmustine or BCNU (bis-chloroethylnitrosourea) and lomustine (CCNU) are among the drugs that are have been shown to be advantageous to patients
and are currently in clinical us.11 While TMZ appears to be one of the most successful
chemotherapy treatments, it still causes severe side-effects without ridding patients of their
malignancies.11 Due to concerns for patient toxicity, chemotherapy doses are often too low to be
effective Further, the heterogeneity of GBM can cause chemotherapy resistance or an inability
for the drugs to attack the tumor cells directly.8,10,11
TREATING THE PATIENT BEYOND THE TUMOR

Non-tumor-curing surgery has been noted as a worthwhile means of treating GBM symptoms.
These palliative care surgeries could help with lessening the symptoms of GBMs and improve
the patient’s quality of life.11 Surgeries could include resections to take out the primary tumor or
shunt placements to drain fluids that cause excess pressure in the brain.11 Such surgeries aim to
help with seizures, headaches, and other GBM related pain. Treatments are also being studied to
help the mental health issues, such as anxiety and depression, of patients who are experiencing
difficulties related to their brain cancer diagnosis.13 It has been noted that these kinds of treatments are beneficial to the patient in allowing them a dignified death and a better quality of life
in their final days. These treatments also help ease the burdens of the caregivers by lessening the
workload associated with being a patient caregiver, worry over patient well-being, and further
providing relief to emotional and relational symptoms.14
While GBM tumors are currently untreatable, patient lives can be extended through a combination of surgical interventions, chemotherapy, and radiation therapy. Further, it is recommended
that patients are treated beyond their physical symptoms as the nature of brain tumors is such
that psychological symptoms frequently accompany their GBM diagnosis.15 More research is
needed in order to develop a care-model that will eradicate the tumor entirely.
BRAIN CANCER TUMOR MICROENVIRONMENT

In GBM, cancer cells disseminate from the primary tumor at a very early stage and infiltrate the
brain tissue, of which components are mainly collagen IV, laminins and other components such
as perlecan and entactin interconnected to each other. The brain cancer cells were found to migrate via the white matter tracts (e.g. neuron axons and astrocyte processes) and/or interstitial
space along the vasculatures (e.g. basement membrane, perivascular space)4 within the brain
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tissue. As a consequence, the brain cancer cells occupy the brain tissue in distance even prior
to the treatment. This may cause secondary GBM tumors to arise, sometimes stemming from
less aggressive gliomas.16 The increased dissemination of cells from the primary tumor can be
seen in the “fuzzy” or undefined boundaries of patient GBMs through MRI or CT scans.17 Once
again, the heterogeneity of GBMs are seen in the clinical imaging where MRI or CT scans present
unique tumors, and therefore unique challenges, in each GBM patient.11
In addition, chemotherapy drugs are challenged by the brain cancer microenvironment; there
is the highly-selective and only semi-permeable layer of endothelial cells that protect the brain
called the blood brain barrier (BBB), which limits the chemicals, including chemotherapy drugs,
that can enter the brain thereby preventing therapeutic drugs from ever reaching the cancer
cells.5
A BRIEF OVERVIEW OF BIOMARKERS IN GBM STUDIES

Cancer cell biomarkers can be a helpful tool in the diagnosis, prognosis, and treatment of cancers. Biomarkers are identifying chemical signals that help to identify key characteristics or cell
behaviors, especially that which deviates from normal cell behavior.18 Currently, biomarkers
are used for a number of different applications. They are integral parts of the characterization,
diagnosis and/or prognosis of certain cancers. For example, health professionals might determine the severity of a biopsy by screening for the tags that signal how malignant the cells are, and
therefore how well they might respond to treatment. Nearly every patient diagnosed with cancer
has had some sort of biomarker testing.19 These signals could be associated with cell invasion or
metastasis, stem cells, or cell-cell communication.
Cell migration, or invasion, biomarkers are well studied in the literature. Some typical examples for GBM include myosin A, myosin B, and ROCK.2,9 Myosin is theorized to be a migration
requirement for glioma cells to squeeze through crevasses, like the basement membrane, that
are smaller than the cell’s diameter. Further, they would need the ROCK protein to help with
contractility that would perpetuate migration. This is particularly important to note since GBM
cells are highly metastatic, these proteins would contribute, in part, to cancer recurrence and
secondary tumor growth.2
Cancer stem cells (CSC) are distinguished from regular cells due to their specific traits of
self-renewal, differentiation abilities, and increased tumorigenicity. These cells tend to be
signaled by surface biomarkers that are not expressed in healthy somatic cells. Thus, molecular
signatures of CSCs can help categorize stem cell behavior in certain cancers. CD44 and CD133 are
examples of surface biomarkers associated with stemness including invasive potential and
drug-resistance, respectively. Because of their location on the cell surface, CD133 and CD44
make for good target biomarkers for drug therapies.²⁰
In migrating cells, cell-cell and cell-ECM communications may vary from non-migrating cells.
Biomarkers such as integrins (αvβ3, αvβ5) and cadherin are associated with cell-cell communication and may account for their deviation for the primary tumor.2
Biomarkers of gliomas including GBM can be tested for in patients using invasive and noninvasive procedures. While patient biopsies provide clinicians with the most direct analysis of
the tumor, there are a number of other ways to track biomarkers For example, biological fluids
secreted by the body can be a good source of biomarkers. The plasma, or serum, removed from
blood has been known to carry signatures as well. Collecting these cells for testing via pathology is relatively easy as it only requires a blood draw. Due to the excess of other proteins present
in the blood, screening for high-grade gliomas can be difficult. Collecting cerebrospinal fluid
is an additional minimally invasive way to identify markers of certain abnormalities. While
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less comfortable than a blood draw, the spinal tap provides a way to get closer to the brain
malignancy without additional proteins. However, both techniques are challenged by the BBB.
Since not all biomarkers will be able to cross the BBB, they might not get picked up through
cerebrospinal fluid or plasma. In these cases it is recommended that tissue or patient biopsies are
tested. While a brain biopsy is an invasive procedure, it is also the most accurate way to identify
biomarkers.20
FUTURE POTENTIAL OF BIOMARKER TARGETING IN GBM

There are currently dozens of biomarkers that are being and have been identified as differentially expressed in GBM tumors. Such biomarkers include oncoprotein 18, albumin, and EGFR.
Identification of these biomarkers goes through a specific experimentation of biomarker
discovery in research labs. After accessing a biospecimen such as a cell line or patient biopsy,
researchers can check for biomarkers using a wide range of techniques, such as Gel-electrophoresis MALDI-MS or assay analysis. Besides, the hope of proteomics is to identify more biomarkers that can be helpful are currently being studied.
Finally, developing in vitro models helps researchers better understand what biomarkers are
expressed in environments similar to that of in vivo environments. For example, because 3D
and 2D cell models have different behaviors, spheroids are commonly used to replicate a tumor’s
three-dimensional shape and behavior to best represent what is happening in vivo.21
After a biomarker has been identified, it can be looked at for clinical validation. This is a lengthy
process that takes lots of time and resources before the biomarker can be utilized for therapeutic use.20 However, despite the increasing number of biomarkers being discovered in cancers,
no GBM markers have made their way into commonplace therapeutics. While the application
is still in its infancy, the potential of biomarker use is wide-reaching. Through the validation
and optimization of the clinical uses for biomarkers, there is sure to be significant change in the
outcomes of patients diagnosed with GBM and other related cancers. In the future, it is likely
that biomarker targeted therapies will be providing better diagnoses and prognoses for patients.
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ABSTRACT

Macrophages are one of the many essential cells of the innate immune system that help to
protect the body from dangerous pathogens such as Listeria monocytogenes. They provide a
variety of functions from targeting pathogens through phagocytosis to generating immune
responses. To perform these functions, macrophages must be activated via specific cytokines
and bacterial molecules. There are two main ways that macrophages can be activated: classically
(M1) and alternatively (M2). Furthermore, the presence of propionate can determine how well
the macrophage’s immune responses can defend against L. monocytogenes. My thesis research
aims to determine whether propionate alters the morphology of the two macrophage activation
states and to identify how propionate affects the intracellular infection of classical vs alternative
activation. In this literature review, I discuss the background information that is the framework
for my research goals and introduce the research questions I intend to address through future
experiments.
WHAT IS A MACROPHAGE?

A macrophage is a type of white blood cell that is an important part of the immune system and
helps the body defend against various pathogens. They have a relatively long lifespan of a few
months, and are also involved in phagocytosis and homeostasis in addition to their essential
role in immune responses.3 Macrophages can be found in the liver, brain, bones, lungs, and the
intestinal tract, among other locations.2 Some macrophages originate from hematopoietic stem
cells in the bone marrow, which then differentiate into monocytes.3 Monocytes are leukocytes
or white blood cells that are found in the bloodstream and have a pretty short life span of only
a few days due to “spontaneous apoptosis.”11 However, they can enter into the tissues and
differentiate into macrophages.11 Macrophages can also originate from embryonic yolk sacs
and are “maintained in peripheral tissues by self-renewal.”2 These types of macrophages are
typically found within peripheral tissues. The properties and specific function of macrophages
depends on which organ the macrophage is residing.2 For example, macrophages located in the
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gastrointestinal tract help to maintain homeostasis, whereas macrophages located in the lungs
remove bacteria that enters the lungs through phagocytosis.2 In general, macrophages provide
a variety of functions that defend the body against dangerous pathogens.
WHAT ARE THE FUNCTIONS OF MACROPHAGES?

As previously mentioned, the main function of macrophages is to defend against pathogens
to protect the immune system. Macrophages are part of the “innate immune system,” which
recognizes and disposes of pathogens after infection.2 To do this, macrophages produce an
inflammatory response using intracellular receptors called pattern recognition receptors
(PRRs). PRRs recognize pathogen-associated molecular patterns (PAMPs) when infection
is present.2 For example, toll-like receptors (TLRs), a type of PRR, can recognize lipopolysaccharides (LPS), which are located in the cell wall of various types of bacteria.11 Once the TLRs
recognize that a pathogen has invaded, the macrophages produce cytokines and chemokines,
which are proinflammatory proteins that assist in promoting immunity.11 To accomplish this,
macrophages communicate to other mediators that a pathogen has invaded in order to begin
the process of inflammation to fight the infection. Inflammation builds immunity through the
increase in “the flow of lymph, which carries microbes or cells bearing their antigens from the
infected tissue to nearby lymphoid tissues, where the adaptive immune response is initiated.”3
One of the major roles of cytokines in inflammation is to alter the permeability of the blood vessels, which enables fluids and proteins to enter, causing swelling, redness, and heat in the infected tissues. Cytokines also “alter the adhesive properties of endothelial cells,” making it easier
for the surrounding immune cells to enter into the tissue. However, too much activation of
these proinflammatory cells can cause organ failure and give rise to several diseases such as
atherosclerosis, rheumatoid arthritis, and tumor development.11 As a result, the production of
anti-inflammatory cytokines are also necessary in order to counteract the inflammatory responses and maintain a balance in the body.11 Furthermore, chemokines are necessary in inflammation
because they have the ability to attract the inflammatory cells to the area of infection.3 Together, cytokines and chemokines are able to produce an inflammatory response that aims to fight
infection and to suppress an inflammatory response when needed.
In addition, macrophages perform several other essential functions besides inflammation when
it comes to immune responses. They are also phagocytic cells, meaning that when the PRRs are
triggered by a pathogen, macrophages will “engulf and kill invading microorganisms” as their
first line of defense.3 Once the PRR binds to the specific PAMP, protrusions of the macrophage’s
cytoplasm, will enclose the bacteria and form the phagosome.12 From there, the phagosome will
merge with a lysosome, turning into what is known as a phagolysosome. The phagolysosome
will begin to decompose the waste products inside the cell by lowering the internal pH and then
expelling it from the cell.12 In addition, the macrophage will break down the pathogen through
“oxygen-dependent and -independent attacks.”2 Nitric oxide, antimicrobial proteins, and antimicrobial peptides also aid in destroying the pathogen during phagocytosis when released.12
Finally, macrophages assist in maintaining homeostasis by removing dead cells and waste and
ingesting them. This is known as apoptotic cell uptake, and through various anti-inflammatory
molecules that stop inflammation from beginning, they are able to maintain homeostasis and
get rid of any toxins and waste.1 Macrophages also help to maintain homeostasis in metabolism,
tissue regeneration, thermogenesis, bone remodeling, and brain development1.
HOW ARE MACROPHAGES ACTIVATED?
WHAT ARE THE FUNCTIONS OF M1 AND M2 ACTIVATED MACROPHAGES?

When a macrophage is activated, the cell’s activity is enhanced to mount an appropriate
response. There are two routes in which macrophages can be activated: classical (M1) and
alternative (M2). Classical activation is characterized by the production of a pro-inflammato-
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ry response to pathogens. For activation to occur, PRRs must detect that a pathogen is present
and can then release cytokines or other proinflammatory proteins that aid in immunity. The
cytokine IFN-γ and bacterial molecule LPS are the primary signals of classical activation
of macrophages. To be classically activated, the macrophage is “primed” by IFN-γ, and then
interacts with LPS, resulting in activation.7 Then, the macrophage releases numerous
proinflammatory cytokines, including IFN-β, IL-12, TNF, IL-6, and IL-1β, among other
chemokines and antigen presenting molecules.8 In contrast to classical activation, alternative
activation does not produce an inflammatory response. The M2 phenotype is activated when
IL-4, a cytokine produced by eosinophils, basophils, and macrophages, is recognized by receptors.8 M2 activation decreases inflammation responses, prompts macrophage fusion, and
inhibits phagocytosis. Additionally, the macrophage releases anti-inflammatory factors such as
IL-1ra, Ym1, IL-10, TGFβ, and others. In addition to decreasing inflammation, the production of
TGFβ is involved in constructing the extracellular matrix, is degraded during M1 activation.7
Overall, both activation states play a crucial role in building immunity; however classically
activated macrophages promote inflammation while alternatively activated macrophages
promote healing.
Furthermore, studies have shown that there is a morphological difference in M1 and M2
macrophages in addition to a difference in function. When macrophages stimulated with LPS
and IFN-γ were observed under a microscope, they had a “round, pancake-like shape within 24 hours of stimulation.”9 When macrophages were stimulated with IL-4, they had a more
elongated shape.9 Additional experiments found that inducible nitric oxide synthase (iNOS)
was upregulated during M1 activation while arginase-1 was upregulated during M2 activation.
The presence of iNOS and arginase-1 indicate that the macrophage is proinflammatory and
pro-healing, respectively. These observations demonstrate that the shape of a macrophage
is altered depending on the activation state.9
WHAT IS LISTERIA MONOCYTOGENES?

Listeria monocytogenes is a foodborne pathogen that causes the infection listeriosis when an
individual ingests contaminated food.5 This pathogen is found throughout the environment,
can survive for long periods of time, and is able to tolerate a variety of conditions.10 L. monocytogenes can survive in a multitude of conditions such as hot and cold temperatures and
acidic and basic conditions. Its ability to easily adapt to and tolerate these environments suggests that the infection can be very difficult to control if an outbreak were to occur.10 Because of
L. monocytogenes ability to survive harsh environments, infection can be deadly, especially to
high-risk groups such as pregnant women, infants, the elderly, and those with a compromised
immune system.5 According to the CDC, approximately 1,600 people contract the disease
per year, and one in five of those people die as a result.5 The high mortality rate demonstrates
the severity of L. monocytogenes infection. After growing in the liver and bloodstream,
L. monocytogenes can easily invade and affect other parts of the body. People may develop
severe infections in the brain, the spinal cord, and the digestive tract from listeriosis.10
L. monocytogenes may even impact the functions of bones, joints, certain parts of the chest, and
abdomen.5 Additionally, “listeriosis during pregnancy results in fetal loss in about 20%
and newborn death in about 3% of cases.”5 These statistics highlight the severity of L.
monocytogenes infections, and the need to learn more through research to understand its
infection mechanism to identify effective infection prevention strategies.
HOW DOES LISTERIA MONOCYTOGENES INFECT HOST CELLS?

L. monocytogenes is an intracellular pathogen that can grow inside macrophages and
disseminate to peripheral organs. After an individual ingests contaminated food, L. monocytogenes travels through the intestinal tract and crosses the intestinal epithelial barrier to cause
localized infections, which typically leads to gastrointestinal illnesses. From the GI tract,
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L. monocytogenes can spread and cross the blood-brain and placental barrier, leading to
infections in the central nervous system and developing fetus.16 When an individual cannot
clear this initial infection, L. monocytogenes can spread to other parts of the body by growing and
hiding inside macrophages. Intracellular growth protects L. monocytogenes from extracellular
immune surveillance. L. monocytogenes is considered an “invasive bacterium,” meaning it can
enter different cell types and then invade neighboring cells.16 L. monocytogenes has the ability to
do this because of its “elaborate arsenal of virulence factors that functionally and structurally
mimic host proteins to hijack cellular processes for its own benefit.”16 These virulence factors
can affect macrophage responses, resulting in a change in the overall immune response to the
infection.16
Listeria monocytogenes requires a variety of virulence factors and signaling proteins to aid in
its infection of cells. The first step of infection is entry into the cell, which involves the leucine
rich, repeat proteins called internalins.16 These are surface proteins that are characterized by
a N-terminal cap, twenty-two amino acid repeats, an inter-repeat region, and C-terminal repeats.15 More specifically, the two primary internalins that assist L. monocytogenes in entering
non-phagocytic cells are InlA and InlB. InlA and InlB are both essential for binding to surface
proteins of the cell, allowing L. monocytogenes to adhere and enter the host cell. InlA binds to
a protein called E-cadherin, found in the intestinal epithelium, which interacts with the actin cytoskeleton and maintains tissue stability through its homotypic interactions.13 When
lnIA binds to E-cadherin, the plasma membrane is rearranged by L. monocytogenes, allowing
the pathogen to invade and cross the intestinal barrier.13 Furthermore, greater amounts of
InlA present on the surface of L. monocytogenes correlates to an increase of invasiveness.15
Alternatively, InlB binds to tyrosine kinase Met, which is expressed broadly, suggesting that
L. monocytogenes can infect a wide variety of host cells in vitro.16 Both InlA and InlB bind to
different sites, and both internalins signal for receptor ubiquitination, clathrin recruitment,
cytoskeleton rearrangement, and pathogen uptake to occur.16 There are an abundance of
other internalins that have been discovered; however, they perform other functions such as
assisting in cell-to-cell spread or evading autophagy, which are functions that are not
responsible for getting L. monocytogenes into the target host cell.13
Additionally, L. monocytogenes requires the use of several other virulence factors and structures to assist it in effectively invading host cells. One example of these are membrane vesicles,
which have been found to “play a significant role in virulence and host cell interactions.”6 These
vesicles are composed of phospholipase C (PI-PLC) and listeriolysin O (LLO), and perform of
variety of roles, such as providing the virulence factors L. monocytogenes needs, responding to
and protecting L. monocytogenes from stress in the environment, and inhibiting autophagy.6
There can be up to 312 proteins inside the membrane vesicles of L. monocytogenes, which are
involved in stress, virulence, and host-pathogen interactions. For example, the “internalin B,
listeriolysin O, ClpB, PepT, GroL network with human proteins [is] involved in endocytosis,
autophagy, immune response, and mitochondrial-mediated apoptotic pathways.”6 Another
virulence factor for L. monocytogenes are biofilms, which are “multifaceted societies … that
deliver resources and defense to harsh environments.”6 When these biofilms are developed,
they attach to biotic surfaces such as the GI mucosa, and can assist the bacterium in surviving
in its natural environment and aids in survival during food washing and sterilization processes. Furthermore, biofilms are essential for helping L. monocytogenes to resist various
environmental stressors such as fatty acids and antibiotics.6 Because of the biofilms ability to
adhere to surfaces and survive in harsh environments, this makes L. monocytogenes infection
even more dangerous.
Following adhesion to the host cell surface, L. monocytogenes begins the “zipper” mechanism,
in which the cytoskeleton and membrane rearrange so that uptake of the pathogen occurs.
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This step also often involves a protein called clathrin, which assists actin in the engulfment of
the bacteria into the vacuole. Now, L. monocytogenes is trapped inside an acidic vacuole, the phagosome, in which it escapes using virulence factors listeriolysin O (LLO) and phospholipases
PI-PLC and PC-PLC.16 These are able to destabilize the membrane in which L. monocytogenes
are originally trapped, enabling escape of the phagosome and entry into the cytosol, where
the pathogen can replicate into high numbers. Furthermore, LLO adjusts the concentration
of calcium and the pH of the vacuole, which prohibits the lysosome from fusing and allows
the bacteria to escape. LLO is also important for inducing hemolysis, which has been found to
correlate to increased L. monocytogenes virulence.13
After entry into the cytoplasm, L. monocytogenes must “adapt its metabolism to the intracellular milieu to replicate efficiently.”16 Utilizing glucose-1-phosphate and expressing the hexose
phosphate transporter (Hpt), the bacteria can continue to grow intracellularly. The next stage
of infection involves dissemination and infection of the host cells, using the virulence factor
ActA, which is a surface protein that functions to recruit the actin protein complex and the
actin polymerization to the surface of the bacterium.16 This results in the formation of the actin
structure on the surface of L. monocytogenes. The actin structure is located on the end of the
bacterium to allow polarization, so L. monocytogenes can travel in one direction throughout
the cytoplasm. The polymerized actin also helps to prevent L. monocytogenes from clearance
by autophagy, the process in which damaged organelles or proteins are removed from the cell.
Intracellular L. monocytogenes will eventually develop “protrusions” on its cell membrane
that allow the pathogen to invade adjacent cells without being exposed to the antibodies in
bloodstream circulation, allowing the bacteria to multiply and spread very easily. This intracellular infection cycle then repeats in newly infected macrophages through escaping the double
membrane vacuole.16 The infection process allows L. monocytogenes to evade extracellular
immune defenses, making the pathogen more dangerous and less detectable.
HOW DO L. MONOCYTOGENES AND MACROPHAGES INTERACT?

When L. monocytogenes invade the body, macrophages respond to try and eliminate the pathogen. For example, macrophages infected by L. monocytogenes produce nitric oxide and reactive oxygen species in phagosomes to prohibit the bacteria from entering the cytoplasm.16
When infected with L. monocytogenes, macrophages may “secrete molecules that function in a
proinflammatory immune response.”18 These immune responses are signaled by proteins called
cytokines such as IFN-γ through increased phosphorylation of STAT1.18 However, prolonged
L. monocytogenes infections caused a reduction in STAT1 phosphorylation through the activity
of SOC3, a cytokine suppressor.18 A previous study completed in 1994 found that four hours after
infection, infected macrophages had higher levels of proinflammatory cytokines compared to
the non-infected macrophages.4 They also concluded that the cytokines could only be induced
if L. monocytogenes entered the cytoplasm because they observed that the nonhemolytic
L. monocytogenes, which “are unable to lyse the phagosomal membrane”, did not induce any of
the cytokines.4
Although pro-inflammatory cytokines seem to dominate early infection responses, one study
reported that macrophages pre-treated with IFN-γ was more susceptible to cell death upon
L. monocytogenes infections based on the observations that macrophages deficient of IFN
receptor were strongly resistant to cell death.17 This is an interesting finding, because one would
think macrophages activated by IFN-γ would produce more antimicrobial compounds and
therefore be more resistant to cell death by intracellular L. monocytogenes infections. However,
this is not the case since the macrophages treated with IFN-γ show increased cell death. These
studies collectively demonstrate that there is a complex relationship between L. monocytogenes
and macrophage activation states that requires further investigation.
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Furthermore, Dr. Sun’s lab has previously investigated ways in which propionate, a short
chain fatty acid that is produced in the intestines, affects both macrophages and L. monocytogenes responses. Propionate is important to study because it is produced in the gut, which is
where L. monocytogenes infection often takes place. One study in the lab considered how propionate would affect L. monocytogenes in the presence of oxygen (aerobic) versus the absence
of oxygen (anaerobic). Under aerobic conditions, propionate treatment resulted in a decreased
adherent growth of L. monocytogenes and a decreased LLO production. However, under anaerobic
conditions, propionate supplementation resulted in increased adherent growth and LLO
production. These results suggest that propionate can enhance L. monocytogenes depending
on whether or not oxygen is present.14 Alternatively, treating macrophages with propionate
decreases actin colocalization of L. monocytogenes. Because actin polymerization helps
L. monocytogenes to spread, this finding suggests that treating macrophages with propionate
would decrease L. monocytogenes dissemination. However, data from the lab also showed that
treating activated macrophages with propionate decreased the production of nitric oxide, an
antimicrobial compound. It is unclear if the reduction of actin colocalization and the reduction
of nitric oxide production are related. Nevertheless, these findings indicate that propionate has
a significant effect on L. monocytogenes infections and highlight more questions about what
other infection processes are influenced by propionate.
RESEARCH GOALS

Previous research has shown that macrophages and L. monocytogenes interact with and
are affected by the presence of propionate; however, not much has been studied as to how
their interaction alters the morphology of the macrophages. The goal of my research is to
determine the effects of propionate supplementation on a macrophage’s activation state.
Since macrophages can be activated both classically and alternatively, I hope to find
how macrophage interactions with propionate affects the morphology and response to L.
monocytogenes infection. This summer and moving forward, my specific research goals include:
1. Assessing macrophage morphology of the activation states through the program ImageJ
2. Activate macrophages both classically and alternatively to determine the effects of
propionate on activation state
3. Infect the macrophages of both activation states to see the effect propionate has on
intracellular infection of classical vs alternative
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ABSTRACT

Listeria monocytogenes is a Gram-positive, rod-shaped facultative anaerobe that can withstand a
wide range of harsh conditions. When ingested, L. monocytogenes causes the infection known as
listeriosis, which can spread to the heart and cause endocarditis. L. monocytogenes endocarditis
encompasses a wide variety of symptoms and often targets specific populations. L. monocytogenes causes the highly fatal endocarditis by following an infection pathway from the GI tract,
through the bloodstream, and ultimately to the heart. L. monocytogenes has a complex life cycle
inside and outside of a host where it can grow and survive in a wide variety of environments.
Throughout the transmission and infection process, L. monocytogenes experiences varying
levels of oxygen, requiring the bacterium to survive and adapt to these conditions. Overall,
details of the pathogenesis in Listeria monocytogenes heart infection remain poorly understood,
arguing for more research for better infection control and prevention.
SECTION I: PREVALENCE OF LISTERIA MONOCYTOGENES-ASSOCIATED ENDOCARDITIS

Listeria monocytogenes is a Gram-positive, rod-shaped facultative anaerobe that can withstand
a wide range of harsh conditions. When ingested, L. monocytogenes causes the infection known
as listeriosis. Approximately 1600 people are infected with listeriosis per year in the United
States.1 Although the total number of listeriosis cases is low, the mortality rate of the disease is
high. In the last year, three listeriosis outbreaks were linked to deli meats, enoki mushrooms,
and hard-boiled eggs, with mortality rates of 9.1%, 15.4%, and 12.5%, respectively.2 It is currently
observed that 7–10% of listeriosis cases involve infection of heart tissues, which often presents
as endocarditis or myocarditis. Cardiac infection from L. monocytogenes results in a 35% mortality rate despite treatment.3 For example, a retrospective study from the Journal of Infection
identifies 71 culture-proven cases of listeriosis associated with endovascular infections. In this
study alone, L. monocytogenes-associated endocarditis had a mortality rate nearly double that of
other pathogens.4 Based on current understanding, L. monocytogenes-associated endocarditis
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manifests itself more often in patients with a replaced heart valve. In a review of case studies,
60% of L. monocytogenes endocarditis patients had an underlying heart valve disorder, 33.8%
of which were prosthetic valves.5 In a second review of case studies, 71% of patients had
underlying cardiac conditions prior to contracting L. monocytogenes associated endocarditis.6
Despite the prevalence of listeriosis, the pathway of infection of L. monocytogenes endocarditis
is poorly understood and methods for infection prevention are unclear; therefore, further
research is necessary to understand factors that influence the process of L. monocytogenesassociated endocarditis.
SECTION II: LISTERIA MONOCYTOGENES-ASSOCIATED ENDOCARDITIS

L. monocytogenes endocarditis is a changing disease, encompasses a wide variety of symptoms,
and affects specific populations. According to the Mayo Clinic, typical symptoms of endocarditis
include, but are not limited to, aching joints and muscles, chest pain during breathing, fatigue,
fever and chills, night sweats, shortness of breath, swelling in feet, legs, or abdomen, and new or
changed heart murmurs. Furthermore, older age, artificial or damaged heart valves, congenital
heart defects, implanted heart divide, history of previous endocarditis, history of illegal IV drug
use, poor dental health, or long-term catheter use place people at a higher risk for endocarditis.7
Certain populations with impaired immunity are also at risk for L. monocytogenes endocarditis,
such as pregnant women, elderly patients, and neonates. Patients with underlying cardiac conditions such as ischemic cardiomyopathy, mitral prolapse, hypertrophic cardiomyopathy, or rheumatic heart disease have an increased risk for L. monocytogenes endocarditis as well.8 Based on
a case report including four patients, elderly patients with diabetes and a prosthetic valve were
particularly at risk for L. monocytogenes endocarditis.9 The limited at-risk demographics and
corresponding studies on this particular form of L. monocytogenes infection indicate that there
are still unknown symptoms and risk factors for L. monocytogenes-associated endocarditis.
Diagnosis for L. monocytogenes endocarditis can be difficult and time-consuming due to its wide
range of symptoms and risk factors. To diagnose endocarditis, healthcare providers often obtain
a blood culture test, complete blood count, echocardiogram, electrocardiogram, a chest x-ray,
and a CT or MRI scan. In many cases, more than one test is required to confirm the diagnosis.
After diagnosis, endocarditis can be treated with high doses of IV antibiotics or surgery to repair
any valve damage caused by the disease.10 Although there are established methods for diagnosis and treatment of endocarditis, endocarditis caused by L. monocytogenes can be challenging
to diagnose and treat. For example, in a case with a 74-year-old hemodialysis patient, endocarditis was not initially diagnosed after blood cultures, additional blood tests, a chest x-ray, and
an echocardiogram. The patient was treated with amoxicillin; however, after discontinuation
of the antibiotic, the patient’s symptoms returned. After this, L. monocytogenes endocarditis
was reconsidered and then diagnosed. Healthcare providers suggested further treatment with
amoxicillin and surgery; however, the patient refused, and the condition persisted.11 Similar to
cases of the 74-year-old patient, most cases of endocarditis associated with L. monocytogenes are
treated with several antibiotics rather than just one, and in some cases surgery, or often a combination of antibiotics and surgery.5,6 The disease often requires multiple treatment methods due
to the pathogen’s ability to survive environmental stress and its persistent survival. However,
despite multiple treatments, L. monocytogenes endocarditis still has a high mortality rate and is
difficult to treat effectively. Challenges related to diagnosis could lead to ineffective treatment of
endocarditis, leading to increased damage in the human body.
SECTION III: LISTERIA MONOCYTOGENES INFECTION ROUTE

L. monocytogenes has a complex life cycle inside and outside of a host. L. monocytogenes can grow
and survive in a wide variety of environments including but not limited to high and low temperatures, low pH, and high salt concentrations. Living in these potentially stressful environments
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requires the pathogen to be able to survive and adapt to a multitude of stressors, such as acidic
and osmotic stress, throughout its life cycle. For example, the pathogen can create biofilms and
utilize flagellum to survive harsh conditions and continue to spread through the environment
it is growing in. Due to the ability of L. monocytogenes to survive in an expansive scope of conditions, it can persist through food preservation and safety measures that would otherwise kill
foodborne pathogens. L. monocytogenes persists and adapts to these environmental conditions,
ultimately resulting in contamination of a variety of raw and processed foods like dairy products,
meat and seafood products, and fresh produce.12 Humans are at risk for consuming L. monocytogenes since it can survive despite food safety precautions in many different types of food.
When ingested, L. monocytogenes can linger and spread in the gastrointestinal tract. Once inside the gastrointestinal tract, L. monocytogenes adheres to and enters intestinal epithelial cells.
L. monocytogenes can do this with the help of many surface proteins. Listeria adhesion protein is
present in the bacterial cell wall and is critical for establishing full adhesion between the epithelial cells and the bacterium.13 Another protein important for epithelial cell adhesion is internalin
A, a L. monocytogenes surface protein. Internalin A mediates bacterial adhesion and invasion of
the epithelial cells in the human intestinal tract. In addition to adhesion, internalin A begins to
induce uptake of L. monocytogenes into epithelium cells. With an increased amount of internalin
A, L. monocytogenes is increasingly invasive. Internalin A interacts with E-cadherin, a surface
receptor in the epithelium, and drives invasion of the cells. When L. monocytogenes adheres to
the epithelial cells, it triggers invasion of individual host cells that normally are nonphagocytic.14
The internalin adherence to peptidoglycan in the bacterial cell wall allows L. monocytogenes to
invade epithelial cell mucus, ultimately leading to epithelial cell invasion. Internalins B, C, and
J mediate binding to intestinal mucin, then internalin J adheres to intestinal epithelial cells. Internalin B promotes deeper infection of cells by binding to receptor c-Met, a growth factor receptor, on epithelium cells.13
Host cell invasion by L. monocytogenes occurs by extension of the plasma membrane around
the bacteria, which forms a vacuolar compartment, or a phagosome. 15,16 To establish in the
host cytosol, where L. monocytogenes can replicate, L. monocytogenes secretes listeriolysin O
(LLO) and phosphatidylinositol-specific phospholipase (PI–PLC) to break down and escape
from the phagosomes. Phagosomal escape protects intracellular L. monocytogenes from degradation in the phagosomes or from killing by cellular autophagy, ultimately increasing
intracellular survival.
While in the host cell cytosol, L. monocytogenes is able to catalyze actin polymerization using the
ActA proteins on the bacterial surface, which leads to the bacteria propelling itself in the cytosol.17 Cell to cell spread occurs when L. monocytgenes organizes actin into a comet-like tail at
one end of the bacterium. When a protrusion occurs from an infected cell to an uninfected cell,
the uninfected cell takes up the newly encountered L. monocytogenes through phagocytosis and
the cycle repeats.18 Intracellular infection and cell to cell spread of L. monocytogenes requires a
multitude of proteins. These proteins result in the bacteria successfully invading the epithelium
and spreading among the GI tract, entering macrophages, and traveling throughout the rest of
the body. Once L. monocytogenes leaves the GI tract, it can disseminate into heart tissues; however, this aspect of L. monocytogenes pathogenesis is poorly understood. Therefore, more studies
should be completed on this aspect of L. monocytogenes infection.
SECTION IV: OXYGEN LEVELS THROUGHOUT THE TRANSMISSION AND INFECTION PROCESS

Throughout the transmission and infection process, L. monocytogenes experiences varying
levels of oxygen. L. monocytogenes can be found in a wide variety of raw and processed,
often ready to eat foods.12 Ready to eat foods are packaged in a specific manner known as foodmodified atmosphere packaging. Packaging products under a modified atmosphere often
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increases shelf life and improves the quality of the food. The atmosphere inside the packaging
results in increased carbon dioxide and nitrogen concentrations and significantly reduced oxygen content. In many cases, oxygen levels are below 2% in the packaging, which reduces oxidation
of the product. Different products have varying gas mixture compositions; however, most have
limited to no oxygen content because 0–1% oxygen packaging demonstrates the longest shelf
life of the food.19 When L. monocytogenes is introduced into food-modified atmosphere packaging, it experiences largely anaerobic conditions.
Once the food is removed from the packaging, the product and L. monocytogenes within the
product are exposed to atmospheric air. Atmospheric air typically contains about 21% oxygen
and 78% nitrogen.20 After opening of the packaging and prior to human consumption, L. monocytogenes experiences aerobic conditions for a limited amount of time.
After human consumption of a L. monocytogenes contaminated product, the bacterium enters
the gastrointestinal tract. An oxygen gradient exists within the human intestinal tract, but
luminal oxygen pressures tend to decrease among the longitudinal gut axis. Within the gut,
oxygen is consumed to harvest energy from food. When physiologically measured, the pressure
of oxygen varied in different areas of the GI tract. The pressures measured in the GI tract were
34 mmHg, 30 mmHg, 39 mmHg, and less than 1 mmHg in the terminal ileum, cecum, sigmoid
colon, and rectum, respectively, all of which are significantly lower than atmospheric oxygen at 160 mmHg.21 The intestinal lumen is characterized by the lack of oxygen, meaning that
L. monocytogenes exists in anaerobic conditions there.
Once L. monocytogenes escapes the intestinal lumen and spreads to other parts of the body,
it experiences aerobic conditions once again. According to Mayo Clinic, normal arterial oxygen
is approximately 75 to 100 mmHg and normal pulse oximeter readings range from 95–100%
oxygen saturation.22 Therefore, once L. monocytogenes enters the bloodstream, it experiences
high oxygen levels.
Throughout transmission and infection of L. monocytogenes from contaminated food, the human intestines, to dissemination in the bloodstream, the bacterium experiences environments
changing between high oxygen and low oxygen levels, which requires adaptation for survival and
growth of the pathogen.
SECTION V: ANAEROBIC ADAPTATION IN LISTERIA MONOCYTOGENES

As previously mentioned, Listeria monocytogenes is capable of surviving in a multitude of harsh
conditions; however, its ability to survive and adapt in environments with limited oxygen is particularly notable. L. monocytogenes successfully adapts its metabolism and virulence regulation
in anaerobic conditions. This adaptation is significant for L. monocytogenes survival, growth,
and spread in the GI tract. Under anaerobic conditions, L. monocytogenes has a different metabolic response than in aerobic conditions. Sugars which enhance L. monocytogenes growth vary
under aerobic and anaerobic conditions. In aerobic conditions, L. monocytogenes grows in the
presence of maltose and lactose, whereas in anaerobic conditions, the bacteria grow in the presence of hexoses and pentoses. Sucrose, maltose, and lactose do not support anaerobic growth
of L. monocytogenes. Although, glucosamine, N-acetylglucosamine, and glucose all support
L. monocytogenes growth under aerobic and anaerobic conditions.23 Furthermore, L. monocytogenes produces different molecules under varying oxygen environments. Under aerobic
conditions, L. monocytogenes produces lactic and acetic acid, but only produces lactic acid under anaerobic conditions. Additionally, L. monocytogenes produces lactate and acetate under
aerobic and anaerobic conditions, but the bacteria also produce formate, ethanol, and carbon
dioxide under anaerobic conditions. Under anaerobic conditions, more cell lysis was observed,
but cell production yields were 20% than that of aerobic conditions.23
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As a whole, anaerobic conditions increase infective potential and danger of L. monocytogenes.
Research conducted at the Technical University of Denmark suggests L. monocytogenes grown
in oxygen restricted environments pose a larger risk than L. monocytogenes not grown in oxygen restricted environments. If L. monocytogenes is exposed to oxygen restricted environments
prior to ingestion, it has a higher infective potential due to an increased amount of internalin
A expression. This increases the initial spread of L. monocytogenes from the intestinal lumen
to other internal organs.24 However, we have also observed that anaerobic L. monocytogenes is
severely compromised in intracellular growth compared to aerobic L. monocytogenes.25,26
Therefore, the impact of exposure to fluctuating oxygen levels on infections is likely complex and
remains to be fully understood.
SECTION VI: RESEARCH GOALS AND APPROACHES

The pathogenesis of Listeria monocytogenes heart infection is poorly understood; however, this
pathway of infection is necessary to understand due to its dangerous clinical implications. Studies have indicated the severity and fatality of L. monocytogenes associated infections, especially
those that involve the heart. Because of this, I hope to discover how cardiac infection differs from
L. monocytogenes infection in macrophages, which are white blood cells that produce immune
responses. I aim to investigate the ability of Strain 07PF0776, a cardiotropic isolate, to infect
macrophages and cardiac myoblast cells to further understand the pathogenesis of L. monocytogenes from ingestion to cardiac infection. In order to do this, I plan to and have started to
accomplish this with the following goals:
1. Learn and establish appropriate infection parameters, including multiplicity of infection
and infection duration, for H9c2 cells with aerobically grown L. monocytogenes
2. Compare infection outcomes in H9c2 cells between L. monocytogenes with or without the
anaerobic propionate treatment
3. Determine the effects of propionate on cellular infections by L. monocytogenes strain
07PF0776
To fully accomplish these goals, I will continue my research throughout the remainder of my undergraduate career at the University of Dayton. I intend to declare and pursue an Honors Thesis
Project to complete the project goals listed above.
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ABSTRACT

Animals build, organize, and maintain a diversity of cell types throughout development and
adulthood. Cellular diversity results from the regulated expression of genes, where most
genes are “pleiotropic” with expression occurring in several cell types and/or developmental
stages. Cell type and developmental stage-specific patterns of expression are switched on by
cis-regulatory element (CRE) DNA sequences. In contrast to genes, CREs are generally assumed
to function in a modular non-pleiotropic manner, where each CRE activates expression in one
cellular context. Gene pleiotropy arises from their regulation by multiple modular CREs. This
assumption shapes the way CREs are thought to impact development, evolution, and genetic
disease. However, the generality of CRE modularity has not been satisfactorily demonstrated,
as it is difficult to test for CRE activity or inactivity in all cell types and developmental stages. The central goal of my research was to begin an exploration of whether CREs can possess
pleiotropic gene expression regulating activities. For any identified pleiotropic CRE, subsequent
studies could resolve how the multiple activities are encoded and evolved in DNA sequence. The
t_MSE CRE regulates male-specific expression of the Drosophila melanogaster tan gene as a part
of a program to develop melanic cuticle plates on the posterior abdomen of this fruit fly species.
I found a pleiotropic function for this CRE in the adult clypeus region. In this publication, I give
a rationale for studying and detail a project to find the functional sequences responsible for this
CRE’s pleiotropic functions, determine which CRE activity evolved first, and clarify which gene
or genes this CRE controls the expression of in the abdomen and clypeus. These experiments
will provide insights as to how CRE pleiotropy works and evolves. The outcomes have broad implications in biology, notably on the roles of CREs in development, evolution, and genetic disease.
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A Inverse Relationship Between Pleiotropy and Evolvability
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FIGURE 1 Pleiotropy and its relationship
with evolvability.

(A) Theoretical and empirical studies suggest
that there exists an inverse relationship between
pleiotropy and evolvability. (B) When the
expression of a pleiotropic gene is under the
control of a single cis-regulatory element,
mutations altering the element’s function are
likely to be equally pleiotropic as mutations that
alter the encoded protein product. (C) When a
pleiotropic gene is under the regulatory control
of multiple modular cis-regulatory elements,
then it can be expected that mutations in cisregulatory elements are less pleiotropic than
mutations altering the encoded protein.

L
O
W

protein coding sequence
or
cis-regulatory element

C Pleiotropic Gene with Multiple Cis-Regulatory Elements
Pleiotropy

H
I
G
H

L
O
W
H
I
G
H

Evolvability

cis-regulatory
element

L
O
W

protein coding
sequence

Figure 1. Pleiotropy and its relationship with evolvability. (A) Theoretical
and empirical studies suggest that there exists an inverse relationship
between pleiotropy and evolvability. (B) When the expression of a pleiotropic
gene is under the control of a single cis-regulatory element, mutations altering
the element’s function are likely to be equally pleiotropic as mutations that alter
PLEIOTROPY
AND
ITS aIMPACT
OF
GENETICS,
the encoded protein product.
(C) When
pleiotropic gene
is under
the
regulatory control of multiple modular cis-regulatory elements, then it can
be expected that mutations in cis-regulatory elements are less pleiotropic
than mutations altering the encoded protein.

MORPHOLOGY, AND DIVERSITY

Gregor Mendel left a lasting impact on the field of genetics through his studies on the inheritance
of traits and phenotypes among peas (Griffiths et al. 2011). In addition to his two laws on inheritance, Mendel observed several different traits that appeared to depend on the quality (allele) of
the same gene. The German zoologist Ludwig Plate coined the term “pleiotropie” in 1910 to refer
to such correlations between a gene and its effects on multiple phenotypes (Stearns 2010), and
shortly after the mechanisms of pleiotropy became a pursuit of biologists. These early investigations into pleiotropy occurred prior to the understanding of the molecular structure of genes,
how many genes organisms possess in their genome, and how mutations alter the functions of
genes. Thanks to the considerable progress made in the field of genetics, pleiotropy can now be
studied to a deep mechanistic level (Stern 2010).
The word pleiotropy is derived from the Greek word “pleio” that means “many,” and “tropic”,
which means “affecting” (Stern 2010). Genes can certainly be pleiotropic. For multicellular animals, gene pleiotropy is considered the rule (Carroll 2008). Take the gene Sonic hedgehog (Shh),
for an example, which was co-discovered because of its role in patterning development along
the anterior-posterior axis of the chicken limb (Riddle et al. 1993), zebrafish embryo (Krauss et
al. 1993), and mouse central nervous system (Echelard et al. 1993). After decades of additional research, we know that Shh also functions in hindbrain, midbrain, spinal cord, telencephalon, diencephalon, oral epithelium, lung epithelium, gut epithelium, pharyngeal epithelium,
and many other cell and tissue types among vertebrate animals (Lettice et al. 2003; Sagai et
al. 2009; Rebeiz and Williams 2011). Due to the vast pleiotropy of genes like Shh, mutations in
genes can elicit pleiotropic effects on individuals too. Interestingly though, not all mutations
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exhibit the same magnitude of pleiotropy as that for the impacted gene. The pleiotropic effects
of mutations have interesting implications for disease and evolution (Carroll 2005; Stern 2010).
Pleiotropic mutations are likely to have numerous detrimental effects on individuals that
viability, and reproduction are going to be negatively affected. Thus, such mutations are unlikely
to last long in a species’ or population’s gene pool (Stern 2010). Regarding evolution, while a mutation to a pleiotropic gene may result in a beneficial phenotype for one characteristic, it is likely
that this benefit would be offset by a more overwhelming number of negative pleiotropic effects.
Thus, gene and mutation pleiotropy are expected to inversely correlate with evolvability (Figure
1A). Resultantly, one might expect that mutations at high frequency in the gene pool and those
that have contributed to evolution are going to be those which have little to no pleiotropic effects.
Thus, to better understand genetic diseases and the mutational paths of evolutionary change,
we need to understand the structure of genes and how differing mutations can exhibit differing
degrees of pleiotropy (Carroll 2008; Stern 2010).
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controlling capabilities. (A) Binding sites (red
letters) in CREs act as landing pads for specific
transcription factor proteins (colored shapes). (B)
The combinations of CRE binding sites and their
transcription factor interactions determine which
cells, tissues, organ, life stages, and environmental
conditions that regulated genes are expressed.

Figure 3. The general features of CREs that are
responsible for their gene expression
controlling capabilities. (A) Binding sites (red
GENES,
AND PLEIOTROPY
letters)
in CIS-REGULATORY
CREs act as landingELEMENTS,
pads for specific
While the functional
product
for some
genes
transcription
factor proteins
(colored
shapes).
(B)is the transcribed RNA itself, such as transfer and
ribosomal
RNAsof
that
function
theand
process
The
combinations
CRE
bindingin
sites
their of protein translation, the genes that build cellutranscription
factor
interactions
determine which
lar, tissue, and
organ
level characteristics
are transcribed into messenger RNAs (mRNAs) and
cells,
organ,
life stages, and
environmental
thesetissues,
mRNAs
are subsequently
translated
into the functional proteins by ribosomes (Griffiths
conditions
that
genes are expressed.
et al. 2011).
A regulated
major accomplishment
in genetics was the cracking of the genetic code through

which the identity of protein amino acid sequence is encoded in the A, C, T, and G sequence of the
DNA double helix. This “genetic code” utilizes the combination of three consecutive DNA letters,
called a codon, to determine the identity of the amino acid, and the next three nucleotide codon
to encode the next amino acid. The encoding of a protein’s sequence continues codon after codon
until one of three codons occurs which don’t code for an amino acid but rather causes the end of
translation and the protein’s sequence. While not all transcribed DNA sequences encode amino
acids, those that do are from what are known as the exon regions of genes. Thus, the exon regions
are often referred to as the protein coding sequence. Take for example the human SHH (capitalized when referring to the human gene) gene, whose protein coding sequence is determined by
the consecutive codons that reside in the exon regions of this gene (Figure 2A). With the SHH
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gene being transcribed and translated in multiple cell types, tissue types, and stages of life, the
DNA sequence encoding the SHH protein can be considered highly pleiotropic (Figure 2B).
Consistent with this high degree of pleiotropy for the SHH protein, animals lacking this gene or
that possess mutations in the protein coding sequence of the exons die prematurely (Heussler
and Suri 2003). Such negative outcomes for protein coding sequence mutations are not limited
to SHH but have been a general feature of highly pleiotropic genes that participate in the building
of animal bodies (Carroll 2005). Therefore, when only considering the protein coding sequence
of genes, it is difficult to understand how mutations can cause something beneficial for an organism and resultantly be favored by natural selection.
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expression regulation by CREs. The expressed
sequence of a gene (white box) under the control
of (A) multiple modular (colored ovals) CREs
(Gene A) or (B) a multifunctional pleiotropic
CRE (Gene B). (C-F) CREs can direct expression
(colored cells/regions) in embryo stages and cell
types, and/or (G) adult cells, tissues, and organs.

determine the amino acid composition of their
proteins, other gene parts are responsible for determining which cells, tissues, life stages, and
environmental conditions the genes are transcribed (switched on) and mRNAs are present for
the ribosomes to translate. These sequences, which behave like genetic switches, tend to be
located near to the protein coding sequences within the DNA double helix of chromosomes,
though not always close, and are commonly referred to as cis-regulatory elements or CREs. The
specific function of CREs are also encoded in DNA sequences but not as codons. The fundamental units of CREs are known as binding sites, which are short stretches of 5–12 base pairs
of double stranded DNA (Figure 3A) (Nitta et al. 2015). Proteins known as transcription factors
interact with CRE binding sites. Animals, such as fruit flies, have over 1,000 genes encoding
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transcription factors (Pfreundt et al. 2010), and these transcription factors interact with different binding site DNA sequences. To activate a gene’s transcription, CREs typically need to be
bound by a combination of different transcription factors to the various binding sites within
its DNA sequence (Figure 3B). As a result, cell, tissue, life stage, and environmental condition
specific gene expression depends upon the combination of binding sites within CREs.
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It could be imagined that all of the unique places of cellular expression for a pleiotropic gene
could be under the control of a single CRE that is equally pleiotropic to the protein coding sequence. For this scenario, mutations altering the protein coding sequence and those altering
the function of the CRE would be expected to be of equivalent pleiotropy. As a result, mutations
to either gene part would have little to no ability to be beneficial to evolution, and would likely
result in debilitating consequences to the possessors of such mutations (Figure 2B). A second
scenario can be imagined, too, in which the differing places, times, and conditions for a gene’s
pleiotropic functions are each under the control of separate modular CREs. Here, mutations to
a single CRE would experience little to no pleiotropic effects compared to mutations in the protein coding regions of genes. Thus, mutations in modular CREs for pleiotropic genes would cause
fewer debilitating effects and have the potential to have specific effects that would be favored
by natural selection (Figure 2C). This modular architecture of multiple CREs is known to exist
for SHH. Mutations have been identified in a CRE that activates SHH in the developing limbs of
humans and Shh in mice (Lettice et al. 2003, 2011). While these mutations result in extra fingers
and toes, called polydactyly, these polydactylous individuals experience no known serious pleiotropic effects. Regarding the evolvability of CREs, it has been found that changes to this same
limb-specific CRE of the Shh gene occurred during the evolution of the limbless bodies of snakes
(Leal and Cohn 2016). While Shh provides an example of a pleiotropic gene being regulated by a
collection of more modular CREs, it remains an open question whether multiple modular CREs
(Figure 4A) or single pleiotropic CREs (Figure 4B) are rare or commonplace. The results may
bear upon how mutations in CREs shape genetic disease and evolution.
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PLEIOTROPY AND THE EVOLUTION OF CIS-REGULATORY ELEMENTS

It is thought that gene expression variation is a prominent cause of phenotypic variation for
traits among individuals (Sethupathy and Collins 2008; Dickel et al. 2013) and that changes in
gene expression are the predominant mechanism by which trait phenotypes evolve (Wray 2007;
Carroll 2008). Since gene expression is regulated by CREs, it can be anticipated that mutations
in CREs are a frequent means of gene expression evolution. The mechanism by which CRE
activities originate may depend on whether CREs are pleiotropic or modular. Two general
models can be proposed for the evolution of new CRE activities. One can be considered the
“de novo” model and the other the “co-option” model (Figure 5). The de novo model begins with
an ancestral DNA sequence that lacks any CRE activity due to the absence of a sufficient number
and type of transcription factor binding sites (Figure 5A). After mutations in the DNA sequence
arrive at a functional combination of binding sites, a derived gene expression regulating activity can emerge (Figure 5A’). The co-option model begins with an ancestral DNA sequence that
encodes a CRE activity at one time in development or in one specific cell type (Figure 5B). This
can be considered the ancestral CRE activity. Through certain new mutations, binding sites can
originate for a novel transcription factor or factors that result in the CRE gaining a second activity, now in cell location 2 or perhaps at another time during development (Figure 5B’). This co-option model results in a CRE with multiple activities, which would now be considered pleiotropic.
While CRE modularity and pleiotropy and the co-option and de novo models have all certainly played part in the evolved diversity of life that emerged over the past billion or more years
(Carroll et al. 2004), a major question is whether these scenarios are equally common or whether
one CRE type and evolutionary model are more common than the other. For multicellular animals, the current expectation is that most genes are pleiotropic and regulated by a set of modular
CREs. This scenario is supported by finding that most of the well-studied genes are expressed
and function in more than one context in the lives of animals and that, for well-studied genes
such as Shh and others, the existence of modular CREs has been commonplace. However, just
because a pleiotropic gene has multiple CREs, it remains possible that CREs do possess more
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than one regulatory activity. This second scenario would be a genetic middle ground, where
highly pleiotropic genes are regulated by multiple less pleiotropic CREs. In order to better
understand the in vivo roles of CREs and the mechanisms of their function and evolution, suitable methodological approaches are needed to be applied to CREs whose function and evolution
can be studied in depth.
METHODOLOGICAL APPROACHES AND AN EXPERIMENTAL MODEL
TO STUDY A PLEIOTROPIC CRE AND ITS EVOLUTION

For non-human species, in vivo approaches are available to test DNA sequences for CRE activity
using what are known as reporter transgenes (Rebeiz and Williams 2011). Here, a piece of DNA,
typically 250–1,000 base pairs in length, to be tested for CRE activity is placed next to a DNA
sequence for a gene that encodes an easy to visualize protein product when expressed, such as
the Green Fluorescent Protein (GFP) gene (Figure 6). GFP is a famous gene that naturally encodes
a biofluorescent protein in jellyfish but now often is used in experiments to visualize its expression in living organisms ranging from bacteria to mammals (Griffiths et al. 2011; Camino et al.
2020). GFP expression can be visualized under several types of microscopes, including confocal
microscopes. Visualization of GFP occurs through the use of a laser to excite the protein through
illumination by light of a suitable wavelength and a camera that can detect the green fluorescent
light that is subsequently emitted by the molecules of GFP (Rogers and Williams 2011).
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(B) The t_MSE activates tan expression in the A5
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reporter transgene. (D) When reporter transgenes are inserted in the D. melanogaster genome,
CRE activity is visualized by the stage, cells, and
levels of GFP expression. Red arrows represent
transcription activation induced by the t_MSE,
and black arrows represent gene promoter
regions where transcription is initiated.

One convenient animal model to study CREs is the fruit fly species Drosophila (D.) melanogaster.
This species is multicellular and undergoes a complicated process of development that builds
a larval body and then an adult fly body (Ashburner et al. 2005). This species has a short life
span and can readily have reporter transgenes incorporated into its genome by standardized
methods of transgenesis (Venken and Bellen 2007) that can be outsourced to commercial vendors for a reasonable price. Adult males for this species can be distinguished from females by
having melanic (black) cuticle plates (called tergites) that cover the dorsal surface of the A5 and
A6 abdomen segments (Figure 7). This melanic color is derived by the expression of a pathway
of genes that encode enzymes involved in making melanin from precursor tyrosine molecules.
One key gene is known as tan, which is needed to hydrolyze N-β-alanyl dopamine into dopamine
(True et al. 2005). tan is a pleiotropic gene, whose activity is required in all body regions where
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cuticle develops to be black, and it hydrolyzes carcinine to histamine as part of photoreceptor
neurotransmitter metabolism. It remains possible that the tan gene performs other functions
that have gone unnoticed. Regarding tan’s role in male abdomen pigmentation, expression in the
dorsal A5 and A6 segment epidermis has been shown to be under the control of a single CRE
known as the tan Male Specific Element or t_MSE (Camino et al. 2015) (Figure 6A and 6B).
The abdomen CRE activity of this ~900 bp DNA sequence has been demonstrated in reporter
transgene assays (Figure 8A), and this activity can be similarly generated by the central 250 bp
which is referred to as the t_MSE2. Several transcription factor binding sites have been mapped
within this CRE sequence, including sites for the transcription factors Abd-A and Hth (Camino et al. 2015). However, many other functional sequences were identified, too, but for which
interacting transcription factor remains unknown. These sequences were identified by making
scanning mutant versions of the CRE, in which blocks of DNA sequence are mutated at every
other base pair by non-complementary transversion (for example changing an A to C, or a T to a G)
mutations. One set of scanning mutants, with each mutation spanned ~70 base pairs, was made for
the t_MSE. The scanning mutants collectively spanned the entire CRE sequence. Two scanning
mutations, called SM5 and SM6, destroyed this CRE’s abdomen activity. These SM5 and SM6
sequences altered a DNA sequence within the more minimal t_MSE2 region (Camino et al.
2015). A second round of scanning mutations, each spanning regions of ~20 base pairs, was
performed on the t_MSE2. Four of these ten mutations resulted in reductions in this CRE’s activity in the male abdomen. However, the identity of the transcription factors interacting with these
unctional sequences remain mostly unknown. Moreover, it remains unknown whether the t_
MSE and any of its functional sequences behave in a pleiotropic manner.
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In addition to being an excellent model for the development of a male-specific trait, the malespecific (dimorphic) tergite pigmentation of D. melanogaster is considered to be derived,
emerging from an ancestral state in which males and females were similarly unpigmented
(Figure 7) (Rebeiz and Williams 2017). The Drosophila genus of fruit flies includes hundreds of
known species whose evolutionary relationship to D. melanogaster is known to a considerable
depth (Markow and O’Grady 2006). Among these species are those that are close-related and
that possess the same number of melanic tergites in males (D. biarmipes), those that possess a
different number of melanic tergites (D. auraria and D. malerkotliana), and those that have
secondarily lost this dimorphic trait and reverted to the ancestral monomorphic state
(D. ananassae). More distantly-related species are known that come from lineages of species
with ancestrally monomorphic tergites (such D. pseudoobscura, D. willistoni, and D. virilis)
(Figure 7). For the species mentioned, their DNA sequence orthologous (come from the same
ancestral sequence) to the t_MSE was tested for abdomen CRE activity in D. melanogaster. The
sequences from the closely-related species all drove a similar patterns of GFP expression in the
A5 and A6 segments (except for that of D. ananassae), whereas the sequences from the distantly-related species drove little to no GFP (Figure 7) (Camino et al. 2015). These results indicate
that the origin of this male-specific abdomen CRE activity can be dated to the common ancestor shared by the closely-related species after their divergence from the more distantly-related
monomorphic species (Figure 7, node 1). Important to my research, the t_MSE CRE provides an
opportune model to search for a pleiotropic CRE activity, characterize the functional sequences
responsible for multiple activities, and understand the evolutionary origin of the CRE activities.
In the genome of D. melanogaster and related species, the t_MSE resides between the gene Gr8a
and CG1537. Recently, the t_MSE was deleted from the D. melanogaster genome and caused tan
expression in the abdomen to be lost (Hughes et al. 2021). If a pleiotropic activity was found for
this CRE, it would be interesting to understand whether gene expression regulation in vivo was
similarly conferred upon tan, or perhaps upon either Gr8a or CG1537. One method to investigate
gene expression in vivo is the technique known as in situ hybridization (Hughes et al. 2020). This
technique uses modified RNA sequences (called anti-sense probes) that are the reverse complement to part of the gene’s expressed mRNA sequence and that possess modified U nucleotides
that can interact with an antibody fragment. If the gene is expressed in a particular cell type that
the antisense probe is exposed to, then a stable double-stranded RNA will form. These RNAs
can be detected by a colorimetric assay that involves an antibody interacting with the modified
anti-sense RNA. This antibody has an enzyme linked to it which can convert the colorless BCIP
substrate into a blue-purple precipitate that will be trapped within the mRNA expressing cell.
This technique could be used to study the expression of tan, Gr8a, and CG1537 in the abdomen
and any cells or tissues in any developmental stage for which the t_MSE was found to possess a
pleiotropic activity.
A THESIS INVESTIGATING THE OCCURRENCE, ENCODING,
AND EVOLUTION OF PLEIOTROPIC CRE ACTIVITIES

Biology is a discipline with few inviolable laws and a multitude of general principles that are
typically true but for which exceptions exist. One well-supported general principle is that the
genes of multicellular animals are pleiotropic, meaning that genes have multiple uses during an
individual organism’s lifetime. A second claimed general principle is that these pleiotropic genes
are controlled by a collection of non-pleiotropic, or “modular,” DNA sequences that individually
switch on a gene’s use in a single setting. My research will put this second general principle to
test. Specifically, I will investigate the gene expression regulation capabilities of the t_MSE CRE

86

from various fruit fly species. In a search for a pleiotropic activity that complements the male
abdomen activity, I observed that this CRE also drives GFP reporter gene expression in the
clypeus region of the adult male and female heads (Figure 8B, male shown).
The finding that the t_MSE is a pleiotropic CRE opened several questions that can be pursued.
One of these relates to how two gene expression activities are encoded in a shared DNA sequence
as transcription factor binding sites. In order to answer this question, I will use the set of t_MSE
and the set of t_MSE2 scanning mutants to determine whether the abdomen and clypeus activities rely upon the same sequences for their function (Figure 8C) or utilize some or all unique
sequences that are distributed among the DNA sequence. A second question I seek to answer
is whether the pleiotropic activities emerged simultaneously during the evolutionary history of
Drosophila fruit flies or one activity represents ancestral capability, which would mean that the
other activity is a more recent evolutionary acquisition. This can be done by testing the activities of the orthologous t_MSE sequences from the closely-related and distantly-related species
(Figure 7) for clypeus CRE activity. A third compelling question is whether the pleiotropic
activities of the t_MSE are directed to the same or different genes in vivo. While the t_MSE
does indeed regulate tan expression in the male abdomen, its position between two other genes
raises suspicions that this CRE may not be committed to tan with all of its regulatory activities. Through in situ hybridization experiments, I will attempt to resolve the targets of t_MSE
regulation in the abdomen epidermis and clypeus of D. melanogaster fruit flies.
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At first glance, this research might seem to be narrowly focused on a CRE regulating the expression of a gene or genes in a species that is minimally relevant to humans. I would argue that
the findings are broad in scope and demonstrate the need to consider pleiotropy more broadly
for fruit fly CREs and for the CREs of any species for which gene pleiotropy is considered commonplace. A better understanding of whether CREs are generally pleiotropic or non-pleiotropic
will set the expectation for how many CREs are to be found within a genome. If pleiotropy is
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common, then it would seem fewer CREs are needed to direct all of the gene expression patterns
for human genes. For human genetics, several prominent studies indicated that CREs provide a
reservoir for mutations that contribute to disease and disease risk (Sethupathy and Collins 2008;
Visel et al. 2009; Musunuru et al. 2010). If CREs are not pleiotropic, then mutations in CREs
will have specific effects on gene expression and disease. Alternatively, if CREs have pleiotropic
activities, then CRE mutations are likely to cause collateral damage, or have unknown beneficial tradeoffs in the site or sites of pleiotropic CRE activity. Distinguishing between these two
scenarios will shape our understanding of the genetic underpinnings of human variation, health,
and disease. This is of particular importance, as medicine is looking to use individual DNA information in diagnosis and treatment (Birkeland et al. 2015).
ACKNOWLEDGEMENTS

The author would like to thank the Berry Family and the Berry Summer Thesis Institute for
financial support during the 2021 summer. Thanks are due to Dr. Mark Rebeiz from the University of Pittsburgh as a collaborator for this project. Special thanks are owed to the members of
the Williams Lab for their support of this thesis research. This includes Dr. Thomas Williams,
who helped with the formulation of the rationale and approach for this research, and Melissa
Williams, who facilitated investigations into the expressions of the key genes by in situ hybridization. Jenna Rock, Corinne Stone, Jesse Hughes, Matthew Spangler, and Jada Brown provided
comradery during my time in the Williams lab. Lastly, and of special importance, is Luke Weinstein. Luke mentored me in all aspects for this project. My research was additionally supported
by funding from the University of Dayton Honors Program, the National Science Foundation,
and the University of Dayton Biology Department.
BIBLIOGRAPHY

1.

Abouheif, E., Fave, M.-J., Ibarraran-Viniegra, A. S., Lesoway, M. P., Rafiqi, A. M., & Rajakumar, R.
(2014). Eco-Evo-Devo: The Time Has Come. In C. R. Landry & N. Aubin-Horth (Eds.), Advances in
Experimental Medicine and Biology (pp. 107–126). Springer.

2. Adryan, B., & Teichmann, S. A. (2006). FlyTF: a systematic review of site-specific transcription factors
in the fruit fly Drosophila melanogaster. Bioinformatics (Oxford, England), 22(12), 1532–3. https://doi.
org/10.1093/bioinformatics/btl143
3. Arnone, M. I., & Davidson, E. H. (1997). The hardwiring of development: organization and function
of genomic regulatory systems. Development (Cambridge, England), 124(10), 1851–64.
4. Burke, A. (2012). DNA Sequencing Is Now Improving Faster Than Moore’s Law! Forbes.
5. Camino, E. M., Butts, J. C., Ordway, A., Vellky, J. E., Rebeiz, M., & Williams, T. M. (2015).
The Evolutionary Origination and Diversification of a Dimorphic Gene Regulatory Network
through Parallel Innovations in cis and trans. PLOS Genetics, 11(4), e1005136. https://doi.org/
10.1371/journal.pgen.1005136
6. Carroll, S. B. (2008). Evo-devo and an expanding evolutionary synthesis: a genetic theory of
morphological evolution. Cell, 134(1), 25–36. https://doi.org/10.1016/j.cell.2008.06.030
7.

Check Hayden, E. (2010). Life is Complicated. Nature, 464. https://doi.org/10.1038/464664a

8. Claussnitzer, M., Dankel, S. N., Kim, K.-H., Quon, G., Meuleman, W., Haugen, C., … Kellis, M. (2015).
FTO Obesity Variant Circuitry and Adipocyte Browning in Humans. New England Journal of
Medicine, 150819140043007. https://doi.org/10.1056/NEJMoa1502214
9. Davidson, E. H. (2006). The Regulatory Genome: Gene Regulatory Networks In Development
And Evolution. Burlington: Elsevier Inc.
10. Griffiths, A., Wessler, S., Carroll, S. B., & Doebley, J. (2011). Introduction to Genetic Analysis (10th ed.).
New York: W. H. Freeman and Company.

88

11. Groth, A. C., Fish, M., Nusse, R., & Calos, M. P. (2004). Construction of Transgenic Drosophila
by Using the Site-Specific Integrase From Phage phiC31. Genetics, 166(April), 1775–1782.
12. Horn, S., Figl, A., Rachakonda, P. S., Fischer, C., Sucker, A., Gast, A., … Kumar, R. (2013). TERT
Promoter Mutations in Familial and Sporadic Melanoma. Science, 339(6122), 959–961.
https://doi.org/10.1126/science.1230062
13. Kantorovitz, M. R., Kazemian, M., Kinston, S., Miranda-Saavedra, D., Zhu, Q., Robinson, G. E.,
… Sinha, S. (2009). Motif-Blind, Genome-Wide Discovery of cis-Regulatory Modules in Drosophila
and Mouse. Developmental Cell, 17(4), 568–579. https://doi.org/10.1016/j.devcel.2009.09.002
14. Kazemian, M., Zhu, Q., Halfon, M. S., & Sinha, S. (2011). Improved accuracy of supervised CRM
discovery with interpolated Markov models and cross-species comparison. Nucleic Acids Research,
39(22), 9463–9472. https://doi.org/10.1093/nar/gkr621
15. Koonin, E., & Novozhilov, A. (2009). Origin and evolution of the genetic code: the universal enigma.
International Union of Biochemistry and Molecular Biology Life, 61, 99–111.
16. Lander, E. S., Heaford, A., Sheridan, A., Linton, L. M., Birren, B., Subramanian, A., … Szustakowki, J.
(2001). Initial sequencing and analysis of the human genome. Nature, 409(6822), 860–921.
17. Lee, T. I., & Young, R. A. (2013). Transcriptional Regulation and Its Misregulation in Disease.
Cell, 152(6), 1237–1251. https://doi.org/10.1016/j.cell.2013.02.014
18. Mathelier, A., Zhao, X., Zhang, A. W., Parcy, F., Worsley-Hunt, R., Arenillas, D. J., … Wasserman, W. W.
(2014). JASPAR 2014: an extensively expanded and updated open-access database of transcription
factor binding profiles. Nucleic Acids Research, 42(Database issue), D142–7. https://doi.org/10.1093/
nar/gkt997
19. Musunuru, K., Strong, A., Frank-Kamenetsky, M., Lee, N. E., Ahfeldt, T., Sachs, K. V., … Rader, D.
J. (2010). From noncoding variant to phenotype via SORT1 at the 1p13 cholesterol locus. Nature,
466(7307), 714–9. https://doi.org/10.1038/nature09266
20. Pfreundt, U., James, D. P., Tweedie, S., Wilson, D., Teichmann, S. A., & Adryan, B. (2010). FlyTF:
improved annotation and enhanced functionality of the Drosophila transcription factor database.
Nucleic Acids Research, 38(Database issue), D443–7. https://doi.org/10.1093/nar/gkp910
21. Rebeiz, M., Pool, J. E., Kassner, V. A., Aquadro, C. F., & Carroll, S. B. (2009). Stepwise modification
of a modular enhancer underlies adaptation in a Drosophila population. Science (New York, N.Y.),
326(5960), 1663–7. https://doi.org/10.1126/science.1178357
22. Rebeiz, M., & Williams, T. M. (2011). Experimental Approaches to Evaluate the Contributions of
Candidate Cis- regulatory Mutations to Phenotypic Evolution. In V. Orgogozo & M. V. Rockman
(Eds.), Methods in Molecular Biology (Vol. 772, pp. 351–375). Totowa: Humana Press. https://doi.
org/10.1007/978-1-61779-228-1
23. Rebeiz, M., & Williams, T. M. (2017). Using Drosophila pigmentation traits to study the mechanisms
of cis-regulatory evolution. Current Opinion in Insect Science, 19, 1–7. https://doi.org/10.1016/
j.cois.2016.10.002
24. Reményi, A., Schöler, H. R., & Wilmanns, M. (2004). Combinatorial control of gene expression.
Nature Structural & Molecular Biology, 11(9), 812–815. https://doi.org/10.1038/nsmb820
25. Rogers, W. A., Grover, S., Stringer, S. J., Parks, J., Rebeiz, M., & Williams, T. M. (2014). A survey of the
trans-regulatory landscape for Drosophila melanogaster abdominal pigmentation. Developmental
Biology, 385(2), 417–432. https://doi.org/10.1016/j.ydbio.2013.11.013
26. Sethupathy, P., & Collins, F. S. (2008). MicroRNA target site polymorphisms and human disease.
Trends in Genetics : TIG, 24(10), 489–97. https://doi.org/10.1016/j.tig.2008.07.004
27. Suryamohan, K., & Halfon, M. S. (2015). Identifying transcriptional cis-regulatory modules in animal
genomes: Identifying transcriptional cis-regulatory modules. Wiley Interdisciplinary Reviews:
Developmental Biology, 4(2), 59–84. https://doi.org/10.1002/wdev.168
28. The Cells in Your Body. (n.d.). Science Net Links. Retrieved from http://sciencenetlinks.com/
student-teacher-sheets/cells-your-body/

89

29. The Human Genome Project Completion: Frequently Asked Questions. (2010). Retrieved from https://
www.genome.gov/11006943/human-genome-project-completion-frequently-asked-questions/
30. Vaquerizas, Juan M., Kummerfeld, Sarah K., Teichmann, Sarah A., Luscombe, N. M. (2009).
A census of human transcription factors: function, expression and evolution. Nature Reviews Genetics,
10, 252–263.
31. Visel, A., Akiyama, J. A., Shoukry, M., Afzal, V., Rubin, E. M., & Pennacchio, L. A. (2009). Functional
autonomy of distant-acting human enhancers. Genomics, 93(6), 509–13. https://doi.org/10.1016/j.
ygeno.2009.02.002
32. Visel, A., Rubin, E. M., & Pennacchio, L. A. (2009). Genomic views of distant-acting enhancers.
Nature, 461(7261), 199–205. https://doi.org/10.1038/nature08451
33. Williams, T. M., Selegue, J. E., Werner, T., Gompel, N., Kopp, A., & Carroll, S. B. (2008). The regulation
and evolution of a genetic switch controlling sexually dimorphic traits in Drosophila. Cell, 134(4),
610–23. https://doi.org/10.1016/j.cell.2008.06.052
34. Zhang, M. Q. (2002). Computational prediction of eukaryotic protein-coding genes. Nature Reviews
Genetics, 3(9), 698–709. https://doi.org/10.1038/nrg89022.

90

RESOLVING THE GENE REGULATORY NETWORK
FOR A FRUIT FLY PIGMENTATION TRAIT
WHOSE MODIFICATION UNDERLIES
CLIMATE-DRIVEN PHENOTYPIC VARIATION
JENNA R. ROCK 1,2,3

University of Dayton
300 College Park
Dayton, OH 45469
1. Department of Biology
2. Berry Summer Thesis Institute
3. University Honors Program
Thesis Mentor: Thomas M. Williams, Ph.D.
Department of Biology
L
I
F
E
+
P
H
Y
S
I
C
A
L
S
C
I
E
N
C

Corresponding Author: Jenna R. Rock
Email: rockj2@udayton.edu
ABSTRACT

Species are in the midst of surviving changing climates that require ancestral trait phenotypes
to convert to derived states better adapted to the present conditions. Adaptations can occur
through genetic differences, raising questions how such differences translate into phenotypic
change. A prerequisite to answering these evolutionary questions is to understand the genetic basis for trait development. In animals, traits are made by developmental programs known
as gene regulatory networks (GRNs) that are hardwired in genomic DNA sequence. Each GRN
includes a fraction of the genes within an organism’s genome, notably some that encode transcription factors that regulate the expression of the trait-making differentiation genes. This
regulation occurs by certain transcription factors interacting with short DNA sequences,
called binding sites, in gene regions known as cis-regulatory elements (CREs). For any CRE, its
ability to activate gene expression in specific cell types and developmental times is due to the
binding sites it possesses for a particular combination of transcription factors. To date, a GRN for a
climate adapted trait has not been resolved. Thus, understanding how GRNs and their genes and
CRE constituents facilitate or stymie adaptation remains speculative. For the Berry Summer
Thesis Institute, I proposed a research project to resolve the GRN responsible for a pigmentation pattern on the abdomen of Drosophila melanogaster fruit flies. Preliminary work identified
most of the transcription factor genes for this GRN, though the connections between transcription factors and CRE binding sites remain largely unknown. By using genetic, bioinformatic, and
microscopy approaches, I will attempt to resolve the important connections that orchestrate
this GRN’s operation. Success in the pursuit will open future research opportunities to reveal
how this GRN has been reformulated to deal with differing climates, findings that bear upon the
genetic underpinnings of animal adaptations more broadly.
CLIMATE CHANGE AS A DRIVER OF ADAPTATION

In this era of anthropogenic-driven climate change, species are under pressure to adapt or else
to go extinct (Radchuk et al. 2019; Cahill et al. 2013; Harte et al. 2004). This raises the question
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of how traits are modified into adapted phenotypic forms. For some well-studied traits, it has
been shown that development can be plastic where the phenotype produced can be shaped by
the environment experienced (True and Haag 2001; Moczek et al. 2011). However, for other traits
the path to phenotypic change is driven by mutations that alter the function of one or multiple
genes. Whether plasticity or mutation are responsible for the precise phenotype developed, it
is essential to understand how trait phenotypes are produced by the actions of genes during
development. Success in this endeavor will set the stage for future studies to reveal how trait
phenotypes come to differ between individuals, populations, or species that are adapted to
different climatic conditions. Traits are made during embryonic or post-embryonic development by the orchestrated use of many genes that are considered to be a gene regulatory network
or GRN. Many cases of adaptation are likely to have involved genetic changes altering the ways
genes are being used by a GRN. In order to understand how phenotypes are made and change,
we must first understand how they are made.
THE GENETIC BASIS OF ANIMAL TRAIT DEVELOPMENT

The current paradigm for the development of animal traits is through the function of GRNs. A
few general features of GRNs emerged from the elucidation of GRNs for various animal traits
(Levine and Davidson 2005; Davidson 2006; Bonn and Furlong 2008). (1) GRNs tend to involve
dozens to more than a hundred genes from genomes that typically possess more than 10,000
genes. (2) The genes that populate GRNs can be categorized into two classes, one being the
differentiation genes whose encoded protein products, when expressed, build the trait. For
example, these genes can encode proteins with enzymatic functions or that participate in
cellular adhesion. The second class is the regulatory genes that encode proteins that function
as transcription factors or parts of signal transduction pathway that regulate the spatial (which
cells) and temporal (when during development) patterns of expression for the regulated genes.
(3) This type of regulation frequently occurs through transcription factors physically interacting with short DNA sequences (called binding sites) that occur within gene regions known as
cis-regulatory elements or CREs) (Figure 1). (4) For any CRE, the binding sites it possesses for a
combination of transcription factors determines how it will activate gene expression in specific
spatial and temporal patterns (Figure 1). Simply put, the CREs and their interacting transcription factors connect the genes together within a GRN for a trait’s development. While several
GRNs are understood to the level of transcription factors and their binding sites in the CREs
of regulated genes (Bonn and Furlong 2008), these GRNs and their resultant traits have not
been connected to climate-driven adaptation. Thus, there is a general void in understanding
how GRNs and their malleability can hinder or promote adaptation. Thus, it would be useful if
future studies prioritize the elucidation of GRN for traits that have undergone changes in various
populations or closely-related species in response to differing climates.
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Figure 1. Gene expression patterns are encoded as
combinations of binding sites for various
transcription factors in cis-regulatory element DNA
sequences. Hypothetical expression pattern for Gene X
(blue) and Gene Y (purple) along the abdomen of fruit
flies. These differing patterns are due to these different
genes possessing CREs with binding sites for unique
combinations of transcription factor proteins (shapes).
Binding sites tend to be around five base pairs in length.
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Gene X (blue) and Gene Y (purple) along the abdomen
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unique combinations of transcription factor proteins
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pairs in length.
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A FRUIT FLY MODEL FOR A GRN IN TRAIT DEVELOPMENT AND EVOLUTION
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One frequently encountered type of animal trait is the presence of black melanin pigments
(hereafter pigmentation) covering part or the entirety of an animal’s body. Among insects,
some of the roles played by pigmentation include pathogen resistance, thermoregulation,
desiccation resistance, and protection from ultraviolet light (Parkash, Sharma, and Kalra 2009;
Rajpurohit, Parkash, and Ramniwas 2008). For several fruit fly species, including Drosophila (D.)
melanogaster, the degree of abdomen pigmentation varies along climate gradients suggesting
the variable phenotypes are a product of local adaptation (Parkash, Sharma, and Kalra 2008;
Pool and Aquadro 2007; P. J. Wittkopp et al. 2011). For the fruit fly species D. melanogaster,
abdomen pigmentation is sexually dimorphic (Figure 2) suggesting that this pattern of pigmentation plays a role in mate choice selection (Jeong, Rokas, and Carroll 2006; Kopp, Duncan,
and Carroll 2000). For this species, males have fully pigmented cuticle plates (called tergites)
covering their 5th (A5) and 6th (A6) abdomen segments along the dorsal surface (Figure 2A).
The same A5 and A6 segment tergites for females have melanic pigmentation limited to a
posterior stripe (Figure 2A’). Interestingly though, populations collected from different
geographic and climatic regions show differences in the degree of pigmentation (Figure 2B–2D
and 2B’–2D’), notably on the abdomens of females (Rogers et al. 2013). This existing variety of
pigmentation phenotypes makes this trait an ideal model to connect an understanding of a GRN
to how its alteration can result in differing phenotypes that may be adaptive in certain climates.
This connection would facilitate answering big questions, such as whether modifying this GRN
has any deleterious tradeoffs with the quality of other traits, or whether altering the phenotype
required few or many changes to the GRN. The answer may foretell the prospects for other
species and traits to navigate through this climate change era.

Dopamine
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Figure 2. Dimorphic abdomen pigmentation patterns among the species
Drosophila melanogaster and the metabolic pathway responsible for
pigmentation production. Pigmentation phenotypes on the dorsal abdomens
of D. melanogaster (A-D) males and (A’-D’) females from four different
geographic locations. (F) The metabolic pathway leading to production
of black and yellow pigments, for which the genes pale, Ddc, ebony, tan,
and yellow encode enzymes with specific activities.

FIGURE 2 Dimorphic abdomen pigmentation

patterns among the species Drosophila melanogaster and the metabolic pathway responsible
for pigmentation production. Pigmentation phenotypes on the dorsal abdomens of D. melanogaster (A-D)
males and (A’-D’) females from four different geographic locations. (F) The metabolic pathway leading
to production of black and yellow pigments, for which
the genes pale, Ddc, ebony, tan, and yellow encode
enzymes with specific activities.

The black melanin and yellow sclerotin pigments are produced by a metabolic pathway that
acts upon the amino acid Tyrosine (Figure 2E). Several differentiation genes are known whose
encoded protein acts as an enzyme leading to the formation of yellow or black pigments (Mark
Rebeiz and Williams 2017; Patricia J. Wittkopp, Carroll, and Kopp 2003). These genes include
pale, Ddc, ebony, tan, and yellow. Among these genes, yellow and tan are expressed broadly
in the epidermis underlying the male A5 and A6 tergites, whereas ebony is expressed broadly
but downregulated in the epidermis underlying the black tergite regions, notably the male A5
and A6 segments (Hughes et al. 2020). For Ddc, tan, ebony, and yellow, a CRE or CREs has been
identified that control their spatial and temporal patterns of expression (Figure 3B–3F). The
Ddc CRE is known as the Ddc-MEE1, and drives expression in the dorsal abdomen epidermis
of males and females during the pupal stage of development (Grover et al. 2018) (Figure 3E). A
CRE known as the t_MSE2 drives tan expression in the male A5 and A6 dorsal segments during
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pupal development (Jeong et al. 2008; Camino et al. 2015) (Figure 3D). A CRE known as the
yBE0.6 drives male-specific expression of yellow during pupal development (Jeong, Rokas, and
Carroll 2006; Camino et al. 2015) (Figure 3C). The reciprocal expression pattern of ebony, off
in the male A5 and A6 segments, is under the control of multiple CREs that collectively impart
activation and repression (Mark Rebeiz et al. 2009). These CREs when combined together have
been referred to as e_XYZ (Rogers et al. 2014) (Figure 3F).
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Figure 3. A pigmentation GRN controls the spatial and temporal activities of
CREs controlling pigmentation enzyme expressions. (A) Previous work
identified over 58 transcription factor (TF) genes, including 50 novel genes whose
roles in the GRN remain unknown. Some of these TFs interact with the (B)
dimorphic element CRE that controls bab expression, and some with (C-F) the
CREs of the pigmentation enzyme (differentiation) genes to activate or repress
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shapes respectively). Interactions confirmed between a binding site and a TF are
illustrated as solid line connections. (B-F) The activities of bab, yellow, tan, Ddc,
and ebony CREs are shown as reporter expression patterns of the GFP gene in
D. melanogaster abdomens by confocal microscopy. The enzyme genes are
expressed at specific time frames during (G) pupal and (H) adult stages.

the spatial and temporal activities of
CREs controlling pigmentation enzyme
expressions. (A) Previous work identified over
58 transcription factor (TF) genes, including 50
novel genes whose roles in the GRN remain unknown. Some of these TFs interact with the (B)
dimorphic element CRE that controls bab expression, and some with (C–F) the CREs of the
pigmentation enzyme (differentiation) genes to
activate or repress their expression (shown as
connections ending with arrowhead or nail head
shapes respectively). Interactions confirmed
between a binding site and a TF are illustrated
as solid line connections. (B–F) The activities of
bab, yellow, tan, Ddc, and ebony CREs are shown
as reporter expression patterns of the GFP
gene in D. melanogaster abdomens by confocal
microscopy. The enzyme genes are expressed at
specific time frames during (G) pupal and (H)
adult stages.

The gene and CRE components for the differentiation genes of the D. melanogaster pigmentation GRN are somewhat well characterized (Grover et al. 2018; Mark Rebeiz and Williams 2017).
What remains poorly characterized are the transcription factors that interact with these CREs
and pattern expression along the abdomen segments, the different sexes, and at specific times
during the trait’s development. Key regulators include the Bab1 and Bab2 transcription factors
encoded by the bab1 and bab2 genes. These genes are tandem duplicates (Couderc et al. 2002)
and are expressed broadly in the female abdomen under the control of a CRE known as the
dimorphic element (Williams et al. 2008) (Figure 3B). This element activates expression in the
dorsal female A5 and A6 segment epidermis. Expression here is necessary to repress yellow and
tan expression through direct or indirect interactions with the yBE0.6 and t_MSE CREs respectively (Figure 3). Identifying the other transcription factors within this GRN has been a major
goal, including for my thesis. A previous study implicated over 20 novel transcription factors
genes as essential for the D. melanogaster phenotype (Rogers et al. 2014). My first research efforts
as an undergraduate contributed to a second study to identify more of the transcription factor
genes that are a part of this GRN. Our efforts identified over 30 additional novel transcription
factor genes whose function shapes tergite pigmentation. Collectively, we now have the luxury
of knowing this GRN’s transcription factor genes. However, we know extremely little as to how
these genes contribute to this dimorphic pigmentation trait’s production. Specifically, we do not
know which genes, and CREs that these factors regulate (Figure 3A). Thus, my thesis aims to
pinpoint the genes and CREs that many of the novel transcription factors regulate, and for one
case I aim to identify a binding site sequence with a CRE upon which the transcription factor
binds and exerts its gene regulatory function. To accomplish this, several different approaches
will need to be utilized.
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be visualized and imaged by a confocal microscope (Figure 3B–F) (Rogers and Williams 2011).

A powerful approach to understand the functions of genes and their interactions with other genes and their CREs is to reduce a gene’s expression by RNA-interference or RNA-i (Fire
et al. 1998). Here, a double stranded RNA is made which contains complementary nucleotide
sequence to a specific sequence that is included in a gene’s messenger RNA (mRNA). When the
double-stranded RNA is processed into a single-stranded form, interactions can occur with
the complementary sequence in the mRNA. When this interaction occurs, the mRNA will be
destroyed, or its translation will be blocked (Griffiths et al. 2011). In both cases, the functional protein for the targeted gene will be notably reduced in quantity. This has been an effective
approach in D. melanogaster, where it is now commonplace to perform genome-wide RNA-i
screens to identify novel genes that participate in diverse developmental processes. Over
the past decade, inducible RNA-i transgenes have been steadily developed to target a high
percentage of the endogenous D. melanogaster genes (Dietzl et al. 2007; Rogers et al. 2014).
Conditional expression is an advantage as it allows RNA-i to be limited to certain lifetime points,
and cell types. This can be achieved by the GAL4/UAS system (Brand and Perrimon 1993), in which
the yeast transcription factor GAL4 is expressed in D. melanogaster under the control of a specif-
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ic CRE. The expressed GAL4 binds to a specific binding sites sequence known as the Upstream
Activating Sequence, or UAS, from which it can activate expression in vivo. The RNA-i transgenes include a promoter sequence containing multiple UAS sites. Previously, members of the
Williams Lab at the University of Dayton, including myself, performed RNA-i for over 1,000
D. melanogaster transcription factor genes (Rogers et al. 2014). Conditional expression was
achieved by expressing GAL4 in the dorsal midline region of the body under the regulation of
CREs for the pnr gene (Calleja et al. 2000), including the abdomen region that is involved in
making pigmented tergites. We found 50 novel transcription factor genes whose reduced
expression led to abnormal pigmentation phenotypes (Figure 4), and we suspect are part of the
pigmentation GRN.
The next big challenge is to resolve the CREs to which these transcription factors interact and
thereby influence the manner in which the CRE drives its target gene’s expression. This has been
the major goal of my thesis research during the 2021 summer.
A THESIS USING RNA-I AND BIOINFORMATIC APPROACHES
TO DECODE TRANSCRIPTION FACTOR TO CRE INTERACTIONS

An RNA-i approach will be utilized to implicate which transcription factor genes are required
for the spatial and temporal activities of the pigmentation enzyme CREs. My first hypothesis
is that the spatial and temporal patterning for the pigmentation enzyme CREs is due to
interactions with some of the novel transcription factors identified in the RNA-i screens. This
approach involves performing RNA-i for transcription factors, one-by-one, in a D. melanogaster
genetic background with a pigmentation enzyme or bab dimorphic element CRE activating GFP
reporter gene expression (Figure 5). In abdomen cells in which the CRE is active, GFP will be
visualized by the use of a confocal microscope. Using the GAL4/UAS system, I will limit RNA-i
to the midline region of the abdomen. For any RNA-i treated transcription factor, I anticipate
one of the following outcomes to occur. No change in CRE activity, thus the factor does not regulate the CRE’s spatial or temporal pattern. A spatial change in activity, where GFP expression
occurs in novel body regions (ectopic) or expression is reduced or lost. Such outcomes indicate
that the factor is a repressor or activator of the CRE’s activity respectively. A fourth possible
outcome is a temporal change in CRE activity, in such occurrences GFP expression would be
shifted to an earlier or later developmental time point. This would indicate that the transcription factor mediates temporal patterning (Figure 5).
My second hypothesis is that these transcription factors directly regulate the pigmentation
enzyme CREs through interactions with binding sites (Figure 6). To test this hypothesis, I will
use bioinformatic tools, such as the JASPAR tool (Mathelier et al. 2014), to inspect CRE DNA
sequences for short 5–10 base pair sequences that resemble the sort of sequences that certain
transcription factors preferentially interact with. For such matches, I propose mutating these
DNA sequences in the context of the CRE and testing whether spatial or temporal GFP reporter
gene expression is altered in a manner similar to the RNA-i experiment (Figure 6). If so, this
would indicate a direct connection between a transcription factor and a CRE for this D. melanogaster GRN. The set of direct connections identified will culminate in the elucidated GRN. Such
knowledge may facilitate future studies to evaluate the organization of the GRN for individuals,
populations, and species with differing climate-adapted tergite pigmentation phenotypes.
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ABSTRACT

Listeria monocytogenes is a facultative foodborne pathogen that can infect the body and cause
bacterial meningitis by infecting neuronal cells in the central nervous system. By having
adaptive abilities, L. monocytogenes can survive in many different stressful conditions, including those present in the human gastrointestinal tract and bloodstream. After invasion into the
gastrointestinal tract and bloodstream, L. monocytogenes must cross the blood brain barrier
with the help of internalin surface proteins to reach neuronal cells in order to cause bacterial
meningitis. The goal of my research project is to examine the impact of anaerobic conditions,
which are present in the gastrointestinal tract, on L. monocytogenes by looking at two main aims:
expression of internalins needed to cross the blood brain barrier in anaerobic conditions and
intracellular infection in anaerobic conditions. This will be used to measure the impacts and
success of infection of anaerobically exposed L. monocytogenes compared to aerobically exposed
L. monocytogenes. In this review, I focus on describing the background of L. monocytogenes
and how it causes bacterial meningitis in order to compile a greater understanding of previous
literature to aid my research and work towards my future research goals.
SECTION I: STATISTICS
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Listeria monocytogenes is a foodborne bacterial pathogen that can cause dangerous infections in
humans in a condition known as listeriosis. Although listeriosis is not very common being present in 0.07/100,000 adults in the population at any given time, outbreaks through foods such as
lettuce, deli meats, and cheeses can be very fatal. Listeriosis has a 94% hospitalization rate and
is particularly dangerous for pregnant women, those who are immunocompromised, and those
who are older than 65.8,10 In pregnant women in particular, the prevalence of listeriosis increases to 12/100,000 pregnant women and can lead to spontaneous abortions or death of the fetus by
invasion across the placental barrier.9,5 Overall, in the United States, there are around 1600 cases
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of listeriosis per year, 260 of these resulting in death due to the infection.8 Around 20% to 30%
of listeriosis cases are fatal to those who are exposed to L. monocytogenes through a food source,
making listeriosis the third leading cause of death when it comes to foodborne infections in the
United States.9,8
L. monocytogenes can also progress beyond listeriosis, spreading to many different parts of the
body and causing bacterial meningitis when it spreads to the brain. Approximately 10% of all
community-acquired meningitis is due to L. monocytogenes, making it the third most common
cause of bacterial meningitis.2,7 The infection progresses to this condition mostly in newborns
and older adults, putting these groups most at risk. Studies have shown that the fatality rate for
L. monocytogenes associated bacterial meningitis ranges from 24% to 62% depending on the
range, progression, and spread of the initial outbreak.2 Compared to the overall mortality rate
for bacterial meningitis, which is 25%, L. monocytogenes associated bacterial meningitis has a
fairly high mortality rate, showing the importance of studying L. monocytogenes invasion and
infection mechanisms.14
SECTION II: DESCRIPTION OF BACTERIAL MENINGITIS–
GENERAL AND L. MONOCYTOGENES ASSOCIATED

Bacterial meningitis most commonly occurs due to the infection of five bacteria types, which
spreads to the brain and inflames the membranes (meninges) of the brain or spinal cord.1,9
Listeria monocytogenes is one of those bacteria, but the others include Streptococcus pneumoniae, Group B Streptococcus, Neisseria meningitidis, and Haemophilus influenzae, with L.
monocytogenes being the third most common cause.1,2 Although different types of bacteria can
cause bacterial meningitis, they all produce very similar symptoms. For bacterial meningitis
in general, the symptoms can include fever, headaches, body spasms, nausea and vomiting, eye
sensitivity to light, and some mental confusion.1,6 In newborns, the symptoms differ slightly
and include inactivity, irritability, vomiting, and abnormal reflexes.1 These symptoms typically
develop around three days to a week after exposure to the bacteria, or the symptoms can onset very suddenly.1 Despite these symptoms, bacterial meningitis is now rather treatable. First,
a diagnosis through a blood test or a collection of cerebrospinal fluid can determine if an
individual has bacterial meningitis and which bacteria infected the individual.1 After this,
intravenously injected antibiotics, most commonly ampicillin and/or gentamicin, can be used
for a period of up to six weeks in order to treat the condition.2 However, there are also prevention strategies for bacterial meningitis to avoid any treatment routes altogether. Three different
bacteria, S. pneumoniae, N. meningitidis, and H. influenzae, have a preventative vaccine, as these
bacteria are transmitted through person to person contact.1 In regard to L. monocytogenes, it
can be transmitted via food such as deli meats or dairy products, so the main preventative
measure would be to avoid certain foods or prepare the foods safely and correctly at the right
temperatures.2,1 In this manner, L. monocytogenes associated bacterial meningitis has some
key differences compared to the other bacterial causes of bacterial meningitis despite all
the similarities.
L. monocytogenes associated bacterial meningitis has the same symptoms, diagnosis options, and
treatment plans as all the other forms of bacterial meningitis. However, with L. monocytogenes,
certain groups of people are more at risk to develop meningitis when infected. These groups of
people would be the elderly, immunocompromised, and newborns, who can be infected with
L. monocytogenes if their mothers are infected during pregnancy.1 Infection occurs after
transmission of L. monocytogenes through food items, such as deli meats or packaged products,
allowing this bacteria to invade and infect the individual by traveling through the mouth and down
the gastrointestinal tract as opposed as being transmitted by person to person contact like the
other bacterial causes of bacterial meningitis.9 Another key difference between L. monocytogenes
and the other bacteria was found by a case study in the Netherlands that examined an outbreak
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of bacterial meningitis and specified separate additional symptoms with L. monocytogenes
associated bacterial meningitis.2 Out of all of the cases that were determined to be caused by
L. monocytogenes, there were many abnormalities in cerebrospinal fluid and a few cases with
abnormal CT scans outside of the normal meningitis findings.2 Depending on the severity and
spread of the outbreaks studied, the mortality rate ranged from 24% to 62%.2 The case study
of this outbreak has shown that there can be very severe symptoms, including death, when L.
monocytogenes is the cause of bacterial meningitis. Furthermore, seizures have been shown
to be present in 4–17% of L. monocytogenes associated bacterial meningitis cases.4 Finally,
compared to the other types of bacteria, specifically S. pneumoniae and Group B Streptococcus,
L. monocytogenes is ten times more efficient at invading the central nervous system in regard
to bacterial meningitis once it has already established an infection in another area of the body,
such as the gastrointestinal epithelium.4 It is important to note this as it shows that L. monocytogenes is much more likely to result in bacterial meningitis once it has initially entered the body
compared to these other bacteria, meaning that research into this mechanism is essential in
order to understand how to prevent L. monocytogenes from any initial infection to lower the
amount of neural infections and therefore, bacterial meningitis cases.
SECTION III: INFECTION ROUTE OF L. MONOCYTOGENES

In order to reach the infection status of bacterial meningitis, L. monocytogenes must first
be transmitted from its packaged food environment to the individual. L. monocytogenes is a
foodborne pathogen, so it survives in foods such as deli meats, unpasteurized dairy products,
and packaged foods.9 Furthermore, it is very adaptable, so L. monocytogenes can survive in
stressful and changing environments, making it hard to kill in the food processing industry.5
Thermal treatments used in ready to eat foods inactivates L. monocytogenes, but due to high
heat tolerance abilities, the bacteria is not killed.5 The tolerance to temperatures ranging from
4 to 42 degrees celsius, differing oxygen levels in packagings, and low nutrient availability
causes stress hardening on L. monocytogenes, meaning that it becomes resistant to harmful
conditions through increased strength and reduced susceptibility.13 This stress hardening
component allows L. monocytogenes to survive in the changing conditions in the body as well,
adapting to acidic pH environments, anaerobic conditions, and extreme temperature tolerances
that it may come across.13 Due to this high resistance and tolerance, the changes from the anaerobic vacuum packaging environment of many food products to the atmospheric environment
and finally to the gastrointestinal tract of an individual does not kill L. monocytogenes, but rather
it survives throughout the process.
Once an individual eats and swallows the food contaminated by L. monocytogenes, the infection
in the body begins. L. monocytogenes travels down the esophagus, into the stomach, and through
the intestines, surviving through the acidic pH of stomach acid and the decreasing levels of
oxygen due to stress hardening.13 Once in the small intestines, L. monocytogenes crosses the
epithelial barrier, with the help of many proteins on the surface of L. monocytogenes.3 Listeria
adhesion protein, known as LAP, is one of these proteins located on the cell wall that promotes
the adherence of L. monocytogenes to the epithelial cells present in the small intestines.3 Furthermore, internalins, specific L. monocytogenes surface proteins, aid in that same adherence
and promote invasion and crossing of the gastrointestinal epithelium.3 Internalin J has the
same function as LAP, providing additional support in adhering to the epithelium.3 Additionally, Internalin J, along with Internalins B and C, help to manage and cause L. monocytogenes
to bind to the mucin in the intestines.3 Internalin B has another important function in that it
binds to a receptor known as Met, which is present on the cells of the intestinal epithelium, and
causes deeper infection across that GI epithelial barrier.16 Finally, Internalin A plays a very
essential role as it interacts with E-cadherin, a receptor on the epithelial cells that is responsible
for keeping all neighboring cells in the epithelium tightly adhered together.15 This protein creates
spaces in between the epithelial cells to allow for L. monocytogenes to pass through.15 Due to the
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role that Internalin A plays, this surface protein is needed in order to allow for the invasion
across the GI epithelial barrier. There is a positive correlation between the invasiveness of
L. monocytogenes and the amount of Internalin A present, showing the importance of this
surface protein in invasion.15 All of these proteins working together allows for L. monocytogenes
to cross the GI epithelium, entering into the rest of the body from there.
The next step in the infection route requires L. monocytogenes to invade and survive in
macrophages. After crossing the GI epithelium, L. monocytogenes aims to invade macrophages,
a type of immune white blood cell found in the bloodstream. In order to do this,
L. monocytogenes interacts with the microvilli present on the plasma cell membrane of the macrophages, starting the invasion process into these immune cells.17 The interaction between
L. monocytogenes and the microvilli induces phagocytosis, causing the macrophage to uptake
L. monocytogenes through the use of a vacuole.17 Shortly, this vacuole around the bacteria will
dissolve due to the expression of the compounds LLO, PC-PLC, and PI-PLC that are emitted
from L. monocytogenes.17,16 This causes L. monocytogenes to become free in the cytoplasm of the
macrophages, allowing for bacterial replication to start. At this point, actin filaments from
the macrophages start to surround the bacterial cells like a cloud, accumulating in such large
quantities around the L. monocytogenes that a tail-like structure made of these filaments form
behind the bacteria.17 These tail-like actin structures have been shown to cause the movement
of L. monocytogenes to the outer portions of the macrophage cell, increasing its chances to be
uptaken by a different neighboring macrophage through phagocytosis again.17 Without these
actin filament tails, L. monocytogenes would not be able to interact with microvilli from the surrounding macrophages, and therefore, no further infection would take place. This mechanism of
nvading and surviving in macrophages, without killing the macrophages, is what makes L. monocytogenes a successful intracellular pathogen, able to avoid extracellular immune detection.16
In the last stage of infection, L. monocytogenes spreads to the neuronal cells by crossing the blood
brain barrier. L. monocytogenes utilizes three different mechanisms to invade the neuronal cells
in the brain.4 The first mechanism consists of L. monocytogenes being transported across the
blood brain barrier via macrophages.4 Once L. monocytogenes has infected macrophages, it
has the ability to travel throughout the bloodstream inside of those macrophages, unable to be
detected by extracellular immune responses, and make its way to neuronal cells.4 L. monocytogenes must pass the blood brain barrier in order to access those neuronal cells for invasion.
Another less common mechanism of invading the brain occurs when extracellular L. monocytogenes in the blood directly crosses and invades the blood brain barrier.4 This is often inhibited
by antibodies though, as L. monocytogenes can be detected by the immune system when traveling freely and extracellularly through the bloodstream.4 Lastly, L. monocytogenes can invade
the brain by migrating onto the axons of various cranial nerves throughout the body.4 However,
this method is variable and depends on the type of neuronal cell as some are more susceptible
to infection while others are not, especially compared to phagocytic cells like macrophages.4
In all of these mechanisms, internalins play an important role and are still used to cross the blood
brain barrier.7 More specifically, Internalin F is shown to interact with and bind to the surface
of the filament vimentin, which is present on cells of the blood brain barrier.7 This initiates the
adherence to the brain endothelial cells of the blood brain barrier to promote invasion across
those cells, allowing L. monocytogenes to reach the neuronal cells of the meninges beyond that
barrier.7 Although there is a lot of information regarding L. monocytogenes infection into the
brain, more research is needed to determine exactly what happens in order for this step of infection to occur.
SECTION IV: OXYGEN LEVELS THROUGHOUT THE TRANSMISSION AND INFECTION PROCESS

Throughout the transmission and infection process of Listeria monocytogenes, the oxygen
levels change, so L. monocytogenes must be able to adapt in order to survive. These changing
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levels range from the point where L. monocytogenes is in its food-modified atmosphere packaging to when it is in the gastrointestinal tract and finally to when it reaches circulation through
the bloodstream by means of macrophages. Prior to transmission and infection into the body,
L. monocytogenes is present in packaged foods, typically in an anaerobic environment due to
vacuum packaging, a common food preservative option.13 This allows for an extended shelf life
of the packaged foods by depleting oxygen.13 However, L. monocytogenes becomes exposed to
aerobic conditions once the packaged food is opened and exposed to the atmospheric environment, which contains 21% oxygen.12 Once L. monocytogenes enters the gastrointestinal system
through food ingestion by the individual, it passes through varying levels of oxygenated environments.11 The gastrointestinal tract is hypoxic or microaerobic, meaning its oxygen levels, while
below atmospheric, are not completely depleted.11 Due to L. monocytogenes being a facultative
anaerobic bacteria, it is able to survive and continuously metabolize despite the varying levels of
oxygen in the GI tract. Furthermore, as L. monocytogenes travels throughout the body to cause
infections in macrophages, liver cells, or brain cells, the body continues to have differing oxygen
concentration levels, meaning that L. monocytogenes must rapidly adapt to account for all the
different environments it encounters throughout the infection process.
SECTION V: ANAEROBIC ADAPTATION IN L. MONOCYTOGENES

L. monocytogenes encounters anaerobic and low oxygen environments through the food
processing industry and throughout an individual’s body, so it has developed adaptations in order
to allow for itself to survive and grow in all the conditions that it faces. Being a facultative
anaerobe, it has the ability to switch between different metabolic pathways for aerobic and
anaerobic environments.13 Regarding metabolism, in anaerobic conditions, the energy source
changes from glucose, maltose, and lactose in aerobic conditions to being able to support
glucose, pentose, and hexose instead.13 Additionally, there is greater LLO production in anaerobic
conditions, which aids L. monocytogenes in breaking down the vacuoles that are used for the
bacteria to enter macrophages.13 Apart from metabolic changes, L. monocytogenes also has
greater tolerance for acidic pH when exposed to anaerobic conditions.13 This tolerant
response allows more L. monocytogenes to survive in the low pH of stomach acid. Further in the
gastrointestinal tract, bile is present, and anaerobic exposure on L. monocytogenes has been
shown to increase resistance and tolerance to bile as well.13 These adaptations indicate that L.
monocytogenes can survive in various stressful situations, including oxygen depletion, which
controls the onset of many tolerances to allow the bacteria to successfully invade and infect
cells in an individual. Based on a study from Andersen, it was found that anaerobic exposure on
L. monocytogenes aids in human gut survival and increases the infectivity capabilities.13
Additionally, prior anaerobic exposure, as seen in vacuum packaging to preserve food shelf
life, increases infectivity 100 times compared to no prior anaerobic exposure.13 The enhanced
infectivity is due to the upregulation of Internalin A and B in anaerobic conditions, allowing
L. monocytogenes more success at passing that initial gastrointestinal barrier into the rest of
the body.18 This makes it important to examine the impacts that anaerobic exposure has on
L. monocytogenes as it encounters oxygen depleted conditions throughout its infection route and
prior in many food preservative packaging options.
SECTION VI: RESEARCH GOALS

By understanding these previous findings on various Listeria monocytogenes mechanisms and
adaptations for invasion and infection inside the body, I can determine my research goal for
my project. Therefore, my main research goal is to determine how anaerobic exposure affects
L. monocytogenes invasion of the central nervous system. This can be examined by infecting
the Neuro-2A cell line, a line of mice neuroblasts which act as the host model for the central
nervous system throughout the experiment, with anaerobically and aerobically grown L.
monocytogenes to produce the appropriate conditions. Furthermore, this goal can be broken
up into two separate aims. The first aim is to monitor gene expression of internalin F in L.
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monocytogenes in vitro in response to anaerobic conditions [AIM 1]. By measuring this gene
expression in both aerobic and anaerobic environments, I can determine how successful L.
monocytogenes is at crossing the blood brain barrier for infection of the neuronal cells. Internalin
F is linked to aiding L. monocytogenes in adhering and crossing that barrier, so the higher its gene
expression at various conditions will determine whether aerobic or anaerobic exposure results
in better success at invasion. Finally, the second aim of this project is to determine the impact of
anaerobic exposure on subsequent intracellular infection in Neuro-2A cells [AIM 2]. By measuring the intracellular infection in Neuro-2A cells with aerobically grown and anaerobically grown
L. monocytogenes, the effect that anaerobic exposure has on the intracellular growth can be
determined. In order to accomplish this, two infection methods can be used: actin colocalization
and intracellular growth. Actin colocalization measures whether or not the intracellular L. monocytogeneshaspolymerizedactinarounditself,creatingthosecomet-liketailstructures.Theoxygen
condition with the higher amount of actin colocalization will determine the success of infection.
Additionally, the intracellular growth infection can examine how successful L. monocytogenes
is at getting inside the neuronal cells and multiplying once there. The same conditions are measured, with the environment with the higher amount of intracellular growth being more successful. Overall, by combining these infections from aim two and the gene expression from aim one,
I can gather a picture of what L. monocytogenes infection in neuronal cells with anaerobic
exposure looks like compared to infection with aerobic exposure, determining what that impact
from oxygen depletion actually entails.
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