Abstract-Fuzzy clustering is an important approach in data mining. It has been applied broadly in many aspects and receiving great attention from enterprisers and scholars. This paper makes use of MATLAB language to produce a fuzzy clustering algorithm for classifying the batting statistics of Indian Premier League (IPL) T-20 version-3 cricket tournament into several numbers of clusters. The definition of clusters as well as the membership function has been implemented using MATLAB. The results obtained from Indian premier league batting statistics dataset detect n-clusters to handle the imprecise and ambiguous result. Finally, this article proposed a fuzzy clustering technique which provides efficient and accurate data analysis in the field of data mining.
I. INTRODUCTION
Cluster analysis is a technique which discovers the substructure of a data set by dividing it into several clusters. Clustering plays an important role in data analysis and interpretation. It has been widely used for data analysis and has been an active subject in several research fields such as statistics, pattern recognition and machine learning. In the context of machine learning, clustering is an unsupervised learning method that groups' data into subgroups called clusters based on a well defined measure of similarity between two objects. Such kind of cluster-represented data provides a simpler description of the original data set but without loss of much information. A variety of clustering approaches have been developed for different goals and applications in specific areas. More comprehensive reviews of clustering approaches and clustering related issues can be found in [1] - [5] .
Fuzzy clustering is an extension of the cluster analysis, which represents the affiliation of data points to clusters by memberships. Introducing fuzziness to clustering gives us the flexible representations of substructures of the data set. In 1965, L.A. Zadeh discovered fuzzy sets and systems in order to exploit the tolerance of imprecision, partial truth, and uncertainty to achieve robustness, tractability at low cost solution [6] , [7] . There are different shapes of cluster centers and prototypes. Most of them conduct clustering in accordance with similarity or dissimilarity derived from distances, from the centroid of the cluster to data points. Lee Manuscript et. al. [8] presents a new iterative fuzzy clustering algorithm that incorporates a supervisory scheme into an unsupervised fuzzy clustering process.
A fuzzy clustering approach for the classification of cosmetic defects is presented [9] . Hichem Frigui et. al. introduce a semi-supervised approach for clustering and aggregating relational data (SS-CARD) [10] . Data mining is the task of discovering interesting and hidden patterns from large amounts of data where the data can be stored in databases, data warehouses, on-line analytical process or other repository information [11] . It is also defined as knowledge discovery in databases (KDD) [12] . Data mining involves an integration of techniques from multiple disciplines such as database technology, statistics, machine learning, neural networks, information retrieval, etc [13] . Yaonan Wang et. al. proposes a center initialization approach based on a minimum spanning tree to keep FCM from local minima [14] .
Indian Premier League (IPL) is a Twenty20 cricket competition initiated by the Board of Control for Cricket in India (BCCI) headquartered in Mumbai. It was started from 2008 consisting of 8 teams (franchises), where cricket players from different countries can participate. Since then IPL has become very popular throughout the world-wide. On 21 March 2010, at Chennai it was announced that for IPL 4th edition, two new teams from Pune and Kochi will be added. This will increase the number of franchises from 8 to 10 and the number of matches from 60 to 94 if the same format is used. In this paper, IPL3 bating statistics records have been considered for cluster analysis which is readily available from IPL website.
We proposed a fuzzy clustering technique to handle the imprecise and unambiguous data. N-clusters have been detected from IPL dataset. To define the membership function and threshold equation, MATLAB has been used and also to measure the distance between the centroid of the clusters and the several points. Finally, a decision is to be taken whether the corresponding point belongs to Cluster 1, Cluster 2 to N-clusters or neither belongs into any cluster.
The paper is organized as follows: Section 2 discuss about the various issues of Cluster Analysis. Section 3 focuses about the basic concepts of data mining. Section 4 represents the design of fuzzy database taking IPL dataset into account. Experiment and results are carried out on section 5. Finally, section 6 concludes the paper.
II. CLUSTER ANALYSIS
Clustering can be considered the most important unsupervised learning problem; so, as every other problem of this kind, it deals with finding a structure in a collection of unlabeled data.
A loose definition of clustering could be "the process of organizing objects into groups whose members are similar in some way". A cluster is therefore a collection of objects which are "similar" between them and are "dissimilar" to the objects belonging to other clusters [15] .
We can show this with a simple graphical example: Fig. 1 . Example of cluster
In this case, we easily identify the 4 clusters into which the data can be divided; the similarity criterion is distance: two or more objects belong to the same cluster if they are "close" according to a given distance (geometrical distance). This is called distance-based clustering. Another kind of clustering is conceptual clustering: two or more objects belong to the same cluster if this one defines a concept common to all that objects. In other words, objects are grouped according to their fit to descriptive concepts, not according to simple similarity measures.
A. Cluster Parameters
In this paper, clusters have been described by the following parameters:
Centroid -Defined the centre of gravity for all clusters members
(1) Distance between two Centroid -distance between two clusters centers
B. The Goals of Clustering
The goal of clustering is to determine the intrinsic grouping in a set of unlabeled data. But how to decide what constitutes a good clustering? It can be shown that there is no absolute "best" criterion which would be independent of the final aim of the clustering. Consequently, it is the user which must supply this criterion, in such a way that the result of the clustering will suit their needs. For instance, we could be interested in finding representatives for homogeneous groups (data reduction), in finding "natural clusters" and describe their unknown properties (natural" data types), for useful and suitable groupings ("useful" data classes) or unusual data objects (outlier detection).
C. Applications
Clustering algorithms can be applied in many fields, for instance:
 Marketing: finding groups of customers with similar behaviour given a large database of customer data containing their properties and past buying records;  Biology: Classification of plants and animals given their features;  Libraries: Book ordering;  Insurance: Identifying groups of motor insurance policy holders with a high average claim cost; identifying frauds;  City-planning: Identifying groups of houses according to their house type, value and geographical location;  Earthquake studies: Clustering observed earthquake epicentres to identify dangerous zones;  WWW: Document classification; clustering weblog data to discover groups of similar access patterns.
III. DATA MINING
Data mining is basically a concept and can be considered as a part of knowledge discovery in databases (KDD). This process consists mainly of steps that are performed before carrying out data mining, such as data selection, data cleaning, pre-processing, and data transformation. Association rule techniques are used for data mining if the goal is to detect relationships or associations between specific values of categorical variables in large data sets. Data mining is the process of discovering meaningful patterns and relationships that lies hidden within very large databases [16] . Apart from these, data mining as the analysis of observational data sets to find unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owner [17] .
The architecture of a typical data mining system may have the following major components: database, data warehouse, or other information repository; a server which is responsible for fetching the relevant data based on the user's data mining request, knowledge base which is used to guide the search [13] . Data mining engine consists of a set of functional modules, Pattern evaluation module which interacts with the data mining modules so as to focus the search towards interesting patterns and graphical user interface which communicates between users and the data mining system, allowing the user interaction with system.
IV. IPL DATASET
The concept of clustering has been considered in order to classify the IPL3 bating statistics of fuzzy data into appropriate clusters. A fuzzy database has been constructed by using MATLAB and the insertion of whole records comprises of 181 data which are collected from IPL website. The dataset consists of several attributes like player-id, player name, team name, innings, runs, average, balls and strike rates which are clearly shown in Fig. 2 . The membership function is generated from the fuzzy database corresponding to each record into values which lies in the range of 0 to 1 taking runs/balls as parameter. The membership function and its corresponding graph are shown in Fig.3 and the graph of player id and the membership value are shown in the Fig.4 .
To define the fuzzy membership function, MATLAB has been used whose value varies from 0 to 1. Now we consider for n = 4 then cluster-1 to cluster-4 are present and we try to segregate the data into this four cluster and the data which are not belong to that cluster and the value of that cluster = 0. The graph of player id and the corresponding cluster for the cluster =4 are shown in the Data Clustering plays a major role in grouping the similar type of data into a specific cluster. Cluster analysis aims at identifying groups of similar objects and, therefore helps to discover distribution of patterns and interesting correlations in large data sets. Fuzzy clustering is an extension of the cluster analysis, which represents the affiliation of data points to clusters by memberships. In this paper, fuzzy clustering has been adopted using fuzzy relational database to detect two clusters on the IPL3 batting statistics dataset. The records in the database are partitioned in a manner such that similar records are in the same cluster. N-clusters have been detected from IPL batting statistics dataset. MATLAB has been used for the definition the membership function, threshold equation and detecting the several clusters.
The future research work of this article lies on the fact that all version of IPL dataset will be taken into consideration to develop an algorithm which detects n-clusters to generalize the fuzzy clustering techniques and comparison of all version of IPL dataset.
