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Lo studio degli spazi a curvatura negativa e` un tema classico nell’ambito
della geometria riemanniana. Negli anni ’80 Mikhail Gromov riformula tale
problematica nel linguaggio della geometria metrica, introducendo cos`ı una
nuova definizione di iperbolicita`. Data una costante δ ∈ R+0 , un triangolo in
uno spazio metrico geodetico e` detto δ-iperbolico se ogni suo lato e` contenuto
in un δ-intorno dell’unione degli altri due; uno spazio si dice δ-iperbolico (o
semplicemente Gromov-iperbolico se lo e` ogni suo triangolo geodetico).
Nel 1978, nel contesto della geometria degli spazi di Teichmu¨ller, Harvey
introduce il complesso delle curve di una superficie puntata (Σ,Π). Sono
identificati dei dischi banali in Σ: dischi “embedded”, ciascuno dei quali
contiene al piu` un elemento di Π. Sono dette essenziali le curve semplici
chiuse che non sono bordo di tali dischi; ciascuna di esse, a meno di omotopia
libera su Σ \Π, costituisce un vertice per il complesso delle curve T (Σ,Π).
Tale oggetto e` un complesso simpliciale in cui un numero finito di vertici
genera un simplesso se e solo se esistono realizzazioni disgiunte delle curve
che li definiscono. Lo spazio T (Σ,Π) e` metrizzabile: su di esso e` possibile
porre una distanza d tale per cui tutti i lati abbiano lunghezza unitaria ed
esso risulti uno spazio di lunghezze.
Negli anni seguenti sono emerse strettissime correlazioni fra la geometria di
larga scala del complesso, la teoria dei mapping class group e la teoria di
Teichmu¨ller. Attualmente le proprieta` del complesso delle curve costituisco-
no fertile terreno di studio.
Il presente lavoro di tesi sviluppa il problema della Gromov-iperbolicita`
del complesso. In un articolo del 1999 Howard A. Masur e Yair M. Minsky
hanno mostrato che, fatta eccezione per un numero finito di casi, il com-
plesso delle curve (T (Σ,Π), d) e` uno spazio Gromov-iperbolico. Nel 2006
Brian Bowditch pubblica una diversa dimostrazione dello stesso teorema,
utilizzando tecniche esclusivamente combinatorie. Questa tesi ripercorre la
dimostrazione di tale teorema secondo la linea gia` esposta da Bowditch.
Complessivamente l’elaborato si divide in cinque capitoli.
Nel primo capitolo si richiamano le definizioni di base della geometria di
larga scala su spazi metrici, si presenta la definizione di Gromov-iperbolicita`
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4e si illustrano alcune proprieta` geometriche da essa implicate (in particolare,
l’esistenza di un sistema di centri e linee).
Il secondo capitolo illustra diversi criteri di Gromov-iperbolicita`. Particola-
re risalto e` dato ai criteri di disuguaglianze isoperimetriche ed al criterio di
esistenza di linee e centri. Si mostra che, definita un’opportuna nozione di
bound isoperimetrico, uno spazio che soddisfi un bound isoperimetrico sub-
quadratico e` Gromov-iperbolico; da tale teorema si deduce che uno spazio
che ammette un sistema di linee e centri e` Gromov-iperbolico.
Nel terzo capitolo vengono presentati il complesso delle curve e le sue prime
proprieta`. Si presentano i casi eccezionali; si mostra come in tutti gli altri
casi il complesso sia connesso per archi ed abbia dimensione finita (dipen-
dente solo dal genere della superficie e dal numero delle punture). E` definito
il numero di intersezione fra due vertici ed e` introdotto l’1-scheletro del com-
plesso, il cosiddetto grafo delle curve. Il capitolo si conclude presentando
una relazione numerica fra la distanza di due vertici sul complesso ed il loro
rispettivo numero di intersezione.
Il quarto capitolo e` interamente dedicato alle superfici. Ivi si introducono le
nozioni di superficie euclidea a singolarita` coniche, di lunghezze di curve su
superfici singolari; e` presentata una classe di curve efficienti e si illustrano ri-
sultati di esistenza di anelli “embedded” di data ampiezza. Si illustra come,
partendo da una superficie topologica puntata (Σ,Π) e da un riferimento
combinatorio {α, β} su di essa, si possa costruire una superficie S(α, β) eu-
clidea a singolarita` coniche. Le proprieta` di tale superficie permettono di
legare fra loro questioni combinatorie sul complesso delle curve e i risultati
esposti sulle superfici euclidee a singolarita` coniche.
Nell’ultimo capitolo si espone la dimostrazione del teorema di iperbolicita`
del complesso. Tale problema e` ricondotto a quello dell’iperbolicita` del solo
grafo; nella dimostrazione si da` esplicita costruzione di un sistema di linee




1.1 Il linguaggio della coarse geometry
Richiamiamo qui alcune nozioni di base della coarse geometry. 1
Sia (X, d) uno spazio metrico.
Definizione 1.1.1. Una curva in X e` un’applicazione continua γ : I → X,
dove I e` un intervallo di R.






d(γ(ti), γ(ti+1))| t1 < t2 < . . . < tn ∈ I} ∈ [0,+∞] .
Se L(γ) < +∞, γ si dice rettificabile.
Definizione 1.1.2. Sia (X, d) spazio metrico connesso per archi rettificabili.
La distanza d¯ : X ×X → R definita come
d¯(x, y) = inf{L(γ)| γ curva tale che γ(0) = x, γ(1) = y}
e` detta distanza delle lunghezze.
Se d¯ = d, lo spazio (X, d) sara` detto spazio di lunghezze
Definizione 1.1.3. Una curva γ : I → X si dice geodetica se per ogni
t, s ∈ I si ha d(γ(t), γ(s)) = |t− s|.
Lo spazio metrico (X, d) e` geodetico se per ogni x, y ∈ X esiste una curva
geodetica che collega x e y.
Uno spazio geodetico e` sempre uno spazio di lunghezze, quando lo spazio
e` proprio vale anche il viceversa (il risultato e` noto come Teorema di Hopf-
Rinow, cfr. [2])
1Per approfondimenti si rimanda a [2], [13] e [7].
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Definizione 1.1.4. Un’applicazione f : X → Y fra spazi metrici e` una
isometria se e` surgettiva e vale dY (f(x), f(y)) = dX(x, y).
La mappa f e` una isometria locale in x ∈ X se esiste un intorno aperto
Ux tale che f|Ux e` un’isometria su un aperto Uf(x). Si dice che f e` una
isometria locale se e` un’isometria locale in ogni punto di X.
Nella geometria di larga scala, si fa grande utilizzo di versioni approssi-
mate delle usuali nozioni metriche.
Definizione 1.1.5. Siano (X, dX) e (Y, dY ) spazi metrici.
Un’applicazione f : X → Y si dice (λ, ε)-embedding quasi-isometrico se
esistono λ ≥ 1, ε > 0 tali che per ogni x, x′ ∈ X valga la seguente
1
λ
dX(x, x′)− ε ≤ dY (f(x), f(x′)) ≤ λdX(x, x′) + ε .
Osserviamo che non si richiede che f sia continuo.
Definizione 1.1.6. Siano (X, dX) e (Y, dY ) spazi metrici.
Un’applicazione f : X → Y si dice (λ, ε)-quasi-isometria se esistono g :
Y → X (λ′, ε′)-embedding quasi-isometrico e C ≥ 0 tale che per ogni x ∈ X,
y ∈ Y si ha dX(g(f(x)), x) ≤ C e dY (f(g(y)), y) ≤ C.
In tal caso si dice che X e Y sono quasi-isometrici.
Chiaramente, la relazione di quasi-isometria fra spazi e` una relazione di
equivalenza.
Ricordiamo che un sottospazio A di uno spazio metrico (X, d) si dice R-denso
se X = NR(A) = {x ∈ X | d(A, x) ≤ R}. Un utile criterio per verificare se
un embedding quasi-isometrico e` una quasi-isometria e` il seguente (per la
dimostrazione si veda [2]).
Proposizione 1.1.7. Sia f : X → Y embedding quasi-isometrico.
Allora f e` una quasi-isometria se e solo se esiste R > 0 tale che f(X) e`
R-denso in Y .
Definizione 1.1.8. Sia (X, d) uno spazio metrico. Una (λ, ε)-quasigeodetica
e` un (λ, ε)-embedding quasi-isometrico γ : I → X, ove I e` un intervallo di
R.
Osserviamo nuovamente che non e` richiesta la continuita` della mappa
γ. La seguente proposizione (cfr. [2]) ci garantisce pero` che dal punto di
vista del comportamento su larga scala non vi sono differenze significative
fra quasigeodetiche continue e non continue.
Definizione 1.1.9. Sia (X, d) uno spazio metrico e A,B ⊆ X.
Diciamo distanza di Hausdorff fra A e B il numero reale
HausDist (A,B) = inf{ε > 0| A ⊆ Nε(B), B ⊆ Nε(A)} .
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Proposizione 1.1.10. Siano (X, d) uno spazio metrico geodetico, I = [a, b] ⊆
R e γ : I → X una (λ, ε) quasigeodetica.
Esistono costanti λ′ = λ′(λ, ε), ε′ = ε′(λ, ε), k′ = k′(λ, ε) e una curva
γ¯ : I → X tale che si abbia:
- γ¯(a) = γ(a) e γ¯(b) = γ(a);
- γ¯ e` una (λ′, ε′)-quasigeodetica continua rettificabile;
- per ogni t, t′ ∈ I si osserva L(γ¯|[t,t′]) ≤ λ′|t− t′|+ ε′;
- HausDist (Im γ, Im γ¯) ≤ k′.
1.2 Gromov iperbolicita` e sue proprieta` geometri-
che
Nel seguito indicheremo con (X, d) uno spazio metrico geodetico sul quale e`
definita una distanza d. Siano x, y ∈ X, denoteremo con [x, y] una qualsiasi
geodetica di estremi x e y. Per brevita`, ove non diversamente espresso,
lo stesso simbolo [x, y] sara` utilizzato anche per riferirsi all’immagine della
stessa geodetica in X. Le dimostrazioni di questa sezione possono essere
facilmente reperite in [2] e [3].
Definizione 1.2.1. Sia δ ≥ 0, un triangolo geodetico in X si dice δ-fine se
ogni suo lato e` contenuto in un δ-intorno chiuso dell’unione degli altri due.
Figura 1.1: Triangolo δ-fine
Definizione 1.2.2. Uno spazio geodetico si dice δ-iperbolico se ogni suo
triangolo geodetico e` δ-fine.
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La condizione di iperbolicita` appena enunciata generalizza la nozione di
“curvatura negativa” propria della geometria riemanniana. Vale infatti il
seguente teorema.
Teorema 1.2.3. Sia X varieta` Riemanniana semplicemente connessa, com-
pleta e di curvatura strettamente negativa. Allora esiste una costante δ tale
che X sia δ-iperbolico rispetto alla propria naturale metrica delle lunghezze.
Teorema 1.2.4 (Lemma di Morse). Sia X uno spazio δ-iperbolico e sia
c : [a, b] → X una (k, c)-quasigeodetica. Allora esiste una costante M =
M(δ, k, c) tale che per ogni geodetica [c(a), c(b)] si abbia
HausDist (Im c, [c(a), c(b)]) ≤M(δ, k, c) .
Teorema 1.2.5. Siano X, X ′ spazi metrici geodetici e sia f : X ′ → X
(λ, ε)-embedding quasi-isometrico. Se X e` δ-iperbolico, allora esiste δ′ =
δ′(λ, ε, δ) tale che X ′ e` δ′-iperbolico.
Definizione 1.2.6. Uno spazio geodetico 0-iperbolico si dice albero reale.
T T1 2
Figura 1.2: Triangoli geodetici in un albero reale
Dalla condizione di 0-iperbolicita` segue che i triangoli geodetici in un
albero reale sono solo di due tipi, come in Figura 1.2. I triangoli del tipo T2
sono detti tripodi.
Sia X uno spazio geodetico δ-iperbolico e ∆ ⊂ X un triangolo geodetico
di vertici x, y, z. A meno di isometrie, esiste uno ed un solo tripode ∆¯ i cui
lati abbiano la stessa lunghezza dei lati di ∆. Sia f : ∆ → ∆¯ un’isometria
sui lati. Per disuguaglianza triangolare, esistono a, b, c ≥ 0 tali che d(x, y) =
a+ b, d(x, z) = a+ c, d(y, z) = b+ c.
Definizione 1.2.7. Sia X spazio geodetico δ-iperbolico e ∆ ⊂ X un trian-
golo geodetico di vertici x, y, z.
Sia p il punto sul tripode associato a ∆ tale che d(x, p) = a, d(p, z) = c,
d(p, y) = b e poniamo f−1(p) = {ix, iy, iz} come in Figura 1.3. Definiamo
insize (∆) = diam f−1(p).
Proposizione 1.2.8. Sia X δ-iperbolico.
Per ogni triangolo geodetico ∆ ⊆ X si ha insize(∆) ≤ 4δ.










Figura 1.3: Tripode associato ad un triangolo geodetico
1.2.1 Quasi-proiezioni e quasi-centri
Sia (X, d) un generico spazio metrico geodetico. Un sottoinsieme C ⊆ X si
dice convesso se per ogni coppia di punti x, y ∈ C ogni geodetica che li ha
per estremi e` interamente contenuta in C. Usualmente si chiama proiezione
su C una mappa piC : X → C che associa ad ogni punto di X il punto di C
di minima distanza. Una tale mappa esiste, ad esempio, se X e` un albero
reale e C un convesso, ma non e` detto che vi sia se X e` iperbolico di costante
positiva.
Le nozioni di quasi-convessita` e di quasi-proiezione risultano invece di
piu` facile applicazione nell’ambito da noi trattato.
Definizione 1.2.9. Sia C ⊆ X, C si dice quasi-convesso se esiste c ∈ R+
tale che per ogni x, y ∈ C ogni geodetica [x, y] e` contenuta in un c-intorno
di C.
Con riferimento alla costante c, si suole dire che C e` un c-quasiconvesso.
E` facile verificare che ogni geodetica di uno spazio iperbolico e` un quasi-
convesso.
Teorema 1.2.10. Siano X uno spazio geodetico δ-iperbolico e C ⊆ X un
sottoinsieme quasi-convesso. Siano infine ε > 0 e pi : X → C un’applica-
zione tale che d(x, pi(x)) ≤ d(x,C) + ε per ogni x ∈ X. Allora esiste una
costante κ > 0 tale che d(pi(x), pi(y)) ≤ d(x, y) + κ+ 2ε per ogni x, y ∈ X.
Un’applicazione pi : X → C come nel teorema e` detta quasiproiezione
sul quasi-convesso C.
Dimostrazione. Sia c la costante di quasi-convessita` di C. Vogliamo trovare
una stima uniforme per d(pi(x), pi(y)).
Dati x, y ∈ X, scegliamo geodetiche [x, y], [y, pi(y)], [x, pi(x)], [pi(x), pi(y)],
[y, pi(x)] e siano ∆1 = [x, y, pi(x)] e ∆2 = [y, pi(y), pi(x)] i triangoli geodetici
cos`ı ottenuti.









Figura 1.4: Caso d(p, [x, pi(x)]) ≤ δ
Per iperbolicita` di ∆2, esiste un punto p ∈ [y, pi(x)] tale{
d(p, [y, pi(y)]) ≤ δ
d(p, [pi(x), pi(y)]) ≤ δ (1.2.1)
e per la condizione di iperbolicita` di ∆2, vale anche d(p, [x, y]∪[x, pi(x)]) ≤ δ.
Supponiamo che valga d(p, [x, pi(x)]) ≤ δ.
Siano q ∈ [x, pi(x)] tale che d(p, q) ≤ δ, q′ ∈ [y, pi(y)] tale d(p, q′) ≤ δ ed
h ∈ [pi(x), pi(y)] tale che d(p, h) ≤ δ come in Figura 1.4.
Stimiamo
d(pi(x), pi(y)) ≤ d(pi(x), q) + d(q, p) + d(p, q′) + d(q′, pi(y))
≤ d(pi(x), q) + 2δ + d(q′, pi(y)) .
Osserviamo che per ipotesi su pi si ha
d(q′, pi(y)) = d(y, pi(y))− d(y, q′) ≤ d(y, C) + ε− d(y, q′) ≤ d(q′, C) + ε .
Infine, per quasi-convessita`, troviamo
d(q′, C) ≤ d(q′, p) + d(p, h) + d(h,C) ≤ 2δ + c .
Segue che d(q′, pi(y)) ≤ 2δ + c+ ε.
Analogamente, per simmetria, si trova che d(q, pi(x)) ≤ 2δ + c + ε.
Concludiamo che, nell’ipotesi d(p, [x, pi(x)]) ≤ δ, si ha
d(pi(x), pi(y)) ≤ 6δ + c+ ε .
Scegliamo ora una geodetica [x, pi(y)]. Siano ∆′1 = [x, pi(x), pi(y)] e
∆′2 = [x, y, pi(y)] i due triangoli geodetici ottenuti. Per le condizioni di
iperbolicita` dei due triangoli, esiste un punto p′ ∈ [x, pi(y)] che soddisfa
relazioni analoghe a 1.2.1:
d(p′, [x, pi(x)]) ≤ δ
d(p′, [pi(x), pi(y)]) ≤ δ
d(p′, [y, pi(y)] ∪ [x, y]) ≤ δ
(1.2.2)




Figura 1.5: Caso d(p, [x, y]) ≤ δ e d(p′, [x, y]) ≤ δ
Nel caso in cui sia d(p′, [pi(y), y]) ≤ δ, possiamo usare lo stesso procedimento
gia` visto e troviamo d(pi(x), pi(y)) ≤ 6δ + c+ ε .
Rimane da trattare il caso d(p, [x, y]) ≤ δ e d(p′, [x, y]) ≤ δ.
Siano r, r′ ∈ [x, y], d(p′, r′) ≤ δ e d(p, r) ≤ δ. Stimiamo
d(pi(x), pi(y)) ≤ d(pi(x), p′) + d(p′, r′) + d(r′, r) + d(r, p) + d(p, pi(y))
≤ d(pi(x), p′) + 2δ + d(x, y) + d(p, pi(y)) .
Sia q′ ∈ [y, pi(y)], gia` definito sopra, tale che d(p, q′) ≤ δ e, analogamente,
definiamo ora q′′ ∈ [x, pi(x)] che verifica d(p′, q′′) ≤ δ (in 1.2.1). Osserviamo
che vale d(p, pi(y)) ≤ d(p, q′) + d(q′, pi(y)) ≤ δ + 2δ + c + ε = 3δ + c + ε.
Analogamente si trova d(pi(x), p′) ≤ 3δ + c+ ε.
Concludiamo che d(pi(x), pi(y)) ≤ 8δ + 2c+ 2ε+ d(x, y).
Sara` utile adattare anche la nozione di centro di un sottospazio. Dato
Y ⊆ X limitato, definiamo il raggio di Y come r(Y ) = inf{ρ > 0 | ∃x ∈
X tale che Y ⊆ B(x, ρ)}. Un punto x¯ ∈ X e` centro diX se Y ⊂ B¯(x, r(Y )).
Se X e` uno spazio CAT (0) completo, ogni sottospazio non vuoto e limita-
to ammette un unico centro. Un simile risultato non e` in generale valido
per generici spazi δ-iperbolici. Introducendo una apposita nozione di re-
gione di quasicentro, si riescono, pero`, ad ottenere dei buoni risultati di
approssimazione.
Proposizione 1.2.11. Sia X uno spazo δ-iperbolico e Y ⊆ X un sottospazio
non vuoto e limitato. Allora per ogni ε > 0 l’insieme Cε(Y ) = {x ∈ X | Y ⊆
B(x, r(Y ) + ε)} ha diametro non superiore a 4δ + 4ε.
L’insieme Cε(Y ) e` detto ε-quasicentro di Y .
Dimostrazione. Siano x, x′ ∈ Cε(Y ) e y ∈ Y . Si vuole stimare d(x, x′).
Scegliamo geodetiche [x, x′], [x, y],[x′, y] e sia m ∈ [x, x′] il punto medio
di [x, x′]. Poiche´ d(x, x′) = 2d(x,m), bastera` dare una stima di d(x,m).
Per δ-iperbolicita`, esiste p ∈ [x, y] ∪ [y, x′] tale che d(p,m) ≤ δ. Per
simmetria, si puo` assumere che p ∈ [x, y] (Figura 1.6). Valgono le seguenti







d(x,m) ≤ d(x, p) + d(p,m) ≤ d(x, p) + δ
d(x, p) = d(y, x)− d(y, p) ≤ r(Y ) + ε− d(y, p) per definizione di Cep(Y )
d(y, p) ≥ d(y,m)− d(p,m) ≥ d(y,m)− δ per disuguaglianza triangolare
d(y,m) ≥ r(Y )− ε per definizione di r(Y ) .
Si deduce d(m,x) ≤ δ + r(Y ) + ε− ((r(Y )− ε)− δ) = 2δ + 2ε.
1.2.2 Sistemi di centri e linee
Sia G un grafo connesso, X il suo insieme di vertici, d una distanza geodetica
su G tale per cui tutti i lati di G abbiano lunghezza 1.
Definizione 1.2.12. Siano a, b ∈ X, una linea per a e b e` un sottoinsieme
di X (Λab,≤ab) munito di un ordinamento grossolano2 ≤ab rispetto al quale
a e` un minimo e b un massimo. Dati x, y ∈ Λa,b, il segmento di estremi x
e y e` Λab[x, y] = {z ∈ Λab | x ≤ z ≤ y}.
Spesso si adottera` la notazione x <ab y per indicare x ab y.
Definizione 1.2.13. Un centro e` un’applicazione φ : X ×X ×X → X.
Definizione 1.2.14. Si dice che G ammette un sistema di centri e linee
se esistono un centro φ ed una collezione di linee {(Λab,≤ab)}(a,b)∈X×X che
soddisfano i seguenti assiomi:
A1) per ogni a, b ∈ X Λab = Λba con ≤ab=≥ba;
2Relazione binaria riflessiva, transitiva, rispetto alla quale tutti gli elementi sono
confrontabili tra loro. Non e` necessariamente antisimmetrica.
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A2) per ogni a, b ∈ X φ(a, a, b) = a;
per ogni a1, a2, a3 ∈ X vale φ(a1, a2, a3) ∈ Λab ∩ Λac ∩ Λbc e per ogni
i, j, k ∈ {1, 2, 3} distinti si ha φ(ai, aj , ak) = φ(a1, a2, a3);
A3) esiste K ≥ 0 :
a. HausDist (Λab[a, φ(a, b, c)],Λac[a, φ(a, b, c)]) ≤ K;
b. per ogni x, y tali che d(x, y) ≤ 1 vale diam Λab[φ(a, b, x), φ(a, b, y)] ≤
K;
c. per ogni c ∈ Λab: diam Λab[c, φ(a, b, c)] ≤ K.
Teorema 1.2.15. Ogni G grafo δ-iperbolico ammette un sistema di linee e
centri.
Dimostrazione. Per ogni a, b ∈ X, scegliamo γab : I → G una curva geo-
detica parametrizzata rispetto alla lunghezza d’arco avente tali punti co-
me estremi. Assumiamo inoltre che γba(t) = γab(−t)∀t ∈ I. Indichiamo
[a, b] = Imγab e sia piab : G → [a, b] una 1-quasiproiezione su [a, b]. Richia-
miamo che, per quanto visto nella Proposizione 1.2.10, per ogni x ∈ [a, b] si
ha d(x, piab(x)) ≤ d(x, [a, b]) + 1. Diciamo che η1 ≤ab η2 se e solo se esistono
t1 ≤ t2 ∈ I per cui pi(η1) = γab(t1) e pi(η2) = γab(t2).
Definiamo Λab := N4δ([a, b]), il 4δ-intorno chiuso di [a, b].
Siano ia, ib, ic come nella Proposizione 1.2.8, per quanto ivi visto si ha che
{ia, ib, ic} ⊆ N4δ([a, b]) ∩N4δ([b, c]) ∩N4δ([a, c]).
Per ogni terna {a, b, c}, scegliamo un punto φ(a, b, c) ∈ N4δ([a, c])∩N4δ([a, b])∩
N4δ([b, c]) tale che φ(a, b, c) = φ(a, c, b) = φ(c, a, b) = φ(b, a, c), φ(a, a, b) = a
e d(φ(a, b, c), ia) ≤ 4δ. Mostriamo che sono verificati gli assiomi.
(A1) Segue direttamente dall’assunzione fatta su γab e γba.
(A2) Segue dalla definizione data.










Figura 1.7: (A3) - (a)
vamente su [a, b] e [a, c], indichiamo con p1 = piab(φ(a, b, c)), p2 =
piac(φ(a, b, c)) (Figura 1.7). Per le proprieta` di proiezione troviamo
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d(p1, p2) ≤ d(p1, φ(a, b, c))+d(φ(a, b, c), p2) ≤ 8δ+2. Sia ε ∈ Λab[a, φ(a, b, c)],
si vuole determinare ε′ ∈ Λac[a, φ(a, b, c)] a distanza limitata da ε.
Si hanno due casi:
- ε ∈ [a, b]. Sia [p1, p2] una geodetica di estremi p1, p2, per δ-iperbolicita`
del triangolo geodetico [a, p1, p2] esiste η ∈ Nδ[p1, p2] ∪ Nδ[a, p2]
tale che d(ε, η) ≤ δ. Se η ∈ [a, p2], poniamo ε′ = η. Se η ∈
[p1, p2], scegliendo ε′ = p2 si ha che d(ε, p2) ≤ d(ε, η) + d(η, p2) ≤
δ + d(p1, p2) ≤ 9δ + 2.
- ε 6∈ [a, b]. Osserviamo che piab(ε) ∈ [a, b], per il caso precedente esiste
γ ∈ [a, p2] tale che d(γ, piab(ε)) ≤ 9δ+2, ponendo ε′ = γ troviamo
il risultato voluto: d(ε, γ) ≤ d(ε, piab(ε)) + d(piab(ε), γ) ≤ 13δ + 3.
Per simmetria si mostra che per ogni ε ∈ Λac[a, φ(a, b, c)] esiste ε′ ∈
Λab[a, φ(a, b, c)] a distanza limitata da ε, da cui l’asserto in (A3)-(a).
Verifichiamo (A3)-(b). Osserviamo innanzitutto che dalle definizioni
date segue che
d(piab(φ(a, b, x)), piab(φ(a, b, y))) ≤ d(piab(φ(a, b, x), φ(a, b, x))
+ d(φ(a, b, x), φ(a, b, y))
+ d(φ(a, b, y), piab(φ(a, b, y))
≤ 8δ + 2 + d(φ(a, b, x), φ(a, b, y)) .
Basta trovare una stima per d(φ(a, b, x), φ(a, b, y)): infatti se A,B ∈
Λab[φ(a, b, x), φ(a, b, y)] si trova
d(A,B) ≤ d(A, piab(A)) + d(piab(A), piab(B)) + d(piab(B), B)
≤ 4δ + 1 + d(piab(φ(a, b, x)), piab(φ(a, b, y))) + 4δ + 1
≤ 16δ + 4 + d(φ(a, b, x), φ(a, b, y)) .
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nella definizione di insize (Figura 1.8), osserviamo che basta trovare
una stima per d(ix, i′y), infatti
d(φ(a, b, x), φ(a, b, y)) ≤ d(φ(a, b, x), ix) + d(ix, i′y) + d(φ(a, b, y), i′y)
≤ 8δ + d(ix, i′y) .
Per le proprieta` dei punti di insize,
d(ib, x) =
d(a, x) + d(x, b)− d(a, b)
2
d(i′b, y) =
d(a, y) + d(y, b)− d(a, b)
2
.
Per la condizione d(x, y) = 1 e disuguaglianza triangolare, troviamo
d(a, x) ≤ d(a, y) + 1 e d(b, x) ≤ d(b, y) + 1. Deduciamo |d(ib, x) −
d(i′b, y)| ≤ 1 e
d(ix, i′y) = |d(a, ib)− d(a, i′b)| = |d(a, x)− d(a, y) + d(i′b, y)− d(ib, x)|
≤ |d(a, x)− d(a, y)|+ |d(i′b, y)− d(ib, x)| ≤ 2 .
Verifichiamo (A3)-(c) Basta stimare d(piab(c), piab(φ(a, b, c))). Conside-
riamo il caso ic ∈ [piab(c), b], si ha
d(piab(φ(a, b, c)), ia) ≤ d(piab(φ(a, b, c)), φ(a, b, c)) + d(φ(a, b, c), ia) ≤ 8δ + 2
d(ia, ib) ≤ 4δ
d(ib, piab(c)) ≤ d(piab(c), c) + d(c, ib) ≤ 4δ + 1 + d(c, ib) .
D’altronde, guardando al triangolo [a, c, piab(c)], si deduce
4δ + 1 ≥ d(c, piab(c)) ≥ d(a, c)− d(a, piab(c)) = d(a, ib) + d(ib, c)− d(a, piab(c))
≥ d(a, ib) + d(ib, c)− d(a, ic) = d(ib, c) .
Nel caso in cui ic ∈ [a, piab(c)] si procede in maniera analoga con-
siderando il triangolo [b, c, piab(c)], si giunge cos`ı ad una stima su
d(piab(c), ia).




Nella presente sezione si espone una correlazione fra il problema dell’iperbo-
licita` e quello della soddisfacibilita` di “speciali” disuguaglianze isoperime-
triche. Per un approfondimento della trattazione qui esposta si rimanda a
[2].
Sia D2 il disco unitario in R2. Una triangolazione di D2 e` un omeomor-
fismo P : D2 → K, ove K e` un CW-complesso di dimensione 2; indichiamo
con D(1) il suo 1-scheletro.
Definizione 2.1.1. Sia G un grafo metrico e γ : S1 → X un laccio chiuso
su di esso; uno spanning disc per γ e` un’applicazione γ˜ : D(1) → G che
coincide con γ su S1: γ˜|S1 = γ.
Definiamo
Mesh(γ˜) = max{l(∂D(2)j ) | D(2)j e` una 2-cella nella triangolazione di D}
Area(γ˜) = numero di 2-celle nella triangolazione .
Tale definizione si generalizza come segue agli spazi metrici.
Definizione 2.1.2. Sia X uno spazio metrico e c : S1 → X un cammino
chiuso rettificabile. Un ε-filling (P, φ) di c consiste di una triangolazione P
di D2 e di una mappa φ : D2 → X tale che φ|S1 = c e l’immagine mediante
φ di ciascuna faccia di P sia un insieme di diametro al piu` ε.
Diciamo area del filling il numero |φ| di facce di P . La ε-area di c e` definita
come
Areaε(c) = min{|φ| | φ e` un ε-filling di c } .
Per convenzione, si assume Areaε(c) =∞ se non esistono ε-filling di c.
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Definizione 2.1.3. Un ε-filling (P, φ) di un loop c si dice geodetico a tratti
se la restrizione di φ ad ogni lato interno di P e` una parametrizzazione
lineare di un segmento geodetico in X.
Non e` restrittivo limitarsi a considerare solo ε-filling geodetici a tratti:
se c ammette un ε-filling, ammette anche un 3ε2 -filling φ geodetico a tratti
con |φ| = Areaε(c).
Definizione 2.1.4. Una funzione f : [0,∞) → [0,∞) si dice bound isope-
rimetrico per X se esiste un ε > 0 tale che ogni curva chiusa rettificabile c
in X ha un ε-filling e Areaε(c) ≤ f(l(c)).
Se f e` lineare (risp. quadratico) si dice che X soddisfa una disuguaglian-
za isoperimetrica lineare (risp. quadratica).
Introduciamo le seguenti notazioni.
Scriviamo f ¹ g se esiste una costante K > 0 tale che f(x) ≤ Kg(Kx +
K) +Kx+K per ogni x ∈ [0,∞); f ∼ g se f ¹ g e g ¹ f .
Proposizione 2.1.5. Siano X e X ′ spazi di lunghezze quasi-isometrici. Se
f e` un bound isoperimetrico per X, allora X ′ ammette un bound isoperime-
trico f ′ ¹ f .
Facciamo le seguenti osservazioni.
1. per mostrare l’esistenza di un ε-filling di area fissata e` sufficiente esibi-
re una triangolazione del disco ed una mappa φ definita sui vertici: la
mappa si estende ai lati ed ai triangoli interni semplicemente mandan-
do le parti interne di lati e facce nell’immagine di un vertice del loro
bordo (gli ε-filling non sono necessariamente continui); basta verificare
che il diametro dell’insieme dei vertici di un triangolo interno sia al
piu` ε e che, per un triangolo con i lati sul bordo, l’insieme formato
dall’immagine di quei lati e dai vertici abbia diametro al piu` ε.
2. Se ε′ > ε allora Areaε′(c) ≤ Areaε(c) per ogni cammino chiuso rettifi-
cabile c in uno spazio X.
E` possibile dare una caratterizzazione degli spazi δ-iperbolici come spazi
che soddisfano una disuguaglianza isoperimetrica lineare. Valgono infatti i
seguenti teoremi.
Teorema 2.1.6. Sia X uno spazio geodetico. Se X e` δ-iperbolico, allora
soddisfa una disuguaglianza isoperimetrica lineare .
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Teorema 2.1.7. Sia X uno spazio metrico geodetico. Se esistono costanti
K, N > 0 tali che AreaN (c) ≤ Kl(c) +K per ogni laccio c in X geodetico a
tratti, allora X e` δ-iperbolico, dove δ dipende solo da K e da N .
Dimostrazione. E` possibile dimostrare che ogni spazio geodetico X e` quasi-
isometrico ad uno grafo metrico. Per la proposizione 2.1.5, non e` restrittivo
assumere X grafo metrico con lati di lunghezza unitaria e K,N interi.
Nella dimostrazione si intende mostrare che l’insieme degli interi n per cui
esiste in X un triangolo geodetico non (n+1)-sottile e` limitato. Tale asserto
implica l’iperbolicita` dello spazio X.
Fissiamo n e sia ∆ = ∆(p, q, r) triangolo geodetico in X non (n + 1)-
sottile: esiste a ∈ [p, q] per cui si ha d(a, [q, r] ∪ [r, p]) ≥ n + 1. Possiamo
assumere che ∆ sia di perimetro minimale tra i triangoli con questa pro-
prieta`; per qualche vertice v adiacente ad a si ha d(v, [p, r] ∪ [r, q]) ≥ n.
Siano k = 3KN2 e m = 3KN ; assumiamo n > 6k.
Si presentano due casi:
1. [p, v] ∩N4k([r, q]) = ∅ e [v, q] ∩N4k([p, r]) = ∅;
2. esistono due punti w ∈ [v, q] e w′ ∈ [p, r] tali che d(w,w′) ≤ 4k.
Trattiamo il primo caso.
Sia [u,w] ⊆ [p, q] segmento minimale tale che v ∈ [u,w] e i suoi estremi
distano al piu` k dall’unione degli altri due lati di ∆; siano u′ ∈ [p, r] e
w′ ∈ [r, q] i punti piu` vicini a r tali che d(u, u′) = 2k e d(w,w′) = 2k.
Consideriamo punti u′′, w′′ tali che [u′, u′′] ⊆ [u′, r] e [w′, w′′] ⊆ [w′, r] sono
sottoarchi massimali i cui k-intorni siano disgiunti. Poiche´
d(u,w′), d(w, u′) > 4k
d(u, u′), d(w,w′) = 2k









Figura 2.1: Caso 1
Consideriamo l’esagono H come in Figura 2.1. Sia (P, φ) un suo N -filling
geodetico a tratti di area minima. Suddividiamo i lati di P aggiungendo
vertici in modo che la restrizione di φ alla parte interna dei lati sia una
20 CAPITOLO 2. CRITERI DI IPERBOLICITA`
mappa costante o un omeomorfismo sulla parte interna di un lato di X.
Per ipotesi, ogni lato nella triangolazione e` immagine di un cammino di
lunghezza al piu` N , dunque il bordo di ogni 2-cella nella triangolazione
contiene al piu` 3N lati.
Identifichiamo i punti dell’esagono con la loro pre-immagine mediante φ.
Vogliamo dare una stima del numero di facce di P .
Cominciamo stimando il numero il numero di facce nei k-intorni di [u,w],
[u′, w′], [u′′, w′′]. Siano a = d(u,w), b = d(u′, u′′), c = d(w′, w′′). Indichiamo
con D1 il piu` piccolo sottocomplesso di dimensione 2 che contiene l’unione
delle 2-celle che intersecano [u,w]; sia D2 come prima che contiene l’unione
delle 2-celle che intersecano D1, e cos`ı via fino a definire Dm. Osserviamo
che ∂Dm e` contenuto in un intorno di [u,w] di ampiezza mN = k.









Figura 2.2: Computo delle facce di P
abbiamo almeno a3N facce in D1. Per i = 1, . . . ,m−1 esiste un edge-path che
collega u a w dentro ∂Di e non contiene lati in [u,w]. Esso e` lungo almeno
d(u,w) = a e avrebbe al piu` 2k lati contenuti nell’esagono (giacerebbero tutti
su [u, u′] o [w,w′]); vi sono almeno a−2k3N facce in Di+1 \Di. Sommando tali
contributi per i = 1, . . .m−1 otteniamo un totale di m3N (a−2k) = K(a−2k)
facce in un k-intorno di [u,w] in P . In maniera simile troviamo K(b − 2k)
facce in un k-intorno di [u′, u′′] e K(c − 2k) facce in un intorno di [w′, w′′].
Troviamo il primo risultato Area N (H ) ≥ K(a+ b+ c)− 6kK.
Osserviamo che, poiche´ ∂Dm\(H ∩B(v, k)) 6= ∅ e d(v,H \[u,w]) ≥ n−2k,
esiste un arco A+ ⊆ ∂Dm \H di lunghezza almeno n − 3k (Figura 2.2);
troviamo cos`ı almeno altre n−3k3N facce di P che si appoggiano su A+ e non
erano state contate in precedenza. Troviamo una nuova stima
Area N (H ) ≥ K(a+ b+ c)− 6kK + n− 3k3N .
Ricordando che l(H ) = a + b + c + 6k e AreaN (H ) ≤ kl(H ) si trova la
disuguaglianza n−3k3N ≤ 12kK. Poiche´ K e N sono costanti e k = 3KN2,
allora n e` limitato. Dunque X e` iperbolico di costante δ = δ(K,N).
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Il caso 2. e` analogo al 1. (cfr. [2]).
2.1.1 Disuguaglianze subquadratiche
Esponiamo qui un raffinamento del risultato sulle disuguglianze isoperime-
triche gia` esposto: per alcuni speciali spazi, l’iperbolicita` segue dalla sod-
disfacibilita` di un bound isoperimetrico subquadratico. La dimostrazione
qui riportata puo` essere reperita in [2] e in [6]; per altre dimostrazioni dello
stesso risultato si veda [4] e [5].
Definizione 2.1.8. Siano c1, c2, c3 curve rettificabili aventi in comune lo
stesso punto iniziale e finale. Sia γi = cic¯i+1, ove gli indici sono considerati
a meno di riduzioni modulo 3 e ¯ci+1 indica la curva ottenuta da ci+1 inver-
tendo l’orientazione.
L’insieme {γ1, γ2, γ3} e` la θ-curva generata da c1,c2,c3; si dice che γ1, γ2
sono ottenute tagliando γ¯3 lungo c2.
Sia X uno spazio geodetico e sia Ω un insieme di curve chiuse rettifi-
cabili in X chiuso per operazioni di taglio lungo geodetiche. Consideriamo
funzionali d’area A : Ω→ R+ che soddisfano le seguenti proprieta`:
1. Disuguaglianza triangolare - Se γ1, γ2, γ3 ∈ Ω formano una θ-curva,
allora A(γ1) ≤ A(γ2) +A(γ3);
2. Disuguaglianza rettangolare - Esiste una costante K > 0 tale che se
γ ∈ Ω e` una concatenazione di quattro cammini, γ = c1c2c3c4, allora
A(γ) ≥ Kd(Im c1, Im c3)d(Im c2, Im c4).
Con argomentazioni combinatorie e` possibile dimostrare che se X e` un gra-
fo metrico con i lati di lunghezza intera e Ω e` un insieme di edge-loop, le
nozioni di area sopra introdotte soddisfano entrambi gli assiomi.




= 0. Una classe di lacci Ω soddisfa una disuguaglianza iso-
perimetrica subquadratica rispetto ad un funzionale d’area A se fA,Ω(x) =
sup{A(γ) | γ ∈ Ω, l(γ) ≤ x} e` una funzione subquadratica. Nel seguito
assumeremo K = 1.
Lemma 2.1.9. Sia f(x) = fA,Ω(x).
Per ogni x ∈ [0,∞) esistono p, q ∈ [0,∞) tali che:
- f(x) ≤ f(p) + f(q);
- p, q ≤ 34x+ 3
√
f(x);
- p+ q ≤ x+ 6√f(x).
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Dimostrazione. Mostriamo la tesi nel caso in cui l’estremo superiore che
definisce la funzione f sia un massimo. Sia (γ : S1 → X) ∈ Ω tale che
f(x) = A(γ) e l(γ) ≤ x.
Sia Σ ⊆ S1×S1 l’insieme delle coppie (t, u) tali che le restrizioni di γ ai
sottoarchi di estremi u, t hanno lunghezza l(γ) ≥ x4 .
Sia L = min{d(γ(t), γ(u)) | (t, u) ∈ Σ} e (t0, u0) ∈ Σ tale che d(γ(t0), γ(u0)) =
L. Siano γ+, γ− cammini ottenuti restringendo γ alle componenti connes-
se di S1 \ {t0, u0}, senza perdita di generalita` si puo` supporre che l(γ−) ≤
l(γ+) ≤ 3x4 e che γ+, γ− siano orientate in maniera tale che ciascuna abbia
γ(t0) come punto iniziale e γ(u0) come punto finale.
Scegliamo un segmento geodetico [γ(t0), γ(u0)] e consideriamo la θ-curva
( t )0γ





generata da {γ+, γ−, [γ(t0), γ(u0)]}. Siano β+, β− i lacci ottenuti per chirur-
gia da γ lungo [γ(t0), γ(u0)]; siano a, b ∈ [γ(t0), γ(u0)] tali che d(γ(t0), a) =
d(a, b) = d(b, γ(u0)). Siano α1, δ, α2 geodetiche le cui immagini sono rispet-
tivamente i sottoarchi [γ(t0), a], [a, b], [γ(b), γ(u0)] di [γ(t0), γ(u0)] (Figura
2.3).
Per costruzione si ha d(Im α1, Im α2) = L3 .
Mostriamo che d(Im δ, Im γ+) ≥ L3 .
Siano z = γ(v) ∈ Im γ+ e z′ ∈ Im δ. Suddividiamo γ+ in sottoarchi σ1, σ2
( t )0γ








di estremo finale z (Figura 2.4) e supponiamo sia l(σ1) ≤ l(σ2). Osserviamo
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che valgono le seguenti:
l(σ1) + l(σ2) + l(γ−) = l(γ) = x
l(γ−) ≤ l(σ1) + l(σ2)
Poiche´ l(σ1) ≤ l(σ2) e l(γ−) ≤ x2 , vediamo che (v, u0) ∈ Σ.
Allora d(z, γ(u0)) ≥ L = d(γ(t0), γ(u0)). Dal momento che z′ ∈ [a, γ(u0)]
segue che d(z, z′) ≥ d(z, γ(u0))− d(γ(u0), a) ≥ L− 2L3 .
Per l’assioma 2, abbiamo A(β+) ≥ (L3 )2; per l’assioma 1, invece, f(x) =
A(γ) ≤ A(β+) + A(β−) ≤ f(l(β+)) + f(l(β−)). Ponendo p = l(β+) e
q = l(β−) si ha la tesi.
Lemma 2.1.10. Sia g : [0,∞) → [0,∞) una funzione crescente e suppo-
niamo che esistano costanti k > 0 e λ ∈ (0, 1) tali che per ogni x ∈ [0,∞)
si possono trovare p, q ∈ [0,∞) con
- g(x) ≤ g(p) + g(q);
- p, q ≤ λx+ k√g(x);
- p+ q ≤ x+ k√g(x).
Se g(x) = o(x2), allora g(x) = O(x).
Dimostrazione. A meno di riscalare g si puo` assumere k = 1.
Cerchiamo una prima stima per h(x).
Sia µ = 1+λ2 e sia x0 ∈ [0,∞) tale che se x > x0 allora g(x) ≤ (1−µ)2x2.
Per x > x0 allora p, q ≤ λx+ (1− µ)x = µx. Assumiamo x0 > 1.
Sia h(x) = g(x)x ; per x > x0 abbiamo
xh(x) = g(x) ≤ g(p) + g(q) = ph(p) + qh(q)
Allora h(x) ≤ pxh(p) + qxh(q).
Assumiamo h(q) ≤ h(p). Otteniamo























Mostriamo ora che se h(x) = o(x) allora h(x) e` limitata.
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Fissiamo ε > 0 e x1 > 0 tale che h(x) ≤ ε2x per ogni x > x1; si ha
inoltre
h(x) ≤ (1 + ε)h(p)
per p ≤ µx.
Sia B = max{h(x) | 1 ≤ x ≤ x1}; applicando n volte la disuguaglianza
sopra, otteniamo h(x) ≤ B(1 + ε)n. Prendendo














Sia ε positivo tale che r < 1. Fissiamo s > 0 e r < 1 − 2s. Allora
h(x) = o(x1−2s), dunque esiste x2 > x1 tale che per ogni x > x2 si ha
h(x) ≤ x1−2s. Ricaviamo
h(x) ≤ (1 + x−s)h(p) .
Sia k il piu` grande intero positivo tale che µkx > x2 e sia C = max{h(y) | 1 ≤
y ≤ x2}; applicando k volte la disuguaglianza sopra otteniamo
h(x) ≤ C(1 + x−s)(1 + µ−sx−s) . . . (1 + µ−ksx−ks) .
Passando ai logaritmi e sfruttando la disuguaglianza log(1+y) ≤ y, si ottiene








dunque h e` limitata.
Mettendo insieme questi due risultati e applicandoli agli spazi metrici
otteniamo il teorema seguente.
Teorema 2.1.11. Sia X uno spazio metrico, sia Ω una classe di cammini
chiusi rettificabili in X chiusa per operazione di taglio lungo archi geodetici,
e supponiamo che A : Ω→ R+ soddisfi gli assiomi 1 e 2 sopra.
Se Ω soddisfa una disuguaglianza isoperimetrica subquadratica rispetto ad
A, allora soddisfa una disuguaglianza isoperimetrica lineare.
Nel caso dei grafi, il teorema assume la formulazione seguente.
2.2. SISTEMI DI LINEE E CENTRI 25
Teorema 2.1.12. Sia G un grafo metrico. Siano M ≥ 0 e g : N → N che
verificano le seguenti:
ogni γ : S1 → G e` bordo di uno spanning disc γ˜ tale Mesh(γ˜) ≤ M e
Area(γ˜) ≤ g(l(γ));
g(n) = o(n2).
Allora esiste δ ≥ 0 tale che G e` δ-iperbolico.
2.2 Sistemi di linee e centri
Lemma 2.2.1. Sia X un grafo che ammetta un sistema di centri e linee
come in 1.2.14 e sia K la costante in (A3). Data una linea Λab, esiste una
successione finita {xi}ni=0 ⊆ Λab che soddisfa le seguenti proprieta`:
a) a = x0 < x1 < . . . < xn−1 < xn = b;
b) per ogni 0 ≤ i ≤ n diam Λab[xi, xi+1] ≤ K;
c) n ≤ d(a, b);
d) per ogni i, j ∈ Z |i− j| ≤ d(xi, xj) + 2.
Ogni punto di tale successione e` detto punto di spezzamento della linea Λab.
Dimostrazione. Diciamo catena una successione {xi}Ni ⊆ Λab che gode di
(b)
i. Esiste una catena per Λab che soddisfa (c).
Siano γab una geodetica di estremi a, b e yi ∈ γab : d(yi, yi+1) = 1,













Sia {xi}ni=0 una catena minimale rispetto a n: per quanto appena visto
n ≤ d(a, b).
ii. E` verificata la proprieta` (d).
Siano i < j, m = d(xi, xj), z0 . . . zm geodetica per xi e xj , sostituendo
{xi+1, . . . , xj−1} con {φ(a, b, z0), . . . , φ(a, b, zm)} si ottiene una nuova
catena di cardinalita` i+m+n− j+3, per minimalita` n+1 ≤ i+n−
j +m+ 3 da cui j − i ≤ d(xi, xj) + 2.
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iii. E` verificata la (a).
Per assurdo, sia i il primo indice per cui xi+1 ≤ xi, esiste j > i :
xj ≤ xi ≤ xj+1 da cui Λab[xi, xj+1] ⊆ Λab[xj , xj+1]. Deduciamo che
diam Λab[xi, xj+1] ≤ diam Λab[xj , xj+1] ≤ K: i punti {xi+1, . . . xj}
risultano essere superflui, contraddicendo la minimalita` di n.
Osserviamo che Λab =
⋃n−1
i=0 Λab[xi, xi+1] ed ogni catena e` K-densa in
Λab.
Definizione 2.2.2. Una spezzata di estremi a e b e` un cammino ottenuto
concatenando segmenti geodetici fra punti di spezzamento consecutivi: piab =
[x0, x1] ∗ . . . ∗ [xn−1, xn].
Per semplicita` si assumera` che la parametrizzazione piab : I → R sia tale
che tutti i segmenti geodetici di cui e` concatenazione siano parametrizzati
su un segmento di lunghezza unitaria.
Proposizione 2.2.3. Per ogni a, b ∈ X e per ogni spezzata piab sono soddi-
sfatte le seguenti proprieta`:
1. HausDist (piab,Λab) ≤ K;
2. piab : I → R e` uniformemente quasi-geodetica.
Dimostrazione. 1. Per K-densita` dell’insieme dei punti di spezzamento
Λab ⊆ NK(piab).
D’altronde, sia x ∈ [xi, xi+1]: d(x,Λab) ≤ d(x, xi) ≤ d(xi, xi+1) ≤
diam Λab[xi, xi+1] ≤ K.
2. Siano, per ogni i, xi = piab(i) e piab(t1) ∈ [xi, xi+1] e piab(t2) ∈ [yj , yj+1]
d(piab(t1), piab(t2)) ≤ L(piab[t1, t2])
≤ L(piab[i, j + 1]) =
j−i∑
k=1
L(piab[i+ k, i+ k + 1])




d(xi+k, xi+k+1) + 2)K = (j − i+ 2)K
≤ (t2 − t1)K + 2K .
D’altronde vale anche la seguente:
d(piab(t1), piab(t2)) ≥ d(piab(i+ 1), piab(j − 1))− 2K ≥ (j − i− 2)− 2K
≥ t2 − t1 − 1− 2− 2K = t2 − t1 − 3− 2K ,
da cui segue la uniforme quasi-geodeticita` di piab.
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Dati a, b, c distinti, indichiamo con T (a, b, c) il triangolo avente come
vertici a, b, c e lati le spezzate piab, pibc, piac.
Lemma 2.2.4. Esiste una costante M dipende solo dal valore di K come in
(A3) tale che per ogni a, b, c ∈ X il triangolo T (a, b, c) borda uno spanning-
disc di mesh ≤M e area ≤ 3diam {a, b, c}.
Dimostrazione. Siano pab, pba punti di spezzamento di piab adiacenti tali
che pab ≤ φ(a, b, c) ≤ pba su Λab, σab = piab[a, pab], σba = piab[a, pba].
Analogamente definiamo pac, pca, pbc, pcb, σac, σca, σbc, σcb.
Consideriamo il triangolo T (a, b, c): una sua cellularizzazione sara´ data
dall’unione delle cellularizzazioni dei triangoli pabpaca, pcapcbc, pbapbcb e della













Descriviamo una cellularizzazione di pabpaca. Siano {xi} e {yj} i punti
di spezzamento rispettivamente su σab e σac: da 2.2.3 (b) troviamo che
d(xi, xi+1) ≤ K
d(yj , yj+1) ≤ K
Da 2.2.1 (b) segue
d(pab, pac) ≤ d(pab, φ(a, b, c)) + d(φ(a, b, c), pac)
≤ diam Λab[pab, pba] + Λac[pac, pca] ≤ 2K .
Inoltre si verifica direttamente che
HausDist (σab, σac) ≤ HausDist (σab,Λab[a, pab])+
+ HausDist (Λab[a, pab],Λac[a, pac])+
+ HausDist (σac,Λac[a, pac]) ≤ 3K .
Dunque per ogni xi esistono un numero finito di {yki} tale che
d(xi, yki) ≤ 2K + 1
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e per ogni yj esistono un numero finito di {xhj} tale che
d(yj , xhj ) ≤ 2K + 1 .
Inoltre piab e piac sono K-quasi geodetiche. Siano s(σab), s(piab) rispetti-
vamente il numero di punti di spezzamento su σab e su piab, analogamente
indichiamo con s(σac), s(piac) il numero di punti di spezzamento di σac e piac.
Utilizzando le relazioni appena esposte, e` possibile mostrare l’esistenza di
una cellularizzazione del triangolo apabpac il cui mesh e` limitato da una
funzione di K e la cui area soddisfa la seguente diseguaglianza
Area(pabpaca) ≤ s(σab) ≤ s(piab) .
Procedendo in maniera analoga per i triangoli bpcapcb e bpbcpba. Si giunge
infine ad una cellularizzazione di T (a, b, c) il Mesh(T (a, b, c)) e` limitato da
una funzione di K. Per quanto gia` visto in 2.2.1
Area(T (a, b, c)) ≤ s(piab) + s(piac) + s(pibc)
≤ d(a, b) + d(b, c) + d(a, c)
≤ 3diam {a, b, c}
Teorema 2.2.5. Sono valide le seguenti affermazioni:
1. se X ammette un sistema di centri e linee di costante K, allora esiste
una funzione f : R→ R+ per cui X e` f(K)-iperbolico.
2. esiste una funzione g : R → R+ tale che per ogni a, b ∈ X e per ogni
γab geodetica si abbia
HausDist (Λab, γab) ≤ g(K)
.
Dimostrazione. Per mostrare (1), mostreremo che sono soddisfatte le ipotesi
del teorema 2.1.12.
Sia γ un loop in G di lunghezza n. Suddividiamo γ in 2p+1 segmenti
γ = γp1 ∪ . . . ∪ γp2p+1 procedendo come segue.
Per p = 0 troviamo γ01 , γ
0
2 tale che γ = γ
0
1 ∪ γ21 e |L(γ01)−L(γ02)| ≤ 1. In
generale, se γ = γp−11 ∪ . . .∪ γp−12p , suddividiamo ulteriomente i segmenti in
modo che ∀i γp−1i = γp2i ∪ γp2i−1 e |L (γp2i)− L (γp2i−1)| ≤ 1 (figura 2.5)
Dopo p¯ = [log2 n]− 1 passi, troviamo L (γp¯i ) ≤ 1 per ogni i.
Sia ora ∀ p, ∀ i βpi una spezzata per gli estremi di γpi e sia βp = βp1 ∪
. . . βp
2p+1
il 2p+1-agono cos`ı ottenuto.

















Osserviamo che per p = p¯: βp¯ = γ, per p = 0 : β0 e` una sola spezzata.
Possiamo calcolare l’area del disco sotteso da γ come somma delle aree di
tutti i triangoli di spezzate T pi = β
p
2i ∪ βp2i−1 ∪ βpi , come in figura (2.2).
Per 2.2.4 T pi borda un disco di Mesh ≤M(K) e Area ≤ 3diam {ai, bi, ci}
Area ≤ 3 diam {ai, bi, ci}
≤ 3max{L (βp−1i ),L (βp2i−1),L (β2ip−1)}
≤ 3max{L (γp−1i ),L (γp2i−1),L (γ2ip−1)} = 3(L (γp2i−1) + L (γp2i))
Da cui si ricava una stima per Area(D): Area(D) ≤∑p¯i=0∑2p+1i=0 = 3L (γ)p¯ =
3n log2(n), combinando con 2.1.12 si ha la tesi.
Per mostrare (2), basta applicare il lemma di Morse e 2.2.3:
HausDist (Λa,b, γa,b) ≤ HausDist (Λa,b, pia,b)+HausDist (pia,b, γa,b) ≤ f(K) .




3.1 Il complesso delle curve
Sia Σ una superficie compatta chiusa orientabile di genere g(Σ) e Π ⊂ Σ
un insieme (eventualmente vuoto) di cardinalita` n di punti di Σ.
E` possibile associare a (Σ,Π) un complesso simpliciale, detto complesso delle
curve. La costruzione qui affrontata e` stata introdotta per la prima volta da
Harvey nel 1978 (cfr. [8]) allo scopo di studiare alcune proprieta` del bordo
dello spazio di Teichmu¨ller. Tale filone di ricerca e` ancora attivo, come
mostrano i lavori di Masur e Minsky ([16], [17]) e Hame¨nstad ([9]). Negli
anni successivi lo studio del complesso e dei suoi automorfismi simpliciali si
e` rivelato estremamente utile anche nello studio dei mapping class groups
delle superfici (si vedano ad esempio gli articoli di Ivanov e Luo [12], [14]).
Definizione 3.1.1. Un disco D su Σ si dice banale se contiene al piu` un
punto di Π.
Definizione 3.1.2. Una partizione di Σ e` un insieme finito di sue curve
semplici chiuse, dette essenziali, tali che:
- nessuna curva sia bordo di un disco banale su Σ;
- nessuna coppia di curve sia bordo di un anello su Σ \Π.
Indichiamo con P(Σ) l’insieme delle partizioni su Σ.
Diciamo che due partizioni Λ e Λ′ sono equivalenti se sono ottenute l’una
dall’altra mediante un omeomorfismo di Σ isotopo all’identita`.
Osserviamo che Omeo(Σ) agisce in maniera naturale su P(Σ) e l’orbita di
una partizione consiste di tutte le partizioni che determinano modi equiva-
lenti di decomporre la superficie. Inoltre, poiche´P(Σ) e` parzialmente ordi-
nato dall’inclusione, e` possibile costruire un complesso simpliciale astratto
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definendo un k-simplesso come una partizione di k + 1 curve. Indicheremo
con X = X(Σ,Π) l’insieme dei vertici del complesso.
Il complesso simpliciale associato verra` indicato con T (Σ,Π) e il grafo che
ne costituisce lo 1-scheletro (grafo di curve) sara` G (Σ,Π).
E` possibile porre su T (Σ,Π) una metrica geodetica che renda ogni k-
simplesso isometrico ad un k-simplesso regolare euclideo di lato 1 (cfr. [2]).
In tutta la trattazione i seguenti casi di (Σ,Π) verranno riguardati come
eccezionali :
- Σ = S2, |Π| ≤ 4;
- Σ = S1 × S1, |Π| ≤ 1.
Escluse queste eccezioni, il complesso simpliciale costruito come sopra
descritto e` connesso per archi (cfr. [10]); detta d e` la distanza naturale d
delle lunghezze, abbiamo il seguente risultato (cfr. [16]):
Teorema 3.1.3. Lo spazio metrico (T (Σ,Π), d) e` geodetico e completo.
E` importante notare che T (Σ,Π), come complesso simpliciale, ha di-
mensione finita.
Proposizione 3.1.4. Se (Σ,Π) non e` eccezionale, allora il complesso delle
curve (T (Σ,Π), d) ha dimensione 3g + n− 4.
Dimostrazione. Sia per ogni p ∈ Π, B(p) 3 p un aperto di Σ omeomorfo ad
una palla aperta di R2 e sia Π˜ =
⊔
p∈ΠB(p) una unione di dischi siffatti, tali
che le chiusure siano embedded e a due a due disgiunte.
Stiamo cercando di determinare il massimo numero di curve semplici
chiuse, disgiunte, a due a due non bordo dello stesso anello, che si possano
realizzare su Σ \ Π˜. Siano α1, . . . αk suddette curve e si decomponga la
superficie tagliando lungo le αi.
Per massimalita` di k, la decomposizione a cui si perviene e` costituita
da un numero finito p di pantaloni P (a caratteristica di Eulero −1), la cui
frontiera e` costituita da curve αi oppure curve che formano ∂Π˜. E` noto
che χ(Σ \ Π˜) = 2 − 2g − n, inoltre χ(Σ \ Π˜) = p · χ(P ), ricaviamo dunque
p = n+ 2g − 2.
Osserviamo inoltre che ogni curva e` contata due volte (giace sul bordo
di 2 pantaloni distinti), il numero totale di componenti di bordo coinvolte
nella decomposizione e` 3p = 6g + 3n − 6 e che le curve che compongono
∂Π˜ sono n di queste. Si giunge alla relazione 2k = 3n + 6g − 6 − n, da cui
k = 3g + n− 3.
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Data (Σ,Π) definiamo complessita` di T (Σ,Π) l’intero C(Σ,Π) = 3g +
n− 3. Si noti che i casi eccezionali corrispondono a tutti e soli i casi in cui
C(Σ,Π) > 0. In tali casi il complesso e` degenere:
- nel caso Σ = S2 e |Π| ≤ 3, si ha T = ∅.
Sia infatti Π = {P1, P2, P3}, S2 \ Π e` omeomorfa a R2 \ {P1, P2}. Per
il teorema della curva di Jordan, una curva semplice chiusa su R2
sconnette il piano in 2 componenti connesse. Se la curva e` non banale
in omotopia, dovra` contenere al suo interno uno o due punti di Π. Gli
unici casi possibili sono quelli in figura, ma tali curve sono bordo di
un disco banale su Σ.
Figura 3.1: Σ = S2, |Π| = 3
- Nel caso Σ = S2 e |Π| = 4, |T | = 3 ed e` sconnesso.
Come nel caso precedente se Π = {P1, P2, P3, P4}, S2 \Π e` omeomorfa
a R2\{P1, P2, P3}. Analogamente, per il teorema della curva di Jordan
le uniche curve semplici chiuse che non sono bordo di dischi banali su
Σ sono quelle in figura.
Figura 3.2: Σ = S2, |Π| = 4
- Nel caso Σ = S1 × S1, |Π| ≤ 1, T e` un insieme numerabile e sconnesso
di punti.
Per |Π| = 0, e` noto che l’insieme delle classi di curve semplici chiuse sul
toro e` in corrispondenza biunivoca con {(p, q) ∈ Z2| p e q sono coprimi}.
Se α e` una di queste, S1×S1 \α e` omeomorfo ad un anello: su di esso
non e` realizzabile alcuna partizione.
Per |Π| = 1, analogamente troviamo un’infinita` numerabile di curve
semplici chiuse non banali in omotopia e non realizzabili simultanea-
mente.
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D’ora in poi, salvo diversa indicazione, i casi eccezionali saranno ignora-
ti; si assumera` sempre C(Σ,Π) > 0.
La topologia locale del complesso e` abbastanza complicata. Vale infatti
il seguente risultato (cfr. [10]):
Teorema 3.1.5. Lo spazio (T (Σ,Π), d) non e` localmente compatto.
Dimostrazione. Basta mostrare che G (Σ,Π) non e` localmente finito.
Assumiamo g(Σ) ≥ 2. Sia α una curva semplice chiusa su Σ che non
sconnette. La superficie Σ \ α ha genere g − 1 ≥ 1 e ha due componenti di
bordo. Essa contiene quindi infinite curve semplici chiuse non liberamente
omotope fra loro, ciascuna di esse determina sul complesso un vertice a
distanza 1 da α.
Dal punto di vista globale, G (Σ,Π) e` uno spazio semplicemente connesso
ma non contrattile; il suo tipo di omotopia e` stato completamente descritto
da Harer nel 1986 (cfr. [10]):
Teorema 3.1.6. Il complesso delle curve G (Σ,Π) e` omotopicamente equi-
valente ad un prodotto wedge di sfere di dimensione r, dove:
1. r = 2g + |Π| − 3, se g(Σ) > 0 e |Π| > 0;
2. r = 2g − 2, se |Π| = 0;
3. r = |Π| − 4, se g(Σ) = 0.
E` nostra intenzione addentrarci nello studio della geometria di larga scala
di (T (Σ,Π), d). Dal punto di vista metrico, Howard M. Masur e Yair N.
Misky dimostrano per primi nel 1999 un importante risultato (cfr. [16]), la
cui dimostrazione (riscritta da Bowditch [5] nel 2006) sara` oggetto dell’intero
Capitolo 5.
Teorema 3.1.7. Sia (Σ,Π) non eccezionale. Esiste una costante δ =
δ( g(Σ), |Π| ) > 0 tale che il complesso delle curve (T (Σ,Π), d) e` uno spazio
metrico δ-iperbolico.
Inoltre, (T (Σ,Π), d) ha diametro infinito.
Nel seguito la nostra attenzione si soffermera` in particolare sullo 1-
scheletro del complesso, il gia` citato grafo delle curve G (Σ,Π). Abbiamo
gia` visto infatti che la non locale compattezza dell’intero complesso e` ascri-
vibile alla non locale finitezza del solo grafo; vedremo nel Capitolo 3 che, dal
punto di vista metrico, T (Σ,Π) e G (Σ,Π) sono quasi-isometrici, dunque
indistinguibili su larga scala.
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3.2 Il grafo delle curve
Richiamiamo la notazione gia` introdotta (Σ,Π) e` la coppia formata da una
superficie compatta orientabile di genere g e da un suo insieme finito di punti
Π. Il grafo delle curve ad essa associato e` G (Σ,Π) e X e` il suo insieme di
vertici. Per esigenza di brevita`, spesso si usera` la medesima lettera greca
per indicare sia una curva essenziale su Σ sia il vertice determinato dalla
sua classe di omotopia libera in X. Come gia` detto nella precedente sezione,
saranno considerate solo coppie (Σ,Π) non eccezionali.
Sara` obiettivo di questa sezione mostrare come la distanza fra due ver-
tici del grafo sia strettamente legata alla nozione geometrica di numero di
intersezione fra classi di curve. Da una dimostrazione costruttiva della con-
nessione di G (Σ,Π) dedurremo una stima logaritmica, rispetto a ι(α, β),
della crescita di d(α, β), in funzione di ι(α, β).
Definizione 3.2.1. Dati α, β ∈ X(Σ,Π), definiamo numero di intersezione
ι(α, β) il minimo valore di |α˜ ∩ β˜| ⊆ Σ, al variare di α˜ e β˜ nelle classi di
omotopia libera su Σ \Π rispettivamente α e β.
Segue banalmente dalle definizioni date che d(α, β) = 1 se e solo se
ι(α, β) = 0.
Definizione 3.2.2. Date α, β essenziali su Σ\Π, diciamo che α, β riempio-
no Σ se, per ogni coppia di loro realizzazioni α˜, β˜ su Σ\Π, ogni componente
connessa di α˜ ∪ β˜ in Σ e` un disco banale.
E` abbastanza facile osservare che tutte le curve tali che d(α, β) ≥ 3 riem-
piono. Infatti, se esistesse una componente connessa di Σ\α∪β non banale,
allora potremmo trovare una curva essenziale γ interamente contenuta in
essa (dunque disgiunta sia da α e β). Il vertice γ ∈ X sarebbe collegato sia
ad α che a β, da cui la conclusione assurda d(α, β) ≤ 2.
Lemma 3.2.3. Siano α, β ∈ X curve essenziali che riempiono Σ tali che
ι(α, β) ≤ 2. Allora i vertici corrispondenti su G (Σ,Π) sono connessi da un
arco continuo e si ha d(α, β) ≤ 3.
Dimostrazione. Sia Σ′ = Σ \ Π. Date due curve essenziali semplici chiuse
γ, γ′ su Σ \Π, indichiamo con ιΣ′(γ, γ′) il numero di intersezione delle curve
su Σ′ e con ιΣ(γ, γ′) il numero di intersezione delle curve su Σ. Si osservi
che ιΣ(γ, γ′) ≤ ιΣ′(γ, γ′).
Trattiamo innanzitutto il caso ιΣ′(α, β) = 2 (il caso ιΣ′(α, β) = 1 non
puo` mai verificarsi, come vedremo in seguito). Mostreremo che d(α, β) ≤ 3.




Figura 3.3: ι(α, β) = 2
Sottocaso ιΣ(α, β) = 2 (Figura 3.3) Le curve α e β inducono una decom-
posizione in CW-complesso di Σ: i 2 punti di α∩β ne costituiscono le 0-celle,
i 4 archi staccati su α ∪ β sono 1-celle e le k componenti connesse staccate
su Σ − α − β fungono da 2-celle (risulta qui indispensabile l’ipotesi che le
curve riempiano). Vale l’uguaglianza 2− 2g = χ(Σ) = 2− 4+ k = k− 2. Da
essa si deduce 0 < k ≤ 4 e k pari.
Se k = 4, allora g = 0 e si avrebbe Σ = S2. Cio` sarebbe in contraddizione
con l’ipotesi ιΣ(α, β) = 2.
Sia k = 2, la superficie Σ e` un toro. Per la condizione C(Σ,Π) > 0, vale






Figura 3.4: Compressione lungo un disco
Mostriamo ora che in tal caso necessariamente β e` ottenuta da α me-
diante doppio twist di Dehn.
A meno di automorfismi di Σ, si puo` assumere che α sia un parallelo.
Supponiamo che i due punti di intersezione abbiano orientazioni diverse,
necessariamente dovrebbe aversi una situazione come in Figura 3.5, in con-
traddizione con l’ipotesi che α e β riempiano e ιΣ(α, β) = 2 (Figura 3.4).
I due punti di α ∩ β hanno dunque la stessa orientazione. Proviamo a
ricostruire il percorso di β (Figura 3.6):
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α
β






Figura 3.6: Percorso di β
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- non puo` esistere un arco che collega (a) e (c) senza passare per alcun altro
estremo, altrimenti β non sarebbe connesso;
- non puo` esistere un arco che collega (a) e (b) senza passare per alcun
altro estremo, altrimenti i punti di intersezione non avrebbero le stesse
orientazioni.
Deduciamo che (a) e (d) sono collegati, di conseguenza lo sono anche
(b) e (c): poiche´ Σ e` un toro, e` facile mostrare che β e` ottenuta da α me-





Figura 3.7: ι(α, β) = 2
ι(α, γ) = 0, ι(γ, ε) = 0 e ι(ε, β) = 0, dunque d(α, β) ≤ 3.
εα
β
Figura 3.8: ιΣ(α, β) = 0
Sottocaso ιΣ(α, β) < ιΣ′(α, β)
Cio` puo` verificarsi solo se vi sono compressioni lungo un disco (Figura 3.4)
e in tal caso si ha ιΣ(α, β) = ιΣ′(α, β) − 2 = 0. Facciamo vedere che risul-
ta violata la condizione che le curve riempiano la superficie. Basta infatti
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considerare la curva ε come in Figura 3.8: essa e` omotopa ad α su Σ (dun-
que non e` bordo di un disco banale su Σ′) e si realizza disgiunta da α e
β su Σ′. Piu` formalmente, si fissi su Σ un intorno tubolare N(α) di α: si
ha N(α) ' Im α × [−1, 1]. A meno di isotopia ambiente, si puo` supporre
che il disco lungo il quale si comprime sia tutto contenuto in Im α × [0, 12 ].
L’immagine della curva ε sopra descritta corrisponde a Im α× {1}.
Come gia` preannunciato all’inizio, il caso ιΣ′(α, β) = 1 non puo` mai
verificarsi.
Se si avesse ιΣ′(α, β) = 1, Σ′ − α− β sarebbe connesso e si avrebbe χ(Σ) =
1−2+1 = 0. La superficie Σ′ e` un toro ma, dovendo essere |Π| ≥ 2, sarebbe
violata la condizione che le curve riempiano.
Proposizione 3.2.4. Sia C(Σ,Π) > 0. Allora G (Σ,Π) e` connesso per archi
e per ogni α, β ∈ X vale d(α, β) ≤ 3ι(α, β) + 1.
Dimostrazione. Come nel precedente lemma, verra` utilizzata la notazione
Σ′ = Σ−Π.
Chiaramente, se ι(α, β) = 0 si avra` d(α, β) = 1 per definizione della
metrica sul complesso. Se α e β non riempiono la superficie, la tesi e` ba-
nalmente vera: d(α, β) ≤ 2. Assumiamo dunque che le curve considerate
riempiano Σ’.
Il caso ιΣ′(α, β) ≤ 2 e` gia` stato affrontato nel Lemma 3.2.3.
Trattiamo ora il caso ιΣ′(α, β) ≥ 3 e mostriamo innanzitutto che esiste
una curva γ non banale che verifica{
ι(α, γ) ≤ ι(α, β)− 1













Figura 3.9: Orientazioni consecutive opposte
Consideriamo il caso in cui vi siano 3 punti consecutivi su α con orien-
tazioni opposte (Figura 3.9).
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Siano α1, α2 sottoarchi di α e β1, β2 sottoarchi di β come in Figura
3.9, ove α1, α2 intersecano β solo negli estremi e |α ∩ β1| ≤ ι(α, β) − 2,
|α ∩ β2| ≤ ι(α, β)− 1.
Siano inoltre γ1, γ2, γ3 le curve cos`ı definite:
γ1 = α1 ∪ (−β1)
γ2 = α2 ∪ (−β2)
γ3 = α1 ∪ β2 ∪ (−α2) ∪ (−β1) .
Per tali curve valgono le seguenti proprieta`:
{
ι(α, γ1) ≤ ι(α, β)− 2
ι(β, γ1) = 0
,{
ι(α, γ2) ≤ ι(α, β)− 2
ι(β, γ2) = 0
e
{
ι(α, γ3) ≤ ι(α, β)− 2
ι(β, γ3) ≤ 2 .









Figura 3.10: Orientazioni consecutive uguali
Trattiamo ora il caso in cui vi siano 2 punti di α ∩ β consecutivi su α
che abbiano la stessa orientazione.
Consideriamo α1 e β1 come nella Figura 3.10. La curva γ4 = (−α1)∪ β1
verifica la proprieta` 3.2.1, infatti
{
ι(α, γ4) ≤ ι(α, β)− 1
ι(β, γ4) = 1
.
Sia ι(α, β) = n ≥ 3, per il risultato 3.2.1 esiste γ1 tale che
{
ι(α, γ1) ≤ n− 1
ι(β, γ1) ≤ 2 .
Se ι(α, γ1) ≥ 3, esiste γ2 tale che
{
ι(α, γ2) ≤ n− 2
ι(γ1, γ2) ≤ 2 . Procedendo indut-
tivamente, si ottiene una successione γ0 = β, . . . γn−2, γn−1 = α tale che
ι(γi, γi+1) ≤ 2 per ogni i. Per quanto gia` visto nel Lemma 3.2.3 i vertici γi
e γi+1 sono fra loro connessi per archi e tali che d(γi, γi+1) ≤ 3 per ogni i.
Concludiamo che per ι(α, β) ≥ 3 vale d(α, β) ≤ 3(n− 1) = 3ι(α, β)− 3.
Sara` fondamentale per i nostri scopi, trovare un bound migliore di quello
appena esposto. Si procede come segue.
Lemma 3.2.5. Siano C(Σ,Π) > 0, α, β ∈ X, a, b ∈ N tali che ab ≥ 2ι(α, β)
allora esiste γ ∈ X : ι(α, γ) ≤ a e ι(β, γ) ≤ b.
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Dimostrazione. Sia n = ι(α, β), supponiamo b ≤ a e sia c = [a2 ]. Suddivi-
diamo α in c archi α1 ∪ . . . ∪ αc tali che αi contiene al piu` b + 1 punti di
α ∩ β (una tale suddivisione esiste poiche´ (b+ 1)c ≥ n).
Nel caso in cui n < 2c+ 1, basta porre γ = β.
Consideriamo il caso n ≥ 2c+ 1. Sia β0 un arco di β contenente esatta-
mente 2c+ 1 punti di α ∩ β. Esiste un i tale che |αi ∩ β0| ≥ 3 (se cos`ı non
fosse troveremmo 2c+ 1 = |α ∩ β0| =
∑c




Figura 3.11: Orientazioni consecutive diverse
Sia x ∈ αi ∩ β0 punto su αi e sia y ∈ αi ∩ β0 il successivo punto di αi
avente la stessa orientazione di x. Siano α′, β′ archi rispettivamente di αi, β
di estremi compresi fra x e y (come rappresentato in Figura 3.11).
Nel caso in cui |α′ ∩ β′ − {x, y}| = 0, poniamo γ = α′ ∪ β′. Verifichiamo
che soddisfa le proprieta` richieste: ι(α, γ) = |α∩β′| ≤ |α∩β0| − 1 ≤ 2c ≤ a,
ι(β, γ) = |β ∩ α′| ≤ |β ∩ αi| − 1 ≤ b.
Nel caso in cui |α′∩β′−{x, y}| = 1, sia z tale punto di intersezione. Siano
α′1, α′2 gli archi orientati di αi rispettivamente di estremi x,z e z,y, β′1, β′2 gli
archi di β da x a z e da z a y. Come nella dimostrazione della Proposizione
3.2.4, considero le 3 curve α′1 ∪ (−β′1), α′2 ∪ (−β′2), α′1 ∪ β′2 ∪ (−α′2)∪ (−β′1):
sia γ quella fra queste che non e` bordo di un disco banale su Σ. Una tale
curva verifica le proprieta` richieste: ι(α, γ) ≤ 2c ≤ a e ι(β, γ) ≤ b.
Teorema 3.2.6. Esiste una funzione F : N→ N, con F (n) = O(log n) tale
che se vale C(Σ,Π) > 0, allora per ogni α, β ∈ X si ha d(α, β) ≤ F (ι(α, β)).
Dimostrazione. Consideriamo la funzione h(n) = log3 n− 1. E` banale veri-
ficare che per ogni α, β ∈ X tali che ι(α, β) ≥ 6 esistono a, b ≥ 4 tali che
2ι(α, β) ≤ ab ≤ 3ι(α, β).
Non e` difficile verificare che vale la seguente disuguaglianza
2h(4) ≤ h(a) + h(b) ≤ h(ι(α, β)) . (3.2.2)
Il Lemma 3.2.5 ci garantisce che esiste γ ∈ X tale che ι(α, γ) ≤ a e
ι(β, γ) ≤ b. Ricaviamo dunque
h(ι(α, γ)) ≤ h(a) (3.2.3)
h(ι(β, γ)) ≤ h(b) (3.2.4)
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e, infine, h(ι(α, γ)) + h(ι(β, γ)) ≤ h(a) + h(b) ≤ h(ι(α, β)).
Introducendo la notazione (α, β) = max{h(ι(α, β)), h(4)}, non e` difficile
verificare che vale
(α, β) ≥ (α, γ) + (β, γ) .
Ripetendo il procedimento, costruiamo una successione α = γ0, γ1, . . . γm =
β con la proprieta` che ι(γi, γi+1) ≤ 5 e tale per cui
m−1∑
i=0
(γi, γi+1) ≤ (α, β) .
Per la Proposizione 3.2.4 si ha inoltre che d(γi, γi+1) ≤ 3ι(γi, γi+1)− 3 ≤ 12.
D’altronde, vale anche
∑m−1
i=0 (γi, γi+1) ≥ mh(4), da cui m ≤ (α,β)h(4) .
Concludiamo che
d(α, β) ≤ 12m ≤ 12 (α, β)
h(4)
= 12













, si ha la tesi.
Capitolo 4
Superfici
4.1 Cenni sulle (Rn, G)-strutture
Sia (X, d) uno spazio metrico. La seguente proposizione spiega come le
nozioni di spazio di lunghezza e di isometria gia` introdotte nel Capitolo 1
possono essere rese compatibili con le nozioni topologiche di rivestimento
(per la dimostrazione cfr. [13]).
Proposizione 4.1.1. Siano (X, d) uno spazio metrico di lunghezze connesso
e p : X˜ → X un rivestimento.
Esiste un’unica distanza d˜ su X˜ tale che:
- p e` una isometria locale tra (X˜, d˜) e (X, d);
- (X˜, d˜) e` uno spazio di lunghezze.
Inoltre, valgono le seguenti:
- se γ ∈ Aut(X˜, p) e` un automorfismo di rivestimento , allora γ e` un’iso-
metria per d˜;
- (X, d) e` completo se e solo se (X˜, d˜) e` completo.
Definizione 4.1.2. Sia M una varieta` topologica e G < Iso(Rn). Un
(Rn, G)-atlante per M e` una collezione di carte Φ = {φi : Ui → Rn} tali che
- {Ui} e` un ricoprimento aperto di M ;
- φi : Ui → φ(Ui) ⊆ Rn e` un omeomorfismo sull’immagine, inoltre φi(Ui)
e` aperto;
- le restrizioni di φjφ−1i alle componenti connesse del suo dominio sono
restrizioni di elementi in G.
Una struttura (Rn, G) su M e` un atlante massimale (Rn, G).
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Sia γ : [a, b] → M una curva su M , definiamo una nozione di Rn-
lunghezza di γ.
Se Im γ ⊆ U aperto di una carta locale (U, φ), si pone l(γ) = l(φγ) .
Altrimenti, scelta una suddivisione finita t0 = a < t1 < . . . < tm = b tale che




E` possibile dimostrare che tale definizione di Rn-lunghezza non dipende dal-
le scelte fatte (cfr. [18]). Analogamente a quanto gia` visto nel Capitolo 1,
si definisce una distanza di lunghezze su M .
Teorema 4.1.3. Sia M una (Rn, G)-varieta`. Allora la funzione d : M ×
M → R definita da
d(u, v) = inf{l(γ) | γ collega u a v}
e` una distanza su M . La topologia da essa indotta e` compatibile con la
topologia di M , inoltre le carte locali sono isometrie locali.
Definizione 4.1.4. Siano M,N due (Rn, G)-varieta`. Una (Rn, G)-mappa
e` un’applicazione continua ξ :M → N compatibile con le (Rn, G)-strutture,
ovvero tale che per ogni coppia di carte locali (U, φ) ⊆ N e (V, ψ) ⊆ M la
composizione (ove definita) ψξφ−1 e` un elemento di G (in particolare, ξ e`
un’isometria locale).
Sia φ : U → Rn una (Rn, G)-carta per M e sia γ : [a, b]→M curva tale
che γ(a) ∈ U . E` possibile trasportare γ su Rn.
Scegliamo una suddivisione t1 = a < t2 < · · · < tn = b, un’insieme di
carte locali (Ui, φi) tali che l’immagine di γi = γ|[ti,ti+1] ⊆ Ui, un’insieme di
elementi di G gi tali che gi = φiφ−1i+1 sulla componente connessa di Ui∩Ui+1
che contiene γ(ti). Osserviamo che φiγi e` una curva in Rn e giφi+1γ(ti) =
φiγ(ti).
La curva γ̂ in Rn definita come γ̂ = (φ1γ1)(g1φ2γ2) . . . (g1 . . . gm−1φmγm)
e` detta continuazione di φγ1 lungo γ. E` possibile mostrare che essa non
dipende dalle scelte fatte; inoltre essa ha un buon comportamento rispetto
alle omotopie (per le dimostrazioni si veda, ad esempio [18]).
Proposizione 4.1.5. Siano (U, φ) una carta (Rn, G), α, β : [a, b] → M
cammini con gli stessi estremi α(a) = β(a) ∈ U e α(b) = β(b). Se α e β
sono omotopi ad estremi fissi allora anche α̂ e β̂ sono omotopi ad estremi
fissi.
4.1.1 Sviluppante e olonomia
Sia M una (Rn, G)-varieta` e κ : M˜ →M il rivestimento universale di M .
Consideriamo un (Rn, G)-atlante {(Ui, φi)} per M tale che Ui sia un aper-
to semplicemente connesso uniformemente rivestito da Uij ⊆ M˜ . Sia κij :
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Uij → Ui la restrizione di κ e φij = φiκij : Uij → Rn.
Proposizione 4.1.6. Sono vere le seguenti affermazioni:
- {φij : Uij → Rn} e` un (Rn, G)-atlante per M˜ ;
- κ : M˜ →M e` una (Rn, G)-mappa;
- ogni τ ∈ Aut(M˜, κ) e` una (Rn, G)-mappa.
- fissata φ : U → Rn carta per M˜ , allora φ si estende ad un’unica (Rn, G)-
mappa δ : M˜ → Rn, detta sviluppante determinata da φ.
Per la dimostrazione completa si rimanda a [18]; facciamo notare pero`
che la definizione di δ e` naturale. Siano u ∈ U , v ∈ M˜ e α̂ : [a, b] → R2
la continuazione di φα1 lungo α. La definizione δ(v) = α̂(b) e` risolutiva e
rende δ un’isometria locale.
E` possibile dimostrare (cfr. [18]) che due mappe sviluppanti differiscono
solo per composizione con un elemento di G. Siano u ∈ M , u˜ ∈ M˜ tali che
κ(u˜) = u e α un laccio di base u, esiste un sollevamento α˜ di α che parte da
u˜. Se v˜ e` l’altro estremo di α˜, esiste unico τα ∈ Aut(M˜) tale che τα(u˜) = v˜.
Proposizione 4.1.7. Esiste un unico gα ∈ G tale che δτα = gαδ.
Consideriamo l’applicazione
η : pi1(M,u) → G
[α] → gα
e` un omomorfismo di gruppi, detto olonomia di M .
Osserviamo che l’olonomia dipende dalla sviluppante δ a meno di coniugio:
se δ′ e` un’altra sviluppante per M , allora esiste g ∈ G tale che δ′ = gδ e
dunque δ′τα = gδτα = ggαδ = ggαg−1δ′.
4.2 Superfici euclidee a singolarita` coniche
Definizione 4.2.1. Una superficie euclidea e` uno spazio metrico di lun-
ghezze (S, d) tale per cui per ogni A ∈ S esiste ε > 0 tale che Nε(A) = {B ∈
S | d(A,B) < ε} e` isometrico a Bε(0) ⊆ R2 con la usuale metrica euclidea.
Ogni superficie euclidea ammette una naturale (Rn, Iso(Rn))-struttura
(cfr. [18], [1]), cio` e` dovuto al fatto che ogni isometria locale fra aperti di R2 e`
restrizione di un’isometria globale. Per il teorema di Gauss-Bonnet le uniche
superfici che ammettono una metrica euclidea sono: toro, cilindro, nastro di
Moebius e bottiglia di Klein. Queste superfici sono in realta` gli unici esempi
di 2-varieta` ottenute come quozienti di R2 rispetto ad un suo sottogruppo
di isometrie discreto e libero (cfr. [19]). Esse esauriscono la classificazione
delle superfici euclidee complete e connesse, vale infatti il seguente teorema
(per una dimostrazione si rimanda nuovamente a [19]).
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Teorema 4.2.2 (Killing-Hopf). Ogni superficie euclidea completa e connes-
sa e` isometrica a R2/Γ, ove Γ e` un sottogruppo del gruppo di isometrie di
R2 che agisce su R2 in maniera libera e propriamente discontinua.
Definizione 4.2.3. Si definisce cono standard di angolo θ lo spazio metrico
cos`ı definito Vθ = {(r, t) : r ≥ 0; t ∈ R/θZ}/(0, t) ∼ (0, t′), ove la metrica
e` definita dall’espressione ds2 = dr2 + r2dt2.
La curvatura concentrata di Vθ e` definita come k = 2pi − θ e il suo
residuo e` β = θ2pi − 1.
Vθ
θ
Figura 4.1: Cono standard di angolo θ
Nel caso in cui l’angolo θ sia inferiore a 2pi, e` possibile visualizzare il cono
come lo spazio ottenuto da un settore circolare di angolo θ in R2 incollandone
i bordi mediante un’isometria (Figura 4.1). Si osservi infine che in tale caso
θ e` la lunghezza di una circonferenza di raggio 1 e centro nel vertice del
cono.
Proposizione 4.2.4. Il cono standard Vθ e` isometrico a C munito della
metrica ds2 = |z|2β|dz|2.







Una superficie euclidea a singolarita` coniche e` una superficie che possiede
localmente la geometria di un piano euclideo o di un cono standard. Piu`
precisamente:
Definizione 4.2.5. Siano S una superficie, {x1, . . . xn} punti di S e {θ1, . . . , θn}
numeri reali positivi. Si dice che S ammette una struttura euclidea con sin-
golarita` coniche x1, . . . xn di angoli θ1, . . . θn se S0 = S − {x1, . . . , xn} pos-
siede una struttura euclidea tale per cui ogni xi abbia un intorno isometrico
ad un intorno del vertice del cono standard Vθi.
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ESEMPIO 4.2.1 1. ogni poliedro di dimensione 2 puo` essere dotato di una
struttura di superficie euclidea a singolarita` coniche, per esempio con-
siderando ogni triangolo che lo compone equilatero di lato 1. Ogni
vertice e` un punto singolare di angolo pari alla somma degli angoli
formati nel vertice dalle facce ivi incidenti.
2. Sia G un sottogruppo discreto del gruppo di isometrie di R2 che agisce
su R2 conservando l’orientazione, allora R2/G e` una superficie eucli-
dea a singolarita` coniche. In tal caso ogni punto conico [p] corrisponde
ad un punto il cui stabilizzatore Stabp e` non banale (dunque necessa-
riamente ciclico di ordine finito mp), l’angolo corrispondente sara` 2pimp .
Per ulteriori dettagli relativi a tale costruzione si rimanda a [20].
E` possibile generalizzare il Teorema di Gauss-Bonnet anche al caso delle
superfici euclidee con singolarita` coniche ([21]).
Teorema 4.2.6 (Formula di Gauss-Bonnet). Sia S una superficie euclidea
a singolarita` coniche compatta (senza bordo) con singolarita` in x1, . . . xn di




Come nel caso delle superfici riemanniane, anche per le superfici compat-
te euclidee con singolarita` lo spazio (S, d) e` geodetico ed ogni classe di omo-
topia libera ammette un rappresentante geodetico di lunghezza minimale
(cfr. [21]).
Proposizione 4.2.7. Sia S una superficie euclidea a singolarita` coniche
completa. Allora
1. Se p, q ∈ S esiste una geodetica di lunghezza d(p, q) di estremi i punti
p, q.
2. Ogni classe di omotopia libera di curva ammette un rappresentante
geodetico di lunghezza minimale.
4.2.1 Lunghezze di curve su superfici euclidee a singolarita`
coniche
Sia S una superficie singolare euclidea chiusa e compatta; indichiamo con
P l’insieme di punti conici di S. La superficie S \ P e` euclidea, dunque
ammette una (R2, Iso(R2)) struttura.
E` possibile dimostrare quanto segue.
Proposizione 4.2.8. Sia η : pi1(S \ P ) → G l’omomorfismo di olonomia
e H il sottogruppo di Iso(R2) generato dalle rotazioni di angolo pi e dalle
traslazioni.
Se Im η ⊆ H, allora gli angoli conici di S sono tutti multipli interi di pi e
S \ P ammette una (R2,H)-struttura.
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Nella trattazione che segue assumere sempre di essere nell’ipotesi della
proposizione.
Localmente risultano ben definite direzioni “orizzontali” e “verticali”, cor-
rispondenti alle coordinate (ζ, ξ) nell’isometria locale con R2. Sia α una
curva C∞ a tratti la cui immagine e` contenuta in una (R2,H)-carta locale
(U, φ) su S. Non e` restrittivo supporre (0, 0) ∈ φ(U) e siano e1(t) = (t, 0)
e e2(t) = (0, t), ove definite. Diciamo che α e` orizzontale (risp. verticale)
se esiste un elemento g ∈ H tale che φ · α = g(e1) (risp. g(e2)), a meno di
riparametrizzazioni. Si tratta di una buona definizione: se (V, ψ) e` un’altra
carta tale che Im α ⊆ V , allora φ · α = ge1, da cui φ · ψ−1 · ψα = ge1 e
infine ψα = ((φ · ψ−1)−1g)e1, dunque ψφ−1 conserva le direzioni orizzontali
e verticali. Data una curva generica α su S diciamo che e` orizzontale (ri-
sp. verticale) se ogni sua restrizione ad una carta locale e` orizzontale (risp.
verticale).
Localmente risultano ben definite la metrica euclidea ρE =
√
dζ2 + dξ2,
le pseudo-metriche orizzontale ρH = |dζ| e verticale ρV = |dξ|, la metrica
L1 ρ1 = |dζ|+ |dξ|.
Sia γ : I → S una curva C∞ a tratti. Le pseudo-metriche sopra definite
inducono naturali nozioni di lunghezza di γ:












- lunghezza L1: l1(γ) =
∫
γ ρ
1 = lH(γ) + lV (γ).
Le note disuguaglianze fra le norme euclidee inducono la seguente
lE(γ) ≤ l1(γ) ≤
√
2lE(γ) . (4.2.1)
La nozione di “orizzontale” e “verticale” date sopra si accordano con quelle
della definizione seguente.
Definizione 4.2.9. Una curva γ su S C∞ a tratti e` orizzontale se lV (γ) =
0, verticale se lH(γ) = 0.
Definizione 4.2.10. Una curva γ su S \ P si dice inefficiente se esistono
un suo arco α ed un cammino β orizzontale o verticale tale che α∪ β e` una
curva semplice chiusa che e` bordo di un disco che non contiene punti di P
(Figura 4.2).
Una curva non inefficiente e` detta efficiente.
Lemma 4.2.11. Sia γ una curva su R2. Valgono le seguenti proprieta`:
1. γ e` efficiente se e solo se e` localmente efficiente;
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α β γ
Figura 4.2: Curva inefficiente
2. γ e` orizzontale (risp. verticale) se e solo se γ e` una retta orizzontale
(risp. verticale).
Dimostrazione. 1.
E` ovvio che se γ e` efficiente, lo e` anche localmente. Mostriamo l’impli-
cazione inversa.
Supponiamo che α : I → R2 non sia efficiente. Allora α e` grafico di una
Figura 4.3:
funzione monotona oppure una retta verticale (altrimenti si avrebbe una
situazione come in Figura 4.3, segue l’efficienza.
2. E` ovvio.
Proposizione 4.2.12. Sia p : S˜ \ P → S \ P rivestimento universale di
S \P , δ : S˜ \ P → R2 una mappa sviluppante relativa alla struttura euclidea
su S \ P . Sia γ una curva in S \ P e γ˜ un sollevamento di α.
Valgono le seguenti affermazioni:
1. se una curva γ in S \ P e` efficiente, allora δγ˜ e` efficiente in R2;
2. se γ e` orizzontale (risp. verticale) allora δγ˜ e` orizzontale (risp. verti-
cale).
Dimostrazione. 1.
Ricordiamo che p e δ sono isometrie locali, dunque la tesi e` vera local-
mente.
Sia γ˜ un sollevamento di γ e supponiamo per assurdo che δγ˜ non sia effi-
ciente in R2. Allora per il lemma precedente, esiste un intorno su cui δγ˜ non
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e` efficiente. Poiche´ δ e p sono isometrie locali, la curva γ non e` efficiente
localmente, dunque γ non e` efficiente.
2.
Per quanto visto precedentemente, sia p che δ sono (Rn,H)-mappe. Se U e`
un aperto uniformemente rivestito nella (Rn,H)-struttura di S \ P , allora
p−1δ e` ancora una (Rn,H)-carta: essa preserva le direzioni orizzontali e
verticali. Passando alle restrizioni di γ agli intorni uniformemente rivestiti
si ha la tesi.
Proposizione 4.2.13. Sia γ una curva su S \ P . Valgono le seguenti
proprieta`:
1. γ e` efficiente se e solo se e` localmente efficiente;
2. se γ e` una geodetica locale euclidea allora e` efficiente;
3. se γ e` chiusa ed e` efficiente allora e` di minima lunghezza L1 nella sua
classe di omotopia.
Dimostrazione. 1.
E` ovvio che se γ e` efficiente, lo e` anche localmente.
Supponiamo che α non sia efficiente e sia β orizzontale tale che α∪β sia
bordo di un disco in S \P . Solleviamo α∪β a α˜ ∪ β in S˜ \ P e troviamo che
δ(α˜ ∪ β) e` ancora bordo di un disco in R2. Inoltre, per il lemma precedente
δβ˜ e` ancora una curva orizzontale, dunque α non e` efficiente in R2 (dunque
non lo e` localmente).
Poiche´ p e δ sono isometrie locali, deduciamo che α non e` efficiente in S \P .
2.
Sia γ : I → S una geodetica locale, siano s0 ∈ I ed ε > 0 tale che γ|[s0−ε,s0+ε]
sia inefficiente e sia β tale che γ|[s0−ε,s0+ε] ∪ β sia bordo di un disco banale.
A meno di rimpicciolire ε, si puo´ assumere che sia γ che β siano contenute
in una carta locale (U, φ) isometrica ad una palla di R2. L’applicazione φ e`
una isometria, dunque φ ◦ γ e` una geodetica locale, d’altronde φ ◦ β e` una
retta orizzontale o verticale che interseca φ ◦ γ in due punti: cio` e` assurdo
perche` R2 e` unicamente geodetico.
3.
Mostriamo che se γ e` inefficiente, allora esiste una curva ad essa omotopa e
di minore lunghezza L1.
Sia γ = γ′∪γ′′ e β curva verticale tale che γ′∪β sia bordo di un disco in
S. La curva γ′′ ∗β e` per costruzione omotopa a γ. Osserviamo che, poiche´ β
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e` verticale ed ha gli stessi estremi di γ′ si ha che lH(β) = 0 e lV (β) ≤ lV (γ′);
vale la seguente stima
l1(γ′′ ∗ β) = l1(γ′′) + l1(β)
= lH(β) + lH(γ′′) + lV (β) + lV (γ′′)
= lH(γ′′) + lV (β) + lV (γ′′)
≤ lH(γ′′) + lV (γ′) + lV (γ′′)
≤ lH(γ′) + lH(γ′′) + lV (γ′) + lV (γ′′) = l1(γ) .
Per concludere basta far vedere che due curve efficienti omotope ad estremi
fissi hanno la stessa lunghezza L1.
Osserviamo che localmente la composizione p−1δ e` una isometria L1; e`
cos`ı possibile risolvere il problema riportandolo su R2.
4.2.2 Anelli su superfici singolari riemanniane
Presentiamo qui alcuni lemmi tecnici che danno condizioni circa l’esistenza di
“speciali” anelli embedded nelle superfici singolari riemanniane con punture.
Sia (S, d) una 2-varieta` topologica munita di una distanza d indotta
da una metrica che e` riemanniana su S privato di un insieme finito di punti
conici (S e` detta superficie singolare riemanniana). Assumeremo nel seguito
che tutti i punti conici siano multipli interi di pi. Consideriamo fissato P ⊆ S
un insieme finito di punti di S e indichiamo con P+ il sottoinsieme di S,
eventualmente vuoto, costituito da tutti i punti conici di angolo pi.
Definizione 4.2.14. Una regione banale 1in S e` un sottospazio di S omeo-
morfo ad un disco aperto su R2 e contenente al piu` un punto di P .
Definizione 4.2.15. Una curva su S e` essenziale 2 se non e` bordo di una
regione banale.
Definizione 4.2.16. Sia A ⊆ S \ P un anello chiuso embedded e siano γ1,
γ2 le sue curve di bordo. Definiamo ampiezza di A il numero reale positivo
w(A) = d(Im γ1, Im γ2) .
Chiamiamo magnitudine di A il reciproco dell’ampiezza m(A) = 1w(A) . Di-
remo che A e` essenziale se non e` omotopicamente banale in S \ P .
Lemma 4.2.17. Sia (S, d) una superficie riemanniana orientabile chiusa
tale che Area(S) = 1 e sia f : [0,∞) → [0,∞) un omeomorfismo tale che
Area(D) ≤ f(L(∂D)) per ogni regione banale D.
Allora esistono una costante universale η0(g(S), |P |, f) > 0 e due curve
essenziali α, β in S \ P non omotope fra loro, tali che d(α, β) ≥ η0.
1Si confronti con 3.1.1.
2Si confronti con 3.1.2.
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Prima di dare la dimostrazione del lemma, facciamo alcune osservazioni
sulla spina di una superficie chiusa compatta puntata (S, P ).
Definizione 4.2.18. Diciamo spina di S \ P un grafo σ ⊆ S \ P tale che
ogni componente connessa di S \ σ sia una regione banale per S.
Esiste sempre una spina: S ammette una struttura di complesso simpli-
ciale tale che i punti di P siano interni alle 2-celle; una spina di (S, P ) e`
proprio l’1-scheletro di questa decomposizione (cfr. [15]).
Osserviamo che e` sempre possibile scegliere una spina di (S, P ) con
queste proprieta`:
se P = ∅, allora S \ σ e` connesso;
se S \ σ ∩ P 6= ∅ allora il numero delle componenti connesse e` pari a |P |.
Se α, β riempiono S, il grafo α ∪ β e` una spina.
Dimostrazione. (Lemma 4.2.17)
La dimostrazione si articola in tre passi:
1. costruzione di una costante universale ausiliaria η1 = η1(f, |P |) tale
che per ogni spine σ di (S, P ) si ha l(σ) ≤ η1;
2. scelta di α e costruzione di una famiglia di “speciali” archi ausiliari
{β1, . . . , βn} con n ≤ g(S) + |P |;
3. definizione di η0 e β.
1.
Sia σ uno spine di (S, P ) e sia M il numero di componenti connesse di
S \ σ: per quanto gia` visto vale M = max{1, |P |} e S = D1 ∪ . . .∪DM , ove
Di sono dischi banali tali che {D˚i} sono a due a due disgiunti.
Osserviamo che




dunque esiste i¯ tale che Area (Di¯) ≥ 1M . Inoltre, per definizione σ =⋃M
i=1 ∂Di, dunque l(σ) =
∑M
i=1 l(∂Di). Si ottiene




L’applicazione f : [0,∞) → [0,∞) e` un omeomorfismo di intervalli reali,
dunque e` monotona: necessariamente f(0) = 0 ed f risulta strettamente




















Sia ε0 > 0 e α una curva semplice chiusa essenziale tale che |l(α)− inf{l(γ) :
γ essenziale}| ≤ ε0. Per ogni t ∈ [0, ε0] consideriamo un t-intorno chiuso
Nt(α): chiaramente N0(α) = α e vale N0(α) ⊆ Nt(α) ⊆ Nε0(α).
Esiste un insieme finito {β1, . . . , βn} di archi disgiunti in S \ P tali che:
- n ≤ g(S) + |P |;
- per ogni i l’arco βi non presenta autointersezioni e interseca α in esatta-
mente due punti;
- per ogni i si ha l(βi) ≤ 2ε0;
- se ι : Nε0(α)\P → S\P allora ι∗pi1(Nε0(α)\P ) < pi1(S\P ) e` interamente




Figura 4.4: Costruzione degli archi {β1, . . . , βn}
Un insieme siffatto si costruisce esplicitamente: partiamo da t = 0 e “gon-
fiamo” Nt(α) fino ad arrivare a Nε0(α); via via che la topologia di Nt(α) si
complica aggiungiamo degli archi βi come in Figura 4.4.
3.
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Se ε0 e` tale che esiste R componente connessa non banale di S \Nε0(α), per
ogni β curva essenziale in R \ P si ha d(α, β) ≥ ε0. Ponendo η0 = ε0 si ha
la tesi.
Mostriamo che si puo` trovare una costante ε0 = ε0(g(S), |P |, η1) come
voluto.
Procediamo per assurdo e supponiamo che tutte le componenti connesse
di S \Nε0(α) siano banali. Allora ogni [γ] ∈ pi1(S \ P ) ammette un rappre-
sentante contenuto inNε0(α)\P , dunque supportato sul grafo σ˜ gia` descritto
sopra: σ˜ e` uno spine per (S, P ).





l(βi) ≥ l(σ˜)− 2ε0n ≥ η1 − 2ε0n ,
da cui
l(α) ≥ η1 − 2ε0(g(S) + |P |) .
Scegliendo ε0 ≤ η1100+2(g(S)+|P |) , troviamo l(α) ≥ 100ε0 . In tal caso e`
possibile costruire una curva essenziale δ tale che l(δ) ≤ l(α)−2ε0, contrad-
dicendo la definizione di α (cfr. [5]).
In conclusione, il lemma e` soddisfatto per η0 = η1100+2(g(S)+|P |) , una curva
semplice chiusa essenziale α tale che |l(α) − inf{l(γ) : γ essenziale}| ≤ η0 e
β ⊆ Nη0(α) curva semplice chiusa essenziale.
Lemma 4.2.19. Sia (S, d) una superficie singolare riemanniana chiusa e
orientabile tale che Area(S) = 1 e C (S, P ) > 0. Sia P ⊆ S finito e
f : [0,∞) → [0,∞) omeomorfismo tale che Area(D) ≤ f(L(∂D)) per ogni
regione banale D. Allora esistono una costante η = η(g(S), |P |, f) > 0 ed
un anello essenziale A in S \ P tale che w(A) ≥ η, ovvero m(A) ≤ 1η .
Dimostrazione. Siano η0, α e β come nel Lemma 4.2.17. Poniamo m =
3g(S) + |P | − 2 e sia η = η0m . Osserviamo che per costruzione si ha η =
η(g(S), |P |, f).
Scegliamo una funzione C∞ 1-lipschtziana g : S → [0, η0] tale che:
- g(α) = 0 e g(β) = η0;
- per ogni i = 1, . . .m − 1 si abbia P ∩ g−1(iη) = ∅ e i punti {iη} siano
valori regolari per g.
Allora per ogni i = 1, . . .m − 1 g−1(iη) e` una sottovarieta` regolare di S di
dimensione 1: essa e` chiusa in S con la topologia indotta, dunque compatta;
per teorema di classificazione delle 1-varieta`, essa e` unione di curve semplici
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chiuse a due a due disgiunte {γji }in S. Osserviamo che ogni γji ammette una
realizzazione disgiunta sia da α che da β (altrimenti avremmo iη = g(γji ) =
g(α) = 0 oppure iη = g(γji ) = g(β) = η0); inoltre S \ ∪γji contiene sia α che
β: non puo` essere unione di sole regioni banali. Esiste dunque j¯ tale che γ j¯i
sia essenziale: poniamo γi = γ
j¯
i .
Giungiamo infine ad un insieme dim+1 = 3g(S)+|P |−1 curve essenziali
su S {α, γ1, . . . , γm−1, β} tutte disgiunte fra loro. Per la Proposizione 3.1.4,
l’insieme contiene due curve γh, γk omotope fra loro, dunque bordo di uno
stesso anello essenziale A.
Concludiamo, osservando che
w(A) = d(γh, γk) ≥ |g(γh)− g(γk)| = |h− k|η
e dunque w(A) ≥ η , come voluto.
Teorema 4.2.20. Sia S una superficie singolare euclidea tale che Area(S) =
1, non contenga punti conici di angolo inferiore a pi e C (S, P ) > 0. Sup-
poniamo che P+ ⊆ P . Allora esiste una costante η = η(g(S), |P |) > 0 ed
esiste un anello essenziale A ⊆ S \ P tale che w(A) ≥ η, ovvero m(A) ≤ 1η .
Dimostrazione. E` possibile mostrare (cfr. [4]) che la funzione f(t) = 12pit
2
soddisfa le ipotesi del lemma precedente, da cio` segue la tesi. 3
Richiamiamo qui il Lemma di Besicovitch (cfr. [7]).
Teorema 4.2.21 (Lemma di Besicovitch). Sia (S, d) una superficie rieman-
niana compatta con bordo. Siano γ0 e γ1 curve semplici chiuse su S tali che
∂S = γ0 ∪ γ1 e sia l la minima lunghezza di una curva liberamente omotopa
a γ0. Allora vale la seguente disuguaglianza
Area(S) ≥ ld(γ0, γ1) .
Definizione 4.2.22. Una curva δ semplice chiusa contenuta in un anello
A si dice cuore se e` omotopa ad una delle curve di bordo.
Proposizione 4.2.23. Sia A un anello su una superficie riemanniana sin-
golare compatta di area unitaria, allora esiste una curva cuore δ ⊆ A tale
che l(δ)w(A) ≤ 1, ovvero l(δ) ≤ m(A).
Dimostrazione. Segue dal Lemma di Besicovitch 4.2.21.
3In [16] e` reperibile un’altra dimostrazione del presente Lemma, ottenuta mediante
l’utilizzo dei differenziali quadratici.
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4.3 Strutture combinatorie su Σ
Riprendiamo la notazione, gia` introdotta nel Capitolo 2, relativa al com-
plesso delle curve: (Σ,Π) e` la coppia formata da una superficie compatta
orientabile di genere g e da un suo insieme finito di punti Π. Il grafo delle
curve ad essa associato e` G (Σ,Π) e X e` il suo insieme di vertici. Useremo
la medesima lettera greca per indicare sia una curva essenziale su Σ sia il
vertice determinato dalla sua classe di omotopia libera in X. Assumiamo
(Σ,Π) non eccezionale.
4.3.1 Multicurve pesate
Definizione 4.3.1. Sia X l’insieme dei vertici del complesso, una curva
pesata λα e` una coppia (λ, α) ∈ R+ ×X.
Sia WX = {λα | λ ∈ R+, α ∈ X} l’insieme delle curve pesate di X.
Si definiscono distanza generalizzata d : WX ×WX → R+0 e numero di
intersezione generalizzato ι :WX ×WX → R+0 come segue:
d(λα, µβ) = d(α, β);
ι(λα, µβ) = λµι(α, β).
Osserviamo che, previa identificazione di 1α con α, le nozioni di distanza
generalizzata e numero di intersezione generalizzato coincidono con quelle
gia` note introdotte nel Capitolo 2.
Definizione 4.3.2. Si dice che l’insieme {α1, . . . αn} e` una multicurva se
{α1, . . . αn} genera un simplesso su T (Σ,Π).
Una multicurva pesata e` una somma formale a coefficienti reali non
negativi non tutti nulli di curve in X a due a due disgiunte.
Indichiamo con MX l’insieme delle multicurve di X e con WMX l’in-
sieme delle multicurve pesate di X. Date α =
∑n
i=1 λiαi e β =
∑m
i=1 µjβj,
con αi e βj tutti in X, si definiscono distanza generalizzata e numero di
intersezione generalizzato fra multicurve come segue:




Si osservi come anche in questo caso le nozioni di distanza e numero di




λiαi e α′ =
∑
λ′iαi in WMX, sono naturalmente definite
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se ν ∈ R+, ν · α =∑(νλi)αi.
Nell’ultimo caso diremo che α e ν ·α appartengono alla stessa classe proiet-
tiva.
Previa identificazione di 1α con α, valgono le seguenti relazioni di in-
clusione fra gli insiemi di vertici pesati gia` noti: X ⊆ MX ⊆ WMX e
X ⊆WX ⊆WMX.
In analogia alla Definizione 3.2.2, vediamo la seguente.
Definizione 4.3.3. Siano α = {α1, . . . , αn}, β = {β1, . . . , βm} ∈ MX.
Diciamo che α e β riempiono Σ se ogni componente connessa di Σ \ {α1 ∪
. . . αn ∪ β1 . . . βm} e` un disco banale.
Similmente, diciamo che α, β ∈WMX riempiono Σ se le multicurve di cui
sono somme formali riempiono.
Resta valida la considerazione fatta a proposito delle curve di X: se
α, β ∈WMX sono tali che d(α, β) ≥ 3, allora riempiono.
4.3.2 Lunghezze e ampiezze combinatorie
Abbiamo gia` visto che, se una superficie supporta una struttura singolare
euclidea, e` possibile misurare la lunghezza euclidea di ogni sua curva; ab-
biamo inoltre visto che, se la struttura ammette delle “direzioni globali”
orizzontali e verticali, si possono introdurre nozioni di lunghezze “direziona-
li” orizzontali, verticali e L1.
In questa sottosezione mostriamo che, a meno di restringersi alle curve
essenziali, e` possibile riformulare tali nozioni in modo puramente combina-
torio: anziche` un’intera struttura singolare euclidea, saranno specificate due
sole curve essenziali di riferimento {α, β} non disgiunte, che giocheranno il
ruolo di “direzioni globali”.
Definizione 4.3.4. Siano α, β ∈ X tali che ι(α, β) = 1 e d(α, β) ≥ 24 e sia
γ ∈ X. Definiamo le seguenti lunghezze combinatorie relative a {α, β}
- lunghezza combinatoria orizzontale: lHαβ(γ) = ι(β, γ);
- lunghezza combinatoria verticale: lVαβ(γ) = ι(α, γ);
- lunghezza combinatoria assoluta: lαβ(γ) = max{ι(α, γ), ι(β, γ)};
- lunghezza combinatoria L1: l1αβ(γ) = ι(α, γ) + ι(β, γ).
La definizione appena data si estende in maniera naturale anche a α, β, γ ∈
WMX mediante l’utilizzo della distanza e del numero di intersezione gene-
ralizzato.
Riallacciandoci a quanto gia` detto sopra, introduciamo una nozione di rife-
rimento generalizzato.
4Si osservi che per curve non pesate la condizione d(α, β) ≥ 2 segue da ι(α, β) = 1.
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Definizione 4.3.5. Definiamo riferimento generalizzato o combinatorio su
Σ una coppia di multicurve pesate {α, β} tali che α, β ∈WMX, ι(α, β) = 1
e d(α, β) ≥ 2.
In analogia con quanto gia` visto per le lunghezze definite su una superficie
riemanniana, valgono le seguenti disuguaglianze:
lαβ(γ) ≤ l1αβ(γ) ≤ 2lαβ(γ) .
Definizione 4.3.6. Dato r ≥ 0, si dice r-intorno combinatorio di lunghezza
(relativo al riferimento generalizzato {α, β}) l’insieme
Lαβ(r) = {δ ∈ X| lαβ(δ) ≤ r} ⊆ X .
Anche le grandezze di ampiezza e magnitudine, introdotte in ambito
riemanniano nella sezione precedente, ammettono una traduzione in termini
combinatori.
Definizione 4.3.7. Siano α, β ∈ X tali che d(α, β) ≥ 2, ι(α, β) = 1 e sia











assumendo le convenzioni 00 = 0,
n
0 =∞.
Chiamiamo ampiezza combinatoria di δ il reciproco della magnitudine
combinatoria: wαβ(δ) = 1mαβ(δ) .
Come per la precedente, questa definizione si estende a qualunque rife-
rimento generalizzato di multicurve pesate {α, β}.
Segue in maniera naturale una definizione di intorno combinatorio di ma-
gnitudine in X.
Definizione 4.3.8. Dato r ≥ 0 e` definito r-intorno combinatorio di magni-
tudine (relativo al riferimento generalizzato {α, β}) l’insieme
Mαβ(r) = {δ ∈ X| mαβ(δ) ≤ r} ⊆ X.
Per fare un esempio, consideriamo nella Figura 4.5 il riferimento dato
dalle curve {α, β}. Troviamo:
lαβ(δ) = 0;
lαβ(α) = lαβ(β) = 1;
lαβ(α+ β) = 1;
lαβ(γ) = 1.





Figura 4.5: Curve su una superficie di genere 2
Osservando che per ogni η ∈ X vale ι(α,η)max{ι(α,η),ι(β,η)} ≤ 1, vediamo che
mαβ(α) = 1.
Osserviamo inoltre che per ogni η si ha ι(η, γ) ≤ ι(η, α) + ι(η, β), dunque
mαβ(γ) ≤ 2. Esiste pero` λ tale per cui ι(α, λ) = ι(β, λ) = 1 e ι(λ, γ) = 2,
dunque mαβ(λ) = 2.
E` immediato mostrare che mαβ(δ) = +∞.
Fra le grandezze appena definite intercorrono delle ovvie relazioni.
Proposizione 4.3.9. In ogni riferimento generalizzato {α, β} sono valide
le proprieta` seguenti:
1. per ogni γ ∈ X si ha lαβ(γ)mαβ(γ) ≥ ι(γ, δ);
2. per ogni δ ∈ X si ha lαβ(δ) ≤ mαβ(δ), ovvero lαβ(δ)wαβ(δ) ≤ 1;
3. per ogni r ≥ 0, Mαβ(r) ⊆ Lαβ(r).
Occupiamoci di sviluppare la corrispondenza fra le strutture riemannia-
ne descritte nella Sezione 4.2 e quelle combinatorie qui introdotte. A meno
di omotopia libera, ad ogni anello essenziale A in S \ P corrisponde uno ed
un solo vertice del complesso delle curve T (S, P ), quello della curva δ core
di A. Le grandezze riemanniane presentate (lunghezze di curve essenziali,
ampiezza e magnitudine di anelli essenziali) trovano un corrispettivo nelle
grandezze combinatorie sopra definite. Gli stessi teoremi introdotti nella
Sottosezione 4.2.2 ammettono una buona traduzione nel nuovo linguaggio
combinatorio: la Proposizione 4.2.23 vede un analogo nella proprieta` 2 del-
la Proposizione 4.3.9, il Teorema 4.2.20 trova il suo gemello nel risultato
seguente.
Teorema 4.3.10. Esiste R = R(Σ,Π) ∈ R+ tale che per ogni riferimento
generalizzato {α, β} si ha Mαβ(R) 6= ∅.
Tale teorema, la cui dimostrazione e` posposta al Capitolo 4, costituisce
il cardine della dimostrazione del Teorema di δ-iperbolicita` del complesso
delle curve.
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4.4 Superficie singolare associata ad un riferimen-
to su Σ
Assumiamo che (Σ,Π) non sia eccezionale, introduciamo una nozione di
riferimento debole.
Definizione 4.4.1. Definiamo riferimento debole su Σ una coppia di mul-
ticurve pesate {α, β} tali che α, β ∈WMX e d(α, β) ≥ 2.
Nel seguito assumeremo che {α, β} sia un riferimento debole e descrive-
remo la costruzione di una speciale superficie euclidea a singolarita` coniche
S(α, β) .
4.4.1 Caso α, β ∈ X
Per semplicita` esponiamo il caso in cui α e β siano curve essenziali su Σ e
|α ∩ β| = ι(α, β). Siano p1, . . . pn i punti di |α ∩ β|.
Consideriamo, per ogni pi, un quadrato euclideo Ri = [−12 , 12 ] × [−12 , 12 ]
e orientiamone il bordo ∂Ri in senso antiorario.
Scegliamo carte locali φi : B(O, 1) ⊆ R2 → Ui ⊆ Σ tali che φi(O) = pi,
φ−1i (Im α∩Ri) = [−12 , 12 ]×{0}, φ−1i (Im β∩Ri) = {0}×[−12 , 12 ] e le immagini
{Ui} siano a due a due disgiunte. A meno di isotopie di Σ, assumiamo inol-
tre che l’insieme Π sia contenuto nell’insieme delle immagini dei vertici dei
quadrati {Ri}. Attribuiamo un valore +1 o −1 ai punti {(0,±12), (±12 , 0)} di
ciascun Ri in base al loro segno come intersezioni di curve orientate: (0,±12)
assume valore ∓1 se la curva β ha direzione uscente nel punto φi((0,±12))
((0,±12) vale invece ±1 se β e` entrante); (±12 , 0) vale ±1 se la curva α ha
direzione uscente nel punto φi((±12 , 0)) ((±12 , 0) vale (∓1) se α e` entrante).
Specifichiamo ora delle mappe di incollamento fra i lati dei quadrati della
famiglia {Ri} in accordo con la struttura del grafo costituito da α ∪ β su Σ
(si vedano ad esempio le Figure 4.6 e 4.7).
Il lato orizzontale superiore/inferiore [−12 , 12 ] × {±12} del quadrato Ri sara`
identificato al lato orizzontale superiore/inferiore [−12 , 12 ]×{±12} del quadra-
to Rj se la curva β, uscendo da pi, interseca nell’ordine φi([−12 , 12 ]× {±12})
e φj([−12 , 12 ] × {±12}), senza mai passare per altri punti di α ∩ β. Il lato
verticale destro/sinistro {±12} × [−12 , 12 ] di Ri sara` identificato al lato verti-
cale destro/sinistro di Rj se la curva α, uscendo da pi, interseca nell’ordine
φi({±12} × [−12 , 12 ]) e φj({±12} × [−12 , 12 ]), senza mai passare per altri punti
di intersezione di α∩β. Nelle identificazioni fra lati verticali (orizzontali) un
punto (0,±12) ( (±12 , 0) ) di Ri viene incollato ad un punto (0,±12) ((±12 , 0))
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Figura 4.7: Identificazione dei quadrati nell’esempio della Figura 4.6
di Rj . Chiediamo, inoltre, che la mappa di incollamento rispetti le orienta-
zioni dei lati corrispondenti se i due punti identificati hanno lo stesso segno
e le rovesci, invece, se hanno segni opposti (si veda un esempio nelle Figure
4.6 e 4.7).
Indichiamo con S(α, β) il quoziente di
⊔
Ri rispetto agli incollamenti fat-
ti. E` chiaro dalla costruzione fatta che si tratta di una superficie compatta
e chiusa. Considerando sugli Ri la naturale metrica euclidea e richiedendo
che le mappe di incollamento siano anche isometrie sui lati, S(α, β) risulta
cos`ı descritta come superficie euclidea a singolarita` coniche ove, per costru-
zione, i punti conici corrispondono alle immagini dei vertici dei rettangoli e
gli angoli conici sono multipli interi di pi.
E` inoltre possibile utilizzare la costruzione fatta per ottenere una descri-
zione di S(α, β) come CW-complesso: le 0-celle corrispondono alle immagini
dei vertici dei quadrati Ri, le 1-celle corrispondono alle immagini dei lati, le
2-celle corrispondono alle immagini degli Ri.
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4.4.2 Caso generico α, β ∈ WMX
Nel caso in cui α = λα˜ e β = µβ˜ siano curve pesate 5, si considerano rettan-
goli Ri = [−λ2 ,+λ2 ]× [−µ2 ,+µ2 ], uno per ogni punto di |α˜∩ β˜| e la costruzione
procede in maniera del tutto analoga a quella gia` esposta.
Siano ora α =
∑m
i=1 λiαi e β =
∑n
i=1 µiβi multicurve pesate come nella
nostra definizione. Per ogni coppia {λiαi µjβj} costruiamo una famiglia di
|αi ∩ βj | rettangoli euclidei di lati lunghi λi e µj e procediamo con gli incol-
lamenti come nel caso gia` descritto. La superficie ottenuta S(α, β) eredita
anch’essa una struttura euclidea a singolarita` coniche.
Abbiamo mostrato il seguente teorema.
Teorema 4.4.2. Sia {α, β} un riferimento debole. La superficie S(α, β) so-
pra costruita ammette una struttura euclidea a singolarita` coniche ad angoli
conici multipli interi di pi ed una decomposizione in CW-complesso tale per
cui valgano le seguenti:
1. ogni punto conico e` un vertice;
2. un vertice p e` conico di curvatura concentrata positiva se e solo se ha
valenza 2;
3. un vertice p e` conico di curvatura concentrata nulla se e solo se ha
valenza 4;
4. un vertice p e` conico di curvatura concentrata negativa se e solo se ha
valenza maggiore o uguale a 6.
Si ha infine Area(S(α, β)) = ι(α, β).
Per quanto detto nella Sezione 4.2, data una curva γ su S(α, β) risultano
ben definite lH(γ), lV (γ), l1(γ) e vale lE(γ) ≤ l1(γ) ≤ √2lE(γ).
D’ora in poi considereremo solo il caso in cui α, β formino un riferimento.
Si osservi che in tal caso Area(S(α, β)) = 1.
Le proprieta` metriche (riemanniane) di S(α, β) sono strettamente legate
a quelle topologiche (combinatorie) di Σ. Tali legami vengono esplicitati nei
due lemmi seguenti.
Lemma 4.4.3. Sia {α, β} un riferimento generalizzato e S(α, β) la super-
ficie ottenuta mediante la costruzione sopra descritta.
Se α, β riempiono Σ, valgono le seguenti:
5Si osservi che secondo la nostra definizione i pesi sono sempre numeri reali positivi.
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1. esiste un omeomorfismo naturale piΣ : Σ→ S(α, β);
2. detto P = piΣ(Π) e P+ l’insieme dei vertici di S(α, β) (secondo la
decomposizione CW gia` vista) di valenza 2, si ha P+ ⊆ P ;
3. ogni γ ∈ X ammette una realizzazione in S(α, β) come cammino
efficiente (in particolare come geodetica euclidea);
4. se γ su S(α, β) e` una realizzazione come cammino efficiente di una
curva essenziale su Σ, allora si ha

lH(γ) = lHαβ(γ)
lV (γ) = lVαβ(γ)
l1(γ) = l1αβ(γ)
.






Figura 4.8: Omeomorfismo fra Σ e S(α, β)
A meno di movimenti di isotopia, possiamo supporre che i vertici di Π
siano vertici nella cellularizzazione di S(α, β).
Sia N(α, β) un intorno tubolare chiuso di α∪β, a meno di isotopia possiamo
supporre che tutti i vertici di Π siano interni ad esso; suddiviamo ulterior-
mente l’intorno in “rettangoli” chiusi, ciascuno dei quali contiene uno ed
un solo punto di α ∩ β (Figura 4.8). Per ipotesi le componenti connesse di
Σ \N(α, β) sono dischi banali: Σ e` omeomorfa alla superficie ottenuta com-
primendo tali dischi, la compressione induce delle identificazioni lungo i lati
dei rettangoli che sono esattamente le stesse gia` descritte nella costruzione
di S(α, β).
2.






Figura 4.9: vertice di valenza 2
Un vertice p0 ha valenza 2 se e solo se esistono esattamente due rettangoli
Ri aventi p0 come vertice in comune. Per costruzione l’incollamento e` neces-
sariamente del tipo descritto in Figura 4.9 e la regione D e` topologicamente
un disco. Poiche` α, β riempiono, D contiene al piu` un punto di Π; inoltre D
non e` contrattile, dunque contiene esattamente un punto di Π, cioe` p0 ∈ Π.




Siano γ su S(α, β) una geodetica euclidea, Ri i rettangoli gia` descritti a
proposito della costruzione di S(α, β) e pi :
⊔
Ri → S(α, β) l’applicazione
che descrive gli incollamenti fra i lati. Sia pi−1(γ) =
⋃N
i=1 γi, ove γi e` un
arco in Ri.
Figura 4.10:
L’applicazione pi e` un’isometria locale, dunque i γi sono efficienti. Os-
serviamo che per ogni i non e` possibile che γi intersechi α (o β) in piu` di un
punto per ciascun rettangolo (diversamente sarebbe violata la condizione di
efficienza, come mostrato in Figura 4.10.
Poiche´ γ e` una geodetica euclidea e pi e` locale isometria, allora γi e` geode-
tica (dunque segmento di retta): le possibili configurazioni sono mostrate in





Figura 4.11: Configurazioni possibili
Figura 4.11.
Nel caso A (risp. B) γi da` contributo 1 a lH(γ) (risp. lV (γ)).
Non e` possibile che si verifichino contemporaneamente le combinazioni C-D,
C-E, D-F oppure E-F. Per quanto visto finora possiamo vedere la curva γ
come una poligonale sulla superficie euclidea S \ P di lati γi. Per ogni i sia
ωi (risp. νi) l’angolo che γi forma con il lato verticale (risp. orizzontale) di
Ri intersecato. Per il Teorema di Gauss-Bonnet su S \ P si ha
N∑
i=1
(ωi + νi) = pi(N − 2) .




(ωi + νi) ≥ ω1 + ν1 + (N − 2)pi .
Deve esistere quindi un j¯ tale che νj¯ <
pi
2 (oppure ωj¯ <
pi
2 ), ma in tal caso
γ non sarebbe efficiente (Figura 4.12).
Concludiamo osservando che fra due intersezioni consecutive su α (risp.
β) la lunghezza verticale (risp. orizzontale) aumenta di 1, da cui la tesi.
Definizione 4.4.4. Sia Σ una superficie compatta e chiusa e sia Λ =
{Σ1, . . . ,Σn} un insieme finito di sottosuperfici con bordo su Σ a due a
due disgiunte.
La superficie nodale SΛ associata a Λ e` il quoziente SΛ = Σ/ ∼Λ, ove x ∼Λ y
se e solo esiste una sottosuperficie Σi ∈ Λ cui entrambi appartengono.
Si dice nodo di SΛ ogni classe di equivalenza [Σi],Σi ∈ Λ.







Figura 4.13: Superficie nodale associata a (Σ, α)
4.4. SUPERFICIE SINGOLARE ASSOCIATA ADUNRIFERIMENTO SUΣ67
Lemma 4.4.5. Sia {α, β} un riferimento generalizzato tale che α, β non















Le mappe di proiezione al quoziente verificano le seguenti proprieta`:
1. piS : S(α, β) → N identifica alcune 0-celle di S(α, β) (secondo la gia`
nota decomposizione CW);
2. piΣ : Σ→ N e` l’applicazione che collassa ad un punto una sottosuper-
ficie Σ′ (eventualmente sconnessa);
3. l’immagine in N di Σ′ ∪ Π mediante piΣ e` contenuta nell’immagine
mediante piS dell’insieme delle 0-celle di S(α, β).
4. se P+ e` l’insieme dei vertici di valenza 2 di S(α, β), si ha P+ ⊆
pi−1S piΣ(Σ
′ ∪Π);
5. ogni γ ∈ X ammette una realizzazione γ′ in Σ tale che pi−1S piΣ(γ′) =
γ1 ∪ . . . ∪ γn, ove ogni γi e` un cammino efficiente in S(α, β).





Sia Σ′ la sottosuperficie (eventualmente sconnessa) ottenuta dall’unio-
ne della chiusura delle componenti connesse non banali di Σ \ {α, β}. Sia
piΣ : Σ→ Σ/Σ′ l’applicazione di collassamento a un punto di ciascuna com-
ponente di Σ′.
Il quoziente N = Σ/Σ′ e` una superficie nodale: sia Σ] la superficie ottenuta
da Σ\{α, β} sostituendo ogni componente connessa non banale con un disco
Di, N risulta omeomorfa a Σ]/{∂Di}i (abbiamo cos`ı mostrato il punto 2).
1.
Sia ν0 l’insieme dei vertici di S contenuti nelle componenti connesse non
banali di Σ: per costruzione il quoziente S/ν0 e` proprio N e abbiamo cos`ı
mostrato il punto 1.
3.
Indichiamo con ν l’insieme di tutti i vertici dei rettangoli utilizzati nella
costruzione di S. A meno di omotopia si puo` assumere che Π ⊆ ν. Dalla
costruzione fatta segue che piΣ(Σ′) = piS(ν0) e piΣ(Π) = piS(ν \ ν0), da cui il
punto 3.
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4.
Sia ora p0 ∈ ν vertice di valenza 2 e sia D la componente connessa di
Σ \ {α, β} che lo contiene. Analogamente a quanto visto nel Lemma 4.4.3
(Figura 4.9), D non puo` essere un disco embedded in Σ \Π. In questo caso
vi sono solo due possibilita`:
- se D non e` banale, allora D ⊆ Σ′, dunque p0 ∈ pi−1S piΣ(Σ′);
- se D e` banale, allora p0 ∈ Π e p0 ∈ pi−1S piΣ(Π).
Abbiamo cos`ı mostrato il punto 4.
5.
Si veda [5].
4.5 Applicazioni al complesso delle curve
Il risultato seguente ed il suo Corollario sono i risultati piu` importanti del-
la sezione e risulteranno fondamentali nella dimostrazione del Teorema di
iperbolicita` del complesso delle curve.
Teorema 4.5.1. Esiste una costante R = R(Σ,Π) > 0 tale che per ogni
riferimento generalizzato {α, β} si ha Mαβ(R) 6= ∅.
Dimostrazione. Sia S = S(α, β) la superficie singolare euclidea associata a
{α, β}. Ricordiamo che per costruzione Area(S) = ι(α, β) = 1.
Trattiamo dapprima il caso in cui α, β riempiono Σ.
Osserviamo che per il Teorema 4.4.3 S e Σ risultano naturalmente omeomor-
fe; per brevita` faremo uso della stessa lettera greca per indicare una curva
essenziale su Σ e la sua immagine mediante piΣ su S.
Mantenendo le notazioni del Teorema 4.4.3 e combinando tale risultato con
il Teorema 4.4.2, troviamo che l’insieme P+ dei vertici di valenza 2 coincide
con l’insieme dei punti conici di curvatura positiva in S ed e` contenuto in P .
Dal Teorema 4.2.20, deduciamo l’esistenza in S \ P di un anello essenziale
embedded A e di una costante topologica η = η(g(S), |P |) tale che w(A) ≥ η.
Sia δ una curva core di A come nella Proposizione 4.2.23. Mostreremo
che esiste una costante R = R(Σ,Π) tale che mαβ(δ) ≤ R, cioe` δ ∈Mαβ(R).




≤ R per ogni γ ∈ X .
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Lavoriamo per la prima condizione.
Sia lE(δ) la lunghezza euclidea di δ (misurata rispetto alla metrica eu-
clidea gia` definita su S). Combinando la condizione w(A) ≥ η con quella




Richiamando le gia` note diseguaglianze fra lunghezze euclidea-L1, L1-L1
combinatoria, combinatoria L1-combinatoria assoluta, otteniamo
1
η


















Per il Lemma 4.4.3, γ ammette una realizzazione su S come curva efficiente
tale che lαβ(γ) = l1αβ(γ). Assumiamo direttamente che γ sia efficiente su S
e sia γ ∩ A ⊇ γ1 ∪ . . . ∪ γι(γ,δ), ove i γi sono sottoarchi di γ che collegano







w(A) = w(A) · ι(γ, δ) ≥ η · ι(γ, δ) .
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da cui segue ι(γ,δ)lαβ(γ) ≤
2
η .
Ponendo infine R = 2η , concludiamo che δ ∈Mαβ(R).
Trattiamo il caso in cui α, β non riempiono.
Siano S = S(α, β), P = pi−1S piΣ(Π∪Σ′) come nel Lemma 4.4.5; richiamiamo
che la mappa piS collassa i vertici di S relativi alle componenti connesse non
banali di Σ \ α ∪ β. Dal Lemma 4.4.3 e dal Teorema 4.2.20 troviamo che
esiste A anello essenziale embedded in S \P tale che w(A) ≥ η. Per costru-
zione di piS e piΣ si ha che piS(A) e` anello embedded su N e B = pi−1Σ (piS(A))
e` anello essenziale embedded su Σ.
Sia ε una curva core per A come nella Proposizione 4.2.23, per le consi-
derazione fatte sopra abbiamo che δ = pi−1Σ (piS(ε)) e` una curva core per
B.





≤ R per ogni γ ∈ X .
La dimostrazione della prima condizione e` del tutto analoga a quella gia`
vista per il caso in cui α, β non riempiono.
Mostriamo dunque che per ogni γ ∈ X si ha ι(γ,δ)lαβ(γ) ≤ R.
Per quanto visto nel Lemma 4.4.5 possiamo immaginare che γ sia realizzata
su Σ in modo tale che piΣ(γ) = piS(γ1 ∪ . . . ∪ γn), ove i γi siano cammini
efficienti su S e valga lαβ(γ) =
∑n
i=1 l
1(γi). A meno di restringere ogni γi
ad un suo sottoarco non vuoto, si ha pi−1S piΣ(γ)∩B ⊇ γ1 ∪ . . .∪ γι(γ,δ) (come
in Figura 4.14).
Analogamente al caso precedente si ha



























Concludiamo infine ι(γ,δ)lαβ(γ) ≤
2
η .
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E` importante osservare che la costante R trovata nella dimostrazione e`
esclusivamente topologica ed e` la stessa per qualunque riferimento su Σ.
Dal teorema appena visto si deduce che gli r-intorni combinatori introdotti
nel capitolo precedente hanno tutti diametro finito e, osservazione fonda-
mentale per il seguito, il diametro degli R-intorni combinatori ammette un
bound uniforme, lo stesso per ogni riferimento, legato solo alla topologia
della superficie. Riassumiamo queste considerazioni nel risultato seguente.
Corollario 4.5.2. Sia R = R(Σ,Π) la costante del Teorema 4.5.1. Per ogni
riferimento generalizzato {α, β} valgono le seguenti proprieta`:
1. per ogni r ≥ 0, si ha diam Lαβ(r) ≤ 2rR+ 2;
2. Lαβ(R) 6= ∅ e vale diam Lαβ(R) ≤ D, ove D = 2R2 + 2.
Dimostrazione. Il punto 2 e` conseguenza immediata di 1 e del Teorema 4.5.1.
Osserviamo che per il Teorema 4.5.1 δ¯ ∈ Mαβ(R) e dalla definizione
di mαβ segue che per ogni γ ∈ X si ha ι(δ¯, γ) ≤ lαβ(γ)R . Dunque per
δ1, δ2 ∈ Lαβ(r) vale d(δ1, δ2) ≤ d(δ1, δ¯) + d(δ2, δ¯) ≤ ι(δ1, δ¯) + ι(δ¯, δ2) + 2 ≤
lαβ(δ1)R+ lαβ(δ2)R+ 2 ≤ 2rR+ 2.




Nel presente capitolo dimostreremo il teorema seguente, gia` enunciato nel
Capitolo 2. La dimostrazione qui e` esposta e` dovuta a Bowditch [5]; altre
dimostrazioni dello stesso risultato si possono reperire in [17], [9].
Le notazioni usate nel seguito sono quelle gia` introdotte nei capitoli 3 e 4.
Teorema 5.0.3. Sia (Σ,Π) non eccezionale.
Esiste una costante δ = δ( g(Σ), |Π| ) > 0 tale che il complesso delle curve
(T (Σ,Π), d) e` uno spazio metrico δ-iperbolico.
Osserviamo innanzitutto che, in virtu` della proposizione seguente, e`
sufficiente restringere la nostra prospettiva al solo grafo delle curve.
Proposizione 5.0.4. Il complesso delle curve T (Σ,Π) e` quasi-isometrico
a G (Σ,Π).
Dimostrazione. Chiaramente l’inclusione naturale G (Σ,Π) → T (Σ,Π) e`
un embedding quasi-isometrico. Definiamo un’applicazione  : T (Σ,Π) →
G (Σ,Π) come segue:
- se p ∈ T (Σ,Π) ∩ G (Σ,Π) poniamo (p) = p;
- se p 6∈ T (Σ,Π) ∩ G (Σ,Π), allora p e` punto interno di un simplesso σkp
di dimensione k. Scegliamo (p) fra i punti di G (Σ,Π) che realizzano
min{d(y, p) | y ∈ G (Σ,Π) ∩ σk}.
Dalla definizione data segue banalmente che d((p), p) ≤ diam σkp ≤ 1.
Resta da verificare che l’applicazione costruita e` un embedding quasi-isometrico.
Osserviamo che vale
d((p), (h)) ≤ d((p), p) + d(p, h) + d((h), h) ≤ 2 + d(p, h) .
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Verifichiamo che vale anche d((p), (h)) ≥ d(p, h)− 2 .
Se h e p sono tali che (p) e (h) appartengono a simplessi che hanno una
faccia in comune oppure sono una faccia dello stesso simplesso, allora neces-
sariamente si ha d(p, h) ≤ 2 e d((p), (h)) ≥ 0 ≥ d(p, h)− 2. Diversamente
invece, la tesi segue dall’osservazione d(p, h) ≤ d(p, (p)) + d((p), (h)) +
d((h), h) ≤ 2 + d((p), (h)).
La dimostrazione del Teorema 5.0.3 usa la caratterizzazione dell’iperboli-
cita` per linee e centri, gia` vista in 2.2.5. Nel seguito vedremo come costruire
esplicitamente un sistema di linee e centri per G (Σ,Π).
5.1 Costruzione di linee e centri
Richiamiamo la definizione di riferimento debole gia` data nel capitolo pre-
cedente.
Definizione 5.1.1. Definiamo riferimento debole su Σ una coppia di mul-
ticurve pesate {α, β} tali che α, β ∈WMX e d(α, β) ≥ 2.
Ogni riferimento debole puo` essere raffinato ad un riferimento generaliz-
zato, basta normalizzare i pesi opportunamente.
Definizione 5.1.2. Sia {α, β} un riferimento debole e sia κ(α, β) = log ι(α, β).




u+ t = κ(α, β)
αt = e−tα ∈WMX
βu = e−uβ ∈WMX
.
Osserviamo che la definizione e` ben posta, poiche´ ι(αt, βu) = 1.
Introduciamo qui la notazione di cui faremo uso nel seguito.
Per ogni t ∈ R poniamo
{
Lαβ(t, r) = Lαtβu(r) ⊆ X
Mαβ(t, r) =Mαtβu(r) ⊆ X
.
Detta R la costante del Teorema 4.5.1, si pongono inoltre
L(+∞, r) = N(β) = {δ ∈ X| d(β, δ) ≤ 1}
L(−∞, r) = N(α) = {δ ∈ X| d(α, δ) ≤ 1}
Lαβ(t) = Lαβ(t, R)
Mαβ(t) = Mαβ(t, R)
e
detto I ⊆ R¯ intervallo, Lαβ(I) =
⊔
t∈I Lαβ(t).
E` infine facile verificare che per ogni h ∈ R+ si ha Lα(hβ)(t) = Lαβ(t) e
dunque, fissati α e t, Lαβ(t) dipende solo dalla classe proiettiva di β.
Introduciamo ora un’applicazione che risultera` di grande utilita` in segui-
to.
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Definizione 5.1.3. Date α, β ∈WMX, si definisce tempo di ordinamento




2(κ(α, β) + κ(α, γ)− κ(β, γ)) se d(α, γ) ≥ 2 e d(β, γ) ≥ 2
−∞ se γ ∈ N(α)
+∞ se γ ∈ N(β)
.
E` banale verificare che fra i parametri α, β, γ ∈ X sussistono le seguenti
relazioni di commutativita`:
ταβ(γ) = ταγ(β)
ταβ(γ) + τβα(γ) = κ(α, β)
τβγ(α) + τγβ(α) = κ(β, γ)
τγα(β) + ταγ(β) = κ(γ, α) .
Inoltre vale,
Lαβ(ταβ(γ)) = Lβα(τβα(γ))
Mαβ(ταβ(γ)) = Mβα(τβα(γ)) .
Deduciamo da questi qualche risultato tecnico sul comportamento degli R-
intorni combinatori rispetto ai “cambiamenti di riferimento”.
Proposizione 5.1.4. Siano α, β, γ ∈ WMX tali che a due a due costitui-
scano un riferimento debole.
Allora per ogni t ≤ ταβ(γ) si ha Mαβ(t) ⊆ Lαγ(t) .
Dimostrazione. Per brevita` introduciamo la seguente notazione:
τα = ταβ(γ) = ταγ(β)
τβ = κ(α, β)− ταβ(γ)
τγ = κ(α, γ)− ταγ(β) .
La tesi e` equivalente a mostrare che
per ogni δ ∈Mαβ(t) :
{
ι(e−tα, δ) ≤ R
ι(e−τα+t−τγγ, δ) ≤ R .
Osserviamo che se δ ∈Mαβ(t), allora per ogni η ∈WX si ha
ι(η, δ) ≤ Rmax{ι(e−tα, η), e−τα−τβ+tι(β, η)} .
Ponendo η = e−tα si trova
ι(e−tα, δ) ≤ Re−τα−τβ+t−tι(α, β) = Re−κ(α,β)ι(α, β) = R .
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Ponendo η = e−τα+t−τγγ si trova
ι(e−τα+t−τγγ, δ) ≤ Rmax{ι(e−tα, e−τα+t−τγγ), ι(e−τα+t−τγβ, e−τα+t−τγγ)} .
Osserviamo che ι(e−tα, e−τα+t−τγγ) = e−τα−τγ ι(α, γ) = 1 e
ι(e−τα−τβ+tβ, e−τα+t−τγγ) = e−τα−τβ+t−τα+t−τγ ι(β, γ)
= e−2τα+2te−τβ−τγ ι(β, γ)
= (eτα−t)−2 < 1 ,
da cui la tesi.
Corollario 5.1.5. Siano α, β, γ ∈WMX tali che a due a due costituiscano
un riferimento debole.
Allora per ogni t ≤ ταβ(γ), si ha diam (Lαβ(t) ∪ Lαγ(t)) ≤ 2D.
Dimostrazione. Per la proposizione appena dimostrata si ha che Lαβ(t) ∩
Lαγ(t) 6= ∅. Per concludere basta utilizzare il Corollario 4.5.2.
5.1.1 Linee
In questa sottosezione ci occupiamo di definire una famiglia di linee 1 per
G (Σ,Π) ed evidenziarne alcune utili proprieta`.
Definizione 5.1.6. Dati α e β ∈ X definiamo linea Λαβ per α e β un





t∈R¯ Lαβ(t) se d(α, β) ≥ 2
N(α) ∪N(β) se d(α, β) ≤ 1 .
Poniamo inoltre un ordine grossolano ≤αβ su Λαβ nel seguente modo:
- nel caso sia d(α, β) ≥ 2, diciamo che γ ≤αβ δ se e solo se su R vale
ταβ(γ) ≤ ταβ(δ);
- nel caso sia d(α, β) ≤ 1, diciamo che γ ≤αβ δ per ogni γ, δ ∈ X.
E` facile verificare che l’ordinamento definito e` un ordine grossolano.
La relazione di ordine grossolana e quella di tempo di ordinamento ci per-
mettono di dare la seguente definizione di segmento di linea.
Definizione 5.1.7. Siano α, β, γ, δ ∈ X tali che γ, δ ∈ Λαβ.
Diciamo segmento di estremi γ, δ il sottoinsieme di Λαβ cos`ı descritto:
Λαβ [γ, δ] = {η ∈ Λαβ |η ≤αβ e η 6≤αβ δ} = {η ∈ Λαβ |ταβ(γ) ≤ ταβ(η) ≤ ταβ(δ)} .
1secondo la definizione data nel capitolo 2
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Lemma 5.1.8. Siano α, β ∈ X tali che d(α, β) ≤ 2.
Allora diam Λαβ ≤ 2D + 2.
Dimostrazione. Se d(α, β) = 1, la tesi segue immediatamente dalla defini-
zione di Λαβ .
Supponiamo d(α, β) = 2, allora esiste ε ∈ N(α) ∩N(β). Sia γ ∈ Λαβ =⋃
t∈R¯ Lαβ(t), intendiamo stimare d(γ, ε).
Se γ ∈ Lαβ(±∞), allora d(γ, {α, β}) ≤ 1, dunque d(γ, ε) ≤ 2.
Nel caso in cui γ ∈ Lαβ(t), con t ∈ R, scegliamo δ ∈ Mαβ(t). Poiche´
ι(ε,δ)
lαβ(ε)
< mαβ(δ) < +∞ e lαβ(ε) = 0, troviamo ι(ε, δ) = 0, da cui d(ε, δ) ≤ 1.
Infine d(γ, ε) ≤ d(γ, δ) + d(δ, ε) ≤ diam Lαβ(t) ≤ D + 1.
Lemma 5.1.9. Siano γ0, γ1 ∈ WMX disgiunte, γ = a0γ0 + a1γ1 + . . . ∈
WMX multicurva che contiene entrambe, α ∈ WMX tale che {α, γ} e`
riferimento debole.
Allora per ogni t ≥ 0, si ha diam Lαγ0(t) ∪ Lαγ1(t) ≤ 4D.
Dimostrazione. Per quanto gia` visto gli insiemi Lαγ0(t) e Lαγ1(t) dipendono
solo dalla classe proiettiva di γ0 e γ1. A meno di riscalamenti, si puo` supporre
che ι(αt, γ0) = 1 e ι(αt, γ1) = 1.
Osserviamo che Lαγ0(t, R)∪Lαγ1(t, R) ⊆ Lαγ0(t, 2R)∪Lαγ1(t, 2R), inol-
tre per il Corollario 4.5.2 diam Lαγ0(t, 2R) ≤ 4R2+2 ≤ 2D e diam Lαγ1(t, 2R) ≤
4R2+2 ≤ 2D, ci bastera` dunque mostrare che Lαγ0(t, 2R)∩Lαγ1(t, 2R) 6= ∅.
Per ipotesi, e` ben definita ed e` una multicurva γ = γ0+γ12 e per il Teorema
4.5.1 esiste δ ∈ Lαγ(t, R), cioe` tale che
{
ι(αt, δ) ≤ R
ι(γ0+γ12 , δ) ≤ 2R .
Si conclude che δ ∈ Lαγ0(t, 2R) ∩ Lαγ1(t, 2R) 6= ∅.
Proposizione 5.1.10. Siano γ0, γ1 ∈WMX disgiunte, γ = a0γ0+. . . a1γ1 ∈
WMX che contiene entrambe e α ∈ WMX tale che {α, γ} e` riferimento
debole.
Allora HausDist (Λαγ0 ,Λαγ1) ≤ 4D.




Lαγ1(t1)) ≤ d(ε, Lαγ1(t))
≤ diam (Lαγ0(t1) ∪ Lαγ1(t1))
≤ 4D .
Analogamente, se ε ∈ Lαγ1(t2) si trova d(ε,
⋃
t∈R¯ Lαγ0(t)) ≤ 4D .
Proposizione 5.1.11. Per ogni α, β ∈ X vale diam Λαβ ≤ 8Dd(α, β).
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Dimostrazione. Il caso d(α, β) ≤ 2 e` stato trattato nel Lemma 5.1.8.
Sia {α = γ0, . . . γn = β} un cammino geodetico da α a β. Siano
{δh,kt1 }h,k=1,...n e {δhkt2 }h,k=1,...n sottoinsiemi di X tali che per ogni h, k ∈
1, . . . n si abbia δh,kt1 ∈ Lγhγk(t1) e δh,kt2 ∈ Lγhγk(t2). Osserviamo che per il








) ≤ diam Lαγh(t2) ∪ Lαγh+1(t2) ≤ 4D .







) ≤ d(δ0,nt1 , δ0,n−1t1 ) + d(δ0,n−1t1 , δ0,n−1t2 ) + d(δ0,n−1t2 , δ0,nt2 )
≤ 4D + d(δ0,n−1t1 , δ0,n−1t2 ) + 4D
≤ 8D(n− 2) + d(δ0,2t1 , δ0,2t2 )
≤ 8D(n− 2) + 2D + 2 ≤ 8nD .
5.1.2 Centri
Diamo qui una costruzione per una famiglia di centri 2 per G (Σ,Π).
Definizione 5.1.12. Siano α, β, γ ∈ X tali che a due a due costituiscano
un riferimento debole.
Definiamo regione di centro il sottoinsieme di X cos`ı descritto
Φαβγ = Lαβ(ταβ(γ)) ∩ Lβγ(τβγ(α)) ∩ Lαγ(ταγ(β)) ⊆ Λαβ ∩ Λβγ ∩ Λγα .
Una regione di centro e` sempre non vuota, vale infatti la seguente.
Proposizione 5.1.13. Per ogni α, β, γ ∈ X a due due riferimento debole,
si ha Mαβ(ταβ(γ)) ⊆ Φαβγ e diam Φαβγ ≤ D.
Dimostrazione. Dalle definizioni date segue che ταβ(γ) = ταγ(β) e τβα(γ) =
τβγ(α) e dalla proposizione 5.1 si deduce che Mαβ(ταβ(γ)) ⊆ Lαγ(ταβ(γ)) =
Lαγ(ταγ(β)). Vale anche il risultato simmetrico: Mαβ(ταβ(γ)) =Mβα(τβα(γ)) ⊆
Lβγ(τβα(γ)) = Lβγ(τβγ(α)), d’altronde era noto cheMαβ(ταβ(γ)) ⊆ Lαβ(ταβ(γ)).
Per il Corollario 4.5.2 si ha infine diam Φαβγ ≤ D.
Definizione 5.1.14. Siano α, β, γ ∈ X . Un centro per {α, β, γ} e` un
elemento φ(α, β, γ) ∈ Φαβγ che soddisfa le seguenti proprieta`:
i. φ(α, α, β) = α;
2secondo la definizione data nel capitolo 2
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ii. se

d(α, β) = 1
d(β, γ) ≥ 2
d(α, γ) ≥ 2
, φ(α, β, γ) ∈ N(α) ∩N(β);
iii. se

d(α, β) = 1
d(β, γ) = 1
β 6= γ
, φ(α, β, γ) ∈ N(α) ∩N(β) ∩N(γ);
iv. φ e` invariante rispetto alle permutazioni di α, β, γ.
Definizione 5.1.15. Sia {α, β} un riferimento debole e γ ∈ X.
Chiamiamo insieme dei tempi di γ l’insieme Tαβ(γ) = {t ∈ [−∞,+∞] | γ ∈
Lαβ(t)} ⊆ R¯.
Proposizione 5.1.16. Per ogni riferimento debole {α, β} e per ogni γ ∈ X,
l’insieme Tαβ(γ) gode delle seguenti proprieta`:
1. Tαβ(γ) = ∅ se e solo se γ 6∈ Λαβ;
2. se Tαβ(γ) 6= ∅, allora γ ∈ Lαβ(ταβ(γ) e Tαβ(γ) e` un intervallo chiuso
di centro τ(γ) (eventualmente una semiretta);
3. diam Lαβ(Tαβ(γ)) ≤ 2D;
4. per ogni δ ∈ X tale che Tαβ(γ) ∩ Tαβ(δ) 6= ∅, si ha Lαβ(Tαβ(γ)) ∩
Lαβ(Tαβ(δ)) 6= ∅;
5. per ogni δ ∈ X tale che Tαβ(γ)∩Tαβ(δ) 6= ∅, si ha diam Lαβ(Tαβ(γ))∪
Lαβ(Tαβ(δ)) ≤ 4D;
6. se φ(α, β, γ) e` centro di {α, β, γ}, si ha ταβ(γ) ∈ Tαβ(φ(α, β, γ));
7. per ogni δ ∈ X tale che ταβ(γ) ∈ Tαβ(δ), si ha γ, δ ∈ Lαβ(Tαβ(δ)).
Dimostrazione. 1. Ovvio.
2. Osserviamo che la condizione γ ∈ Lαβ(t) e` equivalente al sistema di di-
sequazioni
{
e−tι(α, γ) ≤ R
e−uι(β, γ) ≤ R da cui
{
t ≥ − logR+ κ(α, γ)
t ≤ logR− κ(β, γ) + κ(α, β) .
La condizione Tαβ(γ) 6= ∅ equivale a− logR+ κ(α, γ) ≤ logR− κ(β, γ) + κ(α, β)
da cui si deducono facilmente
1
2
(κ(α, β) + κ(α, γ)− κ(β, γ)) ≤ logR− κ(α, γ)
1
2
(−κ(α, β)− κ(α, γ) + κ(β, γ)) ≤ logR− κ(α, γ) ,
per cui ταβ(γ) verifica il sistema sopra.
E` infine immediato verificare che il sistema trovato e` equivalente a{
t− ταβ(γ) ≥ − logR− 12(κ(α, β) + κ(α, γ)− κ(β, γ))
t− ταβ(γ) ≤ logR+ 12(κ(α, β) + κ(α, γ)− κ(β, γ)) .
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3. Per definizione Lαβ(Tαβ(γ)) =
⋃
t∈Tαβ(γ) Lαβ(t), dunque γ ∈
⋂
t∈Tαβ(γ) Lαβ(t)
per il Corollario 4.5.2.
Siano δ1, δ2 ∈ Lαβ(Tαβ(γ)), per il Corollario 4.5.2 si ha
d(δ1, δ2) ≤ d(δ1, γ) + d(δ2, γ)
≤ diam Lαβ(t1) + diam Lαβ(t2)
≤ 2D .
4. Sia t ∈ Tαβ(γ)∩Tαβ(δ), troviamo Lαβ(Tαβ(γ)) ⊇ Lαβ(t) e Lαβ(Tαβ(δ)) ⊇
Lαβ(t) .
5. Sia t ∈ Tαβ(γ)∩Tαβ(δ), ε ∈ Lαβ(t), δ1, δ2 ∈ Lαβ(Tαβ(γ)∪Lαβ(Tαβ(δ))),
chiaramente si ha d(δ1, δ2) ≤ d(δ1, ε)+d(ε, δ2) ≤ diam Lαβ(Tαβ(δ1))+
diam Lαβ(Tαβ(δ2)) ≤ 2D + 2D = 4D.
6. Per definizione si ha φ(α, β, γ) ∈ Lαβ(ταβ(γ)), da cui segue ovviamente
ταβ(γ) ∈ Tαβ(φ(α, β, γ)).
7. Ovvio.
5.2 Teorema di iperbolicita` del complesso delle cur-
ve
In questa sezione verificheremo che le famiglie di linee e centri gia` descritte
soddisfano la proprieta` 1.2.14.
Lemma 5.2.1. Siano α, β, γ ∈ X a due a due riferimento debole e sia
φ(α, β, γ) centro di esse.
Si ha HausDist (Λαβ[α, φ(α, β, γ)],Λαγ [α, φ(α, β, γ)]) ≤ 4D.
Dimostrazione. La tesi e` equivalente a mostrare quanto segue:{ ∀ε ∈ Λαβ [α, φ(α, β, γ)], d(ε,Λαγ [α, φ(α, β, γ)]) ≤ 4D
∀ε ∈ Λαγ [α, φ(α, β, γ)], d(ε,Λαβ [α, φ(α, β, γ)]) ≤ 4D .
Sia ε ∈ Λαβ[α, φ(α, β, γ)] cerchiamo η ∈ Λαγ [α, φ(α, β, γ)] a distanza limi-
tata da ε.
Si presentano due casi:
1. ταβ(γ) ≤ ταβ(ε)
Per la proprieta` (6) della Proposizione 5.1.16 si ha che ταβ(γ) ∈
Tαβ(φ(α, β, γ)). Si deduce
d(ε, φ(α, β, γ) ≤ diam Lαβ(Tαβ(φ(α, β, γ)) ≤ 2D .
Osserviamo che la scelta η = φ(α, β, γ) da` la tesi.
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αβτ  (γ) τ  (φ(α,β,γ))αβ
τ  (ε)αβ
Τ  (φ(α,β,γ))αβΤ  (φ(α,β,γ))αβ
∋ ∋
Figura 5.1: Caso ταβ(γ) ≤ ταβ(ε)
2. ταβ(γ) ≥ ταβ(ε) .
Per definizione vale ταβ(ε) ≤ ταβ(φ(α, β, γ)). Dai risultati del Teorema
4.5.1 e della Proposizione 5.1 si deduce che esiste ζ ∈ Lαβ(ταβ(ε)) ∩
Lαγ(ταβ(ε)). Segue immediatamente ταβ(ε) ∈ Tαβ(ζ) ∩ Tαγ(ζ), da cui
d(ε, ζ) ≤ diam Lαγ(Tαγ(ζ) ∪ Lαβ(Tαβ(ζ))
≤ diam Lαγ(Tαγ(ζ)) + diam Lαβ(ταβ(ζ))
≤ 4D .
Chiaramente, se ζ ∈ Λαγ [α, φ(α, β, γ)], ponendo η = ζ abbiamo fini-
to. Altrimenti se ζ 6∈ Λαγ [α, φ(α, β, γ)] si ha ταγ(ζ) ≥ ταγ(φ(α, β, γ)).
Osserviamo nuovamente che ταβ(ε), ταγ(ζ) ∈ Tαγ(ζ) e che ταβ(ε) ≤
ταβ(γ), ταβ(γ) ∈ Tαγ(φ(α, β, γ)). Concludiamo che Tαγ(ζ)∩Tαγ(φ(α, β, γ) 6=
∅ e per la proprieta` (5) della Proposizione 5.1.16 troviamo
d(ε, φ(α, β, γ)) ≤ diam Lαγ(Tαγ(ζ) ∪ Lαγ(Tαγ(φ(α, β, γ)))
≤ 4D .
Teorema 5.2.2. La famiglia di linee (Λαβ ,≤αβ)α,β∈X e di centri
φ : X ×X ×X → X
(α, β, γ)→ φ(α, β, γ)
costituisce un sistema di linee e centri per G (Σ,Π).
Dimostrazione. Mostriamo che sono verificati gli assiomi 1.2.14.
Osserviamo che gli assiomi (A1) e (A2) seguono immediatamente dal-
le definizioni, occorre verificare (A3). Facciamo vedere che vale l’assioma
(A3)− i.
i. Per ogni α, β, γ ∈ X HausDist (Λαβ[α, φ(α, β, γ)],Λαγ [α, φ(α, β, γ)]) ≤
4D.
La tesi e` equivalente a mostrare quanto segue:{ ∀ε ∈ Λαβ[α, φ(α, β, γ)], d(ε,Λαγ [α, φ(α, β, γ)]) ≤ 4D
∀ε ∈ Λαγ [α, φ(α, β, γ)], d(ε,Λαβ[α, φ(α, β, γ)]) ≤ 4D .
82 CAPITOLO 5. IPERBOLICITA` DEL COMPLESSO DELLE CURVE
Il caso in cui α, β, γ ∈ X costituiscono a due a due un riferimento debole
e` gia` stato trattato nel Lemma 5.2.1. Rimane dunque da trattare il caso in
cui α, β, γ ∈ X siano tali che min{d(α, β), d(β, γ), d(γ, α)} = 1.
Si presentano 3 sottocasi:
1. d(α, β) = 1.
Sia η ∈ Λαβ[α, φ(α, β, γ)], osserviamo che d(η, φ(α, β, γ)) ≤ diam Λαβ ≤
2D + 2, dove l’ultima disuguaglianza segue dal Lemma 5.1.8.
Sia η ∈ Λαγ [α, φ(α, β, γ)] e t = ταγ(η), si ha per definizione t ≤
ταγ(φ(α, β, γ)). Dal Lemma 5.1.5 si deduce che diam Lαγ(t)∪Lαφ(α,β,γ)(t) ≤
2D. Inoltre, sotto le nostre ipotesi si ha α ∈ Lαφ(α,β,γ)(t):
et−κ(α,φ(α,β,γ))ι(α, φ(α, β, γ)) = et ≤ eταγ(φ(α,β,γ))
= eταγ(φ(α,β,γ))−κ(α,φ(α,β,γ)ι(α, φ(α, β, γ))
≤ R ,
poiche´ φ(α, β, γ) ∈ Lαγ(ταγ(φ(α, β, γ))).
Concludiamo che d(η, α) ≤ 2D.
2. d(α, β) ≥ 2, d(α, γ) = 1.
Sia η ∈ Λαγ [α, φ(α, β, γ)], poiche´ per le ipotesi fatte α ∈ Lαγ(t) per
ogni t ∈ R, troviamo d(η, α) ≤ 2D.
Sia η ∈ Λαβ[α, φ(α, β, γ)] e t := ταβ(η), si ha t ≤ ταβ(φ(α, β, γ)). Per
Lemma 5.1.5 si trova diam Lαβ(t)∪Lαφ(α,β,γ)(t) ≤ 4D. Analogamente
a quanto gia` visto nel caso 1. si trova d(η, α) ≤ 4D.
3. d(α, β) ≥ 2, d(α, γ) ≥ 2 e d(β, γ) = 1.
Si presentano due possibilita`:
- d(α, β) = 2.
Sia η ∈ Λαβ [α, φ(α, β, γ)]. Per Lemma 5.1.8 si trova diam Λαβ ≤
2D + 2 e dunque d(η, φ(α, β, γ) ≤ 2D.
Sia η ∈ Λαγ [α, φ(α, β, γ)], analogamente a quanto gia` visto nei
casi sopra, si trova d(η, α) ≤ 4D.
- d(α, β) ≥ 3, d(α, γ) ≥ 2, d(β, γ) = 1.
Per definizione di centro, φ(α, β, γ) ∈ N(β) ∩ N(γ), dunque
ταγ(φ(α, β, γ)) = +∞ e Λαγ [α, φ(α, β, γ)] = Λαγ . Osserviamo
inoltre che d(α, {β, γ}) ≥ 2 e per il Lemma 5.1.9 per ogni t ∈ R
si ha diam Lαγ(t) ∪ Lαβ(t) ≤ 4D.
Siano η ∈ Λαβ[α, φ(α, β, γ)] e t = ταβ(η), per ogni ε ∈ Lαγ(t) ⊆
Λαγ si trova d(ε, η) ≤ 4D.
Sia η ∈ Λαγ [α, φ(α, β, γ)], analogamente ai casi sopra, si trova
d(η, α) ≤ 4D.
Passiamo ora a verficare la coerenza con l’assioma (A3)− ii.
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ii. Per ogni α, β ∈ X e per ogni γ0, γ1 ∈ X tali che d(γ0, γ1) ≤ 1, vale
diam Lαβ [φαβ(γ0), φαβ(γ1)] ≤ 18D .
Trattiamo dapprima il caso d({α, β}, {γ0, γ1}) ≥ 2.
Siano
{
τ0 = ταβ(γ0) ∈ Tαβ(φ(γ0))
τ1 = ταβ(γ1) ∈ Tαβ(φ(γ1)) e
{
τ ′0 = ταβ(φ(γ0)) ∈ Tαβ(φ(γ0))




Λαβ [τ ′0, τ0] ⊆ Lαβ(T (φ(γ0)))
Λαβ [τ ′1, τ1] ⊆ Lαβ(T (φ(γ1)))
Λαβ [φ(γ0), φ(γ1)] ⊆ Λαβ[τ ′0, τ ′1]
,
da cui segue
diam Λαβ [φ(γ0), φ(γ1)] ≤ diam Λαβ [τ ′0, τ ′1]
≤ diam Λαβ [τ ′0, τ0] + diam Λαβ[τ0, τ1] + diam Λαβ [τ1, τ ′1]
≤ D + diam Λαβ [τ0, τ1] +D .
Mostriamo ora che diam Λαβ[τ0, τ1] ≤ 14D.
Siano τ0 < t0 < t1 < τ1 e δ0 ∈ Lαβ(t0), δ1 ∈ Lαβ(t1). Si costruira` un cam-

















Figura 5.2: Caso d({α, β}, {γ0, γ1}) ≥ 2
un passo alla volta.
Passo (1)
Sia u0 = κ(α, β)− t0, per le regole in 5.1.3 Lαβ(t0) = Lβα(u0), inoltre
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dall’ipotesi t0 ≥ τ0 segue u0 ≤ κ(α, β) − ταβ(γ0) = τβα(γ0). Per il
Corollario 5.1.5 si ha che diam Lβα(u0) ∪ Lβγ0(u0) ≤ 2D.
Scegliendo ε0 ∈ Lβγ0(u0), si trova d(ε0, δ0) ≤ 2D.
Passo (2)
Definiamo una famiglia di multicurve ad un parametro [0, 1] 3 µ →
γµ = µγ0+(1−µ)γ1. Poiche´ d(γ0, γ1) = 1, il supporto di γ0 e` contenuto
in quello di γµ per ogni µ. Sono valide tutte le ipotesi del Lemma 5.1.9,
dunque diam Lβγ0(u0) ∪ Lβγµ(u0) ≤ 2D.
Scegliendo ζ0 ∈ Lβγµ(u0), troviamo d(ε0, ζ0) ≤ 4D.
Passo (3)
Sia v = κ(β, γµ) − u0, per 5.1.3 ζ0 ∈ Lγµβ(v) = Lβγµ(u0). Si puo`
verificare direttamente che v ≤ τγµα(β):
v = κ(β, γµ)− u0 = κ(β, γµ)− k(α, β) + t0 e, sostituendo le relazioni{
κ(α, β) = ταβ(γ) + τβγ(α)
κ(β, γµ) = τβα(γµ) + τγµα(β)
si ottiene v = τγµα(β)− (t0 − ταβ(γµ)) ≤ τγµα(β).
Riapplicando il Lemma 5.1.5, troviamo diam Lγµ(v) ∪ Lγµβ(v) ≤ 2D.
Scegliendo ζ1 ∈ Lγµα(v), si trova d(ζ1, ζ0) ≤ 2D.
Passo (4)
Consideriamo ora δ1 ∈ Lαβ(t1). Per l’ipotesi fatta t1 ≤ ταβ(γ1), dunque
per quanto visto nel Corollario 5.1.5 diam Lαβ(t1) ∪ Lαγ1(t1) ≤ 4D.
Per ogni ε1 ∈ Lαγ1(t1), si ha d(ε1, δ1) ≤ 2D.
Passo (5)
E` possibile trovare µ tale che Lγµα(t1) = Lαγ1(v).
Per le regole gia` viste in 5.1.3, sarebbe sufficiente che fosse v = t1 −
κ(α, γµ). D’altronde, per quanto visto sopra, vale v = τγµα(β)− t0 +
ταβ(γµ). Eguagliando le due espressioni, si ottiene:
t0 + t1 = τγµα(β) + ταβ(γµ) + κ(α, γµ)
= τγµα(β) + ταγµ(β) + κ(α, γµ)
= 2κ(α, γµ) ,
da cui κ(α, γµ) = t0+t12 .
La funzione [0, 1] 3 µ → κ(α, γµ) = 12 log(µι(α,γ0)+(1−µ)ι(α,γ1)µι(β,γ0)+(1−µ)ι(β,γ1) ) e` con-
tinua, sugli estremi assume valori τ0, τ1, esiste pertanto µ¯ tale che
κ(α, γµ¯) = t0+t12 ∈ [τ0, τ1].
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Passo (6)
Per il Lemma 5.1.9 diam Lαγµ(t1)∪Lαγ1(t1) ≤ 4D, dunque d(ζ1, ε1) ≤
4D.
Si conclude osservando che
d(δ0, δ1) ≤ d(δ0, ε0) + d(ε0, ζ0) + d(ζ0, ζ1) + d(ζ1, ε1) + d(ε1, δ1) ≤ 14D .
Trattiamo il caso d({α, β}, {γ0, γ1}) ≤ 1.
Abbiamo due possibilita`:
1. d(α, β) ≤ 3.
Osserviamo che diam Λαβ [φ(α, β, γ0), φ(α, β, γ1)] ≤ diam Λαβ ≤ 24D,
per la Proposizione 5.1.11.
2. d(α, β) ≥ 4.
Sara` sufficiente esaminare i seguenti due sottocasi:
- d(α, γ0) ≤ 1 e d(α, γ1) ≤ 1.
Per definizione, φ(α, β, γ0) ∈ N(α) ∩ N(β) ∩ N(γ0), segue che
ταβ(γ0) = −∞. Analogamente, φ(α, β, γ1) ∈ N(α) ∩ N(β) ∩
N(γ1), da cui ταβ(γ1) = −∞.
Se ne deduce che diam Λαβ [φ(α, β, γ0), φ(α, β, γ1)] = diam N(α) ≤
2.
- d(α, γ0) = 1 e d(α, γ1) = 2.
Dalla definizione di centro segue che φ(α, β, γ0) ∈ N(α) ∩N(γ0),
ταβ(φ(α, β, γ0) = −∞ e, infine, Λαβ [φ(α, β, γ0), φ(α, β, γ1)] =
Λαβ [α, φ(α, β, γ1)].
Dall’enunciato mostrato al punto i. del presente teorema, de-
duciamo che per ogni coppia ε1, ε2 ∈ Λαβ[α, φ(α, β, γ1)] esistono
η1, η2 ∈ Λαγ1 [α, φ(α, β, γ1)] tali che d(ε1, η1) ≤ 4D e d(ε2, η2) ≤
4D.
Per il Lemma 5.1.8, si ha inoltre
diam Λαγ1 [α, φ(α, β, γ1)] ≤ diam Λαγ1 ≤ 2D + 2 .
Si conclude infine d(ε1, ε2) ≤ d(ε1, η1) + d(η1, η2) + d(η2, ε2) ≤
4D + 2D + 2 + 4D < 18D.
iii. Per ogni γ ∈ Λαβ, si ha diam Λαβ [γ, φ(α, β, γ)] ≤ 2D.
Basta osservare che
Λαβ [γ, φ(α, β, γ)] ⊆ Lαβ [ταβ(γ), ταβ(φ(α, β, γ))] ⊆ Lαβ(Tαβ(φ(α, β, γ))) ,
dunque diam Λαβ [γ, φ(α, β, γ)] ≤ diam Lαβ(Tαβ(φ(α, β, γ)) ≤ 2D .
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5.3 Approfondimenti
Lo studio del complesso delle curve si sviluppa all’interno degli ambiti piu´
generali della geometria iperbolica, teoria degli spazi di Teichmu¨ller, topologia
delle 3-varieta` e studio del mapping class group. Negli ultimi anni c’e` stato
grande lavoro intorno a questo oggetto, facciamo qui qualche piccolo accenno
ai piu` immediati sviluppi della teoria.
E` possibile dare una costruzione del complesso delle curve di una superfi-
cie iperbolica Σ utilizzando le sue geodetiche. Un noto teorema afferma che
esiste una costante universale positiva ²0 tale che, fissata su Σ una qualsiasi
metrica iperbolica, due qualunque geodetiche chiuse di lunghezza inferiore
a ²0 rispetto a tale metrica siano disgiunte; se ne deduce che i vertici del
complesso giacciono su uno stesso simplesso se e solo se ammettono rappre-
sentanti “corti” rispetto ad una stessa metrica iperbolica su Σ (cioe` rispetto
ad uno stesso punto dello spazio di Teichmu¨ller T˜ (Σ)). In particolare, per
ogni vertice α del complesso si puo` definire una regione T (α) ⊆ T˜ (Σ) come
l’insieme delle metriche iperboliche rispetto a cui α ammette un rappresen-
tante di lunghezza inferiore a ²0. Recentemente lo studio della famiglia di
regioni {T (α)}, di cui il complesso delle curve e` il nervo, ha chiarito l’ori-
gine delle ostruzioni all’iperbolicita` dello spazio di Teichmu¨ller (si veda ad
esempio [16])
Ogni spazio Gromov-iperbolico X ammette un naturale bordo ∂X; ogni
punto di ∂X corrisponde ad una classe di geodetiche asintotiche in X. E`
noto che nel caso in cui X sia proprio, l’unione X∪∂X e` compatto (secondo
una “naturale” topologia). Tale risultato e` in generale falso nel caso del
complesso delle curve, non essendo questo localmente finito; molti sono i
problemi aperti nell’ambito dello studio delle proprieta` del bordo (cfr. [11]).
Il mapping class group agisce sul complesso delle curve rispettando la
struttura simpliciale; e` dunque naturale indagare quali siano i collegamenti
fra gli automorfismi del complesso e gli omeomorfismi della superficie. Un
risultato recente in questa direzione mostra che, salvo un caso eccezionale,
esiste un omomorfismo naturale surgettivo fra il mapping class group di una
superficie ed il gruppo di automorfismi simpliciali del suo complesso delle
curve; si arriva quindi ad una nuova caratterizzazione del mapping class
group (cfr. [14] , cfr. [17]).
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