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We show that the proportion of the Morse sequence which can be tiled by one word is exactly 2;3, 
even allowing for some errors. It rises to at least 5/6 if we use a word with holes. or pattern, We give 
ergodic interpretations of these results. 
Throughout this paper, let CJ be the substitution given by 
a(O)=Ol, a(l)= 10 
and u =(u,,, nEN) the fixed point of ~7 starting with 0, that is, the classical Morse 
sequence, as defined independently by Prouhet ([6]), Thue ([8]), and Morse ([S]): 
01101001100101101001011001101001.... 
If L’ is a letter, we shall always note v’=O if L’= 1, u’= 1 if c=O; for W= UUMJ . . . , we 
denote by W’ the word u’u’w’... 
We are interested in the ways of tiling this sequence, that is, of covering it by disjoint 
translates of finite objects. This is interesting for a combinatorial study of the Morse 
sequence, but it is also closely related to the ergodic and spectral properties of the 
dynamical system associated with u, namely (52, T, p), where T is the sh$, ( Tu), = u, + , ; 
Q is the closed orbit of u under T; and p is the unique ergodic measure which preserves 
T. This system, along with systems associated with other substitutions, has been 
studied extensively, see for example [7]. 
We call word any finite string ~‘i u2.. . ok of zeros and ones. 
It is very trivial to note that the Morse sequence can be tiled by two words, 0 and 1, 
and this is not interesting from the ergodic point of view; hardly less trivial but already 
noted is the fact that u can be tiled by two words of arbitrarily /urge length, namely ~“0 
and ~“1, which have length 2”. This implies already that the dynamical system is of 
rank (at most) two. 
We need to recall some definitions: a dynamical system of finite entropy can always, 
by Krieger’s theorem, be equipped with a generating partition and so be viewed as 
a shift on sequences of a finite alphabet. 
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Definition 1. In this conception, we say that (Q, T, p) is of rank at most r if for all 
strictly positive E, for every n, there exist r words Wi of length /( Wi)3n, and a finite 
collection of words W>, each one differing from some Wi in at most E/( Wi) places, such 
that, for all N large enough, with probability at least 1 -E, the subsequences of length 
N of the elements of R are of the form 
with I(c,)+...+l(c,+,)<cN. 
This definition was derived by Del Junco ([2]) from an earlier, more geometrical, 
definition by Chacon. Chacon (Cl]) proved also that a system of rank Y has a spectral 
multiplicity (for the associated operator on 9’*( ,u)) bounded by r. Of course, a system 
is of rank r if it is of rank at most r and not of rank at most r+ 1. 
We come back now to the Morse sequence. The paper of Del Junco proved that it is 
not of rank one; that is, it cannot be tiled by one word, even allowing for a small 
proportion of errors. However, it is of spectral multiplicity one (simple spectrum), 
which means that it must possess some stronger property than rank two. Hence, we 
have been induced to compute the precise proportion of u which can be tiled by one 
word, with or without errors. 
Definition 2. The word W= cl L’* . . . ~1~ is said to occur at place i in a (finite or infinite) 
stringoflettersw,M’2... ifwi=rI, . . . . u‘~ +k _ 1 = 11~; for example, 1 occurs at place 2,011 
occurs at place 13 (and others), and 111 never occurs in u. 
For a word V, we can define a ,firquency by .f‘( V) = lim, _ + X, 2-“- ’ (number of 
occurrences of V in (TAO+ number of occurrences of V in a” l), and a tiling,fkequency 
by 44 V=lim,,+ + , 2-“-I (maximum number of disjoint occurrences of V in 
o”O+maximum number of disjoint occurrences of V in 0” 1). 
Both these limits make sense; we shall soon give examples of computation of these 
quantities. 
If E is an infinite subset of the sequence u, we say E has meusure p(E) if 
p(E)= lim 2P”~‘(cardEncr’10+cardEno”1). 
n- + I 
For a word V, the number t( V) = 4( V)I( V) is also the measure of the largest subset 
of the Morse sequence u which can be tiled by V; we call it the tiling of the word V. 
Definition 3. F = Sup ( UE [W+ such that, for every n, there exists a word W of length 
/( W) greater than 17, such that r( W)>n 1. 
F * = Sup { UE R + such that, for all strictly positive c, for every n, there exists a word 
W of length 1( W) > n, and a finite collection of words Wi, differing from W in at most 
~l( W) places, such that there exists a subset of the Morse sequence of measure at least 
II which can be covered by disjoint occurrences of the Wi). 
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Of course, the number F * is the one that has ergodic interpretation, that is, the one 
which is an invariant of metrical isomorphism; a system for which F* is strictly 
positive is said to be of local rank one. These systems were studied in [3]; also, 
a well-known and long unpublished result attributed to Katok says that as soon as F* 
is strictly greater than l/2, the spectrum is simple. 
Proposition 4. For the Morse sequence, F = F * = 213. 
Sketch of the proof. There is quite a simple technique enabling us, by applying 
inductively the substitution g, to compute the frequency of any word. 
So we can exhibit words of arbitrary length, namely ~“0, nEN, with 
I( W)f( W) = I( W)4( W) = 2/3; which gives F 3 2/3. 
Moreover, we can show that for any word W, we have I( W)f( W) 6 213, which gives 
F < 213. 
For computing F*, we use a lemma of Del Junco saying that in the Morse sequence 
there are no neighbours: a word differing in less than l/8 of the places from an 
authorized (that is, of nonzero frequency) word must be the same word, or have 
frequency zero. This implies that F* = F. 0 
Corollary. The associated dynamical system has simple spectrum. 
(This was known, but by totally different methods.) 
So the problem of tiling the Morse sequence with one word is completely solved. 
Now, instead of considering words, we could consider “words with holes”; for 
example, instead of using the word 0110, we could try to tile u by the pattern (0, 1, six 
spaces, 1, 0), which we shall denote by 01.6. 10. We shall see that this improves the 
tiling possibilities while keeping an ergodic significance. 
Definition 5. A pattern, denoted by 
is a finite string of zeros, ones, and spaces. In this notation, meaning one digit vI 
followed by a, spaces, then one digit v 2, etc., we allow some of the ai to be equal to 
zero (if they are all equal to zero, the pattern is a word). We say k is the weight of the 
pattern, denoted by p( V), and (k + a 1 + ... + ak _ 1 ) is the length I( V) of the pattern. 
The pattern u1 p.‘. v2 7. . . . a~.m.lt’k is said to occur at place i in the string w1 w2 . . . iff 
Wi=V1, Wi+al+l=C’2, N’i+al+o2+2=V3, etc. For example, 11 .t. 1 occurs at place 2 in u. 
We can now define, with the same definitions as for words, afrequencyf( V) and 
a tilingfrequency #( V) for any pattern V; we define also a tiling t( V) as c$( V)p( V) or, 
equivalently, as the maximum proportion of the Morse sequence which can be tiled 
by V. 
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Then we can define 
T = Sup i LIE R + such that, for every n, there exists a pattern V of weight p( V) 
greater than II, such that t( V)aa}, 
T* = the analogous of F* for patterns. 
Ergodically, the analogous of the notion of rank with words replaced by patterns is 
called ,firnn~ rank. Systems for which T* = 1 are of ,funny rank one, some nontrivial 
example being given in [4]; systems for which T* > 0 are of local,funny runk one, and it 
is still true that T* > l/2 implies simple spectrum. As far as we know, the Morse 
sequence itself might be of funny rank one, as the computation of its T* is still 
a completely open question; the computation of T, however, gives some new results. 
As we want to compute T, we have to look at the possible values of p( V)4( V); for 
words, this quantity coincides with p( V),f’( V), and is bounded by 2/3. For general 
patterns, the first thing we can do is to look at this p( V),f’( V); this is interesting in two 
ways: (i) in showing us that patterns do not behave like words, and (ii) in pointing to 
us which kind of patterns is more likely to be a good tiler. 
Proposition 6. (i) For every rumher (1 strictly muller thun 413 and every integer II, me 
canjnd ptrttrrns U and V such thut 
p(V)=2p(U)>n and p(V)f(V)Bup(U),f(U). 
(ii) The yuantit~~ p( V).f’( V) ‘. IF unbounded 011 the set yf’jnite putterns. 
Proof. We shall extend to patterns the method we used to compute the frequency of 
words: we recall that the n-word.s are the words o”e, e=O or 1. Let V be a pattern 
starting with u .!. 1’. (suppose, for example, that k is even and nonzero); V occurs in 
some C?‘P at place i if and only if 
~ either i=2j; then II is the end of a 2-word and c the beginning of a 2-word. So we 
know that the pattern lr’u.t. rr’.. occurs at place i- 1 in @e, and u’.~‘~P.. occurs 
at place j in op- ‘e, 
~ or i = 2,j- 1, and, in the same way, 11 
k,‘2 I 
..’ I’... must occur at place j in #-le. 
Thus, we found two patterns V, and Vz with 
.f( VI= l/Xf’( v,1+.f’t V2)L 
1;2p( V)<p( r/,)<p( V), i= I,2 
(possibly one of the I$ is nonexistent; for example, if V is the word 11, VI will be the 
word 0 and VI any word of frequency zero). 
By iteration of this process, we can compute the frequency of any pattern; we are 
interested in the ones with large p( V),f( V). The optimal increase of p( V),f( V) occurs 
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when, in the above decomposition, p( Vi) is exactly 1/2p( V) while V, is still a word of 
nonzero frequency. 
This happens if (and only if) V is of the form 
4jC 1 4k+l 
uu’ . . . uf,f ... ww . ..) 
j>O, k>O, . . . . and V2 has the same weight as V, so 
P( V)f( V)=p( Vl)f( VI )+ 1/2P( Vz)f( Vz). 
Now, V2 is of the form 
2j 2k 
uful. . c”uf . . . w)w’. . 
and so f( Vz) = 1/2f( W), where W is 
j-l k-1 
uu’ . & . , , WWI . . . _ 
So we see that, given new conditions on j and k, we get a W of the same form as V, 
and p( V)f( V)=p( Vl)f( VI)+ 1/4p( W)f( W), where V, and Ware of weight 1/2p( V). 
It is easy to see that, with suitable conditions on the form of V, we can iterate this 
process any finite number of times, and get 
P( V).f( V)= i 4-‘f( Wi)P( Wi), where P( Wi)= 1/2~( V). 
i=O 
This gives the first conclusion of the proposition, taking for U the Wi which has 
smallest p( W)f( W). 
Moreover, it is a simple consequence of the previous computation to show that, to 
get U and V as required, it suffices to take U=T(k)“O and V=~(k)“+‘0, for any 
k large enough and any n, where r(k) is the substitution on three symbols 0,l and -, 
defined by 
2k-2 
r(k)O=Ol ... , 
2k-2 
r(k)l=lO ... , 
T(k)- = . . 
(with the convention that we omit the final spaces of a pattern). 
For example, V, = r(3)“O verifies p( Vn)f( V,)= 2/3 (5/4)“; hence, our second 
assertion. 0 
For these privileged patterns, we are able to estimate the tiling itself. 
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Proposition 7. There exists a sequence v,,, converging to 19124, such that 
t(T(3)“0)3 v,. 
Sketch of the proof. 
We call V,=t(3)“0. 
VI being simply the word 01, has a tiling of 2/3, so there exists a subset AI of u, of 
measure 2/3, covered by disjoint translates on VI; also, there exists a subset B1 of 
measure 2/3, covered by disjoint translates of V;, the word 10. 
Furthermore, Al uB, = u because, if A0 is the set of all O’s of u and B0 the set of all 
l’s,wehaveAouBo=u,A,~oA,,B,~oBo,sou=oumustbecontainedinA,uB,. 
At stage n - 1, suppose we have found sets A, 1 and B,_ 1 satisfying 
~ ~(A,-,)=~(B,-,)=L!,-1, 
~ A,_IuB,_l=u, 
- A,_1 is tiled by Vnpl 
and B,_1 is tiled by VA-,. 
Now, using the fact that V, is a subpattern of c3 Vn_l, we select new sets 
A,, and B, by taking suitable unions of subsets of g3 A,_ 1 and cr3 B,_ 1; we can do this 
in such a way that the new v, satisfies the following recurrence relation: 
_ v,=c,_1+1/4\21,_1, 
~ w,= 1/2w,_,; 
at the beginning, vO= l/2 and M’~= l/2; then v1 =2/3 and w1 = 1/2w0. 
So v,=2/3+1/4 l/4+1/4 l/S+..., 0,+19/24 and c,<t(l/,). 0 
Proposition 8. For the Morse sequence, Ta5/6. 
Sketch of the proof. The same reasoning applied to the patterns s(k)“0 gives the same 
recurrence relation, with the 114 on the first line replaced by some %k which goes to 113 
when k goes to infinity. 0 
Of course, this gives only a minoration of T; however, for the particular patterns we 
used to tile, we can prove a more precise result; keeping the same notations, we have 
the following proposition. 
Proposition 9. 
t(Vn)=v, 
and, similarly, the minorations we had for t(s(k)“o) gave in fact the exact value. In 
particular, the tilings of all these patterns are smaller than 516. 
Sketch of the proof. We show that, when we want to tile u by V,, we are obliged to 
follow the recursive process as in the proof of Proposition 7; the only improvement we 
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could hope to make is to keep part of the possible tiling for a later stage, and we show 
that it does not increase t. 
Conjecture. As, on the other side, the proof of Proposition 6 shows that in some sense the 
z(k)“0 are the best tiling sequences for u, I conjecture that 
T = 516. 
For the computation of T*, we should need some lemma analogous to Lemma 2 of 
[l] to show that a given pattern has little or no authorized neighbours; this is not 
clear as we use patterns whose length becomes large compared to their weight. 
Problems. It would be interesting to compute F, T, F*, T* for other systems. 
Of course, we have the obvious inequalities 
F<F*<T*, F<T<T*; 
on the other side, we know systems with 0~ F* < 1, and systems with T* = 1 and 
F*=O. 
For the Fibonacci substitution (o(O) = 01, a( 1) = 0), we know that F * = T* = 1. For 
the Rudin-Shapiro substitution (a(O) = 01, C( 1) = 02, a(2) = 3 1, a(3) = 32), what we 
know of its ergodic properties, particularly the work of Queffelec ([2]), implies that 
F, T, F *, T* must all be between l/4 and l/2. 
A difficult open question is to know whether funny rank one is equivalent to simple 
spectrum. To find a system with l/2 < T* < 1 would give a nice counterexample; as far 
as we know, this might even be the case for the Morse sequence itself. 
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