We show how to approximate the feasible region of structured convex optimization problems by a family of convex sets with explicitly given and efficient (if the accuracy of the approximation is moderate) self-concordant barriers. This approach extends the reach of the modern theory of interior-point methods, and lays the foundation for new ways to treat structured convex optimization problems with a very large number of constraints. Moreover, our approach provides a strong connection from the theory of self-concordant barriers to the combinatorial optimization literature on solving packing and covering problems.
Introduction
In modern convex optimization, when we consider the polynomial-time algorithms, two families of algorithms stand out:
• interior-point methods,
• ellipsoid method and related first-order methods.
Let G ⊂ R n be a closed convex set with nonempty interior. Let c ∈ R n be given. Then to solve the convex optimization problem inf { c, x : x ∈ G} , the modern interior-point methods usually require a computable self-concordant barrier function f for G. Such functions (defined in the next section), completely describe the set G and its boundary in a very special way. The ellipsoid and related first-order methods require an efficient separation oracle for G. Such an oracle provides some local information about set G when it is called. The ellipsoid method and the first-order methods require very little global information about G in each iteration. Another important difference between the two families of methods is that interior-point methods usually need f ′ , f ′′ (the first and the second derivatives of the selfconcordant barrier f ) at every iteration and the elementary operations needed can be as bad as Θ(n 3 ) per iteration. In contrast, the ellipsoid method and the first-order methods can work with O(n 2 ) operations per iteration and sometimes, for structured problems, they require much less than Θ(n 2 ) work per iteration.
If we have a self-concordant barrier for G with barrier parameter ϑ, then O √ ϑ ln 1 ǫ iterations of interior-point methods will suffice to produce an ǫ-optimal solution (we assumed that certain scale factors for the input problem are bounded by O 1 ǫ ). This bound is significantly better than the best bounds of similar nature for the first-order algorithms. Moreover, whenever an application requires a very high accuracy of the solution, the practical performance of the interior-point algorithms are even much better than the corresponding first-order methods.
Nevertheless, an important advantage of the first-order methods can be observed at another extreme (low accuracy and extremely large dimension). The first-order methods can be used the solve extremely large-scale problems (those for which performing even a single iteration of the interior-point methods is out of reach of the current hardware/software combinations) as long as the required accuracy of the final solution is modest e.g., 10 −2 or 10 −4 . Indeed, in many real applications, it does not even make sense to ask for more accuracy than 10 −2 , due to the nature of the problem and the data collected as well as the final (practical) uses of the approximate solutions.
Another important theoretical property of the ellipsoid method and the related first-order methods is that in some sense (in the black-box oracle model) for dimension-independent iteration bounds, they are optimal. That is, the upperbound on the number of iterations of a first-order method which only uses black-box subgradient information, O 1 ǫ 2 cannot be improved ( [15] ). However, as Nesterov [19] recently showed, the utilization of certain knowledge of the structure of the convex optimization problem at hand does help improve this upperbound very significantly to O 1 ǫ (also see [16] , [13] ). In combinatorial optimization, one of the most interesting and quite general structures is described by packing and covering problems; see the recent book by Cornuéjols [6] . Given an m-by-n matrix A with only 0,1 entries, and an objective function vector c, the combinatorial optimization problem max c, x Ax ≤ e x ∈ {0, 1} n ,
(where e is an all ones vector of appropriate size) is a packing problem. The combinatorial optimization problem min c, x Ax ≥ e x ∈ {0, 1} n , is a covering problem. Both theoretical and practical approaches for solving packing and covering problems usually involve their linear programming relaxations. We will mostly deal with such problems and their generalizations. Let a i denote the ith row of A. Consider the function
exp{ a i , x } .
So-called the exponential "potential" function H(x) has been used in the context of approximately solving special classes of linear optimization problems (mainly those arising from covering and packing problems and minimum cost multi-commodity flow problems in combinatorial optimization), see [23, 10, 11, 21, 7, 4, 5] . In fact, such approach proved useful and interesting even in the case of convex optimization problems with special convex functions and block diagonal structure in the constraints [9] . However, this function is not a self-concordant barrier and to the best of our knowledge, the role of self-concordant barriers in this context was previously non-existent. Also, recently very good complexity bounds were obtained for the first-order algorithms for linear programming problems via approximations to the feasible regions which have certain symmetry properties [17] .
In contrast to the existing work above, we will show how to approximate the feasible region of the structured optimization problem at hand by a family of convex sets for which we have efficient (if the accuracy of approximation is not too high) self-concordant barriers.
We will construct self-concordant barriers with parameter ϑ forG (a convex approximation of G) either independent of or only logarithmically dependent on the larger of the dimensions of the problem (m), but strongly dependent on the goodness of our approximation to G.
Our work serves the following three purposes:
• We lay the foundation to bring the theory of modern interior-point methods (based on the self-concordance theory) closer to the ellipsoid method and the recently proposed first-order methods in terms of the worst-case iteration bounds that are independent of the larger of the problem dimensions, but dependent on the desired accuracy ǫ as a polynomial in 1 ǫ .
• From a technical point of view, we show a new way of dealing with exponentially many terms in designing self-concordant barriers.
• We make a strong connection to the combinatorial optimization literature from the interiorpoint theory by providing new theoretical results for packing-covering LPs (and their vast, nonpolyhedral generalizations) based on self-concordant barriers.
A very important warning to the reader is about the computability of the barriers. Let m be the larger of the dimensions in the problem data (and n is the smaller one). While the barrier parameters will grow at most with ln(m), if m is very very large, say m ≈ 2 n , then evaluating our barriers directly from the formulae we give can require Ω(m) (≈ 2 n ) work.
The paper is organized as follows: The next section deals with the LP relaxations of packing and covering problems. Two families of self-concordant barriers are derived, one is based on the exponential function and the other is based on the p-norm. Section 3 is very brief and simply points out that it is elementary to replace the nonnegative orthant by a closed convex cone. Section 4 generalizes the results much more significantly by replacing the linear functionals from Section 2 with linear operators and by replacing the linear inequalities of Section 2 with the partial orders induced by the cone of positive semidefinite matrices. In Section 5, we illustrate that some basic patterns of the first three derivatives of the functions we used can be extended to a semi-infinite dimensional setting. The development up to Section 6 is not primal-dual symmetric. So, in Section 6 we study duality in this context and based on a technique used by the second author earlier, show how to generate a good dual feasible solution from a good, central primal solution. Finally, in Section 7 we conclude the technical results of the paper with a proposition showing that the square of the matrix p-norm function has Lipschitz continuous gradient with Lipschitz constant 2(p − 1). Such fact is useful in improving complexity bounds for convex optimization problems involving such matrix functions.
Packing-Covering LPs
In this section, we start our study with the packing-covering LPs. First, we define the well-known notion of self-concordant barriers.
Definition 2.1 Let G ⊂ R n be a closed convex set with nonempty interior. Then f : int (G) → R is called a self-concordant barrier (s.c.b.) for G with barrier parameter ϑ if the following conditions are satisfied:
• f ∈ C 3 , strictly convex on int (G);
Suppose G is a closed convex cone with nonempty interior. Then a s.c.b. f for G with barrier parameter ϑ is called logarithmically homogeneous if
Consider the LP relaxation of a covering problem. Then the constraints Ax ≤ e are satisfied iff max i { a i , x } ≤ 1. Roughly stated, we consider two approximations to the latter condition:
The log-exp construction
We begin with the results of approximating the constraint max i { a i , x } ≤ 1 by i exp{L a i , x } ≤ exp{L}, for large L.
and the functionF
where
Proof. 1 0 . We clearly have
(5) and finally
We arrive at the following observation:
Proof. Indeed, if
). It follows that in the notation of (4) -(6) we have |µ| ≤ L, whence |s i | ≤ 2L. With this in mind, (7) follows from the concluding relations in (5) and (6) . Now let us use the following result from [20] :
Lemma 2.2 Let
• G + ⊂ R N be a closed convex domain, F + be a ϑ + -self-concordant barrier for G + and K be the recessive cone of G + ;
• G − be a closed convex domain in R n and F − be a ϑ − -self-concordant barrier for G − ;
Then G o is an open convex domain, and the function
is a self-concordant barrier for cl G o with the parameter
Note: In [20] , relation (8) is assumed to be valid for all x ∈ int G − . However, the proof presented in [20] in fact requires only a weaker form of the assumption given by (8) .
Now let us specialize the data in the statement of Lemma 2.2 as follows:
When L > ln m, this data clearly satisfies all of the requirements from the premise of Lemma 2.2, except for (8); by Lemma 2.1, the latter requirement also is satisfied with β = 2L 3 . Applying Lemma 2.2, we arrive at the desired result.
The · p -construction
Now, we consider approximating the constraint max i { a i , x } ≤ 1 via a p-norm function.
, and let
is a ϑ p -logarithmically homogeneous self-concordant barrier for K(p), with
Proof We proceed as in the proof of Proposition 2.1. As in the latter proof, the only facts to be verified are that (a) H is convex on int R n + when p ≥ 1 and is concave on int R n + when p ≤ 1,p = 0; (b) whenever x ∈ int R n + and h is such that x ± h ∈ R n + , we have
Assume that p = 0. Given
Proof. Indeed, we have seen that if 0 < p < 1 then
It remains to note that as p → 0 + , the functions . It follows that the desired inequality is valid when
m . This fact in turn implies that the desired relation is valid when all π i are rational, which in turn implies the validity of the statement for all π i > 0 with the unit sum.
As a direct consequence of the last corollary, we also have the following fact.
Corollary 2.2 The function
In many problems from combinatorial optimization, we are usually interested in computing the maximum (or minimum) cardinality sets satisfying a certain criteria. E.g., maximum cardinality stable set, maximum cardinality matching, minimum cardinality node cover, minimum number of colors needed to color a graph. In these cases, a 1 n -approximation to the underlying polytope usually yields an exact algorithm to compute that maximum or minimum value. First, we work with the desired tolerance ǫ, then we will substitute ǫ = 1 n . Thus, in our notation above, we need
Therefore, the self-concordance parameter of
and in the case of ǫ = 1/n, we arrive at ϑ(L) = O(n 5 ). This would imply an iteration bound of O n 2.5 ln n .
One distinct advantage of these new self-concordant barriers is that their barrier parameter can be kept fixed as we add cutting-planes. Let us fix the desired tolerance ǫ. In many cutting plane schemes that admit polynomial or pseudo-polynomial complexity analyses, one can bound from above the number of cutting planes that will be generated by the cutting plane scheme. Let us suppose this upperbound ism and thatm bounded by a polynomial function of the input. When we construct our barrier F L (or F p ), we can compute L (or p) using the upper boundm. Then in a cutting-plane scheme, as we add new constraints, the barrier parameter stays fixed at ϑ L (or ϑ p ). This can be a significant advantage at least in theoretical work on such algorithms.
In what follows, we call R n + the primary domain, and name the set
the secondary domain. Next, we show that the above approach can be widely generalized in terms of each of these domains.
Generalization of the Primary Domain
From the outlined proofs it is clear that the above results remain valid when
• the primary domain (nonnegative orthant R n + ) is replaced by an arbitrary closed convex pointed cone K with nonempty interior,
• assumption a i ∈ R n + \{0} is replaced by a i ∈ K * \{0}, where K * is the cone dual to K,
• the barrier
and the factor n in (3), (11) is replaced by ϑ − .
Generalization of the Secondary Domain
In addition to the above generalization of the primary domain, we can also generalize each constraint of the secondary domain. For example, for each i, we can replace a i , x ≤ 1 by A i (x) I, where A i : R n → S n i a linear map (from R n to the space of n i -by-n i symmetric matrices with real entries) and " " is the partial order induced by the cone of positive semidefinite matrices, S
+ . The results of Sections 2 and 3 are included as the special case n i = 1 for every i = 1, 2, . . . , m.
We first present the generalization of the p-norm construction.
The · p -construction

Compatibility
Let Tr : S n → R denote the trace and S n ++ denote the interior of S n + . We sometimes write x ≻ 0 to mean that x is a symmetric positive definite matrix. We start by establishing the following fact:
Proposition 4.1 Let p, |p| ≥ 2, be integer. Consider the following functions of x ∈ S n ++ :
Then f is convex when p ≥ 2, f is concave when p ≤ −2, and
(from now on, all O(1)'s are positive absolute constants).
Proof. 1 0 . Let us compute the derivatives of F and f . We have
.
Let {e j } be the orthonormal eigenbasis of x and let x j denote the corresponding eigenvalues of x (i.e., xe j = x j e j ). Further leth kj = e
jh kj . We have, assuming all x j 's distinct:
where, for distinct a, b, c,
Let q = |p|, and let k = j. When p ≥ 2, we have
further, in the case of p ≥ 2 we have
while in the case of p ≤ −2 we have
Finally, in the case of p ≥ 2 we have
and for distinct positive a, b, c the following relations hold:
This concluding identity clearly remains valid when not all a, b, c are distinct. Thus, in the case of p ≥ 2 we have
In the case of p ≤ −2 we get Γ(a, b, c) =
, and the resulting formula for
The resulting formulas, obtained for the case when all x j are distinct, clearly remain valid for all x ≻ 0.
Thus, for all x ≻ 0 and all h we have,
where x j are the eigenvalues of x, η ij = x
and e i form an orthonormal eigenbasis of x. Note that under the premise of (13) we have
2 0 . In the sequel, we focus on the case of p ≥ 2. The reasoning in the case of p ≤ −2 is similar.
We have the following Lemma 4.1 Suppose x ≻ 0 and that (15) holds. Then
Proof. By (15), we have |η jj | ≤ 1. Since µ is a convex combination of η jj and δ jj = η jj − µ, (a), (b) follow. Let ζ be the matrix obtained from η by replacing the diagonal entries with 0. By (15), we have
We now have
We also have
where the second inequality is given by (15) . Further, Ψ(α, β, γ) clearly is symmetric in the arguments, which gives the first inequality in the following chain (where X = Diag{x 1 , ..., x n } and z F is the Frobenius norm of a matrix):
(20) Combining (19) , (20) , we arrive at (16.c).
3 0 . Combining (16) with (14), we arrive at the desired inequality (13) . The following statement is the matrix analogue of Corollary 2.1.
Proposition 4.2 Let f (x) = Det
1/m (x), where x ∈ S m ++ . Then f is concave on S m ++ and
Proof. Setting H(x) = ln Det(x), x ≻ 0, we have
Setting η = x −1/2 hx −1/2 and denoting by λ(u) the vector of eigenvalues of u ∈ S n , by E{g} the average of the coordinates of a vector g, and by [g] k , g being a vector, the vector with coordinates g k i , we get
Under the premise in (21), we have λ(η) ∞ ≤ 1, whence |µ| ≤ 1 and σ ∞ ≤ 2, which, in view of the above formulas for the derivatives of f , immediately implies the conclusion in (21).
The · p -barrier
Now, we are ready to state and prove the main result for the matrix generalization of the p-norm construction.
Theorem 4.1 Let K be a closed convex cone with a nonempty interior in R n , F − (u) be a ϑ − -self-concordant barrier for K, and let A i : R n → S n i , i = 1, ..., m, be linear mappings such that
Let us set A(u) = Diag{A 1 (u), ..., A m (u)}.
(i) Given integer p ≥ 2, consider the function
This function is convex and O(1)p-compatible with its domain:
so that the function
is a self-concordant barrier with the parameter
for the cone
Moreover, with
where M r is the cone
(ii) Given integer p ≤ −2, consider the function
This function is concave and O(1)|p|-compatible with its domain:
where N r is the cone
Proof. All we need is to prove (22) and (24); the statements on self-concordance of Φ(·) are direct consequences of the former relations (see [20] ), and inclusions (23), (25) S N ++ → R. Assuming that u, du satisfy the premise in (22) , let us set x := A(u), h := A(du). Since A(·) is a linear mapping which maps int K into S N ++ , we have
whence, by Proposition 4.1,
, we see that the conclusion in (22) indeed is true.
The log-exp construction
Our log-exp construction for packing and covering LPs also generalize to the matrix case. In what follows, we use the matrix exponential. That is, for x ∈ S n , exp{x} :=
We first begin with the compatibility result.
Compatibility
Proof. 1 0 . Let us compute the derivatives of f (x) assuming x ≻ 0.
We have
. Let x ≻ 0, let {e j } be the orthonormal eigenbasis of x and let x j be the corresponding eigenvalues as before. Also leth kj = e T j he k , and finally let η kj = x
jh ij . We have, assuming all x j 's are distinct:
for distinct a, b, c, and 
The resulting representation is, of course, valid for all a, b, c. We therefore get
Thus,
(28) The resulting formulas for the derivatives, although established under the assumption that all x j are distinct, clearly remain valid for all x ≻ 0.
2 0 . Now let x, h satisfy the premise of (27). Then
Whence
It follows that
Further, we have
Now, let ζ be the matrix obtained from η by replacing the diagonal entries with zeros. Then
and
Φ(α, β, γ) clearly is symmetric in α, β, γ, which gives the first inequality in the following chain:
and we arrive at
Combining (31), (32) and (34), we arrive at the relation
as claimed.
The log-exp barrier
As before, now that the compatibility result is established, we can state and prove the main theorem for the log-exp construction.
Theorem 4.2 Let K be a closed convex cone with a nonempty interior in R n , F − (u) be a ϑ − -self-concordant barrier for K, and let A i : R n → S n i , i = 1, ..., m, be linear mappings such that
Let us set
This function is convex and satisfies the relation:
Consequently, the function
Moreover, when δ ∈ (0, 1) and L ≥ ln N δ , we have
Proof. Same as in the proof of Proposition 2.1, all we need is to verify (35), which is immediate. Indeed, let u, du satisfy the premise in (35), and let x = LA(u), h = LA(du). Since A is a linear mapping which maps int K into int S N + , we have x ≻ 0 and
.., h], k = 0, 1, . . .. As we have seen, x, h satisfy the premise in (27); applying Proposition 4.3, we arrive at the conclusion in (35).
A Generalization to Convex Semi-infinite Programming
The reader must have recognized that there are certain uniform structures to the derivatives of the functions which we utilized in this paper. These structures seem critical in securing the necessary inequalities in the barrier calculus of Nesterov and Nemirovski [20] and in turn obtaining the related barriers with the desired self-concordance properties. In this section, we show that many of these properties generalize to the case when our variable is infinite dimensional.
Let f α (x) > 0 for all x ∈ R n ++ and µ be a measure on the set of indices T . Let us define
Then for all 0 = p ∈ R, we have
and E x {g(·)} = g(α)π x (α)µ(dα);
,
for every x ∈ R n ++ and for every h ∈ R n . Let ξ 1 and ξ 2 be given such that sup x∈G;h:(x±h)≥0
, and h such that (x ± h) ≥ 0.
Then, for every x ∈ R n ++ and every h ∈ R n such that (x ± h) ≥ 0, we have
Proof. We simply substitute the bounds given in the assumption part of the statement in the expression for the third derivative (given immediately before the proposition) and the claim of the proposition easily follows.
Recovering a Good Dual Solution
In the previous sections we showed how to construct self-concordant barriers for the convex approximationsG of the convex set of main interest G. Once we have such a barrier, we can use the general self-concordance theory and we immediately have various path-following and potential-reduction interior-point algorithms to optimize a linear function overG.
If we can compute the Legendre-Fenchel conjugate of our barrier efficiently, then we can even apply some primal-dual algorithms (as in [14] ). However, if the Legendre-Fenchel conjugate is not available for efficient computation, then we are stuck with primal-only algorithms. Even in such a case, we would be interested in generating good dual solutions. This section is dedicated to showing a way to recover a good dual solution from a good, central primal solution.
Cones M p . For y ∈ S m and p ∈ [1, ∞], let |y| p := λ(y) p . Further let K be a closed convex cone with nonempty interior in an Euclidean space (E, ·, · ) and P be a linear mapping from E to S m such that Px ≻ 0 whenever x ∈ int K. Finally, we define
We have ( ·, · F stands for the Frobenius inner product on S m ):
Since P maps K into S m + , P * maps S m + into K * ; thus, whenever η ′ η, we have (P * η ′ − P * η) ∈ K * . It follows that if ξ = φ − P * η with φ ∈ K * and |η| p ≤ τ and η + is the "positive part" of η, then ξ = (φ + P * η + − P * η) ∈K * −P * η + and |η + | ≤ τ . We arrive at
Thus, a primal-dual pair of conic problems associated with M p is min s e T s :
Here, the data are given by (A, b, c, d, e), where e (no longer a vector of all ones) is arbitrary. Now, let p ≥ 2 be integer, F be a ϑ-logarithmically homogeneous s.c.b. for K, α ≥ 1 and
is ϑ(p)-logarithmically homogeneous s.c.b. for M p , with
Let s ρ be a central solution to (P ):
That is, a central solution s ρ generates a feasible solution (φ ρ , η ρ , τ ρ ) of (D). We have
Cones N p . Let K be a closed convex cone with a nonempty interior in Euclidean space (E, ·, · ) and P be a linear mapping from E to S m such that Px ≻ 0 whenever x ∈ int K. For positive integer p, let
Let us solve the optimization problem max α,β 2Tr(β) :
When solving the problem, we may assume without loss of generality that η is diagonal. In this case, the feasible solution set of the problem remains invariant under the mappings (α, β) → (GαG, GβG), where G is a diagonal matrix with diagonal entries ±1, and the objective function also remains invariant under these mappings. Since the problem is convex, it follows that the optimal value remains unchanged when α, β are restricted to be invariant with respect to the above transformations (that is, we can assume that α and β are diagonal). In this case, the problem becomes Opt = max 
Lipschitz Continuous Gradients
For the minimization of convex functions with Lipschitz continuous gradients, under certain favorable circumstances, the first-order methods can achieve the further improved iteration where the concluding inequality is due to the following observation:
For h ∈ S n and p ≥ 2, let η be the vector with entries equal to the Euclidean lengths of the columns in h. Then η p ≤ |h| p .
Indeed, setting h = vsv T , where v is orthogonal and s is diagonal with diagonal entries s i , the Euclidean norms of the columns in h are the same as We have demonstrated (37).
Conclusion and Future Work
There are three clear research directions motivated by this work:
1. Design and analysis of cutting-plane interior-point algorithms based on the self-concordant barriers constructed here. One major advantage of our barriers over those used in the preexisting work ( [1, 2, 8, 12] ) is that we do not need to drop any constraints and the addition of new constraints does not change the barrier parameter ϑ.
2. Further extension of the theory to constraints defined by other partial orders, cones (e.g., partial orders induced by hyperbolic cones [22] ).
3. Improvement of the computational complexity of evaluating f , f ′ and f ′′ for such selfconcordant barriers.
