This paper presents a novel approach to detect persons in video by combining optical flow based motion analysis and silhouette based recognition. A new fast optical flow computation method is described, and its application in a motion based analysis framework unifying human tracking and detection is outlined. Our optical flow algorithm represents optical flow by grid based motion vectors, which are computed very efficiently and robustly applying template matching. We model the motion patterns of the tracked human and non-human objects by the positions, velocities, motion magnitudes, and motion directions of their optical flow vectors, and build a random forest on these features. For recognition, the random forest computes a normalized score measuring the similarity of a track to a human track. Using edge detection on a motion image for each motion blob its silhouette is computed. Recognition scores are computed, which measure the similarity of the silhouettes with human silhouettes. The optical flow classifier and the silhouette classifier are used as a combined classifier. We analyze the ROC curve to set different decision thresholds on the recognition score for different scenarios. The experiments on the VIRAT test set demonstrate that for human detection the combination of the optical flow based motion method with one based on human silhouette analysis, obtains superior results, compared to the constituent methods.
INTRODUCTION
This paper presents a novel approach to detect persons in video by combining optical flow based motion analysis and silhouette based recognition. A new fast optical flow computation method is described, and its application in a motion based analysis framework unifying human tracking and detection. By combining optical flow and silhouettes, and by applying track based classification instead of frame based classification, recognition results are improved significantly. Optical flow is represented by grid based motion vectors, which are computed very efficiently and robustly applying template matching. A tracking framework using Kalman filtering has been implemented efficiently by predicting the future location of an object using the estimated optical flow vectors. Since motion and shape are complimentary cues for object recognition, their combination into one classifier should boost recognition results. For optical flow based motion analysis we model the motion patterns of the tracked human and non-human objects by the positions, velocities, motion magnitudes, and motion directions of their optical flow vectors, and build a random forest on these features. We apply the random forest to measure the similarity of a track to a human track. Using edge detection on a motion image for each motion blob its silhouette is computed. Similarity scores are computed, which measure the similarity of each silhouette with a human silhouette. Also, a normalized recognition score measuring the silhouette-based similarity of a track to a human track is obtained by accumulating the similarity measures of the silhouettes in the track. Finally, the optical flow classifier and the silhouette classifier are used as a combined classifier. We analyze the ROC curve to set different decision thresholds on the recognition score for different scenarios. We divided the videos from the parking lot scenes from the VIRAT Ground Dataset 1 into a learn set and a test set. The experiments on the VIRAT test set demonstrate that for human detection the combination of the optical flow based motion method with one based on human silhouette analysis, obtains superior results, compared to the constituent methods. The outline of the paper is as follows. Related work is described in section 2. We describe our approach in section 3. Experimental results are presented in section 4. Finally section 5 concludes our paper.
RELATED WORK
For an extensive review on techniques for detecting humans in surveillance videos, we refer the reader to the recent survey paper by Paul et al. 2 . Three main categories of object recognition methods can be distinguished. Shape-based methods detect humans by analyzing the outline of detected objects. Wang et al. 3 applied shape Fourier descriptors extracted from the silhouettes during articulated motion to detect human motion sequences.
and Davis 4 applied a shape-based, hierarchical part-template-matching approach for human detection including Histogram of Oriented Gradients (HOG) descriptors and scene-to-camera calibration. Motion-based methods are based on the idea that object motion characteristics and patterns are unique enough to distinguish humans from other moving objects. Bobick 8 apply an image pyramid to obtain a fast pedestrian detector. Given HOG features computed at a certain scale, they reduce computing time significantly by approximating HOG features at nearby scales by reweighting these HOG features. In contrast with Dalal and Triggs 7 single object detection approach Felzenswalb and Huttenlocher 9 have taken a parts-based approach, which deals with the great variability in appearance due to body articulation. In such an approach, each part is detected separately and a human is detected if some or all of its parts are detected in a geometrically plausible configuration. In their pictorial structure approach Felzenswalb and Huttenlocher 9 apply pictorial structures to describe an object by its parts, connected with springs, and represent each part with Gaussian derivative filters of different scale and orientation. Zhu et al. 10 applied HOG descriptors, that vary in size, location and aspect ratio filtered by a cascade of detectors. In order to find the blocks best suited for human detection, they applied the AdaBoost algorithm to select those blocks to be included in the detection cascade.
Shape-based methods do not take into account the human motion pattern as a cue for recognition. On the other hand motion-based methods ignore the human silhouette as a cue for recognition. Appearance-based methods do not take motion into account, although they may be applied in combination with motion detection to limit the search area.
Since, we assume that people are moving we focus on analyzing motion sequences, using shape-based silhouettes extracted from motion and motion-based optical flow as complimentary cues.
OUR APPROACH
In our approach the human detection process is modelled by two steps: object detection followed by object classification. Two common methods for object detection are background subtraction and optical flow. In this paper we apply the adaptive Gaussian mixture method implemented in OpenCV 11 for background subtraction and our own optical flow implementation, which is described in section 3.1. For object recognition we have developed a shape-based recognition method based on comparing silhouettes, found by background subtraction, and a motion-based recognition method based on extracting motion features from optical flow. Instead of applying only the silhouette classifier or the optical flow classifier, we use both as a combined classifier.
Optical flow feature analysis is combined with analysis of silhouettes derived from motion detection, as illustrated in figure 1. Both optical flow and background subtraction are applied to detect objects from a video sequence. For optical flow detection and tracking we apply a Kalman tracker, which computes for each video a number of tracks, see figure 2. Each track contains for a consecutive number of frames a detection window. By intersecting the detection windows of a track with the bounding boxes of the silhouettes detected by background subtraction, these silhouettes are associated with the track. Finally, based on analyzing the silhouettes and the optical flow the detected object is classified as human or non-human. 
Optical flow computation
There have been two directions in the development of optical flow algorithms 12 . One has emphasized higher accuracy; the other faster implementation. We decided to apply a fast optical flow algorithm, which computes only a rather sparse optical flow. Inspired by the work of Ancona and Poggio 13 we applied 1-D kernel templates for estimating the optical flow. The optical flow in one point is calculated by the vector summation of the x and y components, which are estimated by 1-D templates. Using this approach is reducing the complexity of the problem, but still have a good estimation of the flow field. The problem is transformed to two one-dimensional searches and the search space size is reduced from quadratic to linear. Our method estimates motion vectors by using fixed grid points. This approach has been implemented on an AXIS camera with an ARTPEC-4 processor. Moreover, the optical flow algorithm has been implemented on a GPU system. The GPU allows more processing power and with our efficient implementation we could estimate the optical flow vectors using two-dimensional search with a speed of 45 fps on a 1280x720 video 14 .
Computing track scores
Given an object track, a recognition score for the object has to be derived from the recognition scores for the object detections in each detection window. Therefore the object classifier scores are fed into an accumulator network, which integrates recognition over time. We used two accumulators for each detected object, one computing a score S person and one computing a score S other . Finally, we take as recognition score for the track S person -S other . These memory accumulators are applied, because missing values, noisy measurements, and fade in and fade out of partially visual objects occur.
Motion features
From the flow vectors in the detection windows W the following 7 motion features are derived:
• The detection window ratio R = Wwidth / Wheigth.
• (X, Y) with |X| ≤ 1, |Y| ≤ 1 denoting the location of a flow vector in W relatively to the center of W.
• The flow vector (VX, VY).
• The flow magnitude Mag = VX 2 + VY 2 .
• The flow angle Phi = Atan2 (VX, VY).
For motion classification, on the training data for VIRAT pedestrian area scene '0102' and the parking lot scene '0401', a random forest was trained consisting of 2 trees with 32 leafs each using the motion features of the optical flow features.
During testing, for each detection window we propagate each flow vector down both trees, and use the average score as the final probability of this detection. All detections probabilities in a track are accumulated in a final human detection score, as described in section 3.2.
Silhouette analysis
By applying edge detection on the motion image computed by background subtraction, silhouettes of the moving object are extracted. For each detection window a recognition score for the silhouette is computed based on the output of a neural network recognizer on the silhouette outline and a neural network recognizer on the silhouette skeleton, which is computed by iteratively applying the morphological operations erosion and dilation on an input silhouette, see figure 3. 
Silhouette outline neural network classification
From a silhouette outline a silhouette outline feature vector of length 64 is derived as follows.
From the edges of the silhouette outline (x 1 , y 1 , x 2 , y 2 , .... For training negative and positive silhouette outline feature vectors are clustered separately, into 12 positive and negative clusters. Finally, the 24 Euclidean distance vectors are fed into a back propagation neural network 15 .
Silhouette skeleton neural network classification
Similar to the silhouette outline feature vectors silhouette skeleton features are computed. We bin the normalized silhouette skeleton y coordinate in 64 categories, and compute for each bin the mean normalized x coordinate of the skeleton segment intersecting the bin.
For training negative and positive silhouette outline feature vectors are clustered separately, into 12 positive and negative clusters. Finally, the 24 Euclidean distance vectors are fed into a back propagation neural network 15 .
Neural network training
Both neural networks have been trained with 1102 examples of humans from the CASIA Gait Database 16 with 1102 examples and 460 examples of cars and parts of cars from the mpeg7shapeB 17 database and the data sets from TU Graz 18 and TU Darmstad 19 . All detections scores in a track are accumulated in a final human detection score, as described in section 3.2.
Combined motion and silhouette classification
The final human recognition score for a track is obtained by taking the mean of the accumulated motion recognition score and the accumulated silhouette recognition score.
EXPERIMENTAL RESULTS
The VIRAT Ground Dataset 1 is a realistic, natural, challenging video data set for video surveillance applications, and therefore our choice for the experimental verification of our method. From this dataset the VIRAT videos from the three parking lot scenes contain both a lot of human and non-human annotated examples. Moreover, a parking lot is a scene in which one would like to distinguish humans from non-humans (mostly cars). Therefore, we decided to experiment with these videos only and divided them into a learn set containing 19 videos from VIRAT scene '0002', 23 videos from VIRAT scene '0101', and 9 videos from VIRAT scene '0401' and a test set containing 19 videos from VIRAT scene '0002', 23 videos from VIRAT scene '0101', and 8 videos from VIRAT scene '0401'. The videos from the parking lot test set in the VIRAT Ground Dataset contain 438 objects, which are annotated as human (person or bike), and 1938 objects as non-human (mainly car).
In our experiments it turned out that the tracks found by our Kalman filter differ significantly from the tracks annotated in the VIRAT Ground Dataset due to the following reasons. Firstly, not all annotated tracks have been detected by the Kalman tracker, because the VIRAT Ground Dataset contains track annotations of non-moving objects and very small objects, which are not detected by the Kalman tracker. Secondly, not all tracks detected by the Kalman tracker, have We applied ROC curve analysis to compare the motion method, the silhouette method and the combined method. The ROC curve in figure 5 shows the recognition rate against the false alarm rate. Although, the motion method gives good results, it could not obtain very low false alarm rates, because the motion method found 4 objects with the highest recognition scores, which have ground truth non-human. Therefore, the ROC curve for the motion object starts in the point (0.088, 0.933) instead of the origin. Also very high recognition rates could not be obtained with the motion method, because the motion method classified 8 objects with the lowest recognition scores, which have ground truth human. Therefore, the ROC curve for the motion object ends in the point (0.846, 0.977) instead of the point (1.0, 1.0). We see that the distinctiveness of the random forest is rather limited. Figure 5 shows that the best overall results are obtained with the combined method. For certain scenarios depending on the requirements the combined method is not the best choice. Our ROC curve analysis allows to set different thresholds for such scenarios. E.g. in a high security scenario at most 1 out of 100 humans may be missed, i.e. we require recognition rate ≥ 0.99. In a medium security scenario at most 1 out of 10 humans may be missed, i.e. we require recognition rate ≥ 0.9. In an easy access scenario at most 1 out of 10 detections may be false alarms, i.e. we require false alarm rate ≤ 0.1. Table 1 shows thresholds, recognition rates, and false alarm rates for these settings. Due to its low distinctiveness the motion method cannot meet the high security requirements. On the other hand it provides always a recognition rate of at least 0.933 with a low false alarm rate of 0.087. We see that for the high security case, the silhouette method is the best choice, for the medium security case the combined method is the best choice, and for the easy access use case the motion method is the best choice. Table 1 : Different thresholds for different scenarios (best choice in bold). For the medium security case it is the best choice. However, for the high security case the silhouette method is the best choice, and for the easy access use case the motion method is the best choice.
CONCLUSIONS
In this paper, we presented a new method to detect persons in video by combining optical flow based motion analysis and silhouette based recognition. We showed that in general the combination of optical flow and silhouette analysis obtains superior results, compared to using the individual methods. However, we found by applying ROC curve analysis in a high security scenario the silhouette method should be preferred, and in an easy access scenario the motion method.
In the analysis of the results it turned out, that the distinctiveness of the random forest was rather low (false alarm rate below 0.088 and recognition rate above 0.933 could not be reached). Improving this disappointing distinctiveness of the current random forest implementation is a future research issue.
