Abstract. We study the free boundary Euler equations in two spatial dimensions. We prove that if the boundary is sufficiently regular, then solutions of the free boundary fluid motion converge to solutions of the Euler equations in a fixed domain when the coefficient of surface tension tends to infinity.
1. Introduction. 1 1.1. The physical significance of theorem 1.1 and the boundary regularity of (1.1 Consider the initial value problem for the motion of an incompressible inviscid fluid with free boundary, whose equations of motions are given by where Ω is a domain in R n ; η(t, ·) is, for each t, a volume preserving embedding η(t) : Ω → R n representing the fluid motion, with t thought of as the time variable (physically η(t, x) is the position at time t of the fluid particle that at time zero was at x);˙denotes derivative with respect to t; u : Ω(t) → R n is a divergence free vector field on Ω(t) defined by u =η • η −1 and representing the fluid velocity, where Ω(t) = η(t)(Ω); A is the mean curvature of the boundary of the domain Ω(t); p is a real valued function on Ω(t) called the pressure; finally, k is a non-negative constant known as the coefficient of surface tension. id denotes the identity map, u 0 is a given divergence free vector field on Ω, and div means divergence. The unknowns are the fluid motion η and the pressure p, but 1 Here x is the Lagrangian coordinate of the fluid particle whose Euler coordinate at time t is η(t, x).
notice that the system (1.1) is coupled in a non-trivial fashion, in the sense that the other quantities appearing in (1.1), namely u, A and Ω(t), depend explicitly or implicitly on η and p. We shall prove that in two (spatial) dimensions, if the embeddings η are sufficiently regular at the boundary of Ω, the boundary at time zero has constant mean curvature, and u 0 is tangent to the boundary, then, as k → ∞, solutions (η, p) to (1. where ζ(t, ·) is, for each t, a volume preserving diffeomorphism ζ(t) : Ω → Ω. It is well known that the pressure p in the incompressible Euler equations is not an independent quantity, being completely determined by the velocity vector field ϑ =ζ • ζ −1 (see e.g. [22] or section 7). In order to explain the aforementioned regularity of η at the boundary (whose seeming necessity is discussed further below) as well as to state the main result, we need to introduce some definitions.
Given manifolds M and N , denote by H s (M, N ) the space of maps of Sobolev class s between M and N . For s > Notice that since β ∈ D s µ (Ω), we have β(∂Ω) = ∂Ω. Therefore, solutions η to (1.1) which belong to E s µ (Ω) decompose in a part fixing the boundary and a boundary oscillation. This decomposition is one of the main ingredients of our proof. We shall also show that, under our hypotheses, ∇f is in fact 1 1 /2 degree smoother than η (though β is as regular as η). This is the sense in which we work with embeddings which have smoother boundary values. The reason why one needs to consider E s µ (Ω) rather than E s µ (Ω) is explained in section 1.1. We are now ready to state our main result. Theorem 1.1. Let Ω be a domain in R 2 with smooth boundary ∂Ω, and assume that the mean curvature of ∂Ω is constant. Given k ∈ R + and a divergence free vector field u 0 ∈ H 5 1 /2 (Ω, R 2 ) tangent to the boundary, let (η k , p k ) ∈ C 1 [0, T k ), E 4 1 /2 one can, by considering a sufficiently high surface tension, neglect the motion of the boundary in favor of the simpler description in terms of the equations within a fixed domain.
The physical intuition behind theorem 1.1 is very simple, as we now explain. The system (3.2) can be derived from an action principle with Lagrangian L(η) = K(η) − V (η), (1.5) where
is the kinetic energy and V (η) = k|∂Ω(t)| − k|∂Ω(0)| = k Area(∂Ω(t)) − Area(∂Ω(0)) (1.7)
is the potential energy 2 . Our theorem 1.1 is almost an example of a general theorem on motion with a strong constraining force [16] . For the general theorem we are given a Riemannian manifold M and a submanifold N . Also given is a function V : M → R which has N as a strict local minimum in the sense that ∇V = 0 on N and D 2 V is a positive definite bilinear form on the normal bundle of N in M . Then if η k (t) is a motion given by the Lagrangian L(η,η) = 1 2 η,η − kV (η) where , is the Riemannian metric, and if ζ(t) is a Lagrangian motion in N of 1 2 ζ ,ζ with the same initial conditions as η k (t), the theorem says that η k (t) converges to ζ(t) as k → ∞. Alsoη k →ζ, but the second derivative in general does not converge. For our theorem,
, , is the L 2 inner product on tangent vectors and V (η) is given by (1.7).
Our theorem 1.1 is not actually an example of the general theorem for two reasons: a) The L 2 inner product on tangent spaces is only a weak Riemannian metric. The topology that it induces is weaker than the H 4 1 /2 topology of E
b) The bi-linear form D 2 V is only weakly positive definite on each normal space; it gives the H 1 1 /2 topology rather than the H 4 1 /2 topology.
We now turn our attention to the "boundary regularity" previously mentioned, i.e., to the seeming necessity of working with E s µ (Ω) instead of E s µ (Ω). As already pointed out, theorem 1.1 can be viewed as a generalization to infinite dimensions of established results about the behavior of the EulerLagrange equations near a submanifold which minimizes the potential energy. As in [16, 19, 20] , in the present work the manifold minimizing the potential energy is D 4 1 /2 µ (Ω). Thus it is natural to try a similar approach to that of [16, 19, 20] . Let us outline what such an approach looks like, and then we shall point out why it is problematic, and how the introduction of E s µ (Ω) solves the problem. We stress that the arguments sketched below are heuristic, their purpose being mainly a motivation for the definition of E s µ (Ω). We would like to decompose the fluid motion as a part fixing the boundary and a boundary oscillation, and then produce estimates showing that the boundary oscillation goes to zero when k → ∞. To this end, one first needs to show that E s µ (Ω) is an infinite-dimensional Banach manifold with D s µ (Ω) as an embedded submanifold. Following well known arguments [15, 22, 13] , E s µ (Ω) can 2 Many authors consider instead V (η) = k|∂Ω(t)|. As the equations of motion remain unchanged by adding a constant, here we choose to normalize the potential energy to make V = 0 at time zero. Such a normalization is convenient for our purposes as we are interested in taking k → ∞, in which case, if we did not subtract the contribution at time zero, V (η) would diverge to infinity.
then be endowed with a Riemannian metric which is inherited by D s µ (Ω). As usual, one expects the resulting metric to be only a week Riemannian metric 3 . We then seek a decomposition of the form
where β ∈ D s µ ⊆ E s µ , div −1 (0) ν denotes H s divergence free vector fields which are tangent to the boundary, and ν β (D s µ ) denotes the normal space, at β, of D s µ (Ω) inside E s µ (Ω). The next step would be to combine (1.8) with an implicit function type of argument in order to obtain
where ν(D s µ ) is the normal bundle of D s µ (Ω) considered as a submanifold of E s µ (Ω). From these considerations it should follow that elements η ∈ E s µ (Ω) which are sufficiently close to D s µ (Ω) can be written as 10) giving the decomposition. Let us now see how the previous argument fails unless embeddings η(Ω) such that ∂η(Ω) is sufficiently regular are considered. Suppose we succeed in constructing all the necessary manifold structures, including the decomposition (1.8). To obtain the identification (1.9), we use a tubular neighborhood argument (see e.g. [23] ), which in turn relies on of the exponential map: if ∇f ∈ ν id (D s µ ) is small enough, then t∇f is a geodesic through the origin and then exp id (∇f ) = (id +t∇f ) | t=1 = id +∇f, and at any other point β ∈ D s µ (Ω),
Therefore, for η ∈ E s µ (Ω) sufficiently close to D s µ (Ω), we would obtain decomposition (1.10). Unfortunately the previous argument does not work. In our infinite dimensional setting, the existence of geodesics is not immediately guaranteed, since the metric is only a week Riemannian metric. In order to prove the existence of geodesics, one has to derive a well-posedness result for the following second order ODE on E s µ (Ω), which is obtained as critical point of the kinetic energy for a curve θ :
where ∆ −1 0 means the inverse of the Laplacian (on the domain θ(Ω)) with zero boundary condition. To prove existence, we attempt a Picard iteration argument, which requires the right hand side of the equation to be a (sufficiently) smooth functions of its arguments, and this turns out not to be the case: 3 We recall that a weak Riemannian metric is one which induces, on each tangent space, a weaker topology than the one given by the local charts. This is a feature exclusive to infinite dimensional manifolds; see [15] for details.
i.e., there is a loss of a derivative. Notice that this has nothing to do with the regularity of ∂Ω itself, as we have assumed that the domain Ω has smooth boundary
Here we avoid these problems by working explicitly in E s µ (Ω), which has the decomposition (1.10) built into it. Notation 1.4. When the manifolds are clear from the context, we write simply H s or H s (M ) for H s (M, N ). Denote by · s and · s,∂ the Sobolev norms on Ω and ∂Ω, respectively. In particular the L 2 norms are · 0 and · 0,∂ . By H s 0 (Ω) we shall denote the space of H s maps on Ω which vanish on ∂Ω.
Auxiliary results.
Here we recall some well known facts which will be used throughout the paper. For their proof, see e.g. [15, 29, 4] .
where C = C(n, s, Ω).
We shall make use of the following well-known bilinear inequality (see [15] )
for s > n 2 , s ≥ r ≥ 0, where C = C(n, s, r, Ω). Recall also that restriction to the boundary gives rise to a bounded linear map, u s,∂ ≤ C u s+ 1 2 , s > 0, (1.12) with C = C(n, s, Ω). Next we recall the decomposition of a vector field into its gradient and divergence free part. Given a H s vector field ω on Ω, define the operator Q :
Since solutions to the Neumann problem are unique up to additive constants, ∇g is uniquely determined by ω, so Q is well defined. Define P :
where div −1 (0) ν denotes divergence free vector fields tangent to ∂Ω, by P = I − Q, where I is the identity map. It follows then that Q and P are orthogonal projections in L 2 or that the image of Q is L 2 -orthogonal to the image of P . Notation 1.6. The letter C will be used to denote several different constants. C will never depend on k, η or p. We will use both D and ∇ to denote the derivative. 4 We notice that this lost of a derivative is an extra difficulty of the free boundary problem, not present in the case of the Euler equations in a fixed domain. In this situation, solutions are geodesics in D s µ (Ω). Since the boundary is fixed, ∂Ω is, say, smooth (or at least assumed to be as regular as the rest of the data of the problem), and then ∆
Of course, showing thatθ is in the correct space is only a necessary condition to perform the Picard iteration, and does not by itself show that the ODE has a solution. The full proof has been carried out in the case of the Euler equations in a fixed domain by Ebin and Marsden [22] , and more recently for geodesics on the group of symplectomorphisms by the second author [17] .
2.
The space E s µ (Ω). Here we construct the space E s µ (Ω), as outlined in the introduction. We assume that s > n 2 + 1, as usual. We shall make constant use of (1.11) to estimate the products involved.
Start noticing that the condition J(id +∇f ) = 1 is equivalent to
Equation (2.1) can be considered as a non-linear Dirichlet problem for f , and so for f small, f should be determined by its boundary values. We shall present the argument for two dimensions, which is the main case of interest in this work. The interested reader can generalized the construction of E s µ (Ω) to higher dimensions. In two dimensions equation (2.1) becomes ∆f + f xx f yy − f 2 xy = 0, or equivalently ∆f + det(D 2 f ) = 0, where det means the determinant. Therefore, given h ∈ H
Notice that F is C 1 in the neighborhood of the origin and and F (0, 0) = 0, where we denote by 0 the origin in the product Hilbert space H
where D 2 is the partial derivative of F with respect to its second argument. From the uniqueness of solutions to the Dirichlet problem it follows that D 2 F (0, 0) is an isomorphism, and therefore by the implicit function theorem there exists a neighborhood of zero in H (Ω). In other words, f = ϕ(h) solves (2.2). Furthermore, since ϕ is continuous, given ǫ > 0 we can choose δ 0 so small that ϕ(h) s+1 < ǫ. But if f is a solution of (2.2) with f s+1 ≤ ǫ, and ǫ is sufficiently small, then by elliptic theory the solution is unique and obeys the estimate
where the constant C depends only on ǫ, s, and Ω. Next, we show that the map ϕ is injective. Let f = ϕ(h) and u = ϕ(g). Then f − u satisfies 6) and therefore combining (2.5) with (2.6) and standard elliptic estimates produces
where C depends only on Ω and s. By (2.4) we can estimate f and u in terms of h and g, respectively. Moreover, since h s+ 1 2 ,∂ < δ 0 and g s+ 1 2 ,∂ < δ 0 , we can choose δ 0 so small that
and therefore this term can be absorbed on the left hand side of (2.7), yielding
,∂ .
In particular, f = u when h = g, so the map ϕ is injective. Lastly, we show that the derivative of ϕ (which we already know exists and is continuous) is injective as well. From this and the above it then follows that ϕ(B δ 0 (∂Ω)) is a submanifold of H s+1 (Ω). We start computing the derivative of ϕ at zero in the direction z. Since ϕ(0) = 0,
from which we can write
0 is the inverse of the Laplacian with zero boundary condition and H(z) is the harmonic extension of z to the domain Ω. From standard properties of the Laplacian and (2.4) we obtain
From this estimate and the expansion (2.8) we conclude that
In particular, the derivative of ϕ is injective at the origin. Since ϕ is C 1 , we conclude that Dϕ is one-to-one, provided δ 0 is taken sufficiently small. Recall now the definition (1.4). Notice that Φ is well defined (if δ 0 is small) and its image belongs to E s µ (Ω) since J(β) = 1 and, by construction, J(id +∇f ) = 1. We have therefore proven: (∂Ω) → H s+1 (Ω), given explicitly by ϕ(h) = f , where f solves (2.2). Moreover, the map Φ given by (1.4) is well defined.
Definition 2.2. Under the hypotheses of proposition 2.1, we define
E s µ (Ω) ⊆ E s µ (Ω) by E s µ (Ω) = Φ D s µ (Ω) × ϕ(B s+ 1 2 δ 0 (∂Ω)) .
A new system of equations.
In this section, we shall derive a different set of equations for the free boundary problem (1.1). In light of proposition 2.1 and the hypotheses of theorem 1.1 we can, from now on, assume that solutions η to (1.1) can be written as
with β ∈ D s µ (Ω), ∇f ∈ H s (Ω) and with f satisfying (2.2a). We also observe that
It is customary to write the pressure as a sum of an interior and a boundary term, namely, p = p 0 + kA H , so that the system (1.1) takes the form
The energy for the fluid motion (3.2) is given by the sum of the kinetic and potential energies (1.6) and (1.7), respectively,
This energy is conserved, and therefore
where we have used thatη = u • η and η(0) = id. Differentiating (3.1) in time,η
where v is defined byβ
Using η(0) = id andη(0) = u 0 , from (3.5) we obtain that
Since u 0 is divergence free and tangent to the boundary, one sees that ∇ḟ (0) = 0, and so
Differentiating (3.5) again and using (3.2a) gives the following equation for ∇f
where the operator D 2 vv , acting on a vector w, is given in coordinates by 8) or in invariant form by
, where P and Q have been defined in section 1.2. Notice that L 1 is invertible on the image of P if f is small, since in this case it will be close to the identity. Applying
in Ω, (3.9a)
The system (3.9) will be used to derive estimates for ∇f and v.
Energy estimates.
The main goal of this section is to derive energy estimates which will be used to control the boundary oscillation ∇f . Notation 4.1. From the assumptions that ∂Ω ⊂ R 2 has constant mean curvature, it follows that Ω is a disk of fixed radius. In order to simplify the notation, we shall assume once and for all that the radius is one, therefore ∂Ω = S 1 . Clearly there is no loss of generality in doing so.
Taking into account the previous remark on notation, denote by τ and ν the tangent and outer unit normal to S 1 = ∂Ω, so that τ points counterclockwise-wise. One easily computes then
and
We shall also need the following. In two dimensions
so it follows that
since the Jacobian determinant of η is one. Therefore, any Sobolev norm of (Dη) −1 is bounded by that of Dη,
A similar statement holds for (Dβ) −1 . Moreover, changing variables, using β(Ω) = Ω and J(β) = 1 gives
Hence
Using again change of variables and β(Ω) = Ω and J(β) = 1,
Given an initial condition u 0 ∈ H 5 1 /2 (Ω) for the free boundary problem, by the results of Coutand and Shkoller [7] , there exist a T k > 0, a unique curve η k (t) ∈ H 4 1 /2 (Ω), and a unique function p k (t) ∈ H 4 (Ω(t)) satisfying the free boundary value problem (3.2); moreoverη k ∈ H 4 1 /2 (Ω).
Consider decomposition (3.1). As mentioned in the introduction, we shall prove that ∇f is in fact 1 1 /2 degree smoother than η; see proposition 4.4. Therefore it makes sense to consider ∇f k ∈ H s (Ω), 4 1 /2 ≤ s ≤ 6. From (3.9c) we know that ∇f k and ∇ḟ k are small for small time. More precisely we shall assume the following
Assumption 4.1 will be assumed in this section. Its validity is shown in proposition 4.4, which is stated below and proven in section 5.
We seek to show that estimates (4.3) hold on a time interval uniform in k; in other words, that T k does not become arbitrarily small as k gets large. In order to do this we shall prove that (4.3) implies improved estimates for ∇f and ∇ḟ , possibly with a different constant C > 0. Remark 4.2. For simplicity, in (4.3a) and (4.3b), all values 0 ≤ s ≤ 6 and 0 ≤ s ≤ 4 1 /2 are considered. As we point out in section 6, it will be enough to have (4.3) for only finitely many values of s. Remark 4.3. Several estimates below are valid for ∇f k s and ∇ḟ k s sufficiently small. In light of assumption 4.1, and since we are interested in the limit k → ∞, there will be no loss of generality in assuming that such smallness conditions are in fact met. The most common application of this idea will be to drop higher powers of ∇f k s and ∇ḟ k s , and also to keep only the highest derivative terms. For example, if one has a long expression such as
When the norms dealt with are clear from the context, we shall use a slight abuse of language and refer simply to ∇f k or ∇ḟ k as being small.
The propositions below will be used in obtaining the desired energy estimates. Their proofs are given in section 5.
µ (Ω) be a solution of the free boundary problem (3.2) as in theorem 1.1, and defined on a time interval [0, T k ). Thenη k ∈ H 4 1 /2 (Ω). Moreover, if T k is sufficiently small and k sufficiently large, then ∇f k ∈ H 6 (Ω), ∇ḟ k ∈ H 4 1 /2 (Ω), and equations (4.3) hold.
Proof. See section 5.
It will also be important to relate equations in Ω and Ω(t). To this end, let ξ denote either η or id +∇f = η • β −1 . We denote by ∆ ξ the operator defined by
where ∆ is the Laplacian in the domain ξ(Ω).
Proposition 4.5. For sufficiently small time and small ∇f , ∆ ξ is an invertible elliptic operator on H s 0 (Ω) . Proof. See section 5.
We are now ready to start our energy estimates. To facilitate the reading, most of the calculations will be split into several short lemmas, propositions and corollaries.
Define
By construction, η is volume preserving, so the vector field
is divergence free. Right invariance through β implies that η(Ω) = η(Ω), ∂ η(Ω) = ∂η(Ω). In particular, p is defined on η(Ω). Define the energy
The purpose of using E rather than the physical energy defined in (3.3) is that E allows us to estimate f more explicitly. Notice, however, that as E does not carry direct physical significance, we have not normalized it as to keep it finite in the limit k → ∞.
Lemma 4.6.
where N is the normal to ∂ η(Ω), D τ is the derivative tangential to ∂Ω, and |D τ η| is the length of the derivative of η applied to the boundary surface element. Consider
where we have used div(˙ η • η −1 ) = 0 and p
Now the result is straightforward from the fundamental theorem of calculus and the definition of E.
Lemma 4.7.
Proof. Since˙ η = ∇ḟ , recalling that L 2 = QL, L = id +D 2 f and using the fact that Q is symmetric with respect to the L 2 inner product,
where we used that Q and P are orthogonal and L
−1
1 takes the image of P onto itself. Lemma 4.8.
Proof. Notice that u 0 = 0 because of (3.9c) and (4.4). Recall that˙ η = ∇ḟ and apply lemmas 4.6 and 4.7 to get
We claim that
In fact, integrating by parts and using div(v) = 0 produces
Using the form of L 2 and L, from (4.7), equation (3.9a) , and the properties of Q and P (as in lemma 4.7), we get the result.
Proof. Making a change of variables in (4.5) one has
The energy can then be written 9) and direct computation gives
where we used τ, τ = 1. Using Taylor's theorem with integral remainder gives
with R as in the statement of the lemma. From this, (4.8), (4.9) and (4.10) the result follows.
Lemma 4.10.
Proof. Writing
we obtain
from which it follows that
Using (4.14) and (4.15) one obtains
The Cauchy inequality with ǫ, i.e., ab ≤
and the result follows by choosing ǫ sufficiently small.
Lemma 4.11.
Proof. Given any ε > 0, by the Sobolev embedding theorem, there exists a constant C > 0, depending only on ∂Ω and ε, such that
Use (4.16) to find
Analogously,
Next, we use integration by parts to estimate the term
Since the boundary is S 1 , we see that D τ τ = −ν, ν being the outer unit normal, and hence the integral becomes
Now we will use the equation for f . Integrate (2.2a) over Ω and integrate the Laplacian term by parts to find
Now we estimate the remainder term from lemma 4.9. By inequality (4.16) and the bootstrap assumptions we obtain that 20) provided that k is sufficiently large. Using τ, D τ Df ≤ |D τ Df | (since |τ | = 1), for any point on Ω we find that
Hence from inequalities (4.20) and (4.21), and invoking (4.16) once more, we find that the remainder term R in lemma 4.9 obeys obeys the estimate 22) provided that ∇f is sufficiently small, i.e., that k is large enough. Using lemmas 4.9 and 4.10 along with (4.17), (4.18) and (4.22), produces the result.
Lemma 4.12. L −1 P is a bounded linear operator in H s , s ≥ 0, if ∇f is sufficiently small.
Proof. Since L = id +D 2 f , for ∇f small this operator is bounded, with bounded inverse on the image of P . P is an orthogonal projection in L 2 (Ω) and it is also bounded in H s (Ω), s ≥ 0.
Lemma 4.13.
1 P . Proof. From lemmas 4.8 and 4.11 it follows that 1 2k ∇ḟ
Now the lemma follows from the Cauchy-Schwarz inequality, (1.11) and the fact that Q, and hence P and L
1 , are bounded operators in L 2 (see lemma 4.12). Lemma 4.14.
Proof. Since our goal is to estimate ∇f , it can be assumed that ∂Ω f = 0. Then one has the following elliptic estimate
Use (2.2a) and the Sobolev embedding theorem to obtain
from which the result follows.
Proposition 4.15. Let A be the mean curvature of the boundary of the domain η(Ω). Then if ∇f is sufficiently small,
where s ′ = max(s, ε), and ε is a fixed small number.
Proof. Notice that the left hand side of the above inequality is well defined since η(Ω) = η(Ω). The mean curvature at η(Ω) is given by
where N is the normal to ∂ η(Ω). Since η = id +Df , one has
Notice that by (4.16), |D τ η| −1 is well defined for large k, and the same holds for the several expressions below derived from |D τ η| −1 . Then
We compute
where
(4.28)
From this it follows
, where We now have
Moreover, A • η > 0 for large k, so we can drop the absolute value and write
Our goal now is to use the above expression to estimate A • η − 1 s+ ,∂ . We shall use (1.11) to estimate the several products involved. If s > 0, then the condition s + 
where the last inequality holds if ∇f is sufficiently small. Next, from (4.28),
where the last inequality holds if ∇f is sufficiently small because of (4.34). The Sobolev norm of the integrand can be estimated in terms of the Sobolev norm of M 0 and the Sobolev norm of the real valued function h t (x) = 1−t (1+tx) 2 , 0 ≤ t ≤ 1, as follows. For δ > 0 very small it holds that 
for all x ∈ ∂Ω (provided that k is large enough), hence (4.35) gives 
where we ignored higher powers of the terms involved since we can assume that k is sufficiently large and hence ∇f sufficiently small. From (4.30),
where we have used (4.38) and (4.37) and again dropped higher powers of the terms involved. From (4.31) and (4.39) it then follows that
Finally M 5 is estimated from (4.32) with the help of (4.40); the integral term in (4.32) is estimated by an argument similar to that used to obtain (4.37); it yields
Combining (4.33) and (4.41) the result follows.
Proposition 4.16. Let A H be the harmonic extension of the mean curvature to the domain η(Ω).
Then if ∇f is sufficiently small,
42)
where r = max(s, 1 + ε), s ′ = max(s, ε), and ε is a fixed small number.
Proof. Notice that the left hand side of (4.42) is well defined since η(Ω) = η(Ω). Consider the function A H : Ω → R defined by A H = A H • η − 1. It satisfies
Intuitively, A H is the harmonic extension of the mean curvature subtracted off the contribution from the domain at time zero, from the point of view of the fixed domain Ω. Invoking proposition 4.5 and standard elliptic estimates, we have
(4.43)
Computing,
Using (1.11), (4.43) implies
where r is as stated in the proposition. Combining (4.44) with proposition 4.15 gives the result.
Proposition 4.17.
for small time and s ≤ 3.
Proof. Define
where (·, ·) s is the inner product in H s (Ω). Differentiating in time and using (3.9b) produceṡ
(4.47)
In order to obtain a differential inequality for E v , we need now to show that (v, P (∇ v v)) s can be estimated in terms of the s-norm of v.
One can assume that s > 1 and also that s is an integer. In fact, when one or both of these conditions are not satisfied, we can replace s by the next larger integer and carry the estimates in this case, provided the corresponding norms of ∇f and ∇ḟ are still bounded, which will be the case for s ≤ 3 due to the bootstrap assumption. The condition s > 1 is required to use (1.11), whereas an integer s simplifies estimates with the Sobolev norms, as
where (·, ·) 0 is the L 2 inner product. Since P is a bounded operator in the Sobolev norm,
Since P = I − Q we get
The first term on the right hand side is zero because integrating by parts and using v, ν = 0 gives
For the second term, notice that the commutator term involves at most s derivatives of v and hence
We observe the simple but important fact that since v is divergence free,
i.e., like in the ordinary case of the Euler equations, div(∇ v v) is only first order in derivatives of v rather than second order. Elliptic theory gives
,∂ . To estimate the boundary term, recall that v, ν = 0, so that ∇ v v, ν = − v, ∇ v ν and hence
(4.51)
We conclude that ∇g s ≤ C v 2 s , and therefore 
where we have used the hypotheses on ∇f and ∇ḟ . A standard ODE argument now shows that for small time E v ≤ C, what gives the desired result.
Corollary 4.18.
Proof. Sinceβ = v • β and β(0) = id, one has
and hence
where proposition 4.17, proposition 1.5 and J(β) = 1 have been employed. Iterating the above inequality yields the result.
Corollary 4.19.
Proof. As before, we can assume that s > 2. Use then (3.5), proposition 1.5 and J(β) = 1 to find Proof. Define q 0 = p 0 • η and notice that ∇p 0 • η = ∇q 0 (Dη) −1 . Therefore
where s ′ = max{s, 1 + ε}. We claim that both terms on the right hand side can be estimated froṁ η. In light of (4.1), the first term is estimated in terms of Dη s ′ , and hence, in terms of η s ′ +1 . This last term, in turn, is estimated in terms ofη due to
For the second term on the right hand side of (4.53), notice that q 0 satisfies
where we let s ′′ = max{s − 1, 1 + ε} and used (1.11). Since ∇u • η = ∇(u • η)(Dη) −1 , this implies
after invoking (1.11), (4.1) and (4.54), and recalling that u • η =η. Using (4.55) and (4.56) with (4.53) yields
so it is enough to estimateη. Letting r = max{s ′′ + 1, s ′ + 1, 2 + ε}, we see that r ≤ 3 and hence the result follows from corollary 4.19. 
Proposition 4.16 gives
Invoking (4.2) and corollary 4.19 we obtain the result.
Finally we combine all of the above to obtain the desired energy estimate:
Proof. From lemmas 4.13 and 4.12, propositions 4.17 and 4.21, and (1.12), it follows that
to both sides and invoking lemma 4.14 yields
The term ∇ ν f 2 0,∂ can be estimated by ∇ ν f 2 ε,∂ , which in turns is estimated by ∇f 2 1 because of (1.12). Since ∇f 2+ε is small due to the bootstrap assumption, the term
can be absorbed into the term ∇f 2 3 2 on the left hand side, finishing the proof.
Regularity of ∇f and elliptic estimates.
In this section we shall prove propositions and 4.4 and 4.5.
Proposition 5.1. Let η and p be as in theorem 1.1. Suppose further that assumption (4.3a) holds for s ≤ 4 1 /2. Then ∇f ∈ H 6 (Ω).
Proof. The strategy will be to solve for the highest derivatives of f in (4.25) . Notice that β is as regular as η.
Recalling (4.12) and (4.13),
Hence (4.25) gives
We write this as
where R 1 is a polynomial expression in at most two derivatives of f , and in |D η| −2 . Analogously,
which can be written as
where R 2 is a polynomial expression in at most two derivatives of f and in |D η| −2 .
To get a formula for N • η we note that the unit tangent vector to ∂ η(Ω) is |D τ η| −1 (τ +D τ ∇f ). Thus if J denotes a clockwise right-angle rotation of the plane we find that
Use (5.3) to combine (5.1) and (5.2) as
where r 1 and r 2 are again polynomials in at most two derivatives of f and in |D η| −2 . Also A and B are given by:
Notice that W also contains at most two derivatives of f . Given assumption 4.1 for s ≤ 4 1 /2, if k is sufficiently large (and so ∇f sufficiently small), use (4.27) to expand |D η| −2 = 1 + M 1 and |D η| −4 = 1 + 2M 1 + M 2 1 , as it was done in proposition 4.15. It then follows that the lowest order terms in r 1 and r 2 are O(∇f ), and in particular r 1 and r 2 can be made arbitrarily small by taking k large. It also follows that A and B are nowhere zero, so the algebraic system (5.4) can be solved for D 3 τ f and D 2 τ D ν f . We conclude that
where P 1 and P 2 are polynomials in their arguments and R 3 and R 4 are polynomial expressions containing at most two derivatives of f and in |D τ η| −1 . The explicit dependence on |D τ η| −1 can be eliminated by expanding
Hence this term is absorbed into R 3 and R 4 .
We can now determine the regularity of f . First notice that β is as regular as η. By construction, we know that ∇f is at least in H 4 1 /2 (Ω) as well. From the hypotheses we have ∇p • η ∈ H 3 (Ω) and
, where we recall that p 0 and A H have been defined in (3.2). Since
, and therefore A• η ∈ H 3 1 /2 (∂Ω). We infer from (5.5) -using also the fact that the right hand side of this expression has at most two derivatives of f -that D τ f ∈ H 5 1 /2 (∂Ω) and D ν f ∈ H 5 1 /2 (∂Ω), which implies ∇f ∈ H 6 (Ω).
proof of proposition 4.4: We know already thatη k ∈ H 4 1 /2 (Ω) (see remark 1.2), so that ∇f k and ∇ḟ k are in H 4 1 /2 (Ω). As they satisfy ∇f k (0) = 0 = ∇ḟ k (0), shrinking T k if necessary we can assume that assumption 4.1 holds for s ≤ 4 1 /2. We can therefore apply proposition 5.1 and conclude that in fact ∇f k ∈ H 6 (Ω). Shrinking T k once more, we can now assume that assumption 4.1 holds in full, finishing the proof.
proof of proposition 4.5: Either ξ = id +∇f or ξ = β + ∇f • β = id + t 0 v • β + ∇f • β. ∇f 3 will be small by the bootstrap assumption; for small time t 0 v • β 3 will be small due to proposition 4.17 and corollary 4.18, whereas ∇f • β 3 will be small in light of proposition 1.5, the bootstrap assumption and corollary 4.18. Therefore ξ is near the identity in H 3 and so ∆ ξ is a bounded elliptic operator from H s 0 (Ω) to H s−2 (Ω). for s ≤ 3.
Remark 5.2. Notice that ∆ ξ in the previous proof is bounded uniformly in ξ as long as the bootstrap assumption holds. We shall show in the next section that equations (4.3) in fact hold in a uniform time interval, so the perturbation will be uniformly bounded in a small time interval independent of k.
The bootstrap estimate.
The goal of this section is to show that assumption 4.1 holds uniformly on a small time interval. As pointed out in remark 4.2, it is enough to our purposes to prove this for finitely many values of s. proof for ∇f s , s = 0, 1, 2, 2 + ε, 3 + ε: We will use an iteration scheme, hence, write assumption (4.3a) as
for s = 0, 1, 2, 2 + ε, 3 + ε, 6, where
2 is defined inductively by
Notice that with the exception of the first line, j + 1, and not j, appears on the right hand side of the above expressions.
Plugging (6.2) into (4.58) yields
For ε sufficiently small, the term in parenthesis on the right hand side is bounded by a constant C. It then follows that the second term on the right hand side is bounded by the third term because from the above definitions one has
In particular, Using (6.2), (6.5), and (6.7) with t = 6 yields
for s = 2, 2 + ε, 3 + ε, with δ(2), δ(2 + ε) and δ(3 + ε) given by (6.3c), (6.3d) and (6.3e), respectively. Then using (6.2) and (6.5) with (6.8) and letting r = 0 yields
10) with δ(1) given by (6.3b). Now one can repeat this argument: given a value of δ j (s) in (6.2), estimate (6.4) yields (6.5) with δ j+1 (1.5) given by (6.3a); this then gives, through (6.9) and (6.10), newly improved values for the remaining δ j (s). One can check from the definitions (6.3) that it is possible to iterate this procedure a sufficient number of steps as to obtain (i) (6.1a) with some Λ ′ , for s = 1, 1.5, 2, 2 + ε, 3 + ε; (ii)
> 1 + γ and
2 > 1 + γ for some γ > 0. Now, since ∇f 0 ≤ ∇f 1 , (6.10) gives
giving the result with Λ = min{Λ ′ , Remark 6.2. With (6.1a) proven for s = 0, 1, 2, 2 + ε, 3 + ε and and (6.1b) proven s = 0, 1, one can apply the interpolation inequality (6.6) once more in order to obtain
possibly with new constants Λ and C. These can be assumed independent of s since we shall use (6.12) for only finitely many s-values. In particular these bounds are valid for integral s. We henceforth assume (6.12) . proof for ∇f 6 . From (5.4a)
From our constructions and application of (1.11) it is seen that for ∇f sufficiently small
Furthermore, from proposition 4.15 with s = 3 one obtains 16) provided that ∇f is sufficiently small. We also have
Using (6.14), (6.15), (6.16) and (6.17) along with (6.12) and (6.13) yields 18) for some Λ > 0.
We shall now use equation (2.2a) to estimate f . Since this equation is unchanged by subtracting a constant from f , and since our goal is to estimate ∇f , we can assume that ∂Ω f = 0. Then Poincaré's inequality implies 19) where (6.12) and (6.18) have been used. From (2.2a),
In order to estimate (D 2 f ) 2 5 , let us look at the highest order term
Applying (1.11) with s = 1 + ε, r = 0 and the term with the r-norm on the the right of (1.11) being always the one with fewer derivatives in the product (D ℓ+1 Df )(D 6−ℓ Df ), leads to The term ∇f 2+ε ∇f 6 can be absorbed on the left hand side by (6.12a), finishing the proof.
proof for ∇ḟ 4 1 /2 . Differentiate (6.13) in time and proceed as in the proof of ∇f 6 .
7. Proof of theorem 1.1.
We are now in a position to prove theorem 1.1, assume therefore all its hypotheses. As we are interested in passing to the limit, it will be convenient to reinstate the subscript k
6
. The t-dependence will also be written when we want to stress the interval where certain estimate is valid. We shall make extensive use of proposition 1.5, so we remind the reader that J(β k ) = 1.
proof of theorem 1.1: For each k, let T k be the maximum interval of existence for (1.1). Since
As ζ,ζ, η k andη k are continuous functions of t, given ̺ > 0 we can choose
Since ζ exists for all time, there exists a constant M such that
Combining (7.1), (7.2) and (7.3) yields
By proposition 4.4, the equations (4.3) hold on a time interval [0, T k ], and shrinking T k if necessary we can assume T k ≤ T k . Proposition 6.1 then implies that equations (6.1) hold on T k . Therefore from (3.1) , (7.4) and proposition 1.5 it follows
6 Notice that the operators L1 and L2 also depend on k, but we shall not attach a subscript k to them as to avoid a cumbersome notation. All we shall need about L1 andL2, in fact, is that they are bounded operators with norm bounded above by a constant independent of k -a condition that clearly holds for k large.
Because of (6.1a), if k is sufficiently large, the term C ∇f k (t) 4 1 /2 β k (t) 4 1 /2 can be absorbed on the left hand side and therefore
where (6.1a) has been used to bound ∇f k (t) 4 1 /2 . Then, using (7.5) along with proposition 1.5 and (4.2), (3.5), (4.19), (1.11), (6.1b) gives
As before, the last term can be absorbed on the left hand side if k is large enough because of (6.1a), so that
(7.6) From (7.5), (7.6) and proposition 1.5 it immediately follows that
Therefore, invoking again (3.1) we obtain, with the help of proposition 1.5, (7.5) and (6.1a), 8) and from (3.5), (7.6), (1.11), proposition 1.5, (6.1a) and (6.1b) we have, after recalling thatβ
where Λ comes from proposition 6.1. From (7.8) and (7.9) we see that in order to obtain the desired convergence it will suffice to show that β k (t) → ζ(t) andβ k (t) →ζ(t). We proceed therefore to analyze the equation of motion for β k (t), i.e., (3.9b).
) with β k on the right and using (7.10) yields
We recall that the pressure p appearing in (1.2a) is determined by the fluid velocity ϑ =ζ • ζ −1 . In fact, exactly as in (7.10), we haveζ = (θ + ∇ ϑ ϑ) • ζ, so that (1.2a) becomeṡ
Taking divergence of (7.12), using div(θ) = 0 and recalling the definition of Q, (1.2a) can be written asζ
are on the image of P , we see that (7.11) and (7.13) can also be written asβ
14) andζ = Z(ζ,ζ), (7.15) where Z is the operator defined by
and R k is given by
Z is well defined since if w is a H s divergence free vector field, then the gradient part of ∇ w w, i.e., Q(∇ w w) is also in H s and not merely in H s−1 as one would expect at first sight. This follows from the definition of Q since the divergence free condition implies that div(∇ w w) depends on only first derivatives of w; see [22] for details.
Integrating equations (7.14) and (7.15), subtracting, and using thatβ k (0) = u 0 =ζ(0) (because ∇ḟ k (0) = 0) gives
We need to show that R k 4 1 /2 is small. For this, first notice that where we used again (1.11) and the fact that the operator D v k v k does not depend on derivatives of v k (see (3.8) ). Combining (7.18) and (7.19) with (7.5), (7.6), (6.1), and proposition 1.5 we obtain In [16] is proven that the map Z is smooth. Since (ζ(t),ζ(t)) [0, T k ] is compact in D 4 1 /2 µ (Ω)×H 4 1 /2 (Ω), the map Z is uniformly Lipschitz in a small neighborhood of the curve (ζ(t),ζ(t)). Therefore, because of (7.1), (7.2), (7.8) and (7.9), if ̺ and T k are sufficiently small and k sufficiently large, Z(β k ,β k )(t) − Z(ζ,ζ)(t) 4 1 /2 ≤ C β k (t) − ζ(t) 4 1 /2 +C β k (t) −ζ(t) 4 Recall now that the time interval was defined by the validity of (4.3). Proposition 6.1 shows that this implies that a better estimate, namely, (6.1), holds on [0, T k ], and thus if k is sufficiently large, T k is a non-decreasing function of k, as long the solution η k (t) exists on that interval. But now, since the solution ζ exists for all time, it follows from (7.24), equations (7.15), (7.14) and (7.20) , that the interval of existence of β k (t) is also non-decreasing with k (for k large), and then the same is true for η k (t) by (7.8) and (7.9). We conclude that there exists a T > 0, independent of k, such that η k (t) exists on [0, T ] for all k, and such that (after combining (7.24) with (7.8) and (7.9)), 
Final remarks.
Here we expand on several comments made in the introduction, and make some further remarks. We start by pointing out how the theorem can be generalized to include different initial conditions u 0k , not necessarily tangent to the boundary, but which converge suitably to an initial velocity u 0 of problem (1.2) . In this case, we would have u 0k = P (u 0k ) + Q(u 0k ) = v 0k + ∇ḟ 0k .
We then have to choose v 0k − u 0 ∼ 1 k A and ∇ḟ 0k ∼ 1 k A , in the appropriate norms. It is not difficult to see then that if A is large, the estimates we presented will still go through. In fact, in the energy estimates, there will be an additional term u 0k coming from ∇ḟ k (0), which can then be grouped with the other terms in 1 k without affecting the result, provided that A is suitably chosen for this purpose. Similarly, when we considered ζ (t) −η k (t) 4 1 /2 and ζ (t)−β k (t) 4 1 /2 in the previous proof, we would have extra terms of the form u 0 −(v 0k +∇ḟ 0k ) 4 1 /2 and u 0 − v 0k 4 1 /2 , respectively which again will be negligible errors of the order 1 k A . The importance of having only one boundary component with constant mean curvature at time zero can be seen from the boundary condition for the pressure p. p is explicitly coupled to η via its gradient. The "boundary part" of p is given by the harmonic extension A H of the the mean curvature A, and therefore ∇A H = 0 when A is constant so one can expect ∇A H to be small for small time.
We point out that our method can also be used to prove well-posedness in E s µ (Ω). This is done by using an iteration scheme for the system (3.9). The iteration will converge if f is sufficiently small, which, due to the estimates of section 2, will be the case provided that δ 0 in theorem 2.1 is small enough. This will be shown in a future work [21] .
We finally comment on the higher dimensional case. There seems to be no conceptual problem in generalizing our proofs to three and higher dimensions, the difficulties being mostly computational. Notice that in section 7 we did use the fact that solutions to (1.2) exist for all time, a feature unique to those equations in two spatial dimensions, but this is superfluous: all we need there is a fixed time interval [0, T * ] in which (1.2) has a unique solution (see [16, 19, 20] where a similar convergence argument is used). In fact, we expect that most of the arguments here presented can be generalized to higher dimensions in a more or less straightforward manner. The part that presents substantial difficulties is the derivation of the energy estimates of section 4, in particular those dealing with the mean curvature of the boundary. The simplicity of the mean curvature operator for one-dimensional boundaries was employed to a great extent in section 4. The expressions will become much harder to handle in three and higher dimensions, as it should be expected from usual difficulties posed by mean curvature type of equations.
