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Abstract
For a singular random matrix X ; we ﬁnd the Jacobians associated to the following
decompositions: QR; Polar, Singular Value ðSVDÞ; L0U ; L0DM and modiﬁed QR (QDR).
Similarly, for the cross-product matrix S ¼ X 0X we ﬁnd the Jacobians of the Spectral,
Cholesky’s, L0DL and symmetric nonnegative deﬁnite square root decompositions.
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1. Introduction
During the past decades, several problems on the distribution theory for random
matrices have found solutions. For example, the noncentral distributions were
found using zonal polynomials or the hypergeometric function with matrix
argument, [15,17]. Double noncentral distributions and distributions associated
with eigenvalues of some speciﬁc matrices, were solved through the application of a
generalization of zonal polynomials called invariant polynomials with matrix
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argument, [3,4]. A problem that has not been solved completely is the one related to
the distribution of random singular matrices, which are not unusual to ﬁnd in
practical and theoretical problems. It is well know for example that a given sample
matrix YARNm; with N subjects and m variables, is singular when there is some
linear dependence among variables or subjects. This case is usually solved by
eliminating individuals or variables, accordingly. The solutions obtained this way were
forced because the theory was not developed enough so as to deal with singular
matrices. As a matter of fact, the distributions of such Y 0s do not exist with respect to
the Lebesgue measure in RNm: Recently, some distributions for singular random
matrices has been established; see [6–9,28,30]. As it can be noticed from these
references, the main problem to determine the distributions for random matrices has
been the search for a new basis and the corresponding coordinates for the rows and the
columns of Y ; since as a function of the new coordinates it is possible to deﬁne the
measure for which the density function of Y will exist. To do this, it is necessary to give
a factorization of Y (which is not unique) and to calculate the corresponding jacobian
(which, might be not unique, either); not an easy task, due to the natural complications
of working with this kind of distributions; see [1, Section 19] and [27, Chapter 5].
Formally, if Y has a distribution with respect to the Lebesgue measure, and K
andN; are two given subspaces, what we do when we factorize Y is to rewrite Y as a
product of at least two new matrices, e.g. Y ¼ KN; such that KAK and NAN: The
main problem is then to ﬁnd the image of the Lebesgue measure ðdY Þ deﬁned on
RNm under the mapping ðKAKÞ  ðNANÞ: In other words, we have to ﬁnd the
jacobian of the transformation or equivalently, the volume element. To work out this
problem, we can ﬁnd different approaches: taking derivatives element by element,
[5,26,29]; calculating the Gram determinant on Riemannian manifolds, which is the
square of the Jacobian, [2]; making use of matrix differential calculus taking into
account the linear structures of the transformations, [21]; or using the exterior
product of the differential forms, [16] and [23, Chapter 2]. This last method has
proved to be a very powerful technique when we are dealing with the factorization of
singular random matrices and therefore we will use it here, [9,30].
We extend in this work the above ideas and introduce some new ones, to deal with
the case when Y has a distribution with respect to the Hausdorff measure; that is,
when Y is a singular random matrix. In particular, we extend to singular matrices the
Jacobians associated with the QR; SV and Polar decompositions; also, for singular
and nonsingular matrices, we obtain the Jacobians associated with the modiﬁed QR;
called (QDR), the L0U and L0DM decompositions, as well as some other
decompositions closely related to these, namely: the spectral, Cholesky’s, L0DL and
symmetric positive square root decompositions, and some of their modiﬁcations, [6].
2. New Jacobians
We consider the Stiefel manifold whose elements are N  m ðNXmÞ
matrices H1 (semiorthogonal matrices) such that H1
0H1 ¼ Im; the m  m
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identity matrix. For N ¼ m; the Stiefel manifold is the group of orthogonal
matrices.
The invariant measure on a Stiefel manifold is given by the differential form
ðH10dH1Þ 
q^
i¼1
N^
j¼iþ1
hj
0 dhi ð1Þ
written in terms of the exterior product ð4Þ; where we choose an N  ðN 	 mÞ
matrix H2 such that H is an N  N orthogonal matrix, with H ¼ ðH1^H2Þ and dh is
an N  1 vector of differentials, see [11,16,22].
Some other authors have proposed alternative expressions to that given in (1) in
terms of a standard differential denoted by gN;mðH1Þ and deﬁned as
ðH10dH1Þ  JðH10dH1-dH1ÞdH1 ¼ gN;mðH1ÞdH1; ð2Þ
where Jð
Þ denotes the jacobian. An explicit form for gN;mðH1Þ is given in [29,
Problem 1.33, p.38].
Observe that, if X is a N  m matrix with rank qpminðN; mÞ; with q distinct
singular values, we can write X as
X1 ¼
X11
qq
X12
qm	q
X21
N	qq
X11
N	qm	q
0
@
1
A ð3Þ
in such a way that rðX11Þ ¼ q: This is equivalent to the right product of the matrix X
with a permutation matrix P; that is X1 ¼ XP: Note that the exterior product of the
elements from the differential matrix dX are not affected by the fact that we multiply
X (from right or left) by a permutation matrix; that is, ðdX1Þ ¼ ðdðXPÞÞ ¼ ðdX Þ;
since P is an orthogonal matrix. We use this fact through the different factorizations
proposed in this section, i.e. the X matrix for which the factorization is sought, is
assumed to be pre- or post- (or both) multiplied by the corresponding permutation
matrix, P: Then, without loss of generality, ðdXÞ will be deﬁned as the exterior
product for the differentials dxij; such that xij are functionally independent. It is
important to note that we will have Nq þ mq 	 q2 functionally independent elements
in the matrix X ; corresponding to the elements of X11; X12 and X21: Explicitly,
ðdX Þ  ðdX11Þ4ðdX12Þ4ðdX21Þ ¼
N^
i¼1
q^
j¼1
dxij
q^
i¼1
m^
j¼qþ1
dxij : ð4Þ
Similarly, given an m  m positive semideﬁnite real matrix S of rank q; with q
distinct eigenvalues, we deﬁne ðdSÞ as
ðdSÞ 
q^
i¼1
m^
j¼i
dsij : ð5Þ
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Note that S can be written as
S 
S11
qq
S12
qm	q
S21
m	qq
S22
m	qm	q
0
@
1
A with rðS11Þ ¼ q ð6Þ
and, the number of functionally independent elements in S are, mq 	 qðq 	 1Þ=2
corresponding to the functionally independent elements of S12 and S11: Recall that
S11 is a q  q positive deﬁnite real matrix, in such a way that S11 has qðq þ 1Þ=2
functionally independent elements, therefore, (5) can be written as
ðdSÞ  ðdS11Þ4ðdS12Þ:
We shall include here some results concerning the jacobians for the singular value
and spectral decompositions, as the results are going to be applied in the sequel.
The explicit form for measures (4) and (5) were used by Srivastava [28] to deﬁne
the measures ðdXÞ and ðdSÞ; respectively. Given these measures, Srivastava [28]
found the jacobians of certain transformations of X and S; like the QR; Cholesky
and spectral decompositions, among others. These results are useful to study the
singular Wishart and beta distributions.
Srivastava [28] considers the canonical basis for the subspace of N  m random
matrices of rank q; with q distinct singular values and their corresponding
coordinates X11; X12; X21 to deﬁne the measure ðdX Þ: In a similar way, he takes
the usual basis of the ðmq 	 qðq 	 1Þ=2Þ-dimensional manifold of rank q positive
semideﬁnite m  m real symmetric matrices with q distinct positive eigenvalues with
their corresponding coordinates S11; S21; to deﬁne the measure ðdSÞ: As it was
mentioned in the Introduction, there is no unique way to deﬁne the measures ðdXÞ
and ðdSÞ; see ﬁrst paragraph Section 3 in [19]. In the following, we propose different
bases and coordinate systems to deﬁne, in an explicit way, the measure ðdX Þ in terms
of the factorizations QR; QDR; L0U ; L0DU and SVD; as well as for the measure
ðdSÞ; in terms of the Cholesky, spectral, L0DL and the nonnegative deﬁnitive square
root decomposition of S:
Finally, note that the jacobian associated to a speciﬁc transformation on X or S;
does not have to be the same for all the measures ðdXÞ and ðdSÞ; v.g compare
Theorems 2.3 and 2 in [28,30] respectively, (see also the equation after Eq. (1.4) in
[28]); in the same spirit, compare our Theorem 4 below, with Theorem 2.1 in [28].
The following result establishes the jacobian for the nonsingular part of the
singular value decomposition of a matrix, which is deﬁned in [25, p. 42] and [10, p.
58]. Observe that, when NXm ¼ q; the Jacobian given in Lemma 1 has been studied
by James [16, Section 8.1]; Roy [26, A.6.3, p. 183]; Le and Kendall [20, Section 4] and
by [30, Theorem 5]. One important consequence from Lemma 1, is that W1 ¼ V1;
when X ¼ X 0 and we then get the nonsingular part of the spectral decomposition
of X :
Lemma 1 (Singular value decomposition, SVD). Let X be an N  m matrix of rank
qpminðN; mÞ; with q distinct singular values. Then there exist an N  q
semiorthogonal matrix V1 , an m  q semiorthogonal matrix W1 and a diagonal
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matrix D ¼ diagðD11;y; DqqÞ; with D114?4Dqq40; such that X ¼ V1DW10; the
nonsingular part of the SVD; and
ðdX Þ ¼ 2	qjDjNþm	2q
Yq
ioj
ðD2ii 	 D2jjÞðdDÞðV10dV1ÞðW10dW1Þ
where ðdDÞ  Vqi¼1 dDii; and ðV10dV1Þ and ðW10dW1Þ are given by (1) or (2).
For a proof see [9].
Now, observe that the Jacobian in Lemma 2(1) is a particular case of Lemma 1,
considering the symmetry of S; [8]. This Jacobian was established by Uhlig [30].
When m ¼ q; the Jacobian has been studied by James [16, Section 8.2]; James [18,
Eq. (93)] (when S is Hermitian); Srivastava and Khatri [29, p. 31] and by Muirhead
[23, pp. 104–105]. Srivastava [28] propose an alternative expression for 2(1) based on
the measure given in (5). Proof for Lemma 2 part(2) is given in [9].
Lemma 2 (Spectral decomposition). Let S be an m  m positive semidefinite real
matrix of rank q; with q distinct eigenvalues. Then, the nonsingular part of the spectral
decomposition can be written as S ¼ W1LW10; where W1 is an m  q semiorthogonal
matrix and L ¼ diagðL11;y; LqqÞ; with L114?4Lqq40: Also, let X be as in Lemma
1; and write X ¼ V1DW10 ðSVDÞ and S ¼ X 0X : Then
(1) ðdSÞ ¼ 2	qjLjm	qQqioj ðLii 	 LjjÞðdLÞðW10dW1Þ;
(2) ðdXÞ ¼ 2	qjLjðN	m	1Þ=2ðdSÞðV10dV1Þ:
The following result, becomes very handy in establishing some other important
results in this section. It provides us with the Jacobian associated with a quasi-
triangular matrix when it is written as the product of a diagonal matrix and a quasi-
triangular unit matrix. Its proof and the all the other proofs associated with the
results given in the paper are provided in Appendix A.
Theorem 1. Let J be a q  m upper quasi-triangular matrix with rðJÞ ¼ q; that is,
J ¼ ðJ1^J2Þ such that J1 is a q  q upper triangular matrix with j114?4jqq40: Then
J ¼ BG where B ¼ diagðb11;y; bqqÞ; with b114?4bqq40; G is a q  m upper quasi-
triangular matrix with g114?4gqq40; and
(1)
ðdJÞ ¼
Yq
i¼1
bm	iii
Yq
i¼1
giiðdBÞðdGÞ: ð7Þ
(2) if gii ¼ 1 for all i ¼ 1;y; q then
ðdJÞ ¼
Yq
i¼1
bm	iii ðdBÞðdGÞ; ð8Þ
where ðdJÞ  Vqi¼1 Vmj¼i djij ; ðdGÞ  Vqi¼1 Vmj¼iþ1 dgij and ðdBÞ  Vqi¼1 dbii:
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For full rank square matrices D and G; the Jacobian is given in Theorem 1(1) in
[21, Theorem 810, p. 141] and it is derived using linear structures.
We present the jacobian for a nonfull rank rectangular matrix X ; when we
consider its decomposition as the product of two triangular matrices, that is, its L0U
decomposition.
Theorem 2 (L0U decomposition, Doolittle’s version). Let X be an N  m matrix of
rank qpminðN; mÞ; with q distinct singular values, and write X ¼ D0U; where D is a
q  N upper quasi-triangular matrix, with dii ¼ 1; i ¼ 1;y; q and U is a q  m upper
quasi-triangular matrix with u114?4uqq40: Then,
(1)
ðdXÞ ¼
Yq
i¼1
uN	iii ðdUÞðdDÞ: ð9Þ
(2) If d114?4dqq40
ðdXÞ ¼
Yq
i¼1
uN	iii
Yq
i¼1
dm	iþ1ii ðdUÞðdDÞ; ð10Þ
where ðdDÞ  Vqi¼1 Vmj¼iþ1 ddij ; ðdUÞ  Vqi¼1 Vmj¼i dUij :
This theorem gives a variant of the decomposition L0U known as Crout’s
decomposition, see [13, p. 228], by letting D be a q  N upper quasi-triangular matrix
with d114?4dqq40 and U a q  m upper quasi-triangular matrix, such that uii ¼ 1
for all i ¼ 1;y; q:
Corollary 1 (L0U decomposition, Crout’s version). Let X be an N  m matrix of
rank qpminðN; mÞ; with q distinct singular values, such that X ¼ D0U; where D is a
q  N upper quasi-triangular matrix with d114?4dqq40 and U is a q  m upper
quasi-triangular matrix, such that uii ¼ 1 for all i ¼ 1;y; q: Then,
(1)
ðdXÞ ¼
Yq
i¼1
dm	iii ðdUÞðdDÞ: ð11Þ
(2) If u114?4uqq40
ðdXÞ ¼
Yq
i¼1
uN	iþ1ii
Yq
i¼1
dm	iii ðdUÞðdDÞ; ð12Þ
where ðdDÞ  Vqi¼1 Vmj¼i ddij ; ðdUÞ  Vqi¼1 Vmj¼iþ1 dUij :
Proof. The proof follows the steps of the one given in Theorem 2. &
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Another variant of the L0U decomposition is the so-called L0DU decomposition.
Theorem 3 provides the jacobian for this particular factorization.
Theorem 3 (L0DM decomposition). Let X be an N  m matrix of rank
qpminðN; mÞ; with q distinct singular values, such that X ¼ C0PX; where C is a
q  N upper quasi-triangular matrix with cii ¼ 1 for all i ¼ 1;y; q; P ¼
diagðp11;y; pqqÞ; p114?4pqq40 and X is a q  m upper quasi-triangular matrix
with xii ¼ 1 for all i ¼ 1;y; q: Then,
ðdX Þ ¼
Yq
i¼1
pNþm	2iii ðdCÞðdPÞðdXÞ:
A factorization that has been widely used in trying to establish the Wishart
distribution as well as the distribution for rectangular coordinates, among many
other applications, is the QR decomposition. When NXm ¼ q; this result is given in
[26, A.6.1, p. 170], [29, Problem 1.33, p. 38]. In the same context, Muirhead [23, pp.
63–66] gives the proof under the same guidelines as the one given in [16, Section 8],
for the SVD case. Also, in the general case, an alternative expression is proposed by
Srivastava [28], with respect to measure (4). Finally, Goodall and Maridia [12]
establish, without proof, that the result is true when q ¼ minðN; mÞ:
Theorem 4 (QR decomposition). Let X be an N  m matrix of rank qpminðN; mÞ;
with q distinct singular values, then there exist an N  q semiorthogonal matrix H1 and
a q  m upper quasi-triangular matrix T with tiiX0; i ¼ 1; 2;y; q such that X ¼ H1T
and
ðdX Þ ¼
Yq
i¼1
tN	iii ðH10dH1ÞðdTÞ: ð13Þ
In Theorem 5 we establish a similar result for another well-known variant of the
QR decomposition called, modiﬁed QR decomposition. We will see later that this
particular decomposition is related to the L0DL decomposition.
Theorem 5 (Modiﬁed QR decomposition ðQDRÞ). Let X be an N  m matrix of
rank qpminðN; mÞ; with q distinct singular values, then there exist an N  q
semiorthogonal matrix H1; a diagonal matrix N ¼ diagðn11;y; nqqÞ; with
n114?4nqq40 and a q  m upper quasi-triangular matrix O with oii ¼ 1; i ¼
1; 2;y; q such that X ¼ H1NO; and
ðdX Þ ¼ 2	q
Yq
i¼1
nNþm	2iii ðH10dH1ÞðdNÞðdOÞ:
In the following we provide the jacobians associated to a positive semideﬁnite real
m  m matrix S of rank q; and their relationships with the factorizations given in
Theorems 2–5. The matrix S will be factorized in general as S ¼ X 0X ; where X is an
N  m matrix of rank qpminðN; mÞ; with q distinct singular values.
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The ﬁrst factorization presented here is the well-known Cholesky decomposition.
When S is a positive deﬁnite real matrix, that is, q ¼ m; the Jacobian has been given
by Muirhead [23, p. 60] and Srivastava and Khatri [29, Problem 1.29, p. 38], among
many others. We extend the result for positive semideﬁnite matrices in the following
way.
Theorem 6 (Cholesky’s decomposition). Let S be an m  m positive semidefinite real
matrix of rank q; with q distinct eigenvalues. Then S ¼ T 0T ; where T is a q  m upper
quasi-triangular matrix with tii40; i ¼ 1; 2;y; q: Also, let X be an N  m matrix of
rank qpminðN; mÞ; with q distinct singular values, with X ¼ H1T (QR Decomposi-
tion) and S ¼ X 0X ¼ T 0T such that
S ¼
S11
qq
S12
qm	q
S21
m	qq
S22
m	qm	q
0
@
1
A with rðS11Þ ¼ q:
Then,
(1) ðdSÞ ¼ 2qQqi¼1 tm	iþ1ii ðdTÞ;
(2) ðdXÞ ¼ 2	qjS11jðN	m	1Þ=2ðdSÞðH10dH1Þ:
We now give the Jacobian for the L0DL decomposition of a positive semideﬁnite
real random matrix. For the case where S is a positive deﬁnitive matrix, the jacobian
can be found in [22, p. 94].
Theorem 7 (L0DL decomposition). Let S be an m  m positive semidefinite real
matrix of rank q; with q distinct eigenvalues, and S ¼ O0OO; where O is a q  m upper
quasi-triangular matrix with oii ¼ 1; i ¼ 1; 2;y; q and a diagonal matrix O ¼
diagðo11;y; oqqÞ; with o114?4oqq40: Write S ¼ X 0X ¼ O0OO; with X ¼ H1NO
being an N  m matrix of rank qpminðN; mÞ; with q distinct singular values. Then,
(1) ðdSÞ ¼Qqi¼1 om	iii ðdOÞðdOÞ;
(2) ðdXÞ ¼ 2	qjOjðN	m	1Þ=2ðH10dH1ÞðdSÞ:
The Jacobian of symmetric nonnegative deﬁnite square root factorization for the
case where S is a positive deﬁnite real matrix, i.e., q ¼ m; was studied by Olkin and
Rubin [24], Henderson and Searle [14] and Cadet [2]. The following theorem extends
the result for positive semideﬁnite real matrices.
Theorem 8 (Symmetric nonnegative deﬁnite square root). Let S and R be m  m
positive semidefinite real matrices of rank q; with q distinct eigenvalues, such that
S ¼ R2: Then,
ðdSÞ ¼ 2qjDjm	qþ1
Yq
ioj
ðDii þ DjjÞðdRÞ ¼ jDjm	q
Yq
ipj
ðDii þ DjjÞðdRÞ; ð14Þ
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where R ¼ Q1DQ10 is the spectral decomposition of R; Q1 an m  q semiorthogonal
matrix and D ¼ diagðD11;y; DqqÞ with D114?4Dqq:
Finally, we give the jacobian for the polar decomposition and make some
important remarks after we have established the result.
Theorem 9 (Polar decomposition). Let X be an N  m matrix of rank qpminðN; mÞ;
with q distinct singular values, NXm; and write X ¼ P1R; with P1 an N  m
semiorthogonal matrix, and R an m  m positive semidefinite real matrix of rank q;
with q distinct eigenvalues. Also, let S ¼ X 0X ¼ R2 be the nonnegative definite square
root of S: Then,
(1) ðdXÞ ¼ jDjN	q
VolðVm	q;N	qÞ
Qq
ioj ðDii þ DjjÞðdRÞðP10dP1Þ;
(2) ðdXÞ ¼ 2	q
VolðVm	q;N	qÞ jLj
ðN	m	1Þ=2ðdSÞðP10dP1Þ;
where L ¼ D2 and VolðVm	q;N	qÞ ¼
R
K1AVm	q;N	q
ðK10dK1Þ ¼ 2ðm	qÞpðm	qÞðN	qÞ=2
Gm	q½12ðN	qÞ
:
Remark 1.
(1) The Jacobian in Theorem 9(1) was studied by Cadet [2] when q ¼ m; by
computing Grams’ determinant on a Riemannian manifold. In Cadet’s notation,
ds denotes the Riemannian measure on the Stiefel manifold (the invariant
measure on the Stiefel manifold), which has the normalizing constantZ
Vq;m
ds ¼ 2
pðpþ3Þ=4pqm=2
Gq½12 m
;
which differs from the normalizing constant proposed by James [16], for
ðP10dP1Þ; see also [29, p. 75] and Muirhead [23, p. 70]. But it is known that the
invariant measure on a Stiefel manifold is unique, in the sense that if there are
two invariant measures on a Stiefel manifold, one is a scalar multiple of the
other, (see [16] and [11, p. 43]). In particular
ds ¼ 2pðp	1Þ=4ðP10dP1Þ: ð15Þ
From expression (15) the Jacobian in Theorem 9(2) is found, when q ¼ m; with
respect to the measure ðP10dP1Þ; any of the jacobians studied here may be
expressed as a function of the ds measure proposed by Cadet, considering the
different normalizing constants see [2, Remark (4)]. The result given in Theorem
9(2), and also the assumption of q ¼ m; was proposed (without proof) by Hertz
[15].
(2) On the other hand, observe that for any of the factorizations X ¼ KN; with X
some N  m matrix of rank qpminðN; mÞ; with q distinct singular values,
the number of functionally independent elements in X ðNq þ mq 	 q2Þ; must
be equal to the number of functionally independent elements in K ; plus the
number of functionally independent elements in N: For example, in the QR
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decomposition, X ¼ H1T ; the number of functionally independent elements in
the n  q semiorthogonal matrix H1; is Nq 	 qðq þ 1Þ=2 (see [23, p. 67]) and the
number of functionally independent elements in the q  m upper quasi-
triangular matrix T ; is mq 	 qðq 	 1Þ=2 with the sum being Nq þ mq 	 q2 the
number of functionally independent elements. On a ﬁrst look, it would seem like
this rule does not hold for the Polar decomposition of a singular matrix, since, if
X ¼ P1R; with P1 an N  q semiorthogonal matrix with Nm 	 mðm þ 1Þ=2
elements functionally independent and R an m  m positive semideﬁnite real
matrix of rank q; with q distinct eigenvalues, and mq 	 qðq 	 1Þ=2 elements
functionally independent, we would have that the total sum equals Nm 	 mðm þ
1Þ=2þ mq 	 qðq 	 1Þ=2aNq þ mq 	 q2 elements functionally independent. This
is due to the conditions on the dimensionality of the matrices P1 and R; in the
deﬁnition of the Polar decomposition. Note, that the Polar decomposition of X
can be written as
X ¼P1R
¼ Pq
Nq
^ P
Nm	q
 ! R1
qm
R2
m	qm
0
@
1
A
¼P1R1 þ P2R2; ð16Þ
where P1 ¼ ðPq^PÞ; R0 ¼ ðR10^R20Þ are such that R1 contains the mq 	 qðq 	
1Þ=2 functionally independent elements in R; the m 	 q columns of P are
arbitrary and they are functions of the columns of Pq; that is, the functionally
independent elements in the decomposition of X ¼ P1R; are contained on the
ﬁrst summand of (16). If we proceed as in the case of the QR decomposition,
dropping the second summand on Eq. (16) (since T2 ¼ 0), is easy to see
that the Jacobian for the Polar decomposition will be proportional to
ðPq0dPq0Þ4ðdR1Þ: However, since the Jacobian has to be a function of P1 and
R; it is enough to write ðPq0dPq0Þ; as a function of P1; since by deﬁnition ðdRÞ ¼
ðdR1Þ; see Eq. (6). In this way, we get the proportionality constants for Theorems
9(1) and 9(2). To see this, let P2 and PN	q such that P ¼ ðP1^P2Þ and P ¼
ðPq^PN	qÞ are N  N orthogonal matrices, then by Lemma 9.5.3 in Muirhead
[23, p. 397],
ðP0dPÞ ¼ ðP10dP1Þ4ðM 0dMÞ; ð17Þ
similarly,
ðP0dPÞ ¼ ðPq0dPqÞ4ðA0dAÞ; ð18Þ
where the ðN 	 mÞ  ðN 	 mÞ matrix M and the ðN 	 qÞ  ðN 	 qÞmatrix A are
orthogonal matrices. Thus applying again Lemma 9.5.3 in [23, p. 397] to ðA0dAÞ
in Eq. (18) we have
ðP0dPÞ ¼ ðPq0dPqÞ4ðB10dB1Þ4ðC0dCÞ; ð19Þ
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with B1 an N 	 q  m 	 q semiorthogonal matrix and C an ðN 	 mÞ  ðN 	 mÞ
orthogonal matrix. Now, equating (17) and (19), we get
ðP10dP1Þ4ðM 0dMÞ ¼ ðPq0dPqÞ4ðB10dB1Þ4ðC0dCÞ: ð20Þ
By the uniqueness of the Haar measure on the group of orthogonal ðN 	 mÞ 
ðN 	 mÞ matrices, we have that ðM 0dMÞ ¼ ðC0dCÞ therefore ðP10dP1Þ ¼
ðPq0dPqÞ4ðB10dB1Þ; and the result is established.
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Appendix A. Proofs
We present here all the proofs for Theorems 1–9 given in Section 2.
A.1. Proof of Theorem 1
(1) Writing J and G by rows, B through its diagonal elements and taking the
product we get,
J ¼
J1
0
^
Jq
0
0
B@
1
CA ¼
b11G1
0
^
bqqGq
0
0
B@
1
CA:
Therefore,
J1 ¼ b11G1 so dT1 ¼ db11G1 þ b11dG1; and similarly;
J2 ¼ b22G2 dT2 ¼ db22G2 þ b22dG2
^ ^
Jq ¼ bqqGq dTq ¼ dbqqGq þ bqdGq
taking the exterior product of the differential; recalling that gii are ﬁxed
for all i; i ¼ 1; 2;y; q; and that the product of repeated differentials is zero,
we get
ðdJiÞ 
m^
j¼i
dtij ¼ gii dbii4bm	iii ðdGiÞ
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with ðdGiÞ 
Vm
j¼iþ1 dgij: Finally,
ðdJÞ 
q^
i¼1
m^
j¼i
dtij ¼
q^
i¼1
ðdJiÞ ¼
Yq
i¼1
gii
Yq
i¼1
bm	iii
q^
i¼1
dbii
q^
i¼1
ðdGiÞ
(2) The proof follows immediately.
A.2. Proof of Theorem 2
We will only work the proof for part (2), since part (1) follows from (2) taking
dii ¼ 1 for all i: Let X and D be denoted by columns, X ¼ ðX1X2?Xq?XmÞ; D ¼
ðD1D2?DqÞ: Write U ¼ ðuijÞ: Then,
X1 ¼ u11D1
X2 ¼ u12D1 þ u22D2
X3 ¼ u13D1 þ u23D2 þ u33D3
^ ^
Xq	1 ¼ u1q	1D1 þ u2q	1D2 þ u3q	1D3 þ?þ uq	1q	1Dq	1
Xq ¼ u1qD1 þ u2qD2 þ u3qD3 þ?þ uqqDq
Xqþ1 ¼ u1qþ1D1 þ u2qþ1D2 þ u3qþ1D3 þ?þ uqqþ1Dq
^ ^
Xm ¼ u1mD1 þ u2mD2 þ u3mD3 þ?þ uqmDq
taking differentials and then omitting those differentials that appeared previously,
we get the following expressions:
dX1 ¼ du11D1 þ u11dD1
dX2 ¼ du12D1 þ du22D2 þ u22dD2
dX3 ¼ du13D1 þ du23D2 þ du33D3 þ u33dD3
^ ^
dXq	1 ¼ du1q	1D1 þ du2q	1D2 þ du3q	1D3 þ?þ duq	1q	1Dq	1
þuq	1q	1dDq	1
dXq ¼ du1qD1 þ du2qD2 þ du3qD3 þ?þ duqqDq þ uqqdDq
dXqþ1 ¼ du1qþ1D1 þ du2qþ1D2 þ du3qþ1D3 þ?þ duqqþ1Dq
^ ^
dXm ¼ du1mD1 þ du2mD2 þ du3mD3 þ?þ duqmDq:
Taking exterior products of the differentials, recalling that the product of repeated
differentials are zero and noticing that the differentials that appeared before do not
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have to be taken into account again, we get,
ðdX1Þ ¼ d11du114uN	111 dD1
ðdX2Þ ¼ d11du124d22du224uN	222 dD2
ðdX3Þ ¼ d11du134d22du234d33du334uN	333 dD3
^ ^
ðdXq	1Þ ¼ d11du1q	14d22du2q	14d33du3q	14?4dq	1q	1duq	1q	1
4uN	ðq	1Þq	1q	1 dDq	1
ðdXqÞ ¼ d11du1q4d22du2q4d33du3q4?4dqqduqq4uN	qqq dDq
ðdXqþ1Þ ¼ d11du1qþ14d22du2qþ14d33du3qþ14?4dqqduqqþ1
^ ^
ðdXmÞ ¼ d11du1m4d22du2m4d33du3m4?4dqqduqm
with dDj ¼
VN
i¼jþ1 ddij : Therefore,
ðdX Þ 
N^
i¼1
q^
j¼1
dxij
q^
i¼1
m^
j¼qþ1
dxij
¼
Yq
i¼1
dm	iþ1ii
Yq
i¼1
uN	iii
N^
i¼1
q^
j¼iþ1
ddij
q^
i¼1
q^
j¼i
duij :
A.3. Proof of Theorem 3
Write X ¼ C0PX ¼ C0U with U ¼ PX and observe that U is a q  N upper
quasi-triangular matrix with u114?4uqq40: Then, by Theorem 2,
ðdX Þ ¼
Yq
i¼1
uN	iii ðdUÞðdCÞ: ðA:1Þ
Now, U ¼ PX; with P ¼ diagðp11;ypqqÞ and X is a q  m upper quasi-triangular
matrix with xii ¼ 1; i ¼ 1; 2;y; q: Therefore by Theorem 1,
ðdUÞ ¼
Yq
i¼1
pm	iii ðdPÞðdXÞ: ðA:2Þ
Note that uii ¼ pii; since wii ¼ 1 for all i: Therefore, substituting (A.2) into (A.1), the
result follows.
A.4. Proof of Theorem 4
Given that X ¼ H1T we have dX ¼ dH1T þ H1 dT : Let H ¼ ðH1^H2Þ (H2 a
function of H1), such that H is an N  N orthogonal matrix, then
H 0dX ¼ H1
0dH1T þ dT
H2
0dH1T
 
:
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Now, observe that T can be written as T ¼ ðT1^T2Þ; where T1 is a q  q upper
triangular matrix with tii40 for all i ¼ 1;y; q: Thus the proof reduces to the one
given in [23, pp. 64–66], observing that
H1
0dH1T ¼ ½H10dH1T1^H10dH1T2;
H2
0dH1T ¼ ½H20dH1T1^H20dH1T2
and computing the exterior product, column by column, ½H10dH1T2; and noticing
that ½H20dH1T2 does not contribute at all to the exterior product, since its elements
appear in previous columns.
A.5. Proof of Theorem 5
(1) The proof is analogous to the proof of Theorem 2. Alternatively, the Jacobian
may be computed via patterned matrices, (see [14]).
(2) Observe that we can write T ¼ ðT1
qq
^ T2
qm	q
Þ and
S ¼
S11
qq
S12
qm	q
S21
m	qq
S22
m	qm	q
0
@
1
A ¼ T10
T2
0
 
ðT1 ^ T2Þ ¼
T1
0T1 T10T2
T2
0T1 T20T2
 
;
thus, jS11j ¼ jT10T1j ¼ jT1j2 ¼
Qq
i¼1 t
2
ii and from Theorem 3.2(1), ðdTÞ ¼
2	q
Qq
i¼1 t
	ðm	iþ1Þ
ii ðdSÞ: Then substituting in (13), we obtain the result.
A.6. Proof of Theorem 6
Write X ¼ H1Z were Z ¼ NO and observe that Z is a q  m upper quasi-
triangular matrix with z114?4zqq40: Then, by Theorem 4,
ðdX Þ ¼ 2	q
Yq
i¼1
zN	iii ðH10dH1ÞðdZÞ: ðA:3Þ
Now, Z ¼ NO; and zii ¼ Nii; since oii ¼ 1 for all i: By Theorem 1 we get,
ðdZÞ ¼
Yq
i¼1
nm	iii ðdOÞðdNÞ; ðA:4Þ
Therefore, by substituting (A.4) into (A.3), the result follows.
A.7. Proof of Theorem 7
(1) Write S ¼ O0OO ¼ G0G; where G ¼ CO; C ¼ O1=2 and C is a q  N upper quasi-
triangular matrix with c114?4cqq40: Then, by Theorem 6
ðdSÞ ¼ 2q
Yq
i¼1
gm	iþ1ii ðdGÞ: ðA:5Þ
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Now, G ¼ CO; with gii ¼ cii; since oii ¼ 1 for all i: Then, by Theorem 1
ðdGÞ ¼
Yq
i¼1
cm	iii ðdCÞðdOÞ: ðA:6Þ
Substituting (A.6) into (A.5), we get,
ðdSÞ ¼ 2q
Yq
i¼1
c2m	2iþ1ii ðdCÞðdOÞ: ðA:7Þ
But C ¼ O1=2 with ðdCÞ ¼ 2	qjOj	1=2ðdOÞ and cii ¼ o1=2ii ; from which we get the
result.
(2) The proof follows from Theorems 5 and 7(1).
A.8. Proof of Theorem 8
Let R ¼ Q1DQ10 with D ¼ diagðD11;y; DqqÞ and Q1 an m  q semiorthogonal
matrix. Applying Lemma 2
ðdRÞ ¼ 2	qjDjm	q
Yq
ioj
ðDii 	 DjjÞðdDÞðQ10dQ1Þ: ðA:8Þ
Now let S ¼ R2 ¼ RR ¼ Q1DQ10Q1DQ10 ¼ Q1D2Q10; applying Lemma 2 once
again, we have
ðdSÞ ¼ 2	qjD2jm	q
Yq
ioj
ðD2ii 	 D2jjÞðdD2ÞðQ10dQ1Þ:
Observing that ðdD2Þ ¼ Qqi¼1 2DiiðdDÞ ¼ 2qjDjðdDÞ; ðD2ii 	 D2jjÞ ¼ ðDii þ DjjÞðDii 	
DjjÞ; and from (A.8), we get,
ðdSÞ ¼ 2qjDjm	qþ1
Yq
ioj
ðDii þ DjjÞ 2	qjDjm	q
Yq
ioj
ðDii 	 DjjÞðQ10dQ1ÞðdDÞ
" #
¼ 2qjDjm	qþ1
Yq
ioj
ðDii þ DjjÞðdRÞ:
The second expression for ðdSÞ is found by observing thatYq
ipj
ðDii þ DjjÞ ¼
Yq
i¼1
2Dii
Yq
ioj
ðDii þ DjjÞ:
A.9. Proof of Theorem 9
(1) From [9] we have that the density of S ¼ X 0X (central case) is
pqN=2jLjðN	m	1Þ=2
Gq½12 Nð
Qr
i¼1 l
K=2
i Þ
hðtr S	SÞðdSÞ:
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Let S ¼ R2; with ðdSÞ ¼ 2qjDjm	qþ1Qqioj ðDii þ DjjÞðdRÞ and L ¼ D2 (see
Theorem 8). Then
pqN=2jLjðN	m	1Þ=2
Gq½12 Nð
Qr
i¼1 l
N=2
i Þ
hðtr S	SÞðdSÞ
¼ 2
qpqN=2jDjðN	qÞQqioj ðDii þ DjjÞ
Gq½12 Nð
Qr
i¼1 l
N=2
i Þ
hðtr S	R2ÞðdRÞ:
Denote this function by f
R
ðRÞ:
Now, the density of X (mx ¼ 0) is
1Qr
i¼1 l
N=2
i
hðtr S	X 0XÞðdXÞ:
Let X ¼ P1R with Jacobian, ðdXÞ ¼ aðdRÞðP1dP1Þ; where a is independent of
P1: Then the joint density of R and P1 is
aQr
i¼1 l
N=2
i
hðtr S	R2ÞðdRÞðP1dP1Þ:
Integrating with respect to P1 we get
a2mpNm=2
Gm½12 N
Qr
i¼1 l
N=2
i
hðtrS	R2ÞðdRÞ:
Denote this function by g
R
ðRÞ: By considering the ratio
fRðRÞ=gRðRÞ ¼ 1
and using the fact that Vm;N=Vm	q;N	q ¼Vm;N ; where Vr;s denotes the Stiefel
manifold, the result follows.
(2) The result is obtained substituting ðdRÞ; from (14), in Theorem 9(1).
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