Stirling numbers and Gregory coefficients for the factorization of
  Hermite subdivision operators by Moosmüller, Caroline et al.
ar
X
iv
:1
80
4.
06
20
0v
2 
 [m
ath
.N
A]
  2
2 J
ul 
20
19 Stirling numbers and Gregory coefficients forthe factorization of Hermite subdivision
operators
Caroline Moosmu¨ller∗ Svenja Hu¨ning† Costanza Conti‡
Abstract
In this paper we present a factorization framework for Hermite sub-
division schemes refining function values and first derivatives, which
satisfy a spectral condition of high order. In particular we show that
spectral order d allows for d factorizations of the subdivision operator
with respect to the Gregory operators: A new sequence of operators
we define using Stirling numbers and Gregory coefficients. We further
prove that the d-th factorization provides a “convergence from contrac-
tivity” method for showing Cd-convergence of the associated Hermite
subdivision scheme. The power of our factorization framework lies in
the reduction of computational effort for large d: In order to prove
Cd-convergence, up to now, d factorization steps were needed, while
our method requires only one step, independently of d. Furthermore,
in this paper, we show by an example that the spectral condition is
not equivalent to the reproduction of polynomials.
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1 Introduction
Hermite subdivision schemes are iterative refinement rules, which, applied
to discrete vector data, produce a function and its consecutive derivatives
in the limit. They find similar applications as classical subdivision schemes
[4], but are preferred when the modeling of first derivatives (or even higher
derivatives) is of particular interest. This can be the case, for example, for
the generation of curves and surfaces [20, 27, 39, 40], for the construction of
multiwavelets [12, 13], for interpolating and approximating manifold-valued
tangent vector data [33, 34], and for the analysis of biomedical images [9, 38].
The convergence of subdivision schemes as well as the analysis of the regu-
larity of their limit functions are topics of high interest. It is well-known that
such analyses are strongly connected to the factorization of the associated
subdivision operator [6, 10, 20, 29, 32].
In this paper we study factorization properties of subdivision operators
SA : ℓ(Z)
2 → ℓ(Z)2, which correspond to Hermite subdivision schemes pro-
ducing functions and first derivatives:
(SAc)j =
∑
k∈Z
Aj−2kcj , j ∈ Z. (1)
Here c is a sequence of 2-dimensional vectors (the input data), and A is
a finitely-supported sequence of (2 × 2)-matrices, called the mask of the
operator.
We prove that every Hermite subdivision operator (1) satisfying the spec-
tral condition of order d (Definition 6), can be factorized with respect to the
operators G [n] : ℓ(Z)2 → ℓ(Z)2 defined by
G
[n] =
[
0 ∆n
∆ −
∑n−1
ℓ=0 Gℓ∆
ℓ
]
, n = 1, . . . , d, (2)
with ∆ the forward difference operator and with the understanding that
∆0 = id and ∆n = ∆(∆n−1). By Gn we denote the Gregory coefficients,
which are a well studied sequence in number theory, see e.g. [3, 25, 26]. They
can be computed from the Stirling numbers of the first kind; see Table 1 for
the first Gregory coefficients Gn, n = 0, . . . , 6. We call G
[n] the n-th Gregory
operator. The main results of this paper, proved in Section 4, are
2
n 0 1 2 3 4 5 6
Gn 1 1/2 -1/12 1/24 -19/720 3/160 -863/60480
Table 1: First few Gregory coefficients Gn.
Theorem 1 (Main result). Let SA be a subdivision operator (1) satisfying
the spectral condition of order d ≥ 1. Then for n = 1, . . . , d there exist
subdivision operators SB[n] such that
G
[n]SA = 2
−nSB[n]G
[n], n = 1, . . . , d. (3)
We in addition show that the last factorization gives rise to an easy-to-
check condition for the Cd-convergence of Hermite subdivision schemes:
Corollary 2. With notation as in Theorem 1, if SB[d] is contractive, then
the Hermite subdivision scheme associated with SA is C
d-convergent.
Furthermore, in Section 5, we show that for primal schemes the spectral
condition of order d does not imply that polynomials up to degree d are
reproduced, while it is known that the reverse implication holds true [8]. Up
to now, these two concepts were conjectured to be equivalent.
1.1 Impact of our results
Factorization of subdivision operators for proving convergence/regularity of
the associated subdivision scheme is a standard method in scalar subdivi-
sion [17], vector subdivision [5, 6, 37] and Hermite subdivision [10, 11, 29].
Nevertheless, the results for Hermite subdivision schemes are only concerned
with factorizing once, that is, with proving the minimal regularity of the
scheme (for example, in our case the minimal regularity is 1 since we con-
sider schemes dealing with function values and first derivatives), see e.g. [29].
Many authors, however, are interested in higher regularity than the minimal
one [8, 23, 24, 35]. We show in this paper that for Hermite schemes, the Gre-
gory operators provide the necessary factorization tool to prove regularity
higher than 1.
It is worthwhile noting that every Hermite subdivision operator satisfying
the spectral condition of order d can be factorized with respect to the Gregory
operators. In general, for such an Hermite subdivision operator, there exist
infinitely many possibilities to factorize beyond the Taylor factorization (i.e.
3
to prove regularity higher than the minimal one). This is due to the theory of
factorizing vector schemes [5, 6, 37], which involves choosing an eigenvector
of the vector subdivision operator, and completing this vector to a basis of
R2 (obviously, there are infinitely many ways to do this). Moreover, the
choice of an eigenvector for the (k + 1)-th factorization depends on the k-th
factorization. This means that one can only factorize step-by-step, which
drastically slows down computations. It also means that different Hermite
schemes factorize with respect to very different operators. These facts can
be seen from the computations in [8, 24].
We prove that the spectral condition guarantees the existence of one
factorization that works for all Hermite subdivision operators. The key to
this factorization is a clever choice of eigenvectors.
We would like to stress the improvement for computations arising from
the Gregory factorization. In order to prove that a Hermite scheme is Cd-
convergent, d ≥ 1, up to now, d factorization steps were necessary, see again
[8, 24]. As shown in Corollary 2, we reduce this procedure to one single
factorization: n = d in (2) provides the operator with respect to which one
has to factorize.
We mention that for d = 1 the complete Taylor operator [29] and G [1]
provide the same tool for proving C1-convergence for schemes. In this sense
the Gregory operators are direct extensions of the complete Taylor operator
of dimension 2. However, the Taylor operator is more powerful in proving
the minimal regularity of a scheme, as it also works for schemes of general
dimension k, k ≥ 2, and for multivariate schemes. We thus consider the
Gregory operators as a first step towards an extension of the Taylor operator
for proving higher regularity than the minimal one.
Since the Stirling numbers and the Gregory coefficients are closely con-
nected to higher-order finite differences, it is not too surprising that they
appear in our construction. Nevertheless, we find it remarkable that the
Gregory coefficients appear in such a natural manner and allow for a com-
plete and easy description of the operators (2).
1.2 Organization of the paper
The paper is organized as follows: The preliminary section (Section 2) fixes
the notation and recalls basic facts about subdivision schemes, factoriza-
tion of subdivision operators, and the convergence of vector and Hermite
schemes. Section 3 introduces Stirling numbers and Gregory coefficients and
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discusses a recursion involving iterated forward differences. The main results
are stated and proved in Section 4. Examples of the Gregory factorization
and of its use are provided in Section 5. In this section we also show that the
spectral condition does not imply the reproduction of polynomials. Section 6
concludes the paper.
2 Preliminaries
2.1 Hermite subdivision schemes
We denote by ℓ(Z)2 the space of R2-valued sequences c = (cj : j ∈ Z), and
by ℓ(Z)2∞ the space of R
2-valued sequences with finite infinity-norm:
‖c‖∞ := sup
j∈Z
|cj|∞ <∞,
where | · |∞ is the infinity-norm on R
2. Similarly, we define the space ℓ(Z)2×2
of matrix-valued sequences A = (Aj : j ∈ Z), and the space ℓ(Z)
2×2
∞ of all
such sequences with finite infinity-norm:
‖A‖∞ := sup
j∈Z
|Aj|∞ <∞,
where | · |∞ is the operator norm for matrices in R
2×2 induced by the infinity-
norm on R2. We also consider the spaces ℓ(Z)20 and ℓ(Z)
2×2
0 which consist of
finitely supported vector resp. matrix sequences.
Definition 3 (Subdivision operator). A subdivision operator with mask A ∈
ℓ(Z)2×20 is the map SA : ℓ(Z)
2 → ℓ(Z)2 defined by
(SAc)j =
∑
k∈Z
Aj−2kcj, c ∈ ℓ(Z)
2, j ∈ Z. (4)
Note that due to the finite support of the maskA, the sum in Definition 3
is finite. Furthermore, if c ∈ ℓ(Z)2∞, then SAc ∈ ℓ(Z)
2
∞. Therefore we can
define the norm of a subdivision operator SA by
‖SA‖∞ = sup{‖SAc‖∞ : ‖c‖∞ = 1}.
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Definition 4 (Hermite subdivision scheme). Let SA be a subdivision operator
(4). An Hermite subdivision scheme is the iterative procedure of constructing
vector-valued sequences by
D
n+1c[n+1] = SAD
nc[n], n ∈ N, (5)
from initial data c[0] ∈ ℓ(Z)2. Here D denotes the diagonal matrix D =
diag (1, 1/2).
Definition 5 (Convergence of Hermite subdivision schemes). An Hermite
subdivision scheme is Cd-convergent, d ≥ 1, if for every input data c[0] ∈
ℓ(Z)2∞ and any compact K ⊂ R, there exists a function ϕ ∈ C
d(R) such that
Φ = [ϕ, ϕ′]T : R → R2 and the sequence c[n] defined by (5) satisfies
lim
n→∞
sup
j∈Z∩K
|c
[n]
j − Φ
(
2−nj
)
|∞ = 0. (6)
Furthermore, we request that there exists at least one c[0] ∈ ℓ(Z)2∞ such that
ϕ 6= 0.
The regularity of Hermite schemes is studied in many papers, see e.g.
[11, 14, 15, 18, 19, 29]. Note that these papers are concerned with theminimal
regularity of an Hermite subdivision scheme (e.g. with regularity 1). Along
the lines of [8, 23, 24, 35], we are interested in the regularity which is higher
than one.
For a sequence c we define the forward difference operator by
(∆c)j = cj+1 − cj, j ∈ Z. (7)
In analogy to (7), we define the forward difference operator for functions f
by
(∆f) (x) = f(x+ 1)− f(x), x ∈ R. (8)
If f is differentiable, we define the differential operator
Df = f ′, (9)
where we take the derivative component-wise. By sampling f on Z, we obtain
a vector-valued sequence cf = (f(j) : j ∈ Z). Since in this paper we are only
concerned with sampled functions, we denote the sequence cf again by f .
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Therefore, by SAf = g we mean SAcf = cg for two functions f, g. Note that
this notation is consistent with the forward difference operators for functions
and sequences:
(∆cf)j = (∆f)(j), j ∈ Z. (10)
We denote by Πk the set of polynomials with real coefficients of degree
≤ k, k ≥ 0. If π ∈ Πk, then we write
π(x) =
k∑
j=0
π[j]xj ,
that is, we denote the j-th coefficient of π by π[j] ∈ R, j = 0, . . . , k.
Definition 6 (Spectral condition). A subdivision operator SA satisfies the
spectral condition of order d, d ≥ 1, if there exist polynomials Pk ∈ Πk,
Pk[k] = 1/k!, such that
SA
[
Pk
DPk
]
= 2−k
[
Pk
DPk
]
, (11)
k = 0, . . . , d. A subdivision operator satisfying the spectral condition of order
d is called Hermite subdivision operator of spectral order d. The polynomials
Pk, k = 0, . . . , d, are named spectral polynomials of SA.
Definition 7. Let SA be a subdivision operator. The Hermite subdivision
scheme associated with SA is said to reproduce a function f ∈ C
1(R) if for
initial data c
[0]
j = [f(j), f
′(j)]T , the iterated sequence c[n] defined by (5) is
given by c
[n]
j = [f(2
−nj), f ′(2−nj)]T , j ∈ Z, n ≥ 1.
The spectral condition was first introduced by [16], see also [8, 29]. In
[16] it is proved that the spectral condition is equivalent to a special sum
rule introduced by [22, 23]. Note that in Definition 7 we use the primal
parametrization, as opposed to dual or more general parametrizations which
can be considered, see e.g. [7, 8]. Furthermore, [8] shows that reproduction
of Πd implies the spectral condition of order d.
The reverse implication was not yet clear, but we here put into evidence
that it is actually false. Indeed, the primal Hermite scheme in Example 35
satisfies the spectral condition of order d = 4 (for θ = 1/32), but polynomials
of degree 4 are not reproduced.
We mention that the spectral condition is a crucial property for the fac-
torizability of an Hermite subdivision operator, but, as proved in [28, 30], it
is not necessary for convergence.
7
2.2 Factorization of subdivision operators
In order to discuss factorizations of Hermite subdivision operators and their
connection to regularity higher than the minimal, we have to introduce vector
subdivision schemes. The following part on vector subdivision schemes pre-
sented here is simplified and an adapted version of constructions and results
from the general theory of vector subdivision schemes, see e.g. [5, 6, 32, 37]
for details.
Definition 8 (Vector subdivision scheme). Let SB be a subdivision operator
(4). A vector subdivision scheme is the iterative procedure of constructing
vector-valued sequences by
c[n+1] = SBc
[n], n ∈ N, (12)
from initial data c[0] ∈ ℓ(Z)2.
Note that an Hermite subdivision scheme is a level-dependent case of
vector subdivision, i.e. it can be generated by applying vector subdivision
operators that vary with the level n: SB[n] = D
−(n+1)SAD
n. The crucial dif-
ference between Hermite and vector subdivision schemes lies in the definition
of convergence:
Definition 9 (Convergence of vector subdivision schemes). A vector subdi-
vision scheme is Cd-convergent, d ≥ 0, if for every input data c[0] ∈ ℓ(Z)2∞
and any compact K ⊂ R, there exists a vector-valued function Ψ ∈ Cd(R,R2)
such that the sequence c[n] defined by (12) satisfies
lim
n→∞
sup
j∈Z∩K
|c
[n]
j −Ψ
(
2−nj
)
|∞ = 0, (13)
and there exists at least one c[0] ∈ ℓ(Z)2∞ such that Ψ 6= 0. C
0-convergent
vector schemes are simply called “convergent”.
Following [32], for a mask B, we define EB by
EB = {v ∈ R
2 :
∑
j∈Z
B2jv = v,
∑
j∈Z
B2j+1v = v}.
It is well-known that the convergence of the vector subdivision scheme as-
sociated with SB implies that there exists v 6= 0 such that v ∈ EB. The
following is clear from the definition of EB:
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Lemma 10. Let B be a mask. Let v ∈ R2. Then the following are equivalent:
1. v ∈ EB,
2. SBv = v.
As in Section 2.1, we identify the constant function v with the constant se-
quence cv = (v : j ∈ Z).
Therefore the space EB is the space of all eigenvectors (constant se-
quences) of SB with respect to the eigenvalue 1.
In this paper we are only concerned with masks B with dim EB = 1.
Following [5], we call a matrix V an EB-generator, if V = [v, w], where v 6= 0
spans EB, and v and w are linearly independent.
We now introduce a generalization of the forward difference operator ∆
for vector schemes. Let V be an invertible matrix. Define ∆V by
∆V =
[
∆ 0
0 1
]
V −1. (14)
In [5], the matrix V is assumed to be orthogonal. We choose a slightly
more general approach, which, however, does not change the validity of the
results below. From [5, 32, 37] we have the following result concerning the
factorization of subdivision operators:
Theorem 11. Let SB be a subdivision operator (4) and assume that dim EB =
1. For an EB-generator V there exists a subdivision operator SC such that
∆V SB = 2
−1SC∆V .
Furthermore dim EC = 1 or EC = {0}.
From [5, Corollaries 5 and 8] we obtain
Theorem 12. With assumption and notation as in Theorem 11, we have
1. If ‖(2−1SC)
N‖∞ < 1, for some N ≥ 1, that is, if 2
−1SC is contractive,
then the vector subdivision scheme associated with SB is convergent.
2. If the vector scheme associated with SC is C
d-convergent, then the vec-
tor scheme associated with SB is C
d+1-convergent, d ≥ 0.
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Note that [5] shows stronger results than the ones mentioned above. We
only need these special cases. Furthermore, in part 2 of the theorem we
dropped the assumption that SB is convergent. This is possible due to the
following reason: If SC is convergent, then 2
−1SC is contractive, and thus by
part 1 of the theorem, SB converges.
Note that in order to show Cd-convergence of a vector subdivision scheme,
there are infinitely many ways to factorize SB, respectively to obtain an op-
erator SC . Nevertheless, in [5] it is shown that if 2
−1SC , coming from a
factorization with respect to a matrix V , is contractive, then the operator
2−1SE obtained from any other valid factorization is also contractive. There-
fore, the choice of V is irrelevant for proving convergence from contractivity.
As in [5], we may iterate Theorem 11, to conclude the following:
Lemma 13. Let SB be a subdivision operator with dim EB = 1. Let C
[0] = B
and let V [0] be an EC [0]-generator. If for k ≥ 0 and n = 1, . . . , k + 1 there
exist matrices V [n] and masks C [n] such that V [n] is an EC [n]-generator and
such that
∆V [n] · · ·∆V [0]SB = 2
−(n+1)SC [n+1]∆V [n] · · ·∆V [0], n = 0, . . . , k, (15)
and 2−1SC [k+1] is contractive, then the vector scheme associated with SB is
Ck-convergent.
Our construction of the n-th Gregory operator (2) for Hermite subdivision
operators relies heavily on the iteration (15).
We now continue with Hermite subdivision operators. Denote by T the
Taylor operator of dimension 2,
T =
[
∆ −1
0 1
]
,
which was first defined in [29] for the convergence and smoothness analysis
of Hermite schemes. We have the following results from [29]:
Theorem 14. If SA is an Hermite subdivision operator of spectral order at
least 1, then there exists a subdivision operator SB such that
TSA = 2
−1SBT.
Also, EB is spanned by [0, 1]
T . In particular, dim EB = 1.
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If EB is spanned by [0, 1]
T , the vector scheme associated with SB has
limit functions of the form Ψ = [0, ψ1]
T for all input data (this follows from
results in [32]; an explicit proof can also be found in [35]). Combining this
with results from [29] we obtain
Theorem 15. Let SA be an Hermite subdivision operator of spectral order
d, d ≥ 1, and let SB be as in Theorem 14. If the vector subdivision scheme
associated with SB is C
k-convergent, k ≥ 0, then the Hermite subdivision
scheme associated with SA is C
k+1-convergent.
We mention that this theorem is also stated in [8]. From Theorem 15 we
see that a tool for checking Ck-convergence of a vector subdivision scheme is
needed. Combining Theorem 15 with Lemma 13, we can state:
Lemma 16. Let d ≥ 1 and let SA be a subdivision operator. Suppose that
for n = 0, . . . , d, there exist matrices V [n] and masks C [n], such that V [n] is
an EC [n]-generator and such that
TSA = 2
−1SC [0]T
∆V [n−1] · · ·∆V [0]TSA = 2
−(n+1)SC [n]∆V [n−1] · · ·∆V [0]T, n = 1, . . . , d.
If 2−1SC [d] is contractive, then the Hermite subdivision scheme associated
with SA is C
d-convergent.
In Section 4 we prove that the spectral condition of order d stated by
equation (11) implies the existence of a factorization as in Lemma 16. The
matrices V [n] are given by
V [0] =
[
0 1
1 0
]
, V [n] =
[
1 0
Gn 1
]
, n ≥ 1,
where Gn are the Gregory coefficients, see the next section.
3 A recursion involving iterated forward dif-
ferences
3.1 Stirling numbers and Gregory coefficients
We do not attempt to give an overview of properties and results concerning
the Stirling numbers, as they are fundamental sequences in number theory,
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but we cite [21] for an introduction. We summarize a few properties relevant
for this paper, which are all taken from [21].
The Stirling numbers of the first kind, denoted by
[
n
m
]
, count the numbers
of ways to arrange n elements into m cycles. From the initial conditions[
0
0
]
= 1,
[
n
0
]
=
[
0
n
]
= 0, n ≥ 1,
they can be computed via the following recurrence relation:[
n+ 1
m
]
= n
[
n
m
]
+
[
n
m− 1
]
, m ≥ 1.
The Stirling numbers of the second kind, denoted by
{
n
m
}
, count the num-
ber of ways to split a set of n elements into m non-empty subsets. They can
be computed using Binomial coefficients:{
n
m
}
=
1
m!
m∑
j=0
(
m
j
)
(−1)m−jjn. (16)
We further need the following properties:{
n
n
}
=
{
n
1
}
= 1,
{
n
m
}
= 0 if m > n. (17)
We introduce the Gregory coefficients
Gn =
1
n!
n∑
j=0
[
n
j
]
(−1)n−j
j + 1
, (18)
which are also known as the Cauchy numbers of the first kind, the Bernoulli
numbers of the second kind and the reciprocal logarithmic numbers, see e.g.
[2, 25, 26]. The Gregory coefficients appear in many interesting contexts:
As the coefficients in a power series expansion of the reciprocal logarithm
[25], in Gregory’s method for numerical integration [36], in various series
representation involving Euler’s constant [1, 3], and in a series expansion of
the Gompertz constant [31], to name a few.
Our results in Section 4 are based on the following relation between the
Gregory coefficients and the Stirling numbers of the second kind:
n∑
j=0
{
n
j
}
j!Gj =
1
n + 1
. (19)
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This is proved in e.g. [26]. Note that [26] shows (19) for Cn = n!Gn, and
they call Cn the Cauchy numbers of the first kind.
3.2 Iterated forward differences
In this section we collect properties concerning the operators ∆ and D, as
well as the iterates ∆ℓ, ℓ ≥ 1. They can be derived easily from the respective
definitions; for the convenience of the reader, we prove some of them.
The following lemma is clear from the definitions (8) and (9).
Lemma 17. The differential operator D and the forward difference operator
∆ defined in (9) and (8) commute:
∆D = D∆. (20)
Lemma 18. For k ≥ 1, both the differential operator D and the forward
difference operator ∆ map Πk to Πk−1. For π ∈ Πk, the coefficients of Dπ
resp. ∆π are given by
(Dπ)[j] = (j + 1)π[j + 1],
(∆π)[j] =
k−1∑
m=j
(
m+ 1
j
)
π[m+ 1],
j = 0, . . . , k − 1. For π ∈ Π0, Dπ = ∆π = 0.
Proof. We prove the part involving ∆, the rest is clear. For π ∈ Πk, we
obtain
(∆π)(x) = π(x+ 1)− π(x) =
k∑
ℓ=0
π[ℓ]
(
(x+ 1)ℓ − xℓ
)
=
k∑
ℓ=0
π[ℓ]
(
ℓ∑
m=0
(
ℓ
m
)
xm − xℓ
)
=
k∑
ℓ=1
π[ℓ]
(
ℓ−1∑
m=0
(
ℓ
m
)
xm
)
=
k−1∑
ℓ=0
π[ℓ+ 1]
(
ℓ∑
m=0
(
ℓ+ 1
m
)
xm
)
=
k−1∑
m=0
k−1∑
ℓ=m
π[ℓ+ 1]
(
ℓ+ 1
m
)
xm.
This shows that ∆π ∈ Πk−1 and verifies the formula for the coefficients as
stated in the Lemma.
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Corollary 19. For a polynomial π ∈ Πk with k ≥ 2, the polynomial (∆−D)π
has degree k − 2 and its coefficients are given by
(∆−D)π[j] =
k−1∑
m=j+1
(
m+ 1
j
)
π[m+ 1], j = 0, . . . , k − 2.
For π ∈ Π0 or π ∈ Π1, (∆−D)π = 0.
Lemma 20. For π ∈ Πk, k ≥ 1 and 1 ≤ ℓ ≤ k we have
1
ℓ!
∆ℓπ(x) =
k−ℓ∑
j=0
k∑
m=j
π[m]
(
m
j
){
m− j
ℓ
}
xj .
If k = 0 or ℓ > k, then ∆ℓπ = 0.
Proof. The cases k = 0 and ℓ > k are clear. For k ≥ 1 and 1 ≤ ℓ ≤ k we use
the following well-known formula (see e.g. [21, p. 188]):
(∆ℓπ)(x) =
ℓ∑
s=0
(
ℓ
s
)
(−1)ℓ−sπ(x+ s).
Then by (16) we obtain
(∆ℓπ)(x) =
ℓ∑
s=0
(
ℓ
s
)
(−1)ℓ−s
k∑
m=0
π[m](x+ s)m
=
ℓ∑
s=0
(
ℓ
s
)
(−1)ℓ−s
k∑
m=0
π[m]
m∑
j=0
(
m
j
)
xjsm−j
=
k∑
j=0
k∑
m=j
ℓ! π[m]
(
m
j
){
m− j
ℓ
}
xj .
Since the degree of ∆ℓπ is k − ℓ, we obtain the result
(∆ℓπ)(x) =
k−ℓ∑
j=0
k∑
m=j
ℓ! π[m]
(
m
j
){
m− j
ℓ
}
xj .
Note that the vanishing of (∆ℓπ)[j] for j = k− ℓ+1, . . . , k also follows from
(17): For m = j, . . . , k, the value m − j ∈ {0, . . . , ℓ − 1}, and therefore in
these cases
{
m−j
ℓ
}
= 0.
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3.3 Solving a recursion with iterated forward differ-
ences
In this section we set the basis for the results in Section 4. We solve the
recursion of iteratively applying operators of the from (14) to polynomials
(more generally, functions).
Lemma 21. Let f
[1]
k : R → R and g
[1]
k : R → R (k = 0, 1, . . . ) be two
sequences of real-valued functions and let (an, n ≥ 1), be a sequence of real
numbers. We define invertible matrices by
V [n] =
[
1 0
an 1
]
, n ≥ 1
and the sequences of real-valued functions (f
[n+1]
k , k ≥ 0) and (g
[n+1]
k : k ≥ 0)
by [
f
[n+1]
k
g
[n+1]
k
]
= ∆V [n]
[
f
[n]
k+1
g
[n]
k+1
]
, n ≥ 1, k ≥ 0. (21)
Then for n ≥ 1 and k ≥ 0 we have
f
[n+1]
k = ∆
nf
[1]
k+n, (22)
g
[n+1]
k = g
[1]
k+n −
n∑
ℓ=1
aℓ∆
ℓ−1f
[1]
k+n,
with the understanding that ∆0 = id.
Proof. We prove this claim by induction on n. Observe from (14) that
∆V [n] =
[
∆ 0
−an 1
]
.
Starting with n = 1, from (21) we obtain
f
[2]
k = ∆f
[1]
k+1,
g
[2]
k = g
[1]
k+1 − a1f
[1]
k+1,
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which is exactly (22) for n = 1. Assume that the statement is true for n, we
prove it for n + 1:
f
[n+1]
k = ∆f
[n]
k+1 = ∆∆
n−1f
[1]
k+1+n−1 = ∆
nf
[1]
k+n,
g
[n+1]
k = g
[n]
k+1 − anf
[n]
k+1
= g
[1]
k+1+n−1 −
n−1∑
ℓ=1
aℓ∆
ℓ−1f
[1]
k+1+n−1 − an∆
n−1f
[1]
k+1+n−1
= g
[1]
k+n −
n−1∑
ℓ=1
aℓ∆
ℓ−1f
[1]
k+n − an∆
n−1f
[1]
k+n
= g
[1]
k+n −
n∑
ℓ=1
aℓ∆
ℓ−1f
[1]
k+n,
which concludes the induction step.
With a suitable choice of (f
[1]
k , k ≥ 0) and (g
[1]
k : k ≥ 0) from Lemma 21
we obtain the following
Corollary 22. Let (hk : k ≥ 0) be a sequence of differentiable functions.
Setting f
[1]
k = ∆Dhk+2 and g
[1]
k = ∆hk+2−Dhk+2, k ≥ 0, in Lemma 21, then
with a0 = 1
f
[n]
k = ∆
nDhk+n+1, (23)
g
[n]
k = ∆hk+n+1 −
n−1∑
ℓ=0
aℓ∆
ℓDhk+n+1, (24)
for n ≥ 1, k ≥ 0, and with the understanding that ∆0 = id.
We now consider the sequence (23) applied to polynomials.
Proposition 23. Let (τk : k ≥ 0) be a sequence of polynomials such that
τk ∈ Πk, k ≥ 0. For n ≥ 1 and k ≥ 0 define π
[n]
k = ∆
nDτk+n+1. Then
π
[n]
k ∈ Πk and its coefficients are given by
1
n!
π
[n]
k [j] =
k+n∑
m=j
(m+ 1)τk+n+1[m+ 1]
(
m
j
){
m− j
n
}
, j = 0, . . . , k.
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Proof. Lemma 18 implies that the degree of π
[n]
k is deg(τk+n+1)− n− 1 = k.
From Lemma 18 and Lemma 20 we obtain the coefficients as stated in the
Proposition.
Similarly, we now consider the sequence (24) applied to polynomials.
Proposition 24. Let (τk : k ≥ 0) be a sequence of polynomials such that τk ∈
Πk, k ≥ 0. For n ≥ 1, k ≥ 0, define σ
[n]
k = ∆τk+n+1 −
∑n−1
ℓ=0 aℓ∆
ℓDτk+n+1,
where (an : n ≥ 0) with a0 = 1 is a real-valued sequence. Then σ
[n]
k ∈ Πk+n
and its coefficients are given by
σ
[n]
k [j] =
k+n∑
m=j
(
m+ 1
j
)(
1− (m+ 1− j)
n−1∑
ℓ=0
aℓ ℓ!
{
m− j
ℓ
})
τk+n+1[m+ 1],
j = 0, . . . , k + n.
Proof. The degree of σ
[n]
k is k+n, since by Lemma 18 each application of the
operators D and ∆ decrease the degree by 1. Furthermore, from Lemma 18
and Lemma 20, for j = 0, . . . , k + n we obtain
σ
[n]
k [j] =
k+n∑
m=j
(
m+ 1
j
)
τk+n+1[m+ 1]
−
n−1∑
ℓ=0
aℓ
k+n∑
s=j
(s+ 1)τk+n+1[s+ 1]
(
s
j
)
ℓ!
{
s− j
ℓ
}
=
k+n∑
m=j
((
r + 1
j
)
− (r + 1)
(
r
j
) n−1∑
ℓ=0
aℓ ℓ!
{
m− j
ℓ
})
τk+n+1[m+ 1]
=
k+n∑
m=j
(
m+ 1
j
)(
1− (m+ 1− j)
n−1∑
ℓ=0
aℓ ℓ!
{
m− j
ℓ
})
πk+n+1[m+ 1],
which proves the claim.
The following observation is the key result that makes our construction
work (see the proof of Theorem 27): If in Proposition 24 the elements of the
sequence (an : n ≥ 0) are the Gregory coefficients, then the degree of the
polynomial σ
[n]
k is k:
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Proposition 25. Let (τk : k ≥ 0) be a sequence of polynomials such that τk ∈
Πk, k ≥ 0. For n ≥ 1, k ≥ 0, define σ
[n]
k = ∆τk+n+1 −
∑n−1
ℓ=0 Gℓ∆
ℓDτk+n+1,
where Gn are the Gregory coefficients (18). Then σ
[n]
k ∈ Πk.
Proof. Note that σ
[n]
k is the same sequence as in Proposition 24 with an = Gn
and that G0 = 1. Therefore we know that deg(σ
[n]
k ) = n + k. In order to
prove the statement of this Proposition, we have to show that
σ
[n]
k [j] = 0, j = k + 1, . . . , k + n.
This can be deduced from the following observation: For j ∈ N and m =
j, . . . , k + n, we have m− j = 0, . . . , k + n− j. Now if j = k + 1, . . . , k + n,
then m− j ∈ {0, . . . , n− 1}. In particular, m− j ≤ n− 1. Therefore, in this
case
n−1∑
ℓ=0
Gℓ ℓ!
{
m− j
ℓ
}
=
m−j∑
ℓ=0
Gℓ ℓ!
{
m− j
ℓ
}
=
1
m− j + 1
, (25)
using that
{
m−j
ℓ
}
= 0 for ℓ ≥ m − j (see (17)) and the relation (19) be-
tween the Stirling numbers of the second kind and the Gregory coefficients.
Now from the form of σ
[n]
k [j] in Proposition 24, we see that (25) implies the
vanishing of σ
[n]
k [j] for j = k + 1, . . . , k + n.
4 Statement and proof of the main results
The main results of this paper are formulated and proved in Proposition 26,
Theorem 27 and Proposition 30. They show that every Hermite subdivision
operator of spectral order d can be factorized as in Lemma 16, and that
this factorization is with respect to the Gregory operators (2). Furthermore,
we give an explicit characterization of the eigenspaces in Lemma 16, and an
easy-to-check criterion for Cd-convergence of an Hermite subdivision scheme
of spectral order d (Corollary 32).
Proposition 26. Let SA be an Hermite subdivision operator of spectral order
d, d ≥ 1. Denote by Pk, k = 0, . . . , d, its spectral polynomials (Definition 6).
Then there exists a subdivision operator SB[0] such that
TSA = 2
−1SB[0]T, (26)
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with EB[0] spanned by [0, 1]
T . Furthermore, for k = 0, . . . , d − 1, the polyno-
mials
p
[0]
k := ∆Pk+1 −DPk+1,
q
[0]
k := DPk+1,
satisfy
SB[0]
[
p
[0]
k
q
[0]
k
]
= 2−k
[
p
[0]
k
q
[0]
k
]
(27)
and p
[0]
0 = 0, q
[0]
0 = 1. If d > 1, then p
[0]
k ∈ Πk−1, q
[0]
k ∈ Πk for k = 1, . . . , d−1.
Proof. The existence of SB[0] as well as the form of the eigenspace follow from
[29] (which is summarized in our Theorem 14). We prove the part involving
the polynomials p
[0]
k , q
[0]
k . By definition[
p
[0]
k
q
[0]
k
]
= T
[
Pk+1
DPk+1
]
, k = 0, . . . , d− 1.
Therefore
SB[0]
[
p
[0]
k
q
[0]
k
]
= SB[0]T
[
Pk+1
DPk+1
]
= 2TSA
[
Pk+1
DPk+1
]
= 2 · 2−k−1T
[
Pk+1
DPk+1
]
= 2−k
[
p
[0]
k
q
[0]
k
]
.
It is easy to see that q
[0]
0 = 1. The degree of q
[0]
k is k since D decreases the
degree of Pk+1 by 1. Corollary 19 implies that p
[0]
0 = 0 and that the degree
of p
[0]
k is k − 1, k = 1, . . . , d− 1, if d > 1.
Theorem 27. Let d ≥ 2 and let SA be an Hermite subdivision operator
of spectral order d. Denote by Pk, k = 0, . . . , d, its spectral polynomials
(Definition 6). Then we have the following:
1. For n = 1, . . . , d− 1 there exist subdivision operators SB[n] such that
∆V [n−1] · · ·∆V [0]TSA = 2
−(n+1)SB[n]∆V [n−1] · · ·∆V [0]T, (28)
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where
V [0] =
[
0 1
1 0
]
, V [n] =
[
1 0
Gn 1
]
, n = 1, . . . , d− 1,
and Gn are the Gregory coefficients of (18). Furthermore, the eigenspaces
EB[n] are spanned by [1, Gn]
T .
2. For n = 1, . . . , d− 1 we define polynomials p
[n]
k , q
[n]
k by
p
[n]
k := ∆
nDPk+n+1, k = 0, . . . , d− 1− n,
q
[n]
k := ∆Pk+n+1 −
n−1∑
ℓ=0
Gℓ∆
ℓDPk+n+1, k = 0, . . . , d− 1− n.
They satisfy
SB[n]
[
p
[n]
k
q
[n]
k
]
= 2−k
[
p
[n]
k
q
[n]
k
]
, k = 0, . . . , d− 1− n (29)
and p
[n]
k , q
[n]
k ∈ Πk.
Remark 28. Note that p
[n]
k , q
[n]
k are exactly the sequences of Proposition 23
and Proposition 24 using τk = Pk and an = Gn.
Proof. We fix d ≥ 2 and prove this theorem by recursion on n, making use
of Proposition 26.
Case n = 1: Proposition 26 implies that there exists SB[0] such that
TSA = 2
−1SB[0]T and EB[0] is spanned by [0, 1]
T . Therefore V [0] is an EB[0]-
generator and by Theorem 11 there exists SB[1] such that
∆V [0]SB[0] = 2
−1SB[1]∆V [0] .
Therefore
∆V [0]TSA = 2
−1∆V [0]SB[0]T = 2
−2SB[1]∆V [0]T,
for k = 0, . . . , d− 2, which proves (28).
With p
[0]
k , q
[0]
k defined in Proposition 26, we have
p
[1]
k = ∆q
[0]
k+1, q
[1]
k = p
[0]
k+1, k = 0, . . . , d− 2. (30)
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That is, [
p
[1]
k
q
[1]
k
]
=
[
0 ∆
1 0
][
p
[0]
k+1
q
[0]
k+1
]
= ∆V [0]
[
p
[0]
k+1
q
[0]
k+1
]
.
Again using Proposition 26, this implies
SB[1]
[
p
[1]
k
q
[1]
k
]
= SB[1]∆V [0]
[
p
[0]
k+1
q
[0]
k+1
]
= 2∆V [0]SB[0]
[
p
[0]
k+1
q
[0]
k+1
]
(31)
= 2−k∆V [0]
[
p
[0]
k+1
q
[0]
k+1
]
= 2−k
[
p
[1]
k
q
[1]
k
]
,
proving (29).
From Proposition 26 we know that q
[0]
k+1 ∈ Πk+1 and p
[0]
k+1 ∈ Πk and thus
(30) implies that p
[1]
k , q
[1]
k ∈ Πk, k = 0, . . . , d− 2.
In particular p
[1]
0 , q
[1]
0 are constants. From the computation (31) we see
that [p
[1]
0 , q
[1]
0 ]
T lies the eigenspace of SB[1] with respect to the eigenvalue 1.
Using the explicit form of p
[1]
0 , q
[1]
0 fromProposition 23 and Proposition 24 we
compute
p
[1]
0 = p
[1]
0 [0] = 1,
q
[1]
0 = q
[1]
0 [0] = 1/2 = G1.
Hence the eigenspace EB[1] 6= {0} and by Theorem 11 it has dimension 1.
Therefore it is spanned by [p
[1]
0 , q
[1]
0 ]
T = [1, G1]
T . This concludes the proof for
n = 1.
If d = 2 nothing else needs to be shown, since n = 1 only. We now prove
that if d > 2 the case n− 1 implies the case n, for n = 2, . . . , d− 1.
We assume that the statements of the theorem are satisfied for n− 1 and
prove it for n.
By assumption there exists a subdivision operator SB[n−1] such that
∆V [n−2] · · ·∆V [0]TSA = 2
−nSB[n−1]∆V [n−2] · · ·∆V [0]T
and the eigenspace EB[n−1] is spanned by [1, Gn−1]
T . Therefore V [n−1] is an
EB[n−1]-generator and by Theorem 11 there exists a subdivision operator SB[n]
such that
∆V [n−1]SB[n−1] = 2
−1SB[n]∆V [n−1] .
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This implies
∆V [n−1] · · ·∆V [0]TSA = 2
−n∆V [n−1]SB[n−1]∆V [n−2] · · ·∆V [0]T
= 2−(n+1)SB[n]∆V [n−1]∆V [n−2] · · ·∆V [0]T,
which proves (28).
Since p
[n]
k , q
[n]
k are the sequences of Proposition 23 and Proposition 24 with
τk = Pk and an = Gn, we know from Lemma 21 that[
p
[n]
k
q
[n]
k
]
= ∆V [n−1]
[
p
[n−1]
k+1
q
[n−1]
k+1
]
, k = 0, . . . , d− 1− n.
Therefore
SB[n]
[
p
[n]
k
q
[n]
k
]
= SB[n]∆V [n−1]
[
p
[n−1]
k+1
q
[n−1]
k+1
]
= 2∆V [n−1]SB[n−1]
[
p
[n−1]
k+1
q
[n−1]
k+1
]
(32)
= 2−k∆V [n−1]
[
p
[n−1]
k+1
q
[n−1]
k+1
]
= 2−k
[
p
[n]
k
q
[n]
k
]
,
which proves (29).
Since Pk ∈ Πk, from Proposition 23 and Proposition 25 we can conclude
that p
[n]
k , q
[n]
k ∈ Πk.
In particular, p
[n]
0 , q
[n]
0 are constants and from the computation (32) we see
that [p
[n]
0 , q
[n]
0 ]
T lies in the eigenspace of SB[n] with respect to the eigenvalue
1. Using the explicit formula of Proposition 23 we get
p
[n]
0 = p
[n]
0 [0] = n!
n∑
m=0
(m+ 1)Pn+1[m+ 1]
(
m
0
){
m
n
}
= n! (n+ 1)Pn+1[n+ 1]
{
n
n
}
=
(n+ 1)!
(n+ 1)!
= 1,
where we use the properties of the Stirling numbers of the second kind (17)
and the fact that Pℓ[ℓ] = 1/ℓ! from Definition 6.
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Continuing with the explicit formula for q
[n]
0 from Proposition 24 we also
get
q
[n]
0 = q
[n]
0 [0]
=
n∑
m=0
(
m+ 1
0
)(
1− (m+ 1)
n−1∑
ℓ=0
Gℓℓ!
{
m
ℓ
})
Pn+1[m+ 1]
=
n∑
m=0

1− (m+ 1)min{m,n−1}∑
ℓ=0
Gℓℓ!
{
m
ℓ
}Pn+1[m+ 1]
=
n−1∑
m=0
(
1− (m+ 1)
m∑
ℓ=0
Gℓℓ!
{
m
ℓ
})
Pn+1[m+ 1]
+
(
1− (n+ 1)
n−1∑
ℓ=0
Gℓℓ!
{
n
ℓ
})
Pn+1[n+ 1]
=
n−1∑
m=0
(
1− (m+ 1)
1
m+ 1
)
Pn+1[m+ 1]
+
(
1− (n + 1)
(
1
n + 1
−Gnn!
{
n
n
}))
Pn+1[n + 1]
= (n+ 1)Gn n!Pn+1[n + 1]
=Gn,
where again we use the properties of the Stirling numbers of the second kind
(17), the relation (19), and the fact that Pℓ[ℓ] = 1/ℓ! from Definition 6.
The eigenspace EB[n] 6= {0} and thus, by Theorem 11, it has dimension
1. It is therefore spanned by [p
[n]
0 , q
[n]
0 ]
T = [1, Gn]
T . This concludes the
proof.
Corollary 29. With notation as in Theorem 27, the operator used for fac-
torizing is the n-th Gregory operator (2), that is
∆V [n−1] · · ·∆V [0]T = G
[n] =
[
0 ∆n
∆ −
∑n−1
ℓ=0 Gℓ∆
ℓ
]
, n = 1, . . . , d− 1.
From Proposition 26 and Theorem 27 we get one additional factorization:
Proposition 30. Let d ≥ 1 and let SA be an Hermite subdivision operator
of spectral order d. Then for n = 1, . . . , d, the operator SA factorizes with
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respect to the n-th Gregory operator G [n] (2), that is, there exist subdivision
operators SB[n] such that
G
[n]SA = 2
−(n+1)SB[n]G
[n], n = 1, . . . , d.
Proof. For d = 1, from Proposition 26, we get a factorization
TSA = 2
−1SB[0]T,
and we know that EB[0] is spanned by [0, 1]
T . Therefore V [0] defined in The-
orem 27 is an EB[0]-generator and by Theorem 11 there exists SB[1] such that
∆V [0]TSA = 2
−2SB[1]∆V [0]T,
and ∆V [0]T = G
[1]. This concludes the case d = 1.
Now if d ≥ 2, from Theorem 27 we obtain SB[n] such that
G
[n]SA = 2
−(n+1)SB[n]G
[n], n = 1, . . . , d− 1.
We know that EB[d−1] is spanned by [1, Gd−1]
T . Therefore, by Theorem 11,
we can factorize with respect to
V [d−1] =
[
1 0
Gd−1 1
]
and obtain that there exists a subdivision operator SB[d] such that
G
[d]SA = 2
−(d+1)SB[d]G
[d].
This concludes the proof for d ≥ 2.
Remark 31. Note that with SC [n] = 2
−1SB[n], Proposition 30 is exactly the
main theorem stated in the introduction (Theorem 1).
The factorization of Proposition 30 together with the Taylor factorization
of Proposition 26 satisfies the assumptions of Lemma 16. Therefore we get
a criterion to check the Cd-convergence, d ≥ 1, of an Hermite subdivision
scheme of spectral order d: If 2−1SB[d] is contractive, then the Hermite scheme
associated with SA is C
d-convergent. By considering SB = 2
−1SB[d], we thus
obtain Corollary 2 from the introduction:
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Corollary 32. Let d ≥ 1 and let SA be an Hermite subdivision operator of
spectral order d. Then there exists SB such that
G
[d]SA = 2
−dSBG
[d],
where G [d] is the d-th Gregory operator (2). If SB is contractive, then the
Hermite subdivision scheme associated with SA is C
d-convergent.
Remark 33. Note that since the spectral condition of order d implies the
spectral condition of order ℓ, for every ℓ ≤ d, Corollary 32 can be used to
prove any regularity ℓ ≤ d of the Hermite scheme. This is useful for schemes
which have lower regularity than polynomial reproduction order, see e.g. some
of the examples in [24].
5 Examples
In this section we provide an algorithm for computing the n-th Gregory
factorization using symbols and apply it to an example of [24]. We also show
that this example is an incident of an Hermite scheme which satisfies the
spectral condition but does not reproduce polynomials, proving that these
concepts are not equivalent.
Algorithm 34. We show how the n-th Gregory factorization (3) can be
computed using symbols. The symbol of a sequence c ∈ ℓ(Z)20 is the Laurent
polynomial
c∗(z) =
∑
j∈Z
cjz
j , z ∈ C \ {0}.
Similarly, we can define A∗(z) for A ∈ ℓ(Z)2×20 . It is well-known [20, 29] that
a factorization of the form (3) relates to the following equation in symbols:
G
[n]∗(z)A∗(z) = 2−nB[n]
∗
(z)G [n]
∗
(z2).
With A∗(z) =
[
a∗jk(z)
]2
j,k=1
and g∗n(z) = −
∑n−1
ℓ=0 Gℓ(z
−1 − 1)ℓ we obtain
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B[n]
∗
(z) =
[
b
[n]
jk
∗
(z)
]2
j,k=1
:
b
[n]
11
∗
(z) = 2n
(z−2 − 1)a∗22(z)− g
∗
n(z
2)a∗21(z)
(z−1 − 1)(z−1 + 1)n+1
,
b
[n]
12
∗
(z) = 2n
(z−1 − 1)n−1a∗21(z)
z−1 + 1
,
b
[n]
21
∗
(z) = 2n
(z−2 − 1)((z−1 − 1)a∗12(z) + g
∗
n(z)a
∗
22(z))− g
∗
n(z
2)((z−1 − 1)a∗11(z) + g
∗
n(z)a
∗
21(z))
(z−2 − 1)n+1
,
b
[n]
22
∗
(z) = 2n
(z−1 − 1)a∗11(z) + g
∗
n(z)a
∗
21(z)
(z−2 − 1)
,
which can be computed, for example, with Mathematica.
Example 35. We consider the primal Hermite subdivision scheme H1 pro-
posed in [24]. Its mask is supported in [−2, 2] ∩ Z with nonzero elements
given by[
θ −θ
2
−3ω
2
ω
2
]
,
[ 1
2
−1
8
3
4
−1
8
]
,
[
1− 2θ 0
0 1+4ω
2
]
,
[ 1
2
1
8
−3
4
−1
8
]
,
[
θ θ
2
3ω
2
ω
2
]
,
with parameters θ, ω ∈ R.
In [24] it is proved that H1 reproduces polynomials up to degree 3 and
thus it satisfies the spectral condition up to order 3 with spectral polynomials
1, x, 1
2!
x2, 1
3!
x3, see [8]. By Proposition 30, we have Gregory factorizations for
n = 1, 2, 3.
It is easy to see that the scheme H1 does not satisfy the spectral condition
of order 4 with spectral polynomial 1
4!
x4 for all parameters θ, ω. This implies
that it does not reproduce polynomials of degree 4 for all parameters θ, ω, see
[8]. This can also be proved using the methods of [7]. However, with θ = 1/32
it satisfies the spectral condition of order 4 with 4-th spectral polynomial given
by P4(x) =
1
4!
x4 + 1
360
. Therefore, H1 with θ = 1/32 provides an example
of an Hermite scheme which does not reproduce polynomials of degree 4, but
satisfies the spectral condition of order 4. To the best of our knowledge, this
is the first time it is observed that the spectral condition is not equivalent to
the reproduction of polynomials.
26
This explains why in [24] a factorization of H1 up to order n = 4 is
possible, even though the mask only reproduces polynomials up to degree 3.
Of course we also have a 4-th Gregory factorization for θ = 1/32, which we
now provide using Algorithm 34.
For θ = 1/32, the mask B[4] of the 4-th Gregory factorization (3) is
supported in [−4, 2] ∩ Z:[
0 −24ω
0 0
]
,
[
0 96ω + 12
0 ω
]
,
[
−ω −168ω − 48
0 −5ω − 1
2
]
,
[
4ω + 1
2
192ω + 72
ω
24
20ω + 3
]
,
[
−6ω − 2 −168ω − 48
−5ω
24
− 1
48
4ω − 2
]
,
[
4ω + 5
2
96ω + 12
19ω
24
+ 1
8
19ω + 3
]
,
[
−ω −24ω
3ω
8
− 1
16
9ω + 1
2
]
.
We would like to stress that θ = 1/32 is the only value for which we ob-
tain a 4-th Gregory factorization of the scheme H1 (and thus the only value
for which the spectral condition of order 4 is satisfied). With the results of
Lemma 16 and our Gregory factorzation we can now analyze the smooth-
ness of H1. Numerical computations show that ‖(
1
2
SB[4])
6‖∞ < 1 for ω ∈
[−0.10210,−0.09582]. Thus H1 is C
4 for this range of ω which confirms the
result of [24]. The advantage of our factorization however is that we only
need 6 iterations to prove the contractivity of SB[4] whereas 24 iterations are
needed in [24]. Therefore, we can enlarge the domain for ω and still obtain
a smoothness result. Computations show that the Hermite scheme H1 is C
4
for ω ∈ [−0.12,−0.088] since ‖(1
2
SB[4])
10‖∞ < 1 for these values of ω.
6 Conclusion
In this paper we provide a novel factorization framework for Hermite sub-
division operators based on Stirling numbers and Gregory coefficients. We
further derive Algorithm 34, which allows to easily compute the n-th Gregory
factorization using symbols. The usefulness of the Gregory factorization is
evident from the reduction of computational cost for proving Cd-convergence
of an Hermite subdivision scheme: Only one factorization needs to be com-
puted, independently of d (Corollary 32). Certainly, the d-th Gregory factor-
ization is not the only possible factorization for Hermite schemes of spectral
order d, but the only one which is explicitly computed for general d.
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Furthermore, in Example 35, we provide an instance of an Hermite scheme
which satisfies the spectral condition of order d = 4, but does not reproduce
polynomials of degree 4, showing that the spectral condition is not equivalent
to the reproduction of polynomials.
Acknowledgments
We thank B. Jeong and J. Yoon for sharing some of the masks from [24],
which we used for validating our method.
S.H. acknowledges the support of the Austrian Science Fund (FWF): W1230.
C.C. acknowledges the support of GNCS-INdAM, Italy.
References
[1] I. Blagouchine. Two series expansions for the logarithm of the gamma
function involving Stirling numbers and containing only rational coeffi-
cients for certain arguments related to π−1. J. Math. Anal. Appl., 442
(2):404–434, 2016.
[2] I. Blagouchine. A note on some recent results for the Bernoulli numbers
of the second kind. J. Integer Seq., 20(3):1–7, 2017.
[3] B. Candelpergher and M.-A. Coppo. A new class of identities involving
Cauchy numbers, harmonic numbers and zeta values. Ramanujan J., 27
(3):305–328, 2012.
[4] A. S. Cavaretta, C. A. Micchelli, and W. Dahmen. Stationary Subdivi-
sion. American Mathematical Society, Boston, 1991.
[5] M. Charina, C. Conti, and T. Sauer. Regularity of multivariate vector
subdivision schemes. Numer. Algorithms, 39(1-3):97–113, 2005.
[6] A. Cohen, N. Dyn, and D. Levin. Stability and inter-dependence of ma-
trix subdivision schemes. In Fontanella et al., editors, Advanced Topics
in Multivariate Approximation, pages 33–45. World Scientific Publish-
ing, 1996.
28
[7] C. Conti and S. Hu¨ning. An algebraic approach to polynomial repro-
duction of Hermite subdivision schemes. J. Comput. Appl. Math., 349:
302 – 315, 2019.
[8] C. Conti, J.-L. Merrien, and L. Romani. Dual Hermite subdivision
schemes of de Rham-type. BIT Numer. Math., 54:955–977, 2014.
[9] C. Conti, L. Romani, and M. Unser. Ellipse-preserving Hermite inter-
polation and subdivision. J. Math. Anal. Appl., 426(1):211–227, 2015.
[10] C. Conti, M. Cotronei, and T. Sauer. Factorization of Hermite subdivi-
sion operators preserving exponentials and polynomials. Adv. Comput.
Math., 42(5):1055–1079, 2016.
[11] C. Conti, M. Cotronei, and T. Sauer. Convergence of level-dependent
Hermite subdivision schemes. Appl. Numer. Math., 116(C):119–128,
2017.
[12] M. Cotronei and N. Sissouno. A note on Hermite multiwavelets with
polynomial and exponential vanishing moments. Appl. Numer. Math.,
120:21–34, 2017.
[13] M. Cotronei, C. Moosmu¨ller, T. Sauer, and N. Sissouno. Level-
dependent interpolatory Hermite subdivision schemes and wavelets.
Constr. Approx., 2018. doi: 10.1007/s00365-018-9444-4.
[14] S. Dubuc. Scalar and Hermite subdivision schemes. Appl. Comput.
Harmon. Anal., 21(3):376–394, 2006.
[15] S. Dubuc and J.-L. Merrien. Convergent vector and Hermite subdivision
schemes. Constr. Approx., 23(1):1–22, 2005.
[16] S. Dubuc and J.-L. Merrien. Hermite subdivision schemes and Taylor
polynomials. Constr. Approx., 29(2):219–245, 2009.
[17] N. Dyn. Subdivision schemes in Computer-Aided Geometric Design.
In Advances in Numerical Analysis, volume 2, pages 36–104. Oxford
University Press, 1992.
[18] N. Dyn and D. Levin. Analysis of Hermite-type subdivision schemes. In
C. Chui and L. Schumaker, editors, Approximation Theory VIII. Vol 2:
29
Wavelets and Multilevel Approximation, pages 117–124.World Scientific,
1995.
[19] N. Dyn and D. Levin. Analysis of Hermite-interpolatory subdivision
schemes. In S. Dubuc and G. Deslauriers, editors, Spline Functions and
the Theory of Wavelets, pages 105–113. Amer. Math. Soc., 1999.
[20] N. Dyn and D. Levin. Subdivision schemes in geometric modelling. Acta
Numer., 11:73–144, 2002.
[21] R. L. Graham, D. E. Knuth, and O. Patashnik. Concrete Mathematics:
A Foundation for Computer Science. Addison-Wesley Longman, Boston,
2nd edition, 1994. ISBN 0201558025.
[22] B. Han. Vector cascade algorithms and refinable function vectors in
Sobolev spaces. J. Approx. Theory, 124(1):44 – 88, 2003.
[23] B. Han, T. Yu, and Y. Xue. Noninterpolatory Hermite subdivision
schemes. Math. Comput., 74(251):1345–1367, 2005.
[24] B. Jeong and J. Yoon. Construction of Hermite subdivision schemes
reproducing polynomials. J. Math. Anal. Appl., 451(1):565–582, 2017.
[25] V. Kowalenko. Properties and applications of the reciprocal logarithm
numbers. Acta Appl. Math., 109(2):413–437, 2010.
[26] D. Merlini, R. Sprugnoli, and M. Verri. The Cauchy numbers. Discrete
Math., 306(16):1906–1920, 2006.
[27] J.-L. Merrien. A family of Hermite interpolants by bisection algorithms.
Numer. Algorithms, 2(2):187–200, 1992.
[28] J.-L. Merrien and T. Sauer. A generalized Taylor factorization for Her-
mite subdivision schemes. J. Comput. Appl. Math., 236(4):565–574,
2011. International Workshop on Multivariate Approximation and In-
terpolation with Applications (MAIA 2010).
[29] J.-L. Merrien and T. Sauer. From Hermite to stationary subdivision
schemes in one and several variables. Adv. Comput. Math., 36(4):547–
579, 2012.
30
[30] J.-L. Merrien and T. Sauer. Generalized Taylor operators and polyno-
mial chains for Hermite subdivision schemes. Numerische Mathematik,
142(1):167–203, 2019.
[31] I. Mezo˝. Gompertz constant, Gregory coefficients and a series of the
logarithm function. J. Ana. Num. Theor., 2(2):33–36, 2014.
[32] C. Micchelli and T. Sauer. On vector subdivision. Math. Z., 229:621–
674, 1998.
[33] C. Moosmu¨ller. C1 analysis of Hermite subdivision schemes on mani-
folds. SIAM J. Numer. Anal., 54(5):3003–3031, 2016.
[34] C. Moosmu¨ller. Hermite subdivision on manifolds via parallel transport.
Adv. Comp. Math., 43(5):1059–1074, 2017.
[35] C. Moosmu¨ller and N. Dyn. Increasing the smoothness of vector and
Hermite subdivision schemes. IMA J. Numer. Anal., 39(2):579–606,
2019.
[36] G. M. Phillips. Gregory’s method for numerical integration. Am. Math.
Mon., 79(3):270–274, 1972.
[37] T. Sauer. Stationary vector subdivision – quotient ideals, differences
and approximation power. Rev. R. Acad. Cien. Serie A. Mat., 96(2):
257–277, 2002.
[38] V. Uhlmann, R. Delgado-Gonzalo, C. Conti, L. Romani, and M. Unser.
Exponential Hermite splines for the analysis of biomedical images. In
Proc. ICASSP, pages 1631–1634. IEEE, 2014.
[39] Y. Xue and T. P.-Y. Yu. Honeycomb and k-fold Hermite subdivision
schemes. J. Comput. Appl. Math., 177(2):401–425, 2005.
[40] Y. Xue, T. P.-Y. Yu, and T. Duchamp. Jet subdivision schemes on the
k-regular complex. Comput. Aided Geom. Des., 23(4):361–396, 2006.
31
