We consider the problem of computing the Credit Value Adjustment (CVA) of a European option in presence of the Wrong Way Risk (WWR) in a default intensity setting. Namely we model the asset price evolution as solution to a linear equation that might depend on different stochastic factors and we provide an approximate evaluation of the option's price, by exploiting a correlation expansion approach, introduced in [2] . We compare the numerical performance of such a method with that recently proposed by Brigo et al. ([8], [10] ) in the case of a call option driven by a GBM correlated with the CIR default intensity. We additionally report some numerical evaluations obtained by other methods.
Introduction
Vulnerable options are financial contracts that are subject to some default event concerning the solvability of the option's seller. The classical reference on this topic is the paper by Johnson and Stulz, [25] , the first to price European options with Counterparty Credit Risk (CCR). Their work was developed within the structural approach to credit risk and it considered the option as the sole liability of the counterparty. Later Klein, in [27] , discussed more general liability structures and the presence of correlation between the option's underlying and the option's seller's assets, while in [28] interest rate risk was included and in [29] a (stochastic) default barrier depending on the value of the option was considered. In all these works default could happen only at maturity.
In the meantime reduced-form models to price bonds or options that might default at any time prior to maturity, started to be proposed. We refer the reader to Hull and White ( [21] ) and Jarrow and Turnbull ( [24] ) for the case of vulnerable options and to [15] and the references therein for a more general framework. Some more recent papers on vulnerable options include [14] , [12] , [39] , [16] and [23] .
Even before the last financial crisis (2007) (2008) , the focus on CCR started to increase notably (see [11] ) and attention shifted to building a general framework for the evaluation of a premium to compensate a derivative's holder (in particular of Interest Rate Swaps) for taking (counterparty credit) risk. This risk premium was then clearly defined in a paper by Zhu and Pykhtin ([40] ), under the name of Credit Value Adjustment (CVA). In the post-crisis era CVA became a key quantity to be taken into account when trading derivatives in the OTC markets and this spurred a lot of research in the field: see [20] , [9] and [5] just to mention some. In practice, CVA is an adjustment of the default-free value of a portfolio, to reduce this price in order to include the default risk. Along the years, other value adjustments have been introduced leading to the acronym (X)VA.
In the present paper we deal only with plain vanilla (unilateral) CVA. An important aspect of CVA and of its correct evaluation is the presence of Wrong Way Risk (WWR) that is, a decrease in the credit quality of the counterparty producing a higher exposure in the portfolio of the derivative's holder. Under independence between the exposure and the credit quality of the counterparty, computation of CVA simplifies, while it becomes computationally much more delicate if dependence is assumed. To overcame this difficulty, several methods have been proposed: Monte Carlo methods, from brute force to enhanced ones (see [22] and [38] ), the copula method or static approach (see [35] , [13] ), sharp bounding estimates (see [19] ). Here, we propose a new method and we compare it with another recently investigated in [8] .
In this paper we exploit the reduced-form or stochastic intensity approach, where the default event is characterized by means of a random time, representing the time of default, when the investor might face either a total loss or a partial recovery of the investment's current value. Within this context, the computational difficulty in the evaluation of the CVA is twofold. First, the default time might be not completely measurable with respect to the information generated by the market prices, since it reflects also other exogenous factors, secondly even under full knowledge of the default time, the derivative's evaluation calls for the joint distributions of the random time and the price processes, usually very difficult to know.
In order to characterize the distribution of the default time, conditionally to the information generated by the market prices, under appropriate conditions the joint dynamics of the asset prices, of the default time and of the other stochastic factors can be described as a Markovian system, whose components may exhibit correlation. This correlation is going to be modeled by means of a set of parameters linking the processes driving the dynamics. In this framework, the usual theory of stochastic calculus allows to set up a PDE system, whose solution, though not easily computable, may be approximated. Several methods of approximations of PDE's are at disposal, the majority of them being based on some clever numerical discretization scheme, see e.g. [26] .
In this paper we propose an alternative method, introduced in the papers [2] and [3] , which expands theoretically the solution of the PDE system in a Taylor's series with respect to the correlation parameters. Indeed, under quite general hypotheses, it is straightforward to verify that the solution to the PDE is regular with respect to the correlation parameters and therefore it can be expanded in series around the zero value for all of them.The coefficients of the series are characterized, by using Duhamel's principle, as solutions to a chain of PDE problems and they are therefore identified by means of Feynman-Kac formulas and expressed as expectations, that turn to be easier to compute or to approximate.
There are several advantages in using this method:
• Expanding around the zero values of the correlation parameters means that the series coef-ficients are expectations of functionals of independent driving processes, easier to compute or to approximate.
• In many cases the zeroth term of the series can be explicit computed, increasing the precision of the approximation.
• Comparing with Finite Differences methods or Monte Carlo methods, often a comparable accuracy is reached by the first order expansion.
• Consequently the computational times are very little.
• Compared to the other methods, our extends quite easily and in a straightforward way to multi-factor models, as shown is Section 5.
In the next section we introduce the general problem and setting, in the third section we define our market model, while in the fourth we give the appropriate conditions for the convergence of the series and we show in detail how the method works in absence of interest rate risk, finally a stochastic interest rate is considered in the fifth section. It follows a short section recalling the main features and results of the method [8] , based on a change of measure technique and in the last section we provide numerical comparisons among the different methodologies previously discussed.
CVA Evaluation of Vulnerable Options in an Intensity Model
We consider a finite time interval [0, T ] and a complete probability space (Ω, F, P ), endowed with a filtration {F t } t∈[0,T ] , augmented with the P −null sets and made right continuous. We assume that all the processes have a cádlág version.
The market is described by the interest rate process r t determining the money market account denoted by B(t, s) = e s t rudu and by a process X t representing an asset log-price (whose dynamics will be specified later), this process may depend also on other stochastic factors. We assume
• that the filtration {F t } t∈[0,T ] is rich enough to support all the aforementioned processes;
• to be in absence of arbitrage;
• that the given probability P is a risk neutral measure, already selected by some criterion.
In this market a defaultable European contingent claim paying f (X T ) at maturity is traded, where f is a function whose regularity properties will be specified later. We denote by τ (not necessarily a stopping time w.r.t. the filtration F t ) the default time of the contingent claim and by Z t an F t −measurable bounded recovery process.
To properly evaluate this type of derivative we need to include the information generated by the default time. We denote by G t the progressively enlarged filtration, that makes τ a G t −stopping time, that is G t = F t ∨ σ({τ ≤ t}). From now on, we indicate by H t = 1 {τ ≤t} , the process generating the filtration H t , so that G t = F t ∨ H t .
We make the fundamental assumption, known as the H-hypothesis (see e.g. [18] and [17] and the references therein), that (H)
Under this assumption, we may affirm that e Xs /B(t, s) for s ≥ t remains a G s −martingale under the unique extension of the risk neutral probability to the filtration G s . (To keep notation light, we do not indicate explicitly the probability we use for the expectations, assuming that we are always working with the one corresponding to the filtration in use).
In this setting, for any given time t ∈ [0, T ], the price of a defaultable claim, with positive final value f (X T ), default time τ and recovery process Z t , is given by
while the corresponding default free value is
Correspondingly the CVA, as a function of the running time and of the maturity, is given by
In many situations, investors do not know the default time and they may observe only whether it happened or not. The actual observable quantity is the asset price, therefore it is interesting to write the pricing formula (1) in terms of F t , rather than in terms of G t . For that we have the following Key Lemma, see [7] or [5] .
Lemma 2.1 For any integrable G−measurable r.v. Y , the following equality holds
Applying this lemma to the first and the second term of (1) and recalling that 1−H t = 1 {τ >t} is G t −measurable, we obtain
which may be made more explicit by following the hazard process approach. We denote the conditional distribution of the default time τ given F t by
whence, for u ≥ t, P (τ ≤ u|F t ) = E(P (τ ≤ u|F u )|F t ) = E(F u |F t ). If F t (ω) < 1 for all t > 0 (which automatically excludes that G t ≡ F t ), we can well define the so called F-hazard process of τ as
moreover
is the F-survival process. We assume Γ t to be differentiable. Its derivative, known as the intensity process and denoted by λ t , is such that Γ t = t 0 λ u du. Exploiting (5) and (6) to pass to the F t filtration and assuming that B(t, ·)Z. is a bounded F− martingale (which is usually the case), by an extension of Proposition 5.1.1 of [6] , as developed in [4] , we may rewrite the pricing formula (1) as
recovering formulas (3.1) and (3.3) in [32] , that the author obtained by modeling directly the random time τ . This formula can be specialized even further if we assume fractional recovery, Z t = Rc(t, T ) for some 0 ≤ R < 1. Using the Optional Projection Theorem, see e.g. theorem 4.16 in [34] , one gets to
which can be interpreted as a convex combination of the default free price and the price with default. As a consequence, from (3) we have an expression also for the unilateral CVA as
Remark 2.1 Last formula, by means of the survival process, could be briefly rewritten as
is the (deterministic) survival function, assuming it can be written as G(t) = e − t 0 hsds , for some non-negative function h, then we have that E(S t ) = G(t) for all t ≥ 0 (see (8) and (9))and
where we set
. Consequently, using the optional projection theorem, the expectation in (13) may be rewritten as
and
For t = 0 and a generic portfolio price process V t (the positive part V + t coinciding in our case with c(t, T ), the default free price of the claim ) this formula is the starting point of the analysis developed in [8] .
Finally we remark that under independence between λ t and (X t , r t ), the second term in (11) simplifies further to
Correspondingly, we get a similar factorization for the CVA
where the last equality follows from the Key Lemma and the definition of hazard process (see e.g. [6] , Sect. 8.2). In this case, the two factors are respectively the price of a European derivative and the price of a bond. Thus we may arrive at explicit formulas whenever the models for X and λ are appropriately chosen.
The model
We assume that in the given probability space, the following diffusion dynamics are satisfied
where the parameters are such that k, θ, η, σ, µ > 0, γ, ν ≥ 0, 2kθ > η 2 and B, Y, W are correlated Brownian motions with a given correlation matrix. To simplify calculations, in what follows we assume independence between the interest rate and default intensity, i.e. between Y and W ; with this choice we may represent the triple B, Z, W as
Correlation expansion
For the sake of simplicity, in this section we assume R = 0 and the short rate to be constant, r t ≡ r for all t ∈ [0, T ]. To consider r a function in time is a straightforward generalization, while a stochastic interest rate will be considered specifically in the next section. The model, which we write in flow notation, is hence reduced to
The two-dimensional diffusion U t,x,λ,ρ t
s ) is a Markov process since the coefficients,
, and Σ(x, λ) :
are deterministic. This implies that the price c d (t, T ) of any European defaultable derivative with payoff F (U t,x,λ,ρ T ) will be a deterministic function u(·) of all the initial data, that is
We remind that this computation is a crucial step towards the evaluation of the defaultable derivative (11) and of the corresponding CVA. When ρ = 0, the vector process U t,x,λ,0 t is also affine, since both
have components which are affine functions. Therefore one may employ Fourier transform techniques to evaluate u(x, λ, t; 0). In particular, if the payoff F is chosen in the class of affine functions
then also the conditional expectation is exponentially affine
, whose components verify a Riccati system of ODE's with initial values (α 1 (0), α 2 (0)) = (v 1 , v 2 ). In the present paper we shall consider the payoff of a plain vanilla call option written on the stock, hence
+ , but our methodology may be extended to other derivatives. For ρ = 0, even if the payoff is not exponentially affine (unless K = 0), it is possible to reduce the problem to that case and solve it by Fourier transform.
When ρ = 0, the power of Fourier transform is lost and we have to resort to alternative method to evaluate (21) .
Here we use a technique introduced in [2] and [3] , that gives an expression of u(x, λ, t; ρ) as a power series of ρ around 0
since it is quite immediate to show that u depends smoothly on the correlation parameter. Since the diffusion coefficient of X is a constant, σ > 0, the conditions in [2] to guarantee this power series has a strictly positive convergence radius are automatically satisfied, as long as F is an integrable payoff.
The series expansion gives a tool to approximate u(x, λ, t, T ; ρ), by stopping it at any chosen order. The coefficient g 0 (x, λ, t, T ) equals u(x, λ, t, T ; 0) and it can be computed in closed form. As we mentioned before, this corresponds to the independent case when the vector process U is affine. All the other coefficients, g k (x, λ, t, T ) can be iteratively computed by exploiting the Duhamel's principle, as we are going to show.
By the Feymann-Kac formulas, u(x, λ, t, T ; ρ) solves the parabolic PDE
where we denoted L ρ = L 0 + ρA, with
By differentiating and taking ρ = 0, it is readily seen that the coefficients g k (x, λ, t, T ) must respectively satisfy the following parabolic equations
Once again, by the Markov property and Feymann-Kac formulas, g 0 (x, λ, t, T ) admits the following representation
where in the last passage we used the independence of the processes (X t ) and (λ t ) (ρ = 0). The first factor is the bond price with a CIR process and presents an exponentially affine solution, while the second is the usual Black & Scholes price of a European call option, c BS (x, t, T ), hence we have
where
, κ = ln K and
with β = γ 2 + η 2 , τ = T −t. The other equations of (25) can be solved by Duhamel's principle which states that
where g α k (x, λ, t) is the solution to the PDE problem
for any fixed α ∈ (t, T ]. This sets up an iterative procedure to compute theoretically the coefficients of any order, by means of a repeated application of Feymann-Kac formulas. Indeed we have
and we can iterate the procedure arriving to a formula involving k integrals but depending only on g 0 . Inevitably, coefficients of higher order are harder to compute. In the hope to obtain good numerical results, we consider the first order approximation
From (27) , we may explicitly compute
and consequently
We remark that the expectation in the integral is to be evaluated under independence of the two processes X and λ, therefore we have
where Γ(t, α, T ) ≡ ησe −r(α−t) B 2 (T − α)e −B 1 (T −α) . From the above formula we remark that g 1 (x, λ, t) < 0 implying that the price of the defaultable European call increases with ρ in a small interval around ρ = 0. (3) and (26) we have
The first term on the right-hand side represents the CVA under independence between the default event and the exposure (see (16) ). Hence g 1 (x, λ, 0, T ) measures the impact of the factor correlation on CVA.
We now focus on the first expectation in ( The density f λ t,λ α is explicitly known ( see for instance [1] ). Moreover in [33] or in [36] an explicit expression of the conditional moment generating function of
is the modified Bessel function of the first kind and
Setting a n (ν) ≡ [2 ν+2n n!Γ(ν + n + 1)] −1 and z t,α (λ, ζ) =
, we may write our expectation as a power series
that can be truncated at any given order.
2 )(α − t)), σ 2 (α − t)), the second expectation in (31) becomes
dy.
A three-factor model
In this section we shortly present the correlation expansion for the more general market model (17) , to show that the method can be easily extended to multi-factor models. Indeed the methodology remains the same and it is just a matter of handling slightly more complex calculations that lead nevertheless to computable formulas. As in the previous section we take R = 0. Let c = (ρ, δ) be the correlations vector, then by the Feymann-Kac theorem, the call price u(x, λ, r, t, T ; c) must solve the following parabolic PDE:
By definition the first-order approximation of the call price is given bȳ
where g 0 solves (33) where v α and w α solve PDE's analogous to (30) . They are given by:
(notice that all processes are evaluated for c = (0, 0)) and
The expectations involving only the intensity process are similar to those of the previous section. The other expectations are relative to Gaussian processes. Therefore (34) is numerically fully implementable.
CVA and the change of measure approach
Recently Brigo and Vrins [8] proposed a method for addressing the CVA computational problem under WWR based on a change of measures, e.g. Girsanov's theorem, in the stochastic-intensity default setup. Their starting point is the following formula for the time-zero CVA (compare with (14)) of portfolio price process V t :
where E[·] is the expectation under the risk-neutral measure. The EP E (expected positive exposure) under WWR is the function
Girsanov's theorem is used to factorize the EPE. Indeed by defining an equivalent martingale measure Q C F ,t ∼ Q as
in [8] they prove that
The measure Q C F ,t is called wrong-way measure and it is associated to the numéraire C
In order to apply such a methodology, it is therefore necessary to obtain the dynamics of V t under the measure Q C F ,t . By assuming a continuous dynamic for V t under Q described by a SDE, the change of measure results in a drift adjustment, we refer to [8] for the full details.
In [10] Brigo et al. applied the results obtained in [8] to the calculation of CVA under WWR for a call option in the market model described by (20) . The risk free rate being constant implies that E[B(0, t) −1 ζ t ] = −e −rt . Moreover the explicit expression of the new drift is
the functions log A λ = −B 1 and B λ = B 2 being as in (28) . In order to be able to compute the expectations, it was necessary to replace the process λ t with a deterministic proxy λ(t) in (36) .
Once the chosen approximant is plugged into (36), the expression EP E(t) = −e −rt E C F ,t [c(t, T )] can be evaluated analytically leading to (see [10] )
Two deterministic proxies λ(t) were considered: E[λ t ] and E C F ,t [λ t ]. While the first is analytically known, the second requires a further approximation step (see [10] ). Inserting (37) in (35) a numerical integration procedure gives the CVA under WWR.
Remark 6.1 It should be noticed that other methods based on the approximation of the process (λ t ) could be exploited in order to price a vulnerable call option in the market model (20) , and hence its CVA. For instance, the volatility expansion method of Kim and Kunimoto, see [30] , considers a Taylor expansion of the process (λ t ) in powers of η around η = 0. Stopping the series at the first order in η and setting λ(s) = λ exp(−γ(s − t)) + θ(1 − exp(−γ(s − t))), they have for all s ≥ t and λ t = λ:
Inserting the approximation (38) in the evaluation formula for the vulnerable call option, after some manipulations the following result is obtained
with c BS denoting the classical Black-Scholes price and
In the next section we are going to provide a comparison of the numerical performances of the different methods which have been presented.
Numerical results
In this section we compare numerically our method to compute the CVA for a vulnerable option with the methods mentioned above, exploiting the Monte Carlo approximations as a benchmark. We considered model (20) with exogenously chosen parameters γ = 0.2, θ = 0.05, λ 0 = 0.04 and S 0 = 100. Instead, we varied ρ, σ and η to check the performances of the methods. Positive correlation values relate to the WWR effect on the call option. The strike price is fixed to K = 100 and the maturity is T = 1: without loss of generality we also set the risk-free rate r = 0 and t = 0. All the pricing methods have been implemented in MatLab (R2017).
For the benchmark, Monte Carlo method was implemented with an Euler discretization of the CIR process, while the geometric Brownian motion was exactly simulated. In order to improve the Monte Carlo estimates, we implemented a control variate technique by using the default-free call price as a control. In these experiments we set n = 1000 time step points in [0, T ] and M = 1 000 000 samples.
For the first order approximation of the expansion we proposed in section 4, we computed g 0 analitically, while for g 1 , we first computed the term g α 1 on a grid of equispaced points α k in [0, T ] by using the adaptive Gauss-Kronrod quadrature algorithm and then the resulting vector was interpolated and finally integrated by using once again the GK algorithm to get g 1 . On a Intel Core i7 (2.40 GHz), the whole procedure requires about 0.3 secs. Of course, the CVA approximation for different values of ρ is simply obtained by linearity, see eq. (32), without any further computational cost.
The drift adjustment method recalled in section 6 is based on the replacement of the process λ t with a deterministic proxy in the drift (36) . As it was pointed out, different choices can be made: we have chosen to implement λ(t) = E[λ t ]. Inserting (37) in (35) a numerical integration procedure gives the CVA. This numerical approximation (taking about 0.6 secs in our implementation) must be repeated for every value of ρ.
The volatility expansion introduced in Remark 6.1 is easily implemented, all the terms being available in closed forms with the exception of Λ(λ, 0, T ) which was computed by a standard quadrature (GK) algorithm. The procedure is very fast (about 0.5 × 10 −3 secs.) and since the approximation is linear in ρ, the estimated CVA is computed once for all values of ρ, as for the correlation expansion method.
The approximation methods are compared to MC (with control variates) estimates, the error being defined as CV A M C − CV A M ethod . A positive sign indicates an underestimation of the CVA with respect to MC. In our experiments (Tables (1) to (5)) we noticed that the three methods provide better approximation for small values of |ρ|: the correlation expansion, which is linear in ρ, provides a lower bound for CVA, while the drift adjustment gives a uniformly level of approximations which, however slightly, worsens as the values of ρ become larger and positive Table 6 : The absolute value of g 1 for different volatilities η.
(other choices of the λ(t) tend to mitigate this effect, see [10] ). In particular we experienced a systematic underestimation of the WWR effect for the correlation expansion method and an overestimation for the drift adjustment method, while the volatility expansion has not a definite behavior. This kind of pattern is still observed for the other parameter sets considered (see Figures (1), (2) ).
As pointed out in Remark (4.1), the contribution to the CVA due to the correlation ρ is quantified by g 1 : its behavior is reported in Table (6) and it suggests an increasing impact of WWR for the volatility of the default intensity becoming larger.
We further compared the approximation methods on the same two sets of parameters (set 1 and 3) used in [10] for the CIR dynamic, see Table (7) . The results for T = 1 and T = 5 are reported graphically in Fig. (1) and Fig. (2) , respectively confirming the behavior observed.
Conclusions
We considered the pricing problem for financial options subject to counterparty credit risk. The impact of a credit event is quantified by the Credit Value Adjustment, which we modeled in a stochastic intensity framework. This allows to represent the CVA as the expectation of the Table 7 : Parameter sets. derivative's payoff discounted with a rate given by the sum of the risk-free and of the default intensity. Wrong Way Risk is accounted for by considering positive dependence between the exposure and the default event. The calculation of such a quantity may be tackled by classical Monte Carlo methods once the dynamics of the stochastic state variables (underlying, riskfree rate and default intensity) are chosen, but it is computationally very expensive. As an alternative to that, we proposed in this paper the correlation expansion method to evaluate CVA with WWR, when the underlying and the intensity dynamics are respectively given by a geometrical Brownian motion and a CIR process. Finally we compared the performance of our method with that of two other semi-analytical techniques: the drift adjustment introduced in [8] and the volatility expansion technique used in [30] .
