ABSTRACT Incidental scene text detection is a challenging problem because of arbitrary orientation, low resolution, perspective distortion, and variant aspect ratios of text in natural images. In this paper, we present an end-to-end trainable deep model, which can effectively and efficiently locate multi-oriented scene text. Our detector includes a student network and a teacher network, and they inherit complex VGGNet and lightweight PVANet architecture, respectively. While deploying for text detection, the teacher network is used to guide the training process of a student via knowledge distilling so as to maintain the tradeoff between accuracy and efficiency. We have evaluated the proposed detector on three popular benchmarks, and it achieves F-measures of 83.7%, 57.27%, and 90% on ICDAR2015 Incidental Scene Text, COCO-Text, and ICDAR2013, respectively, which outperforms the most state-of-the-art methods.
I. INTRODUCTION
Texts in natural scene often contain high-level semantic information, which is help to analyze and understand the corresponding environment. In recent years, a large number of computer vision applications have been aroused with the rapid popularization of mobile devices. As the key technologies of computer vision, text detection and recognition algorithms have been applied in many fields such as image retrieval, automatic navigation and human-computer interaction, etc [1] - [3] . Furthermore, the International Conference on Document Analysis and Recognition (ICDAR) initiates ''Robust Reading'' competition, and it successfully receives much attention from many researchers. Generally speaking, text detection is a preliminary step of text recognition, which is more challenging since scene texts often have variety of sizes, fonts and orientations, potentially poor image quality, low contrast or perspective distortion. This paper will focus on research of scene text detection.
Most previous text detection methods are based on sliding-windows or connected components [9] - [13] . With the The associate editor coordinating the review of this manuscript and approving it for publication was Choon Ki Ahn. rapid development of deep learning, however, semantic segmentation or general object detection methods have been widely utilized for locating text in scene image [4] - [7] . Although the state-of-the-art scene text detectors with elaborated deep model (such as VGGNet [31] ) have achieved promising results, most of them are still suffering from heavy computational cost and storage resource, which limits their application scenarios. In order to achieve better tradeoff between accuracy and efficiency, we propose a fast text detector using the idea of knowledge distillation. Our detector includes a student network and a teacher network. The teacher network inherits the VGGNet architecture with high capacity, and is pre-trained on SynthText dataset. The student network adopts a lightweight PVANet [34] for feature extraction. While deploying for text detection, the intermediate feature maps produced by the pre-trained teacher model are used to guide the training process of student. The main contributions of our work are as follows:
1) While pre-training the teacher network, we design rotational default boxes to recall arbitrary-oriented scene text as much as possible. Accordingly, overlapping threshold with angle information is adopted to reduce false positives.
2) We train a lightweight student network with knowledge distillation from a pre-trained teacher network by defining an auxiliary loss function that encourages the student to mimic the teacher's feature response.
3) Our detector can deliver both high accuracy and high efficiency on popular benchmarks.
II. RELATED WORK A. TEXT DETECTION
Scene text detection has been a hot research topic in the field of computer vision. Conventional methods extract features of scene text manually, which mainly consist of sliding window based methods and connected components based methods. Sliding window based methods shift a window in each position of an image to detect text [9] , [10] . Connected components based methods first extract character candidates, and then implement post-processing to eliminate non-text noise and connect the candidates [11] . Stroke width transform (SWT) [12] and maximally stable extremal region (MSER) [13] are two representative methods. However, the effectiveness of conventional methods is limited in some hard situations such as low resolution, multi orientation and perspective distortion.
Recently, convolution neural networks (CNNs) are widely applied in traditional pipelines for text detection [14] - [20] . Although these methods obtain promising detection results, most of them need multiple stages and extra bottom-up strategies, which may lead to sub-optimal performance. Therefore, end-to-end text location via semantic segmentation or general object detection has gradually become the mainstream. In general, semantic segmentation based detectors first extract text blocks from the segmentation map generated by fully convolutional network (FCN). After that, bounding boxes of text are obtained by complex post-processing. General object detectors, however, predict candidate bounding boxes directly by regarding texts as objects. These methods often adopt framework of RCNN series [5] , [21] , [22] , YOLO [23] or SSD [8] . Different from common objects, texts have clear definition of orientation, which should be predicted in addition to the axis-aligned bounding box information. Some representative methods are reviewed as follows.
DMPNet [24] : It is the first attempt to detect text with quadrangle. First, several quadrilateral sliding windows are applied to roughly recall text. After that, sliding windows with higher overlapping area are finely regressed for tighter scene text location. The shared Monte-Carlo computational method is proposed to compute the polygonal overlapping area. Moreover, the smooth Ln loss is proposed for regressing the position of text.
RRPN [25] : RRPN incorporates new components into the Faster-RCNN architecture. It can generate inclined proposals with text orientation angle information, which is then used for bounding box regression. In order to keep trade-off between orientation coverage and computational efficiency, six orientations are used to design the rotation anchors. Accordingly, rotation RoI pooling layer is presented to adjust arbitraryoriented proposals.
EAST [26] : It adopts FCN to produce text predictions with rotated rectangles or quadrangles, and the non-maximum suppression (NMS) is implemented to yield final results. While handling text regions with different sizes, EAST utilizes idea of U-Shape [27] to merge feature maps from different levels. The locality-aware NMS algorithm is proposed in postprocessing phase, which can reduce time complexity.
DRFCN [28] : It uses a framework of FCN plus one-step NMS. The FCN architecture consists of three modules, i.e., convolutional feature extraction, multi-level feature fusion and multi-task learning. On the basis of direct regression, it is particularly effective to localize quadrilateral boundaries of scene text.
R2CNN [29] : R2CNN is also based on Faster-RCNN architecture. It first uses the region proposal network (RPN) to generate axis-aligned bounding boxes that enclose the multi-oriented texts. After that, it refines the axis-aligned bounding boxes and predicts the inclined minimum area boxes with pooled features of different pooled sizes. At last, the inclined NMS is implemented to obtain the final detection results.
TextBoxes++ [30] : TextBoxes++ is inspired by SSD, and successfully detects words with extreme aspect ratios through designing text-box layers. Moreover, it can generate arbitrarily oriented bounding boxes in terms of rotated rectangles or quadrangles. In the post-processing phase, the cascaded NMS is applied to accelerate the detection speed. Furthermore, it combines a text recognition module and uses recognition result to refine the detection results.
B. KNOWLEDGE DISTILLATION
Hinton et al. [32] propose the knowledge distillation (KD) scheme, which provides a new way for training CNNs. In their model, teacher's knowledge is transferred to the student network by training it on a transfer set with artificial annotations and using a soft output probability distribution produced by the teacher network. Experiments on MNIST dataset show that the student network could achieve comparative performance as the teacher but with smaller structure. For an input image, the soft target generated from the teacher network contains more information than the annotations, and the auxiliary messages could be help to accelerate the training of student network. Finally, knowledge distillation is implemented by rising the temperature of the final softmax until the teacher network produces a suitably soft set of targets. Different from Hinton's work, Romero et al. [33] demonstrate that using the intermediate representation of the teacher could also help the training process and improve the final performance of the student. Inspired by their work, we try to propose a fast scene text detector using knowledge distillation. In our detector, teacher and student network with different architecture are construct into a unified model to achieve the tradeoff between detection accuracy and efficiency via knowledge distillation. To the best of our knowledge, it is the first attempt to apply knowledge distillation for scene text detection.
III. THE PROPOSED DETECTOR
The basic idea of our work is inspired by knowledge distillation, i.e., we train a fast lightweight student text detector by using the transferred knowledge from high capacity teacher network. With some special designs, the proposed detection model could achieve better tradeoff between accuracy and efficiency. The overall architecture of our text detector is depicted in section 3.1. The teacher network and its pretraining strategy are detailed in section 3.2. The specific knowledge distillation scheme is presented in section 3.3. The student network and its leaning process are described in section 3.4. Finally, the total loss of the proposed detector is defined in section 3.5.
A. OVERALL ARCHITECTURE
In this work, we propose an end-to-end trainable model with knowledge distillation for scene text detection. There are two components, i.e., the student and teacher network, in the whole model, and a new multi-task loss function is designed both for feature regression and text location (see figure 1 ). The teacher network is a pre-trained complex network with more parameters, and its intermediate representation (feature maps from several convolutional layers) is used to enhance the performance of the student network by implementing knowledge transfer. We hope that the feature representation of the student network approaches that of the teacher network. Therefore, L2-loss is defined for feature regression. Finally, feature maps of the student network are merged to generate score map as well geometry map for text detection. In a word, knowledge of the teacher network and training data are simultaneously applied to train a smaller student network in our model. The teacher network adopts the VGG-16 architecture, whereas the student network adopts the lightweight PVANet architecture with fewer model parameters, which could take less calculation for robust feature extraction and text detection.
B. TEACHER NETWORK PRE-TRAINING
Since it often has not requirements on latency and computational resources in training phase, we choose elaborated detection network as our teacher module and pretrain it on very large dataset. As mentioned in section 2.1, TextBoxes++ is a state-of-the-art scene text detector that could utilize VGG-16 architecture to extract features over different aspect ratios and scales. In this work, we use TextBoxes++ as base network of the teacher module. Considering the prior knowledge that the texts in the axis-aligned bounding box may present in the horizontal direction, vertical direction or diagonal direction of the axis-aligned box, we design a series of default boxes (DBs) to enclose the arbitrary-oriented texts. Except for reserving the horizontal bounding boxes as method of TextBoxes++ does, we add two rotated rectangles with 45 and 135 degrees inside the square, two rotated rectangles with 30 and 150 degrees inside the long rectangle, and two rectangles with 60 and 120 degrees inside the tall rectangle (see figure 2) .
While pre-training the teacher network, it needs to establish the correspondence between ground truth (GT) and DBs. Most conventional methods match DBs to each GT with intersection over union (IoU) higher than 0.5. Although this matching strategy simplifies the learning problem, it is not suitable for oriented texts due to the lack of angle information. In our network, we determine the positive and negative DBs by jointly considering their IoU and angle with GT. The positive DBs should meet the following conditions: the IoU is larger than 0.5 with GT, and the intersection angle with GT less than 15 degrees. Inversely, the negative DBs should meet the following conditions: the IoU is lower than 0.2 with GT, or the IoU is larger than 0.5 but the intersection angle with GT is larger than 15 degrees. Neither positive nor negative DBs are used during training.
The SynthText dataset is used for pre-training the teacher network. In this dataset, word-level bounding boxes for each image are represented by coordinates of four points, which are starting from top-left in clockwise. To facilitate regression, we adopt the method of [24] , i.e., predicting two coordinates and eight relative lengths for a quadrilateral detection.
Hence, the original GT of word annotation using eight coordinates, denoted as (
, where x, y are the coordinates of central point of the minimum circumscribed horizontal rectangle, and the other parameters are the relative positions to the central point. The relationship among the two representations is:
We adopt the multi-task loss for training, which is defined as follow
where p is the probability over classes computed by the softmax function, t is the indicator of the class label (1 for text and 0 for background).
) is the ten parameterized coordinates of the predicted bounding box. Moreover, λ is the balancing parameter, which controls the trade-off between classification loss and regression loss. The classification loss for class t can be computed as L cls (p, t) = − log p t , and the regression loss can be computed as L reg (v, v * ) = smooth L1 (v − v * ).
C. KNOWLEDGE DISTILLATION FROM TEACHER NETWORK
Generally speaking, knowledge distillation needs to use final output of the teacher network. However, using the intermediate representation of the teacher as soft target can also help the training process and improve the final performance of the student network [35] . While deploying our text detector, we utilize the pre-trained teacher network to produce convolutional features for each input image. Thus, using feature regression mentioned in section 3.1 could transfer knowledge to the student network and guide its training. The GoogleNet's inception module [36] is applied to key convolutional layers of the teacher network, and then the inception features from multiple layers are combined via channel concatenation. The process of feature extraction of the teacher (using TextBoxes++ as its base network) can be shown in figure 3 . The convolutional maps of layers conv4_3, conv7, conv8_2, conv9_2, conv10_2 and conv11_2 of TextBoxes++ are respectively processed through operations 1×1-conv, 3×3-conv, 5×5-conv and 3×3-maxpool. Note that 1×1 convolutions are used before operations 3×3-conv and 5×5-conv. Each operation could reduce the number of original feature maps. Finally, inception features from six layers are fused together, which could handle text with wider range of scales than general objects.
D. STUDENT NETWORK LEARNING
Small detection network is more suitable for deployment with faster inference. The text detector EAST can efficiently output dense per-pixel predictions of words or text lines, and experimental results show that the computation cost of EAST is much lower than state-of-the-art methods. Therefore, structure of EAST is used as our student network in this work. As is shown in figure 4 , EAST contains three main parts: feature extractor stem, feature merging branch and output layer. PVANet is adopted as feature extraction stem since it is a lightweight network that could achieve real-time object detection performance without losing accuracy [34] . To handle word regions with various sizes, four levels of feature maps are extracted from both late and early stages of PVANet stem. In feature merging branch, the idea of U-shape is used to merge feature maps gradually. In each merging stage, the feature map from the last stage is operated orderly by unpooling, concatenating, 1×1 convolution and 3×3 convolution. Finally, 32 channels of 3×3 feature maps are fed to output layer. At output layer, 32 channels of feature maps are projected into 1 channel of score map F s and a multi-channel geometry map F g . According to the geometry shapes of text regions, i.e., rotated box (RBOX) or quadrangle (QUAD), the channel number of F g is five or eight.
E. TOTAL LOSS
The loss of the student network is defined as
where L s and L g are the losses of score map and geometry map respectively. The specific formulations of L s and L g are VOLUME 7, 2019 FIGURE 4. Structure of EAST [26] .
the same as those in [26] . To calculate L s , the class-balanced cross-entropy is adopted. To calculate L g , the IoU loss is adopted for RBOX regression, whereas the scale normalized smoothed-L1 loss is adopted for QUAD regression.
In order to utilize the supervised information from pretrained teacher network, we define an auxiliary loss function L fea , which aims to encourage the student to mimic the teacher's feature response. L fea is the L2-norm loss calculated as follow
where g i is the soft target of the teacher network, i.e., the concatenating feature map (see figure 3) , and f i is the merging feature map (see figure 4) of the student network.
Finally, the total loss of our proposed text detector can be defined as L = L stu + αL fea , where α is the distillation intensity.
IV. EXPERIMENTS
In this section, we compare different strategies for designing default boxes to highlight their effectiveness while pretraining the teacher network. We also evaluate the training performance of the student network with knowledge distillation. Furthermore, we compare our detection results with the state-of-the-art methods on three benchmarks, including ICDAR2015 Incidental Scene Text, COCO-Text and ICDAR2013.
A. BENCHMARK DATASETS
SynthText. It contains 858,750 synthetic images, where texts with random colors, fonts, scales and orientations are rendered on natural images carefully to have a realistic look. The texts of this dataset are annotated in character, word and line level. It is used to pre-train the teacher network of our text detector.
ICDAR2015 Incidental Scene Text. It includes a total of 1500 images, 1000 of which are used for training and 500 for testing. These images are taken by Google Glass in an incidental way, with various scales, resolutions, blurring, orientations and viewpoints. The text regions are annotated by eight coordinates of four vertices of a quadrangle in a clockwise manner. While being used to regress rotated rectangle, all original quadrangular GTs are transformed to inclined minimum area rectangles with orientation.
COCO-Text:
It is a challenging scene text detection dataset with 173,589 labeled text regions in over 63,686 images, 43,686 of which are used for training and 20,000 for testing. Similar to ICDAR2015, it contains a broad variety of text instances.
ICDAR2013: It includes a total of 462 images, 229 of which are used for training and 233 for testing. These images are obtained by directing the focus of the camera on the text content of interest. The dataset contains mostly horizontal text, and the text regions are annotated in the form of axisaligned bounding box.
B. IMPLEMENTATION DETAILS
While pre-training on SynthText, the learning rate is set to 10 −4 , the ratio between the negative and positive samples is 3:1, and the number of iterations is 60k. We compute IoU between rotated GT and DB with the idea of [24] . For GT, we first utilize Gibbs sampling to obtain k points in its circumscribed rectangle. Assume that the number of points inside GT is k gt . Then the area of GT can be computed by k gt /k multiplied by the area of the circumscribed rectangle. For DB, its area can be computed by the same strategy as GT. Therefore, the ratio of overlapping points (both inside GT and DB) in total points multiplies the area of the circumscribed rectangle of DB is the overlapping area between GT and DB, denoted as AO. Let the sum of the area of GT and DB be AS. Then the area of union between GT and DB, denoted as AU , is equal to AS minus AO. Dividing AO by AU can yield the value of IoU. On COCO-Text (the number of iterations is 40k), ICDAR2013 and ICDAR2015 (the number of iterations is 12k), however, the training process is divided into two stages. At the first quarter iterations, the learning rate is 10 −4 , and the ratio between the negative and positive samples is 3:1. At the later three quarter iterations, the learning rate is 10 −5 , and the ratio between the negative and positive samples is 6:1.
C. DEFAULT BOX SELECTION FOR TEACHER NETWORK
In order to achieve better performance for final text detection, we pre-train a deep teacher network on SynthText dataset that contains about 800k text images. During the training stage, we design a series of rotated rectangular default boxes with different aspect rations and scales to roughly recall oriented text. In this section, we also implement another two methods for recalling text, and conduct experiments to compare them. A short description of the two methods is as follows. 22592 VOLUME 7, 2019 FIGURE 5. Precision-Recall curves using different default boxes for pre-training. FIGURE 6. DB design example. Green color for GT, red color for our method, yellow color for method1 and blue color for method2.
Method 1 [24] : Besides horizontal DBs, this method designs a series of rotated parallelograms inside the horizontal rectangles. It computes the IoU between GT and DBs, and uses the pre-defined threshold 0.5 to judge whether the DB is positive or negative.
Method 2 [30] : This method only designs horizontal DBs at different layers. It computes the IoU between minimum circumscribed rectangle of GT and DBs, and uses the predefined threshold 0.5 to judge whether the DB is positive or negative. Note that it simultaneously predicts the regression from a matched DB to GT and its minimum circumscribed rectangle. Figure 5 shows the Precision-Recall curves of the teacher network using three methods for pre-training on SynthText dataset. It could be found that compared to method 2, the recalls of our method (described in section 3.2) and method 1 have greatly increased due to their auxiliary rotated DBs. Let's see an example in figure 6 . Obviously using rotated DBs to handle oriented text, the IoU between GT and DB could be larger enough to reach a given threshold, which is help to improve recall as well as precision. However, high recall may bring with more false positives. To address the problem, the angle information is also considered in our matching scheme. As is mentioned in section 3.2, only the DB whose IoU is larger than 0.5 with GT and intersection angle with GT less than 15 degrees is considered as positive, and subsequently used in regression procedure. Therefore, it can eliminate some unnecessary false positives. Conversely, the whole training process of method 2 is simpler and faster since it only needs to compute the intersection area between horizontal rectangles. Since we deploy a lightweight student network and merely utilize intermediate feature maps produced by the trained teacher network to guide the training of student, longer pre-training time on SynthText dataset does not matter much for the final text detection efficiency.
D. EFFECTIVENESS OF KNOWLEDGE DISTILLATION
In this section, we conduct experiments to evaluate the training performance of the student network and verify the effectiveness of knowledge distillation from teacher. Figure 7 shows the training accuracy as well as loss of the deployed student network as a function of number of training epochs on ICDAR2015 and COCO-Text. It can be found that after several iterations, the accuracy and loss of student network on training set and test set basically reach convergence. The accuracy on the test set is lower than that on the training set, and the loss on the test set is higher than that on the training set, which indicates that the network is still slightly over-fitting. Properly increasing the value α would be help to reduce over-fitting. Figure 8 shows the text detection results in terms of F-measure using the student network with knowledge distillation (denoted as student+KD) while varying the distillation intensity α. The F-measures of directly using teacher (TextBoxes++ with rotated DBs) and student (EAST) without knowledge distillation are also depicted as baselines in this figure. It could be found that the F-measures of our proposed network is always higher than that of the student baseline, which demonstrates that utilizing relational information transferred from a deep teacher model to a lightweight student will improve its detection performance. Moreover, the performance of our proposed network approaches the teacher baseline with α increasing. In other words, our proposed network allows the student to learn more information from the teacher and produce the similar feature maps for text detection. Note that on ICDAR2015, while α within the interval of [2.1, 3.9] our proposed detector lifts the Fmeasure up to 0.837, which is even beyond the teacher baseline. Since the student network used in our detector is not a simply compressed model of teacher, it also has distinctive learning ability for text detection. Therefore, ensemble of two networks via knowledge distillation may improve the generalization capability of the whole detector.
E. COMPARISONS WITH THE STATE-OF-THE-ART DETECTORS
In this section, we conduct experiments to compare the performance of our detector with some state-of-the-art detectors. Quantitative results on datasets ICDAR 2015, COCO-Text and ICDAR 2013 are given in tables 1-3. Note that we only list the results of our detector with the best distillation intensity. On ICDAR 2015, our detector outperforms all state-of-the-art detectors in terms of F-measure. As described in section 3.2, the pre-trained teacher network used by our detector is very similar to the architec- ture of TextBoxes++. Therefore, the performance of our detector approaches that of TextBoxes++. Especially, the designed rotated DBs of the teacher network assists our detector achieved the highest recall, and thus enhance the F-measure. As is shown in table 1, our method improves the recall of TextBoxes++ by 4.8 percents. On COCOText, our detector also achieves relatively better performance despite adopting the teacher and student network with different architecture. For EAST, the detector is directly trained on COCO-Text or pre-trained on ImageNet and followed by fine-tuning. However, it achieves the lowest F-measure. One can see that training from scratch or fine-tuning on large dataset, the lightweight network alone could not achieve satisfactory performance unless getting aid from a deep teacher. In other words, using knowledge from high capacity and complex models may enhance the text detection result on large scale datasets. On ICDAR2013, our method also achieves the competitive result. Since the word annotation is horizontal axis-aligned bounding box in this dataset, we just simply set angle parameter to zero in our detector for training and testing. One can see that our detector obtains performance even close to that of specifically designed horizontal text detectors, which validates its robustness.
Some qualitative detection results are illustrated in figures 9 and 10. As are shown in the figures, our detector is more robust than the competing detectors for handling difficult cases such as object occlusion, text-like area and vertical text on different benchmarks.
We also compare runtime of our detector with other state-of-the-art detectors on ICDAR2015 benchmark, and the results are listed in table 4. While applying our detector, we only report the average from running through 500 test images on ICDAR2015 by using the best network parameters and distillation intensity. The experiments are conducted on a station with Intel i5-4590 CPU and a single NVIDIA Titan XP graphic card. For other detectors, we directly give the results from their original paper. As is shown in the table, our detector runs at a speed of 14.38 FPS, meanwhile it outperforms other state-of-the-art methods in terms of F-measure. It demonstrates that using a lightweight student network with knowledge distillation from a deep network could achieve well trade-off between accuracy and speed for text detection.
V. CONCLUSIONS
In this paper, we propose an end-to-end trainable model for detecting scene text with arbitrary orientations. The whole model consists of a teacher network and a student network. The teacher network using VGGNet architecture is first pre-trained on SynthText dataset. After that, we train a fast lightweight student network for text detection. Note that the student network acquires the guidance from teacher via knowledge distillation, which could achieve better tradeoff between detection accuracy and efficiency. Experimental results on ICDAR2015 Incidental Scene Text, COCO-Text and ICDAR2013 show that our proposed detector can achieve state-of-the-art performance for both horizontal text and oriented text location. Furthermore, it is more efficient than most of the competing methods. 
