In this article, we establish a new mixed finite element procedure, in which the mixed element system is symmetric positive definite, to solve the second-order hyperbolic equations. The convergence of the mixed element methods with continuous-and discrete-time scheme is proved. And the corresponding error estimates are given. Finally some numerical results are presented.
I. INTRODUCTION
Hyperbolic equations describe the wave phenomena in the nature. They are very significant for many practical problems, e.g., hydrodynamics, displacement problems in porous media and vibrations of a membrane, acoustic vibrations of a gas, electromagnetic processes in nonconducting media.
Various numerical methods have been established for solving second-order hyperbolic problems. Continuous or discrete time Galerkin finite element methods are analyzed for linear or nonlinear second-order hyperbolic equations in several spaces, see [1] [2] [3] [4] . The classical mixed element methods for the hyperbolic equations have been studied in [5] [6] [7] . However, the technique of the classical mixed method leads to some saddle point problems whose numerical solutions have been quite difficult because of losing positive definite properties.
The purpose of this article is, using the splitting technique as in [8] , to formulate a new mixed element procedure to solve the second-order hyperbolic equation, in which the coefficient matrix of the mixed element system is symmetric positive definite.
To illustrate our method, we consider our model as the following second-order hyperbolic problem:
   c(x, t) ∂ 2 u ∂t 2 
(x, t) − ∇ · (A(x, t)∇u(x, t)) = f (x, t) (x, t) ∈ × (0, T ] u(x, t) = 0,
x ∈ ∂ , t > 0.
(1.1) with initial conditions
where is a bounded domain in R d with boundary ∂ . c(x, t) > 0 and A = (a ij ) d×d the uniformly symmetric positive definite matrix function, i.e., there exists a constant a 0 > 0 such that
3)
The outline of this article is as follows. In Section II we give the continuous-time splitting positive definite finite element procedure for the model (1.1)-(1.2). Then we shall state and prove the convergence for this case. In Section III the discrete-time mixed element scheme will be defined and analyzed. In Section IV some numerical results are presented.
II. CONTINUOUS-TIME ESTIMATES
Throughout this article, usual definitions, notations, and norms of Sobolev spaces as in [9, 10] are used. K, with or without subscripts, denote generic positive constant, which may be different at their occurrences.
A. Formulation of Splitting Positive Definite Mixed Element
Introduce the function space
By introducing an unknown σ = −A∇u. Let β(x, t) = 1/c(x, t) andÃ = A −1 , a mixed weak form of (1.1) can be given by
From (2.1b) we derive
By the definition of σ , we can define the following initial conditions:
Using the above initial conditions, we can easily show that the Eq. (2.2) is equivalent to the Eq. (2.1b).
Taking v = ∇ · ω in (2.1a) for ω ∈ H (div; ) and then substituting it into (2.2), we derive an equivalent mixed variational form of the system (2.1):
Let T hu and T hσ be two families of quasi-regular partitions of the domain, which may be the same one or not, such that the elements in the partitions have the diameters bounded by h u and h σ , respectively. Let M hu ⊂ L 2 ( ) and V hσ ⊂ H (div; ) be finite element spaces defined on the partitions T hu and T hσ . Now we formulate a new mixed finite element procedure based on (2.3). (x, t N ) ) , and matrix functions
SPDME Scheme: Given an initial approximation (u
whereÃ(i) is the ith row-vector of the matrixÃ.
The system (2.5) may be rewritten as an equivalent matrix form:
It is clear that matrixes B, C, and D are symmetric positive definite. Letã = Ba. The system (2.6) is rewritten as
The system (2.7) is an initial value problem of a system linear second-order ordinary differential equations. By virtue of the theory of ordinary differential equations, the system (2.7) has a unique solution, and so the system (2.5) has one unique solution. The proof of Theorem 2.1 is complete.
It is clear that the matching relation (i.e., LBB-condition ) between the mixed element spaces V hσ and M hu , which is required by the classical mixed element spaces defined in [11] [12] [13] [14] [15] , now is not necessary. From the viewpoint of computation, one can chose the usual continuous finite element spaces as V hσ .
In the following part of this section, we will analyze the convergence of the SPDME Scheme and give the error estimate under the assumption that V hσ is one of the classical mixed elements in [11] [12] [13] [14] [15] .
B. Convergence Analysis and Error Estimate
We assume that finite element spaces V hσ and M hu have the inverse property (see [16] ) and approximate properties (see [11] [12] [13] [14] [15] ) that there exist some integers r, r 1 , k > 0, such that, for
where r 1 = r in cases of BDFM elements and BDM elements, or r 1 = r + 1 in cases of Nedelec elements and RT elements.
To analyze the convergence of the approximate solution determined by the SPDME scheme, we introduce some operators. It is well known that, in any one of the classical mixed finite element spaces, there exists an operator h from H (div; ) onto V hσ , see [11] [12] [13] [14] [15] [16] , such that, for
We also define the
By use of the definitions of the operators h and P M , we can easily obtain the following lemma.
Lemma 2.1. Suppose that the solution of system (2.3) has regular properties that
3) from (2.5), we get the residue equations: [11] [12] [13] [14] [15] , that approximate properties (2.8) 
Theorem 2.2. Suppose that the finite element space V hσ is one of classical mixed elements in

hold, that coefficients c, A in system (1.1) have the first-and second-order continuous derivatives on t, and the solution of system (2.3) has regular properties that
where K is a constant independent of h u , h σ .
Proof.
Take ω h = θ t in (2.12a), we have
Note that
Hence, we have
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We know that
Therefore, we can get
to the above inequality and using the fact that
Using Gronwall's lemma, we can obtain
By use of (2.9) and Lemma 2.1, we get the estimate (2.13a). Now we show that the estimate (2.13b) holds.
Taking v h = ξ in (2.12b), we have 
By use of Lemma 2.1, (2.13a) and Gronwall's lemma, we get
Using Lemma 2.1 again, we easily get the estimate (2.13b). This ends the proof of Theorem 2.2.
III. DISCRETE-TIME ESTIMATES
A. Formulation of Fully-discrete Scheme
Let J be a positive integer and let τ = T /J denote the time increment. For any function r defined at the times nτ , n = 0, . . . , J , denote by r n the function at t = t n = nτ ; We shall use this notation for functions defined for all time as well as those defined only at t = nτ . Some other notations we shall use are
The Eq. (2.3) has the following equivalent formulation
where 4 . Now we formulate a fully-discrete splitting positive definite mixed element procedure based on (3.2).
Fully-discrete SPDME Scheme:
It is easily seen that the following result holds. (3.4) and (3.4) has one unique solution.
Theorem 3.1. Assume that (1.3) holds. Then the system (3.5) with initial values defined by
B. Convergence Analysis and Error Estimate
Similar to Lemma 2.1, we have the following lemma.
Lemma 3.1. Suppose that the solution of system (2.3) has regular properties that
where for functions γ with values at discrete times,
) denote the solution of the fully-discrete SPDME scheme given by (3.5) . Then there exists a constant
Proof. Set θ n = σ n h − h σ n and ρ n = σ n h − h σ n . Subtracting (3.2a) from (3.5a), we can easily obtain
Taking ω h = 2δ t θ n in (3.9), we can obtain
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Now, we estimate the bounds of E i , i = 1, 2, . . . , 5. Firstly, we estimate the bound of E 1 . We can easily obtain
And then, using the inequality
and (2.11c), we can derive
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For E 3 , we have the following estimate
where we have used Lemma 2.1 in the last inequality.
In addition, we know that
Therefore, substituting these estimates into (3.10), for sufficiently small ε, we can obtain the estimate
Using Gronwall's lemma, we get the estimate
Hence, by use of (2.9) and Lemma 3.1 again, we can obtain the estimate (3.8a). Finally, we show that the estimate (3.8b) holds. Set ξ n = u n h − P M u n and η n = u n − P M u n . Subtracting (3.2b) from (3.5b), using the definition of operator P M and (2.10a), we have
Taking v h = 2δ t ξ n in (3.14), we have 
IV. NUMERICAL EXAMPLE
In this section, we give some numerical results to confirm our theoretical analysis. Consider the following hyperbolic equation Using fully-discrete SPDME scheme, we compute the finite element approximate value σ h of the exact solution σ = −∇u.
In this experiment, = [0, 1] × [0, 1]. The right-hand side, initial conditions of the system (4.1) are selected by the exact solution u = e −t sin 2 (π x) sin 2 (π y) and σ = −∇u. We choose the finite element space of piecewise linear polynomials. The following numerical results can be obtained (see Table 1 ) where denote the error
From Table I , we can see that the convergence rates of L ∞ (L 2 )-norm andL ∞ (L 2 )-norm errors can nearly reach the optional order under the condition h = τ . The numerical results denoted by " " suggest that the error convergence order is approximate one, which is coincided with our theoretical analysis.
