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Cluster Variables on Double Bruhat Cells Gu,e of Classical
Groups and Monomial Realizations of Demazure Crystals
YUKI KANAKUBO∗ and TOSHIKI NAKASHIMA†
Abstract
Let G be a simply connected simple algebraic group over C, B and
B− its two opposite Borel subgroups, and W the associated Weyl group.
It is shown that the coordinate ring C[Gu,v] (u, v ∈ W ) of the double
Bruhat cell Gu,v = BuB ∩ B−vB− is isomorphic to the cluster algebra
A(i)C and the initial cluster variables of C[Gu,v] are the generalized minors
∆(k; i) ([1, 8]). In the case that a classical group G is of type Br, Cr
or Dr, we shall describe the non-trivial last r initial cluster variables
{∆(k; i)}(m−2)r<k≤(m−1)r (m is given below) of the cluster algebra C[L
u,e]
([6, 8]) in terms of monomial realization of Demazure crystals, where Lu,e
is the reduced double Bruhat cell of type (u, e). The relation between
∆(k; i) on Gu,e and on Lu,e is described in Proposition 6.3 below. We
also present the corresponding results for type Ar though the results for
all initial cluster variables have been obtained in [9].
1 Introduction
In [4, 5] Fomin and Zelevinsky initiated the theory of cluster algebras, which is
a commutative algebra generated by so-called “cluster variables”.
Let G be a simply connected complex simple algebraic group of rank r,
B,B− ⊂ G the opposite Borel subgroups, H := B ∩ B− the maximal torus,
N ⊂ B, N− ⊂ B− the unipotent radical and W = 〈si|1 ≤ i ≤ r〉 the associated
Weyl group generated by the simple reflections {si}1≤i≤r. For u, v ∈W , define
the (reduced) double Bruhat cell Gu,v := (BuB) ∩ (B−vB−) (resp. L
u,v :=
(NuN) ∩ (B−vB−)). In [1], it is revealed that the coordinate ring C[Gu,v]
(u, v ∈W ) of double Bruhat cell Gu,v is isomorphic to the upper cluster algebra
A(i)C. Recently, in [8], Goodear and Yakimov have shown that the algebra





xk −→ ∆(k; i),
where i is a reduced word for the shuffle (u, v) and ∆(k; i) is certain generalized
minor on Gu,v. It means that the k-th initial cluster variable of the cluster
algebra C[Gu,v] is given as certain generalized minors ∆(k; i) on Gu,v.
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In [9], for type Ar and a pair (u, e) with the specific reduced word i we gave
the explicit forms of these initial cluster variables {∆(k; i)} and described them
by using monomial realization of certain Demazure crystals.
In this article, we shall get the partial results for the classical groups of
type Br,Cr and Dr. Indeed, we find that the non-trivial last r initial cluster
variables are expressed by using monomial realizations of Demazure crystals.
Let us explain what we obtain here in more details. As the reduced longest
word let us take i0 = (12 · · · r)
r′ (r′ = r for Br, Cr, and r
′ = r − 1 for Dr), and
set i a left factor of i0 whose length is in [(m − 1)r + 1,mr] (m ≤ r
′), u the
corresponding Weyl group element and (m− 2)r < k ≤ (m− 1)r. Let xL
i
(t) be
as in (3.6) and ∆L(k; i) as in Definition 6.1. For example, in Example 6.6 for
type C2 we have













where i = (1, 2, 1, 2) and Y = (Y1,1, Y1,2, Y2,1, Y2,2). On the other hand, we have



















Comparing (1.1) and (1.2), it is not difficult to find their relations, that is,
∆L(2; i) is expressed as a summation of all vertices but Y0,2 of the graph, which
is what we want to clarify in this article. Here we also observe the feature
different from the one for type Ar. It is that coefficients greater than 1 appear
in ∆L(k; i), which is possible to occur for types Br, Cr and Dr. In the case
k ≤ (m − 2)r, indeed, the generalized minors ∆(k; i) seem to be expressed by
monomial realizations of certain subset of crystals, nevertheless, not necessarily
Demazure crystals. This is the reason that here we only treat the non-trivial last
r generalized minors. So we expect to find a new characterization to abstract a
subset of crystals matching the generalized minors, which is a further task for
us.
Let us see the organization of this article. In Sect.2, we review the explicit
forms of fundamental representations of classical groups. In Sect.3, we introduce
double Bruhat cells and in Sect.4, we shall review the notion of cluster algebras
and generalized minors. Sect.5 is devoted to recall the theory of crystals and
their monomial realizations. In Sect.6, we state Theorem 6.5 the main results
of the article, which claims as follows: suppose that u is a Weyl group element
corresponding to a left factor of i0 with m(r − 2) < k ≤ m(r − 1) < l(u) ≤ mr
and v = e. In the setting, ∆L(k; i) is expressed by a summation of monomials
in some Demazure crystals (see Subsection 5.2). In Sect.7, the explicit forms of
∆L(k; i) are described using the results in [9, 10, 11]. In the last section, the
proof of the main theorem is presented.
2 Fundamental representations
First, we review the fundamental representations of the complex simple Lie
algebras g of type Ar, Br, Cr, and Dr [16, 18]. We shall use them in calculations
of generalized minors (see Subsection 4.3). Let I := {1, · · · , r} be a finite index
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set, A = (aij)i,j∈I be the Cartan matrix of g, and (h, {αi}i∈I , {hi}i∈I) be the
associated root data satisfying αj(hi) = aij where αi ∈ h
∗ is a simple root and
hi ∈ h is a simple co-root. Let {Λi}i∈I be the set of the fundamental weights
satisfying Λi(hj) = δi,j , P =
⊕




the dual weight lattice.
2.1 Type Ar
Let g = sl(r + 1,C) be the simple Lie algebra of type Ar. The Cartan matrix




2 if i = j,
−1 if |i− j| = 1,
0 otherwise.
For g = 〈h, ei, fi(i ∈ I)〉, let us describe the vector representation V (Λ1). Set
B(r) := {vi| i = 1, 2, · · · , r + 1} and define V (Λ1) :=
⊕
v∈B(r) Cv. The weights
of vi (i = 1, · · · , r + 1) are given by wt(vi) = Λi − Λi−1, where Λ0 = Λr+1 = 0.
We define the g-action on V (Λ1) as follows:
hvj = 〈h,wt(vj)〉vj (h ∈ P
∗, j ∈ J), (2.1)
fivi = vi+1, eivi+1 = vi (1 ≤ i ≤ r), (2.2)
and the other actions are trivial.
Let Λi be the i-th fundamental weight of type Ar. As is well-known that
the fundamental representation V (Λi) (1 ≤ i ≤ r) is embedded in ∧
iV (Λ1) with
multiplicity free. The explicit form of the highest (resp. lowest) weight vector
uΛi (resp. vΛi) of V (Λi) is realized in ∧
iV (Λ1) as follows:
uΛi = v1 ∧ v2 ∧ · · · ∧ vi, vΛi = vi+1 ∧ vi+2 ∧ · · · ∧ vr+1. (2.3)
2.2 Type Cr
Let g = sp(2r,C) be the simple Lie algebra of type Cr. The Cartan matrix




2 if i = j,
−1 if |i− j| = 1 and (i, j) 6= (r − 1, r),
−2 if (i, j) = (r − 1, r),
0 otherwise.
Note that αi (i 6= r) are short roots and αr is the long simple root.
Define the total order on the set JC := {i, i|1 ≤ i ≤ r} by
1 < 2 < · · · < r − 1 < r < r < r − 1 < · · · < 2 < 1. (2.4)
For g = 〈h, ei, fi(i ∈ I)〉, let us describe the vector representation V (Λ1). Set
B(r) := {vi, vi|i = 1, 2, · · · , r} and define V (Λ1) :=
⊕
v∈B(r) Cv. The weights of
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vi, vi (i = 1, · · · , r) are given by wt(vi) = Λi − Λi−1 and wt(vi) = Λi−1 − Λi,
where Λ0 = 0. We define the g-action on V (Λ1) as follows:
hvj = 〈h,wt(vj)〉vj (h ∈ P
∗, j ∈ JC), (2.5)
fivi = vi+1, fivi+1 = vi, eivi+1 = vi, eivi = vi+1 (1 ≤ i < r), (2.6)
frvr = vr, ervr = vr, (2.7)
and the other actions are trivial.
Let Λi be the i-th fundamental weight of type Cr. As is well-known that
the fundamental representation V (Λi) (1 ≤ i ≤ r) is embedded in ∧
iV (Λ1) with
multiplicity free. The explicit form of the highest (resp. lowest) weight vector
uΛi (resp. vΛi) of V (Λi) is realized in ∧
iV (Λ1) as follows:
uΛi = v1 ∧ v2 ∧ · · · ∧ vi,
vΛi = v1 ∧ v2 ∧ · · · ∧ vi.
(2.8)
2.3 Type Br
Let g = so(2r + 1,C) be the simple Lie algebra of type Br. The Cartan matrix




2 if i = j,
−1 if |i− j| = 1 and (i, j) 6= (r, r − 1),
−2 if (i, j) = (r, r − 1),
0 otherwise.
Note that αi (i 6= r) are long roots and αr is the short simple root.
Define the total order on the set JB := {i, i|1 ≤ i ≤ r} ∪ {0} by
1 < 2 < · · · < r − 1 < r < 0 < r < r − 1 < · · · < 2 < 1. (2.9)
For g = 〈h, ei, fi(i ∈ I)〉, let us describe the vector representation V (Λ1). Set
B(r) := {vi, vi|i = 1, 2, · · · , r} ∪ {v0} and define V (Λ1) :=
⊕
v∈B(r) Cv. The
weights of vi, vi (i = 1, · · · , r) and v0 are as follows:
wt(vi) = Λi − Λi−1, wt(vi) = Λi−1 − Λi (1 ≤ i ≤ r − 1), (2.10)
wt(vr) = 2Λr − Λr−1, wt(vr) = Λr−1 − 2Λr, wt(v0) = 0,
where Λ0 = 0. We define the g-action on V (Λ1) as follows:
hvj = 〈h,wt(vj)〉vj (h ∈ P
∗, j ∈ JB), (2.11)
fivi = vi+1, fivi+1 = vi, eivi+1 = vi, eivi = vi+1 (1 ≤ i < r),(2.12)
frvr = v0, ervr = v0, frv0 = 2vr, erv0 = 2vr, (2.13)
and the other actions are trivial.
Let Λi (1 ≤ i ≤ r − 1) be the i-th fundamental weight of type Br. Similar
to the Cr case, the fundamental representation V (Λi) is embedded in ∧
iV (Λ1)
with multiplicity free. In ∧iV (Λ1), the highest (resp. lowest) weight vector uΛi
(resp. vΛi) of V (Λi) is realized as the same form as in (2.8).
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The fundamental representation V (Λr) is called the spin representation. It
can be realized as follows: Set







and define the g-action on V
(r)
sp as follows:
hi(ǫ1, · · · , ǫr) =
{
ǫi·1−ǫi+1·1
2 (ǫ1, · · · , ǫr) if i < r,
ǫr(ǫ1, · · · , ǫr) if i = r,
(2.14)
fi(ǫ1, · · · , ǫr) =






+ , · · · , ǫr) if ǫi = +, ǫi+1 = −, i 6= r,
(ǫ1, · · · , ǫr−1,
r
−) if ǫr = +, i = r,
0 otherwise,
(2.15)
ei(ǫ1, · · · , ǫr) =






− , · · · , ǫr) if ǫi = −, ǫi+1 = +, i 6= r,
(ǫ1, · · · , ǫr−1,
r
+) if ǫr = −, i = r,
0 otherwise.
(2.16)
Then the module V
(r)
sp is isomorphic to V (Λr) as a g-module.
2.4 Type Dr
Let g = so(2r,C) be the simple Lie algebra of type Dr . The Cartan matrix




2 if i = j,
−1 if |i− j| = 1 and (i, j) 6= (r, r − 1), (r − 1, r), or (i, j) = (r − 2, r), (r, r − 2),
0 otherwise.
Define the partial order on the set JD := {i, i|1 ≤ i ≤ r} by
1 < 2 < · · · < r − 1 < rr < r − 1 < · · · < 2 < 1. (2.17)
Note that there is no order between r and r. For g = 〈h, ei, fi(i ∈ I)〉, let us
describe the vector representation V (Λ1). Set B
(r) := {vi, vi|i = 1, 2, · · · , r}
and define V (Λ1) :=
⊕
v∈B(r) Cv. The weights of vi, vi (i = 1, · · · , r) are as
follows:
wt(vi) = Λi − Λi−1, wt(vi) = Λi−1 − Λi (1 ≤ i ≤ r − 2, i = r), (2.18)
wt(vr−1) = Λr + Λr−1 − Λr−2, wt(vr−1) = Λr−2 − Λr−1 − Λr,
where Λ0 = 0. We define the g-action on V (Λ1) as follows:
hvj = 〈h,wt(vj)〉vj (h ∈ P
∗, j ∈ JD), (2.19)
fivi = vi+1, fivi+1 = vi, eivi+1 = vi, eivi = vi+1 (1 ≤ i < r),(2.20)
frvr = vr−1, frvr−1 = vr, ervr = vr−1, ervr−1 = vr, (2.21)
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and the other actions are trivial.
Let Λi (1 ≤ i ≤ r − 2) be the i-th fundamental weight of type Dr . Similar
to the Br and Cr cases, the fundamental representation V (Λi) is embedded in
∧iV (Λ1) with multiplicity free. In ∧
iV (Λ1), the highest (resp. lowest) weight
vector uΛi (resp. vΛi) of V (Λi) is realized as the formula (2.8).
The fundamental representations V (Λr−1) and V (Λr) are also called the spin
representations. They can be realized as follows: Set
B(+,r)sp (resp. B
(−,r)
sp ) := {(ǫ1, · · · , ǫr)| ǫi ∈ {+,−}, ǫ1 · · · ǫr = + (resp. −)},










and define the g-action on V
(±,r)
sp as follows:
hi(ǫ1, · · · , ǫr) =
{
ǫi·1−ǫi+1·1
2 (ǫ1, · · · , ǫr) if i < r,
ǫr−1·1+ǫr·1
2 ǫr(ǫ1, · · · , ǫr) if i = r,
(2.22)
fi(ǫ1, · · · , ǫr) =






+ , · · · , ǫr) if ǫi = +, ǫi+1 = −, i 6= r,




−) if ǫr−1 = +, ǫr = +, i = r,
0 otherwise,
(2.23)
ei(ǫ1, · · · , ǫr) =






− , · · · , ǫr) if ǫi = −, ǫi+1 = +, i 6= r,




+) if ǫr−1 = −, ǫr = −, i = r,
0 otherwise.
(2.24)




sp ) is isomorphic to V (Λr) (resp. V (Λr−1))
as a g-module.
3 Factorization theorem
In this section, we shall introduce (reduced) double Bruhat cells Gu,v, Lu,v, and
their properties for v = e and some special u ∈ W . In [2, 3], these properties
have been proven in more general setting. We shall state a relation between
certain functions generalized minors on double Bruhat cells and crystal bases,
which is our main result (Theorem 6.5). For l ∈ Z>0, we set [1, l] := {1, 2, · · · , l}.
3.1 Double Bruhat cells
Let G be the simple complex algebraic group of classical type, B and B− be
two opposite Borel subgroups in G, N ⊂ B and N− ⊂ B− be their unipotent
radicals, H := B∩B− a maximal torus. We set g := Lie(G) with the triangular
decomposition g = n− ⊕ h⊕ n. Let ei, fi (i ∈ [1, r]) be the generators of n, n−.
For i ∈ [1, r] and t ∈ C, we set
xi(t) := exp(tei), yi(t) := exp(tfi). (3.1)
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Let W := 〈si|i = 1, · · · , r〉 be the Weyl group of g, where {si} are the simple
reflections. We identify the Weyl group W with NormG(H)/H . An element
si := xi(−1)yi(1)xi(−1) (3.2)
is in NormG(H), which is representative of si ∈ W = NormG(H)/H [18].
For u ∈ W , let u = si1 · · · sin be its reduced expression. Then we write
u = si1 · · · sin , call l(u) := n the length of u. We have two kinds of Bruhat








Then, for u, v ∈ W , we define the double Bruhat cell Gu,v as follows:
Gu,v := BuB ∩B−vB−.
This is biregularly isomorphic to a Zariski open subset of an affine space of
dimension r + l(u) + l(v) [3, Theorem 1.1].
We also define the reduced double Bruhat cell Lu,v as follows:
Lu,v := NuN ∩B−vB− ⊂ G
u,v.
As is similar to the case Gu,v, Lu,v is biregularly isomorphic to a Zariski open
subset of an affine space of dimension l(u) + l(v) [2, Proposition 4.4].
Definition 3.1. Let u = si1 · · · sin be a reduced expression of u ∈W (i1, · · · , in ∈
[1, r]). Then the finite sequence i := (i1, · · · , in) is called a reduced word for u.
For example, the sequence (1, 2, 3, 1, 2, 1) is a reduced word of the longest
element s1s2s3s1s2s1 of the Weyl group of type A3. For all the cases Ar, Br,




(1, 2, · · · , r, 1, 2, · · · , r − 1, · · · , 1, 2, 3, 1, 2, 1) for Ar,
(1, 2, · · · , r − 1, r)r for Br, Cr,
(1, 2, · · · , r − 1, r)r−1 for Dr.
(3.3)
In this paper, we mainly treat (reduced) Double Bruhat cells of the form Gu,e :=
BuB ∩ B−, L
u,e := NuN ∩ B−, and the element u ∈ W whose reduced word
can be written as a left factor of i0.
3.2 Factorization theorem
In this subsection, we shall introduce the isomorphisms between double Bruhat
cell Gu,e and H × (C×)l(u), and between Lu,e and (C×)l(u). As in the previous
subsection, let G be a complex classical algebraic group of type Ar, Br, Cr and
Dr. For a reduced word i = (i1, · · · , in) (i1, · · · , in ∈ [1, r]), we define a map
xG
i
: H × Cn → G as
xGi (a; t1, · · · , tn) := a · yi1(t1) · · · yin(tn). (3.4)
Theorem 3.2. [3] For u ∈W and its reduced word i, the map xG
i
is a biregular
isomorphism from H × (C×)l(u) to a Zariski open subset of Gu,e.
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Next, for i ∈ [1, r] and t ∈ C×, we define as follows:
α∨i (t) := t




For i = (i1, · · · , in) (i1, · · · , in ∈ [1, r]), we define a map x
L
i
: Cn → G as
xL
i
(t1, · · · , tn) := x−i1 (t1) · · ·x−in(tn). (3.6)
We have the following theorem which is similar to the previous one.
Theorem 3.3. [2] For u ∈W and its reduced word i, the map xL
i
is a biregular
isomorphism from (C×)l(u) to a Zariski open subset of Lu,e.
We define a map xG
i
: H × (C×)n → Gu,e as
xG
i
(a; t1, · · · , tn) = ax
L
i
(t1, · · · , tn),
where a ∈ H and (t1, · · · , tn) ∈ (C×)n. In [9, 10, 11], we have proven the
following proposition in the case G is of type Ar, Br and Cr. Similarly, we can
prove it in the case G is type Dr.
Proposition 3.4. In the above setting, the map xG
i
is a biregular isomorphism
between H × (C×)n and a Zariski open subset of Gu,e.
4 Cluster algebras and generalized minors
Following [1, 3, 4, 7], we review the definitions of cluster algebras and their
generators called cluster variables. It is known that the coordinate rings of
double Bruhat cells have cluster algebra structures, and generalized minors are
their cluster variables [1, 8]. We will refer to a relation between certain cluster
variables on double Bruhat cells and crystal bases in Sect.6.
We set [1, l] := {1, 2, · · · , l} and [−1,−l] := {−1,−2, · · · ,−l} for l ∈ Z>0.
For n,m ∈ Z>0, let x1, · · · , xn, xn+1, · · · , xn+m be commuting variables and
P be a free multiplicative abelian group generated by xn+1, · · · , xn+m. We set
ZP := Z[x±1n+1, · · · , x
±1
n+m]. Let F := C(x1, · · · , xn, xn+1, · · · , xn+m) be the field
of rational functions.
4.1 Cluster algebras of geometric type
In this subsection, we recall the definitions of cluster algebras. Let B˜ = (bij)1≤i≤n+m, 1≤j≤n
be an (n +m) × n integer matrix. The principal part B of B˜ is obtained from
B˜ by deleting the last m columns. For B˜ and k ∈ [1, n], the new (n +m) × n
integer matrix µk(B˜) = (b
′
ij) is defined by
b′ij :=
{




One calls µk(B˜) thematrix mutation in direction k of B˜. If there exists a positive
integer diagonal matrix D such that DB is skew symmetric, we say B is skew
symmetrizable. It is easily verified that if B˜ has a skew symmetrizable principal
part then µk(B˜) also has a skew symmetrizable principal part [7, Proposition
8
3.6]. We can also verify that µkµk(B˜) = B˜. Define x := (x1, · · · , xn+m) and











Let µk(x) be the set of variables obtained from x by replacing xk by x
′
k. Ones
call the pair (µk(x), µk(B˜)) the mutation in direction k of the seed (x, B˜).
Now, we can repeat this process of mutation and obtain a set of seeds in-
ductively. Hence, each seed consists of an (n + m)-tuple of variables and a
matrix. Ones call this (n + m)-tuple and matrix cluster and exchange matrix
respectively. Variables in cluster are called cluster variables.
Definition 4.1. [3, 7] Let B˜ be an integer matrix whose principal part is skew
symmetrizable and Σ = (x, B˜) a seed. We set A := ZP . The cluster algebra
(of geometric type) A = A(Σ) over A associated with seed Σ is defined as an
A-subalgebra of F generated by all cluster variables in all seeds which can be
obtained from Σ by sequences of mutations.
4.2 Cluster algebra A(i)
Let G be a simple classical algebraic group, g := Lie(G) and A = (ai,j) be its
Cartan matrix. In Definition 3.1, we define a reduced word i = (i1, · · · , il(u))
for an element u of Weyl group W . In this subsection, we define the cluster
algebra A(i), which obtained from i. It satisfies that A(i)⊗ C is isomorphic to
the coordinate ring C[Gu,e] of the double Bruhat cell [1, 8]. Indeed, in [1], it is
shown that C[Gu,e] holds the structure of an upper cluster algebra and in [8]
it possesses the structure of a cluster algebra. Let ik (k ∈ [1, l(u)]) be the k-th
index of i from the left. For t ∈ [−1,−r], we set it := t.
For k ∈ [−1,−r] ∪ [1, l(u)], we denote by k+ the smallest index l such that
k < l and |il| = |ik|. For example, if i = (1, 2, 3, 1, 2) then, 1
+ = 4, 2+ = 5 and
3+ is not defined. We define a set e(i) as
e(i) := {k ∈ [1, l(u)]|k+ is well− defined}.
Following [1], we define a quiver Γi as follows. The vertices of Γi are the numbers
[−1,−r]∪ [1, l(u)]. For two vertices k ∈ [−1,−r]∪ [1, l(u)] and l ∈ [1, l(u)] with
k < l, there exists an arrow k → l (resp. l → k) if and only if l = k+ (resp.
l < k+ < l+ and aik,il < 0). For k, l ∈ [−1,−r], there exists an arrow k → l if
and only if l < l+ < k+ and aik,il < 0. Next, let us define a matrix B˜ = B˜(i).
Definition 4.2. Let B˜(i) be an integer matrix with rows labelled by all the
indices in [−1,−r]∪ [1, l(u)] and columns labelled by all the indices in e(i). For
k ∈ [−1,−r]∪ [1, l(u)] and l ∈ e(i), an entry bkl of B˜(i) is determined as follows:
If there exists an arrow k → l (resp. l→ k) in Γi, then
bkl :=
{
1 (resp. − 1) if |ik| = |il|,
−a|ik||il| (resp. a|ik||il|) if |ik| 6= |il|.
If there exist no arrows between k and l, we set bkl = 0.
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Proposition 4.3. [1, Proposition 2.6] B˜(i) is skew symmetrizable.
Definition 4.4. By Proposition 4.3, we can construct a cluster algebra from
the matrix B˜(i) by applying mutations. We denote this cluster algebra by A(i).
4.3 Generalized minors and bilinear form
Set A(i)C := A(i)⊗C. It is known that the coordinate ring C[Gu,e] of the double
Bruhat cell is isomorphic to A(i)C (Theorem 4.6). To describe this isomorphism
explicitly, we need generalized minors.
We set G0 := N−HN , and let x = [x]−[x]0[x]+ with [x]− ∈ N−, [x]0 ∈ H ,
[x]+ ∈ N be the corresponding decomposition.
Definition 4.5. For i ∈ [1, r] and u′ ∈ W , the generalized minor ∆uΛi,Λi
is a regular function on G whose restriction to the open set uG0 is given by
∆uΛi,Λi(x) = ([u
−1x]0)
Λi . Here, Λi is the i-th fundamental weight, for a = t
h ∈
H (h ∈ P ∗) and λ ∈ P , we set aλ := tλ(h). In particular, we write ∆Λi := ∆Λi,Λi
and call it a principal minor.
We can calculate generalized minors by using a bilinear form in the funda-
mental representation of g = Lie(G) (Sect.2). Let xi(t), yi(t) be the ones in
Sect.3 (3.1), and ω : g→ g be the anti-involution
ω(ei) = fi, ω(fi) = ei, ω(h) = h,
and extend it to G by setting ω(xi(c)) = yi(c), ω(yi(c)) = xi(c) and ω(t) = t
(t ∈ H). There exists a g (or G)-invariant bilinear form on the fundamental
representation V (Λi) of g such that
〈au, v〉 = 〈u, ω(a)v〉, (u, v ∈ V (λ), a ∈ g (or G)).
For g ∈ G, we have the following simple fact:
∆Λi(g) = 〈guΛi , uΛi〉,
where uΛi is a properly normalized highest weight vector in V (Λi). Hence, for
w ∈W , we have
∆wΛi,Λi(g) = ∆Λi(w
−1g) = 〈w−1g · uΛi , uΛi〉 = 〈g · uΛi , w · uΛi〉, (4.1)
where w is the one we defined in Sect.3 (3.2), and note that ω(s±i ) = s
∓
i .
4.4 Cluster algebras on Double Bruhat cells
For u = si1si2 · · · sin and k ∈ [1, l(u)], we set
u≤k = u≤k(i) := si1si2 · · · sik . (4.2)
For k ∈ [−1,−r], we set u≤k := e. For k ∈ [−1,−r] ∪ [1, l(u)], we define
∆(k; i)(x) := ∆u≤kΛ|ik|,Λ|ik|(x).
We set F (i) := {∆(k; i)(x)|k ∈ [−1,−r] ∪ [1, l(u)]}. It is known that the
set F (i) is an algebraically independent generating set for the field of rational
functions C(Gu,e) [3, Theorem 1.12]. Then, we have the following.
Theorem 4.6. [1, 8] The isomorphism of fields ϕ : F → C(Gu,e) defined by
ϕ(xk) = ∆(k; i) (k ∈ [−1,−r]∪ [1, l(u)]) restricts to an isomorphism of algebras
A(i)C → C[Gu,e].
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5 Monomial realizations and Demazure crystals
As mentioned in the beginnings of Sect.3 and 4, our findings are relations be-
tween generalized minors on double Bruhat cells and crystal bases. More pre-
cisely, we shall describe generalized minors in terms of the monomial realizations
of Demazure crystals. Let us recall these notion in this section. Let g be a com-
plex simple Lie algebra and we will use the same notation as in Sect. 2.
5.1 Monomial realizations of crystals
In this subsection, we review the monomial realizations of crystals [13, 15, 17].
First, let us recall the crystals.
Definition 5.1. [12] A crystal associated with the Cartan matrix A is a set B
together with the maps wt : B → P , e˜i, f˜i : B ∪ {0} → B ∪ {0} and εi,
ϕi : B → Z ∪ {−∞}, i ∈ I, satisfying some properties.
We call {e˜i, f˜i}i∈I the Kashiwara operators. Let Uq(g) be the quantum
enveloping algebra [12] associated with the Cartan matrix A, that is, Uq(g) has
generators {ei, fi, hi| i ∈ I} over C(q) satisfying some relations, where q is
an indeterminate. Let V (λ) (λ ∈ P+ = ⊕i∈IZ≥0Λi) be the finite dimensional
irreducible representation of Uq(g) which has the highest weight vector uλ, and
(L(λ), B(λ)) be the crystal base of V (λ). The crystal B(λ) has a crystal struc-
ture.
Let us introduce monomial realizations of crystals which realize each element
of crystals as a certain Laurent monomial. We define a set of integers p =
(pj,i)j,i∈I, j 6=i such that
pj,i =
{
1 if j < i,
0 if i < j.








∣∣∣∣∣ ζs,i ∈ Z, ζs,i = 0 except for finitely many (s, i)

 .












ζk,i | s ∈ Z
















Y if ϕi(Y ) > 0,
0 if ϕi(Y ) = 0,
e˜iY =
{
Anei ,iY if εi(Y ) > 0,

















Then the following theorem holds:
Theorem 5.2 ([15, 17]).
(i) For the set p = (pj,i) as above, (Y,wt, ϕi, εi, f˜i, e˜i)i∈I is a crystal. When
we emphasize p, we write Y as Y(p).
(ii) If a monomial Y ∈ Y(p) satisfies εi(Y ) = 0 (resp. ϕi(Y ) = 0) for all i ∈ I,
then the connected component containing Y is isomorphic to B(wt(Y ))
(resp. B(w0 · wt(Y )), where w0 is the longest element of W ).








We set Y := Y0,2 ∈ Y. Following the definitions, we obtain wt(Y ) = Λ2,
ϕ2(Y ) = 1, ε2(Y ) = ϕ2(Y ) − Λ2(h2) = 0 and ϕ1(Y ) = ε1(Y ) = 0. It follows






, f˜1Y = 0.









, f˜2f˜2Y = 0.
Repeating this argument, we see that the connected component containing Y =



















The graph (5.3) is the monomial realization of the crystal base B(Λ2) = B(wt(Y0,2)).











for s ∈ Z.
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We set Y := Y0,3 ∈ Y. Following the definitions, we obtain wt(Y ) = Λ3,
ϕ3(Y ) = 1, ε3(Y ) = ϕ3(Y ) − Λ3(h3) = 0 and ϕi(Y ) = εi(Y ) = 0 (i = 1, 2). It






, f˜iY = 0 (i = 1, 2).











Repeating this argument, we see that the connected component containing Y =































The graph (5.4) is the monomial realization of the crystal base B(Λ3) = B(wt(Y0,3)).
5.2 Demazure crystals
For w ∈ W and λ ∈ P+, an upper Demazure crystal B+(λ)w ⊂ B(λ) is induc-
tively defined as follows.
Definition 5.5. Let uλ be the highest weight vector of B(λ). For the identity
element e of W , we set B+(λ)e := {uλ}. For w ∈W , if siw < w,
B+(λ)w := {f˜
k
i b | k ≥ 0, b ∈ B
+(λ)siw, e˜ib = 0} \ {0}.
Similarly, we define a lower Demazure crystal B−(λ)w inductively.
Definition 5.6. Let vλ be the lowest weight vector of B(λ). We set B
−(λ)e :=
{vλ}. For w ∈ W , if siw < w,
B−(λ)w := {e˜
k
i b | k ≥ 0, b ∈ B
−(λ)siw, f˜ib = 0} \ {0}.
Theorem 5.7. [14] For w ∈ W , let w = si1 · · · sin be an arbitrary reduced





· · · f˜
a(n)
in




· · · e˜
a(n)
in
vλ|a(1), · · · , a(n) ∈ Z≥0} \ {0}.
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6 Generalized minors and crystals
Let G be a complex classical algebraic group. In this section, we describe certain
initial cluster variables on Gu,e by monomial realizations of Demazure crystals.
In the rest of paper, we only treat elements u ∈ W (l(u) = n) whose reduced
word i can be written as a left factor of i0 in (3.3), which means that i is defined
by

(1, 2, · · · , r︸ ︷︷ ︸
1st cycle
, 1, 2, · · · , r − 1︸ ︷︷ ︸
2nd cycle
, · · · , 1, 2, · · · , r −m+ 1︸ ︷︷ ︸
m−1th cycle
, 1, 2, · · · , in︸ ︷︷ ︸
mth cycle
) for Ar,
(1, 2, · · · , r︸ ︷︷ ︸
1st cycle
, 1, 2, · · · , r︸ ︷︷ ︸
2nd cycle
· · · 1, 2, · · · , r︸ ︷︷ ︸
m−1th cycle
, 1, 2, · · · , in︸ ︷︷ ︸
mth cycle
) for Br, Cr, Dr,
(6.1)
where m ∈ [1, r] (for type Ar , Br, Cr) and m ∈ [1, r − 1] (for type Dr),
in ∈ [1, r−m] (for type Ar) and in ∈ [1, r] (for type Br, Cr, Dr). Let ik be the
k-th index of i from the left, and belong to m′-th cycle (m′ ≤ m). As we shall
show in Lemma 6.4, we may assume in = ik.
By Theorem 4.6, we can regard C[Gu,e] as a cluster algebra and {∆(k; i)} as
its cluster variables. Each ∆(k; i) is a regular function on Gu,e. On the other
hand, by Proposition 3.4 (resp. Theorem 3.3), ∆(k; i) can be seen as a function
on H × (C×)l(u) (resp. (C×)l(u)). Here, we change the variables of {∆(k; i)} as
follows:




(Y1,1, Y1,2, · · · , Y1,r, Y2,1, Y2,2, · · · , Y2,r−1,
· · · , Ym−1,1, · · · , Ym−1,r−m+1, Ym,1, · · · , Ym,in), (Ar)
(Y1,1, Y1,2, · · · , Y1,r, Y2,1, Y2,2, · · · , Y2,r,
· · · , Ym−1,1, · · · , Ym−1,r, Ym,1, · · · , Ym,in), (Br, Cr Dr)
(6.2)
and for a ∈ H , define
∆G(k; i)(a,Y) := (∆(k; i) ◦ xG
i







are as in Subsection 3.2.
Remark 6.2. If we see the variables Ys,0, Ys,r+1 (1 ≤ s ≤ m) then we under-
stand Ys,0 = Ys,r+1 = 1. For example, if i = 1 then Ys,i−1 = 1.
Next proposition implies that ∆G(k; i)(a,Y) is immediately obtained from
∆L(k; i)(Y):
Proposition 6.3. [9, 10, 11] We set d := ik. For a ∈ H, we have
∆G(k; i)(a,Y) = (au≤kΛd)∆L(k; i)(Y)
In the rest of the paper, we will treat ∆L(k; i)(Y) only due to this proposi-
tion.
Lemma 6.4. [9, 10, 11] Let i, Y be as in (6.1), (6.2), and u ∈W be an element
whose reduced word is i. Let in+1 ∈ [1, r] be an index such that u
′ := usin+1 ∈W
satisfies l(u′) > l(u). We set the reduced word i′ for u′ as
i′ = (1, · · · , r︸ ︷︷ ︸
1 st cycle
, 1, · · · , r︸ ︷︷ ︸
2 nd cycle
, · · · , 1, · · · , r︸ ︷︷ ︸
m−1 th cycle




and set Y′ ∈ (C×)n+1 as
Y
′ := (Y1,1, · · · , Y1,r, · · · , Ym−1,1, · · · , Ym−1,r, Ym,1, · · · , Ym,in , Y ).
For an integer k (1 ≤ k ≤ n), if d := ik 6= in+1, then ∆
L(k; i′)(Y′) does not
depend on Y . So, we can regard it as a function on (C×)n. Furthermore, we
have
∆L(k; i)(Y) = ∆L(k; i′)(Y′).
By this lemma, when we calculate ∆L(k; i)(Y), we may assume that in = ik
without loss of generality.
Let B(Λd) (1 ≤ d ≤ r) be the crystal base of the same type as G and
vΛd ∈ B(Λd) be its lowest weight vector. The following theorem is our main
result.
Theorem 6.5. Let i be the reduced word of u ∈ W in (6.1) and Y ∈ (C×)n
be the variables as in (6.2). We suppose that the index ik belongs to (m − 1)th







where B−(Λd)u≤k is the lower Demazure crystal of B(Λd) and µ : B(Λd) → Y




Example 6.6. Let us consider the case of type C2. Take u = s1s2s1s2 ∈ W
and let i = (1, 2, 1, 2) be its reduced word. Following Subsection 2.2 and 4.3,
we shall calculate ∆L(2; i)(Y). First, it follows from αi(t) = t
−hi and yi(t) =
exp(tfi) = 1 + tfi on V (Λ2) that

















































































Since u≤2 = s1s2, we obtain
∆L(2; i)(Y) = 〈xL
i
(Y)(v1 ∧ v2), s1s2(v1 ∧ v2)〉 = 〈x
L
i


































Note that these four terms coincide with the monomials in Example 5.3 (5.3)











} is a monomial realization of
Demazure crystal B−(Λ2)s1s2 .
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Example 6.7. Let us consider the case of type B3. Take the element u =
s1s2s3s1s2s3s1s2s3 ∈ W and let i = (1, 2, 3, 1, 2, 3, 1, 2, 3) be its reduced word.























Note that these seven terms coincide with the monomials in Example 5.4 (5.4)





















monomial realization of Demazure crystal B−(Λ3)s1s2s3s1s2s3 .
7 The explicit formula of ∆L(k; i) of type Dr
In [9, 10, 11], we have given the explicit formula of minors ∆L(k; i) of type Ar,
Br and Cr. In this section, we shall give the one for type Dr in some special
cases, which is needed in the proof of Theorem 6.5. Let i be a reduced word in
(3.3) and ik be its k-th the index from the left. We suppose that ik belongs to
(m− 1) th cycle as in the previous section.
7.1 The explicit formula of ∆L(k; i)






if 1 ≤ k ≤ r − 2,
Yl,r−2
Yl,r−1Yl,r
if k = r − 1,
Yl,r−1
Yl+1,r
if k = r,
Yl,rYl,r−1
Yl+1,r−2
if k = r − 1,
Yl,|k|
Yl+1,|k|−1
if r − 2 ≤ k ≤ 1, or k = r.
(7.1)
and set formally




We shall prove the following theorems:





D(l1, k1)D(l2, k2) · · ·D(ld, kd), (7.3)
li :=
{
m− ki + i if 1 ≤ ki ≤ r − 1,
m− r + i if ki ∈ {r, · · · , 1} ∪ {r},
where (∗) is the condition for ki (1 ≤ i ≤ d) :
k1  k2  · · ·  kd, (7.4)
i ≤ ki ≤ m− 1 + i (1 ≤ i ≤ r −m), (7.5)
i ≤ ki ≤ d− i+ 1 (r −m < i ≤ d). (7.6)
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Theorem 7.2. In the setting of Theorem 6.5, suppose that ik = r (resp. ik =




D(m− 1, k1)D(m− 2, k2) · · ·D(m− s, ks)D(m− s, r + 1),
where (∗) is the condition for s ∈ Z≥0 and ki (1 ≤ i ≤ s) :
0 ≤ s ≤ m−1 and s is even (resp. odd), 1 ≤ k1 < k2 < · · · < ks ≤ r. (7.7)
7.2 The set Xd(m,m− 1) of paths
In this subsection, we shall introduce a set Xd(m,m − 1) of paths which will
correspond to the set of the monomials in ∆L(k; i)(Y). Let m and d be the
positive integers as in Sect.6. Let JD := {j, j| 1 ≤ j ≤ r} be as in Subsection
2.4 and for l ∈ {1, 2, · · · , r}, set |l| = |l| = l.
Definition 7.3. Let us define the directed graph (Vd, Ed) as follows: The set
Vd = Vd(m) of vertices is defined by
Vd(m) := {vt(m− s; a




2 , · · · , a
(s)
d ) ∈ J
d
D}.
And we define the set Ed = Ed(m) of directed edges as
Ed(m) := {vt(m− s; a
(s))→ vt(m− s− 1; a(s+1))
| 0 ≤ s ≤ m− 1, vt(m− s; a(s)), vt(m− s− 1; a(s+1)) ∈ Vd(m)}.
Definition 7.4. Let Xd(m,m− 1) be the set of directed paths p
p = vt(m; a
(0)
1 , · · · , a
(0)
d )→ vt(m−1; a
(1)
1 , · · · , a
(1)
d )→ vt(m−2; a
(2)
1 , · · · , a
(2)
d )
→ · · · → vt(1; a
(m−1)
1 , · · · , a
(m−1)
d )→ vt(0; a
(m)
1 , · · · , a
(m)
d ),





2 < · · · < a
(s)
d in the order (2.17),
(ii) If 1 ≤ a
(s)






ζ +1. If r− 1 ≤ a
(s)










2 , · · · , a
(0)
d ) = (1, 2, · · · , d) and
(a
(m)




(m,m+ 1, · · · , r − 1, d− r +m, · · · , 2, 1) if m+ d > r,
(m,m+ 1, · · · ,m+ d− 1) if m+ d ≤ r,
(iv) If a
(s+1)




ζ+1 in the order (2.17).
We say that two vertices vt(m−s; a
(s)
1 , · · · , a
(s)
d ) and vt(m−s−1; a
(s+1)
1 , · · · , a
(s+1)
d )
in Vd(m) are connected if the conditions (i), (ii) and (iv) in Definition 7.4 are







· · · → a
(m)
i the i-sequence of p.
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We define Laurent monomials associated with edges in Ed(m).





if j = i, i ∈ [1, r − 2],
1 if j > i, i ∈ [1, r − 2],





if j = r − 1,
1
Ym−s,r
if j = r,
1
Ym−s,|j|−1
if j ∈ {r, r − 1, · · · , 1},




if j = r,
Ym−s,r−1
Ym−s,|j|−1






if i = r,
Ym−s,rYm−s,r−1
Ym−s,|j|−1
if i = r − 1,
Ym−s,|i|
Ym−s,|j|−1
if i ∈ {r − 2, · · · , 2, 1}.
For an edge ei1,··· ,idj1,··· ,jd = vt(m− s; i1, · · · , id)→ vt(m− s− 1; j1, · · · , jd) in
Ed(m) such that ik ≤ jk (k = 1, 2, · · · , d), we define the label Q
(s)(ei1,··· ,idj1,··· ,jd)
of the edge ei1,··· ,idj1,··· ,jd as




(ii) Let p ∈ Xd(m,m− 1) be a path:
p = vt(m; a
(0)
1 , · · · , a
(0)
d )→ vt(m−1; a
(1)
1 , · · · , a
(1)
d )→ vt(m−2; a
(2)
1 , · · · , a
(2)
d )
→ · · · → vt(1; a
(m−1)
1 , · · · , a
(m−1)
d )→ vt(0; a
(m)
1 , · · · , a
(m)
d ).
For each s (0 ≤ s ≤ m − 1), we denote the label of the (m − s) th edge
vt(m−s; a
(s)
1 , · · · , a
(s)
d )→ vt(m−s−1; a
(s+1)
1 , · · · , a
(s+1)
d ) of p by Q
(s)(p).





(iii) For a subpath p′
p′ = vt(m− s′; a(s
′))→ vt(m− s′ − 1; a(s
′+1))→ · · · → vt(m− s′′; a(s
′′))






7.3 One-to-one correspondence between paths in Xd(m,m−
1) and monomials in ∆L(k; i)(Y)
We define x−i(Y ) = yi(Y ) · Y
−hi in (3.5) (Y ∈ C×). For 1 ≤ s ≤ m and
i1, · · · , id ∈ JD = {i, i|1 ≤ i ≤ r}, let us define
x
(s)
−[1,r] := x−1(Ys,1) · · ·x−r(Ys,r). (7.8)
and




−[1,r] · · ·x
(s)
−[1,r](vi1 ∧ · · · ∧ vid), u≤k(v1 ∧ · · · ∧ vd)〉.
(7.9)
Since ik belongs to (m− 1) th cycle of i, by (3.2) we have
u≤k(v1 ∧ · · · ∧ vd) =
{
vm ∧ · · · ∧ vm+d−1 if d ≤ r −m,
vm ∧ · · · ∧ vr−1 ∧ vd−r+m ∧ · · · ∧ v1 if d > r −m.
(7.10)
We can verify ∆L(k; i)(Y) = (m; 1, · · · , d). Following Subsection 2.4, we get the
following:





















































Lemma 7.7. Let (s; i1, i2, · · · , id) (1 ≤ s ≤ m) be as in (7.9),
(i) if i1  · · ·  id and there is no number j ∈ [1, d − 1] such that ij = r,
ij+1 = r or ij = r, ij+1 = r then





Q(m−s)(it → jt)(s− 1; j1, · · · , jd), (7.11)
where V := {(j1, · · · , jd)| it ≤ jt, if it ≤ r−2 then jt = it or it+1, if it ≥
r − 1 then jt  it+1}.
(ii) We suppose that s ≤ m − r + j − 1 and i1 < · · · < ij−1 for some 1 ≤
j ≤ d. If ij−1 ≤ r − 1, r − 1 ≤ ij+1 and either ij = r or ij = r, then
(s; i1, i2, · · · , id) = 0.
(iii) We suppose that i1  · · ·  id and s ≤ m− r + j − 1 for some 1 ≤ j ≤ d.
If ij−2 ≤ r − 1, r − 1 ≤ ij+1 and either ij−1 = r, ij = r or ij−1 = r,
ij = r then (s; i1, i2, · · · , id) = 0.
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Proof. (i) Let us calculate x
(s)
−[1,r](vi1 ∧· · ·∧vid). It follows from Lemma 7.6 and
Definition 7.5 (i) that
x
(s)





Q(m−s)(it → jt)vj1 ∧ · · · ∧ vjd , (7.12)
where (j1, · · · , jd) runs over the set V
′ := {(j1, · · · , jd)| it ≤ jt, if it ≤ r −
2 then jt = it or it+1}. Now we set V
′′ := {(j1, · · · , jd) ∈ V
′| ∃l such that |jl| ≤
|il+1|}. We define the map τ : V
′′ → V ′′ as follows: Take (j1, · · · , jd) ∈ V
′′.
Let l (1 ≤ l ≤ d− 1) be the index such that |j1| > |i2|, |j2| > |i3|, · · · , |jl−1| >
|il| and |jl| ≤ |il+1|. Since |jl+1| ≤ |il+1| by the definition of V
′, we have
(j1, · · · , jl+1, jl, · · · , jd) ∈ V
′′. So, we define τ(· · · , jl, jl+1, · · · ) := (· · · , jl+1, jl, · · · ).
We can easily see that τ2 = idV ′′ .
In (7.12), (vj1 ∧ · · · ∧ jl ∧ jl+1, · · · , jd) and (vj1 ∧ · · · ∧ jl+1 ∧ jl ∧ · · · ∧ jd)
have the same coefficient and then they are cancelled, which yields that
x
(s)





Q(m−s)(it → jt)vj1 ∧ · · · ∧ vjd ,
since V = V ′ \ V ′′. The definition (7.9) implies our desired result.
(ii) We use induction on s. We suppose that ij−1 ≤ r−1, ij = r. By the same
argument as in (i), (s; i1, i2, · · · , id) is a linear combination of {(s−1; l1, · · · , ld)}
such that lj−2 ≤ r − 1 and lj−1 ≤ r − 1 or lj−1 = r. In the case lj−1 = r,
(s − 1; l1, · · · , ld) = 0 by the assumption of induction. Hence, we may assume
that lj−1 ≤ r−1. Then (s−1; l1, · · · , ld) is a linear combination of (0; ζ1, · · · , ζd)
such that #{1 ≤ α ≤ d| r ≤ ζα ≤ 1} ≤ (s − 2) + (d − j + 2) = s + d − j ≤
m− r+ d− 1, which implies that (0; ζ1, · · · , ζd) = 0 by (7.9) and (7.10). Hence
we obtain (s; i1, i2, · · · , id) = 0. Similarly, we can verify that if ij−1 ≤ r − 1,
ij = r then (s; i1, i2, · · · , id) = 0.
(iii) Similar to (ii), we use induction on s. We suppose that ij−1 = r, ij = r.
By the same argument as in (i), (s; i1, i2, · · · , id) is a linear combination of
{(s− 1; l1, · · · , ld)} such that it+1  lt and either lj−1 = r or lj = r. If lj−1 = r
then we may assume that lj−2 ≤ r − 1 by the assumption of induction. In this
case, however, (s−1; l1, · · · , ld) = 0 by (ii), which implies that (s; i1, i2, · · · , id) =
0. If lj = r then we also get lj−2 ≤ r − 1, and (s − 1; l1, · · · , ld) is a linear
combination of {(s − 2;m1, · · · ,md)} such that mj−2 = r − 1 or r. Using (ii),
we have (s− 2;m1, · · · ,md) = 0, which implies (s; i1, i2, · · · , id) = 0.
Supposing s ≤ m−r+j−1 and writing (m; 1, · · · , d) as a linear combination
of {(s; i1, · · · , id)| 1 ≤ i1, · · · , id ≤ 1}, then the coefficient of (s; i1, · · · , id) such
that either i1 < · · · < ij−1 = r, ij = r or i1 < · · · < ij−1 = r, ij = r is 0.





Proof. We suppose that 1 ≤ i1 < · · · < id ≤ 1 and 1 ≤ s ≤ m. By the definition
of V in Lemma 7.7, we see that (j1, · · · , jd) ∈ V if and only if the vertices
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vt(s−1; j1, · · · , jd) and vt(s; i1, · · · , id) are connected (Definition 7.4). Further,
the coefficient of (s− 1; j1, · · · , jd) in (7.11) coincides with the label of the edge
ei1,··· ,idj1,··· ,jd between vt(s; i1, · · · , id) and vt(s − 1; j1, · · · , jd) (Definition 7.5 (i)).
Hence, we get
(s; i1, · · · , id) =
∑
(j1,··· ,jd)
Q(m−s)(ei1,··· ,idj1,··· ,jd) · (s− 1; j1, · · · , jd), (7.13)
where (j1, · · · , jd) runs over the set {(j1, · · · , jd)| vt(s−1; j1, · · · , jd) and vt(s; i1,
· · · , id) are connected}. Since we know that if jl ∈ {r, · · · , 1} ∪ {0} then jl ≤
il+1, if il ≤ r− 1 then jl = il or il + 1, and il+1 ≤ jl+1 in V , one gets jl < jl+1,
and then j1 < j2 < · · · < jd. The followings is obtained in the same way as
(7.13):
(s− 1; j1, · · · , jd) =
∑
(k1,··· ,kd)
Q(m−s+1)(ej1,··· ,jdk1,··· ,kd) · (s− 2; k1, · · · , kd), (7.14)
where (k1, · · · , kd) runs over the set {(k1, · · · , kd)| vt(s−2; k1, · · · , kd) and vt(s−
1; j1, · · · , jd) are connected} and e
j1,··· ,jd
k1,··· ,kd
is the edge between vertices vt(s −
1; j1, · · · , jd) and vt(s−2; k1, · · · , kd). By (7.13), (7.14), (s; i1, · · · , id) is a linear
combination of {(s− 2; k1, · · · , kd)}, and the coefficient of (s− 2; k1, · · · , kd) is
as follows:∑
(j1,··· ,jd)
Q(m−s)(ei1,··· ,idj1,··· ,jd) ·Q
(m−s+1)(ej1,··· ,jdk1,··· ,kd) · (s− 2; k1, · · · , kd),
where (j1, · · · , jd) runs over the set {(j1, · · · , jd)| vt(s−1; j1, · · · , jd) is connected
to the vertices vt(s; i1, · · · , id) and vt(s − 2; k1, · · · , kd)}. The coefficient of
(s− 2; k1, · · · , kd) coincides with the label of subpath (Definition 7.5 (iii))
vt(s; i1, · · · , id)→ vt(s− 1; j1, · · · , jd)→ vt(s− 2; k1, · · · , kd).
Repeating this argument, we see that (s; i1, · · · , id) is a linear combination of
{(0; l1, · · · , ld)} (1 ≤ l1 < · · · < ld ≤ 1). The coefficient of (0; l1, · · · , ld) is equal
to the sum of labels of all subpaths from vt(s; i1, · · · , id) to vt(0; l1, · · · , ld).
In the case m′ + d > r (resp. m′ + d ≤ r), for 1 ≤ l1 < · · · < ld ≤ 1, if
(l1, · · · , ld) = (m
′+1,m′+2, · · · , r, d− r +m′, · · · , 2, 1) (resp. = (m′+1,m′+
2, · · · ,m′ + d)), then we obtain (0; l1, · · · , ld) = 1 by (7.9). If (l1, · · · , ld) is not
as above, we obtain (0; l1, · · · , ld) = 0. Therefore, we see that (s; i1, · · · , id)
is equal to the sum of labels of subpaths from vt(s; i1, · · · , id) to vt(0;m,m +
1, · · · , r − 1, d− r +m, · · · , 2, 1) (resp. vt(0;m,m + 1, · · · ,m + d − 1)). In
particular, ∆L(k; i)(Y) = (m; 1, 2, · · · , d) is equal to the sum of labels of paths





7.4 The properties of paths in Xd(m,m− 1)
Lemma 7.9. Let p ∈ Xd(m,m− 1) be a path in the form
p = vt(m; a
(0)
1 , · · · , a
(0)
d )→ · · · → vt(2; a
(m−2)





1 , · · · , a
(m−1)
d )→ vt(0; a
(m)









i = · · · = a
(r−i+1)







i → · · · → a
(m)
i be the i-sequence of the path p
(Definition 7.4).
(1) In the case i ≤ r −m, one has
#{0 ≤ s ≤ m− 1| 1 ≤ a
(s)




i } = 1.
(2) In the case i > r −m, one has
#{0 ≤ s ≤ r−i+1| 1 ≤ a
(s)




i }+#{0 ≤ s ≤ r−i+1| a
(s)
i ∈ {r, r, · · · , 1}} = 1.
Proof. (i) By Definition 7.4 (iii), we get a
(m)
r−m+1 = d− r +m. Using Definition







· · · < a
(r−d+1)
d ≤ 1, which means a
(r−i+1)
i = d− i+ 1 (r −m + 1 ≤ i ≤ d). It









i = d− i+ 1, which yields (7.16).





i ≤ · · · ≤ a
(m)






i + 1. (7.17)
In particular, we get 1 ≤ a
(s)
i ≤ r for 1 ≤ s ≤ m. By (7.17), we obtain




i + 1} = m− 1,




i } = 1.













i ≤ · · · ≤ a
(l)
i ≤ r − 1, and r − 1 < a
(l+1)











(0 ≤ s ≤ l − 1) and a
(l)





i ≤ · · · ≤ a
(l)











i } = l − (r − 1− i) = l − r + i+ 1 in
the same way as (2)(i).
On the other hand, the assumption r−1 < a
(l+1)
i ≤ · · · ≤ a
(r−i)
i ≤ 1 in (7.18)
means that {l+1 ≤ s ≤ r−i| a
(s)
i ∈ {r, r, · · · , 1}} = {l+1, l+2, · · · , r−i}. Hence,




i } + #{l + 1 ≤ s ≤ r − i| a
(s)
i ∈ {r, r, · · · , 1}} =
(l − r + i+ 1) + (r − i− l) = 1.
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By this lemma, we define li ∈ {0, 1, · · · ,m} (1 ≤ i ≤ d) for the path p ∈
Xd(m,m− 1) in (7.15) as follows: For i ≤ r −m, we define 0 ≤ li ≤ m as the




i ≤ r − 1 (Lemma 7.9(ii) (1)). For





i ≤ r − 1 or a
(li)
i ∈ {r, r, · · · , 1} (Lemma 7.9(ii) (2)). We
also set ki ∈ {j, j| 1 ≤ j ≤ r} (1 ≤ i ≤ d) as ki := a
(li)
i .
Lemma 7.10. For a path p as in the paragraph above, we have the following.
(i) For 1 ≤ i ≤ d,
li =
{
ki − i if ki ∈ {1, 2, · · · , r − 1},
r − i if ki ∈ {r, r, r − 1, · · · , 1}.
(ii) For 1 ≤ i ≤ d− 1, if ki ∈ {1, 2, · · · , r − 1}, then
ki < ki+1, li ≤ li+1.
For 1 ≤ i ≤ d− 1, if ki ∈ {r, r, r − 1, · · · , 1}, then
ki  ki+1, li = li+1 + 1.
(iii) One has Q(p) = D(m− l1, k1)D(m− l2, k2) · · ·D(m− ld, kd).
Proof. (i) First, we suppose that ki ∈ {1, 2, · · · , r− 1}. The definition of li says
a
(0)
i = i, a
(1)
i = i+ 1, a
(2)
i = i+ 2, · · · , a
(li)
i = li + i.
Hence, ki = a
(li)
i = li + i, which means that li = ki − i. Next, we suppose that





i+1 for 0 ≤ s ≤ m, if ki ∈ {1, 2, · · · , r − 1} then ki < ki+1.
The inequality li ≤ li+1 is obtained by (i). If ki ∈ {r, r, r − 1, · · · , 1} then
ki  ki+1 by Definition 7.4 (iv). It is easily to see li = li+1 + 1 by using (i).


















D(m− li, ki) if i ≤ r −m,


















i ) = D(m− l1, k1) · · ·D(m− ld, kd).
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7.5 The proof of Theorem 7.1




D(m− l1, k1)D(m− l2, k2) · · ·D(m− ld, kd), (7.19)
li :=
{
ki − i if 1 ≤ ki ≤ r − 1,
r − i if ki ∈ {r, · · · , 1} ∪ {r},
which is equivalent to Theorem 7.1.
[Proof of Theorem 7.1.]
As we have seen in Lemma 7.10, the monomial Q(p) (p ∈ Xd(m,m− 1)) is
described as
Q(p) = D(m− l1, k1)D(m− l2, k2) · · ·D(m− ld, kd)
with k1  k2  · · ·  kd. Definition 7.4 (iii) and the definition of li imply that
a
(0)
i = i ≤ a
(li)
i = ki ≤ m+ i− 1 = a
(m)
i (i ≤ r −m) and a
(0)
i = i ≤ a
(li)
i = ki ≤
d− i+ 1 = a
(m)
i (i > r −m). Therefore, these {ki}1≤i≤d satisfy the conditions
(7.4), (7.5) and (7.6) in Theorem 7.1.
Conversely, let {Ki}1≤i≤d be the sequence in JD which satisfies the condi-
tions (7.4), (7.5) and (7.6) in Theorem 7.1:
K1  K2  · · ·  Kd, (7.20)
i ≤ Ki ≤ m− 1 + i (1 ≤ i ≤ r −m), (7.21)
i ≤ Ki ≤ d− i+ 1 (r −m < i ≤ d). (7.22)
By Proposition 7.8, it suffices to show that there exists a path p ∈ Xd(m,m−1)
such that




Ki − i if Ki ∈ {1, · · · , r − 1},
r − i if Ki ∈ {r, r, · · · , 1},
for 1 ≤ i ≤ d. Since we supposed Ki  Ki+1, we can easily verify if Ki ∈
{1, · · · , r − 1} then Li ≤ Li+1 and if Ki ∈ {r, r, · · · , 1} then Li = Li+1 + 1.
We define a path p = vt(m; a
(0)
1 , · · · , a
(0)
d ) → · · · → vt(0; a
(m)
1 , · · · , a
(m)
d ) ∈
Xd(m,m− 1) as follows: For i (1 ≤ i ≤ r−m), we define the i-sequence of p as
a
(0)
i = i, a
(1)
i = i+1, · · · , a
(Li)
i = Li+ i, a
(Li+1)
i = Li+ i, a
(Li+2)
i = Li+ i+1,
a
(Li+3)
i = Li + i+ 2, · · · , a
(m)
i = m+ i− 1.
For i (r −m < i ≤ d), if Ki ∈ {1, 2, · · · , r − 1}, we define
a
(0)
i = i, a
(1)
i = i+1, · · · , a
(Li)
i = Li+ i, a
(Li+1)
i = Li+ i, a
(Li+2)
i = Li+ i+1,
a
(Li+3)
i = Li+i+2, · · · , a
(r−i)




i = · · · = a
(m)
i = d− i+ 1,
24
if Ki ∈ {r, r, · · · , 1}, define
a
(0)
i = i, a
(1)
i = i+1, · · · , a
(r−i−1)
i = r−1, a
(r−i)




i = · · · = a
(m)
i = d− i+ 1.
These mean that a
(Li)
i = Ki. We can verify (7.23) and the path p satisfies the
conditions of Xd(m,m − 1) in Definition 7.4. Hence, by Proposition 7.8, we
obtain (7.19).
7.6 The proof of Theorem 7.2
Definition 7.11. Let us define the directed graph (V sp, Esp) as follows: We
define the set V sp = V sp(m) of vertices as
V sp(m) := {vt(s; k
(s)
1 , · · · , k
(s)




2 < · · · < k
(s)
t ≤ r}.
And we define the set Esp = Esp(m) of directed edges as
Esp(m) := {vt(s; k
(s)
1 , · · · , k
(s)
t )→ vt(s− 1; k
(s+1)
1 , · · · , k
(s+1)
t′ )
| 0 ≤ s ≤ m− 1, vt(s; k
(s)
1 , · · · , k
(s)
t ), vt(s− 1; k
(s−1)
1 , · · · , k
(s−1)
t′ ) ∈ V
sp(m)}.
Definition 7.12. Let Xr(m,m − 1) (resp. Xr−1(m,m − 1)) be the set of
directed paths p in (V sp, Esp) which satisfy the following conditions: For s ∈ Z
(1 ≤ s ≤ m), if vt(s; k
(s)
1 , · · · , k
(s)
t ) → vt(s − 1; k
(s−1)
1 , · · · , k
(s−1)
t′ ) is an edge
included in p, then
(i) t′ = t or t′ = t+ 2,










(iv) the starting vertex of p is vt(m;φ) (resp. vt(m; r)),
(v) ifm is odd (resp. even) then the ending vertex of p is vt(0; 1, 2, · · · ,m−1),
if m is even (resp. odd) then one of p is vt(0; 1, 2, · · · ,m− 1, r).
Define a Laurent monomial associated with each edge of paths in Xr(m,m−
1) and Xr−1(m,m− 1).
Definition 7.13. Let p be a path in Xr(m,m− 1) or Xr−1(m,m− 1).
For each s (1 ≤ s ≤ m), we define the label of an edge vt(s; i1, i2, · · · , it) →
vt(s − 1; j1, j2, · · · , jt′) in p as the Laurent monomial which is given as follows
and denote it Q(s)(p) or Q(vt(s; i1, i2, · · · , it)→ vt(s− 1; j1, j2, · · · , jt′)):





if ip ≤ r − 2,
Ym−s,r−1Ym−s,r
Ym−s,jp−1
if ip = r − 1,
Ym−s,r
Ym−s,jp−1













(s)(ip → jp) if t
′ = t+ 2.
.












Proof. We shall see the case ik = r. Using the bilinear form (4.1), we obtain





(Y) · uΛr , u≤k · uΛr 〉,
where uΛr is the highest vector in the spin representation V (Λr). As we have
seen in Subsection 2.4, we can describe basis vectors of V (Λr) as (ǫ1, · · · , ǫr)
(ǫi ∈ {+,−}). In particular, the highest weight vector uΛr is equal to (+,+, · · · ,+).
Using (2.23) and (2.24), we have
u≤k · uΛr = (s1 s2 · · · sr)
m−1(+,+,+, · · · ,+)
= (s1 s2 · · · sr)





(−,−, · · · ,−︸ ︷︷ ︸
m−1
,+, · · · ,+,−) if m is even,
(−,−, · · · ,−︸ ︷︷ ︸
m−1
,+, · · · ,+,+) if m is odd.
Now, we define the following notation: For (ǫ1, · · · , ǫr) ∈ B
(r)
sp , let {k1, · · · , kt}
be the set of indices such that {1 ≤ i ≤ r| ǫi = −} = {k1, · · · , kt}. Then we de-
note [k1, · · · , kt] := (ǫ1, · · · , ǫr). Applying x−1(Ys,1) · · ·x−r(Ys,r) on [k1, · · · , kt]
(1 ≤ s ≤ m), it becomes a linear combination of {[j1, · · · , jt]| kl−1 < jl ≤
kl (1 ≤ l ≤ t)} ∪ {[j1, · · · , jt, jt+1, r]|kl−1 < jl ≤ kl (1 ≤ l ≤ t + 1)}. It follows
from (2.14) and (2.15) that




































[· · · , jl, · · · ]+· · · = · · ·+
Ys,kl−1
Ys,jl−1
[· · · , jl, · · · ]+· · · .

















if kt−1 or kt = r − 1.











which coincide with Q(vt(m−s; k1, · · · , kt)→ vt(m−s+1; j1, · · · , jt′)) in Defini-
tion 7.13. In our notation, we can write [φ] := (+,+, · · · ,+), [1, 2, · · · ,m−1] =
(−,−, · · · ,−︸ ︷︷ ︸
m−1
,+, · · · ,+) and [1, 2, · · · ,m − 1, r] = (−,−, · · · ,−︸ ︷︷ ︸
m−1
,+, · · · ,+−).
Therefore, we get (7.24). We can similarly verify the case ik = r − 1 by the
same way as the case ik = r.
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[Proof of Theorem 7.2.]
We take a path in Xr(m,m − 1) in the form p = vt(m;φ) → vt(m −
1; k
(m−1)





1 , · · · , k
(m−2)
tm−2
)→ · · · → vt(1; k
(1)






1 , · · · , k
(0)
t0
), where tm−s−1 = tm−s or tm−s+2 (0 ≤ s ≤ m−1, tm := 0).
There exists a unique even number s (0 ≤ s ≤ m − 1) such that tm = 0,
tm−1 = tm−2 = 2, tm−3 = tm−4 = 4, · · · , tm−s = s, tm−s−1 = s. We also see
that k
(m−s−1)
s = · · · = k
(0)
s = s (1 ≤ s ≤ m− 1) by Definition 7.12 (ii), (iii) and
(v). Then, similar to Lemma 7.10, we can verify
Q(p) = D(m− 1, k
(m−1)
1 )D(m− 2, k
(m−2)
2 ) · · ·D(m− s, k
(m−s)
s )D(m− s, r + 1)
and we obtain Theorem 7.2 in the same way as the proof of Theorem 7.1.
8 The proof of Theorem 6.5
In this section, we shall give the proof of Theorem 6.5. We have already proven
Theorem 6.5 for the simple algebraic group of type Ar in [9]. So, we shall prove
the theorem for other type Br, Cr and Dr. First, let us review the theorem for
type Ar. For k ∈ Z (1 ≤ k ≤ r), we set |k| = |k| = k and [1, k] := {1, 2, · · · , k}.
8.1 Type Ar








A(m− k1 + 1, k1)A(m− k2 + 2, k2) · · ·A(m− kd + d, kd), (8.1)






where B−(Λd)u≤k is the lower Demazure crystal of type Ar, and µ : B(Λd)→ Y




where vΛd is the lowest weight vector in B(Λd).
In Theorem 6.5 (6.3), we have used the notation ab ∈ Z>0. In the case of
type Ar, we find that ab ≡ 1 for all b ∈ B
−(Λd)u≤k .
8.2 Type Cr
We treat the type Cr. In [10], we calculate the explicit formula of the generalized
minors ∆L(k; i) on the simple algebraic group of type Cr and i in (6.1). For





if 1 ≤ k ≤ r,
Yl,|k|
Yl+1,|k|−1
if r ≤ k ≤ 1.
(8.2)
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C(l1, k1)C(l2, k2) · · ·C(ld, kd), (8.3)
li :=
{
m− ki + i if 1 ≤ ki ≤ r,
m− r − 1 + i if r ≤ ki ≤ 1.
(8.4)
where (∗) is the condition for ki (1 ≤ i ≤ d) :
1 ≤ k1 < k2 < · · · < kd ≤ 1, (8.5)
ki ≤ m− 1 + i (if 1 ≤ i ≤ r −m+ 1), (8.6)
ki ≤ d− i + 1 (if r −m+ 2 ≤ i ≤ d). (8.7)
Example 8.4. Let us consider the case of type C2, we set u = s1s2s1s2 ∈ W
and its reduced word i = (1, 2, 1, 2), which is the same setting in Example 6.6.
Then m = 2, i1 = i3 = 1, i2 = i4 = 2. Following Lemma 8.3, we can calculate
the generalized minor ∆L(2; i)(Y):














which coincides with the one in (6.4). Unlike the case of type Ar, there exists
a term with coefficient 2. In the cases of type Br, Cr, and Dr, some terms in
∆L(k; i)(Y) have coefficients greater than 1.
Remark 8.5. (i) We use different notation from the one in [10]. It was
defined C(l, k) :=
Yl,k−1
Yl,k
and C(l, k) :=
Yl,k+1
Yl+1,k
in [10], which corresponds
to C(l, k) and C(l, k + 1) in (8.2).
(ii) In the case d ≤ r−m+1, the generalized minor ∆L(k; i) in (8.3) coincides
with the one in (8.1) for type Ar. Further, in this case, we can verify
Theorem 6.5 by the same way as in [9]. Therefore, in the rest of paper,
we shall show for d > r −m+ 1.
Set the subset B ⊂ Y as
B := {C(l1, k1)C(l2, k2) · · ·C(ld, kd)|{ki} satisfies (8.5), (8.6) and (8.7)}, (8.8)
where above {li} is as in (8.4).
Remark 8.6. The definition (8.8) implies that X = C(l1, k1)C(l2, k2) · · ·C(ld, kd) ∈
B if and only if
(i) 1 ≤ k1 < · · · < kd ≤ 1 (⇔ (8.5)),
(ii) The monomial X has at most d − r +m − 1 factors in the form C(s, b)
(s ∈ Z, b ∈ {r, · · · , 1}).
The conditions ki ≤ m − 1 + i (1 ≤ i ≤ r − m + 1) and ki ≤ d− i+ 1
(r −m+ 2 ≤ i ≤ d) in Lemma 8.3 follows from (i) and (ii).
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Lemma 8.7. We take X := C(l1, k1)C(l2, k2) · · ·C(ld, kd) ∈ B.
(i) For k ∈ [1, r−1], we have e˜kC(l, k) = Al−1,k ·C(l, k) = C(l−1, k+1) and
e˜kC(l, k + 1) = Al,k ·C(l, k + 1) = C(l, k) in Y. Furthermore, e˜rC(l, r) =
Al−1.r · C(l, r) = C(l − 1, r).
(ii) If k ∈ [1, r − 1] and e˜kX 6= 0, then there exists j ∈ [1, d] such that the
following (a) or (b) holds:
(a) kj = k, kj+1 > k + 1 and
e˜kX = C(l1, k1) · · ·C(lj−1, kj−1)C(lj − 1, k+ 1)C(lj+1, kj+1) · · ·C(ld, kd).
(8.9)
(b) kj = k + 1, kj+1 > k and
e˜kX = C(l1, k1) · · ·C(lj−1, kj−1)C(lj , k)C(lj+1, kj+1) · · ·C(ld, kd).
(8.10)
(iii) If e˜rX 6= 0, then there exists j (1 ≤ j ≤ d) such that kj = r, kj+1 > r and
e˜rX = C(l1, k1) · · ·C(lj−1, kj−1)C(lj − 1, r)C(lj+1, kj+1) · · ·C(ld, kd).
(8.11)
Furthermore, we have e˜2rX = 0.
(iv) For k ∈ [1, r], suppose that e˜kX 6= 0. Then, the monomial e˜kX satisfies









with some 1 ≤ k′1 < · · · < k
′
d ≤ 1.
Proof. (i) If 1 ≤ k ≤ r − 1, it follows from the definition of e˜k in Y that






= C(l − 1, k + 1). We can
verify the remained cases in the similar way.
(ii), (iii) For k ∈ [1, r − 1], we suppose that e˜kX 6= 0. If the Laurent
monomial X does not include factors in the form Y −1∗,k , then we get εk(X) = 0
and e˜kX = 0, which is absurd. Therefore, since k1 < · · · < kd, the monomial
X includes either one or two factors in the form Y −1∗,k , which means that X has
the factors in the form either C(lj , k) or C(lj′ , k + 1), or both (see (8.2)). If
X does not have the factor Y −1lj ,k then X has the factor Y
−1
lj′+1,k
, kj′ = k + 1,
and kj′+1 > k. Since e˜kX 6= 0, we have nek = lj′ and hence e˜kX = Alj′ ,kX =
C(l1, k1) · · ·C(lj−1, kj−1)C(lj , k)C(lj+1, kj+1) · · ·C(ld, kd). Similarly, if X does
not have the factor Y −1lj′+1,k then we have kj = k, kj+1 > k + 1, and e˜kX =
Alj−1,kX = C(l1, k1) · · ·C(lj−1, kj−1)C(lj − 1, k + 1)C(lj+1, kj+1) · · ·C(ld, kd).
If X includes both factors Y −1lj ,k and Y
−1
lj′+1,k
, then nek = lj′ or nek = lj − 1,
which implies that e˜kX is in the form (8.9) or (8.10). Arguing similarly, we see
that if e˜rX 6= 0 then e˜rX is in the form (8.11). Then, since k1 < k2 < · · · <
kj = r < kj+1 < · · · < kd, the Laurent monomial e˜rX has no factors in the form
C(∗, r), which means that e˜rX does not have factors in the form Y
−1
∗,r . Hence,
it follows from εr(e˜rX) = 0 that e˜
2
rX = 0.
(iv) The explicit forms (8.9), (8.10) and (8.11) with each condition for kj+1
imply that the monomial e˜kX satisfies the condition in Remark 8.6 (i).
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Lemma 8.8. For X = C(l1, k1)C(l2, k2) · · ·C(ld, kd) ∈ B and s ∈ {0, 1, · · · , r−
m + 1}, we suppose that 1 ≤ k1 < · · · < kd−s ≤ r and r ≤ kd−s+1 < · · · <
kd−1 < kd ≤ 1, that is, s := #{i ∈ [1, d]|ki ∈ {r, · · · , 1}}. Then there exist
non-negative integers {a(i, j)}1≤i≤r−d+s, 1≤j≤r such that
X = e˜
a(r−d+s,1)
1 · · · e˜
a(r−d+s,r)
r · · · e˜
a(2,1)










Proof. We use induction on s. In the case s = 0, we obtain 1 ≤ k1 < · · · <
kd ≤ r. Let us put a(1, i) = a(2, i + 1) = · · · = a(ki − i, ki − 1) = 1 for
1 ≤ i ≤ d and a(i, j) = 0 for other (i, j). Using Lemma 8.7 (i), we see that
e˜ki−1 · · · e˜i+2e˜i+1e˜iC(m, i) = C(m − ki + i, ki) = C(li.ki) (i = 1, 2, · · · , d).
Therefore, by the action of e˜
a(r−d,1)
1 · · · e˜
a(r−d,r)
r · · · e˜
a(2,1)




1 · · · e˜
a(1,d)
d ,
each factor C(m, i) in C(m, 1)C(m, 2) · · ·C(m, d) = 1
Ym,d
becomes C(m − ki +
i, ki) = C(li.ki), which means
e˜
a(r−d,1)
1 · · · e˜
a(r−d,r)
r · · · e˜
a(2,1)









= C(l1, k1)C(l2, k2) · · ·C(ld, kd) = X.







C(m− i+ 1, i)
k3−1∏
i=k2+1




C(m− i+ d− s− 1, i)
r∏
i=kd−s+1











= C(l1, k1)C(l2, k2) · · ·C(ld−s, kd−s) · Ym−r+d−s,r.
Hence, we obtain
C(l1, k1)C(l2, k2) · · ·C(ld−s, kd−s) =
C(m− 1, k′1)C(m− 2, k
′








2, · · · , k
′





· · · < k′r−d+s. Thus, the Laurent monomial X can be written as follows:
X = C(m− 1, k′1)C(m− 2, k
′





· C(m− r + d− s, kd−s+1) · · ·C(m− r + d− 2, kd−1)C(m − r + d− 1, kd).
(8.14)
Setting κ = |kd−s+1|, we suppose that k
′
j−1 < κ ≤ k
′
j for some j (1 ≤ j ≤
r − d+ s). Then the Laurent monomial X has the factor Ym−r+d−s,κ and does
not have a factor in the form Y −1a,∗ (a ≤ m − r + d − s). It follows from the
definition (5.1) of ϕκ that ϕκ(X) > 0. Furthermore, as we have seen in Lemma
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8.7 (i), if κ < k′j (resp. κ = k
′
j), then the factor C(m − r + d − s, κ) in X is
changed to C(m − r + d − s, κ+ 1) by the action of f˜κ (resp. f˜
2
κ). Repeating
this argument, we see that by the action of
F0 = (f˜r f˜
2













· · · (f˜2k′
j+2−2














−1 · · · f˜κ+1f˜κ),
each factor C(m−i, k′i) is sent to C(m−i, k
′
i+1 − 1) (j ≤ i ≤ r−d+s−1). And we
find that C(m−r+d−s, k′r−d+s) and C(m−r+d−s, kd−s+1) = C(m−r+d−s, κ)
become C(m− r + d− s, r) and C(m− r + d− s+ 1, r) respectively. Hence,




j+1 − 1) · · ·
C(m− r + d− s+ 1, k′r−d+s − 1)C(m− r + d− s, r) ·
1
Ym−r+d−s,r
·C(m−r+d−s+1, r)C(m−r+d−s+1, kd−s+2) · · ·C(m−r+d−2, kd−1)C(m−r+d−1, kd).
Similar to (8.13), setting {k′′1 , k
′′
2 , · · · , k
′′
d−s} := {1, 2, · · · , r}\{k
′





1, k′j+2 − 1, · · · , k
′
r−d+s − 1, r} with 1 ≤ k
′′
1 < · · · < k
′′
d−s < r, we have












d−s)C(m− r + d− s+ 1, r)
·C(m− r+ d− s+1, kd−s+2) · · ·C(m− r+ d− 2, kd−1)C(m− r+ d− 1, kd),
where l′′i := m − k
′′
i − i. By 1 ≤ k
′′
1 < · · · < k
′′
d−s < r < r ≤ kd−s+2 < · · · <
kd−1 < kd ≤ 1, the monomial F0 · X has the s − 1 factors in the form C(∗, b)
(b ∈ {r, · · · , 1}) and belongs to B (see Remark 8.6). Hence using the assumption
of induction for F0 ·X , we get
F0 ·X = e˜
a(r−d+s−1,1)
1 · · · e˜
a(r−d+s−1,r)
r · · · e˜
a(1,1)






for some non-negative integers {a(i, j)}.
In general, for each operator F := f˜i1 f˜i2 · · · f˜in on Y, we denote the operator
F ∗ by
F ∗ := e˜in · · · e˜i2 e˜i1 , (8.15)







· · · e˜2r−1e˜r. Then
X = F ∗0 e˜
a(r−d+s−1,1)
1 · · · e˜
a(r−d+s−1,r)
r · · · e˜
a(1,1)






which is the same form as in (8.12).
Similar to this, we can verify (8.12) in the case k′r−d+s < kd−s+1 = κ. We
put κ′ = k′r−d+s and suppose that |kj | < κ
′ ≤ |kj−1| for some d− s+2 ≤ j ≤ d.
Using the operator
F ′0 = (f˜r f˜
2






· · · f˜2|kd−s+2|f˜|kd−s+2|−1)






· · · f˜2|kj−1|+1f˜
2
|kj−1|
f˜|kj−1|−1 · · · f˜κ′+1f˜κ′),
instead of F0, we get (8.12) by the same way as above.
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[Proof of Theorem 6.5 for type Cr ]
All we have to show is µ(B−(Λd)u≤k) = B, where B is as in (8.8). First, let
us prove the inclusion µ(B−(Λd)u≤k) ⊂ B. Recall that the crystal B(Λd) has
the lowest weight vector vΛd , and
(1, 2, · · · , r︸ ︷︷ ︸
1st cycle
, 1, 2, · · · , r︸ ︷︷ ︸
2nd cycle
· · · 1, 2, · · · , r︸ ︷︷ ︸
m−2 th cycle
, 1, 2, · · · , d︸ ︷︷ ︸
m−1 th cycle
)
is a reduced word of u≤k (see (6.1) in Sect.6). Since we have µ(vΛd) = C(m, 1)C(m, 2) · · ·C(m, d) =
1
Ym,d
∈ B and Theorem 5.7, we need to see
e˜
a(1,1)




1 · · · e˜
a(2,r)
r · · · e˜
a(m−1,1)






for any integers a(i, j) ∈ Z≥0. Fixing these integers a(i, j), we define the opera-
tors on Y as Em−1 := e˜
a(m−1,1)
1 · · · e˜
a(m−1,d)
d and Em−s := e˜
a(m−s,1)
1 · · · e˜
a(m−s,r)
r















is either a product of {C(∗, b)|1 ≤ b ≤ d + 2} or




product of {C(∗, b)|1 ≤ b ≤ r} belonging to B or 0. Hence,
Em−r+d · · ·Em−2Em−1
1
Ym,d
= C(l1, k1)C(l2, k2) · · ·C(ld, kd),
for some 1 ≤ k1 < k2 < · · · < kd ≤ r. Using Lemma 8.7 (ii), (iii) and
(iv), we see that Em−r+d−1Em−r+d · · ·Em−2Em−1
1
Ym,d
is either 0 or a prod-
uct of {C(∗, b)|b ∈ JC} such that the number of product of {C(∗, b
′)|b′ ∈
{r, r − 1, · · · , 1}} is at most 1, and it satisfies the condition in Remark 8.6
(i). Since we have supposed 1 ≤ d − r +m − 1 in Remark 8.5 (ii), it also sat-
isfies the condition in Remark 8.6 (ii), which means that it belongs to B ∪ {0}.




ther 0 or a product of {C(∗, b)|b ∈ JC} such that the number of product of
{C(∗, b′)|b′ ∈ {r, r − 1, · · · , 1}} is at most d − r +m − 1 , and it satisfies the
condition in Remark 8.6 (i). Hence, E1E2 · · ·Em−2Em−1
1
Ym,d
∈ B ∪ {0}, which
means (8.16).
Finally, we shall prove the inverse inclusion µ(B−(Λd)u≤k) ⊃ B. Let X =
C(l1, k1)C(l2, k2) · · ·C(ld, kd) ∈ B be a monomial. By Theorem 5.7, we need to
show that there exist non-negative integers {a(i, j)} such that
X = e˜
a(1,1)




1 · · · e˜
a(2,r)
r · · · e˜
a(m−1,1)





















if k = r,
Yl,r
Yl+1,r
if k = 0,
Y 2l,r
Yl+1,r−1
if k = r,
Yl,|k|
Yl+1,|k|−1
if r − 1 ≤ k ≤ 1.
(8.18)
In the case ik = d < r, the minors ∆
L(k; i) are explicitly described as follows.




ak1,··· ,kdB(l1, k1)B(l2, k2) · · ·B(ld, kd),
li :=
{
m− ki + i if 1 ≤ ki ≤ r,
m− r − 1 + i if ki ∈ {r, · · · , 1} ∪ {0},
ak1,··· ,kd :=
{
2 if ki = 0 for some i ∈ [1, d],
1 if ki 6= 0 for any i ∈ [1, d],
where (∗) is the condition for ki (1 ≤ i ≤ d) :
1 ≤ k1 ≤ k2 ≤ · · · ≤ kd ≤ 1, ki = ki+1 if and only if ki = ki+1 = 0, (8.19)
i ≤ ki ≤ m− 1 + i (1 ≤ i ≤ r −m+ 1), (8.20)
i ≤ ki ≤ d− i+ 1 (r −m+ 2 ≤ i ≤ d). (8.21)
Set the subset B ⊂ Y as
B := {B(l1, k1)B(l2, k2) · · ·B(ld, kd)|{ki} satisfy (8.19), (8.20) and (8.21)}.
Similar to Lemma 8.7, we can verify the following lemma.
Lemma 8.10. (i) For k ∈ [1, r − 1], we have e˜kB(l, k) = Al−1,k · B(l, k) =
B(l − 1, k + 1) and e˜kB(l, k + 1) = Al,k · B(l, k + 1) = B(l, k) in Y.
Furthermore, e˜rB(l, r) = Al−1,r · B(l, r) = B(l − 1, 0) and e˜rB(l, 0) =
Al,r · B(l, 0) = B(l, r).
(ii) For X := B(l1, k1)B(l2, k2) · · ·B(ld, kd) ∈ B and k ∈ [1, r−1], if e˜kX 6= 0,
then there exists j (1 ≤ j ≤ d) such that either the following (a) or (b)
holds:
(a) kj = k, kj+1 > k + 1 and
e˜kX = B(l1, k1) · · ·B(lj−1, kj−1)B(lj − 1, k+1)B(lj+1, kj+1) · · ·B(ld, kd).
(b) kj = k + 1, kj+1 > k and
e˜kX = B(l1, k1) · · ·B(lj−1, kj−1)B(lj , k)B(lj+1, kj+1) · · ·B(ld, kd).
In particular, we have e˜kX ∈ B.
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(iii) If e˜rX 6= 0, then there exists j (1 ≤ j ≤ d) such that either the following
(a) or (b) holds:
(a) kj = r, kj+1 6= r and
e˜rX = B(l1, k1) · · ·B(lj−1, kj−1)B(lj − 1, 0)B(lj+1, kj+1) · · ·B(ld, kd).
(b) kj = 0, kj+1 > r and
e˜rX = B(l1, k1) · · ·B(lj−1, kj−1)B(lj , r)B(lj+1, kj+1) · · ·B(ld, kd).
Lemma 8.11. For X = B(l1, k1)B(l2, k2) · · ·B(ld, kd) ∈ B and s ∈ Z (0 ≤ s ≤
r−m+1), we suppose that 1 ≤ k1 < · · · < kd−s ≤ r and kd−s+1, · · · , kd−1, kd ∈
{0, r, · · · , 1}, that is, s := #{i ∈ [1, d]|ki ∈ {0, r, · · · , 1}}. Then there exist non-
negative integers {a(i, j)}1≤i≤r−d+s, 1≤j≤r such that
X = e˜
a(r−d+s,1)
1 · · · e˜
a(r−d+s,r)
r · · · e˜
a(2,1)










Proof. Let us prove Lemma 8.11 by the induction on s. In the case s = 0,
we can prove (8.22) by the same argument in the proof of Lemma 8.8. So, we
assume s > 0. Similar to (8.13), we see that
B(l1, k1)B(l2, k2) · · ·B(ld−s, kd−s) =
B(m− 1, k′1)B(m− 2, k
′








2, · · · , k
′
r−d+s} := {1, 2, · · · , r} \ {k1, k2, · · · , kd−s} and k
′
1 <
k′2 < · · · < k
′
r−d+s. Thus, the Laurent monomial X can be written as follows:
X = B(m− 1, k′1)B(m− 2, k
′





· B(m+ d− r − s, kd−s+1) · · ·B(m+ d− r − 2, kd−1)B(m+ d− r − 1, kd).
(8.24)
If kj 6= 0 for any j ∈ [1, d], then the monomial (8.24) is similar to (8.14).
Therefore, in this case, we can show (8.22) in the same way as Lemma 8.8.
Hence, we may assume that kd−s = kd−s+1 = · · · = kζ = 0 and r ≤ kζ+1 <
kζ+1 < · · · < kd ≤ 1 for some integer ζ (1 ≤ ζ ≤ s). Then we can write as
X = B(m− 1, k′1)B(m− 2, k
′





×B(m+ d− r − s, 0)B(m+ d− r − s+ 1, 0) · · ·B(m+ d− r − s+ ζ − 1, 0)
×B(m+d−r−s+ζ, kζ+1)B(m+d−r−s+ζ+1, kζ+2) · · ·B(m+d−r−1, kd).
We put κ = k′r−d+s and suppose that there exists some integer j (ζ + 2 ≤ j ≤











· · · f˜2|kj−3|f˜|kj−3|−1f˜
2
|kj−3|−2
· · · f˜2|kj−2|f˜|kj−2|−1)(f˜
2
|kj−2|−2
· · · f˜2|kj−1|+1f˜
2
|kj−1|
f˜|kj−1|−1 · · · f˜κ+1f˜κ),
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each factor B(m−d−r−s+i−1, ki) ofX becomes B(m−d−r−s+i−1, ki−1 − 1)
(ζ + 2 ≤ i ≤ j − 1). Similarly, B(m − d − r − s + ζ, kζ+1) is changed to
B(m − d − r − s + ζ, 0). And we also find that B(m + d − r − s, k′r−d+s) =
B(m+ d− r− s, κ) and B(m+ d− r− s, 0) are sent to B(m+ d− r− s, r) and
B(m+ d− r− s+1, r) respectively. Hence, it follows from (8.23) and the same
argument as in the proof of Lemma 8.8, the monomial F0 ·X has s− 1 factors
in the form B(∗, b) (b ∈ {0, r, · · · , 1}). Thus, using the assumption of induction
on s− 1, we get
F0 ·X = e˜
a(r−d+s−1,1)
1 · · · e˜
a(r−d+s−1,r)
r · · · e˜
a(1,1)






for some non-negative integers {a(i, j)}. And we can write
X = F ∗0 e˜
a(r−d+s−1,1)
1 · · · e˜
a(r−d+s−1,r)
r · · · e˜
a(1,1)






where F ∗0 is as in (8.15). Therefore, X is in the desired form in (8.22).
[Proof of Theorem 6.5 for type Br in the case ik = d < r]
All we have to show is µ(B−(Λd)u≤k) = B. Using Lemma 8.10, we can
prove µ(B−(Λd)u≤k) ⊂ B in the same way as the case of type Cr. The inverse
inclusion µ(B−(Λd)u≤k) ⊃ B is followed from Theorem 5.7 and Lemma 8.11 .
Next, let us prove Theorem 6.5 for type Br in the case ik = d = r. We use
the notation (8.18) and








B(m− 1, k1)B(m− 2, k2) · · ·B(m− s, ks)B(m− s, r + 1),
where (∗) is the condition for s ∈ Z≥0 and ki (1 ≤ i ≤ s) :
0 ≤ s ≤ m− 1, 1 ≤ k1 < k2 < · · · < ks ≤ r. (8.25)
Note that in (8.25), if s = 0, the summand of ∆L(k; i) is B(m, r + 1). Set
the subset Bsp ⊂ Y as
Bsp := {B(m− 1, k1) · · ·B(m− s, ks)B(m− s, r+ 1)|{ki} and s satisfy (8.25)}.
Lemma 8.13. (i) We have e˜rB(l, r + 1) = B(l − 1, r)B(l − 1, r + 1).
(ii) For X := B(m − 1, k1) · · ·B(m − s, ks)B(m − s, r + 1) ∈ Bsp and k ∈
[1, r− 1], if e˜kX 6= 0 then there exists j (1 ≤ j ≤ s) such that kj = k + 1,
k < kj+1 and
e˜kX = B(m− 1, k1) · · ·B(m− j, k) · · ·B(m− s, ks)B(m− s, r + 1).
In particular, we have e˜kX ∈ Bsp. If e˜rX 6= 0 then ks 6= r and
e˜rX = B(m−1, k1) · · ·B(m−s, ks)B(m−s−1, r)B(m−s−1, r+1). (8.26)
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Proof. (i) We obtain e˜rB(l, r + 1) = Al−1,r
1
Yl,r
= B(l − 1, r)B(l − 1, r + 1).
(ii) For k ∈ [1, r−1], we suppose that e˜k(X) 6= 0. If the Laurent monomialX
does not have factors in the form 1
Y∗,k
, then εk(X) = 0, which implies e˜k(X) = 0.
So, X includes a factor in the form 1
Y∗,k
. The explicit form (8.18) means that X
has the factor B(m− j, k + 1) for some j ∈ [1, s] and does not have the factors
in the form B(∗, k). Then, we have nek = m− j, and
e˜kX = B(m− 1, k1) · · ·B(m− j, k) · · ·B(m− s, ks)B(m− s, r + 1),
by Lemma 8.10 (i). Similarly, we see that if e˜r(X) 6= 0, then ks 6= r and e˜rX is
described as in (8.26).
[Proof of Theorem 6.5 for type Br in the case ik = r]
All we have to show is µ(B−(Λr)u≤k) = Bsp. Similar to the cases of type Cr
and type Br (ik < r), we can prove µ(B
−(Λr)u≤k) ⊂ Bsp by using Lemma 8.13
(ii).
Let us prove µ(B−(Λr)u≤k) ⊃ Bsp. Take an arbitrary monomial X = B(m−
1, k1) · · ·B(m− s, ks)B(m− s, r + 1) ∈ Bsp. It follows from Lemma 8.13 that
e˜k1+1 · · · e˜r−1e˜rB(m, r + 1) = B(m− 1, k1)B(m− 1, r + 1).
Using Lemma 8.13 repeatedly, we obtain
(e˜ks+1 · · · e˜r−1e˜r) · · · (e˜k2+1 · · · e˜r−1e˜r)(e˜k1+1 · · · e˜r−1e˜r)B(m, r + 1)
= B(m− 1, k1) · · ·B(m− s, ks)B(m− s, r + 1) = X.
Recall that B(m, r+1) = 1
Ym,r
= µ(vΛr ), where vΛr is the lowest weight vector of
the crystal base B(Λr). Therefore, by Theorem 5.7, we get X ∈ µ(B
−(Λr)u≤k).
Hence, we obtain µ(B−(Λr)u≤k) ⊃ Bsp.
8.4 Type Dr
Finally, we treat the case type Dr . We shall use the notation (7.1). First, let
us prove the theorem in the case ik = d < r − 1. Set the subset B ⊂ Y as
B := {D(l1, k1)D(l2, k2) · · ·D(ld, kd)|{ki} satisfy (7.4), (7.5) and (7.6)}.
Similar to Lemma 8.7, we can verify the following lemma.
Lemma 8.14. (i) For k ∈ [1, r− 1], we have e˜kD(l, k) = D(l− 1, k+1) and
e˜kD(l, k + 1) = D(l, k) in Y. Furthermore, e˜rD(l, r− 1) = D(l− 1, r) and
e˜rD(l, r) = D(l, r − 1).
(ii) For X := D(l1, k1)D(l2, k2) · · ·D(ld, kd) ∈ B and k ∈ [1, r−1], if e˜kX 6= 0,
then there exists j (1 ≤ j ≤ d) such that either the following (a) or (b)
holds:
(a) kj = k, kj+1 > k + 1 and
e˜kX = D(l1, k1) · · ·D(lj−1, kj−1)D(lj−1, k+1)D(lj+1, kj+1) · · ·D(ld, kd).
(b) kj = k + 1, kj+1 > k and
e˜kX = D(l1, k1) · · ·D(lj−1, kj−1)D(lj , k)D(lj+1, kj+1) · · ·D(ld, kd).
In particular, we have e˜kX ∈ B.
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(iii) If e˜rX 6= 0, then there exists j (1 ≤ j ≤ d) such that either following (a)
or (b) holds:
(a) kj = r − 1, kj+1 > r − 1 and
e˜rX = D(l1, k1) · · ·D(lj−1, kj−1)D(lj − 1, r)D(lj+1, kj+1) · · ·D(ld, kd).
(b) kj = r, kj+1 > r − 1 and
e˜rX = D(l1, k1) · · ·D(lj−1, kj−1)D(lj , r − 1)D(lj+1, kj+1) · · ·D(ld, kd).
Lemma 8.15. For X := D(l1, k1)D(l2, k2) · · ·D(ld, kd) ∈ B and s ∈ Z (0 ≤ s ≤
r−m+1), we suppose that 1 ≤ k1 < · · · < kd−s ≤ r−1 and kd−s+1, · · · , kd−1, kd ∈
{r, · · · , 1} ∪ {r}, that is, s := #{i ∈ [1, d]|ki ∈ {r, · · · , 1} ∪ {r}}. Then there
exist non-negative integers {a(i, j)}1≤i≤r−d+s, 1≤j≤r such that
X = e˜
a(r−d+s,1)
1 · · · e˜
a(r−d+s,r)
r · · · e˜
a(2,1)










Proof. We set γ := m− r + d− s+ 1. Similar to (8.13) and (8.23), we see that
D(l1, k1)D(l2, k2) · · ·D(ld−s, kd−s) =
D(m− 1, k′1)D(m− 2, k
′






2, · · · , k
′
m−γ} := {1, 2, · · · , r − 1} \ {k1, k2, · · · , kd−s} and
k′1 < k
′




D(m− 1, k′1) · · ·D(γ, k
′
m−γ)D(ld−s+1, kd−s+1) · · ·D(ld, kd)
Yγ,r−1Yγ,r
.
Putting κ := k′m−γ , we suppose that kj < κ ≤ kj+1 for some j (d− s ≤ j ≤ d),
where kd+1 := 1.
The remaining part of the proof is the same as in Lemma 8.11, that is,
acting the Kashiwara operators {f˜i} on X properly, we can send the factor
D(ld−s+1, kd−s+1) to D(ld−s+1 + 1, r− 1). Similar to the proof of Lemma 8.11,
using induction on s and by its assumption, we see that the monomial X can
be written as in (8.27).
[Proof of Theorem 6.5 for type Dr]
The case ik = d < r − 1:
Similar to the cases of type Cr and type Br, we can verify µ(B
−(Λd)u≤k) = B
by using Lemma 8.14 and 8.15.
The case ik = d = r − 1 or r:
Next, let us prove Theorem 6.5 for type Dr of the cases ik = r−1 and ik = r.
Since we can prove both cases in almost the same way, we shall prove the case
ik = r only. We use the notation in (7.1) and (7.2). Set the subset B
(+)
sp ⊂ Y as
B(+)sp := {D(m− 1, k1) · · ·D(m− s, ks)D(m− s, r+1)|{ki} and s satisfy (7.7)}.
Similar to Lemma 8.13, we can verify the following lemma:
Lemma 8.16. (i) We have e˜rD(l, r + 1) = D(l − 1, r − 1)D(l − 2, r)D(l −
2, r + 1).
37
(ii) For X := D(m − 1, k1) · · ·D(m − s, ks)D(m − s, r + 1) ∈ B
(+)
sp and k ∈
[1, r− 1], if e˜kX 6= 0, then there exists j (1 ≤ j ≤ s) such that kj = k + 1,
kj+1 < k and
e˜kX = D(m− 1, k1) · · ·D(m− j, k) · · ·D(m− s, ks)D(m− s, r + 1).
In particular, we have e˜kX ∈ B
(+)
sp . If e˜rX 6= 0 then ks ≤ r − 2 and
e˜rX = D(m−1, k1) · · ·D(m−s, ks)·D(m−s−1, r − 1)D(m−s−2, r)D(m−s−2, r+1).
Now, let us complete the proof of Theorem 6.5. All we have to show is
µ(B−(Λr)u≤k) = B
(+)
sp . Similar to the cases of type Br, Cr and Dr (ik < r− 1),
we can prove µ(B−(Λr)u≤k) ⊂ B
(+)
sp by using Lemma 8.16 (ii).
Let us prove µ(B−(Λr)u≤k) ⊃ B
(+)
sp . For an arbitrary monomial X = D(m−
1, k1) · · ·D(m− s, ks)D(m− s, r + 1) ∈ B
(+)
sp , it follows from Lemma 8.16 that
e˜k1+1 · · · e˜r−3e˜r−2e˜rD(m, r + 1) = D(m− 1, k1)D(m− 2, r)D(m− 2, r + 1),
and
(e˜k2+1 · · · e˜r−3e˜r−2e˜r−1)(e˜k1+1 · · · e˜r−3e˜r−2e˜r)D(m, r+1) = D(m−1, k1)D(m−2, k2)D(m−2, r+1).
Using Lemma 8.16 repeatedly, we obtain
(e˜ks+1 · · · e˜r−2e˜r−1)(e˜ks−1+1 · · · e˜r−2e˜r) · · · (e˜k2+1 · · · e˜r−2e˜r)(e˜k1+1 · · · e˜r−2e˜r)D(m, r+1)
= D(m− 1, k1)D(m− 2, k2) · · ·D(m− s, ks)D(m− s, r + 1) = X.
Recall thatD(m, r+1) = Ym,r = µ(vΛr ), where vΛr is the lowest weight vector of
the crystal base B(Λr). Therefore, by Theorem 5.7, we get X ∈ µ(B
−(Λr)u≤k).
Hence, we obtain µ(B−(Λr)u≤k) ⊃ B
(+)
sp .
Due to the above arguments, we have completely shown Theorem 6.5.
8.5 A counter example
In this final subsection, we shall see an example such that ∆(k; i)(Y) can not
be described as the total sum of monomials in any Demazure crystals.
Example 8.17. Let G be the simple algebraic group of type C3, and we set
u := (s1s2s3)
3 ∈ W , i := (1, 2, 3, 1, 2, 3, 1, 2, 3) and k = 3. In the notation of
Theorem 6.5, we have m = 3, d = ik = 3, and ik belongs to (m − 2)th cycle.
Hence, this setting does not satisfy the condition in Theorem 6.5 such that ik
































































) coincides with a monomial realization of the De-
















) coincides with a monomial realization of certain
subset of the crystal B(2Λ2), but it does not coincide with any Demazure crystals
B(2Λ2)w (w ∈W ).
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