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Abstract 
This Thesis considers Extreme Value Theory (EVT) and its statistical applications. Its aim is twofold: first, to give an 
introduction to statistical methods based on EVT; and second, to apply these methods to real-world modelling challeng-
es.  The presented applications are relevant both from the VSHFLILF DSSOLFDWLRQ DUHD¶V SRLQW RI YLHZ DV ZHOl as from a 
wider risk management perspective. In fact, one unifying theme in all the applications is their relevance to a (life, non-
life, and/or re-LQVXUDQFHFRPSDQ\¶Vmanagement of insurance and financial risks. 
 
The three applications considered in this Thesis are as follows. First, we examine the modelling of sea-level maxima 
using data provided by the Finnish Meteorological Institute, consisting of daily maximum sea-levels between 1904±2011 
recorded at the coast of Helsinki. The sea-level modelling exercise is also used as a unified framework to illustrate the 
statistical methods of EVT considered in the thesis. The second application is to catastrophe modelling by using EVT to 
model the probability distribution of death counts caused by accidents or catastrophes in the Finnish population. The 
third application is concerned with realistic modelling of market risk and estimation of conditional risk measures (Val-
ue-at-Risk, Expected Shortfall). 
 
We discuss risk measurement based on the estimated models, and compare the results from the accidental death model 
and equity risk model to the corresponding specifications used in the Quantitative Impact Study 5 (QIS 5) and Long 
Term Guarantees Assessment (LTGA) of WKH(XURSHDQ&RPPLVVLRQ¶VSolvency II insurance directive. According to our 
catastrophe death model, the risk level implied by the mass accident scenario of LTGA seems to be significantly higher 
than the target 1-year 99.5 % Value-at-Risk (VaR) specified by Solvency II ² at least for Finland. The risk level implied 
by the ³arena risk´ scenario of QIS 5 is higher still. 
 
The models for extreme sea-level values of Baltic Sea clearly indicate that there has been an increasing trend in the sea-
level maxima since 1904, even after accounting for the changes in the mean sea-level. The statistical models for sea-
levels are used to provide estimates about the minimum required construction height at the coast of Helsinki, defined as 
the sea-level height that is exceeded on average once in the next 200 years. 
 
This study does not contain new methodological contributions; instead, the focus is on applications. To the author's 
knowledge, sea-level maxima of the Baltic Sea have not been previously modelled using non-homogenous Poisson point 
processes and explanatory meteorological variables (in this case, the North Atlantic Oscillation or NAO-index). The 
application of EVT to the modelling of Finnish catastrophic accidental deaths is also new, whereas the market risk appli-
cation is based on existing literature. 
 
Keywords  extreme value theory, EVT, GEV, GPD, generalized Pareto distribution, point process-
es, statistical modelling, extremes of random phenomena, catastrophe risk, market risk, risk 
measures, Value-at-Risk, sea-level maxima, accidental deaths, insurance risk, Solvency II 
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Tiivistelmä 
Tämä tutkimus käsittelee ääriarvoteoriaa (extreme value theory, EVT) ja sen tilastollisia sovelluksia. Työssä luodaan 
ensinnäkin katsaus ääriarvoteoriaan perustuviin tilastollisiin menetelmiin, ja toiseksi sovelletaan näitä menetelmiä 
reaalimaailman mallinnushaasteisiin. Esitetyt sovellukset ovat relevantteja paitsi kunkin sovellusalueen näkökulmasta, 
myös laajemmin riskienhallinnan perspektiivistä. Yhtenä yhdistävänä tekijänä kaikissa sovelluksissa onkin niiden 
relevanssi (henki-, vahinko- ja/tai jälleen-) vakuutusyhtiön vakuutus- ja finanssiriskien hallinnan kannalta. 
 
Työssä tarkastellaan kolmea sovellusta. Ensimmäinen näistä käsittelee meren pinnankorkeuden maksimiarvojen 
mallintamista hyödyntäen Ilmatieteen laitokselta saatua, aikavälin 1904±2011 kattavaa päiväkohtaista mittausdataa 
vedenkorkeuksista Helsingin edustalla. Vedenkorkeusmaksimien mallinnusta käytetään myös havainnollistamaan 
työssä käsiteltyjä tilastollisia EVT-menetelmiä yhtenäisessä viitekehyksessä. Toisessa sovelluksessa käsitellään 
katastrofiriskin mallinnusta, ja käytetään ääriarvoteoriaa Suomen väestöä kohdanneiden onnettomuus- tai 
katastrofikuolemien lukumäärien todennäköisyysjakauman estimointiin. Kolmas sovellus koskee markkinariskin 
realistista mallinnusta ja ehdollisten riskimittojen (Value-at-Risk, Expected Shortfall) estimointia. 
 
Tutkimuksessa käsitellään riskin mittaamista estimoituihin malleihin perustuen, ja verrataan tuloksia 
onnettomuuskuolemamallista sekä osakeriskimallista vastavaaviin, Euroopan komission Solvenssi II ±vakuutus-
direktiivin viidennessä vaikuttavuusarvioinnissa (QIS 5) ja LTGA-arviointipaketissa käytettyihin spesifikaatioihin näille 
riskeille. Erityisesti havaitaan, että tässä tutkimuksessa esitetyn katastrofikuolemamallin perusteella LTGA-
vaikuttavuusarvion joukko-onnettomuusskenaarion riskitaso vaikuttaa selvästi Solvenssi II:ssa tavoitteena olevaa 1-
vuoden 99.5 % Value-at-Risk (VaR) ±mittaa korkeammalta ± ainakin Suomen kohdalla. QIS5:Q´DUHHQDULVNLVNHQDDULRQ´
riskitaso on vielä edellistäkin suurempi.  
 
Äärimmäisille Itämeren vedenkorkeuden arvoille rakennetut mallit viittaavat vahvasti kasvavaan trendiin merenpinnan 
korkeuden maksimiarvoissa, myös merenpinnan keskimääräisen tason muutoksien huomioimisen jälkeen. Malleja 
käytetään arvioimaan Helsingin rannikolla edellytettyä pienintä sallittua rakennuskorkeutta, joka määritellään 
sellaiseksi vedenkorkeuden arvoksi, joka ylitetään keskimäärin kerran seuraavan 200 vuoden aikana. 
 
Tämä tutkimus ei sisällä uusia menetelmäkehitykseen liittyviä kontribuutioita, vaan esityksen painotus on sovelluksissa. 
Kirjoittajan tietämän mukaan Itämeren vedenkorkeuden maksimeja ei ole aiemmin mallinnettu tutkimuksen luvun 2 
tapaan epähomogeenisia pisteprosesseja ja meteorologisia selittäviä muuttujia (tässä tapauksessa NAO-indeksiä) 
käyttäen. Onnettomuuskuolemamäärien mallintaminen ääriarvoteoriaa käyttäen eli luvun 3 sovellus on myös uusi. 
Luvussa 4 esitetty lähestymistapa markkinariskin mallinnukseen puolestaan  noudattaa kirjallisuudessa aiemmin 
esitettyä. 
 
Avainsanat  ääriarvoteoria, EVT, GEV, GPD, yleistetty Pareto-jakauma, pisteprosessit, 
tilastollinen mallinnus, satunnaisilmiöiden ääriarvot, katastrofiriski, markkinariski, riskimitat, 
Value-at-Risk, vedenkorkeusmaksimit, onnettomuuskuolemat, vakuutusriski, Solvenssi II 
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Johdanto
Aariarvoteoria (Extreme Value Theory, EVT) tarkastelee satunnaisilmioiden
aariarvoja. Sita voitaisiin kutsua myos aarimmaisten ilmioiden teoriaksi, missa
"aarimmaisella" ymmarretaan matemaattisessa mielessa tietyn ilmion maksimi -
arvojen ja niiden jakauman, tai taustalla olevan todennakoisyysjakauman han-
tien, tarkastelemista.
Aariarvoteorian piiriin kuuluvien menetelmien ja niiden erikoistapauksien sovel-
tamisella tilastolliseen dataan on pitkat perinteet hydrologiassa (vesistotietees-
sa), luotettavuustekniikassa (reliability engineering) ja vakuutusmatematiikassa,
vaikka menetelmia ei aina talla nimella olekaan kutsuttu. Parin viime vuosikym-
menen aikana sovelluksien alue on kuitenkin laajentunut valtavasti, kasittaen
esimerkiksi telekommunikaation, ilmastotieteen, aerodynamiikan, laaketieteelli-
sen tekniikan, seismologian, ilmakehan kemian, tahtifysiikan ja materiaaliteknii-
kan; ks. esim. [1, 2]. Listaa voisi jatkaa loputtomiin. Eraan tarkeimmista uusis-
ta sovellusalueista menetelmien kehittymisen (eika pelkastaan olemassaolevien
soveltamisen) kannalta muodostavat nanssimarkkinat ja nanssiriskienhallin-
ta. Finanssi- ja vakuutusala lieneekin nykyaan aariarvoteorian soveltavan tutki-
muksen merkittavimpia painopistealueita, mahdollisesti heti ymparistotieteiden
(kaikissa eri muodoissaan) jalkeen.
Riskia mallinnetaan matemaattisesti pohjimmiltaan valitsemalla tietty toden-
nakoisyysjakauma kuvailtavalle ilmiolle.1 Usein todennakoisyysjakauma on es-
timoitu havaintojen perusteella tilastollista analyysia kayttaen. Useimmissa ti-
lastollisissa menetelmissa kiinnostus kohdistuu paaasiallisesti tarkasteltavien ha-
vaintojen taustalla olevan todennakoisyysjakauman keskiosiin. Jakauman hanti-
in eli aarimmaisiin arvoihin joko havaintojen yla- tai alapaassa ei sen sijaan
useinkaan kiinniteta menetelmissa erityista huomiota, tai tallaisia arvoja pi-
detaan jopa poikkeavina havaintoina (outlier). On kuitenkin tilanteita, joissa
aarim-maiset havaintoarvot ovat tarkein osa probleemaa.
Aariarvoteoriaa sovellettaessa kiinnostus kohdistuu nimenomaan ilmion tai pro-
sessin aarimmaisiin arvoihin. Yleensa aariarvoanalyysin tavoitteena on arvioida
kaikkia tahan mennessa havaittuja tapahtumia suurempien (tai pienempien)
tapahtumien todennakoisyyksia { eli ekstrapoloida havaintojen ulkopuolelle.
Aariarvoteoria voidaan nahda tyokaluna, joka tarjoaa keinot ilmion taustal-
la olevan todennakoisyysjakauman hantatodennakoisyyksien estimoimiseen niin
1Tama jakauma voi olla esimerkiksi ajassa muuttuva, eika aina ole ilmaistavissa analyytti-
sessa muodossa. Usein se on myos monien mallinnuksessa tehtyjen osavalintojen implisiittisesti
maaraama.
2 Johdanto
hyvin kuin havaintojen perusteella on mahdollista. Toisaalta, vaikkei saatavilla
olisi ollenkaan kayttokelpoista dataa, teorian perusteella voidaan myos osoittaa,
minka tyyppisia jakaumia tulisi kayttaa, jotta katastroriskien mahdollisuus tu-
lee huomioitua konservatiivisesti. Aariarvoteorian soveltuvuutta kaytannon on-
gelmiin kuvaa hyvin seuraava, teoksesta [2] otettu Richard Smithin toteamus:
"There is always going to be an element of doubt, as one is extrapolating into
areas one doesn't know about. But what EVT is doing is making the best use of
whatever data you have about extreme phenomena."
Taman esityksen tavoite on kahtalainen: ensinnakin, luoda katsaus aariarvoteo-
rian tilastollisiin sovelluksiin, mukaan lukien lyhyt katsaus menetelmien pohjana
olevaan matemaattiseen teoriaan, ja toiseksi, esittaa konkreettisia reaalimaa-
ilman sovelluksia jotka havainnollistavat teorian tarjoamia menetelmia myos
kaytannossa. Esitetyt sovellukset ovat relevantteja paitsi kunkin sovellusalu-
een nakokulmasta, myos laajemmin riskienhallinnan perspektiivista. Yhtena yh-
distavana tekijana kaikissa sovelluksissa onkin niiden relevanssi (henki-, vahinko-
ja/tai jalleen-) vakuutusyhtion vakuutus- ja nanssiriskien hallinnan kannal-
ta.
Tilastollisia menetelmia kaytettaessa on aina kiinnitettava huomiota menetel-
mien taustalla oleviin oletuksiin seka menetelmien soveltuvuusalueeseen ja ra-
joituksiin. Aivan erityisesti tama patee aariarvoteoriaan perustuvien tilastollis-
ten menetelmien kaytossa, kun pyritaan kuvaamaan aarimmaisia ilmioita, jotka
jo maaritelman mukaan ovat harvinaisia ja joista on usein vain vahan tai ei
ollenkaan havaintoja olemassa. Esityksessa tullaan menetelmien soveltamisen
yhteydessa kiinnittamaan huomiota taustaoletuksiin ja niiden toteutumiseen,
seka painottamaan graasen tarkastelun hyodyllisyytta (ja valttamattomyytta)
reaalimaailman dataa analysoitaessa.
Esityksen rakenne on seuraava. Luvussa 1 luodaan lyhyt katsaus matemaattiseen
taustateoriaan, silta osin kuin myohemmin esitettavien menetelmien ymmarta-
miseksi tai perustelemiseksi on tarpeen. Esityksen painopisteena olevat tilastol-
liset menetelmat esitetaan luvussa 2 likimain historiallisessa (ja myos vaikeus-)
jarjestyksessa. Luvussa kaytetaan esimerkkina Itameren vedenkorkeuden mal-
linnusta Helsingin edustalla, ja vedenkorkeusilmiota analysoidaan yksityiskoh-
taisesti esitettyja menetelmia soveltamalla. Seuraavissa luvuissa esitetaan kak-
si muuta sovellusta: Luvussa 3 tarkastellaan onnettomuuskuolemien maarien
mallintamista, ml. onnettomuuskuolemien simulointia, ja luvussa 4 puolestaan
realistista markkinariskin mallintamista ja riskimittojen (Value-at-Risk, Expec-
ted Shortfall) estimointia. Onnettomuuskuolemamallin ja osakeriskimallin an-
tamia tuloksia verrataan myos Solvenssi II:n viidennessa vaikuttavuusarvioin-
nissa (QIS 5) ja uudemmassa LTGA-arviointipaketissa kaytettyihin vastaaviin
spesikaatioihin osakemarkkinariskin ja sairaus- ja tapaturmavakuutuksen kata-
stroriskin (konsentraatioriski ja "areena"- tai joukko-onnettomuusriski) osalta.
Luku 5 sisaltaa yhteenvedon.
Luku 1
Taustateoriaa
Tassa luvussa luodaan katsaus aariarvoteoriaan, painottaen erityisesti sovellus-
ten kannalta tarkeita tuloksia. Tavoitteena on antaa lukijalle kasitys teorian
perusteista, tai teoriaan perehtyneen lukijan osalta toimia aiheen kertaukse-
na.
Esitys perustuu paaasiassa lahteisiin [2] ja [5]. Tulokset esitetaan ilman todis-
tuksia, todistusten osalta viitataan lahdekirjallisuuteen (Embrechts et. al [2],
Resnick [3], Leadbetter et al. [4]).
Osiossa 1.1 luodaan ensin yhteenvedonomainen katsaus joihinkin mittateorian ja
todennakoisyysteorian kasitteisiin. Osio koostuu lahinna kasitteiden maarittely-
ista ja on tarkoitettu taustamateriaaliksi; osion voi huoletta ohittaa, ja palata
siihen tarvittaessa. Johdanto varsinaiseen aariarvoteoriaan alkaa osiosta 1.2,
ja kohdassa 1.3 esitetaan aariarvojakaumat eli niiden jakaumien luokka, jo-
hon satunnaismuuttujien maksimit suppenevat jakauman suhteen. Osiossa 1.4
kasitellaan aariarvoteoriaa stationaarisille prosesseille, ja osiossa 1.5 yleistettya
Pareto-jakaumaa mallina kaikkien tietyn korkean tason ylitteiden jakaumalle.
Osiossa 1.6 esitetaan pisteprosessit mallina aariarvojen kuvaamiseen. Pistepro-
sessilahestymistapa mahdollistaa myos epastationaaristen ilmioiden ja proses-
sien mallintamisen luonnollisella tavalla. Luvun lopussa kohta 1.7 sisaltaa hyvin
lyhyen katsauksen aariarvoteorian historiaan (lahinna sovelluksien nakokulmas-
ta), ja osiossa on esitetty myos historiallinen esimerkki motivaatioksi luvun 2
tilastollisiin sovelluksiin.
1.1 Yleista mitta- ja todennakoisyysteoriasta
Aloitetaan esittamalla lyhyesti joitakin kasitteita mittateoriasta. Tassa esityk-
sessa mittateoriaa tarvitaan lahinna pisteprosesseja (osio 1.6 ja liite D) koskevien
tulosten perustelemiseksi, mutta esitys on sijoitettu tahan yhteyteen, koska se
mahdollistaa todennakoisyyteen liittyvien kasitteiden maarittelyn tasmallisesti
alaosiossa 1.1.2.
Todennakoisyysteorian osalta varsin helposti lahestyttava perusteos on Jacod &
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Protter [6]. Billingsley [7] on klassikko, ja Durrett [8] uudempi erinomainen esi-
tys todennakoisyysteoriasta. Standardeja kirjallisuusviitteita stokastisten pro-
sessien osalta ovat Karatzas & Shreve [9] ja Revuz & Yor [10] (tassa esityksessa
ei kuitenkaan tarvita martingaaleja, stokastisia dierentiaaliyhtaloja tai stokas-
tista integrointia). Mittateorian ja analyysiin liittyvien tulosten osalta viitataan
teokseen Gariepy & Ziemer [11].
Seuraava esitys noudattelee lahteen [12] esitystapaa.
1.1.1 Mittateoriaa
Avaruus X taysin yleisesti on mielivaltainen joukko. Sanaa "avaruus" kaytetaan
usein osoittamaan joukkoa, joka on varustettu erityisella rakenteella. Esimer-
kiksi vektoriavaruus on joukko, esim. Rn, joka on varustettu algebrallisella ra-
kenteella. Termeja "perhe" ja "kokoelma" kaytetaan yleisesti joukon synonyy-
meina.
Topologinen avaruus ja metrinen avaruus. Topologiset avaruudet ovat
joukkoja, joiden rakenne mahdollistaa puhumisen sellaisista kasitteista kuin sup-
peneminen ja jatkuvuus. Metrinen avaruus on lisaksi varustettu metriikalla, joka
mahdollistaa "etaisyyksista" puhumisen kvantitatiivisesti.
Maaritelma 1.1 (Topologinen avaruus)
Paria (X;T ), missa X on ei-tyhja joukko ja T on X:n osajoukkojen perhe,
kutsutaan topologiseksi avaruudeksi, kun seuraavat ehdot tayttyvat:
(i) Tyhja joukko ; ja koko avaruus X kuuluvat T :hen: ;; X 2 T .
(ii) Jos S on mielivaltainen T :n alikokoelma, niin[
fU : U 2 Sg 2 T :
(iii) Jos S on mika tahansa T :n aarellinen alikokoelma, niin\
fU : U 2 Sg 2 T :
Kokoelmaa T kutsutaan avaruuden X topologiaksi ja T :n elementit ovat X:n
avoimia joukkoja. Avointa joukkoa, joka sisaltaa pisteen x, kutsutaan x:n ympa-
ristoksi. Joukon A  X sisus int(A) tai A on kaikkien A:han sisaltyvien
avoimien joukkojen unioni; int(A) on avoin joukko, ja on myos mahdollista,
etta jonkin joukon sisus on tyhja joukko. Joukkoa A kutsutaan suljetuksi, jos
sen komplementti Ac = XnA on avoin. Joukon A sulkeuma on cl(A)=A =
Xnint(XnA), ja sen reuna on @A = AnA. Sulkeumalle patee A  A.
Olkoon (X;T ) topologinen avaruus. Avaruuden X kanta B on sellainen avoi-
mien joukkojen kokoelma T :ssa, etta jokainen T :n avoin joukko voidaan kir-
joittaa B:n elementtien unionina. Jos jokainen avoin joukko voidaan kirjoittaa
B:n elementtien numeroituvana unionina, on B avaruuden numeroituva kan-
ta. Sanotaan, etta kanta B generoi topologian T . Kannan kasite on erityisen
hyodyllinen, koska monet topologiat on helpointa maaritella topologiat gene-
roivien kantojen kautta, ja toisaalta monet topologian ominaisuudet voidaan
palauttaa topologian generoivan kannan ominaisuuksiin.
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Jatketaan maaritelmilla.
Maaritelma 1.2 (Hausdor-avaruus)
Topologisen avaruuden X sanotaan olevan Hausdor-avaruus (Hausdor) jos
jokaiselle erillisten pisteiden parille x1; x2 2 X on olemassa erilliset avoimet
joukot U1 ja U2 (ts. U1 \ U2 = ;) s.e. x1 2 U1 ja x2 2 U2.
Toisin sanoen avaruus on Hausdor, jos sen mitka tahansa kaksi erillista pistetta
voidaan erottaa erillisilla avoimilla joukoilla.
Seuraavaa maaritelmaa tarvitaan kompaktin joukon maarittelemiseksi.
Maaritelma 1.3 (Avoin peite ja osapeite)
Olkoon (X;T ) topologinen avaruus. Avoimien joukkojen kokoelma U = fUj 2
Ig on joukon A  X avoin peite, jos
A 
[
U =
[
2I
U:
Talloin sanotaan lisaksi, etta S  U on joukon A osapeite, jos myos A  SS.
Maaritelma 1.4 (Kompakti joukko)
Joukko K  X on kompakti, jos sen jokaisella avoimella peitteella on olemassa
aarellinen osapeite.
Avaruuden X sanotaan olevan lokaalisti kompakti, jos jokainen X:n piste x
sisaltyy johonkin avoimeen joukkoon, jonka sulkeuma on kompakti.
Topologisen avaruuden X joukko Y  X on suhteellisesti kompakti (relatively
compact) joukko tai aliavaruus, jos Y :n sulkeuma on kompakti. Koska kompak-
tin avaruuden suljetut joukot ovat kompakteja joukkoja, jokainen kompaktin
avaruuden osajoukko on suhteellisesti kompakti.
Topologisen avaruuden ohella toinen tarkea kasite on metrinen avaruus, ja siihen
liittyva metriikka.
Maaritelma 1.5 (Metrinen avaruus)
Metrinen avaruus (X; d) on mielivaltainen joukko X varustettuna metriikalla
d : X X ! [0;1), joka tayttaa seuraavat ehdot kaikilla x; y; z 2 X:
(i) d(x; y) = 0 () x = y,
(ii) d(x; y) = d(y; x),
(iii) d(x; y)  d(x; z) + d(z; y).
Metriikka mahdollistaa etaisyyskasitteen kvantitatiivisen maarittelyn, ja d(x; y)
on "etaisyys x:sta y:hyn". Ehtoa (iii) kutsutaan kolmioepayhtaloksi.
Esimerkki 1.6 (Euklidinen metriikka)
Olkoon X = Rn ja x = (x1; : : : ; xn); y = (y1; : : : ; yn) 2 Rn. Asetetaan d :
Rn  Rn ! [0;1),
d(x; y) = kx  yk :=
 
nX
i=1
jxi   yij2
!1=2
:
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Metrisessa avaruudessa (X; d) patee seuraava tulos: jos joukko K  X on kom-
pakti, K on rajoitettu ja suljettu. Metrisessa topologiassa siis kompakti ) sul-
jettu & rajoitettu, mutta implikaatio ei pade toiseen suuntaan. Sen sijaan eukli-
disessa topologiassa kompakti () suljettu & rajoitettu.
Sigma-algebrat ja mitallisuus. Esitetaan seuraavaksi keskeiset sigma-algeb-
ran ja mitallisuuden kasitteet. Olkoon P(X) = fA jA  Xg joukon X kaikkien
osajoukkojen kokoelma eli X:n potenssijoukko.
Maaritelma 1.7 (Sigma-algebra)
Kokoelma M on (joukon X) -algebra, jos seuraavat ehdot tayttyvat:
(i) ; 2 M ja X 2M,
(ii) A 2M () Ac 2M,
(iii) fAjg1j=1 M)
S1
j=1Aj 2M.
-algebrat ovat siis komplementin ottamisen ja numeroituvien unioneiden suh-
teen suljettujen joukkojen luokka. Rajoitus numeroituviin unioneihin kohdassa
(iii) on olennainen, ylinumeroituvia unioneita ei sallita tassa. Maaritelmasta
seuraa suoraan, etta -algebra on suljettu myos aarellisten leikkausten suhteen,
silla \1j=1Aj =
 [1j=1Acjc.
Paria (X;M), missa X on avaruus jaM -algebra X:lla, kutsutaan mitallisek-
si avaruudeksi. Sigma-algebran M elementit ovat mitallisia joukkoja. Olkoon
(X;M), (Y;N ) kaksi mitallista avaruutta ja f : X ! Y kuvaus eli funktio ava-
ruudesta X avaruuteen Y . Kuvaus f on mitallinen, jos kaikilla B 2 N joukon
B alkukuva
f 1(B) = fx 2 X j f(x) 2 Bg = ff 2 Bg
kuuluu M:aan, f 1(B) 2 M. Olkoon g : Y ! Z toinen kuvaus, jolloin g  f :
X ! Z on yhdistetty kuvaus (8x 2 X : (g  f)(x) := g(f(x)). Mitallisuus sailyy
funktioiden yhdisteissa g  f . Mitalliset funktiot (vast. joukot) ovat "hyvia"
funktioita (joukkoja).
Sigma-algebrat ovat usein hyvin monimutkaisia, erityisesti ylinumeroituvissa
avaruuksissa, eika ole helppoa saantoa sen testaamiseksi, kuuluuko tietty joukko
-algebraan. Tavallinen tapa maaritella -algebra on ottaa pienempi kokoelma
joukkoja, jotka voidaan eksplisiittisesti kuvata, ja generoida -algebra naista eli
varustaa avaruus naiden joukkojen generoimalla -algebralla.
Lemma 1.8 (-algebrojen leikkaus) Olkoon fMj jj 2 Jg kokoelma avaruu-
den X -algebroja. Talloin leikkaus
M =
\
j2J
Mj
on myos -algebra.
Olkoon A mielivaltainen kokoelma X:n osajoukkoja. A:n generoima sigma-
algebra, merkitaan (A), on kaikkien niiden X:n -algebrojen leikkaus, jotka
sisaltavat A:n. Maaritelmasta seuraa, etta mille tahansa X:n -algebralle E
patee A  E ) (A)  E , joten (A) on pienin -algebra X:lla, joka sisaltaa
A:n.
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Vastaavasti voidaan puhua funktioiden generoimista -algebroista. Olkoon (Y;N )
mitallinen avaruus ja  kokoelma funktioita X ! Y . Talloin kokoelman  ge-
neroima sigma-algebra maaritellaan
() = 

f 1(B) j f 2 ; B 2 N	 ;
ja se on pienin -algebra, joka tekee kaikista :n funktioista mitallisia.
Maaritelma 1.9 (Borel--algebrat) Olkoon X metrinen avaruus. Borel--
algebraBX on pienin -algebra X:lla, joka sisaltaa kaikki avoimet joukot.BX :n
elementteja kutsutaan Borel-joukoiksi.
Vaihtoehtoisesti merkitaan Borel--algebraa B(X). Esimerkiksi reaaliakselin
Borel--algebran BR generoivat valit f(a; b] :  1 < a < b < 1g tai valit
f( 1; b) :  1 < b < 1g. Laajennetun reaaliakselin R Borel--algebran BR
generoivat vastaavasti muotoa f[ 1; b] : b 2 Rg olevat valit.
Reaaliarvoisen funktion (tai satunnaismuuttujan, ks. jaljempana) mitallisuudes-
ta puhuttaessa avaruus varustetaan tassa esityksessa lahtokohtaisesti aina R:n
(tai R:n) Borel-sigma-algebralla.
Mitat. Olkoon (X;M) mitallinen avaruus.
Maaritelma 1.10 (Mitta)
Kuvaus  : M ! [0;1] on mitta, kun M on -algebra ja seuraavat ehdot
patevat:
(i) (;) = 0.
(ii) Jos fAjg1j=1 M on pistevieras (eli Aj \Ak = ;; j 6= k), niin

0@ 1[
j=1
Aj
1A = 1X
j=1
(Aj):
Ominaisuus (ii) on ns. numeroituva additiivisuus. Kolmikkoa (X;M; ) kutsu-
taan mitta-avaruudeksi.
Jos (X) < 1, niin  on aarellinen mitta. Mikali (K) < 1 kaikilla kompak-
teilla joukoilla K  X, niin  on Radon-mitta. Tallaiset mitat tulevat olemaan
tarkeassa asemassa myohemmin. Jos on olemassa mitalliset joukot fAig s.e.
X =
S
Ai ja (Ai) < 1 8 i, mittaa  kutsutaan -aarelliseksi. Mikali M on
Borel--algebra metrisessa avaruudessa X, mittaa  kutsutaan Borel-mitaksi.
Jos mitalle patee (X) = 1, niin  on todennakoisyysmitta, ks. seuraava alao-
sio.
Maaritelma 1.11 (Melkein kaikkialla)
Olkoon (X;M; ) mitta-avaruus. Sanotaan, etta jokin ominaisuus patee -mel-
kein kaikkialla (-m.k.), jos ominaisuus patee joukossa N c = XnN , missa N 2
M ja (N) = 0.
Ominaisuus patee siis (-)melkein kaikkialla, kun se patee kaikkialla paitsi (-
)nollamittaisessa joukossa.
Mitta  :M! [0;1] on taydellinen, jos kaikilla B 2M kaikilla A  E
((B) = 0 ^ A  B)) A 2M:
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Siis mitta  on taydellinen, kun kaikki (-)nollamittaisten joukkojen osajoukot
ovat mitallisia, ja kolmikkoa (X;M; ) kutsutaan taydelliseksi mitta-avaruudek-
si. Kaikki mitat eivat ole taydellisia, mutta jokainen mitta voidaan suoraviivai-
sesti laajentaa taydelliseksi laajentamalla mitan maarittelyjoukko sisaltamaan
kaikki nollamittaisten joukkojen osajoukot.
Esimerkki 1.12 (Lebesgue-Stieltjes{mitat) Olkoon F ei-vaheneva, oikeal-
ta jatkuva reaaliarvoinen funktio R:lla. Maaritellaan valeilla (a; b], a  b, funk-
tio
0((a; b]) = F (b)  F (a):
Jos a =  1 tai b = 1, asetetaan F (1) := limx%1 F (x) ja F ( 1) :=
limy& 1 F (y) (F voi saada arvon 1). Voidaan osoittaa, etta on olemassa
yksikasitteinen mitta  avaruudella (R;BR) s.e.  = 0, joka siis liittaa "mas-
san" F (b)   F (a) kuhunkin valiin (a; b]. Tata mittaa kutsutaan F :n Lebesgue-
Stieltjes{mitaksi  = F .
Tarkein Lebesgue-Stieltjes{mitan erikoistapaus on Lebesgue-mitta, joka saadaan
ottamalla edella F (x) = x. R:n Lebesgue-mitta mittaa siis valin pituuden. Ylei-
semmin Lebesgue-mitan Rn:ssa voidaan intuitiivisesti ajatella mittaavan joukon
E 2 Rn "n-dimensiosta tilavuutta" (1-d: pituus, 2-d: pinta-ala, 3-d: "tavallinen"
tilavuus, . . . ).
Kun  on Borel-mitta R:ssa s.e. (B) <1 kaikilla rajoitetuilla Borel-joukoilla,
voidaan maaritella oikealta jatkuva ei-vaheneva funktio G asettamalla G(0) = 0
ja
G(x) =

((0; x]); kun x > 0;
 ((x; 0]); kun x < 0:
Talloin  = G. Lebesgue-Stieltjes{mitta antaa siis kaikki Borel-mitat, jotka
ovat aarellisia rajoitetuilla joukoilla.
Maaritelma 1.13 (Tulomitta ja tulomitta-avaruus) Olkoon (X;M; ) ja
(Y;N ; ) kaksi mitta-avaruutta. Naiden tulomitta-avaruus on
(X  Y;M
N ;  );
missa XY on karteesinen tuloavaruus, M
N tensoritulo--algebra, ja 
tulomitta. Tulomitta   on sellainen mitta -algebralla M
N , jolle patee
 (AB) = (A)(B)
kaikilla mitallisilla suorakulmioilla AB, A 2M, B 2 N .
Mitta  on hyvin maaritelty. Jos mitta-avaruudet ovat -aarellisia, tulomitta
on yksikasitteinen, ja se on myos -aarellinen. Tulomittakonstruktio yleistyy
luonnollisella tavalla n-kertaisiin tuloihin 
nY
i=1
Xi;
nO
i=1
Mi;
nY
i=1
i
!
:
Esimerkiksi euklidisen avaruuden Rn Borel-mitta saadaan R:n Borel-mitan (ko-
pioiden) n-kertaisena tulona.
Lebesgue-integraali. Olkoon (X;M; ) kiinnitetty mitta-avaruus. Lebesgue-
mitan  avulla voidaan maaritella mitallisen funktion f : X ! R (tai f : X !
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R) Lebesgue-integraali, merk.
R
fd. (Sigma-algebrana on Borel--algebra.) Le-
besgue-integraalin konstruoiminen etenee vaiheissa siten, etta integraali maari-
tellaan ensin ei-negatiivisille yksinkertaisille funktioille, sitten yleisille f  0
monotonisen konvergenssin nojalla, ja lopulta yleisille f = f+  f  lineaarisuu-
den perusteella (f+ ja f  tarkoittavat f :n positiivisia ja negatiivisia osia).
Integraalille
R
fd kaytetaan tilanteesta riippuen eri merkintatapoja, mm.Z
A
f(x)(dx) tai
Z
A
f(x)d(x)
kun integroidaan osajoukon A  X yli ja integrointimuuttuja kirjoitetaan ek-
splisiittisesti esiin. Koulumatematiikassa opittuf :n Riemann-integraali maaritel-
laan Riemann-summien raja-arvona (mikali se on olemassa), kun integroin-
tivalin [a; b] ositus kasvaa aarettoman tiheaksi. Koska olennaisesti f on Lebesgue-
integroituva aina jos se on Riemann-integroituva, Riemann-integraalin mer-
kintaa kaytetaan joskus myos Lebesgue-integraalille reaaliakselilla, ja kirjoite-
taan Z b
a
f(x)dx eika
Z
[a;b]
fd;
vaikka f ei olisikaan Riemann-integroituva.
1.1.2 Todennakoisyysteoriaa
Esitetaan seuraavaksi kertauksenomaisesti joitakin todennakoisyysteorian kasit-
teita.
Todennakoisyysavaruus, satunnaismuuttujat. Todennakoisyyden perus-
tukset ovat suoraan peraisin mittateoriasta. Monille kasitteille ja merkinnoille on
kuitenkin omat vakiintuneet vastineensa todennakoisyysteoriassa. Todennakoi-
syysavaruus tai todennakoisyyskentta (
;F ;P) on mitta-avaruus kokonaismas-
salla P(
) = 1. Kolmikossa (
;F ;P)
 
 on otosavaruus eli perusjoukko, jonka elementteina ovat alkeistapaukset
! 2 
.
 F on -algebra 
:lla. F :n mitallisia joukkoja kutsutaan tapahtumiksi.
 P on todennakoisyysmitta, eli mitta, jolle patee P(
) = 1. P liittaa to-
dennakoisyyden jokaiseen F :n joukkoon.
Satunnaismuuttuja on mitallinen kuvaus X : (
;F ) ! (E;E ), joka ottaa ar-
vonsa jossakin mitallisessa avaruudessa E. Yleensa E = R; jos E = Rd, X:aa
kutsutaan satunnaisvektoriksi, ja jos E on funktioavaruus, X on satunnainen
funktio. Osiossa 1.6 tavataan esimerkiksi pisteprosessien avaruus Mp(E), jon-
ka elementit ovat pisteprosesseja E:lla. -algebra E otetaan sopivaksi Borel--
algebraksi B; esimerkiksi R:n tapauksessa (E;E ) = (R;BR).
Kun ! 2 
 on kiinnitetty, X = X(!) tulkitaan satunnaismuuttujan (vektorin,
: : :) realisaatioksi, ja on siis reaaliluku (reaalilukuarvoinen vektori, : : :).
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Jakauma, kertymafunktio ja tiheysfunktio. Satunnaismuuttujan X jakau-
ma P on todennakoisyysmitta, joka saadaan kun todennakoisyysmitta P "siir-
retaan" reaaliakselille,
P (B) = P(X 1(B)) = P (! 2 
 jX(!) 2 B)
kaikilla B 2 BR.
X:n kertymafunktio F : R! R maaritellaan
F (x) = P(X  x) = P (( 1; x]):
Jakauma P on siis F :n Lebesgue-Stieltjes-mitta.
Funktio f : R! R on satunnaismuuttujan X tiheysfunktio, jos
F (x) =
Z x
 1
f(s) ds
kaikilla x 2 R.1 Talloin X:n jakaumaa sanotaan jatkuvaksi. Jos taas X kes-
kittyy aarelliseen tai korkeintaan numeroituvaan joukkoon, ts. jos on olemassa
reaaliluvat x1; x2; : : : s.e.
P (X 2 fx1; x2; : : :g) = 1;
kutsutaanX:n jakaumaa diskreetiksi. Tassa tapauksessa jakauman pistetodenna-
koisyysfunktio (tai todennakoisyysfunktio) p : R! Rmaaritellaan ehdosta
p(x) = P(X = x):
Odotusarvo. Reaaliarvoisen satunnaismuuttujan X odotusarvo on sen Lebes-
gue-integraali todennakoisyysmitan suhteen yli koko todennakoisyysavaruuden:
E(X) =
Z


X dP(!); (1.1)
edellyttaen, etta E(jXj) <1. Jos X  0 melkein varmasti (todennakoisyydella
1), odotusarvoksi sallitaan myos 1, jolloin odotusarvo on maaritelty kaikille
ei-negatiivisille satunnaismuuttujille.
Jos h : R ! R on mielivaltainen rajoitettu mitallinen funktio, niin h(X) (eli
h X) on myos satunnaismuuttuja, ja
E(h(X)) =
Z


h(X) dP(!) =
Z
R
h(x)P (dx):
Kun X:n kertymafunktio on F , voidaan odotusarvo kirjoittaa edelleen muodos-
sa
E(h(X)) =
Z 1
 1
h(x) dF (x);
ja jos lisaksi X:lla on tiheysfunktio f , saadaan
E(h(X)) =
Z 1
 1
h(x)f(x) dx:
1Toisin sanoen, X:n tiheysfunktio on X:n jakauman derivaatta Lebesgue-mitan suhteen,
f = dP=dx.
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Viimeinen on muoto, jota kayttaen useimmat odotusarvot kaytannossa laske-
taan. Jos X:n jakauma on diskreetti ja todennakoisyysfunktiona on p, saadaan
vastaavasti
E(h(X)) =
1X
i=1
h(xi)p(xi);
missa vaatimuksena on luonnollisesti, etta
P1
i=1 p(xi) = 1.
Edella esitetyt kasitteet yleistyvat luonnollisesti Rd-arvoisiin satunnaisvektorei-
hin.
Satunnaismuuttujien yhtasuuruudesta. Samalla otosavaruudella 
 maari-
tellyt satunnaismuuttujat X ja Y ovat yhtasuuria funktioina, jos X(!) = Y (!)
kaikilla ! 2 
. Tama on kuitenkin kaytannossa yleensa liian vahva vaatimus,
silla se vaatii yhtasuuruutta myos kaikilla nollamittaisilla joukoilla (joukoilla,
joiden todennakoisyys on nolla). Hyodyllisempi kasite on melkein varma (m.v.)
yhtasuuruus: X = Y m.v., jos P(X = Y ) = 1.2 X ja Y ovat samoin jakautunei-
ta, jos P(X 2 B) = P(Y 2 B) kaikille mitallisille joukoille B X:n ja Y :n (yh-
teisessa) arvojoukossa eli kuvassa. Satunnaismuuttujien samoinjakautuneisuu-
desta voidaan puhua, vaikka ne olisi maaritelty eri todennakoisyysavaruuksissa.
Samoinjakautuneisuutta merkitaan X
d
= Y tai X =L Y (in distribution, in
law).
Informaatiosta ja riippumattomuudesta. Todennakoisyysteoriassa -alge-
brat edustavat informaatiota, ja niiden mitalliset osajoukot ovat tapahtumia:
Todennakoisyysavaruuden (
;F ;P) -algebra F edustaa kaikkea informaatio-
ta, kun taas ali--algebra G  F edustaa osittaista informaatiota. Kun "tie-
detaan" -algebra G, tiedetaan kaikille tapahtumille A 2 G tapahtuiko A vai
ei.
Jos X on satunnaismuuttuja 
:lla, on X:n generoima -algebra
(X) =

X 1(B)
B 2 BR	 = ffX 2 Bg jB 2 BRg
(vrt. edellinen alaosio). X:n mitallisuus on yhtapitavaa ehdon (X)  F kans-
sa. Jos X:n arvo tiedetaan, on tama sama kuin tiedettaisiin { kaikilla fB 2 BRg
{ tapahtuiko fX 2 Bg; X voi kuitenkin luonnollisesti saada saman arvon
X = X(!) useilla ! 2 
, joten tieto X:sta ei riita maarittamaan, mika tu-
lemista ! itse asiassa tapahtui. Tassa mielessa (X) edustaa osittaista infor-
maatiota.
Kaksi tapahtumaa A ja B ovat riippumattomia, jos P(A\B) = P(A)P(B). A:n
ehdollinen todennakoisyys ehdolla B maaritellaan
P(AjB) = P(A \B)
P(B)
;
kun P(B) > 0. Riippumattomuus voidaan siis vaihtoehtoisesti ilmaista ehdon
P(AjB) = P (A) kautta: intuitiivisesti, tieto B:sta ei muuta A:n todennakoisyyt-
ta. Tama yksinkertainen riippumattomuuden maaritelma ei kuitenkaan riita kai-
kissa tilanteissa. Yleinen maaritelma riippumattomuudelle annetaan -algebro-
jen kautta:
2Analyysissa kaytetaan terminologiaa (-)melkein kaikkialla, todennakoisyysteoriassa puo-
lestaan (P-)melkein varmasti.
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Maaritelma 1.14 (-algebrojen riippumattomuus)
Olkoon fGigni=1 kokoelma F :n ali--algebroja. G1; : : : ;Gn ovat (keskenaan) riip-
pumattomia, jos milla tahansa tapahtumilla A1; : : : ; An, A1 2 G1; : : : ; An 2 Gn,
P(A1 \    \An) = P(A1)   P(An): (1.2)
Mielivaltainen F :n ali--algebrojen kokoelma fGi : i 2 Ig on riippumaton, jos
sen jokainen aarellinen alikokoelma on riippumaton.
Satunnaismuuttujien ja tapahtumien riippumattomuus maaritellaan edelliseen
perustuen.
Maaritelma 1.15 (Satunnaismuuttujien riippumattomuus)
Satunnaismuuttujien fXi : i 2 Ig kokoelma todennakoisyysavaruudella (
;F ;P)
on riippumaton, jos (ja vain jos) satunnaismuuttujien generoimien -algebrojen
kokoelma
f(Xi) : i 2 Ig
on. Yhtapitavasti, olkoon (ij)
n
j=1 mika tahansa aarellinen joukko erillisia (ij 6=
ik; j 6= k) indekseja, ja fBigni=1 mita tahansa mitallisia joukkoja satunnaismuut-
tujien maalijoukoissa: jos
P (Xi1 2 B1; : : : ; Xin 2 Bn) =
nY
j=1
P
 
Xij 2 Bj

; (1.3)
niin satunnaismuuttujat fXi : i 2 Ig ovat riippumattomia, ja painvastoin.
Edelleen tapahtumat fAi : i 2 Ig ovat riippumattomia, jos vastaavat indikaat-
torisatunnaismuuttujat f1Ai : i 2 Ig ovat.
Riippumattomuudella on liittymakohtia tulomitan kasitteeseen. Olkoon esimer-
kiksi P satunnaisvektorin X = (X1; : : : Xn) 2 Rn jakauma, ja olkoon Pi kom-
ponentin Xi 2 R jakauma, i = 1; : : : ; n. Satunnaismuuttujat X1; : : : ; Xn ovat
riippumattomia jos ja vain jos mitalle P patee P = P1 
    
 Pn.
Voidaan osoittaa, etta riippumattomuuden nayttamiseksi riittaa osoittaa omi-
naisuudet (1.2) tai (1.3) sellaisten joukkojen luokille, jotka ovat suljettuja leik-
kausten suhteen ja generoivat kyseessa olevat -algebrat. Taten saadaan tuttu
ehto riippumattomuudelle kertymafunktioiden kautta, esimerkiksi
P (Xi1  x1; : : : ; Xin  xn) =
nY
j=1
P
 
Xij  xj

;
kun kukin komponentti Xi ottaa arvonsa R:ssa. Edelleen, jos esimerkiksi satun-
naisvektorilla (X;Y ) on olemassa tiheysfunktio R2:lla, niin X ja Y ovat riippu-
mattomia jos ja vain jos f(x; y) = fX(x)fY (y), eli tiheysfunktio faktorisoituu
(fX ja fY ovat X:n ja Y :n reunajakaumienn tiheysfunktioita).
Ehdollinen odotusarvo ja ehdollistaminen. Satunnaismuuttuja X kuuluu
avaruuteen L1(P) = L1(
;F ;P), jos E(X) =
R


jX(!)j dP(!) <1.
Maaritelma 1.16 (Ehdollinen odotusarvo)
Olkoon (
;F ;P) todennakoisyysavaruus, X 2 L1(P) ja -algebra G F :n ali-
-algebra. Satunnaismuuttujan X ehdollinen odotusarvo G:n suhteen, merk.
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E(XjG), on satunnaismuuttuja Y 2 G jolle pateeZ
G
X dP =
Z
G
Y dP; 8G 2 G: (1.4)
Ehdollinen odotusarvo on yksikasitteinen melkein varmasti, ts. jos Z on toinen
G-mitallinen satunnaismuuttuja jolle (1.4) patee, niin P(Y = Z) = 1. Jos sa-
tunnaismuuttujat ymmarretaan satunnaismuuttujien ekvivalenssiluokkina siten
etta melkein varmasti (todennakoisyydella 1) yhtasuuret satunnaismuuttujat
samastetaan keskenaan, kuten yleensa on tapana, on ehdollinen odotusarvo siis
yksikasitteinen.
Listataan joitakin ehdollisen odotusarvon ominaisuuksia.
Propositio 1.17 (Ehdollisen odotusarvon ominaisuuksia)
Olkoon X;Z 2 L1(
;F ;P) ja G  F . Asetetaan Y = E(XjG).
1. E(X) =
R


X dP =
R


Y dP = E(Y ) = E(E(XjG)), siis E(E(XjG)) =
E(X).
2. Jos X on G-mitallinen eli X 2 G, niin E(XjG) = X.
3. Jos X on riippumaton G:sta (eli (X) ja G ovat riippumattomia), niin
E(XjG) = E(X).
4. Jos Z 2 G ja XZ 2 L1(P), niin E(ZXjG) = ZE(XjG).
5. Jos H  G, niin E(E(XjG)jH) = E(XjH).
6. Jos H  G ja E(XjG)  H, niin E(XjG) = E(XjH).
7. E(aX + bZ + cjG) = aE(XjG) + bE(XjG) + c, a; b; c 2 R, eli ehdollinen
odotusarvo on lineaarinen.
8. Jos X  Z niin E(XjG)  E(ZjG).
9. Jensenin epayhtalo: Jos g : R ! R on konveksi ja g(X) 2 L1(P), niin
g(E(XjG)  E(g(X)jG).
Ehdollinen todennakoisyys maaritellaan ehdollisen odotusarvon avulla: olkoon
X = 1B tapahtuman B indikaattorisatunnaismuuttuja, jolloin voidaan kirjoit-
taa P(BjG) = E(1B jG). Kun -algebra, jonka suhteen ehdollistetaan, on sa-
tunnaismuuttujan Y generoima, G = (Y ), kirjoitetaan tavallisesti E(XjY )
pidemman E(Xj(Y )) sijasta.
Satunnaismuuttujien suppenemisesta. Esitetaan luettelonomaisesti satun-
naismuuttujia koskevia suppenemiskasitteita.
Maaritelma 1.18 (Satunnaismuuttujien suppeneminen)
Olkoon (Xn : n  1), X reaaliarvoisia satunnaismuuttujia.
(i) Melkein varma suppeneminen. Xn ! X melkein varmasti, jos
P

! : lim
n!1Xn(!) = X(!)

= 1:
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(ii) Todennakoisyyden suhteen suppeneminen. Xn ! X todennakoisyyden
suhteen jos, kaikilla " > 0,
lim
n!1P (! : jXn(!) X(!)j  ") = 0:
(iii) Lp-suppeneminen. Xn ! X Lp:ssa, 1  p <1, jos
lim
n!1E (jXn(!) X(!)j
p
) = 0:
(iv) Jakauman suhteen suppeneminen eli heikko suppeneminen. Xn ! X ja-
kauman suhteen (heikosti), jos
lim
n!1P(Xn  x) = P(X  x)
kaikilla x 2 R joissa F (x) = P(X  x) on jatkuva.
Huomautetaan, etta kolme ensimmaista suppenemismoodia edellyttavat etta sa-
tunnaismuuttujat on maaritelty samalla todennakoisyysavaruudella. Jakauman
suhteen suppeneminen sen sijaan ei edellyta tata.
Ylla esitetty heikon suppenemisen maaritelma satunnaismuuttujille R:ssa on
yleisen maaritelman erikoistapaus. Olkoon fng,  Borel-todennakoisyysmittoja
metrisella avaruudella E. Mitta n !  heikosti, josZ
E
fdn !
Z
E
fd;
kaikilla E:n jatkuvilla, rajoitetuilla funktioilla f . Satunnaismuuttujat suppene-
vat heikosti, jos niiden jakaumat suppenevat esitetyssa mielessa.
Stokastiset prosessit. Olkoon (
;F ;P) todennakoisyysavaruus ja (E;E ) mi-
tallinen avaruus. E-arvoinen stokastinen prosessi yleisesti on kokoelma fX :
 2 Ig E:ssa arvonsa ottavia satunnaismuuttujia maariteltyna samassa otosa-
varuudessa 
, missa I on mielivaltainen indeksijoukko. Avaruutta E kutsutaan
prosessin tila-avaruudeksi.
Tyypillisesti stokastinen prosessi kuvaa jonkin satunnaisilmion kehitysta ajan
suhteen, jolloin prosessin indeksijoukko edustaa aikaa, ollen yleensa R+ = [0;1)
tai sen osajoukko. Tila-avaruus on tyypillisesti euklidinen avaruus Rd, d  1,
tai jokin sen osajoukko. Luonnollinen -algebra E:lla on sen Borel--algebra,
E = BE .
Olkoon X = fXt : t 2 [0;1)g stokastinen prosessi, jolloin Xt = Xt(!) on siis
satunnaismuuttuja jokaisella 0  t <1. X voidaan tulkita funktioksi 
R+ !
E ottamalla X(!; t) = Xt(!). Jokaisella ! 2 
 funktiota t 7! Xt(!) kutsutaan
prosessin X poluksi tai realisaatioksi.
Satunnaismuuttujien yhteydessa edella mainittiin, etta -algebrat edustavat in-
formaatiota todennakoisyysavaruuden tapahtumista. Stokastisten prosessien yh-
teydessa on luonnollista tarkastella informaation kehitysta (lisaantymista) ajas-
sa. Seuraava kasite maarittelee taman formaalisti.
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Maaritelma 1.19 (Filtraatio)
Filtraatio todennakoisyysavaruudella (
;F ;P) on kokoelma -algebroja fFt :
t 2 R+g, jolle patee
Fs  Ft  F ; 8 0  s < t <1:
Esimerkki 1.20 (Prosessin historia)
Olkoon X = (Xt)t0 stokastinen prosessi. X:n generoimaa -algebraa FXt =
(Xs : 0  s  t) kutsutaan usein prosessin historiaksi.FXt sisaltaa siis hetkeen
t mennessa "havaitun" informaation prosessin X kehityksesta.
Prosessin X = (Xt) sanotaan olevan sovitettu (adapted) ltraatioon (Ft), jos
Xt on Ft-mitallinen jokaisella t 2 [0;1). Pienin ltraatio johon X on sovitettu
on sen itsensa generoima ltraatio FXt . Prosessi X on mitallinen, jos se on
F 
BR-mitallinen funktiona X : 
 R! E.
1.2 Satunnaismuuttujajonojen maksimeista
Olkoon X1; X2; : : : jono riippumattomia ja samoin jakautuneita (independent
and identically distributed, iid) ei-degeneroituneita3 satunnaismuuttujia kiinni-
tetylla todennakoisyyskentalla (
;F ;P), ja F naiden yhteinen kertymafunktio.
(Riippumattomuusoletuksesta tullaan myohemmin luopumaan.) Satunnaismuut-
tujat Xi : (
;F ) ! (E;E ) ottavat arvonsa mitallisessa avaruudessa (E;E ):
tassa esityksessa on E = Rd tai sen osajoukko, d  1, varustettuna vastaavalla
Borel-sigma-algebralla B. Jatkossa ilman eri mainintaa E = R.
Aariarvoteoriassa kiinnostuksen kohteena on otosmaksimien
M1 = X1; Mn = max(X1; : : : ; Xn); n  2;
kayttaytyminen.4 Sovelluksissa satunnaismuuttujat Xi edustavat yleensa ta-
savalisia havaintoja tarkasteltavasta prosessista, kuten esimerkiksi merenpinnan
korkeuden tuntihavaintoja tai osakkeen paivittaisia tuottoja.
Periaatteessa otosmaksimin Mn tasmallinen jakauma voidaan johtaa tarkasti
kaikilla n:
P(Mn  x) = P(X1  x; : : : ;Xn  x)
=
nY
i=1
P(Xi  x) = Fn(x); x 2 R; n 2 N:
(1.5)
Tama ei kuitenkaan ole erityisen hyodyllinen esitys kaytannon kannalta, silla ja-
kauman F tarkkaa muotoa ei kaytannon sovelluksissa useinkaan tunneta. Eras
mahdollisuus on edeta estimoimalla F havaitusta aineistosta perinteisia tilasto-
menetelmia hyodyntaen, ja kayttaa saatua estimaattia F^ ylla.
3Talla tarkoitetaan satunnaismuuttujia, joiden jakauma ei ole keskittynyt yhteen pistee-
seen. Samaa termia kaytetaan myos jakaumista tai kertymafunktioista: kertymafunktio F on
ei-degeneroitunut, jos se ei ole muotoa F (x) = 1fx>cg jollain c 2 R.
4Tassa esityksessa keskitytaan tarkastelemaan maksimeja, mutta vastaavat tulokset mini-
meille seuraavat suoraan kayttamalla relaatiota min (X1; : : : ; Xn) =  max ( X1; : : : ; Xn).
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Toinen lahestymistapa on hyvaksya etta F on tuntematon, ja sen sijaan etsia
suoraan mallia maksimien jakaumalle Fn. Tama osoittautuu erittain tulokselli-
seksi myos kaytannon sovellusten kannalta.
On siis tarpeen tutkia tarkemmin, mita otosmaksimin jakaumasta voidaan sanoa
yleisessa tapauksessa. Satunnaisilmioiden aariarvot osuvat jakauman hantiin,
otosmaksimien osalta oikeaan hantaan: intuitiivisesti on selvaa, etta suureenMn
asymptoottisen kayttaytymisen (kun n!1) taytyy olla yhteydessa jakauman
F hantaan lahella jakauman oikeaa paatepistetta
xF = sup fx 2 R j F (x)  1g :
Tarkastellessa jakauman Fn kaytosta kun n!1 saadaan kuitenkin valittomasti
P(Mn  x) = Fn(x) n!1 ! 0; x  xF  1;
P(Mn  x) = Fn(x) = 1; x  xF ; xF  1:
Siis otosmaksimin Mn todennakoisyysmassa keskittyy pisteeseen xF , kun n !
1.5 Tama ei tarjoa viela lisainformaatiota jakaumasta.
Osoittautuu, etta enemman tietoa maksimien kayttaytymisesta saadaan tar-
kastelemalla keskitettyjen ja normalisoitujen maksimien heikkoa suppenemis-
ta (eli suppenemista jakauman suhteen, in distribution). Tama on klassisen
aariarvoteorian paaaiheita. Merkitaan otosmaksiminMn ainia muunnosta
Mn =
Mn   dn
cn
;
missa (cn) ja (dn) ovat jono vakioita. Sopivat normeerausvakioiden valinnat "sta-
biloivat" Mn:n jakauman lokaation ja skaalan n:n kasvaessa, jolloin valtetaan
normeeraamattoman otosmaksimin tarkastelussa kohdatut ongelmat. Seuraa-
vassa luvussa esitetaan Fisherin ja Tippettin mukaan nimetty keskeinen lause,
joka olennaisesti kertoo, etta mikali on olemassa sellainen normeeraus etta Mn
ylla suppenee heikosti johonkin (ei-degeneroituneeseen) jakaumaan kun n!1,
taman jakauman taytyy olla tyypiltaan yksi kolmesta ns. standardista aariarvo-
jakaumasta.
Tulos voidaan nahda aariarvoteorian analogiaksi keskeiselle raja-arvolauseelle:
Olettaen etta satunnaismuuttujat X1; X2; : : : ovat riipumattomia ja samoin ja-
kautuneita ja niiden varianssi on aarellinen, keskeinen raja-arvolause standardi-
muodossaan sanoo, etta sopivasti normalisoitujen summien Sn = X1+ : : :+Xn
ainoa mahdollinen rajajakauma on normaalijakauma:
lim
n!1P

Sn   an
bn

= (x); x 2 R;
missa an = nE(Xi) ja bn =
p
Var(Xi). Yleisemmin, iid satunnaismuuttujien
normalisoitujen summien mahdolliset rajajakaumat kuuluvat stabiilien jakau-
mien (stable distributions) perheeseen, joiden erikoistapaus on normaalijakau-
ma.
5Tasmallisesti, esityksesta seuraa, etta Mn
P ! xF kun n ! 1, missa siis xF  1 (P
edella tarkoittaa todennakoisyyden suhteen suppenemista). Koska jono (Mn) on ei-vaheneva
n:n suhteen, se suppenee melkein varmasti (m.v.), ja patee myos Mn
m.v. ! xF .
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Siina missa keskeinen raja-arvolause koskee iid satunnaismuuttujien summia,
aariarvoteorian "vastine" koskee satunnaismuuttujien maksimeja.
1.3 Aariarvojakaumat ja yleistetty aariarvojakauma
Seuraava lause on klassisen aariarvoteorian perusta.
Lause 1.21 (Fisher-Tippett, Gnedenko; maksimien rajajakaumat)
Olkoon (Xi)
n
i=1 jono iid satunnaismuuttujia. Jos on olemassa normeerausvakioi-
den jonot (cn) ja (dn), cn  0; dn 2 R, ja ei-degeneroitunut jakauma H siten,
etta
lim
n!1P

Mn   dn
cn
 x

= lim
n!1F
n(cnx+ dn) = H(x); x 2 R; (1.6)
niin H kuuluu yhteen seuraavista kolmesta jakaumaperheesta:
Frechet: (x) =

0; x  0
exp f x g ; x  0 ;  > 0;
Weibull: 	(x) =

exp f ( x) g ; x  0
1; x  0 ;  > 0;
Gumbel: (x) = exp f e xg ; x 2 R:
Ylla esiintyvat jakaumat tunnetaan kollektiivisesti aariarvojakaumina. Jakau-
mat ovat lauseessa standardimuodossaan: kutakin tyyppia vastaavat lokaatio-
skaala {perheet saadaan korvaamalla argumentti x ylla tekijalla (x )=, jolloin
maarittelyalueiksi kahdessa ensimmaisessa tapauksessa tulee vastaavasti x  
tai x  . Frechet- ja Weibull-jakaumien yhteydessa esiintyva  on jakauman
muodon maaraava parametri.
Lause 1.21 karakterisoi kaikki mahdolliset rajajakaumat: jos loytyy sopivat nor-
meerausvakiot siten, etta normeeratut otosmaksimit c 1n (Mn   dn) suppenevat
jakauman suhteen, niin suppeneminen tapahtuu satunnaismuuttujaan, jonka ja-
kauma on valttamatta yksi kolmesta lauseen aariarvojakaumasta. Merkittavaa
tuloksessa on, etta aariarvojakaumat ovat ainoita mahdollisia rajajakaumia iid
satunnaismuuttujien X1; X2; : : : otosmaksimeille M

n riippumatta itse muuttu-
jien Xi jakaumasta F .
Huomautus 1.22
1) Lauseen 1.21 rajajakauma ei aina ole olemassa, ks. esim. [2, s. 117].
Tallaisia tapauksia voidaan kuitenkin pitaa poikkeuksina: kaytannossa kai-
killa normaalisti tavattavilla jakaumilla rajajakauma H on olemassa.
2) Rajajakauma (1.6):ssa on yksikasitteinen vain aineja muunnoksia vaille.
Jos jakauma esiintyy muodossa H(cx+ d),
lim
n!1P((Mn   dn)=cn  x) = H(cx+ d);
18 1. Taustateoriaa
niin H(x) on myos raja-arvo normeerausvakioita muuttamalla:
lim
n!1P((Mn   d^n)=c^n  x) = H(x);
missa c^n = cn=c ja d^n = dn=d. Erityisesti siis normeerausvakiot on ai-
na mahdollista valita niin, etta rajajakauma H esiintyy standardimuodos-
saan.
Jatkoa ajatellen on hyodyllista yhdistaa lauseen 1.21 aariarvojakaumat yhden
jakaumaperheen alle ottamalla kayttoon parametrisaatio
H =
8<: 1=;  > 0;;  = 0;
	 1=;  < 0:
Jakauma H voidaan siis ajatella kolmen alla olevan aariarvojakauman yleistyk-
sena, ja se tunnetaankin yleistettyna aariarvojakaumana (generalized extreme
value distribution, GEV). Maaritelma seuraa:
Maaritelma 1.23 (Yleistetty aariarvojakauma, GEV)
Maaritellaan H ehdosta
H(x) =
(
exp
n
 (1 + x)  1
o
;  6= 0;
exp f e xg ;  = 0;
missa 1 + x > 0. Jakauma H on standardi yleistetty aariarvojakauma para-
metrilla . Vastaava lokaatio-skaala {perhe saadaan asettamalla H;;(x) :=
H((x  )=) lokaatioparametrille  2 R ja skaalaparametrille  > 0. H;;:n
maarittely-alue on
x >    ; kun  > 0;
x <    ; kun  < 0;
x 2 R; kun  = 0:
Jakaumaa H;; kutsutaan yleistetyksi aariarvojakaumaksi.
Parametri  on GEV-jakauman muotoparametri, ja H maarittelee jakauman
tyypin, eli jakaumaperheen joka on kiinnitetty lokaatiota ja skaalausta lukuu-
nottamatta.6 Jakaumafunktio H0 tapauksessa  = 0 tulkitaan H:n raja-arvona
kun  ! 0: kiintealla x patee lim!0H(x) = H0(x) (molemmilta puolil-
ta), joten maaritelman 1.23 parametrisaatio on jatkuva :n suhteen. GEV-
parametrisaation jatkuvuus on erityisen hyodyllinen tilastollisia sovelluksia aja-
tellen; ks. osio 2.2.
Maaritelma 1.24 (Jakauman vaikutuspiiri maksimin suhteen, MDA)
Jos (1.6) patee jollekin ei-degeneroituneelle jakaumalle H, niin sanotaan, etta
F (vast. X) kuuluu jakauman H vaikutuspiiriin maksimin suhteen (F belongs
to the maximum domain of attraction of H). Merkitaan F 2 MDA(H).
6Tasmallisemmin, kahden satunnaismuuttujan X ja Y (tai niiden jakaumien) sanotaan
olevan samaa tyyppia, jos on olemassa vakiot a > 0 ja b 2 R s.e. X d= aY + b.
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Kuten aariarvoteorian terminologian kohdalla usein, kasitteella "maximum do-
main of attraction" ei ole vakiintunutta suomenkielista vastinetta. Tassa esityk-
sessa kaytetaan ilmaisua "vaikutuspiiri maksimin suhteen", joka on peraisin H.
Nyrhiselta [13].
Lause 1.21 voidaan yhtapitavasti esittaa maaritelmaa 1.24 kayttaen.
Lause 1.25 (Fisher-Tippett, Gnedenko)
Jos F 2 MDA(H) jollekin ei-degeneroituneelle jakaumalle H, niin H:n taytyy
olla tyyppia H, eli yleistetyn aariarvojakaumaperheen jasen.
GEV-jakauma tapauksessa  > 0 on siis Frechet-jakauma, tapauksessa  = 0
Gumbel-jakauma, ja tapauksessa  < 0 Weibull-jakauma. Jakauman tiheysfunk-
tio eri tapauksia vastaten on esitetty kuvassa 1.1, ja kertymafunktio vastaavasti
kuvassa 1.2.
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Kuva 1.1: GEV-jakauman tiheysfunktio.
Aariarvojakaumista Weibull on lyhythantainen jakauma, jolla on aarellinen oi-
kea paatepiste xF . Frechet- ja Gumbel {jakaumilla on aareton oikea paatepiste,
mutta Frechet-jakauman hantatodennakoisyyksien vaimeneminen on paljon hi-
taampaa kuin Gumbel-jakauman: Frechet'n vaikutuspiiriin maksimin suhteen
kuuluvat jakaumat ovat paksuhantaisia, Gumbelin vaikutuspiiriin kuuluvat ja-
kaumat puolestaan ohuthantaisia tai keskipaksuja.
Esitetaan seuraavaksi esimerkkeja normeerauskertoimista ja vaikutuspiirista tun-
nettujen jakaumien osalta.
Esimerkki 1.26 (Eksponenttijakauma)
Olkoon X1; X2; : : : iid jono eksponenttijakautuneita satunnaismuuttujia para-
metrilla  > 0 yhteisena kertymafunktiona F , F (x) = 1   e x, x  0. Va-
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Kuva 1.2: GEV-jakauman kertymafunktio.
litsemalla normeerausvakioiden jonot cn = 1= ja dn = ln(n=) saadaan
P

Mn   dn
cn
 x

= Fn (cnx+ dn) = F
n

x

+
lnn


=

1  e (x lnn)
n
=

1  1
n
e x
n
; x  lnn;
lim
n!1P

Mn   dn
cn
 x

= exp
  e x ; x 2 R:
Siis rajajakauma on Gumbel, F 2 MDA(H0), vastaten tapausta  = 0.
Esimerkki 1.27 (Tasajakauma)
Olkoon F tasajakauma yksikkovalilla, F (x) = x, x 2 (0; 1). Valitaan cn = 1=n
ja dn = 1. Kiintealla y < 0
P

Mn   dn
cn
 y

= Fn
 y
n
+ 1

=

1 +
y
n
n
; y >  n;
lim
n!1P

Mn   dn
cn
 y

= e y; y 2 R:
Rajajakauma on siis yleistetty aariarvojakauma parametrilla  =  1 eli Weibull,
F 2 MDA(H 1).
Esimerkki 1.28 (Pareto-jakauma)
Olkoon F Pareto-jakauma Pa(; ), F (x) = 1   (=( + x)),  > 0,  > 0,
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x  0. Asettamalla cn = n1== ja dn = n1=   , saadaan
P

Mn   dn
cn
 x

= Fn
 

 
x  n1= + 
n1=
!
=

1 


+ n1=x=+ n1=   
n
=

1 

1
n1= (1 + x=)
n
=

1  1
n

1 +
x

n
; 1 +
x

 n 1=;
lim
n!1P

Mn   dn
cn
 x

= exp

 

1 +
x

 
; 1 +
x

> 0:
Nahdaan, etta F 2 MDA(H1=). Pareto-jakauman rajajakauma on siis Frechet
parametrilla  =  1.
Normeerausvakiot liittyvat yleisesti ottaen alla olevan jakauman kvantiileihin.
Vakioiden maarittamisesta ks. [2, luku 3.3].
Lauseet 1.21 ja 1.25 ovat asymptoottisia tuloksia kasitellen maksimien jakau-
maa rajalla kun n!1, mutta tuottavat valittomasti seuraavan approksimaa-
tion:
P(Mn  x) = Fn(cnx+ dn)  H(x); (1.7)
suurilla n. Tama kannustaa seuraavaan lahestymistapaan tilastollisessa mal-
linnuksessa: kerataan "suuri" maara riippumattomia havaintoja n:n havainnon
(Xi; i = 1; : : : ; n) otosmaksimista Mn, ja sovitetaan yleistetty aariarvojakauma
(GEV) maksimihavaintoihin. Xi:t voisivat edustaa esimerkiksi paivittaisia ve-
denkorkeusmittauksia, jolloin Mn on vedenkorkeuden vuosimaksimi kun n =
365. Tata kutsutaan ns. blokkimaksimimenetelmaksi (method of block maxi-
ma), ja se muodostaa aariarvoteorian tilastollisten sovellusten klassisen perus-
tan. Menetelmaa ja tilastollista estimointia kasitellaan osiossa 2.2.
1.3.1 Vaikutuspiirit maksimin suhteen
Useimpien kaytannon sovellusten kohdalla riittaa todeta, etta olennaisesti kaikki
(jatkuvat) jakaumat joihin esimerkiksi tilastotieteessa tai vakuutus- ja nans-
simatematiikan piirissa tormataan kuuluvat yleistetyn aariarvojakauman vai-
kutuspiiriin maksimin suhteen jollekin . Tarkastellaan seuraavaksi kysymysta,
mihin kolmesta eri aariarvojakaumatyypista eri jakaumat F alla oleville satun-
naismuuttujille X johtavat.
Frechet. Osoittautuu, etta Frechet-jakauman vaikutuspiiriin maksimin suhteen
kuuluvat jakaumat voidaan taydellisesti karakterisoida kayttamalla saannollisen
vaihtelun (regular variation) ja hitaan vaihtelun (slow variation) kasitteita.
Maaritelma 1.29 (Saannollisesti ja hitaasti vaihtelevat funktiot)
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(i) Funktio h : (0;1) ! (0;1) on saannollisesti vaihteleva indeksilla  2 R
(merkitaan h 2 R), jos
lim
x!1
h(tx)
h(x)
= t; t > 0:
(ii) Funktio L : (0;1) ! (0;1) on hitaasti vaihteleva (merkitaan L 2 R0),
jos
lim
x!1
L(tx)
L(x)
= 1; t > 0:
Hitaasti vaihtelevat funktiot ovat funktioita, jotka muuttuvat suhteellisen hi-
taasti suurilla x verrattuna potenssifunktioihin. Esimerkki hitaasti vaihtele-
vasta funktiosta on logaritmifunktio ln(x). Saannollisesti vaihtelevat funktiot
voidaan esittaa potenssifunktiona kerrottuna hitaasti vaihtelevalla funktiolla,
h(x) = xL(x).
Otetaan jakauman F hannalle kayttoon merkinta F = 1   F (x) = P(X > x),
8x 2 R.
Lause 1.30 (Frechet MDA)
Kaikilla  > 0,
F 2 MDA(H)() xF =1 ja F 2 R 1=;
eli toisin sanoen
F 2 MDA(H)() xF =1 ja F (x) = x 1=L(x);
jollekin hitaasti vaihtelevalle funktiolle L.
Lause 1.30 tarkoittaa mm. etta ne jakaumat, jotka johtavat Frechet-jakaumaan
maksimille, ovat jakaumia joilla on saannollisesti vaihtelevat hannat (negatiivi-
sella indeksilla). Suuretta  = 1= kutsutaan yleisesti jakauman hantaindeksiksi
(tail index).
Frechet MDA:han kuuluvat jakaumat ovat paksuhantaisia, ja siten erityisen kiin-
nostavia useissa vakutuus- ja nanssipuolen sovelluksissa. Olkoon X  0 satun-
naismuuttuja, jonka kertymafunktio F 2 MDA(H),  > 0. Talloin E(Xk) =1
8k > 1=. Saannollisesti vaihteleville hannille F 2 R  nimittain patee [2,
s. 568]
E
 
Xk

<1; k < ;
E
 
Xk

=1; k > ;
missa siis X  F . Siis jos jakauma kuuluu MDA(H):hin parametrilla  =
1= > 1, jakauman ensimmainen momentti ei ole olemassa (on aareton); jos
 > 1=2, jakauman varianssi on aareton, ja jos  > 1=4, neljas momentti on
aareton. Frechet'n vaikutuspiiriin maksimin suhteen kuuluvia jakaumia ovat
mm. Frechet-jakauma itse, Pareto, Cauchy, kaanteinen gamma, log-gamma, F
ja Burr {jakaumat.
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Esimerkki 1.31 (Pareto-jakauma)
Esimerkissa 1.28 osoitettiin suoralla laskulla, etta Pareto-jakauma kuuluu Frec-
het-jakauman vaikutuspiiriin maksimin suhteen, F 2 MDA(H1=). Pareto-jaka-
uman hanta voidaan saattaa muotoon
F (x) =


+ x

=

+ x

 
= x 

1
x
+
1

 
= x L(x);
 > 0,  > 0, x  0. Funktiolle L patee
lim
x!1
L(tx)
L(x)
= lim
x!1
 
t 1x 1 +  1
 
(x 1 +  1) 
=


= 1;
eli L on hitaasti vaihteleva ja F lauseen 1.30 mukainen.
Weibull.Weibull-jakauman vaikutuspiiriin maksimin suhteen kuuluvilla jakau-
milla on aarellinen oikea paatepiste. Seuraava lause karakterisoi vaikutuspii-
rin.
Lause 1.32 (Weibull MDA)
Kaikilla  < 0,
F 2 MDA(H1=)() xF <1 ja F (xF   x 1) 2 R1=;
eli toisin sanoen
F 2 MDA(H1=)() xF <1 ja F (xF   x 1) = x1=L(x);
jollekin hitaasti vaihtelevalle funktiolle L.
Weibullin MDA:han kuuluvilla jakaumilla ei ole suurta roolia aaritapahtumien
mallinnuksessa vakuutus- ja nassisovelluksissa niiden rajoitetun oikean hannan
vuoksi. Vaikka selvastikin tarkasteltavilla suureilla (kuten tappioilla) kaikissa
kaytannon tilanteissa on olemassa teoreettinen ylaraja, kiinnitetyn ylarajan xF
ottamiseen ylimaaraiseksi malliparametriksi liittyy ongelmia, ja (oikealta) ra-
joittamattoman maarittelyalueen omaavat jakaumat tarjoavat enemman jous-
tavuutta.
Esimerkkeja Weibull-jakauman vaikutuspiiriin maksimin suhteen kuuluvista ja-
kaumista ovat beta-jakauma ja (edellisen erikoistapauksena) tasajakauma.
Esimerkki 1.33 (Tasajakauma)
Tarkastellaan tasajakaumaa, F  T(0; 1). Esimerkissa 1.27 todettiin, etta F 2
MDA(H 1). Valittomasti nahdaan, etta tasajakaumalle xF = 1 ja
F (xF   x 1) = 1  F (1  x 1) = x 1;
eli L(x)  1 ja F (xF   x 1) 2 R 1.
Gumbel. Gumbel-jakauman vaikutuspiiriin maksimin suhteen kuuluvien ja-
kaumien karakterisointi osoittautuu vaikeammaksi kuin kahden muun tapauk-
sen. Vaikutuspiiriin kuuluvien jakaumien hannat vaihtelevat suuresti: esimerkik-
si normaali- ja lognormaalijakaumat kuuluvat molemmat Gumbelin MDA:han.
Normaalijakauma on ohuthantainen, mutta lognormaalijakauma jo selvasti pak-
suhantaisempi. Hieman epatasmallisesti Gumbelin vaikutuspiiriin maksimin suh-
teen kuuluvia jakaumia voitaisiin kuvata jakaumiksi, joiden hannat kuolevat
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olennaisesti eksponentiaalista vauhtia. Seuraava lause antaa valttamattomat ja
riittavat ehdot.
Lause 1.34 (Gumbel MDA)
F 2 MDA(H0) jos ja vain jos on olemassa positiivinen funktio ~a s.e.
lim
x%xF
F (x+ t~a(x))
F (x)
= e t; t 2 R;
missa xF  1.
Eras mahdollinen valinta funktioksi ~a on ~a = a, missa
a(x) =
Z xF
x
F (t)
F (x)
dt; x  xF :
Satunnaismuuttujalle X  F edellinen on tasmalleen ehdollinen odotusarvo
ehdolla X > x,
a(x) = E (X   xjX > x) ; x < xF (1.8)
Nain maariteltya funktiota a(x) kutsutaan ylitteen odotusarvofunktioksi (mean
excess function), ja sita tullaan kasittelemaan tarkemmin osiossa 2.3 ylitemene-
telman yhteydessa.
Voidaan osoittaa, etta satunnaismuuttujalle X > 0 jonka jakauma kuuluu Gum-
bel-jakauman MDA:han patee E(Xk) < 1, 8k > 0 (ks. [2, s. 148]). Kaikki
positiiviset momentit ovat siis aarellisina olemassa.
Gumbel-jakauman vaikutuspiiriin maksimin suhteen kuuluvia jakaumia ovat
mm. eksponentti, normaali, lognormaali, gamma, 2, Gumbel itse ja standardi
Weibull-jakauma (erotuksena Weibull-aariarvojakaumasta).
Yhtenainen karakterisaatio. Seuraava lause keraa yhteen yleistetyn aariarvo-
jakauman vaikutuspiiria maksimin suhteen koskevat tulokset. Sellaisenaan se
voidaan nahda yhtena klassisen aariarvoteorian perustuloksista. Lause muodos-
taa perustan { ja tarjoaa motivoinnin { mm. useille tilastollisille tekniikoille,
joista muutamia kasitellaan jaljempana.
Lauseen esittamista varten tarvitaan kvantiilifunktion kasite. Tata tullaan kayt-
tamaan toistuvasti jatkossa.
Maaritelma 1.35 (Kvantiilifunktio)
Jakauman F yleistettya kaanteisfunktiota,
F (t) = inf fx 2 RjF (x)  tg ; 0 < t < 1; (1.9)
kutsutaan jakauman F kvantiilifunktioksi. Suure xt = F
 (t) maarittelee jakau-
man F t-kvantiilin.
Lause 1.36 (MDA(H):n karakterisaatio)
Olkoon  2 R. Seuraavat vaittamat ovat yhtapitavia:
(i) F 2 MDA(H).
(ii) On olemassa positiivinen funktio a() siten etta, kun 1 + x > 0,
lim
u%xF
F (u+ xa(u))
F (u)
=

(1 + x)
  1 ;  6= 0;
e x;  = 0:
(1.10)
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(iii) Kaikilla x; y > 0, y 6= 1,
lim
s!1
U(sx)  U(s)
U(sy)  U(s) =
8><>:
x   1
y   1 ;  6= 0;
lnx
ln y
;  = 0;
(1.11)
missa U(t) = F 
 
1  t 1, t > 0.
Huomautus 1.37
1) Kohta (iii) karakterisoi GEV-jakauman vaikutuspiirin maksimin suhteen
funktion U asymptoottisen kaytoksen kautta. Muotoilemalla esitys (1.11)
uudelleen paadytaan menetelmaan datan ulkopuolisten kvantiilien estimoi-
miseksi (ks. [2, s. 349-350]). (1.11):n erikoistapaus toimii myos motivaa-
tiona muotoparametrin  ns. Pickands-estimaattorille (ks. osio 3.2).
2) Kun x > 0, yhtalolla (1.10) on kiintoisa tulkinta todennakoisyyksien kaut-
ta: Olkoon X satunnaismuuttuja jakaumalla F 2 MDA(H). Talloin (1.10)
voidaan yhtapitavasti kirjoittaa
lim
u%xF
P

X   u
a(u)
> xjX > u

=

(1 + x)
  1 ;  6= 0;
e x;  = 0:
(1.12)
Siten (1.10) antaa tason u skaalattujen ylitteiden jakauman, kun taso u
kasvaa aarettomaksi | tai kaytannon sovelluksia ajatellen approksimaa-
tion skaalattujen ylitteiden jakaumalle kun kynnys u on korkea. Skaa-
laustekijana toimii kynnystasosta riippuva a(u). (1.10) motivoi ns. yleis-
tetyn Pareto-jakauman, jolla on aivan keskeinen asema modernimmassa
aariarvoteoriassa korkean tason ylittavien ilmioiden ylitteiden suuruusja-
kauman mallina. Esimerkkina voidaan ajatella vaikkapa omapidatysrajan
ylittavien tappioiden jakaumaa Excess of loss -jalleenvakuutuksessa.7 Yle-
istettya Pareto-jakaumaa kasitellaan osiossa 1.5.
1.4 Stationaariset prosessit
Klassinen aariarvoteoria koskee riippumattomia ja samoin jakautuneita muut-
tujia, ja edella esitetty tarkastelu perustuu iid-oletukselle. Kaytannon sovelluk-
sissa riippumattomuusoletus ei kuitenkaan usein ole perusteltavissa. Ajallinen
riippuvuus on yleista havaintoaikasarjojen maksimeissa autokorrelaation, mui-
den muuttujien vaikutuksen tai molempien seurauksena. Lyhyen kantaman riip-
puvuus johtaa siihen, etta aarihavainnot pyrkivat kasaantumaan ajallisesti: esi-
merkiksi sijoitusinstrumenttien tuottoaikasarjat ilmentavat usein volatiliteetin
7Excess of loss (XL) -jalleenvakuutuksessa (suomalaisittain joskus yksittaisylivahinkojal-
leenvakuutus) kukin yksittainen jalleenvakuutuksen piiriin kuuluva vahinko jaetaan
ensivakuuttajan eli alkuperaisen vakuuttajan ja jalleenvakuuttajan kesken. Olkoon
jalleenvakuutussopimuksessa maaritelty omavastuuraja M > 0 { tasta kaytetaan vakiintu-
neesti termeja excess- eli xs-point, attachment point tai priority. Merkitaan yksittaista va-
hinkoa X: XL-jarjestelyssa ensivakuuttajan vastuulle jaa tasta maara Xov = min(X;M),
ja jalleenvakuuttajalle Xjv = max(X   Xov ; 0) eli mahdollinen omavastuurajan ylittava
osuus. (Kaytannossa jalleenvakuuttajan vastuulle asetetaan yleensa myos ylaraja (limit tai
exit point), merk. A { talloin XL-sopimusta nimitetaan "M xs A".)
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kasaantumista (volatility clustering), siten etta volatiliteetin ollessa "korkeal-
la" havaitaan todennakoisemmin itseisarvoltaan suuria hintamuutoksia lyhyella
aikavalilla kuin volatiliteetin ollessa "matalalla".8 Samoin esimerkiksi joen vir-
tausmaksimit sattuvat yleensa lahekkain myrskyn jalkeen.
Riippumattomien ja samoin jakautuneiden satunnaismuuttujien jonon luonnolli-
nen yleistys on tarkastella (vahvasti) stationaarista prosessia. Satunnaismuuttu-
jajonon (Xt)t2Z sanotaan olevan vahvasti stationaarinen, jos sen aarellisulottei-
set jakaumat ovat muuttumattomia ajassa siirtymisen suhteen, eli
(Xt1 ; : : : ; Xtn)
d
= (Xt1+h; : : : ; Xtn+h)
kaikilla indeksivalinnoilla t1 <    < tn, 8h 2 Z, 8n 2 N. Sovelluksia ajatel-
len jonoa (Xt) voidaan ajatella tasavalisten havaintojen muodostamana aika-
sarjana, jossa h-pituisen havaintoblokin (Xt; Xt+1; : : : ; Xt+h) jakauma on sama
ajanhetkesta riippumatta eli kaikille t 2 Z.
Satunnaismuuttujajono on heikosti stationaarinen, jos
E (Xt) = ; 8t 2 Z;
Cov (Xt; Xs) = Cov (Xt+k; Xs+k) ; 8t; s; k 2 Z;
olettaen etta kaksi ensimmaista momenttia ovat olemassa. Vahvasti stationaari-
nen prosessi on myos heikosti stationaarinen. Jatkossa tarkastellaan vahvasti sta-
tionaarista jonoa, ja kaytetaan tasta lyhyesti nimitysta "stationaarinen".
Stationaarisen prosessin muodostavat satunnaismuuttujat voivat siis ilmentaa
keskinaista riippuvuutta, mutta tallaisen prosessin tilastolliset ominaisuudet py-
syvat samanlaisina (edella esitettyjen maaritelmien mielessa) ajan suhteen. Sta-
tionaarisuus on selvasti riippumattomuutta realistisempi oletus monia fysikaa-
lisia prosesseja ajatellen. Osoittautuu lisaksi, etta tiettyjen lisaehtojen patiessa
stationaaristen jonojen kohdalla paadytaan saman tyyppisiin rajajakaumiin kuin
iid tapauksessakin. Tilastollisen mallinnuksen kannalta tulos tulee tarkoitta-
maan, etta stationaariseen tapaukseeen voidaan soveltaa pitkalti samoja mene-
telmia kuin iid tapaukseenkin.
Olkoon (Xn) stationaarinen prosessi jossa satunnaismuuttujien Xi reunaja-
kauma on F , ja Mn = max(X1; : : : ; Xn) niin kuin aiemminkin. Merkitaan
( ~Xn):lla vastaavaa riippumattomien ja samoin jakautuneiden satunnaismuut-
tujien muodostamaa prosessia samalla reunajakaumalla F ; sanotaan, etta ( ~Xn)
on (Xn):aan liittyva iid-prosessi. Taman otosmaksimia merkitaan vastaavasti
~Mn = max( ~X1; : : : ; ~Xn).
Riippuvuus stationaarisessa jonossa voi ilmeta monissa eri muodoissa, ja on
mahdotonta rakentaa yleista aarimmaisten arvojen teoriaa kaikkien stationaa-
risten jonojen muodostamalle luokalle asettamatta joitain rajoitteita mahdol-
lisille riippuvuusrakenteille (ks. [2, s. 210-211]). On luonnollista kysya, milla
ehdoilla jonon (Xn) maksimien rajakayttaytyminen on identtista vastaavan iid
jonon ( ~Xn) maksimien kanssa. Leadbetter et. al osoittivat, etta tahan tarvitaan
kaksi alla tarkemmin maariteltya teknista ehtoa (ks. [4]): Jos stationaarinen jono
ilmentaa vain heikkoa pitkan kantaman riippuvuutta (long-range dependence)
8Ks. tarkemmin luku 4.
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aarimmaisilla tasoilla (ehdon D(un) mielessa), ja jos se ei osoita taipumusta
korkeiden arvojen kasaantumiseen (ehdon D0(un) mielessa), niin jonojen (Xn)
ja ( ~Xn) maksimeilla on identtinen rajajaukauma.
Esitetaan ehtojen formaalit maaritelmat.
Maaritelma 1.38 (Ehto D(un); distributional mixing condition)
Sanotaan, etta jono (Xn) tayttaa ehdon D(un), jos kaikille p; q; n 2 N ja kaikille
1  i1 <    < ip < j1 <    < jq  n
siten, etta j1   ip > l, pateeP maxi2A1[A2Xi  un

  P

max
i2A1
Xi  un

P

max
i2A2
Xi  un
  n;l;
missa A1 = fi1; : : : ; ipg, A2 = fj1; : : : ; jqg ja n;l ! 0 kun n ! 1 jollekin
jonolle ln, jolle patee ln=n! 0, n!1.
Ehto D(un) tarkoittaa, etta jonon (Xn) muodostavat satunnaismuuttujat il-
mentavat tietynlaista asymptoottista riippumattomuutta. Riippumattomien sa-
tunnaismuuttujien jonolle todennakoisyyksien erotus maaritelmassa 1.38 on tas-
malleen nolla mille tahansa kynnystasojen jonolle (un). Yleisemmin vaaditaan
vain, etta ehtoD(un) patee tietylle n:n suhteen kasvavalle jonolle (un). Tallaiselle
kynnysjonol-le ehto intuitiivisesti varmistaa, etta riittavan etaalla toisistaan ole-
ville satunnaismuuttujajoukoille todennakoisyyksien ero ylla on niin pieni, ettei
silla ole vaikutusta aariarvojen rajajakaumaan.
Maaritelma 1.39 (Ehto D0(un); anti-clustering condition)
Sanotaan, etta ehto D0(un) patee jonolle (Xn), jos
lim
k!1
lim sup
n!1
n
bn=kcX
j=2
P (X1 > un; Xj > un) = 0
Ylla bc tarkoittaa kokonaislukuosaa. Ehtoa D0(un) kutsutaan "kasaantumise-
nestoehdoksi" stationaariselle jonolle (Xn), koska ehdosta seuraa, etta (kor-
kean) tason un yhteiset ylitykset parille (Xi; Xj) tulevat odotusarvoisesti hyvin
epatodennakoisiksi suurille n.9
Tarkastellaan ehtojen suhdetta kaytannon sovelluksiin: Ehto D(un) rajoittaa
pitkan kantaman riippuvuutta aarimmaisilla tasoilla, siten etta tapahtumat
(Xi > u) ja (Xj > u) ovat lahes riippumattomia riittavan suurella u, kun
ajanhetket i ja j ovat riittavan kaukana toisistaan eli ji   jj on suuri. Mo-
net stationaariset jonot tayttavat taman ehdon. Lisaksi sen voidaan usein kat-
soa olevan perusteltu fysikaalisten prosessien tapauksessa: esimerkiksi rank-
kasateen sattuminen tanaan voi lisata aarimmaisen kovan sateen sattumisto-
dennakoisyytta paivan tai parin sisalla, mutta tuskin tiettyna paivana vuoden
paasta. Yleisesti ottaen aarimmaisten ilmioiden pitkan kantaman riippuvuus
vaikuttaa epatodennakoiselta useimmissa tapauksissa, geneettista dataa mah-
dollisesti lukuun ottamatta [14].
9Ehto implikoi, etta E
P
1i<jbn=kc 1(Xi > un; Xj > un)  bn=kc
Pbn=kc
j=2 E1(Xi >
un; Xj > un) = bn=kc
Pbn=kc
j=2 P (Xi > un; Xj > un)! 0; ks. [2, s. 213].
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Pitkan kantaman riippuvuuden poissulkeminen keskittaa tarkastelun lyhyen kan-
taman riippuvuuteen (short-range dependence) aariarvoissa. Tama tyypillisesti
ilmenee siten, etta suuret arvot pyrkivat kasaantumaan, ts. sattuvat klustereis-
sa. Jos ehto D0(un) patee, stationaarisella prosessilla ei ole taipumusta suu-
rien arvojen kasaantumiseen. Ehdot D(un) ja D
0(un) yhdessa varmistavat, etta
ehdot tayttavan stationaarisen prosessin aariarvoilla on sama asymptoottinen
kayttaytyminen kuin vastaavalla iid jonolla. Talloin stationaariseen prosessiin
patee siis tasmalleen sama teoria kuin vastaavaan iid satunnaismuuttujajonoon-
kin.
Kaytannossa kuitenkin ehto D0(un) ei usein tayty reaalimaailman prosesse-
ja tarkastellessa. Nain on esimerkiksi useimpien nanssiaikasarjojen kohdalla,
joissa usein havaitaan esimerkiksi volatiliteetin kasautumisesta johtuvaa suu-
rien havaintoarvojen ajallista kasaantumista. Esimerkiksi stationaariset ARCH-
prosessit10 tayttavat ehdonD(un), mutteivat ehtoaD
0(un). Aarihavaintojen ka-
saantuminen lyhyen kantaman riippuvuuden seurauksena (ehdonD0(un) taytty-
matta jaamisen mielessa) vaatii lisakasittelya jotta teoriaa voidaan soveltaa. Ns.
aariarvoindeksi (extremal index) osoittautuu avainkasitteeksi. Tarkkaa maaritel-
maa varten esitetaan ensin vaihtoehtoinen ehto maksimien suppenemiselle iid
tapauksessa: Ottamalla logaritmi lausekkeessa (1.6) (ja kayttamalla lauseen 1.25
muotoa), saadaan  
1  F (cnx+ dn)
n d ! H(x);
n ln
 
1  F (cnx+ dn)
 d ! lnH(x); (1.13)
ja edelleen, kayttamalla relaatiota ln(1  x)   x, x! 0, saadaan vaihtoehtoi-
seksi ehdoksi vakioiden cn > 0 ja dn 2 R olemassaolo s.e.
limn F (cnx+ dn) =   lnH(x); x 2 R: (1.14)
(Kun H(x) = 0, raja-arvoksi tulkitaan 1.) Itse asiassa patee seuraava ylei-
semmassa muodossa oleva tulos:
Propositio 1.40 (Poisson-approksimaatio)
Annetulle  2 [0;1] ja ei-vahenevalle jonolle (un), un 2 R, seuraavat ovat
yhtapitavia:
lim
n!1n
F (un) = ; (1.15)
lim
n!1P

~Mn  un

= e  : (1.16)
Seuraava tarkastelu tarjoaa taustaa propositiolle: Oletetaan yksinkertaisuuden
vuoksi, etta 0 <  < 1 ja maaritellaan Bn =
Pn
i=1 1(
~Xi > un). Yksittainen
ylite on Bernoulli-jakautunut, ja tason un ylitteiden lukumaaralla Bn on bi-
nomijakauma parametreilla (n; F (un)). Standardi Poisson-jakaumaa binomija-
kauman rajana koskeva tulos11 sanoo nyt, etta Bn ! Poi() jos ja vain jos
E(Bn) = n F (un) !  . Tama on juuri (1.15). Edelleen saadaan P( ~Mn 
un) = P(Bn = 0) ! e  . Esitetyn vuoksi (1.16):ta kutsutaan joskus Poisson-
approksimaatioksi todennakoisyydelle P( ~Mn  un). [2, s. 116]
10ARCH = AutoRegressive Conditional Heteroskedasticity; ks. kappale 4.3.1
11Ks. esim. [15, Lemma 3.1.1.].
1.4. Stationaariset prosessit 29
Proposition 1.40 yhtapitavat vaitteet iid-tapauksessa tarjoavat suoran vertailu-
kohdan stationaariseen tapaukseen nahden.
Maaritelma 1.41 (Aariarvoindeksi, extremal index)
Olkoon (Xn) aidosti stationaarinen jono ja 0    1. Oletetaan, etta kaikille
 > 0 on olemassa jono (un) = (un()) siten, etta
lim
n!1n
F (un) = ; (1.17)
lim
n!1P (Mn  un) = e
  : (1.18)
Talloin sanotaan, etta  on jonon (Xn) aariarvoindeksi.
Huomautus 1.42 Voidaan osoittaa, etta maaritelman 1.41 mukainen  on hy-
vin maaritelty, eika riipu jonon (un()) valinnasta. [2, s. 416-417]
Vertaamalla propositiota 1.40 iid-tapaukselle ja maaritelmaa 1.41 stationaari-
selle jonolle aariarvoindeksilla , nahdaan, etta
P(Mn  un)  P( ~Mn  un) = F n(un); (1.19)
olettaen etta n F (un)!  > 0. Tama voidaan nahda aariarvoindeksin heuristise-
na maaritelmana: (1.19):n mukaan n:n havainnon maksimi stationaarisesta pro-
sessista aariarvoindeksilla  vastaa n(< n) havainnon maksimia vastaavasta iid
jonosta. Luvun n voi siis tassa mielessa ajatella ilmoittavan "riippumattomien"
havaintoryppaiden (klusterien) lukumaaran n havainnon otoksessa. Talloin in-
deksilla  on tulkinta klusterin keskimaaraisen koon kaanteislukuna.
Aidosti stationaarisia jonoja koskeva paatulos on seuraava:
Lause 1.43 (Stationaarisen jonon rajajakauma)
Jos (Xn) on aidosti stationaarinen jono aariarvoindeksilla  > 0 ja ( ~Xn) vas-
taava iid jono, niin
lim
n!1P
 
~Mn   dn
cn
 un
!
= H(x)() lim
n!1P

Mn   dn
cn
 un

= H(x)
(1.20)
ei-degeneroituneille jakaumille H(x), H(x).
Jos siis F 2 MDA(H), niin stationaarisen prosessin normeerattujen maksimien
asymptoottinen jakauma on myos yleistetty aariarvojakauma. Muotoparametri
 sailyy samana kuin iid-tapauksessakin, mutta lokaatio- ja skaalaparametrit
muuttuvat: kun  6= 0,
H (x) =
 
exp
(
 

1 + 
x  

 1=)!
= exp
(
 

1 + 
x  

 1=)
= exp
(
 

1 +   +  
x  

  1
 1=)
= exp
(
 

1 + 
x  ~
~
 1=)
;
30 1. Taustateoriaa
missa ~ =    (1  ) ja ~ = .12
Kaikilla aidosti stationaarisilla prosesseilla ei ole olemassa aariarvoindeksia,
mutta yleensa nain on. Ks. [2, s. 418]. Esitetaan joitain esimerkkeja ([5, s. 271]):
 Riippumattomilla ja samoin jakautuneilla satunnaismuuttujajonoilla  =
1.
 ARMA-prosesseilla normaalijakautuneilla innovaatioilla  = 1; jos kuiten-
kin innovaatioiden jakauma kuuluu Frechet MDA:han, niin  < 1.
 ARCH- ja GARCH-prosesseilla  < 1.
Mallinnusta ajatellen tarvitsee olennaisesti ottaen erottaa vain tapaukset  = 1
ja  < 1: edellisessa aikasarjalla ei ole taipumusta kasaantua suurilla arvoilla
ja maksimit kayttaytyvat tasmalleen kuten iid-tapauksessakin; jalkimmaisessa
klusteroituminen vaikuttaa rajajakauman parametrien arvoihin aariarvoindek-
sin kautta. Kaytannossa talla ei ole merkitysta, koska parametrit taytyy joka
tapauksessa estimoida datasta. Satunnaismuuttujien Xi riippuvuus kuitenkin
aiheuttaa sen, etta konvergenssi GEV-jakaumaan on hitaampaa, koska efektiivi-
sesti (riippumaton) otoskoko on n:n sijasta vain n. Siten stationaarisen proses-
sin kohdalla tarvitaan yleisesti enemman dataa kuin iid prosessin tapauksessa.
Estimointia varten muodostettujen havaintoblokkien tulisi myos olla riittavan
pitkia, jotta eri blokkien maksimeja voidaan pitaa olennaisesti riippumattomi-
na havaintoina tilastollisia menetelmia (suurimman uskottavuuden menetelmaa)
ajatellen.
1.5 Ylitteet ja yleistetty Pareto-jakauma
Edella tarkasteltiin yleistettya aariarvojakaumaa (GEV) normalisoitujen otos-
maksimien asymptoottisena jakaumana. Tilastollisena sovelluksena tama tar-
koittaa datan jakamista n:n havainnon blokkeihin, ja kunkin blokin maksimi-
havainnon poimimista analyysia varten. Taman lahestymistavan yhtena on-
gelmana on kuitenkin se, etta paljon dataa "heitetaan hukkaan": esimerkik-
si tiettyna vuotena saattaa sattua useita havaintoja, jotka ovat toisen vuo-
den maksimia korkeampia, mutta jaavat menetelmassa huomiotta. Vaihtoeh-
toinen lahestymistapa aariarvoihin on tarkastella kaikkia tietyn korkean rajan
u ylittavia havaintoja. Tata kutsutaan ylitemenetelmaksi (method of treshold
excesses), ja sen tilastollista toteutusta kasitellaan kappaleessa 2.3.
Relaation (1.10) oikea puoli motivoi seuraavan maaritelman:
Maaritelma 1.44 (Yleistetty Pareto-jakauma, GPD)
Maaritellaan jakauma G ehdosta
G(x) =

1  (1 + x) 1=;  6= 0;
1  e x;  = 0:
12Kun  = 0, saadaan vastaavasti H0 (x) =

exp
n
e 
x 

o
= exp
n
e 
x 

o
=
exp
n
e 
x ~

o
, missa ~ = +  ln .
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G on nimeltaan standardi yleistetty Pareto-jakauma (generalized Pareto di-
stribution, GPD), missa  on jakauman muotoparametri. Kun lisaksi otetaan
kayttoon skaalaparametri  > 0, saadaan yleistetty Pareto-jakauma G;,
G;(x) =
8><>: 1 

1 + 
x

  1
;  6= 0;
1  e x=;  = 0:
G;:n maarittelyalue on
x > 0; kun   0;
0  x     ; kun  < 0:
Jakaumaperhe G; voidaan laajentaa ottamalla mukaan lokaatioparametri; ol-
koon tama  2 R. Talloin maaritellaan G;;(x) = G;(x  ).
Yleistetyn Pareto-jakauman parametrisointi on :n suhteen jatkuva kiintealla
x, eli lim!0G;(x) = G0;(x). Tama on erityisen hyodyllista tilastollisia me-
netelmia ja suurimman uskottavuuden estimointia ajatellen. Kuten GEV, GPD
on "yleistetty" siina mielessa, etta sen parametrisointi sisaltaa kolme eri erikois-
tapausta: kun  > 0, G; on tavallinen Pareto-jakauma parametreilla  = 1=
ja  = =; kun  = 0, G; on eksponenttijakauma parametrilla 1=; ja kun
 < 0, G; on lyhythantainen (xF =   =) tyypin II Pareto-jakauma. Ku-
vassa 1.3 on esitetty GP-jakauman G tiheysfunktio ja kuvassa 1.4 vastaavasti
kertymafunktio eri :n arvoja vastaten.
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Kuva 1.3: GP-jakauman tiheysfunktio.
Yleistetylle Pareto-jakaumalle patee G; 2 MDA(H) kaikilla  2 R; tapauk-
sissa  > 0 ja  < 0 tama seuraa suoraan lauseista 1.30 ja 1.32. Kun  > 0,
voidaan nayttaa etta
E
 
Xk

=1; 8k  1= > 0;
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Kuva 1.4: GP-jakauman kertymafunktio.
missa X  G; . Yleistetyn Pareto-jakauman odotusarvo on siis olemassa,
mikali  < 1, ja on talloin
E(X) =

1   : (1.21)
Yleistetty Pareto-jakauma toimii aariarvoteoriassa luonnollisena asymptoottise-
na mallina korkean kynnyksen ylittavien arvojen jakaumalle (ylitejakaumalle).
Maaritellaan jalkimmainen muodollisesti.
Maaritelma 1.45 (Ylitejakauma)
Olkoon X satunnaismuuttuja jakaumalla F . Kynnyksen u ylitteiden jakauma
(excess distribution over the threshold u), tai ylitejakauma, on
Fu(x) = P(X   u  xjX > u) = F (x+ u)  F (u)
1  F (u) ; 0  x < xF   u; (1.22)
missa xF  1 on jakauman F oikea paatepiste.
Vakuutuskontekstissa Fu tunnetaan yleisesti excess-of-loss {jakaumana ("va-
hinkoylitejaukama"). Ylitejakaumaan laheisesti liittyva kasite on ylitteen odo-
tusarvofunktio (mean excess function), joka nimensa mukaisesti on annetun ta-
son ylitteen suuruuden ehdollinen odotusarvo, ehdolla etta taso ylitetaan. Tahan
tormattiin jo osiossa 1.3.1; ks. yhtalo (1.8). Esitetaan tama viela maaritelmana.
Maaritelma 1.46 (Ylitteen odotusarvofunktio)
Satunnaismuuttujan X ylitteen odotusarvofunktio on
e(u) = E(X   ujX > u); (1.23)
mikali odotusarvo on olemassa.
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Maaritetaan ylitejakauma ja ylitteen odotusarvofunktio yleistetylle Pareto-ja-
kaumalle. Olkoon X satunnaismuuttuja jakaumalla F = G; . Suoralla laskulla
saadaan
Fu(x) =
G;(x+ u) G;(u)
1 G;(u) =

1 +  u
 1=
 

1 +  x+u
 1=

1 +  u
 1=
= 1 

1 + (x+ u)=
1 + u=
 1=
= 1 

1 +
x=
1 + u=
 1=
= 1 

1 + 
x
 + u
 1=
;
missa 0  x < 1 kun  > 0 ja 0  x    =   u kun  < 0.13 Siis
Fu(x) = G;(u)(x), missa (u) =  + u. Ylitejakauma on siis myos GPD,
samalla muotoparametrilla , mutta skaalauksella joka kasvaa lineaarisesti kyn-
nystason u suhteen. Samanlainen tulos patee myos asetettaessa (korkea) kynnys
u perustasoksi, ja tarkasteltaessa minka tahansa tata korkeamman kynnyksen
v > u ylityksia. Tarkastellaan mukavuuden vuoksi jakauman hantia:
Fv(x) =
F (v + x)
F (v)
=
F (u+ (v + x  u))
F (u)
F (u)
F (u+ (v   u) =
Fu(v + x  u)
Fu(v   u)
=
G;(v   u+ x)
G;(v   u) =
G;+(v u)(x):
Siis Fv(x) = G;(v u)(x), missa (v u) = +(v u), kun v > u (nyt siis skaa-
laparametri  vastaa tasoa u, jota korkeampia ylitteita tarkastellaan).
GP-jakauman ylitteen odotusarvofunktio on vastaavasti
e(u) =
(u)
1   =
 + u
1   ;
missa missa 0  u < 1, kun 0   < 1 ja 0  u    =, kun  < 0. Ylitteen
odostusarvofunktio e(u) on siis kynnyksen u lineaarinen funktio. Lineaarisuus
sailyy tarkastellessa tasoa u korkeampia kynnystasoja v > u:
e(v) =
 + (v   u)
1   =
v
1   +
   u
1   ; (1.24)
missa nyt u  v < 1, kun 0   < 1 ja u  v  u   =, kun  < 0. Tama
on yleistetyn Pareto-jakauman karakteristinen ominaisuus, ja e(u):n empiiriseen
vastineeseen perustuvaa graasta tekniikkaa tullaan hyodyntamaan kynnyksen
u valinnassa (etsimalla datan kuvaajasta alue, josta alkaen funktio on likimain
lineaarinen) luvussa 2.3.
Edellinen tarkastelu osoittaa, etta yleistetylla Pareto-jakaumalla on tietynlainen
stabiilius-ominaisuus ylitejakauman suhteen. Osoittautuu, etta GPD on luon-
nollinen ylitteiden rajajakauma monille alla oleville jakaumille F . Seuraava pe-
rustulos voidaan nahda MDA(H):n karakterisaationa kaikille  2 R ylitteiden
jakaumien asymptoottisen kayttaytymisen avulla.
13Kun  = 0, paadytaan eksponenttijakaumaan, ja tunnetusti Fu(x) = F (x), 8x (ekspo-
nenttijakaumalla "ei ole muistia").
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Lause 1.47 (Pickands{Balkema{de Haan)
On olemassa positiivinen funktio (u) siten, etta
lim
u!xF
sup
0x<xF u
Fu(x) G;(u)(x) = 0;
jos ja vain jos F 2 MDA(H),  2 R.
Lause 1.47 sanoo, etta jakaumat, joille normeeratut maksimit suppenevat yleis-
tettyyn aariarvojakaumaan, ovat jakaumia, joille ylitteiden jakauma suppenee
yleistettyyn Pareto-jakaumaan kun kynnysta kasvatetaan riittavasti. Ylitteiden
asymptoottisen GP-jakauman muotoparametri  on lisaksi sama kuin maksimien
asymptoottisen GEV-jakauman vastaava. Lause osoittautuu laajasti kayttokel-
poiseksi, ja sen perusteella yleistettya Pareto-jakaumaa voidaan pitaa korkean
kynnyksen ylittavien arvojen jakauman perustavanlaatuisena mallina.
Tilastollisia sovelluksia ajatellen lause 1.47 antaa valittomasti seuraavan ap-
proksimaation ylitejakaumalle Fu, suurilla u:
Fu(x) = P(X   u  xjX > u)  G;(u)(x); x > 0; (1.25)
missa (u) { ja  { on estimoitava datasta. Vaihtoehtoisesti voidaan tarkastella
koko ylityksien suuruutta (u + (x   u) = x) eika vain ylitteita (x   u): kun
x > u,
P(X > xjX > u)  G;u;(u)(x):
Ylitteisiin perustuvaa tilastollista mallinnusta tarkastellaan luvussa 2.3.
1.6 Pisteprosessimallit
Edellisessa osiossa tarkasteltiin vain annetun, korkean tason ylitteiden suuruuk-
sia, ja esitettiin yleistetty Pareto-jakauma laajasti soveltuvana asymptoottisena
jakaumana naille. Tarkastelua on kuitenkin luonnollista laajentaa koskemaan
paitsi ylitteiden suuruuksia, myos niiden sattumista ajassa. Ajatellaan vaikka-
pa jalleenvakuuttajan maksettavaksi tulevien, ensivakuuttajan omapidatysrajan
ylittavien vahinkojen sattumista XL-jalleenvakuutuksessa.14 Korkean kynnyk-
sen ylittavien arvojen sattumista ajassa on luonnollista kuvata pisteprosesseja
kayttaen. Osoittautuu, etta tama lahestymistapa yleistaa edella kasitellyt mal-
lit maksimeille ja ylitteille, tarjoten yhtenaisen mallinnuskehyksen joka sulkee
sisaansa seka GEV- etta GPD-mallit.
Aikaulottuvuus oli itse asiassa implisiittisesti mukana myos edellisessa osiossa
ylitteiden jakaumaa tarkastellessa: proposition 1.40 mukaan korkean tason ylit-
teiden lukumaara noudattaa asymptoottisesti Poisson-jakaumaa, jolloin { iid
satunnaismuuttujajonoa tarkastellessa { korkean tason ylitteiden sattumisaiko-
jen voidaan odottaa noudattavan likimaaraisesti Poisson-prosessia15. Kerrataan
muutamat osiossa 1.4 esitetyt tulokset viela taman luvun kontekstissa. Olkoon
X1; X2; : : : jono iid satunnaismuuttujia (tai satunnaismuuttujia stationaarisesta
14Ks. alaviite 7.
15Ks. liite C.
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prosessista aariarvoindeksilla  = 1), ja oletetaan etta naiden kertymafunktiolle
patee F 2 MDA(H). Yhtaloiden (1.13) ja (1.14) perusteella talloin patee
lim
n!1n ln(1  F (cnx+ dn)) = lnH(x);
lim
n!1n
F (cnx+ dn) =   lnH(x):
Kiinnostuksen kohteena ovat nyt kynnysjonon (un(x)) ylitteet, missa un(x) =
cnx+dn jollakin kiintealla x:n arvolla. Kynnystason un(x) ylityksien lukumaara
otoksessaX1; : : : ; Xn on binomijakautunut satunnaismuuttuja,Nun(x)  Bin(n;
F (un(x))), odotusarvona E(Nun(x)) = n F (un(x)). Ylitysten lukumaara Nun(x)
suppenee nyt Poisson-jakautuneeseen satunnaismuuttujaan kun n ! 1 (ks. s.
28). Koska (1.14) patee, tapahtuu suppeneminen satunnaismuuttujaan N1 
Poi((x)), jonka odotusarvona on
(x) =   ln(H(x)); (1.26)
riippuen valitusta x.
Edella mainitulla asetelmalla on laheinen yhteys myos GEV-jakaumaan. Ol-
koon N Poisson-jakautunut, N s Poi(), ja riippumaton iid satunnaismuut-
tujajonosta (Xn) GP-jakaumalla G; . Merkitaan MN = max (X1; : : : ; XN ).
Talloin
P(MN  x) = exp
(
 

1 + 
x  

 1=)
= H;;(x); (1.27)
missa  =  (
   1) ja  = . Tulos siis sanoo, etta kun ylitteiden lu-
kumaara on tasmalleen Poisson-jakautunut ja ylitteet noudattavat tasmalleen
GP-jakaumaa, on ylitteiden maksimi tasmalleen GEV-jakautunut. Tulos (1.27)
saadaan suoralla laskulla:
P(MN  x) =
1X
n=0
e 
n
n!
Gn;(x) = e
 (1 G;(x))
= exp
(
 

1 + 
x

 1=)
= exp
(
 

1 + 
x   1(   1)

 1=)
;
kun  6= 0. Tapauksessa  = 0 saadaan vastaavasti
P (MN  x) = exp
n
 e  x  ln
o
:
Kuten edella mainittu, iid satunnaismuuttujajonolle ylitteiden lukumaara on
asymptoottisesti Poisson-jakautunut. Lauseen 1.47 mukaan ylitteiden suuruu-
det puolestaan noudattavat asymptoottisesti yleistettya Pareto-jakaumaa (yli-
tejakauma on GP, kun F 2 MDA(H)). Tama yhdistettyna tulokseen (1.27) mo-
tivoi mallintamaan korkean tason u ylitteita pisteprosessina, jossa pisteet (t; x)
kaksiulotteisessa avaruudessa kuvaavat ylityksien sattumista (t-dimensio tai -
akseli) ja ylitteiden suuruuksia (x-dimensio). Todellakin, osoittautuu (ks. alao-
sio 1.6.1.5), etta ylityksiin liittyvat pisteprossit suppenevat vastaavaan Poisson-
pisteprosessiin.
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Tarkastellaan seuraavaksi joitakin pisteprosesseihin liittyvia kasitteita ja tulok-
sia. Taman jalkeen esitetaan iid dataa koskeva perusmalli, aikaulottuvuuden
suhteen homogeeniseen Poisson-pisteprossiin perustuva ns. POT-malli, ja lopuk-
si yleistetaan tama ajan ja paikan suhteen epahomogeenisiin Poisson-pisteproses-
seihin. Malliin liittyvaa tilastollista paattelya ja mallin estimointia kasitellaan
osiossa 2.6.
1.6.1 Pisteprosesseista
Pisteprosessi N on pisteiden Xi satunnainen jakauma avaruudessa. Tietylle pis-
teiden kokoelmalle fXi : i  1g ja joukolle A laskee N(A) niiden pisteiden lu-
kumaaran, jotka osuvat joukkoon A. Etenkin sovellusten kannalta tarkeimpia
pisteprosesseja ovat prosessit, joille N(A) on Poisson-jakautunut. Tama joh-
taa Poisson-pisteprosessin tai Poisson-satunnaismitan maaritelmaan klassisen,
valilla [0;1) maaritellyn, Poisson-prosessin yleistyksena. Aloitetaan kiinnitta-
malla tarvittava notaatio. Seuraava esitys perustuu vahvasti lahteeseen Embrec-
hts et. al. [2, luku 5].
Pisteprosessi voidaan hahmottaa intuitiivisesti seuraavalla tavalla. Olkoon E
tila-avaruus jossa pisteet "elavat", ja tarkastellaan satunnaisvektoreiden jonoa
(Xn) tila-avaruudessa E. Kun A  E, maaritellaan
N(A) = #fi : Xi 2 Ag := cardfi : Xi 2 Ag;
missa card(A) on joukon A mahtavuus eli kardinaliteetti (joukon "alkioiden lu-
kumaara"). N(A) on siis joukkoon A osuvien pisteiden Xi lukumaara, ja piste-
prosessi on todennakoisyyskentalla (
;F ;P) maariteltyjen satunnaismuuttujien
N(!;A), ! 2 
, kokoelma. Annetulle A siis N(A) = N(; A) on satunnainen,
ja (yleisten ehtojen vallitessa) N(!; ) maarittelee laskurimitan sopivalla tila-
avaruuden E osajoukkojen muodostamalla sigma-algebralla E . Vastaavasti kun
valitaan tietty ! 2 
, on N(!;A) pisteiden lukumaara joukossa A realisaatiossa
!.
Tassa esityksessa tila-avaruus E on aina aarellisulotteinen euklidinen avaruus
Rd, d  1, tai sen osajoukko, ja intuition kannalta tila-avaruutta on helpointa
ajatella tasona R2, vaikka yleinen teoria patee paljon yleisemmissa avaruuksis-
sakin. Tila-avaruus E on varustettu sigma-algebralla E , joka otetaan vastaavasti
Borel--algebraksi, eli E:n avoimien joukkojen generoimaksi -algebraksi.
1.6.1.1 Maaritelma
Kun x 2 E, maaritellaan mitta x ehdosta
x(A) =

1; x 2 A;
0; x =2 A; kun A 2 E :
Tata kutsutaan Dirac-mitaksi tai pistemassaksi. Olkoon fxi : i  1g numeroi-
tuva joukko pisteita tila-avaruudessa E. Laskurimitta (counting measure) E:ssa
maaritellaan mittana m, joka on seuraavaa muotoa:
m(A) :=
1X
i=1
xi(A) = cardfi : xi 2 Ag; A 2 E :
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Jos m(K) <1 kaikille kompakteille joukoille K  E (eli m on Radon), kutsu-
taan mittaa m pistemitaksi (point measure). Olkoon Mp(E) kaikkien joukossa
E maariteltyjen pistemittojen avaruus varustettuna Mp(E):n osajoukkojen ge-
neroimalla sigma-algebralla Mp(E).16
Pisteprosessi N avaruudessa E on mitallinen kuvaus todennakoisyysavaruudesta
(
;F ;P)! (Mp(E);Mp(E)). Pisteprosessi on siis avaruuden Mp(E) satunnai-
nen elementti. Tyypillinen tapa maarittaa pisteprosessi on seuraava: Olkoon
fXn : n  1g avaruuden E satunnaiselementteja (tassa esityksessa kaytannossa
satunnaisvektoreita), ja asetetaan
N =
1X
i=1
Xi : (1.28)
Talloin N on pisteprosessi, ja, jokaisella ! 2 
,
N(!;A) =
1X
i=1
Xi(!)(A); (1.29)
A 2 E , maarittelee pistemitan E :ssa.
Huomautus 1.48 (Yksinkertainen pisteprosessi) Olkoon m =
P1
i=1 xi
pistemitta avaruudessa E, ja olkoon Sm = fx 2 E : m(fxg) 6= 0g. Sm muo-
dostuu siis kokoelman fxi; i  1g erillisista pisteista, ja se on pienin suljettu
joukko A s.e. m(Ac) = 0 (siis m:n tukijoukko, engl. support). Jos x 2 Sm, lukua
m(fxg) kutsutaan pisteen x multiplisiteetiksi eli kerrannaisuudeksi, ja mittaa
m kutsutaan yksinkertaiseksi, jos m(fxg)  1 kaikilla x 2 E. Vastaavasti piste-
prosessi N on yksinkertainen, jos P(N(fxg)  1; 8 x 2 E) = 1. Yksinkertaisen
pisteprosessin realisaatiot ovat siis yksinkertaisia pistemittoja. Jos pistemitta
tai pisteprosessi ei ole yksinkertainen, se on moninkertainen.
Vaihtoehtoisesti olkoon (yi) jonon (xi) osajono, joka sisaltaa kaikki (xi):n erilli-
set arvot. yi:n kerannaisuus voidaan nyt kirjoittaa ni = cardfj : j  1; yi = xjg,
jolloin m saadaan muotoon
m =
1X
i=1
niyi :
Jos ni = 1 kaikilla i, niin m on yksinkertainen.
Tarkastellaan havainnollistavia esimerkkeja. Seuraavat on otettu lahteesta [2,
s. 223{225].
Esimerkki 1.49 (Uusiutumisprosessi)
Olkoon (i)i1 jono iid satunnaismuuttujia, i > 0, ja asetetaan Tn = 1+   +
n, n  1. Jonon (i) generoimaa laskuriprosessia
N(t) = cardfi : Ti  tg; t  0
kutsutaan uusiutumisprosessiksi. Tahan prosessiin liittyy pisteprosessi
~N(A) =
1X
i=1
Ti(A); A 2 E ;
16Tarkemmin, Mp(E) on pienin -algebra, joka sisaltaa kaikki muotoa fm 2 Mp(E) :
m(A) 2 Bg olevat joukot mille tahansa A 2 E ja Borel-joukolle B  [0;1].
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tila-avaruudella E = [0;1). Kun otetaan joukoksi A vali [0; t], A = [0; t] 2 E ,
saadaan
N(t) = ~N ([0; t]) ; t  0:
Tama nahdaan viela selvemmin kirjoittamalla pisteprosessi ~N muotoon
N(A) =
1X
i=1
1fTi2Ag = cardfi : Ti 2 Ag;
missa A 2 E . Edella esitetyssa mielessa jokaista uusiutumisprosessia vastaa jo-
kin pisteprosessi. Nain maaritelty pisteprosessi on yksinkertainen, silla 0 < T1 <
T2 <    melkein varmasti. On yleisesti tunnettua (ks. liite C), etta homogeeni-
sen Poisson-prosessin odotusajat eli hyppyjen valiset ajat ovat iid eksponenttija-
kautuneita satunnaismuuttujia; ts. Poisson-prosessi on uusiutumisprossi ekspo-
nenttijakautuneilla i. Taten tavallinen Poisson-prosessi maarittelee "Poisson-
pisteprosessin" (vrt. jaljempana maariteltava Poisson-satunnaismitta).
Esimerkki 1.50 (Uusiutumisprosessin indeksoima summa)
Tarkastellaan satunnaista summaa, jossa summattavien lukumaara noudattaa
edellisen esimerkin uusiutumisprosessia (N(t))t0:
S(t) =
N(t)X
i=1
Xi; t  0;
missa (Xi) on iid satunnaismuuttujien jono ja kaikilta osin riippumaton (N(t))
:sta. Tallaiset mallit ovat tuttuja riskiteoriasta, jossa tyypillisesti Xi edustaa sa-
tunnaisella hetkella Ti sattuvan vahingon suuruutta, ja S(t) on hetkeen t men-
nessa sattuneiden vahinkojen summa eli kokonaisvahinkomaara. Ks. esim. [16].
Eras (S(t)):hen liittyva yksinkertainen pisteprosessi on
~N(A) =
1X
i=1
(Ti;Xi)(A); A 2 E
tila-avaruudessa E = [0;1)R. Esimerkiksi kun otetaan A = (a; b] (u;1) 2
E ,
~N((a; b] (u;1)) = cardfi : a < Ti  b;Xi > ug
laskee valilla (a; b] sattuvien ja tason u ylittavien tapahtumien lukumaaran. Ylla
maaritelty ~N muistuttaa laheisesti jaljempana kasiteltavaa ylitysten pisteproses-
sia.
Maaritelma 1.51 (Merkitty pisteprosessi) Olkoon N =
P
i Xi pistepro-
sessi avaruudella E, ja olkoon E0 toinen avaruus. Merkitty pisteprosessi alla
olevalla prosessilla N on mika tahansa pisteprosessi
~N =
1X
i=1
(Xi;Zi)
avaruudella E  E0. E0:n satunnaiselementtia Zi kutsutaan Xi:hin liittyvaksi
merkiksi.
Tietyssa mielessa merkitty pisteprosessi ~N on vain pisteprosessi tuloavaruudessa
EE0. Tilanteesta riippuen voi olla edullisempaa tarkastella tiettya pisteproses-
sia joko merkittyna pisteprosessina tai pisteprosessina tuloavaruudessa.
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1.6.1.2 Pisteprosessin jakauma
Pisteprosessin N realisaatiot ovat pistemittoja N(!; ). Taten pisteprosessin ja-
kauma on maaritelty pistemittojen muodostamassa avaruudessaMp(E):
Maaritelma 1.52 (Pisteprosessin jakauma)
Olkoon annettu pisteprosessi N maariteltyna todennakoisyyskentalla (
;F ;P).
N :n jakauma PN on todennakoisyysmitta (Mp(E);Mp(E)):lla, missa PN =
P N 1 = P(N 2  ).
Jakaumaa PN (A) = P(N 2 A), A 2 Mp(E) itsessaan ei ole helppo mieltaa,
mutta osoittautuu, etta pisteprosessin jakauman maaraavat yksikasitteisesti
sen aarellisulotteiset jakaumat. Aarellisulotteisilla jakaumilla tarkoitetaan sa-
tunnaisvektoreiden (N(A1); : : : ; N(Am)) jakaumien
P (N(A1) = n1; : : : ; N(Am) = nm) ; ni  0; i = 1; : : : ;m;
kaikilla A1; : : : ; Am 2 E , m  1, muodostamaa perhetta (ks. liite D). Jakauman
PN maaraavia aarellisulotteisia jakaumia on huomattavasti helpompi kasitella
kuin jakaumaa PN itse.
Maaritellaan seuraavaksi keskeisen pisteprosessien luokan muodostavat Poisson-
pisteprosessit.
1.6.1.3 Poisson-pisteprosessi
Olkoon  Radon-mitta E :lla (eli (K) <1 kompakteille joukoilleK  E).
Maaritelma 1.53 (Poisson-satunnaismitta (PRM))
Pisteprosessia N kutsutaan Poisson-pisteprosessiksi tai Poisson-satunnaismitak-
si keskiarvomitalla  (merkitaan lyhyesti PRM()), jos seuraavat kaksi ehtoa
tayttyvat:
(a) Mille tahansa A 2 E ja ei-negatiiviselle kokonaisluvulle k  0,
P(N(A) = k) =
8<: e (A) ((A))
k
k!
; jos (A) <1;
0; jos (A) =1:
(b) Mille tahansa k  1, jos A1; : : : ; Ak ovat keskenaan erillisia joukkoja (Ai\
Aj = ;; i 6= j) E :ssa, niin
N(A1); : : : ; N(Ak)
ovat riippumattomia satunnaismuuttujia.
Maaritelman 1.53 mukainen Poisson-satunnaismitta on olemassa (ks. liite D.1),
ja sen jakauma maaraytyy yksikasitteisesti ehdoista (a) ja (b) ylla. N :lla on siis
riippumattomat lisaykset, ja jokaisella A pisteiden satunnainen maara joukossa
A noudattaa Poisson-jakaumaa odotusarvolla E(N(A)) = (A).
Esimerkki 1.54 (Homogeeninen Poisson-satunnaismitta)
Historiallisesti ensimmaisina tutkitut ja hallitut Poisson-prosessit ovat tavallisia
40 1. Taustateoriaa
Poisson-prosesseja positiivisella reaaliakselilla, E = [0;1) (ks. liite C). Naille
keskiarvomitta on
(A) =  jAj = 
Z
A
dx; A 2 E ;
missa jj on Lebesgue-mitta [0;1):lla, ja  on intensiteetti.
Olkoon nyt N PRM( jj) tila-avaruudessa E  Rd, R = R [ f 1;1g, missa
 > 0 ja jj on E:n Lebesgue-mitta. Homogeenisen Poisson-prosessin [0;1):lla
yleistyksena N on homogeeninen PRM tai homogeeninen Poisson-pisteprosessi
intensiteetilla . Jos lisaksi PRM:n keskiarvomitta on absoluuttisesti jatkuva
Lebesgue-mitan suhteen (eli jj = 0)  = 0), jolloin on olemassa ei-negatiivinen
funktio () s.e.
(A) =
Z
A
(x)dx; A 2 E ;
niin () on PRM:n intensiteetti(funktio).
1.6.1.4 Pisteprosessien suppeneminen jakauman suhteen
Pisteprosessien suppeneminen jakauman suhteen tai heikko suppeneminen on
perustyokalu mm. aariarvoteoriaan liittyvia asymptoottisia tuloksia kasiteltaes-
sa. Ei ole kuitenkaan valittomasti ilmeista, mita pisteprosessien heikko suppene-
minen itse asiassa tarkoittaa, eika tasmallisia suppenemistuloksia voida muotoil-
la ilman taman esityksen laajuuden ja rajauksen ylittavia kasitteita ja tuloksia
heikon suppenemisen teoriasta metrisissa avaruuksissa. Seuraavan yleiskatsauk-
sen tarkoituksena on antaa intuitiivinen kasitys pisteprosessien heikosta suppe-
nemisesta, ja esittaa myohemmin tarvittavat tulokset. Esitys seuraa lahdetta [2,
kappale 5.2 ja liite A.2], rajoittuen kuitenkin intuitiivisiin perusteluihin; hieman
tarkempi pisteprosessien heikon suppenemisen kasittely on delegoitu liitteeseen
D.
Huomautetaan ensin, etta suppenemisesta puhumiseksi taytyy maaritella met-
riikka jonka suhteen suppeneminen maaritellaan. Sopivaksi suppenemiskasitte-
eksi avaruudessa Mp(E) osoittautuu ns. epamaarainen suppeneminen (vague
convergence, merk.
v!). Epamaarainen topologia on metrisoitavissa niin, etta
Mp(E):sta (epamaaraisella metriikalla varustettuna) tulee taydellinen, separoi-
tuva metrinen avaruus (ks. [17, luku 1.3] tai [3, luku 3.5]). Talloin voidaan
puhua todennakoisyysmittojen heikosta suppenemisesta (Mp(E);Mp(E)):lla,
missa Mp(E) on epamaaraisen topologian synnyttama Borel--algebra.
Otetaan nyt tarkastelun kohteeksi pisteprosessit N;N1; N2; : : : tila-avaruudessa
E  Rd. Edelta muistetaan, etta naiden pisteprosessien jakauma Mp(E):ssa
maarittyy niiden aarellisulotteisten jakaumien kautta. Taten luonnolliselta tun-
tuva vaatimus jonon (Nn) heikolle suppenemiselle N :aan on, etta mille tahansa
"hyville" E :n Borel-joukoille A1; : : : ; Am ja mille tahansa kokonaisluvulle m  1
patee
P(Nn(A1); : : : ; Nn(Am))! P(N(A1); : : : ; N(Am))); (1.30)
kun n!1. Toisaalta jokainen pisteprosessi N voidaan nahda stokastisena pro-
sessina, eli tassa joukon A 2 E indeksoimana satunnaismuuttujien N(A) kokoel-
mana. N on siis avaruudenMp(E) aaretonulotteinen elementti. Aarellisulotteis-
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ten jakaumien suppeneminen ei yleisesti ole riittava stokastisten prosessien sup-
penemiseksi. Suppenemisen varmistamiseksi tarvitaan lisaehtoja, ja sopivaksi
pisteprosessien yhteydessa osoittautuu tiukkuus17 (tightness). Ehto varmistaa,
etta stokastisten prosessien todennakoisyysmassa ei karkaa tila-avaruuden "hy-
vista" (kompakteista) joukoista suppenemisprosessin yhteydessa, kun n ! 1.
Ks. [3, luku 3.5].
Pisteprosesseilla osoittautuu olevan hyvin hyodyllinen ominaisuus: pisteproses-
sien jono on tiukka jos ja vain jos kaikki sen yksiulotteiset jakaumat ovat tiuk-
koja. Taten tiukkuus seuraa pisteprosessien aarellisulotteisten jakaumien sup-
penemisesta, ja saadaan seuraava maaritelma:
Maaritelma 1.55 (Pisteprosessien heikko suppeneminen)
Olkoon (Nn), N pisteprosesseja tila-avaruudessa E  Rd varustettuna Borel-
joukkojen -algebralla E . Sanotaan, etta (Nn) suppenee heikosti N :aan Mp(E)
:ssa,
Nn
d! N; n!1;
jos
(Nn(A1); : : : ; Nn(Am))
d! (N(A1); : : : ; N(Am)); n!1;
kaikilla m  1 ja kaikilla A1; : : : ; Am 2 E s.e. P(N(@Ai) = 0) = 1, i = 1; : : : ;m.
(@A tarkoittaa joukon A reunaa.)
Huomautus 1.56 (Poisson-pisteprosessin suppeneminen)
Olkoon N;N1; N2; : : : Poisson-pisteprosesseja keskiarvomitoilla ; 1; 2; : : :. Voi-
daan osoittaa, etta Nn
d! N jos ja vain jos n v!  (epamaaraisesti). Ks. myos
liite D.
Huomautus 1.57 (Uusiutumisprosessien suppeneminen)
Jos (Nn) on jono uusiutumisprosesseja ja Nn
d! N , niin N on myos uusiutu-
misprosessi ([17, s. 16]).
1.6.1.5 Ylitteiden pisteprosessi
Kasitellaan seuraavaksi aariarvoteoriaan laheisesti liittyvaa ylitteiden pistepro-
sessia ([2, luku 5.3]). Olkoon un reaaliluku ja (Xn) jono satunnaismuuttujia.
Ylitteiden pisteprosessi
Nn() =
nX
i=1
 i
n
()1fXi>ung; n = 1; 2; : : : ; (1.31)
tila-avaruudella E = (0; 1] laskee talloin kynnyksen un ylityksien lukumaaran
jonossa X1; : : : ; Xn. Esimerkiksi kun otetaan koko vali (0; 1], on
Nn((0; 1]) = cardfi : 0 < n 1i  1 ^ Xi > ung = cardfi  n : Xi > ung:
Ylitteiden pisteprosessi voidaan vaihtoehtoisesti kirjoittaa muodossa
Nn() =
nX
i=1
( in ;Xi)(); n = 1; 2; : : : ; (1.32)
17Todennakoisyysmittojen Pn jono metrisessa (taydellisessa, separoituvassa) avaruudessa
on tiukka, jos kaikilla " > 0 on olemassa kompakti joukko K" s.e. Pn(K") > 1  " kaikilla n.
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kaksiuloitteisella tila-avaruudella E = (0; 1] (un;1).
Huomautus 1.58 (Empiirinen prosessi) Kun X1; : : : ; Xn ovat avaruuden
E iid satunnaiselementteja, muotoa
N =
nX
i=1
Xi
olevaa pisteprosessia kutsutaan yleisesti (n-otoksen) empiiriseksi prosessiksi E:
lla.
Pisteprosessin laheiset yhteydet aariarvoteoriaan nahdaan helposti. Merkitaan
otoksen (Xi)
n
i=1 k:nneksi suurinta jarjestystunnuslukua Xk;n. Talloin
fNn((0; 1]) = 0g = fcardfi  n : Xi > ung = 0g
= fmax(X1; : : : ; Xn)  ung
= fMn  ung;
fNn((0; 1]) < kg = fcardfi  n : Xi > ung < kg
= fvahemman kuin k muuttujista Xi; i  n; ylittaa tason ung
= fXk;n  ung:
Nn:n katsotaan tassa olevan elementti pisteprosessien jonossa (Nn), ja kiinnos-
tuksen kohteena on pisteprosessin asymptoottinen kayttaytyminen, eli kayttay-
tyminen kun n ! 1. Taman osion alusta (ks. 1.6) muistetaan, etta tason un
ylitysten lukumaara kiinteassa otoksessa noudattaa asymptoottisesti Poisson-
jakaumaa. Ylitysten pisteprossille (1.31) patee analoginen tulos: voidaan osoit-
taa, etta pisteprosessien jono (Nn) suppenee heikosti (homogeeniseen) Poisson-
pisteprosessiin N .
Olkoon nyt (Xn) iid satunnaismuuttujia (yhteisella jakaumalla F ) ja (un) jono
kynnystasoja, un 2 R. Propositiosta (1.40) muistetaan, etta relaatio P(Mn 
un)! exp( ),  2 [0;1], patee jos ja vain jos
n F (un) = E
nX
i=1
1fXi>ung ! : (1.33)
Propositio 1.59 (Ylitteiden pisteprosessin heikko suppeneminen)
Olkoon (Xn) jono iid satunnaismuuttujia jakaumalla F , ja olkoon (un) jono
kynnysarvoja, s.e. (1.33) patee jollakin  2 (0;1). Talloin ylitteiden pistepro-
sessien (1.31) jono (Nn) suppenee Mp(E):ssa heikosti pisteprosessiin N ,
Nn
d! N; n!1;
missa N on homogeeninen Poisson-prosessi tila-avaruudella E intensiteetilla  ;
ts. N on PRM( jj), missa jj tarkoittaa Lebesgue-mittaa E:lla.
Todistusta varten ks. liite D. Sovelluksissa tarkastellaan jatkossa tyypillisesti
valia E = (0; t], 0 < t <1, mika tulkitaan aikaulottuvuudeksi. Tila-avaruudelle
E = (0; 1] muotoillut tulokset laajenevat valittomasti talle.
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Olkoon kynnystasojen jono un = un(x) muotoa un(x) = cnx + dn jollakin
kiintealla x 2 R, kuten aiemmin. Raja-arvona olevan Poisson-pisteprosessin
keskiarvomitaksi saadaan alaosion 1.6.1.3 ja (1.26):n perusteella
(A) =
Z t2
t1
(x) dt = (t2   t1)(x) =  (t2   t1) lnH; (1.34)
kun A = (t1; t2)  E , missa siis (x) =   lnH(x). Tassa siis rajaprosessin
intensiteetti ei riipu ajasta ja ottaa (valitulla x) vakioarvon (x) =: .
1.6.2 POT-malli
Edella ja osiossa 1.5 esitetty ohjaa kuvaamaan ylitteita saannollisin valein havai-
tussa (regularly spaced) iid datassa18 seuraaviin oletuksiin perustuvalla asymp-
toottisella mallilla:
 Ylitykset tapahtuvat ajassa homogeenisen Poisson-prosessin mukaisesti.
 Ylitteiden suuruudet ovat iid satunnaismuuttujia ja riippumattomia yli-
tysajoista.
 Ylitteiden suuruudet noudattavat yleistettya Pareto-jakaumaa.
Tata kutsutaan Peaks-Over-Threshold {malliksi (POT); ks. [23], [5, luku 7.4].
Mallia voidaan lahestya useasta eri nakokulmasta: se voidaan tulkita myos mer-
kityksi Poisson-pisteprosessiksi, missa ylitysajat ovat pisteita ja GP-jakautuneet
ylitteet merkkeja. Erityisen hyodylliseksi osoittautuu mallin esitys kaksiulottei-
sena Poisson-pisteprosessina, jossa pisteet (t; x) kaksiulotteisessa tila-avaruudes-
sa kuvaavat ylitysten sattumisaikaa ja ylitteiden suuruutta. Tarkastellaan tata
esitysta seuraavassa.
Oletetaan, etta data koostuu iid satunnaismuuttujajonosta (Xt)
n
t=1, ja kiinni-
tetaan korkea kynnystaso u, jolloin tason ylityksien lukumaara on Nu. Ylitteet
muodostavat nyt datan f(t;Xt) : 1  t  n;Xt > ug; numeroidaan nama vaih-
toehtoisesti perakkain kayttaen notaatiota f(Tj ; ~Xj) : j = 1; : : : ; Nug. Ylityk-
sien ajat ilmaistaan siis nyt aikasarjan luonnollisella aikaskaalalla (ts. ti valilla
(0; n] eika n 1ti valilla (0; 1]).
Oletetaan, etta pisteet tila-avaruudessa E = (0; n]  (u;1) sattuvat Poisson-
pisteprosessin N() mukaisesti, missa
N(A) =
nX
t=1
(t;Xt)(A) =
nX
t=1
1f(t;Xt)2Ag; A 2 E ;
intensiteetilla
(t; x) =
1


1 + 
x  

 1= 1
;
kun 1 + (x   )= > 0, ja (t; x) = 0 muulloin. Tama tarkoittaa mm., etta
ylitteiden lukumaarat erillisissa suorakulmioissa A1; A2; : : : ovat riippumatto-
mia Poisson-jakautuneita satunnaismuuttujia keskiarvoinaan (A1); (A2); : : :.
18Sama patee jalleen myos stationaarisen prosessin generoimaan dataan, kun prosessin
aariarvoindeksi  = 1.
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Kaytetaan keskiarvomitasta jatkossa nimitysta intensiteettimitta, ja merkitaan
tata () = ().
Intensiteetti ylla ei riipu ajasta t mutta riippuu "paikasta" x, ja kaksiulottei-
nen Poisson-prosessi N() on siis epahomogeeninen. Merkitaan intensiteettia
lyhyemmin (x) := (t; x), 8t. Prosessin intensiteettimitta  on nyt
(A) =
Z t2
t1
Z 1
x
(y) dy dt =  (t2   t1) lnH;;(x)
= (t2   t1)

1 + 
x  

 1=
;
muotoa A = (t1; t2) (x;1) 2 E olevilla joukoilla.
Edellisesta seuraa, etta tason x  u ylityksien yksiulotteinen prosessi (kiinnite-
tylla x) on homogeeninen Poisson-prosessi intensiteetilla
(x) :=   lnH;;(x) =

1 + 
x  

 1=
:
Tarkastellaan seuraavaksi tason u ylitteiden suuruuksia. Edustakoon X genee-
rista satunnaismuuttujaa jonosta (Xt). Tason u ylitteiden jakauma eli yliteja-
kauma Fu saadaan tasojen u ja u+ x ylitysintensiteettien suhteena:
Fu(x) = P(X > u+ xjX > u) = (u+ x)
(u)
=

1 +
x
 + (u  )
 1=
= G;(x);
missa  = + (u ) > 0. Mallin implikoima ylitteiden suuruuksien jakauma,
kun ylitys tapahtuu, on siis GP-jakauma.
Nahdaan myos, etta kaksiulotteinen Poisson-pisteprosessimalli implikoi ylittei-
den maksimin olevan (asymptoottisesti) GEV-jakautunut: Tarkastellaan tapah-
tumaa fMn  xg jollakin x  u, missa Mn = max (X1; : : : ; Xn), kuten ai-
emmin. Nyt fMn  xg=fN((0; n]  (x;1)) = 0g (ei pisteita joukossa A =
(0; n]  (x;1)), joten P(Mn  x) = P(N(A) = 0) = exp ( (A)) = H;;(x),
mika on juuri blokkimaksimimenetelman GEV-malli maksimeille; vrt. myos tu-
lokseen (1.27).
1.6.3 Yleisemmat mallit
Edellisen osion POT-mallissa Poisson-prosessin intensiteetti ei ollut aikariippu-
vainen,
(t; x) =
1


1 + 
x  

 1= 1
:
Suoraviivaisin tapa yleistaa POT-malli on asettaa malliparametrit (; ; ) riip-
pumaan ajasta (tai muista selittavista muuttujista), jolloin intensiteetiksi pis-
teessa (t; x) 2 E tulee
(t; x) =
1
(t)

1 + (t)
x  (t)
(t)
 1=(t) 1
; (1.35)
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kun 1 + (t)(x   (t))=(t) > 0, ja (t; x) = 0 muulloin. Tuloksena saa-
tavan epahomogeenisen kaksiulotteisen Poisson-prosessin intensiteettimitta on
siis, muotoa A = (t1; t2) (x;1) 2 E olevilla joukoilla,
(A) =
Z t2
t1
Z 1
x
(t; y) dy dt
=
Z t2
t1
Z 1
x
1
(t)

1 + (t)
x  (t)
(t)
 1=(t) 1
dy dt
=  
Z t2
t1
lnH(t);(t);(t)(x) dt
=
Z t2
t1

1 + (t)
x  (t)
(t)
 1=(t)
dt:
Kuten edellisessa osiossa, nahdaan etta edella maaritelty pisteprosessimalli imp-
likoi ylitteiden suuruuksien olevan GP-jakautuneita (jakaumalla G(t);(t)(x) =
G(t);(t)+(t)(u (t))(x) pisteessa (t; x) 2 E).
1.7 Historiaa
Aariarvoteoria on klassinen tutkimusalue todennakoisyysteorian ja matemaatti-
sen tilastotieteen piirissa. Tutkimusalan voidaan muodollisesti katsoa alkaneen
vuosien 1927{1928 tienoilla. Julkaisusta Frechet ([18], 1927) loytyy kaksi kol-
mesta aariarvojakaumasta (jotka nykyaan tunnetaan nimilla Frechet ja Wei-
bull); kaikki kolme on esitetty klassisessa paperissa Fisher ja Tippett ([19],
1928). Aariarvojakaumat on nimetty seuraavien henkiloiden mukaan: Maurice
Frechet (1878{1973), ranskalainen matemaatikko; Emil Gumbel (1891{1966),
saksalainen tilastotieteilija; ja Waloddi Weibull (1887{1979), ruotsalainen in-
sinoori. Gnedenko ([20], 1943) todisti ensimmaisena maksimien rajajakaumia
koskevat tulokset matemaattisesti tarkasti.
Yleistetyn Pareto-jakauman maaritelma on alunperin peraisin Pickandsilta ([21],
1975). Heikko raja-arvoteoria ylitejakaumille on saanut alkunsa julkaisusta Bal-
kema ja de Haan ([22], 1974).
Kaksiulotteista Poisson-pisteprosessimallia aariarvojen kuvaamiseen kaytannos-
sa sovellettiin ensimmaisena julkaisussa Smith ([23], 1989).
Tarkastellaan seuraavaksi tarkemmin erasta traagista tapahtumaa, jolla on ol-
lut suuri merkitys aariarvoteorian historiassa. Esimerkki toimii samalla myos
motivaationa seuraavan luvun tarkasteluihin { ja on sellaisenaan mielenkiintoi-
nen.
1.7.1 Pohjanmeren tulva
Luultavasti merkittavin yksittainen aariarvoteorian ja erityisesti sen tilastol-
listen sovelluksien kehittymiseen vaikuttanut ulkoinen tekija on ollut tammi-
kuun 31. paivan iltana vuonna 1953 sattunut Pohjanmeren tulviminen. Kuten
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Bingham ([24]) muotoilee, tuolloin todellisuus otti kiinni ja ohitti matematii-
kan, "mathematics was overtaken by reality". Myrskyaallokko ja sen aiheuttama
laaja tulviminen johti 1 800 ihmisen kuolemaan Hollannissa, ja Alankomaiden
hallitus asetti valittomasti tapahtuman seurauksena korkean prioriteetin sattu-
neen kaltaisten tulvaonnettomuuksien syiden ymmartamiselle ja onnettomuuk-
sien ehkaisemiselle. Merenpinnan alapuolella sijaitsevan Alankomaiden kohdalla
ongelmassa oli siis kyse siita, kuinka maarata turvalliset padonkorkeudet, joita
vesi ei ylita riittavan suurella varmuudella, ottaen kuitenkin huomioon talou-
delliset realiteetit ja kustannus-hyoty{suhteen.
Koska patojen kohdalla uhkana ovat nimenomaan aallonkorkeuden maksimiar-
vot, aariarvoteoria on valittomasti relevantti ongelman ensimmaisen osan, eli
vedenkorkeuden mallintamisen osalta. Hieman tarkemmin muotoiltuna, mate-
maattinen ongelma on seuraava: annettuna pieni luku p (luokkaa 10 4 tai 10 3),
on maarattava padon korkeus siten, etta tulvan todennakoisyys (padon ylittavan
vedenkorkeuden sattumistodennakoisyys) tiettyna vuonna on p. Kyseessa on
siis olennaisesti vedenkorkeuden todennakoisyysjakauman korkeiden kvantiilien
estimointiongelma. Stationaarisessa tapauksessa (kun jakauma ei muutu ajan
suhteen) edella mainittua p:n arvoa vastaava (1  10 4)-kvantiili vastaa tapah-
tumaa, joka sattuu kerran 10 000 vuodessa. Tata kutsutaan 10 000-vuoden
toistumistasoksi (ks. tarkemmin alaosio 2.2.2 jaljempana).
Kuten mainittu, hollantilaisten matemaatikkojen tyo van Dantzigin alaisuudes-
sa Alankomaiden patoprojektissa edisti aariarvoteorian tilastollisten menetel-
mien kehitysta ja sen kaytannon sovelluksia suuresti. Suoritetuilla tilastollisilla
analyyseilla oli myos huomattava merkitys lopullisessa patojen korkeutta koske-
neessa paatoksenteossa. Alankomaiden ns. suistolakiin (Deltawet, 8.5.1958) kir-
joitettiin vaatimus, etta hallituksen taytyy pitaa tulvakatastron riski tietyissa
rajoissa, ja tarvittaessa ryhtya toimiiin riskin alentamiseksi mikali ilmiosta saa-
daan uutta tietoa; hyvaksyttavaksi riskiksi meriveden aiheuttamalle tulvimisel-
le maariteltiin alueesta riippuen tulvan sattuminen kerran 10 000, 4 000 tai 2
000 vuodessa. Rajat on sisallytetty myos uuteen, 22.12.2009 voimaan tulleeseen
vesilakiin (Waterwet).19
Merenpinnan korkeus ilmoitetaan Alankomaissa tyypillisesti suhteessa keskive-
denkorkeuteen N.A.P. (Normaal Amsterdams Peil). Vuoden 1953 tulvan aiheutti
(N.A.P. + 3.85) metrin korkuinen myrskyaallokko, kun suurimman kirjoitetuis-
sa lahteissa mainitun, vuoden 1570 tulvan aiheuttaneen aallokon korkeudeksi on
arvioitu (N.A.P. + 4) m. Van Dantzig {raportti estimoi vedenkorkeuden vuo-
sittaisen maksimin (1   10 4)-kvantiiliksi eli kerran kymmenessa tuhannessa
vuodessa sattuvaksi tapahtumaksi (N.A.P. + 5.14) m.
Yhtena tuloksena aariarvoteorian noususta enemman kaytannon merkitysta {
ja siten suuremman prioriteetin { omaavaksi matematiikan alaksi Hollannissa
voidaan nahda myos muuan Laurens de Haanin vaitoskirja [25], ja sita seurannut
merkittava tutkimus. Kuvailevasti nimetyssa paperissaan [26], "Fighting the
Arch-Enemy with Mathematics"20, de Haan kuvaa Alankomaiden patoprojektin
yhteydessa tehtya teoreettista ja soveltavaa tyota tarkemmin.
19Ks. http://en.wikipedia.org/wiki/Delta Works ja http://nl.wikipedia.org/wiki/
Deltawet (2011).
20Siteerattu teoksessa [2]; kirjoittaja ei yrityksista huolimatta onnistunut saamaan de Haa-
nin paperia [26] kasiinsa.
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Lisaa historiaa seka viittaukset loytyvat esimerkiksi teoksesta [2], josta edellinen
esimerkki on mukailtu.
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Luku 2
Tilastolliset menetelmat
Tarkastellaan seuraavaksi edellisessa luvussa esitettyyn teoriaan perustuvia ti-
lastollisia menetelmia. Luvun esitys perustuu lahteisiin [1] ja [5].
Yleisimmat lahestymistavat aarimmaisten ilmioiden tilastolliseksi kuvaamiseksi
ovat ns. blokkimaksimimenetelma ja ylitemenetelma. Kuvassa 2.1 on havainnol-
listettu menetelmien eroa datan kayton kannalta: Ensimmaisessa havaintojouk-
ko jaetaan n:n havainnon blokkeihin, ja blokkimaksimit mallinnetaan yleistetylla
aariarvojakaumalla (GEV), kun taas jalkimmaisessa kaikkiin tietyn korkean
tason ylittaviin havaintoihin (ylitteisiin) sovitetaan yleistetty Pareto-jakauma
(GPD). Jalkimmaisen lahestymistavan yleistys on tarkastella pisteprosesseja,
jotka kuvaavat seka ylitteiden suuruudet etta niiden sattumisen ajassa.
Blokkimaksimit
Ylitteet
Kuva 2.1: Blokkimaksimimenetelma vs. ylitemenetelma.
Luku on organisoitu seuraavasti. Ensin tarkastellaan blokkimaksimimenetelmaa
ja GEV-jakauman sovittamista dataan suurimman uskottavuuden (SU) me-
netelmaa kayttaen (osio 2.2). Osiossa 2.3 kasitellaan ylitemenetelmaa ja GP-
jakauman sovittamista SU-menetelmalla. Yksinkertaisuuden vuoksi dataa pi-
detaan realisaationa iid prosessista, tai stationaarisesta prosessista aariarvoindek-
silla  = 1: stationaariseen prosessiin aariarvoindeksilla  < 1 liittyvan havainto-
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jen kasaantumisen huomiointia kasitellaan lyhyesti osiossa 2.4.1 Epastationaari-
sia prosesseja kasitellaan osiossa 2.5. Lopuksi osiossa 2.6 tarkastelu yleistetaan
pisteprosesseihin, joita kayttaen menetelmien yleistys epastationaariseen ta-
paukseen onnistuu luonnollisella tavalla.
Aivan keskeinen osa tilastollista mallinnusta on tarkastella estimoitujen mallien
hyvyytta; tahan kaytetaan mm. niin sanottuja todennakoisyys- ja kvantiiliku-
vaajia (probability / PP-plot ja quantile / QQ-plot). Kasiteltavia menetelmia
sovelletaan reaalimaailman dataan: esimerkkina tassa luvussa toimii merenpin-
nan korkeuden mallinnus, jota tarkastellaan yksityiskohtaisesti eri menetelmien
yhteydessa. Aloitetaan kaytettavan vedenkorkeusdatan kuvauksella. Tama luo
pohjan myohemmille esimerkeille.
2.1 Johdanto: Merenpinnan korkeus Helsingissa
Suomen rannikolla on mitattu vedenkorkeutta vuodesta 1841 lahtien erilaisilla
asteikoilta luettavilla laitteilla, ja mareografeilla eli mittausasemilla vuodesta
1887. Nykyisin mittaukset tehdaan automaattisilla laitteistoilla 13 mareograa-
semalla.2
Itameren vedenpinnan korkeuteen Suomen etelarannikolla vaikuttavat monet
tekijat, joista osa on vaikutuksiltaan pitkaaikaisia ja osa lyhytaikaisia. Mer-
kittavimmiksi tulvavedenkorkeuksiin vaikuttaviksi tekijoiksi on arvioitu Itame-
ren kokonaisvesimaara ja ominaisheilahtelu seka tuuli ja ilmanpaineen vaihte-
lut. Naista tuuli ja ilmanpaine ovat merkittavimpia lyhytaikaisia merivesitulvia
aiheuttavia tekijoita. Myos jaaolosuhteet vaikuttavat talvella paikallisiin veden-
korkeuden vaihteluihin. Vuoroveden merkitys Itameressa sen sijaan on vahainen.
[27, Liite 1]
Tarkastellaan seuraavassa meriveden korkeutta puhtaasti tilastollisena ilmiona
havaintoihin perustuen. Tavoitteena on kuvata poikkeuksellisen korkeiden me-
riveden tasojen { tai tulvien { sattumista, ja arvioida tahan saakka havaittu-
ja suurempien vedenkorkeuksien sattumisen todennakoisyytta aariarvoteorian
keinoin. Ongelmanasettelu johtaa siis vedenkorkeuden todennakoisyysjakauman
hantatodennakoisyyksien estimointiin.
On hyva pitaa koko ajan mielessa, etta kaikki tarkastelu esimerkissa perus-
tuu vedenkorkeuden havaittuihin maksimeihin, ja esimerkiksi vedenpinnan kes-
kimaaraista tasoa ei siis tassa tarkastella. Tulviin varautumisen ja (vahinko)va-
kuutuksen nakokulmasta vain poikkeuksellisen korkeat, ongelmia aiheuttavat
vedenpinnan tasot ovat kiinnostavia. Analyysi perustuu Ilmatieteenlaitokselta
1Tullaan nakemaan, etta stationaariseen prosessiin, jossa havainnot yleisesti ovat riippu-
via (serially dependent) voidaan kaytannossa soveltaa samoja menetelmia kuin iid dataankin.
Mikali prosessin aariarvoilla on taipumusta sattua ryppaissa, datan kasitteleminen kuin iid
on periaatteessa ongelmallista. Helpoin lahestymistapa on jattaa ongelma huomiotta, ja tulki-
ta suurimman uskottavuuden menetelma kvasi-SU-menetelmaksi (quasi-maximum likelihood,
QML), missa uskottavuusfunktio on vaarin maaritelty datan riippuvuusrakenteen suhteen.
Piste-estimaattien tulisi tasta huolimatta olla kohtuullisen tarkkoja, vaikka nain saadut kes-
kivirheet todennakoisesti ovat liian pienia. [5] Ks. myos luku 4.
2www.itameriportaali. { Vedenkorkeus (http://www.itameriportaali.fi/fi/tietoa/
sanakirja/fi FI/vedenkorkeus/)
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saatuun aineistoon, joka sisaltaa vedenkorkeuden paivakohtaiset maksimiarvot
ajalta 1.1.1904{31.12.2011 mitattuna Helsingin mareogralla eli mittausasemal-
la. Vuosien 1904{1970 aineisto perustuu 6 havaintoon per vuorokausi, ja vuo-
sien 1970{2011 aineisto tasatuntihavaintoihin. Korkeusjarjestelmana on teoreet-
tinen keskivesi, joka on kaytannon tarpeita varten tehty vuosittain muuttuva
ennuste vedenkorkeuden pitkaaikaiselle keskiarvolle (odotusarvolle). Teoreetti-
sen keskiveden laskennassa otetaan huomioon maankohoaminen ja merenpinnan
nousu.3
Kun aineiston vedenkorkeusmaksimit on ilmoitettu (kunkin mittaushetken) teo-
reettisen keskiveden suhteen4, on aineistosta siis periaatteessa puhdistettu kes-
kimaaraisen vedenkorkeuden muutoksen vaikutus vedenkorkeuden maksimei-
hin, olettaen etta keskivesi on maaritetty oikein. Talloin mahdollisten veden-
korkeusmaksimeissa havaittujen trendien tulisi vastata aitoja, nimenomaan ve-
denkorkeuden aariarvoihin (tassa maksimeihin) vaikuttavia tekijoita. Teoreetti-
sen keskiveden maarittamista ja siihen liittyvia kysymyksia ei tassa yhteydessa
kasitella sen enempaa, vaan data otetaan sellaisenaan analyysin pohjaksi.
Pitkan aikavalin ennusteissa merenpinnan keskimaaraisen tason muutos taytyy
luonnollisesti huomioida myos maksimien absoluuttisia arvoja muuttavina te-
kijoina, tai vastaavasti teoreettisen keskiveden muutos taytyy huomioida kun
ennusteen pohjana kaytetyt historialliset maksimit on ilmoitettu sen suhteen.
Valtamerien pinnan nousu nostaa vedenkorkeutta, kun taas Itameren alueella
yha jatkuva jaakauden jalkeinen maankohoaminen laskee sita. Ilmastonmuutok-
sen voi olettaa vaikuttavan myos merenpinnan korkeuden vaihteluun ja korkeu-
den aariarvoihin.
Tarkastellaan seuraavaksi analyysin perustana olevaa vedenkorkeusdataa. Tau-
lukossa 2.1 alla on esitetty joitakin tavanomaisia tilastollisia tunnuslukuja ha-
vaintoaineistosta (IQR eli Inter-Quartile Range taulukon viimeisessa sarakkeessa
tarkoittaa valia, jolle mahtuu datan kaksi keskimmaista kvartiilia, eli jakauman
25 % ja 75 % kvantiilien valiin jaavat havainnot).
Taulukko 2.1: Tilastollisia tunnuslukuja paivittaisten vedenkorkeusmaksimien muo-
dostamalle aikasarjalle.
n min max mediaani moodi keskiarvo keskihajonta IQR
39 447 -77 151 8 10 9.5 24.9 31.0
Vedenkorkeusdata eli paivatason maksimihavainnot on esitetty kuvassa 2.2; vuo-
sittaiset maksimit on merkitty kuvaan punaisilla palloilla. Aineiston korkein mi-
tattu vedenkorkeus oli 151 cm 9.1.2005.
Vedenkorkeusaikasarjaa tarkastellessa havaitaan valittomasti sarjassa ilmeneva
kausivaihtelu, siten etta vedenkorkeuden paivamaksimit ovat yleisesti ottaen
suurimpia talvikuukausina, ja jaavat selvasti pienemmaksi kevaalla ja myos
kesalla. Tama nakyy kuvasta paremmin tarkastelemalla hieman lyhyempaa ajan-
jaksoa: kuvassa 2.3 nakyy aikavali 1.1.2002{31.12.2011. Kuvassa 2.4 on puoles-
3www.ilmatieteenlaitos. { Mareogra (http://ilmatieteenlaitos.fi/mareografi)
4Nollatasoksi on siis otettu teoreettinen keskivesi, mista johtuen aineistossa on myos ne-
gatiivisia paivamaksimiarvoja.
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Kuva 2.2: Meriveden paivittaiset korkeusmaksimit.
taan esitetty paivamaksimien arvot kuukausittain jaoteltuna. Merenpinnan kor-
keus kayttaytyy eri tavoin eri vuodenaikoina, mika johtuu paaasiassa tuulen ja
ilmanpaineen kayttaytymisen vuotuisesta kierrosta { yksittaiset vuodet voivat
kuitenkin poiketa suuresti toisistaan eika tallaista keskimaaraista vuodenaikais-
kiertoa havaita joka vuosi. Keskimaarainen merenpinnan korkeus on Suomen
rannikolla korkeimmillaan joulukuussa ja matalimmillaan huhti-toukokuussa.5
Tama heijastuu myos tarkasteltaviin maksimiarvoihin.
Edelleen datasta havaitaan, etta paivamaksimit eivat ole riippumattomia, vaan
niilla on taipumus klusteroitua eli keraantya yhteen (vrt. kuva 2.3): merive-
den ollessa korkealla tiettyna paivana, lisaa tama todennakoisyytta etta myos
seuraavana paivana havaitaan korkea meriveden taso (ts. aikasarja on autokor-
reloitunut). Tama on luonnollista ilmion taustalla olevaa fysikaalista prosessia
ajatellen: Itameren kokonaisvesimaaraa saatelee paaasiassa veden virtaus sisaan
ja ulos suhteellisen matalien ja kapeiden Tanskan salmien lapi. Tulvia aiheutta-
vien vesimassojen paastya Itamereen (esim. pitkaaikaisen tuulen vaikutuksesta),
vaaditaan aikaa ennen kuin vedenkorkeus laskee takaisin tulvaa edeltaneelle ta-
solle. Itameren kokonaisvesimaaran vaihtelusta johtuvat korkeat vedenkorkeudet
saattavat kestaa viikkoja, jopa kuukausia. [27]
Muilta osin paivamaksimien aikasarja vaikuttaa satunnaiselta, ja siten vaikuttaa
perustellulta ottaa aluksi tyohypoteesiksi oletus, etta datan generoinut stokas-
tinen prosessi on stationaarinen.6 Tata oletusta tullaan myohemmissa osioissa
loysentamaan.
5www.itameriportaali. { Vedenkorkeus (http://www.itameriportaali.fi/fi/tietoa/
yleiskuvaus/veden liikkeet/vedenkorkeus/)
6Vrt. myos vuosimaksimeja koskevaan tarkasteluun osiossa 2.2.4.
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Kuva 2.3: Vedenkorkeuden maksimit aineiston viimeiselta 10 vuodelta.
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Kuva 2.4: Paivamaksimien korkeudet kuukausittain.
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2.2 Blokkimaksimimenetelma
Tarkastellaan dataa, joka muodostuu iid satunnaismuuttujien X1; : : : ; Xn reali-
saatiosta, missa satunnaismuuttujien yhteisena kertymafunktiona on F . Osion
1.3 teoria antaa otosmaksimin Mn jakaumalle approksimaation
P(Mn  x) = Fn(cnx+ dn)  H(x)
suurilla n, kun F 2 MDA(H). Tama antaa aiheen mallintaa maksimeja keraa-
malla lukuisa maara havaintoja n-blokin otosmaksimeista Mn ja sovittamalla
yleistetty aariarvojakauma (GEV) naihin. Muistetaan GEV-jakauman maaritel-
ma:
H;;(x) = exp
(
 

1 + 
x  

 1=)
; 1 + 
x  

> 0: (2.1)
Tapaus  = 0 vastaten Gumbel-jakaumaa tulkitaan raja-arvona, kun  ! 0, ja
on siis
H0;;(x) = exp
n
e 
x 

o
; x 2 R:
Merkitaan GEV-jakauman parametrijoukkoa lyhyesti  = (; ; ) 2 RRR+,
missa tutusti  on jakauman muotoparametri,  lokaatioparametri ja  skaalapa-
rametri. Jatkossa merkitaan tilanteesta riippuen yleistettya aariarvojakaumaa
joko H tai H.
Huomautettakoon tassa yhteydessa, etta kasiteltava lahestymistapa eli GEV-
jakauman sovittaminen otosmaksimeihin voidaan tulkita siten, etta implisiitti-
sesti oletetaan havaintojen olevan tasmalleen GEV-jakautuneita, eli X1; : : : ; Xn
iid, Xi  H, 8i.7 Tarkkaan ottaen oletus tasmallisesta GEV-jakautuneisuudes-
ta ei ehka ole realistisin mahdollinen, mutta se edistaa mallinnusta suuresti
mahdollistamalla parametristen estimointimenetelmien kayton.
Blokkimaksimimenetelman soveltamiseksi havainnot tulee jakaa samankokoisiin
ryhmiin eli blokkeihin. Menetelman kaytto on siten luonnollisinta, kun on ole-
massa luonnollinen tapa ryhmitella havainnot. Esimerkiksi paivittaiset veden-
korkeusmittaukset tai osaketuotot (tappiot) voitaisiin jakaa vuosittaisiin ryh-
miin ja ottaa kustakin ryhmasta maksimihavainto.
Oletetaan, etta havaintoaineisto on jaettu m:aan n:n havainnon blokkiin, ja
merkitaan i. blokkiaX(i). Talloin data (Xi)
mn
i=1 voidaan esittaa muodossa
X(1) =

X
(1)
1 ; : : : ; X
(1)
n

...
X(m) =

X
(m)
1 ; : : : ; X
(m)
n

7Vaihtoehto parametrisen GEV-perheen sovittamiselle dataan asymptoottisten argument-
tien perusteella on tarkastella ns. semiparametrisia menetelmia, joissa oletetetaan vain, etta
havainnot Xi  F , missa F 2 MDA(H). Nama keskittyvat muotoparametrin  (tai sen
kaanteisluvun, hantaindeksin 1=) estimointiin: tunnettuja esimerkkeja menetelmista ovat
Hill-estimaattori, Pickands-estimaattori, ja Dekkers-Einmahl-de Haan{estimaattori. Semipa-
rametristen menetelmien hyoty kaytannon mallinnussovelluksissa on kuitenkin usein rajattu,
eika niiden taustaa kasitella tarkemmin tassa esityksessa; ks. kuitenkin osio 3.2, jossa esitetaan
lyhyt kaytannon esimerkki. Menetelmista lisaa, ks. [2, kappale 6.4].
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Vektoreiden (X(i)) oletetaan olevan riippumattomia ja samoin jakautuneita,
mutta kunkin vektorin sisalla komponenttienX
(i)
j kesken voi olla { ja todellisuu-
dessa yleensa onkin { riippuvuutta. Kustakin havaintovektorista eli n-blokista
valitaan jakauman sovitusta varten otosten maksimit, eli
Mi =Mn;i = max

X
(i)
1 ; : : : ; X
(i)
n

; i = 1; : : : ;m:
Oletetaan jatkossa tassa osiossa, etta maksimien poimiminen lahtodatasta on jo
tehty, ja tarkasteltava data koostuu valmiiksi n-blokkien maksimeista; merkitaan
naita mukavuuden vuoksi Mi = Xi.
Havaintojen lukumaara n eli havaintojakson pituus tulisi valita niin, etta riip-
pumattomuusoletusta voi pitaa perusteltuna. Toisaalta otoksien lukumaaran
m tulisi olla riittavan suuri, jotta GEV-jakauman parametrit voidaan luotet-
tavasti estimoida datasta. Blokkien koon n ja lukumaaran m valitsemisessa
joudutaankin valttamatta tekemaan kompromissi: Suurella n GEV-jakauma-
approksimaatio otosmaksimeille on tarkempi johtaen pienempaan harhaan pa-
rametriestimaateissa. Suurella m puolestaan on enemman dataa johon jakauma
sovittaa, ja estimoitujen parametrien varianssi on pienempi.
Hyvin usein sovelluksissa n valitaan pragmaattisesti vastaamaan vuoden mit-
taista periodia. Tama osoittautuu usein kayttokelpoiseksi valinnaksi, ja kiertaa
mm. vuoden sisaisista kausivaihteluista ja sykleista johtuvat riippuvuusongel-
mat.
2.2.1 Suurimman uskottavuuden menetelma GEV-jakaumalle
Suurimman uskottavuuden menetelma on kaytannossa useimmin kaytetty para-
metrinen estimointimenetelma aariarvojen tapauksessa, mm. sen hyvien asymp-
toottisten ominaisuuksien ja erityisesti joustavuuden ansiosta. Liitteessa A on
esitetty tarkemmin suurimman uskottavuuden menetelman taustaa.
Oletetaan, etta X = (X1; : : : ; Xm) missa Xi ovat iid GEV-jakautuneita. Ha-
vaittuun otokseen X = x = (x1; : : : ; xm) perustuva uskottavuusfunktio on
talloin
L(;x) =
mY
i=1
h(xi)1f1+(xi )=>0g;
missa h on GEV-jakauman H tiheysfunktio. Laskennassa on yleensa mu-
kavampi kayttaa logaritmista uskottavuusfunktiota l(;x) = lnL(;x). GEV-
jakauman log-uskottavuudeksi, kun  6= 0, saadaan suoralla laskulla
l(;x) =  m ln  

1 +
1

 mX
i=1
ln

1 + 

xi   


 
mX
i=1

1 + 

xi   

 1=
;
(2.2)
kun
1 + 
xi   

> 0; i = 1; : : : ;m; (2.3)
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ja  > 0. Niilla parametrikombinaatioilla, joilla ehto (2.3) ei tayty { eli kun
yksi tai useampi datapiste osuu jakauman maarittelyalueen ulkopuolelle { us-
kottavuus L = 0, ja log-uskottavuus l =  1. Taten maksimointia ei tarvitse
erikseen kasitella rajoitettuna optimointitehtavana, kunhan alkuarvot on valittu
jotakuinkin jarkevasti. Ehdon  > 0 tayttyminen on helpointa varmistaa uu-
delleenparametrisoinnilla asettamalla ~ := ln numeerisessa laskennassa; ~:n ja
:n valilla on 1-1{vastaavuus, ja ~ on aina positiivinen.
Tapauksessa  = 0 log-uskottavuudeksi tulee GEV-jakauman Gumbel-muodosta
lahtien
l(;x) =  m ln  
mX
i=1

xi   


 
mX
i=1
exp

 

xi   


; (2.4)
kun  > 0.
Parametrijoukon  = (; ; ) suurimman uskottavuuden estimaattori ^ =
(^; ^; ^) saadaan maksimoimalla (log-)uskottavuusfunktion arvo. GEV-jakauman
tapauksessa eksplisiittista ratkaisua uskottavuusyhtaloille ei ole olemassa, vaan
maksimoinnissa taytyy turvautua numeerisiin menetelmiin.
Mahdollinen ongelma suurimman uskottavuuden menetelman soveltamisessa
aariarvoteorian jakaumiin kohdataan SU-menetelmaan liittyvia saannollisyyseh-
toja tarkastellessa. Niin sanotuissa saannollisissa tapauksissa SU-menetelman
tuottamat estimaatit ovat tehokkaita, tarkentuvia ja asymptoottisesti normaa-
lijakautuneita (ks. esim. [28]). GEV- ja GP-jakaumien kohdalla estimointiongel-
ma on kuitenkin epasaannollinen, koska jakaumien maarittelyalue riippuu tun-
temattomista, estimoitavista parametreista:    = on GEV-jakauman vasen
paatepiste, kun  > 0, ja oikea paatepiste, kun  < 0.
Saannollisyysehtojen toteutumatta jaamisesta johtuen suurimman uskottavuu-
den menetelman standardit asymptoottiset ominaisuudet eivat taten automaat-
tisesti pade, vaikka piste-estimaatti ^ onkin mahdollista loytaa numeerises-
ti. Smith [29] osoitti, etta SU-estimaattoreiden klassiset (hyvat) ominaisuudet
patevat, kun  >  1=2. Tarkemmin,
 kun  >  1=2, SU-estimaattoreilla on niiden tavanomaiset asymptoottiset
ominaisuudet;
 kun  1 <    1=2, SU-estimaattorit ovat yleisesti saatavissa, mutta
standardit asymptoottiset ominaisuudet eivat pade; ja
 kun  <  1, SU-estimaattorit eivat yleensa ole saatavissa.
Tapaus  <  1=2 (vastaten erittain lyhytta oikeaa hantaa) tulee kaytannossa
hyvin harvoin vastaan; esimerkiksi vakuutus- ja nanssisovelluksissa kohdatuil-
la jakaumilla on yleensa rajoittamaton oikea hanta, vastaten muotoparametrin
arvoa   0. Taten suurimman uskottavuuden menetelman soveltamiselle ei
yleensa ole esteita.
2.2.1.1 Parametriestimaattien luottamusvalit
Asymptoottiseen varianssiin perustuvat luottamusvalit. Suurimman us-
kottavuuden estimaattoreiden asymptoottisten ominaisuuksien nojalla estimaa-
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tit ovat asymptoottisesti normaaleja (tiettyjen saannollisyysehtojen ollessa voi-
massa), eli SU-estimaattorille ^ patee
^
: Nd(; IE() 1);
missa Nd tarkoittaa d-ulotteista multinormaalijakaumaa, d on parametrivekto-
rin  = (1; : : : ; d) dimensio, ja IE() ns. odotusarvoinen (Fisherin) informaa-
tiomatriisi (ks. liite A). Parametrien i asymptoottinen kovarianssimatriisi on
siis informaatiomatriisin IE kaanteismatriisi, ja parametrien varianssit saadaan
ko. kaanteismatriisin diagonaalilta.
Koska :n todellinen arvo on yleensa tuntematon, informaatiomatriisia IE ap-
proksimoidaan usein kayttamalla havaittua informaatiomatriisia IO() evaluoi-
tuna pisteessa  = ^. Merkitaan kaanteismatriisin IO(^)
 1 termeja vi;j , i; j =
1; : : : ; d. Talloin parametrin i likiarvoiseksi luottamusvaliksi luottamustasolla
(1  ) saadaan h
^i   z=2pvi;i; ^i + z=2pvi;i
i
;
missa z=2 on standardinormaalijakauman (1   =2)-kvantiili, z=2 =  1(1  
=2). Tarkemmat yksityiskohdat loytyvat liitteesta A.
Proiliuskottavuuteen perustuvat luottamusvalit. Vaihtoehtoinen { ja
yleensa tarkempi { menetelma luottamusvalien rakentamiseen perustuu ns. pro-
iliuskottavuuteen (prole likelihood). Log-uskottavuus voidaan formaalisti kir-
joittaa l() = l(i; i), missa  i tarkoittaa kaikkien muiden kuin i. kom-
ponentin muodostamaa vektoria. Parametrin i proiliuskottavuus (tai tassa
proililog-uskottavuus) maaritellaan
lp(i) = max
 i
l(i; i)
Siis kullekin i:n arvolle proiliuskottavuus on kaikkien muiden parametrien
suhteen maksimoitu log-uskottavuus. Voidaan myos ajatella, etta lp(i) on log-
uskottavuuspinnan proili parametriavaruuden i-akselilta nahtyna; tasta nimi
"proiliuskottavuus".
Proiliuskottavuus parametreille  = (; ; ) saadaan siis suoraviivaisesti mak-
simoimalla log-uskottavuusfunktio muiden parametrien suhteen. Esimerkiksi ja-
kuman muotoparametria  tarkastellessa kiinnitetaan ensin  = 0, ja maksimoi-
daan log-uskottavuus (2.2) (tai vastaava Gumbel-versio (2.4)) parametrien  ja
 suhteen. Toistamalla tama useilla eri arvoilla 0 saadaan rakennettua proi-
liuskottavuus parametrille . Likimaaraiset luottamusvalit voidaan konstruoida
uskottavuusosamaaratestiin (likelihood ratio test) perustuen; ks. liite B.
2.2.2 Toistumisperiodi ja toistumistaso
Esitetaan tassa vaiheessa toistumisperiodin ja toistumistason maaritelmat. Na-
ma kasitteet ovat hyodyllisia yleisesti aari-ilmioita hahmotettaessa ja erityisesti
estimoitujen mallien antamia tuloksia tulkittaessa.8 Toistumisperiodi (tai tois-
tumisjakso) vastaa kysymykseen "mika on keskimaarainen odotusaika kahden
8Tosin hyoty rajoittuu pitkalti stationaaristen mallien tarkasteluun, kuten hieman
myohemmin tullaan nakemaan.
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maaratyn, samantyyppisen aaritapahtuman valilla?", ja t. vuoden toistumistaso
vastaavasti kysymykseen "mika on se maaratyn aari-ilmion taso, joka ylitetaan
keskimaarin kerran t:ssa vuodessa?".
Kasitteet ovat intuitiivisesti selkeita, mutta esitetaan ensin hieman taustaa en-
nen muodollista maaritelmaa. Olkoon (Xi) jono iid satunnaismuuttujia jatku-
valla kertymafunktiolla F , ja olkoon u kiinnitetty kynnystaso. Tarkastellaan
tason u ylitteiden jonoa (1fXi>ug); nama ovat iid Bernoulli-jakautuneita satun-
naismuuttujia onnistumistodennakoisyydella p = F (u). Tasta seuraa, etta en-
simmaisen "onnistumisen" eli ensimmaisen tason u ylitteen sattumisaika,
L(u) = min
i1
fXi > ug;
on geometrisesti jakautunut satunnaismuuttuja jakaumalla
P(L(u) = k) = (1  p)k 1p; k = 1; 2; : : : :
Edelleen satunnaismuuttujat
Ln(u) = min
i>Ln 1
fXi > ug   Ln 1(u); n > 1;
kuvaavat ajanjaksoja kahden perakkaisen tason u ylityksen valilla (asetetaan
L1(u) = L(u)). Ylitysajat ovat riipumattomia, koska Xi:t ovat. Tapahtumien
fXi > ug toistumisperiodi on nyt E(L(u)) = 1=p = 1= F (u).
Maaritelma 2.1 (Toistumisperiodi)
Olkoon (Xi) jono satunnaismuuttujia yhteisena kertymafunktiona F . Tapahtu-
mien fXi > ug toistumisperiodi (return period) on
tu =
1
F (u)
:
Toistumisperiodin tulkinnan mukaan ajassa tu (tu:ssa havainnossa) sattuu kes-
kimaarin yksi tapahtuma (tason u ylitys), tai tasmallisemmin, aikayksikossa
sattuu tapahtuma todennakoisyydella F (u) 1. Toistumisperiodin (ja toistu-
mistason) tulkinta on erityisen selkea, kun aikayksikko vastaa yhta vuotta,
kuten asianlaita usein blokkimaksimimenetelmassa on. Talloin on luonnollis-
ta puhua odotusperiodin yhteydessa "t. vuoden tapahtumasta". Mikali kui-
tenki aariarvoilla on taipumus kasaantua tarkateltavassa prosessissa riippuvuu-
den seurauksena, useamman tapahtuman voidaan odottaa sattuvan lahekkain
(samana vuonna), vaikka keskimaarin yksi tapahtuma sattuukin tu vuodes-
sa.
Maaritelma 2.2 (Toistumistaso)
Olkoon (Xi) jono satunnaismuuttujia yhteisena kertymafunktiona F . (Toistu-
mis)periodia t vastaava toistumistaso (return level) on
xt = q1 1=t(F ) = F 

1  1
t

:
Toistumistaso on siis jakauman (1  1=t)-kvantiili, ja se voidaan tulkita tasoksi,
joka ylitetaan keskimaarin kerran ajassa t (tai t:ssa havainnossa). Maaritelmista
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seuraa, etta periodin (vuoden, havainnon) tu toistumistaso on u. Epastationaari-
sessa tapauksessa toistumisperiodin ja toistumistason maarittely ei ole yksikasit-
teista, koska havaintojen jakauma ja siten tapahtumien todennakoisyydet muut-
tuvat ajassa. Tahan palataan epastationaaristen prosessien tarkastelun yhtey-
dessa osiossa 2.5.
Merkitaan toistumisperiodia lyhyesti 1=p ja tata vastaavaa toistumistasoa xp,
0 < p < 1. p on esimerkiksi 0.01 tai 0.001, vastaten vuosimaksimimallissa ta-
pahtumia, jotka sattuvat keskimaarin kerran 100 tai 1 000 vuodessa. Kvantiilille
xp saadaan eksplisiittinen esitys kaantamalla yhtalo (2.1):
xp = H
 1
;;(1  p) =

   (1  f  ln(1  p)g );  6= 0;
   lnf  ln(1  p)g;  = 0: (2.5)
Toistumistason estimaatti x^p saadaan edelleen sijoittamalla yo. yhtaloon esti-
moidut parametrit ^ = (^; ^; ^).
Kvantiilien tarkasteleminen tarjoaa katevan tavan arvioida sovitettua GEV-
mallia. Graasta tarkastelua varten on mukava asettaa viela yp =   ln (1   p),
jolloin yhtalo (2.5) voidaan kirjoittaa
xp = H
 1
;;(1  p) =

   (1  y p );  6= 0;
   ln yp;  = 0: (2.6)
Kun xp piirretaan yp:n funktiona logaritmisella skaalalla (tai vaihtoehtoisesti,
xp piirretaan ln yp:n funktiona normaalilla skaalalla), nain saatu graa { tois-
tumistasokuvaaja, return level plot { on lineaarinen, jos  = 0. Jos taas  < 0,
kuvaaja on konveksi asymptoottisena rajatasona    =, kun p ! 0; ja jos
 > 0, kuvaaja on konkaavi ja kasvaa aarettomiin. Toistumistasokuvaaja on eri-
tyisen hyodyllinen mallin validoinnissa ja toisaalta myos esittamisessa, koska
skaalan valinta tiivistaa jakauman hannan niin etta datan ekstrapolaatio koros-
tuu.
Toistumistasokuvaaja koostuu toistumistasosta toistumisperiodin funktiona (so-
pivalla skaalauksella). Toistumisperiodikuvaaja saadaan tasta yksinkertaisesti
kaantamalla akselit toisinpain. Molemmat kuvaajat siis sisaltavat kaiken olen-
naisen tiedon talta osin.
2.2.2.1 Luottamusvalit
Piste-estimaattien lisaksi on tarpeen tarkastella estimaatteihin liittyvaa epavar-
muutta.
Asymptoottiseen varianssiin perustuvat luottamusvalit. Toistumistaso
(ja -periodi) on estimoitujen parametrien yksinkertainen funktionaali. Delta-
menetelmaa kayttamalla (ks. liite A) saadaan estimaatin x^p likimaaraiseksi va-
rianssiksi
Var(x^p) = rxTp V^rxp;
missa V^ on parametriestimaattien ^ = (^; ^; ^) (asymptoottinen) kovarianssi-
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matriisi, ja gradientti on
rxp =
0BBBBB@
@xp
@
@xp
@
@xp
@
1CCCCCA =
0BBBB@

2
 
1  y p
  

y p ln yp
1
   1  1  y p 
1CCCCA
evaluoituna pisteessa (^; ^; ^). Varianssiin perustuen voidaan suoraan maarittaa
luottamusvalit toistumistasolle.
Mikali  < 0, myos jakauman oikealle paatepisteelle xF < 1 voidaan johtaa
luottamusvalit. Oikea paatepiste vastaa tapausta p = 0, eli "aarettoman pitkaa"
toistumisperiodia. Paatepisteen SU-estimaatti on
x^0 = x^F = ^  ^=^;
ja varianssi saadaan maarattya kuten aiemminkin, silla erotuksella, etta gra-
dientti on nyt
rx0 =
0@ 21
  1
1A
evaluoituna pisteessa (^; ^; ^).
Proiliuskottavuuteen perustuvat luottamusvalit. Luottamusvalien ra-
kentaminen toistumistasolle xp proiliuskottavuuteen perustuen voidaan tehda
parametrisoimalla GEV-malli uudelleen, siten etta xp on yksi malliparametreis-
ta. (2.6) antaa suoraan
 =

xp +

 (1  y p );  6= 0;
xp +  ln yp;  = 0:
ja sijoittamalla tama log-uskottavuusfunktioon (2.2) saadaan GEV-malli ilmais-
tua parametrien (; xp; ) avulla. Proiliuskottavuus xp:lle voidaan nyt maarittaa
maksimoimalla log-uskottavuus muiden parametrien suhteen,
lp(xp) = max
(;)
l(xp; ; );
sopivalla valilla xp 2

xlp; x
r
p

luottamustasosta riippuen (ks. liite B).
2.2.3 Mallidiagnostiikkaa
Kaikessa tilastollisessa mallinnuksessa seuraava askel mallin sovittamisen jalkeen
on tarkastella estimoidun mallin hyvyytta. Aariarvoteoriaan perustuvien mal-
lien kohdalla tilanne on erityisen haastava, silla koko mallinrakennuksen tavoit-
teena on yleensa tehda paatelmia tahan asti havaittuja aarimmaisempien ta-
pahtumien sattumistodennakoisyydesta, toisin sanoen ekstrapoloida havaitun
datan ulkopuolelle.
2.2.3. Mallidiagnostiikkaa 61
Vaikka GEV- tai muuhun aariarvomalliin perustuvan ekstrapolaation oikeelli-
suutta on mahdotonta todentaa, mallia voidaan ja tulee verrata siihen havain-
todataan jota on saatavilla. (Lisaksi usein mallin hyvyyden ja jarkevyyden tar-
kasteluun saadaan tukea sovellusaluekohtaisista fysikaalisista tarkasteluista ja
reunaehdoista.) Mallin hyva sopivuus havaittuun dataan ei tietenkaan riita to-
distamaan etta malli toimisi myos havaintoalueen ulkopuolella, mutta sita voi-
daan pitaa jarkevana edellytyksena talle. Aariarvoteoriaan perustuvien mallien
vahvuutena on se, etta matemaattinen teoria kertoo taman olevan oikea malli-
luokka maksimien kaytoksen mallintamiseen kun otoskoko kasvaa aarettomaksi.
Mallintaja voi siis luottaa tyoskentelevansa hyvan malliluokan kanssa. Toisaal-
ta teorian tulokset ovat luonteeltaan asymptoottisia, eivatka pade tasmalleen
kuin idealisoiduissa tapauksissa; kaytannossa GEV- tai GP-approksimaation
patevyytta on vaikea arvioida suurillakaan n, ja mallin ekstrapoloiminen pe-
rustuu aina todentamattomiin oletuksiin.
Pitaen edella sanottu mielessa, paras mita voidaan mallidiagnostiikan mielessa
tehda on verrata havaittuja arvoja mallin antamiin. Esitetaan seuraavaksi kak-
si graasta tyokalua mallin hyvyyden (goodness-of-t) tarkasteluun, nimittain
todennakoisyyskuvaaja ja kvantiilikuvaaja. Tata varten maaritellaan ensin ha-
vaintoihin perustuva empiirinen kertymafunktio (empirical cumulative distribu-
tion function, lyh. ECDF).
Maaritelma 2.3 (Empiirinen kertymafunktio)
Olkoon X1; X2; : : : jono iid satunnaismuuttujia yhteisena kertymafunktiona F .
Jarjestetyn otoksen
X1;n  X2;n      Xn;n
empiirinen kertymafunktio Fn maaritellaan
Fn(x) =
1
n+ 1
nX
i=1
1fXixg =
i
n+ 1
; kun Xi;n  x < Xi+1;n; x 2 R:
Huomautus 2.4 Mille tahansa jarjestystunnusluvulle Xi;n tasmalleen i otok-
sen n:sta havainnosta on pienempia tai yhta suuria kuin Xi;n: taten saadaan
empiirinen estimaatti P(X  Xi;n) = Fn(Xi;n) = i=n. Taman sijasta kaytetaan
yleensa muotoa Fn(Xi;n) = i=(n + 1), jotta valtytaan tilanteelta Fn(Xn;n) = 1
otoksen suurimman havainnon kohdalla.
Koska empiirinen kertymafunktio Fn on todellisen havaintojen taustalla ole-
van todennakoisyysjakauman F estimaatti { itse asiassa harhaton ja tarkentuva
sellainen { tulisi Fn:n ja havainnoista estimoidun parametrisen jakaumaesti-
maatin F^ valilla olla kohtuullinen vastaavuus. Mikali nain ei ole, estimaattia
F^ ei yleensa voi pitaa riittavana mallina havainnoille. Seuraavat diagnostiset
menetelmat perustuvat olennaisesti empiirisen kertymafunktion ja (suurimman
uskottavuuden menetelmalla tai jollain muulla menetelmalla) estimoidun ker-
tymafunktion vertaamiseen.
Todennakoisyyskuvaaja. Aloitetaan maaritelmalla.
Maaritelma 2.5 (Todennakoisyyskuvaaja (PP-plot))
Olkoon
X1;n  X2;n      Xn;n
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iid havaintojen jarjestetty otos, ja F^ populaation estimoitu kertymafunktio. To-
dennakoisyyskuvaaja muodostuu pisteista
i
n+ 1
; F^ (Xi;n)

: i = 1; : : : ; n

: (2.7)
Mikali F^ on kohtuullinen estimaatti populaatiojakaumalle, todennakoisyysku-
vaajan pisteiden tulisi sijoittua lahelle yksikkodiagonaalia. Huomattavat poik-
keamat lineaarisuudesta puolestaan viittaavat siihen, etta malli ei pysty kuvaa-
maan havaintoja hyvin.
Soveltaen maaritelmaa GEV-jakaumaan ja havaittuun otokseen (x1;n  : : : 
xn;n), todennakoisyyskuvaajaksi saadaan
i
n+ 1
; H^(xi;n)

: i = 1; : : : ; n

; (2.8)
missa tutusti
H^(x) = exp
(
 

1 + ^

x  ^
^
 1=^)
:
Kvantiilikuvaaja.
Maaritelma 2.6 (Kvantiilikuvaaja (QQ-plot))
Olkoon
X1;n  X2;n      Xn;n
iid havaintojen jarjestetty otos, ja F^ populaation estimoitu kertymafunktio. Kvan-
tiilikuvaaja muodostuu pisteista
F^ (
i
n+ 1
); Xi;n

: i = 1; : : : ; n

: (2.9)
Siina missa todennakoisyyskuvaaja vertasi empiirisen ja estimoidun jakauman
antamia todennakoisyyksia, kvantiilikuvaaja vertaa nimensa mukaisesti naiden
antamia kvantiileita. Mikali F^ on kohtuullinen estimaatti todelliselle populaa-
tiojakaumalle, kvantiilikuvaajan tulisi jalleen koostua pisteista jotka ovat lahella
diagonaalia. Vaikka todennakoisyys- ja kvantiilikuvaajat esittavat periaatteessa
saman informaation eri skaaloilla, on kaytetylla skaalallakin kaytannossa mer-
kitysta. Tasta johtuen kvantiilikuvaaja on todennakoisyyskuvaajaa enemman
kaytetty { ja antaa yleensa paremman kuvan mallin hyvyydesta { aariarvomal-
lien yhteydessa, silla se tuo jakauman hannan paremmin esiin.
GEV-jakaumalle kvantiilikuvaaja on
H^ 1 (
i
n+ 1
); xi;n

: i = 1; : : : ; n

; (2.10)
missa
H^ 1 (x) = ^ 
^
^
h
1  f  lnxg ^
i
:
Huomautetaan viela, etta mikali yo. kaavaan sijoitetaan x = 1   p, paadytaan
kaavaan (2.5) eli toistumisperiodia 1=p vastaavaan toistumistasoon riippumat-
tomassa (tai stationaarisessa) mallissa, jalkimmaisen ollessa { ei mitaan muuta
kuin { jakauman kvantiili.
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2.2.4 Merenpinnan korkeuden maksimien mallintaminen
GEV-jakaumalla
Tarkastellaan seuraavaksi vuosittaisia vedenkorkeusmaksimeja (kuva 2.5). Ku-
van aikasarja on siis saatu poimimalla paivatason datasta kunkin vuoden paiva-
maksimeista suurin. Nain saadun aikasarjan voidaan olettaa koostuvan (liki-
main) riippumattomista havainnoista.
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Kuva 2.5: Vedenkorkeuden vuosittaiset maksimit.
Taulukossa 2.2 on esitetty joitakin tavanomaisia tunnuslukuja vuosimaksimien
sarjalle.
Taulukko 2.2: Tilastollisia tunnuslukuja vedenkorkeushavaintojen vuosimaksimien
muodostamalle aikasarjalle.
n min max mediaani moodi keskiarvo keskihajonta IQR
108 52 151 88 76 88.7 20.2 26.5
Vuosimaksimeja tarkastelemalla kierretaan kausivaihtelusta ja syklisyydesta joh-
tuvat ongelmat. Meriveden korkeutta fysikaalisena prosessina ajatellen voidaan
esittaa intuitiivisia perusteluja myos sille, etta vuosittaisten maksimien valilla
ei ole merkittavaa riippuvuusrakennetta: meriveden korkeus tiettyna paivana
voi vaikuttaa seuraavina paivina havaittavaan vedenkorkeuteen, mutta tuskin
vedenkorkeuteen maarattyna paivana esimerkiksi vuoden paasta.9 Tehdaan siis
9Tarkkaan ottaen vuosittaisten maksimien tarkastelussakin tulee se ongelma, etta kahden
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oletus, etta vedenkorkeus ilmiona ei ilmenna merkittavaa pitkan aikavalin riip-
puvuutta (long-range dependence) kiinnostuksen kohteena olevilla korkeilla ta-
soilla; talloin itse asiassa stationaariseenkin aikasarjaan voidaan soveltaa sa-
moja menetelmia kuin riippumattomien ja samoin jakautuneiden havaintojen
muodostamaan, ks. osiot 1.4 ja 2.4.
Palataan viela kuvan 2.5 tarkasteluun. Kyseisessa vuosittaiset maksimit sisalta-
vasta aikasarjassa on havaittavissa mahdollinen kasvava trendi. Kuvassa 2.2 (tai
2.3) vastaavaa ei sen sijaan selvasti havaita, kun tarkastellaan koko paivamaksi-
mien aikasarjaa. Nayttaa siis mahdolliselta, etta vedenkorkeuden vuosittaiset
maksimiarvot olisivat keskimaarin kasvaneet pitkan, 108 vuotta kattavan tarkas-
teluajanjakson aikana. Tahan palataan kappaleissa 2.5 ja 2.6 epastationaarisiin
aikasarjoihin soveltuvien menetelmien tarkastelun yhteydessa; toistaiseksi tehda-
an kasittelya yksinkertaistava oletus, etta data on stationaarista ja mahdollinen
trendi jatetaan huomiotta.
Edetaan sovittamaan GEV-jakauma vuosimaksimidataan. Parametrien estimo-
inti tapahtuu maksimoimalla GEV-jakauman log-uskottavuusfunktio (2.2) nu-
meerisesti MATLABin fminsearch-funktiota kayttaen. Tuloksena saadaan pa-
rametrien suurimman uskottavuuden estimaatit (SUE) ^ = (^; ^; ^) = ( 0:0849;
80:0; 17:3). Myohempaa vertailua varten log-uskottavuudeksi tulee maksimissa
-473.4. Parametriestimaattien likimaarainen kovarianssimatriisi on
V =
0@ 0:00634  0:0500  0:0625 0:0500 1:915 0:854
 0:0625 0:854 3:611
1A ;
missa matriisin diagonaalilla on siis parametriestimaattien varianssit. Ottamalla
naista neliojuuret saadaan keskivirheiksi se(^) = se((^; ^; ^)) = (0:0797; 1:384;
1:900). Likimaaraisiksi 95 %:n luottamusvaleiksi tulee taten ^iz=2se(^i), missa
z=2 = 
 1(1  =2) = 1:960 kun 1   = 0:95 eli  = 0:05. Taulukossa 2.3 on
esitetty parametriestimaatit luottamusvaleineen.
Taulukko 2.3: Parametrien SU-estimaatit luottamusvaleineen GEV-mallissa.
Parametri SUE 95 %:n luottamusvali
 -0.0849 [ 0:241; 0:0712]
 80.0 [76:2; 84:7]
 17.3 [14:7; 20:2]
xF 283 [ 18; 585]
Muotoparametrin  estimaatti on negatiivinen, mika viittaa jakaumaan jolla
on aarellinen oikea paatepiste. Tama lienee uskottavaa ajateltaessa taustalla
olevaa fysikaalista prosessia eli merenpinnan korkeutta. Toisaalta parametrin 
luottamusvali sisaltaa arvon 0, eli hypoteesia  = 0 ei tassa voida hylata 95 %:n
luottamustasolla (5 %:n merkitsevyystasolla).
perakkaisen vuoden maksimit saattavat olla hyvin lahella toisiaan, jos vesi pysyy korkealla juu-
ri vuodenvaihteen aikoihin; vrt. vuosien 2004{2005 ja 2006{2007 vuosimaksimeja kuvassa 2.3.
Periaatteessa dataan voitaisiin soveltaa sopivaa deklusterointisaantoa, siten etta kultakin vuo-
delta valitun maksimin vaadittaisiin olevan vahintaan tietyn etaisyyden (paivien lukumaaran)
paassa vierekkaisten vuosien maksimeista.
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Paatepisteen estimaatiksi mallissa saadaan x^F = ^   ^=^ = 283 (cm); 95 %:n
luottamusvali paatepisteelle on laaja, sisaltaen alueen negatiivisesta vajaaseen
6 metriin. Nama on esitetty myos taulukossa 2.3. Luottamusvalin vasemman
pisteen negatiivisuus tuo esiin yhden asymptoottiseen kovarianssimatriisiin pe-
rustuvien, valttamatta symmetristen luottamusvalien ongelmista. Myohemmin
kasiteltavalla proiliuskottavuusmenetelmalla saadaankin tarkemmat { ja tassa
tapauksessa realistisemmat { luottamusvalit.
Kuvassa 2.6 on esitetty vedenkorkeusdatan vuosimaksimien empiirinen kertyma-
funktio ja estimoitu GEV-jakauman kertymafunktio. Malli nayttaa sopivan ha-
vaintoihin varsin hyvin.
20 40 60 80 100 120 140 160 180
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Vedenkorkeus (x), cm
F(
x)
 
 
Empiirinen
GEV−sovite
Kuva 2.6: Vedenkorkeuden vuosimaksimien empiirinen kertymafunktio vs. GEV-
sovite.
Muodostetaan sovitetulle mallille osion 2.2.3 todennakoisyys- ja kvantiilikuvaa-
jat (kuva 2.7 ja kuva 2.8). Naiden perusteella malli nayttaa sopivan havaintoihin
hyvin, kuvat eivat osoita evidenssia mallia vastaan.
Estimoidusta jakaumasta (kuva 2.6) nahdaan suoraan mallin implikoimat me-
renpinnan eri korkeustasojen ylittamistodennakoisyydet. Olkoon kiinnostuk-
sen kohteena oleva taso x0; talloin todennakoisyydella H^(x0) tasoa ei yli-
teta vuoden aikana, tai ts. taso ylitetaan todennakoisyydella H^(x0) = 1  
H^(x0). Esimerkiksi korkeinta havaittua vedenkorkeutta, 151 cm, vastaava yli-
tystodennakoisyys on mallin mukaan H^(x0) = 0:0063, eli todennakoisyys ylit-
taa 151 cm vuoden aikana on 0.63 %. Vastaavasti mikali tarkastellaan tiettya
todennakoisyytta p0 ja kysytaan, mika on vedenkorkeuden taso jota ei yliteta
talla todennakoisyydella vuoden aikana, on vastaus xp0 = H
 1
^
(p0). Esimerkik-
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Kuva 2.7: Todennakoisyyskuvaaja vuosimaksimien GEV-sovitteelle.
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Kuva 2.8: Kvantiilikuvaaja vuosimaksimien GEV-sovitteelle.
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si 99.5 %:n todennakoisyydella tasoa x0:995 = H
 1
^
(0:995)  154 cm ei yliteta
vuoden kuluessa; merenpinnan korkeuden yhden vuoden 99.5 % Value-at-Risk
(VaR) on siis 154 cm. Taulukkoon 2.4 on keratty joitakin todennakoisyyksia
vastaavia vedenkorkeustasoja: tulkinta on siis, etta todennakoisyydella p mai-
nittua tasoa H 1
^
(p) ei yliteta vuoden aikana, ja todennakoisyydella 1  p taso
ylitetaan.
Taulukko 2.4: Eri todennakoisyyksia vastaavia merenpinnan korkeustasoja GEV-
mallissa.
p 1  p H 1
^
(p)
0.5 0.5 86 (cm)
0.75 0.25 100 (cm)
0.90 0.10 115 (cm)
0.99 0.01 146 (cm)
0.999 0.001 170 (cm)
Usein on helpompaa hahmottaa (luonnon)ilmioita kayttaen "t. vuoden ilmio"{
terminologiaa. Kaytetaan sovitettua mallia merenpinnan korkeuden toistumis-
tasojen ja toistumisaikojen estimoimiseen. Kuvassa 2.9 on esitetty toistumistaso
toistumisajan funktiona. Toistumisaika toistumistason funktiona puolestaan on
vain edellinen kaannettyna; hahmottamisen helpottamiseksi tamakin on esitet-
ty kuvassa 2.10. Kuvaajista nahdaan, etta esimerkiksi suurin mitattu merenpin-
nan korkeushavainto 151 cm vastaa mallin mukaan n. 160 vuoden tapahtumaa,
eli tapahtumaa, joka sattuu kerran 160 vuodessa (tietysti silla oletuksella, etta
ilmion satunnaisluonne (todennakoisyysjakauma) sailyy ajan suhteen muuttu-
mattomana)10.
Toistumistasoille (yhtapitavasti toistumisperiodeille) voidaan rakentaa (likimaa-
raiset) luottamusvalit SU-estimaattien asymptoottiseen kovarianssimatriisiin pe-
rustuen delta-menetelman avulla, osiossa 2.2.2.1 esitetylla tavalla.
Alla kuvaan 2.11 on piirretty 1 { 10 000 vuoden tapahtumia vastaavat tasot 95
%:n luottamusvaleineen. x-akselin asteikko on logaritminen pitkien aikavalien
hahmottamisen helpottamiseksi. Kuvaan on piirretty lisaksi alkuperaiset havain-
not, jolloin toistumistasokuvaaja voidaan kayttaa myos diagnostisena tyokaluna
mallin hyvyytta arvioitaessa. Estimoituun malli perustuva kuvaaja nayttaa vas-
taavan varsin hyvin havaittuja toistumistasoja.
Tassa yhteydessa on hyva muistaa, etta tulkitessa toistumistasokuvaajaa pit-
killa toistumisperiodeilla (eli pienilla p), vahvojen johtopaatosten kanssa taytyy
olla hyvin varovainen. Tama patee kaikkeen datan ulkopuolelle ekstrapolointiin.
Parametriestimaatit ja niiden luottamusvalit perustuvat oletukseen tai nollahy-
poteesiin, etta malli on oikea. Vaikka mallidiagnostiikka ei anna aihetta hylata
nollahypoteesia { eli malli on tassa mielessa kohtuullinen tai riittava (adequa-
te) { ei se myoskaan todista mallia oikeaksi. Malliin liittyvaa epavarmuutta
ja saatuja luottamusvaleja tulisikin siten pitaa oikestaan alarajoina, tai malli-
riski (model risk) tulisi pyrkia ottamaan eksplisiittisesti huomioon esimerkiksi
Bayesilaista viitekehysta hyodyntaen.
10Vrt. osiot 2.5 ja 2.6.
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Kuva 2.9: Toistumistasokuvaaja vedenkorkeudelle GEV-mallissa.
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Kuva 2.10: Toistumisperiodikuvaaja vedenkorkeudelle GEV-mallissa.
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Kuva 2.11: Vedenkorkeuden toistumistasokuvaaja GEV-mallissa luottamusvaleineen.
Suurimman uskottavuuden estimaattorin jakauman normaalisuus (joka on siis
asyptoottinen tulos otoskoon kasvaessa aarettomiin) ei myoskaan valttamatta
pade kovin hyvin pienilla otoksilla. Parempaan tarkkuuteen luottamusvaleissa
paastaankin yleensa kayttamalla proiliuskottavuuteen perustuvaa menetelmaa
(ks. osio 2.2.2.1 ja liite B). Kuvissa 2.12, 2.13, 2.14 ja 2.15 on esitetty proi-
liuskottavuusfunktiot 10, 100, 1 000 ja 10 000 vuoden toistumistasoille seka
vastaavat SU-piste-estimaatit. 95 %:n luottamusvalin vasen ja oikea piste saa-
daan proiliuskottavuusfunktion ja kriittista 2-arvoa vastaavan horisontaalisen
katkoviivan leikkauspisteista.
Taulukkoon 2.5 alla on koottu tarkasteltuja toistumisperiodeja vastaavat luotta-
musvalit SU-estimaattorin asymptoottiseen normaalisuuteen ja delta-menetel-
maan seka proiliuskottavuuteen perustuen.
Taulukko 2.5: Delta-menetelmaan ja proliuskottavuuteen perustuvat 95 %:n luotta-
musvalit merenpinnan korkeuden toistumistasoille GEV-mallissa.
Delta-menetelma Proiliuskottavuus
Toistumisperiodi (v) SUE (cm) 95 % CI (cm) SUE (cm) 95 % CI (cm)
10 115 [109; 121] 115 [109; 124]
100 146 [129; 162] 146 [132; 177]
1 000 170 [137; 203] 170 [146; 241]
10 000 190 [138; 243] 190 [154; 319]
Eri menetelmien tuottamia luottamusvaleja tarkastellessa havaitaan, etta ly-
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Kuva 2.12: Proiliuskottavuus merenpinnan korkeuden 10-vuoden toistumistasolle
GEV-mallissa.
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Kuva 2.13: Proiliuskottavuus merenpinnan korkeuden 100-vuoden toistumistasolle
GEV-mallissa.
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Kuva 2.14: Proiliuskottavuus merenpinnan korkeuden 1 000-vuoden toistumistasolle
GEV-mallissa.
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Kuva 2.15: Proiliuskottavuus merenpinnan korkeuden 10 000-vuoden toistumista-
solle GEV-mallissa.
72 2. Tilastolliset menetelmat
hyella 10-vuoden periodilla nama ovat samankaltaisia. Tarkastelujakson piden-
tyessa eli pidemmalle jakauman hantaan edetessa ero alkaa kuitenkin kasvaa
suureksi. Siina missa kovarianssimatriisiin perustuvat delta-menetelman anta-
mat luottamusvalit ovat valttamatta symmetrisia, proiliuskottavuusfunktion
asymmetrisyys kasvaa voimakkaasti toistumisperiodin kasvaessa, kuten kuvis-
ta edella nahdaan. Tama on luonnollista, silla havaintoaineisto tarjoaa sita
vahemman informaatiota vedenkorkeusprosessin jakaumasta, mita suurempia
tasoja (eli pidempia periodeja) tarkastellaan.
2.2.4.1 Kuukausikohtaiset vuosimaksimit
Tarkastellaan viela havainnollistuksen vuoksi lyhyesti kuukausikohtaista esti-
mointia perustuen kuukausittaisiin maksimihavaintoihin vuosilta 1904{2011. Ku-
ten vuosikohtaisista maksimeista edella, kustakin kuukausikohtaisesta vuosit-
taisesta maksimista on myos 108 havaintoa. Taulukossa 2.6 on esitetty dataan
sovitettujen mallien parametriestimaatit.
Taulukko 2.6: Paremetrien SU-estimaatit luottamusvaleineen kuukausikohtaisissa
GEV-malleissa.
Parametri  
Kuukausi SUE 95% CI SUE 95% CI
Tammi -0.0499 [ 0:186; 0:0863] 44.8 [39:3; 50:2]
Helmi -0.211 [ 0:345; 0:0761] 29.1 [22:9; 35:2]
Maalis -0.0173 [ 0:146; 0:112] 17.4 [12:3; 22:5]
Huhti -0.123 [ 0:234; 0:0111] 14.1 [10:6; 17:7]
Touko -0.219 [ 0:324; 0:114] 12.0 [9:0; 14:9]
Kesa -0.163 [ 0:309; 0:0163] 18.9 [16:4; 21:5]
Heina -0.144 [ 0:238; 0:0491] 27.1 [24:6; 29:6]
Elo -0.270 [ 0:385; 0:155] 32.6 [29:3; 35:9]
Syys -0.321 [ 0:425; 0:216] 38.5 [34:1; 42:9]
Loka -0.339 [ 0:461; 0:217] 43.3 [38:1; 48:6]
Marras -0.167 [ 0:284; 0:0495] 46.9 [42:0; 51:8]
Joulu -0.323 [ 0:445; 0:201] 51.6 [45:7; 57:6]
Parametri  xF
Kuukausi SUE 95% CI SUE 95% CI
Tammi 25.6 [21:9; 29:8] 557 [ 596; 1710]
Helmi 28.9 [24:8; 33:7] 166 [102; 230]
Maalis 24.1 [20:7; 28] 1410
 7220; 104
Huhti 17.0 [14:6; 19:7] 152 [53; 251]
Touko 14.0 [12:1; 16:2] 76 [53; 99]
Kesa 11.8 [10:1; 13:9] 92 [41; 142]
Heina 12.0 [10:4; 13:9] 111 [67; 153]
Elo 15.8 [13:7; 18:4] 91 [74; 108]
Syys 21.4 [18:5; 24:7] 105 [91; 119]
Loka 25.1 [21:6; 29:2] 117 [101; 134]
Marras 23.3 [20:1; 26:9] 186 [111; 261]
Joulu 28.4 [24:5; 32:9] 140 [118; 161]
Kuten odotettua (vrt. esim. kuva 2.4), parametriestimaattien arvoissa on pal-
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jon eroja eri kuukausien valilla. Toisaalta ne ovat luonteeltaan samankaltai-
sia. Kaikkien kuukausikohtaisten mallien muotoparametrin  estimaatti on ne-
gatiivinen, mika viittaa Weibull-tyypin aariarvojakaumaan aarellisella oikealla
paatepisteella. Tammikuun ja maaliskuun kohdalla :n 95 %:n luottamusvali
tosin ulottuu positiiviseksi, sisaltaen nollan. Aina kun  > 0, ja yleensa kun
 = 0, on jakauman oikea paatepiste xF = 1. Tallaisissa tapauksissa oikean
paatepisteen xF tarkastelu ei siis ole mielekasta. Lahella nollaa olevat muoto-
parametrin arvot heijastuvatkin taulukossa 2.6 tammikuun ja erityisesti maalis-
kuun xF :n SU-estimaatteihin ja luottamusvaleihin. Luottamusvalit perustuvat
delta-menetelmaan, eli niita vaivaavat aiemmin mainitut ongelmat (tassa luot-
tamusvalin symmetrisyydesta johtuen alaraja menee negatiiviseksi).
Kun ollaan kiinnostuneita vain vedenkorkeuden maksimitasoista ja niiden to-
dennakoisyyksista { eika erityisesti niiden sattumisajankohdista { kuten kiin-
teiden tulvavallien mitoituksen tai omaisuusvahingon todennakoisyyksien esti-
moinnin tapauksessa, ei kuukausikohtaista tarkastelua tarvita. Sen sijaan kuuka-
usi- tai kausikohtainen tarkastelu voi auttaa ilmion fysikaalisten ominaisuuksien
ymmartamisessa, etenkin, jos tilastolliseen malliin otetaan mukaan selittavia
muuttujia (ks. osiot 2.5 ja 2.6). Talloinkaan ei yleensa ole perusteltua tarkastella
kuukausia erikseen, vaan malliin tulisi rakentaa sisaan esimerkiksi aikariippuvat
parametrit ja soveltaa sita suoraan kaikki kuukaudet sisaltavaan datajoukkoon;
ks. edelleen osio 2.5.
2.3 Ylitemenetelma
Yksi blokkimaksimimenetelman ongelmista on se, etta menetelma ei valttamat-
ta hyodynna saatavilla olevaa { ja yleensa jo valmiiksi niukkaa { dataa tehok-
kaasti. Vain kunkin havaintoblokin suurin havainto huomioidaan mallinnukses-
sa, vaikka tietyssa blokissa saattaa olla useita havaintoja, jotka ovat suurem-
pia kuin jonkin toisen blokin maksimi. Mikali data on saatavilla muodossa,
joka sisaltaa muutakin dataa aari-ilmioista kuin vain kunkin havaintojakson
maksimin, paastaan parempaan lopputulokseen yleensa tarkastelemalla kaikkia
maaratyn korkean tason ylittavia havaintoja. Tama tarkoittaa tason u ylittavien
havaintojen jakauman (ylitejakauman) Fu mallintamista, ja lahestymistapaa
kutsutaan tassa esityksessa ylitemenetelmaksi (method of threshold excesses).
Esimerkiksi siina missa blokkimaksimimenetelma vedenkorkeusdataan sovellet-
tuna tavanomaisesti tarkastelee paivahavainnoista poimittuja vuosittaisia mak-
simeja, ylitemenetelmassa tarkasteluun otetaan kaikki maaratyn tason ylittavat
paivahavainnot.
Menetelman tilastollista implementointia ajatellen lause 1.47 antaa valittomasti
seuraavan approksimaation ylitejakaumalle Fu, suurilla u:
Fu(x) = P(X   u  xjX > u)  G;(u)(x); x > 0:
Oletetaan, etta tarkasteltava otos koostuu satunnaismuuttujajonostaX1; : : : ; Xn
yhteisena kertymafunktiona F . Naista maara Nu ylittaa tason u; Nu on luon-
nollisesti satunnaismuuttuja. Uudelleennimetaan tason u ylittavat havainnot
~X1; : : : ; ~XNu , ja merkitaan ylitteiden suuruuksia
Yj = ~Xj   u; j = 1; : : : ; Nu;
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ks. kuva 2.16. Jos tarkastellaan yhta aikaa useita eri tasoja u ja on olemassa
sekaannuksen vaara, merkitaan kynnystaso eksplisiittisesti nakyviin kirjoitta-
malla ~X(u), Y
(u)
j . Ylitemenetelma koostuu paapiirteissaan kynnyksen tai tason
u valinnasta ja yleistetyn Pareto-jakauman G; sovittamisesta tason ylitteisiin
(Yj)
Nu
j=1 = (Y
(u)
j )
Nu
j=1.
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Kuva 2.16: Ylitemenetelman datan havainnollistus: havaittu otos X = x ja tason
u = 3 ylitteet Y = y
2.3.1 Kynnystason valinta
Kuten blokkimenetelmassa blokin koon valinnan yhteydessa, myos ylitemene-
telman kynnystasoa valittaessa joudutaan tasapainottelemaan parametriesti-
maattien varianssin ja harhan valilla: liian suuri kynnyksen u arvo johtaa siihen,
etta estimointia varten jaa vain muutama havainto ja siten estimaattorien va-
rianssi on liian suuri, kun taas liian pienen kynnyksen valinta johtaa siihen, etta
ylitejakauman GPD-approksimaatio on huono, ja estimaattoreista tulee harhai-
sia. Ylitemenetelman kohdalla valintaongelma on itse asiassa kaytannossa vai-
keampi kuin blokkimaksimimenetelman kohdalla, koska jalkimmaisessa voidaan
usein osoittaa jossain mielessa luonnollinen datablokin koko, kuten vuosi mo-
nien luonnonilmioiden kohdalla. Ylitemenetelman osalta tallaista luonnollista
kynnysarvoa harvemmin on olemassa.
Teoreettisesti on mahdollista valita kynnys u asymptoottisesti optimaalisesti
tarkastelemalla eksplisiittisesti kompromissia harhan ja varianssin kesken [2,
s. 355], mutta kaytannossa yksiselitteista ratkaisua ongelmaan ei ole esitet-
ty. Kaytannossa ongelmaa lahestytaankin sovelluksien yhteydessa yleensa prag-
maattisesti pyrkimalla valitsemaan mahdollisimman matala kynnys siten, etta
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ylitejakauman aproksimointi yleistetylla Pareto-jakaumalla vaikuttaa viela pe-
rustellulta. Valinnan tueksi on esitetty kaksi GP-jakauman ominaisuuksiin pe-
rustuvaa menetelmaa, jotka esitetaan seuraavaksi: osiossa 1.5 tavattu ylitteen
odotusarvofunktio, seka parametriestimaattien stabiilisuuden arviointi sovitta-
malla malli useita eri kynnysarvoja kayttaen.
2.3.1.1 Ylitteen odotusarvofunktio
Oletetaan, etta  < 1, eli yleistetyn Pareto-jakauman odotusarvo on olemas-
sa (mikali nain ei ole { eli hyvin paksuhantaisten jakaumien tapauksessa { ei
taman osion menetelma suoraan sovellu). Maaritelmasta 1.46 muistetaan ylit-
teen odotusarvofunktio,
e(u) = E(X   ujX > u):
Oletetaan, etta yleistetty Pareto-jakauma patee jonon X1; : : : ; Xn tuottamille
tason u0 ylitteille, jolloin
e(u0) =
u0
1   ;
missa on merkitty tasoa u0 vastaavaa skaalaparametria  = u0 . Mutta jos GPD
on pateva malli tason u0 ylitteille, se on sita myos kaikille korkeamman tason
u > u0 ylitteille. Osion 1.5 mukaisesti saadaan talloin, kun u > u0,
e(u) =
u
1   =
u0 + u
1   =
u0
1   +

1   u:
Ylitteen odotusarvofunktio on siis u:n lineaarinen funktio, kun u > u0. Kyn-
nyksen valinta voidaan perustaa tahan GP-jakauman ominaisuuteen seuraavak-
si kuvatulla tavalla.
Ylitteen odotusarvofunktio e(u) = E(X   ujX > u) on nimensa mukaisesti
tason u ylitteiden ehdollinen odotusarvo, ja sen empiirinen vastine on tason u
ylittavien realisaatioiden otoskeskiarvo,
e^(u) =
1
#fi : Xi > ug
X
fi:Xi>ug
(Xi   u) = 1
Nu
NuX
i=1
Y
(u)
i :
Estimaatin e^(u) tulisi kasvaa likimain lineaarisesti (otoshajonnan huomioimisen
jalkeen) u:n suhteen niilla tasoilla u, joilla GP-jakauma tarjoaa sopivan mal-
lin havainnoille. Kynnyksen valintaongelmaa voidaan siis lahestya graasesti
piirtamalla pisteet
f(u; e^(u)) : u < Xmaxg ;
missaXmax = max(Xi; : : : ; Xn) ja etsimalla datasta aluetta, josta alkaen kuvaa-
ja on likimain lineaarinen. Kuvaajaa kutsutaan ylitteen otoskeskiarvokuvaajaksi
(sample mean excess plot) tai, erityisesti luotettavuustekniikan piirissa, jaljella
olevan keskielinian kuvaajaksi (mean residual life plot). Otoskeskiarvolle e^(u)
voidaan muodostaa luottamusvalit perustuen otoskeskiarvojen likimaaraiseen
normaalijakautuneisuuteen.
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2.3.1.2 Parametrien stabiilisuus
Toinen menetelma kynnystason u valitsemiseksi perustuu parametriestimaat-
tien stabiilisuuden tarkasteluun, kun mallin sovitus tehdaan lukuisilla eri u:n
arvoilla. Lahestymistapa pohjaa olennaisesti samaan argumenttiin kuin ylitteen
odotusarvofunktion kayttokin. Mikali yleistetty Pareto-jakauma on pateva malli
kynnyksen u0 ylitteille, niin myos tata tasoa korkeamman tason u ylitteet nou-
dattavat osion 1.5 ja edella sanotun mukaisesti GP-jakaumaa samalla muotopa-
rametrilla , mutta skaalaparametrilla
u := (u  u0) = u0 + (u  u0);
missa u0 on tasoa u0 vastaava skaalaparametri. Parametrin  pitaisi siis py-
sya vakiona (otosvarianssin huomioimisen jalkeen kaytannossa stabiilina) tason
u0 jalkeen, mikali GPD on sopiva malli tason u0 ylitteille. Vastaavasti skaala-
parametrin u tulisi muuttua likimain lineaarisesti tason u mukana, paitsi jos
 = 0. Tasta hankaluudesta paastaan eroon ottamalla kayttoon vaihtoehtoinen
parametrisaatio
 := u   u;
joka on siis vakio u:n suhteen ( = u0   u0).
Kynnyksen valintaa varten piirretaan siis estimaatit ^ ja ^ tasoa u vasten,
ja valitaan kynnykseksi u0 pienin u, josta lahtien parametrit pysyvat likimain
vakioina. Kaytannossa kuvaan on valttamatonta piirtaa mukaan myos luotta-
musvalit, jotta parametrien vakioisuudesta voidaan perustellusti sanoa jotain.
Luottamusvalit ^:lle (ja ^u:lle) saadaan tutusti SU-estimaattorien asymptoot-
tiseen normaalisuuteen perustuen parametriestimaattien kovarianssimatriisista
V^. Muunnetun parametrin ^
 kohdalla taytyy kayttaa delta-menetelmaa, jol-
loin likimaaraiseksi varianssiksi saadaan
Var(^) = rTV^r;
missa V^ on parametriestimaattien ^ = (^; ^u) (asymptoottinen) kovarianssi-
matriisi, ja gradientti on
rT =
0B@
@
@
@
@u
1CA =   u1

:
2.3.2 Suurimman uskottavuuden menetelma GP-jakaumalle
Kun kynnystaso u on valittu, voidaan GP-jakauma sovittaa dataan eli jakauman
parametrit estimoida suurimman uskottavuuden menetelmalla. GPD:n tiheys-
funktio parametreilla  2 R ja  > 0 on
g(x) =
8><>:
1


1 + 
x

  1 1
;  6= 0;
e x=;  = 0;
; x 2 D();
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missa maarittelyalue on
D() =

[0;1) ; kun   0;
[0; =) ; kun  < 0;
ja parametrien muodostama vektori  = (; ).
Merkitaan tason u ylittavia havaintoja ~X = ( ~X1; : : : ; ~XNu) ja vastaavia ylitteita
Y = (Y1; : : : ; YNu), missa siis Yj =
~Xj   u. Oletetaan, etta Yi ovat iid, Yi 
G; 8 i = 1; : : : ; Nu. Olkoon havaittu Nu = k tason u ylitysta. Havaittuun
otokseen Y = y = (y1; : : : ; yk) perustuva logaritminen uskottavuusfunktio on
talloin (kun  6= 0)
l(;y) =
kX
i=1
ln g(yi) =  k ln  

1 +
1

 kX
i=1
ln

1 + 
yi


; (2.11)
kun yi 2 D(; ) eli 1 + yi=  0 kaikilla i = 1; : : : ; k. Mikali maarittelyalueen
asettama rajoitusehto ei tayty jollain i, on l(;y) =  1.
Tapauksessa  = 0 saadaan log-uskottavuusfunktioksi
l(;y) =  k ln   1

kX
i=1
yi; (2.12)
missa nyt siis  =  = , vastaten eksponenttijakaumaa parametrilla 1=.
Seka tapauksessa  = 0 etta  6= 0 taytyy luonnollisesti olla  > 0. Tama
on jalleen helpointa varmistaa kayttamalla numeerisen laskennan toteutuksessa
:n sijasta muunnosta ~ := ln, joka on aina positiivinen ja voidaan lopuksi
muuntaa takaisin eksponenttiin korottamalla,  = exp (~).
Parametriestimaattien keskivirheet ja sita kautta luottamusvalit saadaan asymp-
toottisesta kovarianssimatriisista tutusti aiemmin esitetylla tavalla. Proilius-
kottavuuteen perustuvat luottamusvalit saadaan myos kuten aiemmin, maksi-
moimalla (logaritminen) proiliuskottavuusfunktio muiden (toisen) parametrien
suhteen.
2.3.3 Toistumisperiodi ja toistumistaso
Tarkastellaan seuraavaksi toistumistasoja ja {periodeja ylitemenetelmassa. Tois-
tumistason maaraamiseksi taytyy huomioida ylitteiden jakauman lisaksi to-
dennakoisyys, jolla ylitteet tapahtuvat. Muistetaan, etta ylitejakauma on
Fu(y) = P(X   u  yjX > u) = P(Y  yjX > u); y  0;
missa Y = X   u. Tapahtuman fY > yg = fX > u + yg ehdollistamaton
todennakoisyys voidaan kirjoittaa
P(Y > y) = P(X > u)P(Y > yjX > u);
tai lyhyemmin F (u + y) = F (u) Fu(y). Nyt tason u ylitejakauma on yleistetty
Pareto-jakauma, Fu(y) = G(y), ja tapahtuman fY > yg todennakoisyydeksi
tulee
P(Y > y) = u G(y);
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missa tason u ylittamisen todennakoisyytta on merkitty lyhyesti u := P(X >
u).
Keskimaarin kerran m:ssa havainnossa ylitettava taso xm (> u) saadaan nyt
yhtalosta P(Y > xm   u) = 1=m, eli, kun  6= 0,
u

1 + 
xm   u

 1=
=
1
m
:
Tama kaantamalla saadaan ratkaistua
xm = u+


 
(mu)
   1 ;
kun xm > u. Tapauksessa  = 0 saadaan vastaavasti tulokseksi
xm = u+  ln(mu);
kun xm > u.
Edella saatu xm onm. havainnon toistumistaso, eli taso, joka ylitetaan odotusar-
voisesti kerran m:ssa havainnossa.11 Tuloksien tulkintaa ja esittamista varten
on usein mukavampi tarkastella toistumistasoja jotka on maaritelty vuositasol-
la, siten etta N -vuoden toistumistaso on taso, joka keskimaarin ylitetaan kerran
N :ssa vuodessa. Oletetaan siis, etta vuodessa on ny havaintoa, jolloin N -vuoden
toistumistaso vastaa m-havainnon toistumistasoa arvolla m = nyN . Talloin N -
vuoden toistumistaso on
xN = u+


 
(nyNu)
   1 ; (2.13)
kun  6= 0, ja
xm = u+  ln(nyNu); (2.14)
kun  = 0.
Toistumistasoilla saadaan estimaatti, kun estimoidut parametriarvot sijoitetaan
yo. yhtaloihin. Todennakoisyyden u = P(X > u) havaittuun otokseen perus-
tuva luonnollinen estimaatti on tason u ylittavien havaintojen (k kpl) osuus
kaikista havainnoista (n kpl),
^u =
k
n
:
Toisaalta ylitystapahtuman indikaattori 1fXi>ug on Bernoulli-jakautunut satun-
naismuuttuja onnistumistodennakoisyydella p = P(X > u) = u, jolloin ylitys-
ten lukumaara Nu =
Pn
i=1 1fXi>ug on binomijakautunut parametrilla (n; u).
Tasta seuraa, etta ^u on myos todennakoisyyden u suurimman uskottavuuden
estimaattori.
Luottamusvalit. Keskivirheet ja niihin perustuvat luottamusvalit toistumis-
tasolle saadaan johdettua normaaliin tapaan delta-menetelmalla. Nyt kuitenkin
11Tai, tasmallisemmin, taso jonka havainto ylittaa todennakoisyydella 1=m { iid tapauksessa
nailla ei ole eroa.
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myos ylitystodennakoisyyden u estimaattiin ^u liittyva epavarmuus tulee huo-
mioida. u:n binomijakautuneisuuden nojalla estimaattorin varianssi on
Var

^u

=
^u(1  ^u)
n
;
ja parametriestimaattien ^ = (^; ^; ^u) kovarianssimatriisiksi saadaan
V^ =
0@ v1;1 v1;2 0v2;1 v2;2 0
0 0 ^(1  ^)=n
1A ;
missa vi;j on parametriestimaattien ^ = (^; ^) kovarianssimatriisin V^ alkio
(i; j). Delta-menetelmaan perustuen toistumistason xm (tai xN , kun m korva-
taan termilla nyN) estimaatin x^m likimaarainen varianssi on
Var(x^m) = rxTmV^rxm;
missa gradientiksi tulee
rxm =
0BBBBB@
@xm
@
@xm
@
@xm
@u
1CCCCCA =
0BBBBB@
  
2

(mu)
   1+ 

(mu)
 ln(mu)
1


(mu)
   1
m 1u
1CCCCCA ;
evaluoituna pisteessa (^; ^; ^u).
Delta-menetelmaa parempaan tarkkuuteen paastaan yleensa jalleen proilius-
kottavuuteen perustuvaa lahestymistapaa kayttaen. Toistumistasoille proilius-
kottavuus voidaan muodostaa uudelleenparametrisoimalla malli; u:hun liittyva
epavarmuus jatetaan tassa yhteydessa tavallisesti huomioimatta tarkastelun hel-
pottamiseksi, silla se on yleensa pienta muihin parametreihin liittyvaan epavar-
muuteen verrattuna. [1] Yhtaloista (2.13) ja (2.14) saadaan ratkaistua esimer-
kiksi  muiden parametrien funktiona:
 =
8><>:

xm   u
(mu)   1 ;  6= 0;
xm   u
ln(mu)
;  = 0:
Sijoittamalla tama log-uskottavuusfunktioon saadaan siita yhden parametrin
(eli :n) funktio, joka voidaan maksimoida :n suhteen, kiintealla xm. Kun me-
nettely toistetaan useille xm:n arvoille, saadaan muodostettua toistumistason
proiliuskottavuus. Luottamusvalit seuraavat tasta.
2.3.4 Mallidiagnostiikkaa
Kuten GEV-jakauman kohdalla blokkimenetelmassa, tarkastellaan sovitetun mal-
lin hyvyytta todennakoisyys- ja kvantiilikuvaajien avulla. Oletetaan siis, etta on
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valittu kynnys u, jonka ylitteet datassa ovat y = (y1; : : : ; yk), ja naihin on sovi-
tettu GP-jakauma,
G^(y) = G^(y) =
8><>: 1 

1 + ^
x
^
  1
^
; ^ 6= 0;
1  e x=^; ^ = 0;
Todennakoisyyskuvaaja koostuu nyt pisteista
i
k + 1
; G^(yi;k)

: i = 1; : : : ; k

; (2.15)
missa siis k on tason u havaittujen ylitteiden lukumaara alkuperaisessa otoksessa
x = (x1; : : : ; xn), ja y1;k      yk;k on ylitteiden jarjestetty otos.
Kvantiilikuvaaja on vastaavasti
G^ 1 (
i
k + 1
); yi;k

: i = 1; : : : ; k

; (2.16)
missa nyt
G^ 1 (y) =
(
^
^

(1  y) ^   1

; ^ 6= 0;
 ^ ln(1  y); ^ = 0;
Mikali GPD on kohtuullinen malli tason u ylitteille, seka todennakoisyys- etta
kvantiilikuvaajien tulisi olla lahes lineaarisia eli koostua pisteista jotka ovat
lahella yksikkodiagonaalia.
2.3.5 Merenpinnan korkeuden mallintaminen ylitemene-
telmalla
Jatketaan Itameren vedenkorkeuden tarkastelua soveltamalla ylitemenetelmaa.
Ylitteita tarkastellessa kaytetaan nyt koko paivamaksimien havaintoaikasarjaa
aikavalilta 1.1.1904{31.12.2011 (ks. kuva 2.2).
Ennen yleistetyn Pareto-jakauman sovittamista taytyy valita kaytettava kyn-
nystaso u jonka ylittavat havainnot otetaan mukaan tarkasteluun. Kuvassa 2.17
on esitetty ylityksien otoskeskiarvokuvaaja havaintoaineistolle 95 %:n luotta-
musvaleineen.
Nahdaan, etta kuvaaja kaartuu arviolta kynnysarvoon 94 cm { 96 cm saakka,
jonka jalkeen se pysyy tasaisena, kunnes arvon 105 cm kohdalla laskee arvoon
118 cm asti, ja taman jalkeen heilahtelee ylittavien keskiarvoistettavien havain-
tojen maaran laskiessa kohti nollaa kynnystason kasvaessa.
Tarkastellaan lisaksi parametriestimaattien stabiilisuutta kynnystason suhteen
estimoimalla GPD-malli toistuvasti kynnysarvoilla u 2 [0; 126] (cm); taman
jalkeen ylitteita on niin vahan, etta parametriestimaattien heilunta on epainfor-
matiivista. Kuvissa 2.18, 2.19 ja 2.20 on piirretty parametriestimaatit kynnys-
tason u funktiona seka 95 %:n luottamusvalit estimaateille.
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Kuva 2.17: Ylitteen otoskeskiarvokuvaaja vedenkorkeuden paivamaksimidatalle.
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Kuva 2.18: Parametrin  estimaatti vedenkorkeuden paivamaksimidataan sovitetulle
GP-jakaumalle kynnysarvon funktiona.
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Kuva 2.19: Parametrin  estimaatti vedenkorkeuden paivamaksimidataan sovitetulle
GP-jakaumalle kynnysarvon funktiona.
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Kuva 2.20: Parametrin  estimaatti vedenkorkeuden paivamaksimidataan sovitetulle
GP-jakaumalle kynnysarvon funktiona.
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Nahdaan, etta muotoparametrin  estimaatti kuvassa 2.18 vaikuttaa itse asiassa
kokonaisuutena tarkastellen melko vakiolta koko laajalla tarkasteluvalilla. Alus-
sa on tosin havaittavissa selvaa kaartumista. Lopussa nahdaan myos ylitteiden
maaran vahentyessa tyypillista heilahtelua. Pelkastaan taman kuvan perusteella
kynnystason saattaisi voida luottamusvalit huomioiden asettaa niinkin alhaalle
kuin 80 cm tasolle.
Kuvan 2.19 estimaatin ^ tulisi muuttua likimain lineaarisesti u:n funktiona niilla
tasoilla, joilla GPD-malli patee ylitteille, kun  6= 0. Kun  = 0, tulisi estimaatin
vastaavasti pysya likimain vakiona nailla tasoilla. Kuvan tulkintaa vaikeuttaa
nyt se, etta estimaatin ^ kuvaajan mukaan nolla sisaltyy :n (95 %:n) luotta-
musvaliin useimmilla korkeilla (eli relevanteilla) kynnystason arvoilla. Kuvaan
2.20 on piirretty muunnetun parametrin  =    u estimaatti ^ = ^   ^u;
taman tulisi pysya vakiona :n arvosta riippumatta. Muunnoksen hinta on kui-
tenkin se, etta parametriestimaattiin ^ tulee epavarmuutta seka parametrista
 etta parametrista . Kuvasta nahdaan, etta estimaatit heilahtelevat voimak-
kaasti, ja luottamusvalit kasvavat suuriksi. Kuvan 2.20 perusteella 80 cm:n tie-
noilla oleva kynnysarvo vaikuttaa liian alhaiselta.
Ylitteen otoskeskiarvokuvaajan seka parametriestimaattien stabiilisuuden tar-
kastelun perusteella paadytaan valitsemaan kynnysarvot u1 = 96 cm ja u2 = 108
cm jatkotarkastelua varten. Nama on valittu mahdolliselta vaikuttavien arvojen
ala- ja ylapaasta, pyrkien kuitenkin varmistamaan, ettei jakauman sovittamis-
ta varten jaa liian vahan havaintoja. Tason u = 96 cm ylittavia havaintoja on
aineistossa k = 95 kpl, kun tason u = 108 cm ylitteita on k = 39 kpl.
Kuvassa 2.21 on paivittaisten vedenkorkeusmaksimien aikasarjaan merkitty ta-
son u = 96 cm (musta poikkiviiva kuvassa) ylittavat havainnot punaisilla pal-
loilla. Kuvaan on myos havainnollisuuden vuoksi merkitty vuosimaksimit pu-
naisilla tahdilla. Nahdaan, etta iso osa vuosimaksimeista ei ylita valittua tasoa,
kun taas tason ylittavien havaintojen joukossa on paljon sellaisia, jotka eivat
ole vuosimaksimeja. Kuvassa 2.22 on vastaava informaatio tason u = 108 cm
osalta.
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Kuva 2.21: Vedenkorkeuden paivamaksimiaikasarja ja tason u = 96 cm (musta viiva)
ylittavat havainnot.
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Kuva 2.22: Vedenkorkeuden paivamaksimiaikasarja ja tason u = 108 cm (musta viiva)
ylittavat havainnot.
Kuvista nahdaan, etta ylityksia ei nayta tapahtuvan tasaisesti. Erityisesti ta-
soa nostaessa ylitteiden valiin jaa vuosikymmenien vali, siten etta esimerkiksi
korkeamman tason u = 108 (cm) kohdalla 1910-luvun loppupuolella tapahtuvaa
ylitysta seuraava ylitys sattuu vasta 1970-luvun puolivalissa. Jos tasoa viela nos-
tettaisiin, tapahtuisi ylityksia vain havaintoaineiston loppupuolella. Lisaksi ha-
vaitaan, etta ylityksilla on taipumusta sattua lahekkaisina paivamaarina. Tama
on tietysti luonnollista, kun merenpinnan taso on korkealla pidemman aikaa
ja havainnot ovat paivakohtaisia, ja saattaa vaatia perusylitemenetelmaa sovel-
lettaessa yliteryppaiden deklusterointia { eli klusterien tunnistamista ja vain
maksimihavainnon mukaanottoa kustakin klusterista { jottei datan riippuvuus
vaarista tuloksia.
Kuvien mukainen ylitysten sattumisen ajoitus viittaa siihen, ettei ylitedataa
voida pitaa iid havaintoina. Proposition (1.40) mukaan (ks. myos sita seuraa-
va perustelu) iid prosessissa korkean kynnyksen ylityksien jakauma noudattaa
(approksimatiivisesti) Poisson-jakaumaa. Varsinkaan korkeamman 108 cm:n ta-
son ylitykset eivat kuitenkaan nayta Poisson-jakautuneilta. Tahan palataan
myohemmin, mutta toistaiseksi mahdolliset ongelmat jatetaan huomiotta yli-
temenetelman perusmuodon havainnollistamiseksi.
Jatketaan siis sovittamalla yleistetty Pareto-jakauma ylitteisiin suurimman us-
kottavuuden menetelmalla. Taulukossa 2.7 on esitetty tuloksena saadut para-
metriestimaatit luottamusvaleineen. Erityisesti nahdaan, etta ylitemenetelma
viittaa vuosimaksimeihin perustuvaa blokkimaksimimenetelmaa vahvemmin mu-
otoparametrin  negatiivisuuteen; kynnyksen 96 cm tapauksessa nolla ei aivan
sisally 95 %:n luottamusvaliin, ja kynnyksen 108 cm kohdalla se sisaltyy juuri
ja juuri.
Kuvissa 2.23 ja 2.24 on vertailtu havaintoihin perustuvaa empiirista kertyma-
funktiota vastaavan dataan sovitetun GP-jakauman kertymafunktion kanssa.
Nahdaan, etta sovite vaikuttaa molemmissa tapauksissa varsin kohtuullisel-
ta.
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Taulukko 2.7: Parametriestimaatit GP-jakaumalle valituilla kynnystasoilla.
Kynnys u = 96 (cm) u = 108 (cm)
Parametri SUE 95% luottamusvali SUE 95% luottamusvali
 -0.176 [ 0:341; 0:011] -0.208 [ 0:438; 0:023]
 14.6 [11:2; 18:9] 13.2 [9:0; 19:3]
100 110 120 130 140 150
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Vedenkorkeus (x), cm
F(
x)
 
 
Empiirinen
GPD−sovite
Kuva 2.23: Vedenkorkeuden tason u = 96 cm ylittavien havaintojen empiirinen ker-
tymafunktio vs. GPD-sovite.
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Kuva 2.24: Vedenkorkeuden tason u = 108 cm ylittavien havaintojen empiirinen
kertymafunktio vs. GPD-sovite.
Kuvissa 2.25 ja 2.26 on esitetty todennakoisyys- ja kvantiilikuvaaja tason 96
cm ylitteiden GP-jakaumalle. Kuvissa 2.27 ja 2.28 on vastaavat tason 108 cm
ylitteisiin sovitetulle mallille. Myos naiden kuvaajien perusteella mallit sopi-
vat havaintoihin varsin hyvin. Havaintojen diskreetista luonteesta (mittaukset
1 cm tarkkuudella) johtuen todennakoisyyskuvaajissa nahdaan havaintojen ho-
risontaalista kasautumista, kun tasmalleen sama havaintoarvo esiintyy lukuisia
kertoja aineistossa (empiiriseen kertymafunktioon aiheutuu iso porras). Kvantii-
likuvaajista erottuu molemmissa tapauksissa suurin vedenkorkeushavainto 151
cm muista "poikkeavana". Suurimman ja toiseksi suurimman havainnon valilla
on datan skaalalla huomattava 15 cm:n ero, ja tama piirre korostuu tarkastel-
taessa jakauman hantaa.
Tarkastellaan seuraavaksi toistumistasoja. Kuviin 2.29 ja 2.30 on piirretty vuosi-
tason toistumistasokuvaajat kynnyksilla u = 96 ja u = 108 seka luottamusvalit
asymptoottisiin keskivirheisiin perustuen. Lahtodata muodostui paivatason ha-
vainnoista, joten N -vuoden toistumistaso vastaa tassa m-havainnon toistumis-
tasoa arvolla m = nyN = 365N (iid oletuksen patiessa, tietenkin).
Huomio kiinnittyy kvantiilikuvaajan tavoin suurimpaan, 151 cm:n havaintoon.
Tama ei aivan mahdu keskivirheeseen perustuvien mallin 95 %:n luottamusvalien
sisaan, toisin kuin muut havainnot. Nahdaan myos, etta ylitemenetelman anta-
mat toistumistasot ovat pitkilla aikavaleilla selvasti pienempia kuin blokkimak-
simimenetelmalla saadut. Toisin pain ilmaistuna, korkean merenpinnan tason
toistumisperiodi on ylitemenetelmassa paljon pidempi, eli todennakoisyys tason
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Kuva 2.25: Todennakoisyyskuvaaja tason u = 96 cm ylitteiden GPD-sovitteelle.
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Kuva 2.26: Kvantiilikuvaaja tason u = 96 cm ylitteiden GPD-sovitteelle.
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Kuva 2.27: Todennakoisyyskuvaaja tason u = 108 cm ylitteiden GPD-sovitteelle.
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Kuva 2.28: Kvantiilikuvaaja tason u = 108 cm ylitteiden GPD-sovitteelle.
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ylittamiseen vuoden aikana pienempi.
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Kuva 2.29: Vedenkorkeuden toistumistasokuvaaja GPD-mallissa (u = 96 cm) luotta-
musvaleineen.
SU-estimaattorin asymptoottiseen normaalisuuteen perustuvia luottamusvaleja
parempaan tarkkuuteen paastaan proiliuskottavuusmenetelmalla. Alla kuvissa
2.31 ja 2.32 on esitetty proiliuskottavuusfunktiot 100- ja 1 000-vuoden toistu-
mistasoille kynnyksen u = 96 cm ylitteisiin sovitetussa mallissa, ja kuvissa 2.33
ja 2.34 on vastaavat kynnyksen u = 108 cm ylitteisiin perustuvassa mallissa.
Luottamusvalit saadaan luettua proiliuskottavuusfunktion ja kriittista tasoa
vastaavan horisontaalisen katkoviivan leikkauspisteista.
Taulukossa 2.8 on esitetty ja vertailtu eri menetelmien antamia luottamusvaleja
eripituisilla toistumisperiodeilla. Proiliuskottavuus tuo hyvin esille havaintoi-
hin liittyvan epavarmuuden: vaikka esimerkiksi 1 000-vuoden tapahtuman piste-
estimaatti on "vain" n. 153 cm { ja sellaisenaan epauskottavan alhainen12 {
ulottuu 95 %:n luottamusvali sille 144 senttimetrista 193 tai 198 senttimet-
riin.
Tarkastellaan seuraavaksi samaa asiaa hieman eri nakokulmasta, eli vedenkor-
keustasojen ylitystodennakoisyyksia. Todennakoisyyksia tarkastellessa taytyy
muistaa, etta sovitetty GPD-malli kuvaa tason u ylitejakaumaa, eli ylitteiden
jakaumaa ehdolla, etta taso u ylitetaan. GP-jakauman suoraan antamat to-
dennakoisyydet ovat siis ehdollisia todennakoisyyksia (vrt. kertymafunktioiden
kuvaajat edella). Kuten toistumisperiodien yhteydessa osiossa 2.3.3 nahtiin, eh-
dollistamaton ylitteen { eli tapahtuman X > x, kun x > u { todennakoisyys
12Vrt. keskustelu taman osion lopussa.
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Kuva 2.30: Vedenkorkeuden toistumistasokuvaaja GPD-mallissa (u = 108 cm) luot-
tamusvaleineen.
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Kuva 2.31: Proiliuskottavuus merenpinnan korkeuden 100-vuoden toistumistasolle
GPD-mallissa (u = 96 cm).
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Kuva 2.32: Proiliuskottavuus merenpinnan korkeuden 1 000-vuoden toistumistasolle
GPD-mallissa (u = 96 cm).
135 140 145 150 155
−134
−133.5
−133
−132.5
−132
−131.5
−131
Return Level r100
Lo
g−
Li
ke
lih
oo
d
 
 
Profile Likelihood
ML Estimate
95% CI
Kuva 2.33: Proiliuskottavuus merenpinnan korkeuden 100-vuoden toistumistasolle
GPD-mallissa (u = 108 cm).
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Kuva 2.34: Proiliuskottavuus merenpinnan korkeuden 1 000-vuoden toistumistasolle
GPD-mallissa (u = 108 cm).
Taulukko 2.8: Delta-menetelmaan ja proliuskottavuuteen perustuvat 95 %:n luotta-
musvalit merenpinnan korkeuden toistumistasoille GPD-malleissa.
u = 96 Delta-menetelma Proiliuskottavuus
Toistumisperiodi SUE (cm) 95% CI (cm) SUE (cm) 95% CI (cm)
10 122 [118; 127] 122 [118; 128]
100 141 [133; 149] 141 [134; 159]
1 000 154 [139; 167] 154 [144; 193]
u = 108 Delta-menetelma Proiliuskottavuus
Toistumisperiodi SUE (cm) 95% CI (cm) SUE (cm) 95% CI (cm)
10 122 [118; 128] 122 [119; 128]
100 141 [134; 149] 141 [135; 158]
1 000 153 [139; 166] 153 [144; 198]
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voidaan (osion merkintoja kayttaen) kirjoittaa
P(X > x) = P(X > u)P(X > xjX > u) = u G(x  u) =: 1  p:
Toisin sanoen todennakoisyys, etta havainto ei ylita tasoa x on P(X  x) = p.
Edelleen todennakoisyys, etta tasoa x ei yliteta vuodessa on yhta kuin to-
dennakoisyys, etta tasoa ei yliteta minaan paivana vuoden kuluessa. Kun mer-
kitaan fXv > xg tapahtumaa, etta x ylitetaan vuoden aikana, saadaan tapah-
tuman todennakoisyydeksi
P(Xv > x) = P(Xi > x jollakin i = 1; : : : ; 365)
= 1  P(Xi  x 8 i = 1; : : : ; 365)
= 1  P(X  x)365
= 1  p365;
missa Xi, i = 1; : : : ; 365 ovat paivittaisia havaintoja, Xi  X 8 i, ja havaintojen
oletetaan olevan riippumattomia. Sama tulos saadaan myos suoraan binomija-
kauman ominaisuuksiin perustuen, huomaamalla etta ylitteiden lukumaara on
binomijakautunut satunnaismuuttuja.
Taulukkoon 2.9 on koottu edella kuvatulla tavalla laskettuja vedenkorkeuden
rajatasoja xp eri ylitystodennakoisyyksille 1   p.13 Verrattuna blokkimaksimi-
menetelman (ks. taulukko 2.4) antamiin vedenkorkeuksia vastaaviin ylitysto-
dennakoisyyksiin, ylitemenetelman mukaan keskikorkeiden tasojen ylittamisen
todennakoisyys on suurempi, mutta hyvin korkeiden tasojen ylittamisen to-
dennakoisyys selvasti pienempi. Ero kasvaa mita pidemmalle vedenkorkeusja-
kauman hantaan mennaan.
Taulukko 2.9: Eri todennakoisyyksia vastaavia merenpinnan korkeustasoja GPD-
malleissa.
p 1  p xp, u = 96 xp, u = 108
0.5 0.5 99 (cm) -
0.75 0.25 111 (cm) 111 (cm)
0.90 0.10 122 (cm) 122 (cm)
0.99 0.01 141 (cm) 141 (cm)
0.999 0.001 154 (cm) 153 (cm)
Suoraviivaisesti sovelletun ylitemenetelman mukaan siis 2005 mitattu 151 cm
merenpinnan korkeus Helsingissa olisi todellakin aarimmainen havainto. Ole-
tus ylitteiden riippumattomuudesta ja samoin jakautuneisuudesta (iid-oletus)
ei kuitenkaan nayta kuvien 2.21 ja 2.21 perusteella patevan, mika saattaa ylite-
menetelmalla { sen tassa osiossa kaytetyssa perusmuodossa { saatujen tuloksien
tarkkuuden kyseenalaiseksi. Lisatarkastelu on selvasti tarpeen. Tahan palataan
osiossa 2.6 pisteprosessien yhteydessa.
13Todennakoisyytta 0.5 vastaava korkeus xp tason u = 108 cm ylitteisiin sovitetulle GPD-
mallille on taulukossa tyhja, koska ylitejakauma Fu(x) = G(x) on maaritelty vain, kun x  u
(= 108).
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2.4 Stationaariset aikasarjat
Kappaleessa 1.4 kavi ilmi, etta stationaarisiin aikasarjoihin on mahdollista sovel-
taa pitkalti samoja perustekniikoita kuin niiden riippumattomiin ja samoin ja-
kautuneisiin vastineisiinkin. Tarkastellaan seuraavaksi lyhyesti, millaisia lisahuo-
miota vaativia seikkoja stationaarisuus tuo aariarvojen tilastolliseen mallinta-
miseen.
Osiosta 1.4 muistetaan ehdot D(un) ja D
0(un), jotka yhdessa varmistavat, etta
ehdot tayttavan stationaarisen prosessin aariarvoilla on sama asymptoottinen
kayttaytyminen kuin vastaavalla iid jonolla.
2.4.1 Blokkimaksimimenetelma
Mikali stationaarisen prosessi pitkan kantaman riippuvuus prosessin korkeilla
tasoilla on heikkoa (tasmallisesti, prosessi tayttaa ehdon D(un)), voidaan mak-
simien jakaumaa mallintaa GEV-jakaumalla kuten iid tapauksessakin. Mikali
ehto D0(un) ei tayty, eli prosessin korkeilla arvoilla on taipumusta esiintya klus-
tereissa, tarvitaan aariarvoindeksin kasitetta (maaritelma 1.41): intuitiivises-
ti, aariarvoindeksi kuvaa prosessin aariarvojen klusteroitumistaipumuksen vah-
vuutta. Kun  < 1, aariarvojen ryppaina esiintyminen vaikuttaa rajajakauman
parametrien arvoihin aariarvoindeksin kautta; klusteroituminen on sita voimak-
kaampaa, mita lahempana  on nollaa. Jos  = 1, prosessilla ei ole taipumus-
ta kasaantua suurilla arvoilla ja maksimit kayttaytyvat tasmalleen kuten iid-
tapauksessakin (jolle aina   1).
Kaytannossa aariarvoindeksin  < 1 vaikutus uppoaa kokonaan GEV-jakauman
parametreihin. Johtopaatoksena on siis, etta blokkimaksimimenetelman yhtey-
dessa stationaarisen aikasarjan ilmentama riippuvuus voidaan mallinnusmielessa
jattaa huomiotta, ja stationaariseen tapaukseen soveltaa tasmalleen samoja ti-
lastomenetelmia kuin iid tapaukseenkin. Riippuvuus kuitenkin todennakoisesti
vaikuttaa tilastomenetelmien perusteluna olevan GEV-approksimaation tark-
kuuteen heikentavasti, vaikka tarkka asymptoottinen rajatulos onkin (aariarvo-
indeksin vaikutusta vaille) tasmalleen sama iid- ja stationaariselle jonolle.
2.4.2 Ylitemenetelma
Kuten GEV-jakauma blokkimaksimimenetelmassa, GP-jakauma sailyy ylitteil-
le soveltuvana stationaarisenkin sarjan kohdalla. Jos  = 1, niin muutoksia iid
tapaukseen ei tilastollisten menetelmien osalta tarvita. Jos taas  < 1 eli pro-
sessi osoittaa taipumusta aariarvojen klusteroitumiseen, taytyy tama huomioida
mallinnuksessa. Blokkimaksimimenetelman kohdalla ongelma olennaisesti kier-
rettiin tarkastelemalla vain n-blokkien maksimihavaintoja, missa taustaoletuk-
sena on etta blokit ovat riittavan suuria. Sen sijaan ylitemenetelmassa klus-
teroituminen voi aiheuttaa useita vierekkaisia valitun korkean tason ylityksia:
Tilastollisen mallinnuksen perusteluna olevat asymptoottiset tulokset kertovat,
etta korkean kynnyksen ylittavien havaintojen reunajakauma on yleistetty Pa-
reto, mutta eivat maaraa vierekkaisten ylitysten yhteisjakaumaa. Tama tar-
koittaa, etta (riippumattomuuteen perustuva) log-uskottavuus (2.11) ei pade
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tassa tapauksessa enaa edes approksimaationa. Yleista teoriaa, joka tarjoaisi
riippuvuuden huomioonottavan uskottavuusfunktion muodon, ei myoskaan ole
olemassa.
Kaytannossa ongelmaa lahestytaan usein pyrkimalla tunnistamaan erilliset ha-
vaintoklusterit, ja ottamalla mallinnukseen mukaan vain kunkin klusterin suu-
rin havainto, klusterimaksimi. Mikali klusterit on tunnistettu oikein, pitaisi nain
saatujen havaintojen olla (likimain) riippumattomia, jolloin tavanomaisia mal-
linnustekniikoita voidaan taas soveltaa. Menetelmaa kutsutaan deklusteroinnik-
si.
Yksinkertaisimmallaan deklusterointi voi koostua havaintojen manuaalisesta tut-
kimisesta ja klusterimaksimien valinnasta, mutta myos automaattisia tekniikoi-
ta on kehitetty. Yksinkertainen tapa maaritella klusteri on maarittaa kynnystaso
u, ja pitaa vierekkaisia kynnyksen ylityksia samaan ryppaaseen kuuluvina. Ta-
son u alitus lopettaa talloin klusterin, ja seuraavasta ylityksesta alkaa seuraava
klusteri. Yleensa on tarpeen sallia useampia alituksia ennen kuin klusterin katso-
taan katkenneen, jolloin ylitteiden katsotaan kuuluvan samaan klusteriin, kun-
nes r perakkaista havaintoa putoaa kynnyksen u alle, missa r 2 N on etukateen
kiinnitetty luku. Lukuarvon r valinnalla voi olla suuri vaikutus: liian pieni r tar-
koittaa, etta tuloksena saatavia vierekkaisia klustereita ei todennakoisesti voi
pitaa riippumattomina, ja liian suuri r puolestaan, etta riippumattomat kluste-
rit sulautetaankin yhteen.
Deklusterointi tassa yksinkertaisessa muodossaan on menetelmana yksinkertai-
nen, mutta luonteeltaan ad hoc. Menetelman haittapuolia on erityisesti se, etta
tulokset voivat olla herkkia deklusterointisaannon (esim. lukuarvon r) valinnalle.
Menetelma myos jattaa huomiotta mahdollisesti paljonkin dataa, kun vain kun-
kin klusterin maksimihavainto huomioidaan. Perustavanlaatuisemmin, deklus-
teroinnilla pyritaan poistamaan lyhyen kantaman riippuvuus ja ltteroimaan
havainnoista riippumattomia. Useissa sovelluksissa { esimerkiksi markkinaris-
kin kohdalla, ks. luku 4 { kuitenkin juuri taman riippuvuuden mallintaminen
on kiinnostavaa ja tarpeellista.
2.5 Epastationaariset aikasarjat
Monissa ilmioissa on havaittavissa piirteita jotka muuttuvat systemaattisesti
ajassa. Esimerkiksi saailmioihin liittyvat aikasarjat voivat ilmentaa kausivaihte-
lua eli sykleja eri vuodenaikoina vallitsevista erilaisista ilmasto-olosuhteista joh-
tuen, tai niissa voi olla havaittavissa trendi esimerkiksi ilmaston muutoksen tai
maankohoamisen seurauksena. Tallaisia prosesseja kutsutaan epastationaarisiksi.
Epastationaarisiin aikasarjoihin ei voida suoraan soveltaa iid-oletukseen perus-
tuvia perusmuotoisia aariarvomalleja. Osioissa 1.4 ja 2.4 nahtiin, etta stationaa-
risten prosessien kohdalla klassisen aariarvoteorian malleja voidaan { tietyin ra-
joituksin ja tiettyjen ehtojen voimassaollessa { pitkalti soveltaa stationaarisiin-
kin sarjoihin niiden ilmentamasta riippuvuudesta huolimatta. Epastationaaris-
ten prosessien kohdalla vastaavaa yleista teoriaa ei ole olemassa, vaan kaytannos-
sa epastationaarisuus taytyy huomioida tilannekohtaisesti asianmukaisella tilas-
tollisella mallinnuksella. Talloin aariarvoteorian perusmallit { blokkimaksimi-
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menetelman tai ylitemenetelman mukaiset { otetaan mallinnuksen pohjaksi, ja
niita laajennetaan ottamaan huomioon ilmioiden epastationaarisuus.
Epastationaarisuus havaintoaikasarjoissa on luonnollisinta ottaa huomioon aset-
tamalla GEV- tai GP-jakauman parametrit riippumaan ajasta tai muista se-
littavista muuttujista (covariates). Blokkimaksimimenetelman tapauksessa ta-
ma tarkoittaa, etta (vuosi)maksimien (Xt) oletetaan noudattavan GEV-jakau-
maa
Xt  H(t) = H((t);(t);(t))
hetkella t. Vastaavasti GP-jakaumaan perustuvien mallien kohdalla ylitemene-
telmassa taustaoletuksena on, etta ylitteet noudattavat jakaumaa
(Xt   u(t)jXt > u(t))  G(t) = G((t);(t));
missa u(t) on mahdollisesti ajasta riippuva kynnystaso. GP-jakauman kohdalla
epastationaarisuutta on helpompaa { ja luonnollisempaa { kasitella pisteproses-
sien kontekstissa, kuten myohemmin tullaan nakemaan.
Esimerkiksi lineaarinen trendi lokaatioparametrissa voidaan lisata GEV-malliin
asettamalla Xt  H(;(t); ), missa
(t) = 0 + 1t;
ja mallin parametrivektoriksi tulee (; 0; 1; ). Vastaavasti jos tarkasteltavas-
sa aikasarjassa on havaittavissa tason muutos (regime change), voidaan tata
mallintaa asettamalla esimerkiksi
(t) =

0; kun t < t0;
1; kun t  t0;
missa t0 on muutospiste. Kausivaihtelu voidaan pyrkia kuvaamaan asettamalla
parametrit riippumaan kaudesta, esimerkiksi kuukaudesta vuoden sisalla (yleen-
sa paloittain vakioina tai paloittain lineaarisina), tai kayttamalla periodisia
funktioita syklin kuvaamiseen:
(t) = 0 + 1 sin

2t
T

+ 2 sin

2t
T

;
missa T on syklin pituus. Ulkoiset muuttujat { kuten vaikkapa maastopaloihin
vaikuttavat kuivuusolosuhteet { voidaan lisata malliin samaan tapaan:
(t) = 0 + 1W (t);
missa selittavan muuttujan W arvo hetkella t on W (t).
Vastaavia malleja voidaan soveltaa myos skaalaparametriin  (tai ) muistaen
kuitenkin pitaa huolta skaalaparametrin positiivisuudesta, esimerkiksi mallinta-
malla log-muunnoksen ln kayttaytymista. Sen sijaan muotoparametria  (tai
vastaavaa hantaindeksia  = 1= stabiileilla jakaumilla) on pahamaineisen vai-
keaa estimoida datasta tarkasti [2]; :n mallintaminen sileana (smooth) funktio-
na ajan suhteen onkin yleensa eparealistinen tavoite. Kausivaihtelua kuvaavassa
mallissa saattaa syntya tarve maarittaa  paloittain vakioksi, vastaten ilmion
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eri kausina ilmentamaa erilaista luonnetta. Useimmissa sovelluksissa muuttuval-
le muotoparametrille ei kuitenkaan loydy perusteita, ja se pidetaankin yleensa
vakiona.
Kaikki edella esitetyt esimerkit voidaan kirjoittaa yleisessa muodossa
(t) =
0@ (t)(t)
(t)
1A =
0@ h(XT )h(XT )
h(X
T
 )
1A ;
missa  on jakaumaparametrin  mallia vastaava parametrien vektori, X vas-
taava mallivektori (design vector), ja h = 
 1
 sopiva funktio; funktiota  kut-
sutaan yleensa linkkifunktioksi, jolloin h on kaanteinen linkkifunktio (inverse
link function). Asetelma on tuttu yleistettyjen lineaaristen mallien (GLM) yh-
teydesta. GLM:ia koskeva teoria tai niita varten kehitetyt tilastolliset tyokalut
eivat kuitenkaan suoraan sovi aariarvo-ongelmiin, mm. koska yleistetyt lineaari-
set mallit rajoittuvat jakaumiin, jotka kuuluvat eksponenttijakaumaperheeseen
(exponential family of distributions). Aariarvojakaumat eivat yleisesti kuulu
edella mainittuun.
Esimerkiksi ylla lineaarisen trendin tapauksessa
(t) = h(XT) = (1; t)

0
1

identiteettilinkilla (x)  1  h(x), ja muutospistemallissa kahdella muutospis-
teella
(t) = h(XT) =
 
1ft<t0g;1ft0t<t1g;1ft>t1g
0@ 01
2
1A
niin ikaan identiteettilinkilla. Kuten ylla mainittiin, skaalaparametrin  kohdal-
la kaytetaan usein logaritmista linkkifunktiota eli log-linkkia (x) = lnx, jolloin
h on eksponenttifunktio, h(x) =  1(x) = exp(x).
2.5.1 Suurimman uskottavuuden menetelma epastationaarisille
prosesseille
Yksi suurimman uskottavuuden menetelman vahvuuksista on sen helppo muo-
kattavuus monimutkaisillekin mallirakenteille. Tarkastellaan epastationaarista
GEV-mallia jonolle (Xt)
n
t=1:
Xt  H((t));
missa (t) = ((t);(t);(t)), ja merkitaan havaittua otosta X = x = (x1; : : : ;
xn). Uskottavuusfunktio on nyt
L(;x) =
nY
t=1
h(xt; (t);(t);(t));
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missa  = (;;). Log-uskottavuusfunktioksi auki kirjoitettuna tulee
l(;x) = 
nX
t=1
(
ln(t) +

1 +
1
(t)

ln

1 + (t)
xt   (t)
(t)

+

1 + (t)
xt   (t)
(t)
 1=(t))
;
(2.17)
kun 1 + (t)(xt   (t))=(t) > 0, kaikilla t 2 I = 1; : : : ; n. Mikali (t) = 0
joillakin indekseilla t 2 I0, I0  I, niin naita vastaavat termit yo. summassa
tulee korvata log-uskottavuusfunktion Gumbel-muodolla,
l(;x) =  
nX
t=1

ln(t) +
xt   (t)
(t)
+ exp

 xt   (t)
(t)

: (2.18)
Ts. jos (t0) = 0, niin aikaindeksia t0 vastaavan termin kontribuutio log-uskotta-
vuuteen on
l(;xt0) =  

ln(t0) +
xt0   (t0)
(t0)
+ exp

 xt0   (t0)
(t0)

:
Ylla esitetyissa lausekkeissa tulee (t), (t) ja (t) korvata niille kaytetyilla mal-
leilla, esim. (t) = 0 + 
1
t, jolloin saadaan parametrisaatio malliparametrien
 suhteen.
2.5.2 Mallin valinta
Aariarvomallien parametrien mallintaminen ajan ja selittavien muuttujien funk-
tiona johtaa suureen maaraan potentiaalisia mallirakenteita. Talloin kysymyk-
seksi nousee, miten valita ehdokasmalleista paras? Ilmioiden fysikaalinen luon-
ne, sovellusaluekohtainen taustateoria ja naihin perustuvat jarkevyystarkastelut
usein ohjaavat valintaa ja rajoittavat potentiaalisten mallien luokkaa, mutta
tamankin jalkeen on yleensa tarjolla lukuisa maara mahdollisia mallirakenteita.
Perusperiaatteena kaikessa tilastollisessa mallinnuksessa on pyrkimys parsimo-
niaan eli kuvaamaan dataa yksinkertaisimmalla mahdollisella mallilla, joka se-
littaa datan sisaltamasta vaihtelusta niin paljon kuin mahdollista (principle of
parsimony). Talloin malleja vertailtaessa tarkastellaan, kasvattaako ylimaarai-
sen parametrin lisaaminen malliin mallin selitysvoimaa "riittavasti" (tilastolli-
sesti merkitsevasti), jotta mallin monimutkaistaminen olisi perusteltua.
Kun mallien estimoinnissa kaytetaan suurimman uskottavuuden menetelmaa,
voidaan sisakkaisia mallirakenteita verrata helposti toisiinsa uskottavuusosa-
maaratestin avulla. Merkitaan verrattavia mallejaM0 jaM1, missaM0 M1,
eli malliM0 on yleisemman mallin erikoistapaus. Talloin mallinvalinta voidaan
perustaa testisuureeseen (devianssiin)
D = 2 (l1(M1)  l0(M0)) ;
missa l1(M1) ja l0(M0) ovat malleja vastaavat maksimoidut log-uskottavuudet.
Suuret testisuureen D arvot viittaavat siihen, etta malli M1 selittaa merkitta-
vasti enemman datan sisaltamasta vaihtelusta, kun taas pienet arvot viittaa-
vat siihen, etta mallin koon kasvattaminen ei paranna mallin selityskykya mer-
kittavasti. Tasmallisemmin, malliM0 hylataan merkittavyystasolla , jos D >
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c, missa kriittinen taso c on 
2
k-jakauman (1  )-kvantiili, kun mallien M1
ja M0 dimensioiden ero on k; ks. tarkemmin liite B.
Jos mallit eivat ole sisakkaisia, ei niita voi suoraan verrata keskenaan uskotta-
vuusosamaaratestiin perustuen samaan tapaan kuin ylla. Ei-sisakkaisten mal-
lien vertailuun on ehdotettu useita tunnuslukuja, ns. informaatiokriteereita, joi-
den perusajatuksena on ottaa lahtokohdaksi mallilla saavutettava maksimaali-
nen log-uskottavuus, ja vahentaa tasta malliparametrien maaraan verrannolli-
nen sakko. Pyrkimyksena on siis saattaa eri mallirakenteet vertailukelpoisiksi
huomioimalla niiden parametrien lukumaara; ks. tarkemmin liite B. Yleisesti
kaytettyja informaatiokriteereja ovat mm. Akaiken informaatiokriteeri (AIC) ja
Bayesilainen informaatiokriteeri (BIC).
2.5.3 Toistumisperiodi ja toistumistaso
Epastationaaristen mallien tapauksessa toistumistason maarittely ei ole yk-
sikasitteista, silla prosessin taustalla oleva todennakoisyysjakauma muuttuu ajan
suhteen. Talloin ei voida puhua "t-vuoden tapahtumasta" tai kerran t:ssa vuo-
dessa ylitettavasta tasosta { kuten iid- tai stationaarisen tapauksen yhteydessa
{ tasmentamatta, mita talla tarkoitetaan.
Epastationaarisessa tapauksessa toistumistason tasmallinen laskutapa riippuu
kaytetyn mallin muodosta. Esimerkiksi n-havainnon tapauksessa m:n n-blokin
toistumistaso xm voidaan maaritella yhtalosta
1
m
= P(max(X1; : : : ; Xn) > xm) = 1  P(max(X1; : : : ; Xn)  xm)
Jos havainnot (Xn) oletetaan riippumattomiksi ehdolla , saadaan edelleen
1
m
= 1 
nY
t=1
F(t)(xm);
missa F(t) = H(t) tai F(t) = G(t). Toistumistason estimaatti saadaan rat-
kaisemalla yhtalosta xm estimoiduilla parametrien arvoilla  = ^.
Esimerkiksi mallissa, jossa on vuoden mittainen sykli ja n havaintoa vuodes-
sa, ylla oleva vastaa suoraan m-vuoden toistumistasoa. Jos havainnot 1; : : : ; n
sen sijaan ovat vuosittaisia, vastaa toistumistaso xm m:n n:n vuoden blokin eli
mn-vuoden toistumistasoa. Siten "keskimaarainen" tai efektiivinen m-vuoden
toistumistaso saadaan jakamalla vuosien lukumaaralla eli n:lla. Kun mallis-
sa on esimerkiksi trendi, taytyy lisaksi maaritella, mita n-vuoden mittaista
ajanjaksoa tarkoitetaan, silla tulos riippuu tarkasteltavasta ajanjaksosta (to-
dennakoisyyksien tulo vaikkapa valeilla t = 1; : : : ; n ja t = 2; : : : ; n+1 on erilai-
nen). Toistumistaso ja toistumisperiodi -terminologia onkin kayttokelpoisinta,
kun havainnot ovat samoin jakautuneita (eli iid tai stationaarisia). Epastationaa-
risessa tapauksessa naiden kasitteiden kaytto puolestaan ei aina ole kovin luon-
nollista.14
14Ks. kohta 2.6.3.3 konkreettista esimerkkia varten, jossa toistumistason sijaan tarkastellaan
odotusarvoisesti kerran seuraavassa m vuodessa sattuvaa tapahtumaa.
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2.5.4 Mallidiagnostiikkaa
Epastationaarisissa malleissa kutakin otoksen havaintoa voi vastata erilainen to-
dennakoisyysjakauma. Mallin hyvyyden arvioimiseksi todennakoisyys- ja kvan-
tiilikuvaajien avulla taytyy havainnot ensin saattaa noudattamaan samaa ja-
kaumaa standardisoimalla data.
Estimoidun epastationaarisen GEV-mallin,
Xt  H(t) = H((t);(t);(t));
kohdalla esimerkiksi residuaalit
"t = Xt =

1 + (t)
Xt   (t)
(t)
 1=(t)
noudattavat standardia eksponenttijakaumaa, P( Xt  x) = 1 exp( x), x 2 R,
ja residuaalit
"t = Xt =
1
(t)
ln

1 + (t)
Xt   (t)
(t)

standardia Gumbel-jakaumaa, P( Xt  x) = exp( e x), x 2 R. Todennakoisyys-
kuvaaja on invariantti referenssijakauman valinnan suhteen, mutta kvantiiliku-
vaaja ei. Tavanomainen valinta referenssijakaumaksi on kuitenkin Gumbel, joh-
tuen mm. sen luonnollisesta asemasta GEV-jakaumaperheessa.
Oletetaan etta havaintojen muunnos tehdaan Gumbel-jakaumaan, ja merkitaan
havaittua otosta X = x = (x1; : : : ; xn), jolloin havaitut residuaalit ovat xt,
t = 1; : : : ; n, ja naiden jarjestetty otos x(1); : : : ; x(n). Todennakoisyyskuvaaja
muodostuu talloin pisteista
1
n+ 1
; exp
  e x(i) : i = 1; : : : ; n ;
ja kvantiilikuvaaja vastaavasti pisteista
  ln

  ln 1
n+ 1

; x(i)

: i = 1; : : : ; n

:
Epastationaarisen GP-mallin,
(Xt   u(t)jXt > u(t))  G(t) = G((t);(t));
kohdalla menetellaan samaan tapaan. Olkoon havaittu N = k mahdollisesti
ajasta riippuvan tason u(t) ylitysta Yj = Xtj u(tj). Merkitaan naiden havaittu-
ja arvoja yj = xtj u(tj), j = 1; : : : ; k, missa tj on j:nnen ylityksen sattumisaika
vastaten alkuperaisen prosessin havaittua arvoa Xtj = xtj . Koska eksponentti-
jakauma on yleistetyn Pareto-jauman erikoistapaus kun  = 0, GP-jakauman
kohdalla on luonnollista muuntaa havainnot tahan, eli kayttaa standardia eks-
ponenttijakaumaa referenssijakaumana. Talloin residuaalit ovat
yj =
1
(tj)
ln

1 + (tj)
yj
(tj)

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Merkitaan naiden jarjestettya otosta y(1); : : : ; y(k). Todennakoisyyskuvaaja on
nyt 
1
k + 1
; 1  exp   y(i) : i = 1; : : : ; k ;
ja kvantiilikuvaaja
  ln

1  1
k + 1

; y(i)

: i = 1; : : : ; k

:
2.5.5 Merenpinnan korkeuden mallintaminen epastatio-
naarisella GEV-mallilla
Osiossa 2.2.4 todettiin, etta merenpinnan korkeuden vuosimaksimien aikasarjas-
sa (kuva 2.5) on havaittavissa mahdollinen kasvava trendi. Tarkastellaan tata
tarkemmin.
Aloitetaan yksinkertaisella lineaarisella regressiolla sovittamalla suora vuosi-
maksimien aikasarjaan standardilla pienimman neliosumman (PNS) menetel-
malla. Kuvaan 2.35 on piirretty havaintoihin sovitettu suora. Regressiosuoran
y = kx + b kulmakertoimen estimaatiksi saadaan k^ = 0:27 (cm), 95 %:n luot-
tamusvalin ollessa [0.15, 0.39]. Erityisesti luottamusvali ei sisalla nollaa, eli nol-
lahypoteesi H0 : k = 0 etta datassa ei ole trendia voidaan hylata 95 %:n luot-
tamustasolla. Itse asiassa data sisaltaa varsin vahvaa evidenssia trendin ole-
massaolosta, ja nollahypoteesi voidaan hylata korkeammillakin luottamustasoil-
la.
Toisaalta vuosimaksimien aikasarjaa tarkasteltaessa voidaan havaita mahdolli-
nen muutos 1960-luvun loppupuolen tienoilla. Tata ennen datassa ei ole havait-
tavissa vakuuttavaa todistusaineistoa minkaanlaisesta systemaattista trendista.
Vaihtoehtoisesti voitaisiin siis sovittaa dataan esimerkiksi malli, jossa trendi
muuttuu jonakin vuosista 1965{1970. Todellakin, kun dataa edelleen tutkii line-
aarisen regression keinoin sovittamalla suora toisaalta aineistoon vuosilta 1904{
1969 ja toisaalta 1970{2011, havaitaan etta ensimmaisessa tapauksessa suoran
kulmakertoimeksi tulee lahes nolla (ei trendia), kun taas toisessa tapauksessa
kulmakerroin on selvasti positiivinen. Myos jalkimmaisessa tapauksessa tosin
95 %:n luottamusvali regressiosuoran kulmakertoimelle sisaltaa arvon nolla, eli
trendi ei tassa tarkastelussa ole tilastollisesti merkitseva tavanomaisella 5 %:n
merkittavyystasolla { luottamusvaleja laajentamalla tai vastaavasti merkitse-
vyystasoa hieman kasvattamalla paatelma kaantyisi kuitenkin painvastaiseksi.
Erityisen vahvaa tilastollista evidenssia trendista nayttaa kuitenkin olevan vain
pitkaa aikavalia tarkastellessa.
Nayttaa siis silta, etta vedenkorkeuden vuosittaiset maksimiarvot olisivat kes-
kimaarin kasvaneet pitkan, 108 vuotta kattavan tarkasteluajanjakson aikana.
Sovitetaan taman perusteella vuosimaksimidataan trendin sisaltava GEV-malli
olettamalla, etta vuosimaksimitXt vuonna t noudattavat GEV-jakaumaa
Xt  H(;(t); ); t = 1; : : : ; n;
missa
(t) = 0 + 1t;
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Kuva 2.35: Vedenkorkeuden vuosittaiset maksimit ja naihin sovitettu regressiosuora.
ja t valitaan vastaamaan havaintoaikasarjan ensimmaista vuotta 1904. Paramet-
rien SU-estimaateiksi saadaan
^ = (^; ^0; ^1; ^) = ( 0:195; 68:5; 0:24; 17:2)
ja 95 %:n approksimatiivisiksi luottamusvaleiksi
^CI =

^L ^L0 ^
L
1 ^
L
^U ^U0 ^
U
1 ^
U

=
  0:322 61:5 0:12 14:8
 0:068 75:6 0:35 20:0

:
Verrattuna stationaarisen GEV-sovitteen antamiin estimaatteihin (ks. tauluk-
ko 2.3), nahdaan, etta trendin lokaatioparametrin suhteen sisaltava malli antaa
vahvempaa evidenssia muotoparametrin  negatiivisuudesta. Skaalaparametrin
 estimaatti { ja sen luottamusvalit { sen sijaan ovat hyvin samanlaisia molem-
missa malleissa. Parametriestimaatin ^1 arvo 0.24 voidaan tulkita siten, etta
sovitetun mallin mukaan vuosittaisten vedenkorkeusmaksimien korkeus on kas-
vanut havaintojaksolla keskimaarin 0.24 cm vuodessa, eli 24 cm 100 vuodessa
(vrt. yksinkertaisen lineaarisen regression estimaattiin 0.27 cm / vuosi). Kuvaan
2.36 on piirretty estimoitu suora ^(t) ajan funktiona; tama on hyvin samankal-
tainen kuin kuvan 2.35 regressiosuora.
Tarkastellaan sovitetun mallin hyvyytta todennakoisyys- ja kvantiilikuvaajien
perusteella. Nama on esitetty kuvissa 2.37 ja 2.38 . Kuvaajien perusteella ei ole
syyta epailla mallin sopivuutta havaintoihin. Sivuhuomautuksena kvantiiliku-
vaajasta nahdaan, etta tarkasteltavan mallin mukaan suurin vedenkorkeusha-
vainto 151 cm ei ole mitenkaan "poikkeuksellinen".
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Kuva 2.36: Vedenkorkeuden vuosittaiset maksimit ja (t):n estimaatti.
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Kuva 2.37: Todennakoisyyskuvaaja trendin sisaltavalle GEV-mallille.
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Kuva 2.38: Kvantiilikuvaaja trendin sisaltavalle GEV-mallille.
Trendin sisaltavaa mallia (merkitaan tataM1) voidaan verrata stationaariseen
malliin (M0) suoraan uskottavuusosamaaratestin avulla, silla malliM1 sisaltaa
mallin M0 erikoistapauksenaan, kun 1 = 0. Vertailua varten muistetaan, etta
mallinM0 maksimoiduksi log-uskottavuudeksi saatiin l0 =  473:4, kun mallille
M1 vastaava log-uskottavuus on l1 =  466:0. Uskottavuusosamaaratestin (ks.
liite B) testisuureeksi saadaan
D = 2 (l1(M1)  l0(M0)) = 2( 466:0  ( 473:3)) = 14:8;
kun kriittinen arvo c eli 
2
1-jakauman (1 )-kvantiili merkitsevyystasolla  =
0:05 on c0:05 = 3:84. SiisD > c0:05, eli malliM1 selittaa dataa tilastollisesti mer-
kitsevasti paremmin 95 %:n luottamustasolla. Itse asiassa c0:001 = 10:83 < D,
eli malli M0 hylataan mallin M1 eduksi myos 99.9 % luottamustasolla. Ha-
vaintoaineiston sisaltama evidenssi trendin puolesta (tai tasmallisemmin, jon-
kin datan ajassa muuttuvan ominaisuuden, jota lineaarinen trendi selittaa) on
siis erittain vahvaa.
Mallin aikariippuvuus tarkoittaa, etta vedenkorkeuden todennakoisyysjakauma
muuttuu ajassa. Taten kaikki ilmioon liittyvat todennakoisyydet, kuten ylitys-
todennakoisyydet ja toistumistasot, riippuvat tarkasteluhetkesta tai tarkaste-
luaikavalista. Kuvaan 2.39 on piirretty mallin implikoima kertymafunktio eri
ajanhetkille, seka havainnoista maaritetty empiirinen kertymafunktio. Empiiri-
nen kertymafunktio rakentuu eri vuosien havaintojen perusteella, ja kukin naista
havainnoista noudattaa mallin mukaan omaa jakaumaansa: siten empiirinen ker-
tymafunktio edustaa todennakoisyysjakaumien sekoitusta, eika tasmalleen vas-
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taa mitaan yksittaisina ajanhetkina (vuosina) vallitsevista jakaumista (demo-
grasin termein voidaan ajatella kohorttia vs. periodikohtaista jakaumaa).
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Kuva 2.39: Vedenkorkeuden todennakoisyysjakauma ajan funktiona trendin
sisaltavan GEV-mallin mukaan.
Taulukossa 2.10 on esitetty suurimman toistaiseksi mitatun merenpinnan tason
xp = 151 cm ylittamisen (vuosittaisia) todennakoisyyksia pt muutamille vuo-
sille t, seka vertailuna osiossa 2.2.4 stationaarisella GEV-mallilla saatu (ajasta
riippumaton) todennakoisyys, p(M0).
Taulukko 2.10: Suurimman havaitun vedenkorkeustason ylitystodennakoisyyksia p
joillekin vuosille trendin sisaltavassa GEV-mallissa.
xp p(M0) p1904 p1960 p2011 p2020
151 (cm) 0.0063 1:3  10 6 4:4  10 4 0.0052 0.0073
2.6 Pisteprosessit
Kappaleessa 1.6 nahtiin, etta pisteprosessimalli korkean tason ylitteille tarjoaa
aariarvoanalyysille yhtenaisen viitekehyksen: iid datalle formuloitu POT-malli
yhdistaa yhteen malliin seka GEV-jakaumaan perustuvan mallin blokkimaksi-
meille etta GP-jakaumaan perustuvan mallin ylitteiden suuruuksille.
Osiossa 1.6.2 kasitellyn POT-mallin taustalla oleva (homogeeninen) Poisson-
prosessi ylityksien sattumiselle saadaan asymptoottisena rajatuloksena kun tar-
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kastellaan iid datan ylitteita, tai myos stationaarisen sarjan tapauksessa kun
tarkastellaan klusterimaksimeita; ks. [4], [23]. Tama motivoi tuttuun tapaan
kayttamaan tulosta approksimaationa korkealle mutta aarelliselle kynnystasolle
u, perustellen mallin sovittamisen dataan.
POT-mallia voidaan ajatella useasta lahtokohdasta kasin: Yksi tapa on ajatel-
la korkean tason u ylityksien tapahtuvan homogeenisen Poisson-prosessin mu-
kaisesti intensiteetilla , ja ylitteiden suuruuksien olevan yleistettya Pareto-
jakaumaa noudattavia, ylitysajoista riippumattomia iid satunnaismuuttujia. Ta-
ta kutsutaan joskus Poisson-GP{malliksi. Toinen tapa on kasitella ylitteita pis-
teina kaksiulotteisessa avaruudessa ja mallintaa niita suoraan 2-ulotteisella epa-
homogeenisella Poisson-prosessilla.
Poisson-GP {lahestymistapa mahdollistaa Poisson- ja GP-komponenttien esti-
moimisen datasta erikseen ("ortogonaalinen" lahestymistapa). Tama saattaa
joskus olla estimoinnin kannalta mukavaa. Pisteprosessilahestymistapa vaatii
kaksiulotteisen epahomogeenisen Poisson-prosessin sovittamista dataan. Iid da-
tan tapauksessa molemmat tuottavat teoriassa saman lopputuloksen. Pistepro-
sessilahestymistavan ehdottomana etuna on kuitenkin sen joustavuus ja helppo
yleistaminen sisaltamaan aikariippuvan intensiteetin ja ulkoisia selittavia muut-
tujia. Ortogonaalisessa lahestymistavassa tama ei yleensa onnistu luonnollisel-
la tavalla, ja on usein hankalaa. Poisson-pisteprosessissa parametreilla , , 
ei ole teoreettista riippuvuutta valitusta kynnystasosta u, kun GP-jakauman
skaalaparametri  puolestaan on suoraan u:n funktio ja siten muuttuu tason
mukana.
Perus-POT-mallin Poisson-pisteprosessi on homogeeninen ajan suhteen, mutta
epahomogeeninen ylitteiden suuruuden (vertikaalisen dimension) suhteen, kos-
ka korkeammat ylitteet ovat epatodennakoisempia. Kun POT-mallin (intensi-
teetin) parametrit asetetaan riippumaan ajasta tai selittavista muuttujista, saa-
daan tarkasteltavan prosessin epastationaarisuus luonnollisella tavalla huomioi-
tua. Tallaiset pisteprosessit ovat epahomogeenisia myos ajan suhteen.
2.6.1 Suurimman uskottavuuden menetelma pisteproses-
seille
Kiinnitetaan tila-avaruus E = R+  S vastaavalla Borel--algebralla E , ja tar-
kastellaan pisteprosessin N realisaatioita tila-avaruuden E osajoukossa R  E
(sigma-algebralla E (R) = (R)). Realisaatiot koostuvat pisteiden lukumaarasta
ja niiden paikoista. Ylitysten pisteprosessin tapauksessa pisteet ovat siis vali-
tun tason u ylittavia pisteita (Tj ; ~Xj) 2 R alla olevasta satunnaismuuttuja-
jonosta (X1; : : : ; Xn), ja realisaatiot ovat ylitteiden joukkoja f(Tj ; ~Xj) : j =
1; : : : ;Kug  E (R), missa Ku on ylityksien lukumaara. Tj tulkitaan j:nnen
ylityksen sattumisajaksi ja ~Xj vastaavasti ylitteen suuruudeksi.
Esitetaan seuraavassa hahmotelma uskottavuusfunktion johtamisesta Poisson-
pisteprosessille N . Pisteprosessien uskottavuusfunktioista tarkemmin ks. [30,
luvut 7.1{7.3]. Merkitaan yksittaista pistetta j = (Tj ; ~Xj) ja koko realisaatiota
 = (1; : : : ; Ku). Pistejoukon  todennakoisyys voidaan kirjoittaa
P(N = ) = P(Ku = k)P(N = (1; : : : ; k)jKu = k): (2.19)
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Ensimmainen todennakoisyys oikealla on nyt
P(Ku = k) = pKu(k) = e (R)
((R))k
k!
; (2.20)
koska N on Poisson-pisteprosessi. Geneeriselle satunnaismuuttujalle   j
patee
P( 2 A) = (A)
(R) ; A 2 E (R);
kun (R) < 1 (vrt. liitteen D.1 konstruktio). Intensiteettimitta on nyt esi-
tettavissa muodossa (A) =
R
A
(x) dx, jolloin derivaattana Lebesgue-mitan
suhteen saadaan :n tiheysfunktioksi
p(x) =
dP( 2 x)
dx
=
1
(R)
d(x)
dx
=
(x)R
R (s) ds
; x 2 E (R):
Satunnaismuuttujien  ehdollisesta riippumattomuudesta seuraa, etta N :n eh-
dollinen tiheysfunktio on muotoa
pN jKu((1; : : : ; k)jk) =
kY
j=1
p(j); (2.21)
jolloin, sijoittamalla yhtalot (2.20) ja (2.21) yhtaloon (2.19), saadaan N :n ti-
heysfunktioksi realisaatiossa N =  = (1; : : : ; k)
pN () = pKu(k)pN jKu ((1; : : : ; n)jk)
= exp f  (R)g ((R))
k
k!
kY
i=1
(j)
(R)
=
1
k!
exp f  (R)g
kY
j=1
(j);
(2.22)
kun k  0 (jos Ku = k = 0, niin tulo ylla tulkitaan tavalliseen tapaan 1:ksi). Us-
kottavuusfunktio on nyt tiheysfunktio (2.22) evaluoituna havaitulla otoksella ja
tulkittuna (intensiteetin) parametrien funktioksi; ks. seuraavat alaosiot. Tekija
1
k! tiheysfunktiossa on vakio kiinnitetylla otoksella, eika vaikuta parametrien
estimointiin. Taten se jatetaan jatkossa pois uskottavuusfunktiosta.
POT-malli. Olkoon ylitteiden havaittu maara otoksessa Ku = k, havaitut yli-
tysajat t1; : : : ; tn ja ylitteiden suuruudet ~x = (~x1; : : : ; ~xk), kun taso u on kiinni-
tetty. Log-uskottavuus POT-mallin Poisson-pisteprosessin tapauksessa voidaan
kirjoittaa
L(; ~x) = exp f  ((0; n] (u;1))g
kY
i=1
(~xi)
= exp f n(u)g
kY
i=1
(~xi);
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missa  = (; ; ); notaation osalta ks. osio 1.6.2. Log-uskottavuus on vastaa-
vasti
l(; ~x) =  n(u) +
kX
i=1
ln(~xi) = n lnH;;(u) +
kX
i=1
ln(~xi)
=  n

1 + 
u  

 1=
+
kX
i=1
ln
(
1


1 + 
~xi   

 1= 1)
;
(2.23)
kun 1 + (~xi   )= > 0 kaikilla i = 1; : : : ; k (ja luonnollisesti myos 1 + (u  
)= > 0,  > 0). Parametrit saadaan estimoitua maksimoimalla (log-)uskot-
tavuusfunktio numeerisesti.
Aikadimension suhteen epahomogeeniset mallit. Tarkastellaan mallia,
jossa Poisson-pisteprosessin intensiteetti (t; x) riippuu seka t:sta etta x:sta.
Edellista kohtaa mukaillen uskottavuusfunktio on nyt
L(; ~x) = exp f  ((0; n] (u;1))g
kY
i=1
(ti; ~xi)
= exp

 
Z n
0
Z 1
u
(t; y) dy dt
 kY
i=1
(ti; ~xi);
missa parametrivektoriin  on keratty intensiteetin parametreille (t) = ((t);
(t);(t)) kaytettyjen mallien parametrit (ks. osio 2.5). Log-uskottavuus on
l(; ~x) =  
Z n
0
Z 1
u
(t; y) dy dt+
kX
i=1
(ti; ~xi);
=  
Z n
0

1 + (t)
u  (t)
(t)
 1=(t)
dt
+
kX
i=1
ln
(
1
(ti)

1 + (ti)
~xi   (ti)
(ti)
 1=(ti) 1)
;
(2.24)
kun 1 + (t)(~xi   (t))=(t) > 0 kaikilla (t; x) = (ti; ~xi), i = 1; : : : ; k.
2.6.2 Mallidiagnostiikkaa
2.6.2.1 Ylitteiden suuruudet
Todennakoisyys- ja kvantiilikuvaajien muodostamiseksi pisteprosessimallille mu-
istetaan ensinnakin osiosta 1.6.3, etta ylitteet noudattavat GP-jakaumaa:
Fu(t)(x) = P(Xt > u(t) + xjXt > u(t))
=

1 + (t)
x
(t) + (t)(u(t)  (t))
 1=
= F(t);(t)(x);
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missa (t) = (t)+(t)(u(t) (t)). Nyt voidaan suoraan hyodyntaa epastatio-
naarista GP-jakaumaa koskevia tuloksia osiosta 2.5.4. Muunnetaan ylitteet Yj =
XTj   u(Tj) = ~Xj   u(Tj) seuraavasti:
Yj =
1
(Tj)
ln

1 + (Tj)
Yj
(Tj) + (Tj)(u(Tj)  (Tj))

:
Nama noudattavat nyt standardia eksponenttijakaumaa. Olkoon havaittu ylit-
teet y = (y1; : : : ; yk) ajanhetkilla t1; : : : ; tk, ja merkitaan naita vastaavien resi-
duaalien y = (y1; : : : ; yk) jarjestettya otosta y(1); : : : ; y(k). Kuten osiossa 2.5.4,
todennakoisyyskuvaaja on talloin
1
k + 1
; 1  exp   y(i) : i = 1; : : : ; k ;
ja kvantiilikuvaaja
  ln

1  1
k + 1

; y(i)

: i = 1; : : : ; k

:
2.6.2.2 Ylitteiden sattumisajat
Edellisen osion tarkastelu koski ylitteiden ehdollista suuruusjakaumaa (ylite-
jakaumaa) tarkasteltuna erikseen ylitteiden sattumisprosessista, eli ilman ai-
kaulottuvuutta. Tarkastellaan seuraavaksi ylitteiden sattumisaikoja, ja perus-
Poisson-pisteprosessimallin taustalla olevaa oletusta ylitteiden lukumaarien Po-
isson-jakautuneisuudesta. Seuraava perustuu lahteeseen [31]; ks. myos [30, lu-
ku 7.4].
Oletetaan, etta kynnystason u ylityksien sattumisajat ftig on generoinut (yk-
siulotteinen) prosessi N intensiteetilla (t; u) = u(t), ja tarkastellaan integraa-
lia
u(t) =
Z t
0
u(s) ds:
Tama on kasvava, koska (t) on ei-negatiivinen. Maaritellaan stokastinen ai-
kamuunnos t 7!  , missa  = u(t); joukko fti : i = 1; : : : ; ng kuvautuu nyt
joukoksi fi : i = 1; : : : ; ng. Tiedetaan, etta muunnettu prosessi ~N(t) := N() =
N( 1u (t)) on Poisson-prosessi vakiointensiteetilla 1 (ks. liite C). Toisin sanoen,
muunnetut sattumisajat fi = u(ti)g ovat realisaatio Poisson-prosessista in-
tensiteetilla 1, jos (ja vain jos) alkuperaiset ajat ftig ovat realisaatio prosessista
intensiteetilla u(t). Jos siis havaitun datan perusteella estimoitu ylitysintensi-
teetti ^u(t) vastaa hyvin todellista sattumisintensiteettia u(t), tulisi muunnos-
ten (i) kayttaytya kuin homogeeninen Poisson-prosessi.
Kenties viela havainnollisempaa on tarkastella odotusaikoja: Poisson-jakauman
perusominaisuuksien perusteella tiedetaan, etta mikali sattumisajat noudatta-
vat Poisson-prosessia, ovat perakkaisten tapahtumien valiset ajat (inter-arrival
times) eli odotusajat eksponenttijakautuneita satunnaismuuttujia. Tarkastel-
laan muunnettuja odotusaikoja
Yk = k   k 1 = u(tk)  u(tk 1) =
Z tk
tk 1
u(s) ds; k = 1; : : : ; n:
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Mikali (k) ovat Poisson-jakautuneita, ovat (Yk) iid eksponenttijakautuneita sa-
tunnaismuuttujia parametrilla 1. Edelleen suureet
Uk = 1  exp( Yk) (2.25)
ovat talloin riippumattomia ja tasajakautuneita valille [0,1). Kolmogorov-Smir-
nov-testia voidaan nyt kayttaa testaamaan otoksen (Uk) tasajakautuneisuutta
vertaamalla otoksen empiirista kertymafunktiota referenssijakauman eli T (0; 1)-
tasajakauman kertymafunktiota vasten.
Odotusaikojen riippumattomuutta voidaan testata myos piirtamalla muunne-
tut odotusajat Uk+1 vierekkaisia odotusaikoja Uk vasten. Mikali (vierekkaiset)
odotusajat ovat riippumattomia, tulisi pisteiden f(Uk; Uk+1) : k = 1; : : : ; ng olla
tasan jakautuneita alueessa [0; 1)[0; 1), eli piirretyjen pisteiden tulisi jakaantua
taysin satunnaisesti yksikkonelioon.
2.6.3 Merenpinnan korkeuden mallintaminen pisteproses-
seja kayttaen
Kuten aiemmin on mainittu, pisteprosessilahestymistapa tarjoaa GEV- tai GPD-
malleja luonnollisemman tavan yleistaa mallien parametrit ajasta tai muista
muuttujista riippuviksi ja tarkastella regressiomallien upottamista tilastolliseen
aariarvoanalyysiin.
Keskitytaan tutkimaan erilaisia mallirakenteita vedenkorkeuden aaritasoille ja
tarkastelemaan naiden (keskinaista) hyvyytta.
Aloitetaan tarkastelemalla perusmuotoista POT-mallia, joka perustuu iid-ole-
tukseen ja jossa (korkean tason u) ylityksien sattuminen noudattaa siis homogee-
nista Poisson-prosessia, ja ylitteet (t; x)-tasossa kaksiulotteista, ajan suhteen ho-
mogeenista Poisson-pisteprosessia. Poisson-pisteprosessin intensiteetti pisteessa
(t; x) on
(t; x)  (x) = 1


1 + 
x  

 1= 1
:
Otetaan kynnystasoiksi osiossa 2.3.5 saadut u = 96 cm ja u = 108 cm ja tarkas-
tellaan naiden tasojen ylitteita paivatason datassa. Maksimoimalla POT-mallin
log-uskottavuusfunktio (2.23) parametrien SU-estimaateiksi tason u = 96 ta-
pauksessa saadaan
^ = (^; ^; ^) = ( 0:176; 94:1; 14:9);
ja maksimoiduksi log-uskottavuudeksi tulee -440.2. Tasolle u = 108 vastaavas-
ti
^ = (^; ^; ^) = ( 0:208; 93:1; 16:3);
ja log-uskottavuus on -210.1 (log-uskottavuuksia ei tietenkaan voi verrata kes-
kenaan estimoinnissa kaytetyn datan erilaisuudesta johtuen).
Huomataan, etta muotoparametrien  estimaattien arvot ovat tasmalleen samat
kuin osiossa 2.3.5 saadut ylitemenetelman vastaavat, kuten teorian perusteella
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odotettiinkin. Lisaksi GP-jakauman skaalaparametrin ja POT-mallin paramet-
rien valilla on yhteys  =  + (u  ); tama antaa ^:n arvoiksi 14.60 ja 13.16,
kuten pitaakin.
Kuvissa 2.40 ja 2.41 on todennakoisyys- ja kvantiilikuvaaja tason u = 96 ylit-
teisiin sovitetulle mallille, ja kuvissa 2.42 ja 2.43 vastaavat korkeamman tason
u = 108 ylitteisiin perustuvalle mallille. Kuvaajien perusteella malli nayttaa
sopivan havaintoihin kohtuullisen hyvin.
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Kuva 2.40: Todennakoisyyskuvaaja POT-mallille (u = 96).
Ylitemenetelman yhteydesta osiosta 2.3.5 muistetaan kuitenkin, etteivat kor-
kean tason ylittavien vedenkorkeushavaintojen sattumisajat nayttaneet noudat-
tavan homogeenista Poisson-prosessia, mika on implisiittisesti GP-jakaumaan
perustuvan ylitemenetelman ja eksplisiittisesti perus-Pot-mallin oletuksena. Ta-
ma sotii ylityksien iid-oletusta vastaan.
Poisson-jakauman perusominaisuuksien perusteella tiedetaan, etta mikali yli-
tykset ovat Poisson-jakautuneita, ovat perakkaisten ylitysaikojen valit eli odo-
tusajat eksponenttijakautuneita satunnaismuuttujia. Poisson-oletuksen testaa-
minen voidaan perustaa tahan edella alaosiossa 2.6.2.2 kuvatulla tavalla. Ku-
viin 2.44 ja 2.45 on piirretty muunnettuun odotusaikaan perustuvan suureen
Uk empiirinen jakauma. Mikali Poisson-oletus patee, tulisi muunnettujen inter-
vallien Uk olla tasajakautuneita valille [0; 1), eli kuvaajan pisteiden tulisi osua
lahelle yksikkodiagonaalia (punaiset katkoviivat kuvissa osoittavat 95 %:n luot-
tamusvalit). Nahdaan, etta tason u = 96 kohdalla oletus voidaan hylata. Tason
u = 108 kohdalla ollaan hieman lahempana tasajakautuneisuutta, mutta joh-
topaatos pysyy samana.
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Kuva 2.41: Kvantiilikuvaaja POT-mallille (u = 96).
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Kuva 2.42: Todennakoisyyskuvaaja POT-mallille (u = 108).
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Kuva 2.43: Kvantiilikuvaaja POT-mallille (u = 108).
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Kuva 2.44:Muunnettuihin odotusaikoihin perustuvan suureen Uk empiirinen jakauma
(sininen viiva) tasajakaumaa vastaan luottamusvaleineen; u = 96.
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Kuva 2.45:Muunnettuihin odotusaikoihin perustuvan suureen Uk empiirinen jakauma
(sininen viiva) tasajakaumaa vastaan luottamusvaleineen; u = 108.
Piirtamalla suureet Uk+1 vierekkaisia suureita Uk vasten voidaan testata odo-
tusaikojen riippumattomuutta. Mikali viereiset odotusajat ovat riippumattomia,
tulisi pisteiden (Uk; Uk+1) jakaantua satunnaisesti alueeseen [0; 1) [0; 1) eli ol-
la tasajakautuneita kuvan muodostamassa yksikkoneliossa. Kuviin 2.46 ja 2.47
on piirretty pisteet tasoja u = 96 ja u = 108 vastaten. Yksikkonelion reunamil-
le kasaantuvien pisteiden lukumaara merkille pannen nahdaan, etta pisteiden
jakauma ei vaikuta kovin satunnaiselta { varsinkaan ensimmaisessa kuvassa {
mika vahvistaa johtopaatosta, etteivat vierekkaiset ylitykset ole riippumatto-
mia.
Ylitteiden riippumattomuuden (ja Poisson-oletuksen) ilmeisesta toteutumatto-
muudesta huolimatta sovitettu ajan suhteen homogeeniseen Poisson-pisteproses-
siin perustuva malli naytti sopivan havaintoihin varsin hyvin. Luovutaan seu-
raavassa prosessin homogeenisuusoletuksesta aikadimension suhteen, ja tarkas-
tellaan malleja joissa ylitykset sattuvat epahomogeenisen Poisson-pisteprosessin
mukaisesti.
2.6.3.1 Aikariippuva intensiteetti
Kuvataan ylitteita Poisson-pisteprosessina tila-avaruudessa E = (0; n] (u;1)
intensiteettimitalla (A) =
R
A
(x) dx. Siis muotoa A = (t1; t2)  (u;1)  E
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Kuva 2.46: Uk vs. Uk+1; u = 96.
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Kuva 2.47: Uk vs. Uk+1; u = 108.
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olevilla joukoilla
(A) =
Z t2
t1
Z 1
u
(t; y) dy dt;
missa intensiteetti pisteessa (t; x) on
(t; x) =
1
(t)

1 + (t)
x  (t)
(t)
 1=(t) 1
:
Tutkitaan seuraavia malliparametrisointeja:
 malli M1:  = (;(t); ), missa (t) = 0 + 1t;
 malli M2:  = (; ;(t)), missa (t) = e0+1t:
Vertailukohtana kaytetaan edellisen osion ajan suhteen homogeenista POT-
mallia, jota merkitaanM0. Tarkastellaan jatkossa tilan saastamiseksi vain tasoa
u = 96 cm ja sen ylittavien havaintojen muodostamaa dataa.
MalliM1. Maksimoimalla log-uskottavuus saadaan malliparametrien SU-esti-
maateiksi
^ = (^; ^0; ^1; ^) = ( 0:180; 68:7; 0:39; 13:9):
Maksimoidun log-uskottavuuden arvo on -406.6.
Verrataan mallia M1 malliin M0, joka on siis edellisen erikoistapaus. Uskotta-
vuusosamaaratestin testisuureen arvoksi saadaan
D = 2 (l1(M1)  l0(M0)) = 2( 406:6  ( 440:2)) = 67:2;
mika on erittain suuri 21-jakauman skaalalla. Esimerkiksi luottamustasoa 99.9
% vastaava kriittinen taso on c0:001 = 10:83 < D; trendin sisaltava malli M1
on siis merkitsevasti malliaM0 parempi (havaitun datan selittamisen mielessa)
kaytannossa milla tahansa luottamustasolla.
Alla kuvissa 2.48 ja 2.49 on esitetty todennakoisyyskuvaaja ja kvantiilikuvaaja
estimoidulle mallille. Naiden perusteella malli sopii havaintoihin hyvin.
MalliM2. Suurimman uskottavuuden menetelmalla kakkosmallin paremetrien
estimaateiksi saadaan
^ = (^; ^; ^0; ^1) = ( 0:172; 92:1; 2:0; 0:0092);
ja maksimaalinen log-uskottavuus on -435.6.
Perusmalliin M0 verrattaessa testisuureeksi saadaan
D = 2 (l2(M2)  l0(M0)) = 2( 435:6  ( 440:2)) = 9:2:
Esimerkiksi merkitsevyystasolla  = 0:01 kriittinen arvo on c0:01 = 6:63 < D,
eli malli M2 on yksinkertaisempaa mallia tilastollisesti merkitsevasti parempi
99 %:n luottamustasolla (itse asiassa malli M0 voidaan hylata aina 99.76 %:n
luottamustasoon asti).
Tarkastellun, ajasta riippuvan skaalaparametrin sisaltavan mallin log-uskotta-
vuus on kuitenkin selvasti pienempi kuin trendin lokaatioparametrissa sisaltavan
mallin M1 edellisessa kohdassa: l2 =  435:6 <  406:6 = l1. Koska malleissa
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Kuva 2.48: Todennakoisyyskuvaaja mallille M1.
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Malli
H
av
ai
ttu
Residual Quantile Plot (Exp.)
Kuva 2.49: Kvantiilikuvaaja mallille M1.
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on yhta monta parametria ja ne on estimoitu samasta datasta, voidaan log-
uskottavuuksia suoraan verrata ja paatya johtopaatokseen, etta malli M1 se-
littaa havaittua dataa selvasti mallia M2 paremmin, vaikka molemmat ovat
merkittavia parannuksia perusmalliin M0.
Kuvissa 2.50 ja 2.51 on viela todennakoisyys- ja kvantiilikuvaajat mallille. So-
pivuus dataan vaikuttaa yleisesti ottaen hyvalta, mutta kvantiilikuvaajan pe-
rusteella ilmenee etta jakauman hannassa yhteensopivuus ei ole niin hyva kuin
aiemmin.15
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Kuva 2.50: Todennakoisyyskuvaaja mallille M2.
2.6.3.2 Selittavat muuttujat
Tarkastellaan seuraavaksi ulkoisten muuttujien (covariate) sisallyttamista piste-
prosessimalliin. Esimerkiksi monien luonnonilmioiden kohdalla tarve tallaiselle
on ilmeinen. Coles [1] mainitsee esimerkkina saasteiden keskittymisen mallinta-
misen, jossa ilman saastepitoisuus riipuu yleensa vallitsevasta tuulen nopeudes-
ta (kovalla tuulella on hajottava vaikutus saasteisiin). Samoin etenkin etelaisilla
merilla vedenkorkeusmaksimit saattavat olla poikkeuksellisen korkeita niiden
jaksojen aikoina, joina El Ni~no {ilmio on aktiivinen.
Helsingin vedenkorkeuden kohdalla muistetaan, etta tarkempia Itameren pin-
nankorkeuteen vaikuttavia tekijoita ovat tuulet ja ilmanpaine. Pyritaan mal-
lintamaan meteorologisten olosuhteiden vaikutus vedenkorkeuteen kayttamalla
15Vrt. kohdan 2.6.3.3 esimerkkiin.
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Kuva 2.51: Kvantiilikuvaaja mallille M2.
proxy-muuttujana NAO-indeksia (North Atlantic Oscillation), joka ilmoittaa
olennaisesti ilmanpaineen eron Islannin ja Azoreiden valilla, ja kuvaa lansituuli-
en voimakkuutta. NAO-indeksin osalta on kaytettavissa indeksin kuukausittai-
set keskiarvot vuodesta 1950 lahtien.16
Kuvassa 2.52 on esitetty tason u = 96 cm ylittavat vedenkorkeushavainnot ha-
vainnon sattumisvuoden NAO-indeksin keskiarvon suhteen. Kuvan perusteel-
la vaikuttaa silta, etta merenpinnan tasolla on taipumus olla korkealla silloin
kun indeksin arvo on suuri. Vedenkorkeuden ja havaintovuoden NAO-indeksin
vuosikeskiarvon valinen yksinkertainen lineaarinen korrelaatio on 0.407. Veden-
korkeuden aari-ilmioita ajatellen vuosikeskiarvon kaytto saattaa kuitenkin olla
liian karkeaa. Kuvassa 2.53 on esitetty edellista kuvaa vastaavasti vedenkor-
keus NAO-indeksin arvojen suhteen, mutta kayttaen kunkin vedenkorkeusha-
vainnon havaintokuukauden keskiarvoa. Graasesti vedenkorkeuden ja indeksin
taipumus olla korkealla yhta aikaa nayttaa hieman vahvistuneen, vaikka line-
aarinen korrelaatio (kuvan oikeassa laidassa sijaitsevista havainnoista johtuen)
pysyykin kaytannossa samana, ollen 0.412. Aari-ilmioiden mallintamista ajatel-
len kaytetaan kuitenkin NAO-indeksin sattumiskuukausien keskiarvoja, koska
nama luonnollisesti kuvaavat paremmin korkeiden merenpinnan tasojen havait-
semishetkilla vallinneita olosuhteita.
Lisataan edellisen perusteella NAO-indeksi Poisson-pisteprosessimalliin asetta-
16Lahde: (US) National Weather Service, Climate Prediction Center: http://www-das.
uwyo.edu/geerts/cwx/notes/chap12/nao.html.
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Kuva 2.52: Tason u = 96 cm ylittavat vedenkorkeushavainnot piirrettyna sattumis-
vuoden NAO-indeksin keskiarvoa vasten.
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Kuva 2.53: Tason u = 96 cm ylittavat vedenkorkeushavainnot piirrettyna sattumis-
kuukauden NAO-indeksin keskiarvoa vasten.
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malla
(t) = 0 + 1NAO(t);
missa NAO(t) on NAO-indeksin arvo. Prosessin intensiteetiksi tulee siis
(t; x) =
1


1 + 
x  (0 + 1NAO(t))

 1= 1
pisteeessa (t; x).
Kaytettava ylitedata koostuu nyt havainnoista 1.1.1950 alkaen, vastaten NAO-
indeksin arvojen alkuhetkea. Maksimoimalla log-uskottavuus saadaan paramet-
riestimaateiksi
^ = (^; ^0; ^1; ^) = ( 0:224; 96:5; 12:6; 13:3);
ja log-uskottavuudeksi maksimissa -327.7.
Merkitaan tarkasteltavaa mallia MN1 ja verrataan tata taas homogeeniseen
POT-malliin. Jalkimmainen taytyy nyt vertailtavuuden vuoksi estimoida uu-
destaan mallia MN1 vastaavalta aikaperiodilta: merkitaan nain saatua mallia
~M0. Perusmallin ~M0 log-uskottavuudeksi saadaan -405.3, ja testisuureen ar-
voksi tulee
D = 2

l1(MN1 )  l0( ~M0)

= 155:2;
mika on erittain suuri vastaavan 2-jakauman kvantiileihin verrattuna, ja impli-
koi NAO-indeksin sisaltavan mallin olevan perusmallia parempi ilmion eli me-
renpinnan korkeuden aariarvojen kuvaamisessa. Vertailun vuoksi aikavalin 1950-
2011 ylitehavainnoista estimoitujen mallien M1 (-trendi) ja M2 (-trendi)
maksimoidut log-uskottavuudet ovat -344.8 ja -357.9.
Todennakoisyys- ja kvantiilikuvaajat mallille (kuvat 2.54 ja 2.55) vahvistavat
mallin hyvan sopivuuden havaintoihin.
Vaikka NAO-indeksin lisaaminen malliin parantaa mallisovitetta suuresti, pel-
kastaan edellisen analyysin perusteella ei voida viela sanoa mitaan kovin var-
maa vedenkorkeuden ja NAO:n riippuvuussuhteesta. Edellisessa osiossa (ja jo
aiemmin) nahtiin, etta vedenkorkeusmaksimeissa on havaittavissa vahvaa evi-
denssia yleisesta nousevasta trendista. On siis mahdollista, etta myos NAO-
indeksin arvot ovat ajassa muuttuvia, ja suurten vedenkorkeushavaintojen seka
NAO-indeksin arvojen valilla nayttaytyva riippuvuus on vain seurausta niiden
molempien muutoksesta ajassa. Taman tarkastelemiseksi laajennetaan mallia
ottamalla mukaan myos aikatrendi, ja asetetaan
(t) = 0 + 1t+ 2NAO(t):
Merkitaan nain saatua mallia MN2 . Sovittamalla malli dataan saadaan para-
metrien SU-estimaateiksi
^ = (^; ^0; ^1; ^2; ^) = ( 0:202; 83:8; 0:37; 11:4; 12:7);
ja log-uskottavuudeksi -319.8. Parametrin 1 estimaatin arvo tulkitaan siten,
etta mallin mukaan vedenkorkeusmaksimeissa on kasvava trendi, kasvun ollessa
keskimaarin n. 0.37 cm vuodessa. Estimaatin arvo vastaa melko tarkkaan pelkan
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Kuva 2.54: Todennakoisyyskuvaaja mallille MN1 .
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Kuva 2.55: Kvantiilikuvaaja mallille MN1 .
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trendin sisaltavan mallinM1 vastaavaa, 0.39 cm. NAO-indeksin lisaaminen mal-
liin ei siis nayta kaytannossa muuttavan tata arviota. Sen sijaan aikatrendin
lisaaminen pelkan NAO:n sisaltavaan malliin MN1 laskee parametrin 2 esti-
maatin arvoa 12.6 cm:sta ylla olevaan 11.4 cm:iin. Parametri 2 voidaan tulkita
siten, etta NAO-indeksin arvon kasvaessa yhden yksikon, kasvavat vedenkorkeu-
den aarihavaintojen suuruudet keskimaarin 11.4 cm.
Verrataan mallia nyt edelliseen malliin MN1 , joka siis on mallin MN2 erikoista-
paus, kun 1 = 0 ylla. Testisuureen arvoksi saadaan
D = 2
 
l2(MN2 )  l1(MN1 )

= 15:8;
mika on jalleen suuri, osoittaen etta datan sisaltama todistusaineisto mallin
MN2 , puolesta mallia MN1 vastaan on hyvin vahvaa. Kuvissa 2.56 ja 2.57 on
esitetty viela todennakoisyys- ja kvantiilikuvaajat mallille. Nama eivat aseta
mallin sopivuutta havaintoihin kyseenalaiseksi.
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Kuva 2.56: Todennakoisyyskuvaaja mallille MN2 .
2.6.3.3 Alin rakentamiskorkeus rannikolla
Sovelletaan edella saatuja malleja Helsingin rannikolla vaadittavan rakenta-
miskorkeuden arvioimiseen. Suomen Ymparistokeskuksen, ymparistoministerion
seka maa- ja metsatalousministerion suosituksessa alimmalla hyvaksyttavalla
rakentamiskorkeudella tarkoitetaan ylinta korkeutta, jolle vesi voi nousta ilman,
etta se vahingoittaa rakennuksen rakenteita [32, luku 6]. Alin tulvien kannal-
ta hyvaksyttava rakentamiskorkeus maaritetaan meren rannikolla olennaisesti
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Kuva 2.57: Kvantiilikuvaaja mallille MN2 .
perustuen korkeuteen, jonka tulva ylittaa keskimaarin kerran 200 vuoden aika-
na.17 Sisavesistoissa vaatimus on asetettu tulvakorkeudeksi, joka ylittyy kerran
50 vuodessa.18
Helsingissa alimmat rakennuskorkeudet maaritetaan oppaan [32] mukaisesti.
Oppaassa [32] mainittu Merentutkimuslaitoksen arvio keskimaarin kerran seu-
raavassa 200 vuodessa saavutettavalle vedenpinnan korkeudelle Helsingin ranni-
kolla on 236 cm. Helsingin tulvastrategian mukaan "on huomattava, etta tassa
arviossa otetaan huomioon esimerkiksi IPCC:n kolmannesta arviointiraportis-
ta poiketen Gronlannin mahdollisen mannerjaan sulamisen kiihtymisen vaiku-
tus valtamerien pinnankorkeuteen ja sen vaikutus edelleen Itamereen". [32,
s. 6]
Verrataan edellisten osioiden mallien antamia tuloksia edella mainittuun, eli
estimoidaan vedenpinnan korkeus, joka ylitetaan keskimaarin kerran seuraavan
17Tahan lisataan harkinnanvarainen lisakorkeus vahintaan n. 0.3{1.0 metria, ja avointen
ulapoiden rannikoilla harkinnanvarainen aaltoiluvara.
18Lisaksi suomalaisilla vahinkovakuutusyhtioilla on tavallisesti kotivakuutukseen
sisaltyvassa luonnonilmioturvassa korvauspiirin rajoitus, jonka mukaan vakuutuksesta
korvataan vain poikkeuksellinen vesisto- tai merivesitulva. Poikkeuksellisena vedenpinnan
tai merenpinnan nousuna pidetaan ehdoissa yleensa vedenkorkeutta, jonka esiintymisto-
dennakoisyys on kerran 50 vuodessa tai harvemmin.
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200 vuoden aikana. Osion 2.5.3 tapaan taso xm saadaan nyt yhtalosta
1  1
m
n
= P(maxX1; : : : ; Xn  xm) =
nY
t=1
H^(t)(xm)
=
nY
t=1
exp
(
 

1 + ^(t)
xm   ^(t)
^(t)
 1=^(t))
;
missa m = 200, n = 200, ja t = 0 vastaa vuotta 2012. Taso xm taytyy ratkaista
numeerisesti: tata varten on mukavampaa saattaa yhtalo muotoon
ln

1  1
m

=  
nX
t=1
1
n

1 + ^(t)
xm   ^(t)
^(t)
 1=^(t)
:
Vaihtoehtoisesti voidaan tarkastella ongelmanasettelun sanamuodon mukaisesti
suoraan tason xm ylityksien eli tapahtumien fXi > xmg lukumaaran (merk.
Nm) odotusarvoa:
E(Nm) = E
 
nX
i=1
1fXi>xmg
!
=
nX
i=1
P(Xi > xm)
=
nX
i=1
 
1  P(Xi  xm)

=
nX
i=1

1 H^(t)(xm)

:
Odotusarvoisesti kerran seuraavassa m vuodessa ylitettava taso saadaan, kun
asetetaan yhtalo ykkoseksi ja ratkaistaan xm. Molemmat laskutavat antavat
luonnollisesti identtisen vastauksen.
Trendin lokaatioparametrissa  sisaltava malli M1 antaa korkeudeksi xm =
221 cm. Malli M2, joka sisaltaa trendin skaalaparametrissa , taas antaa ve-
denkorkeudeksi 386 cm. Osoittautuu siis, etta vaikka malli M2 sopi havait-
tuihin vedenkorkeuksiin kohtuullisen hyvin (erityisesti sen saavuttamalla log-
uskottavuudella mitattuna), mallissa kaytetty lineaarinen trendi jakauman skaa-
laparametrin logaritmimuunnoksessa tuottaa epauskottavan suuren vedenkor-
keuden arvon pitkalle eteenpain projektoidessa. Vertaa myos kvantiilikuvaajaan
2.51, joka viittaa huonohkoon sopivuuteen juuri jakauman oikeassa hannassa.
Puhtaasti tilastollisen mallinM1 antama vedenkorkeuden estimaatti 221 cm on
jonkin verran pienempi mutta karkeasti samaa suuruusluokkaa Merentutkimus-
laitoksen arvion 236 cm kanssa. Tarkastellusta esimerkista kay selvaksi, etta ve-
denkorkeuden aariarvoissa havaittu muutos on ensiarvoisen tarkeaa huomioida
pidemman aikavalin ennusteita tarkastellessa. Esimerkki myos havainnollistaa
niita vaaroja, jotka liittyvat kohtuullisen hyvinkin havaintoihin sopivan mallin
suoraviivaiseen ekstrapolointiin, jos sopivuus sovelluksen kannalta kriittisella
alueella { tassa jakauman aarimmaisessa oikeassa hannassa { on vahemman
tyydyttava.
Mikali NAO-indeksin kehitysta arvioidaan tai tulevia arvoja simuloidaan, voi-
daan indeksin sisaltavaa mallia MN2 vastaavalla tavalla kayttaa kerran seuraa-
vassa m. vuodessa esiintyvan tulvakorkeuden estimointiin. Simuloimalla NAO-
indeksin kehitysta ja laskemalla haluttu suure jokaiselta simulaatiopolulta, saa-
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daan suureelle (esim. kerran 200 vuodessa sattuvalle vedenkorkeudelle) muodos-
tettua todennakoisyysjakauma, kun simulaatio toistetaan riittavan monta ker-
taa. Estimaattiin liittyvan epavarmuuden arviointi simuloidun todennakoisyys-
jakauman perusteella on suoraviivaista.
Luku 3
Katastrokuolemien
maaran arvioinnista
Vakuutusyhtiolain (2008/521) 1 L 16 x:n mukaan "[v]akuutusyhtion toimin-
tapaaoma, jalleenvakuutus ja muut yhtion vakavaraisuuteen vaikuttavat seikat
on jarjestettava vakuutetut edut turvaavalla tavalla ottaen huomioon tuottojen
ja kulujen todennakoinen vaihtelu seka arvioitavissa olevat muut epavarmuuste-
kijat" (ns. turvaavuusperiaate). Tama vaatii siis muun ohessa jalleenvakuutus-
tarpeen eksplisiittista arviointia ja tarvittaessa jalleenvakuutuksen jarjestamista
asianmukaisella tavalla. Erityisen tarkeaa jalleenvakuutustarpeen oikea arvioi-
minen on sellaisten katastrofaalisten vahinkojen osalta, joiden todennakoisyys
kylla saattaa olla pieni, mutta jotka toteutuessaan vakavasti heikentavat yh-
tion vastuunkantokykya, tai jopa aiheuttavat yhtion vararikon. Kaanteisesti,
jalleenvakuuttajan keskeisena ongelmana on ensivakuuttajalle myonnetyn kata-
strosuojan oikea hinnoittelu.
Solvenssi II {puitedirektiivin1 mukaan vakuutusyhtion perusvakavaraisuuspaa-
omavaatimuksen laskennassa (standardikaavalla tai sisaisella mallilla) on otet-
tava yhtena osana huomioon paaomavaatimus joka syntyy henki-, vahinko- tai
sairausvakuutukseen liittyvasta katastroriskista; jalkimmainen on direktiivin
mukaan "tappioriski tai vakuutusvelkojen arvossa tapahtuvan epaedullisen muu-
toksen riski, joka johtuu merkittavasta epavarmuudesta hinnoittelua ja vastuu-
velkaa koskevissa oletuksissa, jotka liittyvat aarimmaisiin tai poikkeuksellisiin
tapahtumiin".
Tarkastellaan seuraavassa henkivakuutustyyppiseen toimintaan liittyvaa kata-
stroriskia. Tavoitteena on tutkia, mita aariarvoteoriaa soveltamalla voidaan sa-
noa suomalaisia koskevien katastrokuolemien todennakoisyysjakaumasta. "Ka-
tastron" voisi ehka korvata tassa yhteydessa "onnettomuudella", silla Suomes-
sa ei ole (onneksi!) sattunut juurikaan sen mittakaavan onnettomuuksia, mita
katastrolla yleisessa kielenkaytossa yleensa ymmarretaan. Tama luonnehtiikin
toista analyysin kannalta merkittavista piirteista: dataa suomalaisia kohdan-
1Euroopan parlamentin ja neuvoston direktiivi 2009/138/EY vakuutus- ja
jalleenvakuutustoiminnan aloittamisesta ja harjoittamisesta (Solvenssi II).
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neista suuronnettomuuksista on verraten niukasti, varsinaisista katastrofeista ei
kaytannossa ollenkaan.
Toisaalta tiedetaan, etta jattimaiset katastrotkin ovat mahdollisia, myos Suo-
messa: esimerkiksi Tunguskan ylla vuonna 1908 rajahtanyt asteroidi olisi muuta-
mia tunteja myohemmin (ja vain hiukan eri leveysasteella) ilmakehaan syoksyes-
saan osunut maapallon pyorimisliikkeen vuoksi Helsinkiin, tuhoten sen lahialuei-
neen taydellisesti. Periaatteessa katastroen suuruudella ei myoskaan ole ole-
massa ylarajaa, mitattiin suuruutta sitten kuolemien lukumaaralla, tai jollain
muulla tavalla.2 On siis mahdollista rakentaa skenaarioita, joissa katastro on
miten suuri tahansa (ja joskus jopa arvioida karkeasti naiden todennakoisyyksia
suuruusluokkatasolla), mutta kaytannon vakuutustoiminnan kannalta tama ei
ole erityisen hyodyllista.
Toisaalta katastron vaikutus yksittaiseen vakuutusyhtioon { kun vaikutukset
nanssimarkkinoihin ja sita kautta yhtion varoihin ja vakavaraisuuteen rajataan
tassa yhteydessa tarkastelun ulkopuolelle { rajoittuu korvausvelvollisuuteen, jo-
ka yhtiolle katastron seurauksena syntyy olemassa olevien vakuutussopimus-
ten ja mahdollisen otetun jalleenvakuutusliikkeen perusteella. Sopimusten pe-
rusteella syntyva maksimitappio on siis yleensa tiedossa. Taman maksimitap-
pion todennakoisyyden arviointi on jo kaytannossakin kiinnostavaa. Vahinko-
ja jalleenvakuutuksessa kaytetaan yleisesti termia Estimated Maximum Loss
(EML) tai Probable Maximum Loss (PML) kuvaamaan tietysta vakuutetusta
kohteesta tai sopimuksesta aiheutuvaa suurinta "odotettavissa olevaa" tappiota
(esim. [16]) { tama maaritellaan kaytannossa yleensa jakauman hannan prosent-
tipisteena3.
Katastroen aiheuttamien kokonaistappioiden jakauma on siis yleisessa tapauk-
sessa erilainen kuin kyseisista katastrofeista tietylle yhtiolle aiheutuvien tappioi-
den jakauma. Kaytannossa vakuutusyhtioon kohdistuvaa katastroriskia kvanti-
oidaan arvioimalla ensin katastron aiheuttavien tapahtumien todennakoisyyt-
ta ja suuruutta (ja tarvittaessa maantieteellista sijaintia), ja sitten tallaisten
tapahtumien vaikutusta vakuutusyhtioon yhtion myontamien sopimusten kaut-
ta. Tallainen arviointi on usein luonnollista toteuttaa simulaation keinoin. Ku-
vassa 3.1 on esimerkki katastromallinnukseen erikoistuneen AIR Worldwiden
esitteesta4: Ensimmaisessa vaiheessa simuloidaan suuri joukko mahdollisia ta-
pahtumia ja lasketaan tapahtumien voimakkuus niiden vaikutuspiiriin kuulu-
van alueen eri pisteissa. Seuraavaksi tahan yhdistetaan data ilmiolle altistuneis-
ta kohteista (esimerkiksi simuloidun maanjaristyksen vaikutusalueeseen kuulu-
vista rakennuksista), ja maaritetaan kohteille aiheutuneet vahingot, jotka edel-
leen muutetaan rahasummiksi. Lopulta lasketuista kokonaisvahingoista saadaan
vakuutusten piiriin kuuluvat korvattavat vahingot soveltamalla vahingolle al-
tistuneiden vakuutussopimusten sopimusehtoja. Kun simulaatioita suoritetaan
riittavan suuri maara, saadaan kasitys vahinkojen todennakoisyysjakaumasta
eli vahinkojakaumasta (kaytettaviin oletuksiin perustuen).
2Esimerkiksi riittavan lahella (kosmisessa mittakaavassa) esiintyva supernova eli massii-
visen tahden rajahdys voisi tuhota kaiken elaman maapallolta. Ks. esim. Wikipedia, http:
//en.wikipedia.org/wiki/Supernova.
3Samasta kvantiilipohjaisesta riskimitasta kaytetaan nanssialalla nimitysta Value-at-Risk,
ks. luku 4.
4Esitys on loydettavissa osoitteesta http://www.air-worldwide.com/Models/Overview/.
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Kuva 3.1: Katastrotappioiden mallinnuksen viitekehys (ks. alaviite 4).
Kuvattua lahestymistapaa kaytetaan paasaantoisesti vakuutetulle omaisuudel-
le aiheutuvien vahinkojen arvioimiseen. Samoja yleisperiaatteita voidaan kui-
tenkin periaatteessa soveltaa myos henkilovahinkoihin.5 Lahestymistapa toimii
erityisen hyvin, kun tarkastellaan tietyn, hyvin maaritellyn ilmion aiheuttamia
vahinkoja. Tallaisia ovat luonnonilmiot { kuten maanjaristykset, hurrikaanit,
maastopalot, tulvat jne. { joiden taustalla on selkea fysikaalinen prosessi, ja
joiden esiintymista ja vaikutuksia voidaan kohtalaisella tai hyvalla menestyk-
sella mallintaa ilmioiden luonnetta koskevaan tieteelliseen tutkimustietoon pe-
rustuen.
Riskihenkivakuutusten osalta tilanne on monimutkaisempi. Toinen taman ana-
lyysin kannalta merkittava piirre datan niukkuuden lisaksi onkin tarkasteltavan
aineiston taustalla olevan yksikasitteisen fysikaalisen prosessin puuttuminen {
tai oikeammin, se etta taustalla oleva prosessi on monien yksittaisten (toisis-
taan enemman tai vahemman riippuvien tai riippumattomien) prosessien yh-
distelma, koska henkivakuutusyhtioiden myontamien henki- eli kuolemanvara-
turvien korvauspiiriin kuuluvat lahtokohtaisesti kaikki kuolemansyyt.6 Samoin
henki- ja vahinkovakuutusyhtioiden myontamista tapaturmaisen kuoleman va-
ralta voimassa olevista vakuutuksista korvataan kaikki sellaisista tapaturmista
johtuvat kuolemat, joita ei ole erikseen vakuutusehdoissa rajattu vakuutustur-
van ulkopuolelle.
Mahdollisten kuolinsyiden lukuisuus tekee edella kuvatunlaisen kausaalisen la-
hestymistavan soveltamisen vaikeaksi. Vaihtoehtona on arvioida katastrokuo-
lemien maaraa puhtaasti tilastollisesti kuolemien syita mallintamatta. Tama on
tavoitteena tassa luvussa. Mallinnuksen tuloksena saadaan katastrokuolemien
lukumaaran todennakoisyysjakauma, jonka perusteella voidaan arvioida erisuu-
ruisten tapahtumien todennakoisyytta, ja jota kayttaen voidaan simuloida kata-
5Tosin henkilovahinkoja tarkastellessa (simuloitujen) katastroen vaikutusta harvoin pys-
tytaan maarittamaan niin tarkasti kuin vakuutettujen rakennusten ja muun kiintean omai-
suuden kohdalla, joiden maantieteellinen sijainti on tasmallisesti tunnettu ja pysyva, ja omi-
naisuudet { kuten rakenne ja materiaalit { tarkkaan tiedossa.
6Kuolemantapaussummaa ei makseta, jos vakuutettu on tehnyt itsemurhan ennen
kuin vuosi on kulunut vakuutusyhtion vastuun alkamisesta. Korvausta ei myoskaan
saannonmukaisesti makseta, jos vakuutetun kuolema on aiheutunut osallistumisesta ulkomail-
la tapahtuvaan sotaan tai aseelliseen selkkaukseen (pl. rauhanturvaamistehtavat tietyin eh-
doin), tai jos vakuutettu on kuollut ihmisia joukoittain tuhonneen ydinreaktioon perustuvan
aseen tai laitteen akillisesta vaikutuksesta. Vakuutusyhtion vastuusta Suomen joutuessa so-
taan tai aseelliseen selkkaukseen on saadetty laissa erikseen (Laki henkivakuutuksesta sodan
aikana, 364/1939).
130 3. Katastrokuolemien maaran arvioinnista
strokuolemien lukumaaria. Tarkastelu koskee siis kuvan 3.1 ensimmaista osiota
(Hazard). Tapahtumien vaikutusta maarattyyn vakuutusyhtioon voidaan arvioi-
da taman perusteella ottamalla huomioon kannan rakenne ja sopimusten luonne
(exposure data ja policy conditions ed. kuvassa).
3.1 Aineisto
Tarkastelun pohjana oleva aineisto koostuu sellaisista suomalaisia kohdanneis-
ta onnettomuuksista vuosilta 1910{2009, joissa on kuollut yli kolme henkiloa.7
Tama raja paadyttiin asettamaan onnettomuuksissa kuolleiden lukumaarien
tutkimisen perusteella ja mahdollisimman taydellisen havaintoaineiston saami-
seksi, silla suuremmat tapaukset on paremmin dokumentoitu. Talla rajauksella
ei ole kaytannossa vaikutusta analyysin lopputulokseen, silla tarkastelussa ol-
laan kiinnostuneita selvasti tata tasoa suuremmista tappioista.
Kustakin onnettomuudesta analysoitavaan dataan otettiin onnettomuuden ta-
pahtumapaiva ja siina kuolleiden henkiloiden lukumaara. Naiden muodostama
havaintosarja on esitetty kuvassa 3.2. Aineistosta on jatetty pois ilmiselvasti so-
tatoimiin liittyvat onnettomuuskuolemat, silla naita voidaan pitaa kasiteltavan
sovelluksen kannalta tuloksia vaaristavina.
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Kuva 3.2: Suomalaisia kohdanneita suuronnettomuuksia paivamaaran mukaan.
7Data perustuu Tapani Tuomiselta (Keskinainen Vakuutusyhtio Kaleva) saatuun, julkisis-
ta lahteista kerattyyn aineistoon; ks. erityisesti suomenkielinen Wikipedia (.wikipedia.org),
luokka: "Onnettomuudet Suomessa".
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Taulukossa 3.1 on esitetty joitakin tavanomaisia tilastollisia tunnuslukuja ha-
vaintoaineistolle. Yli kolme henkea vaatineita onnettomuuksia on tarkastelujak-
solla sattunut 65 kpl. Mukana on lukuisia alarajalle osuvia havaintoja eli 4 hen-
kea vaatineita onnettomuuksia, kuten moodin arvo taulukossa osoittaa; suurin
tarkastelujaksolla sattunut onnettomuus vaati 179 henkea (Tapaninpaivan tsu-
nami vuonna 2004). Kaksi suurinta havaintoa erottuu koollaan muista, ja kaksi
seuraavaa edelleen jaljelle jaavista.
Taulukko 3.1: Tilastollisia tunnuslukuja suomalaisten onnettomuuskuolemadatalle.
n min max mediaani moodi keskiarvo keskihajonta IQR
65 4 179 10 4 18.2 28.6 13.5
Keratty aineisto kattaa pitkan, 100 vuoden aikajakson. Kuten aina pitkia ha-
vaintoaikasarjoja tarkastellessa, heraa kysymys siita, ovatko eri aikojen havain-
not yhteismitallisia { tai, ovatko taustalla olevan ilmion tilastolliset ominai-
suudet pysyneet muuttumattomina. Esimerkiksi rahamaaraisia suureita tarkas-
teltaessa pitkalla aikavalilla on valttamatonta huomioida rahan arvon muutos
eli inaatio. Onnettomuuskuolemien kohdalla asia ei ole yksiselitteinen. Datan
muokkaamistarpeen arvioimiseksi tarkastellaan seuraavaksi hieman (suur)onnet-
tomuuksien aiheuttamia kuolemia ilmiona.
Kun tarkastellaan yhteiskuntia laajasti, onnettomuuskuolemien sattumistihey-
teen ja suuruuteen vaikuttavia paaasiallisia seikkoja voidaan ajatella olevan po-
pulaation koko, taloudellisen aktiviteetin taso ja ilmenemismuodot, seka maan-
tieteellinen sijainti. Tuntuu selvalta, etta populaation koko vaikuttaa onnetto-
muuskuolemien sattumiseen seka suoraan etta valillisesti taloudellisen aktivitee-
tin kautta: mita enemman ihmisia ja toimintaa, sita enemman mahdollisuuksia
onnettomuuksien sattumiseen, ceteris paribus. Toisaalta tietynlaisen onnetto-
muuden sattuessa sen aiheuttama tuho voi olla suurempi vakiluvultaan suu-
remmassa populaatiossa, koska onnettomuudelle altistuneita on potentiaalises-
ti enemman. Edelleen taloudellinen aktiviteetti ja sen ilmenemismuodot voivat
vaikuttaa siten, etta tietynlaisessa populaatiossa suuronnettomuuksien riski voi
olla suurempi kuin toisessa, vaikka jalkimmainen populaatio olisi kooltaan suu-
rempi. Esimerkkina voidaan ajatella vaikkapa maata, jossa harjoitetaan paljon
merenkulkuun liittyvaa elinkeinotoimintaa { tai vaikkapa raskasta teollisuus-
toimintaa vanhentuneella teknologialla { verrattuna maahan, jossa harjoitetaan
henkiloihin kohdistuvalta suuronnettomuusriskiltaan pienempaa maanviljelysta.
Elinkeinorakenne siis vaikuttaa (suur)onnettomuusriskiin. Kolmanneksi, maan-
tieteellisella sijainnilla on olennainen vaikutus sen kannalta, millaisten luonnon-
katastroen sattuminen on mahdollista ja todennakoista. Esimerkiksi hurrikaa-
nit, maanjaristykset ja taifuunit ovat merkittavimpia katastroen aiheuttajia
niilla alueilla, joilla niita esiintyy.
Palaten kasilla olevaan aineistoon, Suomen populaatio on kasvanut tarkastelu-
jakson aikana enemman tai vahemman tasaisesti vuoden 1910 2.934 miljoonas-
ta vuoden 2009 5.351 miljoonaan. Yksi mahdollisuus olisi skaalata tai inatoida
aineiston havaitut katastrokuolemien lukumaarat vastaamaan esimerkiksi tar-
kastelujakson viimeisen eli vuoden 2009 lopun vakilukua. Aineistossa (kuva 3.2)
ei kuitenkaan ole alustavalla tutkimisella havaittavissa trendia tai muuta syste-
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maattista muutosta, ei suuronnettomuuksien sattumisfrekvenssissa eika niiden
suuruudessa. Tama siita huolimatta, etta Suomen vakiluku on kasvanut n. 80
prosenttia tarkastelujakson aikana, ja vakiluvun lisaksi seka seurauksena myos
taloudellinen aktiviteetti on kasvanut voimakkaasti.
Taman esityksen tavoitteena ei ole analysoida suuronnettomuuksien sattumi-
seen vaikuttavia syita sinansa, sen enempaa kuin aineiston kasittely tilastollista
mallinnusta varten edellyttaa. Mahdollinen selitys havaitulle trendin poissao-
lolle suuronnettomuuksien sattumistiheyden osalta on kuitenkin intuitiivises-
ti teknologian kehittyminen ja sita kautta turvallisuuden lisaantyminen. Tama
vahentaa onnettomuuksien sattumismahdollisuutta, kun taas vaeston kasva-
minen ja aktiviteetin lisaantyminen lisaavat sita. Suuronnettomuuksien suu-
ruuksien taustoittamiseksi taytyy ajatella onnettomuuksien syntytapaa: useim-
mat havaintoaineiston suuremmat onnettomuudet koskevat liikennetta, oli ky-
seessa sitten maantie-, juna-, lento- tai meriliikenne. Talloin onnettomuuksil-
le altistuneiden lukumaaran ratkaisee luonnollisesti liikennevalineen kantokapa-
siteetti, joka ei juuri ole muuttunut tarkastelujakson aikana. Esimerkiksi ju-
niin on 1900-luvun alkupuolella mahtunut karkeasti samaa suuruusluokkaa ole-
va henkilomaara kuin 2000-luvun alkupuolella; vaestonkasvun ei taten odoteta
nakyvan yksittaisissa junaonnettomuuksissa kuolleiden lukumaarien kasvuna,
vaan junaliikenteen lisaantymisen kautta onnettomuuksien lukumaaran kasvu-
na; teknologian kehitys ja raideliikenteen turvallisuuden parantuminen kuiten-
kin vaikuttaa samaan aikaan tasapainottavasti onnettomuuksien lukumaaraa
vahentaen. Samanlainen paattely patee myos moneen muuhun onnettomuus-
tyyppiin.
Edella esitetyn intuitioon nojaavan paattelyn perusteella havaintoaineistoa ei
skaalata tai muokata, vaan se otetaan sellaisenaan tilastollisen analyysin lahto-
kohdaksi.
3.2 Onnettomuuskuolemien mallintaminen
Koska havaintoaineisto sisaltaa onnettomuudet, joissa on kuollut yli 3 henkiloa,
on se valmiiksi ylitedatan muodossa kynnyksella u = 3. Taten on luonnol-
lista aloittaa onnettomuuskuolemien suuruuksien tarkastelu soveltamalla yli-
temenetelmaa. Datasta myos puuttuu struktuuri, toisin kuin oli esimerkiksi
vedenkorkeusdatan kohdalla, jossa data muodostui tasavalisista havainnoista
paivittaisten maksimien muodossa (ja naista voitiin muodostaa esimerkiksi vuo-
simaksimien aikasarja). Tama struktuurin puute tekee vuosi-/blokkimaksimime-
netelmasta soveltumattoman tarkasteltavaan dataan.
Luodaan katsaus onnettomuuskuolemadataan olettaen ensin ainoastaan, etta
havaintojen jakaumalle patee F 2 MDA(H), ja sovelletaan semiparametri-
sia menetelmia muotoparametrin  estimoimiseksi. Olkoon tarkasteltava otos
X1; : : : ; Xn, ja vastaavat jarjestystunnusluvut nyt Xn;n      X1;n. Kayte-
taan seuraavia tunnettuja estimaattoreita:
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 Hill-estimaattori hantaindeksille  =  1 > 0:
^(H) = ^
(H)
k;n =
0@1
k
kX
j=1
(lnXj;n   lnXk;n)
1A 1 = 1
^(H)
; 2  k  n:
 Pickands-estimaattori muotoparametrille  2 R:
^(P ) = ^
(P )
k;n =
1
ln 2
ln
Xk;n   lnX2k;n
X2k;n   lnX4k;n ; 1  k < kmax = n=4:
 Dekkers{Einmahl{de Haan-estimaattori (DEdH) muotoparametrille  2
R:
^(D) = ^
(D)
k;n = 1 +H
(1)
n +
1
2
0B@

H
(1)
n
2
H
(2)
n
  1
1CA
 1
; 1  k < n;
missa
H(1)n =
1
k
kX
j=1
(lnXj;n   lnXk+1;n) ;
ja
H(2)n =
1
k
kX
j=1
(lnXj;n   lnXk+1;n)2 :
Estimaattoreilla on tietyin ehdoin hyvat asymptoottiset ominaisuudet (tarken-
tuvuus, asymptoottinen normaalisuus); estimaattoreista ja niiden ominaisuuk-
sista tarkemmin, ks. [2, luku 6.4].
Kaytannossa estimaattorien arvot ^k;n piirretaan useilla k:n arvoilla (k 2 I), ja
saadusta kuvaajasta f(k; ^k;n) : k 2 Ig etsitaan aluetta, josta lahtien estimaatit
pysyvat likimain vakaina. Kuvissa 3.3, 3.4 ja 3.5 on esitetty estimaattien ^(H),
^(P ) ja ^(D) arvot k:n funktiona 95 %:n luottamusvaleineen. Hill-estimaattorin
perusteella muotoparametrin arvo vaikuttaisi olevan arviolta valilla [0.8, 1.0],
mika viittaa hyvin paksuhantaiseen jakaumaan: muistetaan, etta kun  > 1=2,
jakauman varianssi ei ole maaritelty, ja kun  > 1, jakauman ensimmainen mo-
mentti (odotusarvo) ei ole maaritelty. Nyt siis Hill-estimaattori viittaa vahvasti
siihen, etta varianssi on aareton, ja ollaan jopa lahella tilannetta, etta odotusar-
vo olisi aareton. Pickands-estimaattorille jaa kayttoon niin vahan havaintoja,
etta tuloksena olevassa kuvaajassa on paljon heiluntaa, mutta sekin nayttaisi
viittaavan arvoon  > 1=2. DedH-estimaattori antaa arvoksi noin 0.6, luotta-
musvalin ollessa likimain [0.4, 0.8].
3.2.1 Ylitemenetelma
Siirrytaan parametriseen menetelmaan yleistetyn Pareto-jakauman sovittamisen
muodossa. Aloitetaan tarkastelu kynnyksen valinnasta. Kuvaan 3.6 on piirretty
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Kuva 3.3: Hill-estimaattori muotoparametrille .
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Kuva 3.4: Pickands-estimaattori muotoparametrille .
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Kuva 3.5: DEdH-estimaattori muotoparametrille .
ylitteen otoskeskiarvokuvaaja havaintoaineistolle 95 % luottamusvaleineen. Ku-
vasta nahdaan, etta kuvaaja kasvaa arvoon 30 saakka, jonka jalkeen se etenee
hyppayksin. Kuvaajan kaytoksesta suurilla kynnyksen arvoilla, noin arvosta u =
70 lahtien, ei voida vetaa enaa johtopaatoksia ylitteiden lukumaaran lahestyessa
nollaa ja ylitteen odotusarvofunktion arvon mennessa automaattisesti nollaan
suurinta havaintoa vastaavan kynnyksen kohdalla. Luottamusvalit huomioiden
kynnykseksi u valitaan kuvaajan perusteella arvo 30:n ja 40:n valilta.
Edella nahtiin, etta onnettomuuskuolemien jakauma on hyvin paksuhantainen.
Tassa yhteydessa on hyva muistaa, etta mikali muotoparametrin todelliselle
arvolle patee  > 1, ei GP-jakauman ensimmaista momenttia ole olemassa.
Tallaisessa tapauksessa datasta voidaan tietenkin yha laskea havaintojen otos-
keskiarvo, mutta kuvaajan tulkinta ei ole selva.
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Kuva 3.6: Ylitteen otoskeskiarvokuvaaja onnettomuuskuolemadatalle.
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Tarkastellaan seuraavaksi parametriestimaattien stabiilisuutta eri kynnysarvoil-
la. Kuvissa 3.7, 3.8 ja 3.9 on esitetty parametrien ,  ja  =    u estimaa-
tit eri kynnysarvoilla u sovitetuista GP-jakaumista. Parametrien estimoinnissa
kohdattiin numeerisia ongelmia korkeilla kynnyksen arvoilla (eli jakaumaa muu-
tamiin havaintoihin sovitettaessa), mutta kuviin on esimerkin ja havainnollis-
tuksen vuoksi silti piirretty piste-estimaatit laajalta kynnysarvovalilta. Luotta-
musvalien laskenta sujui ongelmitta arvoon u = 30 asti, ja tuotti jotakin mah-
dollisen oloista likimain arvoon u = 40 asti, mutta taman jalkeen asymptoot-
tiseen kovarianssimatriisiin perustuvia luottamusvaleja ei kaytannossa saatu
maaritettya suurimman uskottavuuden menetelman paatyessa maarittelyalueen
rajalla oleviin arvoihin parametriestimaateille.
Erityisesti muotoparametrin piste-estimaatti kaantyy vahvasti negatiiviseksi (al-
le  1) korkeammilla kynnyksen arvoilla. Tama viittaa suoraan ongelmiin para-
metrien estimoinnissa. Kuvissa havaitut "hyppyja" seuraavat likimain lineaari-
sesti kasvavat tai vahenevat alueet vastaavat datan valeja, joihin ei osu yhtaan
havaintoa. Parametrin  estimaatin pitaisi olla lineaarinen kynnyksen u suhteen,
mikali  6= 0 (kuten tassa tapauksessa voidaan sanoa olevan); ottaen huomioon
edella tyhjista alueista sanotun, estimaatti ^ nayttaisi tosiaankin muuttuvan
lahes lineaarisesti arvon u = 30 jalkeen. Vastaavasti ^:n estimaatin tulisi py-
sya vakiona alueella, jolla GP-jakauma on hyvaksyttava approksimaatio ylit-
teiden jakaumalle. Nyt ^ nayttaa pysyvan likimain vakiona arvosta u = 30
lahtien. Myos :n kuvaajassa havaittiin tason muutos taman arvon kohdalla,
vaikka estimaatit ^ eivat olekaan jarkevia suuremmilla u.
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Kuva 3.7: Parametrin  estimaatti onnettomuuskuolemadataan sovitetulle GP-
jakaumalle kynnysarvon funktiona.
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Kuva 3.8: Parametrin  estimaatti onnettomuuskuolemadataan sovitetulle GP-
jakaumalle kynnysarvon funktiona.
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Kuva 3.9: Parametrin  estimaatti onnettomuuskuolemadataan sovitetulle GP-
jakaumalle kynnysarvon funktiona.
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Esitettyjen tarkastelujen perusteella valitaan kynnystasoksi u = 30. Taman ta-
son ylitteita on datassa 8 kpl (kuva 3.10), mika on erittain vahan tilastolli-
sen analyysin pohjaksi. Vertaillaan saatuja tuloksia sen vuoksi myos koko ha-
vaintoaineistoon sovitetun malliin antamiin tuloksiin, jossa siis kynnyksena on
u = 3, vaikka tama kynnys liian pienelta GP-jakauma-approksimaation perus-
teltavuutta ajatellen vaikuttaakin.
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Kuva 3.10: Onnettomuuskuolemadata ja tason u = 30 ylitteet.
Edella tarkasteltiin GP-jakaumaa tason u ylitteiden ehdollisen jakauman (ylite-
jakauman) mallina. Edellisista luvuista muistetaan, etta ylitemenetelman taus-
talla on implisiittisesti oletus, etta (korkean tason) ylitteiden lukumaara tar-
kasteluvaleilla on Poisson-jakautunut. Mikali ylitysajat eivat noudata Poisson-
prosessia, viittaa tama siihen, ettei ylitedataa voi pitaa iid:na (vaikka pelkat
ylitteiden suuruudet erillaan aikaulottuvuudesta tarkasteltuna iid olisivatkin).
Talloin iid datalle formuloidut perusmallit eivat automaattisesti sovellu, vaan
datan generoineen prosessin kuvaamiseksi saattaa olla tarpeen tarkastella ylei-
sempia malleja.
Testataan Poisson-jakautuneisuutta alaosion 2.6.2.2 mukaisesti. Mikali ylity-
sajat noudattavat Poisson-prosessia, ovat perakkaisten ylitysaikojen valit eli
odotusajat eksponenttijakautuneita. Kuviin 3.11 ja 3.12 on piirretty muunnet-
tuun odotusaikaan perustuvan suureen Uk empiirinen kertymafunktio tasoja
u = 30 ja u = 3 vastaten. Poisson-oletuksen patiessa muunnokset Uk noudat-
tavat tasajakaumaa (valilla [0; 1)), eli kuvaajan pisteiden tulisi osua lahelle yk-
sikkodiagonaalia; punaiset katkoviivat kuvissa ilmoittavat 95 %:n luottamusvalit.
Kuvan 3.11 luottamusvalien laajuudesta nahdaan, etta nain pienella otoskool-
la testilla ei ole voimaa hylata tasajakautuneisuushypoteesia. Talla ei kuiten-
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kaan tassa tilanteessa ole kaytannon merkitysta, silla muunnettujen suurei-
den empiirinen jakauma vastaa varsin hyvin tasajakaumaa, eika evidenssia yli-
tysten Poisson-jakautuneisuutta vastaan ilmene. Tason u = 3 ylitteita tar-
kastellessa ei myoskaan ole perusteita hylata ylitysten lukumaarien Poisson-
jakaumaoletusta.
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Kuva 3.11:Muunnettuihin odotusaikoihin perustuvan suureen Uk empiirinen jakauma
(sininen viiva) tasajakaumaa vastaan luottamusvaleineen; u = 30.
Testataan seuraavaksi (vierekkaisten) ylitysaikojen riippumattomuutta muun-
nettuihin odotusaikoihin Uk perustuen. Mikali viereiset odotusajat ovat riippu-
mattomia { ja siten myos ylitysajat ovat { tulisi pisteiden (Uk; Uk+1) olla tasan
jakautuneita yksikkoneliossa [0; 1) [0; 1), eli pisteiden tulisi jakautua satunnai-
sesti alueelle. Kuviin 3.13 ja 3.14 on piirretty pisteet tasoja u = 30 ja u = 3
vastaten. Ensimmaisen kuvan perusteella ei voida sanoa paljonkaan havaintojen
vahyyden vuoksi; perusteita epailla riippumattomuutta ei toisaalta myoskaan
ilmene. Jalkimmainen kuva, vastaten tasoa u = 3, nayttaa varsin satunnaiselta.
Taman ja edellisen tarkastelun johtopaatos siis on, etta ylityksien lukumaaraa
voidaan pitaa Poisson-jakautuneena (jolloin ylitykset siis sattuvat homogeenisen
Poisson-prosessin mukaisesti).
Jatketaan ylitemallin estimointiin suurimman uskottavuuden menetelmalla. Ta-
ulukossa 3.2 on esitetty saadut parametriestimaatit kynnystasoille u = 30 ja
u = 3.
Muotoparametrin  estimaattien arvot ovat samaa suuruusluokkaa kuin edella
semiparametristen menetelmien perusteella arvioitiin. Nahdaan, etta piste-esti-
maattien ^ arvot ovat molemmilla kynnystasoilla yli 0.5, mika viittaa siihen,
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Kuva 3.12:Muunnettuihin odotusaikoihin perustuvan suureen Uk empiirinen jakauma
(sininen viiva) tasajakaumaa vastaan luottamusvaleineen; u = 3.
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Kuva 3.13: Uk vs. Uk+1; u = 30.
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Kuva 3.14: Uk vs. Uk+1; u = 3.
Taulukko 3.2: GP-jakauman parametriestimaatit asymptoottiseen keskivirheeseen pe-
rustuvine luottamusvaleineen.
Kynnys u = 30 u = 3
Parametri SUE 95% luottamusvali SUE 95% luottamusvali
 0.731 [ 1:01; 2:47] 0.538 [0:163; 0:912]
 19.8 [3:26; 121] 7.45 [4:86; 11:4]
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ettei jakaumien toinen momentti ole olemassa. Luottamusvalit ovat kuitenkin
laajat, erityisesti korkeamman kynnyksen u = 30 tapauksessa; tassa havain-
toja on niin vahan (8 kpl) ja estimaattorin otosvarianssi siten niin suuri, etta
saadut luottamusvalit eivat kerro juuri mitaan. Alarajan negatiivisuus johtuu
jalleen asymptoottiseen keskivirheeseen perustuvien luottamusvalien symmetri-
syydesta parametrille .
Tarkastellaan vertailun vuoksi proiliuskottavuusmenetelmalla saatavia luotta-
musvaleja muotoparametrille. Nama on esitetty taulukossa 3.3 alla. Nahdaan,
etta luottamuvali ei ole enaa symmetrinen: kynnystasolla u = 3 alaraja on
suurempi kuin keskivirheeseen perustuen, samoin ylaraja. Tama on tyypillista
vertailtaessa naita kahta menetelmaa luottamusvalien rakentamiseen tapauk-
sessa   0: pakosta symmetrinen keskivirheeseen perustuva menetelma antaa
usein epauskottavan pienen alarajan, ja toisaalta proiliuskottavuuden kaytto
huomioi ylarajaan usein liittyvan suuren epavarmuuden paremmin. Kynnyksen
u = 30 tapauksessa luottamusvalin ylarajaestimaatti on huomattavasti suu-
rempi kuin edella saatu, ja alarajan maaritys numeerisesti epaonnistuu. Tassa
tapauksessa menetelman kaytto ei siis anna lisainformaatiota.
Taulukko 3.3: Muotoparametrin  luottamusvalit proiliuskottavuuteen perustuen.
Kynnys, u ^ 95%:n luottamusvali
3 0.538 [0:238; 1:01]
30 0.731 [ ; 3:85]
Kuvissa 3.15 ja 3.16 on vertailtu sovitettua GP-jakaumaa havaintoihin perustu-
vaan empiiriseen jakaumaan naiden kertymafunktioita tarkastelemalla. Kuvan
3.15 sovite, vastaten valittua tasoa u = 30, nayttaa sopivan havaintoihin varsin
hyvin, huolimatta siita etta empiirinen kertymafunktio on hyvin sahalaitainen
havaintojen vahyydesta johtuen. Kuvan 3.16 koko dataan (u = 3) sovitettu
GP-jakauma nayttaa myos vastaavan hyvin havaittua.
Jatketaan ylitemallin sopivuuden tarkastelua tutkimalla tuttuun tapaan to-
dennakoisyys- ja kvantiilikuvaajia. Kuviin 3.17 ja 3.18 on piirretty kuvaajat
tason u = 30 ylitteisiin sovitetulle GP-jakaumalle, ja kuvissa 3.19 ja 3.20 on
vastaavasti todennakoisyys- ja kvantiilikuvaaja tason u = 3 ylitteisiin sovitetul-
le mallille.
Korkeampaa tasoa vastaavan mallin todennakoisyyskuvaaja (kuva 3.17) nayttaa
sopivan kohtalaisen hyvin vahiin hantahavaintoihin. Matalan tason tapauksessa
sopivuus jakauman alkupaassa on heikohko, mutta nayttaa paranevan jakau-
man oikeaa hantaa kohti mentaessa (kuva 3.19); erilaisesta skaalauksesta joh-
tuen hannan sopivuus ei kuitenkaan tule selvasti esiin kuvasta, toisin kuin edella.
Matalan tason kuvaajan voidaan katsoa antavan viitteita siita, ettei asymptoot-
tiseen argumenttiin perustuva GP-jakaumamalli ole perusteltu nain alhaisella
kynnystasolla.
Kvantiilikuvaajista paljastuu selvemmin mallien sopivuus ylitteisiin. Havaitaan,
etta tason u = 30 ylitteisiin sovitetulla mallillakaan sopivuus aarimmaisiin ha-
vaintoihin ei nayta erityisen hyvalta. Matalan tason u = 3 kohdalla tama on
viela hieman heikompi. Taman epayhteensopivuuden aiheuttaa olennaisesti kak-
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Kuva 3.15: Onnettomuuskuolemien tason u = 30 henkea ylittavien havaintojen em-
piirinen kertymafunktio vs. GPD-sovite.
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Kuva 3.16: Onnettomuuskuolemien tason u = 3 henkea ylittavien havaintojen empii-
rinen kertymafunktio vs. GPD-sovite.
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si aarimmaista havaintoa, jotka ovat kooltaan omassa luokassaan muihin havain-
toihin verrattuna (ks. kuva 3.10). Tarkastellussa aineistossa nama todella ovat
aarimmaisia havaintoja suhteessa muuhun dataan.
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Havaittu
M
al
li
Probability Plot
Kuva 3.17: Todennakoisyyskuvaaja onnettomuuskuolemadataan sovitetulle GP-
mallille; u = 30.
Kuvissa 3.21 ja 3.22 on esitetty onnettomuuskuolemien toistumistasokuvaajat
tasojen u = 30 ja u = 3 ylitteisiin sovitetuille malleille vuositasolla. Kuviin
on piirretty myos havaittu data. Sopivuus havaintoihin etenkin korkeamman
kynnyksen tapauksessa vaikuttaa kohtuulliselta, ja erityisesti havainnot ovat
95 %:n asymptoottisten delta-menetelmaan perustuvien luottamusvalien sisalla.
Myos matalamman kynnyksen kohdalla likipitaen kaikki havainnot sisaltyvat
saatuun 95 %:n luottamusvaliin.
Ylla olevista toistumistasokuvaajista havaitaan mm., etta alempi 95 %:n luot-
tamusvali menee luottamusvalien symmetrisyydesta johtuen toistumisperiodin
kasvaessa negatiiviseksi, mika ei tietenkaan ole mahdollista taustalle olevaa il-
miota ajatellen. Tarkastellaan viela proiliuskottavuusmenetelmaan perustuvia
luottamusvaleja, joilla paastaan yleensa parempaan tarkkuuteen. Tilan saasta-
miseksi esitetaan kuvaajat vain korkeampaa kynnystasoa vastaavalle mallille:
kuvassa 3.23 on proiliuskottavuus 100-vuoden toistumistasolle ja kuvassa 3.23
vastaavasti 1 000-vuoden toistumistasolle. Molemmista kuvaajista havaitaan
luottamusvalien erittain vahva epasymmetrisyys, mika johtuu jakauman oikeaa
hantaa koskevasta suuresta epavarmuudesta.
Taulukossa 3.4 on vertailtu delta- ja proiliuskottavuusmenetelmilla saatuja
luottamusvaleja eri malleissa. Luottamusvaleja ja taulukkoon kerattyja piste-
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Kuva 3.18: Kvantiilikuvaaja onnettomuuskuolemadataan sovitetulle GP-mallille; u =
30.
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Kuva 3.19: Todennakoisyyskuvaaja onnettomuuskuolemadataan sovitetulle GP-
mallille; u = 3.
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Kuva 3.20: Kvantiilikuvaaja onnettomuuskuolemadataan sovitetulle GP-mallille; u =
3.
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Kuva 3.21: Onnettomuuskuolemien toistumistasokuvaaja GPD-mallissa (u = 30)
luottamusvaleineen.
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Kuva 3.22: Onnettomuuskuolemien toistumistasokuvaaja GPD-mallissa (u = 3) luot-
tamusvaleineen.
1000 2000 3000 4000 5000 6000
−40
−39.5
−39
−38.5
−38
−37.5
Return Level r100
Lo
g−
Li
ke
lih
oo
d
 
 
Profile Likelihood
ML Estimate
95% CI
Kuva 3.23: Proiliuskottavuus onnettomuuskuolemien 100-vuoden toistumistasolle
GPD-mallissa (u = 30).
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Kuva 3.24: Proiliuskottavuus onnettomuuskuolemien 1 000-vuoden toistumistasolle
GPD-mallissa (u = 30).
estimaatteja tarkastellessa taytyy noudattaa varovaisuutta suurempia toistu-
misperiodeja tulkittaessa, silla ekstrapolointiin havaintojen ulkopuolelle liittyy
tassa sovelluksessa erittain suurta epavarmuutta, kuten edella useaan otteeseen
havaittiin. Havainnollistuksen vuoksi niinkin suuri toistumisperiodi kuin 10 000
vuotta on kuitenkin otettu mukaan taulukkoon: On selvaa, etta tallaisesta ta-
sosta ei pystyta 100 vuoden havaintodatan perusteella sanomaan realistisesti
ottaen juuri mitaan puhtaasti tilastollisen mallin keinoin, mutta luvut yhdessa
muiden toistumistasojen kanssa antavat kuitenkin tuntumaa malliin.
Korkeampaa kynnystasoa u = 30 vastaavan mallin kohdalla 1 000- ja 10 000-
vuoden toistumistasojen luottamusvalit eroavat valtavasti delta- ja proilius-
kottavuusmenetelmien valilla. Proiliuskottavuusmenetelman antamat luotta-
musvalin alarajat ovat sinansa jarkevia, vaikka vaikuttavatkin aivan liian pie-
nilta kun huomioon otetaan { datan ilmentaman informaation ulkopuolinen {
tietamys taustalla olevan ilmion luonteesta eli fysikaalisesti mahdollisten kata-
stroen suuruudesta. 1 000- ja 10 000-vuoden kohdalla proiliuskottavuusme-
netelman luottamusvalien asymmetrisyys on jo aarimmaisen suurta, ja taytyy
tulkita niin, etta dataan sovitetun GP-mallin perusteella kaytannossa minka
tahansa suuruiset onnettomuudet ovat mahdollisia.
Vaikka kvantiilikuvaaja korkeamman tason u = 30 ylitteisiin sovitetulle mallille
ei naytakaan erityisen hyvalta kahden aarimmaisen havainnon osalta, voidaan
mallia silti pitaa kohtuullisena kaikki muut tarkastelut huomioiden. Havaittu
data ei yksinkertaisesti sisalla riittavasti informaatiota sen kokoluokan onnetto-
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Taulukko 3.4: Delta-menetelmaan ja proliuskottavuuteen perustuvat 95 %:n luotta-
musvalit onnettomuuskuolemien toistumistasoille GPD-malleissa.
u = 3 Delta-menetelma Proiliuskottavuus
Toistumisperiodi SUE 95% CI SUE 95% CI
10 27 [18; 36] 27 [19; 42]
100 120 [32; 210] 120 [63; 410]
1 000 440 [ 150; 1030] 440 [142; 4130]
10 000 1540 [ 1570; 4660] 1540 [270; 41800]
u = 30 Delta-menetelma Proiliuskottavuus
Toistumisperiodi SUE 95% CI SUE 95% CI
10 26 [14; 38] 26 -
100 127 [ 1; 260] 127 [60; 6090]
1 000 670 [ 1680; 3030] 670 140; 38  106
10 000 3600 [ 20600; 27800] 3600 180; 270  109
muuksista (suhteessa muihin havaintoihin) joita tarkastelujakson aikana on kui-
tenkin havaittu kaksi. Tarkastellaan seuraavaksi mahdollista keinoa ongelman
lieventamiseksi.
3.2.2 Laajennettu aineisto
Kuten edella havaittiin, suomalaisia kohdanneista suuronnettomuuskuolemista
on niin vahan havaintoja, etta { havaintoihin perustuvien { tilastollisten me-
netelmien kaytto on ongelmallista. Aariarvoteoriaan perustuvia menetelmia so-
veltaen katastrokuolemille saatiin rakennettua todennakoisyysjakauma, joka
sinansa vaikuttaa jarkevalta kaytettavissa olevien kriteerien suhteen tarkastel-
tuna, mutta johon liittyy suuri epavarmuus laajojen luottamusvalien muodos-
sa.
Kuvatunlainen tilanne on tuttu jalleenvakuutuksesta, jossa saattaa syntya tilan-
ne, etta tietyntyyppinen riski pitaisi hinnoitella, vaikkei siihen liittyvista tap-
pioista ole kokemusta (experience) olemassa. Talloin standardi menettelytapa on
etsia markkinoilta tietoa mahdollisimman samankaltaisista riskeista, ja kayttaa
tata informaatiota tukena hinnoittelussa.
Pyritaan seuraavassa tarkentamaan mallia kayttamalla laajennettua tilastoai-
neistoa, joka sisaltaa Ruotsin kokemuksen. Yhdistetaan siis edella kuvattuun
suomalaisia koskevaan aineistoon vastaava, ruotsalaisia kohdanneista (ja yli
kolme henkea vaatineista) onnettomuuskuolemista keratty aineisto samalta ai-
kavalilta.8 Yhdistamisen katsotaan olevan perusteltua, koska Ruotsia voidaan
pitaa lahinna Suomea muistuttavana maana (alueena, populaationa), ja naiden
kahden maan maantieteelliset ja taloudelliset olosuhteet ovat toisiinsa verratta-
via (vrt. myos kohdan 3.1 yleiseen keskusteluun).
Koska tarkoituksena kuitenkin on rakentaa todennakoisyyspohjainen malli ku-
vaamaan suomalaisten katastrokuolemien sattumista eika suomalaisten ja ruot-
8Aineisto koostuu julkisista lahteista keratyista tiedoista; ks. ruotsinkielinen Wikipedia
(sv.wikipedia.org), kategoria "Olyckor", artikkeli "Lista over katastrofer efter antalet doda
svenskar".
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salaisten yhteista katastrokuolleisuutta, vaikuttaa ilmeiselta etta jonkinlaista
skaalausta tarvitaan ennen yhdistetyn aineiston tai sen perusteella estimoidun
mallin kayttoa. Koska onnettomuuskuolemia maiden valilla voidaan pitaa toi-
sistaan riippumattomina, estimoidaan vahinkojen suuruusjakauma suoraan yh-
distetysta aineistosta (ks. kuitenkin seuraava kappale). Sen sijaan yhdistetysta
aineistosta estimoitu vahinkojen sattumisfrekvenssi on selvasti liian suuri, kos-
ka se sisaltaa molempien maiden onnettomuudet tarkastelujaksolta. Vaihtoeh-
toina on kayttaa Suomen aineiston perusteella maaritettya sattumisfrekvenssia,
tai esimerkiksi maiden "keskiarvoista" frekvenssia. Tahan palataan tarkemmin
tuonnempana.
Aineistoja yhdistaessa taytyy huomioida muutamia seikkoja. Erityisesti yhtei-
set vahingot voi olla tarpeen siivota pois aineistosta niin, ettei sama tapahtuma
esiinny datassa useaan kertaan. Vahingojen suuruuksien (lasketaanko vahingot
yhteen, otetaanko mukaan suurempi vahinko, jne.) seka vahinkotapahtumien
poiston sattumisfrekvenssivaikutuksen tarkka kasittely riippuu sovelluksesta ja
mallin kayttotarkoituksesta. Tassa tapauksessa aineistossa oli kaksi paallekaista
onnettomuutta, matkustajalaiva Estonian uppoaminen 28.9.1994 (suomalaisia
kuoli 10, ruotsalaisia 552) ja Intian valtameren tsunami 26.12.2004 (suoma-
laisia kuoli 179, ruotsalaisia 543). Otetaan Estonian osalta mukaan suoraan
Ruotsin aineiston kuolemien maara (ja poistetaan vastaava Suomen aineiston
rivi yhdistetysta aineistosta), koska on ajateltavissa, etta taman kokoluokan
onnettomuus voisi tapahtua myos suomalaisia taynna olevalle laivalle. Tsuna-
mikuolemien osalta patee sama periaate; koska Ruotsin vaesto on kuitenkin n.
1.75-kertainen Suomen vaestoon verrattuna, myos ruotsalaisia turisteja voidaan
ajatella olevan enemman. Skaalataan siis tsunamissa kuolleiden ruotsalaisten
lukumaara vakilukujen suhteella (vuoden 2011 lopussa), jolloin saadaan kuo-
lintapausten lukumaaraksi kokonaisluvuksi pyoristettyna 316. Kaytetaan tata
lukua yhdistetyssa aineistossa. Mita havaintojen poistamisen frekvenssivaiku-
tukseen tulee, vaikutusta ei ole, jos kaytetaan vain Suomen aineistosta estimoi-
tua frekvenssia. Sen sijaan poistetut havainnot tulee huomioida (lisata takaisin
vahinkojen lukumaaraan), jos kaytetaan maiden keskiarvofrekvenssia.
Taulukossa 3.5 on esitetty joitakin tunnuslukuja edella kuvatulla tavalla saa-
dulle yhdistetylle onnettomuuskuolema-aineistolle. Havaintoja tarkastelujaksol-
ta 1.1.1910 { 31.12.2009 on yhteensa 139 kpl, ja suurin naista on 552 kuollutta
Estonian uppoamisessa.
Taulukko 3.5: Tilastollisia tunnuslukuja suomalaisten ja ruotsalaisten yhdistetylle
onnettomuuskuolemadatalle.
n min max mediaani moodi keskiarvo keskihajonta IQR
139 4 552 9 4 19.6 54.5 11.0
Kuvassa 3.25 on visualisoitu havaintoaineisto. Nahdaan, etta tassa tapauksessa
suurin havainto eroaa selkeasti muista, ja kaksi suurinta taas jaljelle jaavista.
Myos kolmanneksi suurin havainto eroaa suuruusluokaltaan lopuista. Jo kuvan
perusteella nahdaan, etta alla oleva datan generoineen ilmion todennakoisyysja-
kauma vaikuttaa erittain paksuhantaiselta.
Tarkastelut kynnystason valitsemiseksi (ei naytetty) viittaavat yhdistetyn ai-
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Onnettomuuksia 1.1.1910 − 31.12.2009: Yhdistetty aineisto
Kuva 3.25: Suuronnettomuuksia paivamaaran mukaan, yhdistetty aineisto.
neistonkin tapauksessa siihen, etta taso u = 30 voisi olla perusteltu. Valitaan
tama.
Aineistossa on 13 tason 30 ylittavaa onnettomuutta (ks. kuva 3.26). Tama on
suhteellisesti suuri lisays verrattuna pelkkaan suomalaisia koskevaan onnetto-
muuskuolema-aineistoon, jossa oli 8 saman tason ylitysta, mutta absoluuttisesti
edelleen hyvin pieni havaintojen lukumaara tilastolliseen analyysiin. Kuten edel-
lisessa osiossa, tarkastellaan vertailun vuoksi myos koko aineistoon sovitettua
mallia, joka siis vastaa kynnystasoa u = 3.
Tarkastellaan ylitteiden sattumisten Poisson-jakautuneisuutta edellisen osion
mukaisesti havaintodataa koskevan iid-oletuksen testaamiseksi. Kuvissa 3.27 ja
3.28 on esitetty muunnettuihin ylitysten valisiin odotusaikoihin perustuvan suu-
reen empiirinen jakauma. Kuviin patevat pitkalti samat huomiot kuin edelli-
sessa osiossa tarkastellun datan kohdalla. Tason u = 30 tapauksessa ylitykset
vaikuttavat selvasti Poisson-jakautuneilta. Tason u = 3 kohdalla puolestaan on
havaittavissa, ettei evidenssi ylitysten Poisson-jakautuneisuudesta (muunnet-
tujen odotusaikojen tasajakautuneisuudesta) ole tassa tapauksessa aivan yhta
vahvaa, vaikka empiirinen jakauma 95 % luottamusvalien sisalla pysyykin, ja
siten Poisson-jakautuneisuusoletusta ei hylata tarkastellulla merkitsevyystasol-
la.
Vierekkaisten ylitysaikojen riippumattomuuden tarkastelu edellisen osion ta-
paan (ei naytetty) johtaa samaan lopputulokseen kuin pelkastaan suomalaisia
koskevan datan kohdalla; tason u = 30 ylitteita on niin vahan, etta tata vas-
taava kuvaaja ei ole kovin informatiivinen, mutta kumpaakaan tasoa vastaava
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Onnettomuuksia 1.1.1910 − 31.12.2009: Yhdistetty aineisto
Kuva 3.26: Yhdistetty onnettomuuskuolemadata ja tason u = 30 ylitteet.
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Kuva 3.27:Muunnettuihin odotusaikoihin perustuvan suureen Uk empiirinen jakauma
(sininen viiva) tasajakaumaa vastaan luottamusvaleineen; u = 30.
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Kuva 3.28:Muunnettuihin odotusaikoihin perustuvan suureen Uk empiirinen jakauma
(sininen viiva) tasajakaumaa vastaan luottamusvaleineen; u = 3.
kuvaaja ei anna aihetta hylata ylitysten Poisson-jakautuneisuusoletusta taman
testin perusteella. Johtopaatos on siis { kuten edellisessa osiossa { etta ylitykset
sattuvat homogeenisen Poisson-prosessin mukaisesti. Tama tarkoittaa, etta yli-
temenetelman (ja POT-mallin) taustaoletukset tayttyvat nailta osin, ja tason
u ylityksien sattumista seka toisaalta ylitteiden suuruutta voidaan mallintaa
erikseen.
Sovitetaan yleistetty Pareto-jakauma tasojen u = 30 ja u = 3 ylitteisiin. Tau-
lukossa 3.6 on esitetty suurimman uskottavuuden menetelmalla saadut GP-
jakauman parametriestimaatit, seka naiden keskivirheeseen perustuvat 95 %
luottamusvalit. Nahdaan, etta matalan tason u = 3 ylitteisiin sovitettu malli
antaa lahes saman estimaatin muotoparametrille  kuin edellisessa osiossa saa-
tiin, mutta lyhyemmilla luottamusvaleilla. Tason u = 30 ylitteisiin sovitettu
malli antaa muotoparametrin estimaatiksi ^ = 1:26, mika viittaa aarimmaisen
paksuhantaiseen jakaumaan; kun  > 1, ei jakauman ensimmainen momentti-
kaan ole olemassa.
Taulukko 3.6: GP-jakauman parametriestimaatit asymptoottiseen keskivirheeseen pe-
rustuvine luottamusvaleineen.
Kynnys u = 30 u = 3
Parametri SUE 95% luottamusvali SUE 95% luottamusvali
 1.26 [ 0:086; 2:60] 0.522 [0:294; 0:750]
 15.1 [4:20; 54:0] 6.83 [5:22; 8:93]
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Proiliuskottavuusmenetelmaan perustuvat luottamusvalit muotoparametrille
on esitetty taulukossa 3.7 alla. Matalammalle tasolle luottamusvali on hyvin
samankaltainen kuin keskivirheeseen perustuva. Korkeamman tason kohdalla
luottamusvali sen sijaan on selvasti epasymmetrisempi, ja erityisesti alaraja on
sinallaan uskottava, toisin kuin taulukossa 3.6. 95 % luottamusvalin alarajat
ovat proiliuskottavuusmenetelmalla hyvin lahella toisiaan molempiin kynnys-
tasoihin sovitettujen mallien kohdalla.
Taulukko 3.7: Muotoparametrin  luottamusvalit proiliuskottavuuteen perustuen.
Kynnys, u ^ 95%:n luottamusvali
3 0.522 [0:329; 0:790]
30 1.26 [0:362; 3:46]
Kuvaan 3.29 on piirretty tason u = 30 ylitteiden empiirinen kertymafunktio
ja tata vastaava sovitettu GP-jakauma. Empiirisen kertymafunktion diskreetin
luonteen huomioiden sovitus nayttaa hyvalta.
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Kuva 3.29: Onnettomuuskuolemien tason u = 30 henkea ylittavien havaintojen em-
piirinen kertymafunktio vs. GPD-sovite; yhdistettu aineisto.
Myos todennakoisyyskuvaajan perusteella tason u = 30 ylitteita vastaavan mal-
lin sopivuus havaintoihin on varsin hyva (kuva 3.30). Kvantiilikuvaaja (kuva
3.31) puolestaan tuo esiin saman ongelman kuin edellisessa osiossa: koko (ta-
son u) ylitedataan sovitettu malli ei sovikaan kovin hyvin kahteen (tai kolmeen)
aarimmaisimpaan havaintoon. Naiden aarihavaintojen suuruusluokka eroaa, ku-
ten edella nahtiin, selvasti kaikista muista havainnoista. Tama viittaa siihen,
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etta naiden aarihavaintojen mallintamisen ja GP-jakauman asymptoottisen luon-
teen nakokulmasta pienimmat GP-jakauman sovitukseen mukaan otetut ha-
vainnot ovat mahdollisesti liian pienia, ja kaytettya kynnystasoa u tulisikin
ehka nostaa. Tata kokeiltaessa kynnystason kasvattaminen ei kuitenkaan olen-
naisesti muuttanut tilannetta, ja tietyn pisteen jalkeen GP-jakauman sovitta-
minen suurimman uskottavuuden menetelmalla ei enaa onnistu havaintojen
vahyyden vuoksi. Paadytaan siis jalleen siihen johtopaatokseen, etta { kos-
ka aarimmaisia havaintoja tassa sovelluksessa ei pideta poikkeavina (outlie-
reina), vaan kaikista arvokkaimpina havaintoina { kaytettavissa olevat havain-
not eivat yksinkertaisesti sisalla riittavasti informaatiota ilmion taustalla olevan
todennakoisyysjakauman hannan tarkkaa tilastollista kuvaamista varten.
Vertailun vuoksi kuvissa 3.32 ja 3.33 on esitetty todennakoisyys- ja kvantiili-
kuvaajat koko aineistoon, eli tason u = 3 ylitteisiin, sovitetulle GP-jakaumalle.
Kvantiilikuvaaja viittaa selvasti siihen, etta taso u = 3 on liian matala, jotta
asymptoottiseen argumenttiin perustuva GP-jakauma-approksimaatio eli ylite-
jakauman approksimoiminen GP-jakaumalla olisi perusteltua.
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Kuva 3.30: Todennakoisyyskuvaaja yhdistettyyn onnettomuuskuolemadataan sovite-
tulle GP-mallille; u = 30.
Tasoa u = 30 vastaavan mallin perusteella saatu toistumistasokuvaaja on piir-
retty kuvaan 3.34. Vaikka estimoidut toistumistasot eroavat havaituista kor-
keimpien havaintojen kohdalla, ovat havainnot delta-menetelmaan perustuvien
95 %:n luottamusvalien sisalla lukuun ottamatta toiseksi suurinta havaintoa,
joka jaa niukasti luottamusvalin ulkopuolelle. Tasoa u = 3 vastaavan mallin
kohdalla (kuvaajaa ei naytetty) suuremmat havainnot jaavat selkeasti mallin
implikoimien toistumistason luottamusvalien ulkopuolelle.
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Kuva 3.31: Kvantiilikuvaaja yhdistettyyn onnettomuuskuolemadataan sovitetulle
GP-mallille; u = 30.
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Kuva 3.32: Todennakoisyyskuvaaja yhdistettyyn onnettomuuskuolemadataan sovite-
tulle GP-mallille; u = 3.
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Kuva 3.33: Kvantiilikuvaaja yhdistettyyn onnettomuuskuolemadataan sovitetulle
GP-mallille; u = 3.
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Kuva 3.34: Onnettomuuskuolemien toistumistasokuvaaja GPD-mallissa (u = 30)
luottamusvaleineen; yhdistetty aineisto.
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Kuvissa 3.35 ja 3.36 on esitetty proiliuskottavuuskuvaaja seka proiliuskot-
tavuuteen perustuvien luottamusvalien maaraytyminen 100- ja 1 000-vuoden
toistumistasoille tason u = 30 ylitteisiin perustuvassa mallissa. Jo sadan vuoden
toistumistasoa vastaavasta kuvaajasta nahdaan luottamusvalien erittain voima-
kas asymmetrisyys ja ylarajaan liittyva epavarmuus. Tuhannen vuoden toistu-
mistasoa vastaavan proiliuskottavuuskuvaajan kohdalla nama piirteet ovat niin
voimakkaita, etta havainnollisuuden sailyttamiseksi kuvaaja on valttamatonta
esittaa logaritmisella skaalalla.
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Kuva 3.35: Proiliuskottavuus onnettomuuskuolemien 100-vuoden toistumistasolle
yhdistettyyn aineistoon perustuvassa GPD-mallissa (u = 30).
Taulukossa 3.8 on piste-estimaatit seka delta- ja proiliuskottavuusmenetelmiin
perustuvat luottamusvalit toistumisperiodeita 10, 100, 1 000 ja 10 000 vuotta
vastaaville toistumistasoille. Tason u = 30 ylitteisiin sovitetun mallin antamien
toistumistasojen lisaksi taulukossa on esitetty vertailun vuoksi myos koko ai-
neistoon sovitetun mallin antamat luvut, vaikka tata mallia ei voikaan edella
esitetyn tarkastelun perusteella pitaa perusteltuna kuvauksena havaintojen ja-
kauman hannasta.
Toistumistasoihin patee jo edellisen osion lopussa vastaavan tarkastelun yh-
teydessa sanottu. Korkeampia toistumistasoja koskeviin lukuarvoihin on syyta
suhtautua asianmukaisella varauksella, ottaen huomioon ekstrapolaation aste.
Proiliuskottavuusmenetelmalla saatavat luottamusvalit ovat yleensa kaytan-
nossa aina tarkempia kuin delta-menetelmalla saadut keskivirheeseen perustu-
vat, mutta tassa tapauksessa luottamusvalit ovat suuremmilla toistumistasoilla
varsin epainformatiivisia. Olennaisesti mallin mukaan miten suurten tahansa on-
nettomuuksien sattuminen voi olla mahdollista, tai tallaisten onnettomuuksien
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Kuva 3.36: Proiliuskottavuus onnettomuuskuolemien 1 000-vuoden toistumistasolle
yhdistettyyn aineistoon perustuvassa GPD-mallissa (u = 30).
Taulukko 3.8: Delta-menetelmaan ja proliuskottavuuteen perustuvat 95 %:n luotta-
musvalit onnettomuuskuolemien toistumistasoille yhdistettyyn aineistoon perustuvis-
sa GPD-malleissa.
u = 3 Delta-menetelma Proiliuskottavuus
Toistumisperiodi SUE 95% CI SUE 95% CI
10 42 [30; 53] 42 [31; 61]
100 160 [69; 260] 160 [94; 390]
1 000 560 [24; 1100] 560 [220; 2400]
10 000 1900 [ 710; 4500] 1900 [510; 15000]
u = 30 Delta-menetelma Proiliuskottavuus
Toistumisperiodi SUE 95% CI SUE 95% CI
10 35 [24; 46] 35 [31; 45]
100 320 [ 220; 860] 320 [100; 18000]
1 000 5400 [ 17000; 28000] 5400 360; 47  106
10 000 98000
 560  103; 750  103 98000 1000; 130  109
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mahdollisuutta ei voida sulkea kaytetyn mallin perusteella pois malliparamet-
reihin liittyva epavarmuus huomioiden.
Tilanteen ollessa tama sovitettua GP-mallia voidaan kuitenkin pitaa kohtuulli-
sena kuvauksena onnettomuuskuolemadatasta kaytettavissa olevan tilastollisen
informaation pohjalta.
3.2.2.1 Skaalattu malli
Edella tarkasteltu malli, mukaan lukien tarkastellut toistumistasot, koski yhdis-
tettya aineistoa, eli kuvasi (muutamaa pienta muokkausta lukuun ottamatta)
Suomen ja Ruotsin yhteista katastrokuolleisuutta. Taman luvun sovelluksen
tavoitteena on kuitenkin ensisijaisesti kuvata suomalaisten onnettomuuskuo-
lemia. Kuten edellisen osion alussa mainittiin, taman saavuttamiseksi onnet-
tomuuksien sattumisfrekvenssia tulee muuttaa maiden yhteenlasketusta sattu-
misfrekvenssista Suomen kokemusta vastaavaksi. Onnettomuuksien suuruutta
(tason u ylapuolella) kuvaavaksi jakaumaksi sen sijaan otetaan suoraan yhdis-
tetysta aineistosta estimoitu GP-jakauma.
Todennakoisyys tapahtumalle, etta taso u ylitetaan, ehdolla etta taso u0 < u
on ylitetty, voidaan estimoida suoraan havaintodatasta: valitaan u0 = 3 (datan
kynnystaso) ja olkoon tasojen u0 ja u ylityksien lukumaarat n ja k. Talloin
saadaan estimaatti
P(X > ujX > u0) = k
n
:
Ylityksien suhteellinen osuus k=n on myos yo. todennakoisyyden suurimman us-
kottavuuden estimaattori, kun ylityksien lukumaaran oletetaan olevan binomi-
tai Poisson-jakautunut.
Sattumistodennakoisyyksien tai {frekvenssien tarkastelua vaikeuttaa se seik-
ka, ettei havaintoaineistossa ole selkeaa struktuuria. Havainnot eivat ole ta-
savalisia, eika niihin pystyta liittamaan yksikasitteista aikayksikkoa: vaikka esi-
merkiksi havainnot on keratty paivatasolla, eika aineistossa ole useampaa sa-
mana paivana tapahtunutta onnettomuutta, tama ei kuitenkaan tarkoita sita,
etteiko onnettomuuksia voisi sattua useampia samana paivana. Koska suurien
onnettomuuksien sattuminen kuitenkin on hyvin harvinaista, valitaan tarkaste-
lun perusaikayksikoksi yksi vuosi, mika on katevaa myos tuloksien tulkinnan ja
esittamisen kannalta. Talloin vuositason todennakoisyys sille, etta datan kyn-
nystaso u0 = 3 ylitetaan, voidaan havaintoaineiston perusteella estimoida
P(X > u0) =
n
ny
;
missa n on havaintojen lukumaara, ja ny on havaintovuosien lukumaara. Ta-
pahtuman X > u todennakoisyys vuositasolla on nyt suoraviivaisesti
P(X > u) = P(X > ujX > u0)P(X > u0) = k
ny
;
eli otoskeskiarvo (ylityksia per vuosi).
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Tason u = 30 vuotuisen ylitystodennakoisyyden estimaatti yhdistetyssa aineis-
tossa on ^y = 13=100 = 0:13, kun se suomalaisia koskevan aineiston perus-
teella on ^ = 8=100 = 0:08. Kuvaan 3.37 on piirretty toistumistasokuvaa-
ja edellisen osion GP-ylitejakaumaan ja suomalaisia koskevan datan ylitysto-
dennakoisyyksiin perustuen, seka lisaksi Suomen datan havainnnot. Toistumis-
tasokuvaajan sopivuus havaintoihin osoittautuu nyt erittain hyvaksi.
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Kuva 3.37: Onnettomuuskuolemien toistumistasokuvaaja yhdistettyyn aineistoon
perustuvassa GPD-mallissa (u = 30) Suomen dataa vastaavalla sattumisto-
dennakoisyydella.
Taulukossa 3.9 alla on esitetty 10-, 100-, 1 000- ja 10 000-vuoden toistumistasoes-
timaatit asymptoottisine luottamusvaleineen yhdistettyyn aineistoon perustu-
vassa GPD-mallissa Suomen dataa vastaavalla sattumistodennakoisyydella.
Taulukko 3.9: Delta-menetelmaan ja proliuskottavuuteen perustuvat 95 %:n luotta-
musvalit onnettomuuskuolemien toistumistasoille yhdistettyyn aineistoon perustuvas-
sa skaalatussa GPD-mallissa.
u = 30 Delta-menetelma Proiliuskottavuus
Toistumisperiodi SUE 95% CI SUE 95% CI
10 27 [18; 37] 27 -
100 180 [ 220; 580] 180 [75; 3500]
1 000 3000 [ 20000; 26000] 3000 280; 8:9  106
10 000 53000
 660  103; 770  103 53000 820; 25  109
Jos verrataan suomalaisia koskevan onnettomuuskuolemadatan empiirisia to-
dennakoisyyksia GP-mallin antamiin, ja havaittuja kvantiileja mallikvantiilei-
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hin, saadaan kuvat 3.38 ja 3.39. Erityisesti kvantiilikuvaajan perusteella aiem-
min havaittu ongelma ylitejakauman sopimattomuudesta aarimmaisimpiin ha-
vaintoihin (ks. esimerkiksi kuva 3.17) on pitkalti poistunut.
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Kuva 3.38: Todennakoisyyskuvaaja: suomalaisia koskeva onnettomuuskuolemadata
vs. yhdistetty skaalattu malli; u = 30.
3.2.3 Pisteprosessit
Edellisten osioiden testien perusteella tason u = 30 (ja jo tason u = 3) yli-
tyksia tarkasteltavassa onnettomuuskuolemadatassa voidaan pitaa homogeeni-
sena Poisson-prosessina. Tama tarkoittaa, etta ylitteiden sattumisaikoja ja nii-
den suuruuksia voidaan tarkastella erillisina komponentteina (ns. Poisson-GP{
malli). Sovitetaan seuraavassa vertailun vuoksi pisteprosessimalli kerralla koko
ylitedataan f(ti; ~xi) : i = 1; : : : ; kg, missa Nu = k on havaittu tason u ylitysten
lukumaara. Pisteprosessilahestymistapa mahdollistaa myos epastationaaristen
mallien sovittamisen dataan luontevasti, kuten aiemmin on nahty. Tutkitaan,
pystytaanko epahomogeenisen kaksiulotteisen Poisson-prosessin kaytolla paran-
tamaan mallin sopivuutta dataan perus-POT-malliin verrattuna.
Aloitetaan sovittamalla ylitteisiin perusmuotoinen POT-malli eli ajan suhteen
homogeeninen Poisson-pisteprosessi intensiteetilla
(t; x)  (x) = 1


1 + 
x  

 1= 1
pisteessa (t; x) 2 E = (0; n]  (u;1); ks. osiot 1.6 ja 2.6. Parametriestimaa-
teiksi tason u = 30 ylitteita tarkasteltaessa saadaan ainoastaan suomalaiset
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Kuva 3.39: Kvantiilikuvaaja: suomalaisia koskeva onnettomuuskuolemadata vs. yh-
distetty skaalattu malli; u = 30.
sisaltavalle aineistolle
^ = (^; ^; ^) = (0:731; 7:13; 3:13);
ja yhdistetylle aineistolle
^ = (^; ^; ^) = (1:26; 18:9; 1:16);
Muotoparametrien  estimaatit ovat samat kuin edella saatiin suoralla GP-
jakauman sovittamisella, ja mallin implikoimiksi GP-jakauman skaalaparamet-
reiksi ^ saadaan yhteytta  =  + (u   ) kayttamalla 19.8 ja 15.1, kuten
edella. POT-mallin maksimoiduksi log-uskottavuudeksi saadaan suomalaisten
datalle -66.0 ja yhdistetylle aineistolle -104.1. Merkitaan mallia M0.
3.2.3.1 Epahomogeeninen Poisson-pisteprosessi
Tarkastellaan ajan suhteen epahomogeenista Poisson-prosessimallia intensitee-
tilla
(t; x) =
1
(t)

1 + (t)
x  (t)
(t)
 1=(t) 1
;
missa mallin parametrisoinniksi otetaan seuraavat:
 malli M1:  = (;(t); ), missa (t) = 0 + 1t;
 malli M2:  = (; ;(t)), missa (t) = e0+1t:
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Vertailukohtana kaytetaan edellisen osion ajan suhteen homogeenista POT-
mallia, jota merkittiinM0. Tarkastellaan jatkossa tilan saastamiseksi vain tasoa
u = 30 ja sen ylittavien havaintojen muodostamaa dataa.
Malli M1. Sovitetaan malli yhdistettyyn aineistoon kayttaen kynnystasoa
u = 30. Suurimman uskottavuuden menetelmalla mallin parametriestimaateiksi
saadaan
^ = (^; ^0; ^1; ^) = (1:10; 20:7; 0:113; 1:86):
Maksimoidun log-uskottavuuden arvo on -103.8. Verrataan mallia M1 perus-
malliin M0: uskottavuusosamaaratestin testisuureen arvoksi saadaan
D = 2 (l1(M1)  l0(M0)) = 2( 103:8  ( 104:1)) = 0:6;
mika on pieni 21-jakauman skaalalla. Esimerkiksi luottamustasoa 95 % vastaa-
va kriittinen taso on c0:05 = 3:84 > D. Siis malli M1 ei paranna mallia M0
tilastollisesti merkitsevasti.
Pelkkaan suomalaisia koskevaan aineistoon sovitettuna mallinM1 maksimaali-
seksi log-uskottavuudeksi saadaan -65.4, jolloin testisuureen arvoksi tulee D =
1:2 < c0:05. Siis johtopaatos on sama, trendi lokaatioparametrissa ei paranna
mallia.
Malli M2. Maksimoimalla log-uskottavuus yhdistettyyn aineistoon sovitetun
mallin parametrien SU-estimaateiksi tulee
^ = (^; ^0; ^1; ^) = (1:28; 19:4; 0:500; 0:0091);
ja maksimaalinen log-uskottavuuden arvo on -103.9. Perusmalliin M0 verrat-
taessa testisuureen arvoksi saadaan nain
D = 2 (l2(M2)  l0(M0)) = 2( 103:9  ( 104:1)) = 0:4:
Malli M2 ei siis paranna perusmallia. Tulos on sama vertailukohtana kaytetyn
vain suomalaisia koskevat onnettomuudet sisaltavan aineiston kohdalla: dataan
sovitetun mallin log-uskottavuus on maksimissa -65.3, ja testisuureen arvo on
D = 1:4 < c0:05.
Vertailun vuoksi edella tarkastellut mallit sovitettiin myos tason u = 3 ylit-
teisiin, eli koko havaintoaineistoon. Trendi skaalaparametrissa  (malli M2) ei
naissakaan tapauksissa parantanut perusmallia tilastollisesti merkitsevasti 95
%:n luottamustasolla. Sen sijaan trendin lokaatioparametrissa  sisaltavaa mal-
lia M1 perusmalliin verrattaessa uskottavusosamaaratestisuureiden D arvoiksi
saadaan suomalaisten aineistolle 6.8 ja yhdistetylle aineistolle 28.6. Esimerkiksi
merkitsevyystasolla  = 0:01 kriittinen arvo on c0:01 = 6:63, eli testi osoit-
taa vahvaa evidenssia trendin sisaltavan mallinM1 puolesta, ja perusmalliM0
tassa tapauksessa hylataan. Taytyy kuitenkin muistaa, etta tason u = 3 ylittei-
siin sovitetut mallit osoittautuivat riittamattomiksi suuronnettomuuksien ku-
vaamiseen. Parametrin 1 eli trendisuoran kulmakertoimen estimaatti on mo-
lemmissa tapauksissa positiivinen, suomalaisten aineistolle 0.080 ja yhdistetylle
aineistolle 0.10. Tama selittynee silla, etta tarkastelujakson alussa (1920-luvun
tienoilla) on datassa havaittavissa pitka "tyhja" jakso ilman onnettomuuksia,
kun taas tarkastelujakson loppuun sijoittuu suurin tai kaksi suurinta havaittua
onnettomuutta.
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3.3 Onnettomuuskuolemariskin mittaamisesta
Edella kaytettiin toistumistasoja onnettomuuskuolemien jakauman hannan ku-
vailemiseen. Toistumistaso kuvaa suoraan ilmioon liittyvaa riskia: esimerkiksi
100-vuoden tapahtumaa (toistumisperiodia) vastaava toistumistaso on sellai-
nen ilmion taso, joka odotusarvoisesti ylitetaan kerran sadassa vuodessa (kun
taustalla oleva prosessi on stationaarinen). Toisin ilmaistuna, tallaisen ilmion ta-
pahtumistodennakoisyys seuraavan vuoden aikana on 0.01. Kuten vedenkorkeu-
den mallintamisen yhteydessa ohimennen mainittiin, toistumistaso vastaa itse
asiassa riskin mittaamiseen yleisesti kaytettya Valua-at-Risk {riskimittaa (lyh.
VaR), silla molemmat ovat yksinkertaisesti todennakoisyysjakauman kvantiile-
ja.
Toistumistason maaritelman mukaan (maaritelma 2.2) t-vuoden toistumistaso
on
xt = q1 1=t(F ) = F 

1  1
t

;
missa t > 0, q on alla olevan jakauman F kvantiilifunktio ja F on jakau-
man F yleistetty kaanteisfunktio (jatkuvalle jakaumalle F = F 1). Tama on
yhta kuin Value-at-Risk luottamustasolla  = 1   1=t: VaR = q(F ) = xt.
Esimerkiksi 100-vuoden toistumistaso vastaa (1-vuoden) VaR:ia tasolla  =
0:99.
Toisin sanoen edella toistumistasojen yhteydessa laskettiin implisiittisesti 1-
vuoden VaR,  2 f0:9; 0:99; 0:999; 0:9999g. Talle voidaan johtaa GP-mallissa
myos eksplisiittinen esitys osion 2.3.3 mukaisesti kaantamalla jakaumaG; :
VaR = u+


 
1  
F (u)
 
  1
!
;
kun   F (u); ks. myos osio 4.2. Estimaatti VaR:ille saadaan, kun yo. lausek-
keessa korvataan kaikki parametrit estimaateillaan, ja todennakoisyytena F (u)
= P(X > u) kaytetaan estimaattia k=n, eli tason u ylityksien osuutta kaikista
havainnoista, alaosion 3.2.2.1 mukaisesti.
Taulukossa 3.10 on esitetty onnettomuuskuolemien maaran 1-vuoden Value-at-
Risk perustuen alaosion 3.2.2.1 malliin (yhdistettyyn aineistoon suomalaisten
sattumisfrekvenssilla) kynnyksella u = 30.
Taulukko 3.10: Onnettomuuskuolemien 1-vuoden Value-at-Risk eri tasoilla.
Luottamustaso,  VaR
0.90 27
0.95 40
0.99 180
0.995 410
0.999 3000
0.9995 7100
0.9999 53000
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Esimerkiksi Solvenssi II:ssa paaomavaatimukset lasketaan yleisesti perustuen
1-vuoden 99.5 %:n Value-at-Riskiin VaR0:995.
9 Taulukon 3.10 mukaisesti on-
nettomuuskuolemien maaran VaR0:995:n piste-estimaatti tarkastellussa mallissa
on 410 kuollutta (ylemman 95 % luottamusvalin riskimitan estimaatille ollessa
1900). Tallaisen tapahtuman rahallisen vaikutuksen arvioimiseksi taytyy tie-
tysti yhdistaa kuolemien maaran ja niiden vaikutusten arviointi (kaytannossa
yleensa simuloimalla), jotta saadaan vahinkojen kokonaisjakauma; vaikutuksen
arvioinnista yleisesti ks. luvun alku.
Toisen yleisesti kaytetyn riskimitan, ns. odotetun vajeen eli Expected Shortfal-
lin (ks. osio 4.2) estimointi ei tassa tapauksessa onnistu, koska GP-jakauman
muotoparametrin estimaattille patee ^ > 1, eli jakauman odotusarvo ei ole ole-
massa.
3.3.1 Vertailu Solvenssi II:een
Vertaillaan malliin perustuvaa 1-vuoden Value-at-Riskia 99.5 %:n luottamusta-
solla { eli 410 hengen kuolemaa vastaava tapahtumaa { Solvenssi II:sen tekni-
sissa spesikaatioissa kaytettyihin malleihin katastroriskista aiheutuvan paa-
omavaateen laskennalle.
Vertailu tehdaan viidennessa Solvenssi II:sen vaikuttavuusarvioinnissa eli ns.
QIS 5:ssa (Quantitative Impact Study 5, julkaistu 7.5.2010)10, ja kirjoitus-
hetkella viimeisimmassa, 28.01.2013 julkaistussa ns. LTGA (Long-Term Gua-
rantees Assessment) {vaikuttavuusarvioinnissa11 kaytettyihin katastroriskis-
pesikaatioihin. LTGA-spesikaation tekniset yksityiskohdat perustuvat EIO-
PA:n 21.12.2012 julkaisemiin uudistettuihin teknisiin spesikaatioihin ("Revi-
sed Technical Specications for the Solvency II valuation and Solvency Capital
Requirements calculations"). Solvenssi II:sen lopulliset yksityiskohdat ovat kir-
joitushetkella (kevat 2013) viela auki, ja niista kaydaan poliittisia neuvotteluja
jasenmaiden kesken.
3.3.1.1 QIS5-spesikaatio
QIS5:sen sairausvakuutus-moduulin katastro-alamoduulissa (health catastrop-
he risk sub-module) katastroriskia mitataan Solvenssi II:sen standardikaavaa
kaytettaessa kolmella standardisoidulla skenaariolla:
 Areenariski (arena disaster)
 Keskittymariski (concentration scenario)
 Pandemiariski (pandemic scenario)
9Vaikka katastroriskia ei suoraan arvioidakaan talla tavalla SII:n standardikaavaa
kaytettaessa.
10QIS5-maaritykset loytyvat EIOPA:n (European Insurance and Occupational Pen-
sions Authority, Euroopan vakuutus- ja lisaelakeviranomainen) verkkosivuilta osoitteesta
https://eiopa.europa.eu/consultations/qis/insurance/quantitative-impact-study-5/
index.html.
11Julkaistu osoitteessa https://eiopa.europa.eu/consultations/qis/insurance/
long-term-guarantees-assessment/index.html.
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Ks. QIS5-spesikaatio, kohta SCR.8.5. Naista keskittymariskia ja erityisesti
areenariskia vastaavia skenaarioita voidaan verrata taman luvun katastromal-
liin { pandemiariski ja taudit sen sijaan eivat sisally malliin.
Konsentraatioriski. Konsentraatioskenaarion pyrkimyksena on kuvata maan-
tieteellisesti keskittynytta vakuutettujen joukkoa kohtaavan katastron vaiku-
tusta vakuutusyhtioon; spesikaatiossa mainitaan esimerkkina nanssikeskuk-
sen toimistokortteleissa sattuva suuronnettomuus. Konsentraatioriskista aiheu-
tuvan paaomavaateen perustana oleva tappion maara lasketaan seuraavalla ta-
valla (SCR.8.128):
Lco =
rX
c
(Lco;c)2;
missa tietyssa maassa c sijaitsevista keskittymista aiheutuva riski on
Lco;c = Cc
X
p
xpEc;p: (3.1)
Kaavassa (3.1) Cc on vakuutusyhtion riskikonsentraation suuruus maassa c eli
spesikaation mukaan suurin tiedossa oleva yksittaisessa rakennuksessa tyosken-
televien vakuutettujen lukumaara, mukaan lukien kaikki tiedossa olevat vakuu-
tetut jotka tyoskentelevat 300 metrin sateella rakennuksesta. p puolestaan tar-
koittaa vakuutustuotetta (turvan tyyppia), Ec;p exposurea eli tassa keskimaara-
ista riskisummaa per henkilo turvatyypissa p, ja xp sita osuutta onnettomuudel-
le altistuneista vakuutetuista, joka kuolee tai saa turvan p kattaman vamman.
Tarkasteltavat tuote- tai turvatyypit seka naita vastaavat vaikuttavuusasteet xp
on esitetty taulukossa 3.11 alla.
Taulukko 3.11: Sairausvakuutuksen katastroriskimoduulissa kaytetyt tuotetyypit ja
vammajakauma.
Turvatyyppi xp (%)
Tapaturmainen kuolema 10.0
Pysyva taysi tyokyvyttomyys 1.5
Pitkaaikainen tyokyvyttomyys 5.0
Lyhytaikainen tyokyvyttomyys 13.5
Sairauskulu 30.0
Yhteensa 60.0
Tarkastellaan taman luvun sovelluksen mukaisesti tapaturmaisten kuolemien
maaria. Kaavan (3.1) implikoima paaomavaateen perustana olevien onnetto-
muuskuolemien maara on
Nadco = Cxad = 0:1C;
kun vakuutusyhtion suurin konsentraatio tarkastelumaassa (Suomessa) on C.
Jos C on vaikkapa 500, saadaan konsentraatioriskin laskutavan mukaiseksi on-
nettomuustapahtumaksi 50 hengen kuolema (lisaksi tulevat tietysti muut louk-
kaantumiset). Tallainen vaikuttaa kasitellyn mallin valossa suuruudeltaan taysin
uskottavalta. Eri asia tietysti on, kuinka todennakoista onnettomuuden sattu-
minen juuri tietyn vakuutusyhtion vakuutetuille on.
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Areenariski. Areenaskenaarion pyrkimyksena on kuvata vakuutusyhtiolle ai-
heutuvaa riskia siita, etta suuri maara ihmisia on keskittynyt samaan aikaan sa-
maan paikkaan, ja kyseisessa paikassa tapahtuu katastrofaalinen onnettomuus.
Nimensa mukaisesti skenaarion tausta-ajatuksena on, etta onnettomuus sattuu
ihmisia taynna olevalla areenalla (esim. pommi rajahtaa tai lentokone putoaa
stadionille kesken suuren urheilutapahtuman tai konsertin).
Varsinaisia katastrokuolemia ja aiheutuvaa paaomavaatimusta ajatellen aree-
nariski lienee QIS5:n katastroskenaarioista merkittavin. Areenariskista aiheu-
tuva paaomavaade perustuu kokonaistappioon (SCR.8.114)12
Lar =
rX
c
(Lar;c)2;
missa maakohtainen tappion maara on
Lar;c = 0:5Sc
X
p
Rc;pxpEc;p: (3.2)
Laskukaavassa p, xp ja Ec;p ovat kuten edella, Sc on maakohtainen maan suurim-
man areenan kapasiteetti, ja Rc;p = IP c;p=N
pop
c , missa IP c;p on yhtion vakuut-
tamien henkiloiden lukumaara maassa c ja tuotetyypissa p, ja Npopc on maan
vaeston koko (maaritelty spesikaatioon liittyvassa apuexcelissa). Turvatyypit
p ja vahinkotyyppien osuudet xp ovat samat kuin konsentraatioriskin kohdal-
la taulukossa 3.11. Parametreille Sc kaytettavat arvot eli areenoiden kapasi-
teetit loytyvat QIS5-spesikaation liitteesta L.1. Suomen tapauksessa areenana
kaytetaan Helsingin Olympiastadionia kapasiteetilla S = 50000 henkea.
Parametrien Rp ja Ep tarkoituksena on taas muuntaa tarkasteltava onnetto-
muus yhtiokohtaiseksi rahalliseksi tappioksi. Kaavan (3.2) mukaisesti skenaa-
riossa oletetaan, etta areena on taynna ihmisia (lukumaara S) katastron ta-
pahtumahetkella ja etta onnettomuus vaikuttaa 50 %:iin paikallaolijoista. Tasta
epaonnisemmasta puolikkaasta 60 % kuolee tai saa erityyppisia vammoja taulu-
kon 3.11 mukaisin osuuksin xp. Laskukaavan implikoima onnettomuuden koko
tapaturmaisia kuolemia tarkastellessa on
Nadar = 0:5Sxad = 0:05S;
mika Suomen kohdalla tarkoittaa siis 2500 kuolemaa (taman lisaksi tulevat
erilaiset loukkaantumiset, kuten edellisessa kohdassa). Kuolemien maara on
erittain suuri aariarvoteoriaan perustuvan onnettomuuskuolemamallin antama-
an lukuun verrattuna, kun kaytetaan Solvenssi II:ssa maariteltya riskitasoa (1-
vuoden VaR0:995 = 410 henkea); 2500 henkea vastaa itse asiassa mallin mukaan
1-vuoden Value-at-Riskia 99.89 %:n luottamustasolla. Toisin ilmaistuna, 2500
hengen onnettomuus vastaa mallissa n. 880-vuoden tapahtumaa Solvenssi II:n
vuosittaisen 99.5 %:n luottamustason implikoiman 200-vuoden tapahtuman si-
jaan.
Katastroriskia kuvaava areenaskenaario on lahtokohdiltaan sinansa uskottava.
Ei myoskaan ole epailystakaan, etteiko 2500 ihmisen hengen vaativan katastron
sattuminen olisi mahdollista. Avainkysymys kuitenkin on, kuinka todennakoista
12Alkuperaista QIS5:sen kaavaa korjattiin spesikaation julkaisun jalkeen, ks. "Errata to
the QIS5 Technical Specications" (27.9.2010) EIOPA:n verkkosivuilla.
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tallainen on. Kaikkien mahdollisten tarkastellunlaiseen onnettomuuteen johta-
vien tapahtumaketjujen maarittaminen, ja niiden todennakoisyyksien arviointi
{ kuten esimerkiksi ns. todennakoisyyspohjaisessa riskianalyysissa (PRA) ydin-
voimaloiden luotettavuustarkasteluissa { on selkeasti mahdotonta. Jaljelle jaa
olennaisesti tilastollinen lahestymistapa riskin arviointiin, taman luvun mukai-
sesti. Talta osin voidaan todeta, etta relevanttiin dataan viimeiselta sadalta
vuodelta perustuvan, aariarvoteorian tukeman mallin mukaan areenaskenaarion
suuruisen onnettomuuden tapahtuminen on selvasti Solvenssi II:ssa tavoiteltua
99.5 % tasoa epatodennakoisempaa. QIS5:sen mukaisen areenaskenaarion riski
vaikuttaa siis liian suurelta, ainakin Suomen osalta.
QIS5:sen skenaariopohjaista lahestymistapaa nykymuodossaan voidaan myos
kritisoida sen suhteen, etta konsentraatioriski ja areenariski vaikuttavat olevan
enemman tai vahemman paallekkaisia, eika ole ollenkaan selvaa mika naiden
yhteisvaikutuksen suhde tavoiteriskitasoon on.
3.3.1.2 LTGA-spesikaatio
LTGA-spesikaatiossa health-moduulin katastroriski-alamoduulin rakenne on
sama kuin aiemmassa QIS 5:ssa, eli katastroriskista aiheutuva paaomavaatimus
lasketaan standardikaavaa kaytettaessa kolmella standardisoidulla skenaariol-
la:
 Joukko-onnettomuus (mass accident)
 Keskittymariski (concentration scenario)
 Pandemiariski (pandemic scenario)
QIS 5:n areenariskiskenaarion nimi on siis muutettu joukko-onnettomuudeksi, ja
sen laskentatapaa on hieman muutettu. Konsentraatioriskiskenaario on pysynyt
kaytannossa samana kuin aiemmin.
Katastroriski-alamoduulin maarittelyihin on muutenkin tehty pienia korjauk-
sia ja tarkennuksia QIS 5:seen verrattuna. Esimerkiksi skenaarioiden sovellusa-
laa on tarkennettu (SCR.8.96):
(a) Joukko-onnettomuusskenaariota sovelletaan sairaus- ja tapaturmavakuu-
tuksiin (health insurance) ja -jalleenvakuutuksiin, poislukien lakisaateinen
tapaturmavakuutus (workers' compensation insurance) ja siihen liittyva
jalleenvakutuus.
(b) Konsentraatioskenaariota sovelletaan lakisaateiseen tapaturmavakuutuk-
seen (workers' compensation) ja ryhmavakuutusmuotoisiin ansio- tai toi-
meentuloturvavakuutuksiin (group income protection), seka naihin mo-
lempiin liittyvaan jalleenvakuutukseen.
(c) Pandemiaskenaariota sovelletaan sairaus- ja tapaturmavakuutuksiin (heal-
th insurance) ja -jalleenvakuutuksiin, poislukien lakisaateinen tapaturma-
vakuutus (workers' compensation) ja siihen liittyva jalleenvakutuus.
Ylla oleva jako lievittaa huomattavasti QIS 5:n ongelmana ollutta massa- ja kon-
sentraatioriskiskenaarioiden paallekkaisyytta, vaikka skenaarioiden yhdistelman
suhde 99.5 %:n Value-at-Riskiin ei vielakaan vaikuta selvalta.
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Tarkastellaan seuraavaksi LTGA-spesikaation joukko-onnettomuusriskia; ku-
ten mainittua, konsentraatioriski on sailynyt olennaisesti samanlaisena kuin QIS
5:ssa edella.
Joukko-onnettomuus.Kuten areenaskenaarioissa, joukko-onnettomuusskena-
arion tavoitteena on kuvata riskia, etta paljon ihmisia sisaltavassa paikassa sat-
tuu katastrofaalinen onnettomuus. Paaomavaatimus alimoduulille on
SCRma =
rX
c
SCR2ma;c;
missa SCRma;c on maassa c sijaitsevasta riskista aiheutuva paaomavaatimus.
Paaomavaade maan c massaonnettomuusriskille maaritetaan sina yhtion omien
perusvarojen (basic own funds) vahenemana, joka yhtiolle aiheutuu valittomasta
Lma;c:n suuruisesta tappiosta
13, missa
Lma;c = rc
X
p
xpEc;p:
Kaavassa rc on se osuus maan c vaestosta, johon onnettomuus vaikuttaa, ja
xp se osuus onnettomuuden vaikutuspiiriin osuvista henkiloista, jotka altistuvat
tyypin p tapahtumalle, eli tapahtumalle joka korvataan tuotetyypista p. Osuuk-
sien rc arvot loytyvat spesikaation liitteesta M. Tuotteet tai tapahtumat p seka
vahinko-osuudet xp puolestaan ovat samat kuin QIS 5:ssa kaytetyt (ks. tauluk-
ko 3.11). Suure Ec;p yo. kaavassa on turvatyypista p maksettavien korvausten
kokonaismaara: Ec;p =
P
i SIp;i, missa SIp;i on korvausmaara (tilanteesta riip-
puen korvausten paras estimaatti tai sopimuksen mukainen enimmaismaara) on-
nettomuuden seurauksena vakuutetulle i turvasta p, ja summa on yli kaikkien
vakuutettujen i jotka asuvat maassa c ja ovat vakuutettuja turvan p kattaman
tapahtuman varalta.
Joukko-onnettomuusskenaarion implikoima onnettomuuden suuruus tapatur-
maisia kuolemia tarkastellessa on
Nadma;c = rcxadN
pop
c ;
missa xad = 10% kuten aiemmin, ja N
pop
c on maan c vakiluku. Suomelle r =
0:35% ja Npop = 5:40 miljoonaa14, jolloin skenaarion implikoimaksi onnetto-
muuskuolemien lukumaaraksi tulee 1890. Tama on selvasti vahemman kuin QIS
5:n areenariskiskenaarion 2500 henkea, mutta yha huomattavasti suurempi kuin
EVT-mallin antama 1-vuoden 99.5 %:n VaR 410 henkea. Mallin mukaan 1890
hengen onnettomuus vastaa 1-vuoden VaR:ia 99.86 %:n luottamustasolla, tai
toisin ilmaistuna kerran 700 vuodessa sattuvaa onnettomuutta.
LTGA-vaikuttavuusarvion joukko-onnettomuusriskiin patee QIS 5:n areenaris-
kin kohdalla edellisen alaosion lopussa sanottu. Johtopaatos siis on, etta vaikka
riskia on alennettu QIS 5:een verrattuna, vaikuttaa joukko-onnettomuusriskin
koko taman luvun analyysin valossa yha liian suurelta (ainakin Suomen osalta)
SII:n tavoiteriskitasoon nahden.
13Paaomavaatimus ei siis suoraan ole tappio L, vaan L:n suuruisen tappion aiheuttama
vahenema omissa perusvaroissa mahdollisen vastuuvelan muutoksen tappiota kompensoi-
van vaikutuksen jalkeen { esimerkiksi harkinnanvaraisten lisaetujen muutoksen seurauksena.
Solvenssi II:sen paaomavaatimukset lasketaan laajemminkin talla periaatteella (ks. LTGA-
spesikaatio, SCR.2 "Loss-absorbing capacity of technical provisions and deferred taxes").
14Suomen vakiluku vuoden 2011 lopussa, lahde: Tilastokeskus (http://tilastokeskus.fi).
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3.4 Onnettomuuskuolemien simuloinnista
Tarkastellaan onnettomuuskuolemien simulointia estimoituun malliin perustuen.
Koska homogeeninen Poisson-prosessimalli osoittautui riittavaksi kuvaamaan
havaintoja, perustetaan simulointi Poisson-GP{lahestymistapaan eli tarkastel-
laan onnettomuuksien sattumista ja onnettomuuksien suuruuksia erikseen. Ta-
ma lahestymistapa on havainnollinen simulointia ajatellen.
Merkitaan i. onnettomuuden suuruutta (kuolemien lukumaaraa) Xi, ja olkoon
onnettomuuksien lukumaara kiintealla tarkasteluvalilla (0; t] N(t). Talloin on-
nettomuuskuolemien kokonaismaara (kokonaisvahinkomaara) vastaavalla valilla
on
SN = SN(t) = X1 + : : :+XN(t) =
N(t)X
i=1
Xi:
Satunnaismuuttujaa SN kutsutaan satunnaiseksi summaksi. Kun (Xi) on jono
iid satunnaismuuttujia, ja N ja (Xi) ovat riippumattomia toisistaan, kutsu-
taan SN :aa edelleen yhdistetyksi summaksi tai joskus yhdistetyksi muuttujak-
si.
Tarkastellussa mallissa onnettomuuksien suuruudetXi ovat iid GP-jakautuneita
satunnaismuuttujia yhteisella kertymafunktiolla G = G; , ja vahinkojen lu-
kumaara N(t) Poisson-jakautunut parametrilla t,  > 0. Suoraan malliole-
tuksien perusteella N(t) on myos riippumaton kaikista satunnaismuuttujista
fXi : i = 1; 2; : : :g. Nain saadun satunnaismuuttujan S jakaumaa kutsutaan
yhdistetyksi Poisson-jakaumaksi; merkitaan SN  YPoi(;G).
Vahinkojen lukumaara. Kuten edella, otetaan perusaikayksikoksi vuosi ja
tarkastellaan onnettomuuskuolemia T vuoden ajanjaksolla eli valilla (t; t+ T ]
(stationaarisuuden vuoksi voidaan ottaa yhta hyvin vali (0; T ]). Mallioletus-
ten mukaisesti onnettomuuksien lukumaara yksikon pituisella valilla (t; t+ 1]
on Poisson-jakautunut parametrilla   0, ja siis T :n pituisella aikavalilla vas-
taavasti parametrilla T . Merkitaan onnettomuuksien lukumaaraa N ((0; t]) :=
N(t)  Poi(t). Siis
P(N(t) = n) = e t
(t)n
n!
; n = 0; 1; 2; : : : ;
kiintealla t, ja sovitaan, etta P(N = 0) = 1, jos  = 0 (tallainen degeneroitu-
nut tapaus ei tietenkaan ole kiinnostava kaytannossa, ja sovelluksien kohdalla
voidaan olettaa etta  > 0). Merkitaan lyhyesti pn = P(N(t) = n).
Yhdistetty jakauma. Yhdistetyn Poisson-jakauman kertymafunktiolle ei ole
yksinkertaista analyyttista esitysta. Olkoon yhdistetyn muuttujan SN kertyma-
funktio F . Tama voidaan periaatteessa kirjoittaa
F (x) = P(SN  x) =
1X
n=0
P(SN  xjN = n)P(N = n) =
1X
n=0
pnG
n(x);
missa Gn on G:n n. konvoluutio, eli
Gn(x) = P(Sn  x) =
Z 1
 1
G(n 1)(x  y) dG(y); n = 1; 2; : : : ;
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ja G0(x) = 1fx0g: Teoriassa kertymafunktio F on mahdollista maarata konvo-
luutioiden kautta, kun tapahtumien pistetodennakoisyydet ja suuruusjakauman
kertymafunktio tunnetaan. Kaytannossa tama on tyolasta, mutta jakaumasta
voidaan tuottaa realisaatioita helposti simuloimalla.
Huomautus 3.1 Olkoon SN yhdistetty summa edella esitetyin oletuksin ((Xi)
jono iid satunnaismuuttujia seka N ja (Xi) riippumattomia toisistaan). Talloin
SN :n Laplace-Stieltjes{muunnokselle yleisessa tapauksessa patee
F^ (s) =
Z 1
0
e sx dF (x) =
1X
n=0
pnG^
k(s) =MN

G^(s)

; s  0;
missa MN on on satunnaismuuttujan N momentit generoiva funktio, MN (s) =
E(esN ). Kun N on Poisson-jakautunut, N  Poi(), momentit generoiva funk-
tio on
MN (s) = E(esN ) =
1X
n=0
pne
sn =
1X
n=0
e 
n
n!
esn = e (1 s):
Tarkasteltavassa Poisson-GP-mallissa siis yhdistetylle jakaumalle saadaan
F^ (s) =MN

G^(s)

= exp

 (1  G^(s))

; s  0:
YPoi(;G)-jakautuneiden satunnaislukujen simulointi perustuu seuraavaksi esi-
tettavaan tulokseen. Oletetaan, etta kaytossa on haluttu maara riippumatto-
mia valille (0; 1) tasajakautuneita satunnaismuuttujia, ja merkitaan geneerista
tallaista muuttujaa U  T (0; 1). Kertymafunktiolle T siis patee
T (x) =
8<: 0; x < 0;x; x 2 [0; 1] ;
1; x > 1:
Lemma 3.2 (Kaanteismuunnosmenetelma)
Olkoon F kertymafunktio ja U  T (0; 1). Asetetaan
UF = inf fx 2 R : F (x)  Ug = F (U):
Talloin UF noudattaa jakaumaa F , eli
P(UF  x) = F (x); 8 x 2 R:
Koska funktio F on kertymafunktiona oikealta jatkuva, patee kaikilla x; y 2
R 
F (y)  x () y  F (x)
x < F (y) () y > F (x) (3.3)
yleistetyn kaanteisfunktion F maaritelman perusteella. Lemman 3.2 tulos seu-
raa nyt suoraviivaisesti: kun x 2 R,
P(UF  x) = P(F (U)  x) = P(U  F (x)) = T (F (x)) = F (x):
Lauseen tulos patee seka diskreeteille etta jatkuvilla jakaumille, ja naiden se-
koituksille. Jatkuville jakaumille patee edelleen F (x) = F 1(x), 8 x 2 R, eli
voidaan suoraan asettaa UF = minfx 2 R : F (x) = Ug = F 1(U)  F .
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Kuten edella mainittiin, yhdistetyn Poisson-jakauman kertymafunktiolle ei ole
olemassa yksinkertaista analyyttista esitysta, jolloin lemmaa 3.2 ei voida sovel-
taa suoraan. Yhdistettya Poisson-jakaumaa noudattavien satunnaismuuttujien
generointi onnistuu kuitenkin seuraavalla kaksivaiheisella menettelylla. Olkoon
tarkasteltavan aikavalin pituus T > 0 vuotta.
Algoritmi 3.3 (YPoi-jakautuneiden satunnaismuuttujien generointi)
1. Generoidaan Poisson-jakautunut satunnaisluku parametrilla T , merkitaan
Ni, seuraavasti:
a) Generoidaan tasajakautunut satunnaismuuttuja U  T (0; 1).
b) Asetetaan Ni = k, jos FPoi(k   1) < U  FPoi(k); FPoi on Poisson-
jakautuneen satunnaismuuttujan kertymafunktio,
FPoi(x) =
bxcX
j=1
e T
(T )j
j!
;
missa bc tarkoittaa kokonaislukuosaa.
2. Generoidaan Ni kpl iid satunnaislukuja yleistetysta Pareto-jakaumasta
G; , merkitaan naita X1; : : : ; XNi :
a) Generoidaan tasajakautunut satunnaismuuttuja U  T (0; 1).
b) Jos  = 0, asetetaan
~Xj =   lnU;
muutoin (kun  6= 0)
~Xj =
1

(U    1):
c) Asetetaan edelleen Xj = u +  ~Xj , missa u on GP-jakauman G;
sovituksessa kaytetty kynnystaso. Xj noudattaa nyt jakaumaa G; .
d) Toistetaan menettelya kunnes on saatuNi satunnaislukua, j = 1; : : : ;
Ni.
3. Asetetaan Si = X1 +   +XNi . Nain saatu Si noudattaa haluttua yhdis-
tettya Poisson-jakaumaa.
Toistamalla menettely n kertaa saadaan iid otos (Si : i = 1; : : : ; n) yhdiste-
tysta jakaumasta. Olennaista ylla on, etta kaikki esiintyvat satunnaismuuttujat
pidetaan toisistaan riippumattomina.
Huomautus 3.4 Edella nahtiin, etta N :n riippumattoman GP-jakautuneen sa-
tunnaismuuttujan summan jakauman maarittaminen vaatii konvoluution laske-
mista. N -havainnon maksimin jakauma sen sijaan voidaan kirjoittaa helpos-
ti eksplisiittisessa muodossa, kuten osiossa 1.6 nahtiin. Merkitaan maksimia
MN = max (X1; : : : ; XN ), missa siis N  Poi() ja on riippumaton iid satun-
naismuuttujajonosta (Xn) GP-jakaumalla G;. Nyt patee
P(MN  x) = exp
(
 

1 + 
x  

 1=)
= H;;(x);
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missa  =  (
   1) ja  = ; ks. yhtalo 1.27. Tarkastellussa mallissa ylit-
teiden maksimi on siis GEV-jakautunut.
GEV-jakautuneita satunnaismuuttujia voidaan generoida seuraavasti lemmaan
3.2 perustuen:
Algoritmi 3.5 (GEV-jakautuneiden satunnaismuuttujien generointi)
1. Generoidaan tasajakautunut satunnaismuuttuja U  T (0; 1).
2. Jos  = 0, asetetaan
~Mj =   ln(lnU);
muutoin (kun  6= 0)
~Mj =
1

((  lnU)    1):
3. Asetetaan M = +  ~Mj . M on nyt GEV-jakautunut, M  H;;.
3.5 Johtopaatokset
Tassa luvussa tarkasteltiin tilastoaineistoa suomalaisia kohdanneista onnetto-
muuksista, ja toisaalta vastaavan ruotsalaisia koskevan datan yhdistamista ta-
han analyysissa kaytettavissa olevan havaintoaineiston laajentamiseksi. Tavoit-
teena oli tutkia, mita onnettomuuskuolemien maaran todennakoisyysjakaumas-
ta voidaan sanoa aariarvoteoriaan perustuvia tilastollisia menetelmia sovelta-
malla.
Tuloksia tulkittaessa tulee muistaa, etta tarkastelu koski nimenomaan onnet-
tomuuskuolemia, ja esimerkiksi epidemia- ja pandemiakuolemia ei tarkasteltu.
Myos sodat jatettiin tarkastelun ulkopuolelle.
Kriittisesti tarkasteltuna johtopaatoksena on oikeastaan, etta todellisista kata-
strotason onnettomuuskuolemista ei voida sanoa kovin paljoa minkaanlaisella
varmuudella pelkastaan kaytettavissa olevien havaintojen perusteella, aarihava-
intojen niukkuudesta johtuen. Tama ei tietenkaan ole mikaan yllatys ilmion
(onnettomuuskuolemien) luonnetta ajatellen. Tiedetaan, etta merkittavasti ha-
vaittuja suurempien onnettomuuskuolemamaarien sattuminen on mahdollista.
Kaytannossa puhtaasti tilastollista analyysia tulee taydentaa muun ilmion luon-
teesta tiedetyn teoreettisen ja kokemusperaisen tiedon avulla, esimerkiksi tarkas-
telemalla erilaisia mahdollisia tulevaisuuden skenaarioita. Todella aarimmaisten
onnettomuuksien mahdollisuus, todennakoisyys ja vaikutukset joudutaan arvioi-
maan joka tapauksessa erikseen (mikali niita ylipaataan arvioidaan), ja paatta-
maan niiden vaikutuksilta suojautumisesta tai suojautumatta jattamisesta va-
kuutusyhtion altistumisen, riskinkantokyvyn ja riskinottohalukkuuden perus-
teella.
Jotain ilmiosta voidaan silti sanoa tilastollisen mallinnuksen perusteellakin,
erityisesti hieman alemmilla luottamustasoilla. Perustamalla todennakoisyyk-
sien ja suuruusluokkien arviointi jarkevaan aariarvoteorian tukemaan rajamal-
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liin, voidaan ilmioon liittyvaa epavarmuutta arvioida perustellulla ja rehelli-
sella tavalla. Tarkasteltu yleistettyyn Pareto-jakaumaan perustuva malli mah-
dollistaa ekstrapolaation havaintojen ulkopuolelle, tarjoten hyodyllisen tyokalun
paatoksenteon tueksi: vaikka paatoksia ei taysin suoraviivaisesti perustettai-
sikaan malliin, antaa tilastollinen malli kuitenkin usein korvaamattoman ku-
vauksen reaalimaailman ilmioista vahaisella subjektiivisuuden asteella. Erilai-
set simulaatiotarkastelut ja stressitestit voidaan myos toteuttaa suoraviivaises-
ti kasitellyn mallin perusteella, ja naiden vaikutusta vakuutusyhtioon arvioi-
da.
Esimerkkina esitettiin Solvenssi II:sen kayttaman riskimitan, vuositason 99.5
%:n Value-at-Riskin estimointi onnettomuuskuolemamaarille mallia kayttaen,
ja tata verrattiin QIS5- ja LTGA-spesikaatioissa kaytettyihin katastroriskia
mittaamaan pyrkiviin skenaarioihin. Konsentraatioriskiskenaarion suuruus ha-
vaittiin periaatteessa uskottavaksi. Sen sijaan areenaskenaarion riski QIS 5:ssa
ja taman korvaajan, joukko-onnettomuusskenaarion riski LTGA:ssa vaikutti
selvasti liian suurelta Solvenssi II:n tavoittelemaa, paaomavaatimusten maaritta-
misessa kaytettya riskitasoa ajatellen.
Yhteenvetona voidaan jo aiemmin sanottua toistaen todeta, etta tarkasteltu
malli antaa teoreettisesti perustellun tavan arvioida onnettomuuskuolemien maa-
raa ja naihin liittyvia todennakoisyyksia | tietyssa mielessa niin hyvin kuin
havaitun datan perusteella on mahdollista. Sinallaan se on kayttokelpoinen
tyokalu, vaikka onnettomuuskuolemien jakauman hantaan suuri epavarmuus liit-
tyykin.
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Luku 4
Markkinariskin mallinnus
aariarvoteoriaa kayttaen
Tarkastellaan seuraavassa aariarvoteorian soveltamista nanssiaikasarjoihin ja
erityisesti markkinariskin mallintamiseen. Markkinariskilla tarkoitetaan tappion
mahdollisuutta, joka johtuu muutoksista sijoitusinstrumenttien hinnoissa tai
instrumenttien hintoihin vaikuttavissa alla olevissa tekijoissa (osakkeiden ja
hyodykkeiden hinnat, korot, valuuttakurssit, jne.).
Mallinnuksen nakokulmasta riskeja edustavat satunnaismuuttujat, jotka kuvaa-
vat tulevaisuuden maailmantilat tappioita ja voittoja edustaviksi lukuarvoiksi.
Markkinariskin mallintamisessa pyrkimyksena on mallintaa tappio- tai voitto-
tappio{jakauman (prot & loss distribution, P&L) hantia { ja jakauman hantia
tarkastellessa ollaan suoraan aariarvoteorian sovellusalueella. Aariarvot ovat
lasna kaikilla riskienhallinnan osa-alueilla: riittavan riskienhallintajarjestelman
on valttamatonta kayttaa malleja, jotka huomioivat harvinaiset mutta seuraa-
muksiltaan vakavat tapahtumat, ja mahdollistavat tallaisten tapahtumien seu-
rausten mittaamisen ja arvioinnin.
4.1 Finanssiaikasarjojen piirteista
Merkitaan nanssi-instrumentin hinta-aikasarjaa (St), jolloin vastaavat logarit-
miset tuotot ovat
rt = ln

St
St 1

= lnSt   lnSt 1:
Taustalla oleva hintaprosessi (St)t0 on periaatteessa jatkuva-aikainen, mutta
sovelluksia ajatellen keskitytaan tarkastelemaan tasta tasavalein havaittujen ar-
vojen muodostamaa prosessia (St)
n
t=0, n 2 N, tyypillisesti paivan paatoshintoja,
jolloin sarja (rt)
n
t=1 vastaa paivittaisia (log-)tuottoja.
Logaritmimuunnoksen (tai yleisemmin sopivien dierenssien) soveltaminen hin-
ta-aikasarjaan tekee tuloksena olevasta tuottoaikasarjasta (rt) likimain statio-
naarisen. Tyypillinen nanssimarkkinoilla havaittu tuottodata osoittaa kuiten-
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kin vahvaa evidenssia iid-oletusta vastaan. Empiirisista tutkimuksista tiedetaan,
etta tuottodatalla on usein seuraavat ominaispiirteet (ks. esim. [33]):
 Data on paksuhantaista.
 Tuottoaikasarjan autokorrelaatio on hyvin matalaa.
 Tuottoaikasarjan arvojen nelioiden tai itseisarvojen autokorrelaatio on
korkeaa.
 Volatiliteetti muuttuu (satunnaisesti) ajan suhteen.
 Volatiliteetti kasaantuu eli itseisarvoltaan suuret arvot sattuvat ryppaissa.
Naita piirteita kutsutaan joskus nanssidataa koskeviksi tyylitellyiksi faktoiksi
(stylized facts). Finanssi-instrumenttien hintaprosesseja kuvaavien mallien tuli-
si pyrkia ottamaan nama empiiriset loydot huomioon. Erityisesti volatiliteetin
kasaantumisen (volatility clustering) mallintaminen on tarkeaa, silla useimmat
muista havainnoista voidaan selittaa kokonaan tai osittain tahan ominaisuuteen
perustuen.
Finanssidatan ilmentama riippuvuusrakenne tekee tavanomaisista, iid datalle
formuloiduista aariarvoteorian tilastollisista menetelmista pitkalti soveltumat-
tomia.1 Esimerkiksi ylitemenetelma tai perus-POT-malli eivat suoraan sovellu
tyypilliseen dataan volatiliteetin kasaantumisen ja sen aiheuttaman aariarvojen
ryppaissa esiintymisen vuoksi. Aiemmista luvuista muistetaan, etta standar-
din POT-mallin ja (implisiittisesti) ylitemenetelman taustalla on oletus, etta
korkean tason ylitteet tapahtuvat homogeenisen Poisson-prosessin mukaises-
ti. Tama ei tavallisesti pade nanssidatan kohdalla, vaan ylityksilla on taipu-
mus esiintya klustereissa, vastaten ajanjaksoja jolloin volatiliteetti on korkeal-
la.
Suoraviivainen ratkaisu klusteroitumisongelmaan on edeta deklusteroimalla da-
ta eli erottelemalla havaintoklusterit toisistaan jonkin saannon mukaisesti, ja
tarkastelemalla vain klusterimaksimeja (ks. osio 2.4). Tama ei kuitenkaan rat-
kaise ongelmaa sinansa, vaan ainoastaan kiertaa sen. Esimerkiksi juuri mark-
kinariskin kohdalla lyhyen aikavalin riippuvuusrakenteen (volatiliteetin kasau-
tumisen) ja prosessin dynamiikan mallintaminen on kiinnostavaa, ellei jopa
valttamatonta. On siis tarpeen loytaa ilmiota paremmin kuvaava malliraken-
ne.
Finanssidatan aariarvojen mallintamiseen markkinariskin viitekehyksessa on esi-
tetty kaksi paaasiallista lahestymistapaa: ns. itseheratteisten (self-exciting) pis-
teprosessien kaytto, seka kaksivaiheinen menetelma, jossa dataan sovitetaan en-
sin sopiva volatiliteettirakenteen huomioiva aikasarjamalli (tyypillisesti GARCH-
perheesta), ja ylitemenetelmaa sovelletaan nain saatuihin residuaaleihin. En-
simmainen lahestymistapa on esitetty paperissa [34] (ks. myos [5, kappaleet 7.4.3
{4]; itseherattavilla pisteprosesseilla on alkunsa seismologisissa sovelluksissa, ks.
1Toki esimerkiksi blokkimaksimimenetelmaa voidaan soveltaa vaikkapa paivittaisista tuo-
toista poimittuihin vuosi- tai kvartaalimaksimeihin (merenpinnan korkeuden tapaan), silla
naita havaintoja voidaan yleensa pitaa riittavan riippumattomina. Tama lahestymistapa voi
sopia, kun mietitaan esimerkiksi mahdollisia katastroskenaarioita stressitesteja varten, mutta
markkinariskin mallintamisen osalta lahestymistavan hyoty on yleensa rajoitettu.
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[35] ja [31]. Toisen lahestymistavan esittivat alun perin McNeil ja Frey paperissa
[36].
Tarkastellaan tassa luvussa [36]:n mukaista GARCH-EVT{mallia markkinaris-
kin mallintamiseen. Mallin ideana on siis kayttaa GARCH-tyyppista aikasarja-
mallia tuottoaikasarjan volatiliteetin estimoimiseen, ja soveltaa aariarvoteoriaa
tuloksena saatavan residuaalien jakauman hantiin mallintamalla niita GP-jakau-
milla.
4.1.1 Stationaarinen ja ehdollinen tuottojakauma
Kun tuottoprosessin volatiliteetti on stokastinen (eli tuotot eivat ole iid), voi-
daan erottaa kaksi eri tuottojakaumaa, nimittain stationaarinen ja ehdollinen.
Stationaarinen jakauma on nimensa mukaisesti prosessin ehdollistamaton (un-
conditional) pitkan aikavalin jakauma, kun aikasarjan (Xt) oletetaan muodosta-
van stationaarisen prosessin. Ehdollinen tuottojakauma puolestaan on tuottojen
Xt jakauma hetkella t ehdollistettuna prosessin historialla Ft = (fXsjs  tg),
eli hetkeen t mennessa kertyneella informaatiolla. Ehdollinen jakauma siis hei-
jastelee tarkasteluhetkella vallitsevia olosuhteita.
Stationaariseen tuottojakauman perustuvaa lahestymistapaa kaytetaan yleensa
tarkastellessa pitkia aikavaleja, ja esimerkiksi luottoportfolioiden hallinnassa
([5]). Ehdollinen lahestymistapa vaatii riskitekijoiden (tuottojen/tappioiden)
dynamiikan mallintamista, ja sopii markkinariskin mittaamiseen: markkinaris-
kin hallinnan nakokulmasta kiinnostus kohdistuu yleensa epasuotuisista mark-
kinaliikkeista seuraavan raportointiperiodin kuluessa mahdollisesti aiheutuviin
tappioihin, markkinoilla tarkasteluhetkella vallitseva volatiliteettiymparisto huo-
mioiden.
4.2 Riskimitoista
Tyypillisesti portfolion, position tai yksittaisen instrumentin riskia mitataan
jollakin asianomaisen tappiojakauman hantaan liittyvalla riskimitalla, joka tii-
vistaa riskin yhdeksi riskillisyytta kuvaavaksi numeroksi. Olkoon aikavalin [t; t+
1] tappiota kuvaava satunnaismuuttuja Lt+1 =  rt+1. Oletetaan seuraavassa,
etta lahestymistapa riskin tarkasteluun (stationaarinen tai ehdollinen tuottoja-
kauma) on jo valittu, ja merkitaan tappion L := Lt+1 jakaumaa FL(l) = P(L 
l).
Ensimmaisena laajempaan kayttoon pankkimaailmassa otettu, ja yha yleisim-
min kaytetty riskimitta on Value-at-Risk (VaR), joka kuvaa "tappiota, jota ei
suurella todennakoisyydella yliteta". Tasmallisemmin, olkoon 0 <  < 1. VaR
luottamustasolla  on pienin reaaliluku l, jolle todennakoisyys etta tappio L
ylittaa arvon l on pienempi tai yhta suuri kuin 1  :
VaR = inf fl 2 R : P(L > l)  1  g = inf fl 2 R : FL  g = F L (): (4.1)
VaR on siis tappiojakauman -kvantiili, VaR = q(FL) = q(L). Usein on
tarpeen eksplisiittisesti ilmaista myos tarkastelujakso (holding period), jota ris-
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kimitta koskee. Olkoon tama h, jolloin tarkastellaan siis aikavalin [t; t+ h] tap-
pioita L
(h)
t+h = Lt+1 +    + Lt+h2, ja merkitaan naiden jakaumaan perustuvaa
h-periodin Value-at-Riskia hetkella t VaRt(h), tai yksinkertaisemmin VaR(h)
jos tarkasteluhetkesta ei ole epaselvyytta.
VaR kasitteena on helposti ymmarrettava (vaikkakin se silti joskus ymmarretaan
vaarin3), helposti kommunikoitavissa, ja yleensa helposti laskettavissa (tehtaessa
normaalisuusoletus tarvitaan olennaisesti vain arvio keskihajonnasta). VaR:iin
riskin mittana liittyy kuitenkin teoreettisia ja kaytannollisia ongelmia (ks. esim.
[5]); VaR ei esimerkiksi ole koherentti riskimitta Artzner et. al.:in mielessa
[37].
Toinen yleisesti kaytetty riskimitta on niin sanottu odotettu vaje eli Expected
Shortfall (ES). Nimensa mukaisesti sen voidaan ajatella kuvaavan keskimaaraista
(odotusarvoista) tappiota siina tapauksessa, etta maaratty korkea tappiotaso
(VaR) ylitetaan. Tarkemmin, ES luottamustasolla  2 (0; 1) maaritellaan
ES =
1
1  
Z 1

qu(FL) du; (4.2)
kun E(jLj) < 1 eli L on integroituva satunnaismuuttuja. Jos tappiojakauma
FL on jatkuva, ES on odotettu tappio ehdolla etta vastaavan luottamustason
VaR ylitetaan:
ES =
1
1  E
 
L1fLq(L)g

=
1
1  E (L;L  q(L)) = E(LjL  VaR):
Epajatkuville jakaumille lausekkeesta tulee monimutkaisempi,
ES =
1
1   (E (L;L  q(L)) + q(L) [(1  )  P(L  q(L))]) ;
ks. [38]. Jatkuville jakaumille P(L  q(L)) = 1 , ja jalkimmainen termi ylla
haviaa.
ES on koherentti riskimitta, toisin kuin VaR, ja voidaan osoittaa etta silla on
hyvat teoreettiset ominaisuudet. Kaytannossa Expected Shortfallin kaytto ris-
kimittana voi kuitenkin olla ongelmallista, silla ES riippuu erityisen vahvasti
jakauman aarimmaisesta hannasta.4 Tama herkkyys itsessaan on tietysti toi-
vottava ominaisuus riskimitalta, mutta voi aiheuttaa ongelmia kun riskimitan
arvo taytyy estimoida vahien aarihavaintojen perusteella. ES:n estimointi voikin
2Periodituottojen summautuvuus patee koska tarkastellaan logaritmisia tuottoja: L
(h)
t+h =
  ln

St+h
St

=   ln

St+h
St+h 1
   St+1
St

=
Ph
j=1 Lt+j . Tama ominaisuus onkin yksi logarit-
misten tuottojen kayton suurimpia etuja.
3Tyypillisin Value-at-Riskia koskeva virheellinen tulkinta koskenee kasitteen
epamuodollista maaritelmaa muodossa (olettaen havainnollisuuden vuoksi, etta  = 0:05)
"VaR on suurin tappio, joka tapahtuu 95 %:n todennakoisyydella / kerran 20 vuodessa...".
Kuten maaritelmasta nahdaan, VaR on itse asiassa pienin tappio joka tapahtuu 5 %:ssa
huonoimmista tulemista.
4Toisena haittapuolena voidaan nahda, etta ES on hyvin maaritelty vain, kun alla olevalla
jakaumalla on aarellinen ensimmainen momentti. Vakuutussovellusten yhteydessa data viittaa
joskus siihen, ettei jakauman ensimmainenkaan momentti ole olemassa; vrt. onnettomuuskuo-
lemien maaran tarkasteluun luvussa 3.
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olla vaikeaa, ja tuloksena saatavan estimaattorin varianssi on usein erittain suu-
ri. Estimaatti saattaa heilahdella paljon yksittaisenkin hantahavainnon muut-
tuessa. Tallaisessa tilanteessa soveltuvien ja perusteltujen tilastollisten menetel-
mien (aariarvoteorian) kaytto on korostuneen tarkeaa. Tosin havaitun datan ul-
kopuolelle ekstrapoloitaessa taytyy aina noudattaa varovaisuutta, ja pitaa mie-
lessa, etta hienoinkin tilastollinen malli perustuu pohjimmiltaa havaitun otoksen
sisaltamiin havaintoihin.
Esimerkkeina riskimittojen kaytosta, pankkeja koskevassa ns. Basel II-saannos-
tossa vaaditaan, etta pankin riskipaaoman taytyy olla riittava kattamaan pankin
kaupankayntiportfoliosta (trading book) 10 paivan ajanjaksolla syntyvat tap-
piot 99 %:n todennakoisyydella (ks. [5]); kaytetty riskimitta on siis 10 paivan
99 %:n VaR eli VaR0:99(10). Sisaisessa riskikontrollissa ja riskien raportoinnis-
sa kaytetaan tavanomaisesti yhden paivan holding periodia ja 95 % luotta-
mustasoa vastaavaa VaR:ia. Euroopan unionin jasenmaiden vakuutusyhtioita
koskevan Solvenssi II {vakavaraisuusdirektiivin maarittelyissa riskin mittana
paaomavaatimusta asetettaessa kaytetaan 99.5 %:n VaR:ia vuoden ajanjak-
solla. Sveitsissa puolestaan on kaytossa oma riskiperusteinen vakuutusyhtioita
koskeva vakavaraisuussaannostonsa (Swiss Solvency Test), jossa riskimittana
kaytetaan 99 %:n Expected Shortfallia vuoden ajanjaksolla.5
4.3 Dynaaminen EVT-malli nanssiaikasarjoil-
le
Tarkastellaan tuotto- tai tappiojakauman hannan mallinnusta ja hantaan perus-
tuvien riskimittojen (VaR, ES) estimointia aariarvoteorian avulla, yleistettya
Pareto-jakaumaa kayttaen. Ylitemenetelma perusmuodossaan tuottodataan so-
vellettuna koskee stationaarista tuottojakaumaa, eli on ehdollistamaton (uncon-
ditional) menetelma. Markkinariskin mallintamiseksi lyhyella aikavalilla on kui-
tenkin tarpeen tarkastella ehdollista tuottojakaumaa, missa ehdollistus on vallit-
sevan (stokastisen) volatiliteettirakenteen suhteen. McNeil ja Frey [36] esittivat
menetelman, jossa yhdistetaan tuottoprosessin volatiliteettirakenteen estimoi-
miseen kaytetty (AR-)GARCH-malli GP-jakaumaan, jolla mallinnetaan aika-
sarjamallin innovaatiojakauman hannat.
Oletetaan seuraavassa, etta (logaritmiset) tuotot noudattavat stationaarista ai-
kasarjaprosessia stokastisella volatiliteettirakenteella, ja tarkastellaan paivatuot-
toja. Olkoon (Xt)t2Z negatiivisten log-tuottojen muodostama aikasarja (yk-
sinkertaisuuden vuoksi merkitaan Xt = Lt). Prosessin oletetaan olevan muo-
toa
Xt = t + tZt;
missa t; t 2 Ft 1, ja innovaatiot (Zt) ovat iid satunnaismuuttujajono6 jollakin
(tuntemattomalla) jakaumalla G.
5Ks. esim. FINMA:n (Swiss Financial Market Supervisory Authority) verkkosivut,
http://www.finma.ch/e/beaufsichtigte/versicherungen/schweizer-solvenztest/Pages/
default.aspx.
6Riippumattomien ja samoin jakautuneiden satunnaismuuttujien muodostamaa prosessia
kutsutaan aikasarjakontekstissa usein myos valkoiseksi kohinaksi (white noise, WN).
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Prosessin (Xt) ehdollinen odotusarvo t ja volatiliteetti t mallinnetaan kaytta-
en ARMA- ja GARCH-tyyppisia aikasarjamalleja. Mallit sovitetaan kayttaen
kvasi-SU-menetelmaa (quasi-maximum likelihood, QML), koska innovaatioja-
kaumasta G tehdaan mahdollisimman vahan oletuksia tassa vaiheessa. Tavoi-
teltua markkinariskisovellusta ajatellen innovaatiojakauman hannat mallinne-
taan yleistetylla Pareto-jakaumalla; koska innovaatiojakaumaa ei havaita suo-
raan, kaytetaan ensimmaisen vaiheen mallin sovituksesta saatuja residuaaleja
lahtodatana.
Luodaan ensin hyvin lyhyt katsaus ARCH/GARCH-malliperheeseen, minka
jalkeen tarkastellaan GARCH-tyypin mallin sovittamista tuottodataan seka GP-
jakauman sovitusta tuloksena saadun residuaalijakauman hantiin. Taman jalke-
en yhdistetyn mallin perusteella esitetaan menetelma riskimittojen estimoimi-
seksi, ja menetelmaa sovelletaan osakemarkkinadataan.
4.3.1 ARCH/GARCH{malliperhe
Olkoon (Zt)t2Z iid satunnaismuuttujajono keskiarvolla nolla ja varianssilla yksi.
ARCH-mallit (AutoRegressive Conditional Heteroskedasticity) ja naiden yleis-
tyksena GARCH-mallit (Generalized ARCH) ovat yleisesti muotoa
Xt = tZt;
t 2 Z, missa prosessin volatiliteetti t on mitallinen sigma-algebran Ft 1 =
(fXsjs  t   1g) suhteen, ja Zt on riippumaton sigma-algebrasta Ft 1. Nain
maariteltya sigma-algebraa Ft kutsutaan prosessin (Xt) historiaksi, ja se edus-
taa siis prosessista hetkeen t mennessa havaittua informaatiota; informaation
kertymista ajan suhteen kuvaa ltraatio F = (Ft)t2Z. Mitallisuusoletuksen pe-
rusteella seuraa, etta
Var(XtjFt 1) = E(2tZ2t jFt 1) = 2tVar(Zt) = 2t :
Volatiliteetti t on siis prosessin ehdollinen keskihajonta hetkella t, ja muut-
tuu jatkuvasti prosessin aiempien (nelioityjen) arvojen funktiona; tasta nimitys
"conditional heteroskedasticity".
Sarjan (Xt) sanotaan noudattavan ARCH(p)-prosessia, jos
2t = 0 +
pX
j=1
jX
2
t j ; 8 t 2 Z;
missa j > 0, j = 1; : : : ; p. Vastaavasti (Xt) noudattaa GARCH(p; q)-prosessia,
jos
2t = 0 +
pX
j=1
jX
2
t j +
qX
k=1
k
2
t k; 8 t 2 Z;
missa j > 0, j = 1; : : : ; p ja k > 0, k = 1; : : : ; q. Ehtona GARCH-prosessin
(Xt) stationaarisuudelle ja aarelliselle varianssille on
pX
j=1
j +
qX
k=1
k < 1:
4.3.2. ARMA-GARCH{mallin sovittaminen tuottoaikasarjaan 183
ARCH-prosessin ideana on, etta menneet havainnot vaikuttavat prosessin volati-
liteettiin (ajan mukana vaimenevilla painoilla); nain ollen itseisarvoltaan suuret
havainnot kasvattavat volatiliteettia hetkellisesti. GARCH-mallissa volatiliteet-
ti hetkella t riippuu paitsi menneista havaintoarvoista, myos menneista vola-
tiliteetin arvoista. Tama lisaa volatiliteetin pysyvyytta (volatility persistence)
mallissa.
ARCH- ja GARCH-prosessit ovat periaatteessa autokorreloitumattomia WN-
prosesseja, silla niiden autokovarianssifunktiolle patee
(h) = Cov(Xt; Xt+h) = E ((Xt   E(Xt))(Xt+h   E(Xt+h)))
= E(tZtt+hZt+h) = E(Zt+h)E(tt+hZt) = 0;
kaikilla viiveilla h. Vaikka (Xt) on autokorreloitumaton prosessi, voidaan osoit-
taa etta nelioity prosessi (X2t ) (tai itseisarvoprosessi (jXtj)) on voimakkaasti
autokorreloitunut; itse asiassa prosessilla (X2t ) on ARMA-tyyppinen rakenne.
Ks. [5, luku 4.3].
4.3.2 ARMA-GARCH{mallin sovittaminen tuottoaikasar-
jaan
Finanssiaikasarjojen hallitseva piirre on volatiliteetin vaihtelu. Edellisen osion
GARCH-malli vaikuttaa tassa suhteessa ominaisuuksiensa puolesta lupaavalta
malliluokalta. Tuottoaikasarjat ilmentavat kuitenkin joskus myos autokorrelaa-
tiota pienilla viiveilla h, ja mallin sopivuuden parantamiseksi on perusteltua
lisata edellisen kohdan GARCH-prosessiin Xt = tZt keskiarvotermi t, jolloin
malli saadaan muotoon
Xt = t + "t;
"t = tZt;
eli lyhyesti Xt = t + tZt. Prosessin (t) oletetaan noudattavan ARMA-
mallia.
Edella tehdyin oletuksin nahdaan, etta E(XtjFt 1) = t ja E(X2t jFt 1) = 2t .
Siis t on Xt:n ehdollinen odotusarvo ja t on ehdollinen keskihajonta, missa
ehdollistus on prosessin havaitun historian suhteen.
Paperissa [36] tarkastellaan parsimoonista AR(1)-GARCH(1,1){mallia proses-
sille (Xt), ja havaitaan taman sopivan tuottoihin hyvin. Kaytetaan samaa malli-
spesikaatiota. Ehdollinen odotusarvo t noudattaa siis AR(1)-prosessia
t = 0 + 1Xt 1; (4.3)
ja (keskiarvolla adjustoidun sarjan Xt t = "t) ehdollinen varianssi GARCH(1,
1)-prosessia
2t = 0 + 1(Xt 1   t 1)2 + 2t 1; (4.4)
missa 0; 1;  > 0. Lisaksi vaaditaan, etta 1 +  < 1 ja j1j < 1, jotta malli
muodostaa stationaarisen prosessin aarellisella varianssilla.
Tarkastellaan n havainnon mittaista (paivatuottojen) aikasarjaa, jolloin paivan
t lopussa data koostuu havainnoista (xt n 1; : : : ; xt 1; xt). Edella maaritelty
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malli voidaan sovittaa tuottoaikasarjaan kvasi-suurimman uskottavuuden me-
netelmalla (QML).7 Tassa tapauksessa maksimoidaan log-uskottavuusfunktio
GARCH(1,1)-mallille t-jakautuneilla innovaatioilla parametriestimaattien saa-
miseksi. Vaikka lahestymistapa merkitsee etta jakaumasta tehdaan oletus, jo-
hon ei valttamatta uskota (siis innovaatioiden ei valttamatta uskota olevan
t-jakautuneita), QML-menetelman voidaan osoittaa tuottavan tarkentuvan ja
asymptoottisesti normaalijakautuneen piste-estimaattorin (ks. [39]).
Mallin sovittamista varten innovaatioiden oletetaan siis noudattavan skaalat-
tua t-jakaumaa, Zt  t(; 0; (   2)=), missa skaalauksella saadaan jakauman
varianssiksi yksi.8 Maksimoitava uskottavuusfunktio on muotoa
L(;x) =
nY
i=1
1
t
g

xt   t
t

;
missa t noudattaa GARCH(1,1)-mallia ja t AR(1)-mallia, ja g(z) on innovaa-
tiojakauman tiheysfunktio.
Mallin sovituksen tuloksena saadaan parametriestimaatit ^ = (^0; ^1; ^0; ^1; ^;
^). Estimaatit ehdollisen odotusarvon ja keskihajonnan sarjoille, (^t n 1; : : : ; ^t)
ja (^t n 1; : : : ; ^t), saadaan rekursiivisesti malliyhtaloista (4.3) ja (4.4) sopivien
alkuarvojen valinnalla.9 Naiden avulla voidaan maarittaa standardoidut residu-
aalit zt = (zt n 1; : : : ; zt), missa
zt =
xt   ^t
^t
:
Mikali malli sopii dataan, tulisi standardoitujen residuaalien muodostaa (liki-
main) iid sarja.
4.3.3 Innovaatiojakauman mallinnus GP-jakaumaa kayttaen
Innovaatiojakauman mallintamista varten pidetaan edellisen osion mukaisia mal-
liresiduaaleja iid realisaatioina innovaatiojakaumasta. Ylitemenetelman mukai-
sesti tarkastellaan valitun korkean tason u ylittavia tappioita, ja sovitetaan ylit-
teiden muodostamaan dataan yleistetty Pareto-jakauma,
G;(z) =
8><>: 1 

1 + 
z

  1
;  6= 0;
1  e z=;  = 0;
missa  > 0; ks. kappaleet 1.5 ja 2.3 edella.
7QML-menetelmaa kaytettaessa oletetaan, etta aikasarjamallin dynaaminen muoto on spe-
sioitu oikein, mutta innovaatiojakauma voi olla spesioitu vaarin, tavanomaisesti olettaen
innovaatioiden olevan normaalijakautuneita. Saatua uskottavuusfunktiota pidetaan talloin pi-
kemminkin maksimoitavana tavoitefunktiona kuin aitona uskottavuutena.
8t-jakauman tiheysfunktio on g(x; ; ; ) =
 ((+1)=2)
 (=2)
p


1 +  1 (x )
2
2
  +1
2
, missa
 > 0 on vapausasteparametri ja  () gammafunktio.
9Voidaan esimerkiksi asettaa nama yhtasuuriksi otoskeskiarvon ja otoskeskihajonnan kans-
sa, tai usein myos yksinkertaisesti kayttaa arvoina nollia.
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Muistetaan (ks. esim. osio 2.3.3) etta ylitejakauma voidaan kirjoittaa, kun z  u,
seuraavasti:
G(z) = P(Z > z) = P(Z > u)P(Z > zjZ > u)
= G(u)P(Z   u > z   ujZ > u) = G(u) Gu(z   u):
Kun ylitejakauma mallinnetaan GP-jakaumalla, Gu(z) = G;(z), saadaan ta-
han oletukseen perustuen edelleen
G(z) = G(u) G;(z   u) = G(u)

1 + 
z   u

 1=
:
Ylla oleva lauseke antaa hantatodennakoisyydet, jos G(u) (tai siis G(u)) tunne-
taan.
Oletetaan, etta jakauman hanta alkaa kynnystasosta u; talloin kaytetysta n
havainnon otoksesta satunnainen maara Nu ylittaa taman tason. Estimoidaan
G(u) = P(Z > u) tuttuun tapaan naiden "hantahavaintojen" osuutena koko
otoksesta, eli
^G(u) =
N^u
n
=
k
n
;
kun on havaittu k tason u ylitysta { kuten aiemmin mainittu, suhteellinen osuus
k=n on myos ylitystodennakoisyyden G(u) suurimman uskottavuuden estimaat-
tori, jos ylityksien lukumaara on Poisson- tai binomijakautunut. Hantaestimaat-
toriksi saadaan siis
^G(z) =
k
n

1 + ^
z   u
^
 1=^
:
kun z > u. Kaytannossa on mukavampaa valita k siten, etta hantaan jaa tiet-
ty maara havaintoja (siten, etta k << n). Tama menettely antaa satunnaisen
kynnystason, vastaten havaintojen (k+1). jarjestystunnuslukua: Merkitaan ha-
vaintojen jarjestettya otosta z(1)  z(2)      z(n). Talloin u = z(k+1), ja GP-
jakauma sovitetaan ylitedataan (y1; : : : ; yk) = (z(1)   z(k+1); : : : ; z(k)   z(k+1)),
kuten aiemmin. Innovaatiojakauman hantaestimaattori voidaan nyt kirjoittaa
muodossa
^G(z) =
k
n

1 + ^
z   z(k+1)
^
 1=^
;
missa ^ ja ^ ovat sovitetun GP-jakauman parametrien SU-estimaatit. Kun
 > 1   k=n, eli ollaan GP-jakaumalla mallinnetussa hannassa, -kvantiilin
z estimaattorille saadaan eksplisiittinen esitys kaantamalla yo. yhtalo:
z^ = z^;k = zk+1 +
^
^
 
1  
k=n
 ^
  1
!
:
4.3.4 Yhdistetty GARCH-EVT{malli riskimittojen esti-
moimiseen
Laitetaan edella tarkastellut mallin palaset yhteen riskimittojen estimoimiseksi.
Kuten edella, olkoon F (negatiivisten) logaritmisten paivatuottojen muodosta-
man sarjan (Xt)t2Z reunajakauman kertymafunktio, Xt  F . Muistetaan, etta
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prosessin (Xt) oletetaan noudattavan mallia
Xt = t + tZt;
missa innovaatiot ovat WN-prosessi eli jono riippumattomia ja samoin jakautu-
neita satunnaismuuttujia yhteisella kertymafunktiolla G. Osion 4.1.1 mukaisesti
X:n jakaumaa ja sen kvantiileja tarkastellessa voidaan erottaa kaksi tapausta:
X:n stationaarisen jakauman kvantiili eli ehdollistamaton kvantiili on
x = inffx 2 R : F (x)  g;
kun 0 <  < 1. Ehdollinen kvantiili puolestaan on ennustejakauman F
[X
(h)
t+hjFt]
=
F[Xt+1++Xt+hjFt] kvantiili. Merkitaan tata
xt(h) = inffx 2 R : F[Xt+1++Xt+hjFt]  g;
missa h 2 N on tarkasteluhorisontti paivina. F
[X
(h)
t+hjFt]
on siis h:n pituisen pe-
riodin tuottojen jakauma ehdollistettuna hetken t informaatiolla, eli hetkeen
t mennessa havaitulla tuottohistorialla. Osiosta 4.2 muistetaan, etta Value-at-
Risk luottamustasolla  on suoraan tappiojakauman -kvantiili. Siis VaRt(h) =
xt(h).
Ei-ehdollistetulle Expected Shortfallille patee jatkuvan jakauman tapauksessa
ES = E(XjX > VaR), ja vastaava ehdollinen ES on
ESt(h) = E

X
(h)
t+hjX(h)t+h > VaRt(h);Ft

= E
0@ hX
j=1
Xt+j j
hX
j=1
Xt+j > VaR
t
(h);Ft
1A :
Keskitytaan tarkastelemaan yhden askeleen riskimittoja (h = 1) ja merkitaan
naita VaRt := VaR
t
(1) ja ES
t
 := ES
t
(1). Nyt
F[Xt+1jFt](x) = P(Xt+1  xjFt) = P(t+1 + t+1Zt+1  xjFt)
= P

Zt+1  x  t+1
t+1
jFt

= G

x  t+1
t+1

;
koska t+1; t+1 2 Ft ja (Zt) on iid prosessi. Ehdolliset riskimitat saadaan
muotoon
VaRt = x
t
 = t+1 + t+1z = t+1 + t+1VaR; (4.5)
ja
ESt = t+1 + t+1E(ZjZ > z) = t+1 + t+1ES; (4.6)
missa Z  G ja suureiden VaR, ES ymmarretaan viittaavan jakaumaan G.
Koska innovaatiojakauman hannan oletetaan noudattavan GP-jakaumaa, G =
G; , saadaan tuloksen (1.24) perusteella jakauman G Expected Shortfalliksi
edelleen
ES =
VaR
1   +
   u
1   ; (4.7)
jolloin yhtalo (4.6) saadaan muotoon
ESt = t+1 + t+1

z
1   +
   z(k+1)
1  

; (4.8)
missa  < 1 ja kynnystasona on u = z(k+1) edellisen osion mukaisesti.
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4.4 Sovellus osakeindeksidataan
Sovelletaan edella kehitettya mallia osakemarkkinariskin mittaamiseen. Tarkas-
teltava data koostuu OMX Helsinki ja DJ Euro STOXX 50 {osakeindeksien (tic-
kerit OMXH ja SX5E) paatoshinnoista aikavalilta 10.11.1999 { 10.11.2009.10
Nama on edelleen muunnettu paivittaisiksi log-tuotoiksi. Esimerkki perustuu
esitykseen [40].
Kuvassa 4.1 on naytetty OMXH- ja SX5E-indeksien kehitys tarkastelujaksol-
la, kun lahtoarvot on skaalattu ykkoseksi. Kuvasta kay valittomasti ilmi osa-
kemarkkinoille tyypillinen indeksien vahva korrelaatio. Muutoin nahdaan, etta
OMXH nousi jakson alussa (ns. teknokuplan aikaan) selvasti (lansi)eurooppala-
ista osakemarkkinaa laajasti kuvaamaan pyrkivaa SX5E:ta enemman, mutta
myos seurannut pudotus oli vastaavasti suurempi. Taman jalkeen indeksien suh-
teelliset muutokset ovat vastanneet pitkalti toisiaan. Tarkastelujakson lopussa
on nahtavissa nanssikriisin alkuun liittynyt raju pudotus molemmissa indek-
seissa.
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Kuva 4.1: OMXH- ja SX5E-indeksien suhteellinen kehitys 10 vuoden tarkastelujak-
solla.
Sovitetaan EVT-GARCH{malli tahan dataan. Data koostuu siis negatiivisista
log-tuotoista eli tappioista xt = (xt n 1; : : : ; xt), missa kaupankayntipaivien
maara n = 2509. Naihin sovitetaan osion 4.3.1 AR(1)-GARCH(1,1)-malli, jol-
loin saadaan estimaatit ehdollisille odotusarvoille (^t n 1; : : : ; ^t) ja keskiha-
10Lahde: Bloomberg.
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jonnoille (^t n 1; : : : ; ^t), ja naiden avulla edelleen residuaaleille
zt = (zt n 1; : : : ; zt) =

xt n 1   ^t n 1
^t n 1
; : : : ;
xt   ^t
^t

:
Hetki t vastaa havaintojakson viimeista paivaa, tassa tapauksessa paivamaaraa
10.11.2009. Aikasarjamallin estimointitulokset on esitetty taulukossa 4.1. Para-
metriestimaatit poikkeavat tilastollisesti merkittavasti nollasta merkitsevyysta-
solla 0.05, OMXH-indeksille estimoidun mallin parametreja 1 ja 0 lukuunot-
tamatta. GARCH-parametrit  ovat molempien indeksien tapauksessa erittain
vahvasti merkitsevia.
Taulukko 4.1: Tuottodataan sovitetun AR(1)-GARCH(1,1)-mallin parametriestimaa-
tit.
Parametri 0 1 0 1  
OMXH
SUE 0.000820 0.0227 0:530  10 6 0.0486 0.951 6.73
Keskivirhe 0.000252 0.0196 0:318  10 6 0.00723 0.00659 0.692
SX5E
SUE 0.000532 -0.0493 1:37  10 6 0.0875 0.909 11.5
Keskivirhe 0.000217 0.0219 0:493  10 6 0.0108 0.0108 2.05
Tuottoaikasarja, estimoitu volatiliteetti ja standardoidut residuaalit on esitet-
ty kuvassa 4.2 OMXH-indeksille; tilan saastamiseksi kuvat esitetaan jatkossa
vain OMXH:lle, silla SX5E-indeksin vastaavat kuvaajat ovat laadullisilta omi-
naisuuksiltaan kaytannossa taysin samanlaisia. Kuvasta nahdaan selvasti, et-
tei tuottodata xt =  rt ole iid:ta. Aikasarjassa voidaan havaita volatiliteetin
muuttuminen ajan suhteen seka volatiliteetin kasautuminen, vastaten "korkean
aktiviteetin" periodeja. Kuvan alaosion standardoidut residuaalit sen sijaan vai-
kuttavat tayttavan iid-oletuksen kohtuudella.
Kuvaan 4.3 alla on piirretty autokorrelaatiofunktiot (h) = (h)=(0) tuotoil-
le rt ja standardoiduille residuaaleille zt seka naiden nelioidyille arvoille r
2
t
ja z2t . Tuottoaikasarjassa on havaittavissa mahdollisesti hieman autokorreloi-
tuneisuutta, mutta tama on hyvin pienta. Sen sijaan nelioidyt tuotot ovat vah-
vasti autokorreloituneita; vrt. osion 4.1 tyylitellyt faktat luvun alussa. Stan-
dardoituja residuaaleja vastaavista kuvaajista kuvan alaosassa nahdaan, etta
kaytetty AR-GARCH{malli onnistuu poistamaan kaytannossa kaiken autokor-
relaation.
Autokorrelaatiofunktio tarjoaa havainnollisen tavan tutkia, ilmentaako tarkas-
teltava aikasarja autokorrelaatiota tietylla yksittaisella viiveella k. Testataan
autokorreloituneisuutta viela Ljung-Box-testia kayttaen; tama testaa autokor-
relaation olemassaoloa useilla viiveilla samanaikaisesti. [41] Testin nollahypo-
teesina H0 on, etta ensimmaiset m autokorrelaatiota ovat kaikki nollia, (1) =
   = (m) = 0, ja tata testataan vaihtoehtoista hypoteesia H1 : 9 k = 1; : : : ;m
s.e. (k) 6= 0 vastaan. Kuvaan 4.4 on piirretty Ljung-Box-testin p-arvot eri viivei-
den maarilla m standardoiduille residuaaleille (ylaosa) seka naiden nelioidyille
arvoille (alaosa). Testin perusteella nollahypoteesia ei hylata millaan viiveiden
lukumaarilla, ja johtopaatoksena on, etta residuaaleja voidaan pitaa autokorre-
loitumattomina.
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Kuva 4.2: Paivittaiset negatiiviset tuotot (xt), estimoitu volatiliteetti (^t) ja standar-
doidut residuaalit (zt).
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Kuva 4.3: Tuottojen ja nelioityjen tuottojen (ylarivi) seka standardoitujen residuaa-
lien ja naiden nelioiden (alarivi) autokorrelaatiofunktiot.
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Kuva 4.4: Ljung-Box{testin p-arvot eri viivemaarilla m.
Esitettyjen tarkastelujen perusteella mallia voidaan pitaa tilastollisessa mielessa
riittavana (adequate) kuvauksena tuottoaikasarjan ominaisuuksista.
Piirtamalla standardoitujen residuaalien empiirisen jakauman kvantiilit normaa-
lijakauman kvantiileja vasten (kuva 4.5), havaitaan innovaatiojakauman ole-
van selvasti normaalijakaumaa paksuhantaisempi. Lisaksi jakauman oikea hanta
(vastaten tappioita) nayttaa vasenta paksummalta, mika viittaa siihen, ettei
symmetrinen jakauma (kuten t-jakauma) valttamatta kuvaa tappio-/tuottojaka-
umaa erityisen hyvin.
Edellisessa osiossa keskityttiin tappiojakauman eli negatiivisten log-tuottojen
jakauman oikean hannan tarkasteluun { tasmalleen samat tulokset patevat tie-
tysti vasemmalle hannallekin. Yleisemmin onkin tarpeen mallintaa tuotto- tai
tappiojakauman molemmat hannat riskienhallintatarkoituksiin, silla sijoitusin-
strumentin hinnan nousu muodostaa riskin (tuottaa tappiota) sijoittajalle, jolla
on lyhyt eli ns. shorttipositio kyseisessa instrumentissa. Esimerkki tallaisesta
tilanteesta on vaikkapa osakkeen lyhyeksimyynti.
Mallinnetaan innovaatiojakauman molemmat hannat siis yleistettya Pareto-
jakaumaa kayttaen. Tata varten valitaan kynnystasot uU ja uL siten, etta
molempiin hantiin jaa 10 % aarihavainnoista (suurimmista ja pienimmista).
Tama vastaa k:n arvoa 251, ja kynnyksiksi saadaan uU = z(k+1) = 1:242%
ja uL = z(n k) =  1:163% OMXH-indeksille. SX5E-indeksille kynnykset ovat
uU = 1:361% ja uL =  1:172%. Saadut parametriestimaatit on esitetty taulu-
kossa 4.2.
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Kuva 4.5: Kvantiilikuvaaja; standardoidut residuaalit vs. normaalijakauma.
Taulukko 4.2: Parametriestimaatit innovaatiojakauman hantiin sovitetuille GP-
jakaumille.
Oikea hanta (tappiot) Vasen hanta (tuotot)
Parametri SUE 95% luottamusvali SUE 95% luottamusvali
OMXH
 0.147 [0:021; 0:273] 0.114 [ 0:025; 0:254]
 0.544 [0:456; 0:648] 0.454 [0:377; 0:548]
SX5E
 0.0193 [ 0:0846; 0:124] -0.0803 [ 0:179; 0:0178]
 0.546 [0:464; 0:642] 0.500 [0:427; 0:586]
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Taulukosta havaitaan, etta SX5E-indeksin tappiojakauman vasemman hannan {
tuottojakauman oikean hannan { muotoparametrin estimaatti on negatiivinen;
tama viittaa siihen, etta tuottojakaumalla olisi aarellinen oikea paatepiste.11
Ei ole kuitenkaan mitaan syyta, miksi tuottojen oletettaisiin olevan rajoitet-
tuja. Kaytannon sovelluksissa voikin olla syyta asettaa tallainen negatiivinen
arvo nollaksi, ainakin mikali voittojen aarikvantiilien mallintaminen on tarkeaa
kasitellyn sovelluksen nakokulmasta; vrt. kuitenkin alla SX5E:n tappiojakau-
man vasemmalle hannalle saatuihin riskilukuihin.
Sovitetut GPD-hannat yhdessa empiirisen kertymafunktion kanssa on piirretty
kuvaan 4.6. Paivatuottohavaintoja on sen verran paljon, etta empiirinen jakau-
ma vaikuttaa varsin silealta jakauman keskivaiheilla.
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Kuva 4.6: Empiirinen innovaatiojakauma sovitetuilla GPD-hannilla.
Kuvissa 4.7 ja 4.8 on esitetty tarkemmin jakauman hannat. Nahdaan, etta GP-
jakaumat sopivat hantahavaintoihin varsin hyvin.
Kaytetaan sovitettua mallia ehdollisen Value-at-Riskin ja Expected Shortfallin
estimoimiseen osakeindekseille. Riskimittojen arvot on esitetty taulukossa 4.3
tappioille ja taulukossa 4.4 voitoille. Nama tulee siis tulkita hetken t estimaa-
teiksi (hetkeen t mennessa kertyneeseen informaatioon perustuen) seuraavan
paivan, t+ 1, markkinariskista.
On mielenkiintoista huomata, etta (hajautetumpaan) SX5E-indeksiin liittyva
tappioriski { tarkastelluilla riskimitoilla mitattuna { on pienemmilla :n arvoil-
11 Aarellinen (oikea) paatepiste, xF <1, tarkoittaa etta jakauma on lyhythantainen. Tama
ei kuitenkaan valttamatta merkitse, etta jakauma olisi kevythantainen.
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Kuva 4.7: Innovaatiojakauman oikea hanta, vastaten tappioita.
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Kuva 4.8: Innovaatiojakauman vasen hanta, vastaten voittoja.
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Taulukko 4.3: Estimoidut 1-paivan riskimittojen arvot; tappiot (oikea hanta).
Luottamustaso 0:90 0:95 0:99 0:995 0:999 0:9997
OMXH, VaRt 1.69 % 2.23 % 3.71 % 4.46 % 6.54 % 8.45 %
OMXH, ESt 2.56 % 3.19 % 4.92 % 5.80 % 8.24 % 10.5 %
SX5E, VaRt 2.03 % 2.61 % 3.96 % 4.56 % 5.98 % 7.07 %
SX5E, ESt 2.87 % 3.45 % 4.83 % 5.44 % 6.89 % 8.00 %
Taulukko 4.4: Estimoidut 1-paivan riskimittojen arvot; voitot (vasen hanta).
Luottamustaso 0:90 0:95 0:99 0:995 0:999 0:9997
OMXH, VaRt 1.59 % 2.03 % 3.21 % 3.78 % 5.31 % 6.66 %
OMXH, ESt 2.43 % 3.06 % 4.75 % 5.62 % 7.98 % 10.2 %
SX5E, VaRt 1.75 % 2.26 % 3.33 % 3.75 % 4.64 % 5.23 %
SX5E, ESt 2.84 % 3.36 % 4.65 % 5.22 % 6.59 % 7.65 %
la suurempi kuin "periferisempaan" OMXH-indeksiin liittyva. Toisaalta suu-
rilla luottamustasoilla johtopaatos kaantyy painvastaiseksi, niin kuin ennakolta
saattaisi olettaakin. Vertailussa indeksien valilla taytyy kuitenkin huomata, etta
tarkastellut riskimitat ovat ehdollisia: kummankin indeksin estimoituun riskiin
hetkella t vaikuttavat siis niita koskevat markkinaolosuhteet estimoidun volati-
liteetin kautta.
4.4.1 Pidemman horisontin riskin simulointi
Tarkastellaan lyhyesti riskimittojen estimoimista usean paivan tuottoperiodille,
eli tapauksessa h > 1. GARCH-malleille jakauma F[Xt+1++Xt+hjFt] ei ole tie-
dossa analyyttisesti edes tunnetun innovaatiojakauman tapauksessa ([36]), joten
riskimittojen estimointi taytyy perustaa simulointilahestymistapaan.
Merkitaan negatiivisiin log-tuottoihin perustuvan innovaatiojakauman oikeaan
hantaan (tappioihin) sovitetun GP-jakauman parametriestimaatteja ^U , ^U , ja
vasempaan hantaan (voittoihin) liittyvia estimaatteja vastaavasti ^L, ^L. Mal-
linnetaan innovaatiojakauman hannat GP-jakaumilla, ja keskiosa ei-parametri-
sesti empiirista jakaumaa kayttaen (vrt. kuva 4.6). Nain muodostetusta jakau-
masta G voidaan simuloida iid innovaatioita Z  G kayttamalla bootstrap-
menetelman ja GPD-simulaation yhdistelmaa seuraavasti [36, 42]:
Algoritmi 4.1 (Satunnaislukujen generointi innovaatiojakaumasta)
1. Poimitaan satunnaisesti yksi residuaali AR-GARCH-mallin sovituksessa
saadusta n:n residuaalin otoksesta; olkoon tama z0.
2. Jos z0 > u
U = z(k+1), generoidaan G^U ;^U -jakautunut satunnaismuuttuja
yU GP-jakaumasta kynnyksella 0 (ks. algoritmi 3.3, kohta 2), ja palaute-
taan z(k+1) + y
U ;
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3. Jos z0 < u
L = z(n k), generoidaan G^L;^L -jakautunut satunnaismuuttuja
yL GP-jakaumasta kynnyksella 0, ja palautetaan z(n k)   yL;
4. Muutoin (kun z(n k)  z0  z(k+1)) palautetaan residuaali z0 itse.
5. Toistetaan menettely.
Simulointialgoritmi generoi siis pisteita jakaumasta
^G(z) =
8>>>>>>><>>>>>>>:
1  k
n

1 + ^U
z   z(k+1)
^U

; z > z(k+1);
1
n
nX
i=1
1fzizg; z(n k)  z0  z(k+1);
k
n

1 + ^L
jz   z(n k)j
^L

; z < z(n k):
Kayttaen innovaatiojakaumaa ^G(z) ja sovitettua AR(1)-GARCH(1,1)-mallia
voidaan simuloida (negatiiviset) tuotot (xt+1; : : : ; xt+h). Naiden kumulatiivi-
nen summa x
(h)
t+h =
Ph
j=1 xt+j on yksi realisaatio h-periodin tuotosta X
(h)
t+h.
Toistamalla simulaatio riittavan monta kertaa saadaan estimaatti tuottojen ja-
kaumalle eli tuottojakaumalle F
[X
(h)
t+hjFt]
= F[Xt+1++Xt+hjFt], ja riskimitat voi-
daan estimoida suoraviivaisesti tahan perustuen, kuten aiemmin.
Tarkastellaan esimerkkina 1-vuoden VaR:in ja ES:n estimointia. Tama vastaa
siis tarkasteluhorisonttia h = 250, kun vuodessa oletetaan olevan keskimaarin
250 kaupankayntipaivaa. Siirrytaan kayttamaan aritmeettisia tuottoja, rAt =
St=St 1   1, logaritmisten tuottojen rLt = ln (St=St 1) sijasta, koska pitkan
aikavalin simulaatiossa logaritmisten tuottojen kaytto voi aiheuttaa ongelmia
(esim. kokonaistuotto eli yksittaisten log-tuottojen summa voi menna alle -100
%:n). Logaritmiset tuotot saadaan muutettua aritmeettisiksi kayttamalla relaa-
tiota rAt = exp (r
L
t )  1.
Taulukossa 4.5 on esitetty estimoidut VaR- ja ES-luvut OMXH-indeksille 106 si-
mulaatiopolkuun perustuen. Kussakin simulaatiossa simuloitiin siis tuotot paiva
kerrallaan, ja naista rakennettiin simulaatiopolun kokonaistuotto hetkella t+ h
eli vuoden paasta.
Taulukko 4.5: 1-vuoden riskimittojen estimaatit OMXH-indeksille hetken t =
10:11:2009 tilanteesta.
Luottamustaso 0:90 0:95 0:99 0:995 0:999 0:9997
VaRt 28.7 % 34.6 % 46.8 % 51.8 % 63.3 % 69.5 %
ESt 36.8 % 42.1 % 53.8 % 58.6 % 69.0 % 75.7 %
4.4.1.1 Vertailu Solvenssi II:een
Kuten aiemmin on mainittu, esimerkiksi Solvenssi II {vakavaraisuussaannoston
kvantitatiivisissa vaatimuksissa kaytetaan paaomavaateiden laskemisessa 1-vuo-
den 99.5 % Value-at-Riskia vastaavia "shokkeja", eli taman luvun terminologi-
aa kayttaen mittaa VaRt0:995(250) (missa t on periaatteessa raportointipaiva,
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eli vuoden tai kvartaalin viimeinen paiva). Ylla olevan taulukon VaRt0:995 voi-
daan siis tulkita tarkastellun { SII-terminologiassa (osittaisen) sisaisen { mallin
antamaksi osakeshokin arvoksi suomalaisille osakkeille (laskentahetken ollessa
vuoden 2009 loppupuoli). Arvoksi saadaan n. 52 %.
Solvenssi II:ta vastaavassa Sveitsissa kaytossa olevassa Swiss Solvency Testissa
(SST) kaytetty 1-vuoden Expected Shortfall tasolla 99 % eli tassa ESt0:99(250)
antaa osakeshokin arvoksi n. 54 %. Tama on tassa tapauksessa vain hieman
suurempi kuin SII:ssa kaytetylle riskimitalle mallissa saatu 52 %.
Vertailun vuoksi viidennessa Solvenssi II:sen vaikuttavuusarvioinnissa eli QIS5-
spesikaatiossa osakeshokkina kaytettiin globaaleille osakkeille arvoa 30 % ja
muille osakkeille arvoa 40 %; nama sisalsivat markkinoiden tilanteen huomioi-
maan pyrkivan ns. Symmetric Adjustment (SA) {tekijan -9 %, perusshokkien
ollessa 39 % ja 49 %. Kirjoitushetkella viimeisimmissa, uudistetuissa teknisissa
spesikaatioissa ("Revised Technical Specications for the Solvency II valuation
and Solvency Capital Requirements calculations") luokittelu muutettiin tyypin
1 (ETA- tai OECD-maissa saannellyilla markkinoilla listatut) ja tyypin 2 (muut)
osakeriskillisiin arvopapereihin ja SA:n arvo vahvistettiin -7 %:ksi, mutta muu-
ten osakeriskin laskenta sailyi aiemmanlaisena.12 Osakeshokit olivat siis 32 % ja
42 %. Nama shokit koskevat Solvenssi II:n standardikaavan kayttoa.
Tassa osiossa saatuja tuloksia ei voi aivan suoraan verrata Solvenssi II:n spe-
sikaatioiden kayttamiin arvoihin siina mielessa, etta osakeriski on estimoi-
tu vuoden 2009 loppupuolen tilanteesta, kun QIS5-spesikaatio on julkaistu
heinakuussa 2010 ja uudistetut spesikaatiot joulukuussa 2012. Toisaalta SII:n
spesikaatiot ovat pysyneet useita vuosia samoina. Voidaan todeta, etta suu-
remman perusshokin arvo 49 % on lahella taman luvun mallin suomalaisille
osakkeille antamaa arvoa. Sen sijaan ETA- tai OECD-maihin, joihin Suomikin
kuuluu, sovellettava 39 % on selvasti pienempi. Taytyy muistaa, etta SII:n ta-
voitteena on kuitenkin asettaa riski tasolle, joka vastaa odotusarvoisesti kerran
200 vuodessa ylitettavaa (vuositason) tappiota.
Spesikaatioiden ns. symmetrisen saatotekijan (SA) huomiointi alentaa shok-
kien arvoja entisestaan. Taman saatotekijan tai "heilunnan vahentajan" (equi-
ty dampener) tarkoituksena on vahentaa saatelyn prosyklisia vaikutuksia, siten
ettei paaomavaatimuksen kasvu esim. lamassa johtaisi tilanteeseen, jossa va-
kuutusyhtio joutuu realisoimaan osakeomistuksiaan tappiolla lyhyen aikavalin
saantelyvaatimusten tayttamiseksi. SA-tekijan arvo maaritetaan vertaamalla
laskentahetken MSCI World -indeksin arvoa ko. indeksin 3-vuoden liukuvaan
keskiarvoon. Mikali osakkeiden hinnat ovat keskiarvoaan korkeammalla, kas-
vatetaan osakeshokin arvoa, ja mikali hinnat ovat liukuvaa keskiarvoa alem-
pana, vahennetaan shokkia. Saatotekijan tavoite, saantelyn aiheuttaman pro-
syklisyyden vahentaminen, voidaan nahda sinansa perusteltuna ja kannatet-
12Uudistettuihin teknisiin spesikaatioihin perustuvassa ns. LTGA-arviointipaketissa sen si-
jaan kaytettiin "siirtymavaihetta" (ns. transitional measure) Solvenssi I:sen laskentatavasta
Solvenssi II:sen laskentatapaan, siten kuin julkaistut tekniset spesikaatiot jalkimmaista talla
hetkella edustavat. Siirtyma tarkoitti mm., etta SI:n mukaisesta diskonttokayrasta siirrytaan
vahitellen SII:n mukaiseen projektion kuluesssa. Osakeriskin osalta LTGA-spesikaatioissa
saadetaan, etta "siirtyma" huomioidaan siten, etta SA-tekijaa ei kayteta, ja osakeshokin ar-
vona kaytetaan 22 %:ia kaikille osakkeille. Seka QIS- etta LTGA-spesikaatiot loytyvat EIO-
PA:n verkkosivuilta, osoitteesta https://eiopa.europa.eu/consultations/qis/insurance/
index.html.
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tavana. Samalla taytyy kuitenkin todeta, etta maarittely nykymuodossaan on
luonteeltaan ad hoc, ja sotii Solvenssi II:n kvantitatiivisten paaomavaatimusten
perustana olevaa markkinaehtoista lahestymistapaa vastaan. Symmetric Ad-
justmentin kaltaisten "ylimaaraisten" saatotekijoiden kayttoonoton taustalla on
myos nahty poliittinen vaikutus, siten etta tamankaltaisten keinojen sopivalla
kaytolla varmistetaan, etta tuloksena saadaan paaomavaatimus jonka kanssa va-
kuutusyhtiot voivat elaa.13 Kaikkien osapuolten kannalta lapinakyvampaa olisi
pyrkia kuvaamaan riskia mahdollisimman todellisuuden mukaisesti sellaisena
kuin se on, vaikka tama tuottaisi epamukavan suuria paaomavaatimuksia { seka
yhtioiden etta valvojien kannalta { jolloin keskustelu kaantyy olennaiseen eli
siihen, minkasuuruiseen riskiin lainsaatajat ja valvojat velvoittavat vakuutus-
yhtiot varautumaan paaomia varaamalla, ja miten tama vaikuttaa yhtioiden
riskinottokykyyn seka vakuutustoiminnan kehitykseen laajemmin.
13Ks. esim. kommentti http://www.barrhibb.com/blog/entry/a comment on the
solvency ii equity dampener/.
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Luku 5
Yhteenveto
Tassa tutkimuksessa tarkasteltiin aariarvoteorian soveltamista reaalimaailman
ongelmiin. Tavoitteena esityksella oli luoda katsaus klassiseen aariarvoteoriaan
ja kentan vakiintuneeksi muodostuneiseen nykymenetelmiin. Matemaattista ta-
ustateoriaa kasiteltiin vain sen verran kuin nahtiin tarpeelliseksi kaytettyjen
menetelmien ymmartamiseksi tai perustelemiseksi. Sen sijaan painotus esityk-
sessa on tilastollisilla menetelmilla ja naiden soveltamisella.
Esityksessa tarkasteltiin kolmea sovellusta: merenpinnan korkeuden mallinta-
mista, onnettomuuskuolemien maaran arviointia ja markkinariskin mallinnus-
ta.
Vedenkorkeuden mallintamisongelma toimi luvussa 2 viitekehyksena, jonka avul-
la esiteltiin esityksessa kasitellyt aariarvoteoriaan perustuvat tilastolliset mene-
telmat. Standardien blokkimaksimi- ja ylitemenetelman lisaksi vedenkorkeutta
mallinnettiin mm. epastationaarisella GEV-mallilla ja epastationaarisilla pis-
teprosessimalleilla. Trendin sisallyttaminen malleihin paransi mallin sopivuut-
ta huomattavasti, ja tarkastelun perusteella vedenkorkeusmaksimeissa eli ve-
denkorkeuden aariarvoissa on havaittavissa kasvava trendi. Tallaisten ominai-
suuksien huomioiminen on keskeista ennustettaessa ilmion kaytosta tulevaisuu-
teen. Trendin sisaltavia pisteprosessimalleja kaytettiin alimman tulvien kannal-
ta hyvaksytyn rakentamiskorkeuden arviointiin Helsingin rannikolla. Mallinnus-
ta laajennettiin myos ottamalla pisteprosessimalliin mukaan selittavana muut-
tujana ilmanpaine-eroon perustuva North Atlantic Oscillation (NAO) {indeksi.
NAO-indeksin lisaaminen paransi mallia merkittavasti trendin vaikutuksen huo-
mioimisen jalkeenkin.
Luvussa 3 mallinnettiin suomalaisten onnettomuuskuolemien maaraa aariarvo-
teoriaa kayttaen. Koska suurista onnettomuuksista on vain vahan havaintoda-
taa, tarkasteltiin myos Ruotsia koskevan onnettomuuskuolemadatan yhdistamis-
ta Suomea koskevaan ja tilastollista estimointia yhdistettyyn aineistoon pe-
rustuen. Laajennettuun aineistoon sovitettu malli osoittautui kuvaavan suo-
malaisten onnettomuuskuolemamaaria selvasti pelkkaan Suomea koskevaan ai-
neistoon perustuvaa mallia paremmin. Trendinomaisten piirteiden olemassaoloa
onnettomuuskuolemadatassa tutkittiin myos mallintamalla kuolemien maaria
epastationaarisilla pisteprosesseilla. Johtopaatoksena oli, ettei datassa ole viit-
200 5. Yhteenveto
teita trendista, kun tarkastellaan sovelluksessa kiinnostuksen kohteena olleita
suuria onnettomuuksia.
Luvussa tarkasteltiin myos katastroriskin mittaamista estimoitua mallia kayt-
taen ja esitettiin menetelmat onnettomuuskuolemien maarien seka niiden otos-
maksimien simuloimiseksi. Onnettomuuskuolemamallin antamia tuloksia ver-
rattiin QIS5- ja LTGA-vaikuttavuusarvioinneissa kaytettyihin katastrokuole-
mia koskeviin skenaarioihin. Johtopaatoksena on, etta kummankin spesikaa-
tion kayttama massaonnettomuusskenaario vaikuttaa tarkastellun mallin perus-
teella selvasti Solvenssi II:ssa tavoitteena olevaa 1-vuoden 99.5 %:n Value-at-
Risk {tasoa riskillisemmalta. LTGA:n joukko-onnettomuusskenaarion implikoi-
ma onnettomuuskuolemien maara on 1 890 henkea, kun onnettomuuskuolemien
estimoitu 99.5 %:n VaR oli 410 henkea { ja 1 890 henkea vastaa EVT-mallissa
1-vuoden 99.86 %:n VaR:ia. QIS 5:n areenariskisenaarion implikoima riskitaso
on viela tata suurempi ollen 2 500 henkea.
Luvussa 4 tarkasteltiin nanssiaikasarjojen aariarvojen ja erityisesti markkina-
riskin mallinnusta. Finanssiaikasarjat ilmentavat tyypillisesti epatriviaalia riip-
puvuusrakennetta, ja niille on ominaista matalan ja korkean aktiviteetin jak-
sojen vaihtelu seka itseisarvoltaan suurien arvojen (tappioiden ja tuottojen)
kasaantuminen ajassa: ts. tuottoprosesseja kuvaavia ominaisuuksia ovat stokas-
tinen volatiliteetti seka volatiliteetin kasaantuminen ja pysyvyys. Taman riip-
puvuusrakenteen huomioiminen on valttamatonta markkinariskin mallintami-
seksi realistisesti. Luvussa esitetyssa lahestymistavassa tuottodataan sovitettiin
ensin GARCH-tyypin malli volatiliteettirakenteen mallintamiseksi, ja sovituk-
sen tuloksena saadun residuaalijakauman hannat mallinnettiin aariarvoteoriaa
hyodyntaen. Rakennettu malli osoittautui kuvaavan tuottoprosessia varsin hy-
vin esitettyjen testien perusteella. Malliin perustuen esitettiin menetelmat ris-
kia kuvaavien riskimittojen (Value-at-Risk, Expected Shortfall) estimoimisek-
si, seka pidemman horisontin riskin mittaamiseksi simulointilahestymistapaa
kayttaen.
Kuten edella esitetyista sovelluksistakin havaitaan, aariarvoteorian sovellusalue
on varsin laaja, ja se tarjoaa perustan monien hyvin erilaisten aari-ilmioiden
kuvaamiseen. Sellaisenaan aariarvoteorian tarjoamien soveltavien menetelmien
tunteminen on valittomasti hyodyllista kaikille kvantitatiivisen riskienhallinnan
parissa tyoskenteleville. Aari-ilmiot ovat jo maaritelmansa mukaan harvinaisia,
mika tarkoittaa etta niista on usein olemassa vain niukasti havaintoja. Nain ol-
len kaikkeen havaintoihin perustuvaan tilastolliseen mallinnukseen liittyy tassa
yhteydessa suuri epavarmuus. Aariarvoteoria tarjoaa kuitenkin perustellun, ja
tasmallisen matemaattisen teorian tukeman, lahestymistavan harvinaisten il-
mioiden kuvaamiseen ja ilmioihin liittyvan epavarmuuden arviointiin.
Ytimekkaana yhteenvedonomaisena lopetuksena voitaneen esittaa seuraava Jo-
nathan Tawnilta peraisin oleva sitaatti (tamakin on otettu teoksesta [2]): "The
key message is that EVT cannot do magic | but it can do a whole lot of bet-
ter than empirical curve-tting and guesswork. My answer to sceptics is that
if people arent given well-founded statistical methods like EVT, they just use
dubious ones instead."
Liite A
Suurimman uskottavuuden
menetelma
Tarkastellaan riippumattomien ja samoin jakautuneiden satunnaismuuttujien
jonoa X1; X2; : : : ja oletetaan, etta naiden yhteinen tiheysfunktio f on olemassa.
Olkoon havaittu otos X = x = (x1; : : : ; xn), joka siis on satunnaismuuttujien
X1; : : : ; Xn realisaatio. Suurimman uskottavuuden menetelmaa sovellettaessa
valitaan malliperhe, jonka piiriin oletetaan tarkasteltavien satunnaismuuttujien
jakauman kuuluvan, ja estimoidaan jakauman tuntemattomat parametrit; ky-
se on siis parametrisesta estimoinnista. Olkoon todennakoisyysjakaumien perhe
F = ff(x;) :  2 g, missa  parametrivektori (tai skalaari) ja  parametria-
varuus. Esimerkiksi Poisson-jakauman tapauksessa tuntemattomia parametreja
on yksi,  = , ja normaalijakauman tapauksessa kaksi,  = (; ).
Jokainen parametrivektorin arvo  2  maarittelee mallin M 2 F joka liittaa
(mahdollisesti) eri todennakoisyydet havaittuun dataan. Havaitun datan to-
dennakoisyytta parametrien funktiona kutsutaan uskottavuusfunktioksi (like-
lihood function), merkitaan L. Uskottavuusfunktio on siis yksinkertaisesti ti-
heysfunktio (tai todennakoisyysfunktio diskreeteilla jakaumilla) tulkittuna pa-
rametrien  funktioksi kiinnitetylle (eli havaitulle) datalle x. Tasmallisemmin,
iid datalle
L(x;) =
nY
i=1
f(xi;): (A.1)
Intuitiivisesti, parametrien arvot , jotka liittavat korkean todennakoisyyden
havaittuun dataan, ovat uskottavampia kuin arvot, jotka liittavat matalam-
man todennakoisyyden havaittuun otokseen. Suurimman uskottavuuden esti-
moinnissa periaatteena on valita malli, jolla on suurin uskottavuus, silla kai-
kista tarkasteltavista vaihtoehtoisista malleista M 2 F juuri sen mukaan on
todennakoisinta havaita sellainen otos kuin havaittiin.
Parametrivektorin  suurimman uskottavuuden estimaatti (SU-estimaatti, SUE)
^ saadaan siis maksimoimalla uskottavuusfunktion L arvo parametrien  suh-
teen:
^ = argmax
2
L(;x):
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Jatkossa merkitaan myos ^n, kun halutaan korostaa estimaattorin riippuvuutta
otoskoosta n.
Yleensa on mukavampi muuttaa termien tulo yhtalossa (A.1) summaksi otta-
malla kaavassa logaritmi puolittain, ja tarkastella logaritmista uskottavuutta eli
log-uskottavuutta
l(x;) = lnL(x;) =
nX
i=1
ln f(xi;): (A.2)
Logaritmifunktio l() on monotoninen, joten funktioilla L ja l on samat maksi-
mikohdat, eika muunnos siten vaikuta saataviin estimaatteihin ^.
Kun satunnaismuuttujat (Xi)
n
i=1 ovat riippumattomia mutta eivat samoin ja-
kautuneita, uskottavuusfunktioksi tulee suoraan
L(x;) =
nY
i=1
fi(xi;);
log-uskottavuudeksi vastaavasti
l(x;) =
nX
i=1
ln fi(xi;);
missa fi on Xi:n tiheysfunktio (tai todennakoisyysfunktio). Yleisemmin, kun
F = ff(x;) :  2 g on perhe yhteisjakaumien tiheysfunktioita satunnais-
muuttujavektorille X = (X1; : : : ; Xn) joka ei valttamatta ole riippumaton, ha-
vaittuun otokseen x = (x1; : : : ; xn) perustuva uskottavuus on
L(x;) = f(;x):
A.1 Suurimman uskottavuuden estimaattorin omi-
naisuuksia
Tiettyjen saannollisyysehtojen vallitessa suurimman uskottavuuden estimaatto-
rit ovat asymptoottisesti tehokkaita, eli
p
n

^n   

d! Nd(0; IE() 1); (A.3)
kun otoskoko n ! 1, missa  on todellinen parametrivektorin arvo, d taman
dimensio, ja IE() havaintojen odotettu (Fisherin) informaatiomatriisi. Mer-
kittavia saannollisyysehtoja ovat vaatimus etta parametrit ovat identioitu-
via ( ~ 6=  ) f(x; ~) 6= f(x;)), etta  on parametriavaruuden  sisapiste,
ja etta f(x;):n maarittelyalueen (support) ei tulisi riippua parametreista .
Saannollisyysehdoista tarkemmin, ks. esimerkiksi [28].
Fisherin informaatio skalaariparametrille  maaritellaan
IE() = E

@
@
lnL(;X)
2
;
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saannollisyysehtojen patiessa tama voidaan saattaa edelleen muotoon
IE() =  E

@2
@2
lnL(;X)

:
Vektorin  tapauksessa odotettu (Fisherin) informaatiomatriisi on
IE() =  E

@
@
lnL(;X)
@
@T
lnL(;X)

= E

@2
@@T
lnL(;X

;
milla tarkoitetaan matriisia IE komponenteilla
(IE())ij =  E

@
@i
lnL(;X)
@
@j
lnL(;X)

= E

@2
@i@j
lnL(;X

:
SU-estimaattorin asymptoottinen tehokkuus sisaltaa tuloksena seka estimaatto-
rin asymptoottisen normaalisuuden etta estimaattorin tarkentuvuuden (missa
jalkimmainen tarkoittaa, etta estimaatti ^n suppenee todennakoisyyden suh-
teen todelliseen arvoon  kun n ! 1). Suppenemistuloksesta (A.3) seuraa
etta, riittavan suurella n,
^n  Nd(; n 1IE() 1); (A.4)
ja tata voidaan kayttaa hyvaksi muodostettaessa asymptoottisia luottamusa-
lueita :lle, tai, tavallisemmin, luottamusvaleja sen mille tahansa komponentille
i. Kaytannossa on yleensa helpompaa approksimoida odotettua informaatio-
matriisia IE() havaitulla (Fisherin) informaatiomatriisilla IO(),
IO() =   1
n
nX
i=1
@
@@T
lnL(;xi); (A.5)
missa x = (x1; : : : ; xn) on havaittu otos eli X:n havaittu realisaatio. Havaittu
informaatiomatriisi suppenee odotettuun suurten lukujen lain nojalla, ja on esi-
tetty, etta joissain tilanteissa sen kaytto johtaa jopa tarkempiin tuloksiin kuin
odotetun informaatiomatriisin kaytto (ks. [1]). Molemmat versiot informaatio-
matriisista riippuvat tuntemattomista parametreista , ja matriisien laskemi-
seksi on tarpeen korvata parametrivektori  estimaatillaan ^.
A.2 Asymptoottiseen normaalisuuteen perustu-
vat luottamusvalit
Tuloksesta (A.4) seuraa, etta standardoitu muuttuja
Z =
^i   i
se(^i)
 N(0; 1); (A.6)
missa se(^i) on ^i:n asymptoottinen keskivirhe (asymptoottisen keskihajonnan
estimaatti),
se(^i) =
r
1
n

IO(^)

ii
:
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(A.6) on siis asymptoottinen tulos, jonka tulkitaan patevan riittavan suuril-
la n. Yhtalon (A.6) perusteella voidaan muodostaa testi nollahypoteesille H0 :
i = i;0 vaihtoehtoista hypoteesia H1 : i 6= i;0 vastaan, missa i;0 on jokin
kiinnostuksen kohteena oleva parametrin arvo. Asymptoottiselle testille mer-
kittavyydella  nollahypoteesi hylataan, jos Z   1(1   =2), missa  on
standardin normaalijakauman kertymafunktio.
Testiin perustuen voidaan rakentaa myos luottamusvalit parametrille i: asymp-
toottinen luottamusvali luottamustasolla 1    muodostuu niista parametriar-
voista i;0, joilla nollahypoteesia H0 ei hylata, ja on siis
^i   z=2se(^i); ^i + z=2se(^i)

;
missa z=2 = 
 1(1  =2) on jakauman N(0; 1) (1  =2)-kvantiili.
Tassa esityksessa omaksutaan Colesin [1] pragmaattinen lahestymistapa, ja kay-
tetaan asymptoottisia tuloksia suoraan hyvaksi pitamalla niita (hyvaksyttavina)
approksimaatioina, joiden tarkkuus paranee otoskoon n kasvaessa.
A.2.1 Delta-menetelma
Usein on tarvetta tarkastella parametrien  SU-estimaattorin ^ lisaksi jotakin
:n funktiota. Olkoon  = g() tallainen funktio. Talloin funktion  suurimman
uskottavuuden estimaattori saadaan yksinkertaisesti sijoittamalla parametrivek-
torin paikalle sen SU-estimaattori  = ^, eli ^ = g(^).
Olkoon edelleen d-ulotteisen parametrivektorin  SU-estimaatin ^ asymptoot-
tinen kovarianssimatriisi V = IE()
 1. Talloin funktion  = g() suurimman
uskottavuuden estimaattorille patee
^
: N(;V);
missa
V = rg()TVrg()
ja gradientti rg on
rg() =

@
@1
g(); : : : ;
@
@d
g()

;
evaluoituna pisteessa  = ^. Tata kutsutaan delta-menetelmaksi. Menetelma
mahdollistaa luottamusvalien muodostamisen estimaattorin ^ asymptoottiseen
normaalisuuteen perustuen, samalla tavalla kuin edellisessa osiossa.
Liite B
Uskottavuusosamaaratesti
Tarkastellaan nollahypoteesin H0 :  2 0 testaamista vaihtoehtoista hypotee-
sia H0 :  2 c0 vastaan, missa 0  . Uskottavuusosamaaratestin testisuure
maaritellaan
(x) =
sup20 L(;x)
sup2 L(;x)
;
missa x = (x1; : : : ; xn) on iid satunnaismuuttujien X realisaatio kuten aiem-
min, ja soveltuvien saannollisyysehtojen oletetaan edelleen patevan. Voidaan
osoittaa, etta nollahypoteesin H0 vallitessa
 2 ln(x)  2 ;
missa 2-jakauman vapausasteiden maara  on olennaisesti ehdon  2 maarit-
tamien vapaiden parametrien lukumaara vahennettyna nollahypoteesin  2 0
maarittamalla vapaiden parametrien maaralla.
Oletetaan, etta d-dimensioinen parametrivektori  voidaan osittaa kahteen kom-
ponenttiin,  = ((1);(2)), missa (1) on kiinnostuksen kohteena oleva k-
dimensioinen vektori, ja (2) vastaa jaljelle jaavia d   k komponenttia. Pyr-
kimyksena on testata nollahypoteesia H0 : 
(1) = 
(1)
0 vaihtoehtoista hypo-
teesia H0 : 
(1) 6= (1)0 vastaan. Merkitaan uskottavuusfunktiota L(;X) =
L((1);(2);X). Uskottavuusosamaaratestin testisuureelle patee nyt
 2 ln(x) =  2

lnL(
(1)
0 ; ^
(2)
0 ;x)  lnL(^(1); ^(2);x)

 2k;
missa ^(1) ja ^(2) ovat komponenttivektorien (1) ja (2) rajoittamattomat SU-
estimaatit1 ja ^
(2)
0 on komponenttivektorin 
(2) rajoitettu SU-estimaatti nol-
lahypoteesin H0 patiessa. Ylla oleva yhtalo voidaan kirjoittaa myos muodos-
sa
D(
(1)
0 ) = 2

l(^(1); ^(2);x)  l((1)0 ; ^(2)0 ;x)

;
missa suuretta D =  2 ln kutsutaan yleensa devianssifunktioksi tai devians-
siksi. Nollahypoteesi H0 hylataan, mikali D > ck;, missa ck; on 
2
k-jakauman
(1  )-kvantiili.
1(^(1); ^(2)) = ^ = argmax2 L(;X) = argmax((1);(2))2 L((
(1);(2));X)
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B.1 Luottamusvalit ja proiliuskottavuus
Luottamusjoukko parametrivektorille  ja luottamusvalit sen mille tahansa kom-
ponentille voidaan perustaa uskottavuusosamaaratestiin. Asymptoottinen luot-
tamusjoukko vektorille (1) luottamustasolla 1    muodostuu niista arvoista

(1)
0 , joilla nollahypoteesia H0 : 
(1) = 
(1)
0 ei hylata, eli onn

(1)
0 : D(
(1)
0 )  ck;
o
;
tai 

(1)
0 : l


(1)
0 ; ^
(2)
0 ;x

 l

^(1); ^(2);x

  1
2
ck;

:
Erityisesti, jos k = 1 { kuten silloin kun ollaan kiinnostuneita vain yhdesta
parametrivektorin komponentista (1) kerrallaan { saadaan komponentin (1)
luottamusvaliksi n

(1)
0 : D(
(1)
0 )  ck;
o
;
eli 

(1)
0 : l


(1)
0 ; ^
(2)
0 ;x

 l

^(1); ^(2);x

  1
2
c1;

:
Kayraa


(1)
0 ; l(
(1)
0 ; ^
(2)
0 ;x)

kutsutaan parametrin 
(1)
0 proili(log-)uskottavuus-
kayraksi tai proili(log-)uskottavuudeksi. Merkitaan proiliuskottavuutta kom-
ponentille i lyhyesti
lp(i) = max
 i
l (i; i;x) = l

i; ^ i;x

;
missa  i tarkoittaa parametrivektorin kaikkia muita paitsi i. komponenttia, ja
^ i = ^ i(i) tarkoittaa vektorin  i suurimman uskottavuuden estimaattia
kun i on kiinnitetty. Proiliuskottavuus parametrille i on siis kullakin i:n
arvolla kaikkien muiden parametrivektorin komponenttien suhteen maksimoitu
log-uskottavuus.
Oletetaan seuraavaksi, etta d-dimensioinen parametrivektori  voidaan osit-
taa kahteen komponenttiin,  = ((1);(2)) kuten aiemmin, missa (1) on k-
dimensioinen vektori ja (2) vastaa jaljelle jaavia d   k komponenttia. Proi-
liuskottavuus vektorille (1) voidaan nyt kirjoittaa lyhyesti
lp(
(1)) = max
(2)
l

(1);(2);x

= l

(1); ^(2);x

;
missa merkinnoilla on sama tulkinta kuin skalaaritapauksessa.
B.2 Mallin valinta
Sisakkaisten mallien tapauksessa { eli silloin kun toinen malli muodostaa ylei-
semman mallin erikoistapauksen tiettyjen parametriarvojen ollessa rajoitettu-
ja { mallin valinta voidaan perustaa uskottavuusosamaaratestiin. Tarkastellaan
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kahta mallia, M0 ja M1: Olkoon mallia M1 vastaava (d-ulotteinen) paramet-
rivektori , ja olkoon M0 mallin M1 alimalli, joka saadaan rajoittamalla :n
k ensimmaista komponenttia nolliksi. Parametrivektori voidaan siis kirjoittaa
 = ((1);(2)), missa ensimmainen komponentti vastaa nollavektoria, (1) = 0,
mallissa M0 M1.
Olkoot malleja vastaavat maksimoidut log-uskottavuudet edelleen l1(M1) ja
l0(M0). Testisuure on nyt
D = 2(l1(M1)  l0(M0))  2k;
ja yksinkertaisempi malli M0 hylataan mallin M1 eduksi merkittavyystasolla
, jos D > ck;, missa ck; on 
2
k-jakauman (1  )-kvantiili.
B.2.1 Informaatiokriteerit
Kuten edella mainittiin, uskottavuusosamaaratesti soveltuu sisakkaisten mal-
lien vertailuun. Kun kuitenkin yleisemmin halutaan verrata malleja, jotka eivat
ole sisakkaisia ja joissa saattaa olla hyvinkin eri maara parametreja, formaalia
tilastollista testia mallinvalinnan perusteeksi ei yleisessa tapauksessa ole olemas-
sa.
Ei-sisakkaisten mallien vertailuun kaytetaan yleensa ns. informaatiokriteereja,
joiden perusajatuksena on mitata tarkasteltavan mallin sopivuutta sen saavut-
tamaan (log-)uskottavuuteen perustuen, mutta asettaa mallille sakko, joka ran-
kaisee kompleksisuudesta ja on yleensa verrannollinen mallin sisaltamien para-
metrien maaraan. Sakon tavoitteena on tehda eri (parametrimaaran sisaltavista)
malleista keskenaan mahdollisimman vertailukelpoisia. Eras tunnetuimmista in-
formaatiokriteereista on Akaiken informaatiokriteeri (AIC). [43] Oletetaan, etta
tarkasteltavana on m mallia, M1; : : : ;Mm, ja etta mallilla j on kj parametria,
merkitaan j = (j1; : : : ; jkj )
T , ja sita vastaava log-uskottavuus on lj(j ;x).
AIC mallille j maaritellaan nyt
AIC(Mj) = 2lj(^j ;x)  2kj
missa ^ on parametrivektorin SU-estimaatti. Malleista valitaan lahestymistavas-
sa se, joka minimoi luvun AIC eli sakotetun log-uskottavuuden. Sakkona toi-
mii Akaiken informaatiokriteerissa suoraan malliparametrien lukumaara. Toinen
yleisesti kaytetty informaatiokriteeri on (Schwartzin) Bayesilainen informaatio-
kriteeri BIC [44], jossa sakkona on kj ln(n), missa n on otoskoko eli havaintojen
lukumaara. Informaatiokriteerit eroavat yleisesti toisistaan sakkotermin muo-
don suhteen.
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Liite C
Poisson-prosesseista
Esitetaan lyhyesti tavallisen Poisson-prosessin ja epahomogeenisen Poisson-pro-
sessin maaritelmat R+ = [0;1):ssa. Esitys perustuu lahteeseen [15]; ks. myos
[5]. Aloitetaan maarittelemalla lukumaaramuuttuja ja laskuriprosessi.
Olkoon annettu todennakoisyyskentta (
;F ;P). Satunnaistapahtumien (esi-
merkiksi vahinkojen) lukumaaraa kiintealla aikavalilla voidaan kuvata ei-negatii-
visella satunnaismuuttujalla: Satunnaismuuttujaa N : (
;F ) ! (R+;B+),
missaB+ tarkoittaa R+:n Borel-sigma-algebraa, kutsutaan lukumaaramuuttuja-
ksi, jos P(N 2 f0; 1; 2; : : :g) = 1. Merkitaan tapahtumien lukumaaran aikavalilla
(0; t] laskevaa lukumaaramuuttujaa N(t). Olkoon vastaavasti N(t; u) aikavalilla
(t; u], 0  t < u, sattuneiden tapahtumien lukumaara, jolloin N(t; u) = N(u) 
N(t).
Kun tarkastellaan satunnaisilmion kehitysta ajan suhteen (esimerkiksi vahinko-
jen sattumista ajassa), tarvitaan sopivaa stokastista prosessia.
Maaritelma C.1 (Laskuriprosessi)
Stokastinen prosessi N = (N(t))t0 on laskuriprosessi, jos N(t) on satunnais-
muuttuja ja seuraavat ehdot patevat kaikilla t  0:
(i) P(N(0) = 0) = 1,
(ii) N(t) on lukumaaramuuttuja,
(iii) prosessin polut ovat oikealta jatkuvia ja niilla on vasemmanpuoleiset raja-
arvot (cadlag); toisin sanoen kuvaus f! : [0;1) ! R; f!(t) = N(t)(!)
on cadlag 8 ! 2 
,
(iv) P(N(t) N(t ) = 0 _ 1; 8 t > 0) = 1, missa N(t ) = limh!0N(t  h).
Laskuriprosessi on siis aina kokonaislukuarvoinen (kohta (ii)) ja prosessin hypyt
ovat aina ykkosen suuruisia (kohta (iv) { ts. prosessi on yksinkertainen).
Poisson-jakautunut satunnaismuuttuja on lukumaaramuuttujan erikoistapaus,
ja Poisson-prosessi on laskuriprosessin erikoistapaus. Satunnaismuuttujan K sa-
notaan olevan Poisson-jakautunut parametrilla  > 0, K  Poi(), jos
P(K = k) = e 
k
k!
; k = 0; 1; 2; : : : :
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Mikali  = 0, asetetaan P(K = 0) = 1.
Maaritelma C.2 (Poisson-prosessi)
Stokastinen prosessi N = (N(t))t0 on Poisson-prosessi intensiteetilla   0,
jos seuraavat ehdot tayttyvat:
(i) (N(t))t0 on laskuriprosessi,
(ii) N(u  t)  Poi((u  t)) kaikilla 0  t < u,
(iii) mielivaltaisille ajanhetkille 0  t1 < u1  t2 < u2  : : :  tn < un, n 2 N,
prosessin lisaykset N(t1; u1); : : : ; N(tn; un) ovat riippumattomia.
Poisson-prosessi (tai homogeeninen Poisson-prosessi) on siis stokastinen proses-
si, joka on laskuriprosessi riippumattomilla ja stationaarisilla lisayksilla, ja jolle
patee N(t)  Poi(t) jokaisella t > 0, missa N(t) on F -mitallinen satunnais-
muuttuja 
! f0; 1; 2; : : :g.
Vaihtoehtoinen tapa maaritella Poisson-prosessi (ja laskuriprosessi) on seuraava:
Olkoon (Tn)n0 jono ei-negatiivisia satunnaismuuttujia, joille patee 0  T1 
T2     (melkein varmasti). Talloin ehdosta
N(t) = supfn  1 j Tn  tg; t  0;
maaritelty stokastinen prosessi (N(t))t0 on laskuriprosessi R+:ssa (ylla asete-
taan tyhjan joukon supremum nollaksi, supA = 0 jos A = ;). Satunnaismuuttu-
jat Tn voidaan tulkita puhtaan hyppyprosessin (N(t)) hyppyjen sattumisajoiksi.
Jos muuttujille Tn patee Tn = 1 +    + n, n  1, missa ; 1; 2; : : : ovat iid
eksponenttijakautuneita satunnaismuuttujia parametrilla ,
P(  x) = 1  e x; x  0;
niin (N(t)) on Poisson-prosessi. Satunnaismuuttujat n = Tn Tn 1 (missa 1 =
T1   0 = T1) ilmaisevat hyppyjen valisen ajan, ja niita kutsutaan tavanomai-
sesti odotusajoiksi tai saapumisten valisiksi ajoiksi (inter-arrival times). Ylei-
semmin, laskuriprosessia, jonka generoi mika tahansa yo. muotoa oleva iid sa-
tunnaismuuttujien (i) (ei valttamatta eksponenttijakautuneiden) muodostama
summaprosessi (Tn), kutsutaan uusiutumisprosessiksi (renewal process).
Kun homogeenisen Poisson-prosessin vakiointensiteetti  korvataan determinis-
tisella funktiolla (), saadaan epahomogeeninen Poisson-prosessi. Olkoon in-
tensiteettimitta tai kumulatiivinen intensiteetti  : [0;1) ! [0;1), (t) =R t
0
(s) ds, missa intensiteetti () on ei-negatiivinen funktio. Koska  on ei-
negatiivinen, on  kasvava.
Maaritelma C.3 (Epahomogeeninen Poisson-prosessi)
Stokastinen prosessi N = (N(t))t0 on epahomogeeninen Poisson-prosessi in-
tensiteettimitalla , jos seuraavat ehdot tayttyvat:
(i) (N(t))t0 on laskuriprosessi,
(ii) N(u  t)  Poi((u)  (t)) kaikilla 0  t < u,
(iii) mielivaltaisille ajanhetkille 0  t1 < u1  t2 < u2  : : :  tn < un, n 2 N,
prosessin lisaykset N(t1; u1); : : : ; N(tn; un) ovat riippumattomia.
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Intensiteettimitalle patee siis (u) (t) = R ut (s) ds. Kun valitaan (t) = t,
kaikilla t  0, saadaan homogeeninen Poisson-prosessi.
Oletetaan seuraavaksi, etta  on positiivinen { kuten yleensa kaytannossa on
{ jolloin (t) on aidosti kasvava, ja patee ( 1(t)) =  1((t)) = t. Talloin
epahomogeeninen Poisson-prosessi N intensiteettimitalla  voidaan aina muun-
taa homogeeniseksi Poisson-prosessiksi intensiteetilla 1:
Propositio C.4 (Prosessin aikamuunnos)
Olkoon N epahomogeeninen Poisson-prosessi intensiteettimitalla , missa  on
aidosti kasvava. Maaritellaan ~N = N( 1(t)), t  0; talloin ~N on homogeeni-
nen Poisson-prosessi intensiteetilla 1.
Todistus. Kiintealla t > 0 ja k  0
P( ~N(t) = n) = P(N( 1(t)) = n) = e (
 1(t)) ((
 1(t)))n
n!
= e t
tn
n!
;
eli ~N(t)  Poi(t) (ts. intensiteetti on t, missa  = 1). Taytyy nayttaa viela
lisayksien riippumattomuus ja stationaarisuus. Nyt prosessin ~N lisaykset ovat
riippumattomia suoraan maaritelman mukaan, ja, kun 0 < s < t,
P( ~N(t)  ~N(s) = n) = P(N( 1(t)) N( 1(s)) = n)
= e f( 1(t)) ( 1(s))g

( 1(t))  ( 1(s))	n
n!
= e (t s)
(t  s)n
n!
;
mista stationaarisuus seuraa. 
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Liite D
Pisteprosesseista
Tasmennetaan tassa liitteessa osion 1.6 pisteprosessien kasittelya joiltakin osin.
Seuraavan esityksen ei ole tarkoitus olla yhtenainen esitys aiheesta, vaan lyhyt
kokoelma taydentavia tuloksia seka muutamia (havainnollistavia) todistuksia.
Aloitetaan asetelman kasittely satunnaismittojen kontekstissa kokonaisuuden
hahmottamiseksi, vaikka tata yleisyystasoa ei jatkossa suoranaisesti tarvitakaan.
Esitys noudattaa lahteita [3, luku 3] ja [17, luku 1 ja liite A].
Olkoon E lokaalisti kompakti Hausdor-avaruus jonka topologialla on numeroi-
tuva kanta.1 Avaruus E on varustettu E:n osajoukkojen muodostamalla Borel-
-algebralla E , ts. avoimien joukkojen generoimalla -algebralla. Olkoon edel-
leen B rajoitettujen (suhteellisesti kompaktien) Borel-joukkojen muodostama
perhe E :ssa. Merkitaan CK(E):lla jatkuvien, reaaliarvoisten E:n funktioiden
joukkoa kompaktilla tukijoukolla.2
Maaritelma D.1 (Radon-mitta)
Mitta  avaruudella E on Radon-mitta, jos (K) < 1 jokaisella kompaktilla
joukolla K 2 E .
Patee:  on Radon-mitta jos ja vain jos j(f)j = j R fdj < 1 kaikilla f 2
CK(E):
Muistetaan osiosta 1.6 seuraavat maaritelmat. Kun x 2 E, asetetaan
x(A) =

1; x 2 A;
0; x =2 A; kun A 2 E :
Mittaa x kutsutaan Dirac-mitaksi (Diracin delta-mitaksi) tai pistemassaksi. Ol-
koon fxi : i  1g numeroituva joukko pisteita tila-avaruudessa E. Laskurimitta
E:ssa on mitta m, joka on seuraavaa muotoa:
m(A) =
1X
i=1
xi(A) = cardfi : xi 2 Ag; A 2 E :
1Siis E on Hausdor, jokaisella pisteella x 2 E on olemassa kompakti ymparisto, ja on
olemassa avoimet joukot fGi; i  1g s.e. mika tahansa avaruuden avoin joukko G voidaan
kirjoittaa yhdisteena G =
S
2I G, missa I on aarellinen tai numeroituva indeksijoukko.
2Siis f 2 CK(E) tarkoittaa, etta on olemassa kompakti joukko K ja jatkuvalle funktiolle
f patee f(x) = 0 kun x 2 Kc.
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Siis laskurimitan maaritteleva ominaisuus on, ettam(A) 2 N[f0g kaikilla A. Jos
m(K) < 1 jokaiselle kompaktille joukolle K 2 E eli m on Radon, nimitetaan
mittaa m edelleen pistemitaksi.
Olkoon M(E) Radon-mittojen joukko E:lla, ja Mp(E)  M(E) kaikkien tila-
avaruuden E pistemittojen muodostama osajoukko. M(E):lla maaritellaan -
algebra
M (E) =  (m! m(f) : f 2 CK(E)) ;
M (E) generoituu koordinaattikuvausten m ! m(f) = R
E
fdm kautta, kun f
kay lapi jatkuvien, kompaktin tukijoukon omaavien funktioiden joukon CK(E).
M (E) on siis pienin M(E):n osajoukkojen muodostama -algebra, joka tekee
kuvauksista m ! m(f) M(E) ! R mitallisia kaikilla f 2 CK(E). Vaihtoehtoi-
sesti M voidaan karakterisoida joukkojen kautta:
M (E) =  ffm 2M(E) : m(f) 2 Bg; f 2 CK(E); B 2 Bg :
Pisteprosessien avaruus Mp(E) kuuluu M (E):hen, ja voidaan ottaa Mp(E) =
M (E) \Mp(E) := fA \Mp(E) : A 2M (E)g.
Maaritelma D.2 (Satunnaismitta ja pisteprosessi)
Olkoon (
;F ;P) todennakoisyysavaruus.
(a) Satunnaismitta tila-avaruudella E on mitallinen kuvaus
M : (
;F )! (M(E);M (E)):
(b) Pisteprosessi tila-avaruudella E on mitallinen kuvaus
N : (
;F )! (Mp(E);Mp(E)):
Satunnaismitta on maaritelman mukaan avaruudenM(E) satunnainen element-
ti, ja pisteprosessi vastaavasti avaruuden Mp(E) satunnainen elementti. Mikali
satunnaismitta ottaa kaikki arvonsa joukossa f0; 1; : : : ;1g, yhtyvat ylla olevat
maaritelmat. Nain ollen tassa esityksessa tullaan kayttamaan "pisteprosessia"
ja "satunnaismittaa" osittain synonyymeina, etenkin Poisson-satunnaismitan
kohdalla.
Tarkastellaan pisteprosessien avaruutta Mp(E) ja vastaavaa -algebraa hieman
eksplisiittisemmin. Mp(E) on kaikkien tila-avaruudessa E maariteltyjen piste-
mittojen joukko,Mp(E) = fm 2M : m(A) 2 N08A 2 Bg.Mp(E):n osajoukko-
jen generoima sigma-algebraMp(E) voidaan [3]:n mukaisesti ottaa pienimmaksi
sigma-algebraksi, joka sisaltaa kaikki muotoa fm 2Mp(E) : m(A) 2 Bg, A 2 E ,
B 2 B([0;1]) olevat joukot. Toisin sanottuna,Mp(E) on pienin sigma-algebra,
joka tekee kaikki evaluaatiokuvaukset m ! m(A) : (Mp(E) ! [0;1]) mitalli-
siksi kaikilla A 2 E .
Kuten edella mainittu, pisteprosessi on avaruudenMp(E) satunnainen element-
ti; ts. satunnainen elementti tai funktio, joka ottaa arvoikseen pistemittoja.
Suoraan ylla olevan maaritelman perusteella voi olla vaikea osoittaa, etta tietty
kuvaus N : 
 ! Mp(E) on pisteprosessi. Seuraava tulos ([3, Proposition 3.1])
antaa mukavamman kriteerin; proposition todistus havainnollistaa myos edella
esiintyneiden avaruuksien valisia suhteita.
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Propositio D.3
N on pisteprosessi
()
kuvaus ! ! N(!;A) on mitallinen (
;F )! ([0;1] ;B([0;1])) 8A 2 E :
Todistus. ")": Jos N on pisteprosessi, niin kuvaus f : ! ! N(!; ) on mi-
tallinen avaruudesta (
;F )! (Mp(E);Mp(E)). Lisaksi evaluaatiokuvaus gA :
m ! m(A) on mitallinen (Mp(E);Mp(E)) ! ([0;1];B([0;1])) -algebran
Mp(E) maaritelman perusteella. Taten kuvaus ! ! N(!;A) on mitallinen
(
;F )! ([0;1] ;B([0;1])) mitallisten kuvausten f ja g yhdisteena gf .
(
;F )
gf %%KK
KKK
KKK
KK
f // (Mp;Mp)
g

R+;BR+

"(": Oletetaan, etta kuvaus ! ! N(!;A) on mitallinen, ts. f! 2 
 : N(!;A) 2
Bg 2 F kaikilla B 2 B([0;1]) ja A 2 E . Maaritellaan joukko
G = fG 2Mp(E) : N 1(G) 2 Fg;
missa siis N 1(G) = f! : N(!; ) 2 Gg. G on -algebra, ja sisaltaa kaikki
muotoa fm : m(A) 2 Bg olevat joukot, silla
N 1(fm : m(A) 2 Bg) = f! : N(!; ) 2 fm : m(A) 2 Bgg
= f! : N(!;A) 2 Bg 2 F
alun oletuksen mukaan. Taten saadaan
G   (ffm : m(A) 2 Bg; A 2 E ; B 2 B([0;1])g) =Mp(E):
Siis kuvaus ! ! N(!;A) on mitallinen (
;F ) ! (Mp(E);Mp(E)), ja N on
pisteprosessi. 
Tulos sanoo, etta N on pisteprosessi jos ja vain jos N(A) on (laajennettu, reaa-
liarvoinen) satunnaismuuttuja3 jokaiselle A 2 E | pisteprosessia voidaan siis
ajatella kokoelmana fN(A) : A 2 E g laajennettuja satunnaismuuttujia N(A).
Itse asiassa sen osoittamiseksi, etta N on pisteprosessi, ei tarvitse nayttaa etta
! ! N(!;A) on mitallinen kaikilla A, vaan riittaa osoittaa mitallisuus joukoil-
le A sopivassa rajatussa luokassa, esimerkiksi rajoitetuille suorakulmioille kun
tila-avaruus E on euklidinen. Tama on seuraavan proposition sisalto.
Propositio D.4
Olkoon T avaruuden E kompakteja osajoukkoja, joille patee
(i) T on -systeemi.4
3Satunnaismuuttuja X on laajennettu (extended), kun P(X =1) > 0, eli satunnaismuut-
tuja saa arvon 1 positiivisella todennakoisyydella.
4T  E on -systeemi, jos T on suljettu aarellisten leikkausten suhteen: ts. jos A;B 2 T ,
niin A \B 2 T .
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(ii) (T ) = E .
(iii) Joko (a) on olemassa En 2 T , En " E, tai (b) on olemassa E:n ositus
fEng, jolle
P
j Ej = E ja En 2 T .
Talloin N on pisteprosessi kentalla (
;F ) avaruudessa (E;E ) jos ja vain jos
! ! N(!; I) on mitallinen 
! [0;1) jokaisella I 2 T .
Todistus. Resnick, [3, Proposition 3.2]. 
Pisteprosessin N realisaatiot ovat pistemittoja. Taten pisteprosessin N jakau-
ma, merkitaan PN , on mitta PN 1 = P(N 2 ), joka on maaritelty pistemitto-
jen muodostamille osajoukoille eli tapahtuma-avaruudessaMp(E). Kun A 2 E ,
N(A) on satunnaismuuttuja. Vastaavasti kun A1; : : : ; Ak 2 E , (N(Ai))ik on sa-
tunnaisvektori. Voidaan osoittaa, etta tallaisten satunnaisvektorien aarellisulot-
teisten jakaumien joukko maaraa yksikasitteisesti pisteprosessin todennakoisyys-
lain PN = P N 1:
Propositio D.5
Olkoon N pisteprosessi avaruudessa (E;E ) ja oletetaan etta T tayttaa propo-
sition D.4 ehdot. Maaritellaan massafunktiot
PI1;:::;Ik(n1; : : : ; nk) = P (N(I1) = n1; : : : ; N(Ik) = nk)
kun Ii 2 T , ni 2 N0 = N [ f0g, 1  i  k. Talloin PN maaraytyy yk-
sikasitteisesti kun tunnetaan
fPI1;:::;Ik ; k = 1; 2; : : : : Ij 2 T 8 1  j  kg:
Todistus. Ks. [3, Proposition 3.4] ja [17, kappale 1.2]. 
Tulos ei kuitenkaan viela sano paljon siita, kuinka rakentaa pisteprosesseja.
Tavanomainen tapa pisteprosessin maarittelemiseksi on seuraava: Olkoon fXn :
n  1g avaruuden E satunnaiselementteja (jono satunnaisvektoreita) maaritel-
tyna kentalla (
;F ). Asetetaan
N =
1X
i=1
Xi :
Talloin
N(!;A) =
1X
i=1
Xi(!)(A); A 2 E ;
maarittelee pistemitan E :ssa jokaisella ! 2 
.
Seuraavaksi siirrytaan kasittelemaan esityksen kannalta keskeista Poisson-piste-
prosessia ja esitetetaan Poisson-prosessin konstruktio. Sita ennen otetaan kayt-
toon viela seuraava kasite: Pisteprosessin intensiteettimitta tai keskiarvomitta
(mean measure, rst moment measure) on mitta , joka maaritellaan
(A) = EN(A) =
Z


N(!;A)P(d!);
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kunA 2 E .N on integroituva, jos  2M. Olkoon f : (E;E )! ([0;1] ;B [0;1])
mitallinen funktio, ja maaritellaan, kun ! 2 
,
N(!; f) =
Z
E
f(x)N(!; dx) ( 1):
Koska f on mitallinen, voidaan tavalliseen tapaan yksinkertaisia (indikaattori-)
funktioita ja monotonisen konvergenssin lausetta kayttaen osoittaa, ettaN(!; f)
on satunnaismuuttuja. Lisaksi
EN(!; f) = (f) =
Z
fd =
Z
E
f(x)(dx);
ks. tarkemmin [3, s. 127].
D.1 Poisson-satunnaismitta
Edella nahtiin, etta pisteprosessit ovat laskurimuuttujien kokoelmia. Seuraa-
vaksi esitettava Poisson-satunnaismitta (Poisson random measure) esiintyy mo-
nien pisteprosessien luonnollisena rajaprosessina (ks. esim. osio 1.6). Olkoon
 Radon-mitta E :lla. Muistetaan Poisson-satunnaismitan maaritelma osiosta
1.6.1.3:
Maaritelma D.6 (Poisson-satunnaismitta (PRM))
Pisteprosessia N kutsutaan Poisson-pisteprosessiksi tai Poisson-satunnaismitak-
si keskiarvomitalla  (merkitaan lyhyesti PRM()), jos seuraavat kaksi ehtoa
tayttyvat:
(a) Mille tahansa A 2 E ja ei-negatiiviselle kokonaisluvulle k  0,
P(N(A) = k) =
(
e (A) ((A))
k
k! ; jos (A) <1;
0; jos (A) =1:
(b) Mille tahansa k  1, jos A1; : : : ; Ak ovat keskenaan erillisia joukkoja
E :ssa, niin N(; A1); : : : ; N(; Ak) ovat riippumattomia satunnaismuuttu-
jia.
Kohdasta (a) seuraa, etta mikali (A) =1, niin N(A) =1 m.v. Lisaksi  on
N :n intensiteetti.
Propositio D.7 (Poisson-satunnaismitan olemassaolo)
Poisson-satunnaismitta PRM() on olemassa.
Todistus. Todistetaan vaite konstruoimalla ehdot tayttava pisteprosessi. Seu-
raava konstruktio noudattaa lahdetta [3]. Tarkastellaan ensin tapausta, jossa
annettu mitta  on aarellinen, (E) < 1, jolloin voidaan kirjoittaa  = ,
missa  on todennakoisyysmitta. Olkoon
K;X1; X2; : : :
riippumattomia satunnaismuuttujia maariteltyna samalla todennakoisyyskenta-
lla (
;F ;P), missa K on Poisson-jakautunut satunnaismuuttuja parametrilla
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 > 0, K  Poi(), ja (Xi)i1 ovat iid satunnaismuuttujia tila-avaruudessa E
jakaumalla : P(Xi 2 A) = (A), A 2 E . (Voidaan ottaa 
 = N0EE : : :,
missa N0 tarkoittaa ei-negatiivisia kokonaislukuja, varustettuna sopivalla tulo-
-algebralla ja -mitalla.) Maaritellaan N ehdosta
N =
KX
i=1
Xi ; K > 0;
ja N = 0, kun K = 0. Toisin sanoen, kun A 2 E ,
N(A) =
KX
i=1
1fXi2Ag;
kun K > 0, ja nolla muuten. Osoitetaan ensin, etta N on pisteprosessi. Tata
varten riittaa nayttaa, etta N(A) on satunnaismuuttuja kun A 2 E . Kun n 
1,
fN(A) = ng =
1X
k=n
 (
kX
i=1
1fXi2Ag = n
)
\ fK = kg
!
;
ja siis fN(A) = ng on mitallinen. Tapaus n = 0 osoitetaan samalla tavalla. Edel-
leen nahdaan, etta N(A) on itse asiassa Poisson-jakautunut satunnaismuuttuja:
Kun n  1,
P(N(A) = n) =
1X
k=n
P
 
kX
i=1
1fXi2Ag = n
!
P (K = k) :
Nyt Bk :=
Pk
i=1 1fXi2Ag on binomijakautunut parametrilla (k; p), missa p =
P(Xi 2 A) = (A); Bk:n voidaan siis tulkita ilmoittavan "onnistumisten" tai
osumien fXi 2 Ag lukumaaran iid elementeille Xi. Ensimmaisen termin bino-
mijakautuneisuuden ja K:n Poisson-jakautuneisuuden nojalla saadaan
P(N(A) = n) =
1X
k=n

k
n

((A) (1  (A))k n e 
k
k!
=
1X
k=n
((1  (A)))k n
(k   n)!
e  ((A))n
n!
= e(1 (A))
e  ((A))n
n!
= e (A)
((A))
n
n!
:
N on siis pisteprosessi, ja kiintealla A N(A) on Poisson-jakautunut. Tarvitsee
viela nayttaa, etta maaritelman D.6 riippumattomuusominaisuus (kohta (b))
patee. Olkoon A0; : : : ; Ak avaruuden E mitallinen ositus: Ai 2 E , Ai \ Aj =
;; i 6= j, Pki=0Ai = E. Olkoon edelleen ni 2 N0, i = 0; : : : ; k s.e. Pki=0 ni = n.
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Kun n  1 (tapaus n = 0 samaan tapaan)
P(N(A0) = n0; : : : ; N(Ak) = nk)
= P(N(A0) = n0; : : : ; N(Ak) = nk;K = n)
= P
 
nX
i=1
1fXi2A0g = n0; : : : ;
nX
i=1
1fXi2Akg = nk
!
P(K = n):
Nyt ensimmainen todennakoisyys on multinomiaalijakautunut parametreilla (n;
p), missa p = (p0; : : : ; pk) = ((A0); : : : ; (Ak)), jolloin lauseke saadaan muo-
toon
=
n!Qk
i=0 ni!
kY
i=0
((Ai))
ni
e n
n!
;
ja huomioimalla etta 1 = (E) =
Pk
i=0 (Ai) seka n =
Pk
i=0 ni, saadaan edel-
leen
=
kY
i=0
e (Ai)
((Ai))
ni
ni!
=
kY
i=0
P(N(Ai) = ni):
PRM:n maaritelman (b)-kohdan osoittamiseksi olkoon nyt A1; : : : ; Ak mielival-
taisia erillisia joukkoja E :ssa. Asetetaan A0 = E  
Pk
i=1Ai, jolloin fAigi=0;:::;k
on avaruuden E ositus. Edellisen perusteella mille tahansa ei-negatiivisille ko-
konaisluvuille n1; : : : ; nk patee
P(N(A1) = n1; : : : ; N(Ak) = nk)
=
1X
n0=0
P(N(A0) = n0; N(A1) = n1; : : : ; N(Ak) = nk)
=
1X
n0=0
P(N(A0) = n0)
kY
i=1
P(N(Ai) = ni)
=
kY
i=1
P(N(Ai) = ni):
N(A1); : : : ; N(Ak) ovat siis riippumattomia satunnaismuuttujia, ja maaritelman
ominaisuus (b) on naytetty.
Jaljella on viela tapauksen (E) =1 kasittely. Tata varten hajotetaan  siten
etta  =
P1
i=1 k seuraavasti: Otetaan E:n ositus fAigi1 jolle E =
S1
i=1Ai,
Ai 2 E kompakteja joukkoja, ja maaritellaan i mitan  rajoittumana joukkoon
Ai, i = (\Ai). Nyt i on aarellinen, i(E) = (E\Ai) = (Ai) <1, koska
Ai on kompakti ja  on Radon, ja edellisen kohdan perusteella voidaan rakentaa
PRM(i); merkitaan tata Ni:lla. Prosessit Ni, i  1 voidaan ottaa riippumat-
tomiksi. Maaritellaan N :=
P
iNi eli N(A) =
P1
i=1Ni(A) kaikille A 2 E .
Voidaan osoittaa, etta nain maaritelty N on PRM() eli Poisson-pisteprosessi
intensiteettimitalla ; ks. esim. [3, s. 133-134]. 
Lisaksi PRM():n todennakoisyyslain maarittavat yksikasitteisesti maaritelman
D.6 ehdot (a) ja (b); ks. [3, Proposition 3.6].
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D.2 Pisteprosessien heikosta suppenemisesta
Muistetaan alaosiosta 1.6.1.4 tassa esityksessa kaytetty maaritelma (ks. myos
tahan liittyva keskustelu) pisteprossien heikolle suppenemiselle:
Maaritelma D.8 (Pisteprosessien heikko suppeneminen)
Olkoon N;N1; N2; : : : pisteprosesseja tila-avaruudella E  Rd varustettuna vas-
taavalla Borel--algebralla E . Sanotaan, etta (Nn) suppenee heikosti N :aan
Mp(E):ssa, Nn
d! N , jos
P (Nn(A1); : : : ; Nn(Am))! P (N(A1); : : : ; N(Am)) ;
patee kaikilla Ai 2 E joille P(N(@Ai) = 0) = 1, i = 1; : : : ;m, kaikilla m  1.
Muistetaan, etta pisteprossin N sanotaan olevan yksinkertainen, jos sen ja-
kauma keskittyy Mp(E):n yksinkertaisiin pistemittoihin; tama tarkoittaa, etta
P(N(fxg)  1; 8 x 2 E) = 1, eli pisteiden kerrannaisuus on 0 tai 1 m.v. Joukon
T osajoukkoa B kutsutaan (topologiseksi) kannaksi, kun B on sellainen kokoel-
ma avoimia joukkoja T :ssa, etta kaikki T :n avoimet joukot voidaan kirjoittaa
B:n elementtien unioneina tai aarellisina leikkauksina.
Lause D.9 (Kallenberg)
Olkoon N yksinkertainen pisteprosessi E:lla ja T suhteellisesti kompaktien (re-
latively compact) avoimien joukkojen kanta s.e. T on suljettu aarellisten unio-
neiden ja leikkausten suhteen, ja kaikilla A 2 T
P (N(@A) = 0) = 1:
Jos (Nn), n  1, ovat pisteprosesseja E:lla, ja kaikille A 2 T patee
lim
n!1P (Nn(A) = 0) = P (N(A) = 0) (D.1)
ja
lim
n!1E (Nn(A)) = E (N(A)) <1; (D.2)
niin
Nn
d! N
Mp(E):ssa.
Todistus. Ks. Resnick, [3, Proposition 3.22]. 
Huomautus D.10 Kuvausta zN : E ! [0; 1],
zN (A) = P (N(A) = 0)
kutsutaan N :n nollatodennakoisyysfunktionaaliksi. Yksinkertaisten pisteproses-
sien N jakauma maaraytyy yksikasitteisesti, kun tiedetaan zN (A) kaikilla A 2
T . Nollatodennakoisyysfunktionaalien suppeneminen, zNn(A)! zN (A), ei kui-
tenkaan itsessaan ole riittava ehto pisteprosessien (Nn) suppenemiseksi heikosti
yksinkertaiseen pisteprosessiin N ; tarvitaan lisaoletus, joka varmistaa pistepro-
sessien jonon (Nn) olevan tiukka. (D.2) on tallainen ehto. Ks. [17, Proposi-
tion 1.22 ja Proposition 1.23] ja [3, s. 157-160].
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Lause osoittaa, etta aarellisulotteisten jakaumien ja siten pisteprosessin suppe-
neminen voidaan nayttaa yllattavan yksinkertaisella tavalla. Tyypillisesti kun
tila-avaruus E on euklidinen, lauseen T koostuu rajoitettujen suorakulmioiden
aarellisista unioneista. Tarkastellaan seuraavaksi konkreettisuuden vuoksi ja so-
velluksia silmalla pitaen tapausta, jossa tila-avaruus on vali E = (a; b]  R.
Seuraava lemma on suoraan lauseen D.9 erikoistapaus.
Lemma D.11 (Suppeneminen yksinkertaiseen pisteprosessiin valilla)
Olkoon (Nn) ja N pisteprosesseja tila-avaruudella E  Rd ja olkoon N yk-
sinkertainen. Oletetaan, etta seuraavat ehdot patevat:
E(Nn(A))! E(N(A)) (D.3)
kaikilla valeilla A = (c; d], missa a < c < d  b; ja
P(Nn(B) = 0)! P(N(B) = 0) (D.4)
kaikilla keskenaan erillisten valien (ci; di] unioneilla B = [ki=1(ci; di], missa
a < c1 < d1 <    < ck < dk  b, ja kaikilla k  1. Talloin Nn d! N
Mp(E):ssa.
Tarkastellaan seuraavaksi tietyissa sovelluksissa tarkeaa pisteprosessien luokkaa.
Olkoon
Nn =
1X
i=1
( in ;Xn;i); i = 1; 2; : : : ; (D.5)
missa (Xn;i) ovat avaruuden E iid satunnaiselementteja. Tassa n
 1i voidaan tul-
kita skaalatuksi (deterministiseksi) aikakoordinaatiksi, ja Xn;i skaalatuksi (sa-
tunnaiseksi) paikkakoordinaatiksi.
Lause D.12 (Heikko suppeneminen Poisson-satunnaismittaan)
Olkoon fXn;i; i  1g iid satunnaiselementteja avaruudessa (E;E ), ja  Radon-
mitta (E;E ):lla. Olkoon edelleen (Nn) jono pisteprosesseja (D.5) ja oletetaan,
etta N on PRM tila-avaruudella [0;1)  E keskiarvomitalla jj  , missa jj
on Lebesgue-mitta [0;1):lla. Talloin
Nn
d! N; n!1;
Mp([0;1) E):ssa jos ja vain jos relaatio
nP (Xn;1 2 ) d! ; n!1; (D.6)
patee E:lla.
Todistus. Ks. Resnick, [3, Proposition 3.21]. 
Huomautus D.13 Sovelluksissa yleensa tila-avaruus on E  Rd. Tyypillisesti
E = (0;1], E = [ 1;1] tai E = [ 1;1]nf0g. Talloin n d!  vastaa sen
osoittamista, etta n((a; b]) ! ((a; b]) kaikilla a < b, missa b  1 (jos E ei
sisalla nollaa, nolla ei saa sisaltya valeihin (a; b]).
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D.2.1 Ylitysten pisteprossin heikko suppeneminen
Osoitetaan, etta osiossa 1.6.1.5 kasitelty ylitysten pisteprosessien jono suppenee
heikosti Poisson-pisteprosessiin tila-avaruudella E = (0; 1]. Seuraava on propo-
sitio 1.59 tassa toistettuna:
Propositio D.14 (Ylitteiden pisteprosessin heikko suppeneminen)
Olkoon (Xn) jono iid satunnaismuuttujia jakaumalla F , ja olkoon (un) jono
kynnysarvoja, s.e.
n F (un) = E
nX
i=1
1fXi>ung ! : (D.7)
patee jollakin  2 (0;1). Talloin ylitteiden pisteprosessien
Nn() =
nX
i=1
 i
n
()1fXi>ung (D.8)
jono (Nn) suppenee Mp(E):ssa heikosti pisteprosessiin N ,
Nn
d! N; n!1;
missa N on homogeeninen Poisson-prosessi tila-avaruudella E intensiteetilla  ;
ts. N on PRM( jj), missa jj tarkoittaa Lebesgue-mittaa E:lla.
Todistus. Seuraava noudattaa lahdetta [2, s. 239{240]. Voidaan olettaa, etta
prosessi N sisaltyy homogeeniseen Poisson-prosessiin [0;1):lla. Talloin N on
yksinkertainen, ja voidaan soveltaa lemmaa D.11. Otetaan A = (a; b]  (0; 1],
jolloin
Nn(A) =
nX
i=1
 i
n
(A)1fXi>ung
=
X
a< inb
1fXi>ung
=
bnbcX
i=bnac+1
1fXi>ung;
missa bc tarkoittaa kokonaislukuosaa. Havaitaan, etta satunnaismuuttujaNn(A)
on binomijakautunut parametreilla (bnbc   bnac; F (un)): taten oletuksen (D.7)
mukaan
E(Nn(A)) = (bnbc   bnac) F (un)  (n(b  a))
 
n 1

= E(N(A));
mika todistaa (D.3):n (ylla a  b tarkoittaa limn!1 ab = 1).
Taytyy viela osoittaa (D.4). Jalleen Nn(A):n binomijakautuneisuuden perus-
teella, seka kayttamalla (D.7):n ekvivalenttia muotoa P(Mn  un)! expf g,
saadaan
P(Nn(A) = 0) = (1  F (un))(bnbc bnac)
= exp

(bnbc   bnac) ln  1  F (un)	
! exp f (b  a)g : (D.9)
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Kun muistetaan joukon B maaritelma (D.4):sta ja kaytetaan satunnaismuuttu-
jien (Xi) riippumattomuutta, saadaan
P(Nn(B) = 0) = P (Nn((ci; di]) = 0; i = 1; : : : ; k)
= P

max
bncic<jbndic
Xj  un; i = 1; : : : ; k

=
kY
i=1
P

max
bncic<jbndic
Xj  un; i = 1; : : : ; k

=
kY
i=1
P (Nn((ci; di]) = 0)
!
kY
i=1
exp f (di   ci)g ;
missa viimeisessa kohdassa on kaytetty tulosta (D.9). Toisaalta N(B) on Pois-
son-jakautunut, koska N on Poisson-pisteprosessi, ja
P(N(B) = 0) = exp f  jBjg = exp
(
 
kX
i=1
(di   ci)
)
;
eli (D.4) on osoitettu. Proposition vaite seuraa nyt lemmasta D.11. 
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