In rainfall-runoff modeling, the wavelet-ANN model, which includes a wavelet transform to capture multi-scale features of the process, as well as an artificial neural network (ANN) to predict the runoff discharge, is a beneficial approach. One of the essential steps in any ANN-based development process is determination of dominant input variables. This paper presents a two-stage procedure to model the rainfall-runoff process of the Delaney Creek and Payne Creek Basins, Florida, USA. The two-stage procedure includes data pre-processing and model building stages. In the data preprocessing stage, a wavelet transform is used to decompose the rainfall and runoff time series into several sub-series at different scales. Subsequently, independent sub-series are chosen via a self-organizing map (SOM). In the model building stage, selected sub-series are imposed as input data to a feed-forward neural network (FFNN) to forecast runoff discharge. To make a better interpretation of the model efficiency, the proposed model is compared with the Auto Regressive Integrated Moving Average with eXogenous input (ARIMAX) and with the ad hoc FFNN methods, without any data pre-processing. The results proved that the proposed model leads to better outcome especially in term of determination coefficient for detecting peak points (DC peak ).
INTRODUCTION
Accurate modeling of hydrological processes such as rainfall-runoff can be helpful in city planning, land uses, water resources management and environmental engineering and is of prime importance for hydrologists and environmental engineers. Therefore, many hydrological models have been developed in order to simulate such a complex process and a comprehensive classification of these models has been presented by Nourani et al. () .
Conventional time series models such as the Auto
Regressive Integrated Moving Average with eXogenous input (ARIMAX) are used widely for hydrological time series forecasting (Salas et al. ; Nourani et al. ) .
These kinds of models, which are basically linear, lose their merit toward modeling hydrological processes that are embedded with high complexity, dynamism and nonlinearity in both spatial and temporal scales -but such models still may be employed for comparison and to evaluate the efficiency of the new developed models.
The artificial neural network (ANN), as a self-learning and self-adaptive approximator, has shown great ability in modeling and forecasting non-linear hydrologic time series.
The ability of ANN to relate input and output variables in complex systems without any need for prior knowledge of the physics of the process plus its sufficiency in representing time-scale variability have led to a tremendous surge in use of ANN for rainfall-runoff modeling (see e.g. ASCE b; In the next three sections, the concepts of wavelet transform, SOM and FFNN are briefly reviewed, respectively. In the two sections following those, the Efficiency Criteria and the Study Areas are introduced. Next, the models performances are evaluated and discussed. Concluding Remarks will be the final section of the paper.
WAVELET TRANSFORM
The wavelet transform has increased in usage and popularity 
where * corresponds to the complex conjugate and g(t) is 
where m and n are integers that control the wavelet dilation and translation respectively; a 0 is a specified fined dilation step greater than 1; and b 0 is the location parameter and must be greater than zero. The most common and simplest choice for parameters are a 0 ¼ 2 and b 0 ¼ 1. 
For a discrete time series, x i , the dyadic wavelet transform becomes (Nourani ):
where T m,n is wavelet coefficient for the discrete wavelet of scale a ¼ 2 m and location b ¼ 2 m n. Equation (4) considers a finite time series, x i , I ¼ 0, 1, 2, … , N-1; and N is an integer power of 2 so that N ¼ 2 M . This gives the ranges of m and n as 0 < n < 2 MÀm À 1 and 1 < m < M, respectively.
The inverse discrete transform is given by (Nourani ):
Or in a simple format as (Nourani ):
which T is called approximation sub-series at level M and W m (t) are details sub-series at levels m ¼ 1, 2, … , M.
the detail signals, which can capture small features of interpretational value in the data; the residual term, T(t),
represents the background information of data.
SELF-ORGANIZING MAP (SOM)
The SOM is an effective software tool for the visualization of high-dimensional data. It implements an orderly mapping of a high-dimensional distribution onto a regular lowdimensional grid. Thereby, it is able to convert complex, non-linear statistical relationships between high-dimensional data items into simple geometric relationships on a low-dimensional display while preserving the topology struc- The SOM is trained iteratively. It is recommended that the number of iteration should be at least 500 times the number of neurons in the Kohonen layer (Haykin ;
Kohonen ). Initially the weights are assigned randomly.
When the n-dimensional input vector x is sent through the network, the distance between the weight w neurons of SOM and the inputs is computed. The most common criterion to compute the distance is Euclidean distance
The weight with the closest match to the presented input pattern is called winner neuron or best matching unit (BMU). The BMU and its neighboring neurons are allowed to learn by changing the weights at each training iteration t, in a manner to further reduce the distance between the weights and the input vector (Bowden et al. ):
where α is the learning rate, ranging in [ 
where h lm is the neighborhood function of the best matching neuron l at iteration t; and l-m is the distance between neurons l and m on the map grid; and σ is the width of the topological neighborhood. The training steps are repeated until convergence. After the SOM network is constructed, the homogeneous regions, i.e. clusters, are defined on the map.
FEED-FORWARD NEURAL NETWORK (FFNN)
The ANN is widely applied in hydrology and water resource studies as a forecasting tool. In an ANN, feed-forward back- 
where w ji is a weight in the hidden layer that connects the ith neuron in the input layer and the jth neuron in the hidden layer, w jo is the bias for the jth hidden neuron, f h is the activation function of the hidden neuron, w kj is a weight in the output layer that connects the jth neuron in the hidden layer and the kth neuron in the output layer, w ko is the bias for the kth output neuron, f o is the activation function for the output neuron, x i is ith input variable for input layer andŷ k , y are computed and observed output variables, 
EFFICIENCY CRITERIA
To perform the FFNN model, the rainfall and runoff data sets were split into calibration and verification subsets. To achieve better performance it was tried to put time series extreme values in a calibration data set. For this purpose, the first 25% of total data were used as the verifying set and the remaining 75% were used for training the proposed model. The time series before going through the network were normalized between 0 and 1. A proper model yields comparatively good results in terms of determination coefficient and root mean squared error (RMSE) in training and verification steps. Consequently, to assess model efficiency, the following measurements were used to compare the performance of various models (Nourani ): (11)). RMSE is used to measure the discrepancy between observed data on which the model is developed
and predicted values that are created via the model (Equation (12)). A high value for DC (up to one) and a small value for RMSE in both training and validation steps indicate high efficiency of the model. Legates & McCabe () showed that a hydrological model can be evaluated sufficiently using these two statistical values.
Also, due to the importance of extreme values of discharge in the rainfall-runoff simulation for water resources management and flood mitigation purposes, Equation (13) can be used to compare the ability of different models to capture the peak values of a runoff time series (Nourani et al. ):
where, DC peak is the determination coefficient for peak values, n refers to number of peak values (1) and (2), comprehensively.
Case study (1) Table 1 .
RESULTS AND DISCUSSION
The 
where L Decomposition level 3 yields three detailed sub-series is nearly monthly mode. Therefore, the seasonality of the process up to 1 month could be handled by the model. Due to proportional relationship between amount of rainfall and runoff, these signals were supposed to have the same seasonality level and both time series were decomposed at same level (i.e. level 5). Daubechies-2 (db2), Meyer and coif2 mother wavelets were applied to decompose both rainfall and runoff time series. To investigate the effect of form similarity between mother wavelet and main time series, another selection of mother wavelets were also examined. Boundary (edge) effect is one of the deficiencies in the application of wavelet transform that happens due to application of the wavelet to the beginning and end of the time series (signals) at which point there are no data before and after.
As a solution, the Zero Padding method was used (Addison et al. ) . Therefore, as the time series were long enough for two case studies, suitable amounts of data were neglected from the beginning and end parts of time series after wavelet application.
The increase of sub-series as inputs of FFNN may lead to network overfitting, divergence, obscurity and poor accuracy. Therefore, to optimize the number of input and improve the model training rate and efficiency, we tried to which appropriate lags must also be considered. As SOM compresses information while preserving the most important topological and metric relationships of the primary data items on the display, it can be an effective tool to extract dominant features of a process. Therefore, subseries obtained by wavelet transform were imposed to SOM to be clustered into several groups, as similar subseries were stood in the same cluster. Centers of clusters that well represented the cluster patterns were imposed to the FFNN as model inputs. For this purpose, a two-step SOM clustering method was employed to select the effective sub-series and reduce the dimensionality of the input space.
At the first step, a two-dimensional SOM was applied to have an overview on signals patterns and approximate number of clusters to be assigned, regarding the SOM topology. Subsequently, in the second step, in order to be ensured of the highlighted clusters, a one-dimensional SOM was applied to classify the signals with specific numbers of groups determined at the first step. Afterwards, the Euclidean distance criterion was utilized to select the centroid signal of each cluster that was the best representative of the data pattern within the cluster. For application of a SOM on a data set, the SOM Toolbox from MATLAB was used to cluster the data (MathWorks b). Detailed subseries were imposed to the SOM in order to extract dominant details that can have a significant role in attaining accurate model results. After decomposition of the Delany
Creek time series at level 5 and in order to apply the proposed two-step SOM, the size of Kohonen layer was considered to be 4 × 4 for the first step. As the number of detailed sub-series was 10 (five rainfall detailed sub-series in addition to five runoff detailed sub-series), the mentioned size was large enough to ensure that a suitable number of clusters are formed from the training data. The centroid of each cluster was selected using the Euclidean distance criterion and assigned as the representative of the cluster. Table 2 presents clustering patterns and selected sub-series for each of applied mother wavelets.
Detailed sub-series of rainfall at levels 1 and 2 were usually grouped in a same cluster with runoff detailed sub-series at same seasonalities (i.e., scales of 2 1 days and 2 2 days of rainfall and runoff time series are related). Detailed sub-series of runoff are more effective than rainfall sub-series in runoff prediction, which were truly selected by SOM in this study. In order to highlight the dynamic entities in time series via wavelet continuous wavelet transform (CWT) was applied on a data set using the MATLAB toolbox. The scalogram of runoff for last 600 days, extracted by the db4 mother wavelet, is shown in Figure 9 . and selected via a SOM (see Table 2 ). Table 3 is 1-day-ahead runoff values. Network structure respectively indicates number of input variables, hidden neurons and output variable of the selected structure. The optimal hidden neuron numbers were obtained through trial and error procedure. In this way, 6-25 hidden neurons were examined in a single hidden layer for each FFNN structure and the optimal number of hidden neurons was determined. Decomposition of the time series by Haar-db4 On the other hand, runoff time series, according to its Markovian inherent, shows strong regression with some of its constitutive seasonalities. Hence, runoff sub-series are more effective in runoff prediction than rainfall sub-series.
Accordingly, more runoff sub-series were truly selected than rainfall sub-series by the SOM of the applied methodology. In data pre-processed via db2 and Meyer mother wavelets, two detailed sub-series of rainfall time series participated in the modeling which decreased DC to 0.67 and 0.7, whereas in data pre-processed by coif2 and Haar-db4 mother wavelets, only one of the detailed sub-series of rainfall fell separately in the modeling. Therefore, higher DC (i.e.
0.82 and 0.86 for coif2 and Haar-db4 mother wavelets, respectively) was obtained by using the two mentioned mother wavelets. For all mother wavelets, same ANN structure (i.e., six input variables, nine hidden neurons and one output variable) led to better results, which may be due to the same numbers of inputs in all structures. To consider the effect of decomposition level on the model performance, two other decomposition levels of wavelet transformation (i.e. levels 3 and 7) were also examined using Haar-db4 mother wavelets in this research. Decomposition at level 3 yields three detailed sub-series (i.e., 2 1 -day mode, 2 2 -day mode, 2 3 -day mode, which is nearly weekly mode) and decomposition at level 7 that contains four more details (i.e., 2 4 -day mode, 2 5 -day mode, which is nearly monthly mode, 2 6 -day mode and 2 7 -day mode). Table 4 includes results obtained by WSNN according to different decomposition levels using Haar-db4 mother wavelets for the Delaney Creek sub-basin. The employed SOM output layer for decomposing at levels 3 and 7 were 1 × 2 and 1 × 4, respectively. The level 5 decomposition showed better results among other examined decomposition levels.
When using decomposition level 3, few seasonalities from main time series were taken into account. Therefore, an inefficient number of time scales decreased the model performance. Model performance was greatly reduced by The results for the best structure have been presented. DC, determination coefficient; RSME, root mean squared error. Table 5 for multi-step-ahead forecasting.
Sensitivity analysis
To survey The tabulated results show that although a few of selected inputs by SOM did not have a significant effect on FFNN modeling, the performance of the SOM is still reliable and acceptable. As the SOM clusters data according to its similarity and does not pay attention to importance of data in modeling the process, it is possible for a cluster to contain thoroughly unimportant data. For example in this study, in using Haar-db4 mother wavelets, clusters 3 and 4 contain members that have a low effect on the model efficiency. Thus, the SOM may be considered as a pre-screen tool for the complete sensitivity analysis, and can reduce the trial-error steps from 2 12 À 1 to 2 5 À 1 for the first case study. Therefore, not only does the application of sensitivity analysis on SOM outputs reveal important data, but it also eliminates the need to examine all 2 d À 1 subsets of the initial sub-series obtained by the wavelet transform.
Comparison of the models
To truly evaluate the efficiency of the proposed hybrid WSNN model, the methodology was similarly applied to The results for the best structure have been presented. DC, determination coefficient; RSME, root mean squared error. were examined for training each FFNN structure using the Levenberg-Marquardt training algorithm (Haykin ) to determine the best structure. To ensure that the network did not overfit the training data, the training was terminated when the error in the validation data set began to rise. For instance, the best result for each model has been tabulated in Table 7 for the Delaney Creek sub-basin. The results
showed the low performance of the model even when previous days rainfall-runoff data constituted input data.
This finding was probably because of significant signal fluctuations around the mean value that reduced the short-term regression between data. By increasing the number of input variables, the number of hidden neurons also was grown.
Model efficiency was reduced when rainfall and runoff data from the previous 4 days was involved in the modeling.
This situation might be due to the hydrological regime of the study area in that the precipitation over the watershed usually takes up to 3 days and rarely continues to a fourth day. Therefore, the fourth neuron in the input layer usually received a zero value, which acted as the network noise and reduced the model efficiency.
To have a better interpretation of the model performance, the linear ARIMAX model was also employed for both case studies. In this research, the ARIMAX(p,d only considered short-term autoregressive features of the process and could not capture long-term seasonality. Therefore, it performed worse compared with when it was linked to wavelet and SOM concepts. Another criterion for comparing performance of different models is the capability of the model to estimate peak values of runoff, a key task in any flood mitigation program (Equation (13)). According to the results presented in Table 8 , the proposed hybrid model, which considered seasonal patterns, was more efficient in detecting peak discharges than the two other models. It is evident that extreme or peak values in the rainfall and runoff time series, which occur in a periodic pattern, Table 8 ).
CONCLUDING REMARKS
The use of wavelet-ANN-based modeling of the rainfall- 
