This manuscript aims at giving our new advance on the functional renormalization group applied to tensorial group field theory. It is based on a series of our three papers [arXiv:1803.09902], [arXiv:1809.00247] and [arXiv:1809]. We consider the polynomial Abelian U (1) d models without closure constraint, especially we discuss the case of quartic melonic interaction. We present a new approach to solve the exact Wetterich flow equation called the effective vertex expansion method, and investigate the resulting flow equations, especially about the existence of non-Gaussian fixed points for their connection with phase transitions. To complete this method, we consider a non-trivial constraint arising from the Ward-Takahashi identities, and discuss the disappearance of the global non-trivial fixed points taking into account this constraint. Finally, we argue in favor of an alternative scenario involving a phase transition into the reduced phase space given by the Ward constraint.
Introduction
In the search of unify theory of modern physics, i.e. a well defined theory of quantum gravity, a lot of efforts have been made. Despite the fact that today, none of them may give entirely the complete definition on this issue, several major advances are observed to tackle this very important problem. Among which we can identify a very recent directions such as loop quantum gravity [1] - [2] , dynamical triangulation [3] - [5] , noncommutative geometry [6] - [7] , group field theories (GFTs) [8] - [12] and tensors models (TMs) [13] - [22] . These approachs are considered as new background independent approaches according to several theoreticians. GFTs are quantum field theories over the group manifolds and are considered as the second quantization version of loop quantum gravity [12] . These theories are caracterized by the specific form of non-locality in their interactions. TM, especially colored ones, allow one to define probability measures on simplicial pseudo-manifolds such that the tensor of rank d represents a (d − 1)-simplex. TMs admit the large N -limit dominated by the graphs called melons thanks to the Gurau breakthrough [20] - [22] . This limit behaviour is a powerful tool which allows us to understand the continuous limit of these models through, for instance, the study of critical exponents and phase transitions. TM and GFT are merged to give birth to a new class of field theories called tensorial group field theory. These class of field models enjoy renormalization and asymptotic freedom [23] - [39] . Using the functional renormalization group (FRG) method, it is also possible to identify the equivalent of Wilson-Fisher fixed point for some particular cases of models.
There are several way to introduce the FRG in field theories. The first approach is the one pioneered by Wilson, which follows from simple and intuitive and therefore yieds a powerful way to think about quantum field theories [40] . This method allows to interpolate smoothly between the known microscopic laws IR-regime and the complicated macroscopic phenomena in physical systems UV-regime and is constructed with the incomplete integration as cutoff procedure. Well after a new approach to address the same question inspired from the Wilsonian method, called Wilson-Polchinski FRG equation is given [41] . This very practicable method, which may be integrated with an arbitrary cutoff function and expanded up to the next to leading order of the derivative expansion. Despite the fact that all these approachs seem to be nonperturbatively, in practice, the perturbative solution has appeared more attractive. More recently the so called Wetterich flow equation is proposed to study the nonperturbative FRG and whose study requires approximations or truncations and numerically analysis which is not very well controlled. The FRG equation allows to determine the fixed points and probably the phase transition. These phase transitions in the case of TGFT models may help to identify the emergence of general relativity and quantum mechanics through the pregeometrogenesis scenario [42] - [45] .
In the recent works [56] - [58] the effective vertex expansion method is used in the context of the FRG. This leads to the definition of new class of equations called structure equations that help to solve the Wetterich flow equations. Taking into account the leading order contribution in the symmetric phase, the non-perturbative regime without truncation can be studied. The Ward-Takahashi (WT) identities is also derived and become a constraint along the flow. Note that the WT-identities are universal for all field theories having a symmetry, and are not specific to TGFT. Therefore all the fixed points must belong inside to the domain of this constraint line, before being considered as an acceptable fixed points. In the case of quartic melonic TGFT models it has been shown that the fixed point occurring from the solution of Wetterich equation violate this constraint for any choices of regulator functions. This violation is also independent of the method used to find this fixed point, whether it is the truncation, or the EVE method. This point will be discuss curefully in this note. Let us remark that most of the TGFT models previously studied in the literatures are showed to admit at least a non trivial fixed point and therefore a phase transition. The phase transitions are very useful to the likely emergence of metric and is linked to the existence of fixed points, which becomes unavoidable in the search of models which may be probably describes our universe after geometrogenesis scenario. However, in this paper, we study the quartic T 4 -TGFT models and prove that no fixed points can be found. First of all we considered the Wilson-Polchinski renormalization group method and show the weakness of this method in the nonperturbative regime. Then we consider the nonperturbative Wetterich flow equation from which the nonperturbative analysis can be made by an approximation on the average effective action called truncation. The EVE method is used to get around the approximation and therefore solve the flow without truncation. The set of Ward-Takahashi identities and structure equations are derived to provide a nontrivial constraint on the reliability of the approximation shemes, i.e. the truncation and the choice of the regulator.
The paper is organized as follows: In section (2) we recall the FGR method by WilsonPolchinski and applied this in the context of TGFT. Despite the efficiencies of this method, we will present some questions that arise, in the search of nonperturbative solution and then we will go further in the Wetterich flow equation. Section (3) is dedicated to the description of the Wetterich flow equation and the corresponding solution when the truncation method is applied. We also show that the only nontrivial fixed point which comes from the solution of the flows, violate the Ward identities. In the section (4), new nonperturbative analysis using the so called structure equations is given and the solution of the flow equations are also derived. In the last section (5) we provide a discussion and conclusion of our work.
Introduction to the nonperturbative renormalization for TGFT
FRG is a powerful ingredient to think about quantum field theories. Generally, in every situation where the scale of typical interest belong to a range of correlated or coupled scales may be traited by the RG. The first conceptual framework is Wilson's version of the RG which, by Polchinski, may be applied in the case of quantum field theory. In this section we discuss the nonperturbative renormalization group using not only the WilsonPolchinski equation but also the Wetterich flow equation. We discuss each method and go in favor of the Wetterich flow equation. Thanks to the Wilson method, the renormalization and renormalization group are understood as a coarse-graining process from a microscopic theory toward an effective long-distance theory. There are in fact different implementations of this idea, depending on the context. In the context of TGFT, we consider the pair of complex fields φ andφ which takes values of d-copies of arbitrary group G:
In a particular case we assume that G = U (1) a Abelian compact Lie group. For the rest we consider only the Fourier transform of the fields φ andφ denoted respectively by
The description of the statistical field theory is given by the partition function Z[J,J]:
where S int is the interaction functional action suppose to be tensor invariant, J,J the external currents and C is the covariance taking to be
In order to prevent the UV divergences and supress the high momenta contributions, the propagator (4) has to be regularized. In usual case the Schwinger regularization is used:
In general case, by defining the function ϑ(t) such that the condition |1 − ϑ(t)| ≤ Ce −κt is fatisfied for C, κ > 0 and t → +∞, we can write the propagator as a Laplace transform:
Then, we shall make the simpler choice ϑ(t) = Θ(t − 1), where Θ(t) being the Heaviside function, so that we recover the Schwinger regularization (5) . For the rest we keep mind that the propagator is regularized and the infinite limit will be given in an appropriate way. In this case the following result in well satisfied: Proposition 1. Let us consider two non-normalized Gaussian measures dµ C and dµ C whose covariances C and C are related by C = C + ∆ and such that C, C and ∆ are assumed to be positive. Then we get the following relation:
Proof. The proof of this formula can be simply given using the definition of Gaussian measure dµ C with mean zero and covariance matrix C as
and the fact that
We introduce tensorial unitary invariants, or simply tensorial invariants. An invariant is a polynomial P (T,T ) in the tensor entries T p andT p which is invariant under the following action of U (N ) ⊗d (N being the size of the tensors) as follows: The algebra of invariant polynomials is generated by a set of polynomials labeled by bubbles. A bubble is a connected, bipartite graph, regular of degree d, whose edges must be colored with a color belong in the set {1, · · · , d}, and such that all d colors are incident at each vertex (and is incident exactly once). Examples of bubbles are displayed in Fig. 1 .
In this paper we consider the quartic melonic T 4 5 model which is proved to be renormalizable in all orders in the perturbative theory. The interaction of this model takin into account the leading order contributions: (melon) is written graphically as:
Note that the interaction (11) is invariant under the unitary transformations U ∈ U ⊗d . In contrast, it is not the case for the kinetic terms and sources terms due to the non-trivial propagator and sources J andJ. This implies the existence of non-trivial Ward-identity which becomes a strong constraint and will be taking into account in the FRG point of view.
Wilson-Polchinski equation
In this subsection we discuss the Wilson-Polchinski RG equation and provide the corresponding solutions of the quartic melonic TGFT. For this let us introduce a dilatation parameter s < 1. This parameter will be used as a evolution parameter in the integration around the UV modes. The RG idea is that if we want describe phenomena at scales down to s, then we should be able to use the set of variables defined at the scale s. Indeed, defining the variation
In the case where s is closed to 1, denote by D s,Λ ( p) the infinitesimal version of the above variation, we get:
such that the partition function can be written as an integral over two fields, respectively associated to "slow" and "rapid" modes. Starting with the partition function Z Λ at scale Λ as :
The proposition (1) allows to decompose Z Λ [S int ] into two Gaussian integrals over two fields, T > and T < , corresponding respectively to the "rapid" and "slow" modes, with covariances ∆ s,Λ and C sΛ :
Then, identifying the effective action S int,sΛ at scale sΛ as:
and therefore,the decomposition 15 becomes:
Now, for an infinitesimal step, keeping only the leading order terms in 1 − s when s is very close to 1, we find:
with ∆S int,Λ (T < ,T < ) := S int,sΛ (T < ,T < ) − S intΛ (T < ,T < ). At the same time, expanding the left hand side of 17 in powers of 1 − s, and identifying the power of 1 − s leads to :
Graphically this equation is given by (and is considered as the Wilson-Polchinski RG equation):
Note that we may consider Λ not only as a fundamental scale, but also as an arbitrary step on the flow, meaning that the equation 19 holds at each step of the flow. Physically, equation 19 explains how the couplings are affected when the fundamental scale changes, and is therefore the one pioneered idea of the renormalization group flow firstly given by Wilson. This approach follows from a remarkably simple and intuitive idea and yields a very powerful way to think about quantum field theories. The relation (20) can be also expanded in the following result:
Proposition 2. The set of Wilson-Polchinski renormalization group equations are given by
where
In this formula we denote by n l the number of black and white nodes in each interactions and we consider the following expansion for S int,sΛ [T,T ]:
Proof. A pragmatic way to introduce field strength renormalization is the following. We consider a wave function Z(s) and the regularized field T = Z(s) 
Then, by considering the following expansion for S int,sΛ [T,T ]:
we get the relation (21).
The Wilson-Polchinski equation is a leading order equation in the perturbation rather than the loop expansion. Note that we can show that this equation can be turned into a Fokker-Planck equation and therefore may be formally solved by a standard method. The rest of this section is devoted to a perturbative analysis of the flow equations. Before starting this computation, we have to precise the approximation regime. We shall consider only the UV limit, and we assume that sΛ and Λ are large. However, the analysis in the UV regime can be extended to IR limit. More precisely, our approximation can be characterized by both sΛ and Λ in the UV and by sΛ/Λ in the IR. At scale Λ, and up to contributions of order λ 2 41 , kipping only the melonic contribution the action providing from (11) is assumed to be of the form
where the first two terms take into account the fact that the parameter of Gaussian measure, the mass and the Laplacian term, can be affected by the integration of the UV modes, and these counter-terms, assumed to be of order λ 41 , take into account these modifications. The vertex
is a product of delta function and is given by
Moreover, note that in this approach the corrections to the Laplacian term are not suppressed by an effective counter-term in the action, but absorbed in the wave function renormalization. It is fixed such that all the Laplacian corrections are canceled by the η s term in the RG equation for V (1) . We adopt the standard Ansatz, namely that the generic interaction of valence n are of order λ n/2−1 41
. This allows to organize systematically the perturbative solution, for which we shall construct the λ 2 41 order.
The first corrections occur at order λ 41 for V (1) , whose flow equation write as:
and SymW :
The r.h.s involves two typical contributions which are pictured graphically in figure 2 , where the contraction with D s,Λ is represented by a dotted line with a gray box. In the UV limit that we consider, the non-melonic contractions of type 2b, creating only one internal face (of color 5 in this figure), can be neglected in comparison to the melonic contributions of the form of figure 2a. Retaining only the melonic contractions, equation 27 becomes:
with D s,Λ = dC sΛ /ds. Expanding this relation in power of p 5 , we generate mass and wave function corrections, and also the sub-dominant corrections, involving powers of p 5 greater than two. They correspond to the first deviation to the original form 25. Neglecting these sub-dominant contributions, we get the expansion
for which we only keep the leading order terms in s, we can extract the dominant contributions to the mass and wave-function renormalization. The term in p 2 5 generates a non-local 2-point interaction of the form −δZ(s)Tr(T ∆ g T ), where ∆ g is the Laplacian on U (1) ×5 , and the first term generates a mass correction. Summing over the five colors, we find, at first order in λ 41 :
Let us examinate the the second order perturbative solution i.e. at λ 2 41 in which we have to take into account the contributions of interactions of valence six, V (3) , verifying the flow equation: dV
which can be easly integrated with the initial condition V
(1) = 0 as:
As for the interaction of degree 1, the structure of this effective interaction can be understood as a contraction between two bubbles, as pictured in figure 3 , where the dotted line with a gray box represents the contraction with C Λ − C sΛ . i j (21), it seems that the coupling evolution receives many contributions in which the first one comes from V (3) . Now deriving two times this interaction with respect to the fields, we obtain an interaction of degree two, which can be either 1PI, when the contraction with D s Λ links two black and white nodes of two different bubbles, or one particule reducible (1PR) if the two nodes stand on the same interaction bubble. Explicitly we get
where:S
andD
Equation 34 gives the exact behavior for the beta function at order λ 2 41 , but we can easly see that it reduces to the expression of the beta function already obtained for the one loop computation in the deep UV sector. Indeed, retaining only the melonic contributions, and noting that 1PR contributions of the r.h.s are exactly canceled by the term involving the mass correction δm in the l.h.s, we get:
The computation of the loop appearing on the r.h.s leads to
from which we finally deduce that:
which, as claimed before, is exactly the value of the one-loop beta function already obtained in the one loop computation of the beta function. Let us conclude that the main advantage of the Wilson-Polchinski equation is that it provides a very well defined interpretation of the renormalization group flow in the space of couplings. However, except for perturbative computations, the Wilson-Polchinski equation is more adapted to mathematical and formal proofs than to non-perturbative analysis. The analysis beyond the perturbative level requires another formulation of the coarse-graining renormalization group, called Wetterich equation, which allows usually to better capture the non-perturbative effects. The price to pay is an approximation scheme a bit more difficult to use. This non-perturbative approach to the renormalization group flow will be the subject of the next sections.
Wetterich flow equation
Let Γ is the generating functional of one-particle irreducible vertices. The variation of this quantity with respect to fields yields exact quantum field equations. In a generic interacting field theory the effective action Γ, however, is difficult to obtain. FRG provides a practical tool to calculate Γ employing the concept of renormalization group. After the well presentation of this topic proposed by Wilson and Polchinski and studied in the previous section, it seems important to define a practicable equation providing from Γ which can be solvable nonperturbatively. The Wetterich equation is a functional integro-differential equation for the effective action Γ, now taking into account the quantum fluctuations caracterized by the parameter s, and called average effective action denoted by Γ s , −∞ < s < +∞. It is the Legendre transformation of the standard free energy W s = ln Z s :
where 
This definition ensures that Γ s satisfies the boundary conditions Γ s=ln Λ = S, Γ s=−∞ = Γ, where Λ is the UV cutoff. The fields M andM are the mean values of T andT respectively and are given by
where W := W s=−∞ . In general the regulator r s is chosen to be
and such that the conditions (41) is well satified. Let Γ (2) s is the second order partial derivative of Γ s with respect to the mean fields M andM , the Wetterich equation is then given by
In the truncation method, and for n-valent interactions, the average effective action is chosen to be of the form
where V n stands for the interaction function of order n andm andλ n are the dimensionless mass and coupling constant. With this truncation and with appropriate regulator it is possible to solve the Wetterich flow equation (43) . In the case of quartic melonic interaction and by taking the standard modified Litim's regulator:
the Wetterich equation can be solved analytically and the phase diagram may be given [56] - [57] , [58] . The corresponding non trivial fixed points can be studied taking into account the behavior of the flow around these points. Note that the validity of the fixed point require a few analysis taking into account the Ward-Takahashi identities as a new constraint along the flow line. The full violation of this constraint for quartic melonic interaction make this class of fixed points unphysical. We discuss this point in detail in this section. The flow equations are
with the renormalization condition
Explicitly using the integral representation of the above sum and with d = 5, η =Ż/Z we get
In term of dimensionless parameter λ 41 = Z 2λ 41 , m 2 = e 2s Zm 2 the system (46) becomes
where β m :=ṁ 2 , β 41 :=λ and:
The solutions of the system (50) is given analytically :
Numerically
Apart from the fact that we have a singularity line around the pointm 2 = −1 in the flow equation (46) , another second singularity arise from the anomalous dimension denominator, and corresponds to a line of singularity, with equation:
This line of singularity splits the two dimensional phase space of the truncated theory into two connected regions characterized by the sign of the function Ω. The region I, connected to the Gaussian fixed point for Ω > 0 and the region II for Ω < 0. For Ω = 0, the flow becomes ill defined. The existence of this singularity is a common feature for expansions around vanishing means field, and the region I may be viewed as the domain of validity of the expansion in the symmetric phase. Note that to ensure the positivity of the effective action, the melonic coupling must be positive as well. Therefore, we expect that the physical region of the reduced phase space correspond to the region λ 41 ≥ 0.
From definition of the connected region I and because of the explicit expression (51), we deduce that :
Then, only the fixed point p + is taking into account. In the next subsection we will discuss the violation of the Ward identity around this fixed point p + , and then clarify our analysis given in [56] . The phase diagram is given in the figure (4) Renormalization group flow trajectories around the relevant fixed points obtained from a numerical integration. The Gaussian fixed point and the first non-Gaussian fixed point are respectively in blue and in red, and the last fixed point is in black. This fixed point is in the grey region bounded by the singularity line corresponding to the denominator of η. Finally, in green and brown we draw the eigendirections around Gaussian and non-Gaussian fixed points respectively. Note that arrows this fixed point the flow are oriented from IR to UV.
Convenient search of the Ward identities
where the U i ∈ U ∞ are infinite size unitary matrices in momentum representation. We define the transformation:
such that the interaction term is invariant i.e. U[S int ] = S int . Then consider an infinitesimal transformation:
where I is the identity on U ∞ , I = I ⊗d the identity on U 
Computing each term separately, we get successively using linearity of the operator :
is the renormalized wave function usualy denoted by Z. We get the following result: Proposition 3. The ward identity gives relation between two and four point functions as:
where, defined by Γ
s , the 1PI four point function, we get
Proof. The formal invariance of the path integral implies that the variations of these terms have to be compensate by a non trivial variation of the source terms. Combining the two expressions (58) , (59), (60) and (61), we come to
where we have used the fact that, for all polynomial P (T,T ) the following identity holds:
Equation (64) 
WI-identity contains some informations on the relations between Green functions. In particular, they provide a relation between 4 and 2 points functions, which, maybe translated as a relation between wave function renormalization Z and vertex renormalization Z λ . Applying ∂ 2 /∂M r ∂M s on the left hand side of (66), and taking into account the relations
as well as the definition G 
s + r s p q , we find that
and therefore the proposition (3) is well given.
In the deep UV, for large scale s, a continuous approximation for variables is suitable. Then, setting r 1 = p 1 , p → q, r 1 → s 1 , we get finally, in the deep UV, the 4 and 2-point functions are related as (on both sides, r 1 = p 1 ):
s, r, r, p, p = d dp
To give more comment on the structure of this equation, we have to specify the structure of the vertex function. To this end, we use this loop to discard the irrelevant contributions, and we keep only the melonic contribution of the function Γ (4) , denoted by Γ
melo . In the symmetric phase, the melonic contribution Γ (4) melo may be defined as the part of the function Γ (4) which decomposes as a sum of melonic diagrams in the perturbative expansion. The structure of the melonic diagrams has been extensively discussed in the literature, and specifically for the approach that we propose here in [57] - [58] . Formally, they are defined as the graphs optimizing the power counting; and they family can be build from the recursive definition of the vacuum melonic diagrams, from the cutting of some internal edges. Among there interesting properties, these construction imply the following statement: Proposition 4. Let G N be a 2N -point 1PI melonic diagrams build with more than one vertices for a purely quartic melonic model. We call external vertices the vertices hooked to at least one external edge of G N has :
• two external edges per external vertices, sharing d − 1 external faces of length one.
• N external faces of the same color running through the interior of the diagram.
As a direct consequence of the proposition 4, we expect that melonic 4-points functions is decomposed as:
the index i running from 1 to d corresponding to the color of the 2 internal faces running through the interiors of the diagrams building Γ (4),i melo . Moreover tthe monocolored components have the following structure:
the permutation of the external momenta p 1 and p 3 coming from Wick's theorem: There are four way to hook the external fields on the external vertices (two per type of field). Moreover, the simultaneous permutation of the black and white fields provides exactly the same diagram, and we count twice each configurations pictured on the previous equation. This additional factor 2 is included in the definition of the matrix π, whose entries depend on the components i of the external momenta running on the boundaries of the external faces of colors i, connecting together the end vertices of the diagrams building π.
Inserting (71) into the Ward identity given from equation (69), we get some contributions on the left hand side, the only one relevant of them in the deep UV being, graphically:
Setting p = 0, and using the definition of C 
where we have defined Z −∞ L s as:
Finally, from definition (71) we expect that Γ (4) melo, 0, 0, 0, 0 = 2π 00 , and because of the renormalization conditions (47) we must have the relation: π 00 = 2λ 41 (s). Therefore, in the deep UV regime, the Ward identity between 4 and 2 point functions provides a non trivial relation between effective coupling and wave function renormalization:
From now in the hope to provide the proof that p + does not live in the constraint line coming from Ward identity (75) let us give the following result which will be prove in the next section. 
where we defined the quantity A s as:
The constraint providing from the Ward identity, which relies the β-functions and the anomalous dimension is given by:
This relation need to be taking into account in the Wetterich flow equation and therefore in the search of fixed point. To prove this relation, let us consider the derivative of Z with respect to s using expression (75) and (76):
In the above relation we have used the decomposition of L s = A s + ∆ s . Remark that the Ward identity (75) can be written as 2λ 41 
We now use the dimensionless quantitiesm,λ 41 ,B s such that ∆ s =Z Z 2Bs and reexpressing (79) as:
whereB s andḂ s much be simply compute using the integral representation of the sum. We come to:B
and therefore (77) is well given. It is time to prove that this constraint violate the existence of the fixed point p + . Let p is a arbitrary fixed point of the theory. We get β m (p) = 0 = β 41 (p) = 0. Then the constraint (77) implies that at the point p we get
The particular solutionλ 41 = 0 correspond to the Gaussian fixed point. Forλ 41 = 0 we have only
It is clear that the fixed point p + = (−0.55, 0.0025), η ≈ 0.7 violate these constraints.
Effective vertex expansion method for the melonic sector
The effective vertex-expansion described in [56] - [58] allows to establish the structure of the Feynman graphs of our models and leads to the structure equations in the leading order sector. It can help to establish the flow equations without truncation. The Feynman graphs of the colored tensor model are (d + 1)-colored graphs [20] - [22] . For the sake of completeness, we remind here a few facts about these graphs, their representation as stranded graphs and their uncolored version. The graphs that we consider possibly bear external edges, that is to say half-edges hooked to a unique vertex. We denote G a colored graph, L(G) the set of its internal edges (L(G) = |L(G)|). A colored graph is said closed if it has no external edges and open otherwise. Let G be a (d + 1)-colored graph and S a subset of {0, . . . , d}. We note G S the spanning subgraph of G induced by the edges of colors in S. Then for all 0 ≤ i, j ≤ d, i = j, a face of colors i, j is a connected component of G {i,j} . A face is open (or external) if it contains an external edge and closed (or internal) otherwise. The set of closed faces of a graph G is written F(G) (F (G) = |F(G)|). The structure of the boundary graph of G denoted by ∂G will be usefull in the construction of the leading order contribution which may be considered in the derivative expansion to compute the structure equations and therefore the flow equations. Definition 1. Consider G as a connected Feynman graph with 2N external edges. The boundary graph ∂G is obtained from G keeping only the external blacks and whites nodes hooked to the external edges, connected together with colored edges following the path drawn from the boundaries of the external faces in the interior of the graph G. ∂G is then a tensorial invariant itself with N blacks (resp. whites) nodes. An illustration is given on Figure (5) . The power counting theorem of these models show that the divergence degree of arbitrary Feynman graph G is
The topological operation of the edge of the graph G such as contraction is studied extensively in a lot of literatures. We let the reader consult [20] - [22] and references therein. This operation plays an important role in the power counting theorem and allowed to identify the structure of the graph. It makes the connection between the divergence degree of G and the spanning tree denoted by T . Let "\" is the operation of contraction, we get the following proposition:
Proposition 6. Under the contraction of the spanning tree edge the number of internal faces is invariant i.e. F (G) = F (G \ T ). The graph G \ T is called the rosette.
Note that the contraction of the edge e ∈ L(G), which leads to the corresponding graph G = G \ {e} is such that ω(G) = ω(Ḡ) − 2(V − 1), and the divergent degree of the rosette can be easly computed, using the following formula corresponding to the contraction of k-dipole: ω(G) = −2L+k(L−V +1). Then the arbitrary Feynman graph G is melonic if its boundary graph have the elementary melon structure i.e. the number of face is maximal:
Due to the existence of the 1/N -expansion of tensors models (N denoting the size of the tensor) which provides in return a topological expansion of the partition function in terms of the generalization of genus called Gurau number ϕ, does not yield a topological expansion but rather a combinatorial expansion in terms of the degree of the graph. For a colored closed graph G, the degree (G) is such that for the melon (G melon ) = 0.
Structure equations and compactibility with Ward-identities
The Structure equations is the relations between correlation function and allows to establish a constraint between β-functions for mass, interactions couplings and wave function renormalization. These relations are obtained in the deep UV limit (i.e. in the domain 1 e s Λ) without any assumption about the β-functions and without any truncation of the effective action Γ s . The only assumption concern the choice of the initial conditions, ensuring the perturbative consistency of the full partition function. The first structure equation concern the self energy (or 1PI 2-point functions). It takes place as the closed equation for self energy.
3 Let us summarize in the following proposition Proposition 7. In the melonic sector, the self energy Σ s ( p ) is given by the closed equation which takes into account the effective coupling λ 41 (s) as:
In the same way, in the melonic sector, the perturbative zero-momenta 1PI four-point contribution Γ 1 + 2λ
where A s is defined as:
G s ( p) being the effective propagator :
Let us recall that Z −∞ and m 0 are the counter-terms discarding the UV divergences of the original partition function, the initial conditions in the UV are given such that the classical action contain only renormalizable interactions.
Proof. Concerning the proof of relation (86) we let the reader to consult the reference [59] . Let us define 4Z λ λ r 41 Π as the zero momenta melonic 4-points functions made into the graphs for which two vertices maybe singularized (i.e. by graphs which are at least of order 2 in the perturbative expansion). We have 4 :
Because of the face connectivity of the melonic diagrams, the boundary vertices may be such that the two internal faces of the same color running on the interior of the diagrams building Π pass through of them. Then we have the following structure:
where the grey disk is a sum of Feynman graphs. Note that it is the only configuration of the external vertices in agreement with the assumption that Π is building with the melonic diagrams. Any other configurations of the external vertices are not melonics. At the lowest order, the grey disk corresponds to propagator lines,
Note that,the external faces have the same color. Now, we can extract the amputated component ofΠ, sayΠ (which contains at least one vertex, and is irreducible by hypothesis) extracting the effective melonic propagators connected to the dotted lines linked tō Π. We get:
(92) At first order,Π is built with a single vertex, and there are only one configuration in agreement with the melonic structure, i.e. maximazing the number of internal faces. The higher order contributions contain at least two vertices, and the argument may be repeated so that the functionΠ appears. Finally we deduce the closed relation:
This equation can be solved recursively as an infinite sum
which can be formally solved as
The loop diagram G G maybe easily computed recursively from the definition of melonic diagrams, or directly using Wick theorem for a one-loop computation with the effective propagator G. The result is:
and the proposition is proved.
Note this construction can be also considered in perturbation theory: We can proceed recursively by counting the number of vertices, and show that the power counting remains unchanged at each steps. This is obvious because we have recalled that divergent degrees is only depended on the number of external lines of the melonic diagrams. In the hope to extract the expression of the counter-terms at all orders and to show that the wave function renormalization and the 4-points vertex renormalization are the same. We have the following result: Proposition 8. Choosing the following renormalization prescription:
where m 2 r and λ r 41 are the renormalized mass and coupling constant; the counter-terms are given by:
where Σ s denote the melonic self-energy.
Proof. From Proposition 1, we can get:
Then, setting s = −∞, we deduce that
We now concentrated our self on to Z −∞ and m 2 . Without lost of generality, the inverse of the effective propagator Γ (2) s has the following structure:
with the notation: Σ ( 0) := ∂Σ/∂p 2 1 ( p = 0 ). Then from the renormalization conditions, we have :
Setting s = −∞ in the closed equation of two point corellator, and by derivating with respect to p 1 for p = 0, we get:
Using the explicit expression for Z λ in (100), we get finally:
Now, consider the monocolor 4-points function Γ 1 + 2λ 1 + 2λ
from which we get
In the above relation we introduce the dot notationȦ s = ∂ s A s
In proposition 8 we have investigated the relations between couter-terms i.e. we have considered the melonic equations as Ward identities for s = −∞. Far from the initial conditions, the Taylor expansion of the 2-point function Γ
s ( p ) is written as:
We call the "physical" or effective mass parameter m 2 (s) the first term in the above relation:
while the coefficient Z −∞ − Σ s ( 0) is the effective wave function renormalization and is denoted by Z(s) i.e.
Now let us consider the closed equation given in proposition 86. By derivating with respect to p 1 and by taking p = 0, we get:
Using equation (108), we can express λ r 41 Z λ in terms of the effective coupling λ 41 (s), and we get:
Then we come to the following relation
At this stage, without all confusion let us clarify that: Z −∞ is the wave function counterterm i.e, whose divergent parts cancels the loop divergences, and whose finite part depend on the renormalization prescription. Z(s) however is fixing to be 1 for s = −∞ from our renormalization conditions.
Flow equation from EVE method
There are different methods to improve the crude truncations in the FRG literature. However, their applications for TGFTs remains difficult due to the non-locality of the interactions over the group manifold on which the fields are defined. A step to go out of the truncation method was done recently in [57] - [58] with the effective vertex expansion (EVE) method. Basically, the strategy is to close the infinite tower of equations coming from the exact flow equation, instead of crudely truncate them. To say more, the strategy is to complete the structure equation (76) with a structure equation for Γ (6) , expressing it in terms of the marginal coupling λ and the effective propagator G s only. In this way, the flow equations around marginal couplings are completely closed. Note that this approach cross the first hypothesis motivating the truncation: We expect that so far from the deep UV, only the marginal interactions survive, and drag the complete RG flow. Moreover, any fixed point of the autonomous set of resulting equations are automatically fixed points for any higher effective melonic vertices building from effective quartic interactions. Finally, a strong improvement of this method with respect to the truncation method, already pointed out in [57] - [58] is that it allows to keep the complete momenta dependence of the effective vertex. This dependence generate a new term on the right hand side of the equation forŻ, moving the critical line from its truncation's position.
Let us consider the flow equation forΓ (2) , obtained from (43) deriving with respect to M andM :
where we discard all the odd contributions, vanishing in the symmetric phase. Deriving on both sides with respect to p 2 1 , and setting p = 0, we get:
where the "prime" designates the partial derivative with respect to p 2 1 . In the deep UV (k 1) the argument used in the T 4 -truncation to discard non-melonic contributions holds, and we keep only the melonic diagrams as well. Moreover, to capture the momentum dependence of the effective melonic vertex Γ (4) melo and compute the derivative Γ (4) melo , 0, 0, q, q , the knowledge of π pp is required. It can be deduced from the same strategy as for the derivation of the structure equation (76), up to the replacement :
from which we get:
The derivative with respect to p 2 1 may be easily performed, and from the renormalization condition (47), we obtain:
and the leading order flow equation forŻ becomes:
As announced, a new term appears with respect to the truncated version (46) , which contains a dependence on η and then move the critical line. The flow equation for mass may be obtained from (117) setting p = 0 on both sides. Finally, the flow equation for the marginal coupling λ may be obtained from the equation (43) deriving it twice with respect to each means fields M andM . As explained before, it involves Γ (6) melo at leading order, and to close the hierarchy, we use the marginal coupling as a driving parameter, and express it in terms of Γ (4) melo and Γ (2) melo only. One again, from proposition 4, Γ (6) melo have to be split into d monocolored components Γ (6) ,i melo :
The structure equation for Γ (6) ,i melo may be deduced following the same strategy as for Γ (4) ,i melo , from proposition (4). Starting from a vacuum diagram, a leading order 4-point graph may be obtained opening successively two internal tadpole edges, both on the boundary of a common internal face. This internal face corresponds, for the resulting 4-point diagram to the two external faces of the same colors running through the interior of the diagram. In the same way, a leading order 6-point graph may be obtained cutting another tadpole edge on this resulting graph, once again on the boundary of one of these two external faces. The reason this works is that, in this may, the number of discarded internal faces is optimal, as well as the power counting. From this construction, it is not hard to see that the zero-momenta Γ (6) ,i melo vertex function must have the following structure (see [57] - [58] for more details):
the combinatorial factor (3!) 2 coming from permutation of external edges. Translating the diagram into equation, and taking into account symmetry factors, we get:
2s ,
with:Ā
Note that this structure equation may be deduced directly from Ward identities, as pointed-out in [58] and [59] . The equation closing the hierarchy is then compatible with the constraint coming from unitary invariance. The flow equations involve now some new contributions depending on two sums,Ā 2s andĀ s , defined without regulation functioṅ r s . However, they are both power-counting convergent in the UV, and the renormalizability theorem ensures their finitness for all orders in the perturbation theory. For this reason, they becomes independent from the initial conditions at scale Λ for Λ → ∞; and as pointed out in [58] ,we get, using the Litim's regulator:
The complete flow equation for zero-momenta 4-point coupling write explicitly as:
Keeping only the melonic contributions, we get finally the following autonomous system by using the Litim's regulation: . The blue and red curves correspond respectively to the equations L = 0 and Ω = 0. Moreover, the black point correspond to the numerical non-Gaussian fixed point, so far from the two previous physical curves. where the anomalous dimension is then given by:
The new anomalous dimension has two properties which distinguish him from its truncation version. First of all, as announced, the singularity line Ω = 0 moves toward theλ axis, extending the symmetric phase domain. In fact, the improvement is maximal, the critical line being deported under the singularity linem 2 = −1. In standard interpretations [57] , the presence of the region II is generally assumed to come from a bad expansion of the effective average action around vanishing means field, becoming a spurious vacuum in this region.
However, the EVE method show that this singularity line is completely discarded taking into account the momentum dependence of the effective vertex. The second improvement come from the fact that the anomalous dimension may be negative, and vanish on the line of equation L(λ,m 2 ) = 0, with:
Interestingly, there are now two lines in the maximally extended region I where physical fixed points are expected. However, numerical integrations, show that the improved flow equations admit a non-Gaussian fixed point, numerically very close from the fixed point p + obtained in the truncation method, and then unphysical as well.
Remark 1. Despite the fact that the constraint equation (77) is not compactible with the fixed point p + = (−0.52, 0.0028), this is not the end of the history. The constraint C = 0 given by equation (77) define a one-dimensional subspace, say E C into the whole bi-dimensional phase space (λ 41 ,m 2 ). Obviously, the Ward identity will be violated everywhere except along this one-dimensional subspace E C ; for this reason we call physical phase space this subspace.
Solving C = 0 with respect tom 2 , we can extract the coupling constantλ 41 as function of the renormalized mass parameterm 2 . After a few handing computation, we get:
These solutions provides only one non-trivial parametrized equation for the physical subspace E C :λ 41 = f (m 2 ). Interestingly, it is not hard to cheek that the presence of the factor (1 +m 2 ) 2 in the numerator cancel all the formal divergences occurring form 2 = −1, such that the flow becomes regular at this point. However, other divergences occurs, one of them being common to each beta functions. To understand the structure of the effective flow into the physical subspace, we have to insert the solutions (133) into the flow equations (130). However, even to do this, let us discuss the solution (133) in a few words. Because the theory is asymptotically free, we may expect thatm 2 andλ 41 have to vanish simultaneously. What we know is that, in the vicinity of the Gaussian fixed pointm 2 =λ 41 = 0, the constraint C = 0 is approximately satisfied. For instance, up toλ 
On the other hand, inserting the non-trivial solutionλ 41 = f (m 2 ), we get:
and : , we recover our previous conclusion, in the whole theory space (λ,m 2 ), no fixed point can be found using the exact FRG with the EVE method taking into account the Ward constraint. The β-function of the mass vanish at the pointm . In the last case, the flow continue on this way and reach the singularity, where the flow becomes undefined. Both, these two feature are reminiscent of a phase transition on the physical phase space, expected to be of the first order like the singularity may indicate a point at which the effective action becomes undefined -the last statement having to be rigorously investigated.
The same analysis may be performed when we consider the following prescription: by extracting the mass parameterm 
and we reach a new perturbative regime for smallλ 41 and small (1 +m 2 ).
Remark 2. When we investigated the truncation method, we do not performed such a discussion. To compare the methods, let us consider the same strategy for the phase space describe with the truncation method. Solving the constraint C = 0, we get: 
One more time, we recover that no solutions such that β m = 0 = β 41 exist. Moreover, we recover that β m vanish for a negative mass value, not so far fromm 2 = −1; and that the singularity at this value has been completely discarded from the solution of the Ward constraint. However, the common singularity of the beta functions as some other aspects of the previous flow equations are not reproduced in the truncation framework. The nature of the singularities, form 2 = − 167 16 andm 2 = 0.25 remains mysterious in our formalism. Obviously they are a consequence of the improvement coming from the EVE method, and their understanding may be increasing our knowledge about the behavior of the TGFT renormalization group flow.
Conclusion
In this manuscript we have studied the FRG applied to TGFT. We derived one new method called EVE and show it compatibility with the Ward identities. The flow equations are given from this method without truncation of the effective action. We have called these equations the exact FRG equations. We compared the EVE with what we obtained with the truncation method. We show with different approach that the resulting flow equations seems to indicate the existence of a non-trivial UV attractive fixed point including only purely melonic interactions. However, the Ward identities are strongly violated at this fixed point and therefore this unique fixed point seems to be unphysical.
Note that it is possible to add in the FRG program other leading order contribution called pseudo melon. This includes a non-trivial dependence of the effective vertices on the relevant and marginal operators in a sector mixing melonics and pseudo-melonics interactions. The power counting theorem resulting from this new sector show that the pseudo-melons can be fit into the melons with as a consequence allowing the model to be always just renormalizable. In particular our investigations have been limited on the symmetric phase, ensuring convergence of any expansion around vanishing means field. Moreover, we have retained only the first terms in the derivative expansion of the 2-point function, and only considered the local potential approximation, i.e. potentials which can be expanded as an infinite sum of melonic and pseudo melonic local interactions. A description of the phase transition in the subspace of the theory space will be investigate in forthcoming result in preparation.
