Abstract. In this paper, we prove the uniqueness of the L (1,∞) -Hamiltonian associated to topological Hamiltonian flows introduced in [OM]. This extends Viterbo's C 0 -uniqueness theorem [V2] to the topological Hamiltonian flow which has an L (1,∞) -function as its Hamiltonian. The proof relies on a structure theorem on the L (1,∞) -Hamiltonian functions and a result of Lagrangian disjunctions at almost every moment of some exact Lagrangian isotopy.
Introduction
A time-dependent Hamilton's equation on a symplectic manifold (M, ω) is the first order ordinary differential equatioṅ
where the time-dependent vector field X H associated to a function H : R × M → R is given by the defining equation dH t = X Ht ⌋ω.
(1.1) Therefore if we consider functions H that are C 1,1 so that one can apply the existence and uniqueness theorem of solutions of the above Hamilton's equation, the flow t → φ t H , an isotopy of diffeomorphisms, is uniquely determined by the Hamiltonian H. We will always assume that the Hamiltonians are normalized by
where dµ is the Liouville measure of (M, ω) if M is closed, and they are compactly supported in IntM if M is open. We call such Hamiltonian functions normalized.
We denote by C We will also denote the Hamiltonian isotopy generated by H by
Conversely if a smooth isotopy λ of Hamiltonian diffeomorphisms is given, we can obtain the corresponding normalized Hamiltonian H by differentiating the isotopy and then solving (1.1). Therefore in the smooth category this correspondence is bijective.
On the other hand, due to the fact that this correspondence involves differentiating the function and solving Hamilton's equation, the correspondence gets murkier as the regularity of the Hamiltonian is weaker than C 1,1 because of solvability question of Hamilton's equation.
In [OM] , the author and Müller studied this relation and introduced the notion of hamiltonian limits of smooth Hamiltonian flows and proposed the notion of topological Hamiltonian flow as the hamiltonian limits thereof. Then we introduced the C 0 -concept of Hamiltonian diffeomorphisms, called Hamiltonian homeomorphisms, which forms a normal subgroup of the group of symplectic homeomorphisms : Motivated by Eliashberg's C 0 -symplectic rigidity theorem [El] , we defined in [OM] the group of symplectic homeomorphisms as follows. We give the compact-open topology on Homeo(M ), which is equivalent to the metric topology induced by the metric d(φ, ψ) = max{d C 0 (φ, ψ), d C 0 (φ −1 , ψ −1 )} on a compact manifold M . (1) φ Hi → λ locally uniformly on R × M . (2) the sequence H i is Cauchy in the L (1,∞) -topology and so has a limit H ∞ lying in L
(1,∞) .
We call a continuous path λ : [a, b] → Homeo(M ) a topological Hamiltonian path if it satisfies the same conditions with R replaced by [a, b] , and the limit L (1,∞) -function H ∞ a topological Hamiltonian. In any of these cases, we say that the pair (λ, H ∞ ) is the hamiltonian limit of (φ Hi , H i ), and write hlim i→∞ (φ Hi , H i ) → (λ, H ∞ ) or sometimes even hlim i→∞ (φ Hi , H i ) = λ.
We denote by P ham [a,b] (Sympeo(M, ω), id) the set of topological Hamiltonian paths defined on [a, b] . When [a, b] = [0, 1] or when we do not specify the domain of λ, we often just write P ham (Sympeo(M, ω), id) for the corresponding set of topological Hamiltonian paths.
We would like to emphasize the following fact, which allows one to cut and paste topological Hamiltonian paths. We refer to Theorem 2.1 for more precise statement.
Theorem 1.3. A concatenation of two topological Hamiltonian paths again becomes a topological Hamiltonian path.
There is an L ∞ -version of the Hofer norm originally adopted by Hofer [H1] which is defined by H ∞ := max t∈ [0, 1] (max H t − min H t ).
(1.5)
One might try to replace the L (1,∞) -norm by this norm (or by the C 0 -norm of H) in the condition (2) of Definition 1.2. One essential point that distinguishes the L (1,∞) -norm from the L ∞ -norm (1.5) is that the boundary flattening procedure is L
(1,∞) -continuous but not L ∞ -continuous. (See Appendix 2 [OM] or Theorem 2.3 in this paper.) For the purpose of distinguishing this limit from the hamiltonian limit given in Definition 1.2, we will call the latter limit the C 0 -hamiltonian limit.
In section 3, we also introduce the crucial notion of topological exact Lagrangian isotopy which is the analog to the topological Hamiltonian flow. We refer to section 3 for the precise definition of topological exact Lagrangian isotopy and Theorem 3.10 for a natural geometric formulation of the uniqueness question in that context. In this formulation, we also use the well-known construction of Lagrangian suspensions of Hamiltonian paths. The uniqueness theorem, Theorem 1.6 below, will be obtained as a corollary of the corresponding theorem for topological exact Lagrangian isotopies associated to the odd-double of the given topological Hamiltonian flow. See Definition 3.5 for its definition.
1.2. Uniqueness and locality of topological Hamiltonians. For the rest of the paper until the last section, we will assume that M is closed. In section 8, we will explain how we can extend the results to the manifold with boundary and the non-compact manifold bounded at infinity in the sense of Gromov [Gr] .
The following uniqueness question naturally arises from the definition above, which was asked by the author in [OM] . (1,∞) -limit of the two Cauchy sequences H i and H ′ i coincide? If this is the case, we can define the Hamiltonian function of a topological Hamiltonian path as the common limit and so safely extend Hamiltonian dynamics to the topological category. We call any such function the topological Hamiltonian associated to the topological Hamiltonian flow.
In this regard, we first prove the following theorem on general topological Hamiltonian functions. See Theorem 2.7 for more precise statements. (1) H t : M → R is defined for almost every t ∈ [0, 1] and is a continuous function at each such point t. (2) For every x ∈ M and t ∈ [0, 1], the integral
By considering the sequence of composed flows
the affirmative answer to Question 1.4 for closed symplectic manifolds is equivalent to the following theorem. Previously in [V2] , Viterbo proposed a scheme of reducing the proof uniqueness to a Lagrangian intersection theorem in cotangent bundles in the context of C 0 -hamiltonian limits. Since an L
(1,∞) -limit of smooth Hamiltonians is not everywhere defined in general, his proof cannot be directly applied to the present case of L
(1,∞) -limits. We adapt the scheme used in [V2] , [Oh4] for the proof of C 0 -case to the present L
(1,∞) -case following the arguments from geometric measure theory [Fe] more closely than the C 0 -case. We like to emphasize that the above Theorem 1.5 plays an essential role which enables us to overcome the loss of continuity of (L (1,∞) -)hamiltonian limits. As we illustrate by several theorems in [Oh3] concerning the general properties of topological Hamiltonian flows, this uniqueness theorem will be a crucial ingredient for such study.
The next result we prove is the following locality of L (1,∞) -Hamiltonians. This extends the author's locality result of C 0 -Hamiltonians in [Oh4] . 
An immediate corollary of this locality is the following uniqueness theorem of compactly supported topological Hamiltonians introduced in [OM] . 
We thank A. Fathi for giving many helpful comments on the early version of [OM] and helping us formulate the precise form of the uniqueness question. We also thank C. Viterbo for sending his beautiful paper [V2] before its publication, and S. Müller for many helpful comments and discussions.
Notations
( Following [OM] , we denote by
the set of smooth Hamiltonian paths λ : [0, 1] → Symp(M, ω) with λ(0) = id, and equip it with the Hamiltonian topology (see [OM] or section ?? for the precise definition). It is equivalent to the metric topology induced by the metric
where d is the C 0 metric on P(Homeo(M ), id). We consider the developing map
: This is defined by the assignment of the normalized generating Hamiltonian H of λ, when λ = φ H : t → φ t H . We also consider the inclusion map
Following [OM] , we call the product map (ι ham , Dev) the unfolding map and denote the image thereof by
Then both maps Dev and ι ham are Lipschitz with respect to the metric d ham on P ham (Symp(M, ω), id) by definition and so the unfolding map canonically extends to the closure Q in that we have the following continuous projections
We would like to note that by definition we also have the extension of the evaluation map ev 1 :
In this context, Question 1.6 is equivalent to asking whether the map ι ham is oneone, and the map Dev being one-one is equivalent to the following theorem, which is previously proven by Viterbo [V1] and by Hofer-Zehnder [HZ] for compactly supported Hamiltonian diffeomorphisms on R 2n , and by the author [OM] on general symplectic manifolds : [HZ] , [OM] [OM] .
Definition 2.2 (Definition 3.18 [OM] ). We define the set
and call any element thereof a topological Hamiltonian path.
In [OM] , we then defined the set of Hamiltonian homeomorphisms by to be a path such that 
For this purpose, we consider smooth functions ζ :
for some small ε 0 > 0, and denote the reparameterized Hamiltonian by
which generates the Hamiltonian isotopy t → φ
H in general. The following lemma [Oh1, OM] plays an important role for the smoothing of the corner, whose proof we refer to [Oh1, OM] . 
(1,∞) -norm and φ Ki converges to the concatenated path µ = λ 1 * λ 2 uniformly.
Let
be the sequences representing λ 1 and λ 2 respectively. In spirit the concatenated sequence H i * F i should be the definition of the required sequence K i . However this concatenated Hamiltonians are not smooth (or not even continuous) at t = b which requires smoothing the 'corner' at t = b. Using the above approximation lemma, we can choose a sequence of reparameterization functions
of the type (2.7) given in the lemma with [0, 1] replaced by the corresponding intervals respectively. We choose these sequences so that
Now we define the new concatenated path
Obviously K i are smooth for all i due to the boundary flattening property of ζ 1,i and ζ 2,i . It is also Cauchy in L (1,∞) as
which go to zero as i, j → ∞ by Lemma 2.4. Furthermore its flow φ t Ki is given by the flow of the concatenated Hamiltonians
which is also smooth at t = b by the flattening property at t = b. And by the hypotheses and by the choice of ζ 1,i , ζ 2,i , which satisfy ζ 1,i −id C 0 , ζ 1,i −id C 0 → 0, φ Ki converges to the concatenated path λ 1 * λ 2 in the C 0 -topology. This finishes the proof.
In Appendix 1 of [OM] , we have proved that a smooth Hamiltonian path is Hamiltonian continuous and so defines a topological Hamiltonian path in the sense of Definition 1.2. Hence we have the following corollary.
Corollary 2.5. A piecewise smooth continuous Hamiltonian path is a topological Hamiltonian path.
Again we like to note that the same does not hold if we require the L ∞ -convergence in (2) of Definition 1.2 instead of the L
(1,∞) -convergence. In [OM] , we asked the question about characterizing the images of Tan and Dev in L
In this paper, we provide some structure theorems of this subset Image(Dev). It turns out that in addition to Viterbo's scheme [V2] of the uniqueness proof, this structure theorem is one important ingredient in our proof of the L
(1,∞) -uniqueness theorem. First we introduce the notion of topological Hamiltonians. Definition 2.6. We denote 
In this regard, we prove the following theorem.
, R). Then the following holds :
(1) H t : M → R is defined for almost every t ∈ [0, 1] and is a continuous function at each such point t.
is continuous. 
We consider the functions osc(
where we recall we have defined osc(h) = max h − min h for a function h : M → R.
In particular, there exists a subsequence of
We denote
Then since we have
by the definition of osc,
Cauchy sequence in C 0 topology, and so converges uniformly to a continuous function H ∞,t at each t ∈ A. If we set H ∞ (t, x) = H ∞,t (x) for (t, x) ∈ A × M whenever H ∞,t is defined, H ∞ is a function almost everywhere defined. From (2.9) combined with Fatou's lemma, we derive
Then by letting k → ∞, we derive
This proves (1). This also proves that osc(H)(t) := osc(H(·, t))
is defined a.e. and lies in L 1 ([0, 1], R). Next we prove (2) and (3). By the first part of the proof, we may choose a sequence H i of smooth Hamiltonians, by choosing a subsequence if necessary, so that it has the same properties as
which is nothing but h i = tmint H i . Obviously we have the inequality
and in particular we have
for all x ∈ M . As H i − H j → 0 by assumption, h i are uniformly Cauchy and so converge to a continuous function h.
On the other hand, we have
Then (2.11) immediately implies
Since h i are continuous (even smooth) and uniformly Cauchy, it follows that h is continuous. This proves (2) and (3).
Topological exact Lagrangian isotopy
In this section, we denote a general symplectic manifold by (X, ω), instead of using the letter M . We also denote a closed manifold by Y . When we are given a Lagrangian embedding of Y into (X, ω), we often do not distinguish Y from the image in X of the given embedding.
The following definition is given in [Gr] .
The following lemma is well-known and is an easy consequence of the definition whose proof we omit.
Lemma 3.2. If ψ is an exact Lagrangian isotopy, then there exists a function
h : [0, 1] × Y → R such that ψ * ω = dt ∧ dh i.e., ψ * ω + dt ∧ (−dh) = 0.
Furthermore if h ′ is another such function, we have h ′ − h is a function depending only on t, but not on Y .
We call any such h a hamiltonian of ψ. Here we like to alert readers that we use the lower case 'h' to call the function h the 'hamiltonian' associated to ψ to distinguish it from the Hamiltonian functions defined on the ambient symplectic manifold X.
According to this lemma, for a given exact Lagrangian isotopy ψ its associated hamiltonian is not unique. As we will see later, the suspension of an exact Lagrangian isotopy depends not just on the isotopy ψ but also on its hamiltonian. Because of this, we will regard the pair
as an exact Lagrangian isotopy. With a suitable normalization on the hamiltonians associated to ψ, the choice of h can be made unique in the smooth category.
The following extension lemma is also well-known whose proof is omitted.
Lemma 3.3. For any exact Lagrangian isotopy
When the exact Lagrangian isotopy (h, ψ) is given, we can always adjust H away from the support of the isotopy so that H satisfies the normalization condition (1.2). And if the isotopy is boundary flat, then h so that H can be made boundary flat. Namely, we may assume that there exists ε 0 > 0 such that
Definition 3.4. Let Y ⊂ X be a Lagrangian submanifold and (h, ψ) an exact Lagrangian isotopy. The time-reversal of (h, ψ) is the pair ( h, ψ) defined by
Obviously for a boundary flat (h, ψ), the concatenated isotopy
where we represent S 1 by R/2Z. We call this concatenated isotopy an odd double of the isotopy (h, ψ) and denote it by (h od , ψ od ). Now we are ready to give the definition of the odd-double suspension of an exact Lagrangian isotopy (h, ψ).
Definition 3.5. The odd-double suspension of an exact Lagrangian isotopy (h, ψ) :
We also denote the obvious double h * h of the hamiltonian h by h od .
Remark 3.6. It is essential to use this odd-doubling process of Hamiltonian paths and their associated exact Lagrangian suspensions in Viterbo's scheme of reducing the uniqueness question to the Lagrangian intersection theorem applied to some S 1 -fibrations : This is because the sequence H i cannot be chosen in general in a way that its associated Hamiltonian path φ Hi are one-periodic, i.e., φ Hi (1) = φ Hi (0), even when its (C 0 )-hamiltonian limit (or its (L (1,∞) -hamiltonian limit for that matter) is one-periodic, for example, is the constant path id as in Theorem 1.6. The question whether this approximation is possible is closely related with the well-known problem of 'short loops' in Hofer's geometry [LM2] . (This point was overlooked in [V2] and corrected in its Erratum.) Now we state a proposition which is an essential ingredient in the proof of Theorem 3.10. If there is no restriction on the support of the isotopy, this is a well-known fact (see Theorem 6.1.B [P] for example). Due to the constraint put on the support of the isotopy, we need to construct an explicit Hamiltonian isotopy between the two given embeddings with control of its support.
For this purpose, we fix a function ζ :
and denote the reparameterized Hamiltonian by H ζ defined by
which generates the Hamiltonian isotopy t → φ ζ(t) H in general. We give a computational proof of a slightly more general statement of the following proposition in the appendix for completeness' sake.
Proposition 3.7 (Compare with Theorem 6.1.B [P] ). Let (h, ψ) be an exact Lagrangian isotopy. Suppose that the image of ψ is contained in U ⊂ X. Equip T * S 1 (2) × X with the symplectic form
For the purpose of applying this construction to the proof of Theorem 3.10, we assume that for any s ∈ [0, 1], h(s, ·) assumes the value zero so that
This can be done, for example, by normalizing h s so that
In particular, this normalization makes
unless h s ≡ 0. We call any such hamiltonian h satisfying (3.7) average normalized. We denote by Y s = φ s (Y ) the family of Lagrangian submanifolds associated to the isotopy. Without loss of generality, we will assume that ψ is boundary flat. We introduce the following definition Definition 3.9. We define the subset
to be the set of the above L (1,∞) -limits of normalized sequences of smooth exact Lagrangian isotopies (h i , ψ i ). We call any element h ∈ h
The following theorem is the Lagrangian version of Theorem 1.6, which will be proved in the next section.
Theorem 3.10. Let (X, ω) be a symplectic manifold and Y ⊂ X be a closed Lagrangian submanifold. We denote by
sequence of exact Lagrangian isotopies that are boundary flat. Suppose that h i converges to an
L (1,∞) -function h : [0, 1] × Y → R. Then if ψ i → ι Y uniformly on [0, 1] × Y , we have h ≡ 0.
Reduction to Lagrangian intersection theorem
In this section, we will reduce the proof of the uniqueness theorem, Theorem 1.6, to a Lagrangian intersection theorem as in [V2] , [Oh4] . The uniqueness statement can be rephrased as
We will prove this as a consequence of its version, Theorem 3.10, for the exact Lagrangian isotopy. We modify the scheme used by Viterbo in his proof of the C 0 analog to Theorem 1.6 [V2] in our proof for the present L (1,∞) case. One difference between the two cases is that an L
(1,∞) -function is defined only almost everywhere in general while a C 0 -function is defined everywhere. Our structure theorem, Theorem 2.7, will be used in an essential way to make up for this difference in our proof. The above doubling of the isotopy is also a crucial step in the uniqueness proof.
We fix a Darboux neighborhood U of Y in X and identify U with a neighborhood V of the zero section of T * Y . Due to the assumption (1), we have
for all sufficiently large i. Then the Lagrangian suspension
has its image, denoted by S (hi,ψi) , contained in
and may be considered as a Lagrangian submanifold in T * (S 1 (2) × Y ).
We now denote the projection
By the hypothesis Theorem 3.3 (1), the composition π 2 • ι (hi,ψi) converges to the composition π 2 • ι Y in the C 0 -topology where ι Y is the obvious inclusion map ι Y : [0, 1] × Y → U ⊂ T * Y mapped into the zero section. Therefore, heuristically speaking, the 'limit' of the image ι (ψi,hi) should have the form
where h is the L (1,∞) limit of h i . We like to remark that the one-form α with L
(1,∞) coefficients h (in fact, L 1 coefficients will be enough for that matter) defines a current on [0, 1] × Y in the sense of de Rham [dR] in a natural way : for any smooth n-form η with its support in (0, 1) × Y , the pairing α, η given by Motivated by this observation, we will prove Theorem 3.10 by contradiction. For this purpose, the following definition will be useful Definition 4.2. Let (h, ψ) be a topological exact Lagrangian isotopy on [0, 1]×Y in (X, ω). We call the current α = h dt the Calabi current associated to the topological exact Lagrangian isotopy (h, ψ). Similarly we define the Calabi current associated to a topological Hamiltonian H as the current H dt on [0, 1] × X.
We like to point out that the well-known Calabi invariant [B] , [C] of a Hamiltonian path on a symplectic manifold (X, ω) is nothing but the pairing
where Ω ω is the Liouville volume form of (X, ω) (normalized by X Ω ω = 1). We consider the odd-double (h od , ψ od ) and its associated Calabi current, again denoted by α = h od dθ defined on S 1 (2) × Y . Note that due to the odd-doubling, we always have the vanishing of integral
while the current h od dθ is non-trivial. Unlike the case of continuous section considered by Viterbo [V2] , α is not everywhere defined on S 1 (2)×Y but defined only almost everywhere for an L (1,∞) -section of the cotangent bundle
We would like to emphasize that the isotopy ι (hN ,ψN ) is not necessarily a section of
Consider the sequence of exact Lagrangian isotopies (ψ i , h i ) as in Theorem 3.10 and h be the L (1,∞) -limit of h i . Let
be the Calabi current of its odd-double on S 1 (2) × Y for which h satisfies the properties similar to (1) -(3) in Theorem 2.7.
The following variant of Hörmander's construction (see (2.5.4) [Hö] ) will be useful for our discussion coming henceforth. Definition 4.3. Consider the cotangent bundle T * N of a smooth manifold. Let ψ i : N i → T * N be two Lagrangian embeddings of manifolds N i , i = 1, 2. We introduce the difference set denoted by ψ 1 ⊖ ψ 2 . The set ψ 1 ⊖ ψ 2 is defined by
q N } (4.4) We will apply this definition for the embeddings
The scheme of the proof of Theorem 3.10 largely follows the one proposed by Viterbo [V2] adapted to the current L (1,∞) -setting. Due to the lack of continuity of h, the details of our proof in the L (1,∞) -setting are more involved than the C 0 -case considered in [V2] , [Oh4] .
For the simplicity of exposition, we assume that Y is oriented throughout this section. The proof for the unoriented case will be similar if one uses odd currents [dR] whose details we omit because it will not be used in the proofs of the main theorems in this paper.
We first state the following lemma whose proof is postponed until section 6.
Lemma 4.4. Let α = h od dθ be the Calabi current associated to the topological exact Lagrangian isotopy (h, ψ) as defined above. Suppose h = 0. Then the current α on S 1 (2) × Y is not closed.
We next state a lemma which is a variation of Viterbo's lemma, Lemma 2.5 [V2] . Although Viterbo considered a continuous section α, an examination of his argument shows that a similar argument applies to the current L (1,∞) -section after some suitable modifications.
For this purpose, the following definition is important. We note that the space L (1,∞) (S 1 (2) × Y ) is not invariant under the action of the full diffeomorphism group Dif f (S 1 (2) × Y ) of the product S 1 (2) × Y , but is invariant under the action of fiberwise-like diffeomorphisms.
For each fiberwise-like diffeomorphism φ : S 1 (2) × Y → S 1 (2) × Y , we consider the push-forward φ * α as a current and decompose it into
where β φ satisfies ∂ ∂θ ⌋β φ = 0. Note that φ * α − β φ can be written as
The following can be proved in a straightforward calculation and so its proof is omitted. We however point out that any L (1,∞) -function is L 1 on S 1 (2) × Y and so its composition with a diffeomorphism again becomes an L 1 -function. This implies that φ * α defines an n-current on S 1 (2) × Y .
Lemma 4.6. Let φ be a fiberwise-like diffeomorphism. Under the decomposition (4.5), we have
φ * α − β φ = h od φ dθ where h od φ is an L (1,∞) -
function which is given by the formula
Using this preparation, we state the following proposition whose proof is given in section 7. 
Next we analyze the function
closely. While continuity of this function for a continuous section α as in Viterbo's case [V2] is trivial, continuity of P φ h od does not immediately follow for the L (1,∞) -section α. In this regard, we prove the following lemma where we use the condition being fiberwise-like in the above Proposition 4.7 together with the L (1,∞) -condition in an essential way. Proof. We start with the formula
which follows from (4.6). Then noting that φ −1 (θ, y) = (θ, Y −1 θ (y)), we can write this into
Since h od (θ, ·) is defined for almost every θ and y = y(θ, y) is a smooth map, the above integral is well-defined for any fixed y ∈ Y . To prove the continuity of this map over y, consider any sequence y k → y. We denote by g k and g the functions
Then they are L 1 and the function g k → g a.e. as y k → y. Noting |g k | ≤ osc(h) and applying the Dominated Convergence Theorem, we obtain
This proves that P φ h od is a continuous function on Y . This finishes the proof.
Almost-every-moment Lagrangian disjunction
In this section, we will complete the proof of Theorem 3.10 by producing a contradiction to the Lagrangian intersection theorem [H1] , [LS] , [Gr] , if we assume h = 0. Except the replacement of C 0 -convergence by L (1,∞) -convergence and the necessary preparatory materials, our proof largely follows Viterbo's proof [V2] in the beginning of our proof. However the way how the contradiction to the Lagrangian intersection theorem arises is different from Viterbo's : Viterbo's case gets a contradiction to the Lagrangian intersection theorem on T * (S 1 (2) × Y ) while the current L
(1,∞) -case uses one on T * Y at almost every value of time θ. This is because the L (1,∞) -Hamiltonian is not everywhere but only almost everywhere defined in θ ∈ S 1 (2). Again Theorem 2.7 plays a crucial role in this last conclusion. Let (h i , ψ i ) be a smoothing sequence of (h, ι Y ). We consider the smooth Lagrangian embeddings
We denote this embedding by ι φ (hi,ψi) . Here we emphasize that ι (hi,ψi) is smooth but not necessarily section of T * (S 1 (2) × Y ) and so neither is
. Then we consider the difference set ι φ (hi,ψi) ⊖ df for a suitably chosen f for a sufficiently large i. We first note that this is Hamiltonian isotopic to the zero section because ι (hi,ψi) is so by Theorem 3.7.
Using the splitting
θ (y))). Here we note that θ ′ = θ as φ has the form φ(θ, y) = (θ, Y θ (y)).
We note that since ψ i converges to the zero section map
topology by the hypothesis, the map
We would like to emphasize that for any fiberwise-like diffeomorphism φ, the
θ (y)) is neither a diffeomorphism nor a one-one map for a general Lagrangian isotopy ψ. The map becomes the identity for all
We now compute the values of α
Proof. We compute
θ (θ, y)), the first term becomes
which gives rise to the first term in (5.2). The second term here gives rise to the second one in (5.2). Hence the proof. 
Then there exits a constant C > 0 independent of φ and i such that
Proof. We have
for a universal constant C > 0 where |ψ i (φ −1 (θ, y))| is the norm taken as an element of T * y ′ (Y ) with
θ (y)))). Here we recall that we identify the exact Lagrangian isotopies ψ i : S 1 (2) × Y → X with the corresponding isotopies in the Darboux chart T * Y of Y ⊂ X. Under this identification, we can identify max
This finishes the proof of the first statement. The last statement follows from (5.3) by the C 0 -convergence ψ i → ι Y that we assumed. This finishes the proof of the lemma.
We emphasize that for the
are defined only almost everywhere in θ due to the fact that h is defined almost everywhere.
With a slight abuse of notation, we denote
for the simplicity of notation. Under this notation, we prove a key proposition, Proposition 5.5 below, which is the analog to Proposition 2.1 [V2] in our case. In this regard, we start with the following important lemma. Viterbo implicitly used a similar perturbation result in his proof of Lemma 2.4 [V2] which holds everywhere in the C 0 -context. This almost-every-moment statement is all that we could salvage in this L
(1,∞) -context, and turns out to be enough for the purpose of proving the uniqueness result.
Lemma 5.4. Let (h i , ψ i ) be a sequence of smooth exact Lagrangian isotopies converging to (h, ι Y ) in the Hamiltonian topology. Then there exists an
, and ε is defined and satisfies
Proof. We first try to solve
for y ∈ Y . This is uniquely solvable for each given y ∈ Y for a continuous function f (·, y) because we have
by the definition of P φ . We denote by f = f (θ, y) such a solution.
However the solution f as it is may not be differentiable in y and is differentiable in θ only almost everywhere in S 1 (2). Therefore we consider another
The solution f for the equation (5.5) has the explicit formula
From this expression, it follows that f is continuous and
. Therefore we can choose a smooth approximation f sm : S 1 (2) × Y → R so that both norms
as small as we want. Denote ξ = f − f sm , and define
We now show that ε will do our purpose. First (1) follows since we have
∂ξ ∂θ and h od φ − ε satisfies the vanishing of the corresponding integral. For (2), we recall
For (3), we first note that Theorem 2.7 and Egoroff's theorem imply that for any given η > 0 there exists a compact subset K 1 ⊂ S 1 (2) of Lebesgue measure m(S 1 (2)\K 1 ) < η on which h i → h uniformly. In particular, h is defined on K 1 ×Y and continuous thereon.
Next we recall we have ε − P φ = ∂ξ ∂θ for which the L (1,∞) -norm can be made as small as we want by choosing the smooth approximation f sm as close to f as we want with respect to the norms (5.7). Again applying Theorem 2.7 and Egoroff's theorem to the L (1,∞) -function ∂ξ ∂θ , we conclude that there exists a compact subset
and setting K = K 1 ∩ K 2 which is non-empty since its measure satisfies
The proof of (3) is finished. This finishes the proof.
We consider the assignment
which is defined almost everywhere in θ for the T * S 1 (2)-component, and denote its image as the difference set
over the set of θ's at which the map is defined.
With the above key lemma and this notation, we prove the following nonintersection result. 
Proof. We choose δ = 1 10 P φ C 0 in Lemma 5.4 and let ε and K ⊂ S 1 (2) be as therein. We consider the closed subset
(5.9)
By the choice of δ with 0
By the property (1) of ε in the above lemma, we can solve the equation
for g. Indeed, we have the explicit formula for g
which clearly shows that g is smooth.
We now closely examine the map
We first note that
This map is everywhere defined and continuous (actually, smooth). Now we examine the difference set 
On the other hand, we have 
We note that subtraction of dk(y) does not affect the T * S 1 (2)-component α 
does not intersect the zero section o S 1 (2)×Y over the set K × Y . This finishes the proof.
Remark 5.6. We would like to emphasize that for the given smoothing sequence (h i , ψ i ), the smooth Lagrangian embedding
) a priori is not defined everywhere but defined only almost everywhere. Therefore we cannot conclude that the smooth Lagrangian embedding itself ι φ,g (hi,ψi) does not intersect the zero section o (S 1 (2)×Y ) . Here again does the structure theorem, Theorem 2.7, of L
(1,∞) -Hamiltonians save the day which enables us to prove that the embedding does not intersect the zero section at least over the compact set K × Y .
Wrap-up of the proof of Theorem 3.10. Note the T * Y -component satisfies that
Combination of the two convergences implies the convergence ι φ,g
(h,ιY ) is defined on K × Y and continuous thereon.
Then it follows
where i Y : Y → T * Y is the canonical zero-section embedding of Y and g θ is the restriction of g to {θ} × Y . The choice of K made in Proposition 5.4 implies that this set is empty, i.e., (5.19) for any sufficiently large i. Restricting the convergence (5.17) to θ 0 ∈ K, we obtain This contradiction arises because of the hypothesis h = 0 we put in Proposition 5.5, which in turn results in Lemma 4.4. Therefore we must have h = 0 and hence the proof of Theorem 3.10.
We are now ready to wrap-up the proof of Theorem 1.6. The following lemma can be derived from Reparametrization Lemma, Lemma 3.28 [OM] .
Lemma 5.7 (Lemma 3.28, [OM] ). Let H i be a Cauchy sequence in L (1,∞) . Then for any given ε > 0, there exists N ∈ Z + and δ > 0 such that for any j ≥ N and diffeomorphisms ϕ, ψ satisfying d(ϕ, ψ) < δ, we have
Wrap-up of the proof of Theorem 1.6. We set
Hi (x)). Then the hypothesis (1) of Theorem 1.6 implies ψ i uniformly converges to the embedding ι Y . On the other hand, the hypotheses (1) and (2) 
Proof of Lemma 4.4
In this section, we prove Lemma 4.4. [Fe] ). For the simplicity, we assume that Y is orientable and fix a volume form Ω on Y . For the non-orientable case, exactly the same proof works by replacing the real-valued current by one with coefficients in a flat line bundle (or in the orientation sheaf) [dR] .
It will be enough to find a smooth (n − 1)-form η on S 1 (2) × Y such that we have
with supp η ⊂ U . For the (n − 1) form η, we can write
where d Y is the exterior derivative in the direction of Y and
for some smooth function f on S 1 (2) × U which must satisfy
for all θ ∈ S 1 . By applying a simple argument from the Hodge theory, we can choose a family of (n − 1)-forms η θ on U that satisfy (6.2) for each θ ∈ S 1 and depend smoothly on θ.
We next note that since α has the form α = h od dθ we have
and so derive
Therefore it is enough to choose η so that this integral does not vanish. We will use η of the form given by η = π * 2 (η θ ) where η θ are those chosen above. Now it remains to choose f above so that
Since we have
by the hypothesis, there exists a measurable subset A ⊂ [0, 1] ⊂ S 1 with 0 < m(A) such that osc(h t ) is defined on A × U and osc(h t ) > 0 for t ∈ A. Furthermore Theorem 2.7 implies that h t is continuous on U at such t ∈ A. We consider the sets
Note that because of the normalized condition (3.7) and osc(h t ) > 0 for t ∈ A, the sections U 
By the standard outer-measure property of the measure induced by the volume form dθ ∧ Ω, for any given ε > 0, we can find open subsets
In particular we have
By choosing ε so that ε = 
We note that as ε → 0, we have
respectively, where χ B denotes the characteristic function of the set B in general.
We consider the function f ε of the form
for all θ ∈ S 1 . We can choose
for some C > 0 independent of ε : We have only to define
(6.12)
Then we note that as ε → 0, the quotient
) and hence
(6.14)
We just choose C to be
This in turn implies
)dθ ∧ Ω as ε → 0, where we denote by a (±,A) the L 1 -limits of a ± ε . The last integral is strictly positive because both a (±,A) cannot vanish simultaneously by the choice of a ± e made in (6.12).
Therefore if ε > 0 is sufficiently small, (6.1) holds for η given by η = π * Y (η θ ) where η θ is the form satisfying (6.2) for ϕ ε (θ)f ε with ϕ ε = ϕ ε (θ) being a suitable smooth L 1 -approximation of the characteristic function χ A on S 1 . This proves that the current α is not closed and so finishes the proof of Lemma 4.4.
Proof of Proposition 4.7 : Problem of mass transport
Let α = h dθ as in section 4. (In this section, for the simplicity of notations, we will just denote h for h od .) We re-state here in its contrapositive form, which is more close to the statement in Lemma 2.5 [V2] .
Lemma 7.1. Let α be as above. Suppose
for all y ∈ U and for any fiberwise-like diffeomorphism φ :
We recall that for any fiberwise-like diffeomorphism the map
The rest of the section will be occupied with the proof of this lemma. Let η ′ be an (n−1) form on U and consider the pull-back form π * η ′ on S 1 (2)×U . Then the Fubini theorem implies
Therefore we have 0 =
Now the proof of Lemma 7.1 will be finished by the following proposition considered as an n-current considered above on S 1 (2) × U . Suppose that
for all smooth (n − 1) forms η ′ on U and for all fiberwise-like diffeomorphism
Proof. We have to show
for all smooth (n − 1)-form η supported in S 1 (2) × U . Here we note that closedness (7.2) of a current is a local property and so it is enough to check the closedness in a coordinate neighborhood (a, b) × B ⊂ S 1 (2) × U of a given point (e, y) ∈ S 1 (2) × U . By restricting to an even smaller neighborhood for a suitable choice of φ (and so Y θ ) and g : Y → R.
We will apply Moser's trick to solve this equation. Since we can make the coefficients at a fixed point θ the same on both sides, it is enough to consider its derivative. We write ( We may assume that β θ depends smoothly on θ. Substituting (7.5) into (7.4), the problem is reduced to solving the algebraic equation (7.6) in terms of X θ . This equation can be solved pointwise whenever f does not vanish. By adjusting f Ω outside [a, b] × B so that Y f Ω = 0 is satisfied, we may safely assume that f = 0 on (c, d) × C.
(7.7)
Then we can solve (7.6) for X θ on (c, d) × B which will have support on (c, d) × C ∪ (U \ B). Now by making the interval (c, d) smaller if necessary, we can integratė y = X θ (y), y(e) = y to obtain a flow Y θ that solves (7.3) on (c, d) × C, if we choose the function g above so that its values are given by g(y) = f (e, y)| det(dY e (y))|.
Therefore the hypothesis (7.1) implies that α is closed on (c, d)×C. Since this holds at any given point (e, y) ∈ S 1 (2) × U , α is a closed current on S 1 (2) × U . This finishes the proof of Lemma 7.1. Now the statement in Proposition 4.7 concerning the C 0 -closeness to the identity is immediate from the proof, because φ can be obtained by integrating a vector field X θ on a short 'time' interval starting from θ = e in this proof.
The above also proves that the diffeomorphism φ constructed above has the form φ(θ, y) = (θ, Y θ (y)). Hence the proof of Proposition 4.7.
Locality of topological Hamiltonians and uniqueness on open manifolds
In this section, we prove the following locality of topological Hamiltonians which extends the locality result of continuous Hamiltonians from [Oh4] . Since Since a complete proof of this locality result has been given in [Oh4] for the continuous Hamiltonians (i.e., C 0 -Hamiltonians), we will only indicate only the difference to make up for this topological Hamiltonians (i.e., L
(1,∞) -Hamiltonians). For the locality proof, it is easy to see that we have only to overcome the lack of Lemma 6.3 [Oh4] for the L (1,∞) -case. This is exactly what we overcome in section 5 for U = Y . Almost the same argument as the proof of Theorem 1.6 will prove Theorem 8.1 if we make the following adjustments :
(1) We replace Y by U and make the support of φ so small that supp φ ⊂ U, (2) replace Proposition 5.5 by the one with o S 1 (2)×Y replaced by ν * (S 1 (2) × U) for a given open subset U ⊂ Y , and (3) replace the every-moment argument in [Oh4] the current almost-everymoment one.
In relation to the point (3), the identity
is important which will replace the identity (5.18) in the last step of the locality proof for the current L (1,∞) -case. We leave the easy modification of the arguments from [Oh4] and section 5 to the readers. This finishes the proof of Theorem 8.1.
