Taylor's law (TL) states that the variance V of a non-negative random variable is a power function of its mean M , i.e. V = aM b . The ubiquitous empirical verification of TL, typically displaying sample exponents b 2, suggests a context-independent mechanism. However, theoretical studies of population dynamics predict a broad range of values of b. Here, we explain this apparent contradiction by using large deviations theory to derive a generalized TL in terms of sample and populations exponents b jk for the scaling of the k-th vs the j-th cumulant (conventional TL is recovered for b = b 12 ), with the sample exponent found to depend predictably on the number of observed samples.
Taylor's law (TL) states that the variance V of a non-negative random variable is a power function of its mean M , i.e. V = aM b . The ubiquitous empirical verification of TL, typically displaying sample exponents b 2, suggests a context-independent mechanism. However, theoretical studies of population dynamics predict a broad range of values of b. Here, we explain this apparent contradiction by using large deviations theory to derive a generalized TL in terms of sample and populations exponents b jk for the scaling of the k-th vs the j-th cumulant (conventional TL is recovered for b = b 12 ), with the sample exponent found to depend predictably on the number of observed samples.
Thus, for finite numbers of observations one observes sample exponents b jk k/j (thus b 2) independently of population exponents. Empirical analyses on two datasets support our theoretical results.
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Taylor's law (TL) (1) , also known as fluctuations scaling in physics, is one of the most verified patterns in both the biological (2-6) and physical (7) (16)), population growth models (3, (17) (18) (19) (20) can generate TL with any real value of the exponent. Moreover, theoretical investigations of multiplicative growth models in correlated Markovian environments (18, 19) have shown that the exponent b can undergo abrupt transitions following smooth changes in the environmental autocorrelation.
Here, we distinguish between values of b derived from empirical fitting (sample exponents) and values obtained via theoretical models that pertain to the probability distribution of the random variable N (population exponents). We show that in a broad class of multiplicative growth models, the sample and population exponents coincide only if the number of observed samples or replicates is greater than an exponential function of the duration of observation.
Among the relevant consequences, we demonstrate that the sample TL exponent robustly settles on b 2 for any Markovian environment observed for a duration that is larger than a logarithmic function of the number of replicates. Accordingly, abrupt transitions in the sample TL exponent can only be observed within relatively short time windows when the number of observations is limited.
Let us consider multiplicative growth models in Markovian environments (18, 19) . Let N (t)
be the density of a population at time t and assume that the initial density is N 0 > 0. N (t) is assumed to undergo a multiplicative growth process such that:
The values of the multiplicative growth factors A i are determined via a finite-state homogeneous
Markov chain with state space χ = {r, s} (we assume, without loss of generality, r > s and N 0 = 1) and transition matrix Π with Π(i, j) > 0 for all i, j ∈ χ (see Supplementary Materials).
In our notation, Π(i, j) is the one-step probability to go from state i to state j, i.e., Π(i, j) = Prob(A n+1 = j|A n = i). For the sake of clarity, we will restrict our discussion to symmetric transition matrices, with Π(i, j) = λ for i = j. We derive (see Supplementary Materials) exact results on both sample and population TL exponents for a broad class of multiplicative processes, including state-spaces with size higher than 2 and non-symmetric transition matrices.
By adopting large deviation theory techniques (21, 22) and finite sample size arguments (23),
we show (24) that for any choice of Π and χ, the sample mean and variance in a finite set of R independent realizations of the process obey TL asymptotically as t → ∞ with exponent b 2,
even if the population mean and variance of N (t) satisfy TL with exponent b = 2. Our analysis reveals two regimes (t log R and 1 t log R, respectively (25)) where the sample TL holds with different exponents. In the former regime, sample exponents inevitably tend to b 2 independently of model specifications. In the latter, sample exponents accurately approximate population ones, which can be computed analytically and may differ from b = 2. Fig. 1 shows that simulation results and theoretical predictions in the two regimes are in excellent agreement. Fig. 2 shows the temporal evolution of the sample TL exponent, which crosses over from the approximate value of the population exponent (Eq. S6) at small times to the asymptotic prediction b 2 at larger times (Eq. S10).
We derive a generalized TL that involves the scaling of the k-th moment vs the j-th moment of the distribution of N (t). Exact results (24) show that the generalized TL
holds asymptotically in t for any choice of j and k (including non-integer values), both for population and sample moments (the positivity of Π ensures that the same scaling relationship holds between the k-th and j-th cumulants, see Supplementary Materials). In accordance with the above results on the conventional TL (recovered in this framework with the choice j = 1, k = 2), two regimes exist: if 1 t log R, sample moments and cumulants accurately approximate population ones (and the value of b jk can be computed analytically); if t log R, the generalized TL exponent approximates b jk k/j ( Fig. S4C-D) .
In ecological contexts, the number of realizations R that determine the possible convergence of sample and population TL exponents could refer, for instance, to independent patches experiencing different realizations of the same climate (18) . In an established ecosystem, species have been present for several generations, and one might assume that the system is in the asymptotic regime t log R. Within this perspective, we tested the prediction that for large t sample exponents satisfy the relation b jk = k/j (including the conventional TL) on two datasets.
A first example is drawn from a long-term census of plots within the Black Rock Forest (BRF) (3) . It was shown that the Lewontin-Cohen model describes the population dynamics of trees in BRF and provides an interpretation of the TL exponent (3). Here, we computed, for each year t, the spatial sample moments N k (t) of tree abundance across plots and we found that the least-squares slopes b jk of log N k (t) versus log N j (t) (Table S1 ) are compatible with the asymptotic model prediction b jk = k/j (see Supplementary Materials).
A second example uses the data collected by P Den Boer (26) , who measured abundances of carabid beetles in various sites across the Netherlands within a 200-km 2 area for 8 consecutive years. The dataset was shown to support the conventional spatial TL (11). We computed the sample moments of carabid beetles abundance, N k (t) , across similar sites (either woodland or heath), for each species separately and year t. In the intra-specific analysis (Fig. 3) , linear regressions of log N k (t) vs log N j (t) for t = 1, . . . , Y (Y is the total number of years) gave the estimate of the sample exponent b jk for each species. Frequency histograms of empirical exponents b jk are shown in Fig. S5 (see an example in the lower inset of Fig. 3) . A one-sample t-test does not reject the null hypothesis that the sample mean of b jk does not differ significantly from the theoretically predicted mean k/j (see Fig. S5 ). In the inter-specific analysis (Fig.   4) , we calculated the least-squares slope b jk (for j = 1) of log N k versus log N across all species at a given year and site type (Tables S2, S3 ). The empirical exponents b jk for all years are compatible with the asymptotic model prediction b jk = k/j, as are the mean (across years and site type) exponents b jk (Table S4 ).
This empirical confirmation and the novel finding that other demographic models predict the generalized TL with b jk = k/j (see Supplementary Materials) indicate that these predictions are probably insensitive to the details of dynamics, just as the original TL is quite robust (5, 10, 27 ).
In conclusion, we have uncovered a general mechanism that yields TL with the widely observed sample exponent b 2. For a broad range of parameters within the class of multiplicative models, and other demographic processes, the generalized TL describes the scaling of moments and cumulants with the sample exponent b jk asymptotically equal to k/j. This phenomenon may be attributable to the finite size of both ecosystems and sampling efforts. TL may not reflect (or depend on) the underlying population dynamics. Our theoretical prediction is supported by two empirical examples and invites further testing. Notably, our study suggests that limited sampling efforts might hinder the observation of abrupt transitions in population exponents that were recently discovered for theoretical multiplicative growth processes. Because fluctuations in population abundances strongly affect ecological dynamics, in particular extinction risk, comparable real-world transitions may harm fish populations, forests and public health. Our calculation of the minimum number of samples required to observe such transitions may help to identify early signals of abrupt biotic change following smooth changes in the environment. 2 ] versus log E[N (t)]) crosses over from the approximate population exponent (Eq. S6, dashed upper horizontal line) at small times to b 2 (dotted lower horizontal line) at larger times. The number of replicates R = 10 n increases exponentially from 10 2 (blue dashed lines) to 10 6 (red solid lines), while the crossover time increases approximately linearly. Here, χ = {r, s} = {2, 1/4} and the transition probability in the symmetric Π is λ = 0.55. Panel (A) shows the theoretical prediction via Eq. S16. Panel (B) shows simulations results and the curves are averaged over 10 8 /R simulations (apart for the blue curve, which was averaged over 10 5 simulations). Mismatches between panel (A) and (B) are due to the necessity to have t and R not too large to keep simulations feasible, while Eqs. S5, S6 and S10 hold true asymptotically in t. Supplementary Materials 1 Methods
Theoretical Results
We start from the multiplicative growth model in a Markovian environment introduced in (18, 19) , which includes as a special case (in the absence of autocorrelation) the Lewontin-Cohen model (3, 28) . Let N (t) be the density of a population at time t and assume that the initial density is N 0 > 0. N (t) is assumed to undergo a multiplicative growth process such that:
Markov chain with state space χ = {r, s} (we label the state space χ = {1 ↔ r, 2 ↔ s} and, without loss of generality, assume r > s and N 0 = 1) and transition matrix Π, with Π(i, j) > 0 for all i, j ∈ χ. In our notation, Π(i, j) is the one-step probability to go from state i to state
For the sake of clarity we will restrict this initial investigation to symmetric transition matrices, with Π(i, j) = λ for i = j, but all results hold with minor changes also for non-symmetric matrices and in the case of a more general state space, as discussed in the subsequent paragraphs. The stationary distribution π of the chain is unique and in the symmetric case satisfies π(i) = 1/2, i ∈ χ, for all λ ∈ (0, 1). We assume that the chain starts at equilibrium.
We will show, under the broad assumptions just stated, that for any choice of Π and χ, the sample mean and variance in a finite set of R independent realizations of the process (in an ecological example, e.g., R sufficiently separated regions in space) obey TL asymptotically with exponent b 2, even when the population moments of the distribution of N (t) satisfy TL with exponent b = 2. To distinguish between the two exponents, we will refer to the exponent of TL calculated with the sample mean and variance as the sample exponent and to that calculated via the population mean and variance as the population exponent. Correspondingly, we will distinguish between the sample and the population TL.
We introduce the empirical mean L t (z) : χ → [0, 1] defined as:
where δ is the Kronecker's delta. The random measure L t (r) gives the fraction of times that r appears in a realization of the Markov chain up to time t. L t satisfies a Large Deviation Principle (LDP) (21) with rate function:
where
is the proportion of r in a realization of the Markov chain up to time t (correspondingly, the proportion of s is 1 − x) and u is a strictly positive vector in R 2 (i.e.,
with I Π (x min ) = 0 and is symmetric around x min (Lemma IV.10 of (21), Theorems 3.1.2, 3.1.6
of (29), Section 4.3 of (22)). The subscript Π is used to indicate that the rate function depends on the transition matrix. Additionally, Eq. S3 depends on u 1 and u 2 only through u ≡ u 2 /u 1 ; thus, by standard one-variable calculus, a long but explicit form of I Π (x) can be computed:
The rate function does not depend on the values of the multiplicative factors r and s. As in (19),
we consider the ratio between t −1 log Var[N (t)] and t −1 log E[N (t)], but here we exploit the LDP, adopting Varadhan's lemma (Theorem III.13, (21)), to perform such computation. First, since Π is positive and r = s, it holds true that:
See the Appendix in (19) for a proof. Then, for the population moments of the population density N (t), applying Varadhan's lemma, we have:
where G(x) = x log r + (1 − x) log s. The population TL exponent b (which depends on λ) can thus be computed as:
For certain values of r and s, b(λ) can show a discontinuity at a critical value of the transition probability λ (black line in Fig. 1 (A), see also Fig. S3 ). The existence of such discontinuity was discovered and discussed in (18) . An analysis of the critical transition probability is also available in section S.1.1.1. A generalized TL can be derived by adapting Eq. S6 to compute the scaling exponent for any pair of population moments as:
Discontinuities can also arise for these population exponents (section S.1. Eqs. S7, S8 hold true when one considers an infinite number of realizations of the multiplicative process, which ensures visiting the whole region x ∈ [0, 1]. We now estimate the sample exponent, b R , that is based on the sample mean and variance calculated over a finite set of R realizations of the multiplicative process. We present first a heuristic derivation of the sample exponent. A more rigorous calculation of b R is given in the subsequent paragraph. We define x + as the value in [0, 1] such that the probability of a larger frequency x of r in R runs of the Markov chain up to time t is 1/R (23):
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With this definition, x + can be interpreted (23) as the typical maximum frequency of r in R realizations of the chain. Analogously, we define x − as the value such that smaller values of the frequency of r are observed with probability 1/R, namely P(L t (r) ∈ [0, x − )) = 1/R. For large t, one can adopt Varadhan's lemma (or Laplace's method of integration) to obtain, as a function of t, the approximate number of replicas R needed to explore rare events (i.e., to
Inversion of this formula (by taking the logarithm on both sides and expanding I Π in Taylor
. Consequently, the sample TL exponent in an ensemble of R realizations of the process can be approximated as:
where the dependence on t is through x + and x − . The zero of the rate function, x min = 1/2, corresponds to the most probable value of the product in Eq. S1. Because x ± 1 2
for fixed R the suprema in Eq. S11 are computed over an increasingly narrower set around x min (with I Π (x min ) = 0) as t increases (Fig. S1 ). Thus, for any finite number of realizations R, the sample exponent will approximate lim t→∞ b R (λ, t) 2 after a time t * that increases only logarithmically with R (Eq. S10 and Fig. 2 ), for any choice of λ, r and s. For example, with λ = 0.5, when t = 100, in order to access to the extreme event x + = 0.9 (and x − = 0.1) one needs about R 10 16 replicates of the process. Fig. 1 illustrates typical behaviors of sample and population exponents as a function of the transition probability λ for the 2-state multiplicative model with symmetric transition matrix. The black and red lines portray respectively the predicted asymptotic population and sample exponent (Eqs. S7 and S11), computed for different values of χ = {r, s} in the two panels. Dots and squares illustrate the sample exponents b R calculated via simulations in the regimes t log R and t log R, respectively. Simulations results in the two regimes (dots and squares) and theoretical predictions (solid and dashed lines) show excellent agreement. Analogous considerations hold for the asymptotic sample exponent describing the scaling of the sample moments
, which can be approximated as:
which is the analogue of Eq. S11 for any pair of sample moments.
The above calculations identify the logarithmic dependence of x + on the number of realizations R, but rely on a number of approximations: the definition of x + (which, in a given realization, is a random variable), the computation of Laplace integrals (Eq. S9) and the expansion of the rate function around x min (Eq. S10). Such calculations can be made more rigorous if we consider the independent identically distributed random variables
is the frequency of occurrence of the first state up to time t in the i-th realization of the Markov chain (i = 1, . . . , R). We now define x + = max{X 1 (t), . . . , X R (t)} and observe that:
For fixed R (or, more generally, log R = o(t)) and x > 1/2, taking the limit (lim t→∞ ) in Eq. S13 and knowing that L t (r) satisfies a LDP, one has:
Because 0 < I Π (x) ≤ ∞, Eq. S14 implies that lim t→∞ P(x + > x) = 0 for any x > 1/2. An analogous calculation for
for any x < 1/2. In this context, we can approximate the sample exponent at time t with an analogue of Eq. S11:
In the narrow interval [x − , x + ] centered around x min , I Π (x) 0 and as a consequence b R (λ, t) 2 (Fig. S1 ). More precisely, |b R (λ, t) − 2| goes to 0 in probability as t tends to infinity. In fact, for every > 0, we have:
where η( ) is a function that goes to zero for → 0. Because of Eqs. S13 and S14, it follows that:
Analogous considerations hold for the generalized TL describing the scaling of any pair of moments.
Eqs. S11 and S23 give the estimated sample exponent of TL asymptotically, ignoring the constant term in the scaling of the variance V versus the mean M as log V = b log M + log a.
For small t, log a can be of the same order of magnitude of log V . Fig. 2 shows the crossover of the sample exponent (for fixed R, λ, r and s) from the population exponent b = b(λ) as in Eq. S7 (observed when t log R) to b 2 (when t log R), where the sample exponent is calculated as the slope of the curve log E[N (t) 2 ] versus log E[N (t)] at time t (thus not neglecting the constant term log a). The sample moments are computed as:
(cf. Eq. S6) in panel (A) and as the sample moments in simulations in panel (B).
We now look at some generalizations of the stochastic multiplicative process considered above. The sample exponent in a finite set of R independent realizations of the process is b 2 also for non-symmetric transition matrices Π. In the asymmetric case, the transition matrix is:
with 0 < λ, µ < 1. The rate function I Π (x) is convex, attains its minimum at x min = π(1) = µ/(λ+µ), where π = (π(1), π(2) = λ/(λ+µ)) is the invariant measure for Π and I Π (x min ) = 0.
Only the value of the rate function at x min and not the value of x min is relevant for our argument.
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Due to asymmetries of I Π , 'left' (i.e., x < x − ) rare events could be easier to see than 'right' (i.e,
x > x + ) rare events or vice versa. In all cases, an exponentially large in t number of replicates is needed to sample the tails with the correct weights. In this context, Eqs. S7, S8 and Eqs. S11, S12 are still valid and give, respectively, the asymptotic population and sample exponents.
The previous considerations can also be extended to multiplicative processes N (t) in more general Markovian environments with w states and state space χ = {r 1 , . . . , r w }, where all r i are strictly positive and at least two r i are different. We label the state space χ = {1 ↔ r 1 , . . . , w ↔ r w }. Let the transition matrix Π be two-fold irreducible (i.e., Π irreducible and Π Π irreducible, where Π is the transpose of Π). The rate function in Eq. S3 reads (Theorem IV.7 and Section IV.3 of (21), or Theorem 3.1.6 of (29)):
where u is a strictly positive vector in R w . Here, w v=1 µ v = 1, and µ v represents the proportion of v after t steps (for large t). The rate function is convex and I Π (µ min ) = 0, with µ min the most probable state for large t (Theorems 3.1.2, 3.1.6 of (29), Section 4.3 of (22)). Eq. S7, with x in the standard w − 1 simplex in R w and G(x) = w i=1 x i log r i , gives the population scaling exponent of E[N (t) 2 ] with E[N (t)]. The two-fold irreducibility of Π plus the condition that r i = r j for some i = j is the sharpest sufficient assumption that is presently known (19) to guarantee that the limiting growth rate of the second moment equals the limiting growth rate of the variance; thus, Eq. S7, with x in the standard w − 1 simplex in R w and G(x) = are sufficient to compute the scaling exponents via Eqs. S7, S8, modified as stated above. This is true because the ergodicity of Π ensures that the empirical measure L t satisfies a LDP (Theorems 3.1.2 and 3.1.6 of (29)). Therefore, one can apply Varadhan's lemma (Theorem III.13, (21)) to compute the limiting growth rate of the moments of N (t) via Eq. S6, with
x in the standard w − 1 simplex in R w and G(x) = w i=1 x i log r i . The computation of the sample exponents b R and b jk is similar to that in the 2-state case and the sample exponents approximate b R = 2 and b jk = k/j asymptotically in time; the proof is as follows. We consider the independent identically distributed random variables
) and the superscript i indicates the i-th independent realization of the chain (i = 1, . . . , R). We now define y + = max{Y 1 (t), . . . , Y R (t)} and observe that, for every > 0:
For fixed R and , taking the limit (lim t→∞ ) in Eq. S21 and knowing that L 1 t satisfies a LDP (in particular, lim t→∞ P(Y 1 (t) > ) = 0), one has:
In this context, we can approximate the sample exponent with:
In the narrow region |µ − µ min | < y + centered around µ min , I Π (µ) 0 and as a consequence
More precisely, |b R (λ, t) − 2| goes to 0 in probability as t tends to infinity. In fact, for every δ > 0, we have:
where η(δ) is a function that goes to zero for δ → 0. Because of Eq. S22, it follows that:
Analogous considerations hold for the generalized TL describing the scaling of any pair of moments. A standard saddle-point calculation suggests that the limiting growth rate of the variance is equal to the limiting growth rate of the second moment also for ergodic transition matrices, apart from peculiar cases (see (19) for a discussion of a counterexample). The same argument suggests that the limiting growth rate of the k-th cumulant equals that of the k-th moment
The suggested equivalence between the scaling exponents of cumulants and moments for ergodic Π would allow extending the result on the sample TL (b = 2) and generalized TL (b = k/j) to the scaling of cumulants in m-step Markov chains, whose transition matrix is ergodic but not two-fold irreducible. However, pathological counterexamples may exist.
Analysis of the discontinuity in λ as a function of r and s
A discontinuity in the population TL exponent b (Fig. 1 , Eq. S7) is present when the limiting growth rate of the mean abundance is zero, i.e., lim t→∞ S1 ); in particular, the second derivative can be easily calculated from Eq. S4 and shown to increase for larger λ. A discontinuity may eventually appear for the value λ = λ c such that the curve I Π (x) and the line G(x) (blue line in Fig. S1 ) are tangent. In other words,
with constraints r, s > 0 and 0 < λ c < 1. 
Compatibility of Eq. S7 here and Eq. 8 in reference (19)
We show here that Eq. S7 coincides with Eq. 8 in reference (19) , under the assumption (stronger than in (19) ) that the transition matrix Π is positive and r = s. The rate function Eq. S3 can be written as (Section 4.3 of (22) or Theorem 3.1.7 of (29)) I Π (x) = sup q {qx − log ζ(Π q )}, where Π q is the matrix with elements Π q (i, j) = Π(i, j) exp(qδ j,1 ), and ζ(·) indicates the spectral radius (i.e., the Perron-Frobenius eigenvalue). ζ(Π q ) is unique and analytic in q; thus, ξ(q) ≡ log ζ(Π q ) is differentiable and the rate function can be expressed as
where q(x) is the unique solution of ξ (q) = x. Eq. S6 for the kth moment of N (t) then reads
The argument of the supremum is maximum at x * such that k log(r/s) − q(x * ) = 0, that is, x * = ξ (k log(r/s)).
Thus, evaluating the supremum one has lim t→∞ (19) are expressed in terms of the column-stochastic matrix Π that corresponds to the row-stochastic matrix Π; because ζ(diag(r, s)
the equations coincide). The compatibility of Eq. S7 here with Eq. 8 in (19) follows directly.
Software and numerical analysis
All analyses performed in this study were done with the software Wolfram Mathematica, version 9.0. Simulation of the multiplicative process in Eq. S1 in software with finite precision is subject to numerical underflow and overflow. This may result in errors in the estimation of exponentially growing or declining abundances after very few steps, if simulations are not performed carefully. For example, MathWorks Matlab cannot represent the numbers 4 1000 and
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(1/4) 1000 , which are evaluated respectively as +∞ and 0. Additionally, finite-precision software might misrepresent the sum of very large and very small numbers. By using rationals and integers, Wolfram Mathematica allows infinite precision calculations and thus simulates correctly the multiplicative process in Eq. S1 and computes exactly the moments at every time t.
Therefore, all numerical calculations in this study are free of underflow and overflow issues.
Generalized TL for tree abundance in the Black Rock Forest (USA)
We tested the predictions of the multiplicative growth model by using a dataset of tree abun- Following (3), we tested whether the moments of the spatial density ratio N (t)/N 0 in the five most recent censuses satisfied TL and the generalized TL with b jk = k/j. Table S1 reports The intra-specific form of TL and the generalized scaling relationship between higher moments (Eq. 2) were tested using abundance data from 26 species of carabid beetles. We have limited the analysis of the intra-specific TL to the set of species that were present in all sites in each given year. We have followed the researchers who collected the carabid beetles abundance data (26) in excluding species with year-samples with zero individuals in at least one of the sites from the statistical analysis. In fact, the authors of (26) declared that they were unable to differentiate sites where a species was not present from sites where the density of such species was so low that no catches were realized. For each species, we selected data from a minimum of 3 to a maximum of 6 sites (all either woodland or heath, see (26)) and from a minimum of 4 to a maximum of 6 consecutive years. The precise number of sites and years varied for each species, depending on the number of sites and years in which at least one individual of such species was found in each site. The moments of species abundance were calculated separately for each species and for each available year. Linear regressions of log N k (t) vs log N j (t)
for y = 1, 2, . . . , Y (where Y is the total number of available years for the selected species and N k (t) is the k-th spatial sample moment in year t) gave the estimate of the sample exponent b jk for the selected species (Fig. 3) . Frequency histograms of empirical exponents b jk are shown in Fig. S5 (see also the box-whisker plots in the upper insets of Fig. 3) ; for every integer choice of j and k (here, up to k = 4), the histogram is centered in k/j, as the asymptotic model predicted. A one-sample t-test does not reject the null hypothesis that the sample mean of the values of b jk does not differ significantly from the theoretically predicted mean k/j (Fig. S5 ).
Inter-specific TL data analysis
The inter-specific form of TL and the generalized scaling relationship for statistical moments (Eq. 2) were investigated following previous studies on conventional TL (30) . Spatial sample (Table S4 ).
Test of the multiplicative growth model assumptions
The Black Rock Forest dataset (3) is known to conform to the hypotheses of the LewontinCohen model (28), which is a particular case of the multiplicative growth model considered in the main text. A detailed account of the hypothesis testing can be found in (3).
In this section, we test the multiplicative growth model hypothesis on the carabid beetles dataset. The carabid beetles dataset consists of abundance data of carabid beetles ranging from a minimum of 3 to a maximum of 6 sites and from a minimum of 4 to a maximum of 6 consecutive years, depending on the species. We computed the multiplicative factors
separately for each species, site p and pair of consecutive years.
Here we test some of the assumptions of the multiplicative growth model, namely the independence and identical distribution of multiplicative factors over sites and over time. Each test was performed separately for each species. The tests employed rely on assumptions, such as normality of data, which were tested prior to performing the hypothesis testing. We excluded from such tests the species for which the test assumptions were not met. Tables S5 and S6 2 Supplementary text
Comparison with other demographic models
The multiplicative growth model is one of numerous demographic models that predict TL. The exponent b = 2 for the scaling of the variance versus the mean is typical of deterministic dynamics. For example, an exponential model of clonal growth (17) , where clones grow exponentially with different growth rates (variability enters here only through the different growth rates and initial densities), and the above symmetric model for λ = 0 or λ = 1 both predict TL with exponent 2. Although found in deterministic models, the exponent b = 2 is also observed in stochastic models such as the continuous-time birth-death process and the Galton-Watson branching process (19) . Such models yield population exponents b = 2 and b = 1 respectively for asymptotically growing and decaying populations (19) .
The theoretical investigation of multiplicative population processes showed that the generalized TL sample exponents b jk satisfy b jk k/j asymptotically for large t for a broad ensemble of transition matrices Π and sets of positive multiplicative factors. Additionally, our largedeviation approach and our small-sample argument suggest that the entropic term in Eq. S11
dominates over the other terms that contain the specifications of the demographic process. Thus the result might be more general than the class of multiplicative population growth models.
We show here that b jk = k/j holds for the population exponents of other population growth processes, such as the birth-death process in the case of expanding populations.
The moments of the birth-death process with constant birth rate λ and constant death rate µ can be computed via the associated moment generating function M , which is equal to (31):
where v(θ, t) = (e θ −1)e (λ−µ)t λe θ −µ and N 0 is the initial population size. The k-th moment of population size can be computed as
Here, we assume N 0 = 1 (but the result holds for any N 0 ) and an expanding population, i.e., λ − µ > 0. Because v(0, t) = 0,
(−e h λ+µ) 2 ∝ e (λ−µ)t and
(λ−µ)t , the leading term in the partial derivatives of M (θ, t) with respect to θ, evaluated in θ = 0, can be written as:
where the little-o notation indicates that the remaining terms are negligible in the limit t → ∞.
Derivation of the equation for
∂θ k (θ, t) (first line of Eq. S28) shows that the leading term
which coincides with
replacing k by k + 1 in Eq. S28. Eq. S28 can be obtained by considering that, because by one unit. For subsequent derivatives, the quotient rule is applied to the leading term. All other terms in
and are thus negligible in the limit t → ∞. From Eq. S28 it follows that lim t→∞
; thus, the generalized TL holds
The asymptotic behavior of exponents, i.e., lim t→∞ 
2.1.1 Moments of population density in the continuous approximation of the birth-death process and the Galton-Watson branching process
The forward Kolmogorov equation for the continuous approximation of the birth-death process reads (32) (33) (34) :
where p(x, t) is the probability density function for the population density x at time t (here,
x ∈ R is the population density and should not be confused with the frequency of multiplicative factors used in the rest of the paper). Eq. S31 is the continuous approximation of a birth-death process with birth rate λ and death rate µ such that α = λ − µ and β = λ + µ. Eq. S31
also arises as the continuous approximation of the Galton-Watson branching process for large populations (32) (33) (34) . The solution of Eq. S31 with initial condition x(0) = x 0 is known (31) and is equal to:
p(x, t) = 2α β(e αt − 1)
where I 1 is the modified Bessel function of the first kind. Differentiation with respect to γ of the identity ∞ 0 dxI 1 (x)e −γx 2 = e 1/(4γ) − 1 gives the following equation:
which allows calculating the moments of Eq. S32 with A = 4α(x 0 e αt ) 1 2 β(e αt −1)
, B = . For an expanding population, α > 0; thus asymptotically for large t:
Therefore, γ = − B A 2 tends to a constant and one has: Figure S1 : Plot of I Π (x) (black curve), G(x) (dotted blue line) and 2G(x) (dashed red line). Marked in gray are the regions [x − , x + ] at times t = 10, 100 and 1000 (from light to dark gray) for fixed R = 100. These gray regions are the intervals over which the supremum in Eq. S11 is computed. In this example, r = 2, s = 1/4, λ = 0.55. The quantities x + and x − are computed by solving numerically Eq. S10. (26)) across similar sites (woodland or heath). The dashed black line shows the value of the exponent b jk = k/j as the asymptotic model predicted. The binning of data points is determined by using Scott's rule (35) . Shown in each panel are the number of observations n of b jk , the test statistic for the t-test of the null hypothesis that the sample mean of the values of b jk did not differ significantly from the theoretically predicted mean k/j and the corresponding p-value. Table S1 : Sample exponents for the generalized TL in the Black Rock Forest dataset, data from (3).
Supplementary tables
(j,k) k/j b jk ±SE R Table S2 : Sample exponents for the inter-specific generalized TL on carabid beetles abundances in woodland sites, data from (26) . The column k/j gives the asymptotic model prediction for the exponent b jk . The estimates b jk (mean±SE) are the least-squares slopes of log N k vs log N . R 2 is the squared correlation coefficient. Nonlinearity was checked with least-squares quadratic regression on log-log coordinates. The coefficient of the second power term did not differ significantly from 0 in any of the regressions; hence, the null hypothesis of linearity was not rejected. 
