The development of social media has changed the way that travelers visit sightseeing spots. The social Internet of Things (IoT) allows products to automatically generate posts, share content and location information, and help build an online community of users based on their company's products, so that marketing personnel can also get useful feedback and understand the user's opinions. In tourism and hospitality industry, to enhance the revisit intention of passengers is an important issue for the purpose of increasing margin. In recent years, related researches had focused on the customers' revisit behaviors and factors. However, few studies have investigated the related issues that travelers do not want to visit again. Failure to revisit may bring a great damage to the company's revenue in the future. To avoid this situation, a text mining based approach will be proposed to identify non-revisit factors from online textual reviews in social media. Because it is impossible to determine whether a passenger has intention to revisit, this study proposed a text mining based approach which uses sentiment of text reviews to identify the passenger's motivations (negative for revisit and non-negative for revisit). Then, feature selection methods, decision tree (DT), Least Absolute Shrinkage and Selection Operator (LASSO), and Support Vector Machines Recursive Feature Elimination (SVM-RFE) will be utilized to discover the important factors of non-revisit factor set. Back-propagation Neural Networks (BPN) and Support Vector Machines (SVM) will be employed to evaluate the effectiveness of selected feature sets. Finally, experimental results could be provided to travel service providers to improve service quality and effectively avoid non-revisit behaviors in the future.
I. INTRODUCTION
With the development of social media, the number of tourists has grown rapidly. The social Internet of Things (IoT) allows products/devices to automatically generate posts, share content and location information, and help build an online community of users based on their company's products [126] , [127] , so that marketing personnel can also get useful feedback and understand the user's opinions. In 2016, the scale of global tourism industry income has accounted for 10% of global GDP [1] . According to the 2017 report of the World Tourism Organization, the number of international tourists has reached to 1.235 billion in 2016. The tourism revenue has remarkably increased from 49.5 billion U.S. dollars in 2000 to 1,220 billion U.S. dollars in 2016. It is also predicted that the number of international tourists The associate editor coordinating the review of this manuscript and approving it for publication was Patrick Hung. will reach 1.8 billion in 2030, and its economic growth rate averages 2.2% per year [2] . Consequently, tourism has made a significant contribution to the growth of the international economy and has become one of the important industries. Moreover, the Statista [3] company reported that the tourism economic contribution in 2016 has reached 7.6 trillion US dollars, of which accommodation, transportation, entertainment, attractions, services, restaurants, retail transactions are the main source of revenue [4] . The growth of tourism market and the development of low-cost operations have made the competition more intense.
In recent years, travel platform websites that have emerged around the world, such as Booking.com, TripAdvisor, Trivago, and Hotels.com, provide B2C (Business to Consumer) marketing channels and social community functions for tourists, hotels, travel agencies, restaurants, and other related businesses. These websites can give kinds of services, such as information sharing, reservations, travel guides, price comparisons, etc. Raguseo et al. [5] shown that travel websites greatly influence tourism. Most reviews represent consumer decisions. These reviews are also main source of valuable information to consumers. In addition, due to the popularity of mobile devices and the evolution of application services, travelers can connect to the Internet anytime and anywhere. These habits have also changed tourism ecology [6] . Travelers use mobile services to plan travel and record footprint, and share experiences in social media [7] .
The visitors who have already visited are different from the first-visit visitors. They have familiarity with and understanding of the places where they visited. They are more willing to pay for souvenir, native products and services in the expected travel process [8] , [9] . They are also more willing to support the development of local tourism [10] . These travelers are willing to provide richer consumer experiences to share with others when their expectations are satisfied during the travel process [11] . Sharing a message is a source of decision making and future motivation for each reviewer [12] , [13] . They may have different emotions including happiness, surprise, trust, joy, anger, disgust, sadness, fear and others when sharing comments [14] . Under different emotions they will write different comments for travel processes. For example, they will interact with friends on social media in order to increase personal well-being, to describe moments of travel in a pleasant mood story, and to promote the possibility of other people visiting their destinations [15] . When the process of tourism is frightening, they may stop other people from accessing or even sharing the travel experience [14] .
Passengers' revisit intention has been recognized as one of the important factors for the survival and development of the tourism industry [16] . Revisit intention contains the future behaviors of passengers, including decision-making, destination selection, and post-trip assessment [17] , and it is also one of the main factors that enhance the growth of tourism marketing operations [18] . The analysis of users' influence on the behavior of others in social media is increasingly important [19] . Ye et al. [20] showed that searching for travel related information is one of the most popular online activities. Passengers may influence the decision of future travel goals when reading the contents of the consumer reviews. The first-visit travelers will refer to these reviews to assess whether the tourist attractions are worth visiting, and the visitors who intend to revisit will seek suitable travel listings from the comments [21] . From a consumer's point of view, they trust travelers rather than official tourist messages [22] .
Some studies have shown that if customers have behaviors that they will not visit in the future, they may lead to sharing negative experiences and may even defame service providers such as hotels and restaurants [23] . These behaviors will strongly affect future marketing of enterprises. Consequently, determining why the customer is no longer visiting can improve the corresponding services. Companies can also implement remedial actions based on this and transform a dissatisfied, complaining, or angry customer to a loyal customer [24] .
Retaining customers and encouraging them to revisit is key to increase revenue. Most importantly, the cost of retaining old customers is only one-fifth of the cost of searching for new customers [25] . On the other hand, the company can improve all aspects of internal services, in addition to avoiding new passengers may produce a bad first impression, it may also reduce the motivation for customers to publish negative reviews online.
In the past years, many scholars have discussed issues of revisit intention. For examples, Som et al. [16] believed that relaxing, promoting relationships, improving social interactions, and improving reputation are factors of revisit intentions. Kim et al. [26] found that the overall quality of life is a factor that influences revisiting of older people. Hsu et al. [27] indicated that the perception of service by low-cost operation will strongly influence passenger revisits. Loi et al. [28] thought the quality of the tourism shuttle affects the revisit intentions due to destination image and destination satisfaction, and there are lots of studies that explored the relationship between trust, satisfaction, loyalty, and revisit intentions [29] - [31] . However, from available literature, relatively few studies have been conducted to discuss issues that passengers do not visit (non-revisit intention) anymore. Therefore, this study will study non-revisit intention, which means travelers will no longer re-visit.
In addition, online reviews have the characteristics of communication and global influence [32] , and text reviews reflect the aggressive evaluation of customer satisfaction or dissatisfaction. Other consumers' decision-making behaviors are influenced by these text reviews [33] . Textual comments in social media can be considered one of source of voice of customers. However, the questionnaire survey cannot be immediately responded to by customers, and needs to consider costs of manpower and time, and there may be disadvantages such as misunderstanding of question items and sampling bias. Compared to traditional questionnaire surveys, the text in the commentary is more active in showing consumers' future intention [34] . Moreover, the emotions expressed in the comments have different influences and their importance has been recognized in previous studies [35] . In order to explain these emotions, scholars have conducted research through sentiment analysis in text mining [36] - [38] . Therefore, the study will use passenger reviews instead of questionnaires to conduct research.
To sum up, this study proposed a text mining based approach to identify non-revisit factors from online textual reviews in social media. We firstly define potential factors of revisit intention. This study will use related literature about tourism service, including restaurants, restaurants, and destinations, to identify potential factors of revisit intention. Secondly, a famous website, TripAdvisor, will be employed as our experimental case for collecting data. Because it is impossible to determine whether a passenger has intention to revisit, this study uses sentiment of text reviews to identify the passenger's motivations (negative for revisit and non-negative for revisit). Then, feature selection methods, decision tree (DT), Least Absolute Shrinkage and Selection Operator (LASSO), and Support Vector Machines Recursive Feature Elimination (SVM-RFE) will be utilized to discover the important non-revisit factors. Finally, through the analysis of the results, some suggestions will be provided for tourism industry to enhance their service quality, improve passengers' experiences after playing, and improve internal service management. Based on discovered results, tourism industry can enhance the passengers' revisit intention.
II. RELATED WORKS A. REVISIT INTENTIONS
Kozak [39] thought revisit intention is the intention of the consumers to travel to a destination or other tourist attraction again. When the consumer is satisfied with the experience of the tour, or even exceeds his expectation, they will come back again or recommend it to others [40] . Engel et al. [41] pointed out that revisit intentions are mainly the understanding of tourism, the emotions generated by tourism, and the future behavior of tourism. To develop the revisit intentions of consumers, it is necessary to grasp the promotion at the first visit, including the overall experience regarding price, facilities, product core value, employee interaction, etc. Existing researches show that there has been a positive relationship between past travel experiences and future travel [42] .
Phillips et al. [43] stated that to create revisit motivations is the first and crucial step for the growth of tourism. Researchers found that the trust, satisfaction, and loyalty of consumers are the main antecedents which influence revisit intentions [40] , [44] . In addition, lots of researchers paid much attention on this issue. Related studies were conducted in different directions, as shown in Table 1 . For examples, Artigas et al. [45] suggested that in order to create relationships with tourists, it is necessary to grasp the tourist's perception of the destination and make them feel affectionate to the local area. Taher et al. [46] indicated that travelers' satisfaction with the overall experience is the antecedents of driving visitors to revisit. The antecedents include landscape features, accessibility, organization and perceived risks. And attractive local features will strongly affect the overall satisfaction of tourists. Kim et al. [29] investigated if the provided meals are good for health, it will affect passengers' willingness to revisit in the future. Zhang et al. [47] stated that factors including enjoyment, refreshment, knowledge provision, participation, novelty and others will make them willing to revisit. Cantallops and Salvi [44] proposed to understand consumers' motivation for writing reviews and the effects of electronic word of mouth. Che et al. [18] indicated that the hospitality industry needs to master the personalized characteristics of products to satisfy customers and stimulate their willingness to revisit. Liu and Lee [48] thought that companies should give appropriate prices to customers to enhance electronic word-of-mouth marketing strategy. Stylos et al. [49] considered that customers should be given a good destination image, which will encourage tourists to recommend or revisit in the future.
According to literature review from available published works, the used survey or data collection methods for revisit intention are almost conducted in the form of questionnaires. For questionnaire survey, data collection probably consumes a lot of costs and time. In addition, the questions items might have potential problems which may be unable to be fully understood by respondents when filling in the questionnaires. Therefore, this study will attempt to use online textual reviews as research data and utilize text mining approach for further analysis.
Moreover, regarding potential factors of revisit intentions, we also surveyed some works. For instances, Knutson et al. [50] proposed four dimensions that affect the action experience in 2009. They are environment, accessibility, benefit, and incentive. Ren et al. [51] also presented three dimensions of sensory experience, staff performance, tangible-sensorial experience, and aesthetic perception. They believe these experience processes could motivate passengers' future visits. Tan [52] stated that there are three psychological factors for travelers to reduce their willingness to revisit, which include (1) internal constraints: inner fear in the travel experience; (2) interpersonal constraints: from friends and family members, and others' social interactions; (3) structural constraints: the impact of the external environment.
Because there is no single one work can provide all factors of revisit intentions, this study attempts to find out the potential factors in the related works about hotels, restaurants, and destinations. Table 2 provides a summary of these literatures. From available works, there are some potential factors mentioned in related works. For examples, Han and Kim [53] found that location accessibility is a major factor affecting tourists' visits to green restaurants, where distance and ride difficulty are the main factors. Han and Hyun [54] investigated luxury hotels. They found that location accessibility, amenity, and food as intermediary variables. And these factors will increase the satisfaction of the travelers in their travels, and when the customers use hotel provided facilities will increase their impressions. Peng et al. [55] believed that it is particularly important for hotel management to enhance the customer experience through employee services and room facilities. Good service quality will impress customers and enhance the possibility of future customer visits. Gu and Ryan [56] thought that the price, cleanliness, and comfort will affect the customer's overall satisfaction. And they also are core services to improve hotel performance.
Besides, Mattila [57] considered that location accessibility greatly influences customer loyalty, which is one of the important factors for their willingness to revisit. Um et al. [58] also stated that the number of revisits at the location is an important indicator for the revisiting of a passenger. The quality of food/drink is also a reason for visitors to visit. Ryu and Han [59] conducted a survey between customer satisfaction responses and behavioral intent. The results showed that the price is a factor that influences the customer's travel satisfaction, and also will be used as the determinant of revisit. Bigne et al. [60] stated that the recommendation of tourism image is a reference for intentional revisit, and Hui et al. [61] also indicated that when passengers have recommendation behaviors, they intend to revisit. Garbarino and Johnson [62] suggested that establishing trust with customers will increase the possibility of revisiting. Kabadayıand Alan [35] found that taking into account the emotions of passengers, their emotional state directly affects the intention of revisit.
B. ONLINE TRAVEL REVIEWS
Amin et al. [126] defined social Internet of Things (IoT) which can be viewed as devices can create connections with each other to independently. They also indicated the importance of providing reliable data analyses by using trust and friendliness based properties. Therefore, Amin et al. [127] aims to solve link selection problems in social IoT. Moreover, in the work of Amin et al. [126] , they aimed to explain social IoT, including the basic concept of trust, the properties of trust, and so on. Based on a survey over past studies, they also classified friendliness and trust of social IoT. Since social IoT allows products to automatically generate posts, share content and location information, and help build an online community, we need to discuss the influence of social media.
Due to the booming social media, its influence on the tourism industry is continuously increasing [63] . Consumers often take pictures on the trip and upload them to social media sites for comments. Their behaviors indirectly influence others' awareness of and access to tourist attractions [6] . Online reviews as a traveler to share their travel experiences, especially products and services that recommend or complain about travel [64] to other consumers. These comments reflect the true feelings of consumers, and also refer to the satisfaction of customers, and have important implications for online marketing [65] . Although the online rating system provides consumers with intuitive feedback on products and services, such as star rating, sharing, etc., in contrast, the content of reviews has more valuable information than star rating or sharing [66] , [67] . When consumers write negative reviews, they implicitly refuse to visit their destination again [68] . Vásquez [69] pointed out that negative reviews include some of the consumer's speech behaviors toward the industry. Negative reviews include positive discussions, expectations, suggestions, content for improvements, and warnings.
Since travelers often read other travelers' comments, they are more likely to view other visitors' comments as a source of providing more reliable and relevant information, and these are more likely to be highly influenced by these comments [70] . Consumers' positive comments motivate other consumers to increase their purchases or increase their willingness to visit [71] , and they have always been actively pursued by manufacturers. The main reason is the communication of electronic word-of-mouth (Electronic Word-of-Mouth, e-WON) will affect other consumers' decisions [72] , and finally influence market competition trends [73] . In recent years, scholars have presented different opinions on online reviews. Cenni and Goethals [68] stated that although positive reviews influence other consumer decisions, negative reviews have more reference value for improving products and services. When the comments contain negative sentiment, they will have a negative impact on the revisits of other travelers after reading, and may eventually lead them to no longer visit. Sánchez-García and Currás-Pérez [74] stated that dissatisfied consumption experience leads to negative e-WOM, and that regrettable consumers are more likely to spread negative e-WOMs, thereby greatly reducing the likelihood that other consumers will be willing to make a first visit or revisit to the destinations.
The TripAdvisor website provides a feedback mechanism after the consumption experience, and the website does not influence the user to book the hotel by manipulating the comments. Recently, it has also been a research target for many scholars on tourism related issues [75] , [76] , [77] , [78] . To sum up, the study will use the consumer reviews of the TripAdvisor website as research data and then confirm the relationship between these comments and revisits. The impact of sentiment on revisiting will be further analyzed for discovering the potential relationship of non-revisit.
C. TEXT MINING
Sullivan [79] defined text mining as a process of editing, organizing, and analyzing a large number of documents to provide specific user-specific information and to find certain features related to documents. Different from traditional data mining methods, the main task of text mining is to convert texts into numerical data through language analysis and natural language processing. The main purpose of text mining is to identify the important information of a document, to discover potentially useful information from the features in the document, and to further analyze the information. Due to the rapid development of social media and the explosion of internet traffic, these unstructured or semi-structured texts need to be processed through text mining techniques to explore the underlying structure and rules [80] .
In recent years, tourism-related researches have also used text mining for data analysis. For examples, Godnov and Redek [81] conducted a sentiment analysis for reviews of 87 hotels in Croatia, to confirm consumer appeals. Wong and Qi [82] implemented an analysis on comments of the TripAdvisor's travelers from 2005 to 2013 to investigate the evolution of Macau hotels over the years. Kim et al. [34] classified the comments for discovering the visitors' views on the destination services. Hu et al. [83] clustered hotel reviews to find out more comprehensive information for hotels to improve internal management. In addition, Schuckert et al. [84] explained that since traditional questionnaires have experimental effects and online reviews have more objective, large-scale, and sample-free biases features, the information provided by written materials has more information than the questionnaires. So, text mining approaches will be employed as data analysis tools for collected textual comments.
1) WORD SEGMENTATION
In most natural language processing, words are the basic unit of processing in texts. Word segmentation is the process of making texts in a sequence of N-grams (N consecutive words). These segmented consecutive words can be used for text indexing (keyword search) or feature classification [85] . The common N-gram units are uni-gram (one word) and bi-gram (two consecutive words). When N is larger, the more accurate the model is, the more complicated it is to calculate.
Word segmentation has also been adopted in various fields, such as sentiment classification of online restaurant reviews [86] , comparison of online consumer reviews between Chinese and English [87] , extracting emotional characteristics by using intelligent text processing and computer linguistics from multilingual texts [88] , and utilizing feature selection methods to optimize the system for network intrusion detection [89] . Consequently, this study will use the word segmentation as the basis for processing textual comments. We'll segment irregular, complex comments, and extract these segmented words.
2) SENTIMENT ANALYSIS Sentiment analysis aims to judge or assess people's emotional state, attitude and opinion [90] . In the process of extracting valuable information from public tweeting, natural language is used to process specific topics or comments [91] . The process of calculating, identifying and classifying the opinions expressed in the text is used to determine the author's attitude toward products is positive, negative or neutral [92] . And sentiment analysis is mainly used to understand the user's intention and purpose, and then infer future behavior [19] .
From available literature, Ferreira et al. [93] assessed sentence similarity through lexical, syntactic and sentiment analysis. Gaspar et al. [94] analyzed the emotional classification of social media users to external potential stress events. Sentiment classification merely judges the sentiment of a review is positive or negative. There are two common sentiment classification methods, including semantic orientation and machine learning. And they are also usually used hybrid analysis methods in recent years [36] , [37] . Therefore, this study will use these two methods of analysis to conduct experiments.
Semantic orientation focuses on determining the polarity of text, sentences, or features (positive or negative) and measuring the degree of polarity in the text [95] . In other words, its main purpose is to compile or customize words as positive or negative thesaurus, and calculate the vocabulary relationship score based on the text's positive and negative, and finally judge its semantic orientation by its score [96] . At present, there are also related works that used semantic orientation to classify sentences and sentiments. For examples, Dun and Guo [97] classify text based on the multiple definitions of HowNet lexicon, and proposed a new method of semantic orientation measurement. Garcia-Moya et al. [98] retrieved product features and opinions from customer reviews. Chenlo and Losada [99] subjectively categorized sentences from online products, movies, reviews, and news articles.
Machine learning is a technology that uses collected data to train classifiers. Because it needs to train a large amount of data, its calculation and complexity are very difficult with artificial statistical techniques. Therefore, machine learning is needed to train the classification model offline, and then used the trained model online. For classifying sentiment of reviews, machine learning methods can achieve better accuracy, but they need lot of learning time. Semantic orientation can classify sentiment in a review very quick, but it cannot have a good accuracy. To reduce learning costs and time, machine learning techniques are often combined with semantic orientation. When the frequency of texts in various languages is counted, a term-document matrix (TDM) could be established. We can use semantic orientation method to label examples in TDM. And finally, a classification model is established by machine learning methods. This combination could achieve the purpose of reducing learning time and recognizing sentiment accurately [100] . Besides, the lexicon of semantic orientation methods should keep updated. And classification models built by machine learning methods should be repeatedly trained to achieve better performances when the text data changes [101] . Therefore, this study will label collected data by semantic orientation methods, and then establishes the sentiment classification model by machine learning.
D. FEATURE SELECTION
Feature selection has been widely used in data mining and machine learning. Its purpose is not only to significantly reduce the feature space, but also to improve the prediction accuracy of the classifier by eliminating redundant or irrelevant features [102] . This study will use feature selection methods to extract the crucial factors that influence the visitor's re-visit intention.
1) DECISION TREE
A decision tree (DT) is a method for establishing a classification model. Its purpose is to induce examples to generate a tree structure model [103] . Decision trees are one of very popular classification methods. Lots of successful applications have been presented. For examples, Han et al. [104] analyzed customers' value by using a decision tree model to segment telecommunications customers. Chen et al. [105] used Bayesian networks or principal component analysis, with back-propagation neural network or decision tree (C5.0) to predict the effectiveness of earnings management. They indicated that Bayesian networks with decision trees can have better results. Moro et al. [106] used Support Vector Machines (SVM) combining with decision trees for sensitivity analysis to predict social media performance, and to assess impacts of brand building. Perez-Alonso et al. [107] used a decision tree to predict the environmental and agronomic effects of sewage and sludge mixtures. To sum up, this study will use decision trees as one of the feature selection methods.
2) LEAST ABSOLUTE SHRINKAGE AND SELECTION OPERATOR
Least absolute shrinkage and selection operator (LASSO) is a compression coefficient and regression variable selection method proposed by Tibshirani [108] . It constructs a refined model and passes the characteristic coefficients. The square sum of the least-squares method reduces the sum of the absolute values of the coefficients to less than the constant 1 [108] , [109] . In the feature selection, if the resulting feature coefficient is set to 0, it means that this feature is not recommended in the mode. LASSO has the advantage of retaining the subset contraction [109] , [109] .
In recent years, lots of applications have successfully used LASSO to conduct feature selection studies. For examples, Kamkar et al. [111] used decision trees in combination with LASSO for clinical prediction of concurrent risk of cancer and acute myocardial infarction to obtain better prediction accuracy and stability. Wang et al. [109] applied LASSO and regression analysis to predict the fuel consumption of the ship under different navigation environments. Gauthier et al. [112] used the LASSO regression model to predict the sound quality. Therefore, this study will use LASSO as one of the feature selection methods.
3) SUPPORT VECTOR MACHINE RECURSIVE FEATURE ELIMINATION
Support vector machine recursive feature elimination (SVM-RFE) is one of widely used feature selection approaches. It is mainly based on SVM algorithm to train classifiers. The input factors could be ranked by the weight vector w in descending order. The ranking of a factor represents its importance [113] .
Therefore, lots of successful SVM-RFE applications in real world. For example, SVM-RFE has been employed in medical area, such as drug classification [114] , cancer identification [115] and so on to diagnose the disease in a short period of time. Other applications include feature selection model for testing brain wave of emotional responses [116] . It has also been applied to electricity market analysis to predict fluctuations in electricity prices [117] . Therefore, this study will use SVM-RFE adoption as one of the feature selection methods to identify factors that affect passengers no longer visit.
III. EMPLOYED METHODLOGY
There are six steps in this experiment. The detailed implemental procedures are used methods have been described as below.
STEP 1 DATA COLLECTION
This work collects English text comments published by the consumers from the travel online website, TripAdvisor, using the crawler tool. All the comments containing special characters and non-English words will be cleaned to avoid errors during pre-processing. Table 3 shows an example of data clean. In this table, only the English words in the comments will be retained.
STEP 2 DATA PRE-PROCESSING
The steps of pre-processing could be divided into three parts, including filtering revisit related comments (building revisit lexicon), defining revisit factors, and establishing term-document matrix (TDM). In the process of data preprocessing, in order to establish lexicons, word segmentation and word frequency computation will be implemented for all collected comments. This study uses the commonly used uni-gram method to segment words [118] , [119] . Besides, in order to keep suitable size of feature set in dictionary, we merely keep those words whose frequency is more than 5 times [120] . Moreover, to avoid a large number of redundant words, we also remove stop words, such as ''a'', ''and'', ''the'', ''with'', ''or'', etc. Detailed sub-steps of data pre-processing have been described as follows.
STEP 2.1 BUILD HOTEL REVISIT LEXICON AND REMOVING UNRELATED COMMENTS
This step aims to remove comments that are irrelevant to the revisit. To achieve this task, we should build revisit lexicon first. Hu and Liu [121] indicated that nouns can be regarded as a feature used to assess the importance of sentences. This study uses the related nouns and their relevance to the description of the experience dimension shown in Table 4 . For every single dimension, we collect synonyms, similar words, related words, and antisense words from dictionaries and sample documents to build ''hotel revisit'' lexicon. When the comments mentioned one of hotel experience dimensions proposed by Knutson et al. [50] and also mentioned one of the sensorial experience dimensions proposed by Ren et al. [51] , they will be considered as revisit related comments and kept for further analysis. In other words, when the description in one review is similar or close to these dimensions, the comment will be considered as relevant to the revisit, and it will be used as experimental data. If the comments are not similar, the comments will be discarded. In addition, this study will perform part-of-speech (POS) to tag words in sentences. The process of providing appropriate part-of-speech symbols and tags to reduce the possibility of misreading when reading reviews.
STEP 2.2 DEFINE FACTORS
This step aims to define candidate factors, extract semantic words, and build sentiment lexicon. 
STEP 2.2.1 DEFINE CANDIDATE FACTORS AND CLASS LABELS
According to available literatures, we focus on revisit intentions issues in hotels, restaurants, tourist attractions and destinations, to identify the factors that might potentially affect visitors' re-visit intentions, and then build the feature vocabulary according to the definition of the factors. These features words will be extracted from reviewing the literature and from collected samples of text reviews.
STEP 2.2.2 EXTRACT FEATURE SEMANTIC WORD
Turney [122] indicated that adjectives are important indicators of emotion. In addition, Singh et al. [123] pointed out that verbs, adjectives or adverbs can reflect all behaviors, emotions, and opinions. Therefore, we will extract verbs, adjectives and adverbs to be our semantic words.
The feature word extraction process in this work will use two ways. In the first way, we select the relevant words presented in the past literatures. The second way uses the one-fifth of the total number of collected comments after implementing step 2.1. And then, we segment words using uni-gram. At the same time, in order to avoid too many redundant words and slogans, stop words will be removed. In order to extract more words for building semantic lexicon, this work will keep words whose frequency are more than 5 times [120] , containing verbs, adjectives, and adverbs.
STEP 2.2.3 BUILD SENTIMENT LEXICON
Next, we will evaluate the relation between selected words and defined factors in previously relevant literatures. And the appropriate words will be classified into suitable factor. Other extracted feature semantic words which are not relative to defined factors will be ignored. Finally, we use selected words as our base, and extend lexicon by adding their synonyms, synonyms, and antonyms from English dictionaries.
STEP 2.3 BUILD TDM
In this step, we focus on revisit related comments. Then, we will perform word segmentation. The segmented words will be compared to lexicon and the frequency of segmented words will be calculated. Next, the sum of the frequency of each factor will be totaled as the attribute value of a factor.
In addition to attributes, class labels should be defined. Since it is impossible to confirm from the comments whether the passengers revisit or not, this word will use the sentiment of text reviews to determine if one review is positive to revisit or negative to revisit.
We implement two experiments in this study. In experiment #1, we follow the work of Hu and Liu [121] to compute the score of sentiment. If the sentiment score is large than zero, the class label will be determine as ''positive for revisit''. On the other hand, the class label will be considered as ''negative for revisit''.
Because the class imbalance problem which means the classifier has an extremely low ability of identifying the minority examples in experiment #1. On the other hand, Singh et al. [123] believed that the companies should investigate the negative emotions of the passengers to alleviate the pressure on both sides. Vásquez [125] said that when the negative words appeared in the comments, the passengers were provided with negative information about the experience process; Cenni and Goethals [68] also indicated that the more bad reviews or negative semantics in the comments will have a negative impact on the revisit, causing them to stop visiting. To sum up, the study will consider the negative meaning of the comments as negative comments on the passengers' revisiting, and adopt the lexicon established by Hu and Liu [121] to determine class labels. Therefore, in experiment #2, the class labels will be defined as ''not negative for revisit'' and ''negative for revisit''. Finally, based on defined class labels and attributes, we can build TDM for further analysis.
STEP 3 IMPLEMENT FEATURE SLELECTION
Before learning, we first normalize the collected data into the interval {0, 1} by using equation (1) .
where X n,m is the value of factor X n in document d m , X n,min is the minimum of all values in factor X n , X n,max is the maximum of all values in factor X n . Then, we implement 5-fold cross-validation experiments which divide the collected data into 5 equal parts. One part of them will be taken as test set, and the other 4 parts are used as training set in turn. Therefore, we'll have 5 different training/test sets.
STEP 3.1: DT
This study will use the decision tree (C5.0 algorithm) as one of our feature selection methods. Before building a decision tree, the conclusions and residuals of the previous tree will be set as the learning coefficient. In the subsequent training, the prediction error is reduced to improve the accuracy of the model, and the system resources and memory are less. Therefore, the speed of the calculation process is increased, and the training time is reduced. The training steps are as follows:
Construct training and test data sets. Utilize C5.0 algorithm to establish a decision tree. Create an initial rule tree. STEP 3.1.4 Prune this rule tree to make it more readable. Select the best performing rule tree. In decision trees, the factors remaining in the tree will be considered as important. Since we use 5-fold cross-validation experiment, we will build 5 trees. One factor is selected more than 3 times will be kept as our candidate feature subset.
STEP 3.2 LASSO
LASSO is one of our feature selection methods. Since the selection criteria, defined in equation (2), must be considered, VOLUME 7, 2019 the evaluation values of the appropriate parameters can be used.
As shown in equation (2), since the regression parameter value βi is based on a certain penalty function selection criterion, an appropriate change is selected. Where λ is the adjustment system, T is the number of data, and x is the explanatory variable. In the case of given k explanatory variables, the selection of the λ value affects the parameter estimation value, and when the estimated value is set to 0, it indicates that the variable is not suitable for selection into a mode. So, the estimate can be selected to fit the appropriate value. Variables are used as guidelines. This study considers factors with estimates that are not zero as factors that have potential impact in the subset of features that are no longer being accessed. OUTPUT Feature ranked list r.
STEP 4 BUILD THE CLASSIFICATION MODELS
In this work, all feature subsets and original feature sets have been used to build BPN and SVM classifiers, respectively. Based on classification performances, we can evaluate the performances of selected feature subsets. Transform data format. Select RBF kernel function.
Find optimal settings of parameters C and γ . Build SVM model using selected parameter settings. Test the built SVM classifier.
STEP 4.2 TRAIN BPN CLASSIFIERS
BPN is also used to evaluate the results of feature selection. The implementing steps are as follows:
Determine the number of network layers and the number of nodes in each layer. Setup the network initial weights and initial intercept Input training sample and target output value. Calculate the network output value. STEP 4.2.5 Calculate differences between the output layer and the hidden layer. Compute the adjustments of weights and intercept of each layer. Update weights and intercept of each layer. Repeat step 4 to step 7 until the network converges or the number of training reaches the upper limit. Test built BPN model.
STEP 5 EVALUATE PERFORMANCES
In this study, we use several metrics to evaluate performances of classifiers. These metrics will be computed using the confusion matrix shown in Table 5 . In this table, TP and TN represent positive and negative samples that are classified as right class. FP and FN mean positive and negative samples that are classified into wrong class. Next, we introduce the used metrics in this study. Positive Accuracy (PA) and Negative Accuracy (NA) defined in equations (4) and (5) Finally, the effectiveness of selected feature sets will be evaluated by SVM and BPN classifiers. Based on classification results, we can determine the critical factors that affect tourists' non-revisit intentions. Moreover, the differences of factors between luxury and economic hotels will be discussed. Finally, we can provide some suggestions provided to travel service providers to improve service quality and effectively avoid non-revisit behaviors in the future.
IV. EXPERIMENTAL RESULTS

A. DATA COLLECTION AND PRE-PROCESS
In this study, the crawler tool ''Kimono'' (https:// www.kimonolabs.com/) was used to extract online text reviews. We focus on reviews of Hong Kong restaurants and hotels in TripAdvisor (https://www.tripadvisor.com.tw/), a world-renowned tourism review site. Figure 1 provides one example of collected reviews. We collected top five hotels' reviews according to the ranking of the site. Moreover, in order to enhance the effectiveness of this study, we will collect different types of restaurants and hotels, including reviews of consumers in both luxury and economic hotels. The dates of collected reviews are from January 1, 2015 to October 30, 2017. The summary of collected data has been shown in Table 6 . Finally, there are 6402 valid reviews from luxury hotels, and 2069 from economic hotels.
Next, text mining tool, QDA Miner, was used for processing collected text data. Those nouns whose frequency is greater than 10 will be kept as our input features. Moreover, we used the natural language tagging tool, Stanford Part-Of-Speech Tagger (https:// nlp.stanford.edu/software/tagger.shtml#About).
Finally, a review related to the dimensions of the mobile experience [50] and the dimensions of the sensory experience [51] will be considered as revisit related reviews. After screening, 4476 reviews of luxury hotels and 1569 comments of economic models were used for further analysis.
Then, we will label the class attribute, and build TDM. In this study, we have two experiments. In experiment #1, the class is determined by scores of sentiment. The labels include ''positive'' and ''negative''. In luxury hotels, the ratio of positive and negative comments is 98.3%: 1.7%. In economic hotels, the ratio of positive and negative comments is 97.8%: 2.2%. Since it might cause class imbalance problems in experiment #1, we implement experiment #2 by adjusting class distribution. In experiment #2, for balancing class distribution, we re-define class labels as ''not negative for revisit'' and ''negative for revisit''. The ratios of ''not negative for revisit'' and ''negative for revisit'' are 45.4%:54.6% and 46.5%:53.5%, respectively, for luxury and economic hotels data sets. The detailed information could be found in Table 7 .
In order to reduce the error of the experimental results, the input data was normalized before the experiment, and the values were compressed between 0 and 1, and for each classifier. Moreover, to improve the accuracy of experiments, we use the 5-fold cross validation experiment. For implementing feature selection methods, the tools ''See5'' and ''Weka 3.8'' have been employed for implementing decision trees and SVM-RFE algorithms, respectively. And LASSO algorithm is programmed in the environment of Matlab.
B. DEFINED FACTORS
This work collected relevant literature on revisit intentions in recent years. Then, we defined 13 potential factors that affected consumer revisit intentions. The defined attributes and their definitions have been summarized in Table 8 . Next, for each defined factor, we build a lexicon to determine the value of this factor. In order to compensate for the shortcomings of the adopted words, the thesaurus of the synonyms, synonyms, and antonyms will be found from the dictionary to be our lexicons.
C. RESULTS
Firstly, in experiment #1, this study uses feature selection methods to identify the factors that potentially affect passengers' no-visit, and establishes feature subsets. Then, BPN and SVM classifiers are used to validate the candidate feature subsets. Finally, the feature subsets and the original feature sets will be compared to determine the important non-revisit factors.
1) RESULTS OF EXPERIMENT #1
In results of the DT feature selection for luxury hotels, we can build a feature subset based on occurrence frequency. In table 9, only one factor, ''S'', is contained in this subset. In LASSO, we merely find one factor ''CL'' in 2 experiments. The occurrence frequency is less than the average of 5 experiments. Therefore, we cannot find build feature subset in LASSO. Next, we implement SVM-RFE. According to rankings of factors, we can extract feature subsets. For luxury hotels, we extracted 3 feature subsets, including SVM-RFE #1 (3 factors: EM, S, FD), SVM-RFE #2 (6 factors: EM, S, FD, T, LA, R) and SVM-RFE #3 (9 factors: EM, S, FD, T, LA, R, ES, CL, EF).
Then, we are going to evaluate the effectiveness of the extracted feature subsets by using BPN and SVM. Tables 10∼11 show the results of evaluations, compared to  TABLE 9 . The extracted feature subsets in DT and LASSO (Luxury hotels). original feature set. As shown in these tables, it can be found that whether the results of BPN or SVM have great deviations in the results NA. It means the classifiers cannot detect the minority (negative) examples. We can make a concluding remark that there is a serious class imbalance problem due to unbalanced distribution of class. Under such situation, the extracted factors are useless for luxury hotels dataset.
Next, we do the same procedure for economic hotels dataset. Evaluation results could be summarized in Tables 12∼13. From these two tables, we also found class imbalance problems (very low ability to detect negative examples). Therefore, we redefine class labels to balance class distribution, and implement experiment #2.
2) RESULTS OF EXPERIMENT #2
In experiment #2, to avoid class imbalance problems, we redefine our class labels from ''Positive, Negative for revisit'' to ''Not negative to revisit & Negative to revisit''. So, we can focus on extracting important factors of nonrevisit.
In DT, the number of feature subsets is determined by the fact that the frequency of the factors in the five sub-sets is greater than three. Therefore, from Table 14 , three feature According to the LASSO compression picking results, the estimated coefficients for each factor under the five subsets are extracted as if the coefficient is not zero. Therefore, as shown in Table 15 , we found two LASSO feature subsets, namely LASSO #1 (8 factors: CL, EM, ES, FD, LA, P, RF, T), LASSO #2 (10 factors: CL, EM, ES, FD, LA, P, RF, T, C). As implementing the same procedure of extracting important factors, we can build three feature subsets, namely SVM-RFE #1 (3 factors: LA, T, RF) and SVM-RFE #2 (6 factors: LA, T, RF, P, CL, EM) and SVM-RFE # 3 (10 factors: LA, T, RF, P, CL, EM, ES, A, C, R).
Next, all extracted feature subsets will be evaluated by BPN and SVM. The performance results of DT subset classification are shown in Table 16 . It can be found that DT #3 with SVM classifier can outperform other classification results (including BPN and SVM). As a result, the DT #3 is determined to be our best feature set of DT feature selection.
The evaluation results of the LASSO subsets are shown in Table 17 . From this table, it can be found that LASSO #2 with BPN classifier has better performance than other feature subsets, when considering OA, GM, and F1. In the part of learning time, we can see SVM is much more time-consuming than BPN in this case. Therefore, this study will select LASSO #2 to be our best feature set. Table 18 summarizes evaluation results of SVM-RFE feature subsets. Taking GM, OA, and F1, it can be seen that the SVM-RFE #2 with SVM classifier has better performances than other feature sets. Consequently, this study will use SVM-RFE #2 to be our best LASSO feature set. Table 19 lists all the comparison between/among extracted feature subsets after doing feature selection in Experiment #2. GM, OA, and F1 of SVM-RFE #3 are slightly inferior to others, however, when considering learning time and the number of utilized features, we can conclude it's our best choice. Based on the results, 6 factors that influence passengers to stop visiting are found. They are LA (location accessibility), T (trust), RF (room facilities), P (price), CL (cleanliness), and EM (emotional words). Following the same procedure for luxury hotels data, Table 15 shows the evaluation results of selected feature sets for economic hotels. As shown in the table, it can be found that the LASSO #2 with SVM classifier has the best classification performance in all candidate feature sets. F1 and learning time are also ranked as the 2nd place. Therefore, in economical hotels, LASSO #2 is our best feature set. Consequently, 8 important factors can be determined based on the results. Factors affecting travelers no longer visiting economic hotels are C (comfort), EM (emotional words), ES (employee service), FD (diet), LA (positional accessibility), P (price), S (Shopping), and CL (Cleanliness).
D. DISCUSSIONS
Based on results of experiment #2, we can identify 6 and 8 important factors that will affect passengers no longer visit for luxury hotels, and economic hotels, respectively. Table 21 provides the comparison of selected factors in luxury and economic hotels. 4 factors, including ''Location and accessibility'', ''Price'', ''Cleanliness'' and ''Emotional words'' are important no matter in luxury or economic hotels. These 4 factors can be considered as basic features those influencing tourists' non-revisit behaviors. In addition, ''Trust'' and ''Room facilities'' are considered as crucial factors for luxury hotels. Customers who live in luxury hotels pay much more expense than economic hotels. So, they will care about related facilities and equipment, such as SPA, swimming pool, gym and so on in hotels. Besides, they might pay the higher fee on internet. So, they should trust how much they paid can transform into what they receive. Once the trust factor doesn't exist, they won't book or revisit a specific luxury hotel again.
Moreover, ''Employee services'', ''Food and drink'', ''Comfort'', and ''Shopping'' have been viewed as important for economic hotels. Customers who choose economic hotels might think cost-price ratio is very important for them. They want to receive more than how much they paid. Therefore, they will evaluate one hotel by reviewing their employee services, provided food and drink, feelings of comfort, and shopping environment. These factors usually are guaranteed to be an acceptable level in luxury hotels.
V. CONCLUSSION
Emotions are important for users' decision making in social media. Due to its objective expression, the visitors' comments have the subjective sense that affects other visitors who no longer visit. It is very difficult to identify important factors that reduce passengers' non-revisit intention in huge amount of textual reviews. Therefore, the purpose of this study is to discover the factors that passengers do not visit again from textual comments in social media. First, according to the tourism industry related literatures, 13 potential factors regrading textual comments have been defined. Next, opinion lexicon has been built based on the definition of the factors, and then we can use text mining technique to process the collected comments in social media. Three feature selection methods including Decision Tree (DT), Least Absolute Compression Sampling (LASSO), and Support Vector Machine Sequential Feature Removal (SVM-RFE) have been employed to select the important factors.
The experimental results of this study could be summarized as follows. Firstly, it can be found that ''location and accessibility'', ''price'', ''cleanliness'', and ''emotion word'' affect the traveler's future non-revisit intention no matter for luxury or economic restaurants. Secondly, for different types of hotels, ''trusts'' and ''room facilities'' are crucial factors that influence travelers not to visit luxury hotels. But, on the other hand, ''employee services'', ''food and drink'', ''comfort'', ''shopping'', will affect the travelers' non-revisit behaviors for economic hotels. Finally, when using the same data for two classifiers (BPN and SVM) training, we found that the results of the two classifications are almost the same, but the SVM classifier has a better performance in the negative examples (negative for revisit), and the BPN classifier is in the positive examples (positive for revisit). And, the time required for BPN to perform training is much less than SVM.
In addition, for different types of hotel administrators in Hong Kong, the experimental results of this study can be used as a reference basis to adjust the internal management of the hotel and the improvement of service quality. Administrators of different types of hotels should in particular strengthen different factors to make improvements to increase market share. According to different factors, this study provides relevant suggestions to reduce the non-revisit intention in the future. The recommendations have been made in this study are summarized in Table 22 .
Finally, in order to highlight the contribution of our proposed text mining based method, we made a comparison table as below. In addition, the contribution of this work can be explained by social, economic and academic aspects. In terms of social impact, this study used text comments in social media to identify important factors that affect tourism customers' revisit intentions. It can provide a broad reference for consumers. In terms of economic impact, this study allows hotels companies to quickly process large customer comments, reduce data collection and pro-cessing time, and provide recommendations for improving service quality. In terms of academic development, this study proposed a text-mining based evaluation system that not only can instantly understand the factors that customers no longer visit, but also can improve the sampling bias generated by questionnaires.
Since this work is a pioneer work in related domain, our purpose to prove it's feasible and prove it could work in real world. We demonstrate the proposed method not only can achieve the same goal, but also have better performances, compared to conventional methods. Therefore, for possible directions of future works, readers could focus on presenting better models based our work. For examples, different language processing or feature selection methods could be employed to find the optimal performance. MU-YEN CHEN received the Ph.D. degree in information management from National Chiao-Tung University, Taiwan. He is currently a Professor of information management with the National Taichung University of Science and Technology, Taiwan. He has co-edited 15 special issues in international journals, such as Computers in Human Behavior, Applied Soft Computing, Soft Computing, the IEEE ACCESS, Information Fusion, Neurocomputing, the Journal of Medical and Biological Engineering, The Electronic Library, and Library High Tech. His current research interests include artificial intelligent, soft computing, bio-inspired computing, data mining, deep learning, context awareness, machine learning, and financial engineering, with more than 100 publications in these areas. He has served as the Editor-in-Chief and an Associate Editor for international journals, such as the International Journal of Big Data and Analytics in Healthcare, the IEEE ACCESS, Applied Soft Computing, Human-centric Computing and Information Sciences, the Journal of Information Processing Systems, and the International Journal of Social and Humanistic Computing, while he is an Editorial Board Member of several SCI journals.
LONG-SHENG CHEN received the B.S. and M.S. degrees in industrial management from National Cheng Kung University, Tainan, Taiwan, in 1998 and 2000, respectively, and the Ph.D. degree from the Department of Industrial Engineering and Management, National Chiao Tung University, Taiwan, in 2006. He is currently a Professor with the Department of Information Management and an Assistant Vice President for Academic Affairs at the Chaoyang University of Technology, Taiwan. His current research interests include data mining, text mining, social media, quality management, customer relationship management, context awareness, and machine learning, with more than 100 publications in these areas.
SHU-CIH TSENG received the M.S. degree from the Department of Information Management, Chaoyang University of Technology, Taiwan, in 2013, where he is currently a Graduate Student. His current research interests include data mining, text mining, feature selection, and social media.
