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處理方法。在IEEE 802.11 DCF[8]一一多跳無線網路的標準中，“載波檢測多路 
存取/碰撞避免(Carrier Sensing Multiple Access/Collision Avoidance, CSMA/CA)"媒 













Protocol)中的擁塞控制視窗(Congestion Control Window)和載波檢測範圍之間建立 
了一個模型，這樣檢測範圍可以以相類似的方式適時自我調節。基於這個模型， 
我們提出了兩種媒體存取控制方案，分別叫做LDMI(線性減少倍數增加,Linear 







Multi-hop Ad-hoc wireless networks, which were originally developed for military, now 
have a much wider range of applications. The hidden and exposed node problems, 
however, severely limit the scalability of multi-hop wireless networks. The hidden 
node is defined as the node that interferes the packet reception while the transmitter 
cannot detect, on other hand, the exposed node is referred to the node that is unnec-
essarily forced to keep silent during others' transmission. Researchers have proposed 
numerous schemes to solve these problems. In the IEEE 802.11 DCF [9]—the stan-
dard for multi-hop networks, the CSMA/CA (Carrier Sensing Multiple Access with 
Collision Avoidance) uses physical carrier sensing to detect some active nodes and the 
RTS/CTS frames to notify nodes in the vicinity of the transmitter and receiver to keep 
silent. Hence, some hidden nodes are removed. However, in [18], the authors have 
demonstrated that this standard cannot eliminate all the hidden nodes, and moreover, 
it defines a set of exposed nodes. They further argued that by increasing the carrier 
sensing range of CSMA, the hidden nodes can be eliminated, but this results in a large 
number of exposed nodes. This implies a tradeoff between the hidden and exposed 
nodes. And this tradeoff also appears in other schemes which are aimed at solving the 
hidden node problem. 
In the thesis, we firstly investigated several schemes for the hidden and exposed 
node problems to have a detailed study of the tradeoff between these two problems. 
Then, we derived a function curve, which characterizes the relationship between carrier 
sensing range and one-hop throughput in the non-persistent CSMA/CA. This gives us 
a clear picture of the effect of carrier sensing range in removing the hidden nodes. In 
the sight of the analysis results, we establish a model between carrier sensing range 
ii 
and congestion control window in TCP protocols so that the sensing range can be 
adaptively adjusted in a similar manner. Based on the model, we propose two MAC 
schemes called as LDMI (Linear Decrease Multiplicative Increase) and Tahoe Control 
Schemes. To evaluate the performance, we simulated the schemes in a practical model 
and the results show that these scheme can improve the performance compared with 
IEEE 802.11. The comparison includes the throughput, terminal fairness and the 
throughput convergence speed. This work shows a feasible way to balance the hidden 
and exposed nodes and improve the scalability of multi-hop Ad-hoc wireless networks. 
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Wireless networks has now become a mature area of network technology. The wireless 
Ad Hoc network, a category of wireless networks, is widely used in commercial and 
military applications. However, the hidden and exposed node problems still limit the 
progress of Ad Hoc network development. This thesis will provide a study on the 
MAC layer of Ad Hoc networks and propose some enhancement schemes on the two 
problems. In this chapter, we will present a description to Ad Hoc networks and the 
two problems. An overview of the thesis is included in the last section of this chapter. 
1.1 Mul t ihop Ad Hoc Wireless Networks 
Multihop Ad Hoc Wireless Network was originally developed for military purpose in 
the 1970s [1]. With the development of the past few decades, it now enjoys a wide 
range of deployment. We will provide a description of Ad Hoc networks in this section. 
1 
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1.1.1 Introduction to Multihop Ad Hoc Networks 
Prom the word "Ad Hoc", the Ad Hoc wireless networks should be self-organizing and 
adaptive. We can define the network as follows [2 . 
Definition 1 An Ad Hoc wireless network is a decentralized network of two or more 
devices equipped with wireless communications capability. Such devices can commu-
nicate with another node that is immediately within their radio range or one that is 
outside their radio range via relays or forwards. 
The Ad Hoc wireless network can take different forms. Moreover, various kinds 
of Ad Hoc devices can be deployed in the network, such as, laptop, PDA, mobile 
phone, palmtop and etc. With the protocol specifications, Ad Hoc devices can de-
tect the presence of neighboring terminals/nodes, therefore the Ad Hoc network it-
self is infrastructure-less. There is no need for any fixed radio base stations, wires 
or fixed routers to perform overall or partial centralized control. All the nodes are 
auto-connected and the path links are auto-maintained. These have highlighted the 
flexibility, reliability and low cost features of Ad Hoc networks [3 . 
Routing protocols and MAC (Medium Access Control) protocols are the main con-
tributers that make the wireless network Mtf Hoc”. Many protocols have been pro-
posed. For the network layer, AODV (Ad Hoc On-Demand Distance Vector Rout-
ing) [4] and (Dynamic Source Routing) [5] are now widely accepted routing pro-
tocols. For the MAC layer, CSMA/CA [6], CSMA/CA with RTS /CTS [9], BTMA [7: 
and etc. have been designed. A brief description of some common MAC protocols is 
provided in Chapter 2. This thesis will focus on the MAC protocol analysis and design 
to improve the performance of Ad Hoc networks. 
3 1.2 Hidden Terminal Problem 
1.1.2 Scalability of Ad Hoc Wireless Networks 
One of the major challenges in wireless Ad Hoc networks is the scalability problem [2 
When the network scale or terminal density increases, the Ad Hoc network performance 
decreases quickly. This is because most MAC protocols fail to coordinate the terminals 
efficiently in large-scale networks. 
The main causes to this are the notorious hidden [7] and exposed node problems. 
Hidden nodes are basically a category of interference nodes that may cause packet colli-
sions at the receiver. Hence, the transmission time has been wasted and the transmitter 
has to perform retransmissions. With the network scale increased, the probability of 
packet collisions is larger. The exposed node problem often appears in pairs with the 
hidden node problem. There are various causes to the exposed node problem depending 
on the MAC protocol specifications. This problem results in network resource waste. 
The waste is especially obvious when the terminal density is large. A description of 
hidden and exposed node problem is given in the next section. Thus, because of these 
two problems, the network performance is severely influenced. 
The key to the scalability problem is the coordination of the terminals so that the 
network can avoid suffering from the hidden and exposed node problems. This thesis 
will present a detailed study on the coordination issue. 
1.2 Hidden Terminal Problem 
Hidden Terminal Problem, or Hidden Node Problem was first discovered by Tobagi 
and Kleinrock in [6] when they proposed the CSMA/CA MAC protocol in [7]. The 
problem is known to be the main cause of packet collisions in wireless network. The 
definition of Hidden Node is given as follows. 
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Definition 2 Hidden terminals are the terminals that are invisible to the transmitter 
and receiver of the ongoing transmission, and therefore, may cause collisions to the 
packet reception. 
To decode packets correctly, the received packet signal should have an SNR larger than 
the threshold denoted as SNRrh- In wireless channel, the signal power attenuates with 
the distance with a Path Loss Factor a [8], that is, 
^ . f ^ V (11) 
P{di) \doJ V • ^ 
where P{di) means the detected power at distance of di from the source. With this 
property, there exists a range around the receiver within which the active interference 
node may cause packet collisions. Assuming the transmitted power is P“ we have the 
following equation, 
(1.2) 
where d is the distance between transmitter and receiver; D.i is the distance of the 
interference node to the receiver. Therefore, to guarantee the ongoing transmission, it 
is necessary that, 
D j > ^SNRrhd (1.3) 
Thus, we denote R j = ^SNRrhd as the interference range of the receiver. The 
active nodes within this range may become hidden nodes. Fig. 1.1 illustrates the situ-
ation that hidden node problem occurs in CSMA/CA (An explanation of CSMA/CA 
is given in Chapter 2). The terminal A is transmitting to B. The terminal C, D and E 
are within the interference range Ri. Hence, they are hidden terminals and may cause 
packet collision at terminal B. 
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Figure 1.1: Hidden Terminals in CSMA/CA Protocol 
Besides CSMA/CA, most MAC protocols, such as Aloha [10] and CSMA/CA with 
RTS/CTS suffer from the hidden node problem. This problem severely limits the 
network throughput and scalability. Hence, it has become one of the hot research 
areas in Ad Hoc networks. 
1.3 Exposed Terminal Problem 
When researchers developed various MAC protocols, attempting to reduce the packet 
collision and mitigate the hidden nodes, another problem called Exposed Terminal 
Problem, or Exposed Node Problem appeared. This has also become a bottleneck in 
improving the performance of wireless networks. The exposed terminals are defined as 
follows. 
Definit ion 3 Exposed terminals are the terminals that are unnecessarily kept inactive 
because of the exposure to the neighboring transmitter during the ongoing transmission. 
There are various causes of exposed terminal problem, which are related to the 
MAC protocol specifications. Fig. 1.2 shows an example of exposed in the CSMA/CA 
protocol. Terminal C is beyond the interference range of the receiver terminal B, hence 
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Figure 1.2: Exposed Terminals in CSMA/CA Protocol 
its transmission will not affect the packet reception. However, C is within the sensing 
range of the transmitter A, or it is exposed to terminal A specifically in CSMA/CA. 
Hereby, terminal C will detect the transmission from A, and thus unnecessarily keep 
silent during the whole transmission process (C cannot transmit to terminal D). This 
problem results in Spatial Reuse Waste [23 . 
Other MAC protocols may also have the exposed terminal problem. It is interesting 
that the exposed terminal problem does not exist in the simplest MAC protocol, say, 
Aloha. It comes with the people's attempt to solve hidden terminal problem. We will 
look into this phenomena in further details in the later chapters. 
Both hidden and exposed node problems have drawn much research attention in the 
past decade. In [11], it has been listed as one of the Top Ten challenges in the future 
wireless networks. This thesis intends to reduce the influence of the two problems on 
the network performance. 
1.4 Overview of the Thesis 
In the thesis, we will investigate hidden and exposed node problem in depth. Accord-
ing to the analysis results, we will present the mathematical analysis and two MAC 
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protocols in the aspect of two problems. 
Ill Chapter 2，some background information will be provided in this area including 
some MAC protocols and related works. In the end of the Chapter 2, we will point out 
the relationship between these two problems. There actually exists a tradeoff between 
these two problems. In Chapter 3, mathematical analysis on the influence of carrier 
sensing range is presented. We will derive the relationship between carrier sensing range 
and one-hop throughput of the network. This analysis provides some implications on 
coordinating the two problems. 
Based on the tradeoff and the analysis of carrier sensing range, we will propose 
two MAC protocols in Chapter 4. We find the similarity between the carrier sensing 
range of CSMA/CA and the window size in TCP Congestion Control. Hence, a model 
of these two concepts is established. With reference to this model, two protocols are 
presented, which utilize the concept of TCP Congestion Control to the MAC layer and 
try to balance two problems instead of tackling both of them. 
To verify the performance of the proposed protocols, Chapter 5 is dedicated to 
the simulation analysis. We will construct a random topology and compare the pro-
posed protocols with the original CSMA/CA. The terminals in the network deploy 
a Burst Traffic Model we proposed so that the traffic can emulate the real network 
traffic. Our comparisons include one-hop throughput, terminal fairness and through-




In this chapter, we will first provide some information on the MAC protocols for single 
channel wireless Ad Hoc networks, like Aloha and CSMA/CA. Afterwards, an introduc-
tion on the related research work will be provided. In the late section of this chapter, 
we will show that there exists a tradeoff between hidden and exposed nodes. 
2.1 M A C Protocols for Wireless Networks 
For single channel wireless networks, the MAC protocols widely used in applications 
now include Aloha and CSMA/CA. IEEE 802.11 DCF [9] implements the CSMA/CA 
with the optional RTS/CTS frames and is the widely accepted standard. We will 
briefly describe these MAC protocols in this section. 
2.1.1 Aloha 
In 1970s, Aloha was originally developed in the University of Haiwaii for use with 
satellite communication systems in the Pacific [10]. This protocol applies the simple 
communication scheme. 
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9 2.1 MAC Protocols for Wireless Networks 
The terminals will transmit packets immediately whenever they have a packet wait-
ing. If the transmission is successful, the terminal will transmit the next packet or waits 
for the next arrival. If the frame does not reach the receiver, it will transmit the packet 
again after a random backoff. Therefore, the terminals behave in an uncoordinated 
manner in Aloha protocol. There are two categories of Aloha protocol, pure Aloha and 
slotted Aloha. In pure Aloha, the terminal may initiate transmission at any time. In 
slotted Aloha, a synchronous system, the time has been divided into time slots and the 
terminal will only start transmission at the beginning of a time slot. 
Assuming the Poisson traffic, the slotted Aloha system can achieve a theoretical 
maximum throughput of 0.368 [13] in the single-hop network. However, when the 
network traffic increases, the throughput decreases. Neither can the scheme work well 
in multi-hop wireless network. As the terminals transmit packets blindly, Aloha greatly 
suffers from the hidden node problem, making the network inefficient. 
2.1.2 C S M A / C A 
Having realized the problem of Aloha, researchers developed CSMA/CA (Carrier Sense 
Multiple Access with Collision Avoidance) for performance improvement. This is a 
modification of Pure CSMA [12], which is originally used in wired network. 
Unlike Aloha, CSMA/CA deploys so called 'Listening before Talking' scheme. The 
antenna of the transmitter measures the local channel power {RSSI, Received Signal 
Strength Index) and compares the value with a threshold. If the RSSI is larger than the 
threshold, the transmitter will assume a busy channel and experience a random backoff 
time. Otherwise, the transmitter judges an idle channel status and start transmission. 
This is the basic mechanism of CSMA/CA. CSMA/CA has several variations, including 
1-persistent, non-persistent and p-persistent CSMA/CA [8]. A brief description of these 
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is given in Appendix A for reference. 
In the wireless channel, the signal strength attenuates the power of distance, that 
is, 
P M oc 去 (2.1) 
Therefore, the value of threshold in CSMA/CA determines a range inside which the 
active nodes will be detected by the transmitter. This range is named as Carrier 
Sensing Range, Res. Assuming the homogeneous case, all the terminals have the same 
threshold, i.e, the same carrier sensing range. This determines an inactive area within 
the Res of the transmitter, as the terminals within this range will detect the ongoing 
transmission, and thus backoff the potential transmission. This makes it possible for 
the transmitter to filter out some hidden nodes. 
The threshold is a software-defined parameter, so it is tunable and influences the 
size of Carrier Sensing Range. This value has an important impact on the network 
performance which will be explored in details in the later chapters. 
2.1.3 IEEE 802.11 DCF Standard 
IEEE 802.11 is now the standard for wireless networks. It has two categories, 
PCF(Point Coordination Function) and DCF (Distributed Coordination Function), 
where IEEE 802.11 DCF is widely accepted as the standard for Ad Hoc Networks. 
In the MAC design, IEEE 802.11 DCF employs CSMA/CA with optional RTS/CTS 
frames, or Virtual Carrier Sensing. This is basically a further attempt to mitigate the 
hidden node problem. 
With the RTS/CTS frames implemented, the transmitter initiates an RTS frame 
[Ready To Send) to the receiver when it finishes the channel sensing process. Thus, the 
receiver replies with a CTS frame (Clear To Send). Afterwards, the transmitter starts 
n 2.1 MAC Protocols for Wireless Networks 
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Figure 2.1: The Process of RTS/CTS Handshake 
the real data frame transmission. In addition to the handshaking function, RTS/CTS 
frames will also inform the recipients of keeping inactive during the incoming trans-
mission period. The frames do this by updating NAV (Network Allocation Vector) of 
the terminals, specifying the duration they need to keep silent. Thereby, the terminals 
in the transmission range of transmitter and receiver will keep silent within the prede-
termined period. This helps to ensure the incoming transmission. When the packet is 
received successfully, the receiver will reply with an ACK. Otherwise, if the ACK times 
out, the transmitter will assume a failed transmission and schedule a retransmission 
after a random backoff. IEEE 802.11 DCF applies BEB (Binary Exponential Backoff) 
Scheme. This together with other backoff schemes are described in Appendix B. Fig. 
2.1 illustrates the whole process of transmission using IEEE 802.11 DCF. 
The RTS/CTS handshake, or Virtual Carrier Sensing reduces the packet collisions 
to some extent. However, one problem of this scheme is the extra overheads it involves. 
This will become especially obvious when the traffic loading is high or the network 
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density is large. Moreover, it cannot completely remove all the hidden nodes. This will 
be explored in the following sections of this chapter. 
2.2 Related Work 
Hidden and exposed node problems have always been drawing researhers' attetention. 
Hereby, much research work has been performed to tackle these two problems. We will 
discussion some of these works in this section. 
2.2.1 Schemes for Hidden Node Problem 
For the hidden terminal problem, the CSMA/CA is one of the early attempts to reduce 
packet interferences. But, this protocol cannot remove the hidden terminal thoroughly. 
BTMA (Busy Tone Multiple Access) was proposed in [7]. A separated channel is ap-
plied to signal the transmission process. However, this protocol was basically designed 
for station-based networks, where a centralized base station serves several mobile hosts. 
Hence, it is not suitable for distributed Ad Hoc networks. 
Zygmunt Haas developed a protocol called DBTMA [14] (Dual Busy Tone Multiple 
Access) based on BTMA. This protocol can be applied on the Ad Hoc network. Simu-
lation work performed by the proposer shows the superiority to the original RTS/CTS 
MAC schemes. Nevertheless, it requires two separated channels in addition to the data 
transmission channel. This design involves extra cost. 
In [18], the authors also proposed a scheme to eliminate the hidden nodes. The 
protocol is based on CSMA/CA with RTS/CTS and limits the distance between trans-
mitter and receiver to d < 辦 力 彻 , R . FVom Eq. 1.1，the interference range Ri < R, 
so the CTS frame can cover the whole interference range and eliminates the hidden 
terminals. The protocol limits the distance by power control, that is, only if the re-
^ 2.2 Related Work 
ceived power of RTS is higher than a threshold (indicating the distance is small than 
^SJVRr, R) will the receiver reply a CTS frame. One problem is that the power at-
tenuation can hardly be that accurate in practical applications. And another problem 
is that the reduced connectivity may result in miiltihop transmission, and thus more 
overheads are involved. Moreover, more exposed nodes will appear because of the 
numerous RTS/CTS frames. 
2.2.2 Schemes for Exposed Node Problem 
For the exposed terminal problem, one approach is to apply directional antennae [15 
16] so that protocols can selectively notify the terminals to keep silent. The obvious 
disadvantage of this is the extra hardware implementation cost. Another problem is 
the complex algorithms are needed to enable the transmitter make the right selection. 
In [19], the authors suggest dealing with exposed terminal problem by timing con-
trol. In the proposed scheme, an exposed node is allowed to transmit if the transmission 
time needed for the head of line packet in the backlog is smaller than the remaining 
time of the ongoing transmission. The terminal can recognize itself as an exposed node 
by the sequence of packets it received, i.e., RTS followed by DATA frame. 
The scheme does improve the channel utilization to some extent, but it also has 
potential problems. This scheme requires time synchronization, which is relatively hard 
to achieve in distributed Ad Hoc networks. Moreover, it is, as the proposer stated, 
an opportunistic algorithm. The channel utilization can be increased only when the 
exposed terminal happens to have packets that satisfy the above requirements. 
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Figure 2.2: Hidden and Exposed Node in CSMA/CA 
2.3 Tradeoff between Hidden and Exposed Nodes 
In the last section, we have shown several schemes aimed at solving the hidden and 
exposed nodes. However, we can observe that most of these schemes usually solve one 
of the two problems, but making the other one worse or sacrificing other aspects of the 
network, such as, simplicity, connectivity and etc. This indicates a tradeoff between 
hidden and exposed node problem. In this section, we will explore the tradeoff. 
In Aloha, all the terminals will not care the status of other terminals and will trans-
mit the packets immediately whenever they have backlog. All the terminals are hidden 
to each other [22]. On the other hand, as there is no collision avoidance mechanism, 
no nodes are required to keep silent. As a result, in Aloha, there are lots of hidden 
nodes although no exposed terminal exists. 
When CSMA/CA is developed, the carrier sensing range defines an inactive area 
in the homogeneous case (the terminals have the same Res), and thus mitigates some 
hidden terminals, e.g., terminal D, E. Albeit, some exposed terminals appears due 
to the Res- As shown in Fig. 2.2, some original hidden nodes have become inactive 
nodes. However, terminal C is beyond the inference range of the receiver B, but is 
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Figure 2.3: Hidden and Exposed Nodes in CSMA/CA with RTS/CTS 
forced to keep silent. Hereby, it has become an exposed node and resulted in spatial 
wastes. Therefore, CSMA/CA brings in exposed nodes while removing some hidden 
nodes. 
CSMA/CA was optionally implemented with RTS/CTS frames in IEEE 802.11 
DCF standard. The RTS/CTS handshake keeps the terminals in the vicinity of trans-
mitter and receiver silent to ensure the ongoing transmission. However, this mechanism 
still fails to eliminate the hidden node. Moreover, it involves more exposed nodes due 
to the CTS frames. This has been illustrated in Fig. 2.3. As the CTS frame is initi-
ated by the receiver, it can only cover the transmission range R of the receiver. Some 
hidden node for example, terminal E, may remain in the interference range. Mean-
while, terminal C is an exposed node due to the CTS frame, as it cannot receive the 
transmission from terminal D for the moment. 
In [18], the author shows that the hidden nodes can be completely eliminated by 
a large Res in the homogeneous case. That is, the Res covers the whole interference 
range, then we have, 
Res = R + ^SNRthR (2.2) 
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This has been illustrated in Fig. 2.4. The whole interference range has been covered, 
thereby, there is no hidden terminal. On the other hand, we can observe that lots of 
exposed terminals come into existence due to the large inactive area. In summary, the 
CSMA/CA with large Res has a poor spatial reuse despite its effect in eliminating 
hidden nodes. 
Therefore, there is an obvious tradeoff between hidden and exposed terminals on 
the track of MAC protocol development. Researchers are trying to solve the hidden 
hidden whilst the exposed terminal problem is becoming more severe. This process can 
be summarized by Fig. 2.5. 
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Figure 2.5: Tradeoff between Hidden and Exposed Terminals 
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2.4 The Effect of Carrier Sensing Range 
In the last section, we have observed that the large Res (covering the whole interfer-
ence range) can be used to completely eliminate the hidden nodes despite the exposed 
terminals. On the other hand, in Aloha, no exposed terminal exists and all the termi-
nals are hidden to each other. In this case, the terminals have no sensing range, i.e., 
Res = 0. Obviously, the value of Res can play a critical role in balancing the two 
problems. 
Assuming the uniform density of the terminal distribution, the expected number of 
inactive terminals is proportional to Rcs^- There can be either potential interference 
terminals to the ongoing transmission or normal terminals among these terminals. By 
making the interference terminals inactive, the hidden nodes are removed while by 
making the normal terminals inactive, the exposed node problem becomes worse. In 
this point of view, the larger the carrier sensing range, the less hidden nodes and the 
more exposed nodes there will be and vice versa. This factor gives the idea to balance 
hidden and exposed problem using carrier sensing range coordination. Two schemes 
have been proposed in this thesis, which will be presented in Chapter 4. 
Both hidden and exposed nodes can have an influence on the throughput of the 
network. In Chapter 3, we will present a mathematical analysis on the effect of carrier 
sensing range in CSMA/CA in terms of the relationship between throughput and carrier 
sensing range. 
Chapter 3 
Analysis on Carrier Sensing Range 
In this chapter, we will deal with the analysis of carrier sensing range, especially its 
influence on the terminal throughput. In view of the analytical results, we will discuss 
the need of new MAC schemes in the later sections of this chapter. 
3.1 Analysis Model 
Before the detailed derivation, the analysis model is presented in this section, which is 
based on [20]. In the model, the terminals apply non-persistent CSMA/CA with Geo-
metric Backoff. The model description includes four aspects: terminal configurations, 
timing/packet parameters, protocol approximation and throughput measurement. 
3.1.1 Terminal Configurations 
We assume the terminals in the network are homogenous, hence they all have the 
same transmission power P ,^ transmission range R and carrier sensing range Res, The 
packet decoding SNR threshold, SNRth is 1MB. To ensure the packet reception, we 
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can have, 
SNR = y j ^ > SNRth = l^dB (3.1) 
where a = 4 is the path loss factor; r is the distance between transmitter and receiver 
and D j is the distance of the receiver from the interference node. Therefore, we get 
D i > 1.778r, where R j = 1.778r is the interference range for receivers. The active 
nodes within this range may affect the packet reception. Obviously, the maximum 
value for Rj is 1.778R when r = R. 
The network is located on an infinite plane and the terminals are distributed ac-
cording to Spatial Poisson Process with the density \[nodes/w?). Thus, the 
probability of finding i nodes in an area of A is given by, 
⑷ ( 3 . 2 ) 
Further, N = X-kB? is the expected number of nodes within the transmission range of 
a certain node. 
3.1.2 Timing/Packet Parameters 
The time slot length is represented by T which is a unit time length. We also define a 
concept called mini slot, a, as the propagation delay. It approximately equals the time 
needed for the signal to propagate from the transmitter to the margin of Res. It is a 
very small value and has been normalized by T, particularly, we take a = O.OOIT in 
the analysis. 
We assume all the packets transmitted have the same length. It takes four time 
slots, i.e., 4T to process a packet. The timing/packet parameters can be illustrated by 
Fig. 3.1. 
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Figure 3.1: Diagram for Timing/Packet Parameters 
3.1.3 Protocol Approximation 
We approximate the non-persistent CSMA/CA with Geometric Backoff in the analysis. 
The terminals are assumed to have the same traffic loading. We confine the following 
configurations to approximate the protocol 
• Each terminal senses the channel with probability po < 1 at the beginning of a 
mini slot a, attempting to transmit packets. 
• On average, a terminal senses the channel m times in a time slot T. 
• m = ^ is the channel sensing rate {times/slot). 
• A terminal starts to transmit only when it senses an idle channel state. 
• Let Pq < 1 denote the probability that a terminal starts real transmission at the 
beginning of mini slot, then, 
p'o = Pr{A Terminal Starts Actual Transmission} 
=Pr{Senses the Channel}Pr{Idle Channel State} 
= P o P f (3.3) 
• Similarly, m。= ^ is the actual transmission rate {times/slot). 
• The sender knows the transmission result immediately (success or failure). 
^ 3.2 Derivation of Throughput 
• After a transmission, the transmitter is requested to keep silent for a mini slot. 
The timing diagram in Fig. 3.2 illustrates the channel states experienced by a certain 
terminal, A, which is within the sensing range of the transmitter, during a successful 
packet transmission. Suppose terminal A is always listening. This diagram helps 
specify the protocol approximation in the analytical model. 
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Transn,i.er \ / / / / / / V / / / A / / / / / / / / A ^ / / / A / / / / M V I 
"^eiver |.卜\\\\>；\\\>1\\\\\\\\\1\\\\、\\\\、\\\\\〉\>^" 
Other N o d e s a Silent Period. (Busy Channel) ^ ^ ^ \a 
Node A a Silent Period o 
^ ：：^^^^^  — r 
N . Sensed busy local channel state 
N . M a y or m a y not start transmission ^ ^ ^ 
Sensed idle local channel state due to the propagation delay..^^ 
Figure 3.2: States Experienced by Node A 
3.1.4 Throughput Measurement 
A terminal is equally likely to send packets to the other terminals within the transmis-
sion range R, i.e., the nodes that are directly connected to the transmitter. Based on 
this assumption, we derive the average one-hop throughput. It is defined as [20] the 
average number of successful transmissions per time slot T of a terminal. 
3.2 Derivation of Throughput 
In this section, we derive the relationship between one-hop throughput and carrier 
sensing range based on the model presented. In CSMA/CA, the terminal only starts 
to transmit when it senses idle channel state, hereby we will calculate the idle channel 
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probability by channel modeling and then find out the successful fraction of transmitted 
packets. 
3.2.1 Channel Modeling 
The local channel state of a certain terminal basically includes the busy and idle states 
21] when it keeps sensing the channel. ‘Busy, indicates it senses some terminal is 
transmitting and ‘Idle, means the local channel power is lower than the threshold. 
These two states are approximated by a Markov Chain shown in Fig. 3.3. 
The idle channel probability is, hence, the limiting probability of Idle state P/. 
According to protocol specification in section 3.1.3, the transmitter is requested to 
keep silent for a mini slot a after the transmission finishes. Hence, we can get the 
transition probability PBI = 1. In the idle state, if no terminals within Res starts 
transmission in current mini slot, then the next mini slot is still in idle. Otherwise, the 
channel enters the busy state. As the terminals are distributed according to Spatial 
Poisson Process in the plane and the actual transmission probability in a mini slot is 
Po, we can get, 
Pjj — Pr{No nodes within Res start transmission in this mini slot} 
P,B 
P r r ^ B: Busy State 
v k V V ^ I: Idle State 
PB, 
Figure 3.3: Markov Chain of the Channel State 
^ 3.2 Derivation of Throughput 
+00 
二 f Pr{No nodes start transmission|2 nodes in R e s 计 n o d e s in Res} 
= & 1 1 ' 。 ) 、 一 2 ( ， ’ 
= ( 3 . 4 ) 
And, 
Pib = 1 — PH = 1 — (3.5) 
With the knowledge of transition probabilities PBI, PII and PBI, we can derive the 
expected time in state B and I and in turns, the limiting probability Pj. 
Prom Fig. 3.2, we know the expected time in B is E[B] = AT. For E[I], it can be 
calculated by, 
+00 
E[I] = ^ {k idle mini slots) • Pr{idle for k mini slots} 
fc=i 
= ( 3 . 6 ) 
A;=l 
Substitute with Eq. 3.4 and 3.5, we obtain, 
E[I] = ^ (3.7) 
Therefore, the limiting probability is given by, 
E[I] a , 
Pi = Ell] + E[B] = a + 4r(l — e-
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3.2.2 Actual Transmission Rate 
We have obtained the limiting probability of idle state. The next step is to derive the 
average number of transmissions of a terminal in each time slot T. This is defined as 
mo in section 3.1.3. By Eq. 3.3, the actual transmission probability Pq is, 
义=列尸•^ = “ 4印叩e Q - P … ( 3 . 9 ) 
We know po =罕，p'o = ^ ^ and a is very small. Hence, when a —> 0, approximately, 
mn = mPr = lim am/T ^^^——_ (3.10) 
a - > 0 a + 4 T ( 1 - e - a A 7 r / ? c s ' m o / T ) 、 > 
By some manipulations, 
爪0 = (3.11) 
This equation relates the actual transmission rate mo with the channel sensing rate 
m and represents the average number of transmissions of a terminal within a time slot 
T. The one-hop throughput is, thus, the successful fraction of TTIQ. That is, we need to 
derive the successful transmission probability Ps. 
3.2.3 Case One 
The successful transmission probability Ps is dependent on the value of Res and '/., the 
distance between transmitter and receiver, as they determine the existence of hidden 
nodes. The first case is that Res has covered the whole interference range. In this 
case, 
0 … 1 + ( 5 ^ ， (3.12) 
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Figure 3.5: Successful Transmission Timing Diagram for Case One 
where SNRxh = lOdB. And this can be illustrated by Fig. 3.4. In this situation, all 
the interference nodes have been covered by carrier sensing range. No hidden nodes 
exist, so the packets will not be corrupted during transmitting process. 
The timing diagram shown in Fig. 3.5. describes the situation when the packet 
transmission is successful in case one. From this diagram, the conditional successful 
transmission probability under case one is, 
Ps = Pr{successful transmission} = Pi • P2 (3.13) 
where, 
Pi = Pr{the receiver does not start transmission in current mini slot} 
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二 1-p'o (3.14) 
P2 = Pr{no other nodes within Rj start transmission in current mini slot} 
+00 
= ^ ^ Pr{No nodes start transmission|z nodes in Ri}Pr{i nodes in R[} 
i=0 
=e—PGAM" (3.15) 
In summary, the successful transmission probability for case one is, 
= (3.16) 
3.2.4 Case Two 
The second case happens when some hidden nodes exist during the transmission. Mean-
while, Res covers only part of the interference range. That is, 
1 + ( S S L ， (3.17) 
Fig. 3.6 shows this situation. We denote the part of interference range that has been 
covered by Res as Si{r) and other part as S2(r). Both area sizes are the functions of 
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r. By Geometry calculations, 
51 (r) = PR 产+ iRcs2 — Rir sin/3 (3.18) 
S^ 2(r) = nRi^  - Siir) (3.19) 
where, 
P = arccos —;r and 7 = arccos 
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Figure 3.7: Successful Transmission Timing Diagram for Case Two 
In S'i(r), the interference nodes will keep inactive during the transmission as in case 
one. On the other hand, the nodes in 6*2(r) may initiate transmissions and corrupt 
the packet reception. Therefore, those nodes are hidden nodes. To ensure the current 
transmission successful, these nodes cannot transmit in the previous and following 4T 
of the current transmission starting time. The timing diagram in Fig. 3.7 further 
explains this, showing the condition of successful transmission. Under case two, the 
conditional successful transmission probability can be derived by, 
Ps = Pr{Successful Transmission} = PaPbPc (3.20) 
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And, 
PA = Pr{The receiver does not initiate transmission in this mini slot} 
PB = Other nodes in 5i(r) does not start to transmit in this mini slot} 
Pc = Pr{Nodes in S2{r) does not transmit in previous and following 4T} 
PA is easy to get. PB and Pc can be calculated by the property of Spatial Poisson 
Process. Hence, we can get, 
PA = 1- P'O PB = e—A叫咖& Pc = e—鄉而〈T)1 (3.21) 
Combining them together, the successful transmission probability of case two is ob-
tained, which is shown as follows. 
Ps 二 P A - P B ' P C = { } — P'O) e — ( 3 . 2 2 ) 
3.2.5 Mathematical Form of Throughput 
Given the successful transmission probability in the last two sections, we will derive 
the mathematical form of one-hop throughput in this section. The throughput is 
represented in terms of packets per time slot, which has the length of T. 
According to the previous analysis, the successful transmission probability is con-
ditioning on r, the distance between transmitter and receiver. Therefore, the overall 
probability Pg should be dependent of the distribution of r. To derive this, we need to 
^ 3.2 Derivation of Throughput 
have the cumulative distribution function F(r) of r. 
F{r) = Pr{Distance < r} = Pr{Select a node within range r} 
From the Spatial Poisson Distribution of the terminals, 
y 丑[Select a node within range r] Xnr^ r^ (3 23) 
丑[Select a node within transmission range R] XirR? B? • 
where 0 < r < R The probability density function f{r) of r is the first order differen-
tiation of F(r). 
m = 华 = % 0<r<R (3.24) 
With the PDF of r, we can obtain the successful fraction of mo, actual transmitted 
packets per time slot. This is exactly the one-hop throughput, p. 
p = rriQ • Ps 
=mo r f(r)psdr (3.25) 
Jo 
Substitute with Eq. 3.16, 3.22 and 3.24, the final form of p is, 
( 广 RCf ^R \ 
^ ^ 2r(l - + / 2r(l — p'Je—A 帥 风 已 - 呂 入 贴 ？ ⑷ ？ 咖 
R V' ^ ^ y 
(3.26) 
This gives the non-closed mathematical form of throughput. Using this equation, 
we can derive the relationship between carrier sensing range and one hop throughput. 
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Figure 3.8: Carrier Sensing Range vs. Throughput 
3.2.6 Analysis Results 
The Eq. 3.26 is not a closed form integration, but the numerical results can be obtained 
with the aid of computers. When R = 110m, a = 4 and T = 1, the curves of the 
relationship between Res and p are plotted in Fig. 3.8. 
Fig. 3.8(a) shows the relationship under different sensing rate m {times/slot), 
where N the node density—expected number of terminals within the transmission range 
is 4. Fig. 3.8(b) represents the cases of different node densities and rn 二 5.5 in this 
figure. Prom both figures, we can find the result basically agrees with the intuitions. 
With homogeneous node assumptions, the one-hop throughput first 
increases as Res is 
increasing and keeps removing the hidden nodes. And then, the throughput begins to 
decrease when the more and more exposed nodes appears. This indicates the existence 
of an optimal sensing range Res, Besides, other factors like sensing rate, node density 
and etc., also affect the optimal Res- In summary, this analysis gives a direct reference 
on the relationship between carrier sensing range and throughput in CSMA/CA MAC 
protocol. 
^ 3.3 Implications 
3.3 Implications 
In this section, we will show the implications of the previous analysis on MAC protocol 
and discuss the necessity of new MAC protocol designs. 
3.3.1 Value of Sensing Range in CSMA/CA 
In [18], it is suggested that the hidden nodes can be removed by large Res in 
CSMA/CA. Nevertheless, the previous analysis demonstrated that the optimal per-
formance cannot be achieved by this approach. 
Fig. 3.8 indicates that there exists an optimal carrier sensing range under the 
homogenous terminal assumption. Referring to the figure, we find that the optimal 
Res are less than 300m despite some minor factors that may affect this value. On the 
other hand, the interference range Rj is ^SWB^r where r is the distance between 
transmitter and receiver. Hence, to ensure the hidden nodes are eliminated, we should 
have, (R = 110m, a = 4 and SNRth = lOdB) 
Rcs = R + ^SNRthR = 305.58m (3.27) 
This value is larger than the optimal Res shown in Fig. 3.8. This is because too many 
exposed nodes have appeared and resulted in a poor spatial reuse when all the hidden 
nodes are removed by Res- The issue can be illustrated by Fig. 3.9, where we can 
observe lots of exposed nodes due to the large Res-
Therefore, the key issue here is to balance the hidden and exposed terminals in-
stead of eliminating the hidden terminals. In conclusion, in CSMA/CA, the desirable 
performance can be achieved with the existence of hidden terminals. 
Chapter 3: Analysis on Carrier Sensing Range 32 
Z - Z - — 、 、 
/ • , -一… 
/ o 、、、、>、 
/ • 
i_ o 1 
I I » / y 厂 j j /?: Tansmisson Radius 
\ • \ y \ / \ / !> Res'. Carrier Sensing Radius 
\ O 乂 / / Ri： Interferencing Radius 
* , ^ ^ " " " T T ^ ^ ^ ^ 》 D i s t a n c e between Transmitter 
、 /?‘> ’、、 •••• j and Receiver 
\ • 、、 y a: Signal Attenuution Factor 
V y • Exposed Node (Inactive) 
O Hidden Node {Inactive) 
、•^^ . z * O Transmitter and Receiver 
• • — • - ' ' 
Figure 3.9: The Effect of Large Carrier Sensing Range 
3.3.2 Need for New MAC Protocols 
The theoretical analysis suggests that the average good performance can be achieved 
by properly adjusting sensing range of CSMA/CA. However, the terminals are assumed 
to be homogenous in this analysis. This can hardly be the case in practice. 
In the analysis model, all the terminals have the same traffic loading with the same 
transmitted packet size. And the terminals have the same CSMA/CA channel sensing 
rate. These assumptions can help to simplify the theoretical analysis, but it cannot 
happen in real application. Both the loadings and packet size of terminals can vary 
depending on the specific applications. 
Moreover, the terminals in the network have unified distribution density A in the 
network. This usually cannot hold in general cases. The uneven terminal density indi-
cates the expected numbers of interference terminals faced by various transmitters are 
different. Other phenomena can also affect the local channel conditions of each termi-
nal, like channel fading, mulit-path effect [8] and etc. Hence, the optimal sensing range 
derived in uniform density case may not apply here. In other words, we cannot apply 
the same configurations to all the terminals regardless the local conditions of them. 
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Nevertheless, the unified configurations have been adopted by most MAC protocols in 
use now. 
Therefore, new schemes are needed to effectively coordinate the terminals in the 
network in practice. The MAC schemes should take the various local conditions into 
account. In the Chapter 4，we will propose two new MAC schemes to perform the 
terminal coordinations by adjusting the carrier sensing range. 
Chapter 4 
M A C Protocols by Congestion 
Control 
We have performed the analysis on carrier sensing range and mentioned some issues 
regarding new MAC protocol design in the last chapter. In this chapter, we will propose 
two MAC schemes. The schemes adopt the congestion control mechanism to achieve 
fair channel resource allocation in the MAC layer. 
4.1 Motivations and Principles 
In this section, we will introduce the motivations and basic principle of the proposed 
MAC protocols. Our algorithms are the modifications of IEEE 802.11 DCF, but as the 
cases in most applications, they do not adopt the RTS/CTS frames . They are based 
oil adjusting the threshold (sensitivity) of CSMA/CA. 
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4.1.1 Balancing Hidden and Exposed Nodes 
The tradeoff between hidden and exposed nodes, as addressed in Chapter 2, indicates 
that it is difficult to mitigate two problems at the same time. Tons of researches have 
been performed to solve them, but according to our knowledge, there exists no elegant 
solutions to these problems. Most schemes to these problems, like [18], [22], [23] and 
etc.,usually solve only one of the two problems, but either making the other problem 
worse or sacrificing some other aspects of the network, such as, connectivity, simplicity 
and etc. Therefore, the key to the coordination is to balance them. 
Among the basic parameters of IEEE 802.11 DCF, the carrier sensing range Res 
of CSMA/CA is a tunable parameter. In the CSMA/CA, the antenna will compare 
the local channel power with a threshold (or sensitivity) to decide whether the channel 
status is busy or idle. Hence, by adjusting this threshold, the carrier sensing range 
can be modified. A study on the carrier sensing range in balancing the hidden the 
exposed nodes has been performed in [18]. This work shows the effect of sensing range 
in balancing the hidden and exposed nodes. 
Moreover, the theoretical analysis in the last chapter address the influence of carrier 
sensing range on one-hop throughput in details. The work shows there can exist an 
optimal Res under the homogenous assumption. These issues motivates us to use Res 
in CSMA/CA as the critical parameter to balance hidden and exposed nodes. 
Based on this, we propose two MAC schemes with self-adjusting Res- The terminals 
with the schemes learn local channel condition to find a (sub)optimal Res and achieve 
better channel resource allocation. 
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4.1.2 Controlling Carrier Sensing Range 
In CSMA/CA, the antenna compares the local channel power to a threshold to deter-
mine the channel status. The transmitted power attenuates with the distance in the 
wireless channel. The measured power P^ is particularly modeled by [8], 
眷 鐵 （4.1) 
a is the path loss factor, d is the distance from the transmitter. Pt is the transmitted 
power. Gt and Gr are the antenna gains of the transmitter and receiver respectively. 
A is the wavelength. When P八d) > the CSMA/CA threshold, the power will be 
detected by the antenna and the transmitter will be blocked. In other words, the Res 
can be given by, 
JPtG.GrX' 
R c s " ^ ^ (4.2) 
This means that with the threshold Ptk, the transmitting terminal at a distance of Res 
with power Pt will be detected by the local terminal. Hence, this equation defines the 
corespondency between the sensing range Res and the threshold Pth- The smaller the 
threshold is, the larger the sensing range will be. 
4.1.3 Non-homogenous Sensing Range 
In the theoretical analysis in the last chapter, all the terminals are assumed to have 
the same Res' However, in our the proposed MAC schemes, the terminals will adjust 
the Res according to their local environment. Therefore, the sensing range, in this 
case, are non-homogenous. 
If the terminals are allowed to have different Res、the optimal Res will become 
case dependent. For example, in Fig. 4.1, to ensure the current transmission, the nodes 
37 4.1 Motivations and Principles 
、、\ 
/ n N I 1 
« cs 、、 眷 Nol aware of Ihc irans in issions from A 
j / ^ '7 • May causc packei corruptions at B 
^ » V 0 t \ 
(ir^n 
/ ,尺： T r a n s m i s s i o n R a n g e 
、 ^ I Res- Carrier Sensing Range 
、 〜 I 」 > \ 仪 j Rf: Interference R a n g e 
\ \ ci, - 0 Transmitter and Receiver 
\ 乂’ 
、、一乂’ 
Figure 4.1: Carrier Sensing Range Coordination 
C,D have to increase their sensing range to just cover the transmitter A. Clearly, the 
optimal Res depends on many factors, such as, relative location of the hidden nodes, 
the distance between transmitter, nearby terminal density and etc. If the sensing ranges 
are simultaneously optimized for each pair of transmitter and receiver, the hidden and 
exposed nodes can be ideally balanced. 
The centralized control can be one option to coordinate the sensing ranges. In [24 
and [25], the authors suggested using GPS (Global Positioning System) systems for 
coordination. However, this will cause high computation complexity and poor network 
scalability, not to mention the extra hardware cost involved. 
An alternative approach is to apply distributed adaptive control, that is, each node 
adjusts the Res itself according to the current environment so as to find a (sub)optimal 
range. This approach can effectively reduce the algorithm complexity and enhance the 
network scalability. The two MAC protocols proposed in the thesis are based on this 
approach. A linear adaptive scheme was proposed in [31], but we will show this scheme 
does not work well in general cases in Chapter 5. This indicates that the simple 
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adaptive schemes are not effective enough. 
We have investigated the tunable property of carrier sensing range in depth and 
found that there exists similarity between the sensing range and window size in TCP 
congestion control. Hereby, we model the Res as the congestion window and adap-
tively control the range in a manner similar to congestion control algorithms. These 
algorithms have been shown to achieve good bandwidth allocation in TCP proto-
cols [26] [27]. And it turns out that in MAC layer, they also perform well, which 
is to be proven by the simulation results in Chapter 5. 
4.2 Algori thm Descriptions 
In this section, we will describe the algorithms for the MAC layer proposed in this the-
sis. The core concept is the modeling of Res to congestion window. Hereby, we propose 
LDMI (Linear Decreasing Multiplicative Increase) and Tahoe Controlling MAC pro-
tocols. 
4.2.1 Core Concept 
In CSMA/CA, the Res determines how conservative a terminal will behave. Assuming 
the uniform density of the network, a terminal with a larger sensing range will behave 
more conservative, as it has to , on average, take care of more nodes within the Res, 
and vice versa. 
This is similar to that of TCP congestion control. In congestion control, each flow 
maintains a window size, which can be regarded as the transmitting rate. The larger 
the window size, the more aggressive it is. The flow will keep on increasing the window 
size when the transmitted packets are acknowledged. Once a transmission fails or 
traffic congestion occurs, the windows size will decrease (usually in a multiplicative 
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Figure 4.2: Modeling Res to Congestion Window 
manner). The flow, thus, becomes conservative. This process performs iteratively 
and gradually realize the fair bandwidth allocation among the traffic flows. Some 
famous TCP congestion control schemes include AIMD [26] (Additive Increase and 
Multiplicative Decrease), TCP Tahoe [28],TCP Vegas [32] and etc. 
In CSMA/CA, the same mechanism can be applied to achieve fair channel resource 
allocation. When the node is experiencing successful transmissions, it will reduce the 
sensing range, making the node more aggressive. As a packet failure occurs, it will 
increase the sensing range and behave more conservatively. So on and so forth, the 
terminal tries to adaptively determine a (sub)optimal Res with regard to the local 
condition. In this way, the overall fair channel resource allocation can be achieved. 
The modeling to Res can be summarized in Fig. 4.2. 
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4.2.2 L D M I Control Scheme 
The first scheme we propose is named as LDMI (Linear Decrease and Multiplicative 
Increase) Control Scheme. This corresponds to the AIMD scheme in TCP congestion 
control. 
All the flows start with the minimum window size—lMSS (Maximum Segmentation 
Size [12]). For each packet acknowledged, the congestion window size is increased by 
a fixed step depending on the local configurations. This is known as additive increase. 
On the other hand, the congestion window is halved in case a transmission failure has 
occurred. 
In LDMI, all the terminals start with a relatively large sensing range, denoted as 
Rtop. After a successful transmission, i.e., ACK received for the previous packet, the 
Res is decreased by 8. Once ACK is timed out, i.e., transmission failure, the sensing 
range Res will be increased by [Rrop — Rcs)/'^ which resemble halving the window size 
in TCP congestion control. In mathematical representation, let Ri denote the carrier 
sensing range after the zth transmission of a terminal, we can have For z = 0, 
Ro = Rtop (4.3) 
and for z > 1, 
Ri-i — 6 Previous Packet ACKed 
Ri = (4.4) 
丑 … A C K Packet Timed Out 
\ 
A track of Res in the terminal using LDMI is provided in Fig. 4.3 where Rtop = 
180.58m and 6 = 15m. The LDMI Control Scheme gives a proper modeling of Res to 
the AIMD mechanism. 
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4.2.3 Tahoe Control Scheme 
Another famous congestion control scheme was proposed in [28], called TCP Tahoe. 
We have also imported it to the MAC layer and developed Tahoe Control Scheme. 
In TCP Tahoe, the expansion of congestion window has two phases [28]. In phase 
I—slow start, the window goes through an exponential increase. When the size is larger 
than a threshold, it enters phase II—congestion avoidance, where additive increase is 
applied. Once a failure occurrs, the threshold becomes the half of the current window 
size while the window size is reduced to the minimum {IMSS). Afterwards, the flow 
applies the phase I again until the windows size is over the new threshold. 
Similarly, we have two phases, exponential decreasing and linear decreasing, when 
Res is decreasing in Tahoe Control Scheme. In exponential decreasing, the terminal will 
reach the high share of channel resources quickly. When it enters the linear decreasing, 
it tries to stay on that high share as long as possible. The description is given as 
follows. 
• Let R^ denote the sensing range of the zth consecutive successful transmission 
after the kth transmission failure. 
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• Rk is the sensing range at the kth transmission failure. 
• Hereby, k increases by 1 and i is set to 0 when the transmission failure occurs. 
• Rq = Rtop, where Rrop is the initial sensing range. 
• Rrhres 二 R 尸，where Rrhres is the threshold. 
During the series of successful transmissions, 
( 
RTOP - l < I < llogpiRrop — Rrhres)' 
= I R^-l - S i> \logfs{RTop - Rrhres)] (4.5) 
0 RTOP < 0 or Ri-I - 6 < 0 
\ 
where jS is the exponential factor and 5 is the linear decreasing step. 
When transmission failure occurs, 
= RTOP ( 4 . 6 ) 
and the new threshold becomes, 
RTHres = (4.7) 
We have also provided a track of Res in Tahoe Control Scheme [Rtop == 180.58m, 
= 3 and 6 = 5m) in Fig. 4.4，where the two phases of sensing range decrease can 
be observed. 
Both protocols are based on the modeling between carrier sensing range and TCP 
congestion control window. There can be other variations of these two MAC protocols 
just like the cases in TCP congestion control, such as TCP New Reno [29], TCP Hybia 
30] and etc. The best TCP congestion control scheme has not appeared yet. Similarly, 
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the optimal MAC protocol using this approach is yet to be discoverd. Nonetheless, 
the simulation analyses presented in the next chapter have already demonstrated the 
superiority of these two protocols, LDMI and Tahoe. 
Chapter 5 
Simulation Analysis 
We have presented two MAC schemes by congestion control algorithms in the last 
chapter. In this chapter, we will demonstrate the superiority in the performance of 
these two via simulations. We perform this by the comparisons with the CSMA/CA 
in IEEE 802.11 DCF standard. The comparisons include one-hop throughput, fairness 
and throughput convergence speed. 
5.1 Simulation Configurations 
We conduct experiments on IEEE 802.11 DCF standard without RTS/CTS frames 
using OMNet++ [33] and its Mobility Framework [34]. OMNet++ is an open source 
discrete event simulator. It provides extensive models defined by C++ language and 
support of MAC layer protocols. Furthermore, the access to the model modifications 
provides the ease of new protocol implementations. 
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5.1.1 Geometric Burst Traffic Model 
One of the critical issues in simulations is to make the model realistic. In practice, 
the traffic flows in the network usually appear in terms of traffic burst, that is, the 
generated traffic rate remains the same within a certain duration depending on the 
application. And then, the rate will alter after this burst ends. To emulate this network 
traffic characteristic, we propose a Geometric Burst Traffic Model in this section. The 
specification of the model is given as follows. 
• The packets arrive at MAC layer in terms of bursts. 
• During each burst, a packet is generated with probability po in an application 
time slot, where we refer po as the traffic loading. 
• The packet will randomly choose a terminal within the transmission range as the 
destination. 
• The terminals have the fixed packet destination, traffic loading and packet size 
within a burst. 
• The burst length (in application layer time slots) is followed by a Geometric 
distribution with p, thus 1/p is the expected burst length. 
• A different traffic burst will begin immediately after the current one ends. 
I • B“rsl4 D • U 
幻‘ Burs, 3 E O T 
PS»4O96biu,Dcst.=0 Dcsl.x/l PS»7168bils, Dcst.=D PS=92l6bils. Dcst.=D • • • • • 、 \ ^ / / 
‘ \ 7 o / 
R : Transmission range O Terminals within R of the iransmiucr Dcsl.: Deslinaiion of ihe currenl burst ^ ^ 
• Transmilicr PS : Packet size : The probability of generating a packei in an application lime sloi 
Figure 5.1: Illustration of Geometric Burst Traffic Model 
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Fig. 5.1 illustrates the traffic generated by this model. It helps generate traffic 
stream as in the real applications, and hence makes the simulation more practical. We 
will test the proposed schemes under this model. 
5.1.2 Network Topology 
For the network topology, the network is located on a 1000 x lOOOm^ playground, in 
the center of which we place 16 Target Nodes in a 4 by 4 grid-shape manner. The 
Manhattan Distance between targets nodes is set to be larger than the transmission 
range. The target nodes apply fixed traffic loading (say, generating a packet with fixed 
probability p' in each application time slot) and packet size (8192bits) in each run of 
the simulations. We then measure the average one-hop throughput of these 16 target 
nodes. 
Uniformly Distributed Node, Geom eiric Traffic Model 
cy^ 0 :::::: o 
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了參 • • 眷 
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1 j 150m 0 Q I • 
-•• • • 0 • 
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Target Node, Fixed Traffic Loading and Packet S^e 
lOOOn 
Figure 5.2: Network Topology in the Simulation 
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figurations, we will compare the performance of our schemes with the CSMA/CA in 
IEEE 802.11 DCF Standard. 
5.2 Throughput Comparisons 
We compared the one-hop throughput [20] of different MAC schemes in our simulations, 
that is, the average number of successful transmissions to the destination (a random 
terminal within the transmission range) in a second. 
The first result is on Linear Control Scheme, which is described as follows. 
/ 
Ri_i - 5 Packet ACKed 
Ri = Ri+i + 6 ACK Timed Out (5.1) 
0 If Ri-i-6<0 
\ 
where Ri is the carrier sensing range after zth transmission. Hereby, Res will decrease 
or increase by a fixed value S, depending on the success or failure of the transmission. 
This is a simple self-adjusting mechanism 
According to the experimental results shown in Fig. 5.3(a) (S = 15m), the through-
put performance is fairly unstable. At some loadings, the throughput exceeds that of 
the original CSMA/CA while at other loadings, it presents a poor performance. In the 
next section, we will see the cause of this situation is related to the fairness of channel 
resource allocation among the terminals. In a word, the Linear Control Scheme shows 
an unsatisfactory performance in the random topology. 
Now, we present the throughput performance of the algorithms proposed in this 
paper. The throughput of LDMI is illustrated in Fig. 5.3(b) In the simulation, the 
LDMI algorithms has been specified by Eq. (4.3) and (4.4), where Rrop = 180.58m and 
6 = 15m. This time, the performance is stable at all the loadings, plus the throughput 
^ 5.1 Simulation ConGgurations 
In the surrounding of the target nodes, there are 190 nodes randomly distributed 
in the playground according to the uniform distribution. In the simulation, these 
terminals apply Geometric Burst Traffic Model, thus this creates a realistic and varying 
traffic environment. We will observe how well the target nodes perform using the 
proposed schemes under this condition. Fig. 5.2 gives the illustration of the network 
topology. 
5.1.3 Simulation Parameters 
The acknowledge mechanism and the backoff scheme are exactly the same as the 
CSMA/CA in IEEE 802.11 DCF. Other simulation parameters are summarized in 
Table 5.1 
Playground Size 1000 x lOOOm? 
Number of Random Distributed Nodes ^ 
Number of Target Nodes 16 
Manhattan Distance between Target Nodes 150m 
Target Node Packet Size 8192bits 
Path Loss Factor, a 4 
SNR Decoding Threshold “ lOdB 
— Bit Rate — 11Mbps 
MAC Layer Time Slot Length 20,⑵ 
. M A C Layer Header Size 一 272bits 
Transmission Power 3mW 
Transmission Range 110m 
Initial Carrier Sensing Range 180.58m 
Application Layer Time Slot Length 2ms 
Average Burst Length ^ 
Simulation Time 90Qg 
Table 5.1: Simulation Parameters 
Note that the traffic loading is defined with reference to the application layer time 
slot, so the loading is not very high to the MAC layers. Using these simulation con-
^ 5.2 Throughput Comparisons 
1 4 — 
---Original CSMA/CA 
12 • Linear Control Scheme - a , 
I 1。 A /、、/\ / 
i:: _ ,7t:7又 
4 - i 
o h ^ 
0 . 0 5 0 . 1 5 0 , 2 5 0 . 3 5 0 . 4 5 0 . 5 5 0 . 6 5 0 . 7 5 0 . 8 0 0 . 9 5 
Traffic Loading 
(a) Linear 
2 5 I ； 1 
Oitgkul CSMA/CA 
LDMI Conrol Sch»n« 
{:: 严 
« / /、、、. .. 
I 1。- z — / 、、’ 
Q * I 1 I I 1 t I . I ‘ • I 1  f -- -丄. .L . I. I  ' I I 1 I 
0.06 0.15 0.25 0.35 0.45 0.S5 0.65 0.75 0.85 0.95 
Traffic Loading 
(b) LDMI 
lu I - • I - ™ - ~ - — 
OiloimiiCSMMiA 
16 TalwCoWiolSchame ^ ^ 
老 X /、、、、、、/ 
I 1。• … … / 、、、/ 
1 6 - 乂 … ― 
0 I ‘ ‘ — ‘ — ‘ — ‘ — ‘ — ‘ — ‘ — ‘ — ‘ — I — ‘ — ‘ ‘ ‘ ‘ — ‘ — 
0 . 0 5 0 . 1 5 0 . 2 5 0 . 3 5 0 . 4 5 0 . 5 5 0 . 6 5 0 . 7 5 0 . 8 5 0 . 9 5 
Traffic Loading 
(c) Tahoe 
Figure 5.3: Throughput Comparisons 
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is higher than the original CSMA/CA. This has demonstrated a great throughput 
improvement. It is interesting to point out that if we tweak the parameter 6 to a larger 
value, the throughput will on average become higher. However, the performance will 
become unstable. 
The throughput performance of Tahoe Control Scheme is presented in Fig. 5.3(c) 
(P = S and 6 = 5m). It also achieves a higher throughput than the original CSMA/CA 
and presents a stable performance, i.e., it has higher throughput at all loadings in our 
simulation. This is desirable, however, compared with LDMI, the throughput is a bit 
lower. This does not necessarily mean Tahoe is worse than LDMI. We will show the 
unique advantage of Tahoe Control Scheme in the following sections. 
In addition, the two parameters, (5 and 5, will also affect the performance of Tahoe 
Controlling Scheme. If (3 is increased to large value, it will become more difficult for 
the terminal to find a feasible sensing range. Hence, the throughput will be lowered. 
On the other hand, with a large 6 value, the throughput performance will become 
unstable. 
5.3 Fairness Comparisons 
In the last section, we have seen the unstable performance of Linear Control Scheme. 
This is, in fact, related to the fairness among the terminals. In this section, we will 
compare the fairness of terminals in the network of different MAC schemes 
5.3.1 Situation of Unfairness 
For each terminal in the network, the chances to access the channel and transmit 
packets can be regarded as the obtained channel resources. Therefore, the fairness of 
this allocation becomes a critical issue in MAC scheme designing. Fig. 5.4 illustrates 
^ 5.3 Fairness Comparisons 
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Figure 5.4: Unfairness in Channel Resources Allocation 
After a series of transmission, the sensing range, Res of terminal B may become 
very large due to the consecutive transmission failures while the successful transmis-
sions gives a very small Res to terminal A. Therefore, B can be aware of the trans-
mission from A. On the other hand, A even does not know the existence of B and 
keeps on transmitting to C aggressively. Even if A occasional!}' experiences an ACK 
time out, it will not change the situation too much. As the penalty in Linear Control 
Scheme is small, the Res will only increase by 5 (15m in the simulations). As long as 
the next transmission is acknowledged, the Res will decrease again and it still cannot 
notice B. As a result, B can hardly have chance to transmit to D. Therefore, this 
causes the unfairness of channel resource allocation between terminal A and B. 
Fig. 5.4 only shows one possible case. There are other situations that may induce 
the unfairness. Hereby, in Fig. 5.3(a), the target nodes we are measuring may happen 
to obtain a high share of channel resources at some loadings, and thus, exceed the 
original throughput. However, at other loadings, they may fail to achieve so. 
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5.3.2 Fairness Measurement 
To quantify the fairness, we adopt the index introduced in [35], which is originally used 
to measure the fairness of bandwidth allocation in TCP congestion control. It is given 
by the following equation, 
作 ) = S S (5.2) 
where Xi denotes the one-hop throughput of terminal i. F{x) ranges from 0 to 1 and 
monotonically increases with the fairness. Different from the simulations of throughput 
comparisons, we apply the same traffic loading (the same packet size, 10246yies, and 
the same sending rate) to all the terminals in the network. That is, we do not apply 
the Geometric Burst Traffic Model By using the index, Fig. 5.5 shows the fairness 
comparisons of different schemes. 
We can observe that Linear Control Scheme shows a poor fairness performance. 
This agrees with our previous analysis and is the cause of unstable performance in 
throughput. However, bothLDMI and Tahoe achieve the same level of fairness as the 
original CSMA/CA. At the lower loadings, they perform a bit worse than CSMA/CA, 
but exceeds it at higher loadings. On average, the fairness over all the loadings of the 
original CSMA/CA is 0.658 while that of LDMI is 0.653 and 0.654 for Tahoe. 
^ 5.3 Fairness Comparisons 
Although the fairness value of all these three schemes are not very high, around 0.65, 
we did find any terminal starving in LDMI and Tahoe by observation. Nevertheless, 
there exists variance among the terminal one-hop throughputs, as shown in Table 
5.2 (Tahoe, Traffic Loadings 0.8). In this sense, the two schemes do not have the 
improvement in terms of fairness. After all, they have achieved the same level fairness 
as the original CSMA/CA. 
Terminal Throughput {packets/sec) Terminal Throughput {packets/sec) 
"Host 148 — 19.394 “ Host 167 3.250 
"Host 149 — 11.218 "Host 168 9.594 
—Host 150 5.833 “ Host 169 13.453 — 
"Host 151 — 4.023 Host 170 ~~ 3.454 
"Host 152 6.914 Host 171 ~~ 5.494 
"Host 153 一 3.016 Host 172 一 13.141 
"Host 154 9.218 "Host 173 10.569 
"Host 155 3.934 Host 174 ~~ 14.007 
"Host 156 2.122 Host 175 8.329 
"Host 157 6.959 Host 176 8.329 
Host 158 16.941 "Host 177 4.732 
l o s t 159 12.485 Host 178 23.938 
"Host 160 10.531 "Host 179 ~ ~ 8.737 
Host 161 一 13.984 Host 180 10.864 — 
"H^st 162 7.030 Host 181 36.732 
Hi^st 163 13.653 Host 182 12.178 
Host 164 12.644 l iost 183 一 15.619 
Ifost 165 5.719 Host 184 5.984 
Ifost 166 8.601 Host 185 9.549 
Table 5.2: The Sample of Terminal Throughputs in Tahoe Controlling Scheme 
By this token, both LDMI and Tahoe show a desirable performance. As they have 
much higher throughput as well as the same level of fairness, most terminals in the 
networks will get a better share of the channel resources, i.e., more chances to access 
the channel and transmit. Therefore, LDMI and Tahoe perform better in terminal 
coordination than the original CSMA/CA. 
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5.4 Convergence Comparisons 
We have compared the throughput and fairness of the four schemes, and concluded 
that LDMI and Tahoe present the satisfactory performance. But, from Fig. 5.3(b) 
and 5.3(c), it can be observed that Tahoe has lower throughput than LDMI. So, in this 
section, we will explore the superiority of Tahoe Control Scheme in terms of the speed 
of throughput convergence. 
According to the configurations in Section 5.1, the average burst length adopted is 
8 seconds in the simulations. Now, we will observe how the throughput varies within 
this 8 seconds. We apply the traffic loading of 0.35 to a terminal inside the network. 
It is located in the center of the topology show in Fig. 5.2，thus the surrounding nodes 
are randomly distributed around it. They apply the Geometric Burst Traffic Model. 
We observe the one-hop throughput of this terminal from the beginning of a new burst 
of the surrounding nodes under different MAC schemes. The result is shown in Fig. 
5.6. 
Although LDMI has achieved the highest throughput in the end, the throughput 
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of Tahoe exceeds the CSMA/CA earlier at around 1.2second which is almost half of 
LDMI, 2.25second. Both control schemes can outperform the CSMA/CA within 8 
seconds, but this may not be the case when the burst length is shorter. For example, if 
the burst length becomes 2 seconds, then the throughput of LDMI may even be lower 
than CSMA/CA. This indicates that Tahoe can find a better or optimal Res more 
quickly than LDMI. In summary, Tahoe Control Scheme is more suitable in dynamic 
traffic condition where the traffic of the surrounding terminals varies more frequently. 
5.5 Summary of Performance Comparison 
The simulation analyses present a set of performance comparisons of the two MAC 
protocols, LDMI and Tahoe. The results can be summarized by the Table 5.3. 
Protocols Better —> Worse 
—Throughput 一 LDMI — Tahoe — CSMA/CA 
Terminal Fairness Same level of fairness 
Convergence Speed Tahoe —> LDMI 
Table 5.3: Overview of Performance Comparison 
Prom this table, we can observe both LDMI and Tahoe have their own advantages in 
different aspects. Hereby, the selection should be made based on the practical situation. 
On the whole, the modeling of sensing range to the congestion control window have 
made the two MAC protocols superior to the original CSMA/CA. 
Chapter 6 
Conclusions 
This thesis provides a comprehensive study on the MAC layer of Ad Hoc wireless 
networks by analyzing the hidden and exposed node problems. This is a practical 
research area that enjoys wide applications. 
By studying on the hidden and exposed node problems themselves and previous 
research work, we showed the tradeoff between two problems. One problem may become 
worse when the efforts are being made to solve the other problem. This indicates the 
difficulties of solving the two problem at the same time. 
We further performed a theoretical study on the carrier sensing range of CSMA/CA. 
A mathematical derivation has given a curve that characterizes the relationship be-
tween the one-hop throughput of the network and the carrier sensing range. Although 
approximation has been taken, the analysis implies that the size of carrier sensing 
range plays an important role in the tradeoff between hidden and exposed nodes in 
CSMA/CA when the terminals are homogeneous. 
Based on these works, we found the key issue is to balance the two problems instead 
of tackling both of them. We have utilized the concept of TCP congestion control to 
MAC layer of Ad Hoc networks and proposed two distributed MAC schemes, LDMI 
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and Tahoe control. The simulation analyses have proven that these two schemes present 
satisfactory performance in terms of throughput and terminal fairness. Particularly, 
Tahoe is also suitable in dynamic traffic conditions. 
The optimal MAC scheme is not discovered in the thesis, but the modeling between 
congestion control and carrier sensing control presents a feasible approach to improve 
the MAC layer performance of Ad Hoc networks. 
Appendix A 
Categories of CSMA/CA 
There are several variations of the CSMA depending on the 'Channel Listening' strat-
egy. The variations are 1-persistent, non-persistent and p-persistent CSMA/CA [8 . 
In the analysis of Chapter 3, we approximated the non-persistent CSMA/CA with 
Geometric Backoff. 
A . l 1-persistent C S M A / C A 
With this strategy, the terminal always keeps listening to the channel and waits for 
the end of the transmission. As soon as the channel is idle, the terminal transmits its 
message with probability one. 
A.2 non-persistent C S M A / C A 
In this category of CSMA/CA, if busy channel is encountered or the transmission 
fails, the terminal waits a random time before the retransmission of a packet. Here, 
the random time is known as backoff time. Several backoff schemes are described in 
Appendix B. 
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^ • A.3 p-persistent CSMA/CA 
A.3 p-persistent C S M A / C A 
This is a generalization of the above two schemes. It can be described as follows [36 . 
• If the channel is idle, the terminal begins transmission with probability p in this 
(mini) slot. 
• In idle channel, the terminal repeats the above process in each (mini)slot until 
the transmission is initiated or the channel becomes busy. 




In most MAC protocols, the terminal will apply a random backoff time before the next 
action if it encounters contentions, like busy channel or transmission failure. If the 
next action still fails, the terminal will go through another backoff. There are many 
backoff algorithms, some of which are described here for reference. 
B . l Constant Window Backoff Scheme 
This is the most basic backoff scheme. A contention window with fixed size is main-
tained in terms of (mini)slots, for example, [0, CW—1], where CW stands for contention 
window and specifies the maximum possible time of backoff. When backoff is needed, 
a random value W is selected uniformly from [0, CW — 1). Hereby, the terminal will 
experience a backoff of W (mini)slots. 
B.2 Geometric Backoff Scheme 
Under this scheme, the length of backoff time follows the Geometric Distribution. Du-
ration the backoff, the terminal ends the backoff with a probability p in each (mini)slot. 
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Therefore, the expected backoff time is 1/p (mini)slots under this scheme. This scheme 
is adopted in the analysis of Chapter 3. 
B.3 Binary Exponential Backoff Scheme 
Binary Exponential Backoff (BEB) is the scheme that IEEE 802.11 DCF standard 
implements. Each terminal will also maintain a contention window. During the first 
backoff, the initial window size is [0，CWQ - 1]. A random value will be randomly se-
lected as the backoff (mini)slots. In case the next transmission still fails, another backoff 
is launched and the window size is updated to [0，CWi - 1], where CWi = 2CWo. This 
process repeats if the transmission failure continues. Therefore, the contention window 
will goes through a binary exponential expanding. The maximum contention window is 
defined as [0, CWmax — 1]. In IEEE 802.11 standard, one common configuration is that 
the minimum window size CWmin is CWmin 二 = and the maximum window 
size is CW丽=21。[9]. 
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