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Abstract
We show that characteristic formulae for (nite-state systems up to bisimulation-like equiva-
lences (e.g., strong and weak bisimilarity) can be given in the simple branching-time temporal
logic EF . Since EF is a very weak fragment of the modal -calculus, model checking with EF is
decidable for many more classes of in(nite state systems. This yields a general method for prov-
ing decidability of bisimulation-like equivalences between in(nite-state processes and (nite-state
ones. We apply this method to the class of PAD processes, which strictly subsumes PA and push-
down (PDA) processes, showing that a large class of bisimulation-like equivalences (including,
e.g., strong and weak bisimilarity) is decidable between PAD and (nite-state processes. On the
other hand, we also demonstrate that no ‘reasonable’ bisimulation-like equivalence is decidable
between state-extended PA processes and (nite-state ones. Furthermore, weak bisimilarity with
(nite-state processes is shown to be undecidable even for state-extended BPP (which are also
known as ‘parallel pushdown processes’). c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We study the decidability of bisimulation-like equivalences between in(nite state
processes and (nite-state ones. The motivation is that the intended behavior of a process
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is often easy to specify (by a (nite-state system), but a ‘real’ implementation can
contain components which are essentially in(nite state (e.g., counters, buJers). The
aim of formal veri(cation is to check if the (nite-state speci(cation and the in(nite-
state implementation are semantically equivalent (i.e., bisimilar). First, we examine
this problem in a general setting, extracting its core in a form of two rather special
subproblems (which are naturally not decidable in general). A special variant of this
method which works for strong bisimilarity has been described in [12]; here we extend
and generalize the concept, obtaining a universal mechanism for proving decidability
of bisimulation-like equivalences between in(nite- and (nite-state processes. We show
that (nite-state processes can be encoded up to bisimilarity in formulae of the temporal
logic EF (more precisely, in a slightly extended version of EF which can also express
constraints on sequences of atomic actions). Such a formula is called a characteristic
formula for the given (nite-state process. The characteristic formula f of a (nite-state
process f has the property that for any (general) process g whose set of actions is
contained in the one of f we have that g is bisimilar to f if and only if g satis(es f.
Previous works used the modal -calculus to construct characteristic formulae [31]. We
show that the much simpler logic EF (a fragment of CTL and the modal -calculus)
suNces. This is signi(cant, because model checking with EF is decidable for many
more classes of in(nite-state systems than with the modal -calculus [8, 20, 22].
Then we apply the designed method to the class of PAD processes (de(ned in
[23]), which properly subsumes all PA and pushdown processes. We prove that a large
class of bisimulation-like equivalences (including, e.g., strong and weak bisimilarity)
is decidable between PAD and (nite-state processes, utilizing previously established
results on decidability of the model-checking problem for the logic EF [19, 20, 22, 17].
We also provide several undecidability results to complete the picture – we show that
any ‘reasonable’ bisimulation-like equivalence is undecidable between state-extended
PA processes and (nite-state ones. Moreover, even in the case of state-extended BPP
processes (which form a natural subclass of Petri nets) the problem of weak bisimilarity
with (nite-state processes is undecidable.
Decidability of bisimulation-like equivalences has been intensively studied for various
process classes (see [26] for a survey). The majority of the results are about the
decidability of strong bisimilarity, e.g., [1, 5–7, 32, 14, 10].
Strong bisimilarity with (nite-state processes is known to be decidable for (labeled)
Petri nets [13], PA, and pushdown processes [12]. Another positive result of this kind
is presented in [20], where it is shown that weak bisimilarity is decidable between
BPP and (nite-state processes. However, weak bisimilarity with (nite-state processes
is undecidable for Petri nets [11]. In this paper we obtain original positive results
for PAD (and hence also PA and PDA) processes, and an undecidability result for
state-extended BPP processes. Moreover, all positive results are proved using the same
general strategy which can also be adapted to the previously established ones.
In Section 2 we de(ne process rewrite systems, the formalism we use to describe
in(nite-state systems. In Section 3 we describe the general method for deciding bisim-
ilarity between in(nite- and (nite-state systems. In Section 4 we use this method to
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construct characteristic formulae and apply them to prove the main positive decidabil-
ity result. In Section 5 we prove several undecidability results for strong and weak
bisimilarity. In the last section we summarize the results and outline possible future
work.
2. Denitions
Transition systems are widely accepted as structures which can exactly de(ne the
operational semantics of processes. In the rest of this paper we understand processes
as (being associated with) nodes in transition systems of certain types.
Denition 1. A transition system (TS) T is a triple (S;Act; →) where S is a set of
states, Act is a (nite set of actions (or labels), and →⊆ S × A × S is a transition
relation.
We de(ned Act as a (nite set; it is somewhat nonstandard, but we can allow this
as all classes of process descriptions we consider generate transition systems of this
kind. As usual, we write s a→ t instead of (s; a; t)∈→ and we extend this notation to
elements of Act∗ in an obvious way (we sometimes write s→∗t instead of s w→ t if
w∈Act∗ is irrelevant). A state t is reachable from a state s iJ s→∗ t.
Let Const= {X; Y; Z; : : :} be a countably in(nite set of process constants. The set of
(general) process expressions, denoted G, is de(ned by the following abstract syntax
equation:
E ::=  | X | E‖E | E:E:
Here X ranges over Const and  is a special constant that denotes the empty expres-
sion. Intuitively, the ‘:’ operator corresponds to a sequential composition, while the ‘‖’
operator models a simple form of parallelism.
In the rest of this paper we do not distinguish between expressions related by struc-
tural congruence which is the smallest congruence relation over process expressions
such that the following laws hold:
• associativity for ‘:’ and ‘‖’,
• commutativity for ‘‖’,
• ‘’ as a unit for ‘:’ and ‘‖’.
A process rewrite system [23] is speci(ed by a (nite set  of rules which are of
the form E a→F , where E; F are process expressions and a is an element of a (nite
set Act. The sets of process constants which are used in the rules of  is denoted by
Const(), and the set of all process expressions built over Const() is denoted by
G().
Each process rewrite system  determines a unique transition system where states
are process expressions of G(), the set of labels is Act, and transitions are determined
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Fig. 1. A hierarchy of process rewrite systems.
by  and the following inference rules (remember that ‘‖’ is commutative):
(E a→F)∈
E a→F
E a→E′
E:F a→E′:F
E a→E′
E‖F a→E′‖F
Various subclasses of process rewrite systems can be obtained by imposing certain
restrictions on the form of the rules. To specify those restrictions, we (rst de(ne
the classes S and P of sequential and parallel expressions, composed of all process
expressions which do not contain the ‘‖’ and the ‘:’ operator, respectively. For short,
we also use ‘1’ to denote the set of process constants. A hierarchy of process rewrite
systems is presented in Fig. 1; the restrictions are speci(ed by a pair (A; B), where
A and B are the classes of expressions which can appear on the left- and the right-
hand side of rules, respectively. The set of states of a system  which belongs to the
subclass determined by (A; B) is then formed by all process expressions of B∩G().
It is important to realize that, e.g., every BPA system  can also be seen as a PA
system, but the sets of states (processes) of  are di@erent in the two respective cases.
The hierarchy of Fig. 1 contains almost all classes of in(nite-state systems which
have been studied so far; BPA, BPP, and PA processes are well known [2], PDA
correspond to pushdown processes (as proved by Caucal [4]), PN correspond to Petri
nets (see, e.g., [29]), etc. This hierarchy is strict w.r.t. strong bisimulation, i.e., ‘higher’
classes are strictly more expressive [23].
A convenient way how to extend expressibility of process rewrite systems is to equip
them with a (nite-state control unit. In order to do that, we (rst need to introduce
the notion of Step. Let  be a PRS. Observe that each transition E a→F is due to
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some rule H a→K of  (i.e., H is rewritten to K within E, yielding the expression
F). Generally, there can be more than one rule of  with this property – if, e.g.,
= {X a→X ‖Y; Y a→Y‖Y}, then the transition X ‖Y a→X ‖Y‖Y can be derived in one
step in two diJerent ways. For each transition E a→F we denote the set of all rules of
 which allow to derive the transition in one step by Step(E a→F).
A state-extended PRS (StExt(PRS)) is a triple (;Q;BT) where  is a PRS, Q is
a (nite set of control states, and BT ⊆ × Q × Q is a set of basic transitions. The
transition system generated by a state-extended PRS (;Q;BT) has Q×G() as the set
of states (its elements are called state-extended PRS processes, or StExt(PRS)processes
for short), Act is the set of labels, and the transition relation is determined by the
following rule: (p; E) a→ (q; F) iJ E a→F and there is H a→K ∈Step(E a→F) such that
(H a→K;p; q)∈BT .
This construction also applies to the aforementioned subclasses of PRS. It can (but
does not have to) increase the expressive power of a given subclass. For example, if we
add a (nite-state control to a FS, PDA, or PN process, we obtain a process which can
be equivalently described by another FS, PDA, or PN process, respectively (here the
word ‘equivalent’ means ‘the same up to isomorphism’). In the other cases, the men-
tioned extension brings strictly more power – StExt(BPA)are in fact PDA processes,
StExt(BPP)form a proper subclass of PN processes (which is also a proper superclass
of BPP), and if we add (nite-state control to PA (or to any of its superclasses), we
obtain systems with full Turing power. The last fact will be demonstrated in Section 5.
Let us note that PRS themselves are not Turing-powerful, because the reachability
problem is decidable for them – see [23].
3. A general method for bisimulation-like equivalences
In this section we design a general method for proving decidability of bisimulation-
like equivalences between in(nite-state processes and (nite-state ones.
Denition 2. Let R :Act→ 2Act∗ be a (total) function, assigning to each action its
corresponding set of responses. We say that R is closed under substitution if the
following conditions hold:
• a∈R(a) for each a∈Act.
• If b1b2 : : : bn ∈R(a) and w1 ∈R(b1); w2 ∈R(b2); : : : ; wn ∈R(bn), then also w1w2 : : : wn
∈R(a).
In order to simplify our notation, we adopt the following conventions in this section:
• G=(G;Act; →) always denotes a (general) transition system.
• F=(F;Act; →) always denotes a (nite-state transition system with k states.
• R always denotes a function from Act to 2Act∗ which is closed under substitution.
• N always denotes a decidable binary predicate de(ned for pairs (s; t) of nodes in
transition systems (which will be clear from the context). Moreover, N is reQexive,
symmetric, and transitive.
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Note that G and F have the same set of actions Act. All de(nitions and propositions
which are formulated for G should be considered as general; if we want to state some
speci(c property of (nite-state transition systems, we refer to F. We also assume
that G; F; R, and N are de(ned in a ‘reasonable’ way so that we can allow natural
decidability assumptions on them (e.g., it is decidable whether g a→ g′ for all g; g′ ∈G
and a∈Act, or whether w∈R(a) for a given w∈Act∗, etc.)
Denition 3. The extended transition relation ⇒⊆G×Act×G is de(ned as follows:
s a⇒ t iJ s w→ t for some w∈R(a).
Denition 4. A relation P⊆G×G is an R–N -bisimulation if whenever (s; t)∈P, then
N (s; t) is true and for each a∈Act:
• If s a→ s′, then t a⇒ t′ for some t′ ∈G such that (s′; t′)∈P.
• If t a→ t′, then s a⇒ s′ for some s′ ∈G such that (s′; t′)∈P.
States s; t ∈G are R–N -bisimilar, written s RN∼ t, if there is an R–N -bisimulation relating
them.
Various special versions of R–N -bisimilarity appeared in the literature, e.g., strong
and weak bisimilarity (see [28, 24]). The corresponding versions of R (denoted by S
and W , respectively) are de(ned as follows (N0 denotes the set of all nonnegative
integers):
• S(a)= {a} for each a∈Act.
• W (a)=
{ {#i | i∈N0} if a= #;
{#ia#j | i; j∈N0} otherwise:
The ‘#’ is a special (silent) action, usually used to model an internal communication.
As the predicate N is not used in the de(nitions of strong and weak bisimilarity, we can
assume it is always true (we use T to denote this special case of N in the rest of this
paper). One can also argue that the N predicate could be omitted from the de(nition
of R–N -bisimilarity, as it is not employed by any known bisimulation-like equivalence.
This is not completely true, as, e.g., the version of strong bisimilarity introduced in [26]
uses such a predicate to distinguish between ‘terminal’ and ‘(nal’ states of pushdown
processes (in this way it is possible to distinguish between a ‘successful’ termination
caused by emptying the stack, and an ‘unsuccessful’ one (deadlock) caused by entering
a state (p; E), where E = , from which there are no transitions).
Generally, every R–N -bisimilarity is a re(nement of R–T -bisimilarity and this fact
also suggests the way how to use the predicate N ; its basic purpose is to impose
some additional conditions on pairs of states which cannot be speci(ed by R, but
which should be satis(ed by (pairs of) equivalent states. We illustrate this approach
by designing a natural re(nement of weak bisimilarity.
Example 5. It is a well-known fact that weak bisimilarity does not distinguish between
a state which cannot emit any action (deadlock), and a state which can emit only an
in(nite number of silent ‘#’ actions (livelock). However, these two behaviors are con-
sidered to be di@erent in many situations; for example, there are very good reasons to
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distinguish between deadlock and livelock in the context of operating systems. There-
fore, it is natural to ask whether there is some re(nement of weak bisimilarity which
preserves most of its properties but eliminates the mentioned drawback at the same
time. A simple solution is to de(ne the D predicate in the following way:
D(s; t) is true iJ (Init(s)= ∅ ⇔ Init(t)= ∅)
Here Init(s) denotes the set of initial actions, de(ned as follows: Init(s)= {a∈Act | s
a→ s′ for some s′}. Now W–D-bisimilarity is a good candidate for the equivalence we
are looking for; it is very similar to weak bisimilarity, but it distinguishes between
deadlock and livelock. As we shall see, W–D-bisimilarity is also decidable between
PAD processes and (nite-state ones.
The concept of R–N -bisimilarity covers many equivalences which have not been
explicitly investigated so far; for example, we can de(ne the function R like this:
• K(a)= {ai | i∈N0} for each a∈Act.
• L(a)= {w∈Act∗ |w begins with a}.
• M (a)=
{
Act∗ if a= #;
{w∈Act∗ |w contains at least one a} otherwise:
The predicate N can also have various forms. We have already mentioned the ‘T ’
(always true) and ‘D’ (deadlock equivalence). Another natural example is the ‘I ’ pred-
icate: I(s; t) is true iJ Init(s)= Init(t). It is easy to see that, e.g., ST∼ coincides with SI∼,
while WI∼ re(nes WD∼ .
An important example of a bisimulation-like equivalence which cannot be seen as
R–N -bisimilarity is branching bisimilarity (introduced in [33]). This relation places
additional requirements on ‘intermediate’ nodes that extended transitions pass through,
and this brings further diNculties. Therefore, we do not consider branching bisimilarity
in our paper.
R–N -bisimilarity can also be de(ned in terms of the so-called R–N -bisimulation
game [35, 36]. Imagine that there are two tokens initially placed in states s and t such
that N (s; t) is true. Two players, Al and Ex, now start to play a game consisting of a
(possibly in(nite) sequence of rounds, where each round is performed as follows:
1. Al chooses one of the two tokens and moves it along an arbitrary (but single!)
transition, labeled by some a∈Act.
2. Ex has to respond by moving the other token along a (nite sequence of transitions
in such a way that the corresponding sequence of labels belongs to R(a) and the
predicate N is true for the pair of states where the tokens lie after Ex (nishes his
move.
Al wins the R–N -bisimulation game, if after a (nite number of rounds Ex cannot
respond to Al’s (nal attack. Now it is easy to see that the states s and t are R–N -
bisimilar iJ Ex has a universal defending strategy (i.e., Ex can play in such a way that
Al cannot win).
A natural way how to approximate R–N -bisimilarity is to de(ne the family of relations
RN∼i ⊆G×G, i∈N0, as follows: s RN∼i t iJ N (s; t) is true and Ex has a defending strategy
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Fig. 2. A transition system considered in Example 6.
within the (rst i rounds in the R–N -bisimulation game. However, RN∼i does not have to
be an equivalence relation. Moreover, it is not necessarily true that s RN∼ t⇔∀i∈N0 :
s RN∼i t.
Example 6. It is a well-known fact that in the case of weak bisimilarity (i.e., W–T -
bisimilarity) the equivalence
s WT∼ t ⇔ ∀i∈N0 : s RN∼i t
does not hold in general (‘⇐’ does not have to be valid). Moreover, WT∼ i is not
transitive for i¿1. To see this, consider the states s; t; u in the transition system of
Fig. 2; we have s WT∼ 1 t and t WT∼ 1 u, but s
WT
∼ 1 u.
Now, we show how to overcome those diNculties; to do this, we (rst introduce the
extended R–N -bisimulation relation:
Denition 7. A relation P⊆G × G is an extended R–N -bisimulation if whenever
(s; t)∈P, then N (s; t) is true and for each a∈Act:
• If s a⇒ s′, then t a⇒ t′ for some t′ ∈G such that (s′; t′)∈P.
• If t a⇒ t′, then s a⇒ s′ for some s′ ∈G such that (s′; t′)∈P.
States s; t ∈G are extended R–N-bisimilar if there is an extended R–N -bisimulation
relating them.
Naturally, we can also de(ne the extended R–N -bisimilarity by means of the extended
R–N -bisimulation game; we simply allow Al to use the ‘long’ moves (i.e., Al can play
the same kind of moves as Ex). Moreover, we can de(ne the family of approximations
of extended R–N -bisimilarity in the same way as in the case of R–N -bisimilarity – for
each i∈N0 we de(ne the relation RNi⊆G×G as follows: s RNi t iJ N (s; t) is true and
Ex has a defending strategy within the (rst i rounds in the extended R–N -bisimulation
game where tokens are initially placed in s and t.
Lemma 8. Two states s; t of G are R–N -bisimilar i@ s and t are extended R–N -
bisimilar.
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Proof. Every extended R–N -bisimulation is also an R–N -bisimulation; here we need
that a∈R(a) for each a∈Act. Conversely, every R–N -bisimulation is also an extended
R–N -bisimulation; each extended transition is a (nite sequence of transitions, hence we
can concatenate ‘responses’ to those individual transitions, obtaining a valid response to
the original extended transition. Here we need the second requirement of De(nition 2,
that the relation R is closed under substitution.
Lemma 9. The following properties hold:
(1)
RNi is an equivalence relation for each i∈N0.
(2) Let s; t be states of G. Then ∀i∈N0 : s RN∼i t i@ ∀i∈N0 : s RNi t.
Proof. (1) For the (rst part, reQexivity and symmetry are obvious. Transitivity follows
from the condition that the relation R is closed under substitution.
(2) It follows from the de(nition of
RN that s RNi t⇒ s RN∼i t. Hence, it suNces to
realize that if s
RN
i t, then s
RN
∼j t for some j∈N0 – as Al can force his win using i
‘long’ moves and each of those moves consists of a (nite number of ‘short’ moves, Al
could actually ‘decompose’ his attacks, playing only (a (nite number of) short moves.
Remark 10. For all states s; t of G and i∈N0 we have that if s RNi t then also s RN∼i t.
However, there is no ‘reverse correspondence’ – it can be easily shown that for arbi-
trarily large j the implication s RN∼j t⇒ s RN1 t is generally invalid (the implication is
invalid even in the case when t is a state in a one-state TS). See Section 5 for details.
Now, we examine some special properties of R–N -bisimilarity on (nite-state transi-
tion systems (remember that F is a (nite-state TS with k states).
Lemma 11. Two states s; t of F are R–N -bisimilar i@ s
RNk−1 t.
Proof. As F has k states and
RNi+1 re(nes RNi for each i∈N0, we have that RNk−1 =
RNk , hence RNk−1 = RN∼.
Theorem 12. States g∈G and f∈F are R–N -bisimilar i@ the following conditions
hold:
1: g
RNk f.
2: For each state g′ which is reachable from g there is a state f′ ∈F such that
g′
RNk f′.
Proof. ⇒: Obvious.
⇐: We prove that the relation
P= {(g′; f′) | g⇒∗ g′ and g′ RNk f′}
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is an extended R–N -bisimulation. Let (g′; f′)∈P and let g′ a⇒ g′′ for some a∈Act
(the case when f′ a⇒f′′ is handled in the same way). By de(nition of RNk , there
is an f′′ such that f′ a⇒f′′ and g′′ RNk−1 f′′. It suNces to show that g′′ RNk f′′; as
g ⇒∗ g′′, there is a state Tf of F such that g′′ RNk Tf. By transitivity of RNk−1 we
have Tf
RNk−1 f′′, hence Tf RNk f′′ (due to Lemma 11). Now g′′ RNk Tf RNk f′′ and thus
g′′
RNk f′′ as required. Clearly (g; f)∈P and the proof is (nished.
Remark 13. We have already mentioned that the equivalence
s RN∼ t ⇔ ∀i∈N0 : s RNi t
is generally invalid (e.g., in the case of weak bisimilarity). However, as soon as we
assume that t is a state in a (nite-state transition system, the equivalence holds. This
is an immediate consequence of the previous theorem. Moreover, the second part of
Lemma 9 says that we could also use the RN∼i approximations on the right-hand side of
the equivalence.
The previous theorem in fact says that one can use the following strategy to decide
whether g RN∼ f:
1. Decide whether g
RNk f (if not, then g
RN
∼ f).
2. Check whether g can reach a state g′ such that g′
RN
k f′ for every state f′ of F
(if there is such a g′ then g
RN
∼ f; otherwise g RN∼ f).
However, none of these tasks is easy in general. Our aim is to examine both sub-
problems in detail, keeping the general setting. Hence, we cannot expect any ‘univer-
sal’ (semi)decidability result, because even the problems g
WT 1 f and g WT 1 f are not
semidecidable in general (see Section 5).
As F has (nitely many states, the extended transition relation ⇒ is (nite and
eJectively constructible. Therefore, we can eJectively replace the transition relation
of F with its corresponding extended transition relation. Al and Ex can now play
only ‘short’ moves consisting of exactly one transition whenever playing within the
modi(ed system F – each such move corresponds to some extended transition of the
original system F and vice versa. This observation leads to the notion of branching
tree, which allows to ‘extract’ from F the information which is relevant for the (rst
k moves in the extended R–N -bisimulation game. The aim of the following de(nition
is to describe all such trees up to isomorphism (remember that Act is a Dnite set).
Denition 14. For each i∈N0 we de(ne the set of Trees with depth at most i (denoted
Treei) inductively as follows:
• A Tree with depth 0 is any tree with no arcs and a single node (the root) which is
labeled by an element of F ∪{⊥}.
• A Tree with depth at most i + 1 is any directed tree with root r whose nodes are
labeled by elements of F ∪{⊥}, arcs are labeled by elements of Act, which satis(es
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the following conditions:
– If r a→ s, then the subtree rooted by s is a Tree with depth at most i.
– If r a→ s and r a→ s′ for s = s′, then the subtrees rooted by s and s′ are not
isomorphic.
It is clear that the set Treej is (nite for every j∈N0. More precisely, its cardinality
(denoted NT (j)) is given by
• NT (0)= k + 1,
• NT (i + 1)= (k + 1) · 2n·NT (i), where n= card(Act).
The set Treej is eJectively constructible for every j∈N0. As each Tree can be seen
as a transition system, we can also speak about Tree-processes which are associated
with roots of Trees (we do not distinguish between Trees and Tree-processes in the
rest of this paper).
Now, we introduce special rules which replace the standard ones whenever we con-
sider an extended R–N -bisimulation game with initial state (g; p), where g∈G and p
is a Tree process (formally, this is a di@erent game – however, it does not deserve a
special name in our opinion).
• Al and Ex are allowed to play only ‘short’ moves consisting of exactly one transition
whenever playing within the Tree process p (transitions of Trees correspond to the
extended transitions of F).
• The predicate N (g′; p′), where g′ ∈G and p′ is a state of the Tree process p, is
evaluated as follows:
N (g′; p′)=


true if label(p′)=⊥ and
N (g′; f)= false for every f∈F;
false if label(p′)=⊥ and
N (g′; f)= true for some f∈F;
N (g′; label(p′)) otherwise:
Whenever we write g
RNi p, where g∈G and p is a Tree process, we mean that Ex
has a defending strategy within the (rst i rounds in the ‘modi(ed’ extended R–N -
bisimulation game. The importance of Tree processes is clari(ed by the two lemmas
below:
Lemma 15. Let g be a state of G; j∈N0. Then g RNj p for some p∈Treej.
Proof. We proceed by induction on j:
• j=0: Then p is a Tree with no arcs and just one node labeled by some f∈F such
that N (g; f) is true; if there is no such f, then it is labeled by ⊥. Clearly g RN0 p.
• Induction step: We need to construct a Tree p such that g RNj+1 p. The Tree p has
a root r whose label is determined in the same way as in the case when j=0. The
successors of r are de(ned by
r a→ s iJ g a⇒ g′ and g′ RNj s:
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Note that for each g′ there is s∈Treej such that g′ RNj s by induction hypothesis.
Thus, we have g
RNj+1 p as required.
Lemma 16. Let f be a state of F; j∈N0; and p∈Treej such that f RNj p. Then
for every state g of G we have that g
RNj f i@ g RNj p.
Proof. ⇒: By induction on j:
• j=0: As f RN0 p and g RN0 f, we have that N (g; f) is true and (the root of) p is
labeled by some f′ such that N (f;f′) is true. Hence, N (g; f′) is true and g
RN0 p.
• Induction step: Let f RNj+1 p and g RNj+1 f. We prove that g RNj+1 p. Clearly N (g;
label(p)) is true (see above). Let g a⇒ g′ (the case when p a→ p′ can be done
similarly). We need to show that p a→p′ for some p′ with g′ RNj p′. As g RNj+1 f,
there is f′ ∈F such that f a⇒f′ and g′ RNj f′. Furthermore, as f RNj+1 p and f a⇒f′,
there is p′ such that p a→ p′ and f′ RNj p′. To sum up, we have f′ RNj p′ and
g′
RNj f′, hence g′ RNj p′ by induction hypotheses.
⇐: In a similar way.
Now, we can extract the core of both subproblems which appeared in the previously
mentioned general strategy in a (hopefully) nice way by de(ning two new and rather
special problems – the Step-problem and the Reach-problem:
The Step-problem
Instance: (g; a; j; p) where g is a state of G, a∈Act, 06j ¡ k, and p∈Treej.
Question: Is there a state g′ of G such that g a⇒ g′ and g′ RNj p?
A decision algorithm may use an oracle which for any state g′′ of G answers whether
g′′
RNj p.
The Reach-problem
Instance: (g; p) where g is a state of G and p is a Tree-process of depth 6k.
Question: Is there a state g′ of G such that g⇒∗ g′ and g′ RNk p?
A decision algorithm may use an oracle which for any state g′′ of G answers whether
g′′
RNk p.
Formally, the transition system F should also be given in the instances of the
aforementioned problems, as it determines the sets Treej and the constant k; we prefer
the simpli(ed form to make the following proofs more readable.
Theorem 17. If the Step-problem is decidable (possibly using the mentioned oracle);
then
RNk is decidable between all states g and f of G and F; respectively.
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Proof. We prove by induction on j that
RNj is decidable for every 06j6k. First, RN0
is decidable because the predicate N is decidable. Let us assume that
RNj is decidable
(hence the mentioned oracle can be used). It remains to prove that if the Step-problem
is decidable, then
RNj+1 is decidable as well. We need to introduce two auxiliary (nite
sets:
• The set of Compatible Steps, denoted CSfj , is composed exactly of all pairs of
the form (a; p), where a∈Act and p∈Treej, such that f a⇒f′ for some f′ with
f′
RNj p.
• The set of INCompatible Steps, denoted INCSfj , is a complement of CSfj w.r.t.
Act × Treej.
The sets CSfj and INCS
f
j are eJectively constructible. By de(nition, g
RNj+1 f iJ
N (g; f) is true and the following conditions hold:
1. If f a⇒f′, then g a⇒ g′ for some g′ with g′ RNj f′.
2. If g a⇒ g′, then f a⇒f′ for some f′ with g′ RNj f′.
The (rst condition in fact says that (g; a; j; p) is a positive instance of the Step-problem
for every (a; p)∈CSfj (see Lemmas 15 and 16). It can be checked eJectively due to
the decidability of the Step-problem.
The second condition does not hold iJ g a⇒ g′ for some g′ such that g′ RNj p where
(a; p) is an element of INCSfj (due to Lemmas 15 and 16). This is clearly decidable
due to the decidability of the Step-problem again.
It is worth mentioning that the Step-problem is generally semidecidable (provided it
is possible to enumerate all (nite paths starting in g). However, it does not suNce for
semidecidability of
RNi or
RN
i between states of G and F.
Theorem 18. Decidability of the Step-problem and the Reach-problem (possibly using
the indicated oracles) implies decidability of the problem whether for each g′ which
is reachable from a given state g of G there is a state f′ of F with g′
RNk f′.
Proof. First, the oracle indicated in the de(nition of Reach-problem can be used be-
cause we already know that decidability of the Step-problem implies decidability of
RNk between states of G and F (see the previous theorem). To (nish the proof, we
need to de(ne one auxiliary set:
• The set of INCompatible Trees, denoted INCT, is composed of all p∈Treek such
that f
RN
k p for every state f of F.
The set INCT is (nite and eJectively constructible. The state g can reach a state g′
such that g′
RN
k f for every state f of F (i.e., g is a negative instance of the problem
speci(ed in the second part of this theorem) iJ (g; p) is a positive instance of the
Reach problem for some p∈ INCT (due to Lemmas 15 and 16).
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4. Characteristic formulae
In this section we show how to apply the previously designed general method to
construct characteristic formulae for (nite-state systems in the temporal logic EFC (we
show that the Step-problem as well as the Reach-problem can be encoded by EFC
formulae). Consequently, we reduce the problem of R–N -bisimilarity between in(nite-
state processes and (nite-state ones to the model checking problem for EFC. Therefore,
it is possible to apply decidability results from this area. In this way, we prove that
a large class of R–N -bisimulation equivalences is decidable between PAD processes
and (nite-state ones (the class includes all versions of R–N -bisimulation equivalences
we de(ned in this paper and many others). First, we de(ne the logic EFC (it is an
extended version of the logic EF [8] with constraints on sequences of actions). Let
C be a (nite set of unary predicates on sequences of atomic actions. The formulae of
EFC have the following syntax (where a∈Act and C ∈C):
3 ::= true | ¬3 | 31 ∧32 | 〈a〉3 | C 3:
Let T=(S;Act;→) be a transition system. The denotation <3= of a formula 3 is a set
of states of T where the formula holds; it is de(ned as follows (sequences of atomic
actions are denoted by w):
<true= := S;
<¬3= := S − <3=;
<31 ∧32= := <31=∩ <32=;
<〈a〉3= := {s∈ S | ∃s′ ∈ S : s a→ s′ ∧ s′ ∈ <3=};
<C 3= := {s∈ S | ∃w; s′ : s w→ s′ ∧C(w)∧ s′ ∈ <3=}:
The predicates of C are used to express constraints on sequences of actions. An instance
of the model checking problem is given by a state s in S and an EFC formula 3. The
question is whether s∈ <3=. This property is also denoted by s |=3.
A characteristic formula f for a (nite-state process f w.r.t. R–N -bisimulation has
the property that for every (general) process g whose set of actions is contained in the
set of actions of f we have
g RN∼ f ⇔ g |=f:
For every R–N -bisimulation we de(ne the set of predicates R as follows:
R= {Ca|a∈Act; Ca(w)⇔w∈R(a)}∪ {true; false}:
As usual, we write 3 instead of true3.
Let us (x a general TS G=(G;Act;→) and a (nite-state TS F=(F;Act;→) with
k states in the same way as in the previous section. We show how to encode the
Step- and the Reach-problems by EFR formulae. The (rst diNculty is the N predicate.
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Although it is decidable, this fact is generally of no use because we cannot make
any assumptions on ‘strategies’ of model checking algorithms. Instead, we restrict our
attention to those predicates which can be encoded by EFR formulae in the following
sense: for each f∈F there is an EFR formula 4f such that for each g∈G we have that
g |=4f iJ N (g; f) is true. In this case we also de(ne the formula 4⊥ :=
∧
f∈F ¬4f.
A concrete example of a predicate which can be encoded by EFR formulae is, e.g.,
the ‘I ’ predicate de(ned in the previous section: for every f∈F let Af := {a∈Act | ∃
f′ :f a→f′}. Then
4f :=
∧
a∈Af
〈a〉true∧ ∧
a∈Act-Af
¬ 〈a〉true:
The ‘D’ predicate can be encoded in a similar way.
Now, we design the family of 3j;p formulae, where 06j6k and p∈Treej, in such
a way that for every g∈G the following equivalence holds:
g
RNj p ⇔ g |=3j;p:
Having these formulae, the Step- and the Reach-problems can be encoded in a rather
straightforward way:
• (g; a; j; p) is a positive instance of the Step-problem iJ g |=Ca (3j;p).
• (g; p) is a positive instance of the Reach-problem iJ g |=(3k;p).
The family of 3j;p formulae is de(ned inductively on j as follows:
• 30;p :=4f;where f= label(p),
• 3j+1;p :=4f ∧ (
∧
a∈Act
∧
p′∈S(p;a)Ca3j;p′)∧ (
∧
a∈Act(¬ Ca (
∧
p′∈S(p;a) ¬3j;p′))),
where f= label(p) and S(p; a)= {p′|p a→ p′}. Empty conjunctions are equivalent
to true.
Thus, the characteristic formula f for a process f of a (nite-state system F=(F;
Act;→) with k states is de(ned by
f ≡ 3k;f ∧¬ 
( ∧
f′∈F
¬3k;f′
)
:
The decidability of the model checking problem for the logic EFC depends on proper-
ties of the family of constraints C. It has been shown in [19] that the model checking
problem for PA processes and the logic EFC is decidable for the class of decom-
posable constraints (see also [17] where the same result was proved later using a
completely diJerent technique). This result has been generalized to PAD processes in
[20, 22]. These constraints are called decomposable, because they can be decomposed
w.r.t. sequential and parallel composition. A formal de(nition is as follows: a set of
decomposable constraints DC is a (nite set of unary predicates on (nite sequences of
actions that contains the predicates true and false and satis(es the following conditions:
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1. For every C ∈DC there is a (nite index set I and a (nite set of decomposable
constraints {C1i ; C2i ∈DC | i∈ I} s.t.
∀w; w1; w2: w1w2 =w⇒
(
C(w) ⇔ ∨
i∈I
C1i (w1)∧C2i (w2)
)
:
2. For every C ∈DC there is a (nite index set J and a (nite set of decomposable
constraints {C1i ; C2i ∈DC | i∈ J} s.t.
∀w1; w2 :
(
(∃w∈ interleave(w1; w2) :C(w)) ⇔
∨
i∈J
(C1i (w1)∧C2i (w2))
)
;
where interleave(w1; w2) is the set of all interleavings of w1 and w2 de(ned by
interleave(; w) := {w};
interleave(w; ) := {w};
interleave(a1w1; a2w2) := {a1w |w∈ interleave (w1; a2w2)}
∪ {a2w |w∈ interleave (a1w1; w2)}:
It is easy to see that the closure of a set of decomposable constraints under disjunc-
tion is again a set of decomposable constraints (see [17, 30] for more on decomposable
constraints and decomposable languages). All the previously mentioned examples of
relations R can be expressed by decomposable constraints. Consider the relation W for
weak bisimulation. There we have the following constraints:
W#(w) := (w= #i for some i∈N0);
Wa(w) := (w= #ia#j for some i; j∈N0):
These constraints can be decomposed w.r.t. sequential and parallel composition. For
W# this is trivial. For Wa we have
Wa(w1w2)⇔ (Wa(w1)∧W#(w2))∨ (W#(w1)∧Wa(w2));
(∃w∈ interleave(w1; w2) :Wa(w))⇔ (Wa(w1)∧W#(w2))∨ (W#(w1)∧Wa(w2)):
Now, we show decomposability for some other (nonstandard) relations that were de-
(ned in Section 3. For the relation K the decomposition is trivial. For the relation L
we have the constraint
La(w) :=w begins with a:
The decomposition is
La(w1w2) ⇔ La(w1);
(∃w∈ interleave(w1; w2) :La(w)) ⇔ La(w1)∨La(w2):
For the relation M we have the constraints
M#(w) := true;
Ma(w) :=w contains at least one a:
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The decomposition of M# is trivial. The decomposition of Ma is
Ma(w1w2) ⇔ Ma(w1)∨Ma(w2);
(∃w∈ interleave(w1; w2) :Ma(w)) ⇔ Ma(w1)∨Ma(w2):
However, there are also relations R that are closed under substitution, but which yield
nondecomposable constraints. For example, let Act= {a; b} and R(a) := {w | #aw¿
#bw} and R(b) := {b}, where #aw is the number of actions a in w. The function
R is obviously closed under substitution, but the corresponding set of constraints is
not decomposable. On the other hand, there are decomposable constraints that are not
closed under substitution like, e.g., R(a) := {ai | 16i65}. Now we can formulate a
general decidability theorem:
Theorem 19. The problem g RN∼ f; where R yields a set of constraints R contained
in a set DC of decomposable constraints; N is expressible in EFR; g is a PAD
processes; and f is a Dnite-state process; is decidable.
Corollary 20. Weak bisimilarity between PAD processes and Dnite-state ones is de-
cidable.
Remark 21 (Complexity of the problem). The complexity of our algorithm for the
problem g RN∼ f depends on the complexity of the model checking problem for EFC
and PAD, which is not known exactly yet. The algorithm for PAD in [20, 22] and
the diJerent algorithms for PA in [19, 17] all have nonelementary complexity. For
BPP, model checking with EFC is PSPACE-complete [18, 20] (see also Section 6).
The EFR formulae that are constructed for a (nite-state system F with k states have
exponential size in k, but a nesting-depth of the operator  that is only polynomial in
k. Model checking can be done ‘on-the-Qy’ while these formulae are constructed and
thus polynomial space suNces. Hence, the problem g RN∼ f is in PSPACE for BPP.
For BPA and PDA, model checking with EFC is known to be in EXPTIME [34, 3].
It was claimed in [3] that it is even in PSPACE, but the given proof contains an error
(it assumed that an accepting polynomial space-bounded Turing machine always has
an accepting computation of polynomial length; however, there are cases where the
shortest accepting computation has an exponential length). Thus the question about
the complexity of model checking pushdown systems with EFC is open again. Still we
conjecture PSPACE-completeness to be most likely, because the number of alternations
between conjunction and disjunction in the model checking problem is bounded by the
size of the formula and thus polynomial. So far, our construction yields an EXPTIME
algorithm for the problem g RN∼ f for BPA and PDA.
The known lower bounds for the model checking problem are PSPACE-hardness for
BPP [8] and BPA [21] (and thus also for for PDA, PA and PAD). However, unlike
the upper bounds, the lower bounds for the model checking problem do not carry over
to the bisimulation problem g RN∼ f. For example, it has recently been shown that weak
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bisimilarity between BPA and (nite-state systems is decidable in polynomial time [16],
while model checking BPA with EFC is PSPACE-hard [21].
Decidability of the model checking problem for the EFR logic in a certain class of
transition systemsK is a suNcient but not necessary condition for decidability of R–N -
bisimilarity between processes ofK and (nite-state ones. For example, model checking
the ‘pure’ EF (without any constraints) is undecidable for Petri nets, but the Step- and
the Reach-problems are decidable for S–T -bisimilarity [13]. In fact, strong bisimilarity
is the simplest form of R–N -bisimilarity and the EF formulae which encode the two
problems are therefore very simple as well. An exact formulation of this observation
is given in the following theorem:
Theorem 22. An EF formula is simple i@ it is of the form 3 where the sub-formula
3 does not contain any -operator (i.e.; 3 is a formula of Hennessy–Milner logic
[24]). If the model checking problem for simple EF formulae is decidable in a class
K of transition systems, then strong bisimilarity is decidable between processes of
K and Dnite-state ones.
Proof. The
STj equivalence with a given Tree process p can be encoded by a formula
of Hennessy–Milner logic for every j∈N0. Consequently, the Step- problem can also
be encoded by a formula of Hennessy–Milner logic, and the Reach-problem is encoded
by a formula of the form 3 where 3 is a formula of Hennessy–Milner logic.
The model checking problem for simple EF formulae is essentially a kind of gener-
alized reachability problem (one checks whether there is a reachable state that satis(es
a given formula of Hennessy–Milner logic). Of course, it is much easier than the
general model checking problem for EF . Thus, decidability issues can be diJerent –
we have already mentioned that model checking EF logic is undecidable for Petri
nets; however, model checking simple EF is decidable (due to the decidability of the
Reach-problem – see below). For example, in the case of Petri nets we can observe
that the markings which satisfy some formula of H.M. logic can be characterized by
boolean combinations of constraints of the form p¿k or p6k, meaning that there are
at least=at most k tokens in place p. This leads to a generalized reachability problem
which is decidable [9].
Now, we show that the model checking problem for simple EF formulae can be seen
as a reformulation of the Step- and the Reach-problems in the case of strong bisimilarity
(the Step-problem is trivially decidable, and the Reach-problem is ‘equivalently hard’
to the model checking problem for the simple EF logic). This shows the essence of
the whole problem in a new light.
Theorem 23. The model checking problem for simple EF formulae and the special
variant of the Reach-problem for strong bisimilarity are inter-reducible in the Turing
sense (i.e.; decidability of one of the two problems implies decidability of the other
one).
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Proof. Decidability of the model checking problem for simple EF formulae implies
decidability of the Reach-problem, as shown in Theorem 22. We prove the other direc-
tion; let 3 be a simple EF formula. First, let us realize that the subformula 3 cannot
distinguish between states related by
STn, where n= length(3). Due to Lemma 15 we
know that for every state g of the transition system G there is a p∈Treen such that
g
STn p (as the predicate T is trivial, we do not have to label the nodes of Trees; hence
the construction of Treen does not depend on the transition system F – see De(nition
14). For each p∈Treen we check whether p |=3. Now it is easy to see that g′ |=3
iJ Reach(g′; p)= true for some p∈Treen such that p |=3.
5. Undecidability results
In this section we provide several negative (undecidability) results which help to
clarify the decidability=undecidability border in the area of comparing in(nite-state
processes with (nite-state ones.
Intuitively, any ‘nontrivial’ equivalence with (nite-state processes should be unde-
cidable for a class of processes having ‘full Turing power’, which can be formally
expressed as, e.g., the ability to simulate Minsky counter machines.
Denition 24. A counter machine M with nonnegative counters c1; c2; : : : ; cm is a se-
quence of instructions
1 : INS1
2 : INS2
...
n− 1 : INSn−1
n : halt
where each INSi (i=1; 2; : : : ; n − 1) is in one of the following two forms (assuming
16k; k1; k26n, 16j6m):
• cj := cj + 1; goto k
• if cj =0 then goto k1 else (cj := cj − 1; goto k2)
The halting problem is undecidable even for Minsky machines with two counters ini-
tialized to zero values [25]. Any such machine M can be easily ‘mimicked’ by a
StExt(PA) process P(M)= (;Q;BT) where
•  contains the following rules:
◦ Zj a→ Ij :Zj, Zj a→ Zj,
◦ Ij a→ Ij : Ij, Ij a→ ,
where j∈{1; 2}.
• Q= {q1; : : : ; qn}, where n is the number of instructions of M.
• BT is determined by the following rules:
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(1) If the program of M contains an instruction of the form
l : cj := cj + 1; goto k
then BT contains the elements (Zj
a→ Ij :Zj; ql; qk) and (Ij a→ Ij : Ij; ql; qk).
(2) If the program of M contains an instruction of the form
l : if cj =0 then goto k1 else (cj := cj − 1; goto k2)
then BT contains the elements (Zj
a→ Zj; ql; qk1 ) and (Ij a→ ; ql; qk2 ).
(3) Each element of BT can be derived using rule 1 or 2.
Intuitively, the (two) counters of the machine M are modeled by a simple PA
process (I1 : I1 : : : I1 :Z1)‖(I2 : I2 : : : I2 :Z2) where the number of Ij’s means the current
value of the counter cj, j∈{1; 2} (the starting zero point being modeled by Z1‖Z2).
The control states q1; : : : ; qn correspond to the instructions of M (more precisely, to
their labels). Each state determines the unique transition to be performed next with the
exception of qn which is the ‘halting state’. The process (q1; Z1‖Z2) is able either to
perform the action a boundedly many times and to stop (its behavior can be de(ned
as am for some m∈N0) or to do a forever (its behavior being a!); this depends on
whether the machine M halts or not. Notice that a! is the behavior of the one-state
process f where {f a→f} is the underlying PRS. When we declare as reasonable any
equivalence which distinguishes between (processes with) behaviors a! and am, we
can conclude:
Theorem 25. Any reasonable equivalence between StExt(PA) processes and Dnite-
state ones is undecidable.
It is obvious that (almost) any R–N -bisimilarity is reasonable in the above sense,
except for some trivial cases. For weak bisimilarity, we can even show that none of the
problems g
WT 1 f, g
WT
 1 f is semidecidable when g is a StExt(PA) process. It suNces
to realize that we can label all transitions in P(M) by # and add a special a-transition
enabled in the (halting) state qn. Now q1(Z1‖Z2)WT 1 #! iJ the machine M does not
halt, and similarly q1(Z1‖Z2)WT 1 f where {f #→ f;f a→ g} iJ the machine M halts.
Now, the claim of Remark 10 is also easy to see; if we take the modi(ed process
P(M) of the previous paragraph, we can observe that q1(Z1‖Z2)WT∼ j #! for every j
which is less than the number of computational steps of M. On the other hand, if M
halts then q1(Z1‖Z2)
WT
 1 #!. Therefore, the implication q1(Z1‖Z2)WT∼ j #!⇒ q1(Z1‖Z2)
WT 1 #! is invalid for any j∈N, because for each such j there is a machine with more
than j computational steps which halts.
Once seeing that StExt(PA) are strong enough to make our equivalences undecidable,
it is natural to ask what happens when we add (nite-state control parts to processes
from subclasses of PA, namely to BPA and BPP.
We have already shown that every R–N -bisimilarity such that R yields decomposable
constraints and N is expressible within EFR is decidable between StExt(BPA) (i.e.,
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Fig. 3. A (nite-state system used in the proof of Theorem 26.
PDA) processes and (nite-state ones. In the case of StExt(BPP), strong bisimilarity
with (nite-state processes is decidable [13]. Here we demonstrate that the problem for
weak bisimilarity is undecidable. Our proof is obtained by modifying the construction
which has been used in [11] to show the undecidability of weak bisimilarity between
Petri nets and (nite-state systems. To make this paper self-contained, we now give a
concise description of this modi(ed construction.
Theorem 26. Weak bisimilarity is undecidable between StExt(BPP) processes and
Dnite-state ones.
Proof. Consider a Minsky machine M as in De(nition 24 with just two counters
(m=2). In a stepwise manner, we show how to construct a StExt(BPP) process P(M)
such that P(M) is weakly bisimilar to the process f of Fig. 3 does not halt.
We begin with using just the action #, the process constants Z; I1; I2; D; S and the
control states p1; : : : ; pn; q1; : : : ; qn. The states (p1; Z), (q1; Z) are considered as two
possible starting ones. Basic transitions of P(M) are determined as follows: for every
machine instruction
l: cj := cj + 1; goto k
we have (Z #→ Ij‖S‖Z; pl; pk) and (Z #→ Ij‖S‖Z; ql; qk). For every machine instruction
l: if cj =0 then goto k1 else (cj := cj − 1; goto k2)
we have
(Ij
#→D‖S; pl; pk2 ); (Z #→ S‖Z; pl; pk1 ); (Ij #→ Ij‖S; pl; qk1 );
and
(Ij
#→D‖S; ql; qk2 ); (Z #→ S‖Z; ql; qk1 ):
We observe that, for every reachable state (r; E), exactly one occurrence of Z appears
in the expression E; the constant Z only serves as an auxiliary symbol which is used
to model the ‘empty left-hand side’ of rules. The number of I1 (I2) in E is meant to
correspond to the current value of counter c1 (c2). By (the occurrences of) S we count
the number of steps, and by D the number of ‘decreasing steps’.
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Thus both (p1; Z) and (q1; Z) can simulate the computation of M (with counters
initialized to zero). Nevertheless, also ‘cheating steps’ (performing a ‘zero step’ instead
of a decreasing one) are possible; it reQects the inability of StExt(BPP) (more generally,
Petri nets) to test for zero. Note that by (and only by) a cheating step we can go from
the ‘p-domain’ to the ‘q-domain’.
Now we shall re(ne the transitions mentioned so far. The idea is to view the sequence
of steps as a string of 0’s (nondecreasing steps) and 1’s (decreasing steps), and to
enable D to ‘count’ the respective binary number. We introduce an additional auxiliary
constant C, and replace every transition (E1
#→E2; r1; r2) by the set
(E1
#→E2; r1; r′); (D #→C‖C; r′; r′); (Z #→Z; r′; r′′);
(C #→D; r′′; r′′); (Z #→Z; r′′; r2);
where r′; r′′ are newly added control states. It allows (though does not force) to double
the number of D’s in each step (after adding 1 in the case of a decreasing step). Now
we add a control state h and the basic transition (Z #→D‖Z; qn; h).
De(ning vec(E) as the (ve-dimensional vector giving the numbers of (occurrences
of) I1; I2; C; D; S in E, we can easily derive (similarly as in [10]) that the set {vec(E) | ∃r
such that (r; E) is reachable from (p1; Z)} is a subset of {vec(E) | ∃r such that (r; E)
is reachable from (q1; Z)}; moreover, the two sets are equal iJ M does not halt.
To proceed with the construction of our desired P(M), we now take a disjoint
union of the so far constructed StExt(BPP) system with its isomorphic duplicate. For
a control state r (or a process constant X ), we denote the respective duplicate by Tr
(or TX ).
We now introduce new control states s1; s2; s3; moreover, the pairs (s; r), (s; Tr) –
where s∈{s1; s2; s3} and r is ‘old’ – will also serve as control states. The process
P(M) is de(ned as ((s1; q1); Z‖ TZ) when we also include the following basic transitions
(adding actions a; b; c): for every (E #→E′; r; r′) we add
(E #→E′; (s1; r); (s1; r′)); (E #→E′; (s2; Tr); (s2; Tr′)):
For every r, we add
(Z #→Z; (s1; r); s1); (Z #→Z; (s2; Tr); s2):
We also add (Z a→Z; s1; (s2; p1)) and (Z b→Z; s2; s3). Finally, for every X ∈{I1; I2; C; D;
S} we add a new control state sX and
(X c→X; s3; s3); ( TX c→ TX ; s3; s3); (X #→ ; s3; sX );
( TX #→ ; sX ; s3); (Z c→Z; sX ; sX ):
Checking that P(M) is weakly bisimilar to f iJ M does not halt can be done analo-
gously to [11].
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Table 1
ST∼ WT∼ RN∼ EF
BPA Yes [7] YES YES Yes [27, 3]
BPP Yes [6] Yes [18] YES Yes [8, 18, 20]
PA Yes [12] YES YES Yes [19, 17]
StExt(BPA), i.e., PDA Yes [12] YES YES Yes [27, 3]
StExt(BPP), i.e., PPDA Yes [13] NO NO NO
StExt(PA) No [12] No [12] No [12] NO
PAD YES YES YES Yes [20, 22]
Petri nets Yes [13] No [11] No [11] No [8]
6. Conclusions, future work
We designed a general method for proving decidability of R–N -bisimilarity between
in(nite-state processes and (nite-state cones (Theorem 12) by reducing this problem
to two other problems – the Step- and the Reach-problem (Theorems 17 and 18). We
also showed how to encode these special problems by formulae of EFR logic. In this
way, we constructed characteristic formulae for (nite-state systems up to bisimulation
in the logic EFC. As this logic is decidable for PAD (and hence also PA and PDA)
processes, we obtained a general decidability theorem (Theorem 19), which says that
every R–N -bisimilarity such that R yields decomposable constrains on sequences of
actions and N can be expressed by EFR formulae is decidable between PAD and
(nite-state processes. This class of R–N -bisimilarities includes all versions of R–N -
bisimulation equivalences mentioned in this paper. Examples are the relations KI∼, LT∼,
MI∼, or WD∼ , but most importantly ST∼ and WT∼ (i.e., strong and weak bisimilarity).
Then we demonstrated that each ‘reasonable’ R–N -bisimilarity is undecidable be-
tween StExt(PA) processes and (nite-state ones (Theorem 25); this is caused by the
fact that StExt(PA) processes have full Turing power. Moreover, even if we restrict
our attention to StExt(BPP), we get an undecidability result for weak bisimilarity (The-
orem 26). This proof is obtained by a modi(cation of the one which has been used
for Petri nets.
A complete summary of the results on decidability of bisimulation-like equivalences
with (nite-state processes is given in Table 1. As we want to clarify what results have
been previously obtained by other researchers, Table 1 contains more rows than it is
necessary (e.g., the positive result for PAD and RN∼, where R and N have the above
indicated properties, ‘covers’ all positive results for BPA, BPP, PA, and PDA).
We also add a special column which indicates decidability of the model-checking
problem for the logic EF . The decidability of EF for pushdown processes (PDA) and
BPA follows from a much stronger result by Muller and Schupp [27] who showed
the decidability of monadic second-order logic for pushdown automata. Later, model
checking PDA with EF was shown to be in EXPTIME[34, 3] (see also Remark 21).
Model checking BPP with EF was shown to be decidable by Esparza [8] and PSPACE-
complete by Mayr [18, 20]. Decidability of EF for PA was shown by Mayr [19] and
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later by Lugiez and Schnoebelen [17], who used a completely diJerent method. The
decidability for PAD was shown in [20, 22]. The undecidability of EF for Petri nets
was shown by Esparza in [8]. The undecidability of EF for StExt(BPP) and StExt(PA)
follows directly from the undecidability results on bisimilarity in this paper.
The results obtained in this paper are in boldface. Note that although model-checking
EF logic is undecidable for StExt(BPP) processes and Petri nets, strong bisimilarity
with (nite-state systems is decidable. The original proof in [13] in fact demonstrates
decidability of the Reach problem (the Step problem is trivially decidable), hence our
general strategy applies also in this case.
A unifying concept similar to R–N -bisimulation can also be used for simulation-like
equivalences – we can de(ne the R–N -simulation relation in the very same way as
R–N -bisimulation (which can be then seen as a special case of R–N -simulation with
the property that its inverse is also an R–N -simulation). The predicate N becomes
more important in this context, as it allows to de(ne some of the known and studied
simulation-like equivalences (e.g., the ready simulation equivalence). An interesting
open problem is whether it is possible to design a general strategy for deciding R–N -
simulation equivalence between in(nite- and (nite-state processes in a similar way as
for R–N -bisimilarity (recently, the decidability=tractability border for strong simulation
(i.e., S–T -simulation) with (nite-state systems has been established in [15]). Another
set of open problems is the decidability of branching bisimilarity with (nite-state pro-
cesses.
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