This paper is motivated by the aspiration to identify the weakest computational models that allow for efficient, robust distributed computation. We focus on one of the most fundamental building-blocks in distributed computing, namely, Broadcast. In this problem, a unique source agent s needs to disseminate a bit b to the rest of the population. To account for unpredictability issues that may result from uncoordinated executions, we consider a self-stabilizing setting, in which a correct configuration must be reached eventually, despite processors starting the execution with arbitrary initial states (that do not violate the requirement for the existence of a unique source). Similarly to many works on broadcast, we consider a synchronous communication model on a complete anonymous network, in which in each round, each agent can extract information from two other agents, chosen uniformly at random. Our focus is on identifying the smallest message size that is required in order to achieve fast selfstabilizing broadcast. We first observe that with an extra bit added to the message-size and a small additive penalty to the running time, the self-stabilizing broadcast problem can be reduced to a self-stabilizing clock-synchronization problem, where agents aim to synchronize their clocks modulo some integer T . Our main technical contribution lies in solving the latter problem in poly-logarithmic time using only 3 bits per interaction. This allows for a self-stabilizing broadcast protocol that uses only 4 bits per interaction and converges inÕ(log n) time.
INTRODUCTION
Chaotic distributed systems composed of limited agents that interact in an unpredictable fashion to jointly perform computational tasks are common in the natural world as well as in engineered systems [3] .
From an algorithmic perspective, these systems share a number of computational challenges. Indeed, they all perform collectively in dynamically changing environments despite being composed of individuals with little computational power, that communicate through unpredictable, unreliable, and limited interactions. Recently, there has been significant interest in understanding the computational limitations that are inherent to such systems, by abstracting some of their ingredients as simple distributed computing models, and analyzing the models algorithmically [2, 9, 8] . These models, often grouped under the term population protocols, are usually defined as a collection of anonymous agents which are restricted in their memory and communication capacities, and which interact in pairs according to a uniform probabilistic scheduler.
By now, our understanding of the computational power of population protocols is rather advanced. It is important to note, however, that most of this progress has been made assuming non-faulty scenarios. As indicated by these works, when memory and communication are limited in capacity, efficient cooperation is difficult to achieve even in non-faulty systems with perfect communication. However, things may potentially become much worse under faulty or dynamic conditions. To have a better understanding of chaotic systems such as the ones mentioned above, it is therefore desirable to identify the weakest computational models that allow for both efficient as well as robust performances. This paper takes a step in this challenging direction by studying population protocols that operate under conditions of increased uncertainty, where the memories of agents are initially inconsistent with each other and information flows across the system are unreliable.
We focus our attention on the broadcast problem [5] , one of the most fundamental primitives in distributed computing. In this problem, a single piece of information initially residing at some source processor (agent) is to be disseminated to the rest of the population. A classical example considers the uniform synchronous PUSH/PULL communication model, where a message (e.g., a bit) can be propagated to all agents in O(log n) rounds, by simply letting Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. Copyright is held by the owner/author(s). PODC'16, July 25-28, 2016, Chicago, IL, USA ACM 978-1-4503-3964-3/16/07. http://dx.doi.org/10.1145/2933057.2933075 each uninformed agent copy it whenever it sees an informed agent [10] . The correctness of this protocol relies on the memory of agents being non-corrupt, and in particular, on the agents' ability to detect if they themselves are informed with the correct bit. However, such certainly conditions are difficult to achieve in unpredictable scenarios. For example, if the source is sensitive to an unstable environment, or when its ability to learn the environment is limited, it may change its mind several times before stabilizing to its final opinion. Meanwhile, it may have already initiated several consecutive executions of the protocol with contradicting initial values, which may in turn "infect" other agents with the wrong opinion. If agents do not share a common time notion, it is unclear how to let infected agents distinguish their current wrong opinion from the more "fresh", correct opinion. Indeed, running a broadcast protocol under such unpredictability circumstances may result in a complex configuration of internal states by the time the source has stabilized, which could be difficult to overcome.
Self-stabilization with small messages.
To address the aforementioned difficulties, we study the broadcast problem in the context of self-stabilization [6] , where the system must converge to a correct configuration regardless of the initial states of the agents. More specifically, we consider a network of n agents with a designated source agent s. We assume that at the beginning of the execution, the states of all agents are arbitrary, except that it is guaranteed that there is precisely one source agent. The source holds an output bit b that is to be disseminated to the rest of the population. That is, it is required that all agents set their output bit to b eventually.
Similarly to many works on broadcast, we consider a random meeting pattern on a complete graph [10] . Specifically, we study the synchronous PULL model of communication, in which at each round, each agent can "observe" few other agents, chosen uniformly at random. Agents can use the synchronous setting to count rounds and hold clocks. Note however, that although agents share a notion of a "pulse" (a round), they do not necessarily agree on a common time notion since the initial configuration may consist of corrupted clock values.
Our main challenge is to identify the minimal message size, namely, the number of bits revealed in each interaction, that allows to solve the self-stabilizing broadcast problem in poly-logarithmic time. Indeed, it is important to note that stochastic communication patterns are inherently sensitive to congestion issues, and in such models it is unclear how to simulate a protocol that uses large messages while using only small size messages. For example, the straightforward strategy of breaking a large message into small pieces and sequentially sending them one after another does not work, since one typically cannot make sure that the small messages reach the same destination. Hence, reducing the message size may have a profound impact on the running time, and perhaps even on the solvability of the problem at hand.
A main difficulty behind the self-stabilizing broadcast problem lies in the fact that nodes do not necessarily share a common time notion. Indeed, it is straightforward to see that if all agents share the same clock, then convergence can be achieved in O(log n) time with high probability and using only 2 bits per interaction (see [4] for a detailed discussion). Still under the assumption that all agents share the same clock, the following trick shows how to obtain convergence in O(log n) time and using only a single bit per message, namely, the output bit. Essentially, agents divide time into phases of some prescribed length T = O(log n), each of them being further subdivided into 2 subphases of length T /2. In the first subphase of each phase, non-source agents are sensitive to opinion 0. This means that whenever they see a 0 in the output bit of another agent, they turn their output bit to 0, but if they see 1 they ignore it. Then, in the second phase of each phase, they do the opposite, namely they switch their output bit to 1 as soon as they see a 1. Of course, the source agent does not apply this rule. Consider the first phase starting after the time the output bit of the source has stabilized to some b. If b = 0 then within one complete subphase [0, T /2 − 1], every output bit is 0 and remains there forever. Otherwise, if b = 1, when all agents go over a subphase [T /2, T − 1] all output bits are set to 1 and remain 1 forever. This observation indicates that the self-stabilizing broadcast problem is highly related to the self-stabilizing clock synchronization problem, where each agent internally stores a counter modulo T = O(log n), which is incremented at every round, and that all agents should converge on having the same value in their counter values, despite arbitrary initial states. Indeed, given such a self-stabilizing clocksynchronization protocol, we can obtain a self-stabilizing broadcast protocol by running this protocol in parallel to the aforementioned broadcast protocol (that relies on synchronized clocks). This parallel execution costs only an additional bit to the message size and an additional O(log n) additive factor to the time complexity over the corresponding message size and time complexities of the clock-synchronization protocol.
To synchronize clocks modulo T in a self-stabilizing manner, one could use the self-stabilizing consensus protocol in [7] , by displaying all the bits of the clocks in each message, and synchronizing on each of them separately and in parallel while incrementing the clocks. Unfortunately, this approach is wasteful in terms of message size, as it requires to reveal log T bits per interaction. As another approach, one could aim at sequentially synchronizing clocks bit after bit. That is, first display and synchronize the first bit; then, once agents "know" that the first bit has been synchronized, display and synchronize the second bit, etc. This approach is problematic in the context of self-stabilization, since, first, it requires agents to "know" when a bit is synchronized, and second, it requires agents to agree on the bit index that they currently aim to synchronize. Both of these require clocks to be synchronized to begin with.
Our Results
We focus on the randomized PULL model of communication as assumed in [7] , in which in each round, each agent contacts two agents chosen uniformly at random among all agents (including itself, with replacement). Our main technical contribution is the construction of a time efficient selfstabilizing clock synchronization protocol that employs onlyTheorem 1.1. Let T be a power of 2. There exists a selfstabilizing clock synchronization algorithm that synchronizes clocks modulo T and uses only 3 bits per interaction. The protocol converges inÕ(log 3 T log n) rounds w.h.p. Theorem 1.2. Assume that agents know n. There exists a self-stabilizing broadcast protocol that uses 4-bit messages, converges inÕ(log n) rounds w.h.p., and afterwords remains in a legal configuration indefinitely.
Intuition behind the synchronization algorithm.
Our technique for obtaining the clock synchronization protocol is based on a compact simulation of the stabilizing consensus protocol proposed by Doerr et al. [7] . We first describe a simple protocol called sync-simple that uses O(log T ) bits per message. Essentially, each agent u maintains a clock Cu ∈ [0, T − 1]. At each round, each agent u displays the value of its clock, pulls 2 uniform other such clock values, and updates its clock as the bitwise majority of the two clocks it pulled, and its own. Then the clock Cu is incremented. Since this protocol essentially amounts to running the protocol of Doerr et al. on each bit separately and in parallel, it is relatively easy to see that protocol sync-simple self-stabilizes in O(log T log n) rounds w.h.p. We want to apply a similar strategy to sync-simple, while using only O(1) many bits per interaction. At a high level, agents keep a clock internally which they write using log T bits. This time, instead of displaying the full clock, we would like them to display the first bit of their clock all at the same time, then the second bit etc. They could do that, if they had a clock, which is precisely what we are trying to achieve. To handle this difficulty, we use a recursive approach, by which agents maintain several clocks, of larger and larger sizes, and use the already synchronized clocks to decide which bit of the next (bigger) clock to display (and synchronize on). More precisely, the recursion is initialized by synchronizing a small clock C (1) of 2 bits (thus running modulo 4). This is done in the same way as sync-simple. The small clock in fact corresponds to the first two bits of the clock C to be synchronized. The third bit displayed gives the value at some index of the (binary expansion) of C. As time progresses, this third bit traverses all indices. Initially, the traversals are not synchronized, and agents are not displaying the same index in each round necessarily. The traversals are designed in a self improving way, making them more and more synchronized, as the protocol progresses.
The clock-synchronization protocol.
Agents want to synchronize a big clock C. They divide the bits used to write C into blocks of increasing sizes C (1) , . . . , C (k) , so the clock C can be written as the concatenation of all the
. . , C (1) ). We refer to these blocks as subclocks. In fact, when C (i) = 0 we view C (i) as an index of the binary representation of C (i+1) . Otherwise, if C (i) = 0, we interpret C (i) differently. Let mi denote the number of bits in the binary representation of C (i) . Subclock C (i) thus represents an integer between 0 and 2 m i − 1. The sequence (mi) i∈N is chosen as follows: m1 = 2; ∀i ≤ k − 2, mi+1 = 2
Note the parameter k is a function of T . The last element of the sequence m k ∈ [1, log T ] is the only one whose value depends on T . Each agent displays 3 bits. The first two correspond to C (1) , a clock modulo 4. We call the third one the rabbit-hole bit. It corresponds to the value of some bit of some clock C (i) for some i ≤ k. The index of this bit is given by a procedure called FETCH, which we define next. The procedure takes as input a clock C ∈ [0, T − 1] and returns an index in [1, log T ] . To decide what is the fetched index, consider the minimal index i ≤ k − 1 such that C (i) = 0, which we denote by i * . If all first k − 1 clocks are 0, then i * is set to 1. The fetched index is the C (i * ) th bit of the subclock C (i * +1) , where the index is taken modulo mi * +1. The modulo operation aims to take care of a boundary affect. Indeed, note that for all values of i ≤ k − 2 the value of C (i+1) is written on mi+1 = 2 m i − 1 bits, and the value of C (i) never exceeds 2 m i − 1. Hence taking the modulo mi * +1 does not change anything for i * ≤ k − 2. It only makes a difference in the case where i * = k − 1. Now that we have specified what agents store and display. We next describe how they use the 2 × 3 bits they collect at each round, to update their clock. Suppose agent u sampled u1, u2 and collected Mu 1 = (C 
The location where the third bit "comes from" is updated by replacing it with the majority of the three corresponding bits bu,bu 1 ,bu 2 ). The last step is incrementing the clock C by one. This step potentially affects all clocks C (k) , . . . , C (1) .
