Abstract. We study the Dirac-Maxwell system coupled with an external potential of Coulomb type. We use the Foldy-Wouthuysen (unitary) transformation of the Dirac operator and its realization as an elliptic problem in the 4-dim half space R 4 + with Neumann boundary condition. Using this approach we study the existence of a "ground state" solution.
Introduction and main results
The Dirac operator is a first order operator acting on the 4-spinors ψ :
describing a relativistic electron given by
Here c denotes the speed of light, m > 0 the mass, the Planck's constant, α = (α 1 , α 2 , α 3 ) and β are the Pauli-Dirac 4 × 4-matrices, is the dimensionless fine structure constant and Z, positive integer, is the atomic number.
Due to the unboundedness of the spectrum of the free Dirac operator, many efforts have been devoted to the characterization and computation of the eigenvalues for the Dirac-Coulomb Hamiltonian D 0 + α fs V , see [7] and references therein.
Here we add the interaction of the electron with its own (static) electromagnetic field. The scalar potential Φ and the vector potential A = (A 1 , A 2 , A 3 ) of the electromagnetic field generated by the electron ψ satisfy the following (static) Maxwell equations −∆Φ = 4πρ; −∆A = 4πJ where ρ = |ψ| 2 is the charge density and J = (ψ, αψ) the current of the electron. Therefore Φ = |ψ| 2 * 1 |x| and A = (ψ, αψ) * 1 |x| .
The interaction is obtained through the minimal coupling prescription, which has, in our units, the following form Dψ = α · (−i∇ − α fs A)ψ + α fs Φψ + βψ + α fs V ψ
We have the following result
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This existence result is strictly related to the results in [9] , where the Authors consider the Dirac-Fock equations for Atoms and Molecules. The equation considered in that article describe an atom (even a molecule) with a (fixed) nucleus and N electrons, and takes into account the interaction of each electron with the nucleus and the other electrons, but not the interaction of the electrons with their own electric and magnetic field. Using the Hartree approximation one ends with an equation similar to the one for the atom with one electron that we consider in our model (MDC).
Let us also point out that we will prove our result via variational methods, after performing a unitary change of variables (the Foldy-Wouthuysen transformation) and a reduction of the problem to an elliptic problem in the 4-dim half space R
+
with nonlinear Neumann boundary condition.
Even in this different setting, we have used in the analysis of the variational structure of the problem some ideas contained in [9, 7, 11] .
The FW transformation and the Dirichlet to Neumann operator
Let us recall first the main properties of the free Dirac operator D 0 = −iα·∇+β (see e.g. [13] ). D 0 is essentially self-adjoint on C ∞ 0 (R 3 \ {0}; C 4 ) and self-adjoint on D(D 0 ) = H 1 (R 3 ; C 4 ). Its spectrum is purely absolutely continuous and it is given by
Let denote byû or F (u) the Fourier transform extending the formulâ
In the (momentum) Fourier space the free Dirac operator is given by the multipli-
an Hermitian 4 × 4-matrix with eigenvalues
The unitary transformation U (p) which diagonalizeD 0 (p) is given explicitly by
Hence there are two orthogonal projectors Λ ± on L 2 (R 3 , C 4 ) , both with infinite rank, given by (2.1)
The operator |D 0 | = √ −∆ + 1 I 4 can be defined for all f ∈ H 1 (R 3 , C 4 ) as the inverse Fourier transform of the L 2 function |p| 2 + 1 I 4f (p) (see [10] ), Now we consider the Foldy-Wouthuysen (FW) transformation, given by the unitary transformation U FW = F −1 U (p)F . Under the FW transformation the projectors Λ ± become simply
and
). The operator √ −∆ + 1, exactly as the fractional Laplacian, can be related to the following Dirichlet to Neumann operator (see for example [3] for problems involving the fractional laplacian, and [4, 5] for more closely related models): given u solve the Dirichlet problem
+ . and let
. Indeed, solving the equation via partial Fourier transform we get
In view of the FW transformation we may consider the eigenvalue problem (MDC) for the perturbed Dirac operator
× R be a (weak) solution of the eigenvalue problem (MDC) and let φ µ be the following extension of ϕ µ = U FW ψ µ on the half-space (see lemma 3.1 below)
, (φ µ ) tr = ϕ µ and φ µ is a (weak) solution of the following Neumann boundary value problem
On the other hand, if φ µ ∈ H 1 (R 4 + , C 4 ) is a (weak) solution of the Neumann boundary value problem (P µ ), setting ϕ µ = (φ µ ) tr , then (U
Notation and preliminary results
To simplify the notation when clear from the context we will denote simply with
+ , C n ) (where n = 2 or n = 4). We introduce the following scalar products and norms in
where (v, w) denotes the scalar product in C n . The following property can be easily verified (see [6] ).
be the trace of w and define
and by density we get for all
Remark 3.5. Let us recall the following Hardy-type inequalities :
). In view of the above inequalities, since Λ ± commute with translation we have the following result
The second inequality can be proved in the same way since Λ ± commute with translations.
Hence in particular for V (x) = − Z |x| and Z ≤ Z c = 124 we have that Zα fs γ T ∈ (0, 1) and
We consider the smooth functional I :
It is easy to check that (φ µ , µ) ∈ H 1 (R 4 + , C 4 ) × R is a weak solution of the Neumann boundary value problem (P µ ) if and only if
where dI(φ) : H 1 → R is the Frechét derivative of the functional I given by
Hence in particular (3.13)
Moreover since |J ψ (y)| ≤ ρ ψ (y) for any y ∈ R 3 and ψ ∈ H 1/2 , see [8, Lemma 2.1], we have that (3.14)
We also recall the following convergence result. 
The following lemma is essentially already contained in [6, Lemma B.1], see also [12] for related results.
Maximization problem
Our first step will be to maximize our functional in the sets
and ∇ XW I(φ), the projection of the gradient ∇I(φ) on the tangent space T φ X W is given by
where
for all h ∈ H 1 and µ(φ) ∈ R is such that ∇ XW I(φ) ∈ T φ X W . We begin giving a result on Palais-Smale sequences for I restricted on X W .
, (w) tr = 0 and let W = span{w}. Suppose φ n ∈ X W is a Palais-Smale sequence for I restricted on X W , at a positive level, that is
Then φ n is bounded and |(φ
Proof. We let
In view of Remarks 3.5 and 3.12 we have, for n large enough,
|y − z| dydz
Hence we may conclude that
and also φ n 1 2
In particular we deduce that the any Palais-Smale sequence is bounded in H 1 . Then we have
and we deduce that
for n large enough since the last term is non negative and
and observing that
we deduce that
, where we have used the estimate (3.10). We immediately deduce, since µ(φ
We now introduce the maximization problem Proof. If w tr ≡ 0 we take a sequence φ n = anw φ2 ∈ X W with |a n | → +∞, for n → +∞, and a fixed
for some constant C > 0 independent on n ∈ N. (3.14) , (3.11), (3.2) and (3.4)
Moreover, in view of (3.13), (3.10) and recalling that
, to obtain additional information on the the maximization problem (4.4) we introduce the (constraint) functional
By the phase invariance, without loss of generality, we can always assume that a(u)
where, setting
It is convenient to define, for any ν ∈ H 1/2 ,
where ψ = a(u)v + + η. Remark that we have
In particular, for h = u, that is ξ = η, we have
and in particular for all |η| L 2 = 1 2 we have
Then,
Proof. It is clear that the sequence φ n = a(un)w un is a Palais-Smale sequence for I restricted to the subspace X W . We can then apply Lemma 4.1 to deduce that {u n } is a bounded sequence in H 1 and |η n | < 1 2 . We can assume that u n ⇀ u weakly in
and the fact that {u n } is a bounded sequence in H 1 , we get
2 − κ and {u n } is a bounded sequence in H 1 , by (4.10) we may conclude that
for some constant C > 0 independent on n. Now, from u n ⇀ u weakly in
weakly in H 1/2 and a n → a in C, since V v + ∈ H −1/2 we have
V Re(a n v + , (η n − η))(y) dy → 0 and in view of equation (3.15)
ρ ψn (y) Re(a n v + , (η n − η))(z) |y − z| dy dz → 0
Hence we may conclude that u n → u strongly in H 1 .
We have the following strict concavity result
. Then u is a strict local maximum for J W , namely
for some δ > 0. 
Since dJ W (u)[u] = 0, in view of (4.10) we have Γ ψ (η) ≥ 0. Let us compute Q 1 [h; h] adding a zero term for convenience, we get
We first note that by Hölder inequality implies
and by Remark 3.12 follows
Re(ψ, αχ)(y) · Re(ψ, αχ)(z) |y − z| dy dz ≥ 0 hence we have
Again it is convenient to add the following zero terms,
V Re(η, ξ) dy
In view of (4.10) Γ ψ (η) ≥ 0 and by Lemma 3.8 we have
Therefore, since q[ξ; ξ] ≥ 2p[ξ; ξ], we have
where we have used that
In view of the above results we may conclude Proposition 4.14. For any w ∈ H 1 (R 4 + , C 2 ) with |w tr | L 2 = 1 there exists unique φ 2 = φ 2 (w), a strict global maximum of J W , namely
Moreover
• dJ W (φ 2 (w)) = 0;
• there exists δ > 0 such that
• the map w → φ 2 (w), is smooth and
Proof. It is clear that the equality sup u∈B1 J W (u) = sup φ∈XW I(φ) holds. The existence of a maximizer for J W then follows from lemma 4.5, which shows that the supremum is strictly positive, Ekeland's variational principle, which implies that we can find a maximizing sequence u n which is also a Palais-Smale sequence, and Proposition 4.12, which shows that u n → u with |u tr | L 2 < 1 2 .
Suppose that we have another maximizerũ. By Proposition 4.12 we deduce that
To reach a contradiction, we consider the set 
The functional J W satisfies the Palais-Smale condition, see proposition 4.12, and the set
is invariant for the gradient flow generated by dJ W since by (4.11) dJ W (u)[u] < 0 on ∂B 1/2 . Then we can deduce that c is a Mountain pass critical level, and that there is a Mountain pass critical pointṽ in B 1/2 , i.e. such that |ṽ tr | L 2 < 1 2 , a contradiction with Proposition 4.13, since a Mountain pass critical point cannot be a strict local maximum.
Finally to prove that the map w → φ 2 (w) is smooth we use the implicit function theorem. Indeed let consider any open subset U ⊂ H 1 \ {w tr = 0} and the smooth map F :
Now fix w 0 ∈ U with |w 0 | L 2 = 1 and let u 0 = φ 2 (w 0 ) and W 0 = span{w 0 }, we have
is invertible. Indeed, we simply apply the Riesz theorem on Hilbert spaces (or equivalently Lax-Milgram theorem) to the symmetric, bilinear and bi-continuous, quadratic form Q :
In view of Proposition 4.13
for some δ > 0, namely Q is definite positive (coercive) and the theorem apply, hence for any
Therefore we can apply the implicit function theorem to conclude that there exists a neighborhood U 0 ⊂ X + \ {w tr = 0} of w 0 and a smooth map u :
Since we already know that for any w ∈ X + \ {w tr = 0} there exist φ 2 (P (w)), the unique strict global maximum of J W , such that F (w, φ 2 (P (w))) = 0, we may conclude that u(w) ≡ φ 2 (P (w)) for any w ∈ U 0 .
Moreover, we have that for w ∈ U 0 , du(w) :
.
Thenφ(w) ∈ X W is the unique (up to phase) maximizer of I in X W , namely
and ψ w = U −1
FW
(φ(w)) tr . Moreover, the following estimates holds
Proof. We only have to show that item (ii) holds.
If φ(w) is the maximizer for I in X W we have as in the proof of Lemma 4.1,
Moreover we have
. Hence we may conclude that
and also
Proof of Theorem 1.1
In view of the results of Proposition 4.14 it is convenient to introduce the smooth functional F :
where φ(w) = a(φ2(P (w)))P (w) φ2(P (w))
. Now in view of Proposition 4.14 we may conclude that
I(φ(w)) = inf
Let us introduce the constraint manifold
L 2 − 1 = 0} and its tangent space
Since dF (w)[w] = 0 for any w ∈ W, it is easy to see that W is indeed a natural constraint for F . Hence in particular by Ekeland's variational principle, there exists a Palais-Smale, minimizing sequence {w n } ∈ W, namely F (w n ) → Λ 1 and dF (w n ) → 0. Now setting φ n = φ(w n ) = φ1,n φ2,n , with φ 1,n = a n w n , a n = a(φ 2 (w n )), φ 2,n = φ 2 (w n ) and µ n = µ(φ n ) and defining the linear continuous functional
n Re a n (w n ) tr | h tr L 2 in view of Corollary 4.15 we have that T n [h] = 0 for any h ∈ span{w n } and n ∈ N.
On the other hand for any h ∈ H 1 (R
and since dF (w n ) → 0 and a n > 1 2 we may conclude that T n → 0 strongly. Since the sequence {φ n } is bounded in H 1 (R 4 + ; C 4 ) (it follows from Corollary 4.15 since λ Wn → Λ 1 ) we get that, up to a subsequence, φ n ⇀ φ weakly in H 1 and µ n → µ, and hence,
To conclude the proof of Theorem 1.1 we need to show that |φ tr | L 2 = 1, that is a strong convergence in L 2 of (φ n ) tr , in fact we will prove strong convergence of φ n in H 1 . First note that we can assume that
This is an adaptation of of theorem 2.6 in Borwein and Preiss [2] with p = 2, ǫ = 1 n and λ = 1 (see also [1] ) which states that one can find a minimizing sequence such that
H 1 for a (convergent) sequence of points y k and reals β k ≥ 0 such that ∞ k=1 β k = 1. The above relation shows that w = w n is a minimizer for G n (w) = F (w) + 1 n ∆(w) and hence
Now with the additional information (5.2) on the second variations, we prove the following bound on the Lagrange multiplier µ, that it will be a key point to prove strong convergence of the minimizing sequence. We have
Proof. Since w n is bounded we can assume that w n ⇀ w in H 1 . Take h ∈ H 1 (R 4 + ; C 2 ) such that h tr ∈ H 1 (R 3 ; C 2 ) and Re w tr |h tr L 2 = 0.
In view of Proposition 4.14 for any w ∈ W we have for all
where the map F :
Hence we have
Recalling that
in view of Proposition 4.13, we get
On the other hand, we have
, by Hölder's and Hardy's inequalities, we get
and analogously, by Hölder and Hardy's inequalities, we have
for some constant C > 0 that may change from line to line.
and we may conclude that
. Now, by Remark 3.12 and Hölder inequality, we have
Moreover, recalling that
Collecting the estimates above we get
Now, for fixed ǫ > 0 we take h ǫ = e −x ǫ 3/2 η(ǫ|y|) with η ∈ H 5/2 (R 3 ; C 2 ), η(y) = η(|y|) and |η| L 2 = 1. Note that
and setting ξ ǫ = U Recalling that a ± (ǫp) = 
≤ ǫ|p|
we have
Therefore we get Since for any radial function ρ ∈ L 1 (R 3 ; R + ) and for any z ∈ R 3 we have where a = lim n a n (up to subsequence). Hence, since Z > 4 we may conclude that there existsδ > 0 andǭ > 0 such that 0 ≤ (1 − µ) − ǫδ since µ < 1 we may conclude that φ n → φ strongly in H 1 .
