Detrended fluctuation analysis (DFA) and detrended moving average (DMA) are two scaling analysis methods designed to quantify correlations in noisy non-stationary signals. We systematically study the performance of different variants of the DMA method when applied to artificially generated long-range power-law correlated signals with an a-priori known scaling exponent α0 and compare them with the DFA method. We find that the scaling results obtained from different variants of the DMA method strongly depend on the type of the moving average filter. Further, we investigate the optimal scaling regime where the DFA and DMA methods accurately quantify the scaling exponent α0, and how this regime depends on the correlations in the signal. Finally, we develop a three-dimensional representation to determine how the stability of the scaling curves obtained from the DFA and DMA methods depends on the scale of analysis, the order of detrending, and the order of the moving average we use, as well as on the type of correlations in the signal.
I. INTRODUCTION
There is growing evidence that output signals of many physical [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] , biological [16, 17, 18, 19] , physiological [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35] and economic systems [36, 37, 38, 39, 40, 41, 42, 43] , where multiple component feedback interactions play a central role, exhibit complex self-similar fluctuations over a broad range of space and/or time scales. These fluctuating signals can be characterized by long-range power-law correlations. Due to nonlinear mechanisms controlling the underlying interactions, the output signals of complex systems are also typically non-stationary, characterized by embedded trends and heterogeneous segments (patches with different local statistical properties) [44, 45, 46] . Traditional methods such as power-spectrum and auto-correlation analysis [48, 49, 50] are not suitable for non-stationary signals.
Recently, new methods have been developed to address the problem of accurately quantifying long-range correlations in non-stationary fluctuating signals: (a) the detrended fluctuation analysis (DFA) [16, 23, 51] , and (b) the detrended moving average method (DMA) [52, 53, 54, 55, 56] . An advantage of the DFA method [44, 45, 46, 47] is that it can reliably quantify scaling features in the fluctuations by filtering out polynomial trends. However, trends may not necessarily be polynomial, and the DMA method was introduced to estimate correlation properties of non-stationary signals without any assumptions on the type of trends, the probability distribution, or other characteristics of the underlying stochastic process.
Here, we systematically compare the performance of the DFA and different variants of the DMA method. To this end we generate long-range power-law correlated signals with an a-priori known correlation exponent α 0 using the Fourier filtering method [57] . Tuning the value of the correlation exponent α 0 , we compare the scaling behavior obtained from the DFA and different variants of the DMA methods to determine: (1) how accurately these methods reproduce α 0 ; (2) what are the limitations of the methods when applied to signals with small or large values of α 0 . Based on single realization as well as on ensemble averages of a large number of artificially generated signals, we also compare the best fitting range (i.e. the minimum and the maximum scales) over which the correlation exponent α 0 can be reliably estimated by the DFA and DMA methods.
The outline of this paper is as follows. In Sec. II, we review the DFA method and we introduce variants of the DMA method based on different types of moving average filters. In Sec. III we compare the performance of DFA and DMA on correlated and anti-correlated signals. We also test and compare the stability of the scaling curves obtained by these methods by estimating the local scaling behavior within a given window of scales and for different scaling regions. In Sec. IV we summarize our results and discuss the advantages and disadvantages of the two methods. In Appendix I we consider higher order weighted detrended moving average methods, and in Appendix II we discuss moving average techniques in the frequency domain.
II. METHODS

A. Detrended Fluctuation Analysis
The DFA method is a modified root-mean-square (rms) analysis of a random walk. Starting with a signal u(i), where i = 1, ..., N , and N is the length of the signal, the first step of the DFA method is to integrate u(i) and obtain
whereū
is the mean. The integrated profile y(i) is then divided into boxes of equal length n. In each box n, we fit y(i) using a polynomial function y n (i), which represents the local trend in that box. When a different order of a polynomial fit is used, we have a different order DFA-ℓ (e.g., DFA-1 if ℓ = 1, DFA-2 if ℓ = 2, etc).
Next, the integrated profile y(i) is detrended by subtracting the local trend y n (i) in each box of length n:
Finally, for each box n, the rms fluctuation for the integrated and detrended signal is calculated:
The above calculation is then repeated for varied box length n to obtain the behavior of F (n) over a broad range of scales. For scale-invariant signals with powerlaw correlations, there is a power-law relationship between the rms fluctuation function F (n) and the scale n:
Because power-laws are scale invariant, F (n) is also called the scaling function and the parameter α is the scaling exponent. The value of α represents the degree of the correlation in the signal: if α = 0.5, the signal is uncorrelated (white noise); if α > 0.5, the signal is correlated; if α < 0.5, the signal is anti-correlated.
B. Detrended Moving Average Methods
The DMA method is a new approach to quantify correlation properties in non-stationary signals with underlying trends [52, 53] . Moving average methods are widely used in fields such as chemical kinetics, biological processes, and finance [56, 58, 59, 60, 61] to quantify signals where large high-frequency fluctuations may mask characteristic low-frequency patterns. Comparing each data point to the moving average, the DMA method determines whether data follow the trend, and how deviations from the trend are correlated.
Step 1: The first step of the DMA method is to detect trends in data employing a moving average. There are two important categories of moving average: (I) simple moving average and (II) weighted moving average.
(I) Simple moving average. The simple moving average assigns equal weight to each data point in a window of size n. The position to which the average of all weighted data points is assigned determines the relative contribution of the "past" and "future" points. In the following we consider the backward and the centered moving average.
(a) Backward moving average. For a window of size n the simple backward moving average is defined as
where y(i) is the integrated signal defined in Eq.(1).
Here, the average of the signal data points within the window refers to the last datapoint covered by the window. Thus, the operatorỹ n in Eq.(6) is "causal", i.e., the averaged value at each data point i depends only on the past n − 1 values of the signal. The backward moving average is however affected by a rather slow reaction to changes in the signal, due to a delay of length n/2 (half thewindow size) compared to the signal. (b) Centered moving average This is an alternative moving average method, where the average of the signal data points within a window of size n is placed at the center of the window. The moving average function is defined asỹ
where y(i) is the integrated signal defined in Eq. (1) and [x] is the integer part of x. The functionỹ n defined in Eq. (7) is not "causal", since the centered moving average performs dynamic averaging of the signal by mixing data points lying to the left and to the right side of i. In practice, while the dynamical system under investigation evolves with time i according to y(i), the output of Eq.(7) mix past and future values of y(i). However, this averaging procedure is more sensitive to changes in the signal without introducing delay in the moving average compared to the signal.
(II) Weighted moving average. In dynamical systems the most recent data points tend to reflect better the current state of the underlying "forces". Thus, a filter that places more emphasis on the recent data values may be more useful in determining reversals of trends in data. A widely used filter is the exponentially weighted moving average, which we employ in our study. In the following we consider the backward and the centered weighted moving average.
(a) Backward moving average. The weighted backward moving average is defined as
where the parameter λ = n/(n + 1), n is the window size, i = 2, 3, ..., N andỹ n (1) ≡ y(1). Expanding the termỹ n (i−1) in Eq. ( 8), we obtain a recursive relation of step one with previous data points weighted by increasing powers of λ. Since λ < 1, the contribution of the previous data points becomes exponentially small. The weighted backward moving average of higher order ℓ > 1 (WDMA-ℓ) where ℓ is the step size in the recursive Eq. (8) is defined in Appendix I.
(b) Centered moving average. The weighted centered moving average is defined as The exponentially weighted moving average reduces the correlation between the current data point at which the moving average window is positioned and the previous and future points.
Step 2: Once the moving averageỹ n (i) is obtained, we next detrend the signal by subtracting the trendỹ n from the integrated profile y(i)
For the backward moving average, we then calculate the fluctuation for a window of size n as
For the centered moving average the fluctuation for a window of size n is calculated as
Step 3: Repeating the calculation for different n, we obtain the fluctuation function F (n). A power law relation between the fluctuation function F (n) and the scale n (see Eq.(5)) indicates a self-similar behavior.
When the moving averageỹ n is calculated as in Eq.(6), Eq. (7), Eq. (8) and Eq. (9), we have the detrended moving method (DMA), the centered detrened moving average (CDMA), the weighted detrended moving average with order ℓ (WDMA-ℓ) and the weighted centered detrended moving average (WCDMA) respectively. 20 . Scaling curves F (n) versus. scale n for (a) an anti-correlated signal with α0 = 0.2, (b) an uncorrelated signal with α0 = 0.5 and (c) a positively correlated signal with α0 = 0.8. At small scales, all methods exhibit a weak crossover, which is more pronounced for anti-correlated signals. At large scales, the F (n) curves obtained from DMA, WDMA-1, and DFA-0 exhibit a clear crossover to a flat region for all signals, independent of the type of correlations. No such crossover is observed for the scaling curves obtained from the DFA-1 method, suggesting a more accurate estimate of the scaling exponent α0 at large scales.
III. ANALYSIS AND COMPARISON
Using the modified Fourier filtering method [57] , we generate uncorrelated, positively correlated, and anticorrelated signals u(i), where i = 1, 2, ..., N and N = 2 20 , with a zero mean and unit standard deviation. By intro- when applied to artificially generated signals with long-range power-law correlations. Here α0 is the correlation exponent of the generated signals and α is the exponent value estimated using different methods. For all methods we obtain α by fitting the corresponding scaling curves F (n) in the range nǫ[10 2 , 10 4 ]. Flat regions indicate the limitations of the methods in accurately estimating the degree of correlations in the generated signals, as the "output" exponent α remains unchanged when the "input" exponent α0 is varied.
ducing a designed power-law behavior in the Fourier spectrum [45, 57] , the method can efficiently generate signals with long-range power-law correlations characterized by an a-priori known correlation exponent α 0 .
A.
Detrended moving average method and DFA
In this section we investigate the performance of the DMA and WDMA-1 methods when applied to signals with different type and degree of correlations, and compare them to the DFA method. Specifically, we compare the features of the scaling function F (n) obtained from the DMA and WDMA-1 methods with the DFA method, and how accurately these methods estimate the correlation properties of the artificially generated signals u(i). Ideally, the output scaling function F (n) should exhibit a power-law behavior over all scales n, characterized by a scaling exponent α which is identical to the given correlation exponent α 0 of the artificial signals. Previous studies [44, 45, 46] show that the scaling behavior obtained from the DFA method depends on the scale n and the order ℓ of the polynomial fit when detrending the signal. We investigate if the results of the DMA and WDMA-1 method also have a similar dependence on the scale n. We also show how the scaling results depend on the order ℓ when using WDMA-ℓ with ℓ = 2, 3, 4, 5 are applied to the signals (See Appendix I).
To compare the performance of different methods, we first study the behavior of the scaling function F (n) obtained from DFA-0, DFA-1, DMA, and WDMA-1. In Fig. 1 we show the rms fluctuation function F (n) obtained from the different methods for an anti-correlated signal with correlation exponent α 0 = 0.2, an uncorrelated signal with α 0 = 0.5, and a positively correlated signal with α 0 = 0.8. We find that in the intermediate regime F (n) (obtained from all methods) exhibits an approximate power-law behavior characterized by a single scaling exponent α. At large scales n for DFA-0, DMA, and WDMA-1, we observe a crossover in F (n) leading to a flat regime. With increasing α 0 this crossover becomes more pronounced and moves to the intermediate scaling range. In contrast, such a crossover at large scales is not observed for DFA-1, indicating that the DFA-1 method can better quantify the correlation properties at large scales. At small scales n the scaling curves F (n) obtained from all methods exhibit a crossover which is more pronounced for anti-correlated signals (α 0 = 0.2) and becomes less pronounced for uncorrelated (α 0 = 0.5) and positively correlated signals (α 0 = 0.8).
We next systematically examine the performance of the DFA-0, DFA-1, DMA and WDMA-1 methods by varying α 0 over a very broad range of values (0.1 ≤ α 0 ≤ 3.5) [ Fig. 2 ]. For all four methods, we compare α 0 with the exponent α obtained from fitting the rms fluctuation function F (n) in the scaling range 10 2 < n < 10 4 , i.e., the range where all methods perform well according to our observations in Fig. 1 . If the methods work properly, for each value of the "input" exponent α 0 we expect the estimated "output" exponent to be α = α 0 . We find that the scaling exponent α, obtained from different methods, saturates as the "input" correlation exponent α 0 increases, indicating the limitation of each method. The saturation of scaling exponent at α = 1 indicates that DMA and WDMA-1 do not accurately quantify the correlation properties of signals with α 0 > 1.
In contrast, the DFA-ℓ method can quantify accurately the scaling behavior of strongly correlated signals if the appropriate order ℓ of the polynomial fit is used in the detrending procedure. Specifically, we find that the values of the scaling exponent α obtained from the DFA-ℓ are limited to α ≤ ℓ + 1. Thus the DFA-ℓ can quantify the correlation properties of signals characterized by exponent α 0 ≤ ℓ + 1. For signals with α 0 > ℓ + 1 we find that the output exponent α from the DFA-ℓ method remains constant at α = ℓ + 1. These findings suggest that in order to obtain a reliable estimate of the correlations in a signal one has to apply the DFA-ℓ for several increasing orders ℓ until the obtained scaling exponent α stops changing with increasing ℓ.
Since the accuracy of the scaling exponent obtained from the different methods depends on the range of scales n over which we fit the rms fluctuation function F (n) (as seen in Fig. 1 ), and since different methods exhibit different limitations for the range of scaling exponent values (as demonstrated in Fig. 2 ), we next investigate the local scaling behavior of the F (n) curves to quantify the per- 20 and varying values of the correlation exponent α0. The local scaling exponent α loc quantifies the stability of the scaling curves F (n) (see Fig. 1 ) and is expected to exhibit small fluctuations around a constant value α0 if F (n) is well fitted by a power-law function. α0 is denoted by horizontal dotted lines. Symbols denote the estimated values of α loc and represent average results from 50 realizations of artificial signals for each value of the "input" scaling exponent α0. Deviations from the horizontal lines at small or at large scales indicate limitations of the methods to accurately quantify the build-in correlations in different scaling ranges.
formance of the different methods in greater details. To ensure a good estimation of the local scaling behavior, we calculate F (n) at scales n = 4×2 i/64 , i = 0, 1, 2, ..., which in log scale provides 64 equidistant points for F (n) per bin of size log 2. To estimate the local scaling exponent α loc , we locally fit F (n) in a window of size w = 3 log 2, e.g, α loc is the slope of F (n) in a window containing 3×64 points. To quantify the detailed features of the scaling curve F (n) at different scales n, we slide the window w in small steps of size ∆ = 1 4 log 2 starting at n = 4, thus obtaining approximately 70 equidistant α loc in log scale per each scaling curve. We consider the average value of α loc obtained from 50 different realizations of signals with the same correlation exponent α 0 .
In Fig. 3 , we compare the behavior of α loc as a function of the scale n to more accurately determine the best fitting range in the scaling curves F (n) obtained from the DMA, WDMA-1, DFA-0, and DFA-1. A rms fluctuation function exhibiting a perfect scaling behavior would be characterized by α loc = α 0 for all scales n and for all values of α 0 denoted by horizontal lines in Fig. 3 . A deviation of the α loc curves from these horizontal lines indicates an inaccuracy in quantifying the correlation properties of a signal and the limitation of the methods. Our results show that the performance of different methods depends on the "input" α 0 and scale n. At small scales and for α 0 < 0.8 we observe that α loc for all methods deviates up from the horizontal lines suggesting an overestimation of the real correlation exponent α 0 . This effect is less pronounced for uncorrelated and positively Fig. 3(d) ]. In addition, the DFA-1 method accurately reproduces the correlation exponent at small and intermediate scales even when α 0 > 1 [ Fig. 3(d) ], while the DMA, WDMA-1 and DFA-0 are limited to α 0 < 0.8. For a certain "input" correlation exponent α 0 , we can estimate the good fitting regime of F (n) to be the length of the plateau in Fig. 3 . For example, for α 0 = 0.2 the calculated scaling exponent α loc obtained from the DMA method is approximately equal to the expected value α 0 = 0.2 within a range of two decades (10 2 < n < 10 4 ). Similarly, the good fitting range of F (n) obtained from the DFA-0 for α 0 = 0.2 is about three decades (10 2 < n < 10 5 ). However, the calculated local scaling exponent α loc can fluctuate for different realizations of correlated signals. Although the mean value obtained from many independent realizations is close to the expected value, the fluctuation of the estimated scaling exponent can be very large. Thus, it is possible for α loc to deviate from α 0 and the scaling range estimated from Fig. 3 may not be a good fitting range. Therefore, it is necessary to study the dispersion of the local scaling exponent to determine the reliability of the "good" fitting range estimated from Fig. 3 . In Fig. 4 with α 0 = 0.2, α 0 = 0.5, and α 0 = 0.8 respectively. For all methods, we observe that there is a large dispersion of α loc , indicating strong fluctuations in the scaling function F (n) at large scales n (n ∼ 10 3 for DMA and WDMA-1 and n ∼ 10 4 for DFA-0 and DFA-1) [Fig. 4, 5, 6 ]. This suggests that the good fitting range obtained only from the mean value of α loc , as shown in Fig. 3 , may be overestimated.
To better quantify the best fitting range for different methods and for different types of correlations we develop a three-dimensional representation [ Fig. 7 ]. Based on 50 realizations of correlated signals with different values of 0.1 < α 0 < 1.1, for each scale n we define the probability p (normalized frequency) to obtain values for α 0 − δ < α loc < α 0 + δ, where δ = 0.02 (arguments supporting this choice of δ are presented in section III(B)). Again, as in Fig. 3 , for each realization of correlated signals with a given α 0 , we calculate α loc by fitting the rms fluctuation function F (n) in a window of size w = 3 log 2 sliding in steps of ∆ = 1 4 log 2. Vertical color bars in Fig. 7 represent the value of the probability p -darker colors corresponding to higher probability to obtain accurate values for α loc . Thus dark-colored columns in the panels of Fig. 7 represent the range of scales n where the methods perform best.
For the DMA and WDMA-1 methods, we find that with high probability (p > 0.7), accurate scaling results can be obtained in the scaling range of two decades for 0.4 ≤ α 0 ≤ 0.6. However, WDMA-1 performs better at small scales compared to DMA. For explanation why the WDMA-1 performs better at small scales compared to DMA, see Appendix II. In contrast, DFA-0 exhibits an increased fitting range of about three decades for 0.4 ≤ α 0 ≤ 0.8, while for the DFA-1 we find the best fitting range to be around three decades for α 0 > 0.5. For strongly anti-correlated signals (α 0 < 0.2), all methods do not provide an accurate estimate of the scaling exponents α 0 . However, by integrating anti-correlated signals with α 0 < 0.3 and applying the DFA-1 method, we can reliably quantify the scaling exponent, since DFA-1 has the advantage to quantify signals with α 0 > 1 [ Fig. 7(d) ]. This can not be obtained by the other three methods [ Fig. 7(a),(b),(c)] .
B. Centered moving average method and DFA
To test the accuracy of the CDMA method we perform the same procedure as shown in Fig.3 . We calculate the local scaling exponent α loc for signals with different "input" correlation exponent α 0 and for a broad range of scales n [ Fig.8 ]. We find that for 0.3 < α 0 < 0.8 the CDMA method performs better than the DMA for all scales n, and the average value of α loc follows very closely the expected values of α indicated by horizontal lines in Fig.8 . For anti-correlated signals with α 0 ≤ 0.3, both DMA and CDMA overestimate the value of α 0 at small scales n < 10 2 . For strongly correlated signals with α 0 > 0.8, CDMA underestimates α 0 at small scales n < 10 2 , in contrast to DMA which overestimates α 0 . For correlated signals with α 0 > 1.1 (not shown in Fig.8(c) ) the deviation of α loc from the expected value α 0 for the CDMA method becomes even more pronounced and spreads to large scales. At intermediate and large scales CDMA performs much better -α loc closely follows the horizontal lines [ Fig.8 (a),(c) ]. These differences in the performance of the DMA and CDMA methods are also clearly seen in the probability density plots shown in Fig.9 .
Next, we compare the stability of the DMA, CDMA, DFA-0, and DFA-1 methods in reproducing the same "input" value of α 0 for different realizations of correlated signals. We generate 50 realizations of signals for each α 0 , and we obtain the average value and the standard deviation of α loc for a range of scales n. The values of the standard deviation are represented by error bars in Fig.8 for each value of α loc at all scales n. We find that with increasing scales n, the standard deviation gradually increases, and that for DMA the standard deviation is less than 0.02 while for DFA the standard deviation is less than 0.01 in the range of scales n up to N/100 (N is the signal length). For all methods at scales n > N/100, the standard deviation increases more rapidly, and thus the stability of the methods in reproducing the same value of the exponent for different realizations decreases.
In Fig.10 we present the dependence of α loc on the scale n for the weighted centered detrended moving average method. Compared to the CDMA method, the WCDMA method weakens the overestimation of α loc at small scale for anti-correlated signals and provides accurate results of α loc at small scales for positively correlated signals with 0.5 < α 0 < 1. Compared to the DFA method, the WCDMA performs better at small scales for 0.5 < α 0 < 1.0. However, at larger scales n > 10 2 , the standard deviation of DFA-1 is smaller than that of WCDMA (Figs.8(d), 10 and 11 ), indicating more reliable results for the local scaling exponent α loc obtained from DFA-1.
Finally, we test how the choice of the parameter δ will affect the probability density plots shown in Fig.7 and Fig.9 . To access the precision of the methods one has to increase the confidence level by decreasing δ. In Fig.7 and Fig.9 we have chosen δ = 0.02 to correspond to the value of the standard deviation for α loc at scales n < 10 4 as estimated by the DMA method [ Fig.8 ]. We demonstrate that the distribution plot for DMA with δ = 0.02 (shown in Fig.7 ) changes dramatically when we chose δ = 0.01 (as shown in Fig.12(b) ). This result confirms the observation from Fig.8(a) and (d) that the DFA-1 method is more stable (smaller standard deviation) and more accurate (average of α loc closer to the theoretically expected value α 0 ) than the DMA method.
IV. DISCUSSION
We have systematically studied the performance of the different variants of DMA method when applied to signals with long-range power-law correlations, and we have compared them to the DFA method. Specially, we have considered two categories of detrended moving average methods -the simple moving average and the weighted moving average -in order to investigate the effect of the relative contribution of data points included in the moving average window when estimating correlations in signals. To investigate the role of "past" and "future" data points in the dynamic averaging process for signals with different correlations, we have also considered the cases of backward and centered moving average within each of the above two categories. Finally, we have introduced a three-dimensional representation to compare the performance of different variants of the DMA method and the DFA methods over different scaling ranges based on an ensemble of multiple signal realizations.
We find that the simple backward moving average DMA method and the weighted backward moving average method WDMA-ℓ have limitations when applied to signals with very strong correlations characterized by scaling exponent α 0 > 0.8. A similar limitation is also found for the ℓ = 0 order of the DFA method. However, for higher order ℓ, the DFA-ℓ method can accurately quantify correlations with α 0 < ℓ + 1. We also find that at large scales the DMA, WDMA-ℓ, and DFA-0 methods underestimate the correlations in signals with 0.5 < α 0 < 1.0, while the DFA-ℓ method can more accurately quantify the scaling behavior of such signals. Further, we find that the scaling curves obtained from the DFA-1 method are stable over a much broader range of scales compared to the DMA, WDMA-1, and DFA-0 methods, indicating a better fitting range to quantify the correlation exponent α 0 . In contrast, we find that WDMA-ℓ with a higher order ℓ, more accurately reproduce the correlation properties of anti-correlated signals (α 0 < 0.5) at small scales. Accurate results for anticorrelated signals can also be obtained from the DFA-1 method after first integrating the signal and thus reducing the value of the estimated correlation exponent by 1.
In contrast to the simple backward moving average We consider signals of length N = 2 20 and varying values of the correlation exponent α0. The local scaling exponent α loc quantifies the stability of the scaling curves F (n) and is expected to exhibit small fluctuations around a constant value α0 if F (n) is well fitted by a power-law function. α0 is denoted by horizontal dotted lines. Symbols denote the estimated values of α loc and represent average results from 50 realizations of artificial signals for each value of the "input" scaling exponent α0. Deviations from the horizontal lines at small or at large scales indicate limitations of the methods to accurately quantifying the build-in correlations in different scaling ranges. Error bars represent the standard deviation for each average value of α loc at different scales n, and determine the accuracy of each method.
(DMA) and DFA-0 methods, the centered moving average CDMA provides a more accurate estimate of the correlations in signals with 0.3 < α 0 < 0.7 at small scales n < 10 2 , and in signals with α 0 > 0.7 at intermediate scales 10 2 < n < 10 4 . However, the CDMA method strongly underestimates correlations in signals with α 0 > 0.7 at small scales (n < 10 2 ), while the DFA-1 method reproduces quite accurately the correlations of signals with α 0 > 0.7 at both small and intermediate scales. We also find that by introducing weighted centered moving average WCDMA, one can overcome the limitation of the CDMA method in estimating correlations in signals with α 0 > 0.5 at small scales (n < 10
2 ). On the other hand, the WCDMA method is characterized by larger error bars for α loc at intermediate scales compared to the CDMA method. Further, we find that the performance of the WCDMA is comparable to the DFA-1 method for signals with 0.5 < α 0 < 1. At small scales the WCDMA performs better than the DFA-1 method, while at the intermediate scales 10 2 < n < 10 4 , DFA-1 provides more reliable local scaling exponent with smaller standard deviation based on 50 independent realizations for each α 0 . For very strongly correlated signals with α 0 > 1, we find that the DFA-1 method performs much better at all scales compared to WCDMA and all other variants of the DMA method. 
V. APPENDIX I
Higer order weighted moving average
To account for different types of correlations in signals, we consider the ℓ-order weighted moving average (WDMA-ℓ), defined as
where λ = n/(n+ℓ), ℓ is the order of the moving average, y(i) is defined in Eq.(1). The relative importance of the two terms entering the function in Eq. (13), can be further understood by analyzing the properties of the transfer Compared to the traditional exponentially weighted moving average (of order ℓ = 1 ) where the terms in Eq.(13) decrease exponentially, the higher order ℓ > 1 allows for a slower, step-size decrease of the terms in Eq.(13) with a "step" of size ℓ. The fluctuation function F (n) is obtained following Eq. (10) and Eq. (11) . The WDMA-ℓ allows for a more gradual decrease in the distribution of weights in the moving average box, and thus may be more appropriate when estimating the scaling behavior of anti-correlated and uncorrelated signals.
We apply the WDMA-ℓ method for increasing values of ℓ to correlated signals with varied values of the scaling exponent α 0 . To study the performance of the WDMA-ℓ methods, we estimate the scaling behavior of the rms fluctuation function F (n) at different scales n by calculating the local scaling exponent α loc in the same way as discussed in Fig. 3 . We find that at large scales for ℓ = 2, ..., 5, the α loc curves deviate significantly from the expected values α 0 -presented with horizontal dashed lines in Fig. 13 . This indicates that the WDMA-ℓ method significantly underestimates the strength of the correlations in our artificially generated signals. Further, as for ℓ = 1, we find that for higher order ℓ > 1 the WDMA-ℓ methods exhibit an inherent limitation to accurately quantify the scaling behavior of positively correlated sig- nals with α 0 > 0.7. This behavior is also clear from our three-dimensional presentation in Fig. 14 . For anticorrelated signals, however, the WDMA-ℓ performs better at small and intermediate scales for increasing order ℓ as α 0 decreases [ Fig. 13 ] (see Appendix II). These observations are also confirmed from the three-dimensional probability histograms in Fig. 14 , where it is clear that the scaling range for the best fit shrinks for positively correlated signals (α 0 > 0.5) for increasing order ℓ, while for anti-correlated signals (α 0 < 0.5), there is a broader range of scales over which a best fit (with a probability of p > 0.7) is observed.
VI. APPENDIX II
Moving average methods in frequency domain
In this appendix, the performance of the DMA algorithm is discussed in the frequency domain. The interest of the frequency domain derives from the simplification designed to describe the effect of the detrending functioñ y n (i) in terms of the product of the square modulus of the transfer function H n (f ) and of S(f ), the power spectral density of the noisy signal y(i).
The simple moving averageỹ n (i) of window size n is defined asỹ
corresponding to the discrete form of the causal convolution integral, where the convolution kernel introduces the memory effect. Eq. (14) is a sum with a constant memory kernel h(t), i.e., a step function with an amplitude 1/n [ Fig.15(a) ]. The function h(t) uniformly weights the contribution of all the past events in the window [0, n), thus it works better for random paths with a correlation exponent centered around 0.5. For higher degrees of correlation/anti-correlation, it should be taken into account (as already explained in the section describing the DMA function) that each data point is more correlated to the most recent points than to the points further away.
In the frequency domain,ỹ n (i) is characterized by the transfer function H n (f ) (the Dirichlet kernel), which is
H n (f ) takes the values H n (0) = 1 and H n (kf 0 ) = 0 for k = 1, 2, ...n. The transfer function H(f ) of any filter should ideally be a window of constant amplitude, going to zero very quickly above the cut-off frequency 1/n. By observing the curves of Fig.15(b) and Fig.16 , it is clear that the filtering performance of H n (f ) is affected by the presence of the side lobes at frequency higher than 1/n.
As observed in Fig.16 , |H 4 (f )| 2 presents a side lobe allowing the components of the signal y(i), with a frequency between 1/n and 2/n (i.e., time scales between n/2 and n) to pass through the filter, thus giving a spurious contribution toỹ n (i). These components contribute to the rms F (n) (defined in Eq. (11)) less than what should correspond to n on the basis of the scaling law F (n) ∼ n α , with the consequence of increasing the slope F (n) at small scales.
We next discuss the reasons why the weighted moving average might reduce this effect. The exponentially weighted moving average (WDMA-ℓ) weights recent data more than older data. It is defined as The coefficients are commonly indicated as weights of the filter and are given by
Taking the Fourier transform on Eq. (16), we obtaiñ
where Y (f ),Ỹ n,ℓ (f ) are the Fourier transforms of y(i) andỹ n,ℓ (i) respectively. Further, we havẽ
Thus the transfer function is
From Eq. (20) , one can find that the cutoff frequency for |H n,ℓ (f )| 2 is min[1/(2π n(n + ℓ)), 1/ℓ]. In Fig. 16 , the transfer function of the weighted moving averages with n = 4 and ℓ = 2 and with n = 4 and ℓ = 4 respectively are shown. It can be observed that the effect of the side lobe to the performance of |H 4,2 (f )| 2 and |H 4,4 (f )| 2 has become negligible compared to that of |H 4 (f )| 2 , with the consequence of reducing the high frequency components in the detrended signal and thus reducing the deviation of the α loc , as discussed in the paper. 
