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Abstract
We introduce a canonical structure of a commutative associative
filtered algebra with the unit on polynomial smooth valuations and
study its properties. The induced structure on the subalgebra of trans-
lation invariant smooth valuations has especially nice properties (it is
the structure of the Frobenius algebra). We also present some appli-
cations.
0 Introduction.
The purpose of this paper is to introduce a canonical structure of a com-
mutative associative filtered algebra with the unit on polynomial smooth
valuations and study its properties. The induced structure on the subalge-
bra of translation invariant smooth valuations has especially nice properties
(it is the structure of the Frobenius algebra). We will also present some
applications. Part of the results of this paper was announced in [3].
Let us describe our main results in more detail. Let us remind first of
all some notation and definitions. Let V be a real vector space of finite
dimension n. Let K(V ) denote the class of all convex compact subsets of V .
If we fix on V a Euclidean metric then we can define the Hausdorff metric
dH on K(V ) as follows:
dH(A,B) := inf{ε > 0|A ⊂ (B)ε and B ⊂ (A)ε},
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where (U)ε denotes the ε-neighborhood of a set U . However the topology on
K(V ) does not depend on the choice of a Euclidean metric on V . Moreover,
equipped with this topology, K(V ) becomes a locally compact topological
space (Blaschke’s selection theorem).
0.1 Definition. a) A function φ : K(V ) −→ C is called a valuation if for
any K1, K2 ∈ K(V ) such that their union is also convex one has
φ(K1 ∪K2) = φ(K1) + φ(K2)− φ(K1 ∩K2).
b) A valuation φ is called continuous if it is continuous with respect the
Hausdorff metric on K(V ).
For the classical theory of valuations we refer to the surveys [16] and
[15]. Let us remind the definition of a polynomial valuation introduced by
Khovanskii and Pukhlikov [9], [10].
0.2 Definition. A valuation φ is called polynomial of degree at most d if for
every K ∈ K(V ) the function x 7→ φ(K + x) is a polynomial on V of degree
at most d.
Note that valuations polynomial of degree 0 are called translation in-
variant valuations. Polynomial valuations have many nice combinatorial-
algebraic properties ([9], [10]).
0.3 Example. (1) The Euler characteristic χ is a continuous translation
invariant valuation (remind that χ(K) = 1 for any convex compact set K).
(2) Let µ be a measure on V with a polynomial density with respect to a
Lebesgue measure. Fix A ∈ K(V ). Then
φ(K) := µ(K + A)
is a continuous polynomial valuation (here K +A := {k+ a|k ∈ K, a ∈ A}).
0.4 Remark. In [3] we have announced a result that polynomial continuous
valuations are dense in the space of all continuous valuations. However during
the preparation of this paper we found a gap in our original argument. So
we do not know if this fact is true.
Let us remind a basic definition from the representation theory. Let ρ be
a continuous representation of a Lie group G in a Fre´chet space F . A vector
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ξ ∈ F is called G-smooth if the map g 7→ ρ(g)ξ is infinitely differentiable
map from G to F . It is well known that the subset F sm of smooth vectors is
a G-invariant linear subspace dense in F . Moreover it has a natural topology
of a Fre´chet space (which is stronger than that induced from F ), and the
representation of G is F sm is continuous. Moreover all vectors in F sm are
G-smooth.
We will denote by GL(V ) the group of all linear transformations of V ,
and by Aff(V ) the group of all affine transformations of V .
We will especially be interested in polynomial valuations which areGL(V )-
smooth. The space ofGL(V )-smooth valuations polynomial of degree at most
d will be denoted by PV alsmd (V ). This is a Fre´chet space. Let PV al
sm(V ) de-
note the inductive limit of the Fre´chet spaces PV alsmd (V ) (with the topology
of inductive limit).
In Section 1 we define a canonical structure of commutative associative
algebra with unit on PV alsm(V ) where the unit is the Euler characteristic.
Let us give the idea of this construction. Let us denote by G ′(V ) the linear
space of valuations on V which are finite linear combinations of valuations
from Example 0.3 (2). It turns out that G ′(V ) ∩ PV alsm(V ) is dense in
PV alsm(V ) (see the proof of Lemma 1.1). LetW be another linear real vector
space. Let us define the exterior product φ⊠ψ ∈ G ′(V ×W ) of two valuations
φ ∈ G ′(V ), ψ ∈ G ′(W ). Let φ(K) =
∑
i µi(K + Ai), ψ(L) =
∑
j νj(L+ Aj).
Define
(φ⊠ ψ)(M) :=
∑
i,j
(µi ⊠ νj)(M + (Ai × {0}) + ({0} ×Bj)),
where µi ⊠ νj denotes the usual product measure.
Now let us define a product on G ′(V ). Let ∆ : V →֒ V × V denote the
diagonal imbedding. For φ, ψ ∈ G ′(V ) let
φ · ψ := ∆∗(φ⊠ ψ),
where ∆∗ denotes the restriction of a valuation on V × V to the diagonal.
By Proposition 1.4 this product is associative and commutative, the Euler
characteristic is the identity element in this algebra, and this product extends
(uniquely) to a continuous product on PV alsm(V ) (Proposition 1.9).
We have the following natural filtration on PV alsm(V ):
γi = {φ ∈ PV al
sm(V )| φ(K) = 0 ∀K such that dimK < i}.
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Then PV alsm(V ) = γ0 ⊃ γ1 ⊃ · · · ⊃ γn ⊃ γn+1 = 0. However this filtration
is not compatible with the multiplicative structure. Nevertheless there exists
another filtration Wi which can be characterized as follows.
0.5 Theorem. There exists a unique filtration Wi on PV al
sm(V ) such that
(1) {Wi} is compatible with the multiplicative structure, i.e. Wi ·Wj ⊂
Wi+j;
(2) γi+1 ⊂Wi ⊂ γi for all i.
(3) W0 = γ0, W1 = γ1;
(4) Wi is a closed subspace of PV al
sm(V ).
(5) Wi is Aff(V )-invariant.
This theorem is a reformulation of Theorem 3.8 of Section 3. The explicit
construction of this filtration is given in Section 3. One of the ways to
describe this filtration explicitly is as follows (see Proposition 3.4):
φ ∈ Wi iff lim
r−→+0
r−i+1φ(rK + x) = 0 ∀K ∈ K(V ), x ∈ V.
It turns out that one can easily describe the associated graded algebra
grW (PV al
sm(V ) in terms of the algebra of translation invariant smooth val-
uations. In Section 3 we prove the following result (Theorem 3.9).
0.6 Theorem. There exists a canonical isomorphism of graded algebras
grW (PV al
sm(V )) ≃ V alsm(V )⊗ C[V ]
where the i-th graded term in the right hand side is equal to V alsmi (V )⊗C[V ]
where C[V ] denote the algebra of polynomial functions on V .
In the proof of this theorem we construct this isomorphism explicitly.
Now let us discuss in more detail the case of translation invariant valua-
tions. We will denote the space of all translation invariant continuous valu-
ations on V by V al(V ). Remind that a valuation φ is called i-homogeneous
if φ(λK) = λiφ(K) for all λ ≥ 0, K ∈ K(V ). We will denote by V ali(V ) the
subspace i-homogeneous valuations. By a result of McMullen [13] one has a
decomposition:
V al(V ) = ⊕ni=0V ali(V ). (1)
Also one has
V al0(V ) = C · χ, V aln(V ) = C · vol (2)
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where the first equality is trivial, and the second one is due to Hadwiger [8].
We have also further decomposition of these space with respect to parity.
Namely we say that a valuation φ is even if φ(−K) = φ(K), ∀K ∈ K(V ).
Similarly φ is called odd if φ(−K) = −φ(K), ∀K ∈ K(V ). The subspace of
even translation invariant valuations will be denoted by V al0(V ), and the
subspace of odd translation invariant valuations will be denoted by V al1(V ).
Similarly V al0i (V ) and V al
1
i will denote their subspaces of i-homogeneous
valuations. We obviously have
V ali(V ) = V al
0
i (V )⊕ V al
1
i (V ). (3)
One of the main results on translation invariant valuations we will use in
this paper is as follows (it was proved in [2]).
0.7 Theorem (Irreducibility Theorem). The natural representations of
the group GL(V ) in V al0i (V ) and V al
1
i (V ) are irreducible.
Below we will denote by V alsm(V ), V alsmi (V ), (V al
0
i (V ))
sm, (V al1i (V ))
sm
the subspaces of GL(V )-smooth vectors of the corresponding spaces. The
space V alsm(V ) is a subalgebra of PV alsm(V ). Moreover the degree of ho-
mogeneity and parity are (obviously) compatible with the multiplication and
define the structure of the bigraded algebra on V alsm(V ) (when the first grad-
ing is by Z and the second grading is by Z/2Z). The non-trivial property of
it is the following version of the Poincare´ duality (remind that V aln(V ) is
one dimensional).
0.8 Theorem. The maps
(V al0i (V ))
sm −→ ((V al0n−i)
∗)sm ⊗ V aln(V ), and
(V al1i (V ))
sm −→ ((V al1n−i)
∗)sm ⊗ V aln(V )
induced by the multiplication (V al0i (V ))
sm⊗(V al0n−i(V ))
sm −→ V aln(V ) and
(V al1i (V ))
sm ⊗ (V al1n−i(V ))
sm −→ V aln(V ) are isomorphisms.
This result is proved in Section 2 (Theorem 2.1). The proof is based on
Irreducibility Theorem 0.7. In Section 2 we also compute explicitly some
examples of product of valuations (Proposition 2.2). Note that the isomor-
phisms in Theorem 0.8 commute with the natural action on the groupGL(V ).
An attempt to understand these isomorphisms from purely representation
theoretical point of view was done in [5].
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If we forget the grading by parity then we obtain a version of the Poincare´
duality on the graded algebra V alsm(V ) = ⊕ni=0V al
sm
i (V ).
We also describe the algebra structure on the space of isometry invariant
continuous valuation on an n-dimensional Euclidean space (as a vector space
it is described by the classical Hadwiger characterization theorem [8]). This
graded algebra is isomorphic to the graded algebra of truncated polynomials
C[x]/(xn+1) (see Theorem 2.6 for more details).
Now let us discuss some applications of the above results to the spaces of
valuations invariant under a group. Let G be a compact subgroup of GL(V ).
Let us denote by V alG(V ) the space of G-invariant translation invariant
continuous valuations. Again we have the decomposition
V alG(V ) = ⊕ni=0V al
G
i (V ).
Let us denote hi := dimV al
G
i (V ).
0.9 Theorem. Assume that G acts transitively on the projective space P(V ).
(i)Then V alG(V ) is finite dimensional.
(ii) V alG(V ) ⊂ V alsm(V ).
(iii) V alG(V ) is finite dimensional graded subalgebra of V alsm(V ) satis-
fying the Poincare´ duality:
V alGi (V )⊗ V al
G
n−i(V ) −→ V al
G
n (V ) = C · vol
is a perfect pairing. In particular hi = hn−i.
(iv) V alG1 (V ) is spanned by the intrinsic volume V1, and V al
G
n−1(V ) is
spanned by the intrinsic volume Vn−1. Thus h1 = hn−1 = 1.
(v) Assume in addition that −Id ∈ G. Then the numbers hi satisfy the
Lefschetz inequalities:
hi ≤ hi+1 for i < n/2.
For the definition of the intrinsic volumes we refer to [17]. Note that part
(i) of this theorem was proved in [1] (Theorem 8.1), and part (ii) in [4] (see
the proof of Corollary 1.1.3). Part (iii) is a direct consequence of Theorem
0.8. Note that the only proof we know of the equality hi = hn−i for a general
compact group G is based on the existence of the multiplicative structure
on a much larger (infinite dimensional) space V alsm(V ) and a version of
the Poincare´ duality for this larger algebra which is in turn is based on the
Irreducibility Theorem 0.7. Part (iv) will be proved in Section 2 of this paper.
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Part (v) of Theorem 0.9 was proved in [4] and it is based on a version of the
hard Lefschetz theorem for even valuations. We expect that this result (i.e.
hard Lefschetz theorem) should be true also for odd valuations; in that case
the condition −Id ∈ G in part (v) of Theorem 0.9 could be omitted. However
we do not know this.
The paper is organized as follows. In Section 1 we define the multiplicative
structure on polynomial valuations and study its properties. In Section 2
we study the properties of the subalgebra of translation invariant smooth
valuations. In Section 3 we introduce and study filtrations on polynomial
valuations. In Section 4 we have some further remarks and discuss some
examples.
Acknowledgements. We would like to thank J. Bernstein for very useful
discussions.
1 The product on valuations.
Let us agree on a notation. In the rest of the paper we will denote by Pold(V )
the space of homogeneous polynomials of degree d. Let us denote by G(V )
the linear space of valuations on V which are finite linear combinations of
valuations of the form K 7→ µ(i(K) + A) where i : V →֒ V ′ is a linear
imbedding of V into a larger linear space V ′, and A ∈ K(V ′) is a fixed
convex compact set, and µ is a smooth measure on V ′.
1.1 Lemma. G(V ) ∩ PV alsm(V ) is dense in PV alsm(V ).
Proof. Let φ be a valuation of the above form, i.e. φ(K) = µ(i(K) +
A) where i : V →֒ V ′, µ is a smooth measure on V ′, and A ∈ K(V ′).
We have to prove that for any d the space G(V ) ∩ PV alsmd (V ) is dense in
PV ald(V ). Let us prove is by induction in d. For d = 0 this is precisely
McMullen’s conjecture which was proved in [2] (as an easy consequence of
the Irreducibility Theorem 0.7). Let us assume that d > 0. Then we have a
continuous map PV alsmd (V ) −→ V al
sm⊗Pold(V ) which is defined as follows.
For any φ ∈ PV alsmd (V ) we have
φ(K + x) = Pd(K)(x) + lower order terms
where Pd ∈ (V al(V )⊗Pold(V ))
sm. However by Lemma 1.5 below (V al(V )⊗
Pold(V ))
sm = V alsm(V )⊗ Pold(V ) So the map φ 7→ Pd is the desired map.
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By the assumption of induction G(V )∩PV ald−1(V ) is dense in PV ald−1(V ).
It follows from the case d = 0 that the image of G(V ) ∩ PV ald(V ) in
V alsm(V )⊗ Pold(V ) has a dense image. Hence the lemma follows. Q.E.D.
We need the following technical lemma.
1.2 Lemma. Let φ1, . . . , φs ∈ G(V ). Then there exists a linear space V
′, a
linear imbedding f : V →֒ V ′, smooth measures µi on V
′, and A1, . . . , As ∈
K(V ′) such that φi(K) = µi(f(K) + Ai), i = 1, . . . , s.
Proof. By definition φi has the form
φi(K) = νi(gi(K) +Bi)
where gi : V →֒ V
′
i , Bi ∈ K(V
′
i ), and νi are smooth measures on V
′
i . Let V
′
be the inductive limit of the system {V
gi
→֒ V ′i }
s
i=1. It would be convenient
to have an explicit construction for it. Let Ti be a complement of gi(V ) in
V ′i . Then V
′ is isomorphic to V ⊕ T1 ⊕ . . . Ts. With this decomposition f is
the identity imbedding. Let us construct Ai, νi say for i = 1. Note that V
′
1
is isomorphic to V ⊕T1. Let us denote also by B1 the image of B1 in V
′. Let
S := V2⊕· · ·⊕Vs. Let us fix a Lebesgue measure dvolS on S. Fix Q ∈ K(S)
any set of volume 1. Set A1 := B1 ×Q. Let µ1 := ν1 ⊠ dvolS. These choices
satisfy the lemma. Q.E.D.
Let W be another linear real vector space. Let us define the exterior
product φ ⊠ ψ ∈ G(V ×W ) of two valuations φ ∈ G(V ), ψ ∈ G(W ). By
Lemma 1.2 we may assume that these valuations have the form φ(K) =∑
i µi(f(K)+Ai), ψ(L) =
∑
j νj(g(L)+Bj) where f : V →֒ V
′, g : W →֒ W ′
are imbeddings, Ai ∈ K(V
′), Bj ∈ K(W
′). Define
(φ⊠ ψ)(M) :=
∑
i,j
(µi ⊠ νj)((f × g)(M) + (Ai × {0}) + ({0} × Bj)),
where µi ⊠ νj denotes the usual product measure on V
′ ×W ′.
Let us denote by CV al(V ) the closure of G(V ) in the Fre´chet space of
all continuous valuations on V with the topology of uniform convergence on
compact subsets on K(V ).
1.3 Proposition. (i) For φ ∈ G(V ), ψ ∈ G(W ) their exterior product φ⊠ψ ∈
G(V ×W ) is well defined.
(ii) The exterior product is bilinear with respect to each argument.
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(iii) Fix φ ∈ G(V ). Then the map G(W ) −→ G(V ×W ) given by ψ 7→ φ⊠
ψ extends (uniquely) by continuity to the map CV al(V ) −→ CV al(V ×W ).
(iv)
(φ⊠ ψ)⊠ η = φ⊠ (ψ ⊠ η).
(v) Let f : V →֒ V1, g : W →֒ W1 be two imbeddings. Let φ ∈ G(V1), ψ ∈
G(W1). Then
(f × g)∗(φ⊠ ψ) = f ∗φ⊠ g∗ψ.
Proof. Note that the parts (ii), (iv), and (v) are obvious. Now let us
fix a valuation φ ∈ G(V ) of the form φ(K) = µ(K + A), A ∈ V ′. From the
definition of the exterior product one easily gets the following formula:
(φ⊠ ψ)(M) =
∫
x∈V ′
ψ ((M + (A× {0})) ∩ ({x} ×W )) dµ(x).
Now the parts (i) and (iii) follow easily. Q.E.D.
Now let us define a product on G(V ). Let ∆ : V →֒ V × V denote the
diagonal imbedding. For φ, ψ ∈ G(V ) let
φ · ψ := ∆∗(φ⊠ ψ),
where ∆∗ denotes the restriction of a valuation on V × V to the diagonal.
1.4 Proposition. The above defined multiplication uniquely extends by con-
tinuity to G(V ). Then G(V ) becomes an associative commutative unital al-
gebra where the unit is the Euler characteristic χ.
Proof. The associativity follows from Proposition 1.3 (iv). The commu-
tativity is obvious. Let us prove that the Euler characteristic χ is the unit.
Let a valuation ψ has the form ψ(K) = µ(K + A) where A is a fixed set
from K(V ). Let ∆ : V −→ V × V be the diagonal imbedding. Then by the
definition of the product we have
(χ·ψ)(K) =
∫
x∈V
χ ((∆K + (A× {0})) ∩ ({x} × V )) dµ(x) = µ(K+A) = ψ(K).
Q.E.D.
Next let us prove the following technical lemma which is well known.
1.5 Lemma. Let F be a Fre´chet G-module which is admissible and of finite
length. Let S be a finite dimensional G-module. Then (F ⊗S)sm = F sm⊗S.
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Proof. Clearly F sm ⊗ S is a dense subspace of (F ⊗ S)sm (both spaces
are admissible G-modules of finite length and they have the same underlying
Harish-Chandra modules). Since S is finite dimensional and F sm is a Fre´chet
space then F sm⊗ S is also a Fre´chet space. Now the statement follows from
the Casselman-Wallach theorem [6] which says that if f : U −→ V is a
morphism of admissible G-modules of finite length which induces a surjection
on the underlying Harish-Chandra modules then f : Usm −→ V sm is also
surjection (we should apply it to the identity map id : F sm ⊗ S −→ (F ⊗
S)sm). Q.E.D.
Let PV ald(V ) denote the space of continuous valuations on V polynomial
of degree at most d. Let Ωnd denote the (finite dimensional) space of n-
densities on V with polynomial coefficients of degree at most d (clearly Ωnd
is isomorphic to (⊕di=0Sym
iV ∗)⊗ | ∧n V ∗|).
Let us denote by P+(V
∗) the manifold of oriented lines passing through
the origin in V ∗. Let L denote the line bundle over P+(V
∗) such that its
fiber over an oriented line l consists of linear functionals on l.
We are going to construct a natural map
Θk,d : Ω
n
d ⊗ C
∞((P+(V
∗))k, L⊠k) −→ PV ald(V )
which commutes with the natural action of the group GL(V ) on both spaces
and induces epimorphism on the subspaces of smooth vectors.
The construction is as follows. Let µ ∈ Ωnd , A1, . . . , As ∈ K(V ). Then∫∑s
j=1 λjAj
µ is a polynomial in λj ≥ 0 of degree at most n + d. This can be
easily seen directly, but it was also proved in general for polynomial valuations
by Khovanskii and Pukhlikov [9]. Also it easily follows that the coefficients of
this polynomial depend continuously on (A1, . . . , As) ∈ K(V )
s with respect
to the Hausdorff metric. Hence we can define a continuous map Θ′s,d : Ω
n
d ×
K(V )s −→ PV ald(V ) given by
(Θ′s,d(µ;A1, . . . , As))(K) :=
∂s
∂λ1 . . . ∂λs
∣∣
λj=0
∫
K+
∑s
j=1 λjAj
µ.
It is clear that Θ′s,d is Minkowski additive with respect to each Aj. Namely,
say for j = 1, one has Θ′s,d(µ; aA
′
1+bA
′′
1, A2, . . . , As) = aΘ
′
s,d(µ;A
′
1, A2, . . . , As)+
bΘ′s,d(µ;A
′′
1, A2, . . . , As) for a, b ≥ 0.
Remind that for any A ∈ K(V ) one defines the supporting functional
hA(y) := supx∈A(y, x) for any y ∈ V
∗. Thus hA ∈ C(P+(V
∗), L). More-
over it is well known (and easy to see) that AN −→ A is the Hausdorff
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metric if and only if hAN −→ hA in C(P+(V
∗), L). Also any section F ∈
C2(P+(V
∗), L) can be presented as a difference F = G − H where F, H ∈
C2(P+(V
∗), L) are supporting functionals of some convex compact sets and
max{||G||2, ||H||2} ≤ ||F ||2. (Indeed one can choose G = F + R · hD, H =
R · hD where D is the unit Euclidean ball, and R is a large enough constant
depending on ||F ||2.) Hence we can uniquely extend Θ
′
s,d to a multilinear
continuous map (which we will denote by the same letter):
Θ′s,d : Ω
n
d × (C
2(P+(V
∗), L))s −→ PV ald(V ).
By the L. Schwartz kernel theorem (or, better, using the explicit formulas)
it follows that this map gives rise to a linear map
Θs,d : Ω
n
d ⊗ C
∞(P+(V
∗)s, L⊠s) −→ PV alsmd (V )
which we wanted to construct.
Moreover the map Θk,d can be factorized as follows. Let ∆ : P+(V
∗) →֒
(P+(V
∗))k denotes the diagonal imbedding. Let O denote the sheaf of in-
finitely smooth functions on (P+(V
∗))k. Let J denote the subsheaf of ideals
of O of the diagonal ∆(P+(V
∗)) in (P+(V
∗))k. Then one has the canonical
map
C∞(P+(V
∗)k, L⊠k) −→ C∞(P+(V
∗)k, L⊠k ⊗O J
2k+1)
which is the 2k-jet of a section of L⊠k in the transversal direction to the
diagonal. By writing down an explicit formula one can easily prove
1.6 Lemma. The map Θk,d factorizes as
Ψk,d : Ω
n
d ⊗ C
∞(P+(V
∗)k, L⊠k ⊗O J
2k+1) −→ PV ald(V ).
We will study this map Ψk,d. Note that it depends on k and d which will
be fixed from now on. Let us denote by Ψd the sum of the maps
⊕n−1
k=0 Ψk,d.
Thus Ψd : Ω
n
d ⊗ (
⊕n−1
k=0 C
∞(P+(V
∗)k, L⊠k ⊗O J
2k+1)) −→ PV alsmd (V ).
1.7 Lemma. The map Ψd has a dense image.
1.8 Corollary. The map Ψd is an epimorphism.
This corollary follows immediately from Lemma 1.7 and the Casselman-
Wallach theorem. So let us prove Lemma 1.7.
Proof of Lemma 1.7. We will prove it by induction in d. For d = 0
this is just McMullen’s conjecture proved in [2]. Assume that the statement
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of Lemma 1.7 holds for d−1. It is sufficient to show that the map Symd(V )⊗
|∧n−1V ∗|⊗(
⊕n−1
k=0 C
∞(P+(V
∗)k, L⊠k⊗OJ
2k+1)) −→ (PV ald(V )/PV ald−1(V ))
sm
is onto. However the last space is equal to (Symd(V ) ⊗ V al(V ))sm =
Symd(V )⊗ V alsm(V ) (using Lemma 1.5). Thus we have reduced the claim
again to the case d = 0. Q.E.D.
1.9 Proposition. The multiplication
(PV ali(V ))
sm ⊗ (PV alj(V ))
sm −→ (PV ali+j(V ))
sm
is continuous.
Proof. Since this map commutes with the action of GL(V ) it is sufficient
to prove that the map
(PV ali(V ))
sm ⊗ (PV alj(V ))
sm −→ PV ali+j(V )
is continuous. In fact we will prove a bit more. We will prove that the
exterior product of valuations is a continuous bilinear map
(PV ali(V ))
sm × (PV alj(W ))
sm −→ PV ali+j(V ×W ).
For the simplicity of the notation we will assume that W = V .
Let us fix a large natural number N . Let φ ∈ (PV ali(V ))
sm, ψ ∈
(PV alj(V ))
sm such that φ =
∑
p ωp⊗lp, ψ =
∑
q ω
′
q⊗l
′
q where ωp ∈ Ω
n
i , ω
′
q ∈
Ωnj , lp, l
′
q ∈
⊕n−1
k=0 C
∞(P+(V
∗)k, L⊠k ⊗O J
2k+1) and
max{
∑
p
||ωp||,
∑
q
||ω′q||,
∑
p
||lp||2N ,
∑
q
||l′q||2N} ≤ 1
where ||·|| is a norm on Ωni , and ||·||N is the norm on
⊕n−1
k=0 C
2N(P+(V
∗)k, L⊠k⊗O
J 2k+1).
Then it is easy to see that for a constant C (depending on n and k only)
there exist Lp, L
′
q ∈ C
∞((P+(V
∗))k, L⊠k) which extend lp and l
′
q respectively
and such that max{
∑
p ||Lp||2N ,
∑
q ||L
′
q||2N} < C. Then one can write
Lp =
∞∑
s=1
γs,p,1 ⊗ · · · ⊗ γs,p,k, L
′
q =
∞∑
s=1
γ′s,q,1 ⊗ · · · ⊗ γ
′
s,q,k
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where γs,p,i, γs,q,i ∈ C
∞(P+(V
∗), L) and
max{
∑
s
n−1∑
k=0
k∑
t=1
||γs,p,t||N ,
∑
s
n−1∑
k=0
k∑
t=1
||γ′s,q,t||N} < C
where C is a constant which might be different from the previous C. We
may assume that N ≥ 2. Then every γ ∈ C∞(P+(V
∗), L) can be written as
γ = γ1 − γ2 such that γ1, γ2 are supporting functionals of convex sets and
max{||γ1||N , ||γ2||N} ≤ C||γ||N (using the same argument as in the construc-
tion of the maps Θk,d). Hence we may assume that all γs,p,t, γ
′
s,q,t are support-
ing functionals of convex sets As,p,t, A
′
s,q,t respectively. Let Ωp,q := dωp∧dω
′
q;
it is a top-degree form on V × V . Then by the definition of the exterior
product of valuations
(φ⊠ ψ)(K) =
∞∑
s=1
n−1∑
k,k′=0
∑
p,q
∂k
∂λ1 . . . ∂λk
∂k
′
∂µ1 . . . ∂µk′
|0
∫
K+
∑k
m=1 λm(As,p,m×0)+
∑k′
m′=1
λm′ (0×A
′
s,p,m′
)
Ωp,q.
Note that
∂k
∂λ1 . . . ∂λk
∂k
′
∂µ1 . . . ∂µk′
|0
∫
K+
∑k
m=1 λm(As,p,m×0)+
∑k′
m′=1
λm′ (0×A
′
s,q,m′
)
Ωp,q =
∏
m
||γs,p,m||0
∏
m′
||γs,q,m′||0·
∂k
∂λ1 . . . ∂λk
∂k
′
∂µ1 . . . ∂µk′
|0
∫
K+
∑k
m=1 λm(
As,p,m
||γs,p,m||0
×0)+
∑k′
m′=1 λm′ (0×
A′
s,q,m′
||γ
s,q,m′ ||0
)
Ωp,q.
The last integral is a polynomial in λm, µm′ of degree at most i+ j + 2n.
Hence in order to get an estimate on its derivatives it is sufficient to estimate
the polynomial itself for all λm, µm′ of absolute value at most 1. If the setK is
uniformly bounded then the whole Minkowski sum of sets under the integral
is uniformly bounded. Hence all the integrals are uniformly bounded, and
we get
|(φ⊠ ψ)(K)| ≤ C
∞∑
s=1
n−1∑
k,k′=0
∑
p,q
(∏
m
||γs,p,m||0
∏
m′
||γs,q,m′||0
)
.
The last sum is estimated by a constant. Q.E.D.
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2 Translation invariant valuations.
In this section we discuss the subalgebra (V al(V ))sm of smooth translation
invariant valuations. It has a structure of Frobenius algebra, namely it sat-
isfies a version of the Poincare´ duality with respect to the natural grading.
Remind that by a result of Hadwiger [8] the space V aln(V ) is one di-
mensional and it is spanned by a Lebesgue measure. First observe that the
multiplication (V al0i (V ))
sm⊗ (V al1n−i(V ))
sm −→ V aln(V ) is trivial since the
product of even and odd valuations must be odd, and all valuations of the
maximal degree of homogeneity are even. The main result of this section is
2.1 Theorem. (i) The map (V al0i (V ))
sm ⊗ (V alevenn−i (V ))
sm −→ V aln(V ) is
a perfect pairing. More precisely the induced map
(V al0i (V ))
sm −→ (V alevenn−i (V )
∗)sm ⊗ V aln(V )
is an isomorphism.
(ii) The map (V al1i (V ))
sm ⊗ (V al1n−i(V ))
sm −→ V aln(V ) is a perfect
pairing in the above sense.
Before we prove the theorem we will need a proposition which is of inde-
pendent interest.
2.2 Proposition. Let V be an n-dimensional Euclidean space. Let
φ(K) = V (K[i], A1, . . . , An−i), ψ(K) = V (K[n− i], B1, . . . , Bi)
where Ap, Bq ∈ K(V ) are fixed. Then
(φ · ψ)(K) =
(
n
i
)−1
V (A1, . . . , An−i,−B1, . . . ,−Bi)vol(K).
First we have the following simple identity.
2.3 Claim.
V (K[i], A1, . . . , An−i) = (n(n−1) . . . (i+1))
−1 ∂
n−i
∂λ1 . . . ∂λn−i
∣∣
0
vol(K+
n−i∑
j=1
λjAj).
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Proof of Proposition 2.2. Using Claim 2.3 we have
(φ · ψ)(K) = (n(n− 1) . . . (i+ 1))−1(n(n− 1) . . . (n− i+ 1))−1·
∂n−i
∂λ1 . . . ∂λn−i
∣∣
0
∂i
∂µ1 . . . ∂µi
∣∣
0
vol2n(∆(K) +
n−i∑
j=1
λj(Aj × 0) +
i∑
l=1
µl(0× Bl))
where ∆ : V →֒ V × V is the diagonal imbedding. Again by Claim 2.3
∂n−i
∂λ1 . . . ∂λn−i
∣∣
0
∂i
∂µ1 . . . ∂µi
∣∣
0
vol2n(∆(K) +
n−i∑
j=1
λj(Aj × 0) +
i∑
l=1
µl(0×Bl)) =
(2n . . . (n+ 1)) · V2n(∆(K)[n];A1 × 0, . . . , An−i × 0; 0×B1, . . . , 0× Bi).
Hence we obtain
(φ·ψ)(K) =
(
2n
n
)(
n
i
)−1
V2n(∆(K)[n];A1×0, . . . , An−i×0; 0×B1, . . . , 0×Bi).
We will need a lemma.
2.4 Lemma. Let X = Y ⊕Z be an orthogonal decomposition of the Euclidean
space X. Let dimX = N, dimY = n. Let M ∈ K(Y ), A1, . . . AN−n ∈ K(X).
Then
VN(M [n];A1, . . . AN−n) =
(
N
n
)−1
voln(M)VN−n(PrZA1, . . . , P rZAN−n)
where PrZ denotes the orthogonal projection onto Z.
Let us postpone the proof of this lemma and continue proving Proposition
2.2. In our situation X = V ×V, Y = ∆(V ) = {(x, x)}, Z = {(x,−x)}. Note
that
PrZ((x, 0)) =
1
2
(x,−x), P rZ((0, x)) =
1
2
(−x, x).
Let us denote by ∆′ the imbedding V →֒ V × V given by ∆′(x) = (x,−x).
Using Lemma 2.4 we get
(φ·ψ)(K) =
(
n
i
)−1
voln(∆(K))Vn(
∆′A1
2
, . . . ,
∆′An−i
2
,
−∆′B1
2
, . . . ,
−∆′Bi
2
) =
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(φ · ψ)(K) =
(
n
i
)−1
V (A1, . . . , An−i,−B1, . . . ,−Bi)vol(K).
Q.E.D.
Proof of Lemma 2.4. We may assume that A1 = · · · = AN−n = A. We
have
VN(M [n], A[N − n]) =
(N − n)!
N !
dn
dεn
∣∣
0
volN(A+ εM).
We have
volN(A+ εM) =
∫
z∈Z
voln((A + εM) ∩ (z + Y ))dz =
∫
z∈Z
voln((A ∩ (z + Y )) + εM)dz =
∫
z∈PrZA
εnvolnM +O(ε
n−1) =
εnvolN−n(PrZA)volnM +O(ε
n−1).
This proves Lemma 2.4. Q.E.D.
Proof of Theorem 2.1. The kernel of the map (V al0i (V ))
sm −→ (V al0n−i(V )
∗)sm⊗
V aln(V ) is GL(V )-invariant subspace (and similarly in the odd case). Hence
by the Irreducibility Theorem 0.7 it must be either trivial or coincide with
the whole space. We will show that the multiplication in non-trivial. As-
sume that it is proved. Then by the Irreducibility Theorem 0.7 the image
the above map is a dense subspace, and hence it is equal to the whole space
by the Casselman-Wallach theorem. Thus it remains to check in both cases
that the product is non-zero.
First let us check it in the even case. By Proposition 2.2 the product of
the intrinsic volumes Vi · Vn−i 6= 0.
Now let us consider the odd case. We want to show that the multiplication
(V al1i (V ))
sm ⊗ (V al1n−i(V ))
sm −→ V aln(V ) is non-zero. We have
(V alεi (V ))
sm ⊗ (V alδj (V ))
sm −→ (V alε+δi+j (V ))
sm
where the addition of upper indexes is understood modulo 2.
2.5 Lemma. The multiplication
(V alε1(V ))
sm ⊗ (V alε1(V ))
sm −→ (V al02(V ))
sm
is non-zero for ε ∈ Z/2Z and hence has a dense image.
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First let us finish proving Theorem 2.1 assuming this lemma. Consider
the multiplication maps (we will omit for brevity the upper sign sm):
V al11(V )⊗ (V al
0
1(V ))
⊗(i−1) −→ V al1i (V );
V al11 ⊗ (V al
0
1)
⊗(n−1−i) −→ V al1n−i.
It is sufficient to show that the composition(
V al11(V )⊗ (V al
0
1(V ))
⊗(i−1)
)
⊗
(
V al11(V )⊗ (V al
0
1(V ))
⊗(n−1−i)
)
−→ V aln(V )
is non-zero. This is equivalent to show that
V al11(V )⊗ V al
0
1(V )⊗ (V al
0
1(V ))
⊗(n−2) −→ V aln(V )
is non-zero. Note that the image (V al01(V ))
⊗(n−2) −→ V al0n−2(V ) is non-zero
since the power of the intrinsic volume (V1)
n−2 does not vanish. Hence this
image is a dense subspace in V al0n−2(V ). Hence it is sufficient to show that
the map
V al11(V )⊗ V al
1
1(V )⊗ V al
0
n−2(V ) −→ V aln(V )
is non-zero. By Lemma 2.5 the map V al11(V ) ⊗ V al
1
1(V ) −→ V al
0
2(V )
has a dense image. As we have previously proved the map V al02(V ) ⊗
V al0n−2(V ) −→ V aln(V ) is non-zero. This immediately implies Theorem
2.1. Q.E.D.
Proof of Lemma 2.5. First let reduce the statement to the case n = 2. Let
us fix a 2-dimensional subspace W ⊂ V . It is easy to see that the restriction
map V al(V ) −→ V al(W ) is non-zero and its image is GL(W )-invariant.
Hence by the Irreducibility Theorem the image of this restriction is a dense
subspace. Moreover the multiplication commutes with the restriction. Hence
it is sufficient to show that
V al11(W )⊗ V al
1
1(W ) −→ V al2(W )
is non-zero. By Proposition 2.2 we have for A,B ∈ K(W ):
V (·, A) · V (·, B) = κV (A,−B) · vol(·),
where κ is a non-zero normalizing constant.
Now let us choose valuations φ(·) := V (·, A)−V (·,−A), ψ(·) := V (·, B)−
V (·,−B) with A and B to be chosen later. Then we get
(φ · ψ)(K) = 2κ(V (A,B)− V (A,−B)) · vol(K).
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If we choose A and B so that V (A,B) 6= V (A,−B) then the above product
does not vanish. Q.E.D.
For any subgroup G of the group of linear transformations of the space
V let us denote by V alG(V ) the space of translation invariant continuous
valuations invariant with respect to G. Let now V be a Euclidean space of di-
mension n. Also V alGi (V ) denote the subspace of V al
G(V ) of i-homogeneous
valuations. Then it immediately follows from McMullen’s theorem [13] that
V alG(V ) = ⊕ni=0V al
G
i (V ). Let O(n) denote the full orthogonal group, and
SO(n) denote the special orthogonal group. Let Vi denote the i-th in-
trinsic volume (see e.g. [17]). It was proved by Hadwiger that for any i
V al
O(n)
i = V al
SO(n)
i = C · Vi. Now we describe the algebra structure on the
space V alO(n)(V ).
2.6 Theorem. There exists an isomorphism of graded algebras C[x]/(xn+1) ≃
V alO(n)(V ) given by x 7→ V1.
Proof. For any i the valuation (V1)
i ∈ V al
O(n)
i . Hence it must be pro-
portional to Vi. By Proposition 2.2 the constant of proportionality does not
vanish. This implies the result. Q.E.D.
Now let us prove part (iv) of Theorem 0.9. Namely let us prove that
if G is a compact subgroup of GL(V ) acting transitively on the projective
space P+(V ) then V al
G
1 (V ) = C ·V1 and V al
G
n−1 = C ·Vn−1. Here we assume
that we consider the intrinsic volumes Vi with respect to a Euclidean metric
on V invariant under G (which is unique up to a proportionality). It was
proved by McMullen [14] that every translation invariant continuous (n−1)-
homogeneous valuation φ has the form
φ(K) =
∫
Sn−1
f(x)dSn−1(K, x)
where dSn−1(K, ·) denotes the (n − 1)-area measure of K (see [17]), and f
is a continuous function on the sphere Sn−1. Moreover f can be chosen to
be orthogonal (with respect to the Lebesgue measure on Sn−1) to any linear
functional on the sphere, and under this restriction f is defined uniquely by
φ. Hence in our situation f can be chosen G-invariant. If G acts transitively
on the projective space then it acts transitively on the sphere. Hence f must
be constant. Hence φ ∈ C · Vn−1.
Now let us consider the case of V alG1 (V ). The result follows from the pre-
vious case and the Poincare´ duality. A more elementary way to see it is as fol-
lows. Let us construct a canonical imbedding V al1(V ) →֒ C
−∞(P+(V ), L
∗⊗
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|ω|)) where the target space is the space of generalized sections of the line
bundle L∗⊗|ω| over P+(V ), where L was defined in Section 1, and |ω| is the
line bundle of densities over P+(V ). This imbedding (in fact in a more general
situation) was first considered by Goodey and Weil [7]; now we essentially
reproduce their argument. It is well known that any valuation φ ∈ V al1(V )
is Minkowski additive, i.e. φ(λA+µB) = λφ(A)+µφ(B) for all A, B ∈ K(V )
and λ, µ ≥ 0. Note that the supporting functional of any convex compact
set is a continuous section of the line bundle L over P+(V ) defined in Sec-
tion 1. However any C∞-section F of L can presented as a difference of two
smooth supporting functionals of convex compact sets, F = G−H such that
max{||G||2, ||H||2} ≤ ||F ||2. Hence using the Minkowski additivity of φ we
can extend it uniquely to a continuous linear functional on C∞(P+(V ), L).
Clearly we get a continuous imbedding V al1(V ) →֒ C
−∞(P+(V ), L
∗ ⊗ |ω|)).
However if the group G acts transitively on the sphere then the space of
G-invariant (generalized) sections is at most one dimensional. It follows that
V alG1 (V ) = C · V1. Q.E.D.
3 Filtrations on polynomial valuations.
Let us define the following filtration on PV alsm(V ):
γi = {φ ∈ PV al
sm(V )| φ(K) = 0 ∀K such that dimK < i}.
Then PV al(V ) = γ0 ⊃ γ1 ⊃ · · · ⊃ γn ⊃ γn+1 = 0. Note that
γi ∩ V al
sm(V ) = (V al1i−1(V ))
sm ⊕ V alsmi (V )⊕ · · · ⊕ V al
sm
n (V ).
Let us introduce another filtration on (PV al)sm. Set
Wi(PV al
sm
d ) :=
n−i∑
k=0
Im(Ψk,d).
We have
PV alsmd = W0(PV al
sm
d ) ⊃W1(PV al
sm
d ) ⊃ · · · ⊃Wn(PV al
sm
d ).
Moreover Wn(PV al
sm
d ) coincides with densities on V polynomial of degree
at most d.
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3.1 Lemma. For any d
Wi(PV al
sm
d ) ∩ V al
sm(V ) = V alsmi (V )⊕ V al
sm
i+1(V )⊕ · · · ⊕ V al
sm
n (V ).
Proof. Obviously we have an inclusion
V alsmi (V )⊕ V al
sm
i+1(V )⊕ · · · ⊕ V al
sm
n (V ) ⊂Wi(PV al
sm
d ) ∩ V al
sm(V ).
Since Wi(PV al
sm
d ) ⊂ γi (see Proposition 3.7(i) below) we have
Wi(PV al
sm
d )∩V al
sm(V ) ⊂
(
(V alsmi (V )⊕ V al
sm
i+1(V )⊕ · · · ⊕ V al
sm
n (V )
)
⊕V al1i−1(V ).
It is sufficient to show that Wi(PV al
sm
d ) ∩ V al
1
i−1 = 0. Assume that φ ∈
Wi(PV al
sm
d ) ∩ (V al
1
i−1(V ))
sm, φ 6= 0. By the Poincare´ duality there exists
ψ ∈ (V aln−i+1(V ))
sm such that φ ·ψ 6= 0. We may also assume that ψ(K) =
vol(K[n−i+1], A[i−1]) where A ∈ K(V ) is fixed. By Proposition 1.3(iii) for
fixed ψ the map CV al(V ) −→ CV al(V ) given by ξ 7→ ξ · ψ is a continuous
map (with the topology of uniform convergence on compact subsets of K(V )).
3.2 Claim.
ψ ·Wi(PV al
sm
d ) = 0.
Hence by continuity it follows that ψ ·Wi(PV al
sm
d ) = 0. We get a con-
tradiction. Q.E.D.
3.3 Proposition. Wi(PV al
sm
d ) is a closed subspace of PV al
sm
d .
Proof. The statement follows from the Casselman-Wallach theorem and
the fact that the source and the target of the map Ψk,d are admissible GL(V )-
modules of finite length. Q.E.D.
3.4 Proposition. Let φ ∈ PV alsmd . If φ ∈ Wi(PV al
sm
d′ ) for some d
′ ≥ d
then
lim
r−→+0
1
ri−1
φ(rK + x) = 0 ∀x ∈ X, ∀K ∈ K(V ). (⋆)
Oppositely if the condition (⋆) holds then φ ∈ Wi(PV al
sm
d ).
Proof. Let us assume that φ ∈ PV alsmd′ . Then
∫
rK+x0+
∑n−i
j=1 λjAj
F (x)dx =
F (x0)vol(rK+
∑n−i
j=1 λjAj)+ higher order terms . The condition (⋆) follows.
Let us prove the other direction. Let φ ∈ PV alsmd and satisfies (⋆). We
will prove the result by induction in d. For d = 0 the statement is clear.
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Let us assume now that the statement is true for valuations of degree of
polynomiality less than d. We have
φ(K + x) = Pd(K)(x) + lower order terms .
Thus Pd ∈ V al
sm ⊗ Pold. From the condition (⋆) we get:
0 = lim
r−→+0
1
ri−1
φ(rK + x) = lim
r−→+0
1
ri−1
Pd(rK)(x) + . . . .
Hence Pd ∈ (V al
sm
i ⊕ · · · ⊕ V al
sm
n ) ⊗ Pold. It follows from the Casselman-
Wallach theorem that there exists ψ ∈ Wi(PV al
sm
d ) such that ψ(K + x) =
Pd(K)(x)+ . . . . Applying the assumption of induction to the valuation φ−ψ
we prove the statement. Q.E.D.
We get immediately the following corollary.
3.5 Corollary. (i) For d′ > d Wi(PV al
sm
d′ ) ∩ PV al
sm
d = Wi(PV al
sm
d ).
(ii) Let f : U −→ V be an injective imbedding of linear spaces. Then
f ∗(Wi(PV al
sm
d (V ))) ⊂Wi(PV al
sm
d (U)).
Using part (i) of this corollary let us define the filtrationWi on all smooth
polynomial valuations PV alsm so that Wi ∩ PV al
sm
d = Wi(PV al
sm
d ).
3.6 Theorem.
Wi1(PV al
sm
d1
)⊗Wi2(PV al
sm
d2
) ⊂Wi1+i2(PV al
sm
d1+d2
).
Proof. It is clear from the definitions that
Wi1(PV al
sm
d1
(V ))⊠Wi2(PV al
sm
d2
(W )) ⊂Wi1+i2(PV ald1+d2(V ×W )).
Now the statement follows from Corollary 3.5(ii). Q.E.D.
3.7 Proposition. (i) For any i
γi+1 ⊂Wi ⊂ γi.
(ii) W1 = γ1.
Proof. Let us prove part (i). Let us prove first the inclusion γi+1 ⊂ Wi.
Let φ ∈ γi+1(PV al
sm
d ). We will prove the statement by the induction in d.
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Assume first that d = 0. Then γi+1(V al
sm) = (V al1i )
sm ⊕ V alsmi+1 ⊕ · · · ⊂
Wi(V al
sm) = V alsmi ⊕ V al
sm
i+1 ⊕ . . . .
Now let us assume that the statement holds for valuations polynomial of
degree less than d. Let us prove it for d. We have
φ(K + x) = Pd(K)(x) + lower order terms .
Thus Pd ∈ γi+1(V al
sm)⊗Pold ⊂ Wi(V al
sm)⊗Pold. It follows from the case
d = 0 and the Casselman-Wallach theorem that there exists ψ ∈ Wi(PV al
sm
d )
such that
ψ(K + x) = Pd(K)(x) + lower order terms .
Applying the assumption of induction to the valuation φ− ψ we obtain the
result.
The second inclusion Wi ⊂ γi follows from the fact that if dimK < i then∫
K+
∑n−i
j=1 λjAj
µ = O
(
(
√∑n−i
j=1 λ
2
j)
n−i+1
)
when λ −→ 0.
Let us prove part (ii). It remains to prove the inclusion γ1 ⊂W1. Assume
that φ ∈ γ1 ∩ PV al
sm
d . We will prove by induction in d that φ ∈ W1. For
d = 0 the statement is clear. As previously we can write
φ(K + x) = Pd(K)(x) + lower order terms
with Pd ∈ γ1(V al
sm) ⊗ Pold = W1(V al
sm) ⊗ Pold. Again the Casselman-
Wallach theorem implies that there exists ψ ∈ W1(PV al
sm
d ) such that
ψ(K + x) = Pd(K)(x) + lower order terms .
Applying the assumption of induction to the valuation φ − ψ we prove the
result. Q.E.D.
The next theorem gives an axiomatic characterization of the filtrationWi.
3.8 Theorem. Assume that we have another filtration {W˜i} on PV al
sm such
that
(1) {W˜i} is compatible with the multiplicative structure, i.e. W˜i · W˜j ⊂
W˜i+j;
(2) γi+1 ⊂ W˜i ⊂ γi for all i.
(3) W˜0 = γ0, W˜1 = γ1;
(4) W˜i ∩ PV al
sm
d is a closed subspace of PV al
sm
d for all i, d.
(5) W˜i is Aff(V )-invariant.
Then W˜i = Wi.
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Proof. One has to prove that W˜i ∩ PV al
sm
d = Wi(PV al
sm
d ) for all i, d.
As previously the general case reduces to the case d = 0. Let us prove the
statement in this case. We may assume that i > 1. Remind that
γi+1 ∩ V al
sm = (V al1i )
sm ⊕ V alsmi+1 ⊕ · · · ⊕ V al
sm
n ;
γi ∩ V al
sm = (V al1i−1)
sm ⊕ V alsmi ⊕ · · · ⊕ V al
sm
n .
First let us show that W˜i ∩ (V al
1
i−1)
sm = 0. Otherwise due to Aff(V )-
invariance of W˜i and GL(V )-irreducibility of V al
1
i−1 this intersection will be
equal to (V al1i−1)
sm. Note that it follows from Proposition 2.2 and Irre-
ducibility Theorem 0.7 that (V al1i−1)
sm · (V al11)
sm is dense in (V al0i )
sm. But
(V al11)
sm ⊂ γ1 = W˜1. Also W˜i · W˜1 ⊂ W˜i+1. Hence W˜i+1 ⊃ (V al
0
i )
sm. Hence
γi+1 ⊃ (V al
0
i )
sm. This is a contradiction.
Thus it remains to prove that W˜i ⊃ (V al
0
i )
sm. Remind that since W˜1 = γ1
we have (V al01)
sm ⊂ W˜1. Hence ((V al
0
1)
sm)i ⊂ W˜i. Again Proposition 2.2
and Irreducibility Theorem 0.7 imply that ((V al01)
sm)i is dense in (V al0i )
sm.
So the result follows. Q.E.D.
Let us consider the associated graded algebra grW (PV al
sm) :=
⊕n
i=0Wi/Wi+1.
The next result gives a description of it.
3.9 Theorem. There exists a canonical isomorphism of graded algebras
grW (PV al
sm(V )) ≃ V alsm(V )⊗ C[V ]
where the i-th graded term in the right hand side is equal to V alsmi (V )⊗C[V ]
where C[V ] denote the algebra of polynomial functions on V .
Proof. Let us construct the isomorphism explicitly. Let us define a map
Q : Wi −→ V al
sm
i ⊗ C[V ]
by Q(φ)(K)(x) = limr−→0 r
−iφ(rK + x). First notice that Q(φ) is indeed a
translation invariant valuation. Let us check it say for x = 0. We have:
φ(r(K + a)) = riQ(φ)(K + a)(0) + o(ri).
On the other hand
φ(r(K + a)) = φ(rK + ra) = riQ(φ)(K)(ra) + o(ri) = riQ(φ)(K)(0) + o(ri).
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Hence Q(φ)(K + a)(0) = Q(φ)(K)(0).
Next the kernel of Q is equal to Wi+1 by Proposition 3.4. Let us show
that Q is surjective. Let us check that for any d the map
Q : Wi(PV al
sm
d ) −→ V al
sm
i ⊗ C[V ]≤d
is surjective (where C[V ]≤d denote the space of polynomials of degree at
most d). Both spaces are admissible Fre´chet representations of GL(V ) of
finite length. Hence by the Casselman-Wallach theorem it is sufficient to
show that Q has a dense image. Let φ ∈ Wi(PV al
sm
d ) be a valuation of the
form
φ(K) =
∂n−i
∂λ1 . . . ∂λn−i
∣∣
λj=0
∫
K+
∑n−i
j=1 λjAj
f(x)dx (4)
where A1, . . . An−i ∈ K(V ) are fixed, and f is a polynomial of degree at most
d. Then it is easy to see that Q(φ)(K)(x) = f(x) ∂
n−i
∂λ1...∂λn−i
∣∣
λj=0
vol(K +∑
j λjAj). Since by the (proved) McMullen’s conjecture the valuations of the
form ∂
n−i
∂λ1...∂λn−i
∣∣
λj=0
vol(K +
∑
j λjAj) are dense in V ali we deduce that Q is
an epimorphism.
It remains to prove that Q is a homomorphism of algebras. Let φ ∈
Wi(PV al
sm
d ) be a representative of an element from Wi/Wi+1 of the form
(4), and ψ ∈ Wj(PV al
sm
d′ ) be a representative of an element of Wj/Wj+1 of
the form
∂n−j
∂µ1 . . . ∂µn−j
∣∣
µl=0
∫
K+
∑n−j
l=1 µlBl
g(x)dx
where B1, . . . Bn−j ∈ K(V ) are fixed, and g is a polynomial of degree at most
d′. Then
(φ⊠ ψ)(K) =
∂n−i
∂λ1 . . . ∂λn−i
∂n−j
∂µ1 . . . ∂µn−j
∣∣
0
∫
K+
∑
m λm(Am×{0})+
∑
l µl({0}×Bl)
f(x)g(y)dxdy.
Then clearly
Q(φ× ψ)(K)((x, y)) =
f(x)g(y)
∂n−i
∂λ1 . . . ∂λn−i
∂n−j
∂µ1 . . . ∂µn−j
∣∣
0
vol(K+
∑
m
λm(Am×{0})+
∑
l
µl({0}×Bl)) =
(Q(φ)×Q(ψ))(K)((x, y)).
The result follows. Q.E.D.
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4 Further remarks.
In Theorem 2.6 of this paper we have described the algebra V alO(n)(Rn) =
V alSO(n)(Rn) of isometry invariant continuous valuations on an n-dimensional
Euclidean space Rn. We would like to study the space of isometry invari-
ant continuous valuations in all dimensions simultaneously. More precisely
assume that in : R
n →֒ Rn+1 is the standard isometric imbedding when
the last coordinate vanishes. It follows from the Hadwiger characterization
theorem that for any k ≤ n the restriction map i∗n : V al
O(n+1)
k (R
n+1) −→
V al
O(n)
k (R
n) is an isomorphism. In other words for a fixed k the sequence
V al
O(n)
k
i∗n← V al
O(n+1)
k
i∗n+1
← . . . stabilizes. Let us denote this limit vector space
by V al
O(∞)
k . Consider the stable algebra of isometry invariant valuations
V alO(∞) := ⊕∞k=0V al
O(∞)
k .
From Theorem 2.6 we easily deduce the following statement:
4.1 Proposition. The graded algebra V alO(∞) = V alSO(∞) is isomorphic to
the graded algebra of polynomials in one variable C[x] with the grading given
by the degree of a polynomial.
In [4] we have described in geometric terms the vector space V alU(m)(Cm)
of translation invariant unitarily invariant continuous valuations on a Her-
mitian space Cm. It would be of interest to describe the algebra structure of
this space (compare with Theorem 0.9). However it might be of interest as
well to describe the stable algebra of translation invariant unitarily invariant
continuous valuations V alU(∞) which is defined similarly to the previous case
using the following lemma.
4.2 Lemma. Let in : C
n →֒ Cn+1 be the standard Hermitian imbedding
such that the last coordinate vanishes. For any k the restriction map i∗n :
V al
U(n+1)
k (C
n+1) −→ V al
U(n)
k (C
n) is an isomorphism provided n ≥ k.
Proof. In [2] we have shown that dimV al
U(n)
k (C
n) = 1 +
[
min{k,2n−k}
2
]
.
Hence if n ≥ k we have dimV al
U(n)
k (C
n) = dim V al
U(n+1)
k (C
n+1) = 1+ [k/2].
Hence it suffices to prove that i∗n is injective. Let
RGrk(C
n) denote the
Grassmannian of real k-dimensional subspaces of Cn. In [1], [2] we have used
an imbedding of V al0k(C
n) to the space C(RGrk(C
n)) of continuous functions
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on the Grassmannian as follows. Let φ ∈ V al0k(C
n). For any E ∈RGrk(C
n)
consider the restriction φ|E ∈ V alk(E). By a result by Hadwiger [8] V alk(E)
coincides with the space of Lebesgue measures on E. Hence φ|E = f(E)volE
where volE is the Lebesgue measure induced by the Hermitian metric. Thus
φ 7→ [E 7→ f(E)] defines a map
V al0k(C
n) −→ C(RGrk(C
n)).
The non-trivial fact essentially due to D. Klain [11], [12] is that this map is
injective. Let us consider the restriction of this map to U(n)-invariant valua-
tions. Then its image is contained in the space of U(n)-invariant continuous
functions onRGrk(C
n). Hence it is enough to prove that the restriction map
C(RGrk(C
n+1))U(n+1) −→ C(RGrk(C
n))U(n) is injective if n ≥ k where the
restriction is considered under the imbedding RGrk(C
n) →֒ RGrk(C
n+1). It
is enough to check that each U(n + 1)-orbit in RGrk(C
n+1) intersects non-
trivially with RGrk(C
n). This fact follows immediately from the explicit
description of U(n)-orbits onRGrk(C
n) in terms of Ka¨hler angles due to H.
Tasaki [18]. Q.E.D.
We would like to notice that the next interesting case to classify is the
algebra of translation invariant continuous valuations on the quaternionic
space Hn invariant under the group Sp(n)Sp(1).
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