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Let M be the Cantor space or an n-manifold with C(M,M) the set of continuous self-maps
of M . We prove the following:
(1) There is a residual set of points (x, f ) in M × C(M,M) all of which generate as their
ω-limit set a particular, unique adding machine.
(2) Moreover, if M has the ﬁxed point property, then a generic f ∈ C(M,M) generates
uncountably many distinct copies of every possible adding machine.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let f : X → X be a continuous map on the compact metric space X . Of considerable interest and importance in dynam-
ical systems are minimal sets. A set is minimal for f if it is a minimal, nonempty, closed invariant subset of X with respect
to f . Clearly, every forward orbit of a point in a minimal set must be dense. For the closure of an orbit of a point x to
be a minimal set, however, x must be strongly recurrent. A classic result of Birkhoff which characterizes minimal sets is
that each point of the set must be strongly recurrent [4]. These ideas are also developed by Block and Coppel in [3]. The
simplest examples of minimal sets come from periodic orbits. Considerably more interesting are inﬁnite minimal sets. These
may have very interesting geometry. Examples are an irrational rotation of the circle, the Sturmian minimal set [10], the
Morse minimal set [8], and the substitution minimal set [9].
Our interest lies in adding machines, a particular class of minimal sets also referred to as solenoids or odometers. These
are all Cantor sets, where every point is not only strongly recurrent, but also regularly recurrent [5]. Adding machines
are a fundamental component of 1-dimensional systems. They are a basic component of Blokh’s spectral decomposition
theorem [6], and critical to Nitecki’s analysis of the dynamics of piecewise monotone maps [13]. In a recent paper Block and
Keesling [5] give some interesting topological characterizations of adding machines. Among them is one which characterizes
when two adding machines are topologically conjugate. These results of Block and Keesling are essential to our investigation.
Another body of research that relates to our work involves generic behavior of continuous self-maps. Agronsky, Bruckner
and Laczkovich show in [1] that given a generic continuous self-map f of the unit interval I there is a residual set of points
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E. D’Aniello et al. / Topology and its Applications 156 (2008) 240–245 241x in I for which the ω-limit set ω(x, f ) is a Cantor set. Using a much different approach, Lehning extends these results to
continuous self-maps of any compact n-dimensional manifold [12]. In [14] Steele goes a step further by showing that, on
the interval, a generic ordered pair (x, f ) gives rise to an ω-limit set generated by an adding machine.
Our work can be viewed as an extension of [1,12] and [14] as we analyze the structure of the adding machines generated
by a generic continuous self-map of M where M is a n-manifold or the Cantor space. We ﬁrst show that there is a residual
set of points (x, f ) in M × C(M,M) for which ω(x, f ) is a particular α-adic adding machine which we call an adding
machine of type ∞. It follows from Kuratowski–Ulam theorem that the adding machine of type ∞ is conjugate to ω-limit
set of a generic continuous self-map of M at a generic point of M . What may be more surprising is that if M has the ﬁxed
point property a generic element of C(M,M) also generates uncountably many distinct α-adic adding machines for every
possible α.
On a related subject but from a slightly different angle, we point out that in a recent work Coven, Pivato, Yassawi [7]
show the prevalence of odometers in context of certain special cellular automata. Also Akin, Hurley, Kennedy [2] study the
dynamics of generic homeomorphisms on certain manifolds.
2. Deﬁnitions and terminology
Unless otherwise stated M will denote the Cantor space or an n-manifold with or without boundary. All of our manifolds
are compact metric spaces [11]. The main property of manifolds that we use is that every point of a manifold has an
arbitrarily small neighborhood whose closure is homeomorphic to In , the unit cube in Rn . If M is the Cantor space every
point has an arbitrarily small clopen neighborhood which is homeomorphic to the Cantor space. For the sake of notational
convenience, we say that a subset J of an n-manifold M is an n-cube, if J is homeomorphic to In and J has nonempty
interior relative to M . In the case that M is the Cantor space, a 0-cube is simply a nonempty clopen subset of M . We use
the following version of Tietze’s Extension Theorem:
Theorem 2.1. (See [11, Corollary 1, p. 82].) If J is the Cantor space or an n-cube and f is a continuous function from a closed subset C
of J into J , then f can be extended so that the domain of f is all of J and f ( J ) ⊆ J .
We let C(M,M) be the space of all continuous functions from M into M . Recall that C(M,M) is a complete metric space
so that the Baire category theorem holds. Hence, we may consider the behavior of a generic f ∈ C(M,M). More precisely, a
generic f ∈ C(M,M) satisﬁes property P if the set of functions in C(M,M) which satisﬁes property P contains a dense Gδ
subset of C(M,M).
Throughout this article we use three metric spaces: M , C(M,M) and M × C(M,M). Moreover, B(·) denotes an open
ball of radius  centered at · in one of the three metric spaces above. The nature of · will make clear which space we are
considering.
If f ∈ C(M,M), then the trajectory of x under f is the sequence γ (x, f ) ≡ { f k(x)}k0, the orbit of x under f is
O (x, f ) ≡ { f k(x): 0 k < ∞}
and the ω-limit set of f at x is
ω(x, f ) ≡
⋂
m0
( ⋃
km
f k(x)
)
.
By P ( f ) we denote the set of all periodic points of f .
We let
Σ = N<N, Σk =
{
α ∈ Σ: |α| = k}.
We also include the empty string in Σ and Σk . We take α(i) to be the ith element of α, and |α| to be its length. Let α and
σ be in Σ . We say that α and σ are comparable if one is the extension of the other, and that α is an extension of σ if σ is
an initial segment of α. If |α| > k, then α|k denotes the restriction of α to its ﬁrst k coordinates. If α is a ﬁnite string and
b is a positive integer, then αb denotes the concatenation of α followed by b.
If L is a pairwise disjoint sequence of n-cubes in M , then ‖L‖ = sup{diam( J ): J ∈ L}. If α ∈ Σ and f ∈ C(M,M), then
we say that L is of type α under f if L = { J1, J2, . . . , Jm} where m = α(1) · α(2) · · ·α(|α|), f ( J i) ⊆ J i+1 for 1 i m − 1
and f ( Jm) ⊆ J1. To simplify notation somewhat, we let ⋃L represent ⋃i J i , the union of all of the n-cubes in the system L.
We next develop the adding machines. Much of the terminology is borrowed from [5]. Let α ∈ (N \ {1})N , and set
Δα =
∞∏
i=1
Zα(i),
where Zk = {0, . . . ,k − 1}. We use the product topology on Δα . Hence, as a topological space, it is homeomorphic to the
Cantor space. Instead of the usual coordinate-wise addition, we add two elements of Δα with “carry over” to the right.
More precisely, if (x1, x2, . . .) and (y1, y2, . . .) are in Δα , then
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where z1 = x1 + y1 mod (α(1)) and, in general, zi is deﬁned recursively as zi = xi + yi + i−1 mod (α(i)) where i−1 = 0
if xi−1 + yi−1 + i−2 <α(i − 1) and i−1 = 1 otherwise. If we let fα be the “+1” map, that is fα(x1, x2, . . .) = (x1, x2, . . .)+
(1,0,0, . . .), then (Δα, fα) is a dynamical system known in various contexts as a solenoid, adding machine or odometer.
We refer to fα as an adding machine or an odometer [3,5].
Fix α ∈ (N \ {1})N . We deﬁne a function Mα from the set of primes into N ∪ {∞} as follows. For each prime p, let
Mα(p) =
∞∑
i=1
n(i),
where n(i) is the largest power of p which divides α(i). The following theorem is a beautiful characterization of adding
machines up to topological conjugacy due to Block and Keesling [5].
Theorem 2.2. (See [5, Corollary 2.8].) Let α,β ∈ (N \ {1})N . Then fα and fβ are topologically conjugate if and only if Mα = Mβ .
A certain type of odometers is of particular interest to us. We call these odometers of type ∞. These are odometers
associated with those α for which Mα(p) = ∞ for all p. We use the following theorem extensively.
Theorem 2.3. (See [5, Theorem 2.3].) Let α ∈ (N \ {1})N . Let mi = α(1)α(2) . . . α(i) for each i. Let f : X → X be a continuous map of
a compact topological space X. Then f is topologically conjugate to fα if and only if (1)–(3) hold:
(1) For each positive integer i, there is a cover Pi of X consisting of mi pairwise disjoint, nonempty, clopen sets which are cyclically
permuted by f .
(2) For each positive integer i, P i+1 partitions Pi .
(3) If W1 ⊃ W2 ⊃ W3 ⊃ · · · is a nested sequence with Wi ∈ Pi for each i, then⋂∞i=1 Wi consists of a single point.
Moreover, in this case statement (4) also holds.
(4) X is metrizable and if mesh(Pi) denotes the maximum diameter of an element of the cover Pi , then mesh(Pi) → 0 as i → ∞.
3. Main results
The proofs of the ﬁrst four lemmas are rather standard on the interval. An analogous argument works on M if one uses
the version of Tietze’s Extension Theorem stated in Theorem 2.1. Lehning develops similar results in [12, Lemma 1]. Hence,
we omit some of the details.
Lemma 3.1. Suppose x ∈ M, f ∈ C(M,M), and x = x0, x1, . . . , xm are distinct points such that f (xi) = xi+1 for all 0 i m− 1 and
f (xm) = xl for some 0 l m. Then, for every  > 0, there is g ∈ B( f ) and n-cubes J0, J1, . . . , Jm with diameters less than  such
that
(1) xi ∈ ( J i)o and diam( J i) <  for all i,
(2) g(xi) = f (xi) for 0 i m,
(3) g( J i) ⊆ J i+1 for 0 i m − 1, and g( Jm) ⊆ Jl .
Lemma 3.2. Let x ∈ M, f ∈ C(M,M) such that O (x, f ) is ﬁnite, t ∈ N and  > 0. Then there exists g ∈ C(M,M) such that g ∈ B( f ),
O (x, g) is ﬁnite and |ω(x, g)| is a multiple of t.
Lemma 3.3. Let x ∈ M, f ∈ C(M,M), t ∈ N and  > 0. Then there exists g ∈ C(M,M) such that g ∈ B( f ), O (x, g) is ﬁnite and
|ω(x, g)| is a multiple of t.
Proof. We assume that M is an n-manifold. The argument is analogous when M is the Cantor space. If O (x, f ) is ﬁnite
we apply Lemma 3.2. In general it suﬃces to show that arbitrarily close to f there is an h such that the orbit of x under
h is ﬁnite. To this end, assume that O (x, f ) is inﬁnite. Let p be a limit-point of O (x, f ) and take U to be an open set
containing p such that U is isomorphic to In and U ⊆ B(p). Let j be the least positive integer such that f j(x) ∈ U and
k > 0 the least positive integer such that f j+k(x) ∈ U . Now let V be an open ball around f j+k−1(x) such that, f (V ) ⊆ U ,
V ∩ {x, f 1(x), . . . , f j+k−2(x)} = ∅ and V is homeomorphic to In . Take h such that h( f j+k−1(x)) = f j(x), h = f on ∂V , and
h = f on M \ V . By Tietze’s Extension theorem h can be extended to a map g on all of V such that g is continuous and
g(V ) ⊆ U . This is the desired function g . 
E. D’Aniello et al. / Topology and its Applications 156 (2008) 240–245 243Lemma 3.4. Let x ∈ M and f ∈ C(M,M) such that O (x, f ) is ﬁnite. Say O (x, f ) = {x = x0, x1, . . . , xm} so that f (xi) = xi+1 for
0  i  m − 1, and f (xm) = xl for some 0  l  m. If  > 0, then there exist η > 0, g ∈ C(M,M) and pairwise disjoint n-cubes
U0,U1, . . . ,Um such that
(1) g ∈ B( f ),
(2) xi ∈ (Ui)o and diam(Ui) <  for 0 i m,
(3) g(xi) = f (xi) for 0 i m, and
(4) if h ∈ Bη(g), then h(Ui) ⊆ Ui+1 for 0 i m − 1, and h(Um) ⊆ Ul.
Proof. Following Lemma 3.1 we may assume that there are n-cubes V0, V1, . . . , Vm with diameters less than  such that
xi ∈ (Vi)o for all 0 i m, f (Vi) ⊆ Vi+1 for 0 i m − 1, and f (Vm) ⊆ Vl . Let Ui be an n-cube such that Ui ⊆ (Vi)o and
xi ∈ (Ui)o . Using Tietze’s Extension Theorem, we may obtain a function g such that g = f on M \ (⋃mi=0(Vi)o), g(Vi) ⊆ Vi+1
for 0  i m − 1, g(Vm) ⊆ Vl , g(Ui) = f (xi) = xi+1 for all 0 i m − 1, and g(Um) = f (xm) = xl . Let η > 0 be such that
η < 12 min{d(xi, ∂Ui): 0 i m}. If h ∈ Bη(g), then h(Ui) ⊆ Ui+1 for 0 i m − 1, and h(Um) ⊆ Ul . 
Theorem 3.5. The set {(x, f ) ∈ M × C(M,M): ω(x, f ) is an odometer of type ∞} is residual in M × C(M,M).
Proof. Let {(xi, f i)} be a dense subset of M × C(M,M). Using a combination of Lemmas 3.3 and 3.4, for each function f i
and j ∈ N we associate the following: a function gi, j such that d( f i, gi, j) < 12i+ j , 0 < ηi, j < 12i+ j , pairwise disjoint n-cubes
U0i, j,U
1
i, j, . . . ,U
mi, j
i, j and 0 li, j mi, j such that the following happen:
(1) |O (xi, gi, j)| =mi, j + 1< ∞,
(2) j! divides mi, j + 1− li, j ,
(3) diam(Uki, j) <
1
2i+ j for 0 kmi, j ,
(4) if h ∈ Bηi, j (gi, j) then
(a) hk(xi) ∈ (Uki, j)o for 0 kmi, j ,
(b) h(Uki, j) ⊆ (Uk+1i, j )o for 0 kmi, j − 1,
(c) h(Ui, jmi, j ) ⊆ (Uli, ji, j )o .
For every j  1, set G j =⋃∞i=1(U0i, j)o × Bηi, j (gi, j) with G =⋂∞j=1 G j . Clearly, each G j is open in M × C(M,M). It is also
dense in it since both of M and C(M,M) are perfect spaces. Hence, G is a dense Gδ set of M × C(M,M). We claim that,
for every (y,h) ∈ G , (ω(y,h),h) is topologically conjugate to an odometer of type ∞. Fix j ∈ N. As (y,h) ∈ G j , there exist
i = i( j), gi, j , mi, j , li, j , and U0i, j , U1i, j, . . . ,U
li, j
i, j , . . . ,U
mi, j
i, j which satisfy the above Conditions (1)–(4). Let P j = {U
li, j
i, j , . . . ,U
mi, j
i, j }.
Note that by Condition (4), we have that ω(y,h) ⊆⋃P j . By taking an appropriate subsequence { jk} we have that P jk+1
is a reﬁnement of P jk . From Conditions (2) and (3) above and with help of Theorem 2.3, we have that (ω(y,h),h) is
topologically conjugate to an odometer of type ∞. 
We now prove two lemmas necessary for the next main result.
Lemma 3.6. There is a sequence {τk}∞k=0 such that
• τ0 is the empty string,
• {τ0, τ1, . . .} = Σ ,
• for each k 1, τk = τib for some 0 i < k and b ∈ N.
Proof. Let τ0 be the empty string in Σ . We ﬁrst deﬁne recursively a ﬁnite subset of Σ , Tk , for each k 0. Let T0 be the set
whose unique element is the empty sequence, that is T0 = {τ0}. Let T1 = {τ0, τ01} = {τ0, (1)}. In general, we deﬁne
Tk =
{
α j: α ∈
k−1⋃
i=0
Ti and j ∈ {1, . . . ,k}
}
.
We enumerate the elements in T0, T1, T2, . . . in order as τ0, τ1, . . . , deleting those which have appeared earlier. This is the
desired sequence. 
For the sake of notational convenience, we let Sk = {τ0, τ1, . . . , τk} for each k 0.
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(1) For each σ ∈ Σ , |(σ )| = |σ |.
(2) If τ is an extension of σ , then (τ ) is an extension of (σ ).
(3) If α ∈ (N \ {1})N , then there are uncountably many τ ∈ NN such that (τ |i) = α|i for all i ∈ N.
Proof. Let φ : N → N \ {1} be such that for each i ∈ N \ {1} we have that φ−1(i) is inﬁnite. For each σ ∈ Σ , let (σ ) = φ(σ )
where φ(σ )(i) = φ(σ (i)). Then,  is the desired function. 
Theorem 3.8. Let M be an n-manifold with the ﬁxed point property. A generic f ∈ C(M,M) has the property that for each α ∈
(N \ {1})N there are continuum many pairwise disjoint ω-limit sets of f that are topologically conjugate to Δα .
Proof. The proof consists of two steps. First, we use induction to construct for each i a sequence {gi, j}∞j=1 in C(M,M),
ηi, j > 0 and collections Li, j of periodic intervals that initiate the development of the desired adding machine. We then show
that each element of the residual set
⋂∞
i=1
⋃∞
j=1 Bηi, j (gi, j) satisﬁes the conclusion of our theorem. Throughout,  represents
the function of Lemma 3.7 and {τi} represents the sequence of Lemma 3.6.
At the ith step, we want {gi, j}∞j=1 in C(M,M), ηi, j > 0 and Li, j = {Li, j,σ : σ ∈ Si} to satisfy the following properties:
(1)
⋃∞
j=1 Bηi, j (gi, j) is dense in C(M,M),
(2) Bηi, j (gi, j) ∩ Bηi, j′ (gi, j′ ) = ∅ whenever j = j′ ,
(3) for each (i, j) and σ ∈ Si , Li, j,σ is of type (σ ) under any f ∈ Bηi, j (gi, j),
(4) for each f ∈ Bηi, j (gi, j), there exists a ﬁxed point p of f so that p /∈
⋃
σ∈Si
⋃Li, j,σ ,
(5) if α = β in Si , then (⋃Li, j,α) ∩ (⋃Li, j,β) = ∅,
(6) if σ ∈ Si and j′ in N is such that gi, j ∈ Bηi−1, j′ (gi−1, j′), then Li, j,σ is a reﬁnement of Li−1, j′,σ |m , where m is the largest
integer such that σ |m ∈ Si−1,
(7) ‖Li, j,σ ‖ < 12|σ | for all σ ∈ Si .
We point out that the base of induction i = 1 consists in a simple application of the ﬁxed point property.
Assuming that the induction hypothesis holds at the ith step, we proceed to step i+1. Let { f1, f2, . . .} in ⋃∞j=1 Bηi, j (gi, j)
be a dense subset of C(M,M) with mj ∈ N such that f j ∈ Bηi,m j (gi,mj ). We will ﬁrst deﬁne hi, j , δi, j and Mi, j so that the
corresponding Conditions (3)–(7) hold at stage i + 1 with gi+1, j = hi, j and ηi+1, j = δi, j and Li+1, j = Mi, j .
To this end, ﬁx j ∈ N. Note that Si+1 \ Si = {σ } where σ = τb for some τ ∈ Si , b ∈ N. We ﬁrst consider the case when τ
is the empty string. Recall that gi,mj has a ﬁxed point outside
⋃
σ∈Si
⋃Li,mj ,σ . Call it p. Let hi, j be a small perturbation of
gi,mj in a small neighborhood of p, 0< δi, j <
1
2i+ j and Mi, j,σ so that the following properties hold:
• hi, j ∈ B 1
2i+ j
( f j) and Bδi, j (hi, j) ⊆ Bηi, j (gi,mj ),
• if g ∈ Bδi, j (hi, j), then Mi, j,σ is of type (σ ) = (b) under g , and g has a ﬁxed point outside of
⋃
Li, j ∪ (⋃Mi, j,σ ),
• ‖Mi, j,σ ‖ < 12|σ | .
Let us next consider the case when τ is not the empty string. In this case choose hi, j , 0< δi, j <
1
2i+ j and Mi, j,σ , Mi, j,τ so
that the following properties hold:
• hi, j ∈ B 1
2i+ j
( f j) and Bδi, j (hi, j) ⊆ Bηi, j (gi,mj ),
• if g ∈ Bδi, j (hi, j), then
– Mi, j,σ is of type (σ ) under g , and
– Mi, j,τ is of type (τ ) under g .
• ‖Mi, j,σ ‖ < 12|σ | , and ‖Mi, j,τ ‖ < 12|τ | ,• each of Mi, j,σ , and Mi, j,τ reﬁnes Li,mj ,τ , and• (⋃Mi, j,σ ) ∩ (⋃Mi, j,τ ) = ∅.
Now let us deﬁne Mi, j . If α /∈ {σ ,τ }, we let Mi, j,α = Li,mj ,α . We leave Mi, j,σ and Mi, j,τ as deﬁned. Then, Mi, j ={Mi, j,α: α ∈ Si+1}. We note that hi, j , δi, j and Mi, j satisfy the corresponding Conditions (3)–(7) of stage i+1 with gi+1, j as
hi, j , ηi+1, j as δi, j , and Li+1, j as Mi, j . Now the collection {Bδi, j (hi, j)}∞j=1 is a basis for the subspace
⋃∞
j=1 Bηi, j (gi, j). Hence
we may choose a subsequence {t j} of integers so that gi+1, j = hi,t j , ηi+1, j = δi,t j and Li+1, j = Mi,t j satisfy all of Condi-
tion (1)–(7) at stage i + 1.
Finally to ﬁnish the proof, observe that by Condition (1) of the hypothesis,
⋂∞
i=1
⋃∞
j=1 Bηi, j (gi, j) is a residual subset of
C(M,M). Let g ∈⋂∞i=1⋃∞j=1 Bηi, j (gi, j) and α ∈ (N \ {1})N . Let σ ∈ NN be such that (σ |t) = α|t for all t . We note that by
the property of , there are uncountably many such σ ’s. By Condition (2) there exists a unique sequence {m1,m2,m3, . . .} so
E. D’Aniello et al. / Topology and its Applications 156 (2008) 240–245 245that g ∈ Bηi,mi (gi,mi ). Let {li} be such that τli = σ |i. As σ |i ∈ Sli and g ∈ Bηli ,mli (gli ,mli ) for each i, by Condition (3) we have
that Lli ,mli ,σ |i is of type (σ |i) with respect to g for all i. By Condition (6) and induction we have that Lli+1,mli+1 ,σ |(i+1)
reﬁnes Lli ,mli ,σ |i . It follows from Theorem 2.3 that
⋂∞
i=1
⋃Lli ,mli ,σi is an ω-limit set of type (σ ) = α where (σ ) is
deﬁned by (σ ) = ϕ(σ ) with ϕ(σ )(i) = ϕ(σ (i)) for all i ∈ N. Moreover, Condition (5) guarantees us that if σ = σ ′ are such
that (σ ) = (σ ′), then the associated ω-limit sets are disjoint. 
The condition that M is an n-manifold with the ﬁxed point property is critical to Theorem 3.8. As the following example
shows, this result is not valid for the Cantor space.
Example 3.9. Let X ⊂ [0,1] be the middle third Cantor set, with f : X → X topologically conjugate to fα the “+1” map
where α(i) = 2 for all i. It follows that there is a positive integer k = k(n) such that whenever Δσ is an adding machine
generated by some g ∈ C(X, X) for which ‖g − f ‖ < 1
3k
, then necessarily σ(i) = 2 for 1 i  n.
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