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We find that, for sufficiently strong mid-IR fields, transitions between different conduction bands
play an important role in the generation of high-order harmonics in a dielectric. The transitions
make a significant contribution to the harmonic signal, and they can create a single effective band
for the motion of an electron wave packet. We show how high harmonic spectra produced dur-
ing the interaction of ultrashort laser pulses with periodic solids provide a spectroscopic tool for
understanding the effective band structure that controls electron dynamics in these media.
PACS numbers: 42.50.Hz, 42.65.Ky, 78.47.J-, 78.47.-p
High-order harmonic generation (HHG) from gas tar-
gets is now used as a spectroscopic tool for imaging nu-
clear (see e.g. [1–3]) and electronic (see e.g. [4–7]) dy-
namics on the atomic time- and length scales. It is sen-
sitive to various aspects of electronic dynamics, from at-
tosecond processes in neutral systems [8, 9] to hole dy-
namics in ions [4–7], correlation-driven channel interac-
tion [10–12], and time- and space-resolved information
on electronic transitions from different molecular orbitals
[13–15].
We show that HHG spectra from periodic solids give
insight into the effective band structure established by
a strong driving mid-infrared laser field. Pioneering ex-
periments on high harmonic generation from dielectrics
[16, 17] stimulated a simple model offering semi-classical
insight into the underlying physics. In this model
([16, 18]; see also [19]) electrons first tunnel from a va-
lence band (VB) to a conduction band (CB) at the max-
ima of the electric field. There, they are driven along
the single conduction band by the field. The harmonic
intensity at frequency ω is then given by |ωJ(ω)|2, where
J(ω) is the Fourier transform of the current, j(t), in the
conduction band, ε(k). Since in this model j(t) ∝ v(t) ∝
dε/dk, where v(t) is the electron group velocity, analysis
of the harmonic spectrum can yield information about
the band structure (dε/dk). This picture predicts that,
when the driving mid-IR laser is sufficiently strong to
rapidly accelerate electrons to the edge of the Brillouin
zone (BZ), Bragg reflections (Bloch oscillations) within
the single band would generate most of the high harmon-
ics.
However, if electrons quickly move past the gap be-
tween adjacent CBs, they may undergo an interband
transition. In this case, the harmonic signal also comes
from coherences between all participating bands, includ-
ing the VB [17, 20]. Additionally it is also important
to account for the temporal structure of all interband
transitions, including the VB to CB transition, see e.g.
[21]. Recent theoretical analysis of HHG in bulk solids
by Vampa et al. [22] and Higuchi et al. [23] accounted
for the temporal structure of interband excitations, but
as two-band models were used in both cases, transitions
between conduction bands were not considered.
We show that the inclusion of multiple conduction
bands leads to additional contributions to the high-
harmonic signal and that, in spite of the increasing com-
plexity, the essential information about the motion of
electrons in multiple conduction bands is contained in
harmonic spectra. In particular, it reflects the forma-
tion of a single, effective CB due to the efficient inter-CB
transitions for sufficiently strong driving fields.
We solve the time-dependent Schro¨dinger equation
(TDSE) for an electron in a periodic potential:
HˆΨ(r, t) =
[
[p+A(t)]
2
2
+ U(r)
]
Ψ = i
∂Ψ
∂t
, (1)
where A(t) is the vector potential of the electric field
F (t) = −A′(t), and U(r) is the periodic potential of the
crystal. In (1) and below atomic units are used. We write
Ψ(r, t) for an initial crystal momentum k0 as
|Ψk0(t)〉 =
∑
n
αnk0(t)e
−i ∫ t n
k(t′) dt
′
e−iA(t)r |φnk(t)〉 , (2)
where |φnk(t)〉 and nk(t) are the Bloch states and asso-
ciated energies of the field-free system, with the time
dependence of the crystal momentum being k(t) =
k0 + A(t). The index n labels the band of the state
and k0 parametrises the drift momentum. Note that
e−iA(t)r |φnk(t)〉 are known as Houston states, see e.g. [24].
We use the so-called periodic gauge [25]: |φnk+G〉 = |φnk〉,
where G is a vector of the reciprocal lattice. That is,
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2whenever k(t) lies outside of the first BZ, the periodicity
of wave functions with respect to the crystal momentum
is assumed.
Our main focus is the modification of the band struc-
ture in strong fields, thus we study the single particle
response. Substituting the ansatz (2) into Eq. (1) yields
the set of coupled differential equations for αnk0(t):
α˙nk0(t) = −iF (t)
∑
n′
ξn,n
′
k(t)α
n′
k0(t)e
i
∫ t ∆εn,n′
k(t′)dt
′
(3)
Here, ∆εn,n
′
k(t) = ε
n
k(t) − εn
′
k(t), and ξ
n,n′
k(t) is given by
ξn,n
′
k(t) = i 〈νnk(t)|∇k|νn
′
k(t)〉 , (4)
where ν is the lattice-periodic part of the Bloch state:
〈r|φnk〉 = νnk (r)exp(ikr).
After finding Ψk0(t), we obtain the contributions to the
current at a particular k0: jk0 = 〈Ψk0 |pˆ+A(t)|Ψk0〉,
which is then integrated over the BZ to obtain the full
current averaged over the unit cell:
j(t) =
∫
BZ
jk0(t)d
3k0, (5)
jk0(t) =
∑
n,n′
an,n
′
k0
(t) exp
(
i
∫ t
∆εn,n
′
k(t′)dt
′
)
, (6)
an,n
′
k0
(t) =
(
αnk0(t)
)∗
αn
′
k0(t)p
n,n′
k(t) . (7)
Here pn,n
′
k(t) are the momentum matrix elements between
Bloch states: 〈φnk(t)|pˆ|φn
′
k(t)〉.
Three distinct physical effects contributing to the gen-
eration of high-frequency components can be identified
in the electric current. First, the group velocity, which
is equal to the mean momentum pn,nk(t), changes its sign
as an electron crosses a boundary of the BZ remaining
in the same band, in which case it experiences a Bragg
reflection. This causes a rapid change of the intraband
current, which is the part or Eq. (6) with n = n′:
j
(IB)
k0
(t) =
∑
n
∣∣αnk0(t)∣∣2 pn,nk(t). (8)
Such Bragg reflections are believed to be the main mech-
anism responsible for the observed HHG [17, 18, 23]. Sec-
ond, the coherent superposition of any two states with an
allowed dipole transition results in quantum beats. This
contribution was analysed in [22], where it was pointed
out that dephasing strongly suppresses the quantum-
beat signal, which is dominant otherwise. Finally, tran-
sitions between conduction bands that occur in the re-
gions where gaps are small can also lead to a very rapid
change in the terms associated with interband coherences
(n 6= n′), provided that pn,n0
k˜
6= pn′,n0
k˜
, where n0 is the
index of the electron’s initial (valence) band, and k˜ is a
crystal momentum where the gap between bands n and
n′ is minimal. This last contributions has not yet been
studied.
To obtain an explicit expression for the part of jk0(t)
that arises as an immediate effect of the external field,
we differentiate Eq. (6) with time:
d
dt
jk0(t) =
d
dt
j
(tr)
k0
(t) +
d
dt
j
(QB)
k0
(t), (9)
d
dt
j
(tr)
k0
(t) =
∑
n,n′
e
i
∫ t ∆εn,n′
k(t′)dt
′ d
dt
an,n
′
k0
(t), (10)
d
dt
j
(QB)
k0
(t) = i
∑
n,n′
∆εn,n
′
k(t) e
i
∫ t ∆εn,n′
k(t′)dt
′
an,n
′
k0
(t). (11)
In our model, which does not explicitly account for de-
phasing, the quantum-beat current j
(QB)
k0
(t) gradually
grows as the concentration of charge carriers increases,
and it persists after the laser pulse. In contrast, the
derivative of the transient current j
(tr)
k0
(t) becomes zero
as soon as the external field disappears, and it is affected
by any rapid change of matrix elements or probability
amplitudes that may occur at an avoided crossing be-
tween bands. In the following, we will focus on j
(tr)
k0
(t),
assuming that the contribution from j
(QB)
k0
(t) to suffi-
ciently high frequencies is suppressed by dephasing phe-
nomena. This division of the current density into two
different parts is different from the division in the inter-
band and intraband currents in [17, 22], while the intra-
band current is fully included in j
(tr)
k0
(t). The proposed
separation of the currents has the drawback that neither
j
(tr)
k0
(t) nor j
(QB)
k0
(t) alone account for the linear polari-
sation response, but, as we show below, it is very useful
to analyse and visualise the high-frequency response.
To simplify our simulations and the subsequent analy-
sis, we solve the TDSE problem in one spatial dimension.
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FIG. 1. The upper valence band and first three conduction
bands used in the simulations. Electrons reaching the Bragg
plane can stay in the same band, reflecting, shown here as
the circle remaining black. Alternatively they can undergo a
transition to the next CB, white circle.
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FIG. 2. Plot (a) shows the intraband current with only 1 CB,
in this case interband transition to higher CBs cannot happen
and so Bragg reflections are forced to happen, explaining the
appearance of higher harmonic content. Plot (b) shows the
intraband current for 8 CBs.
We obtain the energies and matrix elements by solving
the stationary Schro¨dinger equation for a periodic lattice
potential U(x) that, within the central unit cell, has the
form: U(x) = −U0(1+tanh(x+x0))(1+tanh(−x+x0)).
This potential allows us to reproduce the key parameter
of a real solid: the band gap. We chose our parameters to
model aluminium nitride by assuming a lattice spacing
of a = 8.15 au and setting U0 = 0.78, x0 = 0.565; this
yields a VB-CB band gap of 5.85 eV. The gaps between
the conduction bands are smaller, with the first CB gap
being 1.09 eV. The highest VB and first three CBs are
shown in Fig. 1, plotted as a function of k/kmax with
kmax = pi/a.
We consider laser pulses at λL = 1800 nm (ωL =
2pic/λL = 1.05 fs
−1), with a field strength of 0.75VA˚−1,
and a full width half maximum (FWHM) of 30fs. The
envelope used for the vector potential is of the form:
cos4(pit/2τ), where τ = (pi/4)(τFWHM/ cos
−1(2−0.125)).
To highlight the importance of multiple conduction
bands, as well as the interplay of Bragg reflections and
transitions between conduction bands, in Fig. 2 we show
the intraband current. For a single CB, the intra-
band current shows strong Bragg reflections and Bloch
oscillations, Fig. 2(a). However, as soon as multiple
bands are included, these effects disappear and the in-
traband current is dominated by the fundamental fre-
quency, Fig. 2(b). Clearly, for such fields a simulation
with a single CB is inadequate, we used 8 CBs as this is
the requirement for convergence. The dominance of the
fundamental implies that electrons are moving on a single
time (fs)
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FIG. 3. The time dependent conduction band population is
plotted on a logarithmic scale in the extended zone scheme, so
that the nth CB occupies crystal momenta n−1 < |k|/kmax <
n. The high transition probability between CBs is easily seen.
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FIG. 4. The harmonic spectrum generated by the transient
current is plotted for the single and many CB cases. The
variation of the spectra with field strength is shown in the
inset plot for the single CB case.
effective parabolic potential, reflecting dramatic modifi-
cation of the band structure due to the dominance of the
interband transitions over Bragg reflections.
This effect is easily visualised by plotting |αnk0(t)|2 for
conduction bands in the extended zone scheme, as can
be seen in Fig. 3. As electrons pass by BZ edges the
most probable path changes from Bragg reflection early
in the pulse into transition into the higher CBs as the IR
intensity grows.
We now focus on the transient current (10). In Fig. 4
the spectrum of the transient current is shown for the
many and single CB cases. The harmonic content is much
more defined for the single CB case. Inset in Fig. 4 is the
field dependence of the spectra for the single CB case,
in a similar style of plotting to that used in [23]. The
cutoff scaling is seen to be linear with field strength as in
experiments [16, 17]. Note that for the multiple CB case
with the band structure used here, transitions saturate
quickly leading to a breakdown of the cutoff scaling.
4To understand the time dependence of the harmonic
emission we employ time-frequency analysis of the tran-
sient current obtained via the Morlet wavelet transform:
W (Ω, τ) =
∫
dt j(tr)(t)eiΩte
−
Ω(t− τ)√
2σΩc
2
, (12)
where σ is selected to yield 14% of a cycle width at
Ωc = 15ωL. The width of the time–domain window then
decreases with increasing Ω, improving the resolution.
The result is plotted in Fig. 5. For the single CB case,
emission is half-cycle periodic, with bursts around the
peaks of the electric field. This is particularly true for
photon energies above the maximal bandgap between
the upper VB and lower CB. Indeed, this is when the
electrons experience highest acceleration past the BZ
edge, thus generating the highest harmonic content when
Bragg reflected in the single-CB model. However when
multiple CBs are included the bursts of emission is not
so well defined temporally. We also see that the most
intense harmonic emission occurs after the centre of the
pulse in both cases. This is because the concentration of
charge carriers continues to grow after the peak of the
pulse, which compensates for the decrease of the field.
To see where in the band structure and at what times
in the field harmonic emission occurs, we develop an-
other technique. The harmonic spectrum generated by
electrons with initial crystal momentum k0 is given by
the Fourier transform of j
(tr)
k0
(t). We take the product
Ph
ot
on
 E
ne
rg
y 
(eV
)
 
 
(a)
10
20
30
40
50 −5
−4
−3
−2
−1
0
time (fs)
Ph
ot
on
 E
ne
rg
y 
(eV
)
 
 
(b)
−20 0 20 40
10
20
30
40
50
−7
−6
−5
−4
−3
FIG. 5. Time-frequency analysis, as described in the text, of
the transient current for the single (a) and many(b) CB cases
is plotted. One can immediately see that the emission for the
single CB case is occurring in bursts that are more defined
than in the many band CB case.
of a Gaussian window with the harmonic spectrum for a
given k0 to select a spectral region of interest:
J
(tr)
k0
(ω;ω0, σ) = F
[
j
(tr)
k0
(t)
]
exp
(
− (ω − ω0)
2
2σ2
)
. (13)
This allows us to investigate the temporal profile of emis-
sion in this spectral region: for a given k0, the enve-
lope of harmonic bursts is thus given by E(t,k0;ω0, σ) =
F−1 [J trk0]. Since every k0 is related to k(t) it also allows
us to map the harmonic emission in the spectral region to
the time at which it occurs, and the crystal momentum
at that time.
In Fig. 6 this analysis is applied to compare the na-
ture of the harmonic emission in the single and many
CB cases. It allows us to clearly see that for the single
CB case the harmonic emission is dominated by electrons
reflected at Bragg planes. For the many CB case the pro-
cess is modified, we still see that there is some emission
around the Bragg plane from electrons reflecting at and
crossing it. At later times there is emission for electrons
with crystal momentum of k = 0, this acts to prolong the
time over which emission occurs compared to the single
CB case. We attribute the prolonged emission at k = 0
to be due to electrons crossing between the second and
third CBs, where the gap is small (see Fig. 1) so that
although transition probability even at reduced field is
still large.
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FIG. 6. The strength of the harmonic emission given by the
transient current, when multiplied with a Gaussian window
centred around 30eV and FWHM of 5eV, is plotted as a func-
tion of the time dependent crystal momentum and time for the
single (a) and many (b) CB cases. For the single band case we
see the emission is occuring at the Bragg planes: |k| = kmax.
For the many-band case a lot of the emission is at k = 0,
particularly at larger times.
5It was observed in experiments that HHG in a crys-
talline solid is particularly efficient for certain orienta-
tions of the sample with respect to the polarisation of the
fundamental field [16, 17]. Our results suggest that the
observed angular dependence is mainly due to transitions
between CBs, which occur at local minima of inter-CB
energy gaps, and the probability of which is very sensitive
to the magnitudes of the gaps.
Our most important finding is that such interband
transitions not only reduce the intensity of harmonic
emission, but they can also have a strong impact on
its spectral and temporal properties: individual harmon-
ics become less distinct, and the rapid change of the
quantum-beat signal associated with interband transi-
tions plays a particularly important role in higher CBs.
To study these effects, we have identified a useful quan-
tity, the transient current, that allows the nature of
the harmonic emission to be disentangled from quantum
beats that are expected to be strongly suppressed by de-
phasing in real solids. The relative importance of Bragg
reflections and interband transitions is sensitive to the
band structure and field parameters, but the statement
that Zener-like transitions between conduction bands re-
sult in the emission of high-frequency radiation is gen-
eral. This effect may be used to experimentally study
the motion of electrons driven by a strong mid-IR field
in an effective single nearly parabolic band, once tem-
poral characterisation of harmonics emitted from a solid
sample becomes feasible.
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