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Abstract
We propose temporal Poisson square root graphi-
cal models (TPSQRs), a generalization of Poisson
square root graphical models (PSQRs) specifically
designed for modeling longitudinal event data. By
estimating the temporal relationships for all possi-
ble pairs of event types, TPSQRs can offer a holis-
tic perspective about whether the occurrences of
any given event type could excite or inhibit any
other type. A TPSQR is learned by estimating
a collection of interrelated PSQRs that share the
same template parameterization. These PSQRs
are estimated jointly in a pseudo-likelihood fash-
ion, where Poisson pseudo-likelihood is used to
approximate the original more computationally-
intensive pseudo-likelihood problem stemming
from PSQRs. Theoretically, we demonstrate
that under mild assumptions, the Poisson pseudo-
likelihood approximation is sparsistent for recov-
ering the underlying PSQR. Empirically, we learn
TPSQRs from Marshfield Clinic electronic health
records (EHRs) with millions of drug prescrip-
tion and condition diagnosis events, for adverse
drug reaction (ADR) detection. Experimental re-
sults demonstrate that the learned TPSQRs can
recover ADR signals from the EHR effectively
and efficiently.
1. Introduction
Longitudinal event data (LED) and the analytics challenges
therein are ubiquitous now. In business analytics, purchas-
ing events of different items from millions of customers
are collected, and retailers are interested in how a distinct
market action or the sales of one particular type of item
could boost or hinder the sales of another type (Han et al.,
2011). In search analytics, web search keywords from bil-
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lions of web users are usually mapped into various topics
(e.g. travel, education, weather), and search engine providers
are interested in the interplay among these search topics for
a better understanding of user preferences (Gunawardana
et al., 2011). In health analytics, electronic health records
(EHRs) contain clinical encounter events from millions of
patients collected over decades, including drug prescriptions,
biomarkers, and condition diagnoses, among others. Unrav-
eling the relationships between different drugs and different
conditions is vital to answering some of the most pressing
medical and scientific questions such as drug-drug interac-
tion detection (Tatonetti et al., 2012), comorbidity identifica-
tion, adverse drug reaction (ADR) discovery (Simpson et al.,
2013; Bao et al., 2017; Kuang et al., 2017), computational
drug repositioning (Kuang et al., 2016a;b), and precision
medicine (??).
All these analytics challenges beg the statistical modeling
question: can we offer a comprehensive perspective about
the relationships between the occurrences of all possible
pairs of event types in longitudinal event data? In this paper,
we propose a solution via temporal Poisson square root
graphical models (TPSQRs), a generalization of Poisson
square root graphical models (PSQRs, Inouye et al. 2016)
made in order to represent multivariate distributions among
count variables evolving temporally in LED.
The reason why conventional undirected graphical models
(UGMs) are not readily applicable to LED is the lack of
mechanisms to address the temporality and irregularity in
the data. Conventional UGMs (??Yang et al., 2015a; ?; ?; ?)
focus on estimating the co-occurrence relationships among
various variables rather than their temporal relationships,
that is, how the occurrence of one type of event may affect
the future occurrence of another type. Furthermore, existing
temporal variants of UGMs (Kolar et al., 2010; Yang et al.,
2015b) usually assume that data are regularly sampled, and
observations for all variables are available at each time point.
Neither assumption is true, due to the irregularity of LED.
In contrast to these existing UGM models, a TPSQR models
temporal relationships. First, by data aggregation, a TP-
SQR extracts a sequence of time-stamped summary count
statistics of distinct event types that preserves the relative
temporal order in the raw data for each subject. A PSQR
is then used to model the joint distribution among these
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summary count statistics for each subject. Different PSQRs
for different subjects are assumed to share the same tem-
plate parameterization and hence can be learned jointly by
estimating the template in a pseudo-likelihood fashion. To
address the challenge in temporal irregularity, we compute
the exact time difference between each pair of time-stamped
summary statistics, and decide whether a difference falls
into a particular predefined time interval, hence transform-
ing the irregular time differences into regular timespans. We
then incorporate the effects of various timespans into the
template parameterization as well as PSQR constructions
from the template.
By addressing temporality and irregularity of LED in this
fashion, TPSQR is also different from many point process
models (Gunawardana et al., 2011; ?; ?; Du et al., 2016),
which usually strive to pinpoint the exact occurrence times
of events, and offer generative mechanisms to event trajecto-
ries. TPSQR, on the other hand, adopts a coarse resolution
approach to temporal modeling via the aforementioned data
aggregation and time interval construction. As a result,
TPSQR focuses on estimating stable relationships among
occurrences of different event types, and does not model the
precise event occurrence timing. This behavior is especially
meaningful in application settings such as ADR discovery,
where the importance of identifying the occurrence of an
adverse condition caused by the prescription of a drug usu-
ally outweighs knowing about the exact time point of the
occurrence of the ADR, due to the high variance of the onset
time of ADRs (Schuemie et al., 2016).
Since TPSQR is a generalization of PSQR, many desirable
properties of PSQR are inherited by TPSQR. For example,
TPSQR, like PSQR, is capable of modeling both positive
and negative dependencies between covariates. Such flexi-
bility cannot usually be taken for granted when modeling a
multivariate distribution over count data due to the potential
dispersion of the partition function of a graphical model
(Yang et al., 2015a). TPSQR can be learned by solving
the pseudo-likelihood problem for PSQR. For efficiency
and scalability, we use Poisson pseudo-likelihood to ap-
proximately solve the original pseudo-likelihood problem
induced by a PSQR, and we show that the Poisson pseudo-
likelihood approximation can recover the structure of the
underlying PSQR under mild assumptions. Finally, we
demonstrate the utility of TPSQRs using Marshfield Clinic
EHRs with millions of drug prescription and condition di-
agnosis events for the task of adverse drug reaction (ADR)
detection. Our contributions are three-fold:
• TPSQR is a generalization of PSQR made in order to
represent the multivariate distributions among count vari-
ables evolving temporally in LED. TPSQR can accom-
modate both positive and negative dependencies among
covariates, and can be learned efficiently via the pseudo-
likelihood problem for PSQR.
• In terms of advancing the state-of-the-art of PSQR estima-
tion, we propose Poisson pseudo-likelihood approxima-
tion in lieu of the original more computationally-intensive
conditional distribution induced by the joint distribution
of a PSQR. We show that under mild assumptions, the
Poisson pseudo-likelihood approximation procedure is
sparsistent (Ravikumar et al., 2007) with respect to the
underlying PSQR. Our theoretical results not only justify
the use of the more efficient Poisson pseudo-likelihood
over the original conditional distribution for better esti-
mation efficiency of PSQR but also establish a formal
correspondence between the more intuitive but less strin-
gent local Poisson graphical models (Allen and Liu, 2013)
and the more rigorous but less convenient PSQRs.
• We apply TPSQR to Marshfield Clinic EHRs to deter-
mine the relationships between the occurrences of various
drugs and the occurrences of various conditions, and of-
fer more accurate estimations for adverse drug reaction
(ADR) discovery, a challenging task in health analytics
due to the (thankfully) rare and weak ADR signals en-
coded in the data, whose success is crucial to improving
healthcare both financially and clinically (Sultana et al.,
2013).
2. Background
We show how to deal with the challenges in temporality
and irregularity mentioned in Section 1 via the use of data
aggregation and an influence function for LED. We then
define the template parameterization that is central to the
modeling of TPSQRs.
2.1. Longitudinal Event Data
Longitudinal event data are time-stamped events of finitely
many types collected across various subjects over time. Fig-
ure 1 visualizes the LED for two subjects. As shown in
Figure 1, the occurrences of different event types are rep-
resented as arrows in different colors. No two events for
one subject occur at the exact same time. We are interested
in modeling the relationships among the occurrences of
different types of events via TPSQR.
2.2. Data Aggregation
To enable PSQRs to cope with the temporality in LED,
TPSQRs start from extracting relative-temporal-order-
preserved summary count statistics from the raw LED via
data aggregation, to cope with the high volume and frequent
consecutive replications of events of the same type that are
commonly observed in LED. Take Subject 1 in Figure 1 as
an illustrative example; we divide the raw data of Subject
1 into four timespans by the dashed lines. Each of the four
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Figure 1: Visualization of longitudinal event data from two subjects. Curly brackets denote the timespans during which
events of only one type occur. xij’s represent the number of subsequent occurrences after the first occurrence. oij’s are the
types of events in various timespans.
timespans contains only events of the same type. We use
three statistics to summarize each timespan: the time stamp
of the first occurrence of the event in each timespan: t11 = 1,
t12 = 121, t13 = 231, and t14 = 361; the event type in
each timespan: o11 = 1, o12 = 2, o13 = 3, and o14 = 1;
and the counts of subsequent occurrences in each timespan:
x11 = 1, x12 = 1, x13 = 2, and x14 = 0. Note that the
reason x14 = 0 is that there is only one occurrence of event
type 1 in total during timespan 4 of subject 1. Therefore,
the number of subsequent occurrence after the first and only
occurrence is 0.
Let there be N independent subjects and p types of events
in a given LED X. We denote by ni the number of
timespans during which only one type of event occurs
to subject i, where i ∈ {1, 2, · · · , N}. The jth times-
pan of the ith subject can be represented by the vector
sij :=
[
tij oij xij
]>
, where j ∈ {1, 2, · · · , ni}, and
“:=” represents “defined as.” tij ∈ [0,+∞) is the time
stamp at which the first event occurs during the times-
pan sij . Furthermore, t11 < t12 < · · · < t1ni . oij ∈
{1, 2, · · · , p} represents the event type in sij . oij 6= oi(j+1),
∀i ∈ {1, 2, · · · , N} and ∀j < ni. xij ∈ N is the number of
subsequent occurrences of events of the same type in sij .
2.3. Influence Function
Let sij and sij′ be given, where j < j′ ≤ ni. To handle
the irregularity of the data, we map the time difference
tij′ − tij to a one-hot vector that represents the activation of
a time interval using an influence function φ(·), a common
mechanism widely used in point process models and signal
processing. In detail, let L+ 1 user-specified time-threshold
values be given, where 0 = τ0 < τ1 < τ2 < · · · < τL. φ(τ)
is a L × 1 one hot vector whose lth component is defined
as:
[φ(τ)]l :=
{
1, τl−1 ≤ τ < τl
0, otherwise
, (1)
where l ∈ {1, 2, · · · , L}. In our case, we let τ := tij′ − tij
to construct φ(τ) according to (1). Widely used influence
functions in signal processing include the dyadic wavelet
function and the Haar wavelet function (Mallat, 2008); both
are piecewise constant and hence share similar representa-
tion to (1).
2.4. Template Parameterization
Template parameterization provides the capability of TP-
SQRs to represent the effects of all possible (ordered)
pairs of event types on all time scales. Specifically, let
an ordered pair (k, k′) ∈ {1, 2, · · · , p}2 be given. Let
0 = τ0 < τ1 < τ2 < · · · < τK also be given. For the
ease of presentation, we assume that k 6= k′, which can
be easily generalized to k = k′. Considering a particular
patient, we are interested in knowing the effect of an occur-
rence of a type k event towards a subsequent occurrence of
a type k′ event, when the time between the two occurrences
falls in the lth time window specified via (1). Enumerating
all L time windows, we have:
wkk′ :=
[
wkk′1 wkk′2 · · · wkk′L
]>
. (2)
Note that since (k, k′) is ordered, wk′k is different from
wkk′ . We further define W as a (p − 1)p × L matrix that
stacks up all w>kk′’s. In this way, W includes all possible
pairwise temporally bidirectional relationships among the
p variables on different time scales, offering holistic repre-
sentation power. To represent the intrinsic prevalence effect
of the occurrences of events of various types, we further
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define ω :=
[
ω1 ω2 · · · ωp
]>
. We call ω and W the
template parameterization, from which we will generate the
parameters of various PSQRs as shown in Section 3.
3. Modeling
Let sij’s be given where j ∈ {1, 2, · · · , ni}; we demonstrate
the use of the influence function and template parameteriza-
tion to construct a PSQR for subject i.
Let ti :=
[
ti1 ti2 · · · tini
]>
, oi :=
[
oi1 oi2 · · · oini
]>
,
and xi :=
[
xi1 xi2 · · · xini
]>
. Given ti and oi, a
TPSQR aims at modeling the joint distribution of counts xi
using a PSQR. Specifically, under the template parameteriza-
tion ω and W, we first define a symmetric parameterization
Θ(i) using ti and oi. The component of Θ(i) at the jth row
and the j′th column is:
θ
(i)
jj′ := [Θ
(i)]jj′ :=

ωoij , j = j
′
w>oijoij′φ(|tij′ − tij |), j < j′
[Θ(i)]j′j , j > j
′
. (3)
We then can use Θ(i) to parameterize a PSQR that gives a
joint distribution over xi as:
P
(
xi; Θ
(i)
)
:= exp
[
ni∑
j=1
θ
(i)
jj
√
xij +
ni−1∑
j=1
ni∑
j′>j
θ
(i)
jj′
√
xijxij′
−
ni∑
j=1
log(xij ! )−Ani
(
Θ(i)
)]
.
(4)
In (4), Ani(Θ
(i)) is a normalization constant called the
log-partition function that ensures the legitimacy of the
probability distribution in question:
Ani
(
Θ(i)
)
:= log
∑
x∈Nni
exp
[
ni∑
j=1
θ
(i)
jj
√
xj
+
ni−1∑
j=1
ni∑
j′>j
θ
(i)
jj′
√
xjxj′ −
ni∑
j=1
log(xj ! )
]
.
(5)
Note that in (5) we emphasize the dependency of the parti-
tion function upon the dimension of x using the subscript
ni, and x :=
[
x1 x1 · · · xni
]
.
To model the joint distribution of xi, TPSQR directly uses
Θ(i), which is extracted from ω and W via (3) depend-
ing on the individual and temporal irregularity of the data
characterized by ti and oi. Therefore, ω and W serve as a
template for constructing Θ(i)’s, and hence provide a “tem-
plate parameterization.” Since there are N subjects in total
in the dataset, and each Θ(i) offers a personalized PSQR for
one subject, TPSQR is capable of learning a collection of
interrelated PSQRs due to the use of the template parame-
terization. Recall the well-rounded representation power of
a template shown in Section 2.4; learning the template pa-
rameterization via TPSQR can hence offer a comprehensive
perspective about the relationships for all possible tempo-
rally ordered pairs of event types.
Furthermore, since TPSQR is a generalization of PSQR,
it inherits many desirable properties enjoyed by PSQR. A
most prominent property is its capability of accommodating
both positive and negative dependencies between variables.
Such flexibility in general cannot be taken for granted when
modeling multivariate count data. For example, a Poisson
graphical model (Yang et al., 2015a) can only represent neg-
ative dependencies due to the diffusion of its log-partition
function when positive dependencies are involved. Yet for
example one drug (e.g., the blood thinner Warfarin) can
have a positive influence on some conditions (e.g., bleeding)
and a negative influence on others (e.g., stroke). We refer
interested readers to Allen and Liu 2013; Yang et al. 2013;
Inouye et al. 2015; Yang et al. 2015a; Inouye et al. 2016 for
more details of PSQRs and other related Poisson graphical
models.
4. Estimation
In this section, we present the pseudo-likelihood estimation
problem for TPSQR. We then point out that solving this
problem can be inefficient, which leads to the proposed
Poisson pseudo-likelihood approximation to the original
pseudo-likelihood problem.
4.1. Pseudo-Likelihood for TPSQR
We now present our estimation approach for TPSQR based
on pseudo-likelihood. We start from considering the pseudo-
likelihood for a given ith subject. By (4), the log probability
of xij conditioned on xi,−j , which is an (ni− 1)× 1 vector
constructed by removing the jth component from xi, is
given as:
logP
(
xij | xi,−j ;θ(i)j
)
= − log(xij ! )+(
θ
(i)
jj + θ
(i)>
j,−j
√
xi,−j
)√
xij − A˜ni
(
θ
(i)
j
)
,
(6)
where θ(i)j is the j
th column of Θ(i) and hence
θ
(i)
j :=
[
θ
(i)
1j · · · θ(i)j−1,j θ(i)jj θ(i)j+1,j · · · θ(i)ni,j
]>
:=
[
θ
(i)
1j · · · θ(i)j−1,j θ(i)jj θ(i)j,j+1 · · · θ(i)j,ni
]>
.
(7)
In (7), by the symmetry of Θ(i), we rearrange the index after
θ
(i)
jj to ensure that the row index is no larger than the column
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index so that the parameterization is consistent with that
in (4). We will adhere to this convention in the subsequent
presentation. Furthermore, θ(i)j,−j is an (ni − 1)× 1 vector
constructed from θ(i)j by excluding its j
th component, and√
xi,−j is constructed by taking the square root of each
component of xi,−j . Finally,
A˜ni
(
θ
(i)
j
)
:=
log
∑
x∈Rni
exp
[(
θ
(i)
jj + θ
(i)>
j,−j
√
xi,−j
)√
xij − log(xij ! )
]
,
(8)
which is a quantity that involves summing up infinitely many
terms, and in general cannot be further simplified, leading
to potential intractability in computing (8).
With the conditional distribution in (6) and letting M :=∑N
i=1 ni, the pseudo-likelihood problem for TPSQR is
given as:
max
ω,W
1
M
N∑
i=1
ni∑
j=1
log P
(
xij | xi,−j ;θ(i)j
)
. (9)
(9) is the maximization over all the conditional distributions
of all the count variables for all N personalized PSQRs
generated by the template. Therefore, it can be viewed as
a pseudo-likelihood estimation problem directly for ω and
W. However, solving the pseudo-likelihood problem in
(9) involves the predicament of computing the potentially
intractable (8), which motivates us to use Poisson pseudo-
likelihood as an approximation to (9).
4.2. Poisson Pseudo-Likelihood
Using the parameter vector θ(i)j , we define the conditional
distribution of xij given by xi,−j via the Poisson distribu-
tion as:
Pˆ
(
xij | xi,−j ;θ(i)j
)
∝
exp
[(
θ
(i)
jj + θ
(i)>
−j xi,−j
)
xij
]
xij !
. (10)
Notice the similarity between (6) and (10). We can de-
fine the sparse Poisson pseudo-likelihood problem simi-
lar to the original pseudo-likelihood problem by replacing
log P
(
xij | xi,−j ;θ(i)j
)
with log Pˆ
(
xij | xi,−j ;θ(i)j
)
:
max
ω,W
1
M
N∑
i=1
ni∑
j=1
log Pˆ
(
xij | xi,−j ;θ(i)j
)
−λ‖W‖1,1, (11)
where λ ≥ 0 is the regularization parameter, and the penalty
‖W‖1,1 :=
(p−1)p∑
i=1
L∑
j=1
|[W]ij |
is used to encourage sparsity over the template parame-
terization W that determines the interactions between the
occurrences of two distinct event types. As mentioned at the
end of Section 4.1, TPSQR learning is equivalent to learn-
ing a PSQR over the template parameterization. Therefore,
the sparsity penalty induced here is helpful to recover the
structure of the underlying graphical model.
The major advantage of approximating the original pseudo-
likelihood problem with Poisson pseudo-likelihood is the
gain in computational efficiency. Based on the construc-
tion in Geng et al. 2017, (11) can be formulated as an
l1-regularized Poisson regression problem, which can be
solved much more efficiently via many sophisticated algo-
rithms and their implementations (Friedman et al., 2010;
Tibshirani et al., 2012) compared to solving the original
problem that involves the potentially challenging computa-
tion for (8). Furthermore, in the subsequent section, we will
show that even though the Poisson pseudo-likelihood is an
approximation procedure to the pseudo-likelihood of PSQR,
under mild assumptions Poisson pseudo-likelihood is still
capable of recovering the structure of the underlying PSQR.
4.3. Sparsistency Guarantee
For the ease of presentation, in this section we will reuse
much of the notation that appears previously. The redefini-
tions introduced in this section only apply to the contents in
this section and the related proofs in the Appendix. Recall
at the end of Section 4.1, the pseudo-likelihood problem of
TPSQR can be viewed as learning a PSQR parameterized
by the template. Therefore, without loss of generality, we
will consider a PSQR over p count variables X = x ∈ Np
parameterized by a p × p symmetric matrix Θ∗, where
X :=
[
X1 X2 · · · Xp
]>
is the multivariate random
variable, and x is an assignment to X. We use ‖·‖∞ to
represent the infinity norm of a vector or a matrix. Let
X := {x1,x2, · · · ,xn} be a dataset with n independent and
identically distributed (i.i.d.) samples generated from the
PSQR. Then the joint probability distribution over x is:
P(x; Θ∗):= exp
[
p∑
j=1
θ∗jj
√
xij +
p−1∑
j=1
p∑
j′>j
θ∗jj′
√
xijxij′
−
p∑
j=1
log(xij ! )−A (Θ∗)
]
,
where A (Θ∗) is the log-partition function, and the corre-
sponding Poisson pseudo-likelihood problem is:
Θˆ := arg min
Θ
F (Θ) + λ‖Θ‖1,off, (12)
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where
F (Θ) :=
1
n
n∑
i=1
p∑
j=1
[
−(θjj + θ>j,−jxi,−j)xij
+ exp(θjj + θ
>
j,−jxi,−j)
]
,
(13)
and ‖Θ‖1,off represents imposing l1 penalty over all but the
diagonal components of Θ.
Sparsistency (Ravikumar et al., 2007) addresses whether Θˆ
can recover the structure of the underlying Θ∗ with high
probability using n i.i.d. samples. In what follows, we will
show that Θˆ is indeed sparsistent under mild assumptions.
We use E[·] to denote the expectation of a random variable
under P(x; Θ∗). The first assumption is about the bound-
edness of E[X], and the boundedness of the partial second
order derivatives of a quantity related to the log-partition
A (Θ∗). This assumption is standard in the analysis of
pseudo-likelihood methods (Yang et al., 2015a).
Assumption 1. ‖E[X]‖∞ ≤ C1 for some C1 > 0. Let
B(Θ,b) := log
∑
x∈Np
exp
[
p∑
j=1
θjj
√
xj + b
>x
+
p−1∑
j=1
p∑
j′>j
θjj′
√
xjxj′ −
p∑
j=1
log(xj ! )
]
.
For some C2 > 0, and ∀k ∈ [0, 1],
∀j ∈ {1, 2, · · · , p} , ∂
2B(Θ,0 + kej)
∂2bj
≤ C2,
where ej is the one-hot vector with the jth component as 1.
The following assumption characterizes the boundedness of
the conditional distributions given by the PSQR under Θ∗
and by the Poisson approximation using the same Θ∗.
Assumption 2. Let λ∗ij := exp
(
θ∗jj + θ
∗>
j,−jxi,−j
)
be the
mean parameter of a Poisson distribution. Then ∀i ∈
{1, 2 · · · , n} and ∀j ∈ {1, 2, · · · , p}, for some C3 > 0
and C4 > 0, we have that E [Xj | xi,−j ] ≤ C3 and∣∣λ∗ij − E [Xj | xi,−j ]∣∣ ≤ C4.
The third assumption is the mutual incoherence condition
vital to the sparsistency of sparse statistical learning with
l1-regularization. Also, with a slight abuse of notation, in
the remaining of Section 4.3 as well as in the corresponding
proofs, we should view Θ as a vector generated by stacking
up θjj′ ’s, where j ≤ j′, whenever it is clear from context.
Assumption 3. Let Θ∗ be given. Define the index sets
A :=
{
(j, j′) | θ∗jj′ 6= 0, j 6= j′, j, j′ ∈ {1, 2, · · · , p}
}
,
D := {(j, j) | j ∈ {1, 2, · · · , p}} , S := A ∪D,
I :=
{
(j, j′) | θ∗jj′ = 0, j 6= j′, j, j′ ∈ {1, 2, · · · , p}
}
.
Let H :=∇2F (Θ∗). Then for some 0 < α < 1 and C5 >
0, we have
∥∥HISH−1SS∥∥∞ ≤ 1 − α and ∥∥H−1SS∥∥∞ ≤ C5,
where we use the index sets as subscripts to represent the
corresponding components of a vector or a matrix.
The final assumption characterizes the second-order Taylor
expansion of F (Θ∗) at a certain direction ∆.
Assumption 4. Let R(∆) be the second-order Taylor ex-
pansion remainder of∇F (Θ) around Θ = Θ∗ at direction
∆ := Θ−Θ∗ (i.e.∇F (Θ) =∇F (Θ∗)+∇2F (Θ∗)(Θ−
Θ∗) +R(∆)), where ‖∆‖∞ ≤ r := 4C5λ ≤ 1C5C6 with
∆I = 0, and for some C6 > 0. Then ‖R(∆)‖∞ ≤
C6 ‖∆‖2∞.
With these mild assumptions, the sparsistency result is stated
in Theorem 1.
Theorem 1. Suppose that Assumption 1 - 4 are all
satisfied. Then, with probability of at least 1 −(
(exp (C1 + C2/2) + 8) p
−2 + p−1/C2
)
, Θˆ shares the
same structure with Θ∗, if for some constant C7 > 0,
λ ≥ 8
α
[
C3(3 log p+ log n) + (3 log p+ log n)
2
]√ log p
n
+ 8C4
(
C1 +
√
2 log p
n
)
α, λ ≤ C7
√
log5 p
n
,
r ≤ ‖Θ∗S‖∞ , and n ≥
(
64C7C
2
5C6/α
)2
log5 p.
We defer the proof of Theorem 1 to the Appendix. Note that
log5 p in Theorem 1 represents a higher sample complexity
compared to similar results in the analysis of Ising models
(Ravikumar et al., 2010). Such a higher sample complexity
intuitively makes sense since the multivariate count vari-
ables that we deal with are unbounded and usually heavy-
tailed, and we are also considering the Poisson pseudo-
likelihood approximation to the original pseudo-likelihood
problem induced by PSQRs. The fact that Poisson pseudo-
likelihood is a sparsistent procedure for learning PSQRs not
only provides an efficient approach to learn PSQRs with
strong theoretical guarantees, but also establishes a formal
correspondence between local Poisson graphical models
(LPGMs, Allen and Liu 2013) and PSQRs. This is because
Poisson pseudo-likelihood is also a sparsistent procedure
for LPGMs. Compared to PSQRs, LPGMs are more in-
tuitive yet less stringent theoretically due to the lack of a
joint distribution defined by the model. Fortunately, with
the guarantees in Theorem 1, we are able to provide some
reassurance for the use of LPGMs in terms of structure
recovery.
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Figure 2: Overall performance of TPSQR and MSCCS
measured by AUC among 300 different experimental con-
figurations for each of the two methods.
5. Adverse Drug Reaction Discovery
To demonstrate the capability of TPSQRs to capture tem-
poral relationships between different pairs of event types
in LED, we use ADR discovery from EHR as an example.
ADR discovery is the task of finding unexpected and nega-
tive incidents caused by drug prescriptions. In EHR, time-
stamped drug prescriptions as well as condition diagnoses
are collected from millions of patients. These prescriptions
of different drugs and diagnoses of different conditions can
hence be viewed as various event types in LED. Therefore,
using TPSQR, we can model whether the occurrences of a
particular drug k could elevate the possibility of the future
occurrences of a condition k′ on different time scales by
estimating wkk′ defined in (2). If an elevation is observed,
we can consider the drug k as a potential candidate to cause
condition k′ as an adverse drug reaction.
Postmarketing ADR surveillance from EHR is a multi-
decade research and practice effort that is of utmost im-
portance to the pharmacovigilance community (Bate et al.,
2018), with substantial financial and clinical implication for
health care delivery (Sultana et al., 2013). Various ADR dis-
covery methods have been proposed over the years (Harpaz
et al., 2012), and a benchmark task is created by the Obser-
vational Medical Outcome Partnership (OMOP, Simpson
2011) to evaluate the ADR signal detection performance of
these methods. The OMOP task is to identify the ADRs
in 50 drug-condition pairs, coming from a selective combi-
nation of ten different drugs and nine different conditions.
Among the 50 pairs, 9 of them are confirmed ADRs, while
the remaining 41 of them are negative controls.
A most successful ADR discovery method using EHR is
the multiple self-controlled case series (MSCCS, Simpson
et al. 2013), which has been deployed in real-world ADR
discovery related projects (Hripcsak et al., 2015). A rea-
son for the success of MSCCS is its introduction of fixed
effects to address the heterogeneity among different sub-
jects (e.g. patients in poorer health might tend to be more
likely to have a heart attack compared to a healthy person,
which might confound the effects of various drugs when
identifying drugs that could cause heart attacks as an ADR).
Therefore, when using TPSQR, we will also introduce fixed
effects to equip TPSQRs with the capability of addressing
subject heterogeneity. Specifically, we consider learning a
variant of (11):
max
α,ω,W
1
M
N∑
i=1
ni∑
j=1
log Pˆ
(
xij | xi,−j ;θ(i)j , αioij
)
−λ‖W‖1,1,
where α is the fixed effect parameter vector constructed
by αioij ’s that depicts the belief that different patients
could have different baseline risks of experiencing dif-
ferent types of events with Pˆ
(
xij | xi,−j ;θ(i)j , αioij
)
∝
exp
[(
αioij + θ
(i)>
−j xi,−j
)
xij
]
/xij !.
6. Experiments
In what follows, we will compare the performances of TP-
SQR, MSCCS, and Hawkes process (Bao et al., 2017) in the
OMOP task. The experiments are conducted using Marsh-
field Clinic EHRs with millions of drug prescription and
condition diagnosis events from 200,000 patients.
6.1. Experimental Configuration
Minimum Duration: clinical encounter sequences from
different patients might span across different time lengths.
Some have decades of observations in their records while
other might have records only last a few days. We therefore
consider minimum duration of the clinic encounter sequence
as a threshold to determine whether we admit a patient to the
study or not. In our experiments, we consider two minimum
duration thresholds: 0.5 year and 1 year.
Maximum Time Difference: for TPSQR, in (1), τL de-
termines the maximum time difference between the occur-
rences of two events within which the former event might
have nonzero influence on the latter event. We call τL the
maximum time difference to characterize how distant in
the past we would like to take previous occurrences into
consideration when modeling future occurrences. In our
experiments, we consider three maximum time differences:
0.5 year, 1 year, and 1.5 years. L = 3 and the correspond-
ing influence functions are chosen according to Bao et al.
2017. In MSCCS, a configuration named risk window serves
a similar purpose to the maximum difference in TPSQR. We
choose three risk windows according to Kuang et al. 2017 so
as to ensure that the both TPSQR and MSCCS have similar
capability in considering the event history on various time
scales.
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Regularization Parameter: we use l1-regularization for
TPSQR since it encourages sparsity, and the sparsity pat-
terns learned correspond to the structures of the graphi-
cal models. We use L2-regularization for MSCCS since it
yields outstanding empirical performance in previous stud-
ies (Simpson et al., 2013; Kuang et al., 2017). 50 regulariza-
tion parameters are chosen for both TPSQR and MSCCS.
To sum up, there are 2 × 3 × 50 = 300 experimental con-
figurations respectively for TPSQR and MSCCS.
6.2. Overall Performance
For each of the 300 experimental configurations for TPSQR
and MSCCS, we perform the OMOP task using our EHR
data. Both TPSQR and MSCCS can be implemented by
the R package glmnet (Friedman et al., 2010; Tibshirani
et al., 2012). We then use Area Under the Curve (AUC)
for the receiver operating characteristic curve to evaluate
how well TPSQR and MSCCS can distinguish actual ADRs
from negative controls under this particular experimental
configuration. The result is 300 AUCs corresponding to
the total number of experimental configurations for each of
the two methods. For TPSQR, since the effect of drug k
on condition k′ is estimated over different time scales via
wkk′ , the score corresponding to this drug-condition pair
used to calculate the AUC is computed by the average over
all the components of wkk′ . For MSCCS, AUC is computed
according to Kuang et al. 2017. Figure 2 presents the his-
togram of these two sets of 300 AUCs. The contrast in the
performances between TPSQR and MSCCS is obvious. The
distribution of TPSQR shifts substantially towards higher
AUC values compared to the distribution of MSCCS. There-
fore, the overall performance of TPSQR is superior to that
of MSCCS in the OMOP task under various experimental
configurations in question. As a matter of fact, the top per-
forming TPSQR model reaches an AUC of 0.91, as opposed
to 0.77 for MSCCS. Furthermore, the majority of TPSQRs
have higher AUCs even compared to the MSCCS model
that has the best AUC. We also contrast the performance
of TPSQR with the Hawkes process method in Bao et al.
2017, whose best AUC is 0.84 under the same experiment
configurations.
6.3. Sensitivity Analysis and Model Selection
To see how sensitive the performance of TPSQR is for differ-
ent choices of experimental configurations, we compute the
percentage of TPSQRs with a given minimum duration and
a given maximum time difference design that are better than
the best MSCCS model (with an AUC of 0.77). The results
are summarized in Figure 3. As can be seen, the percentage
of better TPSQRs is consistently above 80% under various
scenarios, suggesting the robustness of TPSQRs to various
experimental configurations. Given a fixed minimum du-
ration and a fixed maximum time difference, we conduct
model selection for TPQSRs by the Akaike information cri-
terion (AIC) over the regularization parameters. The AUC
of the selected models are summarized in Figure 4. Note
that under various fixed minimum duration and maximum
time difference designs, AIC is capable of selecting models
with high AUCs. In fact, all the models selected by AIC
have higher AUCs than the best performer of MSCCS. This
phenomenon demonstrates that the performance of TPSQR
is consistent and robust with respect to the various choices
of experimental configurations.
7. Conclusion
We propose TPSQRs, a generalization of PSQRs for the tem-
poral relationships between different event types in LED.
We propose the use of Poisson pseudo-likelihood approxi-
mation to solve the pseudo-likelihood problem arising from
PSQRs. The approximation procedure is extremely efficient
to solve, and is sparsistent in recovering the structure of the
underlying PSQR. The utility of TPSQR is demonstrated
using Marshfield Clinic EHRs for adverse drug reaction
discovery.
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8. Appendix
We prove Theorem 1 in this section. Since the proof is technical and lengthy, for the clarity of presentation, we organize the
proof as follows. To begin with, in Section 8.1, we review two standard concentration inequalities, the Chernoff inequality
and the Hoeffding inequality, which will be used to prove some technical lemmas. We then present and prove these technical
lemmas in Section 8.2. These technical lemmas are subsequently used to validate some auxiliary results, which are presented
in Section 8.3. Finally, we prove Theorem 1 based on these auxiliary results.
8.1. Concentration Inequalities
Lemma 1 (Hoeffding Inequality). Let X1, X2, · · · , Xn be n i.i.d. random variables drawn from the distribution D, with
0 ≤ Xi ≤ a, ∀i ∈ {1, 2, · · · , n}. Let X¯ := 1n
∑n
i=1Xi. Then, for any t > 0,
P(
∣∣X¯ − E[X¯]∣∣ ≥ t) ≤ 2 exp(−2nt2
a2
)
.
Lemma 2 (Chernoff Inequality). Let X1, X2, · · · , Xn be n random variables and let X :=
∑n
i=1Xi. Then, for any t > 0,
P(X ≥ ) ≤ exp(−t)E
[
exp
(
n∑
i=1
tXi
)]
. (14)
Furthermore, if Xi’s are independent, then
P(X ≥ ) ≤ min
t>0
exp(−t)
n∏
i=1
E [exp(tXi)] . (15)
8.2. Technical Lemmas
We use ‖·‖max to represent the max norm of a matrix, which is equal to the maximum of the absolute value of all the
elements in the matrix.
Lemma 3. Let X be given. Suppose that 0 < maxi,i′∈{1,2,···,n}‖xix>i′ ‖max < 2. Then,
P
(
max
j 6=j′,j 6=j′,j,j′∈{1,2,···,p}
|EX[XjXj′ ]− E[XjXj′ ]| ≥ 2
√
log p
n
)
≤ 2 exp(−2 log p).
Proof. Since 0 < maxi,i′∈{1,2,···,n}‖xix>i′ ‖max < 2, we let a = 2 and t = 2
√
log p
n in Lemma 1 to yield the result.
Lemma 4. Let X be given. Suppose that 0 < maxi∈{1,2,···,n}‖xi‖∞ < . Then,
P
(
max
j∈{1,2,···,p}
|EX[Xj ]− E[Xj ]| ≥ 
√
log p
n
)
≤ 2 exp(−2 log p).
Proof. Since 0 < maxi∈{1,2,···,n}‖xi‖∞ < , we let a =  and t = 
√
log p
n in Lemma 1 to yield the result.
Lemma 5. Let X be given. Suppose that 0 < maxi∈{1,2,···,n}‖xi‖∞ < . Then,
P
(
max
j,j′∈{1,2,···,p}
|EX[E[XjXj′ |X−j ]]− E[E[XjXj′ |X−j ]]| ≥ C3
√
log p
n
)
≤ 2 exp(−2 log p).
Proof. Since 0 < maxi∈{1,2,···,n}‖xi‖∞ <  andE[Xj |xi,−j ] ≤ C3 by Assumption 2, we have that 0 < E[XjXj′ |xi,−j ] ≤
C3. Therefore, we let a = C3 and t = C3
√
log p
n in Lemma 1 to yield the result.
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Remark
The subtlety of the definitions of C3 and C4 in Assumption 2, as well as the notion of  in Lemma 3, Lemma 4, and Lemma 5
should be noted. Formally, the n data points x1, x2, · · ·, xn in X can be viewed as assignments to the corresponding random
variables X(1), X(2), · · ·, X(n) following the PSQR parameterized by Θ∗. In Assumption 2, we are interested in a set
X ⊆ Np, such that ∀i ∈ {1, 2, · · · , n} and ∀j ∈ {1, 2, · · · , p},
max
X(i)∈X
E
[
Xj |X(i)−j
]
≤ C3 and max
X(i)∈X
∣∣∣λ∗ij − E [Xj |X(i)−j]∣∣∣ ≤ C4.
In Lemma 3, Lemma 4, and Lemma 5, we are interested in a set X ⊆ Np, such that ∀i, i′ ∈ {1, 2, · · · , n}, where i 6= i′,
0 < max
X(i),X(i′)∈X
‖X(i)X(i′)>‖max < 2 and 0 < max
X(i)∈X
‖X(i)‖∞ < .
Also, implicitly, we have that xi ∈ X , ∀i ∈ {1, 2, · · · , n}.
Lemma 6. Let X be given. Then,
P
(
max
j∈{1,2,···,p}
|EX[E[Xj |X−j ]]− E[E[Xj |X−j ]]| ≥ C3
√
log p
n
)
≤ 2 exp(−2 log p).
Proof. Since E[Xj | xi,−j ] ≤ C3 by Assumption 2, we have that 0 < E[Xj | xi,−j ] ≤ C3. Therefore, we let a = C3 and
t = C3
√
log p
n in Lemma 1 to yield the result.
Lemma 7. Let X be a random vector drawn from a PSQR distribution parameterized by Θ∗. Suppose that {x1,x2, · · ·xn}>
is the set of n i.i.d. samples of X. Given j ∈ {1, 2, · · · , p}, 1 := 3 log p+ log n, and 2 := C1 +
√
2 log p
n ,
P (Xj ≥ 1) ≤ exp(C1 + C2/2− 1), and P
(
1
n
n∑
i=1
xij ≥ 2
)
≤ exp
[
−n(2 − C1)
2
2C2
]
.
Proof. We start with proving the first inequality. To this end, consider the following equation due to Taylor expansion:
logE [exp(Xj)] =B(Θ∗,0 + ej)−B(Θ∗,0) =∇>B(Θ∗,0)ej + 1
2
e>j ∇2B(Θ∗, kej)ej
=E[Xj ] +
1
2
∂2
∂b2j
B(Θ∗,0 + kej) ≤ C1 + C2/2,
(16)
where k ∈ [0, 1], ej is a vector whose jth component is one and zeros elsewhere, and the last inequality is due to
Assumption 1. Then, let t = 1 and X = Xj in Lemma 2,
P (Xj ≥ 1) = exp(−1)E [exp(Xj)] ≤ exp(C1 + C2/2− 1).
Now, we prove the second bound. For any 0 < a < 1 and some k ∈ [0, 1], with Taylor expansion,
logE [exp(aXi)] =B(Θ∗,0 + aej)−B(Θ∗,0) = a∇>B(Θ∗,0)ej + a
2
2
e>j ∇2B(Θ∗,0 + akej)ej
=aE(Xj) +
a2
2
∂2
∂b2j
B(Θ∗,0 + akej) ≤ aC1 + a
2
2
C2,
(17)
where the last inequality is due to Assumption 1. Then, following the proof technique above, we have
P
(
1
n
n∑
i=1
Xi ≥ 2
)
=P
(
n∑
i=1
Xi ≥ n2
)
≤ min
t>0
exp(−tn2)
n∏
i=1
E [exp (tXi)]
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≤min
t>0
exp(−tn2)
n∏
i=1
exp
(
C1t+
C2
2
t2
)
= min
t>0
exp
[
(C1 − 2)nt+ nC2
2
t2
]
≤ exp
[
−n(2 − C1)
2
2C2
]
,
where the minimum is obtained when t = 2−C1C2 , and we have used the fact that 2 > C1.
8.3. Auxiliary Results
Lemma 8. Let r := 4C5λ. Then with probability of at least 1 −
(
(exp (C1 + C2/2) + 8) p
−2 + p−1/C2
)
, the following
two inequalities simultaneously hold:
‖∇F (Θ∗)‖∞ ≤ 2
[
C3(3 log p+ log n) + (3 log p+ log n)
2
]√ log p
n
+ 2C4
(
C1 +
√
2 log p
n
)
, (18)
‖Θ˜S −Θ∗S‖∞ ≤ r. (19)
Proof. We prove (18) and (19) in turn.
PROOF OF (18)
To begin with, we prove (18). By the definition of F in (13), for j < j′, the derivative of F (Θ∗) is:
∂F (Θ∗)
∂θjj′
=
1
n
n∑
i=1
[−xij′xij + λ∗ijxij′ − xijxij′ + λ∗ij′xij] = −2EX[XjXj′ ] + 1n
n∑
i=1
λ∗ijxij′ +
1
n
n∑
i=1
λ∗ij′xij . (20)
and
∂
∂θjj
F (Θ∗) =
1
n
n∑
i=1
[−xij + λ∗ij] = −EX[Xj ] + 1n
n∑
i=1
λ∗ij , (21)
where EX[XjXj′ ] := 1n
∑n
i=1 xijxij′ and EX[Xj ] :=
1
n
∑n
i=1 xij are the expectations of XjXj′ and Xj over the empirical
distribution given by the dataset X.
Then, by defining E[XjXj′ ] as the expectation of the multiplication of two components of an multivariate square root
Poisson random vector whose distribution is parameterized by Θ∗, and by Assumption 2, (20) can be controlled via∣∣∣∣ ∂∂θjj′ F (Θ∗)
∣∣∣∣ =
∣∣∣∣∣ 1n
n∑
i=1
λ∗ijxij′ − E[XjXj′ ] +
1
n
n∑
i=1
λ∗ij′xij − E[XjXj′ ] + 2E[XjXj′ ]− 2EX[XjXj′ ]
∣∣∣∣∣
≤
∣∣∣∣∣ 1n
n∑
i=1
λ∗ijxij′ − E[XjXj′ ]
∣∣∣∣∣+
∣∣∣∣∣ 1n
n∑
i=1
λ∗ij′xij − E[XjXj′ ]
∣∣∣∣∣+ 2|EX[XjXj′ ]− E[XjXj′ ]|
=
∣∣∣∣∣ 1n
n∑
i=1
(
E[Xj |X−j = xi,−j ] + λ∗ij − E[Xj |X−j = xi,−j ]
)
xij′ − E[XjXj′ ]
∣∣∣∣∣
+
∣∣∣∣∣ 1n
n∑
i=1
(
E[Xj′ |X−j′ = xi,−j′ ] + λ∗ij′ − E[Xj′ |X−j′ = xi,−j′ ]
)
xij − E[XjXj′ ]
∣∣∣∣∣
+2|EX[XjXj′ ]− E[XjXj′ ]|
≤
∣∣∣∣∣ 1n
n∑
i=1
(E[Xj |X−j = xi,−j ])xij′ − E[XjXj′ ]
∣∣∣∣∣+ 1n
n∑
i=1
∣∣λ∗ij − E[Xj |X−j = xi,−j ]∣∣xij′
+
∣∣∣∣∣ 1n
n∑
i=1
(E[Xj′ |X−j′ = xi,−j′ ])xij − E[XjXj′ ]
∣∣∣∣∣+ 1n
n∑
i=1
∣∣λ∗ij′ − E[Xj′ |X−j′ = xi,−j′ ]∣∣xij
+2|EX[XjXj′ ]− E[XjXj′ ]|
Temporal Poisson Square Root Graphical Models
≤
∣∣∣∣∣ 1n
n∑
i=1
E[Xj |X−j = xi,−j ]xij′ − E[XjXj′ ]
∣∣∣∣∣+
∣∣∣∣∣ 1n
n∑
i=1
E[Xj′ |X−j′ = xi,−j′ ]xij − E[XjXj′ ]
∣∣∣∣∣
+2|EX[XjXj′ ]− E[XjXj′ ]|+ C4(EX[Xj ] + EX[Xj′ ])
=
∣∣∣∣∣ 1n
n∑
i=1
E[XjXj′ |X−j = xi,−j ]− E[XjXj′ ]
∣∣∣∣∣+
∣∣∣∣∣ 1n
n∑
i=1
E[XjXj′ |X−j′ = xi,−j′ ]− E[XjXj′ ]
∣∣∣∣∣
+2|EX[XjXj′ ]− E[XjXj′ ]|+ C4(EX[Xj ] + EX[Xj′ ])
=2|EX[E[XjXj′ |X−j ]]− E[XjXj′ ]|+ 2|EX[XjXj′ ]− E[XjXj′ ]|+ C4(EX[Xj ] + EX[Xj′ ])
=2|EX[E[XjXj′ |X−j ]]− E[E[XjXj′ |X−j ]]|+ 2|EX[XjXj′ ]− E[XjXj′ ]|+ C4(EX[Xj ] + EX[Xj′ ]),
where we have used the law of total expectation in the last equality.
Similarly, (21) can be controlled via∣∣∣∣ ∂∂θjj F (Θ∗)
∣∣∣∣ =
∣∣∣∣∣−EX[Xj ] + 1n
n∑
i=1
λ∗ij
∣∣∣∣∣ =
∣∣∣∣∣−EX[Xj ] + 1n
n∑
i=1
(
E[Xj |X−j = xi,−j ] + λ∗ij − E[Xj |X−j = xi,−j ]
)∣∣∣∣∣
=
∣∣∣∣∣−EX[Xj ] + E[Xj ]− E[Xj ] + EX[E[Xj |X−j ]] + 1n
n∑
i=1
(
λ∗ij − E[Xj |X−j = xi,−j ]
)∣∣∣∣∣
≤|EX[E[Xj |X−j ]]− E[Xj ]|+ |EX[Xj ]− E[Xj ]|+ C4
=|EX[E[Xj |X−j ]]− E[E[Xj |X−j ]]|+ |EX[Xj ]− E[Xj ]|+ C4.
We define four events:
E1 :=
{
max
j 6=j′,j,j′∈{1,2,···,p}
∣∣∣∣ ∂∂θjj′ F (Θ∗)
∣∣∣∣ ≥ 2(C31 + 21)
√
log p
n
+ 2C42
}
,
E2 :=
{
max
j∈{1,2,···,p}
∣∣∣∣ ∂∂θjj F (Θ∗)
∣∣∣∣ ≥ (C3 + 1)
√
log p
n
+ C4/n
}
,
E3 :=
{
0 < max
i∈{1,2,···,n}
‖xi‖∞ < 1
}
, and E4 :=
{
0 < max
j∈{1,2,···,p}
EX[Xj ] < 2
}
,
where 1 := 3 log p + log n and 2 := C1 +
√
2 log p
n are defined in Lemma 7. By Lemma 3, Lemma 4, Lemma 5 and
Lemma 6, it follows that
P(E1 | E3, E4) ≤ 4 exp(−2 log p) and P(E2 | E3, E4) ≤ 4 exp(−2 log p). (22)
Therefore,
P(E1 ∪ E2) =P(E1 ∪ E2 | E3, E4)P(E3, E4) + P(E1 ∪ E2 | Ec3, E4)P(Ec3, E4)
+P(E1 ∪ E2 | E3, Ec4)P(E3, Ec4) + P(E1 ∪ E2 | Ec3, Ec4)P(Ec3, Ec4)
≤P(E1 | E3, E4) + P(E2 | E3, E4) + P(Ec3, E4) + P(E3, Ec4) + P(EC3 , Ec4)
≤P(E1 | E3, E4) + P(E2 | E3, E4) + P(Ec3) + P(Ec4)
≤8 exp(−2 log p) + exp(C1 + C2/2− 1)np+ exp
[
−n(2 − C1)
2
2C2
]
=8 exp(−2 log p) + exp(C1 + C2/2)
p2
+ p−
1
C2 ,
(23)
where the superscript c over an event represents the complement of that event, and the last inequality is due to (22) and
Lemma 7. Also notice that by the definitions of E1 and E2,
2(C31 + 
2
1)
√
log p
n
+ 2C42 > (C3 + 1)
√
log p
n
+ C4/n.
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Therefore, with probability of 1− P(E1 ∪ E2) ≥ 1−
(
(exp (C1 + C2/2) + 8) p
−2 + p−1/C2
)
, neither E1 nor E2 occurs,
and hence
‖∇F (Θ∗)‖∞ ≤2(C31 + 21)
√
log p
n
+ 2C42
=2
[
C3(3 log p+ log n) + (3 log p+ log n)
2
]√ log p
n
+ 2C4
(
C1 +
√
2 log p
n
)
.
PROOF OF (19)
Then, we study (19). We consider a map defined as G(∆S) := −H−1SS
[
∇SF (Θ∗ + ∆S) + λZˆS
]
+ ∆S . If ‖∆‖∞ ≤ r,
by Taylor expansion of∇SF (Θ∗ + ∆) centered at∇SF (Θ∗),
‖G(∆S)‖∞=
∥∥∥−H−1SS [∇SF (Θ∗) + HSS∆S +RS(∆) + λZˆS]+∆S∥∥∥∞= ∥∥∥−H−1SS (∇SF (Θ∗) +RS(∆) + λZˆS)∥∥∥∞
≤∥∥H−1SS∥∥∞ (‖∇SF (Θ∗)‖∞ + ‖RS(∆)‖∞ + λ‖ZˆS‖∞) ≤ (C5(λ+ C6r2 + λ) = C5C6r2 + 2C5λ,
where the inequality is due to ‖∇SF (Θ∗)‖∞ ≤ λ conditioning on Ec1 ∩ Ec2 and according to (18). Then, based on the
definition of r, we can derive the upper bound of ‖G(∆S)‖∞ as ‖G(∆S)‖∞ ≤ r/2 + r/2 = r.
Therefore, according to the fixed point theorem (Ortega and Rheinboldt, 2000; Yang and Ravikumar, 2011), there exists
∆S satisfying G(∆S) = ∆S , which indicates ∇SF (Θ∗ + ∆) + λZˆS = 0. Considering that the optimal solution
to (25) is unique, ∆˜S = ∆S , whose infinite norm is bounded by ‖∆˜S‖∞ ≤ r , with probability larger than 1 −(
(exp (C1 + C2/2) + 8) p
−2 + p−1/C2
)
.
Lemma 9. Let Θˆ be an optimal solution to (12), and Zˆ be the corresponding dual solution. If Zˆ satisfies ‖ZˆI‖∞ < 1, then
any given optimal solution to (12) Θ˜ satisfies Θ˜I = 0. Moreover, if HSS is positive definite, then the solution to (12) is
unique.
Proof. Specifically, following the same rationale as Lemma 1 in Wainwright 2009, Lemma 1 in Ravikumar et al. 2010, and
Lemma 2 in Yang and Ravikumar 2011, we can derive Lemma 9 characterizing the optimal solution of (12).
8.4. Proof of Theorem 1
The proof follows the primal-dual witness (PDW) technique, which is widely used in this line of research (Wainwright,
2009; Ravikumar et al., 2010; Yang and Ravikumar, 2011; Yang et al., 2015a). Specifically, by Lemma 9, we can prove the
sparsistency by building an optimal solution to (12) satisfying ‖ZˆI‖∞ < 1, which is summarized as strict dual feasibility
(SDF). To this end, we apply PDW to build a qualified optimal solution with the assumption that HSS is positively definite.
SOLVE A RESTRICTED PROBLEM
First of all, we derive the KKT condition of (12):
∇F (Θˆ) + λZˆ = 0. (24)
To construct an optimal optimal primal-dual pair solution, we define Θ˜ as an optimal solution to the restricted problem:
Θ˜ := min
Θ
F (Θ) + λ‖Θ‖1, (25)
with ΘI = 0, where Θ˜ is unique according to Lemma 9 with the assumption that HSS  0. Denote the subgradient
corresponding to Θ˜ as Z˜. Then (Θ˜, Z˜) is optimal for the restricted problem (25). Therefore, Z˜S can be determined
according to the values of Θ˜S via the KKT conditions of (25). As a result,
∇SF (Θ˜) + λZ˜S = 0, (26)
where ∇S represents the gradient components with respect to S. Furthermore, by letting Θˆ = Θ˜, we determine Z˜I
according to (24). It remains to show that Z˜I satisfies SDF.
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CHECK SDF
Now, we demonstrate that Θ˜ and Z˜ satisfy SDF. By (26), and by the Taylor expansion of∇SF (Θ˜), we have that
HSS∆˜S +∇SF (Θ∗) +RS(∆˜) + λZ˜S = 0⇒ ∆˜S = H−1SS
[
−∇SF (Θ∗)−RS(∆˜)− λZ˜S
]
, (27)
where ∆˜ := Θ˜ −Θ∗, RS(∆˜) represents the components of R(∆) corresponding to S, and we have used the fact that
HSS is positive definite and hence invertible. By the definition of Θ˜ and Z˜,
∇F (Θ˜) + λZ˜ = 0⇒∇F (Θ∗) + H∆˜ +R(∆˜) + λZ˜ = 0⇒∇IF (Θ˜) + HIS∆˜S +RI(∆˜) + λZ˜I = 0, (28)
where RI(∆˜) represents the components of R(∆) corresponding to I , and we have used the fact that ∆˜I = 0 because
Θ˜I = Θ
∗ = 0. As a result,
λ‖Z˜I‖∞ =‖−HIS∆˜S −∇IF (Θ∗)−RI(∆˜)‖∞
≤
∥∥∥HISH−1SS [−∇SF (Θ∗)−RS(∆˜)− λZ˜S]∥∥∥∞ + ‖∇IF (Θ∗) +RI(∆˜)‖∞
≤∥∥HISH−1SS∥∥∞ ∥∥∥∇SF (Θ∗) +RS(∆˜)∥∥∥∞ + ∥∥HISH−1SS∥∥∞ ∥∥∥λZ˜S∥∥∥∞ + ‖∇IF (Θ∗) +RI(∆˜)‖∞
≤(1− α)
(
‖∇SF (Θ∗)‖∞ + ‖RS(∆˜)‖∞
)
+ (1− α)λ+
(
‖∇IF (Θ∗)‖∞ + ‖RI(∆˜)‖∞
)
≤(2− α)
(
‖∇F (Θ∗)‖∞ + ‖R(∆˜)‖∞
)
+ (1− α)λ, (29)
where we have used (27) in the first inequality, and the third inequality is due to Assumption 3.
With (29), it remains to control ‖∇F (Θ∗)‖∞ and ‖R(∆˜)‖∞. On one hand, according to Lemma 8 and the assumption on
λ in Theorem 1, ‖∇F (Θ∗)‖∞ ≤ 2
[
3C3 log p+ C3 log n+ (3 log p+ log n)
2
]√
log p
n + 2C4
(
C1 +
√
2 log p
n
)
≤ αλ4 ,
with probability larger than 1− ((exp (C1 + C2/2) + 8) p−2 + p−1/C2).
On the other hand, according to Assumption 4 and Lemma 8,
‖R(∆˜)‖∞ ≤ C6‖∆‖2∞ ≤ C6r2 ≤ C6(4C5λ)2 = λ
64C25C6
α
αλ
4
≤
C7
√
log5 p
n
 64C25C6
α
αλ
4
, (30)
where in the last inequality we have used the assumption λ ∝
√
log5 p
n in Theorem 1, and hence there exists C7 satisfying
λ ≤ C7
√
log5 p
n . Therefore, when we choose n ≥
(
64C7C
2
5C6/α
)2
log5 p as assumed in Theorem 1, then from (30), we
can conclude that ‖R(∆˜)‖∞ ≤ αλ4 . As a result, λ‖ZˆI‖∞ can be bounded by λ‖Z˜I‖∞ < αλ/2 + αλ/2 + (1− α)λ = λ.
Combined with Lemma 9, we demonstrate that any optimal solution of (12) satisfies Θ˜I = 0. Furthermore, (19) controls
the difference between the optimal solution of (12) and the real parameter by ‖∆˜S‖∞ ≤ r, by the fact that r ≤ ‖Θ∗S‖∞ in
Theorem 1, ΘˆS shares the same sign with Θ∗S .
8.5. Details of the ADR Experiments
In this section, we provide more details regarding the parameter selection of the proposed method in the ADR application
discussed in Section 6. More specifically, to achieve better performance, several empirical design chocies are made.
8.5.1. FUTURE EFFECTS DISCOUNT
To start with, we formulate the Poisson pseudo-likelihood for the ADR application. Assume patient i with ti :=[
ti1 ti2 · · · tini
]>
, oi :=
[
oi1 oi2 · · · oini
]>
, and xi :=
[
xi1 xi2 · · · xini
]>
. Following the analysis in Section 4,
the Poisson pseudo-likelihood method is equivalent to ni Poisson regressions. For the jth regression (j ∈ [ni]), the response
is xij , the covariates are
φ(|ti1 − tij |)xi1,φ(|ti2 − tij |)xi2, · · · ,φ(|tij−1 − tij |)xij−1,φ(|tij+1 − tij |)xij+1, · · · ,φ(|ti1 − tini |)xini ,
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and the parameters are ω and w defined in (3). As a result, for N observed patients, the maximal Poisson pseudo-likelihood
estimator proposed is equivalent to the solution to the
∑N
i=1 ni regressions formulated above.
When implementing the proposed Poisson pseudo-likelihood method for the ADR application, the performance can benefit
from penalizing the effect from future events to previous ones, denoted by φ(|tij′ − tij |)xij′ , with tij′ > tij . Therefore, we
include two hyperparameters λ1 and λ2 to discount the effects of φ(|tij′ − tij |)xij′ . Specifically, the discount to the future
effects is two fold:
• The time-threshold for the influence function is multiplied by λ1, which is equivalent to assuming that the future events
have shorter effects to previous ones.
• φ(|tij′ − tij |)xij′ is directly multiplied by λ2, to decrease the effects.
8.5.2. DATA PRE-PROCESSING FOR x
In the EHR dataset for the ADR application, x contains lots of 0 components, since consequent repeated medical events are
often not recorded in the EHR dataset. The effects of events recorded only once in the dataset are not properly addressed
when the corresponding covariates are directly defined as 0, following the data aggregation procedure in Section 2.2. To
deal with this, we add 1 to all the defined x, which omits the 0 components without changing the relative order of the
components of x. Also, it should be noticed that this phenomenon is especially significant in EHR datasets, and thus may
not be generalized to other applications.
8.5.3. OCCURRENCE TIME AMBIGUITY
Another challenge caused by the EHR data is the occurrence time ambiguity: the occurrence time in the EHR data is
often not accurate, which especially causes problems in the data aggregation process in Section 2.2. Specifically, the data
aggregation method proposed relies on the occurrence order of events to be able to determine consecutive occurrences, and
to aggregate them to one group. Due to the inaccurate occurrence time of in EHR, the proposed aggregation tends to miss to
aggregate consecutive occurrences.
To solve this problem, we introduce the time ambiguity parameter Tambiguity denoting the time ambiguity the user choose
tolerate when aggregating same-type observations. Specifically, if we observe a sequence of events like {A,B,A,A,A}
and the occurrence time between the first A and B is less than Tambiguity , we will still treat the observed A’s as consecutive
occurrences and aggregate them to the first A. In other words, we cannot determine whether the occurrence order of the first
A and B is true, since their occurrence time is too close. We choose to still conduct the aggregation and the tolerate this as a
occurrence time ambiguity.
8.5.4. EXTRA EXPERIMENT RESULTS
With the aforementioned techniques, we select the future discount as λ1 = λ2 = 0.1, and the time ambiguity parameter
as Tambiguity = 175. Also, for the data pre-processing, we choose the minimum duration as 1000, and the maximum
time difference as 1500 (with the unit as one third of a day). We define the influence function with L = 3. Then, the
AUC achieved by the regularization parameters selected by AIC reaches 0.8965. Note that although further optimizing
the hyper parameters can lead to even higher AUCs, such results may be under the risk of over fitting. Developing better
hyperparameter selection procedures will be an interesting direction for future work.
