In this paper we propose a novel structure of interconnection networks for middle size of data center, called TDNode. TDNode is a recursively defined using transversal design theory as its underlying structure. The structure can be implemented by commercial low end switches, while it still keeps high performance. TDNode has suitable networks diameter and provides multi-path routing. In contrast to traditional structures, TDNode extends smoothly. Hence TDNode meets the demand of data center in efficient, scaling, reliability and stability.
INTRODUCTION
Data center is a huge set of servers connected by networking devices and welldesign interconnect networks. It provides services of storage, computing, web applications, and so on. Nowadays, data centers are the basic facilities of cloud computing, big data and commercial services. Meanwhile, comparing to the manner of working on independent personal computer and communication via networks, data center has advantages of saving cost and high resource utilization, and largely used in variously scale enterprises and organizations. With the development of the applications operating on data center, new requirements are raised. The owner of the data center hopes to build a large scale date center with high networking bandwidth, high robust, low cost and energy efficient. ________________________ An interconnection network of data center carries different kinds of communications between servers. They may be unicast, multicast (DFS [1] ), broadcast and all-to-all (MapReduce [2] ) communications. The traditional interconnection networks were designed for parallel computing system or multiprocessor system. Usually, the interconnection networks are organized as a tree structure. The root node, however, will become the bottleneck which may lead to single point fault. Fat-tree structure [3, 4] improves it. But fat-tree needs high performance switches nearby the root node, which increases the cost and limits the amount of servers.
Some works designed interconnection networks of data center using existing graphs directly，like Butterfly [5] , Hypercube [6] , Hyperbus [7] , De Bruijn [8] and so on. The underlying graph, however, limits the size of structure. These structures cannot scale out without changing the links nor affecting the original servers.
A data center has a lot of distinct requirements. The interconnection network of a data center has to include tens of thousands of servers, and provide efficient and reliable communication. Precisely, the topology of a data center networks has to have a short diameter, multi paths for a pair of servers, and can be scale out dynamically and smoothly, which provides a challenge. In this paper, we proposed a novel interconnection network called TDNode to meet all these goals.
The rest of paper is organized as follow. Section 2 introduces the basic definitions about block design and transversal design. In section 3, we propose a novel topology of interconnection networks based on transversal design. We discuss the properties of our structure in section 4. And we conclude the paper in the last section.
PRELIMINARY
An interconnection network can be abstracted into two sets, one set includes all servers, named as A. And another set includes some subsets of set A, named as B. The servers in the same subset are connected by the same one switch. Therefore the elements of set B denote the way the servers connected to each other. Hence, the set B decides the topology of an interconnection networks.
Actually, the issue of designing a data center interconnection networks can be resolved into the partition of a set. And we can exploit a block design based method to optimize the partition in this paper.
Block Design
Combinatorial design [9] gives a way to decide the subsets from a finite set with special conditions. And these conditions include the number of set, the number of subset, the members of subset, and the intersections of subset and so on. Block design is one kind of particular and important combinatorial design.
A combinatorial design is defined on a finite set X, where each elements x i is called variety. All varieties are partition into one or many subset of X. Hence we use B to denote the collection of subset, where the elements b i of B is called a block. The number of blocks that a variety appears is the valence of a variety, and the number of any pair of varieties appears is the covalence of that pair of varieties.
Tow conditions should be satisfied in a regular design: (i) All blocks have the same size of k, where ≥ 2.
All varieties have the same valence of r, the r is also called replication number. If we let v represent the number of varieties, then = . If all varieties appear in the same block, the block is a complete block. In another word, a design is incomplete if it has at least one incomplete block. In an incomplete design, the covalence of a pair of varieties (p, q) is λ pq . If each pair of varieties has the same covalence λ, we pronounce a design is balanced, and λ is called the index of the design.
A block design is actually a balanced incomplete block design, abbr BIBD. It can be represented by a five-tuple (v, b, r, k, λ). And in a BIBD-(v, b, r, k, λ), it has ( − 1) = ( − 1).
Transversal Design
A transversal design [9, 10] is consisted of three parts, which are X, G and B, where X is a finite set of vertices, G is a group of partitions on X, and B is a set of subsets from X. Via the partitions G, the elements of X are divided equally into k groups and each group has n elements. In addition, a transversal design satisfied the follow conditions:
Any subset b of B and any group G i have || ∩ || = 1.
Every pair of elements, (p, q) where p and q belong to different groups, are included in exactly one subset of B. Basing on the above three conditions, we can denote a transversal design with TD (k, n). A TD(k, n) contains k*n elements. The elements of TD(k, n) are divided into k groups with uniform size of n, and n 2 blocks with uniform size of k.
THE STRUCTURE OF TDNODE
In this section we describe our TDNodenet works. The TDNode networks are built recursively, and transversal design is used as its underlying structure.
Firstly, we select an initial transversal design with parameters of (k 0 , n 0 ). Therefore, k 0 *n 0 servers can be organized into k 0 groups according to the G of transversal design we selected, and every n 0 servers which are include in the same group are connected by one switch directly. Each group is called a TDNode 0 which is the basic unit to construct the TDNode 1 .
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If we consider TDNode 0 as a group of transversal design, we can construct the links between servers that belong to different groups according the collection of subsets of the transversal design. Hence, a TDNode 1 is built by connecting different groups to each other via deploying the switch referring to the subsets of B. Figure 1 illustrates the detail of a TDNode 1 networks with parameters of (4, 3) .
In order to build TDNode 2 networks, we let the TDNode 1 be the basic unit and connect them according to the transversal design with parameters of (k 1, n 1 ), where k 1 = k 0 and n 1 =k 0* n 0 . It means that all servers in a TDNode 1 are considered as a group in the TDNode 2 according to TD( , ). And different TDNode 1 s are combined together referring to the B of TD ( , ). For constructing a higher level network TDNode l-1 , we define the structure recursively. Considering a TDNode l-1 as the basic unit, all TDNode l-1 combine together according to the B of TD ( , ).
In above definitions, we can see that the transversal design TDs we used in different level network have the same value of parameter k. Actually we can use distinct with different values. But with the same value, the data center can deploy switches with uniform number of ports. Such that, it is beneficial to engineering implementation.
THE PROPERTIES OF TDNODE
A data center includes and manages tens of thousands, even hundreds of thousands of servers. During the operation, a data center has to scale out. And the scale increasing should not influent the original servers or change any existing links. The TDNode structure is a high performance data center interconnection networks, and its features can meet the demand of data center.
A diameter of networks is the length of longest path among the shortest path of every pair of servers. Thus shorter diameter is, higher ability the communication of whole network will have.
Theorem 1. The number of multi-path between a pair of servers is O(n k-2
).
Proof: no matter how many levels the TDNode have, the servers are connected according to transversal design. Because each pair of elements (p, q) in different groups are included in exactly one subset, a pair of servers has a 1-step path. Server p can jump to server m which is in the same group, and then jump to server q. Hence (p, q) have (n-1) 2-step path. In the same way, (p, q) have (n-1) 2 3-step path. With loss of the cycle path, the longest path of (p, q) is (k-1)-step. So the number of multipath of (p, q) is ∑ ( − 1)
. The theorem is proven. Theorem 2. The diameter of a TDNode l is at most 2 +1 − 1. Proof: we suppose two servers, src and dst, are in different TDNode across all levels. So the shortest path between src and dst has to pass each level links, then the path is the longest one. Let denote the length of this path, and we have:
Calculating the equation (1) iteratively, and substituting the equation (2), we can get the result of = 2 +1 − 1. The theorem is proven. The theorem is proven. Table I illustrates the amount of servers in a TDNode with different parameters of l and n, where k=4.With table I, we can investigate it much intuitively. With the increasing of value n or l, the amount of servers increases at the same time. And when the l=5, whatever the value of n is, the amount of servers is about tens of thousands. And the diameter is 63. It seems big, but this number is just the upper bound of communication delay. Considering the amount of servers, although the diameter is not extremely short, it is acceptable.
The block size is 4 in this instance. Thus, the data center can be realized by low end switches with 4 ports. In this situation, the cost will be decreased greatly. The TDNode increases smoothly. When scaling out the TDNode, the additional servers are just connection to original servers, and the existing link does not need to be changed. A practice way to extending is that the amount of new servers is integral multiple of number of TDNode 1 . Hence we add one or many TDNode 1 unit to extend structure. And it can keep the connectivity between servers. 
CONCLUSIONS
In this paper, we proposed a novel interconnection networks of data center, called TDNode. The TDNode is suitable for middle scale data center, which includes about tens of thousands of servers. Actually TDNode is able to connect much more servers, but it will lead to a longer diameter. A longer diameter means more communication delay in networks. The TDNode has the advantage of multipath which guarantees the efficiently routing and supports the fault tolerant routing. And smooth extending guarantees that adding new servers will not influence the original servers and links. In the next step works, we are going to investigate the routing algorithm without fault and the fault tolerant routing algorithm.
