We consider the q-state Potts spin-glass model, with quenched couplings taking two different values only. As an approximation for this model a proper generalization of the random energy model is derived. Formulas of the resulting diluted generalized random energy model ͑DGREM͒ are applied to calculate the ground-state energy for the two-dimensional Potts spin-glass model. The semianalytical results are compared with numerical determinations of the ground-state energy, using multicanonical, random cost, and simulated annealing techniques.
I. INTRODUCTION
Spin-glass models are used to describe quenched, disordered materials with randomly distributed, competing interactions ͓1-4͔. Due to the latter property, being the characteristic feature of all spin glasses, numerical investigations of this class of models are among the computationally hard problems. An important example is the exact calculation of spin-glass ground states which, in greater than two dimensions or generally in the presence of a magnetic field as well as with periodic boundary conditions, is known to belong to the class of nonpolynomial NP-hard problems ͓5͔. Despite many recent quite elaborate studies, even for seemingly simple cases such as the Edwards-Anderson Ising spin-glass model in two ͓6͔ and three ͓7-9͔ dimensions, the behavior in the spin-glass phase ͑at zero temperature ͓6,7͔, for low temperatures ͓8͔ and around the freezing point ͓9͔͒ is still not fully understood. In such a situation it is interesting to look for alternative methods, even if their accuracy is somewhat limited. Making use of numerical data for the corresponding ferromagnetic model on the same lattice, we shall calculate in this paper approximate properties of spin-glass models via an analogy with random energy model-like systems. The random energy model ͑REM͒ ͓10͔ and its generalizations ͓11-16͔ have a variety of applications in modern physics. In Ref. ͓15͔ the diluted generalized random energy model ͑DGREM͒ has been suggested and applied to an approximate calculation of the ground-state energy of the twodimensional ͑2D͒ Edwards-Anderson Ising spin-glass model, where each spin can only take on the two different values s i ϭϮ1.
The purpose of this work is to generalize these ideas to the q-state Potts spin-glass model, where the spins can be in one of the q discrete states s i ͕1, . . . ,q͖ ͓17-22͔. This type of models is suitable for the description of anisotropic orientational glasses ͓23͔, which can arise from random dilution of molecular crystals such as N 2 diluted with Ar ͓24͔. In such materials the model parameter q is associated with the q orientations of the uniaxial molecule in the crystal. Typical cases are qϭ3, when the molecules can align only along the x, y, and z axes of a cubic crystal and qϭ6, when the face diagonals are the preferred directions.
We thus consider a model of N integer valued Potts spins s i ͕1, . . . ,q͖ interacting via quenched, random Ϯ1 nearest-neighbor couplings J ik on a d-dimensional hypercubic lattice with Hamiltonian
. ͑1͒
In the case where the couplings J ik are drawn from a symmetric distribution, one can rewrite Eq. ͑1͒ into the equivalent form
Of course, for a symmetric distribution of the couplings, the two Hamiltonians are completely equivalent, but the second form is more convenient for our purposes. The reason is that in H 2 the local contributions to the total energy are also symmetrically distributed, taking on the two possible values Ϯ͓q/2(qϪ1)͔.
In the following section, we derive the DGREM scheme for general q-state Potts spin-glass models ͑2͒ and apply this semianalytical approximation to the determination of the ground-state energy of the two-dimensional models with q ϭ2, 3, and 4. In Sec. III, our results are compared with numerical estimates obtained with three different techniques: multicanonical simulations, the random-cost algorithm, and the standard simulated annealing method. Finally, in Sec. IV, we close with our conclusions and an outlook to future applications.
II. THE DGREM APPROXIMATION
The basic idea of the DGREM scheme is to approximate the system ͑2͒ with another ͑simpler and analytically solvable͒ model with the same number of configurations q N as well as the same one-and two-energy level distributions. It is easy to calculate the energy distribution for one spin configuration as well as for two configurations. If we consider the energy distribution for any given spin configuration, in representation ͑2͒ the energy is a sum of zϭNd random num-bers Ϯ͓q/2(qϪ1)͔ with symmetric distribution. The symmetric distribution of couplings J ik clears the bias of ͓q/(q Ϫ1)␦ s i ,s k Ϫq/2(qϪ1)͔ and the terms of our sum are independent. Hence, we have
where in Eq. ͑3͒ the average is taken over all possible choices of the couplings J ik . Note that the right-hand side of Eq. ͑3͒ does not depend on the given spin configuration s ϵ͕s i ͖, iϭ1, . . . ,N. One has a simple formula for the superposition of two distributions ͑3͒
͑4͒
Let us now consider two spin configurations s
(1) and s (2) , i.e.,
and let us look at H 2 (s (1) )ϪH 2 (s (2) ), which may be expressed as
Here, zϭNd is again the total number of bonds and v 0 is the fraction of bonds with identical products S i S k * of complex valued spins S i ϵexp(i2s i /q) in the two configurations, or in terms of the integer valued spins of Eqs. ͑1͒ and ͑2͒: 
where, s i ϭs i
(1) Ϫs i (2) ϩq,mod(q). With this normalization the ferromagnetic energy varies between ϪNd for Tϭ0 and 0 in the limit T→ϱ, and for qϭ2 all expressions reduce smoothly to the standard Ising model notation ͑with 2␦ s i ,s j Ϫ1 replaced by i j and i ϭϮ1). For the Hamiltonian ͑7͒, we can express the energy via the fraction v 0 of ''active'' bonds †␦ s i ,s k ϵ␦"͓s i Ϫs k ϩq,mod(q)͔,0…ϭ1 ‡ as
͑8͒
So, we derive the number of situations with v 0 for a choice of all different configurations s (1) ,s
, 
For small energies (EϳͱN) this expression simplifies to a Gaussian distribution,
Recall that 2,v 0 (E) is the density of energy differences for two configurations with a fixed fraction v 0 of equal bonds. The relation with the density 2 (E) in Eq. ͑5͒ is obviously
We thus know the one-energy level distribution for our system and the distribution for the difference of two levels. There is some ambiguity in the choice of the one level distribution. The Hamiltonian H 2 is a peculiar choice due to its symmetry properties; that is why we have chosen it and its corresponding distribution ͑3͒.
Let us now construct a simple REM approximation for our case without going too much into the details. We consider q N energy levels with independent distributions ͑3͒
Here, one has for the partition function Z an expression
where ␤ϭ1/T is the inverse temperature. If Nϵln(q N )/ln(q) is the number of Potts spins ͓in the original model ͑2͒ formulated via spin-spin interactions͔, then the REM approximation has a free parameter
Following Refs. ͓11,12͔, we note that at high temperatures the system is in the paramagnetic phase, and in this phase quenched and annealed expressions for the free energy are the same,
where the average is now taken over the energy distribution ͑3͒, with the number of couplings zϭNd replaced by N␣. To obtain Eq. ͑16͒, we used the identity
The solution ͑16͒ is correct at high temperatures. At some
This is the main peculiar feature of REM. While in usual physical systems the entropy vanishes at zero temperature, here it happens already at a finite temperature. At this temperature the system is frozen in the spin-glass phase with ͗ln Z(␤ c )͘ given by Eq. ͑16͒. If we assume that the system is frozen into some low-level energy configuration with zero entropy, then below that freezing temperature ͗ln Z(␤)͘ should be proportional to ␤. Since the free energy is a continuous function of temperature, we thus have in the lowtemperature phase
To derive the last expression, we made use of Eq. ͑18͒.
The spin-glass phase exists only for large connectivity ␣Ͼ␣ c . The critical value ␣ c can be obtained by considering the limit T c →0, ␤ c →ϱ in Eq. ͑18͒, leading to
For the case qϭ4 this estimate gives ␣ c ϭ2, i.e., the bound dу2 for qϭ4 or qр4 in dϭ2 for the existence of a spinglass phase. It is unlikely that a spin-glass phase exists at finite temperatures. So far, we have only considered the one-energy distribution. In the REM approach all energy configurations decouple and, thus, there are no nontrivial two-point correlator functions to simulate those of the model ͑2͒. To succeed with nontrivial expressions we have to introduce DGREM, a generalized version of REM. As before one can define DGREM with the one-energy distribution ͑3͒. In addition there is now a K level hierarchical structure ͑later, we will take the limit K→ϱ) with a parameter v for the ith hierarchy level v ϵi/K, 0рvр1. If we denote the branching number at level i by f i , the total number of branches at level iϵKv is given by ͟ iϭ1 K f i ϵexp͓s(v)͔. At the last level of the hierarchy, we require for the total number of end points exp͓s͑1 ͔͒ϭq N . ͑21͒
Let us put random variables l at each branch l with the distribution
͑22͒
We put our energy configurations at the end points of the tree. Every end point has a single path, connecting it with the origin of the tree. One defines an energy of a given configuration, located at the point x as
According to the property ͑4͒ all the energy configurations have again the energy distribution
Before deriving an expression for the two-point correlator, let us first give expressions for the free energy ͗ln Z͘ , where the average is now over distributions of all . Thermodynamically DGREM is equivalent to a chain of REM's having z/K couplings and ͓sЈ(v)/ln q͔(z/K) spins (q valued͒. In the limit of large K one can consider 1/K as differential dv. We have that s(v) is a monotonic function with s(0)ϭ0 and s(1)ϭN ln q. The part of hierarchy from vϭ0 up to v c is frozen in the spin-glass phase, and v c ϽvϽ1 holds in the paramagnetic phase. We calculate the free energy of our system as a sum of the paramagnetic part with (1Ϫv c )z couplings and s(v c )/ln q spins ͓14,15͔ and the spin-glass part
where the function ␤ 0 (v 1 ) is defined as the solution of the equation
͑26͒
which is identical to Eq. ͑18͒ for ␤ c with ␣ϭz ln q/sЈ(v 1 ). At the critical value v c , we have the relation
which can be derived from the extremum condition of Eq. ͑25͒ with respect to v c . We should next construct a DGREM, which has the same distribution ͓with Hamiltonian ͑2͔͒ for one-energy as well as for two-energy levels. To have a correct one-energy distribution it is sufficient to take zϭdN, i.e., ␣ϭd. Let us now consider the distribution for the difference of two-energy levels. The difference between energies of two configurations comes from the l at higher levels of the hierarchy. If two configurations one and two meet at level v of the hierarchy, then their difference is defined as
where v 1 ,l 1 and v 2 ,l 2 identify the branches at the hierarchy levels v 1 and v 2 , respectively. The label l 1 corresponds to the branch on the path connecting the end point 1 with the origin of the tree and l 2 to the path connecting the end point 2. Let us calculate the distribution for E 1 ϪE 2 by analogy with Eq. ͑10͒ "the distribution ͑3͒ is equivalent to the distribution of the sum of z independent variables Ϯ͓q/2(q Ϫ1)͔…. Only when calculating Eq. ͑10͒, we were limited by the constraint l 1 l 2 ; now those are independent and we obtain
͑29͒
Here, 2,v (E) is the energy distribution for two configurations with a crossing point at hierarchy level v. By comparing Eq. ͑29͒ with Eq. ͑10͒ for small values of energies, we find ͑ignoring the prefactors͒ that
where E f is the energy ͑8͒ and S(E f ) the microcanonical entropy in Eq. ͑9͒ of the ferromagnetic model. For our proper choice of the ferromagnetic Hamiltonian ͑7͒ the parameter v, thus, indeed, varies in the interval 0рv
There is an important principal aspect here. When considering Eq. ͑9͒ one observes that N(v 0 ) is monotonic in the region 1/qϽv 0 Ͻ1, then it falls off after the point v 0 ϭ1/q. On the other hand, on hierarchical lattices we have that the equivalent of N(v 0 ) ͑the number of all branches between levels of hierarchy i and iϩ1) grows all the time. In formula ͑30͒, we constructed the DGREM scheme, which imitates our finite-dimensional model for the values of v 0 in the region 1/qϽv 0 Ͻ1.
Next, we rewrite Eq. ͑25͒ via integrating by parts in the limit ␤→ϱ. To this end, we first introduce the abbreviation
͑31͒
It is then tedious but straightforward to show that the selfconsistency Eq. ͑26͒ can be rewritten as ͑ 1ϩy ͒ln͑ 1ϩy ͒ϩ͑ 1Ϫy ͒ln͑ 1Ϫy ͒ϭ2x, ͑32͒
with xϵsЈ(v 1 )/z. For a graphical illustration see Fig. 1 . Using the identity SЈ(E f )ϭ␤ 1 ͑inverse temperature of the ferromagnetic model ͑7͒, that is, H 1 in Eq. ͑1͒ with J ik ϵ1), and inserting ␤ 1 ϭxϭsЈ(v 1 )/z into Eq. ͑26͒ we rewrite Eq. ͑25͒ as Changing the integration variable, v 1 →␤ 1 (v 1 )ϭsЈ(v 1 )/z, using the identities v 1 ϭϪE f (␤ 1 )/Nd, y"sЈ(v 1 )/z… ϭy(␤ 1 ), and considering the limit ␤→ϱ, y"sЈ(v c )/z…→1 and in this limit sЈ(v c )/zϭln 2, we transform Eq. ͑33͒ into
͑34͒
The lower bound ␤ 1 (vϭ0)ϭ0 follows because the energy of Hamiltonian ͑2͒ is zero at zero inverse temperature and the last fraction in the second line is just dy(␤ 1 )/d␤ 1 as calculated from Eq. ͑32͒. This is the central result of the DGREM approximation. It is interesting to compare this result with the REM estimate for the energy of REM with Nd couplings, ␣ϭd. Recalling Eq. ͑31͒, the solution ␤ c of Eq. ͑18͒ can then be expressed as
and from Eq. ͑19͒, we obtain the purely analytical expression
͑36͒
with y(ln q/d) determined as solution of Eq. ͑32͒.
As an example, for the case dϭ2, qϭ3, we obtain from Eq. ͑36͒ by solving Eq. ͑32͒ numerically
while, upon inserting into Eq. ͑34͒ the numerically determined energy of the ferromagnetic model as a function of temperature ͑for more details see below͒, our DGREM approach gives
In the following section, these values will be compared with numerically determined estimates of the ground-state energy using Monte Carlo minimization methods. In two dimensions, another interesting phenomenon should happen at qϭ4. Here at Tϭ0, if the spin-glass phase does exist, is a multicritical point or the edge of the spinglass phase. Let as assume, that there exists some spin-glass phase with some frozen spins. Such spins carry information N ln 4. On the other hand, our couplings carry an information 2N ln 2. So in some sense the information content of the random couplings equals that of the spins in vacuum configurations. Such qualitative arguments show that the spinglass transition point is improbable for dϭ2, qу4.
III. NUMERICAL RESULTS
To judge the quality of the approximate calculations based on the DGREM approach, we have performed a direct ground-state energy computation for the models at hand using three different methods: the multicanonical algorithm ͓25,26͔, the random-cost algorithm ͓27͔, and the simulated annealing technique ͓28͔. 
A. 2D Edwards-Anderson Ising spin glass
As a benchmark case let us first consider the EdwardsAnderson Ising ͑EAI͒ spin-glass model with Hamiltonian ͓29͔
where i ϭϮ1 and J ik ϭϮ1 are quenched, random couplings which are drawn with equal probability. We always assume periodic boundary conditions. The ͑total͒ en- On two-dimensional lattices of size NϭL 2 with L ϭ4,10,12, and 24 we performed multicanonical simulations, studying 100 different realizations per lattice size. We used these results to check our codes on results in the literature ͓26͔, see Fig. 2 and Table I . For the estimate of the infinitevolume ground-state energy per spin, e min ϭE min /N, we used a finite-size scaling ͑FSS͒ fit of the form e min (L)ϭe min ϩc/L 2 . Applied to our multicanonical ͑muca͒ data in Table I this ansatz works perfectly with a 2 per degree of freedom of 0.7.
For the 2D Ising spin-glass model much more accurate estimates are available in the literature for further comparison. Using a combinatoric matching method to find for a given disorder realization the exact ground-state energy on lattices as big as 1800ϫ1800, Palmer and Adler ͓30͔ recently extrapolated ͓31͔ an infinite-volume limit of ͓32͔ e min ϭϪ1.40193(2). Other recent estimates include e min ϭϪ1.4015(8) ͑Ref. ͓33͔, using similar methods͒, e min ϭϪ1.400(5) ͑Ref. ͓34͔, pure cluster exact approximation͒, e min ϭϪ1.4015(3) ͑Ref. ͓35͔, mixed genetic and cluster exact approximation͒, e min ϭϪ1.4024(12) ͑Ref. ͓36͔, transfermatrix calculations͒, and e min ϭϪ1.407(8) ͑Ref. ͓37͔, replica Monte Carlo͒. There is a clear consensus amongst these results of a central value between Ϫ1.401 and Ϫ1.402, which is compatible with our multicanonical estimates.
After this test, we turned to the random-cost ͑RC͒ algorithm and simulated annealing ͑SA͒ runs. On lattices of size Lϭ4, 10, 12, 16 , and 24, we considered again 100 different realizations per lattice size and used the same FSS ansatz for the infinite-volume extrapolations as in the multicanonical simulations. All our results for the ground-state energy are collected in Table I , see also Fig. 2 .
Our combined ground-state estimate e min ϭϪ1.397 Ϯ0.002 ͑using an average over the three methods used͒ is thus consistent with previous estimates ͓26,30,33-37͔.
B. 2D q-state Potts spin glass with qÄ3 and 4
Next, we considered the 2D q-state Potts spin-glass model with qϭ3 and 4 states per spin where no ͑quasi-͒ exact ground-state energies are available. Here, we thus relied on the Monte Carlo procedures tested in the Ising case. In the numerical work it was more convenient to work with the Hamiltonian
instead of H 1 or H 2 of Eq. ͑1͒ or ͑2͒. Again, s i ϭ1, . . . ,q, and J ik ϭϮ1 are quenched, random couplings which are drawn with equal probability. The ͑total͒ energy is, thus, given as EЈ(␤)ϭ͓͗H 2 Ј͔͘ av ϭ͓͗Ϫ ͚ ͗ik͘ J ik ␦ s i ,s k ͔͘ av , such that, recalling the normalization of H 2 , E min ϭ͓q/(qϪ1)͔ E min Ј .
For both values of q, we used the multicanonical algorithm and investigated 100 different realizations for the lattice sizes Lϭ4, 8, 10, 16, 20, and 24 . We also performed random-cost simulations and investigated another 100 different realizations for the same lattices sizes. For the larger lattices the random-cost algorithm turned out to be ill behaved, and by closer inspection ͑e.g., much longer runs in some cases͒, we convinced ourselves that it is difficult to find reliable ground-state configuration with this method. As our final estimate for the ground-state energy, we therefore take the infinite-volume extrapolation ͑again in 1/L 2 ) of the multicanonical data, i.e., e min Ј (qϭ3)ϭϪ0.832Ϯ0.002 and e min Ј (q ϭ4)ϭϪ0.836Ϯ0.002. All results are collected in Tables II  and III , see also Figs. 3 and 4.
C. Comparison with the DGREM approximation
For the evaluation of the DGREM approximation ͑34͒, we need the energy of the corresponding ferromagnetic model as a function of temperature. To this, end we performed Monte Carlo ͑MC͒ simulations of the two-dimensional ferromagnetic models in the relevant ␤-range. Since here one may employ a cluster algorithm for updating the Potts spins, we could easily simulate sufficiently large lattices and thus avoid finite-size effects, at least for all practical purposes. This is illustrated in Fig. 5 , where the MC data of a 100ϫ100 lattice for the three-state Potts model are compared with low-and ͑dual͒ high-temperature series expansions ͓38͔ to very high order. By using the ferromagnetic energies as obtained in the MC simulations and performing the integration in Eq. ͑34͒ numerically, we arrived at the numbers for qϭ2, 3, and 4 given in the third column of Inserting the ͑almost͒ exact result for the ground-state energy of the Ising (qϭ2) spin-glass model, we obtain the ͑almost͒ exact bounds E min ͑ qϭ3 ͒/NрϪ1.0510, ͑42͒
E min ͑ qϭ4 ͒/NрϪ0.9343. ͑43͒
IV. CONCLUSIONS
From Monte Carlo data for the energy as a function of temperature of the q-state Potts ferromagnet, we give an approximate expression for the ground-state energy of the q-state Potts spin-glass model by using the analogy with the DGREM scheme. The accuracy in two dimensions is about 5%-10%. The suggested method can be applied to other situations when graph theoretical or direct Monte Carlo investigations of the ground-state energy are too complicated. 
