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SECONDARY MULTIPLICATION IN TATE COHOMOLOGY
OF CERTAIN p-GROUPS
MARTIN LANGER
Abstract. Let k be a field and let G be a finite group. By a theorem of D. Benson, H. Krause
and S. Schwede, there is a canonical element in the Hochschild cohomology of the Tate coho-
mology γG ∈ HH
3,−1Hˆ∗(G) with the following property: Given any graded Hˆ∗(G)-module
X, the image of γG in Ext
3,−1
Hˆ∗(G)
(X,X) is zero if and only if X is isomorphic to a direct
summand of Hˆ∗(G,M) for some kG-module M .
Suppose that the characteristic of k is p 6= 3. We show that γG is trivial if G is a (finite)
abelian p-group of p-rank at least 3. Furthermore, γG is non-trivial if G is an abelian p-group
of p-rank 2, or if p = 2 and G is the quaternion group with 8 elements.
1. Introduction
The starting point of this paper is the following theorem of D. Benson, H. Krause and S. Schwede:
Theorem 1.1. [BKS04] Let k be a field, G a finite group, and let Hˆ∗(G) denote the graded Tate
cohomology algebra of G over k. Then there exists a canonical element in Hochschild cohomology
of Hˆ∗(G)
γG ∈ HH
3,−1Hˆ∗(G),
such that for any graded Hˆ∗(G)-module X, the following are equivalent:
(i) The image of γG in Ext
3,−1
Hˆ∗(G)
(X,X) is zero.
(ii) The exists a kG-module M such that X is a direct summand of the graded Hˆ∗(G)-module
Hˆ∗(G,M).
In this paper we will compute γG explicitly for several groups G. The plan is as follows: In the
first section we will briefly recall the definitions needed in Theorem 1.1; most of this part is taken
from [BKS04], and the reader interested in details should consult that source. In the second
section we turn to a first example, namely G = Q8, the quaternion group with 8 elements. The
last two sections are devoted to the case of (finite) abelian p-groups.
Acknowledgments. This paper is part of a Diploma thesis written at the Mathematical Insti-
tute, University of Bonn. I would like to thank my advisor Stefan Schwede for suggesting the
subject and all the helpful comments on the project.
1.1. Notations and conventions. All occurring modules will be right modules. We shall often
work over a fixed ground field k; then ⊗ means tensor product over k. Whenever convenient,
we write (a1, a2, . . . , an) instead of a1⊗ a2⊗ · · · ⊗ an. If G is a group, then k is often considered
as a trivial kG-module. When no confusion can arise, k will be used as an index variable at the
same time.
Let R be a ring with unit, and let M be a Z-graded R-module. The degree of every (homoge-
neous) elementm ∈M will be denoted by |m|. For every integer n the moduleM [n] is defined by
M [n]j =Mn+j for all j. Given two such modules M and L, a morphism f : L −→M is a family
f j : Lj −→ M j of R-module homomorphisms. The group of all these morphisms is denoted by
HomR(L,M). Furthermore, we have Hom
m
R (L,M) = HomR(L,M [m]), the morphisms of degree
m. The graded module L⊗M is given by (L⊗M)m =
⊕
i+j=m L
i ⊗M j. If M is a differential
graded R-module with differential d, then the differential of M [n] is given by (−1)nd.
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1.2. Tate Cohomology. Let us recall briefly the definition and basic properties of Tate coho-
mology. Let k be a field, and let G be a finite group. Then L = kG is a self-injective algebra
(i.e. the classes of projective and injective right-L-modules coincide). For any L-module N we
get a complete projective resolution Pˆ∗ of N by splicing together a projective and an injective
resolution of N :
. . . Pˆ−2
oo Pˆ−1
oo Pˆ0
oo
 

Pˆ1
oo Pˆ2
oo . . .oo
N
/ O
__???
Given another L-moduleM , we can apply the functor HomL( ,M) to Pˆ∗; then Tate cohomology
is defined to be the cohomology groups of the resulting complex:
(1.2) Êxt
n
L(N,M) = H
n(HomL(Pˆ∗,M)) for all n ∈ Z.
For arbitrary L-modules X,Y and Z, we have a cup product
(1.3) Êxt
m
L (Y, Z)⊗ Êxt
n
L(X,Y ) −→ Êxt
m+n
L (X,Z),
see e.g. [Car96], 6. Therefore, Hˆ∗(G) = Hˆ∗(G, k) = Êxt
∗
kG(k, k) is a graded algebra, and
Hˆ∗(G,M) = Êxt
∗
kG(k,M) is a graded Hˆ
∗(G)-module for every kG-module M . We call a graded
Hˆ∗(G)-module X realisable if it is isomorphic to Hˆ∗(G,M) for some kG-module M .
There is another way of describing the product of Hˆ∗(G), in terms of Pˆ∗. Consider the differential
graded algebra A = Hom∗L(Pˆ∗, Pˆ∗), which (in degree n) is given by
An =
∏
j∈Z
HomL(Pˆj+n, Pˆj),
and the differential d : An −→ An+1 is defined to be
(df)j = ∂ ◦ fj+1 − (−1)
nfj ◦ ∂.
Here ∂ denotes the differential of Pˆ∗. With this definition, the cocycles of A (of degree n) are
exactly the chain transformations Pˆ [n]→ Pˆ , and two cocycles differ by a coboundary if and only
if they are chain homotopic. Using standard arguments from homological algebra, one shows
that the following map is an isomorphism of k-vector spaces:
HnA
∼=
−→ Êxt
n
L(k, k)
[f ] 7→ [ǫ ◦ f0]
(1.4)
Here ǫ : P0 −→ k is the augmentation. This isomorphism is compatible with the multiplicative
structures.
1.3. Hochschild Cohomology. We now give a short review of Hochschild cohomology. Let Λ
be a graded algebra over the field k, and let M be a graded Λ-Λ-bimodule, the elements of k
acting symmetrically. Define a cochain complex C•,∗(Λ,M) by
Cn,m(Λ,M) = Hommk (Λ
⊗n,M),
with a differential δ of bidegree (1, 0) given by
(δϕ)(λ1, . . . , λn+1) = (−1)
m|λ1|λ1ϕ(λ2, . . . , λn+1)
+
n∑
i=1
(−1)iϕ(λ1, . . . , λiλi+1, . . . , λn+1) + (−1)
n+1ϕ(λ1, . . . , λn)λn+1.
The Hochschild cohomology groups HH∗,∗(Λ,M) are defined as the cohomology groups of that
complex:
HHs,t(Λ,M) = Hs(C∗,t(Λ,M)).
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In particular, we can regard M = Λ as a bimodule over itself; then one writes HHs,t(Λ) =
HHs,t(Λ,Λ). For example, an element of HH3,−1(Λ) is represented by a family of k-linear maps
m = {mi,j,l : Λ
i ⊗ Λj ⊗ Λl −→ Λi+j+l−1}i,j,l∈Z
satisfying the cocycle relation
(−1)|a|a ·m(b, c, d)−m(ab, c, d) +m(a, bc, d)−m(a, b, cd) +m(a, b, c) · d = 0
for all a, b, c, d ∈ Λ.
Whenever X and Y are Λ-Λ-bimodules, one has a cup product pairing
∪ : HomΛ(X,Y )⊗HH
∗,∗Λ −→ Ext∗,∗Λ (X,Y ).
Here Exts,tΛ (X,Y ) is defined to be Ext
s
Λ(X,Y [t]). In particular, we have the map
HH3,−1Hˆ∗(G) −→ Ext3,−1
Hˆ∗(G)
(X,X)
φ 7→ IdX ∪φ
for every Hˆ∗(G)-module X . This is the map occurring in the statement of Theorem 1.1.
1.4. The canonical element γ. We are now going to describe the construction of the element
γ mentioned in Theorem 1.1. More generally, we will construct an element γA ∈ HH
3,−1H∗A for
every differential graded algebra A over k; then we can take A to be the endomorphism algebra
of a complete projective resolution of k as a trivial kG-module to get γG ∈ HH
3,−1Hˆ∗(G).
For a dg-algebra A consider H∗A as a differential graded k-module with trivial differential. Then
choose a morphism of dg-k-modules f1 : H
∗A −→ A of degree 0 which induces the identity in
cohomology. This is the same as choosing a representative in A for every class in H∗A in a k-
linear way. For every two elements x, y ∈ H∗A, f1(xy)− f1(x)f1(y) is null-homotopic; therefore,
we can choose a morphism of graded modules
f2 : H
∗A⊗H∗A −→ A
of degree −1 such that for all x, y ∈ H∗A we have
df2(x, y) = f1(xy) − f1(x)f1(y).
Then for all a, b, c ∈ H∗A,
(1.5) f2(a, b)f1(c)− f2(a, bc) + f2(ab, c)− (−1)
|a|f1(a)f2(b, c)
is a cocycle in A, the cohomology class of which will be denoted by m(a, b, c). This defines a map
m : (H∗A)⊗3 −→ H∗A of degree −1. An explicit computation shows that m is a Hochschild
cocycle, thereby representing a class γA ∈ HH
3,−1H∗A. This class is independent of the choices
made.
1.5. Cyclic p-groups. Let us go through an example, namely that of cyclic p-groups. In fact,
this is a special case of an example worked out in [BKS04], 7. Since we will need parts of the
computation later on, we recall it here in detail. Denote by Cn = Z/nZ the cyclic group of order
n.
Theorem 1.6. Let k be a field of characteristic p and n = pν . The Tate cohomology of C2 is a
Laurent polynomial ring on a 1-dimensional class x,
Hˆ∗(C2, k) = k[x
±1].
If n ≥ 3, then Tate cohomology of Cn is the tensor product of an exterior algebra on a 1-
dimensional class x and a Laurent polynomial ring on a 2-dimensional class y,
Hˆ∗(Cn, k) = Λ(x)⊗ k[y
±1].
The canonical element γCn ∈ HH
3,−1Hˆ∗(Cn, k) is non-trivial for n = 3 and trivial for all other
values of n.
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Proof. The general method is the following: First of all one constructs a complete projec-
tive resolution of k as trivial kG-module. Then one finds (’sufficiently many’) cocycles of the
endomorphism-dga of this projective resolution. Furthermore, one has to construct homotopies
representing relations in Hˆ∗(G, k). From these cocycles and homotopies we define maps f1 and
f2 as in 1.4. Finally we determine the class of the expression (1.5) for all triples (a, b, c).
Let us start with the projective resolution. Instead of kCn we will use the truncated polynomial
algebra L = k[z]/zn ∼= kCn. For all j put Pˆj = L, the free L-module of rank 1. Define the
differential ∂ : Pˆj+1 −→ Pˆj to be multiplication by z for j even and multiplication by −z
n−1 for
j odd. This is a minimal projective resolution of k as trivial L-module. Applying HomL( , k) to
this sequence we get the complex
(1.7) · · ·
0
−→ k
0
−→ k
0
−→ k
0
−→ . . .
Hence, Êxt
j
L(k, k)
∼= k for all j ∈ Z. Let A be the endomorphism-dga of Pˆ∗.
Next we determine the multiplicative structure of Êxt
j
L(k, k)
∼= H∗A by writing down cocycles
in A. Let x¯ : Pˆ [1] −→ Pˆ be the chain map of degree 1 given by the identity map in even
dimensions and multiplication by zn−2 in odd dimensions. This chain map satisfies dx¯ = 0. The
class of x¯ in H∗A will be denoted by x. The map x¯ : Pˆ1 −→ Pˆ0 is the identity; hence, under the
isomorphism (1.4), x is mapped to a generator of Êxt
1
L(k, k)
∼= k. Define y¯ : Pˆ [2] −→ Pˆ to be
the chain map of degree 2 given by the identity in every dimension. Since Pˆ∗ is 2-periodic, this
is a cocycle of A representing some class y ∈ H2A, which is invertible (because y¯ is invertible).
Therefore, Êxt
2i+j
L (k, k) is generated by y
ixj (for all i ∈ Z, j = 0, 1).
The multiplicative structure is determined as soon as we know x2. The cocycle x¯2 : Pˆ [2] −→ Pˆ
is given by multiplication by zn−2 is every dimension. If n = 2, this is the same as y¯; therefore
y = x2 in this case:
Hˆ∗(C2, k) ∼= k[x
±1]
If n ≥ 3, then x¯2 is null-homotopic via the homotopy q¯ which is the zero map in even dimensions
and multiplication by zn−3 in odd dimensions. Therefore,
Hˆ∗(Cn, k) ∼= k[x, y
±1]/(x2) ∼= Λ(x)⊗ k[y±1].
Now we have to choose the maps f1 and f2. In order to define the k-linear map f1 : H
∗A→ A,
it suffices to do this on a k-basis. Let us take
f1(x
ǫyi) = x¯ǫy¯i
for all ǫ ∈ {0, 1} and i ∈ Z.
If n = 2 then this is the map xi 7→ x¯i which is clearly multiplicative. Thus we can choose f2 = 0,
which leads to γC2 = 0. If n ≥ 3, we can define f2 as follows:
f2(y
i, yj) = f2(xy
i, yj) = f2(y
i, xyj) = 0
f2(xy
i, xyj) = q¯y¯i+j
Plugging this into (1.5), one sees that the map m(a, b, c) vanishes unless all a, b and c are of odd
degree. In this case, m(xyi, xyj , xyl) is represented by
f2(xy
i, xyj)f1(xy
l)− f2(xy
i, x2yj+l) + f2(x
2yi+j , xyl)− (−1)f1(xy
i)f2(xy
j , xyl)
= q¯x¯y¯i+j+l + x¯q¯y¯i+j+l = (q¯x¯+ x¯q¯)y¯i+j+l,
which is multiplication by zn−3 in all degrees. If n ≥ 4, this map is null-homotopic (e.g. via
the homotopy which is multiplication by zn−4 in odd degrees and zero in even degrees). Hence
m = 0, which implies γCn = 0. The fact that γC3 is non-trivial will follow from Theorem 4.34. 
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2. The quaternion group Q8
Now we apply the theory described in the previous section to a particular group, namely the
quaternion group in 8 elements, given by
G = Q = Q8 =
〈
I, J,K | I2 = J2 = K2, IJ = K
〉
.
The unit we denote by E, and the elements usually called −E, −I, −J and −K are writ-
ten as E′ etc. to prevent confusion with the addition in the group ring. Thus we have Q =
{E, I, J,K,E′, I ′, J ′,K ′}. Let k be a field of characteristic 2. Then the Tate cohomology ring
Hˆ∗(Q) is well-known; it is given by
Hˆ∗(Q) = Êxt
∗
L(k, k)
∼= k[x, y, s±1]/(x2 + y2 = xy, x3 = y3 = 0, x2y = xy2)
with |x| = |y| = 1, |s| = 4 (see e.g. [CE99], XII 11, and [AM04], IV Lemma 2.10). The main
goal of this section is to prove the following theorem.
Theorem 2.1. The element γQ ∈ HH
3,−1Hˆ∗(Q) is non-trivial, and the cokernel of the map
Hˆ∗(Q)[−1]⊕ Hˆ∗(Q)[−1]
“
y x+y
x y
”
−−−−−−→ Hˆ∗(Q)⊕ Hˆ∗(Q)
is a graded Hˆ∗(Q)-module which is not a direct summand of a realisable one.
The only new thing is the non-triviality of γQ and the non-realisability of the given module. We
will also explicitly compute a Hochschild cocycle representing γQ. The method is mainly the
same as in 1.5, but everything will be slightly more complicated.
Let L = kQ be the group ring over the field k; all modules over L will be right L-modules. We
often consider free L-modules; maps between them will be given in matrix form, with multi-
plication from the left (in order to make them right L-homomorphisms). Chain maps will be
denoted with a bar (x¯), the corresponding class in Êxt will then be called x.
2.1. The cohomology ring and base homotopies.
Proposition 2.2. A free and minimal resolution of k (as a trivial L-module) is given by
k P0 = Lǫ
oo P1 = L
2
∂1=(I+E J+E)
oo P2 = L
2
∂2=
“
J+E K′+E
K+E I+E
”oo
P3 = L
∂3=
“
I+E
J+E
”oo P4 = L
∂4=N·
oo · · ·
∂5
oo
where ∂n+4 = ∂n and Pn+4 = Pn for all n. Here ǫ is the augmentation and N is the norm
element N =
∑
g∈Q g ∈ L.
We omit the straightforward proof.
By extending this complex 4-periodically we get the exact sequence Pˆ :
. . .
∂−2
←−− Pˆ−2
∂−1
←−− Pˆ−1
∂0←− Pˆ0
∂1←− Pˆ1
∂2←− . . .
Since we have taken a minimal resolution, the differential of the complex HomL(Pˆ∗, k) vanishes;
therefore Êxt
4n
L (k, k)
∼= Êxt
4n+3
L (k, k)
∼= k and Êxt
4n+1
L (k, k)
∼= Êxt
4n+2
L (k, k)
∼= k2 for all
integers n.
Let s¯ : Pˆ [4] → Pˆ be the shift map, given by the identity in every degree. This is an invertible
cocycle; thus, multiplication by a suitable power of s yields an isomorphism Êxt
4u+t
L (k, k)
∼=
Êxt
t
L(k, k) for t = 0, 1, 2, 3 and u ∈ Z.
Now we are heading for explicit generators x, y of Êxt
1
L(k, k)
∼= H1Hom∗L(Pˆ , Pˆ ), which are
represented by chain maps x¯, y¯ : Pˆ [1]→ Pˆ . By construction we have Pˆ1 = L
2 and Pˆ0 = L. We
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extend the two projections Pˆ1 → Pˆ0 to chain transformations Pˆ [1] → Pˆ as follows: For x¯ we
take
Pˆ1
(E 0)

Pˆ2
(0 EE I )

“
J+E K′+E
K+E I+E
”
oo Pˆ3
(E0 )

“
I+E
J+E
”
oo Pˆ4
E+E′+J+J′

Noo Pˆ5
(E 0)

(I+E J+E)
oo
Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
extended 4-periodically in both directions. Similarly, we take as y¯:
Pˆ1
(0 E)

Pˆ2
(J EE 0)

“
J+E K′+E
K+E I+E
”
oo Pˆ3
(0E)

“
I+E
J+E
”
oo Pˆ4
E+E′+I+I′

Noo Pˆ5
(0 E)

(I+E J+E)
oo
Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
Since these cocycles are 4-periodic, they commute with s¯. Let us compute their pairwise prod-
ucts: x¯2 is given by
Pˆ2
(0 E)

Pˆ3
“
I+E
J+E
”
oo
(0E)

Pˆ4
Noo
“
E+E′+J+J′
0
”

Pˆ5
(I+E J+E)
oo
(E+E′+J+J′ 0)

Pˆ6
“
J+E K′+E
K+E I+E
”
oo
(0 E)

Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
y¯2 has the following form:
Pˆ2
(E 0)

Pˆ3
“
I+E
J+E
”
oo
(E0)

Pˆ4
Noo
“
0
E+E′+I+I′
”

Pˆ5
(I+E J+E)
oo
(0 E+E′+I+I′)

Pˆ6
“
J+E K′+E
K+E I+E
”
oo
(E 0)

Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
Now x¯y¯:
Pˆ2
(J E)

Pˆ3
“
I+E
J+E
”
oo
(EI )

Pˆ4
Noo
“
E+E′+I+I′
0
”

Pˆ5
(I+E J+E)
oo
(0 E+E′+J+J′)

Pˆ6
“
J+E K′+E
K+E I+E
”
oo
(J E)

Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
Similarly y¯x¯:
Pˆ2
(E I)

Pˆ3
“
I+E
J+E
”
oo
(JE)

Pˆ4
Noo
“
0
E+E′+J+J′
”

Pˆ5
(I+E J+E)
oo
(E+E′+I+I′ 0)

Pˆ6
“
J+E K′+E
K+E I+E
”
oo
(E I)

Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
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In each of these cocycles, the first map Pˆ2 → Pˆ0 determines the cohomology class by the
isomorphism (1.4); in k2, they correspond to (0 1), (1 0), (1 1) and (1 1), respectively. Hence
Êxt2L(k, k) is generated by x
2 and y2, and we have x2 + y2 = xy = yx.
But we will need explicit chain homotopies for these equations later on. For x¯y¯ + y¯x¯ we get
Pˆ2
“
E+J
E+I
”T

Pˆ3
“
I+E
J+E
”
oo
“
E+J
E+I
”

Pˆ4
Noo
„
E+E′+I+I′
E+E′+J+J′
«

Pˆ5
(I+E J+E)
oo
„
E+E′+I+I′
E+E′+J+J′
«T

Pˆ6
“
J+E K′+E
K+E I+E
”
oo
“
E+J
E+I
”T

Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
As a chain homotopy p¯ we can choose:
Pˆ2
(0 EE 0 )
&&M
MM
MMM
MMM
MMM
MM Pˆ3
“
I+E
J+E
”
oo
0
&&M
MM
MMM
MMM
MMM
MM Pˆ4
Noo
E+E′
&&M
MM
MMM
MMM
MMM
MM Pˆ5
(I+E J+E)
oo
0
&&M
MM
MMM
MMM
MMM
MM Pˆ6
“
J+E K′+E
K+E I+E
”
oo
Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
extended 4-periodically. The map x¯2 + y¯2 + x¯y¯ is given by:
Pˆ2
“
E+J
0
”T

Pˆ3
“
I+E
J+E
”
oo
“
0
E+I
”

Pˆ4
Noo
„
I+I′+J+J′
E+E′+I+I′
«

Pˆ5
(I+E J+E)
oo
„
E+E′+J+J′
I+I′+J+J′
«T

Pˆ6
“
J+E K′+E
K+E I+E
”
oo
“
E+J
0
”T

Pˆ0 Pˆ1(I+E J+E)
oo Pˆ2“J+E K′+E
K+E I+E
”oo Pˆ3“I+E
J+E
”oo Pˆ4Noo
In this case, there is no 4-periodic chain homotopy (as we will see in Remark 2.8). But there is
an 8-periodic one: The maps (q¯0, q¯1, . . . , q¯7) are given (in matrix form) by(
(0 0) , (0 0E 0) , (
0
0) , (E+I
′+J+K) , (E E) , (J 0E I) , (
E
E) , (E+I+J
′+K)
)
We extend this 8-periodically and obtain a homotopy q¯, which in fact satisfies the equality
s¯q¯ = (q¯ + x¯+ y¯)s¯.
Finally, let us consider Êxt
3
L(k, k). It turns out that x¯
3 is null-homotopic, for example via the
8-periodic homotopy r¯ obtained by 8-periodic extension of (r¯0, r¯1, . . . , r¯7), which are given by(
(0 0) , (00) ,
(
E+J′
I+J
)
, (I+J J+K) , (0 E) , (0E) ,
(
E′+J
I+J
)
,
(
E+E′+J′+I
J+K
)T)
The map r¯ additionally satisfies
s¯r¯ = (r¯ + x¯2)s¯.
Since x3+ y3 = (x+ y)(x2+xy+ y2), y¯3 is null-homotopic as well. Furthermore, xy2 = (xy)y =
(x2 + y2)y = x2y + y3 = x2y. By inspection, one sees that in degree 0, the map x¯2y¯ : Pˆ [3]→ Pˆ
is given by Pˆ3 = L
Id
−→ L = Pˆ0; therefore x
2y generates Êxt
3
L(k, k). Taking all these results
together, we have verified that the ring structure of Hˆ∗(Q) is the one given in Theorem 2.1. Let
us remark here that all monomials in x and y of degree bigger than 3 vanish in this ring.
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2.2. The class of a map. Let us recall the construction of a representative of γQ8 . First of
all, we have to choose a cycle selection-homomorphism f1 : Êxt
∗
L(k, k) → Hom
∗
L(Pˆ , Pˆ ) such
that any class a is mapped to a representative f1(a). Then we can find a k-linear map f2 :
Êxt
∗
L(k, k) ⊗ Êxt
∗
L(k, k) → Hom
∗
L(Pˆ , Pˆ ) of degree −1 satisfying df2(a, b) = f1(a)f1(b) − f1(ab)
for all a, b. Finally, we are interested in terms of the form
(2.3) f2(a, b)f1(c) + f2(a, bc) + f2(ab, c) + f1(a)f2(b, c);
this is a cocycle in Hom∗L(Pˆ , Pˆ ). In order to determine the class of this cocycle, it is enough to
know the degree 0 map of it (cf. (1.4)). This observation leads to the following definition.
Definition 2.4. For every f ∈ HomnL(Pˆ , Pˆ ), i.e., a family of maps fj : Pˆj+n → Pˆj (j ∈ Z), not
necessarily commuting with the differential, we denote by C(f) the class of the map ǫ◦f0 : Pˆn → k
in HnHomL(Pˆ∗, k) = Êxt
n
L(k, k).
Note that the complex HomL(Pˆ∗, k) has trivial differential; thus, every element in HomL(Pˆ∗, k)
and in particular ǫ ◦ f0 is a cocycle. The definition above gives a map
C : HomnL(Pˆ , Pˆ ) −→ Êxt
n
L(k, k)
f 7→ [ǫ ◦ f0]
Proposition 2.5. The map C has the following properties:
(i) If f ∈ HomnL(Pˆ , Pˆ ) is a cocycle, then C(f) is the cohomology class of f ; in particular
C ◦ f1 = Id.
(ii) The map C is k-linear.
(iii) If C(f1) = C(f2) for some f1, f2 ∈ Hom
n
L(Pˆ , Pˆ ), then C(f1g) = C(f2g) for all g ∈
HommL (Pˆ , Pˆ ).
(iv) If a ∈ HommL (Pˆ , Pˆ ) is a cocycle and f ∈ Hom
n
L(Pˆ , Pˆ ) is arbitrary, then C(fa) =
C(f)C(a).
Proof. (i) follows from (1.4), (ii) holds by definition.
Ad (iii): If C(fi) = 0, then ǫ ◦ fi = 0. This implies ǫ ◦ fi ◦ g = 0, hence C(fig) = 0. For
general f1, f2 note C(f1 − f2) = 0; by what we just proved C((f1 − f2)g) = 0 and therefore
C(f1g) = C(f2g).
Ad (iv): Choose a cocycle h ∈ HomnL(P, P ) satisfying C(h) = C(f). Then by (iii)
C(fa) = C(ha) = C(h)C(a) = C(f)C(a). 
The following corollary will simplify computations later on.
Proposition 2.6. The map f2 can be chosen in such a way that C ◦ f2 = 0.
Proof. Choose any f˜2 (satisfying df˜2(a, b) = f1(a)f1(b)−f1(ab)). Put f2 = f˜2−f1 ◦C ◦ f˜2. Since
df1 = 0, we get
df2(a, b) = df˜2(a, b) = f1(a)f1(b)− f1(ab),
and from C ◦ f1 = Id follows that
C ◦ f2 = C ◦ f˜2 − C ◦ f1 ◦ C ◦ f˜2 = 0. 
Consider (2.3) with this simplified version of f2. By applying C, we get the term
C(f2(a, b)f1(c)) + C(f2(a, bc)) + C(f2(ab, c)) + C(f1(a)f2(b, c))
This is the cohomology class of (2.3). Note that the individual terms f2(a, b)f1(c), f2(a, bc) . . .
will not be cocycles in general, but the map C assigns cohomology classes to them in such a way
that the sum will be the class we are looking for.
By our choice of f2 (such that C ◦ f2 = 0), the first three terms in the sum vanish (note that
C(f2(a, b)f1(c)) = C(f2(a, b))c by Proposition 2.5.(iv)). Thus we are interested in terms of the
form C(f1(a)f2(b, c)), where a, b, c run through all elements of a k-basis of Êxt
∗
L(k, k).
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Proposition 2.7. For all monomials α, β in x¯, y¯ we have:
C(p¯α) = 0, C(x¯p¯α) = x2C(α),
C(q¯α) = 0, C(y¯p¯α) = y2C(α),
C(x¯q¯α) = 0, C(y¯q¯α) = y2C(α),
C(βp¯α) = 0 if the degree of β is at least 2
C(βq¯α) = 0 if the degree of β is at least 2
C(βr¯α) = 0 for all β
Here, p¯, q¯ and r¯ are defined as in 2.1.
Proof. By Proposition 2.5.(iii) we can assume that the degree of β is at most 3. Furthermore,
we can assume α = 1 by Proposition 2.5.(iv). In order to determine C(a¯p¯) for any given cocycle
a¯ of degree n, we consider the composition
Pˆn+1
p¯n
−→ Pˆn
a¯0−→ Pˆ0
ǫ
−→ k
as an element of Hn+1HomL(Pˆ∗, k). If n = 0, 2, 3, then im(p¯n) ⊂ ker(ǫ) · Pˆn. Therefore,
im(a¯0 ◦ p¯n) ⊂ ker(ǫ) · Pˆ0 = ker(ǫ), hence ǫ ◦ a¯0 ◦ p¯n = 0. For C(x¯p¯) consider x¯p¯ in degree 0, i.e.
Pˆ2
p¯1
−→ Pˆ1
x¯0−→ Pˆ0
(0 EE 0) (E 0)
that is (0 E) : Pˆ2 −→ Pˆ0, which corresponds to x
2. The remaining cases can be shown analo-
gously. 
Remark 2.8. Using C, we can prove that there is no 4-periodic null-homotopy for x¯2 + x¯y¯ + y¯2
as follows: Suppose there is a 4-periodic null-homotopy; call it qˆ. Since d(qˆ − q¯) = 0, v¯ = qˆ − q¯
is a cocycle, representing some class v. By construction, s¯q¯ = (q¯+ x¯+ y¯)s¯. Since qˆ is 4-periodic,
we have C(s¯v¯) = C(v¯s¯) − C((x¯ + y¯)s¯) = vs − (x + y)s by Proposition 2.5. On the other hand,
C(s¯v¯) = sv, hence (x + y)s = 0, a contradiction. In a similar way one shows that there is no
4-periodic null-homotopy for x¯3.
2.3. The maps f1 and f2. A k-basis of Êxt is given by C = {s
i, xsi, ysi, x2si, y2si, x2ysi | i ∈
Z}. Define the k-linear map f1 on the basis C by
f1 : Êxt
∗
L(k, k) → Hom
∗
L(Pˆ , Pˆ )
xεyδsi 7→ x¯εy¯δ s¯i
for all i, ε, δ ∈ Z for which the expression on the left hand side lies in C. Put B = {1, x, y, x2, y2, x2y}.
For all b, c ∈ B and i, j ∈ Z we have f1(bs
icsj) = f1(bc)s¯
i+j and f1(bs
i)f1(cs
i) = f1(b)f1(c)s¯
i+j ,
since s¯ commutes with both x¯ and y¯. This implies that we can define f2 on B × B and then
extend it to C× C via f2(bs
i, csj) = s¯i+jf2(b, c). Now define f2 on B × B as follows:
f2(b, c)
c
1 x y x2
b
1 0 0 0 0
x 0 0 q¯ r¯
y 0 p¯+ q¯ 0 p¯x¯+ x¯p¯+ x¯2
x2 0 r¯ 0 r¯x¯
y2 0 r¯ + q¯x¯+ x¯p¯+ x¯2 x¯q¯ + q¯y¯ + r¯ q¯x¯2 + r¯x¯+ p¯x¯2 + y¯r¯
x2y 0 x¯2p¯+ r¯y¯ r¯x¯+ r¯y¯ + x¯2q¯ x¯2p¯x¯+ r¯y¯x¯
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y2 x2y
b
1 0 0
x x¯q¯ + r¯ r¯y¯
y x¯q¯ + q¯y¯ + r¯ p¯x¯y¯ + x¯p¯y¯ + x¯2q¯ + r¯y¯ + r¯x¯+ x¯2y¯
x2 r¯x¯+ r¯y¯ + x¯2q¯ r¯x¯y¯
y2 x¯q¯y¯ + q¯y¯2 + r¯y¯ q¯x¯2y¯ + r¯x¯y¯ + p¯x¯2y¯ + y¯r¯y¯
x2y x¯2q¯y¯ + r¯x¯y¯ + r¯y¯2 x¯2p¯x¯y¯ + r¯y¯x¯y¯
Direct verification shows that df2(b, c) = f1(bc)− f1(b)f1(c). In fact, this f2 is already simplified
in the sense of Proposition 2.6, which is why some apparently unnecessary terms occur (e.g. the
x¯2 in f2(y, x
2)). Indeed, C ◦ f2 = 0, as one can check using Proposition 2.7.
2.4. Computation of m. We want to investigate the term
m(a, b, c) = C(f1(a)f2(b, c))
for all a, b, c ∈ C. Since f2(b, c) is 8-periodic, we have m(as
2h, bsi, csj) = m(a, b, c)s2h+i+j
for all integers h, i, j and a, b, c ∈ C. Therefore it is enough to consider all triples (a, b, c) ∈(
B ∪ Bs
)
× B × B.
Consider the case a ∈ B. If a = 1, then C(f1(a)f2(b, c)) = C(f2(b, c)) = 0. If |a| ≥ 2, then
f1(a)f2(b, c) is a sum of terms βp¯α, βq¯α and βr¯α where α and β are monomials in x¯ and y¯, and
the degree of β is at least 2. Hence C(f1(a)f2(b, c)) = 0 by Proposition 2.7.
We are left with the cases a = x and a = y. Consider a = x. By Proposition 2.7 we get
C(x¯f2(b, c)) from f2(b, c) by the following rule: Put an x¯ in front of all monomials in x¯ and y¯.
Then remove all summands containing p¯, q¯ or r¯, except those beginning with p¯, where we replace
the p¯ by x2. Finally, replace all x¯ and y¯ by x and y, respectively. Using this procedure, we get
the following table for C(x¯f2(b, c)):
C(x¯f2(b, c))
c
1 x y x2 y2 x2y
b
1 0 0 0 0 0 0
x 0 0 0 0 0 0
y 0 x2 0 x3 + x3 0 x3y + x3y
x2 0 0 0 0 0 0
y2 0 x3 0 x4 0 x4y
x2y 0 0 0 0 0 0
Most of these expressions vanish, the only remaining term is m(x, y, x) = x2. For the case a = y
we use a similar method resulting from Proposition 2.7, and we end up with the following:
C(y¯f2(b, c))
c
1 x y x2 y2 x2y
b
1 0 0 0 0 0 0
x 0 0 y2 0 0 0
y 0 y2 + y2 0 y2x+ yx2 y3 y2xy + yx2y
x2 0 0 0 0 0 0
y2 0 y2x+ yx2 y3 y2x2 + y2x2 y4 y2x2y + y2x2y
x2y 0 0 0 0 0 0
Again, only one expression is non-zero, namely m(y, x, y) = y2.
The case a ∈ Bs is slightly more difficult. Consider the map
h(b, c) = s¯f2(b, c)s¯
−1 − f2(b, c),
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measuring how far away f2 is from 4-periodicity. From the equations
s¯p¯s¯−1 = p¯
s¯q¯s¯−1 = q¯ + x¯+ y¯
s¯r¯s¯−1 = r¯ + x¯2
we get the following table for h:
h¯(b, c)
c
1 x y x2
b
1 0 0 0 0
x 0 0 x¯+ y¯ x¯2
y 0 x¯+ y¯ 0 0
x2 0 x¯2 0 x¯2x¯
y2 0 x¯2 + (x¯+ y¯)x¯ x¯(x¯+ y¯) + (x¯+ y¯)y¯ + x¯2 (x¯+ y¯)x¯2 + x¯2x¯+ y¯x¯2
x2y 0 x¯2y¯ x¯2x¯+ x¯2y¯ + x¯2(x¯+ y¯) ∗
y2 x2y
b
1 0 0
x x¯(x¯+ y¯) + x¯2 x¯2y¯
y x¯(x¯+ y¯) + (x¯+ y¯)y¯ + x¯2 x¯2(x¯+ y¯) + x¯2y¯ + x¯2x¯
x2 x¯2x¯+ x¯2y¯ + x¯2(x¯+ y¯) ∗
y2 x¯(x¯+ y¯)y¯ + (x¯+ y¯)y¯2 + x¯2y¯ ∗
x2y ∗ ∗
where ∗ denotes certain homogeneous polynomials in x¯ and y¯ of degree at least 4. Applying C
to this table and using relations in Êxt
∗
L(k, k), we get
C(h(b, c))
c
1 x y x2 y2 x2y
b
1 0 0 0 0 0 0
x 0 0 x+ y x2 y2 + x2 x2y
y 0 x+ y 0 0 y2 0
x2 0 x2 0 0 0 0
y2 0 y2 + x2 y2 0 0 0
x2y 0 x2y 0 0 0 0
By definition of h we have h(b, c)s¯ = s¯f2(b, c)− f2(b, c)s¯, hence
C(h(b, c))s = C(s¯f2(b, c))− C(f2(b, c))︸ ︷︷ ︸
0
s = m(s, b, c).
Therefore, this table shows the values m(s, b, c) with b, c ∈ B. On the other hand, we know that
m is a Hochschild-cocycle, in particular for all a, b, c ∈ B
am(s, b, c) +m(as, b, c) +m(a, sb, c) +m(a, s, bc) +m(a, s, b)c = 0.
Using m(a, s, b)c = m(a, 1, b)sc = 0, m(a, s, bc) = m(a, 1, bc)s = 0 and m(a, sb, c) = m(a, b, c)s,
we get
(2.9) m(as, b, c) = am(s, b, c) +m(a, b, c)s
We know the right hand side for all a, b, c ∈ B. Gathering all results, we get the following
theorem.
Theorem 2.10. The canonical element γQ is represented by the Hochschild cocycle m which
satisfies m(as2h, bsi, csj) = m(a, b, c)s2h+i+j,
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m(x, y, x) = x2 m(s, x, x2y) = x2ys m(sy, x, x2) = x2ys
m(y, x, y) = y2 m(s, x2y, x) = x2ys m(sy, x2, x) = x2ys
m(s, x, y) = (x + y)s m(sx, y, x) = (x2 + y2)s m(sx, x, y2) = x2ys
m(s, y, x) = (x + y)s m(sy, x, y) = (x2 + y2)s m(sy, x, y2) = x2ys
m(s, x, x2) = x2s m(sx, x, y) = y2s m(sx, y2, x) = x2ys
m(s, x2, x) = x2s m(sy, y, x) = x2s m(sy, y2, x) = x2ys
m(s, x, y2) = (x2 + y2)s m(sx2, x, y) = x2ys m(sx, y, y2) = x2ys
m(s, y2, x) = (x2 + y2)s m(sy2, x, y) = x2ys m(sx, y2, y) = x2ys
m(s, y, y2) = y2s m(sx2, y, x) = x2ys
m(s, y2, y) = y2s m(sy2, y, x) = x2ys
and vanishes on all other triples of elements of C.
Theorem 2.11. The element γQ is non-trivial.
Proof:
Assume m = dg for some Hochschild (2,−1)-cochain g. Then,
m(a, b, c) = (dg)(a, b, c) = a g(b, c) + g(ab, c) + g(a, bc) + g(a, b)c
for all a, b, c. In particular,
y2 = m(y, x, y) = yg(x, y) + g(yx, y) + g(y, xy) + g(y, x)y
0 = m(x, y, y) = xg(y, y) + g(xy, y) + g(x, y2) + g(x, y)y
0 = m(x, x, x) = xg(x, x) + g(x2, x) + g(x, x2) + g(x, x)x
x2 = m(x, y, x) = xg(y, x) + g(xy, x) + g(x, yx) + g(x, y)x
0 = m(y, y, x) = yg(y, x) + g(y2, x) + g(y, yx) + g(y, y)x
Adding up these equations we get (using x2 + y2 = xy)
x2 + y2 = x · (g(x, y) + g(y, x)).
This implies g(x, y) + g(y, x) = y. On the other hand, interchanging the roles of x and y we get
g(x, y) + g(y, x) = x, a contradiction. 
2.5. Matric Massey products. In order to construct a module which is not a direct summand
of a realisable one, we will use the calculus of matric Massey products (introduced by May,
[May69]). Let us recall the basic definitions and properties. For simplicity, we shall stick to the
case of characteristic 2. Let A be a differential graded algebra over the field k. We denote by
F(A) the set of all (right) A-modules of the form
⊕m
µ=1A[mµ] (for some natural number m and
some integers m1,m2, . . . ,mm).
Definition 2.12. For any two dg-A-modules P,Q let Mat(P,Q) be the set of all A-module-
homomorphisms from P to Q. If
P =
m⊕
µ=1
A[−mµ] ∈ F(A),
we identify Mat(P,Q) with those 1×m-matrices X having entries in Q and satisfying |Xµ| = mµ.
If further
Q =
n⊕
ν=1
A[−nν ] ∈ F(A),
we identify Mat(P,Q) with the n ×m-matrices X having entries in Q and satisfying |Xν,µ| =
mµ − nν . For all such matrices we define (dX)ν,µ = dXν,µ.
Now we are ready to define matric Massey products. Let P,Q,R ∈ F(H∗A) and let M be an
arbitrary dg-A-module. Suppose we are given maps
R
Y
−→ Q
X
−→ P
W
−→ H∗M
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(represented by matrices Y andX with entries inH∗A and a vectorW with entries inH∗M) such
that WX = 0 and XY = 0. By choosing a representative in M for every entry of W we obtain a
matrix W¯ ; similarly we can choose matrices X¯ and Y¯ with entries in A. Then there are matrices
T¯ : Q¯→M [1] and U¯ : R¯→ P¯ [1] with entries in M and A respectively, satisfying W¯ X¯ = dT¯ and
X¯Y¯ = dU¯ . Then all entries of the matrix B¯ = T¯ Y¯ − W¯ [1]U¯ (as a map R¯→M [1]) are cocycles;
it therefore represents a matrix B with entries in H∗M . The set of matrices obtained this way
is a coset of W [1]Mat(R,P [1]) +Mat(Q,H∗M [1])Y in Mat(R,H∗M [1]), which will be denoted
by 〈W,X, Y 〉.
Proposition 2.13 (Juggling formula). Suppose we are additionally given a module S ∈ F(H∗A)
and a morphism Z : S −→ R satisfying Y Z = 0. Then
W 〈X,Y, Z〉 = 〈W,X, Y 〉Z
as cosets of W ·Mat(R,P [1]) · Z in Mat(S,H∗M [1]).
This is a special case of Corollary 3.2.(iii) of [May69].
Proposition 2.14. Let P,Q,R, S be as above. Suppose we are given maps
S
Z
−→ R
Y
−→ Q
X
−→ P
satisfying XY = 0 and Y Z = 0. Furthermore, assume 0 6∈ 〈X,Y, Z〉. Then C = coker(X) is not
a direct summand of a realisable module.
Proof:
Assume there were some dg-A-module M and maps
C
i
−→ H∗M
r
−→ C,
such that r ◦ i = idC . Define W = i ◦ π, where π : P → C is the projection. Then WX =
i ◦ π ◦ X = 0, and by the juggling formula we have 〈W,X, Y 〉Z = W 〈X,Y, Z〉 as cosets of
W ·Mat(R,P [1]) · Z in Mat(S,H∗M [1]). Let D ∈ 〈W,X, Y 〉. There exists some E ∈ 〈X,Y, Z〉
satisfying DZ =WE.
Q[1]
X // P [1]
π //
W
##H
HH
HH
HH
HH
HH
C[1]
S
G
OO


 E
==z
z
z
z
z
z
Z
// R
F
OO



D
// H∗M [1]
r
OO
Precomposition with r yields
r ◦D ◦ Z = (r ◦W ) ◦ E = (r ◦ i ◦ π) ◦ E = π ◦ E.
Since π is surjective and R is projective, there is some F : R → P [1] such that π ◦ F = r ◦D.
Then the image of F ◦Z−E lies in the kernel of π, which is the image of X . Since S is projective,
there is some G : S → Q[1] satisfying F ◦ Z − E = X ◦G. But then
E = F ◦ Z −X ◦G ∈ Mat(R,P [1]) · Z +X ·Mat(S,Q[1]),
But now E ∈ 〈X,Y, Z〉 implies 0 ∈ 〈X,Y, Z〉, a contradiction. 
Now let A be the endomorphism algebra of our projective resolution Pˆ∗; let us write Λ = H
∗A.
Proposition 2.15. We have
0 6∈
〈(
y x+ y
x y
)
,
(
y x+ y
x y
)
,
(
y x+ y
x y
)〉
.
Therefore, by Proposition 2.14, the cokernel of the map
Λ[−1]⊕ Λ[−1]
“
y x+y
x y
”
−−−−−−→ Λ⊕ Λ
is a graded Hˆ∗(G, k)-module which is not a direct summand of a realisable one.
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Proof:
We choose x¯ and y¯ as representatives for x and y. Then(
y¯ x¯+ y¯
x¯ y¯
)2
=
(
y¯2 + x¯2 + y¯x¯ y¯x¯+ x¯y¯
y¯x¯+ x¯y¯ y¯2 + x¯2 + x¯y¯
)
= d
(
p¯+ q¯ p¯
p¯ q¯
)
.
In particular, the matric Massey product is defined. One element of the Massey product is given
by the class of(
p¯+ q¯ p¯
p¯ q¯
)
·
(
y¯ x¯+ y¯
x¯ y¯
)
+
(
y¯ x¯+ y¯
x¯ y¯
)
·
(
p¯+ q¯ p¯
p¯ q¯
)
=
(
p¯y¯ + q¯y¯ + p¯x¯+ y¯q¯ + x¯p¯ p¯x¯+ q¯x¯+ q¯y¯ + y¯p¯+ x¯q¯ + y¯q¯
p¯y¯ + q¯x¯+ x¯p¯+ x¯q¯ + y¯p¯ p¯x¯+ p¯y¯ + q¯y¯ + x¯p¯+ y¯q¯
)
.
By Proposition 2.7 the class of this matrix is B =
(
x2+y2 0
x2+y2 x2+y2
)
. Let C =
(
y x+y
x y
)
. Assume that
B lies in the indeterminacy; then there are 2× 2-matrices Q and R with B = CQ+RC. Define
D =
( x y
x+y x
)
; then CD = DC = 0. If we denote by tr the trace of a matrix, then we have
tr(BD) = tr(CQD) + tr(RCD) = tr(QDC) + tr(RCD) = 0
(note that these computations take place in a commutative ring). But
tr(BD) = tr
(
x2y ∗
∗ 0
)
= x2y 6= 0,
a contradiction. 
In order to construct a module which is not a direct summand of a realisable one, it is often
enough to consider ’ordinary’ Massey products, i.e. the case of 1 × 1-matrices; this is true for
example in the cases G = Z/2Z× Z/2Z ([BKS04], Example 7.7) and G = Z/3Z (characteristic
3, [BKS04], Example 7.6). In our present case, it is not that easy:
Proposition 2.16. Let k = F2 be the field with 2 elements. For all a, b, c ∈ Êxt
∗
L(k, k) satisfying
ab = 0 and bc = 0 we have 0 ∈ 〈a, b, c〉.
Proof:
By [BKS04], Lemma 5.14, the class m(a, b, c) is contained in the Massey product 〈a, b, c〉. There-
fore, it is enough to show that m(a, b, c) is an element of the indeterminacy
a · Êxt
|b|+|c|−1
L (k, k) + Êxt
|a|+|b|−1
L (k, k) · c
for all a, b, c. By construction of m it is enough to do so for those triples (a, b, c) and (sa, b, c)
with a, b, c ∈
{
1, x, y, x+ y, x2, y2, x2 + y2, x2y
}
which satisfy ab = 0 and bc = 0.
We have that m(a, b, c) = 0: If |a|, |b| ≤ 1, then ab = 0 implies a = 0 or b = 0 (here we use that
k = F2). If |a| ≥ 2 or |b| ≥ 2, then we get m(a, b, c) = 0 from Theorem 2.10.
For m(sa, b, c) we have by (2.9)
m(sa, b, c) = am(s, b, c) +m(a, b, c)s.
We have already seen that the second summand vanishes; the first summand is contained in
a · Êxt
|s|+|b|+|c|−1
L (k, k) = sa · Êxt
|b|+|c|−1
L .
Remark 2.17. Note that the Proposition is not true for arbitrary fields of characteristic 2: If the
field k contains an element α ∈ k satisfying α2 + α+ 1 = 0, then the Massey product〈
αx+ y, α2x+ y, αx+ y
〉
is defined and does not contain 0.
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3. The case G = (Z/2Z)
r
Let us consider the case of (finite) abelian p-groups, which are of the form
G =
r∏
i=1
Z/ppiZ
with p1, . . . , pr ≥ 1. Note that, given groups H1, H2, there seems to be no obvious relation
between the canonical classes γH1 , γH2 and γH1×H2 . For example, the class γZ/2Z is trivial, but
(as noted in [BKS04], Example 7.7) γZ/2Z×Z/2Z is non-trivial. Our main result is the following.
Theorem 3.1. Let k be a field of characteristic p > 0, and G be the abelian p-group
G =
r∏
i=1
Z/miZ with mi = p
pi , pi ≥ 1 for all i = 1, 2, . . . , r.
(a) Suppose r = 1 or r ≥ 3, and assume that ppi 6= 3 for all i. Then γG = 0 ∈
HH3,−1Hˆ∗(G, k). In particular, every Hˆ∗(G, k)-module is a direct summand of a re-
alisable module.
(b) In all other cases, γG 6= 0 ∈ HH
3,−1Hˆ∗(G, k), and there is an Hˆ∗(G, k)-module which
is not a direct summand of a realisable module.
We will prove this in 4. The proof of (a) is rather complicated; for this reason we restrict
ourselves to an easier special case in this section.
Theorem 3.2. Let k be a field of characteristic 2 and G = (Z/2Z)r with r ≥ 3. Then γG = 0.
3.1. Projective resolution and cocycles. As a first step in the proof of Theorem 3.2 , we will
construct a complete projective resolution and corresponding cocycles. Let r ≥ 2. We need some
more new notation. In what follows, we will denote multi-indices with r entries (i.e., elements
of Zr) by Greek letters. For such an α let αi denote its i-th entry. For n ∈ Z define
Mn =
{
α ∈ Zr≥0 |
r∑
i=1
αi = n
}
,
Nn =
{
α ∈ Zr<0 |
r∑
i=1
αi = n− r + 1
}
.
For α ∈ Mn and β ∈ Mm we have α + β ∈ Mn+m, defined in the obvious way. Similarly α − β
is an element of Zr; if α ≥ β (i.e. αi ≥ βi for all i), then α − β ∈ Mn−m. For all i we have an
element εi ∈M1 with
εij =
{
1 if i = j
0 otherwise.
Let us denote by 0 and −1 the (unique) elements of M0 and N−1, respectively.
Let k be a field of characteristic 2 and G = (Z/2Z)
r
with r ≥ 2. Then
kG ∼= L = k[z1, z2, . . . , zr]/(z
2
i = 0),
and as in 1.5 we will work with L instead of kG. In L, we have the norm element N = z1z2 · · · zr
and we define Ni = z1z2 · · · ẑi · · · zr for all i = 1, 2, . . . , r. Then,
zj · Ni =
{
N if j = i
0 if j 6= i.
(3.3)
For every finite set S we write LS for the free L-module with L-basis elements (s) where s runs
through all elements of S. In particular,
LMn =
⊕
α∈Mn
L · (α), LNn =
⊕
α∈Nn
L · (α).
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In order to simplify notation, we define for α ∈ Zr with
∑
i α = n
(α) = 0 ∈ LMn if αi < 0 for some i.(3.4)
Finally, put (α)∗ = (−1− α) ∈ LN−1−n for α ∈Mn.
A complete projective resolution of k as a trivial L-module can be described as follows: Set
Pˆn = L
Mn for n ≥ 0 and Pˆn = L
Nn for n < 0. The differential ∂ is defined to be
Pˆn+1 = L
Mn+1 −→ LMn = Pˆn : (α) 7→
r∑
i=1
zi(α− ε
i) for all n ≥ 0
Pˆn+1 = L
Nn+1 −→ LNn = Pˆn : (α) 7→
r∑
i=1
zi(α− ε
i) for all n < −1
Pˆ0 = L
M0 −→ LN−1 = Pˆ−1 : (0) 7→ N · (−1)
We get a complex
. . .←− LN−2 ←− LN−1 ←− LM0 ←− LM1 ←− LM2 ←− . . .←− LMn ←− LMn+1 ←− . . .
which is a resolution of k as a trivial L-module, as we will see in 4.1 in a more general context.
In fact, it is a minimal resolution; after applying HomL( , k) we get the sequence
· · ·
0
−→ kN−2
0
−→ kN−1
0
−→ kM0
0
−→ kM1
0
−→ kM2
0
−→ · · ·
0
−→ kMn
0
−→ kMn+1
0
−→ . . .
Hence
Êxt
n
L(k, k)
∼=
{
kMn if n ≥ 0
kNn if n < 0
Next, we will determine the multiplicative structure by explicit construction of cocycles of the
endomorphism algebra of Pˆ∗. We begin with degree 1 and denote by u¯i (for every i = 1, 2, . . . , r)
the following morphism of chain complexes:
Pˆn+1 = L
Mn+1 −→ LMn = Pˆn : (α) 7→ (α − ε
i) for n ≥ 0
Pˆn+1 = L
Nn+1 −→ LNn = Pˆn : (α) 7→ (α − ε
i) for n < −1
Pˆ0 = L
M0 −→ LN−1 = Pˆ−1 : (0) 7→ Ni · (−1)
To prove ∂u¯i = u¯i∂, note that the diagram
Pˆn+1
u¯i

∂ // Pˆn
u¯i

Pˆn ∂
// Pˆn−1
(α)  //
_

∑r
j=1 zj(α − ε
j)
_

(α− εi)
 //
∑r
j=1 zj(α− ε
j − εi)
commutes for n ≥ 1, α ∈ Mn+1 and for n < −1, α ∈ Nn+1. Then we are left with two special
cases, namely
(εm) 
∂ //
_
u¯i

zm(0)_
u¯i

(εm − εi)

∂
// zmNi(−1)
(0) 
∂ //
_
u¯i

N(−1)
_
u¯i

Ni(−1)

∂
// N(−1− εi)
The left diagram shows the map Pˆ1 −→ Pˆ−1. Ifm 6= i, then both compositions are 0 due to (3.4)
and (3.3). If m = i then we get (εi) 7→ N(−1) in both cases. The diagram on the right commutes
because of the equality ∂(Ni(−1)) =
∑r
j=1 zjNi(−1− ε
j) = N(−1− εi) which follows from (3.3).
We have thereby shown that u¯i is a chain map; denote the corresponding cohomology class by
ui. One readily verifies that
Ext∗L(k, k)
∼= k[u1, u2, . . . , ur].
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Since uiuj = ujui, we know that u¯iu¯j + u¯ju¯i is null-homotopic. In fact, it is almost zero: The
cocycle u¯iu¯j is given by
Pˆn+2 = L
Mn+2 −→ LMn = Pˆn : (α) 7→ (α− ε
j − εi) for n ≥ 0
Pˆ1 = L
M1 −→ LN−1 = Pˆ−1 : (ε
m) 7→ Ni(−1+ ε
m − εj)
Pˆ0 = L
M0 −→ LN−2 = Pˆ−2 : (0) 7→ Nj(−1− ε
i)
Pˆn+2 = L
Nn+2 −→ LNn = Pˆn : (α) 7→ (α− ε
j − εi) for n < −2
By interchanging i and j one sees that u¯iu¯j + u¯j u¯i is zero except in degrees −1 and −2, where
it is given by
. . . Pˆ0
oo
!!C
C
C
C
(0) 7→ Ni(−1− ε
j) + Nj(−1− ε
i)

Pˆ1
oo
(α) 7→ Ni(−1+ α− ε
j) + Nj(−1+ α− ε
i)

. . .oo
. . . Pˆ−2
oo Pˆ−1
oo . . .oo
As a null-homotopy for this we can take the map which is given by
(3.5) Pˆ0 ∋ (0) 7→ z1 . . . ẑi . . . ẑj . . . zr(−1) ∈ Pˆ−1
and vanishes everywhere else.
Now we consider the negative range. Take some multi-index β ∈ Zr≥0 and writem = |β| =
∑
i βi.
Let us define a cocycle ϕ¯β of degree −(m+ 1) as follows:
In degree m+ 1 + n with n ≥ 0:
Pˆn = L
Mn −→ LMm+1+n = Pˆm+1+n
(nε1) 7→ N1(β + (n+ 1)ε
1)
(α) 7→ 0 for all other α ∈Mn
In degree n = 0, 1, . . . ,m:
Pˆ−(m+1)+n = L
N−(m+1)+n −→ LMn = Pˆn
(−1− α) = (α)∗ 7→ (β − α) for all α ∈Mm−n
In degree −n− 1 with n ≥ 0:
Pˆ−(m+1)−n−1 = L
N−(m+1)−n−1 −→ LN−n−1 = Pˆ−n−1
(β + (n+ 1)ε1)∗ 7→ N1(nε
1)∗
(α)∗ 7→ 0 for all other α ∈Mm+n+1
Note that the first factor of (Z/2Z)
r
plays a special role. This is an arbitrary but, as it seems,
unavoidable choice. We omit the straightforward proof of ϕ¯β being a cocycle.
Note that in degree 0 the map ϕ¯β : L
N−1−m −→ L is the projection onto the factor corresponding
to (β)∗. Using (1.4) we see that, for fixed m, the cohomology classes ϕβ with |β| = m span
Êxt−m−1L (k, k) as a k-vector space. We will see later that the Tate algebra is given by
Êxt
∗
L(k, k)
∼= k[ui, ϕβ ] / ∼
where i = 1, . . . , r and β runs through all multi-indices; the relations are given by ϕαϕβ = 0 for
all α and β, and
ui ϕβ =
{
0 if βi = 0
ϕβ−εi otherwise.
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To prove these relations and for the computation of γ we are supposed to write down several
homotopies explicitly. We will circumvent this by proving that our projective resolution has a
special lifting property which shows the existence of sufficiently nice homotopies in certain cases.
3.2. The lifting property of the resolution. Recall the definition of the map C of 2.2. All
properties carry over to our present case (because we are dealing with a minimal projective
resolution again).
Definition 3.6. Let J be an ideal of L. A map f : P → Q of L-modules is called a J-map, if the
image of f is contained in the submodule J ·Q ⊆ Q.
The composition of a J-map with any map of L-modules is again a J-map. If P and Q are
finitely generated free L-modules, we can think of f as a matrix with coefficients in L. Then f
is a J-map if and only if all entries of this matrix lie in J .
Definition 3.7. A map of chain complexes f is called a J-map if fi is a J-map for all i ∈ Z.
The J-maps form a two-sided ideal of the endomorphism algebra.
Now let I = ker ǫ = 〈z1, . . . , zr〉L be the augmentation ideal.
Proposition 3.8. Let f¯ be a cocycle of the endomorphism algebra. Suppose f¯ is an I-map. Then
C(f¯) = 0. More generally, for every I-map f¯ : Pˆ [n] −→ Pˆ we have C(f¯) = 0.
Proof:
C(f¯) is represented by Pˆn
f¯0
−→ Pˆ0
ǫ
−→ k, which is zero because the image of f¯0 is contained in the
kernel of ǫ. 
Proposition 3.9. Suppose that, in the construction of a representative m of γG, we are able to
choose the map f2 in such a way that f2(x, y) is an I-map for all x, y ∈ Êxt
∗
L(k, k). Then m = 0,
and hence γ = 0.
Proof:
For all homogeneous a, b, c ∈ Êxt
∗
L(k, k) the value of m(a, b, c) is the class of the cocycle
−(−1)|a|f1(a)f2(b, c) + f2(ab, c)− f2(a, bc) + f2(a, b)f1(c).
Since the I-maps form a two-sided ideal in the endomorphism algebra, this expression is an
I-map. By Proposition 3.8 its class is zero, so m(a, b, c) = 0. 
Our goal will be to choose f2 in such a way that we can apply this proposition. Recall that, for
x, y ∈ Êxt
∗
L(k, k), f2(x, y) has to be a homotopy for f1(xy) + f1(x)f1(y). We could write down
all these homotopies and check that they are I-maps. This is a lot of work which we avoid (at
least in negative degrees) by using the following lifting property of Pˆ∗.
Theorem 3.10 (Lifting property of the resolution). Let f be a chain transformation of Pˆ of
non-positive degree which is an I2-map. Then there is a null-homotopy h for f which is an
I-map.
The proof is based on the following
Proposition 3.11. Let m,n be integers.
(i) Let g : Pˆm −→ Pˆn be an I
2-map satisfying ∂ ◦ g = 0. If n ≥ 0, then there is an I-map
h : Pˆm −→ Pˆn+1, such that g = ∂ ◦ h.
(ii) Let g : Pˆm −→ Pˆn be an I
2-map satisfying g ◦ ∂ = 0. If m < 0, then there is an I-map
h : Pˆm−1 −→ Pˆn, such that g = h ◦ ∂.
Pˆm
g

h
!!C
C
C
C
Pˆn−1 Pˆn∂
oo Pˆn+1∂
oo
Pˆm−1
h
""D
D
D
D
Pˆm∂
oo
g

Pˆm+1∂
oo
Pˆn
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Proof. Let us prove (i). Since Pˆn is projective and ∂ ◦ g = 0, there is some f : Pˆm −→ Pˆn+1
satisfying g = ∂ ◦f . Consider f as a matrix with entries in L. Every element z in L can uniquely
be written as z = t + x, where t ∈ I and x ∈ k ⊂ L. Doing so for every coefficient of f , we
get f = h+X for some I-map h and some matrix X with coefficients in k ⊂ L. We claim that
∂ ◦X = 0 which implies that h is a suitable lifting.
Since h and ∂ are both I-maps, ∂ ◦ h is an I2-map. Thus,
∂ ◦X = g − ∂ ◦ h
is an I2-map. Let V ⊂ L be the k-vector space spanned by 1, z1, z2, . . . , zr. All coefficients of ∂
lie in V . Since all coefficients of X lie in k, we get that all coefficients of ∂ ◦X lie in V . From
V ∩ I2 = {0} we get ∂ ◦X = 0. The proof of (ii) is similar. 
Proof of Theorem 3.10. Let f : Pˆ [n] −→ Pˆ be a cocycle of non-positive degree n and, at the
same time, an I2-map. We want to construct a null-homotopy h for f which is an I-map.
Put h0 = 0. We know that ∂ ◦ f0 = 0, because ∂ = ∂0 is given by multiplication with the norm
element N and N · I2 = 0. From Proposition 3.11.(i) we get some I-map h1 : Pˆn −→ Pˆ1 satisfying
f0 = ∂ ◦ h1.
Suppose we have constructed I-maps h0, h1, h2, . . . , hj in such a way that fi = ∂hi+1 + hi∂ for
all i = 0, 1, . . . , j − 1. Consider the I2-map g = fj − hj ◦ ∂.
. . . Pˆn−1oo
f−1

0

7
7
7
7
7
7
Pˆn
oo
f0

h1

7
7
7
7
7
7
Pˆn+1oo
f1

. . .oo Pˆn+j−1oo
fj−1

hj

=
=
=
=
=
=
Pˆn+joo
fj

hj+1

=
=
=
=
=
=
Pˆn+j+1oo
fj+1

. . .oo
. . . Pˆ−1
oo Pˆ0
oo Pˆ1
oo . . .oo Pˆj−1oo Pˆjoo Pˆj+1oo . . .oo
Since
∂ ◦ g = ∂fj − ∂hj∂ = fj−1∂ − (fj−1 − hj−1∂)∂ = 0,
we get an I-map hj+1 satisfying fj = ∂ ◦ hj+1 (by Proposition 3.11.(i)). This defines h in the
positive range. Now,
f−1 ◦ ∂ = ∂ ◦ f0 = 0.
By Proposition 3.11.(ii) there is an I-map h−1 satisfying f−1 = h−1 ◦ ∂. Continuing inductively
using Proposition 3.11.(ii) we end up with the desired null-homotopy h. 
Remark 3.12. In general, the theorem is wrong if the degree of f is positive. For Example,
consider the following chain transformation of degree 1:
. . . Pˆ−2
oo
0

Pˆ−1
∂oo
0

Pˆ0
Noo
N

Pˆ1
∂oo
0

Pˆ2
∂oo
0

. . .oo
. . . Pˆ−3
oo Pˆ−2∂
oo Pˆ−1∂
oo Pˆ0N
oo Pˆ1∂
oo . . .oo
Assume there is an I-homotopy h for this cochain. Then we would have N h0 + h1 N = N, but
N · I = I · N = 0, a contradiction.
Remark 3.13. The null-homotopy of u¯iu¯j + u¯ju¯i given by (3.5) is an I-map if r ≥ 3, because
the only non-vanishing matrix coefficient is z1 . . . ẑi . . . ẑj . . . zr ∈ I. Furthermore, the map ϕ¯β
is an I2-map in degrees > m and < 0 (if r ≥ 3), because the only non-vanishing coefficient is
N1 = z2z3 . . . zr.
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3.3. End of the proof. From now on, let r ≥ 3. We will follow the construction of a represen-
tative m for γ. At the same time we determine the multiplicative structure of the cohomology
ring. Define the map f1 on a k-basis of Êxt
∗
L(k, k) as follows:
f1 (u
α1
1 u
α2
2 · · ·u
αr
r ) = u¯
α1
1 u¯
α2
2 · · · u¯
αr
r
f1 (ϕβ) = ϕ¯β
Here α and β run through all (non-negative) multi-indices. Next, we are going to construct f2
in the non-negative range. Instead of constructing f2 explicitly, we will only prove the existence
of a homotopy which is an I-map.
Proposition 3.14. Let i1, i2, . . . , is be a sequence of indices from {1, 2, . . . , r}, and let σ be a per-
mutation of {1, 2, . . . , s}. Then the cocycle u¯i1 u¯i2 . . . u¯is + u¯iσ(1) u¯iσ(2) . . . u¯iσ(s) is null-homotopic
via an I-map.
Proof. Let K be the set of all permutations σ such that for every sequence i1, i2, . . . , is of indices
the cocycle
u¯i1 u¯i2 . . . u¯is + u¯iσ(1) u¯iσ(2) . . . u¯iσ(s)
is null-homotopic via an I-map. The set K contains the trivial permutation and is closed under
composition. Therefore, it is a subgroup of the symmetric group in s letters. On the other hand,
K contains all transpositions (i, j): in this case we can construct a homotopy from the u¯i’s and
the homotopy of u¯iu¯j+ u¯ju¯i given by (3.5), which is an I-map. Since the transpositions generate
the symmetric group, we are done. 
For every multi-index α we will use the usual notation uα = uα11 u
α2
2 · · ·u
αr
r . Let α and β be given
multi-indices. We have to choose for f2(u
α, uβ) a null-homotopy of f1(u
α+β) + f1(u
α)f1(u
β).
But this cocycle is of the form described in Proposition 3.14; therefore, we can choose f2(u
α, uβ)
to be an I-map.
The next case is the one of two negative arguments, i.e. we want to construct f2(ϕα, ϕβ). Note
that ϕ¯αϕ¯β is an I
2-map:
. . . Pˆ−(n+3)oo




Pˆ−(n+2)oo




Pˆ−(n+1)oo

Pˆ−n
oo

. . .oo
ϕ¯β
. . . Pˆ−2
oo

Pˆ−1
oo

Pˆ0
oo




Pˆ1
oo




. . .oo
ϕ¯α
. . . Pˆm−1
oo Pˆm
oo Pˆm+1
oo Pˆm+2
oo . . .oo
In this diagram we wrote n = |β| andm = |α|. The dashed arrows are I2-maps (by Remark 3.13);
hence, so is the composition. By Theorem (3.10) there is a null-homotopy of ϕ¯αϕ¯β which is an
I-map. In particular, ϕαϕβ = 0 and f2(ϕα, ϕβ) can be chosen to be an I-map.
As a last case consider ϕ¯β u¯i for some index i and a multi-index β. Let n = |β|. We get the
following diagram:
Pˆ−(n+2)oo

Pˆ−(n+1)oo

Pˆ−noo

. . .oo
u¯i
Pˆ−1oo

Pˆ0
oo



 Pˆ1
oo

Pˆ2
oo

oo
Pˆ−(n+3)oo




Pˆ−(n+2)oo




Pˆ−(n+1)oo

. . .oo
ϕ¯β
Pˆ−2oo

Pˆ−1oo

Pˆ0
oo



 Pˆ1
oo




oo
Pˆ−2
oo Pˆ−1
oo Pˆ0
oo . . .oo Pˆn−1
oo Pˆn
oo Pˆn+1
oo Pˆn+2
oo oo
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Again, the dashed arrows are I2-maps. This shows that ϕ¯β u¯i consists of I
2-maps in degrees ≥ n
and ≤ −1. In the remaining degrees the map is given by
(α)∗ = (−1− α) 7→ (β − (α+ εi))(3.15)
Suppose βi > 0. Then the cocycle ϕ¯(β−εi) is given by the same formula in degrees 0, 1, . . . , n−1;
in the remaining degrees, it is an I2-map. This implies that ϕ¯(β−εi) − ϕ¯β u¯i is an I
2-map. In
particular, ϕ(β−εi) = ϕβui. If βi = 0 then the right hand side of (3.15) is always zero; hence,
ϕ¯β u¯i is an I
2-map. Therefore, ϕβui = 0.
In both cases we can choose f2(ϕβ , ui) to be an I-map (using Theorem 3.10). We have already
determined the multiplicative structure of Êxt
∗
L(k, k). Now we can extend the definition of f2
to all pairs (ϕβ , u
α) with multi-indices α and β inductively: Suppose we have constructed f2 for
all pairs (ϕβ , u
α) with |α| < m, and let α be a multi-index with |α| = m. Let i be the maximal
index satisfying αi > 0. Then we have already chosen an I-map f2(ϕβ , u
α−εi), and we can define
f2(ϕβ , u
α) = f2(ϕβ , u
α−εi)f1(ui) + f2(ϕβ+εi−α, ui),
which is an I-map. Here we used the convention ϕδ = 0 if δi < 0 for some index i. Now we have
defined an I-map f2(ϕβ , u
α) for all α, β. The case f2(u
α, ϕβ) is similar.
Now we have constructed f2 in such a way that f2(x, y) is an I-map for all x, y. Using this,
Theorem 3.2 follows from Proposition 3.9. 
4. Abelian p-groups
This section is devoted to the proof of Theorem 3.1. We will start in a more general context.
Suppose we are given groups G1, G2, . . . , Gr and corresponding complete projective resolutions
Pˆ i of k as a trivial kGi-module. We will then show how to construct a complete projective
resolution Pˆ of k as a trivial k(G1 × G2 × · · · × Gr)-module from these data. We will also
construct elements of the endomorphism-dga of Pˆ from given elements of the endomorphism-
dgas of the Pˆ i. Then we put Gi = Z/p
piZ and generalise the lifting property of 3.2 to this case
in 4.3. In the last section we will use this to prove Theorem 3.1.
4.1. General theory. Let k be a field of characteristic p > 0 and r ≥ 2. Let G1, G2, . . . , Gr
be finite groups and G =
∏r
i=1Gi. Then we have a canonical isomorphism kG
∼= kG1 ⊗ kG2 ⊗
· · · ⊗ kGr which we will suppress from notation. Given a kGi-module Mi for all i = 1, 2, . . . , r,
the module M1⊗ · · · ⊗Mr gets a canonical kG-module structure. In particular, if Mi = k is the
trivial kGi-module, then M1 ⊗ · · · ⊗Mr ∼= k is the trivial kG-module.
As a first step, we construct a projective resolution (similar to [Car96], Proposition 7.5). Suppose
we are given complete projective resolutions Pˆ i of k as a trivial kGi-module for every i =
1, 2, . . . , r. By tensoring all the complexes 0←− Pˆ i0 ←− Pˆ
i
1 ←− . . . over k we get a complex
(4.1) Pˆ+∗ : 0←− Pˆ0 ←− Pˆ1 ←− Pˆ2 ←− . . .
of kG-modules. The n-th module is given by
Pˆn =
⊕
α∈Mn
Pˆ 1α1 ⊗ · · · ⊗ Pˆ
r
αr ,
where Mn =
{
α ∈ Zr≥0 |
∑r
i=1 αi = n
}
. By the Knneth theorem,
Hj(Pˆ
+) =
{⊗r
i=1 Pˆ
i
0/ im ∂
i
1 for j = 0,
0 otherwise.
(4.2)
On the other hand we can tensor all the complexes . . .←− Pˆ i−2 ←− Pˆ
i
−1 ←− 0 over k. Then we
get a complex
Pˆ−∗ : . . .←− Pˆ−3 ←− Pˆ−2 ←− Pˆ−1 ←− 0(4.3)
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of kG-modules. Here
Pˆn =
⊕
α∈Nn
Pˆ 1α1 ⊗ · · · ⊗ Pˆ
r
αr ,
where Nn = {α ∈ Z
r
<0 |
∑r
i=1 αi = n− r + 1}. As before we get
Hj(Pˆ
−) =
{⊗r
i=1 ker ∂
i
−1 for j = −1,
0 otherwise.
(4.4)
By tensoring all the maps ∂i0 : Pˆ
i
0 → Pˆ
i
−1 we get a map ∂0 : Pˆ0 → Pˆ−1 of kG-modules, which
can be used to glue Pˆ+ and Pˆ− together. We get a complex Pˆ of kG-modules with trivial
homology (by (4.2), (4.4) and the definition of ∂0). Thus Pˆ is a complete resolution of k as a
trivial kG-module. The differential is given by the formula
Pˆn −→ Pˆn−1
(a1, a2, . . . , ar) 7→

∑
|ai|>0
(−1)|a
1|+···+|ai−1|(a1, a2, . . . , ∂(ai), . . . , ar) if n > 0∑
i
(−1)|a
1|+···+|ai−1|+(i−1)(a1, a2, . . . , ∂(ai), . . . , ar) if n < 0
(∂(a1), ∂(a2), . . . , ∂(ar)) if n = 0
Denote by A(j) and A the endomorphism dgas of Pˆ j and Pˆ , respectively. We write d for their
differentials; these are defined as df = ∂ ◦ f − (−1)|f |f ◦ ∂. We are now going to construct
elements in A from given elements in the A(j)’s. This will be done for elements of positive and
negative degrees separately. We begin with the positive part. Let f ∈ A(j) be an element of
degree n ≥ 0. Define Φ(f) ∈ A of degree n as follows:
In degree k ≥ 0:
Pˆk+n −→ Pˆk
(a1, . . . , ar) 7→
{
(−1)n(|a
1|+···+|aj−1|)(a1, . . . , aj−1, f(aj), aj+1, . . . , ar) if |aj | ≥ n
0 otherwise
In degrees k = −1,−2, . . . ,−n:
Pˆk+n −→ Pˆk
(a1, . . . , ar) 7→
{
(∂a1, . . . , ∂aj−1, f(aj), ∂aj+1, . . . , ∂ar) if |ai| = 0 for all i 6= j
0 otherwise
In degree k < −n:
Pˆk+n −→ Pˆk
(a1, . . . , ar) 7→ (−1)n(|a
1|+···+|aj−1|+(j−1))(a1, . . . , aj−1, f(aj), aj+1, . . . , ar)
A straightforward calculation yields
Proposition 4.5. For every element f ∈ A(j) of non-negative degree we have Φ(df) = dΦ(f).
Corollary 4.6. The map Φ sends cocycles of A(j) of positive degree to cocycles of A. If the
elements f, f ′ ∈ A(j) of positive degree are homotopic via h ∈ A(j), then Φ(f) and Φ(f ′) are
homotopic via Φ(h).
Proposition 4.7. For all f, g ∈ A(j) of positive degree we have Φ(fg) = Φ(f)Φ(g).
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We omit the straightforward proof.
Suppose we are given indices j 6= l and cocycles f ∈ A(j) and g ∈ A(l) of positive degrees n and
m, respectively. Then we know that Φ(f)Φ(g) and (−1)nmΦ(g)Φ(f) are homotopic cycles in A.
In fact, we can easily write down a homotopy h as follows: For k = −1,−2, . . . ,−n−m+ 1 we
define h to be
Pˆk+n+m−1 −→ Pˆk(4.8)
(a1, . . . , ar) 7→ (−1)n+(m−1)|a
j |(∂a1, . . . , f(aj), . . . , g(al), . . . , ∂ar)(4.9)
whenever |ai| = 0 for all i 6= j, l and |aj | < n and |al| < m. In all other cases (and for all other
values of k) put h = 0. A somewhat lengthy calculation shows
Proposition 4.10. Φ(f)Φ(g)− (−1)nmΦ(g)Φ(f) = dh.
Now we turn to elements of negative degree. In contrast to what we did before, we choose an
element fj ∈ A
(j) of degree nj = |fj | ≤ 0 for every index j in such a way, that at most one
of them has degree 0. From these data we construct an element Ψ(f1, f2, . . . , fr) of degree n
(where n+ 1 = (n1 + 1) + · · ·+ (nr + 1)) as follows:
In degree k ≥ −n:
Pˆk+n −→ Pˆk
(a1, . . . , ar) 7→
{
(−1)t+(n+n1)|a
1|(f1(a
1), f2(∂a
2), f3(∂a
3), . . . , fr(∂a
r)) if |ai| = 0 for all i ≥ 2
0 otherwise
In degrees k = 0, 1, . . . ,−n− 1:
Pˆk+n −→ Pˆk
(a1, . . . , ar) 7→
{
(−1)
Pr
i=1(n+n1+···+ni+i−1)|a
i|(f1(a
1), f2(a
2), . . . , fr(a
r)) if |ai| ≥ ni for all i
0 otherwise
In degree k < 0:
Pˆk+n −→ Pˆk
(a1, . . . , ar) 7→
{
(−1)s+(n+n1)|a
1|(f1(a
1), ∂f2(a
2), ∂f3(a
3), . . . , ∂fr(a
r)) if |ai| = ni for all i ≥ 2
0 otherwise
where t =
∑r
i=2(n+ n1 + · · ·+ ni + i− 1) and s =
∑r
i=2(n+ n1 + · · ·+ ni + i− 1)ni. This is a
well-defined element of A. Note that the first factor of G =
∏r
i=1Gi plays a special role. This
is an arbitrary but, as it seems, unavoidable choice. A direct computation shows
Proposition 4.11. If the degree of fi is negative for all i, then Ψ(f1, f2, . . . , dfi, . . . , fr) is defined
for all i, and we have
dΨ(f1, f2, . . . , fr) =
r∑
i=1
(−1)|f1|+···+|fi−1|Ψ(f1, f2, . . . , dfi, . . . , fr).
As an immediate consequence we get
Corollary 4.12. If the maps f1, . . . , fr are cocycles of negative degree, then so is Ψ(f1, f2, . . . , fr).
If in addition fj is null-homotopic via some qj, then Ψ(f1, f2, . . . , fr) is null-homotopic via
Ψ(f1, f2, . . . , qj , . . . , fr).
Let us investigate the relations of different compositions of Φ’s and Ψ’s. To do so, we will use
the notion of I-maps defined in 3.2.
From now on, let us assume that all the groups Gj are commutative, and that Pˆ
j
0 = Pˆ
j
−1 = kGj .
Then we also have that Pˆ0 = Pˆ−1 = kG. Denote by I
(j) the ideal im ∂j0 · kG ⊂ kG, and write J1
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for the ideal of kG generated by all the ideals I(j), j = 1, 2, . . . , r. Finally, define Jm to be the
ideal Jm1 for all m. Then we have a filtration
kG =: J0 ⊃ J1 ⊃ J2 ⊃ · · · ⊃ Jr
of ideals in kG.
Remark 4.13. Recall the definition of Φ(f) for some f ∈ A(j) with |f | = n. In degree k =
−1,−2, . . . ,−n it was given by
Pˆk+n −→ Pˆk
(a1, . . . , ar) 7→
{
±(∂a1, . . . , ∂aj−1, f(aj), ∂aj+1, . . . , ∂ar) if |ai| = 0 for all i 6= j
0 otherwise
On the right hand side we have r − 1 differentials of elements of degree 0. Therefore, these
are Jr−1-maps. The same is true for Ψ(f1, . . . , fr) in the ’exterior’ range k ≥ −n and k < 0.
Furthermore, the homotopy h given by (4.8) is a Jr−2-map.
Proposition 4.14. Suppose we are given fi, gi ∈ A
(i) of negative degree for all i = 1, 2, . . . , r.
Then the composite Ψ(f1, f2, . . . , fr)Ψ(g1, g2, . . . , gr) is a Jr−1-map.
Proof:
Let us write f = Ψ(f1, f2, . . . , fr), g = Ψ(g1, g2, . . . , gr), m = |f | and n = |g|. Consider the
composition f ◦ g:
. . . Pˆn−2
oo




Pˆn−1
oo




Pˆn
oo

Pˆn+1
oo

. . .oo
f
. . . Pˆ−2
oo

Pˆ−1
oo

Pˆ0
oo




Pˆ1
oo




. . .oo
g
. . . Pˆ−m−2
oo Pˆ−m−1
oo Pˆ−m
oo Pˆ−m+1
oo . . .oo
By definition, the dashed arrows are Jr−1-maps. Therefore, the composition is a Jr−1-map in
every degree. 
Proposition 4.15. Let fi ∈ A
(i) be of negative degree ni for all i = 1, 2, . . . , r, and let g ∈ A
(j) be
of non-negative degree m. Write n = |Ψ(f1, . . . , fr)|.
(i) If |g ◦ fj| < 0, then
Φ(g) ◦Ψ(f1, f2, . . . , fr)− (−1)
m(n1+···+nj−1)Ψ(f1, f2, . . . , g ◦ fj , . . . , fr)
is a Jr−1-map. If |g ◦ fj| ≥ 0, then Φ(g) ◦Ψ(f1, f2, . . . , fr) is a Jr−1-map.
(ii) If |fj ◦ g| < 0, then
Ψ(f1, f2, . . . , fr) ◦ Φ(g)− (−1)
m(n+n1+···+nj−1)Ψ(f1, f2, . . . , fj ◦ g, . . . , fr)
is a Jr−1-map. If |fj ◦ g| ≥ 0, then Ψ(f1, f2, . . . , fr) ◦ Φ(g) is a Jr−1-map.
Proof:
We will show (i); the proof of (ii) is similar. Let us write ψ = Ψ(f1, f2, . . . , fr), n = |ψ| < 0 and
Φg = Φ(g). Suppose m+ n ≥ 0. Then we are in the following situation:
. . .



 Pˆn−1
oo



 Pˆn
oo

. . .
ψ
oo Pˆ−1oo

Pˆ0oo



 . . .
oo



 Pˆm+n−1
oo



 Pˆm+n
oo



 . . .
oo




. . . Pˆ−1oo

Pˆ0oo




. . .oo



 Pˆ−n−1
oo



 Pˆ−n
oo




. . .oo



 Pˆm−1
oo



 Pˆm
oo

. . .oo
Φg
. . . Pˆ−m−1oo Pˆ−moo . . .oo Pˆ−n−m−1oo Pˆ−n−moo . . .oo Pˆ−1oo Pˆ0oo . . .oo
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The dashed arrows are Jr−1-maps, and hence so is the composition Φg ◦ψ. In the casem+n < 0,
we have the following diagram:
. . .



 Pˆn−1
oo



 Pˆn
oo

. . .
ψ
oo Pˆm+n−1oo

Pˆm+noo

. . .oo Pˆ−1oo

Pˆ0oo



 . . .
oo




. . . Pˆ−1oo

Pˆ0oo



 . . .
oo



 Pˆm−1
oo



 Pˆm
oo

. . .oo Pˆ−n−1oo

Pˆ−noo

. . .oo
Φg
. . . Pˆ−m−1oo Pˆ−moo . . .oo Pˆ−1oo Pˆ0oo . . .oo Pˆ−n−m−1oo Pˆ−n−moo . . .oo
Again the dashed arrows are Jr−1-maps; in the remaining cases the composition is given by
(a1, . . . , ar)
ψ
7→
{
±(f1(a
1), . . . , fr(a
r)) if |ai| ≥ ni for all i
0 otherwise
Φg
7→
±(f1(a
1), . . . , g(fj(a
j)), . . . , fr(a
r)) if |ai| ≥ ni for all i
and |aj | ≥ m+ nj
0 otherwise.
(4.16)
Here, the signs can be deduced from the definition of Φ and Ψ. Now consider the two cases
given in (i). If |g ◦ fj | < 0, then we have m + n < 0 and we are in the situation of the second
diagram. The maps Φg ◦ψ and Ψ(f1, f2, . . . , g◦fj, . . . , fr) agree in the range described by (4.16).
Outside this range, they are both Jr−1-maps. Therefore, their difference must be a Jr−1-map
everywhere, which proves the proposition in this case.
Now suppose |g ◦ fj| ≥ 0, i.e. m + nj ≥ 0. If m + n ≥ 0, then the first diagram applies; as we
have seen already, the composition Φg ◦ ψ is a Jr−1-map. We are left with the case m+ n < 0.
Then the first case in (4.16) cannot occur (because |aj | < 0); hence, the formula (4.16) always
gives 0. Then the second diagram shows that the composition is a Jr−1-map. 
4.2. Abelian p-groups. In this section we consider arbitrary (finite) abelian p-groups. Let
r ≥ 2 and
G =
r∏
i=1
Z/miZ where mi = p
pi , pi ≥ 1 for i = 1, 2, . . . , r.
Let Gi = Z/miZ. As in 1.5, we have a complete projective resolution Pˆ
i
∗ of the trivial kGi-
module k together with cocycles x¯i and y¯i of the endomorphism dga A
(i). These cocycles satisfy
x¯2i = y¯i if mi = 2, and if mi ≥ 3 we know that x¯
2
i is null-homotopic via q¯i.
Using the construction of 4.1 we get a complete resolution Pˆ∗ of k as a trivial kG-module. This
resolution is not as complicated as it looks. Let us give a more direct description of Pˆ∗. Note
that the isomorphism
(4.17) kG1 ⊗ · · · ⊗ kGr ∼= kG,
is compatible with the isomorphisms kGi ∼= k[zi]/(z
mi
i ) and kG
∼= k[z1, . . . , zr]/(z
mi
i )i. This
allows us to consider the elements of kGi as elements of kG. For every α ∈Mn (with n ≥ 0) we
have a direct summand
Pˆ 1αj ⊗ · · · ⊗ Pˆ
r
αr = kG1 ⊗ · · · ⊗ kGr
∼= kG
of Pˆn; as in 3, we denote by (α) the corresponding kG-basis element of Pˆn. Then we have
isomorphisms Pˆn ∼=
⊕
α∈Mn
kG(α), which will be suppressed in our notation. Similarly one has
Pˆn ∼=
⊕
α∈Nn
kG(α) for n < 0. Using these isomorphisms, we consider Pˆ∗ as a complex
. . .←− kGN−3 ←− kGN−2 ←− kGN−1 ←− kGM0 ←− kGM1 ←− kGM2 ←− . . .
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Now we are going to describe the differential. To do so, we need some more notation. If α ∈Mn
and β ∈Mm are such that αi ≥ βi for all indices i, we have α− β ∈Mn−m and (α− β) is some
basis element of Pˆn−m. On the other hand, if αi < βi for some index i, we define
(α− β) = 0 ∈ Pˆn−m.
As in 3.1, the generators of Pˆ0 and Pˆ−1 will be denoted by (0) and (−1), respectively.
For n ∈ Z and i = 1, 2, . . . , r we define [n]i as follows:
[n]i =
{
1 if n is odd
mi − 1 if n is even
Whenever the index i is clear from context, we will drop it from the notation; in particular in
the case of [n] occurring in the exponent of zi, or the argument of [·] being the i-th component
of some multi-index, e.g. [αi + 1]. With this notation, the complex Pˆ
i is given by
. . .
−z
[−2]
i←−−−− Pˆ i−2
z
[−1]
i←−−− Pˆ i−1
−z
[0]
i←−−− Pˆ i0
z
[1]
i←−− Pˆ i1
−z
[2]
i←−−− . . .
We are now able to describe the differential ∂ : Pˆk+1 −→ Pˆk as follows:
(α) 7→
r∑
i=1
±z
[αi]
i (α− ε
i) for k ≥ 0
(0) 7→ z
[0]
1 z
[0]
2 . . . z
[0]
r (−1) for k = −1
(α) 7→
r∑
i=1
±z
[αi]
i (α+ ε
i) for k < 0
We have the augmentation ideal
I = ker ε = ker∂0 = 〈z1, z2, . . . , zr〉kG ⊆ kG.
Note that im ∂n ⊂ I · Pn−1, which implies that HomkG(∂, k) = 0; hence
Êxt
n
kG(k, k)
∼=
{
kMn for n ≥ 0,
kNn for n < 0.
4.3. The lifting property. In this section we generalise the result of 3.2 as follows:
Theorem 4.18. Suppose we are given a cocycle f : Pˆ [n] −→ Pˆ of non-positive degree which is
a J2-map. Then there is a null-homotopy h of f . Furthermore, this h can be chosen to be an
I-map.
Note that for every m, Jm is the ideal generated by all the products of m monomials of the form
zmi−1i = z
[0]
i .
Due to the more complicated form of the differentials, the proof of the theorem will be more
elaborate than before. The idea is as follows. Let n be a given degree. We will construct
splittings HomL(Pˆk+n, Pˆk) ∼= Ak ⊕Bk and HomL(Pˆk+n−1, Pˆk) ∼= Ck ⊕Dk as k-vector spaces in
such a way, that the two maps
∂∗ : HomL(Pˆk+n−1, Pˆk) −→ HomL(Pˆk+n, Pˆk)
φ 7→ φ ◦ ∂
∂∗ : HomL(Pˆk+n, Pˆk+1) −→ HomL(Pˆk+n, Pˆk)
φ 7→ ∂ ◦ φ
both respect the decompositions. Furthermore, this is done in such a way that J2-maps of degree
n belong to Ak, and elements of Ck are I-maps.
Given a J2-map f and a null-homotopy h for f , we have
fk = ∂∗hk+1 − (−1)
|h|∂∗hk
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This equation must still hold after restriction to Ak. Therefore, we can erase the Dk-part of h
to obtain an I-map, which is still a null-homotopy for f . This is the main idea. Nevertheless,
the somewhat special ∂ : Pˆ0 −→ Pˆ−1 will make the proof more complicated.
Proof of Theorem 4.18:
The k-vector space kG has a basisM consisting of all the monomials in the variables z1, . . . , zr.
Define for all multi-indices α, β ∈ Zr
Iα,β =
{∏
s∈S
z[αs+1]−[βs+1]s
∣∣∣S ⊆ {1, 2, . . . , r} with [αs + 1] ≥ [βs + 1] for all s ∈ S}
and
Jα,β =
{
z
νj
j z | z ∈ Iα,β , νj ∈ {[αj + 1], [βj]} and zj is not a factor of z
}
.
Write I˜α,β =M\Iα,β and J˜α,β =M\Jα,β . Every element g ∈ HomL(Pˆp, Pˆq) can be uniquely
written as
(β) 7→
∑
α
gα,β(α).
Here gα,β ∈ L are the coefficients of the matrix representation of g with respect to our chosen
bases. Let n < 0. For a set S, we write 〈S〉k for the k-vector space generated by the elements
of S. For all k ∈ Z define
Ak =
{
f ∈ HomL(Pˆn+k, Pˆk) | fα,β ∈
〈
J˜α,β
〉
k
for all α, β
}
,
Bk =
{
f ∈ HomL(Pˆn+k, Pˆk) | fα,β ∈
〈
Jα,β
〉
k
for all α, β
}
,
Ck =
{
h ∈ HomL(Pˆn+k−1, Pˆk) | hα,β ∈
〈
I˜α,β
〉
k
for all α, β
}
,
Dk =
{
h ∈ HomL(Pˆn+k−1, Pˆk) | hα,β ∈
〈
Iα,β
〉
k
for all α, β
}
.
That is, for h ∈ Ck we require the matrix coefficients not to contain certain monomials in the
zi’s, namely those of I. This set depends on the position in the matrix. Anyway, the monomial 1
is contained in I; therefore all elements of Ck are I-maps.
We have decompositions of k-vector spaces
HomL(Pˆn+k, Pˆk) = Ak ⊕Bk and HomL(Pˆn+k−1, Pˆk) = Ck ⊕Dk.
Now one has the following fundamental
Proposition 4.19. The map
∂∗ : Ck ⊕Dk = HomL(Pˆk+n−1, Pˆk) −→ HomL(Pˆk+n, Pˆk) = Ak ⊕Bk
respects the decomposition for k 6= −n. For k = −n it maps Ck to 0. The map
∂∗ : Ck+1 ⊕Dk+1 = HomL(Pˆk+n, Pˆk+1) −→ HomL(Pˆk+n, Pˆk) = Ak ⊕Bk
respects the decomposition for k 6= −1. For k = −1 it maps Ck+1 to 0.
Proof:
First we claim for all i and for all multi-indices α, β:
(i) z
[βi]
i Iα,β−εi ⊂ Jα,β
(ii) z
[βi]
i I˜α,β−εi ⊂ J˜α,β ∪ {0}
(iii) z
[0]
1 z
[0]
2 . . . z
[0]
r I˜α,β = 0
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Ad (i): Let z ∈ Iα,β−εi , then z is of the form
z =
∏
s∈S
z[αs+1]−[(β−ε
i)s+1]
s
for some index set S. If i /∈ S, then z ∈ Iα,β and hence z
[βi]
i z ∈ Jα,β. On the other hand, if
i ∈ S, then
z
[βi]
i z = z
[βi]
i z
[αi+1]−[βi]
i
∏
s∈S\{i}
z[αs+1]−[βs+1]s = z
[αi+1]
i
∏
s∈S\{i}
z[αs+1]−[βs+1]s ∈ Jα,β .
Ad (ii): The set I˜α,β−εi consists of monomials in the zi’s. Therefore the set z
[βi]
i I˜α,β−εi also
consists of monomials (and possibly 0). Thus it is enough to prove that for every monomial x
satisfying z
[βi]
i x ∈ Jα,β we have x ∈ Iα,β−εi . From z
[βi]
i x ∈ Jα,β we get
z
[βi]
i x = z
ν
j
∏
s∈S
z[αs+1]−[βs+1]s
for some index set S, j /∈ S and ν ∈ {[αj + 1], [βj]}. Since
[βi] = mi − [βi + 1] > [αi + 1]− [βi + 1],
i cannot belong to S; hence i = j. If ν = [βi] then
x =
∏
s∈S
z[αs+1]−[βs+1]s ∈ Iα,β−εi .
If ν = [αi + 1] then in particular [αi + 1] ≥ [βi] and
x = z
[αi+1]−[βi]
i
∏
s∈S
z[αs+1]−[βs+1]s ∈ Iα,β−εi .
Ad (iii): We have 1 ∈ Iα,β for all α, β. Hence 1 /∈ I˜α,β . But all the other monomials in the zi’s
vanish when multiplied with z
[0]
1 z
[0]
2 . . . z
[0]
r .
Now we can prove the first part of the proposition using (i), (ii) and (iii) as follows: Let h ∈
HomL(Pˆk+n−1, Pˆk) and k 6= −n. Then ∂
∗h = h ◦ ∂ is given by
(β)
∂
7→
∑
i
±z
[βi]
i (β − ε
i)
h
7→
∑
i
∑
α
±z
[βi]
i hα,β−εi(α).
(Here and in the following we write ± for a sign depending on the variables, which is not relevant
for the proof.) If h ∈ Ck, then hα,β−εi ∈
〈
I˜α,β−εi
〉
k
and therefore∑
i
±z
[βi]
i hα,β−εi ∈
〈
J˜α,β
〉
k
by (ii); hence ∂∗h ∈ Ak. Similarly we get the implication h ∈ Dk =⇒ ∂
∗h ∈ Bk from (i). In
the remaining case k = −n, the composition h ◦ ∂ is given by
(0)
∂
7→ z
[0]
1 z
[0]
2 . . . z
[0]
r (−1)
h
7→
∑
α
±z
[0]
1 z
[0]
2 . . . z
[0]
r hα,(−1)(α).
Together with (iii) one sees that ∂∗ maps Ck to 0.
The proof for ∂∗ is done analogously using the corresponding claims
(I) z
[αi+1]
i Iα+εi,β ⊂ Jα,β ,
(II) z
[αi+1]
i I˜α+εi,β ⊂ J˜α,β ∪ {0},
(III) z
[0]
1 z
[0]
2 . . . z
[0]
r I˜α,β = 0.
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We will prove (II) only; the proofs of (I) and (III) are similar to those of (i) and (iii) above.
Again, it is enough to show the implication z
[αi+1]
i x ∈ Jα,β =⇒ x ∈ Iα+εi,β for every monomial
x. Let
z
[αi+1]
i x = z
ν
j
∏
s∈S
z[αs+1]−[βs+1]s
for some index set S, some j not belonging to S, and ν ∈ {[αj+1], [βj]}. From [αi+1]−[βi+1] <
[αi + 1] we get i /∈ S, and hence j = i. If ν = [αi + 1], then we have
x =
∏
s∈S
z[αs+1]−[βs+1]s ∈ Iα+εi,β.
On the other hand, if ν = [βi] then in particular [βi] ≥ [αi + 1] and
x = z
[βi]−[αi+1]
i
∏
s∈S
z[αs+1]−[βs+1]s .
From the equality
[βi]− [αi + 1] = [αi + 2]− [βi + 1]
we get x ∈ Iα+εi,β . 
Let us now prove a generalised version of Proposition 3.11.
Proposition 4.20. Let k ∈ Z.
(i) Let f : Pˆn+k −→ Pˆk be an element of Ak satisfying ∂ ◦ f = 0. If k ≥ 0, then there is
some h : Pˆn+k −→ Pˆk+1 in Ck+1 such that f = ∂ ◦ h.
(ii) Let f : Pˆn+k −→ Pˆk be an element of Ak satisfying f ◦ ∂ = 0. If n+ k < 0, then there
is some h : Pˆn+k−1 −→ Pˆk in Ck such that f = h ◦ ∂.
Pˆn+k
f

h
""E
E
E
E
Pˆk−1 Pˆk∂
oo Pˆk+1∂
oo
Pˆn+k−1
h
##H
H
H
H
H
Pˆn+k∂
oo
f

Pˆn+k+1∂
oo
Pˆk
Proof. We will prove (i) only. Since Pˆn+k is projective and ∂ ◦ f = 0, there is some map
h′ ∈ HomL(Pˆn+k, Pˆk+1) satisfying f = ∂ ◦ h
′ = ∂∗h
′. Denote by h the image of h′ under
the retraction HomL(Pˆn+k, Pˆk+1) = Ck+1 ⊕ Dk+1 −→ Ck+1. By Proposition 4.19 one has the
commutative diagram
Ck+1 ⊕Dk+1 //
∂∗

Ck+1
∂∗|Ck+1

Ak ⊕Bk // Ak
h′
 //
_

h_

f
 // f
This proves the proposition. 
Proof of Theorem 4.18 (cont.) Let f : Pˆ [n] −→ Pˆ of non-positive degree n be a cocycle and,
at the same time, a J2-map. We want to construct a null-homotopy for h which is an I-map.
Note that all the matrix entries of f consist of sums of monomials of the form zmi−1i z
mj−1
j z
(where i 6= j, and z is some monomial in the other variables), which belong to J˜α,β . Thus
fk : Pˆk+n −→ Pˆk is an element of Ak for all k.
Now we will construct h inductively in such a way that hk ∈ Ck for all k. Put h0 = 0. We know
that ∂◦f0 = 0, because ∂ = ∂0 is given by multiplication with N =
∏
i z
mi−1
i and N·J2 ⊂ N·I = 0.
From f0 ∈ A0 and Proposition 4.20.(i) we get some h1 : Pˆn −→ Pˆ1 satisfying f0 = ∂ ◦ h1 and
h1 ∈ C1.
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Suppose we have constructed h0, h1, h2, . . . , hk in such a way that hi ∈ Ci for all i and fi =
∂hi+1 + (−1)
nhi∂ for all i = 0, 1, . . . , k − 1. Consider f
′
k = fk − (−1)
nhk ◦ ∂.
. . . Pˆn−1
oo
f−1

0

7
7
7
7
7
7
Pˆn
oo
f0

h1

7
7
7
7
7
7
Pˆn+1
oo
f1

. . .oo Pˆn+k−1
oo
fk−1

hk

=
=
=
=
=
=
Pˆn+k
oo
fk

hk+1

=
=
=
=
=
=
Pˆn+k+1
oo
fk+1

. . .oo
. . . Pˆ−1
oo Pˆ0
oo Pˆ1
oo . . .oo Pˆk−1
oo Pˆk
oo Pˆk+1
oo . . .oo
Since hk ∈ Ck, we get hk ◦ ∂ ∈ Ak by Proposition 4.19, and hence f
′
k ∈ Ak. By induction
hypothesis we have
∂f ′k = ∂fk − (−1)
n∂hk∂ = (−1)
n(fk−1 − ∂hk)∂ = hk−1∂∂ = 0.
By Proposition 4.20.(i) we get a map hk+1 ∈ Ck+1 satisfying f
′
k = ∂hk+1, i.e. fk = ∂hk+1 +
(−1)nhk∂. Using the same induction argument in negative degrees we end up with a homotopy
h satisfying hk ∈ Ck for all integers k. Since all elements of Ck are I-maps, we are done. 
4.4. Proof of the main theorem.
Proposition 4.21. We have
Êxt
∗
kG(k, k)
∼= k[ui, vi, ϕα]/ ∼
where i = 1, 2, . . . , r and α runs through all multi-indices in Zr≥0. The brackets on the right hand
side mean graded commutativity. The relations are given by
u2i =
{
vi if mi = 2
0 otherwise
ϕαui =
{
(−1)αi+···+αr+i ϕα−εi if αi is odd, or αi > 0 is even and mi = 2
0 otherwise
ϕαvi =
{
ϕα−2εi if αi ≥ 2
0 otherwise
ϕαϕβ = 0
for all i and all multi-indices α and β. The degrees are |ui| = 1, |vi| = 2, and |ϕα| = −|α| − 1.
Proof:
First, let us restrict to the non-negative case. The claim is
(4.22) Ext∗kG(k, k)
∼= k[{ui, vi}
r
i=1]/ ∼
(where ∼ stands for the first of the relations given in the Proposition). The claim follows
immediately from the Knneth isomorphism, because both sides are the tensor product of all
H∗(Gi, k) ∼= k[ui, vi]/ ∼ for i = 1, 2, . . . , r. But we are interested in explicit representatives
of the ui’s and vi’s in the endomorphism algebra. Note that (see [BKS04], Example 7.7) the
Knneth isomorphism is induced by a map of endomorphism-dga’s as follows. By neglecting the
negative part of the complete resolutions Pˆ i∗ and Pˆ∗ we get ’ordinary’ projective resolutions P
i
∗
and P∗ of k. By construction, P∗ =
⊗
i P
i
∗. One has a quasi-isomorphism of dga’s
r⊗
i=1
Hom∗kGi(P
i
∗, P
i
∗) −→ Hom
∗
kG(P∗, P∗),(4.23)
given by tensoring endomorphisms, which induces the Knneth isomorphism. Let us denote by x¯′i
the non-negative part of x¯i; this is a representative of xi considered as an element of H
∗(Gi, k).
By construction of Φ, the morphism (4.23) maps
Id⊗ Id⊗ · · · ⊗ x¯′i ⊗ · · · ⊗ Id
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to the non-negative part of Φ(x¯i). Similarly, this holds for y¯i. Therefore, if we define
u¯i = Φ(x¯i) and v¯i = Φ(y¯i),
we get representatives for the ui’s and vi’s in (4.22).
Now we are going to construct the ϕα’s. Fix some multi-index α. For every i we can write
−αi− 1 = 2βi+ ǫi, where βi ∈ Z− and ǫi ∈ {0, 1}. Now consider f¯i = y¯
βi
i x¯
ǫi
i . It is easy to check
that the map in degree zero (
f¯i
)
0
: Pˆ i−αi−1 −→ Pˆ
i
0
is the identity map. Let us define ϕ¯α = Ψ(f¯1, f¯2, . . . , f¯r). The degree of this map is |ϕ¯α| =
−|α| − 1. By construction of Ψ, the map in degree 0(
ϕ¯α
)
0
: Pˆ−|α|−1 −→ Pˆ0
is (up to a sign) the projection onto the summand
⊗
i Pˆ
i
−αi−1 ⊆ Pˆ−|α|−1. This implies that
under the isomorphism Êxt
−|α|−1
kG (k, k)
∼= kM|α| the class of this map is sent to the k-basis
element corresponding to α. In particular, the classes ϕα of the ϕ¯α are k-linearly independent.
The relations given in the Proposition will follow from the following
Proposition 4.24. For all multi-indices α, β and all j we have
(−1)α1+···+αj−1+j−1u¯jϕ¯α ≃ (−1)
αj+···+αr+jϕ¯αu¯j ≃
{
ϕ¯α−εj if αj is odd, or αj > 0 and pj = 1
0 otherwise
(4.25)
v¯j ϕ¯α ≃ ϕ¯αv¯j ≃
{
ϕ¯α−2εj if αj ≥ 2
0 otherwise
(4.26)
ϕ¯αϕ¯β ≃ 0(4.27)
If r ≥ 3 and mi 6= 3 for all i, then all these homotopies can be chosen to be I-maps.
Proof:
Ad (4.25): We will use the notation of the previous proof. Due to Proposition 4.15 we have
modulo Jr−1-maps
(−1)αj+···+αr+jϕ¯αu¯j = (−1)
αj+···+αr+jΨ(f¯1, . . . , f¯r)Φ(x¯j)
≡
{
Ψ(f¯1, . . . , f¯jx¯j , . . . , f¯r) if |f¯j x¯j | < 0
0 otherwise
=
{
Ψ(f¯1, . . . , y¯
βj
j x¯
ǫj+1
j , . . . , f¯r) if αj > 0
0 otherwise
Similarly, from x¯j y¯j = y¯j x¯j we get
(−1)α1+···+αj−1+j−1u¯jϕ¯α ≡
{
Ψ(f¯1, . . . , x¯j f¯j , . . . , f¯r) if |x¯j f¯j | < 0
0 otherwise
=
{
Ψ(f¯1, . . . , y¯
βj
j x¯
ǫj+1
j , . . . , f¯r) if αj > 0
0 otherwise
If αj is odd, then ǫj = 0, and by definition
Ψ(f¯1, . . . , y¯
βj
j x¯
ǫj+1
j , . . . , f¯r) = ϕ¯α−εj .
If αj is positive and even, then x¯
ǫj+1
j = x¯
2
j , and we are left with two possible cases: If mj = 2,
then x¯2j = y¯j and
Ψ(f¯1, . . . , y¯
βj
j x¯
ǫj+1
j , . . . , f¯r) = Ψ(f¯1, . . . , y¯
βj+1
j , . . . , f¯r) = ϕ¯α−εj .
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If mj ≥ 3, then x¯
2
j is null-homotopic via q¯j . By Proposition 4.11, Ψ(f¯1, . . . , y¯
βj
j x¯
ǫj+1
j , . . . , f¯r) is
null-homotopic via Ψ(f¯1, . . . , y¯
βj
j q¯j , . . . , f¯r). This is an I-map, because q¯j is a
〈
x
mj−3
j
〉
kGj
-map
and x
mj−3
j ∈ I (due to mj ≥ 4).
This can be summarized as follows: The cocycles we considered are equal up to a Jr−1-map and
possibly some homotopy which is an I-map if mj 6= 3. Since r ≥ 2, we know that Jr−1 ⊆ I. By
Proposition 3.8, the cocycles represent the same cohomology class; therefore, they are homotopic.
If r ≥ 3 and mj 6= 3, the homotopy can be chosen to be an I-map by Theorem 4.18.
Ad (4.26): Since x¯j and y¯j commute, we know by Proposition 4.15 modulo Jr−1-maps
ϕ¯αv¯j = Ψ(f¯1, . . . , f¯r)Φ(y¯j) ≡
{
Ψ(f¯1, . . . , f¯j y¯j, . . . , f¯r) if |f¯j y¯j | < 0
0 otherwise
=
{
Ψ(f¯1, . . . , y¯
βj+1
j x¯
ǫj
j , . . . , f¯r) if αj > 1
0 otherwise
=
{
ϕ¯α−2εj if αj > 1
0 otherwise
and similarly for v¯jϕ¯α.
The relation (4.27) follows directly from Proposition 4.14. 
Proposition 4.28. If r ≥ 3, then:
(a) Every two cocycles from {v¯1, . . . , v¯r, u¯1, . . . , u¯r} commute (in the graded sense) up to a
homotopy which is an I-map.
(b) If mi ≥ 3, then u¯
2
i is null-homotopic. If mi ≥ 4, then the homotopy can be chosen to be
an I-map.
Proof:
Ad (a): If j = i, then v¯j u¯j = u¯j v¯j , since x¯j y¯j = y¯j x¯j . Assume i 6= j. For arbitrary cocycles
f ∈ A(i), g ∈ A(j) of positive degree we know by Remark 4.13 and Proposition 4.10 that Φ(f)Φ(g)
and (−1)ijΦ(g)Φ(f) are homotopic via some Jr−2-map. All the v¯j and u¯j are of the form Φ(f),
and Jr−2-maps are I-maps, because r ≥ 3. This proves (a).
Ad (b): By Proposition 4.5 u¯2i is null-homotopic via Φ(q¯i), which is an I-map if mi ≥ 4. 
As an immediate consequence of the previous two Propositions we get
Corollary 4.29. Suppose r ≥ 3 and mi 6= 3 for all i. Let f¯ and g¯ be compositions of cocycles of
the set {u¯i, v¯i, ϕ¯α}i,α, and assume that one can get g¯ from f¯ using the relations (4.25), (4.26),
(4.27), graded commutativity and
u¯2i ≃
{
v¯i if mi = 2
0 otherwise.
Then f¯ and g¯ are homotopic via an I-map.
Now we can prove our main result.
Theorem 4.30. If r ≥ 3 and mi 6= 3 for all i, then γG = 0.
Proof. Let us construct a representative m for γG. We need to choose a k-linear map
f1 : H
∗A −→ A
of degree 0, such that a ∈ H∗A is mapped to a cocycle f1(a) in A representing a. We do this as
follows: For all multi-indices β, ǫ with ǫi ∈ {0, 1} (for all i) put
H∗A
f1
−→ A
uǫ11 v
β1
1 u
ǫ2
2 v
β2
2 . . . u
ǫr
r v
βr
r 7→ u¯
ǫ1
1 v¯
β1
1 u¯
ǫ2
2 v¯
β2
2 . . . u¯
ǫr
r v¯
βr
r
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and for all multi-indices α
H∗A
f1
−→ A
ϕα 7→ ϕ¯α.
Now we are looking for a k-linear map
f2 : H
∗A −→ A
of degree −1 with the property df2(x, y) = f1(xy)− f1(x)f1(y) for all homogeneous x, y ∈ H
∗A.
By construction of f1 we can apply Corollary 4.29 to the cocycles f1(xy) and f1(x)f1(y). This
guarantees the existence of a suitable f2(x, y) which is an I-map. From Proposition 3.9 we get
m = 0, and hence γG = 0. 
Now we are going to investigate the case r = 2.
Theorem 4.31. Let r = 2. Then we have〈
v2, ϕ(0,1), v1
〉
= u1 ∈ Êxt
1
kG(k, k)(4.32)
without indeterminacy. In particular γG 6= 0, and the Hˆ
∗(G, k)-module
X = Hˆ∗(G, k)/v2Hˆ
∗(G, k)
is (by Proposition 2.14) not a direct summand of a realisable module.
Proof. Since v2 ϕ(0,1) = ϕ(0,1)v1 = 0, the Massey product is defined. The indeterminacy is given
by v2 Hˆ
−1(G) + Hˆ−1(G) v1 = 0. To prove equation (4.32) we choose the cocycles v¯1, v¯2 and
ϕ¯(0,1) as representatives for v1, v2 and ϕ(0,1), respectively. By definition of the Massey product,
we have to choose null-homotopies for v¯2ϕ¯(0,1) and ϕ¯(0,1)v¯1. Consider ϕ¯(0,1)v¯1: In degree 1 this
(i.e. the map Pˆ1 −→ Pˆ−1 −→ Pˆ1) is given by
a1 ⊗ a2
v¯17−→
{
y¯1(a
1)⊗ ∂(a2) if |a1| = 1, |a2| = 0
0 otherwise
ϕ¯(0,1)
7−→
{
−y¯−11 x¯1y¯1(a
1)⊗ y¯−12 ∂(a
2) if |a1| = 1, |a2| = 0
0 otherwise
We can lift this to a map Pˆ1 −→ Pˆ2 as follows: Define σ¯1 as
a1 ⊗ a2 7→
{
−x¯1(a
1)⊗ y¯−12 (a
2) if |a1| = 1, |a2| = 0
0 otherwise
Pˆ1
ϕ¯(0,1)v¯1

σ¯1

??
??
??
?
Pˆ1 Pˆ2∂
oo
Since ∂(−x¯1(a
1)⊗ y¯−12 (a
2)) = −x¯1(a
1)⊗∂y¯−12 (a
2) we see that the diagram to the left commutes.
In particular we can extend σ¯1 to a null-homotopy σ¯ of ϕ¯(0,1)v¯1. Finally, choose any homotopy
τ¯ for v¯2ϕ¯(0,1).
Now we need to determine the class of the cocycle τ¯ v¯1 − v¯2σ¯. Since
C(τ¯ v¯1 − v¯2σ¯) = C(τ¯ v¯1)− C(v¯2σ¯),
we can consider the summands separately. The map in degree 0 determines the class uniquely;
we therefore have a look at Pˆ1
v¯1−→ Pˆ−1
τ¯
−→ Pˆ0. By definition, v¯1 is a J1-map. Therefore, it is
also an I-map, and C(τ¯ v¯1) = 0. Next consider Pˆ1
σ¯1−→ Pˆ2
v¯2−→ Pˆ0. This composition is given by
a1 ⊗ a2
σ¯17−→
{
−x¯1(a
1)⊗ y¯−12 (a
2) if |a1| = 1, |a2| = 0
0 otherwise
v¯27−→
{
−x¯1(a
1)⊗ a2 if |a1| = 1, |a2| = 0
0 otherwise.
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This is the same as −u¯1 : Pˆ1 −→ Pˆ0. Altogether we have
C(τ¯ v¯1 − v¯2σ¯) = C(τ¯ v¯1)− C(v¯2σ¯) = 0− C(−u¯1) = u1,
which had to be shown. 
Remark 4.33. The proof of Theorem 4.31 might become somewhat clearer as soon as the maps
used are given as matrices. We have the isomorphism
Pˆn = L
Mn ∼= Ln+1.
Here we identify the summand on the left hand side corresponding to a multi-index (a, b) with
the summand on the right hand side corresponding to the index a+1. The map ϕ¯(0,1) v¯1 is given
in degree 1 by
Pˆ1
v¯1
−−−−−−−→ Pˆ−1
ϕ¯(0,1)
−−−−−−→ Pˆ1
‖ ‖ ‖
L2
(zm2−12 0)
−−−−−−−→ L
“
0
−1
”
−−−−−−→ L2
The composition can be written as the matrix
(
0 0
−z
m2−1
2 0
)
. The lifting diagram occurring in the
proof is of the form
L2( 0 0
−z
m2−1
2 0
)

(
0 0
0 0
−1 0
)
%%J
JJ
JJ
JJ
JJ
JJ
J
L2 L3
∂=
(
z
m1−1
1 −z2 0
0 z1 z
m2−1
2
)oo
Composing the lift with the degree 0-part of v¯2, i.e.(
v¯2
)
0
: L3 −→ L,
which is the projection onto the third factor, we get (up to a sign) the projection L2 → L onto
the second factor, which in turn corresponds to −u¯1 in degree 0.
Finally, let us consider the case mi = 3 for some i (and r is arbitrary). We may assume that
i = 1.
Theorem 4.34. Suppose m1 = 3. Then
0 6∈ 〈u1, u1, u1〉 ⊆ Êxt
2
kG(k, k)(4.35)
Hence, γG 6= 0 and the Hˆ
∗(G, k)-module
X = Hˆ∗(G, k)/u1Hˆ
∗(G, k)
is (by Proposition 2.14) not a direct summand of a realisable module.
Proof. The indeterminacy is given by u1Êxt
1
kG(k, k) 6∋ v1. We will show that v1 ∈ 〈u1, u1, u1〉;
then the result follows. We choose u¯1 as a representing cocycle for u1. Then u¯
2
1 = Φ(x¯
2
1) is the
boundary of Φ(q¯1) by Proposition 4.5. But then
Φ(q¯1)Φ(x¯1) + Φ(x¯1)Φ(q¯1) = Φ(q¯1x¯1 + x¯1q¯1) = Φ(y¯1) = v¯1,
and therefore v1 ∈ 〈u1, u1, u1〉. 
Note that Theorem 3.1 follows from Theorems 4.30, 4.31, and 4.34.
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