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1. 1次元配列1次元入力型自己組織化マツプモデル









(\{1,2, \ldots, N\}, V\subset \mathbb{R}, \{x_{k}\}_{k=0}^{\infty}, \{m_{k}
(\cdot)\}_{k=0}^{\infty})
(i)  I をすべてのノードから成る集合とする.  I は有限で距離付けされた要素から成るも
のと仮定する.
 I=\{1,2, N\}\subset \mathbb{N}
 d(i, j)=|i-j|
とする.
(ii) 各ノードは,それぞれ1つの値をもつ.ノードの値全体から成る集合を  V とし, こ
こでは,  V\subset \mathbb{R} の場合を扱う.すなわち,各ノードは1次元の実数値をもつものと
する.その対応として定義される関数  m :  Iarrow V をモデル関数と呼ぶ.各ノード値
の大きさとして絶対値を用いる.
(iii)  X\subset V を入力集合とし,入力列  \{x_{k}\}_{k=0}^{\infty}\subset X を考える.
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(iv) 学習プロセスは次のように定義される.与えられた初期モデル関数  m_{0} と入力列
⑫縫淫  0 に対して,モデル関数の列  \{m_{k}(\cdot)\}_{k=0}^{\infty} は以下のように定義される.
 m_{k+1}(i)=(1-\alpha_{m_{k},x_{k}})m_{k}(i)+\alpha_{m_{k},x_{k}}x_{k} . (1)





 (\{1,2, \ldots, N\}, V\subset \mathbb{R}, \{x_{k}\}_{k=0}^{\infty}, \{m_{k}
(\cdot)\}_{k=0}^{\infty})
において,次の学習プロセスを仮定する.
学習プロセス  L_{A} (  1 次元配列,  \mathbb{R}‐値ノード)
(a) 学習範囲: 各  m_{k},  x_{k} に対して
 I(m_{k}, x_{k})= {  i^{*}\in I|i^{*}=argm\dot{i}\in Iin  |m_{k}(i)-x_{k}| },
 N_{1}(i)=\{j\in I||j-i|\leq 1\} (i\in I)
とする.
(b) 学習率:  0<\alpha<1.
(c) 更新後の値: 各  k=0,1,2 , に対して,  m_{k+1} を次のように定義する.
 m_{k+1}(i)=\{\begin{array}{ll}
(1-\alpha)m_{k}(i)+\alpha x_{k}   (i\in\bigcup_{m_{k}i^{*}x_{k}},N_{1}(i^{*}) 
のとき）
m_{k}(i)   (i\not\in_{i^{*}\in I()}\bigcup_{m_{k},x_{k}}N_{1}(i^{*}) のとき）
\end{array}
このとき,更新前のモデル関数  m_{k} とその更新後のモデル関数  m_{k+1} に対して,以下の性
質が成り立つ.
(i) 任意の入力  x に対して,モデル関数  m_{k} が  I 上で単調増加  (m_{k}(i)\leq m_{k}(i+1), \forall i)
であるならば,モデル関数  m_{k+1} も  I上で単調増加である.
(ii) 任意の入力  x に対して,モデル関数  m_{k} が  I 上で単調減少  (m_{k}(i)\geq m_{k}(i+1), \forall i)
であるならば,モデル関数  m_{k+1} も  I 上で単調減少である.
(iii) 任意の入力  x に対して,モデル関数  m_{k} が  I上で狭義単調増加  (m_{k}(i) <m_{k}(i+1), \forall i)
であるならば,モデル関数  m_{k+1} も  I上で狭義単調増加である.
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(iv) 任意の入力  x に対して,モデル関数  m_{k} が  I上で狭義単調減少  (m_{k}(i)>m_{k}(i+1), \forall i)









 (\{1,2, \ldots, N\}, V\subset \mathbb{R}, \{x_{k}\}_{k=0}^{\infty}, \{m_{k}
(\cdot)\}_{k=0}^{\infty})
において,定理1と同じ次の学習プロセス  L_{A} を仮定する.また,ある回数の更新後のモ
デル関数  m とあるノード  q(3\leq q\geq N-2) に対して
 m(1)>m(2)> >m(q), m(q)<m(q+1)< <m(N) (2)
かつ  i\neq j に対して
 m(i)\neq m(j)
が成り立つものとする.このとき,入力  x からの学習による  m の更新後のモデル関数  m'
に対して,以下が成り立つ.
(i)  m,  x が
 s_{-}= \max\{s\geq 0|m(q-s)<m(q+1)\}\geq 1 , (3)
  \max\{\frac{m(q-s_{-})+m(q+1)}{2}, (1-\frac{1}{\alpha})m(q)+\frac{1}{\alpha}
m(q-1)\}
 <x< \frac{m(q+1)+\min\{m(q-s_{-}-1),m(q+2)\}}{2} (4)
を満たすならば,
 m'(1)>m'(2)> >m'(q-1), m'(q-1)<m'(q)< <m'(N) (5)
が成り立つ.
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(ii)  m と  x が
 s_{+}= \max\{s\geq 0|m(q+s)<m(q-1)\}\geq 1 , (6)
  \max\{\frac{m(q+s_{+})+m(q-1)}{2}, (1-\frac{1}{\alpha})m(q)+\frac{1}{\alpha}
m(q+1)\}
 <x< \frac{m(q-1)+\min\{m(q+s_{+}+1),m(q-2)\}}{2} (7)
を満たすならば,
 m'(1)>m'(2)> >m'(q+1), m'(q+1)<m'(q+2)< <m'(N) (8)
が成り立つ.




数値計算1 以下は,モデル関数の状態が (2) から (5) の状態にする頻度を調べたもので
ある.定理1と同じ学習プロセス  L_{A} をもつ50 ノードモデル




モデル関数  m に対して,100個の異なる入力  x について状態 (2) から状態 (5) へ推移する





状態 (2) から状態 (5) への推移は低頻度で起こっていると観測されるが,どの学習率の
おいても,その内の殆どが条件 (3), (4) を満たしていると云える.  \square 
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