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Abstract--We propose the IIPS framework for specifying inductive inference problems. Unlike the 
specification outline given in [1], the IIPS framework is formally defined and can specify problems 
where the inducer influences the presentation order of the examples. The framework is suited to 
specifying machine-discovery p oblems. 
1. INTRODUCTION 
Inductive inference is reasoning from particular facts or individual cases to a general conclusion. 
To describe an inductive-inference problem, the most obvious things that must be specified are 
the "particular facts or individual cases" (or examples). Also, if there are any limits on the type 
of general conclusion (or hypothesis) that is wanted, or on the type of reasoning (the inductive- 
inference method) to be used, these limits should be specified. 
Machine Discovery is the field concerned with developing computational theories of discovery 
and designing programs that attempt autonomous discovery [2]. Research on machine discovery 
has been reported in [3, 4, 5]. Machine-discovery computer programs are the subset of machine- 
learning programs requiring discovery. We contend that machine-discovery programs hould be 
examined in terms of the inductive-inference problems they attempt. Machine-discovery pro- 
grams, by their nature, attempt o control which examples are examined next, but such control 
violates common assumptions used in specifying inductive-inference problems. 
We present he I IPS (inductive-inference problem specification) framework for specifying prob- 
lems where the inducer can affect the order in which examples are presented. Using our frame- 
work, the inductive-inference problems attempted by machine-discovery programs, such as BA- 
CON [4], have been specified [2]. Here we specify only one problem, drawn from grammatical 
inference. 
The specification of inductive-inference problems can be viewed as a game with three players: 
a problem maker who sets up the game for the other two players, a presenter who chooses a 
concept o be induced and presents examples of this concept, and an inducer who tries to find a 
description of the concept hat meets a specified success criterion. For convenience, we say that 
an inducer attempts to "induce a concept." 
This intuitive scenario is depicted in Figure 1. The bidirectional arrow between the presenter 
and the inducer represents the interaction between them. The specification of the form of the 
interaction, as shown by the arrow from the problem maker to this bidirectional arrow, is a novel 
feature of IIPS. 
*Supported by Simon Fraser University, the B.C. Advanced System Institute, the University of Regina, and 
Natural Sciences Engineering Research Coundl of Canada (NSERC) Grant A4309. 
iSupported by NSF, RC and Simon Fraser University. Current address: School of Engineering Science, Simon 
Fraser University. 
We thank Nick Cercone, Jim Delgrande, Bob Hadley, Sharon Hamilton, Ken Jackson, Dale Schuurmans and 
the referees for comments. 
89 
90 H.J. HAMILTON, J.M. DYCK 
Problem Maker I / 
I Ind-cer,' .I Pre'e°terl 
I 
Figure 1. Intuitive model of specification. 
The remainder is organized as follows. In Section 2, we provide notation; in Section 3, we 
describe the specification outline of [1]; and in Section 4, we describe the IIPS framework. The 
problem of inducing descriptions of regular languages i specified in Section 5. 
2. NOTATION 
The following notation is used, where A and B denote sets: 2 A denotes the set of all subsets 
of A and A ~ B denotes the set of all functions with domain A and co-domain B. When a 
function's domain is the rule space, we use fr = f (r ) .  A* denotes the set of all finite sequences 
over A. We denote a sequence as (a l , . . . ,ak )  or f. fib denotes the sequence formed by adding 
element b to the end of sequence a. A °° denotes the set of all infinite sequences over A. We 
denote an infinite sequence as either (al, a2,. . . )  or ~. 
3. SPECIF ICAT ION OUTL INE 
Angluin and Smith identified five items needed to define an inductive-inference problem (ver- 
batim from [3, p. 241]: 
1. the class of rules being considered, usually a class of functions or languages; 
2. the hypothesis space, that is, a set of descriptions uch that each rule in the class 
has at least one description in the hypothesis space; 
3. for each rule, its set of examples, and the sequences of examples that constitute 
admissible presentations of the rule; 
4. the class of inference methods under consideration; 
5. the criteria for a successful inference. 
The term "rule" is not used here to mean a finite description of a concept. A rule can be 
thought of in terms of its intension (the meaning of the concept being induced) or its extension 
(the set of all individuals in the universe of discourse that are instances of the concept being 
induced). To allow greater formal precision, we take the latter view, and include a universal set 
of discourse in the framework. Each rule is some subset of this set. 
To create an inductive-inference problem, the problem maker specifies the five items listed 
above. The presenter then chooses a rule from the class of rules and one of the admissible presen- 
tations of that rule. The inducer, ignorant of the presenter's choices, chooses any method from 
the class of inference methods. The inducer applies this method to the admissible presentation, 
generating one or more hypotheses, which can then be judged according to the criteria for a 
successful inference. 
Angluin and Smith's specification outline is relatively satisfactory but a formal approach al- 
lows us to state formally what it means for an inductive-inference problem to have a solution. 
For generality, following [6], we view inductive inference as an infinite process. We say that 
(1) presentations are infinite sequences of examples, (2) the criterion for a successful inference 
applies to infinite sequences of hypotheses, and (3) these hypotheses are obtained by applying a 
single method to all finite, initial subsequences of a presentation, in increasing order of size. Also, 
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we explicitly require that hypotheses be finite, which is consistent with [6], where an inductive- 
inference problem is a search for a name, in the form of a grammar or a Turing machine, of a 
language. 
Various possibilities have been considered for the type of interaction between the presenter and 
the inducer. In some cases, the inducer has complete control over which presentation is used. For 
example, in informant presentation [61, the inducer chooses an example and the presenter responds 
by classifying it as negative or positive. In other cases, the inducer has partial control over which 
presentation is used. For example, in mixed presentation, the inducer may either obtain examples 
or query an informant about whether a particular example is negative or positive. In one form 
of mixed presentation, all examples are first obtained and then all queries are posed [7]. Another 
form of mixed presentation occurs in Valiant's framework where two routines are available at 
all times: Example (provides randomly chosen positive example) and Oracle (classifies example 
as positive or negative) [8]. Seven oracles are allowed in [9]. In another form of partial control 
(assumed in the BACON programs [4]), the inducer may specify the values for a given subset 
of variables (the independent variables), and the presenter responds with consistent values for 
the remaining variables (the dependent variables). Finally, in some cases, the inducer has no 
control over which example appears next. Rather than making specific assumptions about the 
interaction between the presenter and the inducer, we include parameters in the IIPS framework 
for specifying the form of this interaction. 
4. THE I IPS FRAMEWORK 
According to the I IPS framework, an inductive-inference problem P is defined as a 9-tuple 
P = (U ,R ,H ,X ,x ,C ,  7, M, tr) where 
• U is the universe of discourse, a set of distinguishable individuals. 
• R C 2 v is the rule space: a set of rules, for each of which an inducer might attempt o find 
a description. Each rule r E R is a set of individuals from the universe of discourse; r C U. 
• H is the hypothesis pace. The semantics of the hypotheses must define for each h E H, 
which members of U are described by h. Let H' = H tJ {nil}, where nil means "no 
hypothesis" and is used by the inducer to say that no hypothesis i currently proposed. 
• X is the example space, a set of examples including all examples for all rules in R. Let 
X'  = XU {nil}, where nil means "no example" and is used by the presenter to say that no 
example satisfying the constraint can be provided. 
• X E R --* 2 x is a function that maps each rule to its set of examples. That is, Xr C X 
denotes the set of examples for rule r E R. 
• C is the constraint space, a set of finite constraints that the inducer can use to constrain the 
next example given by the presenter. Let C' = CU {nil}, where nil means "no constraint" 
and is used by the inducer to say that no constraint is placed on the next example. Each 
c E C is a function from examples to Boolean; i.e., C E X --~ Boolean. 
• Q = H'* x C'* x X'* is the space of possible states of the inductive-inference process, as 
described in more detail below. 
• 7 E R ~ ((Q x H x C) ---* 2 X) is a function that represents the admissible responses of the 
presenter. For each rule r E R, 7r is a function that maps a triple consisting of a state of 
the inductive-inference process, a hypothesis, and a constraint, to the subset of the rule's 
examples that the presenter can give next. 
• M C Q ~ (H x C) is the class of methods that may be used for inductive inference. An 
inference method m E M is a function that maps a state of the induction q E Q to a pair 
(h, c) E H x C, which consists of a hypothesis and a constraint on the next example. 
• a E R ~ (H °° --* {Success, Failure}) is a function that represents the criterion for a 
successful inductive inference. For each rule r E R, ar is a function that maps every infinite 
sequence of hypotheses to either "Success" or "Failure." 
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Problem P has a solution if there is a method m 6 M such that by obtaining examples from X 
of any rule r E R, subject to 7v and constraints from C, m will yield a sequence of hypotheses 
from H that satisfies the success criterion at. 
We formalize the interaction between inducer and presenter as a sequence of actions, with 
inducer and presenter alternating actions. The inducer acts by choosing a hypothesis and a 
constraint on the next example, and the presenter acts by presenting an example consistent with 
the constraint. To preserve generality, we allow either player to choose nil for the hypothesis, 
constraint, or example. To simplify notation, we assume the inducer acts first and the state of 
the inductive inference is defined only after the presenter's turn. 
The state of the inductive-inference process, denoted (1~, ~, ~), consists of the hypotheses, 
examples, and constraints generated so far by the inducer and the presenter. The process of 
inductive inference may be viewed as a movement through a series of these states. To make a 
transition between states, players make decisions and share information by interacting. The state 
reflects the accumulated shared information rather than only the most recent decisions. 
The initial state is denoted ((/, 0, (I). Assume that the presenter has chosen rule r E R, the 
inducer has chosen method m 6 M, and the current state is q _= (h, ~, ~) 6 Q. The inducer 
applies the inference method m to the state q to choose a hypothesis h and a constraint e. The 
hypothesis and the constraint are then given to the presenter. If the constraint cannot be satisfied, 
i.e., 7v(q, h, e) = 0, the presenter responds with x = nil; otherwise, the presenter responds with 
some example x fi "Iv(q, h, c). In either case, the inducer's constraint and the presenter's response 
are then appended to the components ofq, yielding (hh, 5c, ~x). We define the successor relation 
1- on domain Q as follows: 
e Q, 
(h,6,~) F" (hh, hc,~x) where 
(h, c) E m((h, 6, $)) and  
f {nil}_ ff 7v((h, 5, ~), h, c) = Ib; 
z E [ 7v((h,~,~), h, e) otherwise.  
Let I -°° denote the transitive closure of I-. 
A problem (U, R, H, X, X, C, 7, M, a) has a solution iff 
Bm 6 M such that 
Vr 6 R, Vh 6 H °~ s.t. [(0, O, O) t-°° (h, g, ~)], 
= Success. 
To specify a success criterion including a correspondence b tween rules and hypotheses, one 
might make the assumption that each hypothesis describes ome subset of U, define a "meaning" 
function p 6 H --* 2 v, and require p(h) = r for some or all h in h. 
5. EXAMPLE USING THE IIPS FRAMEWORK 
The example problem Pa is to induce a regular set (i.e., to identify in the limit a description 
of a regular set in the form of a regular expression) from positive and negative xamples. One 
instance Pa,i of problem Pa is to induce a regular expression from positive examples (0011, 
000011, 0000, 011, 00, and others) and negative xamples (0010, 0, 00110, 111, 0001111, and 
others) presented as ((0011,Y), (0010, g) ,  (000011, Y), (0, g ) ,  (0000,Y), (00110, g ) , . . . ) .  This 
instance might actually be the language denoted (00)* + 0"11. 
Using the IIPS framework, we define Pa = (U, R, H, X, X, C, 7, M, ~) where 
• V = (all strings over the alphabet {0, 1}}; 
• R = {all regular sets over the alphabet {0, 1}}; 
• H = {all regular expressions}; 
• X = {(u, d) ] u 6 V and d 6 (Y, g}}, i.e., every string from U twice, once marked with 
"Y" denoting that the string is an example of the rule and once marked with "N" denoting 
that it is not; 
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• x maps a regular set to its set of examples (positive and negative). Xr = {(s ,Y)  J s 6. 
X ,s  6. r} U {(s ,N)  I s 6_ x ,s  ¢ r}. 
• c = { }; c '= {.iq; 
• 7 = the admissible response function. 7r((h, ~, ~), e) must be equivalent to a function I ,  
where f( i)  is the ith element in some admissible presentation /" such that £ C_ Xr* and 
Vz 6. Xr, z 6. i ;  i.e., ~ is a permutation, with repetitions, of all elements from Xr; 
• M = the set of algorithms such that each algorithm, given as input an initial subsequence 
of some admissible presentation ~ of r 6. R, produces as output a regular expression h 6. H; 
• ~ = identification in the limit, whereby a method m 6. M is said to identify a regular 
language r 6. R in the limit, iff for every (h, ~, ~) 6. Q, m chooses some h 6. H after 
examining a finite prefix of F, such that h describes r, and m would not change its choice 
of hypothesis for any longer prefix of F. 
In [10], an exponential-time algorithm is presented for finding the minimum-size regular ex- 
pression compatible with the given positive and negative xamples. This algorithm is in M and 
its existence demonstrates that problem PG has a solution. 
6. DISCUSSION 
We have described the IIPS framework for specifying inductive-inference problems, which fea- 
tures parameters for controlling the interaction between the inducer and the presenter. 
Let us briefly examine how these parameters can be used to specify problems. In some machine- 
learning research, learning from training instances i examined; for example, in [11], the presenter 
is a "teacher" who selects a sequence of examples that are meant o be as helpful as possible. In 
the IIPS framework, the problem maker, by suitably restricting the presenter's possible responses, 
can force the presenter to give helpful examples, where the meaning of "helpful" must be defined 
by the problem maker. 
One possible constraint is that the presenter isnot allowed to repeat an example. The constraint 
7r((h, ~, ~), c) ~ ~ says that the next example cannot be one that has already been given. 
One can imagine an even more helpful presenter, who examines the inducer's current hypothesis 
and if it is incorrect, chooses an example (if one exists) that refutes this hypothesis. To constrain 
the presenter to give counter-examples ff it is able to do so, i.e., the next example should be one 
that invalidates the current hypothesis, if the hypothesis i incorrect. This constraint might be 
expressed as 7r((h, ~, ~), c) 6 p(hi) only if p(hi) - r, where p is a meaning function defined as 
outlined at the end of Section 4. 
We can restrict the framework to model machine discovery alone by restricting the admis- 
sible response function to not use information about the hypotheses in the evidence. Thus, 
7r((h, c, z), h, c) must be equivalent to some 7~((~,~), c). 
Further research will continue to use the IIPS framework to specify the problems attempted 
by actual machine-discovery programs. Preliminary examples are featured in [2]. 
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