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Abstract
The six-vertex model with domain wall boundary conditions (DWBC) on an N ×N
square lattice is considered. The two-point correlation function describing the probability
of having two vertices in a given state at opposite (top and bottom) boundaries of the
lattice is calculated. It is shown that this two-point boundary correlator is expressible
in a very simple way in terms of the one-point boundary correlators of the model on
N × N and (N − 1) × (N − 1) lattices. In alternating sign matrix (ASM) language
this result implies that the doubly refined x-enumerations of ASMs are just appropriate
combinations of the singly refined ones.
1On leave of absence from St-Petersburg Department of V. A. Steklov Mathematical Institute of
Russian Academy of Sciences, Fontanka 27, 191023 St-Petersburg, Russia.
1. Introduction
The six-vertex model, introduced in [1], and solved for periodic boundary conditions
in [2–4], see [5,6] for a review, has turned out to be of great interest also in the case where
domain wall boundary conditions (DWBC) are imposed. These boundary conditions
were originally introduced for the six-vertex model in the investigation of the norms of
Bethe states [7], in the context of the quantum inverse scattering method (QISM) [8]. An
important result was obtained in [9] where an exact determinant formula for the partition
function was obtained, see also [10]. Subsequently, this result was found of fundamental
importance in the proof of long-standing conjectures in enumerative combinatorics, due
to the close connection of the model with alternating sign matrices (ASMs) [11–16], see
also [17] for a review. It should be mentioned that ASM enumerations appear to be in turn
deeply related with quantum spin chains and some loop models, via Razumov-Stroganov
conjecture [18]; for recent results, see for instance [19–21] and references therein.
An important information is also contained in correlation functions. However, because
of difficulties caused by the lack of translational invariance, their computation is still an
open problem in the six-vertex model with DWBC. Some simplifications take place when
correlations are considered in vicinity of the boundaries [22]. The simplest one-point
boundary correlation functions were investigated in [23], where determinant representa-
tions were obtained, analogous to that of papers [9,10] for the partition function. Even if
these are almost the simplest correlations one can study for the considered model, they
are nevertheless of interest, especially from a combinatorial point of view.
In the present paper we pursue the investigation of the boundary correlation functions.
Here we evaluate the two-point boundary correlation function which gives the probability
of having particular vertex states at two specific sites in the first and last row of the
lattice. Such a correlation function was recently discussed in [24], in the context of a
graphical interpretation of the approach of [23]. From a combinatorial point of view this
correlation function is closely related with the doubly refined x-enumerations of ASMs;
the case of doubly refined 1-enumeration of ASMs was studied previously in [25] where an
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explicit expression for the corresponding generating function was derived. An interest in
the doubly refined enumerations, in connection with the Razumov-Stroganov conjecture,
was recently stressed in [26]. Here we give an explicit, general, and relatively simple
expression for these quantities.
More specifically, we show that the mentioned two-point boundary correlation func-
tion, for generic values of the six-vertex model weights, is expressible in a very simple
way in terms of the analogous one-point boundary correlation functions. This implies
that by specializing the parameters of the model to the values corresponding to weighted
enumerations of ASMs, one can directly obtain explicit formulae for the doubly refined
weighted enumerations of ASMs from our results here. In particular, the doubly refined
1-, 2-, and 3-enumerations of ASMs can be easily found from the corresponding singly
refined ones.
To derive the result we consider first the two-point boundary correlation function in
the more general case of the inhomogeneous six-vertex model. In this case QISM can be
applied. The homogeneous limit is performed next, and a determinant representation,
analogous to those given in [9,10,23], is derived. Then, using standard techniques of the
theory of orthogonal polynomials, along the lines of our recent paper [27], we obtain the
final formula for the two-point boundary correlation function.
2. The six-vertex model with DWBC and QISM
In this paper we consider the six-vertex model on an N × N square lattice with the
domain wall boundary conditions (DWBC). Recall that the six-vertex model is a model
of arrows residing on the edges of the lattice, with the same number of incoming and
outgoing arrows though each lattice vertex (this constraint being known as the ‘ice rule’).
Each vertex can be in one of six possible states i = 1, . . . , 6, see figure 1. A Boltzmann
weight wi is assigned to each vertex according to its state i; the weights are usually chosen
to obey the arrow-reversal symmetry
w1 = w2 = a, w3 = w4 = b, w5 = w6 = c. (2.1)
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Figure 1: The six states and their Boltzmann weights.
The vertex weights are parameterized in the standard way in terms of a spectral parameter
λ and a crossing parameter η,
a = sin(λ+ η), b = sin(λ− η), c = sin(2η). (2.2)
In the case of the N ×N lattice, the ice rule allows imposing domain wall boundary
conditions to the six-vertex model. This means fixing the direction of the boundary
arrows as follows: all arrows on the left and right boundaries are outgoing while on the
top and bottom boundaries they are incoming. The partition function of the model,
denoted as ZN , is the sum over all possible arrow configurations
ZN =
∑
an1+n2bn3+n4cn5+n6 (2.3)
where ni denotes the number of vertices of type i in a configuration and ni’s satisfy
n1 + · · ·+ n6 = N
2.
To apply the quantum inverse scattering method (QISM) we shall consider the six-
vertex model with DWBC in its inhomogeneous version, namely, when the weights of
the vertex being at the intersection of k-th horizontal line (row) and α-th vertical line
(column) are parameterized as
a(λα, νk) = sin(λα − νk + η) b(λα, νk) = sin(λα − νk − η) c(λα, νk) = c = sin(2η).
(2.4)
The spectral parameters λ1, . . . , λN and ν1, . . . , νN are assumed to be different within
each set. A lattice with DWBC, and the assignment of the spectral parameters to rows
and columns are shown in figure 2. Note, that we enumerate columns (labelled by Greek
indices) from right to left and rows (labelled by Latin indices) from top to bottom.
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Figure 2: A lattice with DWBC.
Apparently, the partition function (and correlation functions) of the inhomogeneous
model is a function of 2N variables, ZN = ZN({λα}, {νk}). After applying QISM the
spectral parameters will be set equal within each set: λα = λ and νk = 0. We shall refer
to this procedure as the homogeneous limit.
We shall now introduce the main objects of QISM, such as L-operator and monodromy
matrix. The L-operator of the six-vertex model is nothing but a matrix of the Boltzmann
weights. To each vertex being intersection of α-th column and k-th row one can associate
the operator Lαk(λα, νk) which acts in the direct product of two vector spaces C
2: in
the ‘horizontal’ space Hk = C
2 (associated with the k-th row) and in the ‘vertical’ space
Vα = C
2 (associated with the α-th column). The arrow states on the top and right edges
of the vertex can be viewed as ‘in’ indices of the L-operator while those on the bottom
and left edges as ‘out’ ones. Using spin up and spin down states
| ↑ 〉 =

1
0

 , | ↓ 〉 =

0
1

 (2.5)
as a basis in C2, we define L-operator by assuming further that up and right arrows
correspond to spin up components while down and left arrows correspond to spin down
ones. For the L-operator we have then the expression
Lαk(λα, νk) = sin(λα − νk + η σ
z
ασ
z
k) + sin(2η)(σ
−
α σ
+
k + σ
+
α σ
−
k ), (2.6)
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where σz, σ± = (1/2)(σx± iσy) are Pauli matrices and the subscripts in (2.6) indicate the
space in which they act.
The monodromy matrix is an ordered product of L-operators. We shall define it
here as a product along a column, promoting the corresponding vertical space Vα to be
‘auxiliary’ space while the horizontal spaces Hk will be treated as ‘quantum’ spaces; the
space H = ⊗Nk=1Hk is thus the total quantum space. To define the monodromy matrix
it is more convenient to think of L-operator as acting in Vα ⊗H, moreover, writing it as
2× 2 matrix in Vα with quantum operator entries acting in H,
Lαk(λα, νk) =

sin(λα − νk + η σzk) sin(2η) σ−k
sin(2η) σ+k sin(λα − νk − η σ
z
k)


[α]
. (2.7)
Here [α] indicates that this is the matrix with respect to the auxiliary space Vα and
σ±,zk stand for quantum operators in H, acting as Pauli matrices in Hk and identically
elsewhere. The monodromy matrix is defined by
Tα(λα) =
←−
N∏
k=1
Lαk(λα, νk) =

A(λα) B(λα)
C(λα) D(λα)


[α]
. (2.8)
The operators A(λ) = A(λ; ν1, . . . , νN), etc, act in H and play a fundamental role in
QISM.
These operators, A(λ), B(λ), C(λ), and D(λ) are subject to the Yang-Baxter algebra,
Rαα′(λ, λ
′)
[
Tα(λ)⊗ Tα′(λ
′)
]
=
[
Tα(λ
′)⊗ Tα′(λ)
]
Rαα′(λ, λ
′). (2.9)
generated by the six-vertex model R-matrix,
Rαα′(λ, λ
′) =


f(λ′, λ) 0 0 0
0 g(λ′, λ) 1 0
0 1 g(λ′, λ) 0
0 0 0 f(λ′, λ)


[αα′]
. (2.10)
where
f(λ′, λ) =
sin(λ− λ′ + 2η)
sin(λ− λ′)
, g(λ′, λ) =
sin(2η)
sin(λ− λ′)
. (2.11)
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Figure 3: Graphical interpretation of the operators A(λ), B(λ), C(λ), and D(λ).
The relation (2.9) is also known as RTT relation and it is a consequence of the similar RLL
relation. Among the sixteen relations contained in (2.9), in particular, are the following
B(λ)B(λ′) = B(λ′)B(λ), (2.12)
A(λ)B(λ′) = f(λ, λ′)B(λ′)A(λ) + g(λ′, λ)B(λ)A(λ′), (2.13)
D(λ)B(λ′) = f(λ′, λ)B(λ′)D(λ) + g(λ, λ′)B(λ)D(λ′), (2.14)
C(λ)B(λ′) = B(λ′)C(λ) + g(λ, λ′)
[
A(λ)D(λ′)− A(λ′)D(λ)
]
, (2.15)
which will be used below.
The operators A(λ), B(λ), C(λ), and D(λ) admit simple graphical interpretation
as columns of the lattice, with top and bottom arrows fixed, see figure 3. Taking into
account this nice graphical interpretation and exploiting further the correspondence be-
tween arrows and spin states to express arrows on the left and right boundaries of the
lattice in terms of ‘all spins down’ and ‘all spins up’ states,
〈 ⇓ | =
N
⊗
k=1
k〈 ↓ | , | ⇑ 〉 =
N
⊗
k=1
| ↑ 〉k, (2.16)
where | ↑ 〉k and | ↓ 〉k are the spin up and spin down vectors of the space Hk, it can be
easily seen that the partition function, ZN = ZN({λα}; {νk}), of the six-vertex model
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with DWBC is given by
ZN = 〈 ⇓ |B(λN) · · ·B(λ1)| ⇑ 〉. (2.17)
Note, that because of relation (2.12) the actual order of operators B(λ) is not important
in this formula.
The explicit expression for the partition function, found and proven in [9], see also [10],
reads
ZN =
∏N
α=1
∏N
k=1 a(λα, νk)b(λα, νk)∏
1≤α<β≤N d(λβ, λα)
∏
1≤j<k≤N d(νj, νk)
detNT (2.18)
where
d(λ, λ′) := sin(λ− λ′) (2.19)
and the functions a(λ, ν) and b(λ, ν) are defined in (2.2). The N ×N matrix T is given
by
Tαk = t(λα, νk), t(λ, ν) =
sin(2η)
sin(λ− ν + η) sin(λ− ν − η)
. (2.20)
In [9, 10] the determinant formula (2.18) was proven on the basis of certain recursion
formulae, established in [7]. Another proof, solely on the basis of Yang-Baxter algebra,
was given in [23]; in the next section we sketch the derivation.
In the homogenous limit, when λα = λ and νk = 0, expression (2.18) turns into the
following one [10]
ZN =
[sin(λ− η) sin(λ+ η)]N
2∏N−1
n=1 (n!)
2
detNΦ (2.21)
where
Φαk = ∂
α+k−2
λ ϕ(λ, η), ϕ(λ, η) =
sin(2η)
sin(λ− η) sin(λ+ η)
. (2.22)
The procedure of obtaining (2.21) from (2.18) was explained in detail in [10]. In our
treatment of the correlation functions we shall proceed in the same way, first obtaining
an expression for the inhomogeneous model, and next taking the homogenous limit.
3. One-point boundary correlation functions
Here we recall the main results of paper [23] on one-point boundary correlation functions.
In the next section we shall explain how this approach can be used to compute two-point
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boundary correlation functions.
In paper [23] two closely related kinds of one-point boundary correlation functions
were considered. The first correlation function, denoted as H
(r)
N , is the probability of
finding the r-th vertex (counted from the right) on the first row in the state i = 5.
Formally, this correlation function can be defined by
H
(r)
N = Z
−1
N 〈 ⇓ |B(λN) . . . B(λr+1) q1B(λr) p1B(λr−1) · · ·B(λ1)| ⇑ 〉 (3.1)
where qk and pk denote projection operators on the spin up and spin down states, at k-th
‘site’, respectively,
qk =
1
2
(1− σzk), pk =
1
2
(1 + σzk). (3.2)
The second correlation, denoted asG
(r)
N , is the boundary ‘polarization’, i.e. the probability
of finding an arrow pointing left on the horizontal edge of the first row between r-th and
(r + 1)-th columns. One can define this correlation function by
G
(r)
N = Z
−1
N 〈 ⇓ |B(λN) . . . B(λr+1) q1B(λr) · · ·B(λ1)| ⇑ 〉. (3.3)
Due to DWBC, the two correlation function H
(r)
N and G
(r)
N are related by
G
(r)
N =
r∑
α=1
H
(α)
N ; H
(r)
N = G
(r)
N −G
(r−1)
N . (3.4)
These relations can be easily found by exploring the graphical interpretation of these
functions, see figure 4.
To compute the one-point boundary correlation functions one can introduce the op-
erators A˜(λ), B˜(λ), C˜(λ) and D˜(λ) as entries of the monodromy matrix on N − 1 sites,
T˜α(λα) :=
←−
N∏
k=2
Lα,k(λα, νk) =

A˜(λα) B˜(λα)
C˜(λα) D˜(λα)

 . (3.5)
Correspondingly, one can define
〈 ⇓˜ | =
N
⊗
k=2
k〈 ↑ | , | ⇑˜ 〉 =
N
⊗
k=2
| ↑ 〉k . (3.6)
One has
A˜(λ)| ⇑˜ 〉 =
N∏
k=2
a(λ, νk)| ⇑˜ 〉, D˜(λ)| ⇑˜ 〉 =
N∏
k=2
b(λ, νk)| ⇑˜ 〉. (3.7)
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(a)
r 1
(b)
Figure 4: Boundary one-point correlation functions: (a) function H
(r)
N ; (b) function G
(r)
N .
In what follows, to simplify writing, we shall omit tildes over operators and vectors.
The role of these new operators in application to the one-point boundary correlators
is quite clear from their graphical interpretation shown on figure 3 and the analogous
graphical representation for the correlation functions shown on figure 4. Specifically, in
the case of H
(r)
N all vertices of the first row are fixed, thus leading to the following formula
in terms of the operators on N − 1 sites
H
(r)
N = Z
−1
N c
N∏
α=r+1
a(λα, ν1)
r−1∏
α=1
b(λα, ν1)
× 〈⇓ |B(λN) · · ·B(λr+1)A(λr)B(λr−1) · · ·B(λ1)| ⇑ 〉. (3.8)
Similarly, the correlation function G
(r)
N can be written as a sum of r such terms
G
(r)
N = Z
−1
N c
r∑
α=1
N∏
β=α+1
a(λβ, ν1)
α−1∏
β=1
b(λβ, ν1)
× 〈⇓ |B(λN) · · ·B(λα+1)A(λα)B(λα−1) · · ·B(λ1)| ⇑ 〉. (3.9)
On the first stage of computation the correlation function are expressed in terms of
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the partition functions on (N −1)× (N −1) sublattices. Using the commutation relation
(2.13) we have
A(λr)
r−1∏
α=1
B(λα)| ⇑ 〉 =
r∑
α=1
N∏
k=2
a(λα, νk)
g(λα, λr)
f(λα, λr)
r∏
β=1
β 6=α
f(λα, λβ)
r∏
β=1
β 6=α
B(λβ)| ⇑ 〉. (3.10)
The last relation allows one to obtain, in the case of H
(r)
N , the expression
H
(r)
N = Z
−1
N c
N∏
α=r+1
a(λα, ν1)
r−1∏
α=1
b(λα, ν1)
×
r∑
β=1
N∏
k=2
a(λβ, νk)
g(λβ, λr)
f(λβ, λr)
r∏
γ=1
γ 6=β
f(λβ, λγ)ZN−1
(
{λδ}
N
δ=1,δ 6=α; {νk}
N
k=2
)
(3.11)
The corresponding expression for G
(r)
N can be immediately obtained using the relationship
with the function H
(r)
N , see (3.4). However, as explained in [23], in this case one gets the
result in terms of some double sum which is not actually an analogue of (3.11). It was
pointed out that the analogue of (3.11) can be found if one uses instead the relation
r∑
α=1
r∏
β=α+1
a(λβ, ν1)
α−1∏
β=1
b(λβ , ν1) B(λr) · · ·B(λα+1)A(λα)B(λα−1) · · ·B(λ1)| ⇑ 〉
=
r∑
α=1
N∏
k=2
a(λα, νk)
r∏
β=1
β 6=α
b(λβ , ν1)
r∏
β=1
β 6=α
f(λα, λβ)
r∏
β=1
β 6=α
B(λβ)| ⇑ 〉 (3.12)
which can be obtained by means of (2.13) by taking into account that LHS here is
symmetric with respect to permutations of λ1, . . . , λr by construction (for more details
on derivation of such relations see, e.g., [8], sections VII.2 and XXII.2). In this way one
obtains
G
(r)
N = Z
−1
N
N∏
α=r+1
a(λα, ν1)
r∏
α=1
b(λα, ν1)
×
r∑
β=1
c
b(λβ, ν1)
N∏
k=2
a(λβ, νk)
r∏
γ=1
γ 6=β
f(λβ, λγ)ZN−1
(
{λδ}
N
δ=1,δ 6=β ; {νk}
N
k=2
)
. (3.13)
As explained in paper [23] this representation is important since it allows one to prove
the determinant formula (2.18). Indeed, since by definition G
(N)
N = 1, expression (3.13)
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turns into some recurrence relation connecting the partition functions ZN and ZN−1;
note, that here all the parameters in the sets {λα}
N
α=1 and {νk}
N
k=1 are assumed to be
completely arbitrary (cf. [9, 10]). As explained in [23], it can be readily shown, in virtue
of the Kramer rule and of some particular identity, that the solution of this recurrence
relation, with the initial condition Z1 = c, is given by determinant formula (2.18).
Thus, the expression for the partition function being proved within the considered
framework, it can be used to obtain similar representations for one-point functions. Sub-
stituting the expression for ZN−1 in (3.11) and (3.13) gives rise to the determinant formu-
lae for one-point functions, see again [23] for details. We end up this section by quoting
the results.
The function H
(r)
N is given by
H
(r)
N =
c
∏N
k=2 d(ν1, νk)∏r
α=1 a(λα, ν1)
∏N
α=r b(λα, ν1)
detNV
detNT
(3.14)
where the matrix V differs from the matrix T , equation (2.20), just by the elements of
the first column,
Vα,1 = vr(λα); Vα,k = Tα,k, k = 2, . . . , N. (3.15)
Here the function vr(λ) is given by
vr(λ) =
∏N
α=r+1 d(λα, λ)
∏r−1
α=1 e(λα, λ)∏N
k=2 b(λ, νk)
(3.16)
where
e(λ, λ′) = sin(λ− λ′ + 2η) (3.17)
and the function d(λ, λ′) is defined in (2.19).
The function G
(r)
N is given by
G
(r)
N =
∏N
k=2 d(ν1, νk)∏r
α=1 a(λα, ν1)
∏N
α=r+1 b(λα, ν1)
detNS
detNT
(3.18)
where the matrix S also differs from T just by the elements of the first column,
Sα,1 = sr(λα); Sα,k = Tα,k, k = 2, . . . , N. (3.19)
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Here the function sr(λ) is given by
sr(λ) =
∏N
α=r+1 d(λα, λ)
∏r
α=1 e(λα, λ)∏N
k=1 b(λ, νk)
. (3.20)
In the homogeneous limit the following formulae are valid. The function H
(r)
N is given
by
H
(r)
N =
(N − 1)! sin(2η)[
sin(λ+ η)
]r[
sin(λ− η)
]N−r+1 detNΨdetNΦ (3.21)
where the matrix Ψ differs from the matrix Φ, equation (2.22), just by the elements of
the last column
Ψα,k = Φα,k, k = 1, . . . , N − 1; Ψα,N = ∂
α−1
ε
(sin ε)N−r[sin(ε− 2η)]r−1
[sin(ε+ λ− η)]N−1
∣∣∣∣
ε=0
. (3.22)
Similarly, the function G
(r)
N is given by
G
(r)
N =
(N − 1)![
sin(λ+ η)
]r[
sin(λ− η)
]N−r detNΘdetNΦ (3.23)
where
Θα,k = Φα,k, k = 1, . . . , N − 1; Θα,N = −∂
α−1
ε
(sin ε)N−r[sin(ε− 2η)]r
[sin(ε+ λ− η)]N
∣∣∣∣
ε=0
. (3.24)
4. Two-point boundary correlations
The one-point boundary correlation functions just considered can be directly generalized
to the case of two-point ones [24]. Here we shall consider in detail derivation of the
function H
(r1,r2)
N , which gives the probability of finding vertices of type i = 5 on the
opposite, top and bottom, boundaries. More precisely, we define H
(r1,r2)
N as the probability
to find vertices of type i = 5 both at r1-th position (counted from the right) of the first
row and at r2-th position of the last row, see figure 5. Formally, if r1 < r2 then one can
define this correlation function by
H
(r1,r2)
N = Z
−1
N 〈 ⇓ |B(λN) · · ·B(λr2+1) qN B(λr2) pN B(λr2−1) · · ·
× · · ·B(λr1+1) q1B(λr1) p1B(λr1−1) · · ·B(λ1)| ⇑ 〉. (4.1)
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r1 1
r2 1
Figure 5: The two-point correlation function H
(r1,r2)
N .
For r1 = r2 or r1 > r2 one has analogous expressions.
Quite similarly, one can also consider the function G
(r1,r2)
N , giving the probability of
finding arrows pointing left on the first and the last rows. The functions H
(r1,r2)
N and
G
(r1,r2)
N are related to each other just as in the one-point case; here we focus on the
function H
(r1,r2)
N since it is the most interesting for combinatorial applications. The result
for G
(r1,r2)
N can be found using its obvious relation with H
(r1,r2)
N .
To compute the function H
(r1,r2)
N we introduce the operators A˜(λ), B˜(λ), C˜(λ) and
D˜(λ) as entries of the monodromy matrix on N − 2 sites,
T˜α(λα) :=
←−
N−1∏
k=2
Lα,k(λα, νk) =

A˜(λα) B˜(λα)
C˜(λα) D˜(λα)

 . (4.2)
Correspondingly, we define
〈 ⇓˜ | =
N−1
⊗
k=2
k〈 ↑ | , | ⇑˜ 〉 =
N−1
⊗
k=2
| ↑ 〉k . (4.3)
We have
A˜(λ)| ⇑˜ 〉 =
N−1∏
k=2
a(λ, νk)| ⇑˜ 〉, D˜(λ)| ⇑˜ 〉 =
N−1∏
k=2
b(λ, νk)| ⇑˜ 〉. (4.4)
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In what follows, to simplify writing, we shall again omit tildes over operators and vectors.
On the first stage of computation we express the correlation function H
(r1,r2)
N in terms
of partition functions on (N − 2) × (N − 2) lattices. This can be done by directly
following the procedure of the previous section. For an alternative way of performing this
preliminary step, see also [24].
Let us assume that r1 6= r2. If r1 < r2 then, using the same arguments as for one-
point correlations (e.g., by invoking the graphical interpretation of the operators shown
on figure 3), for the two-point correlator H
(r1,r2)
N we write
H
(r1,r2)
N = Z
−1
N c
2
N∏
α=r1+1
a(λα, ν1)
r1−1∏
α=1
b(λα, ν1)
N∏
α=r2+1
b(λα, νN)
r2−1∏
α=1
a(λα, νN)
× 〈⇓ |B(λN) · · ·B(λr2+1)D(λr2)B(λr2−1) · · ·B(λr1+1)A(λr1)B(λr1−1) · · ·B(λ1)| ⇑ 〉.
(4.5)
Acting first with the operator A(λr1) on the right, using
A(λr)
r−1∏
α=1
B(λα)| ⇑ 〉 =
r∑
α=1
N−1∏
k=2
a(λα, νk)
g(λα, λr)
f(λα, λr)
r∏
β=1
β 6=α
f(λα, λβ)
r∏
β=1
β 6=α
B(λβ)| ⇑ 〉, (4.6)
and next with the operator D(λr2), using
D(λr)
r−1∏
α=1
B(λα)| ⇑ 〉 =
r∑
α=1
N−1∏
k=2
b(λα, νk)
g(λr, λα)
f(λr, λα)
r∏
β=1
β 6=α
f(λβ, λα)
r∏
β=1
β 6=α
B(λβ)| ⇑ 〉, (4.7)
we straightforwardly obtain
H
(r1,r2)
N = Z
−1
N c
2
N∏
α=r1+1
a(λα, ν1)
r1−1∏
α=1
b(λα, ν1)
N∏
α=r2+1
b(λα, νN)
r2−1∏
α=1
a(λα, νN)
×
r1∑
α=1
r2∑
β=1
β 6=α
N−1∏
k=2
a(λα, νk)
g(λα, λr1)
f(λα, λr1)
r1∏
γ=1
γ 6=α
f(λα, λγ)
N−1∏
k=2
b(λβ, νk)
g(λr2, λβ)
f(λr2, λβ)
r2∏
γ=1
γ 6=α,β
f(λγ, λβ)
× ZN−2
(
{λδ}
N
δ=1,δ 6=α,β ; {νk}
N−1
k=2
)
. (4.8)
If r1 > r2 then one should first act with the operator D(λr2), and next with the operator
A(λr1). It can be easily verified that one obtains exactly the same expression, i.e., formula
(4.8) is valid for r1 6= r2.
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Consider now the case r1 = r2 = r. In this case instead of (4.5) we have
H
(r,r)
N = Z
−1
N c
2
N∏
α=r+1
a(λα, ν1) b(λα, νN)
r−1∏
α=1
b(λα, ν1) a(λα, νN)
× 〈⇓ |B(λN) · · ·B(λr+1)C(λr)B(λr−1) · · ·B(λ1)| ⇑ 〉. (4.9)
Using commutation relation (2.15) the following formula can be derived (see [8], section
VII.2.2)
C(λr)
r−1∏
α=1
B(λα)| ⇑ 〉 =
r∑
α,β=1
α6=β
N−1∏
k=2
a(λα, νk)
N−1∏
k=2
b(λβ, νk)
×
g(λα, λr)g(λr, λβ)
f(λα, λr)f(λr, λβ)
f(λα, λβ)
r∏
γ=1
γ 6=α,β
f(λα, λγ)f(λγ, λβ)
r∏
γ=1
γ 6=α,β
B(λγ)| ⇑ 〉. (4.10)
Thus, in this case we have
H
(r,r)
N = Z
−1
N c
2
N∏
α=r+1
a(λα, ν1) b(λα, νN)
r−1∏
α=1
b(λα, ν1) a(λα, νN)
×
r∑
α,β=1
α6=β
N−1∏
k=2
a(λα, νk)
N−1∏
k=2
b(λβ , νk)
g(λα, λr)g(λr, λβ)
f(λα, λr)f(λr, λβ)
f(λα, λβ)
×
r∏
γ=1
γ 6=α,β
f(λα, λγ)f(λγ, λβ)ZN−2
(
{λδ}
N
δ=1,δ 6=α,β ; {νk}
N−1
k=2
)
. (4.11)
This formula shows that expression (4.8) is, in fact, valid for all values of r1 and r2,
1 ≤ r1, r2 ≤ N with no further restriction.
Substituting now the determinant representation (2.18) for the partition function ZN
and that for the ‘reduced’ partition function ZN−2 into (4.8), and cancelling whatever
possible, we find
H
(r1,r2)
N =
c2d(ν1, νN)
N−1∏
k=2
d(ν1, νk)d(νk, νN)
r1∏
α=1
a(λα, ν1)
N∏
α=r1
b(λα, ν1)
r2∏
α=1
b(λα, νN)
N∏
α=r2
a(λα, νN) detNT
×
r1∑
α=1
r2∑
β=1
β 6=α
(−1)N+α+βǫαβ
wr1(λα)w˜r2(λβ)
e(λβ, λα)
detN−2T(α,β;1,N). (4.12)
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Here T(α,β;1,N) denotes the (N − 2)× (N − 2) matrix obtained from T by eliminating the
α-th and β-th rows and the first and the last columns (i.e., its determinant is just the
corresponding minor of T ). The symbol ǫαβ stands for the sign function
ǫαβ =


1 if α > β
0 if α = β
−1 if α < β
. (4.13)
The functions wr(λ) and w˜(λ) are defined as (compare with (3.16))
wr(λ) =
∏N
α=r+1 d(λα, λ)
∏r−1
α=1 e(λα, λ)∏N−1
k=2 b(λ, νk)
, (4.14)
w˜r(λ) =
∏N
α=r+1 d(λ, λα)
∏r−1
α=1 e(λ, λα)∏N−1
k=2 a(λ, νk)
. (4.15)
Note, that both wr(λα) and w˜r(λα) vanish if r < α; thus the double sum in (4.12) can be
formally extended to N .
Consider now how the homogeneous limit can be performed in the just obtained
expression for the two-point correlation function. Here it should be mentioned that, con-
trary to the formulae for the partition function and one-point correlators, the two-point
boundary correlation function cannot be expressed as a determinant in the inhomoge-
neous model. Nevertheless, as we shall show now this is just a minor inconvenience which
can be very efficiently solved without much efforts.
First of all we mention that the problem we are actually facing is that of finding the
homogeneous limit for the following double sum
W =
N∑
α,β=1
(−1)N+α+βǫαβF (λα, λβ) detN−2T(α,β;1,N) (4.16)
where F (λ, λ′) is some function. Consider the substitution
λα = λ+ zα, α = 1, . . . , N. (4.17)
In what follows we shall send all zα (and νk) to zero but before performing the limit we
note that the double sum above can be rewritten, using
F (λ+ z1, λ+ z2) =
[
exp(zα∂ε1) exp(zβ∂ε2)F (λ+ ε1, λ+ ε2)
]∣∣∣ε1=0
ε2=0
, (4.18)
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in a quite formal way as follows
W =
∣∣∣∣∣∣∣∣∣∣∣∣
exp(z1∂ε1) t(λ+ z1, ν2) . . . t(λ + z1, νN−1) exp(z1∂ε2)
exp(z2∂ε1) t(λ+ z2, ν2) . . . t(λ + z2, νN−1) exp(z2∂ε2)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
exp(zN∂ε1) t(λ + zN , ν2) . . . t(λ+ zN , νN−1) exp(zN∂ε2)
∣∣∣∣∣∣∣∣∣∣∣∣
F (λ+ε1, λ+ε2)
∣∣∣
ε1=0
ε2=0
(4.19)
so that the homogenous limit of expression (4.12) can be performed exactly along the
lines given in [10].
Namely, we shall put νk’s and zα’s to zero in the order ν1, . . . , νN , z1, . . . , zN each time
keeping the leading order. The prefactor in (4.12) becomes
sin2(2η)
[sin(λ+ η)]N+r1−r2+1[sin(λ− η)]N+r2−r1+1 detNΦ
×
(N − 1)! (N − 2)!(
z2 ·
z2
3
2!
·
z3
4
3!
· · ·
zN−1
N
(N−1)!
)(
ν3 ·
ν2
4
2!
· · ·
νN−2
N−1
(N−3)!
) (4.20)
while the double sum goes into
(
z2 ·
z23
2!
·
z34
3!
· · ·
zN−1N
(N − 1)!
)(
ν3 ·
ν24
2!
· · ·
νN−2N−1
(N − 3)!
)
× det
(
Φα,k
∣∣∣∂α−1ε2 ∣∣∣∂α−1ε1 )
1≤α≤N,1≤k≤N−2
h
(r1,r2)
N (ε1, ε2)
∣∣∣∣
ε1=ε2=0
(4.21)
where
h
(r1,r2)
N (ε1, ε2) =
(sin ε1)
N−r1[sin(ε1 − 2η)]
r1−1(sin ε2)
N−r2[sin(ε2 + 2η)]
r2−1
sin(ε2 − ε1 + 2η)[sin(ε1 + λ− η)]N−2[sin(ε2 + λ+ η)]N−2
. (4.22)
Thus, in the homogeneous limit for the two-point correlation function we obtain
H
(r1,r2)
N =
(N − 1)! (N − 2)! sin2(2η)[
sin(λ+ η)
]N+r1−r2+1[ sin(λ− η)]N+r2−r1+1detNΦ
×
[
det
(
Φα,k
∣∣∣∂α−1ε2 ∣∣∣∂α−1ε1 )
1≤α≤N,1≤k≤N−2
h
(r1,r2)
N (ε1, ε2)
] ∣∣∣∣
ε1=ε2=0
. (4.23)
This determinant representation is analogous to those of the previous section for one-point
correlation functions.
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5. Orthogonal polynomials representation
In this section the results for one- and two-point boundary correlation functions will be
analyzed by making use of the orthogonal polynomials theory, along the lines proposed
in paper [27]. Here we show that the two-point boundary correlation function, studied in
the previous section, is expressible in terms of one-point ones.
Let {Pn(x)}
∞
n=0 be a set of polynomials, with non-vanishing leading coefficient
Pn(x) = κnx
n + . . . , kappan 6= 0, (5.1)
and orthogonal on the real axis with respect to some weight µ(x),∫ ∞
−∞
Pn1(x)Pn2(x)µ(x) dx = hn1δn1n2 . (5.2)
Let cn denote n-th moment of the weight µ(x), i.e.
cn =
∫ ∞
−∞
xnµ(x)dx, n = 0, 1, . . . (5.3)
and let us consider the (n+ 1)× (n + 1) determinant
∆n =
∣∣∣∣∣∣∣∣∣∣∣∣
c0 c1 . . . cn
c1 c2 . . . cn+1
. . . . . . . . . . . . . . . . . . .
cn cn+1 . . . c2n
∣∣∣∣∣∣∣∣∣∣∣∣
. (5.4)
Using the orthogonality condition (5.2) and well-known properties of determinants, one
can easily find the following formula
∆n =
n∏
k=0
hk
κ2k
. (5.5)
This formula can be used for computation of determinants, provided the orthogonal
polynomials {Pn(x)}
∞
n=0 are known. On the other hand, the polynomials {Pn(x)}
∞
n=0 can
in turn be expressed as determinants. For later use let us introduce the notation
∆(k)n (x1, . . . , xk) =
∣∣∣∣∣∣∣∣∣∣∣∣
c0 c1 . . . cn−k 1 1 . . . 1
c1 c2 . . . cn−k+1 x1 x2 . . . xk
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
cn cn+1 . . . c2n−k x
n
1 x
n
2 . . . x
n
k
∣∣∣∣∣∣∣∣∣∣∣∣
(5.6)
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so that ∆
(0)
n ≡ ∆n. For the polynomials one can find that
Pn(x) =
κn
∆n−1
∆(1)n (x). (5.7)
For a proof, see, e.g., book [29].
The relation (5.7) can be read off inversely thus giving an expression for the deter-
minant ∆
(1)
n (x) in terms of the polynomials Pn(x). Taking into account that (see (5.5))
hn
κ2n
=
∆n
∆n−1
(5.8)
we can write
∆
(1)
n (x)
∆n
=
κn
hn
Pn(x). (5.9)
Consider now the case of ∆
(2)
n (x1, x2). It is clear that the term of the highest powers
on both x1 and x2 is just ∆n−2(x
n
2x
n−1
1 − x
n
1x
n−1
2 ); extending further the methods of [29]
we obtain
∆(2)n (x1, x2) =
∆n−2
κnκn−1
[
Pn−1(x1)Pn(x2)− Pn(x1)Pn−1(x2)
]
. (5.10)
Again using (5.8), we write
∆
(2)
n (x1, x2)
∆n
=
κnκn−1
hnhn−1
[
Pn−1(x1)Pn(x2)− Pn(x1)Pn−1(x2)
]
=
κnκn−1
hnhn−1
∣∣∣∣∣∣
Pn−1(x1) Pn(x1)
Pn−1(x2) Pn(x2)
∣∣∣∣∣∣ . (5.11)
This formula can be easily extended to the general case of ∆(n)(x1, . . . , xn); in what
follows we shall make use only of formulae (5.9) and (5.11).
Consider now how we can use all these formulae in application to the boundary cor-
relation functions. First we note, following paper [27], that the determinant entering the
expression for the homogenous model partition function can be related with orthogonal
polynomials using the integral representation
sin(2η)
sin(λ− η) sin(λ+ η)
=
∫ ∞
−∞
ex(λ−pi/2)
sinh(ηx)
sinh(πx/2)
dx. (5.12)
This formula is valid if 0 < η < π/2 and η < λ < π − η; these values of λ and η
correspond to the so-called disordered regime of the six-vertex model (for similar formulae
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valid for other regimes, see [28]). This regime is the most interesting especially for
combinatorial applications of the six-vertex model with DWBC (in these applications
one further specializes to λ = π/2). It can be easily seen that our results below, however,
do not depend on the particular choice of the regime, and can be extended to other
regimes simply using the proper analytical continuation in the parameters λ and η.
Formula (5.12) implies that we have to deal with the set of polynomials which are
orthogonal with respect to the following weight function
µ(x) = µ(x;λ, η) = ex(λ−pi/2)
sinh(ηx)
sinh(πx/2)
. (5.13)
The corresponding polynomials Pn(x) = Pn(x;λ, η) also depend on λ and η which are to
be considered as parameters. For later use let us mention the following useful property
of these polynomials
Pn(x;λ, η) = (−1)
n Pn(−x; π − λ, η). (5.14)
This property can be easily established in virtue of formula (5.7). It is to mentioned
also that both the leading coefficient κn = κn(λ, η) and the normalization constant hn =
hn(λ, η) are invariant under the substitution λ→ π − λ.
The transformation λ → π − λ is related to the so-called crossing symmetry of the
six-vertex model which has useful consequences for the one-point boundary correlation
function H
(r)
N . Recall that the the crossing symmetry is the symmetry of the vertex
weights under reflection with respect to the vertical axis, and simultaneous interchange
of the functions a and b, which is equivalent to setting λ → π − λ. As we shall explain
now, these simple properties related to the crossing symmetry allow one to derive easily
two equivalent representations for the one-point boundary correlation function H
(r)
N . Us-
ing these formulae we shall then show that the two-point boundary correlation function
H
(r1,r2)
N is expressible in terms of one-point boundary correlators.
Indeed, since the lattice with DWBC is invariant under the reflection with respect to
the vertical axis, the crossing symmetry thus imply that the following relation holds
H
(r)
N (λ, η) = H
(N−r+1)
N (π − λ, η). (5.15)
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Consider expression (3.21) for the one-point function H
(r)
N . Due to (5.9) we can rewrite
it as
H
(r)
N (λ, η) =
(N − 1)! sin(2η)[
sin(λ+ η)
]r[
sin(λ− η)
]N−r+1 κN−1(λ, η)hN−1(λ, η)
× PN−1(∂ε;λ, η)
(sin ε)N−r[sin(ε− 2η)]r−1
[sin(ε+ λ− η)]N−1
∣∣∣∣
ε=0
. (5.16)
Taking into account (5.14) and the properties of the leading coefficient κn(λ, η) and the
normalization constant hn(λ, η) mentioned above, it can be easily seen that from (5.15)
and (5.16) the following expression is valid as well
H
(r)
N (λ, η) =
(N − 1)! sin(2η)[
sin(λ+ η)
]r[
sin(λ− η)
]N−r+1 κN−1(λ, η)hN−1(λ, η)
× PN−1(∂ε;λ, η)
(sin ε)r−1[sin(ε+ 2η)]N−r
[sin(ε+ λ+ η)]N−1
∣∣∣∣
ε=0
. (5.17)
Note that this expression means simply that the limit ε → 0 in (5.16) can be changed
into ε→ 2η without altering the result.
Thus, these two equivalent representations, (5.16) and (5.17), can be used in the study
of the two-point correlation function H
(r1,r2)
N given by expression (4.23), which certainly
involves similar structures.
Before turning to this analysis, let us put the above formulae for the one-point function
in a more compact and convenient notations. In what follows we shall often omit the
dependence on λ and η where possible.
We define the functions
ω(ǫ) =
sin(λ+ η)
sin(λ− η)
sin ε
sin(ε− 2η)
, ̺(ǫ) =
sin(λ− η)
sin(2η)
sin(ε− 2η)
sin(ε+ λ− η)
; (5.18)
which are related to each other as
̺(ε) =
1
ω(ε)− 1
. (5.19)
Also we define
ω˜(ǫ) =
sin(λ− η)
sin(λ+ η)
sin ε
sin(ε+ 2η)
, ˜̺(ǫ) =
sin(λ+ η)
sin(2η)
sin(ε+ 2η)
sin(ε+ λ+ η)
; (5.20)
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which are in turn related to each other as
˜̺(ε) =
1
1− ω˜(ε)
. (5.21)
Note, that the functions with tildes are introduced such that
ω˜(ε;λ, η) = ω(−ε; π − λ, η), ˜̺(ε;λ, η) = −̺(−ε; π − λ, η) (5.22)
in accordance with the crossing symmetry considerations made above. Additionally, let
us denote
KN−1(x) = (N − 1)!ϕ
N κN−1
hN−1
PN−1(x) (5.23)
where ϕ = ϕ(λ, η) is exactly the function defining entries of the matrix Φ, see (2.22). In
these notations formulae (5.16) and (5.17) for the correlation function H
(r)
N read
H
(r)
N = KN−1(∂ε)
[
ω(ε)
]N−r
[̺(ε)]N−1
∣∣∣
ε=0
(5.24)
and
H
(r)
N = KN−1(∂ε)
[
ω˜(ε)
]r−1
[ ˜̺(ε)]N−1
∣∣∣
ε=0
, (5.25)
respectively.
Consider now our main object, the two-point correlation function H
(r1,r2)
N , which is
given by formula (4.23). Obviously, function (4.22) contains all the structures introduced
above apart from the factor sin(ε2−ε1+2η) standing in the denominator there. However,
using the identity
sin(2η) sin(ε2 − ε1 + 2η) = sin ε1 sin ε2 − sin(ε1 − 2η) sin(ε2 + 2η) (5.26)
it can be easily seen that
sin(ε1 + λ− η) sin(ε2 + λ+ η)
sin(ε2 − ε1 + 2η)
=
1
ϕ̺(ε1)˜̺(ε2)
1
ω(ε1)ω˜(ε2)− 1
. (5.27)
Thus, taking into account formula (5.11) we can write the two-point correlation function
in the form
H
(r1,r2)
N = [KN−1(∂ε1)KN−2(∂ε2)−KN−2(∂ε1)KN−1(∂ε2)]
×
[
ω(ε1)
]N−r1 [̺(ε1)]N−2[ω˜(ε2)]N−r2 [ ˜̺(ε2)]N−2
ω(ε1)ω˜(ε2)− 1
∣∣∣∣
ε1=0,ε2=0
. (5.28)
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Now taking into account that ω(ε), ω˜(ε)→ 0 as ε→ 0 we can expand the denominator in
(5.28) in power series and it can be easily seen that only the first few terms (actually not
more than N) of this expansion will contribute. As a result, in virtue of relations (5.19)
and (5.21), we arrive to the following expression in terms of the one-point functions
H
(r1,r2)
N =
N∑
j=1
(
H
(r1−j+1)
N H
(N−r2+j)
N−1 −H
(r1−j)
N H
(N−r2+j)
N−1
−H
(r1−j)
N−1 H
(N−r2+j+1)
N +H
(r1−j)
N−1 H
(N−r2+j)
N
)
(5.29)
where it is assumed that if r ≤ 0 or r ≥ N + 1 then H
(r)
N = 0 by definition. The formula
(5.29) is our main result here.
As a comment to this result let us rewrite it in terms of the generating functions. Let
us introduce the generating function for the two-point correlation function
HN(u, v) :=
N∑
r=1,s=1
H
(N−r+1,s)
N u
r−1vs−1 (5.30)
and define the generating function for the one-point correlation function
HN(u) :=
N∑
r=1
H
(N−r+1)
N u
r−1. (5.31)
Then (5.29) implies that
HN(u, v) =
(u− 1)HN(u) · vHN−1(v)− uHN−1(u) · (v − 1)HN(v)
u− v
=
1
u− v
∣∣∣∣∣∣
(u− 1)HN(u) uHN−1(u)
(v − 1)HN(v) vHN−1(v)
∣∣∣∣∣∣ . (5.32)
This formula generalize to arbitrary values of the vertex weights the result of paper [25]
where an equivalent expression was derived in the case λ = π/2 and η = π/6, i.e., when
a = b = c (the so-called ice point).
As a final comment we would like to stress that formula (5.29) implies that doubly
refined weighted enumerations of ASMs can be easily obtained from the corresponding
singly refined ones. In particular, the explicit expressions for the refined x-enumerations,
known for x = 1, 2, 3, can be just plugged into this formula to obtain the corresponding
doubly refined ones. A discussion of the related one-point boundary correlation functions
in application to the refined 1-, 2-, and 3-enumerations of ASMs can be found in [27].
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