Molecular self-assembly at surfaces and interfaces is a prominent example of self-organization of matter with outstanding technological applications. The ability to predict the equilibrium structure of a selfassembled monolayer (SAM) is of fundamental importance and would boost the development of bottom-up strategies in a number of fields. Here, we present a self-consistent theory for a first-principles interpretation of 2D self-assembly based on modeling and statistical thermodynamics. Our development extends the treatment from finite-size to infinite supramolecular objects and delineates a general framework in which previous approaches can be recovered as particular cases. By proving the existence of a chemical potential per unit cell, we derive an expression for the surface free energy of the SAM (g), which provides access to the thermodynamic stability of the monolayer in the limit of the ideal gas approximation and the model of energetics in use. Further manipulations of this result provide another expression of g, which makes the concentration dependence as well as the temperature dependence of 2D self-assembly explicit. In the limit of the approximations above, this second result was used to analyze competitive equilibria at surfaces and rationalize the concentration-and temperature-dependent polymorphism in 2D. Finally, the theory predicts that there exists a critical aggregation concentration (C cac ) of monomers above which 2D self-assembly can be viewed as a ''precipitation'' in a solubility equilibrium. Numerical analysis of thirteen model SAMs on graphene shows that the value of C cac sets an absolute scale of 2D self-assembly propensity, which is useful to compare chemically distinct and apparently unrelated self-assembly reactions.
Introduction
Molecular self-assembly is one of the most significant phenomena at the nanoscale. 1 It is so, not only because it is the basis of life, 2 but also because it provides the path of lowest energy consumption to the fabrication of nano-objects with controlled morphologies and properties. 3 Among its multiple facets, 4 molecular self-assembly at surfaces ( Fig. 1 ) stands out as a prominent example for technological applications. Achieving control over the forces that steer 2D self-assembly by chemical functionalization of the building blocks is key to boost the development of bottom-up approaches in fields as diverse as the nanofabrication of electronic circuits, 5 organic electronics, 6 sensing, 7,8 catalysis, 9 energy storage 10 and conversion, 11, 12 and the large-scale production of graphene. 13, 14 Despite the fact that rational design of molecules for biological and pharmaceutical applications is well established, only a few are attempts to formally refine the predictions of self-assembly in materials science. 4 In particular, there exists no general framework to assess the thermodynamic stability of the self-assembled monolayer (SAM), predict its polymorphism as a function of Fig. 1 Schematic representation of molecular self-assembly at surfaces. In (a) the free monomers in solution are in equilibrium with finite-size objects physisorbed at the solid-liquid interface. In (b) the monomers are in equilibrium with an extended periodic 2D architecture. temperature, 15 solvent, 16 or concentration of monomers, 17 and/or rationalize competitive self-assembly at surfaces and interfaces. 18, 19 One major obstacle in this endeavor is that the thermodynamic equilibrium structure of the SAM is the result of a subtle interplay between the energy gained upon molecular adsorption and association and the entropy lost upon surface confinement, whose accurate evaluation is computationally challenging. The numerical evaluation of the (thermodynamic) stability of a given 2D architecture would provide means to access whether the observed SAM is formed under kinetic or thermodynamic control, 20, 21 which is difficult to access experimentally.
To fill this gap, several theoretical approaches based on modeling and statistical mechanics have been proposed. Following the pioneering work of Reuter and Scheffler on the chemisorption of gases on metal surfaces, 22 one prominent class of methods aims at assessing the thermodynamic stability of the SAM through evaluation of its surface free energy, i.e. the reversible work per unit of area to cover a surface by molecular self-assembly. Provided that the chemical potential of the SAM can be accurately accessed from the electronic energy of a model architecture with periodic boundaries, 22 this approach quantifies the thermodynamic stability of the monolayer as a function of the chemical potential of the monomers. Unfortunately, the validity of these predictions is mostly limited to chemisorption in a vacuum, where the SAM and the substrate are fully commensurate and the entropy stabilization of the monolayer is insignificant. Nonetheless, the same approach was used to model the 2D self-assembly of a bisterpyridine derivative physisorbed at the liquid-graphite interface, where the SAM and the substrate were not commensurate. 23 Despite the fact that the results provided a (qualitative) interpretation of the concentrationdependent 2D polymorphism, the numerical evaluation of the surface free energy of the SAM imposed the use of more approximate force-field calculations and the neglect of the vibrational contribution. In addition, no link was provided between the surface free energy and the actual solute concentration, which is the experimental quantity under control.
A conceptually different approach follows from the early work of Shakhnovich and Whitesides on the quantification of the entropy change in multi-particle self-assembly. 24 In this approach, the entropic cost of association is estimated using a simple statistical mechanical model, which provides analytical expressions for the absolute entropy of both the self-assembled and the monomeric states. Following up this work, Lackinger and coworkers developed an original thermodynamic model to quantify both the energy gain and the entropy cost of self-assembly from first principles. 20, 25 Under the assumptions that the vibrational contribution to the free energy of self-assembly is negligible and that the translational and rotational entropies of the SAM are zero, the thermodynamic stability of a given architecture is quantified by measuring the reversible work (per unit of area) for transferring one monomer from the solution to the monolayer. Although effective, the per molecule and per unit of area approach of Lackinger is not entirely justified and provides no solution to the conceptual problem of dealing with an infinite-sized supramolecular object, whose molecularity is not defined.
To rationalize the equilibrium between distinct polymorphs formed by an alkoxylated dehydrobenzoannulene (DBA) derivative as a function of the concentration of monomers in solution, Lei et al. 26 developed a distinct thermodynamic model considering that the interconversion between the dense (linear) and porous (honeycomb) architecture per unit of area must involve the desorption of monomers, which are released in the supernatant solution. Based on this idea, a correlation between the equilibrium constant and the degree of surface coverage of the two polymorphs was established, which provides experimental access to the difference in their thermodynamic stability under the experimental conditions. Extensions of this model to account for both domain-size effects, 27 and the entropy associated with solvent coadsorption 15 were reported later on. A characteristic result of these approaches is the formulation of a critical concentration to switch between two polymorphs, which is related to the entropy gain going from the dense to the porous SAM. 27 In the following, we present a self-consistent framework for the theoretical interpretation of a 2D self-assembly based on modeling and statistical thermodynamics. By introducing the concept of chemical potential per unit cell, we derive a useful expression for the surface free energy of the SAM, which can be numerically evaluated in the limit of the ideal gas and the rigid rotor, harmonic oscillator approximations. This result provides an interpretation of the 2D polymorphism evidenced by scanning probe techniques and allows one to quantify the critical aggregation concentration in 2D self-assembly. In the limit of the approximations introduced, this approach sets the ground for a first principles interpretation of molecular self-assembly at surfaces and interfaces.
Theory

Finite-size 2D self-assembly
Let us consider the spontaneous association (or self-assembly) of freely diffusing molecules in solution into a finite-size supramolecular object at the solid-liquid interface; see Fig. 1a . If we restrict ourselves to monocomponent systems at chemical equilibrium, this process is described by
where A is the monomeric species, B is the 2D self-assembled architecture, and a is the molecularity of the reaction. Under chemical equilibrium conditions, the chemical potential of the product equalizes that of the reactant (multiplied by their stoichiometric coefficients) such that for eqn (1)
By expressing all chemical potentials as a function of their concentration in solution
where T is the temperature, C~is the standard concentration, and m É i is the standard chemical potential of the i-th component, eqn (2) leads to the definition of the equilibrium constant K for the self-assembly reaction
which provides a constraint on the equilibrium concentration of the reactants and products at a given temperature. In the limit of idealized solution behavior, i.e. the particle independence ansatz, and at a constant temperature T and volume V, the chemical potential can be expressed as m i ðV; TÞ ¼ ÀkT ln q i ðV; TÞ N i (5) with q i and N i being the molecular partition function and the number of molecules of the i-th component, respectively. 28 Introducing the rigid rotor, harmonic oscillator (RRHO) approximation and the Born-Oppenheimer hypothesis, the partition function of a freely diffusing monomer in a vacuum can be written in closed form, which provides an approximated expression for the chemical potential of the monomers
where n is the number of atoms, m is the molecular mass, I X , I Y , I Z are the principal moments of inertia, s is the symmetry number, n j is the vibrational frequencies, and D e is the electronic energy at the ground state. Similarly, the chemical potential of a finite-sized supramolecular object physisorbed on a surface is
where the volume V has turned into a surface area S, I Z is the principal moment of inertia of the supramolecule about the axis perpendicular to the surface, the number of vibrational modes has increased to 3n À 3 as one translational and two rotational degrees of freedom are effectively converted into internal vibrations upon 2D confinement, and D e includes the interaction with the surface. In the limit of the approximations above, eqn (6) and (7) provide numerical access to the standard chemical potential difference for a finite-sized 2D self-assembly.
Unit-cell chemical potential
The approach presented above is generalized here to selfassembly into infinite, defect-free supramolecular architectures at the solid-liquid interface, which can still be described by eqn (1) . In this case and due to the non-finite nature of B, a major concern arises from the molecularity of the reaction, a, which is not defined. Exploiting the periodicity of the SAM, this problem is tackled by expressing the chemical potential of B as a function of the free energy per unit cell, which, as we shall see, is a thermodynamic observable in the limit of infinite 2D architectures. Also, since the number of molecules per unit cell (n uc ) is architecture-dependent, it is useful to consider the unit-cell free energy per molecule
Hereafter the superscript 0 is used to indicate a quantity that is normalized by n uc ; note that for a given architecture of n cells unit cells, the relation n uc Án cells = a holds. By deconvoluting the chemical potential of B into translational, rotational, vibrational and electronic contributions, the unit-cell free energy per molecule is analyzed with a going to infinity. Because the translational contribution grows logarithmically with the mass of the supramolecule (eqn (7)), which is a linear function of a as m B = am A , its contribution to the unit-cell chemical potential varies as ln(a)/a and goes to zero with increasing a. Thus,
A similar conclusion can be drawn for the rotational contribution, which increases logarithmically with the square root of I Z (eqn (7)).
In fact, approximating the 2D supramolecule with a solid disk of radius r B , its moment of inertia is I Z = m B r B 2 = m B A B /p with m B and A B its mass and surface area. Since the surface area can be expressed as A B = aA A with A A the surface area per monomer, the moment of inertia can be approximated as I Z = a 2 m A A A /p, which grows quadratically with a. If so, the rotational contribution to the unit-cell chemical potential varies as ln(a)/a, which goes to zero with increasing a m uc;rot
More involved is the evaluation of the vibrational contribution. As mentioned above, the internal dynamics of a freely diffusing molecule (or supramolecule) in 2D is described by 3n À 3 vibrational modes, where n is the number of atoms in the supramolecule. Assuming that the internal vibrations of the monomer do not change upon self-assembly, i.e. the rigid-body ansatz, for each monomer addition, two translational and one rotational degrees of freedom are effectively converted into three internal vibrations of the architecture and
where m is the number of atoms in the monomer and indexes i and j run over the internal and external vibrations of the monomer in the mean field of the SAM; the latter corresponding to rigidbody oscillations and rocking. Clearly, eqn (11) shows that the vibrational contribution to the unit-cell free energy does not vanish with increasing a. Rather, it converges to a finite value that depends on the chemical nature of the monomers and the architecture. Thus,
Finally, using a classical force field representation of interactions, which is pairwise additive, the electronic energy of B is E B = n cells E uc = aE uc 0 , such that
which is independent of a. Moreover, since the energy per unit cell includes contributions from the interaction with the substrate (ads), the interaction between monomers in the monolayer (sam) and the strain energy upon surface confinement (strain), E uc 0 can be further decomposed as
where E strain 0 is evaluated as the difference in energy between the molecular configuration physisorbed in the mean field of the SAM and the one optimized in isolation. Taken together, the results of eqn (9)- (13) show that the chemical potential per unit cell is
which has a finite value that is independent of a. Importantly, eqn (15) can be numerically evaluated using an explicit molecular model of the SAM and the substrate. 14, 29, 30 In the limit of sufficiently large supramolecular architectures (a -+N), eqn (8) yields
which shows that the chemical potential of the SAM is a linear function of the chemical potential of one unit cell. Because the translational contribution to the unit-cell free energy vanishes with increasing a (eqn (9)), the chemical potential of an infinite-size 2D architecture is volume-and thus concentration-independent, which implies m uc 0 ¼ m É 0 uc . As a result, the assumption that the chemical potential of the SAM is a function of surface coverage 26 appears unjustified, at least in the limit of large and crystalline supramolecular architectures.
Surface free energy of the SAM
The result of eqn (16) enables one to express the chemical potential difference upon self-assembly as a linear function of a. In fact, introducing the result of eqn (16) into eqn (2) yields
which shows that the chemical potential change is proportional to the reversible work of transferring one freely diffusing monomer in solution to the SAM. Although this does not solve the problem of the molecularity for an infinite-sized selfassembly, it has important consequences. In fact, since a is related to the surface area A covered by the SAM 14 by
where A uc 0 is the area of the unit cell per molecule inside the cell, eqn (17) can be usefully recast in
which is now independent of a. This fundamental result yields a numerically accessible expression for the surface free energy of the SAM (g), which provides access to the thermodynamic stability of 2D self-assembly. Importantly, the use of g addresses the molecularity issue by expressing the free energy of selfassembly per unit of surface area covered by the SAM. Finally, in the limit of idealized solution behavior and the RRHO approximation, the result of eqn (19) can be separated into energetic (g E ) and entropic (g S ) contributions as
which provide fundamental insights on the key factors affecting the stability of the SAM; see the ESI † for the derivation of eqn (20) and (21) .
Since the chemical potential of the unit cell is concentration
, introducing the result of eqn (3) into eqn (19) yields a second expression for g
which makes its dependence on both the concentration of monomers and the density of surface packing (i.e. the inverse of the unit-cell area) explicit. Finally, when chemical equilibrium between the molecules adsorbed on the surface and those dissolved in the supernatant solution is established, g = 0 and eqn (22) yields
which defines the critical concentration of monomers above which the self-assembled state is preferred. Interestingly, eqn (23) shows that the critical aggregation concentration is temperature dependent. Assuming that the energetic (g E ) and entropic (g S ) contributions to the standard surface free energy do not vary with temperature, eqn (22) yields
which expresses the temperature dependence of g; note that
Similarly to the critical aggregation concentration, eqn (24) can be used to define a critical aggregation temperature
above which 2D self-assembly is disfavored.
Computational methods
The numerical evaluation of the surface free energy was carried out using fully atomistic models of the monomer and the SAM. Due to the large number of atoms involved (up to 32 000) geometry optimization was based on the classical General Amber Force Field (GAFF), 31 which was shown to accurately reproduce the binding energy of small molecules on graphite. 32 Although higher levels of theory, e.g. semiempirical quantum mechanics (SQM) or density functional theory (DFT), would be desirable, their use is hindered by the too intense computational effort for non-commensurate physisorbed monolayers. 23 The evaluation of g is based on the calculation of three quantities: the chemical potential of the monomer (m A ), the chemical potential of the unit cell of the SAM (m uc 0 ), and the area of the unit cell (A uc 0 ).
First, the chemical potential of the monomeric state (m A ) was determined solving eqn (6) on a fully optimized geometry of one monomer in a vacuum. For this purpose, the vibrational frequencies were obtained by normal mode analysis, while the electronic energy D e was set as the zero of the energy scale. Because the result of eqn (6) is concentration dependent, i.e. it depends on volume V and the number of molecules N, the value of m A was calculated at the standard concentration of C~= 1 M and then evaluated at any other concentration via eqn (3). All chemical potentials have been computed at the temperature of 300 K.
The chemical potential of the SAM (m uc 0 ) was obtained from the numerical evaluation of eqn (8) using the ''method of the supramolecules''. This implies modeling a series of increasingly larger finite-size architectures, whose chemical potentials in a vacuum can be determined using eqn (7) , and solving eqn (8) numerically in the limit of a going to infinity. For each value of a, an atomistic model of the SAM was generated based on high resolution STM images and energyminimized on top of a graphene layer to resolve steric clashes; see the ESI † for details. Vibrational frequencies were obtained using a reduced basis normal mode analysis, 33 where the atomic coordinates of the substrate are kept fixed and the normal modes determined in the mean field of the immobilized substrate. For the evaluation of the electronic contribution (E uc 0 ), we found that eqn (13) converges very slowly with the size of the supramolecule due to border effects, i.e. the large number of molecules sitting at the periphery of the model SAM. Interestingly, a considerably more efficient approach to E uc 0 is provided by averaging the result of eqn (14) over the inner (non-peripheral) cells of the 2D architecture. As the internal energy of the monolayer (E sam ) can be decomposed into the energy of interaction between the molecules inside the unit cell (E intra ) and energy of interaction with the surrounding cells (E inter )
with the factor of 1/2 introduced to avoid double-counting, 34 E uc 0 can be straightforwardly obtained from a single geometry optimization of a large model SAM followed by a series of single-point energy evaluations using e.g. the block facility in CHARMM 35 to switch on only the required interactions. Finally, the area of the unit cell (A uc 0 ) was obtained by averaging over the inner cells of the geometry-optimized 2D architecture. As a last note, since the chemical potentials of the SAM and monomers were evaluated in the limit of the ideal gas approximation, the calculated surface free energies are systematically affected by the absence of solvent, which leads to a nonrealistic overestimation of the chemical potential of the monomer. As we shall see, the introduction of solvent corrections based on an approximated implicit solvent model (see the ESI †) demonstrates the impact of the solvent on the thermodynamics of 2D self-assembly. More quantitative determinations of the surface free energy of the SAM including solvent effects will be reported elsewhere.
Results
Chemical potential of the unit cell
The first theoretical result we want to prove is the existence of a chemical potential per unit cell in 2D self-assembly. This goal implies showing the existence of the limit in eqn (8) or equivalently that the translational, rotational, vibrational, and electronic contributions converge to finite values in the limit of infinite crystalline architectures.
For illustration, we have analyzed the self-assembly of trimesic acid (TMA, see Fig. 2A ) on graphite in the characteristic chickenwire architecture (CHK). 16 As shown in Fig. 2B , this SAM is characterized by a hexagonal unit cell, which contains two TMA molecules paired by double hydrogen-bonding interactions. These molecules, in turn, interact with the surrounding molecules by forming eight additional hydrogen bonds, which are equally shared among the four neighboring molecules. Both the directionality and the strength of the intermolecular interactions make this SAM an ideal system to study 2D selfassembly.
Using the ''method of the supramolecules'' (see Computational methods), larger and larger architectures were modeled to evaluate the chemical potential per unit cell of the SAM; see with increasing a. As predicted theoretically (see Theory), the translational and rotational contributions rapidly go to zero. The convergence of the vibrational contribution is somewhat slower but its variation with a has a total amplitude that is less than 1 kcal mol À1 . Concerning the electronic contribution, two trends are shown in Fig. 2D , which correspond to eqn (13) (red) and eqn (14) (blue), respectively. As discussed above, the evaluation of eqn (13) is suboptimal and converges very slowly with increasing a. In sharp contrast, the result of eqn (14) averaged over the inner unit cells of the 2D architecture (blue points) converges rapidly, although it does so to a significantly lower value. Interestingly, by fitting the red points in Fig. 2D with f ðaÞ ¼ E uc;limit
, the value of the unit-cell energy in the limit of infinite architectures is equivalent to that provided by eqn (14); see the ESI † for a derivation of f (a). Based on these results, the energy per unit cell of the chickenwire architecture is À53.5 kcal mol À1 . By decomposing this energy in adsorption (E ads 0 = À25.7 kcal mol À1 ), association (E sam 0 = À29.1 kcal mol À1 ) and strain (E strain 0 = 1.3 kcal mol À1 ) as done in eqn (14) , one finds that adsorption and recognition in the SAM introduce similar contributions, whereas the molecular strain is negligible. Perhaps surprisingly, this indicates that although TMA is a relatively small molecule exposing strongly interacting recognition groups, the contribution from physisorption is of the same magnitude as the stabilization arising from H-bonding. Finally, including the vibrational contribution (m uc,vib 0 = 81.2 kcal mol À1 ), eqn (15) yields a m uc 0 value of 27.7 kcal mol À1 .
To demonstrate the generality of this approach, the convergence of eqn (8) was explored in thirteen chemically diverse SAMs on graphite. The choice of the substrate was just a matter of convenience as both the theoretical results and the computational methodologies are general and valid for any architecture physisorbed on a periodic substrate. The investigated SAMs include: (1) strongly interacting benzenecarboxylic acids, such as isophthalic acid (ISA), 36 terephthalic acid (TRA), 36 and trimesic acid (TMA); 16, 37 (2) two bases, N 9 -ethyl guanine (GUA) 38 and melamine (MEL), 39 whose self-assembly is steered by multiple hydrogen bonds; (3) a series of linear alkanes with a chain length of twelve that are substituted at one terminus with one carboxylic group (A12), 14 one hydroxyl group (B12), 40 one chlorine group (L12), 41 or nothing (C12); [40] [41] [42] and (4) two large poly-aromatic hydrocarbons, coronene (COR) 30, 43 and perchlorocoronene (CLC). 30 An illustration of the modeled SAMs, which span a wide range of molecular size, density of packing and energy of interaction is given in Fig. 3 . In all cases, the translational and rotational contributions to m uc 0 go to zero with increasing a, whereas the vibrational and electronic contributions converge to finite values; see the ESI. † These results demonstrate that in the limit of sufficiently large 2D architectures the chemical potential per unit cell is a thermodynamic observable, which exists independently of the chemical nature and strength of molecular recognition in the SAM.
We note in passing that whereas the vibrational contribution to the chemical potential per unit cell is significant, its contribution to the chemical potential difference is often very small; compare m vib 0 with Dm vib 0 in Table S3 (ESI †) . Nonetheless, analysis of the vibrational entropy contribution to g for the thirteen SAMs in Fig. 3 suggests that molecular vibrations must be taken into account in two limiting cases: when the SAM is formed by rigid and weakly interacting molecules (e.g. coronene, COR) where the ''external'' vibrational entropy gain may significantly favor the self-assembled state, or when the SAM is formed by flexible and strongly interacting molecules (e.g. dodecanoic acid, A12) where the ''internal'' vibrational entropy loss may introduce a non-negligible unfavorable contribution. More details are given in the ESI. †
Concentration-dependent self-assembly
The existence of a chemical potential per unit cell (eqn (15)) provides straightforward access to the thermodynamic stability of the SAM through the evaluation of its surface free energy (eqn (19)). In fact, since g is proportional to Dm AB , 2D self-assembly will occur if and only if g is lower than zero. In addition, since g is architecture-dependent through both the strength of molecular recognition in the monolayer (E sam 0 ) and the density of packing (A uc 0 ), its numerical evaluation allows one to compare the relative stability of different SAMs, which is useful to explore competitive equilibria at surfaces 29, 30 and rationalize the concentration-dependent 2D polymorphism. 25, 26, 44 To illustrate this aspect, we analyzed the concentration dependence of trimesic acid (TMA) self-assembly, which was shown by the STM to form three distinct monolayers: (1) the porous hexagonal or chickenwire (CHK) architecture; (2) the slightly more dense flower (FLW); and (3) the densely-packed superflower (SFW); see Fig. 3 . In all cases, 2D self-assembly is mediated by strong recognition events based on multiple H-bonding interactions, which promote the formation of linear dimers forming the essential unit of CHK or trigonal trimers that are found both in FLW and SFW. Remarkably, it was shown by the STM under ultra-high vacuum conditions that TMA self-assembly is strongly dependent on the degree of surface coverage, with the porous CHK observed at low coverage, whereas the denser FLW and SFW stabilized at progressively increased coverage. 37 To explore the concentrationdependent polymorphism of TMA self-assembly, the three SAMs in Fig. 3 were modeled and their g determined using eqn (19) at 1 M concentration of monomers. Due to the apparent inability of the GAFF force field to reproduce the dimerization energy of TMA in a vacuum relative to MP2 calculations, both the energy and the chemical potential of the unit cell per architecture were corrected a posteriori based on ab initio calculations with smaller molecular fragments (see the ESI †). The results in Table 1 show that the energetics favor CHK versus FLW and SFW by 1 and 3 kcal mol À1 , respectively, due to the stronger interaction per molecule associated with the formation of the linear recognition events. As the monomeric state of the three self-assembly reactions is the same, this trend is also reflected by the standard chemical potential difference per molecule, Dm~0, which favors CHK (Table 1) . However, when the density of packing is considered (eqn (19)), the SFW architecture corresponds to the lowest g and is correctly predicted as the thermodynamic product. This result indicates that at a high concentration of monomers the higher density of packing of SFW, which allows one to dispose more monomers on a given surface area, provides the largest energy gain on self-assembly, despite the fact that this architecture involves weaker recognition events. The situation is different at a lower concentration of monomers, where the formation of more porous architectures such as FLW, which involve less monomers per unit of area, is favored by a lower entropy cost of surface confinement. Indeed, at a monomer concentration of 10 À20 M the calculations predict that the FLW architecture is more stable by 0.5 and 0.9 kcal mol À1 nm À2 relative to CHK and SFW, respectively (Table 1) . Analogously, at a monomer concentration of 10 À25 M the porous CHK is predicted as the stable state. Taken together, these results support the idea that the concentrationdependent 2D polymorphism arises from an energy/entropy compensation, which favors porous architectures at low concentrations of monomers and densely-packed monolayers under saturating conditions. The entropy/enthalpy compensation above is quantitatively expressed by eqn (22) , which shows that g is a linear function of log C A with a negative slope proportional to the density of packing (1/A uc 0 ). This implies that the thermodynamic stability of the SAM (relative to the disassembled state) increases with the concentration of monomers in the supernatant solution but also that densely-packed architectures are intrinsically more sensitive to changes in the monomer concentration. Thus, eqn (22) is useful to compare the stability of different SAMs as a function of concentration and predict the domains of dominance of various morphs. The results for TMA self-assembly at 300 K in a vacuum are shown in Fig. 4 . They indicate that at a high concentration of monomers SFW corresponds to the lowest g. However, because g SFW grows steeper than g FLW , there exists a critical concentration (10 À17.9 M) below which the less dense FLW is thermodynamically favored. Similarly, the existence of a second critical concentration corresponding to the phase transition to the porous CHK is predicted at even lower concentrations (10 À21.9 M). Finally, at extremely low concentrations (10 À26.5 M), there exists a third critical concentration below which the entropically stabilized monomeric state dominates and 2D self-assembly does not occur.
Since the 2D switching concentrations predicted for TMA are unphysically low, a correction based on a solvent-accessible surface area was introduced to account for solvent effects (see the ESI †). Interestingly, the inclusion of an approximated solvation free energy contribution up-shifts all critical concentrations by about ten orders of magnitude, yielding qualitatively more reasonable results; see the upper x axis (in blue) in Fig. 4 . Finally, by imposing chemical equilibrium between any two observed architectures B and C (i.e. g B = g C ) eqn (22) yields
which provides the value of the switching concentration between any two B and C architectures as a function of their unit-cell areas and their standard surface free energy. Strikingly, this expression is essentially the same as the one of Bellec et al., 27 which was obtained following a completely different approach (see the ESI † for details).
Temperature-dependent self-assembly
The result of eqn (24) shows that the surface free energy of the SAM not only depends on the concentration of monomers, but also on the temperature of the system. To explore the Fig. 4 Surface free energy of the SAM versus monomer concentration for trimesic acid (TMA) self-assembly in the three experimentally observed architectures, i.e. chickenwire (CHK), flower (FLW), and superflower (SFW), plus the hypothetical stripe (STR). The concentration dependence of TMA self-assembly is striking. The calculations indicate that at low monomer concentrations the disassembled state A is favored. By increasing the concentration of monomers, the CHK, FLW, and SFW architectures are predicted to form in this order. In sharp contrast, the value of g for the STR monolayer is higher than the others at any monomer concentration, indicating that this architecture will not be observed at equilibrium. The x axis at the bottom (black) refers to monomer concentrations in a vacuum, whereas the values on the top (blue) include corrections to account for solvent effects (see the ESI †).
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temperature dependence of TMA self-assembly, the stability of the three SAMs above was analyzed as a function of temperature at a monomer concentration of 10 À9 M using eqn (24) . The results in Fig. 5A show that the stability of the SAM decreases with increasing temperature due to the entropic stabilization of the monomeric phase. Similar to the concentration dependence, three switching temperatures exist at 278 K, 364 K, and 317 K, which set the domains of dominance of various SAMs in the temperature space. Interestingly, under the assumption that both the energy and entropy contributions to g are temperature independent, the switching temperature between any two B and C architectures can be calculated at a given concentration of monomers (C A ) from only the knowledge of g E and g É S and the surface packing of the two SAMs as
Finally, combining eqn (25) for the most porous SAM (CHK) with eqn (28) for the concentration dependence of the CHK/ FLW and FLW/SFW switching temperatures, a temperature/ concentration phase diagram for TMA self-assembly was obtained; see Fig. 5B . The diagram shows that the most dense architecture (SFW) is favored at high concentrations and low temperatures, whereas the monomeric state is most stable at low concentrations and high temperatures. More porous architectures are predicted to appear at intermediate conditions. Interestingly, we predict that for a monomer concentration that is close to the experimental conditions (B10 À9 M) the three architectures may be observed by temperature modulation in a rather narrow range (about 90 K).
Competitive equilibria at surfaces
In addition to 2D polymorphism, eqn (22) can be effectively used to rationalize competitive self-assembly equilibria at surfaces. To illustrate this aspect, the 2D self-assembly of coronene (COR) and perchlorocoronene (CLC) were compared. As discussed elsewhere, 30 a perchloro functionalization of coronene was found to enhance the 2D self-assembly propensity both energetically and entropically. Using eqn (22), a phase diagram for the competitive self-assembly of these two molecules on graphite can be built by comparing the surface free energy of the corresponding SAMs as a function of the concentration of COR (x axis) versus CLC (y axis) in solution; see Fig. 6 . Using the condition g COR = g CLC to define the phase boundary, which is a straight line in a log-log plot, the domains of dominance of coronene (g COR o g CLC ) versus perchlorocoronene (g CLC o g COR ) self-assembly can be identified. In addition, Fig. 6 shows that at very low concentrations of monomers, neither g COR nor g CLC is negative and no SAM is formed. Interestingly, the results in Fig. 6 indicate that despite the fact that perchlorocoronene self-assembly is preferred at equal concentrations of coronene and perchlorocoronene in solution, coronene self-assembly can be observed by changing the relative concentrations in solution. Consistently, several examples of deterministic control over the SAM by modulation of the relative concentrations in mixtures have been reported in the literature. 18, 19 Critical aggregation concentration
The last theoretical result we want to discuss is the existence of a critical aggregation concentration (C cac ) in self-assembly at surfaces and interfaces. As shown by eqn (23), the theory predicts that at chemical equilibrium there exists a critical concentration of monomers above which self-assembly occurs. Because A uc 0 gĩ n eqn (23) is equal to Dm~0, which corresponds to the reversible work for transferring one monomer from the solution to the 2D architecture, the theory predicts that such a critical aggregation concentration: (1) is architecture-dependent through the strength of the interactions in the SAM (E sam 0 in eqn (14)); (2) it is substrate-dependent through the strength of physisorption (E ads 0 in eqn (14)); (3) it depends on the chemical nature of the solvent, whose interaction with the monomers modulates the value of m É A ; and (4) it is surface-packing independent. Interestingly, since the lower the C cac , the higher the thermodynamic stability of the SAM relative to the monomeric state under standard conditions, C cac sets an absolute scale of 2D self-assembly propensity, which can be used to compare chemically distinct and apparently unrelated events.
To illustrate this aspect, the critical aggregation concentration was predicted for the thirteen 2D architectures in Fig. 3 . To this aim, the value of C cac was calculated using eqn (23) by modeling the SAM on a single-layer graphene and evaluating Dm~0 based on GAFF force-field calculations in a vacuum. The results in Fig. 7 show that the predicted C cac spans twenty orders of magnitude.
Although the absolute values have little physical meaning, which is due to the absence of the solvent in the calculations, the ranking indicates that the architectures corresponding to the lowest C cac are those formed by perchlorocoronene (CLC) and trimesic acid (TMA), which share little chemical homology. In fact, while the former is a large polyaromatic hydrocarbon with highly polarizable groups which significantly enhance its physisorption on graphite, 30 the latter is a small planar compound that steers the formation of a 2D SAM by strong H-bonding interactions in the monolayer. Analogously, coronene (COR) and N 9 -ethyl guanine (GUA) are predicted to have similar C cac values despite being chemically diverse. Thus, these results indicate that similar 2D self-assembly propensities can be achieved by orthogonal chemical strategies.
An interesting comparison is provided by dodecane (C12) and derivatives obtained by chemical functionalization at one terminus via carboxy-(A12), alcohol-(B12), or chlorine-(L12) substitutions. Because these molecules produce compact architectures with comparable unit-cell areas, this analysis illustrates how the thermodynamic stability of the SAM may be modulated by chemical design. As shown in Fig. 7 , the introduction of an alcohol or a chlorine group lowers the C cac value by two orders of magnitude relative to dodecane (C12), whereas chemical functionalization by carboxylic acid substitution does so by five orders of magnitude. Also, the results indicate that chlorine substitution (L12), which enhances surface adsorption relative to C12, versus alcohol functionalization (B12), which strengthens molecular recognition in the SAM by H-bonding, produce similar effects. Taken together and consistent with a recent report by us, 30 these results suggest that chemical tailoring of the molecular components is a potentially useful strategy to modulate molecular self-assembly at surfaces and interfaces.
Towards supramolecular engineering
To fully understand the polymorphism observed in competitive equilibria at surfaces in interfaces, it is crucially important to rationalize why alternative and energetically possible supramolecular arrangements are actually not observed. For this purpose, a previously unreported SAM by TMA was used as a model by arranging monomers in a stripe-like (STR) fashion; see Fig. 4 . In this architecture, TMA is involved in two linear recognition events along the stripe and one weaker dipolar interaction across the stripes, which effectively corresponds to an out-of-register version of CHK. As shown in Table 1 , this model SAM is energetically favorable and slightly more dense than CHK. Analysis of g in Fig. 4 shows that unlike CHK, FLW and SFW, there exists no concentration of monomers for which g STR is lowest. Thus, despite the intrinsic energetic stability, there is no thermodynamic reason to observe STR at chemical equilibrium. This interesting observation raises the fundamental question on the requirements for a given architecture to be observed in a concentration dependent STM experiment, i.e. where the concentration of monomers is progressively increased and selfassembly is imaged at the solid-liquid interface. 25, 26, 44 The results shown in Fig. 4 are quite instructive in this respect. In fact, since the slope of g is proportional to the density of packing (1/A uc 0 ), they explain why the most dense SFW architecture is observed at high concentrations of monomers. In addition, because the strength of the per-molecule interactions in the SAM dictates the value of the critical aggregation concentration, i.e. the intercept on the x axis, they indicate that the emergence of more porous SAMs (i.e. CHK or FLW) can be observed under diluted conditions only when self-assembly involves the formation of stronger recognition events, e.g. the substitution of trigonal (weak) with linear (strong) hydrogen bonds in TMA self-assembly. Finally, Fig. 4 suggests that supramolecular patterns like STR, which are characterized by weaker interactions per molecule and intermediate densities of packing cannot be observed. Based on these observations, we conclude that 2D polymorphism can be predicted by comparing both the energetics and the density of packing of different model architectures. By ranking the SAMs according to their standard chemical potential difference (Dm~0) in ascending order, the sequence of 2D phases can be predicted by searching for less energetically favorable but denser architectures until the most packed one is found. Interestingly, this also implies that the densest architecture will always be observed at high concentrations of monomers and independently of its energetics, provided that this concentration is lower than the monomer solubility in a given solvent. By contrast, porous architectures characterized by weakly interacting building blocks will hardly be imaged at surfaces.
Discussion
Molecular self-assembly at surfaces and interfaces is a prominent example of self-organization of matter with outstanding technological applications. Achieving control over the equilibrium structure of a self-assembled monolayer (SAM) from first principles is key to the development of bottom-up strategies in a number of fields. Following up the seminal work of Reuter and Scheffler, 22 we have generalized their theoretical approach and presented a self-consistent framework based on modeling and statistical mechanics for a first-principles interpretation of 2D self-assembly. In the limit of the ideal gas approximation and the accuracy of the model of energetics in use (here molecular mechanics), our approach provides straightforward access to the thermodynamic stability of the SAM, and opens to a quantitative interpretation of the concentration and temperature dependence of 2D self-assembly, competitive equilibria at surfaces and interfaces, and 2D polymorphism. The theoretical results emerging from this development are summarized below along with a discussion of their significance. First, we have demonstrated the existence of a chemical potential per unit cell of the SAM in the limit of infinite and defect-free architectures. This fundamental result, which is usually taken for granted, 20, 23, 26 shows that the chemical potential per unit cell (and not per molecule) is a thermodynamic observable that is dominated by the strength of molecular adsorption and recognition but that also includes a sizable vibrational contribution, which is usually neglected. 20, 23, 24 The existence of a chemical potential per unit cell provides a simple expression for the surface free energy of the SAM (eqn (19) ), which gives numerical access to its thermodynamic stability in the limit of the ideal gas and the rigid rotor, harmonic oscillator approximations. Remarkably, eqn (19) has already been used by us to rationalize the chain-length dependence of the graphite-exfoliation yield in the presence of fatty acids, 14 provide an interpretation of competitive self-assembly of three diarylethene photoisomers on graphite, 29 and design an improved graphite/graphene surface binder by the perchloro substitution of coronene. 30 Interestingly, this expression of g provides a theoretical foundation to the per molecule, per unit of area approach of Lackinger and coworkers. 20, 25 Moreover, since the vibrational contribution to the chemical potentials of SAM and monomers are of the same order of magnitude, it justifies the common assumption that the vibrational contribution to the free energy of selfassembly can be safely ignored; 20, 23 we note however that when the SAM is formed by rigid and weakly-interacting molecules (e.g. coronene) or flexible and strongly-interacting molecules (e.g. dodecanoic acid) the vibrational entropy contribution may be significant (i.e. between 10% and 20%). Finally, in the limit of the introduced approximations, our expression of g can be straightforwardly separated in energy and entropy contributions, which provide fundamental insight into the key factors controlling the stability of the SAM. In this context, our derivation provides correct expressions for both energy and entropy contributions including e.g. the internal energy of the translations, rotations and vibrations, which was missing in previous work. 20 And, the newly introduced decomposition of the unit-cell energy (eqn (14)) provides a general strategy for its numerical evaluation, which is valid even when the molecules within the unit cell are energetically not equivalent.
Simple manipulations of eqn (19) yielded a second important result, which makes the concentration dependence of the surface free energy of the SAM explicit (eqn (22)). In the limit of the model of the energetics, this second result enabled us to study the competition between different SAMs formed by the same building blocks and rationalize the 2D polymorphism evidenced by scanning probe techniques upon varying the initial concentration of monomers. Our analysis of trimesic acid self-assembly ( Fig. 4) illustrates that the evaluation of g per architecture is useful to predict the domains of dominance of various polymorphs, quantify critical concentrations corresponding to 2D phase transitions, and rationalize why alternative and theoretically possible SAMs are not observed experimentally. The fundamental result of eqn (22) shows that the thermodynamic stability of the SAM is strongly dependent on the density of surface packing, i.e. the number of molecules per unit of area, indicating that the higher the density, the stronger the sensitivity of the SAM to the concentration of monomers in solution. This result supports the idea that 2D polymorphism is the manifestation of an enthalpy/entropy compensation, which favors (energy-stabilized) densely-packed architectures at high concentrations of monomers and (entropically-stabilized) porous architectures under diluted conditions. 15, 26 Importantly, our analysis makes it clear that despite the fact that the densest SAM will always be observed at high monomer concentrations (provided that this concentration is physical and lower than the monomer solubility) a more porous architecture may form under diluted conditions if and only if its energetics per molecule are more favorable than in the denser SAM; i.e. if the former involves stronger recognition events then the latter. Thus, by ranking a series of theoretically possible SAMs formed by the same building block based on the energy gain per molecule on self-assembly, the sequence of 2D morphs in a concentration-dependent STM experiment can be predicted starting from the energetically most favorable architecture and searching for increasingly denser supramolecular arrangements.
Finally, the theory predicts that at chemical equilibrium there exists a critical concentration of monomers (C cac ) above which 2D self-assembly is spontaneous. The expression of C cac derived here is architecture-, substrate-, and solvent-dependent. Since the lower the critical concentration, the higher the thermodynamic stability of the SAM relative to the monomeric state will be, the value of C cac sets an absolute scale of 2D self-assembly propensity, which may be used to compare chemically distinct and apparently unrelated events. Intriguingly, the existence of a critical aggregation concentration indicates that 2D self-assembly can be regarded as a ''precipitation'' in a solubility equilibrium, which does not stop until such a critical concentration of monomer is attained in solution. If so, we predict that if the volume of the supernatant solution is small enough, the critical concentration would be reached before the entire surface is covered and 2D self-assembly would stop at submonolayer coverage. Providing experimental evidence of a concentration-dependent degree of surface coverage, e.g. by STM imaging, 25, 26, 44 would prove the existence of a C cac in 2D self-assembly. More generally, the actual values of C cac and/or the 2D switching concentrations in polymorphic self-assembly, which are both computationally and experimentally accessible, may open up to more quantitative interpretations of self-assembly beyond imaging. In this context, experimental determinations of these critical concentrations at a given temperature will provide stringent benchmarks for available thermodynamic models and guide the development of future theoretical and modeling approaches.
A straightforward extension of the theory above provided equations to explore the temperature dependence of molecular self-assembly at surfaces and interfaces. Assuming that both the energy and entropy contributions to the surface free energy of the SAM are temperature independent, eqn (22) provides an expression of g which makes both the concentration and temperature dependence explicit (eqn (24)). Interestingly, this result indicates that for a given concentration of monomers there exist a critical aggregation temperature (T cat ) above which self-assembly is disfavored and one or more 2D switching temperatures in the case of polymorphic self-assembly. Similar to the critical concentration, experimental determinations of the critical temperature may provide additional benchmarks for the theoretical models. By combining the concentration dependence of T cat (eqn (25) ) with that of the 2D switching temperatures (eqn (28)) a temperature-concentration phase diagram for TMA self-assembly at the solid-liquid interface was derived. Beside the fundamental relevance of this result, which allows one to rationalize both the concentration and temperature-dependence of the surface-induced 2D polymorphism, this analysis suggests that 2D self-assembly is significantly more sensitive to changes in temperature than monomer concentration. Thus, the modulation of temperature 15, 20 rather than concentration 26 appears as a most promising approach to explore structural phase transitions at the solidliquid interface.
A major shortcoming of the approach presented here is the lack of appropriate treatment of the solvent, which results in non-physical values of the critical aggregation concentrations in 2D self-assembly. To account for solvation effects on 2D selfassembly, a pioneering attempt is the one of Lackinger and coworkers, which provided experimental access to the full enthalpic driving force using a modified Born-Haber cycle. 45 In the same spirit, approximated corrections have been introduced computationally based on implicit solvent models 46 or molecular dynamics simulations with an explicit treatment of the solvent. 45 In this work, the inclusion of corrections based on a solvent-accessible surface area model to account for the desolvation of both monomers and the substrate (see the ESI †) was shown to have dramatic effects on the numerical results, up-shifting the critical concentrations for TMA self-assembly by about ten orders of magnitude. These and previous 16 results, which demonstrated the influence of the excluded volume 25 and solvent coadsorption on the formation of 2D porous networks, 20 strongly support a pivotal role of the solvent on the thermodynamics of 2D self-assembly. Further work in this direction is urgently needed.
Another limitation concerns the treatment of the conformational entropy change, which has been evaluated only in the harmonic limit. To account for anharmonicity, which can be significant for flexible molecules particularly in the monomeric phase, computationally more intensive approaches based on molecular dynamics, e.g. the confinement free-energy method, 47, 48 could be used. More generally, the development of quantitative models to predict 2D self-assembly beyond the ideal gas and the rigid rotor, harmonic-oscillator approximations is an important step forward, which is left for the future.
In conclusion, we have presented a self-consistent framework for the theoretical interpretation of molecular self-assembly at surfaces and interfaces based on modeling and statistical thermodynamics. In the limit of the approximations introduced, this approach provides numerical access to the thermodynamic stability of the SAM from first principles, which is expected to aid the design of bottom-up approaches in a number of technological applications.
