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The mammalian brain is a complex computing system that contains billions of neurons and tril-
lions of connections. Is there a general principle that governs the processing in such large neural
populations? This dissertation attempts to address this question using computational modeling and
quantitative analysis of direct physiological measurements of large neural populations in the mon-
key primary visual cortex (V1). First, the complete spatiotemporal dynamics of V1 responses over
the entire region that is activated by small stationary stimuli are characterized quantitatively. The
dynamics of the responses are found to be systematic but complex. Importantly, they are inconsis-
tent with many popular computational models of neural processing. Second, a simple population
gain control (PGC) model that can account for these complex response properties is proposed for
the small stationary stimuli. The PGC model is then used to predict the responses to stimuli com-
posed of two elements and stimuli that move at a constant speed. The predictions of the model
are consistent with the measured responses in V1 for both stimuli. PGC is the first model that can
account for the complete spatiotemporal dynamics of V1 population responses for different types
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The mammalian brain is a complex computing system. It contains billions of neurons, each of
which is a nonlinear computing unit that connects with thousands of neurons. Such complexity is
fascinating, but at the same time it makes understanding the brain one of the hardest problems in
science. Are there general principles for the computation in the brain? Is it even possible to find
one?
The goal of this dissertation is to uncover such a principle for how large neural populations,
such as the primary visual cortex (V1), respond to canonical stimuli. In order to do that, empirical
measurements of responses in V1 will be combined with computational simulations. The result will
be a computational theory that can be used to understand processing at the population level in many
areas of the cortex.
1.1 Motivation
The traditional approach to understand neural processing is to study the individual components of
the brain, i.e. single neurons. By observing the change in response as some feature in the stimulus
varies, the computation performed by the neuron can be characterized. However, given the inter-
connected nature of the brain, a neuron’s response is hardly due to the stimuli alone. Any neuron
that connects to it, directly or indirectly, can affect its response. A neuron’s response is therefore
only a part of the computation carried out by a large neural population. Single-unit responses can
1
therefore only provide a partial picture of the processing in the brain.
A more appropriate approach to study neural computation is to measure the responses of a
large population of neurons simultaneously and directly. Although population responses can poten-
tially be estimated from the results of single-unit recordings, neurons are interconnected and vastly
heterogeneous. It is thus unclear how these properties are combined and manifested at the popu-
lation level. In addition, population responses need to be measured at high spatial and temporal
resolution to capture their dynamics accurately. For instance, hemodynamic responses measured by
fMRI and intrinsic optical imaging are too slow for characterizing the dynamics. However, optical
imaging can be combined with voltage-sensitive dyes, achieving temporal resolution at the mil-
lisecond range. The first main contribution of this dissertation is to use such voltage-sensitive dye
imaging (VSDI; Grinvald & Hildesheim, 2004) to provide the first complete quantitative description
of the dynamics of population responses for simple stimuli.
Based on the population responses, it is then possible to search for the general principles
of computation in the brain. A computational model is a formal hypothesis of how the observed
response dynamics arise. If the hypothesis reflects a general mechanism, its predictions should be
consistent with the neural responses for a variety of stimuli. For instance, the Hodgkin-Huxley
model (Hodgkin & Huxley, 1952) is highly successful in this regard. It explains and predicts the
dynamics of an individual neuron accurately (De Schutter & Bower, 1994a, 1994b; Mainen & Se-
jnowski, 1998), setting the standard for what a computational model should accomplish. However,
as in traditional studies of neural responses, the Hodgkin-Huxley model and its extensions apply
only to a single neuron or a few neurons. They are not as effective for a large neural population,
because they require a large number of parameters.
To understand the processing of a neural population, models with a higher level of abstrac-
tion are required. However, in contrast to the Hodgkin-Huxley model, most large-scale models
of neural populations either do not take the response dynamics into account (Miikkulainen, Bed-
nar, Choe, & Sirosh, 2005; Sit & Miikkulainen, 2009), or ignore some of the nonlinearities of the
response (Ben-Yishai, Bar-Or, & Sompolinsky, 1995; Somers, Nelson, & Sur, 1995; Hansel &
Sompolinsky, 1998). A new class of computational models that operates at the population level
and takes the response dynamics and nonlinearity into account is therefore needed to understand
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processing at the population level in the brain. The second main contribution of this dissertation is
to provide such a model. The aim is to create a standard model for neural populations, similar to
what the Hodgkin-Huxley model is of single neurons.
1.2 Approach
To provide the foundation for the model, VSDI is used in this dissertation to measure population
responses in the macaque primary visual cortex (V1) from the entire spatial region of activity at
high spatial and temporal resolution for brief, localized stimuli. The spatiotemporal dynamics of
these responses are thus quantitatively characterized for the first time.
Next, this dissertation considers whether there is a general mechanism that can account for
the dynamics of V1 population responses over the entire active region. Different computational
models that have been proposed in the past are tested using the stimuli in the VSDI experiment as
input. Most of them are found to be inconsistent with the observed response properties.
To account for the observed properties in both time and space, this dissertation then proposes
a population gain control (PGC) model that generalizes earlier normalization models for single
neurons in the LGN (Shapley & Victor, 1978; Victor, 1987; Bonin, Mante, & Carandini, 2005) and
V1 (Albrecht & Geisler, 1991; Heeger, 1992; Carandini, Heeger, & Movshon, 1997; Mante, Bonin,
& Carandini, 2008). The early visual pathway, i.e. from the retina to V1, is simulated with the
PGC model using the stimuli in the VSDI experiments, and the model is validated by comparing
the spatiotemporal dynamics of the simulated responses and VSDI responses.
To investigate if population gain control is a general mechanism, two further experiments are
performed. In the first experiment, the PGC model is applied to stimuli consisting of two elements.
The contrast of each element and the separation between them are varied systematically. The model
predicts that certain stimuli have a strong effect on the responses due to the interactions between the
two elements. These stimuli are then used in further VSDI experiments, validating the model.
In the second experiment, stimuli containing an element that moves around in visual space
are used. Such stimuli provides a challenging test because the visual pattern changes in both time
and space, whereas the PGC model is developed based on the responses for brief, localized stimuli.
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1.3 Outline of the dissertation
This dissertation is organized into three main parts: background (Chapters 1-3), results (Chapters 4-
7), and discussion (Chapters 8-9).
Chapter 2 provides the background on the anatomical and physiological properties of the
early visual pathway that are relevant for computational models of neural populations. It also intro-
duces voltage-sensitive dye imaging (VSDI), the technique that was used to measure the population
responses in this dissertation.
Chapter 3 reviews previous computational models of single neurons in V1 and the ways in
which they have been applied to model a large population of neurons. Specific predictions are then
drawn from these models on the properties of population responses.
Chapter 4 provides the quantitative characterization of the spatiotemporal dynamics of the
VSDI responses in V1 for a brief, localized visual stimulus. The predictions of the models reviewed
in Chapter 3 are compared with the data and found to be largely inconsistent with the data. Also,
the model is used to address the outstanding question regarding the degree to which nonlinearities
in V1 responses are inherited from its inputs. Results of the model and further VSDI experiments
suggest that most of the normalization occurs before the superficial layers of V1.
Chapter 5 introduces the PGC model, specifies its definition mathematically, and analyzes
its dynamics for the stimuli used in Chapter 4. Simulation results of the model are compared with
the VSDI responses and shown to be consistent with the data.
Chapter 6 presents predictions of the model for stimuli consisting of two elements, and
compares them with the VSDI responses. It shows that for different combinations of element
contrasts and separation, the model’s predictions are consistent with the properties of the VSDI
responses.
Chapter 7 presents simulation results with moving stimuli and compares the model’s pre-
diction with the VSDI responses. The model’s predictions agree with the VSDI responses, suggest-
ing again that population gain control is a general mechanism of visual processing.
Chapter 8 discusses how the PGC model can be extended to a finer spatial scale to incorpo-
rate orientation-specific signals. It also proposes future research directions of the extended model:
(1) analysis of the network’s stability, (2) study of the neural code for orientation, (3) investigation
4
of its impact on developmental models, and (4) simulation of high-level areas.




The anatomical and physiological properties of the early visual pathway that are relevant for com-
putational models of neural populations are reviewed in this chapter and the reasons why population
responses are important in understanding visual processing are summarized. This chapter also de-
scribes voltage sensitive dye imaging (VSDI), the technique that was used to measure population
responses in this dissertation. Finally, the shortcomings of applying detailed biophysical models for
such responses are reviewed, motivating a new computational model.
2.1 The early visual pathway
This section provides a brief review of the early visual pathway in primates (Figure 2.1), with
emphasis on the properties that are relevant for computational models of neural populations. For a
more detailed review, see e.g. Kandel, Schwartz, and Jessell (2000) and Wandell (1995).
2.1.1 Retina
Light from the environment passes through the lens of the eye and impinges on the retina, which
contains an array of photoreceptors and other related cells. The responses of the photoreceptors are
connected to a network of bipolar cells, horizontal cells, amacrine cells, and retinal ganglion cells.
Horizontal cells and amacrine cells connect to other cells laterally, thus providing a substrate for
integrating responses from a wider space. The retinal ganglion cells are the output of this network.
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Figure 2.1: The early visual pathway. Light entering the eye is transduced into spiking activity in the retina.
Visual information about the left visual field from both eyes (gray) join at the optic chiasm and travel to the
primary visual cortex (V1) on the right hemisphere through the lateral geniculate nucleus (LGN) in the right
thalamus. Similarly, information about the right visual field is routed to the left hemisphere. Signals from
each eye are kept segregated in the LGN, but combined in V1. Within each stage, there are also substantial
interactions among the neurons. Figure adapted from Miikkulainen et al. (2005).
An On-center retinal ganglion cell responds most strongly to a spot of light surrounded by a dark
region at a particular location of the visual space (Figure 2.2a). Such a pattern, including its location,
is called the receptive field of the cell. Similarly, an OFF-center ganglion cell prefers a dark spot
surrounded by a light region (Figure 2.2b). Such center-surround receptive field is most sensitive to
changes in local luminance, i.e. contrast.
The responses of the retinal ganglion cells pass through the optic nerve to the optic chiasm,
where the signals from the left and right visual fields split: The visual responses for the left visual
field from both eyes are routed to the right hemisphere of the brain, and vice versa (Figure 2.1).
2.1.2 Lateral geniculate nucleus (LGN)
From the optic chiasm, signals of the same visual field reach the lateral geniculate nucleus (LGN)
in the thalamus on the contralateral side. Neurons in the LGN have similar properties to the retinal
ganglion cells. The receptive fields of LGN cells are also arranged retinotopically, so that nearby
cells respond to nearby portions of the retina. In addition, there are inhibitory interneurons in the
LGN that receive inputs from the retina directly and provide feedforward inhibition to the LGN
cells (Sillito & Kemp, 1983; Norton & Godwin, 1992). There are also feedback connections from
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(a) (b)
Figure 2.2: Receptive fields of the retinal ganglion cells and LGN cells. (a) ON cells prefer light spot
surrounded by dark region. (b) OFF cells have the opposite preferences. The receptive fields are localized,
i.e. stimulus falling in the gray region does not elicit a response. Such a center-surround receptive field is
most sensitive to local contrast.
the cortex (Murphy & Sillito, 1996; Ichida & Casagrande, 2002; Angelucci & Sainsbury, 2006).
Although the exact roles of the feedforward inhibition and feedback connections are unclear, they
are likely to carry signals from regions outside the receptive fields of the target cells and affect their
responses.
2.1.3 Primary visual cortex (V1)
The primary visual cortex (V1) receives direct input from the LGN. It is the first cortical area
of visual processing (the retina and LGN are subcortical). Like the LGN, V1 has a retinotopic
organization.
The neurons in the primate cortex are arranged in six layers (Henry, 1989). Input from the
LGN typically terminates in layer 4 (Casagrande & Norton, 1989). The layers above layer 4, which
are closer to the surface of the cortex, are collectively called the superficial layers, and those below
it, the deep layers. Neurons in the superficial and deep layers form intracortical connections within
V1 and intercortical connections with other visual areas. For instance, many neurons in layers 2
and 3 have long-range intracortical lateral connections to the surrounding neurons in V1 (Fisken,
Garey, & Powell, 1975; Gilbert & Wiesel, 1979, 1983; Hirsch & Gilbert, 1991; Bosking, Zhang,
Schofield, & Fitzpatrick, 1997; Angelucci, Levitt, Walton, et al., 2002). These lateral connections
are usually not myelinated and have a slow conduction speed of 0.1-0.4 mm/ms (Hirsch & Gilbert,
1991; Murakoshi, Guo, & Ichinose, 1993; Grinvald, Lieke, Frostig, & Hildesheim, 1994; Nelson
& Katz, 1995; González-Burgos, Barrionuevo, & Lewis, 2000; Telfeian & Connors, 2003). There
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(a) (b)
Figure 2.3: Spatial receptive fields of V1 neurons. (a) A receptive field with vertical orientation and a 0◦
phase. (b) A vertical receptive field with a 90◦ phase. The receptive fields are selective to the orientation,
phase, and spatial frequency of the stimulus. Stimuli deviating from the optimal values elicit weaker response,
resulting in a tuning curve for each of these parameters.
are also extensive feedback connections from higher level areas (Felleman & Van Essen, 1991;
Salin & Bullier, 1995; Angelucci, Levitt, Walton, et al., 2002), which are much faster than the
lateral connections (∼3.5 mm/ms; Girard, Hupe, & Bullier, 2001). Although the roles of lateral
and feedback connections in visual processing are still largely unknown, these connections convey
information about a large visual space to the neurons that they contact.
Many of the V1 neurons are selective, or tuned, to the orientation of the stimulus, i.e. they
fire most rigorously for a particular orientation and less for others. A common model for the V1
receptive field is the Gabor pattern (Daugman, 1980; Jones & Palmer, 1987), which is an oriented












x = x′ cos θ + y′ sin θ (2.2)
y = −x′ sin θ + y′ cos θ. (2.3)
The last two equations rotate the axes by θ, which specifies the orientation of the Gabor function. In
the first equation, σi is the width of the Gaussian along the rotated i-axis, f is the spatial frequency,
and ψ is the phase of the sinusoid. Such a receptive field could be constructed by an alignment of
ON- and OFF-center LGN cells that reflects the preferred orientation of the V1 neuron (Hubel &
Wiesel, 1962, 1968), and a Gaussian input weight for the envelope.
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The curve that plots the neuron’s response as a function of orientation is called the tuning
function. The tuning function is unimodal, i.e. there is only one preferred orientation. One common
way to characterize sharpness of tuning is by half-bandwidth, which is half the difference between
the orientations that elicit 1/
√
2 of the peak response on the two sides of the preferred orientation
(Schiller, Finlay, & Volman, 1976). The half-bandwidth of orientation tuning in monkey V1 neurons
is about 25◦ (Schiller et al., 1976; De Valois, Yund, & Hepler, 1982; Ringach, Shapley, & Hawken,
2002). One interesting property that seems to be universal in V1 cells is that the shape of the
orientation tuning curve is contrast-invariant: Changing the contrast of the stimulus only scales
the tuning curve but its shape is not affected (Skottun, Bradley, Sclar, Ohzawa, & Freeman, 1987;
Albrecht & Geisler, 1991; Sclar & Freeman, 1982).
The neurons in a vertical column through the six layers of V1 have similar preferences for
visual stimuli (Hubel & Wiesel, 1962, 1977). Many computational models of V1 take advantage
of such a columnar organization and represent the cortex as a sheet of neurons instead of a three-
dimensional structure. Interestingly, for neighboring columns in V1, the orientation-preference
changes gradually, with their receptive fields at similar visual locations. Such an organization leads
to the concept of hypercolumns, which contain the full set of receptive field parameters at a single
location in the visual space. The average receptive field of a hypercolumn can therefore be treated
as the Gaussian envelope of the Gabor receptive fields of its constituent columns, an approximation
used in this dissertation to model the responses of a local neural population in V1.
2.2 Population responses in V1
As discussed above, single neurons are broadly tuned. A small visual stimulus can therefore elicit
responses in a substantial population of V1 neurons even though it is not the preferred stimulus
for most of these neurons. Are these responses for non-preferred stimuli useful for perception?
Electrophysiological studies in behaving primates and computational analysis of neural responses
suggest that perceptual responses are in fact mediated by populations of neurons that have a variety
of stimulus preferences (Shadlen, Britten, Newsome, & Movshon, 1996; Parker & Newsome, 1998;
Purushothaman & Bradley, 2005). Population coding has also been proposed as the representation
of movement direction in motor neurons (Georgopoulos, Schwartz, & Kettner, 1986), suggesting
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that it is a general mechanism in the brain. Thus, to understand the encoding and decoding of visual
stimuli in the cortex, it is important to characterize the properties of V1 population responses.
One approach to estimate population responses is by combining electrophysiological mea-
surements of single neuron responses. However, neurons are vastly heterogeneous, and it is unclear
how these properties are combined and manifested at the population level. In addition, single-unit
and multiple-unit electrophysiological studies in V1 focus mainly on responses at or near the center
of the activity produced by the stimulus. Responses at more peripheral locations are largely un-
known. It is therefore necessary to measure population responses over a large region of the cortex
directly to characterize them accurately. Next, the technique that was used in this dissertation to
measure the V1 population responses is described.
2.3 Voltage-sensitive dye imaging (VSDI)
Optical imaging is a technique that monitors neural activity across several square centimeters of
cortex (Figure 2.4). A camera is mounted over a recording chamber that allows direct visualiza-
tion of the brain, and changes of reflectance of the cortical surface are observed. Voltage-sensitive
dye imaging (VSDI; Grinvald & Hildesheim, 2004) is an extension of this technique that measures
the changes in electrical neural activity directly by utilizing special fluorescent dyes (Grinvald et
al., 1999; Shoham et al., 1999). When the dye solution is applied topically to the brain, the dye
molecules penetrate the tissue and bind to cellular membranes. In the membrane, the dye molecules
transduce changes in membrane voltage into changes in fluorescence. Early in vitro studies showed
that the dye signal is directly proportional to membrane voltage (Salzberg, Davila, & Cohen, 1973;
Grinvald, Salzberg, & Cohen, 1977). When applied to the cortex, the dye signals represent the sum
of all changes in membrane voltage in a small volume of cortex, i.e. the aggregate activity of a local
neural population of all cell types. Because the surface area of dendrites is much larger than the
surface area of cell bodies, dye signals are likely to emphasize subthreshold membrane potential in
dendritic arborizations. In addition, due to the opacity of the tissue, dye signals are dominated by
the activity in the superficial layers of the cortex.
The main advantage of VSDI over other imaging techniques is that it measures electrical
signals directly, which is important for two reasons. First, there is no need to make assumptions
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Figure 2.4: Voltage-sensitive dye imaging with an awake and behaving monkey. Part of the skull of
a macaque monkey was removed by surgery and the brain was covered with an artificial dura, making the
surface of V1 visible through the recording chamber. A voltage-sensitive dye is applied to the exposed area
that transduces changes in membrane voltage into changes in fluorescence, which are recorded with a video
camera. A typical imaged area of about 10×10 mm is indicated by the black square. The acquired images are
digitized and stored in a computer for offline analysis. This technique allows recording population responses
at high spatiotemporal resolution over a large area in an awake behaving animal, which is important for
accurate measurement and characterization of such responses. Figure modified from Grinvald and Hildesheim
(2004), with permission.
regarding the link between electrical activity and indirect measurements, such as hemodynamic re-
sponses in intrinsic optical imaging and fMRI. Second, VSDI signals have high spatial (microns)
and temporal (millisecond) resolutions, which is important in measuring and characterizing popu-
lation responses accurately. Such a direct, high-resolution measurement of population responses is
not possible otherwise, and therefore new insights can be gained from the spatiotemporal dynamics
of these responses. This dissertation provides the first full quantitative analysis of the dynamics of
population responses to small, briefly presented stimuli.
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Figure 2.5: The Hodgkin-Huxley model. The figure shows the electrical circuit interpretation of the model.
The cell membrane acts as a capacitor (C). The voltage V across the capacitor can be changed by the input
current I or by the currents that pass through the resistors, each representing a different ion channel. The
battery associated with each resistor represents the reversal potential of the ion, which is the voltage caused
by the different ion concentrations between the interior of the cell and its surrounding liquid at equilibrium.
2.4 Hodgkin-Huxley model
Given the population responses recorded in VSDI experiments, is there a model that can describe
their dynamics? This section briefly reviews the popular Hodgkin-Huxley (H-H) model and dis-
cusses its shortcoming in explaining the dynamics of a large neural population.
The Hodgkin-Huxley model of the neural membrane (Hodgkin & Huxley, 1952) was de-
vised more than 50 years ago and is still the gold standard of low-level computational models of the
brain. It provides an elegant and accurate explanation of spike generation in the membrane. The
H-H model is a set of coupled differential equations that describe how the voltage V of a short mem-
brane segment is related to the membrane current I and the dynamics of other voltage-dependent
currents in different ion channels (Figure 2.5; see Rinzel & Ermentrout, 1998; Gerstner & Kistler,




= I(t)− gKn4(V − VK)− gNam3h(V − VNa)− gL(V − VL), (2.4)
where C is the fixed capacitance of the membrane, Vi is the reversal potential of the ion channel
i, and gi is the conductance of the resistor. Three ion channels are included in the original H-H
model: potassium (K), sodium (Na), and an unspecific leakage channel (L) that mainly consists
of chloride ions that pass through the resistor R (Figure 2.5). The potassium and sodium channels





= αn(1− n)− βnn (2.5)
dm
dt
= αm(1−m)− βmm (2.6)
dh
dt
= αh(1− h)− βhh, (2.7)
where α and β are empirical functions (not shown) of V that are designed to fit the data of the squid
giant axon in the study of Hodgkin and Huxley.
By connecting many of these short segments (compartments), each represented by the cou-
pled differential equations 2.4 - 2.7, a detailed model of an individual neuron can be built that takes
into account the morphology and the different types of ion channels and synapses of that neuron.
With suitable parameters, such model can provide an accurate fit to the behavior of single neurons
(De Schutter & Bower, 1994a, 1994b; Mainen & Sejnowski, 1998).
Although the H-H model is instrumental in understanding the behavior of individual neu-
rons, it is not as effective for a large neural population, because it requires a large number of param-
eters. A neuron is usually modeled by linking thousands of compartments, each with its own set of
parameters. The large parameter space makes it difficult to gain insight into the nature of population
and on the key parameters that govern the observed behaviors (Meunier & Segev, 2002).
In order to understand the response dynamics of a neural population, models with a different
level of abstraction are required. An ideal model would provide an accurate and compact description
of the population response dynamics, leading to new insights into how such dynamics emerge (as
the insight provided by the H-H model for the understanding of single neuron dynamics). This
dissertation is an initial attempt to devise one such model.
2.5 Conclusion
Because perception is likely to be mediated by a group of neurons, it is important to understand the
properties of population responses through physiological experiments and computational modeling.
However, established biophysical models are not suitable for such a study. In the next chapter, com-
putational models at the levels of single neurons and population of neurons will be reviewed and
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This chapter reviews previous computational models of single neurons in V1 and ways in which
they have been applied to model a sheet of neurons. Specific predictions about the properties of
membrane potential in these models are discussed; these predictions will be compared to the results
of VSDI experiments in the next chapter.
3.1 Motivation
In general, processing in a model neuron consists of two steps: (1) inputs from different sources
are combined to produce the membrane potential of the unit, and (2) a function is applied to the
membrane potential to generate the spiking response of the unit; this function is usually a sigmoid or
a rectifying function with a threshold. Different computational models can be classified according
to how the inputs are combined in the first step. Such a classification allows direct comparison
with the VSDI responses, which is dominated by subthreshold membrane potential. Three common
classes of models are reviewed in this chapter: models with linear instantaneous summation, models
that integrate input over time, and models with gain control on the input.
3.2 Models with linear instantaneous input summation
In this section, models that combine the instantaneous input linearly to compute the membrane
potential are reviewed (Figure 3.1). Although such models can account for certain steady-state
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Figure 3.1: Models with instantaneous linear summation of input. The membrane potential of a unit
is a linear summation over the receptive field on the input stimulus. The sum then passes through a static
nonlinearity to transform membrane potential into a firing rate. The whole process happens instantly, i.e. the
temporal dynamics of the output are completely determined by the input stimulus. This model can represent
the steady-state response of a neuron efficiently, which is useful for simulating large population of neurons.
properties of neural responses, as will be discussed, they do not account for the temporal properties
of the neural responses.
3.2.1 Linear-nonlinear (LN) models
The simplest model for V1 neurons is the linear-nonlinear (LN) model, which is based on firing rates
(Figure 3.1). The linear stage of the model unit computes the membrane potential as a weighted sum
of input in its receptive field. After that, a static saturating nonlinearity is applied to the potential to
produce the firing rate of the unit.
A popular saturating nonlinearity for neural responses is the Naka-Rushton equation (Naka
& Rushton, 1966):
V n
V n + V n50
, (3.1)
where V is the membrane potential of a unit, V50 is a constant that corresponds to the half-saturation
point, and n controls the steepness of the function around V50. This function has been widely used
to fit the contrast response function of neurons in the LGN and V1 (Albrecht & Hamilton, 1982;
Sclar, Maunsell, & Lennie, 1990).
These models ignore the temporal integration in neurons; the membrane potential is an
instantaneous function of the inputs. In other words, the temporal dynamics of the V1 membrane
potential is the same as those of its inputs, i.e. subcortical responses, which is unlikely to be the case
in the brain because there is significant low-pass filtering between the subcortical and V1 responses
(Hawken, Shapley, & Grosof, 1996).
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3.2.2 Push-pull effect of excitation and inhibition
In general, the LN model does not take into account the fact that neurons can receive both excitatory
and inhibitory inputs from the same point in the receptive fields. More realistic models that include
such inputs can therefore reconcile some of the inconsistencies between the LN model and the
neural responses. For instance, the model of Troyer et al. (Troyer, Krukowski, Priebe, & Miller,
1998; Troyer, Krukowski, & Miller, 2002) takes into account antiphase or push-pull inhibition in the
afferent inputs of V1 neurons, where stimuli of the reverse contrast of the neuron’s receptive field
invoke responses of the opposite sign (inhibition). The response of the neuron therefore relies on the
balance of excitation and inhibition that the stimulus invokes. Such a mechanism was first proposed
by Hubel and Wiesel (1962), and has since been supported by both extracellular (L. A. Palmer &
Davis, 1981) and intracellular (Ferster, 1988; Hirsch, Alonso, Reid, & Martinez, 1998) experiments.
The push-pull model has been used to account for contrast-invariant tuning of orientation in
V1 spiking activity (Sclar & Freeman, 1982; Skottun et al., 1987). This phenomenon is inconsistent
with the simple LN model in which more and more units respond to a non-preferred orientation
as the contrast increases, thus broadening the tuning curve. Such an “iceberg effect” (Rose &
Blakemore, 1974) in the LN model can be alleviated by including push-pull inhibition in the input,
which effectively adjusts the threshold of the neuron to keep the “underwater” part from exposing
as the excitatory input pushes the iceberg higher.
Although the push-pull model provides a plausible hypothesis of contrast-invariant tuning
in V1, it still does not account for the temporal dynamics of neural response.
3.2.3 Spatially organized LN units
Even though the LN model targets single neurons, it can also be a reasonable model for the average
response of a small group of neurons such as a cortical column. A region of a cortical area can
therefore be modeled by a two-dimensional arrangement of such units. Because of the simplicity
and computation efficiency of the LN model, such an abstraction has been used extensively to un-
derstand the development of the two-dimensional organization and connectivity in the primary and
secondary visual cortex (Miikkulainen et al., 2005; Sirosh & Miikkulainen, 1994; Sit & Miikkulai-
nen, 2006, 2009).
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One specific prediction of such models is that the membrane potentials at different locations
rise and fall at the same time, regardless of the stimulus contrast. This prediction is not consistent
with the VSDI responses in V1 for a Gabor stimulus, where locations further away from the center of
activation rises more slowly, producing a travelling wave (Grinvald et al., 1994) (see also Chapter 4).
3.2.4 Modeling lateral propagation with the LN model
A common view of the traveling wave of responses is that it results from propagation through slow
lateral connections (Grinvald et al., 1994; Sit & Miikkulainen, 2007). If such lateral spread were
the only source of the response beyond a critical distance from the center, then beyond this critical
distance the responses should be delayed as a linear function of distance. Such delays should be
evident because of these connections’ relatively slow propagation speed (0.1-0.4 mm/ms; Hirsch &
Gilbert, 1991; Murakoshi et al., 1993; Grinvald et al., 1994; Nelson & Katz, 1995; González-Burgos
et al., 2000; Telfeian & Connors, 2003). As will be shown in the next chapter, such delays are not
observed in the VSDI responses. In fact, as will be shown in Chapter 5, the computational model
proposed in this dissertation suggests that slow lateral connections are not required to account for
the traveling wave.
3.3 Models with temporal integration of inputs
A major problem with models that only combine instantaneous input is that they do not take into
account the temporal dynamics of the neuron. A popular approach to model such dynamics is to
represent a neuron as a single parallel resistor-capacitor (RC) circuit (Figure 3.2). In such models,
previous inputs are accumulated in the capacitor, with some leakage through the resistor, affecting
the temporal dynamics of the potential.
3.3.1 Leaky integrate-and-fire (LIF) model
In the leaky integrate-and-fire (LIF) model, a neuron is represented by a parallel resistor-capacitor
(RC) circuit (Lapicque, 1907; Hill, 1936; Stein, 1965, 1965; Nischwitz & Glünder, 1995; Gabbiani
& Koch, 1998; Gerstner & Kistler, 2002; see Burkitt, 2006a, 2006b for review). As can be seen
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Figure 3.2: Temporal integration of inputs and spike generation. The driving current A(t), which repre-
sents the receptive field summation of the input, charges the capacitor of the circuit. When the voltage across
the capacitor is higher than the threshold θ, a spike is generated. At the same time, the circuit is shorted
to reset the voltage of the capacitor. Past inputs are integrated in the circuit with some leakage through the
resistor, thus affecting the temporal dynamics of the potential across the capacitor.
in Figures 2.5 and 3.2, this RC circuit is a simplified version of the circuit in the Hodgkin-Huxley
model (Hodgkin & Huxley, 1952) for a short membrane segment. Although the standard leaky
integrate-and-fire neuron model cannot be reduced from the Hodgkin-Huxley model directly, it is
possible to approximate the Hodgkin-Huxley model by a first-order response kernel expansion in
terms of a single variable describing the membrane voltage to a form of the leaky integrate-and-fire
neuron model (Kistler, Gerstner, & van Hemmen, 1997).
The voltage V (t) across the capacitor represents the membrane potential of the unit in the







where C is the capacitance, R the resistance, and A(t) the driving current that represents the recep-
tive field summation as in the LN model. Both C and R are constant. The change in potential at a
particular time is therefore proportional to the difference between the driving current that charges
the capacitor and the leakage current that passes through the resistor. In other words, the membrane
potential at any time results from integrating the driving current over time with some leaks. When
the membrane potential reaches a threshold, the neuron spikes; hence the name of the model.
When the membrane potential crosses the threshold θ, it is reset to the resting potential and
integration is inactivated for a brief time tabs that models the absolute refractory period of a neuron.
For a constant driving current A, the firing rate η of the unit is therefore limited by tabs and the time
tθ to reach threshold after the membrane potential is reset, i.e. η = 1/(tabs + tθ). By integrating
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equation 3.2, tθ can be found:
θ = AR (1− exp(−tθ/τ)) (3.3)




where τ = RC. If A is very large, tθ will be close to zero and the firing rate of the unit will be
saturated (η = 1/tabs). Thus, the absolute refractory period prevents the firing rate from being
arbitrarily high.
For a local homogeneous population of independent LIF neurons, the mean membrane po-
tential is the average potential over the firing period:∫ tθ



















AR ln ARAR−θ − θ
τ ln ARAR−θ + tabs
. (3.9)
As A increases, the numerator approaches zero (limA→∞AR ln ARAR−θ = θ); the membrane
potential takes less and less time to reach the threshold and in the limit, it becomes an impulse.
In other words, a large portion of the period is spent in the reset state rather than building up the
potential. The denominator is dominated by tabs as A increases. The mean membrane potential
of the population therefore decreases as A increases. This result predicts that as the contrast of
the visual stimulus approaches a level that saturates the response, the average membrane potential
actually goes down. As will be shown in the next chapter, such a decrease is not observed in the
VSDI responses.
3.3.2 Spatially organized leaky integrators
A region of a cortical area can be modeled by a spatially organized network of leaky integrators
(Wilson & Cowan, 1972, 1973; Amari, 1977; Abbott & van Vreeswijk, 1993; Ben-Yishai et al.,
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1995; Somers et al., 1995; Nykamp & Tranchina, 2000), with each unit representing a local popula-
tion of neurons. The modeled region is usually assumed to be continuous and the units are labeled
by their coordinates in the region. This continuous organization allows interaction between two









where Aint(x, t) represents the current at x due to the interaction from the other units at time t. The
rest of the variables have the same meaning as in the single LIF unit described above.
The interaction current Aint(x, t) at a given unit depends on the spiking activity of the
presynaptic units and the strength of the synaptic connections. In these models, the membrane
potential is not reset and the refractory period is ignored. Instead, the potential V is related to the
(population) firing rate by a fixed instantaneous function s(V ). This function is usually a sigmoidal
function or a rectifying function with a threshold. The connection weight w between any two
locations in the model is assumed to be a function of their distance and the profiles of connections
are the same for all units. The interaction current is therefore
Aint(x, t) =
∫
w(|x− y|)s (V (y, t)) dy. (3.11)







w(|x− y|)s (V (y, t)) dy +A(x, t)− V (x, t)
R
, (3.12)
which is referred to as the field equation (Wilson & Cowan, 1973; Amari, 1977).
Although the field equation is complicated, analytical solutions exist for the steady-state for
certain types of input and connection weight profiles. In particular, using a weight profile that looks
like a Mexican hat (local excitation and global inhibition) within a hypercolumn, stable solutions to
the field equation exist such that the orientation tuning of the units is contrast-invariant (Ben-Yishai
et al., 1995; Somers et al., 1995; Hansel & Sompolinsky, 1998). On the other hand, the amplitude
of the membrane potential in such models simply scales with the input and does not saturate. Also,
for inputs containing two peaks in space, the peaks of the steady-state potential are shifted from
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the corresponding locations of the input (Carandini & Ringach, 1997). As will be shown in the
Chapters 4 and 6, these two properties are inconsistent with the VSDI responses in V1.
3.4 Normalization gain control models
The LN and LIF models discussed above accumulate input linearly and then apply a saturating
nonlinearity to the sum to generate the response. As a result, there is a fixed and limited range of
inputs that elicit graded responses without saturation. This is a problem because dynamic range of
natural scenes is usually very large. For example, the ambient luminance ranges from 10−3 cd/m2 in
starry night sky to 105 cd/m2 under daylight. However, the dynamic range of neural spiking activity
is orders of magnitude smaller (0-102). The units in these two models will therefore either have
limited resolution for a large-range input, or they will only be sensitive for a certain input range.
Models with normalization gain control (NGC) alleviate this problem by scaling, or normalizing,
the sum of inputs to a suitable range before passing it through the saturating nonlinearity.
Normalization gain control models (Albrecht & Geisler, 1991; Heeger, 1992; Carandini
& Heeger, 1994; Carandini et al., 1997; Mante et al., 2008) are functional models, with several
conceptual implementations. Figure 3.3 shows how an RC circuit similar to the LIF model can
achieve normalization gain control through a conductance that increases with the activity of a local
group of units. Note that the output of the NGC model is a firing rate instead of individual spikes as
in the LIF model. Because the voltage across the capacitor is inversely related to the conductance
of the resistor, the conductance acts as a divisive (normalizing) factor on the driving current A(t).
When the activity in the group is large, the conductance will be high, which scales down A(t)
before the nonlinearity to avoid saturation in the firing rate. A proper operating range can thus be
maintained.
The NGC model has been used to account for many nonlinear properties of the single unit
spiking responses in the LGN and V1, such as saturation (Albrecht & Hamilton, 1982), contrast-
invariant tuning (Skottun et al., 1987; Albrecht & Geisler, 1991; Sclar & Freeman, 1982; Albrecht
& Geisler, 1991), and phase advance of response at high stimulus contrasts (Carandini et al., 1997).
It has also been used to understand the development of the two-dimensional organization and con-
nectivity in the cortex (Bednar, 2002; Miikkulainen et al., 2005). However, it is unclear how such
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Figure 3.3: A normalization gain control model. As in the LIF model, inputs are integrated in the RC
circuit. However, the conductance of the circuit is not constant and increases with the sum of activity of other
units. Because the voltage across the capacitor is inversely related to the conductance of the resistor, the
conductance acts as a divisive (normalizing) factor on A(t), thus keeping the response within the dynamic
range of the unit. The normalization model has been used to account for many nonlinear properties of the
single unit firing-rate responses in V1. However, it is unclear how such models can be extended to account
for the spatiotemporal dynamics of population responses over a large area. The major contribution of this
dissertation is to provide a generalization of the normalization model that can account for these dynamics for
a variety of stimuli. Figure adapted from Carandini et al., 1997.
models can be extended to account for the spatiotemporal dynamics of population responses over
a large area. The major contribution of this dissertation is to provide a generalization of the NGC
model that can account for these dynamics for a variety of stimuli.
3.5 Conclusion
Three common families of models of neural processing were reviewed in this chapter. Models
that combine inputs instantaneously do not account for the temporal dynamics of the response.
With slow lateral interactions among units, such models predict that responses will be delayed in
locations further away from the center of activation. This prediction will be tested (and rejected) for
the VSDI responses in the next chapter.
In the LIF model, individual units that reset membrane potential for the refractory period
will have a decreased average potential as the input becomes stronger. On the other hand, a spatially
organized interconnected network consisting of leaky integrators predicts that the response does not
saturate. These predictions will both be shown to be inconsistent with the VSDI responses in the
next chapter.
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The more general NGC model can account for many properties of single unit responses,
but it is unclear how such models can be extended to account for the spatiotemporal dynamics of
population responses over a large area. A generalization of the NGC model will be provided in
this dissertation that can account for these dynamics for a variety of stimuli, after charactering the
properties of the VSDI responses in the next chapter.
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Chapter 4
Population Responses in the Monkey
Primary Visual Cortex
To test the various predictions of the models discussed in the previous chapter, it is necessary to
measure and characterize the population responses in the visual cortex accurately. This chapter
provides the first quantitative description of the real-time spatiotemporal dynamics of V1 population
responses to brief, localized visual stimuli. There are several unexpected properties that are not
obvious from single unit responses and are inconsistent with the models reviewed in the previous
chapter. A new model that can account for these properties will be introduced and validated in
subsequent chapters.
4.1 Motivation
To understand visual processing in the brain, it is important to characterize the properties of V1
population responses. However, most studies of V1 have only measured the responses of individual
or small groups of neurons; spatiotemporal properties of the whole neural population have not been
characterized. In addition, in most of these studies, drifting stimuli with relatively long durations
(several seconds) have been used to approximate a steady-state condition. However, natural saccadic
inspection of a visual scene typically produces transient stimulation, i.e. 200- to 300-ms fixations
separated by rapid eye movements. Furthermore, while it is common to analyze cortical responses
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by their peaks and latencies (phases) for drifting stimuli, the falling edges of the responses can
potentially provide useful information for briefly presented stimuli (Bair, Cavanaugh, Smith, &
Movshon, 2002). Thus, to fully understand the properties of V1 responses under natural conditions,
it is necessary to use brief stimuli and take the complete time courses of the population responses
into account.
4.2 Measuring population responses with voltage-sensitive dye imag-
ing (VSDI)
Voltage-sensitive dye imaging (VSDI; Grinvald & Hildesheim, 2004) was used to measure popu-
lation responses in the superficial layers of macaque V1 over an area of approximately 1 cm2 that
covers the entire region of activity at high spatial and temporal resolution (Figure 2.4; Seidemann,
Arieli, Grinvald, & Slovin, 2002; Slovin, Arieli, Hildesheim, & Grinvald, 2002). This section de-
scribes the experimental procedures and explains how I analyzed the VSDI signals.
4.2.1 Behavioral task and visual stimuli
A macaque monkey was trained to maintain fixation while a small oriented stationary Gabor stim-
ulus was presented on a uniform gray background (Figure 4.1). Each trial began when the monkey
fixated on a small spot of light (0.1◦ × 0.1◦) on a video display. Following an initial fixation, the
Gabor stimulus was presented for 200 ms at 2.2◦ eccentricity, with σ of 0.167◦ and spatial frequency
of 2.5 cycles per degree. Throughout the trial, the monkey was required to maintain gaze within a
small window (< 2◦ full width) around the fixation point in order to obtain a reward. Early fixation
breaks invalidated the trials, which were not included in the analysis. Each block of trials contained
eight to twelve different contrasts from 0% (blank) to 100% presented pseudorandomly, with an
intertrial interval of 6 to 8 seconds. Ten valid trials were run for each condition.
In a separate set of experiments that will be presented in Chapter 5, the width of the Ga-
bor stimulus was either 0.167◦ or 1◦ in each trial. The contrast of the stimulus was 100%, and it
was presented for 100 ms. The other parameters of the stimulus were the same as the experiment
described above. These experiments were designed and run by my collaborator Yuzhi Chen.
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Figure 4.1: The task performed by the monkey. Each trial began when the monkey fixated on a small spot
of light on a video display. Following an initial fixation (500 ms), a Gabor stimulus was presented at a fixed
location for 200 ms; the trial ended 300 ms after the stimulus offset. Throughout the trial, the monkey was
required to maintain gaze around the fixation point in order to obtain a reward. This fixation task enables the
complete time course of the population responses to be recorded.
4.2.2 Analysis of imaging data
Imaging data were collected at 100 Hz at a resolution of 512 × 512 pixels. The size of each pixel
was 37 × 37µm2. The data was preprocessed in four steps. (i) The responses were normalized at
each pixel by the average fluorescence at that pixel across all trials and frames. (ii) For each pixel,
a linear trend that was estimated based on the response in the 100-ms interval before stimulus onset
was removed. (iii) Trials with aberrant VSDI responses (generally less than 1% of the trials) were
removed. (iv) The response to the blank condition was subtracted from conditions that included the
stimulus.
To remove trials with aberrant VSDI responses, the average time course across all repetitions
in a given condition was subtracted from the response in each trial, and the standard deviation of the
residuals was computed at each frame. Trials with residual responses that were greater than three
standard deviations were excluded from further analysis. This simple procedure eliminates trials
where the animal made excessive movements.
After the preprocessing, the spatial properties of the responses in individual trials were
determined. First, the center of the spatial response of each experiment was estimated by fitting a
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two-dimensional (2D) Gaussian to the average response taken over a time window of 160 to 260 ms
after stimulus onset (shaded region in Figure 4.3a) for stimulus contrasts from 25% to 100%. This
center was then held fixed, while the average response over the same time window was fitted with a
2D Gaussian to determine the lengths of the major and minor axes and the orientation of the major
axis for each trial in each condition of the experiment.
To include more trials at each contrast level in the analysis, a pooled dataset was formed by
combining the responses of five experiments on one monkey. Due to the slight difference in the setup
of each experiment, the spatial responses were translated and rotated with respect to each other. To
align the data, the center and average orientation of the 2D Gaussian fit of each experiment were
used to transform the data so that the spatial responses aligned and overlapped in all the experiments.
Data from individual experiments are similar to the combined data.
4.3 Population responses to a Gabor stimulus in V1
In this section, the spatiotemporal properties of the VSDI responses measured in the experiments
will be characterized in detail. Since the VSDI responses in V1 are largely determined by the
contrast of the Gabor stimulus, this dissertation focuses on the entire region in V1 that responds to
the contrast envelope of the stimulus.
4.3.1 Peak responses
The peak responses were taken by averaging the responses over a fixed 100 ms window (160 to
260 ms after stimulus onset; shaded region in Figure 4.3a). The spatial distributions of the peak
responses at two contrasts are shown in Figures 4.2a and b. The spatial responses are well fitted by
two-dimensional Gaussians (Figure 4.2c). The Gaussians are elongated because of the anisotropic
mapping of visual space in V1 (Van Essen et al., 1984; Blasdel & Campbell, 2001; Yang et al.,
2007). Importantly, the extents of the spatial responses are similar at low and high contrasts (Fig-
ure 4.2d). In fact, as was shown in a previous VSDI study (Y. Chen et al., 2006, 2008), the widths of
the Gaussian fits are not significantly different across different contrasts (one-way ANOVA, p > 0.1
for both major and minor axes; Figure 4.2e). The widths of the spatial responses are hence largely
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(a) (b) (c)
(d) (e) (f )
Figure 4.2: Peak responses to a Gabor stimulus. The responses were averaged across all experiments
and over a fixed 100 ms time window (shaded region in Figure 4.3a). (a,b) Normalized peak responses to
the stimulus at 6% (a) and 100% (b) contrasts in space. As expected from the anisotropy in the map of
visual space in V1 (Van Essen et al., 1984; Blasdel & Campbell, 2001; Yang et al., 2007), the spatial profile
is elongated along the axis parallel to V1/V2 border (white dashed line in (a)). (c) 2D Gaussian fit of the
response in (b). The outlined regions represent the intersection between a 1.0 mm strip along the major axis
and six concentric circular annuli of width 0.5 mm. The central annulus is a disk with 0.5 mm radius. The
responses of the pixels in the groups that are equidistant from the center are averaged for further analysis in
Figures 4.3 to 4.7. (d) Normalized peak responses along the major axis at different stimulus contrasts. Error
bars represent the standard errors across individual trials in all the figures. (e) The average widths of the
Gaussian fits at different contrasts. The mean for the major axis is 2.1 mm and 1.8 mm for the minor axis. (f)
Contrast response function at the center. The solid curve is the Naka-Rushton equation fit to the data (open
circles, r2 = 0.98). The spatial profiles of the peak responses are therefore largely contrast-invariant, even
though the responses saturate at high contrast, as was shown previously (Y. Chen et al., 2006, 2008).
contrast-invariant.
The average width (σ) of the major axis of the fit is 2.1 mm and the minor axis is 1.8 mm
wide. The width of the stimulus is 0.167◦ and the cortical magnification factor that was measured in
the same recording chamber is∼3 mm/deg at the eccentricity of the stimulus (C. R. Palmer, Chen, &
Seidemann, 2008). The width of the stimulus thus maps to 0.5 mm on the cortex through the cortical
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magnification factor alone. The spatial response is hence much larger than the direct mapping of
the stimulus to the cortical space. This spread is not significantly affected by the small variability
in the monkey’s eye position (Y. Chen et al., 2006). Instead, the widening is mainly due to the
convergence and divergence of afferents into the receptive fields of V1 neurons, which determine
the image of a point in the cortex (cortical point image; Hubel & Wiesel, 1974; Dow, Snyder, Vautin,
& Bauer, 1981; Van Essen et al., 1984). In addition, some of this widening could reflect significant
lateral spread of activity through lateral connections in V1 (Gilbert & Wiesel, 1979; Rockland &
Lund, 1983; Martin & Whitteridge, 1984) and significant contribution from feedback connections
(Angelucci, Levitt, & Lund, 2002; Angelucci, Levitt, Walton, et al., 2002).
Figure 4.2f shows the average peak response over a circular region of 0.5 mm radius at
the center of the response profile (central disk outlined in Figure 4.2c) as a function of stimulus
contrast. Similarly to single units, the responses follow a sigmoidal function on a log contrast axis;
the solid curve is a Naka-Rushton function (Cn/(Cn50 + C
n); Naka & Rushton, 1966) fitted to the
data (r2 = 0.98).
The peak response is a nonlinear function of contrast and saturates at about 25%. This result
is inconsistent with models in which the response scales with input, such as the push-pull inhibition
models (Troyer et al., 1998, 2002; Section 3.2.2) and some of the spatially organized leaky inte-
grators (Ben-Yishai et al., 1995; Somers et al., 1995; Hansel & Sompolinsky, 1998; Section 3.3.2).
After saturation, the VSDI response does not decrease as contrast increases, which is inconsistent
with the LIF models (Section 3.3.1).
4.3.2 Overview of the temporal response properties at different locations
To analyze the response properties at different locations in V1, the imaged pixels were divided into
small bins according to their distances from the center of activity. The image was first divided into
concentric annular regions 0.5 mm wide, centered at the peak of the spatial response, with the central
region being a disk with a 0.5 mm radius. The pixels in the central region had an average distance
of 0.25 mm from the center, and this distance increased by 0.5 mm in each annulus. Due to the
anisotropic response profile, pixels that are at the same distance from the center can have different
response amplitudes and potentially different temporal dynamics. Therefore, it is inappropriate to
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bin pixels according to distances alone. Instead, only the pixels within a 1 mm wide strip along
the major axis of the fitted Gaussian profile were considered. Within this strip the relationship
between distance and amplitude was nearly constant. The temporal responses of the pixels within
each annulus that were also inside of the strip were averaged to produce a single time course for
the corresponding distance. Figure 4.2c shows the bins up to an average distance of 2.75 mm.
Responses at locations further away were not analyzed because they were weak and noisy, especially
at lower contrasts.
Figure 4.3a shows the average time courses of the responses at the center bin for different
stimulus contrasts. To characterize these time courses quantitatively, they were first divided into
two parts. The first part, defined as the rising edge, was the response in the first 210 ms after the
stimulus onset. The rest of the time course was defined as the falling edge. Each individual edge
from each trial was smoothed by a five-frame moving average, normalized, and then fitted separately
with a logistic function 1/(1 + eλ(t−t50)) (e.g., Figure 4.3b). The parameter t50 is the time that the
response reaches half of its peak, and λ describes the slope of the response. For example, a λ
of 0.05 means that the response takes about 44 ms after t50 to reach 90% of the peak. The same
fitting procedure was applied independently at the different locations shown in Figure 4.2c for each
stimulus contrast. The latency of the rising edge (t10) was defined as the time after stimulus onset
for the fitted response to reach 10% of its amplitude, where the change in slope is high. Similarly,
the latency of a falling edge is defined as the time it takes for the response to decrease by 10% from
the peak after stimulus offset.
Figure 4.3c shows the latencies of the rising and falling edges as a function of contrast in
the center bin. As observed in single neuron studies (Dean & Tolhurst, 1986; Carandini & Heeger,
1994; Albrecht, 1995) and Figure 4.3b, the latency of the rising edge decreases as stimulus contrast
increases (one-way ANOVA, p < 0.01). On the other hand, there is no significant difference in the
falling edge latencies for different contrasts (one-way ANOVA, p > 0.15). Asymmetric properties
between rising and falling edges are also observed in their slopes (Figure 4.3d). The slope of the
rising edge becomes steeper as contrast increases (one-way ANOVA, p < 0.01), while the falling
edge slope remains similar (one-way ANOVA, p > 0.15). Such asymmetry is observed in all




Figure 4.3: Temporal responses to different stimulus contrasts at the center. (a) Time courses of the
normalized responses in the center disk of Figure 4.2c. The stimulus was presented at time 0 and disappeared
after 200 ms (dotted line). Average responses in the shaded area were used to compute the spatial profiles and
contrast response function in Figure 4.2. (b) Logistic fits of the time courses in (a). The time courses were
divided into two parts by the dotted line at 210 ms. Each part was fitted separately by a logistic function. Di-
amond and square symbols on each part indicate the latencies and times to half peak, respectively. Latencies
(c) and slopes (d) of the rising and falling edges of the fitted responses as a function of contrast. While the
shape of the rising edge depends on stimulus contrast, that of the falling edge does not. Such asymmetry is a
new observation and hence provides new constraints on models of V1.
The space-time color plots in Figure 4.4 summarize in a compact form all of the temporal
responses as a function of stimulus contrast and position. The normalized fitted responses for each
contrast are shown as separate subplots. Within each subplot the time course of the response at
each of the six location bins from Figure 4.2c is indicated by a horizontal row, progressing from
the center location at the top to the most peripheral location at the bottom. For example, the upper
horizontal row in the space-time plot for 100% contrast corresponds to the dark blue curve in Fig-
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Figure 4.4: Spatiotemporal responses to different stimulus contrasts. Logistic fits of the normalized time
courses at different locations for each stimulus contrast. Each horizontal row within the space-time plot for
a given contrast shows the fitted time course at one location, from the center (top row) to the outmost region
(bottom row). There is a systematic change in slope and latency of the rising edges, whereas the falling edges
are similar for different contrasts and locations. This rich spatiotemporal response dynamics place strong
constraints on models of V1.
ure 4.3b. Several qualitative observations can be made from these maps, which will be quantified
in Sections 4.3.3 and 4.3.4. For each contrast, (1) the response latencies at different locations are
approximately equal, as can be seen by the vertically aligned transitions from blue to cyan in each
map, and (2) the response rises at a slower rate as distance from the center increases, as can be
seen by the tilt of the transition between colors as the normalized amplitude increases. In addition,
for each location, as contrast increases (3) response latency decreases, and (4) the response rises
at a faster rate. Finally, (5) after stimulus offset, the falling edges are similar for all locations and
contrasts. As will be shown in the next section, this rich spatiotemporal response dynamics place
strong constraints on models of V1.
4.3.3 Properties of the rising edge
The above observations can be demonstrated quantitatively using the logistic fits obtained from
individual trials. Figure 4.5a plots the rising edge latency (t10) as a function of distance from the
center bin for each stimulus contrast. There was no significant difference in the latencies at different
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locations (one-way ANOVA, p > 0.1 for all contrasts). On the other hand, as observed at the center
bin, latency of the rising edge decreased as stimulus contrast increased at all locations (one-way
ANOVA, p < 0.01 for all locations). These quantitative results confirm qualitative observations (1)
and (3).
Figure 4.5b plots the same latency data in Figure 4.5a, but as a function of the peak response.
For the same response amplitude, the latency can be different at different stimulus contrasts. For
example, responses to a low-contrast stimulus at the center have much longer latency than the re-
sponse 2.75 mm from the center for a high contrast stimulus even though the response amplitudes
are the same. This result demonstrates that the dynamics of the response at a given location in V1
do not depend solely on the local response amplitude, but rather on the response amplitudes over a
larger region.
The rate λ at which the response rises depends on both stimulus contrast and on cortical
location (Figure 4.5c). For a particular contrast, the slopes at different locations are significantly
different (one-way ANOVA, p < 0.01 for all contrasts). The responses at locations that were
further away from the center increased more slowly, confirming observation (2). In addition, at a
fixed location, the slope of the rising edge increased with contrast (one-way ANOVA, p < 0.01 for
all locations), quantifying observation (4). Furthermore, the slope also increased with peak response
with a correlation coefficient of 0.94 (Figure 4.5d).
To summarize, combining the first four observations, for a particular contrast, the responses
at different locations started to rise at about the same time, but the slopes were shallower at locations
that were further away from the center. Lowering the stimulus contrast increased the latencies
of the rising edge and decreased their slopes. The time courses of the responses are therefore
different at different locations. This result is inconsistent with the LN models that only consider the
instantaneous inputs (Sections 3.2.1 and 3.2.3), which predict that the response time courses is the
same everywhere.
Traveling wave of activity and lateral propagation
Due to the decreasing slope as a function of location in the rising edge, the time to half of the peak





Figure 4.5: Temporal properties of the rising edge. Time shown is relative to stimulus onset. (a) Latencies
of the responses at different cortical distances from the center. There was no significant difference in the
latencies at different locations (one-way ANOVA, p > 0.1 for all contrasts) while the latency of the rising
edge decreased as stimulus contrast increased at all locations (one-way ANOVA, p < 0.01 for all locations).
(b) The same data as in (a), but plotted as a function of the peak response. Slopes of the responses at different
locations (c) and peak responses (d). Time to half of the peak response as a function of location (e) and peak
response (f). Combining these results, for a particular contrast, the responses at different locations started to
rise at about the same time, but the slopes were shallower at locations that were further away from the center,
increasing the times to half peak at these locations (one-way ANOVA, p < 0.01 for all contrasts).
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measure of latency, a wave of activity would appear to be originating from the center (Figure 4.4).
The average difference of the time to half peak between locations 0.25 mm and 2.75 mm away from
the center was 6.2 ms. This difference corresponds to a propagation speed of 0.4 mm/ms, which is
at the higher end of the speed of propagation through lateral connections (0.1-0.4 mm/ms; Hirsch &
Gilbert, 1991; Murakoshi et al., 1993; Grinvald et al., 1994; Nelson & Katz, 1995; González-Burgos
et al., 2000; Telfeian & Connors, 2003).
As discussed in Section 3.2.4, if the difference in t50 is solely due to the slow lateral spread,
then beyond a certain critical distance the response latency should increase linearly as a function
of distance from the center. However, there was no significant difference in the rising edge latency
of the VSDI responses for a wide range of distances (Figure 3a). In fact, for 50% and 100% con-
trast stimuli, rising edge latencies remained the same up to a distance of 3.25 mm (within which a
reasonably good fit to the data could be obtained; data not shown).
To investigate how the latencies are affected by lateral propagation in the proximity of the
center, a linear model was simulated. The stimulus-driven signal in each model unit was assumed to
have the same sigmoidal time course A(t), with amplitude c(x) proportional to the local contrast in
the unit’s receptive field. These stimulus-driven signals were propagated through lateral connections
at a constant speed, which was implemented as a spatiotemporal kernel Gl(x, t):
Gl(x, t) =





where v is the conduction speed, c is the center of the kernel, and G(x) is the weighting function of
lateral connections. The membrane potential of the unit were the sum of stimulus-driven signals and
the incoming lateral signals multiplied by a scaling factor w: c(x)A(t) + w (c(x)A(t))⊗Gl(x, t),
where ⊗ denotes convolution.
In such a model, the overall strength, extent, and conduction speed of the lateral connections
all contribute to the time course of the membrane potential. In the simulation, the spatial strength
of the lateral connection G(x) and the receptive field envelope were assumed to follow a Gaussian
profile. The widths of the lateral connections σlat and the receptive field σrf were therefore con-






lat, where σ = 2.1 mm is the width of the response
profile and σstim = 0.5 mm is the width of the stimulus used in the experiment. For each scaling
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(a) (b)
Figure 4.6: Effects of lateral propagation on the latency of the rising edge. (a) The difference in latencies
between the locations that were 0.25 mm and 2.75 mm away from the center is plotted as a function of the
ratio between the widths of the receptive field and lateral connections for different values of the lateral weight
scaling factor w. Each curve is plotted for the range where a fit to the time to half peak was possible. Shaded
region shows the 95% confidence interval (truncated at 0) between the latencies at the two locations in the
VSDI responses. (b) The increase in latency (top) and time to half peak (bottom) as a function of distance
from the center for the three example points indicated by different symbols in (a). These results show that
in order to account for the traveling wave of activity with slow lateral connections, the latency of the rising
edges has to be different at different locations, which is inconsistent with the VSDI responses.
factor w and for each plausible pair of values of σrf and σlat, the conduction speed v of the lateral
connections was fitted such that the times to half of the peak response at distances 0.25 mm and
2.75 mm differed by 6.2 ms. The latencies (t10) at these two locations were then determined from
the fitted responses.
Figure 4.6a plots the latency difference as a function of the ratio between σrf and σlat for
different weightsw over the range where a fit was possible. The difference in latencies is substantial.
As the ratio between σrf and σlat increased, the fitted conduction speed decreased to compensate
for the wider feedforward receptive field. At the end of each curve in Figure 4.6a, the speed was
less than 0.01 mm/ms, which is an order of magnitude slower than the speed observed in lateral
connections and may not be biologically plausible. For the values of the weight w that were tested,
the predicted differences were larger than the 95% confidence interval of the latency difference in
the VSDI responses. This result suggests that linear summation of the delayed signals from lateral
connections alone cannot account for the properties of the VSDI responses consistently. Figure 4.6b
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plots how the latency and time to half peak increase as a function of distance from the center for the
two extreme points with w = 1 in Figure 4.6a (circle and triangle symbols) and the rightmost point
for w = 0.01 (square symbol). Changing the shape of the stimulus-driven response did not affect
these results, as long as it remained sigmoid.
Models with slow propagation of activity therefore do not satisfy with all the anatomical
and physiological constraints. However, as will be discussed in the next chapter, such differences in
time to half of the peak and other properties can be explained by the population gain control model
proposed in this dissertation.
4.3.4 Properties of the falling edge
The dynamics of the falling edge of the responses were markedly different from those of the rising
edge. As shown in Figure 4.7, both latency and slope were independent of contrast and location
(two-way ANOVA, p > 0.15 across contrasts and locations for both latency and slope). The re-
sponses at all locations therefore fell approximately all at once and at the same rate, regardless of
the stimulus contrast and response amplitude, supporting observation (5).
The latency of the falling edge (t10 = 65 ms) was slightly larger than that of the rising
edge at low stimulus contrasts. As contrast increased, the rising edge accelerated, resulting in a
shorter latency and steeper slope, while the properties of the falling edge remained the same. The
average slope for the falling edge (λ = 0.026) was shallower than any slope of the rising edge.
Such asymmetry in the temporal properties of the rising and falling edges can be explained by the
population gain control model presented in the next chapter.
4.4 Discussion
Because VSDI measures changes in membrane potentials in a small volume of V1, it is unclear how
the VSDI signals relate to the population responses at the level of spiking activity: For instance, they
may have different spatiotemporal dynamics. A recent quantitative comparison of VSDI and extra-
cellular microelectrode recordings in V1 of fixating monkeys showed that the relationship between





Figure 4.7: Temporal properties of the falling edge. Time is relative to stimulus offset. (a,b) Latencies
of the responses as a function of location (a) and peak response (b). (c,d) Absolute value of the slope as
a function of location (c) and peak response (d). (e,f) Time to half of the peak response as a function of
location (e) and peak response (f). The latencies and slopes were independent of contrast and location (two-
way ANOVA, p > 0.15).
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can be approximated by a power function (C. R. Palmer et al., 2008). Because a power function of
a Gaussian is also a Gaussian but of a different width, and because the spatial profile of the VSDI
responses to a small Gabor stimulus is a Gaussian, the spatial profile of the population spiking ac-
tivities may also be independent of contrast for such stimuli. Further experimental investigations
are required to address this and other similar questions concerning the relationship between VSDI
signals and spiking activity of a neural population.
Functionally, the power function implements a soft threshold for spiking activity: The nor-
malized VSDI response has to be large enough for the spiking activity to be noticeable. In fact,
C. R. Palmer et al. (2008) observed no significant spiking activity in V1 when the normalized VSDI
response was below 0.3. Such a threshold can explain some of the discrepancies between the be-
haviors of single unit and VSDI responses. For example, while the falling edge latency is larger
than the rising edge for all contrasts in the VSDI response, the reverse relationship is observed in
the firing rates of single units (Bair et al., 2002). The apparent discrepancy is consistent with the
fact that the VSDI measures subthreshold membrane potentials (Grinvald et al., 1994). Because of
spike threshold, the onset of spiking activity will lag behind the rise in the VSDI response. On the
other hand, for the falling edge the drop in spiking activity will coincide with the drop in the VSDI
response (as long as membrane potential is above threshold). Thus, for spikes it is quite possible for
the onset latency to be greater than the offset latency.
4.5 Conclusion
To understand the processing of arbitrary visual stimuli in the cortex, it is important to characterize
the properties of V1 population responses. This chapter provides the first quantitative description
of the real-time spatiotemporal dynamics of V1 population responses to brief, localized visual stim-
uli. The population responses exhibit systematic and unexpected nonlinear properties that are not
obvious from single unit responses. First, the spatial profile of the response is constant and inde-
pendent of stimulus contrast. Second, responses start to rise at all locations simultaneously, but rise
at a faster rate at the center of activity than at peripheral locations. Third, both the latency and the
steepness of the rising edge of the response depend on stimulus contrast. Finally, after stimulus
offset, the responses at all locations fall simultaneously and at the same rate, regardless of stim-
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ulus contrast. These results illustrate that unexpected properties can emerge at the level of neural
population responses (Seidemann, Chen, & Geisler, 2009). In general, it will be difficult or even im-
possible to predict the population responses based on a small sample of single-unit measurements in
many cases. These unexpected properties demonstrate that it is important to characterize population
responses quantitatively in both space and time.
The properties of the VSDI responses, such as response saturation and contrast-dependent
slope of the rising edge, are inconsistent with the LN and LIF models for single neurons and spatially
organized networks. On the other hand, the NGC models have been shown to account for such
properties in single neurons (Albrecht & Geisler, 1991; Heeger, 1992; Carandini & Heeger, 1994;
Carandini et al., 1997; Mante et al., 2008). Thus, normalization models are more promising than
the other families of models. However, an important question is whether normalization models can
account for the other properties observed in the VSDI data, especially the changes in the rising edge
at different locations and the invariance of the slope and latency of the falling edge. In the next
chapter, a more general form of normalization model called population gain control (PGC) model
that can account for all the spatiotemporal properties of the VSDI responses will be presented.
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Chapter 5
Population Gain Control Model
Normalization gain control models have been used to account for many nonlinear properties of
single unit responses in the LGN and V1 (Albrecht & Geisler, 1991; Heeger, 1992; Carandini et
al., 1997; Mante et al., 2008). In particular, this family of models can explain response saturation
(Albrecht & Hamilton, 1982), contrast-invariant tuning (Skottun et al., 1987; Albrecht & Geisler,
1991; Sclar & Freeman, 1982), and phase advance of response at high stimulus contrasts (Carandini
et al., 1997). As shown in the previous chapter, these properties are also observed in the V1 pop-
ulation responses. Thus, normalization models are more promising than other families of models.
However, an important question is whether normalization models can account for the other prop-
erties observed in the VSDI data, such as the changes in the rising edge at different locations and
the invariance of the slope and latency of the falling edge. In this chapter, a more general form
of normalization model called population gain control model (Sit, Chen, Geisler, Seidemann, &
Miikkulainen, 2008) is defined. This model can account for most of the spatiotemporal properties
of the VSDI responses, suggesting that population gain control is a general mechanism of visual
processing.
5.1 Population gain control (PGC) model
The population gain control (PGC) model is a generalization of the normalization models (Albrecht
& Geisler, 1991; Heeger, 1992; Carandini et al., 1997; Mante et al., 2008). In contrast to traditional
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gain control models, which apply to the temporal dynamics of a single neuron, the PGC model aims
at explaining the responses of a large neural population in both time and space.
In the model, the early visual pathway is represented by a network consisting of an input
sheet and two stages (Figure 5.1a). The input sheet represents the visual stimulus and does not
perform any processing. The first stage in the model represents the nonlinear processing that occurs
in the retina, LGN, and layer 4 in V1. While it would be more realistic to model each of these
areas individually, there is not enough experimental data at the population level to provide sufficient
constraints to do so. The second stage models the superficial layers in V1 from which the VSDI
signals are measured. Within each stage, the units are identical and implement the filtering and
normalization circuit illustrated in Figure 5.1b.
To simplify the discussion and simulation, each of these sheets are represented by a one-
dimensional array, which represents the collapsed data along the major axis (x-axis) of the VSDI
response profile (the black rectangular region in Figure 4.2c). Each sheet thus contains an array of
units indexed by x, where each unit represents the average activity of the small neural population
within a pixel in the VSDI image. Extension to two dimensions is straightforward mathematically
and results in similar response properties.
5.1.1 Transforming visual stimuli to model input
Since the VSDI signal in V1 is largely determined by the contrast of the Gabor stimulus rather than
its specific orientation and phase, a stimulus is represented by its spatial contrast envelope in the
model. In particular, the stationary Gabor stimulus used in the VSDI experiment is represented by
a Gaussian. This Gaussian is mapped onto the input sheet through the cortical magnification factor,
which is a scaling factor that converts distance in visual space onto the cortex. For simplicity, the
cortical magnification factor is assumed to be constant in the modeled region. Note that the input
is represented in cortical coordinates rather than retinal coordinates. Since the retinotopic mapping
of V1 is fixed, representing stimuli in cortical coordinates directly simplifies the model by carrying
out this spatial transformation implicitly and does not affect the results.
To study how normalization affects the spatiotemporal dynamics of the response, there is no




Figure 5.1: A canonical model of visual processing. (a) A feedforward gain control model for the early
visual pathway. The model consists of an input sheet and two stages. Each sheet is modeled by a spatially
organized array of units with the same set of parameters. The input sheet represents the visual stimulus
only and does not employ the model in (b). The processing in the first stage represents the nonlinearity in
the retina, LGN, and layer 4 of V1, whose spiking responses are fed into the second stage as input. The
second stage represents the superficial layers in V1 from which the VSDI signals are measured. The blue
and red projections illustrate the receptive fields R(x) and normalization pools N(x), respectively, for two
example units in the first (light colors) and second (dark colors) stages of the model. (b) The processing in
a model unit. Each unit computes two weighted sums: A(x, t) from the receptive field, and B(x, t) from
normalization pool. A(x, t) is the driving current of the parallel resistor-capacitor (RC) circuit that represents
the processing at each pixel of VSDI imaging. The conductance g(x, t) of the resistor is controlled by the
normalization activity B(x, t) and is inversely related to the gain of the circuit, i.e. it has a divisive effect
on the sum A(x, t). It also affects the dynamics of the response. The voltage across the capacitor is the
unit’s response. (Figure modified from Carandini et al., 1997.) (c) Example time courses of the model’s
components at the center and periphery of a hypothetical stimulus.
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of this sheet is simply a delayed version of the stimulus. The amplitude of activity is also assumed
to be directly proportional to stimulus contrast. More precisely, the stationary Gabor stimulus






cos (2πfu+ p) (5.1)
at visual coordinates uwith contrast q(t) is represented by the following Gaussian in the input sheet:







where d is the time delay and the visual space coordinates u are transformed into the input sheet
position x through the cortical magnification factor m by the relationship u = mx.
5.1.2 Processing in the model units
The units at each stage of the model are modeled by a resistor-capacitor (RC) circuit (Figure 5.1b;
Carandini et al., 1997). The voltage across the capacitor, V (x, t), is the response of the unit, which
represents VSDI response at pixel x, i.e. the summed activity of a local neural population. Individual
neurons are not modeled explicitly.
At each unit, there is an initial step that represents receptive field summation. The spatial









centered at its location. The result of receptive summation A(x, t) of the input I(x, t) provides the
driving current to the RC circuit. Since the receptive fields are of the same shape for all the units in
a stage,
A(x, t) = I(x, t)⊗R(x), (5.3)
where ⊗ denotes convolution. Note that if the input has a Gaussian spatial profile, as in the VSDI
experiment, A(x, t) will also be a Gaussian.
The key property of the model is that the conductance g(x, t) of the resistor, and hence the
dynamics of the circuit, at each unit is not fixed but depends on the average input from a large
population. More precisely, the conductance increases from a baseline value with the weighted
average B(x, t) over a local region of the input N(x) as:
(x, t) = g0(1 +B(x, t)), (5.4)
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where g0 is the baseline conductance and B(x, t) = k · I(x, t) ⊗ N(x). For reasons that will be-
come clear in the next section, N(x) is called the normalization pool and B(x, t) the normalization
activity. The spatial normalization pool N(x) is assumed to have a Gaussian weight profile N(x)
centered at the location of each unit. It is assumed to be wider than the receptive field, i.e. σN > σR,
so that a larger region contributes to the conductance rather than just the area within the receptive
field. The multiplicative factor k controls the overall strength of normalization.




= A(x, t)− g(x, t)V (x, t), (5.5)
where C is the constant membrane capacitance.
5.1.3 General behavior of a model stage
One way to illustrate the dynamics of a stage in the model is through a step input that was used in
the VSDI experiment:
I(x, t) =
 J(x), 0 ≤ t ≤ tf0 otherwise, (5.6)
where J(x) is a Gaussian that models the Gabor stimulus and tf is the time when the stimulus
disappears. During the stimulus presentation, both the driving currentA and the conductance g0(1+




= A(x)− g0(1 +B(x)) V (x, t), (5.7)
which has the solution:











Equation 5.8 above simply describes the process of charging a capacitor with time constant
C
g0(1+B(x))
= Cg(x) , i.e. the conductance and the time constant are inversely related.
Rising edge of the response
The key property of the model is that conductance g(x, t) depends on the average input from a
large population. When normalization activity B(x, t) at a unit is high, conductance is large and the
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time constant is small. Thus, when normalization activity is high the response can change rapidly
to a change in the input. This property can account for much of the dynamics observed in the
VSDI responses. At a particular unit, when the stimulus contrast is high, the input amplitude and
hence the normalization activity is large, resulting in faster dynamics (Figure 5.1c). This property
is consistent with the observed dynamics in the rising edge of the VSDI responses at a particular
location for different contrasts.
For a Gabor stimulus, the normalization activity is largest at the center, where contrast is
the highest (Figure 5.1c). The response at the center therefore rises at a faster rate than that at the
periphery, which again is consistent with the observed properties of VSDI responses. This is an in-
teresting property because the spatial difference in time constants can account for the traveling wave
observed at the rising edge even without slow lateral connections that are generally hypothesized
to be the cause of the wave (Hirsch & Gilbert, 1991; Murakoshi et al., 1993; Grinvald et al., 1994;
Nelson & Katz, 1995; González-Burgos et al., 2000; Telfeian & Connors, 2003).
Steady state response
When the stimulus is presented long enough, the membrane potential will reach a steady state
V (x) = A(x)g0(1+B(x)) =
A(x)
g(x) . In other words, the gain of the circuit is the inverse of conductance,
and therefore the conductance has a divisive (normalizing) effect on the output of the receptive field
summation. Since conductance is a function of B(x, t), B(x, t) is called the normalization activity
and the weight profile N(x) is called the normalization pool. The overall strength of normalization
is controlled by the multiplicative factor k that scalesB(x, t). Note that, as indicated in Figure 5.1c,
the conductance is set instantly by the current value of the normalization pool without any additional
time lag or temporal filtering. One way this process might be implemented biologically would
be with feedforward inhibition, as reviewed in Chapter 2, that is as rapid or more rapid than the
excitation.
To analyze how the steady-state response changes with contrast for the stimuli used in the







which is a saturating function of A(x) that approaches 1/(g0r(x)) as A(x) increases. Such satura-
tion is desirable for modeling the contrast response observed in experiments.
Falling edge of the response





= −g0V (x, t), (5.10)
which has a simple solution:




where V0(x) is the response at the time of stimulus offset tf . This solution has three important
implications. First, the responses at all locations start to decay all at once after the stimulus dis-
appears, regardless of stimulus contrast and V0. Second, the responses decay with the same time
constant C/g0 at all locations (Figure 5.1c). Finally, note that the time constant of the rising edge
C/(g0(1 + B(x))) is smaller than C/g0. This observation explains why the slopes of the falling
edges are shallower than those in the rising edges in the data. The dynamic nonlinearity in the model
therefore can account for many of the observed properties of the population responses.
More general input time course
With the stimuli used in the VSDI experiments, the above analysis of the model’s dynamics is exact
for the first stage because the time course of the stimulus is a step function. However, in general, the
input takes time to build up and fall off. This is the case in particular for the second stage where the
input is the response of the first stage. The solution for the membrane voltage V (x, t) will therefore
have a more complex form.
Although in general there is no analytical solution to V (x, t) for arbitrary input time course,
for the stimulus used in the VSDI experiments the three phases of the responses in the second stage
can be qualitatively analyzed. Because the spatial profile of the input is unimodal, the normalization
activity in the second stage is the largest at the center of the stimulus and with large input amplitude.
The rising edge of the response is therefore fast in these conditions, as it is for a step input. Such
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unimodal distribution of normalization activity also exists during the falling edge in the second
stage because its input, i.e. response in the first stage, decays exponentially at all locations instead
of turning off instantly. However, the difference between the falling edges at different locations will
be smaller than that of the rising edges because (1) the input falls at the same rate for all locations,
whereas there is already a difference in the rising edges of the input, and (2) the responses will
all decay at same rate when the input becomes negligible. Finally, the steady-state response in the
second stage will also saturate at high input, by the same argument as in Section 5.1.3. As will be
shown in Section 5.4.1, the dynamics of the responses in the second stage thus remain similar to
those for a step input and are consistent with the observed population responses in V1.
5.1.4 Response transformation between stages
The response V (x) at pixel x in the model represents membrane potential, which dominates the
VSDI responses. Since neurons communicate through spikes, the responses in the first stage have
to be converted into spikes that the second stage receives. As mentioned in Section 4.4, a recent
study showed that the VSDI responses can be related to spiking activities by a power function
(C. R. Palmer et al., 2008). A similar relationship has also been found between the average mem-
brane potential and the firing rate in single unit recordings (Anderson, Lampl, Gillespie, & Ferster,
2000; Finn, Priebe, & Ferster, 2007). A fixed power function is thus applied to the responses in the
first stage and the results are fed into the second stage as inputs:
I2(x, t) = V1(x, t)n, (5.12)
where the subscripts denotes the stages.
While the stimulus represented in the input sheet can be fed directly to the first stage to
provide a reasonably good fit to the data, the predictions shown in this dissertation are for a model
with a second fixed power function applied to the activity in the input sheet. This initial nonlinearity
is plausible given the accelerating point nonlinearities seen in the earliest levels of the visual system;
e.g. the nonlinear relationship between the membrane potential of the photoreceptors and their rate
of glutamate release (Witkovsky, Schmitz, Akopian, Krizaj, & Tranchina, 1997) that excites the
downstream neurons in the retina.
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While the power function accelerates both rising and falling edges, it preserves the relation-
ship between speed and amplitude of responses among different locations. In particular, the falling
edge of the response in the first stage still falls at the same rate at all locations: (e−
t
τ )n = e−
t
τ/n .
The Gaussian profile in the input sheet is also preserved: (exp(−x2
σ2
))n = exp(− x2
σ2/n
). Thus the
analytical results presented in this section still apply.
5.2 Effects of normalization pool size
When a step input is presented, the response at each model unit rises with a time constant that
depends on its conductance. Since conductance is a function of normalization activity, it in turn
depends on two factors in the model: (1) the multiplicative factor k that scales it, and (2) the
spatial weighting function of the normalization pool N(x). The width of the weighting function is
important biologically because it represents the size of the pool of neurons that contributes to the
response dynamics at one location. This section discusses how it affects the rising edge and the
spatial profile of the response.
Consider a fixed localized input and different Gaussian normalization weighting functions
that have the same total weight. If the pool is wide, then the normalization activity will be similar
for units near and far from the center of activity. Thus, the difference in the slopes of the rising
edges across space will be small. On the other hand, if the normalization pool is small, there will be
a large difference in the time constants of different units. Varying the size of the pool thus changes
the time courses of the rising-edge responses at different locations. These considerations suggest
that the observed difference between the time courses at the different locations can be explained by
a feedforward PGC model with an appropriate pool size.
Normalization pool size also influences the spatial profile of the response. Consider a static
Gaussian input and its corresponding steady-state response, V (x) = A(x)/g(x). If the pool is
much wider than the input, then the normalization activity and hence the conductance g(x) will be
the same at all units. In this case, the spatial response profile will simply be a scaled version of
the receptive field summation, thus preserving the shape of A(x). On the other hand, if the nor-
malization pool is much narrower than the input, then response saturation will occur at a different
stimulus contrast for each unit as in the LN model, thus flattening the response profile at high con-
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trasts. As a result, to achieve the contrast-invariant spatial profile observed in the VSDI responses,
the normalization pool size has to be at least comparable to the size of the stimulus used.
In summary, the normalization pool size affects both spatial and temporal properties of the
responses. Based on these properties, it is possible to estimate the overall pool size and the other
parameters from the data of the VSDI experiment. The procedure is described in the next section.
5.3 Parameter estimation
The values of the parameters were estimated by fitting the responses in the second stage of the
model to the VSDI responses. To reduce the number of free parameters, g0 is assumed to be 1.0
for both stages because it is effectively a scaling factor of the response and the conductance. The
constant delay in the input sheet was chosen to be 20 ms, which was a few milliseconds shorter than
the shortest latency seen in the data. The exponent of the power function that converts membrane
potential into spikes was chosen to be 2.0, which is similar to what has been found experimentally
(C. R. Palmer et al., 2008) and provides a good fit to the data. The same exponent is also used for
the input sheet response.
Based on the literature suggesting that the widths of the center and surround in the afferents
of V1 are about half of those in V1 (Sceniak, Chatterjee, & Callaway, 2006), σR,2 = 2σR,1 and
σN,2 = 2σN,1, where the number in the subscripts denote the stage of the model. Furthermore,
the width (σ) of the VSDI spatial profile is assumed to be the result of cascaded receptive field
summation and the power function. The value of σR,1 is hence given by





= (σ2x/4 + 9σ
2
R,1)/2, (5.14)
where σx is the width of the stimulus in the input sheet.
Using the measured rising edge time constants τc at the center location c and τp at the
periphery that is p mm from the center, the size of the normalization pool in the second stage σR,2
of the model can be estimated. The procedure gives the lower bound for σR,2, because it does not
take the difference in the slopes of the input to the second stage into account; if there is already
some difference in the input, σR,2 would need to be larger to offset the difference.
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where τ = C/g0, which is the time constant of the falling edge. Since both τ and τc can be measured
from the data, B(c) can be evaluated to give a numerical value. Similarly, B(p) = ττp − 1 and can
be computed.











B(c) and B(p) are the values at their corresponding points. By dividing B(c) by B(p), the width



























) − σ21. (5.19)
The remaining free parameters that need to be estimated are C1, C2, k1, and k2. First, the
steady-state contrast response function of the model is fitted to the data by minimizing the sum of
the squared error. This step enabled k1 and k2 to be determined separately from C1 and C2, because
the capacitances do not affect the steady-state response of the model. After that, the normalization
strengths, k1 and k2, were held fixed, while the capacitances were estimated by fitting the slopes of
the rising and falling edges at different locations and stimulus contrasts simultaneously.
5.4 Simulation of VSDI responses
The values of the parameters obtained in the above procedure were σR,1 = 0.983 mm, σN,1 = 1.386
mm, C1 = 3.19, C2 = 2.3, k1 = 1520, and k2 = 2. The cortical magnification factor measured in
this chamber is about 3mm/deg (C. R. Palmer et al., 2008). With this set of parameters, the model
was simulated for a 20 mm long strip (extending the black rectangular region in Figure 4.2c) using
the Matlab function ode45().
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(a) (b)
Figure 5.2: Peak responses of the second stage in the model. (a) Normalized spatial profile of the peak
responses. The widths of the profiles are the same for different contrasts, which is consistent with the VSDI
responses (Y. Chen et al., 2006, 2008). (b) Normalized contrast response function at the center. Circles are
the responses from the data (Figure 4.2e). The quality of fit is high (r2 = 0.98). The model therefore captures
the essential properties of the peak responses observed in the data.
5.4.1 Results of the simulation
Figure 5.2a plots the spatial profiles of the peak responses in the second stage of the model for
different input contrasts. Consistent with the VSDI responses, the widths of the profiles are all the
same (Figure 4.2 and Y. Chen et al., 2006, 2008). Note that profiles will only be contrast-invariant
in the model for stimuli with sizes that are smaller or comparable to the receptive field of the V1
units; due to saturation, profiles for large stimuli will change shapes and widths as a function of
contrast. The contrast response function of the model is plotted in Figure 5.2b, which provides a
good fit to the data (r2 = 0.98).
Figure 5.3 shows the space-time plot of the responses of the second stage in the model
for different contrasts, using the same format as Figure 4.4. The model captures qualitatively the
observed spatiotemporal properties of the responses. For each contrast, (1) the rising edge latencies
(t10) at different locations are similar, with a maximum difference of 2 ms, and (2) the slope of the
rising edge becomes shallower as distance from the center increases. For each location, as contrast
increases, (3) response latency decreases, and (4) the rising edge becomes steeper. Finally, for all
contrasts and locations, (5) latencies and slopes of the falling edges are similar (< 2 ms difference).
Although there are some minor discrepancies at low contrast, e.g. the difference in the slopes of the
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Figure 5.3: Spatiotemporal responses of second stage in the model. The properties of the responses are
similar to the observed data shown in Figure 4.4, suggesting that population gain control may be a general
mechanism of visual processing.
rising edges across locations is smaller than the data, it is remarkable that such a simple model can
account for most of the properties of the population responses in both time and space.
5.5 Relative normalization strengths in the different stages
In the PGC model, normalization (contrast gain control) operates in the retina, LGN and in V1, as
it does in the primate visual system. There are many nonlinear properties of single unit responses
in the retina and LGN, such as phase advance of response at high contrast (Shapley & Victor, 1978;
Victor, 1987), contrast saturation (Bonin et al., 2005), and size tuning (Bonin et al., 2005; Sceniak et
al., 2006), that can be explained by gain control. These nonlinearities are also observed in V1. It is
therefore possible that gain control before V1 contributes significantly to the response nonlinearities
in V1. The main question is what the relative strength of the normalization in the different stages
of visual processing is. It is an open and important question that is difficult to answer directly by
empirical experiments.
This question can be addressed using the PGC model by considering the parameters k1 and
k2 that set the normalization strengths, and hence the degrees of nonlinearity, in the two stages of
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Figure 5.4: Predictions of the size tuning curves of five example combinations of normalization
strengths. Each curve represents a different combination of normalization strengths, labeled by the propor-
tion of normalization in the first stage (k1/(k1 + k2)). The contrast of the stimulus is 100% and the response
is measured at the center. The red dots plot the normalized responses obtained in the VSDI experiment for
two stimulus sizes. The reduction of VSDI response to the large stimulus is small, which is consistent with a
strong normalization in the first stage of the model.
the model. As it turns out, the stimuli used in the VSDI experiment are not sufficient to discriminate
between hypotheses concerning relative normalization strength. However, by varying the size of the
stimulus it is possible to estimate the relative contributions of normalization in the first stage (retina
to layer 4 of V1) and the second stage (superficial layers of V1): The relative strength of the normal-
ization in the two stages has a large impact on the expected size tuning of V1 responses. Figure 5.4
shows the predicted response amplitude at the center of the activated region in the superficial layers
of V1 as a function of stimulus size. The contrast of the Gabor stimulus is 100%. Each curve in the
figure is for a different strength of normalization in the first stage relative to the total strength in both
stages of the model, i.e. k1/(k1 + k2). The curves have been scaled so that response is 1.0 for the
Gabor size used in the VSDI experiment (σ = 0.167◦). When normalization only occurs in the first
stage of the model (100%), the response increases with stimulus size because the second stage is
linear (i.e. no normalization). As the normalization in the second stage becomes stronger (the other
curves), the relative response to the larger stimuli, e.g. σ = 1◦, decreases, because normalization
has a divisive effect on the input from the first stage. For the parameter values that can fit the VSDI
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responses, further decrease of the relative normalization weakens size tuning.
In an additional biological experiment, the VSDI responses to 100% contrast Gabor stimuli
with σ = 0.167◦ and 1◦ were measured. The red dots in Figure 5.4 plot the relative responses to the
two stimuli. The peak response to the large stimulus is about 7% less than that of the small stimulus,
which is consistent with a strong (99%) normalization in the first stage of the model. This pair of
normalization strengths was used to obtain the simulation results shown in Figure 5.2 and 5.3.
This surprising result suggests that the nonlinearity observed in the data may be mostly
implemented before the superficial layers of V1 where the VSDI signals are measured. It illustrates
nicely how computational model can be used not only to replicate the behavior of the responses, but
to gain new insight about visual processing.
5.6 Discussion
The complex spatiotemporal dynamics of the population responses in V1 can be captured by a
simple PGC model. At the core of this model is divisive population gain control. Although it is a
functional model rather than a detailed low-level biophysical model, the necessary neural substrate
should exist to support such a mechanism. In this section, issues of modeling population responses
and possible biological implementation of divisive population gain control are discussed. The new
insights that the PGC model provides, combined with quantitative analysis of population responses,
will also be reviewed.
5.6.1 Modeling population responses
The response at each pixel in VSDI corresponds to the average activity of a large neural population.
The goal of this dissertation is to understand the dynamics of this average signal. Although it is
possible to build models that include the variations of responses within the population, it would
not be possible to verify them given the averaged nature of the data. Furthermore, the size of
the aggregate at each pixel is quite large (many thousands of neurons) which should produce fairly
stable and similar dynamics across pixels, justifying using a homogeneous population for each stage
of the model.
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On the other hand, the averaged population responses may not be what the individual down-
stream neurons receive. It is thus an open question how the downstream population responses
depend on the variations in the input. The good fit of the PGC model to the data suggests that at
least for V1, the population responses are mainly determined by the averaged activity in the input.
More studies are required to investigate if this property holds in higher level areas.
5.6.2 Possible implementation of divisive population gain control
A central idea of the PGC model is that the gain is controlled through division. A key question
is therefore: How can such division be achieved in a neuron? It is possible that division can be
implemented by combining different biophysical mechanisms at different scales (Kayser, Priebe,
& Miller, 2001; Carandini, 2004). At the level of individual neurons, local nonlinearities such
as synaptic depression (Abbott, Varela, Sen, & Nelson, 1997; Tsodyks & Markram, 1997) have
a divisive effect on the presynaptic activity, but these mechanisms are unlikely to account for the
long-range effects that are observed in the data. Long-range feedback and lateral connections with
inhibitory interneurons (McGuire, Gilbert, Rivlin, & Wiesel, 1991; Gilbert, Hirsch, & Wiesel, 1990)
could deliver the normalization signals at the population level. Their combined effect could be
represented by the weighting function of the normalization pool in the model.
Another key question is: Where do the signals that control the gain come from? In the
feedforward implementation which is illustrated in Figure 5.1a, the gain of the individual neuron
is computed at the same level as its input, and is provided to the neuron at the same time as the
excitation. Alternatively, in a feedback implementation, the gain is computed from the output of the
neuron and its neighbors. In this case the gain computation can occur either at the same level, or po-
tentially even in a subsequent stage that then sends fast feedback to this level. While a feedforward
circuit appears to be the simplest and most parsimonious implementation of gain control, a mecha-
nism that involves very rapid feedback, potentially through a specialized subset of the neurons with
fast dynamics, cannot be ruled out. Additional experiments are needed to address this question.
A phenomenon related to gain control is the decrease of noise in the membrane potential
at high stimulus contrasts in simple cells of the cat (Finn et al., 2007). A reduction in noise can
effectively contribute to gain control by making the membrane potential less likely to cross spike
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threshold at high contrast; however, noise reduction may itself be the result of some form of gain
control (in many systems lowering gain lowers noise). Hence, further investigations will be required
to understand the relationship between contrast gain control and membrane-potential noise.
Another major assumption of the model is that the conductance changes instantaneously
with the input. While it may not be plausible for conductance to jump immediately from one level
to another, there is evidence suggesting such a change occurs within milliseconds. In monkey
and cat V1, contrast gain control was fully expressed within the first 10 ms after response onset
(Albrecht, Geisler, Frazor, & Crane, 2002). This observation suggests that conductance changes
faster than this time window. Simulations of a modified model where the conductance changed with
a time constant of 10 ms showed that there was no qualitative difference in the responses. The basic
instantaneous model thus provides a reasonable approximation to realistic timing for the change.
5.6.3 Relationship between the responses of a single neuron and a neural population
The VSDI responses reported in Section 5.5 have weak size tuning, which are unexpected given the
strong suppressive effect of large stimuli observed in single units in V1 (Sceniak, Ringach, Hawken,
& Shapley, 1999; Sceniak, Hawken, & Shapley, 2001; Cavanaugh, Bair, & Movshon, 2002; Levitt
& Lund, 2002). One possible explanation is that the VSDI signals at each pixel represent the
summed activity from thousands of neurons. Such large populations can exhibit emergent properties
that are different from those of individual neurons.
This idea is illustrated nicely in the size tuning behavior in the model. When all of the
normalization occurs in the first stage of the model, then the units in this stage have strong size
tuning. However, when these units are pooled linearly to produce the response of a unit in the
second stage, this unit has much weaker size tuning. The reason is that as the size of the stimulus
increases, some of the units in the first stage that provide input to this unit decrease their responses
due to surround suppression, while others increase their responses, because the stimulus now enters
the center of their receptive field. The net effect of increasing the stimulus size is therefore much
weaker in the second-stage unit than in the individual units in the first stage that provide input to it.
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5.6.4 Importance of combined quantitative analysis and modeling
To understand the functional role of a neural substrate, e.g. lateral connections, it is important to
relate the substrate’s biophysical properties (e.g,̇ slow propagation speed Hirsch & Gilbert, 1991;
Murakoshi et al., 1993; Grinvald et al., 1994; Nelson & Katz, 1995; González-Burgos et al., 2000;
Telfeian & Connors, 2003) to its effect on neural activity (e.g,̇ delayed propagation of activity
in the cortex). However, the mere presence of the expected effect in neural responses does not
imply that the substrate is the underlying cause. The analysis of the latency of the VSDI responses
illustrates this well. While it is intuitive to attribute the spatially increasing time to half peak of
the rising edge as evidence for propagation through slow lateral connections in V1, the quantitative
analysis of the rising edge latencies and computational model suggest otherwise. The similarity in
the rising edge latencies across space is inconsistent with a significant contribution from slow lateral
propagation, and the difference in slopes can be explained by a simple feedforward population gain
control model that also predicts many other properties of the responses. Thus, this dissertation
demonstrates the value of quantitative analysis and computational modeling in testing hypotheses
regarding the biophysical and anatomical factors underlying neural population activity.
5.7 Conclusion
The rich spatiotemporal dynamics observed in the responses place strong constraints on computa-
tional models of V1. Interestingly, a simple canonical normalization-based PGC model defined in
this chapter can account for such dynamics.
The PGC model was also used to address the outstanding question regarding the degree to
which nonlinearities in V1 responses are inherited from its inputs. The PGC model predicts how
the responses to a large stimulus depend on the nonlinearity in V1 and its input. Results from
an additional VSDI experiment that varied stimulus size were consistent with the hypothesis that
most of the response nonlinearity observed in V1 is inherited from its input. This result suggests
that most of the gain control for small localized stimuli may be implemented before the superficial
layers of V1 (i.e. in the retina, LGN, and/or layer 4 in V1). Potential advantages of implementing a
large component of the contrast gain control before the superficial layers in V1 is that it could help
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preserve tuning in the retina and LGN (as well as in cortex).
Given the limited dynamic range of spiking activity, population gain control is a simple and
effective mechanism that can maintain the sensitivity and tuning of neurons over a large range of
sensory stimuli. It is therefore possible that population gain control operates in most, if not all,
sensory cortical areas. If so, the population dynamics reported here in V1 may be observed in many
other areas, and the corresponding pathways could be simulated by a cascade of PGC models.
The PGC model can account for the spatiotemporal dynamics of the population responses
for a small localized stimulus. However, such stimuli rarely occur in real world. In the next chapter,
more complicated spatial stimuli consisting of two elements will be used to validate the model by
comparing its predictions with the VSDI responses.
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Chapter 6
Spatial Interactions Between Visual
Stimuli
As shown in the previous chapter, the PGC model can account for most of the spatiotemporal prop-
erties of V1 population responses for a small localized stimulus. Although such stimuli are useful
for characterizing the response dynamics, they rarely occur in the real world. This chapter discusses
the predictions of the PGC model for V1 population responses to more complicated spatial stimuli
that contain two elements. The model was used to pinpoint a small set of stimuli that was expected
to be most informative for characterizing the interactions between two elements. These stimuli were
subsequently used in VSDI experiments. The properties of the VSDI responses are largely consis-
tent with the model’s predictions, suggesting that population gain control is a general mechanism
for visual processing. The responses for these stimuli in the model were also used to predict how
the interactions can affect perception, providing insight into how neural responses may be decoded
in the brain.
6.1 Motivation
The PGC model can account for the complex spatiotemporal dynamics of the V1 population re-
sponses to a single Gabor stimulus on a uniform background. While such stimulus is widely used
for characterizing the responses in the visual cortex, it is very different from natural scenes, which
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contain much more variations in local contrast. To understand visual processing in a natural setting,
it is important to extend the studies of the model and neural response to more complicated stimuli.
A systematic way for conducting such studies is to increase the number of Gabor elements and
measure the neural response as the features of the stimulus vary.
In fact, there is a long history of using such stimuli to study the response of single neurons
in the visual cortex (Knierim & van Essen, 1992; Kapadia, Ito, Gilbert, & Westheimer, 1995; Polat,
Mizobe, Pettet, Kasamatsu, & Norcia, 1998; see Angelucci, Levitt, & Lund, 2002 for a review).
Responses to a Gabor element were found to be modulated by the surrounding Gabor elements.
When a center high-contrast element is flanked by other elements with the same contrast, response
to the central element in V1 cells is usually smaller than the response to the central element alone,
even though the surrounding elements do not elicit any response in these cells (Knierim & van
Essen, 1992). On the other hand, when these elements are at low contrast, the response to the central
element is facilitated (Kapadia et al., 1995). There are hence interactions between the elements that
modulate the responses.
The major limitation of these previous studies is that only the response at a single location
can be recorded; usually the center of an element is used. The effect of interaction on the responses
at any other locations is therefore unknown. While it may be reasonable to assume that the responses
to the surrounding elements are symmetric, there is no simple way to the estimate the responses at
the locations in between the elements. The spatial distributions of the population responses are
therefore unknown for multi-element stimuli.
Another limitation with physiological experiments is that only a limited number trials, and
hence stimuli, can be run, whereas there is theoretically an infinite number of feature combinations
even for only two elements. It is therefore impossible to explore the whole feature space of the
stimulus experimentally, and potentially interesting interactions will be missed.
To address these problems, the PGC model was used to predict the spatial responses for
two-Gabor stimuli over a large range of feature combinations.
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Figure 6.1: Stimuli for studying interactions between elements. A stimulus consists of two Gabor ele-
ments, G0 and G1, that are aligned vertically. The location of G0 is fixed while the separation between the
elements, which is measured by the distance between their centers in visual angle, can vary. The contrasts
of the two elements can also vary independently. There are thus three features that can be changed in such
stimuli. Four example stimuli with different separations are shown. Such stimuli are represented by their
one-dimensional contrast envelopes across the center of the elements. They were used both with the model
and in a set of VSDI experiments.
6.2 Interaction of two elements
In this section, stimuli consisting of two Gabor elements of the same size are studied. The model’s
predictions on the spatial responses will be discussed first, followed by the results of VSDI ex-
periments. The predictions of the model are consistent with the VSDI responses, suggesting that
population gain control is a general mechanism of visual processing.
6.2.1 Input to the model
As in the previous chapter, the stimuli used in this chapter are stationary. The input stimulus of the
model consists of two Gaussian elements,G0(x) andG1(x), each representing the contrast envelope
of a Gabor element in the visual space (Figure 6.1). The center ofG0(x) is fixed at location 0, while
G1(x) can be at any position along the x-axis. The two Gaussians have the same width, but their
amplitudes (contrasts in visual space) can be varied independently. More precisely, the activity of
the input layer during stimulus presentation is
Vin(x) = min(G0(x) +G1(x), 1) (6.1)
= min(c0G(0, σ) + c1G(s, σ), 1), (6.2)
where c0 and c1 are amplitudes ofG0 andG1, respectively,G(a, b) is a Gaussian with unit amplitude
centered at a with width b, i.e. G(a, b) = exp(− (x−a)
2
2b2
), and min(a, b) is a function that returns
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the minimum value of a and b. This function is necessary because the activity of the input layer
represents the contrast envelope, which cannot be greater than 1.0. In physiological experiments,
the sum of the contrasts of the two elements is kept below 100% and hence only a subset of the
stimuli defined in Equation 6.2 are used. However, for completeness, the results presented in this
chapter will include all possible combinations of contrasts.
As a first step, the model does not depend on the orientation of the stimuli. Extending the
model to take orientation-related signals into account is a logical future step that will be discussed
in Chapter 8. However, as will be shown in Section 6.2.4, the model can account for most of the
interactions observed in the VSDI responses for a large range of stimulus configurations, suggesting
that the responses are dominated by stimulus contrast.
6.2.2 Qualitative analysis of the model
One of the most important questions of the interactions between the elements is how the spatial
responses differ from those of the individual elements. Although the model does not have closed-
form solutions for such stimuli, its behavior can be understood qualitatively by considering the
steady state response at the center of the element G0, i.e. at location 0.
When the separation between the two elements is large, the activity due to G1 does not fall
into the receptive field and the normalization pool of the unit at location 0. The response at this
location is therefore unaffected by G1. As the separation decreases, part of the activity of G1 will
enter the normalization pool of this unit, but not the narrower receptive field. In other words, the
receptive summation at location 0, A(0), will not be affected while the normalization activity at this
location, B(0), increases. As a result, the steady state response Vs(0) will be smaller than that for
the stimulus with G0 alone because Vs(x) =
A(x)
g0(1+B(x))
(Section 5.1.3). The response at location 0
is therefore suppressed by the addition of the element G1 at such distance.
With further decrease in the separation, more and more activity of G1 enters the normal-
ization pool of unit 0. The suppression therefore becomes stronger. Below a certain separation,
the activity of G1 will fall into both the receptive field and the normalization pool of unit 0, and
A(0) and B(0) will increase. Because of the receptive field’s narrower width, A(0) increases more
than B(0) as the separation decreases, and this increase counteracts the suppression. Below certain
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separation, the suppression is completely overcome, leading to a larger response than that for the
stimulus with G0 alone. A special case is when the separation is zero. The two elements overlap
and their contrasts simply add up, resulting in a larger response. The effect of interactions therefore
depends on the separation between the two elements.
The contrasts of the elements can also affect the interaction. If the contrast of G0 is high,
its response will not be affected significantly by a low-contrast G1. The increase in A(0) and B(0)
induced by G1 is small relative to those due to G0 and hence the change in response will be small.
On the other hand, the response to a low-contrast G0 will be modulated strongly by G1 because the
change in A(0) and B(0) can be substantial.
In summary, the PGC model predicts that the interactions between the elements depend on
their separation and contrasts. When the separation is large, the interactions will be suppressive. The
suppression increases and then decreases as the separation becomes smaller. With further reduction
in separation, the interactions turn into facilitatory. These effects are the strongest for an element at
low contrast.
6.2.3 Results of simulation
This section shows the predicted V1 population responses of the PGC model for the two-element
stimuli. In particular, how the spatial responses are affected by different combinations of contrasts
and separation are discussed.
Model simulation
The PGC model was simulated using the two-element stimuli as input. Stimuli that contained only
one of the elements were also used to compare the prediction responses. The location of G1 is
always to the left of G0 (negative x-coordinates). The parameters of the model were: σR,1 = 0.7
mm, σN,1 = 1.02 mm, k1 = 1089, and k2 = 2. They are different from those used in the previous
chapter to match the VSDI responses of the two-element stimuli, which will be presented in the next
section. Since the VSDI experiments were carried out with a different animal from the one used in
the previous chapter, the change in parameters may reflect the individual differences of the brains.
These new values do not qualitatively affect the properties of the model’s responses for the stimuli
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used in the previous chapter.
To illustrate the interactions, results of three example contrast combinations for different
separations will be first presented, followed by a summary of the interactions at the center location
for a large range of combinations of the stimulus features.
Interaction of a high-contrast element and a medium-contrast element
Figure 6.2 shows the spatial profiles of the model’s peak responses when the separation between
a 10% contrast G0 and a 100% contrast G1 is varied. In addition to showing the response profile
for the two-element stimulus in each subfigure, profiles for the stimuli that contain either one of
the elements are also shown to illustrate how the responses are modulated by the interactions of
the elements. Furthermore, the linear prediction of the responses for the two-element stimulus is
plotted by simply summing up the responses to the single-element stimuli. The linear prediction
serves as a benchmark for gauging the interactions, and is commonly employed in the analyses of
neural responses. To compare the responses and the linear prediction at different locations, their ra-
tio, termed Linearity Index (LI), is plotted in the subplot under each spatial profile. In other words,
LI(x) = Vboth(x)/(VG0(x) + VG1(x)), where Vboth(x), VG0(x), and VG1(x) are the responses to
the stimuli containing both elements, G0 alone, and G1 alone, respectively. Similarly, the responses
can be compared to the maximum of those for single-element stimuli using a Maximum-Rule Index
(MI), i.e. MI(x) = Vboth(x)/max(VG0(x), VG1(x)). If MI is larger than 1 at a particular loca-




One of the prominent properties of the spatial profiles in Figure 6.2 is that the responses to
the two-element stimuli (red curve) are significantly smaller than or equal to the linear prediction
(cyan curve) for separations less than 1.5◦. This result suggests that the interactions are not a simple
summation. While the interactions seem to always produce subadditive responses, as will be shown
in Figures 6.4 and 6.5, for a narrow range of contrasts and separation combinations, it is possible
for the response to be larger than the linear prediction. For separation larger than 1.5◦, the elements
are too far apart to have any effect on each other and there are no interactions between them.





Figure 6.2: Spatial profiles of the model responses for stimuli consisting of a 10% contrast element and a 100%
contrast element. Each subfigure is for a particular separation between the elements. The top graph in each subfigure
shows the spatial profiles of the peak responses (red) to the two-element stimulus (gray). The response profiles of the
individual elements when they are presented alone at their corresponding locations are also plotted (blue and green).
The sum of the profiles for individual elements forms the linear prediction (cyan). The bottom graphs in the subfigures
show the MI and LI indices across space. The predicted interactions of these two elements are subadditive (LI < 1),
and can be both facilitatory (MI > 1) and suppressive (MI < 1). The strongest effect usually occurs at the middle
location between the elements and not at the center of an element. This prediction suggests that only measuring the
response at the center of an element, as in most previous physiological experiments, may not be effective and sufficient
to characterize the effect of interactions.
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addition of the lower contrast G0: The red curve (two-element stimulus) largely overlaps with the
green curve (G1 alone) for all locations except those in the proximity of G0.
On the other hand, the responses for G0 are significantly modulated by the presence of
the high-contrast G1. When the separation is very small (0.25◦, Figure 6.2a), the two elements
largely overlap. The high-contrast G1 therefore has a dominating contribution to the receptive field
summation and normalization activity, resulting in a profile that is nearly identical to that when only
G1 is presented. Therefore, if the profile of the peak responses is used in the brain to determine
the spatial distribution of contrasts in the visual stimulus, G0 will be masked by G1 and become
invisible. AsG1 moves away, its influence on these two quantities wanes. The responses aroundG0
hence become more and more similar to the response profile when G0 is presented alone. Note that
the responses at the positive side of G0 are suppressed by G1 when it is 0.5◦ to 0.75◦ away because
of the higher normalization activity it causes at these locations (Figures 6.2b and c). Interesting
interactions therefore occur when the other element is at a much higher contrast.
One important prediction that can be readily observed from the peaks and troughs of MI and
LI is that the maximum effects of interactions do not occur at the center of the elements most of
the time; instead they lie in between the centers. This prediction suggests that measuring the local
responses at the center only, as in most of the previous physiological experiments studying element
interactions, may not be effective and sufficient. Techniques that measure neural responses over
a large region at high spatial resolution, such as VSDI, are required to understand the interactions
between the elements.
Interaction of high-contrast elements
Figure 6.3 shows the profiles for stimuli consisting of elements at 25% contrast, at which the VSDI
responses start to saturate (Figure 4.2). Similar to the results discussed above, the responses are
smaller than the linear prediction. When the elements are close to each other (0.25◦ to 0.5◦; Fig-
ures 6.3a and b), the responses on the sides of the profile are suppressed. The suppression is weak
because the increase in normalization activity is relatively small compared to the receptive field
summation, which is large because the elements are at high contrasts. On the other hand, the re-





Figure 6.3: Spatial profiles for stimuli containing 25% contrast elements. For most separations and
locations, the index MI is close to one. In other words, the interaction is winner-take-all, which also implies
subadditivity for locations that are activated by both elements.
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the greater receptive field summation than those for the single elements at these locations and the
weak normalization in the second stage of the model. Such enhancement remains effective as the
separation increases, while the suppressive effect at other locations stays small. The interaction is
therefore winner-take-all at most locations except those between the elements.
Interaction of low-contrast elements
As the other end of the spectrum, Figure 6.4 shows the response profiles when both elements are at
5% contrast. Since the PGC model is fairly linear at low contrast, the profiles for the two-element
stimuli are similar to the linear prediction. One interesting property is that when the separation is
very small (0.25◦; Figure 6.4a), the responses are larger than the linear prediction at many locations.
This superadditive behavior is due to the overlap between the elements, which increases the local
contrast. Because the corresponding portion of the contrast response function is expansive (Fig-
ure 5.2), the response will be greater than the linear prediction. Extending this argument, the model
predicts that superadditivity can only be observed when the local sum of the contrasts of the two
elements is less than about 10% because the slope of the contrast response function is smaller than
1 at higher contrasts. In addition, the separation has to be small such that there is significant overlap
to increase the local contrast. Therefore, there is only a small range of contrasts and separation that
results in superadditivity and most combinations will produce a response that is less than the linear
prediction.
Interaction at the element center
The examples shown in the above sections only cover a few samples in the three-dimensional feature
space. To summarize the effects for a large range of feature combinations, the interaction at a
particular location can be divided into six regimes using the MI and LI indices:
MI < 1, LI < 1 The response is less than at least one of the responses for a single element
(MI < 1). Hence the interaction is suppressive. Note that MI < 1 implies LI < 1 because
max(A,B) ≤ A+B for non-negative A and B.





Figure 6.4: Spatial profiles for stimuli containing 5% contrast elements. When the elements are close to
each other (≤ 0.5◦), the interaction is superadditive. Such strong interaction weakens and becomes mostly
linear as the separation increases. Due to the low input amplitude, interaction mainly occurs in locations
between the elements.
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(MI = 1). Because LI is less than MI, the other single-element response is greater than zero
at that location. This regime is interesting because the interaction is winner-take-all.
MI = 1, LI = 1 Because MI = LI , one of the single-element responses is zero. Although
the interaction is also winner-take-all (MI = 1), there is actually no interaction between the
elements.
MI > 1, LI < 1 The response is larger than any of the single-element response (MI > 1).
However, such increase is less than the linear prediction (LI < 1). The interaction is therefore
facilitatory but subadditive.
MI > 1, LI = 1 The interaction is linear (LI = 1), which is an interesting regime because the
model is nonlinear. Note that LI = 1 implies MI > 1 for non-negative responses.
MI > 1, LI > 1 The interaction is superadditive (LI > 1). As discussed previously, such an
effect is possible if both of the elements are at low contrast and their separation is sufficiently
small. The two elements effectively merge into one. The response is therefore well-described
by the contrast response function, which is expansive (superadditive) at low contrasts.
These six regimes are the only possible interactions based on MI and LI. They are mutually
exclusive and therefore divide the three-dimensional feature space of the stimulus into six non-
overlapping groups. To illustrate the model’s predictions, Figure 6.5 plots the groupings for four
example slices of the feature space, each with a different contrast for G0. The plots are taken at
the center of G0. Although it is usually not the location with the maximal interaction effect, the
center is a fixed reference point, whereas the location with maximal effect varies with the specific
combination of stimulus features. In addition, in physiological studies, responses from neurons with
receptive fields at the center of the element are the most robust. It is therefore useful to compare
plots taken at the center with the results of physiological studies that measure activity from a small
group of neurons.
When the contrast of G0 is small (5%, Figure 6.5a), the interaction is superadditive if the
contrast of G1 is below 10% and within 0.5◦ of G0 (dark blue region). This group shrinks as




Figure 6.5: Different regimes of the interactions at the center ofG0. Each subfigure plots, for a particular
G0 contrast, the regimes of interactions due to the different combinations of the G1 contrast and separation.
When the contrast of G0 is less than or equal to 10% ((a)-(b)), the interaction ranges from superadditive to
subadditive and is not suppressive. At higherG0 contrast, only subadditive regimes are possible. Suppression
can also occur for certain combinations. When G0 is at 100%, there is either no interaction (because the
separation is too large or the contrast of G1 is too low), or the response to G0 completely dominates the
responses at the center. The model therefore predicts that the most changes of the regimes occur when the
contrast of G0 is low. There is no interaction beyond 1.5◦ separation.
facilitation (green) and no interaction (orange), there is a small group for linear interaction (light
blue). Similar to the superadditive group, this group also shrinks as the contrast of G0 increases.
At low-to-medium G0 contrast (5-10%; Figures 6.5a and b), about one third of the interactions
consist of subadditive facilitation. Such interaction is due to the weak normalization in the second
stage of the model that prevents the interaction from being completely linear. When G0 is at high
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contrast (≥ 25%; Figures 6.5c and d), this group gets smaller and is replaced by winner-take-all
interaction (red): the response to G0 dominates because G1 is either at a contrast that is too low or
it is too far away from G0 to exert an affect at center location. When the contrast of G1 is 100%,
its interaction with a 25% contrast G0 that is 0.5◦ to 1◦ away is suppressive. Despite the weak
normalization in the second stage of the model, G1 located at such distances is strong enough to
contribute heavily to the normalization activity at the center location without increasing the receptive
summation significantly, thus reducing the response. Finally, for all contrasts of G0, about a third
to one half of the slices does not result in any interaction: Either the separation is too large or the
contrast too low to have any effect on the response at the center location.
As can be seen in Figure 6.5 and the examples in the previous sections, the model predicts
that the most interesting nonlinear interactions occur when G1 is at a higher contrast than G0. The
interactions between the elements also depend on their separation. If it is too small, the elements
overlap and merge into one unimodal stimulus. If it is too large, there will be no interaction at all.
The model predicts that a separation of 0.5◦ to 1◦ is the range in which the strongest effect can be
observed experimentally for the particular size of the elements and eccentricity simulated. For larger
elements, this range will expand because the overlap is substantial even with large separations. In
addition, as eccentricity increases, the cortical magnification factor decreases and a larger visual
space is mapped to a particular cortical distance. As a result, the range of separations for observing
the strongest effect will scale up accordingly.
Although these predictions seem straightforward, they provide specific guidelines for de-
signing physiological experiments. Such guidelines are valuable because there is a very large num-
ber of combinations for the element contrasts and separation but only a few of these can be tested
in a single experiment due to various constraints (e.g. the subject cannot take part in an experiment
indefinitely, quality of signal from a recording site drops over time, etc). Having an estimation of the
set of stimuli that is most likely to produce interesting and informative results is therefore important
for designing experiments. In the next section, results of a VSDI experiment using the stimuli based
on these guidelines are presented.
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6.2.4 Results of VSDI experiments
A set of VSDI experiments was carried out using the stimuli based on the guidelines from the model
to study the interactions between two Gabor elements. The model’s predictions were found to be
largely consistent with the VSDI responses, suggesting that population gain control is a general
mechanism for visual processing.
Experimental procedures and data analysis
The experiments were similar to the one described in Section 4.2.1. In each trial, the monkey only
had to maintain his gaze at a fixation point while the stimulus was presented. As in the simulations,
the element G0 was held fixed (at 2.4◦ eccentricity) and only the location of G1 would change. The
orientations and the alignment of the two elements were vertical. Unlike in the previous experi-
ment, the stimulus was presented for 50 ms and then disappeared for 150 ms, for 5 cycles (5 Hz).
Such periodic stimuli provide a better signal-to-noise ratio in the VSDI responses than the briefly
presented stimuli used in Chapter 4. These experiments were run by Bill Bosking.
The VSDI signals were processed by procedures that were similar to those described in
Section 4.2.2. A 1.5 mm wide strip that passed through the centers of the responses for the two
elements was considered. For each trial the VSDI signals were averaged across the width of the strip
to collapse the signals into one dimension. After removing the average signal of the blank condition,
the Fourier amplitudes of the time courses at the stimulus frequency (5 Hz) were extracted for each
location and for each trial. The 5 Hz amplitude provided a much better signal-to-noise ratio than
the peak response and the average response over a 100-ms time window; all the results presented in
this section are therefore based on the 5 Hz component. Accordingly, the PGC model was simulated
using such stimuli and the 5 Hz components of the responses were used to plot all the figures in this
section. The 5 Hz component and the peak response of the model are similar.
Interaction of elements with different contrasts
The model predicts that the most interesting interactions occur when the contrasts of the two ele-
ments are very different. Based on this prediction, in this set of VSDI experiments, G0 was at 10%




Figure 6.6: Spatial VSDI responses for stimuli consisting of a 10% contrast element and a 100% con-
trast element. Each subfigure plots the spatial profiles and the MI and LI indices for a particular separation
(thin curves). The response to the 10% element is centered at location 0. For this and the remaining figures in
this chapter, error bars denote the 95% bootstrap confidence interval of the mean response at each location.
The smooth curves are the predictions of the model from Figure 6.2. At most locations, the responses and the
indices of the model fall within the confidence intervals. The model can therefore account for the interactions
for such combinations of elements.
the interactions change with distance. The responses presented in this section are the average of two
individual experiments.
Figure 6.6 plots the spatial profiles and the MI and LI indices of the VSDI responses for
four different separations (thin curves). The error bar at each location denotes the 95% bootstrap
confidence interval. The smooth curves are the predictions of the model using the same parameters
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as in the previous section. At most locations, the model’s predictions for the responses, MI, and LI,
lie within the 95% confidence intervals of the VSDI responses, suggesting that the PGC model can
account for the interactions.
Beyond -6 mm from the center, the VSDI responses change slowly across space and are
larger than the model’s prediction. The higher VSDI responses at these locations may be due to
noise near the border of the VSDI image because the profiles of the responses to single elements
should be symmetrical, as shown in Figure 4.2 and the prediction of the model (green curves; note
that portions of them are covered by the red curves). On the other hand, these responses could be
due to a spread of activity beyond the cortical point image that the model does not take into account.
More experiments are required to determine whether the responses at these location are noise or
stimulus-driven activity.
As predicted by the model, most of the VSDI responses to the two-element stimuli are
smaller than the linear prediction. There is some weak suppression at the positive locations when the
separation is 0.5◦ to 0.75◦ (Figures 6.6a and b), which is also consistent with the model’s prediction
(Figures 6.2b and c).
Importantly, as predicted by the model, the location of the largest effect of interaction, i.e.
the peak or trough of MI and LI, is usually not at the center of the elements. Instead, it is in the
middle between the two elements. This result illustrates the importance of measuring the responses
over a large region and how insight about the interactions can be gained from computational models.
When the separation is 1.5◦ (Figure 6.6d), the VSDI responses around the center of G0 are
enhanced and the interaction is superadditive. An inspection of the response time courses showed
that the enhancement is not due to an increase in peak amplitude, but due to the larger drop in the
falling edge which increases the modulation depth and hence the 5 Hz component of the response.
Such effect may be due to orientation-specific suppression that is mediated through long-range,
slow intracortical lateral connections or intercortical feedback connections, or both. If further ex-
periments verify that there is indeed a larger drop in the falling edge, the PGC model needs to be
extended to take the orientation-specific signals into account. Chapter 8 discusses how these signals




Figure 6.7: Spatial VSDI responses for stimuli consisting of elements at 25% contrast. In this ex-
periment, the responses at the G1 locations fell outside of the recording chamber and were not recorded.
However, due to symmetry, it can be concluded that there is little interaction between the two elements. The
model’s predictions (smooth curves) resemble the VSDI responses and the indices (error bars) and hence are
consistent with the data.
Interaction of high-contrast elements
When the contrasts of both elements are high, the model predicts that the interactions will be mostly
subadditive and winner-take-all for all locations except those in the middle between the elements
where some facilitation can occur (Figure 6.3). In one VSDI experiment, the interactions between
two 25% contrast elements were studied. Figure 6.7 plots the spatial profiles and the corresponding
MI and LI indices for the four different separations tested in this experiment. Consistent with
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the model’s predictions, the profile of the responses for the two-element stimuli is essentially the
maximum of the responses for the individual elements, with some facilitation in the middle between
the elements. The model also provides a good fit to the MI and LI indices.
There is very little interaction between the elements for such combination of contrasts, as
predicted by the model. Most of the responses are not affected byG1. These stimuli therefore are not
very useful for understanding the interactions. This result illustrates the importance and difficulty
of stimuli selection in experimental design. In fact, this experiment was carried out before the PGC
model was applied to such stimuli. At that time there was no information about which combinations
would provide the most interesting interactions. Models that can predict neural responses accurately,
such as the PGC model, are therefore valuable tools to guide new experiments.
Interaction of low-contrast elements with fixed separation
When both of the elements are at low to medium contrast, the model predicts that the interaction at
the center is mainly facilitatory (MI > 1) when the separation between the elements is about 0.75◦
(Figures 6.5a and 6.5b). Specifically, when both of the elements are at 5% contrast, the interactions
at all the locations are linear (LI = 1), with the most facilitation in the middle between the elements
(Figure 6.4c). When the contrast of both elements increases to 10%, the interaction at the center
becomes subadditive (LI < 1) while remaining facilitatory (Figure 6.5b).
To test these predictions, the VSDI responses to stimuli consisting of elements at the same
contrast separated by 0.75◦ were measured. Figures 6.8a and 6.8b plot the spatial profiles and the
corresponding MI and LI of the VSDI responses for the stimuli at 5% and 10% contrast, respectively.
Consistently with the model, for 5% stimuli, LI is close to 1 across different locations, while MI
increases in the middle between the elements (Figure 6.8a). At the locations around G1 ( -3mm),
the measured MI remains large, which is probably due to the the low signal at these locations: The
amplitude of the response at the center of G1, when it is presented alone, should be the same as that
for G0 at its center, but the measured response for G1 was lower than expected.
When both of the elements are at 10% contrast, the model predicts MI to be larger than 1
and LI to be less than 1, which is consistent with the VSDI responses (Figure 6.8). Note also that
the peak of MI and trough of LI are not at the center of either element.
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(a) (b)
Figure 6.8: Spatial VSDI responses for stimuli consisting of elements at low to medium contrasts with
0.75◦ separation. (a) Both elements are at 5% contrast. The responses are very weak and noisy, yet they are
quite similar to the model’s predictions (thick smooth curves). (b) Both elements are at 10% contrast. The
interaction mainly follows a winner-take-all rule. The model’s prediction is higher than the VSDI responses
in the middle between the elements, but the predicted MI and LI are still within the confidence intervals,
suggesting the model provides a reasonable fit to the data.
In summary, the PGC model can account for most of the interactions observed in the VSDI
responses for a large range of stimulus configurations. This result suggests that the PGC model
provides a good approximation to the processing in the visual cortex for spatial interactions of the
elements.
6.3 Center-surround interactions
In addition to stimuli containing two small elements, interesting interactions may be observed when
a small element is embedded in a large non-uniform background. In this section, the effect of a
large Gabor background on a small Gabor element with the same orientation, phase, and spatial
frequency is explored using the model. Figure 6.9 shows three example stimuli with different back-
ground contrasts and a fixed center element. As can be seen in these examples, the detectability
of the small element depends on the background contrast. Interestingly, psychophysical and phys-
iological studies using similar stimuli have shown that the background does not always decrease
the detectability or response for the small element; facilitation can occur for some combinations of
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(a) (b) (c)
Figure 6.9: Example center-surround stimuli. The center element has a contrast of 40% in all subfigures.
The contrasts of the background Gabor are 0%, 10%, and 60% for (a), (b), and (c), respectively. Even though
the center element is at a fixed contrast, its visibility in these figures is very different, suggesting significant
interactions from the background.
element and background contrasts (Ejima & Takahashi, 1985; Cannon & Fullenkamp, 1993; Levitt
& Lund, 1997). Using the same approach in analyzing the interactions between two elements, the
PGC model is used to predict the responses for all combinations of contrasts.
For the model, the input consists of a small Gaussian element G0(x) that is on top of a
concentric Gaussian background G1(x). Using the same notations in Section 6.2.1, the activity of
the input layer during the stimulus presentation is
Vin(x) = min(G0(x) +G1(x), 1) (6.3)
= min(c0G(0, σ0) + c1G(0, σ1), 1). (6.4)
The width σ0 of the center element G0 was chosen to be the same as in the previous simu-
lations and in the VSDI experiments, which is 0.167◦ in visual space. The width of the background
was six times as large (1◦) to cover a large space. The magnitudes of the center and the background
were varied independently. The PGC model was simulated using the same parameters as in the
previous section.
6.3.1 Predictions of the model on the responses at stimulus center
As in the characterization of the responses for the two-element stimuli, the center-surround inter-
actions at the stimulus center for different contrast combinations can be characterized by plotting
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Figure 6.10: Different regimes of interactions when the contrasts of the elements are varied. There
is a clear systematic change of the interaction as the contrast of the elements increases, demonstrating the
advantage of characterizing the interactions over the entire feature space using the model.
the groupings of the different regimes (Figure 6.10). When the contrasts of both the small element
and the background are low, the response at the center is enhanced, and when the contrasts are high,
there will be suppression. The transition from superadditive facilitation to suppression is system-
atic. Except for very low contrasts, as either one of the contrasts increases, the facilitation weakens,
which eventually leads to suppression when both contrasts are high.
Such systematic decrease in facilitation can be understood by a qualitative analysis of the
model’s responses. First, consider the case where the contrast of the background is fixed. The back-
ground therefore has constant contributions to the receptive field summation and the normalization
activity at location 0. As an approximation, the background can be treated as an element that has the
same size as G0 for this location. This element thus completely overlaps with G0 and they can be
considered as one single element. The weakening of facilitation as the contrast of G0 increases can
then be explained by the sigmoidal shape of the contrast response function (Figure 5.3). The same
argument applies when the contrast of the G0 is fixed while the background contrast increases.
While the prediction of the systematic decrease in facilitation may not seem surprising, it
is very specific and can be tested in physiological experiments. A particularly interesting experi-
ment will be testing the stimuli along the diagonal in Figure 6.10 where the contrasts of the small
element and the background are equal. The model predicts that the LI index will decrease as the
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contrast increases. One advantage of using such stimuli experimentally is that only one feature of
the stimulus, i.e. the common contrast, has to vary instead of two. The number of conditions re-
quired is therefore greatly reduced, demonstrating how the model can provide valuable guidelines
for designing experiments.
6.4 Behavioral predictions
One of the most interesting and important questions about the stimuli studied in this chapter is how
the visibility, or detectability, of an element is affected by a nearby or surrounding element. Psy-
chophysical experiments using similar stimuli have shown that the detection threshold of an element
is indeed affected by the surrounding elements (Ejima & Takahashi, 1985; Cannon & Fullenkamp,
1993; Polat & Sagi, 1993). Assuming that the observer’s detection of the element is based on the
responses in V1, different hypotheses concerning how neural responses are decoded to give rise to
perception can be tested on such stimuli using the responses from the PGC model.
In this section, a simple decoder that compares the responses integrated over a time window
to a fixed threshold is studied. Based on the starting time of the integration window, the predicted
detection threshold can be surprisingly different, illustrating that interesting insight can be gained
through the model.
6.4.1 A simple decoder
One simple way to decode neural responses is to integrate the response over a fixed time window
(after removing some background activity), and then compare the integrated response to a fixed
threshold (Gold & Shadlen, 2001, 2002; Mazurek, Roitman, Ditterich, & Shadlen, 2003). If it is
above the threshold, then the output of the decoder will be positive (“element detected”), and vice
versa. This simple decoder can be used with the VSDI responses because the noise in the signal
is additive and independent of the stimulus (Y. Chen et al., 2008). The underlying stimulus-driven
signals in the responses can therefore be estimated by a simple temporal integration.
For simplicity, only the response at the center of G0, i.e. location 0 in the modeled region,
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is considered in this section. In other words, the output of the decoder is positive if∫ t1
t0
V (0, t)− Vb(0, t) dt ≥ Vth, (6.5)
where t0 and t1 are the start and end time of the integration time window, respectively. V (0, t) is
the response at location 0, Vb(0, t) is the baseline activity at location 0 that has to be removed, and
Vth is the threshold. The result of the integration is called the residue.
For the stimuli used in this chapter, the baseline activity that needs to be removed is the
response due to G1 at location 0 when it is presented alone. This removal assumes the subject has
a memory of the responses to G1 by itself, which is possible in experimental settings where the
observers are usually well trained.
The threshold Vth is assumed to be the integrated response over the same window used in
the decoder for a 3% contrastG0 over a uniform background. Such benchmark contrast is similar to
the detection threshold of the monkeys used in the VSDI experiments for the single input elements.
The output of the decoder has an interesting relationship with the LI index when responses
are integrated at their steady states. In this case, the output of the decoder is positive when




where the subscript s denotes steady state responses. Note that Vb(0) is the response when both
elements are present and Vbs(0) is the response whenG1 is presented alone. IfG0 is at 3% contrast,
Vths(0) is also the response for G0 alone and the above inequality becomes LI ≥ 1. As a result, a
3% contrast G0 is detectable by the decoder for a given G1 if the LI for that combination is larger
than or equal to 1. Consequently, if LI is strictly larger than 1, the detection threshold will be lower
than 3% because the contrast of G0 can be reduced such that Vs(0)/(Vths(0) + Vbs(0)) = 1.
As it turns out, the output of such a simple decoder can be very different when a different




Two different 100 ms time windows were used in the decoder. The first one starts 50 ms after
stimulus onset, and the second one starts at 150 ms. To study how the detection threshold is affected
by another element, for each separation, the residue was computed for different combinations of G0
and G1 contrasts. Figures 6.11a-d plot, for four example separations, the residues as a function of
G0 contrast for different G1 contrast (0% means G1 is absent). The dashed line plots the threshold
that corresponds to the detection of G0 at 3% contrast on a uniform background. The output of the
decoder will therefore be positive when the curve is above the dashed line. The detection threshold
for a particular G1 contrast at a particular separation can therefore be read off from the G0 contrast
at the crossover point between the corresponding curve and the dashed line.
When the two elements completely overlap (0◦ separation, Figure 6.11a), the detection
threshold is reduced significantly as the contrast of G1 increases from 0% to 5%. The threshold
is less than 0.5% even when G1 is at 10%, which is a large effect and has not been observed ex-
perimentally. The reduction of threshold is partially due to the expansive contrast response function
at low contrasts. As the contrasts of the G1 increases, the slope of the contrast response func-
tion decreases. A higher G0 contrast is therefore required to increase the residue to overcome the
threshold. As a result, the predicted detection threshold increases. When G1 is at 50% contrast, the
responses saturate and the overlapping G0 becomes undetectable. As the separation between the
elements increases, the interactions and hence their effects on detection threshold decrease rapidly
(Figures 6.11b-d). The prediction of this decoder over a large range of G1 contrast and separation
combinations is plotted in Figure 6.11e.
When the second integration window (150-250 ms after stimulus onset) is used, the behavior
of decoder changes (Figure 6.12). When the two elements overlap and the contrast of G1 is below
5%, the reduction in threshold is less than that of the first decoder (Figure 6.12a). The most dramatic
change is for higher G1 contrast. At 10%, the detection threshold for G0 becomes 3%, whereas it is
0.5% in the first decoder. There is also a larger increase in detection threshold for high G1 contrast
and at wider separation.
Such a change in behavior can be understood through the time courses of the responses.





Figure 6.11: Detection threshold under different stimulus configurations using an integration window
of 50-150 ms after stimulus onset. (a)-(d): The residue as a function of G0 contrast for four example
separations. Each curve plots the residue when G1 is at the labelled contrast. The dashed line shows the
threshold, which is the residue of a 3% contrast G0 on a uniform background, i.e. value of the blue curve
at 3% contrast in the figures. The G0 contrast at which a curve crosses over the dashed line is the detection
threshold for that stimulus configuration. The largest change in threshold occurs when the separation is small.
(e) Detection thresholds for different combinations of G1 contrast and separation. If the threshold is below
the 3% benchmark, the threshold is reduced through the interaction with G1, and vice versa. Note that the
threshold is actually much larger than 6% when G1 has a contrast above 50% at a separation that is less than





Figure 6.12: Detection threshold using an integration window of 150-250 ms after stimulus onset. The
reduction in threshold is less than that with an earlier window. There is also a large increase in threshold





Figure 6.13: Time course and spatial profiles at different time points for an example configuration of
stimuli. (a) Time courses of the center responses to the stimuli containing both overlapping elements (blue),
G1 only (green), and the difference between them (residue; red). The contrasts of G0 and G1 are 1.5% and
10%, respectively. The response to the benchmark (3% contrast G0; black) is also plotted. The stimulus
was presented from 0 to 220 ms (vertical dashed line) and disappeared after that, and the responses started to
drop at about 250 ms. (b)-(d) Spatial profiles of the responses and the residue at 3 different time points. The
relationship between the residues and the benchmark changes over time, which explains why the thresholds
are usually higher when the integration window starts late.
G1 at 10% contrast, (2) the response to G1 alone, (3) their difference (residue), and (4) the response
to the 3% contrast G0 that serves as the threshold. Due to the difference in the rising edge slopes at
different contrasts (Figure 5.3), the residue increases rapidly after response onset and is larger than
the response to the 3% contrast G0 until about 150 ms. As a result, if the integration window is
within this time span, the output of the decoder will be positive and the 1.5% contrast G0 will be
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“detected”. After that time, the residue becomes smaller than the response to the 3% contrast G0
and remains so when the response drops after stimulus offset. As a result, if the integration window
is after 150 ms, the 1.5% contrast G0 will be “invisible”. The detection threshold therefore changes
from below 1.5% to above that when a later window is used.
Figures 6.13b-d plot the spatial profiles of the responses to these stimuli and the residue
at different time points after stimulus onset. Early on during stimulus presentation, the residue is
larger than the response to the 3% contrast G0 at all locations (Figure 6.13b). As time progresses,
this response rises and is similar to the residue at the center location, which finally becomes larger
than the residue, as described before (Figures 6.13c and d). On the other hand, at the periphery, the
residue can be larger than the response to the 3% contrast G0 at all these time points, suggesting
that the responses at these locations may contain useful information for detection.
6.4.3 Center-surround stimuli
The two decoders were applied to the center-surround stimuli using the predicted responses of the
PGC model. As can be seen in Figures 6.14 and 6.15, the difference between the two decoders is
similar to that for the two-element stimuli, but more dramatic. With the first decoder, the detection
threshold is reduced, i.e. below 3%, up to a G1 contrast of about 12% (Figure 6.14b). The reduction
in threshold for the second decoder is smaller and only occurs when the contrast ofG1 is below 5%.
Beyond that, the threshold increases very rapidly (Figure 6.15b).
6.4.4 Proposed psychophysical experiments with VSDI
Because the predicted detection threshold is more sensitive to the integration window for the center-
surround stimuli, they should be used instead of the two-element stimuli in psychophysical exper-
iments to study how the interactions affect perception and how population responses in V1 should
be read out by higher level areas. A simple reaction-time visual detection task with simultaneous
VSDI recording that is similar to the experiment described in Y. Chen et al. (2006, 2008) can be
used for such a study. In each trial, after the monkey establishes fixation, the stimulus appears
briefly, e.g. 300 ms, at a fixed location. In the center-present trials, the monkey has to shift gaze to
the center element of the stimulus within a short time period, e.g. 600 ms, after stimulus onset to get
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(a) (b)
Figure 6.14: Detection threshold using an integration window of 50-150 ms after stimulus onset for the
center-surround stimulus. (a) The residue as a function of G0 contrast for different background contrasts.
(b) Detection threshold as a function background contrast. The dashed line plots the benchmark threshold of
3% contrast. There is a reduction in threshold even with medium background contrast.
(a) (b)
Figure 6.15: Detection threshold using an integration window of 150-250 ms after stimulus onset for
the center-surround stimulus. (a) The residue as a function of G0 contrast for different background con-
trasts. (b) The detection threshold increases dramatically when the background contrast is higher than 5%,
which is different from the prediction using an earlier integration window, suggesting that the timing of the
window affects the threshold significantly for center-surround stimuli.
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the reward. For center-absent trials, the monkey has to remain fixated for an additional time period,
e.g. 1 s, after stimulus offset to obtain the reward. In a block of experiment, the surround element is
at the fixed contrast, while several, e.g. 5, different contrast levels that span the monkey’s detection
threshold are tested for the center element. The numbers of center-present and center-absent trials
in each block are the same and the different conditions are interleaved pseudorandomly. The VSDI
responses are recorded while the monkey is performing the task. Using these measured responses,
an optimal Bayesian decoder for the task can be found to show how the responses should be read
out to achieve best performance, which could provide insight on how the responses are used in
the monkey’s visual system by comparing the performance between the monkey and the decoder
(Y. Chen et al., 2006, 2008).
6.4.5 Summary
Using a simple decoder that integrates the response and compares it with a predefined fixed level, an
interesting relationship between the detection threshold and the integration time window was found
for the two-element and center-surround stimuli. An early integration window results in a larger
reduction in detection threshold, which is desirable in most cases. If the integration starts later, the
threshold is reduced less. Based on this prediction, psychological and physiological experiments
can be designed to shed light on how the neural responses in the primary visual cortex are used
in the downstream areas. This result also demonstrates how new insight about perception can be
gained from the PGC model.
6.5 Conclusion
While a single Gabor element on a uniform background is a widely used stimulus for characterizing
the responses in the visual cortex, it is very different from natural scenes that contain more variation
in local contrast. As the first step towards understanding visual processing in a natural setting, the
PGC model was applied to two classes of stimuli that are more complicated.
The first class of stimuli contained two Gabor elements at various contrasts and separations.
The model predicted that the interactions are mainly subadditive. At the center of an element, the
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interaction was predicted to vary the most when it is at low contrast. These predictions were used
to design the set of stimuli in the VSDI experiments. Without the model’s prediction, it would be
difficult to estimate which feature combinations will produce the most interesting behavior. The
model is therefore a useful tool for designing experiments.
The measured spatial VSDI responses turn out to be similar to the responses of the model
over a large range of stimuli. Specifically, the model predicted that the largest effect of interactions
usually occur at locations between the two elements, which is consistent with most of the data. This
result illustrates the importance of modeling the whole spatial region instead of just a single point on
the cortex. The PGC model can therefore account for most of the interactions observed in the VSDI
responses for a large range of stimulus configurations, suggesting that the PGC model provides a
good approximation to the processing in the visual cortex for spatial interactions of the elements.
The second class of stimuli consisted of a small Gabor element on top of a large Gabor
background. The model predicted a systematic change in the linearity of the interactions as the
contrasts of the two Gabors were varied. A specific physiological experiment was proposed to
verify the prediction. This result demonstrates one key advantage of computational models: It can
sample many different features of the stimulus to discover systematic changes.
The responses of the PGC model for these two classes of stimuli were also used to predict
the interactions’ effects on perception. Detection threshold of an observer for a particular stimulus
configuration is predicted to be highly dependent on the timing of a simple decoder. This result
demonstrates that the PGC model can also be used to gain insight on how the high-level areas may
use the information available in the V1 responses.
This chapter studied the spatial interactions of stationary stimuli and showed that the model’s
predictions are consistent with the VSDI responses. In the next chapter, non-stationary stimuli will





Even though the PGC model was motivated by the responses to a single Gabor stimulus, it can
account for the responses to more general stimuli that consist of two stationary elements with various
combinations of contrasts and separation, as was shown in Chapter 6. To test the generality of the
model even further, non-stationary visual stimuli with moving contrast envelopes are used in this
chapter. The predictions of the model were again found to be consistent with VSDI responses,
suggesting that PGC is a general, accurate, yet simple model for population responses in the visual
cortex.
7.1 Motivation
In the previous chapter, the PGC model was shown to account for the spatial interaction between
two Gabor elements with a wide range of combinations of contrasts and separation. These two-
element stimuli were stationary, however. A more challenging test for the generality of the model
is to use non-stationary stimuli, i.e. stimuli that move around, and verify the predictions with the
population responses in V1. This chapter reports such a verification using movies that contain a
rotating wedge.
In the remaining of the chapter, the stimuli used will first be described, followed by the
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predictions of the model and the results of the VSDI experiment using such stimuli.
7.2 Spatiotemporal stimuli
The non-stationary stimuli studied in this chapter consist of a full-contrast wedge that is 5 angular
degrees wide and rotates about the fixation point like a clock hand (Figure 7.1). Such stimuli
were used in a previous study to obtain a precise retinotopic map of V1 with VSDI (Yang et al.,
2007). Possible extensions of the model to account for the processing of spatiotemporal stimuli
that contain motion within a stationary contrast envelope, e.g. drifting gratings, will be discussed in
Section 8.2.1.
In the full counterclockwise stimulus (CCW movie; Figure 7.1), the wedge first appeared
at 45 angular degrees off the vertical meridian (225◦). At each 20 ms, the wedge rotated 5 degrees
counterclockwise, until it reached 15 degrees on the other side of the visual field (285◦). After
that, the wedge returned to its starting position and the whole sequence repeated. A single sweep
of the wedge therefore spanned 60 angular degrees and took 240 ms to complete. Although it
is an artificial stimulus, it represents a common situation in which a moving object appears from
behind an occluder and then disappears behind another occluder, e.g. a bird flying across a window.
Figure 7.1 shows the stimulus at different times within a cycle.
In addition to the full movie, there was a cut movie where the wedge was only presented
between 240◦ and 270◦ (CCW cut movie; Figure 7.1). The wedge therefore stopped at the vertical
meridian and did not appear in the right visual field. The presentation time of each wedge with
respect to stimulus onset was the same as in the full movie. In other words, the wedge only ap-
peared during the middle 120 ms of the cycle, and the rest of the frames only contained the uniform
background (Figure 7.1). The response for the first wedge in the cut movie (240◦) can therefore be
compared with the response at the same location when the full movie is underway to study the spa-
tiotemporal interactions from previous wedges. If these responses are not the same, it implies that
the perceived motion at the beginning and in the middle of the wedge’s rotation may be different.
Similarly, the response dynamics at the vertical meridian for the two movies can be compared to
investigate whether the wedges in one hemifield (after the wedge in the full movie passes 270◦) will
affect the responses in the other hemifield.
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Figure 7.1: Counterclockwise spatiotemporal stimuli in the VSDI experiment. Each row in the figure
shows snapshots of the stimulus at five example time points. The counterclockwise (CCW) movie always
contained a wedge at some location. All the other stimuli were derived from the CCW movie by replacing
some of the frames with a blank background. Each wedge was itself a stationary 100%-contrast grating,
with decreasing spatial frequency toward the more peripheral location. The white dot in each snapshot is the
fixation point.
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Figure 7.2: Clockwise spatiotemporal stimuli in the VSDI experiment. The clockwise stimuli are simply
the counterclockwise stimuli in Figure 7.1 running backwards. For the full CW movie, the wedge started at
285◦ and rotated toward 225◦. In the cut movie, the wedges outside 240◦ to 270◦ were replaced by uniform
background, as in the corresponding counterclockwise stimuli.
There were also three extra conditions in which only one wedge in the movie was presented.
Again, the timing of the wedge presentation was exactly the same as in the full movie; the wedge
was presented for 20 ms and the rest of the frames were blank in each cycle. Three wedge locations,
240◦, 255◦, and 270◦, were used in the VSDI experiments (Figure 7.1). Note that these wedges
were presented at different times within the cycle. The responses for these single-wedge stimuli
at their respective locations served as a baseline against which the responses for the movies were
compared.
A set of clockwise (CW) stimuli that rotated from 285◦ to 225◦ were also used in a VSDI
experiment (Figure 7.2). This set only contained the full movie and the cut movie and not the single-
wedge stimuli. The response at the location where the cut movie ends can be compared with that
for the full movie to study the effects of interactions from new, continuing wedges.
7.3 Results of the model
In this section, the representations of the stimuli in the input layer of the model will be described.
The model’s behavior with these stimuli will then be analyzed, followed by simulation results.
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(a) (b)
Figure 7.3: Retinotopic mapping of the stimulus. (a) A fan-shape outline that delineates the movie stimu-
lus in the left visual field. (b) Image of the cortical vasculature taken through the imaging camera in a VSDI
experiment. The four colored dashed lines show the approximate cortical representation of the corresponding
lines in (a). Magenta line indicates the V1/V2 border. White rectangle is the 4 mm × 7.5 mm region plotted
in Figure 7.7. Figures adapted from Yang et al. (2007).
7.3.1 Input to the model
The stimuli described above have two interesting properties that simplify their representation in
the model. First, because of the nonlinear retinotopic mapping in the macaque, the wedges are
mapped to approximately parallel bands on V1. Figure 7.3 shows how the borders of the full movie
stimulus in the left visual field are mapped to V1 in the right (contralateral) hemisphere. The border
at 225◦ is mapped to a line that is posterior to V1 and is horizontal in the figure. As the wedge
rotates counterclockwise, its mapping on the brain shifts in the anterior direction; the 270◦ wedge
is mapped along the V1/V2 border that represents the vertical meridian.
Although the width of the wedge increases with eccentricity, the thickness of the band is
roughly uniform because of the corresponding decrease in cortical magnification factor. In addition,
for the wedges at different angular locations, the widths of the bands should be similar because
the cortical magnification factor at a particular eccentricity is approximately constant across dif-
ferent angles. As will be shown in Figure 7.7, these assumptions are valid. As a result, only the
posterior-anterior direction needs to be considered and a wedge in the stimulus can be conveniently
represented in the model as a pulse of appropriate width in the one-dimensional input layer, which
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represents the stimulus in cortical coordinates after retinotopic mapping (Section 5.1.1).
Based on the VSDI responses of such stimuli (which will be presented in Section 7.4.2), the
width of the pulse is 0.7 mm in the input layer. As the wedge rotates counterclockwise, the pulse
shifts in 0.7 mm steps toward location 0, which corresponds to the V1/V2 border. The clockwise
stimuli will move in the opposite direction. Rotation of the wedge in the visual space is therefore
mapped to translation in the input layer.
The second property of such stimuli is that after the wedge crosses the vertical meridian
(270◦), the neural response will “move over” to the other hemisphere. In other words, there is a
boundary for the response at 270◦. In the model, the vertical meridian therefore corresponds to one
end of the modeled region and the wedges in the ipsilateral side are not represented.
7.3.2 Qualitative analysis
To understand the spatiotemporal dynamics of the responses in the model, first consider a fixed unit
in the middle of the first stage. Suppose the pulse in the input layer starts at a certain distance from
the unit and moves toward it. Before the pulse lands on the unit’s location, it will first fall partially
in the unit’s receptive field. The response of this unit therefore starts to rise. Because the pulse may
take several 20-ms steps to move from the periphery to the center of the receptive field, response
can build up significantly before the pulse reaches the unit. On the other hand, responses for the
single-pulse stimulus presented at the unit’s location can only start after the pulse appears. The
response of the unit therefore rises earlier in the movie than in the single-pulse stimulus, resulting
in a shorter response latency.
The distance between the location of the unit and the first pulse determines how much faster
response will rise. If the pulse starts at the unit’s location, the response will not be faster than that
when it is presented alone. On the other hand, if the unit is far from the pulse, the response can
already be quite large by the time the pulse reaches the unit. The further the unit from the first
pulse, the faster its response. As a result, from the position where the pulse starts moving, the
relative latency decreases at the locations along the trajectory of the pulse.
The upper bound of the latency decrease is determined by the size of the receptive field.
Since the pulse moves at a constant speed, the receptive field size limits the time for the pulse to
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travel from the periphery to its center. Hence, after a certain time into the movie, the relative latency
will be constant for the rest of the locations through which the pulse passes.
After the pulse reaches the center of a unit, it continues its motion and moves away. The
receptive field summation at the unit therefore decreases gradually, which prolongs the response.
The above analysis applies similarly to the second stage of the model. In summary, the
model predicts that the response for a movie at a particular location will have a shorter latency than
that for the stationary wedge. The relative latency between these two conditions is predicted to
increase at the locations along the wedge’s motion and is limited by the receptive field sizes.
7.3.3 Simulation results
The above analysis was verified with simulation; the results will be described in this section. To
characterize the spatiotemporal responses, the latency difference between the response for the mov-
ing wedge and the single-wedge stimuli will be determined for different locations, allowing quanti-
tative comparison with the VSDI responses.
Model simulation
A 7.5 mm long strip of V1 that corresponds to the collapsed white rectangle in Figure 7.3b was
simulated. The strip started at the V1/V2 border at location 0 and ran perpendicular to the border
in the posterior direction. The stimulus duration was 960 ms (four cycles). The parameters of the
simulation were: σR,1 = 0.63 mm, σN,1 = 0.9 mm, C1 = 3.19, C2 = 2.3, k1 = 1089, and k2 = 2.
The widths of the receptive field and normalization pool were smaller than those in the simulation
of spatial interaction described in Section 6.2.3 while the rest of the parameters were the same. The
smaller widths were due to the narrower spatial spread of the VSDI responses for this stimulus,
which will be discussed in Section 7.4.2.
Spatiotemporal responses
Figure 7.4 shows the first 800 ms of the model’s spatiotemporal responses for the counterclockwise
stimuli shown in Figure 7.1. The format of the plots is the same as Figure 4.4. Only the top 4.5
mm of the modeled region is shown in the figure to compare with the VSDI responses shown later
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Figure 7.4: Spatiotemporal responses of the model for the counterclockwise stimuli. Each subfigure
plots the responses for the first 4.5 mm of the modeled region. The corresponding visual angles of three key
locations are shown to the left of the y-axis. The responses in all the plots are normalized by the same factor.
The responses at around 4.2 mm (240◦) start to rise earlier than those for the cut movie and the 240◦ pulse
alone because the pulses presented earlier fall into the receptive fields at these locations. As time progresses,
the responses for the two movies become more and more similar. Both of the responses begin to rise earlier
than the single pulses presented at 255◦ and 270◦. The latencies of the responses for the movies and the
single pulse at the same location are therefore different.
101
in Figures 7.8 and 7.9. As the pulse in the CCW movie moves from 225◦ toward 285◦, it elicits
responses that shift up with it. After it passes through 270◦ (0 mm), the pulse is in the other side of
the visual field. The resulting responses will be in the other hemisphere of V1, which is not included
in the model.
For the CCW cut movie, in each cycle, the first pulse appears at 3.5 to 4.2 mm and there is
no response at these locations before that time. On the other hand, the responses at these locations
for the full stimulus have already started to rise because of the previous pulses that appear in earlier
locations, as analyzed in Section 7.3.2. This difference can be easily seen from the responses for
these two stimuli at 800 ms. The responses for both stimuli at locations around 0 are roughly similar
because of the limited receptive field size. Pulses that appear outside of the receptive field do not
contribute to the response, therefore to the units near location 0, the two movies and hence their
responses are the same. In addition, note that for these units, the normalization pools are truncated
beyond location 0, the boundary of the model region. The lower normalization activity at these
locations results in larger peak responses than the other locations.
Each of the bottom three panels in Figure 7.4 shows the spatiotemporal responses to a dif-
ferent single-pulse stimulus. The responses at around 4.2 mm for the stimulus containing a wedge
at 240◦ alone begin to rise at the same time as with the cut movie, and later with the full movie. For
the 255◦ and 270◦ stimuli, the the responses at their peak locations are delayed compared to those
for the movie stimuli. The relative latency of the responses therefore decreases more as the pulse
travels, as discussed in the previous section. Note also that the amplitude of the response at the peak
location is only about 20% smaller than the peak amplitude in the movie.
Figure 7.5 shows the spatiotemporal responses for the two clockwise movies. The stimuli
and hence the responses are the same during the initial part of the cycle. The wedge in the cut movie
disappears after reaching 240◦ and the responses drop together at all locations, as in the case for a
briefly presented stimulus discussed in Chapter 5. In the full movie, the pulse continues to move
beyond 240◦. Because of the spatial spread of the responses, the falling edges are prolonged, as in
the previous locations. The model therefore predicts that the relative latencies of the two movies to
be the same at most locations.
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Figure 7.5: Spatiotemporal responses of the model for the clockwise stimuli. The responses for the two
movies are initially the same because the stimuli are the same. The cut movie stops at 240◦ and the responses
drop together at all locations. In the full movie, the pulse continues to move beyond 240◦, thus extending the
falling edges at those locations. The responses are therefore different at these locations.
Relative latencies
To compare the time courses of the responses for the movies quantitatively to those for the single-
pulse stimuli, the fast Fourier transform was applied to the response at each location for each stimu-
lus to obtain the phase of the response at the stimulus frequency (4.17 Hz). Then, for each location,
the phase of the response for the single-pulse stimulus that appears at that location was subtracted
from that of the movie stimuli. Finally, this difference in phase angles was converted into time from
the length of the stimulus cycle to produce the relative latency. A relative latency of 0 ms at a par-
ticular location means that the responses for the movie and the corresponding single-pulse stimulus
are in phase. A negative relative latency means that the response rises earlier for the movie than for
the single pulse. The main reason of employing such a measure of response latency instead of the
one used in Section 4.3.2 (i.e. time to rise above 10% of the peak response of the sigmoidal fit) is
to compare the model’s predictions with the VSDI responses. Unlike the experiment in Chapter 4,
the number of trials for these stimuli was small (∼10) and the Fourier components of the VSDI
responses provided a much larger signal-to-noise ratio than the raw time courses.
Figure 7.6a shows the relative latencies at different locations for the counterclockwise movies.
At 4.2 mm (240◦), the latency is already decreased by about 12 ms for the full movie because of the
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(a) (b)
Figure 7.6: Relative latencies of the responses. (a) Relative latencies for the counterclockwise stimuli. As
shown in Figure 7.4, the latencies for the full movie and the cut movie are different initially at around 4.2 mm.
For the cut movie, the relative latency is zero because it is the first location that the pulse appears. The relative
latencies for both stimuli fall as the pulse moves toward 0 mm and they finally converge as the corresponding
responses become the same. (b) Relative latencies for the clockwise stimuli. Initially, the relative latencies
for the full movie and the cut movie are the same. They start to diverge as the relative latency for the full
movie stabilizes, whereas for the cut movie, it decreases as there are fewer pulses moving away to delay the
relative latency.
earlier pulses. The relative latency is about 0 ms for the cut movie because this is the location where
the first wedge appears in the stimulus. As the pulse moves closer to location 0 (270◦), the relative
latencies of both stimuli decrease because there are more pulses in earlier locations to increase the
response sooner. Finally, the relative latencies for the two stimuli converge because receptive fields
have limited size as discussed in Section 7.3.2.
Figure 7.6b shows the relative latencies for the clockwise movies. At the beginning (270◦),
the relative latencies for both stimuli are 0 ms because no pulse has yet been presented in the cycle.
As in the counterclockwise stimuli, the relative latency decreases at locations along the motion of
the pulse. The two relative latencies are the same up to about 2 mm (255◦) because the first parts
of the movies are the same in the modeled hemisphere (Figure 7.2). The relative latency for the full
stimulus stabilizes during the later part of the movie because of the limited receptive field size; a
steady relationship between the responses to the full movie and the single pulse stimuli has been
reached. For the cut movie, there is a further drop in relative latency at locations near the end
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because the responses at these locations are shorter than those for the full movie (Figure 7.5). The
peaks of the response hence occur earlier, resulting in larger decrease in latency because the phase
of the Fourier component is closely related to the time-to-peak of the response.
In summary, the model predicts that after the movie has started, the latency of the response
is decreased relative to that for a single wedge presented at the same location. Such decrease is due
to the previous wedges in the movie because the responses to the first wedge are not accelerated
(Figure 7.6a). On the other hand, the wedges that appear later in the movie counteract with such de-
crease. When the movie stops, such counteraction disappears, resulting in a larger latency decrease
(Figure 7.6b). These predictions will be compared with the VSDI responses next.
7.4 VSDI experiment
In this section, the details of the VSDI experiment will be described, followed by the same analyses
of the population responses that were applied to the model’s responses.
7.4.1 Experimental procedures and data analysis
The stimuli shown in Figures 7.1 and 7.2 were presented to a fixating monkey as a part of an
experiment to obtain a precise retinotopic map of V1 with VSDI (Yang et al., 2007). This animal is
different from those in the experiments described in the previous chapters. In each trial, seven cycles
of the same stimulus were presented, for a total of 1680 ms. The length of the wedge spanned from
1.32◦ to 4.2◦ visual angle, i.e. 2.88◦ long. In the experiment reported in this section, there were 11
trials for each condition.
The VSDI signals were processed by the procedures that were similar to those described
in Section 4.2.2. The region of interest (ROI) where the VSDI signals were analyzed is shown
in Figure 7.3b. As was discussed in Section 7.3.1, the response to a wedge in V1 is a band of
roughly uniform width along the lateral-medial direction, which is horizontal in this region. The
VSDI signals were subsequently averaged across the width of the region to obtain a one-dimensional
response.
The top of the ROI was located roughly at the V1/V2 border (vertical meridian), which can
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be estimated from the VSDI responses of the movie stimulus. Due to the symmetric but opposite
mappings of polar angles in V1 and V2, as the wedge rotates toward the vertical meridian, the
responses in these two areas move toward each other. When the wedge is at 270◦, i.e. vertical, these
two responses converge. The line of convergence thus corresponds to the V1/V2 border.
To derive the relative latencies of different stimuli, for each location and for each trial, the
Fourier phases of the time courses at the stimulus frequency (4.17 Hz) were extracted after removing
the average signal of the blank condition.
7.4.2 Results
In this section, the peak spatial responses for stimuli consisting of a single wedge will be presented
first to show the mapping of the wedges on V1. After that, the spatiotemporal responses and their
relative latencies will be presented. The properties of the VSDI responses are consistent with the
model’s predictions, suggesting that population gain control is a general mechanism for visual pro-
cessing.
Peak spatial responses for single wedges
Figure 7.7 plots the normalized peak spatial responses in the region of interest (white rectangle in
Figure 7.3) for the stimuli that contained only a single wedge at the labeled location. As can be seen
in the plots, the responses form horizontal bands of roughly uniform width. The average width (σ)
of the Gaussian fits for the spatial responses for all vertical slices is 1.05 mm, which is narrower
than those observed in the experiments discussed in previous chapters (2.1 mm). Such difference
may be due to the variations in individual animals and is unlikely to be due to the widths of the
stimuli because they are all very small.
Each time the wedge was rotated by 30◦, the corresponding responses shifted by about 2.1
mm. The mapping of polar angle to the cortex is hence approximately linear. A distance of 5 angular
degrees therefore maps to 0.7 mm, which was used as the width of the pulse in the input layer of the
model.
Because the VSDI responses are similar in the horizontal direction, they were averaged and
collapsed into one-dimension responses that ran vertically from the V1/V2 border in the posterior
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Figure 7.7: Normalized peak spatial responses for the three single-wedge stimuli. The region shown
corresponds to the white rectangle in Figure 7.3b. The responses form approximately horizontal bands of
similar widths, hence only the responses along the vertical direction need to be considered in the analysis.
All the responses are normalized by the same factor.
direction, which is the region that the input layer of the model represents.
Spatiotemporal responses
The average spatiotemporal responses of the collapsed region for different counterclockwise stimuli
are plotted in Figure 7.8. Only the responses in the top 4.2 mm of the ROI were plotted because the
responses in the bottom part are noisy. The first 800 ms after stimulus onset are shown, and all the
responses were normalized by the same scale. As predicted by the model, the responses at around
4.2 mm from the V1/V2 border started to rise earlier in the full movie than in the cut version. In
addition, the responses for the single wedge presented at 240◦ at these locations were similar to
those for the cut movie, which is also consistent with the model.
The responses moved up as the wedge rotated. At locations around 0, the responses for
both movies were similar; they rose, peaked, and fell at about the same time. On the other hand,
the responses at these locations for the single wedge at 270◦ started to rise at a much later time,
as predicted by the model. The amplitude of the peak response for the single wedge is about 15%
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Figure 7.8: Spatiotemporal VSDI responses for the counterclockwise stimuli. The responses are nor-
malized by the same scale as in Figure 7.7. The responses for the full movie start to rise earlier than those of
the cut movie and the 240◦ wedge at around 4.2 mm. At around 0 mm, the responses for the two movies are
similar and rise earlier than the 270◦ wedge. The model’s predictions (Figure 7.4) are therefore consistent
with the VSDI responses.
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Figure 7.9: Spatiotemporal VSDI responses for the clockwise stimuli. There is a large baseline noise for
the cut movie between 200 to 700 ms, saturating the color scale. The noise has mostly low frequency, and a
higher signal-to-noise ratio can be obtained by considering the Fourier amplitude at the stimulus frequency
to compute the relative latencies as in Figure 7.10.
smaller than that for the movie stimuli, which is also similar to the model’s prediction.
Figure 7.9 shows the average spatiotemporal responses for the clockwise movies. In the cut
movie, there was a large baseline component that increased the response at all locations substan-
tially. The normalized responses did not fall back to zero between cycles and they were larger than
one most of the time in many locations. Nevertheless, the rising edges of both responses appear to
be similar in the first cycle, which is consistent with the model’s prediction.
The spatiotemporal responses for these stimuli thus seem to agree with the model’s predic-
tions qualitatively.
Relative latencies
The variations in the responses in different cycles and the large baseline activity in the responses
for the clockwise cut movie are mainly due to noise at low frequencies, such as the artifact from
heartbeat. The noise, as estimated from the power spectrum of the blank trials, has relatively low
energy at the stimulus frequency. A higher signal-to-noise ratio can therefore be obtained from the
Fourier component at the stimulus frequency than from the raw time course of the response. The
latencies of the responses were hence estimated using the phase of that Fourier component.
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(a) (b)
Figure 7.10: Relative latencies of the VSDI responses and the model’s predictions. Error bars are 95%
bootstrap confidence interval. The solid lines are the predictions of the model from Figure 7.6. The dashed
lines are linear predictions based on the VSDI responses to a single wedge. The model’s predictions are
consistent with the data, suggesting it is a general model of visual processing.
The relative latencies for different movie stimuli of the VSDI responses were computed us-
ing the same method used for the model’s responses. There were only three single-wedge locations
tested in the experiments. The latencies of these responses were interpolated to estimate the laten-
cies at the locations in between them. In addition, since the timing for the single-wedge stimuli
matched only the counterclockwise movies, the latencies of these stimuli for the clockwise timing
were estimated from those at the mirror locations of their counterclockwise counterparts.
Figures 7.10a and b plot the relative latencies at different locations for the counterclockwise
and clockwise movies, respectively. The error bars are the 95% bootstrap confidence intervals and
the solid lines are the predictions of the model in Figure 7.6. These lines lie within the confidence
intervals for all stimuli at all locations, suggesting that the model provides an accurate description
of the spatiotemporal dynamics of VSDI responses for the movie stimuli.
To investigate whether the decrease in latency can be explained solely by linear receptive
fields, a model that uses the average VSDI responses to a single 255◦ wedge as the “spatiotemporal
impulse response” to a single wedge was simulated. For each wedge in the movie, the impulse
response was added to the model at the corresponding time and space to produce the response.
The relative latencies of this model are plotted in dashed lines in Figure 7.10, which have a similar
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behavior to the data, suggesting that the decrease in response latency in the movies could be ac-
counted for to a large extent by linear receptive fields. However, the responses in the linear model
for a movie can be three times larger than that for a single wedge because of the spatial spread
of the responses. The difference observed between the amplitudes of these two responses is only
15%, which is inconsistent with the linear model. On the other hand, because of gain control, the
responses for the movies in the PGC model are only 20% larger than those for a single wedge. This
result demonstrates the important role of normalization: It keeps the response within the dynamic
range.
Normalization also contributes to the decrease in latency in the second stage of the model.
Because the response time courses are continuous in the first stage, the spatial normalization pool
of the second stage will include the first-stage responses elicited by previous pulses. At a particular
location, the normalization activity will build up over time as the pulse moves toward it. As a result,
the time constant of the rising edge of the response will be smaller than that for the single pulse,
leading to a shorter latency. In the first stage, the normalization pool does not include activity from
previous pulses because the input activity simply turns on and off instantly as the pulse moves along
the input layer.
7.5 Discussion
The PGC model can account for the spatiotemporal dynamics of V1 population responses simulta-
neously for different stimuli
7.5.1 Model parameters
The shorter response latency in moving stimuli reported in this chapter has also been observed in the
retinal ganglion cells of the salamander and rabbit using similar stimuli (Berry, Brivanlou, Jordan,
& Meister, 1999). This result suggests that some of the latency decrease observed in V1 may come
from subcortical areas. Coincidentally, a single-site contrast gain control model similar to PGC was
used to account for such latency decrease in the retina (Berry et al., 1999), echoing the idea that
gain control occurs in multiple stages in the visual pathway, as discussed in Chapter 5. To model
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the responses in V1, it is therefore inaccurate to assume that subcortical areas are linear, as they are
in many models.
Interestingly, the decrease in response latency for a moving stimulus is consistent with a
visual illusion called the flash-lag effect in which a flash and a moving object that appear in the
same location are perceived to be displaced from one another (Mackay, 1958; Nijhawan, 1994;
Whitney & Murakami, 1998; Eagleman & Sejnowski, 2000). If response latency alone is used to
determine the timing and position of the stimulus, the flash-lag effect will be smaller if the moving
object travels for a shorter distance before the flash object is presented because the relative latency
is smaller. On the other hand, the same argument implies that the initial motion of the moving
wedge will be perceived as slower because the limit of decrease in latency has not yet been reached.
This implication seems unlikely and more experimental and computational studies are required to
understand how motion and position are perceived.
7.6 Conclusion
In this chapter, the PGC model was applied to moving stimuli. Such stimuli constitute a challenging
test for the generality of the model, which was based on the observations in the responses of small
stationary stimuli.
The model predicted that the responses in a movie would have a shorter latency than a sta-
tionary wedge at the same location. The relative latency between these two conditions was predicted
to increase in locations along the wedge’s motion and was limited by the receptive field sizes. These
predictions were found to be consistent with the VSDI responses of such stimuli. Specifically, the
values of the relative latencies at different locations for the full movies and their cut versions agreed
with the model’s predictions. The relative latencies for different parts of the movie can therefore be
explained by the PGC model.
The PGC model is the first model that can account for the spatiotemporal dynamics of V1
population responses simultaneously for different stimuli containing (1) a single Gabor element, (2)
two Gabor elements, and (3) a wedge that rotates at constant speed, suggesting that it is a general,
accurate, yet simple model for visual processing.
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Chapter 8
Discussion and Future Research
The results in the previous chapters show that the PGC model in which a unit represents a local
population of neurons with different stimulus preferences can account for the spatiotemporal re-
sponses in V1 for different types of stimuli. For each of the stimuli, different receptive field and
normalization pool sizes were used in the model simulation. Moreover, the current model does not
take into account fine-scale cortical structure, such as orientation columns. This chapter discusses
the issue of using different model parameters for different stimuli first, and then outlines how fine-
scale structures can be modeled in future work and proposes further research directions with such
an extension. More specifically, the extended model can be used to (1) (1) analyze the network’s
stability, (2) study the neural code for orientation, (3) investigate how the model can be extended to
development, and (4) how it can be used to simulate high-level areas.
8.1 Model parameters
In the simulations of the model, the receptive field and normalization pool sizes were different for
the three classes of stimuli used in Chapters 5, 6, and 7, due to the different spatial spreads observed
in the VSDI responses. It is possible that such difference in sizes is mainly due to individual varia-
tions between the animals, as a different animal was used in each experiment. Another possibility is
that for different stimuli, slower processes such as adaptation and homeostasis may take place and
change the operating point of the neural population. However, given the relatively short stimulus
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presentation (∼1 s) and long intertrial interval (6-8 s) for all the stimuli, these processes should
result in similar operating points. In addition, the monkeys were only required to maintain fixation
in all the experiments, hence any high level task-related modulations in V1 should be similar and
should not affect the sizes of the receptive fields and normalization pools.
A straightforward way to test these arguments is to use a single animal with the three classes
of stimuli. If the spatial spreads of the VSDI responses are the same and a single set of model
parameters can be used to account for the responses, it will support the argument that the difference
reported in this dissertation is due to individual variations. Otherwise, more investigations will be
required to study how the operating points of the neural population change with stimuli and how the
model can be extended to account for it.
Finally, the change in parameters may due to other mechanisms that the model omits, which
cause relatively small errors for the specific experimental data shown in this dissertation. As in any
model, these omitted mechanisms may turn out to be important and prevent the model from being
valid in general over a wide range of conditions. Further experiments using different types of stimuli
are required to address this important question.
8.2 Extension to fine spatial scales
A unit in the PGC model represents a local population of neurons that spans several orientation
columns. Extending the PGC model to the orientation-column level is therefore a logical and im-
portant next step. Such an extension will require that the connectivity in V1 is represented in detail:
There are extensive lateral and feedback connections in V1 that link neurons with similar orienta-
tion preference and presumably play a role in information processing (Fisken et al., 1975; Gilbert &
Wiesel, 1979, 1983; Hirsch & Gilbert, 1991; Bosking et al., 1997; Angelucci, Levitt, Walton, et al.,
2002). However, little is known about how exactly they do it. Extending the PGC model to include
such connections should provide insight into this open question.
In the experiments in this dissertation, orientation-related signals are weak in the VSDI
response because a relatively low spatial resolution was used to image the active region of V1. At a
higher resolution (which is possible with current technology) the responses from individual columns
will be stronger and the predictions of the extended model can be tested experimentally.
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In this section, a possible representation of orientation-specific signals will be discussed,
followed by an outline of different formulations that can incorporate such signals into the model.
Extensions for other properties at fine spatial scales such as direction selectivity should follow sim-
ilar formulations. The remaining sections of this chapter outline future research directions that the
extended model makes possible.
8.2.1 Modeling orientation-specific signals in lateral and feedback connections
Orientation-specific signals occur only in the second stage of the model because the subcortical
areas, which the first stage of the model represents, are not orientation-selective. All the variables in
this chapter therefore refer to the second stage of the model and the first stage will remain the same.
In the extended model, a unit is labeled not only by its receptive field location x, as in the
original PGC model, but also by its orientation preference θ. In addition, the receptive field of a unit
is a Gabor function with orientation θ, instead of its Gaussian envelope. The receptive field can also
be extended to model other response properties such as direction selectivity that the current PGC
model does not take into account. The formulation of the model for these properties will be similar
to the extensions discussed in this section.
Since the unit responses represent membrane potentials, they have to be transformed into
spiking activity through a power function before sending them out to other units (Section 5.1.4).
Connections between units are assumed to have the same pattern for all units represented by a
spatiotemporal kernel Go(x, θ, t). The spatial component of the kernel represents the connection
weights from the units at different relative locations and orientation preferences, and the temporal
component models the conduction speed of these connections. Thus, the orientation-specific signal
R(x, θ, t) received by the unit (x, θ) at time t is
R(x, θ, t) = V (x, θ, t)n ⊗Go(x, θ, t), (8.1)
where ⊗ denotes convolution.
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8.2.2 Possible extensions of the PGC model for orientation-specific signals
One way to incorporate orientation-specific signals into the model is to treat them as external inputs,
as in many previous models using LN units (Miikkulainen et al., 2005; Sirosh & Miikkulainen,
1994), and leaky integrators (Wilson & Cowan, 1973; Amari, 1977; Ben-Yishai et al., 1995; Somers
et al., 1995; Hansel & Sompolinsky, 1998) that were reviewed in Chapter 3. More specifically, these
signals are represented as an extra input current into the RC circuit of the model while the other
variables remain the same. The extended model then becomes
C
∂V (x, θ, t)
∂t
= R(x, θ, t) +A(x, θ, t)− g(x, t)V (x, θ, t). (8.2)
Note that the conductance g(x, t) does not depend on orientation because the normalization activity
is assumed to be unselective for orientation in this extension, as in the original PGC model. Con-
ductance that is a function of the orientation-specific signals will be discussed later in this section.
The dynamics of the responses impose constraints on the properties of the orientation-
specific signals. For example, after the stimulus presentation, the driving current A(x, θ, t) will
be zero everywhere and equation 8.2 becomes
C
∂V (x, θ, t)
∂t
= R(x, θ, t)− g0V (x, θ, t). (8.3)
For the response to decay, the following inequality has to be satisfied:
R(x, θ, t) < g0V (x, θ, t) (8.4)
V (x, θ, t)n ⊗Go(x, θ, t) < g0V (x, θ, t). (8.5)
One way to satisfy this inequality is to make all the components in Go(x, θ, t) negative, assuming
the condition V (x, θ, t) ≥ 0 is maintained in the model e.g. by rectification. In other words, the
interaction is inhibitory.
Instead of changing the inputs directly, another possible role of the orientation-specific in-
teractions is to adjust the conductance and hence the gain of the neurons. Such interactions can be
additive, i.e.
g(x, θ, t) = g0(1 +B(x, t) +R(x, θ, t)), (8.6)
or multiplicative, i.e.
g(x, θ, t) = g0(1 +B(x, t))(1 +R(x, θ, t)). (8.7)
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In the formulation 8.6 and 8.7, the orientation-specific signals increase conductance, which leads to
faster temporal dynamics and a suppressed response.
It is also possible for these signals to affect both the input and the gain of the units. However,
as a next step, it is useful to study them individually so that the resulting response properties can be
characterized separately.
These extensions can be approximated by the original PGC model in certain cases where
the orientation-specific signal is small. Anatomically, the lateral connections to nearby neurons are
relatively unspecific, but at longer distances they tend to connect neurons with similar orientation
preferences (Amir, Harel, & Malach, 1993; Malach, Amir, Harel, & Grinvald, 1993; Bosking et al.,
1997; Sincich & Blasdel, 2001). For stimuli that consist of single small elements (such as those
used in Chapter 4), these signals are similar around the center of the stimulus and are thus not
orientation-specific. As a result, the conductance depends only on x and t at these locations and can
be written as g′0(1 +B
′(x, t)), which is of the same form as in the PGC model.
For stimuli consisting of two elements (such as those used in Chapter 6), the orientation-
specific signals from one element will suppress the responses for the other element. Because of
the conduction speed of the lateral and feedback connections, such an effect will have a delay that
depends on distance. As a result, if the stimulus is presented periodically, for a certain range of
separation, the suppression from one element can coincide with the falling edge of the responses
to the other element, thus resulting in stronger modulation. The extended model could therefore
explain the larger modulation observed in the VSDI responses at some separations (Section 6.2.4).
8.3 Analysis of the extended model
The delayed suppression in the extended model can cause oscillations in the responses when the
kernel Go(x, θ, t) satisfies certain conditions, e.g. the suppression is too strong. While coherent
oscillations have been observed in the spiking activity of a small group of neurons (see e.g. Jefferys,
Traub, and Whittington (1996) and Buzsáki and Draguhn (2004) for review), VSDI responses do
not seem to oscillate. One fundamental question for the extended model is therefore under what
conditions the fixed points of the network are stable?
In fact, equation 8.2 is a generalization of the Hopfield network (Hopfield, 1982), whose
117
stability has been analyzed thoroughly (Marcus & Westervelt, 1989; Belair, Campbell, & van den
Driessche, 1996; Wang, Liu, & Liu, 2005; Liao, Liu, & Zhang, 2006; B. Chen & Wang, 2007;
Shao, 2008). However, the conductance in a Hopfield network is constant, whereas in the extended
model it depends on the pooled activity. It is therefore an open question how the stability analyses
of Hopfield networks apply to a model described by equation 8.2. The conditions for stable fixed
points will provide new insight on the general patterns of orientation-specific connections.
In addition, based on the stability conditions derived from the different formulations of
interactions, new experiments can be designed to differentiate them, which should lead to a better
understanding of the role of lateral connections in visual processing.
8.4 Decoding orientation-specific neural response
Chapter 6 demonstrated how the PGC model can be used to gain insight on how high-level areas
may use the information available in the V1 responses to detect stimuli. A similar approach can be
used with the extended model for orientation-related tasks.
The orientation tuning of most V1 neurons in the monkey is quite wide (∼ 25◦ half-
bandwidth; Schiller et al., 1976; De Valois et al., 1982; Ringach et al., 2002), however, a monkey
can discriminate two gratings that differ by only 2◦ in orientation after training (Vogels & Orban,
1990). How can such a low threshold be achieved with responses that are so broadly tuned? Is there
a best time window to integrate the response? These questions can be addressed by analyzing the
responses of the extended model.
Another related future direction is to use the model’s responses to design better decoders.
The temporal integration method used in Chapter 6 is very simple. For a specific task, decoders that
have a higher accuracy can be constructed by taking the spatiotemporal properties of the population
responses and noise into account (Y. Chen et al., 2006, 2008). It is likely that the responses in V1 are
used in different ways for different tasks. Using a model that can represent the response dynamics
accurately, efficient decoders can be built for a new task or stimulus without acquiring the actual
neural responses for all possible conditions. One interesting potential application of such decoders
is neural prosthetics, where the responses from the model can be used to train the controllers to read
out the neural signals.
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8.5 Network implementation of the model
Two-dimensional self-organizing networks have been successful in explaining how the orderly
structure of the feature maps in V1 can develop in a network that is initially unorganized (von der
Malsburg, 1973; Kohonen, 1982, 2001; Sirosh & Miikkulainen, 1994; Bednar, 2002; Miikkulainen
et al., 2005). However, the units in these models do not take into account the temporal proper-
ties of the responses. By replacing these units with an implementation of the extended model, a
self-organizing network with accurate response dynamics and lateral interaction can be built.
Such an extension is important because visual stimuli entering the eyes are constantly chang-
ing due to the motion in the environment and the observer’s own movement. A model that can
represent the spatiotemporal dynamics of the response accurately is therefore needed to study how
selectivity and organization can develop in such conditions. In particular, many V1 neurons are
selective to the direction of movement of the stimulus and an accurate description of response dy-
namics will be important to account for how such a selectivity arises.
8.6 Modeling higher level areas
Given the limited dynamic range of spiking activity, population gain control is a simple and effective
mechanism that can maintain the sensitivity and tuning of neurons over a large range of sensory
stimuli. It is therefore possible that population gain control operates in most, if not all, sensory
cortical areas. Interestingly, a normalization model that is similar to the PGC model was used
recently to reconcile alternative theories of attention (Reynolds & Heeger, 2009), suggesting that
normalization occurs in high-level areas as well.
The visual pathway could therefore be simulated by a cascade of PGC models, each rep-
resenting a functional area. Such a computational model would be important to understand the
processing that takes place in each visual area after V1. In fact, little is known even for the imme-
diate downstream area of V1, the secondary visual cortex (V2; Boynton & Hegdé, 2004). Realistic
computational models can be used to provide verifiable predictions on the receptive field properties
and the computation that is carried out in these areas, and eventually allow us to understand the role
of these areas in visual processing.
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8.7 Conclusion
This chapter outlined future extensions based on the work in this dissertation, focusing on provid-
ing insight into visual processing at a more fine-grained level than in the current PGC model. In
particular, theoretical constraints on the orientation-specific connections and their effects on the re-
sponse dynamics can be derived from the extension. Such an extension can also provide insight into
how high-level areas may use orientation-specific information in V1. In addition, detailed network
models that have realistic response dynamics and interaction can be built to study how the orderly
organization in V1 can develop through input-driven self-organization. Such models can also pro-
vide verifiable predictions on the processing in higher-level areas, thus advancing our understanding




The results in this dissertation show that even a simple stimulus can elicit a response that exhibits
systematic and unexpected nonlinear properties. Most existing models are inconsistent with these
properties. This dissertation proposes the population gain control (PGC) model, which is a gener-
alization of normalization models. The PGC model can account for the spatiotemporal dynamics
of the responses for a variety of stimuli, suggesting that population gain control is a general mech-
anism of cortical processing. It is therefore possible that population gain control operates in most,
if not all, sensory cortical areas. If so, then the population dynamics reported in V1 may be ob-
served in many other cortical areas as well, and the corresponding pathways may be understood
computationally as a cascade of PGC models.
9.1 Contributions
In Chapter 4, the first quantitative description of the spatiotemporal dynamics of V1 population re-
sponses to a briefly presented localized visual stimulus was provided. The population responses
exhibited systematic and unexpected nonlinear properties that are not obvious from single-unit
recordings. These results demonstrate that unexpected properties can emerge at the level of neu-
ral populations, and that it is important to characterize population responses quantitatively in both
space and time. More importantly, these properties are not consistent with most existing models of
neural computation, suggesting a new model is required to account for them.
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Chapter 5 showed that a simple canonical PGC model can account for the spatiotemporal
dynamics of the response to a small stimulus. The PGC model was also used to address the out-
standing question regarding the degree to which nonlinearities in V1 responses are inherited from
its inputs. The PGC model predicts how the responses to a large stimulus depend on the nonlinear-
ity in V1 and its input. Results from an additional VSDI experiment that varied stimulus size were
consistent with the hypothesis that most of the response nonlinearity observed in V1 is inherited
from its input. This result suggests that most of the gain control for a small localized stimulus may
be implemented before the superficial layers of V1. It also illustrates how a computational model
can be used not only to replicate the behavior of the responses, but to gain new insight about visual
processing as well.
Chapter 6 discussed the predictions of the PGC model for V1 population responses to more
complicated spatial stimuli that contain two elements. The model was used to pinpoint a small set
of stimuli that was expected to be most informative for characterizing the interactions between the
two elements. These stimuli were then used subsequently in VSDI experiments. The properties of
the observed VSDI responses were largely consistent with the model’s predictions, suggesting that
population gain control is a general mechanism for visual processing.
A second class of stimuli, consisting of a small Gabor element on top of a large Gabor
background, was also studied in Chapter 6. The model predicted that linearity of the interaction
would change systematically as the contrasts of the two Gabors vary. A specific physiological
experiment was proposed to verify this prediction. This result demonstrates one key advantage of
computational models: It is possible to sample many different features of the stimulus to discover
systematic changes.
The model’s responses for these two classes of stimuli were then used to predict how the
interaction can affect perception, providing insight on how neural responses may be decoded in the
brain.
In Chapter 7, the PGC model was applied to moving stimuli. Such stimuli constitute a chal-
lenging tests for the generality of the model, which was based on the observations in the responses
of small stationary stimuli only. The model predicted that the responses in a movie would have a
shorter latency than a stationary wedge at the same location. The relative latency between these two
122
conditions was predicted to increase in locations along the wedge’s motion and to be limited by the
receptive field sizes. These predictions were consistent with the VSDI responses of such stimuli.
Specifically, the values of the relative latencies at different locations for the full movies and their
cut versions agreed with the model’s predictions, suggesting that it is a general, accurate, yet simple
model for population responses in the visual cortex.
9.2 Conclusion
PGC is a new model for large neural populations that takes into account the dynamics of the re-
sponses. It provides a promising foundation for further research on neural computation at the popu-
lation level in other cortical areas. Different interconnected areas can also potentially be simulated
by cascading the PGC models to study their interactions. Eventually, a complete functional pathway
may be simulated accurately using PGC models, thus advancing our understanding of large-scale
neural computation in a way that cannot be achieved by low-level biophysical models.
This dissertation shows that the complete spatiotemporal dynamics of large neural popula-
tions can be specified by a single PGC equation. The premise of this equation is the simple idea of
gain control by response pooling, which can be implemented through the vast network in the brain.
The results in this dissertation therefore suggest that not only is there a general principle for neural
processing in the complex network of the brain, but it is a simple one as well.
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