Abstract. We prove sharp bounds for the product and the sum of a pair of hyperbolic adjacent sides of hyperbolic Lambert quadrilaterals in the unit disk.
Introduction
Given a pair of points in the closure of the unit disk B 2 , there exists a unique hyperbolic geodesic line joining these two points. Hyperbolic lines are simply sets of the form C ∩ B 2 where C is a circle perpendicular to the unit circle, or a Euclidean diameter of B 2 . For a quadruple of four points {a, b, c, d} in the closure of the unit disk we can draw these hyperbolic lines through each of the four pairs of points {a, b}, {b, c}, {c, d}, and {d, a} . If these hyperbolic lines bound a domain D ⊂ B 2 such that the points {a, b, c, d} are in the positive order on the boundary of the domain D , then we say that the quadruple of points {a, b, c, d} determines a hyperbolic quadrilateral Q (a, b, c, d) and that the points a, b, c, d are its vertices. A hyperbolic quadrilateral with angles equal to π/2, π/2, π/2, φ (0 ≤ φ < π/2) , is called a hyperbolic Lambert quadrilateral [Be, p. 156 ], see Figure 1 . Observe that one of the vertices of a Lambert quadrilateral may be on the unit circle, in which case the angle at that vertex is φ = 0 .
In [VW, Theorems 1.1 and 1.2], the authors gave the sharp bounds of the product and the sum of two hyperbolic distances between the opposite sides of hyperbolic Lambert quadrilaterals in the unit disk. By [VW, Proposition 3 .3], we know that the above two hyperbolic distances are also a pair of the lengths of the adjacent sides of hyperbolic Lambert quadrilaterals (see d 1 , d 2 in Figure 1 ). Therefore, it is natural to raise the problem: how does the left pair of hyperbolic adjacent sides behave (see d 3 , d 4 in Figure  1 )? This is the motivation of this paper, and we will find the sharp bounds of the product and the sum of another pair of hyperbolic adjacent sides of hyperbolic Lambert quadrilaterals in the unit disk. The main results of this paper are formulated as follows.
2 and let the quadruple of interior angles ( Figure 1 ), and let s = thρ(v a , v c ) ∈ (0, 1), where ρ is the hyperbolic metric in the unit disk. Then
Here equality holds if and only if v c is on the bisector of the interior angle at v a . File: adjsides140327.tex, printed: 2014-3-28, 2.19 
and s be as in Theorem 1.1.
Equality holds in the right-hand side if and only if v c is on the bisector of the interior angle at v a .
Figure 1. A hyperbolic Lambert quadrilateral in B 2
We denote the other two sides of
In a Lambert quadrilateral, the angle φ is related to the lengths d 1 , d 2 of the sides "opposite" to it as follows [Be, Theorem 7.17 .1]:
See also the recent paper of A. F. Beardon and D. Minda [BM, Lemma 5] .
In [VW, Corollary 1.3 
This paper is organized as follows. In Section 2, the notation and facts on the hyperbolic metric are stated, and some lemmas on the inverse hyperbolic trigonometric functions are proved. Section 3 is devoted to the Hölder convexity of the inverse hyperbolic sine function. The main results are proved in Section 4.
Preliminaries
It is assumed that the reader is familiar with basic definitions of geometric function theory, see e.g. [Be, V] . We recall here some basic information on hyperbolic geometry [Be] .
The chordal distance is defined by
For an ordered quadruple a, b, c, d of distinct points in R 2 we define the absolute ratio by
It follows from (2.1) that for distinct points a,
The most important property of the absolute ratio is Möbius invariance, see [Be, Theorem 3.2.7] , i.e., if f is a Möbius transformation, then
For a domain G R 2 and a continuous weight function w : G → (0, ∞) , we define the weighted length of a rectifiable curve γ ⊂ G to be
and the weighted distance between two points x, y ∈ G by
where the infimum is taken over all rectifiable curves in G joining x and y (x = (x 1 , x 2 ), y = (y 1 , y 2 )). It is easy to see that d w defines a metric on G and (G, d w ) is a metric space. We say that a curve γ : [0, 1] → G is a geodesic joining γ(0) and γ(1) if for all t ∈ (0, 1), we have
The hyperbolic distance in H 2 and B 2 is defined in terms of the weight functions w H 2 (x) = 1/x 2 and w B 2 (x) = 2/(1 − |x| 2 ) , respectively. We also have the corresponding explicit formulas
for all x, y ∈ H 2 [Be, p.35] , and
for all x, y ∈ B 2 [Be, p.40] . In particular, for t ∈ (0, 1),
There is a third equivalent way to express the hyperbolic distances. Let G ∈ {H 2 , B 2 }, x, y ∈ G and let L be an arc of a circle perpendicular to ∂G with x, y ∈ L and let {x * , y * } = L ∩ ∂G, the points being labelled so that x * , x, y, y * occur in this order on L. Then by [Be, (7.26 
The hyperbolic distance remains invariant under Möbius transformations of G onto G for G, G ∈ {H 2 , B 2 }. Hyperbolic geodesics are arcs of circles which are orthogonal to the boundary of the domain. More precisely, for a, b ∈ B 2 (or H 2 ), the hyperbolic geodesic segment joining a to b is an arc of a circle orthogonal to S 1 (or ∂H 2 ). In a limiting case the points a and b are located on a Euclidean line through 0 (or located on a normal of ∂H 2 ), see [Be] . Therefore, the points x * and y * are the end points of the hyperbolic geodesic. For any two distinct points the hyperbolic geodesic segment is unique (see Figure 2 and 3). For basic facts about the hyperbolic geometry we refer the interested reader to [A] , [Be] and [KL] . , for x , y ∈ R 2 \ {0} such that 0, x, y are noncollinear, the circle S 1 (a, r a ) containing x, y is orthogonal to the unit circle, where
and r a = |x − y| x|y| 2 − y
The following monotone form of l'Hôpital's rule is useful in deriving monotonicity properties and obtaining inequalities. See the extensive bibliography of [AVZ] .
, and be differentiable on (a, b), and let
and
.
is strictly monotone, then the monotonicity in the conclusion is also strict.
From now on we let r = √ 1 − r 2 for 0 < r < 1.
Lemma 2.9. Let s ∈ (0, 1), m = s/ √ 1 − s 2 and r ∈ (0, 1).
(1) The function f 1 (r) ≡ arsh(m r)/arth(s r) is strictly decreasing with range
] and strictly decreasing on [
, 1) with maximum value (arsh(
, 1) with range (arsh m, 2arsh (
Proof.
(1) Let f 11 (r) = arsh(m r) and f 12 (r) = arth(s r). Then f 11 (0
2 which is strictly decreasing. Hence by Lemma 2.8, f 1 is strictly decreasing with f 1 (0
(2) By differentiation,
where φ 2 (r) = r √ 1 + m 2 r 2 arsh(m r). It is clear that φ 2 is strictly increasing. Therefore, we get the result.
(3) By differentiation,
where φ 3 (r) = r √ 1 + m 2 r 2 . It is clear that φ 3 is strictly increasing and hence the result follows immediately.
2 and let the quadruple of interior angles ( where r ∈ (0, 1) is a constant.
Proof. Since the hyperbolic distance is Möbius invariant, we may assume that v a = 0, v b is on the real axis X, v d is on the imaginary axis Y and v c = te iθ , 0 < t < 1 and 0 < θ < π 2 (see Figure 1 ). Let r = cos θ. Then by (2.7) the circle S 1 (b, r b ) through v c and v c is orthogonal to ∂B 2 , where
2t cos θ and r b = (1 + t 2 ) 2 − 4t 2 cos 2 θ 2t cos θ .
d 1 and d 2 are from the proof of Theorem 1.1 in [VW] or directly derived by (2.5). By (2.4), we get
Similarly, we get
. By calculation, we get the equality
which implies shd 3 = mr and shd 4 = mr. Therefore, By Proposition 2.10 and Lemma 2.9(1), we have the following theorem.
and s be as in Proposition 2.10. 
The Hölder convexity for the inverse hyperbolic sine function
The inverse hyperbolic sine and tangent functions play important roles in the study of the hyperbolic metric. In [VW, Theorem 2.21] , the authors showed the Hölder convexity of the inverse hyperbolic tangent function. We will study the similar property of the inverse hyperbolic sine function in this section. For r, s ∈ (0, +∞), the Hölder mean of order p is defined by
For p = 1, we get the arithmetic mean A = H 1 ; for p = 0, the geometric mean G = H 0 ; and for p = −1, the harmonic mean H = H −1 . It is well-known that H p (r, s) is continuous and increasing with respect to p. Many interesting properties of Hölder means are given in [Bu] and [HLP] .
for all r, s ∈ I, and strictly H p,q -convex(concave) if the inequality is strict except for r = s. For H p,q -convexity of some special functions the reader is referred to [AVV2, AVZ, Ba1, Ba2, CWZQ, ZWC] .
Lemma 3.1. Let r ∈ (0, +∞).
(1) The function f 1 (r) ≡ arsh r r is strictly decreasing with range (0, 1).
(2) The function f 2 (r) ≡ r(1+r 2 )− √ 1+r 2 arsh r r 3 is strictly increasing with range (2/3, 1).
Proof. (1) f 11 (r) = arsh r and f 12 (r) = r, it is easy to see that f 11 (0 + ) = f 12 (0 + ) = 0, then f 11 (r) f 12 (r) = 1 √ 1 + r 2 which is strictly decreasing. Hence by Lemma 2.8, f 1 is strictly decreasing with f 1 (0 + ) = 1 and f 1 (+∞) = lim
(2) Let f 21 (r) = r(1 + r 2 ) − √ 1 + r 2 arsh r and f 22 (r) = r 3 , then f 21 (0
which is strictly increasing by (1). Hence by Lemma 2.8, f 2 is strictly increasing with f 2 (0 + ) = 2/3 and f 2 (+∞) = lim r→+∞ f (r) = 1.
Lemma 3.2. For p ∈ R and r ∈ (0, +∞) define
arsh r r .
(1) If p ≤ −2, then h p is strictly decreasing with range (−∞, p).
(2) If p > 0, then h p is strictly increasing with range (p, +∞).
(3) If p = 0, then h p is strictly increasing with range (0, 1).
Proof. By l'Hôpital's Rule, we get
Together with Lemma 3.1 (1), we have h p (0 + ) = p and
Next by differentiation, we have
where
and f 2 (r) is as in Lemma 3.1 (2). Therefore, f is strictly increasing from (0, +∞) onto (−2, 0). Hence we get (1)-(3).
(4) If −2 < p < 0, since the range of f is (−2, 0), we see that there exists exactly one point r 0 ∈ (0, +∞) such that p = f (r 0 ). Then h p is increasing on (0, r 0 ) and decreasing on (r 0 , +∞). Since
by the continuity of h p , there is a continuous function
with p < C(p) < 1. Moreover, lim Lemma 3.4. Let p, q be real numbers and r ∈ (0, +∞). Let
(1) If p ≤ −2, then g p,q is strictly increasing for each q ≥ p, and g p,q is not monotone for any q < p.
(2) If p > 0, then g p,q is strictly decreasing for each q ≤ p, and g p,q is not monotone for any q > p.
(3) If p = 0, then g p,q is strictly increasing for each q ≥ 1, g p,q is strictly decreasing for each q ≤ 0, and g p,q is not monotone for any 0 < q < 1.
(4) If −2 < p < 0, then g p,q is strictly increasing for each q ≥ C(p), and g p,q is not monotone for any q < C(p).
Here C(p) is the same as in Lemma 3.2.
Proof. By logarithmic differentiation in r,
where h p (r) is the same as Lemma 3.2. Hence the results follow from Lemma 3.2.
The following theorem studies the H p,q -convexity of arsh.
Theorem 3.5. The inverse hyperbolic sine function arsh is strictly H p,q -convex on (0, ∞) if and only if (p, q) ∈ D 1 ∪ D 2 , while arsh is strictly H p,q -concave on (0, ∞) if and only if (p, q) ∈ D 3 , where
and C(p) is a continuous function with C(−2) = −2, C(0) = 1 and p < C(p) < 1 for −2 < p < 0.
Proof. The proof is divided into the following four cases. Case 1. p = 0 and q = 0. We may suppose that 0 < x ≤ y < 1. Define
Case 1.1. p ≤ −2, q ≥ p and q = 0. By Lemma 3.4(1),
∂F ∂x
< 0 if 0 > q ≥ p, and ∂F ∂x > 0 if q > 0(≥ p). Then F (x, y) is strictly decreasing and F (x, y) ≥ F (y, y) = 0 if 0 > q ≥ p, and F (x, y) is strictly increasing and F (x, y) ≤ F (y, y) = 0 if q > 0. Hence we have arth(H p (x, y)) ≤ H q (arthx, arthy) with equality if and only if x = y.
In conclusion, arsh is strictly
Case 1.2. p ≤ −2, q < p. By Lemma 3.4(1), with an argument similar to Case 1.1, it is easy to see that arsh is neither H p,q -concave nor H p,q -convex on the whole interval (0, +∞). In conclusion, arsh is strictly H p,q -concave on (0, +∞) for (p, q) ∈ {(p, q)|p > 0, q < 0} ∪ {(p, q)|p > 0, 0 < q ≤ p}. Case 1.4. p > 0, q > p. By Lemma 3.4(2), with an argument similar to Case 1.3, it is easy to see that arsh is neither H p,q -concave nor H p,q -convex on the whole interval (0, +∞). Case 1.5. −2 < p < 0, q ≥ C(p) and q = 0. By Lemma 3.4(4), ∂F ∂x < 0 if 0 > q ≥ C(p), and ∂F ∂x > 0 if q ≥ C(p) and q > 0. Then F (x, y) is strictly decreasing and F (x, y) ≥ F (y, y) = 0 if 0 > q ≥ C(p), and F (x, y) is strictly increasing and F (x, y) ≤ F (y, y) = 0 if q ≥ C(p) and q > 0. Hence we have arth(H p (x, y)) ≤ H q (arthx, arthy) with equality if and only if x = y.
Case 1.6. −2 < p < 0, q < C(p) and q = 0. By Lemma 3.2(4), with an argument similar to Case 1.5, it is easy to see that arsh is neither H p,q -concave nor H p,q -convex on the whole interval (0, +∞).
Case 2. p = 0 and q = 0. For 0 < x ≤ y < 1, let
arshx arshy , and t = H p (x, y). If x < y, we see that t > x. By logarithmic differentiation, we obtain
Case 2.1. p ≤ −2 and q = 0(> p). By Lemma 3.4(1), we have ∂F ∂x > 0 and F (x, y) ≤ F (y, y) = 1. Hence we have arsh(H p (x, y)) ≤ arshx arshy with equality if and only if x = y.
In conclusion, arsh is strictly H p,q -convex on (0, +∞) for (p, q) ∈ {(p, q)| − p ≤ −2, q = 0}.
Case 2.2. p > 0 and q = 0(< p). By Lemma 3.4(2), we have ∂F ∂x < 0 and F (x, y) ≥ F (y, y) = 1. Hence we have arsh(H p (x, y)) ≥ arshx arshy with equality if and only if x = y.
In conclusion, arsh is strictly H p,q -concave on (0, +∞) for (p, q) ∈ {(p, q)|p > 0, q = 0}. In conclusion, arsh is strictly H p,q -convex on (0, +∞) for (p, q) ∈ {(p, q)| − 2 < p < 0, q = 0 ≥ C(p)}.
Case 2.4. −2 < p < 0 and q = 0 < C(p). By Lemma 3.4(4), with an argument similar to Case 2.3, it is easy to see that arsh is neither H p,q -concave nor H p,q -convex on the whole interval (0, +∞). with equality if and only if x = y.
In conclusion, arsh is strictly H p,q -convex on (0, 1) for (p, q) ∈ {(p, q)|p = 0, q ≥ 1}. 
