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We give a quantitative version of a strong nonlinear ergodic theorem for (a class of pos-
sibly even discontinuous) selfmappings of an arbitrary subset of a Hilbert space due to
R. Wittmann and outline how the existence of uniform bounds in such quantitative for-
mulations of ergodic theorems can be proved by means of a general logical metatheorem.
In particular these bounds depend neither on the operator nor on the initial point. Fur-
thermore, we extract such uniform bounds in our quantitative formulation of Wittmann’s
theorem, implicitly using the proof-theoretic techniques on which the metatheorem is
based. However, we present our result and its proof in analytic terms without any ref-
erence to logic as such. Our bounds turn out to involve nested iterations of relatively low
computational complexity. While in theory these kind of iterations ought to be expected,
so far this seems to be the ﬁrst occurrence of such a nested use observed in practice.
© 2012 Published by Elsevier Inc.
1. Introduction
The Riesz version of the von Neumann mean ergodic theorem [25] asserts that for any linear operator T on a Hilbert
space X , which is nonexpansive, i.e.
∀u, v ∈ X (‖T u − T v‖ ‖u − v‖),
the sequence of the Cesàro means
Anx := 1
n + 1
n∑
i=0
T ix,
converges in norm for any starting point x. It follows from an example by Genel and Lindenstrauss [6] that there is a
nonexpansive operator on the unit ball of 2, for which the sequence of the Cesàro means does not converge strongly
(see also [20]). So in comparison with von Neumann’s linear mean ergodic theorem, in nonlinear ergodic theory one obtains
either a weaker conclusion (such as weak convergence or convergence of a different iteration scheme instead of the Cesàro
means) or one has to add additional requirements (to preserve at least some linearity).
Let H be a Hilbert space, C a subset of H and T : C → C a (possibly nonlinear) mapping. In 1975, Baillon [2] showed that
if C is convex and closed, and T is nonexpansive and has a ﬁxed point, then the sequence of the Cesàro means is weakly
convergent to a ﬁxed point of T . A year later, Baillon [3] also proved that if in addition T is odd, i.e.
−C = C and ∀u ∈ C (T (−u) = −T u),
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Fig. 1. Some nonlinear ergodic theorems (for Hilbert spaces) and their ﬁnitizations.
then the sequence of the Cesàro means converges to a ﬁxed point in norm. Shortly after this, Brézis and Browder [4] showed
that Baillon’s ﬁrst result is also true for a more general averaging process than the usual Cesàro means and that Baillon’s
second result remains valid if 0 ∈ C and T is not necessarily odd but satisﬁes the following, weaker condition:
∃c ∈R ∀u, v ∈ C (‖T u + T v‖2  ‖u + v‖2 + c(‖u‖2 − ‖T u‖2 + ‖v‖2 − ‖T v‖2)). (BB)
On the other hand, in 1979, Hirano and Takahashi [10] showed that Baillon’s weak convergence result remains true if the
mapping is just asymptotically nonexpansive, i.e.
∀u, v ∈ C ∀n ∈N (∥∥Tnu − Tnv∥∥ αn‖u − v‖),
for some sequence (αn) of nonnegative real numbers which converges to 1. Moreover, an odd and nonexpansive mapping
satisﬁes the following condition
∀u, v ∈ C (∥∥Tnu + Tnv∥∥ ‖u + v‖) (W )
and analogously an odd and asymptotically nonexpansive mapping satisﬁes the asymptotic version
∀n ∈N ∀u, v ∈ C (∥∥Tnu + Tnv∥∥ αn‖u + v‖), (W−)
for some sequence (αn) of nonnegative real numbers which converges to 1. In 1990, Wittmann [26] proved a generalization
of Baillon’s strong convergence theorem to an arbitrary C and a mapping satisfying the condition (W−) (see also Theo-
rem 2.2 in [26] and Theorem 1.1 below). Two years later, Wittmann [27] also showed that for a nonexpansive T which has
a ﬁxed point, and a convex and closed C , the averaging sequence (xn), ﬁrst deﬁned by Halpern [8] (for x = 0) as
x0 := x, xn+1 := αn+1x+ (1− αn+1)T (xn),
converges to the closest ﬁxed point of T in norm. The Halpern iteration coincides with the Cesàro means for linear maps
and αn = 1n+1 .
We depict this development in Fig. 1 (the references in parentheses refer to quantitative versions of the respective
theorems, which we discuss below).
There are many further results and generalizations in the ﬁeld of nonlinear ergodic theory (regarding different spaces see
e.g. [5,9], even weaker “linearity” conditions see e.g. [21,22], and other improvements) and it is subject to ongoing research.
In this paper we investigate the computational content of Wittmann’s nonlinear strong ergodic theorem:
Theorem 1.1 (Wittmann [26]). Let S be a subset of a Hilbert space and T : S → S be a mapping satisfying
∀x, y ∈ S (∥∥Tnx+ Tn y∥∥ αn‖x+ y‖), lim
n→∞αn = 1.
Then for any x ∈ S the sequence of the Cesàro means,
Anx := 1
n + 1
n∑
i=0
T ix,
is norm convergent.
1 While the results were essentially available on http://arxive.org/ since 2007, the paper as such was submitted in 2008. Thereafter Kohlenbach and
Leus¸tean extended the result to uniformly convex Banach spaces and gave a better bound.
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von Neumann’s mean ergodic theorem for a separable space and computable x and T ), as was shown by Avigad, Gerhardy
and Towsner in [1], the so called metastable version nevertheless has a primitive recursive bound. In our case this means
that given the assumptions from Wittmann’s strong ergodic theorem, the following holds
∀b, l ∈N, g :N→N, x ∈ S ∃m M(l, g,b, K ) (‖x‖ b → ‖Amx− Am+g(m)x‖ 2−l),
for a primitive recursive M , where K is a rate of convergence for the sequence (αn) in the assumption (W−). We will
not only prove the existence of such an M but also give such a bound explicitly in Corollary 2.3. Note that apart from
the counterfunction g and the precision l, this bound depends only on the bound b and not on S , T or x. For another
quantitative result on operators satisfying the condition (W ) see [17].
These results, along with those by Avigad, Gerhardy and Towsner [1] and Kohlenbach and Leus¸tean [18] for the ﬁnitary
version of the von Neumann ergodic theorem as well as Kohlenbach’s bounds for the ﬁnitary versions of Baillon’s weak
ergodic theorem [12] and Wittmann’s convergence result for Halpern means [16], can be seen as instances of ‘hard analysis’
in the sense of T. Tao; see [23,24], where he discusses the uses and beneﬁts of (the existence of) uniform bounds for such
ﬁnitary formulations of well-known theorems. It is one of the goals of this paper to demonstrate that there are proof-
theoretic means to systematically obtain such uniform bounds. In fact, for many theorems the existence of a uniform bound
is guaranteed by Kohlenbach’s metatheorems introduced in [14] and reﬁned in [7]. Additionally, proof theoretic methods
such as Kohlenbach’s monotone functional interpretation (see [13]) can be used to systematically obtain these effective
bounds. The paper at hand is a case study in applying such proof mining techniques.
We improve results in the area of nonlinear generalizations of the mean ergodic theorem and their corresponding ﬁni-
tizations (see Fig. 1). Moreover, we have here a rare example of an application of these techniques to not necessarily
continuous operators. In logical terms this amounts to the subtlety that only a weak version of extensionality is available.
Also, for the ﬁrst time, we obtain a bound which in fact makes use of nested iteration. One can see this quickly on the
term M in Proposition 2.1 below. While F as a function is deﬁned via iteration of the counterfunction g , it itself is being
iterated by P . This is a direct consequence of the logical form of Wittmann’s original proof.
It is a surprising observation that so far for all metastable versions of strong ergodic theorems primitive recursive bounds
could be obtained.
Outline. We discuss the application of general logical metatheorems in more detail in Section 3 which is not necessary to
understand and verify our main results. We present these, namely the explicit bounds for all three theorems in Wittmann’s
paper [26], in Section 2. Section 4 contains some lemmas necessary to prove the core proposition (Proposition 2.1) for the
main results and the actual proof of this proposition.
2. Uniform bounds for Wittmann’s ergodic theorems
We give a bound for a ﬁnitary version of Wittmann’s convergence result for a general series in a Hilbert space satisfying
a suitable formulation of the condition (W−) ﬁrst (see Proposition 2.1 and Theorem 2.2) to derive the bounds for the ﬁnitary
versions of the actual ergodic theorems later (see Corollary 2.3 and Corollary 2.4).
The proof of Proposition 2.1 is rather involved and we give it in a dedicated section. We denote the set of natural
numbers {x ∈N: a x∧ x b} by [a;b].
Remark. In the following proposition, we omit the term dependencies whenever the arguments are trivial. In particular we
omit the dependency on the parameters K and B in the deﬁnition of M ′ . E.g. we write F (p) := (F (l, g,n))(p) := p + n +
KM(l) + M0 + g(M0) to deﬁne a functional F , which given the natural numbers l, n and B and the functions g :N→N and
K : N → N returns a function F (l, g,n, K , B) : N → N which maps any natural number p to the natural number p + n +
KM(l) + M0(l,n, p, K , B) + g(M0(l,n, p, K , B)).
Proposition 2.1 (Finitary version of Theorem 2.3 in [26]). Let K : N → N be a function and X(·) a sequence in a Hilbert space s.t. for
all m,n,k ∈N
‖Xn+k + Xm+k‖2  ‖Xn + Xm‖2 + δk, (A1)
with
∀l ∈N ∀n K (l) (|δn| < 2−l), (A2)
in other words let K be a rate of convergence of (δk) toward 0. Furthermore let B be a natural number s.t. B  ‖Xi‖+1 for all i  K (0).
Then the sequence A(·) , deﬁned by An := 1n
∑n
i=1 Xi, is a Cauchy sequence and we have that
∀l ∈N, g :N→N ∃m M ′(l, gM, K , B) (‖Am − Am+g(m)‖ 2−l),
with gM(n) := maxin g(n), KM(n) := maxin K (n), and M ′(l, g, K , B) deﬁned as follows:
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M := M(l, g) := M0(P ,N, l),
P := P (l, g) := P0
(
l, F (l, g,N)
)
,
F (p) := (F (l, g,n))(p) := p + n + KM(l) + M0 + g(M0), F :N→N,
N := N(l, g) := N0(l + 1, H),
H(n) := (H(l, g))(n) := H0(l, g,n, P0(l, F )), H :N→N,
where
H0 := H0(l, g,n, p) := p + M0 + g(M0) + KM(l),
M0 := M0(l,n, p) :=
(
2n + 2p + 2KM(l))B2l,
P0 := P0(l, f ) := f˜ B22l (0), f˜ (n) := n + f (n),
N0 := N0(l,h) := P0(l + 1,U ) + KM(l + 1),
U (n) := (U (l,h))(n) := (n + KM(l + 1))+ hM(n + KM(l + 1)), U :N→N.
Remark. From now on we will make use of the following observations regarding this proposition.
1. Due to the condition (A1) we have that ∀i ∈N B  ‖Xi‖.
2. The condition (A2) holds for KM as well. Therefore it is safe to assume that K is already monotone and hence that
KM = K .
Sometimes it is useful to work with the following version of the previous theorem, though both these formulations are
equivalent (even in very weak systems).
Theorem 2.2 (Finitary version of Theorem 2.3 in [26] for intervals). Given the assumptions in Proposition 2.1 the sequence A(·) de-
ﬁned by
An := 1
n
n∑
i=1
Xi,
is a Cauchy sequence and we have that
∀l ∈N, g :N→N ∃m M ′(l + 1, gM, K , B) ∀i, j ∈ [m;m + g(m)] (‖Ai − A j‖ 2−l),
with M ′(l, g, K , B) deﬁned as in Proposition 2.1.
Proof. Given any l and g , apply Proposition 2.1 to the number l + 1 and to the function
h(n) := min{i ∈ [0; g(n)] s.t. ∀ j ∈ [0; g(n)] (∣∣‖An+i‖ − ‖An‖∣∣ ∣∣‖An+ j‖ − ‖An‖∣∣)}.
It follows that (here again, we omit obvious dependencies on trivial arguments)
∃m M ′(l + 1,hM) (‖Am − Am+h(m)‖ 2−l−1).
We ﬁx such an m and conclude (by the triangle inequality) that
∀i, j ∈ [m;m + g(m)] (‖Ai − A j‖ 2−l).
Moreover, since ∀n ∈N (hM(n) gM(n)) we have that
m M ′
(
l + 1, gM)
due to Lemma 4.3. 
Now, we obtain the bound for the metastable version of Theorem 2.2 in Wittmann’s paper [26] as a simple conclusion:
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∀n ∈N ∀x, y ∈ S (∥∥Tnx+ Tn y∥∥ αn‖x+ y‖), (1)
∀l ∈N ∀n K ′(l) (|1− αn| < 2−l). (2)
Then for any x ∈ S and any natural number B ′ s.t. B ′  ‖T ix‖ for all i  K ′(0) the sequence of the Cesàro means
Anx := 1
n + 1
n∑
i=0
T ix
is norm convergent and the following holds:
∀l ∈N, g :N→N ∃m M ′(l + 1, gM, K , B) ∀i, j ∈ [m;m + g(m)] (‖Aix− A jx‖ 2−l),
with K (l) := K ′(l + 2
log2 B + 4), B := 2B ′ + 1 and M ′ deﬁned as in Proposition 2.1.
Proof. Fix an arbitrary x ∈ S and set Xi := T ix, δn := 4B2(α2n − 1). Next we show that the assumptions of Theorem 2.2 hold
for (Xi), (δn), K (l) and B . Obviously we have that B  ‖Xi‖ + 1 for all i  K (0), since 2B ′  ‖T ix‖ for all i ∈ N. Now, given
any k, n and m, from ‖T kx+ T k y‖ αk‖x+ y‖ for suitable x and y, we can infer that
‖Xn+k + Xm+k‖2  ‖Xn + Xm‖2 +
(
α2k − 1
)‖Xn + Xm‖2  ‖Xn + Xm‖2 + (α2k − 1)4B2.
Moreover, we have that (we can safely assume that αn  1)
|δn| =
∣∣4B2(α2n − 1)∣∣= 4B2(αn − 1)(αn − 1+ 2) = 4B2((αn − 1)2 + 2(αn − 1)),
so using (2) we have that
|δn| 4B2
(
2−2(l+2
log2 B+4) + 2−(l+2
log2 B+3)) 4B22−(l+2
log2 B+2)  2−l.
Hence we obtain by Theorem 2.2 that
∀l, g ∃m M ′(l + 1, gM, K , B) ∀i, j ∈ [m;m + g(m)] (‖Ai − A j‖ 2−l),
with
An := 1
n
n∑
i=1
Xi .
Finally, the claim follows from Xi = T ix. 
Remark. Since the operator T is bounded by α1 (it follows from (1) that ∀x ∈ S ‖T x‖ α1‖x‖), we can easily compute a B ′
from two natural numbers a and b satisfying a α1 and b ‖x‖. Therefore we can actually compute an M ′′(l, g, K ,a,b) s.t.
∀l ∈N, g :N→N ∃m M ′′(l, g, K ,a,b) ∀i, j ∈ [m;m + g(m)] (‖Aix− A jx‖ 2−l).
The following corollary follows immediately from Corollary 2.3.
Corollary 2.4 (Finitary version of Theorem 2.1 in [26]). Let S be a subset of a Hilbert space and T : S → S be a mapping satisfying
∀x, y ∈ S (‖T x+ T y‖ ‖x+ y‖).
Then for any x ∈ S and any natural number b  ‖x‖ the sequence of the Cesàro means Anx := 1n+1
∑n
i=0 T ix is norm convergent and
the following holds:
∀l ∈N, g :N→N ∃m M(l, gM,b) ∀i, j ∈ [m;m + g(m)] (‖Aix− A jx‖ 2−l),
with M deﬁned as follows:
M(l, g,b) := (N(2l + 7, g,b) + P (2l + 7, g,b))b22l+8 + 1,
P (l, g,b) := P0
(
l, F
(
l, g,N(l, g,b),b
)
,b
)
,
F (l, g,n,b)(p) := p + n + g˜((n + p)b2l+1), F (l, g,n,b) :N→N,
H(l, g,b)(n) := n + P0
(
l, F (l, g,n,b)
)+ g˜((n + P0(l, F (l, g,n,b),b))b2l+1), H(l, g,b) :N→N,
where P0(l, f ,b) := f˜ b22l (0), f˜ (n) := n + f (n) and, in this corollary, f M(n) := maxin+1 f (i).
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starting point itself.
3. A general bound existence theorem
One of the main results of this paper, Corollary 2.3, is a quantitative version of a nonlinear strong ergodic theorem for
operators satisfying Wittmann’s condition (W−) on an arbitrary subset of a Hilbert space. In this section we outline how
for this type of theorems the existence of such uniform bounds can be obtained by means of a general logical metatheorem.
This sort of metatheorems was developed in [14] and [7] (see also [15]) and are applicable to many theorems concerning
a wide range of classes of maps and abstract spaces. For example, they were successfully applied to the ergodic theorems
mentioned in Fig. 1 or to asymptotic regularity theorems in metric ﬁxed point theory [19]. In the last mentioned example,
as in this paper, the authors infer from the metatheorems that uniform bounds exist and derive them explicitly.
The metatheorem applicable in our scenario follows from Corollary 6.6.7 in [7]. In particular with the theory Aω[X, 〈·, ·〉]
with an additional parameter for an arbitrary subset S of the abstract Hilbert space X .2
Theorem 3.1 (Gerhardy and Kohlenbach [7] – a speciﬁc case). Let ϕ∀ , resp. ψ∃ , be ∀-, resp. ∃-formulas that contain only x, z, f free,
resp. x, z, f , v free. Assume thatAω[X, 〈·, ·〉, S] proves the following sentence:
∀x ∈NN, z ∈ S, f ∈ S S (ϕ∀(x, z, f ) → ∃v ∈N ψ∃(x, z, f , v)).
Then there is a computable functional F : NN × N × NN → N s.t. the following holds in all nontrivial (real) inner product spaces
(X, 〈·, ·〉) and for any subset S ⊆ X
∀x ∈NN, z ∈ S, b ∈N, f ∈ S S , f ∗ ∈NN(
Maj
(
f ∗, f
)∧ ‖z‖ b ∧ ϕ∀(x, z, f ) → ∃v  F (x,b, f ∗) ψ∃(x, z, f , v)),
where
Maj
(
f ∗, f
) :≡ ∀n ∈N ∀z ∈ S (‖z‖R n → ∥∥ f (z)∥∥R f ∗(n)).
The theorem holds analogously for ﬁnite tuples.
Consider the metastable version of Wittmann’s Theorem 2.1 in [26] (which, of course, is ineffectively equivalent to the
usual formulation).
Theorem 3.2 (Metastable version of Theorem 2.1 in [26]). Let S be a subset of a Hilbert space and T : S → S be a mapping satisfying
∀x, y ∈ S (‖T x+ T y‖ ‖x+ y‖). (W )
Then for any x ∈ S the sequence of the Cesàro means is metastable
∀l ∈N, g ∈NN ∃m ∈N (‖Amx− Am+g(m)x‖ < 2−l).
In contrast to the usual formulation, this theorem has the following form:
∀l ∈N, g ∈NN, x ∈ S, T ∈ S S (W (T ) → ∃m ∈N (‖Amx− Am+g(m)x‖ < 2−l)). (+)
Obviously the conclusion, i.e. ∃m (‖Amx − Am+g(m)x‖ < 2−l), has the form ∃m ψ∃(m, l, g) and the assumption W (T ), i.e.
∀x, y ∈ S (‖T x+ T y‖ ‖x+ y‖), has the form ϕ∀(T ).
Moreover, W (T ) already implies Maj(id, T ) (here id stands simply for the identity function on N), since W (T ) applied
to x = y = z implies ∀z ∈ S (‖T (z)‖ ‖z‖).
Hence we can apply Theorem 3.1 to (+) by setting
x :=N×NN l, g, z :=S x, f :=S→S T , f ∗ :=N→N id,
and
ϕ∀(x, z, f ) :≡ W (T ), ∃v ∈N ψ∃(x, z, f , v) :≡ ∃m ∈N
(‖Amx− Am+g(m)x‖ < 2−l),
to obtain that there is a computable bound M :N×NN ×N→N, s.t.
2 This is analogous to the case where we add C to the theory for normed space, but this time without any additional axioms.
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W (T ) ∧ ‖x‖ b → ∃m M(l, g,b) (‖Amx− Am+g(m)x‖ 2−l)).
It is rather easy to see that the proof can be formalized in Aω[X, 〈·, ·〉, S], except for the question of the use of the axiom
of extensionality (full extensionality is in general unavailable in any proof-theoretic extraction of computational bounds).
Generally, one can derive full extensionality as a consequence of continuity in proofs about continuous objects. Note that
in particular any nonexpansive operator is also continuous. However, in our case, the operator T may be discontinuous.
Fortunately, Wittmann proves his main results as a consequence of a statement about a simple sequence of elements in S ,
which as such is independent of T (see Theorem 2.3 in [26]), whereby all relevant equalities are provable directly. Therefore
the rule of extensionality suﬃces to formalize his proof.
Hence the existence of a uniform computable bound for the metastable version can be inferred from the metatheorem
in [7]. Furthermore, since the metatheorem is established by proof-theoretic reasoning, it provides not only the existence of
a uniform bound but also a procedure for its extraction.
We should point out that the original Corollary 6.6 in [7] can be used in a more general context than the particular
example we just discussed. For instance, it can be applied to both Theorem 2.2 and Theorem 2.3 in [26] as well.
In the case of Wittmann’s Theorem 2.2 in [26], the points 7) and 3) of Corollary 6.6 in [7] actually guarantee seemingly
more uniformity than we have in Corollary 2.3, namely the existence of a bound M(l, g, K , T ∗, (an),b), where T ∗ is a bound
for the operator T , (an) a bound for the sequence (αn), and b a bound for ‖x‖. The B ′ in our corollary, however, can be
easily constructed given T ∗ , (an) and b (actually a1 and b suﬃce, see our remark after Corollary 2.3).
Also in the case of Wittmann’s Theorem 2.3 in [26], the uniformity guaranteed by Corollary 6.6 in [7] corresponds
directly to those uniformities that we have in Theorem 2.2.
To repeat, these are very speciﬁc scenarios. We should emphasize that the Corollaries in [7], and the metatheorem(s)
even more so, have a much wider range of application.
Due to the way Wittmann proved the theorems we have analyzed, it is easy to see that the only proof-theoretically non-
trivial principles needed in the proof are the existence of the inﬁmum/supremum of bounded sequences and the principle
of convergence for bounded monotone sequences. It turns out that in fact the proof uses only arithmetical versions of these
nontrivial principles, arithmetical meaning that for the convergence we work with the Cauchy property and for inﬁmum we
give for any precision an approximate inﬁmum.
1. Arithmetized convergence of a monotone bounded sequence (an):
∀l ∃n ∀m n (|an − am| 2−l).
2. Arithmetized existence of the inﬁmum of a bounded sequence (an):
∀l ∃n ∀m (an − am  2−l).
Fortunately, for these arithmetic versions the bounds for the witnesses for the metastable formulations are already known
and rather simple.
Proposition 3.3 (Kohlenbach [15]). Let (an) be a nonincreasing sequence in [0,C] for some constant C ∈N, then
∀k ∈N, g ∈NN ∃n F (g,k,C) ∀i, j ∈ [n;n + g(n)] (|ai − a j| < 2−k),
where F (g,k,C) := g˜C ·2k (0) with g˜(n) := n + g(n).
Proof. See Propositions 2.27 and Remark 2.29 in [15]. 
Hence, we can infer that there is actually an ordinary primitive recursive bound which we give explicitly in Section 2.
4. Proof of Proposition 2.1
From now on, we assume that the assumptions of Proposition 2.1 hold and use the terms as they are deﬁned in that
proposition. Moreover, we will sometimes omit obvious dependency on trivial arguments, mainly the parameters K and B .
As a ﬁrst step toward the proof, we deﬁne a speciﬁc primitive recursive 2−l approximation of the square of the norm of
the smallest convex combination of Xn, Xn+1, . . . , Xp .
Remark. Note that while it is convenient to represent convex combinations of a ﬁxed set of elements via ﬁnite tuples of
rational numbers, not every tuple of rational numbers corresponds to such a convex combination. Moreover, we need a
formal way to produce convex combinations of arbitrary length. Therefore we introduce for any tuple of rational numbers
s a function s˜ : N → N which does have these properties and if s did correspond to a valid convex combination of desired
length the result remains unchanged. Of course, it is not important to deﬁne s˜ in a speciﬁc way (or at all).
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C ′(s, l,n, p, X) :=
∥∥∥∥∥
p∑
i=0
s˜(i)Xn+i
∥∥∥∥∥
2
and
C(l,n, p) := C(l,n, p, X) := min
s∈Sp,l
{
C ′(s, l,n, p, X)
}
,
where
Sp,l :=
{
(s0, . . . , sp)
∣∣∣ p∑
i=0
si = 1∧ ∀i ∈ [0; p] ∃ki 
⌈
pB2
2−(l+1)
⌉ (
si = ki 2
−(l+1)
pB2
)}
,
˜s0, . . . , sm(n) :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
sn if n <m ∧ 0 sn ∧ sn +∑n−1i=0 s˜(i) 1,
0 if n <m ∧ ¬(0 sn ∧ sn +∑n−1i=0 s˜(i) 1),
sm if n =m ∧ 0 sm ∧ sm +∑m−1i=0 s˜(i) = 1,
1−∑m−1i=0 s˜(i) if n =m ∧ ¬(0 sm ∧ sm +∑m−1i=0 s˜(i) = 1),
0 else.
Lemma 4.2 (C approximates the smallest convex combination). For any tuple of rational numbers s we have that
∀l,n, p, X (C ′(s, l,n, p) + 2−l  C(l,n, p)).
Proof. Given s choose s′ ∈ Sp,l s.t. |s′i − s˜(i)| 2
−(l+1)
pB2
for all i ∈ [0; p]. Then we have that∥∥∥∥∥
p∑
i=0
s˜(i)Xn+i −
p∑
i=0
s′ i Xn+i
∥∥∥∥∥=
∥∥∥∥∥
p∑
i=0
(
s˜(i) − s′i
)
Xn+i
∥∥∥∥∥ 2
−(l+1)
pB2
pB = 2
−(l+1)
B
,
and therefore also that |‖∑pi=0 s˜(i)Xn+i‖ − ‖∑pi=0 s′ i Xn+i‖| 2−(l+1)B , so ﬁnally we get that∣∣∣∣∣
∥∥∥∥∥
p∑
i=0
s˜(i)Xn+i
∥∥∥∥∥
2
−
∥∥∥∥∥
p∑
i=0
s′ i Xn+i
∥∥∥∥∥
2 ∣∣∣∣∣ 2
−(l+1)
B
(
B + 2
−(l+1)
B
)
 2−l. 
We will also use that M majorizes itself (in the sense of Howard [11], see also [15]) and that N0 and P0 are the right
witnesses for the two main assumptions needed in Wittmann’s proof.
Lemma 4.3 (M is a majorant). Each of the terms M, P , N, M0 , P0 , N0 majorizes itself. In particular we have:
∀l ∈N, l′  l ∀h′,h :N→N (∀n (h(n) h′(n))→ N0(l′,hM) N0(l,h′))
and
∀l ∈N, g :N→N ∀n N(l, gM) ∀p  P(l, gM) (P(l, gM) P0(l, F (l, gM,n))∧ M(l, gM) M0(l,n, p)).
Lemma 4.4 (N0 is correct).
∀l ∈N, h :N→N ∃n N0(l,h) ∀i, j ∈
[
n;n + h(n)] (‖Xi‖2 − ‖X j‖2  2−l).
Proof. W.l.o.g. assume that K = KM . The sequence ‖Xi‖2 is bounded by 0 and B2 hence we can apply analogous version
of Proposition 3.3 (actually the proof becomes even simpler, see [15, Proposition 2.26]) to obtain that (recall that P0(l,u) =
u˜B
22l (0)):
∀l,u ∃r  P0(l,u) ∀i  u(r)
(‖Xi‖2 + 2−l  ‖Xr‖2). (R)
Note that N0(l,h) = P0(l + 1,u) + K (l + 1) P0(l,u) with u(n) := n + K (l + 1) + hM(n + K (l + 1)) so this implies that
∀l,h ∃n N0(l,h)
(∣∣‖Xn+h(n)‖2 − ‖Xn‖2∣∣ 2−l), (N0)
since the following holds (here N ′ (l,h, r) = r + K (l + 1)):0
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(∥∥XN ′0(l,h,r)+h(N ′0(l,h,r))∥∥2  ‖Xr‖2 + 2−l−1 ∧ ‖XN ′0(l,h,r)+h(N ′0(l,h,r))‖2 + 2−l−1  ‖Xr‖2).
The second inequality follows from (R) (for u as above) since
u(r) = r + K (l + 1) + hM(r + K (l + 1)) N ′0(l,h, r) + h(N ′0(l,h, r)).
The ﬁrst inequality follows from
‖XN ′0(l,h,r)+h(N ′0(l,h,r))‖2 = ‖Xr+K (l+1)+h(N ′0(l,h,r))‖2
 ‖Xr‖2 +
δK (l+1)+h(N ′0(l,h,r))
4
 ‖Xr‖2 + 2−l−1.
Note that for all r  P0(l,u) we have that N ′0(l,h, r) N ′0(l,h, P0(l,u)) N0(l,h). Finally, given any h in the claim, we can
deﬁne
h′(n) := min{i ∈ [0;h(n)] ∣∣ ∀ j ∈ [0;h(n)] (∣∣‖Xn+i‖2 − ‖Xn‖2∣∣ ∣∣‖Xn+ j‖2 − ‖Xn‖2∣∣)}.
Now the claim follows from (N0) applied to h′ , the triangle inequality and the fact that we actually prove not only that
‖Xi‖2 − ‖X j‖2  2−l but also |‖Xi‖2 − ‖X j‖2| 2−l , and N0(l,h′) N0(l,hM), which follows from Lemma 4.3 (we discuss a
similar argument in the proof of Theorem 2.2 in more detail). 
Lemma 4.5 (P0 is correct).
∀l,n ∈N ∀ f :N→N ∃p  P0(l, f , B)
(
C(l,n, p) C
(
l,n, f (p)
)+ 2−l).
Proof. Fix an n and l arbitrarily. The sequence (ai) deﬁned by ai := C(l,n, i) is monotone, since for i < j we have ∀s ∈
Si,l∃s′ ∈ S j,l s˜ = s˜′ and therefore also C(l,n, i)  C(l,n, j). Moreover (ai) is a sequence in [0, B2], since 0  C(l,n, i) 
‖Xn‖2  B2 (note that B  1) for any i. Hence by Proposition 3.3 we get
∀k ∈N, g ∈NN ∃n g˜ B2·2k (0) ∀i, j ∈ [n;n + g(n)] (|ai − a j| < 2−k),
which holds in particular also for g = f and k = l which implies that P0(l, f , B) = f˜ B22l (0) = g˜ B2·2k (0). 
Next three lemmas give a quantitative analysis of the original proof in [26]. By l and g we always denote a natural
number and a function N→N respectively.
Lemma 4.6 (The scalar product increase is bounded). For any l and any g, consider h : N → N, h := H(l, gM). Let n be a witness for
Lemma 4.4, i.e.
n N(l,h) ∧ ∀i, j ∈ [n;n + h(n)] (i  j → ‖Xi‖2 − ‖X j‖2  2−l−1). (N)
Moreover let f := F (l, gM,n), p be a number smaller than P0(l, f ) and m := M0(l,n, p). Then we have that
〈Xa+k, Xb+k〉 〈Xa, Xb〉 + 2−l
holds for all k, a, b s.t. KM(l) k KM(l) +m + gM(m) and n a,b n + p.
Proof. We have
‖Xa+k + Xb+k‖2  ‖Xa + Xb‖2 + 2−l (1)
since k K (l). Moreover we can infer
‖Xa+k‖2  ‖Xa‖2 − 2−l−1 ∧ ‖Xb+k‖2  ‖Xb‖2 − 2−l−1 (2)
from (N), a n, b  n, and
a + k,b + k n + p +m + gM(m) + K (l)
= n + p + M0(l,n, p) + gM
(
M0(l,n, p)
)+ K (l)
 n + H(l, gM)(n) = n + h(n).
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〈Xa+k, Xb+k〉 = 12
(‖Xa+k + Xb+k‖2 − ‖Xa+k‖2 − ‖Xb+k‖2)
 1
2
(‖Xa + Xb‖2 + 2−l − ‖Xa‖2 + 2−l−1 − ‖Xb‖2 + 2−l−1)
= 〈Xa, Xb〉 + 2−l. 
Analogously to Wittmann [26] we deﬁne
Deﬁnition 4.7 (Z ). Z(l,n, p,m) := 1m+1
∑KM(l)+m
k=KM(l)
∑p
i=0 s˜i Xn+k+i, with s corresponding to the tuple in the deﬁnition of
C(l,n, p) (see Deﬁnition 4.1 above).
Lemma 4.8 (Z s are close). For any l and any g, consider h := H(l, gM). Let n be a witness for Lemma 4.4, i.e.
n N
(
l, gM
)∧ ∀i, j ∈ [n;n + h(n)] (i  j → ‖Xi‖2 − ‖X j‖2  2−l−1). (N)
Moreover, let m := M0(l,n, p), f := F (l, gM,n) and p be a witness for Lemma 4.5, i.e.
p  P0(l, f ) ∧
(
C(l,n, p) C
(
l,n, f (p)
)+ 2−l). (P)
Then we have that ‖Z(l,n, p,m) − Z(l,n, p,m + gM(m))‖2  2−l+4.
Proof. Firstly, we will show that∥∥∥∥12
(
Z(l,n, p,m) + Z(l,n, p,m + g(m)))∥∥∥∥
2
+ 2−l+1  C(l,n, p). (1)
Since 12 (Z(l,n, p,m) + Z(l,n, p,m + g(m))) is a convex combination of
Xn+K (l), . . . , Xn+K (l)+p+m+g(m),
we obtain by Lemma 4.2 that∥∥∥∥12
(
Z(l,n, p,m) + Z(l,n, p,m + g(m)))∥∥∥∥
2
+ 2−l  C(l,n,n + K (l) + p +m + gM(m)).
Now, because of
f (p) = p + n + K (l) + M0(l,n, p) + gM
(
M0(l,n, p)
)= n + K (l) + p +m + gM(m),
it follows from (P) that
C
(
l,n,n + K (l) + p +m + gM(m)) C(l,n, p) − 2−l,
which concludes the proof of (1). Secondly, we will show that
∀o m + g(m) (∥∥Z(l,n, p,o)∥∥2  C(l,n, p) + 2−l). (2)
Let s be the tuple corresponding to the tuple in the deﬁnition of C(l,n, p) (note that s˜ = s). By Lemma 4.6 we have∥∥∥∥∥
p∑
i=0
si Xn+k+i
∥∥∥∥∥
2
=
p∑
i, j=0
si s j〈Xn+k+i, Xn+k+ j〉

p∑
i, j=0
si s j〈Xn+i, Xn+ j〉 +
p∑
i, j=0
si s j2
−l =
∥∥∥∥∥
p∑
i=0
si Xn+i
∥∥∥∥∥
2
+ 2−l,
for all K (l) k K (l)+m+ gM(m), since n n+ i,n+ j  n+ p. Together with the convexity of the square function (and the
deﬁnition of Z ) this implies (2).
Finally, the claim follows from (1) and (2) by the parallelogram identity:∥∥Z(l,n, p,m) − Z(l,n, p, g˜(m))∥∥2
= 2∥∥Z(l,n, p,m)∥∥2 + 2∥∥Z(l,n, p, g˜(m))∥∥2 − ∥∥Z(l,n, p,m) + Z(l,n, p, g˜(m))∥∥2
 4
(
C(l,n, p) + 2−l)− 4(C(l,n, p) − 2−l+1)= 2−l+2 + 2−l+3  2−l+4. 
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n N
(
l, gM
)∧ ∀i, j ∈ [n;n + h(n)] (i  j → ‖Xi‖2 − ‖X j‖2  2−l−1). (N)
Moreover let f := F (l, gM,n), p be a witness for Lemma 4.5, i.e.
p  P0(l, f ) ∧
(
C(l,n, p) C
(
l,n, f (p)
)+ 2−l), (P)
and m := M0(l,n, p), m′ :=m + g(m). Then we have that∥∥Am+1 − Z(l,n, p,m)∥∥ 1
m + 1
(
2n + 2p + 2K (l))B + 2−l
and ∥∥Am′+1 − Z(l,n, p,m′)∥∥ 1m′ + 1
(
2n + 2p + 2K (l))B + 2−l.
Proof. From the deﬁnition of Z we see that (note that m,m′  p):
(m + 1)Z(l,n, p,m) −
n+K (l)+m∑
i=n+p+K (l)
Xi =
p−1∑
i=0
ti Xn+K (l)+i +
p∑
i=l
ri Xn+K (l)+m+i,
for suitable t and r with 0 ti, ri  1. Hence (note that m,m′  K (l) + n + p)
(m + 1)∥∥Z(l,n, p,m) − Am+1∥∥=
∥∥∥∥∥
K (l)+m∑
k=K (l)
p∑
i=0
s˜i Xn+k+i −
m+1∑
i=1
Xi
∥∥∥∥∥
=
∥∥∥∥∥
p−1∑
i=0
ti Xn+K (l)+i +
p∑
i=1
ri Xn+K (l)+m+i +
n+K (l)+m∑
i=n+p+K (l)
Xi −
m+1∑
i=1
Xi
∥∥∥∥∥
=
∥∥∥∥∥
p−1∑
i=0
ti Xn+K (l)+i +
p∑
i=1
ri Xn+K (l)+m+i +
n+K (l)+m∑
i=m+2
Xi −
n+p+K (l)−1∑
i=1
Xi
∥∥∥∥∥

∥∥∥∥∥
p−1∑
i=0
ti Xn+K (l)+i −
n+p+K (l)−1∑
i=1
Xi
∥∥∥∥∥+
∥∥∥∥∥
p∑
i=1
ri Xn+K (l)+m+i
∥∥∥∥∥+
∥∥∥∥∥
n+K (l)+m∑
i=m+2
Xi
∥∥∥∥∥

(
n + p + K (l) − 1)B + pB + (n + K (l) − 1)B  (2n + 2p + 2K (l))B.
Obviously, the same holds for m′ . 
Now, Proposition 2.1 can be proved as follows.
Proof of Proposition 2.1. Fix arbitrary l and g . Set h := H(l, gM). By Lemma 4.4 we know there is an n s.t.
n N
(
l, gM
)∧ ∀i, j ∈ [n;n + h(n)] (i  j → ‖Xi‖2 − ‖X j‖2  2−l−1).
Let f := F (l, gM,n). By Lemma 4.5 we know that there is a p s.t.
p  P0(l, f ) ∧
(
C(l,n, p) C
(
l,n, f (p)
)+ 2−l).
Note that by Lemma 4.3 we have that p  P (l, gM). We set m := M0(l,n, p). By Lemma 4.3 we get that m M(l, gM). Finally,
it follows from Lemmas 4.8 and 4.9 that
‖Am+1 − Am+g(m)+1‖
∥∥Z(l,n, p,m) − Z(l,n, p,m + g(m))∥∥+ 2( 1
m + 1
(
2n + 2p + 2K (l))B + 2−l)

√
2−l+4 + 2−l+1 + 2(2n + 2p + 2K (l))B
m + 1
=
√
2−l+4 + 2−l+1 + 2(2n + 2p + 2K (l))B
(2n + 2p + 2K (l))B2l + 1
<
√
2−l+4 + 2−l+1 + 2−l+1  2− l2+3.
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∀l, g ∃m M(l, gM) (‖Am+1 − Am+g(m)+1‖ 2− l2+3),
from which the claim follows immediately by the deﬁnition of M ′ . 
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