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Resumo
Esta tese apresentará uma introdução a imagens de raios-x e como adquirir e processar imagens
usando linhas de luz síncrotron. Apresentará os desafios matemáticos e técnicos para reconstruir
amostras em três dimensões usando a reconstrução de Tomografia Computadorizada, uma técnica
conhecida como CT. Esta técnica tem seu campo de visão limitado ao tamanho da câmera e ao
tamanho da iluminação. Uma técnica para ampliar esse campo de visão vai ser apresentada e os
desafios técnicos envolvidos para que isso aconteça. Um pipeline é proposto e todos os algoritmos
necessários foram empacotados em um pacote python chamado Tomosaic. A abordagem baseia-se
em adquirir tomogramas parciais em posiçoes pré definidas e depois mesclar os dados em um novo
conjunto de dados. Duas maneiras possíveis são apresentadas para essa mescla, uma no domínio das
projeções e uma no domínio dos sinogramas. Experimentos iniciais serão então usadas para mostrar
que o método proposto funciona com computadores normais. A técnica será aplicada mais tarde
para pesquisar a anatomia de cérebros de camundongo completos. Um estudo será apresentado de
como obter informação em diferentes escalas do cérebro completo do rato utilizando raios-x.
Abstract
This thesis will present an introduction to x-ray images and how to acquire and thread images
using synchrotron beamlines. It will present the mathematical and technical challenges to reconstruct
samples in three dimensions using Computed Tomography reconstruction, a technique known as CT.
This technique has a field of view bounded to the camera size and the illumination size. A technique
to extended this field of view is going to be presented and the technical challenges involved in
order for that to happen will be described. A pipeline is proposed and all the necessary algorithms
are contained into a python packaged called Tomosaic. The approach relies on acquired partial
tomogram data in a defined grid and later merging the data into a new dataset. Two possible
ways are presented in order to that: in the projection domain, and in the sinogram domain. Initial
experiments will then be used to show that the pipeline works with normal computers. The technique
will be later applied to survey the whole anatomy of whole mouse brains. A study will be shown
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1 | Introduction
Images have always been a powerful tool in the development of modern society. From cave
paintings, hand drawings and oil paintings to modern computer-rendered films, the world have
always shown a great interest in picturing things. When we picture the world around us, it’s easy
to imagine the inside part of objects, and even see the inside of translucent objects in some types
of image experiments.
Computer-rendered volumes can be very informational about internal structure of "things," but
do they carry real information about the world? In the context of scientific research, information
must ultimately come from the observation of a physical quantity. For real-world observation,
information-carrying probes (e.g., light) often reveal the distribution of the physical quantity at
the surface of an object via reflection, or its path integral throughout the object via transmission.
However, an exact map of the quantity at every spatial position inside the object is hard to obtain
without interacting with the sample in a destructive way (often referred as sample damage). The
main motivation of this thesis is to study how to retrieve this volumetric information at the interior
of biological samples and how to improve the technical approaches used in the process. In particular,
we focus on extending the field of view of tomography beamlines and how to use this techniques
to the survey of brain anatomy. This is a first step into the search for techniques that may help to
survey the human brain in the future.
The concepts approached and developed in this work were partially funded by the Brazilian
National Council for Scientific and Technological Development (Conselho Nacional de Desenvolvi-
mento Científico e Tecnológico, "CNPq") and the United States White House BRAIN initiative, a
project that aims to accelerate the understanding of the brain by developing new technologies and
computational tools.
It is fundamental to the understanding of the brain to survey its structure at different scales, and
to correlate with behaviour. Brain anatomy generates interesting questions from the macroscopic
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mapping of blood vessels, to the revelation of neuron interconnection, and to the microscopic imaging
of subcellular structures (at nanometer resolution). However, neuroscientists are facing challenges
in managing, analyzing, visualizing, exploring and modeling the rapidly increasing volumes of multi-
modal experimental data. An important part is the development of new scalable algorithms, data
standards, hardware and software tools supporting reproducible workflows for available high perfor-
mance computing or HPC. These systems use parallel processing for running advanced application
programs efficiently, reliably and quickly. The term applies especially to systems that function above
a teraflop or 1012 floating-point operations per second.
In this thesis an experimental procedure is proposed to extended conventional tomography, spe-
cially within synchrotron beamlines; and how to use this technique to survey a whole mouse brain
with micrometer resolution. It is shown that conventional sample preparation can be used to map
cell bodies, blood vessels and myelinated axons. There are many changes proposed to ensure the
scalability of the experiment for different sizes of samples, and robustness against various future
challenges.
Modern imaging systems generally contains a bidimensional grid of points that detect information
about the world. These detectors are often referred as area detectors and the most simple example
would be the light detector in our cellphone cameras. The final number of pixel in the image is
directly correlated with the number of points in the detector.
The first images that were created using penetrating radiation were x-ray images [1] and it quickly
become one of the most powerful tools to inspect the interior of objects without damaging then (if
not counting in radiation damages which indeed exist). This is a form of so-called non-destructive
imaging. In general, an image acquired using x-ray transmission is called a radiograph. [2]
Figure 1.1 shows the most basic x-ray imaging system one can imagine, composed of an x-ray
source, a sample, and an area detector. It is clear that the individual characteristics of every element
will affect the experiment.
Since the experiment carries numerical information we will redefine these parameters later in
terms of mathematical expressions in order to quantify the quality of the experiment.
X-ray images are generated by the detecting the planar information of the interaction of an high
energy beam with a sample. This interaction happens at different regimes but for the experiment
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Figure 1.1: Simple x-ray imaging experiment, this experiment is usually called shadow projection.
the only physical quantity that can be measured at the detector is the intensity of the electric field
at every pixel [2, 3].
In general a radiograph carries the information about the absorption of the sample and most x-ray
imaging experiments uses that as contrast. The most common example is on medical applications
where bones shows higher contrast against other softer tissues. Bones are much denser than the
soft-tissues surrounding then, and therefore absorb more x-rays more. This setup is useful when the
information we want is more absorbing than its surroundings but this is not always the case for small
biological samples.
The biggest problem with these samples is that the soft tissues don’t generate sufficient absorp-
tion contrast between themselves and their internal structures. Although different materials may
have low absorption coefficient, their refraction index may be appreciable. Mathematically speaking,
information of a sample is a map of complex numbers with real and imaginary parts respectively
contributing to refraction and absorption. This can be shown by the refraction index, n.
The propagation interference generated by the spatially coherent portion of the radiation allows
one to get information about the complex information in the sample [4–7]. This kind of imaging
setup is called Phase Contrast Imaging. These images have their contrast generated by both the
amplitude and the phase of the samples and the method of contrast generation will be explained in
Chapter 2.9
One of the main setbacks of digital imaging experiments is that since the detector size is not
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readily adjustable, image resolution is inversely proportional to the field of view. One way to see that
is to take a cellphone camera and take a picture of a tennis ball in a tennis square from a certain
distance and then take the same picture at a closer distance. The camera used and the tennis ball
are the same but the information is different. If you want to achieve high resolution in the tennis
ball without sacrificing the information about the tennis square you have a technical problem. A
direct solution would be having more and more detector pixels but the cost can become prohibitive.
A popular solution to the field of view problem is the use of panoramic images, which are images
formed from a mosaic of minor images. This gives raise to several technical challenges that go
from camera motion to computational size of the data. This panoramic images can be achieved by
merging other images that only contain partial information of the full panorama.
With the advent of penetrating radiation images, tomography or the imaging of interior sections
of a sample became possible. The word tomography refers to images that carries information
about the interior of the samples through the use of penetrating radiation. Nowadays, there are
many kinds of different experiments that can generate three dimensional information of samples,
like Magnetic Resonance Imaging, Positron Emission Tomography, among others. For its simplicity
x-ray tomography still stand as one the most used methods, and it s evolving. We refer to the set of
techniques that rely on computers to achieve the three dimensional reconstruction of the information
as computed tomography or simply CT [8–10].
CT is based on the fact that penetrating radiation images carry the integral value (or sum) of
some physical quantity along its path. A computer algorithm is then devised to solve the real value
of every voxel (the volumetric unit of information, or volumetric pixel) along the paths.
Although in theory any set of partial projections can lead to a system of equations that permit
solving the tomography, CT experiments evolved to some simple setups. On this setup the path
of the beam changes in a circular pattern around the sample. To achieve this we can either move
the sample or move the pair source-detector around the sample (as in a medical CT where it is
impractical to move the patient). Figure 1.2 shows a simplified view of a CT experiment setup.
CT reconstruction relies on computers to generate the volumetric structure of the sample and
therefore the data size plays a big role in the experiment feasibility. An everyday CT experiment
usually generates reconstruction blocks at the order of 20483 which leads to a data size of a few
1. Introduction 17
Figure 1.2: Schematic vision of a CT experimental setup. In red there is the x-ray Source and beam; In green, the
sample tower with a rotary stage perpendicular to the x-ray beam. In yellow, the area detector. In the situation
shown here the beam diverges from the source to the detector; in synchrotron experiments, the beam is instead highly
parallel.
gigabytes. In order to resolve the mouse brain structure we propose to have a resolution at the order
of 1 µm over a centimeter cubed. That will lead to data size of the order of tens of Terabytes.
Figure 1.3 depicts the ratio between the everyday CT data size and the proposed experiment data
size for this thesis.
The flow chart shown in Figure 1.4 shows how x-ray tomography can be achieved using different
imaging techniques. It is important to notice that during the tomography reconstruction pipeline,
images can be processed in the projection space (carrying the value acquired by the detector) or in
the reconstruction space (with the value after reconstruction).
Several other challenges are present in modern CT experiments. When the desired resolution
exceeds the accuracy at which the sample can be positioned and rotated, one needs to correct
this imperfection after data is acquired. That becomes a problem because CT reconstruction relies
directly to the quality of the experimental data. Theoretically speaking this data should be perfect
but as a real experiment there are several parameters that may be misaligned or have the need to
be re-aligned afterwards.
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Figure 1.3: Illustration to compare normal tomography data size with the proposed data size to solve the vessel
structure of the mouse brain.
To achieve the optimal conditions for small biological samples we use a synchrotron [11–13].
This type of particle accelerator generates very bright x-ray radiation. We call the experimental
apparatus used to deliver the x-ray beam to the final measurement apparatus a ’beamline’. A real
beamline CT experiment is much more complex than the simplified experiment idealized in Figure
1.2.
Based on the concepts discussed above, in this thesis we propose and develop an experimental
procedure to extended the field of view of conventional tomography, specially within beamlines. We
also demonstrate how to use this technique to survey a whole mouse brain with micrometer resolution.
We show that conventional sample preparation can be used to map cell bodies, blood vessels and
myelinated axons. Many changes were proposed to ensure the scalability of the experiment for
different sample sizes, as well as robustness against various future challenges.
The thesis presentation is divided in eight sections. In Chapters 2 and 3, we discuss and expand
the main concepts in x-ray imaging and Tomographic reconstruction. Chapter 4 brings the materials
and methods used in this work. The results obtained from this work are divided into 3 sections.
Chapter 5 discusses the details of the proposed extended tomography pipeline. Chapter 6 shows the
first experimental results which validate the concepts proposed through simple experiments at the












Figure 1.4: Simplified fluxogram of the images used during a CT experiment. The dashed box shows procedures that
happen to improve radiograph acquisition and processing. The solid arrow shows the proposed scheme to solve large
biological samples.
of the mouse brain anatomy. This last part was carried out at Advanced Photon Source in Chicago,
IL.
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2 | X-ray Images
X-ray imaging is one of the most powerful tool for everyday non-destructive probing inside objects.
This means that after the interaction of the x-rays with the sample, the resulting wave needs to
be recorded somewhere. This recording can be generated by direct means of the interaction of the
x-ray with the silver oxide grains in a traditional x-ray plate or by indirect means of converting the
photons to visible light followed by a visible light detector.
In this chapter we are going to present the basics of an x-ray imaging experiment: x-ray sources,
sample stages, detectors and image processing.
2.1 X-ray Sources
The most common sources of x-rays are x-ray tubes. These sources contain a vacuum tube that
uses a high voltage to accelerate the electrons released by a hot cathode to a high velocity. These
high velocity electrons collide with a metal target, the anode, creating the x-rays [14]. Different
targets generate different x-ray spectra, which therefore may have different applications.
In this conventional setup the maximum energy of the produced x-ray photons is limited to the
voltage used to accelerate the electrons on the tube times the electron charge. This leads to two
atomic processes with very different x-ray spectra:
Bremsstrahlung This is radiation given off by the by the acceleration or especially the deceleration
of a charged particle after passing through the electric and magnetic fields . These radiation,
also known as braking radiation, can be generated by synchrotron sources, cyclotron sources,
and other atomic processes. The radiation have a continuous spectrum and the intensity of
increases linearly with decreasing frequency. [15].
X-ray Fluorescence If an electron have enough energy it can knock an orbital electron out of the
inner electron shell of a atom, and as a result electrons from higher energy levels then fill up
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the vacancy and X-ray photons are emitted. This process produces an emission spectrum of
X-rays at a few discrete frequencies, sometimes referred to as the spectral lines. The spectral
lines generated depend on the target (anode) element used and thus are called characteristic
lines. As an example when an electron falls from the L shell to the K shell, the X-ray emitted
is called a Kα. Similarly, when an electron falls from the M shell to the K shell, the x-ray
emitted is called a Kβ.
These processes are very inefficient, with a conversion factor of barely one percent (the majority of
the energy is dissipated in the form of heat). This excessive heat lead to several cooling challenges
in order to increase the photon flux. One solution is the use of liquid metal targets and short
femtosecond pulses of light to accelerate the electrons inside the liquid. This liquid metal sources
are currently the best sources for tabletop x-ray imaging setups but they are very complicated due
to the use of femtosecond tabletop lasers [16]. Another source that is becoming very popular is the
use of liquid metal target with an electron gun, this sources allow the target to regenerate much
faster and therefore can use higher electron currents [17].
A much more complex, yet much more powerful source of X-rays is synchrotron radiation, which
is generated by particle accelerators. The next section will show how this type of source can achieve
x-rays fluxes many orders of magnitude higher than normal tabletop sources.
2.2 Synchrotron Radiation
A synchrotron is an extremely powerful source of X-rays. The X-rays are produced by high energy
electrons as they circulate around a storage ring.
The entire world of synchrotron science depends on one physical phenomenon: when a electron
changes direction, it emits an electromagnetic wave and thus loses energy. When the electron is
moving at sufficiently high relativistic velocities, this radiation is at x-ray wavelengths.
The process starts by generating electrons and accelerating then into a LINAC. Next comes a
booster ring which increases the electrons energy even more until it reaches the energy of the final
storage ring. This ring keeps the electrons in a constant almost-circular trajectory. For all of these
accelerators, radio frequency cavities are used where the arrival of an electron bunch into the cavity
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is timed so that it "surfs the wave" (interacts with the electromagnet field inside the cavity) to get
accelerated. The bunch then circulates around the magnetic structure, losing a bit of energy to
radiation, and then comes back to the RF cavity to get that kinetic energy restored. In the booster
ring, the electromagnetic field in the radio frequency cavity is steadily increased, as is the strength
in the bending magnets (to change the electron straight paths), to ramp up the energy in the stored
beam. In the main ring, the energy is held constant (on average).
The resulting synchrotron light beams are emitted as dozens of thin beams, each directed toward
an experiment next to the main ring. Most machines operates day and night, with periodic short
and long shutdowns for maintenance.
Thus, the synchrotron radiation is generated from relativistic electrons under the action of
strong magnetic fields in storage rings. These prerequisites determine the characteristics that make
synchrotron radiation so advantageous. According to Peatman at al. [18]:
1. The continuous spectrum emitted from magnetic dipoles, ranging from infrared to hard X-
rays. In the case of insertion devices (ID’s), the spectrum is not continuous but rather strongly
pointed, depending on the magnetic field present in it.
2. The radiation emitted is highly directional and emanates from a very small source: the electron
beam. In the case of magnetic dipoles, the radiation is emitted in a fan . For the insertion
devices, the emission presents high degrees of collimation depending again, of the applied
magnetic field.
3. Synchrotron radiation has a well-defined temporal structure. The electrons within the storage
ring are grouped into packets, which are synchronous to the radiofrequency cavity used to
restore energy lost by the emission of radiation.
4. High degrees of polarization in the plane of the storage ring are obtained from the mag-
netic dipoles and planar inserts. Special insertion devices can be designed to obtain elliptical
polarization.
These are the characteristics that make the synchrotron radiation a source that approaches an ideal
source: point source with high directionality.
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This almost perfect point sources lead to some very interesting effects on the beam. The most
important of them for imaging is coherence and which will be described next.
2.2.1 Coherence
First let’s define how an x-ray beam can be coherent and how it affects imaging experiments.
There are two kinds of coherence and they are classified according to the spatial and temporal
uniformity of the electromagnetic wave. This section will describe the equations that quantify these
two characteristics; the detailed and in-depth deductions can be found in the books of Born and
Wolf [3] and Goodman [19]. The book by Als-Nielsen and McMorrow [2] on synchrotron radiation
present excellent notions for the study of coherent X-ray radiation and a study on the characteristics
of each different source. The minimum requirements of a source for the realization of coherent x-ray
imaging experiments can be found in Veen et al. [20].
2.2.2 Spatial Coherence
The figure 2.1 represents two wave fronts traversing a Young double-slit experiment, where w is
the extension of the isotropic source, d is the distance between the slits, R is the distance from the
source to the slits and L is the distance from the slits to the measurement plane.
Figure 2.1: Representation of a Young double slit experiment (as seen in [20]).
The interference fringes generated by a very small source appear at the diffraction angles α “
mλ{d with m “ 0,˘, 2, ... for the maxima and m “ ˘1{2,˘3{2,˘5{2, ... for the minima (using
the low-angle approximation). The fringes produced by an emitter at the edges of the source are
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found in mλ{d`w{2R. The angular or transverse coherent length, ξt, is defined by equation (2.1).
This lenght is defined by the distance where there is destructive interference between an emitter at





The figure 2.2 shows two plane waves propagating in exactly the same direction with slightly
different wavelengths, λ and λ ´ ∆λ. Both are in phase at the origin and the length of time
coherence, ξl, corresponds to the distance they must travel until they are completely out of phase.
Figure 2.2: Two waves propagating at the same direction (as seen in [20]).
This is shown in the equation (2.2), which we can be expanded in a Taylor series to obtain the
approximate value of the longitudinal or temporal coherence length, ξl.






Synchrotron radiation provides a high degree of partial spatial coherence when the beam emittance
is small and also the monochromaticity of an undulator beam can generate spatial coherent on the
order of 1/(number of undulator periods). [21]
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2.3 Tomography Beamline
As mentioned before, X-ray beamlines are the systems used to deliver radiation from the syn-
chrotron source to an experiment, while controlling the radiation’s properties. We also call the
collective space of many beamlines the experimental hall. Inside the beamline there is usually the
necessary equipment to bring the radiation to the sample and record the result of it.
Since the discovery of x rays, the discovery of new techniques using them to probe characteristics
of a sample has continued without stop. With the introduction of synchrotrons as powerful sources of
x-rays, many other imaging techniques became available. The introduction of sources that are more
and more coherent make it possible for today’s beamlines to acquire images using a combination
of absorption and phase imaging modalities. As is well known, X-rays penetrate all low Z materials
very well and 2D projections of the sample can be taken easily.
This 2D projections can then be used to reconstruct the 3D information using mathematical
reconstructions, called tomography. This technique gives the full 3D information by acquiring pro-
jection images of the sample along a number of different directions. These projections can be used
as input for computerized tomographic reconstruction, or CT.
X-ray optics can be used in order to shape the characteristics of the incident beam in the sample.
Slits can be used to confine the beam, attenuators to change its intensity, monochromators to filter
its energy and other optics to focus and defocus it.
The sample stage is the heart of a tomography experiment, it usually provides a high precision
rotation and several translation degrees on the sample. This permits the positioning of the sample
in the beam path and can be aligned to ensure the sample axis of rotation is perpendicular to the
detector and remains within the field-of-view.
Different x-ray experiments have different probing techniques and different detectors to record
the experiment. In the case of imaging beamlines, there are three kinds of detectors that must be
mentioned:
• Direct detection detectors that use the energy of the absorbed x-ray photon to create a certain
number of hole-electron separations. One can integrate this charge to measure the photon
energy (energy dispersive detectors such as x-ray fluorescence detectors), or with known photon
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energy the integral can be used to measure the number of photons. Alternatively, the pulse of
charge can be used to trigger a threshold circuit to count the arrival of photons one-by-one. [22]
• Charge integration detectors sum or integrate photons in electronic detectors to record the
signal at pixels in a regular array. For charge integration in charge-coupled devices (where
charge "buckets" are manipulated to bring pixel charges to an analog-to-digital converter),
the pixel must be large enough to have a deep enough charge bucket (full-well capacity) to
not get saturated too easily. For detectors with per-pixel electronics used to integrate charge
or count photons, one needs about 30 microns or more of spacing between pixels to allow
for this electronics and readout circuitry and wiring. This large pixel size limits resolution in
standard parallel beam tomography. [23,24]
• Indirect detection system where there is a scintillator coupled to the detectors. Those detectors
use a scintillator to convert x-ray photons into visible photons and therefore, can use a modern
visible light camera. [25]
The current running standard is to have indirect-detector systems. These detectors are usually
coupled with very thin scintillators. This thickness is usually on the order of microns and are one
of the variables that define the final resolution of the experiment. The visible light microscope
that focus the camera on the scintillator also needs to have a numerical aperture that matches the
expected resolution.
The detector position, as determined by absorption or phase contrast imaging techniques, can
be adjusted along the beampath. Due to the statistical nature of the detected images they are
influenced by various factors and should be corrected prior to most analysis. Among these factors
are the electronic noise of the equipment, dead pixels in the detector, cosmic rays (which can provoke
occasional large single pixel values), the non-uniform profile of X-ray beams, and the saturation of
the scintillator. These effects will be discussed below and an approximate solution will be proposed.
2.4 Radiography Processing
To illustrate how an x-ray image processing procedure is done, let us start with an image taken
from the camera, I, and the final corrected image, C.
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The first correction that must be taken into consideration is the subtraction of electronic noise
dark current. To get an image that corresponds to the experiment electronic noise we expose several
images without any beam signal and take the average value for each pixel. We call this image the
"Dark Image." Since the electronic noise is something statistical it is important to obtain several






where D represent the final dark image, Dpiq are the partial images i, and n is the number of
averaged images.
The next external disturbance that should be corrected is the beam intensity profile, as well as
the response of the scintillator and camera. Each pixel can have a contribution somewhat different
for the same exposure. For this to be corrected, direct illuminations of the camera are made without
the presence of any sample. These images are called "Flat Field" images and they carry information
about variations in incident beam intensity as well as pixel gain. Like the dark images, the flat field






where I represents the final flat field image, Ipiq are the partial images i, and n is the number of
averaged images.
The flat field image carries with it all information of the beam intensity profile and the pixel gain
(including dead pixels and defects in the optical beam path).
To achieve a final corrected projection, we first subtract the dark image from the original image,
and divide these images afterwards. The pixel by pixel division is represented by c. This ensures
that any imperfections in the relative intensity of the images are corrected. This process reduces to
Aij “ Iij ´Dij
Fij ´Dij ô A “ pI ´Dq c pF ´Dq (2.5)
where A is the final corrected image, I is the original image, D is the dark image and F is the flat
field image.
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The corrected image still carries information of the transmitted beams and another transformation
must be introduced to make this values correspond to the absorption coefficient of the sample. At
a short distance most of the modulation in final image correspond to absorption effects and one can
use the Beer-Lambert law [26,27] to get the corrected image, as
C “ ´ lnpAq (2.6)
where C is the final attenuation image and A “ I{I0 is the absorption coefficient image.
Although there are ways to take into account other effects of sample interaction, such as the
effects of the propagation phase influence, the simple correction presented in this section is quite
satisfactory.
Another external influence that can be corrected is the time variation of beam intensity. Due
to the configuration of our source the x-ray intensity on the sample decays with time and so the
images obtained with a very large time interval will have different relative intensities. There are two
ways to fix this. One is to control the exposure time of each image so that the entire dataset has
the same flux at each exposition and the other is to normalize every image by the relative decay of
the beam intensity at the time of measurement.
2.5 Sample Transmission
When a wavefront reaches a sample, there are a number of photon-matter interactions that
modulate the wave characteristics giving rise to an output wave. The intensity of a propagated
wave at the detector plane generates the radiograph. The detected intensity corresponds to the
modulus of the Pointing vector [28, 29].
A plane wave with amplitude A1 and phase φ1 can be described by Ψ1 “ A1eiφ. Its intensity, I,
can be described as
I “ |Ψ1pxq|2 “ A1pxqeiφ1pxq ¨ A1pxqe´iφ1pxq “ A21pxq (2.7)
Therefore, the phase of the output wave cannot be observed in the measured intensity.




Figure 2.3: Propagation of Ψ0 by a sample generating the output wave Ψ1 by the interaction with sample Qpx, zq
in the direction zˆ (represent by the blue arrow).
2.5.1 Complex Refractive Index
A more formal mathematical analysis of the interaction of the propagating wave through the
sample shows that the intensity can carry information about the sample phase. To show that we
need first to define the sample characteristics in a complex form and how the incident wave interacts
with both the real and imaginary part of the sample index of refraction.
Each object can be characterized by a complex refractive index as defined in equation (2.8).
The index of the complex refractive, n, is defined for each volume p∆x, ∆zq of the object. It is
basically constituted of a combination of the attenuation coefficient of x-rays, µ, and the refraction
coefficient, δ,i.e.,
npx, zq “ 1´ δpx, zq ` iβpx, zq (2.8)
We can define the values for attenuation and refraction using elemental characteristics of each









renaf2 “ µ λ
4pi
(2.10)
2. X-ray Images 30
In these expressions, λ is the incident photon energy, na is the atom number density per volume,
and re “ 2.818 ¨ 10´15 m is the classical radius of the electron. The electron density comes in from
f1` if2, which are usually referred as the oscillator density or scatter factors. These scatter factors
can be found at the tabulations such as those of Henke at al. as well as others [30–32].
The second part of equation (2.10) takes into account the attenuation of x-rays, µ, as the
attenuation coefficient responsible for varying the amplitude of the output waveform. Equation
2.9 determines the phase shift of the wave front and mathematically describes the phenomenon
responsible for diffraction of non-periodical objects (the crystaline case is not covered here).
With the ability to tune the wavelength at the sample, anomalous x-ray scattering is also a very
powerful technique in synchrotron facilities. With enough monochromatic photons (in contrast to
desktop x-ray sources that are limited in brightness and monochromatic flux) is possible to vary the
scattering factor for one particular element in the sample. Thus one particular element will show
particular contrast variations. In addition to this effect the anomalous scatter is more sensitive to
any deviation from sphericity of the electron cloud around the atom, which can lead to resonant
effects involving transitions in the outer shell of the atom [2]. This effect is most easily measured
as a function of x-ray energy by noting the sharp increase in absorption at the vicinity of exciting
energies.
2.6 Absorption Contrast
In fact, it is possible to show that the incoherent wave interaction with a sample will generate
an image based on the imaginary part of the refraction index, β. Figure 2.3 shows a plane wave,
Ψ0, interacting with a sample to generate the object transfer function QpX,Y ,Zq. This is possible
by using Huygens principle of spherical waves. [3].















δpx, zq ` iβpx, zqdL‰
fiffifl (2.12)
where L is the optical path of the wave inside the sample. For this study case let’s assume that
dL “ dZ. For simplicity the constants have been suppressed in equation (2.12) because it does not
contribute to the variation on x intensity and therefore does not generate contrast.













which makes the object transfer equation very simple:
Qpxq “aT pxq exp riφpxqs (2.15)
where exp riφpxqs is the phase difference on the exit wave and it is somehow responsible for shifts
in the beam direction; the part
a
T pxq represents the attenuation and can be calculated by the





where Ipxq is the transmitted intensity; I0pX,Y q is the initial intensity; µ is the attenuation coef-
ficient; and L is the optical path [26,27].
Inverting this equation would give rise to the optical density of the sample, Dpxq:
Dpxq “ µl “ ´ ln Ipxq
I0pxq (2.17)
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This how you get a linearized image reflecting the projected thickness l. We can now revert back
to our image processing step to correct for the Beer-Lambert attenuation (Equation (2.6) and see
how it is actually correcting do give values of µpxq ¨ lpxq.
2.7 Absorbed Dose
Since x-ray is an ionizing radiation it is important to define the absorbed dose as the physical
quantity representing the mean energy imparted to matter per unit mass. In the international system
of units (SI), the unit of measure is joules per kilogram, and its special name is gray (Gy) [33].
With that definition it is possible to show that the energy deposited per length in the sample
dE
dl
“ ´E ¨ dI
dl
and using equation 2.17 one gets ´dI
dl
“ µ. Then dE
dl
divided by the irradiation
area gives the deposited energy per volume. Finally dividing it each voxel by its density (usually
considered uniform) gives how dose is calculated.
It is important to notice the the absorbed dose induces sample damage and in many experiments
may represent the final limitation in the total exposition time. One possible solution is to decrease
the sample temperature in order to increase the maximum deposited energy before the sample start
to suffer damage [34]. Electron microscopy due to the interaction of the electron beam with the
sample has several examples of dose induced damage mechanisms [35].
2.8 Coherent Wavefront Interaction
The previous section showed that for an incoherent wave that only the sample absorption takes
action in contrast generation but this is not the case when there is at least a partially lateral coherent
portion in the incident beam. This section will address the formation of coherent images in different
experimental conditions, which will be set according to the distance between the sample and the
detector, R, and the incident wave wavelength, λ. [2, 3, 19]
For the theoretical model that will be used in the formation of coherent images, we will assume
that the beam has an infinite coherence length [20].
It is known that for sufficiently small wavelengths (λ ă 0.1 nm) the phase contrast is higher than
the absorption contrast. For biological samples β is the order of 10´9 while δ is the 10´6 . Therefore
we can say that when hard x-rays are used there is a regime where phase contrast dominates the
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propagated intensity and even tiny spatial variations in refractive index can be detected.
The amount of information that can be obtained on the structure of the object in a phase
contrast image depends on the distance R between the object and the detector. In order to classify
the regimes that an image is being acquire it is necessary to introduce the Fresnel number, F ,named
after the physicist Augustin-Jean Fresnel. The Fresnel number is a dimensionless quantity used in
optics, in particular in scalar diffraction theory. For an electromagnetic wave passing through an





where a is the characteristic size (e.g. radius) of the scatterer, R is the distance from the sample to
the detector and λ is the incident wavelength.We can classify three different regimes to get a better
understanding of how images behave at different distances.
The first scheme called contact or near-contact, where the detector is placed directly after the
sample (i.e. R “ 0, see Figure 2.4), has the contrast of images determined only by absorption.
The second regime arises when we move the detector downstream and interference fringes begin to
appear. The area where the diffraction starts to have an effect on the image is called the Fresnel
zone. Finally the third regime arises when the diffraction becomes predominant and is called the
Fraunhofer regime. It is possible to see the predominance of this regime when R " a2{λ with a
being the sample size. The Fresnel regime is defined to be between the near-contact distance and
where one defines the Fraunhofer regime. This is, the Fresnel regime resides where 0 ă R ă a2
λ
.
For this work we plan to study images acquired at the Fresnel Regime. At this regime Phase
Contrast Images can be acquired with the use of partial coherent radiation. [36]
To elucidate how Fresnel diffraction transports the complex information of the sample we will
define a plane wave illuminating an object with a sample function Qpx0, zq at the sample plane
(R “ 0), as seen in Figure 2.4. The diffracted amplitude at a distance R ą 0 in the detector plane
x1 can be calculated using equation (2.19) [3]. This is the same as to enunciate the principle of
Huygens that considers each infinitesimal element ∆x in the plane object as a new spherical wave




















Figure 2.4: Propagation of a plane wave through a planar object with a transmission function Qpx, zq. The acquired
image is the resulting wave at the detector plane y.
source. It is also important to define the wave number k “ λ
2pi
:








R2 ` }x0 ´ x1}2
is the distance from the point x0 to the point x1.
We can define the experiment resolution by the actual pixel size at the detector and sample
∆x0, ∆x1 and since tR, r0u " t∆x0, ∆x1u, r can be expanded to the second order around r0.

















where the exponent of the second exponential (2.20) equation takes into account the spherical
curvature of the wave fronts generated by the object. This curvature becomes negligible when
r0 – R " a2{λ with a being the sample size. In this case the second unit becomes exponential
and the diffracted amplitudes are a Fourier transform of qpx1q. In this condition, the distribution of
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amplitudes ψpx1q does not change its shape with the change of the distance R. This defines the
behavior at the Fraunhofer regime.
2.8.1 Near Contact Regime
Among the contact position and the Fresnel regime, contrast is enhanced due to spatial variance
of refractive index. The full derivation of this equations can be found at Wilkins et al. [36]. If the
phase shift of object φpxq is small and real the final intensity measured at the detector on a distance
R to the sample is given by Equation (2.21).









One consequence of this equation is that there is a distance R which enhances the contrast of
object edges in the acquired image, making it possible to see details that could not be seen before.
This effect is specially important when the adjacent tissues have very similar absorption. A more
detailed description can be found at [37] and [38].
2.8.2 Pure Projection Approximation
Now that the contrast mechanisms were defined for the energy and distance range that this
project will cover it is also important to cover another physical limit, the pure projection approxi-
mation. It is the physical limit that gives the maximum length inside a sample that we can still use
the exit plane as the linear integral inside the sample without considering scattering.
A in-depth derivation can be found at Thibault et al. [39] and Tsai et al. [40]. Equation (2.24)
gives the maximum sample thickness as defined by Tsai et al.(Equation 4) were the pure projection
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where T is the maximum sample thickness, a is the desired resolution and λ is the wavelength used
to probe the sample.
As a matter of comparison, for a normal beamline with energy in the range of 25 keV (0.0496 nm)
and a resolution of 1 µm gives a maximum sample thickness of 0.104m or 10cm. It is important
to notice that this range will limit the sample size we can apply standard x-ray propagation and
tomographic reconstruction without the need of simulation the interior of a sample.
2.9 Phase Retrieval
As shown in the previous section the output beam of a sample has a characteristic phase that is
irrelevant to traditional images because the phase is lost in the interaction of an incoherent wavefront
with the sample. However, there are methods to use the information coming from this phase and
the contrast generated by the index of refraction. These images are called phase contrast images.
There are four main techniques for obtaining phase contrast x-ray images, which use different
methods to transform the phase information into contrast. The simplest method that is the subject
of this work is the propagation method, which uses partially coherent sources to see the interference
of the sample output wave in space.
We can also have Talbot interferometers, which use interferometric grids to measure the phase
derivative [41, 42]; Images enhanced by diffraction, which uses a crystalline analyzer is used to
determine the phase derivative [43]; And x-ray interferometry that uses interferometers to measure
the relative phase between two optical paths [44].
It is interesting to note that although they are different, all methods generate images that can be
used as traditional radiographs where the only difference is the physical process used to generate the
contrast. It is also possible to reconstruct the relative phase of each of the indirect methods, with
an iterative algorithm for propagation images and integration in the favorable direction for Talbot
images and refraction.
Phase retrieval is the process of finding solutions to the sample phase based on algorithms. It
is important to note that x-ray radiographs do not carry full phase information and therefore the
answer is numerical.
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Given a complex signal F pkq, of amplitude |F pkq|, and phase ψpkq:




where x is an M-dimensional spatial coordinate and k is an M-dimensional spatial frequency coor-
dinate, phase retrieval consists in finding the phase that for a measured amplitude satisfying a set
of constraints. Important applications of phase retrieval include x-ray crystallography, transmission
electron microscopy and coherent diffractive imaging, for which M “ 2 [45] and M “ 3 [46, 47].
Uniqueness theorems for both 1-D and 2-D cases of the phase retrieval problem, including the
phaseless 1-D inverse scattering problem, were proved by Klibanov [48].
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3 | Tomographic Reconstruction
Computed tomography allows one to reconstruct the three dimensional distribution of optical
density in an object. This applies for all kinds of tomography, but some of the terms and physical
descriptions refer directly to x-ray computed tomography. The first CT scan was invented in 1972
by two scientists working independently. British engineer Godfrey Hounsfield of EMI laboratories
invented the CT scan in England, and South African-born physicist Allan Cormack of Tufts University
invented it in the United States. General tomography is based on the Radon Transform. The
mathematical basis for the Radon transform and its inverse was laid down by Johann Radon in
1917 [49].
The Radon transform (R) has different definitions, applications and names. We are going to
use a common definition used in tomography and microscopy, shown below, that is a line integral
operator.
























˝ cos θ ´ sin θ






x “ Rpθqs (3.4)
each point in Rfps, θq function is equal to a line integral of fpx, yq along the s “ x cospθq`y sinpθq
straight line, where s compose a rotated x axis by an angle θ. Some lines are illustrated on Figure
3.1 for different values of t. The output of the Radon transform is known as a sinogram, that is a
function of ps, θq and can be interpreted as an image. Equation (3.4) shows the rotation operator
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Figure 3.1: Matrix representation of the Radon transform of a matrix. I.e. 1-dimensional images acquired at different





















Figure 3.2: Representation of the space operations from sinogram to reconstructed image and the equivalent opera-
tions. R for the projection of a sample into sinogram and B for the reconstruction of sinogram into image.
and how it affects the vectors of x “ px, yq and s “ pt, sq. The letter s was choosen to represent
the vector pt, sq in order to not get confused with the time variable t.
Figure 3.2 shows the transformation between the two mathematical spaces involved in x-ray
tomography: the sinogram, and the reconstructed image. The operation that takes sample infor-
mation into sinogram is often called the Projection R, while the inverse is called Backprojection
B.
The most common mathematical phantom to depict a tomography experiment is due to Shepp
and Logan [50]. Figure 3.3a shows a 512ˆ512 pixels Shepp-Logan phantom and Figure 3.3b shows
the sinogram of this phantom with 720 projection over 180 degrees.
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(a) (b)
Figure 3.3: The most common mathematical phantom for tomography is the Shepp-Logan. Figure (a) shows this
phantom with a 512ˆ 512 pixels size while Figure (b) shows the sinogram of the phantom with 720 projection over
180 degrees.
3.1 Fourier Slice Theorem
The most important method to obtain the inverse Radon transform is based on the Fourier Slice
Theorem. This elucidates the relation between the one-dimensional Fourier transform of each parallel
projection (a sinogram line), and the two-dimensional Fourier transform of the density function.






fpxq expr´i2pipuxqs dx (3.5)




pps, θq expr´i2piwss ds (3.6)






fpRpθqsq expr´i2piwss ds (3.7)
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from the relation stated in (3.3), a lot of information is used. First, the already presented equation
s “ Rpθqx. Then, we can change the variables of the integral, ds, to dx without adding anything






fpxq expr´i2pipwxRpθqqs dx (3.8)
At this point it is possible to compare (3.5) and (3.8), and state that:
Pθpwq “ F pwRpθqq “ F pw cos θ,w sin θq. (3.9)
Equation (3.9) is a simple form of The Fourier Slice Theorem. In words, it states that the Fourier
transform of a parallel projection of an image at an angle θ is equal to a slice of the 2D-Fourier
transform of this image (F pu, vq), that is made over the radial line at an angle θ with the u axis.
This implies that if we are able to get enough projections of an object and transform each one to
the frequency domain, we have all the information needed to build the 2D-Fourier Transform of this
image. Using the inverse Fourier Transform, one can recover the cross section image of the object,
using only its projections.
Although the desired number of projections tends to infinity, in real experiments like the ones
presented in this thesis this number is limited. Since in this discrete model we cannot found an
infinite number of projections, a good inverse formula must have a good discrete approximation, and
Fourier Slice Theorem does not. Higher frequencies will have lower sampling than lower frequencies,
requiring more projections, and there is a need to map a polar discrete function to a Cartesian discrete
function, which is not immediate. This is first possible Inverse Radon Transformation and despite its
discretization nature, it is an extremely fast algorithm. An implementation called gridding uses this
algorithm and can be found in [51]. Figure 3.4a shows the result of the gridding algorithm applied
to the sinogram in Figure 3.3b. It is important to see that due to the inverse Fourier transform there
are values smaller than zero at the reconstruction, Figure 3.4b shows the same reconstruction with
only the positive values, now resembling a lot the original sample (see Figure 3.3a).
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(a) (b)
Figure 3.4: Gridding reconstruction of sinogram in Figure 3.3b. Figure (a) shows the raw result while Figure (b)
shows only the positive number (i.e. clipping at 0).
3.2 Filtered Backprojection (FBP)
Before the gridding method, the Filtered Backprojection algorithm was one of the most popular
inversion strategies, due to its simplicity and reasonably fast implementation. It is derived directly
from The Fourier Slice Theorem.
This algorithm also introduces the Backprojection operator, B, which is the adjoint of the Radon
operator, R, (i.e. R “ B˚). The definition of both R and B operators allows the use of many
other inversion techniques, including iterative methods.







F puq expri2piuxs du (3.10)
then we will define new polar coordinates to substitute the vector u “ pu, vq
u “ w cos θ v “ w sin θ (3.11)
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w P p´8,8q, θ P r0,piq
where the new differentials will be
du “ |w| dw dθ (3.12)






F pRpθqwq expri2piwpRpθqxs |w| dw dθ (3.13)






Pθpwq expri2piwRpθqxs |w| dw dθ (3.14)









Pθpwq |w| expri2piwts dw (3.16)
if we recall equation (3.3), we can note the same relation s “ x cos θ`y sin θ, thus the same parallel
lines used in Radon transform are used in the integral defined in (3.15).
The operation in equation (3.16) over Pθpwq is a filtering operation, where the filter response
is equal to |w|. It means that Qps, θq is a filtered sinogram, or a filtered projection, and that the
operation over it in equation (3.15) can be applied for any projection (filtered or not).
Equation (3.15) takes a filtered sinogram and returns a object image fpxq. For each pair ps, θq
there is a straight line in the pxq plane and, for all these points in this line, the integral will contribute
with the same value, and the final value for each point in fpxq will be the sum of the contribution
of all the projections. It means that each filtered projection is back projected over a plane, and the





QpxRpθq, θq dθ (3.17)
The backprojection is the most intense computational part of the Filtered Backprojection (FBP),
and the filtering process is placed as a separated step. Figure 3.5a shows the backprojection of
3. Tomographic Reconstruction 44
(a) (b)
Figure 3.5: Figure (a) shows the backprojection reconstruction of sinogram in Figure 3.3b. Figure (b) shows the
same backprojection after filtering. This is usually called Filtered Backprojection (FBP) reconstruction.
sinogram in Figure 3.3b, you can see the blurring by the lack of filtering. Figure 3.5b shows the
same reconstruction applied after filtering the sinogram.
Implicit in the formulation of both gridding and FBP methods is the fact that you have enough
projections to reconstruct your initial sample. If you consider a perfect imaging system the Crowther
criterion [52] is considered the most conventional method to evaluate the resolution of a CT recon-
struction and state that the minimum number of views, n, to reconstruct a particle of diameter D




In our test case, lets say the desired reconstruction resolution is 1 pixel, therefore to reconstruct
the 512 ˆ 512 original pixels we would need 1500 projections. In reality, the experiments never
acquire such high number of projections and therefore may not have complete accuracy at the pixel
level.
For a small region, the Crowther criterion play a huge role but as samples get larger it’s effects
are broadened. This is because in the Fourier domain, acquiring more angles only fill the lower
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frequencies (the higher frequencies saturates much faster). That will give you more detail about
coarse features in real space, but by definition coarse features don’t need lot of detail.
This criterion is very important for Fourier-transform-based reconstruction methods like filtered
backprojection and gridrec. However, there are more sophisticated algorithms that are able to over-
come the under sampling of the Fourier space by iterating on the projection and backprojection
operators. Those are called iterative approaches like Simultaneous Iterative Reconstruction Tech-
nique (SIRT) or Maximum Likelihood Estimation Method (MLEM) that will be presented next.
3.3 Iterative Methods
The Maximum Likelihood Estimation Method, MLEM [53], is directly derived from the linear
algebra approach, where its model considers the physical noise as a statistical distribution, and then
searches for the best solution.
In fact, the Expectation Maximization, EM, is a general method for developing many different
algorithms that rely on a hypothesis that each measurement value is a realization of a random
variable, and the probability of this variable depends on unknown functions, that are then estimated
to satisfy the maximum probability. It leads to an iterative algorithm that converges to the value
that the desired unknown function must assume.
This method has been proposed several times, but its implementation is much more expensive
than the FBP algorithm, making it (and most iterative methods) impractical prior to the development
of more powerful computers. However, faster implementations are feasible with the new very parallel
Garphic Processing Units (GPU’s) higher performance, and such algorithms may now be practicable.
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4 | Materials and Methods
In the previous chapters, it was shown how to acquire and process x-ray images in order to get
the volumetric information of samples. It can be easily shown that in order for standard tomographic
reconstruction to happen, the sample must be contained in the field of view of the camera. The
illumination field of a synchrotron tomography is usually limited by the beam and camera sizes.
It usually follows a very strict correlation where the field of view is inversely proportional to the
resolution of the experiment; In other words, the amount of pixels multiplied by the pixel size gives
the final field of view. This thesis propose a procedure (and its algorithms) to extended this field of
view of an experiment in a manner that it is now limited by the sample damage and the computational
resources at hand. The experiments will show the use of this approach under challenging conditions
and an application to a biology experiment.
This thesis result can be summarized in three main parts: The development of an extended
tomography experiment and the related algorithms, the proof of concept of this experimental pro-
cedure in a challenging environment, and the application of the algorithms to survey the anatomy
of a whole mouse brain. This chapter describes the materials and methods in order to do these
experiments with extended tomography. We described the samples used and their preparation for
each experiment, as well as beamline setups, imaging acquisition protocols, volume reconstruction
and rendering as well as the Tomosaic method chosen for further development. Finally, details for
each of the experiments are provided.
The initial experiments with extended tomography were done at the Brazilian Synchrotron Light
Source (at the UVX storage ring) and the beamline is described in Section 4.2.1. The measurements
for the whole mouse brain survey were done at the Advanced Photon Source at the 32-ID-C beamline
(described in Section 4.2.2. The samples were prepared following the protocols in section 4.1. There
were several different acquisitions and the image processing is described in section 4.4, while the
programs used to visualize and render are described in section 4.5.
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4.1 Samples
There were two sets of samples presented in this thesis. The first set was measured in Brazil
and did not required any special sample preparation. The samples were a rosary seed, a wild beetle
and wood fiber (in the form of a tooth pick).
The second set of samples were used to the mouse brain survey and were prepared by Kasthuri
Lab at the University of Chicago using previous techniques developed for large volume EM [54].
The mice were anesthetized and transcardially perfused with aldehydes (2 percent paraformaldehyde
and 2 percent glutaraldhyde). After dissection, samples were stained with heavy metals (osmium,
uranium, and lead), dehydrated, and embedded in plastic (EPON). Special thanks to Vandana
Sampthkumar and Shawn Mikula for providing the samples.
4.2 Beamlines
This thesis used two beamlines to acquire the results shown in the next sections, the Brazilian
Synchrotron IMX beamline and the Argonne National Laboratory 32-ID-C beamline. The develop-
ment of the proposed procedures was a continuous effort from the author of this thesis to extended
the field of view from these two beamlines. The first set of results were acquired at IMX while the
mouse experiments were done at 32-ID-C.
4.2.1 LNLS IMX
IMX is the name of the imaging beamline of the National Laboratory of Synchrotron Light,
LNLS, in Brazil. This beamline is on the straight section after a D6 bending magnet and gets the
broad spectrum radiation from it. The beamline can operate in either monochromatic beam or white
beam modes. The white beam energy spectrum ranges from 4 to 25 keV, with a photon flux at
the sample of 1014 photons/s/mm2. Quasi-monochromatic beam can be achieved with the addition
of a double multilayer monochromator, the range is between 6 keV and 14 keV with a photon flux
density of around 109 photons/s/mm2. There is also the option to use a more refined double-crystal
Silicon (Si111) monochromator for energies between 4 keV and 14 keV with with photon flux density
of approx 107 photons/s/mm2.
Every projection is acquired using a PCO2000 camera [55] coupled to a scintillator [56] without
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binning (2048ˆ2048 pixels with 16-bit unsigned integer values).
Figure 4.1 shows the IMX beamline. In the image is possible to see the setup with highlights on
the camera, sample positioners, slits, etc (see Chapter 2.3.
Figure 4.1: IMX beamline experiment at LNLS. The colored boxes highlight different parts of the experiments. In
blue there is the detector, in green the sample tower used to position and rotate the sample, in yellow the slits, in
orange the filters used to adjust the x-ray spectrum and in red the actual path of the x-ray beam.
4.2.2 APS 32-ID-C
The 32-ID-C beamline is one of the imaging beamlines at the Advanced Photon Source and
offer a dedicated in-line phase-contrast hard x-ray imaging for static and time-resolved experiments
with spatial resolutions that range from 1 µm in direct imaging to 25 nm with the use of an x-ray
microscope.
A double-mirror system at the upstream end of 32-ID-B comprises a pair of uncooled 350 mm
4. Materials and Methods 49
long silicon mirrors with low rms slope error of 2.5 mrad. This mirror system is only used in
monochromatic mode for harmonic rejection, delivering an x-ray beam that is 4 mm vertically offset
from the incident beam. Each mirror has three usable stripes, Cr, Rh, and Si, selected by a horizontal
translation, covering an energy range of 7–18 keV at a fixed incident angle of 3.5 mrad.
An option for a secondary focusing optic, located downstream of the double-mirror system in
32-ID-B, will be exploited to provide enlarged, collimated, or condensed x-ray beams for certain
imaging experiments in 32-ID-C.
4.3 X-ray Data Collection and Processing.
Every image was acquired using a custom camera coupled to a 10 µm thick LuAG:Ce scintillator
to convert propagation-enhanced x-ray image into visible light. A microscope objective magnified
this signal onto a visible light-scientific CMOS camera (Grasshoper camera with 1920ˆ1200 pixels).
Using an objective lens that magnify the pixel size by ten times yielded projections with pixel size of
0.65 µm, and a field of view of 1.25 mm by 0.8 mm. We utilized propagation-based phase contrast
x-ray imaging to obtain high-contrast projections. This distance was optimized in order to obtain a
good phase-contrast condition [57]. The PSF of the system was pre-measured to give resolution at
the order of 1 µm.
Each full tomogram with 3000 projections took six minutes to acquire. The x-ray energy band-
width was about 300 eV, making the data free of aberrations from the absorption of different x-ray
wavelengths (also known as “beam hardening”). This effect usually generates complations in medical
imaging using laboratory x-ray sources.
4.4 Reconstruction of 3D volumes.
The tomogram datasets were collected in Hierarchical Data Format (HDF) files using the Data
Exchange schema developed for synchrotron data [58]. Data processing and image reconstructions
were performed using the TomoPy toolbox, an open-source Python package, developed at the
Advanced Photon Source (APS) for tomographic data analysis [59].
We first processed each projection with the corrections provided in Chapter 2. This correction
were able to suppress most artifacts originating from imperfections in the detection process (bad
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pixels or uneven illumation). A Fourier wavelets filter [60] was used to further suppress these artifacts
with four wavelet levels and an offset suppression value of two.
The location of the rotation center was estimated manually, by generating an array of reconstruc-
tions with different centers and choosing the one that minimize u-shaped artifacts. The tomographic
reconstructions were performed using the GridRec algorithm [61], which is a fast implementation of
the conventional filtered-back-projection method [62].
4.5 Volume Rendering
On experiments that generates volumetric data is very useful to have the 3D rendering of optical
density per voxel. There are many techniques of visualization of volumetric data such as generating
surfaces at specific density thresholds (isosurface rendering). In this thesis we used a cross-platform
(Mac, Linux, and Windows) software called Vaa3D [63] This software suite is powerful for visualiz-
ing large- or massive-scale (giga-voxels and even tera-voxels) 3D image stacks and various surface
data. Vaa3D is also a container of powerful modules for 3D image analysis (cell segmentation,
neuron tracing, brain registration, annotation, quantitative measurement and statistics, etc) and
data management. This makes Vaa3D suitable for various bioimage informatics applications, and a
nice platform to develop new 3D image analysis algorithms for high-throughput processing. In short,
Vaa3D streamlines the workflow of visualization-assisted analysis.
4.6 Initial Experiments
The experiment was carried out at the IMX beamline in the Brazilian Synchrotron Light Source
(see Section 4.2.1 and three challenging samples were measured in order to test the approach). The
first was a Rosary seed (Abrus precatorius) extending over an area of approximately 5 mm2, which
is much larger than the 1.2 mm by 0.8 mm field of view of the x-ray camera. It was first measured
and stitched only with 7 partial radiographies to show the artifacts that appears if the corrections
of Chapter 2 are not applied. The tomography approach was done with 2 partial datasets and the
displacement vector c was found with both the brute force approach and PCM. The second one was
to test the algorithm with vertical filling in the partial datasets and the sample was a 2 mm diameter
cylinder of wood fiber. It also consisted of two partial datasets that were acquired in a full rotation
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Table 4.1: Sample Experiment Description
Sample # of Datasets # of Angles c Final Frame Incomplete Slices
Seed 2 500 p2, 1231q 2050ˆ 3279 12
Wood 2 500 p8, 863q 2056ˆ 2911 12
Bettle 6 1000 p12, 1845q 2111ˆ 11279 140
(of a 1000 angles) and later broken into two partial datasets of 500 angles. The third one was to
test the approach with a very large lateral mosaic array of a fire beetle (Pyrophorus noctilucus).
The approach was tested with 6 partial datasets with 1000 angles. The main reason for the sample
choices was the challenge to apply the procedure with different types of materials and applications.
This was the first step in order to make very large samples for biology.
The data acquisition for the mosaic experiments was done following the protocol that is going
to be proposed in Chapter 5. As stated, as long as all the datasets combined ensure that the sample
is contained within the new extended FOV, the tomographic reconstruction is possible. Images for
correction of dark current and illumination structure (dark and flat images) were taken for every
partial dataset in order to correct the frames before the final mosaic reconstruction [2].
The same approach was used in a full rotation tomography with the rotation axis shifted from
the center. The datasets for the mosaic reconstruction were obtained by separating the first half
rotation and the second one, flipping the second one and using this as separate datasets for the
proposed approach. To ensure compatibility with the already functional reconstruction algorithms
and programs, the partial datasets were also rewritten into a complete dataset. For this experiment,
it was found that that the pixelwise mean of the overlapping area gives a good result in the final
reconstruction (see Section 5.5.1).
The reconstructions were carried out after processing the new sinograms with a center correction
and ring reduction [64] algorithms. The reconstruction was carried out using a normal FBP approach.
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4.7 Mouse Brain Experiments
In order to survey the mouse brain at different scales several experiments were done. The
experiments were carried out at the ID-32-C beamline in the Advanced Photon Source (see Section
4.2.2). All the sample were prepared following the protocol described in Section 4.1 The first
sample was a 1 mm cylinder of mouse cortex. Standard tomography was done with 25 keV energy
with exposure times of 10 µsec per projection and 3000 projections. Although the beamline had
capabilities to use monochromators, during this experiments we gathered the direct beam from the
U-18 undulator. Finally the last sample used the tomosaic approach to create an extended dataset
from the 132 partial tomograms. The partial tomogram grid had 12ˆ11 exposure fields with equally
spaced c vectors. Every partial tomogram had 4500 projection with 10 msec exposure time. All the
final raw datasets were reconstructed using Tomopy gridrec algorithm [59]. The most important
pieces of information are described in the Table 4.2.
Table 4.2: Mouse Experiment Description
Sample # of Datasets Tomogram Size Final Data Size Reconstruction Size PSF
Cortex Cylender 1ˆ 1 2440ˆ 1440ˆ 3000 8Gb 2440ˆ 2440ˆ 1440 1 µm
Whole Mouse Brain 12ˆ 11 2440ˆ 1440ˆ 4500 4Tb 24000ˆ 24000ˆ 22000 1 µm
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5 | Tomosaic Package
In this chapter, a pipeline for mosaic CT or extended CT is proposed and discussed. Its develop-
ment is currently pursued by the author of this thesis, with contribution from Ming Du, Doga Gursoy
and William Scullin under the supervision of Chris Jacobsen. An illustration about our proposal can
be seen in Figure 5.1. Even on the cases where optics is used to broaden the illumination area, one
finds itself dealing with scarce number of photons due to the divergence of the beam and possible
complicated reconstructions due to the non-parallel photon paths inside the sample.
Many methods have been proposed to extend the Field of View (FOV) of a tomography without
losing pixel resolution. A comparison of several methods can be found at [65]. Every variation of
Figure 5.1: Representation of the mosaic tomography setup. In yellow there is the sample cylinder and in blue the
x-rays illuminating the sample. Each dataset consists of a full tomogram acquired on a new illumination position.
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extended FOV methods relies on the accurate knowledge of the sample position in every frame of
the complete dataset; that can be calculated after the experiment or ensured in the data acquisition.
The simplest approach is to move the sample along the rotation axis; since the reconstruction
is done at the axis perpendicular to the rotation, this approach does not interfere in the reconstruc-
tion final quality. Nevertheless, this solution requires a stretched sample form. Since the sample
translation does not affect the reconstruction algorithm, one could find the overlap area after re-
construction.
A more complicated approach involves moving the rotation axis with relation to the camera
axis. This translation perpendicular to the camera makes the reconstruction sensitive to the correct
registration and merging of the frames. With motor control, one can have a rough approximation
of the shift between two images. If the final image pixel size is on the order of the translation motor
reproducibility, this approximation is satisfactory and experiment misalignment’s will not interfere.
When pixel size is smaller than motor resolution it is necessary to correlate the datasets position in
the mosaic grid to reconstruct the image.
Image panorama relies on finding the relative geometric transformation (shift, rotation and
magnification) between two images and using the result to merge the images into a new image. Other
artifacts such as different illumination and object motion cannot be easily corrected as discussed
in [66]. Such a procedure is often called image registration.
Although the process can be simple for extending the FOV of a single radiograph, our approach
proposes to merge whole tomographic datasets. Two assumptions are made in order to make the
process feasible and avoid reconstruction artifacts. The first one is that every partial dataset has
images taken at the same rotation angle. The second is that for different datasets the rotation axis
and image magnification are the same.
The proposed experimental approach relied on four separate steps: (a) Acquiring datasets in a
mosaic array; (b) Finding the registration between datasets; (c) Merging the datasets into a new
single mosaic dataset; (d) Reconstructing the new dataset.
Data acquisition is done in the same way as a normal tomography experiment but the data is
taken with only a part of the full dataset. As long as all the datasets are combined in such a way that
the sample is contained within the new extended FOV, the tomographic reconstruction is possible.
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Figure 5.2: Representation of Tomosaic workflow. The very initial step is on red to define the sample preparation. It
is followed by the acquisition of partial tomograms and the storing of the raw data. From the motor positions or user
input it is initialized the metadata with the information of the partial tomogram relative positions. These positions
are refined by the correlation methods and it is satisfactory the use can either choose to reconstruct by sinogram or
create a whole new block. This new block (or sinogram) can be reconstructed with possible iterative realignments.
Finally, the final data is stored as a tiff stack (or other compatible volumetric file type).
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Images for correction of dark current and illumination structure (dark and flat images) were taken
for every partial dataset in order to correct the frames before the final mosaic reconstruction [2].
5.1 Pipeline
This complex mosaic tomography pipeline was automatized by the creation of an open source
Python-based package. The package does not rely on a particular data format or tomography
reconstructor making it an excellent plugin for existing pipelines. The current version comes with
a standard backend for data I/O using dxchange [58] and reconstruction with Tomopy [59] and
Astra [67].
5.2 Data I/O
The Tomosaic pipeline works by reading in the file naming the grid position and creating a first
version the metadata necessary to merge and reconstruct the data.
To increase the speed of the pipeline and the data quality assessment, the user has the choice
to reorganize the data into new folders containing binned versions of the original data. A n fold
binning is done in the projection axis resulting in a 1{n2 reduction in the raw data size and a 1{n3 in
the reconstruction size. This approach also makes the pipeline more robust into finding the optimal
solution for the metadata refinement, since each higher resolution step can get the prior knowledge
of the lower resolution (but faster processing) step.
5.3 Geometry
Figure 5.4 shows that there may be two types of misalignment in our approach. One is between
the partial datasets rotation axes, and the other is between the final dataset axis and the camera
axis. In order to ensure a good reconstruction it is necessary to align all partial dataset axes with
the rotation axis. The main problem with this misalignment is to define the reconstruction paths.
Normal reconstructions use the saved data axis and do not calculate non linear paths.
For the ideal case where all the experimental assumptions are satisfied, i.e. there are no rotation
between measurements, the problem is simplified to finding the translation between two images. A
brute force algorithm can be used to test every possible transformation and minimize the residue


















Figure 5.3: Scheme on data aquisition. On the left, there are different projections Pi acquired in an x, y grid. The
rotation at a given position x, y forms a cylinder of information Mi. Each partial dataset Mi on the right represents
a partial tomogram with the dimensions of the camera (Nx,Ny) and the number of projections (Nθ).
(a) Superposition with translation parallel to the
axis of camera.
(b) Superposition with translational offset by an
angle ϕ with respect to the axis of camera.
Figure 5.4: Figure (a) shows what happens to the axis of two images for a parallel translation; Figure (b) shows the
case where there is an angle ϕ between the translation and the image axes.
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of the overlapping area. This approach may be possible if the registration presents few degrees
of freedom (such as simple translation). For registrations with more degrees of freedom (such
as rotation and magnification), the computational complexity of this approach can make it be
impractical. Differences between images may not be just geometrical but also include different
noises and background levels, which makes the brute force method even less accurate. For the
generic case, finding the correlation between two images can be done by image marks [68, 69] and
other techniques, as the Fourier Phase Correlation Method [70]. For radiographies where there is
not enough information to register images, another approach is the use of fiducial markers [71]. At
the current stage of our algorithms we are considering that the angle between the datasets axis are
negligible.
5.4 Image Correlation
In order to find the relative position between two adjacent images, we propose the use of 3
different methods: 1) A standard correlation method, based on minimizing the residue of the two
images for every given translation; 2) A Fourier correlation method, based on minimizing the cross
correlation matrix in Fourier space; and 3) a method based on masking the Fourier space with prior
information from the setup positions during acquisition. As Figure 5.5 shows, it is first necessary
that the images, f and g, have some kind of superposition.
The final method used for the mosaic reconstruction of whole datasets must be robust and fast
for large images with noises and illumination. Then, it is logical to use a less sensitive technique
to find the registration between images. Also, using fiducial markers or image characteristics is not
straightforward for most of the samples.
5.4.1 Standard Correlation Method
Let f : U Ď R2 Ñ R and h : V Ď R2 Ñ R be two-dimensional functions that represent distinct
images as pictured in Figure 5.5. Here, the domains U and V are such that U Y V will represent
the domain of the resulting stitched area. U and V are typically defined as
U “ r´8, as ˆ R, V “ ra,8s ˆ R
5. Tomosaic Package 59
x1











Figure 5.5: Figures (a) represents the superpostion of images f and h when they do not overlap (a). Figure (b) shows
the same functions after a translation Tc on image h. On Figure (b) the functions overlap and the final objective is
to find the overlap area represented by `´ δ.
where x “ a indicates the point where we assume that f and h correlate. We use the convention
that U Y V Ď r´1, 1s ˆ r0, 1s. The main idea of the process is to translate function h in such
a way that at the boundary x1 “ a we obtain an optimal correlation. This means that, for every
reasonably small δ ą 0, we look for a displacement x “ c P R2 such that
fpxq “ Tcrhspxq, for all |x1 ´ a| ă δ, x2 P R (5.1)
where Tc is the translation operator
Thrhspxq “ hpx` cq. (5.2)








Operator Tc is easily implemented using the Fourier transform through the shifting property. In the
computational framework, where functions th, fu are represented by image matrices H ,F P Rnˆn
we are looking for a vector c P R2 such that the extended matrix P
P “ rF , TcHs P Rnˆ2n (5.4)
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is not discontinuous at the boundary of images H and F , respectively. Matrix P represents the
stitched image. Here, Tc indicates the translation in pixel unity, in any of the four possible directions.
This operator is easily computed using the Fast Fourier Transform. With the above notation, we
search for integers pj, kq such that
}F p:,N : nq ´ Tpj,kqHp:, 1 : Nq}2F (5.5)
is minimized, where } ¨ }F is the Frobenius norm [72].
5.4.2 Phase Correlation Method
Another correlation method that suits the problem is to find the actual Fourier Phase Correlation
and extracting the shift from it. Although Phase Correlation Method (PCM) provides satisfactory
results for some images, it sometimes generates the wrong shift [73].
The Fourier transformF : fpxq ÞÑ F rf spwq can be used in the Fourier Cross Correlation image







with ¨ standing for the complex conjugate and | ¨ | for the absolute value. The maximum of this
correlation image gives the absolute value of the linear translation that maximizes the correlation of




PCM gives the argument of the shift vector between two datasets. As described in [73], each
PCM maximum gives four possible shifts for 2D images and a subsequent pixelwise comparison of
the overlap sectors finds the correct shift. Due to x-ray image noise and low contrast there are
many local maxima in the cross correlation image and the global maximum may not represent the
true shift vector. Figure 5.6 shows how the global maximum of the correlation map relates with the
translation of two images, in fact, this maxima position gives the exact translation vector of the two
images.
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Figure 5.6: On the left there are two images translated by the orange vector. On the right are shown the Intensity
map of the phase correlation between two images, with the same orange translation vector showing the position of
the image maximum. (Image adapted from Wikipedia).
5.4.3 Hybrid Correlation Method
To make the correlation problem between complex images more feasible, we propose to use the
rough approximation of the experimental motor shifts to create a correlation mask. The pixelwise
multiplication of the correlation image and the mask makes it easy to find the correct shift. This
mask can be used both for the brute force and PCM algorithms. The a priori knowledge of the
experiment geometry withdraw the need to test every possible shift, since the shifted images relative
motion is known.
The calculated maps can be used for cone-beam geometry if the camera is shifted instead of the
sample. That way the sample position in the cone is unchanged and the geometrical corrections can
be later done at the mosaic reconstruction of each frame and CT reconstruction algorithms of the
Feldkamp-Davis-Kreuss [74] family can be used. The proposed method increases accuracy of the
registration and decrease the computational load of finding the correct PCM shift.
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Figure 5.7: On the top the partial projections of a Rosary seed before any correction. On the bottom the panoramic
stitching of the partial projections. The defects will be discussed in Figure 6.1.
5.5 Image Blending
After the possession of the relative position between two images, it is then possible to "stitch"
them. This involves the removal of boundary discontinuity between the images without degradation.
Due to the fact that images are defined in Cartesian arrays, is necessary that the movement between
the two pictures from happening as possible near that axis.
The simplest method of union, involves ignoring the overlapping portion of the two images and
put the parts not overlapping side by side. Figures on top of 5.7 show radiographs of a rosary
seed acquired at the IMX beamline in Brazil [13], while the bottom figure shows the panoramic
reconstruction overlapping the partial radiographies.
In fact, there are many methods to stitch images together. In this thesis we are going to discuss
several methods that involve processing the overlapping areas of adjacent images. The next sections
will discuss in detail what each method is doing using a real example. Lets use as sample a fruit fly
projection acquired with two partial projections (Figure 5.8).
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Figure 5.8: Partial projection of a fruit fly.
5.5.1 Standard Methods
We can define a short list of standard methods that do not rely on any kind of image processing
but pixel wise calculations. This methods involve choosing the best combination of a given pair of




Figure 5.9 shows the resulting blending of the projections in Figure 5.8 using the max of each






Very similar to the max method, the minimum method calculates the minimum of every pixel in
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Figure 5.9: Resulting blend of the projection in Figure 5.8 using the maximum of every pixel in the overlapping area.
It is possible to see the very edge of the overlapping areas.
A slightly more complex approach would be calculating the alpha value of each image and
weighting the contribution of each pixel. Given a α the overlap can be calculated with
Oi “ αI1,i ` p1´ αqI2,i (5.10)
5.5.2 Method: Pyramid
More advanced methods may use more than the pixel-wise calculation of the overlapping area.
More complex approaches would use the whole overlapping area to calculate the optimal stitch [75]
and even the whole panorama to solve the poisson equation in order to keep the whole function
and its derivative continuous [76]. One very interesting approach is to work with the same image at
different resolution. Back into the introduction example of the tennis court (see Chapter ??), while
searching for something in an image, like a tennis ball, one is not sure at what size the object will be
present in the image. In that case, it is needed to create a set of images with different resolution and
search for object in all the images. These set of images with different resolution are called Image
Pyramids (because when they are kept in a stack with biggest image at bottom and smallest image
at top look like a pyramid).
There are two kinds of Image Pyramids. 1) Gaussian Pyramid and 2) Laplacian Pyramids.
Higher level (Low resolution) in a Gaussian Pyramid is formed by removing consecutive rows and
columns in Lower level (higher resolution) image. Then each pixel in higher level is formed by the
contribution from 5 pixels in underlying level with gaussian weights. By doing so, a M ˆN image
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image. So the total area reduces to 0.25 the original area.
Image pyramids is very good to deal with different images but still creating seamless blending
without leaving much data out of the final image. One classical example of this is the blending of
two fruits, orange and apple. The result (extracted from the OpenCV guidelines) can be seen in
Figure 5.10.
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Figure 5.11: Resulting blend of the partial projections of the fruit fly in Figure 5.8 using the pyramid method (with
d “ 7) of every pixel in the overlapping area.
5.6 Sinogram Reconstruction
Tomosaic can merge data in order to return both projections or sinograms. Merging projections
require that you save all your data prior to reconstructing it. Merging sinograms make data readily
available to quality assessment. Also, the merging sinograms approach generates less data overhead
and may be used in normal workstation to reconstruct slices before the full reconstruction is done
in a super computer.
5.6.1 Single Block Data
The single block data approach consists of constructing every final projection in memory and
saving it as a new extended tomography dataset. This method may generate huge files that are not
easily processed by normal workstations. On the other hand, this huge files are directly compatible
with the existing reconstruction pipelines. Figure 5.12 shows a representation of how a sinogram
can be extracted after the single block data is reconstructed.
All the datasets presented in this work used this approach to merge the partial tomograns, this
was only possible due to the use of supercomputers.
5.6.2 Multiple Block Data
A more digestible approach for normal workstations would be to load only the relevant partial
sinograms and merge then before going to reconstruction. Figure 5.13 shows a representation of
how this sinogram could be sliced from the partial tomography blocks.
5. Tomosaic Package 67
Figure 5.12: Representation of a sinogram slicing using the single block data reconstruction. The sinogram is
extracted whole from this new block as a "standard" tomogram.
Figure 5.13: Representation of a sinogram slicing over multiple blocks of data. The partial sinograms are extracted
from the partial tomograms and are stitched after loading.
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In order to show that this approach was viable there is an example in section 6.1.
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6 | Extended µCT Initial Experiments
The results on this section were collected at the IMX beamline by the author of this thesis, with
support from Eduardo Miqueles, Frank O’Dowd and Gabriel Moreno. This work was carried out
under the supervision of Mateus Cardoso. It is going to be discussed the experiments described
in Table 4.1, which were used to validate and test our proposed pipeline, discussed in Chapter 5.
Three samples were measured in order to show the concepts of Tomosaic on challenging experimental
conditions. The sections below shows the details concerning the analisys of each sample.
6.1 Experiment I: Rosary Seed
The first example show the reconstruction of a mosaic radiograph without the using the flat
field and dark current images to correct for imperfection in the detector and illumination. Such an
approach carries periodical artifacts, as shown in Figure 6.1. The highlighted regions (marked by
rectangles) appearing in Figure 6.1 illustrate the presence of periodical artifacts and illumination
differences due to the beam intensity distribution in the camera.
Using proper flat and dark correction for each partial dataset, we can easily notice the background
correction, as shown in Figure 6.2. Now, each partial frame has background close to zero and pixel
values corresponding to positive absorption information of the sample.
Using the partial images of Figure 6.2 and using the proposed hybrid registration method, we
found that the images had a translation of c “ p2, 1231q pixels. Figure 6.3 shows the maps found
using the phase correlation and the brute-force residue, described in Section 5.4.1. The expanded
images correspond to the area after application of the mask. The results were the same for both
methods but the computational time was significant smaller for PCM since it relies on FFT and less
operations.
The reconstruction of the dataset was done with a normal filtered back projection algorithm
and one slice can be seen at Figure 6.5. It is important to observe that no stitching artifacts or





Figure 6.1: Mosaic Reconstruction of a Rosary seed without flat and dark correction. The highlights shows the
presence of periodical artifacts and different illumination between the images.
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Figure 6.3: On the left the PCM Correlation Image and on the right the Correlation Residue Image (by a brute force
algorithm). The highlights show the area of the mask and the local minima found.






Figure 6.4: Mosaic Reconstruction of the Rosary Seed radiographies (depicted in Figure 6.2 with flat and dark
correction). This image has dimension 2050 ˆ 3279 (slices ˆ rays).
periodical artifacts are observed in this reconstruction. The final size of each restored projection
was 2050ˆ 3279 (slices ˆ rays) with 1 µm pixel size. The reconstructed mosaic dataset generated
sinograms with 3279ˆ 500 (rays ˆ angles) pixels. This number is bellow the Nyquist limit [77] and
analytical methods are not suitable for inversion of the slices.
The last result is the sinogram registration instead of the radiographies. In theory, if there
are no displacements in the axis of the device, a sinogram registration is equivalent to the image
registration of the frames. With noisy data and with several tiny displacements in the device, this
is not true anymore. Figure 6.6 shows the partial sinograms of the reconstructed slice of Figure
6.5. Since the shift vector c has a component in the x2 axis (the slice axis - see Figure 5.4b) it
would be impossible to find the correct sinogram pair (a) and (b) without calculating c in the frames
first. Partial sinogram in Figure 6.6 differ in the slice number by cy. For comparison, Figure 6.6.(c)
depicts the resulting stitched sinogram of parts (a) and (b).
6.2 Experiment II: Wood Fiber
Samples that generate quasi-periodical structures in radiographies are challenging to correlate.
Figure 6.7 shows the restored frame for a toothpick sample, acquired with a full rotation and later
reconstructed with the mosaic approach. The final restored dataset was 2911ˆ 2056ˆ 500 (rays ˆ






Figure 6.5: Reconstruction of a single slice using the Stitched 3D volume, as in Figure 6.1 for a sinogram with 3279





















Figure 6.6: Truncated sinograms (a) and (b) giving rise to a complete sinogram (c), after a stitching process using
the pcm method with a pointing vector c in (5.7). The dashed red line shows the same ray on each sinogram.






Figure 6.7: Mosaic reconstruction of a toothpick using only two datasets. This frame has dimension 2911 ˆ 2056
(rays ˆ slices). The displacement vector c generates the blank space depicted at the bottom of the image.
slice ˆ angle).
As described by Table 4.1, some slices were lost after mosaic reconstruction. A blank space is
intentionally presented in the bottom of the Figure 6.7 in order to describe the displacement vector
c. Removing the broken slices we finally perform the reconstruction, which is presented in Figure
6.8 with resolution 2911 ˆ 2911. No stitching marks or reconstruction artifacts can be seen in the
reconstructed image.
6.3 Experiment III: Beetle
A beetle insect (Cetonia Aurata) of about 1 cm was exposed to the imaging device. Measure-
ments were done with 6 partial datasets to ensure that the algorithm was able to work with larger
mosaic grids. Each dataset was gathered with 1000 angles and resulted in a final volume with
dimension 11279ˆ 2111ˆ 1000 pixels. Every single sinogram has 11279ˆ 1000 of resolution (rays
ˆ angles), resulting in a final reconstruction slice of 11279 ˆ 11279 pixels. Since this experiment
was made with a long lateral translation, the final component cy was 60 “ 5ˆ 12 pixels. This shift
leads to several incomplete parts and a challenge to correlate the partial images. Figures 6.9 and
6.10 shows the mosaic reconstruction of one frame, using our approach and using FIJI MosaicJ [78],
respectively. The black areas presented in top/bottom of those images, shows the areas that does













Figure 6.9: Mosaic reconstruction of a beetle insect radiography using 6 datasets.
not present measured information and have to be discarded. It is important to notice that even
though FIJI approach finds the best solution with angles between the partial datasets, it is not
suitable to ct reconstruction. The angle between the datasets make the correct reconstruction axis
impossible to find, as it was described in the theory section.
Figure 6.11 shows a slice of the final reconstructed image with the proposed approach. The size
of each reconstruction was 11279ˆ11279 pixels. An image with such dimension present a compu-
tational challenge to read and write on normal hard disks. Currently, there are new methods able to
reconstruct large data and the bottleneck for a large image reconstruction is the backprojection, as
described in [79]. The reconstructed image in Figure 6.11 presents strong streak artifacts due to a






Figure 6.10: Mosaic reconstruction of a beetle insect radiography using 6 datasets with FIJI MosaicJ [78]. The figure






Figure 6.11: Tomographic reconstruction of the bettle insect with dimension 11279 ˆ 11279 pixels. Streak artifacts
are clearly visible in this reconstruction due to the small number of angles.
small number of angles. In fact, the filtered backprojection algorithm is not the best reconstruction
scheme for this large dataset. Iterative techniques certainly provide better results, but iteration with
such a large sinogram is still a challenge.
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7 | Whole Mouse Brain Imaging
This chapter will present x-ray experiments using µCT and extented CT to start probing the
anatomy of the mouse brain in different resolutions and sample sizes. The results presented here
are representative of the main aspects studied in our experiment, and show the main challenges
overcome in our work. The measurements on this chapter are described in Table 4.2. The results
were acquired in the APS 32-ID-C beamline by the author of this thesis, with support from Vincent
de Andrade and Kameel Feeza under the supervision of Francesco de Carlo. Ming Du provided
support to the author for all the acquisition and processing on this section, under the supervision of
Chris Jacobsen. The samples were prepared by Shawn Mikula under Wilfred Denke superversion and
Vandana Sampathkumar from Kasthuri Lab. The reconstruction was supervised by Doga Gursoy.
The implementation and use of supercomputers were accompanied by William Scullin. The EM
shown was done by Naraynam Kasthuri and the publication and discussions were done by Eva Dyer.
The whole brain segmentation is being developed by Hanyu Li. All this personnel is part of Kasthuri
Neurocartography Laboratory led by Naraynam Kasthuri (a signed authorization can be found in the
pre amble of this thesis).
The mammalian brain has the most complex cellular architecture of any known biological tissue.
Neurons can span great distances (several centimeters within the human brain) but connect with each
other at the nano-scale. Fully characterizing this architecture and the web of directional connections
would allow for unprecedented understanding of the nervous system and its potential pathologies;
however, no existing imaging technology or approach can span the six orders of magnitude range
in length scales required to bridge those levels of understanding. At low resolution scales (e.g.
mm voxels), magnetic resonance imaging (MRI) techniques allow for in vivo [80] or ex vivo [81]
mapping of neuronal tracts through a combination of diffusion-weighted imaging techniques and
post-imaging computational tractography. While powerful, they are unlikely to achieve the nano-
meter scale resolution required to identify neuronal connections and moreover have never been
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thoroughly validated against ground truth high-resolution data. At the highest resolution scale (e.g.
nm voxels), recent efforts at automated electron microcopy (EM) provide synapse-level resolution
(3 nm) but are currently limited to brain volumes of the size of a grain of sand (approximately 50
microns) and have serious computational challenges to scale to volumes of even 2 voxels of MRI
data at 1 mm resolution (i.e. almost 2,000 terabytes of EM data).
Synchrotron-based microCT (uXCT) can fill this gap, bridging the resolution divide between MRI
and EM by providing intermediate resolution (e.g. micron voxels) over entire brains and with sample
preparation conditions compatible with MRI and automated EM on the same brains. Zone-plate
based transmission x-ray microscopes (TXM) can further push resolutions down to 10-100 nm, and
can provide high-definition maps of partial brain regions of 100 µm3 volumes, complementary to
uXCT. A combination of micron and nano scale tomography would serve as a ‘Rosetta Stone’(ground
truth dictionary) [82] enabling mapping of complete neuronal paths, allowing, for the first time,
validation of ressonance magnetic imaging tractography (dtMRI), and identifying areas of interest
in both coarser resolution modalities for subsequent nanometer reconstructions with automated
serial EM. Other laboratories have been probing the same problem with different approaches, the
Swiss Light Source (SLS) uses their source to investigate the whole brain at low resolution and
then do an interior tomography at high resolution at a given volume [83]; the Salditt group in
University of Göttingen are using liquid metal tabletop sources to probe whole brains at low resolution
and histological cuts at high resolution without the need of heavy metal stains [84]; the Mizutani
group in Japan is using whole brain without any stain in order to find myelinated tracts with fast
tomography [85]. All this techniques are complimentary in the understand of the mammalian brain
and the combination of these approaches will bring new and interesting insights to the field.
This chapter will present the x-ray experiments to use standard µCT and extended µCT to start
building this multidimensional map of the mouse brain. Our approach is different from the other
proposals because the sample preparation makes it directly compatible with electron microscopy to
achieve resolutions in the order of nanometer.
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7.1 Sectioned Brain Tomography
The first experiment in the mouse brain survey was a cylindrical sample containing a section
of the mouse cortex area. The sample was prepared according to the procedure in section 4.1 and
acquired at 32-ID-C undulator beamline at the APS. Figure 7.1 is a CT slice reconstruction using
the gridrec algorithm of Tomopy [59]. The initial dataset had 3000 projections of 2440ˆ1040 pixels.





Figure 7.1: Virtual slice reconstruction of a mouse brain cylinder. The insets show details about cells and blood
vessels. The shown size is 1024ˆ1024 and the final resolution was 0.7 µm.
Since our experiment produces tridimensional data, it makes sense to visualize at different di-
rections. Figure 7.2 shows images generated by slicing the reconstructed block at the 3 cartesian
planes.
It is possible to put the views in Figure 7.2 into their real positions and create a tridimensional
visualization in order to trace the interior structures. Figure 7.3 shows this reconstructed cuts into
their correct positions and orientations.










Figure 7.2: Microtromography reconstruction of a mouse brain cortex sample at different planes. The top right view
corresponds to a reconstruction slice in the XY plane, the top left a view of the XZ plane and finally the bottom one
is the YZ plane. It is important to see that the structures are present on every cut, showing that their are real. .
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Figure 7.3: Visualization of the images in Figure 7.2 into their correct tridimensional position and orientations. The
visualization was generated using Vaa3D software as described in section 4.5.
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7.2 Confirmation of Cellular Structures.
In order to show that the approach was actually seeing real structures, the sample was sectioned
and imaged at an Electron Microscope following a established approach for automated electron
microscopy [54] and collected low-resolution EM micrographs („ 100 nm pixel resolution). In these
low-resolution EM images, it was identified the same pattern of cell bodies and vasculature that
were found in the corresponding volume of x-ray data. Fine-resolution EM micrographs (3 nm
pixel resolution) were then collected to identify synapses in the EM volumes. Figure 7.4 shows a
comparison of the mouse cortex reconstructed slice and the subsequent EM image done by Kasthuri
lab. A more in depth study can be found in Dyer et al. in the appendix section.
Figure 7.4: The figure shows µCT and EM images of the same sample, collected at three different pixel sizes (0.65
µm, 100 nm, 3 nm). On the left, we display a subset of a single virtual slice from an x-ray tomogram which spans
multiple layers of mouse somatosensory cortex (0.65 µm pixel size). Next to this, we show a subset of the same
image in the left which highlights a configuration of three cell bodies with distinct micro-vessels nearby (outlined in
blue). This tissue block was subsequently serial-sectioned and imaged in a scanning electron microscope with 100 nm
and 3 nm pixel sizes. We located the same configuration of cells in the EM dataset (outlined in blue) and observe
that the EM ultrastructure is well preserved after µCT (right in red).
7.3 Projection Mosaic Reconstruction
The Tomosaic approach was done with a 11ˆ12 partial dataset grid and the displacement vector
c was found using the masked phase correlation approach. The Tomosaic approach can be seen
in the scheme of Image 5.2. Every partial dataset had 4500 projections of 2440 ˆ 1440 pixels





Figure 7.5: Panoramic radiograph reconstruction of a whole mouse brain using the alpha method. It was used α “ 0.5
to make sure every image pair had equal contribution. The final size was 25000ˆ 22000 with a resolution of 0.7 µm.
The insets show the stitching areas and the seams where the method fails.
acquired with 5 µs exposition at the ID-32-C beamline. The initial shift grid was estimated by the
motor positions and refined using the Fourier Cross Correlation described before. When the grid was
finally optimized it was necessary to choose how to blend the images in order to achieve the best
reconstructions. Figure 7.5 shows a panoramic radiograph reconstruction using the alpha method
with α “ 0.5, where one can see clearly the markings where the illumination of the subsequent
images were slighly different. A better choice would be to use the pyramid method, as seen in
Figure 7.6. The full radiograph size was 22000ˆ22000 pixels and the process had to be repeated
independently for every projection. The experiment was designed to achieve a resolution of 1 µm
pixel but the camera magnification was set to 0.7 µm in order to oversample and get a better signal
to noise.





Figure 7.6: Panoramic radiograph reconstruction of a whole mouse brain using the pyramid method. It was used
depth=7 pixels to minimize the artefacts in the stitching area. The final size was 22000ˆ 22000 with a resolution of
0.7 µm. The inlets show stitching areas to show that the image is continuous.
7.4 Whole Brain Tomography
Using the process described in the thesis for every one of the 4500 projections a new tomogram
was saved and ready to tomograph reconstruction. The file size was 4.5Tb and was stored using the
Argonne Leadership Computing Facility GPFS (General Parallel File System) Petrel Storage Unity.
The full panoramic reconstruction took 9 hours using the ALCF Cooley supercomputer with 120
nodes and 2400 ranks (parallel processes). Our codes were optimized to work with the computer
instructions.
This is the biggest sample done so far at the ID-32-C beamline and and as far as this author
is concerned in the world. The first reconstruction achieved on the dataset is shown in Figure 7.7,
it took 23 minutes using a 8-thread Intel processor. The illumination in the image is an effect of
the Wavelets filters [86] used to suppress the ring artefacts. The final reconstructions shown in this
thesis will not use the filter in order to make the final image values compatible with subsequent
segmentation algorithms.




Figure 7.7: Virtual slice from tomographic reconstruction of a whole mouse brain. This slice was extracted from a
25000x25000 and shows the color corrected area where the brain was. The illumination effect in the image is due to
the Wavelets rings suppression [86].
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7.4.1 Sample Damage
The total imaging time for every 4500 projection tomogram was around 10 minutes. A sim-
ple calculation could show the exposed dose in the sample. The main component of the sam-
ple is very similar to Poly(methyl methacrylate), PMMA, and has a volumetric density around
1.18g/cm3. The energy in the experiment is 25.7 keV and the estimated photon density was 1.7*103
photons/sec¨mm2. The sample attenuation lenght, µ is 1.6042*102 and with this information it is
possible to estimated the dose per second with the equation:
1.7 ¨ 1013 photons
sec ¨mm2 ˆ
25.7 ¨ 103 eV
photon
ˆ 1.602 ¨ 10
´19 J
eV









Since it was a continuous exposition scan, it is possible to calculate the total dose per tomogram:
951 gray
sec
¨ 600 sec “ 570600 gray „ 0.57 Mgray (7.2)
At this level of exposition and room temperature, some very interesting effects happen in the
sample. Tomographic reconstruction relies on the accuracy of the beam path trough the sample, if
the sample changes its structure during acquisition this process would not be straight forward. Most
of the times when beam damage occurs CT reconstruction is impossible. Figures 7.8 and 7.9 shows
two subsequent partial radiographs from the whole brain dataset with alpha blending equals to 1
and 0. That would lead to a right-left overlap and a left-right overlap, it is possible to see from the
images that there were some sample damage during the acquisition. The main features are in place
but there is some change in the background as seen in the insets. The total radiation in the sample
can be calculated by multiplying the approximate dose per tomogram by the number of tomograms,
in this case 132. This would give a total dose of approximate 75 Mgray. Even though our sample
is suffering some damage through irradiation, if it wasn’t embedded in plastic the damage would be
much higher [87].





Figure 7.8: Tomosaic radiograph reconstruction of two adjacent mouse projections. The resulting image was done
with the alpha method and α “ 0 (i.e. right on top). It is possible to see that the main characteristics are continuous





Figure 7.9: Tomosaic radiograph reconstruction of two adjacent mouse projections. The resulting image was done
with the alpha method and α “ 1 (i.e. left on top). It is possible to see that the main characteristics are continuous
but there is a change in the overall background in the overlap seam.
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7.4.2 Alignment Errors
A very interesting problem that comes with the Tomosaic approach was the generating of "hard
rings" in the reconstruction slices. As described before, our approach relies on acquiring partial
topographies and merging the data using the refined shifts in order to minimize the stitching artifacts.
In order to show how this artifacts mighty appear even when the radiograph seems to be con-
tinuous, two datasets were reconstructed with different sets of shifts. One set was before the grid
optimization and the other one after. Figure 7.10 shows the CT reconstruction of slice 2500 of a four
times downsampled dataset with the correct shifts in the x direction (the reconstruction directions).
In contrast, Figure 7.11 shows the same slice with the wrong shifts. It is possible to see the presence
of rings due to the presence of stitching artifacts.







Figure 7.10: Tomosaic virtual slice reconstruction of a mouse brain with incorrect c vectors. The final reconstruction
was 25000ˆ25000 but the shown area correspond of a 10000ˆ6000 inset. The orange boxes shows the result of the
correct alignment in contrast of the rings seen in Figure 7.11.







Figure 7.11: Tomosaic virtual slice reconstruction of a mouse brain with incorrect c vectors. The final reconstruction
was 25000ˆ25000 but the shown area correspond of a 10000ˆ6000 inset. The orange boxes shows the result of
the incorrect alignment generating rings in the final reconstruction. This is a very interesting artifact given that the
radiographs were merged using pyramid method that should not generate seam artefacts.
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7.5 Volume Rendering
Since our approach is isotropic and the slices are very thin compared to the macro structure of
the brain, it’s necessary to visualize and render the reconstructed CT block in 3D. Figure 7.12 shows
different views of a solid render. This was obtained in a down sampled version of the final dataset.
Figure 7.12: Solid rendering of the whole mouse brain CT reconstruction at different views.
7.6 Segmentation of Myelinated Axon Tracts
The focus of this work was to show that it was possible to acquired whole mouse brain information
at micron resolution. This approach generates a huge amount of data, which can be traced and
classified by humans hands. With the collaboration with Hanyu Li from Kasthuri lab, we developed
the first pass of classification from the data produced. Figure 7.13 shows a partial volume of the
whole brain. So far, we’ve been able to identify with a semi automated classifier only myelinated
tracts (in green) and blood vessels (in red). There is a lot of other structures that we are still unable
to catch with our semi supervised classification approach.
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Figure 7.13: Virtual rendering of a partial volume from the whole mouse brain. In green, the myelinated axon tracts
and in red, the blood vessels. The red background is due to a limitation into filtering the outer areas of the sample.
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8 | Discussion
We have shown that despite the fact that standard microtomography have a limited field of
view, with a simple mosaicing procedure it is possible to extented it up to the physical limit of
the sample and processing power of the computers. The proposed approach worked by merging
partial tomograms acquired in a grid manner and finding their mathematical positions. The initial
experiments served as a path for the creation of a HPC python package, Tomosaic, that permitted
the survey of the whole mouse brain.
The initial part of this project showed that it is possible to extended the field of view of conven-
tional microtomography with the acquisition and merging of partial tomograms.
The precise position of every partial dataset against the full dataset is of extreme importance. We
presented two methods to refine this position by the correlation of adjacent radiographs. The initial
experiments showed that it is important to also have well corrected and artifact free radiographs in
order to reconstruct a good panamora. This new panorama can be stored in memory as a whole
new dataset that is compatible with normal reconstructors. It was also shown an approach that
does not rely on storing a whole new dataset but only retrieve the partial sinograms and merge then
in memory. This process makes the pipeline compatible with workstations that range from normal
laptops to supercomputers. The whole set of algorithms was expanded and packaged into a python
package called Tomosaic.
This next part of this project have shown that µCT can be used to survey the micron scale neuro
anatomy of small rodents whole brains. The results demonstrate how osmium stained and plastic
embedded brains, in conjunction with a synchrotron x-ray source, produce sufficient contrast and
resolution to detect myelinated axons, blood vessels, and cell bodies.
Knowledge about the macro-scale organization of the brain, such as Brodmann maps [88], have
been based primarily on human anatomists working with thin, sparsely labeled slices of brains.
However, with developments in large-scale EM connectomics [89, 90] and the techniques presented
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here for extending the field of view of µCT, far larger and more comprehensive datasets become
possible at a scale that no human could digest directly. The capabilities of synchrotron source x-ray
microscopy, combined with staining approaches for entire brain preparation [91], offers the possibility
of imaging entire brains at mesoscale resolution. With these capabilities, it should become possible
to obtain brain maps in a new, data-driven fashion, enabling the massive-scale quantification of a
broad set of effects related to disease, development, and learning in the brain.
The current approach does not yet provide enough resolution and contrast to resolve neural
processes or reliably disambiguate cell types. In some cases we can resolve large cellular process
like apical dendrites, from which we can discern that the cell is indeed a neuron and potentially a
pyramidal neuron.
The resolution of the extended µCT can be enhanced towards the nanometer scale, which would
allow us to distinguish neuronal and non-neuronal types by shape [92]. To complement shape-based
cell type classification, it is possible to develop genetic or immunohistochemical approaches for
differential labeling of distinct neuronal and non-neuronal cell types for µCT. Future applications of
these techniques to enhance resolution and cell typing will enable a more detailed understanding of
brain architecture through µCT.
High-resolution approaches threaten to damage the sample, as the x-ray deposited dose increases
at the fourth power with the resolution [93]. It was shown that for the full brain Tomosaic recon-
struction beam damage induces changes in sample geometry while the tomogram is being acquired,
leading to reconstruction artifacts and the degradation of spatial resolution. However, the effect of
radiation damage is greatly reduced in cold samples. As an example, the critical dose for mass loss
in plastics (PMMA) is increased from 35 MGy at room temperature to 600 MGy when operating
at a temperature of 113 K [34]. This opens a very good new research strategy using cryostats for
sample cooling during acquisition. X-rays have the potential for sub-30 nm resolution 3D imaging of
frozen hydrated brain biopsies [94] with no chemical modification or plastic embedding. Additional
parameters of the imaging setup, including photon energy, coherence, and the optics can also be
optimized to minimize damage while increasing resolution.
Some of the tomography reconstructions in the project shows ringing artifacts that results from
inhomogeneities in the signal source. The first measurements were done at the APS 2-BM that
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uses a double multi-layer monochromator (DMM) to select a narrow bandwidth of the x-ray beam
(∆E/E=10´2). Multi-layers are known to introduce a significant amount of structure in the flat-field
(the image without a sample). Such structures, when convoluted with fluctuations of the source,
generate imperfections in flat-field correction and produce ringing artifacts difficult to correct despite
the use of ring artifact removal algorithms during image acquisition.
In order to achieve very large FOV’s it was clear that we had to minimize the interference from
any flat field artifact and modulation. Therefore, subsequent datasets were collected at beamline
32-ID-C, a beamline that uses a short period undulator (U18) instead of a DMM, yield radiographies
that are almost artifact free.
On the sample preparation side, it was shown that one of the advantages of our staining method
is that we can apply both µCT and automated EM imaging [95] on the same sample. Our results
suggest that both techniques provide complementary images of the same sample without requiring
modifications to existing EM techniques. There are several potential advantages to combining these
approaches: (i) providing large volume (but coarser resolution) inputs for EM reconstructions of
synaptic connectivity, (ii) providing fiducials from inside the plastic block prior to deformations
induced by the EM thin section imaging process, and (iii) providing ‘pre-segmentation’ of many
cellular components to aid existing EM segmentation algorithms. Combining the advantages of
µCT and EM promises to make both approaches stronger.
The high precision and recall of our algorithms suggest that these segmentation and cell detection
methods can be used to reliably and quickly survey data volumes and identify cells and vessels. We
can use these methods to build more systematic studies of regions of interest with EM, once the
large-scale structure is identified using µCT. Information about where cells and vessels lie can be used
as a prior in segmentation algorithms (in EM) and also to improve the registration and alignment
processes.
A valid discussion is the extension of our protocols to larger animals and therefore humans. A
simple calculation would suffice to show that there is a lot of technology development necessary in
all parts of the protocol. This calculation is the volume of a mouse brain 400 mm3 [96] compared
to an average sized human brain 1400 cm3 [97], this is roughly 1,000,000 times difference. This
difference would lead to data sizes roughly 1,000,000 bigger and that would give something the
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order 0.1 zettabyte or 100,000 terabytes.
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B | Thesis Related Software
All the software used in order to develop this thesis are free and open-source. Most of then are
stand-alone python packages that need to be tweaked in order to achieve the desired solution. This
appendix will give you a list of the packages that the author of this thesis contributed in order to
make the project.
B.1 DXchange
DXchange provides an interface with TomoPy [59] and raw tomographic data collected at differ-
ent synchrotron facilities including the Data Exchange file format (DXfile), currently in use at the
Advanced Photon Source beamline 2-BM and 32-ID, at the Swiss Light Source Tomcat beamline




TomoPy is an open-source Python package for tomographic data processing and image recon-
struction. It features the tools to perform image reconstruction with different algorithms for tomog-
raphy. The package also includes various filters, ring removal algorithms, phase retrieval algorithms
and a forward projection operator for absorption and wave propagation.
Full Documentation: http://tomopy.readthedocs.io/
Github repository: https://github.com/tomopy/tomopy




if __name__ == '__main__':
# Set path to the micro-CT data to reconstruct.
fname = 'data_dir/sample.h5'
# Select sinogram range to reconstruct.
start = 0
end = 16
# Read APS 32-ID raw data.
proj, flat, dark, theta = dxchange.read_aps_32id(fname, sino=(start, end))
# If data collection angles is not defined in the hdf file
# then set it as equally spaced between 0-180 degrees.




# Flat-field correction of raw data.
proj = tomopy.normalize(proj, flat, dark)
# Find rotation center.
rot_center = tomopy.find_center(proj, theta, ind=0, init=1024, tol=0.5)
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print("Center of rotation: ", rot_center)
proj = tomopy.minus_log(proj)
# Reconstruct object using Gridrec algorithm.
rec = tomopy.recon(proj, theta, center=rot_center, algorithm='gridrec')
# Mask each reconstructed slice with a circle.
rec = tomopy.circ_mask(rec, axis=0, ratio=0.95)
# Write data as stack of TIFs.
dxchange.write_tiff_stack(rec, fname='recon_dir/recon')
B.3 Automo
AuTomo provides automation to several tomography data analysis tasks. It was created to fill
the demand that most users have samples that fall into a the standard procedure of the beamline
and therefore were doing a lot of repetitive work. AuTomo function is to organize the data acquired,
create previews of the radiographs, find the rotation center and best algorithms for reconstructions.
The final task is to trigger a full tomographic reconstruction either in the local machine or in a
supercomputer. The way auTomo was designed make it sensitive to which kind of file it is processing,




Tomosaic is an open-sourced Python toolbox to perform mosaic tomographic data processing
and image reconstruction tasks at the Advanced Photon Source. Tomosaic was designed to be
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compatible with any computing facility (from workstation to supercomputers) that are compatible
with Message Passing Interface (MPI) [98]. This is possible due to the parallelization of both the
data and the processing. The package creates a MPI layer surrounding DXchange and TomoPy in
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Radiography registration for mosaic tomography.
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In this manuscript we propose a hybrid method to stitch x-ray computed tomog-
raphy (CT) datasets and show the feasibility to apply the scheme in a synchrotron
tomography beamline with micron resolution. The proposed method enables extend-
ing the field of view of the system while spatial resolution and experimental setup
remains unchanged. The approach relies on taking full tomographic datasets at
different positions in a mosaic array and registering the frames using Fourier
Phase Correlation and a residue based correlation. To ensure correlation correct-
ness, we determine the limits for the shifts from the experimental motor position
readouts. The masked correlation image is then minimized to obtain the correct
shift. The partial datasets are blended in the sinogram space to be compatible with
common CT reconstructors. We also show the feasibility to use the algorithm to
blend the partial datasets in projection space, creating a new single dataset and
use standard reconstruction algorithms to restore high resolution slices even with
a small number of projections.
1. Introduction
Since the introduction of imaging detectors, from everyday cell-
phone pictures to high resolution satellite topographies, many
applications used information panoramas to increase the field
of view (FOV) of their equipment. This is specially true when
it is needed to image large objects compared to the experiment
resolution (Miller, 2006; Ma et al., 2007).
One field of study that relies on area detectors is x-ray imag-
ing. In conventional X-ray images, the apparent pixel size is
directly proportional to the FOV and the geometry of the exper-
iment. The contrast is generated by the x-rays propagating
through the sample and the intensity measured at the detector is
proportional to the integral of the sample refraction index (Als-
Nielsen & McMorrow, 2011). This makes x-ray images suitable
for volumetric reconstruction through an inverse transform. The
solution is exactly given by the Radon Transform and has been
discussed extensively by (Deans, 2007).
The technique that can acquire a dataset for the inverse Radon
reconstruction is called Computed Tomography (CT) and relies
on acquiring sample projections at different angles. One of the
main difficulties with the FOV limitation is that conventional
CT reconstruction algorithms rely on having datasets with finite
support (equivalent to have the whole sample contained within
the FOV in every projection). This may not be a problem when
the sample is small enough or can be cut to fit the FOV. How-
ever, in many cases, the whole sample presents useful informa-
tion and cannot be physically damaged. Solving this problem
can be difficult since increasing the size of the initial data makes
the inversion more complex and inaccurate (Hansen, 1992).
Many methods have been proposed to extend the FOV of
a tomography without losing pixel resolution. A comparison
of several methods can be found at (Kyrieleis et al., 2009)
Every variation of extended FOV methods relies on the accu-
rate knowledge of the sample position in every frame of the
complete dataset; that can be calculated after the experiment or
ensured in the data acquisition.
The simplest approach is to move the sample along the rota-
tion axis. Since the reconstruction is done at the axis perpen-
dicular to the rotation, this approach does not interfere in the
final reconstruction quality. Nevertheless, this solution requires
a stretched sample form. Since the sample translation does not
affect the reconstruction algorithm, one could find the overlap
area after reconstruction.
A more complicated approach is moving the rotation axis
with relation to the camera axis. This translation perpendicular
to the camera makes the reconstruction sensitive to the accu-
racy of the registration and the quality of frame merging. With
motor control, one can have a rough approximation of the shift
between two images. If the final image pixel size is on the order
of the translation motor resolution, this approximation is satis-
factory and experiment misalignment’s will not interfere. When
pixel size is smaller than motor resolution it is necessary to cor-
relate the datasets position in the mosaic grid to reconstruct the
image.
Image panorama relies on finding the relative geometric
transformation (shift, rotation and magnification) between two
images and using the result to merge the images into a new
image. Other artifacts such as different illumination and object
motion cannot be easily corrected as discussed in (Brown, 1992)
Such procedure is often called image registration.
Although the process can be simple for extending the FOV
of a single radiography, our approach proposes to merge whole
partial tomogram datasets in a manner compatible with nor-
mal workstation and tomography setups. Two assumptions are
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made in order to make the process feasible and avoid recon-
struction artifacts. The first one is that every partial dataset has
images taken at the same rotation angle. The second is that
for different datasets the rotation axis and image magnification
are the same. Other approaches have already been in use on
other beamlines for microtomography using Tomopy(Gürsoy
et al., 2014) and Transmission X-Ray Microscopy with TXM
Wizard(Liu et al., 2012).
Figure 1(a) shows the definition for the mathematical axis
used in this manuscript. Radiographies have axis x1, x2 and
reconstructions will have axis y1, y2. Figure 1(b) shows that
there may be two types of misalignment in our approach. One is
between the partial datasets rotations axis and other is between
the final dataset axis and the camera axis. In order to ensure a
good reconstruction it is necessary to align all partial datasets
axis with the rotation axis. The main problem with this mis-
alignment’s is to define the reconstruction paths. Normal recon-









Camera Axis Rotation Axis
Figure 1
(a) Imaging plane I represented by axis x = (x1, x2) and slice plane S rep-
resented by axis y = (y1, y2); (b) Representation of two images taken in a
cartesian axis (on the imaging plane I) that is different from the camera axis.
For the ideal case where all the experimental assumptions
are satisfied, i.e. there are no rotation between measurements,
the problem is simplified in finding the translation between two
images. A brute force algorithm can be used to test every pos-
sible transformation and minimize the residue of the overlap-
ping area. This approach may be possible if the registration
presents few degrees of freedom (such as simple translation).
For registrations with more degrees of freedom (such as rota-
tion and magnification), the computational complexity of the
problem can be unsolvable. This is due to the fact that the brute
force algorithm may be computationally unfeasible. Difference
between images may not be just geometrical but also include
different noises and background levels, which makes the brute
force method even less accurate. For the generic case, find-
ing the correlation between two images can be done by image
marks (Pulli et al., 2012; Szeliski, 2006) and other techniques,
as Fourier Phase Correlation Method (Foroosh et al., 2002). For
radiographies where there are not enough information to reg-
ister images, another approach is the use of fiducial markers
(Lemieux & Jagoe, 1994).
This article presents a novel way to correlate images in the
radiography space and stitch in either radiography or sinogram
space. This method expands the field of view of x-ray tomog-
raphy experiments without the need to save the whole data into
a new dataset. Projection correlation can be done with the use
of brute force and cross correlation algorithms presented in Sec-
tion 2. Three challenging samples were measured in order to test
our approach described in Section 3 and the results are found in
Section 4. Section 5 discuss the obtained results and furthers
reconstruction ideas and Section 6 contains a summary.
2. Standard Correlation Method
Let f : U ⊆ R2 → R and h : V ⊆ R2 → R be two-dimensional
functions that represent distinct images as pictured in Figure 2.
Here, the domains U and V are such that U ∪ V will represent
the domain of the resulting stitched area. Referring to Figure 2,
U and V are typically defined as
U = [−∞, a]× R, V = [a,∞]× R
where x = a indicates the point where we assume that f and h
correlate. We use the convention that U ∪V ⊆ [−1, 1]× [0, 1].
The main idea of the process is to translate function h in such
a way that at the boundary x1 = a we obtain an optimal corre-
lation. This means that, for every reasonably small δ > 0, we
look for a displacement x = c ∈ R2 such that
f (x) = Tc[h](x), for all |x1 − a| < δ, x2 ∈ R (1)
where Tc is the translation operator
Tc[h](x) = h(x+ c) (2)
x1










Representation of the brute force registration approach on the imaging plane.
For a given translation vector c ∈ R2, function h(x+c) correlates with f within
the square |x1 − a| < δ; see text for details.





[ f (x)− Tc[h](x)]2 dx (3)
Operator Tc is easily implemented using the Fourier trans-
form through shifting property. In the computational frame-
work, where functions {h, f} are represented by image matrices
H,F ∈ Rn×n we are looking for a vector c ∈ R2 such that the
extended matrix P
P = [F, TcH] ∈ Rn×2n (4)
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is not discontinuous at the boundary of images H and F, respec-
tively. Matrix P represents the stitched image. Here, Tc indi-
cates the translation in pixels unity, in any of the four possi-
ble directions. This operator is easily computed using the Fast
Fourier Transform. With the above notation, we search for inte-
gers ( j, k) such that
‖F(:,N : n)− T( j,k)H(:, 1 : N)‖2F (5)
is minimized, where ‖ · ‖F is the Frobenius norm (Golub &
Van Loan, 2012). Constant N in the above equation, is the dis-
crete equivalent of the parameter δ defined in (1), and can be
given as an user input. In fact, before running the stitching pro-
cess, it is visually easy to approximately define a number of
columns to search the optimal shift.
2.1. Phase Correlation Method
The method used for the mosaic reconstruction of whole
datasets must be robust and fast for large images with differ-
ent noise and illumination. Then, it is logical to use a less sen-
sitive technique to find the registration between images. Also,
using fiducial markers or image characteristics is not straight-
forward for most of the samples. A correlation method that suits
the problem is to find the actual Fourier Phase Correlation and
extracting the shift from it. Although Phase Correlation Method
(PCM) provides satisfactory results for some images, it some-
times generates the wrong shift (Preibisch et al., 2009).
The Fourier transform F : f (x) 7→ F [ f ](w) can be used in
the Fourier Cross Correlation image processing (FCC). Indeed,
the FCC output r = r(x), of two images f = f (x) and h = h(x)
(see Fig.2) is given by
r(x) = F−1
[
F [h](w)F [ f ∗](w)
|F [h](w)F [ f ∗](w)|
]
(x) (6)
with ∗ standing for the complex conjugate and | · | for the abso-
lute value. The maxima of this correlation image gives the abso-
lute value of the linear translation that maximizes the correla-




PCM gives the argument of the shift vector between two
datasets. As described in (Preibisch et al., 2009), each PCM
maxima gives four possible shifts for 2D images and a sub-
sequent pixelwise comparison of the overlap sectors finds the
correct shift. Due to x-ray image noise and low contrast there
are many local maxima in the cross correlation image and the
global maxima may not represent the true shift vector.
2.2. Hybrid Correlation Method
To make the correlation problem between complex images
more feasible, we propose to use the rough approximation of
the experimental motor shifts to create a correlation mask. The
pixelwise multiplication of the correlation image and the mask
makes it easy to find the correct shift. This mask can be used
both for the brute force and PCM algorithms. The a priori
knowledge of the experiment geometry withdraw the need to
test every possible shift, since the shifted images relative motion
is known.
In the current approach the final translation vector c is cho-
sen by calculating the translation on every pair and removing
the outliers and finding the mean. This approach is specially
important when the sample goes out of the partial tomogram
(on the lateral edges of the mosaic). Calculating the translation
for every pair in a tomogram may be too demanding, so the pro-
posed code also allows to reduce the number of samples (i.e.
calculate the pair for some given projections).
The calculated maps can be used for cone-beam geometry
if the camera is shifted instead of the sample. That way the
sample position in the cone is unchanged and the geometri-
cal corrections can be later done at the mosaic reconstruc-
tion of each frame and CT reconstruction algorithms of the
Feldkamp-Davis-Kreuss (Feldkamp et al., 1984) family can be
used. The proposed method increase accuracy of the registra-
tion and decrease the computational load of finding the correct
PCM shift.
3. Materials and Methods
The experiment was carried out at the IMX beamline in the
Brazilian Synchrotron Light Source and three challenging sam-
ples were measured in order to test the approach. The first
was a Rosary seed (Abrus precatorius) with approximately
5mm × 5mm. It was first measured and stitched only with 7
partial radiographies to show the artifacts that appears if there
is no flat and dark correction. The tomography approach was
done with 2 partial datasets and the displacement vector c was
found with both the brute force approach and PCM. The second
one was to test the algorithm with vertical filling in the par-
tial datasets and the sample was a cylindrical with 1mm radius
wood-fiber. It also consisted of two partial datasets that where
acquired in a full rotation (of a 1000 angles) and later broken
into two partial datasets of 500 angles. The third one was to
test the approach with a very large lateral mosaic array of a fire
bettle (Pyrophorus noctilucus). The approach was tested with
6 partial datasets with 1000 angles. The main reason for the
sample choices was the challenge to apply the procedure with
different types of materials and applications.
Every projection was acquired using a PCO2000 camera cou-
pled to a scintillator (Camera, 2015) without binning (2048 ×
2048 pixels with 16-bit unsigned integer values). Data process-
ing was carried out with a 32-bit floating point precision in order
to keep the numerical error small. The calculated pixel size for
the final images was 1µm and the sample-to-detector distance
was kept constant during the measurement of every dataset.
This distance was optimized in order to obtain a good phase-
contrast condition (Nesterets et al., 2005).
The proposed experimental approach relied in four separate
steps: (a) Acquiring datasets in a mosaic array; (b) Finding the
registration between datasets; (c) Merging the datasets into a
new single mosaic dataset; (d) Reconstructing the new dataset.
Data acquisition was done in the same way as a normal
tomography experiment but the data is taken with only a par-
tial part of the full dataset. As long as all the datasets combined
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ensures that the sample is contained within the new extended
FOV, the tomographic reconstruction is possible. Images for
correction of dark current and illumination structure (dark and
flat images) were taken for every partial dataset in order to
correct the frames before the final mosaic reconstruction (Als-
Nielsen & McMorrow, 2011).
On the proposed scheme, image registration is done by find-
ing the relative phase between subsequent radiographies. Even
though the sample translation stage may have a high resolution,
the exact translation between frames cannot be taken with sub-
pixel precision. In our experiment the vector c is constant along
every mosaic reconstruction and it is possible to merge the final
sinograms instead of the projections. In the case where the shift
c is not constant along the partial datasets stitching the sino-
grams would be a very challenging approach and projections
should be merged instead.
The same approach was used in a full rotation tomography
with the rotation axis shifted from the center. The datasets for
the mosaic reconstruction were obtained by separating the first
half rotation and the second one, flipping the second one and
using this as separate datasets for the proposed approach. To
ensure compatibility with the already functional reconstruction
algorithms and programs, the partial datasets were also rewrit-
ten into a complete dataset. That makes the partial acquisition
and mosaic reconstruction invisible to the final dataset. There
is no need to correct the pixel size with respect of experiment
geometry in an experiment where the path of the x-ray through
the sample is perpendicular to the camera axis . This means that
overlapping pixels present the same information of the sample
and no complex minimization is necessary to ensure the con-
tinuity of information in the final mosaic reconstruction. We
found that the pixelwise mean of the overlapping area gives a
good result in the final reconstruction (Als-Nielsen & McMor-
row, 2011).
The reconstructions were carried out after processing the new
sinograms with a center correction and ring reduction (Miqueles
et al., 2014b) algorithms. The reconstruction was carried out
using a normal Filtered Backprojection approach. According to
the Nyquist sampling criterion, the optimal number of angles
Nθ, for a given number of elements in the reconstruction direc-





In order to reconstruct our test samples with the appropri-
ate number of projections according to Equation 8, would make
the experiment time unfeasible. Also, data storage and pro-
cessing would be challenging for normal computers. One solu-
tion for that is to make the mosaic tomography with fewer
projections and reconstructing the data with an iterative algo-
rithm (Miqueles et al., 2014a; Miqueles & Helou, 2014; Sidky
et al., 2010; Wen & Chan, 2012; Beck & Teboulle, 2009).
Table 1
Sample Experiment Description
Sample # of Datasets # of Angles c Final Frame Incomplete Slices
Seed 2 500 (2, 1231) 2050× 3279 12
Wood 2 500 (8, 863) 2056× 2911 12
Bettle 6 1000 (12, 1845) 2111× 11279 140
4. Results
The experiment result can be summarized as in Table 1, three
samples were measured in order to validated and test the algo-
rithm in challenging experimental conditions. Table 1 presents
some results obtained from three experiments, which are going
to be described next. It is important to note that, due to the
nature of the experiment, it is natural to lose some slices in
the top and bottom of the frame. In the third experiment shown
below, we present intentionally the lost slices, in order to state
clearly the displacement vector c discussed in the Section 2.
Experiment I: Rosary Seed
We begin presenting the restored mosaic image without flat
and dark field corrections. Such an approach carries periodical
artifacts, as shown in Figure 3. The highlighted regions (marked
by rectangles) appearing in Figure 3 illustrate the presence of
periodical artifacts and illumination differences due to the beam






Mosaic Reconstruction of a Rosary seed without flat and dark correction. The
highlights shows the presence of periodical artifacts and different illumination
between the images.
Using proper flat and dark correction for each partial dataset,
we can easily notice the background correction, as shown in
Figure 4. Now, each partial frame has background close to zero
and pixel values corresponding to positive absorption informa-









a ≤ x1 ≤ 1
500µm
Figure 4
Partial radiographies of Rosary Seed (with flat and dark correction).
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Using the partial images of Figure 4 and using the proposed
hybrid registration method, we found that the images had a
translation of c = (2, 1231) pixels. Figure 5 shows the maps
found using the PCM method and the brute-force residue map,
described in Section 2. The expanded images correspond to the
area after application of the mask. The results were the same
for both methods but the computational time was significant








On the left the PCM Correlation Image and on the right the Correlation Residue
Image (by a brute force algorithm). The highlights show the area of the mask
and the local minima found.
The reconstruction of the dataset was done with a normal FBP
algorithm and one slice can be seen at Figure 7. It is important
to observe that no stitching artifacts or periodical artifacts are
observed in this reconstruction. The final size of each restored
projection was 2050 × 3279 (slices × rays) with 1µm2 pixel
size. The reconstructed mosaic dataset generated sinograms
with 3279× 500 (rays × angles) pixels. This number is bellow
the Nyquist limit (Chesler et al., 1977) and analytical methods







Mosaic Reconstruction of the Rosary Seed radiographies (depicted in Figure 4








Reconstruction of a single slice using the Stitched 3D volume, as in Figure 3 for
a sinogram with 3279 rays and 500 angles. The standard filtered backprojection
was applied to the sinogram to obtain this reconstructed image.
The last result is the sinogram registration instead of the
radiographies. In theory, if there are no displacements in the
axis of the device, a sinogram registration is equivalent to the
image registration of the frames. With noisy data and with sev-
eral tiny displacements in the device, this is not true anymore.
Figure 8 shows the partial sinograms of the reconstructed slice
of Figure 7. Since the shift vector c has a component in the x2
axis (the slice axis - see Figure 1) it would be impossible to find
the correct sinogram pair (a) and (b) without calculating c in
the frames first. Partial sinogram in Figure 8 differ in the slice
number by cy. For comparison, Figure 8.(c) depicts the resulting





















Truncated sinograms (a) and (b) giving rise to a complete sinogram (c), after
a stitching process using the PCM method with a pointing vector c in (7). The
dashed red line shows the same ray on each sinogram.
Experiment II: Wood Fiber
Samples that generate quasi-periodical structures in radiogra-
phies are challenging to correlate. Figure 9 shows the restored
frame for a toothpick sample, acquired with a full rotation and
later reconstructed with the mosaic approach. The final restored
dataset was 2911× 2056× 500 (rays × slice × angle).
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As described by Table 1, some slices were lost after mosaic
reconstruction. A blank space is intentionally presented in the
bottom of the Figure 9 in order to describe the displacement
vector c. Removing the broken slices we finally perform the
reconstruction, which is presented in Figure 10 with resolution
2911× 2911. No stitching marks or reconstruction artifacts can







Mosaic reconstruction of a toothpick using only two datasets. This frame has
dimension 2911 × 2056 (rays × slices). The displacement vector c generates







Slice reconstruction of the toothpick using the restored dataset of Figure 9.
Reconstructed image with dimension 2911× 2911.
Experiment III: Bettle
A beetle insect (Cetonia Aurata) of about 1cm was exposed
to the imaging device. Measurements were done with 6 par-
tial datasets to ensure that the algorithm was able to work
with larger mosaic grids. Each dataset was gathered with 1000
angles and resulted in a final volume with dimension 11279 ×
2111 × 1000 pixels. Every single sinogram has 11279 × 1000
of resolution (rays × angles), resulting in a final reconstruc-
tion slice of 11279 × 11279 pixels. Since this experiment was
made with a long lateral translation, the final component cy was
60 = 5 × 12 pixels. This shift leads to several incomplete
parts and a challenge to correlate the partial images. Figures
11 and 12 shows the mosaic reconstruction of one frame, using
our approach and using FIJI MosaicJ (Schindelin et al., 2012),
respectively. The black areas presented in top/bottom of those
images, shows the areas that does not present measured infor-
mation and have to be discarded. It is important to notice that
even though FIJI approach finds the best solution with angles
between the partial datasets, it is not suitable to CT reconstruc-
tion. The angle between the datasets make the correct recon-








Mosaic reconstruction of a beetle insect radiography using 6 datasets. This
image is intentionally displayed out of scale, since the horizontal axis is five







Mosaic reconstruction of a beetle insect radiography using 6 datasets with FIJI
MosaicJ (Schindelin et al., 2012). The figure clearly shows a curvature, which
does not favour a reconstruction scheme. Image intentionally displayed out
scale, similar to Figure 11.
Figure 13 shows a slice of the final reconstructed image with
the proposed approach. The size of each reconstruction was
11279 × 11279 pixels. An image with such dimension present
a computational challenge to read and write on normal hard
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disks. Currently, there are new methods able to reconstruct large
data and the bottleneck for a large image reconstruction is the
backprojection, as described in (Miqueles & Helou, 2014). The
reconstructed image in Figure 13 presents strong streak arti-
facts due to a small number of angles. In fact, the filtered back-
projection algorithm is not the best reconstruction scheme for
this large dataset. Iterative techniques certainly provide better








Tomographic reconstruction of the bettle insect with dimension 11279× 11279
pixels. Streak artifacts are clearly visible in this reconstruction due to the small
number of angles.
5. Discussion
The proposed method presents a reliable way to extend the FOV
of CT without the need to change the experimental setups. For
small increase in the FOV, it was found that the method can
find the shift of the sample axis in full rotation tomography
acquisition. Then, this shift can be inserted into other recon-
struction routines or used to blend the dataset as two separate
partial datasets.
Samples bigger than the FOV were imaged without losing
pixel resolution or generating artifacts at the final reconstruc-
tion. It is not the purpose of this paper to discuss the amount of
data generated, but it will be challenge to handle large images
for the computer process: storage → reconstruction → visual-
ization. As data expands far from the rotation axis, even a very
small angle within the camera can make the volume slicing get
information from several slices. This problem would require
realign the whole data block in the memory before reconstruc-
tion and such algorithm is not available yet.
In this article, all the slices were reconstructed using a stan-
dard FBP algorithm. As pointed out early, this is not the best
reconstruction strategy for our tomographic setup. Indeed, since
there are many missing angles, a constrained total-variation
reconstructed image f ∗ certainly would provide better results,
i.e.,
f ∗ = argmin{TV( f ); f ∈ S} (9)
with TV being the total variation operator (Velikina et al., 2007)
and S the set of all two-dimensional mappings satisfying a con-
sistency condition. A set S is determined by the Fourier-Slice-
Theorem (Deans, 2007), i.e.,
S = { f ∈ U : F [ f ](σk cos θi, σk sin θi) = F [g](σk, θi)}
In the above equation, g is a sinogram image, typically obtained
from a conventional imaging device, while {(σk, θi)} is a
polar grid on the frequency domain. In the approach of this
manuscript, the sinogram g comes from the stitching of the 3D
volume in such a way that a gridding-algorithm (Schomberg,
1995) or conventional FBP can be used to recover the slice.
For future applications of our stitching-strategy, an ideal image
reconstruction algorithm has to deal independently with each
dataset and also with the pointing vector c defined in Equation
(7). With such an approach, it will not be necessary to store new
datasets, and each part of the slice can be reconstructed indepen-
dently, using a strategy like Equation (9). Indeed, the memory
needed to handle the reconstruction process grows linearly with
the number of datasets used in the stitching part.
Figure 14 illustrates a Fourier representation of two projec-
tions of a sample (at the same angle), lets say S1(θ) and S2(θ),
giving rise to a incomplete frequency polar domain. Each acqui-
sition comes from truncated sinograms, as the ones shown in
Figure 8. In this manuscript, a prior stitching is done so that
S1 ∪ S2 is a new dataset and the frequency domain is numeri-
cally dense so that a reconstruction scheme can be applied. Fur-
ther reconstruction strategies as described in Miao et al.(Mao







Incomplete frequency domains - for a given angle θ - from two distinct
unstitched datasets.
In this sense other acquisition-reconstruction methods can be
designed to ensure the Fourier space density and solve the miss-
ing wedge problem (Arslan et al., 2006) that would arise if the
sample cannot achieve a full rotation in the proposed scheme.
6. Conclusion
We have shown that it is possible to find a more reliable correla-
tion between partial tomographic datasets using already existent
methods and experimental information and generate a new sino-
gram without the need to save a new dataset. Our methodology
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was compared to commercial software (Schindelin et al., 2012),
providing similar results. Using our approach it would be pos-
sible to extend the field of view without having to test the cor-
rectness of the mosaic reconstruction. It also does not need any
change in the experimental setups for synchrotron tomography
and is independent of the reconstruction algorithm. Hence, any
reconstruction scheme that is already in use can take advantage
of the hybrid mosaic approach to image samples larger than the
camera FOV. Although increasing the size of CT data leads to
several difficulties at reconstruction it was shown that the nor-
mal FBP reconstruction can give coherent results as a first order
approximation of the solution.
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Methods for resolving the 3D microstructure of the brain typically start by thinly slicing and
staining the brain, and then imaging each individual section with visible light photons or elec-
trons. In contrast, X-rays can be used to image thick samples, providing a rapid approach
for producing large 3D brain maps without sectioning. Here we demonstrate the use of syn-
chrotron X-ray microtomography (µCT) for producing mesoscale (1 µm3 resolution) brain
maps from millimeter-scale volumes of mouse brain. We introduce a pipeline for µCT-based
brain mapping that combines methods for sample preparation, imaging, automated segmen-
tation of image volumes into cells and blood vessels, and statistical analysis of the resulting
brain structures. Our results demonstrate that X-ray tomography promises rapid quantifica-
tion of large brain volumes, complementing other brain mapping and connectomics efforts.
Large-scale brain maps that provide a glimpse into the cellular and vascular architecture of
the brain are essential for understanding neuroanatomy, and its relation to function and disease1.
Unfortunately, acquiring high resolution brain maps is still difficult and time intensive2. Conven-
tional light and electron microscopy (EM) methods require sectioning tissue into thin slices (µm
scale), imaging each slice individually, and then stitching the images back together to get a 3D
brain map. For example, stitching BigBrain—a 3D reconstruction of a full human brain at 20 µm
isotropic resolution—required approximately 1, 000 hours to complete3. Electron scatter occurs
at even smaller depths than visible light and as a consequence, EM requires even thinner slices
(∼ 30 nm). It thus takes approximately three months to image a cubic millimeter of brain tissue
at 20 nm resolution4, requiring approximately two petabytes on disk. Thus, methods for quickly
imaging the brain’s microstructure are critical for understanding and comparing the structure and
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Tissue clearing approaches such as CLARITY5 and expansion microscopy6 address some
of the challenges associated with large samples. However, unlike EM, these techniques produce
sparse reconstructions which reveal only subsets of neurons in the volume. In addition, tissue
clearing requires the removal of scattering membranes in tissue samples, which renders them in-
compatible with subsequent serial section electron microscopy to identify individual neuronal con-
nections. As a consequence, interrogation of the sample is primarily limited to the mesoscale and
it is challenging to re-investigate the same tissue at higher resolution. Therefore, new approaches,
capable of producing large-scale complete mesoscale reconstructions of the brain, are required.
X-ray microtomography (µCT) provides a unique and largely untapped opportunity for brain
mapping. X-rays can theoretically penetrate through centimeter-scale brain volumes with mi-
cron resolution, without the need for sectioning. Recent studies have demonstrated the utility of
benchtop µCT systems for neuroscience7, 8. However, using benchtop systems for large-scale brain
mapping efforts is difficult due to the long exposure times needed to collect even a single image—
imaging a cubic mm brain sample at 1µm resolution would take at least 13 hours on state-of-the-art
scanners9. Fortunately, synchrotron-based µCT offers far higher photon flux and thus provides an
avenue for the rapid acquisition (two orders of magnitude speedup) of large brain volumes10–12.
However, µCT has not yet been adapted to meet the demands of large-scale brain mapping efforts.
Here we introduce a pipeline for quantifying mesoscale neuroanatomy with µCT. We demon-
strate that samples fixed with aldehydes, stained with osmium, and embedded in plastic can be
imaged with high-energy synchrotron radiation. The resulting image datasets provide sufficient
isotropic resolution (1 µm3) and contrast to resolve the 3D structure of neuronal and glial cell
bodies, vasculature, and segments of large apical dendrites and myelinated axons. We can subse-
quently section the same samples and image them with an electron microscope; the result shows
excellent preservation of the ultrastructure and straightforward correspondence (leading to easy
co-registration) between X-ray and EM datasets. These results confirm that µCT can be used to
produce imaging data with sufficient resolution to compute mesoscale brain maps containing in-
formation about the cyto- and myelo-architecture of cortex. We developed a suite of open-source
tools, called X-BRAIN (X-ray Brain Reconstruction, Analytics and Inference for Neuroanatomy)
(docs.neurodata.io/xbrain) for cell detection, blood vessel segmentation, and statistical
analyses of X-ray image volumes. µCT in combination with image parsing techniques offers an
effective path from brain specimens to mesoscale brain maps.
1 Results
X-ray tomography on a millimeter- scale brain sample. Using the 2-BM synchrotron beamline
at the Advanced Photon Source (APS)13, we obtained tomography data from cubic mm volumes
of brain tissue (Fig. 1). Samples were fixed with aldehydes, stained with osmium, and embedded
in plastic, making them compatible with subsequent large volume EM14. Stacks of projection
images were acquired by rotating the sample at (3,000) uniformly spaced rotation angles from
0 to 180 degrees and measuring the propagation of X-rays through the sample at each rotation
angle (Fig. 1b). Radiographs are recorded with an indirect detection system consisting of a thin
scintillator which converts the transmitted X-rays into visible light (Fig. 1c). The light is then
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Figure 1: Synchrotron X-ray imaging of millimeter-sized brain volumes. A schematic of our sam-
ple preparation and imaging setup are displayed along the bottom: from left to right, we show the
synchrotron X-ray source interacting with a embedded sample of brain tissue as it is rotated to
collect multi-angle projections. To collect projection data, X-rays are passed through a scintillator
crystal which converts X-rays into visible light photons, and then focused onto a light camera sen-
sor. Finally, we obtain a sinogram from the sample by collecting data from a row of sensor pixels.
Above, we show a more detailed depiction of the (a) sample preparation, (b) sample mounted in
the instrument, and (c) conversion and focusing of X-rays to light photons.
focused by an objective lens on a charged coupled detector (CCD) array, producing images with
equivalent pixel size of (0.65µm)2 at the sample plane. After calibrating the instrument, collecting
the main dataset studied in this paper (10.6 Gigavoxels) took approximately six minutes. To obtain
high contrast images, data acquisition was performed in propagation-based phase contrast mode
by increasing the distance between the detector and sample to several tens of centimeters with a
pink beam (∆E/E = 10−2) set respectively to 30 keV. To reconstruct a 3D image volume from
the projection data, phase retrieval was performed on each projection using the well established
Paganin algorithm15, followed by volume reconstruction using the open source TomoPy package16.
The resulting image volume provides the data for our segmentation and analysis methods.
To quantify the resolution of our reconstructed X-ray image volumes, we obtained digitally
vignetted sub-fields from regions with brain tissue (signal), and without (background) and com-
puted their respective 2D Fourier power spectra. The signal power spectra (SPS) for regions with
brain tissue is five times larger than in the noise power spectra (NPS) computed in background
regions at a half-period resolution of about 1.31 µm in the XY or transverse plane, and 0.95 µm in
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the XZ or vertical plane (Fig. 2a). This near-isotropic spatial resolution simplifies data analysis
when compared to other imaging approaches that may give very non-isotropic values of spatial
resolution in XY versus XZ.
X-ray images allow resolving the putative location and morphology of cell bodies, blood
vessels, and segments of large neurites (Fig. 2b, Supp. Fig. 1). We estimate that voxels inside cells
are on average 4.56± 1.13 dB (mean±std) brighter then their immediate surround (see Methods).
At this contrast level, it is possible to discern the location and size of cells in the sample. Blood
vessels are also visible in the sample and provide even stronger contrast than cell bodies, making
them much easier to track. This signal strength suggests that we should be able to segment the
tissue into cell bodies and blood vessels, which we validate with our automated techniques.
After collecting µCT data, we performed ultra-thin sectioning and electron microscopic
imaging of the same sample. EM confirmed the identity of the cell bodies, myelinated axons,
and blood vessels, corresponding to those annotated in the µCT dataset (Fig. 2c), suggesting that
details seen in the X-ray dataset are bona fide and not spurious results of our imaging and pro-
cessing pipelines. In addition, we noticed no changes in the microtome sectioning properties of
the epon-embedded brain tissue, nor did we see any obvious signs of irradiation-induced struc-
tural damage in the scanning electron micrographs obtained from these sections. Structures like
synapses and mitochondria are still clearly evident (Fig. 2c). This is consistent with our calculated
radiation dose of about 3 kGy during the collection of the X-ray tomography data; this dose is
well below the dose affecting the dissolution rate of radiation-sensitive polymers like poly(methyl
methacrylate) or PMMA17 (1000 kGy), and the dose at which glutaraldehyde-fixed wet chromo-
somes start to show mass loss18(70 MGy). Our results confirm that µCT and EM can be coupled
to produce multi-resolution brain maps.
A good dataset, at minimum, should allow human annotators to clearly see the structures of
interest and in turn, reliably annotate them. We thus measured human annotator ability in finding
and labeling cell bodies and blood vessels in multi-view projections (orthogonal 2D projection
planes) of the 3D image data. Two expert annotators (A0 and A1) were instructed to label the
boundaries of all of the cells and vessels in a small volume (100 µm)3 of X-ray image data with
ITK-Snap20. When provided 3D context, pixel-level agreement between annotators of the cell bod-
ies and blood vessels were (precision, recall) (p, r) = (0.835, 0.76) and (p, r) = (0.85, 0.73), for
V2 and V3 respectively (see Methods). We further measured the discrepancy between the cen-
troids of cell bodies across both annotators and find nearly perfect agreement (p, r) = (1, 0.989).
While precise manual segmentation of the boundaries of cell bodies and vessels is challenging, we
observe that the object-level agreement between annotations of the centers of cell bodies is high,
showing that performance on the detection task is nearly identical. We conclude that the data is of
sufficient quality to segment cell bodies and vessels with automated methods.
Automated methods for segmentation and cell detection in X-ray volumes. The datasets af-
forded by X-ray tomography are too large to be analyzed by humans. Therefore, we developed
automatic 3D segmentation algorithms to extract cells and vessels from the image volumes. We
created a suite of tools for extracting and visualizing mesoscale maps from 3D stacks of X-ray im-
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Figure 2: Synchrotron X-ray imaging provides micron resolution of brain volumes. (a) From our recon-
structed volumes, we compared two regions: one containing brain tissue (which we denote as signal power
spectra, or SPS), and a background region without brain tissue (which we denote as noise power spectra, or
NPS). We display the signal and noise power spectra (SPS and NPS) computed by taking a series of 256
XY or transverse planes and vertical planes (virtual slices) and averaging their power spectra to measure the
resolution parallel to and perpendicular to the rotation axis. We then fit a second order polynomial to the SPS
to account for artifacts introduced during phase retrieval. When measuring the gap between the smoothed
power spectra and the background spectra, the SPS is 5 times the noise (following the Rose criterion19 for
detectability) at a spatial frequency of 0.383 µm−1 in XY, and 0.525 µm−1 in XZ. This indicates a half-
period spatial resolution of 1.31 µm in XY and 0.95 µm in XZ. (b) We show multi-view projections of X-ray
image volumes, where the 3D structure of cells, vessels, and dendrites is visible. (c) We show µCT and EM
images of the same sample, collected at three different pixel sizes (0.65 µm, 100 nm, 3 nm). On the left,
we display a subset of a single virtual slice from an X-ray tomogram which spans multiple layers of mouse
somatosensory cortex (0.65 µm pixel size). Next to this, we show a subset of the same image in (a) which
highlights a configuration of three cell bodies with distinct micro-vessels nearby (outlined in blue). This
tissue block was subsequently serial-sectioned and imaged in a scanning electron microscope with 100 nm
and 3 nm pixel sizes. We located the same configuration of cells in the EM dataset (outlined in blue) and
observe that the EM ultrastructure is well preserved after µCT (right in red).
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Figure 3: Image processing and computer vision pipeline for segmentation and cell detection. A block
diagram of the entire workflow is displayed. We show the integration of sparsely labeled training data into
our segmentation module (Step 1) to train a random forest classifier using ilastik. We use densely annotated
training data to perform hyperparameter optimization to tune our cell detection algorithm (Step 2). The final
map of detected cells is displayed at bottom of Step 2, with detected cells overlaid on top of the original X-
ray image. Solid arrows indicate inputs into a module, outputs are indicated by dashed arrows, and outputs
that are stored in NeuroData are indicated with a filled circle terminal.
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ages (Fig. 3). This set of tools, X-BRAIN (X-ray Brain Reconstruction, Analytics, and Inference
for Neuroanatomy), consists of image processing and computer vision methods for preprocessing
and artifact removal, segmentation, estimating the location and size of cells, and vessel segmenta-
tion. We also provide methods for large-scale analyses of these data to compute relevant statistics
on the reconstructed maps of the cells and vessels. X-BRAIN is implemented in Matlab and Python
and both code and data are openly available through docs.neurodata.io/xbrain, provid-
ing a community resource for the automated segmentation and quantification of mesoscale brain
anatomy.
Our main image processing and computer vision pipeline (Step 1-2 in Fig. 3) consists of
methods for segmenting blood vessels and detecting the location and size of cells in the volume.
In the initial step of our workflow, we train a classifier to predict the probability that each brain
voxel belongs to each of the three classes: cell body, blood vessel, and background (other). To do
this, we use a tool called ilastik to sparsely annotate data and build a random forest classifier using
intensity, edge, and gradient features computed on the image volume21. This classification proce-
dure returns three probability maps P = {Pc, Pv, Pbg}, which collectively provide the probability
tuple p(x, y, z) = {Pc(x, y, z), Pv(x, y, z), Pbg(x, y, z)} that each voxel, whose position is denoted
by (x, y, z), is a cell, vessel, or lies in the background (output of ilastik in Step 1 of Fig. 3). This
classification procedure provides an easy and intuitive way to provide an estimate of which voxels
correspond to cell bodies and blood vessels.
The simplest way to convert a probability map to a (binary) segmentation, is to threshold the
probabilities and group the resulting structures that pass this test into connected components. In
the case of vessel segmentation, we can employ this procedure with minimal tweaks. To segment
vessels in the sample, we threshold the vessel probability map and then apply simple morphological
filtering operations to clean and smooth the resulting binary data (see Methods). Visual inspection
and subsequent quantification of precision and recall of vessel segmentation suggests a high-degree
of accuracy through this simple post-processing of the ilastik outputs.
Applying the same thresholding procedure used for vessel segmentation, to the segmentation
of cells, is difficult because neurons and blood vessels are often densely packed. In this case,
simple thresholding-based approaches tend to group clusters of cells and vessels together (see
Supp. Materials Fig. 2). We thus developed an algorithm for cell detection (Step 2 in Fig. 3),
which produces estimates of the centroids and radii of detected cells. Our method iteratively
selects a new candidate centroid based upon the correlation between the probability map and a
(fixed radius) spherical template which serves to enforce our biologically-inspired shape prior. We
use a frequency-based approach to convolve a spherical template with the cell probability map and
greedily select “hotspots” which are likely to contain cell bodies (see Methods for further details).
Our method leverages prior knowledge of the approximate size and spherical shape of cells to
select sphere-like objects from the pre-filtered probabilities to resolve situations where neurons
and blood vessels appear in close proximity.
After finding the centroids of all detected cells, we can then efficiently estimate their sizes.
To do this, we center a small spherical template at the detected center of each cell and estimate the
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cell size by varying the template size. When the template can no longer be inscribed within the
cell body, we observe a sharp decay in the correlation. Thus, we compute the correlation between
the probability map while increasing the diameter of the spherical template, find the maximum
decrease in correlation, and select this diameter as our estimate of the cell size. This operation has
low complexity and can be performed on the entire (cubic mm) dataset on a single workstation.
Once we have detected cells, estimating the diameter of the cell body is a simple one-dimensional
fitting problem.
To optimize each stage of our segmentation pipeline, we performed an exhaustive grid search
to find the set of hyperparameters (i.e., threshold parameters for cell/vessel detection, the size of
spherical template, and the stopping criterion for the cell finder) that maximize a combination of
the precision and recall (f -score) between our algorithm’s output and manually annotated data
from volume V1 (Fig. 4a-b). After tuning our cell detection algorithm to find the best set of
hyperparameters, we obtained a precision and recall of (p, r) = (0.86, 0.84) on the same volume.
Our initial results on this training volume and visual inspection of large-scale runs (Fig. 4c) suggest
that our methods provide reliable maps of the cells and vessels in the sample.
The image data varies across space, due to various details of the imaging and reconstruction
pipeline. Therefore, it is important to test that our segmentation algorithm works reliably across
regions previously unseen during classifier training. We thus labeled and tested our cell detection
algorithm on two additional test cubes V2 and V3 (Fig. 4b) that are spatially disjoint from V1 and
each other. V2 served an initial test set, as we added some sparse training data from this volume to
train our ilastik classifier. V3 served as a held-out test set, as the location of this cube was unknown
before tuning and running the algorithm on the entire dataset. After obtaining ground truth labels,
we ran X-BRAIN on V2 and V3, using the set of parameters selected by optimizing our method
on V1. The precision and recall is given by (p, r) = (0.83, 0.76) and (p, r) = (0.94, 0.78), for V2
and V3 respectively. These results suggest that X-BRAIN generalizes well across different regions
of the sample, and is robust to fluctuations in brightness and contrast.
The variation in training and test volume performance can be partially explained by fluc-
tuations in the brightness, introduced during tomographic image reconstruction. To understand
the connection between the fluctuations in contrast and difficulty of the cell detection problem,
we computed the SNR across multiple cells within each of the labeled volumes. The mean and
standard deviation of the signal-to-noise (SNR) between cells and their background in all three
volumes was V1 = (4.73, 0.69), V2 =(4.59, 1.49), and V3 = (4.49, 1.17). As expected, the pre-
cision and recall (for cell detection) seem to be correlated with the variance of the SNR in the
volume (providing a measure fluctuations in contrast). In particular, we obtain the lowest precision
and recall for V2, and indeed, this volume exhibits the highest variance in the contrast between
cells and their background. Even in light of these fluctuations in brightness, our sensitivity analy-
sis (Fig. 4a) and results (Fig. 4b) on training and test volumes suggest that X-BRAIN generalizes
well across different regions of the volume. Furthermore, when we visually inspect our large-scale
results (Fig. 4c), we find a good correspondence between cells and vessels that are visible in slices
and those detected by our algorithms. These results suggest that our algorithms are robust and can
be applied at large scale.
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Figure 4: Automatic methods for segmentation and cell detection reveal dense mesoscale brain maps. In
(a), we display the performance of our vessel segmentation (left) and cell detection (right) methods as we
vary different hyperparameters that affect the performance of the method. To optimize performance of our
vessel segmentation method, we compute the f2 score — emphasizing recall — for multiple operating points
(each curve represents a fixed parameter set with a varying vessel segmentation threshold). To measure
performance for cell detection, we compute the f1 score — balancing precision and recall — for multiple
operating points (curves) as we increase the stopping criterion (x-axis) in our greedy cell finder algorithm.
In (b), we show the results of our cell detection and vessel segmentation algorithms on manually annotated
test datasets. The training (V1, V2) and test (V3) volumes are visualized, both inside the entire volume
(right) and individually (left). We overlay the results of X-BRAIN on the three volumes, based upon the
best operating point selected by our parameter optimization approach in (a). In (c), we show renderings of
the output of our cell detection and vessel segmentation algorithms on the entire cubic mm sample.
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Figure 5: Spatial statistics of X-ray volumes reveal layering and spatially-diverse distribution of cell
bodies. Along the top row, we display histograms of: (a) the estimates of the cell density over the extent
of the entire sample of mouse cortex, (b) distances between the center of each cell and its nearest neighbor
(cell-to-cell distances), and (c) distances between the center of each cell and the closest vessel voxel (cell-to-
vessel distances). In (d), we show multiple ways to visualize the data and confirm neuroantomical structure.
We show a 3D rendering of the detected cells and vessels in the entire sample, with a manually labeled cube
(V1) highlighted in blue. To confirm the 3D structure seen in these visualizations, on the right, we confirm
the same 3D structure in the cell probability maps (red indicating high probability), detected cell maps (each
detected cell displayed in a different color), and density estimates. This result provides further confirmation
that the 3D structure of the sample is preserved in our density estimate.
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We applied our pipeline to segment vessels and detect cells in a cubic mm sample (2560 ×
2560 × 1624 voxels) of excised brain tissue collected from mouse somatosensory cortex (Fig. 4).
To apply X-BRAIN to large datasets, we created an analytics workflow that uses (but does not
require) the LONI Pipeline environment22 to automatically distribute jobs across a cluster environ-
ment. Our workflow is parallelized by dividing our large dataset into small data blocks which can
be processed independently, based upon a user-specified graphical (xml-based) description of the
dependencies between various algorithms. Running our analytics pipeline on a cubic mm sample
took approximately six hours on a small 48-core cluster (see Methods). As a result, we detected
48,689 cells over the extent of the analyzed sample (∼0.42mm3), which suggests a density of
1.18× 105 cells per mm3.
Quantifying cellular and vascular densities and distances. To compute the spatially-varying
density of cells, we applied a robust non-parametric approach for density estimation. Adopting a
non-parametric approach enables us to obtain an accurate estimate of the distribution without mak-
ing any restrictive assumption on its form. In particular, we rely on the popular k-nearest neigh-
bors (kNN) density estimation algorithm23, 24, which estimates a distribution using only distances
between the samples (cells) and their kth nearest neighbor. When applied to the entire volume, we
calculated an average density of 1.3 × 105 cells per mm3 (Fig. 5a). These results are comparable
to other studies that estimate an average of 1.2-2.5× 105 cells per mm3 in mouse cortex25, both in
terms of our average, and the spread in the distribution. These density estimates provide important
information about the spatially-varying distribution of cells within the sample.
The location of cell bodies, relative to one another, and relative to the vasculature, is impor-
tant for studying diseases that afflict the brain 25. Thus we developed automated tools to compute
distances between detected cell centers (cell-to-cell distances,, Fig. 5b) and distances between each
cell and the closest segmented vessel (cell-to-vessel distances, Fig. 5c). Cell-to-vessel distances
are spread between 10-40 µm, with very few cells exceeding this distance (34.3 ± 533.4 µm).
In contrast, the cell-to-cell distances appear to be much more concentrated, with a strong peak at
12.7µm and much smaller variance (21.3± 43.1 µm). The distribution of distances between cells
and vessels (Fig. 5b) aligns with previous results25, 26 and confirms the accuracy of our approach
for large-scale analysis. We further estimated that the fractional volume of vessels in the sample
was 1.85%. This estimate is in agreement with previous studies25–27, which estimate the fractional
density of vessels in the cortex to range from 0.97− 3.64%. These results further confirm that our
methods can be used to compute information about the relationship between cells and vasculature
in the brain.
To complement our analysis tools, we developed methods to produce and visualize mesoscale
maps, with the cellular density and vasculature as their output. These methods are integrated
into the NeuroData framework and thus, after running a sample through our pipeline, users can
download different descriptions of the neuroanatomy, either alone, or combined with the image
data to help reveal relevant structures in the images. Using these multiple modes of visualization
(Fig. 5d), we identified a 3D structure with extremely high cell density clustered at the bottom
of the sample (Layer 6). We confirmed this structure in both 3D visualizations (left), in X-ray
micrographs, the cell probability maps, and in our estimate of the cell density (right). All of
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these representations provide information and descriptions of the data that can be used to further
visualize and quantify its neuroanatomy. The combination of dense reconstructions of cells and
blood vessels provide a unique approach for studying the joint distribution of brain cytoarchitecture
and vasculature.
2 Discussion
We have shown that µCT can be used to rapidly quantify mesoscale neuroanatomy in a mil-
limeter scale sample without sectioning. Our results demonstrate how osmium stained and plas-
tic embedded brains, in conjunction with a synchrotron X-ray source, produce sufficient contrast
and resolution to automatically detect blood vessels and cell bodies. Our approach to automated
anatomy is uniquely poised to provide detailed, large, mesoscale maps of the brain.
Our current approach does not yet provide enough resolution and contrast to resolve neural
processes or reliably disambiguate cell types. In some cases we can resolve large cellular process
like apical dendrites, from which we can discern that the cell is indeed a neuron and potentially
a pyramidal neuron. The resolution of µCT can be enhanced towards the nanometer scale, which
would allow us to distinguish neuronal and non-neuronal types by shape28. To complement cell
type classification by shape, it is possible to develop genetic or immunohistochemical approaches
for differential labeling of distinct neuronal and non-neuronal cell types for µCT. Future applica-
tions of these techniques to enhance resolution and cell typing will enable a more detailed under-
standing of brain architecture through µCT.
High-resolution approaches threaten to damage the specimen, as the X-ray dose increases
quartically with the resolution29. For instance, beam damage can induce changes in sample geom-
etry while the tomogram is being acquired, leading to reconstruction artifacts and the degradation
of spatial resolution. However, the effect of radiation damage is greatly reduced in cold samples.
As an example, the critical dose for mass loss in plastics (PMMA) is increased from 35 MGy at
room temperature to 600 MGy when operating at a temperature of 113 K. X-rays have the potential
for sub-30 nm resolution 3D imaging of frozen hydrated brain biopsies30 with no chemical modifi-
cation or plastic embedding. Additional parameters of the imaging setup, including photon energy,
coherence, and the optics can also be optimized to minimize damage while increasing resolution.
Our imaging data exhibits ringing artifacts that result from inhomogeneities in the signal
source. The beamline used in our current study (2BM), uses a double multi-layer monochromator
(DMM) to select a narrow bandwidth of the X-ray beam (∆E/E=10−2). Multi-layers are known
to introduce a significant amount of structures in the flat-field (the image without a sample). Such
structures, when convolved with fluctuations of the source, generate imperfections in flat-field cor-
rection and produce ringing artifacts difficult to correct despite the use of ring artifact removal
algorithms during image conversion (left, Fig. 1c). Although our segmentation methods are rela-
tively robust to these low-frequency artifacts, improvements to the tomography setup are important
to improve data quality. Preliminary datasets collected at beamline 32-ID, a beamline that uses a
short period undulator (U18) instead of a DMM, yield radiographs that are almost artifact free (see
Supp. Fig. 3). Future improvements in source stability promise to yield tomographic reconstruc-
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tions of considerably higher quality.
Our current analysis pipeline is only designed to provide automatic segmentation of cells
and vasculature. We currently do not address other aspects of the cytoarchitecture and vascula-
ture important in neuroanatomy, such as cell shapes and neurites. Leveraging both computational
methods and other histological preparations, we could develop more advanced approaches for dis-
tinguishing different cell types in X-ray tomograms. With significant further development and a
massive-scale ground truthing effort, it should be possible to quantify the shape and morphology
of neurons, as well as track neurites.
Limited ground truth data restricts in the complexity of methods that we can apply. With
more training data, we can leverage more advanced nonlinear classification strategies, such as
convolutional neural networks for segmentation and axon tracing. Such approaches have been
shown to achieve state-of-the-art performance for identifying synapses and segmenting cell bodies
in EM data31, 32. Finally, improvements in spatial resolution will help in the challenging problem of
resolving adjacent neural structures as separate objects, leading to more straightforward and robust
approaches for cell detection.
One of the advantages of our staining method is that we can apply µCT and automated EM
imaging14 to the same sample. Our results suggest that both techniques provide complementary
images of the same sample without requiring modifications to existing EM techniques. There
are several potential advantages to combining these approaches: (i) providing large volume (but
coarser resolution) inputs for EM reconstructions of synaptic connectivity, (ii) providing fiducials
from inside the plastic block prior to deformation by cutting and thin section imaging for EM,
and (iii) providing ‘pre-segmentation’ of many cellular components to aid existing EM segmen-
tation algorithms. Combining the advantages of µCT and EM promises to make both approaches
stronger.
The high precision and recall of our algorithms suggest that our segmentation and cell detec-
tion methods can be used to reliably and quickly survey data volumes and identify cells and vessels
in the sample. We can use these methods to build more systematic studies of regions of interest
with EM, once the large-scale structure is identified using µCT. Information about where cells and
vessels lie can be used as a prior in segmentation algorithms (in EM) and also to improve subse-
quent registration and alignment. As our pipeline for X-ray image analysis has been integrated in
NeuroData, we can readily combine existing EM analysis pipelines in NeuroData with our meth-
ods to analyze the same dataset with µCT and EM. These results can be combined to create a
multi-modal brain map that contains information about the cytoarchitectural and cerebrovascular
properties of a sample, in addition to the fine-scale information about the processes and synapses
afforded by EM.
Knowledge about the macro-scale organization of the brain, such as Brodmann maps33, have
been based primarily on human anatomists working with thin, sparsely labeled slices of brains.
However, with developments in large-scale connectomics with EM34, 35 and the techniques we
present here for µCT, far larger and more comprehensive datasets become possible; datasets so
large that no human could possibly digest them. The capabilities of synchotron source X-ray
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microscopy, combined with staining approaches for entire brain preparation 8, offers the possibility
of imaging entire brains at the mesoscale. With these capabilities, it should become possible to
obtain brain maps in a new, data-driven fashion, enabling the massive-scale quantification of a
broad set of effects related to disease, development, and learning in the brain.
Methods
We developed methods to image, segment, and analyze the neuroanatomical structure of
brain volumes to quantify neuroanatomy with µCT. Our methods consist of three main parts: (1)
sample preparation, (2) µCT and 3D image reconstruction, and (3) automatic segmentation and
analysis of brain volumes.
Sample preparation. To prepare the samples used in this paper, we used previous techniques
for large volume EM36. Mice were anesthetized and transcardially perfused with aldehydes (2
percent PFA and 2 percent Glutaraldhyde), stained with heavy metals (osmium, uranium, and
lead), dehydrated, and embedded in plastic (EPON). The main dataset analyzed in this paper is
taken from mouse somatosensory cortex (S1).
Confirmation of cellular structures with subsequent EM. After preparing the sample, we used
synchrotron-based µCT to image 3D volumes of brain tissue at micron isotropic resolution. We
subsequently ultra-thin sectioned the same tissue block with our approach to automated electron
microscopy36 and collected low-resolution EM micrographs (≈ 100 nm pixel resolution). In these
low-resolution EM images, we identified the same pattern of cell bodies and vasculature that were
found in the equivalent volume of X-ray data. Fine-resolution EM micrographs (3 nm pixel resolu-
tion) were then collected to identify synapses in the EM volumes. Since these labeling approaches
are species independent (i.e., they do not depend on transgenic strategies), we can apply this ap-
proach to human (and other) brain biopsies.
X-ray data collection and reconstruction. To collect the µCT datasets described here, we uti-
lized the 2-BM beamline at the Advanced Photon Source (APS) with exposure times of 0.1 second
per projection and 3000 projections. The 2-BM beamline uses a 10 µm thick LuAG:Ce scintillator
to convert propagation-enhanced X-ray wave into visible light, which a microscope objective mag-
nifies onto a visible light-scientific CMOS camera (pco.edge 5.5 camera with 2560× 2560 pixels).
When using a 10X objective, this yields a projection with a pixel size of 0.65 µm. We utilized
propagation-based phase contrast X-ray imaging to obtain high-contrast tomograms of millimeter-
sized regions of plastic embedded and metal-stained mouse brain. Imaging a 1 mm3 volume at 1
micron isotropic takes approximately six minutes and requires no volume alignment or registration
process post-acquisition. The X-ray energy bandwidth was about 300 eV, which means that the
data are largely free of the “beam hardening” effect that otherwise complicates medical imaging
using laboratory X-ray sources.1 We are thus able to obtain data around 130 times faster than with
laboratory sources, and with higher image quality.
1X-ray spectrum changes with depth in tissue as the lower energy X-rays are absorbed, leading to changes in the
Fresnel fringes used to obtain phase contrast.
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Reconstruction of 3D volumes. Datasets were collected in Hierarchical Data Format (HDF) files
using the Data Exchange schema developed for synchrotron data13. Data processing and image
reconstructions were performed using the TomoPy toolbox, an open-source Python package, de-
veloped at the Advanced Photon Source (APS) for tomographic data analysis16. We first normal-
ized the projection images with the incident X-ray measurements to suppress artifacts originating
from imperfections in the detection process. A wavelet-Fourier filter37 is used to further suppress
these artifacts with ten wavelet levels and an offset suppression value of two. We used a Paganin-
type single-step phase retrieval algorithm to retrieve the phase of the transmitted X-ray signal15.
The location of the rotation center was estimated either automatically — using an optimization
approach minimizing the entropy in reconstructions38, or manually — if signal-to-noise levels are
high. The tomographic reconstructions were performed using GridRec algorithm39, which is a fast
implementation of the conventional filtered-back-projection method40.
Preprocessing of image stacks. Each image reconstructed in TomoPy is 2560 × 2560 pixels
(0.65 µm isotropic) and is initially stored with 32-bit float precision. We utilized the multiple
image processor tool in Fiji (ImageJ)41 to convert the bit depth of each µCT image to 8-bit images.
By computing the average number of bits of information in each pixel of the original image, we
confirmed that an 8-bit depth was sufficient to capture the information in the µCT stack. Visual
inspection also confirmed this choice of bit depth, with no visible loss of data quality due to quan-
tization. Following this, we applied an automatic contrast enhancement filter to each image in the
stack in Fiji.
Semi-supervised masking protocol. To reduce the size of the data and the complexity of sub-
sequent processing steps, we applied a semi-supervised masking algorithm to identify regions in
each image where the biological specimen is present (versus background pixels). We developed a
supervised method, which requires a user to draw a mask between a small number of dataset im-
ages and then finds a smooth interpolation of the mask between these labeled frames. This toolbox
utilizes the roipoly tool in Matlab, which provides a GUI for drawing a polygon around the brain
tissue in each image. The semi-automated masking step is a small part of the overall workflow and
is only performed once per dataset. After reducing the bit depth and masking the data, the dataset
is reduced from 95 GB to only 10 GB.
Volume of the analyzed sample. The image volume that we analyze in this paper is of size 1400×
2480 × 1547 voxels, which corresponds to a volume of size 910 × 1612 × 1005 microns (1.474
cubic millimeters). As the sample is rotated within the field of view (sample plane), we compute
that the number of unmasked voxels represents a volume of approximately 0.41 cubic mm.
Storage of µCT data and annotations in NeuroData. We uploaded the raw and masked images
into an open-access platform for neuroimaging datasets called NeuroData(www.neurodata.
io). Additionally, we also store the annotations and segmentations resulting from our analysis in
the NeuroData spatial database to facilitate rapid access, dissemination, and analysis of the data.
This framework allows for researchers to freely download arbitrary volumes of raw data, manual
labels, or automated annotations for algorithm development or analysis. Users may also query the
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metadata of detected cells within a volume, which enables rapid knowledge extraction from the
X-ray datasets and statistical analyses at scale.
Data accessibility and reproducibility. Our methodology, end-to-end pipeline, algorithms, data,
and data derivatives are all open source and available for others to reproduce and leverage for
further scientific discovery. As described above, we facilitate this open access via integration
with the NeuroData ecosystem, which provides tools and infrastructure to store, visualize, parse,
and analyze big neuroscience data42. Both the raw data and its derivatives are freely available on
NeuroData for download and visualization (Fig. 4 in Supp. Materials).
Evaluation metrics. To compute human-to-human agreement and evaluate the performance of
our methods, we developed tools to compare segmentations at both the pixel and object level. De-
tected pixels/objects that do not appear in the manual segmentation are counted as false positives,
and manually identified pixels/objects not found by the automatic segmentation algorithm result in
false negatives (misses). In all of our evaluations, we compute the precision (p), recall (r), and fβ
score





where we set β = {1, 2}. When evaluating the performance of our methods for detecting cells
(object-level errors), we compute matches between two sets of centroids by identifying cell pairs
in different segmentations that are nearest neighbors. If the matching centroids are within a fixed
distance (10 µm) from one another, we label them a match and remove both cells from the dataset
to avoid duplicate assignments. The matching process iterates until all possible matches are found,
and precision and recall metrics are computed. For cell detection, we compute the f1 score as it
places equal weight on precision and recall. However, in the case of the pixel-level segmentation
of vessels, we observe that optimizing the f2 score produces more accurate results (confirmed by
visual inspection).
Manual labeling and human-to-human agreement. In order to obtain ground truth datasets to
quantify the performance of our algorithms and to assess human-to-human agreement, we used a
total of four trained annotators (A0, A1, A2, A3) and five novices to label different sub-volumes
(V0, V1, V2, V3) of our image dataset using ITK-Snap20.
Two of the trained experts (A0, A1) and the five novices labeled cells and vessels in V1, a
195 × 195 × 65 micron cube of data (300 × 300 × 100 voxels). Annotator A0 was instructed to
produce a saturated reconstruction, where all cells and vessels were fully labeled. A1 produced a
saturated segmentation of a sub-volume of V1, which we denote as V0. To then compute human-
to-human agreement across annotators, we computed the voxel-wise precision and recall between
V0-A0 (ground truth) and V0-A1, which we compute to be (p, r) = (0.93, 0.58) for cell bodies
and (p, r) = (0.99, 0.29) for vessels. While precision is high in both cases, the recall is much
lower. This is due to the fact that A1 produces an underestimate of A0’s labels; we tested this by
dilating A1’s labels until we maximized the f1 score between both annotations. In this case, we
obtain a precision (p, r) = (0.84, 0.76) for cell bodies and (p, r) = (0.85, 0.73) for vessels.
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We then computed the agreement between these annotators in detecting cell centroids. We
first cleaned each segmentation to ensure all cells are disconnected from one another. We then
applied a connected component algorithm and found the center of mass of each component to
estimate the centroid of each cell. We matched centroids across the two annotations and computed
object-level precision and recall. When ignoring cells along the boundaries of the volume, there are
no cells identified by A1 that are not identified by A0 and only one cell identified by A0 that was
not identified by A1. Thus, human-to-human agreement is nearly perfect when asked to identify
cell centers.
In addition to computing human agreement, we also acquired additional volumes for testing
our algorithms. For these purposes, we had another expert annotator (A2) densely label the cells
and partially label the vessels in a training volume (V2). Annotator A1 then edited all cells in
this volume, which we denoted as V2-A12. Finally, to test our methods, we had an external party
randomly select a sub-volume to be used as a hold-out test volume at a location unknown to the
authors of this manuscript. Annotator A0 and A3 then iteratively refined a common estimate of the
cell centroids in volume (V3); this annotation is referred to as V3-A03. V3 is used as a hold-out
test set to evaluate the accuracy of our cell detection method.
To quantify the time required to label the centroids of cell bodies, we recruited five subjects
with no previous experience to label the centers of cell bodies in 3D. Each subject was instructed
to label as many cells as possible in thirty minutes. The average number of cells that these subjects
labeled was 51.2 and the median was 62. These results suggests that a novice can label the centroids
of around 100 cells in one hour. In practice, we find that it takes experts around 5 hours to reliably
label all cell centers in a (100 µm)3 volume. From estimates of the cell density in mouse cortex,
we expect around 120,000 cells per cubic millimeter; therefore, to manually annotate all cells in a
cubic mm would require a projected 1200 person-hours or 50 days working 24 hours per day.
Computing the signal-to-background (SNR). To estimate the intrinsic difficulty of separating
cells from their background, we calculated the ratio of the intensity between cells and their ex-
teriors. To do this, we sampled 10 cells every 25 slices (15.6 µm) in each of the three manually
annotated volumes (V1, V2, V3) using ITK Snap. We placed a small circular marker within the
cell’s boundary and a marker outside of the cell in a location where the cell’s boundary is clearly
resolved. This generated 30 samples in both V1 and V2 and 89 samples in V3, of the brightness
inside (signal) and outside (noise). We then computed the signal-to-noise ratio (SNR) for the ith
cell as follows:






where si (signal) and ni (noise) contains the mean value of the labeled pixels within and outside
of the ith labeled cell, respectively. The mean and standard deviation of the SNR (dB) across each
subvolume is: V1 = (4.73, 0.69), V2 = (4.59, 1.49), V3 = (4.49, 1.13). Thus, we observe the largest
variance in SNR in V2 and the lowest average SNR in V3. The training volume V1 appears to have
the highest mean and lowest variance out of the three volumes. Our estimates of SNR appear to be
predictive of the difficulty of the segmentation task, and thus are correlated with the accuracy of
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our segmentation results on the different volumes.
X-BRAIN: Methods for segmenting and analyzing X-ray image volumes. To facilitate biolog-
ical interpretation and knowledge extraction from µCT datasets, we developed a suite of computer
vision and image processing methods to segment and analyze mesoscale data. We refer to this set
of tools as X-BRAIN (X-ray Brain Reconstruction, Analytics, and Inference for Neuroscience).
We now provide an overview of the modules and tools provided in X-BRAIN. Following this, we
provide additional details about this toolkit.
• Data download: Using Neurodata web-services, we provide scripts for accessing subvol-
umes of the raw and masked data.
• Segmentation: Using the ilastik21 classification tool, we produce a three-class probability
map which encodes the probability of each voxel belonging to class ‘cell,’ ‘blood vessel,’
or ‘other’ (lies in background). We use these probability maps to obtain a segmentation of
vessels and cells in the volume.
• Estimating the size and location of cell bodies: To estimate the position of cells in the
volume, we develop an iterative approach for cell detection that applies a fast-3D convolution
method to detect cell bodies based on the ilastik probability maps. We then estimate the size
of each cell based upon the detected centers.
• Methods for computing spatial statistics: We apply a robust density estimation technique
to detected centroids, which provides a non-parametric estimate of the underlying density
of cells in the sample. Additionally, we provide methods to compute the distance between
detected cells and vessels in addition to spatially-varying vessel density measures.
• Data upload: The raw and masked image datasets, cell and vessel probabilities and 3D
segmentations are uploaded to NeuroData spatial databases to allow for later queries and
analysis.
(1) Computing probability maps with ilastik. The first step of our segmentation pipeline is to per-
form pixel-level classification on the X-ray images (2D), which provides the posterior probablities
that each voxel is either a cell, vessel, or lies in the background (other). We applied a tool called
ilastik which trains a random forest classifier from sparse (manual) annotations of class labels in
the data. Ilastik provides an interactive method to compute and examine feature channels; we
selected a variety of patch-based texture features at different scales for this analysis.
(2) Vessel segmentation. After computing the vessel probability map with ilastik, we threshold
the probability map (see Fig. 4b to assess the sensitivity of our algorithm to different choices of
thresholds), dilate the resulting binary thresholded output, and then remove spurrious connected
components based on a minimum size threshold. After applying these simple morphological filter-
ing operations, we find that the resulting segmentation has a higher agreement with the (manually
segmented) ground truth than the labels produced by a second manual annotator.
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(3) Greedy sphere finding approach for cell detection. While ilastik provides a good starting point
for identifying cell body locations, individual cells and vessels are often hard to distinguish by
simply thresholding the probability map. To separate these components into their constituent parts
(cells and vessels), we developed a greedy approach which is similar in spirit to matching pursuit
algorithms for sparse signal recovery43. The main idea behind our approach for cell finding is to
iteratively refine our estimate of the cell position and then “remove” this cell from the data. We
do this by first creating a spherical template with a diameter roughly equal to that of the cell; the
exact choice of parameter was learned through a hyperparameter search (see below). We apply a
3D-FFT to convolve the spherical template with the cell probability map produced by ilastik. This
produces a “sphere map” which gives us high responses in regions that are likely to contain cell
bodies. At each step of our algorithm, we select the global maxima of the sphere map to be the
centroid of the next detected cell. After finding this cell, we then zero out the probability map
in this region so that we cannot select a candidate cell in this same location again, and repeat this
matching procedure until convergence. We define convergence as the point at which the correlation
between the probability map and our template drops below a user-specified threshold or reaches
the maximum number of iterations.
(4) Hyperparameter searches. We developed a tool to run hyperparameter searches over our meth-
ods to maximize performance on the ground truth volume V1. After exploring the parameter space,
we ran a grid search over the most critical parameters (cell size, dilation, and threshold cutoff) to
find a stable, optimal point. We selected the parameters (cell size: 18, dilation: 8, threshold 0.47)
that maximized f1, the harmonic mean between precision and recall. Because voxels on the edge
of volumes have inherent ambiguity for both human and machine annotators, we choose to disre-
gard objects at the edge (of both detected and truth volumes) when computing precision and recall
scores throughout this manuscript to ensure the most representative result.
(5) Non-parametric density estimation. To compute the density of detected cells within a vol-
ume, we applied a k-nearest neighbor (kNN) density estimation algorithm23, 24, which estimates
the density using only distances between the samples (cells) and their kth nearest neighbor. More
concretely, we define the distance between a centroid vector x ∈ R3 and a matrix A as
ρk(x,A) = ‖x− ak‖22,
where ak is the kth nearest neighbor to x contained in the columns ofA. The value of the empirical




and V contains the centroids of the rest of the detected cells in the sample. We compute this
quantity over a 3D grid, where the volume of each bin in the sample grid is Vol = (8.44µm)3. We
selected this bin size to ensure that detected cells will lie in roughly a single grid point. This choice
was further confirmed by visually inspecting the resulting density estimates. After computing the
density for each 3D bin in our selected grid, we normalize to obtain a proper probability density
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function. Finally, we compute an estimate of the number of cells per cubic mm as, pd(v) =
(p(v)N/Vol) × 109. The intuition behind this approach is that in regions where we have higher
density of samples, the quantity ρk(vi,V) will be very small and thus, the probability of generating
a sample at this location is large. In practice, we set k =
√
N which guarantees that the estimates
of p will asymptotically converge to the exact point estimates of the distribution since ρk converges
to 0 as N → +∞23.
Details of experiments on large-scale datasets. After validating and benchmarking our algo-
rithms, we scaled our processing to the entire dataset of interest (x voxels: 610-2010, y: 1-2480,
z: 390-2014, resolution: 0), using the LONI processing environment22. Leveraging LONI allows
us to quickly build interfaces to algorithms written by different research groups and in different
languages to assemble a cohesive pipeline. These algorithms have well-defined interfaces and can
also be repackaged for use in a different meta-scheduler environment. When running at scale,
we first chunked our data into small cuboids meeting our computational constraints, and then ran
each block through the pipeline. NeuroData was used to get and store data; image data was re-
quested for each computed block and the results were written to a spatially co-registered annotation
channel42. Each block was retrieved with sufficient padding to provide edge context; we processed
these blocks in a parallel fashion and uploaded the resulting detections to NeuroData. We have
also implemented an alternative merging strategy to account for cells near boundaries. Briefly,
we eliminate putative detections touching an edge or that overlap an object already present in the
database to further reduce edge effects.
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Supplemental materials
Figure 1: Manual reconstructions of myelinated axons. A 3D visualization of myelinated axons, from
mouse S1, after being manually traced in ITK-Snap. Many of these axons are only a few voxels in width,
making them difficult to trace with automated algorithms.
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Figure 2: Results of X-BRAIN pipeline for vessel segmentation and cell detection. In the top row, we
display (left) a reconstructed image slice in false color, (middle) mean thresholded slice, and (right) ground
truth labels for both cells (green) and vessels (yellow). In the second row, we display: (left) the cell proba-
bility map we obtained after training a random forest classifier on the data with ilastik, (middle) the mean
thresholded probability map, and (right) the output of our greedy sphere finder approach which operates on
the cell probability map to obtain an estimate of the centroid and diameter of cells. In the third row along the
bottom, we display: (left) the vessel probability map, (middle) the thresholded map, and (right) the output
of our segmentation algorithm.
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Figure 3: Data collected from beamline 32-ID. (a) projection image with brain tissue embedded in epoxy
and (b) slice reconstruction of the same sample acquired at 32-ID beamline using short-period undulator,
with a single-line spectrum at 25 keV and a bandwidth of 10−2. This type of undulator enables radiograph
acquisition without any optics between the source and the sample, leading to relatively artifact-free flat-field
corrected images (a). Synchrotron sources that use undulators produce a smaller source with a larger coher-
ence length and thus improve sensitivity when coupled with a propagation-based phase contrast approach.
In the image (b), we can clearly resolve a bundle of myelinated axons in the sample.
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Figure 4: Visualization of cell and vessel segmentation performance. The results of X-BRAIN processing
on our data sample as visualized through NeuroData’s visualization service (ndviz). This view can be found
here (viz.neurodata.io/project/xbrain/0/1263/472/1000) and users can easily traverse
through the volume using NeuroData’s web-based GUI. The cell probabilities (translucent red) and final
cell detections (opaque multi-color, where each color represents a unique ID for a cell), and the vessel
segmentation (translucent purple), are all overlaid on the corresponding X-ray image.
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Annotation # Cells Cell area Volume (% of mm3) Cell density (105/mm3)
V0-A0 97 (2136, 2060) 0.06 1.63
V0-A1 96 (1489, 1499) 0.06 1.28
V0-Xbrain 94 (1983, 2123, 51) 0.06 1.57
V1-A0 321 (1997, 2035) 2.5 1.28
V1-Xbrain 302 (1983, 1963, 56) 2.5 1.21
V2-Xbrain 112 (1918, 1963, 62) 0.06 1.87
V3-A03 281 N/A 0.2 1.41
V3-Xbrain 240 (1419, 1385, 42) 0.2 1.20
Vtot-Xbrain 48, 689 (1454, 1385, 60) 42 1.02
Table 1: Statistics of manually labeled volumes, cell counts, and sizes for different volumes and
annotators. In the first column, we display the name of the volume (V0, V1, V2, and V3) and
annotator to identify each manual (A0, A1, A2, A3) or automated (Xbrain) annotation. In the
second column and third columns, we report the number of detected cells and the mean/median
size of annotated cell bodies (number of labeled voxels). The training datasets include V0 (a subset
of V1), V1, and V2. Volume V3 is held-out test set which whose location was unknown during
training and tuning the parameters of the algorithm.
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Magnetic structure of R2CoGa8 (R = Gd, Tb, and Dy): Structural tuning of magnetic properties in
layered Ga-based intermetallic compounds
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In this work we have determined the magnetic structure of R2CoGa8 (R = Gd, Tb, and Dy) intermetallic
compounds using x-ray resonant magnetic scattering in order to study the evolution of the anisotropic magnetic
properties along the series for R = Gd-Tm. The three compounds have a commensurate antiferromagnetic spin
structure with a magnetic propagation vector τ = ( 12 , 12 , 12 ) and a Ne´el temperature of approximately 20, 28.5, and
15.2 K for R = Gd, Tb, and Dy, respectively. The critical exponent β obtained from the temperature dependence
of the magnetic peaks suggest a three-dimensional universality class for the three compounds. Comparing the
simulated and integrated intensities we conclude that the magnetic moment direction is in the ab plane for the
Gd2CoGa8 compound and parallel to the c axis for the Tb2CoGa8 and Dy2CoGa8 compounds. The evolution
of the magnetic properties of the R2CoGa8 series for R = Gd-Tm is discussed taking into account the indirect
Ruderman-Kittel-Kasuya-Yoshida interaction and crystalline-electric field effects. The comparison between the
reported magnetic properties of the Ga-based compounds with those for the In-based isostructural family reveals
differences in their exchange couplings that contribute to the understanding of the role of thef -electron magnetism
in these classes of materials.
DOI: 10.1103/PhysRevB.89.115103 PACS number(s): 71.20.Lp, 75.25.−j, 75.50.Ee
I. INTRODUCTION
The study of microscopic magnetic properties of inter-
metallic compounds in a given iso-structural series is an
elucidating method to unravel the fundamental properties
at work in complex materials. This is the case for the
layered family RnMmX3n+2m (R = rare earth or actinides;
M = Co, Rh, Ir; X = Ga or In; n = 1,2 and m = 0,1)
with compounds that have exotic tunable ground states
varying from antiferromagnetic (AFM) to superconductor
(SC) or non-Fermi liquid behavior, among others [1–6]. As
the superconductivity in these compounds is believed to be
magnetically mediated, the systematic investigation along the
series of intermetallic f -electron systems has usually been
done by following the microscopic role of the Ruderman-
Kittel-Kasuya-Yosida (RKKY) magnetic interaction and its
relation with the crystalline electrical field (CEF) effects
and crystal structures. In particular the magnetic structure
determination is a very important step for the understanding of
the physical properties since the magnetic moment direction,
for example, carry information about the magnetic anisotropies
created by the interaction between the f electrons and the
surrounded conduction electrons and ions.
The RnMmX3n+2m compounds with m = 1 and n = 1 or 2
are the crystallographic tetragonal variants of the cubic RX3
(m = 0, n = 1). When a layer of MX2 is inserted along
the c axis the RMX5 (m = 1, n = 1) structure results (the
so-called 115’s). When an extra layer of RX3 is inserted the
R2MX8 (m = 1, n = 2) structure is obtained (the so-called
218’s) [6]. Some recent theoretical [7] and experimental
[8–14] studies showed that the magnetic properties for all
non-Kondo compounds of the family RnMIn3n+2 (n = 1, 2)
*Temporary address: Advanced Photon Source, Argonne National
Laboratory, Argonne, Illinois 60439, USA; giles@ifi.unicamp.br
are mainly determined by the interplay between CEF effects
and the RKKY interaction.
The particular interest of this work is to study the evolution
of the anisotropic magnetic properties of the 218’s Ga-based
intermetallic compounds and to discuss this in a more general
scenario where we compare the results with the trend found
for the isostructural In-based compounds. In this regard, we
have determined the magnetic structure of three members
of the R2CoGa8 (R = Gd, Tb, Dy) series using the x-ray
magnetic scattering (XRMS) technique. This study completes
the determination of the magnetic structures of the synthesized
compounds of the R2CoGa8 series since the other members of
this series have had its magnetic structure determined such as
the Ho2CoGa8 that was investigated by XRMS and neutron
diffraction [14,15] and Er2CoGa8 and Tm2CoGa8 investigated
by powder neutron diffraction [16].
The intermetallic materials R2CoGa8 (R = Gd, Tb, and
Dy) present a commensurate antiferromagnetic ordering with
a magnetic propagation vector ( 12 , 12 , 12 ). For the R = Tb and
Dy compounds, the direction of the magnetic moment was
found parallel to the c axis and for the R = Gd the magnetic
moment was found in the ab plane. These results allowed
us to point out the differences in the magnetic structure of the
Ga-based to the In-based compounds. Discussions based on the
spin-only compounds (R = Gd) are presented first and the role
of crystalline-electric field effects are discussed next leading
to a clear picture on the evolution of the anisotropic magnetic
properties of the heavy rare earth Ga-based compounds along
the R2CoGa8 series.
II. EXPERIMENTAL DETAILS
Single crystals of R2CoGa8 were grown by the Ga-flux
method as reported previously [3,17]. The compounds have a
tetragonal Ho2CoGa8-type structure (Space Group P4/mmm,
No. 123). The phase and unit cell parameters were confirmed
1098-0121/2014/89(11)/115103(9) 115103-1 ©2014 American Physical Society
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a b s t r a c t
In this article, we propose a new mathematical approach for the computation of electromagnetic wave
amplitudes in grazing incidence X-ray fluorescence (gixrf)—an analytical method for surface and near-
surface layer analysis. The new contribution comes from an applied point of view, in order to have stable
and fast algorithms to simulate the fluorescence intensity from a stacking of thin layer films. The calcu-
lation of transmitted/reflected amplitudes is an important part of the direct and/or inverse problem. An
analysis of the amplitude versus layer thickness is also given.
© 2015 Elsevier B.V. All rights reserved.
1. Introduction
Grazing incidence X-ray Fluorescence gixrf is nowadays a useful analytical method to perform nondestructive studies of in-depth dis-
tribution of chemical elements from a few to several hundred nanometers range below the surface of thin films. General depth profiling
analysis involves all kinds of varying profiles, themost complex samples having a continuous variation of elemental composition or density
with depth. For stratified media, the propagation of X-rays at grazing angles can be calculated by representing the sample as a stratified
structure in order to obtain analytical solution of the problem. This involves a great number of mathematical operations and therefore
an efficient calculation method of X-ray propagation at grazing angles is required. The complete theory for gixrf is beyond the scope of
this manuscript. For a complete description of the main equations and physical properties we refer to [1–4]. Each layer is a composition
of many chemical elements, with different concentrations. According to [1] and [3], the predicted total fluorescence intensity for a given







fj(z, θ, u)e−dmj(u)zdz, (1)
where fj is the contribution from a layer of infinitesimal thickness at depth z and within the jth layer, described by
fj(z, θ, u) = |aj(θ, u)e−ikzpj(θ) + bj(θ, u)eikzpj(θ)|2. (2)
Here, cmj(u) and dmj(u) are appropriate physical constants, dependent on the parameteru ∈ RN+1. Each entry of the vector f = (fj) ∈ RN+1
represents the emitted fluorescence intensity at the layer j, whereas h = (hj) ∈ RN is the thickness of the jth layer and | · | stands for the
complex modulus. Function θ ∈ Θ → Fm(θ, u) ∈ R is a real-valued function supported in the grazing angle setΘ . In practice, a measure
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A versatile x-ray microtomography station for biomedical imaging
and materials research
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An x-ray microtomography station implemented at the X-ray Applied Crystallography Laboratory
of the State University of Campinas is described. The station is based on a propagation based phase
contrast imaging setup with a microfocus source and digital x-ray area detectors. Due to its simplicity,
this setup is ideal for fast, high resolution imaging and microtomography of small biological
specimens and materials research samples. It can also be coupled to gratings to use and develop new
techniques as the harmonic spatial coherent imaging, which allow scattering contrast imaging. Details
of the experimental setup, equipment, and software integration are described. Test microtomography
for setup commissioning and characterization is shown. We conclude that phase contrast enhanced
x-ray imaging and microtomography with resolution below 5 µm voxel size are possible and data sets
as wide as 2000 × 2000 × 2000 voxels are obtained with this instrumentation. C 2015 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4922607]
I. INTRODUCTION
X-ray imaging is a valuable tool for biological and mate-
rials research due to its capability of probing internal structures
without destroying it. Non-destructive techniques are useful
for multidisciplinary research since samples, generally, are
unique as in the case of biological specimens1 or fossil-
ized samples2 or because they suffer considerable structural
deformation during analysis as is the case of tensile and
fatigue testing.3,4 The use of an x-ray source with tunable
energy can secure a convenient high penetration depth in
samples from different applications. These two features can
be used to probe large sample volumes without the need of
sample sectioning or previous manipulation.5 These prop-
erties make x-ray imaging as well as tomography important
techniques for academic research and standard laboratory
equipment.
A wide number of techniques have been developed
aiming x-ray imaging. A useful and critical review of the
methods, capacity, and theoretical description can be found in
Diemoz6 and Olivo.7 Particularly, absorption and propagation
based phase contrast x-ray imaging rely on sample illumina-
tion and recording of the projected beam on a radiography
screen or area detector (Figure 1). Image contrast is obtained
by spatial modulation of the x-ray beam due to changes of
absorption and refraction coefficients across the radiological
path.
In this context, an important parameter for image resolu-
tion and sharpness is the source focal spot size. Small focus
sources decrease the penumbra region and enhance the un-
sharpening coefficient of the image setup.8 It also enables the
observation of phase contrast phenomena associated with the
a)Author to whom correspondence should be addressed. Electronic mail:
giles@ifi.unicamp.br
increase of lateral coherence of the beam due to small source
size.9–11
The simplicity of an apparatus consisting of an x-ray
source, sample stage, and an area detector makes it an attrac-
tive setup for conventional x-ray imaging and microtomog-
raphy exploring both absorption and phase contrast tech-
niques. In addition, this setup may become the basis for other
methods seeking phase contrast imaging as the harmonic
spatial coherent imaging12,13 and acoustic pressure induced x-
ray phase contrast imaging,14 for example. These methods can
be implemented easily in a propagation based imaging setup
by adding translation stages for new optical elements as we
demonstrate here for the harmonic spatial coherent imaging.
Despite the fact that several x-ray computed tomography
setups are reported in the literature, very few of them were
available in our country and its use is reduced in the local scien-
tific community. Our setup is complementary to the recently
opened to users microtomography beam line of the LNLS
which is restricted to small specimens (several mm) and at
energies below 14 keV. Our microtomography station uses a
rotating sample stage to acquire x-ray images (tomography
projections) at successive angles and post processing through
x-ray computed tomography algorithms.15 The combination
of small focus sources and high resolution area detector with
a large field of view opens the possibility of high resolution,
high magnification imaging and computed microtomography
simultaneously.
In this work, we describe the development and construc-
tion of an x-ray imaging and computed microtomography
station. We were able to obtain three dimensional volumetric
reconstruction of several biological samples revealing its
morphology and internal features. Our equipment was able
to reconstruct successfully a rabbit femur showing internal
bone structures like compact, marrow star and trabecular bone
regions enabling its application in biomedical research. In the
0034-6748/2015/86(6)/063705/8/$30.00 86, 063705-1 ©2015 AIP Publishing LLC
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