We present a generalization of Density Functional Theory (DFT) to non-equilibrium non-isothermal situations. By using the original approach set forth by Gibbs in his consideration of Macroscopic Thermodynamics (MT), we consider a Functional Thermo-Dynamics (FTD) description based on the density field and the energy density field. A crucial ingredient of the theory is an entropy functional, which is a concave functional. Therefore, there is a one to one connection between the density and energy fields with the conjugate thermodynamic fields. The connection between the three levels of description (MT, DFT, FTD) is clarified through a bridge theorem that relates the entropy of different levels of description and that constitutes a generalization of Mermin's theorem to arbitrary levels of description whose relevant variables are connected linearly. Although the FTD level of description does not provide any new information about averages and correlations at equilibrium, it is a crucial ingredient for the dynamics in non-equilibrium states. We obtain with the technique of projection operators the set of dynamic equations that describe the evolution of the density and energy density fields from an initial non-equilibrium state towards equilibrium. These equations generalize time dependent density functional theory to non-isothermal situations. We also present an explicit model for the entropy functional for hard spheres. © 2013 AIP Publishing LLC.
I. INTRODUCTION
In his foundation of statistical mechanics, 1 Gibbs introduced the notion of ensembles in phase space as a tool for describing the macroscopic properties of matter in terms of its molecular structure. He made thorough use of the concept of entropy in order to construct the equilibrium ensembles. Much later, Jaynes 2 advocated under the name of the Principle of Maximum Entropy (PME) the information theoretical point of view that regards the ensembles as those probability distributions that are the least biased according to the available macroscopic information. Although the PME allows one to construct equilibrium ensembles, it has an even larger scope because it allows to construct dynamic theories that describe not only the equilibrium state but also the tendency towards equilibrium starting from a non-equilibrium state. This is achieved by separating the time dependent ensemble that obeys the Liouville equation in two contributions, a relevant ensemble (or local equilibrium ensemble) that represents the least biased information that is compatible with the time dependent macroscopic information, and a remaining contribution.
3 By solving for the remaining contribution, a closed equation for the relevant ensemble is obtained and, as a consequence, a closed exact dynamic equation for the macroscopic information. This process may be implemented with the help of projection operators and the resulting theory is usually referred as the Mori-Zwanzig theory, 4 , 5 although the number of important contributions by different authors is very large.
3, [6] [7] [8] [9] [10] [11] One important concept in statistical mechanics is that of level of description of a given system. A level of description is characterized by a set of phase functions named relevant variables (or macrostates, or macroscopic variables, or collective variables, or coarse-grained (CG) variables, or reaction coordinates, etc.). A given system may be described at different levels of description and each level has characteristic timescales. At the coarsest level, one has Macroscopic Thermodynamics (MT) characterized by the dynamical invariants of the system. While the theory of MT summarizes an enormous number of experimental observations, it is limited by the fact that it deals with big homogeneous portions of material. 12 In order to study equilibrium states statistically inhomogeneous at molecular scales, the powerful density functional theory (DFT) was formulated in the second half of last century. 13 DFT allows one to describe the structures of fluids and solids and their phase changes with a very high accuracy. In this way, a wealth of phenomena ranging from wetting of liquids on surfaces 14 to phase transitions in solids [15] [16] [17] can be addressed. DFT is based on a theorem first enunciated by Mermin. 18 Mermin's theorem 18 has two parts, in fact, that can be understood as independent theorems. In the first part, it is shown that the connection between the one-particle distribution function, i.e., the average density field, and any external potential is bijective. For every external potential there is a unique density profile and vice-versa. The proof requires the construction of a functional of the density field named the density functional. The second part of the theorem shows that one can obtain the macroscopic free energy of the system by evaluating the density functional at the equilibrium value of the density field. This equilibrium density is the one that minimizes the density functional. In the present paper, we show that Mermin theorem 18 can be generalized substantially and that it emerges basically from the principle of maximum entropy. We show that every level of description has its own entropy function and describe how the different entropies of each level of description are related to each other.
We focus in the present paper on a level of description named Functional Thermo-Dynamics (FTD), which is characterized by the density field and the energy density field as relevant variables. One of the basic objects of the theory of the FTD level of description is the entropy functional, which is a functional of the density and energy density fields and that contains, in very much the same way as the density functional of DFT, all the information about the molecular structure of the fluid/solid system. When applied to a homogeneous equilibrium state, DFT recovers the thermodynamic magnitudes of MT, but it goes beyond it, since from DFT we may extract the spatial correlations between the particles in a homogeneous system. Similarly, when applied to a (homogeneous or inhomogeneous) equilibrium state, the FTD reproduces all the results of DFT, but it opens the access to the time evolution of the relevant variables and allows to describe dynamical non-isothermal situations.
The construction of dynamic equations based on DFT has been a subject of high interest in recent years. This dynamic density functional theory (DDFT) has been constructed under different approaches an approximations. Usually, colloidal suspensions governed by a Smoluchovski overdamped dynamics have been considered in the framework of DDFT. [19] [20] [21] Also, kinetic theory has been used as starting point for the derivation of DDFT. [22] [23] [24] [25] [26] [27] Recently, Hughes and Burghardt 28 have developed a hydrodynamic theory that includes correlations starting from a kinetic equation in which the collision operator is modelled phenomenologically with a Fokker-Planck operator. The use of the maximum entropy principle in order to close hierarchies of dynamic equations based on a kinetic description has been considered in a number of works 29, 30 We have contributed to the field by deriving DDFT from projection operators 31 starting from the underlying Hamiltonian dynamics. We pursue further in the present paper this line by using the general theory of projection operators 32 in order to construct the dynamic theory that describes the evolution in time of the density and energy density fields for simple fluids at molecular scales.
There is very recent and exciting work addressing the extension of DDFT towards non-isothermal situations. In particular, Schmidt has presented a formulation based on an internal energy functional that depends on the number and entropy density fields, both defined in microscopic terms. 33 From this general and rigorous formulation, he proposes phenomenological transport equations for these variables within the framework of linear irreversible thermodynamics. It is of high interest to provide a microscopic basis for the phenomenological approach and, in particular, provide for molecular expressions for the transport coefficients appearing in the transport equations. This is the approach that we take in the present work where it turns out that an entropy functional, instead of an internal energy functional, is the natural functional within the technique of projection operators from which the transport equations are derived in a straightforward manner from the microscopic dynamics. Very recently Wittkowski, Löwen, and Brand have presented a similar theory based on projection operators, which addresses the non-isothermal dynamics of mixtures of colloidal particles.
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II. GENERAL FRAMEWORK
A. Macrocanonical phase space
Let us consider an isolated system made of N classical particles moving according to Hamilton's equations with a time-independent Hamiltonian. The microstate of the system is z N corresponding to the positions and momenta of all the particles. The collection of all microstates z N is the phase space N . As it is well-known, the fact that we cannot specify the initial conditions of a system of many degrees of freedom with absolute precision requires the use of a probability density ρ N (z N ) in phase space. Note that in many instances we do not even know with exact precision how many particles constitute our system. In that case, we need to use the union of all phase spaces N with different number of particles. The microstate is specified by saying in what N the system is and what particular z N of that N the system has. We may call the collection of phase spaces = { N , N = 1, . . . , ∞}, the macrocanonical phase space, with the proviso that we are not dealing with any exchange of particles with a reservoir but rather with our ignorance about the number of particles that constitute our system. The probability density is normalized in such a way that P(N) = dz N ρ N (z N ) is the probability of finding the system in the phase space of N particles. The full set of probability densities {ρ N (z N ), N = 1, . . . , ∞} gives the statistical description of the system at the microscopic level. In each phase space, N the probability density ρ N (z N , t) evolves according to the corresponding Liouville equation
with its own N-particle Liouville operator. This implies that ∂ t P(N) = ∂ t dz N ρ N (z N , t) = 0. There are no "jumps" in the dynamics from one phase space to another and the probability of having a given number of particles is time independent. This is another way to see that the system does not exchange particles with any reservoir. The averages of phase functions of N particles are defined as
Here, F N (z N ) is a phase function defined in the phase space of N particles. One example of these phase functions is the Hamiltonian H N (z N ). The above average has obviously a "macrocanonical look." Usually, we will denote with a trace the sum over microstates, that is,
The system may be described at different levels of description depending on the amount of information available macroscopically or mesoscopically. A level of description is fully determined by a set of functions in the phase space of the system. We denote the macrostate with a set of phase functions A(z) = {A N (z N ), N = 1, . . . , ∞}. The variables A(z) that characterize a given level of description will be referred to as relevant variables or coarse-grained variables. The coarsegrained variables A(z) may be discrete variables or fields, and they may have vector or tensorial character.
B. The relevant ensemble and the entropy of a level of description
We will construct in this paper the entropy associated to several levels of description by using the maximum entropy principle first used by Gibbs.
1 This well-known method introduces the entropy functional of the ensemble density as
where the quantum mechanical factor ρ
gives the correct dimensionless form to the argument of the logarithm an ensures the correct Boltzmann counting and proper account of the indistinguishability of particles. Usually the Boltzmann constant k B appears in front of (3). By not including this factor, we are measuring the entropy functional in units of k B .
The basic idea of the maximum entropy principle 2 is that in order to find the least biased probability density ρ(z) in phase space (i.e., the least biased ensemble) when only partial information is known about ρ(z), one should maximize the entropy functional (3) subject to the constraints of this partial information. The entropy functional represents, from an information theory point of view, the "amount of uncertainty" of a distribution function 2 and by maximizing it subject to whatever is known, we are taking the distribution which is "maximally noncommittal with regard to missing information, and that it agrees with what is known, but expresses maximum uncertainty with respect to all other matters" in Jaynes words. 2 The ensemble that maximizes the entropy (3) subject to the partial information that we have about the system is named the relevant ensemble ρ(z).
We will consider in this paper that the partial information known about the ensemble ρ(z) is given by the average a of the relevant variables A(z), that is,
Many ρ(z) are compatible with this restriction. The least biased is the one that maximizes (3). Standard maximization of (3) with the constraint (4) and the normalization of ρ(z) leads to the relevant ensemble
This is a condensed notation for the collection of probability densities,
Also, λA N (z N ) should be understood as the scalar product in a general sense of the conjugate variables λ and the CG variables A N (z N ). For example, in the case of field CG variables, there is an integral over space of the two fields λ and A N (z N ).
In the case of vector or tensor variables, full contraction over the indices is implied so as to produce a scalar. The dimensionless partition function is defined as
We assume that the phase functions A(z) are such that the integral in the partition function actually exists. The Lagrange multiplier λ is obtained by requiring that the generalized canonical ensemble (5) fulfills the constraint (4). This requirement can be written as
where we have introduced the dimensionless thermodynamic potential of the present level of description as
The implicit equation (8) allows one to obtain λ(a). In fact, there is a one to one correspondence between λ and a, as can be shown by taking the derivative of Eq. (8) with respect to λ:
where δA = A(z) − a and the average · · · λ is performed with ρ(z). This shows that [λ] is a concave functional of λ because the Hessian matrix of second derivatives, being the negative of a covariance, is negative definite. 35, 36 Equation (10) also means that the Jacobian of the change of variables from λ to a is ∂a ∂λ = − δAδA λ .
The covariance δAδA λ is a definite positive matrix, and, therefore, the Jacobian of the change of variables from λ to a can be inverted to provide λ [a] . Therefore, there is a one to one connection between the pair of conjugate variables λ and a. This argument is valid for any pair of conjugate variables. Mermin's theorem 18 is a particular case of this general case for the DFT level of description ensuring that there is a one to one connection between the density field and the external potential (or chemical potential).
The fact that second derivatives of the thermodynamic potential are a covariance matrix ensures that they form a positive semi-definite matrix. For arbitrary relevant variables, it could happen that Av = 0 for some vector v. If this is the case, then the covariance matrix has a zero eigenvalue and is not, strictly speaking, invertible. Note that, in this case, the partition function satisfies
Therefore, the thermodynamic potential [λ] is translationally invariant in the direction of v. In the space of λ, the thermodynamic potential has a "canyon" shape in the direction of v and not a "hump" with a global maximum. Nevertheless, one still has a one to one connection between the averages a, that live in the plane av = 0, and the parameters λ that live in the plane λv = 0. In this subspace, one has strict concavity of the thermodynamic potential.
Once the relevant ensemble has been obtained, the entropy function (or functional) at a given level of description is defined by the result of evaluating the Gibbs entropy functional (3) at the relevant ensemble (5), with the result
We observe that the entropy and the dimensionless thermodynamic potential are Legendre transform of each other (up to signs). By taking the derivative of (12) with respect to a and using Eq. (8), we have the expression conjugate to Eq. (8),
It should be clear that the framework presented has nothing to do with equilibrium states. In particular, the relevant ensemble ρ is not an equilibrium ensemble in general and, therefore, a are not the equilibrium averages of the CG variables A(z).
Only if the relevant variables are the dynamical invariants of the microscopic dynamics then the relevant ensemble, that depends on the microstate through these dynamical invariants, is a stationary solution of the Liouville equation and, therefore, an equilibrium ensemble.
C. The bridge theorem
In this section, we show how the entropies (12) of two levels of description are related. We consider two levels of description characterized by the set of phase functions Y(z), X(z). We assume that X(z) = X (Y (z)) and, therefore, the x-level is less detailed than the y-level of description (which, in turn, is less detailed than the microscopic level described by z). We may refer to y as fine grained (FG) variables and x as CG variables. The basic question that we want to answer in this subsection is what is the connection between the functional form of the entropy S x (x) and the entropy S y (y) of each level of description? Although we may consider a general functional X (y) form connecting the relevant variables of different levels of description, we restrict ourselves to a linear relationship of the form
where A is a rectangular constant matrix. It turns out that this connection between levels of descriptions is, in fact, quite common and, in particular, the levels of MT, DFT, and FTD have relevant variables connected in a linear way. The maximization of the entropy functional (3) is subject to give prescribed averages y = Tr[ρY] or x = Tr[ρX], which give the two relevant ensembles of each level of description:
where λ y and λ x are the Lagrange multiplier enforcing the constraints,
respectively. In addition, we will enforce that the averages are related according to x = Ay. This implies, for example, that the average of the CG variable X(z) with respect to the relevant ensemble of the FG y-level is precisely x, that is,
This is a condition on the possible values that y may take, given x. The entropies of each level of description are given by (12) , which now take the form:
Consider now the maximum y * of S y (y) subject to the restriction (17) . The state y * is obviously a function of x appearing in the restriction (17) . It is easily shown that by evaluating S y (y) at y * , we obtain precisely S x (x), that is,
In order to prove this, let us maximize without constraints the function,
where μ is the set of Lagrange multipliers enforcing (17) . The derivative of this function equated to zero is
This is an implicit equation for y * that will depend parametrically on μ. The actual value of μ is obtained by requiring the fulfilment of the constraint (17) that now becomes
In this way, for every particular x, we have a given μ(x). Finally, the entropy of the y-level evaluated at this particular maximum becomes
We have to still prove that φ(x) = S x (x). Consider again (22) now with the relevant ensemble ρ y * (15) corresponding to y * , that is,
Use Eq. (21) in this last equation to obtain
This is to be compared with the second equation in (16) that takes the form:
Because the connection between the averages x and the conjugate variables λ x (x) is unique, it follows that μ(x) = λ x (x) and, therefore, φ(x) = S x (x), that is,
The bridge theorem can be expressed in very compact form as follows:
In words, the left-hand side finds the maximum of the Gibbs entropy functional S[ρ] for those ensembles in the subset satisfying Tr[ρY] = y and then the maximum in the smaller, but fully contained subset of ensembles fulfilling x = Ay, while the right-hand side finds the maximum in the set Tr[ρAy] = x directly. Dwandaru and Schmidt 37 have recently considered this double maximization process when relating the DFT and MT levels of description. In the entropy language, their Eqs. (43) and (44) 
The left-hand side is just the usual macroscopic thermodynamic entropy, while the term inside brackets of the righthand side is the entropy functional at the DFT level of description. Equation (29) is just a particular realization of the general bridge theorem (28) .
In conclusion, if we know the entropy of a FG level of description, we automatically know the entropy of any CG level of description whose CG variables are linear combinations of the FG variables. The recipe is simple: maximize the entropy of the FG level subject to the constraint that the average of the FG variables gives the CG variables, and substitute back this maximum value into the entropy of the FG level. The result is the entropy at the CG level.
The bridge theorem (23) is a generalization of the second part of Mermin's theorem 18 that allows one to connect the entropies of different levels of descriptions provided that the relevant variables of each level are connected in a linear functional form. When the level of description is DFT the above theorem is just the original Mermin theorem. 18 The bridge theorem (23) can be of great importance as a guiding tool for the construction of the entropy functional of detailed levels of description if we know the corresponding entropy at CG levels of description (like macroscopic thermodynamics or density functional theory). In a similar way, it allows to compute the entropy of MT from molecular models that we may construct for the entropy at the DFT or FTD levels of description.
D. The time-dependent projection operator technique
For completeness, we summarize in this section the timedependent projection operator technique as presented in the classical textbook by Grabert. 32 This is the method that we will use to obtain the dynamic equations for the relevant variables. While the method is described in Ref. 32 for a fixed number N of particles, it is valid also for the macrocanonical phase space by just understanding the trace symbol according to Eq. (2). The method provides formally exact evolution equation for any arbitrary dynamic variable. Physics enters in the theory by the very selection of the relevant variables, which are in general assumed to be slowly varying in time. The projection operator method can be understood, at its most fundamental level, as a way to approximate the actual time dependent ensemble ρ t , which is the solution of the Liouville equation with an approximate ensemble ρ t of the relevant type (5). 3 The aim is to derive equations of motion for the time dependent average a i (t) of a set of relevant variables A i (z). The time dependent average is
where z is the microscopic state of the system and ρ t (z) is the non-equilibrium solution of the Liouville equation. As it is shown in Ref. 32 , the Liouville equation can be re-written in the following exact form:
This exact equation is actually a closed equation for a i (t). The reversible term is given by
where iL is the Liouville operator and the relevant ensemble ρ t is of the form (5), with a time dependent conjugate variable λ(t). The conjugate variables λ are selected in such a way that the averages of A(z) performed with the real and with the relevant ensemble coincide. The conjugate variables are, through Eq. (13) 
where we have used (13) and where the dissipative matrix is given by the Green-Kubo formula,
where the so-called projected current is given by
G t t is given by a time ordered projected propagator. 32 Under the assumption that the relevant variables are slow, one can take an approximation in which terms of order iLA 3 are neglected. The result of this procedure is that the projected dynamics G tt is approximated by the actual dynamics exp {iLt} (see Ref. 38 for an alternative approach). Note that the dissipative matrix in Eq. (34) depends in general on the relevant variables through the relevant ensemble. The dissipative matrix D ij is a correlation matrix and, due to the Wiener-Khintchine theorem, it is positive definite. 32 This leads to a very general feature of the dynamic equation (33) obtained with the projection operator method: They automatically ensure that the entropy (12) of the given level of description is always a non-decreasing function of time. Indeed, by taking the time derivative of the entropy S(a), using the chain rule and the dynamic equation (33) , and noting that the drift term v i (a) gives a vanishing contribution, 32 we obtaiṅ
which is a reflection of the second law of thermodynamics for the given level of description.
III. FUNCTIONAL THERMODYNAMICS
In this section, we consider the level of description of FTD, which is specified by the averages of the density field and the energy density field. The microscopic expressions of these variables aren
Here, e i is the energy of particle i, which is defined as
where φ(r) is the (pair-wise) interparticle potential and V ext (r) is any external potential acting on the particles. The averages of these phase functions with respect to the relevant distribution in the macrocanonical phase space are denoted by
The relevant ensemble (5) has the form
Here, λ(r) and β(r) are the Lagrange multipliers associated to each constraint in (39) . The normalization factor is the dimensionless partition function defined as
This partition function is a functional of both fields λ, β, which are the conjugate fields of the number density and energy density, respectively. By inserting (40) into (39), we may find the connection between the Lagrange multipliers λ(r), β(r) and the averages n(r), e(r). This connection can be expressed as
where the dimensionless thermodynamic potential of the functional thermodynamics level of description is given by
By taking functional derivatives of Eqs. (42) with respect to λ(r), β(r), we obtain
The average · · · [λ,β] is performed with the relevant ensemble (40) . Note that the Hessian matrix of second derivatives is given in terms of covariances performed with the relevant ensemble. The covariance matrix is a strictly positive definite matrix in the following sense. Take a "vector" of the form > 0, (45) which is always a positive quantity for all (v r , u r ) = 0. A particular concern may arise with the following vector (v r , u r ) = (1, 1), for which
Should the average be made with the canonical 39 or microcanonical ensemble, instead of the relevant ensemble (40), we would have N − N can = 0 for example. In this case, the covariance matrix would have been positive semi-definite because it would have an eigenvector with null eigenvalue. 39 In that case, there would be no inverse and would not be possible to ensure a one-to-one connection between the fields n(r), e(r) and λ(r), β(r). Nevertheless, even in this singular case, it is possible to show that a one-to-one connection exists in the non-singular subspace characterized by normalized fields satisfying
dre(r) = E, and normalized conjugate fields
That is, for every n, e satisfying (47) there is one and only one α, β satisfying (48). Obviously, we do not have to deal with this subtlety because the averages are performed with the "macrocanonical" relevant ensemble (40) for which the terms (46) do not vanish. We have then a one-to-one connection between n(r), e(r) and λ(r), β(r).
The entropy at the functional thermodynamics level is defined as the result of evaluating the entropy functional (12) at the relevant ensemble (40) . The resulting entropy functional of the functional thermodynamics level of description is
Here, λ, β should be understood as functionals of n, e. The functional derivatives of the FTD entropy functional satisfy the following relationships:
and are given precisely by the conjugate variables.
A. The temperature
At this point, it proves convenient to perform the momenta integrals in the partition function (41) , with the result
where the local thermal wavelength is defined as
The functional derivative in (42) now becomes
where we have introduced the average potential energy field as
and
is the potential energy of particle i. It is natural to define the average kinetic energy field as k(r) = e(r) − φ(r) in such a way that the physical meaning of the Lagrange multiplier β(r) becomes transparent as proportional to the inverse of the kinetic energy field. Note that we may introduce the microscopic kinetic density field aŝ
and, therefore,
where · λ, β is an average performed with the relevant ensemble (40) . By defining the temperature field T(r, t) as 2/3 of the kinetic energy per particle divided by the Boltzmann constant, we have the interpretation of the field β(r, t) as proportional to the inverse of the temperature, that is, β(r, t) = 1/k B T(r).
IV. DENSITY FUNCTIONAL THEORY
We would like to relate the FTD level of description just introduced with the DFT level of description. To this end we formulate in this section DFT within the framework of the maximum entropy principle, which is a slightly different presentation from usual ones. 13, 40 The level of description of DFT is characterized by the density field and the total energy, which are the averages of the following phase functions:
The potential of interaction U N between the particles includes any external field V ext (r). The averages of the macrostate variables will be denoted with n(r), E and these are assumed to be given. The conjugate variables corresponding to n(r), E are λ(r), β. The relevant ensemble (5) at the DFT level of description takes the form
where we have introduced the partition function of the DFT level of description as
By its very structure, the conjugate variable λ(r) could be interpreted as an additional (adimensionalized) external field, but we prefer to distinguish the nature of the Lagrange multiplier from the external potential because for other variables different from the density, the conjugate variable cannot be simply interpreted as an external potential. Note that if the Hamiltonian dynamics contains the external potential, then the relevant ensemble (58) is not the equilibrium ensemble of the system, which is only recovered when the Lagrange multiplier λ(r) is constant. The partition function (59) is a functional of the conjugate variable λ(r) and a function of β. The notation Z DFT [λ, (β)] emphasizes the functional dependence with a square bracket, whereas the parenthesis reminds us that β is a scalar, not a function.
The connection (8) between the conjugate variables and the given averages is now
where the dimensionless potential at the DFT level is
The first equation in Eqs. (60) involves the functional derivative with respect to the field λ(r), whereas the second equation involves a usual partial derivative. One way to solve these equations is by assuming in the first equation that β is a parameter allowing to solve λ(r) as a functional of n(r) that depends parametrically on β. Substituting this functional into the second equation, we obtain an implicit equation between β and E. Finally, the entropy of the DFT level of description is obtained after inserting the relevant ensemble (58) into the Gibbs entropy functional (12) with the result
It is natural to define a dimensionless Helmholtz potential according to The unconstrained functional to maximize is now
The maximum occurs at n * (r), e * (r), which are the solutions of
The profiles n * (r), e * (r) depend on λ(r), β 0 and, after substitution into the constraints (64), we obtain the dependence of λ(r), β 0 on n 0 (r), E. Therefore, we have the profiles n * (r), e * (r) as functions of n 0 (r), E, that is,
e * (r) = e * (r)[n 0 (r), (E)].
According to the bridge theorem (23) , substitution of (67) into the FTD entropy leads to the DFT entropy, that is,
. (68) This equation gives the explicit relationship between the entropies of the two levels of description. Note that by comparing (59) and (41) we arrive at the following relationship between the dimensionless grand potentials (61) and (43):
That is, the dimensionless grand potential at the DFT level is obtained from the dimensionless grand potential at the FTD level by simply setting the Lagrange multiplier to a constant β(r) = β 0 in the latter.
V. DYNAMIC TRANSPORT EQUATIONS FOR FTD
We now particularize the general dynamic equation (33) to the case that the relevant variables are the number and energy density fields, which are assumed to be the only slow variables in the system. Microscopically these variables are defined in Eq. (37) . The averages of these phase functions with respect to the solution ρ t (z) of the Liouville equation are denoted by
The time derivatives of the relevant variables, i.e., the terms iLA i appearing in Eqs. (32) and (34), now become
By using the usual trick
we may express the time derivatives as divergences of fluxes, that is,
where the currentĴ r and heat fluxQ r have the usual microscopic expressionŝ
Now, we consider the reversible part v i (t) in Eq. (32) 
The final dynamic equations (33) take in the FTD level of description the form
where partial integrations have been performed. The nonlocal hydrodynamic equations (78) are one of the main results of the paper. These equations, being in divergence form, conserve the total number of particles and total energy defined as
At the same time, they have as a Lyapunov functional the entropy functional (49), a property that is inherited from the general property (36) and that can be explicitly checked. Equations (78) describe the tendency towards equilibrium in an isolated system. Of course, in order for these equations to be useful, it is necessary to have explicit expressions for the entropy functional S[n, e] and for the dissipative matrix of transport coefficients M r,r . The latter is given in Eq. (77) in terms of GreenKubo expressions involving correlations (computed with the relevant ensemble and, therefore, dependent functionally on n, e) of the microscopic fluxes. In Secs. VI-VII, we present several models for these quantities.
VI. MODELS FOR THE FTD ENTROPY
The functional form of the entropy at the FTD level contains all the information about the equilibrium profiles of number and energy densities and also of the static correlations of these variables. In order to obtain these quantities it is necessary to have explicit models for the entropy functional. In DFT, different approaches have been considered in order to produce suitable functional models ranging from the Local Density Approximation (LDA), the Square Gradient Approximation (SGA), 41 the Weighted Density Approximation (WDA), 42 Taylor expansions around a reference system 43 up to the modern models based on the fundamental measure theory. 17, 44 While similar schemes may be developed at the FTD level, we restrict in the present work to three simple models, the ideal gas, the hard sphere fluid, and the local model.
A. Ideal gas
In the case of an ideal gas, the grand partition function, Eq. (41), can be explicitly computed:
where the local thermal wavelength is defined in Eq. (52). The dimensionless grand potential is
The functional derivatives with respect to λ and β are
Because of (42), we have
Therefore, we may obtain the conjugate variables in explicit form as function of the relevant variables:
With these results we may now simply compute the entropy (49) for the ideal gas, with the final result
Here, the thermal wavelength is a function of the fields n, e through β (i.e., Eq. (52)). We may use the bridge theorem in order to obtain the entropy of the MT level of description. By maximizing (85) subject to the constraints that n(r), e(r) give prescribed values N, E, we obtain a homogeneous solution n * (r) = n y e * (r) = e, which implies β(r) = β 0 . By evaluating the entropy functional (85) at these equilibrium solutions, we obtain the wellknown Sackur-Tetrode entropy for the ideal gas:
B. Hard spheres
A system of hard spheres is characterized by the fact that its total energy is fully kinetic, a fact also referred as the hard sphere system being athermal. There are many good approximations for the hard sphere free energy functional at the DFT level. 41, 44 For this reason, we would like to use this DFT information in order to formulate the entropy functional of a hard sphere system at the level of FTD. This is actually possible precisely because the system is athermal.
In DFT we have from (59), after integrating over momenta:
whereas in FTD we have from (41), after integrating over momenta:
where we have introduced the function (related to the Meyer function):
It is obvious that (87) is obtained from (88) by taking in the latter a constant value for the field β(r) = β 0 . In the above expressions, φ hs ij is the hard sphere potential for particles i, j. This potential is zero if the spheres do not overlap, and infinite if they overlap. As a consequence, f(r 1 , . . . , r N ) is zero if any two spheres overlap and 1 otherwise, irrespective of the value of β(r). Therefore, Eq. (88) can be written as
This expression is valid for any β 0 . Therefore, if we know the functional form of Z 
Now, from Eqs. (42), we readily obtain the result:
The last identity is a reflection that the hard sphere system has only kinetic energy. Let us assume that we know the functional form of the free energy density functional F hs DF T [n, (β)] introduced in (63) for the case of a hard sphere. We may take the functional derivative,
that can be formally inverted in order to get n[λ, (β)](r) as a functional of λ(r). With this input information, we can obtain the grand potential through Eq. (63) as
Then, Eq. (91) allows us to obtain
Finally, we need to take the Legendre transform of this in order to obtain the entropy functional according to Eq. (49), that is, (97) is the intrinsic (zero external field) free energy of the hard sphere system. Finally, we end up with the following remarkably simple and exact result for the entropy functional of the hard sphere system
where β(r) is, from (92), the following function of n(r), e(r):
and β 0 is arbitrary. One check that we may perform on this expression is the ideal gas limit. In the limit in which the radius of the hard sphere vanishes, the free energy F 0hs DF T [n, (β 0 )] of the hard sphere is just the dimensionless free energy of the ideal gas, which is
If we substitute this free energy functional into (98), we end up with the correct ideal gas result (85) for the entropy functional.
C. Local model
We consider finally a local model for the entropy functional, which is of the form
where the entropy density s(n, e) is an a priori unknown function. We may use, however, the bridge theorem (23) and compute the entropy of the macroscopic thermodynamics level of description. By maximizing (101) subject to the restrictions
we obtain the equations The solution of (103) is n * (r), n * (r) = n 0 , e * (r) = e 0 . The constants n 0 , e 0 are obtained by the requirement that the fields n * (r) = n 0 , e * (r) satisfy (102), giving n 0 = N/V and e 0 = E/V , where V is the volume of the system. The entropy at the macroscopic thermodynamics level is then, according to the bridge theorem (23),
Therefore, we obtain that the function s(n, e) is given by the entropy of the macroscopic thermodynamics level of description through
VII. THE TRANSPORT COEFFICIENTS
The transport coefficients introduced in (77) are given in terms of time integrals of correlations of fluxes, where the ensemble to be used is the relevant ensemble. Because the relevant ensemble is a functional of the fields n(r), e(r) through the conjugate variables λ(r), β(r), the transport coefficients inherit this functional dependence. This poses the problem of computing the transport coefficients in a molecular dynamics simulation. Indeed, what can be computed in MD are equilibrium time averages that sample the equilibrium ensemble (at constant λ, β). It is apparent that unless some approximations are taken, it is impossible to explore the functional space of the fields n(r), e(r) in order to obtain the functional dependence of the transport coefficients.
The main observation is that we expect that the correlations ofĴ r ,Q r appearing in (77) decay in molecular length scales. In situations where the gradients of the conjugate fields λ(r), β(r) vary in length scales much larger than the molecular correlation lengths (as in near equilibrium situations), we may expect a local approximation for the evolution equations. Consider, for example, the first term in the density equation in (78). In a local approximation, we assume
The approximation holds because in the molecular length scale of decay of the correlation ofĴ r , the gradient of λ(r) hardly changes. Under this local approximation, Eqs. (78) take the local form
∂ t e(r, t) = −∇C(r, t)∇ δS δn(r)
− ∇K(r, t)∇ δS δe (r) .
The local transport coefficients are defined as
where the total mass and heat fluxes are the microscopic phase functionŝ
The coefficients (108) depend in a functional form on the fields n(r), e(r) because of the functional dependence of the relevant ensemble with which we compute the correlations in the Green-Kubo expressions (77). The relevant ensemble ρ t , in situations where the space variation of the gradients is small, can be approximated with an ordinary equilibrium ensemble ρ eq with global parameters λ, β matched at the local values of the fields n(r), e(r). 32 In this way, the above coefficients become functions of the local values of the fields n(r), e(r). Being computed with the equilibrium ensemble, the correlations become translationally invariant, i.e., independent of the explicit value of r. Of course, they depend on the position implicitly through the dependence on the local fields of the matched equilibrium ensemble. The transport coefficients may be now computed with ordinary molecular simulations.
To this end, it seems appropriate to avoid the Dirac delta function by averaging the correlation functions over a small volume V . In this way, Green-Kubo expressions for the transport coefficients result:
Here, thê
where δ V (r) takes the value 1 if particle r is inside the volume V and zero otherwise. We expect that the value of the transport coefficients is insensitive to the particular value of V provided that V is much smaller than the simulation box (in order to avoid surface effects). The transport coefficients D, S, K are functions of the local thermodynamic state λ(r), β(r) of the system, through the equilibrium ensemble ρ eq that has its intensive parameters matched to the local values. The dissipative matrix is positive definite because for any vector (a, b), we have
whereR = aĴ + bQ. The last inequality follows from the Wiener-Khintchine theorem that ensures that the time integral of an auto-correlation is always positive. The eigenvalues being positive, translate into the conditions D > 0, K > 0, DK > C 2 for the transport coefficients. The coefficient D(r) is a self-diffusion coefficient, the coefficient C(r) that couples thermal gradients with density variations in time is connected to a Soret coefficient, while K(r) is related to the thermal conduction coefficient. It should be stressed that the above equations are for a single component fluid, not a mixture.
VIII. DISCUSSION
Equations (107) are one of the main results of the present paper. They constitute the generalization of time-dependent DFT to non-isothermal situations for simple fluids. It may look that these equations have the deceptively simple appearance of the equations of thermo-diffusion obtained in standard irreversible thermodynamics. 45 However, it should be stressed that the present equations may describe structural changes at nanoscales because the entropy functional is in general able to describe the structured density and energy profiles. Note that the local approximation adopted for the transport coefficients does not obliges us to take a local approximation for the entropy functional. Local transport coefficients seem to be a good approximation whenever the derivatives of the entropy functional are smooth. However, the derivatives of the conjugate variables being smooth do not imply that the fields n(r), e(r) are almost constant. On the contrary, they will display the ordered structure of a molecular fluid at nanoscales. Of course, if one is not interested in these ordering effects, we may use the approximate local functional (101) that wipes off all molecular correlations and will give a poor description of the behaviour of the system at molecular length scales. The local model for the entropy is useful if one is interested in large scale dynamics. By using the local entropy functional, one recovers the usual linear irreversible thermodynamic result based on the local equilibrium assumption. 45 In the present formulation, that has been derived for an isolated Hamiltonian system, only the tendency towards equilibrium can be described. This implies that the evolution equations describe the tendency of the fields n(r), e(r) towards the equilibrium state that maximizes the entropy functional subject to the conservation restrictions (79). The entropy functional contains all the information about profiles and correlations, and, therefore, the succession of states towards equilibrium display the non-equilibrium local structure of the system. Examples of systems for which this may be useful are the dynamics of liquid/solid systems with sudden increase or decrease of temperature in some region of the system for which the decay towards the new equilibrium state compatible with the new total energy is described. Of course, most systems of experimental interest are not isolated but rather interacting with the surroundings, either with some global forcing or through boundary conditions. In particular, if stationary temperature gradients are to be established, contact with thermal reservoirs needs to be accounted for in the description. The same framework of projection operators used in the present work can be used in order to include the description of the interaction with the "uninteresting surrounding" that corresponds to a thermal bath. In this case, additional terms accounting for the interaction with the thermal bath appear in the dynamic equations. These terms play the role of "microscopically derived" boundary conditions. We will present this finding in a future publication, but the main message is that the structure of the equations in the bulk is the same as the one that we present in this paper. In this way, possible applications of the present work arise in nanoscale dynamics of melting solids, non-isothermal flow in nano-capillaries (i.e., carbon nanotubes), evaporation of nanodroplets, etc.
The scope of the present theory is limited by the very selection of n(r), e(r) as relevant variables. In a Markovian description like the one advocated here, this selection implicitly assumes that any other variable in the system is sufficiently fast as compared to the time scale of evolution of n(r), e(r). Otherwise, the memory kernels would contain long lived contributions and the Markovian assumption leading to memoryless partial differential equations would not apply. In particular, no convective motion should be present in the system, in the sense that any motion is rapidly relaxed towards zero velocity, in a time scale much shorter than the evolution of the density and energy densities. If this is not the case, then it is necessary to include an additional conserved variable, the momentum density field. The resulting description leads to the equations of non-isothermal functional hydrodynamics and will be discussed elsewhere.
