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Abstract
The secretary problem became one of the most prominent online selection problems due to its numer-
ous applications in online mechanism design. The task is to select a maximumweight subset of elements
subject to given constraints, where elements arrive one-by-one in random order, revealing a weight upon
arrival. The decision whether to select an element has to be taken immediately after its arrival. The dif-
ferent applications that map to the secretary problem ask for different constraint families to be handled.
The most prominent ones are matroid constraints, which both capture many relevant settings and admit
strongly competitive secretary algorithms. However, dealing with more involved constraints proved to
be much more difficult, and strong algorithms are known only for a few specific settings. In this paper,
we present a general framework for dealing with the secretary problem over the intersection of several
matroids. This framework allows us to combine and exploit the large set of matroid secretary algorithms
known in the literature. As one consequence, we get constant-competitive secretary algorithms over the
intersection of any constant number of matroids whose corresponding (single-)matroid secretary prob-
lems are currently known to have a constant-competitive algorithm. Moreover, we show that our results
extend to submodular objectives.
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1 Introduction
The secretary problem is a classical online selection problem with unclear origins, but dating back to at least
the 1950’s (see [20, 22, 23, 36] for more details). In its original form the task is to hire the best out of a
known number n of candidates ranked according to an unknown total order. The candidates are interviewed
in uniformly random order, and it is only possible to compare pairs of candidates that have already been
interviewed. Between any two interviews, one has to decide immediately and irrevocably whether to hire
the candidate interviewed last, and the game stops as soon as some candidate gets hired. The goal is to
find a hiring/selection strategy that maximizes the probability to hire the best candidate. A well-known and
asymptotically optimal algorithm by Dynkin [15] selects the best candidate with probability 1/e.
More recently, there has been a revival of variants of the secretary problem due to a multitude of ap-
plications in online mechanism design, where items are sold to agents arriving online (see [3, 4, 9, 27, 32]
and references therein). Moreover, links between the secretary problem and further problems in mechanism
design, like prophet inequalities and sequential posted pricings, led to a diverse community of researchers
interested in the problem.
Most of the recently studied variants of the secretary problem are of the following type. Elements
(agents) e of a set N appear one at a time, each revealing a nonnegative weight w(e) when appearing. As
before, one has to decide immediately and irrevocably after the appearance of an element whether to select
it. The goal is to maximize the expected weight of the selected elements subject to a given set of constraints
that the selected elements have to fulfill. A variety of constraint types have been considered, starting with
a simple cardinality constraint imposing that any k elements can be selected [32]. In particular, matroid
constraints1 have proven to be a very interesting and promising constraint type, capturing a wide set of
relevant problems, while offering at the same time many structural properties enabling the design of strong
online algorithms. Consequently, matroid constraints have been by far the best-studied constraint class for
the secretary problem.
The secretary problem under matroid constraints was introduced by Babaioff et al. [4], and is known as
theMatroid Secretary Problem (MSP). Constant-competitive algorithms for MSP exist for numerous classes
of matroids, including graphic matroids [4, 34], co-graphic matroids [43], laminar matroids [28, 29, 37],
transversal matroids [4, 11, 31, 34], regular and decomposable matroids [13], and linear matroids with a
matrix representation having at most a constant number of non-zero entries per column [43]. Moreover,
the above list can be extended by a result of [4], showing that any c-competitive algorithm for MSP over a
given matroidM can be transformed into a Ω(c)-competitive algorithm for MSP over any truncation ofM .
For general matroids, Ω(1/ log log rank) is the currently best known competitive ratio, where rank is the
rank of the underlying matroid [17,35]. It remains open, whether a constant-competitive algorithm for MSP
exists, with the well-known Matroid Secretary Conjecture claiming this being the case.
Motivated by various applications, secretary problems subject to constraint families beyond matroids
have recently gained attention, including matching constraints in graphs and hypergraphs [11, 31, 34], knap-
sack constraints [2], independent sets in graphs [24], and the intersection of (a constant number of) lam-
inar matroids [37]. Moreover, for arbitrary downward-closed set systems, Rubinstein [40] presents an al-
gorithm for the secretary problem that nearly matches a known information-theoretic hardness bound of
O( log logn/logn) by Babaioff et al. [4], where n is the number of elements.
The flurry of results on MSP and constraints beyond matroids has led to numerous algorithmic ideas.
However, there are still large gaps in our understanding of secretary problems, and despite the many known
results for various specific constraint families, generally applicable techniques to design new strong secre-
tary algorithms are still largely missing. The goal of this work is to partially fill this gap by presenting a
1We recall that a matroid is a tuple M = (N, I), where N is a finite set, called ground set, and I ⊆ 2N is a nonempty family
of subsets of N , called independent sets, fulfilling the following properties: (i) if I ∈ I and J ⊆ I , then J ∈ I; (ii) if I, J ∈ I
and |I | > |J |, then ∃e ∈ I \ J such that J ∪ {e} ∈ I. We refer to [41] for more information on matroids.
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general framework for combining MSP algorithms for specific matroids into a strong secretary algorithm
over the intersection of these matroids (we use the nameMatroid Intersection Secretary Problem (MISP) for
the secretary problem over such intersections). This framework allows us to leverage the extensive existing
literature on MSP towards the design of secretary algorithms for a considerably more general class of con-
straints in an essentially black-box way. Previously, it was unclear how to obtain nearly-optimal competitive
ratios when dealing with combined constraints, and a constant-competitive algorithm for the intersection of
a constant number of matroids was only known when the involved matroids were laminar [37]. However,
this procedure was heavily specialized to laminar matroids, and hard to extend. In particular, a question
in [28], which was open since, asks whether it is possible to obtain an Ω(c)-competitive algorithm for the
secretary problem on the intersection of a matroid M and a single laminar matroid, given a c-competitive
algorithm for MSP on M . As a very special case of our framework, we resolve this question affirmatively
(under a mild assumption on the algorithm for M ). More generally, we get constant-competitive secretary
algorithms for the intersection of any constant number of matroids as long as for each involved matroid a
constant-competitive MSP algorithm is known (again, assuming this algorithm obeys the above-mentioned
mild assumption). Moreover, by extending a technique of [19], we show that our results extend to the
submodular secretary problem.2
1.1 Overview of our results and techniques
For better clarity, and to highlight our main ideas, we build our framework in several steps based on a
sequence of results which we think to be of independent interest. In this section, we give a brief overview
of our main techniques and their implications.
In order for our techniques to work, our framework requires that the single-matroid MSP algorithms used
within it are order-oblivious, a notion introduced in [1]. An order-oblivious secretary algorithm works in two
phases. In the first phase it observes a certain number of all elements without selecting any of them, to learn
about their weights. Only in the second phase elements get selected. However, the second phase must not
depend on the elements arriving in random order, and has to work even if the elements appear in adversarial
order. Order-obliviousness is a quite weak assumption in the sense that most known MSP algorithms are
order-oblivious. Moreover, for all matroid classes known to the authors that have been studied in the context
of MSP, the currently best competitive ratio is either already achieved by an order-oblivious algorithm, or
an order-oblivious algorithm with a competitive ratio at most a constant-factor worse than the best-known
one can easily be obtained from existing procedures. Thus, the restriction to order-oblivious algorithms is
a rather benign assumption. Furthermore, when combining algorithms it is clear that some assumption of
this nature is required (otherwise, the combining technique must be sophisticated enough to combine, for
example, two algorithms such that the first of them only selects a subset of the first n/2 elements, while the
second only selects a subset of the last n/2 elements). In Section 2, we provide a more formal definition of
order-oblivious algorithms.
Let us now present our results for MSP algorithms that are c-competitive (for some c > 0) because they
select each element of the offline optimum OPT with probability at least c. We call such algorithms opt-
competitive, or more precisely c-opt-competitive (Section 4 contains a formal definition).3 Many MSP algo-
rithms in the literature are opt-competitive, including algorithms for partition, laminar and co-graphic ma-
troids; however, most are not. At a later stage we significantly weaken the condition of opt-competitiveness
2In the submodular secretary problem, the objective function is a nonnegative submodular function f : 2N → R≥0 on the
ground set N , i.e., f fulfills f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B) for any A, B ⊆ N . Moreover, access to f is provided via a
value oracle, which can be queried with any subset S ⊆ N of elements that revealed so far, and returns the value f(S).
3Throughout this paper we assume that no two elements have the same weight, which can easily be achieved by breaking ties
between elements of identical weight in an arbitrarily (but consistent) way. One important consequence of this assumption is that
the offline optimum is unique.
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to capture the best-known algorithms (up to a constant factor) for all matroid classes that were studied in the
context of MSP, to the best of the authors’ knowledge.
Consider now the secretary problem over the intersection of two matroids M1 = (N,I1) and M2 =
(N,I2), and assume that we have an order-oblivious Ω(1)-opt-competitive algorithm Aj for MSP over
Mj , where j ∈ {1, 2}. A natural naı¨ve approach would be to run for both M1 and M2 the algorithms
A1 and A2 independently in parallel, with the rule that we only select elements that get selected by both
procedures simultaneously. However, this approach could have an arbitrarily bad competitive ratio due to
the following. Clearly, since both A1 and A2 are Ω(1)-opt-competitive algorithms, we will select elements
ofOPT1∩OPT2 with constant probability, where OPTj for j ∈ {1, 2} is the offline optimum with respect
to only Mj . The issue is that OPT1 and OPT2 may have very little or no overlap (another technicality is
to make sure that we do not have bad correlations between the algorithms). A key part of our framework is
to show that this issue can be resolved in a general way, such that we can assume to have an instance where
the weight of OPT1 ∩OPT2 is a constant fraction of the weight of OPT.
More precisely, consider the intersection of k matroids M1, . . . ,Mk on the same ground set N . We
show that the following preprocessing procedure leads to a new instance where the k single-matroid offline
optima OPTj , one for each Mj where j ∈ [k] := {1, . . . , k}, have large overlap. We start by observing
a well-chosen fraction p of all elements, obtaining a set of observed elements S. We then consider the
solution G = Greedy(S) ⊆ S that the greedy algorithm for the intersection of the k matroidsM1, . . . ,Mk
returns when applied to S. Finally we define a new MISP instance that, among the non-sampled elements
N \S, only considers elements e ∈ N \S such that Greedy(S ∪{e}) 6= Greedy(S); we call such elements
greedy-relevant, or more precisely, greedy-relevant with respect to S.4 Our main technical contribution here
is to show that the intersection of the k single-matroid offline optima on only the greedy-relevant elements
has a total weight of Ω( 1
k2
w(OPT)). Furthermore, we show that this allows us to obtain the following.
Theorem 1.1. Consider k matroidsM1, . . . ,Mk on a common ground setN . Suppose that, for j = 1, . . . , k,
there is an order-oblivious cj-opt-competitive MSP algorithm Aj on matroid Mj . Then, there is an order-
oblivious ( 14k2
∏k
j=1 cj)-competitive online algorithm for MISP on the intersection M1 ∩M2 ∩ · · · ∩Mk.
The above theorem already has interesting implications. In particular, constant-competitive and order-
oblivious algorithms are known—or can be easily obtained from known algorithms by a slight modification—
for several matroids, including partition, laminar and co-graphic matroids. Hence, Theorem 1.1 implies
that the secretary problem on the intersection of any constant number of such matroids admits a constant-
competitive algorithm.
We later show how the requirement of c-opt-competitiveness can be substantially weakened, by extend-
ing our framework to capture, to the best of the authors’ knowledge, all classes of matroids that have been
studied in the literature in the context of MSP, and leading to the following general result on MISP. For
simplicity, we state the result for the intersection of a constant number of matroids; however, in a similar
spirit as the statement of Theorem 1.1, the result can be generalized to a super-constant number of matroids
(see Section 5 for more details).
Theorem 1.2. Consider MISP over the intersection of α + β = O(1) matroids, where each of the first α
matroids is either a partition, laminar, graphic, co-graphic, regular, max-flow min-cut, column-sparse linear,
or transversal matroid—which are the matroids for which Ω(1)-competitive MSP algorithms are known—
and each of the remaining β matroids can be arbitrary. Then, there is a Ω(1/(log log rank)β)-competitive
4There are several technical aspects one has to take care of which we did not address in this brief outline. In particular, instead
of defining a new MISP instance on a subset of the elements, we really define a preprocessing procedure leading to a new MISP
instance on all elements N (but with a modified weight function w′). This allows us to use existing MSP algorithms in a black-box
fashion.
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algorithm for this MISP, where rank denotes the cardinality of a maximum cardinality common independent
set of all α+ β matroids.5
Theorem 1.2 allows for leveraging the best-known competitive ratios for the thoroughly studied MSP in
the context of MISP. Moreover, it is important to mention that we assume in this theorem that a matroid of a
given class is known upfront to the MISP algorithm exactly when the current MSP state of the art algorithm
for this class needs this information. Currently these are the algorithms for graphic, co-graphic, regular,
max-flow min-cut, column-sparse linear and transversal matroids.
Using an extension of a technique presented in [19], we can also extend secretary algorithms for MISP
to deal with nonnegative submodular objectives.
Theorem 1.3. Let A be an α-competitive algorithm for an MISP instance on the intersection of k matroids.
Then, this algorithm can be transformed into an α2/128k2-competitive secretary algorithm for maximizing
a nonnegative submodular function f over the intersection of the same matroids. Moreover, if A is order-
oblivious, then so is the transformed algorithm for submodular MISP.
When algorithm A has one of a few common properties, the result obtained by [19] can be improved.
This is true also for the result given by Theorem 1.3. However, to avoid repeating large sections from [19],
we give here only the basic result, and refer the reader to [19] for more information about these possible
improvements.
1.2 Further related work
We highlight that for MISP on the intersection of k matroids it is not hard to obtain an Ω(1/(k · log rank))-
competitive algorithm by bucketing the weights of the elements in Θ(log rank) many classes and greedily
selecting only elements from one randomly chosen class.6 However, the thus obtained competitive ratio is
typically far from optimal. Interestingly, Bateni et al. [7] obtained a generalization of this result achieving a
competitive ratio of Ω(1/(k ·log2 rank)) for MISP over the intersection of k matroids even in the presence of
a submodular objective function. In contrast, our framework implies an [Ω(1/ log log rank)]2k-competitive
algorithm for the same setting.
Many variants of the secretary problem have been considered in the literature. In particular, different
assumptions can be made on the order in which elements arrive and how weights are assigned to the el-
ements. We recall that the secretary problem assumes a uniformly random arrival order and adversarial
weights. Progress has been achieved under various other assumptions [29, 30, 38, 43]. Increased interest
also arose in the secretary problem with nonlinear objectives, with a focus on the maximization of submod-
ular functions [6, 7, 16, 19, 25, 37]. Moreover, a class of problems that are closely related to the secretary
problem are prophet inequalities (see [1, 14, 18, 33] and references therein). For this setting, the authors
recently introduced a framework, based on an online version of contention resolution schemes (see [10]),
that allows for combining constraints [18]. However, despite the affinity between secretary problems and
prophet inequalities, it is not clear how these techniques could be carried over to the secretary problem.
Finally, we want to highlight a nice survey by Dinitz [12] on MSP, which contains many further links to
related results.
5A direct use of the Ω(1/ log log rank)-competitive algorithms for MSP on general matroids in our framework would lead
to a competitive ratio of Ω(1/
∏β
j=1
log log rankj), where rankj is the rank of the j-th general matroid. However, in the MISP
setting, one can improve this ratio toΩ(1/(log log rank)β). This can be achieved by truncating each general matroid such that only
rank-many elements can be chosen from it. If the matroids are known upfront, this truncation can be performed upfront; otherwise,
rank has to be first estimated through sampling (see [17] for an application of this technique).
6See, for example, [17] for details about how to do the bucketing without knowing the maximum weight upfront.
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1.3 Organization of the paper
We start with some preliminaries in Section 2. In Section 3, we prove the key result that allows us to
reduce a general MISP instance on the intersection of k matroids to an instance where the intersection of
the k offline optima for the individual matroids contains an Ω(1/k2)-fraction of the weight of an optimum
offline solution for the original instance. Section 4 demonstrates how this result can be used to obtain strong
secretary algorithms for MISP when we are given order-oblivious opt-competitive algorithms for MSP with
respect to each single matroid, thus obtaining Theorem 1.1. In Section 5, we present a generalization of our
framework that significantly weakens the requirement of the existence of an opt-competitive MSP algorithm
for each single matroid, leading to a broadly applicable framework for MISP based on algorithms for MSP.
Theorem 1.2 is one consequence of this framework. Appendix A shows how existing MSP algorithms can
easily be adapted to our framework. Finally, Appendix B discusses submodular objective functions and
proves Theorem 1.3.
2 Preliminaries
As highlighted in the introduction, we focus on order-oblivious algorithms in this paper, which is a benign
assumption. Order-oblivious algorithms do not require the (full) random arrival assumption of the secretary
problem, but only need to be able to observe a uniformly random subset of elements of a chosen cardinality,
before starting to select any elements. To formalize this, we thus assume to work in the following order-
oblivious secretary model.
Definition 2.1 (Order-oblivious secretary model). In the order-oblivious secretary model there are n ele-
ments N with unknown non-negative weights, and a down-closed constraint family F ⊆ 2N given by an
independence oracle, i.e., for any S ⊆ N one can check whether S ∈ F . An algorithm in this model first
specifies a number m ≤ n and requests a uniformly random sample of m elements of N (thereby, learning
the weights of the sampled elements). This is called the sampling phase, and none of the elements observed
during it can be selected. The algorithm then observes one-by-one (in adversarial order7) the elements that
do not belong to the sample. Whenever an element is observed, it reveals its weight and the algorithm has to
decide immediately and irrevocably whether to select it. The set of all selected elements must be in F , and
the goal is to maximize the expected weight of the selected elements.
In the literature, different assumptions have been made about what is known upfront about the ground set
N and the constraint F . The weakest assumption that is typically made, is that one only knows the number
n = |N | of elements, and that the independence oracle can only be called on elements that appeared so far.
However, some algorithms in the literature make the stronger assumption that bothN and F are fully known
upfront. We use the weaker assumption as the default assumption for MSP, and we explicitly mention it
whenever we rely on an algorithm needing the stronger one. Naturally, our MISP algorithms require access
to the same information as required for the MSP algorithms they employ. In other words, when employing
for a given matroid an MSP algorithm that relies on the default assumption, our algorithms need only an
independence oracle for this matroid which can check the independence of sets consisting of elements that
appeared so far; and when employing for a given matroid an MSP algorithm relying on full access to the
matroid, then our algorithms also need full access to this matroid.
An important observation that we use is that if an algorithm in the order-oblivious secretary model
sets the number m of elements to be observed in the sampling phase randomly according to a binomial
distribution B(|N |, p), for some p ∈ [0, 1], then this corresponds to observing each element independently
7Even though this is typically not of central importance, we highlight that the adversarial order may depend on the elements
observed during the sampling phase, but is independent of potential random bits used by the algorithm.
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with probability p. For brevity, we will sometimes simply say that an algorithm observes each element with
probability p during the sampling phase.
Finally, whenever we talk about an optimum solution, typically denoted by OPT, we assume that OPT
does not contain any elements of weight 0. Moreover, for simplicity we often use ‘+’ and ‘−’ to denote
adding/removing a single element to/from a set. For example, S + u− v = (S ∪ {u}) \ {v}.
3 Making optimal sets of different matroids overlap
In this section, we describe a key step in our framework: selecting (online) a weight function so that the
optimal solutions of the different matroids have large overlap. As discussed in the introduction, this over-
comes the issue that the optimal solutions of the matroids may have little overlap (if at all). Indeed, once
the optimal solutions overlap, there is a natural way to combine opt-competitive algorithms for MSP as
explained in the next sections.
The setting is as follows. We have k matroids M1 = (N,I1),M2 = (N,I2), . . . ,Mk = (N,Ik) on
a common ground set N whose elements are weighted by w : N → R≥0. Recall that we assume that a
consistent tie-breaking rule is used to compare elements of equal weights, and let us number the elements
ofN by e1, . . . , en in such a way that, for every 1 ≤ i ≤ n− 1, either w(ei) > w(ei+1) or w(ei) = w(ei+1)
and ei is considered larger according to the tie breaking rule. We also let F = I1 ∩ I2 ∩ · · · ∩ Ik denote the
feasible sets in the intersection of the k matroids. An important ingredient of our approach is the standard
offline greedy algorithm:
Initialize a partial solution G = ∅. For i = 1, . . . , n, if G+ ei ∈ F then add ei to G.
The set G returned by the greedy algorithm after iterating through all the elements is well-known to be a
1/k-approximation when applied to the problem of finding a maximum weight common independent set in
the intersection of k matroids. When referring to the greedy algorithm we shall use the following notation:
Definition 3.1. Let S ⊆ N . We denote by Greedy(S) ⊆ S the output of the greedy algorithm when run
on the subset S of the elements. We say that an element e ∈ N \ S is greedy-relevant with respect to S if
e ∈ Greedy(S + e). Moreover, we denote by Rel(S) ⊆ N \ S all elements that are greedy-relevant with
respect to S.
We are now ready to present Algorithm 1 that takes as input a subset S ⊆ N of the elements and defines
a weight function w′ on the remaining elements. We remark that Algorithm 1 can clearly be implemented
in an online manner on the elements inN \ S since the weight w′(e) of an element e is only a function of S
and e. We show below that, in expectation over the input set S, the optimal solutions of M1, . . . ,Mk with
respect to w′ have a large overlap.
Algorithm 1: OverlappingOPT(S)
input :subset S ⊆ N
output :weight function w′
1 For each element e ∈ S, define w′(e) = 0.
2 For each other element e ∈ N \ S, let w′(e) =
{
w(e) if e ∈ Rel(S) ,
0 otherwise .
One should think of the set S supplied to Algorithm 1 as a “sample”. Indeed, in all our uses of this
algorithm the set S is obtained from elements arriving during the sample phase of an order-oblivious algo-
rithm. Note that the “sampled” elements of S receive a weight of 0. This is important as it is indeed easy to
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define a weight function such that the optimal solutions overlap on already seen elements. The nice property
of Algorithm 1 is that the weight function w′ defined for each element e ∈ N as a function of S is such
that the optimal solutions with respect to w′ have a large overlap despite containing only unseen elements
from N \ S that our online algorithm can still select (recall that we assume that the optimal solution does
not contain elements of weight 0). For further reference, we summarize two useful properties of w′ in the
following observation.
Observation 3.2. On input S ⊆ N , Algorithm 1 defines a weight function w′ satisfying (i) w′ ≤ w and (ii)
w′(e) = 0 if e ∈ S or e is a loop in one of the matroids (i.e., {e} is a dependent set in this matroid).
We now formally analyze the expected weight of the overlap of the optimal solutions with respect to w′
when S ⊆ N is a randomly chosen subset. Recall that w′ is a function of the set S (we do not explicitly
write this dependency as the set S that w′ depends on will always be clear from the context). For p ∈ [0, 1],
we let µp denote the distribution over subsets of N where each element is included in the subset with
probability p independently of other elements. For notational convenience we also denote, for j ∈ [k], by
OPT′j the (unique) maximum weight independent set in Mj with respect to w
′. Notice that, by definition
and since we assume that the optimal solutions do not contain any elements of weight 0, we have that the
optimal independent set of Mj with respect to w
′ equals the optimal solution with respect to w when only
considering elements in Rel(S). In particular, OPT′j ⊆ N \ S. We also let OPT denote the maximum
weight solution (with respect to w) in the intersection of the k matroids M1, . . . ,Mk. The main result of
this section can now be stated as follows.
Theorem 3.3. For p = 2k−12k ,
ES∼µp
[
w′
(
∩kj=1OPT
′
j
)]
≥
1
4k2
w(OPT) .
(We remark that OPT′j is a function of S via w
′.)
As w′ ≤ w, the above theorem implies that ES∼µp
[
w
(
∩kj=1OPT
′
j
)]
≥ 14k2w(OPT). The theorem
follows from the following slightly stronger and more technical lemma. Let N≤ℓ = {e1, . . . , eℓ} be the set
containing the ℓ elements of highest weight.
Lemma 3.4. Let p ∈ (0, 1], and let G = Greedy(S) andW = ∩kj=1OPT
′
j be random variables defined by
S ∼ µp. Then,
E[|W ∩N≤ℓ|] ≥
(1− (1− p)k)(1 − p)
p
E[|G ∩N≤ℓ|] ∀ℓ ∈ [n] .
We prove this lemma in the next subsection. Let us now see how it implies Theorem 3.3.
Lemma 3.4 implies Theorem 3.3. Substituting p = 2k−12k in Lemma 3.4 yields, for every ℓ ∈ [n],
E[|W ∩N≤ℓ|] ≥
1
2(2k−1)E[|G ∩N≤ℓ|] .
As the elements of N are ordered in a decreasing weight order according to w, the last inequality implies
E[w(W )] ≥ 12(2k−1)E[w(G)]. Additionally, we can observe that w
′(e) = w(e) for every element e ∈ W ,
and thus, E[w′(W )] = E[w(W )] ≥ 12(2k−1)E[w(G)].
We complete the proof by showing that E[w(G)] ≥ 2k−12k2 w(OPT) =
p
k
w(OPT). For this purpose, let
OPT(S) ⊆ S be the maximum weight set in S which is independent in all the matroids. Then, we have
E[w(OPT(S))] ≥ E[w(OPT ∩ S)] = p · w(OPT) .
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Moreover, the greedy algorithm is a k-approximation algorithm when applied to the intersection of k ma-
troids, which implies
E[w(G)] ≥
1
k
· E[w(OPT(S))] ,
and the desired inequality E[w(G)] ≥ p
k
w(OPT) follows by combining the last two inequalities.
Proof of Lemma 3.4
To prove Lemma 3.4, we consider the offline algorithm given as Algorithm 2, which constructs sets G and
W with a joint distribution identical to the random variables G = Greedy(S) and W = ∩kj=1OPT
′
j in
the statement of the lemma (recall that OPT′j is the maximum weight independent set of Mj restricted
to greedy-relevant elements). Without loss of generality, we prove Lemma 3.4 only for ℓ = n. The case
Algorithm 2: Simulated(p)
1 G = ∅,W = ∅ and OPT′j = ∅ ∀j ∈ [k]
2 for i = 1, . . . , n do
3 if G+ ei ∈ F then
4 With probability p:
5 G = G+ ei
6 Otherwise (with remaining probability 1− p):
7 for j = 1, . . . , k do
8 if OPT′j + ei ∈ Ij then OPT
′
j = OPT
′
j + ei
9 if ei ∈ ∩
k
j=1OPT
′
j thenW =W + ei
of general ℓ then follows by considering a restricted ground set N consisting only of the elements of N≤ℓ.
Indeed, it is clear from the description of Algorithm 2 that elements inN \N≤ℓ do not affect the distributions
of G ∩N≤ℓ andW ∩N≤ℓ.
For analysis purposes we extend Algorithm 2 to maintain additional sets W ′ and Hj (for j = 1, ..., k).
Algorithm 3 extends Algorithm 2 so as to describe how we maintain these sets (the changes are highlighted
in gray for convenience). One can observe that the way each setHj is maintained, guarantees that throughout
the execution of Algorithm 3 we have Hj ∈ Ij .
In the following, we denote by Gi and H ij the sets G and Hj at the end of iteration i ∈ [n] of the
algorithm. Maintaining that Hj for j ∈ [k] is independent in Mj throughout the algorithm can thus be
rephrased asH ij ∈ Ij for i ∈ [n]. Additionally, one can observe that the wayHj is maintained also implies
that the span ofHj equals the span ofG∪OPT
′
j . Thus, we have OPT
′
j+ ei ∈ Ij at Step 12 of Algorithm 3
whenever we have Hj + ei ∈ Ij at Step 13, and therefore, the constructed set W
′ is always a subset of
W = ∩kj=1OPT
′
j . We proceed to prove the inequality E[|W
′|] ≥ (1−(1−p)k)(1−p)
p
E[|G|], which is stronger
than the statement of the lemma.
For i ∈ [n] we define the events
Ai := (G
i−1 + ei ∈ F) ∧ (H
i−1
j + ei ∈ Ij ∀j ∈ [k]) ,
Bi := (G
i−1 + ei ∈ F) ∧ ¬(H
i−1
j + ei ∈ Ij ∀j ∈ [k]) ,
and let
αi := Pr[Ai] and βi := Pr[Bi] .
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Algorithm 3: SimulExt(p)
1 G = ∅,W = ∅,W ′ = ∅, OPT′j = ∅ and Hj = ∅ ∀j ∈ [k]
2 for i = 1, . . . , n do
3 if G+ ei ∈ F then
4 With probability p:
5 G = G+ ei
6 for j = 1, . . . , k do
7 if Hj + ei ∈ Ij thenHj = Hj + ei
8 if Hj + ei 6∈ Ij then
9 Hj = Hj − f + ei, where f ∈ Hj \G is any element with Hj − f + ei ∈ Ij .
10 Otherwise (with remaining probability 1− p):
11 for j = 1, . . . , k do
12 if OPT′j + ei ∈ Ij then OPT
′
j = OPT
′
j + ei
13 if Hj + ei ∈ Ij thenHj = Hj + ei
14 if ei ∈ ∩
k
j=1OPT
′
j thenW =W + ei
15 if ei ∈ ∩
k
j=1Hj thenW
′ =W ′ + ei
The following are two basic observations related to the above quantities.
E [|G|] = p
n∑
i=1
(αi + βi) and E
[
|W ′|
]
= (1− p)
n∑
i=1
αi . (1)
We further relate the above quantities by providing an upper bound on E[
∑k
j=1 |Hj \G|]. More precisely,
we will consider how
∑k
j=1 |Hj \ G| changes over the iterations of the algorithm. The intuition why this
quantity is of interest is as follows. Suppose that at some point during the algorithm Hj = G for all j ∈ [k],
then the next element e such that G + e ∈ F is put in G with probability p and put in W ′ with probability
1 − p. This indicates that it is desirable for the quantity
∑k
j=1 |Hj \ G| to be small. That we can upper
bound this quantity in expectation follows from the fact that, if there is an element for which G+ e ∈ F but
e would not be added to W ′ because Hj + e 6∈ Ij for some j ∈ [k], then we have (due to Step 9) that the
quantity
∑k
j=1 |Hj \ G| decreases in expectation if p is chosen appropriately. We continue with the formal
analysis. For i = 0, . . . , n we define
Xi :=
k∑
j=1
|H ij \G
i| ,
where X0 = 0. To obtain a bound on E[
∑k
j=1 |Hj \G|] = E[Xn], we study the changes E[Xi] − E[Xi−1].
First, notice that if neither event Ai happens nor Bi, then G
i−1+ ei 6∈ F , and the change Xi−Xi−1 is zero.
Hence, by the law of total expectation, we have for i = 1, . . . , n
E[Xi −Xi−1] = αi · E[Xi −Xi−1 | Ai] + βi · E[Xi −Xi−1 | Bi] . (2)
Furthermore, for every such i it holds that
E[Xi −Xi−1 | Ai] = (1− p)k , and (3)
E[Xi −Xi−1 | Bi] ≤ (1− p)k − 1 , (4)
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due to the following. Let Γ = {j ∈ [k] | H i−1j + ej 6∈ Ij}. Hence, Ai corresponds to Γ = ∅, whereas Bi
corresponds to Γ 6= ∅. If ei gets added to G, which happens with probability p, then in eachH
i−1
j for j ∈ Γ
one element of H i−1j \G
i−1 is replaced by ei to obtain H
i
j . Moreover, if ei does not get added to G, which
happens with probability 1− p, then ei is added to eachH
i−1
j with j ∈ [k] \ Γ to obtain H
i
j . Hence, overall
we have
E[Xi −Xi−1] = p · (−|Γ|) + (1− p) · (k − |Γ|) = (1− p)k − |Γ| ,
where the expectation is only over the decision whether to add ei to G or not. Equation (3) now follows by
plugging Γ = ∅ into the above equality, and (4) follows by observing that, for Γ 6= ∅, the above expression
is maximized for |Γ| = 1.
We thus obtain
0 ≤ E[Xn] =
n∑
i=1
E[Xi −Xi−1]
≤ (1− p)k
(
n∑
i=1
αi
)
+ ((1− p)k − 1)
(
n∑
i=1
βi
)
(using (2), (3), and (4))
= (1− p)k
(
n∑
i=1
αi + βi
)
−
n∑
i=1
βi
≤
1− p
p
kE[|G|] −
(
1
p
E[|G|]−
1
1− p
E[|W ′|]
)
(using (1))
=
(1− p)k − 1
p
E[|G|] +
1
1− p
E[|W ′|] .
Finally, by reordering terms (and using our previous observation that W ′ ⊆ W , and thus, E[|W |] ≥
E[|W ′|]), we obtain the statement of Lemma 3.4 for ℓ = n as desired. Recall that this implies the lemma for
all ℓ ∈ [n] as discussed in the beginning of the proof.
4 Extending OPT-selecting MSP algorithms to the intersection of matroids
In this section, we use the reduction presented in the previous section to combine algorithms for MSP.
In order to achieve a good guarantee for the intersection of the matroids we make two assumptions on
the considered single-matroid algorithms. As already discussed, we consider algorithms that are order-
oblivious, and, in addition, we shall introduce the assumption of opt-competitiveness. These assumptions
are easily satisfied by existing algorithms for MSP when the matroid is a partition, laminar or co-graphic
matroid. To capture other algorithms in the literature (that are not opt-competitive) such as algorithms for
graphic matroids, transversal matroids and the best known algorithm for general matroids, we generalize
the framework in the next section. As the proofs in this section are rather clean, we believe that it serves
as a good starting point and motivation before reading the more complex (and general) framework. In what
follows, we first define opt-competitiveness, and then state and prove the main theorem of this section.
Definition 4.1 (opt-competitiveness). We say that an order-oblivious algorithm A is c-opt-competitive if
for any e ∈ OPT,
ES
[
min
σ
Pr
r
[e ∈ A(S, r, σ)]
]
≥ c ,
whereA(S, r, σ) denotes the elements selected byA when using the random bits r, given the sample S, and
where the elements ofN \S arrive in the second phase according to the adversarial order σ that is allowed
to depend on S and the considered element e.
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We remark that a c-opt-competitive algorithm is clearly c-competitive, but the other direction may not
hold. At first sight, opt-competitiveness perhaps seems like a less severe restriction than order-obliviousness.
However, it turns out that most8 MSP algorithms are order-oblivious, but many are only c-competitive and
not c-opt-competitive. The generalization of the framework in the next section is therefore designed so
as to relax the assumption of opt-competitiveness while we keep the rather benign assumption of order-
obliviousness.
Having defined opt-competitiveness, the result of this section follows rather easily from our reduction
in the previous section.
Theorem 1.1. Consider k matroidsM1, . . . ,Mk on a common ground setN . Suppose that, for j = 1, . . . , k,
there is an order-oblivious cj-opt-competitive MSP algorithm Aj on matroid Mj . Then, there is an order-
oblivious ( 14k2
∏k
j=1 cj)-competitive online algorithm for MISP on the intersection M1 ∩M2 ∩ · · · ∩Mk.
Proof. Let Ij denote the family of independent sets of matroid Mj . We describe an order-oblivious al-
gorithm for MISP on the intersection M1 ∩M2 ∩ · · · ∩Mk. At first we describe the sample phase of the
algorithm (Steps 1 and 2 below) as if we could take several independent samples from the setN , and we then
explain how we can implement these steps by taking a single sample. The algorithm proceeds as follows:
1. Let p = 2k−12k , and let S be a sample containing every element ofN with probability p, independently.
Observe that S ∼ µp, and thus, we can use Algorithm 1 on S to obtain a weight function w
′ on all the
elements of N that satisfies the properties of Observation 3.2 and Theorem 3.3.
2. For each j = 1, . . . , k, letmj be the number of elements Aj samples, and let Sj ⊆ N be a uniformly
at random sample from N of cardinality mj (if the number of elements Aj samples is random, letmj
be the outcome in the current execution of Aj).
3. Finally, let I = ∅, and start the selection phase of the algorithmsA1, . . . ,Ak with the weight function
w′. For each arriving remaining element (i.e., those elements that were not in any sample), add it to
our solution (i.e., set I ← I + e) if each one of the algorithms A1, . . . ,Ak selects element e.
We remark that the output I is an independent set in the intersection of M1, . . . ,Mk since each Aj
selects a set Ij that is independent inMj and I = ∩
k
j=1Ij .
Before analyzing the expected weight of I , we explain how to implement the algorithm in an order-
oblivious fashion.
Claim. The above algorithm can be implemented in the order-oblivious model.
Proof. To implement the algorithm in the order-oblivious model, we need to turn the several samples made
in Steps 1 and 2 into a single sample during the sample phase (and leave the selection phase, i.e., Step 3,
untouched). Let m = |S| and mj = |Sj | for j = 1, . . . , k be the cardinality of the sets. In addition, let
q1 = |S1∩S|, q2 = |S2∩ (S∪S1)|, . . . , qk = |Sk∩ (S∪S1∪· · ·∪Sk−1)|, i.e., qj denotes cardinality of the
intersection of Sj with S∪S1∪· · ·∪Sj−1. Notice that the execution of Steps 1 and 2 produces a distribution
D over integers m,m1, . . . ,mk, q1, . . . , qk and an equivalent way of sampling S, S1, . . . , Sk would be to
first samplem,m1, . . . ,mk, q1, . . . , qk according toD, and then obtain S by selectingm elements uniformly
at random from N , S1 by selecting q1 elements uniformly at random from S and m1 − q1 elements from
N \ S, S2 by selecting q2 elements uniformly at random from S ∪ S1 and m2 − q2 elements uniformly at
random from N \ (S ∪ S1), and so on. We can thus implement the sampling phase order-obliviously as
follows.
8In fact all current algorithms which are known to the authors can be made order-oblivious by losing at most a small constant
factor in the competitive ratio.
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• Samplem,m1, . . . ,mk, q1, . . . , qk according to distribution D.
• Take A ⊆ N to be a uniformly at random set of cardinality m + q1 + q2 + . . . qk (this is our single
sample of the elements in the sample phase).
• Obtain S by selecting m elements from A uniformly at random. Additionally, for every j = 1, . . . , k,
obtain Sj by selecting qj elements from S ∪ S1 ∪ · · · ∪ Sj−1 and mj − qj elements from A \ (S ∪
S1 ∪ · · · ∪ Sj−1) uniformly at random.
Having explained how to implement the algorithm, we proceed to analyze the expected weight w(I) ≥
w′(I) of the returned set. By Theorem 3.3 in the previous section, we have (using that w ≥ w′)
E[w(∩kj=1OPT
′
j)] ≥
1
4k2
w(OPT) , (5)
where the expectation is taken over the sample S ∼ µp. Recall that OPT
′
j denotes the maximum weight
independent set in Mj with respect to weight function w
′ (not including elements of weight 0), and OPT
denotes the maximum weight independent set in the intersection with respect to weight function w. Let
U = N \ S. We remark that, as w′(e) = 0 for every element e ∈ S (see Observation 3.2), OPT′j ⊆ U .
We shall analyze the expected weight w(I) by showing that, for a fixed sample S, each element in
∩kj=1OPT
′
j is taken with a good probability:
Claim. For each element e ∈ ∩kj=1OPT
′
j ,
Pr[e ∈ I] ≥
k∏
j=1
cj ,
where the probability is over the sets S1, . . . , Sk and the randomness used by the algorithms A1, . . . ,Ak.
Proof. By definition,
Pr[e ∈ I] = Pr
S1,r1,...,Sk,rk,σ
[e ∈ ∩kj=1Aj(Sj , rj , σ)] ,
where σ is the given order of the elements seen in the selection phase (Step 3), i.e., of the elements U \(S1∪
· · · ∪ Sk).
9 We can clearly lower bound this probability by selecting the worst-case order (even allowing a
different order for each algorithm):
Pr[e ∈ I] ≥ ES1,...,Sk
[
min
σ1,...,σk
Pr
r1,...,rk
[e ∈ ∩kj=1Aj(Sj , rj , σj)]
]
,
where σj is an ordering of the elements in U \Sj that is allowed to depend on S1, . . . , Sk and e. The beauty
of this lower bound is that now the execution of each algorithm becomes independent. Indeed,
ES1,...,Sk
[
min
σ1,...,σk
Pr
r1,...,rk
[e ∈ ∩kj=1Aj(Sj , rj , σj)]
]
= ES1,...,Sk

 min
σ1,...,σk
k∏
j=1
Pr
rj
[e ∈ Aj(Sj , rj , σj)]


= ES1,...,Sk

 k∏
j=1
min
σj
Pr
rj
[e ∈ Aj(Sj, rj , σj)]


=
k∏
j=1
ESj
[
min
σj
Pr
rj
[e ∈ Aj(Sj , rj , σj)]
]
≥
k∏
j=1
cj ,
9Strictly speaking, Aj expects to see n − mj elements in the selection phase. This can be achieved by simply feeding the
elements of (S ∪ S1 ∪ · · · ∪ Sk) \ Sj to Aj in any order at the end (without including any of them in our solution I).
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where the last equality follows since the samples S1, . . . , Sk are independent and the inequality follows
since Aj is cj-opt-competitive (and e ∈ OPT
′
j ⊆ U ).
By linearity of expectation, the above claim combined with (5) implies the theorem.
Remark: The competitive ratio guaranteed by Theorem 1.1 (and our more general framework presented in
Section 5) is exponential in k even when c1, . . . , ck are all constants. This is the result of the fact that we
need to execute independently the algorithms for the individual matroids of the intersection. In many cases
this can be avoided using the FKG inequality. More specifically, many algorithms for individual matroids
have the property that the probability of an element e ∈ OPT \ S to be selected can only increase as
other elements are added to S, and moreover, this probability approaches 1 as the sample becomes very
large. For such algorithms one can use a common very large sample, and get an algorithm which selects
every given element in the intersection of the optimal solutions of the individual matroids with a significant
probability. We omit the technical details, but note that this mode of employment of our ideas resembles the
contention resolution schemes framework of [10]. Moreover, we would like to stress that there are examples
of algorithms for MSP which do not have the above property—the most notable of which are the algorithms
for general matroids of [4, 8, 17, 35].
5 A generalized framework to extend MSP algorithms to MISP
In Section 4 we have seen a simple version of our framework that works for algorithms that are opt-
competitive. Unfortunately, many known algorithms for MSP are not opt-competitive, and there is no
obvious way to make them opt-competitive. Definition 5.2 relaxes opt-competitiveness in a way that makes
it include algorithms that are not opt-competitive due to two common issues. The first issue is that some
algorithms occasionally select high weight non-OPT elements early, and these elements then block them
from selecting some OPT elements later. Intuitively, this should not be an issue since the algorithm is guar-
anteed to select good elements instead of the elements of OPT, however, this violates opt-competitiveness.
The second issue is that some algorithms ignore very light elements of the optimal solution whose total
contribution to the solution is minor.
Definition 5.2 is based on a slight extension of the order-oblivious secretary model which is presented
by the following definition.
Definition 5.1. We occasionally assume the existence of a “switching adversary” with the following power.
Consider an execution of an order-oblivious algorithm A for MSP on matroidM = (N,I). Every time after
A selects an element e ∈ N , the switching adversary immediately and irrevocably puts it in exactly one of
two “sub-solutions” named TA1 and T
A
2 . The algorithm learns the decision of the switching adversary
immediately after it is made, and must keep the sub-solution TA1 independent in I , i.e., it cannot select
an element e if its addition to TA1 would violate T
A
1 ’s independence because the switching adversary may
decide to add e to this set. In contrast, the set TA2 (and also the union T
A
1 ∪T
A
2 ) need not be kept independent.
Intuitively, one can think of the switching adversary as an adversary with the power to partially discard
elements from the solution of the algorithm by assigning them to the sub-solution TA2 . In the context of
OPT-competitiveness, we want this discard to be meaningful only for non-OPT elements. In other words,
OPT elements that are discarded by the switching adversary should still count towards the algorithm’s
objective. The following definition formalizes this intuitive notion.
Definition 5.2. Consider an order-oblivious algorithm A for MSP on matroid M = (N,I) with weight
function w which is executed against a switching adversary. Let h(OPT) be the heaviest element in OPT,
let L(OPT, ℓ) = {e ∈ OPT | w(e) ≤ ℓ} and let L(OPT) = L(OPT, ℓ∗)—where ℓ∗ is the maximum
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value in {w(e) | e ∈ N} for which w(L(OPT, ℓ∗)) < w(h(OPT)). Note that L(OPT) is not well-defined
when |OPT| ≤ 1, and thus, we assume L(OPT) = ∅ in this case . Using these definitions, we say
that A is (co, ca)-weakly-opt-competitive if, for every given switching adversary, there exists a random set
OA(S, r, σ) ⊆ OPT, which is a function of the sample S, the random bits r of the algorithm, and the arrival
order σ of the elements in the non-sample phase such that
ES
[
min
σ
Pr
r
[e ∈ OA(S, r, σ)]
]
≥ co ∀ e ∈ OPT \ L(OPT)
and
w((TA1 ∪ T
A
2 ) ∩O
A(S, r, σ)) + ca · w(TA1 \O
A(S, r, σ)) ≥ w(OA(S, r, σ)) .
Given the above discussed intuition, it is relatively easy to see that any c-opt-competitive algorithm
A is also (c, 0)-weakly-opt-competitive with the set OA(S, r, σ) chosen as the set of elements selected by
A given the sample S, the random bits r and the arrival order σ. Conversely, any (co, ca)-weakly-opt-
competitive algorithm A is c
o
2max{ca,1} -competitive in the absence of a switching adversary because one can
think of the absence of a switching adversary as equivalent to a switching adversary placing all elements of
A’s solution into TA1 .
Another class of algorithms that are not opt-competitive consists of algorithms that work by reducing
their input problem into MSP on a simpler matroid for which there exists an opt-competitive algorithm. The
next definition captures a wide range of algorithms of this kind. Our framework applies to any algorithm
that can be made to fit into this definition.
Definition 5.3. A (cr, co, ca)-reduce-and-solve algorithm A for MSP on matroidM = (N,I) is a collection
of the following three entities.
• A (possibly random) ground set NA with a function gA : NA → N mapping every element of NA to
a source element inN . We callNA a refinement ofN , and say that the elements of (gA)−1(e) ⊆ NA
refine the element e ofN . Moreover, it must be possible to evaluate (gA)−1(e) for every element e that
has been observed, and, for technical reasons, every element of N must have at least one refinement
element in NA.
• A (possibly random) matroid MA = (NA,IA) such that for every independent set S of M there
exists a random set RA(S) which is independent inMA and obeys
Pr[RA(S) ∩ (gA)−1(e) 6= ∅] ≥ cr ∀ e ∈ S .
Moreover, it must be possible to evaluate independence oracle queries with respect toMA for subsets
containing only refinements of elements of N that have already been observed.
• A (co, ca)-weakly-opt-competitive algorithm A¯ for MSP on restrictions of MA to subsets of NA
containing exactly one refinement element of every source element of N . Moreover, this algorithm
must have the extra property that gA(T A¯1 ) is independent in the original matroidM .
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Technically, a (cr, co, ca)-reduce-and-solve algorithm on matroid M is not really a secretary algorithm
on M . However, our framework shows that it implies an Ω(crco/max{ca, 1})-competitive secretary al-
gorithm on M . Moreover, every (co, ca)-weakly-opt-competitive algorithm A can be cast as a (1, co, ca)-
reduce-and-solve algorithm by simply setting NA = N , MA = M and A¯ = A (with the function gA
mapping elements of NA to N being the identity function). We now state our main theorem.
10In fact, we can even allow T A¯1 to be dependent in M
A as long as gA(T A¯1 ) is independent in M . However, this is not necessary
for any of the algorithms that are currently known to fall into our framework.
14
Theorem 5.4. Consider k matroids M1, . . . ,Mk with a common ground set N . Suppose that, for i =
1, . . . , k, there is a (cri , c
o
i , c
a
i )-reduce-and-solve algorithm Ai on matroid Mi. Then, there is an order-
oblivious algorithm for MISP on the intersection M1 ∩M2 ∩ · · · ∩Mk which is
( ∏k
i=1
cri c
o
i
8k(k+1)·max{
∑k
i=1
cai ,1}
)
-
competitive.
In the rest of this section our objective is to prove Theorem 5.4. We begin with the following simple
observation. Let R =
⋂k
i=1 g
Ai(RAi(OPT)).
Observation 5.5. The expected weight of the set R is at least w(OPT) ·
∏k
i=1 c
r
i .
Proof. Fix an arbitrary element e ∈ OPT. By definition, RAi(OPT) contains a refinement of e with
probability at least cri , which implies that g
Ai(RAi(OPT)) contains e with at least this probability. Since
the membership of e in each set gAi(RAi(OPT)) is independent, we get that the probability that e belongs to⋂k
i=1 g
Ai(RAi(OPT)) is at least
∏k
i=1 c
r
i . The observation now follows by the linearity of expectation.
The following lemma generalizes results from Section 3. The proof of this lemma is based on a quite
technical adaptation of the proofs of Observation 3.2 and Theorem 3.3, and is, thus, deferred to the next
subsection.
Lemma 5.6. There is an algorithm that given the matroids MA1 ,MA2 , . . . ,MAk and a set S ∼ µp for
p = 2k−12k produces a weight function w
′ for all the elements of N and a function di : N → N
Ai for every
i = 1, . . . , k such that
• di assigns each element of N to one of its refinements in N
Ai .
• w′(e) ≤ w(e) for every e ∈ N , and w′(e) = 0 whenever e ∈ S or di(e) is a loop in M
Ai for some
i = 1, . . . , k.
• For every i = 1, . . . , k, let OPT′i be the optimal set in the matroidM
Ai |di(N) with respect to a weight
function assigning to each element e ofMAi |di(N) the weight w
′(gAi(e)). Then,
E
[
w′
(
k⋂
i=1
gAi(OPT′i)
)]
≥
w(R)
4k(k + 1)
,
where the expectation is over the randomness of S.
We can now present the algorithm that we use to prove Theorem 5.4. The following description of
the algorithm assumes that the algorithm can obtain multiple independent samples of elements from N .
This assumption can be lifted using the same technique used to remove this assumption from the algorithm
presented in Section 4.
1. Let p = 2k−12k , and let S be a sample containing every element ofN with probability p, independently.
Observe that S ∼ µp, and thus, we can use the algorithm whose existence is guaranteed by Lemma 5.6
on S to obtain the weight function w′ and the functions di whose properties are given by the lemma.
2. For each i = 1, . . . , k, let mi be the number of elements A¯i samples, and let Si ⊆ N be a uniformly
random sample from N of cardinality mi (if the number of elements A¯i samples is random, let mi
be the outcome in the current execution of A¯i). Then, for every such i, pass di(Si) as the sample to
algorithm A¯i .
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3. Finally, let I = ∅ be the output set of this algorithm, and start the selection phase of algorithms
A¯1, . . . , A¯k. For each arriving element e which has not been seen yet (i.e., e does not belong to
any sample), pass di(e) to the algorithm A¯i for every i = 1, . . . , k with the weight w
′(e). If all
the algorithms A¯1, . . . , A¯k select the elements they got, then add e to I and make the switching
adversary of each algorithm A¯i put di(e) into the set T
A¯i
1 . In contrast, if at least one of the algorithms
A¯1, . . . , A¯k rejects the element it got, then do not add e to I and make the switching adversary of
every algorithm A¯i that accepts di(e) put di(e) into the set T
A¯i
2 .
One can observe that for every i = 1, . . . , k the algorithm A¯i is executed on a restriction of M
Ai
to the subset di(N). This means that, by the definition of a reduce-and-solve algorithm, that the sets
gA1(T A¯11 ), . . . , g
Ak (T A¯k1 ) are independent in the matroids M1, . . . ,Mk, respectively. Moreover, one can
observe that all these sets are in fact equal to I , and thus, I is independent in the intersection of these
matroids. Thus, to prove Theorem 5.4 it only remains to analyze the competitive ratio of I .
Let O =
⋂k
i=1 g
Ai(OA¯i(di(Si), ri, σi)), where ri denotes the random bits of A¯i and σi is the order in
which the elements are fed to algorithm A¯i in Step 3 of the above algorithm. It is useful to observe that
every set B ⊆ di(N) obeys di(g
Ai(B)) = B. In other words, di is the inverse function of g
Ai when the
domain of gAi is restricted to elements of di(N). Additionally, we define the weight according to w
′ of an
element in NAi as equal to the weight of its source element in N according to this weight function. Notice
that this definition is consistent with the weights passed to the algorithms A¯1, . . . , A¯k.
Lemma 5.7. E[w′(O)] ≥ 12
∏k
i=1 c
o
i · w
′
(⋂k
i=1 g
Ai(OPT′i)
)
, where the expectation is over the samples
S1, . . . , Sk and the random bits r1, . . . , rk.
Proof. Consider an arbitrary element e ∈
⋂k
i=1 g
Ai(OPT′i \ L(OPT
′
i)), and observe that
Pr[e ∈ O] = Pr
[
e ∈
k⋂
i=1
gAi(OA¯i(di(Si), ri, σi))
]
= Pr
[
k∧
i=1
e ∈ gAi(OA¯i(di(Si), ri, σi))
]
= Pr
[
k∧
i=1
di(e) ∈ O
A¯i(di(Si), ri, σi)
]
.
The rightmost hand side of the above equality can be lower bounded by replacing the orders σ1, . . . , σk
induced by Step 3 of our algorithm with worst case orders that are allowed to depend on S1, . . . , Sk and e
(but not on the random bits r1, . . . , rk). Thus, we get
Pr[e ∈ O] ≥ ES1,...,Sk
[
min
σ′1,...,σ
′
k
Pr
r1,...,rk
[
k∧
i=1
di(e) ∈ O
A¯i(di(Si), ri, σ
′
i)
]]
Since the random bits ri of each algorithm Ai are independent of the random bits of the other algorithms
{A¯j}i6=j , we get that for every i = 1, . . . , k the membership of the element di(e) in the setO
A¯i(di(Si), ri, σ
′
i)
is independent of this membership for other values of i (given that σ′1, . . . , σ
′
k and S1, . . . , Sk are all consid-
ered deterministic). Plugging this observation into the above lower bound on Pr[e ∈ O], we get
Pr[e ∈ O] ≥ ES1,...,Sk
[
min
σ′1,...,σ
′
k
k∏
i=1
Pr
ri
[di(e) ∈ O
A¯i(di(Si), ri, σ
′
i)]
]
= ES1,...,Sk
[
k∏
i=1
min
σ′i
Pr
ri
[di(e) ∈ O
A¯i(di(Si), ri, σ
′
i)]
]
=
k∏
i=1
ESi [min
σ′i
Pr
ri
[di(e) ∈ O
A¯i(di(Si), ri, σ
′
i)]] ≥
k∏
i=1
coi ,
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where the last equality holds since minσ′i Prri [di(e) ∈ O
A¯i(di(Si), ri, σ
′
i)] is a function of the sample Si,
which is independent of the sample Sj for every j 6= i; and the last inequality follows from the facts that A¯i
is (coi , c
a
i )-weakly-opt-competitive and di(e) ∈ OPT
′
i \ L(OPT
′
i). Using the linearity of expectation, we
now get
E[w′(O)] ≥
k∏
i=1
coi · w
′
(
k⋂
i=1
gAi(OPT′i \ L(OPT
′
i))
)
.
It remains to show that
w′
(
k⋂
i=1
gAi(OPT′i \ L(OPT
′
i))
)
≥
1
2
· w′
(
k⋂
i=1
gAi(OPT′i)
)
. (6)
If
⋂k
i=1 g
Ai(OPT′i) = ∅, then we are done. Otherwise, for every i = 1, . . . , k, let hi = g
Ai(h(OPT′i)),
and let i∗ be one of the values maximizing w′(hi∗). Since w
′(hi∗) > 0, we get that hi∗ 6∈ S and that
di(hi∗) is not a loop of M
Ai for any i = 1, . . . , k. One corollary of these observations is that di(hi∗)
is one of the candidates to be the first element of OPT′i when this optimal set is constructed by the
greedy algorithm. Since the greedy algorithm picks h(OPT′i), we get that w
′(hi) = w
′(h(OPT′i)) ≥
w′(hi∗), which can coexist with the definition of i
∗ only when hi = hi∗ . In other words, we have
proved that hi∗ = g
Ai(h(OPT′i)) for every i = 1, . . . , k. Hence, {hi∗} =
⋂k
i=1{g
Ai(h(OPT′i))} ⊆⋂k
i=1 g
Ai(OPT′i \ L(OPT
′
i)), where the inclusion holds because h(OPT
′
i) cannot be in L(OPT
′
i). This
already proves Inequality (6) when w′
(⋂k
i=1 g
Ai(OPT′i)
)
≤ 2w′(hi∗). Hence, we may assume from now
on w′
(⋂k
i=1 g
Ai(OPT′i)
)
> 2w′(hi∗).
For ease of the reading, let us denote C =
⋂k
i=1 g
Ai(OPT′i). One can observe that the definition of
L(OPT′i) implies that g
Ai(L(OPT′i)) ∩ C is either empty or contains all the elements of C whose weight
according to w′ is below some threshold. Thus, there must exist some i′ such that gAi(L(OPT′i)) ∩ C ⊆
gAi′ (L(OPT′i′)) ∩ C for every i = 1, . . . , k. Using this observation, we get
w′
(
k⋂
i=1
gAi(OPT′i \ L(OPT
′
i))
)
= w′(C)− w′
(
C ∩
k⋃
i=1
gAi(L(OPT′i))
)
= w′(C)− w′(C ∩ gAi′ (L(OPT′i′))) ≥ w
′(C)− w′(gAi′ (L(OPT′i′)))
= w′(C)− w′(L(OPT′i′)) > w
′(C)− w′(h(OPT′i′)) = w
′(C)− w′(hi∗) ,
where the last inequality holds by the definition of L(OPT′i′). Note that this completes the proof of Inequal-
ity (6) since we assume w′(C) > 2w′(hi∗).
It turns out that the weights of O and I can be related.
Lemma 5.8. w′(I) ≥ w′(O)/max{
∑k
i=1 c
a
i , 1}.
Proof. Fix i ∈ {1, . . . , k}. The fact that A¯i is (c
o
i , c
a
i )-weakly-opt-competitive implies that
w′((T A¯i1 ∪ T
A¯i
2 ) ∩O
A¯i(di(Si), ri, σi)) + c
a
i · w
′(T A¯i1 \O
A¯i(di(Si), ri, σi)) ≥ w
′(OA¯i(di(Si), ri, σi)) .
Recall that gAi(T A¯i1 ) = I , which implies T
A¯i
1 = di(I). Thus,
cai · w
′(I \O) = cai · w
′(T A¯i1 \ di(O)) ≥ c
a
i · w
′(T A¯i1 \O
A¯i(di(Si), ri, σi)) (7)
≥ w′(OA¯i(di(Si), ri, σi) \ (T
A¯i
1 ∪ T
A¯i
2 ))
≥ w′(di(O) \ (T
A¯i
1 ∪ T
A¯i
2 )) = w
′(O \ gAi(T A¯i1 ∪ T
A¯i
2 )) ,
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where the first and last inequalities hold since O ⊆ gAi(OA¯i(di(Si), ri, σi))—which implies the inclusion
di(O) ⊆ O
A¯i(di(Si), ri, σi).
We now observe that if an element e ∈ O belongs to the set gAi(T A¯i1 ∪ T
A¯i
2 ) for every i = 1, . . . , k,
then this means that each one of the algorithms A¯i accepted its corresponding element di(e), which implies
that e is also a member of I . Thus, we can lower bound w′(I) by
w′(I) ≥ w′(I \O) + w′(O)−
k∑
i=1
w′(O \ gAi(T A¯i1 ∪ T
A¯i
2 )) (8)
≥ w′(I \O) + w′(O)−
k∑
i=1
cai · w
′(I \O) ,
where the second inequality follows from Inequality (7). Rearranging Inequality (8), we get
w′(I ∩O) + w′(I \O) ·
k∑
i=1
cai ≥ w
′(O) .
The lemma now follows by observing that the left hand side of the last inequality is upper bounded by
max{
∑k
i=1 c
a
i , 1} · w
′(I).
We are now ready to prove Theorem 5.4.
Proof of Theorem 5.4. Recall that the output I of our algorithm is independent in M1 ∩ . . . ∩Mk by the
above discussion. Additionally,
E[w(I)] ≥ E[w′(I)] ≥
E[w′(O)]
max{
∑k
i=1 c
a
i , 1}
≥
1
2
∏k
i=1 c
o
i · E
[
w′
(⋂k
i=1 g
Ai(OPT′i)
)]
max{
∑k
i=1 c
a
i , 1}
≥
1
2
∏k
i=1 c
o
i · E[w(R)]
4k(k + 1) ·max{
∑k
i=1 c
a
i , 1}
≥
∏k
i=1 c
r
i c
o
i · w(OPT)
8k(k + 1) ·max{
∑k
i=1 c
a
i , 1}
,
where the first inequality holds since w(e) ≥ w′(e) for every element e ∈ N , the second inequality holds due
to Lemma 5.8, the third due to Lemma 5.7, the fourth due to Lemma 5.6 and the last due to Observation 5.5.
Proof of Lemma 5.6
We begin the proof of the lemma by presenting the algorithm whose existence it guarantees. This algorithm
assumes that, for every matroid MAi and element e ∈ N , there exists a fixed order over the refinements
(gAi)−1(e) of e. This order should be independent of S. However, if there is no natural candidate for this
order, one can simply use a uniformly random order. The first component of the guaranteed algorithm is
the generalization of the greedy algorithm given as Algorithm 4. This generalization uses Ii to denote the
collection of independent sets ofMAi .
Like in the case of the standard greedy algorithm, we define an element e 6∈ S as greedy-relevant with
respect to S if and only if GeneralizedGreedy(S) 6= GeneralizedGreedy(S + e). Recall that Rel(S) is
the set of elements that are greedy-relevant with respect to S. For a greedy-relevant element e we also
denote by rolei(S, e) the element of (g
Ai)−1(e) which is added to Ii by GeneralizedGreedy(S+ e). Using
this notation we can now give, as Algorithm 5, the promised algorithm whose existence is guaranteed by
Lemma 5.6.
The following observation can be immediately deduced from Algorithm 5. This observation corresponds
to Observation 3.2 from Section 3.
18
Algorithm 4: GeneralizedGreedy(S)
1 for i = 1 . . . , k do Let Ii = ∅.
2 for each element e ∈ S in a decreasing w weight order do
3 if for every i = 1, . . . , k there exists ei ∈ (g
Ai)−1(e) such that Ii + ei ∈ Ii then
4 for i = 1 . . . , k do Add to Ii the first such element ei ∈ (g
Ai)−1(e).
5 return I1, . . . , Ik.
Algorithm 5: GeneralizedOverlappingOPT(S)
input :subset S ⊆ N
output :weight function w′ and functions di : N → N
Ai for every i = 1, . . . , k
1 For each element e ∈ S, define w′(e) = 0 and let di(e) be the first element of (g
Ai)−1(e).
2 for each other element e ∈ N \ S do
3 if e ∈ Rel(S) then
4 Define w′(e) = w(e), and let di(e) = rolei(S, e) for every i = 1, . . . , k.
5 else
6 Define w′(e) = 0, and let di(e) be the first element of (g
Ai)−1(e).
Observation 5.9. On input S ⊆ N , Algorithm 5 defines a weight function w′ and functions di : N → N
Ai
for every i = 1, . . . , k satisfying:
• di maps every element of N to one of its refinements in N
Ai .
• w′ ≤ w.
• w′(e) = 0 whenever e ∈ S or di(e) is a loop inM
Ai for some i = 1, . . . , k.
To prove Lemma 5.6 it remains to show that
E
[
w′
(
k⋂
i=1
gAi(OPT′i)
)]
≥
w(R)
4k(k + 1)
,
where the expectation is over the randomness of S, and OPT′i is the optimal set in the matroid M
Ai |di(N)
with respect to a weight function assigning to each element e ofMAi |di(N) the weight w
′(gAi(e)). For that
purpose we need to describe an equivalent way to get the functions defined by Algorithm 5. Consider the
following extended ground set.
N ′ =
⋃
e∈N
N ′(e) , where N ′(e) =
k
×
i=1
(gAi)−1(e) .
For every element e ∈ N ′ we define rolei(e) as the element ofN
Ai in e. We now extend each matroidMAi
to the ground set N ′ by treating every element e ∈ N ′ as equivalent to rolei(e). More formally, for every
matroid MAi we define MˆAi as a matroid over N ′ such that a set I ⊆ N ′ is independent in MˆAi if and
only if the set {rolei(e) | e ∈ I} is independent inM
Ai and, additionally, there are no two distinct elements
e1, e2 ∈ I such that rolei(e1) = rolei(e2). Note that the second condition is a technical condition necessary
for guaranteeing that MˆAi is indeed a matroid because it ensures that applying the rolei function to every
element of an independent set of MˆAi maps the set to an independent set of MAi of the same size. We
also need an additional partition matroid MP over N ′ in which a set I ⊆ N ′ is independent if and only if
|I ∩N ′(e)| ≤ 1 for every element e ∈ N .
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We extend the weights function w toN ′ in the natural way, i.e., the weight w(e′) of an element e′ ∈ N(e)
is defined by w(e′) = w(e). In the rest of this section, whenever we refer to the greedy algorithm or to
greedy-relevant elements, we assume that the greedy algorithm is executed with respect to the weight func-
tion w and the constraint defined by the intersection of the matroids MˆA1 , . . . , MˆAk andMP . Additionally,
we assume that the greedy algorithm uses a tie breaking rule which is consistent with the orders mentioned
above within the refinements (gAi)−1(e) of every element e ∈ N . More specifically, consider two distinct
arbitrary elements e1 and e2 ofN
′ such that rolei(e1) and rolei(e2) are both refinements of the same element
e ∈ N for every i = 1, . . . , k. Then, we assume that the greedy algorithm breaks ties between e1 and e2 in
favor of e1 whenever it holds that, for every i = 1, . . . , k, rolei(e1) is either equal to rolei(e2) or appears
before rolei(e2). Given these assumptions, one can observe that Algorithm 6 defines the same functions w
′
and di as Algorithm 5.
Algorithm 6: GeneralizedOverlappingOPT(S)
input :subset S ⊆ N
output :weight function w′ and functions di : N → N
Ai for every i = 1, . . . , k
1 For each element e ∈ S, define w′(e) = 0 and let di(e) be the first element of (g
Ai)−1(e).
2 Let S′ =
⋃
e∈S N
′(e).
3 for each other element e ∈ N \ S do
4 if N ′(e) ∩Rel(S′) 6= ∅ then
5 Let e′ be the first element in the intersection N ′(e) ∩Rel(S′).
6 Define w′(e) = w(e), and let di(e) = rolei(e
′) for every i = 1, . . . , k.
7 else
8 Define w′(e) = 0, and let di(e) be the first element of (g
Ai)−1(e).
Recalling that S contains every element ofN with probability p, one can observe that Algorithm 7 is an
offline algorithm which constructs sets G and W with a joint distribution identical to the random variables
G = Greedy(
⋃
e∈S N
′(e)) andW =
⋂k
j=1 g
Ai(OPT′j). This algorithm uses Iˆi to denote the collection of
independent sets of MˆAi .
Algorithm 7: Simulated(p)
1 G = ∅,W = ∅ and OPT′j = ∅ ∀j ∈ [k]
2 for every element e ∈ N in a decreasing w weight order do
3 if there is an element e′ ∈ N(e) such that G+ e′ ∈
⋂k
i=1 Iˆi then
4 Let e′ be the first such element.
5 With probability p:
6 G = G+ e′
7 Otherwise (with remaining probability 1− p):
8 for i = 1, . . . , k do
9 if OPT′i + rolei(e
′) ∈ Ii then OPT
′
i = OPT
′
i + rolei(e
′)
10 if e ∈ ∩ki=1g
Ai(OPT′i) thenW =W + e
At this point we observe that Algorithm 7 is very similar to Algorithm 2. In particular, it is similar
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enough for the proof from Section 3 of the inequality
E[w′(W )] ≥
E[w(G)]
2(2k − 1)
(9)
to carry over, with only technical modifications, also to Algorithm 7. Additionally, let R′ be a subset of N ′
obtained by picking for every element e ∈ R an element e′ ∈ N ′(e) such that rolei(e
′) ∈ RAi(OPT) for
every i = 1, . . . , k. Observe that w(R′) = w(R), and R′ is independent in MˆAi for every i = 1, ..., k since
RAi(OPT) is independent inMAi (R′ is also independent inMP by construction). Moreover, since G has
the same distribution as the output of the greedy algorithm on
⋃
e∈S N
′(e), and the greedy algorithm is a
(k + 1)-approximation algorithm when its constraint is the intersection of k + 1 matroids, we get
E[w(G)] ≥ E
[
w(R′ ∩
⋃
e∈S N
′(e))
k + 1
]
=
E[w(R′ ∩
⋃
e∈S N
′(e))]
k + 1
=
p · w(R′)
k + 1
=
(2k − 1) · w(R)
2k(k + 1)
.
where the expectation is over the choice of S. Combining this inequality with Inequality (9), we get
E
[
w′
(
k⋂
i=1
gAi(OPT′i)
)]
= E[w′(W )] ≥
E[w(G)]
2(2k − 1)
≥
E[w(R)]
4k(k + 1)
,
which completes the proof of Lemma 5.6.
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A Algorithms for specific classes of matroids
In this appendix we describe algorithms for MSP on various specific classes of matroids. All the algorithms
we give here can be fitted into our framework. Moreover, the competitive ratio of the algorithm we describe
for every class matches up to a (small) constant the state of the art competitive ratio for MSP on this class
of matroids.
A.1 Partition matroids
In a (generalized) partition matroid the ground set N is the disjoint union of multiple partitions N1, . . . , Nρ,
and each partition is associated with a positive integer parameter ℓ1, . . . , ℓρ. A set I is independent in such
a matroid if and only if |I ∩ Ni| ≤ ℓi for every i = 1, . . . , ρ. A particularly interesting class of partition
matroids is the class of simple partition matroids, in which the parameters ℓ1, . . . , ℓρ are all equal to 1
(i.e., an independent set may include at most one element from each partition of the ground set). Azar et
al. [1] give an order-oblivious 4-competitive secretary algorithm on rank 1 matroids, and this algorithm can
be easily extended to simple partition matroids since the selection of an element from each partition of a
simple partition matroid can be done independently. Nevertheless, for the sake of completeness we give
here explicitly, as Algorithm 8, the algorithm obtained for simple partition matroids. This algorithm has
a parameter p, which is a probability to be determined later. Additionally, the algorithm uses the notation
N(e) to denote the partition of element e.
Algorithm 8: Order-Oblivious MSP Algorithm on Simple Partition Matroids
1 Pick a random valuem from the binomial distribution B(|N |, p).
2 Request a sample S of sizem.
3 Let I ← ∅.
4 for every arriving non-sample element e do
5 Let te be the maximum weight element in S ∩N(e).
6 if I ∩N(e) = ∅ and (S ∩N(e) = ∅ or w(e) > w(te)) then
7 Add e to I .
8 return I .
One can observe that Algorithm 8 is an order-oblivious algorithm which always outputs a solution set
I which is independent in the simple partition matroid, and moreover, it can be implemented using only
independence oracle queries on sets of elements that already arrived. Thus, we concentrate here on analyzing
the competitive properties of Algorithm 8.
Theorem A.1. Algorithm 8 is a p(1 − p)-opt-competitive order-oblivious algorithm for MSP on simple
partition matroids. Hence, for p = 1/2 it is 1/4-opt-competitive.
Proof. We begin the proof by noting that the way S is defined as a uniformly random subset of N of size
m, where m is distributed according to the binomial distribution B(|N |, p), implies that S contains every
element of N with probability p, independently.
Consider now an arbitrary element e∗ ∈ OPT, where OPT is the maximum weight independent set
of the simple partition matroid. Note that the weight of e∗ is the largest weight of any element in N(e∗)
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because otherwise we could improve OPT by replacing e∗ with a heavier element of its partition. There are
now two cases to consider. We begin with the case that N(e∗) contains other elements beside e∗, and let e2
be the heaviest element in N(e∗)− e∗. Observe that in this case Algorithm 8 is guaranteed to take e∗ when
e2 ∈ S and e
∗ 6∈ S because the presence of e2 in S prevents any element of N(e
∗) other than e∗ itself from
being selected by the algorithm. Moreover, this happens with probability p(1− p) by the above discussion
regarding the distribution of S. It remains to consider the case that N(e∗) contains only e∗. In this case
Algorithm 8 selects e∗ whenever e∗ 6∈ S, which happens with probability 1− p ≥ p(1− p).
The above theorem implies, by the discussion in Section 5, the following corollary.
Corollary A.2. For p = 1/2, Algorithm 8 is a (1/4, 0)-weakly-opt-competitive order-oblivious algorithm
for MSP on simple partition matroids. Moreover, it implies a (1, 1/4, 0)-reduce-and-solve algorithm for this
problem.
We now shift our attention to the more general class of (generalized) partition matroids. The MSP
algorithm we give for this class is Algorithm 9. This algorithm denotes by N(e) the partition of element e,
and by ℓ(e) the parameter associated with this partition.
Algorithm 9: Order-Oblivious MSP Algorithm on Partition Matroids
1 Pick a random valuem from the binomial distribution B(|N |, 1/2).
2 Request a sample S of sizem.
3 Let I ← ∅.
4 for every arriving non-sample element e do
5 Let te be the element of S ∩N(e) having the ℓ(e)-th largest weight in this set.
6 if |I ∩N(e)| < ℓ(e) and (|S ∩N(e)| < ℓ(e) or w(e) > w(te)) then
7 Add e to I .
8 return I .
Once again, one can observe that Algorithm 8 is an order-oblivious algorithm which always outputs a
solution set I which is independent in the partition matroid. The following observation shows that, addi-
tionally, Algorithm 8 can be implemented using only independence oracle queries on sets of elements that
already arrived.
Observation A.3. Algorithm 9 can be implemented using only independence oracle queries on sets of
elements that already arrived.
Proof. Let us consider the arrival of an arbitrary element e during the second (non-sample) phase of Algo-
rithm 9. This arrival requires the algorithm to check a few conditions. One of these conditions is whether
|I ∩ N(e)| < ℓ(e), which can be checked by simply checking whether I + e is independent since I itself
is always independent. Implementing the other conditions is somewhat more involved. Let OPT(S) be the
maximum weight independent set in S. Notice that OPT(S) can be found using the greedy algorithm. If
OPT(S) + e is independent, then we get that |S ∩ N(e)| < ℓ(e), which allows us to implement the other
conditions of the algorithm (notice that te is not well-defined in this case, which is fine because in this case
we do not need it for evaluating the condition of the if statement on Line 6). Consider now the case that
OPT(S)+e is not independent. In this case we have |S∩N(e)| ≥ ℓ(e). Moreover, te is the lightest element
of OPT(S) + e, other than e itself, whose removal restores the independence of OPT(S) + e.
It remains to analyze the competitive properties of Algorithm 9.
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Theorem A.4. Algorithm 9 is a 1/4-opt-competitive order-oblivious algorithm for MSP on partition ma-
troids.
Proof. Like in the proof of Theorem A.1, we have here also that S contains every element of N with
probability 1/2, independently. Consider now an arbitrary element e∗ ∈ OPT, where OPT is the maximum
weight independent set of the partition matroid. Note that OPT ∩ N(e∗) contains the ℓ(e∗) elements of
N(e∗) with the largest weights (unless there are less than ℓ(e∗) elements in N(e∗) of non-zero weight, in
which case OPT∩N(e∗) simply consists of all these elements) because otherwise we could improve OPT
by replacing one of its elements in N(e∗) with a heavier element from this partition.
Let us define now two events. The event E1 is the event that e
∗ 6∈ S, and the event E2 is the event that
one of the following happens:
• w(e∗) > w(te∗), and there are less than ℓ(e
∗) elements in (N(e∗) − e∗) \ S whose weight is larger
than w(te∗).
• te∗ is not defined since |S ∩N(e
∗)| < ℓ(e∗), and |(N(e∗)− e∗) \ S| < ℓ(e∗).
One can observe that the events E1 and E2 imply together that e
∗ is selected by Algorithm 9. Thus, it is
enough to prove that Pr[E1] · Pr[E2 | E1] ≥ 1/4. Moreover, since it clearly holds that Pr[E1] = 1/2, it
remains to show that Pr[E2 | E1] ≥ 1/2.
We prove the last inequality by showing that, conditioned on E1, if E2 does not happen when S − e
∗
is equal to some set A, then it must happen when S − e∗ = (N − e∗) \ A; which implies the inequality
since it implies that, given E1, E2 holds for at least one half of the possible values for S − e
∗ (and each of
these values happens with equal probability). Hence, in the rest of the proof we assume that E1 happens,
and concentrate on a set A such that E2 does not happen when S − e
∗ = A. We first observe that whenever
te∗ is well-defined (i.e., |S ∩ N(e
∗)| ≥ ℓ(e∗)), then the fact that E1 happened (and thus e
∗—which is an
element of OPT ∩ N(e∗)—does not belong to S) implies that te∗ is not an element of OPT since it is
defined as the element with the ℓ(e∗)-th largest weight in S ∩N(e∗). In particular, we get that the inequality
w(e∗) > w(te∗) holds whenever te∗ is well defined. We now need to consider two cases.
• If |A ∩ N(e∗)| < ℓ(e∗), then the fact that E2 did not happen implies that |(N − e
∗) \ A| ≥ ℓ(e∗).
This means that when S − e∗ = (N − e∗) \ A then te∗ is well defined, and thus, w(e
∗) ≥ w(te∗)
Additionally, we have in this case (N(e∗)− e∗) \ S = (N(e∗)− e∗) \ [(N − e∗) \A] = A ∩N(e∗),
which implies that the total number of elements in (N(e∗) − e∗) \ S is less than ℓ(e∗), and thus,
the number of elements in this set whose weight is larger than w(te∗) must also be less than ℓ(e
∗).
Combining all the above, we get that E2 happens when S − e
∗ = (N − e∗) \ A.
• It remains to consider the case that |A ∩ N(e∗)| ≥ ℓ(e∗). In this case te∗ is well defined when
S − e∗ = A, and thus, we have w(e∗) > w(te∗) by the above discussion. Since E2 does not happen
when S − e∗ = A, this implies that (N(e∗) − e∗) \ A contains at least ℓ(e∗) elements whose weight
is larger than w(t1), where t1 is the element which becomes te∗ when S − e
∗ = A. If we now denote
by t2 the element that becomes te∗ when S = (N − e
∗) \ A, then the above observation implies
w(t2) > w(t1). Moreover, by definition, there are less than ℓ(e
∗) elements in A ∩ N(e∗) whose
weight is larger than w(t1), and thus, when S = (N − e
∗) \ A there are less than ℓ(e∗) elements in
(N(e∗)− e∗) \ S = A ∩N(e∗) whose weight is larger than w(te∗) = w(t2) > w(t1). Hence, we get
that E2 happens when S − e
∗ = (N − e∗) \A.
The above theorem implies, by the discussion in Section 5, the following corollary.
Corollary A.5. Algorithm 9 is a (1/4, 0)-weakly-opt-competitive order-oblivious algorithm for MSP on
partition matroids. Moreover, it implies a (1, 1/4, 0)-reduce-and-solve algorithm for this problem.
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A.2 Graphic matroids
A graphic matroid is defined by a graph G = (V,N) whose edges form the ground set of the matroid. A
set of edges is independent in the graphic matroid if and only if it is acyclic. Azar et al. [1] explain how
to get a 1/8-competitive order-oblivious algorithm for the secretary problem on graphic matroids based on
an algorithm of [34]. Unfortunately, this algorithm is not known to be opt-competitive (or even weakly-
opt-competitive) for any constant. However, it can be easily adapted to be a (1/2, 1/4, 0)-reduce-and-solve
algorithm. Here we present a different reduce-and-solve algorithm for this problem which has different
values for the parameters. It is important to note that both the algorithms of [1, 34] and our algorithm
assume more than independence oracle access to the graphic matroid. Specifically, they assume the ability
to determine the endpoints for every given edge e ∈ N .
The reduce-and-solve algorithm A we suggest for the graphic matroid consists of the following compo-
nents:
• The ground set NA consists of two elements for every edge e ∈ N . These elements are denoted by
eu and ev, where u and v are the end points of e. Accordingly, the function gA : NA → N assigns e
to be the source element for both eu and ev. Note that it is possible to evaluate (gA)−1(e) = {eu, ev}
given access to e alone.
• The matroidMA is a simple partition matroid over the ground setNA containing a single partition for
every node of G. The partition of a node u ∈ V , which we denote by NA(u), contains the elements
{eu | e ∈ δ(u)}—where δ(u) denotes the set of edges of G hitting u.
• The order-oblivious algorithm for MSP on restrictions of MA is given by Algorithm 10. This algo-
rithm denotes byN ′ the ground set of the restriction on which it is applied. Additionally, one can note
that, aside from notational issues, this algorithm is identical to Algorithm 8 except for the change in
Line 7 preventing an element eu from being added to I if that addition will result in a cycle in gA(I).
Algorithm 10: Order-Oblivious MSP Algorithm on Simple Partition Matroids Induced by Graphic
Matroids
1 Pick a random valuem from the binomial distribution B(|N ′|, p).
2 Request a sample S of sizem.
3 Let I ← ∅.
4 for every arriving non-sample element eu do
5 Let tu be the maximum weight element in S ∩N
A(u).
6 if I ∩NA(u) = ∅ and (S ∩NA(u) = ∅ or w(eu) > w(tu)) then
7 Add eu to I if that does not create a cycle in gA(I).
8 return I
One can note that the output set I of Algorithm 10 is independent in MA, and moreover, gA(I) is
independent in the original graphic matroid. Thus, A is a valid reduce-and-solve algorithm for graphic
matroids. It remains, however, to determine the parameters of this algorithm. The next lemma shows that
cr = 1 for this algorithm.
Lemma A.6. For every independent set B of the graphic matroid, there exists an independent set RA(B)
ofMA such that RA(B) ∩ (gA)−1(e) 6= ∅ for every edge e ∈ B.
Proof. We assume for the sake of simplicity that the edges of B induce a connected graph. If that is not the
case, then the proof has to be applied separately for every connected component of B.
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Fix a root node r for the graph induced by B, and let us denote for every edge e ∈ B by d(e) the end
point of e which is further away from r. Note that d(e) is well defined since the independence of B implies
that the graph induced by B is a tree. We now define RA(B) = {ed(e) | e ∈ B}. Clearly, we have by
definition RA(B) ∩ (gA)−1(e) 6= ∅ for every edge e ∈ B. Additionally, RA(B) must be independent in
MA because otherwise there must be two distinct edges e1, e2 ∈ B such that d(e1) = d(e2), and this leads
to a contradiction as it implies that B contains two different paths from r to d(e1) (= d(e2)).
The next lemma gives values for the two other parameters of A.
Lemma A.7. Algorithm 10 is a p2(1−p)-opt-competitive algorithm for MSP on restrictions ofMA. Hence,
for p = 2/3 it is 4/27(≈ 0.148)-opt-competitive.
Proof. Consider now an arbitrary element eu ∈ OPT, where OPT is the maximum weight independent
set of the input restriction of MA. Let E1 be the event that Algorithm 10 gets to Line 7 with e
u (i.e., Algo-
rithm 10 adds eu to I unless this creates a cycle in gA(I)), and moreover, eu is the first element of NA(u)
with which Algorithm 10 gets to Line 7. Following the same argument as in the proof of Theorem A.1, we
get that the probability of E1 is at least p(1 − p). In the rest of the proof we show that there exists an event
E2 which is independent of E1, has a probability of at least p and implies that the addition of e
u to I does
not create a cycle in gA(I). Note that the lemma follows from the existence of such an event.
Let v be the end point of e which is not u, and let hv be the heaviest element in N
A(v)∩N ′. We define
E2 as the event that hv ∈ S. If hv does not exist, i.e., N
A(v)∩N ′ = ∅, then we simply assume E2 happens
always. Note that E1 depends only on elements of the partition N
A(u), and thus, it is independent of E2
which depends on an element of NA(v). It remains to explain why E2 implies that the addition of e
u to I
does not create a cycle in gA(I). Assume towards a contradiction that this is not the case, and consider the
connected component C of e in gA(I) after the addition of eu to I . Algorithm 10 adds to I at most one
element from each partition of a node of C . Moreover, E2 implies that no element from the partition of v is
added to C , and thus, the number of elements in I from partitions of nodes of C must be strictly less than
the number of such nodes. Since every edge in C corresponds to at least one element of I belonging to the
partitions of the nodes of C , we get also that the number of edges in C is strictly less than the number of
nodes in it. However, this is a contradiction since C is, by definition, a connected component containing a
cycle.
Corollary A.8. For p = 2/3, A is a (1, 4/27 ≈ 0.148, 0)-reduce-and-solve algorithm for MSP on graphic
matroids.
A.3 Column-sparse linear matroids
A linear matroid is a matroid defined by a matrix C over a field F. The ground set N of this matroid is the
set of columns of C , and a set of columns is independent in this matroid if and only if the columns of the
set are independent as linear vectors. Graphic matroids can be represented as linear matroids defined by a
matrix C containing at most two non-zero values in each column. Motivated by this observation, Soto [43]
studies MSP on linear matroids defined by a matrix with at most k non-zero values in each column, where
k is an arbitrary constant, and describes a 1/ke-competitive algorithm for this problem. Like the state of the
art algorithm for graphic matroids, this algorithm is not order-oblivious, but it can be made order-oblivious
at the cost of a small loss in the competitive ratio (specifically, it deteriorates to 1/4k). Moreover, this order-
oblivious version of the algorithm is not known to be opt-competitive (or even weakly-opt-competitive) for
any constant, but it can be easily adapted to be a (1/k, 1/4, 0)-reduce-and-solve algorithm. Here we take a
different approach, and adapt the reduce-and-solve algorithm given above for graphic matroids to this more
general setting, which results in a reduce-and-solve algorithm with different values for the parameters. It is
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important to note that both the algorithm of [43] and our algorithm assume more than independence oracle
access to the matroid. Specifically, they assume the ability to determine, given a column of the matrix C ,
the rows in which this column has non-zero values.
The reduce-and-solve algorithm A we suggest for MSP on linear matroids defined by a matrix C con-
taining at most k non-zero values in each column consist of the following components:
• The ground set NA is defined as {(c, r) | c ∈ N, r ∈ non-zero(c)}, where non-zero(c) is the set of
rows in which the column c has non-zero values. Additionally, the function gA : NA → N assigns
every element (c, r) to its corresponding column c. Note that it is possible to evaluate (gA)−1(c) given
access to the column c alone.11
• The matroidMA is a partition matroid over the ground set NA containing a single partition for every
row of C . The partition of row r, which we denote by NA(r), contains the elements {(c, r) | r ∈
non-zero(c)}.
• The order-oblivious algorithm for MSP on restrictions of MA is given by Algorithm 11. Like Al-
gorithm 10, this algorithm denotes by N ′ the ground set of the restriction on which it is applied.
Moreover, one can note that, aside from notational issues, this algorithm is identical to Algorithm 8
except for the change in Line 7 preventing an element (c, r) from being added to I if I already con-
tains an element from one of the partitions associated with the other rows in which c has a non-zero
value.
Algorithm 11: Order-Oblivious MSP Algorithm on Simple Partition Matroids Induced by Column-
Sparse Linear Matroids
1 Pick a random valuem from the binomial distribution B(|N ′|, p).
2 Request a sample S of sizem.
3 Let I ← ∅.
4 for every arriving non-sample element (c, r) do
5 Let tr be the maximum weight element in S ∩N
A(r).
6 if I ∩NA(r) = ∅ and (S ∩NA(r) = ∅ or w((c, r)) > w(tr)) then
7 Add (c, r) to I if I ∩NA(r′) = ∅ for every r′ ∈ non-zero(c).
8 return I .
The following lemma implies that A is a valid reduce-and-solve algorithm for MSP on linear matroids
defined by a matrix C containing at most k non-zero values in each column.
Lemma A.9. The set gA(I), where I is the output set of Algorithm 11, is always independent in the original
linear matroid.
Proof. Assume towards a contradiction that this is not the case, and let C be an arbitrary cycle in gA(I).
Additionally, let (c, r) be the first element that was added to I such that gA((c, r)) ∈ C . We observe that
C must contain a second column c′ 6= c containing the row r—otherwise, the removal of gA((c.r)) = c
from C could not make C an independent set, as required by the definition of C as a cycle. Next, let us
denote by (c′, r′) an element of I such that gA((c′, r′)) = c′. When (c′, r′) arrived the solution I already
contained the element (c, r) which belongs to the partition NA(r). Note that this leads to a contradiction
11Technically, forA to be a valid reduce-and-solve algorithm we need to guarantee that (gA)−1(c) is not empty for every c ∈ N .
This does not happen when some columns contain only zero values, and thus, we need to create a dummy element ec for every such
column c, add it to NA, set (gA)−1(c) = {ec} and make ec a loop element of M
A. For simplicity, we ignore this technical issue.
29
since Algorithm 11 is guaranteed not to add (c′, r′) to I if there is already an element in I from one of the
partitions associated with rows in which c′ has a non-zero value, and r is one of these rows.
It remains to determine the parameters of A as a reduce-and-solve algorithm. The next lemma shows
that cr = 1 for this algorithm.
Lemma A.10. For every independent set B of the original linear matroid, there exists an independent set
RA(B) ofMA such that RA(B) ∩ (gA)−1(c) 6= ∅ for every column c ∈ B.
Proof. Consider a bipartite graph G in which one side consists of the columns of C , the other side consists
of the rows of C and there is an edge between a given pair of a column c and a row r if and only if
r ∈ non-zero(c). Soto [43] observed that, since B is independent, there must be a matching MB in this
graph covering all columns of B. This follows from Hall’s theorem since the independence of B implies
that
⋃
c∈B′ non-zero(c) contains at least |B
′| rows for every subset B′ of B. Using the matching MB , we
can now define
RA(B) = {(c, r) | c ∈ B and c is matched to r byMB} .
Since this is a matching, RA(B) contains at most a single element from each partition ofMA, and is, thus,
independent in MA. Additional, for every column c ∈ B, the set (gA)−1(c) contains all the element of
{(c, r) | r ∈ non-zero(c)}, and thus, has a non-empty intersection with RA(B).
The next lemma gives values for the two other parameters of A.
Lemma A.11. Algorithm 11 is a pk(1 − p)-opt-competitive algorithm for MSP on restrictions of MA.
Hence, for p = (k − 1)/k it is k−1(1− 1/k)k-opt-competitive.
Proof. Consider now an arbitrary element (c, r) ∈ OPT, where OPT is the maximum weight independent
set of the input restriction of MA. Let E1 be the event that Algorithm 11 gets to Line 7 with (c, r) (i.e.,
Algorithm 11 adds (c, r) to I unless I already contains an element from some partition of MA associated
with a different row in which c takes a non-zero value), and moreover, (c, r) is the first element of NA(r)
with which Algorithm 11 gets to Line 7. Following the same argument as in the proof of Theorem A.1, we
get that the probability of E1 is at least p(1 − p). In the rest of the proof we show that there exists an event
E2 which is independent of E1, has a probability of at least p
k−1 and implies that no element is ever added
to I from the partitions associated with rows other than r in which c takes a non-zero value. Note that the
lemma follows from the existence of such an event.
For every row r′ ∈ non-zero(c) − r, let hr′ denote the heaviest element in N
A(r) ∩ N ′. We define
E2 as the event that hr′ ∈ S for every row r
′ ∈ non-zero(c) − r having NA(r′) ∩ N ′ 6= ∅. Note that
E1 depends only on elements of the partition N
A(r), and thus, it is independent of E2 which depends on
elements from other partitions. Additionally, the probability of E2 is at least p
k−1 since every element of
N ′ belongs to S with probability p, independently. It remains to observe that E2 implies that, for every
row r′ ∈ non-zero(c) − r associated with a non-empty partition NA(r′) ∩N ′, the heaviest element of the
partition NA(r′) ∩ N ′ appears within the sample S, and this prevents Algorithm 11 from adding to I any
elements of this partition.
Corollary A.12. For p = (k − 1)/k, A is a (1, k−1(1− 1/k)k, 0)-reduce-and-solve algorithm for MSP on
linear matroids defined by a matrix C containing at most k non-zero values in each column.
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A.4 Co-graphic matroids
A co-graphic matroid is defined by a graph G = (V,N) whose edges form the ground set of the matroid. A
set of edges is independent in the co-graphic matroid if and only if their removal from G does not increase
the number of connected components in G. Alternatively, as implied by its name, the co-graphic matroid
can also be defined as the dual matroid of the graphic matroid defined byG. Soto [43] describes a procedure
that given a co-graphic matroid outputs a random simple partition matroid such that every element belonging
to the optimal solution in the original co-graphic matroid also belongs to the optimal solution of the new
simple partition matroid with probability 1/3.
Soto [43] used his procedure to get a 1/3e-competitive algorithm for MSP on co-graphic matroids by
applying a 1/e-competitive MSP algorithm on the simple partition matroid produced by the procedure. Un-
fortunately, the algorithm obtained this way is not order-oblivious because the 1/e-competitive algorithm
for MSP on simple partition matroids is not order-oblivious (or more accurately, it is not 1/e-competitive
when the arrival order in the second phase is adversarial). This issue can be fixed by using instead of this
algorithm the 1/4-opt-competitive order-oblivious algorithm for MSP on simple partition matroids given by
Algorithm 8. This gives us the following result.
Theorem A.13. There exists a 1/12-opt-competitive order-oblivious algorithm for MSP on co-graphic ma-
troids.
Proof. Let us denote the input co-graphic matroid by M and the maximum weight independent set of this
matroid by OPT. In this proof we consider an algorithm that executes the procedure of [43] on M , to get
a random simple partition matroid M ′ such that every element of OPT belongs to the optimal solution for
M ′ with probability 1/3. Then, it executes Algorithm 8 on M ′. We observe that, by Theorem A.1, every
element that belongs to the optimal solution of M ′ is selected by Algorithm 8 with probability at least 1/4.
Combining this with the properties of [43]’s procedure, we get that every element e ∈ OPT ends up in the
output of the above algorithm with probability at least 1/12.
It is worth to mention that the algorithm whose existence is guaranteed by the above theorem, like the
original algorithm of [43] for co-graphic matroids, requires full access to the co-graphic matroid from the
beginning. In other words, the algorithm knows the graph G from the beginning, but learns the weight of
every edge only when it arrives. Additionally, the above theorem implies, by the discussion in Section 5, the
following corollary.
Corollary A.14. There exists a (1/12, 0)-weakly-opt-competitive order-oblivious algorithm for MSP on co-
graphic matroids, and this implies a (1, 1/12, 0)-reduce-and-solve algorithm for this problem.
A.5 Transversal matroids
A transversal matroid is defined by a bipartite graph G = (N ∪ V,E) in which the ground set N forms one
side. A set of nodes I ⊆ N is independent in the transversal matroid if and only if there exists a matching
in G whose edges hit all nodes of I . A few algorithms with constant competitive ratios have been suggested
for MSP on transversal matroids. The first such algorithm was described by [11], and was later simplified
and improved by [34]. Both the original algorithm of [11] and the improved algorithm of [34] are order-
oblivious, but are not known to be opt-competitive (or even weakly-opt-competitive) for any constant. In a
later work, Kesselheim et al. [31] came up with a very different algorithm for MSP on transversal matroids.
The algorithm of [31] achieves an optimal competitive ratio of 1/e, but is, unfortunately, not order-oblivious.
Given the above survey of existing results, one can observe that currently there is no algorithm for MSP
on transversal matroids known to be order-oblivious and c-opt-competitive for any constant c. Thus, we
have no choice but to directly define here a reduce-and-solve algorithm A for transversal matorids. We
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assume that A, like all the above mentioned algorithms for transversal matroids, knows the nodes of V and
also gets to know all the edges hitting a node u ∈ N when this node arrives. The components ofA are given
as follows:
• The ground set NA is the set E of edges of the graph G, and the function gA : E(= NA) → N
assigns every edge e ∈ E to the single node of N it hits. Note that for every u ∈ N it is possible to
evaluate (gA)−1(u) after the arrival of u.12
• The matroid MA is a simple partition matroid over the ground set E containing a single partition for
every node of V . The partition of a node v ∈ V , which we denote by δ(v), contains the edges hitting
it.
• We need an order-oblivious algorithm A¯ for MSP on restrictions ofMA containing exactly one edge
from (gA)−1(u) for every node u ∈ N . Moreover, we need A¯ to have the extra property that, if
we denote by I its output set, then gA(I) is always independent in the original transversal matroid.
Fortunately, we observe that in this case this extra property is meaningless because any independent
set I of such a restriction must be a matching of G (no two edges in it hit a node u ∈ N by the
definition of the restriction, and no two edges in it hit a node v ∈ V since it is independent in MA),
which implies that gA(I) is independent in the original transversal matroid. Hence, we can choose
as A¯ any order-oblivious algorithm for MSP on simple partition matroids, and we choose it to be
Algorithm 8.
It remains to determine the parameters of the reduce-and-solve algorithm A. The fact that Algorithm 8
is 1/4-opt-competitive by Theorem A.1 implies that co = 1/4 and ca = 0. The next lemma shows that the
last parameter (cr) takes the value 1 for this algorithm.
Lemma A.15. For every independent set B ⊆ N of the transversal matroid, there exists an independent set
RA(B) ofMA such that RA(B) ∩ (gA)−1(u) 6= ∅ for every node u ∈ B.
Proof. Since B is independent, there must be a matching in G whose edges hit all nodes of B. Let RA(B)
be this matching. Note that, for every node u ∈ B, the set (gA)−1(u) contains all edges hitting u, and
thus, it must have a non-empty intersection with the matching RA(B) which contains such an edge by
definition.
Corollary A.16. A is a (1, 1/4, 0)-reduce-and-solve algorithm for MSP on transversal matroids.
A.6 Laminar matroids
Consider a collection L of subsets of a ground set N and an upper bound µ(L) for every subset L ∈ L. One
can define that a subset I ⊆ N is independent if and only if |I ∩ L| ≤ µ(L) for every L ∈ L. It turns out
that this way to define independence results in a matroid whenever the subsets of L are laminar, i.e., any two
subsets in L are either disjoint or one of them contains the other. The matroid obtained this way is called a
laminar matroid.
Ma et al. [37] describe a 1/9.6-competitive algorithm for MSP on laminar matroids which can be im-
plemented using only independence oracle queries on sets of elements that already arrived. Moreover, the
algorithm of [37] is order-oblivious, and its analysis by [37] shows that there exists a random set R that
depends only on the sample of the algorithm such that: R is a subset of the output of the algorithm for every
12Technically, forA to be a valid reduce-and-solve algorithm we need to guarantee that (gA)−1(u) is not empty for every u ∈ N .
This does not happen when there are nodes hitted by no edges, and thus, we need to create a dummy element eu for every such
node u, add it to NA, set (gA)−1(u) = {eu} and make eu a loop element of M
A. For simplicity, we ignore this technical issue.
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adversarial order in the second phase of the algorithm, and R contains every element of OPT with probabil-
ity at least 1/9.6 (where OPT is the maximum weight independent set in the laminar matroid). Combining
these facts with our terminology, we get the following theorem.
Theorem A.17. The algorithm of [37] for MSP on laminar matroids is a 1/9.6-opt-competitive order-
oblivious algorithm (and thus, also (1/9.6, 0)-weakly-opt-competitive). Moreover, it implies a (1, 1/9.6, 0)-
reduce-and-solve algorithm for this problem.
A.7 Regular and max-flow min-cut matroids
In this section we show how our framework captures regular and max-flow min-cut matroids.
A regular matroid M = (N,I) is a matroid that can be represented as a linear matroid (over the field
R) using a totally unimodular matrix (see Subsection A.3 for a definition of linear matroids). We recall
that a matrix is totally unimodular (TU) if and only if the determinant of every square submatrix of A is
either −1, 0, or 1. An equivalent definition of a regular matroid is that a matroid is regular if and only if
it can be represented as a linear matroid over any field (in fact, the representation by a TU matrix works
simultaneously over any field). We refer the interested reader to [39] for more information on regular
matroids.
Dinitz and Kortsarz [13] presented a 1/9e-competitive algorithm for MSP on regular matroids, assuming
that the matroid is known upfront, which we assume throughout this subsection. In a preprocessing step,
before observing or selecting any elements, their algorithm constructs a random matroid M ′ = (N ′,I ′)
with the following properties:
(i) N ′ ⊆ N and I ′ ⊆ I , i.e., each independent set ofM ′ is independent inM .
(ii) For each independent set S ∈ I , there is a random set R′(S) ⊆ I ′, where the randomness is also over
the random construction ofM ′, such that
Pr[e ∈ R′(S)] ≥
3
10
∀e ∈ S .
(iii) The matroidM ′ is a disjoint union of graphic and co-graphic matroids. Hence, there is a partition of
the ground set N ′ = N ′1 ∪ N
′
2 ∪ · · · ∪ N
′
q, where q ∈ Z>0, and matroids M
′
i = (N
′
i ,I
′
i) for i ∈ [q]
such that
• M ′i is graphic or co-graphic for each i ∈ [q],
• I ′ = {I1 ∪ · · · ∪ Iq | Ii ∈ I
′
i for i ∈ [q]}.
In words, the matroid M ′ can be interpreted as a more restrictive version of M , leading to a much
simpler structure, but losing a factor of at most 10/3 in terms of the maximum weight independent set. The
MSP algorithm of [13] first constructs the matroidM ′, and then simply applies in parallel a 1/2e-competitive
algorithm for all graphic matroids in the decomposition and a 1/3e-competitive algorithm for all co-graphic
matroids. A direct analysis would lead to a competitive ratio of 1/10e, which follows from the factor 3/10 loss
incurred due to (ii) multiplied by the competitive ratio of 1/3e for co-graphic matroids. The competitive ratio
of 1/9e obtained in [13] follows by a more careful analysis. We briefly address this in a comment at the end
of this subsection.
To obtain a reduce-and-solve algorithm for regular matroids, we can simply first construct the matroid
M ′ with the above properties as described in [13], and then run in parallel our previously-described reduce-
and-solve algorithms for graphic and co-graphic matroids. A technicality we have to watch out for, is to
make sure that we stay in the order-oblivious model. More precisely, when running order-oblivious secretary
algorithms in parallel, then each algorithm may want to query a certain number of elements of its ground
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set during the sampling phase. However, to make sure that the algorithm which corresponds to the parallel
run of several algorithms is still order-oblivious, we can only decide about m uniformly random elements
that will be sampled overall. There are different ways around this problem. One simple way to resolve this
is to make sure that both algorithms we use for graphic and for co-graphic matroids observe, during their
sampling phase, each element of their ground set with probability 0.5 (or any other common value within
(0, 1)). This way, we can simply observe each element of the combined ground set with probability 0.5. Our
(1, 1/12, 0)-reduce-and-solve algorithm for co-graphic matroids already has this property. The algorithm
we suggested for graphic matroids (see Corollary A.8) observes each element with probability p = 2/3.
However, we can run the same algorithm for p = 1/2, which, by Lemma A.7, leads to a slightly weaker
(1, 1/8, 0)-reduce-and-solve algorithm for graphic matroids that observes each element with probability 0.5
in the sampling phase. Hence, by running these algorithms in parallel, we obtain a (1, 1/12, 0)-reduce-and-
solve algorithm for any matroid that is a disjoint union of graphic and co-graphic matroids. Moreover, we
loose a factor of 10/3 due to the reduction to the matroid M ′. It is not hard to observe that the reduction
to M ′ done at the beginning of the algorithm can be interpreted as part of the reduce-and-solve algorithm,
leading to a (3/10, 1/12, 0)-reduce-and-solve procedure.
Theorem A.18. There is a (3/10, 1/12, 0)-reduce-and-solve algorithm for MSP on regular matroids.
Furthermore, it was shown in [13] that their technique naturally extends to a generalization of regular
matroids, known as max-flow min-cut matroids (see [42] for a formal definition). The approach is analogous
to the one used for regular matroids, with the difference that instead of losing a factor of 3/10 through the
reduction toM ′, a factor of 2/7 is lost. By the same reasoning as above we therefore get.
Theorem A.19. There is a (2/7, 1/12, 0)-reduce-and-solve algorithm for MSP on max-flow min-cut matroids.
Remark: The algorithms presented in [13] do the reduction from M to M ′ in two steps. In a first step,
a matroid M¯ is obtained that is a disjoint union of graphic, co-graphic, and one additional simple type of
matroid, which depends on whether M is a regular or a max-flow min-cut matroid. This reduction only
loses a factor of 1/3. In a second step, the additional type of matroid is reduced to a graphic matroid at a
loss of either 9/10 for regular matroids or 6/7 for max-flow min-cut matroids. However, this additional loss is
compensated by the fact that the competitive ratio of graphic matroids is better than for co-graphic matroids,
leading to an overall competitiveness of 1/9e for regular matroids and max-flow min-cut matroids. With a
similar analysis we could also avoid losing a factor of 9/10 for regular matroids and 6/7 for max-flow min-cut
matroids, respectively. For clarity we decided to present here a slightly weaker, but simpler, reduction.
A.8 General matroids
In this section we describe a weakly-opt-competitive algorithm for MSP on a general matroid constraint
M = (N,I) which is based on the algorithm of [17] for MSP. We begin by recapping some of the details
of the last algorithm.
One can interpreted the algorithm of [17] as an algorithm getting two parameters wmax and h, and then
defining h weight classes C1, . . . Ch by
Ci =
{
e ∈ N
∣∣∣∣ w(e) ∈
(
wmax
2h−i+1
,
wmax
2h−i
]}
∀ i = 1, . . . , h .
After defining these weight classes, the algorithm executes one of two procedures, which, for simplicity, we
simply call Procedure A and Procedure B. More precisely, the algorithm decides at the beginning at random,
with well-defined probabilities, which of the two procedures to run. For simplicity, we can assume that each
one of the two procedures is chosen with probability 1/2. This is not the probability employed in [17], but the
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change in the probability only changes the guarantee of the algorithm by a constant factor. For the interested
readers, we note that the algorithm of [17] is parameterized by a parameter τ ∈ {0, . . . , ⌈log(h+1)⌉} which
is chosen uniformly at random. What we denote as Procedure A is the algorithm obtained by choosing τ
uniformly at random within {1, . . . , ⌈log(h+1)⌉}, whereas Procedure B corresponds to letting the algorithm
of [17] run with τ = 0.
Both Procedure A and Procedure B first observe a subset S containing each element ofN with probabil-
ity 1/2 (equivalently, S is a samplem elements, wherem is distributed according to the binomial distribution
B(|N |,1/2)). Then, they select elements of N \ S in a way that we describe later. The following is a key
quantity in the analysis of both procedures.
pe,i := Pr[e ∈ span(S ∩ C≥i) | e 6∈ S] ∀e ∈ N, i = 1, . . . , h ,
where C≥i is the union of all the classes Ci, Ci+1, . . . , Ch.
Selection by Procedure A. Based on S, Procedure A randomly constructs a matroid MA = (NA,IA),
with NA ⊆ N \ S and IA ⊆ I , and then greedily accepts any appearing element that, together with the
already accepted elements, forms an independent set inMA. The key power of Procedure A is thatMA has
the following property for every i = 1, . . . , h and e ∈ Ci.
Pr
[
e is a free element inMA
]
≥
1− pe,i
8⌈log(h+ 1)⌉
,
where the probability is with respect to the randomness of S and the random construction of MA. We
recall that an element is free in a matroid if it is not spanned by all the other elements together. Hence, a
free element can be added to any independent set without destroying independence. Consequently, a free
element in MA is always selected by Procedure A, regardless of the order in which the elements of N \ S
appear.
Selection by Procedure B Like Procedure A, Procedure B also randomly constructs a matroid MB =
(NB ,IB) based on S with NB ⊆ N \ S and IB ⊆ I , and then greedily selects appearing elements,
maintaining an independent set inMB . However, the properties ofMB are different. The first property that
MB has is that it is a disjoint union of h matroids, where each one of the matroids is defined over NB ∩Ci
for a different i = 1, . . . , h. Consequently, the selection of an element ofNB ∩Ci for some i does not affect
the set of elements that can be select from NB ∩ Ci′ for any i
′ 6= i. The second property of MB is that it
has a random independent set IB such that
Pr[e ∈ IB] =
pe,i
4
∀ i = 1, . . . , k and e ∈ Ci ∩OPT ,
where the probability is, again, with respect to the randomness of S and the random construction ofMB .
We now would like to run Procedures A and B against a switching adversary. The switching adversary
places each element selected by the procedures into one of two sets T1 and T2, and we assume that Proce-
dure X (where X is either A or B) adds an arriving element to the solution if and only if the addition of this
element to T1 will not destroy the independence inM
X of T1. Observe that T1 always remains independent
in M since IX ⊆ I . The following lemma shows that we already have an algorithm which is close to be
weakly-opt-competitive.
Lemma A.20. Executing Procedures A or B, with probability 1/2 each, against a switching adversary satis-
fies the following inequality.
w((T1 ∪ T2) ∩O) + 2 · w(T1 \O) ≥ w(O) ,
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where O is a set, depending only on S and the random coins used by the procedures, containing each
element of OPT ∩ (C1, . . . , Ch) with probability at least 1/O(log h).
Proof. First, we define O to be the set of elements of OPT ∩ (C1, . . . , Ch) which are either free in M
A
if Procedure A is applied or appear in IB if Procedure B is applied. According to the properties of Proce-
dures A and B described above, the probability of every element of OPT ∩ (C1, . . . , Ch) to belong to O is
at least
1
2
·
1− pe,i
8⌈log(h+ 1)⌉
+
1
2
·
pe,i
4
=
1
O(log h)
.
There are now two cases to consider. If Procedure A is executed, then all the elements of O are selected
because they are free elements ofMA, which implies O ⊆ T1 ∪ T2. Hence, we get
w((T1 ∪ T2) ∩O) + 2 · w(T1 \O) ≥ w((T1 ∪ T2) ∩O) = w(O) .
Consider now the case that Procedure B is executed, and recall that O ⊆ IB is independent inM
B andMB
has the property that the selection of elements from one class does affect the possibility to select elements
from the other classes. These facts imply that if we denote the set of elements of O ∩ Ci which are not
selected by Oi, then there must be at least |Oi| elements from Ci \O which appear in T1 and prevented the
selection of the elements of Oi. Since the weights of all the elements of Ci are equal up to a factor of 2, this
implies
2 · w((T1 ∩Ci) \O) ≥ w(Oi) ∀ i = 1, . . . , k .
Using this inequality we can now get
w((T1 ∪ T2) ∩O) + 2 · w(T1 \O) = w((T1 ∪ T2) ∩O) + 2 ·
h∑
i=1
w((T1 ∩ Ci) \O)
≥ w
(
O \
h⋃
i=1
Oi
)
+
h∑
i=1
w(Oi) = w(O) .
There are still a few issues that we need to take care of in order to get a true weakly-opt-competitive
algorithm. Specifically, we need to find a way to set values for wmax and h, and we need to guarantee that
all the elements ofOPT outside the weight classes C1, . . . , Ch belong to L(OPT). Algorithm 12 takes care
of these issues.
Algorithm 12: Weakly-opt-competitive Algorithm for General Matroids
1 Pickm according to the binomial distribution B(|N |, 1/2).
2 Request a sample S ofm elements.
3 LetW be the maximum weight of a non-loop element in S, and let ρ˜← 10 · rank(S).
4 with probability 1/2 do:
5 Pick the first non-loop element of N \ S whose value is at leastW .
6 otherwise
7 Set h = ⌈log2(ρ˜+ 1)⌉ and wmax =W , and execute Procedures A or B, with probability 1/2 each,
on the matroidM |N\S .
Remark: Technically, as given, Algorithm 12 is not order-oblivious since it requests the sample set S, and
then Procedures A and B might require a second sample from N \ S. However, since the event that these
procedures require a second sample is independent of the content of S, this technical issue can be fixed
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by taking a larger sample (containing every element of N with probability 3/4) when a second sample is
necessary, and then splitting it randomly into the two samples. We omit the very technical details of the
split.
Observe that the definition of a weakly-opt-competitive algorithm requires nothing in the case that
OPT = ∅. Thus, we may assume in the rest of this section, for simplicity, that OPT 6= ∅. Let us now
introduce some additional notation. Recall that h(OPT) is the heaviest element in OPT, and let s(N) be
the second heaviest non-loop element in N (the first must be h(OPT) itself). Next, let E1 be the event that
h(OPT) 6∈ S, s(N) ∈ S and Algorithm 12 gets to Line 5 (if s(N) does not exist, i.e., N contains only
one non-loop element, then we drop the requirement s(N) ∈ S from the definition of E1). Additionally,
let E2 be the event that h(OPT) ∈ S, ρ˜ ≥ |OPT| and Algorithm 12 gets to Line 7. It is easy to see that
Pr[E1] ≥ 1/8. Bounding the probability of E2 is more involved, and it is done by the next lemma.
Lemma A.21. Fix any element e ∈ OPT− h(OPT). Then, Pr[E2 | e 6∈ S] ≥ 0.2.
Proof. The event E2 requires both that h(OPT) belongs to S and that Algorithm 12 gets to Line 7. Each one
of these conditions holds with probability 1/2, independently, and the second of them is also independent of
ρ˜. Thus,
Pr[E2 | e 6∈ S] =
1
4
Pr[ρ˜ ≥ |OPT| | e 6∈ S, h(OPT) ∈ S]
=
1
4
Pr[10 · rank(S) ≥ |OPT| | e 6∈ S, h(OPT) ∈ S]
≥
1
4
Pr[10 · rank(S ∩OPT) ≥ |OPT| | e 6∈ S, h(OPT) ∈ S]
=
1
4
Pr[10 · |S ∩OPT| ≥ |OPT| | e 6∈ S, h(OPT) ∈ S]
=
1
4
Pr[10 · |S ∩ (OPT \ {e, h(OPT)})| ≥ |OPT| − 10] ,
where the penultimate equality holds since S ∩OPT is an independent set, and the last equality holds since
each element belongs to S with probability 1/2, independently. It remains to prove that
Pr[10 · |S ∩ (OPT \ {e, h(OPT)})| ≥ |OPT| − 10] ≥ 0.8 ,
which is equivalent to
Pr[10 · |S ∩ (OPT \ {e, h(OPT)})| < |OPT| − 10] ≤ 0.2 . (10)
Observe that
E[10 · |S ∩ (OPT \ {e, h(OPT)})|] = 10 ·
|OPT \ {e, h(OPT)}|
2
= 5 · (|OPT| − 2) .
Thus, Inequality (10) can be rewritten as
Pr
[
10 · |S ∩ (OPT \ {e, h(OPT)})| <
(
1−
4
5
)
· E[10 · |S ∩ (OPT \ {e, h(OPT)})|] − 8
]
≤ 0.2 .
To see why this inequality is true, we observe that |S ∩ (OPT \ {e, h(OPT)})| can be viewed as the sum
of |OPT| − 2 independent random variables taking values from the set {0, 1}, which implies by Lemma 2.3
of [5] that the left hand side of the last inequality is upper bounded by
e−
(4/5)·8
2 = e−3.2 < 0.2 .
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Let Oˆ be a set which takes a value depending on the events E1 and E2. When E1 happens Oˆ = {h(OPT)}.
When E2 happens Oˆ = O ∩ OPT, where O is the set whose existence is guaranteed by Lemma A.20 for
the execution of Procedures A or B on the matroid M |N\S (recall that E2 implies that Algorithm 12 gets
to Line 7, and thus, executes one of the Procedures A or B). Finally, when neither E1 nor E2 happen, we
define Oˆ to be the empty set. We observe that Oˆ is a function of the random bits used by Algorithm 12 and
Procedures A and B and on the samples used by these algorithms.
Lemma A.22. When Algorithm 12 is executed against a switching adversary the following inequality is
satisfied:
w((T1 ∪ T2) ∩ Oˆ) + 2 · w(T \ Oˆ) ≥ w(Oˆ) .
Proof. The lemma is trivial when Oˆ = ∅. Thus, we only need to consider the cases that either E1 or E2
happen. Let us consider first the case that E1 occurs. By definition, E1 implies h(OPT) 6∈ S. Additionally,
one can observe that it also implies that W is set to s(N) (when s(N) exists), and thus, it guarantees that
Algorithm 12 picks h(OPT) when it gets to Line 5. Hence, E1 implies T1 ∪ T2 = {h(OPT)}, and we get
w((T1 ∪ T2) ∩ Oˆ) + 2 · w(T1 \ Oˆ) ≥ w((T1 ∪ T2) ∩ Oˆ) = w({h(OPT)}) = w(Oˆ) .
Consider now the case that E2 occurs. In this case we have, by Lemma A.20,
w((T1 ∪ T2) ∩O) + 2 · w(T1 \O) ≥ w(O)⇒ 2 · w(T1 \O) ≥ w(O \ (T1 ∪ T2)) .
Since Oˆ = O ∩OPT ⊆ O, the last inequality implies
2 · w(T1 \ Oˆ) ≥ w(Oˆ \ (T1 ∪ T2))⇒ w((T1 ∪ T2) ∩ Oˆ) + 2 · w(T1 \ Oˆ) ≥ w(Oˆ) .
Lemma A.23. For every element e ∈ OPT \ L(OPT),
Pr[e ∈ Oˆ] ≥
1
O(log log rank(M))
.
Proof. There are two cases to consider. First, consider the case that e = h(OPT). Observe that, by the
definition of Oˆ,
Pr[e ∈ Oˆ] ≥ Pr[E1] ≥
1
8
.
It remains to consider the case that e ∈ (OPT − h(OPT)) \ L(OPT). Note that this case implies
|OPT| ≥ 2, and let us prove that the inequality w(e) ≥ w(h(OPT))/|OPT|must hold in this case. Assume
towards a contradiction that this inequality does not hold, and recall that L(OPT) contains all the elements
of OPT whose weight is at most some threshold ℓ, where the threshold is selected to be the maximal
threshold in {w(e) | e ∈ N} such that the total weight of L(OPT) is less than h(OPT). By our assumption
and the fact that e 6= h(OPT), we get
w({e′ ∈ OPT | w(e′) ≤ w(e)} < |{e′ ∈ OPT− h(OPT)}| ·
w(h(OPT))
|OPT|
< w(h(OPT)) .
Hence, setting the threshold ℓ tow(e)would have kept the total weight ofL(OPT) no larger thanw(h(OPT)),
and thus, ℓ must be at least as large as w(e). However, this leads to a contradiction since the fact that
e 6∈ L(OPT) implies ℓ < w(e).
Next, let us denote by OPT′ the optimal solution of MN\S , and consider now what happens when the
event E2 happens and e 6∈ S. These events imply together a few things. First, E2 implies that wmax =W =
w(h(OPT)) since h(OPT) ∈ S. Second, we get that e ∈ OPT′ since an element which belongs to the
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maximum weight independent set of a matroid must also belong to the corresponding set in every restriction
of the matroid containing it. Finally, we also get h = ⌈log(ρ˜ + 1)⌉ ≥ ⌈log2(|OPT| + 1)⌉, which implies
that e belongs to one of the weight classes C1, C2, . . . , Ch because any element belongs to these classes if
its weight is at most wmax = w(h(OPT)) and larger than
wmax
2h
≤
w(h(OPT))
2log2(|OPT|+1)
=
w(h(OPT))
|OPT|+ 1
<
w(h(OPT))
|OPT|
.
By Lemma A.20, the above observations imply together that, conditioned on E2 and e 6∈ S, O contains
e with probability Ω(1/ log h) = Ω(1/ log log rank(M)), where the equality holds since
h = ⌈log2(ρ˜+ 1)⌉ = ⌈log2(10 · rank(S) + 1)⌉ ≤ ⌈log2(10 · rank(M) + 1)⌉ = O(log rank(M)) .
Since O is a subset of Oˆ when E2 happens, this yields
Pr[e ∈ Oˆ] ≥
Pr[E2 and e 6∈ S]
O(log log rank(M))
=
Pr[E2 | e 6∈ S] · Pr[e 6∈ S]
O(log log rank(M))
≥
0.1
O(log log rank(M))
,
where the last inequality follows from Lemma A.21.
Combining Lemmata A.22 and A.23, we get the following corollary.
Corollary A.24. Algorithm 12 is a (1/O(log log rank(M)), 2)-weakly-opt-competitive algorithm for MSP.
Hence, there exists a (1, 1/O(log log rank(M)), 2)-reduce-and-solve algorithm for this problem.
B Submodular MISP
In this section we prove our reduction from the submodular version of MISP to its linear version, i.e.,
Theorem 1.3. This proof is an extension of an approach used in [19], which implied a reduction from
submodular MSP to linear MSP. Throughout this section, let Mi = (N,Ii) for i ∈ [k] be k matroids on a
common ground set N , and let f be a nonnegative submodular function over N . We start by stating some
properties of the greedy algorithm for (offline) submodular function maximization (SFM). We recall that
the greedy algorithm for SFM over some constraint family F , which, in our case, will be F =
⋂k
i=1 Ii, is
defined analogously as in the case of a linear function f , and thus works as follows:
Start with the empty set S = ∅. As long as there is an element e ∈ N \ S such that
f(S + e) − f(S) > 0, choose such an element e maximizing f(S + e) − f(S) and
add it to S. As soon as no such element exists anymore, return S.
As in the case of linear objective functions, we denote by Greedy(N), or when we want to be more
specific by Greedyf (N), the set S returned by the greedy algorithm. Moreover, for sets A,B ⊆ N we use
the notation fA(B) = f(A ∪B)− f(A) for the marginal value of B with respect to A.
Moreover, following the approach in [19], we use convolutions of f . More precisely, for a vector w ∈
R
N , the function fw is defined by
fw(S) = min
A⊆S
{f(A) + w(S \A)} ∀S ⊆ N .
This is a well-known construction in the field of submodular optimization, and leads to a function fw with
many interesting properties. In particular, if f is nonnegative submodular and w ≥ 0, then fw is also a
nonnegative submodular function. For more information, we refer the interested reader to the discussion
in [19] and references therein.
We note that, for simplicity, we do not present here the strongest possible analysis. In particular, we
present the submodular to linear reduction independently of our framework for MISP. One could merge this
reduction with the procedure we use in the design of MISP algorithms to make the optimal solutions overlap,
and this way obtain better competitive ratios.
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B.1 The algorithm to reduce submodular MISP to linear MISP
The algorithm we suggest is identical to the one used in [19] with the only exception that we deal with
matroid intersection constraints F = ∩ki=1Ii instead of a single matroid constraint. Algorithm 13 repeats
the algorithm presented in [19] adjusted to our context. We denote by A an α-competitive algorithm for
the linear MISP problem over F . Algorithm 13 describes how, after having observed each element with
probability 0.5, the remaining elements get passed to A in a black-box way. To best match our description
to the one used in [19], Algorithm 13 is described in the random arrival model, where elements arrive one-
by-one in a uniformly random random. However, it is clear from its description that Algorithm 13 is an
order-oblivious reduction, in the sense that it can be used with any order-oblivious algorithm A in an order-
oblivious model. Notice that the set E constructed in Algorithm 13 is the set of greedy-relevant elements
with respect to X, i.e., E = Rel(X).
For simplicity, our description of Algorithm 13 only passes elements to A which are not part of the
sample L. Strictly speaking, this would require that A remains α-competitive even if only a subset of all
elements of the ground set are passed to it. However, this can easily be resolved by also passing the elements
of L to A in a uniformly random order, such that the appearance order of any element of N is uniformly at
random. This reasoning is analogous to the one we used in Section 3 as part of our MISP to MSP reduction.
Algorithm 13: Online(p)
// Learning Phase
1 Choose X from the binomial distribution B(n, 1/2).
2 Observe (and reject) the first X elements of the input. Let L be the set of these elements.
// Selection Phase
3 Let G be the output of Greedy on the set L.
4 Let E ← ∅.
5 for each arriving element u ∈ N \ L do
6 Let w(u)← 0.
7 if u ∈ Rel(G) then
8 with probability p do
9 Add u to E.
10 Let Gu ⊆ G be the solution of Greedy immediately before it adds u to it.
11 Update w(u)← f(u | Gu).
12 Pass u to A with weight w(u).
13 return Q ∩ E, where Q is the output of A.
In the rest of this section, we prove the theorem below, which shows that this reduction indeed allows
for obtaining a guarantee on the competitive ratio for Submodular MISP from the α-competitiveness of A.
Moreover, Theorem B.1 implies our main theorem on Submodular MISP (Theorem 1.3).
Theorem B.1. By choosing p = α/3k in Algorithm 13, we obtain
E[f(Q ∩ E)] ≥
α2
128k2
· f(OPT) .
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B.2 Analysis of Algorithm 13
The following lemma is a slight generalization of Lemma 3 in [25], the only difference being that f is not
assumed to be normalized (i.e., (∅) = 0).13 The proof presented in a long version [26] of the paper [25]
easily carries over to non-normalized functions, and we therefore do not repeat it here.
Lemma B.2 (See [26]). The solution S = Greedyf (N) returned by the greedy algorithm for the maximiza-
tion of a nonnegative submodular function over the intersection of k matroids satisfies
f(S) ≥
1
k + 1
· f(C ∪ S) for any C ∈
k⋂
i=1
Ii .
Lemma B.2 immediately implies that for monotone submodular functions f , the greedy algorithm is a
(k+1)-approximation algorithm (a fact which was known since the late 1970’s [21]). However, analogously
to the approach in [19], we want to obtain results for nonmonotone submodular function maximization, and it
is well known that the greedy algorithm is not a constant-factor approximation algorithm for such objectives
even on a single matroid constraint. The following is a generalization of Lemma IV.3 of [19], which was
originally presented in the context of applying the greedy algorithm to a single matroid constraint, to the
intersection of k matroids. It shows that letting the greedy algorithm run on a randomly sampled subset
provides approximation guarantees even for nonmonotone SFM. Again, the proof is identical with the only
difference that we invoke Lemma B.2 for a general k instead of k = 1.
Lemma B.3 (see [19]). Let S be a random set containing every element ofN with probability 1/2, indepen-
dently, then
E[f(Greedyf (S))] ≥
1
4(k + 1)
· f(OPT) .
Notice that the set G constructed in Algorithm 13 is indeed obtained by applying Greedy to a random
subset ofN containing each element of N with probability 0.5, independently. Lemma B.3 thus implies the
following.
Corollary B.4.
E[f(G)] ≥
1
4(k + 1)
· f(OPT) .
The proof of the following two lemmata from [19] do not depend on F being the independent sets of a
matroid, and therefore, also hold in our setting.
Lemma B.5 (Lemma IV.5 of [19]).
E[w(E)] = p · E[w(G)] .
Lemma B.6.
E[fw(E)] ≥
f(∅)
1 + p
+
p(1− p)
1 + p
· E[fw(G)] .
The following observation is implied by the fact that A is α-competitive for linear objectives. The term
OPTw(E) denotes here the maximum weight independent subset of E with respect to the weight function
w.
13Moreover the Lemma in [25] is stated for k-independence systems, which is a generalization of the intersection of k matroids.
Since we only need the statement for the intersection of k matroids, we state it here in this form for simplicity.
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Observation B.7 (Observation IV.7 of [19]).
E[w(Q ∩ E)] = E[Q] ≥ αE[w(OPTw(E))] .
The next lemma is a generalization of Lemma IV.8 in [19] from one to k matroids. This lemma is a key
element of the reduction, and it needs to be adjusted to the setting of k matroids.
Lemma B.8.
E[w(OPTw(E))] ≥
p
pk + 1
· E[w(G)] .
Proof. Similar to the way we proceeded in Section 3, we define Algorithm 14, which is an extended version
of Algorithm 13. More precisely, Algorithm 14 produces sets E andGwith the same joint distribution as the
ones constructed by Algorithm 13. Moreover, Algorithm 14 also constructs a setW ⊆ E satisfyingW ∈ F ,
and which we use to show that E[w(OPTw(E))] is large through the inequality w(OPTw(E)) ≥ w(W ).
The main difference compared to Algorithm 3, which we used in Section 3 to prove a related result, is that
the sets Hj are only updated when we add an element to either G orW . The proof now closely follows the
reasoning of the proof of Lemma IV.8 in [19].
Algorithm 14: OnlineExt(p)
1 G = ∅,W = ∅, E = ∅, and Hj = ∅ ∀j ∈ [k]
2 for i = 1, . . . , n do
3 Let ei ∈ argmax{fG(e) | e ∈ N \ {e1, . . . ei−1}}.
4 Let w(ei) = fG(ei).
5 if G+ ei ∈ F and w(ei) > 0 then
6 With probability 0.5:
7 G = G+ ei.
8 for j = 1, . . . , k do
9 if Hj + ei ∈ Ij thenHj = Hj + ei.
10 if Hj + ei 6∈ Ij then
11 Hj = Hj − f + ei, where f ∈ Hj \G is any element with Hj − f + ei ∈ Ij .
12 Otherwise with probability p (hence, with overall probability 0.5p):
13 E = E + ei.
14 if Hj + ei ∈ Ij for all j ∈ [k] then
15 W =W + ei.
16 Hj = Hj + ei for j ∈ [k].
Consider an arbitrary element e ∈ N processed by Algorithm 14, and fix all history up to that point. Let
G′,W ′, andH ′j for j ∈ [k] be the sets G,W , andHj at that moment. Notice that, since we fixed the history,
the weight w(e) of e is no longer a random variable.
We are interested in studying the expected increase in w(G′) and w(W ′) following the processing of e.
If G′ + e 6∈ F or w(e) ≤ 0, then the expected increase in the weight of both sets is 0. Now, consider the
case where G′ + e ∈ F and w(e) > 0. The expected increase in w(G′) is equal to w(e)/2 because e gets
added to G′ with probability 0.5. The expected increase in w(W ′) depends on whether Hj + e ∈ Ij for
all j ∈ [k]. If this is the case, then the expected increase in w(W ′) is equal to (p/2) · w(u) because e gets
added toW ′ with probability p/2. Otherwise, if there is a j ∈ [k] such that Hj + e 6∈ Ij , then the expected
increase in w(W ′) is 0. To compensate for this, we charge in this case (p/2) · w(u) units to the element
f ∈ H ′j \ G
′ that is removed from H ′j in line 11 if e gets added to G. If several elements from different
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sets H ′j′ (for different j
′ ∈ [k]) get removed, we only charge one arbitrarily chosen element among them. It
is important to note that we do this charging regardless of whether u actually ends up being added to G′ or
not. In summary, if e is such that G′ + e ∈ F and w(e) > 0, then the expected increase of w(G′) is w(u)/2
and we either have an expected increase of (p/2) · w(u) for w(W ′) or increase the load of an element by
(p/2) ·w(u). Let c(f) be the total load that an element f ∈ N obtains through this process. Notice that c(f)
is a random variable. By the above explanation we have
E[w(G)]
E[w(W )] +
∑
e∈N E[c(e)]
=
1/2
p/2
=
1
p
. (11)
We now analyze how large the expectation of all charged values is. For this observe that only elements
in W get charged, because we only charge elements f that may be removed from a set Hj in line 11 of
Algorithm 14; hence, these are elements that are not part of G but are contained in Hj at that moment of
the algorithm. Since Hj contains a subset of elements of G andW , the element f must be contained inW .
Now, consider an element f ∈ W . Whenever Algorithm 14 considers an element e ∈ N that, if added to
G, would lead to f being removed from at least one set Hj for j ∈ [k], then f has a probability of 0.5 to be
removed fromHj (the probability of e to be added toG). Thus, for a fixed j, the number of times that f will
be charged due toHj is upper bounded by a random variable Y with geometric distribution of parameter 0.5.
Moreover, notice thatw(e) ≤ w(f), whenever we consider an element e that leads to f being charged, which
follows by the fact that the weights of considered elements are non-increasing in Algorithm 14. Hence, the
expected load of element f due to a conflict inHj is upper bounded by E[Y ] · (p/2)w(f) = p ·w(f). Since
there are k sets Hj due to which f can be charged, we obtain the following overall bound on the expected
load on an arbitrary element f ∈ N :
E[c(f)] ≤ k · p · E[w(W ∩ {f})] .
Using the above bound in (11), we finally obtain
E[w(G)]
E[w(W )] + kpE[w(W )]
≤
1
p
=⇒
p
pk + 1
· E[w(G)] ≤ E[w(W )] ,
and the result follows from w(OPTw(E)) ≥ w(W ).
Combining Observation B.7 and Lemma B.8 we obtain the following.
Corollary B.9.
E[w(Q ∩ E)] ≥
αp
pk + 1
· E[w(G)] .
The following proposition corresponds to Proposition IV.10 in [19] with the only difference that we
obtain a different factor on the right-hand side in front of f(OPT) due to the fact that its proof is based
on Corollary B.4 and Corollary B.9 which we use for general k instead of k = 1. Otherwise, the proof is
identical, and we therefore refer the interested reader to [19] for further details.
Proposition B.10 (See Proposition IV.10 in [19]). If E[w(Q ∩ E) − fw(Q ∩ E)] ≤ q · E[w(E) − fw(E)]
for some value q ≥ α, then
E[f(Q ∩ E)] ≥ E[fw(Q ∩ E)] ≥
p (α+ αp− 2qp(pk + 1))
4(k + 1)(pk + 1)(1 + p)
· f(OPT) .
The following observation, which is Observation IV.11 from [19], shows that the above proposition can
always be applied with q = 1.
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Observation B.11 (Observation IV.11 in [19]).
w(Q ∩ E)− fw(Q ∩ E) ≤ w(E) − fw(E) .
Finally, we obtain Theorem B.1, which implies our main result (Theorem B.1) as discussed above.
Theorem B.1. By choosing p = α/3k in Algorithm 13, we obtain
E[f(Q ∩ E)] ≥
α2
128k2
· f(OPT) .
Proof. By Observation B.11, we can choose q = 1 in Proposition B.10. The theorem now follows by
plugging in q = 1 and p = α/3k in the inequality stated in Proposition B.10, and simplifying the resulting
expression by using α ≤ 1 and k ≥ 1, which leads to
E[f(Q ∩ E)] ≥
α
(
9kα+ 3α2 − 2α(α + 3)
)
12k(k + 1)(α + 3)(3k + α)
· f(OPT)
=
9α2k − 6α2 + α3
12k[3(3 + α)k2 + (9 + 6α+ α2)k + (3α+ α2)]
· f(OPT)
≥
3α2k
12k[3(3 + 1)k2 + (9 + 6 + 1)k2 + (3 + 1)k2]
· f(OPT) =
α2
128k2
· f(OPT) .
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