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ABSTRACT 
Fundus camera is widely available imaging device enabling fast and cheap examination 
of the human retina. Hence, many researchers focus on development of automatic 
methods towards assessment of various retinal diseases via fundus images. This 
dissertation summarizes recent state-of-the-art in the field of glaucoma diagnosis using 
fundus camera and proposes a novel methodology for assessment of the retinal nerve fiber 
layer (RNFL) via texture analysis. Along with it, a method for the retinal blood vessel 
segmentation is introduced as an additional valuable contribution to the recent state-of-
the-art in the field of retinal image processing. Segmentation of the blood vessels also 
serves as a necessary step preceding evaluation of the RNFL via the proposed 
methodology. In addition, a new publicly available high-resolution retinal image database 
with gold standard data is introduced as a novel opportunity for other researches to 
evaluate their segmentation algorithms. 
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ABSTRAKT 
Fundus kamera je široce dostupné zobrazovací zařízení, které umožňuje relativně rychlé 
a nenákladné vyšetření zadního segmentu oka – sítnice. Z těchto důvodů se mnoho 
výzkumných pracovišť zaměřuje právě na vývoj automatických metod diagnostiky 
nemocí sítnice s využitím fundus fotografií. Tato dizertační práce analyzuje současný stav 
vědeckého poznání v oblasti diagnostiky glaukomu s využitím fundus kamery a navrhuje 
novou metodiku hodnocení vrstvy nervových vláken (VNV) na sítnici pomocí texturní 
analýzy. Spolu s touto metodikou je navržena metoda segmentace cévního řečiště sítnice, 
jakožto další hodnotný příspěvek k současnému stavu řešené problematiky. Segmentace 
cévního řečiště rovněž slouží jako nezbytný krok předcházející analýzu VNV. Vedle toho 
práce publikuje novou volně dostupnou databázi snímků sítnice se zlatými standardy pro 
účely hodnocení automatických metod segmentace cévního řečiště. 
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1 INTRODUCTION 
The eye is a part of the human body that is used for receiving visual information from the 
environment via light sensitive cells in the retina. The retina is a part of the posterior 
segment of the eye called fundus; see an example of fundus image in Figure 1. Retinal 
tissue consists of ten retinal layers [32]. The inner limiting membrane (ILM) is a layer 
serving as a boundary between the retina and the vitreous of the eye. On the other side, 
there is the retinal pigment epithelium (RPE) layer protecting the retina from excessive 
light. Above the RPE, there is a photoreceptor layer consisting of rods and cones, which 
detect incoming signal. The light information from individual photoreceptors is processed 
by a variety of cells in different retinal layers and finally read out via ganglion cells 
(neurons). Axons of these neurons form the retinal nerve fiber layer (RNFL) and they exit 
the retina as a bundle in location called the optic nerve head (ONH) or the optic disc (OD). 
The visual information is then delivered via the optic nerve into the brain. Then, the brain 
interprets incoming information as an image. The blood vessels enter the retina through 
the ONH providing essential perfusion and nutrition for the retinal tissue. Roughly, in the 
center of retina temporarily from the ONH, there is the macula, small, very sensitive, and 
highly pigmented area, responsible for detailed central photopic vision. The fovea, also 
called as “yellow spot”, contains the largest concentration of cones and is located in the 
near center of the macular region (Figure 1). 
 
Figure 1. A standard fundus image depicting typical diagnostically important retinal structures. 
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A posterior segment of the eye is the only one internal part of the human body that 
can be used for noninvasive examination of the vascular system. Images of ocular fundus 
(fundus images) can help in diagnosis and treatment of many diseases including various 
retinopathies, ophthalmic pathologies, glaucoma, and even systemic diseases, such as 
diabetes, hypertension or arteriosclerosis [62]. 
There are several imaging modalities based on different physical principles that can 
be used for examination of the retina [24]. The oldest diagnostic equipment is probably 
classic analogous ophthalmoscope enabling clinicians to examine retinal structures 
visually. Nevertheless, this can provide only a realistic look on the retina without any data 
storage. Ability to archive diagnostic images has come with the first fundus camera device 
(in eighties of the 19th century) [165], which has enabled recording of the light reflected 
from the retina using black and white photography. 
With the drive of information technology, development of ophthalmic imaging has 
registered considerable progress. Nowadays, digital imaging using fundus camera is 
widely considered as an integral part of medical examination in ophthalmology. This 
enables not only a visual inspection of retinal surface, but also archiving and computer 
aided diagnostic of the acquired data. Except fundus camera, there are also other imaging 
devices in ophthalmology providing two-dimensional (2D) or even three-dimensional 
(3D) data acquisition. 
Especially, devices enabling 3D acquisition of retinal topography and retinal 
thickness have become of interest. Important representatives of this category are devices 
based on a scanning laser ophthalmoscopy (SLO), which was first introduced in eighties 
of the 20th century [174]. SLO principle was later utilized as a basis for further equipment 
enabling 2D imaging of retinal surface for specific applications, e.g. for the blood flow 
Doppler imaging [105] and angiography of the retinal vasculature [45]. Further, in 1987, 
confocal scanning laser ophthalmoscope (CSLO) was introduced as an extension to SLO 
[175]. This device enables 3D acquisition of retinal structures using confocal optics. 
Probably the best known and the most widely used CSLO system is the Heidelberg 
Retinal Tomograph (HRT), developed by Heidelberg Engineering (Heidelberg, 
Germany). The HRT system is used especially for 3D imaging of the ONH and the 
macula. By this system, the retinal structures can be imaged to a depth of 3.5 mm, but it 
depends on utilized wavelength mainly, optical properties of the eye and even other 
acquisition factors [24]. 
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Another imaging modality, falling into the category of devices enabling 3D 
acquisition of retinal volume, is a scanning laser polarimetry (SLP). It is based on CSLO 
principle, further supplemented by measurement of polarized light reflected from retinal 
surface [24]. There is one commercial device using this principle in ophthalmology – 
GDx (Laser Diagnostic Technologies, Inc., San Diego, California, USA). This device is 
intended especially for analysis of RNFL thickness utilizing an ability of ganglion cells 
to reflect the light with different polarization [177]. 
Today, optical coherence tomography (OCT) is utilized rather than GDx device for 
the RNFL thickness evaluation. This modality was first introduced for ophthalmology in 
1986 [33]. It enables imaging of 3D retinal surface using near-infrared light beam (810–
860 nm) focused on different retinal layers. Analogously to ultrasound imaging, the OCT 
device is able to measure axial signal (A-scans) as well as slices of retinal volume (B-
scans). However, OCT achieves much better spatial resolution (~10 µm or less) than 
a typical ultrasound imaging system (~100 µm) [27]. Current ophthalmic OCT systems 
usually combine two imaging modalities into one single device – SLO and OCT (e.g. 
Spectralis®, Heidelberg Engineering, Heidelberg, Germany). 
The retina can be affected due to various eye and even complex diseases such as 
hypertension or diabetes mellitus [62]. One of the common retinal diseases is diabetic 
retinopathy resulting in pathological changes of the retinal blood vessel system [32]. 
Furthermore, macular degeneration, glaucoma and other retinal diseases affecting the 
macula, nerve fibers, and even vascular structures occur quite frequently [62]. Many of 
these diseases can result in particular sight loss or even permanent blindness. Particularly, 
glaucoma is one of the most common causes of permanent blindness worldwide. 
Glaucoma results in retinal changes, especially in region of the ONH: an enlargement of 
the ONH excavation, the ONH hemorrhages, thinning of the neuroretinal rim, asymmetry 
of the cup between left and right eye, and progressive RNFL atrophy causing decrease of 
the layer's thickness [39]. Deterioration of the RNFL results in patient’s visual field loss 
that is permanent and unfortunately cannot be reversed. The study [142] shows an 
available data of glaucoma occurrence in 2005 and presents a model predicting expansion 
of the glaucoma disease until the year 2020. According to this study, there will be about 
79.6 million people with glaucoma in 2020 worldwide. Whereas, it was 66.8 million 
people in 2005. It is rather obvious that numbers of people with glaucoma are constantly 
rising. Glaucoma symptoms appear many years before the patients are able to observe 
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any changes in the visual field of their eye. It is therefore extremely desirable to set up 
screening programs for early glaucoma detection to be able to start an appropriate 
treatment as soon as possible. Only an immediate treatment can sufficiently alleviate 
effects of the disease and stop progression of the RNFL atrophy. 
Today, glaucoma diagnosis is based on evaluation of the ONH morphology and the 
RNFL thickness in the peripapillary area (around the ONH). Many ophthalmic clinics 
around the world still use classic ophthalmoscope or fundus camera to evaluate the retina 
only visually. Nevertheless, such a qualitative diagnostic is rather time consuming and 
barely reproducible. Especially for screening purposes, it is highly requested to enable 
objective evaluation and make diagnostic procedures cost-effective and easily 
reproducible [176]. Above-mentioned imaging modalities for glaucoma diagnosis have 
usually an ability to evaluate measured data objectively and automatically via 
a commercial software. For example, HRT (HRT II, HRT III) can evaluate topography 
of the ONH and the macula. GDx and OCT can be used for measurement of the RNFL 
thickness. However, these "hi-tech" devices are rather expensive and still not generally 
available for many ophthalmic clinics around the world. Hence, fundus camera is still 
widely considered as a fundamental diagnostic device. In contrast with OCT, HRT, and 
GDx, acquisition procedure by fundus camera is much faster, cheaper and generally more 
bearable for patients. Because of that, there is growing trend to perform screening of 
glaucoma using digital fundus cameras, which are commonly utilized in many ophthalmic 
facilities around the world. Since the technology improves constantly, modern fundus 
cameras can be used for acquisition of high quality images that provide reliable 
information about diagnostically important retinal structures. Thanks to this aspect, many 
research groups as well as clinical departments focus on research in analysis of fundus 
images aimed to support an automatic processing of fundus image data. Nevertheless, 
recent state-of-the-art shows knowledge inconsistency in utilization of fundus cameras 
for automatic diagnosis of retinal diseases, particularly of glaucoma, various 
retinopathies, and vascular problems. 
This dissertation summarizes a recent state in the field of glaucoma diagnosis based 
on utilization of digital fundus cameras and proposes a novel methodology for assessment 
of the RNFL via texture analysis. Along with it, a method for the blood vessel 
segmentation in fundus images is introduced as a valuable contribution to the recent state-
of-the-art in the field of retinal image processing. Segmentation of the blood vessels also 
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serves as a necessary step preceding evaluation of the RNFL via the proposed 
methodology. Besides that, a new publicly available high-resolution retinal image 
database with gold standard data is introduced as a novel opportunity for other researchers 
to evaluate their blood vessel segmentation methods. 
The dissertation is divided into two parts. The first part is focused on the retinal 
blood vessel segmentation. In this part, the state-of-the-art in this field is discussed and 
according to that, a method for accurate blood vessel segmentation together with a new 
retinal database is proposed. The second part is oriented towards texture analysis of the 
retinal nerve fiber layer. According to summarization of the state-of-the-art in glaucoma 
diagnosis, a novel approach for evaluation of the RNFL pattern in fundus images is 
introduced. At the end of the dissertation, overall conclusion is provided along with 
discussion of possibilities for further research. 
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PART I 
2 RETINAL BLOOD VESSEL SEGMENTATION 
2.1 Background 
This part is focused on automatic retinal blood vessel segmentation. This topic has been 
taken into account first in early eighties of the 20th century [160]. Many publications 
concerning this topic have been published since this time. Although many scientific 
works have been already presented, there are still significant issues that need to be solved 
in this field of retinal image processing. 
Segmentation of the retinal blood vessels can be important from many points of 
view. In fact, precisely and accurately segmented blood vessel tree is needed in many 
applications focused on analysis of fundus images. For example, it can help to find 
different pathologies affecting the retinal vascular structures due to the diabetic 
retinopathy (neovascular nets, hemorrhages, microaneurysms) [40], [109]. Moreover, 
automatic retinal vessel segmentation algorithms can be useful in evaluation of other 
diseases, such as arteriolar narrowing and vessel tortuosity due to the retinopathy of 
prematurity [61] and hypertensive retinopathy [51], or even glaucoma [169], [173]. 
Furthermore, vessel diameter, bifurcations and crossovers can be effectively measured on 
the segmented blood vessel tree in order to test for other cardiovascular diseases [22], 
[78], [172]. 
A precise and accurate detection of the vascular tree in fundus images can provide 
several useful features for a diagnosis of various retinal diseases. However, retinal blood 
vessel segmentation can have a considerable impact on other applications of retinal image 
processing as well, particularly when used as a preprocessing step for higher-level image 
analysis. For example, an accurate detection of the blood vessel tree can be useful in 
registering longitudinal time-series fundus images [109], locating the ONH [182] or the 
fovea (the macula) [114], or in the field of biometric identification [34], [57]. 
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This dissertation introduces a novel and precise methodology for accurate retinal 
vessel tree segmentation at a wide range of blood vessel sizes in high-resolution colour 
fundus images. The method is based on matched filtering in combination with minimum 
error thresholding technique. Earlier version of this segmentation technique has been 
developed in frame of the author's master thesis [117]. The initial work has been later 
extended during the doctoral studies and published as several conference papers [17], 
[74], [119], [120], [121], [122], and as a part of a journal paper [75]. The latest state of 
the retinal blood vessel segmentation approach is presented in this dissertation and it is 
completely published as a journal paper [123] as well. In comparison with the previous 
states, the latest publication presents the method that uses five different matched filters 
designed according to the typical blood vessel intensity profiles for different vessel widths 
and uses more precise thresholding algorithm. Evaluation of the method’s performance 
is newly carried out via a new fundus image database and comparison with other 
approaches is presented. 
Nowadays, all authors compare their vessel segmentation results to each other using 
well-known retinal image databases such as DRIVE (Digital Retinal Images for Vessel 
Extraction) [156] or STARE (STructured Analysis of the REtina) [63]. Unfortunately, 
these databases contain only outdated low-resolution retinal images, which are 
inappropriate for the evaluation of methods for detecting fine blood vessel structures. 
Thus, as the main contribution to the field of retinal vessel segmentation, a new publicly 
available high-resolution fundus image database is introduced in a frame of this 
dissertation. The database contains images of healthy and pathological retinas with 
corresponding manually labeled images, which can be used as gold standards for 
quantitative evaluation of retinal vessel segmentation algorithms. 
The presented method was evaluated using a new high-resolution retinal image 
database and also the widely used DRIVE and STARE databases as representative 
examples of the state-of-the-art. A quantitative analysis shows that the results are at least 
comparable with other recently published methods and even outperform most of them. 
Moreover, the presented method demonstrated the feasibility of reliable detection of the 
retinal vascular tree even in cases of glaucoma and diabetic retinopathy, which affects the 
retina causing neovascularities and hemorrhages. This latter capability was revealed 
during the evaluation on the new high-resolution database. 
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This part is organized as follows. Section 2.2 gives an overview of the state-of-the-
art in the field of retinal vessel segmentation algorithms. Section 2.3 describes common 
fundus image databases for evaluation of retinal vessel segmentation and introduces a 
new database of high-resolution fundus images. Section 2.4 presents, in detail, the 
concepts of the proposed blood vessel segmentation algorithm. Experimental results and 
discussion are provided in Section 2.5, while the conclusions are given in Section 2.6. 
2.2 State-of-the-art 
There is a considerable body of work on automatic retinal vessel segmentation. A survey 
can be found e.g. in [44]. Depending on the underlying approach, most of the proposed 
methods can be grouped into one of the following categories: tracking-based, machine-
learning-based, model-based, or filter-based. 
Tracking-based methods usually map out a vessel centerline and globally trace the 
vascular tree from seed points according to a relevant criterion. For example, Vlachos and 
Dermatas [170] proposed a blood vessel segmentation technique based on multi-scale 
line-tracking. Their tracking procedure starts from a small group of pixels derived from 
a brightness-selection rule. It proceeds by following a condition defined by cross-
sectional vessel profiles. The method worked very well on healthy subjects, giving 
comparable results with state-of-the-art methods. However, this approach partially failed 
for pathological eyes. Other representative methods of tracking-based vessel 
segmentation algorithms can be found in [163] and [49], where a multi-directional graph 
search approach and Hough transform were utilized, respectively.  
Machine-learning methods usually involve the supervised classification of image 
pixels as either belonging to retinal vessels or not. Such classifiers are trained on a dataset 
of image pixels, which have already been hand-labeled as retinal vessels or non-vessels. 
Staal et al. [156] proposed a ridge-based blood vessel segmentation method in 
combination with a supervised classification technique. The method extracts image ridges 
according to the vessel centerlines, assuming that the vessels are elongated structures. 
Image ridges, thus, form a set of primitives, which are further classified by a supervised 
classifier. The proposed classifier was trained and evaluated on 40 images of the DRIVE 
database. Overall, the method reliably segmented the blood vessels. However, it also 
generated a number of falsely detected objects, probably due to the limited set of training 
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data. The author noted that more training data might lead to an improvement in accuracy. 
Another classification-based algorithm, which was also trained on the DRIVE database, 
was proposed by Ricci and Perfetti [143]. They proposed the use of a support vector 
machine (SVM) for classifying the vessel and non-vessel pixels. Marín et al. [100] 
developed a supervised classification-based technique, which used a 7-dimensional 
feature vector composed of gray-level and invariant moment-based features. They then 
classified vessel pixels using an artificial neural network. Their method outperformed 
most of the other approaches, especially in the case of pathological retinas. Another recent 
approach that employed the AdaBoost classifier was proposed by Lupascu et al. [96]. 
A 41-dimensional feature vector was used for encoding information on the local intensity 
structure, as well as the spatial properties and geometry of blood vessels at multiple scales 
of the image. In general, although recent supervised-learning based methods provide 
overall good results, they typically utilize (for training) low-resolution images, resulting 
in low sensitivity to thin retinal vessel detection. 
A variety of methods falls into the category of model-based retinal vessel 
segmentation. Consider, for example, Jiang et al. [76] who proposed an adaptive local 
thresholding method, which utilized a verification-based multi-threshold probing scheme. 
They segmented vessel structures using hypothetic threshold values, which were then 
evaluated by a general verification procedure designed according to the specific 
properties of the object of interest; in this case, retinal vessels. A method proposed by Al-
Diri et al. [5] used a “Ribbon of Twins” active contour model for segmenting and 
measuring blood vessel structures in fundus images. This model employed two pairs of 
contours to capture particular blood vessel edges. The contours, themselves, were 
initialized via a generalized morphological filter, which identified the vessel centerlines. 
Recently, Delibasis et al. [29] published a new method for the segmentation of vascular 
trees and the calculation of blood vessel diameter and orientation. The algorithm lies on 
the borderline between model-based and tracking-based techniques. A generic parametric 
model of retinal vessels was utilized. Then an automatic blood vessel tracking algorithm 
was applied for tracing the vessels and determining the vessel diameter. The method was 
adjusted using a training subset of the DRIVE database for maximizing vessel 
segmentation accuracy and was evaluated using a test subset of DRIVE. The method was 
compared with six other methods and outperformed three of them in terms of 
segmentation accuracy. Lam et al. [88] published a retinal vessel segmentation algorithm 
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designed especially for segmentation of images of pathological retinas based on the 
divergence of vector fields. In this method, blood vessel-like objects were extracted using 
the Laplacian operator and noisy objects were pruned according to the centerlines, which 
were detected using the normalized gradient vector field. An additional method proposed 
by Lam et al. [87] was specifically developed for the segmentation of retinal images 
containing bright and dark lesions. It utilized a regularization-based multiconcavity 
model of retinal vessel segments excluding lesions with a characteristic cross-sectional 
profile. Zhu et al. [186] presented a universal model-based scheme for modeling of the 
blood vessel intensity profiles with varying boundary sharpness. The algorithm was based 
on measurements of symmetry and asymmetry in the Fourier domain via a phase 
congruency approach.  
In filter-based methods, retinal vessel segmentation is typically performed using 
mathematical morphology operations [43]. In this way, prior-knowledge of the vessel 
shapes is utilized to create a morphological structuring element, which is used for filtering 
objects from background. Zana and Klein [183] published an algorithm that combines 
morphological filters and specific blood vessel shape information to segment the blood 
vessels. They used mathematical morphology to highlight vessels with respect to their 
morphological properties, such as linearity, connectivity, width and a specific Gaussian-
like profile. Mendonça and Campilho [104] integrated four directional differential filters 
for vessel centerline extraction and employed morphological operators for filling blood 
vessel segments. Fraz et al. [42] proposed a combined approach using morphological 
operators for the blood vessel skeleton detection and multidirectional morphological bit 
plane slicing for extraction of the whole vasculature. Palomera-Pérez et al. [132] 
developed a fast parallel implementation of a retinal vessel segmentation algorithm based 
on multiscale feature extraction and region growing. The method proposed by Soares et 
al. [152] utilized wavelet filters. Their algorithm applied Gabor wavelets for blood vessel 
detection at several scales. A Bayesian classifier was then used for differentiating vessel 
and non-vessel pixels. Furthermore, the well-known concept of matched filtering (MF) is 
also commonly utilized in filter-based methods. The use of MF in retinal vessel 
segmentation algorithms was first introduced by Chaudhuri et al. [69]. Since then, a 
number of MF approaches have been proposed for retinal vessel segmentation. Prior 
knowledge, that is assuming a Gaussian-shape blood vessel profile, is often employed. In 
this case, several two-dimensional Gaussian-shape masks in different orientations are 
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usually convolved with the green channel of colour fundus images. The filter responses 
are then thresholded and fused to generate a binary map of the vascular tree. This concept 
has been recently published in [6], [7], [23], [63], [184], and [185]. Hoover et al. [63] 
improved the traditional MF approach by using region-based properties when deciding 
whether the matched region is a vessel or not. Al-Rawi and Karajeh [6] improved the 
basic MF technique by combining it with genetic algorithms. Another approach proposed 
by Cinsdikici et al. [23] was inspired by real ant colonies. They presented a novel hybrid 
model consisting of MF and an ant colony classification algorithm. The method is 
designed to overcome the deficiencies of using MF alone, especially its insufficiency to 
recover all retinal vessels (particularly capillaries) in the image. Nevertheless, the 
algorithm is tested using the DRIVE database, which contains low-resolution images, 
where capillaries are barely visible. A modified scheme of MF has been recently 
presented by L. Zhang et al. [185]. They applied a local blood vessel cross-sectional 
analysis using double-sided thresholding to analyze the local structures of filtered outputs. 
They, thus, reduce the false detection rate of the blood vessels due to non-linear edges. 
An additional method proposed by B. Zhang et al. [184] presents a standard MF scheme 
supplemented by the first-order derivative of Gaussian (FDOG). The vessels are detected 
by thresholding the image response to the MF, while the threshold is adjusted according 
to the response to the FDOG. The method is presented as a reliable approach, which 
reduces the false positive detections produced by the original MF method. It is claimed, 
that the method also offers detection of very fine vessel structures; however, the 
evaluation is performed only on low-resolution images. 
Although there are many methods utilizing diverse approaches for segmenting the 
blood vessel tree on fundus images, they are developed and also ultimately tested using 
publicly available, but low-resolution image databases (e.g. DRIVE or STARE). The true 
capacity of these methods to segment very fine vascular structures, including capillaries 
and neovascularised blood vessels, remains an unknown and is often limited. Applying 
them on image data of higher resolution may be only a question of parameter adjustment 
for some methods.  However, not all methods can be easily adapted to higher resolution 
data. A number of them will probably fail on current high-resolution fundus images. 
Fundus images usually exhibit specular reflectance on thick blood vessels. In this 
case, filter-based methods may fail because of the wrong interpretation of specular 
reflection as a blood vessel edge. Some authors try to solve this problem by 
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downsampling the original image, for example as in [16], [186]. However, this might lead 
to loss of information in retinal vessel structures or in indicators for retinal pathologies. 
With respect to the current state-of-the-art, this dissertation aims to contribute with 
a methodology for precise detection of the retinal vessel structures in a wide range of 
vessel widths in currently available high-resolution fundus images. The method allows 
detection of fine blood vessel structures with diameter ~ 5 pixels. The proposed technique 
also solves a common problem of the filter-based methods with the specular reflectance 
on the large (thick) retinal vessels, and is able to segment the largest retinal vessels as 
a solid structure without artifacts due to the incorrect matching of the edges. 
Next, a new high-resolution fundus image database of healthy and pathological eyes 
is introduced in the frame of this dissertation as a further contribution to the current state-
of-the-art in retinal vessel segmentation. Gold standard images of manually segmented 
blood vessels are also provided as part of the database. Thus, the database is intended for 
utilization not only in the development and performance evaluation of the proposed 
method, but also as a benchmark dataset for other authors giving them a possibility to 
evaluate and compare their vessel segmentation algorithms. 
2.3 Fundus image databases for testing of the blood vessel 
segmentation algorithms 
Three databases of retinal images are utilized for evaluation of the blood vessel 
segmentation in this dissertation. Primarily, the new HRF (High-Resolution Fundus) 
image database has been created as a new possibility for evaluation of the method’s 
performance. However, the most commonly used and probably the most known DRIVE 
(Digital Retinal Images for Vessel Extraction) [156] and STARE (STructured Analysis 
of the REtina) [63] databases are utilized also for evaluation of the proposed method and 
particularly for the comparison with other recent approaches in the literature.  
2.3.1 DRIVE 
The DRIVE database [156] has been established to enable comparative studies on 
segmentation of the blood vessels in retinal images. The image data for DRIVE database 
were obtained from a diabetic retinopathy screening program in The Netherlands. The 
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database contains 40 images divided into train and test set; both containing 20 images. 33 
images of the whole database do not show any pathological changes and 7 images show 
signs of mild early diabetic retinopathy. The images were acquired using CANON CR5 
non-mydriatic 3CCD camera with 45-degree field of view (FOV). Each image has size 
of 768 × 584 pixels and is stored in 24-bits colour space without any image compression. 
The database contains single manual segmentation of the blood vessels for each 
image in a train set and two manual segmentations for each image in a test group. Binary 
mask determining FOV is provided for each image. Example of the image from the 
DRIVE database with corresponding gold standard segmentations is shown in Figure 2. 
     
                            a)                b)                   c) 
Figure 2. A fundus image "01_test.bmp" from a train set in the DRIVE database: a) an original RGB 
image, b) corresponding manual segmentation of the 1st and c) 2nd human observer. 
2.3.2 STARE 
The STARE database has [63] been created at the University of California, San Diego, 
USA to enable comparative studies of different methods aimed to support diagnosis of 
different retinal pathologies. The database contains 20 selected fundus images with 
corresponding hand-labeled blood vessel segmentations. The analog data were captured 
by a TopCon TRV-50 fundus camera with 35-degree FOV. The data were digitized to 
produce images with 605 × 700 pixels and stored in 24-bits colour space without any 
image compression. 10 images are of subjects with no retinal pathology. 10 images 
contain pathology that obscures or confuses the blood vessel appearance in varying 
portions of the image. 
Each of these 20 images was hand-labeled to produce a ground truth vessels 
segmentation. The images were labeled by two different observers so two manual 
segmentations are available (Figure 3).  
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  a)                  b)               c) 
Figure 3. A fundus image "im0001.ppm" from the STARE database: a) an original RGB image, 
b) corresponding manual segmentation of the 1st and c) 2nd human observer. 
2.3.3 HRF 
As a part of this dissertation, the HRF database has been newly established during 
the cooperation with Pattern Recognition Lab at the University of Erlangen-Nuremberg, 
Germany1 and Tomas Kubena's Ophthalmology Clinic, Zlin, Czech Republic, where 
images were acquired. The goal of this dataset is to support comparative studies on 
automatic segmentation algorithms on retinal images, especially high-resolution ones. 
The database is online and can be downloaded from public websites2. The database 
contains three sets of fundus images: of healthy, glaucomatous, and diabetic retinopathy 
subjects. The first set consists of 15 images of healthy subjects without any retinal 
pathology. The second set includes 15 retinal images of patients with diabetic retinopathy 
(DR) containing pathological changes, such as neovascular nets, hemorrhages, bright 
lesions, spots after laser treatment, etc. The last group consists of 15 images of patients 
with glaucoma in advanced stage with symptoms of focal and diffuse RNFL loss. The 
second and third groups, thus, allow evaluation of the segmentation methods in the case 
of pathological retinas. 
All fundus images were acquired with a mydriatic fundus camera CANON CF-60 
UVi equipped with CANON EOS-20D digital camera with a 60-degree FOV. The image 
size is 3504 × 2336 pixels. Standard mydriatic drops were used to dilate the subjects' 
pupils. All images are 24-bits per pixel (true color) and are stored in JPEG format with 
low compression rates, as is common in ophthalmological practice. For each image, 
                                                          
1 The cooperation with foreign partner was supported by bilateral Czech-German grants no. D10-CZ16/09-10 and no. 
7AMB12DE002 in the years 2009–2010 and 2012–2013, respectively. 
2   http://projects.ubmi.feec.vutbr.cz/ophthalmo/ 
    http://www5.informatik.uni-erlangen.de/research/data/fundus-images 
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a binary mask determining the FOV is provided, since the analysis is usually performed 
only in the inner area of the image, surrounded by dark background (Figure 4). 
The images were segmented manually and independently by the author and partially 
also by other experts working in the field of retinal image processing. They were trained 
by experienced ophthalmologists from collaborating clinics and they were asked to label 
all pixels belonging only to retinal vessels. ADOBE Photoshop CS4 image editor was 
used for manual labeling of the images (Figure 4). 
 
 a) 
 
 b) 
 
 c) 
Figure 4. Examples of fundus images from the HRF database: a) image "06_h.jpg" from the healthy 
group, b) image "04_dr.jpg" from the DR group, and c) image "14_g.jpg" from the group of 
glaucomatous images with corresponding hand-labeled gold standard segmentations. 
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2.4 Methodology 
An overview of the proposed methodology to blood vessel segmentation is as follows 
(see flowchart in Figure 5). The preprocessing step consists of illumination correction and 
contrast equalization of the fundus images in preparation for further analysis. Only the 
green channel of an RGB image is utilized, since this channel has the highest contrast 
between the blood vessels and other retinal structures (Figure 6). The segmentation of 
blood vessels in the preprocessed image utilizes a MF approach. Five two-dimensional 
filters were designed according to typical blood vessel cross-sectional intensity profiles; 
whereas five different blood vessel widths were considered – from the thinnest to the 
thickest retinal vessels. The preprocessed image is convolved with each of the 5 kernels, 
each of which is rotated into 12 different orientations. The resulting parametric images 
are then fused so that the locally maximum response is selected for each pixel. The fused 
parametric image is then thresholded in order to obtain a binary map of the blood vessel 
tree. This is further cleaned to remove small or short artifacts due to noise or other image 
structures that do not belong to the vascular tree. 
Illumination 
correction and 
contrast 
equalization
I(i,j)
I(i,j) * h1,0(x,y)
I(i,j) * hk,(x,y)
max{MFRk,(i,j)} Thresholding
Artefacts 
cleaning
.
.
.
G(i,j) OF(i,j)
MFRk,(i,j)
MFR1,0(i,j)
O(i,j) OT(i,j)
 
Figure 5. Flowchart of the proposed blood vessel segmentation approach; where G(i,j) – green channel of 
the input RGB image, I(i,j) – preprocessed image, hk,(x,y) – convolution masks (k=0,1,…,4 and 
=0°,15°,…,165°), MFRk,(i,j) – matched filter responses, O(i,j) – resulting (fused) parametric image, 
OT(i,j) – thresholded parametric image, OF(i,j) – finally cleaned image. 
     
Figure 6. Particular colour channels of the image „06_h.jpg“ from the HRF database. 
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2.4.1 Illumination correction and contrast equalization 
A B-spline based illumination correction method is used as a preprocessing step to 
improve the accuracy of the proposed segmentation method. A non-uniform illumination 
correction is applied together with contrast enhancement. Let’s denote a green channel of 
the original RGB fundus image (Figure 7a) as a greyscale image G(i,j) of size M×N, where 
i=1,…,M and j=1,…,N are spatial coordinate indices. A multiplicative illumination model 
is utilized and the corrected image I(i,j) (Figure 7b) is then given as [113]: 
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where B(i,j) is the background illumination model and bmax is the maximum intensity 
value in the image. The term (–bmax+128) ensures that the mean value of the reconstructed 
image will be approximately 128 (for images with 256 gray levels). The background 
illumination model is obtained by approximating the low-pass filtered image (derived 
from G(i,j)) by a two-dimensional B-spline function as in [31] (Figure 7c). The kernel for 
the low-pass filtering is a simple averaging filter with 51 × 51 pixels for a given image 
size. The size of the kernel was chosen heuristically to suppress sufficiently high-
frequency components in the image (e.g. blood vessels, exudates, hemorrhages, etc.). 
     
   a)     b)     c) 
Figure 7. Preprocessing of the input image: a) green channel of the original image “05_dr.jpg” from the 
HRF database, b) corresponding corrected image, and c) two-dimensional B-spline function. 
2.4.2 Two-dimensional matched filtering 
The two-dimensional matched filtering locally exploits the correlation between local 
image areas and 2D masks developed according to the appearance of typical blood vessel 
segments of different widths (diameters) and orientations. These masks were created by 
measuring numerous perpendicular cross-sectional intensity profiles of retinal vessels in 
the images from the HRF database. The cross-sectional profiles were heuristically 
- 33 - 
 
classified into five classes (indexed as k=0,1,…,4) of differing blood vessel thicknesses 
to achieve a reliable and precise detection of all possible blood vessel segments with an 
acceptable width resolution. Thus, 250 profiles were manually selected per blood vessel 
width class from all images in the database, whereas maximally 6 profiles were selected 
from each image. For each width class, all its cross-sectional profiles were centered and 
then averaged in order to obtain a smoothed intensity profile for that class. The resulting 
averaged profiles cover a range of blood vessel diameters from 5 to 22 pixels, measured 
at a full-width at half-maximum of the cross-sectional profiles (Figure 8). The shape of 
the particular intensity profiles smeared by plain parallel back projection along the vessel 
axis thus represents pieces of retinal blood vessel structures from the thinnest blood 
vessels (Figure 8a) through thicker structures (Figure 8b, Figure 8c) to the thickest ones, 
which appear with central light reflection (Figure 8d, Figure 8e). The corresponding mask 
sizes are 14×14, 22×22, 24×24, 26×26, and 32×32 pixels. Hence, the particular width 
classes cover all types of blood vessels in a common fundus image.  
 
Figure 8. Depiction of averaged blood vessel cross-sectional profiles (at the top) expanded into the 
corresponding 2D kernels (at the bottom) classified into five classes of different widths: from the narrowest 
a) to the widest e) blood vessel profile; indices m, n stay for spatial coordinates of particular matrices. 
Particular kernels were then rotated into the angular direction =0°,15°,…,165° in order 
to cover sufficiently all possible orientations of the blood vessel segments. A square shape 
of the obtained masks is assumed. Pixel values at individual positions, which do not fit 
the image lattice during mask rotation, are bilinearly interpolated. Thus, a number of 
12 differently oriented kernels hk,(x,y) for each of the width classes is obtained. The 
square shape of the 2D kernels was utilized as a compromise between signal-to-noise 
ratio (low for masks with short length) and maximal possible length of the blood vessel 
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segment fulfilling a condition of piecewise parallel edges. Furthermore, each kernel is 
convolved with the preprocessed image I(i,j): 
),(),(),(
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kk 
* .          (2.2) 
Thus, we obtain a number of 60 (5 × 12) parametric images (MFRk,(i,j) – matched filter 
responses) related to the corresponding width class k and the orientation of blood vessel 
segment . The magnitudes of the parametric images thus correspond to the degree of 
correlation between particular masks and local areas in the image. The maximum filter 
response indicates the mask best matching the width and orientation of blood vessel 
segment contained in the respective image area. Non-existence of the blood vessel in the 
area is indicated by a relatively low value of the filter response. A joint parametric image 
O(i,j) is then obtained by selection of maximum response from the set of parametric 
images for particular pixels: 
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The resulting parametric image is shown in Figure 9a (for a fundus image in Figure 4a). 
2.4.3 Thresholding and postprocessing 
The resulting parametric image is thresholded in order to obtain binary representation of 
the vascular tree. The blood vessels are considered as a foreground (objects) and 
remaining parts as a background of the image; whereas only pixels inside the FOV are 
involved. The approach utilized for thresholding belongs to the class of minimum error 
thresholding methods [80], [147]. These methods assume that the image can be formally 
characterized by mixture densities of foreground and background pixels [147]: 
)()](1[)()()( qpTPqpTPqp
bf
 .           (2.4) 
In this equation, p(q), q=0,...,Q, where Q is the maximum luminance value in the image, 
is referred to as a probability mass function (PMF). The terms pf(q), 0 ≤ q ≤ T, and pb(q), 
T+1 ≤ q ≤ Q, where T is the threshold value, are thus the PMFs of the foreground and 
background pixels, respectively. P(T) is the cumulative probability function defined as 



T
q
qpTP
0
)()( . The PMF p(q) can be simply estimated from one-dimensional image 
histogram by normalizing it to the total number of samples [147]. 
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The Kittler minimum error thresholding method [80], which is presented in this 
dissertation, assumes that the pixel values of object (i=f) and background (i=b) are 
normally distributed with parameters mean µi and variance σ2i, derived according to the 
equations [80]: 
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An optimal threshold can then be derived by an iterative computation of the 
following equation [147]: 
  )(log)(1)(log)(minarg TTPTTPT
bfopt
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       )(1log)(1)(log)( TPTPTPTP  ,        (2.9) 
where σf and σb are foreground and background standard deviations, respectively. Then, 
the thresholded image OT(i,j) is obtained by thresholding the values of O(i,j) using Topt. 
Other thresholding methods were tested as well. Particularly, the method based on 
evaluation of local entropy from co-occurrence matrix [68] and the method utilizing 
standard Otsu approach [131] were tested. These methods were implemented earlier and 
some results were already published in [117], [119], and [120]. Then, the results of 
particular thresholding algorithms were evaluated and compared to each other using the 
images from the HRF database. Furthermore, it was found experimentally that the Kittler 
minimum error thresholding technique is the most reliable for the proposed segmentation 
task and hence included in this dissertation. 
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Finally, morphological cleaning of the binary image OT(i,j) is applied, by deleting 
the unconnected objects with pixel area less than selected value (generally determined in 
heuristic manner to 200 pixels), to remove subtle artifacts that are not connected to the 
blood vessel tree. An example of the binary representation of blood vessels is shown in 
Figure 9b and the corresponding morphologically cleaned image is in Figure 9c. 
 
Figure 9. Depiction of the blood vessel segmentation results: a) resulting parametric image O(i,j) composed 
from the particular parametric images selecting the maximum response for each pixel, b) thresholded image 
OT(i,j) obtained by the proposed thresholding algorithm, and c) morphologically cleaned binary image OF(i,j) 
(the images correspond to the fundus image in Figure 4a). 
2.5 Results and discussion 
2.5.1 Evaluation methodology 
The presented blood vessel segmentation method was primarily evaluated using the new 
HRF database containing hand-labeled images. Secondly, evaluation using DRIVE and 
STARE databases was carried out as well. Inspired by other authors, the method 
performance was evaluated in terms of sensitivity (SE), specificity (SP), accuracy (ACC) 
and using receiver operating characteristic (ROC) curve [38]. 
,    (2.10) 
,     (2.11) 
,                  (2.12) 
where  
TP (true positives) – a number of pixels correctly detected as the blood vessel pixels, 
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FN (false negatives) – a number of pixels incorrectly detected as background pixels,  
TN (true negatives) – a number of pixels correctly detected as background pixels,  
FP (false positives) – a number of pixels incorrectly detected as the blood vessel pixels,  
P – a total number of the blood vessel pixels in a gold standard manual segmentation,  
N – a total number of background pixels in a gold standard segmentation. 
The sensitivity and specificity measure ability of the method to detect correctly the blood 
vessel and the background pixels, respectively. Accuracy ACC can be characterized as an 
overall measure providing the ratio of total well-detected pixels according to gold 
standard hand-labeled segmentation. ROC curve is a plot of true positive fractions TPF 
versus false positive fractions FPF = 1–SP, as the grey level threshold of the thresholding 
algorithm is varied [38]. From each ROC, an area under the curve (AUC) is computed. 
The closer the ROC curve is to the top left corner, the better is the performance of the 
method to match the blood vessels correctly by designed filters. Thus, the ideal value of 
AUC is equal to one. 
2.5.2 Evaluation of the method using HRF database 
The proposed method was primarily designed for high-resolution images and therefore, 
in the first instance, it was evaluated using the new HRF database. All sets of images, i.e. 
images of healthy eyes, images with signs of diabetic retinopathy (DR) and glaucoma 
were used. Table 1 – Table 3 show results of the parameters SE, SP, ACC, and AUC 
evaluated on particular datasets. Only pixels inside the FOV were considered in 
evaluation of each image. Minimum and maximum values are boldfaced for each 
parameter in these tables. Mean values and standard deviations are computed for each 
parameter as well. Considering mean values at the bottom of the tables, it can be seen that 
the results for all datasets are comparable. Taking into account a quantitative comparison 
of average values in the sense of accuracy, the ACC values indicate more than 94 % of 
correctly classified pixels in the FOV for all datasets. A lower value of sensitivities in 
comparison to the other parameters is probably caused by lower ability of the method to 
detect the finest blood vessel structures (i.e. thin capillaries) with cross-sectional diameter 
approx. 2–3 pixels occurring to some extent at the level of noisy background in the image. 
The very thin blood vessel structures are usually hard to recognize visually, even by an 
experienced human observer (see Figure 14). Since ACC can be regarded as an overall 
measure of the method performance, Figure 10 shows six examples of the images of 
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healthy, DR and glaucomatous retinas (two for each set) representing minimum and 
maximum values of the ACC parameter in each set. It can be seen, that the segmentation 
results of DR images contain more artifacts. This is probably due to incorrect matching 
to pathological structures of these images (see e.g. image 06_dr.jpg in Figure 10b 
temporarily from the OD), which decreases specificity of the method. Nevertheless, this 
limitation of the method can be eliminated using separate lesion detection approaches (for 
example as in [115], [8]) to exclude these pathological areas from the blood vessel 
segmentation.  
Varying the threshold at which the resulting parametric image is thresholded, we 
can obtain the ROC curve and the corresponding parameter AUC by integrating the area 
under the curve. AUC was computed for each image separately in each dataset; their mean 
values ± standard deviations are shown in Table 1 – Table 3. Resulting ROC curves for 
particular images and for each dataset are plotted in Figure 11a–c. Considering the 
minimum and maximum values of AUC, it indicates that the method performance is well 
comparable with the state-of-the-art methods in the literature (see Section 2.5.4). 
Moreover, small values of the standard deviation of AUC indicate rather good robustness 
of the proposed method; this can be revealed also subjectively by low variance of the 
areas under the plotted curves in Figure 11. 
Next to a quantitative evaluation of the method performance, it was also examined 
qualitatively, if the application of five different kernels is reasonable with regard to 
a sufficient width resolution. Figure 12 shows resulting blood vessel tree segmentation 
from Figure 9c. The blood vessel pixels are labeled according to the maximal filter 
response belonging to the five blood vessel width classes. It can be seen that the MF 
designed for the thinnest blood vessels (indicated by the red colour) has correctly 
maximum response mostly in the center of the image (macular region). Thus, it agrees 
with prior anatomical assumptions. It can be also clearly observed that the maximal 
responses follow up the vessel diameter in direction from the macular region to the wider 
blood vessel structures. Inspection of the thickness map in Figure 12 in detail (bottom 
part of the figure) reveals an important behavior: the wide blood vessels with a specular 
reflection are indicated by the corresponding blue colour mostly on the vessel's central 
axis, which is often surrounded by the red lines indicating narrow structures. It is quite 
natural as the maximum response of the “wide” filter appears only for a good match near 
to the blood vessel central axis, while the marginal stripes may appear as narrow blood 
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vessels; compare the narrow profile in Figure 8a with any of the symmetrical halves of 
the thick profile in Figure 8d or Figure 8e. It is an advantage of the proposed method 
when utilizing different matched filters with different shapes, thus enabling segmentation 
of the blood vessels with and without specular reflection in the vessel centerline. 
Table 1. Performance evaluation on the healthy group (HRF); minimum and maximum values of each 
parameter are boldfaced. 
Image 
no. 
SE SP ACC AUC 
1 0.7642 0.9736 0.9484 0.9641 
2 0.8341 0.9729 0.9567 0.9793 
3 0.6976 0.9777 0.9427 0.9541 
4 0.7791 0.9776 0.9555 0.9734 
5 0.8037 0.9780 0.9594 0.9775 
6 0.8177 0.9715 0.9531 0.9782 
7 0.8067 0.9809 0.9626 0.9785 
8 0.7560 0.9829 0.9560 0.9739 
9 0.7339 0.9805 0.9578 0.9721 
10 0.7393 0.9789 0.9545 0.9687 
11 0.8290 0.9748 0.9584 0.9833 
12 0.7877 0.9804 0.9551 0.9778 
13 0.7949 0.9608 0.9424 0.9701 
14 0.8190 0.9602 0.9456 0.9768 
15 0.8292 0.9739 0.9605 0.9844 
mean 0.7861 0.9750 0.9539 0.9742 
std 0.0392 0.0065 0.0061 0.0075 
Table 2. Performance evaluation on the DR group (HRF); minimum and maximum values of each 
parameter are boldfaced. 
Image 
no. 
SE SP ACC AUC 
1 0.7595 0.9663 0.9539 0.9587 
2 0.7529 0.9692 0.9528 0.9677 
3 0.7124 0.9700 0.9516 0.9566 
4 0.6406 0.9702 0.9482 0.9473 
5 0.8276 0.9626 0.9526 0.9738 
6 0.6415 0.9521 0.9243 0.9224 
7 0.8108 0.9563 0.9429 0.9693 
8 0.7638 0.9582 0.9409 0.9576 
9 0.6728 0.9674 0.9438 0.9487 
10 0.8006 0.9561 0.9400 0.9655 
11 0.8075 0.9574 0.9424 0.9690 
12 0.7446 0.9665 0.9487 0.9646 
13 0.7597 0.9707 0.9536 0.9701 
14 0.7266 0.9630 0.9417 0.9561 
15 0.7730 0.9430 0.9298 0.9558 
mean 0.7463 0.9619 0.9445 0.9589 
std 0.0566 0.0077 0.0084 0.0124 
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Table 3. Performance evaluation on the glaucomatous group (HRF); minimum and maximum values of 
each parameter are boldfaced. 
Image 
no. 
SE SP ACC AUC 
1 0.8189 0.9567 0.9458 0.9681 
2 0.7901 0.9627 0.9475 0.9692 
3 0.7349 0.9771 0.9605 0.9748 
4 0.8053 0.9673 0.9550 0.9725 
5 0.7990 0.9720 0.9587 0.9769 
6 0.8073 0.9670 0.9541 0.9749 
7 0.8027 0.9637 0.9513 0.9711 
8 0.8292 0.9518 0.9419 0.9725 
9 0.7637 0.9705 0.9543 0.9736 
10 0.8061 0.9652 0.9528 0.9732 
11 0.8243 0.9555 0.9437 0.9721 
12 0.8172 0.9533 0.9400 0.9698 
13 0.7684 0.9639 0.9482 0.9670 
14 0.7195 0.9621 0.9418 0.9550 
15 0.7633 0.9677 0.9500 0.9655 
mean 0.7900 0.9638 0.9497 0.9704 
std 0.0318 0.0069 0.0061 0.0051 
 
a) 
             
                            b)                  c) 
Figure 10. Resulting blood vessel segmentations (top pair of each subfigure) for a) healthy, b) DR, and c) 
glaucomatous group with corresponding gold standard hand-labeled segmentations (bottom pair of each 
subfigure). The left- and right-hand side of each subfigure represents images that achieved maximum and 
minimum value of ACC within the particular group, respectively. 
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Figure 11. ROC curves plotted for each image separately concerning images of a) healthy, b) DR, c) 
glaucomatous retinas from the HRF database, d) images from the DRIVE database, and e) images from 
the STARE database; ROC charts are zoomed to the top–left corner for better visual differentiation 
between particular curves. 
                
    
Figure 12. Colour labeling of the blood vessel pixels according to detected width class in the colour 
spectral scale: starting from the red for the narrowest class continuing to blue for the widest class; top 
part: an overall colour labeling of blood vessel tree segmentation result, bottom part: details of colour 
labeling of the blood vessel pixels according to vessel diameter. 
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2.5.3 Evaluation of the method using DRIVE and STARE databases 
DRIVE and STARE databases were included into evaluation in order to compare the 
proposed method with state-of-the-art methods, since they have not been evaluated using 
the new HRF database yet. All these methods considered in the performance evaluation 
have been mentioned earlier in Section 2.2. Due to the low-resolution images in DRIVE 
and STARE databases, it is unsuitable to test all designed filtration masks for five width 
classes. Hence, it was determined experimentally, that applying only two of them is 
adequate to get acceptable results. The kernels were obtained heuristically from the 
profiles for "width 1" and "width 2" (Figure 8a, Figure 8b) by downsampling 
corresponding masks with factor 2. Evaluation on DRIVE and STARE was performed 
using the test sets of these databases, each containing 20 images with gold standard 
segmentations provided by the first human observer. 
Table 4 shows sensitivity, specificity and accuracy for each image in DRIVE and 
STARE databases. Minimum and maximum values for each parameter are boldfaced in 
this table. Figure 13 then shows comparison of segmentation results with the minimum 
and maximum value of ACC together with corresponding gold standard segmentations 
for the DRIVE database. 
The test set of the DRIVE database contains two manual segmentations provided 
by two human observers for each of the twenty images. One of these manual 
segmentations is usually used as a gold standard and the other one for comparison of 
automated segmentation methods with the human observer “approach”. The proposed 
method achieved good performance in comparison with the human observer (Table 4 – 
Table 5). The ACC parameter of the proposed method is slightly lower than ACC of the 
human observer segmentation. Nevertheless, the difference between them is only 0.0133, 
which seems to be neglecting. Then, the difference between average values of sensitivities 
of the proposed method and the human observer approach (0.0747) is apparently higher 
than in case of accuracies. This is probably due to that challenging task to detect small 
blood vessels, since they are hard to distinguish from the background noise. Further visual 
inspection revealed, that these structures are also barely recognizable by experienced 
human observer in the DRIVE database, see Figure 14. Then, comparison of the method's 
sensitivity to detect the thinnest blood vessel structures can be pretty confusing, even 
when the second human observer differs from the first one (Table 5). 
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As for the HRF database, the ROC curves are plotted also for the particular images 
of DRIVE (Figure 11d) and STARE databases (Figure 11e). AUC is computed for each 
image and averaged along the number of 20 images in the datasets (the last two columns 
in Table 4). 
Table 4. Performance evaluation on DRIVE and STARE databases; minimum and maximum values of 
each parameter are boldfaced. 
Image 
no. 
SE SP ACC AUC 
DRIVE STARE DRIVE STARE DRIVE STARE DRIVE STARE 
1 0.7872 0.6584 0.9579 0.9292 0.9345 0.9025 0.9646 0.9206 
2 0.7963 0.6451 0.9608 0.8777 0.9353 0.8550 0.9621 0.8965 
3 0.6121 0.6262 0.9805 0.9691 0.9240 0.9418 0.9392 0.9439 
4 0.7062 0.6308 0.9777 0.9815 0.9397 0.9441 0.9539 0.9489 
5 0.6833 0.7486 0.9788 0.9375 0.9366 0.9128 0.9448 0.9439 
6 0.6571 0.7847 0.9767 0.9439 0.9297 0.9293 0.9436 0.9549 
7 0.6358 0.9119 0.9746 0.9504 0.9280 0.9466 0.9396 0.9780 
8 0.6064 0.8957 0.9648 0.9595 0.9180 0.9535 0.9321 0.9794 
9 0.6676 0.9003 0.9745 0.9440 0.9365 0.9396 0.9532 0.9703 
10 0.7044 0.8063 0.9760 0.9423 0.9418 0.9273 0.9539 0.9659 
11 0.7128 0.8750 0.9663 0.9375 0.9324 0.9310 0.9421 0.9733 
12 0.6989 0.9268 0.9686 0.9502 0.9333 0.9476 0.9481 0.9837 
13 0.6808 0.8534 0.9743 0.9515 0.9310 0.9396 0.9535 0.9651 
14 0.7144 0.8478 0.9678 0.9525 0.9367 0.9389 0.9562 0.9660 
15 0.7563 0.8243 0.9644 0.9575 0.9420 0.9425 0.9527 0.9611 
16 0.7192 0.6690 0.9651 0.9728 0.9314 0.9276 0.9587 0.9333 
17 0.6764 0.8496 0.9666 0.9592 0.9290 0.9452 0.9450 0.9711 
18 0.7447 0.7486 0.9643 0.9824 0.9380 0.9650 0.9605 0.9736 
19 0.8202 0.7744 0.9649 0.9759 0.9465 0.9653 0.9720 0.9703 
20 0.7390 0.7179 0.9615 0.9494 0.9365 0.9265 0.9630 0.9385 
mean 0.7060 0.7847 0.9693 0.9512 0.9340 0.9341 0.9519 0.9569 
std 0.0560 0.0975 0.0065 0.0223 0.0064 0.0234 0.0098 0.0216 
 
Figure 13. Comparison of the best (left) and the worst (right) results measured by ACC using the DRIVE 
database; at the top: results of the proposed method, at the bottom: gold standard segmentations. 
- 44 - 
 
Table 5. Comparison of the 2nd and the 1st human observer segmentations on the DRIVE database; 
minimum and maximum values of each parameter are boldfaced. 
Image 
no. 
SE SP ACC 
1 0.7972 0.9717 0.9478 
2 0.8282 0.9707 0.9486 
3 0.7470 0.9738 0.9391 
4 0.7900 0.9729 0.9473 
5 0.7436 0.9783 0.9448 
6 0.7600 0.9644 0.9344 
7 0.6885 0.9842 0.9435 
8 0.6674 0.9823 0.9411 
9 0.7757 0.9679 0.9441 
10 0.7215 0.9782 0.9459 
11 0.7667 0.9735 0.9459 
12 0.7779 0.9759 0.9500 
13 0.8079 0.9596 0.9372 
14 0.7741 0.9785 0.9534 
15 0.8049 0.9718 0.9538 
16 0.7804 0.9737 0.9472 
17 0.7406 0.9785 0.9477 
18 0.8600 0.9589 0.9470 
19 0.9098 0.9590 0.9528 
20 0.8727 0.9512 0.9424 
mean 0.7807 0.9712 0.9473 
std 0.0570 0.0085 0.0051 
1st human observer is considered as a gold standard segmentation. 
 
Figure 14. a) Section of the green component of the image “01_test.tif” in the test set of the DRIVE 
database with corresponding gold standard images labeled by b) 1st observer and c) 2nd observer as a 
proof of difficulty of human observer to decide whether there is a vessel or not. 
2.5.4 Comparison with other methods 
Table 6 compares performance of the proposed method (note that it is a simplified 
version as described above) with 12 different methods from the literature, including the 
first MF approach [69]. The human observer approach is considered as well. The gaps in 
this table indicate that the corresponding value was not provided by the author. The 
approaches are ordered according to the ACC parameter for the DRIVE database, since 
ACC values are available for all of these methods. Sign "MF" denotes that the method 
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utilizes matched filtering approach. As Table 6 shows, the proposed method (even in its 
simplified version) is comparable with other recent methods in the literature. 
Nevertheless, it should be noted, that the proposed method is primarily designed and 
tested for high-resolution fundus images. Then, Table 7 shows results for the new HRF 
database. It can be observed, that the proposed method achieved much better performance 
using all designed filters together. This can be also compared with the results in Table 6. 
Table 6. Comparison of the proposed method with other vessel segmentation algorithms – evaluation on 
DRIVE and STARE databases; minimum and maximum values of each parameter are boldfaced. 
Segmentation method 
SE SP ACC AUC 
DRIVE STARE DRIVE STARE DRIVE STARE DRIVE STARE 
Lupascu et al., 2010 [96] – – – – 0.9597 – 0.9536 – 
Al-Rawi et al., 2007 [7] (MF) – – – – 0.9535 0.9385 0.9435 0.9077 
2nd human observer 0.7807 0.8953 0.9712 0.9374 0.9473 0.9339 – – 
Soares et al., 2006 [152] – – – – 0.9466 0.9480 0.9614 0.9671 
Marín et al., 2011 [100] 0.7067 0.6944 0.9801 0.9819 0.9452 0.9526 0.9588 0.9769 
Staal et al., 2004 [156] – – – – 0.9441 0.9516 0.9520 0.9614 
Lam et al., 2010 [87] – – – – 0.9383 0.9454 0.9519 0.9562 
Zhang et al., 2010 [184] (MF) 0.7120 0.7166 0.9724 0.9673 0.9382 0.9439 – – 
Delibasis et al., 2010 [29] 0.6654 – 0.9792 – 0.9377 – – – 
Proposed method (MF, simplified 
version) 
0.7060 0.7847 0.9693 0.9512 0.9340 0.9341 0.9519 0.9569 
Cinsdikici et al., 2009 [23] (MF) – – – – 0.9293 – 0.9407 – 
Al-Diri et al., 2009 [5] 0.7282 0.7521 0.9551 0.9681 0.9258 0.9330 – – 
Palomera-Pérez et al., 2010 [132] 0.6440 0.7690 0.9670 0.9449 0.9250 0.9260 – – 
Chaudhuri et al., 1989 [69] (MF) – – – – 0.8773 – 0.7878 – 
MF indicates the methods based on matched filtering. Particular approaches are ordered according to ACC for the DRIVE database. 
Table 7. Evaluation of the proposed method using the HRF database in comparison with DRIVE and 
STARE databases; minimum and maximum values of each parameter are boldfaced. 
 SE SP ACC AUC 
Proposed method (HRF – healthy images) 0.7861 0.9750 0.9539 0.9742 
Proposed method (HRF – glaucomatous images) 0.7900 0.9638 0.9497 0.9704 
Proposed method (HRF – DR images) 0.7463 0.9619 0.9445 0.9589 
Proposed method (DRIVE) 0.7060 0.9693 0.9340 0.9519 
Proposed method (STARE) 0.7847 0.9512 0.9341 0.9569 
2.6 Notes about method implementation 
The method was implemented using MATLAB 7.9.0 (R2009b) programming software. 
A set of experimental program modules was written. Evaluation of the algorithm was 
performed on a personal computer with Intel® Core™ i7 processor, 4 GB system memory, 
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and Windows® 7 Professional 64-bit operating system. An average computational time 
of one image for the HRF database was 92 seconds, 3.22 seconds for the DRIVE database, 
and 4.07 seconds for the STARE database. Longer time needed for computation of images 
from the HRF database is caused by both the much higher resolution of images in this 
database and utilization of all designed kernels. However, it must be noted that 
implementation of the presented method has not been optimized concerning 
computational complexity. To achieve better computational performance, different 
programming languages and parallel image processing techniques should be considered 
for implementation of the proposed method. One of the main advantages of this method 
is a good possibility to implement the algorithm using parallel computing techniques, 
since only multiple convolution operations are needed. 
2.7 Conclusion 
A method for efficient and reliable retinal vessel segmentation using colour fundus 
images is included in this dissertation. The proposed approach utilizes matched filtering 
and minimum error thresholding technique to extract binary blood vessel tree. Five 
different kernels were designed according to typical blood vessel cross-sectional profiles 
considering five width classes of retinal vessels to cover all blood vessel structures in 
commonly utilized fundus images with reliable width resolution. One of the main 
priorities of the method is also capability to segment the blood vessels with specular 
reflection. The method was quantitatively evaluated using the publicly available DRIVE 
and STARE databases and it has been showed that the results are comparable with other 
recent methods in the literature, even if a simplified version of the proposed method has 
been considered. 
Besides that, the new retinal database HRF of high-resolution fundus images of 
healthy subjects and subjects affected by diabetic retinopathy and glaucoma has been 
introduced. Corresponding gold standard images were created for each fundus image in 
the database by manual labeling of the blood vessel tree. The database is freely available 
online. Thus, it provides a novel opportunity to researchers working in the field of retinal 
image processing to evaluate their blood vessel segmentation methods. Today, the HRF 
database consists of three sets of images (images of healthy, DR and glaucomatous 
retinas). It is intended to add further gold standard data to the existing images to help the 
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evaluation of blood vessel segmentation algorithms aimed to differentiate between 
arteries and veins and measuring vessel diameters as well. Also it is intended to expand 
this database, not only for evaluation of retinal vessel segmentation algorithms, but as 
well as to help researchers to evaluate methods focused on other tasks in the area of retinal 
image processing, for example glaucoma diagnosis, segmentation of the optic disc or the 
fovea, and localization of vessel bifurcations and vessel crossings. 
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PART II 
3 ANALYSIS OF FUNDUS IMAGES FOR 
RETINAL NERVE FIBER LAYER ASSESSMENT 
3.1 Background 
As mentioned previously in Section 1, glaucoma is regarded as one of the most common 
causes of permanent blindness worldwide. Pathological changes due to this disease are 
permanent and unfortunately cannot be reversed. It is therefore extremely desirable to 
detect the disease early to be able to start an appropriate treatment as soon as possible. 
The glaucoma is characterized by degeneration of the retinal nerve fibers. This is usually 
also accompanied by an increased intraocular pressure [39]. Loss of the nerve fibers 
results in decrease of the retinal nerve fiber layer (RNFL) thickness. Then, the connection 
between the photoreceptors and the brain is progressively reduced and the patient loses 
his vision. Pathological changes in the RNFL affects also structural appearance of the 
optic nerve head (ONH) – the neuroretinal rim becomes thinner and the cup expands due 
to loss of the nerve fibers (Figure 15). The qualitative evaluation of the ONH morphology 
and the RNFL structure together with various perimetric tests and measurements of 
intraocular pressure are the common parameters that are used for glaucoma diagnosis in 
medical practice nowadays [92]. However, these subjective tests and visual evaluations 
lead to large inter- and intra-observer variability when differentiating between the normal 
and glaucomatous retinas [168]. Therefore, a quantitative computer-based analysis of 
fundus images can contribute to make general qualitative assessment more objective and 
reproducible. 
Quantitative parameters of the ONH morphology can be obtained using different 
imaging modalities. For example, important quantitative characteristics of the ONH (disc 
area, disc diameter, rim area, cup area, or cup diameter) can be derived from stereo fundus 
photographs [12]. Then, the well-established and well-known cup/disc ratio (C/D) can be 
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computed from these morphological characteristics too [10]. This ratio compares 
diameter of the cup with the total diameter of the optic disc, i.e. the ONH. Thus, for the 
glaucoma assessment, C/D can quantify thinning of the neuroretinal rim (Figure 15). In 
addition, other imaging modalities (as discussed in Section 1) can be used to establish 
quantitative parameters of the ONH for glaucoma diagnosis as well: CSLO (HRT), SLP 
(GDx), or OCT [50], [103], [148]. Widely used HRT provides 2.5-dimensional 
topographic images of the ONH. This device allows to generate morphological 
parameters such as the cup volume, cup depth, cup shape, or retinal height variations 
along the rim contour, which are processed further by so-called Moorefield’s regression 
analysis to classify between normal and glaucomatous cases [106], [159]. Glaucoma 
probability score can be computed by the newest model HRT III from these ONH 
parameters furthermore [4], [18]. 
         
                     a)               b) 
Figure 15. Major structures of the ONH for a) healthy eye, b) glaucomatous eye. 
Since glaucomatous changes occur first in the retinal nerve fibers, assessment of 
the RNFL is much more sensitive for early detection of glaucoma than only an evaluation 
of the ONH. Hence, current imaging modalities target on an assessment of the RNFL 
primarily. Among many modalities, OCT is now regarded as gold standard glaucoma 
diagnostic device, since it allows direct measurement of the RNFL thickness. 
Unfortunately, the OCT device is still quite expensive and not generally available for 
many ophthalmic facilities around the world. On the other hand, acquisition procedure by 
fundus camera is much faster and cheaper. Therefore, fundus camera is still regarded as 
a fundamental diagnostic device that can be used for glaucoma diagnosis. 
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The retinal nerve fiber layer can be observed as a uniform finely striated radial 
pattern appearing on the background of red-free fundus photographs (Figure 16a). Due to 
the RNFL atrophy that causes continuous decrease of the RNFL thickness, the RNFL 
pattern begins to change consequently. This has been proven by several studies, although 
so far evaluated by subjective methods only [66], [153]. Then, in the advanced state of 
glaucoma disease, the pattern is completely missing (Figure 16b). These facts bring an 
idea to evaluate the RNFL pattern by image processing methods that could enable 
detection of pathological changes before any substantial damage occurs. In addition, the 
potential of fundus images is still increasing, since spatial resolution of current digital 
fundus cameras is getting to be better. The RNFL pattern is quite well recognizable in 
current high-resolution fundus images and thus it offers utilization of advanced texture 
analysis techniques to describe subtle changes in the RNFL. Unfortunately, an automatic 
computer-based approach for evaluation of the progressive RNFL changes in fundus 
images has not been so far developed. 
        
   a)              b) 
Figure 16. Depiction of the RNFL striated pattern in the area around the ONH for a) healthy eye, b) 
glaucomatous eye with distinctive wedge-shaped RNFL loss. 
As a contribution to the recent state-of-the-art (Section 3.2), this dissertation 
proposes a novel approach to the RNFL assessment via texture analysis in colour fundus 
images. The approach utilizes Gaussian Markov random field (GMRF) texture modeling 
and local binary patterns (LBP) for description of the RNFL texture. The method in 
different states has been published at several conferences [116], [118], [124], [125], 
[126], and as a part of a journal paper [73]. The complete work in the latest state as is 
covered by this dissertation has been submitted recently for a journal publication [127] as 
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well. Earlier developing states of the proposed methodology were focused mainly on 
differentiation between two marginal cases of texture representing healthy and 
glaucomatous tissue with the total RNFL loss. Although the earlier works proved good 
usability of the proposed texture analysis for description of the RNFL pattern, the aim of 
the method to differentiate roughly between two marginal cases has been later found as 
less effective and improper for possible clinical application. Therefore, in contrast to the 
previous states, the current state of the proposed methodology is more robust and oriented 
towards description not only of two marginal cases but also of subtle changes in the RNFL 
pattern. Thus, the approach in the latest state utilizes GMRF and LBP methods to generate 
texture features useful for capturing continues variations in the RNFL thickness and is 
able to predict the RNFL thickness with help of different regression models. Then, the 
main contribution to the recent state-of-the-art is ability of the proposed methodology to 
follow the RNFL thickness utilizing standard high-resolution colour fundus images. Since 
the OCT device enables direct measurement of the RNFL thickness, it is used as gold 
standard for validation of the proposed approach. 
The rest of Part II is organized as follows. Section 3.2 gives state-of-the-art in the 
field of glaucoma diagnosis via colour fundus photography. Then, Section 3.3 shows 
experimental image data used for the development and evaluation of the proposed 
method. Section 3.4 introduces the methodology and the background of the proposed 
texture analysis approach. Results and discussion are presented in Section 3.5 and 
conclusion of this part is given in Section 3.6. 
3.2 State-of-the-art 
There are many approaches dealing with the analysis of common fundus images to 
support glaucoma diagnosis via different image processing methods. There is a recent 
tendency to process fundus images using automatic computer-based methods in a similar 
way as ophthalmologists can do it visually by investigation of different diagnostically 
important retinal structures. Two retinal structures – the ONH and the RNFL are used for 
diagnosis of glaucoma in general. Therefore, the methods to evaluate changes in the ONH 
morphology and the RNFL textural appearance represent a main core of current 
publications that are focused on glaucoma diagnosis using fundus photographs. 
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The assessment of the ONH structural appearance is usually included as a part of 
commercial imaging modalities used in ophthalmology. Furthermore, some authors try to 
improve glaucoma diagnosis via computer-based analysis of the ONH morphology in 
common fundus images as well. For example, Inoue et al. (2005) [72] published a method 
aimed to support evaluation of the ONH morphology using C/D parameter computed 
from the segmented ONH. Song et al. (2005) [154] presented a methodology for 
glaucoma screening based on three aspects: the ONH morphology assessment, 
measurement of intra-ocular pressure, and visual field examination. Then, a fuzzy logic 
is used for classification of derived features. However, the contribution presents only 
a basic idea and does not contain any details about the proposed methods and any results. 
Xu et al. (2006) [180] use snake contour model for the ONH segmentation and compute 
C/D ratio further. Nayak et al. (2009) [111] utilize C/D parameter and two additional 
features – a ratio of a distance between the ONH center and the ONH margin to diameter 
of the ONH, and a ratio of the blood vessel area in inferior-superior side to area of the 
blood vessels in the nasal-temporal side (ISNT parameter). These features are validated 
by classification of normal and glaucomatous cases using neural network classifier. 
61 images (24 of normal and 37 of glaucomatous subjects) were considered for this 
evaluation. The results showed 100 % sensitivity and 80 % specificity. However, the 
method was tested using only low-resolution fundus images (560 × 720 pixels). Bock et 
al. (2010) [14] proposed a method utilizing morphological parameters of the ONH for 
derivation of GRI – glaucoma risk index. The analysis was performed on rather large 
dataset: 575 images (336 of normal and 239 of glaucomatous subjects) with classification 
accuracy of 80 %. 
Next to the ONH morphology assessment, examination of the RNFL plays equally 
or even more important role, since the loss of ganglion cells is a primary event in 
glaucoma. Historically, an attempt to utilize fundus cameras for glaucoma detection by 
evaluation of the RNFL appearance has been first introduced by Hoyt et al. (1973) [64]. 
The authors described the RNFL pattern in fundus photographs and compared its changes 
with perimetric findings. They revealed that these funduscopic signs of the pattern 
provide the earliest objective evidence of the RNFL atrophy in the retina. Lundström et 
al. (1980) [95] investigated black-and-white photographs aimed at subjective evaluation 
of the RNFL textural appearance as well. The authors proved the change of the RNFL 
pattern intensity in fundus images connected to the progression of glaucomatous damage. 
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Other authors have followed subjective evaluation of fundus photographs afterwards. 
Airaksinen et al. (1984) [3] presented a subjective method aimed at evaluation of the 
RNFL status in peripapillary area (surrounding the ONH). They investigated the RNFL 
pattern visually and scored glaucomatous damage in a numerical scale (0 – RNFL without 
any damage, 1 – suspicion of the RNFL loss, 2 – partial RNFL loss, 3 – extensive RNFL 
loss, and 4 – entire RNFL loss). In this study, 142 subjects were evaluated (84 normal 
subjects and 58 subjects with glaucoma). Peli et al. (1989) [134] performed one of the 
first semi-automatic analysis of the RNFL texture using digitized black-and-white fundus 
photographs. In addition, they analyzed intensity information about the RNFL presence 
and tried to detect darkening caused by the RNFL atrophy. However, only 5 images of 
normal subjects, 5 images of glaucomatous subjects, and 5 images of subjects suspected 
of glaucoma were included in this study. Yogesan et al. (1998) [181] performed 
preliminary analysis of 10 (5 normals, 5 glaucomatous) digitized fundus photographs 
(with size of 648 × 560 pixels) via texture analysis based on gray level run length 
matrices. The method showed promising results for large focal wedge-shaped RNFL 
losses that were well outlined by the surrounding healthy nerve fiber bundles. 
Nevertheless, diffuse RNFL losses that generally affect the entire retina with a complex 
decrease of the RNFL thickness could not be detected due to the low image resolution. 
Moreover, a limited set of image data influenced significance of the results. Tuulonen et 
al. (2000) [164] performed microtexture analysis of 7 normal subjects, 9 subjects with 
distinctive glaucomatous damage, and 8 subjects with higher intraocular pressure 
(suspicious of glaucoma). Digitized fundus photographs with size of 1280 × 1024 pixels 
were analyzed. The hypothesis that changes in the RNFL structure can be seen as changes 
in microtexture of digital images was investigated. Although they achieved some positive 
results, the differences were not statistically significant because of small sample size. An 
intensity information about the RNFL texture were utilized again by Dardjat et al. (2004) 
[28]. The authors evaluated intensity differences in the RNFL texture along the intensity 
profiles between two concentric circles placed in the center of the ONH. The contribution 
presents an approach for analysis, but number of subjects tested and any statistics are not 
mentioned. Other contribution utilizing intensity criterion was written by Lee et al. (2004) 
[89]. The circle is placed in the center of the ONH and the RNFL status is evaluated using 
the intensity profile measured on that circle. Similarly as in a previous article, no statistics 
is presented. 
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Beside older articles mentioned above, several other works concerning an 
assessment of the RNFL status in fundus photographs have been published recently. The 
other authors have been investigating fundus photographs in more or less similar way. In 
the case of glaucomatous damage, the RNFL appears darker in fundus images. Therefore, 
many authors tried to involve only intensity criteria for decision tasks to detect 
glaucomatous changes, even in the recent state in this field of applied research [60], [107], 
[129], [141]. A pilot study to search the RNFL thinning in colour fundus images with size 
of 2256 × 2032 pixels was presented by Oliva et al. (2007) [129]. The article presents 
semi-automatic method to texture analysis based on evaluation of the RNFL pattern 
intensity along 24 concentric circles centered in the ONH. Only small datasets of 9 images 
of normal and 9 images of glaucomatous subjects were tested. The results revealed 
correlation 0.424 between the intensity-related parameters extracted from fundus images 
and the RNFL thickness measured by OCT. Hayashi et al. (2007) [60] used an approach 
with Gabor’s filters to enhance certain regions with the RNFL pattern and cluster these 
regions whether there is glaucoma defect or not. The paper presents preliminary results 
that were followed up by the same group in [107] (Muramatsu et al., 2010). Here, in 
comparison with a preliminary approach, the authors extended the concept of analysis 
and performed evaluation using larger dataset. 162 colour fundus images were analyzed 
(81 images of normal and 81 images of glaucomatous subjects). Unfortunately, the 
images had size of 768 × 768 pixels that is still relatively low-resolution. These images 
were used also to create manually labeled gold standard images with the RNFL losses 
depicted by two professional observers. The method achieved 91 % sensitivity. 
Nevertheless, the method is suitable only for detection of focal and even wider RNFL 
losses expressed by significant changes in intensity. Hence, the method is probably not 
suitable for detection of the thin focal or even the diffuse RNFL losses. However, in spite 
of these lacks, this is the first journal publication presenting a fully automatic method for 
the RNFL assessment that is evaluated on rather large dataset. Prageeth et al. (2011) [141] 
published a method for glaucoma detection using intensity criterion as well. They 
analyzed even larger dataset consisted of 829 (300 normals and 529 glaucomatous) 
fundus images with size of 768 × 576 pixels. Although, the results seem to be promising, 
utilization of intensity criteria used alone is not a good solution. Intensity changes in the 
RNFL pattern can be detected only if the RNFL atrophy is so distinctive than the patient 
has rather large vision loss already. Moreover, image intensity can be influenced by many 
factors, e.g. non-homogenous illumination, reflection of the retina, homogeneity of light 
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power used for acquisition, etc. In addition, recently Acharya et al. (2011) [2] proposed 
a method to analyze the RNFL texture using higher order spectra, run-length and co-
occurrence matrices. The method was tested on 60 images (30 normals and 30 
glaucomatous). However, the image size was again small (560 × 720 pixels). The authors 
used several supervised classification techniques to classify normal and glaucomatous 
images. Although, the classification accuracies were more than 80 %, the article does not 
explain thoroughly a process of features extraction and which areas of the image were 
analyzed. Moreover, the images presented in the paper seem to be of rather bad quality 
and the RNFL texture is not apparent. Nevertheless, run-length and co-occurrence 
matrices have been shown as quite reliable descriptors of the RNFL texture earlier in 
a preliminary study proposed by Yogesan et al. (1998) [181] as well as by our group 
(Kolar et al., 2008 [85]) at the Department of Biomedical Engineering (DBME), Faculty 
of Electrical Engineering and Communication (FEEC), Brno University of Technology 
(BUT). 
Our group at the DBME, FEEC, BUT has been focused on retinal image processing 
since 2000. Here, some papers presenting the work that is not covered by this dissertation 
are referred. Different methods of texture analysis towards description of textural 
properties of healthy and glaucomatous RNFL tissue in colour fundus images were tested. 
These methods involve a range of approaches and uses different texture features: image 
intensity, basic statistics, run-length and co-occurrence matrices, edge representation of 
the RNFL pattern, Fourier spectral analysis, or features of fractal dimensions. Some of 
these preliminary results have been published at several conferences [47], [48], [74], [82], 
[85] as well as journal publications [75], [84], [86]. 
Although, there is a considerable range of articles focused on analysis of fundus 
images aimed at glaucoma diagnosis, a complex methodology for the RNFL assessment 
in colour fundus images is still missing. Many published articles present methods based 
on evaluation of the RNFL intensity. As discussed above, utilization of intensity as 
a feature for detection of changes in the RNFL is less robust and unsuitable due to many 
physical as well as physiological reasons. Moreover, testing of the published methods is 
based mainly on low-resolution images. Thus, subtle variations in the RNFL thickness 
cannot be easily handled, since the RNFL texture is not detailed enough due to the low-
resolution. The RNFL pattern is much more detailed and easily observed in current high-
resolution fundus images. This offers a potential application of advanced texture analysis 
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techniques taking into account not only intensity criteria, but also various spatial 
characteristics of adjacent pixels in the texture. Hence, considering the recent state-of-
the-art, this dissertation aims to contribute with a new and complex approach to the RNFL 
texture analysis that is able to capture continues variations of the RNFL thickness in up 
to date high-resolution colour fundus images. 
3.3 Experimental image database 
The image database has been created on the basis of cooperation with the Eye clinic at 
the Erlangen University Hospital, Germany. The database so far contains 19 image sets 
of healthy subjects without any signs of glaucoma disease and 8 image sets of 
glaucomatous subjects with focal wedge-shaped RNFL loss. Only one eye of each subject 
was imaged. Each image set contains an image acquired by a common non-mydriatic 
digital fundus camera CANON CR-1 (EOS 40D) with 60-degree field of view (FOV). 
The images have size of 3504  2336 pixels, which is a common resolution for many 
current fundus cameras. Standard CANON raw data format (CR2) and low-compressed 
JPEG with 24-bit colour space (RGB) were used for storage of the images. An example 
of RGB fundus image of the healthy right eye is shown in Figure 17. 
 
Figure 17. An example of original RGB fundus image of the healthy right eye and particular colour 
channels. In standard fundus image, the red (R) channel appears oversaturated, while the green (G) and 
the blue (B) channel show the blood vessels and retinal nerve fiber layer well contrasted. 
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The database then contains three-dimensional volume data and circular scans, 
which were acquired by a spectral domain OCT system (Spectralis HRA–OCT, 
Heidelberg Engineering) for each of the 27 subjects3. Infrared reflection images (scanning 
laser ophthalmoscope – SLO) and B-scan (cross-sectional) images were acquired 
simultaneously by OCT dual laser scanning system. From 61 to 121 B-scans per one eye 
were taken, which corresponds to the spacing between B-scans approximately from 
124.3 µm to 63.1 µm (in 30-degree FOV). Acquisition of the OCT image volume (Figure 
18a) was performed within the peripapillary area. Circular scan pattern (Figure 18b) is 
usually used for glaucoma diagnosis via OCT. A circle with diameter 3.4 mm is placed 
in the center of the ONH and one single B-scan is measured along this circle [11]. 
 
a) 
 
  b) 
Figure 18. An example of OCT volume and circular scans. a) SLO image (left) with the volume scan 
pattern allocated by the green lines and one B-scan (right) measured at the position depicted by the blue 
line in SLO; b) SLO image (left) with the circular scan pattern defined by the blue circle and the B-scan 
(right) measured along this circle in direction given by the arrow. 
                                                          
3 For the purpose of evaluation of the proposed method, all subjects were imaged via fundus camera and consequently by Spectralis 
OCT imaging system at the Eye clinic at the Erlangen University Hospital, Erlangen, Germany. Raw data from Spectralis OCT system 
needed to be extracted by special research operating software. The number of subjects has been so far limited, since acquisition of 
images (especially of glaucomatous subjects) required increased workload of clinicians/specialists and costs per travel. 
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3.4 Methodology 
An illustrative and concise schematic diagram of the proposed RNFL assessment 
methodology is depicted in Figure 19. The texture analysis is performed within the 
peripapillary area at the locations without the blood vessels only. For the blood vessel 
segmentation, the proposed matched filtering approach described in Part I is utilized. 
Various regression models are tested towards prediction of the RNFL thickness using the 
proposed texture features. The regression models are trained on small square image 
regions (ROIs) selected from fundus images in the database and known measurement of 
the RNFL thickness. Circular profiles are extracted from the predicted images provided 
by regression models. The profiles obtained are further evaluated with respect to the real 
RNFL thickness measured via OCT. The following sections deal with description of 
particular methods for processing of images as well as evaluation approaches. 
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Figure 19. Schematic diagram of the proposed methodology for the RNFL assessment. 
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3.4.1 Data preprocessing 
3.4.1.1 Preprocessing of fundus images 
The fundus image data of healthy and glaucomatous subjects were preprocessed in several 
steps to obtain images suitable for following texture analysis. First, standard 
uncompressed TIFF format was reconstructed from raw data using DCRAW freeware 
software [26], whereas a linear transfer function was used for the reconstruction. The 
most information of the RNFL appearance lies between the green (G) and the blue (B) 
spectral part of the visible light (see Figure 17)4. Hence, an average of G and B channel 
(further GB image) was computed for each fundus image. Further, only the GB images 
were analyzed. Next, non-uniform illumination of fundus images was corrected together 
with an increase of image contrast using CLAHE (Contrast Limited Adaptive Histogram 
Equalization) technique [139]. The final preprocessing step also results in enhancement 
of the RNFL pattern5 (see an example in Figure 20). 
The normal peripapillary RNFL appears as a uniform striated textural pattern with 
different coarseness depending on the angular position around the ONH. The RNFL is 
much better visible in the peripapillary area, since there are the nerve fibers anatomically 
more concentrated. For the first testing and for the training of regression models, square-
shaped image regions of interest (ROIs) with size of 61 × 61 pixels were manually 
extracted from all fundus images included in the group of normal subjects. Extraction of 
ROIs was performed uniformly in the peripapillary area to the maximum distance not 
exceeding 1.5 diameter of the ONH; whereas individual ROIs were not allowed to 
overlap and only locations without the blood vessels were considered (Figure 20). In this 
way, a number of 354 ROIs was collected (see few examples in Figure 20). Particular 
ROIs represent the typical RNFL pattern that changes its appearance according to the 
position in the peripapillary area. The RNFL thickness varies depending on the position 
on the retina even for healthy subjects conformably to the anatomical assumptions. 
Selection of ROIs at different positions thus covers a sufficient range of the RNFL 
thicknesses (approx. 20–200 µm) that can be used for training of regression models. 
                                                          
4 This has been also investigated and showed by earlier studies already at the DBME, FEEC, BUT [82], [84]. 
5 Different preprocessing techniques for the RNFL enhancement were tested with respect to the output of overall evaluation. The 
differences between the overall results were rather small, even when an approach without any enhancement technique was used. 
However finally, CLAHE was utilized providing slightly better results than the other approaches. 
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Figure 20. The ONH surroundings of the preprocessed fundus image of a normal subject and ROIs 
depicted by the red colour. Magnified examples of eight ROIs relating to the different positions in fundus 
image are shown on the figure’s sides. 
3.4.1.2 Preprocessing of OCT data 
The OCT volume data were preprocessed in order to get the RNFL thickness in the 
peripapillary area of each subject. The RNFL was segmented and the corresponding 
RNFL thickness map was created using the research software package OCTSEG (Optical 
Coherence Tomography Segmentation and Evaluation GUI) for the OCT data 
segmentation6 [102]. 
Segmentation of the layer was done automatically and then only subtle manual 
corrections were made for each B-scan using this software package. Segmentation result 
of the RNFL in one B-scan and the complete reconstructed thickness map can be seen in 
Figure 21. The RNFL thickness usually varies from the thinnest (the blue colour) to the 
thickest (the red colour) structures as can be seen from Figure 21a. 
                                                          
6 The OCTSEG software was developed at the cooperated University of Erlangen by Markus Mayer, also as a part of bilateral Czech-
German grants no. D10-CZ16/09-10 and no. 7AMB12DE002 in the years 2009–2010 and 2012–2013, respectively. The author of this 
dissertation participated in evaluation of the software performance. 
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                                           a)                                 b) 
Figure 21. OCT volume data: a) the RNFL thickness map mapped on the SLO image; the color bar on the 
top shows values of the RNFL thickness measured in m, b) one B-scan acquired at the position marked 
by the black line in a); the RNFL is segmented between the red and the green curves. 
3.4.1.3 Fundus-OCT image registration 
A landmark-based retinal image registration approach with manually selected landmarks 
and second-order polynomial transformation model [83] was applied for registration of 
fundus to OCT–SLO image data. This registration step was necessary to be able to 
compare outputs of the proposed methodology with the RNFL thickness at various 
positions on the retina7. 
3.4.2 Texture analysis 
Two advanced texture analysis methods were utilized for feature extraction – Gaussian 
Markov random fields (GMRF) and local binary patterns (LBP).  Markov random fields 
texture modelling is an efficient tool enabling description of probability of spatial 
interactions in a textural image so it has been extensively used in a lot of image processing 
applications, e.g. in [25], [30], [70], [77], [140], [166], and [171]. Detailed theoretical 
aspects about Markov random field modelling in image analysis and texture classification 
can be also found in monographs [90], [137], [145], [178]. The recent development in 
texture analysis has led to utilization of LBP in many image and video processing 
applications as well. Some of these applications can be found e.g. in [53], [91], [99], 
[128], [149], [155], [158], and [161]. Underlying theory about the LBP approach can then 
                                                          
7 The registration approach was developed as a part of other dissertation simultaneously proposed by Vratislav Harabiš at the 
DBME, FEEC, BUT. 
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be found in [15] and [138]. Both methods were chosen for the proposed methodology 
because of their robustness to noise and rotation- and illumination-invariant properties. 
3.4.2.1 Gaussian Markov random fields 
This dissertation introduces the GMRF as a model of the RNFL texture. A set of features 
is given by GMRF with non-causal two-dimensional autoregressive model. The model 
assumes the image texture is represented by a set of zero mean observations: 
,),( ssy }1,0:),({  Mjijis ,                         (3.1) 
for a rectangular M  M image lattice . The individual observation is then represented 
by the following difference equation [140]: 
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where Ns is a neighborhood set centered at pixel s, r is the model parameter of a particular 
neighbor r, and e(s) is a stationary Gaussian noise process with zero mean and unknown 
variance . A neighborhood structure depends directly on the order and type of the model. 
A fifth-order symmetric rotation-invariant neighborhood structure is assumed, as shown 
in Figure 22. This neighborhood considers five parameters depicted by particular 
numbers. 
 
Figure 22. A fifth-order symmetric rotation-invariant neighborhood structure. 
These five parameters describe a relationship between the central pixel and its neighbors. 
Gaussian variance   is the sixth parameter of the model. Finally, these six parameters 
represent features, which are used for description of the RNFL texture. The least square 
error (LSE) method is used for estimation of the model’s parameters according to the 
following equations [140]: 
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for an i-th-order neighborhood structure. 
3.4.2.2 Local binary patterns 
The LBP method is based on conversion of a local greyscale texture into the binary code. 
The local image area around the central pixel (xc, yc) can be characterized by the LBP 
code derived via the equation [128], [138]: 
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In Equation (3.6), gc corresponds to grey value of the central pixel (xc, yc) of a local 
neighborhood and gp(p=0,…,P–1) corresponds to grey values of P equally spaced pixels 
on a circle of radius R (R > 0) that form a circularly symmetric neighborhood structure. 
Only the signs of the differences s(gp - gc) are considered to achieve invariance with 
respect to any monotonic transformation of the image intensity (Eq. 3.7). Equation (3.6) 
represents a basic rotation variant version of LBPP,R operator. Nevertheless, the proposed 
approach utilizes rotation-invariant and uniform version of the basic LBPP,R operator, i.e.
2
,
riu
RP
LBP  (here superscript “riu2” means rotation-invariant and uniform), which is the most 
common for many pattern recognition applications assuming so-called “uniform” patterns 
[128]. The “uniformity” of a pattern is formally defined via a uniformity measure U of 
a neighborhood GP [128]: 
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Then, patterns with a U value of less than or equal to two are considered as “uniform”. It 
means these patterns have at most two 0–1 or 1–0 transitions in the circular binary code. 
Using the uniformity measure, 2
,
riu
RP
LBP operator is derived as [128]: 
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Two options of LBP were utilized in the proposed framework. Both options are 
based on rotation-invariant and uniform 2
2,16
riu
LBP  operator (i.e. P = 16, R = 2). One option 
uses only LBP distribution computed from an input image. Then, a grey-level histogram 
of such parametric image is computed and extraction of 6 basic statistical features follows 
[59], namely: mean value, standard deviation, skewness, kurtosis, total energy, and 
entropy. In the second option, LBP distribution is supplemented with computation of local 
contrast C: 
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Then, in turn, a joint histogram of 2
,
riu
RP
LBP  and RPC , (LBP/C) is computed. A feature vector 
is then obtained from LBP/C joint histogram by extraction of 14 texture features proposed 
by Haralick et al. [58] and Othmen et al. [130] (energy, contrast, homogeneity, entropy, 
correlation, sum average, sum variance, sum entropy, difference variance, difference 
entropy, two information measures of correlation, cluster shade, and cluster prominence). 
For completeness, formal description of particular features is given in Appendix A. 
3.4.2.3 Pyramidal decomposition 
Finally, a 26-dimensional feature vector assembled via connection of particular texture 
analysis approaches (GMRF, LPB, and LBP/C) is obtained. In addition, the features are 
computed for an original image resolution and even for each of the two levels of Gaussian 
pyramid decomposed images. Let the original image be denoted as G0(i,j), which is zero 
level of the Gaussian pyramid. Then, the l-th level of the pyramid is defined as follows: 
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where w(m,n) is a two-dimensional weighting function, usually called as “generating 
kernel”. According to [20], recommended symmetric 5×5 kernel, written in separated 
form as 
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w , where a = 0.4, is utilized. Finally, a 78-dimensional 
feature vector is obtained via extraction of the features from G0(i,j), G1(i,j), and G2(i,j). 
Composition of the final feature vector is depicted schematically in Figure 23. 
 
Figure 23. Schematic diagram of the final feature vector. 
3.4.3 Feature selection and regression 
The aim of this dissertation is to propose utilization of texture analysis in fundus images 
for description of changes in the RNFL pattern related to variations in the RNFL 
thickness. The ability of the proposed texture analysis methods, in connection with 
several regression models, to predict the RNFL thickness has been investigated. Different 
regression models – linear regression (LinReg) [108], two types of support vector 
regression (-SVR, -SVR) [67], and multilayer neural network (NN) [98] have been 
tested to predict values of the RNFL thickness using the proposed texture features. 
Furthermore, several feature selection approaches have been investigated together with 
particular models. The following sections provide a brief introduction describing 
underlying principles of feature selection and regression models used in this dissertation. 
3.4.3.1 Background of feature selection 
Feature selection is widely used in many areas of data processing, for example in pattern 
recognition, machine learning, data mining, text categorization, image retrieval, and 
genomic analysis. A survey of main applications and methods can be found e.g. in [54], 
[81], and [94]. Fundamental basics and practical information to feature selection can be 
found also in monographs [41], [55], and [93]. 
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Essentially, a feature selection task should remove irrelevant and/or redundant 
features without affecting learning performance of a particular classification/regression 
model. Thus, the process of feature selection generates a new subset of features from the 
original feature set and reduces its original dimensionality. Generally, feature selection 
algorithms can have two main components – feature search and feature subset evaluation. 
Feature search 
Several feature search methods can be used to find desired subset of features in an original 
feature space. These methods can be categorized according to the starting point, which 
determines direction of a particular search procedure (forward, backward, bidirectional, 
random) and a search strategy (exhaustive search, sequential search, random search) 
[93], [94]. When N is considered as a number of features, then 2N is a number of possible 
feature subsets. Then, an exhaustive search within the entire feature space can be used to 
find the optimal solution. However, an exhaustive search is usually intractable, when the 
number of features is large. In this case, it is more convenient to replace an exhaustive 
search method by more realistic search strategies and make feature search problem 
tractable. One of these more realistic techniques falls into the category of sequential 
search methods that uses so-called greedy hill climbing (sequential forward selection, 
sequential backward elimination, and bidirectional selection) [41], [93], [94]. Adding 
one feature per iteration in a particular direction, these strategies search for a locally near-
optimal solution systematically in each stage trying to find a global optimum. 
Nevertheless, in many cases, the global optimum is difficult to find. Only local optimum 
that can be regarded as a sufficient approximation of a global optimum is usually 
identified by sequential techniques. Another option can be utilization of a random search. 
As starting point, randomly selected feature subset is considered. After that, the process 
can continue in two different ways. One way is “deterministic”, in which the algorithm 
continues with classical sequential search techniques (e.g. random-start hill-climbing or 
simulated annealing). Other way is a completely stochastic process, when each next 
subset is generated randomly (e.g. Monte Carlo, Las Vegas algorithms). Usually, 
utilization of randomization in these approaches can help to overcome the common 
problem of standard greedy techniques with becoming trapped in local optima within the 
search procedure. 
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Feature subset evaluation 
Once new subset is selected within the search procedure, it needs to be evaluated by 
a certain evaluation criterion. Based on whether the evaluation method depends on the 
learning algorithm (model) or not, the feature selection approaches can be categorized 
into two main categories: filters and wrappers [81], [93], [146]. 
Filter methods use training data alone and do not consider the learning algorithm 
that will be applied for a particular regression or classification task. Hence, filter methods 
has a goal to identify relevant and/or redundant features without any knowledge of the 
learning algorithm. Only some intrinsic property of the data is utilized in order to evaluate 
selected feature subset according to some evaluation criteria. For example, these criteria 
can include measures of distance between features, information of features, features 
dependency, or consistency of features [93]. Some of the filter methods utilizing 
particularly mutual information and correlation criteria can be found in [136] and [146]. 
Wrapper methods “wrap” the feature search around the learning algorithm that is 
used for a particular data processing [81]. In this approach, measurement of the model’s 
output for selected feature subset is employed to control searching for the next subset, 
until some stopping criterion is accomplished. The stopping criterion can be e.g. reaching 
the end of search, reaching some boundary (minimum number of features or maximum 
number of iterations), or reaching requested error rate of a particular 
classification/regression task [93]. Cross-validation procedures are usually applied for 
evaluation of the model’s output in each stage. Generally, in comparison with filter 
methods, wrappers can lead for better performance of a particular learning model. 
However, this is at the cost of higher computational expenses, since a learning model 
needs to be run each time for evaluation of each feature subset. This also means, the whole 
feature selection task is adjusted to a particular model and it may not work with another 
model sufficiently. Moreover, sometimes it can result in overfitting of a particular model. 
Generally, evaluation criteria used in wrapper methods can be criteria used commonly for 
evaluation of the model performance in various tasks, for example predictive accuracy 
for classification or mean squared error of prediction for regression. An example of the 
wrapper approach utilizing SVM as a learning algorithm can be found in [97]. In this 
method, a sequential backward selection strategy is used for feature subset generation and 
measurement of classification error to control feature search mechanisms. 
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Recently, among these two categories of feature selection approaches, hybrid 
models combining the best of both can be found in the literature [1], [94], [157], [179]. 
The hybrid models utilize the both from filters and wrappers – evaluation of some 
independent intrinsic property in data and the model output to control generation of 
particular feature subsets. These models are usually utilized for tasks that process large 
amount of data, e.g. for medical data mining [1] or disease classification [179]. 
In this dissertation, filter- and wrapper-based feature selection approaches were 
studied and tested. Recent and popular correlation [146] and mutual information [136] 
criteria were tested as representatives of filter methods. Then, two sequential search 
techniques (SFS – sequential forward selection and SBS – sequential backward selection) 
were utilized as the examples of the wrapper approaches in connection with selected 
regression models. 
3.4.3.2 Filter methods 
Suppose, we have the input dataset with N samples and M features 𝑋 = {𝑥𝑖, 𝑖 = 1, … , 𝑀} 
and the target variable c. The goal of feature selection is to find from the original M-
dimensional feature space 𝑅𝑀 a subspace 𝑅𝑚 of m features which optimally describes c. 
In other words, the problem is to find the subset S with m features {xi} that has the largest 
statistical dependency on the target variable c. Then, the popular filter approaches to 
feature selection assess the statistical dependency in term of some metric, e.g. correlation 
[56], [146] or mutual information criteria [136]. 
In correlation-based feature selection (CFS) approach, a simple filter algorithm 
ranks feature subsets according to heuristic correlation-based evaluation function that has 
been originally proposed in [56]: 
𝑀𝑆 =
𝑚𝑟𝑐𝑓
√𝑚+𝑚(𝑚−1)𝑟𝑓𝑓
 ,            (3.12) 
where Ms is the heuristic measure of the particular feature subset S, m is a number of 
features in the particular subset S, 𝑟𝑐𝑓 is the mean feature–class correlation )( Sf  , and 
𝑟𝑓𝑓 is the mean feature–feature inter-correlation. The aim of CFS approach is to identify 
a feature subset that contains features that are highly correlated with the target variable c 
and uncorrelated with each other. The algorithm works in an iterative manner searching 
for the subset with the highest value of MS. Since an exhaustive search through all possible 
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subsets is usually intractable, any of the realistic search strategies can be employed to find 
the best subset of features. In this dissertation, a hill climbing forward feature selection 
strategy is utilized in connection with CFS. 
Other way to find a relevant feature subset with maximum dependency on the target 
variable c is utilization of mutual information criterion in the minimum-Redundancy-
Maximum-Relevance (mRMR) scheme [136]. According to the concept of mRMR, the 
maximum dependency D of the subset S on the target c is expressed in term of maximal 
relevance (Max-Relevance): only features with the highest relevance to the target c are 
selected. This can be formally written as follows [136]: 
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where );( cxI
i
 is mutual information computed between the individual features and the 
target variable. Some of the features selected by the criterion D can be redundant. This 
means, selected feature subset could not be good enough, since it could contains features 
that are similar and statistically dependent. Therefore, the following minimum 
redundancy (Min-Redundancy) condition is included in mRMR scheme [136]: 
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The term );(
ji
xxI in (3.14) represents mutual information computed between individual 
features in the subset S. 
Furthermore, the final criterion combines the both constraints D and R, which results in 
the complete mRMR approach [136]: 
),(max RD
S
 , RD  .    (3.15) 
An incremental search method is used to find the near-optimal feature subset according 
to defined criterion. First, the feature with the highest value of );( cxI
i
is selected 
according to the criterion D. Then, other features are added in an iterative manner 
optimizing (3.15), whereas earlier selected features remain in a previous subset. Suppose 
that i-1 features are already selected thus creating the subset 𝑆𝑖−1. Then, the next feature 
xi is selected from the set {𝑋 − 𝑆𝑖−1} by maximization of the criterion Φ(∙). 
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3.4.3.3 Wrapper methods 
As discussed earlier, wrapper approaches use output of a learning model for evaluation 
of a particular feature subset. In each step, the new subset is generated by a certain search 
strategy and the model’s output is evaluated by an evaluation criterion. Various search 
strategies can be used for a subset generation. Two popular strategies – sequential forward 
selection (SFS) and sequential backward selection (SBS) were studied and employed in 
this dissertation. Then, several regression models, which are described in the following 
section, were used for prediction of a target variable. 
SFS starts with an empty set of features and add one feature per iteration. In each 
step, each feature candidate that is not so far a part of the current subset is included into 
this particular subset and the resulting subset is evaluated. At the end of the step, the 
feature whose addition yielded in the best performance of the current subset is kept in this 
subset. This way, an algorithm continues until a certain number of features is selected, or 
until there is no performance improvement. 
SBS, in contrast to SFS, starts with the entire feature set and sequentially removes 
a feature whose removal yields the maximal performance improvement of the subset. The 
algorithm continues until a certain number of features is left, or until the performance get 
too poor. 
Spearman’s rank correlation coefficient () and root mean squared error of 
prediction (RMSEP) are used as evaluation criteria of models output.  can be computed 
between the model predicted output y and the target variable c as follows [71]: 
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where n is number of samples. The values of y and c are separately ranked from 1 to n in 
increasing order. yi and ci in (3.16) represent the ranks of particular observations i = 1,…,n 
of the respective variables. Spearman’s rank correlation coefficient was chosen because 
of two main properties: (i) it can measure a general monotonic relationship between two 
variables, even when the relationship is not necessarily linear, and (ii) it is robust to 
outliers due to ranking of values. 
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Even when the correlation between y and c can be strong, the predicted values can 
still differ from the target values with some error. In order to evaluate model accuracy in 
the error sense, a frequently used heuristic criterion is utilized: 
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In each iteration of the wrapper approach (for each feature subset), a cross-
validation procedure is used to evaluate model output via a chosen evaluation criterion. 
3.4.3.4 Regression models 
Linear regression 
Linear regression model is one of the most widely used models for regression, e.g. in 
statistic and machine learning applications [108]. The response of the model y(x) is a 
linear function of the input x. This can be formally written as follows: 



m
i
ii
T
xwy
1
)( xwx ,  mi ,...,1            (3.18) 
where xw T  is the dot product between the input vector x and the model’s weight vector 
w,  is the residual error between the predicted responses and the target values, and m is 
the number of input features. The proper weights of the model are then found by 
minimization of the residual errors. 
Supervised multi-layer neural network 
Supervised multi-layer artificial neural networks (NN) are widely utilized in biomedical 
engineering and other areas especially for data classification, modelling, and prediction 
[9], [37], [52], [110], [112]. Artificial neuron – elementary unit of NN process an input 
data according to the general equation [144]:  
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where xw T is the dot product between the input vector x and the neuron's weight vector 
w, b is the bias, m is the number of input features, and f is the transfer (activation) function. 
As can be seen from (3.19), simple artificial neuron allows making solutions of the linear 
problems only. Then, in contrast to this simple case, NNs are parallel adaptive systems 
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consisted of more than one artificial neuron generally allowing solutions of non-linear 
problems as well [21]. NN architecture, type of neuron transfer functions, training 
algorithm, and error calculation method are generally chosen according to the type and 
the complexity of problem being solved. 
In regression tasks [98], the feed forward NN with one or two hidden layers is 
usually used. The number of neurons in NN input (distributing) layer is defined by the 
number of features in input vector. The output layer of such NN involves one neuron with 
linear transfer function which allows taking real output values. The number of hidden 
layers and neurons in particular layers are usually determined empirically. 
During the training process, the NN performance function (usually defined 
according to the mean of squared errors) is minimized by means of solving an 
optimization problem. Supervised training with backpropagation algorithm (BP) [21] is 
the most commonly used in many NN applications. In BP approach, optimization is 
performed via gradient calculation of the NN performance function. The weights and 
biases are then corrected in the direction of negative gradient of the performance function 
backward through the NN. This conventional approach, so-called gradient descent 
approach, is however too slow to solve complex regression problem [21]. There are faster 
techniques for training of NN, such as gradient descent with momentum or Levenberg-
Marquardt algorithm (LM) [21]. The latter is the most commonly used approach based 
on the numerical optimization processes for classification as well as regression tasks. LM 
changes the correction step depending on the error computed in actual iteration in such 
a way, that the performance function (i.e. the error) is reduced during each iteration to 
reach its minimal value. It leads to high speed of optimization and, as a result, to 
significant shortening of training duration. 
In this dissertation, different architectures of NN were tested. Finally, 
backpropagation NN with two hidden layers (ten and five hidden neurons with log-
sigmoid transfer functions in the first and the second hidden layer, respectively) was 
utilized. LM optimization algorithm was used for NN training. 
More detail information and mathematical background of the most popular 
optimization methods used in NN can be found in monograph [79]. Then, full information 
about the underlying principles of different NN approaches, properties, possibilities, and 
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creating the NN systems for classification as well as regression purposes can be found in 
[13], [21], [36], and [98]. 
Support-vector regression 
Support vector machine (SVM) has become very popular supervised machine learning 
technique that is extensively utilized in many areas, e.g. for classification, regression, as 
well as other learning tasks. The concept of SVM was first introduced by Vapnik et al. 
[167] as a linear binary classifier and later extended for non-linear multi-class problems 
as well as regression tasks, so-called support vector regression (SVR) [35]. An extensive 
theory and detail description of the principle of both SVM and SVR can be found in many 
monographs and papers [13], [19], [65], [67], [108], [150], [151], [167]. In this section, 
first an underlying principal of classic SVM is presented briefly. Then, the basic concept 
of SVM is generalized and extended for regression purposes. 
Suppose two-class classification problem, that we have training dataset of 
observation–label pairs liy
ii
,,1),,( x , where 
n
i
Rx ,  1,1 
i
y , and l is the number 
of observations. Then, the goal of the SVM classifier is to construct a hyperplane with 
the largest margin that will be able to separate the positive from the negative observations. 
For observations that lie on the hyperplane, we can write [19]: 
0 bwx ,      (3.20) 
where w is the normal vector to the hyperplane and b is the bias parameter. Then, w  is 
Euclidean norm of w and wb is the perpendicular distance from the hyperplane to the 
origin. The margins of a separating hyperplane are then defined as the shortest distance 
from the hyperplane to the closest positive or negative observation. The observations that 
lie on margins of a separating hyperplane are called support vectors. During the training 
of the SVM classifier, a constrained optimization algorithm tries to find a separating 
hyperplane with the largest margins. To find such a hyperplane for linearly separable 
cases, all training observations have to satisfy the following constraints [19]: 
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Equations (3.21) and (3.22) can be further combined into one set of inequalities [19]: 
   01)(  by
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wx   i             (3.23) 
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Then, the following primal optimization problem has to be solved to find a separating 
hyperplane with the maximum margins [19]: 
2
, 2
1
min w
w b
,             (3.24) 
subject to constraints given by inequality (3.23). Equations (3.23) and (3.24) represent 
a quadratic programming problem in which a function is minimized subject to a set of 
linear inequality constraints. This optimization problem is usually solved with help of 
Lagrangian multipliers. The main reasons to reformulate the problem into Lagrangian 
representation are as follows. First, solving the problem in Lagrangian formulation will 
be much easier to handle. Secondly, this reformulation allows having the training data in 
the form of dot products between vectors. The second advantage allows an extension of 
the standard form of linear SVM to handle non-linear cases. Further information and 
details about solving this optimization problem in Lagrangian form can be found in [13], 
[19], and [150]. 
The above described basic principle of the SVM classifier can be generalized for 
more complex learning tasks covering non-linearly separable cases as well as overlapping 
datasets. In the literature, a generalized representation of the SVM classifier is often 
referred as so-called soft margin classifier [13], [150]. Then, general constrained 
optimization problem that has to be solved to train the SVM classifier is formulated as 
follows [19]: 



l
i
i
T
b
C
1
,, 2
1
min 

ww
w
            (3.25) 
           subject to   
ii
T
i
by   1))(( xw ,        
                    0
i
 ,  li ,...,1 . 
Function (𝐱𝑖) in (3.25) serves for mapping the vectors of training observations 𝐱𝑖 into a 
higher dimensional space by applying so-called “kernel trick”, where every dot 
product is replaced by some kernel function, written in a general form as 
)()(),(
j
T
iji
K xxxx  . This procedure is necessary to be able to handle non-linear 
classification problems. Different kernels can be used. The most popular kernel functions 
are mentioned in Table 8 [65]. After the mapping procedure, SVM finds a linear 
separating hyperplane with the maximum margin in a new higher dimensional space. 
Variable C > 0 is the regularization (penalty) parameter (3.25) that has to be chosen by 
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the user. A larger value of C results in higher penalization during optimization process. 
Parameter C thus serves as a trade-off between minimizing error of classification and 
maximizing margin of a separating hyperplane. Selection of C is usually made 
heuristically utilizing cross-validation methods. Parameter 
𝑖
 is a positive slack variable, 
which is involved in the optimization constraints to be able to train the model for 
overlapping datasets. More details about a generalization of SVM classifier can be found 
in the literature [13], [19], and [150]. 
Table 8. The most popular kernel functions used in SVM/SVR. 
Linear 
j
T
iji
K xxxx ),(  
Polynomial  
d
j
T
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rK  xxxx ),( ,   > 0 
Radial Basis Function (RBF)  2exp),(
jiji
K xxxx   ,   > 0 
Sigmoid  rK
j
T
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 xxxx tanh),( ,   > 0 
, r, and d are kernel parameters. Usually a cross-validation procedure is used to find the optimal 
values. 
In the case of classification, the target labels were  1,1 iy . In regression tasks, the 
problem is slightly even more general and concerned to estimate real values of the target 
output 1Rz
i
 . The standard form of support vector regression (-SVR) that has to be 
optimized is as follows [67]: 
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Parameters C > 0 and  > 0 have to be chosen experimentally. Parameter  is involved in 
the error term to create so-called -insensitive error zone when constructing a separating 
hyperplane. The equation (3.26) then gives zero error if the absolute difference between 
the predicted output and the target variable is less than . The value of  can thus specifies 
desired accuracy of the model and must be defined beforehand. 
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The alternative formulation of SVR is -SVR, where parameter ]1,0(  is used to 
control the number of support vectors [67], [151]. The problem that needs to be optimized 
is then as follows [67]: 
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RBF kernels were used in both types of SVR model (-SVR, -SVR) for further 
testing. The optimal values of the parameters C, , and  were identified heuristically 
through the experiments.  
For more information about -SVR and -SVR formal description and 
implementation possibilities, see [13], [67], and [151]. 
3.5 Results and discussion 
3.5.1 Evaluation methodology 
Evaluation of the proposed approach for assessment of the RNFL was carried out in two 
stages. In the first stage, ability of the proposed features to predict the RNFL thickness 
with particular regression models was evaluated, whereas different feature selection 
approaches were tested; see an overview in Table 9. Complete feature set was considered 
in method evaluation as well. A feature vector was computed for each of the 354 ROIs 
described in Section 3.4.1.1. The target variable, i.e. the vector of the RNFL thicknesses 
at particular locations on the retina, was derived from the interpolated RNFL thickness 
map provided by the OCT volume data. Standard repeated random sub-sampling cross-
validation technique was used for performance evaluation. Seventy and thirty percent of 
randomly chosen ROIs were used for training and testing the regression models, 
respectively. Whereas, particular datasets were disjunctive; i.e. each ROI could be either 
in the train or in the test set, not in the both. This random sub-sampling procedure was 
repeated 100 times. Spearman’s rank correlation coefficient  and root mean squared 
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error of prediction RMSEP, computed between the predicted output and the vector of 
RNFL thicknesses, were used to evaluate the models performance. 
Table 9. An overview of approaches used for evaluation of the proposed methodology. 
Feature selection 
approach 
Regression 
models 
Final evaluation 
criteria 
Complete feature set LinReg 
 
-SVR 
 
-SVR 
 
NN 
 
 
RMSEP 
Filters 
CFS 
mRMR 
Wrappers 
SFS 
SBS 
In the second stage, the proposed method was evaluated utilizing entire fundus 
images. Usually, the OCT device acquires a circular scan (with diameter 3.4 mm) around 
the ONH and the RNFL thickness is then evaluated in this single scan [11]. Hence, 
evaluation of the RNFL in fundus images was performed similarly as in OCT in a 
predefined peripapillary area. First, the blood vessels in fundus images were extracted to 
be able to conduct an analysis in the non-vessel areas only. A circular scan pattern was 
placed manually into the ONH center for each fundus image. This scan pattern consists 
of five particular circles (to make the scan reasonably thick). Scanning was performed for 
individual circles and the final profile was interpolated by the linear interpolation method 
that provides sufficient results. The same interpolation technique was used to interpolate 
final profile in the non-vessel areas as well. Besides the comparison with the RNFL 
thickness provided by the OCT circular scans, the results of the proposed methodology 
were compared also with the straightforward intensity criterion that is extensively used 
in a subjective manner by physicians as well as other researchers. 
3.5.2 Evaluation of the method via cross-validation 
3.5.2.1 Complete feature set 
Although different feature selection techniques were studied and tested in this 
dissertation, evaluation using all features without any feature selection method was 
considered as well.  and RMSEP parameters were computed in each run of cross-
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validation procedure to evaluate the models output (Figure 24 and Figure 25). An 
averaged values of  and RMSEP were computed as shown in Table 10. 
  
               a)                                  b)  
Figure 24. Cross-validation results of particular models using complete feature set –  computed between 
the models predicted output and the RNFL thickness. The results are depicted graphically in terms of (a) 
particular cross-validation runs and (b) statistical boxplot diagram. 
 
  a)                                b) 
Figure 25. Cross-validation results for particular models using complete feature set – RMSEP computed 
between the models predicted output and the RNFL thickness. The results are depicted graphically in 
terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
Table 10. Averaged cross-validation results of particular regression models using complete feature set. 
Model  [-] RMSEP [µm] 
LinReg 0.6720±0.0500 23.20±1.86 
-SVR 0.7242±0.0431 
 
20.87±1.60 
-SVR 0.7245±0.0426 20.85±1.58 
NN 0.6693±0.0570 
 
23.18±1.94 
All values of  are statistically significant with p–values << 0.05. 
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3.5.2.2 Filter – CFS 
Furthermore, two filter-based feature selection approaches were tested – CFS and 
mRMR. In CFS approach, the best feature subset is identified according to correlation 
criterion (3.16) in an iterative manner. A modified sequential forward selection strategy 
(Section 3.4.3.3) was utilized for subset generation. The original version of SFS stops 
when addition of the next best feature does not yield to improvement of the current subset 
performance or when a certain number of features is added. The modified SFS continues 
searching, even when addition of the next best feature results in decrease of a subset 
performance. Then, this procedure stops when any other feature is available. 
A subset of 18 features was identified using the CFS approach.  and RMSEP 
parameters were computed in each run of cross-validation procedure to evaluate the 
model output using the best feature subset (Figure 26 and Figure 27). An averaged values 
of  and RMSEP were computed as shown in Table 11. The selected features are 
numerically listed at the bottom of this table. 
  
              a)                                 b)  
Figure 26. Cross-validation results of particular models using the filter-based CFS approach –  
computed between the models predicted output and the RNFL thickness. The results are depicted 
graphically in terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
- 80 - 
 
 
  a)                                 b) 
Figure 27. Cross-validation results for particular models using the filter-based CFS approach – RMSEP 
computed between the models predicted output and the RNFL thickness. The results are depicted 
graphically in terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
Table 11. Averaged cross-validation results of particular regression models using CFS. 
Model  [-] RMSEP [µm] 
LinReg 0.7209±0.0397 20.8027±1.4402 
-SVR 0.7323±0.0396 
 
20.5926±1.4302 
-SVR 0.7306±0.0395 20.6446±1.4295 
NN 0.6288±0.0516 
 
25.1218±1.9819 
2,4,6,9,11,15,16,17,27,32,39,43,44,57,58,63,77,78 
All values of  are statistically significant with p–values << 0.05. 
3.5.2.3 Filter – mRMR 
The latter filter-based approach – mRMR was tested. In this approach, the best feature 
subset is identified according to criterion based of mutual information. As the algorithm 
proceeds, the features are sequentially added optimizing the criterion (3.15). This way, 
the list of all ranked features is created in descending order. 
A subset of high-ranked 12 features was selected from the list of ranked features 
with respect to having the features from both texture analysis methods equally 
represented.  and RMSEP parameters were computed in each run of cross-validation 
procedure to evaluate the model output using identified feature subset (Figure 28 and 
Figure 29). An averaged values of  and RMSEP were computed as shown in Table 12. 
The selected features are numerically listed at the bottom of this table. 
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               a)                                  b)  
Figure 28. Cross-validation results of particular models using filter-based mRMR approach –  computed 
between the models predicted output and the RNFL thickness. The results are depicted graphically in 
terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
 
  a)                                b) 
Figure 29. Cross-validation results for particular models using the filter-based mRMR approach – 
RMSEP computed between the models predicted output and the RNFL thickness. The results are depicted 
graphically in terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
Table 12. Averaged cross-validation results of particular regression models using the filter-based mRMR 
approach. 
Model  [-] RMSEP [µm] 
LinReg 0.7184±0.0420 21.0078±1.5824 
-SVR 0.7291±0.0377 
 
20.6830±1.5836 
-SVR 0.7277±0.0375 20.7180±1.5794 
NN 0.6200±0.0512 
 
25.3889±2.0822 
42,12,63,35,13,73,43,78,11,67,8,6 
All values of  are statistically significant with p–values << 0.05. 
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3.5.2.4 Wrapper – SFS 
Two wrapper-based approaches were tested, differentiated by search strategies used for a 
subset generation – SFS and SBS. In SFS strategy, standard forward hill-climbing 
procedure is utilized (Section 3.4.3.3). The procedure starts with an empty feature set and 
sequentially adds a feature that yields in the best improvement of a particular subset. This 
proceeds until there is no improvement in performance of a particular feature subset. The 
RMSEP evaluation criterion and repeated random sub-sampling cross-validation were 
utilized for measurement of the model output. Selection of RMSEP as the evaluation 
criterion during the search procedure was straightforward, since it directly describes 
errors between the predicted output and the target. This way, different subsets were 
selected for particular models (Table 13). As the best subsets were identified, both  and 
RMSEP were evaluated for particular models. The cross-validation results are then 
presented graphically in Figure 30 and Figure 31, along with their averaged values in 
Table 13. The selected features are numerically listed below the name of particular 
models in this table. 
  
               a)                                  b)  
Figure 30. Cross-validation results of particular models using the wrapper-based SFS search strategy –  
computed between the models predicted output and the RNFL thickness. The results are depicted 
graphically in terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
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  a)                                b) 
Figure 31. Cross-validation results for particular models using the wrapper-based SFS search strategy – 
RMSEP computed between the models predicted output and the RNFL thickness. The results are depicted 
graphically in terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
Table 13. Averaged cross-validation results of particular regression models using the wrapper-based SFS 
search strategy. 
Model  [-] RMSEP [µm] 
LinReg  
(5,6,9,11,37,39,48,49,54,64,69,71,78) 
 
0.7430±0.0370 20.0054±1.4542 
-SVR 
(5,6,10,32,37,39,44,58,78) 
0.7450±0.0379 19.9746±1.3609 
-SVR 
(5,6,12,32,37,39,44,49,78) 
0.7437±0.0375 20.0587±1.3689 
NN 
(1,6,19,40,44,46,78) 
0.6497±0.0469 24.5163±1.7310 
All values of  are statistically significant with p–values << 0.05. 
 
3.5.2.5 Wrapper – SBS 
A standard backward hill-climbing technique is used in SBS (Section 3.4.3.3). The 
algorithm starts with an entire feature set and sequentially eliminates one feature per 
iteration whose removal improves a current subset. The algorithm ends when there is no 
other feature whose elimination would cause better performance than in a previous step. 
As in the first wrapper-based approach, RMSEP criterion and repeated random sub-
sampling cross-validation technique were utilized for evaluation of the model 
performance in each iteration. The results of final subsets are shown in Figure 32 and 
Figure 33. Averaged values of final criteria evaluated within the cross-validation are 
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presented in Table 14. Selected features are numerically listed below the name of 
particular models in this table. 
  
               a)                                  b)  
Figure 32. Cross-validation results of particular models using the wrapper-based SBS search strategy –  
computed between the models predicted output and the RNFL thickness. The results are depicted 
graphically in terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
 
  a)                                 b) 
Figure 33. Cross-validation results for particular models using the wrapper-based SBS search strategy – 
RMSEP computed between the models predicted output and the RNFL thickness. The results are depicted 
graphically in terms of (a) particular cross-validation runs and (b) statistical boxplot diagram. 
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Table 14. Averaged cross-validation results of particular regression models using the wrapper-based SBS 
search strategy. 
Model  [-] RMSEP [µm] 
LinReg 
(1,2,3,4,6,8,9,10,11,13,14,15,16,17,20,22, 
23,24,25,29,31,33,34,37,40,43,44,48,51,53,54, 
58,59,63,64,66,70,72,73,74,77,78) 
 
0.7413±0.0399 20.3506±1.7035 
-SVR 
(5,6,21,22,23,28,29,35,36,37,38,40,43,47,49,51,53, 
54,60,68,69,71,72,73,78) 
0.7494±0.0350 20.1208±1.5042 
-SVR 
(5,6,19,23,27,28,32,36,40,43,44,48,54,55,57,58, 
60,68,69,71,72,73,77,78) 
0.7473±0.0361 20.1446±1.4655 
NN 
(6,8,10,11,12,15,17,18,19,20,21,22,26,29,30,32,33,35,37,38,39,40,42,4
3,44,45,46,48,49,50,51,52,53,54,55,57,58,59,60,61,62,63,64,65,66,67,6
8,69,74,75,76,77,78) 
0.6636±0.0546 23.9746±2.0587 
All values of  are statistically significant with p–values << 0.05. 
The results of both filter-based approaches are comparable. CFS looks slightly 
better than mRMR reaching higher correlation and lower error of prediction, but the 
differences between them are not too much expressive. The main advantage of filter-
based approaches is that they utilize only intrinsic properties of features and identified 
subsets can then be used with different regression models. 
In wrapper-based approaches, feature subset is found for a particular regression 
model and cannot be easily used with another one. Nevertheless, the cross-validation 
procedure revealed that the results of wrapper-based approaches are better in comparison 
with filter-based methods. Hence, adjustment of feature selection to a particular model 
might be useful for the given task. 
Another important finding is that the particular feature selection methods identified 
the best subset consisted of features from both texture analysis approaches (GMRF as 
well as LBP). It shows that features from both approaches are convenient and significant 
for description of the RNFL texture. 
The results of cross-validation show that utilization of feature selection methods 
can improve performance of particular regression models. There is an increase of 
performance in comparison with complete feature set. However, because the differences 
are small, utilization of complete feature set can still be regarded as beneficial when no 
limitations, e.g. regarding computational complexity, are required. 
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3.5.3 Evaluation of the method using circular scan patterns 
Previous cross-validation stage revealed that the performance of -SVR is slightly over 
other approaches so it was considered for further testing. Moreover, wrapper-based 
approaches achieved higher performance than filter-based methods. The cross-validation 
results of -SVR using SFS and SBS are almost the same and mutually comparable. 
However, compared to SBS, SFS provides smaller feature subset with representatives 
equally selected from both texture analysis methods. Therefore, the feature set identified 
via the wrapper-based SFS approach is used further. Comparison with the complete 
feature set is also included, since the differences between feature selection and original 
feature set are not too much expressive. Figure 34 shows a significant statistical relation 
between the RNFL thickness and the model trained on the whole dataset of ROIs – for 
complete feature set ( = 0.7846, RMSEP = 18.9957 µm) and feature subset identified via 
the wrapper-based SFS approach ( = 0.7850, RMSEP = 18.9402 µm). 
 
                                                  a)                                                                    b) 
Figure 34.  Relation between the -SVR predicted output and the RNFL thickness for (a) complete 
feature set and (b) feature subset identified via the wrapper-based SFS approach. The model output was 
computed for each of the 354 ROIs. 
As described earlier, evaluation is carried out in a diagnostically interesting area around 
the ONH as can be seen from Figure 35 – Figure 38. Results of the proposed method 
(Figure 35b – Figure 38b) are compared with the RNFL thickness measured by the OCT 
circular scans (Figure 35c – Figure 38c) as well as with the straightforward intensity 
criterion, which is usually subjectively used by physicians and other researchers (thinner 
RNFL appears darker irrespectively to the RNFL pattern in fundus images; Figure 35a – 
Figure 38a). Approximated regression curves are depicted for each scan showing typical 
double-peak circular scan profiles of the RNFL. Evaluation parameters  and RMSEP 
were computed for each circular scan extracted from the images of normal and 
glaucomatous subjects at the non-vessel areas only (Table 15 – Table 16). 
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Table 15. Evaluation of the method on images of normal subjects. The values in brackets deal with 
approximated profiles (the red curves in Figure 35 – Figure 36). The values are computed for the non-vessel 
locations only. Minimum and maximum values are boldfaced in each column. Highlighted rows denote the 
images that are presented in Figure 35 – Figure 36 (for both images, the wrapper SFS results are displayed). 
Image 
no. 
Intensity 
image 
Predicted image 
Complete feature set Wrapper SFS 
 [-]  [-] RMSEP [m]  [-] RMSEP [m] 
1 0.75 (0.84) 0.87 (0.94) 16.28 (12.91) 0.90 (0.98) 15.85 (10.50) 
2 0.59 (0.97) 0.76 (0.81) 16.74 (25.58) 0.81 (0.82) 16.51 (24.89) 
3 0.51 (0.64) 0.71 (0.88) 17.98 (14.99) 0.69 (0.88) 18.23 (14.59) 
4 0.75 (0.78) 0.86 (0.98) 15.71 (16.68) 0.83 (0.98) 16.34 (16.25) 
5 0.75 (0.85) 0.89 (0.95) 22.29 (24.03) 0.85 (0.96) 22.37 (22.48) 
6 0.65 (0.93) 0.64 (0.94) 20.77 (12.14) 0.60 (0.92) 22.11 (12.75) 
7 0.37 (0.71) 0.65 (0.91) 17.38 (11.56) 0.67 (0.91) 17.50 (11.34) 
8 0.79 (0.90) 0.74 (0.94) 25.28 (26.34) 0.82 (0.97) 23.08 (23.50) 
9 0.61 (0.81) 0.79 (0.89) 18.36 (11.71) 0.79 (0.90) 18.65 (12.02) 
10 0.62 (0.82) 0.69 (0.90) 26.73 (19.60) 0.72 (0.92) 25.65 (17.81) 
11 0.63 (0.90) 0.90 (0.99) 24.11 (24.19) 0.90 (0.99) 24.36 (24.29) 
12 0.46 (0.80) 0.77 (0.99) 24.68 (23.40) 0.80 (0.98) 24.73 (25.49) 
13 0.63 (0.68) 0.82 (0.92) 21.88 (22.15) 0.80 (0.92) 22.10 (22.13) 
14 0.55 (0.85) 0.79 (0.78) 20.89 (19.65) 0.79 (0.80) 21.66 (20.43) 
15 0.55 (0.77) 0.63 (0.90) 24.35 (14.45) 0.64 (0.90) 23.69 (15.18) 
16 0.42 (0.66) 0.69 (0.89) 22.87 (21.34) 0.70 (0.90) 22.67 (20.71) 
17 0.46 (0.67) 0.68 (0.94) 22.32 (18.57) 0.71 (0.95) 21.12 (17.86) 
18 0.62 (0.78) 0.77 (0.90) 16.18 (12.33) 0.83 (0.94) 14.56 (10.58) 
19 0.55 (0.56) 0.65 (0.99) 15.73 (12.70) 0.65 (0.99) 16.15 (13.57) 
           mean 0.59 (0.79) 0.75 (0.92) 20.56 (18.12) 0.76 (0.93) 20.39 (17.70) 
std 0.12 (0.11) 0.09 (0.06) 3.64 (5.21) 0.09 (0.05) 3.48 (5.18) 
All values of  are statistically significant with p–values << 0.05. 
Table 16. Evaluation of the method on images of glaucomatous subjects. The values in brackets deal with 
approximated profiles (the red curves in Figure 37 – Figure 38). The values are computed for the non-vessel 
locations only. Minimum and maximum values are boldfaced in each column. Highlighted rows denote the 
images that are presented in Figure 37 – Figure 38 (for both images, the wrapper SFS results are displayed). 
Image 
no. 
Intensity 
image 
Predicted image 
Complete feature set Wrapper SFS 
 [-]  [-] RMSEP [m]  [-] RMSEP [m] 
1 0.50 (0.41) 0.70 (0.75) 18.92 (18.53) 0.66 (0.71) 20.08 (19.49) 
2 0.48 (0.58) 0.58 (0.67) 20.21 (17.50) 0.59 (0.68) 20.44 (18.05) 
3 0.50 (0.58) 0.54 (0.82) 13.12 (11.61) 0.57 (0.82) 12.63 (10.48) 
4 0.11 (0.03) 0.31 (0.36) 24.83 (21.50) 0.36 (0.36) 24.23 (21.30) 
5 0.23 (0.42) 0.35 (0.45) 32.43 (30.37) 0.37 (0.41) 32.05 (28.91) 
6 0.57 (0.58) 0.68 (0.76) 29.02 (26.75) 0.69 (0.75) 27.45 (25.24) 
7 0.17 (0.31) 0.57 (0.87) 18.31 (12.32) 0.53 (0.82) 18.97 (12.91) 
8 0.44 (0.54) 0.45 (0.47) 24.76 (19.19) 0.45 (0.43) 23.71 (18.12) 
                      mean 0.38 (0.43) 0.52 (0.64) 22.70 (19.72) 0.53 (0.62) 22.44 (19.31) 
std 0.18 (0.19) 0.14 (0.19) 6.27 (6.47) 0.13 (0.19) 5.86 (6.02) 
All values of  are statistically significant with p–values << 0.05. 
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The results show that there is a significant statistical relation between the values obtained 
via the proposed texture analysis and the RNFL thickness measured by OCT8. 
Furthermore, the proposed texture analysis achieved significantly higher correlation than 
the basic intensity criterion. Two examples from each table (in tables marked by the grey 
line) are shown in Figure 35 – Figure 38 to demonstrate major outcomes and drawbacks 
of the proposed approach. Particularly, Figure 35 shows results of the image that achieved 
one of the highest performance in terms of  along with one of the lowest error of 
prediction (image no. 1 in Table 15) for both, the complete feature set and the SFS 
wrapper approach. Inspecting the result in detail, one can reveal that the model predicted 
output follows correctly the RNFL thickness profile with subtle differences only. On the 
other side, Figure 36 shows the image with one of the lowest value of  and higher error 
of prediction (image no.6 in Table 15). This can be caused probably by variation in image 
quality (blurring and presence of noise in a couple of images). Other drawback concerns 
the blood vessels that cover rather large area of the retina, especially in the ONH 
surroundings. At the locations of the blood vessels and their near neighborhood, the 
texture representing the RNFL is missing in fundus images. Hence, the texture analysis 
is demised to be carried out at the locations without the blood vessels only. Due to this 
issue, the predicted values are reduced particularly at locations of the major blood vessel 
branches. However, even in the worst case, the evaluation revealed that the results are 
still relevant capturing variations in the RNFL thickness significantly. Figure 37 and 
Figure 38 then show the best and the worse examples for glaucomatous subjects, 
respectively. The performance of the method evaluated using images of glaucomatous 
subjects is lower than for normal subjects. Generally, this is probably due to worse image 
quality of glaucomatous subjects that were tested (possibly caused by cataracts and 
unclear ocular media). In addition, limited number of patients also influences the 
evaluation. However, despite the drawbacks mentioned, there is a significant 
improvement against the common intensity criterion for the images of both the normal as 
well as glaucomatous subjects. The evaluation part revealed that the proposed 
methodology could sufficiently contribute to the RNFL assessment based only on fundus 
camera. In comparison to the intensity, the proposed texture approach is able to capture 
continues variations in the RNFL thickness and thus can be used for possible detection of 
the RNFL thinning caused by pathological changes in the retina. Additional advantage of 
                                                          
8 Significance of the results was statistically validated by t-test at the 5% significance level. 
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this texture approach is that the proposed features are invariant to changes of illumination 
and light reflection. 
 
                            a)                   b)                   c) 
Figure 35. Images of circular scans of the normal subject no. 1 and corresponding profiles: a) original GB 
fundus image with intensity profile, b) model predicted output with corresponding profile, c) SLO image 
with circular scan pattern and the RNFL thickness profile. Red curves represent polynomial 
approximation of each profile. The red arrow indicates direction of scanning. 
 
                            a)                   b)                  c) 
Figure 36. Images of circular scans of the normal subject no. 6 and corresponding profiles: a) original GB 
fundus image with intensity profile, b) model predicted output with corresponding profile, c) SLO image 
with circular scan pattern and the RNFL thickness profile. Red curves represent polynomial 
approximation of each profile. The red arrow indicates direction of scanning. 
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                            a)                   b)                   c) 
Figure 37. Images of circular scans of the glaucomatous subject no. 1 and corresponding profiles: a) 
original GB fundus image with intensity profile, b) model predicted output with corresponding profile, 
c) SLO image with circular scan pattern and the RNFL thickness profile. Red curves represent 
polynomial approximation of each profile. The red arrow indicates direction of scanning. The RNFL los 
can be seen approx. at the angular position of 270-degrees. 
 
                            a)                   b)                   c) 
Figure 38. Images of circular scans of the glaucomatous subject no. 4 and corresponding profiles: a) 
original GB fundus image with intensity profile, b) model predicted output with corresponding profile, 
c) SLO image with circular scan pattern and the RNFL thickness profile. Red curves represent 
polynomial approximation of each profile. The red arrow indicates direction of scanning. The RNFL los 
can be seen approx. at the angular position of 300-degrees. 
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3.6 Notes about method implementation 
The proposed methodology to the RNFL assessment was implemented using MATLAB 
7.9.0 (R2009b) programming software. A set of experimental program modules was 
written allowing preprocessing of data, feature extraction, regression, and comparison of 
results with the OCT data. In addition, the SVR models included in external LIBSVM 
toolbox [67] were utilized for implementation of the method. Evaluation of the proposed 
methodology was performed on a personal computer with Intel® Core™ i7 processor, 4 
GB system memory, and Windows® 7 Professional 64-bit operating system. An average 
computational time of one image is approx. 15 minutes. During this time, the blood 
vessels are segmented, the model output is computed in a predefined area surrounding the 
ONH, and corresponding profiles are extracted. However, it must be noted that 
implementation of the presented method has not been optimized concerning 
computational complexity yet. To achieve better computational performance, different 
programming languages and parallel image processing techniques should be considered 
for implementation of the proposed methodology. 
3.7 Conclusion 
The complex approach to texture analysis of the RNFL in colour fundus images is 
introduced. The results revealed that the proposed texture features can be applied 
sufficiently for quantitative description of continues variations in the RNFL thickness and 
even better than intensity criterion used alone. Obtained values of  and RMSEP 
confirmed usability of the proposed approach for prediction of the RNFL thickness using 
only colour fundus images. Thus, it promises applicability of this approach for detection 
of the RNFL thinning caused by pathological changes in the retina. 
One limitation of the proposed texture approach may be requirement of high quality 
fundus images with sufficient resolution and sharpness. However, many recent fundus 
cameras are able to take images with sufficient resolution and it will be no longer 
a problem due to progressive development of fundus imaging in the future. In addition, 
some preprocessing approaches could be considered for enhancement of the RNFL in 
fundus images (e.g. as in [46] and [133]) or for improving an image quality using image 
restoration techniques (e.g. as in [101] and [135]). Moreover, using a contrast enhancing 
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optical filter may also help to enhance appropriate colour channels and improve visibility 
of the RNFL pattern [162]. 
The proposed methodology is not limited to utilization of presented texture analysis 
methods, namely GMRF and LBP. Other approaches, with respect to noise robustness 
and rotation- and illumination- invariant properties, can be probably used as well. Then, 
different feature sets could be used as an input for regression models. Hence, in the further 
development, possible addition of other texture features could be considered. 
The evaluation has been so far performed with limited sample size (especially of 
glaucomatous subjects), since acquisition of high quality fundus images with 
corresponding OCT raw data has been in a certain manner dependent on possibilities of 
cooperating clinical partner. Nevertheless, evaluation on normal subjects is equally 
important in comparison to evaluation on pathological retinas of glaucomatous subjects. 
Also in the healthy eyes, the range of the RNFL thicknesses is sufficient enough (approx. 
20–200 m) to evaluate an ability of the proposed approach aimed to capture continues 
variations in the RNFL thickness. However, a study using larger dataset of colour fundus 
images with corresponding OCT thickness measurement still need to be carried out in the 
future. 
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4 OVERALL CONCLUSION 
The proposed dissertation contributes into the field of retinal image processing with two 
methodologies for the blood vessel segmentation (Part I) and the RNFL assessment in 
high-resolution colour fundus images (Part II).  
The first contribution to the recent state-of-the-art in retinal image processing is 
a proposal of the blood vessel segmentation methodology. The proposed approach allows 
accurate blood vessel segmentation of different sizes in high-resolution colour fundus 
images. The method is capable to segment thin blood vessels as well as the blood vessels 
with specular reflectance, which are the main priorities of the method. Besides that, the 
new publicly available HRF database with gold standard data to support evaluation of the 
retinal blood vessel segmentation algorithms is introduced. The proposed approach is 
validated with respect to the recent state-of-the-art. The segmentation algorithm is 
quantitatively validated on known widely used retinal databases (DRIVE and STARE) as 
well as on the new HRF database. The results are compared with other methods in the 
literature showing good performance of the proposed approach and its good applicability 
for segmenting actual high-resolution data. 
The blood vessel segmentation can serve as a necessary step preceding higher-level 
of analysis. Some diagnostically important features could be extracted from the 
segmented blood vessel tree further, e.g. vessel diameter, vessel tortuosity, and number 
of vessel crossings and bifurcations. In this dissertation, segmentation of the blood vessels 
is used for masking to be able to perform analysis of the RNFL in the non-vessel locations, 
since the RNFL texture is not presented above the blood vessels in fundus images. 
However, further research in the area of blood vessel segmentation could consider 
development of various methods for clinical assessment of different diseases affecting 
the vascular structures. 
Next, the main contribution of this dissertation is a proposal of a new methodology 
for the RNFL assessment in colour fundus images. The approach proposes utilization of 
texture analysis for description of changes in the RNFL pattern that continuously reflects 
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variations in the RNFL thickness. The proposed concept is then validated using the RNFL 
thickness measured via OCT, which is currently regarded as gold standard modality for 
glaucoma assessment. The results obtained are promising and show that the proposed 
methodology can be applied for capturing continuous variations in the RNFL thickness 
in fundus images, which is the main contribution to the recent state-of-the-art. Then, since 
the RNFL thinning is the primary sign of glaucoma, the proposed methodology can 
support an early diagnosis of this disease. The image intensity in colour fundus images is 
usually utilized by ophthalmologists for qualitative assessment of the RNFL. In addition, 
also many researchers working in fundus image processing adopted intensity criterion in 
their semi-automatic methods for evaluation of the RNFL status. Hence, the proposed 
methodology was compared with that intensity criterion as well. The results confirmed 
that the proposed approach allows achieving higher correlation with the real RNFL 
thickness measurement and thus it enables following variations in the RNFL thickness 
more precisely than a simple intensity measure. 
The method for the RNFL assessment in its current state could be included as a part 
of a wider modular clinical system for fundus image evaluation. Such a system could 
allow both the subjective inspection by ophthalmologist and the quantitative analysis via 
the proposed approach to support evaluation of fundus images acquired. In addition, the 
proposed concept may be used in a quantitative supporting part also in connection with 
the well-established cup/disc ratio [10] or recently proposed GRI (glaucoma risk index) 
[14]. The initial subjective fundus image evaluation performed by clinicians can thus be 
supported by quantitative methods to make the final diagnosis more accurate, well-
founded, and reproducible. Further development can lead to clinical validation of the 
proposed approach and creating an extensive normative database. A normative database 
can then allow performing classification of the RNFL (similarly as is used in OCT [11]) 
and making the diagnosis procedure fully automatic. 
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ABBREVIATIONS 
2D  Two-dimensional 
3D  Three-dimensional 
BP  Back-propagation 
BUT  Brno University of Technology 
C/D  Cup/disc 
CCD  Charge coupled device 
CFS  Correlation feature selection 
CLAHE  Contrast Limited Adaptive Histogram Equalization 
CSLO  Confocal scanning laser ophthalmoscope 
DBME  Department of Biomedical Engineering 
DR  Diabetic retinopathy 
DRIVE  Digital Retinal Images for Vessel Extraction 
FDOG  First-order derivative of Gaussian 
FEEC  Faculty of Electrical Engineering and Communication 
FOV  Field of view 
GDx  Scanning laser polarimetry (the name of commercial device) 
GMRF  Gaussian Markov random field 
GRI  Glaucoma risk index 
GUI  Graphical user interface 
HRA  Heidelberg Retinal Analyzer 
HRF  High-Resolution Fundus 
HRT  Heidelberg Retinal Tomograph 
ILM  Inner-limiting membrane 
JPEG  Joint Photographic Experts Group 
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LBP  Local binary pattern 
LinReg  Linear regression 
LM  Levenberg-Marquardt algorithm 
LSE  Least square error 
MF  Matched filter 
MFR  Matched filter response 
mRMR  Maximum-Relevance Minimum-Redundancy 
NN  Neural network 
OCT  Optical coherence tomography 
OCTSEG Optical Coherence Tomography Segmentation and Evaluation GUI 
OD  Optic disc 
ONH  Optic nerve head 
PMF  Probability mass function 
RGB  Red green blue 
RNFL  Retinal nerve fiber layer 
ROC  Receiver operating characteristic 
ROI  Region of interest 
RPE  Retinal pigment epithelium 
SBS  Sequential backward selection 
SFS  Sequential forward selection 
SLO  Scanning laser ophthalmoscopy 
SLP  Scanning laser polarimetry 
STARE  STructured Analysis of the REtina 
SVM  Support vector machine 
SVR  Support vector regression 
TIFF  Tagged Image File Format 
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APPENDIX A – HISTOGRAM FEATURES FOR 
LOCAL BINARY PATTERNS 
Table 17. Features computed from one-dimensional grey-level histogram. 
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p(i) – probability density function, G – total number of grey-levels 
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Table 18. Features computed from two-dimensional joint histogram. 
Feature Mathematical definition 
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where r, c, r, c are the means and standard deviations of 
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of columns in a normalized joint histogram matrix, 
respectively. 
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p(i,j) – joint probability density function, G – total number of grey levels. 
 
