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Mithilfe semiparametrischer und gemischter Modelle kann eine Vielzahl verschiedenar-
tiger Datentypen und -strukturen in Regressionsmodellen berücksichtigt werden. Räum-
liche und zeitliche Strukturen diskreter und stetiger Daten können ebenso flexibel be-
handelt werden wie z. B. Daten mit funktionaler Struktur. Diese steigende Flexibilität
verlangt von einem Statistiker, sich in zunehmendem Maße zwischen konkurrierenden
Modellen zu entscheiden.
In der Modellwahl spielen die Freiheitsgrade, als Maß für die Komplexität von Mod-
ellen, eine zentrale Rolle. In dieser Arbeit werden drei Ansätze, jeweils für verschiedene
Verteilungen der (konditionalen) Zielgröße, zur Schätzung der Freiheitsgrade in gemis-
chten und semiparametrischen Modellen entwickelt. Da sich semiparametrische Mod-
elle als gemischte Modelle darstellen lassen, können die gleichen Modellwahlverfahren
für beide Modellklassen verwendet werden.
Durch die Verwendung Steinscher Methoden können die Freiheitsgrade für eine Gruppe
von Verteilungen aus der Exponentialfamilie bestimmt werden. Die entwickelten Meth-
oden zur Bestimmung der Freiheitsgrade werden anhand eines Datenbeispieles zum
Baumwachstum veranschaulicht.
Freiheitsgrade für eine größere Gruppe von Verteilungen lassen sich durch Kreuzva-
lidierung und Bootstrap-Verfahren bestimmen. Auch lässt sich eine approximative
Steinsche Methode für weitere Verteilung geeignet anpassen.
Basierend auf dem Satz über implizite Funktionen lassen sich in Modellen mit nor-
malverteilter Zielgröße die Freiheitsgrade von Varianz- und Glättungsparametern ana-
lytisch berechnen. Berücksichtigt man diese Freiheitsgrade nicht, kann dies zu verzehrter
Modellwahl führen. Neben der methodischen Entwicklung werden auch geometrische
Eigenschaften der Freiheitsgrade von Varianz- und Glättungsparameter analysiert. Des




Semiparametric and mixed models allow different kinds of data structures and data
types to be considered in regression models. Spatial and temporal structures of discrete
or spatial data can be treated as flexibly as, for instance, functional data. This grow-
ing flexibility increasingly requires a statistician to make choices between competing
models.
In model selection the degrees of freedom play an important role as a measure of model
complexity. In this thesis three approaches for the estimation of the degrees of freedom
in mixed and semiparametric models are developed, each for different distributions of
the (conditional) responses. The interpretation of semiparametric models as mixed
models justifies using the same model selection techniques for both model classes.
By using Steinian methods, the degrees of freedom can be determined for a group of
distributions belonging to the exponential family. The developed methods for deter-
mining the degrees of freedom are illustrated by an example of tree growth data.
For a larger class of distributions the degrees of freedom can be determined by cross-
validation and bootstrap methods. Additionally, an approximate Steinian method can
be adapted for further distributions.
Based on the implicit function theorem the degrees of freedom of a variance or smooth-
ing parameter can de derived analytically if the response is normally distributed. Fail-
ure to take these degrees of freedom into account can lead to biased model selection.
In addition to the methodological derivation, the geometrical properties of the degrees
of freedom of the variance and smoothing parameters are analysed. Furthermore, nu-
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1 Semiparametric regression & mixed models
Regression models allow for the quantification of the influence of information (the
covariates), given on numerous different scales, on the distribution of the outcomes.
The information can influence different properties of the distribution of the outcome.
This thesis is concerned with mean regression. Hence, the influence of the information
on the distribution is only modelled through the mean of the distribution.
In this setting the distributions of the outcomes y1, . . . ,yn, also called responses, are
represented by a statistical model
f(yi|µi,φ), i= 1, . . . ,n, (1)
with observation dependent on mean parameter µi and further distributional parameter
φ, that do not need to be univariate. The means depend on predictors ηi = g(µi)
mapped to each other by a link function g(·) that ensures the means to lie on a certain
support, such that f(·|µi) defines the envisaged probability distribution. The predictor
contains the the covariates influencing the outcomes, including the parametric structure
of the influence of the information:
η =Xβ+Zu, (2)
where X and Z are design matrices containing the covariates, β are fixed parameters
and u are random or penalized parameters. The distinction between the two types of
parameters allows for a joint modelling of mixed models and semiparametric models
in one framework. The theoretical difference between both approaches lies in the as-
sumptions about the random or penalized parameters u.




with covariance matrix D depending on a vector of variance parameters.




with the inverse covariance matrix as penalty matrix. In this formulation the inverse
variance parameters are proportional to smoothing parameters controlling the extent of
penalization. The connection between the semiparametric and the mixed model frame-
work has been known for a long time (Green, 1984; Wahba, 1985) and very general
methods for the representation of semiparametric models as mixed models are available
(Kneib, 2005). In either framework the estimated (or predicted) model coefficients are
equivalent to the penalized maximum likelihood estimates.
Historically, the estimation of the smoothing or variance parameters in the semipara-
metric and the mixed model framework rely on distinct paradigms. In the semiparamet-
ric framework, an aspect also reflected in the spline smoothing literature, the smoothing
parameter was chosen based on optimality criteria that approximate the average mean
squared error. The most prominent criterion is generalized cross-validation (GCV,
Craven and Wahba, 1978).
In the mixed model framework the variance parameters of the random effects are es-
timated by maximizing the (restricted) marginal likelihood (REML), where the fixed
and random effects are profiled and integrated out (Patterson and Thompson, 1971;
Laird and Ware, 1982). In case (1) is not normal, a Laplace approximation can be used
(Wood, 2011; Wood, Pya, and Säfken, 2014). This is equivalent to an empirical Bayes
approach where a noninformative prior is assigned to the fixed parameters. Recent
work by Reiss and Ogden (2009) and Krivobokova (2013) shows that the finite sample
performance of marginal likelihood based smoothing and variance parameter selection
is superior under certain settings.
The framework presented above is applicable to many types of models. For instance,
if (1) is an exponential family distribution and the random parameters in (2) are omit-
ted it becomes the well-known generalized linear model (GLM). However, the response
distributions are not limited to the exponential family. Further non-exponential family
distributions for the responses are possible (for example scaled t, negative binomial or
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beta distributions).
Although not considered here, regression models can go far beyond the mean regression
(Kneib, 2013) and thus also the influence of the covariates on further distributional
parameters could be considered, leading to models for location, scale and shape (Rigby
and Stasinopoulos, 2005).
The information that is influencing the mean is measured on multiple scales. For in-
stance the covariates containing the information may be continuous, discrete, spatial
or even functional. A vast variety of this information can be represented in the mixed
model formulation (2).
Commonly mixed models are used for longitudinal data analysis (Laird and Ware,
1982) and cluster analysis. Thus the data consists of repeated measurements of a sub-
ject or cluster, and subject- or cluster-specific random effects are assigned. But also
more complex hierarchical grouping structures are possible.
In the semiparametric framework low rank smoothing splines are used to model the
influence of a smooth function of a covariate. The most prominent classes are thin plate
regression splines (Wood, 2003) and P-splines (Eilers and Marx, 1996). It is also pos-
sible to model smooth interactions and continuous spatial effects with tensor product
splines or radial basis functions.
Another prominent class are Gaussian Markov random fields (Rue and Held, 2005)
for discrete spatial data inheriting a neighbourhood structure. Moreover, with Gaus-
sian Markov random fields, in general all latent Gaussian models as presented in the
Bayesian framework in Rue, Martino, and Chopin (2009) and Lindgren, Rue, and Lind-
ström (2011) are available.
Even functional data can be analysed with the help of representation (2), i.e. signal
regression (Ramsay and Silverman, 1997, 2002).
In statistical applications many different sources of information often influence the
mean of a distribution. In this case, more than one of the preceding classes is incorpo-
rated into the predictor (2). This leads to structured additive or generalized additive
models (GAM, Hastie and Tibshirani, 1990; Wood, 2006). These models are very flex-
ible and have become very popular in recent years.































Figure 1: Examples of covariate information that can be modelled with (2). Upper
left: two-dimensional spline for continuous spatial data; upper right: functional data
observed on a grid; lower left: Gaussian Markov random field for discrete spatial data;
lower right: longitudinal data with subject specific random intercept and random slope.
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2 Model choice & variable selection
There is increasing need for model choice and variable selection in semiparametric and
mixed models. There are different reasons for this. Firstly, the increased flexibility and
complexity of the previously discussed models can lead to severe overfitting. This is
indicated by the high dimensionality of semiparametric and mixed models. Secondly,
with accelerating computation power and storage capacities the ease with which data
are collected has increased and hence more data are available. These large amounts of
data need to be analysed and appropriate models have to be determined. This devel-
opment has recently been discussed under the term ’Big Data’.
The increasing interest in model choice and variable selection not only in semiparamet-
ric and mixed models is reflected by the number of publications in this field. Detailed
and comprehensive overviews can be found in Claeskens and Hjort (2010) and Burn-
ham and Anderson (2010). Model selection, as such, is becoming more and more an
integral part of the process of statistical modelling. However, model choice cannot be
simply reduced to finding the one true model that generates the data. Hence, there are
several aspects that need to be considered in the process of model choice and variable
selection.
There might not even be a true underlying data-generating mechanism or at least none
that can be described through the limited human power of thought. It is nevertheless
the objective of the model selection process to find an appropriate model that describes
data, although it might be far from the truth. The so-called principle of parsimony
reflects this. This heuristic principal, often known as Ockham’s razor, can be found
in many fields of science. For instance, the principle is expressed in the following
quotation:
The basic concepts and laws which are not logically further reducible con-
stitute the indispensable and not rationally deducible part of the theory. It
can scarcely be denied that the supreme goal of all theory is to make the
irreducible basic elements as simple and as few as possible without having
to surrender the adequate representation of a single datum of experience.
– Albert Einstein, On the Method of Theoretical Physics
This principle induces a trade-off between complexity and model fit. In statistics this
trade-off is often referred to as the bias-variance trade-off and employed in the estima-
tion process in order to avoid over- and underfitting.
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Furthermore, the model selection process needs to account for the objective of the un-
derlying scientific analysis and the research question to be explored with the help of
the model and the data. Thus, pure mean prediction might not be reasonable when
the research question aims at other properties of a distribution.
Model selection based on the AIC (Akaike information criterion) is probably the most
common strategy when choosing between competing models (Akaike, 1973). This may
be due to the simplicity and broad applicability of the criterion. It measures the fit of
a model by the log likelihood and penalises it with the model complexity, given by the
degrees of freedom:
AIC =−2 · log-likelihood+ 2 ·degrees of freedom.
In simple regression settings the degrees of freedom are the number of parameters.
However, the AIC is not only justified by heuristically balancing between complex-
ity and fit. It can rather be derived as an estimator of the relative Kullback-Leibler
distance (Kullback and Leibler, 1951). The Kullback-Leibler distance, known from in-
formation theory, measures the distance between two probability distributions. Hence,
the AIC has the information theoretic interpretation of estimating the relative infor-
mation that is lost by the model when used as an approximation to a true underlying
data-generating process.
An instructive overview about how closely the AIC is linked to other model selection
techniques such as bootstrap and cross-validation is given by Efron (2004). It high-
lights the connection between the degrees of freedom and covariance penalties, effected
by the estimation of the prediction error of a regression model.
There have been several extensions to the AIC. For example, in the case of small
sample size or highly overparameterized models Hurvich and Tsai (1989) proposed a
corrected criterion called AICC. In linear mixed models parts of the parameters are
random variables, hence a natural choice would be to base the AIC on the marginal
model, i.e. the model with the random effects integrated out. This leads to a biased
criterion as stated in Greven and Kneib (2010). An AIC based on the conditional
likelihood, with the random effects treated as penalized parameters, was introduced by
Vaida and Blanchard (2005). However, the degrees of freedom were derived assuming
the variance parameters of the random effects to be known. Plugging in estimated
6
variance-covariance matrices induces a bias that leads to a preference for larger models
with more random effects (Greven and Kneib, 2010). A correction to avoid that bias
was proposed by Liang, Wu, and Zou (2008) using an identity known from Stein (1972).
Greven and Kneib (2010) show that there is even an analytical representation of the
correction. Similar results for the Schwarz criterion or Bayesian information criterion
(BIC) are derived by Delattre, Lavielle, and Poursat (2014).
Extensions of the conditional AIC to exponential family distributions have recently
been proposed by different authors. One approach that suffers from the same flaws
as the criterion proposed by Vaida and Blanchard (2005) is presented by Donohue,
Overholser, Xu, and Vaida (2011). Another asymptotic AIC proposed by Yu and Yau
(2012) needs strict regulatory conditions in terms of the estimation technique used for
estimating the random effects covariance parameters. An AIC that overcomes these
weaknesses is proposed by Wood et al. (2014).
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3 Outline
This thesis looks at the problem of the estimation of the prediction error and the
degrees of freedom from different perspectives. Each perspective is connected to a re-
search question or a specific aim, which are treated in the corresponding chapter. In
the following the research questions and aims of each chapter are stated. They offer a
good guideline through the thesis:
The first major research question that is discussed in this thesis is:
How can the conditional AIC proposed in Greven and Kneib (2010) be extended to fur-
ther exponential family distributions?
A unified framework for the estimation of the conditional AIC in generalized linear
mixed models is developed in the first chapter. A direct extension of the findings of
Greven and Kneib (2010) is possible for some distributions. For these distributions
extensive simulations and an application are presented. The approach, however, does
not apply to some important exponential family distributions such as the binomial.
The reasoning of these limitations are then presented. This chapter is based on an
extended and modified version of the paper:
Saefken, Kneib, van Waveren and Greven (2014). A unifying approach to the esti-
mation of the conditional Akaike information in generalized linear mixed models.
Electronic Journal of Statistics 8, 201-225.
The second research question this thesis is concerned with is:
How can the conditional prediction error be measured and what possibilities are there
for estimating this?
Different prediction error measures are defined in the second chapter. Estimation of the
prediction error is directly linked to covariance penalties introduced in Efron (2004).
A conditional version of these is presented and estimation techniques are discussed and
their behaviour is analysed in a simulation study.
In semiparametric regression and hierarchical modelling the parameters of interest can
be split up into primary (regression) parameters and secondary (variance or smooth-
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ing) parameters.
The third research question examined in this thesis refers to following:
In what way do the secondary parameters effect the degrees of freedom of a model?
The development of the degrees of freedom of the secondary parameters and their anal-
ysis can, from a methodological perspective, be seen as the most challenging part of
this thesis. The proposed approach is applicable to very general estimation methods for
the secondary parameters and has interesting geometrical properties. An investigation
of these geometrical properties is possible with the help of methods from differential
geometry. The findings and the importance of considering the degrees of freedom of
the secondary parameters are demonstrated in a simulation study.
The aim of the fourth chapter is as follows:
A broad introduction into the computational aspects of the estimation of the conditional
AIC for different response distributions.
Implementations presented in the fourth chapter are available as R-package cAIC4 on
CRAN. The methods are explained based on the R implementations and accompanied
by real data examples. The following paper has evolved on basis of this chapter:
Saefken, Ruegamer, Greven and Kneib (2015). Conditional model selection in




Kullback-Leibler distance in exponen-
tial families
1.1 Bias correction for the conditional AIC in GLMMs
1.1.1 Generalized linear mixed models
Consider a Generalized linear mixed model (GLMM) with predictor
η =Xβ+Zu
with the full column rank (n×p) and (n×r) design matricesX and Z, the fixed effects
β and random effects u. The random effects are assumed to be normally distributed,
i.e. u ∼ N (0,D(ϑ)), where ϑ contains all q variance parameters in the covariance
matrix D. The responses y1, . . . ,yn have conditional expectation
µi = E(yi|u) = h(ηi)
with response function h(·). Moreover, the responses conditioned on the random effects






where b(·) only depends on θi, c(·) only on yi and φ, φ is a scale parameter, and θi is
the canonical parameter of the distribution of the i-th conditional response as in the
generalized linear model context (Nelder and Wedderburn (1972)). In the marginal
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where f(u|ϑ) is the density of the random effects and f(y|β,ϑ) is the joint density
of y of the responses. In the following, we denote by β̂, θ̂ and û estimators of β, θ
and u, respectively, e.g. the maximum likelihood estimator, the restricted maximum
likelihood estimator and the empirical Bayes estimator. If we want to emphasize the
dependence on the data y, we write β̂(y) and so forth.
1.1.2 Akaike information criterion
The Akaike information is defined as twice the expected relative Kullback-Leibler dis-
tance −2Ey(Ez(logf(z|γ̂(y)))), with independent replications z, y from the underly-
ing model and parameter vector γ̂. In standard regression settings, if certain regularity
conditions are fulfilled, the Akaike information criterion
AIC =−2log(f(y|γ̂(y))) + 2ν (1.1.2)
with log likelihood (logf(·|γ̂(y))) and ν = dim(γ) is an asymptotically unbiased esti-
mator for the Akaike information. A direct extension of the AIC to GLMMs based on





+ 2(p+ q) (1.1.3)
where f(y|β̂, ϑ̂) is the maximized marginal likelihood. If the dispersion parameter φ
is estimated, the bias correction in (1.1.3) changes to 2(p+ q+ 1). Using the marginal
model implies that the focus is on the fixed effects and that new data z does not share
the random effects of y. However, the marginal AIC may be inappropriate for variable
selection in linear mixed effect models if the focus is on clusters rather than on the
population, as stated in Vaida and Blanchard (2005). Even under the marginal model
it is not an (asymptotically) unbiased estimator of the Akaike information as shown
for the Gaussian case by Greven and Kneib (2010).
Use of the conditional model formulation focuses on the random effects and implies
12
















where g(y,u) = g(y|u)g(u) is the (true) joint density of y and u (Vaida and Blanchard
(2005)). For (conditionally) Gaussian responses and known random effects variance
parameters ϑ they show that an asymptotically unbiased estimator of the conditional
Akaike information is










are the effective degrees of freedom (Hodges (2001)). Liang et al. (2008) introduced
a bias correction that takes the estimation uncertainty of ϑ into account. For known












They propose a similar but lengthy formula for unknown error variance. Following the
findings of Greven and Kneib (2010), the estimation uncertainty of the error variance
can be ignored.
1.1.3 Bias correction
For GLMMs with responses following an exponential family distribution as in (1.1.1)
and unknown random effects variance parameters ϑ, we derive the following bias cor-
rection:
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Proposition 1.1.1. In GLMMs with responses following an exponential family distri-

























If φ is estimated, φ in the first expression is replaced by φ̂.






































































1.2 Stein’s method for exponential families
1.2.1 Continuous distributions
The proposed bias correction in (1.1.5) suffers from the use of the true but unknown
mean µ and therefore cannot be applied directly. Liang et al. (2008) solved this problem
by using a formula known from Stein (1972) which turns (1.1.5) into (1.1.4). The
following result extends the idea of Stein to continuous exponential family distributions
and is a slight modification of Hudson (1978).
Theorem 1.2.1. Let y be continuous and have density given by (1.1.1). For a differ-
entiable function m : R→R that vanishes on the limits of the support of y if the limits


















Proof. Notice first that for a density from an exponential family like (1.1.1)















































The third equality is obtained on integration by parts. Since m(x)f(x) vanishes when
x→ a,b, the fourth equality holds.
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the formula known from Stein. Applied to the bias correction (1.1.5) this yields the
bias correction 2Φ0 known from Liang et al. (2008). The theorem can also be applied
to obtain bias corrections for other exponential family distributions as stated in the
following. For y exponentially distributed with mean µ, y ∼ E( 1µ), and letting m(y) =∫ y
0 g(x) dx, equation (1.2.1) becomes






We use this equation to derive an analytically accessible version of (1.1.5).
Corollary 1.2.1. Let yi|u∼ E( 1µi ). Then an unbiased estimator of the cAI is









where y−i is the vector of observed responses without the i−th observation, and
hence θ̂i(y−i,x) is the estimator based on (y1, . . . ,yi−1,x,yi+1, . . . ,yn).
Proof of Corollary 1.2.1. Let yi|u ∼ E( 1µi ), then we can rewrite the bias correction
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where y−i is the vector of observed responses without the i−th observation.
1.2.2 Discrete distributions
A similar identity to Theorem 1.2.1 also holds for discrete random variables from an
exponential family distribution. The following theorem is due to Hudson (1978).
Theorem 1.2.2. Let y be a discrete random variable taking values in N0 = {0,1,2, . . .}
and let y have probability function given by (1.1.1). For m : N→R with E[|m(y)|]<∞
it holds that
exp(θ)E(m(y)) = E [t(y)m(y−1)] (1.2.6)
where
t(x) :=
0, for x= 0exp(c(x−1,φ)− c(x,φ)) , for x= 1,2, . . .
Proof. Let h : N→ R satisfy E [|h(X)|] <∞. Then for ζ = exp(θ) we can write the
probability function of X as
P(X = n) = p(n) = ζn exp(−b(log(ζ)))exp(c(n)).
17
The calculation is now straitforward

























The last but one equation follows because t(0) = 0.
For y Poisson distributed with parameter λ, y ∼ P(λ), equation (1.2.6) simplifies to
λE [m(y)] = E [ym(y−1)] , (1.2.7)
with ym(y−1) = 0 if y= 0 by convention. This is an identity due to Chen (1975). With
the help of this identity the bias correction (1.1.5) can be made analytically accessible.
Corollary 1.2.2. Let yi|u∼ P(λi). Then an unbiased estimator of the cAI is










where y−i is the vector of observed responses without the i−th observation and yi is
the i−th observation with yiθ̂i(y−i,yi−1) = 0 if yi = 0 by convention.
Corollary 1.2.2 gives an alternative derivation of the result in Lian (2012), which high-
lights the connection to the normal case.















































































































Here y−i is the vector of observed responses without the i−th observation and yi is
the i−th observation with yiθ̂i(y−i,yi−1) = 0 if yi = 0 by convention.
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1.3 Limits of the approach
Theorem 1.2.1 and Theorem 1.2.2 can be extended to further distributions. For in-
stance the generalized SURE formula (Lemma 2) in Shen and Huang (2006) is a gener-
alisation of Theorem 1.2.1 and Theorem 1.2.2 to distributions not necessarily from the
exponential family. Although the formula has been obtained in a different context, it is
closely related to the findings in Section 1.2 and gives further insight on how identities
for further distributions could potentially be derived. On the other hand, formulas as
in Theorems 1.2.1 and 1.2.2 do not necessarily lead to bias correction terms computable
from observable quantities for all distributions, as discussed below.
1.3.1 Continuous distributions
For example, if y follows a gamma distribution with mean µ and scale parameter ν,































= νE [m(y)] .
In contrast to the ν = 1 case, this identity cannot be used to remove the true but
unknown parameter µi in the bias correction term (1.1.5) unless we could rewrite the









for a function m(·) fulfilling the requirements in Theorem 1.2.1. Since this does not
seem possible, Theorem 1.2.1 cannot be used to rewrite the bias correction term (1.1.5)
for a gamma distribution with ν 6= 1.
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1.3.2 Discrete distributions



























The second part of the bias correction (1.1.5), i.e. µiEy,u(θ̂i(y)), could therefore only




for some arbitrary function m(·) as in Theorem 1.2.2. This is not possible.
Theorem 1.2.2 cannot be applied to the binomial distribution B(n,p) since a binomially
distributed random variable only takes values in {0,1, . . . ,n} ⊂ N0. Extending the
distribution by defining P (y = n+k) = 0 ∀k ∈N does not yield an identity which could
be applied to the bias correction (1.1.5), for the same reason as in the case of the
negative binomial distribution.
1.4 Simulation study
In the first part of this simulation study, we concentrate on random intercept models.
The bias corrections (1.2.5) and (1.2.8) are analysed in two different ways. First, we
compare the precision and the variability of different bias corrections as estimators of
the correction term obtained by estimating the relative Kullback-Leibler distance with
the log-likelihood. In a second step, the model choice behaviour of the bias correction
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for exponential responses (1.2.5) and Poisson distributed responses (1.2.8) is assessed.
The second part of the simulation study is concerned with the model choice behaviour
of the proposed estimators for smoothing spline models. We therefore use a common
link between mixed-effects models and smoothing spline models.
1.4.1 Random intercept model
Exponential distribution
First, we will focus on the precision and the variability of the proposed bias correction
(1.2.5). We therefore consider a model with an exponentially distributed response yij
and a random intercept ui with
µij = exp(β0 +β1xj +ui); i= 1, . . . ,m; j = 1, . . . ,ni, (1.4.1)
where ui∼N (0, τ2), β0 = 0.1, β1 = 0.2 and xj = j. Different numbers of clusters, cluster
sizes and random effect variances are considered: m = 5,10, ni = 5,10 for i = 1, . . . ,m
and the random effect variances are τ2 = 0, 0.5, 1. For each of the settings, 1,000
data sets are generated and the mean and the standard deviations of the different bias
correction terms are calculated. The model is fitted by the PQL method as introduced
by Breslow and Clayton (1993). We use an implementation in R based on Wood (2006).
We compare the proposed estimator for the bias correction Ψ obtained from refitting
the model for each i with the true bias BC defined by (1.1.5), the asymptotically unbi-
ased estimator ρ̂ml proposed by Yu and Yau (2012) and the estimator ρ̂Don of Donohue
et al. (2011). The true bias correction BC is derived by averaging 30,000 samples of
(1.1.5) based on model (1.4.1). This criterion used as a benchmark is not available in
practice since for its calculation the true mean µ has to be known.
For the proposed bias correction Ψ as in (1.2.5), an integral needs to be evaluated.
Since this can not be done analytically, it is approximated by adaptive quadrature.
The resulting bias correction is used to obtain the proposed cAIC.
The cAIC suggested by Yu and Yau (2012) is included to assess the performance of
an asymptotically unbiased estimator of the cAI in finite sample settings. Similarly to
the cAIC suggested by Vaida and Blanchard (2005) for Gaussian responses, the cAIC
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m ni τ
2 BC Ψ ρ̂ml ρ̂Don σΨ σρ̂ml σρ̂Don
5 5 0 3.66 3.54 3.72 2.54 1.64 9.08 0.93
5 5 0.5 5.21 5.24 5.03 3.55 2.01 9.28 1.31
5 5 1 6.72 6.77 5.44 4.73 1.81 3.59 1.19
5 10 0 3.08 3.10 3.36 2.45 1.38 7.05 0.83
5 10 0.5 5.30 5.32 5.04 4.08 1.56 4.74 1.24
5 10 1 6.21 6.27 5.65 5.22 1.17 1.13 0.85
10 5 0 4.12 4.22 4.47 3.19 2.62 8.22 1.86
10 5 0.5 8.24 8.38 7.60 6.20 3.03 6.55 2.54
10 5 1 11.58 11.80 9.59 9.09 2.06 7.43 1.51
10 10 0 3.51 3.46 4.21 2.80 2.03 12.28 1.47
10 10 0.5 9.12 9.09 8.50 7.62 2.05 1.76 2.01
10 10 1 11.18 11.28 10.16 9.87 1.25 0.68 0.85
Table 1.1: Mean estimated values of four different estimators of the bias correction
(1.1.5) and the corresponding standard deviations (indicated by σ with corresponding
index) of model (1.4.1) for different cluster sizes (ni), number of clusters (m) and
variances of random effects (τ2). The true bias correction BC is derived by (1.1.5),
the estimator Ψ is directly calculated by (1.2.5), ρ̂ml is the estimator proposed by Yu
and Yau (2012) and ρ̂Don is the estimator proposed by Donohue et al. (2011)
proposed by Donohue et al. (2011) requires known random effects variance parame-
ters. For known random effects variance parameters, the criterion is consistent. In
our simulated random intercept model, τ2 would need to be known. Since in many
applications this will not be the case, we use the proposed bias correction of Donohue
et al. (2011) with the estimated variance parameter τ̂2 assumed true.
In the calculation of ρ̂ml, the bias correction proposed by Yu and Yau (2012), numeri-
cal difficulties occurred. We therefore excluded all results in which the bias correction
exceeded a threshold of 200. This excluded between 0 and 5 observations per setting.
Table 1.1 shows the results. They suggest that, that the proposed estimator performs
well although numerical integration was used. The estimator ρ̂ml has the tendency
to underestimate the true bias correction for positive true τ2 and to overestimate it
for true τ2 = 0. This may be due to the fact that a non-canonical link function was
used, while the authors derive their estimator only for canonical links. Furthermore
the authors do not use PQL as fitting method, see 1.4.3 for a short remark.
The estimator ρ̂Don consistently underestimates BC, as it ignores variability due to
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Figure 1.2: Results for the random intercept model with exponentially distributed
responses. The y-axis shows the number of simulation replications out of 1000 where
the more complex model was favoured by the different AICs.
the estimation of the variance components. The last four columns give the standard
deviations of each estimator. The standard deviation of the proposed estimator is low,
which also speaks in favour of the estimator. The standard deviation of ρ̂ml is very
high especially for low random effects variance, despite the exclusion of extreme values.
We now consider the behaviour of the proposed bias correction (1.2.5) when selecting
random effects. Therefore, consider the same settings as in model (1.4.1) but with
the random effect variances as τ2 = 0, 0.1, 0.2, . . . , 1.8, respectively. For each of the
settings, 1,000 data sets are generated and one model containing a random intercept
(τ2 ≥ 0) and another (generalized linear) model without random effects are fitted to
each data set. The random effects model is fitted by PQL, see Breslow and Clayton
(1993) and Wood (2006).
We compute the frequency of selecting the model including the random intercept
(τ2 > 0), which is chosen whenever the proposed AIC is smaller than an AIC de-
rived from the model without a random intercept (τ2 = 0). As reference AICs for the
model without random intercept we use (1.1.2) for the marginal AIC, Donohue’s cAIC
and Yu & Yau’s cAIC. For the proposed cAIC we use formula (1.2.5) with a generalized
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linear model as reference. Thus, for each AIC we use as a reference the AIC it reduces
to in the null model without intercept.
The marginal AIC as defined in (1.1.3) requires the marginal log-likelihood, which is
obtained by Laplace approximation. The results for different settings and AICs are
displayed in Figure 1.2.
The mAIC behaves similarly to the mAIC with Gaussian responses as investigated in
Greven and Kneib (2010). For small τ2 the mAIC never chooses the model including
the random effects. When the sample size increases, a preference for the smaller model
remains. The other AICs select the more complex model in a higher proportion of cases.
Both the proposed AIC and Yu and Yau’s proposal exhibit increasing sensitivity as
well as specificity as sample size increases, with the asymptotic criterion showing a
stronger preference for larger models when the variance is zero or small. The estimator
suggested by Donohue et al. (2011) shows a behaviour similar to the cAIC of Vaida
and Blanchard (2005), observed by Greven and Kneib (2010): It chooses the model
including the random effects far more often than the other criteria do. This might have
been expected, since similar to the cAIC by Vaida and Blanchard (2005), this criterion
needs the variance-covariance matrices of the random effects to be known and using a
plug-in estimator introduces a bias.
Poisson distribution
Investigating the precision and variability of the bias correction (1.2.8), we consider a
random intercept model with Poisson distributed responses and subject specific random
intercept, yij |ui ∼ P(λij). A logarithmic link function is used
log (λij) = β0 +β1xj +ui; i= 1, . . . ,m; j = 1, . . . ,ni, (1.4.2)
where ui∼N (0, τ2), β0 = 0.1, β1 = 0.2 and xj = j. Different numbers of clusters, cluster
sizes and random effect variances are considered: m = 5,10, ni = 5,10 for i = 1, . . . ,m
and the random effect variances are τ2 = 0, 0.3, 0.6, respectively. The differing values
of τ2, compared to the model with exponentially distributed responses, are chosen due
to the changed signal-to-noise ratio. We generate 1,000 data sets for each setting and
calculate the mean and the standard deviations of the different bias corrections. The
true bias correction is derived the same way as for the exponential responses.
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m ni τ
2 BC Ψ ρ̂ml ρ̂Don σΨ σρ̂ml σρ̂Don
5 5 0 3.07 2.99 3.61 2.47 1.28 6.74 0.81
5 5 0.3 3.98 4.12 4.54 3.35 1.43 9.39 1.18
5 5 0.6 5.17 5.12 5.44 4.51 0.99 5.83 1.06
5 10 0 2.79 2.88 3.30 2.41 1.24 6.67 0.72
5 10 0.3 5.10 4.92 5.11 4.30 1.11 2.15 1.16
5 10 0.6 5.80 5.65 5.74 5.37 0.44 1.18 0.65
10 5 0 3.63 3.62 3.91 3.04 2.15 8.01 1.67
10 5 0.3 6.35 6.39 6.50 5.52 2.36 5.76 2.30
10 5 0.6 8.87 8.87 9.22 8.45 1.20 1.77 1.45
10 10 0 3.17 3.42 3.94 2.85 1.93 7.41 1.39
10 10 0.3 8.47 8.79 8.89 8.24 1.28 1.24 1.55
10 10 0.6 10.26 10.21 10.33 10.09 0.41 0.43 0.52
Table 1.2: Mean estimated values of four different estimators of the bias correction
(1.1.5) and the corresponding standard deviations (indicated by σ with corresponding
index) of model (1.4.2) for different cluster sizes (ni), number of clusters (m) and
variances of random effects (τ2). The true bias correction BC is derived by (1.1.5),
the estimator Ψ is directly calculated by (1.2.8), ρ̂ml is the estimator proposed by Yu
and Yau (2012) and ρ̂Don is the estimator proposed by Donohue et al. (2011)
The results are shown in Table 1.4.1. The proposed estimator Ψ combines high pre-
cision with low variance. Compared to the estimates with exponentially distributed
responses, ρ̂ml performs well although it shows a tendency towards overestimation and
has high variances especially for a larger number of small clusters. The estimator ρ̂Don
underestimates the true bias correction as it did in the previous setting.
As for the simulation study with exponentially distributed responses, we also assess
the model choice behaviour of bias correction (1.2.8). The settings are the same as in
model (1.4.2) except the random effects variance, that is τ2 = 0, . . . ,0.8. Then 1,000
data sets for each setting are generated. Two models are applied to the data, one
model containing a random intercept (τ2 ≥ 0) and another model without random
effects (τ2 = 0). The frequency of selecting the more complex model, including the
random effects is computed for different AICs. Just as for the exponential responses,
PQL was used as model fitting method. The different proposed AICs are the same as
in the exponential model (1.4.1): 1) the proposed bias correction Ψ as in (1.2.8); 2) the
cAIC suggested by Yu and Yau (2012); 3) the cAIC proposed by Donohue et al. (2011),
with the estimated variance parameter τ̂2 plugged in as true τ2; 4) the marginal AIC
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Figure 1.3: Results for the random intercept model with Poisson distributed responses.
The y-axis shows the number of simulation replications out of 1,000 where the more
complex model was favoured by the different AICs.
as defined in (1.1.3), which is obtained by Laplace approximation.
The results are displayed in Figure 1.3. They are similar to the results observed
for exponential responses. The marginal AIC chooses the model including the random
effects only very rarely even for random effects variances larger than zero. On the other
hand, the AIC proposed by Donohue et al. (2011) chooses to include random effects very
often, even if the model was simulated without random effects. The proposed criterion
and Yu and Yau’s asymptotic critierion behave similar, with a stronger preference
for the larger model when the variance is zero or small for Yu and Yau’s AIC. The
asymptotically unbiased criterion proposed by Yu and Yau (2012) behaves as expected.
For larger cluster sizes and increasing number of clusters the model choice behaviour
gets better.
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1.4.2 Penalized spline smoothing
It is well known that penalized spline models have a mixed model representation, see
for example Wood (2006) and Ruppert, Wand, and Carroll (2003). In this part of the
simulation study, we assess the performance of different criteria for model selection in
penalized spline models using the mixed model representation.
We investigate models where the mean µ is linked to a smooth function m(·):
g(µi) =m(xi), i= 1, . . . ,n.
In this setting, we choose the smooth function to be





The xi are chosen equidistantly from the interval [0,1]. The sample sizes are n =
25, 50, 75, 100.
The parameter d controls the nonlinearity of the function m. For increasing d the
nonlinearity increases and a higher signal-to-noise ratio is obtained. For d = 0 the
function m(·) is linear.





with associated smoothness penalty λβtSβ, where S is a positive semi-definite matrix
and λ is a smoothing parameter, which is estimated via the mixed model representa-
tion. The mixed model is fitted by PQL, see Breslow and Clayton (1993) and Wood
(2006). In the mixed model framework, the smoothing parameter λ is associated with
the inverse random effects variance parameter 1/τ2. The key idea of the mixed model
representation is to separate β into a penalized and an unpenalized part, which are es-
timated as fixed and random effects, respectively. We choose the basis functions bj(x)
from the B-Spline basis with 10 inner knots, see Eilers and Marx (1996). The penalty
matrix S is a second-order difference penalty matrix. In this setting the null space
of S is two-dimensional, corresponding to the coefficients describing a linear function
that remains unpenalized by the penalty matrix S.
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n d BC Ψ ρ̂ml ρ̂Don σΨ σρ̂ml σρ̂Don
25 0 3.00 2.97 2.76 2.21 1.18 4.41 0.44
25 0.5 3.02 3.15 2.83 2.21 1.25 2.81 0.41
25 1 3.30 3.28 3.02 2.31 1.33 2.06 0.50
50 0 2.68 2.66 2.76 2.16 0.97 7.95 0.38
50 0.5 2.77 2.80 3.13 2.21 1.04 8.35 0.42
50 1 3.09 3.11 3.39 2.34 1.05 5.78 0.48
75 0 2.55 2.63 2.81 2.14 0.84 7.23 0.32
75 0.5 2.77 2.80 2.90 2.21 0.98 4.57 0.39
75 1 3.09 3.17 3.09 2.40 1.00 4.87 0.48
100 0 2.49 2.62 2.87 2.14 0.87 7.95 0.34
100 0.5 2.68 2.80 2.65 2.21 0.89 13.46 0.39
100 1 3.25 3.29 3.55 2.49 0.99 8.83 0.51
Table 1.3: Mean estimated values of four different estimators of the bias correction
(1.1.5) and the corresponding standard deviations (indicated by σ with corresponding
index) of model (1.4.3) for different sample sizes n and different degrees of nonlinearity
d. The estimator Ψ is directly calculated by (1.2.5), BC is derived by (1.1.5), ρ̂ml is
the estimator proposed by Yu and Yau (2012) and ρ̂Don is the estimator proposed by
Donohue et al. (2011)
Exponential distribution
The model for exponentially distributed responses yi ∼ E(µi), with logarithmic link
function, is




, i= 1, . . . ,n. (1.4.3)
For nonlinearity parameters d = 0,0.5,1 the averaged estimated bias corrections and
corresponding standard deviations are derived from 1,000 data sets simulated from
model (1.4.3).
The results in Table 1.4.2 indicate that the bias correction Ψ in (1.2.5) and BC in
(1.1.5) have the same expected value, as was shown analytically in Corollary (1.2.1).
The high variance σρ̂ml of the estimator proposed by Yu and Yau (2012) is due to out-
liers that occur, caused by numerical instability. The estimator ρ̂Don does not change
a lot for differing levels of nonlinearity and underestimates the bias correction term.
The model choice behaviour of the same criteria as in (1.4.1) is assessed in the same
way as in the random intercept model. For each setting and each value of nonlinearity
d = 0, 0.25, 0.5, 0.75, 1, 1.5, 2, 2.5, 3, 3.5 and 4, 1,000 data sets are generated, and
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a linear and a nonlinear model are fitted to the data. The frequency of selecting the
more complex, nonlinear model for each criterion is computed.
Figure 1.4 shows the results. The marginal AIC behaves as expected and chooses the
nonlinear model only very rarely. The proposed cAIC based on the bias correction
(1.2.5) shows similar behaviour to the other settings. For increasing sample size, Yu
and Yau (2012) show an unexpected behaviour. The cAIC by Yu and Yau (2012) se-
lects the nonlinear model with a proportion increasing with sample size, even for zero
or small variances τ2, and for the largest sample size more often than the cAIC pro-
posed by Donohue et al. (2011). Since this behaviour seems to contradict the findings
of Yu and Yau (2012), a short discussion is given in 1.4.3.
For Poisson distributed responses yi∼P(µi), model (1.4.3) stays the same but, due to a
different signal-to-noise ratio, we choose a different sequence of nonlinearity parameters.
In order to compare the precision and variability of the different bias corrections, we
choose the nonlinearity parameter d= 0, 0.8, 1.6. For each level of nonlinearity and for
the sample sizes n = 25, 50, 75, 100 the estimated bias corrections are listed in Table
1.4.2. The results show that the proposed estimator Ψ is close to the bias correction BC
n = 25 n = 50


















Figure 1.4: Results for the spline smoothing model with exponentially distributed
responses. The y-axis shows the number of simulation replications where out of 1,000
the more complex model was favoured by the different AICs.
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Poisson distribution
n d BC Ψ ρ̂ml ρ̂Don σΨ σρ̂ml σρ̂Don
25 0 2.47 2.61 2.78 2.20 1.07 1.88 0.44
25 0.8 3.11 3.33 3.31 2.61 1.01 3.90 0.59
25 1.6 4.18 3.93 3.77 3.33 0.49 1.62 0.45
50 0 2.29 2.66 3.09 2.18 1.21 7.80 0.37
50 0.8 3.55 3.53 3.30 2.77 0.98 3.01 0.55
50 1.6 4.06 3.99 3.86 3.63 0.63 0.36 0.30
75 0 2.25 2.48 2.87 2.14 1.05 5.01 0.34
75 0.8 3.95 3.63 3.52 2.94 0.65 3.33 0.49
75 1.6 4.62 4.05 3.96 3.77 0.31 0.29 0.24
100 0 2.37 2.45 2.87 2.13 0.90 8.60 0.32
100 0.8 3.78 3.68 3.55 3.05 0.71 1.51 0.47
100 1.6 3.73 4.13 4.06 3.90 0.30 0.27 0.20
Table 1.4: Mean estimated values of four different estimators of the bias correction
(1.1.5) and the corresponding standard deviations (indicated by σ with corresponding
index) of model (1.4.3) with Poisson distributed responses for different sample sizes
n and different degrees of nonlinearity d. The estimator Ψ is directly calculated by
(1.2.8), BC is derived by (1.1.5), ρ̂ml is the estimator proposed by Yu and Yau (2012)
and ρ̂Don is the estimator proposed by Donohue et al. (2011)
derived by 30,000 times reestimating model (1.4.3) with Poisson distributed responses
and calculating 1.1.5. The BC bias correction is not applicable in practice since the
true unknown mean µ has to be known for its calculation. The high variance of the
estimator ρ̂ml, proposed by Yu and Yau (2012) indicates some very large values which
seem to be due to numerical instabilities.
The selection frequencies are derived for nonlinearity levels d = 0, 0.1, 0.2, 0.4, 0.6,
0.8, 1.0, 1.2, 1.4, 1.6. They are shown in Figure 1.5. They behave similar to the ones
observed for the smoothing spline model with exponentially distributed responses. The
unexpected behaviour of the cAICs proposed by Yu and Yau (2012) and Donohue et al.
(2011) are not as pronounced as for exponentially distributed responses. Nevertheless,
the bias correction of Yu and Yau (2012) is occasionally smaller than the one proposed
by Donohue et al. (2011) in this setting as well.
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n = 25 n = 50


















Figure 1.5: Results for the spline smoothing model with Poisson distributed responses.
The y-axis shows the number of simulation replications out of 1000 where the more
complex model was favoured by the different AICs.
1.4.3 General remarks
The cAIC proposed by Yu and Yau (2012) is used here as an ad-hoc criterion since
it is one of the few available benchmarks for model selection in generalized linear
mixed models. The criterion was derived for ML estimation of the variance parame-
ters based on McGilchrist (1994), while our models were fitted using the REML based
PQL method proposed by Breslow and Clayton (1993). Despite the difference between
REML and ML, the two approaches are similar to each other in maximizing the joint
likelihood of y and u as mentioned by McGilchrist (1994). However, the main objec-
tion to the application of the cAIC proposed by Yu and Yau (2012) may be that the
models (1.4.3) and (1.4.1) have a non-canonical link although the criterion of Yu and
Yau (2012) requires canonical link functions.
Nevertheless the results of our simulation study do not reflect the findings of Yu and
Yau (2012), even for Poisson distributed responses with canonical link, since in their
simulation study the proposed cAIC can distinguish between τ2 = 0 and τ2 > 0 very
well, i. e. the proportion of selecting a model with τ2 > 0, although τ2 = 0 is the true
model, is zero, see Figure 1, p. 637 in Yu and Yau (2012). In our simulation, on the
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other hand, in at least a quarter of the cases the more complex model (τ2 > 0) was
chosen, independent of the specific settings.
Furthermore, in our simulations the bias correction of Yu and Yau (2012) was some-
times smaller than the bias correction proposed by Donohue et al. (2011). This con-
tradicts Remark 3 in Yu and Yau (2012) that says that their bias correction is equal
to the one proposed by Donohue et al. (2011) plus the trace of a positive semi-definite
matrix. However in our simulation the matrix which, following Remark 3 in Yu and
Yau (2012), is positive semi-definite sometimes has negative eigenvalues. This seems
to be due to a boundary issue. When deriving the criterion, the derivative with respect
to τ2 needs to be calculated when τ̂2 lies on the boundary of the parameter space. In
these cases the trace of the matrix is sometimes negative.
The implementation of the cAIC by Yu and Yau (2012) was adapted from the MATLAB
code the authors provided, but simulations were carried out in statistical programming
language R. The code of the simulation study can be found in the supplementary
material (Saefken, Kneib, van Waveren, and Greven (2014)).
A disadvantage regarding the proposed estimator (1.2.5) when using numeric integra-
tion is that for each datum the integral needs to be calculated. Therefore, if for one i in
(1.2.5) the integral can not be calculated the bias correction can not be obtained. This
may be a problem particularly in large data sets and for instance, if there is collinearity
in the data.
The implementation of the proposed method to derive (1.2.5) based on numerical in-
tegration takes 330 s for model (1.4.1) with random-effects variance 1 and five clusters
with five observations each on a 2.80-GHz personal computer. The computational cost
depends on how precise the numerical integration is and on the size of the data set.
For data from model (1.4.2) with random effects variance 1 and five clusters with five
observations each it takes about 3 s to compute (1.2.8) on a 2.80-GHz personal com-
puter. This leave-one-out implementation is increasingly time-consuming for larger
data sets and less time-consuming if there are many zeros in the observed responses.
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1.5 Example: Modelling tree growth with water avail-
ability
Tree growth is of high economic importance as it determines the amount of available
timber per time. As the trend is turning to a more sustainable silviculture, it becomes
even more important to understand the underlying processes under close to natural
conditions.
In this case study, we show how the proposed estimator of the Kullback-Leibler distance
for exponential responses influences the selection of models for tree growth. The study
is based on a sub-sample of 2655 trees, from a 28.5 ha large area that is located in the
core zone of the Hainich National Park, Thuringia, Germany. A map of the study area
including the tree types is given in Figure 1.6. The National Park is part of Germany’s
largest continuous broad-leaved forest. To estimate tree growth, in 1999 and 2007 for
each tree within the study area the Diameter at Breast Height (DBH), i.e. at about
1.30 m, was mapped, see Butler Manning (2007). The difference in diameter is the
dependent variable growth. We only consider beech, which accounted for 90 % of the
recorded trees. We included only trees with 10–30 cm DBH because they can be rea-
sonably assumed to have completed the phase of highest mortality due to competition
(self-thinning), without yet reproducing themselves. Furthermore, we excluded trees
for which no positive growth was recorded as these measurements seem to be erroneous.
Growth performance is highly influenced by competition for light. Thus, we assumed
that neighbours that potentially overshadow the individuals are crucial for predicting
growth. Neighbour-processes are included as KRAFT-class (ki), nearest- and second
nearest-neighbour distances (nnd1i and nnd2i).
Water availability is a good proxy for abiotic resource availability on rich soils, be-
cause water availability, apart from light, mainly limits tree-growth influencing the
predominance of beech. To estimate spatial variation in water availability due to soil
properties, we use the soil depth (sdi) as covariate. The soil depth was measured on a
50m×50m grid on the study area. From these observations a smooth plane was esti-
mated and predictions for each tree derived. A contour plot of the soil depth is given
in Figure 1.7 and corresponding the smooth surface is plotted in Figure 1.8. A second
available covariate, the Topographic Wetness Index (twii), is calculated from a Digital
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Elevation Model and measures water availability determined by the topography, see
Böhner, McCloy, and Strobl (2006). The tree-specific predictions of the Topographic
Wetness Index were also derived by an two-dimensional thin plate regression spline,
see Wood (2006).
Our aim is to find a model that best describes the tree growth with the help of the
given covariates. Hence, we choose the model with the lowest estimated Kullback-
Leibler distance from a set of candidate models. We concentrate on the selection of
linear versus nonlinear modelling of the continuous covariates. This corresponds to
the selection of random effects in the mixed model framework. We model the DBH
difference using an exponential distribution, as using a gamma distribution resulted in
a dispersion parameter estimate of 0.98 for model 1.5.1 that is very close to one.
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Figure 1.6: The study area with european beech (grey) and ash (blue) and further tree
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Figure 1.7: A contour plot of the smooth effect of the soil depth within the study area









Figure 1.8: A perspective plot of the smooth soil depth within the study area.
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1.5.1 Univariate smooth function
In order to investigate the model choice behaviour of the mAIC and the proposed AIC
with bias correction (1.2.5) in a simple model, we consider a univariate smoothing
example, based on the tree growth data. We estimate the effect of soil depth on the
tree growth and include the KRAFT-class to account for differing growth potentials
due to light availability. For the mean of the tree growth µ, we obtain the following
model:
log (µi) = β0 +β1ki+m(sdi) , i= 1, . . . ,2655, (1.5.1)
where µi =E(yi) and yi is the difference in DBH measurements between 2007 and 1999.
We distinguish between a linear model (M1) in which the function m(·) is a linear
function and a semiparametric model (M2) with nonlinear function m(·). The semi-
parametric model is fit by PQL. Both estimated functions are plotted in Figure 1.9.
The mAIC for the linear model (M1) is 6,258 and for the semiparametric model (M2)
the mAIC is 6,276. The conditional AIC based on (1.2.5) for the linear model (M1) is
6,257 and for the semiparametric model (M2) it is 6,235. Therefore, the mAIC chooses
the model (M1) with m(·) as linear function and the proposed conditional AIC chooses
the model (M2) with m(·) as nonlinear function.
The model captures the positive effect of increasing soil depth for water availability.
This effect levels off in very deep soils when fine root density is very low. The negative
trend in very deep soils is a joint effect of soil depth and change of grain size to silt
perceived as dry soils.
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Figure 1.9: The linear effect (dotted line) and the nonlinear effect (solid line) with
confidence interval (dashed lines) of the soil depth on the tree growth. The pointwise
confidence intervals are defined using twice the standard deviation of the estimator.
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1.5.2 Generalized additive model
In a more sophisticated approach, we consider a model incorporating possibly nonlinear
effects of three covariates and one linear effect of the KRAFT-class k. Accordingly, we
extend model (1.5.1) to a generalized additive model, see Wood (2006):
log (µi) = β0 +β1ki+m1 (sdi) +m2 (twii) +m3 (nnd1i) (1.5.2)
or
log (µi) = β0 +β1ki+m1 (sdi) +m2 (twii) +m3 (nnd2i) , (1.5.3)
for i= 1, . . . ,2655, depending on whether the first- or second nearest neighbour distance
is included. We only consider one of the two nearest neighbour distances, since the two
variables are collinear. Thus we use the AICs to decide which of the nearest-neighbour
distances to include into the model.
The functions m1, . . . ,m3 may either be linear or nonlinear functions. In the model
selection process, we choose between the two possibilities for each of the three functions
in the two models. In consequence we can choose from a set of 16 candidate models.
We expect all covariates to have an effect on growth and therefore do not include mod-
els into the model selection process that completely omit one of the covariates, except
nnd1 and nnd2 respectively. All possible models and the corresponding AIC values
can be found in Table 1.5.2.
The model selection process is based on two criteria, the proposed conditional AIC with
associated bias correction (1.2.5) and the conditional AIC proposed by Donohue et al.
(2011). The marginal AIC is omitted because we cannot extract the design matrices
Zi, i = 1,2,3 corresponding to the random effects parametrization of the smoothing
splines that are needed to derive the Laplace approximation. This problem does not
occur in univariate smoothing models since there is no need to split up the design
matrix Z corresponding to the random effect. The conditional AIC proposed by Yu
and Yau (2012) could not be calculated due to the need for inverting matrices that are
singular.
The two criteria both choose the model including the second nearest-neighbour distance
with all three effects modelled as nonlinear functions. When comparing each specific
model in order to assess whether to include the second or the first nearest-neighbour
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m1 (sd) m2 (twi) m3 (nnd1) m3 (nnd2) cAIC dAIC
∼ ∼ ∼ 6189.461 6185.855
∼ ∼ − 6191.001 6189.359
∼ − ∼ 6200.224 6197.756
∼ − − 6201.596 6201.107
− ∼ ∼ 6199.270 6197.488
− ∼ − 6203.715 6202.995
− − ∼ 6213.788 6212.881
− − − 6218.176 6218.333
∼ ∼ ∼ 6180.980 6177.974
∼ ∼ − 6189.084 6187.287
∼ − ∼ 6190.039 6188.696
∼ − − 6198.649 6198.123
− ∼ ∼ 6190.120 6188.629
− ∼ − 6201.498 6200.599
− − ∼ 6202.958 6202.775
− − − 6214.723 6214.844
Table 1.5: Estimated Kullback-Leibler distance for 16 models fitted to the tree growth
data. The first four columns indicate if the effects of the covariates are modelled by
linear (−) or nonlinear (∼) functions, corresponding to the absence and presence of
random effects. Two different estimators of the Kullback-Leibler distance are listed in
the table: The AIC based on the bias correction 1.2.5 (cAIC) and the AIC proposed
by Donohue et al. (2011) (dAIC)
distance, both criteria in each case favour the model with the second nearest-neighbour
distance. For all models, except the two models only containing linear effects, the pro-
posed conditional AIC is larger and therefore penalizes more than the conditional AIC
proposed by Donohue et al. (2011). This confirms the behaviour observed in the sim-
ulation study, i.e. that the criterion by Donohue et al. (2011) underestimates the bias
correction.
This example additionally highlights the fact that the various criteria for the estimation
of the Kullback-Leibler distance can lead to different model choices. For instance, in
the comparison of the two models
log (µi) = β0 +β1ki+m1 (sdi) +β2twii+m3 (nnd1i) (1.5.4)
and
log (µi) = β0 +β1ki+β2sdi+m2 (twii) +m3 (nnd2i) , (1.5.5)
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our proposed estimator chooses the first model (1.5.4), while the estimator proposed



































































































































































Figure 1.10: The four plots show how the bias correction in (1.2.5) is obtained.
1.6 A fast approximation of the exponential bias cor-
rection
The bias correction for exponentially distributed responses (1.2.5) is computationally
inefficient. Its calculation involves numerically computing as many integrals as there
are data points. Therefore, a fast approximation is desirable. Such an approximation
is suggested in the following. First the bias correction (1.2.5) can be written in terms







The main idea is now to approximate the function λ̂i(y−i,x) in order to find a effi-
cient way to compute the integral in (1.6.1). Since the expectation of the conditional
distribution of y|b is 1λ and in case λ̂i(y−i,x) is a consistent estimator, we try to find
λ̂i(y−i,x)≈
1
x+a + b (1.6.2)
for some parameters a and b and for each data point i = 1, . . . ,n. Choosing this kind
of functional form is also supported in figure (1.6).









= log |yi+a|− log |a|+ byi (1.6.3)
The value of the estimator function at point yi is already known from the fitting process,
i.e.
λ̂i(y−i,yi) = λ̂1i .
Furthermore, we can evaluate the value of the estimator function for some small value
x0 near 0, i.e.
λ̂i(y−i,x0)≈ λ̂i(y−i,0) = λ̂0i ,
where x0 should not be exactly zero since the estimator function will often not be able
to handle zero values.
It is now possible to find unique values a,b such that the approximate function in
(1.6.2) coincides with the true estimator function in the two points x0 and yi. In this



























































Since for each data point only one estimator function must be evaluated, this sub-




Generalized Steinian covariance penal-
ties
In this chapter, we discuss general methods for estimating the conditional prediction
error in mixed models. The framework of mixed models, as any model with quadratic
penalties, need not be limited to exponential family distributions, but can be extended
to distributions beyond the exponential family for example, the beta or scaled-t dis-
tribution. For a discussion on a general framework for inference in such models see
Wood et al. (2014). Conditionality here refers to the perspective of prediction, meaning
that the prediction is conditioned on the random effects, i.e. future data are assumed
to share the same random effects as the observed data. Different measures to assess
prediction error, the so-called q-class of prediction errors, are presented and their rep-
resentation as conditional covariance penalties with the help of the so-called optimism
theorem (Efron, 2004) are discussed. A conditional version of the optimism theorem
for mixed models is then presented.
These conditional covariance penalties can be estimated with methods that are broadly
applicable such as bootstrap methods and cross-validation. For certain distributions,
however, it is possible to derive criteria that are preferable in terms of accuracy and
computational burden. This is demonstrated for the Bernoulli- and the gamma-
distribution. An analytical formula for the representation of covariance penalties is
derived, plug-in estimators are investigated and a link to bootstrap-based methods is
ascertained.
A special focus in the simulation study is on the model choice behaviour of these
estimation techniques and the different error functions, especially when comparing a
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complex model incorporating random effects with simpler models, that exclude the
random effects, as in the simulation study in section 1.4.
2.1 Conditional prediction error in mixed models
Consider a probability mechanism for data y1, . . . ,yn, with conditional density or prob-
ability function
f(yi|µi,φ).





and the scale parameter φ is constant for all yi, i = 1, . . . ,n. The predictor is split up
into fixed parameters β and random parameters u . For the random effects, we assume
normality (although most results do not depend on the random effects distribution):
u∼N (0,D) ,
with positive semi-definite covariance matrix D. The covariance matrix depends on a
parameter, D =D(τ 2). The parameter may be multivariate. In the simulation study
we focus on D = τ2I.
2.1.1 q-class of error measures
The error of real valued outcomes y and given prediction µ̂ can be measured in dif-
ferent ways. A wide class of error measures, called q-class of error measures, can be
constructed with the help of a concave function q(·) by
Q(y, µ̂) = q(µ̂) + q′(µ̂)(y− µ̂)− q(y).
This q-class of error measures was introduced by Efron (1986). In the following, we
give some examples for common choices of error measures. A natural error measure
that belongs to the q-class of error measures is, for instance, the squared error.
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Figure 2.1: Illustration of the construction of the squared error in Example I. The
tangency (red) of the concave function q(y) =−y2 (blue) at yi is evaluated at µ̂i. The
error Q(yi, µ̂i) is than given by the difference between the tangency and q(µ̂i).
Example I
Choosing as a concave function
q(µ) = µ(1−µ) or q(µ) =−µ2
results in the squared error measure, i.e.
Q(y, µ̂) = (y− µ̂)2.
For binary data a natural and common choice is the counting error.
Example II
The triangular function on the unit interval
q(µ) = min(µ,1−µ),
leading to the counting error
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Q(y, µ̂) =
0 , if max(y, µ̂)<
1




Another choice that is applicable for a large class of probability distributions is the de-
viance function. For exponential family distributions with natural parameter ϑ, mean
µ = b′(ϑ), scale parameter φ and with the function b(·) the same as in in 1.1.1, the














with the log-likelihood log(fµ(y)), saturated model log(fy(y)) and ϑ̂y the estimated
natural parameter evaluated at y. This is proportional to twice the negative relative
Kullback-Leibler distance and therefore results in the Akaike information.
For the preceding part, the main parameter of interest that plays a major part in the




For the squared error in Example I the main parameter of interest is θ = µ− 12 and for
the counting error in Example II
θ =
−1 , if µ̂ <
1
2
1 , if µ̂ > 12 .
In the case of an exponential family in Example III, the derivative of q(·) is twice the
negative natural parameter of the exponential family and hence, the main parameter of




For data y = (y1, . . . ,yn) with predictions µ̂= (µ̂1, . . . , µ̂n), the total error is defined as





2.1.2 Conditional covariance penalties
In order to assess the true prediction error, the quantity (2.1.1) is too optimistic since
the predicted mean µ̂ depends on the observed data y. The obvious interest is how
well the model will fit future data from the same underlying data generating process.
Hence, the quantity of interest is the expected prediction error w.r.t. future data, say
z:
Ez (Q(z, µ̂)) .
If, however, the regression model under consideration contains more than one source
of randomness, such as random effects, the type of prediction is not unique. In mixed
models, future values may not share the same random effects as the ones that were
used for fitting the model. The prediction should then be based on
µ̂m = E(y) .
This is known as the marginal mean corresponding to the mean of the marginal distri-
bution of the data y. On the other hand, the future values at which the prediction is
targeted can hold the same random effects as the observed data. Thus only one source
of randomness is considered for the prediction. In this case the appropriate mean is
µ̂c = E(y|u) ,
which is known as the conditional mean and corresponds to the mean of the conditional
distribution of the data y|u. For instance, in a Gaussian model the conditional and






For other distributions, the distinction is not as obvious. The densities of the marginal
distributions are often not analytically accessible. Thus in a mixed model the appro-
priate mean, that needs to be plugged into the error function, depends on the focus
of the prediction. If the prediction focus lies on the population and future values may
have any even unobserved random effects, the marginal mean is suitable. If, on the
other hand the prediction focus lies on a cluster or individual associated with a random
effect, the mean of choice should be the conditional mean. While for mixed models
the appropriate mean depends on the prediction focus, in many applications of the
mixed model in which the mixed model framework is a vehicle for estimation, such
as penalized regression, the prediction is always assumed to share the same random
effects.
In the following we will only concentrate on the conditional prediction. Along these
lines the conditional expected prediction error w.r.t. future data z|u is
Ez|u (Q(z, µ̂)) .
The optimism theorem, see Efron (2004), links the observed prediction error with the
expected prediction error. The adaptation to the conditional optimism theorem for












Proof. For the i-th conditionally expected error component we have
Ez|u (Q(z, µ̂i)) = q(µ̂i) + q′(µ̂i)(µi− µ̂i)−Ez|u (q(z))
and the observed error is
Q(yi, µ̂i) = q(µ̂i) + q′(µ̂i)(yi− µ̂i)− q(yi).
Thus the difference between observed and expected error is
Ez|u (Q(z, µ̂i))−Q(yi, µ̂i) = q′(µ̂i)(µi−yi) + q(yi)−Ez|u (q(z)) .
Taking expectations w.r.t. the joint distribution of yi,u gives
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Eyi,uEz|u (Q(z, µ̂i))−Q(yi, µ̂i) = 2 Eyi,uθi(yi−µi) = 2 cov(θi,yi).













Notice that the conditional covariance penalty in the total conditional prediction error
is additionally conditional on the observed responses excluding the i-th datum. Thus,
if
y−i = (y1, . . . ,yi−1,yi+1, . . . ,yn)
indicates the data vector in which the i-th component is excluded, the prediction error
of the i-th component is also conditioned on y−i. Hence, the data conditioned or "fixed












2.2 Estimating conditional covariance penalties
The covariance penalties are in general not observable and therefore need to be esti-
mated. There are several possible approaches that will be discussed here. Very general
methods that can be applied to any distributional and parametric setting are the boot-
strap and cross-validation that are presented in Section 2.2.2 and 2.2.3. The latter can
even be applied to nonparametric settings. Nevertheless, for certain distributions it is
possible to derive estimators that are preferable. These can be seen as generalizations
of the Steinian type estimators that were presented in Chapter 1 and are thus refereed
to as the Steinian in Efron (2004). Unlike the estimators in Chapter 1, those presented
in this section are not unbiased but are reasonable approximations, as shown in the
subsequent simulation study. Such estimators are proposed for the gamma- and the
Bernoulli-distribution. With the help of Theorem 2.2.1 it is furthermore possible to
gain insight into the circumstances under which these estimator are available. Fur-
thermore, there is an interesting connection between the Steinian type estimators that
are presented here and the conditional "fixed data" bootstrap, thereby the Steinian
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type estimators appear to be large sample approximations of the conditional bootstrap
estimators that keep all responses except the i-th fixed.
2.2.1 Plug-in conditional covariance penalty
As stated above, the formulas (1.2.1) and (1.2.6) only hold for a limited number of
parametric distribution families, i.e. the Gaussian, Poisson and exponential families.
There are attempts to generalize such kind of Steinian formulas to further distributions,
although there is up to date no generalization that leads to unbiased estimates of the
conditional covariance penalties for all distributions. One such generalized Steinian
formula for a large class of distributions is given in Shen and Huang (2006):
Theorem 2.2.1. Let y be a continuous random variable with probability density func-
tion f(·) with support (a,b) where a ∈ R∪ {−∞} and b ∈ R∪ {∞} and θ = θ(y) a






with V (y,µ) = 1f(y)
∫ y
a (µ− t)f(t)dt.
The function V (y,µ) = 1f(y)
∫ y
a (µ− t)f(t)dt is counterintuitive, but its expectation is
the variance, i.e. E(V (y,µ)) = Var(y).
A similar identity also holds for discrete random variables and is given here although
it is not used in the subsequent discussion:
Theorem 2.2.2. Let y be a discrete random variable with probability function p(·) on
the support T ⊂Z and θ= θ(y) a function such that E(θ(y)(y−µ))<∞ with µ=E(y),
then
cov(θ(y),y) = E(∆θ(y)V (y,µ)) (2.2.2)
with V (y,µ) = 1p(y)
∑y
t∈T (µ−t)p(t) and ∆θ(y) = θ(y+)−θ(y), where y+ the smallest
number in T that is larger then y and y+ = y if it is the largest value in its support T .
In the following, the "variance" function V (y,µ) is explicitly stated for a number of
distributions in order to give an intuition on its appearance.
Example I
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For the Gaussian distribution with mean µ and variance σ2
V (y,µ) = σ2.
Example II
For the Poisson distribution
V (y,µ) = y.
Example III
For the Beta distribution on (α,β)
V (y,µ) = 1
α+β y(1−y).
Example VI
For the Gamma distribution with mean µ and scale parameter ν
V (y,µ) = µ
ν
y.
The formula (2.2.1), and the same holds for its discrete analogue in (2.2.2), does not
automatically lead to an observable quantity because in general we cannot plug in an














We therefore need to distinguish between two cases: Either the "variance" function is
independent of y, i.e. V (y,µ) = V (µ), or the "variance" function somehow depends on
y. The first case is unproblematic since we have E(θ′(y)V (y,µ)) = E(θ′(y))Var(y) and
we can plug in an estimate of Var(y) as is done in the bias correction for the normal
distribution, see (1.2.3). However, we can make some progress in the second case for
the gamma distribution or more generally for all distributions, for which
V (y,µ) = y · Ṽ (µ),
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with Ṽ (µ) only depending on µ not on y. In this case, for y and θ(y) as in (2.2.1) and
θ(y) additionally being s-times continuously differentiable with s∈N and θ(s+1)(y) = 0,




E(θ(i)) · Ṽ (µ)i−1 . (2.2.3)
Proof. The theorem basically only needs the covariance formula, i.e. for an arbitrary
function h(y), for which the expectation E(h(y)) exists, it holds
E(h(y)y) = E(h(y))E(y) + cov(h(y),y),


















E(y) Ṽ (µ)︸ ︷︷ ︸
=Var(y)
+E





























Ṽ (µ) + cov(θ′′(y),y)Ṽ (µ)2









The condition θ(s+1)(y) = 0 is a strong condition that in many cases may not be fulfilled.
However if the function θ(y) is approximated by a Taylor expansion of order s around








the covariance penalty can be approximated by








For the mean µ in θ̃(y), a plug-in estimator can be used. Either the estimated mean
µ̂ or the estimator of the saturated model, i.e. the observed values y, are applicable.
Thus using a first order Taylor expansion and the observed values as estimators of the







Note that the subsequent result in equation (2.2.3) can be generalized by allowing for
linear translations of the random variable to be separated from the "variance" function.
Under the same conditions that need to hold for the formula (2.2.3) and, additionally,




E(θ(i)) · bi−1Ṽ (µ)i−1 . (2.2.5)
Other distribution-specific methods to derive observable (conditional) covariance penal-
ties are available for certain distributions. For instance for Bernoulli models no un-
biased estimator of the conditional covariance penalty is available. Nevertheless, the





























In Section 2.2.2 we will show the close connection between this estimator and the
bootstrap estimator.
2.2.2 Conditional parametric bootstrap
A direct way of estimating the conditional covariance penalty is the parametric boot-
strap with conditional random effects. This means that every bootstrap sample is
taken from the conditional distribution with conditional mean µ̂c. For a large number
of bootstrap simulations B from the originally fitted model θ̂|u= θ̂c the covariance of











with the mean over all bootstrap samples zi· = 1B
∑B
j=1 zij for each data point i. The
conditional parametric bootstrap assumes that the underlying model is true and is thus
a model-based approach. On the other hand, as presented here, the method is global
as it changes all cases in each simulation step in contrast to the plug-in estimates that
only vary the i-th data point when estimating ĉovi.
With the conditional parametric bootstrap, the simulation error of the conditional






















The bootstrap here needs B model refits. Another possibility for a bootstrap estimate
would be a "fixed data" bootstrap, in which for each bootstrap sample n−1 data points
are fixed and only the i-th datum is resampled. This corresponds to the estimate in
(2.1.4). However, this approach is computationally burdensome since for each observed
response a whole set of bootstrap samples and model fits must be computed and
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thus the total error estimation requires n ·B model fits. Nonetheless, there is an
approximation of the bootstrap estimate that makes it less computationally expensive
and that coincides with the approximation of formula (2.2.4). Therefore, consider the
bootstrap estimator for the i-th covariance penalty with all cases but the i-th fixed.
Instead of evaluating the main parameter of interest we use a Taylor approximation







































with the last approximation holding if the number of bootstrap samples tends to in-
finity, B →∞. A similar link between the bootstrap and the plug-in estimator for
Bernoulli conditional covariance penalties is derived in 2.3.2.
2.2.3 Conditional cross-validation
The probably most popular method for prediction error estimation is cross-validation.
Compared to conditional parametric bootstrap and the plug-in estimates, the condi-
tional cross-validation has the advantage that it is not model-dependent. On the other
hand, just like the plug-in estimates, the conditional cross-validation is a local method
in the sense that, for estimation of the covariance penalty, it only changes the i-th data
point. Let µ̂−i be the estimated mean with the i-th observation deleted, i.e. the esti-
mator based on the reduced data set y−i = (y1, . . . ,yi−1,yi+1, . . . ,yn). Then an obvious
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[Q(yi, µ̂−i)−Q(yi, µ̂i)] . (2.2.10)
For instance, in case of the deviance error and data from an exponential family distri-






b(ϑ̂−i)− b(ϑ̂i) +y(ϑ̂i− ϑ̂−i), (2.2.11)
where ϑ̂i is the estimated natural parameter of the exponential family and ϑ̂−i is the
estimated natural parameter with the i-th case deleted.
The parametric bootstrap is related to the cross-validation by a Rao-Blackwell type of
relationship. That implies that the conditional bootstrap (and the proposed Steinian
estimators) are more accurate than cross-validation, assuming that the applied model
is near enough to the truth, see Efron (2004). The simulation study, though, does not
reflect this behaviour in the case of mixed models.
2.3 Simulations
In order to assess the behaviour of the different proposed estimation techniques and
error classes, various simulation scenarios are presented. A particular focus will lie on
the model choice behaviour of the estimators if the variance parameter of the random
effects lies on the boundary of the parameter space.
For the Bernoulli distribution, the deviance error is employed. Thus, when comparing
two distinct models, this corresponds to a conditional AIC in an exponential family
setting. The deviance error is additionally used to choose between models following
a gamma distribution. In this setting, the connection of the Steinian to the covari-
ance penalty for Gaussian distributions becomes apparent. Furthermore, the expected
squared error of a random intercept model with conditionally scaled t distribution is





















Figure 2.2: Frequency of choosing the complex model (2.3.1) against a simple model
only including an intercept. The conditional covariance penalties are estimated by
bootstrap (2.2.8), cross- validation (2.2.11) and the Steinian estimator (2.3.3).
2.3.1 Gamma distribution
Deviance error
In order to corroborate the theoretical results that evolved in the previous sections,
we deploy a random intercept model with conditionally gamma distributed responses.
Thus the conditional density of the data generating process is given by













for i= 1, . . . ,n and j = 1, . . . ,m, with





The number of individuals is set to 12 and the number of observations is 6. The vari-
ance parameter of the random intercept τ2 varies between 0 and 1.6. For each setting
1,000 data sets of model (2.3.1) are generated. The scale parameter φ= 1ν = 1 is con-
stant for all observations.
The error for the gamma distributed observations is assessed with the deviance error
in Example III, hence the total expected prediction error that is ought to be minimized
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is










with the natural parameter






Thus, based on formula (2.2.3) we approximate the conditional covariance penalty for





Notice that for the gamma distribution, as for any exponential family distribution,












Next to this estimate, the conditional covariance penalties are estimated by condi-
tional parametric bootstrap and conditional cross-validation, see equations (2.2.8) and
(2.2.10). The estimation of the random effects variance parameter is done by REML
estimation based on the R-package mgcv version 1.8-2, see Wood (2011). The boot-
strap needs 500 model fits, while the cross-validation only needs n ·m= 72 model fits.
The derivatives in (2.3.4) are calculated on the basis of the algorithm in Gilbert and
Varadhan (2012).
A null model rejection rate plot similar to those introduced in Greven and Kneib (2010)
is displayed in Figure 2.2. This plot shows the frequency of selecting the more com-
plex model (2.3.1), incorporating random effects to the simpler models with only one
intercept. For each data set the total expected prediction error (2.3.2) of the simple
and complex model is estimated and the model with less prediction error is chosen.
The cross-validation estimate here behaves similar to the marginal AIC in Greven and
Kneib (2010). For a random effects variance of 0.5, the cross-validation only chooses to
include random effects in roughly six out of ten cases, whereas the Steinian estimator
does so in more than three-quarter of the cases. The bootstrap shows a good behaviour
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τ2 covb covcv covs sd(covb) sd(covcv) sd(covs)
0 3.54 3.26 2.95 0.97 3.38 2.62
0.1 3.66 3.66 3.29 1.13 3.75 2.78
0.2 3.92 4.57 4.10 1.33 3.79 2.97
0.3 4.70 6.23 5.54 1.86 4.17 4.04
0.4 5.88 7.90 11.93 2.40 4.26 160.65
0.5 7.18 9.68 8.12 2.52 4.12 2.38
0.6 8.32 10.74 8.87 2.54 4.71 2.09
0.7 9.50 11.88 9.61 2.37 4.38 1.57
0.8 10.53 12.87 10.15 2.09 4.43 1.16
0.9 11.17 13.39 10.44 1.89 4.70 1.02
1 11.75 13.93 10.72 1.56 4.80 0.78
1.1 12.16 14.18 10.92 1.41 4.62 0.64
1.2 12.54 14.60 11.07 1.11 4.94 0.52
1.3 12.77 14.51 11.19 1.02 4.66 0.47
1.4 13.04 15.34 11.32 0.83 5.01 0.36
Table 2.1: Mean and standard error of the conditional covariance penalty samples
estimated by bootstrap (covb), cross-validation (covcv) and the Steinian estimate 2.2.7
(covs) with 1,000 samples from a model with 12 individuals and 6 observations per
individual for the conditional gamma distribution 2.3.1.
although it incorporates random effects in a quarter of the cases although there are
none in the underlying data-generating mechanism.
The estimated conditional covariance penalties and the corresponding standard devi-
ations are listed in Table 2.1. The table shows that all three methods give similar
estimates for the conditional covariance penalties. However, the standard deviation of
the cross-validation and even more of the bootstrap method increases with rising ran-
dom effects variance τ2. The Steinian type estimator (2.3.4) shows the exact opposite
behaviour. The value of the Steinian estimator for random effects variance τ2 = 0.4 is
salient. This is due to the fact that the estimates have not appropriately been corrected
for numerical anomalies that arise from the use of numerical derivation. However, the
standard deviation already indicates that there is an outlier. The model choice be-
haviour displayed in Figure 2.2 showing no unexpected conduct for τ2 = 0.4 assures
this.
The six boxplots in Figure 2.3 confirm how close the three estimates of the conditional






































































































































































































Figure 2.3: Boxplots of the estimated covariance penalties for 13 individuals, 7 ob-






















Figure 2.4: Frequency of choosing the complex model (2.3.5) against a simple model
only including an intercept. The conditional covariance penalties are estimated by
bootstrap (2.2.8), cross-validation (2.2.11) and the Steinian estimator (2.2.7).
2.3.2 Bernoulli distribution
Binomial deviance error
For the Bernoulli distribution, we conduct a simulation study that analyses the be-
haviour of the estimator of the expected conditional deviance error and the corre-
sponding conditional covariance penalty (2.2.7) and compares it to the bootstrap and
to cross-validation. Additionally, we can also compute the "true" conditional covariance
penalties from formula (2.2.6), since the true mean of the data generating mechanism
is known. As in the simulation study on the gamma distribution, rejection rates of
a simple model without random effects in comparison to a complex model including
random effects are given for different degrees of variance of the random effects.
The true data generating process is given by a logistic random intercept model, with
the conditional probability function
f(yij |µij) = (1−µij)1−yijµ
yij













The number of individuals is set to 13 and 28 and the number of observations is 7 and
13 respectively. The variance parameter of the random intercept τ2 varies between
0 and 2.4. For each setting, 1,000 data sets of model (2.3.5) are generated and the
covariance penalties of the model are estimated by the different estimation techniques
proposed in the preceding sections. The bootstrap estimate is based on 800 bootstrap
samples.
The models are fitted with the REML method implemented in the R-package lme4, see
Bates, Mächler, Bolker, and Walker (2014b) and Bates, Mächler, Bolker, and Walker
(2014a). The conditional bootstrap and the Steinian are estimated with the R-package
cAIC4, see Saefken, Ruegamer, Greven, and Kneib (2014), that is presented in Chapter
4. The bootstrap here needs 800 model fits, while the cross-validation and the Steinian
only need n ·m model fits. The fits needed for the Steinian are faster than for cross-
validation, since the data set remains unchanged except for one response value in
each computation, which leads to rapid convergence. Thus, from the computational
perspective the Steinian performs best.
Figure 2.4 displays the frequencies of how often the complex model (2.3.5) is favoured
against a simple model with only an intercept. This means we choose the model that
minimizes the expected conditional prediction error
Ez|u (Q(z, µ̂)) .
The error function Q is the deviance error from Example III and the total conditional
prediction error is thus assessed by










with the logit parameter






It is, however, not clear how the covariance penalties of the simple model can be es-
timated. In order to stay consistent with the estimation of the conditional covariance
penalties of the complex models, the covariance penalties of the simple models are
estimated with bootstrap, cross-validation and the Steinian applied to the generalized
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linear model. The bootstrap and the Steinian in one quarter of the cases choose the
complex model although the true underlying model does not incorporate random ef-
fects. Notice that the behaviour of choosing too many parameters is rather common
for AIC-like criteria. For instance, the significance level of the AIC in standard set-
tings is approximately 0.157, see Greven and Kneib (2010). The bootstrap chooses
the true complex model slightly more often than the Steinian for increasing random
effects variance. The cross-validation, on the other hand, performs worse as the chance
of selecting the false complex model is almost 0.5.
For the 1,000 estimated conditional covariance penalties, boxplots for different sizes
of the random effects variance parameters are given in Figure 2.5. The performance
of cross-validation, bootstrap and the Steinian highly depend on the random effects
variance parameter. This makes a comparison difficult. The variability of the Steinian
with the true mean plugged in is larger than the variability when the estimated mean
is used.
The empirical means and the standard errors of the conditional covariance samples are
listed in Table 2.2.
Notice that the bootstrap estimate here is unconditional in the sense that all cases of
the data set are varied in each set of covariance penalty estimates. The bootstrap that
is conditioned on y−i, i.e. in which for the estimation of the i-th covariance penalty
only the i-th case is resampled for Bernoulli responses is approximately equal to the











where B0 is the number of zeros in the bootstrap sample and B1 is the number of





is the estimated logit (the natural





the same, but yi = 0 is assumed. The
mean of the bootstrap sample zi· = 1B
∑B
j=1 zij is approximately equal to µ̂i as B→∞.
Thus we have
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τ2 covb covcv covs sd(covb) sd(covcv) sd(covs)
0.0 2.94 2.69 2.55 0.68 2.31 2.07
0.1 2.95 2.67 2.54 0.67 2.33 2.09
0.2 3.00 3.03 2.86 0.68 2.44 2.17
0.3 3.07 3.20 3.02 0.80 2.55 2.29
0.4 3.16 3.60 3.39 0.91 2.67 2.41
0.5 3.40 4.32 4.04 1.11 2.83 2.58
0.6 3.64 4.80 4.50 1.35 2.90 2.67
0.7 3.92 5.42 5.08 1.49 2.92 2.71
0.8 4.40 6.20 5.82 1.73 2.86 2.68
0.9 4.81 6.75 6.34 1.92 2.77 2.61
1.0 5.27 7.37 6.96 2.04 2.45 2.34
1.1 5.65 7.78 7.36 2.00 2.24 2.17
1.2 6.06 8.06 7.61 2.11 2.29 2.18
1.3 6.50 8.45 7.95 2.13 2.02 1.91
1.4 6.85 8.76 8.26 2.00 1.80 1.72
1.5 7.25 9.03 8.47 1.90 1.66 1.52
1.6 7.54 9.26 8.68 1.83 1.47 1.30
1.7 7.90 9.44 8.85 1.67 1.37 1.24
1.8 7.93 9.47 8.81 1.73 1.31 1.16
1.9 8.16 9.57 8.89 1.57 1.33 1.09
2.0 8.51 9.78 8.97 1.33 1.28 1.00
2.1 8.48 9.71 8.94 1.41 1.33 1.06
2.2 8.68 9.86 8.92 1.30 1.41 1.09
2.3 8.79 9.88 8.93 1.19 1.44 1.07
2.4 8.77 9.95 8.85 1.24 1.55 1.12
Table 2.2: Mean and standard error of the conditional covariance penalty samples
estimated by bootstrap (covb), cross-validation (covcv) and the Steinian estimate 2.2.7
(covs) with 1,000 samples from a model with 13 individuals and 7 observations per











≈ µ̂iθ̂i(1)(1− µ̂i)− (1− µ̂i) θ̂i(0)(µ̂i)





Since the bootstrap estimates are optimal if the number of bootstrap resamples B tends
to infinity, the Steinian estimate can be seen as the optimal conditional (in the sense
of z|y−i) bootstrap estimate. The unconditioned bootstrap, however, in view of the
simulation results seems to be biased. This may be due to the correlation structure
that is imposed by the random effects. Hence, the responses are only conditionally













































































































































































































































































































































































Figure 2.5: Boxplots of the estimated covariance penalties for 13 individuals, 7 ob-
servations per individual and variance of random effects equal to 0, 0.5, 1, 1.5, 2, 2.4
respectively.
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2.3.3 Scaled t distribution
Squared error
As stated, the framework does not only hold for exponential family distributions and
the deviance error. Therefore, the behaviour of the squared error functions and the
different corresponding conditional covariance estimators are considered in this setting
with conditionally scaled t distributed responses. Hence, the data is generated by the
mechanism




















for i= 1, . . . ,n and j = 1, . . . ,m, with





The number of individuals is set to 17 and the number of observations is 7 respec-
tively. The variance parameter of the random intercept τ2 varies between 0 and 1.6.
For each setting 1,000 data sets of model (2.3.7) are generated. For ease of compu-
tation we expect the remaining parameters to be fixed and known, i.e. ν = 7 and σ= 1.
The total expected prediction error is assessed by the squared error function in Example
I. Since for the squared error the parameter of main interest is µ̂, the total expected
















cov(µ̂ij ,yij) . (2.3.8)
Thus, based on formula (2.2.9), we approximate the conditional covariance penalty for







Next to this approximate estimate, the conditional covariance penalties are estimated
by conditional parametric bootstrap and conditional cross-validation, see equations
(2.2.8) and (2.2.10). The bootstrap estimate is based on 800 bootstrap samples.
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τ2 covb covcv covs sd(covb) sd(covcv) sd(covs)
0 3.98 3.53 3.58 0.82 3.25 3.13
0.1 4.17 4.25 4.32 1.10 3.58 3.45
0.2 4.58 5.72 5.67 1.46 4.00 3.72
0.3 5.78 8.29 8.13 2.22 4.12 3.73
0.4 7.48 10.67 10.34 2.92 3.98 3.37
0.5 9.59 12.71 12.29 3.16 3.53 2.80
0.6 11.57 14.44 13.82 2.84 3.05 2.15
0.7 13.15 15.61 14.89 2.60 2.90 1.77
0.8 14.35 16.43 15.67 2.30 2.80 1.53
0.9 15.18 17.18 16.24 1.97 2.92 1.30
1.0 15.98 17.61 16.80 1.53 2.80 1.02
1.1 16.52 18.20 17.17 1.25 2.90 0.86
1.2 16.91 18.38 17.47 0.99 2.77 0.71
1.3 17.27 18.89 17.75 0.87 2.90 0.63
1.4 17.46 19.01 17.89 0.74 2.87 0.56
1.5 17.69 19.15 18.08 0.62 2.89 0.47
1.6 17.86 19.43 18.23 0.55 2.76 0.41
1.7 17.97 19.60 18.32 0.50 3.05 0.37
1.8 18.07 19.51 18.42 0.45 2.84 0.34
Table 2.3: Mean and standard error of the conditional covariance penalty samples
estimated by bootstrap (covb), cross-validation (covcv) and the Steinian estimate 2.2.7
(covs) with 1,000 samples from a model with 17 individuals and 7 observations per





















Figure 2.6: Frequency of choosing the complex model (2.3.7) against a simple model
only including an intercept. The conditional covariance penalties are estimated by
bootstrap (2.2.8), cross-validation (2.2.11) and the Steinian estimator (2.2.9).
The models are fitted with the R-package mgcv version 1.8-2, see Wood et al. (2014),
this package uses a REML criterion to find the optimal random effects variance param-
eter τ2. The bootstrap here needs 800 model fits, while the cross-validation and the
Steinian only need n ·m = 119 model fits. The derivatives in (2.3.9) are numerically
approximated based on the algorithm in Gilbert and Varadhan (2012).
The estimated conditional covariance penalties and the corresponding standard devia-
tions are listed in Table 2.3. The means of all three estimation techniques are similar
for all random effects variances. In many cases the Steinian lies between the cross-
validation and the bootstrap estimate. In combination with the results in the selec-
tion frequency plot 2.6 this gives evidence to the superior behaviour of the Steinian.
Although the covariance penalty for τ2 = 0 is smaller for the Steinian than for the
bootstrap, the Steinian selects the null model more often than the bootstrap. So the
Steinian seems to penalize in the "right" situations.
The convergence to a selection rate (of the more complex model) of one with rising
signal-to-noise ratio τ2 is fast, as can be seen in Figure 2.6. The distribution under
consideration is close to the Gaussian for which the convergence rate is also high.
However, the squared error function is also a possible influencing factor. Moreover,
the Steinian has lower variance than the cross-validation and bootstrap in all settings.
The reduced variability can also be observed in the boxplots in Figure 2.7.
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Summing up there is no superior estimation method in terms of the model choice
behaviour. In fact the behaviour depends on the distribution and the type of prediction





































































































































































Figure 2.7: Boxplots of the estimated covariance penalties for 8 individuals, 6 obser-





Degrees of freedom of the smoothing
parameter
This chapter is concerned with developing the degrees of freedom for semiparametric
regression models, taking into account the uncertainty induced by estimation of the
smoothing parameter. The new representation of the degrees of freedom of semipara-
metric regression models will allow for differentiation between the degrees of freedom
of the regression parameters and the degrees of freedom associated with the smoothing
parameter.
These degrees of freedom of the smoothing parameter largely depend on the method
that is used for smoothing parameter selection. Common methods are generalized
cross-validation (GCV) and restricted maximum likelihood (REML) that are intro-
duced in the first part of this chapter. The notation of Reiss and Ogden (2009) is
convenient for the derivation of the degrees of freedom of a univariate smoothing pa-
rameter and will therefore be adopted in the first part. A spectral representation of the
degrees of freedom of the smoothing parameter gives further insight into its genesis.
Simulations show that the degrees of freedom associated with the smoothing parameter
are larger than zero. Suggestions on how this could be proven theoretically are given.
In the second part, a more general notation with multiple smoothing parameters and a
wide variety of possible penalty terms and smoothing parameter selection criteria are
introduced. The geometry of the smoothing process is analysed and an interesting ex-
tension that permits an ostensive insight into the degrees of freedom of the smoothing
parameter is given with the help of results from differential geometry.
The degrees of freedom of the smoothing parameters are explicitly calculated in the
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general notation for four different smoothing parameter selection criteria. Based on
these derivations, the degrees of freedom of the smoothing parameters are implemented,
so that they can be used with the R-package mgcv, see Wood (2011).
In the simulation study this implementation is used to show how the degrees of free-
dom of the smoothing parameters impact model selection in semiparametric regression
models. This is closely linked to the findings of Greven and Kneib (2010).
3.1 The degrees of freedom for penalized splines in two
frameworks
Consider n observed values from the data-generating process
yi = f(xi) + εi




for all i = 1, . . . ,n.
In order to estimate (predict) the unknown function f(·) low rank spline smoothers are
applied. This allows for a parametric representation of f(·) and the data can therefore
be written in compact matrix notation
y =Xβ+Zu+ε,
with y ∈ Rn and full rank (n× p) and (n× q) matrices X and Z. The vector ε
consists of independent and identically distributed errors εi. We distinguish between
the unpenalized parameters β and the penalized parameters u.
The following results can be derived in a substantially simpler framework by assuming
the subsequent assumptions to hold:
1. The design matrices X and Z are full rank (n×p)- and (n×q)-matrices respec-
tively.
2. X and Z are orthogonal, i.e. XtZ = 0.
3. y is not in the column space of X.
For a large part of semiparametric regression models these assumptions do not hold. In
the second part of this chapter, the results will be derived without the most prohibitive
assumption (2) having to hold.
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3.1.1 Estimation based on cross-validation
A penalty term λS, with smoothing parameter λ∈ (0,∞) and positive definite penalty
matrix S, is associated to the penalized parameters. The regression parameters are
estimated via minimization of the penalized least squares criterion
(y−Xβ−Zu)t (y−Xβ−Zu) +λutSu. (3.1.1)










and the fixed smoothing parameter residual matrix









play an important role for the choice of λ, see Reiss and Ogden (2009). The fixed
smoothing parameter residual matrix P also substantially eases the derivation of the
degrees of freedom and therefore will be used hereafter.
In order to find the right balance between fidelity to the data and smoothness of the
function f(·) the smoothing parameter λ is chosen by the generalized cross-validation
criterion proposed by Craven and Wahba (1978). The criterion in this setting is given
by
GCV (λ) = (y− ŷ)
t (y− ŷ)/n
(1− tr(H)/n)2 = n
yP 2y
tr(P )2 .
It is an approximation of the leave-one-out cross-validation criterion. Minimizing this
criterion we obtain the equation that the optimal smoothing parameter λ chosen by
GCV has to fulfil, i.e.
d
dλ
GCV (λ) = tr(P 2)ytP 2y− tr(P )ytP 3y = 0. (3.1.2)
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3.1.2 Empirical Bayes estimation
In the Bayesian framework, a noninformative prior is assigned to the unpenalized
parameters, i.e. the density is proportional to a constant
p(β)∝ c






with positive definite covariance matrix (λS)−1. Maximizing the joint posterior distri-
bution for known covariance matrix (λS)−1 corresponds to minimizing the penalized
least squares criterion (3.1.1). In consequence, for a predefined secondary parameter λ
the estimators of the regression coefficients coincide in both frameworks. The covari-
ance parameter λ is assumed unknown but fixed in the empirical Bayes approach. In
this case the covariance matrix of the data is
cov(y) = V = σ2I+ 1
λ
ZS−1Z.









∣∣∣σ̂2V ∣∣∣+(y−Xβ̂)t (σ̂−2V −1)(y−Xβ̂)+ log ∣∣∣σ̂−2XtV −1X∣∣∣) .
In mixed model methodology this is known as the profile restricted maximum likeli-
hood. The restricted maximum likelihood criterion that needs to be optimized in order










Thus the parameter λ has to fulfil
d
dλ
REML(λ) = (n−p)ytP 2y− tr(P )ytPy = 0. (3.1.3)
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For the remainder we assume that the smoothing parameter fulfilling either equation
(3.1.3) or equation (3.1.2) does not lie on the boundary of the parameter space, i.e.
λ ∈ (0,∞).
3.1.3 General concept of degrees of freedom
The key to determine the correct degrees of freedom in semiparametric regression is to
consider the dependence of the hat matrix on the smoothing parameter. The degrees
of freedom are defined as the trace of the Jacobian matrix of the estimated values
treated as functions of the data. Since the smoothing parameter depends on the data,
the Jacobian is not equal to the hat matrix, but rather needs a correction term for the
uncertainty induced by smoothing parameter selection. In the following the difference
between λ and λ̂ will be suppressed in order to simplify the notation. The correction























The second part of the degrees of freedom term can be viewed as the contribution of
uncertainty of the smoothing parameter towards the degrees of freedom. The most
challenging part of the correction terms is the derivative of the smoothing parameter





This is due to the fact that the function λ(y) is only implicitly defined by the crite-
rion that is used to find the optimal smoothing parameter. Nevertheless, under the
regularity conditions the derivative is analytically accessible with the help of the im-
plicit function theorem: In general may C (y,λ) be the criterion the optimal smoothing
parameter needs to fulfil. So C (y,λ) is either equal to (3.1.3) or (3.1.2). By the

















For the explicit calculations of the degrees of freedom of the smoothing parameter the
gradients of C (y,λ) with respect to the data y and the smoothing parameter λ are
b= ∂C (y,λ)
∂λ
and g = ∂C (y,λ)
∂yt
.
Thus the implicit derivative in this case can be obtained via
γy =−b−1g. (3.1.4)
Noting that ∂H∂λ = −
∂P
∂λ and using the result from Reiss and Ogden (2009) Appendix





, the degrees of freedom of the smoothing parameters are
df(λ) = γy ·
∂H
∂λ














tr(P 2)−2P 2tr(P 3)
]
y
and the derivative of the criterion w.r.t. the data y is given by
g = 2yt
(
tr(P 2)P 2− tr(P )P 3
)





P + (n−p+ tr(P ))P 2− (n−p)P 3
]
y
and the derivative of the criterion w.r.t. the data y is given by
g = 2yt
(




3.2 Spectral representation of the degrees of freedom
of the smoothing parameter
The spectral decomposition of the residual matrix yields P =∑ni=1 νivivti , with eigen-
values ν1, . . . ,νn and eigenvectors v1, . . . ,vn. As known from Reiss and Ogden (2009)
the eigenvalues and corresponding eigenvectors can be split up into three groups:
i) The q positive eigenvalues 1> ν1 = λλ+ξ1 ≥ . . .≥ νq =
λ
λ+ξq , with the q eigenvalues
of ZS−1Zt denoted by ξ1, . . . , ξq.
ii) The n−p− q eigenvalues νq+1 = . . .= νn−p = 1.
iii) The p eigenvalues νn−p+1 = . . .= νn = 0.
Denote by w = (w1, . . . ,wn) =
(
ytv1, . . . ,ytvn
)
the response data with respect to the
basis formed by the eigendecomposition of P . Define

























Thus we can rewrite the degrees of freedom of the smoothing parameter in terms
of the spectral representation. Notice that the degrees of freedom of the smoothing
parameter is essentially a fraction of two numbers. Hence, the numerator for the
































= t0 (Q4−Q3) + t1 (Q2−Q3) ,
in the preceding notation of the spectral representation. For the denominator of the
degrees of freedom of the smoothing parameter estimated by REML we have
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λ


















tr(P 2)− tr(P )
)
= t0 (Q2−Q3) + t1 (Q2−Q1) +Q1 (t2− t1) .
Combining both results, the degrees of freedom of the smoothing parameter based on








= t0 (Q4−Q3) + t1 (Q2−Q3)
t0 (Q2−Q3) + t1 (Q2−Q1) +Q1 (t2− t1)
.
Along the same lines the degrees of freedom of the smoothing parameter estimated















= tr(P 2)ytP 4y− tr(P )ytP 5y− tr(P 2)ytP 3y+ tr(P )ytP 4y
= t1 (Q4−Q5) + t2 (Q4−Q3) .
The denominator, if smoothing parameter estimation is done with GCV, is








tr(P 2)−2P 2tr(P 3)
]
y
= (3Q4−4Q3) t1 + (4Q2−Q3) t2−2Q2t3.
Thus the degrees of freedom of the smoothing parameter in spectral representation








= 2 t1 (Q4−Q5) + t2 (Q4−Q3)(3Q4−4Q3) t1 + (4Q2−Q3) t2−2Q2t3
.
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3.2.1 Is df (λ) always larger than zero?
An apparent question is whether the degrees of freedom associated with the smoothing
parameter are always positive. The degrees of freedom that are associated with the
regression parameters β and u are always positive, as can be seen from the spectral
representation, since








For the degrees of freedom of the smoothing parameter this is not obvious. Extensive
simulation based on the model in Gu and Wahba (1991) shows that this is probable.





y ≥ 0 and b≤ 0.
A proof of these results is not available at the moment. A possible approach might be
the following: Suppose the smoothing parameter was estimated by optimization of the
REML criterion. Then, using the derivative of the REML criterion set to zero (3.1.3)

















t0 + t1︸ ︷︷ ︸
< 12
Q2 ≥Q3.
However, since Qk−1 ≥ Qk ≥ Qk+1, it is not clear why this is the case. Another





























Despite these results it seems that some link between λ ∈ (0,∞), q, p and the ξis is
needed in order to prove the assumption.
3.3 Degrees of freedom in case of multivariate λ





Ik (f) +ε (3.3.1)
with f being r-times continuously differentiable functions of m covariates and Ik are
bounded linear functionals. The error term is normally distributed with mean zero




. The bounded linear functionals may
be rather different. Possible examples are evaluation functionals on R2, i.e.
Iki(f) = fk(z1i, z2i), i= 1, . . . ,n,
or, for instance, linear functionals from the vector space C2[a,b] of two times continu-




fk(z)gi(z)dz , i= 1, . . . ,n, (3.3.2)
for known functions gi ∈ C2[a,b].
To estimate models such as (3.3.1) in practice, low ranked roughness penalized basis
expansion methods are applied. This leads to the semiparametric linear model that
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most can generally be expressed as
y =Xβ+ε, (3.3.3)
where X is a (n× (p+ q)) design matrix and β is an unknown parameter vector
of dimension p+ q. Both X and β are combined matrices and parameters of those
parameters and matrices associated with the s terms in (3.3.1). To each of the terms
we associate a penalty term. The combined penalty matrix S =∑sk=1λkSk is of rank







This formulation is general, as it does not distinguish between the penalized and un-
penalized parts of the parameter vector β.
For a multivariate smoothing parameter, i.e. multiple penalty terms associated with














Let hij indicate the element of the hat matrix H in row i and column j. The degrees



















































































Since the smoothing parameters λj need to be positive, the optimization for finding
the optimal smoothing parameter is often done with respect to the log smoothing
parameter ρj = log(λj) for reasons of simplicity, see Wood (2008).






















































The degrees of freedom cannot only be written as the sensitivity of the estimated values
















This formulation highlights the fact that the first part of the degrees of freedom term
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Figure 3.1: Interpretations of the smoothing parameter selection: 1. The implicitly
defined function λ(y) for one data point for REML and GCV criterion. 2. The set
of all values of the smoothing parameter and one data point that fulfil the REML
or GCV criterion. On the right hand side additionally the derivatives of the implicit
functions at the point yi.
contributes towards the regression coefficients and it is known that df(βj) ≤ 1 with
penalization leading to a reduction of the degrees of freedom of the regression param-
eters. On the other hand, the second part corresponds to the degrees of freedom of
the smoothing parameter λ and consists of two parts. The first one ∂λ∂yt is a measure
of the sensitivity of the smoothing parameter towards the data. The second part ∂Xβ̂∂λ
accounts for the effect of the smoothing parameter on the regression parameters. Thus,








The most challenging part in the preceding formula in terms of computation is the
derivative of the log smoothing parameter with respect to the data, i.e. ∂ρk∂yt . The





be the (s×n)-matrix containing the derivatives of the log smoothing parameters with
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respect to the data. Then
BΓy =−G, (3.3.6)
whereB is the Hessian of the log smoothing parameters andG is the matrix containing
the derivatives of the optimization criterion (for instance, REML(y,ρ) or GCV(y,ρ)).
More generally, let C (y,ρ) be the derivatives of the optimization criterion with respect
to the log smoothing parameters and the data, then
G= ∂C (y,ρ)
∂yt




C (y,ρ) = ∂REML(y,ρ)
∂ρ
or C (y,ρ) = ∂GCV (y,ρ)
∂ρ
.
Hence, if the criterion has a maximum at ρ̂, the Hessian B with respect to the smooth-
ing parameter will be negative definite. This is the case if the criterion REML(ρ,y) is
maximized. If, on the other hand, the criterion has a minimum at ρ̂, as for GCV, the
Hessian B with respect to the smoothing parameter will be positive definite. However,
in the following we will assume that B is positive definite since otherwise we can use
the implicit function theorem with −B and −G with the same result Γy. Since B is
therefore symmetric and positive definite, the Cholesky-decomposition can be applied,
i.e.
B =LLt. (3.3.8)
The solution can thus be obtained by a series of forward and backward solves. Thus,
first obtain
A=−L−1G
and then solve the equations
LtΓy =−A,























Figure 3.2: The 2-dimensional submanifold M of the Euclidean R3 defined by the
criterion C. Here all values of y are fixed except for two. The x-axis corresponds to
y1, the y-axis to y2 and the z-axis corresponds to the smoothing parameter.
3.3.1 Geometry of the degrees of freedom of the smoothing pa-
rameter
Smoothing parameter selection has an interesting geometrical interpretation. Roughly
speaking, if the response data is varied in the neighbourhood of the observed response,
then the data and the s corresponding optimal (log) smoothing parameters define a
(differentiable) manifold of dimension n in the (n+s)-dimensional space. This can be
adequately visualised in particular for s = 1, varying only one or two of the response
data points while keeping the remaining data fixed. For dimension one the manifold is
a curve, that is given in Figure 3.1. The curves are plotted for REML and GCV and
can either be interpreted as (smoothing parameter) functions of the varied response
data point or as a set of all values in the two-dimensional space that fulfil the REML
or GCV criterion. A two-dimensional manifold, in which two response data points are
varied and the remaining data points are fixed, is given in Figure 3.2. In this case the
manifold is a two-dimensional surface in the three-dimensional space.
This geometric interpretation of the smoothing parameter selection process also gives
a geometric understanding of the degrees of freedom of the (log) smoothing param-
eter, or more precisely of the sensitivity of the (log) smoothing parameter towards






















Figure 3.3: The same manifold M as in Figure 3.2 and the affine tangent space a+
TaM at point a defined by the criterion C.
parameters with respect to the data the tangent space of the manifold at the observed
response data point and the corresponding (log) smoothing parameters is obtained.
For the one dimensional manifold in the two-dimensional plane the tangent space is a
line, as can be seen in the right panel in Figure 3.1. For the two-dimensional manifold
in the three dimensional space the tangent space corresponds to a plane through the
observed response data points and the corresponding (log) smoothing parameter, see
Figure 3.3.1. This interpretation links the smoothing parameter selection process and
the degrees of freedom of the smoothing parameter to the field of differential geometry.
A more formal description of the geometric structure of the smoothing process is given
in the following:
Suppose we observed data y = (y1, . . . ,yn) and let Uε = {x|‖x−y‖ < ε} be an open
ball around y and assume that for all x ∈ Uε the differentiable criterion C (y,ρ) has a
unique and real optimum. DefineM := {(x,ρ) ∈ Uε ⊂ Rn+s : C (x,ρ) = 0}. ThenM
is a n-dimensional differentiable manifold of Rn+s.
Proof. Since the j-th component of the criterion Cj (y,ρ) : U −→ R, j = 1 . . . , s is dif-





is positive definite (C has a relative maximum) and hence has rank s,M is a differen-
tiable manifold by the definition of a manifold in Forster (1999), page 128.
The assumptions can even be made more precise. The condition that needs to be
fulfilled forM to be a differentiable manifold is that the combined matrices (Gx :Bx)
must have full rank s for all x ∈M:




. . . ∂C1(x,ρ)∂xn
∂C1(x,ρ)
∂ρ1
. . . ∂C1(x,ρ)∂ρs... . . . ... ... . . . ...
∂Cs(x,ρ)
∂x1
. . . ∂Cs(x,ρ)∂xn
∂Cs(x,ρ)
∂ρ1
. . . ∂Cs(x,ρ)∂ρs
= s.























are linearly independent for every x ∈M.
The tangent space of a manifold at point (y, ρ̂) = a ∈M⊂ Rn+s can be defined by,
see Forster (1999), page 148:

































Suppose now dim(ρ) = 1, then an element of the tangent space can be derived by setting
all vk to zero except the i-th and the (n+1)-th. If vn+1 = 1 for the i-th component vi













with γyi the i-th element of the derivative vector γy, see (3.1.4). Hence, a basis of the




























Thus, by calculating the degrees of freedom of the smoothing parameter a basis of the
tangent space TaM is derived.
For multivariate log smoothing parameter the basis of the tangent space can also
be given in terms of the matrix Γy containing the derivatives of the log smoothing
parameters with respect to the data. Notice that the tangent space TaM can be seen
as the kernel of the combined matrices G and B with dimensions s×n and s×s from
equation (3.3.7):
TaM= ker(G :B) = {v ∈ Rn+s : (G :B)v = 0}.
By equation (3.3.6), this is equivalent to
ker(−BΓy :B) .









= 0, l = 1, . . . , s.
Hence by setting vn+j = ∂ρj∂yi = Γ
i,j
y , where Γi,jy denotes the i, j-th element of the matrix






















3.4 Four explicit calculations of the degrees of freedom
The derivation of the degrees of freedom of the smoothing parameters under rather
general settings needs longer derivations than in those in the first part of this chapter.
A number of smoothing parameter selection criteria are very common in practice. For
these we derive the degrees of freedom in a general setting, i.e. multiple smoothing
parameters and assumption (2) do not need to hold. In order to make these derivations
broadly applicable we follow the notations in Wood (2008) and Wood (2011). Some of
the derivatives are already stated in Wood (2008) and Wood (2011). Nevertheless, we
explicitly give them for the special case of Gaussian data.
Based on these calculations an implementation in R for gamObjects from the R-package
mgcv, version 1.8-2 was developed.
3.4.1 Restricted Maximum Likelihood
The negative restricted maximum log likelihood criterion that ought to be minimized,










where |S|+ denotes the product of non-zero eigenvalues of S and d the dimension of









To obtain the profile restricted maximum log likelihood criterion σ2 needs to be profiled




Hence, the negative profile restricted maximum log likelihood criterion up to a constant
becomes
























































































































































































The derivatives of the regression parameters with respect to the smoothing parameters








































































































































Stable calculation of these derivatives and especially for the log |S|+ part needs some
transformations, see Wood (2011) Appendix B for details.
3.4.2 Marginal Likelihood
If smoothing parameter estimation is done via maximum marginal likelihood rather




Furthermore, the regression parameters need to be separated into penalized and unpe-
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nalized components for the part log
∣∣∣XtX+S∣∣∣ in K, see Wood (2011) section 2.1 for
details. Let U be the orthogonal matrix corresponding to the reparametrization, then
the profile marginal likelihood criterion is





∣∣∣U tXtXU +USU ∣∣∣− 12 log |S|+ .
Thus, all derivatives from the restricted maximum likelihood stay the same up to the
factor nn−p , except that in the derivatives of log
∣∣∣XtX+S∣∣∣ the matrices X, S and Sj
are replaced by UX, USU and USjU respectively.
3.4.3 Akaike Information Criterion, unbiased risk estimator & Mal-
lows Cp
Following Wood (2008) the smoothing parameter for known scale parameter σ2 can be
estimated by minimizing the generalized AIC or the unbiased risk estimator (UBRE)
that is given in Wood (2008) section 2.1 by
UBRE(ρ) =D(β̂) + 2γσ2τ,




is the deviance of the model with the saturated
likelihood ls(σ2) and γ is an ad-hoc tuning parameter (Wood, 2008) and








is the trace of the hat matrix. Thus, for the first derivative with respect to the smooth-



























































































































































































The generalized cross-validation criterion (GCV ) as in Wood (2008) is
GCV (ρ) = nD(β̂)(n−γτ)2 ,




is the deviance of the model and γ again is an ad-hoc
tuning parameter (Wood, 2008).











where ∂∂ρjD(β̂) is defined in 3.4.1.
Accordingly, the second derivatives w.r.t. the log smoothing parameters and the data














































The second derivatives w.r.t. the i-th and j-th log smoothing parameters and therefore







































the same as in 3.4.3 and 3.4.4 and ∂
2
∂ρj∂ρi
D(β̂) is the same as in 3.4.2.
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3.5 Simulations
In this simulation study we want to investigate different aspects of the behaviour of
the corrected degrees of freedom in several settings. Correcting the degrees of freedom
for the uncertainty that is induced by the estimation of the smoothing parameter has
been examined for REML and ML in the context of the conditional AIC in Greven
and Kneib (2010). The corrected conditional AIC in this setting is
cAIC =−cRSS
σ2
+ 2df (β,u) + 2df (λ) , (3.5.1)
with df (β,u) and especially df(λ) defined in (3.3.5) and conditional residual sum of
squares cRSS. Conditionality here refers to the penalized parameters that are condi-
tioned when treated as random in an empirical Bayes framework (see Section 3.1.2).
The conventional AIC ignores the degrees of freedom of the smoothing parameter
df(λ). Notice that the AIC here is used for smoothing parameter selection, but is used
for model selection after the smoothing parameter selection process.
Greven and Kneib (2010) show that neglecting this dependence leads to biased model
selection. Similar to the simulation study in Section 1.4 and 2.3, this bias becomes
apparent for the choice between λ =∞ vs λ ∈ (0,∞). While this behaviour is known
for REML and ML, it is unknown for GCV and UBRE. This simulation study shows
that this effect is particularly conspicuous for GCV and UBRE.
Another question is how the degrees of freedom of the smoothing parameter df(λ)
interact with the degrees of freedom of the penalized parameters df(β) or the basis
dimension of the smooth term associated with the smoothing parameter.
3.5.1 Random intercept model
A simulation setting that is not comprised by model (3.3.1), but nevertheless can be
estimated by minimizing (3.3.3) is a mixed model, and here we focus on the special
case of a random intercept model. It is not common to estimate mixed models with the
help of criteria like GCV or UBRE, but it gives an easy to interpret simulation model,
in which the signal-to-noise ratio is given by the variance of the random intercepts
denoted by τ2 = σ
2
λ , with smoothing parameter λ= exp(ρ) and noise component σ
2.
Thus 1,000 data sets are generated from the model
102
































































































Figure 3.4: Results for the random intercept model with the smoothing parameter
chosen by GCV. The y-axis shows the number of simulation replications out of 1,000
where the more complex model was favoured by the different AICs. The full line (——)
corresponds to the selection frequency of the corrected AIC (3.6.2) with the degrees
of freedom of the smoothing parameter. The dashed line (- - -) corresponds to the
conventional AIC ignoring the uncertainty induced by the smoothing parameter.











This is a balanced random intercept model since the cluster sizes m do not depend
on the clusters. In this simulation we set σ2 = 1, β0 = 0, τ2 = 0,0.1, . . . ,1.2 and the
number of clusters and cluster sizes to 10,20 and 3,6 respectively.
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Figure 3.5: Results for the random intercept model with the smoothing parameter
chosen by UBRE. The y-axis shows the number of simulation replications out of 1,000
where the more complex model was favoured by the different AICs. The full line (——)
corresponds to the selection frequency of the corrected AIC (3.6.2) with the degrees
of freedom of the smoothing parameter. The dashed line (- - -) corresponds to the
conventional AIC ignoring the uncertainty induced by the smoothing parameter.
For each setting and data set, a random intercept model and a linear model with
just one intercept are fitted. This corresponds to a complex model with λ ∈ (0,∞)
and a model with λ =∞. For each of the smoothing parameter selection criteria the
frequency of choosing the random intercept model is computed. The frequencies are
plotted for each criterion and each number of clusters and cluster sizes against the
increasing signal-to-noise ratio, i.e. the inverse smoothing parameter.
The models are fitted with the R-package mgcv version 1.8-2 (Wood, 2011). The
degrees of freedom of the smoothing parameter (or log-smoothing parameters) are
implemented following the results in Section 3.4. The implementation is fast and com-
putes the degrees of freedom instantaneously, with many parts of the calculation being
already available from the model fit. No numerical problems occurred. The Cholesky-
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Figure 3.6: Results for the random intercept model with the smoothing parameter
chosen by REML. The y-axis shows the number of simulation replications out of 1,000
where the more complex model was favoured by the different AICs. The full line (——)
corresponds to the selection frequency of the corrected AIC (3.6.2) with the degrees
of freedom of the smoothing parameter. The dashed line (- - -) corresponds to the
conventional AIC ignoring the uncertainty induced by the smoothing parameter.
decomposition (4.3.1) was computable in all cases. Thus the Hessian B was positive
definite in all models.
The results are plotted for the different number of clusters and cluster sizes in Figure
3.4 for GCV, Figure 3.5 for UBRE, Figure 3.6 for REML and Figure 3.7 for ML.
The plots for REML and ML confirm the results in Greven and Kneib (2010). For
smoothing parameter selection criteria GCV and UBRE the behaviour of biased model
selection persists. Especially for the UBRE criterion, which assumes the model error
σ2 is known, the bias in the model selection is even stronger than the bias for REML or
ML. Hence, the rejection rates of the simple linear model differ more between the AIC
with and without the degrees of freedom of the smoothing parameter. This emphasizes
105
































































































Figure 3.7: Results for the random intercept model with the smoothing parameter
chosen by ML. The y-axis shows the number of simulation replications out of 1,000
where the more complex model was favoured by the different AICs. The full line (——)
corresponds to the selection frequency of the corrected AIC (3.6.2) with the degrees
of freedom of the smoothing parameter. The dashed line (- - -) corresponds to the
conventional AIC ignoring the uncertainty induced by the smoothing parameter.
that the degrees of freedom of the smoothing parameter need to be considered for
model selection no matter by which criterion the smoothing parameters are implicitly
specified.
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Figure 3.8: The random functions evolving for B-spline parameters β generated from
a random walk with variance equal to 0, 0.25, 0.5, 1, 2 and 4.
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Figure 3.9: Results for the smoothing model with the smoothing parameter chosen
by REML. The y-axis shows the number of simulation replications out of 1,000 where
the more complex model was favoured by the different AICs. The full line (——)
corresponds to the selection frequency of the corrected AIC (3.6.2) with the degrees
of freedom of the smoothing parameter. The dashed line (- - -) corresponds to the
conventional AIC ignoring the uncertainty induced by the smoothing parameter.
3.5.2 Penalized B-spline model
A common example of model (3.3.3) is a penalized spline model. This part of the
simulation study adapts the findings from the random intercept model simulation to
penalized spline smoothing. We therefore consider an empirical Bayes setting, meaning
that we do not think of a true underlying function, but rather assume the coefficients
that define a function to be random. This makes the results from the random intercept
model directly comparable to the results in this section. Hence, we assume that the
data is generated by
yi = f(xi) + εi for i= 1, . . . ,n, (3.5.2)
108
































































































Figure 3.10: Results for the smoothing model with the smoothing parameter chosen
by ML. The y-axis shows the number of simulation replications out of 1,000 where
the more complex model was favoured by the different AICs. The full line (——)
corresponds to the selection frequency of the corrected AIC (3.6.2) with the degrees
of freedom of the smoothing parameter. The dashed line (- - -) corresponds to the
conventional AIC ignoring the uncertainty induced by the smoothing parameter.




βjBj(x) on x ∈ [−1,1] , (3.5.3)
defined by the sum of scaled B-spline basis functions Bi(·), see Eilers and Marx (1996).









































































































Figure 3.11: Results for the smoothing model with the smoothing parameter chosen
by GCV. The y-axis shows the number of simulation replications out of 1,000 where
the more complex model was favoured by the different AICs. The full line (——)
corresponds to the selection frequency of the corrected AIC (3.6.2) with the degrees
of freedom of the smoothing parameter. The dashed line (- - -) corresponds to the
conventional AIC ignoring the uncertainty induced by the smoothing parameter.





Some examples of random functions generated by this mechanism with 10 basis func-
tions are plotted in Figure 3.8 for different random effects parameters. The examples
indicate that the variance parameter τ2 impacts the roughness of the function. The
lower the variance parameter the closer the functions are to a horizontal line through
zero, with equality in τ2 = 0 in the upper left panel.
For sample sizes n= 25,50,100 and 400, there are 1,000 data sets generated of model
(3.5.2), with varying variance parameter between τ2 = 0 and τ2 = 4 and fixed intercept
110
































































































Figure 3.12: Results for the smoothing model with the smoothing parameter chosen
by UBRE. The y-axis shows the number of simulation replications out of 1,000 where
the more complex model was favoured by the different AICs. The full line (——)
corresponds to the selection frequency of the corrected AIC (3.6.2) with the degrees
of freedom of the smoothing parameter. The dashed line (- - -) corresponds to the
conventional AIC ignoring the uncertainty induced by the smoothing parameter.
β0 = 0. In each sample, the coefficients of the random functions β1, . . . ,β10 (β0 is fixed)
are resampled and the response data are generated from the random functions. This
corresponds to the resampling of the random intercept in previous simulation settings.
A B-spline model like the data-generating model and a linear model with only one
intercept is fitted to the data. As in the random intercept simulation study, the fre-
quency of choosing the complex model by AIC is computed. The AIC considers the
degrees of freedom not only from the regression coefficients but also from the smooth-
ing parameter (see equation 3.3.5).
The models are again fitted with the R-package mgcv version 1.8-2 (Wood, 2011) and
the degrees of freedom of the smoothing parameter (or log-smoothing parameters) are
calculated from the implementation following the results in Section 3.4. Numerical
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problems arose from not positive definite matrix B. Thus the Cholesky-decomposition
(4.3.1) was not doable in all cases. This was not the case for REML, one case for ML,
10 cases for UBRE and 25 cases for GCV.
The results for REML and ML as smoothing parameter selection criterion are plotted
in Figures 3.9 and 3.10. The rise in the selection frequency of the complex spline model
is sharper than for the random intercept model in Figures 3.6 and 3.7. The results for
GCV and UBRE as smoothing parameter selection criteria are plotted in Figures 3.11
and 3.12. They also rise sharper than the corresponding selection frequency plots for
the random intercept. The difference between the frequency curves with and without
the degrees of freedom of the smoothing parameter df(λ) is larger for GCV and UBRE
based smoothing parameter estimation than for REML and ML.
3.6 Example: Canadian weather data
The degrees of freedom of the smoothing parameter can be obtained in different semi-
parametric regression settings. As an application the degrees of freedom of the smooth-
ing parameter are derived from a functional linear model applied to Canadian weather
data.
3.6.1 Canadian weather data
The Canadian weather data are a popular example in functional data analysis (Ram-
say and Silverman, 1997, 2002). The data set contains the average daily temperature
and precipitation at 35 different locations in Canada over the years 1960 to 1994. The
average temperature as functions of the days of the year are given in Figure 3.13.
The data set also contains the annual precipitation of the 35 locations. It makes
sense to assume that the temperature has some kind of effect on the precipitation.
The influence of average annual temperature on the log annual precipitation can be
analysed with the help of a functional linear model.
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Figure 3.13: For 35 different locations in Canada the average temperatures of the years
1960 to 1994 as functions the day of the year.
3.6.2 Functional predictor regression
For the analysis of the influence of the average annual temperature on the log an-
nual precipitation model (3.3.1) with the linear functional (3.3.2) is assumed as data-
generating mechanism. Thus for the log annual precipitation of the i-th location the
model is
yi = β0 +
∫
f(z)gi(z)dz+ εi , i= 1, . . . ,35, (3.6.1)
where gi(·) is the average annual temperature, called signal or functional predictor,
for the i-th location measured at a grid of points 1, . . . ,365 and εi is a normal error
with mean zero and variance σ2. The function f(·) is represented by a penalized B-
spline (3.5.3) with a random walk assumption on the parameters (3.5.4) and 10 basis
functions. The data is analysed with a first and a second order random walk. Thus the
penalty matrix is S = ∆t∆, where ∆ is a dth-order differencing matrix with d= 1,2.
Since the functions f and gi are evaluated at discrete points the integral (3.6.1) is










j=1βjBj(xk). Hence, if a first order random walk is used and the
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smoothing parameter lies on the boundary of the parameter space, i.e. λ→∞, the
function f is constant and the model (3.6.1) becomes a linear model
yi = β0 +β1z̄i+ εi, (3.6.2)





If the parameters follow a second order random walk and the smoothing parameter
tends to infinity f(xk) = β1 +β2xk becomes linear and accordingly model (3.6.1) reduces
to
yi = β0 +β1z̄i+β2
365∑
k=1
gi(xk)xk + εi. (3.6.3)
The models are fitted with the R-package mgcv version 1.8-2 (Wood, 2011). The
smoothing parameters are estimated with GCV, REML and ML and the degrees of
freedom of the regression parameters and the smoothing parameters are calculated
based on the derivations of Section 3.4.
df(λ) df(β) cRSS
GCV 0.55 5.75 22.68
REML 0.43 4.31 19.84
ML 0.21 4.09 19.15
linear 0 2 6.56
Table 3.1: The estimated degrees of freedom of the regression parameters and the
smoothing parameter from model (3.6.1), with d= 1, and the corresponding conditional
residual sum of squares. In the last row the degrees of freedom, i.e. the number of
parameters, and the residual sum of squares of model 3.6.2 are listed.
The results for first order random walk, d= 1, are listed in Table 3.1 and for the second
order random walk, d = 2, the results are listed in Table 3.2. Based on definition the
conditional AIC can be derived with these quantities. The AIC of the linear model
(3.6.2) is −7.12. The model (3.6.1), with first order random walk assumption, gives
lower conditional AIC for all three smoothing parameter selection criteria. Thus a
functional modelling is preferable. With the second order random walk proposal, the
AIC of the linear model (3.6.3) is −14.86. The conditional AICs of the semiparametric
models again are smaller for all three smoothing parameter selection methods. There-
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fore a semiparametric model is also preferable in case of a second order random walk
assumption. Hence, the effect of the temperature on the annual precipitation should
not be modelled by a linear function of the mean of the annual temperature.
df(λ) df(β) cRSS
GCV 0.58 5.47 22.85
REML 0.12 4.00 19.07
ML 0.26 3.89 18.81
linear 0 3 11.34
Table 3.2: The estimated degrees of freedom of the regression parameters and the
smoothing parameter from model (3.6.1), with d= 2, and the corresponding conditional
residual sum of squares. In the last row the degrees of freedom, i.e. the number of
parameters, and the residual sum of squares of model 3.6.3 are listed.
The coefficient functions that were estimated for the first order random walk are given
in Figure 3.14 for the three smoothing parameter selection criteria. The functions
estimated on the bases of REML and ML are nearly indistinguishable in contrast to
the function that was estimated based on GCV, that is less smooth.
The coefficient functions that were estimated for the second order random walk are
given in Figure 3.15 for the three smoothing parameter selection criteria. The estimated
functions are similar but with smaller confidence intervals.
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Figure 3.14: The coefficient function f(·) from model (3.6.1), with a first order ran-
dom walk assumption for the regression parameters. The smoothing parameter was
estimated with GCV, REML and ML.
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Figure 3.15: The coefficient function f(·) from model (3.6.1), with a second order
random walk assumption for the regression parameters. The smoothing parameter




Fast and stable computation of the con-
ditional AIC
The R-package lme4 is popular when it comes to inference in mixed models. This is
due to the exceptionally fast and generic implementation. Nevertheless, up to date
conditional prediction and model selection are not supported in the package. The con-
ditional AIC proposed by Greven and Kneib (2010) offers an unbiased AIC based on
the conditional distribution of the model. However, the computation of this criterion
is not as simple as it is for other AIC criteria. This chapter describes techniques for
fast and stable computation of the conditional AIC in mixed models estimated with
lme4, as they are implemented in the R-package cAIC4. In addition to translating the
findings of Greven and Kneib (2010) to the model formulations used in Bates et al.
(2014b), this chapter deals with the implementation of conditional AICs proposed for
non-Gaussian settings in Chapter 2 and Chapter 1. The methods are accompanied by
examples, mainly taken from lme4 (Bates et al., 2014b).
4.1 The model representation
In a linear mixed model, the conditional distribution of the response y, given the






where y is n-dimensional, β is p-dimensional and u is q-dimensional. Hence, the
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matrices X and Z are (n×p) and (n× q) design matrices.
The unconditional distribution of the random effects u follows a multivariate Gaussian
with mean 0 and positive semidefinite (q× q) covariance matrix, Dθ,
u∼N (0,Dθ) .
The symmetric covariance matrix Dθ depends on the covariance parameters θ and
may be decomposed
Dθ = σ2ΛθΛtθ,
with the lower triangular covariance factor Λθ and the variance parameter σ2 of the
error term of the conditional responses. Notice that the notation of θ changes to
previous chapters. This notation is adapted from Bates et al. (2014b) in order to
increase comparability with standard notation in lme4. The R-package lme4 owes part
of its rapid computation to exploiting the structure of linear models. This structure is
omitted in the above formulation and is mainly due to the sparse structure of Z and
Λθ.
4.2 Dealing with the boundary issues
A major issue in obtaining the conditional AIC is to account for potential parameters
of θ on the boundary of the parameter space. This needs to be done in order to ensure
positive semidefiniteness of the covariance matrix Dθ.
The restructuring of the model in order to obtain the cAIC is done automatically by
cAIC4. To gain insight into the restructuring, an understanding of the mixed model
formulas used in lme4 is essential. For an in depth explanation of how the formula
module of lme4 works, see (Bates et al., 2014b, Section 2.1).
Suppose we want to fit a mixed model with two grouping factors g1 and g2. Within
the first grouping factor g1 there are several continuous variables v1, v2 and v3 and
within the second grouping factor there is only one variable x. Thus there are not
only random intercepts but also random slopes that are possibly correlated within the
groups. Such a model with response y would be called in lme4 by
m <- lmer(y ~ (v1 + v2 + v3|g1) + (x|g2), exampledata)
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In mixed models fitted with lme4, the random effects covariance matrices Dθ always
have block-diagonal structure. For instance, in the example from above the Cholesky







[,1] [,2] [,3] [,4]
[1,] 1.0184624863 0.00000000 NaN NaN
[2,] -0.1438760320 0.05495795 NaN NaN
[3,] -0.0007342374 0.19904408 0 NaN
[4,] -0.0883652260 -1.36463451 Inf 0
If any of the diagonal elements of the blocks are zero, the corresponding random effects






[1] "(Intercept)" "v1" "v2" "v3"
Thus a new model formula can be obtained by designing a new list of components
names:
varBlockMatrices <- getME(m, "ST")
cnms <- m@cnms
for(i in 1:length(varBlockMatrices)){








The cnms2formula function from the cAIC4-package forms a new formula from the




y ~ (1 | g2) + (1 + v1 | g1)
This code is called from the deleteZeroComponents function in the cAIC4-package.
This function automatically deletes all zero components from the model. The
deleteZeroComponents function is called recursively, so the new model is checked
again for zero components. In the example above only the random intercepts are non-
zero. Hence, the formula of the reduced model, from which the conditional AIC is
calculated, is
formula(cAIC4:::deleteZeroComponents(m))
y ~ (1 | g2) + (1 | g1)
The conditional AIC is computed with the new model. If there are no random effect
terms left in the formula, a linear model and the conventional AIC are returned. The




The corrected conditional AIC proposed in Greven and Kneib (2010) accounts for the
uncertainty induced by the estimation of the random effects covariance parameters θ.
In order to adapt the findings of Greven and Kneib (2010), a number of quantities
from the lmer model fit need to be extracted and transformed. These computations
are presented in the following. They are designed to minimize the computational
burden and maximize the numerical stability. Parts of the calculations needed, for in-
stance the Hessian of the ML/REML criterion, can also be found in Bates and DebRoy
(2004). Notice, however, that lme4 does not explicitly calculate these quantities but
uses derivative free optimizers for the profile likelihoods. Some of the results used in
this chapter are closely linked to those developed in Chapter 3.
A core ingredient of mixed models is the covariance matrix of the marginal responses y.
The inverse of the scaled covariance matrix V0 will be used in the following calculations:









θ = ΛtθZtZΛθ+Iq. (4.3.1)





































Hence, the inverse of the scaled variance matrix V −10 can be efficiently computed with
the help of the R-package Matrix that provides methods specifically for sparse matrices:
Lambdat <- getME(m, "Lambdat")
V0inv <- diag(rep(1, n)) -
crossprod(solve(getME(m, "L"), system = "L") %*%




solve(getME(m, "L"), Lambdat, system = "P")
accounts for a fill-reducing permutation matrix P associated (and stored) with Lθ
(Bates et al., 2014b) and is thus equivalent to
P %*% Lambdat
Another quantity needed for the calculation of the corrected degrees of freedom in the
conditional AIC are the derivatives of the scaled covariance matrix of the responses V0






where the derivative of the scaled covariance matrix of the random effects with respect









Notice thatDθ = [dst]s,t=1,...,q is symmetric and block-diagonal and its scaled elements










1 , if dst = dts = θj/σ
2
0 , else.
The derivative matrices Wj can be derived as follows:
Lambda <- getME(m, "Lambda")
ind <- getME(m, "Lind")
len <- rep(0, length(Lambda@x))
for(j in 1:length(theta)) {
LambdaS <- Lambda
LambdaSt <- Lambdat
LambdaS@x <- LambdaSt@x <- len
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LambdaS@x[which(ind == j)] <- LambdaSt@x[which(ind == j)] <- 1
diagonal <- diag(LambdaS)
diag(LambdaS) <- diag(LambdaSt) <- 0
Dj <- LambdaS + LambdaSt
diag(Dj) <- diagonal
Wlist[[j]] <- Z %*% Ds %*% t(Z)
}
Increased numerical stability can be derived by scaling the derivative matrices with
their Frobenius-norm
Wlist[[j]] <- Wlist[[j]]/norm(Wlist[[j]], type = "F")
Furthermore, the fixed random effects residual matrix introduced in Chapter 3 (denoted
by P there) is essential to derive the corrected AIC of Theorem 3 in Greven and Kneib
(2010). Adapting their notation, the matrix is





Considering that the cross-product of the fixed effects Cholesky factor is
XtV −10 X =RtXRX ,
the matrix A can be rewritten











Accordingly, the computation in R can be done as follows:
A <- V0inv - crossprod(crossprod(X %*% solve(getME(m, "RX")), V0inv))
















depending on whether the restricted or the marginal profile log likelihood is used, can
be computed straightforwardly as in Greven and Kneib (2010). Depending on the
optimization, it may even not be necessary to compute the matrix B. Considering
that B is the Hessian of the profile (restricted) log likelihood, the matrix can also be
taken from the model fit. Although this is only a numerical approximation. If the
Hessian was computed, it is stored in:
B <- m@optinfo$derivs$Hessian
The inverse of B does not need to be calculated instead, if B is positive definite, a
Cholesky decomposition and two backward solves are sufficient (cf. Chapter 3).
Rchol <- chol(B)
L1 <- backsolve(Rchol, G, transpose = TRUE)
Gammay <- backsolve(Rchol, L1)
The trace of the hat matrix, the first part of the degrees of freedom needed for the
cAIC, can also easily be computed with the help of the residual matrix A:
df <- n - sum(diag(A))
The correction needed to account for the uncertainty induced by the estimation of
the variance parameters can be added for each random effects variance parameter
separately by calculating
for (j in 1:length(theta)) {
df <- df + sum(Gammay[j,] %*% A %*% Wlist[[j]] %*% A %*% y)
}
It should be pointed out that for the conditional AIC it is essential to use the conditional
log likelihood with the corrected degrees of freedom. Notice that the log likelihood that
by default is calculated by the S3-method logLik for class merMod (the class of a mixed
model fitted by a lmer call) is the marginal log likelihood.
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4.4 Example: sleepstudy
An example that is often used in connection with the R-package lme4 is the sleepstudy
data from a study of the daytime performance changes of the reaction time during
chronic sleep restriction (Belenky, Wesensten, Thorne, Thomas, Sing, Redmond, Russo,
and Balkin, 2003). Eighteen volunteers were only allowed to spend three hours of their
daily time in bed for one week. The speed (mean and fastest 10% of responses) and
lapses (reaction times greater than 500 ms) on a psychomotor vigilance task were mea-
sured several times. The averages of the reaction times are saved as response variable
Reaction in the data set. Each volunteer has an identifier Subject. Additionally the
number of days of sleep restriction for each measurement is listed in the covariate Days.
Thus the structure of the data set that will be analysed is
str(sleepstudy)
'data.frame': 180 obs. of 3 variables:
$ Reaction: num 250 259 251 321 357 ...
$ Days : num 0 1 2 3 4 5 6 7 8 9 ...
$ Subject : Factor w/ 18 levels "308","309","310",..: 1 1 1 1 1 1 ...




124 280.5891 3 351
81 241.6083 0 335
39 305.3495 8 330
122 300.0576 1 351
169 350.7807 8 371
46 293.3187 5 331
82 273.9472 1 335
56 309.9976 5 332
29 261.0125 8 310
123 269.8939 2 351
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Further insight into the data can be gained by a lattice plot from the lattice-package.
The average reaction times of each volunteer are plotted against the days of sleep
restriction with the corresponding linear regression line. Such a plot can be found in
Figure 4.1:
require(lattice)
xyplot(Reaction ~ Days | Subject, sleepstudy, type = c("g","p","r"),
index = function(x,y) coef(lm(y ~ x))[1],
xlab = "Days of sleep restriction",
ylab = "Average reaction time (ms)", aspect = "xy")
The conditional AIC can be used to find the model that best predicts future obser-
vations, assuming that future observations share the same random effects as the ones
used for the model fitting. In the case of this data set, using the cAIC for model
choice corresponds to finding the model that best predicts future reaction times of the
volunteers who took part in the study.
After looking at the lattice plot, a first model that could be applied is one with a
random intercept and a random slope for Days within each volunteer (Subject):
yij = β0 +β1 ·dayij +uj0 +uj1 ·dayij + εij (4.4.1)












In the preceding notation τ21 = θ1, τ22 = θ2 and τ212 = θ3. That τ212 is not necessarily zero
indicates that the random intercept and the random slope are allowed to be correlated.
(m1 <- lmer(Reaction ~ 1 + Days + (1 + Days|Subject), sleepstudy))
Linear mixed model fit by REML ['lmerMod']
Formula: Reaction ~ 1 + Days + (1 + Days | Subject)
Data: sleepstudy
REML criterion at convergence: 1743.628
Random effects:
Groups Name Std.Dev. Corr
Subject (Intercept) 24.740
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Figure 4.1: Lattice plot of the sleepstudy data. For each volunteer there is one panel.
The identification number of each volunteer is in the heading of the panels. In the
panels the days of sleep restriction is plotted against the reaction time and a regression








The output shows that the within-subject correlation between the random intercepts
uj0 and the random slopes uj1 is low, being estimated as 0.07. Hence, there seems to
be no evidence that the initial reaction time of the volunteers has systematic impact
on the pace of ascending reaction time following the sleep restriction.
Consequently, a suitable model might be one in which the correlation structure between
both is omitted beforehand. The model for the response therefore stays the same as










Such a model without within-subject correlation is called by
(m2 <- lmer(Reaction ~ 1 + Days + (1|Subject) + (0 + Days|Subject),
sleepstudy))
Linear mixed model fit by REML ['lmerMod']
Formula: Reaction ~ 1 + Days + (1 | Subject) + (0 + Days | Subject)
Data: sleepstudy











Notice that the estimates of standard deviations of the random effects do not differ
much between the first and the second model. To decide which model is more appro-
priate in terms of subject specific prediction, the conditional AIC can be used. Calling












The conditional log likelihood and the corrected degrees of freedom are the first two
elements of the resulting list. The third element is called reducedModel and is the
model without the random effects covariance parameters that were estimated to lie on
the boundary of the parameter space (cf. Section 4.2) and NULL if there were none
on the boundary. The fourth element says if such a new model was fit because of the
boundary issue, which was not the case here. The last element is the conditional AIC
as proposed in Greven and Kneib (2010).
The cAIC of the second model m2 is:
cAIC(m2)$caic
[1] 1710.426
From a conditional perspective, the second model is thus preferred to the first one.
This confirms the assertion that the within-subject correlation can be omitted in the
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model.
There are a number of further possible models for this data. For instance, the random
slope could be excluded from the model. In this model the pace of ascending reaction
time does not systematically vary between the volunteers. This model is estimated by
(m3 <- lmer(Reaction ~ 1 + Days + (1|Subject), sleepstudy))
Linear mixed model fit by REML ['lmerMod']
Formula: Reaction ~ 1 + Days + (1 | Subject)
Data: sleepstudy









The conditional AIC of this model is
cAIC(m3)$caic
[1] 1767.118
This is far larger than the cAIC for the two preceding models. The lattice plot in Figure
(4.1) already indicated that there is strong evidence of subject-specific (random) slops.
This is also reflected by the cAIC.
The conditional AIC is appropriate for choosing between a simple null model without
any random effects and a complex model incorporating random effects, as noted by
Greven and Kneib (2010). Thus it is reasonable to compare the cAIC of the three
previous mixed models with the standard AIC for a linear model.
AIC(lm(Reaction ~ 1 + Days, sleepstudy))
[1] 1906.293
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Although in this case, the mixed model structure is evident, reflected by the large AIC
for the linear model.
4.5 Conditional AIC for Poisson and binary
The cAIC4-package additionally offers a conditional AIC for conditionally Poisson dis-
tributed responses and an approximate conditional AIC for binary data. The Poisson
cAIC is given in Corollary (1.2.2), see also Saefken et al. (2014) and the degrees of
freedom term for the binary data are proposed in Chapter 2, equation (2.2.7) (Efron,
2004).
Making use of the fast refit() function of the lme4-package, both cAICs can be
computed moderately fast, since n− d and n model refits are required, with n being
the number of observations and d the number of responses that are zero for the Pois-
son responses. The cAIC for Poisson response is in the following computed with the
grouseticks data set from the lme4-package as illustration. The methods for deriv-
ing the degrees of freedom for binary responses are somewhat similar and are therefore
omitted.
The grouseticks data set was originally published in Elston, Moss, Boulinier, Arrow-
smith, and Lambin (2001). It contains information about the aggregation of parasites,
so-called sheep ticks on red grouse chicks. The covariates of the data set are given in
Table 4.1.
Covariate Discription
INDEX identifier of the chick
TICKS the number of ticks sampled
BROOD the brood number
HEIGHT height above sea level in meters
YEAR the year as 95, 96 or 97
LOCATION the geographic location code
Table 4.1: The covariates of the grouseticks data set.
The number of ticks is the response variable. In a first model, the expected number
of ticks λijk is modelled in dependence of the year and the height as fixed effects,
and for each grouping variables BROOD, INDEX and LOCATION a random intercept is
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= β0 +β1 ·YEARijk+β2 ·HEIGHTijk+ui+uj+uk (4.5.1)


















Before fitting the model the covariates HEIGHT and YEAR are centred and stored in the
data set grouseticks_cen.
formel <- TICKS ~ YEAR + HEIGHT + (1|BROOD) + (1|INDEX) + (1|LOCATION)
(p1 <- glmer(formel, family = "poisson", data = grouseticks_cen))
Generalized linear mixed model fit by maximum likelihood
(Laplace Approximation) ['glmerMod']
Family: poisson ( log )
Formula: TICKS ~ YEAR + HEIGHT + (1|BROOD) + (1|INDEX) + (1|LOCATION)
Data: gs
AIC BIC logLik deviance df.resid










The degrees of freedom for a conditional AIC with conditionally Poisson distributed



















where λ̂−ijk is the predicted number of ticks estimated with the observation yijk − 1
instead of yijk. Notice that for yijk = 0 no new model fit is required and the new









Hence, for the computation of the degrees of freedom the non-zero responses need to
be identified and a matrix with the responses in each column needs to be created.
y <- p1@resp$y
ind <- which(y != 0)
workingMatrix <- matrix(rep(y, length(y)), ncol = length(y))
The diagonal values of the matrix are reduced by one, and only those columns of the
matrix with non-zero responses are kept.
diag(workingMatrix) <- diag(workingMatrix) - 1
workingMatrix <- workingMatrix[, ind]
Now the refit() function can be applied to the columns of the matrix in order to




from the reduced data.
workingEta <- diag(apply(workingMatrix, 2, function(x)
refit(p1, newresp = x)@resp$eta)[ind,])
The computation of the degrees of freedom is straightforward:
sum(y[ind] * (p1@resp$eta[ind] - workingEta))
[1] 205.6579














The output is the same as for Gaussian linear mixed models. It becomes apparent
that there is a substantial difference between the conditional and the marginal AIC:
In the output of the model the marginal AIC is reported to be 1845.48. Notice that
the marginal AIC is biased (Greven and Kneib, 2010).
With regard to the full model, the standard deviations of the random effects are rather
low. It may thus be possible to exclude one of the grouping from the model, only
maintaining two random effects. There are three possible models with one of the
random effects terms excluded.
If the random intercept associated with LOCATION is excluded, the model is
formel <- TICKS ~ YEAR + HEIGHT + (1|BROOD) + (1|INDEX)
p2 <- glmer(formel, family = "poisson", data = grouseticks_cen)
cAIC(p2)$caic
[1] 1555.344
The conditional AIC is almost the same as for the full model. It may thus make sense
to choose the reduced model and for the prediction of the number of ticks not to make
use of the random intercept associated with the LOCATION grouping.
Another possible model can be obtained by omitting the random intercepts for the
INDEX grouping structure instead of those associated with LOCATION. This would make
the model considerably easier, since each chick has an INDEX and hence a random
intercept is estimated for each observation.
136
formel <- TICKS ~ YEAR + HEIGHT + (1|BROOD) + (1|LOCATION)
p3 <- glmer(formel, family = "poisson", data = grouseticks_cen)
cAIC(p3)$caic
[1] 1842.189
In comparison with the two preceding models the large cAIC documents that the
subject-specific random intercept for each observation should be included.
The final model for the comparison omits random intercepts associated with the BROOD
grouping. This is equivalent to setting the associated random intercepts variance to
zero, i.e. τ22 = 0.
formel <- TICKS ~ YEAR + HEIGHT + (1|INDEX) + (1|LOCATION)
p4 <- glmer(formel, family = "poisson", data = grouseticks_cen)
cAIC(p4)$caic
[1] 1594.411
The cAIC is higher than the cAICs for the full model and the model without the
LOCATION grouping structure. Consequently, either the full model or the model without
the LOCATION grouping structure is favoured by the cAIC. Keeping in mind that a model





The basic underlying idea of model selection is to choose the model with the lowest
estimated prediction error. Different measures of the prediction error are possible,
as suggested in Chapter 2. The difference between the apparent and the expected
prediction error is the covariance penalty. If the error is measured with the deviance
error, the covariance penalties are the degrees of freedom of the model. Estimation
of the covariance penalties can be done by bootstrap, cross-validation or the Steinian
method. For Gaussian models the Steinian is particularly suitable. The method from
Stein (1972) makes the degrees of freedom an observable quantity. Thus comparing
different models by the estimated deviance prediction error and estimating the degrees
of freedom using the Steinian method is equivalent to AIC based model selection.
The framework presented in Chapter 1 generalizes this method as far as possible. As
a result, methods for Possion and exponentially distributed responses are available.
In contrast to the Gaussian, these methods involve refitting of the model and hence
have higher computational cost. The fact that the theoretical results are useful when
analysing data is demonstrated in an application to a data set on tree growth.
Leaving the limited framework of the first chapter, far more general approaches are
possible. These are presented in Chapter 2. Other prediction error measures and many
more distributions, even beyond the exponential family, are available in this framework.
It pays for this universal applicability by substantially less rigorous derivations. For the
estimation of the covariance penalties and thus also for the prediction errors, three dif-
ferent schemes are presented: cross-validation, bootstrap and an approximate Steinian
method. The approximate Steinian method for continuous distributions is a general-
ization of the one for the Gaussian. The Steinian covariance penalty is the scaled sum
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of the derivatives of the estimated mean with respect to the observed data at the fitted
values. Hence, it measures the sensitivity of the estimator with respect to the data.
This emphasizes the connection to data perturbation methods (Shen and Huang, 2006).
The popularity of the AIC is based, at least to a certain extent, on the fact that the
degrees of freedom for linear models are the number of parameters. This makes the
AIC ease to compute. In semiparametric models the degrees of freedom are slightly
more involved. The degrees of freedom are commonly estimated by the trace of the
hat matrix. This ignores the uncertainty induced by the estimation of the smoothing
parameter. For REML based estimation this was first recognized by Greven and Kneib
(2010). Chapter 3 provides a much wider framework by defining the degrees of freedom
of the smoothing parameter for general smoothing parameter estimation methods, for
instance GCV or Mallows Cp. Furthermore, the degrees of freedom of the smoothing
parameter have interesting geometrical properties that affirm how appealing this ap-
proach is from a theoretical point of view.
If results and methods from statistics persist is becoming increasingly dependent on
the availability of a stable and fast implementation in a statistical software. Chapter 4
presents the R-package cAIC4 that accounts for this dependency. The cAIC4 package
implements many of the methods that this thesis deals with, especially the conditional
AIC for Gaussian mixed models by Greven and Kneib (2010). The challenge of this
chapter, in contrast to the preceding chapters, is not methodological but technical.
The cAIC4 implementation comprises several ideas of how the computation of the con-
ditional AIC can be made faster and more reliable. This is achieved, for instance, by
avoiding explicit computation of inverse matrices and exploiting sparse structures.
To sum up: the first three chapters of this thesis provide general frameworks for the
estimation of the conditional AIC in mixed models, the estimation of the prediction
error in mixed models, and the estimation of the degrees of freedom in semiparametric
regression respectively. The fourth chapter gives insight into computational aspects of
the three preceding chapters.
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2 Future research
Model choice and variable selection in mixed and semiparametric regression remain an
active field of research. This thesis offers several starting points for future research
in this field. Research questions arise in methodological, computational and applied
fields of statistics, making this topic both challenging and interesting. A few examples
of future directions of research and possible extensions of this thesis are given below:
An approximate conditional AIC that overcomes many of the problems denoted in
Chapter 1 is proposed in Wood et al. (2014). However, the behaviour of this AIC
needs to be analysed in different situations, for example the small sample performance
especially in comparison with the unbiased conditional AIC as proposed in Chapter 3.
Furthermore, the approximate conditional AIC is only used in connection with REML
based smoothing parameter estimation, although smoothing parameter uncertainty is
also apparent for smoothing parameter choice with prediction error criteria, as stated
in Chapter 3.
Another substantial field of future research is model choice and variable selection for
regression models that go beyond the mean. For instance, selecting models with struc-
tured additive predictors for location, scale and shape or with multivariate responses
offer interesting perspectives. Particularly fast available information criteria for such
high-dimensional and computational costly models are more advantageous than other
methods like cross-validation or bootstrap. Additionally, regression models that do
not, or at least do not merely, focus on the mean of the distribution might require
other prediction error measures than the prominent deviance error and the closely-
linked Kullback-Leibler distance. Thus a focussed information criterion (Claeskens and
Hjort, 2003) adapted to structured additive predictors for location, scale and shape,
accounting for the smoothing parameter uncertainty, might be preferable.
From a methodological point of view, the findings in Chapter 3 suggest that results
are attainable. Further insight into the behaviour of GCV and REML from the per-
spective of the degrees of freedom would be especially desirable. This could build upon
the results of Reiss and Ogden (2009). Furthermore, Chapter 3 relates the degrees of
freedom of the smoothing parameter to the field of differential geometry. This link has
not been fully exploited yet.
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The conditional AIC estimates the conditional relative deviance error of a semipara-
metric or mixed model, taking into account the uncertainty induced by the smoothing
parameter. It is therefore applicable for choosing among models with distinct semi-
parametric structure. In this thesis it was mostly used for the choice between presence
and absence of a semiparametric component. There are several other choices to make
in semiparametric (and mixed) modelling, for instance, the basis dimension, the num-
ber of knots for a smoothing spline or the order of the random walk for P-splines and
Gaussian Markov random fields. All this has not been investigated in this thesis and
could possibly enhance the use of the cAIC.
Since in many situations it is not reasonable to assume there exists one true model,
a prediction should be based on more than one model. Model averaging (Hjort and
Claeskens, 2003) comprises this approach. For mixed models this was suggested by
Zhang, Zou, and Liang (2014). An adaptation to semiparametric models and an im-
plementable version in R have yet to be carried out. Furthermore, the process of model
selection is an integral part of model fitting. Thus standard errors and confidence inter-
vals after model selection could increase accuracy of the final model. This has recently
been investigated by Efron (2013) and a connection to the cAIC seems feasible.
The marginal AIC is frequently used for model selection in mixed models. As shown by
Greven and Kneib (2010), the marginal AIC is biased. A criterion that overcomes this
problem, for instance based on bootstrap methods, would be worthwhile. Moreover,
there are challenging prediction problems from applied sciences where both prediction
focuses (marginal and conditional) are needed. For instance, in forestry the above
ground biomass of a pixel (section of land) is predicted. The pixels are grouped by tree
stands. Thus, a mixed model seems sensible. If the biomass is predicted for a pixel
from a stand with predicted random effect, a conditional AIC is appropriate. If, on
the other hand, the biomass is predicted for a pixel from a new stand, a marginal AIC
is appropriate. Thus, for one data set two distinct models may be needed.
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