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Метод потенциальных операторов 
в теории систем уравнени:U с частными 
производными 
Введение 
Рассматриваемый .лtетод поте11ц11алън-ых операторов (МПО) 
основан на следующем опредет~нии : оператор Р назовем потен­
циальным для оператора 5, если найдутся такие операторы R и 
Q, что выполняетсн равенство 
SR = QP. (А) 
Равенство (А) устанавливает соответствие вида и = Rtp между 
решениями исходного операторного уравнения Su = f и всномо­
гательного потенциального уравнения Ptp = g. При этом под­
ра.эумевается , что потенциа..11ыюе уравнение являете}! более про­
стым или более удобным для исследования, чем исходное . Реше­
ния потенциального уравнения будем называть потенциалъ11ъt­
мu элс.wе11та.ми, а фор~уJ1у и = R;p - представление.л1 решениil 
исходного уравнения . 
Если Q - тождественный оператор , то из (А) следует, что если 
tp - решение уравнения Pr.p = f, то и= Rr.p - решение уравнения 
Su = f. Обратное утверждение не всегда имеет место . Ситуация 
существенно усложняется. есJ1и оператор Q не имеет обратного 
оператора . Но и оператор R также не обязательно однозначно 
обратим . Тогда решеt1иям исходного уравнения могут соответ­
ствовать классы решений потенциального уравнения. С.ттедова­
тельно, метод поте11циальных операторов основан, вообще гово­
ря, на нетривиальной замене искомого элемента в операторном 
уравнении . 
В задачах математической физики чаще всего рассматрива­
ются дифферснциа.ттьные, интегральные и другие уравнения в 
раэличных пространствах функций . В этом случае естественно 
говорить о МПО как о методе потенциалъных фуюсциtJ. . При 
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:пом по111снч11а.лыtыс функчии ··· :но потен~щальные элементы из 
области 011редеJJе11ия оператора , rютенциальноrо в смысле дан-
1юго выше оrrределения . Потенциальные операторы и определя­
юющие их выµажения будем также называть потенциала.ми, а 
метод потенциальных функций - .методом потенциалов. 
· В математическом ана.пи:~е термины "потенциал" , "потенци­
а.11ы1ый" и "потенциальная функция" используются 11ри описа­
нии векторных полей (см" напµимер, [1], гл . 7, §4, п.4) . 
Уравнение rot р = О в области Q определяет поте~щиалънос 
поле. Поле р является потенциальным тогда и только тогда, ко­
гда существует так ая скалярная потенциа_,~ъна.я функц1tJ1. и , что 
р = grad и в Q. Уравнение div р = о в области n определяет 
соленоидальн ое поле . Поле р является соленоидальным тогда и 
только тогда, к01·да существует такая векторная потенциальная 
фун'li.·-ци.я А , что р = rot А в rl. Легко видеть, что в этих двух 
CJJ)"Iaяx равенство (А) совпадает с одним из известных свойств 
повторных операций теории пш1я 
rot grad и= О , div rot А = О. 
При этом Q может быть тождественным оператором , а оператор 
Р - нулевой . 
В теории нелинейных операторных уравнений [2], [3] потенци­
альным оператором принято называть оператор , действующий из 
банахова пространства х в сопряженное ему пространство х· 
и совпадающий с градиентом некоторого элемента из Х* . Это 
определение не совпадает с предложенным выше . Но потенци­
альный в таком смысле оператор является значеt1ием оператора 
8 =: grad На функционале ИЗ х•, ТО еСТЬ здесь ТерМИН "потеНЦИ­
а.ПЬНЫЙ'' используется как "соответствующий некоторому потен­
циальному элементу". 
В истоках классической теории потенциала лежит закон все­
мирного тяготения И.Ньютона. )К .Лагранж показал , что поле 
сил тяготения нвляется потенциальным. Дж.Грин впервые на­
звал потенциальную функцию поля потенциальной, а К .Гаусс -
просто потенциалом. 
Метод потmцпальнътх фупкциА был впервые применен в ра-
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ботах Г. Эри и Дж.Максвелла при исследовании системы основ­
ных уравнений теории упругости. Все компоненты тензора на­
пряжений в плоской теории упругости без учета массовых сил 
можно выразить через вторые производные функции Эри, удо­
ВJ1етворяющей бигармоническому уравнению, то есть в данном 
случае исс.rJедуемая система имеет вид и 1"+и2у =О, и2"+и 1 у =О, 
а ее потенциальное уравнение и представление решений соответ­
ственно запишутся следующим образом: ЛЛt.р = О, и 1 = 'Руу, и2 = 
-'{!ry, из = 'Pr:r:. Из формул Колосова-Мусхелишвили [4] следует, 
что в качестве потенциальных элементов удобно рассматривать 
пары аналитических функций. 
При решении задачи нахождсни.и гармонически зависящего от 
времени электромагнитtю1·0 ноля в однородной изотропной среде 
все компоненты 110.'lя - решения системы уравнений Максвелла 
rot Н = iwt0 rE, rot Е = -iwµoµH 
выражаются через потенциальные функции - решения уравне­
ния Гельмгольца. 
Л1.р + k2 t.p =О, k2 = 1.,} µoµtof:. 
С помощью этих представлений rрави'1ные :~адачи для системы 
сводятся к соответствующим граничным 3адачам длн уравнения 
Гельмгольца. 
В классической теории потенциала различают объемные и по­
верхностные потенциалы. Это разделение в общей схеме метода 
потенциальных функций можно свести к следующему: если ре­
шения исходного уравнения рассматривать в некоторой области, 
то рЕ'шения потенциа.1ьного уравнения могут быть определены 
или в этой же области , или на ее границе. Возможен случай, ко­
гда решения исходного и потенциального уравнений заданы 11а 
множествах, связанных друг с другом более сложным образом. 
Метод интегральных преобразований также можно рассма­
тривать как один из вариантов МПО. Действительно, используя 
терминологию обзора (5], назовем интегральным преобразовани­
ем линейный интегральный оператор , действующий из одного 
пространства функций в другое, 
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если , что выполнены два условия: 
1) существует обратный оператор 
т- 1 : Р(О 1-+ f(x) 
(фор.~tула обращет1я) и 
2) найдется ш1ра таких операторов D и .'l.f, что вьшолняет<'я ра­
венство 
TD= МТ 
(форJ.tула комлtутации), где оператор М "лучше'', чем D. 
Дю1 и11тегра.1ьноrо преобразования Фурье , напри~ер, 
D: f(x) 1-+ J'(x), М: FIO 1-+ iU'(~) . 
Основная идея метода интегра.11ьных преобраэований состоит 
в следующем: если функция ·и - решение уравнения Du = v, 
то Т IJu = Tv и из формулы коммутации следует, что Л1Ти = 
Tv. Отсюда можно наИти функцию Tu и, применив формулу 
обращения, искомую функцию и. 
Если преобразовать формулу коммутации к виду 
Dт- 1 = т- 1 М, 
то. легко видеть, получим равенство (А) 11ри S = D. Р = М и 
R = Q = т- 1 . 
Для вещественной системы уравнений Коши-Римана в плос­
кой области n 
ди дv 
-- - =0, дх ду 
ди + дt1 =о 
ду дх 
одним из потенциальных уравнений в П, как известно, является 
уравнение Лапласа 
д2ср д2ср 
дх2 + ду2 =О . 
Если перейти к ко.мn.11ексным функциям (комnлекснозначным 
функциям комп.11ексного переменного) , то потенциальной для си­
стемы Коши- i->имана будет любая ана.nитическая в П функция 
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Ф(z), z = х + iy, при этом u(x, у) = Re Ф(z), v(x, у) = Iш Ф(z), 
а потенциальным уравнением -
дФ =О n дz , z Е . д l(д .д) дz = 2 дх + 2 ду . 
В лекции методом потенциальных операторов исследуются 
системы l линейных ур<~внений с частными производными 1-го 
порядка относительt10 т искомых функций, эависящих от п пе­
ременных 
L Aa(x)D0 u(x) =О, 
1°1$1 
(В) 
где мультииндекс (} = (а1, ".,Оп)' о; :::: О, па = Df 1 D~ 2 ".D~ц' 
D; = д/дх;, jaj = 0'1 + 02 + ". + an; А0 (х) - заданные матри­
цы размера/ х т , и= u(u 1 , ".,и,,,) - искомая вектор-функция, 
х = (х1' "., Xn) Е нn. в качестве потенциальных уравнений рас­
сматриваются линейные уравнения 2-го порядка 
L a,(x)D1 <p(x) =О, 
1•1$2 
(С) 
:щссь а')(х) - скалярные функции. Соответствие между решени­
я:-.1и (В) и (С) устанавливает формула 
u(x) = L hf:J(x)Drз<p(x), 
1/31$1 
где (З - мультииндекс, hrз(x) - m-мерныс вектор-функции. 
(D) 
Такой подход позволяет применить хорошо развитую теорию 
уравнений 2-го порядка для исследования систем 1-го порядка, в 
частности, оnре;1слить структуру решений систем, произвести их 
классификацию, дать новое определение типа системы и т.д. С 
одной стороны, МПО позво.r1яет подойти с единых позиций к из­
учению систем различных типов (эллиптического, гиперболиче­
ского, параболического, смешанного, составного и др.), а с другой 
стороны - учесть особенности, присущие системам определенного 
типа. 
При подготовке лекции использованы работы [8], [9], [10], [11], 
[12] и [13). Нумерация формул и теорем в каждом параграфе 
независимая. 
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§1. Системы уравнений с частными производ­
ными и их потенциальные уравнения 
1°. Пусть об.:~асть Q С R". Рассмотрим в П систему (В) урав­
нений с частными производными 1-го поридка . Поставим вопрос: 
когда выражение ( D ), где .р( х) решение уравнения с частными 
производными 2-го порядка (С), будет решением системы (В)? 
Очевидно, это будет не всегда, а лишь при выполнении некото­
рых условий, связывающих коэффиuие11ты А"(х), hfЗ(x) и а..,.(х). 
Если при любом решении <р уравнения (С) выражение (D) 
является решением системы (В), то будем называть (С) потен­
циальным уравнеиие .м системы (В), а (О) - представлением ре­
ше1шi1 системы (П). Решения уравнения (С) будем называть по­
теичиалъиь1.лtи функци.я.лtи или просто потенциалами. Начнем 
со 01у•1ая, когда рассматриваются классические решения систе­
мы (В) и урав11е1шя (С) . Буде:-.1 ттре;щола1,ать , что Аа(х) Е С(~~). 
и Е C 1(r2) , h;з Е С 1 (Щ, а"( х) Е С(Щ , 'РЕ С2 (Щ. 
Лемма 1 . Если Л0 (х) Е C 1(Q), h fЗ (x) Е С 1 (Щ, 'РЕ C 2 (Q) , 
то 
L AoD(l ( L hpDfЗ<p) = L ь..,.D"<р, (1) 
1а1:::1 IJJISt 1-,.1s2 
где 1-мериые вектор-функции b" (.i·) Е С(~2). при-чем 
Ьо = L; AaD°' 110. 
lalSt 
Ь.., = A-,.ho + L; A.f3Df3 h..,. V1, 
1/31:5:1 
\·тl = 1, 
(2) 
Действительно, применяя в левой части (1) обобщенную фор­
мулу Лейбница 
Da(иv) = L c;,v 0 -{uD{'IJ 
l{ISo 
и подставляя в правую часть (1) выражения (2) для Ь..,., по.'lучим 
тождество. 
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Теорема 1 . Уравнение (С) - потенциальное уравнение си­
сте.~1ъ1 (В), а (D) - соответствующее ему преi.Jставлrние реше­
н.иii тои)а и толъх·о тогда. когда существует вектор-функчuя 
""'(х) Е С'(Щ тах:ал, 'Что 
2:::: А а !J 0 ft.o = aaw, 
laf$1 
An 110 + 2:::: Ав fJi3 h" = aa..v \;/а , ial = 1, 
1.дl :5 1 
(3) 
(4) 
Ааh;З + А.вhа = 2аа+;Зw Vo:,f], \al = 1, l:JI = 1. (5) 
Доказательство. Обе части выражения ( 1) будут тождествен­
ным нулем при любом .р -- решении уравнения (С), если в ка­
ждой компоненте ( 1) можно выделить множитель, представляю­
щий собой стоящее в левой части уравнения (С) выражение, то 
есть если b..,(.r) = a..,(.r):...:(x) \;/"(, 111 ::=; 2, где ..v(x) - некоторый 
1-мерпый вектор. А тогда утверждение теоремы следует из лем­
мы 1. Что касается формул (З)-(5), то их можно получить, если 
подставить в систf'му (В) выражение (D) и, вычитая из получен­
ного резу~1ьтата умноженное на w(x) уравнение (С), нриравнять 
иулю коэффипиенты при всех производных фуикции 'Р· 
Замечание 1. Существуют системы вида (В), решепин кото­
рых нельзя представить в виде (D), то есть систеJ\!Ы, не имеющие 
потенниа.:1ы1ых уrавне11ий 2-го порядка в смысле данного в этом 
параграфе определения. Например, решения системы уравне­
ний Максвелла можно ВJ,Jразить через решения уравнения Гель­
:-.1гольца, но в пре.:~.ставлеиие входит также вторые производные 
потенциальной фуикции. 
Ниже будет рассмотрен случай , когда система , представление 
и потенциалыюе уравнение содержат производные любых поряд­
ков . 
Введем бо.ТJ\'.е широкое определение . Система р уравнений с 
частными прои :зволны:-.ш 2-го порядка 
р L a~(x)D"'1Pk(x) + L L a~ .. j D1 ~(:r) =О, k = 1,р (6) 
l-rf=2 j=l 1-yl$1 
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называется 1101щ ициа.1ъноit для системы (В), если 11ри тобых ее 
решениях :р 1 ( J:), .. . , i;?P( х) выражение 
р 
11(х) = L L h~(x)DliipJ(x) 
j IPI~ 1 
(7) 
является ре111 ением системы (В) . .J:.:сли система (6) является по­
те1щ11альноН для системы (В), то ее решения ..р 1 (х) . ... ,<рР(х) бу­
дем называть потtнчиалъны.лtu функция.м. и, а выражение (7) -
предстанлением (частным) решстtй системы (ll). Каждое потеи­
циалыюе уравнение вида (С) можно рассматривать как частный 
случай (р = 1) потенциальной системы (6) . Если же уравнения 
в системе (6) окажутся независимыми, то каждое из них будет 
потенциа..11ьным уравнением для системы (В). Отметим, что в k-
e уравнение системы (G) нходят старu1ис (вторые) производные 
ТО~IЬКО k-й ИСКОМОЙ фуНКUИИ. 
Имеет место утверждение. 1ютюстью аналогичное утвержде­
нию теоремы l . Оно будет получено как частный случай 60J1ce 
общего утверждения. 
Замечание 2. Если (С) - нотснциальное угжшн~ние системы 
(IЗ), то в общем случае не все решения системы (Б) можно пред­
ставить в виде (D) . Иными словами, в общем сJ1учае одного по­
тенциального уравнения недостаточно для описания мt1ожества 
всех ре111е11ий системы. Например, для част1ю1·0 сJ1учая системы 
уравнении Максве:1ла потенциальных уравнений должно быть 
два. 
Ниже будет рассмотрен вопрос о числе потенциальных урав­
нений , необходимых и достаточных для описания всего множе­
ства решений исходной системы . 
Замечание 3. Если рассматривать неоднородную систему 
вида ( R) и неоднородное потенциальное уравнение вида (С), то, 
очевидно, в искомом представлении решений системы также дол­
жен присутствовать свободный член g(x ). Тогда к системе век­
торных равенств (3)-(5) добавится еще одно. Если выбрать в 
качестве g(x) любое частное решение неод11ород11ой системы, то 
все потенциальные уравнения системы будут однородными. 
2°. Раесмотркм теперь обобщенные решения системы (Б) и 
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уравнения (С). П тех случа:.~х, когда ::~то не вызьшает сом11ения, 
будем исполь~овать единые обозначения как для пространства 
скалярных функций, так и для пространства вектор-функций, 
каждRя компонента которых принадлежит соответствующему 
простраю:.:тну функций. Обозшt'IИМ через (u, v) ска.r1ярнос про­
извел.епие вектор-функций и и t' . через < <.р, ({; > - зна•rение 
функшюнала ;р на элt>менте j:. !1рсд110.>южим для простоты , что 
А"(х). hJЭ(x) , a1 (J:) Е С""(Щ. 
Пусть D'(r!) ·пространство распределений над D(П) (то есть 
над С°'°(П) с соответствующим образом введенной топологией ). 
Тоr·..:щ обобщсшюе решение уравнения (С) -· это такое распреде­
ление <.р Е D'(~2), что 
< <р , L (-l)l..,ID-Y(a1 <f) >=О V<p Е D'(Q). 
111~2 
Обобщенное решение системы (В) - ·но такое распределс11ие и Е 
D'(!J) , что 
<и, L (-l)l<>!D"(A~й) >= u Vй Е D1 (Щ, 
lal~! 
·здесь А~, - трRнс1юнаровапная матрица Ла, 'Й = ( и- 1 , "., И1). 
Лемма 2 
C~(r!). то 
L (-l)l 11 IDP(h;J, L (-1)1°1D"(A~iJ)) = L (-l)l1 1D'(b1 , й), 
1/31~1 lиl~l 111~2 
(8) 
rде ы~.·111ор-фуп1.;ц1111 Ь..,. 111 ~ 2. опредFлены фор.~tула.лнt (2). 
Доказательство. Пусть й Е С2 · 1 (Щ , <.р Е С 2 · 1 (Щ. Умножим 
обе части ( 1) скалярно на й и проинтегрируем по час·п:1м левый 
и правый интегралы. Тогда rлева получим 
J ( L AaD0 ( L h ~1 D1\?), й )dx = 
lolSl 1.э1~1 
= j(L., l1µD J3ip, L(-I)laloaA~й)dx= 
lдlSl lal~I 
123 
= j ('Р L (-l)l fi lD/Jh ;1 , L (-1)1«1[)" А~и)dх , 
1в1::; 1 1<>1::;1 
а справа. -
Из равенства ПОJI)"!енных интегралов, очевидно, следует (8) . 
Равенство (D) будем теперь понимать как равенство двух 
функциона .'lоВ над D(П). Введем опрс,'\еление произведения рас­
пределения и в~ктора . Если <р Е D'(rl) -- распределение над ска­
т1р11ым 11рострапстно~1. /1 - некоторый вектор, то 11роиэведе1111е.и 
11:.р нюовс:.1 распреде.1с1111е ( над векторным пространством ) та-
кое. что 
< h'P , и>=< .р, (li, u) > й Е D1 (Щ . 
Тогда (D) равносильно следующему равенству : 
<u,u>=<:.p. L(-l)l!ЗID11 /ц3 , u> йЕD1 (Щ. (9) 
1в1::;1 
Теорем<i 2 . Если ;р - ибобщптое решtнш урабнснш1 (С) 
и при но.:оторо.лt w(J:) Е С""'(Щ въто.т.яютс.я условия (З) ··· (5), 
то (D) - обобщенное решеиие системы (В). 
Доказательство. Пусть й Е D1 (П) . В сиJ1у (9) и .;1еммы 2 с 
учето~ того, что <р - обобщенное решение (С) , ПО.'lучим 
< (1. L (-l)l"ID0 (,-l~ii) >= 
!а-1::;1 
=< 9. L (-1)l1'IIJfi(h- JЗ . L (-l)l"ID"A:u) >= 
j;З!:<:; 1 !а-!::;] 
=< t.p. L (-1)1-rlПY(a-r(w, й)) >=О, здесь .р = (w, й). 
1-r1::;2 
Следовательно. и - обобщс:нное решение (В). 
Рассмотрим частнъriJ случай, когда а€: L~00 (Q),<p Е Ц0'(S1). 
В этом случае распределение. которое является интегральным 
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функционалом, отождествляется с самой функцией. Теперь и Е 
L;0 c(!1) - обобщенное решение системы (В), если 
/(и , L (-l)IQID''( .4~1i))dx =О Vй Е СJ(П)); (10) 
· lal$1 
'Р Е L ~QC ( n) - обобщенное решение уравненю1 (с), ecJIИ 
j t.p L (-t)l'YI n ·'(o..,,P)rlx =О Vrp Е CJ(Q). (11) 
l'Yl$2 
В рассматриваемом с..1учае естественно понимать равенство (D) 
в фор:мально обобщенном смысле, то есть считать, что 
jcu,'l?')dx= j <р L(-t)IPIDP(h ;з,J. )dx V-(/;ECJ(Q) . (12) 
1131$1 
Покаже~t, что для (10), (12) утверждение теоремы 2 не имеет 
места . Действительно, пусть u Е С(~ (n). Рассмотрим выражение 
j(и, L (-J)l0 1D0 (.4~1i))dx 
IQl$1 
и J. = L (-l)IQID0 (A~й) . Очевидно, в общем случае ф Е С0(Щ, 
1<>1$1 
но Ф rt. СJ(Щ . 
Если опреде.rшть обобщенное решение системы (В) как те u Е 
IJ~0 c (r2) , которые удовлетвоrяют интегральному тождеству (10) 
Vit Е C;-5(r2), то ~71 Е CJ(r2) и в силу леммы 2 и интегрального 
тождества (11) , которое справедливо и при <{; = ("'-", й) Е Сб(Щ, 
получим j (и , L (-J)IQIDQ(A~it))dx = 
lol$1 
= j 'Р L(-l)IPIDli(li,,. L DQ(A;,й))dx=O. 
IJl$1 IQl$1 
В это,\1 c.r1y•1ae утверждение теоремы 2 сохраняется . 
Наконец, если рассматривать как обобщенные вес производ­
ные функций, входящих в формулы (В) - (С), то эти равенства 
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выполняются почти всюду, и, следоватеJiьно, все рассуждения 
п.1° остаются в силе при переходе от классических решений (В), 
(С) к обобщенным. 
;з 0 . Предположим. что в (13) l = п1 , 
det.A 0 f:.O Vo, l<Xl=l, ( 13) 
и рассмотрим ( 5) ка.к систему линейных алгебраических уравне­
ний для определения h.o и w при 1.ВI = 1, нетривиальное решение 
которой существует тогда и только тогда, когда 
dct(a20-A11A:;- 1 + й2;>АаА~ 1 - 2аа+рЕ) =О 
V<X,;3, lal = 1, 1/31=1, ( 14) 
здесь и да.лее Е - единичнн.я матрица. Так как условия ( 11) 
свя~ывают между собой коэффициенты при старших производ­
ных в потенциальных уравнениях (С), их следует рассматри­
вать ка.к условия согласования типов системы (В) и се потен­
циальных уравнений. Эти условия представляют собой алге­
браические уравнения степени т относительно коэффициентов 
а1 , lrl = 2 при старших производных уравнения (С) . С.11едова­
тельно, число потенциальных уравнений системы (В) зависит 
от числа корней уравнений (14) . Обозначим эти корни через 
.;1,6 .... .;,, s=mn(n-1)/2. 
Заметим, что условие ( 13) можно ослабить и заменить предпо­
ложением о невырожденности хотя бы одной из матриц Аа, l<X/ = 
1. 
Введем следующие переобозначения : h.o = h1, при /µ1 = О, 
µ = (µ 1 , .. . ,р")- мультииндекс; /ii = hµ приµ= (О, ... ,µ;, ... , О), 
µ; = 1, i = Г,11; h;j = hji = 11µ приµ = (О, ... ,µ;, .. . ,µj, .. . , О), 
µ; = щ = 1, i :fi j; /1;; = hµ при µ = (0 , ... ,µ;, ... ,О), µ ; = 
п 
2; D = L A;(x)D;. В новых обозначениях формулы (В) - (С) 
i:::J 
примут вид 
JJu(x) + Ao(x)u(x) =О , ( 15) 
n f) и(х) = ho(x)<p(x) + L li;(x) 0:., 
i=l 1 
(16) 
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11 !:) " 11 !:) и)О" и)О 
L Uij(x) 0 дх· + La;(x)~ + ao(x)tp =О. (17) i,j=l х, J i=l х, 
Если (17) - потенциальное уравнение системы (13), то в силу 
теоре!\1ы 1 ( при ус.1ови11 clet А 1 # О ) его коэффициенты { a;j} 
можно определить из эквивалентных ( 14) условий 
det[a11(A;AJ' 1Aj + AjAJ' 1 А;)- 2(a 1jA; + a1;Aj - a;jA1)] =О, 
i,j=2,n. 
(18) 
а коэффициенты представ.1ения ( 16) - из соотношений 
здесь а1 1 #О. если положить ш = А1 h1 /a11 . 
Не уменьшая общности можно считать , что А 1 = Е, а 11 = 1. 
Систему (15) нри А 1 = Е будем называть npocmeilшeil, если 
Aj Ао = AoAj, j = 2,71 и 11ор.\1алыtоi1, если Aj Ао = -AoAj, j = 
2. п . 
Термин ''нормаJiьная система" был предложен И.Н.Векуа [6] 
для эллиптической системы двух уравнений их - Vy = au + 
bv , иу + 11х = Ьи - av , которая может быть записана в ком­
плексной форме как ш, = Bw, w = и + iv, z = х + iy. В [7] 
эллиптическая система. и" - ·vy = аи + bv, uy - v" = -Ьи + av , 
комплексная форма записи которой ш,, = Atu, названа простей­
шей. Та11·1 же аналогичная классификация распространена на 
линейные гиперболические системы двух уравнений . Определе­
ния, данные выше , обобщают понятия простейшей и нормальной 
систем на случай систем .11юбого типа с произвольным числом 
уравнений и искомых функций, зависящих от n ~ 2 аргументов. 
Рассмотрим случай, когда матрицы А; обладают свойством 
A;Aj=\AjA;, i,j=2,n, if.j, x=const. 
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Тогда система для определения h0 , h 1 нримет пил: 
(х- l)Aj(E§~~ +Aj~~·~)-'2Sjli1+ 
+((;х + 1 )AJ - 2a 1j E]ho =О, j = 2,n, 
Sj = ![П(АJ - 2a1JE) + AoAJ - лАJАо+ 
+ajE + a1(yAj - 2n 1jE)] , j = 2,п. 
(20) 
Если потенциальное уравнение нс содержит смешанных про­
изводных, то есть a;j ::: О , i f. j, а в системе (11) матрицы А; 
коммутативны (у = 1) или юпикоммутативны (х = -1, Ai "# Е, 
i = 2, п , 11 > 2) , то вторые равенства из (20) можно записать 
следующим образом : 
!3jh1-Ajho=O, j=2,/i", И JJИ 
дh1 2 дh1 ' 
Aj-"- + Аj-д + SJhJho =О, j = 2,n. 
ОХ 1 Х j 
При этом в силу (18) 
det.(щ;E + Az) =О, i = 2, п, 
то есть , коэффициенты потенциальных уравнений при дr.р/дх[ 
являются собственными числами квадрата матрицы коэффици­
ентов системы при ди/дх; . Кроме того, при х = 1 в системе (15) 
должно быть не меньше , чем 11 - 2 вырожденных матриц . 
При i1 = 2 в предположении . что det .4 2 :f; О , имеем при х = -1 
, Dip D<p и=Sh1r.p+Eh1-8 -A2h1-0 , Х1 Х2 (21) 
s§h 1 + л2sgh 1 + (D(S) + AaS - aoE]h1 =О. Х2 Х2 
(22) 
Если матрицы .42 и S коммутативны, 
(23) 
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то к.rrассы соответствующих лру1 · другу при п = 2 систем ( 15) и 
уравнений ( J i) , в которых а:! 2 находится и ::1 усJювия 
(24) 
нри .4 1 = Ь', 01 1 = 1. опредс.с1яюто1 из соотtюшения 
[D(S) - S 2 + AoS - SAo + a1S - aoE]li1 =О, (25) 
при зто:-.1 h1 - частное реше1ше первой из систем (22). Условие 
(23) вынолнясто1, 11апри~1ер , для простейших систем с постоян­
ной или кусочно-постоянной матрицей .4 2 . 
Если у с . rювие (23) не вы1юл11я1~тс я. то соответствующие друг 
другу систе~1ы и уравнения опреде.1яются условием (24) и уело-
вие;ч 
дР дQ ) (- - -.- - + PQ- Ql )11 1 =О . Пх 1 c!J".! 
Р = (SA'2 - A2S)- 1[IJ(S) - S 2 + A 0S- S Ao +1 uS - ао Е]. 
Q=-A, P-S-Лo+a1 E . 
h 1 - част11ое решение переопределенной системы уравнений 
дh1 т- = Q/11. 
UJ'1 
дh1=Ph1, 
а.1 · :! 
совместной ь силу (25 ). Отсюда следуют 
(2Б) 
(26) 
Утверждение 1. Представление решtн11U (21) npocmeitumx 
c11cmf.H (15} при 11. = 2 не содср.)/сит .мат.ричы An . 
Теорема 3 • При п = 2 :11обая простейшая система ли­
не1'iн ·ы~· уравнений 1-го порядка с постояинылtu ·или кусочно-
11остоя. нны.11и '/iо.эффицис нтал111 11р11 •1аст11 ъ1.~· щю11зводныJ: 11.ис­
ст потенциалъное уравнени е 
д2о.р ({2 9 
д ,, + а д ,, = О. :L' i .i::; (21) 
11остояннъ1il и.-н1 '!iусоч,нv-пас тояннъ11'! ко.Jффичиетп а = а22 ко­
торого находится из (:Ц) , а пр<дс mабленис peшrнuil maкol'l cu-
cme.'vtъt и.ме ст вид 
(28) 
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Дoкa·iaTC»'lhC'TB() . Пупъ .-1 2 - постоннная или кусо•шо-посто­
я1111ая в О матµица.. Тогда S = (а 2 А7 1 +а 1 Е)/'2 и, с.г1едова.телыю , 
при а 1 = а2 = О S =О, то есть представление (21) l!J . >Инимает 
вид (28) . Так как А2Ао = Au.42 . то выполняется (23), а тогда и :3 
(25) следует, что нри а 1 = а2 =О ао =О. 
Замечание. 'Утверж;.1.енис теоремы 3 не относится к пор­
ма.;ты1ым системам с постоянной 11 .1~и кусочно-110стоянной матри­
цей 11 2 . В качестве примера можно рассмотреть нормалы1ую си­
стему с постоянной невырожденноП матрицей А0 . Попытка по­
строить д.• 1я этоИ системы 11оте11ц11альное уравнение вида (27) 
приводит к противоречию с усл01.шем (26). 
§2. Классификация систем уравнени« с част­
ными производными первого порядка 
1° . Для квазиJiинейных уравнений с частными производными 
2-ro порядка классическая кт~ссификация в точке по типу осно­
вана на приведении к канони'!сско~1у виду квадратичной формы , 
ассоциированной с уравнением. Каждое такое уравнение, рас­
сматриваемое в отдес1ыюй то<1ке, может в этой точке принадле­
жать только одному И3 трех основных типов и .г~инеИной заменой 
независимых переменных приводится в окрестности данной точ­
ки к соответствующему ка.нони'!ескому виду . 
Для систем уравнений с частными производными 1-го по­
рядка тил системы обычно определяют по свойствам характе­
ристического уравнения и.пи через г. 1~авный символ. В случае 
двух независимых переменных тип системы с главной частью 
11х + А(:1.~, у)иу в точке (:1.·, у) определяют по собственным значе­
ниям матрицы .4.(х 0 , Уа). Существуют системы уравнений 1-го 
порядка и системы более высоких порядков, которые не могут 
быть отнесены ни к элJ1иптическим , ни к гиперболическим, пи 
к параболическим в точке системам. Например, уже для систе­
мы трех уравнений возможен случай , когда одно иэ собственных 
значений матрицы ко:7ффиписнов вещественно . а два других -
комплексно сопряжены. Таки!:' системы называют системами со­
ставного типа. 
В § 1 было установлено , с колько потенциальных уравнений 
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2-го порядка требуется для того, чтобы с помощью соответству­
ющих представлений решении описать все множество решений 
системы (В) с постоянными козффиuиентitми . Естественно пони­
мать в этом случае под тином системы (В) совол·уnностъ типов 
соответствующих ей потенциа.11ы1ых уравнений . 
Пусть коэффициенты системы уравнений с частными про­
изводны~ш 1-!'О порядка являются функциями двух аргументов 
х , у. Как следует из теоремы 3, система 
из р уравнений, связывающих р функции yj{.r, у) (а1 (х, у) -
матрицы размерп р х р), является потенциальной для системы 
(/ = тп) 
Их+ А(х, у)иу + В(х , у)и =О, (2) 
представления решений которой имеют вид 
U = g;p + h<pr + k<py (3) 
(g, /1 , k - матрицы размера т х р) , тогда и то,:1ько тогда, когда 
существует матрица ;,v(x , у) размера 111 х р такая , что вьпюлнены 
условия 
g + /1r + Ahy + Bh = ...:а1 , 
Ag + kx + Aky + Bk = "'-'а2, (5) 
9:r: + Agy + Bg = "'-'ао. 
Будем предполагать пока , что р = m, т.е. число уравнений и 
потенциальных функций в системе ( 1) совпадает с числом урав­
нений и числом искомых функций в исходной системе . 
Потенциальную систему (1) будем называть noлнoil nотен­
циалъной cucme.мotl, если 1) при любом и · · решении системы (2) 
разрешима система уравнений 
(6) 
и 2) любое решение системы (6) является решением системы ( 1). 
1 :н 
Это оэначаl:Т , '!ТО любое решение системы (2) можно предста­
вить в вил.с (3), где t.p решение системы (1). Иными словами, 
формула ( 3) дает общее решение системы ( 2). Сразу заметим, 
что система (2) разрешима, вообще говоря , не однозначно . Кон­
кретному решению и системы (2) может соответствовать некото­
рый класс решений <р системы (1), найденных из (6). 
Опрсде.:~ять тип системы (2) как совокупность типов входя­
щих в 11отенциальную систему ( 1) уравнений целесообразно в тех 
случаях , когда система С2) распадается на независимые потенци­
альные уравнt"ния или когда тю крайней мере главные части вхо­
дящих в нее уравн.-ний в значительной степени независимы ;~руг 
от друга . Однако это огра~ш•1ение не является существенным , 
так как сели у(х, у), h(x, у), k(x, у) - произвольно выбранные ма­
трицы, то из условий (4), (5) следует, что при det,w(x , y) :f. О 
по ним однозначно определяются козффю(ие1пы потенциальной 
системы а2.о, а 1 ,1, an ,2, а 1 , а2 и ао . Следовательно, для исходной 
системы уравнений \-го порядка (2) существует бескш1сч1ю мно­
го потенциальных систем вида ( 1) и имеется возможность среди 
всех потенциальных систем выбирать наиболее простые по форме 
(например , если зто возможно, распадающиеся на независимые 
уrавнения). 
2°. Рассмотрим подробнее случай двух независимых пере­
менных (п = 2). Пусть в потенциальной системе (1) а2 , о(х, у):: 
Е , а1.1(х,у):: О. Тогда условия (4) примут вид 
h = w , k = -Aw, А2 :.; = -wao,2· (7) 
Предположим, что в произвольно выбранной точке (х, у) матри­
ца А( х, у) имеет собственные значения произвольных алгебраи­
ческих кра.тностей и каждому собственному з11а•1ению >.k(x, у) r.о­
ответствуст в базисе пространства ст жорданова цепочка из век­
торов hf(x,y) . . ", h~.(.x , y) , удовлетворяющих уравнениям (2.4) . 
Пусть, кроме того, :'!Начения >.k(x, у) могут быть продолжены в 
некоторую окрестность точки (х, у) так, что при этом сохраня­
ютr.я их алгебраическая и геометрическая кратности . Построим 
матрицу Lc.1(X , у) из векторов h\(x , у), ... , h;, (х, у), ... , h'!(x, у), .. . , 
h~. (х, у) как из столбцов. Тогда в блочной матрице "-'-l Aw вдоль 
главной диагона..'1И будут расположены блоки размера Sk х s1c ви-
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да 
u 
о о 
а б.r~очная 11.н1.трица 
ао , :!:::: -w- 1 A 2w 
будет состоять из б.•юков вида 
(-ч: yJ -2Лk(х , у) -Ч(х , у) -l -2,\k(.r, у) 
о 00 
о 
-1 
о 
о ), (8) 
(9) 
-Л~(х , у) 
.~.). 
(10) 
В частном eJiyчae. когда вес собственные значения Лk(х,у), k = 
1, т, матрицы А(х , у) µюJ1ичны , А(х , y)hk(x , у)= Лk(х , у)!/(х , у) , 
k = G . и матрица w(x. у) составлена из собстненных векторов 
fik(x, у) как из столбцов , матrица 
о 
-Ч(х , У) 
о 
Если в соответствии с изложенным в § l иск ать решение системы 
(2) в виде 
считая, что 
ТО 
т 
и= L щ(х, y)hj (х , у), 
j=l 
т 
hj + Af1j + Bhj = """"G" khk 
.r у ~ ) , ' 
k=l 
,,.. 
lljx + ЛjUj y + Lrtk ,j!lk =О. 
k=I 
Если теперь ВЗ)!ТЬ такие функции ~(х, у), j = 1, m, что 
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(12) 
(13) 
(14) 
(15) 
то они будут решениями потенцин.льной системы 
j = 1, 111. 
(16) 
Главные части потен1~иа.:Jь11ых уравнении этой системы незави­
симы , но в каждом из них содержатся, вообще говоря , все по­
тенциальные функции и их первые производные . Если матрицы 
коэффициентов при млалщих производных одновременно имеют 
верхнюю или нижнюю треугольную форму, 10 'НУ систему мож­
но рассматривать как цепочку связанных потенциальных урав­
нений. 
Если для некоторого значения j существует скалярная функ­
ция lj(X , у) такая, что 
(17) 
то потенциальное ура~н~ ение с номером j 
полностью независимо по отношению к другим потенциальным 
уравнениям и 
(19) 
- соответствующее частное представление решений исходной си­
стемы уравнений. 
Если дополнительно предположить g(x , у) = О, а0 (х , у) = О, 
ТО ПОЛУЧИМ 
Случай, коrда собственные значенин матрицы A(.r , у) образу­
ют непересекающиеся или совпа.дающие в рассматриваемой обла­
сти ветви, не вносит особых затруднений в общую схему рассу­
ждений. Действительно, при любой матрине w(x, у), detw(x, у) # 
О можно построить потенциальную систему и соответствующее 
представление решений исходной системы уравнений с частными 
производными . Вопрос только в том , наскоJiько удобной может 
быть структура матрицы а0 , 2 , что обеспечивается за счет выбора 
w(x , y) . 
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В сJ1у чае. когда число неза1шсимых переменных больше двух , 
любая невырожденная матµица w(x 1 , ... , Xn) также позволяет 110-
строить поте11циаJ1ь11ую систему и соответствующее представле­
ние решений исходной системы . Но , очевидно, в общем случае 
только одна из функ1щональных матриц, составленных из ко­
эффициентов потенциальной системы, может быть приведена к 
нормальной жордановой форме за счет выбора матрицы w . 
:1°. Будем паэывать m'U110.м с11сто.1ъ~ уравнений с частными 
производными l -1·0 порял.ка совокупность типов уравнений 2-го 
порядка . образующих полную потенциальную систему , то•шее -
совокупность типов подсистем, обра.:-:~ующих полную потенциаль­
ную систему . 
Убедимся в том , что такое определение не противоречит об­
щепринятым 011рсдслспиям типа системы (по главному символу 
системы, 110 характеру собственных значений матрицы А и др . ). 
С этой целью иссле;:~,уем г.1авный символ потенциальной си­
стемы (J) в случае двух независимых переменных при сделанных 
ранее предположЕ'ниях . Матрица главного символа потенциаль­
ной СИСТЕ'МЫ 
а(х, у;С 11) = ве + аа , 211 2 ( 21) 
является бJю•нюй матрицей , каждый блок ее нредставляет собой 
верхнюю треугольную матрицу вида 
( <'-Л):х,у)q' -2.>.j (х ' у)172 ? о -1г ) е - >.J(x ' У)ТJ2 -2.>.j (х, у)1} 2 о ... 
о о о 
Определитель матрицы а( х , у;~, 17) равен произведению 011µеде­
.11ит е.'1 е!1, входящих в матрицу блоков, т. е. 
" п deta(x , y ; ~ , 77) = П detaj(x , y;<.1J) = П (e->.](x , y)1J2 )• 1 , 
j=I j=l 
(22) 
где Sj - раэмерность соответствующего инвариантного подпро­
странства. det aJ -- определитель j-ого блока потенциалыюй си­
стемы . 
Предположим, что исходная система уравнений с частными 
производными 1-ro порядка (2) является ?ллиптической , т.е . все 
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собственные значения ,\; (х. у) матrицы А(х , у) комплекспознnч­
ны . Очевидно, в этом слу•1ае е - .А; (х , у)11 2 ::f О 'v'(C 77) :j:. О, j = 
l,71, и, следовате.11ьно, c! et . aj(;c,y;~,11) f:. О , V(~,77), Vj . По это 
о:~начает, что все потенциальные подсистемы, обраэующие по.r~­
ную нотенциальную систему, ЯBJl)JIOTCЯ эJ1.1шптическими . Обрат­
ное утверждение очевидно. 
Пусть тепер1, исхо;щая система 1-го порядка (2) гиперболи­
•1еская , т.е. все Аj(з:, у) . j = Т11. вещественны. 1апишем условие 
нехарактсристичности 110тенниальной системы ( 1): 
deta(x,y;µ,v) f:. О. 
В cи.riy (21 ) , (22) это условi!е мож1ю нереписать в виде 
n n 
det(E1t 2 + аа ,2 11 2 ) = П detaj(x , y:/.t,v) = П (l.t 2 ->.Jv2 )' 1 f:. О, 
j=l j=l 
т.е. направление (µ. v) является t1ехаракт<'риr-ги•1еским, еслиµ. :j:. 
±Aj // V j. Рассмотрим уравнение 
det а(х, у;~+ tµ , 77 + tv) =О, (23) 
которое с учетом (21), (22) можно записать так : 
п 
п 2 ., ., [(~+tµ) -.Aj(7J+tv)] . (24) 
j=l 
Очевидно , (24) выполняется, есJш хотя бы для некоторого зна­
чения j справедливо равенство 
(25) 
Уравнение (25) D си.1у нехарактеристичности направления (µ, v) 
имеет вещественные корtiИ 
Следовательно, уравнение (23) имеет только вещественные кор­
ни . Но это означiiет, что все потенциальные подсистемы , образу­
ющие по.r~ную потенциальную систему ( 1 ), являются гиперболи­
ческими. 
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Заметим, что сформулированное выше определение типа си­
стемы уравнений с частными производными 1-го порядка являет­
ся болf'с точным по сrавнению с классическим определением ти­
на системы. Действительно , если рассмотреть систему составно­
го эллиптико-гиперболического типа, у которой среди собствен­
ных чисел матрицы А имеются как комплексные, так и веще­
ственные. то в соответствии с новым определением типа мож­
но не только поспшить в соответствиt> исходной системе полную 
потенциальную систеtу уравнений 2-го 11орядка , но и конкрети­
зировать се структуру, а также в заRисимости от свойств соб­
ственных значений { Aj} опреде.:tить число эллиптических и ги-
11ербо.~1ических нотенциальных подс истем , образующих полную 
потенциальную систему . 
§3. :Модельные системы уравнений. 
1°. В Q Е Н" рассмотрим систему l15J. §1 при l = т, А1 = Е. 
Для удобства обозначим х = ;t'1, у= х2. 
Пусть о= (а 1 , .. . , <Ч) -упорядоченный мультииндекс, то есть 
а; < а;н , i = 1, k - 1, Ok ~ m. Будем говорить , что урав1ю-
11ия системы с номерами Oj, j = Ц, 1 < k < т, в которых 
оставлены компоненты вектор-функции и только с теми же номе­
рами , обрао~уют подс ·истему системьt (15) , §1, соотоетствую­
щую .мулътиинiJсксу а. Если {3 = ({31 , ... ,f3m-k) - упорядоченный 
мультииндекс, доло.'1няющий 0: до полного набора чисел 1, ... , т, 
то порождаемые мультииндсксами о и (3 подсистемы будем на­
эывать dополняющи.ни друг друга . 
При необходимости можно рассматривать набор упорядочен­
ных мультииндексов /3j, дополняющих а до полного набора чи­
сел 1, .... т. 
Назовем систему уравнений 
(]) 
.м.оdсльноil cucme.\toil эллиптического , гиперболического и.11и со­
ставного эллиптико-гипербо.1ического типа, . если элементы ма­
трицы .4 2 = A ; j удов.11етворяют следующим условиям: Aij = О , 
j -f:. m - i + 1, IAI = 1, j = т - i + 1 . 
lЗi 
Обозна•rи:-.t Zlt = Aim. Z12 = .42,m-1, .. " Vm =А. Тогда ле­
вую частh характсристичЕ'ского ураннения модельной системы 
(1) ((et( А 2 - v Е) = О можно 3аписать в виде 
~{ 
det(A2 - vE) = (2) 
m, 
(-l)m 1 П(v2 -ZJ;Z1m-i+!), 
i=l 
m, 
( 1)"'1 +] ( ) п ( 2 ) 
- lJ - llm+I /.1 - l!;Zlm-i+l , 
i=l 
т = 2m1, 
т = 2m1 +1 . 
Не уменьшая общности будем считат1" что v; > О, k < i ~ 
m. Тогда из (2) следует, что при k = т модельная система явля­
ется гинерболической, при /..· = т/2 ( т - 'Jетное) - :~л.11иптиче­
ской, в оста.11ьных случ11.ях (т/2 < k < т) относится к модель­
ным системам составного типа. 
При т = 2 модельные формы являются каноническими. Эл­
линтические системы 2т уравнений 1-го порядка 
(и . и -· т-мерные вектор-функции, А1, А2, В 1 , В2 - матрицы раз­
мера т х т) также являются модельными. Чтобы убедиться в 
этом, достаточно эаписать оба векторных уравнения в вил.е од­
ного для новой неи :·шестной вектор-функции (u 1 , ... , Urn, tim, ".11 1). 
Таким обрюом, модельные формы обобщают канонические фор­
мы систем двух линейных уравнений эллиптического и гипербо­
лического типа (а также параболического, составного и смешан­
ного) на случай произво.fJьиого числа уравнений, хотя они и не 
являются каноническими в том смысле, что не любая система 
( 1) может быть приведена к модельной форме линейной заменой 
искомых функций и независимых переменных. 
Отметим следующие очевидные свойства матрицы А 2 для мо­
дельных систем эллиптического и гиперболического типа: 
det А2 f:. О, А~= Е , А~ = i=E (3) 
( здесь и далее верхний знак соответствует эллиптическому слу­
чаю, нижний - гиперболическому ). 
Для модельных систем простейшего и нормального вида мож­
но опред<'лить структуру матрицы А0 . 
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Утверждt:Jние 1. Моделъна.я систе.ма ypaв11e11uil (1) эл­
л ·иnти11еского, гиперболи11еского и состав'Ного типа .являете.я 
пzюr.meilшeil тогда и только тогда , когда элеме1tmъ1 лtатрицьt 
Ао = {А?;} удовлетворяют ус.11овш1м 
40 - ло 
' ij - - m-i+l,m-j+i при //;Vj = llm-i+1Vm-j+1 = -1, 
1:::; i , j:::; т, 
·1° - А0 - о 
' ij - • m-i+J . rн-j+l -
u .является нор.малы101~ тогда и толъко тогда, х:огда 
40 - лu 
• ij - - m-i+l.т-j+I при 11;11; = llrn-i+lllm-j+J = 1, 
АО - АО ij - m-i+l,m-j+l при V;llj = Vm-i+tllm-j+l = -1, 
1:::; i, j:::; m, 
4.u - 40 - О 
• ij - • m-i+l ,m-j+l -
Для модельных систем э.11липтичсского и гипербо.1ш•1еского 
типа можно ввести классификацию на базе определений простей­
шей и нормальной системы, введенных в §1 . 
Теорема 1 . Любая моdехьна.я систелtа уравнениfl элли­
птического u.11u гиперболи•~еско;т типа или .являете.я пpocmefl­
шeil, или приводите.я к н.ормалыtо.лtу виду ли11eil11oil 11еtJъtро­
ж·денно1~ зал1еной ·иско.ныr. функ:ци1'l. 
Доказательство . Пред110J10жим, что А2Ао :f:. АоА2. С помо­
щью замены и= Cv, det. С :f:. О, приведем систему (1) к виду 
Пусть новая система модельная и нормальная . Тогда матрица С 
удовлетворяет двум условиям: А,С = СА 2 и 
(4) 
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Для эллиптических и гиперболических систем матрица А0 + 
А2 1 А 0 А 2 коммутирует с Л2 ( см. третье из свойств (3)) и, сле­
довательно, матри•шое уравнение ( 4) яв.'Iяется простейшим. 
С другой стороны, если С - такое решение (4), что А2С = 
С.4 2 , tlet С ::j:: О , то замена и= Ci1 , очевидно, приводит систему 
( 1) к нормальному виду. 
'Покажем теперь, что искомое решение матрично1 ·0 урав11ения 
(:1) существует. Пусть т = 2m1 ( при т = 2m 1 + 1 схема дока­
зательства та же ), С - модельная матрица раэмера m1 х т 1 • в 
которой У1 ... , = g2,ni,-1 = ." = grn, 1 = 1, Т - блочная матрица 
размt>ра 2m 1 х 2т1, 
шG ) 
-VJE , 
где VJ = J=FТ. У множим матричное уравнение ( 4) слева на 
'/' . а затем перейдем к характеристическим переменным ( = 
х + шу, TJ = х - v.1y и к новой неизвестной матричной функции 
С ПОМОЩЬЮ замены С = y- l V. В СИЛУ TOl 'O, ЧТО уравнение ( 4) 
простейшее и , следовате.11ьно, структура матрицы Ао + А2! АоА2 
определена в соответствии с утверждением 1, получим 
(5) 
где \'1 • i'2 - неизвестные матричные функции размера m1 х m1 , 
а элементы матриц В 1 • В2 линейно выражаются через элементы 
Ао . Очевидно, существует невырожденное решение V1 , V2 ма­
тричных уравнений (5). Тогда 
( 
"1 с= т-1 ~о 
будет решением простейшего модельного матричного уравнения 
(4). причем detC = ±v.1J2det v'1 · det V2 f О , а матрица С+ 
;,; 2 А2С' А2 будет коммутативным с С невырожденным решением 
уравнения (4), tlet(C + VJ 2 А2СА2) = ±2.VJJ2 det V1 · det V2 f О . 
Ввел:енная классификация распространяется и на матричные 
модеJ1ьные уравнения D(U) + A 0U =О, в которых каждый стол­
бец искомой матричной функнии U размера т х т является ре­
шением модельной системы (1). 
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Можно рассматривать модельные системы смешанного и со­
ставного тина. 
Назовем дополняющие друг друга подсистемы независи.w.ь~­
.. нu. если все отличные от нуля элементы матриц А.2 и Au системы 
(1) попадают в матрины Jlибо одной, либо другой рассматривае­
мой подсистемы. 
Систему уравнений (1) назовем рас11адающе1Iс.я, если у нее 
существуют хотя бы две независимые дополняющие друг друга 
подсистемы . В противном случае систему ( 1) будем называть 
иераспадающеuся . 
Все распадающиеся модельные системы составного типа де­
лятся на четыре клаrса: простейшие, простейшие-нормальные, 
нормальные-нростейшие и нормальные . 
2°. Поскольку в R 2 всегда можно в качестве потенциальных 
уравнений выбирать уравнения , удовлетворяющие условию (24), 
§ 1, условие согласования типов д.:tя модельных систем примет 
вид 
m 
П (а23 + V;Vm-i+l а11) = О . 
i:I 
(6) 
Пусть а 11 :: 1. Тогда в cи.riy (б) потенциальные уравнения мо­
дельной сп стемы ( 1), не принадлежащей к системам составного 
тина, имеют вид 
в случае эллиптических и гиперболических систем, 
в случае систем смешанного элли1пико-1·и11ерболическо1 ·0 типа, 
для вырождающихся систем с линией вырождения у = О, 
'fx:r: + а1 (.r., Y)'fx + а2(х, Y)'fy + ао(х, Y)'f = О (9) 
для систем парабо.r~ического типа и т.д. 
Следующие две теоремы и следствия из них указывают на 
различия между простейшими и нормальными модельными эл­
липтическими и гиперболическими системами с точки зрения 
структуры их решений. 
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Теорема 2 . Для того, чтобы решени.я простеi1шеi1 мо­
д~:лыtой систе.мы эллипти<tеского или гиnерболи'Ческого типа 
были представи.л1ы t> виде (21). §1 npu S = (a1E=t= а2А2)/2 'Чr.рез 
решение 'Р потенциа,~ьного уравнения (7) , необходимо и доста­
mо'Чно, 'Чтобы коэффи-циснты а 1 • а 2 , а 0 удовлетворяли условию 
Доказательство . Н силу А2А0 = Аа.42 выпоJiнястся (23), §1, 
тогда при а 11 = 1S11ринимает ука.-занный вид, а из (24) , §1 сле­
дует уравнение (lU). 
Следствие 1 . Уравнение 'f:r:r ± '{)уу = О является nотен­
циалънь1.лt для простейшей .модельной систе.ньt эллиптического 
или гиперболического типа. 
Простеilша.я модельная эллипmи'Ческа.я или гиперболи•tсская 
систе.лtа уравнений 11е и.лtеет потенциальных уравнений вида 
'f:r:r ± '{'уу + Л 2 <р =О, Л = const >О . 
J..!одельная система (1) зллипти•1еского, г1терболи'Ческого, 
смешаиного, составноi'о и смешанно-составного зллиптико-ги­
пербоди'Ческого типа при Ао =О (а также при А2Ао =О} явл..я­
етс.я простеflшсй. 
Теорема 3 . Для того, 'Чтобы решени.я нор.лtалъноil мо­
делыtоi1 системы эллипmи'Ческого или гиперболи'Ческого типа 
были представимы в виде {21), §1 при S = (-2Ao+a1E=t=a2A2)/2 
•tcpe.l решение <р потенциального уравнения (7), достаmо'Чно 
(при предположеиии, 'Что det .40 f:. О), 'Чтобы вектор-функция 
h1 уuовлtтвор.яла систе.~1ам уравнений (25), (26), § 1 в которых 
Утверждение теоремы и все указанные формулы являются 
следствием "модельности" и ''нормальности" рассматриваемой 
системы и могут быть получены из (25), (26), §1. 
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Следствие 2 . Нормалыtая .л~одtл ъная сt1стема эллиити­
"t еского или гиперболи'Ческого типа с постоянноil матр11че1~ Ао 
не u,~te em потенчналы1ы:г уравнений вида i.p2 ,r ±'Ру = О . 
Из условия согласования типов (6) и теоремы следует, •по 
при описании решений системы составного типа необходимо rас­
сматривать потенциальные уравнения раэных типов . Например, 
модельной системе составного эллиптико-гиперболического ти­
па соответствуют. как минимум, два уравнения вил.а (7), систе­
ме составного эллиптико-rи11ер60J10-п<tраболического типа - три 
уравнения: два вида (7) и уравнениР вида (9) , с истеме смешанно­
составного типа одно или два уравнения (7) , уравнение (8) и, 
ВОЗМОЖНО , (9), И Т.Д. 
§4. Поляризация решений систем уравнений с 
постоянными коэффициентами. 
1 u. Рассмотрим частный с.11учай системы ( 1) с постоянными 
коэффициентами 
Ur + Аиу + Ви = О, (1) 
здесь А, В - заданные постоянные квадратные матрицы разме­
ром m х т , и - искомая вектоr-функция двух независимых пере-
1\Н:нных х , у со значениями в m-мерном векторном пространстве . 
Начнем с наиболее простого частного случая . когда система 
( 1) имеет вид 
U x + Аиу =О . (2) 
Будем предполагать , что в общем случае А - комплексная ма­
трица , и - комплекснозначная вектор-функция . 
Теорема 1 . Если ,\ - собственное зна'Чение матрицы 
Л 2 , h - соответствующиil e.'>ty собствснныil вектор , то вектор­
фуикц11.я. и== 'Prh - <,:;yAh , гд(: 'Р - решен1и· уравнения 'fx:r: -'fyy = 
О, -· р ешени е сист с.мъ~ (2). 
Докаэательство. Справедливость утверждения теоремы про­
веряется непосредственной подстановкой выражения ·и = <p"h -
<pyAh в систему (2) . Отсюда следует, что если Л1, ... , Лm - про­
стые собственные значения матрицы -42 , то любому решению :pJ 
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Jiюбого уравнения 'Prx - Лj~у = О соответствует 11скоторое реше­
ние и; = •.p{l1j - ip{Ahj системы (2). Таким обра:.юм, система (2) 
;~опускает т различных независимых 11отенциа..т1ы1ых уравнений . 
Теорема 2 . Если все собстыюtые зна'lени.я Л 1 , . . , Лm ма-
трицы А 2 ра.злU"'lНЫ ·и h1, ." l1m соответстоующш: u.\t соб-
стt>с1шые ы1<.·торы. то общее ре1исн11r. c11cmf.M1>1 (2) u.wcem виd 
m 
и= L(~. -.fii~)hj, (3) 
j=l 
u)e 11отенциал.ъные фун,,;ции ~ уооы1е111воряют nотеициалъным 
уравиениям 'Р{.х - ЛJ ip{y = О Т/j = 1, т. 
Доказательство . В силу теоремы 1 выражение (З) будет ре­
шением системы (2). Собственные векторы /1 1 , .", hm матрицы 
А 2 образуют базис в С"'. Пусть !1( х, у) - произвольное реше­
ние системы , u1(x,y) - коэффициенты разложения его 110 бази­
су. НаИдутся функции i.pi (х, у), удовлетворяющие уравнениям 
~ - Л1'Р{ = uj, j = 1, т. Подставив и= и 1 h1 + ". + ·umltm в си­
стему (3), получим и~+ Л;иtи =О, j = 1,т. Тогда функции i.pi 
явJiяются решениями уравнений ~х - Лj 'Р{у = О, j = 1, т. Таким 
образом , в рассматриваемом случае д.r~я определения множества 
всех решений системы (2) необходимо и достаточно ровно т не­
зависимых потенциальных уравнений. 
Пусть матрица А. 2 имеет собственное значение Л кратности s 
и ему соответствует ровно s линейно независимых собственных 
векторов h.1 , ... , h, (геометрическая кратность собственного значе­
ния совпадает с алгебраической). Тогда система (2) допускает s 
одинаковых потенциальных уравнений 'Р;х - Л<рууk = О , k = Г,S , 
и каждому такому уравнению соответствуют решения системы 
(2) в1ща uk = <p~h· k - <p~Ahk , k = IS. Ес.11и все векторы hk явля­
ются также собственными векторами матрицы А, то все решения 
uk системы (2) линейно независимы и имеет место утверждение, 
ана.•югичное утверждению теоремы 2. В общем случае векторы 
hk могут и не быть собственными векторами матрицы .4 . 
Выд.е.тщм сл_учай. 1юrда 'Шc.rro уравнений в по.rшой потеnци­
альноn системе может быть меньше 111 . Пусть среди линейно не-
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зависимых собственных вектороn , соответствующих одному и то­
му же собственному значению Л матрицы А 2 , имеются такие два 
вектора hk и h1 , что вектор Ahk коллинеарен вектору h1 . Тогда 
и вектор Л/~ 1 коллинеарен вектору hk. Не уменьшая общности 
можно считать, что Ahk = /1 1 и Ah1 = Лhk. Разлагая проекцию 
произволыюrо решения и системы (2) на линейное подпростран­
ство , порожденное векторами lik и h 1 . получим выражение вида 
uk lik + и 1h1 . Коэффициенты этого разложения удовлетвор.нют 
системе уравнений и~+ Ли~ = О , и~ +и~ = О . Пусть функция <.р 
такова , что 'Pr = uk, 'Ру = -и 1 . Как следует из полученных вы­
ше уравнений , эта система совместна и ее решение удовлетворя­
ет уравнению 'Рхх - Л;,руу =О. Следовательно, паре собственных 
векторов hk, h 1 матрицы А 2 соответствует только одно 11отенци­
а.rr1>нос уравнение 2-го порядка . 
13 да.r~ьнейшем удобнее рассматривать в пространстве значе­
ний искомых решений системы (2) базис, порожденный мю:ри­
цей А, вместо базиса. порожденного матрицей А2 . Если h -
собственный вектор !V1атрицы А., соответствующий собственному 
значению Л, то h - собственный вектор матрицы .4 2 , соответ­
ствующий собственноыу значению Л 2 . Поэтому после перехода 
к новому базису утверждения теорем 1 и 2 сохраняются, если 
внести незначительные изменения. 
2° . Пусть матрица Л имеет собственные з11а•1ения 11роизволь­
ной алгебраической кратнос.ти. Простра.пспю значений решений 
системы (3) раскладывается на прямую сумму корневых подпро­
странств ([14], лекция 17) инвариантных опюситслыю А. Ка­
ждое корневое подпространство или является неразложимым ци­
клическим ин1~ариантным подпространством, или, в свою оче­
редь, разложимо н прямую сумму неразложимых циклических 
инвариантных по.а.пространств ((15], гл. VIII). 
Пусть пространство ст распа..'Jось на п неразложимых ци­
клических инвариантных под11ростра11ств ( т. е . подпространств 
с геометрической кратностью единица ) . В подпространстве с но­
мером k размерности Sk . соответствующем одному из собствен­
ных значении >.,., построим базис ( жорданову цепочку ) из век­
торов ht , ... , h~k, удовлетворяющих уравнениям 
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причем таких, что уравне11ис Ah = >.kh + h~ неразрешимо. Сово­
купность всех векторов hT, "., h:k 110 всем инвариантным подпро­
странствам обр(!;3у ет бюис в ст. 
Jlредставим произво.ГJыюе решение и систем~,, (3) в виде сум­
мы его прсекций на вес инвариантные никлические подпростран­
ства. Пусть uk проекция и на k-c 11одпространство. Будем 
иекать uk в виде 
j=I 
где <pk ,J - некоторые ска~1ярные функции. В силу ( 4) 
s.-1 
и= 2: (..,~ .j->"ip~·н 1 )hJ + (<р~ · · - лk;p~ · ')h~k. (5) 
j=l 
Раэложи:\i: вектор t/ по базису l1i, " .11;k , пусть uk = ut'Jit + 
". + u. ;k11~".. Расоютрим функции <pk.j, j = ГS, удовлетворяющие 
уравнениям 
Подставив (5) в систему (2), получим, что 
j=l , sk-1, 
Отсюда с.1едует, что функции 'Pk.j удовлетворяют уравнениям с 
частными производными 2-ro порядка 
,"k,j - ;..2 . ~k,j = 2). .~k,j+l + ,"k,j+2 т-:сх Jrтyy kтуу ryy ' 
И так, имеет место 
j = 1, Sk - 2. 
(7) 
Теорема 3 . Лустъ .матрица А u.weem собственные зна'Че­
нuя произволъных алгебраических кратностеil и пространство 
С111 pil.3.11.IZZLle.nu;я 8 :прямую сумму i~ Ш!раз.llО:ЖUМЬIХ Цttie.'i'lt-Чee1CUX 
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ш~вариантныl: подпространств с размерностЯ.\Ш Sk, k = 1, n. 
Тогда общее решение системы (2) и.мест вид 
н $1f-1 
11 = Ll'L ((;?;.j - Л1;rp~·j - rp;•j)hj + (rp~··· - Лkrp;·••)/1:.J, (8) 
k=l J=l 
гdt 'fk .j - решения по111с1щuалъныз: уравнеииfl (7). 
В cJiyчae, когда все инвариантные циклические nодпростран­
стнп одномерны, теорема 2 является простым следствием теоре­
мы 3. 
Таким образом, J1юбое решение системы (3) может быть пред­
ставлено как сумма решений той же системы , значения кото­
рых лежат в неразложимых циклических инвариантных подпро­
страиствах nространстnа С"'. Это явление будем называть по­
л.яри.ициеii решений системы (2). 
з0 . Пусть теперь А Вt'щественная матрица, и :3начения ис-
комого решения систб1ы (2) лежат в R"'. Если матри~~а А име­
ет только вещественные собственные значения, то имеет место 
утверждение, полностью анаJюги•шое утверждению теоремы З . 
Если же матрица А имеет комплексиые собственные значения, 
то дело обстоит неско.r~ько сложнее. 
Теорема 4 . Пустъ срrди собствсниых зua•1e1tuil матр11ць1 
А и.м. еютr.я. ко.лmлсксные. Тогdа всщсствстtое общrr. решеиие 
системы (f!) даете.я форлtул01'i (8), в котор01У слагаемые, coom-
1:1cmcmtJ:lJIOЩUt ка::псдъ1.л1 дву.лt иераалоэкимы.м чиклическим ·ии­
варштти ·ым подпростращ·тпва.«, постросииым по ко.лtплексиъ~м 
собсmвеННЪl.'-t J1t(L'lf1tltЯM Ak = fXk + i{Зk, ~k = °'k - ifik, MOJК1t0 
защ~сатъ в виде 
··-1 
+ L (~; . 2j-1 _ a1;ф~·2j-1Pk1/';.2j _ ф~ · 2н1)g~j-l+ 
j=I 
··-· + L (-~·;,.2j + akф;·2j + Pkw;·2j-l + Ф;·2j-2)92j, 
j=l 
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1де g~j- i = '2RehJ , g~j = 21 mhj" и vi ,j - решеншt челочки веще­
ственны.с cиcmf.'-1 из day.r уравнсниil 
{ 
1 ;,k ,2 .• "-1 + ( · ~2 _ a:.!) 1 ,1,k.2"-1 + 2а- ''k' ,1,k .2," 
"'Xl' ,С k k "'УУ k/J Ч· уу 
v:.;"2s• + ( :3~ - a~)iji~{" - 2ak;З1:1f·t/'•- 1 
, 1 ,k, 2".-з + ( ''2 _ a2) .,,1.k .2 .•• -1+2а rз. 1 ;,1:.2 •• -2 •.r;г 1-' k k ' 1уу k , k>tyy 
=О, 
=О, 
{ e•/,k .2••-2 + ( 32 _ a")·'·k.2s"-2 _ 2а ak 1: 1k ,2 .• "-з 
'f'TX / k k 'f'yy k/' 'f' 
(9) 
Доказательство. Пусть Лk - комплексное собственное значе­
ние матрицы А .. Так как А - вещественная матрипа, то она имеет 
комплексно сопряженное собстnсшюе :шачс1ше Лk той же кратно­
сти. В силу теоремы 3 общее решение системы (2) со значениями 
в ст дастся форму.1ой (8), где 'Pk ,j - решения потенциальных 
уравнений из цепочек (7). Если ПО собственному значению лk 
в одном и·3 комплексных инвариантных подпространств бы.ТJ 110-
cтpoett ба::~и с h 1 , .. " Ji", то . очевидно, собственноl\1у значению Лk 
будет соответствовать циклическое инвариантное подпростран­
ство с базисом ht , ... , h} •. Коэффициенты разложения произволь­
ного вещественного решения системы (2) по базису из комплекс­
но сопряжеиных векторов также будут попарно комнлексно со­
пряжены. Ес~1и комплексные потенциальные функции <pk,j удо­
влетворяют уравнениям (6) , то уравнениям 
"~k··· - >.k!l'fk .•• = uk i.~k,j - л·kll'fk,j - ,"k,j+l = u-k 1· - 1 s 1 
rx ry sk. ~ rx ry т J, - ' k -
удовлетворяют комnлексно сопряженные функции if'k,j, которые 
будут решения~ш цеnочки уравнений, являющихся комплексно 
сопряженными по отношению к уравнениям (7). Тогда веще­
ственное общее решение системы (2) с вещественной матрицей 
даст та же формула (8), в которой комплексно сопрнженным соб­
ственным значениям будут соответствовать комплексно сопря­
женные слагаемые. Переходя от пар функций <pk,j, ipk,j к веще­
ственным функциям 11,k, 2H 1 = 2Re:.pk ,j .1/Jk, 2j = 2lm'fik,j, j = l,sk, 
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полу<шм выражение в формуле (8) и цепочки вещественных си­
стем из двух уравнений (9) вместо уравнений (7). 
1° . Рассмотрим т<>перь систему уравнений с частными 11ро­
изводными l-ro поrядка с постоянными коэффициентами вида 
( 1) . 
Пусть построенные по матрице А векторы hj, образуют ба­
зис в пространстве С"' . Упорядочим их естественным обра..>ом : 
h/ , "" h.~,, "" h'1' , .. . h:,'n. Пусть и - прои31ю.'1ьное решение системы 
( 1 ) . Разложим по ба·~ису нростраliства С111 вектор-функцию и и 
векторы В liJ·: 
fl. ~k 
и= LLuJhj. 
k=lj=I 
п ., 
Bhj=l:l:ьJ::11;, ~~=G, j=l.s,. 
1=1 i=I 
Подставив разложение и в систему ( 1) и нриравняв нулю кшф­
фициенты при векторах hJ, получим систему уравнений 
п ~] 
(uj)"+-Xk(uj)y+(иj+ 1 )y+LLь:·,Jи~=O, j=l,sk-1. (10) 
1=1 i=J 
n "1 
(u~.)r + Ak(u~.)y + LLь:, .• и: =О, k = l,n. 
1=1 i=I 
Пусть функции t.pk,j таковы, что 
n •1 
.. ~k,j _А _",k,j _ " 'k ,j+1 + "" ь~ ,11 k ,i = 1/ 
rr kry ry L....,L...., t.••"J J' j=l.s1:-l, 
1=1 i=l 
( 11) 
f1 .'f f 
и · • - ,\ . ,п ". • + : . п . · = и k· k. l:l:ь//,; ki 
rr kry '"•"'J , k = 1, п. 
1=1 i=I 
Подставив левые части этих формул в уравнения ( 1 О), получим 
систему потенциальных уравнений , в каждом из которых содер­
жатся ,. главные" слагае1\1ые вида <f~j -A~'PZJ и могут содер­
жаться вторые нроизводные функций <pk ,j +1 и 'Pk ,j +2 , а также в 
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обще.\·! CJl}"lal' все ОСТ3.i!Ь11Ые ПОТСllЦIШ.'lЬНЫе функшш и их пер­
вые частные 11р(;11·~1ю;н1ьн>. 
Представ.11иет nрак ·rичсский интерес выделит~, к.1 асс систем 
( 1 ). построение рt'шений которых сводится к ностроению решений 
11отt>нциа.1ы1ых уравнений 2-1 ·0 порядка, образующих цепочки. 
Теор~ма 5 . Ес .. 111 .матрица IJ и.м ее т 11и:ж;нюю треуголь­
ную форму б бaJucc l1j' простра11стьа ст. поrтрое нно.м по мa­
mpllЦf . \.то oб111rt· pt 111r ;111t с11стс .. иы (!) 11.лtеет виd 
н ~k 
-'""''""' ,.,k ,Jt"- · k,1 'hk . Jвhk) 11 
- L L(.,.-.. 11 :.Ру ·"' 1 + 'Pk 1 · ( 12) 
k:I ;=1 
где t.pk,j - рс щст~я цeno'tA'll 11отснциальнь1J: y7;aвнru11'i.t. 
Доказ<1:rел ы·пю. Предпо.1ожим, •по матрица В имеет ниж­
нюю треуrоJJьную фор~1у . ·,по ·ща.ч11т, •по каждый вектор BhJ 
выра.жаетсн чере·1 .111нейную комбинацию векторов базиса, стоя­
щих слева от вектора l1J' в общем списке, то есть 
В этом <'Лучае уменьшается •1исло слагаемых в сумм11х в форму­
лах (11) и ( 12) 11 тогда каждое потенциальное уравнение можно 
записать так: лt'вая часть и~1 еет вид 
, ,k,j _ ).2 ,,.,k,j + r/·J ,nk,j + 0 k.jиk,j + ak,J ,"k,j rro· kryy 1 r.r 2 ry О r ' 
а в правой части содержатся вместе с первыми Чi\стными произ­
водными потенциальные функции, стоящие слева от <pk,j в общем 
списке 9 1 •1, ... , .р 1 ·" •, .. " t.p" ·1, ". , ..р""". Последнее уравнение в по­
следней цепочке содержит только потенциальную функцию r.p""• 
Заметим. что если все собственные значения матрицы А ра:з­
личны, то м<прица В в базисе hj может и~1сть как нижнюю, так 
и верхнюю треу го.г~ьную форму . Боле<:> того, для построения це­
почки потенциальных уравнений 11 щ•1ю•1ки граничных задач для 
них достаточно п1)1щпоJ1агать, что ~~атрицы А и В в некотором 
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базисе пространства С"' имеют одновременно верхнюю или ниж­
нюю треугольную форму. Цепочка потенциальных уравнений 
существенно унрощается, если пространство ст распадается на 
неµаз.rюжимые циклические инвариантные подпространства, ин­
вариантные как по отношению к матрице А, так и 110 отношению 
к матрице В. Это имеет место, например, если матрицы А и В 
коммутативны [15], r.1.VII. 
Утверждение теоремы 5 .1сrко переносится на случай, ко­
гда. рассматрина.ются вещественные решения системы ( 1) с ве­
щественными матрицами. 
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