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I. INTRODUCTION
Automated calibrated building energy models are important for making energy efficient residential and commercial buildings. The purpose of the Autotune project is to quickly modify the automated building models to match measured usage data such as utility bills, sub-meter, and sensor data. The workflow of this project takes input parameters and runs many EnergyPlus simulations on supercomputers. This robust and automated Autotune approach significantly reduces the cost of building energy models 1, 2, 5, 12 . By leveraging Titan's new NVIDIA Kepler K20 GPU on each node, the capability for massively parallel data processing 10 is leveraged to process sensitivity data while in memory and reduce the amount of data that must be written to disk. The size of the output data reduces from ~6 GB to ~100 MB with the Statistical summary of all one data type. This workflow shows the simulation process running on one node. Currently, the simulations are running on 8,192 nodes and has potential to run on 16,384 nodes.
A. Graphical Processing Units (GPUs)
GPUs are combinations of thousands of smaller but efficient many-core co-processors that have the capability to accelerate high performance computing. General-Purpose computing on Graphical Processing Units (GPGPU) allows algorithmic execution via many programming interfaces and can be used to accelerate many scientific and engineering applications. A traditional Central Processing Unit (CPU) often executes the serial portion of the program while the GPU calculates the parallel part of the application using the principle of same instruction on multiple data (SIMD). GPU computing is best for data-parallel computation, such as operations on matrices and vectors, where elements of the data set are independent of each other and can be computed simultaneously 9 . 
C. GPU Accelerated Libraries
Several open sources, high-performance, GPU-accelerated libraries are available for general purpose parallel computing and were evaluated in the context of sensitivity analysis for simulation data.
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CUDPP
CUDPP is an open source CUDA data parallel primitive library. It is compatible with NVIDIA CUDA 3.0 or better and requires cudatoolkit to be installed. It supports the CentOS Linux, Windows 7, and Mac OS X operating systems. It has an interface for the CUDA C/C++ programming language and the main algorithms include sort, stream compaction, scan, prefixsum, and parallel reduction 3 .
CUBLAS
CUBLAS is a library of CUDA basic linear algebra subroutines. It is a part of NVIDIA cudatoolkit and works with NVIDIA CUDA 4.0 or later. It supports Linux, Windows, and Mac OS X operating systems. It has an interface for the CUDA C/C++ programming language. It has all 152 standard basic linear algebra subroutines (BLAS). These routines include 3 levels of BLAS2 perform matrix-vector operations, and BLAS3 performs matrix-matrix operations. All three levels of functions perform min, max, sum, copy, dot product, norm (Euclidean norm of the vector), scal, swap, multiplication, and rank calculation operations 6 .
MAGMA
MAGMA is a library for matrix algebra on GPU and multicore architectures. MAGMA includes a CPU and GPU interface for BLAS routines. The CPU interface takes input and produce result in CPU memory, and GPU interface takes input and produce result in GPU memory. It has 80+ hybrid algorithms and total of 320+ routines for basic linear algebra routines 13 . 
II. METHOD
CUDA and the C programming language were used to write a program that generates a statistical summary of simulation output. The statistical summary includes sum, mean, and III. RESULTS The GPU statistical analysis takes ~6 minutes to generate the statistical summary of 256 simulation output files using one processor on one node. Figure 4 . GPU Statistical Analysis Time Division. As can be seen in Figure 3 , the time division of 6 minutes shows that it takes GPU analysis program to generate the statistical summary of all 256 simulation output files. 
