ABSTRACT Link prediction refers to predicting the likelihood of the existence of an unknown link or a future link based on the observed information. It plays an important role in complex network analysis. Classical similarity indices based on common neighbor nodes consider that each common neighbor has the same effect to the link likelihood. However, in real networks, the contribution of common neighbor nodes belonging to different communities may be different. This paper proposes a new link prediction algorithm with an adjustable parameter based on community information (CI). Applying the proposed algorithm to nine similarity indices, a family of CI-based indices, referred to as CI forms, is proposed. We empirically investigate the impact of the CI on the accuracy of link prediction with nine classical indices. The experiments on ten real-world networks show that, compared with tradition local indices, the proposed CI forms have better overall prediction performance. Furthermore, a parallelization algorithm is developed to apply the proposed CI-based link prediction algorithm to large-scale complex networks using Spark GraphX. The experiment results show that the proposed parallel algorithm significantly improves the computing efficiency of link prediction.
I. INTRODUCTION
Many social, biological, technological and information systems can be naturally described as networks, which represent the patterns of connections between the components of these systems. Complex networks have been used in many branches of science, such as statistical physics and molecular biology [1] , [2] . In the past decade, there has been a surge of interest in predicting the existence of a link (existed yet unknown or emerging) between two vertices in a network, based on the observed links [3] - [5] . How to improve the prediction accuracy and how to apply in large-scale networks are two major topics on the study of link prediction.
Many methods for link prediction have been proposed and applied to different fields. For example, link prediction methods are used to guide the laboratorial experiments in protein-protein interaction networks [6] , to recommend hidden friendships in online social networks (such as Facebook
The associate editor coordinating the review of this manuscript and approving it for publication was Kashif Munir. and twitter) [7] - [9] , and to recommend products to target users in online e-commerce web sites [10] , and even to detect spurious links in different networks under noisy environments [4] . On the other hand, Ma et al. developed methods on predicting links in dynamics networks by using the time series of data [11] , [12] . Zitnik et al. proposed a new graph convolutional neural network for multirelational link prediction in multimodal networks [13] .
Most of the existing algorithms or models for link prediction can be roughly classified into two types: the probabilistic models and the similarity-based algorithms. The probabilistic models usually require, in addition to the observed network structure, the information about vertex attributes, so they have higher time complexity that could be hard to apply in large-scale networks [14] . Similarity-based algorithms usually assign a score to every pair of vertices so as to quantify its existence likelihood, which are widely used because of their accuracy of prediction and their efficiency of calculation [15] . Similarity-based algorithms can be further divided into two classes: based on local information (i.e., local indices) and based on global information (global indices). Local indices are more efficient than global indices as for their lower computational complexity, while the accuracy of the former is lower than that of the latter [3] .
Considering that real-word networks are usually large-scale or even super large scale, many researchers focus on local indices which are easy to be implemented in large-scale networks and less time consuming. However, except the Adamic-Adar (AA) index and Resource Allocation (RA) index, the majority of classical local indices based on common neighbor nodes consider that each common neighbor has the same effect to the link likelihood, which limits the accuracy of these indices.
In the experiments on both synthetic and real-world networks, Feng et al. [16] found that the accuracy of similarity-based indices could be improved remarkably as the community structure of networks grows. Motivated by these results, many researchers have proposed various link prediction methods based on clustering or community information (CI) to improve the prediction accuracy [17] , [18] . Soundarajan and Hopcroft enhanced the Common Neighbors (CN) and RA indices to improve the prediction precision [19] . Valverde-Rebaza and Lopes [20] proposed a WIC method to improve the prediction accuracy using information from intra-cluster or within-cluster (W) and inter-cluster (IC) common neighbors, which presented that CI always makes sense no matter which clustering algorithms are used. Then, they applied the WIC method on Twitter, a directed asymmetric large-scale online social network [7] . Li et al. [21] developed a method based on the Preferential Attachment (PA) index and CI, which can improve the prediction accuracy by adjusting a parameter. Wang et al. [22] proposed a method based on intra-community (Intra-Com) information and RA index (ICRA), which has the best overall performance on ten real networks. Jeon and Kim [23] proposed a communityadaptable link prediction method to utilize the prior CI on the link evolvement in the work. However, most of these methods just considered the effect of Intra-Com common neighbors and ignored the other common neighbors.
In this paper, based on the assumption that Intra-Com common neighbors have more impact on prediction accuracy than others whereas all common neighbors should be considered, we investigate the effect of CI on link prediction. Firstly, we propose a new algorithm with an adjustable parameter based on CI. Applying the proposed algorithm to nine local similarity indices, a new family of CI-based indices, referred to as CI forms, is proposed to calculate the structural similarity of any pair of two nodes. Another contribution of this paper is the parallel implementation of link prediction algorithms. Since the conventional algorithms for community structure detection and link prediction are based on single system environment and matrix operations, they are not suitable for large-scale networks. The use of big data platforms for the parallelization of graph algorithms has gained attraction in the past few years [24] . A few parallel link prediction algorithms based on Hadoop have been proposed to process large-scale networks [25] . However, the majority of these algorithms are using MapReduce, which is not good at multi-job execution for read/write time consuming [26] . To improve the computing efficiency, we exploit a parallelization algorithm to apply the proposed CI-based local similarity indices into large-scale networks using Spark GraphX [27] .
The rest of the paper is organized as follows: Section 2 describes the preliminaries about link prediction, community detection, Spark and GraphX. Section 3 introduces the proposed CI-based link prediction algorithm and the CI forms of local indices. Section 4 presents the parallel implementation of BGLL algorithm and CI-based link prediction algorithms using GraphX on Spark. Section 5 shows the experimental results. Finally, Section 6 provides some conclusions and discusses the future work.
II. PRELIMINARIES
In this section, we firstly explain the link prediction problem and our goal. Then, we present the community detection which plays an important role in our proposed link prediction algorithm. We also introduce two tools for big data analytics and graph processing that will be used in our experiment, i.e., Spark and GraphX. Given a non-existent link (x, y) ∈E Non , where x, y ∈ V are a pair of disconnected vertices. We denote the set of common neighbors of vertices x, y by x,y = (x)∩ (y) where (x) denotes the set of neighbors of vertex x. Each non-existent link is assigned a score S x,y to quantify its existence likelihood by a link prediction algorithm, i.e., the score S x,y measures the similarity between vertices x and y. Thus, the likelihood of connecting vertices x, y is increasing as the increase of the score, and vice versa.
In order to test the accuracy of a link prediction algorithm, the links are randomly divided into two sets: the training set of observed links E T is treated as known information, and the probe set E P is used for testing. Clearly, E T ∪ E P = E and E T ∩ E P = ∅. Our goal is to propose an effective algorithm that makes the similarity scores of edges in E P larger than that of edges in E Non .
B. COMMUNITY DETECTION
Communities, also called clusters or modules, are groups of vertices which probably share common properties and/or play similar roles within the network. In FIGURE 3 a schematic example of a network with communities is shown.
Detecting communities has grown into a fundamental, and highly relevant problem in network science with multiple applications. First, it allows to unveil the existence of a non-trivial internal network organization at coarse grain level. This allows further to infer special relationships between the nodes that may not be easily accessible from direct empirical tests [28] . Second, it helps to better understand the properties of dynamic processes taking place in a network [29] .
Many community detection algorithms have been developed to uncover the mesoscopic properties of complex networks. Yang et al. [30] compared the results of eight different state-of-the-art community detection algorithms in terms of accuracy and computing time. Those algorithms are Edge betweenness, Fastgreedy, Infomap, Label propagation, Leading eigenvector, Multilevel (also called Louvain or BGLL algorithm), Walktrap, Spinglass algorithms. Their results indicate that by taking both accuracy and computing time into account, BGLL algorithm outperforms all the other algorithms on the set of benchmarks. In our previous work [22] , BGLL algorithm had also been proved to be the best of Fast Newman (FN), Label Propagation and BGLL algorithms. Thus, in this paper, BGLL algorithm is applied on real-world networks to obtain their community information for link prediction. A detailed introduction to BGLL algorithm is given in section 3.1.
C. SPARK
Apache Spark is an open-source in-memory data analytics cluster computing framework, developed in the AMP Lab at UC Berkeley [31] . As a MapReduce-like cluster computing engine, Spark also possesses good characteristics such as scalability, fault tolerance as MapReduce does.
Spark is well-suited to handling graph data for this reason: it stores data in the memory (RAM) of each computer in the cluster, in contrast to Hadoop, which stores data on the disk of each computer in the cluster. Whereas Hadoop can handle sequential access of data, Spark can handle the arbitrary access order needed by a graph system, which has to traverse graphs from one vertex to the next. The key to Spark's usefulness is that it provides an in-memory storage abstraction, called Resilient Distributed Dataset (RDD) [32] . RDDs allow the optional specification of a data partitioner, and the execution engine can exploit this to co-partition RDDs and co-schedule tasks to avoid data movements. RDDs are created by the Spark application (residing in the Spark Driver) via a Cluster Manager, as shown in FIGURE 2.
D. GraphX
GraphX is a graph processing system suited for massively parallel algorithms such as PageRank, recommender systems, shortest paths, community detection, link prediction and much more [33] . GraphX combines the advantages of both data-parallel and graph-parallel systems by efficiently VOLUME 7, 2019 expressing graph computation within the Spark data-parallel framework. At a high level, GraphX extends the Spark RDD by introducing a new Graph abstraction: a directed multigraph with properties attached to each vertex and edge [27] . Moreover, GraphX competes on performance with the fastest graph systems (e.g., GraphLab and Giraph) while retaining Spark's flexibility, fault tolerance, and ease of use.
Graphs can store various kinds of data: geospatial, social media, paper citation networks, and, of course, web page links. Property graph can illustrate the construction of a graph in GraphX, as well as Vertex table and Edge table. Vertex  table consists of vertex id (VID) and attributes (e.g., degree, community label); edge table consists of source vertex id (srcID), destination vertex id (dstID) and attributes (e.g., similarity score), as shown in FIGURE 4.
III. CI-BASED LINK PREDICTION
In this section, we firstly explain the main procedures of BGLL algorithm. Then, we present a similarity algorithm for link prediction using community information (CI). Based on that, a family of CI-based link prediction indices are proposed, derived from nine local indices.
A. THE BGLL ALGORITHM
The first problem in CI-based link prediction is to detect communities in a network. As mentioned above, we use the BGLL algorithm, which was introduced by Blondel et al. [34] , to accomplish this task. BGLL algorithm is a greedy method for optimizing the modularity with two phases. This method first assigns a different community to each node of the network, then a node is moved to the community of one of its neighbors with which it achieves the highest positive contribution to modularity. The above step is repeated for all nodes until no further improvement can be achieved. Then each community is considered as a single node on its own and the second step is repeated until there is only a single node left or when the modularity can't be increased in a single step.
Formally, given a network G, the communities in G are detected according to the following steps: 1) Initialization: assign a different community to each node of the initial network G, i.e. in this initial partition, for a given node x i , its community is C i .
2) Modularity optimization: for each given node x i , and for its all neighbors x j , evaluate the gain of modularity Q that would take place by removing x i from its community C i and by placing it in the community C j of x j , then the node x i is moved to the community for which this gain (only when this gain is positive) is maximum.
3) Community aggregation: consider each community C p as a single node x p and build a new network G new , the weights of edges between the new nodes x p and x q are given by the sum of the weight of the edges between in the two corresponding communities C p and C q , i.e.,w(x p , x q ) =
4) Repetition: repeat step 2 and 3 iteratively until no increase of modularity is possible and the number of meta-communities decreased at each step.
Note that BGLL algorithm offers a fair compromise between the estimation accuracy of the modularity maximum and computational complexity which is O(NlogN ) [35] .
B. CI-BASED SIMILARITY ALGORITHM
When a network G has been partitioned into m communities by the BGLL algorithm, we use C 1 , C 2 , . . . , C m (m > 1) to denote these community labels, and x C i to denote that vertex x ∈ V belongs to a unique community with label C i C i .
x,y denotes the set of common neighbors of vertex pair (x, y), defined by x,y = {z|z ∈ (x)∩ (y)}. Then, the set of intra-community common neighbors of (x, y) is defined by In x,y = {z|x C i , y C i , z C i } and Out x,y denotes the set of all common neighbors of (x, y) excluding In x,y . Clearly, x,y = In x,y ∪ Out x,y , and In x,y ∩ Out x,y = ∅. For example, there are two communities in the network, C 1 and C 2 , in FIGURE 3; vertex pair (3, 5) have 3 common neighbors, i.e., x,y = {2, 4, 6}, and In x,y = {2, 4}, Out x,y = {6}. As already mentioned above, different common neighbors may contribute differently to the link probability. Naturally, the intra-community common neighbors may have more impact on the relationship of then vertex pair. Thus, we can increase the weight of intra-community common neighbors in similarity indices, to improve the accuracy of link prediction. Then, a simple CI-based similarity algorithm is:
α is a weight parameter to regulate the proportion of In x,y
and Out x,y , and α ∈ [0, 1]. When α> 0.5, it indicates that the effect of intra-community common neighbors on the similarity between two nodes overweighs that of the other neighbors, otherwise it is not as good as others.
C. LOCAL SIMILARITY INDICES AND THEIR CI FORMS
Nine local similarity indices based on common neighbors are common used in link prediction, and a detailed survey has provided a description and comparison of them [3] . They are Common Neighbors (CN), Salton (Sal), Jaccard (Jac), Sørensen (Sor), Hub Promoted Index (HPI), Hub Depressed Index (HDI), Leicht-Holme-Newman Index (LHN), Adamic-Adar (AA), and Resource Allocation (RA).
Combining the similarity algorithm proposed above with a local index can generate a new link prediction algorithm. Different from these community-based link prediction methods [7] , [19] , [20] , [36] , we don't just apply the CI-based similarity algorithm (2) on a certain local index, but all nine local indices, and then develop a family of CI-based local similarity indices (i.e., the CI forms of these nine local similarity indices). TABLE 1 shows the local indices and their corresponding CI forms. When α = 0.5, the CI form of a local index is equivalent to the classical local indices. The ICRA index, proposed in our previous work [22] , is also used here for comparing with other indices.
IV. PARALLEL CI-BASED LINK PREDICTION
In this section, we introduce the method to parallel the BGLL algorithm and the proposed CI-based local similarity indices using Spark GraphX in order to perform community detection and link prediction in large-scale complex networks.
A. PARALLEL BGLL ALGORITHM
Here, we propose the parallel BGLL algorithm to generate communities in GraphX. The main pseudo code of parallel BGLL algorithm is shown in Algorithm 1. Note that the best community partition means the result of community detection when the modularity value is the highest.
In the original BGLL algorithm each vertex examines the communities of its neighbors and chooses a new community based on a function to maximize the calculated change in modularity. In the parallel version all vertices make this choice simultaneously rather than in sequentially, updating the graph status after each change. Because choices are made in parallel, some choices will be incorrect and will not maximize modularity. However, after repeated iterations, community choices become more stable and we obtain results that closely mirror the serial algorithm.
B. PARALLEL CI-BASED LINK PREDICTION
Traditional link prediction algorithms are performed serially and involve a large number of matrix operations. For large-scale networks, matrix operations take a long time and are even difficult to calculate (out of memory range). Although the matrix can be calculated after being divided into blocks, the efficiency is still not high. Thus, we further implement parallelization of link prediction on GraphX.
The main pseudo code of CI-based link prediction algorithm is shown in Algorithm 2. Lines 6-20 are parallel processing, and each vertex in this procedure sends and receives both vertex and community information during supersteps and the core step involves computing the similarity score for every predicted link.
Algorithm 2 Parallel CI-based Link Prediction
Require: EdgeList; Ensure: AUC;
for all x ∈ V do 8:
for all y ∈ V (x = y) do 11:
(x, y) ← Create an edge 12:
if (x, y) is not in ED T 
13:
ED Specifically, after using parallel BGLL algorithm to generate communities, we divide the edgeRDD into two part, the RDD of train edges (ED T ) and RDD of testing edges (ED P ). Then, we partition the graph into K processors and each processor conducts similarity computing for new edges that contains both testing links and non-existent links. There are four main supersteps during this parallel procedure, as shown in FIGURE 4. At superstep 1, every vertex sends its unique identifier and community label to all its neighbors. At superstep 2, each vertex receives the information from its neighbors and merges a message which contains its neighbor's list along with its own identifier, community label and degree (line 7-9), and then sends the message to all its neighbors. Meanwhile, we create a new edgeRDD (ED New ) to store those testing links and non-existing links and each edge has similarity attribute (line 10-15). At superstep 3, each vertex receives both vertex and community information regarding all the possible triads. A neighbor of neighbor information obtained through several paths implies that there exist many common neighbors between the current vertex and its neighbor of neighbor. At superstep 4, at each vertex x, the number of In x,y and Out x,y between it and its neighbor of neighbor y can be counted (line 18). Then, if (x, y) is an edge in ED New , their similarity score can be computed according to those indices in TABLE 1 (line 20). For the other edges in ED New , their similarity scores is 0 because there is no common neighbor between the two nodes of each edge. Finally, the AUC value is calculated on the root processor (line 21) and this step takes very little time to execute.
V. EXPERIMENTS AND RESULTS
This section presents our experiments to validate the proposed CI-based local indices on ten small real-world networks from different fields, and test the performance of our proposed parallel link prediction on five large-scale networks.
A. EXPERIMENT SETUP
To test the prediction accuracy of our method, we perform experiments using 10-fold cross validation, in which the set of observed links, E, is randomly divided into two parts in each round: the training set, E T , containing 90% of the links, and the testing set, E P , containing the remaining 10% of links. For each network, we use the training set to generate communities by BGLL algorithms. Then, all local indices and their CI forms and other baseline methods are used to calculate similarity scores of probe links and non-existent links. Finally, we use the AUC and the Precision to evaluate the prediction accuracy of these indices. In the AUC calculation process, we randomly select the comparing pairs (i.e., probe link and non-existent link), n = 10, 000 times. Moreover, each AUC is computed by averaging over 100 independent experiments. In the Precision calculation process, we set L = 0.15 × |E| where |E| is the number of links in a network.
B. DATASET
The real-world networks used to validate CI-based local indices are: (1) C.elegans (the neural network of C. elegans) [37] ; (2) Dolphins (a network of frequent associations between 62 dolphins) [38] ; (3) Football (a network of American football games between Division IA colleges) [39] ; (4) Karate (a social network of friendships from a karate club in Zachary) [37] ; (5) Metabolic (the metabolic network of C.elegans) [40] ; (6) Net Science (a social network of co-authorship between scientists) [41] ; (7) Political Blogs (a network of hyperlinks between weblogs on US politics) [42] ; (8) Power (a network representing the topology of the Western States Power Grid of the United States) [37] ; (9) USA Airports (a network of US air transportation system); (10) Yeast (a biology network of thousands of interactions between proteins) [43] . The detailed information about these datasets are described in TABLE 2. |V| and |E| are the number of vertices and links; <k> represents the average degree of the network; C is the clustering coefficient of network; Aver-PL denotes the average path length of network.
Moreover, to test the performance of the proposed parallel link prediction, we choose five large-scale datasets from different types of networks provided by Stanford Large Network Dataset Collection. Table 3 provide some detailed information about these large-scale datasets: (1) Ego-Facebook is consists of ''circles'' (or ''friends lists'') from Facebook [44] ; (2) Ca-AstroPh is a collaboration network that covers scientific collaborations between authors papers submitted to Astro Physics category [45] ; (3) Soc-Epinions1 is a whotrust-whom online social network of a general consumer review site Epinions.com [46] ; (4) Amazon0601 is a product co-purchasing network which is based on Customers Who Bought This Item Also Bought feature of the Amazon website [47] ; (5) Cit-Patents is a US Patent citation network from 1975 to 1999 [48] . In TABLE 3, D is the maximum undirected shortest path length (sampled over 1,000 random nodes), and 90-PED is the 90-th percentile of undirected shortest path length distribution (sampled over 1,000 random nodes).
C. EVALUATION METRICS
We apply the most commonly used metrics to quantify the accuracy of link prediction methods: Area Under the receiver operating characteristic Curve (AUC) and Precision.
Given the rank of the non-observed links, the AUC value can be viewed as the probability that a randomly chosen testing link (a link in E P ) is given a higher score than a randomly chosen non-existent link (a link in E Non ). Considering the computational complexity of large scale networks, we usually implement sampling experiments to calculate this value. If among n times independent experiments, there are n 1 times when the testing link has a higher score than the nonexistent link and n 2 times when they have the same score, the AUC value is given by:
If all the scores are generated from an independent and identical distribution, the accuracy should be about 0.5. Therefore, the degree to which the accuracy exceeds 0.5 indicates how much better the algorithm performs than pure chance.
The precision index is defined as follows. All non-observed links (E P and E Non ) are ranked based on their similarity scores determined by the algorithm. Top-L links from the non-observed are considered. If l testing links are within those top-L links (i.e., l links of top-L links are in E P ), then the precision is defined as l/L. Higher precision indicates higher prediction accuracy.
D. PERFORMANCE ON SMALL NETWORKS
In this analysis, we first compare against nine benchmark local indices as described in TABLE 1. We further compare against the community-based algorithms, i.e., using only within-cluster common neighbors (W forms) [20] , WIC [7] and Intra-Com based RA (ICRA) [22] . Then, we compare against three state-of-the-art methods, i.e., preferential attachment (PA) [49] , local neighbors link (LNL) [50] and local affinity structure (LAS) [51] .
To see how intra-community common neighbors make sense, we implement experiments from α = 0 to α = 1 for each local index and its CI forms. In particular, when α = 0.5, the CI forms are equal to the classical local indices. Generally, when the α increases from 0 to 1, it can be seen that the AUC first rises dramatically and then slows down, finally drops. Take the CN-CI and RA-CI for example (see Figure 5 and Figure 6 ), this trend is obvious amongst the majority of ten networks. When α = 0, the AUC is typically the lowest in each network, meaning that the prediction effect is the worst without considering Intra-Com common neighbors. Then, the AUC increases sharply as α from 0 to 0.5, while the difference between CN-CI and RA-CI is that the AUC of former rises faster than that of latter. Among the majority of the ten networks, the AUC of CN-CI is close to the highest value as α exceeds 0.1, whereas the AUC of RA-CI approaches the maximum value when α is higher than 0.4. Furthermore, when α ∈ (0.5, 0.9), both CN-CI and RA-CI have the best prediction accuracy on all of the ten real networks. Especially, for the RA-CI, there is a significant improvement on AUC when α > 0.5 comparing with α < 0.5.
However, when α = 1, the prediction performance of CN-CI and RA-CI become much worse than their prototypes (i.e., when α = 0.5). This is mainly because all ''other'' inter-community common neighbors are not considered during the link prediction process and therefore some important information is missing.
Results of other CI forms are fairly similar to those of CN-CI and RA-CI, which means that intra-community common neighbors have more impact on link prediction than other common neighbors. All in all, it is valuable to distinguish intra-community common neighbors from others and quantify their roles in link prediction. TABLE 4 summarizes the prediction accuracy results, measured by AUC on ten small real networks. The highest AUC on one network is in bold. The present results of each CI-based local index are obtained under the optimal parameter α ∈ (0, 1) subject to the highest AUC on every network. Firstly, almost all CI forms have better prediction performance than their prototype on the ten networks, which further confirms the conclusion mentioned above. In particular, the extent of improvement is obvious among Karate and Metabolic, which may be related to their topological features. Secondly, all CI forms have better prediction performance than corresponding W forms on the ten networks. This is because the W forms is only a special case of the CI forms when α = 1. Moreover, all W forms have much worse prediction performance than their prototype on nine of the ten networks except the Karate. Thirdly, the CI forms outperform some state-of-the-art methods, i.e., ICRA, PA, LAL, and LAS, as they have the highest AUC on seven networks, while the ICRA on the Karate and LNL on the other two networks, i.e. C.elegans and PB. PA and LAS are the two worst of these indices, probably because they do not highlight the role of the common neighbors.
In addition, TABLE 5 summarizes the prediction accuracy results, measured by Precision on the ten small real networks. It can be seen that the CI forms have the highest Precision on the nine networks, especially CN-CI has achieved the best results on five of them. Furthermore, almost all CI forms have better prediction performance than their prototypes and W forms on the ten networks. Among all the CI forms, CN-CI and RA-CI are the two best indices and their prediction performances are generally better than WIC, ICRA, and LNL. PA and LAS are still the two worst of these indices. In summary, CI-based local indices are empirically proved to be an effective method for link prediction.
E. PERFORMANCE ON LARGE-SCALE NETWORKS
The experiments are performed on a 4-node Spark cluster. Every computer node has the same hardware: 8 Intel Cores with i5-4440M 3.1GHz processor, 32GB memory and 2TB disk. Spark version is 1.6, and GraphX version is 1.2.
We implemented the parallel CI-based link prediction in the five large-scale networks shown in TABLE 3. The number of vertices of these networks ranges from thousands to millions, meanwhile the number of edges of that range from tens of thousands to tens of millions. We partition every network into K groups according to the number of processors in our Spark cluster (the maximum is 32).
Considering that CN, RA and their CI-forms and LNL have the better performance in link prediction, we conducted series of experiments using the six indices, i.e., CN, CN-CI, RA, RA-CI, ICRA and LNL. TABLE 6 summarizes the prediction accuracy results of six indices on five large-scale networks. The results of each local index are obtained under the optimal parameter α ∈ (0, 1) subject to the highest AUC on every network. It can be seen that CN-CI and RA-CI outperform CN and RA respectively, and they have the best prediction accuracy on three of the five large networks. As with the results on the small networks, the CI-forms indices are better than the original indices and other state-of-the-art methods. FIGURE 7 shows the execution time of the parallel CI-based link prediction in Spark cluster using GraphX. The X-axis is the dataset ID, Y-axis is the execution time (in seconds), and the bar is the execution time of RA-CI algorithm with different K on different networks. Note that when the number of parallel parameter K = 1, it is not equivalent to traditional link prediction because the traditional algorithm uses matrix operations to calculate similarity which is time consuming. For example, the execution time on the PB network (the number of edges is no more than 20,000) exceeds one day with traditional algorithm. As shown in FIGURE 7, the execution time of the CI-based link prediction ranges from a few seconds to a few hundred seconds, and it increases approximately linearly with the growth of datasets. Meanwhile, the execution time decreases VOLUME 7, 2019 with the increasing of parallel parameter K , which is more obvious on the larger datasets. For all datasets, the execution times at K = 8 are reduced by less than 50% from those at K = 1. However, when the number of processors exceeds 8, the speed of execution time reduction slows down.
In general, these results imply that the parallel CI-based link prediction algorithm has a huge advantage over the traditional algorithm, and the advantage increases more as the parallelism grows. Of course, the number of parallel processors to choose depends on the data size. When the number of processors exceeds a certain number, the efficiency improvement is not so obvious.
VI. CONCLUSION
In summary, this paper proposes a family of link prediction indices based on community information (CI), in which the role of intra-community common neighbors is reinforced. We empirically investigate the impact of the CI on the accuracy of link prediction with nine classical indices. Experiments on ten real-world networks show that, the prediction accuracy is improved with the increase of CI proportion, and it becomes poor when only considering the intra-community common neighbors or the others. Furthermore, compared with nine local similarity indices, their counterpart CI forms have better overall prediction performance. The other contribution of the research is the proposed parallel CI-based link prediction algorithm, which includes the parallel BGLL algorithm. Experiments on five large-scale networks show that our proposed parallelization algorithm remarkably enhances the computing efficiency of link prediction. Moreover, this parallelization framework makes it possible to study link prediction in a much larger scale networks than was previously possible.
Despite the contributions, the research has several limitations. Although all CI-based indices have better performance than the classical local indices, there are some differences between the performances of these indices where we did not make discussions. Besides, we did not consider the overlapping community structure in which the overlapping nodes may have potentially significant value. It is a topic that will be investigated in our future work. Finally, we mainly applied CI forms to static networks in this paper, generalizing the proposed approach to dynamic networks is also our future research direction.
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