Context. The publication of the Gaia Data Release 2 (Gaia DR2) opens a new era in Astronomy. It includes precise astrometric data (positions, proper motions and parallaxes) for more than 1.3 billion sources, mostly stars. To analyse such a vast amount of new data, the use of data mining techniques and machine learning algorithms are mandatory. Aims. The search for Open Clusters, groups of stars that were born and move together, located in the disk, is a great example for the application of these techniques. Our aim is to develop a method to automatically explore the data space, requiring minimal manual intervention. Methods. We explore the performance of a density based clustering algorithm, DBSCAN, to find clusters in the data together with a supervised learning method such as an Artificial Neural Network (ANN) to automatically distinguish between real Open Clusters and statistical clusters. Results. The development and implementation of this method to a 5-Dimensional space (l, b, , µ α * , µ δ ) to the Tycho-Gaia Astrometric Solution (TGAS) data, and a posterior validation using Gaia DR2 data, lead to the proposal of a set of new nearby Open Clusters. Conclusions. We have developed a method to find OCs in astrometric data, designed to be applied to the full Gaia DR2 archive.
Introduction
The volume of data in the astronomical catalogues is continuously increasing with time, and thus its analysis is becoming a highly complex task. In this context, the Gaia mission, with the publication of its first data release (Gaia DR1 Gaia Collaboration et al. 2016) containing positions for more than one billion sources, opened a new era in Astronomy. But in spite of this large number of stars, full 5-parameter astrometric data, i.e. positions, parallax and proper motions (α, δ, , µ α * , µ δ ) are available only for a relatively small subset. This subset is the Tycho-Gaia Astrometric Solution (TGAS Lindegren et al. 2016; Michalik et al. 2015) and it provides a good starting point to devise and test scientific analysis tools in preparation for the larger releases, and in particular for the just published second Gaia data release (Gaia DR2 Gaia Collaboration et al. 2018) . In Gaia DR2 precise 5-parameter astrometric data for more than 1.3 billion stars are available, together with three band photometry. The analysis of such a vast amount of data is simply not possible with the usual techniques that require a manual supervision, and has to rely on the use of data mining techniques and machine learning algorithms. In this paper we develop a set of such techniques, allowing an automatic exploration of the data space for the detection of open clusters, we apply them to TGAS and we check the validity of the results with the DR2 data, in preparation for its application to the full dataset.
The analysis tools developed in this paper are designed for the automated detection of open clusters (OC) . According to the current accepted scenarios of star formation, most of the stars are born in groups from giant molecular clouds (see for instance Lada et al. 1993) . Such groups, of up to few thousand stars, can lose members or even completely dissolve due to internal and close external encounters with stars and gas clouds in their orbits in the Galactic disc. Open clusters being the fundamental building blocks of galaxies are key objects for several astrophysical aspects. To cite some: (a) very young OCs are informative of the star formation mechanism (the fragmentation of the gas clouds, the time sequence of formation, the IMF), (b) young OCs trace the star forming regions (young clusters are seen near their birth place), (c) the evaporation of OCs stars into the field stellar population (by studying the internal kinematics, the mass segregations), (d) intermediate and old OCs allow studying the chemical enrichment of the galactic disc because the more precise determination of ages than for field stars (gradients with galactocentric distance and age can be analysed), (e) the stellar structure and evolution (colour magnitude diagrams CMDs provide empirical isochrones to compare with the theoretical models). The most updated and complete compilations of known OCs are those in Dias et al. (2002) and Kharchenko et al. (2013) 1 . Both lists are internally homogeneous in their determination of mean proper motions, distances, reddening and ages, but there is no full agreement between them on which group of stars is considered a cluster or an asterism. In total there are about 2500 known OCs, most of them detected as stellar overdensities in the sky and confirmed through proper motions and/or CMDs. About 50% of the OCs in these samples are closer than 2 kpc and about 90% are closer than 5 kpc. Certainly, our knowledge of OCs beyond 1 − 2 kpc is rather incomplete because the decreasing angular size and luminosity of the clusters with distance and because the obscuration by the interstellar dust. Froebrich (2017) identified 125 compact (distant) and so far unknown OCs using deep high resolution near infrared surveys, again by identifying overdensities in the spatial distribution confirmed as OC by using CMDs.
The just released Gaia DR2 provides an ideal dataset for the detection of so far unknown OCs. Identifying clustering of objects in a multidimensional space (positions, proper motions, parallaxes and photometry) allows for a much more efficient detection of these objects than just in the usual two-dimensional (sky positions) approach. With this purpose in mind we have devised a method to systematically search for OCs in Gaia data in an automatic way and we have, as an initial validation step, applied it to the TGAS subset of Gaia DR1 (Gaia Collaboration et al. 2016) . Although the 2 million stars in TGAS have a relative bright limiting magnitude of ∼ 12, the inclusion of the proper motions and parallaxes allows us to detect sparse or poorly populated clusters that have been so far gone undetected in the solar neighbourhood 2 . Basically, the inclusion of additional dimensions and the better precision of the data increases the statistical significance of the overdensities. These overdensities are detected using a density based clustering algorithm named DBSCAN (Ester et al. 1996) , which has been previously used to find spatial overdensities (Caballero & Dinis 2008) or cluster membership determination (Gao et al. 2014 (Gao et al. , 2017 . They are subjected to a confirmation step using a classification algorithm based on an Artificial Neural Network (Hinton 1989 ) to recognize isochrone patterns on CMDs. The so detected candidate OCs are finally validated by hand using Gaia DR2 (Gaia Collaboration et al. 2018 ) photometric data, in order to confirm the validity of the methodology in view of its application to the full Gaia DR2 archive in an upcoming paper. This paper is organized as follows: in Sect. 2 we describe the clustering algorithm used. In Sect. 3 we optimize the choice of the values of the algorithm parameters by applying it to a simulated dataset. In Sect. 2.3 the neural network classification algorithm used to discriminate between real OC and detections due to random noise is described. In Sect. 4 we discuss the results of the method when applied to the TGAS dataset, materialized in a list of 31 OC candidates. Finally, these candidates are manually validated using Gaia DR2 photometric data in Sect. 5, allowing to confirm most of them. Conclusions are presented in Sect. 6.
Methods
The methodology used in order to identify groups of stars as possible new OCs is sketched in Fig. 1 . Starting from the whole TGAS catalogue and after applying a preprocessing step (see Sect. 2.1), an unsupervised clustering algorithm named DB-SCAN 3 detects statistical clusters (see Sect. 2.2) in the data. After removing the OCs already catalogued in MWSC, an Artificial Neural Network 3 is applied to automate the distinction between statistical clusters and physical OCs, based on a CMD built using the photometric data from the 2MASS catalogue.
2 for instance Röser, Siegfried et al. (2016) discovered nine OCs within 500 pc from the Sun based of proper motion analysis using a combination of Tycho-2 and URAT1 catalogues. So, the existence of still undiscovered nearby OCs cannot be discarded. 3 Algorithm from the scikit-learn python package (Pedregosa et al. 2011) . 
Preprocessing
Most of the catalogued Open Clusters are found in the Galactic disk (|b| < 20 deg), e.g. 96% of the clusters from Dias catalogue (Dias et al. 2002) and 94% from the MWSC (Kharchenko et al. 2013) lie in that region. So, we explore the Milky Way disk scanning all longitudes in the region ±20 deg in latitude. In addition, we remove stars with extreme proper motions and large or negative parallaxes. This helps in the determination of the DBSCAN parameter (see Sect. 2.2) with almost no loss of generality because these conditions would make any OC easily detectable. The values to consider a star as rejectable for the algorithm are |µ α * |, |µ δ | > 30 mas · yr −1 , < 0 mas and > 7 mas.
The resulting sky area of study is further divided into smaller regions, rectangles of size L deg, where the clustering algorithm is going to be applied. The reason of this division is twofold. On one hand, it saves computational time because the volume of the data in the region is much smaller. On the other hand, the DBSCAN algorithm needs a starting point to define an averaged density of stars in the region; with smaller regions this average is more representative than if we take the whole sky, where the density can significantly vary from one region to another. Once we have the sky divided in rectangles, to avoid the redundant detection of split clusters that might be spread in more than one of these regions or may be in the intersection of two regions, any cluster found with at least one star on the edge of the rectangle will be rejected. To deal with the border conflicts the rectangles are shifted L/3 and 2L/3 and the algorithm is run one more time for each shift. During these shifts, the algorithm explores regions where |b| > 20 deg, so clusters in that region might appear. Then the clusters found in the second or third run are only taken into account if none of its members is on any cluster of the previous runs; in this way we ensure that no clusters are missed or detected more than once because they are on the borders of the regions .
The last step in the preprocessing is the scaling of the star parameters used by DBSCAN. The algorithm makes use of the distance between sources in the N-dimensional space to define if the stars are clustered or not. Because there is no dimension preferred in the 5-D parameter space (l, b, , µ α * , µ δ ), we stan-dardize the parameters (rescale them to mean zero and variance one) so their weights in the process are equalized.
DBSCAN
Once the region of the search is defined and the average distance between stars in the parameter space is determined, an automatic search for groups of stars that form an overdensity in the 5-D space is started.
The clustering algorithm DBSCAN (Ester et al. 1996 ) is a density based algorithm that makes use of the notion of distance between two sources in the data to define a set of nearby points as a cluster; it has the advantage over other methods of being able to find arbitrary shaped clusters. An OC naturally falls in this description: they are groups of stars with common origin, so they share a common location (l, b, ) and motion (µ α * , µ δ ). The TGAS (Lindegren et al. 2016) data set contains precise information for these five parameters, so one can define the distance between two stars (i and j) as
The choice of this euclidean distance is due to its simplicity, although a distance with specific weights on the different parameters in order to optimize the search for different kind of clusters (rich or poor, sparse or compact, etc) or to take into account the uncertainities of each value could be investigated. Notice also that the distance is calculated with the standardized values of these parameters. The definition of a DBSCAN cluster depends on two paramters: and minPts. A hypersphere of radius is built centered on each source, and if the number of sources that fall inside the hypersphere is greater or equal than the pre-set minPts the points are considered to be clustered. This definition of cluster allows to make the distinction between three types of sources in the data set: i) core points: sources that have a number of neighbours (within the hypersphere of radius ) greater or equal than minPts, ii) members: sources that don't have these neighbours in their hyperspheres but they fall in the hypersphere of a core point, and iii) field stars: sources than do not fulfil any of the two previous conditions. For an intuitive 2-Dimensional description of a cluster in DBSCAN see Fig. 2 .
Determination of the and minPts parameters
Therefore the DBSCAN algorithm depends only on two parameters, the minimum number of sources (minPts) to consider that a cluster exists and the radius ( ) of the hypersphere where to search for these minPts sources. In order to determine the optimum value of minPts for OC detection the algorithm is tested with a simulated sample and a set of the values that perform best is chosen (see Sect. 3). In particular, the determination of is crucial for the efficiency of the detection, and the selected values can affect the number and shape of the clusters found.
Aiming to reduce the free input parameters we have implemented an automated determination of the value that best fits the data on a given region. Since a cluster is a concentration of stars in the parameter space, the distance of each star belonging to a cluster to its k th nearest neighbour should be smaller than the average distance between stars belonging to the field (Fig. 3) . Our determination of , taking advantage of this fact, is as follows: Fig. 2 : Schematic representation of a DBSCAN cluster with minPts= 3. Points in green represent core points, each point has minPts points in its (green solid) hypersphere. The blue triangle represents a member point, it doesn't have minPts in its (blue dashed) hypersphere but it is reached by a core point. The red square represents a field star, it does not have any other point in its (red dash-dot) hypersphere. All the hyperspheres have radius equal to .
-Compute the k th Nearest Neighbour Distance (kNND) histogram for each region and store its minimum as kNN . -Generate a new random sample, of the same number of stars, according to the distribution of each astrometric parameter estimated using a Gaussian kernel density estimator. Then, compute the kNND histogram for these stars and store the minimum value as rand . Since we are generating random samples, the minimum number of the kNND distribution will vary at each realization, in order to minimize this efect we store as rand the average over 30 repetitions of this step. -Finally, to get the most concentrated stars and minimize the contamination from field stars, the choice of the parameter is = ( kNN + rand )/2. Figure 3 shows a real distribution of 7 th -NND around the cluster NGC6633 (in blue) together with a random resampled 7 th -NND histogram (in orange) with the choice of in that region (red line), the peak belonging to the cluster is well separated from field stars through . In addition it shows the histogram of distances to the 7 th neighbour of each star in the NGC6633 cluster (in green), where the members are taken from Gaia Collaboration et al. (2017) .
The choice of the value for k has to be related to the expected members of the cluster. Here, since minPts determines the minimum members of a cluster, the value for k is set to k = minPts−1. Two free parameters (L, minPts) are left to be optimized using simulations (see Sect. 3).
Identification of Open Clusters
At this point, when DBSCAN has found a list of candidate OCs, the method needs to be refined to distinguish real OCs from the statistical clusters (random accumulation of points). be a good approach (Bishop 1995; Duda et al. 2000) . Similar problems, such as the identification of Globular Clusters (Brescia et al. 2012), or a selection for QSO (Yèche, Ch. et al. 2010) were also faced using a multilayer perceptron.
Artificial Neural Networks
Artificial Neural Networks are computing models that try to mimic how a biological brain works. In particular, the multilayer perceptron consists in a set of at least three layers of nodes (neurons) capable to classify a given input feature vector into the class it belongs. Figure 4 shows an schematic representation of a multilayer perceptron with one hidden layer. The left most (input) layer represents the set of input features {x 1 , x 2 , . . . , x n }. This is followed by the hidden layer, where each hidden neuron (labeled as h i ) weights the recieved input from the previous layer as v i = ω i1 x 1 + ω i2 x 2 + . . . + ω in x n , and responds according to an activation function, in our case we use an hyperbolic tangent activation function
which is then passed to the output layer that performs the classification.
Data Preparation
Artificial Neural Networks are supervised classification algorithms, they require a pre-classified learning sample for its training. In our case the data used to train the model are the Open Clusters taken from Gaia Collaboration et al. (2017) . These clusters are well-characterized, having a reasonable number of members and showing clear isochrones in the CMD, that are the target of our pattern-recognition algorithm. Furthermore, they have the same astrometric uncertainties that our data so they are representative of our problem. In order to train the model, and to increase the size of the training set, several subsets of these OC member stars are randomly selected and plotted in a CMD to serve as patterns. Moreover, CMDs that do not correspond to clusters are needed too, as examples of negatives for the training. In this case we inspect the output from DBSCAN (for pairs of (L, minPts) that were not used in the detection step) and select sets of clusterized stars not following any isochrone. Figure 5 shows two examples of training data for the model. The upper plot corresponds to members of the Coma Berenices cluster listed in Gaia Collaboration et al. (2017) . The members are randomly chosen to form a set of 10 sub-clusters, each one with characteristics similar to those found by DBSCAN. The CMD of these sub-clusters is then converted to a density map, so the value of each pixel can be used as the input of the ANN. A density map of one of these sub-clusters is shown in the upper plot. The lower plot corresponds to non-clusters for the training on negative identifications.
Performance of the classification
The ANN classificator is trained with a total of 296 images, containing a balanced relation between CMDs from true (real) OCs and CMDs from field stars. For performance estimation purposes this whole set is divided into a training and a test set, with 67% and 33% of the images each. The test CMDs are classified with a precision of a 97.95% to the right class (OC or field stars). Even though the model is then trained with all the 296 CMDs, the precision reached in the test set is only an estimation of the upper limit because the ANN has learnt from the OCs in Gaia DR1 listed in Gaia Collaboration et al. (2017) . The detection of new OCs is then limited to have the same characteristics than those on Gaia Collaboration et al. (2017), where there are a total of 19 nearby OCs with ages ranging from 40 to 850 Myr, and no significant differential extinction. A larger and wider, in terms of characteristics of the OCs, training set needs to be built in order to apply the method to the Gaia DR2 data.
Simulations
A simulation of TGAS-like data is used to test the clustering method and set the optimal parameters to detect as many clusters as possible with a minimum of false positives.
The simulation consists, as described in Arenou et al. (2017) , in astrometric data from Tycho-2 stars taken as nominal where errors coming from the AGIS solution have been added. The proper motions used for the simulation are those from Tycho-2; to avoid their dispersion to spuriously increase when adding the TGAS errors they were "deconvolved" using Eq. 10 from Arenou & Luri (1999) . In the case of the parallaxes, for nearby stars the simulated value is a weighted average of "deconvolved" Hipparcos parallaxes, while for the more distant stars it is taken from the photometric parallax in the Pickles & Depagne (2011) catalogue. The simulation of the TGAS-like errors follows the description from Michalik et al. (2015) , which is based on the algorithms from Lindegren et al. (2012) . In short, this dataset is very representative of the real TGAS dataset that we will use both in terms of its distribution of parameters (taken from Tycho) and its astrometric errors (generated to be as close as possible to the TGAS ones).
The OCs are added to this dataset a posteriori, simulated using the Gaia Object Generator (GOG Luri, X. et al. 2014 ) (see details of how they are simulated in Roelens 2013). For each cluster, the stars with G > 12 are filtered out because the limiting magnitude in TGAS. Moreover, the simulation provides true values for the astrometric parameters to which observational errors are added. Using the uncertainties published in the TGAS catalogue, a normal random number is drawn centred in the true value, to compute the observed quantities.
Choice of the parameters
The selection to find the best parameters to run the algorithm is made in terms of noise and efficiency. Their definition, in terms of true positive rate (tp), false positive rate (fp) and false negative rate (fn), is fp/tp for noise and fn/tp for the efficiency.
In order to find the pairs of parameters that best perform, the algorithm was run over several pairs of (L, minPts). The sweep over this parameter space allowed us to select the set of pairs of parameters that are less contaminated by spurious clusters. Figure 6 shows the performance of each pair of (L, minPts), for the investigated pairs. The reddest pixel represents the best performing pairs of parameters while the bluest pixels represent the worst performing pairs. In the best case, with noise around ∼ 0.25, we are introducing 1 spurious cluster in the detection every 4 real clusters, while in the worst case we have a noise around 0.5; and for efficiency ∼ 0.3, we don't detect one out of four real clusters. The selection was made trying to find a balance between noise and efficiency, the black box in Fig. 6 represents the selected pairs of (L, minPts), which are L ∈ [12, 16] and minPts ∈ [5, 9].
Results
The whole method is run over the TGAS data to obtain a list of OC candidates. First, the DBSCAN algorithm is applied to the preselected data (see Sect. 2.1) with the optimal values for the parameters L = {12, 13, 14, 15, 16} and minPts = {5, 6, 7, 8, 9}. This results in a list of clusterized stars, including real clusters already catalogued, non-catalogued possible clusters and noise. The clusters which are already catalogued, although they are useful to verify that the algorithm is capable of finding real clusters, are discarded (see Fig. 1 ). To do this, all the clusters found by DBSCAN whose centre lies within a box of 2 deg × 2 deg centred in a cluster present in the MWSC catalogue are discarded. In this way we ensure a list composed only of new cluster candidates. Röser, Siegfried et al. (2016) published a list of nine nearby open clusters using proper motions from a combination of Tycho-2 with URAT1 catalogues. We did not include these clusters in the cross-match with known clusters step in order to use them as a check of the method.
The classification of these clusters into probable OC candidates and statistical clusters is done with the ANN algorithm. The model is trained with CMDs from real clusters (see Sect. 2.3.2) with the phometric data from 2MASS and TGAS, and it is capable to identify isochrone patterns in CMDs. The isochrone patterns identified by the ANN model are based on those of the OCs listed in Gaia Collaboration et al. (2017) . Only the clusters found to follow an isochrone with a confidence level higher than 90% are selected. Table 1 lists 31 Open Cluster candidates resulting from the application of the above described algorithms. We include the mean sky position, proper motions and parallaxes of the identified members. We do not provide uncertainties because the data has been superseeded by Gaia DR2. Because the method is run over 25 different pairs of parameters (L, minPts), the final list is sorted by the number of appearances of the clusters in the different pairs of parameters. The value N found indicates how many times the cluster has been found for the used pairs of (L, minPts).
Open Cluster Candidates
As mentioned above, we did not include the OCs in Röser, Siegfried et al. (2016) in the list of previously known clusters and therefore we expect some overlap with our candidates. This is the case of our UBC1 and UBC12, which are RSG4 and RSG3, respectively. Of the other seven clusters, RSG2 was not found possibly because its high galactic latitude and its high µ δ mean, which is −29.54 mas · yr −1 . Because our preprocessing removes stars with |µ α * |, |µ δ | > 30 mas · yr −1 (see Sect. 2.1) and due to the proper motion uncertainties in the TGAS catalogue, we may lose part of the members and, so, the algorithm does not consider the surviving members as a cluster. On the other hand, the criterium to match our candidates with the list of known OCs is purely positional (within a box of 2 deg × 2 deg). We do not impose a match in proper motions and/or parallaxes because the large differences between the values quoted in MWSC and Dias et al. (2002) , which makes us doubt about the reliability of some values. This criterion discards candidate clusters that are in the vicinity of know clusters. And, this is the case of RSG1, RSG5, RSG6, RSG7, RSG8 and RSG9. Our candidate list is therefore not complete, specially at very low latitudes where the density of known clusters increases. UBC7 shares proper motions and parallax with Collinder 135. It is located at 2.3 deg of the quoted Collinder 135 center and for this reason it is not matched in our step to discard already known clusters. Figure 7 shows a cone search of 10 deg centred in UBC7 where a pattern in the data is clearly visible. This pattern is an artefact of the Gaia scanning law in the 14 months mission of Gaia DR1. UBC7 is located where two stripes cross and this, together with the fact that their stars also share parallaxes and proper motions, leads to its detection as a separate cluster. This is an indication that the inhomogeneities in the sky coverage of TGAS data might lead to the detection of spurious clusters. Collinder 135 is not detected by DBSCAN because their members lie in a region not well covered by the observations, they are more spread than UBC7 and they are not recognized as a group. It can happen that Collinder 135 is larger than quoted in the literature and includes UBC7.
Validation using Gaia DR2
Gaia DR2 provides an excellent set of data for the confirmation of our candidate members because of the improved precision of the astrometric parameters, the availability of those parameters for the stars down to ∼ 21 mag and the availability of precise G, G BP and G RP photometry.
In order to validate each cluster, we run again our method in a set of DR2 objects selected in a region around its centre (a cone search of 1 or 2 deg depending on the mean parallax of the cluster). The determination of the parameter for DBSCAN is now more complicated due to the higher density of stars in the Gaia DR2 data, reaching in some studied cases ∼ 150 000 stars in that region. Because our goal here is just to validate the already found candidates (not detecting new OCs) and thus validate our method, we apply a set of cuts in the data. These cuts are mainly in magnitude and parallax to increase the contrast between the cluster and field populations, to avoid large uncertainties, and to discard distant stars (being our candidates detected with TGAS data, the clusters are necessarily nearby, see Fig. 8 ). Figure 9 shows an example of UBC1 in the TGAS (top panels) and Gaia DR2 (bottom panels) data. Left plots show the spatial distribution of the member stars found in each data set, in the TGAS case it shows a squared area of 10 deg × 10 deg whilst in Gaia DR2 it is a cone search of 2 deg. The middle plots show the members in the proper motion space and we can see that in Gaia DR2 data the stars are more compact. The major difference is in the rightmost plots where a CMD is shown for both cases, one using photometry from 2MASS (top) and one using only Table 1 : List of the 31 Open Cluster candidates. The parameters are the mean of the members found with TGAS. N found refers to the times each cluster has been found within the explored parameters (L, minPts). UBC stands for University of Barcelona Cluster. Röser, Siegfried et al. (2016) Gaia data (bottom). The much better quality of the Gaia photometric data (both plots share the same stars for G ≤ 12) allow us to see much clearly the isochrone pattern that the member stars follow.
We are able to re-detect, and thus confirm, a high percentage of the listed OCs using DBSCAN in a region around the cluster. Table 2 lists the confirmed OCs. The clusters that we consider as confirmed are those who share most of the stars with those previously found in TGAS. See plots similar to Fig. 9 in Appendix A for all the OCs. Gaia DR2 includes mean radial velocities for stars brighter than 12 mag. In Table 2 we include the mean radial velocity for the OCs derived from the identified members.
The non-confirmed clusters are UBC15, UBC16, UBC18, UBC22, UBC23, UBC24, UBC25, UBC28, UBC29 and UBC30. They are all in the second half of Table 1 , which means the less frequently found (N found < 5) within the explored parameters (L, minPts). The criteria followed in order to sort the list of candidates is reasonable; a 100% of the clusters with N found ≥ 5 are confirmed, while for N found < 5 has a 59% of confirmation. As a whole, we are able to confirm ∼ 70% of the proposed candidates; this is within the expected performance limits obtained in the simulations, where we have around 25% and 50% in terms of noise (see Sect. 3).
Comments on some of the confirmed clusters
The confirmed OCs are distributed on the Galactic disk, and they tend to be at galactic latitudes |b| > 5 deg. Figure 10 shows the distribution of the found OCs together with the ones listed in MWSC. They are also nearby compared to those in MWSC (see Fig. 8 ), most of them within 1 kpc with the exception of UBC3, UBC6 and UBC27 which are detected with parallax of value 0.58 ± 0.04 mas, 0.67 ± 0.01 mas and 0.88 ± 0.03 mas, respectively.
UBC1 and UBC12
As mentioned in Sect. 4.1, UBC1 and UBC12 are RSG4 and RSG3, respectively, in Röser, Siegfried et al. (2016) . They are located at about 330 and 430 pc, respectively. There is a rather good agreement in the proper motions of RSG3. On the contrary, for RSG4 the values are significant discrepant at the level of 12σ. Table 2 : List of the confirmed Open Clusters. The parameters are the mean (and standard deviation) of the members found with Gaia DR2. We also include radial velocity for those stars available. N refers to the number of members found (and members to compute mean radial velocity).
[ mas] Cone search of 10 deg centred in UBC7 in the TGAS data with more than 120 photometric observations. Blue dots represent members of UBC7. The red, yellow and green circles represent the r 0 , r 1 and r 2 radius in the MWSC catalogue for Collinder 135. The black box is the 2 deg × 2 deg zone where all candidate clusters are considered as known clusters. The visible stripes on the data are due to the Gaia scanning law.
UBC3
UBC3 is also a poor cluster located at about 1.7 kpc, the farthest cluster among our confirmed candidates. The presence of Table 1 . In the top pannels, the left plot shows the position of the member stars (blue) along with field stars (grey) in a 10 deg × 10 deg area in TGAS data. Middle plot shows the same stars in the proper motion space. Right plot represents the CMD of the stars in the field using photometry from Gaia and 2MASS, member stars follow an isochrone. The bottom pannels are the equivalent for Gaia DR2 data. The major difference is in the CMD, where the members detected in Gaia DR2 are clearly following an isochrone due to the better quality of the photometric Gaia data.
do not match. UBC4 has similar paramters but lies a bit farther at about 570 pc.
UBC7 and Collinder 135
Gaia DR2 data allows to study UBC7 and Collinder 135 at fainter magnitudes than TGAS. The DR2 data do not show the scanning law pattern that TGAS shows, and still we see two concentrations on the sky (see Fig. 11 ) with slightly different mean proper motions and parallaxes. The values of the mean and error of the mean for UBC7 are (µ α * ,µ δ )=(−9.74 ± 0.02, 6.99 ± 0.02) mas yr −1 and = 3.563 ± 0.006 mas and for Collinder 135 are (µ α * ,µ δ )=(−10.09 ± 0.02, 6.20 ± 0.03) mas yr −1 and = 3.310 ± 0.004 mas (computed with the members found with the method described in this paper). To discard possible artefacts due to regional systematics effects (Lindegren et al. 2018) , we have used the photometry and inspected the CMDs. The sequences overlap and thus reveal that both clusters have the same age or very similar. When apparent magnitudes are converted into absolute magnitudes using the individual parallaxes of the stars, the overlap of the two sequences is even better. This confirms that the difference in parallax is a true difference and not an artefact.
Therefore, given the differences in proper motions and parallaxes and given the separation in the sky, we conclude that they are two distinct groups, most probably formed in the same process given the similarity of their ages.
UBC10
This is a rather sparse cluster according to the members derived for the analysis in an area of 1 deg radius with Gaia DR2. In addition, the celestial position and parallax of this cluster indicate a potential relationship with Cep OB2 association. Therefore, we have explored a larger area of 2 deg and there are several subgroups of proper motions and parallaxes certainly distributed towards the position of Cep OB2. A global analysis of an even larger area can confirm or discard the existence of new subgroups in this association.
UBC17
The large sample of stars of Gaia DR2 with respect to TGAS has revealed two groups of proper motions and parallaxes. The distances and proper motions relate them to Ori OB1 association. Exploring a larger area of 2 deg we can identify ACCC19, Collinder 170 and sigma Ori clusters. This is an indication of Article number, page 9 of 19 A&A proofs: manuscript no. main (blue) and Collinder 135 (orange). The grey dots correspond to the stars brighter than G = 17 mag with more than 120 photometric observations in Gaia DR2 data. We have checked that the lower stellar density between the two clusters only appears for parallaxes smaller than 1.5 mas, and so it is caused by dust in the background and does not impact our results for the clusters. the rich structure of the region and so a global analysis of an even larger area encompassing the whole Ori OB1 association is needed, but it goes beyond the goal of this paper.
UBC32
UBC20 TGAS DBSCAN candidate cluster was located at a parallax of about 0.5 mas. However, during the analysis of Gaia DR2, such a cluster was not found but a clear detection at a parallax of 3.5 mas has been revealed. It is poor and sparse and decentered with respect to the studied area towards lower galactic latitudes.
Conclusions
We have designed, implemented and tested an automated data mining system for the detection of OCs using astrometric data. The method is based on i) DBSCAN, an unsupervised learning algorithm to find groups of stars in a N-dimensional space (our implementation uses five parameters l, b, , µ α * , µ δ ) and ii) an Artificial Neural Network trained to distinguish between real OCs and spurious statistical clusters by analysis of ColorMagnitude diagrams. It is designed to work with minimal manual intervention for its application to large datasets, and in particular to the Gaia Second Data Release Gaia DR2 .
In this paper we have tuned and tested the performance of the method by running it using the simulated data and the TGAS dataset, which is small enough to manually check the results. This execution has generated a list of detections that after removal of know OCs from MWSC contains 31 new candidates. Using Gaia DR2 data we manually examinated these candidates and confirmed around 70% of them as open clusters, with a 100% success in N found > 5. In addition, in the confirmation step, we are able to spot richer structures in particular regions that have to be further studied.
From this exercise we have confirmed that our method can reliably detect OCs. We have also shown that the TGAS data contains some artefacts due to the nature of the Gaia scanning law. We expect these effects to be much reduced (but not completely removed) in Gaia DR2, which includes the observations of 22 months of data and where the sky coverage is much more uniform (see Lindegren et al. (2018) ). Also, the bright limiting magnitude of TGAS prevented the detection of distant (and therefore faint) clusters, which will be detected with the much deeper Gaia DR2 data.
Finally, the method leads to reliable results but we have also identified some limitations. On the one hand, the representativeness of the training dataset for the ANN is crucial to distinguish real and non-real OCs, and we need to build a wider and more realistic training set of CMDs of OCs to use with Gaia DR2. On the other hand, since OCs look more compact or more sparse depending on their distance, there is not a universal value of the parameter in DBSCAN that can allow the detection of all of them. Therefore, this parameter needs to be adapted to the different possible characteristics of OCs in DR2. 
