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Abstract—The robust state estimation problem is on how to
design robust filters for estimating an unknown state of uncertain
systems. This paper considers this problem for multi-agent
systems with multiplicative noise and degraded measurements
over corrupted channels. Employing a covariance intersection
fusion method, we propose a distributed robust Kalman filter
with stochastic gains, which enables a sequence of upper bounds
of conditional mean square error given channel noise to be calcu-
lated online. Considering the limitation of step-wise optimization,
for better performance, we propose a switching fusion scheme
based on a sliding window method, which provides an online
design of covariance intersection weights by solving a semi-
definite programming problem. Compared to the filter fusing
latest estimates, the one based on the switching fusion method
has a smaller upper bound of the conditional mean square error.
We present a robust collective observability condition, which
degenerates to the traditional collective observability condition
for time-varying stochastic systems if there is no measurement
degradation or multiplicative noise. Under this condition and
strong connectivity, we prove that the mean square errors of
two filters are both uniformly upper bounded by a constant
matrix over a finite transient time, which depends on the
system observability and the network size. Different to existing
results, some requirements including stability for the systems
and observability of the sub-systems are not needed for our
results. Finally, a numerical simulation is provided to validate
the theoretical results.
Index Terms—Multi-agent system, distributed filtering, robust
Kalman filter, multiplicative noise, degraded measurement, cor-
rupted channel
1. INTRODUCTION
Recently, networked state estimation problems over multi-
agent systems are drawing more and more attention due to
their broad range of applications [1–3]. Two main frame-
works, namely the centralized and the distributed, have been
considered. Compared to the centralized framework, the dis-
tributed one shows more robustness in network structure,
better performance in energy saving and stronger ability for
parallel processing. Thus, a growing number of researchers are
focusing on the study of distributed state estimation problems
[4–8]. Because of the complexity of network environments and
the uncertainties of physical systems, networked robust filters
are needed [9–11].
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For stochastic multi-agent systems, it is difficult to handle
uncertain system dynamics in the filter design [9, 11–17].
Multiplicative noise exists in many situations like signal
transmission and sampling, amplitude modulation, etc [18].
For systems with multiplicative noise, the uncertainties will
dramatically increase when the nominal system is unstable.
Thus, to design effective filters for state estimation is even
more challenging in this case. In the literature, [12, 14] studied
the centralized estimation problems for systems with multi-
plicative noise and parameter uncertainties, robust centralized
filters were provided and analyzed. [13, 16] studied the dis-
tributed fusion problem for uncertain systems with correlated
noise and bounded uncertainties, and provided robust filters.
Yet, they paid little attention to estimation performance. Be-
sides, H∞-based distributed robust estimation algorithms were
studied in [17], where the conditions to guarantee estimation
performance seem difficult to be verified in practice. Although
many networked filters have been proposed, robust estimation
for unstable system dynamics suffering uncertainties still needs
further investigation.
In distributed estimation, generally, each individual agent
has limited observability, which in addition is seriously deteri-
orated if measurements are degraded. The degradation usually
comes from sensor or communication limitations [19–21]. One
such example is communication fading. A detailed study on
Kalman filter with measurement degradations was given in
[22]. For distributed filters based on degraded measurements,
[19] studied the filtering problem for sensor networks with
stochastic gain degradation. A minimum-variance recursive
filter was proposed for sensors connected over a complete
graph, which seems difficult to be met in large-scale networks.
In [20], a distributed filter was proposed for a state-saturated
system with degraded measurements and quantization effects.
Under the assumption that the solutions of two difference
equations exist, the upper boundedness of the estimation
covariance was guaranteed. Nevertheless, the conditions seem
not easy to be verified as they need to hold at each time instant.
Therefore, it is necessary to develop robust distributed filters,
and find easy-to-check conditions on degraded measurements
to guarantee estimation stability.
In the existing literature [19–21, 23–28], communication
channels of agents are supposed to be noise or disturbance
free, which however is difficult to be met in applications like
sensor networks [29]. The uncertainty induced by channel
corruption makes it more difficult to design and analyze
distributed filters. The distributed filter parameters, such as
filtering gain and fusion weight, have a big influence in many
aspects, such as precision of estimates, and boundedness of
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2mean square estimation error. [30] investigated the design
of distributed filters with constant filtering gains and fusion
weights, and analyzed the conditions to ensure mean square
boundedness of estimation error. [23] proposed a novel dis-
tributed filter with constant weights by combining a diffusion
step with the Kalman filter, and analyzed the performance
of the filter by assuming that each sub-system is observable,
which is a restrictive condition for large-scale networks.
Compared to constant distributed filtering parameters, time-
varying ones can sometimes give better performance [31–33].
Some global knowledge was required in the existing literature
[19, 20, 26], where each agent should know the statistics
of non-neighbors. The above literature all assumed perfect
communications of agents, i.e., the channels should be noise
free. Although [25] studied the case that state estimates suffer
channel noise, the parameter matrices were required to be
perfectly transmitted. Therefore, designing time-varying filter
parameters in a distributed manner over corrupted channels
needs further investigation.
The main contributions of this paper are summarized in the
following.
• By employing the covariance intersection (CI) method
and the knowledge of local imprecise statistics, we design
a robust distributed Kalman filter for a class of multi-
agent systems with uncertain dynamics and degraded
measurements over corrupted communication channels.
We prove conditional consistency of the filter, which
means that a sequence of upper bounds of conditional
mean square estimation error given channel noise can
be calculated by each agent online. Moreover, we show
that the upper bounds are minimized by the designed
filtering gains which are stochastic but adapted to the
sigma algebras generated by channel noise.
• We propose a robust collective observability condition
for multi-agent systems with multiplicative noise and
degraded measurements. We show that the robust collec-
tive observability condition degenerates to the traditional
collective observability condition of time-varying systems
if there is no measurement degradation or multiplicative
noise. Under mild conditions including robust collective
observability and strong connectivity, we prove that the
mean square error is uniformly upper bounded by a con-
stant matrix after a finite transient time, which depends
on the network size and system observability.
• Based on past estimates from neighboring agents, we
provide a sliding-window fusion method with adaptive CI
weights by solving a semi-definite programming problem
online. Considering practical limitations for step-wise
optimization, a switching fusion strategy is provided.
Compared to the filter fusing latest estimates, the one
based on the sliding-window method inherits conditional
consistency and has a smaller upper bound of the condi-
tional mean square error given the same channel noise.
The distributed robust Kalman filter with sliding-window
fusion is proven to have mean square boundedness of the
estimation error.
The results of this paper make significant contributions com-
pared to the existing literature. In particular, first, compared to
[25] where the transmitted state estimates suffer channel noise,
this paper studies a more general case of channel corruption,
which can add noise to both transmitted state estimates and
parameter matrices. A new robust CI method is then provided
to obtain a conditionally consistent estimate. Moreover, this
paper removes two requirements in many existing studies
that the nominal systems have to be stable [19, 20, 26] and
that each sub-system is observable [21, 23, 24]. In addition,
different from existing results [19, 20, 25–28] using the latest
estimates from neighbors, the switching fusion scheme of this
paper considers the limitation of step-wise optimization and
will utilize the past information more efficiently.
The remainder of this paper is organized as follows: Section
2 is on the problem formulation. Section 3 considers the filter
design. Section 4 studies the mean square boundedness of the
estimation error for the proposed filter. Section 5 provides
a sliding-window fusion method. Section 6 is on numerical
simulation. The conclusion is given in Section 7.
Notations
Superscript T represents transpose. The notation A ≥ B
(A > B), where A and B are both symmetric matrices, means
that A−B is a positive semidefinite (positive definite) matrix.
1n is an n-dimensional vector with all elements of one. In
stands for the identity matrix with n rows and n columns.
Rn is the set of n-dimensional real vectors. N stands for
the set of natural numbers. E{x} denotes the mathematical
expectation of the stochastic vector x, and Cov{x} = E{(x−
E{x})(x − E{x})T }. blockdiag{·} and diag{·} represent
the diagonalizations of block elements and scalar elements,
respectively. Tr(P ) stands for the trace of matrix P . ρ(A)
denotes the spectral radius of A and ‖A‖2 =
√
ρ(ATA).
λmax(A) is the maximal eigenvalue of matrix A. sup stands
for the supremum operator. σ(·) is the minimal σ-algebra
operator generated by a collection of subsets.
2. PROBLEM FORMULATION
A. Motivating example
In a spatially distributed physical system, a state vector
usually consists of elements over a large geographical area.
The evolution of the state is related to spatial and temporal
system dynamics. Agents located at different positions can
collaborate based on their intermittent measurements on partial
elements of the state. The state elements, the evolution of
state vector and the measurements are often polluted by noise.
Thus it is necessary to develop robust and reliable distributed
filtering algorithms for state estimation.
A motivating example of a random dynamic field driven
by noise wk(p) and monitored by a multi-agent system is
shown in Fig. 1, where p ∈ R2 [34]. The variable xik(p)
stands for the temperature in station i at kth time instant.
In the figure, colors of the field represent values of xik(p). In
Fig. 1(c), γk,i is the measurement degradation factor, yk,i is
the measurement vector, and xˆk,i is the state estimate of the
overall state xk = [x1k, . . . , x
4
k]
T . The problem considered in
this paper is how to design a distributed robust filter based on
3(a) A random temperature field (b) Evolution of the field (c) Sensing and estimation by a multi-agent system
Fig. 1. Panel (a) shows a random temperature field over a geographical area. Panel (b) illustrates the evolution of the field, which is driven by some stochastic
process wk(p), p ∈ R2. Panel (c) illustrates that agents obtain corrupted measurements of the temperature, and communicate with other agents over a network
to achieve an estimate of the overall state.
the corrupted measurements {yk,i, k ∈ N, i = 1, . . . , 4} and
the collaboration of agents, such that the overall temperature
field xk can be effectively estimated by each agent.
B. Preliminaries
Consider a stochastic multi-agent system with N > 0
agents: {
xk+1 = (Ak + Fkk)xk + wk,
yk,i = γk,iCk,ixk + vk,i,
(1)
where xk ∈ Rn denotes the state vector, wk ∈ Rn the inde-
pendent process noise with zero mean, k ∈ R the independent
multiplicative noise with zero mean, yk,i ∈ Rmi the measure-
ment vector, vk,i ∈ Rmi the independent measurement noise
with zero mean and γk,i ∈ R the independent random fading
factor lying in the interval [0, 1] with E{γk,i} = τk,i, where
τk,i is a known scalar with 0 < τk,i ≤ 1, i = 1, 2, . . . , N . The
initial state x0 is generated from an unknown distribution. Ak,
Fk and Ck,i are known matrices with appropriate dimensions.
Also, Fk, k ∈ N, are non-singular.
We model the agent communications as a directed graph
G = (V, E ,A), which consists of the nodes V =
{1, 2, . . . , N}, the links E ⊆ V × V , and the weighted
adjacency matrix A = [ai,j ], where ai,i > 0, ai,j ≥
0,
∑
j∈V ai,j = 1. If ai,j > 0, j 6= i, there is a link (i, j) ∈ E ,
through which node i can directly receive messages from
node j. In this case, node j is called a neighbor of node
i. The neighbor set of node i, including itself, is denoted
Ni. The graph G is called strongly connected if for any
two nodes i1, il, there exists a directed path from il to i1 :
(il−1, il), . . . , (i2, i3), (i1, i2).
In a distributed scheme, if the communication channels are
perfect, then one agent will receive the accurate messages
transmitted from its neighbors. However, due to the complexity
of environment and the physical restriction of channels, the
received messages may be corrupted by some disturbances or
noise. Let {x˜k,j , P˜k,j} be the pair that agent j sent out at time
k, where x˜k,j ∈ Rn and P˜k,j ∈ Rn×n. Due to the existence of
channel noise, we assume that the pair {ˆ˜xk,i,j , ¯˜Pk,i,j} received
by agent i from agent j satisfy the following condition:
ˆ˜xk,i,j = x˜k,j + εk,i,j , j ∈ Ni
¯˜Pk,i,j = P˜k,j +Dk,i,j , j ∈ Ni,
(2)
where εk,i,j ∈ Rn is the noise added into the state estimate
x˜k,j and Dk,i,j ∈ Rn×n is the noise added into the parameter
matrix P˜k,j .
Assume (Ω,F , P ) denote the basic probability space. Fk
stands for a filtration of σ-algebra F . A discrete-time sequence
{ξk,Fk} is said to be adapted if ξk is measurable to Fk. The
detailed knowledge on probability can refer to [35]. We require
the following assumption on noise and initial estimates.
Assumption 2.1. The following conditions hold
1) The initial value x0, its estimates xˆ0,i, and the noise k,
wk, γk,i, vk,i, εk,i,j , Dk,i,j are independent both in time
and space, i, j ∈ V, k = 0, 1, . . . .
2) There exist known matrices Qk, Rk,i, P0 and scalars
µk, ϕk,i, i = 1, 2, . . . , N , such that
E{wkwTk } ≤ Qk, inf
k∈N
Qk ≥ Q > 0, sup
k∈N
Qk ≤ Q <∞
E{2k} ≤ µk, E{x0xT0 } ≤ P0,Cov{γk,i} ≤ ϕk,i
E{vk,ivTk,i} ≤ Rk,i, sup
k∈N
[
τ2k,iC
T
k,iR
−1
k,iCk,i
]
<∞
E{(xˆ0,i − x0)(xˆ0,i − x0)T } ≤ P0,i,∀i ∈ V.
3) The channel noise εk,i,j and Dk,i,j are bounded, subject
to sup{εk,i,jεTk,i,j} ≤ Υi,j , −Di,j ≤ Dk,i,j ≤ Di,j ,
where Υi,j , and Di,j are positive semi-definite matrices.
Dk,i,j is a real-valued symmetric matrix.
4The exact covariance information of the stochastic uncer-
tainties is not required. Bounds and statistics are known only
to individual agents, thus the conditions in 2) of Assumption
2.1 are milder than [19, 20, 26], where each agent has full
knowledge of the statistics over the global system. For a
symmetric matrix P˜k,j , through some encoding protocol, agent
j can transmit the upper triangular part to agent i, which can
recover the whole matrix with the corresponding decoding
protocol. Hence, the requirement on symmetry of noise matrix
Dk,i,j is reasonable. Since agent i can obtain its own estimate
{x˜k,i, P˜k,i} accurately, we denote εk,i,i = 0 and Dk,i,i = 0.
Let xˆk be the estimate of system state xk and ek = xˆk−xk
be the state estimation error. We need the following definitions
in this paper.
Definition 2.1. [36] (Consistency) The pair {xˆk, Pk} is con-
sistent if there is a deterministic sequence {Pk} such that
E{ekeTk } ≤ Pk.
Definition 2.2. (Conditional Consistency) The pair {xˆk, Pk}
is conditionally consistent if there is an adapted sequence
{Pk,Kk}, such that E{ekeTk |Kk} ≤ Pk, where Kk is a σ-
algebra.
Due to the unknown correlation between agent estimates,
estimation error covariances of individual agents can not be
obtained in a distributed manner [21, 32, 33, 37]. The consis-
tency in Definition 2.1 has two benefits. First, the estimation
precision of each agent can be evaluated online. Second, a CI
based principle of fusing the estimates of neighboring agents
can be considered. However, due to the influence of channel
noise, the consistency method in [27, 28, 32, 33] can not be
utilized. Thus, we provide the conditional consistency in Def-
inition 2.2, which generalizes the concept of consistency, and
it permits Pk to be stochastic. Note that the pair {xˆk, E{Pk}}
is consistent, if {xˆk, Pk} is conditionally consistent.
C. Problem
In this paper, we consider a three-stage distributed filtering
structure for each agent i, i ∈ V , consisting of time prediction,
measurement update and local fusion:
x¯k,i = Ak−1xˆk−1,i,
x˜k,i = x¯k,i +Kk,i(yk,i − τk,iCk,ix¯k,i),
ˆ˜xk,i,j = x˜k,j + εk,i,j ,
xˆk,i =
∑
j∈NiWk,i,j
ˆ˜xk,i,j ,
(3)
where x¯k,i, x˜k,i and xˆk,i are the state prediction, state update
and state estimate of agent i at time k, respectively. ˆ˜xk,i,j is
the noisy estimate received by agent i from agent j. εk,i,j is
the channel noise of link (i, j) of graph G. Besides, Kk,i is
the filtering gain parameter matrix, Wk,i,j is the local fusion
parameter matrix. Both Kk,i and Wk,i,j remain to be designed.
Remark 2.1. Different from many existing results [19, 30,
33, 38], measurements and measurement matrices are not
transmitted in our setting. The advantages of this protocol lie
in many aspects including security and energy saving.
In this paper, we consider three essential subproblems:
(a) How to design the parameters Kk,i and Wk,i,j in (3)
based on the local knowledge and the corrupted messages
from neighboring agents such that the filter is conditionally
consistent given channel noise?
(b) Which conditions on system structure and noise statistics
can enable the mean square estimation error of the distributed
filter to be bounded?
(c) How to design fusion scheme based on past estimates
from neighbors for better performance?
3. FILTER DESIGN
In this section, we provide a distributed design of the pa-
rameters Kk,i and Wk,i,j for the filter (3), based on available
noise statistical information and system structural information.
Denote e¯k,i = x¯k,i − xk, e˜k,i = x˜k,i − xk, ¯˜ek,i,j = ˆ˜xk,i,j −
xk, ek,i = xˆk,i − xk. Lemmas 3.1 – 3.2 in the following are
needed for further analysis.
Lemma 3.1. The estimation errors e¯k,i, e˜k,i, ¯˜ek,i,j and ek,i
satisfy the following iterations:
e¯k,i = Ak−1ek−1,i − wk−1 − k−1Fk−1xk−1
e˜k,i = (In − τk,iKk,iCk,i)e¯k,i
+Kk,i(vk,i + (γk,i − τk,i)Ck,ixk)
¯˜ek,i,j = e˜k,j + εk,i,j , j ∈ Ni
ek,i =
∑
j∈Ni
Wk,i,j ¯˜ek,i,j .
(4)
Proof. See Appendix A.
Lemma 3.2. Under Assumption 2.1, it holds that E{xkxTk } ≤
Πk,∀k ∈ N, where Πk is recursively calculated through
Πk+1 = AkΠkA
T
k + µkFkΠkF
T
k +Qk, with Π0 = P0.
Proof. See Appendix B.
By employing the CI method, the following lemma provides
a time-varying choice of the matrices Wk,i,j . Based on the
choice, the conditional consistency given channel noise is
guaranteed for (3).
Lemma 3.3. Consider the multi-agent system (1) satisfying
Assumption 2.1. For the filter (3), if Kk,i is adapted to Wk =
σ(Dt,i,j , 1 ≤ t ≤ k, i, j,∈ V), and
Wk,i,j = ai,jPk,i(
¯˜Pk,i,j +Di,j + Υi,j)−1, (5)
then the pairs {x¯k,i, P¯k,i}, {x˜k,i, P˜k,i}, {xˆk,i, Pk,i} are all
conditionally consistent givenWk, where P¯k,i, P˜k,i, ¯˜Pk,i,j and
Pk,i satisfy
P¯k,i =Ak−1Pk−1,iATk−1 + µk−1Fk−1Πk−1F
T
k−1 +Qk−1,
P˜k,i =(I − τk,iKk,iCk,i)P¯k,i(I − τk,iKk,iCk,i)T
+Kk,i
(
Rk,i + ϕk,iCk,iΠkC
T
k,i
)
KTk,i,
¯˜Pk,i,j =P˜k,j +Dk,i,j , j ∈ Ni,
Pk,i =(
∑
j∈Ni
ai,j(
¯˜Pk,j +Di,j + Υi,j)−1)−1.
Proof. See Appendix C.
5Here {ai,j}, i.e., the elements of adjacency matrix A, play
the role of weights of covariance intersection fusion. A further
investigation on the fusion weights is studied in Section 5.
Different from the existing literature [19, 20, 25–27], the
parameter matrices P¯k,i, P˜k,i,
¯˜Pk,i,j , Pk,i are random due to
channel noise Dk,i,j . Meanwhile, Lemma 3.3 shows that Pk,i
is adapted to the σ-algebra Wk, we then can design a filtering
gain parameter Kk,i adapted to the σ-algebra Wk such that
the bound of the conditional mean square error, i.e., P˜k,i, is
minimized. The design of Kk,i is provided in the following
lemma.
Lemma 3.4. The solution K∗k,i = arg min
Kk,i
Tr{P˜k,i} is given
by
K∗k,i = τk,iP¯k,iC
T
k,iΞ
−1
k,i
where Ξk,i = τ2k,iCk,iP¯k,iC
T
k,i + Rk,i + ϕk,iCk,iΠkC
T
k,i.
Furthermore, K∗k,i is adapted to Wk.
Proof. See Appendix D.
Considering the multi-agent system (1) with filter (3) and
parameters as given in Lemmas 3.3 and 3.4, we obtain the
distributed robust Kalman filter (DRKF) given in Algorithm 1.
Different from [21, 37], the implementation of this filter sim-
ply depends on the local information {Ck,i, Rk,i, ϕk,i, τk,i}
and the information {ˆ˜xk,i,j , ¯˜Pk,i,j , j ∈ Ni} from neighbors.
Thus, it obeys a fully distributed design and implementation.
Algorithm 1 Distributed robust Kalman filter (DRKF):
Prediction: Each agent carries out a state prediction:
x¯k,i = Ak−1xˆk−1,i,
P¯k,i = Ak−1Pk−1,iATk−1 + µk−1Fk−1Πk−1F
T
k−1 +Qk−1,
Πk = Ak−1Πk−1ATk−1 + µk−1Fk−1Πk−1F
T
k−1 +Qk−1,
Update: Each agent uses its own measurements to update
its estimate:
x˜k,i = x¯k,i +Kk,i(yk,i − τk,iCk,ix¯k,i),
Kk =
τk,iP¯k,iC
T
k,i
(
τ2k,iCk,iP¯k,iC
T
k,i +Rk,i + ϕk,iCk,iΠkC
T
k,i
)−1
P˜k,i = (I − τk,iKk,iCk,i)P¯k,i,
Fusion: Each agent receives and fuses the corrupted pair
{ˆ˜xk,i,j , ¯˜Pk,i,j} given in (2) :
xˆk,i = Pk,i
∑
j∈Ni ai,j(
¯˜Pk,i,j +Di,j + Υi,j)−1 ˆ˜xk,i,j ,
Pk,i = (
∑
j∈Ni ai,j(
¯˜Pk,i,j +Di,j + Υi,j)−1)−1.
4. BOUNDED MEAN SQUARE ERROR
In this section, we find mild conditions to guaran-
tee boundedness of mean square errors. Denote Φj,k :=
Φj,sΦs,k,Φk+1,k = Ak,Φk,k = In. For Algorithm 1, As-
sumptions 4.1 and 4.2 are needed.
Assumption 4.1. (Robust collective observability) There exists
an integer N¯ > 0 and a constant α > 0 such that for k ∈ N,
N∑
i=1
k+N¯∑
j=k
ΦTj,kC¯
T
j,iR˜
−1
j,i C¯j,iΦj,k ≥ αIn, (6)
where
C¯j,i = τj,iCj,i, j ∈ N, i ∈ V
R˜j,i = Rj,i +$jϕj,iCj,iC
T
j,i
$j = ‖P0‖2
j−1∏
i=0
α¯i +
j∑
s=1
(
q¯s−1
j∏
l=s
α¯l
)
+ q¯j
α¯j = ‖Aj‖22 + µj‖Fj‖22
q¯j = ‖Qj‖2.
Assumption 4.1 provides a condition based on the system
structure and noise statistics. It can be regarded as a distributed
version of the observability condition with multiplicative noise
in [39]. The condition does not require that each sub-system
should be observable [21, 23, 24]. Moreover, if ϕk,i ≡ 0,
∀k ∈ N, i ∈ V , Assumption 4.1 corresponds to the collective
observability condition for time-varying stochastic system
[27].
In the next, a requirement on the multiplicative noise is stud-
ied. Denote the time sequence set of non-zero multiplicative
noise by
KT = {kt = min
µk>0
k|k ≥ kt−1, k, t ∈ N}.
Assumption 4.2. There exist positive scalars λ1, λ2, M and
% ∈ (0, 1), such that
λ1In ≤ AkATk ≤ λ2In, k ∈ N (7)
l∏
t=s
ρkt ≤M%l−s, 0 ≤ s ≤ l <∞ (8)
sup
t∈N
‖µkt+1Fkt+1Qkt+1,ktFTkt+1‖2 <∞, (9)
where kt ∈ KT and
ρkt =
µkt+1
µkt
‖Fkt+1Φkt+1,ktF−1kt ‖22 + µkt+1‖Fkt+1Φkt+1,kt‖22
Qkt+1,kt =
kt+1∑
k=kt
Φkt+1,kQkΦ
T
kt+1,k.
Compared to [19, 20, 26], (7) is a milder condition, which
permits our nominal system to be unstable. For the case
{k|µk > 0, k ∈ N} being a finite set or in the absence of
multiplicative noise, (8) and (9) are naturally satisfied for
sufficiently small µ¯k > 0 replacing the points µk = 0. As-
sumptions 4.1 and 4.2 concern the worst cases for the system
with uncertain noise statistics. If the statistics are accurately
known, they can be replaced to be milder conditions.
For further analysis, we need Lemmas 4.1 – 4.2.
Lemma 4.1. Suppose Assumption 4.1 hold, then
N∑
i=1
k+N¯∑
j=k
ΦTj,kC¯
T
j,iR¯
−1
j,i C¯j,iΦj,k ≥ αIn, (10)
where R¯k,i := Rk,i + ϕk,iCk,iΠkCTk,i.
Proof. See Appendix E.
Lemma 4.2. Suppose Assumption 4.2 hold, then
sup
k∈N
{µkFkΠkFTk } <∞.
6Proof. See Appendix F.
Let ek,i := xˆk,i − xk be the estimation error of agent i by
Algorithm 1. Theorem 4.1 states boundedness of mean square
error of Algorithm 1 for the multi-agent system (1).
Theorem 4.1. Consider the multi-agent system (1) satisfying
Assumption 2.1, 4.1 – 4.2. For Algorithm 1, if the directed
graph G = (V, E ,A) is strongly connected, then there exists a
positive scalar η¯ such that
sup
k≥N+N¯
λmax
(
E{ek,ieTk,i}
) ≤ η¯
α
,∀i ∈ V,
where α is given in Assumption 4.1.
Proof. Denote
Sk,i := P
−1
k,i
Q˜k := µkFkΠkF
T
k +Qk
Gk,i :=
∑
j∈Ni
ai,jC¯
T
k,jR¯
−1
k,jC¯k,j
R¯k,i := Rk,i + ϕk,iCk,iΠkC
T
k,i.
By Assumption 2.1,
¯˜Pk,i,j +Di,j + Υi,j
=P˜k,j +Dk,i,j +Di,j + Υi,j
≥P˜k,j + Υi,j ≥ P˜k,j .
As infk∈NQk ≥ Q, and supk∈N
[
τ2k,iC
T
k,iR
−1
k,iCk,i
]
< ∞ in
Assumption 2.1, there exists a scalar ϑ0 > 0, such that
¯˜Pk,i,j+
Di,j + Υi,j ≤ (1 + ϑ0)P˜k,j .
According to Algorithm 1 and Lemma 4.2,
Sk,i =
∑
j∈Ni
ai,j(
¯˜Pk,i,j +Di,j + Υi,j)−1 (11)
≥
∑
j∈Ni
ai,j
1 + ϑ0
(
Ak−1S−1k−1,jA
T
k−1 + Q˜k−1
)−1
+
Gk,i
1 + ϑ0
≥ηA−Tk−1(
∑
j∈Ni
ai,jSk−1,j)A−1k−1 +
Gk,i
1 + ϑ0
,
where 0 < η < 1. This inequality is obtained by Lemma 1
in [32] considering Assumption 4.2 and 11+ϑ0 < 1. Let aij,k
be the (i, j)th element of Ak. By recursively applying (11) k
times with k ≥ N + N¯ , we have
Sk,i ≥ηkΦ−Tk,0
∑
j∈V
aij,kS0,j
Φ−1k,0 + S¯k,i1 + ϑ0 , (12)
where
S¯k,i =
k∑
s=1
ηs−1Φ−Tk,k−s+1
[∑
j∈V
aij,sS˜k−s+1,j
]
Φ−1k,k−s+1,
with S˜k,j = C¯Tk,jR¯
−1
k,jC¯k,j . Due to that first term of the right-
hand side of (12), it follows that
Sk,i ≥ S¯k,i
1 + ϑ0
,∀k ≥ N + N¯ . (13)
Since G is strongly connected, it is similar to [27] that aij,s >
0 for s ≥ N − 1. Supposing L¯ = N + N¯ , we obtain
S¯k,i ≥
L¯∑
s=1
ηs−1Φ−Tk,k−s+1
[∑
j∈V
aij,sS˜k−s+1,j
]
Φ−1k,k−s+1
≥aminηL¯−1
L¯∑
s=N
Φ−Tk,k−s+1
[∑
j∈V
S˜k−s+1,j
]
Φ−1k,k−s+1
=aminη
L¯−1
N∑
j=1
L¯∑
s=N
Φ−Tk,k−s+1S˜k−s+1,jΦ
−1
k,k−s+1, (14)
where amin = mini,j∈V aij,s > 0, s ∈ {N, . . . , L¯}.
According to Assumption 4.2, there exists a scalar β > 0,
such that Φ−T
k,k−L¯+1Φ
−1
k,k−L¯+1 ≥ βIn,∀k ≥ 0. For the equality
of (14), thanks to Lemma 4.1 and L¯ = N + N¯ , it holds that
N∑
j=1
L¯∑
s=N
Φ−Tk,k−s+1S˜k−s+1,jΦ
−1
k,k−s+1
=Φ−T
k,k−L¯+1
×
N∑
j=1
[
k−N+1∑
s=k−L¯+1
ΦTs,k−L¯+1S˜k−L¯+1,jΦs,k−L¯+1
]
Φ−1
k,k−L¯+1
≥αΦ−T
k,k−L¯+1Φ
−1
k,k−L¯+1 ≥ αβIn,∀k ≥ N + N¯ . (15)
Summing up (14) and (15) yields
S¯k,i ≥aminηL¯−1αβIn,∀k ≥ N + N¯ . (16)
Let S∗(α) = aminηL¯−1αβIn. In light of (13), it holds
that P−1k,i = Sk,i ≥ S∗(α), ∀k ≥ N + N¯ . Hence,
supk≥L¯ Pk,i ≤ S−1∗ (α). Since the filter is conditionally
consistent, supk≥L¯E{(xˆk,i−xk)(xˆk,i−xk)T |Wk} ≤ S−1∗ (α).
Taking mathematical expectation on its both sides and denot-
ing η¯ = η
1−L¯
amin
> 0, the conclusion of this theorem holds.
Theorem 4.1 thus states that mean square boundedness of
Algorithm 1 is guaranteed under mild conditions, including
robust collective observability and strong connectivity. Theo-
rem 4.1 states also that the mean square error of Algorithm
1 can be upper bounded after a finite time N + N¯ , where
N¯ is a parameter in the assumption of robust collective
observability and N is the network size. Besides, it reveals that
a larger α can lead to a smaller bound of mean square error.
Thus, increasing observability (w.r.t. C¯k,i) and reducing noise
interference (w.r.t. R¯k,i) can both contribute to improving
estimation performance.
5. DISTRIBUTED FUSION: A SLIDING WINDOW METHOD
Since the estimates {ˆ˜xk,i,j , ¯˜Pk,i,j , j ∈ Ni} obtained by
agent i have been corrupted by channel noise through (2),
designing a distributed filter simply based on latest estimates
may lead to performance degradation if these estimates have
been seriously deteriorated. In this case, instead of using the
scheme in Section 3 and many existing literature [19–21, 23–
27], we consider to fuse the past received estimates from
neighbors, which may lead to a better estimate than that of
simply fusing current estimates. We set a sliding window with
7length L ≥ 1 to cover which period that the past estimates
can be employed. For l = 0, . . . , L, we denote
xˇk−l,j := ˆ˜xk−l,i,j ,
Pˇk−l,j :=
¯˜Pk−l,i,j +Di,j + Υi,j .
(17)
By Lemma 3.3, {xˇk,j , Pˇk−l,j} is conditionally consistent
given Wk = σ(Dt,i,j , 1 ≤ t ≤ k, i, j,∈ V). If the length
of sliding window is L, then from times k−L+ 1 to k, agent
i will have the messages {xˇl,j , Pˇl,j}kl=k−L+1 from agent j.
We denote
(xˇ
(1)
k,j , Pˇ
(1)
k,j ) := (f0(xˇk,j), g0(Pˇk,j)) := (xˇk,j , Pˇk,j)
(xˇ
(2)
k,j , Pˇ
(2)
k,j ) := (f1(xˇk−1,j), g1(Pˇk−1,j))
...
(xˇ
(L)
k,j , Pˇ
(L)
k,j ) := (fL−1(xˇk−L+1,j), gL−1(Pˇk−L+1,j)),
(18)
where for l = 1, . . . , L− 1,
fl(xˇk−l,j) = f1(fl−1(xˇk−l,j))
gl(Pˇk−l,j) = g1(gl−1(Pˇk−l,j))
f1(xˇk−l,j) = Ak−lxˇk−l,j
g1(Pˇk−l,j) = Ak−lPˇk−l,jATk−l +Qk−l
+ µk−lFk−lΠk−lFTk−l.
(19)
Then we obtain the predicted pairs in Table I by employing
{xˇl,j , Pˇl,j}kl=k−L+1.
Thus, at time k, based on the local knowledge and the infor-
mation received from neighbors, agent i can fuse the messages
{xˇl,j , Pˇl,j , j ∈ Vi}kl=k−L+1 to obtain a better estimate of xk.
By Lemma 3.1, {xˇl,j , Pˇl,j , j ∈ Vi}kl=k−L+1 are all condition-
ally consistent given Wk = σ(Dt,i,j , 1 ≤ t ≤ k, i, j,∈ V).
TABLE I
PREDICTED MESSAGES BASED ON PAST RECEIVED PAIRS
Messages in the window (k − L, k] Messages predicted up to time k
(xˇk,j , Pˇk,j) (xˇ
(1)
k,j , Pˇ
(1)
k,j )
(xˇk−1,j , Pˇk−1,j) (xˇ
(2)
k,j , Pˇ
(2)
k,j )
...
...
(xˇk−L+1,j , Pˇk−L+1,j) (xˇ
(L)
k,j , Pˇ
(L)
k,j )
Let
xˆk,i = Pk,i
L∑
s=1
∑
j∈Ni
a
(s)
i,j,k(Pˇ
(s)
k,j )
−1xˇ(s)k,j (20)
Pk,i = (
L∑
s=1
∑
j∈Ni
a
(s)
i,j,k(Pˇ
(s)
k,j )
−1)−1, (21)
where a(s)i,j,k is the (i, j)th element of A¯k ∈ RN×NL which is
the CI fusion weight matrix for {xˇ(s)k,j , Pˇ (s)k,j , j ∈ Vi}kl=k−L+1.
In the following, the design of A¯k is studied. By the proof of
Lemma 3.3 and (18), {xˇ(s)k,j , Pˇ (s)k,j , j ∈ Vi}kl=k−L+1 are condi-
tionally consistent given Wk = σ(Dt,i,j , 1 ≤ t ≤ k, i, j,∈ V).
Thus, we aim to design the CI fusion weights to improve the
estimation performance in the sense of obtaining a smaller
Pk,i. Based the method in our previous work [27], the design
of A¯k is given by solving the following optimization problem
Problem 1
{a(s)i,j,k, j ∈ Ni, s = 1, . . . , L} = arg min
a
(s)
i,j,k
tr(∆P−1k,i ), (22)
subject to ∆Pk,i > 0, 0 ≤ a(s)i,j,k ≤ 1,
∑L
s=1
∑
j∈Ni a
(s)
i,j,k = 1,
where
∆Pk,i =
L∑
s=1
∑
j∈Ni
a
(s)
i,j,k(Pˇ
(s)
k,j )
−1 −
∑
j∈Ni
ai,jPˇ
−1
k,j . (23)
The idea is to design asi,j,k so as to obtain a smaller fused
matrix Pk,i. According to [27], Problem 1 is convex and
equivalent to a semidefinite programming problem, which
can be effectively solved by many existing algorithms if
the problem is feasible. Otherwise, we can choose A¯k =(A 0N×(N−1)L) to maintain the running of our algorithm.
However, due to practical limitations such as battery capability
and energy consumption for sensor networks, it is not desirable
to solve the online optimization problem (22) at each time.
Suppose each agent have the ability to solve (22) at time
instants {ks}∞s=1, subject to
mod (ks,∆k,i) = 0
where mod (a, b) is the remainder operator of ab and ∆k,i ∈
Z+ is the interval length where agent i can not carry out the
optimization problem (22). In other words, at time instants,
{ks}∞s=1, each agent employs (20) to obtain a fused estimate.
For other instants, it utilizes the fusion methods in Algorithm 1
based on the latest estimates from neighbors. Then, we provide
the distributed robust Kalman filter with sliding-window fusion
in Algorithm 2.
Algorithm 2 Distributed robust Kalman filter with sliding-
window fusion (DRKF-SWF):
Prediction: Each agent carries out a state predictor
x¯k,i = Ak−1xˆk−1,i,
P¯k,i = Ak−1Pk−1,iATk−1 + µk−1Fk−1Πk−1F
T
k−1 +Qk−1,
Πk = Ak−1Πk−1ATk−1 + µk−1Fk−1Πk−1F
T
k−1 +Qk−1,
Update: Each agent uses its own measurements to update
the estimation
x˜k,i = x¯k,i +Kk,i(yk,i − τk,iCk,ix¯k,i),
Kk =
τk,iP¯k,iC
T
k,i
(
τ2k,iCk,iP¯k,iC
T
k,i +Rk,i + ϕk,iCk,iΠkC
T
k,i
)−1
P˜k,i = (I − τk,iKk,iCk,i)P¯k,i,
Local Fusion: Each agent fuses the corrupted pair {ˆ˜xk,i,j ,
¯˜Pk,i,j} given in (2) :
if mod (k,∆k,i) = 0
xˆk,i = Pk,i
∑L
s=1
∑
j∈Ni a
(s)
i,j,k(Pˇ
(s)
k,j )
−1xˇ(s)k,j ,
Pk,i = (
∑L
s=1
∑
j∈Ni a
(s)
i,j,k(Pˇ
(s)
k,j )
−1)−1,
where Pˇ (s)k,j , xˇ
(s)
k,j are given in (18), and {a(s)i,j,k}Ls=1 are given
by solving Problem 1;
else
xˆk,i = Pk,i
∑
j∈Ni ai,j(
¯˜Pk,i,j +Di,j + Υi,j)−1 ˆ˜xk,i,j ,
Pk,i = (
∑
j∈Ni ai,j(
¯˜Pk,i,j +Di,j + Υi,j)−1)−1.
8The following lemma shows that Algorithm 2 is also con-
ditionally consistent.
Lemma 5.1. Consider the multi-agent system (1) sat-
isfying Assumption 2.1. For Algorithm 2, the pairs
{x¯k,i, P¯k,i}, {x˜k,i, P˜k,i}, {xˆk,i, Pk,i} are conditionally consis-
tent given Wk.
Proof. It is similar as the proof of Lemma 3.3 by considering
the CI fusion in (20) and the fact that Kk,i is adapted to
Wk = σ(Dt,i,j , 1 ≤ t ≤ k, i, j,∈ V).
The relationship between Algorithm 1 and Algorithm 2, we
provide the following lemma.
Lemma 5.2. Under the same σ-algebra Wk = σ(Dt,i,j , 1 ≤
t ≤ k, i, j,∈ V), for Algorithms 1 – 2, it holds that
PAk,i ≤ PBk,i, (24)
where PAk,i and P
B
k,i are the Pk,i matrix of Algorithm 2 and
Algorithm 1, respectively. Furthermore, let T be the time
length of interest, then Algorithm 2 degenerates to Algorithm
1 if ∆k,i > T .
Proof. The proof can be conducted by a inductive way.
For convenience, we simply show the case at the time in-
stants {k} subject to mod (k,∆k,i) = 0. If Problem 1
is feasible, the constraint of Problem 1 ∆Pk,i > 0 ensures
that Algorithm 2 has a smaller Pk,i. Otherwise, the setting
A¯k =
(A 0N×(N−1)L) guarantees (24). If ∆k,i > T , there
is no time instant k such that mod (k,∆k,i) = 0. Thus, the
fusion scheme of Algorithm 2 is the same as Algorithm 1.
Lemma 5.2 shows that compared to Algorithm 1 fusing
latest estimates, Algorithm 2 employing the sliding-window
method has a smaller upper bound of the mean square error
at each time instant by paying more computational resources
for solving an online optimization problem. A larger sliding
window parameter L can lead to a smaller objective function
of Problem 1, yet as the increase of optimization variables and
prediction operations in (19), the computation will increase
as well. The time length ∆k,i also influences the estimation
performance, since a larger ∆k,i requires that agent i stops ob-
taining adaptive fusion weights for a longer time. In practical
applications, the parameters L and ∆k,i can be chosen based
on the computational and communication ability of agents. The
mean square boundedness of estimation error for Algorithm 2
is investigated in the following.
Theorem 5.1. Consider the multi-agent system (1) satisfying
Assumptions 2.1, 4.1 – 4.2. For Algorithm 2, if the directed
graph G = (V, E ,A) is strongly connected, then there exists a
positive scalar η˜ such that
sup
k≥N+N¯
λmax
(
E{ek,ieTk,i}
) ≤ η˜
α
,∀i ∈ V,
where α is given in Assumption 4.1.
Proof. By Lemma 5.2, the conclusion is proved by referring
to the proof of Theorem 4.1.
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Fig. 2. Consistent estimates of DRKF
6. NUMERICAL SIMULATION
In this section, we study an example to validate the effec-
tiveness of the proposed algorithm and the theoretical results
developed in this paper. For the temperature field in Fig. 1,
we suppose that the initial state x0 and measurement noise of
agents are generated by independent standard normal distri-
butions. The fading factors γk,i follow independent uniform
distributions, i = 1, 2, 3, 4. The time sequence {tk} lies in the
interval [0, 10] with uniform sampling step 0.1. The statistics
of system noise and fading factors are known. The matrices
and scalars corresponding to (1) are assumed to be
Ak =
(
1.05× (1− 0.01× tk) −0.1
0.1 0.98
)
Fk = I4, Qk = 0.1× I2, P0 = I2, µk = 0.1× (tk + 2)−1
Rk,1 = 0.07, Rk,2 = 0.08, Rk,3 = Rk,4 = 0.09
τk,1 = 0.85, ϕk,1 = 0.8× 10−3, Ck,1 =
(
0 1
)
τk,2 = 0.15, ϕk,2 = 0.8× 10−3, Ck,2 =
(
0 1
)
τk,3 = 0.20, ϕk,3 = 0.8× 10−3, Ck,3 =
(
0 1
)
τk,4 = 0.85, ϕk,4 = 0.8× 10−3, Ck,4 =
(
1 0
)
.
The initial estimate setting is xˆi,0 = 12 and Pi,0 = 100×I2,
∀i ∈ V . The weighted adjacency matrix is
A = [ai,j ] =

0.3 0.7 0 0
0 0.4 0.6 0
0 0 0.3 0.7
0.4 0.4 0 0.3
 .
The channel noise is assumed to be mutually independent and
uniformly distributed over [−1, 1]. Then we choose Υi,j =
Di,j = I2, i, j ∈ V . We conduct Monte Carlo experiments,
in which Nt = 100 Monte Carlo trials are performed. We
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Fig. 3. Comparison of tracking performance for the proposed filter DRKF
together with filters from the literature
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Fig. 4. Consistent estimates of DRKF-SWF with L = 2 and ∆k,i = 5
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Fig. 5. Comparison of DRKF and DRKF-SWF
denote
MSEk =
1
|V|
∑
i∈V
1
Nt
Nt∑
j=1
(xˆjk,i − xjk)T (xˆjk,i − xjk)
Tr(Pk) =
1
|V|
∑
i∈V
1
Nt
Nt∑
j=1
Tr(P jk,i),
(25)
where xˆjk,i and P
j
k,i are the state estimate and parameter matrix
of the jth trail of agent i at the kth time instant. For better
illustration, insteading of providing conditional consistency,
we focus on consistency, i.e., we show that Tr(Pk) is an upper
bound of MSEk defined in (25).
The mean square boundedness and consistency of DRKF
are given in Fig. 2, which shows that the mean square error
keeps bounded and the consistency of estimates holds for
each agent. We compare the proposed DRKF with some
other algorithms including centralized Kalman filter (CKF),
centralized robust Kalman filter (CRKF), collaborative scalar-
gain estimator (CSGF) [30] and distributed state estimation
with consensus on the posteriors (DSEA-CP) [32]. Note that
CRKF can be obtained from DRKF by removing the fusion
stage and utilizing all observations of the agents. The MSEs of
the algorithms are shown in Fig. 3, which indicates that DRKF
achieves better estimation accuracy than CSGF, DSEA-CP and
DRKF. Fig. 4 indicates that the DRKF-SWF provides bounded
mean square estimation errors and consistent estimates for
each agent. By setting ∆k,i = ∆k, i ∈ V , Fig. 5 shows that
the proposed DRKF-SWF with sliding-window length L = 2
provides smaller upper bounds than DRKF by decreasing the
interval length ∆k.
7. CONCLUSION
This paper studied the distributed robust state estimation
problem for a class of discrete-time stochastic multi-agent
systems with multiplicative noise and degraded measurements
over corrupted communication channels. Employing local im-
precise statistics, we first proposed a three-staged distributed
robust Kalman filter. Then, under some mild conditions, we
proved that the mean square errors are uniformly upper
bounded by a constant matrix after a finite transient time.
The finite time is related with the collective observability
and the network size. A switching fusion scheme based on
a sliding-window fusion method was proposed to obtain a
smaller upper bound of the mean square error by considering
the computational ability of agents.
APPENDIX A
PROOF OF LEMMA 3.1
According to the system dynamics (1) and filter (3), in the
prediction stage, we have e¯k,i = x¯k,i − xk = Ak−1ek−1,i −
wk−1 − k−1Fk−1xk−1. In the filtering update stage, one can
obtain e˜k,i = e¯k + Kk,i
(
γk,iCk,ixk + vk,i − τk,iCk,ix¯k,i
)
=
(In−τk,iKk,iCk,i)e¯k,i+Kk,ivk,i+(γk,i−τk,i)Kk,iCk,ixk. The
transmission error satisfies ¯˜ek,i,j = x˜k,j +εk,i,j−xk = e˜k,j +
εk,i,j . In the local fusion stage, eki,i =
∑
j∈NiWk,i,j
¯˜ek,i,j .
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APPENDIX B
PROOF OF LEMMA 3.2
Proof. We use an inductive method to prove this lemma. At
the initial time instant, it follows from Assumption 2.1 that
E{x0xT0 } ≤ P0 = Π0. Suppose at time k that E{xkxTk } ≤
Πk,∀k ≥ 0. According to (1), xk is adapted to Fk−1. By As-
sumption 2.1, we have E{kxk} = 0, and E{wkk} = 0. For
E{2kxkxTk }, it holds that E{2kxkxTk } = E{2k}E{xkxTk },
then
E{xk+1xTk+1}
=E{(Ak + Fkk)xkxTk (Ak + Fkk)T }+ E{wkwTk }
+ E{(Ak + Fkk)xkwTk }+ E{wkxTk (Ak + Fkk)T }
≤AkE{xkxTk }ATk + E{2k}FkE{xkxTk }FTk + E{wkwTk }
≤AkΠkATk + µkFkΠkFTk +Qk = Πk+1.
Hence, we obtain E{xk+1xTk+1} ≤ Πk+1.
APPENDIX C
PROOF OF LEMMA 3.3
Proof. At the initial time instant, under Assumption 2.1,
we have E{(xˆ0,i − x0)(xˆ0,i − x0)T |W0} = E{(xˆ0,i −
x0)(xˆ0,i − x0)T } ≤ P0,i. To finish the proof, we use an
inductive method. Suppose at the (k − 1)th time instant,
E{(xˆk−1,i−xk−1)(xˆk−1,i−xk−1)T |Wk−1} ≤ Pk−1,i, where
Wk = σ(Dt,i,j , 1 ≤ t ≤ k, i, j,∈ V).
According to Assumption 2.1 and Lemma 3.1, we have
E{k−1ek−1,ixk−1|Wk} = 0 and E{wk−1ek−1,i|Wk} = 0.
It then can be derived that
E{(x¯k,i − xk)(x¯k,i − xk)T |Wk}
≤Ak−1E{ek−1,ieTk−1,i|Wk−1}ATk−1 +Qk−1
+ µk−1Fk−1E{xk−1xTk−1}FTk−1
≤Ak−1Pk−1,iATk−1 + µk−1Fk−1Πk−1FTk−1 +Qk−1 = P¯k,i.
In the measurement update stage, according to Lemma 3.1,
we have e˜k,i = (In − τk,iKk,iCk,i)e¯k,i + Kk,ivk,i + (γk,i −
τk,i)Kk,iCk,ixk. By Assumption 2.1, E{e¯k,iγk,i|Wk} = 0
and E{e¯k,ivTk,i|Wk} = 0. Since vk,i and γk,i are mutually
independent and Kk,i is adapted to Wk, we have
E{(x˜k,i − xk)(x˜k,i − xk)T |Wk}
≤(In − τk,iKk,iCk,i)E{e¯k,ie¯Tk,i|Wk}(In − τk,iKk,iCk,i)T
+ ϕk,iKk,iCk,iΠkC
T
k,iK
T
k,i +Kk,iRk,iK
T
k,i
≤(In − τk,iKk,iCk,i)P¯k,i(In − τk,iKk,iCk,i)T
+Kk,i
(
ϕk,iCk,iΠkC
T
k,i +Rk,i
)
KTk,i = P˜k,i. (26)
As the communication channels are imperfect and the mes-
sages received by each agent are polluted by the channel noise
in (2). According to Assumption 2.1 and Lemma 3.1, we have
E{(ˆ˜xk,i,j − xk)(ˆ˜xk,i,j − xk)T |Wk}
=E{(x˜k,j + εk,i,j − xk)(x˜k,j + εk,i,j − xk)T |Wk}
≤E{(x˜k,j − xk)(x˜k,j − xk)T |Wk}+ E{εk,i,jεTk,i,j |Wk}
≤P˜k,j + sup{εk,i,jεTk,i,j}
≤P˜k,j + Υi,j
≤P˜k,j +Dk,i,j +Di,j + Υi,j = ¯˜Pk,i,j +Di,j + Υi,j ,
where ¯˜Pk,i,j is the received matrix by agent i from agent j.
In the local fusion stage, ek,i =
∑
j∈NiWk,i,j
¯˜ek,i,j . Given
Wk,i,j in (5), according to (26) and the consistent estimation of
CI method ([36]), we have E{(xˆk,i−xk)(xˆk,i−xk)T |Wk} ≤
Pk,i.
APPENDIX D
PROOF OF LEMMA 3.4
Proof. According to Lemma 3.3, we have
P˜k,i =(In − τk,iKk,iCk,i)P¯k,i(In − τk,iKk,iCk,i)T
+Kk,i
(
ϕk,iCk,iΠkC
T
k,i +Rk,i
)
KTk,i
=P¯k,i − τk,iKk,iCk,iP¯k,i − τk,iP¯k,iCTk,iKTk,i (27)
+ τ2k,iKk,iCk,iP¯k,iC
T
k,iK
T
k,i
+Kk,i
(
ϕk,iCk,iΠkC
T
k,i +Rk,i
)
KTk,i
=P¯k,i − τk,iKk,iCk,iP¯k,i − τk,iP¯k,iCTk,iKTk,i
+Kk,iΞk,iK
T
k,i
=(Kk,i −K∗k,i)Ξk,i(Kk,i −K∗k,i)T
+ (I − τk,iK∗k,iCk,i)P¯k,i,
where K∗k,i = τk,iP¯k,iC
T
k,iΞ
−1
k,i and Ξk,i = τ
2
k,iCk,iP¯k,iC
T
k,i +
Rk,i + ϕk,iCk,iΠkC
T
k,i. Thus, (27) shows that Tr(P˜k,i) is
minimized when Kk,i = K∗k,i = τk,iP¯k,iC
T
k,iΞ
−1
k,i . As a result,
P˜k,i = (I − τk,iKk,iCk,i)P¯k,i. Since K∗k,i is a measurable
function of P¯k,i which is adapted toWk. Thus, K∗k,i is adapted
to Wk.
APPENDIX E
PROOF OF LEMMA 4.1
According to Lemma 3.2, we have Πk+1 = AkΠkATk +
µkFkΠkF
T
k +Qk. Taking 2-norm operator on the both sides
yields ‖Πk+1‖2 ≤ ‖Πk‖2
(‖Ak‖22 + µk‖Fk‖22) + ‖Qk‖2.
Denote ‖Ak‖22 + µk‖Fk‖22 := α¯k and ‖Qk‖2 := q¯k.
Then, ‖Πk+1‖2 ≤ $k+1, where $k+1 = ‖P0‖2
∏k
i=0 α¯i +∑k
s=1
(
q¯s−1
∏k
j=s α¯j
)
+ q¯k. It follows that R¯k,i := Rk,i +
ϕk,iCk,iΠkC
T
k,i ≤ Rk,i + $kϕk,iCk,iCTk,i = R˜k,i. If (6) is
satisfied, (10) will be satisfied.
APPENDIX F
PROOF OF LEMMA 4.2
Proof. According to Lemma 3.2 and the notations in Assump-
tion 4.2, we have Πkt+1 = Φkt+1,ktΠktΦ
T
kt+1,kt
+Qkt+1,kt +
µktΦkt+1,ktFktΠktF
T
kt
ΦTkt+1,kt . Multiplying the left-hand side
of Πkt+1 by µkt+1Fkt+1 and the right-hand side of Πkt+1 by
FTkt+1 yields
µkt+1Fkt+1Πkt+1F
T
kt+1
=µkt+1Fkt+1Φkt+1,ktΠktΦ
T
kt+1,ktF
T
kt+1
+ µkt+1Fkt+1µktΦkt+1,ktFktΠktF
T
ktΦ
T
kt+1,ktF
T
kt+1
11
+ µkt+1Fkt+1Qkt+1,ktFTkt+1 ,
where Qkt+1,kt =
∑kt+1
k=kt
Φkt+1,kQkΦ
T
kt+1,k
. Denote
µktFktΠktF
T
kt
:= ∆kt , then we have
∆kt+1
=
µkt+1
µkt
Fkt+1Φkt+1,ktF
−1
kt
∆ktF
−T
kt
ΦTkt+1,ktF
T
kt+1
+ µkt+1Fkt+1Φkt+1,kt∆ktΦ
T
kt+1,ktF
T
kt+1
+ µkt+1Fkt+1Qkt+1,ktFTkt+1 . (28)
Taking 2-norm operator on both sides of (28) yields
‖∆kt+1‖2
≤‖µkt+1
µkt
Fkt+1Φkt+1,ktF
−1
kt
∆ktF
−T
kt
ΦTkt+1,ktF
T
kt+1‖2
+ ‖µkt+1Fkt+1Φkt+1,kt∆ktΦTkt+1,ktFTkt+1‖2
+ µkt+1‖Fkt+1Qkt+1,ktFTkt+1‖2
≤ρkt‖∆kt‖2 + µkt+1‖Fkt+1Qkt+1,ktFTkt+1‖2. (29)
According to [40], the conditions (8) and (9), we have
sup
kt∈N
‖∆kt‖2 <∞, i.e., ∆k is uniformly upper bounded.
REFERENCES
[1] B. S. Rao and H. F. Durrant-Whyte, “Fully decentralised algo-
rithm for multisensor Kalman filtering,” in D-Control Theory
and Applications, pp. 413–420, 1991.
[2] J. Y. Yu, M. J. Coates, M. G. Rabbat, and S. Blouin, “A
distributed particle filter for bearings-only tracking on spherical
surfaces,” IEEE Signal Processing Letters, vol. 23, no. 3,
pp. 326–330, 2016.
[3] A. A. Saucan, M. J. Coates, and M. Rabbat, “A multisensor
multi-bernoulli filter,” IEEE Transactions on Signal Processing,
vol. 65, no. 20, pp. 5495–5509, 2017.
[4] R. Olfati-Saber, “Distributed Kalman filtering for sensor net-
works,” in IEEE Conference on Decision and Control, pp. 5492
– 5498, 2007.
[5] R. Olfati-Saber, “Kalman-consensus filter: Optimality, stability,
and performance,” in IEEE Conference on Decision and Control
and Chinese Control Conference, pp. 7036–7042, 2009.
[6] U. A. Khan and J. M. Moura, “Distributing the Kalman filter for
large-scale systems,” IEEE Transactions on Signal Processing,
vol. 56, no. 10, pp. 4919–4935, 2008.
[7] S. Kar and J. M. Moura, “Gossip and distributed Kalman
filtering: Weak consensus under weak detectability,” IEEE
Transactions on Signal Processing, vol. 59, no. 4, pp. 1766–
1784, 2011.
[8] S. D. Gupta, M. Coates, and M. Rabbat, “Error propagation in
gossip-based distributed particle filters,” IEEE Transactions on
Signal and Information Processing over Networks, vol. 1, no. 3,
pp. 148–163, 2015.
[9] X. Lu, L. Xie, H. Zhang, and W. Wang, “Robust Kalman
filtering for discrete-time systems with measurement delay,”
IEEE Transactions on Circuits and Systems II: Express Briefs,
vol. 54, no. 6, pp. 522–526, 2007.
[10] L. Zhang, Z. Ning, and Z. Wang, “Distributed filtering for
fuzzy time-delay systems with packet dropouts and redundant
channels,” IEEE Transactions on Systems Man & Cybernetics
Systems, vol. 46, no. 4, pp. 559–572, 2016.
[11] B. Chow and W. Birkemeier, “A new recursive filter for systems
with multiplicative noise,” IEEE transactions on information
theory, vol. 36, no. 6, pp. 1430–1435, 1990.
[12] T. Zhou, “Robust recursive state estimation with random mea-
surement droppings,” IEEE Transactions on Automatic Control,
vol. 61, no. 1, pp. 156–171, 2016.
[13] J. Feng, Z. Wang, and M. Zeng, “Distributed weighted robust
Kalman filter fusion for uncertain systems with autocorrelated
and cross-correlated noises,” Information Fusion, vol. 14, no. 1,
pp. 78–86, 2013.
[14] F. Yang, Z. Wang, and Y. Hung, “Robust Kalman filtering
for discrete time-varying uncertain systems with multiplicative
noises,” IEEE Transactions on Automatic Control, vol. 47, no. 7,
pp. 1179–1183, 2002.
[15] A. Ahmad, M. Gani, and F. Yang, “Decentralized robust Kalman
filtering for uncertain stochastic systems over heterogeneous
sensor networks,” Signal Processing, vol. 88, no. 8, pp. 1919–
1928, 2008.
[16] X. Qu, J. Zhou, E. Song, and Y. Zhu, “Minimax robust opti-
mal estimation fusion in distributed multisensor systems with
uncertainties,” IEEE Signal Processing Letters, vol. 17, no. 9,
pp. 811–814, 2010.
[17] V. Ugrinovskii, “Distributed robust filtering with H∞ consensus
of estimates,” Automatica, vol. 47, no. 1, pp. 1–13, 2011.
[18] V. Tuzlukov, Signal processing noise, vol. 8. CRC Press, 2002.
[19] Y. Liu, Z. Wang, X. He, and D. Zhou, “Minimum-variance
recursive filtering over sensor networks with stochastic sensor
gain degradation: Algorithms and performance analysis,” IEEE
Transactions on Control of Network Systems, vol. 3, no. 3,
pp. 265–274, 2016.
[20] C. Wen, Z. Wang, Q. Liu, and F. E. Alsaadi, “Recursive
distributed filtering for a class of state-saturated systems with
fading measurements and quantization effects,” IEEE Transac-
tions on Systems, Man, and Cybernetics: Systems, 2016.
[21] W. Yang, G. Chen, X. Wang, and L. Shi, “Stochastic sensor ac-
tivation for distributed state estimation over a sensor network,”
Automatica, vol. 50, no. 8, pp. 2070–2076, 2014.
[22] S. Dey, A. S. Leong, and J. S. Evans, “Kalman filtering with
faded measurements,” Automatica, vol. 45, no. 10, pp. 2223–
2233, 2009.
[23] F. S. Cattivelli and A. H. Sayed, “Diffusion strategies for
distributed Kalman filtering and smoothing,” IEEE Transactions
on Automatic Control, vol. 55, no. 9, pp. 2069–2084, 2010.
[24] S. S. Stankovic´, M. S. Stankovic´, and D. M. Stipanovic´,
“Consensus based overlapping decentralized estimation with
missing observations and communication faults,” Automatica,
vol. 45, no. 6, pp. 1397–1406, 2009.
[25] H. Ji, F. L. Lewis, Z. Hou, and D. Mikulski, “Distributed
information-weighted Kalman consensus filter for sensor net-
works,” Automatica, vol. 77, pp. 18–30, 2017.
[26] W. Li, Y. Jia, and J. Du, “Distributed filtering for discrete-time
linear systems with fading measurements and time-correlated
noise,” Digital Signal Processing, vol. 60, pp. 211–219, 2017.
[27] X. He, W. Xue, and H. Fang, “Consistent distributed state
estimation with global observability over sensor network,” Au-
tomatica, vol. 92, pp. 162 – 172, 2018.
[28] X. He, C. Hu, Y. Hong, L. Shi, and H. Fang, “Distributed
Kalman filters with state equality constraints: Time-based and
event-triggered communications,” IEEE Transactions on Auto-
matic Control, to be published.
[29] S. Kar and J. M. Moura, “Distributed consensus algorithms in
sensor networks with imperfect communication: Link failures
and channel noise,” IEEE Transactions on signal Processing,
vol. 57, no. 1, pp. 355–369, 2008.
[30] U. A. Khan and A. Jadbabaie, “Collaborative scalar-gain es-
timators for potentially unstable social dynamics with limited
communication,” Automatica, vol. 50, no. 7, pp. 1909–1914,
2014.
[31] A. Speranzon, C. Fischione, K. H. Johansson, and
A. Sangiovanni-Vincentelli, “A distributed minimum variance
estimator for sensor networks,” IEEE Journal on Selected
Areas in Communications, vol. 26, no. 4, pp. 609–621, 2008.
[32] G. Battistelli and L. Chisci, “Kullback-Leibler average, consen-
sus on probability densities, and distributed state estimation with
guaranteed stability,” Automatica, vol. 50, no. 3, pp. 707–718,
12
2014.
[33] S. Wang and W. Ren, “On the convergence conditions of
distributed dynamic state estimation using sensor networks:
A unified framework,” IEEE Transactions on Control Systems
Technology, vol. PP, no. 99, pp. 1–17, 2017.
[34] S. Das and J. M. Moura, “Consensus+ innovations distributed
Kalman filter with optimized gains,” IEEE Transactions on
Signal Processing, vol. 65, no. 2, pp. 467–481, 2017.
[35] Y. S. Chow and H. Teicher, Probability theory: independence,
interchangeability, martingales. Springer Science & Business
Media, 2012.
[36] W. Niehsen, “Information fusion based on fast covariance in-
tersection filtering,” in International Conference on Information
Fusion, pp. 901–904, 2002.
[37] W. Yang, C. Yang, H. Shi, L. Shi, and G. Chen, “Stochastic
link activation for distributed filtering under sensor power
constraint,” Automatica, vol. 75, pp. 109–118, 2017.
[38] F. S. Cattivelli, C. G. Lopes, and A. H. Sayed, “Diffusion
recursive least-squares for distributed estimation over adaptive
networks,” Signal Processing IEEE Transactions on, vol. 56,
no. 5, pp. 1865–1877, 2008.
[39] J. Tugnait, “Stability of optimum linear estimators of stochastic
signals in white multiplicative noise,” IEEE Transactions on
Automatic Control, vol. 26, no. 3, pp. 757–761, 1981.
[40] S. N. Elaydi, An Introduction to Difference Equations. Springer
New York, 2005.
