In this paper we give a closed expression for the series 
Introduction
In his recent book [2, Chapt. 3 
for all integers k ≥ 4. Moreover, he conjectured that S k is, for all integers k ∈ N, a rational multiple of Euler's number e, i.e., S k = a k e with a k ∈ Q. It is easy to see that S 1 = e. Using the Beta function technique Furdui [2, Problem 3.114 and 3.118, respecively] shows a 2 = 2/3 and a 3 = 31/120. More generally, Furdui considers the series
Obviously, we have S k = S k,k . Furdui determines the exact values S k,1 = (k!) −1 e and S 3,2 = (5/24) e [2, Problems 3.117 and 3.120, respectively]. Also an expression for S k,0 is given [2, Problem 3.119]:
More generally, one defines, for real numbers x 1 , . . . , x k , the function
Closed expressions for S k (x 1 , . . . , x k ) in the special case k = 2 can be found in [2, Problem 3.115 (see also Problem 3.116)]. In this note we give an affirmative answer on Furdui's conjecture e −1 S k = a k ∈ Q and provide an explicit representation of a k in the form
Moreover, we derive similar expressions for S k,j . Our main result considers even more general sums. Finally, we represent S k (x 1 , . . . , x k ) as a finite sum, for all k ∈ N. The proofs are based on divided differences. For pairwise different real or complex numbers x 0 , . . . , x k , in most textbooks, the divided differences of a function f are defined recursively:
Main results
Let
g n z n be a power series converging for |z| < R with R > 1. For integers ℓ ≥ 0, put
Hence g 0 = g and, for ℓ ≥ 1,
Our main result are presented in the following theorems.
Theorem 1 With the above notation, for all k ∈ N and integers ℓ ≥ 0,
Theorem 2 Let k, j be integers such that 1 ≤ j ≤ k and let i 1 , . . . , i j ∈ {1, . . . , k} be pairwise different integers. Then,
For convenience, we define, for k, ℓ ∈ N and real numbers x 1 , . . . , x k ,
In the special case of the exponential function g = exp, Theorem 1 provides the representation
With regard to the series S k,j as defined in the Introduction it follows that
Hence, Theorem 1 implies the following theorem as an immediate corollary.
Theorem 3 Let k, j be integers such that 0 ≤ j ≤ k. Then the series S k,j possess the representations
In the special case j = 0, we obtain
and an application of the Leibniz rule immediately leads to formula (1). In the cases 1 ≤ j ≤ k the formula of Theorem 3 simplifies to
.
Application of the Leibniz rule yields the explicit formula
Hence, the series S k,j are rational multiples of e for j = 1, . . . , k. We close with the special case j = k:
For convenience of the reader we list some exact and numerical values of Finally, we mention that the series S k (x 1 , . . . , x k ) as defined in (2) is connected to the function f k,ℓ as defined in (4) by the relation
Hence, by Eq. (5), we have the new approach
Experiments with different functions g may be subject of further studies.
Auxiliary results and proofs
Let x 0 , . . . , x k be pairwise different real or complex numbers. In most textbooks, the divided differences of a function f are defined recursively:
In this paper we make use of the some properties of divided differences gathered in the following lemmas.
Lemma 4 The divided differences possess the integral representation
This can be proved by induction on k (see, e.g., [1, Chapt. 4, §7, Eq. (7.12) and below]).
Lemma 5 Let 1 ≤ j ≤ k and let i 1 , . . . , i j ∈ {1, . . . , k} be pairwise different integers. Then, for each function f having a derivative of order k + j − 1,
Proof of Lemma 4 Because the divided differences are invariant with respect to the order of knots we can restrict ourselves to the case i ν = ν (ν = 1, . . . , j). By Lemma 4, we have
where we put t k = 0. Taking the limit we obtain lim x1,...,x k →x
An inductive argument shows that the multiple integral has the value 1/ (k + j − 1)! which completes the proof of Lemma 5. Popoviciu [4] proved the following formula for monomials.
Lemma 6 For each integer r ≥ 0, x 0 , . . . , x k ; z k+r = x n0 0 · · · x n k k , where the sum runs over all nonnegative integers n 0 , . . . , n k satisfying n 0 + · · ·+ n k = r.
Proof of the main theorems
Proof of Theorem 1 By Eq. (3) and Lemma 6, we have and Theorem 2 is a consequence of Lemma 4.
