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1.1 Ionische Flüssigkeiten 
Ionische Flüssigkeiten sind Salze, die sich von den Salzschmelzen (molten salts) durch 
ihren geringeren Schmelzpunkt von unter 100 °C abgrenzen [1]. Eine besonders 
interessante Teilgruppe der ionischen Flüssigkeiten sind die Raumtemperatur-ionischen 
Flüssigkeiten (Room Temperature Ionic Liquids), die sich durch einen so geringen 
Schmelzpunkt auszeichnen, dass sie bei Laborbedingungen flüssig sind. Im Gegensatz 
zu ionischen Lösungen aus Salzen in einem molekularen Lösungsmittel, bestehen 
Ionische Flüssigkeiten vollständig aus Ionen [2]. In den sogenannten protischen 
ionischen Flüssigkeiten kann es allerdings durch Ladungstransfer zur Ausbildung von 
neutralen Aggregaten kommen. Nach dem Vorschlag von MacFarlane und Seddon [3] 
fällt eine Substanz unter die Definition der ionischen Flüssigkeit, solange der Anteil der 
ionischen Spezies weiterhin bei mindestens 99 % liegt. 
Durch die zahlreichen Kombinationsmöglichkeiten von unterschiedlichen Kationen und 
Anionen, entsteht eine große Vielfalt an ionischen Flüssigkeiten. Die Anzahl der 
potentiell möglichen ionischen Flüssigkeiten wird auf 1018 geschätzt [4]. 
Der niedrige Schmelzpunkt wird durch das Vorhandensein großer Ionen mit 
delokalisierter Ladung bewirkt. Typischerweise ist das Kation, manchmal aber auch das 
Anion, organisch und sperrig. Durch unsymmetrische Ionen wird die Symmetrie des 
Kristallgitters gebrochen und der Schmelzpunkt weiter herabgesetzt. 
1.1.1 Historische Entwicklung 
Eine Reihe von Salzen, die nach heutiger Definition als ionische Flüssigkeit bezeichnet 
werden, waren schon lange in der Forschung bekannt, aber es wurde ihnen keine 
besondere Aufmerksamkeit geschenkt. Bei Raumtemperatur flüssige Salze wurden als 
Kuriosität angesehen [4], für die man keine Verwendung sah. 
So berichtete O. Wallach schon 1884 über verschiedene Imidazoliumsalze mit niedrigen 
Schmelzpunkten (u.a. [C2MIm][I]) [5], maß ihnen aber keine besondere Bedeutung bei 
und vertiefte seine Forschungen in diesem Gebiet nicht weiter [6]. 
S. Gabriel und J. Weiner beschrieben 1888 die Darstellung von Ethanolammoniumnitrat 
[7] mit einem Schmelzpunkt knapp über 50 °C. 1914 veröffentlichte P. Walden die 
Synthese eines sehr ähnlichen Salzes [8]. Das von ihm beschriebene Ethylammonium-
nitrat hat einen Schmelzpunkt von 12 °C und ist somit das erste bekannte bei 
Raumtemperatur flüssige Salz. 
1982 berichteten Wilkes et al. über Dialkylimidazolium-Chloroaluminate als neue Klasse 
der ionischen Flüssigkeiten [9]. Bei den Chloroaluminaten ist problematisch, dass sie 
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extrem hygroskopisch und empfindlich gegenüber Feuchtigkeit sind [10, 11]. Sie sind nur 
unter inerten Bedingungen stabil, was ihre Anwendbarkeit erheblich einschränkt. Zehn 
Jahre später konnte durch die Wahl geeigneter Anionen ([BF4], [PF6], [NO3]) von 
J. S. Wilkes und M. J.Zaworotko an der Luft stabile ionische Flüssigkeiten hergestellt 
werden, die auch relativ unempfindlich gegenüber Feuchtigkeit sind [12]. Bei einigen 
kommt es jedoch unter Einwirkung von Wasser und insbesondere unter Metallkatalyse 
zur Bildung von Fluorwasserstoff [13, 14]. 
In den folgenden Jahren beschleunigte sich die Entwicklungen im Bereich der ionischen 
Flüssigkeiten und es wurde eine Vielzahl an verschiedenen Systemen hergestellt. Das 
Bis((trifluormethyl)sulfonyl)imid-Anion ([NTf2]) wurde zuerst von Bonhôte et al. [15] 
beschrieben und führte zur Einführung von hydrophoben ionischer Flüssigkeiten, welche 
sich zusätzlich durch eine geringere Viskosität als die zuvor beschriebenen ionischen 
Flüssigkeiten auszeichnen. 
1.1.2 Eigenschaften 
Die hier dargestellten Eigenschaften gelten für die Mehrzahl der heutzutage charak-
terisierten ionischen Flüssigkeiten. Da es eine so große Vielfalt an Ionen gibt, weichen 
einzelne ionische Flüssigkeiten von dem typischen Verhalten erheblich ab. 
Ganz besonders zeichnen sich ionische Flüssigkeiten durch ihren sehr geringen Dampf-
druck aus [16]. Trotzdem konnte gezeigt werden, dass sie bei vermindertem Druck 
destilliert werden können [17]. Dieser geringe Dampfdruck macht sie für industrielle 
Anwendungen interessant, denn der überwiegende Teil der ionischen Flüssigkeiten ist 
nur schwer entflammbar [18]. So muss insbesondere im Vergleich zu den klassischen 
organischen Lösungsmitteln ein geringerer Aufwand bei der Sicherheitstechnik und beim 
Mitarbeiterschutz betrieben werden. 
  
Abb. 1a: Ansicht einer Simulationsbox 
mit [C2MIm][NTf2]. In Weiß sind die 
Anionen, in Rot der polare Teil und in 
Blau der unpolare Teil der Kationen 
eingezeichnet. 
Abb. 1b: Ansicht einer Simulationsbox 
mit [C8MIm][NTf2]. In Weiß sind die 
Anionen, in Rot der polare Teil und in 
Blau der unpolare Teil der Kationen 
eingezeichnet. 
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Allgemein weisen sich ionische Flüssigkeiten durch thermische Stabilität und einen 
breiten Flüssigkeitsbereich, der mehrere hundert Kelvin betragen kann, aus [19]. Ihre 
Viskosität ist in der Regel deutlich höher als die von klassischen organischen Lösungs-
mitteln und variiert zwischen 10 und 500 mPa s [4]. 
Die Leitfähigkeit   beträgt in ionischen Flüssigkeiten bei Raumtemperatur bis zu  
10-2 S cm-1 und ist somit vergleichbar zu einigen in der Elektrochemie eingesetzten 
Elektrolytlösungen [20]. Viele ionische Flüssigkeiten haben große elektrochemische 
Fenster im Bereich von 5 ‒ 6 V, vereinzelt sind sie sogar noch größer [21]. 
Die Struktur der flüssigen Phase von ionischen 
Flüssigkeiten ist mit Hilfe von Neutronenstreuung 
untersucht worden [22]. Dabei zeigen sich lang-
reichweitige, ladungsgeordnete Strukturen, wie sie 
auch in Abb. 2 in den Paarverteilungsfunktionen aus 
der molekulardynamischen Simulation        zu 
erkennen sind. In Abb. 1 sind Ansichten der 
Simulationsboxen gezeigt. In Weiß sind die Anionen 
eingezeichnet, in Rot der polare Teil und in Blau der 
unpolare Teil der Kationen. Bei [C8MIm][NTf2] ist 
eine Domänenstruktur zu erkennen, die sich 
dadurch ausbildet, dass sich die unpolaren Alkyl-
ketten zusammen lagern. Diese strukturellen Heterogenitäten sind in vielen ionischen 
Flüssigkeiten, die unpolare Anteile haben, zu beobachten [23]. 
Die Toxizität von ionischen Flüssigkeiten darf nicht vernachlässigt werden [24]. Die 
biologische Abbaubarkeit ist sehr begrenzt, insbesondere aufgrund des Fluorgehalts 
vieler Anionen. Mit der Alkylkettenlänge des Kations steigt die potentielle Toxizität, da 
diese maßgeblich durch die Lipophilie bestimmt wird [25]. 
1.1.3 Anwendungen 
Durch die große Anzahl von Anionen- und Kationenfamilien und diverse Substituenten 
ist es möglich sehr unterschiedliche ionische Flüssigkeiten zu synthetisieren, deren 
Eigenschaften für spezifische Anwendungen optimiert werden können. 
Somit wird der Einsatz von ionischen Flüssigkeiten heute viel weiter gehend diskutiert 
als nur für Batterien als Elektrolyt oder zur Substitution von organischen Lösungsmitteln. 
Zahlreiche zur Anwendungsvorschläge werden diskutiert [26, 27], von denen hier nur 
eine Auswahl derer, die schon in die Praxis umgesetzt wurden, gezeigt wird. 
Die bekannteste industrielle Anwendung von ionischen Flüssigkeiten ist der Basil-
Prozess (Biphasic Acid Scavenging utilizing Ionic Liquids) [28]. 1-Methylimidazol wird bei 
der Herstellung von Alkoxyphenylphosphinen, die ein Grundstoff zur Lackherstellung 
 
Abb. 2: Gegenüberstellung der Paar-
verteilungsfunktionen der Massen-
schwerpunkte bei 400 K von [C2MIM] 
[NTf2]. Gut zu erkennen ist das alter-
nierende Muster der Ionen. 
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sind, als Säurefänger eingesetzt. Es bildet sich die ionische Flüssigkeit 1-Methyl-
imidazoliumchlorid [C1MIm][Cl], welche einem Schmelzpunkt von 75 °C hat. Diese wird 
als Flüssigkeit von dem Reaktionsgemisch abgepumpt und kann anschließend 
aufbereitet werden. 
Eine ganz andere Aufgabe hat eine ionische Flüssigkeit in einem „ionic compressor“ [29, 
30]. Dieser Kompressor, der für Wasserstofftankstellen konzipiert worden ist, hat deutlich 
weniger bewegliche Teile als ein vergleichbarer Kolbenkompressor und arbeitet bei 
Drücken von bis zu 450 bar. Da die ionische Flüssigkeit kaum Wasserstoff löst und 
gleichzeitig die Wärme gut ableitet, arbeitet dieser Kompressor isotherm und deutlich 
effizienter als die klassischen Hubkolbenmembranverdichter. 
Kürzlich in Betrieb gegangen ist in Malaysia eine Anlage zur Quecksilberabsorption aus 
Erdgas [31]. Sie arbeitet mit Solid Supported Ionic Liquids, die zwei Aufgaben 
gleichzeitig erfüllen. Zum einem wird elementares Hg(0) und organisches Hg(I) zu Hg(II) 
oxidiert; zum anderen wird gleichzeitig das gesamte Quecksilber vollständig und 
zuverlässig aus dem Gasstrom absorbiert. 
Wenn auch noch nicht in die industrielle Anwendung gebracht, so werden ionische 
Flüssigkeiten als vielversprechender Ansatz für die carbon capture-Technology ange-
sehen [32]. Insbesondere mit Aminen funktionalisierte ionische Flüssigkeiten werden als 
potentielle Absorber für Kohlenstoffdioxid aus den Rauchgasen von Kraftwerken 
gehandelt. Um diese Prozesse weiter zu entwickeln und die Effizienz zu steigern, hilft ein 
Verständnis des Lösungsmechanismus verschiedener Gase erheblich. 
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1.2 Löslichkeit von Gasen in Flüssigkeiten 
Die Löslichkeit eines Gases in einer Flüssigkeit ist 
nicht nur in der Chemie und Chemietechnik eine 
wichtige Größe, sondern beeinflusst auch das 
alltägliche Leben. Fische benötigen den im Wasser 
gelösten Sauerstoff, Kohlenstoffdioxid ist für den 
Schaum auf Bier und Sekt verantwortlich und Kaffee 
wird mit überkritischem CO2 entkoffeiniert. Schon 
William Henry untersuchte 1803 die Löslichkeit von 
Gasen in Wasser [34] und versuchte das Verhalten 
zu erklären. 
Die Löslichkeit eines Gases wird nicht nur durch die 
Wechselwirkungsenergie zwischen dem gelösten 
Teilchen, dem Solut, und dem Lösungsmittel, dem Solvens, bestimmt, sondern auch 
durch strukturelle Aspekte. Dort ist insbesondere wichtig, wie die Reorganisation des 
Lösungsmittels um das Solut stattfinden kann, als auch mögliche Konfigurations-
änderungen des Solutes selber. Abb. 3 zeigt einen Einblick in die Umgebung eines 
gelösten Kohlenstoffdioxidmoleküls in [C2MIm][NTf2] als Momentaufnahme aus der 
molekulardynamischen Simulation. Schon hier erkennt man, dass mehr Anionen als 
Kationen dem Solut nahe sind; Eine genauere quantifizierte Untersuchung erfolgt in 
dieser Arbeit. 
Die Gaslöslichkeit in den ionischen Flüssigkeiten hat fundamentalen Einfluss auf die 
möglichen Verwendungen von ionischen Flüssigkeiten als Lösungsmittel in der 
Katalyse [35], für Extraktionsprozesse unter Verwendung von überkritischem CO2 [36] 
und in der Gastrennung und ‒speicherung [37, 38]. Daher wurden zahlreiche experi-
mentelle Studien zur Bestimmung der Löslichkeit verschiedener Gase in ionischen 
Flüssigkeiten durchgeführt. Die Methoden dazu sind im folgenden Abschnitt kurz 
vorgestellt. 
1.2.1 Experimentelle Methoden zur Bestimmung von Löslichkeiten 
Zur Bestimmung von Gaslöslichkeiten in ionischen Flüssigkeiten wurden bisher fünf 
verschiedene experimentelle Ansätze beschrieben [39]. Im Folgenden werden diese 
Methoden kurz vorgestellt, da Kenntnisse über die experimentellen Grundprinzipien 
wichtig für die Einordnung und Bewertung im Vergleich zu den Ergebnissen der 
Simulation sind. Die Tab. 15 in Anhang B.1 zeigt eine Übersicht der verschiedenen 
Arbeitsgruppen, ihren verwendeten Messmethoden und den untersuchten Gasen. 
Desweitern sind dort alle Quellen für Gaslöslichkeiten in ionischen Flüssigkeiten des 
Typs [CnMIm][NTf2] angegeben. 
 
Abb. 3: Einsicht in die Umgebung 
eines CO2-Moleküls in [C2MIm][NTf2]. 
Die Kationen sind in Blau, die 
Anionen in Gelb eingezeichnet [33]. 
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Die Messung von Gaslöslichkeiten in ionischen Flüssigkeiten kann mit Hilfe der 
gravimetric microbalance Methode vorgenommen werden [40]. Eine Feinwaage auf 
deren Messpfanne sich ionische Flüssigkeit befindet, ist in einer evakuierten 
Gaskammer. In diese wird das zu untersuchende Gas eingeleitet. Der Vorteil dieser 
Methode ist, dass die Gewichtsänderung durch die Absorption des Gases mit der Zeit 
beobachtet werden kann. Des Weiteren kann auch die Löslichkeit von Gasmischungen 
untersucht werden, indem die Gaszusammensetzung im Probenraum mit Hilfe eines 
Gaschromatographen analysiert wird. Große Verfälschungen der Messungen würden 
durch den Auftrieb der Messpfanne im Gasraum entstehen. Die Auftriebseffekte werden 
deutlich reduziert, indem eine symmetrische Waage mit einem Gegengewicht in 
ähnlicher Größe verwendet wird. 
Sehr ähnlich zur gravimetric microbalance funktioniert die quarz crystal microbalance 
[41]. Dort wird die Gewichtsänderung während des Absorptionsvorgangs von einem 
Quarzkristall aufgenommen, auf dem sich ein dünner Film der ionischen Flüssigkeit 
befindet. Die Schwingungsfrequenz des Quarzkristalls ändert sich sowohl mit der Masse 
als auch mit der Viskosität der auf ihm befindlichen Flüssigkeit. Meistens ist die 
Viskositätsänderung der ionischen Flüssigkeit durch Aufnahme eines Gases so gering, 
dass dieser Effekt bei der Auswertung vernachlässigt wird. 
Zur Bestimmung von Gaslöslichkeiten mit Hilfe der NMR-Spektroskopie werden 
meistens Hochdruck-NMR-Experimente in Saphirprobenröhrchen durchgeführt. Mit der 
NMR-Spektroskopie kann nur eine begrenzte Anzahl von Gasen untersucht werden, 
denn sie müssen ein Isotop mit einem Kernspin ungleich null besitzen. Dieses Atom 
muss in der Lösung der ionischen Flüssigkeit zusätzlich noch gut beobachtbar sein, 
d.h. das Signal des beobachteten Gases darf sich nicht mit Signalen des Lösungsmittels 
überlagern. Hierzu bietet sich die Beobachtung des Wasserstoffatoms in der 1H-NMR-
Spektroskopie an, wie für H2 [42] und H2S [43] geschehen, als auch das Kohlenstoffatom 
mit der 13C-NMR-Spektroskopie wie z.B. für CO [44], wobei mit 13C angereichertes 
Kohlenstoffmonoxid genutzt wurde. 
Eine Methode zur gleichzeitigen Bestimmung von Diffusion und Löslichkeit eines Gases 
in viskoser Flüssigkeit ist die lag-time technique [45]. Hierbei wird sowohl die instationäre 
als auch die stationäre Diffusion ausgewertet. Die zwei Hälften einer evakuierten 
Diffusionszelle sind durch eine Membran oder im Fall von viskosen Flüssigkeiten durch 
einen Flüssigkeitsfilm auf einem porösen Trägermaterial getrennt. In die obere Kammer 
werden 5 bis 10 mL des zu untersuchenden Gases injiziert. Dieses diffundiert durch die 
ionische Flüssigkeit und der Druckanstieg in der unteren Zelle wird ausgewertet. 
Allerdings liefert diese Methode keine großen Genauigkeiten, da sowohl der Einfluss des 
Trägermaterials als auch der Grenzflächen vernachlässigt wird. Bei der Diffusion wird 
von einem Fehler von ±15 % und bei der Gaslöslichkeit von ±10 % ausgegangen. 
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Zahlreiche Methoden nutzen den Druckabfall aus, der während der Absorption des 
Gases auftritt. Bei diesen sogenannten pressure drop methods wird die ionische 
Flüssigkeit in einem Autoklaven vorgelegt [39, 46, 47]. Nach der Evakuierung wird das 
zu untersuchende Gas hinzugegeben und der Druckunterschied vom Anfangsdruck zum 
Gleichgewichtsdruck gemessen. Um diesen schneller zu erreichen wird die ionische 
Flüssigkeit gerührt. Die absorbierte Gasmenge kann durch Wiegen des Autoklaven oder 
durch eine Zustandsgleichung des Gases bestimmt werden. Eine Variante hiervon ist die 
thin film pressure drop method [48], bei der eine geringe Menge ionische Flüssigkeit in 
einem Autoklaven vorgelegt und der Druckabfall, ohne dass gerührt wird, beobachtet 
wird. Aus der speziellen Anpassung dieses Druckabfalls erhält man sowohl die Diffusion 
als auch die Löslichkeit des untersuchten Gases. 
Bei der optical method [49] wird in eine zylindrische Hochdruckmesszelle mit Saphir-
fenstern eine bekannte Menge ionische Flüssigkeit und Gas vorgegeben. Über eine 
Hochdruckspindelpresse wird der Druck so eingestellt, dass sich das Gas komplett in der 
Flüssigkeit löst. Nach einer Equilibrierung wird der Druck solange durch Entfernen von 
Lösungsmittel mit Hilfe der Presse reduziert, bis sich die erste stabile Blase in der Flüs-
sigkeit bildet. Die gelöste Gasmenge wird wieder gravimetrisch oder über Zustands-
gleichungen bestimmt. 
Abschließend lässt sich sagen, dass all diese Messungen umso schwieriger und 
komplexer werden, je geringer die molare Masse des zu untersuchenden Gases ist und 
je schlechter sich dieses in den ionischen Flüssigkeiten löst. Für aggressive und reaktive 
Gase (wie H2S und O2) sind die Experimente nur unter besonderen Sicherheits-
maßnahmen durchführbar. Die Experimente sind zeit- und materialaufwendig, da 
komplexe Apparaturen benötigt werden und hinreichend lange auf einen Gleichgewichts-
zustand gewartet werden muss. Meist wird eine größere Menge (synthetisierter) 
ionischer Flüssigkeit benötigt, die sich zwar einige Male regenerieren lässt, allerdings mit 
der Gefahr, dass Verunreinigungen oder Abbauprodukte die Messergebnisse verfäl-
schen können. Die häufigste Ursache ist hierbei die Absorption von Wasser aus der Luft. 
In der ionischen Flüssigkeit enthaltenes Wasser verändert zahlreiche Eigenschaften 
dieser merklich [50]. Auf die Ursachen für die verminderte Löslichkeit von Gasen, wenn 
die ionische Flüssigkeit Wasser enthält, wird in Kapitel 4.4 genauer eingegangen. 
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1.3 Ziel dieser Arbeit 
ionische Flüssigkeiten sind aufgrund ihrer vielen speziellen Eigenschaften eine hoch-
interessante Substanzklasse. Durch die große Anzahl von möglichen Kombinationen der 
Kationen und Anionen, kann experimentell nur eine geringen Bruchteil dieser Menge 
untersuchen werden. Daher „ist ein Verständnis ihrer Eigenschaften auf molekularer 
Ebene unabdingbar. Allerdings wird dies durch die Komplexität ihrer zwischen-
molekularen Wechselwirkungen erschwert“ [20]. 
Die molekulardynamische Simulation ist die geeignete Methode um Flüssigkeiten 
in silico zu beschreiben und zu untersuchen, wie die Auswirkungen von zwischen-
molekularen Kräften und Strukturen auf die chemischen und physikalischen 
Eigenschaften sind. Die gelösten Moleküle werden als Proben für die lokale Struktur in 
ionischen Flüssigkeiten verwendet. Die Löslichkeit ist direkt proportional zur Gibbs-
Energie der Solvatation und aus ihrer Temperaturabhängigkeit können die Entropie und 
Enthalpie der Solvatation bestimmt werden. 
Die ionische Flüssigkeiten des Typs 1-n-Alkyl-3-methyl-imidazolium Bis((trifluormethyl)-
sulfonyl)imid ([CnMIm][NTf2]) werden für diese Arbeit ausgewählt, da zum einen ein sehr 
zuverlässiges Kraftfeld vorliegt [51] und zum anderen experimentelle Daten von unter-
schiedlichen Arbeitsgruppen, auch zur Löslichkeit von Gasen (vgl. Tab. 15), vorhanden 
sind. Somit ist es möglich die Ergebnisse der Simulation zu validieren und mit Hilfe der 
Simulation anschließend Systeme und Größen zu untersuchen, die experimentell nicht 
oder nur schwer zugänglich sind. 
In der Literatur gibt es kein einheitliches Bild zum Lösungsmechanismus und Verhalten 
von Gasen in ionischen Flüssigkeiten. Hierzu soll diese Arbeit einen Beitrag liefern und 
zeigen wie Löslichkeiten mit Hilfe der Computersimulation zuverlässig bestimmt werden 
können.  
Das Verständnis der Eigenschaften auf molekularer Ebene sollte eine gezielte Synthese 
wesentlich erleichtern und die Entwicklung neuer Technologien begünstigen. 
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2. Methoden der molekulardynamischen Simulation 
Mit Hilfe der molekulardynamischen Simulation wird ein Film der Atombewegungen 
erzeugt. Dieser Film, wissenschaftlich Trajektorie genannt, enthält die Positionen und 
Geschwindigkeiten aller im System enthaltenen Atome und bietet einen Einblick in die 
molekulare Ebene einer Flüssigkeit. Aus den gespeicherten Konfigurationen ist es 
möglich eine Vielzahl an strukturellen, thermodynamischen und dynamischen Daten zu 
berechnen. 
Die molekulardynamische Simulation wird insbesondere zur Beschreibung von Flüssig-
keiten genutzt. Kristalline Festkörper können durch die Reduktion auf wenige Freiheits-
grade durch Symmetrieeigenschaften „einfach“ mit Hilfe der klassischen statistischen 
Mechanik beschrieben werden. Die Beschreibung von Gasen ist durch die Verdünnung 
und somit die Reduktion auf wenige Teilchen geradezu „trivial“ [52]. Bei einer Flüssigkeit 
hat man es jedoch mit einem essentiellen Vielteilchensystem zu tun, bei dem eine 
Vereinfachung nicht mehr möglich ist. Bei ihrem komplexen Verhalten stoßen viele 
Theorien an ihre Grenzen, was zur (Weiter-)Entwicklung der Simulationstechniken 
führte. 
Nachdem Alder und Wainwright die molekulardynamische Simulation anhand von harten 
Kugeln in den späten 1950er Jahren eingeführt hatten [53, 54], führte Rahman 1964 eine 
erste molekulardynamische Simulation einer Flüssigkeit mit realistischen Potentialen am 
Beispiel von Argon durch [55]. Ein weiterer wichtiger Schritt zur Beschreibung realer 
Systeme war die Arbeit von Rahman und Stillinger 1974, in der flüssiges Wasser mit 
Hilfe der molekulardynamischen Simulation beschrieben wurde [56]. In den letzten 50 
Jahren haben sich die Simulationstechniken rasant weiterentwickelt und verbreitet. 
Dieses wird durch die immer größere Rechenkapazität und preiswertere Rechenzeit 
gefördert. Für eine Simulation, für die ein Rechenzentrum in den sechziger Jahren noch 
Tage gebraucht hätte, benötigt ein heutiger Arbeitsplatzrechner Minuten oder gar nur 
noch Sekunden. So können immer komplexere Systeme beschrieben werden, wie z.B. 
Grenzflächen und Biomoleküle. Aber auch Fluide bergen noch viele Rätsel und sind 
noch nicht vollständig verstanden. Die molekulardynamische Simulation ist eine 
herausragende Methode, um Wechselwirkungen und ihre Folgen in den unterschied-
lichsten Medien zu untersuchen. Vollständig ersetzen kann die molekulardynamische 
Simulation Experimente nicht. Um gute Kraftfelder anzupassen, werden meistens 
experimentelle Daten genutzt und auch zur Überprüfung der Simulationsergebnisse sind 
Experimente unerlässlich. Doch anschließend ist es mit Hilfe der molekulardynamischen 
Simulation möglich, Vorhersagen zu Eigenschaften zu tätigen, die im Experiment nicht 
oder nur schwer zugänglich sind. Somit tragen die verschiedenen Simulationen ganz 
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erheblich zu einem besseren Verständnis der Chemie bei, denn nur mit ihnen ist es 
möglich die Bewegung von Atomen direkt zu beobachten. [52, 57, 58, 59, 60] 
In den folgenden Kapiteln werden nun die wichtigsten Techniken und Grundlagen der 
molekulardynamischen Simulation kurz vorgestellt, die zum Verständnis dieser Arbeit 
notwendig sind. Eine vollständige Darstellung würde den Rahmen dieser Arbeit 
sprengen. Daher sei für eine detailliertere Betrachtung und für den mathematischen 
Hintergrund auf die zahlreich vorhandene Literatur verwiesen, z.B. [52, 57 ‒ 60]. 
2.1 Grundlagen 
Die molekulardynamische Simulation ist grundsätzlich eine deterministische Methode, 
d.h. die zeitliche Entwicklung ist eindeutig vorherbestimmt, wenn man von Ungenauig-
keiten aufgrund der begrenzten Variablengröße absieht. Von grundlegender Bedeutung 
sind die Newton‘sche Bewegungsgesetze, nach denen die Bewegung der Atome 
propagiert wird. 
Aus einer Startkonfiguration mit   wechselwirkenden Atomen bzw. Wechselwirkungs-
zentren wird der zeitliche Verlauf als   -dimensionale Trajektorie berechnet. In dieser 
Anfangskonfiguration sind sämtliche Orte                
  und Geschwindigkeiten 
                  
 
 aller Wechselwirkungszentren gegeben. 
Anschließend werden für jedes dieser Teilchen die aufgrund seiner Nachbarn auf es 
wirkenden Kräfte berechnet. Dieses ist in der Simulation der zeitaufwändigste Schritt, 
denn die Anzahl der theoretisch zu berechnenden Paarabstände wächst äußerst schnell 
mit der Anzahl der Teilchen. So ist die Zahl der zu berechnenden Kräfte nach dem 
dritten Newton‘schen Gesetz (actio = reactio)         , da das Potential     sowohl 
eine Funktion des Abstandes     als auch der Orientierung     ist. Daher ist es sinnvoll 
einen Cut-Off-Radius     einzuführen, ab dem die Paarpotentiale nicht mehr berechnet 
werden (siehe hierzu Kapitel 2.1.2 „Behandlung der langreichweitigen Kräfte“) und auf 
eine effiziente Programmierung dieses Rechenschritts zu achten. So ist in den meisten 
Simulationspaketen diese Kraftberechnung prozessornah in Assemblersprache 
geschrieben. 
Die Kraft      , die auf ein Teilchen   wirkt, ist gleich der negativen Summe über den 
Gradienten des Potentials    . 
Zur Zusammensetzung und Parametrisierung des Paarpotentials     siehe Kapitel 
2.2 „Kräfte“ und 2.3 „Kraftfelder und Potentiale“. 
              
 
 
         (2.1) 
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Aus den Kräften zwischen den Wechselwirkungszentren kann anschließend über das 
zweite Newton‘sche Gesetz der neue Aufenthaltsort der Teilchen bestimmt werden. 
Die Kraft   ist die Änderung des Impulses   nach der Zeit. Der Impuls ist das Produkt 
aus Masse   und Geschwindigkeit  . 
Diese beiden Gleichungen werden zur zentralen Bewegungsgleichung der molekular-
dynamischen Simulation umgeformt. 
Sie verknüpft die Ableitung der potentiellen Energie   nach dem Ort mit der Ableitung 
des Ortes nach der Zeit. Für ein gegebenes Potential ist es somit möglich, aus einer 
Konfiguration die nächste Konfiguration zu berechnen. Diese Bewegungsgleichung ist 
jedoch bereits für ein Drei-Körper-Problem nicht mehr analytisch lösbar. 
Daher muss auf numerische Näherungen zurückgegriffen werden. Hierbei haben sich 
der Verlet-Algorithmus [61] und der velocity-Verlet-Algorithmus [62] bewährt, denn sie 
laufen stabil und die von ihnen erzeugten Trajektorien fluktuieren um die tatsächliche 
Trajektorie des Systems [58]. Der Verlet-Algorithmus wird in der Leapfrog-Variante [63] 
 
Abb. 4: Grundschema des Kernablaufs der molekulardynamischen Simulation, der für 
jeden Zeitschritt    wiederholt wird. 
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neue Geschwindigkeiten und Koordinaten 
(Verlet-Algorithmus in der Leapfrog-Variante) 
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verwendet. Das bedeutet, dass die neuen Positionen bei den Zeiten   und      
berechnet werden, wohingegen die neuen Geschwindigkeiten zum Zeitpunkt        
errechnet werden, also genau zwischen der Berechnung der Positionen. 
Der Zeitschritt    liegt üblicherweise im Bereich von wenigen Femtosekunden und seine 
Wahl hängt von dem untersuchten System und seinen Freiheitsgraden ab. 
2.1.1 Periodische Randbedingungen 
Da man zumeist an Eigenschaften der flüssigen 
Phase und nicht in der Grenzfläche interessiert ist, 
man aber gleichzeitig die Systeme möglichst klein 
halten möchte, wird mit periodischen Rand-
bedingungen gearbeitet. Dazu wird die zentrale 
Simulationsbox in allen Raumrichtungen von 
virtuellen Abbildungen ihrer selbst umgeben. Ein 
Teilchen, das die Simulationsbox an einer Seite ver-
lässt, wird an der gegenüberliegenden wieder ein-
gefügt. So werden die Anzahl der Teilchen und die 
Energie in der Simulationsbox konstant gehalten. 
Grundsätzlich ist es möglich, jeden geometrischen 
Körper als Grundlage zu verwenden, sofern er durch Translationen den Raum 
vollständig ausfüllen kann. Im dreidimensionalen Raum sind das der Spat, das 
hexagonale Prisma, der abgeschnittene Oktaeder, der rhombische Dodekaeder und der 
am häufigsten verwendete Körper, der Würfel. 
2.1.2 Behandlung der langreichweitigen Kräfte 
Insbesondere in ionischen Flüssigkeiten sind aufgrund des ionischen Charakters 
Auswirkungen von langreichweitigen Kräften zu beachten, denn die Coulomb-Wechsel-
wirkung klingt nur sehr langsam mit      ab. Die Boxgröße und die Reichweite der Kräfte 
müssen so aufeinander abgestimmt sein, dass ein Teilchen sich nicht selbst in einer der 
angrenzenden, virtuellen Simulationsboxabbildung sieht. Dieses würde die Kräfte 
verdoppeln und zu verfälschten Ergebnissen führen. Hinzu kommt, dass mit jedem 
Wechselwirkungszentrum, welches ein Teilchen sieht, die Kräfte berechnet werden 
müssen. Dieses führt dazu, dass Simulationen mit langreichweitigen Kräften schnell sehr 
aufwändig werden. 
Deshalb wurden häufig Funktion verwendet, die das Potential ab einem gewissen 
Abstand    vom Kernort auf null zurückführen. Diese sogenannten Shift- und Switch-
Funktionen stören allerdings die Simulation, da sie physikalisch nicht sinnvolle Kräfte in 
das System einführen [64] und die Dynamik einfrieren können, werden sie heute nur 
noch in speziellen Fällen verwendet. 
     
Abb. 5: Schema zu Verdeutlichung 
der periodischen Randbedingungen. 
In Blau die eigentliche Simulationsbox, 
die in alle Raumrichtungen mit 
identischen Abbildung ihrer selbst 
umgeben ist, eingezeichnet. 
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Cut-off-Radien verringern die Anzahl der zu berechnenden Kräfte. Die Paarpotentiale 
werden nur innerhalb des festgelegten Cut-off-Radius    berechnet, daher kann es 
passieren, dass Kräfte vernachlässigt werden. Schon besser geeignet sind Cut-off-
Radien in Kombination mit Reaction field-Techniken [65]. 
Zumeist werden heutzutage verschiedene Methoden, die auf der Ewald-Summation [66] 
basieren, verwendet, denn sie ist eine effiziente Methode zur Berechnung langreich-
weitiger Potentiale im periodischen Raum. Insbesondere das elektrostatische Potential 
      wird in einen schnell        und einem langsam konvergierenden        Teil 
zerlegt: 
Der Trick dabei ist, dass der schnell konvergierende Teil im Real-Raum gelöst wird, 
wohingegen der langsam konvergierende Anteil im reziproken Fourier-Raum behandelt 
wird, wo dieser schnell konvergiert. Bei großen Teilchenzahlen wird die Ewald-
Summation aber immer langsamer und daher wurde die Particle-Mesh-Ewald-Methode 
(PME) [67] eingeführt, die bei Essmann et al. im Detail beschrieben ist [68]. Die Anzahl 
der zu berechnenden Kräfte skaliert hierbei mit           bei der Teilchenanzahl  . 
Dieses ist ein deutlicher Fortschritt im Vergleich zur Skalierung mit    für den Fall, dass 
ohne besondere Behandlung der langreichweitigen Kräfte gearbeitet wird. 
2.1.3 Thermostate und Barostate 
Das natürliche Ensemble der molekulardynamischen Simulation ist das mikrokanonische 
Ensemble (      = const.) [58]. Die meisten Experimente finden jedoch bei konstantem 
Druck und konstanter Temperatur, also im kanonisch-harmonischen Ensemble (      = 
const.) statt. Daher möchte man diese Parameter kontrollieren, sie aber nicht so fixieren, 
dass die natürlichen Fluktuationen unterdrückt werden. 
Thermostate 
Um die Temperatur während der Simulation konstant zu halten, werden Thermostate 
verwendet. Das bekannteste ist dabei der Berendsen-Thermostat [69], welcher eine gute 
Methode zur Equilibrierung ist, da er schnell große Energiemengen aus dem System 
entfernen kann. Er arbeitet nach dem Prinzip der schwachen Kopplung; alle Geschwin-
digkeiten   der Teilchen werden mit dem Faktor    multipliziert. 
Hierbei ist    die momentane Temperatur und    die Zieltemperatur des Systems,    ist 
die Größe des Zeitschritts und    die Relaxationszeit, welche der Stärke der Kopplung 
entspricht. Durch eine Erhöhung der Kopplungsstärke erhält man eine schnellere 
Equilibrierung, greift aber auch stärker ins System ein. 
                     (2.4) 
               
(2.5) 
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Ein anderer Ansatz wurde 1984 von Nosé [70] veröffentlicht und später von Hoover [71] 
modifiziert. Dieser sogenannte Nosé-Hoover-Thermostat wird während der Produktions-
läufe bevorzugt, da er, im Gegensatz zum Berendsen-Thermostaten, exakt das 
kanonische Ensemble wiedergibt.  
Zur Ankopplung eines Wärmebades wird in den Hamilton-Operator  des Systems eine 
zusätzliche Koordinate   und ihr konjugierter Impuls    eingefügt. 
Das Wärmebad selbst wird über seinen Massenparameter   definiert. Die Bewegungs-
gleichung eines Teilchens wird über den Reibungsparameter   wie folgt korrigiert: 
Barostate 
Um auch den Druck innerhalb der Simulation konstant zu halten, wird sehr ähnlich 
vorgegangen. In der Equilibrierung wird der Berendsen-Barostat [69] verwendet. Dieser 
arbeitet nach demselben Prinzip der schwachen Kopplung wie der oben beschriebene 
Berendsen-Thermostat. Bei diesem wird der Druck durch eine Skalierung der 
Boxgröße   nach jedem Schritt konstant gehalten. 
Damit keine Teilchen das Boxvolumen verlassen, müssen auch alle Orte der Atome    
mit diesem Faktor skaliert werden. 
Der Skalierungsfaktor    ist dabei wie folgt gegeben: 
Für die Simulationsläufe wurde der Parrinello-Rahman-Barostat [72, 73] benutzt, welcher 
zwar eine stärkere Oszillation um den gewünschten Druck aufweist, aber in Kombination 
mit dem Nosé-Hoover-Thermostaten ein thermodynamisch exaktes isobar-isothermes 
Ensemble beschreibt [58]. 
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Der Parrinello-Rahman-Barostat arbeitet ähnlich wie der Nosé-Hoover-Thermostat und 
führt u.a. einen Reibungsterm in die Bewegungsgleichung ein. Hierbei gehorchen die 
Box-Vektoren, die durch die Matrix   repräsentiert werden, folgender Gleichung: 
Die neue Bewegungsgleichung enthält die Kopplungsmatrix  und sieht wie folgt aus: 
2.1.4 Grenzen der molekulardynamischen Simulation 
Obwohl sich die Computertechnik in den letzten Jahrzehnten rasant entwickelt hat, sind 
die Simulationsdauern und –größen beschränkt. So werden mit der molekular-
dynamischen Simulation Zeiträume im Bereich von Nanosekunden, vordringend in den 
Bereich der Mikrosekunden beschrieben. Die Systemgrößen sind auf einige 100 bis 
10000 Moleküle beschränkt. Insbesondere durch Parallelisierung, also die Verwendung 
vieler Rechenknoten gleichzeitig, können größere Simulationstrajektorien immer 
schneller erzeugt werden. Allerdings verliert man dabei Rechenzeit, die für die 
Kommunikation zwischen den einzelnen Prozessoren gebraucht wird. Daher kann es 
beim Bedarf von mehreren Datenpunkten (z.B. mit unterschiedlicher Temperatur, Druck, 
Solut) sinnvoll sein, diese zeitgleich laufen zu lassen und jede Simulation auf weniger 
Kerne zu verteilen. 
Mit viel Zeit und der sich immer schneller entwickelnden Rechenkapazität lassen sich 
diese Grenzen zu immer größeren Systemen verschieben [57]. Ein Grundprinzip der 
klassischen molekulardynamischen Simulation ist jedoch, dass die Bewegung der 
Elektronen nicht beschrieben wird. Grundlage für die Abkopplung der Elektronen-
bewegung von der Kernbewegung ist die Born-Oppenheimer Näherung [74], die auf dem 
Massenunterschied der Elektronen zum Atomkern beruhen. So ist allein ein Proton fast 
2000 mal schwerer als ein Elektron, daher kann der Einfluss der Bewegung der 
Elektronen auf die Kernbewegung vernachlässigt werden. Dieses hat die Vorteile, dass 
deutlich weniger Partikel beschrieben werden müssen, durch die langsamere Bewegung 
ein größerer Zeitschritt gewählt werden kann und dass die Kernbewegungen im Gegen-
satz zu den Elektronenbewegungen der klassischen Mechanik folgen. Ein Nachteil ist, 
dass alle Effekte, die auf der Bewegung von Elektronen beruhen, nicht erfasst werden. 
Dieses sind insbesondere die Anregung von Atomen, aber auch Bindungsbrüche und  
–bildung. Somit ist es mit der klassischen molekulardynamsichen Simulation nicht 
möglich chemische Reaktionen zu untersuchen.  
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2.2 Kräfte 
Von zentraler Bedeutung für die molekulardynamische Simulation ist die Art und Wiese, 
wie die im System herrschenden Kräfte abgebildet werden. Wie in Gleichung (2.1) 
beschrieben, werden alle in der Simulation vorkommenden Kräfte aus dem Paar-
potential     berechnet. Daher ist es wichtig, wie dieses Potential, das häufig auch als 
Kraftfeld bezeichnet wird, aus verschiedenen Funktionen zusammengesetzt und 
parametrisiert wird. 
Eigentlich wäre das Gesamtpotential für ein  -Teilchensystem eine Summe verschie-
dener Potentiale, wobei der erste Term        nur von den Koordinaten der eigenen 
Position abhängt und nur vorkommt wenn eine äußere Kraft, wie z.B. ein elektrisches 
Feld wirkt. Der zweite Term           sind die Paarpotentiale die zwischen zwei Teilchen 
wirken.              sind dann die Dreikörperpotentiale. Hinzu würden noch die Terme 
höherer Ordnung kommen. 
Aber schon die Dreikörperpotentiale tragen (bei moderaten Dichten) wenig zum 
Gesamtpotential bei, sind aber sehr aufwendig zu berechnen [75, 76]. Daher werden im 
Allgemeinen effektive Zweikörperpotentiale verwendet, in denen die Dreikörperwechsel-
wirkungen nur implizit berücksichtigt werden. 
Das effektive Paarpotential     lässt sich in einen bindenden (b) und einen 
nichtbindenden (nb) Anteil zerlegen. 
Der bindende Anteil wird unterteilt in Bindungslängen-      , Bindungswinkel-       
und Diederwinkelpotentiale      . 
Das Bindungslängenpotential     wird entsprechend dem Hookschen Gesetz mit einem 
harmonischen Ansatz beschrieben. Hierbei beschreibt    die Gleichgewichtsbindungs-
länge und   ist die Kraftkonstante. 
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Ähnlich ist der Ansatz für das Bindungswinkelpotential    , wobei    der Gleich-
gewichtswinkel ist. 
Das Diederwinkelpotential     lässt sich nur bei kleinen Änderungen durch ein 
harmonisches Potential beschreiben. Bei größeren Auslenkungen existieren Rotations-
barrieren, daher ist die Anwendung einer Fourier-Reihe aus Cosinusfunktionen sinnvoll. 
  beschreibt die Multiplizität der Fourier-Komponente. Desweiteren werden sogenannte 
unechte Diederwinkelpotentiale eingesetzt, die nicht entlang von Bindungen sondern 
teilweise durch den Raum verlaufen. Sie werden als Zwangskräfte verwendet, um z.B. 
planare Strukturen wie aromatische Ringe zu erzeugen. 
                           
       
                




           
 
      
 
(2.19) 
Die nichtbindenden Anteile des Gesamtpotentials treten sowohl inter- als auch 
intramolekular auf. Sie werden aus dem Coulomb-Potential    und dem Lennard-Jones-
Potential     zusammengesetzt. 
Die Kräfte zwischen den Ladungen   werden mit dem Coulomb-Gesetz [77, 78] 
beschrieben: 
Alle weiteren nichtbindenden Kräfte werden als Lennard-Jones-Kräfte [79] mit dem 
Stoßdurchmesser   und der Potentialtiefe   zusammengefasst. Der attraktive Beitrag 
des Potentials beruht auf den London-Kräften und fällt daher mit der sechsten Potenz 
zum Abstand ab. Für den abstoßenden Teil (Pauli-Repulsion) wird häufig die zwölfte 
Potenz gewählt, da sie das Quadrat der auch benötigten sechsten Potenz ist und so 
Rechenoperationen gespart werden können und auch wenn es keine physikalische 
Begründung für die Verwendung gibt, hat sich dieses 12-6-Lennard-Jones-Potential als 
sehr geeignet herausgestellt. 
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Für die Wechselwirkungen zwischen unterschiedlichen Atomtypen werden die Lennard-
Jones-Parameter     und     üblicherweise aus den definierten Parametern        und 
      der homonuklearen Wechselwirkungen berechnet. Hierbei wird für die Potentialtiefe 
das geometrische Mittel und für den Stoßdurchmesser entweder das arithmetische 
(OPLS-Kombinationsregel) oder auch das geometrische Mittel (Lorentz-Berthelot-
Kombinationsregel) verwendet: 
Die nichtbindenden Wechselwirkungen zwischen Atomen in direkter Nachbarschaft 
innerhalb eines Moleküls müssen deaktiviert werden, da die Kräfte bereits durch die 
bindenden Wechselwirkungen beschrieben sind. Dies betrifft die Atome, welche über 
Bindungspotentiale (1-2-Wechselwirkungen) und Bindungswinkelpotentiale (1-3-Wech-
selwirkungen) miteinander verbundenen sind. Hinzu kommen noch die 1-4-Wechsel-
wirkungen, falls die Atome über Torsionspfade gekoppelt sind. 
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2.3 Kraftfelder und Potentiale 
Semiempirische Kraftfelder, wie sie hier verwendet wurden, entstehen, indem die 
Geometrie der Moleküle durch quantenchemische Rechnungen bestimmt wird und die 
Wechselwirkungsparameter anschließend an experimentelle Daten angepasst werden. 
Die Güte der Simulationsergebnisse ist stark von der Wahl des Kraftfeldes abhängig. Je 
nachdem für welchen Bereich (Temperatur, Druck, Phase, …) das Kraftfeld parame-
trisiert wurde, ist es zur Untersuchung verschiedener Eigenschaften unterschiedlich gut 
geeignet. Bei der Wahl des Kraftfeldes müssen außerdem Genauigkeit und Rechen-
aufwand gegeneinander abgewogen werden. 
2.3.1 Ionische Flüssigkeiten 
In dieser Arbeit wurde das von T. Köddermann et al. [51] entwickelte Kraftfeld zur 
Beschreibung der ionischen Flüssigkeiten verwendet. Es basiert auf dem Kraftfeld von 
J. N. C. Lopes et al. [80, 81] und wurde durch Anpassung an zuverlässige experi-
mentelle Daten verbessert. Diese sind insbesondere die Dichte [81], Selbstdiffusions-
koeffizienten der Anionen und Kationen [82] und Rotationskorrelationszeiten von  
Wasser [83] in [C2MIM][NTf2]. 
Bei diesem Kraftfeld tragen die Ionen ganzzahlige Ladungen (  ), obwohl durch 
Ladungstransfer und Polarisierung die effektive Ladung einzelner Ionen verringert 
werden kann [84]. Diese Effekte wurden durch die Anpassung der nahreichweitigen 
Wechselwirkungen an experimentelle Daten berücksichtigt. Das Kraftfeld ist so 
konzipiert, dass die Kettenlänge des Alkylrests am Kation variiert werden kann, ohne 
dass eine erneute Parametrisierung vorgenommen werden muss. Somit ist dieses 
Kraftfeld geeignet sowohl energetische als auch dynamische Eigenschaften dieser 
ionischen Flüssigkeitenfamilie wiederzugeben, was für die Verdampfungsenthalpien [85] 
und die Viskosität [51] gezeigt wurde. 
Nachfolgend seien die wesentlichen Punkte der Parametrisierung des Kraftfelds zusam-
mengefasst: Die molekulare Geometrie und die Coulombparameter wurden aus dem 
Kraftfeld von Lopes et al. [80, 81] unverändert übernommen. Die quantenmechanische 
Optimierung der Geometrie ist auf dem HF/6-31G*-Level erfolgt, die der Elektronen-
dichte auf dem MP2/cc-pVTZ(-f)-Niveau. Die Lennard-Jones-Parameter wurden anhand 
der experimentellen Daten deutlich modifiziert. Die Bindungs-, Winkel- und Dieder-
winkelpotentiale wurden größtenteils von Lopes et al. [80, 81] übernommen. Lediglich 
die Diederwinkelpotentiale des Anions wurden mittels Torsionsscan auf MP2/6-311+G**-
Level neu bestimmt. Die Parameter können aus der Literatur [51] und [86] entnommen 
werden. 
Dieses Kraftfeld, das harmonische Bindungspotentiale vorsieht, wird hier in leicht 
abgewandelter Form verwendet. Die Bindungslängen werden mit dem SHAKE-
Algorithmus [87] auf den Gleichgewichtsabstand fixiert. Diese Vereinfachung spart 





Rechenzeit und liefert für viele Betrachtungen sinnvolle Ergebnisse, da Freiheitsgrade 
mit hoher Frequenz und kleinen Amplituden sehr wenig oder gar keine Korrelation mit 
den übrigen Freiheitsgraden zeigen. Es zeigte sich, dass einige Diederwinkelpotentiale 
im Kation mit diesen Zwangskräften unvereinbar sind, da nun eine Überbestimmung 
vorliegt. Daher werden einige Diederwinkelpotentiale, die in den Ring hinein zeigen, 
entfernt. Eine Auflistung dieser ist in Quelle [88] zu finden. 
2.3.2 Wasser 
Zur Beschreibung von Wasser wurde das TIP4P-Ew-
Modell [89] verwendet, welches 2003 von Horn et al. 
veröffentlicht worden ist. Es hat sich zu einem Standard-
modell für flüssiges Wasser entwickelt, da es sowohl das 
Dichtemaximum als auch die Verdampfungsenthalpien 
gut wiedergibt. Es ist ein starres Vierzentren-Modell, mit 
drei Massenzentren und einem masselosen Zentrum 
nahe dem Sauerstoff, das die Coulomb-Ladung –q trägt. Die Wasserstoffatome 
kompensieren diese Ladung. Das Lennard-Jones-Potential ist auf dem Sauerstoffatom 
positioniert. 
Tab. 1: Kraftfeldparameter von Wasser [17]. 
                                  
O 15,9994 - 81,95 3,16435  
H   1,0079   0,52422 - - O-H: 0,9572 
V - ‒1,04844 - - O-V: 0,1250 
θHOH / ° 104,52     
2.3.3 Kohlenstoffdioxid 
Für Kohlenstoffdioxid wurde das EPM2-Modell von 
Harris und Yung [90] in einer leicht abgewandelten Form 
verwendet; die Bindungslängen wurden fixiert. Da der 
verwendete SHAKE-Algorithmus [87] bei einem 
dreiatomigen linearen Molekül versagt, werden die 
Atommassen nach der Methode von Ciccotti et al. [91], so auf zwei Wechselwirkungs-
zentren gelegt, dass die Gesamtmasse und das Trägheitsmoment erhalten bleiben. 
Tab. 2: Kraftfeldparameter von Kohlenstoffdioxid [90]. 
�                                   
C -   0,6512 28,129 2,757  
O - ‒0,3256 80,507 3,033 C-O: 1,149000 
V 22,005 - - - C-V: 0,989975 
 
Abb. 6: Skizze des TIP4P-Ew-
Wassermodells. 
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2.3.4 Sauerstoff und Stickstoff 
Für die zweiatomigen Moleküle Sauerstoff [92] und Stickstoff [93] wird jeweils ein 
Kraftfeld mit drei Wechselwirkungszentren gewählt. Auf den Atomursprüngen befindet 
sich neben den Lennard-Jones-Parametern auch eine Coulomb-Ladung, die durch eine 
Gegenladung im Schwerpunkt des Moleküls (COM) ausgeglichen wird. So wird auch das 
Quadrupolmoment der Moleküle in der Gasphase gut wiedergegeben. 
Tab. 3: Kraftfeldparameter von Sauerstoff (Hansen et al. [92]) und Stickstoff (TraPPE [93]). 
�                                   
O 15,9994 ‒0,123 49,048 3,013 O-O: 1,21 
COM -   0,246 - -  
N 14,0067 ‒0,482          36,0 3,310 N-N: 1,10 
COM -   0,964 - -  
2.3.5 Edelgase 
Edelgase lassen sich mit der Masse und den Lennard-Jones-Parametern am Kernort gut 
beschreiben. Es wurden die Angaben nach Guillot und Guissani [94] benutzt, die auf den 
Parametern von Hirschfelder et al. [95] basieren. 
Tab. 4: Kraftfeldparameter der Edelgase [94]. 
�                      
Neon   20,1797   18,6 3,035 
Argon   39,9480 125,0 3,415 
Krypton   83,7980 169,0 3,675 
Xenon 131,2930 214,7 3,975 
2.3.6 Methan 
Aufgrund der Kugelsymmetrie lässt sich auch Methan durch ein einzelnes Lennard-
Jones-Zentrum beschreiben [96]. Hierzu werden ebenfalls die von Guillot und Guissani 
[94] verwendeten Parameter eingesetzt. 
Tab. 5: Kraftfeldparameter von Methan [94]. 
�                      
CH4 15,9900 147,4 3,730 
2.3.7 Wasserstoff 
Für Wasserstoff wird aus der sehr genau berechneten Potentialkurve eines Wasserstoff-
dimers von Patkowski et al. [97] die Tiefe und Position des Minimums für die Lennard-
Jones-Parameter verwendet. Das Wasserstoffmolekül ist so klein, dass es als Kugel 
dargestellt werden kann und so wenig polarisierbar, dass auch dieses vernachlässigt 
werden kann. Nach Cracknell [98], der die Wasserstoffadsorption auf Graphit untersucht 
hat, führt die Vernachlässigung der Quanteneffekte zu einem so kleiner Fehler, dass 
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dieser keinen Einfluss auf das Gesamtergebnis hat. Daher muss bei den untersuchten 
Temperaturen die Quantenstatistik nicht explizit berücksichtigt werden. 
Tab. 6: Kraftfeldparameter von Wasserstoff. 
�                      
H2 2,01588 35,45 3,460 
2.3.8 Weeks-Chandler-Andersen-Potential 
Das Weeks-Chandler-Andersen-Potential (WCA) [99] beschreibt ein Fluid ohne attraktive 
Wechselwirkungen. Es hat die gleichen repulsiven Kräfte wie das Lennard-Jones-
Potential        und wird wie folgt beschrieben: 
                                 für     
           (2.25) 
                                       für     
           (2.26) 
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2.4 Berechnung des exzess-chemischen Potentials 
Im Folgenden wird die Herleitung der Berechnung des chemischen Potentials zuerst am 
kanonischen Ensemble (      = const.) gezeigt, da dieses das natürliche Ensemble 
der Monte-Carlo-Simulation ist, für welches diese Methoden zuerst entwickelt wurden. 
Im zweiten Schritt werden die Ergebnisse auf das verwendete isotherme-isobare 
Ensemble (      = const.) übertragen. 
Das chemische Potential     eines Stoffes    kann durch folgende partielle Ableitungen 
ausgedrückt werden (vgl. [58, 59, 100, 101]): 
Das chemische Potential ist die Ableitung des Helmholtz-Potentials   , auch freie 
Energie genannt, nach der Teilchenzahl     bei konstantem Volumen und konstanter 
Temperatur und kann für große Systeme als Differenzenquotient ausgedrückt werden. 
Die Zustandssumme Z dient als Brücke zwischen den thermodynamischen Eigen-
schaften und den quantenmechanisch bestimmbaren Energiezuständen eines Systems. 
Die kanonische Zustandssumme über alle Quantenzustände          lautet: 
Diese Summe kann im klassischen Grenzfall, wo ein Kontinuum von Zuständen vorliegt, 
durch ein Zustandsintegral beschrieben werden. Des Weiteren kann man annehmen, 
dass der kinetische und potentielle Teil des Hamiltonians nicht gekoppelt sind und man 
somit die Integration über alle unabhängigen    Impulskoordinaten getrennt ausführen 
kann. 
Hierbei entspricht     
  
      
   der thermischen Wellenlänge,   ist die Teilchen-
zustandssumme und   die potentielle Energie. 
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Üblicherweise führt man hier skalierte Koordinaten    ein. Durch die Substitution von 
         ergibt sich für ein kubisches System mit der Kantenlänge   und dem 
Volumen   folgendes: 
Dieses wird nun in Gleichung (2.29) eingesetzt: 
Der erste Term der Gleichung beschreibt den Fall eines wechselwirkungsfreien idealen 
Gases, der zweite Term den wechselwirkungsbasierten Anteil, den sogenannten 
Exzessanteil. Hieraus folgend kann man auch das chemische Potential in einen Ideal- 
und einen Exzessanteil aufteilen. 
Um aus molekularen Simulationen das exzess-chemische Potential zu berechnen, 
wurden zahlreiche Methoden entwickelt (vgl. [58, 102]). Im Folgenden wird nun genauer 
auf die verwendete Widom-Testteilchen-Methode und die Overlapping-Distribution-
Methode eingegangen. [103, 104, 105] 
2.4.1 Widom-Testteilchen-Methode 
Die auf Benjamin Widom zurückgehende Test-
teilchenmethode [103 ‒ 105] ist einfach in der 
Durchführung und wird bei zahlreichen unter-
schiedlichen Systemen verwendet [100, 106, 107]. 
Ein Testteilchen wird an einem zufälligen Ort in das 
zuvor simulierte reine Lösungsmittel eingefügt und 
die Wechselwirkungsenergie des Testteilchens mit 
dem Restsystem bestimmt.  
Diese Methode versagt allerdings bei Systemen    
mit hohen Dichten [107, 108] und auch bei struktur-
          
  
     






                     
  
     






         
  
     
                     






                        
(2.33) 
                        
                                                  
                                                  
          
(2.34) 
      
Abb. 8: Schema der Testteilchen-
Insertions-Methode. 
Links wird eine mögliche Insertion 
(grün), rechts eine verbotene 
Insertion gezeigt (rot), da es zur 
Überlappung der Teilchen kommt. 
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bildenden oder großen Soluten, da es hier sehr unwahrscheinlich ist, zufällig auf eine 
Struktur im reinen Lösungsmittel zu treffen, die für die Solvatation geeignet ist. 
Durch die im vorherigen Abschnitt gezeigten Gleichungen, kann das chemische Potential 
wie folgt ausgedrückt werden: 
Im Folgenden beschäftigen wir uns mit der Berechnung des Exzessanteil     . Da die 
Wechselwirkungen paarweise additiv sind, kann                     aufspalten 
werden.   ist dabei Insertionsenergie, also die Wechselwirkung des    -Teilchens mit 
dem Restsystem. Folglich können auch die Mehrfachintegrale aufgelöst werden: 
Hierbei bedeutet      die kanonische Ensemble-Mittelung über den Konfigurationsraum 
des  -Teilchen-Systems. So kann     mit einem Metropolis-Algorithmus [109] bestimmt 
werden. Es werden Insertionen an zufälligen Positionen mit einer zufälligen Orientierung 
des Testteilchens durchgeführt und deren Energie aufsummiert. Da das insertierte 
Testteilchen nicht im System verbleibt, kann dieser Vorgang an schon erzeugten 
Trajektorien durchgeführt werden. 
In der molekulardynamischen Simulation wird meist ein NPT-Ensemble anstelle des 
NVT-Ensembles der Monte-Carlo-Simulation verwendet. Hier muss nun zusätzlich die 
Volumenarbeit durch die Fluktuation des Volumens berechnet werden. Dieses ist 
insbesondere in Systemen mit großen Volumenfluktuationen wichtig, z.B. nahe dem 
kritischen Punkt. Die Herleitung dazu erfolgt, wie Gleichung (2.27) entnehmen werden 
kann, über die Gibbs-Energie (vgl. dazu [110]) und man erhält schließlich: 
Wenn jedoch Volumenänderung bei Systemen mit kleinen Fluktuation vernachlässigt 
wird, kann der Fehler dadurch auf kleiner 0,02 kJ mol-1 abgeschätzt werden [111]. 
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  (2.37) 
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Zur Steigerung der Effizienz des Insertionsverfahrens gibt es weitere Methoden. Viele 
der zufälligen durchgeführten Insertionen leisten keinen Beitrag zum exzess-chemischen 
Potential, da sie sehr nah an einem Atomzentrum stattgefunden haben. Dort geht die 
Wechselwirkungsenergie des Testteilchens     und somit verschwindet der Betrag 
zum exzess-chemischen Potential           . Wenn dieses Volumen, dass durch 
Lösungsmittelmoleküle schon besetzt ist, vorher ausgeschlossen wird, z.B. mit einer 
gitterbasierten excluded volume map (EVM) [102, 112] oder einer Voronoi-Delaunay-
Konstruktion [113], reduziert sich der Rechenaufwand erheblich. 
2.4.2 Overlapping-Distribution-Methode 
Die zuvor beschriebene Widom-Testteilchen-Methode verfügt über keine intrinsische 
Überprüfungsmöglichkeit, wann genügend erfolgreiche Insertionen durchgeführt wurden 
und somit das Ergebnis zuverlässig ist. Daher wurde in dieser Arbeit auch die 
aufwendigere Overlapping-Distribution-Methode (ODM) verwendet, welche 1976 von 
Charles H. Bennett [114] vorgeschlagen und später von Kathryn S. Shing und Keith E. 
Gubbins [115, 116] weiterentwickelt wurde. Hierbei werden die Energien der Insertion als 
auch der Deletion, also der Entfernung eines Testteilchens betrachtet. Deshalb muss 
eine Trajektorie des Systems mit dem Testteilchen an jedem Datenpunkt und für jedes 
der zu untersuchenden Gase simuliert werden. 
 
 
      
 
 
      
  
Durch diese Kombination aus Insertionen und Deletionen kann man abschätzen, ob 
genügend erfolgreiche Insertionen durchgeführt wurden. Viele der zufälligen Insertionen 
finden in Anordnungen mit hoher Energie statt. Bei der Deletion wird ein Teichen in 
einem virtuellen Vorgang, welcher nach dem eigentlichen Simulationslauf stattfinden 
kann, aus dem System entfernt und somit die Energie in einer typischen Umgebungs-
situation bestimmt. Wenn hinreichend lange simuliert und insbesondere genügend 
Insertionen durchgeführt wurden, kommt es zu einer Überlappung dieser beiden 
Energien, wie in Abb. 11 ersichtlich ist. 
Die Effizienz diese Methode steigert sich, wenn Histogramme zur Auswertung konstruiert 
werden.        ist dabei die Wahrscheinlichkeitsdichte der potentiellen Energie   der 
Abb. 9b: Deletion bzw. Löschung des 
Testteilchens 
Abb. 9a: Insertion 
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Insertion des Testteilchens in ein  -Molekülsystem und        die Wahrscheinlichkeits-
dichte der Energie    der Deletion des betrachteten Teilchens aus dem    -System. 
   ist der skalierte Konfigurationsanteil der Zustandssumme   .    darf in diesem Fall 
durch       ersetzt werden: 
Diese Gleichung wird umgeformt und     
 
 
   
  
  
   eingesetzt: 
Für den praktischen Einsatz wird hieraus die   - und   -Funktion definiert: 
 
Abb. 10:   -,   - und Differenzfunktion am Beispiel von Kohlenstoffdioxid in 
[C8MIm][NTf2] bei 300 K. Zum Vergleich ist das Ergebnis der Widom-Testteilchen-
Methode eingezeichnet. 
Die   -Funktion durchläuft ein Maximum, was ein guter Hinweis darauf ist, dass 
bei der Insertion genügend Zustände mit niedriger Energie sondiert werden. 
         
             
  
  
                         
  
                                
(2.38) 
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Somit ergibt sich: 
Im betrachteten Fall der Testteilchen-Insertion und Deletion entspricht die Differenz der 
Helmholtzenergie dem Exzessanteil des chemischen Potentials. 
Die   - und   -Funktionen werden grundsätzlich aus zwei verschiedenen Simulationen 
bestimmt. Wenn das System aber hinreichend groß ist, ist es zulässig, die Insertion und 
Deletion an dem gleichen System durchzuführen, solange die   -Funktion durch die 
Anwesenheit des Testteilchens nicht gestört wird [58].  
2.4.3 Differenzmethoden 
Das exzess-chemische Potential kann nach Gleichung (2.44) als Mittelwert der 
Differenzfunktion bestimmt werden, da diese keine Steigung aufweisen darf. Jedoch ist 
die Unsicherheit an den Kanten dieser Funktion am größten, denn diese Energien    
wurden nur wenige Male berechnet. Somit wäre ein Ansatz zur Auswertung, die Enden 
wo die Streuung am stärksten ist, abzuschneiden und nur den mittleren Teil 
auszuwerten. Allerdings hat man keinen Anhaltspunkt, wie weit dabei vorgegangen 
werden muss und verliert die Information über den Fehler der untersuchten Größe. 
Daher ist es sinnvoller, den jeweiligen Funktionswert mit der Häufigkeit seines  
Auftretens zu gewichten. Diese Häufigkeiten sind über die  -Funktionen zugänglich, so 
dass sich der Gewichtungsfaktor       ergibt. Dieses Vorgehen ist ähnlich dem 
WHAM-Algorithmus (weighted histogram analysis method) von Kumar et al. [117]. Der 
hier verwendete WHAV- Algorithmus ist von Hempel et al. [118] beschrieben. 
Der Gewichtungsfaktor       wird bei diesem Verfahren über die Wahrscheinlich-
keitsdichten        und        errechnet. 
 
Abb. 11:   - und   -Funktion am Beispiel von Wasser in [C2MIm][NTf2] bei 
400 K. In Rot ist zusätzlich die Gewichtungsfunktion       zur Auswertung mit 
der WHAV-Methode eingezeichnet. 
                        (2.43) 
                    (2.44) 
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Unter Berücksichtigung dieser Gewichtung wird dann das exzess-chemische Potential 
    bestimmt: 
Der Fehler des exzess-chemischen Potentials          ergibt sich dann nach: 
Der Beitrag durch den Fehler des fluktuierenden Volumens ist im Gegensatz zu den 
anderen Faktoren so klein, dass er vernachlässigt werden kann. 
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2.5 Berechnung von Größen aus dem chemischen Potential 
Um weitere Erkenntnisse aus den Simulationen gewinnen und die Ergebnisse mit 
experimentellen Daten vergleichen zu können, werden aus den exzess-chemischen 
Potentialen die in diesem Kapitel beschriebenen Größen berechnet. 
2.5.1 Ableitungen  
Aus der Temperaturabhängigkeit des exzess-chemischen Potentials lassen sich der 
Entropie- und Enthalpieanteil der Solvatation bestimmen, um somit wichtige Aussagen 
zur Triebkraft der Absorption zu treffen. 
2.5.2 Henry-Konstante 
Die Löslichkeit eines Solutes   in einer Flüssigkeit   wird über den Löslichkeits-
koeffizienten nach Ostwald   als Quotient aus der Teilchenzahldichte des Solutes in der 
Flüssigkeit   
  und in der Gasphase   
 
 ausgedrückt 
Befinden sich beide Phasen im Gleichgewicht, so gilt:2 
Wenn die Gasphase eine geringe Dichte hat, ist   
             und somit die 
Löslichkeit    nur noch von dem exzess-chemischen Potential des Solutes in der 
flüssigen Phase   
    
 abhängig. 
Eine Alternative zum Löslichkeitskoeffizienten nach Ostwald ist die auf Sir William Henry 
zurückgehende Henry-Konstante     [34]. Sie gilt für geringe Konzentrationen und ver-
knüpft die Fugazität des Solutes    mit seinem Stoffmengenanteil   . 
Die Henry-Konstante ist gut geeignet zum Vergleich verschiedener Messungen oder 
Systeme. 
 
                                               
2
  In der Literatur (vgl. [72, 97]) wird     oder    im Nenner verwendet. Dieses ist davon 
abhängig, ob das chemische Potential je Teilchen oder je Mol aufgefasst wird. Die Umrechnung 
kann über        erfolgen. 
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Nach Kennan und Pollack [119] kann Gleichung (2.53) umgeformt werden zu: 
Da der Molenbruch      
    
    
    ist und   
    
  und somit vernachlässigt 
werden kann, folgt schließlich: 
Die Teilchenzahldichte   
  bezieht sich auf die Anzahl neutraler Moleküle. In der 
ionischen Flüssigkeit muss daher das Volumen   durch die Anzahl der Ionenpaare 
geteilt werden. In Mischungen von ionischen Flüssigkeiten mit einem weiteren molaren 
Solvens    wird die Teilchenzahldichte wie folgt berechnet: 
2.5.3 Aktivitätskoeffizient 
Die Aktivität    eines Stoffes    ist über den Aktivitätskoeffizienten     mit dem Stoff-
mengenanteil    verknüpft. 
Der Aktivititätskoeffizient einer Mischung mit Stoffmengenanteil    ist (vgl. [120]): 
Als Referenzzustand (bezeichnet mit  ) wird das reine Lösungsmittel gewählt. 
Der Ausdruck für den Grenzaktivitätskoeffizienten    in unendlicher Verdünnung lässt 
sich nach Gleichung (2.58) wie folgt vereinfachen zu: 
Die Grenzaktivitätskoeffizienten    sind eine Schlüsselgröße zur Auslegung von 
Trennverfahren, da sie über die Selektivität    
  das Vermögen des Lösungsmittels 
beschreibt, zwei Subtanzen   und   zu trennen. 
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3.1 Untersuchte Systeme 
Diese Arbeit beschränkt sich auf die Unter-
suchung imidazoliumbasierter ionischer Flüssig-
keiten. Hierbei wird insbesondere die IUPAC-
Referenzchemikalie [C6MIm][NTf2] betrachtet, 
aber auch die Veränderung der Eigenschaften in 
Abhängigkeit der Alkylkettenlänge am Kation. Es 
werden die gebräuchlichen gradzahligen Ketten-
längen Ethyl, Butyl, Hexyl und Oktyl als Reste R 
(siehe Abb. 12) verwendet. Die Systeme werden 
im Temperaturbereich von 300 ‒ 500 K bei einem 
Druck von 1 bar untersucht. Als Solute werden 
Kohlenstoffdioxid, Methan, Sauerstoff, Stickstoff, 
Wasserstoff und die Edelgase Xenon, Krypton, 
Argon und Neon gewählt. Die verwendeten 
Kraftfelder sind in Kapitel 2.3 beschrieben. Die 
Systeme bestehen aus 343 Ionenpaaren und für 
die Overlapping-Distribution-Methode wird ein 
Solut-Molekül zusätzlich mitsimuliert. Damit sind 
die Gase in unendlicher Verdünnung in der 
ionischen Flüssigkeit gelöst. 
Zur Untersuchung des Einflusses von Wasser auf 
die Löslichkeit wird mit kleineren Systemgrößen 
gearbeitet. Diese Systeme bestehen aus 173 
Ionenpaaren und zusätzlich 13, 25, 37, 56 oder 74 
Wassermolekülen. Die sich dadurch ergebenden 
Konzentrationen sind in der Tab. 7 aufgeführt. 
 
Abb. 12: Strukturformel des Kations 
CnMIm: 1-n-Alkyl-3-methyl-imidazolium, 
R = Ethyl-, Butyl-, Hexyl- oder Oktyl. 
 
 
Abb. 13: Strukturformel des Anions 
NTf2: Bis(trifluormethylsulfonyl)imid. 
 
Abb. 14: Schnappschuss eines Ionen-
paares aus der Simulation. 
Tab. 7: Die Konzentrationen der ionischen Flüssigkeiten/ Wasser-Systeme. 
     13 25 37 56 74 
 [C2MIm][NTf2] 
Massenanteil 
     / m% 
0,35 0,66 1,0 1,5 1,9 
Stoffmengenanteil 
      
0,070 0,126 0,176 0,245 0,300 
 [C4MIm][NTf2] 
Massenanteil 
     / m% 
0,32 0,60 0,9 1,4 1,8 
Stoffmengenanteil 
      
0,070 0,126 0,176 0,245 0,300 
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Es wurden 10 Simulationsabschnitte von je 1 ns Dauer ausgewertet. Für die Widom-
Testteilchen- und für die Overlapping-Distribution-Methode ist es besonders wichtig, 
dass möglichst viele unabhängige Konfigurationen untersucht werden. Daher wird alle 
50 fs eine Konfiguration gespeichert, was häufiger ist, als bei den meisten molekular-
dynamischen Simulationen. 
3.2 Verwendete Programme und Parameter 
3.2.1 Molekulardynamische Simulation 
Der Aufbau und die Vorequilibrierung der Systeme erfolgt mit dem Moscito-
Simulationspaket [121], wohingegen die eigentlichen Simulationsläufe mit Gromacs 
durchgeführt werden. Für den Großteil der Simulationen wurde Gromacs 3.2.1 [122] 
verwendet. Jede Simulation besteht aus einer Equilibrierung in der die Temperatur und 
der Druck mit den Berendsen-Thermostaten und -Barostaten angepasst werden. Es 
werden immer zuerst die Simulationen bei 500 K durchgeführt und anschließend die 
Systeme auf die tieferen Temperaturen abgekühlt, um Artefakte aus dem kristallinen 
Aufbau zu vermeiden. 
Der Zeitschritt der Simulation beträgt 2 fs. Die Nachbarschaftsliste wird alle 6 Schritte 
aktualisiert. Die Fixierung aller Bindungslängen findet über den SHAKE-Algorithmus 
statt. 
Für die Simulationsläufe wird der Nosé-Hoover-Thermostat mit einer Kopplungszeit    
von 1,0 ps und der Parrinello-Rahman-Barostat mit dem Kopplungsparameter    von 
2,0 ps genutzt. 
Als Cut-Off-Radius    wird 1,2 nm verwendet. Die elektrostatischen Wechselwirkungen 
werden mit der Particle-Mesh-Ewald-Methode behandelt. Der Abstand von zwei Gitter-
punkten beträgt dabei 0,12 nm, dazwischen wurde mit einem Polynom vierter Ordnung 
extrapoliert. 
3.2.2 Widom-Testteilchen- und Overlapping-Distribution-Methode 
Die Berechnung des exzess-chemischen Potentials     findet bei beiden Methoden 
nach den eigentlichen Simulationen statt. Dazu werden die Programme f0_sample 
(Insertion) und f1_sample (Deletion) aus dem Moscito-Simulationspaket genutzt. In jeder 
der 2 105 Konfigurationen werden 1000 Insertionsversuche durchgeführt. 
Die weitere Verarbeitung erfolgt mit selbst geschriebenen Skripten. Die Gewichtung für 
die Overlapping-Distribution-Methode erfolgt wie in Kapitel 2.4.3 beschrieben. 
Das Volumen der Simulationsbox, welches für die Teilchenzahldichte benötigt wird um 
die Ergebnisse in Henrykonstanten umzurechnen, wird mit g_energy von Gromacs 
ausgewertet.  
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3.2.3 Diffusionskoeffizienten 
Die Selbstdiffusionskoeffizienten     werden nach der Einstein-Gleichung [123] 
berechnet. 
Der Term               
   wird auch als mittlere quadratische Verschiebung eines 
Massenzentrums bezeichnet und mit dem Programm g_msd aus dem Gromacs-Paket 
berechnet. Anschließend wird die mittlere quadratische Verschiebung gegen die Zeit 
aufgetragen und durch eine lineare Anpassung eines geeigneten Zeitintervalls, das 
hinreichend lang sein muss und die erhöhte Anfangsdiffusion nicht enthalten darf, wird 
     bestimmt. 
3.2.4 Proximale radiale Verteilungsfunktionen 
Die proximale radiale Verteilungsfunktion          ist 
mit der proximalen radialen Paarverteilungsfunktion 
         über die Bulk-Dichte   verknüpft. 
Sie geht von mehreren Referenzzentren gleichzeitig 
aus. Das Normalisierungsvolumen wird durch das 
Volumen mit dem kürzesten Abstand   zum nächsten Referenzzentrum bestimmt (vgl. 
Abb. 15). Um die komplexe Geometrieberechnung zu vermeiden, wird dieses Volumen 
mit einem Monte-Carlo-Algorithmus numerisch berechnet. 
Zur Berechnung der proximalen radialen Paarverteilungsfunktion wird gofr_prox aus dem 
Moscito-Auswertungspaket genutzt. 
 
     
 
 
   
   
 
  
              
     (3.1) 
 
Abb. 15: Skizze zur Berechnung 
der proximalen radialen Verteilungs-
funktion ausgehend von CO2. 
                       (3.2) 










4.1 Löslichkeit von Kohlenstoffdioxid 
Im Folgenden wird zuerst das Verhalten von Kohlenstoffdioxid in imidazoliumbasierten 
ionischen Flüssigkeiten genauer untersucht. So hat nicht nur die Größe des Solutes, 
sondern auch seine Ladungsverteilung einen erheblichen Einfluss auf die Löslichkeit. 
Kohlenstoffdioxid ist ein gut geeignetes Beispielsystem, da zum einem zahlreiche Daten 
vorliegen, es zum anderen eine hohe technische Relevanz hat. 
Zuvor muss die Zuverlässigkeit der gewonnenen Werte überprüft werden. Dieses 
geschieht durch einen Vergleich der beiden verwendeten Methoden. Des Weiteren wird 
Bezug zu experimentellen Ergebnissen hergestellt, welche zahlreich und zuverlässig für 
Kohlenstoffdioxid in ionischen Flüssigkeiten vorliegen. 
Tab. 8: Exzess-chemische Potentiale und Henry-Konstanten von CO2 in [CnMIm][NTf2]; berechnet mit der 
Overlapping-Distribution-Methode. 
T / K    (CO2) / kJ/mol   (CO2) / bar 
  [C2MIm] [C4MIm] [C6MIm] [C8MIm] [C2MIm] [C4MIm] [C6MIm] [C8MIm] 
300 ‒2,54±0,21 ‒2,77±0,24 ‒2,37±0,22 ‒2,86±0,23   34±3   28±3   29±3   22±3 
350 ‒0,59±0,21 ‒0,77±0,18 ‒0,89±0,17 ‒0,99±0,17   87±6   73±5   63±4   56±6 
400 0,60±0,19 0,51±0,18 0,48±0,18 0,46±0,18 140±8 121±6 107±6   98±9 
450 1,86±0,19 1,60±0,20 1,57±0,19 1,52±0,19   207±10 171±9 152±8   139±11 
500 2,79±0,19 2,64±0,20 2,43±0,19 2,63±0,19   262±12   224±11 191±9   185±13 
4.1.1 Überprüfung der Simulationsergebnisse 
Aus den Simulationen erhält man sowohl mit der Widom-Testteilchen-Methode, als   
auch mit der aufwändigeren Overlapping-Distribution-Methode das exzess-chemische 
Potential. Dieses kann, wie in Kapitel 2.5 gezeigt, in Henry-Konstanten umgerechnet 
werden. Tab. 9 zeigt eine Gegenüberstellung der Simulationsergebnisse, innerhalb der 
statistischen Unsicherheit stimmen die erhaltenen Werte überein. Dieses ist jedoch nur 
der Fall, sofern für die Widom-Testteilchen-Technik ausreichend Konfigurationen mit 
einer niedrigen Insertionsenergie analysiert werden, also für das Testteilchen eine  
 
Tab. 9: Gegenüberstellung der Ergebnisse mit der 
Overlapping-Distribution-Methode (ODM) und der 
Widom-Testteilchen-Methode am exzess-chemisches 
Potential und der Henry-Konstante von CO2 in 
[C6MIm][NTf2]. 
T / K    (CO2) / kJ/mol   (CO2) / bar 
 ODM Widom ODM Widom 
300 ‒2,37±0,22 ‒2,46±0,19   29±3   28±2 
350 ‒0,89±0,17 ‒0,87±0,08   63±4   63±2 
400 0,48±0,18 0,36±0,05 107±6 104±2 
450 1,57±0,19 1,49±0,04 152±8 149±2 
500 2,43±0,19 2,45±0,04 191±9 192±2 
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passende Umgebung getroffen wird. Um dieses hinreichend häufig zu gewährleisten, 
wurden 200 000 unabhängige Konfigurationen untersucht und jeweils 1000 zufällige 
Insertionen durchgeführt. Bei diesen Insertionsraten ist mit der Overlapping-Distribution- 
Methode eine deutliche Überlappung der  -Funktionen zu erkennen und die Teil-
ergebnisse der einzelnen Trajektorienabschnitten von je 1 ns streuen kaum. Die Fehler 
der Widom-Testteilchen-Methode werden aus der Standardabweichung der einzelnen 
Simulationsabschnitte von je 1 ns gewonnen.  
Des Weiteren werden die Simulationsergebnisse im Vergleich zu experimentellen Daten 
und Modellierungsresultaten anderer Gruppen gezeigt. [C6MIm][NTf2] wurde von der 
International Union of Pure and Applied Chemistry (IUPAC) zur Referenzchemikalie 
erklärt [124, 125]; daher wurden vor allem für diese ionische Flüssigkeit zahlreiche 
Untersuchungen mit verschiedenen Methoden (siehe hierzu Kapitel 1.2.1) und von 
verschiedenen Gruppen vorgenommen. 
Abb. 16 zeigt die logarithmische Auftragung der inversen Henry-Konstanten gegen die 
Temperatur für diese Referenzsubstanz. Die inverse Henry-Konstante spiegelt die Gas-
löslichkeit wieder; je größer diese ist, desto größer ist die Gaslöslichkeit. Die 
Abbildungen für die ionischen Flüssigkeiten mit Ethyl-, Butyl- und Oktylrest am Kation 
befinden sich in Anhang C.1 und zeigen eine genauso gute Übereinstimmung. Diese 
qualitative Beschreibung der experimentellen Werte ist insbesondere hervorzuheben, da 
die Wechselwirkungen zwischen dem Gas und der ionischen Flüssigkeit nicht 
parametrisiert wurden und zur Beschreibung der Gase Standardparameter aus der 
Literatur (siehe Kapitel 2.1) genutzt wurden. 
Besonders hervorgehoben sind die Messwerte von Kumełan et al. [126], die mit der 
optical method über einen großen Temperaturbereich von 293 ‒ 413 K gewonnen 
wurden. Weitere Experimente, insbesondere aus den frühen Untersuchungen, ergeben 
leicht geringere Löslichkeiten von Kohlenstoffdioxid in der ionischen Flüssigkeit. Hierzu 
sei auf den teilweise deutlich erhöhten Wassergehalt der ionischen Flüssigkeiten 
verwiesen, welcher teilweise deutlich oberhalb von 100 ppm lag. Auf den Einfluss von 
Wasser als Cosolvens wird in Kapitel 4.4 im Detail eingegangen.  
Shi et al. [127, 128] haben die advanced continuous fractional component Monte-Carlo-
Methode (CFC‒MC) verwendet, eine Simulationsmethode die molekulardynamische und 
Monte-Carlo-Schritte miteinander verknüpft. Obwohl eine andere Simulationsmethode, 
als auch ein anderes Kraftfelder [129] benutzt wurde, weichen die Werte nur geringfügig 
von den in dieser Arbeit gewonnen ab. Die größte Abweichung tritt bei hohen 
Temperaturen auf, für die keine experimentellen Ergebnisse mehr vorliegen. Eine 
mögliche Ursache hierfür ist, dass die Kraftfelder eine unterschiedliche Temperatur-
abhängigkeit aufweisen. Die meisten Daten, die zur Parametrisierung genutzt werden, 
wurden bei Raumtemperatur ermittelt, so dass die Zuverlässigkeit der Kraftfelder bei 
hohen Temperaturen nicht überprüft werden kann. Zu geringe Insertionsraten, die als 
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häufigste Fehlerzursache bei Testteilchenmethoden angesehen werden, hätten sich 
eher durch Abweichungen bei tiefen Temperaturen bemerkbar gemacht, da dort die 
Dynamik des Systems langsamer und die Dichte größer ist. 
Die gestrichelte Linie wird mit der in Kapitel 4.3 entwickelten Fit-Funktion erzeugt. Sie 
wird nur mit dem Wert der Henry-Konstante bei 350 K bestimmt und gibt den Tempera-
turverlauf sehr gut wieder. 
Mit steigender Temperatur sinkt die Löslichkeit von Kohlenstoffdioxid in den ionischen 
Flüssigkeiten, so wie es auch für Gase in Wasser [130] und anderen strukturbildenden 
Flüssigkeiten [131] beobachtet wird. Dieser Effekt wird „anomales“ Löslichkeitsverhalten 
genannt, und im Fall von Wasser auch als „hydrophobic hydration“ bezeichnet [132, 
133]. Es wird darauf zurückgeführt, dass das Wasserstoffbrückennetzwerk in der 
Hydrathülle energetisch bevorzugt ist und es günstiger ist, wenn dieses intakt bleibt und 
nicht gestört wird. Im Fall von unpolaren Polymeren wird dieser Effekt mit der 
Konfigurationsentropie der Polymerketten begründet [134]. Ionische Flüssigkeiten sind 
geladen und können teilweise Wasserstoffbrücken ausbilden. Weiterhin haben sie 
 
Abb. 16: Vergleich der inversen Henrykonstanten am Beispiel von Kohlenstoffdioxid in [C6MIm][NTf2]. 
Offene Symbole stehen für molekulare Simulationen, Kreuze für Modellierungsmethoden und die gefüllten 
Symbole für experimentelle Werte; sind diese gestreift, so handelt es sich um aus Druckdaten selbst 
kalkulierte Werte. Quadrate verweisen auf die optical method, Kreise auf Methoden unter Verwendung von 
microbalences, Rauten auf lag-time experiments und Dreiecke auf pressure drop methods. Wenn keine 
Fehlerbalken eingetragen sind, so ist der angegebene Fehlerbereich kleiner als das Symbol, oder in den 
Veröffentlichungen wurden keine Angaben getätigt (vgl. hierzu Tab. 15). 
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unpolare Domänen, wie z.B. lange Alkylketten und zeigen somit ähnliches Verhalten wie 
Polymere. Zur Aufklärung des Verhaltens dieses äußerst komplexen Systems soll diese 
Arbeit beitragen und einige Einflüsse im Detail beleuchten. 
4.1.2 Einfluss der Ladung des Solutes 
Aus der Temperaturabhängigkeit des exzess-chemischen Potentials lassen sich sowohl 
der Entropie- als auch der Enthalpiebeitrag zur freien Solvatations-Energie bestimmen. 
Hierzu werden die exzess-chemischen Potentiale mit folgender Gleichung angepasst: 
                             
                     (4.1) 
Als Referenzzustand wird    = 298 K und    = 1 bar gewählt. Es wird angenommen, 
dass die Wärmekapazität   
   über den beobachteten Temperaturbereich konstant ist. 
Anschließend werden die Solvatationsenthalpie und -entropie als Ableitung nach 
Gleichung (2.48) und (2.49) bestimmt. 
Die molekulardynamische Simulation bietet neben dem Einblick auf atomarer Ebene 
noch einen weiteren ganz erheblichen Vorteil; Verschiedene Parameter lassen sich 
vollständig kontrolliert ändern und es ist auch möglich Systeme zu untersuchen, die im 
Experiment nicht beobachtbar sind oder in der Natur gar nicht vorkommen. So werden 
hier die Coulomb-Wechselwirkungen zwischen dem gelösten CO2-Molekül und der 




Abb. 17a: Temperaturabhängigkeit 
des exzess-chemischen Potentials 
von CO2 in [C2MIm][NTf2]. 
Abb. 17b: Entropiebeitrag zur 
freien Solvatationsenergie von 
CO2 in [C2MIm][NTf2]. 
Abb. 17c: Enthalpiebeitrag zur 
freien Solvatationsenergie von 
CO2 in [C2MIm][NTf2]. 
Schwarze Quadrate bzw. die dicken Linien bezeichnen die Ergebnisse mit vollen Wechselwirkungen. Die 
offenen Symbole bzw. dünne Linien beruhen nur auf Lennard-Jones-Wechselwirkungen zwischen CO2 und 
der IL, die mit dem Faktor   skaliert wurden. Die schwarzen Quadrate bzw. gestrichelte Linien wurden mit 
dem repulsiven WCA-CO2 erzeugt. 
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alle Ladungen       gesetzt. Dadurch verändert sich das berechnete exzess-
chemische Potential, die Löslichkeit des Kohlenstoffdioxids ohne Ladungen ist geringer, 
als die des unmodifizierten Moleküls. Die Änderung beträgt 3 ‒ 5 kJ/mol. Deutlich größer 
ist die Veränderung, wenn die Lennard-Jones-Wechselwirkungen verkleinert werden. 
Hierzu wird der Faktor   in das geometrische Mittel für den gemischten Lennard-Jones-
Parameter     zwischen CO2 und der ionischen Flüssigkeit eingeführt. 
Wird anschließend das völlig abstoßende Kohlenstoffdioxidmolekül betrachtet, welches 
mit einem Weeks-Chandler-Andersen Potential (WCA-CO2) [99] beschrieben wird, sind 
die Änderungen am gravierendsten. Die Temperaturabhängigkeit kehrt sich um und es 
sind positive Entropien zu beobachten. Dieses verweist darauf, dass die Struktur der 
ionischen Flüssigkeit erheblich gestört wird, um eine Kavität in der Größe eines 
Kohlenstoffdioxidmoleküls zu erzeugen. Die Annahme wird durch den großen Enthalpie-
beitrag von über 30 kJ/mol für das WCA-CO2 unterstützt. Dieses zeigt, dass Kavitäten 
dieser Größe sehr selten in diesen ionischen Flüssigkeiten auftreten. 
Experimentell wurde allerdings beobachtet, dass es selbst bei Zugabe von großen 
Mengen Kohlenstoffdioxid zu der ionischen Flüssigkeit zu keiner oder nur einer sehr 
geringen Volumenexpansion kommt [135]. Aufgrund dieser Beobachtung schlugen 
Blanchard et al. 2001 [136] einen „space-filling mechanism“ vor, welcher dadurch 
charakterisiert ist, dass das CO2 das freie Volumen bzw. den „void space“ in der 
ionischen Flüssigkeit besetzt. Dieses widerspricht den hier gezeigten Ergebnissen. Wäre 
freies Volumen vorhanden, so müsste sich das abstoßende WCA-CO2 gleichgut wie CO2 
mit vollen Wechselwirkungen lösen, denn die Lücke wäre schon zuvor da gewesen. 
Blanchard et al. gingen davon aus, dass die Ionen aufgrund der starken anziehenden 
Coulomb-Kräften, nicht separiert werden können. Allerdings zeichnen sich ionische 
Flüssigkeiten unter den Salzen dadurch aus, dass sie eine so geringe Gitterenergie 
besitzen, so dass sie bei sehr geringen Temperaturen schmelzen. Dies ist hauptsächlich 
auf die Größe und Anzahl der Konfigurationen der Ionen zurückzuführen [137]. 
Hier kann gezeigt werden, dass der Prozess der Solvatation stärker durch Van-der-
Waals-Wechselwirkungen dominiert wird, wohingegen der Coulomb-Anteil der 
Solvatationsenthalpie nur 10 % beträgt. In situ ATR-IR-Messungen [138] von über-
kritischem CO2 in ionischen Flüssigkeiten bei hohem Druck unterstützen diese Aussage. 
Im Spektrum von Kohlenstoffdioxid sind typische Lewis-Säure-Base-Wechselwirkungen 
zu sehen, welche bevorzugt mit dem fluorierten Anion ausgebildet werden. Die 
kurzreichweitigen Wechselwirkungen sind folglich von entscheidender Bedeutung für das 
Lösungsverhalten von Kohlenstoffdioxid in ionischen Flüssigkeiten. 
               (4.2) 
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4.1.3 Längenvariation der Bindungslänge des Solutes 
Nachdem im vorherigen Abschnitt der 
Einfluss der Ladung untersucht wurde, 
wird hier die Bedeutung der Größe des 
Testteilchens betrachtet. Hierzu wird das 
Kohlenstoffdioxidmolekül anhand der 
Bindungsachse verlängert bzw. gestaucht. 
Die Ladungen und Lennard-Jones-Para-
meter werden unverändert beibehalten. 
Wie in Abb. 18 zu erkennen ist, weist ein 
verkürztes CO2-Molekül eine geringfügig 
bessere Löslichkeit auf. Dieses ist mit 
dem geringeren Volumen des Testteil-
chens zu erklären. Wenn das Testteilchen 
jedoch entlang der Bindungsachse 
verlängert wird, sich also der Abstand 
zwischen dem Kohlenstoffatom und den 
Sauerstoffatomen vergrößert, verbessert 
sich die Löslichkeit sogar erheblich. 
Aufgrund der Insertionsmethode ver-
größern sich ebenfalls die statistischen 
Unsicherheiten, da es seltener zu einer 
erfolgreichen Insertion kommt. Zur 
Abschätzung des Trends ist die schnelle Widom-Testteilchenmethode aber ausreichend. 
Je weiter die Partialladungen voneinander entfernt sind, desto höher ist die Löslichkeit. 
Wenn die Coulomb-Wechselwirkungen zwischen dem Testteilchen und der ionischen 
Flüssigkeit ausgeschaltet werden, tritt dieser Effekt nicht auf. Dort beobachtet man einen 
starken (bei logarithmischer Skalierung linearen) Abfall der inversen Henry-Konstanten. 
Ohne Partialladungen ist für die Löslichkeit also ausschließlich die Größe des 
Testteilchens von Bedeutung. Wenn das Solut allerdings Partialladungen trägt, so sind 
deren Größe und der Abstand zueinander entscheidend. Unabhängig von der Größe des 
CO2-Molekül besitzt es aufgrund der Symmetrie kein resultierendes Dipolmoment. Mit 
zunehmender Bindungslänge vergrößert sich jedoch das Quadropolmoment, an dem die 
Ladungen der ionischen Flüssigkeit angreifen können und somit die Löslichkeit erhöhen. 
Interessant ist, dass ein Kohlenstoffdioxidmolekül beschrieben mit dem EPM2-Modell, 
welches zahlreiche Eigenschaften des natürlichen Kohlenstoffdioxids sehr gut wieder-
gibt, genau das Minimum der Löslichkeit von CO2 in dieser ionischen Flüssigkeit bei 
400 K beschreibt. 
 
Abb. 18: Änderung der inversen Henry-Konstanten 
in [C6MIm][NTf2] bei der Verlängerung und 
Verkürzung der Bindungen im Kohlenstoff-
dioxidmolekül. Bei den offenen Symbolen ist die 
Coulomb-Wechselwirkung zwischen dem 
Kohlenstoffdioxidmolekül und der ionischen 
Flüssigkeit ausgeschaltet. 
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Außerhalb der molekulardynamischen Simulation kann die Elongation des Kohlenstoff-
dioxidmoleküls natürlich nicht vorgenommen werden. In der Praxis bleibt daher nur, bei 
niedrigeren Temperaturen zu arbeiten oder chemische Modifikationen an der ionischen 
Flüssigkeit vorzunehmen, um die Gaslöslichkeit zu erhöhen. 
4.1.4 Einfluss der Länge des Alkylrestes am Kation  
Wie bereits Tab. 8 auf Seite 39 entnommen werden kann, ändern sich die exzess-
chemischen Potentiale von Kohlenstoffdioxid in der ionischen Flüssigkeit kaum, wenn 
die Länge des Alkylrestes am Kation der ionischen Flüssigkeit verändert wird. Im 
Gegensatz zur Temperatur wirkt sich die Länge des Alkylrestes deutlich weniger stark 
auf die Henry-Konstante aus. Der geringe Abfall der Henry-Konstante mit der Länge des 
Alkylrests ist nahezu temperaturunempfindlich und entsteht durch die veränderte 
Teilchenzahldichte des Lösungsmittels. Die leichte Zunahme der Löslichkeit mit 
steigender Alkylrestlänge ist in Übereinstimmung mit allen bekannten experimentellen 
Studien (vgl. Tab. 15).  
Dieses zeigt wiederholt wie wichtig es ist, dass das Kraftfeld der ionischen Flüssigkeit 
die Volumeneigenschaften sehr gut beschreibt. Die Wechselwirkungen mit der 
Umgebung, die das Testteilchen bei der Insertion erfährt, scheinen also auf den ersten 
Blick nicht von der Kettenlänge des Alkylrestes abhängig zu sein. Anders verhält es sich 
beim repulsiven WCA-Teilchen. Wie in Abb. 19 ersichtlich ist, ist das exzess-chemische 
Potential     des repulsiven WCA-CO2 in [C2MIm][NTf2] und [C8MIm][NTf2] deutlich 
unterschiedlich, während beim (unmodifizierten) CO2 kaum ein Unterschied festzustellen 
ist. Strukturelle Eigenschaften ändern sich deutlich mit länger werdendem Alkylrest [82]. 
Daher ist davon auszugehen, dass sich die Umgebung des Testmoleküls ändert, es aber 
Gegeneffekte gibt, die sich gegenseitig kompensieren. Daher wird im folgenden die 








Abb. 19a: Temperaturabhängigkeit des 
exzess-chemischen Potentials von CO2 
in [C2MIm][NTf2] und [C8MIm][NTf2]. 
Abb. 19b: Temperaturabhängigkeit 
des exzess-chemischen Potentials 
von WCA-CO2 in [C2MIm][NTf2] und 
[C8MIm][NTf2]. 
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Um die Struktur zu beschreiben, wird häufig mit der radialen Paarverteilungs-
funktion       gearbeitet. Wenn aber die Strukturen in der Umgebung eines Solut-
Moleküls beschreiben werden sollen, verursachen die schnell fluktuierende Umgebung 
und die geringe Konzentration des Testteilchens eine schlechte Statistik. Daher wird mit 
proximalen radialen Verteilungsfunktionen          gearbeitet [139]. Diese gehen von 
mehreren Referenzzentren aus (vgl. Abb. 15 in Kapitel 3.2.4) und bieten den Vorteil 
weniger Artefakte z.B. durch Abnahme der Lösungsmitteldichte. In diesem Fall werden 
alle drei Atome des CO2-Moleküls als Referenzzentren gewählt.  
In Abb. 20 a und b sind die proximalen radialen Verteilungsfunktionen von dem 
Kohlenstoffdioxid-Molekül aus zu einzelnen Atomen des Anions aufgetragen. Es wird 
deutlich, dass sich das CO2-Molekül bevorzugt in der Nähe des Fluors aufhält. Dieses ist 
in Einklang mit experimentellen Studien, die in fluorierten Lösungsmitteln [140] und 
ionischen Flüssigkeiten [141] eine erhöhte Löslichkeit von Kohlenstoffdioxid gefunden 
haben. 
Daneben sind Kontakte des CO2 zu Anion-Sauerstoffatomen noch ausgeprägt, 
wohingegen Kontakte mit dem Stickstoffatom des Anions vermieden werden. Im 
Vergleich der ionischen Flüssigkeiten mit unterschiedlich langen Alkylketten fällt auf, 
 
Abb. 20a-d: Proximale radiale Verteilungsfunktionen      von ausgewählten Gruppen oder 
Atomen in einem Abstand   vom CO2-Molekül ausgehend bei 350 K. Die Wasserstoffatome 
wurden hierbei nicht betrachtet. (a, b) Verteilungsfunktionen der einzelnen Atome des Anions in 
[C2MIm][NTf2] (a) und [C8MIm][NTf2] (b). (c, d) Verteilungsfunktionen des Kations, wobei als 
Ring die 5 schweren Atome des Imidazoliumsrings zusammengefasst werden und als Kette die 
beiden Alkylreste an der 1- und 3-Position. 
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dass die Lage der Maxima erhalten bleibt, jedoch ihre Höhe mit steigender Kettenlänge 
abnimmt. Dieses ist ein Indiz dafür, dass die Kontakte des CO2-Moleküls in ionischen 
Flüssigkeiten mit längeren Alkylketten mehr zum Kation verschoben werden. 
Die Kontaktstellen mit dem Kation werden in zwei Bereiche unterteilt. Die beiden 
Alkylreste an der 1- und 3-Position werde als „Kette“ zusammengefasst und die rest-
lichen Atome (der Imidazolium-Ring) als „Ring“ bezeichnet. Die Wasserstoffatome 
werden hierbei nicht betrachtet, sondern es werden nur die schwereren Atome gezählt. 
Je länger die Alkylketten am Kation der ionischen Flüssigkeit werden, desto mehr 
Kontakte finden mit ihr statt. Dieses ist wichtig zu beachten, wenn man mit 
funktionalisierten ionischen Flüssigkeiten arbeiten möchte, wie in Quelle [142] für carbon 
capture technology gefordert wird. Je länger die Alkylkette wird, desto größer sollte der 
Einfluss von funktionellen Gruppen an dieser Kette werden. 
Wenn die Nicht-Wasserstoffatome gezählt werden, die sich in einem Abstand von bis zu 
5 Å um das CO2-Molekül aufhalten, trifft man in [C2MIm][NTf2] deutlich häufiger eine 
Überzahl von Anion-Atomen im Vergleich zu Kation-Atomen in diesem Volumenelement 
an (Abb. 22). Dieser bevorzugte Aufenthalt in Anionennähe ist in Übereinstimmung mit 
experimentellen Befunden, die einen deutlichen Anioneneinfluss auf die Löslichkeit von 
Kohlenstoffdioxid nachgewiesen haben [135]. Allerdings ist bei [C8MIm][NTf2] kein 
bevorzugter Anionenkontakt mehr zu erkennen. Das Kation steht in einem größeren 
Wettbewerb mit dem Anion um mehr Solut-Kontakte, was sich durch eine Verschiebung 
in den Kontakt-Verteilungsfunktionen (Abb. 21) bemerkbar macht. Die Umgebung, in der 
sich ein CO2-Teilchen in den beiden ionischen Flüssigkeiten aufhält, ist deutlich 
unterschiedlich. Je kurzer die Alkylkette ist, desto mehr Einfluss sollte das Anion auf das 
Löslichkeitsverhalten haben. 
Leider gibt es nur wenige systematische Studien die den Einfluss der Kettenlänge am 








Abb. 21a: Verteilungsfunktionen der 
Anzahl der schweren Atome des 
Kations und Anions in bis zu 5 Å 
Abstand von dem CO2-Molekül in 
[C2MIm][NTf2] bei 350 K. 
Abb. 21b: Verteilungsfunktionen der 
Anzahl der schweren Atome des 
Kations und Anions in bis zu 5 Å 
Abstand von dem CO2-Molekül in 
[C8MIm][NTf2] bei 350 K. 
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[C2MIm][BF4] eine Henrykonstante von 81 bar und für [C4MIm][BF4] von 57 bar (bei 
298 K) im Vergleich von 37 zu 33 bar mit dem [NTf2]-Anion. Die prozentuale Verän-
derung ist bei der kürzeren Alkylkette deutlich größer. 
Die Unabhängigkeit des exzess-chemischen Potentials von der Alkyllängenkettenlänge 
in dieser ionischen Flüssigkeit, sagt also nicht aus, dass das Kation keine entscheidende 
Bedeutung für den Löslichkeitsprozess hat. Es legt viel mehr nahe, dass es eine Balance 
zwischen gegenläufigen Effekten gibt. Je länger der Alkylrest wird, desto größer wird die 
Wechselwirkungsenergie innerhalb eines Ionenpaars, was zu einem Ausschluss der 
Solut-Moleküle aus dem Lösungsmittel führt. Zum anderen bietet die längere Alkylkette 
vermehrte attraktive Van-der-Waals-Wechselwirkungen an. 
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4.2 Löslichkeit der weiteren Gase 
Neben Kohlenstoffdioxid wurden weitere Gase, wie Methan, Sauerstoff, Stickstoff und 
die Edelgase untersucht. Im Vergleich zu CO2 sind ihre Löslichkeiten in den Imidazolium-
basierten ionischen Flüssigkeiten wesentlich geringer. Während CO2 bei 300 K eine 
Henry-Konstante von 29 bar aufweist, sind es für Wasserstoff 3300 bar in [C6MIm][NTf2]. 
Aber nicht nur die Größenordnung der Henry-Konstanten, sondern auch deren Tempe-
raturabhängigkeit ist unterschiedlich. Das deutlich anormale Löslichkeitsverhalten, wie 
bei Kohlenstoffdioxid und Xenon beobachtet, wird immer schwächer, bis beim Stickstoff 
kaum noch eine Temperaturabhängigkeit zu beobachten ist. Für Neon und Wasserstoff 
wird die Löslichkeit bei höheren Temperaturen sogar größer; dass Temperaturverhalten 
ist also umgekehrt zum zuvor beschriebenen Kohlenstoffdioxid. In der weiteren Arbeit, 
soll nun beleuchtet werden wie es zu diesem Verhalten kommt. 
Genauso wie beim Kohlenstoffdioxid hat die Verlängerung der Alkylkette am Kation nur 
einen sehr geringen Einfluss auf die Löslichkeit, welcher sich mit der linearen Abnahme 
der Teilchenzahldichte korrelieren lässt.  
  
Abb. 22a: Vergleich der Temperaturabhängigkeit der 
Löslichkeit in inversen Henry-Konstanten verschiedener 
Gase in [C6MIm][NTf2]. 
Abb. 22b: Einfluss der Länge 
des Alkylrestes auf die inverse 
Henry-Konstante bei 400 K in 
[CnMIm][NTf2]. 
Die eingezeichnete lineare An-
passung ist eine Hilfestellung.  
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4.2.1 Abschätzung des kritischen Punkts 
Der kritische Punkt bezeichnet den thermodynamischen Zustand, bei dem die Dichte der 
Flüssigkeit und der Gasphase eines Stoffes den gleichen Wert annimmt, die Phasen-
grenze also verschwindet. Nach der Theorie von W. Hayduk und H. Laudie [144] für 
Wasser und andere assoziierte Lösungsmittel haben auch alle Gaslöslichkeiten am 
kritischen Punkt des Solvens einen gemeinsamen Wert. Dieses begründet sich darauf, 
dass die Solvatationsenthalpie aller Gase am kritischen Punkt des Lösungsmittels 
unendlich wird. D. Beutier und H. Renon [145] erweiterten diese Theorie 1978 auf alle 
Lösungsmittel, wiesen aber zusammen mit W. Schotte [146] darauf hin, dass es nahe 
des kritischen Punkts zu einer starken Änderung der Steigung der Temperatur-
abhängigkeit der Löslichkeit kommen kann. Dieses macht die Bestimmung des kritischen 
Punkts des Lösungsmittels nur aus Gaslöslichkeiten, die bei recht tiefen Temperaturen 
gemessen wurden, schwieriger. 
Den kritischen Punkt zu kennen ist hilfreich, denn er stellt in der Zustandsgleichung und 
zahlreichen anderen Abschätzungen eine wichtige Größe dar. In ionischen Flüssigkeiten 
ist er jedoch schwer zugänglich, da er deutlich oberhalb des Zersetzungspunkts liegt. 
  
Abb. 23a: Extrapolation aus der Temperaturab-
hängigkeit der Löslichkeit in inversen Henry-
Konstanten in [C2MIm][NTf2] bis zum kritischen 
Punkt der ionischen Flüssigkeit. 
In grau sind die Abschätzungen des kritischen 
Punkts der anderen Gruppen eingezeichnet (vgl. 
Tab. 10).  
Abb. 23b: Extrapolation aus der Temperaturab-
hängigkeit der Löslichkeit in inversen Henry-
Konstanten in [C6MIm][NTf2] bis zum kritischen 
Punkt der ionischen Flüssigkeit. 
In grau sind die Abschätzungen des kritischen 
Punkts der anderen Gruppen eingezeichnet (vgl. 
Tab. 10). 
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Für [C2MIm][NTf2] wurde von Ngo et al. [147] ein Zersetzungspunkt für die rasche 
Zersetzung bei 455 °C (= 726 K) bestimmt und schon von Bonhôte et al. [15] auf 
440 ‒ 480 °C (= 711 ‒ 751 K) für die Klasse der imidazoliumbasierten ionischen 
Flüssigkeiten mit dem [NTf2]-Anion abgeschätzt. Sie gehören somit zu der Klasse 
thermisch sehr stabiler ionischer Flüssigkeiten; der kritische Punkt dürfte experimentell 
trotzdem nicht zugänglich sein. 
Daher gibt es nur wenige Literatur zu den kritischen Eigenschaften ionischer 
Flüssigkeiten. Rebelo et al. [148] und Freire et al. [149] schätzen den kritischen Punkt 
aus der Oberflächenspannung mit Hilfe der empirischen Gleichungen von Eötvos [150] 
und Guggenheim [151] ab. Yokozeki et al. [152] verwenden die Vetere-Methode [153], 
welche auf der Rackett-Gleichung [154] basiert, Shin et al. [155] verwenden die group 
contribution method (GCM) nach Joback [156] und Valderrama et al. [157] verwenden 
die modifizierte Lydersen-Joback-Reid-Methode (mLJR) [158] welche auch zu den group 
contribution methods gehört, um die kritischen Parameter abzuschätzen. Die Ergebnisse 
sind in Tab. 10 zusammengefasst. Sie unterscheiden sich deutlich; während bei Rebelo 
et al. die Temperatur des kritischen Punkts mit steigender Alkylrestkettenlänge abnimmt, 
nimmt sie bei den Ergebnissen aus den group contribution methods von Valderrama 
et al. und Shin et al. mit länger werdenden Alkylrest zu. Bei Yokozeki et al. lässt sich 
kein systematisches Verhalten erkennen. 
Mit Hilfe der hier entwickelten Anpassung (Kapitel 4.3.1, Seite 57) ist es möglich, die 
Gaslöslichkeiten zu höheren Temperaturen zu extrapolieren und so eine grobe 
Abschätzung des kritischen Punkts vorzunehmen. Da das exzess-chemische Potential 
nicht oder nur so wenig von der Kettenlänge abhängt, dass es innerhalb der statistischen 
Unsicherheit liegt (siehe Kapitel 4.1.4, Seite 45), ist auch bei dem kritischen Punkt keine 
Abhängigkeit von der Länge des Alkylrestes am Kation zu erkennen. 
Aus dem Punkt, von dem an die Kurven nicht mehr weiter zusammenlaufen, lässt sich 
der kritische Punkt der ionischen Flüssigkeiten auf 1100 K abschätzen (siehe Abb. 23). 
Die Ergebnisse von Yokozeki et al., Shin et al. und Valderrama et al. scheinen den 
Temperaturwert des kritischen Punktes deutlich zu unterschätzen, denn bei 800 K haben 
die Kurven noch eine deutlich unterschiedliche Steigung und laufen noch weiter 
Tab. 10: Gegenüberstellung der abgeschätzten kritischen Temperaturen der ionischen Flüssigkeiten in der 
Literatur. 
IL    / K 
Gruppe Rebelo et al. [148] Freire et al. [149] 
Yokozeki 
et al. [152] 
Shin et al. 
[155] 
Valderrama 












[C2MIm][NTf2] 1209 1100   808,8 788,05 806,1 
[C4MIm][NTf2] 1077 1012 1110±18 1032±13  831,39 851,8 
[C6MIm][NTf2]  967  932   815,0 876,24 897,6 
[C8MIm][NTf2]      923,02 943,4 
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zusammen. Es ist fraglich, ob die von ihnen verwendeten Methoden, insbesondere die 
group contribution method, unmodifiziert in ionischen Flüssigkeiten angewendet werden 
können. Ihre Parameter wurden nicht für ionische Systeme entwickelt und es ist davon 
auszugehen, dass sie bedeutende Effekte nicht erfassen. 
Auch wenn diese Simulationen bis 500 K durchgeführt wurden, ist dies zwar ein größerer 
Temperaturbereich als in den meisten Experimenten zugänglich, jedoch noch weit 
entfernt vom kritischen Punkt der ionischen Flüssigkeit und somit kann die ermittelte 
kritische Temperatur von 1100 K nur als grobe Abschätzung angesehen werden.  
4.2.2 Einfluss der Größe und Ladung des Solutes 
Wenn man die Temperaturabhängigkeit des exzess-chemischen Potentials der 
verschiedenen Gase in der ionischen Flüssigkeit betrachtet, ist die Ähnlichkeit zu der 
Temperaturabhängigkeit des CO2-Testteilchens mit skalierten Wechselwirkungen 
offensichtlich. Die schwächer wechselwirkenden Gase weisen eine Parallele im 
Verhalten zum das CO2-Testteilchen ohne Coulomb-Wechselwirkungen und mit 
skalierten Lennard-Jones-Wechselwirkungen auf. Daher gelten viele Betrachtungen, die 
zuvor nur für Kohlenstoffdioxid gemacht wurden, für die anderen Gase analog. Diese 
Ähnlichkeit wird in Kapitel 4.3 „Enthalpie-Entropie-Kompensation“ verwendet, um das 
Lösungsverhalten zu beschreiben. 
Anhand der untersuchten Edelgase lässt sich der Effekt der Größe des Testteilchens gut 
studieren. Je kleiner die Gase sind, desto größer ist das exzess-chemische Potential und 
  
Abb. 17a: Temperaturabhängigkeit des 
exzess-chemischen Potentials von CO2 in 
[C2MIm][NTf2]. Zum direkten Vergleich ist 
diese Abbildung hier nochmals eingefügt. 
Abb. 24: Temperaturabhängigkeit des exzess-
chemischen Potentials verschiedener Gase in 
[C2MIm][NTf2]. 
Löslichkeit der weiteren Gase 53 
die Löslichkeit ist somit geringer. Die reine Größe des Teilchens, wie sie durch den 
Stoßdurchmesser σ im Lennard-Jones-Potential beschrieben wird, ist also nicht 
ausschlaggebend, sondern vielmehr die Potentialtiefe  , die die attraktiven Wechsel-
wirkungen beschreibt. Dieses spricht auch dagegen, dass Kavitäten für den Lösungs-
mechanismus ausschlaggebend sind. 
Als Computerexperiment wird dazu der Stoßdurchmesser σ des Xenon-Testteilchens auf 
1/10 des ursprünglichen Werts gesetzt, die anderen Parameter werden unverändert 
beibehalten. Diese Veränderung hat auf die Größenordnung der Löslichkeit keine Aus-
wirkung, lediglich die Veränderung der inversen Henrykonstanten mit der Temperatur ist 
deutlich schwächer ausgeprägt und stimmt nicht mehr mit den experimentellen Werten 
von Kumełan et al. [159] überein (siehe Abb. 25). Das verkleinerte Teilchen, das aber 
sonst die gleichen Wechselwirkungen trägt, weist immer noch ein anomales Löslichkeits-
verhalten auf, welches aber deutlich weniger ausgeprägt ist. Somit sind für die 
Löslichkeit eines Testteilchens hauptsächlich seine attraktiven Wechselwirkungen von 
Bedeutung, die Größe hat nur eine untergeordnete Rolle. Die Polarisierbarkeit des 
Xenons wird nicht explizit berücksichtigt, da sie schon für die Temperaturabhängigkeit 
der Löslichkeit in Wasser nur einen kleinen Beitrag liefert [111]. 
Mit der entwickelten Fit-Funktion kann der Temperaturverlauf der Löslichkeit dieses 
hypothetischen Teilchens nicht mehr beschrieben werden. Bei diesem sehr kleinen 
Teilchen scheint die Enthalpie-Entropie-Kompensation nicht mehr ausschlaggebend für 





Abb. 25: Vergleich der Henry-Konstanten von 
Xenon in [C6MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 
wie in Abb. 16 vergeben. 
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4.2.3 Diffusionskoeffizienten der gelösten Gase 
Neben den thermodynamischen Aspekten ist auch die Kinetik von entscheidender 
Bedeutung für die Verwendung ionischer Flüssigkeiten in technischen Prozessen, wie 
der Trennung und Speicherung verschiedener Gase, aber auch für katalytische 
Prozesse. Denn wie schnell ein Gas in der Flüssigkeit transportiert wird, hat großen 
Einfluss auf die Ad- und Desorptionsgeschwindigkeit. Somit ist es zur Bewertung der 
Güte eines Lösungsmittels notwendig, sowohl zuverlässige thermodynamische als auch 
kinetische Daten bei Operationsbedingungen zur Verfügung zu haben. Im Gegensatz zur 
Löslichkeit gibt es zur Diffusion von Gasen in ionischen Flüssigkeiten nur sehr wenig 
Daten (vgl. Tab. 16 im Anhang B.2). Erschwerend kommt hinzu, dass makroskopische 
Methoden zur Bestimmung der Diffusionskoeffizienten, die einen Gasfluss durch eine 
Probe messen, andere Ergebnisse für Selbstdiffusionskoeffizienten liefern können als 
mikroskopische, die diese direkt vermessen (NMR, FT-IR) [160]. 
Da hier der Diffusionskoeffizient mit Hilfe der molekulardynamischen Simulation von nur 
einem Teilchen über einen Zeitraum von 10 ns berechnet wurde, sind die Ergebnisse 
aufgrund der schlechten Statistik nur als grobe Abschätzung anzusehen. Daher ist es 
nicht sinnvoll Aktivierungsenergien aus ihnen zu bestimmen. 
Die Selbstdiffusionskoeffizienten der gelösten Gase sind mehr als eine Potenz größer 
als die der Ionen der ionischen Flüssigkeiten (vgl. dazu [51]). Die Gasdiffusion in 
ionischen Flüssigkeiten ist langsamer als in Wasser und klassischen organischen 
Lösungsmitteln, was insbesondere der höheren Viskosität des Solvens geschuldet ist. In 
 
Abb. 26: Selbstdiffusionskoeffizienten von CO2 in [C6MIm][NTf2]. 
Offene runde Symbole stehen für molekulardynamische Simulationen und 
gefüllte Symbole für experimentelle Ergebnisse.  
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Abb. 27 sind für drei ausgewählte Gase deren Löslichkeiten und Selbstdiffusions-
koeffizienten in der ionischen Flüssigkeit [C2MIm][NTf2] gegenübergestellt. Während die 
Löslichkeit der Gase unterschiedliche Temperaturabhängigkeiten zeigen (links), nehmen 
die Selbstdiffusionskoeffizienten mit steigender Temperatur für alle Gase zu (rechts). So 
kommt es bei Kohlenstoffdioxid zu dem Effekt, dass bei erhöhter Temperatur zwar die 
Diffusion des Gases in der ionischen Flüssigkeit schneller wird, sich die Löslichkeit aber 
deutlich verschlechtert. Eine erhöhte Diffusion ist meistens von Vorteil, denn sowohl die 
Kinetik von diffusionskontrollierten Reaktionen, als auch die Absorption durch eine 
Grenzfläche werden schneller. In diesem Fall kann allerdings weniger Gas in der 
ionischen Flüssigkeit aufgenommen werden. 
Je kleiner das Gas ist und je schwächer es mit der ionischen Flüssigkeit wechselwirkt, 
desto größer sind seine Selbstdiffusionskoeffizienten. Welcher Effekt hierfür nun der 
dominierende ist, lässt sich aus den wenigen untersuchten Gasen nicht schlussfolgern. 
Die Selbstdiffusionskoeffizienten sind von der Viskosität des Lösungsmittels abhängig. 
Häufig wird hierfür die Stokes-Einstein-Gleichung [161] verwendet, die den Selbst-
diffusionskoeffizient     eines gelösten Stoffes umgekehrt proportional zur Viskosität des 
Lösungsmittels    setzt. 
 
Abb. 27a: Temperaturabhängigkeit der Löslichkeit 
in inversen Henry-Konstanten von drei ausge-
wählten Gasen in [C2MIm][NTf2]. 
Abb. 27b: Temperaturabhängigkeit der Selbst-
diffusionskoeffizienten der drei ausgewählten 
Gase in [C2MIm][NTf2]. 
     
   
        
 (4.3) 
 Ergebnisse 56 
Die Stokes-Einstein-Gleichung wurde für die Diffusion von großen (sphärischen) 
Molekülen durch ein Kontinuum an Solvens (kleine Moleküle) entwickelt [162]. Der hier 
vorliegende Fall ist genau gegensätzlich dazu, da die Diffusion von sehr kleinen 
Gasteilchen in der ionischen Flüssigkeit beschrieben wird. Schon für reine ionische 
Flüssigkeiten und für Mischungen von ionischen Flüssigkeiten mit molekularen 
Lösungsmitteln wurde gezeigt, dass sowohl die Stokes-Einstein-Gleichung als auch die 
Stokes-Einstein-Debye-Gleichung [163] im Bereich hoher Konzentration ionischer 
Flüssigkeiten nicht gültig sind [164, 165, 166]. Dieses wird auf die auftretenden 
dynamischen Heterogenitäten zurückgeführt. 
Für Diffusionskoeffizienten kleiner Teilchen in unendlicher Verdünnung wird im Allge-
meinen folgende Abhängigkeit von der Viskosität angenommen,  
wobei der Exponent   zwischen ‒0,5 und ‒1 variiert [162, S. 606]. Das Diffusions-
verhalten in Wasser weicht deutlich von dem in anderen Medien ab, hier ist    ‒1 
[167]. Für Gase in ionischen Flüssigkeiten haben Morgan et al.    ‒0,6 in ihren Lag-
Time-Experimenten beobachtet [45]. 
Da Viskositäten innerhalb dieser Arbeit nicht berechnet wurden und keine Literaturdaten 
für die hohen Simulationstemperaturen vorliegen, lässt sich diese Abhängigkeit nur bei 
den tieferen Simulationspunkten überprüfen. Hinzu kommt, dass die berechneten 
Diffusionskoeffizienten nur eine große Abschätzung sind. Der Trend stimmt mit den 
experimentellen Ergebnissen überein (Abb. 43 in Anhang C.1). 
 
       
  (4.4) 
Enthalpie-Entropie-Kompensation 57 
4.3 Enthalpie-Entropie-Kompensation 
4.3.1 Anpassung zur Beschreibung des Löslichkeitsverhaltens 
Um aus dem exzess-chemischen Potential den Enthalpie- und Entropiebeitrag zu 
bestimmen, wurde eine Anpassung der Temperaturabhängigkeit nach Gleichung (4.1) 
vorgenommen. Dabei wurden für den Referenzzustand von          und          
die Größen      ,       und   
   bestimmt, wobei die Wärmekapazität in dem betrachteten 
Bereich als unabhängig von der Temperatur angenommen wird. Aus den gewonnenen 
Daten lässt sich       über die Beziehung (2.49) bestimmen. Die Ergebnisse sind in 
Anhang A.2 zusammengefasst. 
Inspiriert von H. Xie und R. Simha [134], die mit Hilfe der lattice-hole theory die 
Löslichkeit von Gasen in Polymeren untersucht haben und dabei einen linearen 
Zusammenhang zwischen der Solvatations-Enthalpie und dem Logarithmus der 
Löslichkeit   eines Gases in den Polymeren gefunden haben, wird das exzess-
chemische Potential mit der Solvatations-Enthalpie korreliert. Zuerst wird dieses für 
Kohlenstoffdioxid und die CO2-Testteilchen mit skalierten Wechselwirkungen bis hin zum 
Weeks-Chandler-Anderson-Testteilchen durchgeführt [33]. Wie in Abb. 28a ersichtlich, 
findet sich ein linearer Zusammenhang, der durch folgende Gleichung ausgedrückt 
werden kann. 
                              (4.5) 
Auch die anderen Gase in den vier verschiedenen untersuchten imidazolium-basierten 
ionischen Flüssigkeiten liegen annähernd auf dieser Geraden (siehe Abb. 28b). Die 
Anpassung kann allerdings etwas verfeinert werden und zur späteren Berechnungen 
wird Gleichung (4.7) genutzt, die als türkisfarbende Kurve in Abb. 28b eingezeichnet ist. 
  
Abb. 28a: Korrelation der Solvatationsenthalpie 
und des exzess-chemischen Potentials in 
[C2MIm][NTf2] der verschiedenen Varianten von 
CO2. 
Abb. 28b: Korrelation der Solvatationsenthalpie 
und des exzess-chemischen Potentials aller 
untersuchten Gase in den verschiedenen 
ionischen Flüssigkeiten. 
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                                         (4.6) 
                                     (4.7) 
Für die Solvatations-Entropie erhält man folglich: 
                            (4.8) 
Die Wärmekapazität   
   lässt sich auch als 
lineare Abhängigkeit von        ausdrücken, 
auch wenn hier die Abweichungen deutlich 
stärker sind (siehe Abb. 29). 
  
                         
                   
(4.9) 
Mit diesem abgeleiteten Wissen ist es nun 
möglich von        ausgehend        , 
       , und         zu berechnen. Für die 
temperaturabhängige Henrykonstante   
     
wird zusätzlich lediglich das Volumen 
benötigt. Um den Startpunkt        zu 
berechnen, können aber nicht nur 
Simulationen durchgeführt werden, sondern 
er kann auch aus experimentellen Daten, z.B. Henry-Konstanten, bestimmt werden. Mit 
dieser entwickelten Fit-Funktion kann aus einem einzelnen Datenpunkt ein sinnvoller 
Temperaturverlauf vorhergesagt werden. 
  
 
Abb. 29: Korrelation des exzess-chemischen 
Potentials und der Wärmekapazität bei 
Standardbedingungen aller untersuchten Gase 
in den verschiedenen ionischen Flüssigkeiten. 
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4.3.2 Anwendung der Anpassung 
In dieser Arbeit findet sich nicht der Platz, um für jedes Gas in diesen ionischen 
Flüssigkeiten die Löslichkeiten im Vergleich zu experimentellen Daten im Detail zu 
besprechen. Die Vergleichsabbildungen befinden sich in Anhang C.1. Insgesamt ist die 
Übereinstimmung gut, wobei die Anzahl und Zuverlässigkeit der Studien bei den 
verschiedenen Gasen sehr unterschiedlich ist. [168, 169, 170, 128, 171, 172, 173, 174, 42] 
Besonders kontrovers wurde die Temperaturabhängigkeit der Löslichkeit von Wasser-
stoff diskutiert [42, 128, 168 ‒ 174]. Die Bestimmung der Löslichkeit von Wasserstoff ist 
aufgrund der geringen Masse des Gases und seiner recht geringen Löslichkeit in 
ionischen Flüssigkeiten besonders schwierig [175]. Daher soll nun am Beispiel von 
Wasserstoff in IUPAC-Referenzsubtanz [C6MIm][NTf2] gezeigt werden, wie hilfreich die 
Fit-Funktion beim Bewerten experimenteller Werte ist. 
Kumełan et al. [168] veröffentlichten 2006 Ergebnisse aus der optical method im großen 
Temperaturbereich von 293 bis 413 K die eine bessere Löslichkeit bei erhöhter 
Temperatur vorhersagten. Die Werte von Gomes 2007 [169] widersprachen diesem 
diametral und auch die Ergebnisse von Finotello et al. [170] aus dem darauffolgenden 
 
Abb. 30: Vergleich der inversen Henrykonstanten von Wasserstoff in [C6MIm][NTf2]. 
Offene Symbole stehen für molekulare Simulationen, Kreuze für Modellierungsmethoden und die 
gefüllten Symbole für experimentelle Werte. Quadrate verweisen auf Ergebnisse aus der optical 
method, Kreise auf NMR-Experimente, und Dreiecke auf pressure drop methods. Wenn keine 
Fehlerbalken eingetragen sind, so ist der angegebene Fehlerbereich kleiner als das Symbol, oder in 
den Veröffentlichungen wurden keine Angaben getätigt (vgl. hierzu Tab. 15). 
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Jahr stimmten mit keiner der anderen Untersuchungen überein. Diese Unstimmigkeit war 
die Motivation, zu versuchen die Löslichkeit von Wasserstoff zu simulieren. 
Bei der klassischen molekulardynamischen Simulation werden keine Quanteneffekte 
berücksichtigt, allerdings wird mit effektiven Potentialen gearbeitet und der Einfluss der 
Quanteneffekte wird bei den untersuchten Temperaturen als nur gering angesehen (vgl. 
[98]). 
Die hier durchgeführten Simulationen verwenden für Wasserstoff ein Ein-Zentren 
Lennard-Jones-Teilchen mit der Tiefe und Position des Minimums nach der Potential-
kurve von Patkowski et al. [97]. Auch wenn das Wasserstoffmolekül sehr klein und wenig 
polarisierbar ist, so liefert dieses als Kugel zwar die Größenordnung und Temperatur-
entwicklung der Löslichkeit, kann aber keine Absolutwerte wiedergeben.  
Shi et al. [128] haben auch molekulare Simulationen zu dieser Fragestellung durch-
geführt und zwei verschiedene Potentiale genutzt. Zum einem das von V. Buch [176] 
und zum anderen das von R. F. Cracknell [98], wobei das letztere die bessere Überein-
stimmung mit den Ergebnisse von Kumełan et al. zeigte. Diese Ergebnisse wurden 2011 
durch Messungen von Raeissi et al. [171] ebenfalls mit der optical method bestätigt und 
können daher nun als gesichert angenommen werden. 
M. Baseda und W. Baumann [177] haben kürzlich die Löslichkeit von Wasserstoff bei 
Raumtemperatur auf 1,4 mmol/L in [C2MIm][NTf2] und 1,6 mmol/L in [C6MIm][NTf2] mit 
Hilfe der NMR-Technik bestimmt, indem die sie die ionische Flüssigkeit mit Wasserstoff 
gesättigt und anschließend vermessen haben [178]. Der Fehler beträgt ungefähr 5 %. In 
Henry-Konstanten umgerechnet sind das (2772 ± 138) bar bzw. (1916 ± 96) bar. Mit 
dieser Methode ist es nur relativ schwierig möglich temperaturabhängig zu messen. Mit 
Hilfe der Fit-Funktion ist es nun möglich aus diesen einem Wert die Temperatur-
abhängigkeit der Löslichkeit vorherzusagen (gestrichelte gelbe Linie). Die Überein-
stimmung mit den Werten von Kumełan et al. und Raeissi et al. ist hervorragend. 
Dieses Beispiel zeigt, wie hilfreich das Wissen um die Enthalpie-Entropie-Kompensation 
und die daraus entwickelte Fit-Funktion ist. Aus nur einem verlässlichen Datenpunkt 
lässt sich eine sinnvolle Temperaturvorhersage entwickeln. 
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4.3.3 Erklärung der Enthalpie-Entropie-Kompensation 
Wenn man die Entropie und Enthalpie der Solvatation gegeneinander aufträgt, erhält 
man ebenfalls eine Gerade, sowohl für die CO2-Testteilchen, als auch für alle anderen 
untersuchten Gase. Eine große positive Solvatations-Enthalpie wird für die schwach 
wechselwirkenden Solute beobachtet und ist verknüpft mit einer positiven Solvatations-
Entropie, wohingegen eine negative Solvatations-Enthalpie mit einer negativen 
Solvatations-Entropie einhergeht. Dieses kann darin begründet sein, dass durch das 
Solut-Molekül ein gewisser Grad an Ordnung in das System eingebracht wird, indem es 
seine direkte Umgebung strukturiert und somit dem Solvens weniger Freiheitsgrade zur 
Verfügung stehen. Eine alternative Erklärung könnte sein, dass bevorzugte Wechsel-




Abb. 31a: Korrelation der Solvatations-
Enthalpie und Solvatations-Entropie bei 
Standardbedingungen in [C2MIm][NTf2] der 
verschiedenen Varianten von CO2. 
Abb. 31b: Korrelation der Solvatations-
Enthalpie und Solvatations-Entropie bei 
Standardbedingungen aller untersuchten Gase 
in den verschiedenen ionischen Flüssigkeiten. 
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4.4 Einfluss von Verunreinigungen 
Verunreinigungen in ionischen Flüssigkeiten sind im Experiment leider nie ganz 
auszuschließen und können zu Abweichungen von Simulationsergebnissen führen. Die 
häufigsten Verunreinigungen in ionischen Flüssigkeiten sind organische Lösungsmittel, 
Chlorid und Wasser [50]. Chlorid und Lösungsmittel können als Verunreinigung aus der 
Synthese enthalten sein. Ein viel größeres Problem ist Wasser, das auch von diesen 
relativ hydrophoben ionischen Flüssigkeiten aus der Atmosphäre aufgenommen wird, da 
sie hygroskopisch sind. Spuren von Wasser im Bereich von 100 ppm sind nahezu immer 
enthalten. Da die ionischen Flüssigkeiten vom Typ [CnMIm][NTf2] eine relativ große 
Mischungslücke mit Wasser aufweisen, sei hier der Bereich kleiner Wasserkonzen-
trationen von bis zu zwei Gewichtsprozenten betrachtet.  
Bereits diese geringen Wasserkonzen-
trationen haben einen Einfluss auf die 
physikochemischen Eigenschaften der 
ionischen Flüssigkeiten. So reduzieren schon 
geringe Mengen Wasser die Viskosität 
deutlich, was für industrielle Anwendungen 
von Vorteil sein kann [179]. 
Wasser verändert auch die Gaslöslichkeits-
eigenschaften der ionischen Flüssigkeit. Die 
Anzahl der Studien zu diesem Gebiet ist sehr 
begrenzt. Schon 2004 hatten Baltus et al. 
[41] für CO2 in [C8MIm][NTf2] Veränderungen 
durch Feuchtigkeitseinwirkung untersucht 
und einen Anstieg der Löslichkeit festgestellt. 
  
Abb. 32a: Isoliertes Wassermolekül in 
[C2MIm][NTf2] in einer typischen double 
donor Konfiguration. Durch das Wasser 
wird eine Brücke zwischen zwei Anionen 
gebildet. 
Abb. 32b: Bei höheren Wasserkonzen-
trationen kommt es zur Ausbildung von 
Wasserclustern in der ionischen Flüssig-
keit. 
 
Abb. 33: Vergleich der Löslichkeit von CO2 in 
[C2MIm][NTf2]-Wasser-Mischungen mit experi-
mentellen Daten.  
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Und auch Scovazzo et al. [180] haben im gleichen 
Jahr in einer mit Wasser gesättigten Lösung von 
[C4MIm][NTf2] eine leicht erhöhte Löslichkeit 
gefunden. Dem widersprechen die systematischen 
Studien von Husson et al. [181], die eine Abnahme 
der Löslichkeit von Kohlenstoffdioxid mit steigender 
Wasserkonzentration in der ionischen Flüssigkeit 
sehen. Genau dieser Effekt wird auch in diesen 
Simulationen beobachtet und das in nahezu 
quantitativer Übereinstimmung mit den Werten von 
Husson et al. (vgl. Abb. 33). Dies ist besonders 
dadurch bemerkenswert, da drei verschiedene Kraft-
felder (für ionische Flüssigkeit, Wasser und CO2) 
verwendet wurden, die nicht explizit für diese 
Mischungen oder Löslichkeiten parametrisiert 
wurden. 
Die Verringerung der Löslichkeit beträgt bei der 
Zugabe von einem Massenprozent Wasser (1 m%), 
was einem Stoffmengenanteil von 0,17 entspricht, 
rund 30 %. Diese Abnahme ist für alle der hier 
untersuchten Gase gleich. Und auch die Länge des 
Alkylrestes am Kation und eine veränderte Temperatur, wie am Beispiel des CO2 
überprüft, liefern den nahezu gleichen linearen Abfall der Löslichkeit, so dass folgende 
Proportionalität aufgestellt werden kann:  
Die Abnahme der Löslichkeit setzt sich aus zwei Effekten zusammen, zum einem aus 
der Änderung der freien Solvatationsenergie, zum anderem aus der Änderung der 
Teilchenzahldichte, die in die Berechnung der Löslichkeit eingeht. Die Änderung der 
freien Solvatationsenergie kann Abb. 35 als relatives exzess-chemisches Potential 
entnommen werden. Der Einfluss der Teilchenzahldichte folgt Gleichung (2.56) und trägt 
zu ungefähr einem Drittel zur Verringerung der Löslichkeit bei. Der größere Beitrag 
kommt also aus der Reduktion des exzess-chemischen Potentials von z.B. ‒2,42 kJ/mol 
für CO2 in der reinen trockenen ionischen Flüssigkeit zu ‒1,87 kJ/mol, wenn 1 m% 
Wasser in der Lösung vorhanden ist. 
Um über die Effekte, die zur Löslichkeit beitragen, genauere Aussagen machen zu 
können, wird wieder mit der rein abstoßenden Kohlenstoffdioxidvariante gearbeitet, dem 
WCA-CO2. In Abb. 35 ist zu sehen, dass bei diesem Teilchen, welches keine attraktiven 
Wechselwirkungen (rot) enthält, Wasser einen größeren Einfluss auf das exzess-
 
Abb. 34: Einfluss der Wasserkon-
zentration in der ionischen Flüssig-




                         (4.10) 
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chemische Potential hat. Die Löslichkeit wird stärker 
herabgesetzt als beim klassischen CO2 in den 
identischen ionischen Flüssigkeiten. 
Kohlenstoffdioxid und Wasser scheinen also in einem 
Konkurrenzkampf um die bevorzugten attraktiven 
Wechselwirkungsplätze der ionischen Flüssigkeit zu 
stehen. Hierbei kann das WCA-CO2, das keine 
attraktiven Wechselwirkungen aufweist, weniger 
mithalten; seine Löslichkeit verschlechtert sich 
stärker. Die Wassermoleküle wirken wie Hindernisse, 
die die Aufenthaltsorte für die weiteren Gase 
blockieren; Wasser kann daher auch als antisolvent 
bezeichnet werden, da sich in seiner Gegenward die 
Löslichkeit der anderen Solute reduziert. 
Die Abnahme der Löslichkeit mit der Wasserkonzentration bietet eine Analogie zur 
Abnahme der Löslichkeit bei kürzer werdenden Alkylrest am Kation (vgl. dazu Abb. 22b). 
Die Löslichkeit von Gasen wird also von vielen Parametern beeinflusst, die alle als 
Stellschrauben zur Steuerung der Eigenschaften genutzt werden können. 
Die leicht geringere Kohlenstoffdioxid-Löslichkeit in vielen Literaturdaten zu den in dieser 
Arbeit simulierten Werten (vgl. Abb. 18, Abb. 38 ‒ Abb. 40) ist insbesondere in den 
frühen Studien signifikant, bei denen noch kein besonderes Augenmerk auf die 
Trocknung der ionischen Flüssigkeiten gelegt wurde, ist also wahrscheinlich auf einen 
erhöhten Wassergehalt zurückzuführen. 
 
Abb. 35: Relatives exzess-chemi-
sches Potential von CO2 und WCA-
CO2 bei 303 K in [C2MIm][NTf2] als 
Funktion des Wassergehalts. 
Die eingezeichnete lineare Anpas-
sung ist eine Hilfestellung.  
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4.5 Lösungsmechanismus 
Wie Gomes et al. [23] betonten, sind Mischungen 
von ionischen Flüssigkeiten mit molekularen 
Komponenten „complex fluids“, mit reichhaltigen 
strukturellen Charakteristika, die aus dem 
Wechselspiel von Coulomb- und Van-der-Waals-
Wechselwirkungen entstehen und von energetischen 
und entropischen Beiträgen beeinflusst werden. Die 
Eigenschaften werden nicht nur durch die 
Wechselwirkungsenergien, sondern auch durch den 
Konfigurationsraum, der Reorganisation des Solvens 
und eventueller Konfigurationsänderungen des Solut-
Moleküls bestimmt. 
Beim Lösungsmechanismus von kleinen Solut-Molekülen in ionischen Flüssigkeiten 
zeigen sich Parallelen zur hydrophoben Hydratation, wie sie beim Wasser bekannt ist, 
jedoch ist es der ionischen Flüssigkeit aufgrund ihrer Geometrie nicht möglich, ein 
vollständiges Wasserstoffbrückennetzwerk in der Stärke auszubilden, wie es beim 
Wasser vorliegt. In Wasser spricht man von einem „hole-type“ Löslichkeitsverhalten, 
denn die Solvatationsentropie ist auch für völlig repulsive Teilchen negativ [182].  
Davon unterscheidet sich das Verhalten in den ionischen Flüssigkeiten deutlich. Sie sind 
nicht fähig, völlig repulsive Teilchen zu solvatisieren. Der Lösungsmechanismus, der zu 
dem anormalen Löslichkeitsverhalten führt, muss in den ionischen Flüssigkeiten also ein 
anderer als in Wasser sein. Das spontane Auftreten von größeren Kavitäten ist in den 
ionischen Flüssigkeiten äußerst selten. Es bestehen Analogien zum Löslichkeits-
verhalten von Gasen in Polymerlösungen. Der prägende Mechanismus ist eine 
Enthalpie-Entropie-Kompensation. 
Die Löslichkeitseigenschaften lassen sich mit einer „funnel-like free energy landscape“ 
beschreiben, also einem trichterartigen Konfigurationsraum, in dem viele repulsive 
Konfigurationen, mit hoher potentieller Energie und nur wenige attraktive Zustände mit 
geringer potentieller Energie existieren; letztere verursacht durch spezifische Solut-
Solvens-Wechselwirkungen. Dies ist in Übereinstimmung mit den beobachteten 
Anionen- [183, 184] und Kationeneffekten [185]. 
Wittich und Deiters [186] haben den Lösungsmechanismus verschiedener Gase in 
[C4MIm][PF6] ebenfalls mit der Widom-Testteilchenmethode untersucht. Zum einem 
weisen sie darauf hin, dass die Boxgeometrie Einfluss auf die Simulationsergebnisse 
haben kann. Dieses wird in dieser Arbeit umgangen, indem mit deutlich größeren 
Systemen gearbeitet wird (343 im Vergleich zu 64 Ionenpaaren). Zum andern 
postulierten sie, dass Polarisierbarkeit und Elektrostatik ausschlaggebend für die 
  
Abb. 36: Schema zur Verdeutlichung 
des funnel-like free energy space. 
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Löslichkeit sind. Obgleich das Deaktivieren der Coulomb-Wechselwirkungen einen 
starken Einfluss hat und das das exzess-chemische Potential um 3-4 kJ/mol vergrößert, 
wirkt sich die Veränderung der Lennard-Jones-Wechselwirkungen des CO2 deutlich 
stärker aus. In dem Fall des rein repulsiven WCA-CO2 kommt es zu einer Änderung von 
ungefähr 30 kJ/mol in der freien Solvatationsenergie, was zu einer Reduzierung der 
Löslichkeit um mehrere Größenordnungen führt. Wenn man die Veränderungen in den 
exzess-chemischen Potentialen vergleicht, die zum einem von elektrostatischen, zum 
anderen durch die attraktiveren Van-der-Waals-Wechselwirkungen verursacht werden, 
scheint es unwahrscheinlich, dass die Polarisierung des Solutes qualitative Änderungen 
im Löslichkeitsverhalten hervorruft. 
Andere Lösungsmittel in der ionischen Flüssigkeit treten mit den zu solvatisierenden 
Gasen in Konkurrenz um die bevorzugten Wechselwirkungszentren und reduzieren 
somit die Löslichkeit. Genauso wird bei Temperaturanstieg das Gas ausgetrieben, da es 
weniger Strukturmotive in der Flüssigkeit gibt, die von dem Gas als Umgebung 




Wieweit sich ionische Flüssigkeiten technologisch durchsetzen werden, ist noch offen. 
Mittlerweile gibt es einige Anwendungen und viele weitere Ideen. Allerdings sind die 
Herstellungskosten ionischen Flüssigkeiten noch so hoch, dass sich der Einsatz in den 
meisten Fällen nicht rentiert. Die hohen Erwartungen [2] die vor 10 Jahren, insbesondere 
im Bereich der „Green Chemistry“ [187], an den zukünftigen Einsatz von ionischen 
Flüssigkeiten gestellt wurden, konnten bislang nicht erfüllt werden. Wahrscheinlich 
werden ionische Flüssigkeiten in naher Zukunft einen Nischenmarkt einnehmen. Neben 
dem Basil-Prozess, der ersten wirklichen Anwendung von ionischen Flüssigkeiten im 
industriellen Maßstab [188], werden sie mittlerweile z.B. zur Quecksilberadsorption [31] 
und als Schmiermittel in Hochdruckpumpen für Wasserstofftankstellen [29] eingesetzt. 
In der wissenschaftlichen Forschung erregen ionische Flüssigkeiten aber weiterhin eine 
hohes Interesse. Mit ihrem hochkomplexen Verhalten und besonderen Eigenschaften, 
aber auch durch die unzähligen Möglichkeiten Kationen und Anionen zu kombinieren, 
liefern sie Forschungsansätze in den unterschiedlichsten Bereichen der Chemie, Physik 
und Ingenieurswissenschaften. Die Wechselwirkungen von ionischen Flüssigkeiten mit 
Soluten sind so komplex, dass sie noch nicht vollständig verstanden sind, was Anlass zu 
weiteren Studien gibt. 
In dieser Arbeit konnte gezeigt werden, dass in [CnMIm][NTf2] eine Enthalpie-Entropie-
Kompensation das Lösungsverhalten von kleinen Soluten bestimmt. Ihr Temperatur-
verhalten lässt sich mit Hilfe der neu entwickelten Anpassung sehr gut beschreiben. Nun 
ist zu überprüfen, ob dieses Verhalten auch in anderen ionischen Flüssigkeiten und 
komplexen Lösungsmitteln auftritt, und ob sich das Temperaturverhalten mit ähnlichen 
Methoden beschreiben lässt. 
Interessant ist es auch, die Löslichkeit in weiteren Mischungen von ionischen 
Flüssigkeiten mit molekularen Lösungsmitteln zu untersuchen. Für die [CnMIm][NTf2]/ 
Wasser-Mischungen ist dies bereits geschehen, allerdings nur im Bereich kleiner 
Wasserkonzentrationen, da diese Mischungen eine große Mischungslücke aufweisen. 
Für weitere Studien geeignete Lösungsmittel, die vollständig mischbar sind, wären z.B. 
Alkohole oder Alkylencarbonate. Mischungen von ionischen Flüssigkeiten erfahren 
immer größere Aufmerksamkeit, da sie technologisch äußerst interessant sind. Durch 
den Einsatz von Mischungen werden nicht nur die Kosten pro Volumeneinheit reduziert, 
sondern es werden auch zahlreiche Eigenschaften verbessert. Insbesondere wird durch 
die Verwendung von Mischungen die häufig zu hohe Viskosität der reinen ionischen 
Flüssigkeit verringert. Mischungen von Carbonaten und ionischen Flüssigkeiten werden 
als Elektrolyt für Lithium-Ionen-Akkus diskutiert, da sie die Entflammbarkeit deutlich 
herabsetzen [189]. 
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Ein weiterer Schritt zur Fortsetzung ist es andere Solute zu untersuchen. Für die in 
dieser Arbeit untersuchten, relativ kleinen Gase konnte mit Hilfe der Overlapping-
Distribution-Methode gezeigt werden, dass die schnelle Widom-Testteilchen-Insertions-
methode ausreichend ist. Für größere Moleküle und solche, die spezifische Wechsel-
wirkungen mit dem Lösungsmittel haben, ist davon nicht mehr auszugehen. Interessante 
Solute sind z.B. CO, H2S, H2O und Hg. All diese Stoffe sind bei der Erdgasaufbereitung 
von großer Bedeutung. Um ihre Löslichkeit in ionischen Flüssigkeiten zuverlässig 
untersuchen zu können, müssen andere Methoden zur Kalkulation des exzess-
chemischen Potentials verwendet werden. Hierzu gibt es zahlreiche Testteilchen-
methoden die eine schrittweise Insertion durchführen, sowie die CFC-MC-Methode 
[190], in welcher Monte-Carlo-Schritte mit molekulardynamischen Schritten kombiniert 
werden. Der Aktivitätskoeffizient von Wasser in ionischen Flüssigkeiten ist damit schon 
erfolgreich untersucht worden [129].  
Ein weiterer Ansatzpunkt für fortführende Arbeiten sind neue experimentelle Werte. Die 
Henry-Konstante von Wasserstoff in [C6MIm][NTf2] liegt mittlerweile relativ gesichert vor; 
drei Arbeitsgruppen haben ähnliche Werte gemessen. An diesen Datenpunkt kann ein 
Wasserstoffpotential angepasst werden, welches dann geeignet wäre, die Henry-
Konstanten auch in absoluter Übereinstimmung mit Messdaten wiederzugeben. Dieses 
neue Wasserstoffpotential ließe sich für weitere Simulationen verwenden und sollte die 
Löslichkeit in unterschiedlichen ionischen Systemen deutlich besser beschreiben. 
Ionische Flüssigkeiten haben in den letzten Jahren viel Aufmerksamkeit in der 
Forschung erhalten, aber trotzdem sind noch einige Fragen unbeantwortet. 
Insbesondere das komplexe Wechselspiel der in ihnen dominierenden Kräfte, gibt 
Anlass zu wissenschaftlichen Kontroversen. Dieses spannende Forschungsgebiet birgt 
noch viele Geheimnisse, welche auch durch die sich beständig weiterentwickelnden 




Mit Hilfe der molekulardynamischen Simulation konnten nicht nur experimentell 
gemessene Gaslöslichkeiten in ionischen Flüssigkeiten reproduziert werden, sondern 
auch entscheidende Hinweise zum Lösungsmechanismus gegeben werden. 
In dieser Arbeit wurde insbesondere die Löslichkeit von CO2, CH4, O2, N2, H2 und von 
den Edelgasen in den Imidazolium-basierten ionischen Flüssigkeiten [CnMIm][NTf2] mit 
n = 2, 4, 6, 8 untersucht. Bei den gut löslichen Gasen Kohlenstoffdioxid und Xenon wird 
ein deutlich anomales Löslichkeitsverhalten beobachtet, denn bei höherer Temperatur 
sinkt zwar die Dichte, aber es stehen weniger bevorzugte Umgebungsplätze zur Ver-
fügung. Bei den weniger gut löslichen Gasen ist dieses Verhalten immer schwächer 
ausgeprägt, bis beim Stickstoff kaum noch eine Temperaturabhängigkeit zu beobachten 
ist. Für Neon und Wasserstoff wird die Löslichkeit bei höheren Temperaturen sogar 
größer. 
 
Abb. 37: 3D-Plot der inversen Henrykonstanten von vier Gasen in 
[C2MIm][NTf2] in Abhängigkeit von der Temperatur und Wassergehalt in der 
ionischen Flüssigkeit. 
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Zur Berechnung des exzess-chemischen Potentials, welches die Grundlage zur Berech-
nung von Henry-Konstanten ist, wurde sowohl die Overlapping-Distribution-Methode als 
auch die Widom-Testteilchen-Methode verwendet. Es konnte gezeigt werden, dass die 
deutlich schnellere Widom-Methode zur Berechnung der Löslichkeiten der untersuchten 
Gase in ionischen Flüssigkeiten genutzt werden kann, wenn die Insertionsraten hoch 
genug gewählt werden.  
Die Übereinstimmung der berechneten Henry-Konstanten mit experimentellen Werten ist 
gut, wobei die Datenlage bei den untersuchten Gasen sehr unterschiedlich ist. Während 
sich für die Löslichkeit von Wasserstoff die verschiedenen Publikationen sogar in der 
Temperaturabhängigkeit widersprechen, ist das Bild für Kohlenstoffdioxid sehr konsis-
tent. Hier konnte sogar gezeigt werden, dass die etwas geringeren Löslichkeiten im 
Experiment auf den Wassergehalt der ionischen Flüssigkeit zurückgeführt werden 
können. Dazu wurden die Henry-Konstanten der Gase in [CnMIm][NTf2]/Wasser-
Mischungen bestimmt. Mit steigendem Wassergehalt sinkt die Löslichkeit der Gase, da 
das Wasser mit den Gasen um die gleichen Wechselwirkungszentren konkurriert.  
Die molekulardynamische Simulation bietet den Vorteil, auch Parameter verändern zu 
können, die im Experiment nicht variabel sind. So wurde durch die systematische 
Skalierung der Wechselwirkungen eines Testteilchens in der Größe eines CO2-Moleküls 
gezeigt, dass Kavitäten in dieser Größe nur eine untergeordnete Rolle für das Lösungs-
verhalten spielen.  
Aus der Temperaturabhängigkeit des exzess-chemischen Potentials lassen sich sowohl 
der Entropie- als auch der Enthalpiebeitrag zur freien Solvatationsenergie bestimmen. 
Die Löslichkeit wird maßgeblich durch eine Solvatationsenthalpie-Entropie-Kompen-
sation bestimmt. Mit diesem Wissen konnte eine Anpassung entwickelt werden, die das 
Temperaturverhalten der Gaslöslichkeit aus nur einem Datenpunkt voraussagt und somit 
zur Überprüfung der Konsistenz von Daten gut geeignet ist. Diese Funktion erlaubt 
Prognosen der Temperaturabhängigkeit der Gaslöslichkeit für viele Gase im kompletten 
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A. Simulationsergebnisse: Henry-Konstanten 
A.1 Gaslöslichkeiten 
Tab. 11: Zusammenstellung aller berechneten Henry-Konstanten in [CnMIm][NTf2]. 
T / K   (CO2) / bar (Widom)   (CO2) / bar (ODM) 
  [C2MIm] [C4MIm] [C6MIm] [C8MIm] [C2MIm] [C4MIm] [C6MIm] [C8MIm] 
 Kohlenstoffdioxid Kohlenstoffdioxid 
300   37±4   30±3   28±2   26±3   34±3   28±3   29±3   22±3 
350   82±3   70±2   63±2   58±3   87±6   73±5   63±4   56±6 
400 137±3 119±2 104±2   96±2 140±8 121±6 107±6   98±9 
450 200±2 171±2 149±2 137±2   207±10 171±9 152±8   139±11 
500 257±2 221±1 192±2 175±2   262±12   224±11 191±9   185±13 
 Xenon Xenon 
300   69±2   48±2   40±2   27±2     
350 121±3   91±2   73±1   54±1     
400 173±2 134±2 110±1   86±2     
450   226±1 177±1 145±1 115±1     
500   270±1 215±2 177±1 144±1     
 Krypton Krypton 
300 188±5 143±6 119±6   89±6     
350 266±4 210±3 175±2 139±3     
400 327±3 261±3 221±2 182±3     
450 377±2 306±2 257±1 214±1     
500 411±2 337±3 284±2 240±1     
 Methan Methan 
300   300±10   224±15   214±15   142±10   311±21    226±15  
350 381±7 300±7 277±6 203±5 393±9  281±6  
400 441±3 351±4 321±4 249±3 452±6  330±4  
450 486±5 391±3 353±3 278±2 491±4  357±3  
500 509±4 415±3 373±3 299±2 515±3  376±2  
 Argon Argon 
300 436±9   350±12   318±14   242±15     
350 508±6 418±6 378±4 303±6     
400 548±4 455±5 410±4 340±4     
450 571±3 478±3 427±2 356±2     
500 577±2 486±3 432±3 365±2     
 Sauerstoff Sauerstoff 
300   652±22   523±21   456±23   378±26 634±37    
350 720±7 596±8 517±5   447±10 732±36    
400 744±5 619±7 540±5 480±6 756±35    
450 750±5 629±4 545±3 482±3 738±29    




T / K   (CO2) / bar (Widom)   (CO2) / bar (ODM) 
  [C2MIm] [C4MIm] [C6MIm] [C8MIm] [C2MIm] [C4MIm] [C6MIm] [C8MIm] 
 Stickstoff Stickstoff 
300 1048±47   858±42   766±46   651±53 1029±61    
350 1062±15   898±14   795±12   707±20 1073±53    
400 1036±70   875±11 775±9   703±11 1030±47    
450 991±8 844±7 741±4 666±6   985±43    
500 942±4 802±7 699±4 629±5   951±41    
 Neon Neon 
300 3418±63 3051±88   2898±110   2752±172   3466±149   3059±132    2817±145 
350 2507±23 2222±25 2088±16 1964±36   2503±106 2235±92  1968±77 
400 1943±13 1716±10 1587±13 1480±80 1929±70 1707±70  1472±60 
450 1570±12 1388±80 1267±50 1185±10 1560±56 1390±45  1177±42 
500 1318±60 1147±50 1047±50   977±70 1306±35 1144±35    969±34 
 Wasserstoff Wasserstoff 
300 3875±98   3286±121   3313±157   2718±173     
350 2867±42 2466±44 2415±33 2066±42     
400 2216±16 1906±23 1835±19 1610±21     
450 1805±22 1552±10 1462±70 1279±90     





Tab. 12: Zusammenstellung aller berechneten Henry-Konstanten in 
[C2MIm][NTf2]+Wasser. 










0 0,35 1,0 1,5 1,9 
T / K Kohlenstoffdioxid 
273     29±5   
303   41±6   45±6   55±9   61±7   63±6 
323   59±4   66±3   80±7   86±4   87±5 
343   100±8   
383   159±6   
T / K Sauerstoff 
273     800±82   
303    746±32   846±38   936±41   997±36 
323     912±55   
343     917±36   
383     958±18   
T / K Stickstoff 
273     1401±174   
303   1381±79 1492±93 1617±76 
343   1394±65   
383   1382±34   
T / K Wasserstoff 
273     7098±758   
303     5362±293   5844±340   6332±234 
343     4136±170   
383   3333±65   
 
Tab. 13: Zusammenstellung aller berechneten Henry-Konstanten in 
[C4MIm][NTf2]+Wasser. 










0 0,3 0,6 0,9 1,8 
T / K Kohlenstoffdioxid 
273      23±9  
298   28±3   38±5   42±6   45±6   52±8 






A.2 Thermodynamische Größen 
Tab. 14: Thermodynamische Parameter, die die Temperaturabhän-
gigkeit der freien Solvatationsenergie beschreiben [CnMIm][NTf2]. 
 Thermodynamische Größen 
  [C2MIm] [C4MIm] [C6MIm] [C8MIm] 
 Kohlenstoffdioxid 
  
     / kJ mol
-1 
‒2,57 ‒2,79 ‒2,45 ‒2,89 
  




 ‒39,1 ‒40,1 ‒33,8 ‒39,2 
  
     / kJ mol
-1
 ‒14,2 ‒14,7 ‒12,5 ‒14,6 
  




 45 48 34 43 
 Xenon 
  
     / kJ mol
-1 
‒0,86 ‒1,45 ‒1,68 ‒2,46 
  




 ‒25,1 ‒26,4 ‒25,7 ‒28,7 
  
     / kJ mol
-1
 ‒8,33 ‒9,31 ‒9,34 ‒11,02 
  




 22,5 25,7 25,7 31,4 
 Krypton 
  
     / kJ mol
-1 
1,66 1,24 1,09 0,56 
  




 ‒20,5 ‒21,3 ‒20,9 ‒23,1 
  
     / kJ mol
-1
 ‒4,45 ‒5,09 ‒5,13 ‒6,32 
  




 19,9 21,9 21,7 26,8 
 Methan 
  
     / kJ mol
-1 
2,78 2,36 2,55 1,73 
  




 ‒18,5 ‒19,7 ‒18,4 ‒21,8 
  
     / kJ mol
-1
 ‒2,72 ‒3,50 ‒2,92 ‒4,76 
  




 17,6 20,8 18,6 27,0 
 Argon 
  
     / kJ mol
-1 
3,76 3,48 3,54 3,06 
  




 ‒18,5 ‒19,7 ‒16,6 ‒18,4 
  
     / kJ mol
-1
 ‒1,07 ‒1,51 ‒1,42 ‒2,41 
  




 16,9 18,4 19,3 23,5 
 Sauerstoff 
  
     / kJ mol
-1 
4,76 4,48 4,43 4,17 
  




 ‒16,8 ‒17,2 ‒17,1 ‒19,0 
  
     / kJ mol
-1
 ‒0,23 ‒0,66 ‒0,67 ‒1,50 
  




 19,0 20,0 20,7 26,0 
 Stickstoff 
  
     / kJ mol
-1 
5,95 5,72 5,73 5,53 
  




 ‒15,5 ‒16,4 ‒16,2 ‒18,4 
  
     / kJ mol
-1
 1,34 0,84 0,90 0,04 
  




 17,0 20,0 21,0 27,6 
 Neon 
  
     / kJ mol
-1 
8,89 8,90 9,07 9,13 
  




 ‒5,66 ‒5,91 ‒5,36 ‒4,96 
  
     / kJ mol
-1
 7,20 7,14 7,47 7,65 
  




 10,1 12,3 11,7 10,8 
 Wasserstoff 
  
     / kJ mol
-1 
9,19 9,09 9,40 9,11 
  




 ‒7,29 ‒7,72 ‒7,29 ‒8,99 
  
     / kJ mol
-1
 7,02 6,79 7,23 6,43 
  




 11,3 13,4 14,9 19,0 
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B. Übersicht über Literaturwerte 
B.1 Gaslöslichkeiten 
In der nachfolgenden Tabelle sind die verschiedenen Quellen zu den Gaslöslichkeiten, 
sowohl für experimentelle Werte als auch Simulationen oder theoretische Betrachtungen 
anderer Gruppen, zusammengestellt. Um die Übersichtlichkeit zu gewährleisten wurde 
sich auf [CnMIm][NTf2] beschränkt. 
Tab. 15: Übersicht der Literaturwerte zur Gaslöslichkeit in [CnMIm][NTf2]. 





Fehler Methode Anmerkungen 
2003 
Dyson, Laurenczy, 
Ohlin, Vallance, Welton 
[42] H2 4 298 K k.A. 
1












Dai, Luo, DePaoli 
[41] CO2 
























[47] CO2, (C2H4) 2 303 K 1% 
Pressure drop: dual-
transducer, dual-




Kieft, Poshusta, Koval, 
Noble 
[180] CO2, (C2H4) 2 303 K 8% 
Pressure drop: dual-
transducer, dual-




Aki, Mellin, Saurer, 
Brennecke 


















2 303 K 10% (e.A.) Lag-Time Technique  
2005 
Kim, Choi, Jang, Yoo, 
Lee 









[194] CO2 2 313 K 3% 
Pressure drop: dual-
transducer, dual-














2005 Wu, Liu, Wang [195] 
Ar, N2, O2, 
CH4, CO2 
4 298 K k.A. MD (Widom)  
2005 





6 298 K  
constant volume view 










































Camper, Bara, Koval, 
Noble 
[198] N2, CH4 2, 6 313 K bis 7% 
Pressure drop: dual-
transducer, dual-










Fehler Methode Anmerkungen 




































Kim, Jang, Lim, Kang, 
Lee 
[202] CO2, u.a. 6 298 K  
Pressure drop: 
















[204] CO2 6 283 K <1% 
Gravimetric 
Microbalance & 






















isochoric saturation  
 
2007 Hou, Baltus [48] CO2 4 
283-
323 K 






































[207] CH4, Xe 2, 6 
273-
903 K 




[208] CO2 2, 6 303 K 10% (e.A.) Lag-Time Technique Werte nach [209] 
2008 Zhang, Liu, Wang [210] CO2 
1, 2, 4, 
5, 6 






































Junk, Grieco, Foo 














 soft-SAFT EoS 
keine Henry-
Konstanten 
2008 Shin, Lee, Lim [155] CO2 
















2 303 K  
Lag-Time Technique 
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Pressure drop: high 
pressure equilibrium 























[217] H2, O2, CO2 
2, 4, 6, 
8 






Cheong, Kim, Lee, Kim 









[219] CO2 10 313 K k.A. Pressure drop  
2010 
Almantariotis, Gefflaut, 
Pádua, Coxam, Gomes 


















Einfluss von H2O 
untersucht 
2010 Moganty, Baltus [220] CO2 2, 6 
283-
313 K 
5% Pressure drop: thin film  








ausgewertet   
2010 
Shi, Sorescu, Luebke, 
Keller, 
Wickramanayake 
[128] H2, CO2, Ar 6 
313-
573 K 
H2, Ar: 5% 
CO2: 2%  
CFC-MC, MD  






























2, 4, 6, 
8, 10 
















Werte von [225] 
















N2, CH4, CO 
2, 6 
6 





Ar, Xe, H2, 
N2, O2, CO2, 
u.a. 






2011 Sumon, Henni [227] CO2, N2, CH4 




 COSMO-RS  
2011 
























Jalili, Safavi, Ghotbi, 
Mehdizadeh, Hosseini-
Jenab, Taghikhani 














synthetic method with 















Fehler Methode Anmerkungen 












k.A. keine Angabe 
e.A. eigene Angabe 
 
B.2 Diffusionskoeffizienten 
Tab. 16: Übersicht der Literaturwerte für Diffusionskoeffizienten von Gasen in [CnMIm][Ntf2]. 



















CO2, [N2], [O2], 
[CH4] 
2 303 K Lag-Time Technique  
2006 
Camper, Becker, Koval, 
Noble 




ersten 20 min 
ohne Rühren 
2007 Hou, Baltus [48] CO2 4 283-323 K 




Ilconich, Myers, Pennline, 
Luebke 
[230] CO2 6 310-398 K Membranen  
2010 Moganty, Baltus [231] CO2 2, 6 283-313 K transient thin film  
2010 
Shi, Sorescu, Luebke, 
Keller, Wickramanayake 





[232] CO2 2 303 K FT-IR  
2012 
Hazelbaker, Budhathoki, 
Katihar, Shah, Maginn, 
Vasenkov 
[160] CO2 4 298-351 K 
high-field diffusion 
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C. Vergleich mit Literaturwerten 
C.1 Kohlenstoffdioxid 
 
Abb. 38: Vergleich der Henrykonstanten von Kohlenstoffdioxid in [C2MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik wie in Abb. 16 vergeben. 
 
Abb. 39: Vergleich der Henry-Konstanten von Kohlenstoffdioxid in [C4MIm][NTf2]. 





Abb. 40: Vergleich der Henry-Konstanten von Kohlenstoffdioxid in [C8MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik wie in Abb. 16 vergeben. 
 
Abb. 41: Vergleich der Selbstdiffusionskoeffizienten von CO2 in [C2MIm][NTf2]. 




Abb. 42: Vergleich der Selbstdiffusionskoeffizienten von CO2 in [C4MIm][NTf2]. 
 
Abb. 43: Abhängigkeit der Selbstdiffusionskoeffizienten von CO2 von der Viskosität des Lösungsmittels in 
verschiedenen Medien. 
Die Quellen für die ionischen Flüssigkeiten können Tab. 16 entnommen werden. Die Vergleichswerte von Wasser sind 
Himmelblau [167] entnommen mit Viskositäten nach [233], und die in organischen Lösungsmitteln sind aus [234, 235, 







Abb. 44: Vergleich der Henry-Konstanten von 
Xenon in [C6MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik wie 





Abb. 45: Vergleich der Henry-Konstanten von 
Argon in [C4MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 
wie in Abb. 16 vergeben. 
Abb. 46: Vergleich der Henry-Konstanten von 
Argon in [C6MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik wie 
in Abb. 16 vergeben. 
 
  






Abb. 47: Vergleich der Henry-Konstanten von 
Methan in [C2MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 
wie in Abb. 16 vergeben. 
Abb. 48: Vergleich der Henry-Konstanten von 
Methan in [C4MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 
wie in Abb. 16 vergeben. 
 
Abb. 49: Vergleich der Henry-Konstanten von 
Methan in [C6MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 








Abb. 50: Vergleich der Henry-Konstanten von 
Sauerstoff in [C2MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 




Abb. 51: Vergleich der Henry-Konstanten von 
Sauerstoff in [C4MIm][NTf2]. 
Ausnahmsweise ist hier mehr als eine Dekade auf 
der y-Achse aufgetragen. Die Symbole sind nach 




Abb. 52: Vergleich der Henry-Konstanten von 
Sauerstoff in [C6MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 

















Abb. 54: Vergleich der Henry-Konstanten von 
Stickstoff in [C2MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 
wie in Abb. 16 vergeben. 
Abb. 55: Vergleich der Henry-Konstanten von 
Stickstoff in [C4MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik wie 
in Abb. 16 vergeben. 
  
Abb. 56: Vergleich der Henry-Konstanten von 
Stickstoff in [C6MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 
wie in Abb. 16 vergeben. 
 
 





Abb. 57: Vergleich der Henry-Konstanten von 
Wasserstoff in [C2MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik 
wie in Abb. 30 vergeben. 
Abb. 58: Vergleich der Henry-Konstanten von 
Wasserstoff in [C4MIm][NTf2]. 
Die Symbole sind nach der gleichen Systematik wie 
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