In this paper, we investigate the performance of the Viterbi decoding algorithm with/without Automatic Repeat reQuest (ARQ) over a Rician flat fading channel with unlimited interleaving. We show that the decay rate of the average bit error probability with respect to the bit energy to noise ratio is at least equal to df at high-bit energy to noise ratio for both cases (with ARQ and without ARQ), where df is the free distance of the convolutional code. The Yamamoto-Itoh flag helps to reduce the average bit error probability by a factor of 4 d f with a negligible retransmission rate. We also prove an interesting result that the average bit error probability decays exponentially fast with respect to the Rician factor for any fixed bit energy per noise ratio. In addition, the average bit error exponent with respect to the Rician factor is shown to be df .
I. INTRODUCTION
V ITERBI, [2] , proposed a non-sequential decoding algorithm and derived an upper bound on error probability using random coding arguments for Discrete Memoryless (DM) and Additive White Gaussian Noise (AWGN) channels. The algorithm was thereafter shown to yield maximum likelihood decisions by Omura, [3] , and Forney [4] . In 1971, Viterbi proposed a method to evaluate the error probabilities of convolutional codes by using their transfer functions [5] . The performance of the convolutional codes, [2] , was later evaluated for time-varying channels. Using the same transfer function method, the error probability of the Viterbi decoding over the Rayleigh fading channel with unlimited interleaving was estimated by evaluating the exact pairwise error probabilities together with the union bound [6] . Vucetic evaluated the performance of punctured convolutional codes with maximum-likelihood Viterbi algorithm to enable adaptive encoding and decoding without modifying the basic structure of the encoder and the decoder for Rician fading channels [7] . Malkamaki and Leib considered union upper bound techniques for convolutional codes with unlimited interleaving over block fading Rician channels [8] . Although their method provides Manuscript received January 16, 2018; revised May 12, 2018 and July 26, 2018; accepted September 29, 2018 . Date of publication October 9, 2018; date of current version February 14, 2019. This paper was presented in part at the 2018 IEEE International Symposium on Information Theory [1] . The associate editor coordinating the review of this paper and approving it for publication was A. Graell I. Amat.
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Digital Object Identifier 10.1109/TCOMM.2018.2874889 useful numerical results, the performance is intractable (hard to analyze). Automatic Repeat reQuest (ARQ), [9] , is an error-control method for data transmission that uses acknowledgments to achieve reliable data transmission over an unreliable service. As the turn-around time of the communication link increases, however, retransmission becomes expensive and a more elaborate technique with reduced retransmission is required. Coded ARQ, which combines error-correcting coding and retransmission, is then an alternative to ARQ. Fang, [10] , and Yamamoto-Itoh, [11] , studied convolutionally coded ARQ schemes with Viterbi decoding, [2] , and showed that a low error probability is attained by having a moderate increase in complexity for DM and AWGN channels. However, the frequency of retransmission in the Yamamoto-Itoh algorithm is much less than that of the Fang algorithm. In such schemes, the encoders with full knowledge of output sequences and receivers' decoding algorithms can estimate the receivers' decoded messages at each fixed interval and compare with the transmitted messages in order to decide whether to stop or to continue transmission after each fixed interval as in the coded-ARQ.
The Yamamoto-Itoh algorithm has been implemented in the Keystone Architecture Viterbi-Decoder Coprocessor (VCP2), Texas Instruments [12] . A new decoding algorithm based on the modified Viterbi algorithm for repeat request systems was proposed in [13] , which was numerically shown to achieve a better error exponent than Yamamoto-Itoh's result, [11] , for the binary symmetric channel with crossover probability 0.1. The error exponent with respect to convolutional block length for different channel models was also considered in a number of papers, [11] , [14] - [19] , by using Gallanger's error exponent [20] . Hashimoto, [14] , theoretically proved that the Yamamoto-Itoh algorithm attains a better error exponent than the one shown in [11] for DM channels. In [17] , the ROVA (Reliability Output Viterbi Algorithm) was proposed for hybrid-ARQ, and the performance was compared to the Yamamoto-Itoh algorithm. A combined scheme of the Yamamoto-Itoh algorithm and ROVA scheme was proposed in [18] , and it was shown theoretically that the error exponent was improved compared to Yamamoto-Itoh algorithm for very noisy channels. Since no simulation results were shown, it is uncertain whether the combined scheme can actually attain better performance compared to the Yamamoto-Itoh algorithm for practical channels. There are some other related papers which proposed algorithms to improve performance of hybrid-ARQ [21] - [23] . For example, Pai et al. proposed an algorithm to reduce the retransmission probability when a transmission error appears in a large packet. Some papers consider 0090-6778 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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performance of a combination of ARQ and other types of error control codes such as turbo codes [24] or LDPC codes [25] .
In this paper, we investigate the performance of the original Viterbi decoder, [2] , and the modified Viterbi decoding algorithm by Yamamoto-Itoh, [11] , over Rician fading channels with unlimited interleaving. The original Viterbi decoder, [2] , can be considered as the Yamamoto-Itoh algorithm when setting the Yamamoto-Itoh flag equal to zero (u = 0) [11] . We show that the decay rate of the average bit error probability of the original Viterbi decoding scheme, [2] , is at least equal to d f at high bit energy to noise ratio E b /N 0 . In addition, there exists a Yamamoto-Itoh flag such that the bit error probability of the Yamamoto-Itoh algorithm is lowered by at least a factor of 4 d f . When the Rician factor becomes very large, the bit error probability is shown to decay exponentially fast with the convolutional code free-distance being its exponent. To the best of the author's knowledge, these results have not appeared in the literature before. All the existing results, thus far, were mainly evaluated for the original Viterbi decoding, [2] , or the Yamamoto-Itoh algorithm, [11] , over DM or AWGN channels. For Rayleigh or Rician fading channels, the majority of works concentrate on providing numerical results for different channel situations. In addition, the important effects of Rician factor on the error exponent for a fixed bit energy to noise ratio have not been analytically expressed in closed forms.
The motivation for this work is two fold. Firstly, the Rician fading channel is a practical communication channel model in wireless communications when one of the paths, typically the line of sight signal, is much stronger than the others. Research literature has mainly focused on studying the effects of the signal to noise ratio on the bit error rate for communication over this channel, however the effects of the line of sight path (Rician factor) on performance are not fully understood. There has been no analytical result (in closed forms) which shows the effects of the Rician factor on the error performance when using some practical coding schemes for wireless communication channels. Secondly, there have been a recent research trend on reconsidering the effects of variablelengh feedback codes on improving the error exponents and capacities for DM and AWGN channels [26] - [30] . However, how to design practical coding schemes to achieve optimal performances has been still unknown. The Yamamoto-Itoh coding algorithm, [11] , is a simple practical variable-length coding scheme which uses only one bit feedback each round (ARQ) to (at least) double the reliability function for DM channels and also to improve the error performance on AWGN channels. However, the measured performance on in the Yamamoto-Itoh paper, [11] is the reliability function, i.e., for sufficiently large code-length. An interesting open question is that whether the Yamamoto-Itoh coding scheme has some positive effects on the error performance at finite code-length or not, especially for some practical wireless communication channels? We note that the performance of convolutional codes with modified Viterbi decoding algorithms at finite code block-length has been recently considered in [31] , [32] using higher complexity decoding algorithms such as the ROVA and tail-biting ROVA. However, these works are mainly for DM or AWGN channels, [32] , or Rayleigh fading channels but from capacity perspective (outage capacity) [31] . Some other interesting papers, [33] , [34] , also consider affects of ARQ on performance of wireless communication systems when combining with random coding schemes, i.e., from capacity viewpoints. The positive effects of ARQ on tradeoff between the error probability and retransmission probability for practical coding schemes for wireless communications have been still unknown.
The rest of this paper is organized as follows: The channel model is provided in Section II. Some mathematical preliminaries are introduced in Section III. Our main result is stated in Section IV. The proof of this main result (Theorem 1) and numerical evaluations of tradeoffs between performance measures (bit error probability and retransmission probability) are provided in Section V. Proofs that are more technical are deferred to appendices.
II. CHANNEL MODEL

A. Channel Models
We investigate a communication channel model in Fig. 1 where the decoder uses the Yamamoto-Itoh algorithm for decoding the convolutional code [11] . The Yamamoto-Itoh algorithm is a modification of the original Viterbi decoding, [2] , to make it work better for DM and AWGN channels with ARQ. A block of Hk c bits from the data source for H ∈ Z + are first encoded by a convolutional code of rate R c = k c /n c and with constraint length k c K, where K = m + 1 and m is the memory order of the code. Before encoding, mk c tail bits are added to each block of Hk c bits to terminate the code trellis into a known state. The n c (H + m) encoder output bits are denoted by x ij , where i ∈ {1, 2, . . . , n c } indicates the index of a column in the generator polynomial matrix associated with the convolutional code and j ∈ {1, 2, . . . , H + m}. In the analysis, we assume that antipodal modulation is performed, i.e., x ij = ±1. The output bits x ij are interleaved over L subchannels. To simplify the analysis, we assume that L = n c .
The subchannels are assumed to be frequency nonselective fading Rician and independent of each other. In this model, the fading process is assumed to be constant over a block of n c channel symbols (coherence time). This assumption allows the receiver to be able to estimate channel state information, i.e., {α ij } j=1,H+m i=1,nc , perfectly. Assuming coherent detection, the received signal samples can be written as
where i indicates the subchannel, j is the sample within a subchannel, E c is the energy per transmitted code symbol, and n ij 's are zero-mean white Gaussian noise samples with variance N 0 /2. The average energy per transmitted bit can be easily shown to be equal to
The fading envelopes α ij of the n c subchannels involved in each decoding process are assumed to be independent of each other, identically distributed, and constant over a block of n c channel symbols. Here, α ij are assumed to be Rician distributed with noncentrality parameter s ≥ 0, scale parameter σ > 0, and the probability density function
The Rician factor γ is defined as γ = s 2 /(2σ 2 ), and
B. Decoding Algorithm
The Viterbi decoder with repeated request proposed by Yamamoto-Itoh (Yamamoto-Itoh algorithm) in Fig. 1 is used for the decoding of convolutional codes, which employs the samples y ij as well as the ideal channel state information (CSI),α i = α i [11] . The branch metrics are calculated as
where 
Notice that on each branch in the trellis, the first bit comes from one subchannel, the second bit from another subchannel, etc.
The Viterbi Decoder with Yamamoto-Itoh flag is a modified version of the Yamamoto-Itoh Algorithm, [11] , to deal with our fading channel model. This modified decoding algorithm is as follows. To begin with, at level K − 1, put a label C on all 2 K−1 paths. At each node of level t for t ∈ {K, K + 1, K + 2, . . . , H + m}, the decoder estimates the sum of branch metrics t j=1 λ (r) j by using dynamic programming as the original Viterbi decoding algorithm, [5] , and then selects two paths {x
and the second largest one, respectively. This means that after the first round of choice, we have
Now, if the path {x
,nc has label C at level t − 1 and the following condition
is satisfied for some nonnegative constant u (to be chosen later), the path {x
,nc has label X at level t − 1, it will have the label X at level t. Retransmission is requested if at level H + m all the survivors are labeled with X .
Given the fixed code-length H, by making use of the dynamic programming of LHS and RHS of (7) , the complexity of this overall decoding scheme is O(2 K H) since finding the paths {x
, which have the largest sum of branch metrics H+m j=1 λ (r) j and the second largest one as in the Yamamoto-Itoh algorithm (or in the Viterbi algorithm), requires O(2 K H) computations [35] . This means that the complexity of this proposed decoding algorithm is linear in the convolutional code length. Note that for the polar code [36] , the complexity is O(H ln H). However, it should be mentioned that the constraint length K has an effect on the reliability of the convolutional code (or free distance of the code d f ). When u = 0, this decoding strategy coincides with the traditional MLSD (Maximum Likehood Sequence Decoding) decoding scheme (or the original Viterbi decoding without ARQ).
Remark 1: Some remarks about the modified Yamamoto-Itoh algorithm above are given below.
• The constraint (7) is slightly different from the original Yamamoto-Itoh constraint in [11, Eq. (30) ] to avoid the appearance of the inverse of fading terms in the error probability when u > 0 if directly using the Yamamoto-Itoh algorithm. This modification is very useful in fading channels where the Rician factor, γ, is very small. It makes all terms inside integrals to be finite even if channel fading coefficients approach zero. For u = 0, this modified algorithm coincides with the Viterbi decoding algorithm [5, Eq. (22)]. • There are some improved algorithms (with higher complexity) of the Yamamoto-Itoh algorithm, [27] , with respect to the error exponent, [17] , [18] , however for the purpose of analyzing performance (bit error probability and retransmission probability as functions of E c /N 0 and γ) in this paper, it is hard to know whether these algorithms are better than the Yamamoto-Itoh algorithm or not. For example, if we assume that
, then the improvement in the error exponent with respect to block-length H, i.e., α 1 , does not mean the improvement over the decay rate of error probability with respect to E c /N 0 , i.e., α 2 , or the improvement over the bit error exponent with respect to Rician factor, i.e., α 3 . 1 In addition, we choose the Yamamoto-Itoh algorithm to analyze performance for the sake of simplicity of mathematical analysis. Furthermore, our results obviously show that at finite code-length H, higher complexity decoding schemes such as ROVA [17] , [18] can at least achieve the same performance as the Yamamoto-Itoh decoding scheme considered in this paper. However, whether the ROVA [17] , [18] and other improved algorithms can strictly improve the error exponent with respect to the Rician factor γ is still open.
III. SOME MATHEMATICAL PRELIMINARIES
In this paper, we use the notation x + = max{x, 0}, and R + is the set of positive real numbers. We also use asymptotic notations such as O(·) and Θ(·) for showing complexity order;f (x) = O(g(x)) holds if and only if lim sup x→∞f (x)/g(x) < C for some positive constant C < ∞. For the notation Θ(·), the inequality is replaced by the equality. x is the standard floor function. The indicator function 1{A} = 1 if A is true, and 1{A} = 0 otherwise. The average pairwise error probability per branch (or the first-event error probability [5] ), the average bit error probability, and the average retransmission probability of the Yamamoto-Itoh algorithm with the Yamamoto-Itoh flag u, [11] , are denoted by P e (u), P b (u), P x (u). For u = 0, the Yamamoto-Itoh algorithm is the original Viterbi decoding algorithm, so P e (0) and P b (0) are the average pairwise error probability and average bit error probability of the original Viterbi decoding, [2] , [5] , respectively. Note that P x (0) = 0. Given a fading realization α, P e (u|α), P b (u|α) and P x (u|α) are used to indicate corresponding conditional performance measures.
Definition 1: The average bit error exponent of a convolutional code with/without ARQ with respect to Rician factor is defined as lim γ→∞ − ln P b (u)/γ. Remark 2: The average bit error exponent of a convolutional code with/without ARQ with respect to Rician factor in Definition 1 is different from the traditional error exponent with respect to code block-length which is defined as
Next, we prove two preliminary lemmas which will be used later in upper bounding and approximating reliability performances.
Lemma 1: For any variables
Then, the following expression holds:
where Q(x) is defined as
Proof: We provide the proof of Lemma 1 in Appendix A. 2 Here, two variables are said to be dependent if one variable is a function of the other variable. Two variables are said to be independent if no variable is a function of the other.
Lemma 2: Consider a convolutional code with transfer function or code power series T (D, N ). 3 Assume that
where {a k } ∞ k=1 and {l k } ∞ k=1 are coefficients and exponents of N in the power series expansions of the transfer function, respectively. In addition, {c k } ∞ k=1 are coefficients in the the power series expansions of the derivative of the transfer function. Then, the following bounds hold: (13) and (14) can be made even tighter. However, (13) and (14) 
IV. MAIN RESULTS
In this section, we state our main contributions in this paper. The decay rate of the average bit error probability with respect to the bit energy to noise ratio is given for both cases (with ARQ and without ARQ). The effects of the Yamamoto-Itoh flag on the average bit error probability are also considered. Our main contribution in this paper is the following theorem.
Theorem 1: By using the modified Yamamoto-Itoh decoding algorithm over a Rician flat fading channel with unlimited interleaving in Subsection II-B, the following hold.
• The decay rate of the bit error probability P b (0) of the original Viterbi decoding scheme satisfies the following constraint
for any pair of fixed channel parameters γ, σ.
• If the channel allows ARQ, then there exists a Yamamoto-Itoh flag u 0 > 0 such that the retransmission probability P x (u 0 ) and the decay rate of the bit error probability P b (u 0 ) for the Yamamoto-Itoh algorithm satisfy
• In addition, for any fixed transmission bit energy to noise ratio (E b /N 0 ) and Yamamoto-Itoh flag u ≥ 0, the following hold:
for any convolutional code using the Yamamoto-Itoh algorithm for decoding, wherẽ
Proof: The proof of Theorem 1 is provided in Section V.
Remark 4: Some remarks about Theorem 1 are given below.
• The results in (15) , (16) , and (17) can be intuitively explained as follows. The Viterbi decoding error is dominated by a term which is proportional to the pairwise error probability between two codewords of the Hamming distance equal to d f . This pairwise error probability is
are d f independent copies of the Rician fading process [5, (23) ]. There are d f independent random variables in the RHS of this formula, so we conjecture that the decay rate of bit error probability with respect to E c /N 0 to be equal to d f (time diversity). In addition, the Yamamoto-Itoh flag u plays a role as a power control parameter thanks to ARQ. If the Yamamoto-Itoh algorithm helps to reduce the bit error probability from • By settingα ij = α ij /(σ √ 2),s = s/(σ √ 2), andẼ c = 2σ 2 E c , from (1) and (3), we obtain an equivalent Rician fading channel model with the set of parameter (α i , s, E c , σ 2 ) to be replaced by a new set of parameters (α i ,s,Ẽ c , 1/2). It is easy to see that this equivalent Rician fading channel model has the same Rician factor γ and bit error probability as the setup one in Section II. Furthermore, with this equivalent channel model we havẽ E c /N 0 = 2σ 2 E c /N 0 . Hence, if we fix γ, E c /N 0 , the decay rate of the bit error probability with respect to σ 2 for the Rician fading channel model in Section II is the same as the decay rate of this bit error probability with respect toẼ c /N 0 for a fixed γ. Therefore, we are not interested in finding the effect of σ in this paper. This parameter always behaves as the E b /N 0 from this viewpoint.
• Although the lower bound on the decay rate of the bit error probability with respect to the bit energy per noise ratio for the case u = 0 (without ARQ) can be found in [6, (14.4-40) ], the upper bound versions in (16) and (17) for u 0 > 0 for the Rician channel with ARQ and the effects of Yamamoto-Itoh flags on performance are our new contributions.
for any u ≥ 0. Hence, the average bit error exponent of a convolutional code with/without ARQ with respect to Rician factor is shown to be positive and approximately equal to d f at high E b /N 0 . • Yamamoto and Itoh, [11] , proposed the use of the flag u with the original Viterbi decoding, [2] , for channels which allows ARQ and showed that there exists a value u 0 such that the error exponent with respect to code-length − lim H→∞ ln P b (u 0 )/H is doubled compared with using the original Viterbi decoding for DM channels without ARQ, [2] , for DM channels. For the fading channel, this paper shows that this flag can help to reduce the error probability by a factor of 4 d f with the same parameters (E b /N 0 , H, m, d f , R c , k c ) and negligible retransmission probability at high E b /N 0 . This result is more useful if d f = Θ(log( E b N0 )).
V. PROOF OF THEOREM 1
A. General Upper Bounds for Finite Values of H and (E b /N 0 )
Proposition 1: For any convolutional code with transfer function T (D, N ) which uses the Yamamoto-Itoh algorithm with flag u for decoding, the following inequalities hold:
whereD
and
Here, {a k } ∞ k=1 and {c k } ∞ k=1 are defined in (11) and (12) . Corollary 1: For any convolutional code with transfer function T (D, N ) which uses the Yamamoto-Itoh algorithm with flag u for decoding, the following inequalities hold:
(30)
Proof of Proposition 1 and Corollary 1: Assume that {x
is a transmitted coded sequence. Since we assume perfect CSI at the receiver, from (7), the error event is
for some t ∈ {1, 2, . . . , H + m}, where
,nc is another path which merges with the transmitted sequence {x
In addition, if (7) (correct event) or (31) (error event) happens, the modified Yamamoto-Itoh algorithm put the label C on the survivor at this merging time t, which does not cause the retransmission to happen. Hence, the retransmission event at each merging time t of the two paths is a subset of the event
Assume that at the merging time t the Hamming distance between the two sequences {x
It follows that the conditional pairwise error probability at the merging time t which is caused by incorrectly choosing the survivor with C at the merging node is bounded by
Here, (36) follows from [5] , y r ∼ N(α r √ E c , N 0 /2), and α 1 , α 2 , . . . , α nc(H+m) is a permutation of {α ij } j=1,H+m i=1,nc . Denote by
where the function Q(x) is defined in (10) .
the bound in (36) does not depend on t. In addition, from (36) and (38), the conditional pairwise error probability which is caused by choosing an incorrect survivor with Hamming distance k from the correct one is
where q k (u) is defined in (37) . Similarly, from (34) , the conditional probability that a path is surviving with the label X at the merging time t is
where (42) follows from (35) and (39). Since the bound in (42) does not depend on t, it follows from (42) that the conditional retransmission probability caused by choosing neither the correct survivor nor an incorrect survivor with Hamming distance k from the correct one, P k,x (u|α), satisfies
For the case u = 0 (Viterbi decoding without Yamamoto-Itoh flag), this probability is equal to zero. This means that P k,x (0) = E [P k,x (0|α)] = 0.
(44) or no-retransmission in this coding scheme as expected. Now, since Q(x) ≥ 0, ∀x, for any u > 0, we have from (43) that
Hence, for a given realization of fast fading, i.e. α = (α 1 , α 2 , α 3 , . . .), by Viterbi [5] , (39), and (45), the performance functions satisfy:
where P b (u|α) is the conditional bit error probability caused by choosing an incorrect survivor with Hamming distance k from the correct one. Now, define
By the fact that Q(x) ≤ exp(−x 2 /2) for all x ≥ 0, we have from (37) and (49) that
Therefore, we have
where (51) follows from (3), (52) follows from (46) and the fact that q k (u) is a function of (α 1 , α 2 , · · · , α k ) for each fixed u, (53) follows from (50), and (54) follows from Fubini's theorem [37] and the fact that α 1 , α 2 , . . . , α nc(H+m)
Now, from Lemma 1, we have
where the function ϕ(·) is defined in (8) and Λ(θ) is defined in (8) .
Here, (59) follows from the fact that Λ(θ) is an even function in θ since B θ = −s cos θ/σ 2 is even in θ and the fact that γ = s 2 /(2σ 2 ), and (60) follows from (24) . From (54), (56), and (58), we obtain (21) in Proposition 1. Similarly, we obtain (22) and (23) of Proposition 1. The further upper bounds in Corollary 1 can be obtained by taking the limit H → ∞ of (21), (22) and (23), and using (2). This concludes our proof of Proposition 1 and Corollary 1.
B. Reliability Evaluations
Proof of Theorem 1: Observe from (24) that
where (61) follows from the fact that B θ ≥ 0 (so Λ(θ) ≤ 1/(2Aσ 2 ) by (27)) for all π/2 ≤ θ ≤ π. Now, we note that
It follows from (62) and (63) that
Now, we consider two cases:
• Case 1: γ and σ are fixed. For this case, observe that
Here, (66) follows from the fact that B θ = −s cos θ/σ 2 ≤ 0 for all 0 ≤ θ ≤ π/2 which leads to the term inside the integral to be non-positive and the fact that Q(x) ≤ 1, ∀x ∈ R, (67) follows from the fact that |B θ | = s| cos θ|/σ 2 ≤ s/σ 2 . It follows from (64) and (68) that
Therefore, by Lemma 2 and Corollary 1, we have
Here, (73) and (74) hold if
A is large enough), and (75) follows from (71) and (25) where u is replaced by −u. Now, if we choose u = u 0 where
for some δ > 0. Then, from (75) and (77), we have
With this choice of u 0 , by Proposition 1, we also have
where (81) 
(i.e. A sufficiently large but finite and the threshold can be estimated even tighter), (85) follows from (2), (25) , (71), and (77). Hence, we obtain for a pair of fixed channel parameters (γ, σ 2 ) that
In addition, by noting that the Viterbi decoding without Yamamoto-Itoh flag corresponds to the case δ = 1, from (85) and the fact that the bound in (21) is tight for E b /N 0 sufficiently large (cf. Fig. 3 ), we see that
Since δ > 0 can be arbitrarily chosen, we have
• Case 2: A and σ are fixed. For this case, we consider the following function:
Now, define
It is easy to see that ρ(γ, θ) is upper bounded by (cos θ/σ) for all γ ≥ 0 and for θ ∈ [0, π/2], integrable from 0 to π/2 at γ = 0, and
Hence, by Dominated Convergence Theorem, [37] , we have
From (94), (95), and (97), we obtaiñ
as γ → ∞. It follows that for γ sufficiently large we havẽ
as γ → ∞. Now, under the conditionh(u) > 0, we have
for γ sufficiently large andh(u) > 0, where (104) and (105) follow from Lemma 2. Sinceh(u) > 0 for any u ≥ 0, hence it follows that (18) holds. Similarly, from (22) and by replacing u with −u, we can show that (19) 
It follows from (21)- (23) that
Similarly, for u < 5 2Ec N0 we also obtain
In addition, we also have
Here,D(E c /N 0 , u/d f , σ 2 , s) is defined as (24) of Proposition 1. Figure 2 compares Monte-Carlo simulation result of P b (0) with numerical evaluations of performance bounds in (110) at u = 0. The existing gap between associated curves can be explained as follows. The performance bounds in (110) is based on an assumption that Hamming distance between the correct path and incorrect one at any merging node on the trellis diagram of the convolutional code can be in the range [1, 2(H + 2)], but this assumption looks not good enough. The Hamming distance range is actually dependent on the position of each merging node. Since positions of merging nodes are not easy to determine on trellis diagrams of convolutional codes, the method to evaluate convolutional code performance by using transfer function [5] , [11] usually creates loose bounds. However, as E b /N 0 increases, the performance gap on this figure is narrowed down. Since Theorem 1 considers asymptotic results, the tight bounds as E b /N 0 and/or γ sufficiently large are good enough for the results in this theorem to hold. There is a tradeoff between the bit error probability P b (u) and the retransmission probability P x (u). As we increase Yamamoto-Itoh flag u, P e (u) decreases, but P x (u) increases. Figure 4 draws the bit error probability P b (u) as a function of u for a fixed value of bit energy to noise ratio E b /N 0 and a fixed value of Rician factor γ. The Viterbi decoding scheme using Yamamoto-Itoh flag helps to reduce the bit error probability P e (u) compared with the Viterbi's decoding scheme without using this flag (i.e., u = 0). Figure 5 draws the the bit error probability of the original Viterbi decoding, [2] , P b (0) as a function of Rician factor γ for a fixed value of E b /N 0 .
VII. CONCLUSION
The performance of the Viterbi decoding algorithm with/without Automatic Repeat reQuest (ARQ) over a Rician flat fading channel with unlimited interleaving was evaluated. Our obtained results prove that the Rician factor causes the average bit error probability to have an exponential decay curve in simulations of Viterbi decoding performance in fading environments. In addition, the bit energy to noise ratio is shown to have an effect on the average bit error probability in a different way. More specifically, the average bit error exponent with respect to Rician factor is d f in unlimited interleaving fading environment, and the decay rate of the average bit error probability with respect to the bit energy to noise ratio is at least equal to d f in that environment. The Yamamoto-Itoh flag has been known to at least double the bit error exponent in DMCs, but the affects of Yamamoto-Itoh flags on the convolutional code performance in other channel models have been still open. This paper shows an interesting fact that the Yamamoto-Itoh flag helps to reduce the average bit error probability by a factor of 4 d f . A sketch evaluation of lower bounds on performance of Viterbi decoding on interleaved Rician fading channels can be found in [1] .
APPENDIX A PROOF OF LEMMA 1
Observe that
It follows from (115) that
Finally, we draw (9) from (118) by taking z → ∞.
APPENDIX B PROOF OF LEMMA 2
Observe that for each k ∈ {1, 2, . . .}, a k is equal to the number of paths of the Hamming distance k from the all zeros, and c k is equal to the number of bits in error caused by an incorrect choice of the surviving path of free distance k from the correct one [5] . Since convolutional codes are linear, each path of the Hamming distance k from the correct one can be bijectively mapped to a path of the Hamming distance k from all zeros. Since k coded symbols in error can be at most in k branches of the path, hence they can cause at most kk c bits to be in error. It follows that
Now, we find the number of paths a k (L) of the Hamming weight k and of the total number of not-all-zero branches L, which merge with the all zeros at a given node in a Viterbi trellis diagram. Observe that for each branch, the Hamming distance between each path of this type and the all-zero path is at least 1, hence it is easy to see that a k (L) = 0, ∀k > L.
Now, for each k ≤ L, we will show that a k (L) ≤
Indeed, (121) can be proved as follows. For a given path of length L, denote by b j the Hamming weight of branch j for all j = 1, 2, · · · , L. Then, each path of length L with the Hamming distance k from the all zeros corresponds to a tuple (b 1 , b 2 , · · · , b L ) which satisfies L j=1 b j = k where 0 ≤ b j ≤ n c . Note that the number of tuples (b 1 , b 2 , · · · , b L ) such that L j=1 b j = k is at most L−1 l=0 L l k−1 L−l−1 , which can be easily shown by using the following combinatorial choices.
• Choose l out of L numbers (b 1 , b 2 , · · · , b L ) and put them be equal to zero. There are L l ways of choices. • Find L − l positive integers which sum up to k. To find L − l positive integers which sum up to k, we put k ones in a row, and then find L − l − 1 positions to divide this row of 1's into L − l parts where b j is equal to the number of 1 in the part j for each j = 1, 2, · · · , L. There are k−1 L−l−1 1{L − l − 1 ≤ k − 1} ways of dividing this row of ones into L parts where each part is non-empty set. Hence, without constraining all the numbers less than or equal to n c , the number of tuples of positive integers which sum up to k is k−1 L−l−1 1{L − l − 1 ≤ k − 1}. Note that since we have a constraint 0 ≤ b j ≤ n c , hence the number of positive integer tuples which sum up to k is at most k−1
It follows that
Here, (123) follows from the fact that n c ≥ 1 and (121), (124) follows from the fact that
and (125) follows from the fact that L−1 l=0 L l < L l=0 L l = 2 L . That concludes our proof of Lemma 1.
