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ABSTRACT 
ASSESSING FIT OF ITEM RESPONSE THEORY MODELS 
FEBRUARY 2006 
YING LU, B.A., BEIJING FOREIGN STUDIES UNIVERSITY 
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Ronald K. Hambleton 
Item response theory (IRT) modeling is a statistical technique that is being widely 
applied in the field of educational and psychological testing. The usefulness of IRT 
models, however, is dependent on the extent to which they effectively reflect the data, 
and it is necessary that model data fit be evaluated before model application by 
accumulating a wide variety of evidence that supports the proposed uses of the model 
with a particular set of data. 
This thesis addressed issues in the collection of two major sources of fit evidence 
to support IRT model application: evidence based on model data congruence, and 
evidence based on intended uses of the model and practical consequences. Specifically, 
the study (a) proposed a new goodness-of-fit procedure, examined its performance using 
fitting and misfitting data, and compared its behavior with that of the commonly used 
goodness-of-fit procedures, and (b) investigated through simulations the consequences of 
model misfit on two of the major IRT applications: equating and computer adaptive 
testing. 
Vll 
In all simulation studies, 3PLM was assumed to be the true IRT model, while 
1PLM and 2PLM were treated as misfitting models. The study found that the new 
proposed goodness-of-fit statistic correlated consistently higher than the commonly used 
fit statistics with the true size of misfit, making it a useful index to estimate the degree of 
misfit, which is often of interest but unknown in practice. A major issue with the new 
statistic is its inappropriately defined null distribution and critical values, and as a result 
the new statistical test appeared to be less powerful, but less susceptible to type I error 
rate either. 
In examining the consequences of model data misfit, the study showed that 
although theoretically 2PLM could not provide a perfect fit to 3PLM data, there was 
minimum consequence if 2PLM was used to equate 3PLM data and if number correct 
scores were to be reported. This, however, was not true in CAT given the significant bias 
2PLM produced. The study further emphasized the importance of fit evaluation through 
both goodness-of-fit statistical tests and examining practical consequences of misfit. 
Vlll 
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CHAPTER 1 
INTRODUCTION 
Item response theory (IRT) modeling is a statistical technique that is being widely 
applied in the field of educational and psychological testing (Hambleton, Swaminathan, 
& Rogers, 1991; McKinley & Mills, 1989; Embretson & Reise, 2000). It provides a 
useful framework for solving a variety of measurement problems: building item banks, 
constructing new tests, equating scores from different test administrations, score 
reporting, computer adaptive testing, etc. Compared with classical test theory, the 
properties of IRT models offer many desirable advantages in testing applications. In IRT, 
theoretically item characteristics are group independent and scores describing examinee 
proficiency are item independent. In addition, IRT provides estimates of standard errors 
for individual ability estimates (Hambleton, et al., 1991). 
While the technical difficulties in the application of IRT have mostly been 
resolved, the assessment of model fit remains a major hurdle (Stone, 2000a; Orlando & 
Thissen, 2000; Hambleton & Han, 2004; Sinharay, 2005). Like almost all fields of 
scientific research, it is essential to assess the fit of an IRT model to the data to validate 
the use of the model (McKinley & Mills, 1985). Misfit between an IRT model and 
empirical data may potentially threaten the realization of IRT model advantages, and the 
usefulness of an IRT model is related to the extent to which it effectively reflects the data. 
Assessing fit in item response models usually involves validating assumptions 
underlying the models and evaluating goodness-of-fit, which specifically refers to how 
effectively the model describes the outcome data. Different IRT models have different 
underlying assumptions. Some common assumptions are related to properties of the 
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latent space (e.g., dimensionality and local item independence), equal discrimination, 
examinee guessing, and non-speededness of test administration. Hambleton, et al. (1991) 
summarized methods for checking these model assumptions. Violations of model 
assumptions might lead to the rejections of null hypotheses in goodness-of-fit tests, but 
this is not always the case. Although related, validating assumptions and goodness-of-fit 
tests do not necessarily give consistent results, yet both are indispensable and provide 
important evidence in the evaluation of model data fit in IRT. Lack of goodness of fit 
can occur for many reasons and violation of model assumptions is just one of them. 
Other possibilities include failure of the model family to capture data relationships, 
inadequacies in the estimation process (e.g., small sample size, poor estimation 
algorithms), etc. While the validation of assumptions is model specific, here our work is 
focused on general goodness-of-fit procedures (i.e., the correspondence between model 
predictions and observed data), as well as implications of misfit, for instance, the effect 
of model-data misfit on the invariance property of IRT parameter estimates (Fan & Ping, 
1999) and on equating practice (Divgi, 1986). 
1,1 Statement of Problem 
Given that the use of IRT models can hardly be justified without the evaluation of 
fit, the importance of model data fit can never be overstated. The issue of fit, however, 
has not been given as much attention as it deserves. Hambleton et al., (1991) commented 
that “in many IRT applications reported in the literature, model-data fit and the 
consequences of misfit have not been investigated adequately'Xp. 53). For many test 
developers and practitioners, the problem of fit reduces to some kind of chi-square 
statistics and perhaps residual plots, as these are conveniently provided in some standard 
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software like BILOG-MG (Zimowski, Muraki, Mislevy, & Bock, 1996). There is the 
concern that too much reliance seems to have been placed on chi-square statistical tests of 
model fit. A model should not be thrown out simply because the model fit statistic 
exceeds some pre-defined threshold, at least for two reasons given below. 
Firstly, the chi-square goodness-of-fit test statistics have some well-known 
defects, one of which is their sensitivity to examinee sample size. With a small sample 
size, serious misfit cannot be detected because of lack of statistical power. When the 
sample size is sufficiently large however, any slight departure from the model would lead 
to the rejection of the null hypothesis (Lord & Novick, 1968; McDonald & Mok, 1995). 
Indeed, Lord and Novick (p. 383) stated that, “it can be taken for granted that every IRT 
model is false and that we can prove it so, if only we collect a sufficiently large sample of 
dataT Hambleton, et al. (1991) illustrated this problem using data simulated from the 
two parameter logistic model. The discrimination parameter was manipulated so that 
there were different degrees of misfit (all minor) when the data were fitted to the one 
parameter logistic model. The Qx (Yen, 1981) statistic was computed to identify 
misfitting items. The results showed that almost no items were detected with small 
sample size, and that as many as 36% of the items were identified under the condition of 
minor misfit when the sample size reached 2400. 
Other problems are also associated with the traditional chi-square fit statistics. 
Some do not conform to the distribution they have been claimed to have (Ansley & Bay, 
1989; Stone & Hansen, 2002). The degrees of freedom of the chi-square null 
distributions are quite ambiguous (Orlando & Thissen, 2000). And the criterion used 
for categorizing examinees into different ability subgroups for the computation of the fit 
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statistics is often arbitrary (Hosmer & Lemeshow, 2000; Lamtz, 1978). Some of these 
problems are explained in detail in chapter 2. 
Secondly, a bad fit does not necessarily produce large errors. A model that does 
not exhibit a decent fit for one or more aspects of data might be perfectly usable in a 
particular application. As Hambleton and Han (in press) commented, some model data 
misfit may be quite tolerable with many applications. Besides, the misfitting models 
could still be preferred for reasons like simplicity, software availability, and short 
computation time. Fan and Ping (1999) remarked that while a model higher in a model 
hierarchy always tends to provide better fit than a model nested under it, the simpler and 
more restrictive model should be preferred if the misfit caused by the constrained 
parameter is minimal relative to the gain in model parsimony. Depending on the 
intended model uses, the practical consequences of misfit might be bearable and the 
preferred models could still be adopted. Therefore, it is always important to examine 
practical consequences of misfit and weigh the consequences against model advantages, 
which is an area that is often ignored while assessing fit. Even at times when the model 
of interest is accepted as suggested by the goodness-of-fit hypothesis test, there is still the 
need for the investigation of the practical consequences of model utilization. As Wainer 
and Thissen (1987) pointed out, no model is ever a perfect reflection of the data it is to 
summarize. Examining the influence of errors of fit before model application helps test 
developers be aware of model limitations before making inferences from the model. 
In summary, many of the well-known problems associated with the traditional 
chi-square goodness-of-fit tests, and the lack of linkage between fit evaluation and the 
intended uses of IRT models suggest that it is inappropriate to rely entirely on the results 
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from chi-square goodness-of-fit tests for the evaluation of model data fit and decision 
over model usability. 
1.2 Purposes of the Study and the Educational Importance 
Having been confronted with the insufficiency in the provision of a single chi- 
square goodness-of-fit statistic, a practical question for test developers is how the model 
data fit should be assessed. In other words, how can test developers be assured that the 
advantages of the applied IRT model will be realized? And this is an important question 
that is addressed in this thesis. 
A general answer to this question was offered by Hambleton (1989) who 
suggested that the fit of an IRT model should be evaluated by accumulating a wide 
variety of evidence that supports the proposed uses of the model with a particular set of 
data (Hambleton, 1989). It is further emphasized in this study that the model data fit 
evaluation is an evidence accumulation process, and two major sources of evidence 
would support the use of an IRT model are evidence based on model data congruence, 
which includes the current goodness-of-fit tests, and evidence based on intended uses of 
the model and practical consequences. The study addresses issues in the collection of 
both sources of evidence. 
Specifically, the purposes of this study are (a) to review the currently used 
goodness-of-fit procedures, (b) to propose a new fit procedure that is expected to give 
satisfactory performance through both graphical display and statistical test, (c) to 
examine the performance of the new proposed method with fitting and misfitting data, 
and compare its behavior with that of the commonly used goodness-of-fit procedures, and 
(d) to investigate consequences of model misfit through simulated data. 
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The study is of significance to the field of item response theory. Although IRT 
models are of increasing popularity and are widely applied in educational and 
credentialing testing programs, the decision to use a particular IRT model on a set of test 
data should not be made arbitrarily. It is crucial to fully assess model-data fit and 
examine the consequences of misfit before applying any IRT models. Without this step 
of fit evaluation, the validity of results based on the application of IRT models is 
seriously threatened. There are, however, no standard click-and-run procedures that 
could quickly produce conclusions of model usability, and there still exists much scope 
for further research in this area. By proposing a new goodness-of-flt procedure, 
comparing its performance to the existing procedures, and investigating consequences of 
model misfit, this study provides useful insights on how evidence on model data fit or 
misfit can be best collected. 
1.3 Outline of the Study 
This study consists of five chapters. In this first chapter the model-data fit 
problem, and the purposes of the study have been described. Chapter 2 presents a 
literature review of the common IRT models, the currently used goodness-of-fit test 
statistics, and the studies that investigated the consequences of misfit. Chapter 3 
describes the methodology for the study, which includes the theoretical basis of the newly 
proposed goodness-of-fit procedure, and also the design of the three simulation studies 
that were conducted. The final two chapters contain the results, discussion and 
conclusions. 
6 
CHAPTER 2 
LITERATURE REVIEW 
The basics of IRT models, and issues in the collection of two major sources of 
evidence to support the use of an IRT model in practical applications—evidence based on 
model data congruence, which includes the current goodness-of-fit tests, and evidence 
based on intended uses of the model and practical consequences, are reviewed in this 
chapter. 
2.1 The Item Response Theory Models 
Item response theory is a collection of modeling techniques for the analysis of 
examinee responses. Many possible IRT models exist, all based on the assumption that 
an examinee's probability of answering an item correctly depends on the examinee’s 
latent traits and item characteristics. An item characteristic function or item 
characteristic curve (ICC) is used to describe the relationship between examinee 
responses and the underlying latent traits. Different IRT models have different 
mathematical formulas to determine the ICC. The distinction lies in the number of item 
or trait parameters in the function, as well as the mathematical family. 
The most widely used IRT models for dichotomous and unidimensional (i.e., 
examinee responses are determined by one single trait) data are the one, two and three 
parameter logistic models. The mathematical expression for the three-parameter logistic 
model (3PLM) is 
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where P,(0) is the probability that an examinee with ability 6 answers item / correctly, 
a; is the slope (item discrimination) parameter, b is the location (item difficulty) 
parameter, ci is the lower asymptote (pseudo-chance-level) parameter, and D is a scaling 
factor to make the logistic function as close as possible to the normal ogive function. The 
two parameter model (2PLM) is equivalent to the three parameter model with ci - 0, and 
the one parameter model (1PLM) additionally fixes at. 
As Hambleton, et al. (1991) observed, IRT models, unlike the classical true score 
model, are falsifiable models. The usefulness of an IRT model depends on item 
characteristics as well as on the particular examinee population. An item response model 
taken as "‘correct’' in the light of one particular set of test data could easily fail on the next 
dataset. It is inadequate to assume acceptable model fit simply from experience or 
common practice. Evaluating model-data fit before the use of a model is essential. 
In view of the limited information available about the new goodness-of-fit 
procedure, and complexities of working with polytomous and multidimensional item 
modeling and related model data fit, this study is focused on discussions of goodness-of- 
fit procedures for the applications of 1PLM, 2PLM, and 3PLM to dichotomous data. 
Binary IRT models are widely used due to the popularity of multiple-choice items, and 
procedures for detection and evaluation of binary model misfit play an important 
practical role in IRT model applications. However, suggestions are also offered in the 
study to extend some of the work here in the thesis to polytomous IRT models. 
2.2 Goodness-of-fit Procedures 
Various methods and approaches have been suggested for detecting misfit in IRT 
models. The traditional approaches have been the residual plots (Hambleton, et al., 1991), 
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the Pearson (Bock, 1972; Yen, 1981) and likelihood ratio (McKinley & Mills, 1985) chi- 
square statistics. In recent years, variations of these chi-square tests have been suggested. 
For instance, Orlando and Thissen (2000; 2003) proposed grouping examinees according 
to number correct scores, and there is another variation with observed frequencies based 
on the use of posterior expectations (Stone, Mislevy, & Mazzeo, 1994; Stone, 2000a; 
Stone, 2000b, Stone & Zhang, 2003). Besides chi-square tests, other methods for 
assessing fit have been suggested. A promising statistic based on the Lagrange Multiplier 
(LM) test was proposed and examined (Glas, 1998, 1999, 2001; Glas & Falcon, 2003). 
Comparing observed data with data replicated based on the IRT parameter estimates also 
appears to be an effective technique (Hambleton & Han, 2004; Sinharay, 2005). Besides 
the above-mentioned parametric procedures, there are nonparameric procedures for 
assessing goodness-of-fit, most of which involve comparing a nonparametrically 
estimated ICC against the ICC based on the parametric model of interest. Interested 
readers are referred to Douglas and Cohen (2001), Ponocny (2001), and Wells and Bolt 
(2004). In this section, the literature on theoretical basis and performance comparison 
for some of the more commonly used goodness-of-fit procedures in IRT is reviewed. 
Procedures for evaluating the fit of 3PLM will be described because of their 
generalizability to the 1PLM and 2PLM. 1PLM or Rasch model is distinctive from the 
other two types of models, as the number-correct score in 1PLM has the property of 
being a sufficient statistic for 6, which allows for the use of fit statistics that would not 
be suitable for other families of models. Due to the special feature of Rasch models, fit 
statistics that are of particular relevance to them are not going to be the focus here, but 
related literature can be found in Ponocny (2001), Andersen (1973), Glas (1988), Rost 
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and von Davier (1994), Wright & Mead (1977), Wright and Panchapakesan (1969), and 
Rogers and Hattie (1987). 
Additional goodness-of-fit procedures for 1PLM and 2PLM may also be found 
utilizing their special features as logistic regression models. See Hosmer and Lemeshow 
(2000) for general discussion of goodness-of-fit procedures for logistic regression models. 
Strictly speaking, 3PLM does not belong to the category of logistic models; rather, it is 
derived based on the law of total probability considering both the correct guessing 
possibility and logistic model based possibility under non-guessing conditions. 
Model data fit can be assessed at both item level and test level. In this study, the 
review and comparison of goodness-of-fit procedures are mostly conducted at the item 
level, although test level fit statistics that could easily be derived from item fit statistics 
are also discussed. It is so arranged because acceptable model fit at the item level for all 
items in the test is a sufficient condition for test fit, and test fit is very much reflected by 
item level fit. For the part of the study that examines the practical consequences of 
model misfit, consequences are evaluated at the test level, as the influence of one single 
item is often too minute to make a practical difference. 
2.2.1 Traditional Chi-square Goodness-of-Fit Tests 
So what does it mean to say that a model fits the data? Or what evidence should 
goodness-of-fit procedures provide to demonstrate good fit? Hosmer and Lemeshow 
(2000) stated that a good model fit should satisfy two conditions (p. 143). One, summary 
measures of the distance between the observed outcome values and the predicted values 
are small (although how small is small is always hard to define). Two, the contribution 
of each pair of observed and predicted values to these summary measures is unsystematic 
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and is small relative to the error structure of the model. This indicates the necessity of 
overall fit measures as well as evaluation of individual deviation patterns. 
For dichotomous data, individual deviation patterns can be best evaluated using 
residual analysis. Item residual plots and item standardized residual plots, which are 
provided in some of the standard software packages like Bilog (Mislevy & Bock, 1990) 
and Bilog-MG (Zimowski, Muraki, Mislevy, & Bock, 1996), have proved to be a helpful 
and effective way for people to understand and interpret data. To obtain residuals, 
examinees are classified into a number of ability subgroups. A residual is the difference 
between observed item performance for a subgroup of examinees and the subgroup's 
expected item performance (Hambleton, et al., 1991). To take into account the sampling 
error associated with the expected proportion-correct score within an ability category, 
raw residuals are sometimes divided by the standard error of the expected proportion 
correct to form the standardized residuals. 
While residual plots are interpretable and informative, they do not automatically 
supply a dichotomous judgment over fit. Kingston & Dorans (1985) used a summary 
statistic that is the number of times the observed proportion of the examinees in an 
interval for the item fell outside the normal approximation of the 95% confidence interval. 
This is informative as a fit index, yet still it does not give a criterion for determination of 
fit. To conduct a hypothesis test of fit, the most commonly used goodness-of-fit 
summary statistics are Pearson statistics and the likelihood ratio test statistics. Both lend 
themselves to chi-square analyses. They allow statistical testing of fit for individual 
items, a particular group of items, or a test as a whole, due to the additive property of chi- 
square statistics, meaning that a chi-square-distributed variable with dl degrees of 
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freedom can be added to one with d2 degrees of freedom to yield a chi-square-distributed 
variable with dl+d2 degrees of freedom, as long as the two added variables are 
independent. 
Pearson and likelihood ratio goodness-of-fit tests share some common 
characteristics. In both procedures, examinees need to be classified into several groups 
on the ability scale according to their 0 estimates, and the observed and expected 
proportion of a particular item score in each ability subgroup are subsequently obtained 
for the computation of the statistics. Wherever possible, consistent notations are used to 
avoid unnecessary confusions. In detailed description of the statistics below, y denotes 
they'th subgroup in a total of J ability intervals on the 6 continuum, and k denotes the &th 
score category of a total item score of K. Ojk is the observed proportion of examinees 
with score k within theyth ability category, Ejk is the expected proportion of examinees 
with score k within theyth ability category based on the hypothesized item response 
model, and N. is the number of examinees within theyth ability category. 
Pearson goodness-of-fit statistics for an item have the general form of 
(o . -E A2 J K 
While the models for dichotomously scored data are of interest in this study, the statistic 
has the following abbreviated form with K equal to two, and with 0/ and E being the 
observed and expected proportion correct respectively within they'th ability category: 
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Earlier variations of the Pearson fit statistics include Bock's chi-square (Bock, 
1972), and Yen’s chi-square (Yen, 1981) statistic. In Bock’s procedure, the ability scale 
is divided into J subgroups with a roughly uniform number of examinees across groups. 
To form the chi-square statistic, Et, the predicted value for an ability subgroup for a 
given item, is computed using the median of the ability estimates within the subgroup j. 
Yen's chi-square statistic (generally being referred as Qx), specifies the number of ability 
intervals to be 10, and computes Et as the mean of the predicted probabilities of a correct 
response for the examinees within subgroup j. 
The statistic is claimed to have a chi-square distribution with degrees of freedom 
equal to Jx(K- l) - w, where m is the number of item parameters in the IRT model, and 
is adjusted to account for the use of estimated item parameters in the computation of the 
K 
expected proportion correct (Yen, 1981). The constraint of ^ Pk {&j)= 
A=1 
possibilities of an examinee obtaining each item score add up to one for any item) is 
taken into consideration by deducting 1 from K when counting the categories. For 0-1 
data with K equal to two, the number of degrees of freedom is reduced to J — m . 
McKinley and Mills (1985) suggested the use of likelihood ratio chi-square 
statistics (Bishop, Fienberg & Holland, 1975, p. 125). The likelihood ratio chi-square 
statistics take the form of 
G2=2lixki og|i\ 
j=\ k=1 & jk j 
with degrees of freedom being J x (K -1) - m. For dichotomously scored items, the 
statistics become 
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G2= 2j>, 
j=1 
0, , v 1-0 
0,log-^ + (l-0,)logT-^ 
with J -M degrees of freedom. 
Since these item fit statistics have been in the literature, beginning about 1969 
with the Rasch model, there has been a disagreement as to what should be the appropriate 
degrees of freedom for the null chi-squared distribution of the Pearson and the likelihood 
ratio test statistics. Agresti (1990) noted that when expected frequencies are a function of 
parameters, the nominal degrees of freedom should be reduced by the number of 
unknown parameters. Bain and Engelhardt (1991, p. 454), in their general discussion of 
Pearson goodness-of-fit test in the unknown parameter case, explained that the need for 
adjusting for estimated parameters is due to the fact that we are usually interested in 
testing fit of some family of distributions rather than fit of a completely specified 
distribution. In other words, we are interested to know if the general model is appropriate 
when the right parameter values are used. They stated, however, that the adjustment for 
unknown parameters is only fully justified when these parameters were estimated using 
maximum likelihood estimation based on multinomial distribution of grouped data values 
0). If MLEs are based on the individual observations, like in the use of parameter 
estimates in IRT goodness-of-fit procedures, the number of degrees of freedom may be 
greater than J x (K -1) - m, but the limiting distribution is bounded between chi-square 
distributions with J x (K -1) and J x(K - m degrees of freedom. 
The fact that IRT models are latent models, meaning that true 6 is not known and 
has to be estimated, has brought further complications with regard to appropriate degrees 
of freedom of the item-fit chi-square statistics. Naturally there is concern regarding 
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whether the latent variable 0 should be accounted for in the adjustment of degrees of 
freedom, which is to ask whether m includes both item and examinee parameters or item 
parameters only. Yen (1981) argued that since examinee parameters are based on all 
items, loss of degrees of freedom due to the estimation of ability is negligible when 
considering the fit for any one item in a long test. 
Also, Pearson and the likelihood ratio statistics rely to some degree on 6 
estimates to group examinees into different ability intervals and to obtain the observed 
proportions. While the observed proportions should be available before the model is 
fitted, the effect of model-dependent observed proportions on the null distributions, 
mostly on the degrees of freedom of the null distribution, is unclear (Orlando & Thissen, 
2000). There is also doubt about whether the adjustment for the estimated parameters is 
appropriate at all. Some researchers (Mislevy & Bock, 1990; Muraki, 1997) observed 
that the number of estimated parameters should not alter the degrees of freedom if the 
estimation procedures do not involve minimizing the fit statistics. For now, there does 
not exist an unanimously acknowledged correct answer to the question of what should be 
the appropriate number of degrees of freedom for X2 and G2. This is an area in which 
more research is certainly needed, both theoretically and empirically through simulations. 
For the purpose of comparison of procedures, which is to be conducted later in this study 
only, the degrees of freedom of Jx(K m will be used, simply because it seems to 
be accepted by most researchers. 
The other issue of concern is the arbitrariness in grouping examinees into ability 
intervals (Reise, 1990; Orlando & Thissen, 2000; Stone & Zhang, 2003). The number of 
intervals as well as the choice of cutoff points, while for which there is no universally 
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agreed right procedure, does impact the value of chi-square statistics and make a 
difference in the hypothesis testing results. Most textbooks suggest a minimum expected 
cell frequency of five (see, Bain & Engelhardt, 1991). There are also researchers (Lamtz, 
1978; Orlando & Thissen, 2000) who held the view that a minimum expected cell 
frequency of 1 would be sufficient for X2 to achieve the desired frequency of rejection 
under null conditions, yet the G2 statistic is much more sensitive to small cell 
expectations and tend to reject the null hypothesis too often with expected cell 
expectations below five. 
2.2.2 Modifications of Pearson and Likelihood Ratio Chi-square tests 
Orlando & Thissen (2000) argued that while grouping examinees into equal-size 
groups using estimated 6 is highly sample dependent, a better index could be obtained if 
examinees were grouped according to number correct scores instead of estimated 0. The 
observed proportions for examinees with different number correct scores are readily 
available, and the method is claimed to have the advantage that “the observed frequencies 
are solely a function of the data, and examinees do not need to be grouped in an arbitrary 
and model-dependent manner’ (p. 52). The performance of this method was further 
investigated in Orlando & Thissen (2003) and Orlando (2004). The method can also be 
extended to polytomous models, but we will describe the procedure for dichotomous data 
due to its relative simplicity. 
The challenge lies in the derivation of the expected proportions for each number 
correct score. Theoretically, Eih, the expected proportion correct of item / for examinees 
with number correct score of h, is the joint likelihood of a correct response to item i and a 
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number correct score of h divided by the marginal likelihood of a number correct score of 
h, as shown by the equation below: 
ih \sAe)de 
where Sh is the likelihood of number correct score of h based on the ability level of 9, 
is the likelihood of number correct score of h-\ based on the ability level of 
9 when the rth item is removed, 
Pf is the IRT model-defined probability that an examinee with ability 9 answers 
item i correctly, 
is the population distribution of 9. 
All quantities in the equation for the computation of Eih can be easily estimated 
except for Sh and S^_x. A method (Lord & Wingersky, 1984; Thissen, Pommerich, 
Billeaud, & Williams, 1995) has been recently developed to compute the likelihood of 
number correct scores. The method uses a recursive algorithm that starts with 
evaluating the score likelihood distribution with only one item and re-evaluates the score 
distribution each time after adding an item until all the items are included. After, for 
instance, the rth item is considered, the likelihood for number correct score of h is 
sh = p,sl,+(\-p,)sl, 
where Sh is the likelihood for number correct score of h with only the previous r-1 items, 
Sh_x is the likelihood for number correct score of h-\ with only the previous r-1 
items. 
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Conditional on each number-correct score, the modified Pearson and likelihood ratio test 
statistics are referred to as S - X2 and S -G2. 
A possible drawback of this method is that by comparing observed and expected 
proportions correct based on the number correct score, some information is lost by 
integrating out 0 in the evaluation of fit, and the method is not providing intuitive insight 
on how well the latent model reflects the data. One of the greatest advantages of IRT 
over classical test theory as well as its key feature is its capability of modeling response 
probability against 0, the latent examinee proficiency level. It is this feature that is 
capitalized on by many IRT applications. By conditioning on number correct score, the 
method may not be feasible for some IRT model applications, such as computer adaptive 
testing where number correct scores are not comparable across examinees. 
Another alternative approach was proposed by Stone, Mislevy, and Mazzeo 
(1994). When the estimated examinee abilities are used to classify examinees into 
different score intervals for the computation of the chi-square statistics, the imprecision 
in ability estimation leads to the uncertainty in the number of observed observations in 
each cell. To take into account this uncertainty, they utilized the posterior distribution of 
theta estimates to produce pseudo-counts of the number of the examinees at each ability 
subgroup, or pseudo-observed score distribution. Treating the pseudocounts as observed 
frequencies and using the model-based predictions as expected frequencies, a modified 
Pearson (X2 *) and likelihood ratio (G2 *) goodness-of fit statistics can then be 
calculated using standard formulae. 
The problem of concern is that the pseudocounts are dependent, as an examinee's 
contribution to the table is no longer in one cell, therefore one of the family of chi- 
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squared null distributions cannot be assumed. To investigate their distributions, Q-Q 
plots were graphed. Q-Q (quantile-quantile) plot is a graphical technique for determining 
if two data sets come from populations with a common distribution. It is a plot of the 
quantiles of the first data set against the quantiles of the second data set, and the scatter of 
points around the 45 degree line on the plot demonstrates that the two data sets have the 
same distribution. The Q-Q plots of the simulated distribution of the fit statistics 
suggested that they may be distributed as scaled chi-square random variables. A scaling 
correction for chi-squared fit statistic based on resampling methods was subsequently 
described (Stone, 2000a). Using the method of moments, y, the scaling factor, and v, 
the effective degrees of freedom for the simulated distribution of G2 * were derived. The 
null hypothesis can be evaluated by comparing the rescaled G2 * to a chi-squared 
distribution with v degrees of freedom. Also, Donoghue and Hombo (1999, 2001) 
derived a distribution for the fit statistic, labeled QDH, from which a direct hypothesis test 
was possible and used it to evaluate goodness of fit for National Assessment of 
Educational Progress items. 
2.2.3 Methods Involving Comparison of Observed Data with Simulated Data 
With computer simulation becoming a less complicated task to accomplish, many 
model data fit procedures, both at the item level or test level, are based upon comparing 
observed data with replicated data. Replicated data come from computer simulation of 
examinee responses, either assuming that item and examinee parameter estimates are true, 
or by generating parameter values from their posterior distributions as in some Bayesian 
applications. Generally in these procedures, statistics of interest are computed using both 
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observed data and replicated data, and systematic difference between the two indicates 
inadequacy of the model in accounting for the data. 
Utilizing simulated data could avoid the problem of having to derive complicated 
expressions for the exact probability distributions. The complexity of the analyses would 
be greatly reduced. Also, since these procedures are usually based on the specific ability 
estimates obtained from the data set of interest, they do not involve making unwarranted 
assumptions about the ability distribution (Hambleton & Han, 2004). A further 
advantage of approaches of this kind is that they have made graphical presentations of 
model misfit possible. Statistics based on simulated data can be plotted against those 
computed from observed data and systematic difference between the two can be 
identified in a more clear and straightforward way. Graphical displays have proved to be 
especially helpful to practitioners. 
Hambleton and Han (in press) suggested assessing the goodness-of-fit of 
commonly used IRT models by comparing the observed score distribution to the 
distribution from the simulated data according to the selected model, and using 
Komogrov-Smimov test as a descriptive indicator of the difference in the distributions. 
The comparison of the observed and simulated score distribution can be based on all 
examinees to evaluate fit at the test level, or conditional on the observed performance of a 
particular item to evaluate fit at the item level. 
Another example of model data fit assessment involves the comparison of 
observed and replicated data through simulation, Sinharay (2005) illustrated the 
application of the posterior predictive model checking (PPMC) method (Guttman, 1967; 
Rubin, 1984), which is a Bayesian model checking tool that makes use of the posterior 
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predictive distribution of replicated data as a reference distribution for the observed data. 
Because of the complexity in working with the posterior predictive distribution, in 
practical applications of the PPMC method, replicate data sets are often simulated by 
generating parameter values from the predictive distribution and are compared to the 
observed data. In this way, the uncertainty in the estimation of the parameters is taken 
into account. Sinharay assessed several aspects of model fit in a number of real data 
examples. Statistics that he applied in the examples include direct data display, observed 
score distribution, biserial correlation coefficient, odds ratio among the item pairs, etc. 
2.2.4 Lagrange Multiplier (LM) Test 
Glas (1998, 1999, 2001, 2003) applied the LM test to the evaluation of differential 
item functioning, the assumption of the form of the ICCs, and local stochastic 
independence for 2PLM and 3PLM models. The LM tests are used for testing a restricted 
model against a more general alternative, where the restricted model is derived from the 
general model by imposing constraints on one or more parameters. The LM test is based 
on the evaluation of the first-order partial derivatives of the log-likelihood function of the 
general model, evaluated using the maximum likelihood estimates of the restricted model 
(Glas, 2003). The magnitudes of the elements of the vector of first-order partial 
derivatives corresponding to restricted parameters determine the value of the statistic. 
As Glas suggested, one of the advantages of using LM tests for evaluation of item 
fit is that the asymptotic distribution of the statistics involved follows directly from 
asymptotic theory, which makes the approach easily generalizable. Also, traditional chi- 
square tests do not take into account in the definition of the statistics the variance of the 
parameter estimates, which might be expected to play a role in the asymptotic distribution 
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of the statistics. This is less an issue for LM tests. The variance of item parameter 
estimates is explicitly taken into account in the LM tests, and the variance of the theta 
estimates does not play a role in the distribution of the statistic, as the statistic is based on 
directly observable frequencies. 
2.2.5 Graphical Evaluation 
We have reviewed the most commonly used statistical test procedures. Evidence 
based on model data congruence, however, should include both goodness-of-fit summary 
statistical tests and graphical evaluation. Graphical displays should be used in 
conjunction with a fit statistic, whenever possible. Figures and plots provide useful 
information as to where the fits are problematic, and the types of misfit that exist. 
Hambleton & Swaminathan (1985) presented graphical comparisons of average item 
performance with the performance predicted by the model. Readers are also referred to 
Wainer and Mislevy (1990), Kingston and Dorans (1985), Ankenmann (1994), and 
Sinharay (2005) for illustrative examples of graphical displays of model data fit. 
2.2.6 Comparison of Goodness-of-fit Tests 
While numerous procedures exist for examining model-data congruence, there is 
a strong need to investigate their performance in comparison to each other to help test 
developers decide the more appropriate goodness-of-fit procedures to use under specific 
circumstances. Here, a number of studies comparing the fit procedures are reviewed. 
Almost all studies comparing goodness-of-fit procedures evaluated their results based on 
the criteria of power. Type I error rate, or the Receiver Operating Characteristic (ROC) 
Curves. In the next section, a summary of results from these studies is provided. 
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McKinley and Mills (1985) compared the performance of Bock's chi-square. 
Yen’s chi-square, Wright and Mead chi-square (Wright & Mead, 1977; Yen, 1981), and 
the likelihood ratio chi-square. Data sets were simulated to fit four models: 1PLM, 
2PLM, 3PLM, and a two-factor linear model, and were calibrated for the one-, two-, and 
three-parameter models using LOGIST (Wingersky, Barton, & Lord, 1982). Fit statistics 
were computed to see if they could discriminate cases of fit (such as the three-parameter 
calibration of the one-parameter data) from cases of misfit (such as the one-parameter 
calibration of three-parameter or multidimensional data). It was concluded that the 
likelihood ratio chi-square procedure appeared to yield the fewest erroneous rejections of 
the hypothesis of fit, whereas Bock’s chi-square procedure yielded the fewest erroneous 
acceptances of fit. 
Orlando and Thissen (2000) compared the traditional Pearson chi-square, 
likelihood ratio chi-square, and their new procedure conditional on observed total scores, 
namely S-X2 and S -G2. They used 1PLM, 2PLM and 3PLM as the generating and 
calibrating models in the simulations, leading to three conditions in which the simulating 
and fitting models were identical and three conditions involving model misspecifications. 
Based on sample size of 1000, the results showed that S-X2 performed better than the 
other statistics, in that its Type I error rates were close to the specified significance level 
while the others tended to reject the null hypothesis too often. In another study, Orlando 
& Thissen (2003) further investigated the utility of S-X2 as an item fit index for 3PLM. 
Three types of item misfit were simulated: An item following nonmonotonic form; an 
item with probability of answering correctly never reaches 1; an item that exhibits a 
plateau over middle values of 6 but follows a logistic curve before and after the plateau. 
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The simulation compared the performance of S - X~ to that of Qx - X2, a Pearson X2 
form of Yen’s Qx index. Results indicated that the performance of S-X2 improved 
with test length and sample size, and was superior to that of Qx - X2 under most but not 
all conditions. 
Stone and Zhang (2003) compared the traditional Pearson chi-square test with the 
Orlando and Thissen alternative procedure conditional on observed total scores and 
Stone's method (Stone, 2000a) with expected frequency based on posterior ability 
distribution. These procedures were compared with regard to Type I error rates and 
empirical power, available research, and practical issues. Nominal Type I error rates 
were observed for the Orlando and Thissen method as well as the Stone method 
regardless of the test length and sample size. The results concurred with previous 
findings on excessive Type I errors for the traditional item-fit method. Under conditions 
in which the model used to simulate data (2PLM or 3PLM) was different from the model 
used to evaluate goodness of fit (1PLM or 2PLM), it was found that the Stone method 
appeared to display more power to detect the modeled misfit, although advantages 
diminished as sample size increased. The results also revealed that none of the methods 
displayed adequate power in detecting misfit under the 3PLM simulated and 2PLM 
evaluated condition. 
A recent study by Glas and Falcon (2003) compared a Lagrange multiplier (LM) 
based test to the traditional likelihood ratio test (Q -G2) and its Orlando & Thissen 
variation (S -G2). The Type I error rate and power of test of fit to the 3-parameter 
logistic model was investigated. The test lengths in the simulation studies were 10, 20 
and 40, and the examinee sample sizes were 500, 1000, and 4000. The results showed 
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that the characteristics of the Qx - G2 were poor, and the overall characteristics of the 
S-G2 test, in terms of the ratio of hits and false alarms, were better than the overall 
characteristics of the LM test. 
2.2.7 Summary 
In the last section, we have reviewed some of the item fit procedures, and studies 
that evaluated these goodness-of-fit procedures. A question of interest would be: Which 
fit procedure should a test developer select for a practical item fit study? Judging from 
the results of earlier studies, there does not seem to be a particular procedure that, under 
all conditions, surpassed all other procedures in terms of performance. The results were 
not straightforward. Rather, they were found to be dependent on several factors: test 
length, examinee sample size and degree of misfit, and the performance of different item 
fit procedures could only be compared when these factors were specified. 
Test length affects the performance of item fit statistics through its direct impact 
on estimation accuracy of examinee abilities. With a short test, error variances are more 
likely to be large and exert a negative impact on the performance of the traditional fit 
statistics that are based on ability estimates. As a result, there could be serious departure 
of these statistics from their null chi-square distributions (Ansley & Bay, 1989; Stone & 
Hansen, 2002), which led to a marked increase in Type I error rates. Many researchers 
have reported the excessive Type I errors observed for the traditional chi-square item fit 
methods with moderate or short test length, say, tests with 40 items or below (McKinley 
& Mills, 1985; Yen, 1981; Orlando & Thissen, 2000; Stone & Zhang, 2003; Glas, 2003). 
This becomes less a problem when the test gets longer, for instance, when the number of 
items in the test reached 75, the traditional item statistics did exhibit nominal Type I error 
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rates (McKinley & Mills, 1985). For the Orlando and Thissen method. Stone method and 
LM test. Type I error rates were quite consistently close to the predetermined significance 
level regardless of test length (Orlando & Thissen, 2000; Stone & Zhang, 2003). The LM 
test seemed to have slightly inflated Type I error rates at all test lengths, but showed a 
better misfit detection rate than the Orlando and Thissen method (Glas & Falcon, 2003). 
On the other hand, the traditional chi-square tests were generally found to show more 
power at all test lengths than the alternative procedures, which made them more desirable 
when the test was long enough to produce nominal Type I errors. Between Pearson and 
likelihood ratio tests, the results tend to be very similar. 
Not only does the test length matter, examinee sample size is also an important 
factor affecting the effectiveness of the goodness-of-fit procedures. It was mentioned 
earlier that chi-square hypothesis testing is sensitive to sample size. In the study by Glas 
and Falcon (2003), the power and the Type I error rates of all the examined fit statistics 
tended to increase as a function of sample size. And the sample size had more effect on 
fit statistics based on total score than the traditional fit statistics, due to the role of sample 
size in determining the sparseness in observed and expected frequencies. As an example, 
Orlando and Thissen (2003) showed that S - X~ was comparable to Qx - X~ in terms of 
power for sample sizes of 1000, and 2000, but had less power with smaller sample sizes. 
They explained that this was due to the construction of the observed and expected cells 
for S - X2 based on number correct score. For long tests and small samples, it created 
considerably more sparseness in the frequency tables and necessitated a greater degree of 
collapsing that might have created some instability. The Stone method, on the other hand. 
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was less affected by sample size, and could achieve adequate power around .50 in small 
samples of 500 examinees. 
Intuitively too, the possibility of detecting misfit would be affected by the degree 
of misfit. Minor misfit would be more difficult to catch than serious deviation of data 
from the model. The larger the model violation, the larger the probability of detection. 
Consistently, for example, studies showed that none of the examined methods displayed 
adequate power in detecting misfit under the 3PLM simulated and 2PLM evaluated 
condition (Orlando, 2000; Glas & Falcon, 2003) where misfit was considered minor. 
All in all, the relative performance of the goodness-of-fit tests is best viewed on a 
continuum of test length and examinee sample size, and perhaps on the size and type of 
misfit too. 
2.2.8 Discussion 
The question of what is acceptable model data fit in IRT has never been answered 
adequately, although many efforts have been made to seek the ‘right’ goodness-of-fit 
procedure. The major difficulty lies in that ability, the examinee proficiency parameter, 
is a latent variable. Ruppert, Wand, and Carroll (2003, p. 268) plotted the observed data 
and the true regression function respectively in situations where error was added to the 
covariate and where error was added to the response data. They observed that the error in 
the covariate had a much greater potential to distort the features of the regression function. 
This emphasizes the risk of neglecting errors in ability estimation, and subsequently 
errors in the ICCs, or the expected proportion correct, in IRT. The fact that true ability is 
never known and that it has to be estimated has undermined the validity of what would 
otherwise be appropriate fit statistics and procedures. Both Orlando and Thissen (2000) 
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and Stone et al. (1994) modifications of the traditional goodness-of-fit tests are attempts 
to find solutions to this problem. Orlando and Thissen used a fit statistic that does not 
condition on ability estimates but compares the observed and expected frequencies 
conditional on number correct scores. Stone et al. took into account the uncertainty in 
ability estimation by using the posterior ability distribution to obtain the expected cell 
frequency. 
Still, more research is needed to address this problem, and new fit methods are 
desired in the hope that they will give better performance than the currently used fit 
measures. Later in chapter 3, a new procedure is suggested for evaluating the congruence 
between IRT models and test data, and its performance is evaluated in chapter 4. 
2.3 Consequences of Model Misfit 
Current studies on evaluation of goodness-of-fit procedures usually conduct 
simulations to examine power by generating data from a model, which is treated as the 
true IRT model, and calibrating data using another model, which is treated as an incorrect 
model. Power is subsequently determined by the percent of items the studied goodness- 
of-fit procedure could identify as misfitting items. While this is theoretically appropriate, 
we tend to ignore that in practice, there is no ‘true’ model that is a perfect reflection of 
the data (Wainer & Thissen, 1987). On most occasions, test developers are trying to 
answer the question of “whether we can bear with this much deviation of the data from 
the IRT model” rather than the question of “whether this is the true IRT model 
underlying the data”. To answer the first question, it is not sufficient to depend on one of 
the goodness-of-fit hypothesis tests reviewed earlier. Apparently, it is of great 
importance to evaluate comprehensively the practical consequences of model data misfit 
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according to the intended uses of the IRT models, which is an area that is often ignored 
while assessing model fit. A few studies related to the examination of practical 
consequences of misfit are described and reviewed next. 
Within the limited literature on examining misfit consequences, most studies were 
typically reported under the topic of robust estimation (e.g., Drasgow & Parsons, 1983; 
Meijer & Nering, 1997). Specifically, the related studies investigated the extent 
measurement accuracy was influenced by misfit, or how well the ability and item 
parameter estimates recovered the latent trait and true item parameters under conditions 
of slight to moderate model data misfit. 
One such study was by Drasgow and Parsons (1983) in which they evaluated the 
viability of applying unidimensional IRT models to multidimensional data, and in 
particular, the effects of a multidimensional latent trait space on estimation of item and 
person parameters applying two-parameter unidimensional IRT model. In their 
simulation study, data sets were generated using five levels of prepotency ranging from ‘a 
truly unidimensional latent trait space to a very weak general latent trait.’ The results 
showed that when the general latent trait was sufficiently predominant it could be 
reasonably recovered and that the unidimensional models provided a good description of 
the data even in moderate violations of the unidimensionality assumption. 
In another situation where the multiple choice model (Thissen & Steinberg, 1984) 
was assumed to provide the correct response trace lines, Wainer and Thissen (1987) 
considered the practical consequences of fitting the more commonly used IRT models, 
which are supposed to be the "wrong' models. Simulation studies were conducted 
applying a variety of robust ability estimators based on the 1PLM, 2PLM and 3PLM IRT 
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models to explore what can be done to minimize misfit. They also gave 
recommendations on the choice of estimators according to their accuracy and efficiency. 
Besides estimation bias, some studies (e.g.. Fan & Ping, 1999) also investigated 
the potential negative effect of model-data misfit on the invariance property of IRT 
model parameters, which serves as the cornerstone of IRT and makes it both theoretically 
and practically much easier to solve many measurement problems such as those 
encountered in testing equating and CAT. When the invariance property holds to a less 
than satisfactory degree, the validity of IRT applications based on this property becomes 
questionable. Fan and Ping (1999) investigated the effect of misfit on the degree of 
invariance of item parameter estimates and person ability estimates through resampling 
from a large-scale state-wide assessment database. They showed that for IRT person 
ability parameter estimates, there appeared to be a slight tendency that model-data misfit 
might reduce the degree of invariance of IRT parameter estimates. On the other hand, for 
IRT item difficulty parameter estimates, 2PLM and 3PLM, which were better fitting IRT 
models, did not produce more invariant item difficulty parameter estimates than 1PLM 
which provided the worst fit. Overall, results failed to confirm that model-data misfit in 
an IRT application was related to the invariance property of IRT item/person parameter 
estimates. 
Yen (1984), Divgi (1986) and Hambleton and Han (in press) also emphasized the 
importance of examining practical consequences of model misfit. They went a step 
further in terms of how the consequences should be evaluated and suggested a more 
direct association of model evaluation with intended uses. Yen looked at the effects of 
local item dependence on the fit and equating performance of 3PLM. She found 
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substantial unsystematic errors from the equating of tests involving collections of 
different dimensions, and substantial systematic errors when the two tests measured quite 
different dimensions that were presumably taught sequentially only. 
Divgi showed that the Rasch model was unsatisfactory when fitted to multiple 
choice items, and demonstrated the practical consequences of misfit by presenting the 
effects of misfit on test equating. Specifically, he observed that ability estimates based 
on the application of Rasch model to multiple choice items were not “item-free”. When 
two subtests were formed to differ in some systematic way, the differences between 
ability estimates obtained from these subtests depended on examinee ability. 
Hambleton and Han observed, as an example, that using RMSE only was 
inadequate for comparing parameter estimates, as the practical implications of RMSE on 
a particular model application remained unclear. It would be more informative to 
associate the difference to the specific model application, for instance, how the mapping 
of performance standards is affected by using one set of item parameter estimates rather 
than the other. 
Sinharay (2005) concurred with Hambleton and Han (in press) that a model that is 
found to be inadequate to fit one or more aspects of the data can still be perfectly usable 
in a particular situation. He examined practical consequences of misfit wherever 
applicable when assessing fit for a number of real data examples. One of the data 
examples is a basic skills test data set where speededness was believed to exist and where 
the fit of 3PLM was examined. He collected evidence by looking at a few descriptive 
speededness indices and the analysis results from applying the HYBRID model. He 
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suggested that the model misfit was of substantial practical consequence as the size of the 
test was reduced by seven items operationally due to speededness. 
Lastly, a study by Keller, Skorupski, Swaminathan, and Jodoin (2004) is reviewed 
here, which is not on consequences of misfit but has set up an excellent example of 
connecting method evaluation with practical consequences. This study was conducted to 
help select a proper equating method when it was of interest to make comparisons among 
groups of students to determine the amount of year-to-year growth. Keller et al. 
evaluated several equating methods (concurrent calibration, fixed common item 
parameter equating and transformation methods) with respect to their ability to capture 
changes in examinee performance. 
In summary, these studies examined consequences of misfit from different aspects 
of IRT model properties and applications, and no single conclusion could be drawn on 
consequences of misfit. The overall message is that item misfit does not necessarily 
invalidate the use of an IRT model. Depending on the degree of misfit, and depending on 
the specific model applications, misfitting IRT models might still prove useful. 
Therefore, examining the practical consequences of model misfit is a crucial, instead of 
optional, step in the evaluation of IRT model data fit. 
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CHAPTER 3 
METHODOLOGY 
This chapter consists of two sections. Section 3.1 describes fit evaluation 
methodology based on the two major sources of evidence that would support the use of 
an IRT model: evidence based on model data congruence, and evidence based on 
intended uses of the model and practical consequences. A new goodness-of-fit procedure 
is suggested and illustrated using an example in this section. Section 3.2 outlines the 
three simulation studies conducted in this thesis. Simulation study one investigated the 
performance of the new proposed procedure and compared it to the commonly used 
goodness-of-fit procedures. Simulation studies two and three examined the practical 
consequences of misfit on two of the most important IRT applications: computer adaptive 
testing and equating, respectively. 
3.1 Evidence of Fit 
3.1.1 Evidence Based on Model Data Congruence 
Evidence based on model data congruence is usually collected through conducting 
goodness-of-fit tests. A new item fit evaluation method is introduced here. The rationale 
for applying the new proposed method instead of the traditional chi-square tests is based 
on the fact that the new method is examining the observed against the expected data on a 
continuous basis, meaning that no arbitrary decisions need to be made over the 
classification of examinees into ability subgroups. This avoids arbitrariness and 
information loss in the computation of the statistic. 
The new method is based on examining the plausibility of the ability frequency 
distribution of the observed examinee groups obtaining each possible item score. IRT 
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models serve as a bridge between examinee ability and item responses. While traditional 
goodness-of-fit procedures attempt to compare predicted and observed item responses 
based on examinee ability estimates, the proposed approach works in the reverse 
direction and looks at the agreement between the expected and the observed examinee 
ability frequency distribution conditional on each possible item response. The 
examination of reverse prediction (i.e., the prediction of ability frequency distribution 
from a specific item response) is possible in IRT because of the role of the latent trait 
variable as the sole determinant of the response propensity, and as a result, the ability 
frequency distribution conditional on an item response and conditional on the entire 
examinee group could be derived from the model. Subsequently, hypothesis tests can be 
conducted to compare the observed and the derived ability frequency distribution based 
on a specific item score. 
The number of hypothesis tests required for an item fit evaluation depends on the 
number of item score categories. For an item with total score being K, it is sufficient to 
conduct hypothesis tests for any combination of K-1 number of score categories. This is 
so because, given the observed examinee sample, the ability frequency distribution of 
examinees falling into one particular item score category is dependent on the ability 
frequency distribution for examinees in the remaining AM number of score categories. 
For a dichotomous item, scores of 0 and 1 are exhaustive, and the ability frequency 
distribution based on each score is dependent on the other, therefore conducting fit 
analysis based on either item score would be sufficient. For a polytomous item, for 
example, an item with four score categories that is scored from 0 to 3, fit tests are 
34 
necessary to be conducted for any combination of three score categories, such as (0, 1, 2), 
(0, 1,3), or (1,2, 3). 
Since the ability frequency distribution can be uniquely determined by the number 
of examinees and the ability density distribution, the plausibility of ability frequency 
distribution based on each item response can be evaluated by assessing the degree that the 
following two conditions are satisfied: (1) the total number of examinees obtaining each 
item score is as expected based on the applied IRT model; (2) the empirical cumulative 
density function (CDF) of examinee abilities conditional on each item score conforms to 
the derived CDF based on the model. Item misfit of any kind would lead to the aberrant 
allocation of examinees into different item score categories, and hence the violation of 
one or both of these two conditions. Satisfying both these conditions for each possible 
item response is important for an IRT model to demonstrate fit to an item. Below, 
procedures for hypothesis testing related to the two conditions are suggested and 
illustrated. 
3.1.1.1 Satisfying the First Condition 
To assess the degree the first condition is satisfied, hypothesis testing needs to be 
conducted to see if the observed total number of examinees in each item score category 
conforms to the model-based predictions. For a dichotomous item, this reduces to 
examining the number of examinees giving a correct or incorrect response to the item. 
The variable “Number Right Examinees” for an item is the sum of individual item 
responses that are each distributed as independent Bernoulli’s. These Bernoulli 
distributions have different parameter values as each examinee has a different probability 
of giving a correct response to the item. Since the Central Limit Theory does not apply 
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here, which is to say, standardizing the variable of number of correct responses does not 
lead to an asymptotic standard normal distribution, the null sampling distribution for the 
variable needs to be either derived or approximated through simulations. 
A variation of the Lord and Wingersky (1984) method, which was initially 
developed to predict the likelihood of each number correct (NC) score conditional on 
ability level, can be modified to predict the likelihood of the number of correct examinee 
responses (or item p value) for the item of interest. The recursive algorithm can start 
with evaluating the likelihood distribution of number right examinees based only on one 
examinee, and then update the likelihood distribution each time an examinee is added 
until all the examinees in the sample are included. Specifically, the recursive algorithm 
can be implemented through a repetition structure that is iterative over the examinees. 
Let be the interim value for the likelihood of r Number Right Examinees for 
the item after theyth examinee is included, and Pj be the model-defined probability of 
theyth examinee giving a correct response to the item of interest. When only the first 
examinee is considered, the number of examinees giving correct responses to the item of 
interest can be either 0 and 1, with the likelihood distribution determined as 
4(1) = 1 - P,, and 
L* = P 
^1(1) ri • 
After adding they'th examinee, the likelihood distribution of the number of 
examinees giving correct responses to the item can be updated by defining 
4w=M)W 
Kot = 4C,u-„ +(>-4) for «•- 1, 2, ... J- 1, and 
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I* -PI* 
Lj(j) - * 
When all examinees have been added and the likelihood distribution has been updated 
each time an item is added, the resulting likelihood distribution serves as the null 
distribution of the Number Right Examinees for the item. 
For polytomous items, similar recursive procedures can be followed to derive the 
null distribution of the number of examinees falling into each of the K- 1 item score 
categories, where K is the total number of possible item scores. Again, investigation of 
all item score categories is unnecessary as the examinee information in any K - 1 score 
categories uniquely determines that in the remaining score category. For a particular 
item score of &, the likelihood distribution of the number of examinees obtaining score of 
k can be derived by setting Pj in the recursive formula above as the probability of the y'th 
examinee obtaining an item score of k. 
Besides direct derivation, a more convenient procedure to approximate the null 
distribution is to use Monte-Carlo simulation methods. Examinee responses to the item 
can be simulated based on the estimated examinee and item parameters, and the number 
of examinees obtaining each item score can be computed and recorded based on the 
simulated responses. Repeat the simulation a large number of times, and an empirical 
null distribution for the number of examinees getting a particular item score can be 
established. 
After the null distribution is established either by derivation or simulation, cut-off 
values can be subsequently determined according to the pre-specified significance level. 
With the observed number of examinees giving correct responses readily obtainable. 
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hypothesis testing can be conducted to see if the observed value conforms to model 
predictions. 
3.1.1.2 Satisfying the Second Condition 
The second condition requires that the empirical cumulative density function 
(CDF) of examinee abilities conditional on each item score conforms to the derived CDF 
based on the model. The procedure used to check this condition is outlined below and it 
consists of three steps: (1) obtain the observed conditional CDF of examinee abilities; (2) 
derive the estimated conditional CDF using a Bayesian rule; and (3) compare the 
observed and the estimated conditional CDF's using the Kolmogorov- Smirnov test. 
In the proposed procedure, the examinee ability estimates are treated as true 
ability levels for the examinee sample, and the item parameter estimates are assumed to 
be the best estimates possible under the applied IRT model. 
As with previous notations, let k denote the Mi score category of a total item 
score of K. Let n denote the total number of examinees and nk denote the number of 
examinees obtaining a score of k for the item of interest. Let @l,02,...,0nk be the ordered 
values of the ability estimates for the nk number of examinees. The observed ability 
cumulative density function (CDF) conditional on a score of k to the item, 
Fohs (0\X = k), can be represented by the step function below. 
Fobs{0\X = k) = < 
0 
n. 
0 <6X 
o,<e< 6>+i 
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The expected CDF conditional on a score of k can be computed using the Baysian 
rule. Let © be the variable of examinee ability level, and 6 be the specific ability level. 
The expected CDF is 
, x , x />(©<0, X = k) F^{e\x=k)=p{&<e\x=k)= v ’ 
f P(®,X = k)d® J P(®)P(X = k |©)</© 
_ Q<0  _ @<9  
jp(®,X = k)d® j>(©)/’(X = A|©)d© 
© © 
I p{x=m) 
~ i:9<6_ 
* Y,P{x = k I0.) 
i 
When there is good model data fit, agreement would be found between the 
expected and the observed ability distribution conditional on all possible item scores. 
The concurrence of the observed and expected distributions can be examined using the 
Kolmogorov-Smimov (KS) test. The KS test statistic is based on the maximum 
difference between the sample CDF, which we refer to as the observed CDF, and the 
hypothesized CDF (Bain & Engelhardt, 1991). To test whether the observed ability 
levels conditional on a particular item score conform to the expected distribution, KS 
statistics are calculated as 
D' =max(i/«, 
D = max (F (x,.^ 1) / nt J, 
D - max (D+, D. 
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When the null distribution is completely specified, as is in this case when the 
estimated parameters are assumed to be true, the KS statistics do not depend on CDF. 
Stephens (1974, 1977, cited in Bain and Engelhardt, 1991) has derived asymptotic critical 
values for these statistics, and made modifications so that these critical values are good 
for small sample size. The statistic used in this study is the modified Z), denoted as D* 
with the form of 
D* = (7^ + 0.12 + 0.11/^)/). 
For type I error rates of 0.10, 0.05, 0.025, 0.01 respectively, D* has the asymptotic 
critical values of 1.224, 1.538, 1.480, and 1.628. 
A number of manifest advantages are associated with the proposed approach. 
Firstly, the method can be easily applied to polytomous models as we could see from the 
detailed description of the method above. Secondly, it does not involve making arbitrary 
decisions over the classification of examinees into ability subgroups, as in the traditional 
chi-square goodness-of-fit tests. This effectively reduces arbitrariness in the computation 
of the statistics, and avoids situations where the different grouping methods might result 
in different values of the statistics and hence different conclusions of fit. Thirdly, similar 
to the traditional chi-square methods, this approach is investigating the feasibility of 
examinee responses considering the examinees’ abilities. However, by looking at the 
frequency distribution of examinee abilities based on their responses, the investigation is 
conducted more on a continuous basis and avoids information loss that could be caused 
by data grouping. Finally, the proposed method has the advantage of being able to 
present graphical displays when comparing the expected and observed ability 
distributions, and thus providing some insight as to why items do not fit the model. 
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3.1.1.3 Example 
To demonstrate how the proposed procedure works, an example is provided to 
apply the procedure to evaluate the fit of the one-parameter logistic model (1PLM) to a 
dichotomous item in a credentialing exam with 109 items and 1644 examinees. The 
1PLM difficulty parameter estimate for this item is -1.474, and the common 
discriminating parameter estimate is 0.341 for all items in the test. The likelihood ratio 
chi-square statistic calibrated by BILOG-MG is 121.42 with p-value smaller than 0.0000, 
hence the rejection of the null hypothesis of item model fit. Figure 3.1 presents the 
BILOG-MG residual plot. It shows that the best-fitting ICC under 1PLM does not fit the 
data very well. The examinees with estimated ability levels below 0 have a higher 
probability of giving a correct response than predicted by the ICC. And the reverse 
pattern is shown for examinees with ability estimates above 0. It seems that a 3PLM ICC 
would describe the data better. 
Figure 3.1 BILOG-MG item fit plot. 
Item Characteristic Curve: M045 
a= 0.341 b=-1.474 
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The new proposed procedure was applied to the data to evaluate fit through 
examination of the observed frequency distribution of examinee abilities conditional on 
item response. As was explained earlier, for a polytomous item, we need to evaluate fit 
for all but of the one item score categories, and for a dichotomous item, this reduces to 
considering either the correct or incorrect item response category. In this example, the 
frequency distribution of examinees giving a correct item response was investigated. 
Two steps need to be taken in the procedure, to evaluate the plausibility of (1) the 
Number Right Examinees and (2) the distribution of scores of these examinees. 
In the first step, using the recursive algorithm, the discrete probability density 
distribution of the number right examinees was derived based on the applied 1PL IRT 
model and the calibrated parameter estimates. The derived likelihood distribution, which 
is shown in Figure 3.2, serves as the null distribution of the variable and is used to 
evaluate if the observed number right examinees conforms to the model predictions. 
With significance level of 0.05, the cut off values for conducting the two sided hypothesis 
test are set at 1098 and 1166 based on the derived null distribution. The observed 
number right examinees is 1133, therefore there is insufficient evidence to suggest model 
misfit in the first step of the evaluation procedure for this item. 
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Figure 3.2 Null distribution of the number right examinees for the item 
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The second step involves comparing the observed and the expected ability 
distribution conditional on a correct response. Kolmogorov Smirnov test is conducted. 
The test statistic D* is 2.9204, and the p value is smaller than .01, so the conclusion is 
that the observed and expected distributions do not agree with each other and therefore 
suggests the misfit of 1PL IRT model to the item. Figure 3.3 presents both the expected 
and the observed conditional GDF. Although CDFs are supposed to be step functions 
here, only point values of CDFs at the 100 quadrature points along the ability scale are 
displayed. The plot shows that the observed CDF deviates from the expected one as there 
is a larger proportion of examinees at lower ability levels than there should be in the 
group of examinees who answered the item correctly, which is an observation that is 
consistent with the findings from the BILOG-MG item fit plot. As the deviation between 
the CDFs diminishes along the ability scale, it indicates a smaller than expected 
proportion of examinees at higher ability levels actually answered the item correctly. 
— 
JlillilllflJL 
ji in I hi i ill i iiii 
:v:; / 
-. ip?. 
, Aijjlr 
111 11111 III ill 
jlipiiliiijliijiifliliiiiiii 
Ill Him 
lllllk 
v'f it 
--r»^.--—fj--:I ..r.-^^11-•... 
43 
Figure 3.3 Comparison of expected and observed ability CDF conditional on a correct 
response. 
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To further investigate the usefulness of the newly proposed approach, simulation 
study one of the three simulations applied the approach to the simulated data and 
compared its effectiveness and type I error rate with that of the Pearson and likelihood 
ratio chi-square tests, Orlando and Thissen method, and Stone method. The other two 
simulations examined the practical consequences of misfit and are described in more 
detail later. 
3.1.2 Evidence Based on Intended Uses of the Model and Practical Consequences 
Early research on model data fit was focused more on establishing goodness-of-fit 
procedures comparing model predictions with observations than evaluating the usefulness 
of a model based on its intended usage. As was mentioned earlier, there is no perfect 
model data fit and any model could be proved wrong given enough sample size, so a 
practical question is how to make judgment on the usability of a model especially when 
hypothesis testing concludes model misfit. This study tries to provide guidelines in 
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answering this question using simulation examples from two of the most important IRT 
applications: Computer-adaptive testing (CAT), and equating. 
Recent advances in technology have expedited the development of CAT, a more 
efficient testing format which tries to match item difficulty to the examinee’s estimated 
ability at each step of the test. In this study, a simulation study, referred to as simulation 
study two, is conducted to mimic a real CAT administration, and misfitting models are 
compared to the ‘true’ model with regard to estimation accuracy and model efficiency. 
Criteria for comparison include the common accuracy indices of conditional bias and 
conditional standard error of measurement, as well as minimum test length that is needed 
to reach the desired estimation precision, in other words, how many more items are added 
operationally for a misfitting model to attain the same accuracy that is reached by the 
'true' model. There are many CAT purposes (e.g., assessment of proficiency, pass-fail 
decisions), but specific practical consequences beyond accuracy of ability estimation are 
not explored in this study. However, if relevant, test developers should also seek 
answers to questions like “How much the passing rates or the mapping of performance 
standards will be affected by using one of the misfitting models?” or other questions that 
are related to the intended use of the IRT model. 
Another simulation, simulation study three, was conducted to examine practical 
consequences of misfit on equating practice. Test equating, which insures the 
comparability of test scores across different tests, is one of the most important issues for 
test developers. This simulation is intended to evaluate the impact of misfitting models 
on equating results. Equating errors conditional on each reference raw score resulting 
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from the raw-score-to-raw-score conversion tables are used as criteria for evaluating 
consequences. 
3.2 Simulation Design 
In this study, simulated data were used instead of real data for two reasons. 
Firstly, correct answers do not reveal automatically when fitting models to real data. We 
might judge from statistical tests that one model fits better than another, but it is not 
known whether there is another ‘true’ model behind the data that provides more ideal fit. 
With simulated data on the other hand, the model generating the data is known to be the 
true model, and that other models are all expected to show a certain degree of misfit. 
Secondly, with real data, it can be difficult to manipulate factors that might affect 
performance of some fit procedures. For example, the sample size, which has a huge 
impact on the results of hypothesis testing, and the test length, which plays a key role in 
the evaluation of practical consequences of misfit, are both factors that could be 
conveniently manipulated in the simulation studies, and would be more difficult to 
manipulate with real data unless the real data set contained a very large number of items 
and for a very large sample of examinees. 
For all the three simulation studies, the generating models and the calibrating 
models were determined separately. All data sets were generated from the 3PLM, which 
was assumed to be the true IRT model throughout this study. Models fitted to the data 
sets also included 1PLM and 2PLM. These less complicated IRT models were used 
because this study was not intended to solve a particular problem under very restricted 
conditions. Rather, the purpose of the study was to provide very general suggestions as 
to what are more effective procedures to assess fit when applying IRT models by 
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comparing various goodness-of-fit procedures through simulated situations. Besides, 
these models are the most popular and commonly-used IRT modes with most related 
application problems solved and software ready to use. Most testing companies are 
nowadays making use of one or more of these models. Choosing the most appropriate 
model to use from the three is a practical challenge, which hopefully is dealt with more 
adequately with methodologies illustrated in this study. Below, the simulation conditions 
and specifications of the three studies are presented. 
3.2.1 Simulation Study One 
The purpose of simulation study one was to compare the performance of the many 
commonly used goodness-of-fit procedures and also the proposed new fit evaluation 
method. As previous research indicated, the results would likely be affected by test 
length and examinee sample size. Consequently in this study, a two-factor design with 
three levels of test length (20, 40, 80) and four levels of examinee sample size (500, 1000, 
2000, 4000) was employed. The levels of test length and examinee sample size were thus 
determined so that results would be comparable to those of the earlier studies that 
evaluated the goodness-of-fit procedures (McKinley & Mills, 1985; Orlando & Thissen, 
2000, 2003; Stone & Zhang, 2003; Glas & Falcon, 2003). 
The simulated tests consisted of dichotomous items that conformed to the three- 
parameter IRT model with at randomly selected from a log-normal (-0.1, .5) distribution, 
b, randomly selected from a uniform (-2, 2) distribution, and ci fixed at 0.20. The 
parameters for log-normal distributions were determined so that a, had a mean of 1.0 and 
standard deviation of 0.3. Response vectors were generated with examinee true ability 
<9~A(0,1). 
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1PLM, 2PLM and 3PLM were then fitted to all the data sets, and model data fit 
was evaluated for all three models using the Pearson and likelihood ratio chi-square tests, 
the Orlando & Thissen method, the Stone method, and the proposed procedure on reverse 
prediction. Since the 3PLM was assumed to be the true model and was used for data 
generation, any identification of item misfit when fitting 3PLM to the data (i.e., when the 
generating and calibrating models are identical) was regarded as type I error. While 
1PLM and 2PLM might produce item characteristic curves similar to that of the 3PLM 
for some items, they were incapable of taking into account the .20 lower asymptote 
generated for each item response function. Therefore, failure to detect misfit when fitting 
1PLM and 2PLM was reported as type II error. The results were evaluated based on 
power and Type I error rates. 
The performance of fit statistics should be influenced by the degree of misfit. In 
this simulation study where the true model was known, the degree of misfit could be 
quantified, and taken into account in the evaluation of the fit procedures. An index 
developed by Wells and Bolt (2004) was used to measure the magnitude of misfit. The 
index is computed by summing the weighted differences between the true 3PLM ICC and 
the best-fitting ICC based on the calibrating model at 601 equally spaced ability values, 
ranging from -3.00 to 3.00, as follows: 
f601 7 
MISFIT = > 
where w(0j) is a normalized weight defined by the standard normal density; Plnie} is the 
ICC value based on true model parameters for an examinee at 0j, and Pfined is the best 
fitting ICC value based on the calibrating model. The weighting factor is used to weight 
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the difference between the two curves according to the expected number of examinees at 
each ability location. Through the use of MISFIT index, the relationship of the degree of 
misfit and the chance of misfit being detected by the item fit statistics was more closely 
examined in this simulation study. 
As emphasized earlier, goodness-of-fit tests should not be the only source of 
evidence for the evaluation of fit. Therefore results would be evaluated together with 
those from the second and third simulation studies. 
3.2.2 Simulation Study II 
The purpose of simulation study two was to compare misfitting IRT models to the 
‘’true’ model with regard to estimation accuracy and model efficiency in CAT. The three- 
parameter logistic model was assumed to be the true IRT model and was used for 
response generation in the simulations. The models applied to CAT administration 
included one-parameter (1PLM), two-parameter (2PLM) and three-parameter (3PLM) 
logistic models. 
An item pool of 500 items was used. These were dichotomous items assumed to 
conform to the three-parameter IRT model, again with a: ~ LOGN(-0.1,0.5), 
b, ~U(-2,2), and c, fixed at 0.20. These were true item parameters and were assumed 
to be unknown to test developers. 
Since the item selection algorithms in CAT try to match item difficulty to 
estimated examinee ability at each step of the test administration, estimated item 
parameters need to be obtained before the operational CAT administration. Therefore the 
first step in this simulation study was to estimate parameters for all items in the pool 
based on the IRT models of interest in the study. With examinee true ability 0 ~ A(0,1), 
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10,000 item response vectors were generated for all items according to the 3PLM, which 
was assumed to be the true underlying IRT model. This data set was used only for the 
purpose of item parameter estimation, using the 1PLM, 2PLM, and 3PLM respectively. 
Item parameters were then calibrated under different models using BILOG-MG and in all 
calibrations examinee abilities were rescaled to have a mean of 0 and standard deviation 
of 1. 
Next, CATs were administered based on different IRT models and their 
corresponding set of item parameter estimates. The adaptive test length took the values 
of 30, 40, 50, and 60, which are typical test lengths for adaptive tests. The factor of test 
length was manipulated in the simulation to see if the increase of test length enhanced or 
alleviated the consequences of misfit. For each CAT administration, data for 5000 
examinees were generated at 15 ability levels, resulting in a total of 75,000 examinees. 
The ability levels were unequally spaced to approximate the N (0, 1) target population 
distribution (Robin, 2001): -1.93, -1.28, -0.96, -0.72, -0.52, -0.33, -0.16, 0.0, 0.16, 0.33, 
0.52, 0.72, 0.96, 1.28 and 1.93. The 5000 replications at each ability level were judged 
to be necessary for obtaining stable estimates of conditional results. While different 
levels of precision might be attained by examinees at different levels of ability, 
measurement results were evaluated at each of the 15 ability levels. On some occasions, 
for instance, when pass-fail decisions need to be made, test developers are more 
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concerned about measurement precision in certain ability intervals. 
The adaptive item score vectors were generated according to the stochastic design 
where the choice of the administered item depends on the responses to the previous items. 
At each test administration stage, the selected item was the one that provided the 
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maximum information at the interim examinee ability estimate based on the item 
parameters estimated using the specified IRT model for test administration. After an item 
was selected for administration, however, an item response was generated using the true 
item and examinee parameters, and the true IRT model (i.e., the three parameter IRT 
model). The interim and final examinee ability estimates were obtained based on the 
specified IRT model for item selection. Content specifications were not set in the CAT 
administration to insure that the impact of model selection on measurement precision was 
not confounded by the need to satisfy content constraints. 
For examinee ability estimation, expected a posterior (EAP) was used because of 
its capacity to produce estimates for candidates who scored the highest on all items, or 
the lowest on all items. In dichotomous CATs, the EAP estimates have been shown to 
produce smaller mean square error terms over the population than MLE or MAP (Chen, 
et al, 1997). To avoid estimation bias, a weak prior was used, with mean set at 0, and SD 
set at 2.0. 
Comparing simulation results across models with regard to estimation accuracy 
must be done with care. Since different IRT models have different parameter dimensions 
and adopt different scales for the abilities and parameters (Yen, 1981), results could not 
be compared in the form of recovering scale-dependent item or examinee parameters. 
One possible solution was to compare model capability of recovering zeta, which is the 
expected number correct based on the specific model for a given examinee and for a 
given set of items (Yen & Fitzpatrick, in preparation). Zeta can be used to determine 
examinee proficiency level independent of IRT models, and was therefore utilized in the 
comparison of results in this study. The entire CAT item pool, which consisted of 500 
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items, was used in the transformation from model dependent ability to zeta. As a result, 
zeta scale ranged from 0 to 500. The corresponding true zetas for the 15 ability levels 
from which examinee responses were generated based on 3PLM and true item parameters 
were shown in table 3.1. 
Table 3.1 Correspondence between True Theta and Zeta 
theta -1.93 -1.28 -0.96 -0.72 -0.52 -0.33 -0.16 0.0 0.16 0.33 0.52 0.72 0.96 1.28 1.93 
zeta 154 195 218 237 253 269 283 297 310 324 340 356 376 401 445 
As an example, at an ability level of 0.33, a corresponding zeta score of 324 based on the 
true 3PLM parameters indicated that examinees were expected to be able to answer 324 
items correct out of the 500 items in the pool if their abilities were 0.33 on the true 3PLM 
scale. 
Measurement results were evaluated in terms of conditional bias (CB) and 
conditional standard error of measurement (CSEM) at 15 zeta levels. Let r index the 
A 
replication, where r= 1, ..., 5000. Let £ denote the mean estimated zeta score across 
replications for the true zeta level £, and gr denote the estimated zeta in rth replication 
for the true ability level f. CB and CSEM were computed at 15 levels of £: 
CB(§ = 4-i, 
CSEM (4) 
3.2.3 Simulation Study Three 
The purpose of simulation study three was to investigate the practical 
consequences of item misfit on test equating. Equating is conducted to allow 
interchangeable use of alternate forms of tests built to the same content and statistical 
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specifications. Equating methods can be classified into two categories: Classical Test 
Theory (CTT) and IRT procedures. IRT equating methods make the assumption that the 
IRT model used for parameter calibration and scale transformation fits the response data 
well, and this study examined the consequences on equating results when this assumption 
was violated. Like in all other simulation studies in this thesis, the 3PLM was treated as 
the true IRT model that is underlying the data, and was used to generate examinee 
responses. The applied models included 3PLM, which set the baseline for random 
calibration and equating errors, as well as 1PLM and 2PLM, which represented the 
misfitting models. 
While a number of equating designs are possible (Kolen & Brennan, 1995): the 
random groups, single-group design, single group with counterbalancing, and anchor-test 
nonequivalent groups, the anchor test design is the most feasible and frequently used 
design and was therefore implemented in this simulation. In an anchor-test design, the 
tests to be equated are administered to two different groups of examinees. The tests share 
some common items, sometimes called anchor items, that may be internal or external to 
the tests. In this simulation, an external anchor test design was implemented so that raw 
score equating results could be compared across different IRT model applications with 
varying anchor test lengths. 
The external anchor test design required three sets of test data to be simulated: the 
reference and the new forms, which were the two tests to be equated, and one external set 
of anchor items. In all three data sets, the examinee responses were generated using the 
true item and examinee parameters based on the three parameter IRT model. The 
reference and the new test forms both consisted of 70 dichotomous items with 
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at ~ LOGN (-0.1, 0.5), and c; fixed at 0.20. The new test form was simulated to be 
slightly easier than the reference form with bnew ~ N(-0.2, 0.9) for items in the new form 
and byef ~ A(0,1.0) for items in the reference form. Examinee response vectors were 
generated with true abilities for the reference form examinee population distributed as 
Q,«f ~ N (0,1), and with true abilities for the new form examinee population distributed 
as 9new ~ N (0.1, 0.9). The ability distributions were so determined to approximate 
growth of examinee population from one operational year to the next. 
The anchor test was administered to both groups of examinees. Anchor items 
were generated to be representative of the reference form and have the parameter 
distribution of acom ~ LOGN{-0.1, 0.5), bcom ~ N(0,1), and ccom fixed at 0.20. 
Equating results can be impacted by many factors, for example, the parallelness of 
the forms, test reliability, the number and position of anchor items, examinee sample size, 
the equating procedure, etc. As a result, consequences of model misfit on equating based 
on a specific set of simulation conditions are hardly generalizable. On the other hand, 
efforts were being made in this simulation study to manipulate factors of anchor test 
length and examinee sample size to have a more comprehensive investigation of 
consequences of misfit as well as to allow some generalizability of the results. The 
number of anchor items was chosen to be 20, 30, and 40. The minimum anchor length 
of 20 was determined by the long-standing 20 or 20% rule (Huddleston, 1957) which 
specifies that the anchor test should have no fewer than 20 items or 20% of the number of 
items in the full test. Simulations were also conducted at anchor lengths of 30 and 40 
respectively to produce more information on the relationship of the number of anchor 
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items and the consequences of misfit on test equating. Examinee sample size took the 
values of 800, 4000 and 10,000 to represent small, medium and large samples 
respectively, and to see if the differences in equating results across models were affected 
by sample sizes. 
Under one, two, and three parameter logistic models, respectively, item 
parameters were calibrated for the new and reference test forms and the anchor test. The 
Stocking-Lord method (Stocking & Lord, 1983) was used in carrying out the equating. 
Kolen & Brennan (1995) noted that quite a few studies have found that Stocking-Lord 
method performs well, especially when the IRT parameter estimation was problematic. 
In the Stocking-Lord method, item parameters from two different test forms were placed 
on a single scale using transformation parameters that minimize the differences between 
the estimated item characteristic functions of the anchor items on the two tests. 
Since different IRT models have different parameter dimensions and adopt 
different scales for the parameters, equating results should not be compared in the form 
of recovering the true item or examinee parameters for the equated forms. Rather, the 
raw-score to raw-score conversion tables could be compared across applications of 
different IRT models as they were free of any IRT scales. 
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CHAPTER 4 
RESULTS 
4.1 Simulation Study I Results 
In this simulation study, response vectors to dichotomous items were generated 
from the three-parameter IRT model with different test lengths and examinee sample 
sizes. The data sets were calibrated using BILOG-MG to fit one, two and three 
parameter models, respectively. In each calibration, item and examinee parameters were 
rescaled so that the estimated examinee abilities had a mean of 0.0 and standard deviation 
of 1.0. 
To evaluate the degree of misfit incurred through model fitting, the index of 
MISFIT was computed for each item under each simulated condition after the calibrated 
item parameters were obtained. Table 4.1 gives the mean and standard deviation of 
MISFIT of items with varying test lengths and examinee sample sizes. 
Table 4.1 Summary of Misfit between the Generating and the Calibrating Model (CM). 
Test 
Length 
Sample 
Size 
CM=1P 
Mean SD 
CM=2P 
Mean SD 
CM=3P 
Mean SD 
20 500 0.61 0.36 0.39 0.19 0.42 0.25 
1000 0.58 0.32 0.44 0.20 0.37 0.22 
2000 0.56 0.32 0.45 0.17 0.30 0.16 
4000 0.55 0.31 0.42 0.17 0.29 0.12 
40 500 0.60 0.30 0.45 0.18 0.27 0.14 
1000 0.58 0.31 0.44 0.18 0.21 0.11 
2000 0.57 0.31 0.38 0.17 0.15 0.08 
4000 0.57 0.32 0.39 0.18 0.14 0.07 
80 500 0.63 0.30 0.46 0.22 0.26 0.13 
1000 0.63 0.30 0.46 0.22 0.22 0.09 
2000 0.61 0.30 0.42 0.22 0.15 0.07 
4000 0.60 0.30 0.42 0.23 0.12 0.06 
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Not surprisingly, 3PL models provided the best fit with the mean of MISFIT 
indices ranging from 0.12 to 0.42. 2PLM fitted less well with mean of MISFIT ranging 
from 0.39 to 0.46, while 1PLM gave the worst fit with MISFIT averaging from 0.55 to 
0.63. When the “correct” model family was fit, increasing test length and examinee 
sample size both enhanced the accuracy of the parameter estimation and improved the fit 
of the model, as demonstrated by the smaller MISFIT indices for longer tests and larger 
examinee sample sizes when fitting the 3PLM. 
On the other hand, it was noticed that when the test was relatively short (n=20) 
and the sample was relatively small (N=500), 3PLM, which was supposed to be the 
correct model family, did not necessarily provide better model fitting curves than the 
other supposedly wrong model families. By “better”, we mean a fitted curve closer to the 
true model curve that was used to generate examinee responses. As we can see from the 
table, with 20 items and 500 examinees, the mean MISFIT after fitting 3PLM was larger 
than that for 2PLM, proving the 2PLM to be a more suitable model to apply to the data 
because of the loss of estimation accuracy with the small sample size for a model higher 
in hierarchy like the 3PLM. The delivered message is that detecting misfitting items 
generated and calibrated both using 3PLM is not necessarily an error, and should not be 
literally considered as a Type I error. Strictly speaking. Type I error refers to identifying 
misfit between data and the model with specific parameters that are used to generate the 
data. While the 3PLM family was used for model generation, identification of misfitting 
items when fitting 3PLM to the data was still to be called “Type I error” in the 
presentation of the simulation results, but the interpretation of the results should take into 
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consideration that a fitted 3PL model, especially when parameters are poorly estimated, is 
not necessarily a well-fit model. 
Model data fit was then investigated for all simulated conditions using the new 
proposed fit evaluation method, the traditional Pearson and likelihood ratio chi-square 
tests, the Orlando & Thissen method and the Stone method based on posterior 
probabilities. With the estimates from Bilog-MG as input, Ql - %2, Qx-G2, S - /2, and 
S -G2 were computed using GOODFIT (Orlando, 1997). %2 * and G2 * were 
computed using IRTFIT RE SAMPLE (Stone, 2004), which is a SAS program designed 
to evaluate the fit of IRT models based on posterior probabilities. For these indices, the 
degrees of freedom were adjusted by deducting the number of parameters used to 
calibrate the item. 
To implement the first step of the proposed method, a program was run to derive 
the null distribution of the number of examinees giving correct responses to each item 
and to examine if the observed number right conformed to its theoretical null distribution. 
The results showed that for all items, the observed number right examinees fell within the 
95% confidence interval set up using the derived null distribution. This poses some 
concern over deriving the null distribution based on the estimated examinee parameters, 
as none of the items were flagged in this step. The parameter calibration process, which 
involves maximizing the likelihood of examinee response patterns, was suspected to 
indirectly increase the likelihood of number right examinees and leads to spuriously 
“conforming” observed number right examinees. In other words, some of the items that 
would have been flagged using the null distribution based on the true parameters were not 
flagged in this analysis because the calibrated model improved this aspect of the fit. 
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While it is the fit of the model with estimated parameters that is usually of interest, the 
“overly fit’' should not be seen as a problem. Rather, the results indicated that the first 
step of the new method proved to be not essential. 
To complete the steps in the new method, the program then computes the KS 
statistic D* and conducts hypothesis test for each item using the pre-established critical 
values for the KS statistic. The performance of the KS statistics was compared to that of 
the other six statistics. Significance level of 0.05 was used to examine the Type I error 
rate and power of these indices. 
4.1.1 Type I Error Rates 
Table 4.2 summarizes the performance of the KS statistics and the six other 
indices with the generating model (GM) and the calibrating model (CM) both being the 
3PLM for three test lengths (20, 40, 80) and four examinee sample sizes (500, 1000, 2000 
and 4000). 
Table 4.2 Rejection Rates with GM = 3 and CM = 3 
Test 
Length 
Sample 
Size KS Q,-z2 
GM=3 
Q-G2 
CM=3 
s-r S-G2 r* G2 * 
20 500 0.00 0.45 0.50 0.10 0.15 0.25 0.30 
1000 0.00 0.65 0.65 0.00 0.05 0.30 0.25 
2000 0.05 0.85 0.85 0.05 0.05 0.30 0.30 
4000 0.05 1.00 1.00 0.00 0.00 0.75 0.80 
40 500 0.00 0.18 0.28 0.08 0.10 0.10 0.03 
1000 0.00 0.33 0.38 0.00 0.05 0.05 0.03 
2000 0.00 0.50 0.53 0.03 0.05 0.05 0.03 
4000 0.03 0.83 0.83 0.05 0.13 0.13 0.05 
80 500 0.00 0.11 0.13 0.03 0.14 0.08 0.03 
1000 0.00 0.13 0.13 0.04 0.10 0.05 0.04 
2000 0.00 0.18 0.19 0.01 0.08 0.03 0.03 
4000 0.00 0.31 0.31 0.03 0.03 0.04 0.00 
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As was discussed earlier, although 3PLM was used both as generating and 
calibrating model, the model parameters were usually inadequately estimated under short 
test length and small examinee sample size, and as a result the rejection rates in these 
situations should not necessarily be regarded as the Type I error rate. Table 4.1 showed 
that for tests with 40 items or more, and with an examinee sample size of 1000 or more, 
the mean of MISFIT indices under the case of GM and CM both being 3PLM stabilized 
and took reasonably small values. Therefore under these conditions satisfactory model fit 
was assumed, and rejection rates would be regarded as Type I error rates. While a 
significance level of .05 was used for flagging misfit items, optimal performance of these 
indices would yield proportion of identified misfit items close to .05 for test length of 40 
or above and sample size of 1000 or above. 
Results showed that other than Qx - x~ and QX~G~, which had inflated Type I 
eiTor rates like in the earlier findings (Orlando & Thissen, 2000; Stone & Zhang, 2003), 
all the statistics had rejection rates close to the type I error rate with test length and 
sample size above 40 and 1000, respectively. A general finding was that with longer 
tests, indices other than the KS statistic tend to have type I error rates close to the 
nominal value of 0.05. The impact of examinee sample size on the rejection rate of the 
fit statistics was not consistent. With a larger examinee sample size, Qx - /2 and Qx -G2 
tended to reject fit more often due to the gain of power. However, for S - %2, S-G2, 
X~ *, and G2 *, a larger examinee sample led to more accurate parameter calibration, 
less deviation of the fitted model curve from the true model curve or less degree of misfit, 
and hence smaller rejection rates. 
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The performance of the new KS statistic was very different from the other test 
statistics. It had very low rejection rate, especially with test length above 40. Whether 
this is due to the conservativeness of the statistic or inappropriate critical values was not 
clear. 
4.1.2 Power 
With GM being the 3PLM and CM being the 2PLM and 1PLM, respectively, the 
power of the seven fit indices was examined. It was expected that using the 1PLM as the 
CM would yield greater detection of misfit than using the 2PLM as the CM. This is so as 
the 2PLM allows variant item discriminating power and therefore was expected to 
provide better fit than 1PLM to data generated from 3PLM. 
Table 4.3 summarizes the rejection rates of the KS statistic and the six other 
indices with the CM being the 1PLM. Although Qx - and Qx - G2 exhibited the 
largest power, their usability was questionable given their inflated Type I error rate. 
S - x~, S -G2 consistently yielded greater detection of misfit than x~ * and G2 *, 
regardless of test length and examinee sample size. The KS statistic detected some 
degree of misfit, but had considerably less power than the other investigated statistics. 
The exhibited power for the KS statistic was, however, very useful especially with longer 
tests and large sample size, as the Type I error rates for the KS statistic are zero or close 
to zero under these simulated conditions. 
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Table 4.3 Rejection Rates with GM = 3 and CM = 1 
Test 
Length 
Sample 
Size KS Q-r 
GM=3 
Q-G2 
CM=1 
S-Z2 S-G2 r* G2 * 
20 500 0.05 1.00 1.00 0.65 0.60 0.30 0.30 
1000 0.15 1.00 1.00 0.75 0.80 0.55 0.55 
2000 0.15 1.00 1.00 0.90 0.90 0.75 0.70 
4000 0.35 1.00 1.00 1.00 1.00 0.80 0.80 
40 500 0.10 0.78 0.78 0.55 0.70 0.53 0.48 
1000 0.28 0.93 0.93 0.80 0.83 0.63 0.63 
2000 0.33 0.95 0.95 0.85 0.85 0.78 0.75 
4000 0.43 0.95 0.98 0.95 0.95 0.83 0.83 
80 500 0.16 0.83 0.88 0.45 0.79 0.45 0.54 
1000 0.33 0.90 0.90 0.75 0.83 0.73 0.75 
2000 0.49 0.95 0.95 0.86 0.88 0.83 0.81 
4000 0.58 0.96 0.96 0.94 0.94 0.91 0.91 
Table 4.4 summarizes the rejection rates of the KS statistics and the six other 
indices with the CM being the 2PLM. The detections rates for the statistics were 
generally lower than when the calibrating model was 1PLM, except for Ox - x~ and 
Qx-G2. Again, S - x~ and S -G2 consistently had greater detection of misfit than 
X2 * and G2 *, while the KS statistics flagged items very conservatively. 
For all statistics, larger examinee sample size was found to consistently lead to 
higher detection rates. It was noticed that longer tests increased the power of KS, x ~ * 
and G2 *, but had less effect on the detection rates of Qx - x~, Qx - G2, S - x2 and 
S-G2. 
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Table 4.4 Rejection Rates with GM = 3 and CM = 2 
Test 
Length 
Sample 
Size KS Q,-x2 
GM=3 
fi-G2 
CM=2 
5-J2 s-c2 z2* G2 * 
20 500 0.00 1.00 1.00 0.60 0.65 0.15 0.15 
1000 0.00 1.00 1.00 0.80 0.80 0.20 0.20 
2000 0.05 1.00 1.00 0.90 0.90 0.25 0.25 
4000 0.10 1.00 1.00 1.00 1.00 0.40 0.40 
40 500 0.00 0.88 0.93 0.25 0.48 0.08 0.05 
1000 0.00 0.98 0.98 0.65 0.73 0.15 0.15 
2000 0.00 1.00 1.00 0.80 0.83 0.20 0.20 
4000 0.05 1.00 1.00 0.90 0.88 0.38 0.35 
80 500 0.00 0.86 0.90 0.18 0.65 0.18 0.11 
1000 0.01 0.95 0.98 0.55 0.74 0.26 0.25 
2000 0.04 0.99 0.99 0.75 0.81 0.34 0.33 
4000 0.08 1.00 1.00 0.85 0.91 0.40 0.38 
4.1.3 Relationship between the Degree of Misfit and the Misfit Detection 
Power and Type I error rates revealed that the KS statistic was very conservative 
in flagging misfitting items. It had moderate to low power, but on the other hand it also 
made very few Type I errors, if any, even when the examinee sample size was 
considerably large (e.g., 4000). To further investigate the usefulness of the KS statistic, it 
was of interest to see if it was able to detect items with truly poor fit. The correlations of 
the KS statistic and the MISFIT index were computed for all simulated conditions with 
calibrating model being 1PLM, 2PLM and 3PLM, and are presented, respectively, in 
Table 4.5, Table 4.6 and Table 4.7. The computation of the correlation is meaningful as 
the KS D* statistic has been modified to correct for small sample size, and the same 
critical values apply to KS D* statistics under all sample sizes. A high positive 
correlation between KS D* statistic and the MISFIT index would be desirable. It 
indicates that items that are more poorly fit have a larger chance to be detected, and that 
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the KS statistic is an indicator of the degree of fit/misfit. For informational purpose only, 
the correlations between MISFIT and the KS D statistic, which is uncorrected for small 
sample size, were also presented in the tables. For the other six fit statistics, because of 
different degrees of freedom applied to each item, hypothesis test p values instead of the 
test statistics were used to correlate with the MISFIT indices. Since smaller test p values 
signify misfit, negative correlations between test p values and the MISFIT indices are 
desirable. 
Table 4.5 Correlation between Fit Test Results and MISFIT with CM=1PLM 
Test 
Length 
Sample 
Size KS(D) KS(D*) Q-r 
GM=3 
Q,-G2 
CM=1 
s-z2 S-G2 I2* G2* 
20 500 0.64 0.58 0.15 0.14 -0.15 -0.09 -0.57 -0.55 
1000 0.72 0.67 0.33 0.33 -0.13 -0.11 -0.65 -0.64 
2000 0.69 0.66 0.31 0.31 -0.03 0.01 -0.62 -0.61 
4000 0.70 0.68 N/A N/A 0.14 0.16 -0.29 -0.27 
40 500 0.71 0.72 0.20 0.23 -0.13 0.04 -0.53 -0.50 
1000 0.82 0.84 0.35 0.35 -0.05 0.02 -0.62 -0.60 
2000 0.81 0.89 0.27 0.27 -0.21 -0.12 -0.55 -0.55 
4000 0.81 0.90 0.26 0.26 -0.14 -0.09 -0.52 -0.51 
80 500 0.62 0.74 -0.10 -0.08 -0.31 -0.14 -0.52 -0.50 
1000 0.72 0.83 -0.01 0.00 -0.27 -0.14 -0.44 -0.43 
2000 0.77 0.88 -0.06 -0.05 -0.21 -0.16 -0.43 -0.43 
4000 0.76 0.87 -0.05 -0.04 -0.17 -0.16 -0.35 -0.35 
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Table 4.6 Correlation between Fit Test Results and MISFIT with CM—2PLM 
Test 
Lenqth 
Sample 
Size KS(D) KS(D*) Q,-x2 
GM=3 
fil -G2 
CM=2 
S-X2 S-G2 z2* G2* 
20 500 0.61 0.60 -0.31 -0.26 -0.24 -0.21 -0.30 -0.30 
1000 0.44 0.49 -0.17 -0.17 -0.36 -0.35 -0.40 -0.41 
2000 0.50 0.56 -0.23 -0.23 -0.34 -0.35 -0.51 -0.51 
4000 0.64 0.71 N/A N/A -0.16 -0.16 -0.56 -0.56 
40 500 0.31 0.18 -0.37 -0.30 -0.01 0.10 -0.05 -0.05 
1000 0.47 0.43 -0.16 -0.17 -0.16 -0.12 -0.54 -0.52 
2000 0.64 0.67 -0.17 -0.17 -0.27 -0.26 -0.55 -0.56 
4000 0.64 0.69 -0.13 -0.13 -0.22 -0.25 -0.50 -0.49 
80 500 0.45 0.40 -0.09 -0.08 -0.05 -0.03 -0.21 -0.22 
1000 0.49 0.48 -0.21 -0.21 -0.11 -0.08 -0.38 -0.36 
2000 0.63 0.64 -0.14 -0.14 -0.29 -0.29 -0.51 -0.49 
4000 0.66 0.70 -0.19 -0.18 -0.25 -0.24 -0.46 -0.46 
Table 4.7 Correlation between Fit Test Results and MISFIT with CM=3PLM 
Test 
Length 
Sample 
Size KS(D) KS(D*) Qt-x2 
GM=3 
Q-G2 
CM=3 
s-x2 S-G2 G2 * 
20 500 0.64 0.58 -0.16 -0.17 -0.15 -0.15 0.20 0.14 
1000 0.48 0.42 -0.36 -0.33 -0.35 -0.41 -0.36 -0.43 
2000 0.31 0.24 -0.30 -0.29 0.08 0.04 -0.55 -0.56 
4000 0.60 0.54 -0.39 -0.39 -0.03 -0.07 -0.12 -0.10 
40 500 0.38 0.28 0.25 0.23 0.37 0.35 0.42 0.43 
1000 0.54 0.40 0.07 0.05 0.12 0.17 0.11 0.06 
2000 0.48 0.38 -0.03 -0.03 0.21 0.23 -0.09 -0.10 
4000 0.58 0.54 0.00 0.00 0.16 0.17 0.19 0.16 
80 500 0.20 0.21 0.22 0.24 -0.18 -0.13 0.10 0.11 
1000 0.31 0.25 0.31 0.29 -0.06 -0.02 0.19 0.08 
2000 0.13 0.10 -0.04 -0.04 -0.05 0.03 0.05 0.04 
4000 0.38 0.45 -0.12 -0.13 -0.19 -0.17 -0.03 -0.05 
These tables showed that the KS statistics correlated considerably and consistently 
higher with the MISFIT indices than test p values of other fit statistics. This 
demonstrates the usefulness of the KS statistics in identifying misfit and more importantly 
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the degree of misfit. % * and G * also had moderate correlations with MISFIT, yet 
Qi ~ X1» Q\ ~ G2, S - x2 and S -G2 performed less satisfactorily. 
The tables also showed that several factors affected the correlation coefficients. 
One was the size of misfit. When the 1PLM was used as the calibrating model, in which 
case, there was a greater degree of misfit, the correlations between KS statistics and 
MISFIT range from 0.60 to 0.90. When there was lesser degree of misfit, for instance, 
when a test with 80 items was calibrated using 3PLM, the correlations were moderately 
low to low. This is not surprising as when there is not much misfit, the variation of the fit 
statistics are mostly due to random error, and therefore the fit statistics would be expected 
to correlate poorly with the degree of misfit. Another factor that affected the correlation 
coefficients was sample size. Larger examinee sample size reduced sampling errors and 
tended to enhance the correlations, especially when the calibrating model was 2PLM. 
The effect of test length on the correlations appeared to be less consistent and obvious. 
The non-KS procedures were expected to have negative correlations in tables 4.5 
to 4.7, since test p values, instead of the actual statistics, were used in the computation of 
the correlations. It was noticed that positive correlations appeared at a number of places 
in the table where negative correlations were expected. Some of these positive 
correlations were due to random errors. For instance, when 3PLM was both CM and GM, 
good model data fit was generally expected and variance of the computed fit statistics 
was mostly determined by random errors, which led to both negative and positive 
correlations of modest size. Other positive correlations appeared when serious misfit 
existed and test p values for all or most of the items in the test took the value of zero (i.e., 
rounded to zero through the precision allowed by calibration software). Zero p values for 
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all items would not enable the computation of the correlations, so N/A (Not Applicable) 
was noted in the table on such occasions. Zero p values for most of items in the test 
would lead to misleading correlations, sometimes positive, as these correlations were 
determined by a limited number of observations. 
4.1.4 Discussion 
In summary, the new proposed fit evaluation method was promising. The KS 
statistic was characterized by minimum Type I error rate, moderate power for poor fit, 
and a high correlation with the degree of misfit. The high correlation suggested that the 
KS statistic may be used as a fit index providing valuable information for the degree of 
misfit rather than to serve as a test statistic that gives dichotomous judgment of fit or 
misfit. Again, while no model is ever a perfect reflection of the data it is to summarize 
(Wainer & Thissen, 1987), it is the degree of misfit that we need to investigate and decide 
whether it is acceptable or not, given a particular purpose for the test and the use of the 
model. 
Efforts were also made to explain the conservativeness of the KS statistics. There 
is a possibility that the critical values were not well-established to signify deviation from 
the null distribution. It is questionable if the distribution of the KS statistics would be 
independent of the CDF being tested if there are unknown parameters that must be 
estimated, like the item and examinee parameters in IRT models. The possibility exists 
for adopting more stringent flagging criteria and enlarging the power of the test, as there 
is still space for raising Type I error rate to reach the nominal error rate. However, the 
procedure for approximating the null distribution and setting up the more appropriate 
critical values for the KS statistics needs to be carefully designed. While the null 
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distribution is defined to reflect the perfect situation when there is absolute model data fit, 
the critical values based on it might lead to too many rejections of fit for operational test 
items. This reminds us again of the importance of investigating the consequences of 
model data misfit. It is perhaps more reasonable to determine the acceptable degree of 
misfit through looking at the practical consequences of misfit, and establish criteria to 
flag misfit items accordingly. 
Besides the KS statistic, /2 * and G~ * showed some superiority than other 
statistics, demonstrated by moderate correlations with MISFIT, reasonable type I error 
rate, and fair large power. The problem with Ql -X\ Qi-G2, s -X~ and S-G2 was 
that they tended to reject too many items, especially when the examinee sample size was 
large. 
A related issue which arose from the evaluation of the performance of the studied 
fit procedures has to do with the desired detection rates. Although technically speaking, 
2PLM and 1PLM were “wrong” models for data that conform to 3PLM, and all items 
were supposed to show different degrees of misfit, for some items, however, the degree 
of misfit might be so minor that they should be regarded as being able to provide 
satisfactory fit. Such items might include easy items where the guessing factor was 
inconsequential, or items with the average levels of item discrimination which can be 
more or less fit well by 1PLM. With these considerations, the desired detection rate 
should not be 1.0 but somewhat below 1.0, but again the exact figure should depend on 
the purposes of the model application and the degree of fit intended to be achieved. This 
emphasizes the importance of evaluating the correlations between the fit statistics and the 
true MISFIT index. With the presence of a high correlation, the fit statistic is capable of 
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producing a good detection rate with a desired degree of fit specified. What can be 
expected in terms of detections rates is that a fit statistic should be detecting more misfit 
with CM being 1PLM than 2PLM, and that good fit should be found with CM being 
3PLM, which appeared to be the case with all investigated fit statistics. 
In the discussion and research of model data fit issues, the question is also posed 
as to whether we are interested in testing the applicability of a certain family of 
distributions or a completely specified hypothesis. As was noted in the table presenting 
descriptive information of the degree of misfit quantified using MISFIT, a 3PLM model 
with estimated parameters, which came from the “true” model family, could provide 
worse fit than the estimated 2PLM model with short test length and small sample size. It 
is questionable why the rejection rates under a poorly fit 3PLM should still be called 
“Type I error rates” while detecting misfit items under a better fitting 2PLM is regarded 
as power. The delivered message is that in model selection and application, study of 
estimation accuracy and parameter robustness should be conducted together with fit 
evaluation to help find the balancing point between model parsimony and model fit. 
4.2 Simulation Study II Results 
Simulation study two examined the practical consequences of item misfit on CAT 
administration. In this result section, conditional bias and CSEM resulting from the CAT 
administration were examined to compare the performance of one, two, and three 
parameter IRT models with regard to measurement precision of CAT tests when the true 
underlying model was 3PLM. Test length was manipulated to investigate its influence on 
consequences of misfit. 
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This section consists of three parts. The first part (4.2.1) displays and describes 
the results in terms of CB and CSEM. Scatter plots are provided to better demonstrate 
the results. In the next part (4.2.2), attempts are being made to explain and discuss some 
of the results in detail. The last part of this section (4.2.3) summarizes discussions and 
pointes out limitations of this simulation study. 
4.2.1 Conditional Bias and Conditional Standard Error of Measurement 
Measurement precision was summarized in terms of bias and SEM conditional on 
the 15 zeta levels. Results were compared across different calibrating IRT models and 
different CAT test lengths. 
Figure 4.1 displays the comparison of conditional bias for the three calibrating 
IRT models with test lengths being 30, 40, 50, and 60. Positive bias indicates 
underestimation of examinee ability, and negative bias indicates overestimation of ability. 
The direction and magnitude of bias conditional on different zeta levels were very much 
similar across all test lengths. At lower zeta levels, larger absolute bias was found to be 
associated with longer tests, but overall the impact of test length on estimation bias was 
hardly noticeable from looking at the graph. This was not surprising as increasing the 
number of test items was supposed to help to more accurately estimate bias, rather than to 
remove bias. In situations where there was misfit between the applied model and the 
item responses, it was possible for longer tests to introduce more bias into the resulting 
examinee ability estimates. 
When the applied model conformed to the underlying true model (i.e., when 
3PLM was used), very little bias existed. When 1PLM was applied, positive estimation 
bias was found. The magnitude of the positive bias was particularly substantial at the 
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lower end of the scale. At true zeta score of 154, bias went above 20 regardless of test 
lengths, which indicated considerable underestimation of the examinees' zeta scores with 
an average estimated zeta of below 134. When 2PLM was used for parameter calibration 
and CAT test administration, positive bias also existed at the lower zeta levels, although 
not as sizeable as that in the 1PLM case, and negative bias was found to exist at the upper 
zeta levels. 
Figure 4.2 displays the comparison of CSEM for the three calibrating IRT models 
with varying test lengths. Not surprisingly, CSEM tended to decrease with the increase 
of test length. 2PLM gave satisfactory performance in that its CSEMs were reasonably 
close to 3PLM in magnitude. The larger CSEM for 1PLM was mostly introduced by 
lPLM's assumption of equal discriminating power across items. This assumption 
reduced the chance of selection for those truly informative items and therefore less 
estimation accuracy could be achieved. 
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Figure 4.1 CB for CAT Test Administration Using 1PLM, 2PLM and 3PLM 
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Figure 4.2 CSEM for CAT Test Administration Using 1PLM, 2PLM, and 3PLM 
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4.2.2 Discussion 
In the previous section, results in terms of CB and CSEM were displayed and 
described. In this section, attempts are being made to discuss some of the results. 
Model misfit affects the accuracy of examinee ability estimation in CAT through 
two repetitive phases in test administration: item selection and ability calibration. In 
presence of model misfit, the items selected and administered to an examinee during each 
interim stage of CAT test administration may not be well targeted toward the examinee's 
ability. This happens because almost all item selection algorithms in CAT involve some 
comparison of information functions across items in the pool at the interim ability 
estimate, and information is determined by the estimated item parameters. When item 
parameters have been calibrated to have systematically biased estimates due to the use of 
misfitting models in the pretest calibration stage, the item information functions are 
subsequently erroneously predicted, which directly impacts the probability that an item 
gets selected and administered. For an item, the item information could be uniformly 
overestimated or underestimated across all ability levels. Or, the shape of the 
information function for an item might be altered, leading to the non-uniform bias in the 
estimation of the information. The former situation is caused by the bias in estimation of 
item discrimination, and it has the largest influence on the item selection probability. The 
latter case is mostly due to the bias in estimation of item difficulty and guessing 
parameter, and it also affects the item selection probability, although of a lesser degree 
than the former case. The impact of misfit on item selection usually takes the form of 
larger measurement errors due to the administration of less informative items, yet the 
impact might also include larger bias when the examinees are administered a test that 
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consists only of overly-difficult or overly-easy items, as would be demonstrated later in 
this section. 
Besides item selection and administration, model misfit also has its impact on 
ability calibration at each interim CAT stage. This kind of impact, however, is less 
straightforward to evaluate. This is so because most IRT parameter calibration methods 
make use of the joint likelihood function, which is a data reduction device that captures 
and summarizes all the information contained in the examinee responses. In other words, 
model selection and item parameter estimates influence the ability calibration procedure 
only through the likelihood function. Theoretically, more severe consequences should be 
associated with larger discrepancy between true likelihood function and the likelihood 
function based on the applied IRT model and estimated item parameters. Since the 
likelihood function is dependent on specific set of item responses, it is difficult to 
generalize the comparison of the true and the applied information function, and to 
evaluate the consequences of model misfit in the calibration step. 
After discussing the steps through which model misfit could impact ability 
calibration in CAT, some of the results are further examined and explained. One counter¬ 
intuitive finding was the substantial negative bias at the upper end of the zeta level when 
2PLM was used for calibration and test administration. To explore the causes for this 
finding, the item selection and examinee ability estimates at each interim CAT 
administration step were examined closely for examinees at high proficiency levels. It 
was found that the items that were administered to these examinees did not match their 
abilities well. Rather, the administered items were of much lower difficulties, which 
could easily generate correct responses from those proficient examinees. When an 
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examinee gave correct responses to all or almost all of the administered items, to 
accurately estimate the examinee's ability became a very difficult, if not totally 
impossible, task, as there was no evidence suggesting how higher up on the scale the 
examinee’s ability fell. Normally the ability estimates for these examinees would be 
spuriously high, which explained the negative bias observed at the upper end of the zeta 
scale. 
So what kept the more difficult items from being administered? Since item 
selection was determined by the magnitude of information at the interim ability estimate, 
the results can be better explained by examining test pool information based on the true, 
estimated 1PLM, estimated 2PLM and estimated 3PLM item parameters. Figure 4.3 
shows the comparison of the information. The plot showed that 3PLM replicated the true 
item information well, as the same model was used for data generation and calibration. 
1PLM produced a lower and flatter information line, because item discriminating 
parameter was set to be equal and guessing was neglected in 1PLM. In 2PLM calibration, 
the item pool was estimated to have high information at low proficiency levels but 
extremely low information at high proficiency levels. This indicated that the information 
for the difficult items was considerably underestimated while the information for the easy 
items was overestimated. Since item selection in this simulation study was using item 
information as the sole criterion, this prevented the difficult items from being 
administered to the examinees. 
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Figure 4.3 Comparison of CAT Pool Information Based on True and Calibrated Item 
Parameters 
250 
-3 2-10 1 2 3 
Ability 
Now the question becomes why the information for these difficult items was 
considerably underestimated. Figure 4.4 shows the scatter plot of estimated item 
difficulties (parameterized as b parameter) against discriminations (parameterized as a 
parameter) with the use of 2PLM for calibration. Although the true values of difficulty 
and discrimination were generated independently using 3PLM and were unrelated, it was 
observed that discrimination was severely underestimated for difficult items when 2PLM 
was used for the calibration. In fact, the more difficult an item was, the smaller its 
estimated discrimination could possibly be. 
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Figure 4.4 Scatter Plot of Estimated a and b Parameters Based on 2PLM 
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This was consistent with Yen’s finding (1981) in a simulation study to examine 
the performance of a fit statistic. She noted that when the 3PLM generated the data, the 
3PLM and 2PLM estimated discriminations had a weak relationship, and a strong 
negative correlation was produced between 2PLM estimated discriminations and 
difficulties. The results were due to the fact that 2PLM attempts to fit data with nonzero 
asymptotes by flattening, or decreasing the slope of, the item characteristic curves. This 
was especially an issue for difficult and discriminating items where guessing was 
involved for a large number of examinees. To show how this happened, an example is 
provided below to illustrate the fit of both 3PLM and 2PLM to an item with true item 
parameters generated to be a = 1.77, Z? = 1.91 and c = 0.20. As the item parameters 
suggested, this was a difficult item with high discrimination. The fitted ICC plots 
produced by BILOGMG were presented in Figure 4.5. It was noticed that the 3PLM 
gave reasonably accurate parameter estimates while 2PLM tried to accommodate 
guessing by lowering the a parameter (i.e., the slope of the curve). This pattern appeared 
for almost all difficult items in 2PLM calibration, which explained the underestimation of 
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information for these items and the significant negative bias at high ability levels as 
difficult items were kept from administration with the use of 2PLM. 
Figure 4.5 ICC Plots of the Fit of 3PLM and 2PLM to a Difficult 3PLM-Generated Item 
Item Characteristic Curve: M047 
a= 1.718 b= 1.998 c= 0.206 
Item Characteristic Curve: M047 
a =0.229 b= 3.029 
This emphasized the importance of unbiased estimation of item discrimination for 
the CAT pool when the item selection uses information as selection criterion. When item 
selection probability was changed due to biased estimation of information, items were 
less targeted toward the examinees' ability, and as a result, both bias and SEM could be 
affected. It was explained that for 2PLM negative bias in zeta estimates existed as item 
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discriminations in 2PLM were systematically biased when lower asymptotes existed in 
the response curves but were neglected. For 1PLM, more measurement errors were 
introduced by assuming equal discriminating power across items, while the items that 
produced more information should have had a higher chance of being administered. This 
was demonstrated in Figure 4.9 where the CSEM of 1PLM was significantly larger than 
2PLM and 3PLM. 
So far the negative bias at the upper proficiency levels for 2PLM and the 
generally large CSEM for 1PLM have been discussed. These are just examples of how 
model misfit could affect ability estimation in CAT. The explanation of the rest of the 
results would not be pursued here because of the complicacy in identifying the specific 
impact of poorly estimated item infonnation function on the ability calibration process. 
4.2.3 Limitations and Summary 
The results in this section were strictly based on the specific simulation conditions 
outlined in the study design. If the conditions in the simulation changed, results were 
likely to have changed as well. Some of the influential factors that might affect results 
include number of items in the pool, true item parameter sets that were generated, 
examinee true abilities, CAT item selection algorithm, and CAT ability calibration 
algorithm. Also, although satisfaction of content specifications and exposure control are 
widely accounted for in realistic CAT algorithms, they were not taken into consideration 
in this CAT simulation. Therefore results should be interpreted with caution and should 
not be generalized. 
The study found bias as a direct consequence of model misfit on CAT 
administration. It was not only of quite considerable size but was also consistent across 
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all test lengths, therefore test length did not play a very meaningful role in reducing bias 
or RMSE in CAT administration when model data misfit exited. While there is the 
common conception that test length is a useful tool for improving the precision of ability 
estimation, it is also important to learn the limitations to what test length increase could 
achieve in the presence of model misfit. Although not as sizable as bias, measurement 
error is another consequence of model misfit, which is more associated with 1PLM than 
2PLM application. Since 1PLM does not evaluate items’ discriminating power during 
item selection, it tends to produce larger measurement errors than the 2PLM application. 
This study emphasizes the importance of examining the consequences of model 
data misfit during evaluation of model usability. 2PLM is generally regarded as being 
able to provide reasonably good fit to 3PLM data, but this should not justify the use of 
2PLM in the presence of 3PLM data without first evaluating the consequences of 2PLM 
application. In this simulation study it was shown that although 2PLM produced quite 
small CSEM in CAT administration, it did produce significant bias that cannot be ignored. 
Part of this is due to the bias in 2PLM estimates of item information, which might be of 
less significance in other IRT applications than in CAT, where item information function 
plays an import role in most CAT item selection algorithms. 
4.3 Simulation Study III Results 
Simulation study three was conducted to examine the practical consequences of 
model data misfit on equating. In this study, Stocking-Lord procedure was applied to 
equate the new form test to the reference form scale with varying anchor lengths and 
examinee sample sizes. The equating was conducted and raw-score to raw-score 
conversion tables were produced based on item parameters calibrated using 1PLM, 
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2PLM and 3PLM as well as true 3PLM item parameters. Conversion tables were 
obtained by finding the number correct (NC) score on the new test form that corresponds 
to each NC score on the reference form. The conversion table based on the true 3PLM 
item parameters was expected to reveal the true relationship between NC scores from the 
two equated forms, and IRT model performance was evaluated through examining the 
capability of the applied model to recover the true raw-score to raw-score conversion 
table. 
4.3.1 Conditional Equating Errors 
Let NC"'IC denote the NC score on the new form that corresponds to a score of j 
— ip — ip 
on the reference form based on the true 3PLM item parameters. And let NC j , NCj 
-—-3/> 
and NC j denote the estimated NC score on the new form that corresponds to a score of 
j on the reference form based on item parameters calibrated using 1PLM, 2PLM, and 
3PLM respectively. The equating error conditional on each raw score j on the reference 
form is defined for the three applied models as 
CE)P= NC"™ - NCj , 
CE1P = NC"™ - NC]P, and 
CE)P = NC"™ - NC)P. 
Although both the reference form and the new form consist of 70 items, equating 
errors were only reported conditional on NC scores from 15 to 68 on the reference form. 
This was so because of the difficulty in estimating the ability levels for examinees 
answering almost all items correct or answering fewer items correct than simply guessing 
based on the true 3PL model. In other words, it was difficult to identify the points on the 
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common ability scale that would correspond to those NC scores outside the range of 15 to 
58 on the reference form, and consequently the expected NC on the new form based on 
these ability points could not be determined and association between the leference and 
new NC scores could not be established. For 1PLM and 2PLM, raw score conversions 
for some of the lower NC scores might be able to be determined as these models assume 
no lower asymptotes for the response curves, but since there lacked true conversions at 
these raw score points as base for comparison and error calculation, the results based on 
1PLM and 2PLM conditional on raw score points outside the range of 15 to 58 would not 
be discussed. 
Figure 4.6 shows the equating errors for each calibrated model conditional on 
each NC score between 15 and 58 on the reference form under each simulated condition. 
It was noticed that examinee sample size had a larger impact on the equating results than 
anchor length, and therefore results were discussed below with sample size being the 
larger category, and with anchor length being the conditions under sample size. 
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Figure 4.6 Conditional Equating Errors Based on 1PLM, 2PLM and 3PLM 
Conditional Equating Errors Conditional Equating Errors 
Anchor # = 20 Examinee # = 800 Anchor = 30 Examinee = 800 
Conditional Equating Errors 
Anchor = 40 Examinee = 800 
Conditional Equating Errors 
Anchor = 20 Examinee = 4000 
Conditional Equating Errors 
Anchor = 30 Examinee = 4000 
Continued, next page. 
84 
E
qu
at
in
g 
E
rr
or
 
E
qu
at
in
g 
E
rr
or
 
E
qu
at
in
g 
E
rr
or
 
Figure 4.6 continued. 
Conditional Equating Errors 
Anchor = 40 Examinee = 4000 
Conditional Equating Errors Conditional Equating Errors 
Anchor = 20 Examinee = 10000 Anchor = 30 Examinee = 10000 
Conditional Equating Errors 
Anchor = 40 Examinee = 10000 
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With sample size being 800, none of the models gave satisfactory performance 
due to parameter estimation errors caused by insufficient sample size. When the anchor 
length was 20, 2PLM performed better than 1PLM and 3PLM. This was probably 
because 2PLM provides more stable parameter estimates than 3PLM under small sample 
size and at the same time it takes into account differential item discrimination, which 
better describes the data than 1PLM. When the anchor length was 30 or 40, 3PLM 
produced smaller errors although the improvement was minute. On the other hand, the 
results of 2PLM did not seem to have improved with the increase of anchor length. From 
the plots, it was difficult to judge which of the two models, 2PLM or 3PLM, gave better 
performance with 30 or 40 anchor items. 1PLM consistently gave unsatisfactory 
performance regardless of anchor lengths. 
When examinee sample size was 4000, 2PLM and 3PLM produced almost 
equally satisfactory results with equating errors falling mostly between -1 and +1 at all 
anchor lengths, showing significant advantages of the two models over 1PLM, which 
produced equating errors up to 2.5 in absolute value. The performance of 1PLM 
improved very slightly when the sample size increased from 800 to 4000. The equating 
errors got smaller for 2PLM and 3PLM with the increase of anchor length, although the 
results for 1PLM did not seem to have been impacted. 
When examinee sample size reached 10000, 2PLM and 3PLM gave satisfactory 
performance especially at the reference NC score range of 20 to 60 where the equating 
errors were consistently below half a point. Even with 20 anchor items, the equating 
errors produced by 2PLM and 3PLM were quite acceptable, and again, more anchor 
items were shown to bring down the equating errors further. There was little evidence 
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suggesting that 3PLM performed significantly better than 2PLM. For 1PLM, the 
equating errors were consistently large regardless of sample size and anchor length. 
4.3.2. Discussion and Summary 
The simulation results in this study showed that although supposedly 2PLM fitted 
the simulated data less adequately than 3PLM, it performed almost as well as 3PLM in 
that its conversion errors were reasonably small at the reported reference NC score range. 
In fact, with sample size of 800 and anchor length of 20, it produced smaller errors than 
3PLM, as 2PLM parameter estimation is more robust against small sample size than 
3PLM. However, it is reminded 2PLM was providing misleading conversion information 
at the reference NC points below the reported range, where scores were assumed to be the 
outcome of simply guessing behavior and where there supposed to be no real conversion 
relationship existing between reference and new NC scores. Therefore when 2PLM has 
to be used for equating of data that are better described by 3PLM, it is important that the 
lowest obtainable score on the tests be set above the expected NC score based on simply 
guessing so that misleading information is not conveyed. 
The results showed that 1PLM performed less well than 2PLM and 3PLM 
regardless of examinee sample size and anchor length. The conditional equating errors 
were as high as 2.6 score points in absolute value for conversions at some of the lower 
NC scores. Since equating errors did not appear to be effectively reduced by increasing 
sample size or anchor length, caution must be used when 1PLM is used for equating of 
3PLM data, which is not uncommon with the wide application of 1PLM to the calibration 
of multiple-choice items which have been found to fit 3PLM much better. 
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The two factors manipulated in the study were examinee sample size and anchor 
test length. When the examinee sample size was 800, none of the models gave 
satisfactory performance regardless of anchor lengths. But performance was significantly 
improved when the sample size was 4000 and 1000. This is an indication that 800 is 
insufficient sample size for conducting reliable IRT equating, partly because the data 
were generated from 3PLM, which requires a large enough sample to obtain reliable 
parameter estimates. Although anchor length was also shown to help improve equating 
results, it appeared to have less impact on the results than sample size, once the minimum 
anchor length of 20 was reached. Also, it is noticed that increasing anchor length or 
sample size only helped to reduce equating errors when the applied model (e.g. 2PLM 
and 3PLM) could provide a reasonably good fit to the data, but not when 1PLM was 
applied. 
Examining the consequences of model data misfit on equating is a difficult topic 
as the comparison of model performance can be easily confounded by many factors that 
impact equating results. Examinee sample size and anchor test length are only two of 
these factors. Other factors (e.g., the comparability of the two forms, the difficulty of the 
anchor tests, and the equating procedure used) that were not manipulated in this 
simulation study make results unable to be generalized. The purpose of this study was to 
provide an example to demonstrate the importance of examining the consequences of 
model data misfit before model applications, and results from this study can only be 
interpreted based on the particular simulation conditions specified in this study. If some 
of the conditions were changed, conclusions might have changed as well. Because of the 
sensitivity of equating results, it is recommended that in practice consequences of model 
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misfit on equating should be examined with simulation conditions specified to emulate 
the operational environment. 
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CHAPTER 5 
CONCLUSION 
With IRT being widely applied in the field of educational and psychological 
testing, the topic of IRT model data fit is of more and more interest to test developers and 
measurement practitioners. Since misfit between an IRT model and empirical data may 
potentially threaten the realization of IRT model advantages, it is important that fit be 
evaluated before model applications. Problems and concerns raised over the years with 
regard to IRT model data fit fall into two major categories. One category relates to the 
performance of goodness-of-fit tests. With some well-known problems associated with 
the traditional chi-square statistics, goodness-of-fit tests that give better performance 
characterized by minimal error and maximal power are desired. Most research studies on 
fit belong to this category where new or modified goodness-of-fit tests are proposed and 
compared to each other in terms of power and type I error rate. The second category has 
to do with the practical implications of misfit. In other words, what should be done 
when statistical tests indicate misfit? Is the model still usable or a better fitting model 
should be used instead? Should all items that are identified by the significance tests as 
misfit items be removed? These are some of the questions that test developers and 
measurement statisticians are confronted with in operational practice. There is no agreed 
upon solution to these questions; rather, the answers depend on the specific conditions 
based on which the questions are raised. Some important factors that need to be taken 
into account include the degree of misfit, the purpose of the IRT application and how 
high-stakes the application is. In other words, what are the practical consequences of 
misfit and are the consequences bearable? Currently, very few research studies have 
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been conducted in the area of investigating consequences of misfit, but the importance of 
the topic is gradually being recognized. 
The purpose of this thesis was to address the above-mentioned concerns in model 
data fit evaluation. A new fit procedure was proposed in the thesis that overcomes many 
problems associated with the traditional chi-square statistics. Some of its advantages 
include avoiding arbitrariness which is involved in the classification of examinees into 
ability subgroups, and easy adaptations to polytomous data. Most encouragingly, the fit 
statistic was found to correlate consistently higher than the commonly used fit statistics 
with the true size of misfit, which makes it a useful index to estimate the degree of misfit, 
which is often of interest but unknown in practice. The new statistic, however, is not 
without its own problems. The major issue is the inappropriately defined null distribution 
and critical values. In this study, pre-established critical values for Kolmogorov-Smimov 
test were used to perform hypothesis testing, which was shown to be inappropriate for the 
proposed statistic most probably because some of the Kolmogorov-Smimov assumptions 
were not fully met. As a result, the new statistical test appeared to be less powerful, but 
less susceptible to type I error rate either. Therefore, while the new method is promising 
and shows great potential through its correlation with the degree of misfit, more research 
still needs to be conducted to establish more appropriate critical values, so that the Type I 
error rate could be raised to the nominal level and power for detecting misfitting items 
can be increased. 
The practical consequences of model data misfit is a more sophisticated research 
topic as results are only meaningful when interpreted based on specific testing situations. 
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Therefore, instead of trying to identify the universal consequences of misfit, this thesis 
was dedicated to provide examples of how practical consequences of misfit can be 
assessed in two of the most important IRT applications: CAT and equating. For each 
application, a simulation study was conducted to investigate the consequences of 
applying 1PLM and 2PLM to data that were generated from 3PLM. In CAT, neither 
1PLM nor 2PLM gave satisfactory performance in comparison to 3PLM. 1PLM 
produced sizable bias and SEM as it ignored item discriminating power during item 
selection, and 2PLM produced significant bias as 2PLM calibrations were inclined to 
underestimate discrimination for difficult items, which reduced the selection chance for 
these items. In the equating study, 2PLM and 3PLM performed equally well, while 
1PLM led to considerable conversion errors. These simulation studies further 
emphasized the importance of examining the consequences of misfit during evaluation of 
model usability. It is noticed that although theoretically 2PLM cannot provide a perfect 
fit to 3PLM data, there is minimum consequence if 2PLM is used to equate 3PLM data 
and if number correct scores are to be reported. This, however, is not true in CAT given 
the important role that item information function plays in most CAT item selection 
algorithms. 
One of the limitations of the studies in this thesis is that they were conducted 
based on the specific simulation conditions and the specific set of examinee and item 
parameters, therefore results should be interpreted with caution. Since replications were 
not conducted, some of the results might be due to idiosyncrasies of the specific set of 
data simulated, and should not be generalized. There is need in future research to 
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conduct replications to confirm and explain some of the current findings, so that these 
results can be more informative. 
Future research can also be carried out in a number of other areas. As mentioned 
earlier, more appropriate null distribution and critical values need to be established for 
the new statistical procedure, so that its Type I error rate could be raised to the nominal 
level and power for detecting misfitting items can be increased. With regard to the 
consequence studies, there is need for more simulation studies to be conducted under 
different simulation conditions and also in other important areas of IRT applications, so 
that a more comprehensive evaluation of the consequences of IRT model misfit can be 
obtained. 
In this thesis, procedures for evaluating the three commonly-used uni-dimensional 
IRT models (i.e., 1PLM, 2PLM and 3PLM) were investigated and explored. These 
models were chosen because of their popularity and simplicity. Future research is needed, 
however, to extend the current work to polytomous and multi-dimensional IRT models, 
which are more and more widely applied in operational analysis of testing data. 
All in all, the importance of model data fit in the application of IRT models 
cannot be over-emphasized, and fit should be evaluated both through goodness-of-fit 
statistical tests and through examining practical consequences of misfit. While IRT 
models can almost never provide a perfect fit to the test data, evidence is substantial that 
they provide an excellent framework for solving measurement problems. At the same 
time, it is clear from this study that statistics to identify misfitting items are available, and 
when used correctly can improve the utility of IRT modeling for measurement problem¬ 
solving. 
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