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THE STRUCTURE OF COMBINATORIAL MARKOV
PROCESSES
HARRY CRANE AND HENRY TOWSNER
Abstract. Every exchangeable Feller process taking values in a suit-
ably nice combinatorial state space can be constructed by a system of
iterated random Lipschitz functions. In discrete time, the construction
proceeds by iterated application of independent, identically distributed
functions, while in continuous time the random functions occur as the
atoms of a time homogeneous Poisson point process. We further show
that every exchangeable Feller process projects to a Feller process in an
appropriate limit space, akin to the projection of partition-valued pro-
cesses into the ranked-simplex and graph-valued processes into the space
of graph limits. Together, our main theorems establish common struc-
tural features shared by all exchangeable combinatorial Feller processes,
regardless of the dynamics or resident state space, thereby generalizing
behaviors previously observed for exchangeable coalescent and fragmen-
tation processes as well as other combinatorial stochastic processes. If,
in addition, an exchangeable Feller process evolves on a state space sat-
isfying the n-disjoint amalgamation property for all n ≥ 1, then its
jump measure can be decomposed explicitly in the sense of Lévy–Itô–
Khintchine.
1. Introduction
Many combinatorial Markov processes exhibit common mathematical be-
haviors regardless of the resident state space. Initial observations come
from the field of mathematical population genetics, where Kingman [22]
introduced his coalescent process as a model for the evolution of ancestral
lineages looking backwards in time. The simple dynamics of Kingman’s
coalescent—each pair of lineages merges independently at unit exponential
rate—produce the family of [n]-coalescents, where for each n ≥ 1 the [n]-
coalescent is a Markov process on partitions of [n] := {1, . . . , n}. Each
[n]-coalescent is exchangeable, that is, invariant under relabeling [n] by any
permutation, and together the family of all [n]-coalescents is sampling con-
sistent, that is, the process obtained by removing all elements in [n] \ [m]
from an [n]-coalescent behaves as an [m]-coalescent. Kingman’s coalescent
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is the projective limit of [n]-coalescents to an exchangeable Feller process on
partitions of N := {1, 2, . . .}.
Since its inception, coalescent theory has played a significant role in pop-
ulation genetics and stochastic process theory. Pitman [25] and Schweins-
berg [28] later expanded upon Kingman’s coalescent by allowing multiple
blocks to merge at once. Together, Kingman’s coalescent and multiple
merger coalescents describe the behavior of all exchangeable, consistent coa-
lescent processes, recalling the representation of Lévy processes [6, Chapter
1] as an independent superposition of Brownian motion with drift, com-
pound Poisson process, and pure jump martingale. There are analogous
decompositions for homogeneous fragmentation processes [7] and exchange-
able fragmentation-coalescent processes [5], which combine the dynamics of
coalescence and fragmentation. See [8, 26] for many other deep connections
between random partitions and stochastic process theory.
The transitions of coalescent, fragmentation, and fragmentation-coalescent
processes are specified most compactly in terms of the coagulation and frag-
mentation operators, which determine a class of Lipschitz continuous func-
tions on the space of partitions. The ensuing descriptions of these processes
by an iterated composition of Lipschitz continuous functions imply the Feller
property, and ultimately Poissonian structure. As our main theorems show,
Lévy–Itô structure occurs much more generally as a consequence the ex-
changeability and sampling consistency conditions without any further as-
sumption on the dynamics or state space. These outcomes establish a link
between exchangeable Feller processes on a broad class of combinatorial
spaces and systems of iterated random functions, which arise much more
broadly in statistics and applied probability problems on more general state
spaces; see [13] for a general survey. Exchangeable combinatorial stochastic
processes also play an important role in certain Bayesian nonparametrics
and hidden Markov modeling applications; see, for example, [11,15].
Given the common behaviors exhibited by these processes with different
dynamics on different state spaces, it is natural to ask the extent to which
the observed behavior reflects a universal property of combinatorial Markov
processes. This consideration strips away specific attributes of the afore-
mentioned processes. For example, the coalescent and fragmentation-type
processes are defined to have specific semigroup behavior, while cut-and-
paste and graph-valued processes are defined on state spaces with sufficiently
tractable structure.
The discussion establishes shared elements of combinatorial stochastic pro-
cesses obeying minimal regularity conditions, namely exchangeability, càdlàg
sample paths, and the Feller property, but which can otherwise evolve on
exotic state spaces. Our main theorems prove a generic representation of
discrete and continuous time Markov processes that evolve on a Fraïssé
space, culminating in a refined description for processes on a space with the
additional <ω-disjoint amalgamation property (<ω-DAP). We borrow the
terms Fraïssé space and <ω-disjoint amalgamation property from the model
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theory literature on homogeneous structures. The former term describes
a broad class of combinatorial spaces satisfying the basic property that all
elements of the state space embed into a single universal object, called the
Fraïssé limit. By the Feller property, the dynamics of these processes are
determined by the behavior at the Fraïssé limit, mimicking the structure of
Lévy processes, which are characterized by their behavior at the origin, and
eliciting a nice representation of the infinitesimal jump rates. Though the
terminology of Fraïssé limits and other notions from model theory may be
unfamiliar to many readers, the setting is quite natural and merely extends
many comfortable ideas to a more general setting. Each of the familiar
examples mentioned above, whether processes valued in the space of set
partitions, graphs, or hypergraphs, and many other processes of natural in-
terest in applications, such as those evolving on orderings, k-colorings, or
more intricate structures, evolve on a Fraïssé space.
Though our main theorems emphasize universal structural properties among
combinatorial Markov processes, our main discussion also highlights key dif-
ferences between certain common spaces that arise. The nature of our repre-
sentation boils down to the way in which substructures fit together to form
larger structures, a notion we make precise in due course. A well known but
poorly understood illustration of this discrepancy is seen by comparing the
representations of exchangeable coalescent and fragmentation processes [8]
to those of cut-and-paste [9] and graph-valued processes [10]. Comparing
Theorems 3.2 and 8.10 reveals this distinction as part of a larger phenome-
non of combinatorial stochastic processes.
Ultimately, our main results draw a connection between the Lévy–Itô–
Khintchine representation for Lévy processes and infinitely divisible distri-
butions in probability theory [6, Chapter 1], Fraïsse’s theorem and countably
categorical structures in model theory [17, Chapter 6], and graph limits
and limits of more general combinatorial structures in combinatorial the-
ory [4, 24].
1.1. Outline. We organize the rest of the article as follows. We provide pre-
liminary definitions, notation, and exposition in Section 2. We summarize
our most general theorems in Section 3, delaying the more nuanced Lévy–Itô
representation to Section 8. In Sections 4 and 5, we collect the necessary
background on combinatorial state spaces and relatively exchangeable struc-
tures. In Section 6, we prove Theorem 3.1 and other theorems for discrete
time Markov chains. In Section 7, we prove Theorem 3.2 for continuous
time processes. In Section 8, we prove the Lévy–Itô–Khintchine representa-
tion for combinatorial Markov processes, our main result. In Section 9, we
discuss the projection of exchangeable combinatorial Feller processes to a
Feller process in an appropriate space of limit objects.
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2. Preliminaries
To establish results in the above generality, we draw on concepts from
model theory and first-order logic. Understanding that the reader may come
from any one of several backgrounds, we often spell things out more explicitly
than a specialist would require. The conditions imposed, though abstract in
appearance, are actually quite natural and nonrestrictive, as many examples
make apparent throughout the text. We avoid specialized terminology as
much as possible.
2.1. Combinatorial structures. A signature is a finite set of relation sym-
bols L = {R1, . . . , Rr} together with, for every j = 1, . . . , r, a positive integer
ar(Rj), called the arity of Rj. For any set S, an L-structure (over S) is a
collection M = (S,R1, . . . ,Rr), where Rj ⊆ S
ar(Rj) for each j ∈ [1, r] := [r].
For any L-structure M = (S,R1, . . . ,Rr), we write domM := S to denote
the domain or universe of M and RMj := Rj, j ∈ [r], to denote the interpre-
tation of Rj in M. For any M = (N, R
M
1 , . . . , R
M
r ), we also write
RMj (~x) :=
{
1, ~x ∈ RMj ,
0, otherwise.
We write LS to denote the set of all L-structuresM for which domM = S.
Specifically, LN denotes L-structures with domM = N and L[n] denotes L-
structures with domM = [n]. Writing |S| to denote the cardinality of a set
S, we call M finite if |domM| <∞. If domM is countable then we call M
countable and without loss of generality we assume domM = N.
Example 2.1 (Common examples). The concept of an L-structure gener-
alizes many common combinatorial structures, for example, subsets, parti-
tions, orderings, directed and undirected graphs, k-ary hypergraphs, and
composite structures.
• Sets: a subset A ⊆ S can be represented as an L-structure M =
(N,R) with L = {R} having ar(R) = 1 and R = A.
• Partitions: a partition π of S is a collection of nonempty, disjoint
subsets {B1, B2, . . .}, called blocks, satisfying
⋃
i≥1Bi = S. We can
represent π as an L-structureM = (S,R) with L = {R} and ar(R) =
2 by
(i, j) ∈ R ⇐⇒ i and j are in the same block of π.
• Graphs: a directed graph G with vertex set S and edges E ⊆ S ×S
is also an {R}-structure with ar(R) = 2. In this case, M = (S,R)
has
(i, j) ∈ R ⇐⇒ G has an edge from i to j ⇐⇒ (i, j) ∈ E.
(An undirected graph can be described similarly with the additional
symmetry constraint: (i, j) ∈ R if and only if (j, i) ∈ R.)
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• Orderings: an ordering of S is a binary relation ≺S such that for
all i, j ∈ S with i 6= j
(i) either i ≺S j or j ≺S i, but not both, and
(ii) i ≺S j and j ≺S k implies i ≺S k.
We can represent ≺S as an L-structureM = (S,R) having ar(R) = 2
such that
(i, j) ∈ R ⇐⇒ i ≺S j.
• Graphs with partition structure: consider L = {R1, R2} with
ar(R1) = ar(R2) = 2. Let R1,R2 ⊆ N×N be such that (N,R1)
is an undirected graph and (N,R2) is a partition of N. Then M =
(N,R1,R2) is an L-structure representing a graph (N,R1) with com-
munity structure described by the partition (N,R2). Graphs with a
partition of vertices are often referred to as networks with community
structure in the networks literature.
Note that, although partitions and graphs have the same signature, Markov
processes behave differently on these two spaces. It is instructive to keep
these two examples in mind as we continue the general exposition. We
discuss the differences between these cases further beginning in Section 4.1.
Every injection φ : S′ → S determines a map LS → LS′ , M 7→ M
φ :=
(S′,Rφ1 , . . . ,R
φ
r ), with
(1) Rφj (s1, . . . , sar(Rj)) = Rj(φ(s1), . . . , φ(sar(Rj)))
for each (s1, . . . , sar(Rj)) ∈ N
ar(Rj ). In particular, every permutation σ : S →
S determines a relabeling of M ∈ LS and, when S
′ ⊂ S, the inclusion map,
i 7→ i, determines the restriction of M to LS′ by
M|S′ := (S
′,R1 ∩ S
′ ar(R1), . . . ,Rr ∩ S
′ ar(Rr)).
For L-structures N,M, we call φ : domN→ domM an embedding of N into
M, denoted φ : N→ M, if Mφ = N. We write N ⊆M to denote that N is
an embedded substructure of M, that is, domN ⊆ domM and M|domN = N.
Two L-structures M and N are isomorphic, written M ∼= N, if there is a
bijection φ : domN→ domM such that Mφ = N and Nφ
−1
= M.
We equip LN with the product discrete topology induced by the ultramet-
ric
(2) dLN(M,M
′) := 1/(1 + sup{n ∈ N : M|[n] = M
′|[n]}), M,M
′ ∈ LN,
with the convention that 1/∞ = 0. Under this metric, LN is complete,
separable, and compact. We equip LN with the Borel σ-field generated by
the restriction maps ·|[n] : LN → L[n], n ∈ N, and we write A⊆Borel LN to
denote that A is a Borel subset.
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2.2. Combinatorial Markov processes. We are primarily interested in
stochastic processes on subspaces of L-structures that behave nicely with
respect to the natural actions of relabeling and restriction, as for the coales-
cent and other processes mentioned in Section 1. We focus specifically on
processes with the Markov property.
In the following definition and throughout the article, L is a signature, S
is an at most countable set, T is either Z+ := {0, 1, . . .} (discrete time) or
R+ := [0,∞) (continuous time), and XS ⊆ LS is a set of L-structures which
is closed under isomorphism and is equipped with the trace of the Borel
σ-field on LN and the topology induced by the ultrametric in (2).
Definition 2.2 (Markov property). A family of XS-valued random struc-
tures (Xt)t∈T satisfies the Markov property if the σ-fields σ〈Xs〉s<t and
σ〈Xs〉s>t are conditionally independent given σ〈Xt〉 for all t ∈ T , where
σ〈·〉 is the σ-field generated by ·.
Definition 2.3 (Combinatorial Markov process). A combinatorial Markov
process on XS is a collection X = {XM : M ∈ XS}, where each XM =
(Xt)t∈T is XS-valued, has X0 = M, and satisfies the Markov property with
a common time homogeneous transition law
(3) Ps(x,A) := P{Xt+s ∈ A | Xt = x, X0 = M}, s, t ∈ T, A⊆Borel XN ,
for all M ∈ XS.
Remark 2.4 (Notation and terminology). Combinatorial Markov processes
exhibit different behaviors in discrete and continuous time. We avoid confu-
sion by calling X aMarkov chain when time is discrete and aMarkov process
when time is continuous. To further distinguish these cases, we index time
by m = 0, 1, . . . in discrete time and t ∈ [0,∞) in continuous time. When
speaking generically about discrete and continuous time processes, as we do
in this section, we employ the notation and terminology of the continuous
time case.
Definition 2.5 (Exchangeable processes). A combinatorial Markov process
X = {XM : M ∈ XS} is exchangeable if its transition law (3) satisfies
(4) Ps(x,A) = Ps(x
σ, Aσ), x ∈ XS, A⊆Borel XS,
for all s ∈ T and all permutations σ : S → S, where Aσ := {x′σ : x′ ∈ A}.
When S is countable, without loss of generality S = N, we assume the
further minimal condition that every XM ∈ X has càdlàg sample paths with
probability 1, that is, the map t 7→ Xt is right continuous and has left
limits. In the product discrete topology, the càdlàg sample paths property
is equivalent to the condition that every embedded processXSM := (Xt|S)t∈T ,
with S ⊂ N finite, stays in each state it visits for a strictly positive hold
time with probability 1. When S is finite or T = Z+, the càdlàg paths
assumption is implicit in the Markov assumption of Definition 2.3.
The stronger property of projectivity, or sampling consistency, is a com-
mon assumption in statistical applications.
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Definition 2.6 (Projective Markov property). We say that X = {XM :
M ∈ XS} exhibits the projective Markov property, or is consistent under
subsampling, if XS
′
M := (Xt|S′)t∈T satisfies the Markov property on XS′ for
every S′ ⊆ S and M ∈ XS.
Under the projective Markov property, X determines a combinatorial
Markov process XS
′
:= {XS : S ∈ XS′} on XS′ , for every S
′ ⊆ S, by
taking XS=DX
S′
M for any M ∈ XS with M|S′ = S. Since X[n] is finite
for every n ∈ N, the projective Markov property implies that each XM has
càdlàg sample paths with probability 1.
Our main theorems pertain to processes that evolve on certain Fraïssé
spaces XN ⊆ LN, which we define formally in Definition 4.11 as a natural
generalization of a combinatorial state space. The key feature of a Fraïssé
space is that it contains a universal representative F ∈ XN such that every
M ∈ XN embeds into F. In Theorem 4.26 we prove that the projective
Markov property is equivalent to the Feller property for exchangeable pro-
cesses on Fraïssé spaces.
The Markov semigroup of an XS-valued Markov process X is a family of
operators (Pt)t∈T which acts on bounded, measurable functions g : XS → R
by
(5) Ptg(M) := E(g(Xt) | X0 = M), M ∈ XS .
Definition 2.7 (Feller property). An XS-valued Markov processX = {XM :
M ∈ XS} with semigroup (Pt)t∈T has the Feller property if, for all bounded,
measurable g : XS → R,
• M 7→ Ptg(M) is continuous for all t ∈ T and
• limt↓0Ptg(M) = g(M) for all M ∈ XS.
Most important for our purposes is that the infinitesimal generator, which
determines the behavior of X, always exists for Feller processes. Our main
theorems characterize this infinitesimal generator under general conditions
on the state space XN .
From here on we refer to X interchangeably as an exchangeable, projective
Markov process, an exchangeable, consistent Markov process, or an exchange-
able Feller process.
2.3. Lipschitz continuous functions. A function F : XS → XS is Lips-
chitz continuous if
(6) dXS (F (M), F (M
′)) ≤ dXS (M,M
′), for all M,M′ ∈ XS,
where dXS (·, ·) is the ultrametric on XS ⊆ LS induced from (2). For any
S ⊆ N, we write Lip(XS) to denote the set of Lipschitz continuous functions
XS → XS.
Remark 2.8. The Lipschitz condition is natural in the context of projective
Markov processes. In our characterization of discrete time Markov chains
(Theorem 3.1), Lipschitz continuous functions F act as random transition
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operators that relate the state Xm = M at time m to Xm+1 = F (M) at
time m+1. The ultrametric property of (2) implies that F (M)|[n] depends
only on M|[n], so that the Lipschitz continuous functions are those which
can determine the restriction of (Xt)t∈T to X[n] at time m+1 by considering
only the restriction to X[n] at time m, as is needed to fulfill the projective
Markov property. The role of Lipschitz continuous functions in describing
continuous time processes (Theorem 3.2) is more intricate but analogous to
the discrete time case.
We define the restriction of F ∈ Lip(XN) to a function F
[n] : X[n] → X[n],
n ∈ N, by
(7) F [n](S) := F (M)|[n], S ∈ X[n],
where M ∈ XN is any structure such that M|[n] = S. Thus, Lip(XN) also
comes equipped with the product discrete topology and Borel σ-field induced
by the analog of (2):
(8)
dLip(XN )(F,F
′) := 1/(1 + sup{n ∈ N : F [n] = F ′[n]}), F, F ′ ∈ Lip(XN).
Since XS is closed under isomorphism, any permutation σ : S → S acts
on F ∈ Lip(XS) by conjugation, F 7→ σFσ
−1, defined by (σFσ−1)(M) :=
F (Mσ)σ
−1
.
Definition 2.9 (Conjugation invariance). We call F ∈ Lip(XS) conjugation
invariant if σFσ−1 is Lipschitz continuous for all permutations σ : S → S.
Remark 2.10. As we prove in Proposition 5.9, conjugation invariance is
a natural strengthening of the Lipschitz condition, saying that F (M)|S de-
pends only on M|S for any subset S, whereas Lipschitz continuity only
ensures this when S = [n] for some n ∈ N. Conjugation invariance is the
strongest reasonable requirement to ensure that the transition functions are
determined locally.
Definition 2.11 (Exchangeable measure). We call a measure µ on Lip(XN)
exchangeable if
(9) µ({F ∈ Lip(XN) : F
[n] ∈ A}) = µ({F ∈ Lip(XN) : σF
[n]σ−1 ∈ A})
for all A⊆Borel Lip(X[n]) and all permutations σ : [n] → [n], for all n ∈
N. Specifically, a probability measure µ is exchangeable if F ∼ µ implies
F (Mσ)=D F (M)
σ for all permutations σ : N → N and all M ∈ XN , where
=D denotes equality in distribution.
2.4. Notation. We adopt the following notational conventions: L and L′
always are signatures, M is always an L-structure, and X is always a random
L-structure. In general, we use fraktur letters, M, N, S, T, to denote
structures with the base set indicated by the corresponding plain Roman
letters, M , N , S, T , respectively. When no confusion will result, we often
write ~s ∈ S to denote that ~s = (s1, . . . , sk) is a tuple in S without specifying
its length.
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Capital letters at the end of the alphabet X,Y,Z denote random struc-
tures and X = (Xt)t∈T denotes a family of random structures. We write
X=D X
∗ to mean that X and X∗ are equal in distribution, and for pro-
cesses we write X=DX
∗ to mean that X and X∗ have all of the same
finite-dimensional distributions. For ~x = (x1, . . . , xk), we write rng ~x =
{x1, . . . , xk} for the set of distinct elements in ~x and we write ~y ⊑ ~x to
indicate that ~y occurs as a subsequence of ~x, that is, there are indices
1 ≤ i1 < · · · < im ≤ k such that ~y = (xi1 , . . . , xim).
3. Summary of main theorems
We now state two of our main theorems, saving many technical details for
later. We delay a formal statement of our most precise theorems, including
the Lévy–Itô–Khintchine representation and properties of the projection into
a space of limit objects, until Theorems 6.3, 8.10, 9.4, and 9.5.
Throughout the section, L is a fixed signature and XN ⊆ LN is closed
under isomorphism and satisfies the conditions of a Fraïssé space, which we
define in Definition 4.11. Model theorists will recognize a Fraïssé space as
a collection of countable combinatorial structures satisfying the hereditary
property (Definition 4.4), joint embedding property (Definition 4.5), and
disjoint amalgamation property (Definition 4.6). We discuss the motivation
and consequences of these properties throughout Section 4.
3.1. Discrete time Markov chains. Given any probability measure µ on
Lip(XN), we construct the standard µ-process X
∗
µ := {X
∗
M,µ : M ∈ XN} on
XN by taking F1, F2, . . . independent, identically distributed (i.i.d.) from µ
and putting X∗M,µ := (X
∗
m)m∈Z+ with X
∗
0 = M and
(10) X∗m+1 = Fm+1(X
∗
m) = (Fm+1 ◦ Fm ◦ · · · ◦ F1)(M), m ≥ 0.
Theorem 3.1. Let X be a discrete time, exchangeable Markov chain on a
Fraïssé space XN. Then X has the Feller property if and only if there exists
an exchangeable probability measure µ on Lip(XN) such that X=DX
∗
µ, where
X∗µ is the standard µ-process constructed in (10).
If XN satisfies a stronger model theoretic property called <ω-disjoint
amalgamation (Definition 4.15), we can specify µ in Theorem 3.1 to con-
centrate on conjugation invariant functions XN → XN . In this case, the
measure µ in Theorem 3.1 admits a more explicit description, which we
describe further in Theorem 6.3.
3.2. Continuous time Markov processes. Although Theorem 3.1 serves
as a precursor to our main theorems about continuous time processes, the
continuous time case does not follow directly from the discrete time results
above. More subtle behaviors ensue because of the possibility that countably
many small jumps bunch together in arbitrarily small time intervals.
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We construct the standard Λ-process X∗Λ := {X
∗
M,Λ : M ∈ XN} by speci-
fying a measure Λ on Lip(XN) that satisfies
(11)
Λ({idN}) = 0 and Λ({F ∈ Lip(XN) : F
[n] 6= id[n]}) <∞ for all n ∈ N,
where idS denotes the identity XS → XS, and letting Φ := {(t, Ft)} ⊆
[0,∞)× Lip(XN) be a Poisson point process with intensity dt⊗Λ, where dt
denotes Lebesgue measure on [0,∞). We then build X∗Λ as the projective
limit of its finite state space processes X
∗[n]
Λ := {X
∗[n]
S,Λ : S ∈ X[n]}, where
each X
∗[n]
S,Λ = (X
∗[n]
t )t∈[0,∞) has
• X
∗[n]
0 = S,
• X
∗[n]
t = F
[n]
t (X
∗[n]
t− ), if t is an atom time of Φ with F
[n]
t 6= id[n], and
• X
∗[n]
t = X
∗[n]
t− otherwise,
for X
∗[n]
t− := lims↑tX
∗[n]
s denoting the state of X
∗[n]
S,Λ just before time t. For
every n ∈ N, X
∗[n]
S,Λ is clearly Markovian by its construction fromΦ, for which
the righthand side of (11) implies that only finitely many jumps occur in
bounded intervals with probability 1. By the construction of X
∗[n+1]
Λ and
X
∗[n]
Λ from the same Poisson process, it is immediate that the restriction of
each X
∗[n+1]
S′,Λ to X[n] coincides exactly with X
∗[n]
S′|[n],Λ
, so that there is a well
defined projective limit process X∗Λ on XN .
Theorem 3.2. Let X be a continuous time, exchangeable Markov process on
a Fraïssé space XN. Then X has the Feller property if and only if there exists
an exchangeable measure Λ on Lip(XN) satisfying (11) such that X=DX
∗
Λ.
Just as in discrete time, when XN also satisfies the <ω-disjoint amalgama-
tion property, we can choose Λ to concentrate on the subspace of conjugation
invariant functions on XN . In this case, Theorem 8.10 refines Theorem 3.2
with our Lévy–Itô–Khintchine representation of exchangeable combinato-
rial Feller processes, which decomposes Λ into mutually singular measures
indexed by partitions of integers k = 1, . . . ,maxj ar(Rj). Theorems 9.4 and
9.5 go on to characterize the behavior induced by projecting X into a suit-
able space of limiting objects. These latter outcomes require much more
technical notation and definitions, and so we delay their formal statements
until later. The next two sections prepare the key elements of model theory
and exchangeable random structures needed to prove our main theorems.
4. Fraïssé spaces
Throughout this section, X = {XM : M ∈ XN} is an exchangeable, pro-
jective Markov process on XN ⊆ LN.
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4.1. Model theoretic properties. The connections to the Feller property
in our main theorems indicate that the constituents of {XM : M ∈ XN} fit
together to produce a jointly continuous flow (M, t) 7→ XM,t, where here we
write XM,t to denote the state of XM at time t. (We usually suppress the
dependence on M when no confusion will result.) As we show, the structure
of any such process depends on the structure of the state space, which is
most naturally described in terms of model theoretic and first-order logical
properties. Here we distill the main concepts, which can be found in most
model theory texts, for example, [16,17].
The projective Markov property facilitates the study of X through its re-
strictions to finite substructures. In this direction, we identify an L-structure
M = (N,R1, . . . ,Rr) with its collection of finite substructures, called the
age.
Definition 4.1 (Age of a structure). The age of M, denoted age(M), is the
set of all finite L-structures embedded in M, that is,
age(M) := {S ∈
⋃
n∈N
L[n] : there exists an embedding φ : S→M}.
Example 4.2. The partition 0N := {{1}, {2}, . . .} of N into singletons has
age(0N) = {0[n] : n ∈ N} consisting only of partitions of finite sets into
singletons. The age of a partition π = {B1, . . . , Bk} of N for which each
block B1, . . . , Bk is infinite consists of all finite partitions with at most k
blocks. The countable universal partition FΠ = {B1, B2, . . .} has infinitely
many blocks of infinite size so that every finite partition embeds into FΠ
and age(FΠ) contains all finite partitions.
Remark 4.3. The age of a structure is usually defined as the set of all
finite substructures of M, perhaps identified if they are isomorphic. For our
purposes, it is more appropriate to specify the domain of structures with
cardinality n to be precisely [n] and to regard S,S′ ∈ age(M) as different
even when they are isomorphic.
Take, for example, the structure M corresponding to the partition of
{1, 2, 3} into equivalence classes {1, 3} and {2}, written M = {1, 3}/{2} for
simplicity. Each of the partitions {1, 2}/{3}, {1, 3}/{2}, {1}/{2, 3}, {1, 2},
{1, 3}, {2, 3}, {1}/{2}, {1}/{3}, {2}/{3}, {1}, {2}, and {3} embeds into M.
Typically, the isomorphic structures {1, 2}/{3}, {1, 3}/{2}, and {1}/{2, 3}
would be identified with their equivalence class, but for our purposes these
structures are distinct. Instead, the exchangeability assumption eliminates
the need to distinguish among isomorphic structures with different base
sets, such as {1, 2}, {1, 3}, and {2, 3}, allowing us to eliminate any structure
whose domain is not an initial segment of N. With this, we obtain
age({1, 3}/{2}) = {{1, 2}/{3}, {1, 3}/{2}, {1}/{2, 3}, {1, 2}, {1}/{2}, {1}},
12 HARRY CRANE AND HENRY TOWSNER
which partitions into the possible states of any finite substructure of M:
age({1, 3}/{2}) =
= {{1, 2}/{3}, {1, 3}/{2}, {1}/{2, 3}} ∪ {{1, 2}, {1}/{2}} ∪ {{1}}.
We extend our definition of the age of a structure to the entire space XN ⊆
LN by putting age(XN) :=
⋃
M∈XN
age(M). With agen(M) := age(M)∩L[n]
denoting those elements of age(M) of size n, and likewise for agen(XN), we
immediately see that agen(XN) = X[n] is the state space of the process X
restricted to X[n]. For reasons laid out below, the age of any XN harboring
an exchangeable, projective Markov process satisfies the following natural
structural properties.
Definition 4.4 (Hereditary property). A collection of finite structures K
has the hereditary property (HP) if S ∈ K and T ⊆ S implies T ∈ K. In
this case, we say that K is closed under substructures.
Definition 4.5 (Joint embedding property). A collection of finite structures
K has the joint embedding property (JEP) if, for all S,T ∈ K, there exists
U ∈ K such that S and T both embed into U.
Definition 4.6 (Disjoint amalgamation property). A collection of finite
structuresK has the disjoint amalgamation property (DAP) if for anyS,T,T′ ∈
K and embeddings φ : S → T and φ′ : S → T′ there exist U ∈ K and em-
beddings ψ : T→ U and ψ′ : T′ → U such that ψ◦φ = ψ′◦φ′ and im(ψ◦φ) =
im(ψ) ∩ im(ψ′), where im(φ) = {t ∈ domT : ∃s ∈ domS (φ(s) = t)} is the
image of φ.
Example 4.7. For a concrete illustration of Definition 4.4-4.6, consider
the space GN of countable undirected graphs. The hereditary property is
plain since age(GN) contains all finite subgraphs. For the joint embedding
property, we can embed any G ∈ G[m] and G
′ ∈ G[m′] into a common graph
G′′ ∼= G ∪ G′ ∈ G[m+m′] by putting G
′′|[m] = G and G
′′|[m+m′]\[m] ∼= G
′
with no edges between the vertex sets [m] and [m +m′] \ [m]. For disjoint
amalgamation, suppose G embeds into both H and H′. Then we can embed
both H and H′ into a larger structure H′′ by performing a similar operation
as for joint embedding above but with the modification that the pieces of H
and H′ corresponding to G are the same part of H′′.
Though abstract in appearance, the hereditary, joint embedding, and dis-
joint amalgamation properties align closely with the exchangeability and pro-
jectivity properties of combinatorial Markov processesX = {XM : M ∈ XN}.
By the projectivity property, we can alternatively regard X as a collection of
finite state space Markov processes {XS : S ∈
⋃
n∈N X[n]}, akin to the age of
a structure defined above, so that XdomS
′
S = (Xt|domS′)t≥0=DXS′ for every
substructureS′ ⊆ S. The joint embedding property reflects our assumption
that no two processes defined on structures with starting states S ∈ X[n] and
S′ ∈ X[n′], n, n
′ ∈ N, are mutually exclusive, that is, there are T ∈ age(XN)
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and embeddings φ : S → T and φ′ : S′ → T such that XφT=DXS and
X
φ′
T =DXS′ . The disjoint amalgamation property ensures that any two
processes XT and XT′ for which there are embeddings φ : S → T and
φ′ : S → T′ can both be embedded into a process XU by ψ : T → U and
ψ′ : T′ → U in such a way that the behaviors of XψU =DXT and X
ψ′
U =DXT′
are coupled so that Xψ◦φU = X
ψ′◦φ′
U but the conditional distribution of X
ψ
U
given Xψ
′
U depends only on X
ψ◦φ
U .
A key outcome is that collections of structures satisfying HP, JEP, and
DAP can be embedded into a single structure with a nice homogeneity prop-
erty.
Definition 4.8 (Ultrahomogeneity). An L-structureM is ultrahomogeneous
if every embedding φ : M|S → M, with S ⊆ domM finite, extends to an
automorphism φ : M→M.
Theorem 4.9 (Fraïssé’s theorem, [17], Theorem 6.1.2). Let L be a signature
and let K be a nonempty collection of finite L-structures that has HP, JEP,
and DAP. Then there exists an L-structure FK that is ultrahomogeneous,
unique up to isomorphism, and has age(FK) = K. Furthermore, if N is any
countable structure with age(N) ⊆ K, then there is an embedding of N into
FK . If K is countable, then domFK is countable and can be taken as N.
Theorem 4.9 holds most generally by replacing DAP with the weaker
amalgamation property (AP), which drops the requirement that im(ψ ◦φ) =
im(ψ) ∩ im(ψ′) from Definition 4.6. In the model theory literature, any set
K of finite structures which is closed under isomorphism and satisfies HP,
JEP, and AP is called a Fraïssé class and the unique (up to isomorphism)
structure FK from Theorem 4.9 is called the Fraïssé limit of K.
Within our context of exchangeable, projective Markov processes, the
critical distinction between AP and DAP is that DAP implies that any two
structures T,T′ ∈ K can be embedded into a larger structure U ∈ K without
identifying any elements that are not already identified, while AP allows for
the possibility that additional elements of T and T′ must be identified when
embedding into U. A space XN with AP but not DAP need not have sufficient
structure to house an exchangeable, projective Markov process, as the next
example shows.
Example 4.10. As an example of a class of objects for which AP holds but
DAP fails, let L = {R} have ar(R) = 1 and let K consist of all structures
([n],R), n ≥ 1, such that R ⊆ [n] is either a singleton or empty. The
collection K is the age of all countable L-structures M for which RM ⊆ N
is either a singleton or is empty.
Let l > m > n ≥ 1, S = ([n], ∅), T = ([m], {j}), and T′ = ([l], {j′}) for
j ∈ [m] and j′ ∈ [l]. Any U satisfying the conditions of Definition 4.6 must
have T and T′ as embedded substructures; thus, for some k ≥ l we must have
U = ([k], {j′′}), j′′ ∈ [k]. In this case, ψ : T→ U and ψ′ : T′ → U must have
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ψ(j) = j′′ and ψ′(j′) = j′′. Any embeddings φ : S → T and φ′ : S → T′
must have im(φ) ∩ {j} = ∅ = im(φ′) ∩ {j′}, but im(ψ ◦ φ) ∩ {j′′} = ∅ and
im(ψ) ∩ im(ψ′) ⊇ {j′′} prevents im(ψ ◦ φ) = im(ψ) ∩ im(ψ′). Thus, K
satisfies AP but violates DAP. By Theorem 4.9, there is a unique (up to
isomorphism) L-structure F into which every S ∈ K embeds. Any such F
is isomorphic to (N, {1}).
The collection XN containing only (N, ∅) and structures of the form (N, {i}),
i ∈ N, is a pathological state space for exchangeable, projective Markov pro-
cesses. By exchangeability of the transition probabilities (4) and countable
additivity of probabilities, the one step transition probability of any such
Markov process must satisfy
P (M, A) =

p, M ∈ A, (N, ∅) 6∈ A,
1− p, M 6∈ A, (N, ∅) ∈ A,
1, M ∈ A, (N, ∅) ∈ A,
0, otherwise,
M ∈ XN , A⊆Borel XN ,
for some 0 ≤ p ≤ 1, meaning that every XM = (Xm)m∈Z+ remains in
its initial state X0 = M for a Geometrically distributed number of steps
until it is absorbed in the empty structure (N, ∅). Moreover, there exists no
exchangeable measure ν with full support on XN such that we can generate
a fully exchangeable process Xν = (Xm)m∈Z+ by first drawing X0 ∼ ν and
then putting Xν = XM on the event X0 = M.
Example 4.10 reveals a pathology in spaces that satisfy HP, JEP, and
AP but not DAP. Processes evolving on such spaces may exhibit trivial
behaviors and present technical nuisances. We rule out both possibilities
by restricting our attention to Markov processes on spaces of countable
structures that satisfy DAP in addition to HP and JEP. We call any such
space a Fraïssé space to distinguish from the notion of a Fraïssé class, which
need only satisfy AP. We sometimes refer to a Fraïssé space as a Fraïssé
class with DAP to avoid confusion for readers familiar with the customary
definition.
Definition 4.11 (Fraïssé space). We call XN ⊆ LN a Fraïssé space if age(XN)
is a Fraïssé class with DAP, that is, age(XN) satisfies HP, JEP, and DAP.
Definition 4.11 captures the key properties satisfied by combinatorial state
spaces of practical interest while ruling out pathological cases, as in Exam-
ple 4.10. As an important corollary, we observe that Fraïssé spaces are
exactly those spaces whose Fraïssé limit can be randomly generated by an
exchangeable measure.
Theorem 4.12 (Ackerman, Freer & Patel [2], Corollary 1.3). Let F be
a Fraïssé limit of some Fraïssé class with DAP. Then there exists an ex-
changeable probability measure µ on LN such that N ∼= F for µ-almost every
N ∈ LN.
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Example 4.13. For an easy illustration of Theorem 4.12, let L = {R}
have ar(R) = 1 and let XN = LN correspond to the set of all subsets of N.
An exchangeable Fraïssé limit F = (N, RF) can be constructed by putting
RF(n) = ξn for each n ∈ N, where ξ1, ξ2, . . . are i.i.d. Bernoulli random
variables with P{ξn = 1} = 1/2, n ∈ N.
Example 4.14. Let GN be the space of countable undirected graphs. By
Example 4.7, age(GN) satisfies HP, JEP, and DAP and, by Theorem 4.9,
there exists a unique (up to isomorphism) ultrahomogeneous graph whose
age coincides with age(GN). This countable universal graph is a quintessen-
tial example of a Fraïssé limit and is called the Rado graph [27], denoted FΓ.
Theorem 4.12 guarantees us the ability to generate an exchangeable copy of
the Rado graph.
In the case of undirected graphs, the family of Erdős–Rényi measures with
parameter p ∈ (0, 1) produces an exchangeable copy of the Rado graph with
probability 1. To see this, take p = 1/2 so that every edge is present indepen-
dently with probability 1/2. The Erdős–Rényi measure assigns probability
2−(
n
2) > 0 to every S ∈ G[n], n ≥ 1. The Borel–Cantelli lemma implies
that every S embeds into the random graph with probability 1. Since there
are countably many finite graphs, this holds for all S ∈
⋃
n∈N G[n] and the
Erdős–Rényi graph is isomorphic to the Rado graph with probability 1.
Beyond classifying the behavior of all exchangeable, projective Markov
processes defined on Fraïssé spaces, our discussion focuses on fundamental
differences between processes that evolve on certain spaces. Comparing
processes on the spaces PN of countable partitions and GN of countable
graphs provides an illuminating example of this distinction. Both age(PN)
and age(GN) satisfy HP, JEP, and DAP. By Theorem 4.9, PN and GN can be
represented by structures FΠ and FΓ, respectively, into which every element
of the state space embeds, allowing us to study the transition behavior of
Feller processes on these spaces by considering the transition behavior out of
their respective Fraïssé limits. For reasons laid bare in Section 5, the space
of countable graphs GN satisfies a stronger amalgamation property than PN,
permitting a more precise description of processes on these spaces.
Definition 4.15 (n-DAP). Let K be a collection of finite structures that
is closed under isomorphism. For n ≥ 1, we say that K satisfies the n-
disjoint amaglamation property (n-DAP) if for every collection (Si)1≤i≤n
of structures with Si ∈ K, domSi = [n] \ {i} for each 1 ≤ i ≤ n, and
Si|[n]\{i,j} = Sj |[n]\{i,j} for all 1 ≤ i, j ≤ n there exists S ∈ K with domS =
[n] such that S|[n]\{i} = Si for every 1 ≤ i ≤ n.
We say that K satisfies <ω-DAP if it satisfies n-DAP for all n ≥ 1.
Remark 4.16. Note that 2-DAP and DAP are identical conditions.
Under n-disjoint amalgamation, if we specify structures on each proper
subset of [n] in a way that is pairwise compatible, then we can unify these
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structures into a single structure on all of [n]. (Note that DAP only implies
that (Si)1≤i≤n can be unified into some large enough structure.) By slight
abuse of terminology, if K is a collection of finite structures not closed
under isomorphism, then we say that K has <ω-DAP if its closure under
isomorphism has <ω-DAP.
We realize the probabilistic significance of <ω-DAP by considering the
conditional distribution of a random substructure Xt+s|S given Xt in an
exchangeable combinatorial Feller process (Xt)t∈T . Under <ω-DAP and ex-
changeability, the conditional distribution of Xt+s|S given Xt depends only
on Xt|S , that is, the dependence is localized to the corresponding substruc-
ture of Xt. In the absence of <ω-DAP, the projective Markov property
only implies that the conditional distribution of Xt+s|S given Xt depends on
Xt|[maxS]. This distinction is captured in Theorems 5.6 and 5.11.
Many of the most interesting applications of our results are to symmetric
structures, including partitions and undirected graphs. Restricting to this
case simplifies some of the statements.
Definition 4.17 (Symmetric structures). An L-structureM = (S,RM1 , . . . , R
M
r )
is symmetric if each of its relations RMj is symmetric, that is,
RMj (x1, . . . , xar(Rj)) = R
M
j (xσ(1), . . . , xσ(ar(Rj)))
for all permutations σ : [ar(Rj)] → [ar(Rj)], for every j = 1, . . . , r. A
combinatorial state space XS is symmetric if every M ∈ XS is symmetric.
Lemma 4.18. The Fraïssé limit of a Fraïssé class K is symmetric if and
only if every S ∈ K is symmetric.
4.2. Examples. Following are several examples describing familiar Fraïssé
spaces and their Fraïssé limits.
Example 4.19 (Colorings). Let L = {R,B} have ar(R) = ar(B) = 1. Here
we may regard an L-structure as a 4-coloring, where the four colors are
represented by the four possible combinations of R and B: for each i ∈ N
and M ∈ LN , we have (R
M(i), BM(i)) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}.
If K is the collection of all finite L-structures, its Fraïssé limit is simply
the countably infinite structure in which there are infinitely many elements
of each color. This example is symmetric and has <ω-DAP. Such a Fraïssé
limit can be generated exchangeably by choosing among each of the four
combinations with equal probability, independently for each i ∈ N.
More generally, one can represent a k-coloring for any fixed k ≥ 1 by
taking L = {R1, . . . , Rk} with ar(Ri) = 1, 1 ≤ i ≤ k, and requiring of each
M that x ∈ RMi holds of exactly one i = 1, . . . , k, for every x ∈ domM. In
this case, generating an exchangeable version of the Fraïssé limit requires
coordination across relations.
Example 4.20 (Graphs). Let L = {R} have ar(R) = 2 and let Kd be the
collection of all finite irreflexive L-structures, which may be regarded as the
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collection of finite directed graphs. For S ∈ Kd and a, b ∈ domS,
(a, b) ∈ RS if and only if S has a directed edge from a to b.
The Fraïssé limit of Kd is the universal directed graph, which has a natural
random representation by taking a countable set and letting each directed
edge be present independently with probability 1/2 (or any probability p ∈
(0, 1)).
A natural subset of Kd is Kg, the collection of finite irreflexive symmetric
L-structures corresponding to the set of finite undirected graphs. The Fraïssé
limit is the Rado graph discussed in Example 4.14 above.
Another subset of Kd is the collection Kt of finite tournaments, that is,
finite L-structures S in which exactly one of the pairs (i, j) and (j, i) is
present in RS for each pair i, j with i 6= j. The Fraïssé limit of Kt is the
universal tournament, which can be randomly generated by independently
selecting an orientation i→ j or j → i for each pair i, j.
Clearly Kg is symmetric but Kd and Kt are not. All three have <ω-DAP.
Example 4.21 (Partitions). Let L = {R} have ar(R) = 2. Let Kp be the
collection of all finite structures S in which RS is an equivalence relation,
that is, a reflexive, symmetric, and transitive relation. The Fraïssé limit is
a structure with infinitely many equivalence classes of infinite size.
A subset of Kp is Kp,2, the collection of all structures S in which R
S is
an equivalence relation with at most 2 equivalence classes. The Fraïssé limit
is an infinite structure with two infinite equivalence classes.
Both Kp and Kp,2 are symmetric but do not have 3-DAP. For example,
take S1 to be the structure with equivalence classes {2} and {3}, S2 to
be the structure with equivalence class {1, 3}, and S3 to be the structure
with equivalence class {1, 2}. Then the result of taking the union of these
three structures fails to be an equivalence relation since S2 and S3 require
equivalence classes {1, 3} and {1, 2}, respectively, and, thus, the transitivity
axiom requires the class {2, 3} while S1 requires classes {2} and {3}, a
contradiction.
Example 4.22 (Hypergraphs). Let L = {S} have ar(S) = n. Let K be the
collection of all finite irreflexive symmetric L-structures, that is, structures
S for which (a1, . . . , an) ∈ S
S implies that a1, . . . , an are pairwise distinct
and (aσ(1), . . . , aσ(n)) ∈ S
S for every permutation σ : [n] → [n]. Then K is
the collection of finite n-ary undirected hypergraphs, which is symmetric and
has <ω-DAP. (Undirectedness is ensured by the closure under permutations
and n-arity by the fact that a1, . . . , an must be pairwise distinct.)
The Fraïssé limit is the natural generalization of the Rado graph to a
hypergraph, a countable n-ary hypergraph in which every finite hypergraph
appears, which can be produced randomly by choosing a hypergraph on N
for which every hyperedge is present independently with probabiltiy 1/2.
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Example 4.23 (Partitions on pairs). Let L = {S} have ar(S) = 4. Let K
be the collection of all finite structures S such that SS is an equivalence
relation on pairs from domS, that is,
• for all i, j ∈ domS, (i, j, i, j) ∈ SS,
• for all i, j, i′, j′ ∈ domS, if (i, j, i′, j′) ∈ SS then (i′, j′, i, j) ∈ SS,
and
• for all i, j, i′, j′, i′′, j′′ ∈ domS, if (i, j, i′, j′) ∈ SS and (i′, j′, i′′, j′′) ∈
SS then (i, j, i′′, j′′) ∈ SS.
The Fraïssé limit is an infinite structure with an equivalence relation on
pairs with infinitely many infinite equivalence relations and some additional
universality properties. For instance, for any finite list of equivalence classes
C1, . . . , Cd, there is an i and values j1, . . . , jd such that (i, jk) ∈ Ck for each
k ≤ d.
This class fails to have n-DAP for n = 3, 4, 5.
Example 4.24 (Colored graphs). Let L = {P,R} have ar(P ) = 1 and
ar(R) = 2. Let K be the collection of all finite structures S such that RS is
irreflexive and symmetric, that is, K consists of graphs with a 2-coloring on
the vertices. The Fraïssé limit is the Rado graph together with a 2-coloring
of the vertices such that every possible colored finite graph appears as a
subgraph. This can be generated by labeling each of the vertices in an
Erdős–Rényi graph independently and uniformly in {0, 1}. This example is
symmetric and has <ω-DAP.
Example 4.25 (Orderings). Let L = {R} have ar(R) = 2. Let Ko be
the collection of all finite structures S such that RS is a total ordering of
domS, that is, every S = ([n], RS) ∈ K satisfies, for all i, j ∈ N, i 6= j,
either (i, j) ∈ RS or (j, i) ∈ RS but not both. The Fraïssé limit F is the
dense total ordering of N, which can be generated exchangeably by taking
ξ1, ξ2, . . . i.i.d. Uniform[0, 1] and putting (i, j) ∈ R
F if and only if ξi < ξj ,
for all i 6= j. Here, Ko is asymmetric and fails to have 3-DAP.
Further elaborations include all manner of combinations of the above ex-
amples, including edge colored graphs and hypergraphs, graphs with vertex
partitions, hypergraphs with edge partitions, and so on.
4.3. Equivalence of Feller and projective Markov properties.
Theorem 4.26. Let X = {XM : M ∈ XN} be an exchangeable Markov
process on a Fraïssé space XN. Then the following are equivalent.
(i) X has the projective Markov property.
(ii) X has the Feller property.
Proof. Below we write XN ⊆ LN to denote the state space of an exchangeable
Markov process X and X[n] := {M|[n] : M ∈ XN} ⊆ L[n] to denote the state
space of X[n], the restriction of X to a process on [n]-labeled structures, for
each n ∈ N.
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(i) ⇒ (ii). Consider the set
C(XN) := {g : XN → R : ∃n ∈ N such that M|[n] = M
′|[n] =⇒ g(M) = g(M
′)}.
By the Stone–Weierstrass theorem for compact Hausdorff spaces, C(XN) is
dense in the space of bounded, continuous functions, and it suffices to prove
the Feller property for g ∈ C(XN).
Take any g ∈ C(XN) and let n ∈ N be such that g(M) only depends on
M|[n]. We can, therefore, specify g
′ : X[n] → R so that g(M) = g
′(M|[n]) for
every M ∈ XN . Under the topology induced by (2), all elements of X[n] are
isolated, making g′ continuous by default.
Suppose X0 = M. By projectivity of X, X
[n]
M has the Markov property
with initial state M|[n]. As X[n] is a finite state space, X
[n]
M must have a
strictly positive hold time in its initial state with probability 1. In partic-
ular, Xt|[n] →P X0|[n] = M|[n] as t ↓ 0, where →P denotes convergence in
probability. By the projective Markov property, continuity of g, and the
bounded convergence theorem, we observe
lim
t↓0
Ptg(M) = lim
t↓0
E(g(Xt) | X0 = M)
= E(lim
t↓0
g′(Xt|[n]) | X0|[n] = M|[n])
= E(g′(lim
t↓0
Xt|[n]) | X0|[n] = M|[n])
= g′(M|[n])
= g(M),
establishing the first part of the Feller property.
For the second part, we must show that M 7→ Ptg(M) is continuous for
all t > 0. Let g ∈ C(XN) and (Mn)n∈N be a sequence in XN that converges
to M ∈ XN under the product discrete topology. Then, for every k ∈ N,
there is an Nk ∈ N such that Mn|[k] = M|[k] for all n ≥ Nk. In particular,
we can choose k so that g(Mn) = g(M) for all n ≥ Nk. Continuity follows
by continuity of g and the bounded convergence theorem. 
(ii) ⇒ (i). For finite S ⊂ N and S ∈ XS , we define ψS : XN → {0, 1} by
ψS(M) := 1{M|S := S} =
{
1, M|S = S,
0, otherwise,
M ∈ XN ,
which is bounded and continuous. To establish the projective property, we
must prove that
P{Xt|S = S | X0 = M} = P{Xt|S = S | X0|S = M|S}
for every t ≥ 0, S ∈ XS , M ∈ XN , and S ⊂ N, which amounts to showing
that
(12) PtψS(M) = PtψS(M
′)
for all M,M′ ∈ XN for which M|S = M
′|S .
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By the Feller property, it is enough to establish (12) on a dense subset
of {M′ ∈ XN : M
′|S = M|S}. Exchangeability of X implies PtψS(M) =
PtψS(M
σ) for every σ : N → N that coincides with the identity S → S. To
obtain (12), we let F be any Fraïssé limit of XN with F|S = M|S , as given
by Theorem 4.9 and our assumption that XN is a Fraïssé space (Definition
4.11). By ultrahomogeneity and universality of F,
{Fσ : σ : N → N coincides with the identity domS→ domS}
is dense in {M′ ∈ XN : M
′|S = M|S}. Since PtψS(M) is invariant with
respect to permutations that fix S, we have (12) on a dense subset of {M′ ∈
XN : M
′|S = M|S}. Continuity of Pt implies that (12) must hold on the
closure of this set and, therefore, PtψS(M) depends only on M|S .
By the second part of the Feller property, we must have PtψS(M) →
ψS(M) as t ↓ 0, proving that XM has càdlàg sample paths and the finite
restrictions XSM are consistent for every finite subset S ⊂ N. 

5. Relative exchangeability
In [12], we refined the notion of exchangeability to structures whose dis-
tributions are invariant with respect to the symmetries of another structure;
see also [1] for related work in a slightly different setting. Vis-à-vis Defini-
tion 2.5, the following notion of relative exchangeability occurs naturally in
our study of exchangeable combinatorial Feller processes.
Definition 5.1 (Relative exchangeability). Let L,L′ be signatures with
M ∈ LN. A countable random L
′-structure X is relatively exchangeable with
respect to M, alternatively M-exchangeable or exchangeable relative to M, if
X|φT =D X|S for every injection φ : S → T such that M|
φ
T = M|S .
The projective Markov and exchangeability properties of any exchange-
able combinatorial Feller process X = {XM : M ∈ XN} imply that Xs+u
is relatively exchangeable with respect to Xs for all s, u ≥ 0, for every
XM = (Xt)t≥0.
Proposition 5.2. Let X be an exchangeable Feller process on XN. For
every M ∈ XN, the conditional distribution of Xs+u in XM = (Xt)t≥0, given
Xs = N, is relatively exchangeable with respect to N for all s, u ≥ 0.
Proof. For s, u ≥ 0, let Pu(N, ·) = P{Xs+u ∈ · | Xs = N} be the u-step
transition probability measure for X.
By Definitions 2.5 and 2.6, it is clear that X ∼ Ps(N, ·) satisfies X=D X
σ
for all automorphisms σ : N→ N. Furthermore, the projectivity assumption
implies that X|[n] depends only onN|[n]. The combination of these properties
implies relative exchangeability of X with respect to N [12, Remark 1.4]. In
XM, the Markov property and (3) imply that Xs+u is relatively exchangeable
with respect to N on the event Xs = N, for all s, u ≥ 0. 
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Our main theorems below require the general representation theorem for
relatively exchangeable structures from [12]. We first state a simpler version
which holds of symmetric structures and conveys the main idea.
Theorem 5.3 (Crane & Towsner [12]). Let L = {R1, . . . , Rr} be a signature
and XN ⊆ LN be a symmetric Fraïssé space with Fraïssé limit F. Suppose X is
relatively exchangeable with respect to F. Then there exist Borel measurable
functions f1, . . . , fr with range {0, 1} such that X=D X
∗ = (N,X ∗1 , . . . ,X
∗
r )
with
(13) X ∗j (~x) = fj(F|[max ~x], (ξs)s⊆rng ~x), ~x ∈ N
ar(Rj),
for (ξs)s⊆N:|s|≤maxj ar(Rj) i.i.d. Uniform[0, 1] random variables.
Remark 5.4. Note that the first argument of fj in (13) depends on F|[max ~x],
that is, the entire initial segment of F that contains all elements of rng ~x.
Under stronger conditions on XN we achieve dependence on only F|rng ~x, that
is, the smallest substructure containing all elements of rng~x. The latter
representation enables a more precise description of combinatorial Markov
processes, as we discuss in Section 8.
The corresponding representation is somewhat more complicated when
XN is asymmetric. For example, for L = {R} with ar(R) = 2 and a random
structure X∗ = (N,X ∗1 ), X
∗
1 (1, 2) and X
∗
1 (2, 1) may be negatively correlated,
so f1 must be able to distinguish (1, 2) from (2, 1) and also coordinate the
outcomes between the two. The presence of the random orderings (≺~y)~y⊑~x
in Theorem 5.11 is needed to coordinate between possibly asymmetric out-
comes. (Recall from Section 2.4 that ~y ⊑ ~x means ~y is a subsequence of
~x.)
Definition 5.5. When s ⊆ N is a finite set, a uniform random ordering
of s is an ordering ≺s of s chosen uniformly at random. Given ≺rng ~x, we
write ≺~x for the ordering of [| rng ~x|] induced by putting i ≺~x j if and only
if xi ≺rng ~x xj. If xi = xj , then i 6≺~x j and j 6≺~x i.
The details of the upcoming representation theorem are not crucial to
anything that follows. We only need the existence of a suitable representa-
tion in order to ensure a construction of the random transition operators
in our main theorems. We state the theorem below and leave the details
to [12].
Theorem 5.6 (Crane & Towsner [12]). Let L = {R1, . . . , Rr} be a signature
and XN ⊆ LN be a Fraïssé space with Fraïssé limit F. Suppose X is relatively
exchangeable with respect to F. Then there exist Borel measurable functions
f1, . . . , fr with range {0, 1} such that X=D X
∗ = (N,X ∗1 , . . . ,X
∗
r ) with
(14) X ∗j (~x) = fj(F|[max ~x], (ξs)s⊆rng ~x, (≺~y)~y⊑~x), ~x ∈ N
ar(Rj),
for i.i.d. Uniform[0, 1] random variables (ξs)s⊆N:|s|≤maxj ar(Rj) and indepen-
dent uniform random orderings (≺s)s⊆N:|s|≤maxj ar(Rj).
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5.1. Lipschitz continuous functions. Theorems 5.3 and 5.6 are general
Aldous–Hoover-type theorems for relatively exchangeable structures. Ex-
changeability arises as a special case by taking F to be either the complete
or empty L-structure so that the dependence of each fj on the first argument
is moot. The representation in (14) factors into our proofs below by allow-
ing us to construct random Lipschitz continuous functions from which we
build standard versions of X by either an i.i.d. sequence or a Poisson point
process, depending on whether time is discrete or continuous, respectively.
In our main theorems for discrete time chains, X is an exchangeable,
time homogeneous combinatorial Feller process on a Fraïssé space and, thus,
all of its transitions can be represented by a single exchangeable transition
probability measure
P (N, ·) = P{X1 ∈ · | X0 = N}, N ∈ XN ,
which satisfies (4) and for which
(15) P{X1|[n] = S | X0 = N} = P{X1|[n] = S | X0 = N
′}
for all N,N′ ∈ XN with N|[n] = N
′|[n], for all S ∈ X[n], for all n ∈ N. By
(15), we define the finite state space transition probabilities P [n] on X[n] by
(16) P [n](S,S′) := P (N, {N′ ∈ XN : N
′|[n] = S
′}), S,S′ ∈ X[n],
for any choice of N ∈ XN with N|[n] = S.
Among our main objectives is to show that any random structure X ∼
P (N, ·) satisfies X=D Φ(N) for some exchangeable random Lipschitz contin-
uous function Φ ∈ Lip(XN) whose distribution does not depend on N. To
this end, we define a canonical embedding of each N ∈ XN into the Fraïssé
limit of XN .
Let XN be a Fraïssé space with Fraïssé limit F, and for any injection
φ : [n]→ N recall the notation Fφ defined in (1). Given F and S ∈ age(XN),
we define ρS = ρS,F : [|domS|] → N (suppressing the dependence on F
for convenience) as follows. We begin by choosing ρS(1) to be the smallest
positive integer such that FρS↾{1} = S|{1}, where in general ρS ↾ S denotes
the domain restriction of ρS to a function S → N. Given ρS(1), . . . , ρS(m),
with m < |domS|, we then choose ρS(m + 1) to be the smallest integer
greater than ρS(m) such that ρS ↾ [m + 1] is an embedding S|[m+1] → F.
We continue until ρS defines an embedding S → F. The existence of such
an embedding for every S is guaranteed by the status of F as a Fraïssé limit.
We have defined ρS for finite structures, but our construction extends
to countably infinite structures N ∈ XN by noting that ρS′ ↾ domS = ρS
for S,S′ ∈ age(XN) with S
′|[|domS|] = S. (Here our convention that the
domain of S is not merely a subset of S′, but actually an initial segment,
plays a crucial role.)
Example 5.7. For a concrete description of the canonical embedding, let
L = (1) and let XN be the set of all subsets of N, as in Example 4.13.
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Suppose F = (N, RF) is a Fraïssé limit with RF = {1, 2, 4, 8, . . .}. For S =
([1], {1}), we define ρS,F(1) = 1; for S = ([1], ∅), we define ρS,F(1) = 3; for
S = ([2], {1}), we define ρS,F(1) = 1 and ρS,F(2) = 3; for S = ([2], {2}), we
define ρS,F(1) = 3 and ρS,F(2) = 4; and so on. In this way, F
ρS,F = S for
every S and ρS,F extends ρS′,F whenever S extends S
′.
In what follows, we always assume F is an exchangeable Fraïssé limit
for the Fraïssé space XN , as guaranteed by Theorem 4.12. Given an ex-
changeable, consistent transition probability measure P and an exchange-
able Fraïssé limit F, we construct an exchangeable Lipschitz continuous
function Φ ∈ Lip(XN) by first taking Y ∼ P (M, ·) conditional on the event
F = M. Given Y, we define the random function Φ = ΦY : XN → XN
by putting Φ(N) = YρN for each N ∈ XN , where ρN := ρN,M is the ran-
dom canonical embedding N → M as defined above, on the event F = M.
(Note that the randomness in ρN,F is derived from the randomness in the
construction of F.)
Theorem 5.8. Let L be a signature, P be an exchangeable, consistent tran-
sition probability on a Fraïssé space XN ⊆ LN, F be an exchangeable Fraïssé
limit of XN, and, given F = M, Y ∼ P (M, ·). The above function Φ = ΦY
is well defined and Lipschitz continuous with probability 1 and exchangeable
in the sense of Definition 2.11.
Proof. In general, XN is uncountable, so establishing these properties with
probability 1 for each N ∈ XN is not enough. However, since the signature
L = {R1, . . . , Rr} contains only finitely many relations, L[n] is finite for
every n ≥ 1 and, therefore, so is X[n] ⊆ L[n]. It follows that age(XN) is at
most countable, and so it is enough to establish that the relevant properties
of Φ hold with probability 1 for each S ∈ age(XN). In this way, we show that
the sequence of finite restrictions (Φ[n])n≥1 determines a projective limit Φ
that is well defined and Lipschitz continuous with probability 1.
For Φ to be well defined, there must exist an embedding ρS : S→ F of the
type we describe for every S ∈ age(XN). Fix S ∈ age(XN). By Theorem
4.12, F is isomorphic to the Fraïssé limit of XN with probability 1 and,
therefore, S embeds into F with probability 1. The fact that ρS : S→ F can
be chosen so that ρS(m) < ρS(m+1) is a consequence of ultrahomogeneity,
induction, and countable additivity of probability measures. Since this holds
for every S ∈ age(XN) with probability 1, the embedding ρS can be defined
for all S ∈ age(XN) with probability 1. For N ∈ XN , we define ρN by
ρN(n) = ρN|[n](n) for every n ≥ 1. Since ρN|[n] is well defined with probability
1 for every n ≥ 1, ρN is also well defined for every N ∈ XN with probability
1. Lipschitz continuity of Φ is plain by noting that ρS′ ↾ domS = ρS for all
S,S′ ∈ age(XN) for which S
′|domS = S.
For exchangeability, we need P{Φ(N) ∈ A} = P{Φ(Nσ) ∈ Aσ} for all N ∈
XN , A⊆Borel XN , and permutations σ : N → N, where A
σ = {xσ : x ∈ A} is
the set of relabeled structures in A. We have defined Φ(N) = YρN , where
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ρN = ρN,F for an exchangeable Fraïssé limit F and Y ∼ P (M, ·) conditional
on F = M. For any N ∈ XN and A⊆Borel XN ,
P{Φ(N) ∈ A} = P{YρN ∈ A}
= EP{YρN,F ∈ A | F}
= EP{Yφ ∈ A | F, ρN,F = φ}
= EP (N, A)
= EP (Nσ, Aσ)
= EP{Yφ ∈ Aσ | F, ρNσ ,F = φ}
= EP{YρNσ,F ∈ Aσ | F}
= P{YρNσ ∈ Aσ}
= P{Φ(Nσ) ∈ Aσ}
for all permutations σ : N → N; thus, Φ is exchangeable. (In the above
string of equalities, the first line follows by the definition of Φ; the second
line is a consequence of the tower property for conditional expectation; the
third line holds because the event {ρN,F = φ} is measurable with respect to
F; the fourth line is the projective Markov property; the fifth line follows by
exchangeability of the transition measure; and the rest follows by applying
each of the above operations in reverse.) This completes the proof. 
5.2. Conjugation invariant functions. Recall that any permutation σ :
N → N acts on F ∈ Lip(XN) by conjugation, that is, (σ
−1Fσ)(M) =
F (Mσ)σ
−1
, and recall Definition 2.9 of a conjugation invariant function. Con-
jugation invariant functions exist, for example, the identity XN → XN , but
not every F ∈ Lip(XN) is conjugation invariant, for example, the coagulation
operator in Example 6.2 below.
Proposition 5.9. Let F ∈ Lip(XN). Then F is conjugation invariant if
and only if for all finite S ⊂ N and all M,M′ ∈ XN
(17) M|S = M
′|S =⇒ F (M)|S = F (M
′)|S .
Proof. Suppose F ∈ Lip(XN) is conjugation invariant and, for finite S ⊂ N
with |S| = n, assume M,M′ ∈ XN satisfy M|S = M
′|S . With the elements
of S ordered s1 < · · · < sn, we define the transpositions τi = (isi) and put
τ = τn · · · τ1, so that τ
2 = id and Mτ |[n] = M
′τ |[n].
For any map σ : S → S′, we define σ[S] = {σ(s) : s ∈ S} ⊆ S′ as the
image of S under σ. By conjugation invariance, σ−1Fσ ∈ Lip(XN) for all
permutations σ : N → N. Taking σ = τ−1, we have
τFτ−1(Mτ )|[n] = τFτ
−1(M′τ )|[n].
Furthermore,
τFτ−1(Mτ )|[n] = (F (M))
τ |[n]
= F (M)|τ−1[n]
= F (M)|S ,
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and likewise for τFτ−1(M′τ )|[n], establishing the conclusion.
For the converse, suppose F satisfies (17), M|[n] = M
′|[n], and σ : N → N
is a permutation. Then Mσ and M′σ agree on σ[n]. By (17), F (Mσ) and
F (M′σ) agree on σ[n] and, thus, F (Mσ)σ
−1
|[n] = F (M
′σ)σ
−1
|[n], so that
σFσ−1 is Lipschitz continuous. Conjugation invariance readily follows.

For an injection φ : S → N, we write Fφ to denote the image of F under
φ, that is, Fφ(M) = [F (M)]φ for M ∈ XN . Note that F
φ is not Lipschitz
continuous in general.
Corollary 5.10. Let φ : S → N be an injection and let F ∈ Lip(XN) be
conjugation invariant. Then Fφ ∈ Lip(XS).
Proof. Given conjugation invariant F ∈ Lip(XN), we define F
′ : XS → XS
by F ′(S) = F (M)φ for any M ∈ XN such that M|S = S. This definition is
well defined and Lipschitz continuous by Proposition 5.9, and F ′ coincides
with our definition of Fφ above. 
In the following theorem, recall the definition of <ω-DAP from Definition
4.15.
Theorem 5.11 (Crane & Towsner [12]). Let L = {R1, . . . , Rr} be a sig-
nature and XN ⊆ LN be a Fraïssé space that has Fraïssé limit F and which
satisfies <ω-DAP. Suppose X is relatively exchangeable with respect to F.
Then there exist Borel measurable functions f1, . . . , fr with range {0, 1} such
that X=D X
∗ = (N,X ∗1 , . . . ,X
∗
r ) with
(18) X ∗j (~x) = fj(F|rng ~x, (ξs)s⊆rng ~x, (≺~y)~y⊑~x), ~x ∈ N
ar(Rj),
for i.i.d. Uniform[0, 1] random variables (ξs)s⊆N:|s|≤maxj ar(Rj) and indepen-
dent uniform random orderings (≺s)s⊆N:|s|≤maxj ar(Rj).
Remark 5.12. The difference between the representations in Theorems
5.6 and 5.11 is that the assignment of ~x in X ∗j depends on the entire initial
substructure F|[max ~x] in (14) but only on F|rng ~x in (18). The intuition behind
the weaker representation in (14) is that in general the structure of F is
such that statements about ~x have implications beyond the substructure
F|rng ~x. A prime example is the case of an equivalence relation ∼π, where
the transitivity axiom implies that i ∼π k whenever i ∼π j and j ∼π k.
Therefore, when building a relatively exchangeable random partition from
another, it is important to account for the possible non-local restrictions
imposed by the transitivity axiom. The condition of <ω-DAP implies that
such non-local restrictions are absent, leading to the difference between (14)
and (18).
Let F be an exchangeable Fraïssé limit for a space XN with <ω-DAP, µ
be an F-exchangeable probability measure on XN , and f = (f1, . . . , fr) be
any Borel measurable functions as in (18). Let (ξs)s⊆N:|s|≤maxj ar(Rj) be i.i.d.
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Uniform[0, 1] random variables and (≺s)s⊆N:|s|≤maxj ar(Rj) be independent
uniform random orderings. We construct a random function Ψ : XN → XN
by M 7→ Ψ(M) = (N,R′1, . . . ,R
′
r), where
(19) R′j(~x) = fj(M|rng ~x, (ξs)s⊆rng ~x, (≺~y)~y⊑~x), ~x ∈ N
ar(R′
j
) .
This map is clearly Lipschitz continuous and has the further property that
N|rng ~x = N
′|rng ~x implies Ψ(N)|rng ~x = Ψ(N
′)|rng ~x. Note further thatM
σ|rng ~x =
M|rng σ−1(~x) for every ~x and every permutation σ : N → N.
The following is an immediate consequence of Theorem 5.8 and our con-
struction of Ψ.
Proposition 5.13. Let L be a signature, P be an exchangeable, consistent
transition probability on a Fraïssé space XN that satisfies <ω-DAP, and F
be an exchangeable Fraïssé limit of XN. Given F = M, let f = (f1, . . . , fr)
be a collection of Borel measurable functions that determine the law of the
M-exchangeable probability distribution P (M, ·) as in (18). The function
Ψ defined from f as in (19) is well defined and conjugation invariant with
probability 1 and exchangeable in the sense of Definition 2.11.
6. Discrete time chains
Throughout this section, T = Z+ and X is a discrete time Markov chain
on a Fraïssé space XN . For any probability measure µ on Lip(XN), recall
the definition of the standard µ-process X∗µ from Section 3.1.
Proposition 6.1. For any exchangeable probability measure µ on Lip(XN),
the standard µ-process is an exchangeable Feller chain on XN.
Proof. Let µ be any exchangeable probability measure on Lip(XN) so that
F ∼ µ implies F (Mσ)=D F (M)
σ for every M ∈ XN and every permutation
σ : N → N. The standard µ-process X∗µ is constructed as in (10) from an
i.i.d. sequence F1, F2, . . . from µ. Each X
∗
M,µ clearly satisfies the Markov
property on XN by its construction from the i.i.d. sequence F1, F2, . . .. Ex-
changeability of µ implies
X∗σM,µ = (F
(m)(M)σ)m∈Z+ =D(F
(m)(Mσ))m∈Z+ = X
∗
Mσ,µ
for every permutation σ : N → N and every M ∈ XN , where F
(m)(·) = (Fm ◦
· · · ◦F1)(·) and F
(0)(·) is defined as the identity. The transition probabilities
of X∗µ therefore satisfy
P{X∗m+1|[n] = S
′ | X∗m|[n] = S} = P{F
[n]
m+1(S) = S
′}
= P{F
[n]
m+1(S
σ) = S′σ}
= P{X∗m+1|[n] = S
′σ | X∗m|[n] = S
σ},
and X∗µ is exchangeable in the sense of Definition 2.5. By construction
from a common sequence of Lipschitz continuous functions, X∗µ is consistent
(Definition 2.6). The Feller property follows from Theorem 4.26. 
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Our main theorems in discrete time establish the converse based on the
concept of relative exchangeability from Section 5.
Proof of Theorem 3.1. The ‘if’ direction follows from Proposition 6.1. The
‘only if’ direction goes as follows.
By assumption, XN is a Fraïssé space (Definition 4.11), which by Theo-
rem 4.9 possesses a unique (up to isomorphism) ultrahomogeneous structure
F ∈ XN into which every M ∈ XN embeds. By Theorem 4.12, we can assume
F results from an exchangeable construction. Let P (·, ·) be the transition
probability for X as in (3) and let P [n](·, ·) be the induced transition prob-
abilities of X[n]. By Definition 5.1, Y ∼ P (M, ·) is relatively exchangeable
with respect to M, for every M ∈ XN . By Theorem 4.9, F satisfies the
conditions of Theorem 5.6 with probability 1 and Theorem 5.8 implies that
Φ = ΦY defined from Y ∼ P (M, ·), given F = M, is an exchangeable Lips-
chitz continuous function XN → XN .
Let µ be the probability measure governing Φ. By relative exchangeability
and Theorem 5.6, we have
Φ(N)|[n] = Y
ρN |[n] ∼ P
[n](N|[n], ·).
Thus, we can constructX∗M=DXM by taking X
∗
0 = M, generating Φ1,Φ2, . . .
i.i.d. from µ, and putting X∗m = Φm(X
∗
m−1) for each m ≥ 1. Relative ex-
changeability guarantees that X∗m obeys the appropriate transition proba-
bilities for each m ≥ 1. We conclude X∗M=DXM for every M ∈ XN by
induction on m ≥ 1; thus, X∗µ=DX. This completes the proof. 
There are a few examples of Theorem 3.1 scattered throughout the liter-
ature. Perhaps the most well known is the discrete time coalescent chain.
Example 6.2 (Coalescent chain). Let PN be the set of partitions of N.
For each π ∈ PN, the coagulation operator is a Lipschitz continuous map
Coag(·, π) : PN → PN that acts by putting Coag(π
′′, π) = {B′1, B
′
2, . . .},
where
B′j =
⋃
i∈Bj
B′′i , j ≥ 1,
for π = {B1, B2, . . .} and π
′′ = {B′′1 , B
′′
2 , . . .}. The operation Coag(π
′′, π) is
called the coagulation of π′′ by π.
An exchangeable coalescent chainX = (Xm)m∈Z+ evolves on PN as follows.
Let µ be an exchangeable probability distribution on PN , put X0 = 0N =
{{1}, {2}, . . .} (the partition of N into singletons), and take Π1,Π2, . . . i.i.d.
from µ. For each m ≥ 1, we define Xm = Coag(Xm−1,Πm). Exchangeability
of X is endowed by exchangeability of the partitions Π1,Π2, . . . and the
action of the coagulation operator.
In typical treatments, for example, [8], the coalescent chain is defined by
its transitions in terms of the coagulation operator, which is later shown
to imply the projectivity property. Theorem 3.1 establishes a general con-
verse, which guarantees the existence of some random Lipschitz continuous
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function such that the above iterative description is possible. Theorem 3.1,
however, does not establish any canonical form for the associated class of
Lipschitz continuous operators.
While Coag(·, π) is Lipschitz continuous, it is not conjugation invariant.
For example, take π = {{1, 2}, {3}}, π′(1) = {{1, 4}, {2, 3, 5}}, and π′(2) =
{{1, 4}, {2}, {3, 5}}, so that π′(1)|{3,4,5} = π
′(2)|{3,4,5} = {{3, 5}, {4}}. In this
case, Coag(π′(1), π) = {{1, 2, 3, 4, 5}} and Coag(π′(2), π) = {{1, 2, 4}, {3, 5}},
so that Coag(π′(1), π)|{3,4,5} 6= Coag(π
′(2), π)|{3,4,5}. By Proposition 5.9,
Coag(·, π) is not conjugation invariant. This observation goes hand-in-hand
with Example 4.21, in which we show that partitions do not have the stronger
n-disjoint amalgamation property for n = 3, and Theorem 6.3, which asso-
ciates conjugation invariant functions with processes on a Fraïssé space with
<ω-DAP.
6.1. Refining Theorem 3.1. When XN also has <ω-DAP, we can refine
Theorem 3.1 so that X∗µ is constructed from i.i.d. conjugation invariant
functions.
Theorem 6.3. In addition to the hypotheses of Theorem 3.1, suppose that
XN is a Fraïssé space with <ω-DAP. Then the characteristic measure µ
from Theorem 3.1 can be defined so that µ-almost every F ∈ Lip(XN) is
conjugation invariant.
Proof. The proof follows the same recipe as that of Theorem 3.1, except
now we use the stronger representation in (18). Let Ψ be the conjugation
invariant function constructed in Proposition 5.13. For anyN ∈ XN , Ψ(N) ∼
P (N, ·) by definition. The rest follows by combining Theorem 3.1 with
Proposition 5.9, Corollary 5.10, and Theorem 5.11. 
Unlike Theorem 3.1, Theorem 6.3 also provides the form of those Lipschitz
continuous functions that determine the evolution of exchangeable Feller
chains. The space of partitions does not have 3-DAP, see Example 4.21, and
therefore Theorem 6.3 does not apply to the coalescent chain above or in
general to Markov chains on PN. Exchangeable Feller chains on {0, 1}
N give
an easy illustration of Theorem 6.3, as we now show.
Example 6.4. Here we let L = {R} be a signature with ar(R) = 1, so
that any {0, 1}-valued sequence x = x1x2 · · · corresponds to an L-structure
N = (N,R) with R = {n ∈ N : xn = 1}. The space {0, 1}N corresponds to
the set of all subsets of N, which is plainly a Fraïssé class and has <ω-DAP;
see Example 4.13. Theorem 6.3 applies to Feller chains on LN = {0, 1}
N .
We construct X by specifying µ on Lip({0, 1}N ) as follows. Let Θ be a
probability measure on [0, 1] × [0, 1], take (θ0, θ1) ∼ Θ, and, given (θ0, θ1),
define Y0 = Y
1
0 Y
2
0 · · · and Y1 = Y
1
1 Y
2
1 · · · to be conditionally independent
with Y0 a sequence of i.i.d. Bernoulli(θ0) random variables and Y1 a sequence
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of i.i.d. Bernoulli(θ1) random variables, that is, for every j = 1, 2, . . .,
P{Y j0 = 1 | θ0} = 1− P{Y
j
0 = 0 | θ0} = θ0 and
P{Y j1 = 1 | θ1} = 1− P{Y
j
1 = 0 | θ1} = θ1.
Based on Y = (Y0, Y1), we define FY : {0, 1}
N → {0, 1}N by x 7→ x′ = FY (x)
with
x′n :=
{
Y n0 , x
n = 0,
Y n1 , x
n = 1.
Defined in this way, FY is exchangeable and conjugation invariant. The
measure µ governing FY corresponds to the measure governing the i.i.d.
sequence F1, F2, . . . of Lipschitz continuous functions in Theorem 6.3.
7. Continuous time processes
We now let X = {XM : M ∈ XN} be a continuous time exchangeable
Feller process on a Fraïssé space XN . By the Feller property, the behavior
of X is determined by its infinitesimal jump rates
(20)
Q(M, A) := lim
t↓0
1
t
P{Xt ∈ A | X0 = M}, M ∈ XN , A⊆Borel XN \{M}.
Equation (20) determines the transition rates of the finite state space pro-
cesses X[n] through
(21)
Q[n](S,S′) := Q(M, {M′ ∈ XN : M
′|[n] = S
′}), S,S′ ∈ X[n], S 6= S
′,
where M is any element of {M∗ ∈ XN : M
∗|[n] = S}. The projective
Markov property implies Q[n](S,X[n] \{S}) < ∞ for all S ∈ X[n] and all
n ∈ N, and exchangeability (4) guarantees that Q[n](Sσ,S′σ) = Q[n](S,S′)
for all permutations σ : [n]→ [n].
The continuous time analog to the i.i.d. sequence of Lipschitz continuous
functions in Theorem 3.1 is a construction by a time homogeneous Poisson
point process on the space of Lipschitz continuous functions.
Proposition 7.1. Let Λ be an exchangeable measure on Lip(XN) satisfying
(11) and let X∗Λ be the standard Λ-process constructed from Poisson point
process Φ = {(t, Ft)} ⊆ [0,∞)×Lip(XN) with intensity dt⊗Λ as in Section
3.2. Then X∗Λ is an exchangeable Feller process on XN.
Proof. We need to establish that each of the finite processes X
∗[n]
Λ on X[n]
is an exchangeable Markov process. This is a consequence of the thinning
property for Poisson point processes, exchangeability of Λ, and almost sure
Lipschitz continuity of the functions that determine the jumps of X∗Λ.
To see this explicitly, let Φ = {(t, Ft)} ⊆ [0,∞) × Lip(XN) be a Poisson
point process with intensity dt⊗Λ. We define Φ[n] := {(t, F
[n]
t )} ⊆ [0,∞)×
Lip(X[n])\{id[n]} from the atoms ofΦ for which F
[n]
t 6= id[n]. By the thinning
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property of Poisson processes, see [19], Φ[n] is also a Poisson process with
intensity dt ⊗ Λ[n], where
Λ[n](F ′) := Λ({F ∈ Lip(XN) : F
[n] = F ′}), F ′ ∈ Lip(X[n]) \ {id[n]},
and Λ[n](id[n]) = 0. By (11), Λ
[n](Lip(X[n])) = Λ({F : F
[n] 6= id[n]}) < ∞
and the rate at which X
∗[n]
Λ jumps out of each S ∈ X[n] satisfies
Q[n](S, ·) = Λ[n]({F ∈ Lip(X[n]) : F (S) ∈ ·}).
Exchangeability of X
∗[n]
Λ follows from exchangeability of Λ, as defined in
(9). The family of processes (X
∗[n]
Λ )n∈N is compatible by their construction
from the same Poisson point process Φ, that is, X
∗[n+1]
Λ |[n] = X
∗[n]
Λ for all
n ≥ 1. Compatibility implies the existence of a Markov process X∗Λ on XN
for which the projective Markov property holds. The Feller property follows
by Theorem 4.26. 
7.1. Existence of exchangeable jump measure. Proposition 7.1 shows
that each X∗Λ is exchangeable and has the Feller property. Theorem 3.2
asserts the converse. To see that such a construction is always possible, let
X be an exchangeable Feller process on a Fraïssé space XN . For every t > 0,
Theorems 3.1 and 5.8 guarantee the existence of an exchangeable probability
measure Λt on Lip(XN) such that, for every M,N ∈ XN ,
(22) Λt({F ∈ Lip(XN) : F (N) ∈ ·}) = P{Xt+s ∈ · | Xs = N,X0 = M},
for all s ≥ 0. The Chapman–Kolmogorov theorem implies that (Λt)t≥0
satisfies
Λt+s({F ∈ Lip(XN) : F (M) ∈ ·}) =(23)
=
∫
Lip(XN )
Λt({F
′′ ∈ Lip(XN) : (F
′′ ◦ F ′)(M) ∈ ·})Λs(dF
′),
for all s, t ≥ 0 and all M ∈ XN . The family (Λt)t≥0 is not determined by
these conditions, but nevertheless time homogeneity and (22) implies the
existence of an exchangeable rate measure Λ on Lip(XN) that satisfies (11)
and determines the jump rates of X.
Theorem 7.2. Let X = {XM : M ∈ XN} be an exchangeable Feller pro-
cess on a Fraïssé space XN. Then there exists an exchangeable measure Λ
satisfying (11) such that X=DX
∗
Λ as constructed in Section 3.2.
Proof. Let X be a continuous time exchangeable Feller process on XN . For
every t > 0, Theorem 3.1 guarantees that there exists a probability measure
Λt on Lip(XN) for which (22) holds. For each n ≥ 1 and t > 0, we define
Λ
(n)
t on Lip(X[n]) by
(24) Λ
(n)
t (F ) :=
{
t−1Λt({H ∈ Lip(XN) : H
[n] = F}), F 6= id[n],
0, otherwise.
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For every n ≥ 1, we define λn := maxS∈X[n] Q
[n](S,X[n] \{S}) < ∞ for
every n ≥ 1, which satisfies λn <∞ by finiteness of X[n] and the projective
Markov property (Theorem 4.26).
For every F ∈ Lip(X[n]) \ {id[n]}, there is some S
∗ ∈ X[n] such that
F (S∗) 6= S∗. Let S be any such S∗. Then
Λ
(n)
t (F ) ≤ Λ
(n)
t ({H ∈ Lip(X[n]) : H(S) 6= S})
= t−1P{X
[n]
t 6= S | X
[n]
0 = S}
≤ t−1P{(X[n]s )s≥0 is discontinuous on [0, t] | X
[n]
0 = S}
= t−1(1− exp{−tQ[n](S,X[n] \{S})})
≤ t−1(1− exp{−tλn})
≤ t−1(λnt)
= λn
< ∞.
For a signature L = {R1, . . . , Rr} with max1≤j≤r ar(Rj) = m
∗ < ∞, there
can be no more than 2rn
m∗
elements in X[n] and, therefore, there are at most
4r
2n2m
∗
< ∞ elements in Lip(X[n]). Thus, Λ
(n)
t is a finite measure bounded
by 4r
2n2m
∗
λn for all t > 0 and n ≥ 1, and (Λ
(n)
t )t↓0 is a bounded sequence
of exchangeable measures for each n ≥ 1.
Finiteness of Lip(X[n]) and the Bolzano–Weierstrass theorem allows us
to choose a subsequence tn,1 > tn,2 > · · · > 0 with tn,k ↓ 0 such that
Λ
(n)
tn,k
→ Λ(n), a finite measure on Lip(X[n]) with
(25) Λ(n)(F ) = lim
k→∞
Λ
(n)
tn,k
(F ), F ∈ Lip(X[n]).
Each Λ
(n)
t is exchangeable and, therefore, so is Λ
(n) for any choice of sub-
sequence. We have also defined Λ
(n)
t (id[n]) = 0 for all t > 0 so that
Λ(n)(id[n]) = 0 for any choice of subsequence.
We ensure that (Λ(n))n≥1 determines a measure Λ on Lip(XN) by defining
the collection (Λ(n))n≥1 from refining subsequences {{tn,k}k≥1}n≥1. We first
choose {t1,k}k≥1 so that Λ
(1)
t1,k
converges to Λ(1) on Lip(X[1]). Given {tn,k}k≥1
for any n ≥ 1, we then choose {tn+1,k}k≥1 as a subsequence of {tn,k}k≥1 so
that Λtn+1,k converges to a measure Λ
(n+1) on Lip(X[n+1]). We can always
choose such a subsequence by the Bolzano–Weierstrass theorem.
By our construction from a refining collection of subsequences, we have
Λ(n+1)({F ′ ∈ Lip(X[n+1]) : F
′[n] = F}) =
=
∑
F ′∈Lip(X[n+1]):F
′[n]=F
Λ(n+1)(F ′)
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=
∑
F ′∈Lip(X[n+1]):F ′[n]=F
lim
k→∞
Λ
(n+1)
tn+1,k
(F ′)
= lim
k→∞
t−1n+1,k
∑
F ′∈Lip(X[n+1]):F ′[n]=F
Λtn+1,k({F
∗ ∈ Lip(XN) : F
∗[n+1] = F ′})
= lim
k→∞
t−1n+1,kΛtn+1,k({F
∗ ∈ Lip(XN) : F
∗[n] = F})
= Λ(n)(F ),
where the interchange of sum and limit is justified by the bounded conver-
gence theorem.
The Borel σ-field on Lip(XN) is generated by the π-system of events of
the form
{F ∗ ∈ Lip(XN) : F
∗[n] = F}, F ∈ Lip(X[n]), n ∈ N;
therefore, we can define a set function Λ on Lip(XN) on sets of the form
{F ∗ ∈ Lip(XN) : F
∗[n] = F} for F ∈ Lip(X[n]) \ {id[n]} by
Λ({F ∗ ∈ Lip(XN) : F
∗[n] = F}) = Λ(n)(F ), F ∈ Lip(X[n]) \ {id[n]}.
By construction, (Λ(n))n∈N satisfies
Λ(m)(F ) =
∑
F ′∈Lip(X[n]):F
′[m]=F
Λ(n)(F ′)
for every m ≤ n and F ∈ Lip(X[m]) \ {id[m]}. Carathéodory’s extension
theorem guarantees an extension to a measure Λ on Lip(XN) \ {idN}. For
each n ∈ N, Λ(n) determines the jump rates of an exchangeable Markov
chain on X[n], giving
Λ({F ∗ ∈ Lip(XN) : F
∗[n] 6= id[n]}) = Λ
(n)(X[n] \{id[n]}) <∞
for all n ∈ N. Putting Λ({idN}) = 0 gives (11). Exchangeability of every Λt,
t > 0, makes each Λ(n), n ∈ N, exchangeable and, hence, implies that Λ is
exchangeable. Finally, we must show that such Λ gives X∗Λ=DX.
Let Λ be the exchangeable measure from above and let Φ = {(t,Φt)} ⊆
[0,∞) × Lip(XN) be a Poisson point process with intensity dt ⊗ Λ. Since
Λ satisfies (11), Proposition 7.1 allows us to construct X∗Λ from Φ as in
Section 3.2. The jump rates of each X
∗[n]
Λ are determined by a thinned
version Φ[n] of Φ that only keeps the atoms (t,Φt) for which Φ
[n]
t 6= id[n]. By
the thinning property of Poisson random measures and our construction of
Λ, the intensity of Φ[n] is Λ(n) as defined in (25), and it follows immediately
that the jump rate from S to S′ 6= S in X
∗[n]
Λ is
Λ(n)({F ∈ Lip(X[n]) : F (S) = S
′}) = Q[n](S,S′),
forQ[n](·, ·) as in (21). By construction, (X
∗[n]
Λ )n∈N is a compatible collection
of càdlàg exchangeable Markov chains governed by the finite-dimensional
transition law of X. The proof is complete. 
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Proof of Theorem 3.2. The ‘if’ direction follows directly from Proposition
7.1. The ‘only if’ direction follows from Theorem 7.2. 
Example 7.3 (Coalescent process). The coalescent chain in Example 6.2
has a continuous time analog defined as follows. Let (Pt)t≥0 be the semi-
group of a Markov process on PN such that, for every t ≥ 0 and every
bounded continuous g : PN → R,
Ptg(π) = Eg(Coag(π,Πt))
for some exchangeable random partition Πt. By definition, this process is
defined in terms of the Lipschitz continuous coagulation operator. This is a
special case of Theorem 3.2.
By analyzing the interplay between the coagulation operator and the ex-
changeability condition, the transition rates enjoy a special structure with
Λ = cκ + ̺ν for a unique constant c ≥ 0 and measures κ and ν defined as
follows.
Let ν be a measure on the ranked-simplex
∆↓ := {(s1, s2, . . .) : s1 ≥ s2 ≥ · · · ≥ 0,
∑
i≥1
si ≤ 1}
satisfying
(26) ν({0}) = 0 and
∫
∆↓
(
∞∑
i=1
s2i
)
ν(ds) <∞,
where 0 := (0, 0, . . .). We write ̺ν to denoteKingman’s paintbox measure [21]
directed by ν on the space of partitions of N, that is,
̺ν(·) :=
∫
∆↓
̺s(·)ν(ds),
where ̺s(·) is the paintbox measure for a fixed s ∈ ∆
↓; see Bertoin [8,
Chapters 2 and 4] for more details. By (26), the image measure of ̺ν on
Lip(XN) defined by π 7→ Coag(·, π) satisfies (11) and is exchangeable.
For i < j let ei,j be the partition of N with all blocks singletons except one
block of size two given by {i, j}. The Kingman measure κ(·) =
∑
i<j δei,j (·)
puts mass 1 on each of these partitions. The image of κ by π 7→ Coag(·, π)
also satisfies (11) and is exchangeable.
Example 7.4 (Fragmentation process). The class of homogeneous fragmen-
tation processes evolves in the opposite direction of the above coalescent
process. Instead of merging blocks together by the coagulation operator,
a fragmentation process breaks them apart using the fragmentation oper-
ator. For a partition π = {B1, B2, . . .} with blocks listed in increasing
order of their smallest element, we define Frag : PN×PN×N → PN by
π 7→ π′ = Frag(π, π′′, k), where π′ has blocks B1, . . . , Bk−1, Bk+1, . . . just as
in π along with the blocks Bk ∩B
′′
1 , Bk ∩B
′′
2 , . . ., that is, the blocks obtained
by restricting π′′ to Bk. We call Frag(π, π
′′, k) the fragmentation of the kth
block of π by π′′.
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Heuristically, the homogeneous fragmentation process (Xt)t∈[0,∞) is an
exchangeable Feller process on PN constructed from initial state 1N = {N}
and a Poisson point process {(t,Πt,Kt)} ⊂ [0,∞) × PN×N by putting
Xt = Frag(Xt−,Πt,Kt) if t ≥ 0 is an atom time. (The rigorous construction
follows the same program as in Section 3.2; see also Bertoin [8, Chapter 3].)
Here the measure Λ decomposes as Λ = cǫ+ ̺ν for a unique constant c ≥ 0,
̺ν as defined in Example 7.3 with regularity constraint
(27) ν({(1, 0, . . .)}) = 0 and
∫
∆↓
(1− s1)ν(ds) <∞,
and erosion measure ǫ defined as follows. For each n ∈ N, let en :=
{N \{n}, {n}} be the partition with element n isolated from the rest and de-
fine ǫ(·) :=
∑
n∈N δen(·). The construction proceeds by putting Λ = cǫ+ ̺ν
and generating a Poisson point process on [0,∞) × PN×N with intensity
dt⊗Λ⊗K, whereK is counting measure on N. Bertoin [7] showed that every
homogeneous fragmentation process can be constructed from this procedure
for unique c ≥ 0 and ν satisfying (27).
Berestycki [5] combined the dynamics from Examples 7.3 and 7.4 into ex-
changeable fragmentation-coalescent (EFC) processes. We omit those details
here.
8. Lévy–Itô–Khintchine structure
When XN has <ω-DAP, we can refine Theorem 3.2 by decomposing the
characteristic measure Λ into mutually singular pieces that capture different
qualitative features of X. We call this the Lévy–Itô–Khintchine representa-
tion for combinatorial Markov processes because of its resemblance to the
eponymous representation for classical Lévy processes. Examples 7.3 and
7.4 show that analogous decompositions may also hold in the absence of <ω-
DAP, but in those cases the representation hinges on specific assumptions
about the transition behavior of the given process. Notice that both the
coalescent and fragmentation processes evolve on the space of partitions of
N, but their constructions by the coagulation and fragmentation operators
lead to fundamentally different descriptions as processes generated by itera-
tively applying random Lipschitz continuous functions. By contrast, when
X evolves on a space with <ω-DAP, we achieve a generic decomposition
that applies in all cases, without any prior assumption about the transition
behavior.
We set the stage for Theorem 8.10 by demonstrating its implications in
specific cases.
Example 8.1. Consider a continuous time exchangeable Feller processX =
{XG : G ∈ GN} on the Fraïssé space of countable graphs GN from Example
4.20. (The directed and undirected cases are similar, and so we discuss here
the undirected case.) The transition behavior of each XG = (Xt)t∈[0,∞) is
determined by an exchangeable measure Λ on Lip(XN) which decomposes
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into mutually singular components as follows. At the atom times t of a
Poisson point process with intensity dt⊗ Λ either
(∅) Xt− undergoes a global change governed by some conjugation invari-
ant Lipschitz continuous function just as in the discrete time setting
of Theorem 6.3,
(1) a single vertex i∗ ∈ N is chosen and the collection of edges ({i∗, j})j 6=i
changes according to some exchangeable transition rule on {0, 1}-
valued sequences while all edges not involving i∗ stay fixed, or
(1,1) a pair i∗, j∗, i∗ 6= j∗, is chosen and the edge {i∗, j∗} changes status
while the rest of the graph stays fixed.
Here we see the first feature of our representation: there may be times
at which we select some set of vertices and allow only changes in which all
such vertices are included. In case (1), we select a single vertex i∗, while in
the case (1, 1) we select two vertices i∗ and j∗.
Our indexing scheme (∅), (1), and (1, 1) conveys the structure of the
jump behavior. For example, we understand the case (1, 1) to mean “choose
two distinct vertices, each of multiplicity 1.” Most generally, we classify
jumps of (Xt)t∈[0,∞) by a sequence (α1, . . . , αk) with α1 ≥ · · · ≥ αk ≥ 1,
which indicates that the transition is determined by first choosing a multiset
with k distinct elements i1, . . . , ik in which i1 appears with multiplicity α1,
i2 appears with multiplicity α2, and so on and then modifying Xt− in an
exchangeable way such that only relations involving the chosen multiset of
elements can change. The rationale behind this indexing scheme becomes
clearer with more elaborate examples and the formal exposition to follow.
Example 8.2. Consider a continuous time exchangeable Feller processX =
{XG : G ∈ GN} on the Fraïssé space of anti-reflexive, countable n-ary hyper-
graphs from Example 4.22. The transition behavior of eachXG = (Xt)t∈[0,∞)
is determined by an exchangeable measure Λ on Lip(XN) which decomposes
into mutually singular components as follows. At the atom times t of a
Poisson point process with intensity dt⊗ Λ either
(∅) Xt− undergoes a global change governed by some conjugation invari-
ant Lipschitz continuous function just as in the discrete time setting
of Theorem 6.3,
(1) a single vertex i∗1 ∈ N is chosen and ({i
∗
1, j2, . . . , jn})jl 6=i∗1 , with j2 6=
j3 6= · · · 6= jn, changes according to some exchangeable transition
rule for (n− 1)-ary hypergraphs while all edges not involving i∗1 stay
fixed,
(1,1) a pair i∗1, i
∗
2, i
∗
1 6= i
∗
2, is chosen and ({i
∗
i , i
∗
2, j3, . . . , jn})jl 6=i∗1,i∗2 , with
j3 6= · · · 6= jn, changes according to some exchangeable transition
rule for (n−2)-ary hypergraphs while all edges not involving both i∗1
and i∗2 stay fixed,
...
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(1,. . . ,1) n distinct vertices i∗1, . . . , i
∗
n are chosen and the edge {i
∗
1, . . . , i
∗
n}
changes status while the rest of Xt− stays fixed.
The above examples involve anti-reflexive structures, meaning each vertex
can appear at most once in any given edge. On spaces without this restric-
tion, our representation captures the feature that transitions can be indexed
by collections of vertices in which some vertices appear with multiplicity.
Example 8.3. Let XN be the Fraïssé space of undirected graphs permitting
self-loops. The transition behavior of any (Xt)t∈[0,∞) on XN is determined
by an exchangeable measure Λ on Lip(XN) which decomposes into mutually
singular pieces indexed by (∅), (1), (1,1), and (2) as follows. At the atom
times t of a Poisson point process with intensity dt⊗ Λ either
(∅) Xt− undergoes a global change described by some conjugation invari-
ant Lipschitz continuous function just as in the discrete time setting
of Theorem 6.3,
(1) a single vertex i∗ ∈ N is chosen and the collection of edges ({i∗, j})j 6=i
changes according to some exchangeable transition rule on {0, 1}-
valued sequences, as in the discrete time case for (1)-structures, with
the self-loop at i∗ possibly changing and any edge not involving i∗
remaining fixed,
(2) a single i∗ ∈ N is chosen and the self-loop at i∗ changes while the
rest of Xt− stays fixed, or
(1,1) a pair i∗, j∗ ∈ N, i∗ 6= j∗, is chosen and the edge {i∗, j∗} changes
while the rest of Xt− stays fixed.
The new feature here is the distinction between the (1) case and the (2)
case. Both involve only a single vertex i∗, but in the (2) case the only
relations considered are those in which the vertex i∗ appears at least twice.
We interpret the indexing of the jump labeled (2) to mean “choose one vertex
i∗ and change any edge in which i∗ appears with multiplicity 2.”
One last example further illustrates the distinction.
Example 8.4. Let XN be the Fraïssé space of colored undirected graphs
with loops as in Example 4.24. Specifically, we take L = {P,R} with binary
edge relation R and unary relation P which records the coloring. The tran-
sition behavior of any exchangeable (Xt)t∈[0,∞) on XN is determined by an
exchangeable measure Λ on Lip(XN) which decomposes into mutually singu-
lar components as follows. At the atom times t of a Poisson point process
with intensity dt⊗ Λ either
(0) Xt− undergoes a global change described by some conjugation invari-
ant Lipschitz continuous function just as in the discrete time setting
of Theorem 6.3.
(1) a single i∗ ∈ N is chosen and the relations ((RXt−(i∗, j), RXt−(j, i∗))j 6=i∗
undergo an exchangeable transition as in the discrete time case unary
relations, with the self-loop RXt−(i∗, i∗) and coloring PXt−(i∗) possi-
bly changing while the rest of Xt− stays fixed,
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(2) a single i∗ ∈ N is chosen and the self-loop RXt−(i∗, i∗) changes while
the rest of Xt−, including P
Xt−(i∗), stays fixed, or
(1,1) a pair i∗, j∗ ∈ N, i∗ 6= j∗, is chosen and RXt−(i∗, j∗) changes while
the rest of Xt− stays fixed.
8.1. Proof of Lévy–Itô–Khintchine decomposition. We fix a signature
L = {R1, . . . , Rr} and and let XN ⊆ LN be a Fraïssé space. We write s⊂f N
to indicate that s is a finite multiset of N, which we identify by its collection
of multiplicities m(s) = (mi(s))i≥1, with each mi(s) ≥ 0 indicating the
multiplicity of i in s. In this way, we express s = {imi}i≥1, usually with
elements of multiplicity 0 omitted in specific examples. We write |s| =∑
i≥1mi(s) to denote the cardinality of s and rng s = {i : mi(s) ≥ 1} to
denote the set of distinct elements that appear at least once in s (without
multiplicity).
With this notation, the usual set theoretic relations and operations extend
to multisets s, s′⊂f N, allowing us to write s ⊆ s
′ to denote that mi(s) ≤
mi(s
′) for all i ≥ 1, s ∩ s′ := {imi(s∩s
′)}i≥1 with mi(s ∩ s
′) = mi(s) ∧mi(s
′)
for every i ≥ 1, and s ∪ s′ := {imi(s∪s
′)}i≥1 with mi(s ∪ s
′) = mi(s) ∨
mi(s
′) for every i ≥ 1. For example, the multiset s = {1, 1, 1, 2, 2, 4} has
m = (3, 2, 0, 1, 0, 0, . . .), which we condense to s = {13, 22, 41}. For s =
{13, 22, 41} and s′ = {12, 23, 32, 53}, we have s ∩ s′ = {12, 22} and s ∪ s′ =
{13, 23, 32, 41, 53}.
For any integer k ≥ 1, we write α ⊢ k to denote that α is a partition of the
integer k, meaning α = (α1, α2, . . .) has α1 ≥ α2 ≥ · · · ≥ 0 and
∑∞
i=1 αi = k.
Every α ⊢ k corresponds to a canonical multiset sα := {i
αi}i≥1 for which
|sα| = k. (Note our convention to pad α with infinitely many trailing 0s
allows us to easily move between a partition α and its canonical multiset sα.
We can and will omit the trailing 0s whenever convenient.)
For any s = {imi(s)}i≥1⊂f N, the decreasing multiplicity vector, denoted
m↓(s) = (m↓i (s))i≥1, lists the multiplicities of m(s) in decreasing order so
that m↓i (s) ≥ m
↓
i+1(s). This ranked reordering corresponds to a unique
partition of the integer |s|, which we call the partition type of s. We write
s↓ = (s
m
↓
1(s)
1 , s
m
↓
2(s)
2 , . . .) to denote the ordering of s so that m
↓
i (s) ≥ m
↓
i+1(s)
for all i ≥ 1 and si > si+1 whenever m
↓
i (s) = m
↓
i+1(s). For example,
s = {12, 23, 41, 53} has m↓(s) = (3, 3, 2, 1) ⊢ 9 and s↓ = (53, 23, 12, 41).
Every ~x = (x1, . . . , xd) ∈ N
d determines a multiset, written as x :=
{imi(x)}i≥1, by ignoring the order in which elements appear. For example,
~x = (1, 2, 1, 1, 4, 2, 5) determines x = {13, 22, 41, 51} and x↓ = (13, 22, 51, 41).
Theorems 3.1 and 3.2 characterize the behavior of exchangeable Feller
processes in terms of the action of randomly chosen Lipschitz continuous
functions F : XN → XN . When XN has <ω-DAP, we further analyze the
transitions induced by F by considering the collection of tuples ~x for which
R
F (M)
j (~x) 6= R
M
j (~x) for some M ∈ XN . In other words, we consider whether
F acts nontrivially in location ~x for some M ∈ XN . By Proposition 5.9,
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conjugation invariant functions act locally on XN . Given any F ∈ Lip(XN)
and ~x ∈ Nar(Rj ), we write R
F (•)
j (~x) 6= R
•
j (~x) to denote that F does not
fix the status of Rj at ~x on all of XN . More precisely, we define the event
{R
F (•)
j (~x) 6= R
•
j (~x)} =
⋃
M∈XN{R
F (M)
j (~x) 6= R
M
j (~x)} for every ~x ∈ N
ar(Rj).
For any j = 1, . . . , r and s⊂f N with 0 ≤ |s| ≤ ar(Rj) and 0 ≤ i <
ar(Rj)− |s|, we put
(28)
Lj,i(s, F ) := lim sup
n→∞
1
nar(Rj )−|s|−i
∑
~x∈[n]ar(Rj ):s⊆x, | rng x\rng s|=ar(Rj)−|s|−i
1{R
F (•)
j (~x) 6= R
•
j (~x)}.
(Note that when |s| = ar(Rj), the condition s ⊆ x immediately implies s = x
and, thus, rngx \ rng s = ∅. In this case, we ignore the second condition on
| rngx \ rng s|. In all other cases, we require | rngx \ rng s| > 0.)
From (28), we define
Lj(s, F ) := max
0≤i<ar(Rj)−|s|
Lj,i(s, F ),(29)
L(s, F ) := max
1≤j≤r
Lj(s, F ), and(30)
∆F :=
⋂
{s⊂f N : L(s, F ) > 0}.(31)
The quantity in (28) and the derivative objects in (29)-(31) detect the
way in which F acts on XN . As Examples 8.5, 8.6, and 8.7 illustrate, these
quantities are designed so that our decomposition admits the interpretation
described above in terms of first choosing a set of elements with multiplic-
ity and then making an exchangeable transition by changing only relations
involving the chosen multiset.
As we show in Proposition 8.9, exchangeability of the characteristic mea-
sure Λ allows us to replace the limit superior in (28) by a proper limit
Λ-almost everywhere. With the limit superior replaced by a proper limit,
the quantity Lj,i(s, F ) in (28) is the limiting fraction of locations ~x at
which F acts nontrivially on XN , where ~x is any extension of s such that
rngx \ rng s contains ar(Rj) − |s| − i distinct elements. When i = 0 and
s = {sm11 , . . . , s
mk
k }, we choose ~x so that x = s ∪ {y1, . . . , yar(Rj)−|s|}, for
y1, . . . , yar(Rj)−|s| all distinct and disjoint from s. On the other extreme,
with i = ar(Rj)− |s| − 1, we choose ~x so that x = s∪{y} for some y ∈ N \s.
For example, when s = {12, 21} and ar(Rj) = 6, the former considers all ~x of
the form (1, 1, 2, a, b, c) (and rearrangements thereof) for a 6= b 6= c disjoint
from {1, 2}, while the latter considers all ~x of the form (1, 1, 2, a, a, a) (and
rearrangements thereof) for a 6∈ {1, 2}.
The quantity L(s, F ), therefore, records whether F affects a limiting
positive fraction of changes in locations ~x containing s. For any s and
0 ≤ i < ar(Rj) − |s|, there are (n − | rng(x)|)(n − | rng(x)| − 1) · · · (n −
| rng(x)| − ar(Rj) + |s|+ i+1) choices of y1, . . . , yar(Rj)−|s|−i. We normalize
by the asymptotically equivalent quantity nar(Rj)−|s|−i for a cleaner notation.
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Some examples elucidate the interpretation of ∆F as the common core of
all locations at which F acts nontrivially on XN . In general, we interpret
∆F = s to mean that F acts nontrivially on entries ~x containing s and
acts trivially elsewhere. As we show below, the behavior of exchangeable
Feller processes on a space XN having <ω-DAP decomposes according to
the structure of ∆F over all F ∈ Lip(XN).
Example 8.5. Consider a signature L = {R1} with ar(R1) = 3. For this
example we take XN = LN, so that XN consists of all 3-ary relations on
N and, thus, has <ω-DAP. We define an exchangeable random conjugation
invariant function F : XN → XN as follows.
Let A = (Ai,j)i,j≥1 to be a random array with all entries independent
Bernoulli random variables with success probability 1/2. Given A, we define
F ∈ Lip(XN) by
R
F (M)
1 ((a, b, c)) =
{
Ab,c, a = 1,
RM1 ((a, b, c)), otherwise.
Therefore, F replaces all entries ~x = (a, b, c) with a = 1 by the outcome of a
fair coin toss and leaves all entries with a 6= 1 unchanged. If we take s = {k}
for k 6= 1, then L1,0(s, F ) ≤ lim supn→∞ 2n/n
2 = 0 as n→∞ since the only
changes can occur at locations of the form (1, k, b) and (1, b, k) for b ∈ N.
With s = {1}, we have L1,0({1}, F ) = 1/3 a.s. since F acts nontrivially
at any location of the form ~x = (1, b, c) but trivially at locations of form
(b, 1, c) and (b, c, 1). We likewise have that L1,1({1}, F ) = 1/3 a.s. since F
acts nontrivially at locations of the form (1, b, b) but trivially at (b, 1, b) and
(b, b, 1).
We also have L1,0({1, a}, F ) = 1/3 a.s., L1,0({a, b}, F ) = 0 a.s. for a, b 6= 1,
and L1,0({a, b, c}, F ) = 1/3 a.s. if and only if 1 ∈ {a, b, c}; whence, ∆F =
{1}.
Example 8.6. To see the need for considering all 0 ≤ i < ar(Rj) − |s|, we
modify Example 8.5 as follows. Once again, we have L = {R1}, ar(R1) = 3,
and XN = LN, but we now define A = (Ai)i≥1 as an i.i.d. sequence of
Bernoulli random variables with success probability 1/2. Given A, we define
a conjugation invariant F ∈ Lip(XN) by
R
F (M)
1 ((a, b, c)) =
{
Ac, a = b = 1,
RM1 ((a, b, c)), otherwise.
Since F only acts nontrivially on the diagonal strip (1, 1, c), we now have
L1,0({1}, F ) = 0 a.s. and L1,1({1}, F ) = 0 a.s., but L1,0({1, 1}, F ) = 1/3 a.s.
Thus, ∆F = {1, 1}.
Example 8.7. With everything as defined in Example 8.6, including the
i.i.d. Bernoulli sequence A = (Ai)i≥1, we modify F by
R
F (M)
1 ((a, b, c)) =
{
Ab, a = 1, b = c,
RM1 (a, b, c), otherwise.
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Here, F only acts nontrivially on the diagonal strip (1, b, b), giving L1,0({1}, F ) =
0 a.s., L1,1({1}, F ) = 1/3 a.s., and ∆F = {1}.
Lemma 8.8. For any α ⊢ k with 1 ≤ k ≤ max1≤j≤r ar(Rj), let Λα be a mea-
sure on XN that satisfies (11), is invariant with respect to all permutations
σ : N → N that coincide with the identity on sα, satisfies
(32) ∆F = sα for Λα-almost every F ∈ Lip(XN),
and, for all j = 1, . . . , r,
(33) R
F (•)
j (~x) = R
•
j (~x) for all ~x ∈ N
ar(Rj) such that sα 6⊆ x
for Λα-almost every F ∈ Lip(XN). Then
(34) Λ∗α(·) :=
∑
s⊂f N:m↓(s)=α
Λα({F ∈ Lip(XN) : F
φ−1s,α ∈ ·}),
satisfies (11) and is exchangeable, where we define φs,α : N → N as the
bijection that sends i 7→ s↓i , for (s
↓
i )i≥1 the ordering of elements in s
↓ defined
above, and Fφ
−1
s,α(M) = F (Mφs,α).
Proof. For any permutation σ : N → N, F σ = idN if and only if F = idN .
Since Λα fulfills the lefthand side of (11) and there are countably many
multisets s⊂f N with m
↓(s) = α, Λ∗α also satisfies the lefthand side of (11).
For every n ∈ N, (32) and (33) together imply that
Λ∗α({F ∈ Lip(XN) : F
[n] 6= id[n]}) =
=
∑
s⊂f N:m↓(s)=α
Λα({F ∈ Lip(XN) : F
φ−1s,α |[n] 6= id[n]})
=
∑
s⊂f [n]:m↓(s)=α
Λα({F ∈ Lip(XN) : F
φ−1s,α |[n] 6= id[n]})
≤ n|sα|Λα({F ∈ Lip(XN) : F
[n] 6= id[n]})
< ∞,
since {F [n] 6= id[n]} has positive measure under Λ
∗
α only if ∆F ⊂f [n]. Ex-
changeability is plain since ∆σFσ−1 has partition type α for every permuta-
tion σ : N → N and every s⊂f N with m
↓(s) = α and ∆F = s.

Proposition 8.9. Let Λ be an exchangeable measure that satisfies (11) and
for which Λ-almost every F ∈ Lip(XN) is conjugation invariant and has
∆F 6= ∅. Then Λ =
∑maxj ar(Rj)
k=1
∑
α⊢k Λ
∗
α, with Λ
∗
α as defined in (34) for
each α ⊢ k, for some unique measure Λα which satisfies (11), (32), and
(33) and is invariant with respect to all permutations that coincide with the
identity on sα.
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Proof. By assumption that ∆F 6= ∅ for Λ-almost every F ∈ XN and the fact
that ∆F is well defined for Λ-almost every F ∈ Lip(XN), we can decompose
Λ according to
Λ =
maxj ar(Rj)∑
k=1
∑
α⊢k
Λ1{F∈Lip(XN ):m↓(∆F )=α}.
For each α ⊢ k, we claim that Λα := Λ1{F∈Lip(XN ):∆F=sα} is the unique
measure satisfying the above conditions for which Λ1{F∈Lip(XN ):m↓(∆F )=α} =
Λ∗α.
First, we note that any F ∈ Lip(XN) for which m
↓(∆F ) = α ⊢ k implies
that L(s′, F ) = 0 for every s′⊂f N with |s
′| < k, since the definition of ∆F
in (31) implies that ∆F ⊆ s
′ and, thus, |∆F | < k and m
↓(∆F ) partitions
|∆F | < k, a contradiction.
Claim 1. For any multiset s⊂f N and F ∈ Lip(XN), ∆F 6⊆ s implies
L(s, F ) = 0. Conversely, L(s, F ) > 0 implies ∆F ⊆ s.
Proof. This is clear since ∆F 6⊆ s implies R
F (•)
j (~x) = R
•
j (~x) for all ~x with
s ⊆ x and all j = 1, . . . , r. ⊣
For F ∈ XN , ε, δ > 0, j = 1, . . . , r, and |∆F | ≤ m ≤ max1≤i≤r ar(Ri), we
define
Aj,mF (ε) := {s
′⊂f N : |s
′| = m and Lj(s
′, F ) ≥ ε},
|Aj,mF (ε)| := lim sup
n→∞
n−m
∑
s′⊂f [n]:|s′|=m
1{s′ ∈ Aj,mF (ε)}, and
V j,m(ε, δ) := {F ∈ Lip(XN) : |A
j,m
F (ε)| ≥ δ}.
The function of the above quantities is to establish that if |Aj,mF (ε)| > 0
then the collection of s ∈ Aj,mF (ε) must have a nonempty intersection s
∗
such that Lj(s
∗, F ) > 0. If |Aj,mF (ε)| = 0, then we show that A
j,m
F (ε) must
be finite, in which case the intersection s∗ corresponds to the common core
of all changes caused by F . We rule out other cases as a consequence of
exchangeability and the righthand side of (11).
Claim 2. For Λ-almost every F ∈ Lip(XN), we can replace limits superior
by proper limits in our definitions of Lj,i(s
′, F ) and |Aj,mF (ε)| above.
Proof. To see this, we let Λn := Λ1{F∈Lip(XN ):F [n] 6=id[n]}, n ∈ N, denote the
restriction of Λ to the event F [n] 6= id[n]. By the righthand side of (11) and
exchangeability of Λ, Λn is a finite measure which is invariant with respect
to all permutations that coincide with the identity on [n]. For every n ≥ 1,
we define the n-shift as the injection −→σ n : N → N for which
−→σ n(k) = k + n
for every k ≥ 1. For any conjugation invariant F ∈ Lip(XN), we define the
image of F by −→σ n, alternatively the n-shift of F , by
←−
F n : XN → XN , which
satisfies
←−
F n(N) := F (M)
−→σ n for any M ∈ XN satisfying M
−→σ n = N. This
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is well defined Λ-almost everywhere by Proposition 5.9 and the assumption
that Λ-almost every F ∈ Lip(XN) is conjugation invariant.
We write
←−
Λ n to denote the image measure of Λn by the n-shift, that is,
←−
Λ n(·) := Λn({F ∈ Lip(XN) :
←−
F n ∈ ·}),
which is an exchangeable, finite measure on Lip(XN) and, therefore, is pro-
portional to an exchangeable probability measure µn on Lip(XN). Let Φ ∼
µn be a random function distributed according to µn. For any j = 1, . . . , r
and s′⊂f N, with |s
′| < ar(Rj) and 0 ≤ i < ar(Rj) − |s
′|, we consider the
random variables
Zim :=
1
(m− | rng s′|)↓(ar(Rj)−|s
′|−i)
∑
~x∈[m]ar(Rj):s′⊆x, | rngx\rng s′|=ar(Rj)−|s′|−i
1{R
Φ(•)
j (~x) 6= R
•
j (~x)},
for m ≥ 1, where m↓j := m(m− 1) · · · (m− j+1) is the falling factorial and
recall that x denotes the multiset determined by forgetting the ordering of
elements in ~x.
We define the reverse filtration (F im)m≥1 by F
i
m := σ〈Z
i
m+1, Z
i
m+2, . . .〉
so that (Zim)m≥1 is a reverse martingale with respect to (F
i
m)m≥1. By the
reverse martingale convergence theorem, Zim converges µn-almost surely as
m → ∞, allowing us to replace the limit superior with a proper limit in
(28) for
←−
Λ n-almost every F ∈ Lip(XN). Since this limit depends on F only
through its n-shift, for every n ≥ 1, it follows that this limit exists for Λn-
almost every F ∈ Lip(XN), for all n ≥ 1. Moreover, we note that the events
{F ∈ Lip(XN) : F
[n] 6= id[n]} increase to {F ∈ Lip(XN) : F 6= idN} as n→∞
in the sense that
{F ∈ Lip(XN) : F 6= idN} =
⋃
n≥1
{F ∈ Lip(XN) : F
[n] 6= id[n]},
implying that Λn ↑ Λ1{F∈Lip(XN ):F 6=idN} = Λ by the monotone convergence
theorem and the lefthand side of (11). It follows that limm→∞Z
i
m = Z
i
exists Λ-almost everywhere for all s′⊂f N and all j = 1, . . . , r. We can
replace the upper limit with a proper limit in the definition of Lj,i(s, F )
by noting that (m − | rng s′|)↓ar(Rj)−|s
′|−i ∼ mar(Rj)−|s
′|−i and, thus, Zi =
Lj,i(s, F ) for Λ-almost every F .
An analogous argument allows us to replace the limit superior by a proper
limit in our definition of |Aj,mF (ε)| for Λ-almost every F . ⊣
Claim 3. Λ(V j,m(ε, δ)) = 0 for all ε, δ > 0. In other words, |Aj,mF (ε)| = 0
for Λ-almost every F ∈ Lip(XN).
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Proof. By definition, m↓(∆F ) = α ⊢ k implies that, for every s
′ ( ∆F with
|s′| = l < k and every 0 ≤ i < ar(Rj)− |s
′|,
0 ≤ lim inf
n→∞
1
nar(Rj)−l−i
∑
~x∈[n]ar(Rj ):s′⊆x, | rngx\rng s′|=ar(Rj)−|s′|−i
1{R
F (•)
j (~x) 6= R
•
j (~x)} ≤
≤ lim sup
n→∞
1
nar(Rj)−l−i
∑
~x∈[n]ar(Rj):s′⊆x, | rngx\rng s′|=ar(Rj)−|s′|−i
1{R
F (•)
j (~x) 6= R
•
j (~x)}
= 0.
By assumption, Λ-almost every F has m↓(∆F ) = α ⊢ k; whence, L(s
′, F ) =
0 for all s′ ( ∆F for Λ-almost every F ∈ Lip(XN).
Also, for any F ∈ Lip(XN) and l < |∆F |, we can write
Aj,mF (ε) =
⋃
s˜⊆∆F :|s˜|=l
{s′⊂f N : s˜ ⊆ s
′ and s′ ∈ Aj,mF (ε)};
whence, for every ε, δ > 0 and Λ-almost every F ∈ V j,m(ε, δ),
δ ≤ lim sup
n→∞
n−m
∑
s′⊂f [n]:|s′|=m
1{s′ ∈ Aj,mF (ε)} =
= lim
n→∞
n−m
∑
s′⊂f [n]:|s′|=m
1{s′ ∈ Aj,mF (ε)} =
= lim
n→∞
lim
p→∞
n−lpl−m
∑
s˜⊂f [n]:|s˜|=l
∑
s′⊂f [p]:|s′|=m−l
1{s′ ⊕ s˜ ∈ Aj,mF (ε)}
= lim
n→∞
n−l
∑
s˜⊂f [n]:|s˜|=l
lim
p→∞
pl−m
∑
s′⊂f [p]:|s′|=m−l
1{s′ ⊕ s˜ ∈ Aj,mF (ε)},
where for multisets a = {imi(a)}i≥1 and b = {i
mi(b)}i≥1 we write a ⊕ b :=
{imi(a)+mi(b)}i≥1. The above calculation implies
(35) lim sup
p→∞
1
pm−l
∑
s′⊂f [p]:|s′|=m−l
1{s′ ⊕ s˜ ∈ Aj,mF (ε)} ≥ δ > 0
for some s˜⊂f N with |s˜| = l. By definition of A
j,m
F (ε), for Λ-almost every
F ∈ V j,m(ε, δ) there is some s˜ with |s˜| = l as in (35) and some 0 ≤ i <
ar(Rj)− |s˜| such that (with
∑̂
indicating the sum over {~x ∈ [n]ar(Rj) : s′ ⊆
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x, | rng x \ rng s˜| = ar(Rj)− |s˜| − i})
lim sup
n→∞
1
nar(Rj)−l−i
∑
~x∈[n]ar(Rj):s˜⊆x, | rngx\rng s˜|=ar(Rj)−|s˜|−i
1{R
F (•)
j (~x) 6= R
•
j (~x)} ≥
≥ lim sup
n→∞
1
nar(Rj)−l−i
∑
s′⊂f [n]:|s′|=m,s˜⊆s′
1(ar(Rj)
m−|s˜|
)∑̂1{RF (•)j (~x) 6= R•j (~x)}
=
1(ar(Rj)
m−|s˜|
) lim
n→∞
lim
p→∞
1
nm−l
1
par(Rj)−m−i
∑
s′⊂f [n]:|s′|=m,s˜⊆s′
∑̂
1{R
F (•)
j (~x) 6= R
•
j (~x)}
=
1(ar(Rj)
m−|s˜|
) lim
n→∞
1
nm−l
∑
s′⊂f [n]:|s′|=m,s˜⊆s′
lim
p→∞
1
par(Rj)−m−i
∑̂
1{R
F (•)
j (~x) 6= R
•
j (~x)}
≥
1(ar(Rj)
m−|s˜|
) lim
n→∞
1
nm−l
∑
s′⊂f [n]:|s′|=m,s˜⊆s′
ε1{s′ ∈ Aj,mF (ε)}
=
1(ar(Rj)
m−|s˜|
) lim
n→∞
1
nm−l
∑
s′′⊂f [n]:|s′′|=m−l
ε1{s′′ ⊕ s˜ ∈ Aj,mF (ε)}
≥ εδ
1(ar(Rj )
m−|s˜|
)
> 0,
which contradicts the assumption s˜ ( ∆F . It follows that |A
j,m
F (ε)| = 0
for all ε > 0 for Λ-almost every on F ∈ Lip(XN). (In the above string,
the first inequality follows by noting that for any ~x ∈ [n]ar(Rj) there are at
most
(ar(Rj )
m−|s˜|
)
unique multisets of [n] embedded within ~x, allowing for the
possibility that ~x with s˜ ⊆ s′ ⊆ x is counted
(ar(Rj)
m−|s˜|
)
times instead of only
once. The second line is permitted since we have shown that the limits exist
for Λ-almost every F ∈ Lip(XN). The inequality in the fourth line is plain
by our definition of the set Aj,mF (ε) above. The fifth line is a rewriting of
the fourth line in equivalent form. The sixth line follows by our choice of s˜
that satisfies (35).) ⊣
Claim 3 establishes that |Aj,mF (ε)| = 0 for Λ-almost every F ∈ Lip(XN),
for all ε > 0, which allows the possibility that either #Aj,mF (ε) = ∞ or
#Aj,mF (ε) < ∞. We observe further that Λ-almost every F ∈ Lip(XN)
satisfies either #Aj,mF (ε) <∞ or if #A
j,m
F (ε) =∞ then there is some |∆F | ≤
m′ < m such that #Aj,m
′
F (ε) <∞.
Let m∗ = max1≤j≤r ar(Rj) and, without loss of generality, suppose α ⊢ k
is such that rng sα ⊆ [m
∗]. For any s′ ⊇ sα with rng s
′ ⊆ [m∗] and |s′| ≤ m∗
and any j = 1, . . . , r, (11) implies
∞ > Λ({F ∈ Lip(XN) : F
[m∗] 6= id[m∗]}) ≥
≥ Λ({F ∈ Lip(XN) : F
[m∗] 6= id[m∗], Lj(s
′, F ) ≥ ε})
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and, furthermore,
Λ({F ∈ Lip(XN) : F
[m∗] 6= id[m∗]}) ≥
≥ Λ({F ∈ Lip(XN) : F
[m∗] 6= id[m∗], Lj(s
′, F ) ≥ ε})
=
∫
Lip(XN )
1{F [m
∗] 6= id[m∗]}1{Lj(s
′, F ) ≥ ε}Λ(dF )
=
∫
Lip(XN )
1{F s
′∪s∗ 6= ids′∪s∗}1{Lj(s
′, F ) ≥ ε}Λ(dF )
for all s∗ ⊆ N \ rng s′ with |s∗| = m∗−| rng s′| by exchangeability of Λ, where
F s
′∪s∗ is the restriction of F to a function Xs′∪s∗ → Xs′∪s∗ . Thus,
Λ({F ∈ Lip(XN) : F
[m∗] 6= id[m∗]}) ≥
≥ Λ({F ∈ Lip(XN) : F
[m∗] 6= id[m∗], Lj(s
′, F ) ≥ ε})
=
1( n−| rng s′|
m∗−| rng s′|
)∑̂ ∫
Lip(XN )
1{F s
′∪s∗ 6= ids′∪s∗}1{Lj(s
′, F ) ≥ ε}Λ(dF )
=
∫
Lip(XN )
1{Lj(s
′, F ) ≥ ε}
1( n−| rng s′|
m∗−| rng s′|
)∑̂1{F s′∪s∗ 6= ids′∪s∗}Λ(dF ),
where we write
∑̂
for the sum over {s∗ ⊆ [n] \ rng s′ : |s∗| = m∗ − | rng s′|}.
Since the righthand side is constant we have
Λ({F ∈ Lip(XN) : F
[m∗] 6= id[m∗]}) ≥
≥ Λ({F ∈ Lip(XN) : F
[m∗] 6= id[m∗], Lj(s
′, F ) ≥ ε})
= lim inf
n→∞
∫
Lip(XN )
1{Lj(s
′, F ) ≥ ε}
1( n−| rng s′|
m∗−| rng s′|
)∑̂1{F s′∪s∗ 6= ids′∪s∗}Λ(dF )
≥
∫
Lip(XN )
1{Lj(s
′, F ) ≥ ε} lim inf
n→∞
1( n−| rng s′|
m∗−| rng s′|
)∑̂1{F s′∪s∗ 6= ids′∪s∗}Λ(dF )
≥
∫
Lip(XN )
1{Lj(s
′, F ) ≥ ε}1{ lim
n→∞
1( n−| rng s′|
m∗−| rng s′|
)∑̂1{F s′∪s∗ 6= ids′∪s∗} exists} ×
× lim
n→∞
1( n−| rng s′|
m∗−| rng s′|
)∑̂1{F s′∪s∗ 6= ids′∪s∗}Λ(dF )
≥ εΛ({F ∈ Lip(XN) : Lj(s
′, F ) ≥ ε}).
(The inequality in passing from the third line to the fourth line is a conse-
quence of Fatou’s lemma.)
The final inequality above together with (11) implies
Λ({F ∈ Lip(XN) : Lj(s
′, F ) ≥ ε}) <∞ for every s′⊂f N .
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For any s′⊂f N, countable additivity and (11) implies further that
Λ({F ∈ Lip(XN) : Lj(s
′, F ) ≥ ε}) ≥
≥ Λ({F ∈ Lip(XN) : Lj(s
′, F ) ≥ ε,#Aj,mF (ε) <∞})
=
∞∑
k=1
Λ({F ∈ Lip(XN) : Lj(s
′, F ) ≥ ε, #Aj,mF (ε) = k}).
We partition Aj,mF (ε) according to
Aj,mF (ε) = {s ∈ A
j,m
F (ε) : rng s ⊆ rng s
′} ∪ {s ∈ Aj,mF (ε) : rng s 6⊆ rng s
′}.
By exchangeability, Λ assigns the same measure to the set of F for which
Lj(s, F ) ≥ ε and rng s 6⊆ rng s
′ and the set of F for which Lj(s
σ, F ) ≥ ε
for any permutation σ : N → N that coincides with the identity on rng s′,
where sσ is the image of s under the permutation σ. As there are infinitely
many such sσ whenever rng s 6⊆ rng s′, condition (11) and Lj(s
′, F ) ≥ ε force
rng s ⊆ rng s′ for all s ∈ Aj,mF (ε); whence, the event #A
j,m
F (ε) < ∞ implies
that there exists S ⊆ N such that rng s = S for all s ∈ Aj,mF (ε). Any such
S ⊆ N necessarily satisfies rng∆F ⊆ S.
On the other hand, if #Aj,mF (ε) =∞ for m = |∆F |, then
∆F ⊆
⋂
{s⊂f N : s ∈ A
j,m
F (ε)}
implies |∆F | < |∆F |, a contradiction. We can, therefore, assume m > |∆F |
and define
DF :=
⋂
{s′⊂f N : s
′ ∈ Aj,mF } ⊇ ∆F ,
which must satisfy m′ = |DF | ≥ |∆F | > 1. If we still have #A
j,m′
F = ∞,
then we define
D′F :=
⋂
{s′′⊂f N : s
′′ ∈ Aj,m
′
F } ⊇ ∆F
and proceed as above. If #Aj,m
′′
F < ∞, then the above argument implies
that rng s′ = rng s for all s, s′ ∈ Aj,m
′′
F .
Now, for any n ≥ maxj ar(Rj), we define Λn to be the restriction of Λ
to the event {F ∈ Lip(XN) : F
[n] 6= id[n]} and we write
←−
Λ n to denote the
image of Λn by the n-shift defined above, that is,
←−
Λ n({F ∈ Lip(XN) : F ∈ ·}) = Λ({F ∈ Lip(XN) : F
[n] 6= id[n],
←−
F n ∈ ·}),
which is finite and exchangeable by (11). We can regard
←−
Λ n as a constant
multiple of an exchangeable probability measure µn on Lip(XN). By the
Aldous–Hoover theorem, we have
|Aj,mF (ε)| = lim sup
k→∞
k−m
∑
s′⊂f [k]:|s′|=m
1{Lj(s
′, F ) ≥ ε} = 0 µn-a.s.,
implying that Lj(s
′, F ) = 0 for all s′⊂f N µn-a.s.
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Finally, the righthand side of condition (11) implies that, for every j =
1, . . . , r, the set
∆
(j)
F =
⋂
{s⊂f N : Lj(s, F ) ≥ ε}
either has rng∆
(j)
F = ∆F or else Lj(s, F ) = 0 for all s⊂f N, for Λ-almost
every F ∈ Lip(XN). For if there were positive measure assigned to the event
∆
(j)
F ,∆
(j′)
F 6= ∅ and rng∆
(j)
F 6= rng∆
(j′)
F then exchangeability would assign
infinite measure to an event of the form {F [n] 6= id[n]}, contradicting the
righthand side of (11).
Exchangeability allows us to proceed as in the above argument under the
assumption that rng∆F = [n], from which we deduce that R
F (•)
j (~x) = R
•
j (~x)
for all ~x ∈ Nar(Rj) such that ∆F 6⊆ x for Λ-almost every F ∈ Lip(XN).
We now define Λα := Λ1{F∈Lip(XN ):∆F=sα} and Λ
∗
α as in (34). For any
s⊂f N with m
↓(s) = α, let φs,α be the bijection defined in Lemma 8.8. By
definition, Λα satisfies (11), (32), and (33). Moreover, for Λ-almost every
F ∈ Lip(XN), F
φ−1s,α also satisfies (32) and (33). Exchangeability of Λ implies
that Λ1{F∈Lip(XN ):m↓(∆F )=α} = Λ
∗
α. The proof is complete.

Theorem 8.10. Let X be a continuous time, exchangeable Markov process
on a Fraïssé space XN that has <ω-DAP. Then the characteristic measure
Λ from Theorem 3.2 can be chosen so that it concentrates on conjugation
invariant functions XN → XN and decomposes uniquely as
(36) Λ = Λ∗∅ +
maxj ar(Rj)∑
k=1
∑
α⊢k
Λ∗α,
where Λ∗∅ is an exchangeable measure on Lip(XN) satisfying (11) and Λ
∗
∅-
almost every F ∈ Lip(XN) has ∆F = ∅ and for every α ⊢ k, 1 ≤ k ≤
maxj ar(Rj), Λα is invariant with respect to permutations that coincide with
the identity on sα and satisfies (11), (32), and (33), and Λ
∗
α is as defined in
(34).
Proof. We can decompose Λ into mutually singular measures by
Λ = Λ1{F∈Lip(XN ):∆F=∅} + Λ1{F∈Lip(XN ):∆F 6=∅}.
We write Λ∅ to denote the lefthand term above, which is exchangeable and
satisfies (11) by our assumptions on Λ. The righthand term decomposes
further as
Λ1{F∈Lip(XN ):∆F 6=∅} =
maxj ar(Rj)∑
k=1
∑
α⊢k
Λ1{F∈Lip(XN ):m↓(∆F )=α}.
Under these circumstances, each component Λ1{F∈Lip(XN ):m↓(∆F )=α} is ex-
changeable and satisfies the conditions of Proposition 8.9. The decomposi-
tion of Λ in (37) follows. 
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The representation simplifies when XN has additional structure.
Corollary 8.11. Let X be a continuous time, exchangeable Markov process
on a Fraïssé space XN that has <ω-DAP and is anti-reflexive, that is, ~x ∈
RMj implies m
↓(x) = (1, . . . , 1) for every M ∈ XN . Then the characteristic
measure Λ from Theorem 8.10 decomposes uniquely as
(37) Λ = Λ∗∅ +
maxj ar(Rj)∑
k=1
Λ∗k,
where Λ∗∅ is an exchangeable measure on Lip(XN) satisfying (11) and Λ
∗
∅-
almost every F ∈ Lip(XN) has ∆F = ∅ and for every 1 ≤ k ≤ maxj ar(Rj),
Λk is invariant with respect to permutations that coincide with the identity
on s(1,...,1) and satisfies (11), (32), and (33), and Λ
∗
k is as defined in (34).
9. Projection to limit structures
In addition to the precise structural properties exhibited by the processes
in Examples 7.3 and 7.4 and all those covered by Theorem 8.10, the sample
paths of exchangeable combinatorial Feller processes are well behaved when
projected into an appropriate space of limit objects, regardless of whether
XN satisfies <ω-DAP.
In the case of partition-valued processes, as in Examples 7.3 and 7.4,
the appropriate limit space is the ranked-simplex ∆↓. On the space of undi-
rected graphs, the space of graph limits, as studied in [23,24], is appropriate.
Most generally, we consider the projection into the space of dense limits of
relational structures, as studied recently in [4].
Let L be any signature and XN ⊆ LN be a Fraïssé space. For any S,S
′ ∈
age(XN) with domS = [m] and domS
′ = [n], we define the density of S in
S′ by
δ(S,S′) :=
1
n↓m
∑
φ:[m]→[n]
1{S′φ = S},
where each φ : [m]→ [n] is an injection and n↓m := n(n− 1) · · · (n−m+1).
For any M ∈ XN , we define the limiting density of S in M by
(38) δ(S,M) := lim
n→∞
δ(S,M|[n]), if it exists.
For any M ∈ XN , we define the combinatorial limit of M by ‖M‖ :=
(δ(S,M))S∈age(XN ), provided δ(S,M) exists for all S ∈ age(XN).
Definition 9.1. A random structure X is dissociated if X|S and X|S′ are
independent whenever S, S′ ⊆ N are disjoint.
Proposition 9.2. Suppose ‖M‖ exists for some M ∈ XN. Then ‖M‖ de-
termines a unique exchangeable, dissociated probability measure on XN.
Proof. Let ‖M‖ = (δ(S,M))S∈age(XN ) be the limiting densities of M. For
each n ∈ N, we define
νn(S) := δ(S,M), S ∈ X[n] .
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By definition (38), νn(S) ≥ 0 for all S ∈ X[n] and∑
S∈X[n]
νn(S) =
∑
S∈X[n]
lim
n→∞
1
n↓m
∑
φ:[m]→[n]
1{Mφ = S}
= lim
n→∞
∑
S∈X[n]
1
n↓m
∑
φ:[m]→[n]
1{Mφ = S}
= 1
by the bounded convergence theorem. Since δ(S,M) = δ(Sσ ,M) for all
permutations σ : [n] → [n], νn is an exchangeable probability measure on
X[n].
Furthermore, for k ≤ m and S ∈ X[k],∑
S′∈X[m]:S′|[k]=S
δ(S′,M) =
=
∑
S′∈X[m]:S′|[k]=S
lim
n→∞
1
n↓m
∑
φ:[m]→[n]
1{Mφ = S′}
= lim
n→∞
1
n↓k
∑
φ′:[k]→[n]
1
(n− k)↓(m−k)
∑
extensions φ:[m]→[n] of φ′
∑
S′∈X[m]:S′|[k]=S
1{Mφ = S′}
= lim
n→∞
1
n↓k
∑
φ′:[k]→[n]
1{Mφ
′
= S}
= δ(S,M).
Thus, the set function
ν({N ∈ XN : N|[k] = S}) = νk(S), S ∈ X[k], k ∈ N,
is an additive pre-measure on XN , which extends to a unique probability
measure on XN by Carathèodory’s extension theorem. Since each νn measure
is exchangeable and the sets of the form {M ∈ XN : M|[k] = S}, forS ∈ X[k],
k ∈ N, constitute a generating π-system of the Borel σ-field on XN , it follows
that ν is exchangeable.
Finally, we observe that for S, T ⊆ N with S∩T = ∅, S ∈ XS and T ∈ XT ,
ν({N ∈ XN : N|S = S and N|T = T}) =
= lim
n→∞
1
n↓(|S|+|T |)
∑
φ:S∪T→[n]
1{Mφ|S = S}1{M
φ|T = T}
= lim
n→∞
lim
m→∞
1
n↓|S|(m− |S|)↓|T |
∑
ϕ:S→[n]
∑
ψ:T→[m]\codϕ
1{Mϕ = S}1{Mψ = T}
= lim
n→∞
1
n↓|S|
∑
ϕ:S→[n]
1{Mϕ = S} lim
m→∞
1
(m− |S|)↓|T |
∑
ψ:T→[m]\codϕ
1{Mψ = T}
= δ(S,M)δ(T,M)
= ν({N ∈ XN : N|S = S})ν({N ∈ XN : N|T = T}),
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where codϕ denotes the codomain of ϕ. Thus, ν is dissociated. 
Proposition 9.3. Let X be an exchangeable random L-structure. Then ‖X‖
exists with probability 1.
Proof. Since age(XN) is countable it suffices to show that δ(S,X) exists with
probability 1 for every S ∈ age(XN). Let S ∈ X[m], m ∈ N, and suppose X
is dissociated. For n ≥ 1, we define
Zn := δ(S,M|[n]) =
1
n↓m
∑
φ:[m]→[n]
1{Xφ = S}
and Fn := σ〈Zn+1, Zn+2, . . .〉, the reverse filtration generated by (Zn)n≥1.
By exchangeability of X, we observe that EZn = P{X
φ = S} and E(Zn |
Fn) = Zn+1 for every n ≥ 1. Thus, (Zn)n≥1 is a reverse martingale with
respect to (Fn)n≥1. It follows that Zn → Z∞ = δ(S,X) a.s. Since X is
dissociated, δ(S,X) depends only on the tail σ-field generated by (Zn)n≥1
and, therefore, is deterministic by the 0-1 law. By the Aldous–Hoover–
Kallenberg theorem, every exchangeable random structure is conditionally
dissociated given its tail σ-field. It follows that δ(S,X) exists almost surely
whenever X is exchangeable. This completes the proof.

We write E(XN) to denote the space of exchangeable probability measures
on XN . Let X = {XM : M ∈ XN} be an exchangeable Feller process on XN .
For D ∈ E(XN), we define XD := (Xt)t≥0 as the process obtained by first
taking X0 ∼ D and then putting XD = XM on the event X0 = M. We
define ‖XD‖ := (‖Xt‖)t≥0, provided ‖Xt‖ exists for all t ≥ 0. We now
show that ‖XD‖ exists for every D ∈ E(XN) and determines a Feller process
‖XE(XN )‖ := {‖XD‖ : D ∈ E(XN)} on E(XN), which we furnish with the
topology and Borel σ-field induced by the metric
(39) ρ(γ, γ′) :=
∑
n∈N
2−n
∑
S∈XN
|γ({M : M|[n] = S}) − γ
′({M : M|[n] = S})|
for any γ, γ′ ∈ E(XN). (The metric (39) is analogous to the metric used by
Diaconis and Janson [14] in their discussion of graph limits.)
Theorem 9.4. Let XN be a Fraïssé space and let X = {XM : M ∈ XN} be
an exchangeable Feller process on XN. Then ‖XE(XN )‖ exists almost surely
and is a Feller process on E(XN).
Proof. Let L = {R1, . . . , Rr} be any signature with m
∗ := max1≤j≤r ar(Rj)
and let XN ⊆ LN be a Fraïssé space. Below we fix D ∈ E(XN) and let
XD = (Xt)t∈T be the process with initial distribution D as defined above.
The proof covers both discrete time and continuous time processes, but we
only state the proof in the continuous time case, which is harder. The
discrete time case follows by analogous, often much simpler arguments.
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Proof of Existence. Since we construct XD to have an exchangeable initial
distribution D ∈ E(XN) and an exchangeable transition probability measure,
the marginal distribution of Xt is exchangeable for every t ≥ 0 and, by Propo-
sition 9.3, the limit ‖Xt‖ exists with probability 1 for all fixed times t ≥ 0.
Countable additivity of probability measures immediately implies the simul-
taneous existence of ‖Xt‖ for any countable collection of times C ⊂ [0,∞).
In particular, ‖XD‖ exists for a discrete time process. Technical difficulty
arises when considering simultaneous existence of ‖Xt‖ at the uncountable
collection of times t ∈ [0,∞).
The proof of existence follows a standard recipe whereby we show that
the upper and lower densities,
δ+(S,Xt) := lim sup
n→∞
1
n↓m
∑
φ:[m]→[n]
1{Xφt = S} and
δ−(S,Xt) := lim inf
n→∞
1
n↓m
∑
φ:[m]→[n]
1{Xφt = S},
respectively, coincide at all times t ∈ [0,∞) with probability 1.
We write X[0,1] := (Xt)t∈[0,1] to denote the evolution of XD at times
t ∈ [0, 1]. Since the processes we study are time homogeneous, it is sufficient
to first prove existence of ‖X[0,1]‖ := (‖Xt‖)t∈[0,1] with probability 1 and then
deduce existence of ‖XD‖ by countable additivity. By the càdlàg paths prop-
erty of XD, we can regard X[0,1] = (X[0,1]|rng x)~x∈Nm∗ as an m
∗-dimensional
array taking values in the Polish space D = D([0, 1] → X[m∗]) of càdlàg
functions [0, 1] → X[m∗]. Viewed in this way, X[0,1] is an exchangeable,
symmetric array valued in a Polish space and, thus, the Aldous–Hoover–
Kallenberg theorem [3,18,20] for exchangeable random arrays characterizes
the law of X[0,1] in terms of a Borel measurable function g : [0, 1]
2m
∗
→ X[m∗]
such that X[0,1]=DY := (Y~x)~x∈Nm∗ for
Y~x := g((ξs)s⊆rngx), ~x ∈ N
m∗ ,
where (ξs)s⊂N:|s|≤m∗ are i.i.d. Uniform[0, 1] random variables. More specif-
ically, Y is conditionally dissociated given its tail σ-field, and so we may
proceed under the assumption that X[0,1] is dissociated.
To show that ‖Xt‖ exists simultaneously for all t ∈ [0, 1], we show that the
upper and lower densities δ+(S,Xt) and δ
−(S,Xt) coincide for all t ∈ [0, 1]
with probability 1 for all S ∈ age(XN). In particular, we show that for all
S ∈ age(XN),
P{ sup
t∈[0,1]
|δ+(S,Xt)− δ
−(S,Xt)| = 0} = 1.
By the projective Markov property of X, each entry X[0,1]|rng ~x of X[0,1]
has finitely many discontinuities for all ~x ∈ Nm
∗
and, therefore, so must the
restriction X
[n]
[0,1] := (Xt|rng ~x)~x∈[n]m∗ for every n ∈ N. For every ε > 0, there
52 HARRY CRANE AND HENRY TOWSNER
is a finite subset Tε ⊂ [0, 1] and an at most countable partition I1, I2, . . . of
[0, 1] \ Tε such that, for every ~x ∈ N
m∗ ,
P{X[0,1]|rng ~x is discontinuous at t ∈ Tε} ≥ ε and
P{X[0,1]|rng ~x is discontinuous on Ij} < ε, for every j = 1, 2, . . . .
For suppose there were no such partition. Then there would be some t 6∈ Tε
such that
P{X[0,1]|rng ~x is discontinuous on (t− 1/n, t+ 1/n)} ≥ ε
for every n ∈ N, implying
P{X[0,1]|rng ~x is discontinuous at t 6∈ Tε} ≥ ε,
a contradiction.
The action of relabeling by any permutation σ : N → N is ergodic for
exchangeable, dissociated L-structures, implying
P{X[0,1]|[m∗] is discontinuous on Ij} =
= lim
n→∞
(
n
m∗
)−1 ∑
s⊆[n]:|s|=m∗
1{X[0,1]|s is discontinuous on Ij} < ε a.s.
for every subinterval I1, I2, . . .; thus, (δ
+(S,Xt))t∈Ij and (δ
−(S,Xt))t∈Ij can-
not vary by more than ε|domS|m
∗
for any j = 1, 2, . . .. Since δ+(S,Xt) =
δ−(S,Xt) for the endpoints of Ij , we must have
P{sup
t∈Ij
|δ+(S,Xt)− δ
−(S,Xt)| ≤ 2ε|domS|
m∗} = 1
for all ε > 0.
We can cover [0, 1] by the countable set of intervals I1, I2, . . . and a count-
able nonrandom set of times S =
⋃
ε>0 Tε; whence,
P{ sup
t∈[0,1]
|δ+(S,Xt)− δ
−(S,Xt)| ≤ 2ε|domS|
m∗} = 1
for all ε > 0, for every S ∈ age(XN), from which continuity from above
implies
P{ sup
t∈[0,1]
|δ+(S,Xt)− δ
−(S,Xt)| = 0} =
= lim
ε↓0
P{ sup
t∈[0,1]
|δ+(S,Xt)− δ
−(S,Xt)| ≤ 2ε|domS|
m∗} = 1.
It follows that δ(S,Xt) exists simultaneously for all t ∈ [0, 1] with probability
1 for every S ∈ age(XN). Since age(XN) is countable, we conclude that
‖X[0,1]‖ exists with probability 1 and, thus, ‖XD‖ exists with probability 1
and determines a process on E(XN).

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Proof of Feller property. By Theorem 3.2, we can assume X is constructed
from a Poisson point process Φ = {(t,Φt)} ⊆ [0,∞)×Lip(XN) with intensity
dt ⊗ Λ for some measure Λ satisfying (11). As every F ∈ Lip(XN) restricts
to a unique F [n] ∈ Lip(X[n]) as in (7), we can construct a process Ψ =
(Ψt)t∈[0,∞) on Lip(XN) from Φ as follows. For every n ∈ N, we define
Ψ[n] = (Ψ
[n]
t )t∈[0,∞) on Lip(X[n]) by putting
• Ψ
[n]
0 = id[n], the identity X[n] → X[n],
• Ψ
[n]
t = Φ
[n]
t ◦Ψ
[n]
t−, if t is an atom time of Φ with Φ
[n]
t 6= id[n], and
• Ψ
[n]
t = Ψ
[n]
t−, otherwise,
for Ψ
[n]
t− := lims↑tΨ
[n]
s and Φ
[n]
t ◦Ψ
[n]
t− denoting the composition of Lipschitz
continuous functions X[n] → X[n]. We define Ψ as the projective limit of
the collection (Ψ[n])n∈N , which is an exchangeable Feller process on Lip(XN)
under the topology induced by the metric dLip(XN ) defined in (8). In this
way, we can assume X = {XM : M ∈ XN} is constructed from the same Ψ
by XM := (Ψt(M))t∈[0,∞), for every M ∈ XN .
Let Φ be an exchangeable Lipschitz continuous random function XN → XN
governed by exchangeable measure ϕ. Any such Φ ∼ ϕ determines a unique
exchangeable, consistent transition probability measure PΦ on XN by
(40)
PΦ(M, A) := ϕ({F ∈ Lip(XN) : F (M) ∈ A}), M ∈ XN , A⊆Borel XN .
Any exchangeable, consistent transition probability P acts on E(XN) by
µ 7→ Pµ, where
(41) Pµ(A) :=
∫
XN
P (M, A)µ(dM), A⊆Borel XN .
This map is Lipschitz continuous in the metric (39).
If X is an exchangeable random L-structure and Φ ∼ ϕ is an exchangeable
Lipschitz continuous function XN → XN , then Φ(X)=D σΦσ
−1(Xσ) = Φ(X)σ
for all permutations σ : N → N and Proposition 9.3 implies that ‖Φ(X)‖
exists with probability 1.
Consequently, for any D ∈ E(XN), the marginal distribution of Xt in
XD = (Xt)t∈[0,∞) coincides with that of Ψt(X0) for X0 ∼ D and, thus,
‖Xt‖=D ‖Ψt(X0)‖=D P
Ψt‖X0‖ = P
ΨtD.
To establish the Feller property for ‖XE(XN )‖, we let P = (Pt)t∈[0,∞) be
the semigroup of ‖XE(XN )‖, that is, each Pt acts on bounded, continuous
functions g : E(XN)→ R by
Ptg(D) := E(g(‖Xt‖) | ‖X0‖ = D).
We need to show that, for all bounded, continuous g : E(XN)→ R,
(a) D → Ptg(D) is continuous for all t > 0 and
(b) limt↓0Ptg(D) = g(D) for all D ∈ E(XN).
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To establish (a), we let g : E(XN) → R be any continuous function. By
compactness of E(XN), any such g is uniformly continuous and, therefore,
bounded. The dominated convergence theorem and Lipschitz continuity of
the action defined in (41) implies (a).
For (b), we write P idN to denote the transition probability on XN corre-
sponding to the identity map idN : XN → XN , for which P
idN (M,M) ≡ 1.
Let ψt be the law governing Ψt and let I denote the measure that assigns
probability 1 to idN ∈ Lip(XN). We first show Ψt →P idN as t ↓ 0, where
→P denotes convergence in probability, that is,
lim
t↓0
P{Ψ
[n]
t 6= id[n]} = 0 for all n ≥ 1.
In the direction of a contradiction, we assume
lim sup
t↓0
P{Ψ
[n]
t 6= id[n] for some n ≥ 1} > 0,
by which there must be some n ∈ N, F ∈ Lip(X[n]) \ {id[n]}, and ̺ > 0 such
that
lim sup
t↓0
P{Ψ
[n]
t = F} ≥ ̺.
Given any such F ∈ Lip(X[n])\{id[n]}, we let S ∈ X[n] be such that F (S) 6=
S. For any M ∈ XN such that M|[n] = S, we have
P{X
[n]
t 6= S | X0 = M} ≤ P{X
[n]
M is discontinuous on [0, t]}
≤ 1− exp{−tΛ({F ∈ Lip(XN) : F
[n] 6= id[n]})}(42)
and
P{X
[n]
t 6= S | X0 = M} ≥ P{Ψ
[n]
t = F}(43)
By (42) and the righthand side of (11),
lim sup
t↓0
P{X
[n]
M is discontinuous on [0, t]} ≤
≤ lim sup
t↓0
1− exp{−tΛ({F ∈ Lip(XN) : F
[n] 6= id[n]})
= 0.
On the other hand, (43) implies
lim sup
t↓0
P{X
[n]
M is discontinuous on [0, t]} ≥ lim sup
t↓0
P{Ψ
[n]
t = F} ≥ ̺ > 0,
establishing a contradiction. We conclude that
lim sup
t↓0
P{Ψ
[n]
t 6= id[n] for some n ≥ 1} = 0
and, therefore, Ψt →P idN as t ↓ 0. It follows that
‖Xt‖=D ‖Ψt(X0)‖=D P
Ψt‖X0‖ = P
ΨtD →P P
idND = D
as t ↓ 0. Part (b) of the Feller property follows, completing the proof.
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Theorem 9.5. Let X be a continuous time, exchangeable Feller process on a
Fraïssé space XN having <ω-DAP. Then, for every D ∈ E(XN), the sample
paths of ‖XD‖ are continuous at all times except possibly those of jumps
from the Λ∗∅ measure in Theorem 8.10.
Proof. Let D ∈ E(XN) and XD = (Xt)t∈[0,∞) have initial distribution X0 ∼
D. By Theorem 8.10, we can construct XD from a Poisson point process
with intensity dt ⊗ Λ for some exchangeable measure Λ which decomposes
as
Λ = Λ∗∅ +
maxj ar(Rj)∑
k=1
∑
α⊢k
Λ∗α,
where Λ∗∅ is an exchangeable measure satisfying (11) and for which Λ
∗
∅-almost
every F ∈ Lip(XN) has ∆F = ∅, where ∆F is defined in (31), each Λα, α ⊢ k,
1 ≤ k ≤ maxj ar(Rj), satisfies (11), (31), and (32), and Λ
∗
α is defined as in
(34).
By Theorem 9.4, ‖XD‖ is a Feller process and, therefore, has a version
with càdlàg sample paths. For this càdlàg version, lims↑t ‖Xs‖ exists for all
t > 0 with probability 1. Although the map ‖ · ‖ : XN → E(XN) is not
continuous, we still have lims↑t ‖Xs‖ = ‖Xt−‖ for all t > 0 with probability
1, as we now show.
Suppose t > 0 is a discontinuity time for XD. Exchangeability of XD
and the Aldous–Hoover theorem implies that Xt− is exchangeable for every
t > 0 and, thus, ‖Xt−‖ exists with probability 1. If lims↑t ‖Xs‖ 6= ‖Xt−‖,
then there exists ε > 0 such that
ρ(lim
s↑t
‖Xs‖, ‖Xt−‖) > ε,
where ρ is the metric defined in (39). In particular, there exists m ∈ N and
S ∈ X[m] such that
| lim
s↑t
δ(S,Xs)− δ(S,Xt−)| > ε.
These limits exist with probability 1, allowing us to replace limits with limits
inferior to get
0 ≤ | lim inf
s↑t
lim inf
n→∞
1
n↓m
∑
φ:[m]→[n]
1{Xφs = S} − 1{X
φ
t− = S}| ≤
≤ lim inf
s↑t
lim inf
n→∞
1
n↓m
∑
φ:[m]→[n]
|1{Xφs = S} − 1{X
φ
t− = S}|
≤ 2 lim inf
s↑t
lim inf
n→∞
1
n↓m
∑
φ:[m]→[n]
1{XφD is discontinuous on [s, t)}.
Combining the bounded convergence theorem and Fatou’s lemma with the
exchangeability and projectivity properties of XD and its construction from
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the process Ψ on Lip(XN), we see
E
lim inf
s↑t
lim inf
n→∞
1
n↓m
∑
φ:[m]→[n]
1{XφD is discontinuous on [s, t)}
 ≤
≤ lim inf
s↑t
lim inf
n→∞
1
n↓m
∑
φ:[m]→[n]
E
[
1{XφD is discontinuous on [s, t)}
]
≤ lim inf
s↑t
lim inf
n→∞
1− exp{−(t− s)Λ({F ∈ Lip(XN) : F
[m] 6= id[m]})}
= 0.
By Markov’s inequality,
P{| lim
s↑t
δ(S,Xs)− δ(S,Xt−)| > ε} = 0 for all ε > 0 and all S ∈ age(XN);
whence,
P{ρ(lim
s↑t
‖Xs‖, ‖Xt−‖) > ε} = 0 for all ε > 0.
To see that the discontinuities in ‖XD‖ occur only at the times of dis-
continuities from the Λ∗∅ measure, suppose s > 0 is a discontinuity time
for ‖XD‖. Since ‖XD‖ has càdlàg sample paths and lims↑t ‖Xs‖ = ‖Xt−‖
a.s., a continuity at s > 0 implies that |δ(S,Xs−)− δ(S,Xs)| > ε for some
S ∈ age(XN) and some ε > 0. By the strong law of large numbers,
lim
n→∞
(
n
m∗
)−1 ∑
S⊆[n]:|S|=m∗
1{Xs−|S 6= Xs|S} > 0,
since otherwise exchangeability would imply δ(S,Xs−) = δ(S,Xs). For any
1 ≤ k ≤ m∗ and α ⊢ k, condition (33) implies that R
F (•)
j (~x) = R
•
j (~x) for all
~x such that sα 6⊆ x, for Λα-almost every F ∈ Lip(XN). It follows that for
Λ-almost every F ∈ Lip(XN), if the discontinuity at time s > 0 comes from
the Λ∗α measure, then there exists some T ⊆ N of partition type α ⊢ k such
that
lim
n→∞
(
n
m∗
)−1 ∑
S⊆[n]:|S|=m∗,T⊆S
1{Xs−|S = Xs|S} ≤ lim
n→∞
(
n
m∗
)−1(
n
m∗ − k
)
= 0.
Implying discontinuities can only occur at the time of atoms from the Λ∗∅
measure.

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