Abstract. In the Simply Typed λ-calculus [Hin97, BDS13] Statman investigates the reducibility relation ≤ βη between types: for A, B ∈ T 0 , types freely generated using → and a single ground type 0, define A ≤ βη B if there exists a λ-definable injection from the closed terms of type A into those of type B. Unexpectedly, the induced partial order is the (linear) well-ordering (of order type) ω + 4, see [Sta80a, Sta80b, Sta81, BDS13] .
Hierarchy of types
We work in simply typed lambda calculus over a single base type 0. The set of open terms of (simple) type A is written Λ(A), while the set of closed terms of type A is denoted by Λ ε (A) (for reasons which become clear in Section 2).
For types A, B one defines A ≤ βη B if there is a closed term Φ : A → B that is an injection on closed terms modulo βη-equality.
To get some feeling for the relation ≤ βη we begin by observing The general problem whether A ≤ βη B for given types A and B is solved by the Hierarchy Theorem (stated on page 3, due to Richard Statman [Sta80a, Sta80b] ), which describes among other things the equivalence classes of ≤ βη in terms of (relatively) simple syntactic properties.
We give a new proof, which is self-contained, syntactic and constructive. We assume only basic knowledge of the simply typed lambda calculus (long normal form, rank, . . . ), and recall the most important notions before using them. Roughly speaking, the proof is one long syntactic analysis of inhabitants of simple types and reductions between them; we make no use of term models and the like. The proof is constructive in the sense that we do not use the law of the excluded middle, and so one may easily ignore this feature of the proof (except perhaps when reading Theorem 1.8).
Applications of the Hierarchy Theorem include the polynomial decidability of the Decidable Unification Problem, [Sta81] the 1-Section Theorem [Sta85] (which itself has many uses, see [Rie95] ), and the construction of the five canonical term models (see §3.5 of [BDS13] ). For more details on the Hierarchy Theorem, its applications, and another proof, we refer the reader to Section 3.4 of [BDS13] .
1.1. Hierarchy Theorem. To formulate the theorem we first recall a few notions and some notation from the simply typed lambda calculus, see Section 1.1 and Section 3.4 of [BDS13] . Definition 1.1.
(i) Let A be a type. The components of A are the unique types A 1 , . . . , A n such that
(ii) Each type A has a rank denoted by rk(A); it is defined recursively by rk(0) 0; rk(A → B) max{ rk(A) + 1, rk(B) }. (i) A βη-reduces to B, notation A ≤ βη B, if for some R ∈ Λ ε (A → B)
This R is then called a reducing term from A to B. We call a term of this form a Böhm term. (iii) A reduces multi-head to B, notation A ≤ h + B, provided there exist Böhm terms R (1) , . . . , R ( ) which are jointly injective, that is, for M 1 , M 2 ∈ Λ ε (A),
Theorem 1.3 (Statman Hierarchy). The relations ≤ h + , ≤ βη and ≤ h are increasingly fine. 
Moreover, the equivalence classes H α of ≤ h have the following syntactic description, and the relations ≤ h + , ≤ βη and ≤ h are hence decidable.
H ω+4 = { A : A is inhabited and large }; H ω+3 = { A : A is inhabited, small and rk(A) > 3 }; H ω+2 = { A; A is inhabited, small, rk(A) ∈ {2, 3}
and A has at least two components of rank ≥ 1 };
A is inhabited, small, rk(A) = 3 and A has exactly one component of rank ≥ 1 };
H ω = { A : A is inhabited, small, rk(A) = 2 and A has exactly one component of rank 1 };
A is inhabited, small, rk(A) = 1 and A has exactly k components of rank 0 };
Writing A = [A 1 , . . . , A n ] and B = [B 1 , . . . , B m ] we have that (i) the types of the variables a 1 , . . . , a n are respectively A 1 , . . . , A n and (ii) the types of the terms N 1 , . . . , N m are respectively B 1 , . . . , B m .
Observation 1.6. We can write every type A using only the operation [ ] in a unique way. For example, 0 = [ ] and n + 1 = [n] . In this way we can consider types to be finite trees. For instance, the canonical types are represented by the following trees. From this we see that given a type A, the nodes on odd height of the tree A are the types of the variables which might occur in closed terms of type A, while the possible types of the subterms are those on even height. (E.g., in a closed term of type [3, 0] -such as λΦ 3 c 0 . Φλf 1 1 . f 1 Φλf 1 2 . f 1 f 2 c -the introduced variables are of type 3 and 1, while the subterms are of type 2 and 0.) Observation 1.7. The syntactic properties mentioned in Theorem 1.3 are more easily defined and understood when considering a type to be a tree.
(i) The rank of a type A is its height as a tree. If the rank of A is restricted from above to, say 2, the variables occurring in a closed term M of type A are of rank 0 or 1 so that all the variables in M are introduced at the head, contrary to types like [3, 0].
(ii) A type A is fat if it has more than one component. Fat types are important, because a variable of fat type can be used to construct a pairing (see Lemma 4.42). Moreover, A is large if A as tree has a fat type on odd height. One can show that if A is inhabited, then A is large if and only if there is closed inhabitant M of A which contains a (bound) variable of fat type.
In particular, if a type is small (= not large), then its inhabitants are "strings" of a variable followed by the mandatory abstractions
1.3. Inhabitants of the canonical types H α . By the preceding observations we can determine the (lnf-)inhabitants of a given type. As an example (and also since we will need them), we list by an iconic shorthand (explained by ) the inhabitants of the canonical types below. The verification is left to the reader. (The graphical "inhabitation machines" from Examples 1.3.8 of [BDS13] might prove illuminating here, see also [SDB15] .)
To make terms more readable, we leave out parentheses. There is only one way to place parentheses to get a term obeying the typing rules. E.g., we read
The inhabitants (of [0 k ]) are the projections on k elements:
The inhabitants are the Church-numerals,
where
As a warm-up for what is coming, note that the inhabitants of [1, 0] are produced by the following two-level grammar.
. An inhabitant can be identified by a pair of natural numbers
These terms are produced by the following grammar.
The inhabitants are essentially 'words over a two element alphabet',
Hence we use words over {f, g} as shorthands. For instance, 
By replacing "Φ(λf 1 i . · · · )" with "/", hiding "λΦ 3 c 0 . " and hiding the "c" at the end, we obtain a shorthand for the inhabitants of [3, 0] 
We will denote them as such. For instance,
1.4. Structure of the proof. In this Subsection, we present the proof of the Hierarchy Theorem. We delegate most of the work to the remainder of this article by using statements proved later on. What is left is the compact skeleton of the proof.
Proof of Theorem 1.3. We need to prove the following.
(I) The relations ≤ h , ≤ βη and ≤ h + are as displayed on page 3. (II) The relations ≤ h , ≤ βη and ≤ h + are decidable. Concerning (I). We first consider the relation ≤ h . Let the sets H α be defined as on page 3. One easily verifies that the H α form a partition of T 0 , and that H α ∈ H α for all α.
To show that ≤ h is of the form as on page 3 it suffices to show that for all A, B ∈ T 0 and α, β ∈ ω + 5 with A ∈ H α and B ∈ H β , we have that
For this we use the following four facts proved later on.
). Before we prove Statement (1.1) let us spend some words on fact (iv). In Section 3 we do not directly prove that α β =⇒ H α h H β . Instead we show the inequalities listed below in Statement (1.2) (writing A h,βη B for A βη B & A h B, etcetera). Together with fact (iii), this is sufficient to establish fact (iv). Indeed suppose that α β and H α ≤ h H β for some α and β in order to obtain a contradiction. Then β < α, so β + 1 ≤ α. Thus
by fact (iii). This contradicts the inequality H β+1 h H β from Statement (1.2).
It is interesting to note that we will prove the inequalities from Statement (1.2) of the form H β h,βη,h +H α (except one) by showing that there are distinct terms N 1 , N 2 ∈ Λ ε (H β ) such that R N 1 = βη R N 2 for all R ∈ Λ ε (A → B) (see Lemma 3.2). These terms N 1 , N 2 are listed on the right in Statement (1.2) using the notation from Subsection 1.3.
Let us prove Statement (1.1). The first equivalence follows from facts (i) and (ii), the second equivalence follows directly from facts (iii) and (iv).
We now turn to the order type of the reducibility relation ≤ βη . To show that ≤ βη is of the form as depicted on page 3, we need to prove that
for all α, β ∈ ω + 5 and all A ∈ H α and B ∈ H β . Note that
for all types A and B.
(1.4)
So to prove Statement (1.3), it suffices to show that
The implication "⇐=" follows from Statements (1.1), Statement (1.4) and
Concerning "=⇒". Let α, β ∈ ω + 5 be given. Suppose that H α ≤ βη H β . Then since ≤ and = on ω + 5 are decidable, it suffices to show that the negation of the right-hand side of Statement (1.5) leads to a contradiction. Suppose that β < α and not α, β ∈ {ω, ω + 1}. Then β ≤ γ < γ + 1 ≤ α for some γ ∈ ω + 5 with γ = ω. (Pick γ = β if β = ω, or pick γ = ω + 1 otherwise.) Then H γ+1 βη H γ by Statement (1.2), but we also have that
We have proven Statement (1.3). We continue with the order type of ≤ h + . We need to prove that
or α, β ∈ {2, . . . , ω} (1.6) for all α, β ∈ ω + 5 and all A ∈ H α and B ∈ H β . Again, we have
and A ∼ h + H α for all A ∈ H α . So it suffices to show that
or α, β ∈ {2, . . . , ω}.
(1.8)
The implication "⇐=" follows from Statement (1.1), and Statement (1.7) and
The implication "=⇒" can be proven using the inequalities of Stat. (1.2) in a similar fashion as the implication "=⇒" of Stat. (1.5) was proven above. We leave this to the reader. Proof. Concerning "⇐=". Suppose towards a contradiction that all A i are inhabited, and A is inhabited too. Pick M ∈ Λ ε (A) and (ii) If A i is uninhabited then A ij is inhabited for all j. We need to prove that all A i are inhabited provided that A is uninhabited, and that either A is inhabited or A is uninhabited.
Concerning (II
Assume that A is uninhabited in order to show that all A i are inhabited. By (i), either all A i are inhabited or some A i is uninhabited. In the former case we are done; so let us prove the latter case leads to a contradiction. Assume A i is uninhabited for some i. By (ii) A ij is inhabited for all j. Pick N j ∈ Λ ε (A ij ) for all j. Then λa
Consequently, A is inhabited iff not all A i are inhabited. Since (by (i)) either all A i are inhabited or not, it follows A is either inhabited or not.
Reductions and contexts
In this section we introduce some syntactic sugar that will save ink later on. (ii) For a context Γ = c
k be a context. We say P fits in Γ if P = P 1 , . . . , P k is a tuple of (open) terms, and P i : C i for every i. In that case we write
Remark 2.2. Recall that we have assumed that all terms are in long normal form.
Using contexts one can formulate statements such as
, and (λΓ. N ) P = β N [Γ:= P ] for any term N and P which fits in Γ. Also contexts lighten the study of reductions as will be shown in the following.
We study the relation
, which is injective (on lnf-terms). That is, Φ should be of the form Φ(M ) = βη RM where R is some Böhm term (see Definition 1.2(ii)). More explicitly, writing
], the map Φ should be of the form Φ(M ) = λ∆ 2 . M P where P fits in ∆ 1 and FV( P ) ⊆ {∆ 2 }.
Let Φ be such a Böhm transformation, then it transforms
To see if Φ is injective, we only need to focus on the transformation mapping
A map Λ ∆ 1 (0) → Λ ∆ 2 (0) of this form is also called a Böhm transformation. In order to construct these Böhm transformations it pays off to consider the more general Böhm transformations from
where P , Q fit in ∆ 1 , Γ 1 , respectively, having free variables from Γ 2 , ∆ 2 . Note that the core of these transformations is the substitution of P , Q for ∆ 1 , Γ 1 .
These considerations lead to the next set of definitions. 
Proposition 2.4. Let Γ 1 A 1 and Γ 2 A 2 be context-types. Then
Proof. Just unfold the definitions.
We will focus on instead of R as the following convention shows.
(The benefit of this becomes clear later, see Remark 4.4.)
such that the Böhm transformationˆ is injective.
Since A ≤ h B ⇐⇒ ε A ≤ ε B for all types A and B, it is natural to regard the types part of the context-types by identifying A with ε A. As such, any notion defined for context-types can be applied to types as well.
For notational brevity, we also identify Γ and Γ 0 for any context Γ. In this way we also regard the contexts as part of the context-types. As such, any notion defined for context-types is applicable to contexts. In particular, we obtain a notion of reduction between contexts; Γ ≤ ∆ ⇐⇒ Γ 0 ≤ ∆ 0.
Note that with these identifications we have Γ,
Inequalities between canonical types
In this section we will prove the inequalities listed in Statement (1.2) on page 7. This is one of the bits left out of the proof of the Hierarchy Theorem in Subsection 1.4. We start with two of the simpler inequalities.
3.1. Ad H k+1 βη H k . As H k has exactly k inhabitants, there is no injection from Λ ε (H k+1 ) to Λ ε (H k ), and hence no βη-reduction from H k+1 to H k (see Definition 1.2(i)). 
Recall that an inhabitant of [2] is of the following form (see 1.3.3).
Further, note that since F is an element of Λ f 1 ,c 0 (2) it must be of the following form.
We first exclude a pathological case.
Soˆ is constant and hence not injective. So let us assume that n > 0. To reduce Equation (3.1), note the following.
So if we apply (i) and (ii) to Equation (3.1), in this order, (i), (ii), (i), we obtain
Consequently, 3, 1 and n + 3, n + 2 are both sent to f (2(n+1)k 0 + i k i ) c byˆ .
3.3. Indiscernibility. The remaining inequalities are of the form H α h,βη,h + H β . In this subsection we develop some general theory to prove them. In fact, we prove a stronger statement: there are terms
That is, M 1 and M 2 are indiscernible for any term R : 
where R ranges over the closed terms R : (Γ → A) → [∆] and ranges over the substitutions from Γ A to ∆. (Soˆ is a Böhm transformation.)
Lemma 3.2. Let A and B ≡ [∆] be types and
(ii). Assume that M 1 ≈ Ex ∆ M 2 . We will that prove A h + B, and hence a fortiori
To formulate Proposition 3.6, we need one more notion.
Then for all i the context Γ, Γ i is said to be a direct derivative of Γ. A context Γ is a derivative of Γ if there is a chain of direct derivatives from Γ to ∆.
2
Examples 3.5.
(1) The only derivative of x 0 , f 1 is x 0 , f 1 itself. In fact, a context Γ has only one derivative (c.q. itself) iff rk([Γ]) ≤ 2. (2) Any derivative of F 2 is of the form F 2 , x 0 1 , . . . , x 0 n for some n, and any derivative of Ω 3 is of the form Ω 3 , f 1 1 , . . . , f 1 n for some n. (3) The context Φ 4 , F 2 , x 0 , G 2 is a derivative of Φ 4 . Any derivative of Φ 4 is of the form Φ 4 , ∆ , where ∆ is a context with {∆ } = {F 2 1 , . . . , F 2 m , x 0 1 , . . . , x 0 n } for some n, m with n = 0 =⇒ m = 0. Proposition 3.6. Given a type A, terms M 1 , M 2 ∈ Λ ε (A) and a context ∆,
Here ∆ ranges over contexts such that m A , ∆ is a derivative of m A , ∆.
2 Equivalently, the relation on contexts of being a derivative is the transitive-reflexive closure of the relation on contexts of being a direct derivative.
This is sufficient. Indeed, suppose that R : A → [∆] with R ≡ λm A . N . Then we have that
, as required. To prove Statement (3.4), we use induction (over the long normal form of N ). Let N ∈ Λ m A ,∆ (0) be given for some ∆ such that m A , ∆ is a derivative of m A , ∆. We have
where c ∈ {m A , ∆ } and N j ∈ Λ m A ,∆ ,Γ j (0) for all j (see Observation 3.3). To use induction over N , we need to prove that every N j falls in the scope of Statement (3.4), i.e. that N j ∈ Λ m A ,∆ (0) for some ∆ such that m A , ∆ is a derivative of m A , ∆. That is, we need to have that m A , ∆ , Γ j is a derivative of m A , ∆. This is indeed the case because m A , ∆ , Γ j is a direct derivative of m A , ∆ , and m A , ∆ itself is a derivative of m A , ∆ (see Definition 3.4).
We need to prove that N [m:
, and by induction we may assume that
In the former case, m = c, so
In the latter case, we have c = m A (and thus
where is the substitution from A = [a
Proof. Combine Proposition 3.6 and Lemma 3.2. 
Ad
In the latter case,
3.6. Ad H ω+3 h + H ω+2 and H ω+3 βη H ω+2 . We use Corollary 3.7 with (see 1.3.5) 
To this end, we first calculate Φ M for M ∈ Λ Ξ (2) where Ξ h 1 1 , . . . , h 1 m , ∆ . The result is recorded in Lemma 3.8. We start with two remarks.
First, note that Φ ∈ Λ ∆ (3) is of the form
where w i are words on the alphabet
and e is a variable of type 0, so either e = d, e = z i for some i ∈ {1, . . . , n}, e = d i for some i ∈ {1, . . . , m}, or e = y for some y introduced by a G j in one of the w k . Secondly, we know that any M ∈ Λ Ξ (2) is of the form
where H i ∈ Λ Ξ (1) and R ∈ Λ Ξ (0). 
In particular, for any term K : 1 in which z j does not occur, we have
Either e = z i for some i or not. If e = z i , then 
We have proven Statement (3.7) and so we are done.
We will use the special case of Lemma 3.8 where H = λx 0 . x.
Corollary 3.9. Define W w 0 w 1 · · · w n and P i λz 0 i . w i w i+1 · · · w n z i . Then for any term M ∈ Λ Ξ (2) of the form M = β λh 1 . h(T h) with T ∈ Λ Ξ (2) we have
Proof. Follows immediately from Lemma 3.8.
We are now ready to prove Equation (3.5).
Corollary 3.10.ˆ M 1 =ˆ M 2 .
Proof. For brevity, let K j λx 1 x 2 . x j . We have
We distinguish two cases: either e = z i or not. Assume e = z i for some i. We apply Corollary 3.9 twice, first to
by Equation (3.10)
Assume e = z i . By Corollary 3.9 applied to M λf
So in both cases the value ofˆ M j does not depend on j.
3.7.
Ad H ω+4 h + H ω+3 and H ω+4 βη H ω+3 . We use Corollary 3.7 with (see 1.3.6)
That a word over {f 1 , . . . , f , g 1 , . . . , g i }.
We see that either e ∈ {x, c, d 1 , . . . , d ν } or e = y.
In the former case, we have e = y. Then y is not used in b , so we have b M N = β b M N for all terms M, N, N : 0. In particular,
Similarly, if e = y, then e = x, so b M N = β b M N for all M, M , N , and
Calculus of reductions
Before we proceed, we establish some general calculation rules for reducibility. Although one can find some trivial rules for
, the notion of head reduction is otherwise uncooperative. Therefore, we work with strong reductions (Subsection 4.1) and atomic reductions (Subsection 4.2) instead, yielding the more tractable relations ≤ s and ≤ a , respectively. We prove later on that for types A and B we have
So to show that A ≤ h B it suffices to prove that either A ≤ s B or A ≤ a B.
One of the calculation rules provided in this section concerns types A with [1, 1] ≤ a A. It states that for such A and any contexts Γ 1 , Γ 2 , we have
We will call these types atomic types and study them in Subsection 4.3.
Strong reductions.
For the sake of familiarity we begin with strong reductions between types. Let A 1 and A 2 be types. Recall that a reducing term from A 1 to A 2 is a closed term R of type A 1 → A 2 which is injective on closed terms (see Definition 1.2), that is, the map Φ : 
(iv) Let be a substitution from Γ 1 A 1 to Γ 2 A 2 , and let Ξ be a fresh context.
With Ξ we denote the natural extension of to a substitution from Ξ,Γ 1 A to Ξ,Γ 2 B given by Ξ c = c for all c C ∈ {Ξ}. Thenˆ Ξ : Λ Ξ,Γ 1 (A 1 ) → Λ Ξ,Γ 2 (A 2 ). Proposition 4.2. Let Γ 1 A 1 and Γ 2 A 2 be context-types. Then
There is a substitution from
Definition 4.3. Let Γ 1 A 1 , Γ 2 A 2 be context-types. A strong reduction from Γ 1 A 1 to Γ 2 A 2 is a substitution from Γ 1 A 1 to Γ 2 A 2 such that allˆ Ξ are injective. We write :
Remark 4.4. It would not make sense to define a strong reduction to be the Böhm transformation Φ ≡ˆ because one can not always reconstruct -and hence theˆ Ξ s-fromˆ , which acts only on closed terms.
The merit of strong reductions (over regular ones) is that it is easy to built complex strong reductions from simpler ones. Moreover, almost all reductions encountered in this text are strong.
Remarks 4.5.
(i) Not every reduction is also a strong reduction: the substitution from the context f 1 to the empty context ε given by f = λx 0 . x is a reduction, because Λ f 1 (0) is empty, and thusˆ : Ξ : Ξ, Γ ≤ Ξ, ∆. As it turns out, the reverse implication does hold; we will not prove this in this article. Proof. By Definition 2.3(vi) we may assume that is a substitution between contexts, say from Γ to ∆. Recall that Ξ 1 is a substitution from Ξ 1 , Γ to Ξ 1 , ∆ with Ξ 1 c = c for all c ∈ {Γ} and 
(iii) We have 0 = = ε .
Proposition 4.10. A substitution from Γ to ∆ satisfies the 'recursion':
Proof. It is only a matter of expanding definitions. Indeed,
where a A ∈ {Ξ, Γ} with
for every term M ∈ Λ Θ,Ξ,Γ (0).
We now give an important condition for a substitution to be a strong reduction.
Theorem 4.11. Let Γ and ∆ be contexts. Let be a substitution from Γ to ∆. If has the following property, then is a strong reduction.
for all M i ∈ Λ Ξ,∆ (A i ) and N i ∈ Λ Ξ,∆ (B i ) and every context Ξ.
Proof. To prove that is a strong reduction, we need to show that for each context Ξ, the Böhm transformationˆ Ξ : Λ Ξ,Γ (0) → Λ Ξ,∆ (0) is injective (see Definition 4.3). So, consider for each context-type Ξ C (see Definition 2.3) and M ∈ Λ Ξ,Γ (C) the property P (M ):
It suffices to prove that P (M ) for all M , because then (taking C = 0),
for each context Ξ, so each Böhm transformationˆ Ξ is injective.
To prove that P (M ) for all M , we use induction on M . There are two cases. In that case we write :
In that case we write
Remark 4.13. Given variables a and b, we have (cf. Statement (4.1))
for all terms M i and N i . In this respect the terms Ξ a s of an atomic reduction behave similar to atomic terms (=variables). Hence the name.
Remark 4.14. Given context-types Γ 1 ∆ 1 and Γ 2 ∆ 2 we have
by Definition 4.12(ii). Cf. Definition 4.1(iii). Below we have collected the calculation rules for ≤ a which we use later on. The reader can chose to skip them at first and proceed to Remark 4.31.
Proposition 4.15. For context-types
Lemma 4.16. Let Γ, ∆ and Θ be contexts.
(
Proof. (i). Assume that {Γ} ⊆ {∆}. To prove Γ ≤ a ∆, we need to find an atomic reduction from Γ to ∆ (see Definition 4.12(iii)). Let be the substitution from Γ to ∆ given by c = c for all c C ∈ {Γ} (see Def. 2.3(v)). To prove that is an atomic reduction, we need to show that given a context Ξ and a A , b B ∈ {Ξ, Γ} with
Since all Ξ a are distinct variables, this follows immediately from Remark 4.13.
(ii). Assume that Γ ≤ a ∆, that is, that there is some atomic reduction from Γ to ∆ (see Definition 4.12(iii)). To prove that Θ, Γ ≤ a Θ, ∆, we show that Θ is an atomic reduction from Θ, Γ to Θ, ∆. For this we must prove that
for every context Ξ and appropriate a, b, M i and N i (see Definition 4.12(ii)). Since we have that ( Θ ) Ξ = Ξ ,Θ (see Lemma 4.6), Statement (4.2) follows immediately from the fact that is an atomic reduction. (Indeed, pick Ξ = Ξ , Θ).
Corollary 4.17. Given types C 1 , . . . , C k and a permutation ϕ of {1, . . . , k}, we have
. We must prove that Γ ≤ a ϕ·Γ (see Remark 4.14). This follows immediately from Lemma 4.16(i) since {Γ} = {ϕ · Γ}.
Lemma 4.18. A substitution from Γ to ∆ is an atomic reduction provided that (iii) The situation that a ∈ {Γ} and b ∈ {Ξ} does not occur, since by Assumption (ii) we
Similarly, the situation that a ∈ {Ξ} and b ∈ {Γ} does not happen.
Lemma 4.19. Given types C 1 , . . . , C k and a permutation ϕ of {1, . . . , k}, we have
Proof.
By Remark 4.14 we need to find an atomic reduction from F [Γ] to G [ϕ·Γ] . We show that the substitution from F to G given by
is an atomic reduction. For this we use Lemma 4.18. Let Ξ be a context.
We need to reach a contradiction. Indeed, we get Lemma 4.21. Let A, B and C 1 , . . . , C k be types. Then
Proof. Assume that A ≤ s B to find an atomic reduction from
(see Remark 4.14). Pick a strong reduction σ : A ≤ s B with reducing term S : A → B. Define a substitution from F to G by
where Γ c
We prove that is an atomic reduction by Lemma 4.18. (i) Let Ξ be a context and suppose that We prove that is atomic using Lemma 4.18. Let Ξ be some context.
It is easy to see that Equation (4.5) implies that
in order to obtain a contradiction. This is easy; Equation (4.6) implies
and thus F = b, qoud non.
Lemma 4.23. Given types A 1 , . . . , A n we have
Proof. By Remark 4.14 it suffices to show that the substitution from the context
To prove this, we use Lemma 4.18.
(i) Let Ξ be a context and suppose that
(ii) As easy as before.
Lemma 4.24. Given a set of types A ≡ {A 1 , . . . , A n } we have
for all C 1 , . . . , C k ∈ A.
Proof. Writing Γ c
k it suffices to prove that the substitution from the context
given by the assignment
k . m Γ is an atomic reduction (see Remark 4.14). For this we use Lemma 4.18.
) in order to prove M = N . We get 
and thus M (f a) = βη N (f a). Since f does not occur in M and N we have
for every term R of type 1. If we pick R λx 0 . a 1 for fresh a 0 1 , we get M a 1 = βη N a 1 .
So we see that M = N .
(ii) Easy.
For the proof of Lemma 4.28 we need the following fact concerning terms.
Lemma 4.27. Let E be a type and let c E , d E be variables. Then we have
for all terms M, N (which might contain c and d).
Proof. Write Θ x E , c E , d E . Given a context-type Ξ C and M ∈ Λ Ξ,Θ (C) let P (M ) be the property that Statement (4.7) holds for M and any N ∈ Λ Ξ,Θ (C). With induction we prove that P (M ) holds for every M . This is sufficient. Proof. We need to find an atomic reduction from
A (see Remark 4.14). Let be the substitution from F to Θ given by
We prove that is an atomic reduction using Lemma 4.18. 
for every context Θ and k ∈ {1, . . . , n} such that
Proof. Assume that Θ ≤ a Γ, Γ k for some Θ and k. By Definition 4.12, there is an atomic reduction from Θ to Γ, Γ k . In order to prove that Θ ≤ a Γ, we need to find an atomic reduction from Θ to Γ. Pick terms H t i ∈ Λ Γ i ,∆,Γ (0) for every i = k and t [∆] ∈ {Θ}; this is possible by Statement (4.11). Now, let σ be the substitution from Θ to Γ given by
We use Lemma 4.18 to prove that σ is an atomic reduction.
Lemma 4.30. Let Γ be a context and ∆ a derivative of Γ (see Definition 3.4). Then
Proof. Let Γ and Θ with Θ ≤ a Γ be given and suppose Statement (4.12) holds. We prove that Θ ≤ a ∆ for every derivative ∆ of Γ with induction on ∆. Let ∆ be a derivative of the context Γ and let ∆ be a direct derivative of ∆. Assume that Θ ≤ a ∆. We need to prove that Θ ≤ a ∆ .
By Definition 3.4, ∆ ≡ ∆, ∆ k for some Lemma 4.34. A context Θ is atomic iff there are terms X 1 , X 2 ∈ Λ Θ (1) with: (i) For every context Ξ and for all M, N ∈ Λ Ξ,Θ (0),
(ii) For every context Ξ and all
Proof. . We need to find an atomic reduction σ from Θ 1 , Θ 2 ≡ t 11 , . . . , t 1n , t 21 , . . . , t 2n to Θ ≡ t 1 , . . . , t n . We do this by replacing t ij by f i t j . More formally, write T i ≡ [Γ i ] and define the substitution σ from Θ 1 , Θ 2 to Θ by
We use Lemma 4.18 to prove that σ is an atomic reduction. Let Ξ be a context. (i) Let t ij , t k ∈ {Θ 1 , Θ 2 } be given. Suppose that
for some tuples M and N with free variables from Ξ, Θ which fit in Γ j and Γ , respectively (see Definition 2.1(iii)). We need to prove that M = N , i = k and j = .
If we expand the definition of σ, we get
Since is an atomic reduction, this implies f i = f k (so i = k) and t j M = t N . The latter implies t j = t (so j = ) and M = N .
(ii) Let t ij ∈ {Θ 1 , Θ 2 } and b B ∈ {Θ} with B ≡ [B 1 , . . . , B m ]. Assume
for some tuples M and N with free variables from Ξ, Θ which fit on Γ j and ∆, respectively. Equation (4.14) implies b N = βη f i t j M . On the other hand we have b N = βη f i (t j M ) as is an atomic reduction. A contradiction.
Proposition 4.37. Let Γ, ∆ and Θ be contexts and suppose Θ is atomic. Then
Proof. Assume that Γ ≤ s Θ and ∆ ≤ s Θ; we must prove that Γ, ∆ ≤ s Θ. Let Θ 1 and Θ 2 be clones of Θ. By Lemma 4.36 and Proposition 4.15 we see that we have Lemma 4.39. Let Γ, ∆ be contexts with {Γ} ⊆ {∆}. We have
Proof. By expanding Definition 4.32 and using Remark 4.14, one easily sees that part (i) is a special case of (ii). Let us prove part (ii). Let Θ be a context with Θ ≤ a Γ. We need to prove Θ ≤ a Γ. That is, we need to find an atomic reduction from Θ to ∆. We know there is a substitution from Θ to Γ which is an atomic reduction. Since {Γ} ⊆ {∆}, the map can be considered a substitution from Θ to ∆ (see Definition 2.3(v)). We prove that is an atomic reduction from Θ to ∆.
Let a A , b B ∈ {Ξ, Θ} with A ≡ [A 1 , . . . , A n ] and B ≡ [B 1 , . . . , B m ] be given where Ξ is some context. We need to show that
Let us shorten "Statement (4.16) holds for M i ∈ Λ Ξ 0 (A i ) and N i ∈ Λ Ξ 0 (B i )" to "(4.16) holds for Ξ 0 ". We need to prove that (4.16) holds for Ξ, ∆.
Recall that {Γ} ⊆ {∆}. Pick a context Γ c such that {Γ c , Γ} = {∆}. Then {Ξ, ∆} = {Ξ, Γ c , Γ}. Thus Λ Ξ,∆ (C) = Λ Ξ,Γ c ,Γ (C) for all types C. Hence to prove (4.16) holds for Ξ, ∆, it suffices to show that (4.16) holds for Ξ, Γ c , Γ.
Thus, writing Ξ Ξ, Γ c , we need to prove that (4.16) holds for Ξ , Γ. Since we have a, b ∈ {Ξ, Θ} ⊆ {Ξ , Θ}, this follows immediately from the fact that is an atomic reduction from Θ to Γ. We prove that X 1 , X 2 is an atomic pair (see Definition 4.35), i.e., that the terms X 1 , X 2 satisfy conditions (i) and (ii) of Lemma 4.34. Let Ξ be a context. (i) Assume X i M = βη X j N for some M, N ∈ Λ Ξ,Θ (0) in order to show that M = N and i = j. By reduction, we get an equality between lnfs, To ground the claim, it suffices to find two components of A of the form [B] . Since A ∈ H ω+2 , we know that A is small and has at least two components C 1 , C 2 with rk(C i ) ≥ 1 (see Theorem 1.3). Since rk(C i ) ≥ 1, the type C i must have at least one component. Also C i has at most one component since C i is not fat as A is small (see Definition 1.1(v)). So we see that C i ≡ [B i ] for some type B i .
To prove that all types A ∈ H ω+4 are atomic, we need two lemmas. Moreover, we claim that sM = βη M for all M ∈ Λ Ξ,Θ (0). To prove the claim, write s ≡ λx 0 . S for some S ∈ Λ x,Θ (0). Note that either x occurs in S or not, and if x does not occur in S then sM = βη sN for all N, M , which contradicts Statement (4.17). Hence x occurs in S. Now, let M ∈ Λ Ξ,Θ (0) be given; we prove sM = βη M . Recall that we consider all terms to be in long normal form. In particular, S is in lnf. Note that if we replace x in S with M , the resulting term is immediately in long normal form-no reduction is needed. Hence if S = x, we see that M is a strict subterm of S[x:=M ] = M , which is absurd. So S ≡ x and thus s = λx 0 . x. This is also absurd. Indeed, we get b dd = β s d = βη d for any fresh variable d 0 , which contradicts that is an atomic reduction. Now that we know sM = βη M for all M ∈ Λ Ξ,Θ (0), cunningly define X 1 λx 0 . b xx; X 2 λx 0 . b x(sx).
Then X i ∈ Λ Θ (1). We prove X 1 , X 2 satisfies (i) and (ii) of Lemma 4.34. Proof. Since A is small and rk(A) ≥ 4 by definition, A is atomic by Lemma 4.47.
Order type of ≤ h
The order type of the reducibility relation ≤ h (see Definition 1.2(ii)) is ω + 5. At least, this is what is shown in Subsection 1.4 using statements promised to be proven later on. In this section, we deliver on these promises; they are H α ≤ h H α (Subsection 5.1), H α ≤ h H α (Subsection 5.2), and α ≤ β =⇒ H α ≤ h H β (Subsection 5.3).
We refer the reader to Theorem 1.3 for the definition of H α and H α .
