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ABSTRACT
A complete description of how an earthquake occurs can be achieved with a physically
self-consistent modeling framework where wave propagation is combined with fracture
mechanics to simulate the initiation, growth, and arrest of fault motion. To this end, dy-
namic rupture simulations are used to reproduce or predict dynamic and static deformations
through time and space and give insight into the frequency-dependent rupture process. This
dissertation assessed the rupture dynamics of large earthquakes in two separate tectonic en-
vironments using two different approaches. The major contribution of this work is the use
of high-resolution geophysical data to constrain rupture dynamics and uncover controls on
future seismic hazard in subduction or strike-slip fault systems.
In chapter 2 I developed 2-D dynamic rupture simulations focused on the transition zone
region between the locked and creeping regions of the Cascadia megathrust. I used geode-
tic inversions for shear stress-rate to constrain possible dynamic stress-drop amplitudes
within the locked and transition regions. While the initial conditions suggested an ener-
getically unfavorable condition for deeper rupture, my models captured the exact opposite.
Deeper rupture at speeds exceeding the shear-wave velocity (supershear) is possible given
the geodetic inversion results, unless the transition region has a dynamic frictional behavior
that strongly increases in response to slip. This study suggested the possibility of a wider
Cascadia earthquake source model and that one possible mechanism for high-frequency
energy radiation down-dip might be when the there is a supershear rupture transition.
In chapter 3 I extended the 2-D simulation framework and developed the first fully dy-
namic 3-D rupture simulations for the Cascadia subduction zone. I developed an approach
to estimate dynamic stress-drop along the Cascadia megathrust using geodetic coupling
models of slip-rate deficit. I found that the relative dynamic stress-drop amplitude in the
x
central Cascadia region exerts the greatest influence on whether or not margin-wide rup-
tures can develop. I also showed several non-unique simulations that can provide a close
match to subsidence data from the last Cascadia megathrust event in 1700 A.D. - under-
scoring the importance of offshore geodetic data to rule out competing ideas of interseismic
strain accumulation offshore.
Finally, chapter 4 investigated elastic stresses radiated from the 2019 Ridgecrest Se-
quence mainshock using 2-D dynamic rupture simulations. I focused on the dynamic stress
changes experienced by the Garlock fault, a major strike-slip fault in the Eastern California
Shear zone, during the coseismic rupture phase. I found that peak Coulomb stresses arrive
at the Garlock < 1 minute from the mainshock nucleation. The simulations resolved key
kinematic rupture parameters such as low mainshock rupture speeds (≤ 2.0 km/s) and slip




Earthquakes represent immense tectonic stress release occurring near regions of weakness 
in the Earth’s crust and mantle (faults). As slip develops on a fault, elastic seismic waves 
are radiated and can be modulated in response to stress and strength on the fault, or as they 
pass through different geological materials. Seismic, geodetic, and geologic observations 
before, during, and after earthquake rupture have increased our understanding of how they 
evolve in space and time. But modern geophysical observations are limited to the last 
∼60 years and high-resolution, broadband instrument recordings are especially lacking for 
large ruptures before 1980 (Bilek and Lay, 2018) and offshore (Wang and Tréhu, 2016). A 
crucial question for seismic hazards analysis is then how to best estimate the seismic source 
area before an event occurs? If we cannot predict when a great earthquake will occur, 
can we use numerical tools to assess how it could occur, given sufficient information (or 
reasonable assumptions) on the state of fault stress and friction? How can different datasets 
be harnessed to inform physics-based simulation of the earthquake rupture process?
1.0.1 Modeling the Earthquake Rupture Process
There are two ways to model an earthquake. The first is the kinematic approach, whereby 
displacements at the source are prescribed a-priori and parameters controlling rupture prop-
agation (e.g., rise-time, rupture speed, slip) are likewise assigned across a discretized fault 
surface (Hartzell and Heaton, 1983). Kinematic rupture models are commonplace due to 
the straightforward relationship between fault slip and the recorded elastic displacement 
field once the Green’s functions are k nown, a llowing these types of models to be run at 
lower computational cost. In contrast, the second approach describes the earthquake rup-
ture process dynamically, accounting for the initiation, propagation, and arrest of fault 
motion in response to stress conditions and a constitutive friction law (Madariaga, R. and 
Olsen, 2002). Specifying the fault stress (normal and shear) as well as friction levels (static 
and dynamic) requires constraints from coseismic observation or laboratory experiment,
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which is why some dynamic rupture simulations come after kinematic source observations
to gain insight into the first order physics.
To initialize the tectonic shear stress on the fault, one can estimate the stress drop from
a kinematic slip inversion (e.g., Ripperger and Mai, 2004), or if the orientation of the
maximum compressive stress field is well constrained, the initial shear stress tensor may be
calculated assuming an Andersonian state of stress (e.g., Aochi, Hideo, Madariaga, 2003;
Ulrich et al., 2019). The selection of realistic static and dynamic friction levels on the
fault are key ingredients of the constitutive fault friction law that will ultimately control
slip (namely, slip-weakening or rate-and-state friction laws). Physically permissible fault
friction laws allow for a nonsingular relation between the static and dynamic friction near
the rupture tip (Ida, 1972; Palmer, 1973). In slip-weakening or fast velocity-weakening
friction laws, typical values of the static friction range from 0.6 - 0.4 whereas dynamic
friction can be ≤ 0.1 if exceptional weakening occurs (e.g., Andrews, 1976; Byerlee, 1978;
Cochard, A., Madariaga, 1996; Daub and Carlson, 2010; Di Toro et al., 2011; Reches and
Lockner, 2010).
Advances in computational infrastructure have made high-resolution forward modeling
of the earthquake process feasible and allow one to understand what might be causing spe-
cific rupture characteristics (e.g., slip distribution, rupture speed and length, crack or pulse-
like propagation style). For subduction zones in which there are no modern geophysical
recordings of earthquake rupture (i.e., Cascadia), geodetic coupling models (e.g., Burgette
et al., 2009; Li et al., 2018; Schmalzle et al., 2014) can be used to constrain dynamic rup-
ture simulations. Using geodetic coupling models to reproduce fault slip estimates from
observation or inform future earthquake scenarios is beginning to be explored (e.g., Yang
et al., 2019a; Yao and Yang, 2020).
1.0.2 Research objectives
The primary objective of this work is to use dynamic rupture simulations to predict final
rupture extent or stress changes and consequently, inform earthquake hazard analysis. Two
separate tectonic environments are studied: the Cascadia subduction zone and the Eastern
California shear zone. Despite the stark contrast in geologic history and available datasets
in these regions, dynamic rupture simulations are developed to test end-member hypothe-
ses of interseismic strain accumulation (i.e., Cascadia), or to explain first-order kinematic
rupture features and resolve dynamic stresses on a nearby major fault system (i.e., 2019
Ridgecrest Sequence). The numerical methods used include the spectral element method
and the Discontinuous-Galerkin method, a high-order finite element method (Ampuero,
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2009; De La Puente et al., 2009; Pelties et al., 2012). These methods are used because in
dynamic rupture problems, there can be specific requirements to solve for fault boundary
conditions while also honoring realistic fault and free-surface geometries. While computa-
tionally demanding, fully dynamic rupture simulations are useful tools to investigate which
factors contribute most to the rupture history and to test potential mechanisms behind geo-
physical observations.
Cascadia
The potential earthquake and tsunami hazard to the U.S. Pacific Northwest coast is
dominated by megathrust events from the Cascadia subduction zone. However, given the
absence of modern seismic recordings of megathrust earthquakes and the fact that a major-
ity of the seismogenic portion of the fault most likely lies offshore, there are outstanding
unknowns regarding how the next megathrust event will behave. Complicating simulation
efforts are distinct zones at depth along the Cascadia megathrust (i.e., the locked, transi-
tion, and episodic tremor and slow-slip regions) that have unique friction and stress condi-
tions. While episodic tremor and slow-slip (ETS) is generally confined to 30 - 40 km depth
along-strike (e.g., Dragert, 2001; Wech and Creager, 2011; Hyndman, 2013), these incred-
ibly slow earthquakes have not been definitively detected at shallower depths, and thus an
apparent gap exists between the locked and ETS regions. This feature brings into question
whether or not slow-slip can penetrate the gap and transmit stresses to the locked region
(e.g., Segall and Bradley, 2012; Bruhat and Segall, 2017) or if megathrust earthquakes can
rupture into the ETS region (Ramos and Huang, 2019; Lin et al., 2020). Given the incred-
ibly low fault strength conditions (∼1 MPa effective normal stress) that may exist in the
ETS region, it is informative to see what dynamic rupture simulations predict as rupture
encounters this portion of the fault. Note that an inferred low fault strength in this region is
supported by several geophysical studies on low-frequency earthquakes, tremor, and stress
inversion (i.e., Gao et al., 2012; Newton and Thomas, 2020; Rubinstein, 2007; Royer et al.,
2015).
Another important aspect of the Cascadia megathrust revealed by many geological and
geophysical studies is an apparent temporal and physical segmentation in interseismic slip
behavior, geologic structure, or earthquake inferred recurrence interval (e.g., Brudzinski
and Allen, 2007; Goldfinger et al., 2017; Watt and Brothers, 2020; Wells et al., 2003). Major
differences in megathrust coupling and ETS partitions the megathrust into the northern,
central and southern regions (Brudzinski and Allen, 2007; Schmalzle et al., 2014). Present-
day patterns in the interseismic velocity field may be indicative of temporal variations in
strain-release suggested in the offshore paleoseismic record (e.g., Goldfinger et al., 2003;
Wells et al., 2017). These systematic and along-strike changes in interplate slip processes
3
or upper plate expressions may hold clues about future coseismic rupture patterns.
Taking into account these observations about Cascadia, I seek to uncover how fault
friction and stress conditions in the locked, gap, and ETS regions may control along-dip
and along-strike rupture evolution and present a modest range of simulations to account
for uncertainty in the true state of fault stress and friction levels. Developing future rup-
ture scenarios in this manner has application to other global subduction zones that, like
Cascadia, may have a dearth of seismic observations but are rich in other datasets (e.g.,
GPS geodesy, paleoseismology). These complementary observations can be harnessed to
explore hypotheses about how megathrust strain accumulation may control the evolution of
future event. Both 2-D and 3-D dynamic rupture simulations are generated for the Cascadia
subduction zone.
2019 Ridgecrest Sequence
How dynamic stresses from seismic waves during rupture are transmitted from the
source to nearby faults can tell us something about triggered fault creep, aftershocks, or
a lack thereof. The recent 2019 Ridgecrest earthquake sequence in southern California jos-
tled the seismological community by revealing a complex and cascading foreshock series
that culminated in a M7.1 mainshock. But the central Garlock fault, despite being located
immediately south of this sequence, did not fail. Instead, the Garlock fault underwent
postseismic creep and exhibited a sizable earthquake swarm (e.g., Barnhart et al., 2019;
Xu et al., 2020). I develop 2-D dynamic rupture simulations constructed from a kinematic
slip-inversion model of the M7.1 event to explore how elastic stresses changed through time
on the section of the Garlock fault. Moreover, I provide a thorough comparison between
static and dynamic stress-changes from the Ridgecrest mainshock and discuss how this
earthquake sequence affected the local stress-field in the Eastern California Shear Zone.
1.0.3 Outline
In Chapter 2, I draw upon recent geodetic models for shear stress-rate based on the joint
inversion of GPS and vertical tide-gauge data (Bruhat and Segall, 2016, 2017). These in-
versions suggest an abrupt stress gradient near the inferred downdip limit of the locked zone
in northern Cascadia. While the initial conditions suggested an energetically unfavorable
condition for deeper rupture propagation, my models captured the exact opposite. Deeper
rupture at faster speeds (supershear) is possible given the geodetic data, unless the transi-
tion region has a dynamic frictional behavior that strongly increases in response to slip or
the strength of the megathrust in the ETS region is much higher than assumed. This study
suggested the possibility of a wider Cascadia source zone model and a possible mechanism
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for high-frequency energy radiation down-dip (i.e., when the rupture speed transitions to
supershear).
Chapter 3 uses geodetic coupling models to inform shear stress distribution on the Cas-
cadia megathrust that is used as input for 3-D dynamic rupture simulations. Besides being
the first-ever 3-D dynamic rupture simulations for Cascadia, these models are constrained
by observations unique to this subduction zone. This study highlights the importance of
segmentation and dynamic stress-drop in the central Cascadia region (which is inferred to
be creeping) to permit margin-wide ruptures to develop. I show that geodetic coupling
models with a high slip deficit to the top of the Cascadia megathrust tend to generate
margin-wide rupture, regardless of where rupture is initiated. Moreover, I provided a close
fit to the 1700 A.D. subsidence measurements without invoking wide areas of high slip
(high relative dynamic stress-drop) patches along-strike, which is in contrast to previous
kinematic rupture studies (e.g., Frankel et al., 2018; Wirth et al., 2018; Wirth and Frankel,
2019). Results suggests that in the absence of margin-perpendicular (paleo)geodetic mea-
surements, there are multiple ways to fit coastal subsidence data and several datasets must
be used jointly to inform dynamic rupture models.
In chapter 4 I generate a physically consistent dynamic rupture model showing stress
interactions vis-à-vis the Garlock fault during and after the Ridgecrest sequence using a
slip-inversion model (Ramos, M.D., Neo, J.C., Thakur, P., Huang, Y., Shengji, 2020). I
demonstrated that positive Coulomb stress changes impacted a section of the Garlock fault
that was imaged from satellite data to have creeped for nearly 30 km. This result suggests
that creep could have been induced on this section of the Garlock fault < 1 minute into
mainshock rupture. My models were successful in reproducing first-order inferences from
kinematic inversions that suggested low mainshock rupture speeds (≤ 2 km/s).
The overall contribution of this work is to inform seismic hazard with dynamic rupture
simulations that are constrained by geologic, seismic, and geodetic observations. I am
among the first to develop models of megathrust earthquakes in Cascadia that account for
source dynamics. My Ridgecrest study fills in the missing link between foreshock and
aftershock periods and shows the temporal nature of stress interactions near the Garlock
fault, which has slipped in its past but did not in 2019.
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CHAPTER II
How the transition region along the Cascadia megathrust influences coseismic 
behavior: Insights from 2-D dynamic rupture simulations *
Abstract
There is a strong need to model potential rupture behaviors for the next Cascadia megath-
rust earthquake. However, there exists significant uncertainty regarding the extent of downdip 
rupture and rupture speed. To address this problem, we study how the transition region (i.e., 
the gap), which separates the locked from slow-slip regions, influences coseismic rupture 
propagation using 2-D dynamic rupture simulations governed by a slip-weakening friction 
law. We show that rupture propagation through the gap is strongly controlled by the amount 
of accumulated tectonic initial shear stress and gap friction level. A large amplitude neg-
ative dynamic stress drop is needed to arrest downdip rupture. We also observe downdip 
supershear rupture when the gradient in effective normal stress from the locked to slow-slip 
regions is dramatic. Our results justify kinematic rupture models that extend below the gap 
and suggests the possibility of high-frequency energy radiation during the next Cascadia 
megathrust earthquake.
2.1 Introduction
Anticipating potential rupture behaviors during the next great earthquake from the Casca-
dia subduction zone (CSZ) is of paramount importance to the northwestern United States 
coast (Wang and Tréhu, 2016). Paleoseismic studies have uncovered the potential of the 
CSZ to generate magnitude 9 earthquakes through the mapping and dating of abruptly sub-
merged coastal sediments (Atwater, 1987; Kelsey et al., 2002), characterization of marine 
turbidite deposits (Goldfinger et al., 2012, 2017), and paleo-tsunami records and modeling
*Chapter II is published in Geophysical Research Letters: Ramos, M.D and Huang, Y. ”How the transition 
region along the Cascadia megathrust influences c oseismic b ehavior: I nsights f rom 2 -D d ynamic rupture 
simulations.” Geophysical Research Letters 46.23 (2019). https://doi.org/ 10.1029/2018GL080812
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(Satake et al., 1996). Together these observations document repeated episodes of coseismic
subsidence and tsunamigenesis. Models of the 1700 CE CSZ megathrust earthquake show
temporal (Goldfinger et al., 2003; Priest et al., 2010) and spatial (Leonard et al., 2010;
Wang et al., 2013) rupture variability along-strike, but the extent and characteristics of
downdip rupture remains largely unknown. An outstanding question is if episodic tremor
and slow-slip (ETS) events can be used as a proxy to map downdip rupture limits along
subduction zone megathrusts. In Nankai, it has been observed that longer duration slow-
slip events have, over time, occurred along a transition region that separates the locked
from ETS regions of the megathrust (Kobayashi, 2012). Similar to Nankai, ETS in north-
ern Cascadia is spatially distinct from the locked region and occurs at depths between 30
and 50 km (Gomberg, 2010; Rodgers, 2003; Wech and Creager, 2011), but the frictional
behavior and stress state within the transition region (i.e., the gap) for the CSZ is poorly
constrained (Figure 2.1). Developing coseismic rupture models that explore the gamut of
fault stress, rheology, and friction levels in the gap is critical to seismic hazards analysis
because this region could exert strong control on downdip rupture propagation.
Kinematic rupture models show that ground motions from the Cascadia megathrust
earthquake are significantly impacted by the choice of hypocentral depth, downdip rupture
limit, rupture speed, slip distribution, and high-stress drop subevents (Delorey et al., 2014;
Frankel et al., 2018; Melgar et al., 2016; Olsen et al., 2008; Wirth et al., 2018). In par-
ticular, Frankel2018b find that a deeper downdip rupture limit generally produces higher
ground motion intensity for inland locations, mostly due to the deeper locations of high
stress-drop (∼20 MPa) subevents. It is also common to assume a range of 2–3 km/s for
rupture speeds in kinematic rupture simulations. However, faster rupture usually results in
larger ground motions (e.g., Graves, 2008), and an increase in the average rupture velocity
from 2.1 to 2.3 km/s can lead to a factor of 1.5 difference in spectral acceleration values in
Cascadia kinematic rupture models (Wirth et al., 2018). Our goal is thus to provide phys-
ically informed constraints on kinematic rupture properties for a future CSZ megathrust
earthquake by considering rupture dynamics and our current understanding of stresses and
fault friction.
A notable feature of the CSZ is its relative lack of seismicity near the plate interface
(McCrory et al., 2012; Stone et al., 2018; Williams et al., 2011), which precludes conven-
tional estimates of earthquake stress release (Scholz and Campos, 2012). However, recent
insight into the state of shear stress based on the joint inversion of horizontal GPS and
vertical tide-gauge data (Bruhat and Segall, 2016, 2017) suggests an abrupt gradient near
the inferred downdip limit of the locked zone in northern Cascadia. In fact, negative shear
stress rates in the gap appear to be a necessary condition to fit the vertical geodetic data,
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irrespective of imposed locking depth (Bruhat and Segall, 2016). We aim to test this partic-
ular shear stress profile in the gap below northern Cascadia while addressing uncertainties
in its amplitude across the gap using 2-D dynamic earthquake rupture simulations operat-
ing under a linear slip-weakening friction law. We find that shear stress and friction levels
in the gap play a principal role in governing downdip rupture propagation. In addition, we
also design simulations to represent dynamically what may occur for a rougher and hy-
drated megathrust fault below southern Cascadia. Our simulations predict that rupture can
break through the gap and propagate into the ETS region, unless the gap has large negative
stress drops whose amplitudes exceed those predicted by geodetically derived shear stress
rates. These results support a seismic hazard source model that extends below the locked
region, which can be directly implemented in current kinematic rupture models (Frankel
et al., 2018; Wirth et al., 2018). These 2-D dynamic rupture models can also be used to
inform future 3-D CSZ dynamic rupture models and other megathrust faults that possess a
separation between the locked and ETS regions such as Nankai or Mexico (e.g., Brudzinski
et al., 2016; Takagi et al., 2016).
2.2 Methodology
2.2.1 Model Geometry and Friction Law
We model the northern Cascadia megathrust as a 240-km-wide low-angle thrust fault dip-
ping at ∼ 11 degrees that extends to a depth of 40 km (Figure 2.1). Our along-dip model
geometry is simplified because we want to emphasize dynamic effects from heterogeneous
stress or friction conditions on rupture propagation. We consider only the upper 40 km
because this depth extent adequately captures all three regions of interest along the megath-
rust: the locked, gap, and ETS zones. Similarly, the model geometry for southern Cascadia
also extends to 40 km depth (Figure 2.1), but is only 160 km wide to reflect the steeper
subduction angle (McCrory et al., 2012). Both faults are embedded in a homogeneous,
isotropic, and linearly elastic half-space characterized by a shear modulus (G) of 30.0 GPa
and Poisson’s ratio (v) of 0.25. A hemispherical absorbing boundary encloses the lower
half of each computational domain. Dynamic rupture propagation is solved using the 2-D
spectral element code SEM2DPACK (Ampuero, 2009).
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2.2.2 Constraints on Cascadia Megathrust Stress Conditions
Pore pressure is inferred to be at or near lithostatic levels in proximity to the forearc-mantle
corner (Audet et al., 2009; Liu and Rice, 2009; Wech and Creager, 2011). Higher pore
pressure, which translates to lower effective normal stress levels, is also supported by ETS
stress drop measurements that range between 0.01 and 1.0 MPa (Gao et al., 2012) and the
fact that small stress perturbations on the order of ∼0.01 MPa influence tremor activity
(Nakata et al., 2008; Rubinstein, 2007). The effective normal stress within the ETS region
is thus set to 1 MPa in each simulation for both Cascadia models. For northern Cascadia,
effective normal stress in the locked region is set to a constant 50 MPa and tapers down to 10
MPa in the upper 5 km of the fault, consistent with other fault models for northern Cascadia
(Liu and Rice, 2009; Li and Liu, 2016). For each simulation, we assume a decreasing linear
gradient in stress across the gap region. Within the locked region in southern Cascadia,
however, we select a lower effective normal stress level of 30 MPa to represent a higher
state of hydration, which implies elevated pore pressures (Stone et al., 2018).
We estimate initial shear stress conditions for northern Cascadia using shear stress
rate and gap width constraints below the Olympic Peninsula (Bruhat and Segall, 2016;
Holtkamp and Brudzinski, 2010; Schmalzle et al., 2014). The Bruhat and Segall (2016)
inversion analysis requires an abrupt transition in shear stress rate at the base of the locked
zone, assuming creep is not present above the specified locking depth. They deduced an
upper bound of 35 kPa/year near the bottom of the locked zone (∼21 km depth), which
we multiply by an average megathrust recurrence interval of∼505 years (Goldfinger et al.,
2017) to arrive at the accumulated tectonic shear stress at the bottom of the locked zone
(17.7 MPa) in our northern Cascadia models. By assuming a complete stress drop during
the last megathrust rupture, we use the dynamic fault strength to represent the stress state
immediately after the last megathrust earthquake. Thus, our initial shear stress level is the
sum of the dynamic fault strength and the accumulated tectonic shear stress, which leads
to an initial shear stress level of 27.7 MPa near the bottom of the locked zone (Figure 2.2).
Applying the same procedure to the gap region, where a negative shear stress rate of -2.5
kPa/ year is estimated (Bruhat and Segall, 2016), we calculate an initial shear stress level
of ∼4.3 MPa. Within the ETS region, we select a nominal initial shear stress level of 0.21
MPa to provide some positive stress drop. In some simulations, we increase the dynamic
friction coefficient equal to or greater than the static friction coefficient value to represent
a slip-neutral or slip-strengthening frictional behavior in the gap region. The accumulated
tectonic shear stress is also added to the dynamic fault strength in these cases to obtain the
initial shear stress levels.
We use a different approach to estimate shear stress levels in the locked region for
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southern Cascadia. Estimations of the in situ stress state near the Mendicino Triple Junction
suggest effective friction coefficients between 0.1 and 0.2 (Li et al., 2018). Since the initial
shear stresses calculated from these effective friction values are below our dynamic shear
strength levels, we select a slightly larger effective friction coefficient (0.21) and multiply
this value by the effective normal stress to obtain an average initial shear stress of 6.3 MPa
in the locked region. Our model also accounts for a comparatively rougher megathrust
fault as inferred from the highly deformed Gorda plate subducting below southern Cascadia
(Gulick, 1998; McCrory et al., 2012) and the marked increase in seismicity rate here (Chen
and McGuire, 2016; Li et al., 2018; Stone et al., 2018) by incorporating heterogeneous
distributions of effective normal and initial shear stress.
In our simulations, the dynamic strength affects the fault strength excess (the difference
between the static shear strength and initial shear stress), whereas the accumulated tectonic
shear stress is equivalent to the dynamic stress drop (the difference between the initial shear
stress and dynamic shear strength). We use the S-ratio to quantify the ratio between fault
strength excess and dynamic stress drop to investigate how rupture velocity may transition
to amplitudes exceeding the shear-wave velocity, a phenomenon termed supershear (Das,
1977). A lower but positive S-ratio implies a higher initial shear stress given the same
frictional strengths. But a deficit in initial shear stress relative to dynamic fault strength,
which corresponds to a negative S-ratio, typically hinders rupture propagation. For mode
II cracks governed by slip-weakening friction in homogeneous 2-D media supershear is
encouraged when the S-ratio is below 1.77 (Andrews, 1985; Dunham, 2007).
2.2.3 Hypocenter Locations and Nucleation Procedure
The northern Cascadia model hypocenter is set to the downdip limit of the locked megath-
rust at 20 km depth (Bruhat and Segall, 2016) [(Figure 2.2)]. For the southern Casca-
dia model, we select a shallower hypocenter at 12 km depth, to be consistent with the
downdip locking depth estimated there (Schmalzle et al., 2014) [Figure 2.2]. We think
these hypocenter choices are reasonable given (1) the maximum shear stress rate is located
immediately above the gap from the Bruhat and Segall (2016) study and (2) the simi-
lar range of hypocenter depths of great earthquakes from global observations (Lay et al.,




2.3.1 Northern Cascadia Simulations
To thoroughly study controls on downdip rupture propagation, we conduct a wide range
of rupture models for both northern and southern Cascadia, assuming different dynamic
friction coefficients, initial shear stress rate values, and effective normal stress levels in the
locked, gap, and ETS regions (Figure 2.3). We highlight the results of three shear stress
profiles across the gap in northern and southern Cascadia in Figure 2.2. In all three models,
the initial shear stress asperity is at the base of the locked megathrust where rupture is
nucleated. We simulate rupture until the rupture stops completely (150 or 90 s). The
shallowest portion (depths ≤ 5 km) of the megathrust is assumed to be slip-weakening due
to a lack of constraints, which leads to strong free-surface reflections (Nielsen, 1998).
Our first simulation considers the Bruhat and Segall (2016) stress rate profile from their
preferred model and illustrates the effect of a negative dynamic stress drop in the gap (Fig-
ure 2.2). Whereas this stress condition in the gap should represent a barrier to rupture
propagation, downdip rupture arrest is not observed in this scenario. Rupture can penetrate
through the gap because the dynamic stress drop at the base of the locked megathrust pro-
vides sufficient energy to drive rupture downdip, regardless if dynamic stress drop becomes
abruptly negative in the gap. The downdip rupture front propagates at ∼1 km/s in the gap
and then accelerates to ∼2.8 km/s when it encounters the low static shear strength ETS re-
gion. Note that a daughter-crack indicative of a supershear rupture transition also emerges
in the ETS region (Figure 2.2). In contrast, the updip rupture front is smooth and bifurcates
at X = 90 km due to the tapering of stresses toward the deformation front (Figure 2a).
To explore what conditions could hinder downdip rupture propagation, we first assume
slip-neutral friction across the gap (Figure 2.2). This means that the dynamic friction coef-
ficient in the gap region is equal to the static level, which does not favor crack growth. We
observe, however, that rupture still manages to propagate downdip, although the slip-rate
is on average lower compared to the first simulation (Figure 2.2). We also observe several
daughter-cracks with speeds exceeding the shear-wave velocity branching out from the pri-
mary downdip rupture front in the gap (Figure 2.2). The updip rupture front is unaffected
by slip-neutral gap friction.
We found that the negative shear stress rate in the gap predicted by the Bruhat and
Segall (2016) model by itself is insufficient to arrest down-dip rupture. Downdip rupture is
impeded only if the gap has dynamic frictional levels greater than 0.6 and a negative shear
stress rate of approximately ∼12 kPa/year is assumed in the gap, which leads to a much
larger negative stress drop that inferred from the Bruhat and Segall (2016) model. We can
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also assume an even more negative dynamic stress drop of ∼25.1 kPa/year and slip-neutral
friction to arrest downdip rupture as well. While downdip rupture propagation beyond the
influence of the time-weakening nucleation procedure is subdued, it does not hinder the
free-surface reflection as it propagates back down the fault. We found that one way to
effectively dampen the free-surface reflection is to increase the dynamic friction coefficient
to at least 0.54 in the upper 5 km of the megathrust. We also tested a model where slip-
neutral friction is present only in the ETS region, but this model does not arrest downdip
rupture and produces rupture features that are qualitatively similar to the slip-weakening
simulation. Assuming a lower initial shear stress rate at the base of the locked/gap regions
and slip-weakening gap friction does not preclude downdip rupture either, but does retard
the downdip rupture speed in the gap to less than 1 km/s. Our results show that it is the
stresses and frictional conditions of the gap region, not the ETS region, that determine
whether downdip rupture can penetrate deeper.
On the other hand, the observation of supershear rupture velocity near the ETS region
strongly depends on the stresses and frictional conditions of the ETS region. If we depart
from the 1 MPa effective normal stress level constraint in the ETS region, and either assume
a lower fault strength gradient across the gap or a uniform fault strength level across the
gap and ETS zones, we instead observe a coherent downdip rupture front that propagates at
sub-Rayleigh speeds. These results demonstrate the sensitivity of the downdip kinematic
properties to both the gap and ETS regions.
We summarize the final slip profiles from all northern Cascadia rupture models in Fig-
ure 2.3. Models that assume a higher static shear strength across the gap and ETS regions
or slip-strengthening frictional behavior in the gap produce lower downdip slip amplitude
(Figures 2.3). However, a majority of the models produce significant slip (> 60 m) in the
locked region and considerable slip (∼20 m on average) in the gap and ETS regions (Figure
2.3). The peak slip in simulations with free-surface reflections occurs near the deformation
front and is larger than that prescribed in previous kinematic rupture simulations. But the
peak slip is more comparable to that prescribed in previous kinematic rupture simulations
when free-surface effects are suppressed. Note that our slip profiles are more representative
of the along-dip slip distribution through the hypocenter.
2.3.2 Southern Cascadia Simulations
The southern Cascadia region below 43 degrees N latitude is characterized by a steeper
subduction angle, greater seismicity, and ample sediment entering the subduction zone that
most likely has greater volumes of entrained water compared to northern Cascadia (Flueh,
12
1998; Stone et al., 2018; Trehu, 1994). Since the spatial distribution of nonvolcanic tremor
suggests a shorter gap width (Figure 2.2), we model the gap as an ∼20 km wide region
across where both effective normal and initial shear stresses linearly decrease. We com-
bine the effects of a rough fault and higher seismicity by implementing a stochastic effective
normal stress and initial shear stress field, respectively. Such highly heterogeneous effec-
tive normal and initial shear stress conditions lead to significant fluctuations in the S-ratio,
but still downdip rupture is not arrested (Figure 2.2). The shorter fault length of south-
ern Cascadia megathrust leads to an overall shorter rupture duration compared to northern
Cascadia rupture. We do not observe any daughter-cracks either updip or downdip. We
also consider the effect of a rougher fault or higher seismicity separately and do not find
that either stress parameterization produces drastically different results on the spatiotem-
poral rupture character; but a highly heterogeneous initial shear stress distribution along
the locked region nearly doubles the final slip amplitude at the deformation front (Figure
2.3). We acknowledge that either shear or normal stress distribution depends on the partic-
ular stochastic stress level along the fault. However, the conclusion of rupture penetration
through the gap is unaffected by these different stress parameterizations.
We also investigate the effects of the gap width by reducing it to approximately 500
m. Despite the drastic and unlikely gradient in fault strength, it shows that supershear
transition can be attained almost immediately after the time-weakening procedure ceases.
In contrast to the northern Cascadia models, the southern Cascadia models do not require
the dynamic friction to increase completely to the static level in order to arrest downdip
rupture: Both updip and downdip rupture fronts are impeded by a dynamic friction greater
than 0.3 in the gap. Overall, the average final slip ofsouthern Cascadia rupture models is
lower than that of northern Cascadia due to the smaller dynamic stress drop amplitudes in
southern Cascadia (Figure 2.3).
2.4 Discussion and Conclusions
We consider a model of shear stress accumulation that implies a strong contrast in dynamic
stress drop (positive to negative) at the locked/gap interface below northern Cascadia based
on the shear stress rate estimated by (Bruhat and Segall, 2016). However, they assumed that
the depth distribution of interseismic slip-rate is time invariant. Bruhat and Segall (2017)
allowed updip propagation of interseismic slip into the locked region in their quasi-dynamic
models and showed a similar transition in shear stress rate from the locked to gap regions.
Their stress rate estimates vary with different model parameters. Among all the best-fitting
models, the largest negative stress rate in the gap is approximately ∼20 kPa/year, which
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is at the lower limit of the amplitude of negative shear stress rate that arrests downdip
rupture in our models. This result demonstrates that the arrest of downdip rupture can be
accomplished if the gap is slip-neutral, but with a negative shear stress rate that is an order
of magnitude lower than the preferred Bruhat and Segall (2016) model.
Supershear rupture propagation can lead to increased ground velocities at greater dis-
tances Andrews (2010) and has been suggested by back-projection analysis of the Tohoku-
Oki megathrust earthquake (Meng et al., 2011). Our simulations show that the downdip
rupture front can produce supershear daughter-cracks when encountering the ETS region
(e.g., Figure 2.2). An exceptionally low amplitude effective normal stress in the ETS re-
gion and a high amplitude initial shear stress asperity are necessary to allow supershear
daughter-cracks to jump ahead of the main rupture front downdip. To isolate the supers-
hear effect, we assume slip-neutral friction in the upper 5 km of the fault to suppress the
free-surface reflection and compare supershear rupture models to a sub-Rayleigh rupture
model where the effective normal stress in the ETS region is increased to 10 MPa. We ob-
serve multiple wave pulses resulting from the supershear rupture in velocity seismograms
recorded by a station near the location of Seattle (Figure 2.3). The pulses give rise to larger
high-frequency ground motions in the first 40 s (∼20-60 s). However, the peak ground
velocity generated by the supershear ruptures are comparable to that generated by the sub-
Rayleigh rupture. From a seismic hazard standpoint, the combined effects ofan offshore
hypocenter (i.e., directivity), a deeper downdip rupture limit, and a higher rupture velocity
could couple to low-velocity sedimentary basin amplification and change current ground
motion prediction equation estimates (Frankel et al., 2018; Wirth et al., 2018; Olsen et al.,
2008). Supershear rupture velocity is one kinematic parameter that should be incorporated
in future kinematic rupture models.
Our model for southern Cascadia also shows rupture penetrating through the gap (Fig-
ures 2.2). Kinematic rupture models suggest that if rupture extends to the top ofthe ETS
region, coseismic uplift is predicted using an elastic half-space (Wirth et al., 2018). Paleo-
seismic observations in the southern CSZ, on the other hand, support coseismic subsidence
during the last megathrust rupture in 1700 CE (Leonard et al., 2010; Wang et al., 2013).
While we also employed an elastic half-space model to simulate dynamic rupture, inelastic
material effects around the fault zone and upper plate, or a nonplanar free-surface could also
influence predicted coseismic uplift and subsidence signals (Tinti and Armigliato, 2002).
Alternatively, the gap in southern Cascadia may behave as a barrier to downdip rupture rel-
ative to the ETS region if dynamic friction levels exceed 0.3 in the gap or if viscous-shear
effects can impact coseismic rupture (Gao and Wang, 2017). It is also unclear whether the
next Cascadia earthquake will rupture in a similar way as the 1700 Cascadia earthquake
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(Wang et al., 2013; Wirth et al., 2018).
In addition to heterogeneous stresses or friction, slab geometry may significantly influ-
ence rupture propagation. Recent studies have suggested that smoother megathrusts nat-
urally lead to larger earthquakes because a more homogeneous interface allows for more
uniform fault strength distributions (Bletery et al., 2016). Since the incoming plate off-
shore northern Cascadia is smoother compared to southern Cascadia (van Rijsingen et al.,
2018), along-strike rupture propagation may be easier to sustain and allow ∼M9 ruptures
to develop. For lack of direct updip constraints on the shear stress state across the CSZ,
we did not rigorously explore the parameter space beyond increasing the dynamic friction
to limit the free-surface reflection. Previous dynamic rupture models of the 2011 Tohoku-
Oki earthquake show that the free-surface reflection and shallow subduction angle assisted
near-trench slip (Huang et al., 2012, 2014), and we obtain a similar result in our 2-D mod-
els (Figures 2.3). Given the shallow subduction angle in the upper 5-km depth for most of
the CSZ (< 8 degrees), reflected waves in the wedge or deformation front may indeed form
a viable mechanism to generate relatively large slip there, emphasizing the tsunami hazard
(Lotto et al., 2018; Melgar et al., 2016).
Our dynamic rupture simulations show that if a sharp shear stress gradient exists at
the base of the locked zone below northern Cascadia, downdip rupture propagation is not
impeded unless the gap has higher dynamic friction and low shear stress rate levels. Ex-
tremely low effective normal stress in the ETS region also promotes supershear rupture,
giving rise to high-frequency radiation. These results favor a deeper seismic source model
for Cascadia and demonstrate that stress gradients and friction in the gap control downdip
rupture extent.
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Figure 2.1: The Cascadia subduction zone. (a) Map of nonvolcanic tremor (normalized)
density along the Cascadia megathrust from 2009 to 2018. Plate interface depths are given
by the bold black lines in 10 km intervals. Major continental and oceanic are denoted as
NA, PA, JdF, and Gorda. (b) 2-D rupture model setup across northern Cascadia showing
the locked (solid teal line), gap (dashed black line), and ETS (solid red line) megathrust
regions. (c) 2-D rupture model setup across southern Cascadia. (d) Schematic drawing of
the two downdip rupture scenarios that highlight how if rupture can penetrate into the gap,
seismic waves are brought closer to populated areas, extending the length of the earthquake
source model. ETS = episodic tremor and slow-slip; NA = North America; PA = Pacific;
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Figure 2.2: Dynamic rupture simulations for northern and southern Cascadia. The heavy
dashed black lines partition the fault into the locked, gap, and ETS regions. Alongdip
stresses, S-ratio, and resulting spatiotemporal rupture histories are shown for each model.
(a) Northern Cascadia model assuming an initial shear stress asperity at the base ofthe
locked region of the fault, a negative shear stress rate amplitude of ∼2.5 kPa/year in the
gap, and the entire fault is assumed slip-weakening. (b) A northern Cascadia model assum-
ing a dynamic friction coefficient level of 0.6 and an approximately ∼2.5 kPa/year shear
stress rate in the gap. This model generates multiple downdip supershear daughter-cracks
(white dotted lines). (c) Southern Cascadia model incorporating heterogeneous τo and σn







Figure 2.3: Final along-fault slip distributions for all rupture models and the effect of
downdip supershear on synthetic waveforms. “No-fsr” models have the free- surface re-
flection suppressed by assuming slip-neutral friction in the upper 5 km of the fault. (a)
Coseismic slip for northern Cascadia rupture models where the light blue and red regions
signify the locked and ETS regions of the fault, respectively. The gap region is left un-
shaded. (b) Coseismic slip for southern Cascadia models. (c) Horizontal (top) and vertical
(bottom) component seismograms for a station located at x = 120 km, immediately above
the downdip edge of the modeled northern Cascadia megathrust. The wave pulses resulting
from supershear rupture are indicated.
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CHAPTER III
Assessing Margin-Wide Rupture Behaviors along the Cascadia Megathrust with 3-D 
Dynamic Rupture Simulations *
Abstract
From California to British Columbia, the Pacific N orthwest c oast b ears a n omnipresent 
earthquake and tsunami hazard from the Cascadia subduction zone. Multiple lines of evi-
dence suggests that magnitude eight and greater megathrust earthquakes have occurred - the 
most recent being 321 years ago (i.e., 1700 A.D.). Outstanding questions for the next great 
megathrust event include where it will initiate, what conditions are favorable for rupture 
to span the convergent margin, and how much slip may be expected. We develop the first
3-D fully dynamic rupture simulations that are driven by fault stress, strength and friction 
to address these questions. The initial dynamic stress-drop distribution in our simulations 
is constrained by geodetic coupling models, with segment locations taken from geologic 
analyses. We document the sensitivity of nucleation location and stress-drop to the final 
seismic moment and coseismic subsidence amplitudes. We find that the final earthquake 
size strongly depends on the amount of slip-deficit in the central Cascadia region, which is 
inferred to be creeping interseismically, for a given initiation location in southern or north-
ern Cascadia. Several simulations are also presented here that can closely approximate 
recorded coastal subsidence from the 1700 A.D. event without invoking localized high-
stress asperities along the down-dip locked region of the megathrust. These results can be 
used to inform earthquake and tsunami hazards for not only Cascadia, but other subduction 
zones that have limited seismic observations but a wealth of geodetic inference.
*ChapterIII is submitted to Journal of Geophysical Research: Solid Earth: Ramos, M. D., et al. ”As-
sessing Margin-Wide Rupture Behaviors along the Cascadia Megathrust with 3-D Dynamic Rupture Simula-
tions.” Journal of Geophysical Research: Solid Earth (202X).
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3.1 Introduction
The Cascadia subduction zone megathrust dominates the earthquake hazard in the United
States Pacific Northwest. It is oft-cited that the probability of a magnitude ∼9 (M9)
event occurring in the coming decades is between 10 – 14 percent (Peterson et al., 2014).
The most recent megathrust rupture in Cascadia occurred in 1700 A.D. and generated a
transoceanic tsunami (Heaton, T.H. Hartzell, S. H., 1987). Matching amplitudes of histori-
cal tsunami records from Japan requires a magnitude between M8.7 - 9.2 for this earthquake
(Satake et al., 1996; Satake, 2003). While 321 years have elapsed since this last great earth-
quake, the Holocene (<12 kya) earthquake record onshore and offshore documents even
older M >8 megathrust events. (e.g., Atwater and Griggs, 2012; Goldfinger et al., 2012,
2017; Kemp et al., 2018; Leonard et al., 2010).
3.1.1 Geological and Geophysical Inferences on the State of Megath-
rust Segmentation
Several geological and geophysical observations suggest the Cascadia megathrust exhibits
along-strike segmentation. For example, there are systematic changes in the accretionary
wedge backstop geometry, seismicity, and interseismic slip patterns (e.g., Bartlow, 2020;
Stone et al., 2018; Watt and Brothers, 2020) that may indicate coseismic rupture patterns
will also be variable along-strike. The strongest observational constraints that may inform
our understanding of future great earthquakes come from paleoseismic and geodetic obser-
vations. Underwater turbidite deposits, which can be generated from submarine landslides
induced by strong ground-shaking during megathrust earthquakes, have been extensively
used to map along-strike rupture extents (Goldfinger et al., 2003, 2012, 2017). Analysis of
the timing and spatial extents of turbidite deposits suggests that the recurrence interval (RI)
between megathrust earthquakes could vary along the Cascadia margin (Figure 3.1). In par-
ticular, the RI estimated for northern Cascadia (<46°latitude) exceeds 400 years whereas it
is estimated to be less than 200 years for the southern portions of Cascadia (<43°latitude).
Decadal scale interseismic velocities measured at the Earth’s surface by Global Naviga-
tion Satellite System (GNSS) networks, tide gauge, and leveling data also find significant
along strike variations in coupling (slip-deficit) distributions along the margin. Regions
in northern and southern Cascadia have higher coupling suggesting they are accumulating
strain that may be released in a future great earthquake (Li et al., 2018; Schmalzle et al.,
2014; Yousefi et al., 2020, Figure 1b,c). However, the use of geodetic coupling inversions
to place bounds on the future down-dip or along-strike rupture extent is complicated by het-
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erogeneous frictional properties (Boulton et al., 2019) or the potential presence of stress-
shadows (Almeida et al., 2018; Hetland and Simons, 2010) and other factors (e.g., crustal
thickening, off-fault deformation). Therefore, the down-dip extent of coupling and coseis-
mic rupture may differ even though these inversion results are the best available constraint
on potential stress distributions for the Cascadia megathrust (Wang and Tréhu, 2016).
Another piece of evidence for megathrust segmentation comes from the behavior of
episodic tremor and slip (ETS) events along the margin. In GNSS displacement records,
ETS manifests as transient reversals in displacement indicative of slip on or near the megath-
rust at depths between 30 and 40 km. These slow slip episodes are often accompanied by
a weak seismic signature known as nonvolcanic tremor (Rodgers, 2003). The character of
ETS events varies significantly along the margin. The northern (i.e. >47°) and southern (<
43°) sections host more frequent slip episodes with average recurrence intervals of 10 and
14 months and have higher tremor density, whereas the central section of the megathrust
hosts ETS approximately every 19 months (Brudzinski and Allen, 2007; Wech and Crea-
ger, 2011). Studies of the ETS source region find that the phenomenon occurs in regions
of significantly elevated Vp/Vs ratios (e.g., Audet et al., 2009; Delph et al., 2018) and
that tremor, and constituent low-frequency earthquakes, are extremely sensitive to small
magnitude stress changes such as those from the solid Earth tides (Royer et al., 2015). Col-
lectively, these observations suggest that pore fluid pressures are nearly lithostatic in the
ETS source region. The Cascadia megathrust also features a transition zone at depth that
separates the ETS region from the region that is conventionally considered to be locked at
∼ 20-km depth (Hyndman, 2013). Known as the gap, this spatial disconnect in slip behav-
ior is also found in other subduction zones (Gao and Wang, 2017); the gap may or may not
participate in coseismic rupture (Ramos and Huang, 2019).
3.1.2 Cascadia Earthquake Source Models
What are ways to anticipate how a future Cascadia megathrust earthquake may behave?
One way to assess the seismic and tsunami hazard posed by large seismic events in Cas-
cadia is to use kinematic rupture simulations. Kinematic rupture simulations are common-
place due to the straightforward relationship between fault slip and the recorded elastic
displacement field once the Green’s functions are known, allowing these types of models
to be run at lower computational cost. Using the kinematic framework, potential locations
of strong-ground motion sources, sedimentary basin amplification or tsunami generation
have been assessed (Delorey et al., 2014; Frankel et al., 2018; Melgar et al., 2016; Olsen
et al., 2008; Roten et al., 2019; Wirth and Frankel, 2019). Most of these kinematic rupture
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models calibrate first-order rupture parameters (slip, slip-rate, rise-time or rupture speed)
from the few large megathrust earthquakes observed in other subduction zones (e.g., M8.2
2003 Tokachi-Oki, M9.2 2004 Sumatra-Andaman, M8.8 2010 Maule, M9.1 2011 Tohoku-
Oki). Kinematic simulations provide important constraints on strong ground motions felt
onshore, but because they must assume a slip distribution before computing the elastic
wavefield and thus cannot answer what controls the final rupture size.
To account for source physics, fully dynamic rupture simulations can be used to in-
vestigate what controls the final rupture size and kinematic rupture properties like rupture
speed. Dynamic rupture simulations are self-consistent, physics-based numerical models
that describe the entire earthquake rupture process (nucleation, propagation, and arrest) that
is coupled a constitutive fault friction law (e.g., Madariaga, R. and Olsen, 2002). To date,
2-D dynamic rupture models in Cascadia have focused on tsunami generation (Lotto et al.,
2018) or how frictional and stress conditions in the transition zone may influence down-dip
rupture extent (Ramos and Huang, 2019).
Here we develop 3-D dynamic rupture simulations to explore how variable strain ac-
cumulation rates, frictional behavior and hypocenter location influence megathrust rupture
dynamics. We will use geodetic coupling results from Schmalzle et al. (2014), who uti-
lized GNSS time series information spanning several decades for their coupling inversions.
These coupling distributions represent two possible end-member scenarios for strain accu-
mulation near the deformation front: either there is interseismic creep at shallow megath-
rust depths (hereafter referred to as the Gaussian coupling model; Figure 3.1) or it is fully
coupled here (hereafter referred to as the Gamma coupling model; Figure 3.1). Specif-
ically, these coupling models will be used to estimate the dynamic stress drop, which is
defined as the difference between the initial shear stress and dynamic fault strength. Dy-
namic stress drop is a key parameter determining how much energy is available for rupture
propagation (Kanamori and Rivera, 2004). Our dynamic stress drop levels are further con-
strained by strain accumulation times and segment locations adopted from paleoseismic
studies (i.e., Goldfinger et al., 2017, Figure 3.1). We compare the resulting coseismic uplift
and subsidence patterns to available paleoseismic measurements and discuss which classes
of models allow margin-wide ruptures to develop. We find the final earthquake size is
sensitive to earthquake nucleation location (e.g., northern vs. southern Cascadia) and the
distribution of relative dynamic stress drop. The principal control on margin-wide rupture,
when using these particular end member geodetic coupling models, is the relative dynamic
stress drop amplitude in the central Cascadia region (∼43 - 47°latitude). The results also
suggest that Gamma coupling models tend to produce larger earthquakes, even if shallow
subducted sediment has a slip-strengthening or velocity-strengthening frictional behavior.
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Another intriguing question is if geodetic coupling models can inform our understanding
about the 1700 A.D. earthquake when incorporated into a dynamic rupture simulation. To
that end, we also present several rupture simulations that provide a close fit to the 1700
A.D. event.
3.2 Methodology
We solve for 3-D elastodynamic earthquake rupture using SeisSol, a powerful open-source
software package that implements the Arbitrary high-order DERivative-Discontinuous Galerkin
(ADER-DG) approach to simulate wave propagation coupled to spontaneous dynamic rup-
ture (De La Puente et al., 2009; Heinecke; Pelties et al., 2012; Uphoff et al., 2017). The
capability of SeisSol to solve for complex source dynamics and incorporate realistic geo-
metric features, such as bathymetry, topography and fault zone structure (e.g., Ulrich et al.,
2019; Wollherr et al., 2019) nicely lends itself to our purposes of investigating how hetero-
geneous megathrust stresses influence rupture behavior.
We generate an unstructured 3-D tetrahedral mesh for the Cascadia subduction zone that
spans over 1100 km along-strike (39.0 to 51.0 degrees latitude, -127.5 to -121.0 degrees
longitude) and we use static refinement to increase resolution locally. The average on-fault
element edge size (h) is 2.5 km, and the maximum depth of the fault mesh is 50 km Hayes
et al. (2018) and includes over 440,000 unstructured triangular elements. We account for
the large-scale variations in the free-surface geometry by meshing the ETOPO1 topography
and bathymetry dataset to 1 km average element size near the coastline. In all of our
simulations, we use ADER-DG with fifth order accuracy (polynomial order p = 4) in time
and space.
We ensure simulation results are sufficiently resolved by following the procedure estab-
lished in Wollherr et al. (2018) to estimate the process zone, the region behind the rupture
front where the fault strength drops from its static to dynamic level. For the 2.5-km fault
mesh, the median process zone width(Λm) is 1.1 km. The recommended number of ele-
ments needed to resolve Λm in a purely elastic setup with depth-dependent initial conditions
is 2 - 3 (p = 4). The quadrature points approach utilized in SeisSol ensures each element
edge length is sampled p + 2 times (Pelties et al., 2014). Given our setup, Λm is sampled
by ∼2.7 elements which is within the recommended range. The expected relative percent
error in the rupture arrival time, peak slip-rate, and final slip are 0.9, 8.32, and 0.71, re-
spectively (Wollherr et al., 2018). While the peak slip-rate relative error is slightly larger
than the 7% recommended by Day et al. (2005) for elastic rupture problems, we compare
our model-predicted slip and rupture size to higher resolution meshes with h = 1 km and h
23
= 0.5 km and observe negligible changes, which gives us confidence that these first order
rupture features are correctly resolved. The highest resolution mesh has more than 50 mil-
lion elements and requires 22 hours on 40 nodes of the supercomputer SuperMUC-NG at
the Leibniz Supercomputing Centre, Germany.
3.2.1 Constraining Dynamic Rupture with Geodetic Coupling Models
In our Cascadia simulations, potential shear stress distributions are informed by geodetic
coupling models. The Schmalzle et al. (2014) inversion for slip-rate deficit was performed
with respect to a Cascadia megathrust geometry predating Slab2 (McCrory et al., 2012) and
as such, we first map the geodetic coupling models to our megathrust geometry through a
bilinear interpolation using the cartesian horizontal plane coordinates. But the effect of this
transformation does not distort the coupling model (Figure 3.1).
We define the parameter T as the time needed for a certain level of slip-deficit to ac-
cumulate on a section of the megathrust. The product of slip-rate deficit (coupling) and
T is slip deficit. T should not be interpreted as the recurrence interval (RI), but rather as
another way to quantify relative dynamic stress-drop along the megathrust. From these
slip distributions, we estimate the static stress-drop using Poly3D, a three-dimensional,
polygonal element, displacement discontinuity boundary element method, which accounts
for nonplanar megathrust geometry and the free-surface effect due to buried slip (Thomas,
1993).
Initial shear stress is then estimated by adding the static stress-drop to the dynamic fault
strength. Calculating the initial shear stress in this manner is known as the complete stress-
drop assumption and assumes that slip-deficit is accumulated linearly in the along-dip fault
dimension and will be entirely released during coseismic rupture (Hok et al., 2011; Yang
et al., 2019a,b). This shear stress distribution is first resampled to an average grid spacing
of ∼3 km and then linearly interpolated onto the fault mesh. We note that we initialise
stress values and friction parameters with a high-order subelement resolution (e.g., Pelties
et al., 2014) . For all dynamic rupture simulations considered, we compare the results to the
1700 A.D. subsidence measurements along the coast, where available (Wang et al., 2013),
and to recorded subsidence amplitudes from other M9 earthquakes (e.g., 2011 Tohoku,
1960 Chile, 1964 Alaska).
3.2.2 Material Properties and Fault Strength
Wave propagation is simulated within a heterogenous, linearly elastic medium where the
elastic moduli (lame parameters) vary as a function of depth. The average 1-D velocity
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structure is taken from the Cascadia 3-D Community Velocity Model (3D-CVM) for P and
S waves (Stephenson et al., 2017, Figure 3.2). Since the goal of this study is to calculate
upper plate deformation and rupture extent (along-dip and along-strike) for a given dynamic
stress-drop distribution, we believe this is a satisfactory simplification to make. We estimate
that we can resolve a cutoff seismic frequency up to ∼0.4 Hz in the near fault region. High
frequency (>1 Hz) broadband ground motions can be calculated at a higher computational
cost if an appropriate 3-D velocity model is utilized. The current 3D-CVM was developed
with respect to an older Cascadia subduction zone geometry (i.e., McCrory et al., 2012)
and thus, we leave direct extrapolation of this 3-D velocity model to our model geometry
can be left for future work.
Effective normal stress accounts for pore pressure counteracting vertical lithostatic
stress on the fault. We use the depth-dependent effective normal stress distribution for Cas-
cadia presented in Ramos and Huang (2019) that includes low strength levels (1 MPa) in
the ETS region (Figure 3.2). These incredibly low effective stress conditions in the ETS re-
gion are supported by observations the sensitivity of tremor and low-frequency earthquakes
to small magnitude stress changes (e.g., Rubinstein, 2007; Royer et al., 2015), stress orien-
tations in the ETS region (e.g., Newton and Thomas, 2020), and low stress-drops of ETS
events (e.g., Gao et al., 2012). For lack of in-situ fault stress information, we assume a
linear stress gradient above and below the locked region (10 – 20 km depth) that are con-
sistent with other Cascadia megathrust simulations (Liu and Rice, 2009; Li and Liu, 2016).
Such assumptions are simple but allow us to focus on how heterogeneous shear stresses on
the megathrust contribute to first order rupture characteristics.
3.2.3 Fault friction law
The physics controlling the inelastic breakdown process in our dynamic simulations is
given by a nonsingular linear slip-weakening friction law (Palmer, 1973). This consti-
tutive friction law allows us to idealize rupture as a propagating shear-crack. It is com-
pletely described by the static (µs) and dynamic (µd) friction coefficients and a critical
slip-weakening distance (Dc).
We set µs = 0.6 and µd = 0.1 within the locked region of the megathrust (5 km≤ z≤ 22
km) [Figure 3.2]. Because Ramos and Huang (2019) showed that rupture can penetrate the
gap or generate strong free-surface reflections if its frictional behavior is slip-weakening at
depths < 5 km and at depths > 25 km (in conjunction with a highly negative stress-drop),
we set µd equal to or above µs in these regions (Figure 3.2). Dc is set to a constant level of 1
m or 2 m. Dc = 2 m is selected in the dynamic rupture model in which the stress and strength
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conditions of Ramos and Huang (2019) are extrapolated along strike, for consistency with
the 2-D dynamic rupture simulations. Dc=1 m is used for the dynamic rupture models
based on the heterogeneous geodetic coupling prestress distributions. Our range of Dc
values are consistent with those used in slip-weakening simulations of the Tohoku-Oki
earthquake, which constrained Dc using the frequency range of back-projection results
(Huang et al., 2014). We make minimalistic assumptions for cohesion, a material property
of the rock surrounding the fault, in the upper 5 km of the megathrust (Figure 3.2). Due
to the nearly zero dynamic stress-drop amplitudes near the deformation front for Gaussian
coupling models, the cohesion gradient can be low (Figure 3.2). But in the case of the
Gamma coupling models, relatively higher cohesion levels (∼5 MPa average) are locally
needed at shallow fault depths to prevent fault failure at the start of the simulation (Figure
3.2).
3.2.4 Rupture Initiation
Fault pre-stress conditions influence the estimated critical nucleation size when using a
linear slip-weakening friction law. The theoretical critical nucleation radius that permits
spontaneous dynamic rupture to initiate in a 3-D linearly elastic and homogeneous media







where G is the shear modulus, S is the relative fault strength defined as the ratio between
strength excess (static fault strength minus initial shear stress) and dynamic stress-drop
(∆σd). Expression (1) provides a sufficient means to initiate and sustain dynamic rupture
propagation for the 3-D dynamic rupture model that is adapted from 2-D dynamic rupture
simulations presented in (Ramos and Huang, 2019). For the prestress distributions derived
from the heterogeneous coupling models, we determine the best numerical nucleation size
through a trial-and-error approach. We find that critical nucleation radii are within ∼10%
of the theoretically predicted value calculated from equation (1). Rupture initiation is pre-
scribed by a space and time dependent rupture initiation function, leading to an imposed
rupture velocity that decreases away from the hypocenter and allows a gradual transition
from forced to spontaneous rupture. Rupture nucleation locations are chosen within the ar-
eas presenting local maxima in the dynamic stress-drop distribution (see Figure 3.1). Each
dynamic rupture simulation is run for 420 seconds (7 minutes) to allow seismic waves to




3.3.1 Translating 2-D rupture simulations to 3-D
A 3-D dynamic rupture model that assumes a relatively homogeneous dynamic stress-drop
profile along the locked region of the megathrust is shown in Figure 3.3. Previously devel-
oped 2-D dynamic rupture simulations (Ramos and Huang, 2019) were relative to a specific
location in northern Cascadia, which is where we initiate rupture (Figure 3.3). Such a later-
ally uniform dynamic stress-drop distribution is unlikely given observations of geophysical
and geological megathrust segmentation (e.g., Watt and Brothers, 2020). However, we de-
velop such a simulation to demonstrate 1) what a megathrust event would appear as if there
was a strong gradient in shear stress-rate from the locked to gap regions (20 - 30 km depth)
across the margin and 2) how this scenario would influence coastal subsidence amplitudes.
In spite of the low dynamic stress-drop (<5 MPa) at depths shallower than 10 km and
slip-strengthening friction, coseismic slip is able to reach the deformation front with ampli-
tudes exceeding 60 m in most locations along-strike (Figure 3.3). The along-strike variation
of slip at the deformation front exhibits two peaks north and south of the hypocenter - even
though the initial dynamic stress-drop distribution is laterally invariant, the final coseismic
slip pattern is not (Figure 3.4). This is attributed to the along-strike changes in megathrust
dip. There are also small amounts of slip (< 5 m) in the gap region. The coseismic hinge-
line, separating regions of subsidence from regions of uplift, is entirely offshore (Figure
3.3). Subsidence levels exceeding 5 m are observed along most of the coastline (Figure
3.3). This exceeds subsidence measurements from the 1700 A.D. event (Wang et al., 2013)
by at least a factor of two because the earthquake is much larger than an M9 (Figure 3.3).
Such subsidence amplitudes are also much larger than the maximum levels observed for the
2011 M9.0 Tohoku (∼1.1 m Hashima et al., 2016), 1964 M 9.4 Alaska (∼2.4 m Plafker,
1972) or the largest ever recorded event, the 1960 M9.5 Chile Earthquake (∼2.7 m Plafker,
G., Savage, 1970).
Interestingly, this model generates a down-dip rupture-front that can reach and be sus-
tained across the ETS region, despite the negative dynamic stress-drop in the gap combined
with slip-neutral frictional behavior(Figure 3.5). Due to stress perturbations emanated from
rupture up-dip, we think this down-dip rupture front is most likely related to dynamic trig-
gering and unclamping of the fault that is made possible by the incredibly low static fault
strength here (i.e., 0.6 MPa).
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3.3.2 Uniform Gaussian and Gamma coupling models
We now explore dynamic rupture scenarios based on the Gaussian and Gamma coupling
models. We start with simulations that assume uniform T level (Figure 3.6). T is set to its
320 years, the time elapsed since the most recent event (Goldfinger et al., 2017). In such
a parameterization, the highest dynamic stress-drop amplitude is located in the northern
Cascadia region for both Gaussian and Gamma distributions (Figure 3.6), which is where
spontaneous rupture is initiated. The location of highest dynamic stress-drop is not co-
incident between the Gaussian and Gamma coupling models, and hence the hypocentral
locations are slightly different. Uniform T for both coupling models generates margin-
wide rupture with coastal subsidence amplitudes that again exceed 1700 A.D. (Figure 3.6).
The Gamma coupling model has higher dynamic stress-drop than the Gaussian model near
the deformation front, which leads to a 1 to 2-meter difference in subsidence amplitude for
the northern (0 < Y < 200 km) region of the megathrust (Figure 3.6). These subsidence
amplitudes, while lower than the 2-D extrapolated model, still surpass the estimated subsi-
dence amplitudes of the largest recorded global megathrust earthquakes (i.e., 1960 Chile,
1964 Alaska). This result demonstrates that the uniform T coupling model overestimates
the amount of slip-deficit accumulated since 1700 A.D.
When comparing the along-dip gradient of dynamic stress-drop between the simple
(i.e., Figure 3.3) and heterogeneous 3-D models (i.e., Figure 3.6), we note that the smoother
model extends slightly deeper (Figure 3.5). The amplitude of coseismic subsidence is prob-
ably more strongly controlled by the dynamic stress-drop gradient towards the coastline
(Figure 3.7). A point to note is that the region of higher relative dynamic stress-drop in the
northern Cascadia region (0 < Y< 200 km) is also where there are limited paleoseismic
measurements from 1700 A.D. Thus, while geodetic coupling models are well constrained
here, the few along-strike subsidence measurements limit rigorous comparison to physics-
based model predictions.
3.3.3 Segmented Gaussian and Gamma coupling models
We find that in order to produce coseismic uplift and subsidence amplitudes more consistent
with the paleoseismic Cascadia measurements and data from other megathrust earthquakes
(i.e., ±2 m), we must prescribe along-strike variations of T, with T amplitudes lower than
320 years for a particular segment. This is especially needed for the northern and southern
regions of the Cascadia megathrust, where both the Gaussian and Gamma coupling models
predict higher subsidence amplitudes than observed if T is set to 320 years. We refer readers
to the discussion section on the possible meaning of these lower T values.
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Our partitioning of the margin is informed by paleoseismic (Goldfinger et al., 2012,
2017), ETS (Brudzinski and Allen, 2007), and morphotectonic studies (Watt and Brothers,
2020) in Cascadia. The following dynamic rupture models are parameterized using at least
three segments. This choice is conservative - we found through trial-and-error that two
segment models cannot match first-order 1700 A.D. subsidence patterns as well as three-
segment models. We note that some geologic models may suggest up to five segments (e.g.,
Goldfinger et al., 2017; Wang et al., 2013) and thus there may be multiple ways to partition
T levels along-strike.
Three segment rupture models that are nucleated in the northern Cascadia region are
first studied to see how our choice of T and segment width affect final rupture length (Fig-
ure 3.8). We found that placing segment limits near ∼46 and 43 degrees latitude (Y ranges
from 180 to -350 km; Figure 3.8), together with T levels between 200 – 250 years (∼8 –
10-m slip deficit), leads to margin-wide rupture. The position of these segment limits cor-
responds to changes in estimated RI level, tremor patterns and forearc morphology (Figure
1 Goldfinger et al., 2017; Watt and Brothers, 2020). The middle segment encompasses
most of the creeping region offshore Oregon. Holding T levels constant, we systematically
move the location of the southern segment boundary southward until margin-wide rupture
is no longer observed. An average slip-deficit of nearly 2 m over a width of ∼80 km is
needed to drive rupture through the creeping section and into the southern end of Cascadia
(Figure 3.8a,dashed-line). The higher coupling in the northernmost segment (Y > 200 km)
allows for rupture to propagate north of the epicenter in all cases. In contrast, if we use
the Gamma coupling model, margin-wide rupture is much easier to attain even with lower
relative stress-drop (lower T values) (Figure 3.8b). Lower T levels are used in the Gamma
rupture simulations as higher values are not required to achieve margin-wide rupture with
the Gamma distribution. This result demonstrates the sensitivity of margin-wide rupture
to the stress level in the shallow portions of the fault. As the length of the central seg-
ment becomes shorter, moment-magnitude only weakly decreases (by ∼0.01) for Gamma
ruptures. Gamma ruptures nucleated in northern Cascadia can feature shallow, narrow slip
distributions and low rupture speeds ranging from ∼1 to 2 km/s in the central region of the
megathrust (Figure 3.9).
For dynamic ruptures initiated in southern Cascadia, we found that slightly higher T
levels (relative to ruptures nucleated in the north) were a necessary condition to sustain
rupture propagation, particularly through the central Cascadia region (Figure 3.8). Gaus-
sian models that lead to a margin-wide rupture required an additional slip-deficit of 3 m
over a length of ∼60 km in the central segment (i.e., Figure 3.8c,dashed line) compared
to non margin-wide rupture event (i.e., Figure 3.8c, dot-dashed line). Similar to what was
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observed for ruptures initiated in northern Cascadia, Gamma coupling models tend to gen-
erate margin-wide ruptures at much lower slip-deficit (i.e., Figure 3.8d). Higher relative T
levels in the southernmost segment is required in order for rupture to initiate and propagate
outside the region of spontaneous rupture initiation, given our slip-weakening friction pa-
rameters (i.e., µd, µd, Dc) and effective normal stress that bound the fracture energy. The
Cascadia megathrust dips more steeply in southern Cascadia, and this probably influences
the initial stages of ruptures that propagate from south to north more than those that rup-
ture north to south. In general, Gamma model results suggest that only a narrow region of
concentrated higher dynamic-stress drop is sufficient for promoting margin-wide rupture,
even if slip-strengthening friction or higher sediment cohesion levels are present. We will
now discuss our assumptions about sediment friction in the shallow most portions of the
megathrust, and its effect on rupture size.
3.3.4 Effect of up-dip frictional behavior
In all simulations presented so far, we have assumed the influence of subducting sediments
will lead to slip-strengthening frictional behavior in the upper 5-km of the megathrust
along-strike. We now relax this assumption and let the dynamic friction level vary from
slip-strengthening to slip-weakening conditions (Figure 3.10) using the reference Gaussian
model of Figure 3.8 (solid line). In all simulations, we fix T levels and segment locations,
while testing varying dynamic friction coefficients in the near-margin region. Neither slip-
strengthening (µd > 0.6) nor slip-neutral (µd=µs=0.6) friction leads to margin-wide rupture
for this particular parameterization (Figure 3.10a). Only a slip-weakening behavior at shal-
low depths allows rupture to spontaneously grow into a margin-wide event. The effect of
dynamic friction level on slip at the deformation front is shown in Figure 3.10b. We ob-
serve high slip amplitudes (>25 m) in northern and southern Cascadia and reduced slip in
central Cascadia (Figure 3.10). In the margin-wide rupture case (e.g., µd= 0.1), this slip
pattern is similar to other Gaussian coupling models.
3.3.5 Effect of down-dip locking depth
Estimating the seismogenic width from the available geodetic data and paleoseismic mea-
surements (Hyndman, 2013; Wang and Tréhu, 2016) is fraught with uncertainty because of
their lack of margin-perpendicular resolution. In both the Gaussian and Gamma coupling
models, the down-dip limit of coupling (positive stress-drop) is near 20 km depth (Figure
3.1), broadly consistent with thermal models proposed for this subduction zone (Cozzens
and Spinelli, 2012; Hyndman, 2013; Wang et al., 1995). To assess how locking depth in-
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fluences rupture width, length and subsidence amplitudes, we now relax this assumption
and let locking depth vary. Again, we start with the three-segment Gaussian simulation
(Figure 3.8a, solid line), which did not break through the central Cascadia region (Figure
3.11a). Slip-weakening behavior with µd=0.1 is initially set to end at 20 km depth and we
systematically extend locking depth by two kilometers until 30 km (Figure 3.11a). A dy-
namic rupture simulation assuming a shallower 15-km locking depth is also shown for sake
of comparison. We observe that moment-magnitude increases (8.8 < Mw < 9.2) due to
rupture penetrating the gap and ETS regions of the fault. The ruptures progressively extend
further south for greater locking depth, but do not become margin-wide (Figure 3.11a).
We select a 2-D profile near the hypocenter along-strike to assess how the model pre-
dicts coseismic subsidence and amplitude patterns change in the margin-perpendicular di-
rection (Figure 3.11b). The maximum uplift and subsidence amplitudes increases by∼1 m
for every 2-km increase in locking depth. For deeper locking depths, the coseismic hinge-
line moves closer to shore, although all hinge-lines remain at least 100 km offshore for
the profile selected in northern Cascadia (Figure 3.11b). The location of greatest coastal
subsidence can be taken as a proxy for the down-dip rupture limit which is consistent with
elastic dislocation models described by Kanda and Simons (2012) that account for the ef-
fect of megathrust curvature on the slip gradient and subsequently, uplift and subsidence
measurements.
3.3.6 Fitting 1700 A.D. subsidence measurements
Previous elastic rupture models have shown that coastal subsidence measurements from
1700 A.D. can be well fit with high slip-patches positioned along-strike. Wang et al. (2013)
used static models with four distinct asperities with T levels ranging from 450 – 550 years
(18 – 22 m slip-deficit) to reproduce the subsidence amplitudes. In these static models,
the greatest locking depth was taken to taken to coincide with the 350C isotherm as this
is where silica-rich lithologies would be expected to transition from velocity-weakening to
velocity-strengthening frictional behavior (i.e., Wang et al., 2003). 3-D kinematic simula-
tions used a range of locking depths (∼10 - 30 km) and determined that, in the presence of
subevents, a locking depth near ∼15 km provided the strongest fit to the subsidence data
(Wirth and Frankel, 2019).
We present four 3-D dynamic rupture scenarios derived from Gaussian and Gamma
coupling distributions with a shallower locking depth at 15 km, but we also note that deeper
locking depths were also tested (see Discussion). The T levels and segment locations were
selected through a trial-and-error approach. These dynamic source models show 1700
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A.D. subsidence data can be reasonably fit without invoking high amplitude slip-deficit
or subevents (Figure 3.12). Ruptures initiated in northern Cascadia with modest T levels
(≤250 years) can match subsidence data with three segments (Figure 3.12a) whereas we
find that four segments are required for the Gaussian rupture model initiated in southern
Cascadia (Figure 3.12b). The Gaussian-type simulation initiated in southern Cascadia has
a final rupture length ∼100 km shorter than the other ruptures.
3.4 Discussion
3.4.1 What allows large earthquakes to develop along the Cascadia
megathrust?
We observe margin-wide ruptures under conditions of higher relative dynamic stress-drop
amplitudes in the inferred creeping region of the central Cascadia megathrust (higher T lev-
els relative to the other segments). Alternatively, we also show that margin-wide ruptures
are promoted by slip weakening frictional behavior at shallow depth (Figure 3.10).
When the Gaussian or Gamma coupling models are used to generate heterogeneous
shear stress distributions, there are two natural locations to initiate spontaneous rupture:
in northern or southern Cascadia. Our results suggest that if rupture initiates in southern
Cascadia, higher T levels are required to sustain rupture through the central creeping region
for Gaussian stress distributions (Figure 3.8c). This is due to the combined effects from a
lower slip-rate deficit (inherent to both geodetic coupling models) and the generally nar-
rower seismogenic rupture area offshore Oregon caused by an increasing megathrust dip
angle in this region.
A notable feature of our dynamic rupture simulations is that large earthquakes (Mw 8.8
and above) can be generated at much lower T levels than previously suggested from static
models (i.e., Wang et al., 2013). An explanation for this comes from dynamic effects within
the wedge. For instance, even though Gaussian simulations have little to no slip-deficit ex-
tending to the deformation front, reflections within the accretionary wedge appear to drive
rupture propagation along-strike. While a more realistic rheology within the wedge would
certainly affect wave propagation, our models suggest that wavefield inference at shallow
depths could be a viable mechanism to sustain rupture (Huang et al., 2014). It is a common
assumption in dynamic rupture simulations of megathrust earthquakes to assume velocity
strengthening (or in our case, slip-strengthening) frictional behaviors (Kozdon and Dun-
ham, 2013) to represent sediments near the trench. One may also explicitly incorporate
a subducting sediment channel structure with depth-varying rigidity using slip-weakening
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friction (i.e., Ulrich, T., Gabriel, A.A., Madden, E. H., 2020). The presence of clays or flu-
ids within the megathrust fault zone can complicate the frictional behavior, however (Saffer
and Tobin, 2011). While Cascadia is well-known to have significant sediment blanketing
the trench along-strike with variable state of consolidation (Han et al., 2017), there are few
studies that directly sampled Cascadia megathrust fault gouge and subject them to high-
velocity friction experiments (Seyler et al., 2020). The assumption of slip-strengthening
friction in the upper 5 km in our dynamic rupture simulations is therefore modest and will
greatly benefit from offshore drilling data. We do not repeat the exercise of lowering the
dynamic friction level for ruptures nucleated in southern Cascadia (or for Gamma models),
but we expect that a longer rupture length or a higher slip would occur.
3.4.2 Explaining 1700 A.D. subsidence patterns with Dynamic Rup-
ture Simulations
The geodetic coupling models we use show positive stress-drop down to ∼20 km depth
(Figure 3.1). On the other hand, 3-D kinematic simulations were able to match 1700 A.D.
subsidence data assuming positive stress-drop does not extend deeper than a fixed coupling
level closer to 15 km depth (i.e., 1 cm/yr contour, Burgette et al., 2009; McCaffrey et al.,
2013; Wirth and Frankel, 2019). We show that dynamic rupture simulations which taper
stress-drop to 0 MPa below 16 km depth can agree well with the 1700 A.D subsidence
data, particularly for ruptures initiated in northern Cascadia (Figure 3.12). While shallower
locking depths generally provide a stronger fit to the paleoseismic data, we were also able
to construct a dynamic rupture simulation with a 20-km locking depth that fits the data just
as well (Figure 3.13). This result suggests that if T levels are sufficiently low along the
fault, the subsidence patterns can probably be fit by an even deeper locking depth (>20
km). To reiterate, the influence of a deeper locking depth is to move the coseismic hinge-
line landwards and increase the amplitude of subsidence and uplift (i.e., Figure 3.11b). As
discussed in Kanda and Simons (2012), either the location of peak interseismic uplift-rate
or greatest coseismic subsidence can provide a stronger constraint on the extent of coupling
as opposed to the hinge-line. Unfortunately, both the interseismic uplift (i.e., Krogstad
et al., 2016) and paleoseismic subsidence data (i.e., Wang et al., 2013) are limited in the
along-dip direction for this subduction zone. We thus caution using only paleoseismic
subsidence data to uniquely constrain the down-dip rupture limit in Cascadia.
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3.4.3 The Potential of Heterogeneous Down-dip Frictional Properties
The next Cascadia megathrust rupture may or may not include high-frequency seismic
energy radiated near the down-dip limit of slip (e.g., Lay, 2015), but one way to accomplish
this is to superimpose high stress-drop subevents (>15 MPa) at several locations along-
strike (Figure 3.14). The influence of subevents, compared to a coupling model with no
subevents, is to increase the subsidence amplitude and generate higher relative frequencies.
To conceptually demonstrate that heterogeneous Dc can also generate relatively higher
seismic frequencies in the specific case of the Cascadian margin, we also design a dy-
namic rupture simulation containing several 16 km2 asperities near the down-dip edge of
the locked megathrust that have lower Dc=1 m with Dc=2m everywhere else (Figure 3.15).
These Dc levels are chosen to be consistent with already presented 3-D rupture simulations
that can resolve the cohesive zone widths. In this particular model, the effect of a heteroge-
neous Dc distribution is to increase waveform amplitudes and high-frequency energy, with
stations further away from the hypocenter showing this more clearly (Figure 3.15).
What is unclear are the set of conditions along the fault most conducive to generat-
ing high frequency seismic radiation down-dip. Dynamic rupture simulations for the 2011
Tohoku-Oki earthquake showed that heterogeneous frictional properties or strength distri-
butions (Huang et al., 2012, 2014; Galvez et al., 2014) might account for these observa-
tions. We note that Cascadia is remarkably different from the Japanese or Chilean subduc-
tion zones. In particular, the subducting interface of the Juan de Fuca plate is relatively
smooth along most of the margin compared to in the aforementioned regions (i.e., van Ri-
jsingen et al., 2018) and consequently, interface topography may not provide an obvious
explanation for future high seismic frequencies radiated down-dip.
3.4.4 Limitations and Future Directions
Our study incorporates a physically consistent source model that emphasizes the impor-
tance of frictional and stress conditions necessary to generate M9-type ruptures. For lack
of detailed information on the velocity structure in the accretionary prism and the highly
simplified 1-D CVM used, our 3-D dynamic rupture simulations do not capture accurate
wave propagation effects along the Cascadia margin. Forecasting accurate ground motions
during megathrust earthquakes is important, especially for subduction zones with limited
or no seismic recordings (Frankel et al., 2018; Wirth et al., 2018). Developing dynamic
rupture simulations that account for 3-D source, site, and path effects is one future direc-
tion that would, for instance, lead to more physically informed hazard estimates (i.e., Wirth
et al., 2020).
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Another limitation of our study is the rheology assumed: a linearly elastic body. There
is potential for off-fault plastic yielding in the wedge where there is a significant sediment
volume (Ma, 2012). We note further that our choice of a linear slip-weakening friction law
allows us to assess first order along-strike and along-dip rupture limits, similar to (Ramos
and Huang, 2019). Modifying the friction law (and adjusting the finite element mesh res-
olution accordingly) to account for strong rate-weakening would permit us to test a wider
range of rupture styles. Understanding what fault zone lithologies are present along the
Cascadia megathrust would also be helpful in assigning realistic dynamic friction levels
during coseismic rupture.
To improve the predictive capability of dynamic rupture simulations, offshore (e.g.
near-trench) geodetic measurements are needed. It would be particularly valuable if infor-
mation about the interseismic uplift-rate could be constrained offshore, to extend existing
leveling data onshore (Krogstad et al., 2016). This would reduce the ambiguity in geodetic
coupling models and improve our understanding of the spatial relationships between up-
per plate deformation and intra-plate slip behavior (Bruhat and Segall, 2017; Malatesta, L.
C., Bruhat, L., Finnegan, N. J., Olive, 2021; Watt and Brothers, 2020). Our study stresses
the importance of the spatial variation in coupling, especially in the central Cascadia re-
gion where confirming the presence of lower coupling offshore Oregon is critical for both
kinematic and dynamic rupture simulation predictions.
Other geophysical measurements that have not been incorporated in this suite of dy-
namic rupture simulations include inferences made about the seismogenic width from the
arguably highest resolution geophysical dataset available: the free-air gravity field. Bas-
set and Watts (2015) observed that trench-parallel ridges in the free-air gravity anomaly
field correlate well to the top of slow-slip and tremor across the Cascadia forearc. If such
trench-parallel features in the gravity field are a proxy for down-dip rupture extent, then
the transition from slip-weakening to slip-strengthening frictional behavior may extend to
depths greater than 20 km in some regions of Cascadia. More work is needed to iden-
tify what geologic or geophysical features are most indicative of future coseismic rupture
limits, especially in subduction zones like Cascadia that have not experienced megathrust
events during the modern era of instrumentation.
3.5 Conclusions
Developing realistic seismic source models for the Cascadia megathrust is of paramount
importance to assist with seismic and tsunami risk mitigation. We present 3-D dynamic
rupture simulations that incorporate different hypotheses for megathrust strain accumula-
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tion based on geodetic coupling models. We show that in order for margin-wide, ‘M9’
type ruptures to develop, there must be a sufficiently high relative dynamic stress drop in
the central Cascadia region. Moreover, a slip weakening behavior or moderate slip deficit
close to the deformation-front can greatly facilitate margin-wide ruptures. Along-strike
variations in the slip deficit pattern relative to the geodetic coupling models are required to
match available paleoseismic data in our dynamic rupture models. We note that strain accu-
mulation times lower than those suggested from paleoseismic studies provide a better fit to
the subsidence data, which might suggest coupling models are overpredicting the slip-rate
deficit or there was incomplete stress drop from the last megathrust rupture. A close fit to
1700 A.D. subsidence data can be achieved using Gaussian or Gamma coupling distribu-
tions with locking depths of 15 or 20-km depth, obviating the need to call upon localized,
high amplitude slip asperities along the down-dip region of the seismogenic zone.
This work is a step forward in using fully dynamic rupture simulations for seismic haz-
ard analysis where there have been no instrumentally recorded ruptures. Kinematic rupture
properties (e.g., rise-time, slip-rate and rupture speed) and static seafloor displacement from
our dynamic simulations can be readily incorporated into existing 3-D kinematic rupture
simulations or inform tsunami propagation and coastal inundation models.
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3.6 Figures - Chapter 3
Figure 3.1: Cascadia subduction zone study area. A) Megathrust segmentation (segments
are separated by red lines) suggested from offshore turbidite deposits with corresponding
estimated segment recurrence intervals in years. Primary morphotectonic regions are su-
perposed (blue dashed lines). B) Gaussian and C) Gamma coupling models projected onto
the Slab2 megathrust geometry. The Gaussian coupling model assumes interseismic creep
at shallow megathrust depths whereas the Gamma model assumes high strain accumula-
tion. The inferred region of the creeping segment is denoted by a yellow box. Magenta
stars denote rupture initiation locations in our dynamic rupture models. Thick white lines
are megathrust depth contours (kilometers). JdF = Juan de Fuca plate.
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Figure 3.2: Material properties, stress, and frictional conditions for dynamic rupture sim-
ulations. A) Smoothed 1-D CVM velocity model for Cascadia (Stephenson et al., 2017).
B) Effective normal stress. C) Dynamic and static frictional coefficients with depth. D)
Frictional cohesion for the Gaussian and Gamma coupling models.
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Figure 3.3: Dynamic rupture simulation results when stress and strength conditions from
Ramos & Huang (2019) are extrapolated along-strike. A) Along-strike dynamic stress-
drop and epicenter location. B) Final megathrust slip-distribution and moment-magnitude.
The black dashed lines indicate the 10 and 20 km depth contours to highlight the extent
of down-dip rupture. C) Coseismic uplift (red) and subsidence (blue) along the Cascadia
margin. Squares signify the coastline whereas the triangles denote the deformation front.
D) Model predicted (black squares; same as panel as C) and paleoseismic observations of
estimated subsidence during the 1700 A.D. rupture.
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Figure 3.4: Slip at the deformation front for smooth model presented in Figure 3.
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T = 0 s T = 10 s T = 20 s
T = 30 s T = 40 s T = 50 s
Figure 3.5: Snapshots of the rupture-front velocity at certain times. The downdip rupture
front is due to dynamic wave triggering and from up-dip. This feature is possible because
of the incredibly low fault strength in the ETS region (0.6 MPa and 0.1 MPa for the static
and dynamic strengths, respectively).
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Figure 3.6: Comparison between Gaussian and Gamma dynamic stress-drop distributions
and the resultant subsidence patterns assuming the maximum strain accumulation time (T)
of 320 years (i.e., time since the last great earthquake in 1700 A.D.) A) Dynamic stress-drop
distribution for the Gaussian coupling model. B) Dynamic stress-drop distribution for the
Gamma coupling model. Both ruptures are nucleated in northern Cascadia (magenta star).
C) model predicted subsidence along the coastline compared to 1700 A.D. measurements.
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Figure 3.7: Example along-dip shear stress gradients between smooth and coupling models
(left) and typical subsidence amplitudes predicted for each stress gradient (right). Dis-
tance is measured from the deformation-front and the location of the coastline is shown for
reference.
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Figure 3.8: Gaussian and Gamma dynamic rupture simulations nucleated in northern or
southern Cascadia (colored star). In each plot, the line length corresponds to the along-
strike rupture extent. The line style corresponds to the variable segment location. A)
Gaussian ruptures where the width of the central segment (also contains the nucleation
asperity) is varied until margin-wide slip no longer occurs. The T levels (relative dynamic
stress-drop) remains constant for each simulation. B) Same idea as A but for Gamma rup-
ture simulations. The higher stress-drop at shallower depths provides enough energy for
ruptures to easily span the entire Cascadia margin. Moment-magnitude is plotted along the
x-axis on all plots. C) and D) show Gaussian and Gamma ruptures nucleated in southern
Cascadia, respectively. For each subfigure, the Northern (N), central (C), or southern (S)
segment regions are denoted.
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Figure 3.9: Slow rupture speed of Gamma models. A) Snapshots of the slip-rate at 25
second increments. Black box denotes zoom-in shown in B. B) Rupture velocity at the last
two time steps to show how the rupture can dramatically slow down in the central Cascadia
region.
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Figure 3.10: Gaussian coupling models with variable sediment frictional behavior in the
upper 5 km of the megathrust. A) Along-strike rupture lengths (colored lines) as function
of dynamic friction coefficient. B) Slip at the deformation-front for each scenario shown in
A.
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Figure 3.11: Effect of down-dip locking depth on coseismic slip distribution and up-
lift/subsidence patterns. A) Final slip distributions for the Gaussian coupling model nu-
cleated in northern Cascadia. The earthquake is nucleated at the red star and a profile of
uplift/subsidence at the free-surface is plotted in figure B (black line through red star). In
each panel, the locking depth is systematically deepened by 2 km. B) Model-predicted
coseismic subsidence and uplift for the range of locking depths studied. The coastline is
plotted for reference near 250 km from the deformation front. Each solid line represents
the coseismic hinge-line and is colored by its respective locking depth. We also show a
shallower locking depth (15 km) in yellow to illustrate how such an assumption changes
the amplitude and gradient of coseismic deformation.
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Figure 3.12: Gaussian and Gamma coupling models with shallow locking depth (15 km)
that match coastal 1700 A.D. subsidence measurements to first order. A) Ruptures nucle-
ated in northern Cascadia. B) Ruptures nucleated in southern Cascadia. C) comparison of
predicted coastal subsidence from simulations shown in A and B.
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Figure 3.13: Deeper locking depth (20 km) alternative to fitting 1700 A.D. subsidence. A)
Gamma coupling model dynamic stress-drop distribution. B) Final slip distribution. C)
Predicted uplift and subsidence. D) Along-strike subsidence comparison between modeled
(black) and 1700 A.D. observations (blue).
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Figure 3.14: Comparison between dynamic rupture simulations with and without high
dynamic stress-drop subevents positioned near the down-dip edge of locking (∼15 km)
along-strike. A) Gaussian dynamic stress-drop distribution without subevents. White trian-
gle denotes synthetic seismogram receiver. B) Gaussian dynamic stress-drop distribution
with superposed ∼15 – 20 MPa subevents. C) Coastal subsidence for both models with
1700 A.D. observations for comparison. D), F), and E) show the raw spectral amplitudes
of the x-, y-, and z-components, respectively. The influence of the subevents is to increase
the high-frequency amplitudes recorded (bold colored lines). D) and E) show (normal-
ized) synthetic seismograms near the epicenter for dynamic rupture models excluding and
including high stress-drop subevents.
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Figure 3.15: Effect of heterogeneous Dc at some seiesmic stations along the coast.
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CHAPTER IV
Stress Changes on the Garlock Fault during and after the 2019 Ridgecrest Sequence *
Abstract
The recent 2019 Ridgecrest earthquake sequence in southern California jostled the seismo-
logical community by revealing a complex and cascading foreshock series that culminated 
in a Mw 7.1 mainshock. But the central Garlock fault, despite being located immediately 
south of this sequence, did not coseismically fail. Instead, the Garlock fault underwent 
postseismic creep and exhibited a sizeable earthquake swarm. The dynamic details of 
the rupture process during the mainshock are largely unknown, as is the amount of stress 
needed to bring the Garlock fault to failure. We present an integrated view of how stresses 
changed on the Garlock fault during and after the mainshock using a combination of tools 
including kinematic slip inversion, Coulomb stress change (∆CFS), and dynamic rupture 
modeling. We show that positive ∆CFS cannot easily explain observed aftershock patterns 
on the Garlock fault but are consistent with where creep was documented on the central 
Garlock fault section. Our dynamic model is able to reproduce the main slip asperities and 
kinematically estimated rupture speeds (≤ 2 km/s) during the mainshock, and suggests the 
temporal changes in normal and shear stress on the Garlock fault were the greatest near 
the end of rupture. The largest static and dynamic stress changes on the Garlock fault we 
observe from our models coincide with the creeping region, suggesting that positive stress 
perturbations could have caused this during or after the mainshock rupture. This analysis 
of near-field stress-change evolution gives insight into how the Ridgecrest sequence influ-
enced the local stress field of the northernmost eastern California shear zone.
*Chapter IV is published in Bulletin of the Seismological Society of America: Ramos, M. D.., et al. 
”Stress Changes on the Garlock Fault during and after the 2019 Ridgecrest Sequence.” Bulletin of the 
Seismological Society of America. 110. 4 (2020).
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4.1 Introduction
The 2019 Ridgecrest earthquake sequence involved the rupture of a left-lateral Mw 6.4
foreshock that occurred on 4 July and a right-lateral Mw 7.1 mainshock that occurred on 6
July and initiated approximately 13 km northwest of the foreshock epicenter (Figure 4.1).
This sequence was characterized by the activation of multiple orthogonal fault segments
that are collectively referred to as the Little Lake fault zone (Llfz). Coseismic rupture of
these faults continues to produce after- shocks, but it did not influence the adjacent left-
lateral Garlock fault to fail. Instead, this sequence caused as much as three centimeters
of surface creep on the Garlock fault that has been detected geodetically (Barnhart et al.,
2019; Ross et al., 2019).
Several kinematic slip models have been developed to estimate the evolution of slip
and rupture propagation during this highly complex sequence (Barnhart et al., 2019; Liu
et al., 2019; Ross et al., 2019; Chen et al., 2020; Goldberg et al., 2020; Zhang et al., 2020).
These models are consistent in the respect that a majority of foreshock and mainshock slip
is limited to the upper 10 km depth. Positive stress-change amplitudes (∼5 MPa) sug-
gested by static Coulomb modeling generally coincide with the∼25-kilometer-long region
of creep on the central Garlock fault segment (Barnhart et al., 2019). But the dynamic
details of rupture and how stresses were mediated by the seismic wavefield remain hazy.
The Garlock fault was apparently not near critical failure, or else we would have observed
coseismic rupture there as well; this implies that the stress perturbations were unable to
bring shear stresses to overcome the static Garlock fault strength.
When the Garlock fault will slip again is a major unknown. The Garlock fault extends
for ∼260 km and is geometrically segmented into western, central, and eastern sections
that are characterized by variations in geologic slip rate and recurrence interval (Hill, 1953;
Davis, 1973; McGill, 2009). Astiz, L., Allen, C. R. (1983) analyzed historical seismicity
on this fault and hypothesized that a rupture on the eastern Garlock segment may be more
likely given its apparent seismic gap, though both the central and western sections can inde-
pendently supportMw 7 earthquakes. Paleoseismic evidence suggests historic, nonperiodic
surface rupture for the central Garlock segment (Dawson et al., 2003). During the Ridge-
crest sequence, different regions of the central Garlock fault segment experienced a swarm
of low-magnitude earthquakes (ML < 3.2; Ross et al. (2019) and underwent creep. How
the strain accumulation budget of the central Garlock fault was influenced by the recent
Ridgecrest sequence is enigmatic and warrants further scrutiny for seismic hazard analysis.
A spatial separation between the Ridgecrest mainshock and Garlock fault planes is fur-
thermore subject to uncertainty, as is the possibility of rupture branching from a segment
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of the Garlock fault onto an adjacent segment or to the San Andreas fault during a future
earthquake. In particular, the central and western segments have co-ruptured within the
last 10 ka, despite a stepover structure in between them (Madugo et al., 2012). Assessing
the possibility of how close the Garlock fault is to failure depends on both the static and
dynamic stress perturbations from the Ridgecrest sequence.
We aim to present a physically consistent picture of the stress interaction vis-à-vis the
Garlock fault during and after the Ridgecrest sequence. We draw from updated kinematic
inversion results that utilize geodetic, teleseismic, and near-field strong ground motion
recordings to independently constrain the fault-slip amplitude, extent, and rupture initia-
tion locations of the fore-shocks and Mw 7.1 mainshock. This is then used to inform our
static Coulomb stress analysis and dynamic rupture modeling efforts. Our analysis illus-
trates that both normal and shear stress changes were the highest on the Garlock fault at
the end of main- shock rupture, and could have been responsible for the observed geodetic
creep as soon as 30 s from mainshock rupture initiation.
4.2 Methodology
4.2.1 Kinematic slip inversion
We use a joint slip-inversion model that is based on static Global Positioning System (GPS),
teleseismic, and local strong ground motion datasets (Ji, 2002). The Mw 6.4 foreshock and
the Mw 7.1 mainshock are modeled with two- and single- fault plane geometries, respec-
tively (Figure 4.1). Slip along the mainshock fault occurs along a 100-kilometer-long seg-
ment that dips at∼88 degrees (Figure 4.1). Of the two foreshock fault planes, one is nearly
parallel to the strike of the mainshock (plane 1), whereas the second is perpendicular to the
mainshock (plane 2; Figure 4.1; Table 4.1). These fault plane geometries are consistent
with those estimated by the U.S. Geological Survey and do not extend deeper than 16 km
depth. Geologic mapping and Interferometric Synthetic Aperture Radar (InSAR) obser-
vations of surface-breaching rupture strands during the Ridgecrest sequence suggest that
our geometries are reasonable (Xu et al., 2020). We use the slip-inversion results for the
foreshock and mainshock fault planes as input into our static and dynamic stress-change
modeling.
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4.2.2 Static model: Coulomb stress change
Static stress changes are the final changes in the normal and shear stresses on the fault
in response to slip after all seismic waves have propagated through. Such stress changes
during the foreshock and mainshock of the Ridgecrest sequence have triggered thousands of
aftershocks (Ross et al., 2019). Coseismic stress changes have also been known to enhance
or to reduce creep after the earthquake (e.g., Allen, 1972; Bodin, 1994; Lienkaemper, 1997).
Barnhart et al. (2019) observed that an increase in the Coulomb stress change (∆CFS) from
the Ridgecrest earthquake was correlated with the surface deformation after the earthquake.
Studies have also suggested that theMw 6.4 foreshock and other large foreshocks promoted
the rupture of the mainshock (Barnhart et al., 2019; Goldberg et al., 2020; Lozos and
Harris, 2020).
To assess static stress changes, we calculate the ∆CFS using the Coulomb 3 software
(Lin, 109; Toda et al., 2005). We investigate the ∆CFS caused by the foreshock on the
main-shock and separate the contribution of stress change from each of the two foreshock
fault planes (Plane 1 and Plane 2; Figure 4.2). We use a friction coefficient of 0.6 and
a depth of 5 km for the foreshock–mainshock static stress-change calculation because a
majority of slip is resolved on foreshock plane 2 (Figure 4.1, which will dominate the
∆CFS amplitude.
We also calculate the ∆CFS due to mainshock slip on the Garlock fault. We represent
the Garlock fault geometry as a plane with a strike, dip, and rake of 70°, 90°, and 0°,
respectively. The strike of the Garlock fault varies from 68° in the east to 84° in the west
(Figure 4.3), but we use 70° for the receiver fault as it is the closest to the strike of the
western Garlock fault segment where the cluster of aftershocks occurred. Lastly, to address
uncertainty in static friction level and hypocenter depth, we also examine how varying these
parameters influences our results. We compare the results from friction coefficients of 0.2,
0.4, and 0.6, and at 5 km depth, where peak slip occurred, and at 10 km depth, where the
asperity with most slip extends.
4.2.3 Dynamic model: Initial conditions and constraints
We model the mainshock fault plane as a 100 km, planar 2D crack embedded in a ho-
mogeneous, isotropic, and linearly elastic medium with a shear wavespeed of 3.2 km/s.
The model domain is composed of rectangular elements enclosed on all sides by absorbing
boundaries. We choose a finite-element size of 600 m with four Gauss–Lobatto–Legendre
nodes to resolve dynamic rupture propagation at seismic frequencies up to 1 Hz for consis-
tency with that resolved by the strong-motion dataset.
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We select the linear slip-weakening friction law to control fault-slip evolution and uti-
lize the 2D spectral element code SEM2DPACK to solve for dynamic rupture propagation
(Ampuero, 2009). The critical-slip distance (Dc) is 0.3 m, which is constant along the
fault (except for 15 km around the nucleation region) and is within the plausible range of
previous slip-weakening dynamic rupture simulations for other crustal earthquakes of com-
parable magnitude and rupture dimension (e.g., Ma and Archuleta, 2006; Tinti et al., 2009;
Lozos and Harris, 2020). If dynamic friction (µd) is below the static friction (µs) level, then
the fault experiences a strength drop during coseismic rupture and its frictional behavior is
slip-weakening; conversely, if the dynamic friction is greater than static friction, there is
no work available to grow the propagating shear crack and the frictional behavior is slip
strengthening. The static friction coefficient is 0.5 everywhere along the fault. The fault is
slip-weakening (µd = 0.1) along the central 70 km segment (35 km southeast and northwest
of hypocenter) and slip strengthening (µd = 0.7) everywhere else to prohibit rupture from
breaking the entire fault.
Given that we represent a strike-slip fault as a mode II in-plane crack, our stress and
friction conditions are relative to a region on the mainshock fault plane at depth. Our model
aims to reproduce the rupture propagation along the section of the fault that crosses through
the main slip asperity imaged in the kinematic inversion (Figure 4.4). Effective normal
stress is set to a constant level of 50 MPa that is consistent with elevated pore-pressure
levels in the middle of permeable fault zones (Rice, 1992).
The initial shear stress distribution is a critical ingredient for any dynamic earthquake
rupture model and determines the dynamic stress drop which in turn governs slip amplitude.
We first calculate the static stress drop due to fault slip given by the kinematic inversion
using a computationally efficient algorithm (Figure 4.4; Ripperger and Mai (2004). Earth-
quakes can exhibit total or near-total stress drop due to strong dynamic weakening (e.g.,
Noda and Lapusta, 2013; Brodsky et al., 2020), meaning that the final shear stress on the
fault after an earthquake is at or very near its dynamic fault strength level (the product of
effective normal stress and dynamic friction). We make this assumption to calculate our
initial shear stress by adding the static stress drop to the dynamic fault strength (Figure
4.4).
Rupture is artificially nucleated in the middle of the fault using the time-weakening
method (Andrews, 1985). This technique requires twice the critical half-crack length (2Lc),
an effective friction level (µo), and a weakening timescale (Tc) after which the prescribed
nucleation is turned off and rupture spontaneously evolves according to the nonlinear inter-
action between fault strengths and stresses. Given the friction law parameters we assume










in which G is the shear modulus (30 GPa), v is the Poisson’s ratio, τs is the static fault
strength, τd is the dynamic fault strength, τo is the initial shear stress, and µo is the effective
friction coefficient calculated as the ratio between initial shear and effective normal stress
amplitudes at the hypocenter. We determined that a 2Lc of 2 km (µo ∼0.1) and Tc of 10 s
are necessary to nucleate and sustain spontaneous rupture.
4.3 Results
4.3.1 Kinematic slip inversion
Using our kinematic inversion methodology, the mainshock hypocenter has been relocated
to a depth of 3 km by the arrival times of nearby strong-motion and broadband seismic sta-
tions (Figure 4.1). The aftershock hypocenter is deeper (9 km) and slip is distributed across
two fault segments (Figure 4.1). The fault parameters and hypocenters of both earthquakes
are summarized in Table 4.1. We note that the Mw 7.1 mainshock ruptured bilaterally with
a majority of slip concentrated within the upper 10 km and a peak slip amplitude of 4.7 m
located ∼10 km northwest of the hypocenter (Figure 4.1). There is a smaller asperity that
underwent ∼2.5 m of slip southeast of the mainshock hypocenter, as well. On the other
hand, peak slip resolved for the foreshock is lower (1.3 m) and occurred mostly on plane 2,
which is perpendicular to the mainshock fault plane (Figure 4.1).
We also compare our mainshock slip-inversion results with those from other studies of
the Ridgecrest mainshock. We utilize seismic and GPS datasets to constrain the slip, which
is similar to the approach by (Liu et al., 2019). In contrast, other studies make use of a
combination of seismic, high-rate GPS and InSAR (Ross et al., 2019; Chen et al., 2020;
Goldberg et al., 2020), InSAR and optimal image tracking (Barnhart et al., 2019), or only
seismic datasets (Zhang et al., 2020). The details of slip distribution, and in particular the
relative location and amplitude of maximum slip, varies between studies. The maximum
slip is mostly shallower (∼4 km, Barnhart et al. (2019), to the northwest of (∼10 km, (Liu
et al., 2019), or slightly deeper (∼5 km, Ross et al. (2019) than the hypocenter location
used in their inversion. The kinematic slip inversion we present resolves two primary slip
patches (i.e., Figure 4.1), which have similar amplitudes (4.7 and 2.5 m) and locations
(northwest and southeast of hypocenter) to the Barnhart et al. (2019), Liu et al. (2019),and
Zhang et al. (2020) inversion results. A major difference in maximum slip amplitude occurs
between our model and the Ross et al. (2019) study, which estimates as much as 9 m of
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slip between 5 and 10 km depth. Other notable changes between our study and other’s
include a more widely distributed higher (4 m) slip distribution (Chen et al., 2020), or a
maximum slip amplitude difference on the order of 1.5 m between what is resolved from
our inversion (4.7 m) and the Goldberg et al. (2020) [∼3.5 m] study. Such differences
are most likely due to the datasets used to constrain the inversions as well as the particular
inversion parameterization. Overall, our mainshock slip distribution is consistent with other
published models, characterized by bilateral rupture propagation and a shallow (< 10 km)
slip distribution.
4.3.2 Static stress change
We find the foreshock increased the ∆CFS near the edges of the foreshock faults, especially
at the intersection of plane 2 and mainshock fault, but our relocated mainshock hypocen-
ter is located in a region of slightly decreased ∆CFS (Figure 4.2). However, this result
depends on the method used to locate the mainshock hypocenter and its uncertainty. For
instance, the Advanced National Seismic System (ANSS) comprehensive catalog epicen-
tral coordinates agree with ours to within a kilometer but its depth is 5 km deeper than our
preferred depth of 3 km, whereas the hypocenter resolved by Ross et al. (2019) is ∼12 km
away from the foreshock hypocenter but at a similar shallow depth (<4 km). The hypocen-
ters estimated by the ANSS catalog and by Ross et al. (2019) are located near the edges
of different regions of positive ∆CFS. We also calculated the ∆CFS from both foreshock
planes separately (Figure 4.2). Plane 2 has a much larger slip compared with plane 1, with
almost twice the peak slip (i.e., 1.3 vs. 0.74 m; Table 4.1). However, plane 1 causes an
∼0.5 MPa greater ∆CFS on the southeast region of the mainshock fault compared with
plane 2, as plane 1 is closer (Figure 4.2). This underscores the sensitivities of the ∆CFS to
input fault-slip amplitude and extent.
We further calculate the ∆CFS on the Garlock fault due to mainshock slip and assess
the effect of various friction coefficients and depths on our results. Overall, we find that
the friction coefficient has a relatively small (i.e., a difference within ∼0.1 MPa) impact
on our ∆CFS results for a given depth (Figure 4.3). Larger friction coefficients tend to
increase the ∆CFS amplitude and changes the spatial distribution of positive and negative
stress changes (Figure 4.3). This is similar to Barnhart et al. (2019), in which they found
that their results are consistent for all friction coefficients that they tested. For a given
friction coefficient, changing the depth of the ∆CFS calculation from 5 to 10 km increases
the ∆CFS amplitude by∼0.3 MPa and decreases the extent of the region of positive ∆CFS
on the Garlock fault by approximately 20 km (Figure 4.3). The amplitude difference is
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because the largest portion of mainshock slip extends to about 10 km depth, and the change
in slip at this depth produces a larger ∆CFS than at 5 km depth. The region of positive
∆CFS in proximity to the creeping section of the Garlock fault is most consistent in spatial
extent with that of Barnhart et al. (2019) when we use a friction coefficient of 0.2 and
a depth of 5 km. Lastly, we find that the cluster of aftershocks on the Garlock fault are
unlikely to be simply explained by ∆CFS from the mainshock as the value of the stress
change can be small (<0.01 MPa) or even negative (∼0.1 MPa) [Figure 4.3].
4.3.3 Dynamic earthquake rupture model
Our first goal is to explain the kinematic fault-slip distribution using rupture dynamics. We
seek to reproduce the two primary patches of 2.5 and 4.7 m slip southeast and northwest of
the hypocenter, respectively, (Figures 4.1 and 4.5). We show the rupture history until 35 s
to highlight the arrest of both the northwest and southeast rupture fronts (Figure 4.5).
The initial conditions and friction parameters outlined in the Methodology section gives
a good agreement between the kinematically imaged and dynamically modeled slip distri-
butions. The exception is the region near the hypocenter, where the dynamic rupture model
overpredicts the kinematic slip amplitude by ∼0.8 m (Figure 4.5). This is most likely due
to our time-weakening nucleation procedure but is probably within the uncertainty of the
true fault slip resolved by the kinematic inversion. The distribution in dynamic stress drop
is positive for which higher slip is concentrated, and negative in a small region southeast of
the hypocenter and where we impose slip-strengthening frictional behavior at the ends of
the fault (Figure 4.5).
The bilateral mainshock dynamic rupture is overall heterogeneous and spatiotempo-
rally complex (Figure 4.5). There are three major asperities (i.e., relatively high dynamic
stress-drop regions) that contribute to several rupture-front accelerations (Figure 4.5). The
model shows a slow (< 1 km/s) rupture front propagating to the southeast for the first 5 s
after nucleation ceases; this southeast rupture front then accelerates to < 1.3 km/s before
decelerating and arresting at 28 s (Figure 4.5). In contrast, the northwest rupture front prop-
agates at a more uniform speed (< 2.1 km/s) before decelerating and stopping at ∼25 s.
These rupture speeds are consistent with recent kinematic models that prescribe a constant
sub-Rayleigh mainshock rupture speed (Liu et al., 2019; Ross et al., 2019; Goldberg et al.,
2020; Zhang et al., 2020). Rupture speed depends on how much total available energy is
partitioned into radiated or fracture energy during the faulting process. Slower ruptures
(as observed during the Ridgecrest sequence) may be due to a relatively high fracture en-
ergy consumed on the fault, consistent with the hypothesis that the Llfz is less compliant
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and more energy was needed to break multiple fault segments (Perrin, C., Manighetti, I.,
Ampuero, J. P., Cappa, F., Gaudemer, 2016; Liu et al., 2019; Goldberg et al., 2020). Our
dynamic model shows that the mainshock rupture fronts do not exhibit slip-rate amplitudes
above 4 m/s and propagate at well below the Rayleigh wavespeed.
4.3.4 Temporal stress changes on the Garlock fault
Using our dynamic rupture model, we investigate the stress contributions to a section of the
central Garlock fault during and after the Ridgecrest mainshock. Given the limitation of
our modeling domain, we cannot assess far-field dynamic stress contributions from surface-
wave amplitude changes. We instead focus on how the initial peak stresses carried by
near-field seismic waves impacted the Garlock fault during coseismic rupture.
The 2D stress tensor in our model is for an isotropic body and yields three unique com-
ponents: σxx, σyy, and σxy. Only one component of the normal stress (σyy) and the shear
stress (σxy) are important to be considered further in our analysis. If we place the strike of
the mainshock fault plane on an east–west coordinate system, the angle between the main-
shock and Garlock fault planes (measured clockwise) is approximately 110°. We therefore
applied a rotation of the stress field at a particular instant in time to represent the stress
perturbation the mainshock imparts to the Garlock fault (Figure 4.6). When this rotation
is performed at the final timestep, the rotated stress field is equivalent to the static stress
change on the Garlock fault. We observe an abrupt transition from negative to positive
normal static stress change as one crosses the intersection of the strike of the mainshock
fault plane (Figure 4.6). The shear stress change is slightly more complex with an asym-
metric stress amplitude distribution across the fault, but shows a very pronounced region
of positive stress change that generally coincides with the ∼25-kilometer-long section of
the central Garlock fault that underwent creep (Barnhart et al., 2019; Xu et al., 2020). To
confirm our static stress-change analysis from the dynamic model, we compare it with our
∆CFS calculation and find that its orientation and amplitude are consistent.
We also calculate the temporal stress change on the central Garlock fault segment dur-
ing the Ridgecrest mainshock. We select one point near the creeping region on the Garlock
fault (∼60 km,∼10 km; Figures 4.7 and 4.8) to show how normal and shear stresses change
during mainshock rupture. Although propagation spontaneously arrests at near ∼28 s to-
ward the southeast, we simulate rupture until 100 s to make sure stress changes relax to
constant levels, which are attained at 60 s (Figure 4.9). This section of the central Garlock
fault begins to experience a positive normal stress change near 17.5 s (Figure 4.7). During
the main portion of coseismic rupture, normal stress changes reach their maximum of∼0.3
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MPa at 32 s (Figures Figures 4.7 and 4.9). In contrast, positive shear stress changes arrive
at the Garlock fault in three distinct pulses (e.g., Figures 4.8 and 4.9). Two of these positive
shear stress-change pulses arrive after the largest change in normal stress change and con-
tinue to be above the normal stress-change amplitude for the remainder of our simulation
(Figures Figures 4.8 and 4.9 ). The extrema of the normal and shear stress-change ampli-
tudes are symmetric through time due to the alternating arrivals of compressional-wave (P)
and shear-wave (SV) motions
4.4 Discussion and Conclusion
We show that stress changes during and after the Ridgecrest foreshocks and mainshock may
have influenced postseismic creep on the central Garlock fault segment and brought certain
regions potentially closer to coseismic failure. Our results also shed light on the temporal
stress evolution on the Garlock fault due to source dynamics. Because both normal and
shear stresses vary during coseismic rupture, evaluating their respective contribution is of
critical importance to identifying periods when stress changes may have been favorable to
engender the observed postseismic creep.
The ∆CFS results show that positive static stress changes were experienced on the
central Garlock fault due to mainshock slip (Figure 4.3) and are coincident with previously
documented fault creep (Barnhart et al., 2019; Ross et al., 2019; Xu et al., 2020). Among
∆CFS calculated for different friction levels and depths, in only one case (i.e., friction level
of 0.6) is a positive static stress change on the order of ∼0.1 MPa observed adjacent to the
region of the Garlock fault that experienced a sizeable aftershock swarm (Figure 4.3). This
may indicate that other postseismic relaxation processes or dynamic stress changes were at
play to produce this aftershock pattern. Various studies have also calculated the ∆CFS of
the foreshock at the mainshock hypocenter with their slip-inversion results. While Barnhart
et al. (2019) found an increase in ∆CFS of 0.6 MPa due to the foreshock at their hypocenter,
Zhang et al. (2020) found an increase of 0.04 MPa and Goldberg et al. (2020) found a<0.1
MPa increase. We find a 0.1 MPa decrease in ∆CFS at the location of our hypocenter. The
disparity in magnitude and sign of the results may be due to the fact that Coulomb stress
calculations are very sensitive to the slip-inversion model used and the inferences may
change depending on the location of the hypocenter, as well.
When we assess the ∆CFS through time we find that ∆CFS predominantly increases
during mainshock rupture and remains at a high level afterward; this is evident from our
dynamic model as the normal stress-change amplitude is mostly below the shear stress
amplitude (Figure 4.9). Temporal stress changes during the mainshock rupture also support
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predominantly positive shear stress changes near this creeping Garlock region (Figure 4.8),
whereas positive and negative normal stress distributions are observed on both sides of
the fault (Figure 4.7). Our results for temporal normal and shear stress changes near the
Garlock fault agree with other dynamic rupture simulations that prescribe a complex 3D
fault geometry but similar constitutive friction law parameters (Lozos and Harris, 2020).
Moreover, this study also documents a detailed temporal evolution of normal, shear, and
Coulomb stresses impacting the central Garlock fault (i.e., Figure 4.9), and not just the final
stress changes after all seismic waves have been radiated away. Because positive normal
stress changes serve to strengthen the fault whereas positive shear stresses should bring the
fault closer to failure, our dynamic model offers one possible scenario that creep could have
occurred as soon as 15 s after nucleation of the Ridgecrest mainshock when positive shear
stresses began to arrive at the Garlock fault. However, this is speculative given that we do
not have information on the absolute stress state of the Garlock fault prior to the aftershock.
Our dynamic model also suggests that the largest shear stress changes (0.3 - 0.4 MPa)
arrived before and after the largest normal stress changes, but they are comparable in ampli-
tude (Figures 4.7, 4.8,4.9). Given this maximum shear stress-change amplitude at a given
time, we estimate approximately 0.1 cm of slip may have been triggered near the creeping
section of the Garlock fault at a depth less than 1 km. We also test a model for which creep
on the Garlock fault was exceptionally shallow Schleicher (2019), but the distribution of
creep is more heterogeneous. We still obtain a similar amount of creep that is consistent
with the shear stress-change amplitude. These estimates are lower than the maximum mag-
nitude of resolved surface creep (i.e., 3 cm) documented earlier by Barnhart et al. (2019)
and Ross et al. (2019), however. The creep magnitudes we estimate are furthermore only
valid for a homogenous, Poisson solid and should be considered an upper bound for any
given shear stress-change perturbation because our dynamic rupture model captures the re-
gion on the mainshock fault plane that experiences the greatest dynamic stress drop (7MPa;
Figure 4.5). There is potential for more creep to be accommodated by successive near-field
stress changes arriving at the Garlock fault during mainshock rupture, but this depends
on the near-surface rheology and earthquake history of the central Garlock fault. In ad-
dition, we cannot rule out the possibility that the maximum resolvable creep was driven
by cumulative or postseismic strain-rate changes not seen by satellite observations because
the smallest observation window is at least five to six days after the mainshock (Barnhart
et al., 2019). But extensometer data imply that it did not extend very deep into the crust,
regardless of how much triggered creep was (Bilham and Castillo, 2020).
The fact that the Garlock fault did not coseismically fail could be supported by the-
oretical considerations to the prestress state, rupture speed and fault orientation between
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the mainshock and Garlock fault planes if they are connected (Poliakov et al., 2002; Kame
et al., 2003). For a low angle of maximum horizontal shear stress (SHmax) with respect
to the fault (< 45 degrees), this prestress state encourages rupture to bifurcate towards the
compressional side, whereas a higher angle (> 45 degrees) predicts that the rupture along
the extensional side is more favorable (Poliakov et al., 2002). Yang and Hauksson (2013)
inverted earthquake focal mechanisms in central and southern California, estimating the
regional SHmax orientation lies between zero and five degrees east of North. Our dynamic
rupture model predicts an average mainshock rupture-front to shear-wave speed ratio of 0.4.
Given that the mainshock fault plane is approximately oriented 45 degrees west of North,
such a low prestress orientation together with low rupture speed levels are not likely to
encourage rupture propagation to the Garlock fault, if connected (Kame et al., 2003). This
mechanical argument, however, must be taken with a grain of salt considering changes in
the local stress field orientation surrounding the Mw 7.1 mainshock due to the Mw 6.4,
smaller foreshocks, and other seismicity. A detailed seismological analysis of foreshock
and aftershock stress-tensor inversions will undoubtedly place stronger constraints on the
SHmax orientation to the mainshock fault plane, and perhaps lend credence to theoretical
expectations we have briefly discussed here.
One aspect we could continue to explore in greater detail is how a fully dynamic model
incorporating segmented foreshock and mainshock fault planes changes the details of the
temporal stress changes on the Garlock fault. Several kinematic studies are able to fit
seismogeodetic data using a segmented fault model (e.g., Goldberg et al., 2020; Liu et al.,
2019; Ross et al., 2019).Given that the Ridgecrest sequence produced multiple orthogonal
faulting with some ruptures breaking the surface while others not Ross et al. (2019), we
would expect the temporal stress change to accordingly reflect this complexity. We note
that the geometrically segmented 3-D dynamic fault model by Lozos and Harris (2020)
yields static normal and shear stress changes on the Garlock fault that are consistent to
first-order in sign and amplitude with our modelling efforts. There are small differences,
but this is expected due to different initial stress parameterizations, velocity structure, and
fault geometry for the mainshock and foreshock fault planes.
How the Mw6.4 foreshock and Mw7.1 mainshock Ridgecrest sequences changed the
local stress field in Southern California is a crucial question to consider given the proxim-
ity of these events to other active faults (e.g., Garlock and San Andreas). Through a unique
combination of kinematic, static, and dynamic modeling, we present a physically coherent
picture of the stress changes on the central Garlock fault during and after the coseismic
rupture of the Mw7.1 event. We find that positive stress changes near the creeping section
of the Garlock fault are observed during and after coseismic rupture. We also show that
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the greatest shear stress change was comparable to the greatest normal stress change, but
arrived earlier during dynamic rupture; this may have promoted a section of the Garlock
fault to creep even before the Ridgecrest mainshock finished slipping. Our dynamic mod-
els physically explain the resolved slip amplitude through the mainshock hypocenter and
reproduce the low sub-Rayleigh rupture speeds previously suggested by kinematic rupture
models.
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Event Mw Hypocenter Strike Dip Rake Peak Slip (m)
Mainshock 7.1 35.772° N, 117.602° E, 3 km 322 81 -170 4.7
Foreshock 6.4 35.705° N, 117.506° E, 9 km 318 88 -172 1.3
228 81 0 0.74
Table 4.1: Coulomb Stress-Change Parameters of the Main-
shock and Aftershock Fault Planes
65















Figure 4.1: 2019 Ridgecrest earthquake sequence. (a) Study area with foreshock and main-
shock fault planes denoted by solid lines. The approximate region of the central Garlock
fault that experienced creep during this sequence is indicated by the box. (b) Mainshock
slip-inversion results in which we determine a hypocenter depth of 3 km and a peak slip
amplitude of 4.7 m that is immediately northwest (NW) of the hypocenter. (c) Foreshock
slip-inversion results. Foreshock planes parallel and perpendicular to the mainshock fault
plane are denoted as plane 1 and plane 2, respectively. Note that an NW–southeast (SE)
fault orientation is the same for the mainshock and foreshock fault planes. Stars indicate
(a) epicenter or (b,c) hypocenter locations.
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Figure 4.2: Coulomb stress change (∆CFS) due to foreshock planes 1 and 2 on the main-
shock fault plane calculated at a depth of 5 km and with a friction coefficient of 0.6. (a)
The combined effect of both aftershock fault plane slip on the mainshock. (b) The ∆CFS
from plane 1, which is parallel to the main fault plane. (c) ∆CFS from plane 2, which is
the northeast–southwest-striking cross fault. The aftershocks depicted are the earthquakes
that occurred after the foreshock and do not include those induced from mainshock stress
changes. GF, Garlock fault.
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Figure 4.3: ∆CFS of the mainshock on a receiver fault of 70° strike and 90° dip, approx-
imating the leftmost part of the Garlock fault in this figure. (Top) ∆CFS results for a 5
km depth source at friction coefficients of (left to right) 0.2, 0.4, and 0.6. (Bottom) ∆CFS





Figure 4.4: (a) Static stress drop and (b) initial shear stress along the mainshock fault plane.
Static stress drop is calculated assuming a homogeneous Poisson medium and initial shear
stress is computed using the complete stress-drop assumption. We select an initial shear









Figure 4.5: (a) Along-fault slip distribution resolved by the kinematic slip inversion (solid
line) and that calculated from the dynamic rupture model (dashed line). The x-axis mea-
sures distance from where the earthquake is nucleated in our model. (b) Dynamic stress
drop along the fault. Location shown in Figure 4. (c) Spatiotemporal and bilateral rupture
history predicted by the dynamic rupture model. Solid lines signify average rupture-front




Figure 4.6: Static stress-change field in the modeling domain rotated to the strike of the
Garlock fault. (a) Normal stress and (b) shear stress. Garlock fault trace (dashed line)
and Ridgecrest mainshock fault (solid line) are superimposed onto the figure. Box denotes
approximate location of the creeping region. Inset study area map gives stress- change
spatial orientation for Figures 6–8.
71
T=17.5 s T = 22 s
T = 33 s
GF
T = 46 s
(a) (b)
(c) (d)

















Figure 4.7: Normal stress changes (σyy) at various moments in time on the central Garlock
fault during coseismic rupture of the mainshock. A point on the Garlock is selected to
visualize the stress amplitude variability (solid circle). (a–e) represent σyy from 17.5 to 50
s during rupture propagation. (f) The time history of yy in which (a–e) the blue squares
denote the amplitude change at each of the normal stress snapshots.
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Figure 4.8: Similar to Figure 9, but shear stress changes (σxy) during coseismic rupture.
(a–e) σxy from 17.5 to 50 s during rupture propagation. (f) The time history of σxy showing




Figure 4.9: Stress-change evolution on a section of the Garlock fault during the entire
Ridgecrest earthquake simulation. (a) Normal (σyy) and shear (σxy) stress change. (b)
Temporal ∆CFS for friction coefficient levels assessed in the static stress-change analysis.
Note that we plot the temporal stress change starting at 10 s because this is when the




Advancing our knowledge of how earthquakes rupture requires both ample geological and 
geophysical measurements as well as sophisticated numerical techniques that can resolve 
heterogeneous fault stress and friction distributions. This doctoral dissertation utilized 
physics-based dynamic rupture simulations to inform earthquake hazard in the Cascadia 
and in southern California regions.
In Chapters 2 and 3, I constrained potential stress conditions for 2-D and 3-D dynamic 
rupture simulations using geodetic models along the Cascadia megathrust. In these sim-
ulations I also incorporated ∼1 MPa effective normal stress amplitudes to represent the 
inferred weak fault conditions that may enable episodic tremor and slow-slip (ETS) to oc-
cur, a constraint that has not been adopted in previous dynamic simulations for subduction 
megathrusts.
Chapter 2 showed that if an abrupt stress gradient with a negative dynamic stress-drop 
exists at the base of the locked/transition region of the northern Cascadia megathrust, then 
a faster (supershear) and deeper down-dip rupture extent can occur. This result is depen-
dent on the assumed frictional behavior in the transition region as well as the relative fault 
strength in the ETS region. There are large uncertainties on the exact friction levels and 
accumulated tectonic shear stress for the transition region, but the 2-D dynamic rupture sim-
ulations I presented underscore the potential for rupture propagating closer to land. This 
study also suggested that supershear rupture velocity can be incorporated into kinematic 
rupture simulations of Cascadia megathrust earthquakes.
Chapter 3 built upon chapter 2 and developed 3-D dynamic rupture simulations for 
Cascadia that use end-member geodetic coupling models to inform the initial dynamic 
stress-drop distribution. The geodetic coupling models represent two hypotheses on how 
the Cascadia megathrust accumulates interseismic strain – one model suggests strong cou-
pling extending to the top of the megathrust while the other model suggests there is per-
vasive fault creep along-strike (and thus low coupling). This study documented how the 
relative dynamic stress-drop in the central Cascadia region (inferred to be creeping in both
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geodetic coupling models) exerts strong control on the final rupture extent. 3-D dynamic
rupture simulations showed that using coastal paleoseismic subsidence data (i.e.,1700 A.D.
megathrust event) to uniquely constrain the down-dip coseismic rupture limit is unfeasible:
there are multiple down-dip rupture limits and slip distributions that can provide a close
fit to these geologic data. This study also found that in order to attain reasonable coseis-
mic subsidence amplitudes (∼1-2 m), there must be an along-strike segmentation in the
relative dynamic stress-drop, which is consistent with the multitude of Cascadia literature
suggesting segmentation for this subduction zone.
I moved away from the subduction zone setting in Chapter 4 and turned my attention
towards a large strike-slip earthquake in the Eastern California Shear Zone (Ridgecrest
earthquake sequence). Unlike the previous chapters that relied mostly on geodetic or pa-
leoseismic datasets, chapter 4 leveraged a combination of seismic and geodetic recordings
to constrain a 2-D dynamic rupture simulation of the M7.1 Ridgecrest event. I presented
a physically consistent framework for assessing elastic stress changes during and after the
M7.1 event on the Garlock fault, a major fault immediately south of Ridgecrest. The dy-
namic simulations were able to reproduce first order kinematic rupture characteristics (e.g.,
low rupture speed, peak slip distribution) and suggest the temporal changes in normal and
shear stress on the Garlock fault were the greatest near the end of rupture. I showed that
the largest static and dynamic stress changes on the Garlock fault coincide with a section
of the Garlock fault that creeped over nearly 30 km.
5.0.1 Future Research Directions
The work presented here shows that dynamic rupture simulations can be used to address
outstanding questions in seismic hazard such as what to expect from future megathrust
ruptures given the available interseismic and paleoseismic data (i.e., Chapters 2, 3), or how
coseismic rupture influences nearby fault systems (i.e., Chapter 4).
How the details of an earthquake change as rupture propagates up-dip and seismic
waves interact with topography or the shallow fault zone structure deserves further scrutiny.
Chapters 2 and 3 focused on dynamic controls on along-dip or along-strike rupture propa-
gation, respectively, but a missing element from these studies is a focused treatment of the
tsunami hazard. While I am a co-author on a kinematic tsunami simulation study that used
coupling models and a handful of dynamic rupture simulations to assess seafloor displace-
ment (i.e., Salaree, 2021), both the kinematic tsunami and the dynamic rupture simulations
simplified the near-trench structure. Understanding potential dynamic controls (e.g., fric-
tion, stress, geometry) on large tsunami generation will be of great help to quantifying
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near-field tsunami hazards facing the Pacific Northwest coastline. Previous studies have
shown that up-dip rupture propagation and near-trench slip amplitudes are influenced by
dynamic wave interactions in the accretionary wedge (e.g., Kozdon and Dunham, 2013;
Huang et al., 2014), the presumed rheology and material strength of the wedge (e.g., Ma,
2012; Lotto et al., 2017), and whether or not shallow rupture will breach the trench (Wang
and He, 2008). One of the unique aspects about the Cascadia subduction zone is that the
trench is entirely buried by sediment that can be, in some locations, almost 2 km thick
(e.g., Han et al., 2017). This feature might be relevant to include in future dynamic rupture
simulations and motivate a parameter study exploring how accretionary wedge structure,
shallow fault stress and fluid pressure levels, or choice of rheology (e.g., off-fault plastic
yielding) changes predicted seafloor deformation. But offshore detailed images of wedge
structure and its physical properties are greatly needed in Cascadia to make these simula-
tions worthwhile.
Another important condition to consider is how subducted sediment influences megath-
rust rupture behavior. In accretionary subduction zones, sediment can either accrete to the
upper plate or subduct with the lower plate. The subduction zone channel (SC) represents a
thick package of subducted sediments that make up the megathrust fault zone (Shreve and
Cloos, 1986; Vannucchi et al., 2012). SC thickness generally decreases from ∼2 - 3 km
at the top of the trench to < 1 km in the upper 5 km below the seafloor and is common to
many subduction zones (Vannucchi et al., 2012; Rowe et al., 2013). Or, structurally, the SC
can be thought of as a layer of anastomosing, active faults that experience focused slip on
only a few principal fault surfaces (Rowe et al., 2013). But because the SC is located in a
highly consolidated and fluid-rich environment (Saffer and Tobin, 2011; Han et al., 2017),
these physical conditions could be simply represented in a dynamic rupture simulation with
exceptionally low effective normal stress levels in conjunction with a fault friction law that
accounts for pore fluid pressurization and heating (Andrews, 2002; Rice, 2006). The feed-
back between the SC wave velocity contrast and dynamic weakening due to elevated pore
fluid pressure change might contribute greatly to near-trench slip. Explicitly accounting for
the SC is one area of future research that could be used to explore, for instance, mechanisms
behind ‘tsunami-earthquakes’ or to anticipate future near-trench rupture characteristics.
Beyond examining the influence of shallow fault zone structure on tsunami hazard, a
key output from my 3-D dynamic rupture simulations are kinematic rupture properties (slip,
slip-rate, rise-time, rupture duration, peak slip) that can be incorporated into kinematic 3-
D rupture simulations (e.g., Frankel et al., 2018) or used to inform novel kinematic and
stochastic earthquake source generators for subduction zone earthquakes. Unlike strike-
slip fault systems, seismic waves interact differently for dip-slip faults due to interaction
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with the earth’s surface, modulating the details of rupture propagation (Ampuero and Ben-
Zion, 2007; Nielsen, 1998; Wang et al., 2019). Kinematic rupture properties taken from my
dynamic rupture simulations may be used by the strong ground-motion modelling commu-
nity to show how the interplay of dynamic stresses and friction ultimately control ground
shaking in the Pacific Northwest.
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