The Cosmic Origins Spectrograph (COS) on the Hubble Space Telescope (HST) uses a large-format cross delay line (XDL) detector in its Far Ultraviolet (FUV) channel. While obtaining spectra, light falls non-uniformly on the detector due to the optical design and the spectral properties of the object being observed; in particular, bright emission lines from geocoronal Lyman-alpha can fall on the detector in more than 20 locations. As a result, some areas of the detector have received a much greater exposure than others. This non-uniform illumination has led to a time-and positiondependent change in the gain of the microchannel plates, which causes variations in the overall detector performance. We will discuss the effects of this gain sag on the science data, and discuss mitigation strategies which are being implemented in order to maximize the detector lifetime.
INTRODUCTION
The Cosmic Origins Spectrograph (COS), is an ultraviolet spectrograph which was installed on board the Hubble Space Telescope (HST) during Servicing Mission 4 in May 2009. During a typical observation, light from the HST Optical Telescope Assembly reaches the instrument through one of two 2.5 arcsecond COS apertures: the Primary Science Aperture (PSA) or Bright Object Aperture (BOA). This light can then be directed to the Far Ultraviolet (FUV) channel, which covers a wavelength range of < 900 to 2050 Å using one of three diffraction gratings; or a Near Ultraviolet (NUV) channel which covers 1650 to 3200 Å using one of four gratings; the NUV channel also includes an imaging mode.
Each grating can be used at a variety of central wavelength positions in order to adjust the wavelength coverage of the observed spectra; and at up to four FP-POS positions, which shift the spectra slightly in the dispersion direction in order to minimize detector fixed-pattern noise. The COS instrument and its performance is described by Green et al. 1 , and in the COS Instrument Handbook. 2 
THE COS FUV DETECTOR
The COS FUV channel uses a two-segment, open-face microchannel plate detector with a cross-delay line (XDL) anode. Details of the detector and its initial on-orbit performance are described by McPhate et al. 3 , so only an overview of the detector system is presented here.
The detector consists of two independently-controlled segments, separated by a small gap. The two segments are mounted end-to-end in a single housing. Photons from the gratings strike the front surface of a stack of microchannel plates (MCPs). These photons liberate photoelectrons from the KBr photocathode that coats the front MCP. The electrons are accelerated down the MCP pores, freeing additional electrons during collisions with the pore walls. Three MCPs (a Z-stack) are used to obtain a total gain of ~10 7 , meaning that a cloud of roughly 10 million electrons exits the back of the MCP stack for each input photon. These charge clouds are collected by the delay-line anode, which uses timing measurements to identify the (x,y) position and total charge in the cloud, or pulse height. Although a typical charge cloud is on the order of several mm in diameter, its location is centroided and then digitized to 14 bits in x (dispersion direction), 10 in y (cross-dispersion), and 5 for pulse height to create pixels with a size of 6 µm × 24 µm. The detector collects data in photon-counting mode, so every photon event is processed individually by the detector electronics. The events are then typically stored in TIME-TAG mode, where a photon list that includes x, y, pulse height, and time is saved for transmission to the ground. At high count rates, the data can also be saved in ACCUM mode, where a two-dimensional histogram of the (x, y) events are stored, and the pulse height and time are discarded.
As described above, the detector has no physical pixels. Only at the end is the position of the charge cloud digitized for transmission to the ground. This analog process is subject to several sources of distortion, most of which are removed by the Calcos calibration pipeline. 4 These include: • Thermal distortions, due to changes in the temperature of the anode and thus the propagation time of the pulses, are corrected by use of artificial 'stim pulses' which are injected into the electronics during every exposure.
• Geometric distortions, which were measured on the ground before launch.
• Detector walk, which is a dependence of the calculated position on the pulse height. This will be discussed in more detail in Section 5.
The figures shown in this paper have been processed by Calcos in order to remove the geometric and thermal distortions.
DETECTOR CUMULATIVE EXPOSURE
COS was installed in HST in May 2009. From FUV detector turn-on the following month through early July 2011, Segment A has collected approximately 2.2×10 9 counts in 5.7×10 6 seconds, while Segment B has seen roughly 2.9×10 9 counts in 5.3×10 6 seconds of operation. Because of the way that the spectra fall on the detector, however, the illumination has been highly spatially variable.
As part of the processing of the COS data in Calcos, the COS calibration pipeline, thermally-and geometricallycorrected cumulative images files are constructed for each exposure. Figure 1 shows a grand cumulative image of nearly all the events collected on the two FUV detector segments so far. These images do not include counts obtained during acquisitions, since those events are not saved and sent to the ground, but since the FUV spectroscopic acquisitions make up a relatively minor portion of the total counts on the detector, the error due to not including them is small. These cumulative images show that the majority of the counts fall in a horizontal stripe near Y pixel 500. Note that the two segments are physically positioned end-to-end, with a single continuous spectrum (aside from the small gap between the segments). The fact that the pixel numbers are offset slightly between the two segments is an artifact of the way the digitization is done; it can be seen that the spectrum falls in the same relative position on each segment. The prominent features in this figure are due to the Lyman-α airglow line at 1216 Å, which fall on segment A when grating/central wavelength G140L/1105 is used, and fall on segment B when any of the five central wavelengths of G130M are used. Since each grating/central wavelength combination can be used with any of four FP-POS positions, Lyman-α falls at four distinct positions on Segment A, and 20 on B.
When observing an external object with COS, the selected aperture (PSA or BOA) is moved into the same on-axis position. Thus the spectra from the two apertures appear at the same location on the detector in the cumulative images. Light coming through the other aperture does reach the detector, however, and appears either above (for BOA observations) or below (for PSA observations). Light from the airglow lines coming through the non-prime aperture can be seen in the figure near the top and bottom of Segment B. The other prominent horizontal stripes in the cumulative images is due to the wavelength calibration spectra; they can be seen above the target spectra on both segments.
The number of counts in an individual pixel varies widely. Figure 2 shows the average number of counts as a function of x pixel, averaged over a six-pixel high band through the most heavily exposed regions shown in Figure 1 . The prominent Lyman-α airglow peaks are evident, particularly on Segment B. The pixels with the most exposure, corresponding to G130M/1309 FP-POS=3, have collected as many as ~4.8×10 4 counts, while the 'continuum' region away from the airglow lines have seen only 20% as many. Also visible on both segments are the regularly-spaced shadows from the detector's quantum efficiency grid, which is located in front of the first MCP. The QE grid improves the throughput of the detector by forcing photon events that hit between the MCP pores back into the pores, but the wires shadow the detector, reducing the number of counts detected. Not shown in the figure are the total counts far from the main spectral region. The most common value in the unilluminated background regions on both segments is only ~14 counts per pixel, reflecting the very low background rate of the detector. Other regions, such as those illuminated by the wavelength calibration lamp or the unused aperture, have intermediate values.
The most prominent airglow features are those corresponding to the FP-POS=3 position for the most commonly used G130M central wavelengths. Until recently, this was the default FP-POS value, and most (> 75%) exposures were taken there. Beginning in HST Observing Cycle 19, there is no default and users are encouraged to use multiple FP-POS positions. As a result we expect that the usage will become more uniform. However, since the intensity of the airglow at a given location is dependent on viewing geometry (day vs. night, angle of the target above the earth's limb, etc.), total observing time in a particular mode, and the solar cycle, we expect that there will still be a wide variation between spots.
DETECTOR GAIN
As described above, in addition to the location of an event, the pulse height, or total charge from the MCP, is recorded for each photon event. The pulse height of an event is not related to the incident photon energy, but is instead a function of the local properties of the MCPs, including the composition of the glass, number of MCPs, voltage across the plates, etc. Thus, as the detector properties change, the characteristics of the output charge clouds can change, which may lead to a change in the calculated position of an event.
Pulse Height
In order to optimize the performance of the detector, the pulse height of photon events must be kept within a certain range which is appropriate for the electronics. When the detector high voltage was first turned on in orbit, the gain was unexpectedly higher than had been seen on the ground, and in the highest gain regions of Segment B, several phantom features appeared. As a result, the high voltage on both segments was lowered in order to return the gain to where the electronics had been optimized before launch, and the extra features vanished.
Similarly, having a gain that is too low will lead to poor performance. If the total charge is small, the ability to centroid the event becomes less robust, and the resolution of the detector, and thus the resolving power of the instrument may be compromised. In order to ensure that the pulse height is in the correct range, onboard charge thresholds were set before launch. Events falling outside of the thresholds are simply ignored. In addition, Calcos uses both upper and lower pulse height thresholds when processing TIME-TAG data in order to ensure that the data quality remains acceptable. Events falling outside the allowed range are flagged as bad, and excluded when creating the science spectra. Both the lower and upper pulse height thresholds are also used to decrease the effects of background events. Dark counts intrinsic to the detector typically have a negative exponential pulse height distribution, which can be minimized with the proper choice of a lower pulse height threshold. In addition, there are some faint features on both detector segments which have low pulse heights (< 4). Thus setting the lower pulse height threshold too low can increase the background in a spectrum. COS was designed to observe very faint objects, and a very low background is crucial for these observations. Even for events that are incident at the same location on the detector, there is a distribution in the size of the charge cloud that results. A histogram of the pulse heights is called a Pulse Height Distribution (PHD). For photon events on a stack of microchannel plates in saturation, this distribution is typically quasi-gaussian, and is characterized by the peak of the distribution, or modal gain. different times since COS was installed into HST. The conversion between pulse height bin and total charge of the event is not linear, but bin 10 corresponds to a gain of 5×10 6 electrons, and bin 16 to 1×10 7 . Figure 3 shows the effects of gain sag in the MCPs. Each photon event contributes to change the properties of the MCP glass. As the total number of events incident in a particular spot on the detector increases, the number of electrons in the resultant charge cloud decreases, shifting the pulse height to a lower value. Thus the act of illuminating the detector is a destructive process.
Gain Sag
The top panel tracks the most heavily illuminated region, centered near X=9084; the middle panel follows the second brightest near X=7164; and the bottom panel is for an area away from the airglow lines, at X=3012. At detector turn-on in June 2009, all had a modal gain greater than 15 (red curve). As described above, this was higher than had been expected based on ground testing, so the voltage on both detector segments was decreased, lowering the gain by several bins (orange). As the detector was used during the following months, the gain dropped further, with a faster decline where the usage was highest (green and blue curves, December 2009 and February 2011). By early 2011, there were numerous regions where the PHDs had partially fallen below the lower level pulse height threshold used by Calcos (originally including only pulse heights of 4 and above, but later adjusted to 2 and above). Since events below the threshold are discarded by Calcos, this led to the development of 'holes' in the spectra at the location of the brightest airglow lines. To recover the lost counts, the voltage on Segment B was raised on 8 March 2011 to return it to its initial launch value. This recovered the ~3 pulse height bins lost when the voltage had been lowered early in the mission (magenta). Since then, the gain has continued to fall with further use and events are once again starting to fall below the threshold (black) in the most heavily illuminated region. Figure 4 tracks the modal gain along the bright illumination stripe as a function of X pixel. Using the same color key as in the previous figure, it provides another way of watching the holes develop in the most heavily illuminated regions on Segment B. On Segment A, where the voltage has not been raised, the gain continues to decline with time, but no holes have appeared yet. A gain value of 3 is marked on the plots to denote the approximate value of the modal gain when a gain sag hole appears. As shown in Figure 3 , once the modal gain decreases to about 3, the fraction of counts in the PHD below the lower level threshold typically reaches about 5%, which can lead to a non-trivial error in the flux calibration. Modal Gain Figure 5 Evolution of total counts, modal gain, and extracted charge for the same locations on Segment B tracked in Figure 3 , sampled approximately weekly. The blue symbols mark times when the lower high voltage value was used, and the green points are for the higher value; the modal gain is approximately linear as a function of extracted charge (for a given high voltage value), and the slope is approximately the same for a given region, independent of voltage.
Lifetime Predictions
An important quantity for predicting the lifetime of the detector is the extracted charge. This can be calculated by converting the pulse height of each event into the charge, in Coulombs, and summing over all of the events in a particular region on the detector. Figure 5 shows measurements of total counts, gain, and extracted charge for the same three regions on Segment B shown in Figure 3 . As the total number of counts increases, the modal gain decreases as discussed in previous sections. Since the amount of illumination is variable as a function of time, the gain also changes in an irregular manner. In addition, the gain is higher when the voltage is at its higher value (green points in the plots) than it is at the lower value (blue points). Plotting modal gain as a function of extracted charge (column 3) shows that the relationship is approximately linear for a given voltage, with a slope that is nearly independent of voltage.
By making linear fits to this data over the entire detector, we have extrapolated to find the extracted charge at which a pixel region will drop below a modal gain of 3, and thus start experiencing a significant loss in sensitivity. Assuming that the exposure as a function of wavelength remains constant, we can then predict the time at which this will occur.
Since the pixel-by-pixel usage of the detector is dependent on many factors, including allocation of orbits by the Time Allocation Committee, the choice of central wavelength and FP-POS settings, target brightness, and even solar activity, predicting the lifetime is necessarily an inexact science. However, the more accurately this can be modeled, the better the lifetime can be optimized.
DETECTOR WALK
In addition to the loss of throughput discussed above, low gain events can also be mis-imaged due to the effects of detector walk. Inspection of two dimensional images shows that lower gain events are shifted to lower y pixels ( Figure 6 ). By measuring the position of the Lyman-α airglow line in science spectra and noting how that position varies with modal gain, we have calculated a linear y-walk correction which can be applied to the data. This simple correction is:
Where P is the pulse height, and P 0 is 12 for segment A, and 14 for segment B. This correction is assumed independent of position on the detector. A general walk-correction module has been implemented in Calcos starting with version 2.16. As better correction algorithms are developed, changes to the WALKTAB reference file will allow the correction to be updated. Since the walk should be dependent only on pulse height and detector position and not time, any correction can also be applied to previously obtained data.
The rather large default extraction windows used by Calcos means that little or no flux is lost from the spectra due to the Y-walk shown, even without applying the correction. However, it does lead to errors in applying flat fields, due to the fact that the flats will not properly line up with the spectra in gain sagged regions. In addition, there is the possibility that there are also walk effects in the X-direction, as was seen in the FUSE detectors. 5 A preliminary investigation has showed that such effects exist, although they are much smaller than what is seen in Y; analysis will have to be done to characterize this further. Walk in the dispersion direction may affect the resolving power of the spectra.
Since the walk correction requires the availability of pulse height information, it can only be applied to TIME-TAG science data. Exposures made in ACCUM mode do not include pulse height information and thus cannot be corrected. Acquisition exposures are processed completely on board and cannot be corrected since they do not pass through Calcos.
EXTENDING THE DETECTOR LIFETIME
COS has a nominal five year mission design, but based on previous HST experience, it will likely be used for a longer time if the instrument and observatory continue to perform as expected. It is therefore important to consider strategies for prolonging the instrument life by ensuring that high quality scientific data can still be collected even as the detector ages.
A variety of strategies are available to increase the detector lifetime. Some of these have been discussed above, and some have already been implemented. In this section we will discuss some of the options that have been proposed. The choice of which to do depends on many factors, including the resources available.
(1) Spread the damage around by using multiple FP-POSs and central wavelengths Prior to cycle 19, observations were taken with FP-POS=3 by default, and roughly 70% of the exposures were taken there; this explains the prominence of these FP-POS locations in the cumulative images and gain plots shown above. Starting in Cycle 19, we have removed the default value and required all observers to specify an FP-POS value. In addition, we have strongly encouraged the use of multiple FP-POS positions for all observations in order to improve the signal-to-noise ratio of the spectra. The result is that a smaller fraction of the total counts will now fall in the FP-POS=3 Lyman-α spots, Raising the high voltage increases the gain on a segment. As described above, the voltage on both segments was lowered in mid-2009 in order to intentionally lower the gain, and Segment B has since been returned to its initial value in order to minimize the effect of the airglow holes. In both cases, the PHDs responded as expected. Segment A, with no significant holes, remains at the lower voltage and can be returned to its initial value when its modal gain approaches a value of 3.
It is unlikely that the voltages will be increased any higher than the initial on-orbit level, since no higher voltage was routinely used on the ground before launch, and the performance of the system at those values has not been extensively tested.
Status: Done on Segment B. Likely to be done on Segment A when needed.
(3) Modify Calcos to exclude the gain sagged regions
Detector regions known to have a very low gain can be flagged by Calcos and excluded during the production of onedimensional spectra. With the use of multiple FP-POS positions, this will initially result in only a small decrease in the signal-to-noise ratio for the wavelengths that fall in the hole region. As the number of holes increase, however, the number of pixels with lower S/N will increase, and eventually large regions of the detector will be lost as the continuum regions drop below a modal gain of 3.
Status:
To be included in a future version of Calcos.
(4) Decrease the lower pulse height threshold by modifying the PHATAB reference file
Decreasing the lower pulse height threshold was necessary to delay the appearance of the deepest holes. This has the effect of increasing the background by ~7%, but since the background level is so low, this has a negligible effect on the data; it does add localized background features, however, which could be an issue for the very faintest targets. A position-dependent threshold is also under discussion.
Status:
The lower pulse height threshold was lowered from 4 to 2 on 21 December 2010. All data retrieved from the archive after this date will be calibrated with this new value.
(5) Move the spectra to a different position on the detector
The operational plan for COS has always assumed that the spectra would be moved to a variety of Y positions on the detector at some point during the life of the instrument, although the details of what this entailed were not specified, and the on-board commanding for routine operations at a different position was not available at launch. Based on the crossdispersion profiles of the spectra on the detector, the allowable motion of the mechanisms, and other factors, it was expected that up to 4 additional 'lifetime positions' would be available.
Moving to a different lifetime position is likely to have operational complications, since most target acquisitions use the NUV channel, and the repeated motions of the aperture between the current position for NUV (where it may have to stay for maximum optical performance) and an alternative FUV lifetime position may require an excessive number of moves of the aperture mechanism over the life of the instrument. Since the worst gain sag appears at the location of the Lyman-α airglow lines, limiting the detector's exposure to these features would slow the damage. To do this, exposures with the G130M grating would have to be curtailed during orbital day. This would lead to major scheduling constraints for G130M observations and would likely affect the quality of the science observations that could be obtained with the instrument. In addition, this would not slow the decline in the continuum regions of the spectra.
Status: Unlikely to be implemented.
NEAR-TERM STRATEGY
Extrapolating the current trends in detector usage into the future lead us to expect that the effects of gain sag on the spectra will substantially increase through 2011 and 2012. As of early July 2011 holes have begun to reappear on Segment B, and others will emerge over the next year. The first holes will be limited to the FP-POS=3 locations, but by the spring of 2012 they will occur at other positions as well. Soon thereafter, portions of the 'continuum' regions will reach the modal gain = 3 threshold, leaving large swaths of the detector poorly calibrated. These predictions are somewhat uncertain because of the uncertainty in our models and the fact that there are a large number of effects contributing, including the expected, but as-yet unknown, increase in Lyman-α airglow intensity as we head towards solar maximum.
As a result of these predictions, we have developed a comprehensive plan to prepare for moving the spectrum to a new lifetime position. In July 2011 we began a program to identify prospective locations on the detector. Initially we will characterize the detector over all the available area by using an on-board deuterium lamp to map detector features, examine the gain, and check the flat field. This will be followed by tests of the wavelength calibration lamp over the range of positions, and then the collection of spectra from external targets in order to characterize optical effects.
From an analysis of those initial datasets, the next lifetime position will be selected, and activities to enable science can begin. This will include choosing the appropriate high voltage values, focusing the spectrograph, and testing target acquisition performance. As discussed above, an evaluation of how to use the NUV channel will also be included. Finally, we will move to a new position and begin a calibration program to obtain the appropriate data (wavelength and flux calibrations, etc.) to ensure that high-quality spectra can be delivered. While this testing is performed, updates to the front-end and back-end ground systems will be made to ensure that these positions can be used.
The exact timing of these tests is under discussion and will depend on the availability of resources. However, it is expected that it will be mid-2012 or later before we can complete all of the above steps and move to the next position. Until that time, our goal is to manage the detector usage in order to extend the life at the current position using the mitigation strategies discussed in Section 6.
