Abstract. We show that the set of Misiurewicz maps has Lebesgue measure zero in the space of rational functions for any fixed degree d ≥ 2, (generalising [1] ).
Introduction
The notion of Misiurewicz maps has its origin from the paper [10] from 1981 by M. Misiurewicz. The (real) maps studied in this paper have, among other things, no sinks and the omega limit set ω(c) of every critical point c does not contain any critical point. In particular, in the quadratic family f a (x) = 1 − ax 2 , where a ∈ (0, 2), a Misiurewicz map is a non-hyperbolic map where the critical point 0 is non-recurrent. D. Sands showed in 1998 [14] that these maps has Lebesgue measure zero, answering a question posed by Misiurewicz in [10] . In this paper we state a corresponding theorem for rational maps on the Riemann sphere.
From another viewpoint, in 2003 [19] , S. Zakeri showed that the Hausdorff dimension of the set of Misiurewicz maps is full, i.e. equal to one in the quadratic family. Conjecturally, a similar statement holds in higher dimensions too.
In the complex case, there have been some variations on the definition of Misiurewicz maps. (The sometimes used definition of being a postcritically finite map is far too narrow to adopt here.) In [17] , S. van Strien studies Misiurewicz maps with a definition similar to the definition in [10] , (allowing super-attracting cycles but no sinks). In [6] by J. Graczyk, G.Światek, and J. Kotus, a Misiurewicz map is roughly a map for which every critical point c has the property that ω(c) does not contain any critical point, (allowing sinks but not super-attracting cycles). In this paper we allow attracting cycles, and only care about critical points on the Julia set (suggested by J. Graczyk), hence generalising the earlier version [1] . Parabolic cycles are ruled out for technical reasons.
Let f (z) be a rational function of a given degree d ≥ 2 on the Riemann sphereĈ. Let Crit(f ) be the set of critical points of f , J(f ) the Julia set of f and F (f ) the Fatou set of f .
Definition 0.1. A Misiurewicz map f is a non-hyperbolic rational map that has no parabolic cycles and such that ω(c) ∩ Crit(f ) = ∅ for every c ∈ Crit(f ) ∩ J(f ).
We prove the following. The Misiurewicz maps are a special type of Collet-Eckmann maps, which -on the contrary -have positive Lebesgue measure in the parameter space of rational maps of any fixed degree d ≥ 2, (see [2] ). Hence, Theorem A shows that for a typical (non-hyperbolic) Collet-Eckmann map, the critical set is recurrent.
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f n (c) and
Set P 0 (f, c) = P (f, c). The set P (f ) is the postcritical set of f . We will also use the notion postcritical set for P k (f ) for some suitable k ≥ 0. Let SupCrit(f ) be the set of critical points in super-attracting cycles. For B(z, r) = {w : |w − z| < r}, let
B(c, δ).
We introduce another equivalent definition of Misiurewicz maps as follows.
Definition 0.2. LetM d be the set of rational maps of degree d for which every critical point c satisfies ω(c) ∩ (Crit(f ) \ SupCrit(f )) = ∅. Let
Then it is easy to see thatM d = M d . If f ∈ M δ,k then we say that f is (δ, k)-Misiurewicz. If f ∈ M δ then we say that f is δ-Misiurewicz . So every Misiurewicz map f has some δ > 0 and k ≥ 0 for which P k (f ) ∩ U δ = ∅.
Certain submanifolds of rational maps.
To show Theorem A we will divide the parameter space of rational functions into submanifolds in a specific way following an idea by J. Graczyk of fixing the multipliers of every present attracting cycle. Then we prove a one-dimensional slice-version of Theorem A, namely Theorem B (see below).
Every rational map of degree d can be written in the form Hence, the set of rational functions of degree d is a 2d + 1-dimensional complex manifold and subset of the projective space P 2d+1 (C). Now, simply take the measure on the coefficient space in one of the two charts a d = 1 or b d = 1. There also is a coordinate independent measure on the space of rational maps of a given degree d, induced by the FubiniStudy metric (see [7] ). The Lebesgue measure on any of the two charts is mutually absolutely continuous to the Fubini-Study measure.
A family of rational maps R a for a ∈ V ⊂ C m , where V is open and connected, is normalized if any two functions R a and R b , a, b ∈ V , are conformally conjugate if and only if a = b. If f and g are conformally conjugate then they are conjugate by a Möbius transformation
The set of Möbius transformations forms a 3-dimensional complex manifold. Introduce an equivalence relation ∼ on the parameter space, saying that f ∼ g if and only if f = T −1 • g • T , for some Möbius transformation T . Every equivalence class is a complex 3-dimensional manifold. These manifolds form a foliation of the space of rational functions of degree d (see e.g. Frobenius Integrability Theorem in [16] ). Hence to prove Theorem A, by Fubini's Theorem, it suffices to consider families of normalised maps. If fact, we will consider 1-dimensional slices of such maps in a neighbourhood of a starting function R, where we fix the multiplier of every present attracting cycle and a little more, as follows. Fixing the multiplier of every present attracting cycle will reduce the dimension with the number of attracting cycles. To see this, note that for every attracting periodic point x(ā) we put
where λ = R ′ (x(0),0) is the multiplier of the attracting cycle and Rā(z) = R(z,ā), a ∈ C 2d+1 . Then by classical theory (see e.g. [18] , Lemma 1, p. 11) we have that F −1 (0) is a submanifold with dimension reduced by one if DF (0) =0. It is straightforward to show that the set of points where DF (ā) = 0 is a closed set of Lebesgue measure zero. We want to avoid the situation when critical points split under perturbation. This is however a rare event in the parameter space. One can argue inductively over the multiplicity. Assume that R (k) (z,0) = 0 but R (k+1) (z,0) = 0. By the Implicit Function Theorem, there is an analytic function z(ā), forā in a neighbourhood of 0, such that R (k) (z(ā),ā) = 0. The set ofā for which F k−1 (ā) = R (k−1) (z(ā),ā) = 0 is by the same argument as above a manifold of dimension reduced by 1. Likewise, the condition R (k−2) (z(ā),ā) = 0 reduces the dimension again by one and so on. Therefore, the set of parameters such that a critical point of multiplicity k persists, is a submanifold of codimension k − 1 (apart from a null set of singularities). Hence we can assume that all critical points are non-degenerate, i.e. they do not split.
After fixing the multipliers we get a manifold M where any two functions f, g ∈ M are conformally conjugate in a neighbourhood of the attracting cycles. Now we want to possibly reduce the manifold M further, so as to obtain a new manifold N ⊂ M on which this local conformal conjugacy can be extended to the postcritical set in the Fatou set. Since the linearization function is unique up to a multiplication we do not need to reduce the manifold further if there is only one critical point in every basin.
If there are more than one critical point in a basin of an attracting cycle then for every surplus critical point we choose a submanifold where the (possibly iterated) critical value of this critical point stays constant inside the linearization domain. Hence we are left with a submanifold N ⊂ M , where every local conformal conjugacy around the attracting cycles can be extended to the postcritical set in the Fatou set for the starting function R. Apparently, the dimension of N is equal to the number of critical points in the Julia set for R. Let us call such a manifold a good family around R. It is obvious that a good family around R is unique. Moreover, any two different good families N 1 and N 2 around two maps have the property that either they are disjoint or one is contained in the other.
We will consider 1-dimensional slices of any good family N . The following theorem is the main object of this paper.
Theorem B. Assume that R a , a ∈ C, is an analytic normalized good family of rational maps in a neighborhood of a = 0 and that R 0 is a Misiurewicz map. Then the Lebesgue density at a = 0 is strictly less than 1 in the set of (δ, k)-Misiurewicz maps for any δ > 0 and k ≥ 0.
Remark 0.3. Note that for example that Theorem B applies to the the family f c (z) =
Proof that Theorem B implies Theorem A. First we prove that the set of Misiurewicz maps have measure zero in any good family. Every point in a good family N belongs to a chain of good subfamilies N j such that
and such that there is no good subfamily N ′ with N j−1 ⊂ N ′ ⊂ N j and with dimension dim(N j−1 ) < dim(N ′ ) < dim(N j ). In the above chain we say that N j is a parent to N j−1 or N j−1 is a child to N j . We say that a good family N is minimal if it does not contain any other non-trivial subfamily (in the next step critical points get pushed out in the Fatou set, meaning that we are in a hyperbolic component). We say that a good family is maximal if it is not contained in any non-trivial good family. Theorem B with Fubini's Theorem implies that the set of Misiurewicz maps has measure zero in each minimal family, and also in each set E of maps whose corresponding good families coincide. Now we proceed inductively. Assume we have shown that in each child to N j the set of Misiurewicz maps has measure zero (in the induced measure on this child). These children decompose N j into submanifolds, which may have different dimension. Let
From the construction of good families, (at least locally) it is possible to form a d-dimensional foliation of some neighbourhood
has that N ∩U belongs to a folium of this foliation or N ∩ U = ∅. Hence we can apply Fubini's Theorem and conclude that K N j ,d has measure zero in N j . Proceeding in this way, starting with the longest chains where all children to N 1 are minimal, we eventually reach the starting family N , which therefore has measure zero. Now note that the full parameter space is decomposed into maximal good families, which again may have different dimension. Applying Fubini's Theorem in some neighbourhood of any point in a maximal family in the same way as above, we arrive at Theorem A, noting that
where µ is the Lebesgue measure.
There are some similarities between the methods in this paper and the paper [14] by D. Sands. The existence of a continuation of the postcritical set in the real case in [14] is replaced by a similar idea, namely that of a holomorphically moving postcritical set in the complex case. To prove the existence of such a set we will use results by S. van Strien in [17] . This paper uses much of the ideas in [2] and some fundamental results from the paper by M. Benedicks and L. Carleson [4] (and [3] ).
Acknowledgements. I am grateful to Michael Benedicks for many valuable comments and discussions, especially on the transversality condition. I am grateful to Jacek Graczyk for communicating the ideas on a suggested significant generalisation of the original result, where no sinks were allowed. I wish to thank Duncan Sands, Nicolae Mihalache and Neil Dobbs for interesting remarks and discussions on a preliminary version. I am thankful for very interesting discussions with Dierk Schleicher at an early stage of this paper. Finally, I am thankful to Nan-Kuo Ho for useful comments and encouragement. This paper was written at the Department of Mathematics at Université Paris-Sud, whose hospitality I owe my thanks to.
Some definitions and proof outline
Let R 0 (z) = R(z) = P (z)/Q(z) be the starting unperturbed rational map of degree d = max (deg(P ), deg(Q)) and assume that R(z) is Misiurewicz. This means that for some δ > 0 we have U δ ∩ P k (R) = ∅ for some k ≥ 0. In addition, assume that δ satisfies U 20δ ∩ P k (R) = ∅ and fix U δ henceforth.
We will study a critical point c = c(a) dependent on the parameter a ∈ B(0, r), for some r > 0. We sometimes write R(z, a) = R a (z). Put
where v j (a) = R(c j (a), a) is a non-critical critical value and c j (a) ∈ Crit(R a ). (A priori there can be finite chains of critical points mapped onto each other. Therefore we assume that v j (a) is the last critical value). For simpler notation, we sometimes drop the index j and write only ξ n,j (a) = ξ n (a). We also make the following convention. Chosen δ > 0, we always assume that the parameter disk B(0, r) is chosen so that the critical points c i (a) move inside B(c i , δ 10 ) as a ∈ B(0, r).
We use the spherical metric and the spherical derivative unless otherwise stated.
Definition 1.1. Given two complex numbers A and B, we write A ∼ B meaning that there is a constant C > 0 depending only possibly on the unperturbed function R, δ ′ , and the perturbation r and such that the following holds:
Moreover, we require that for any ε > 0 there exist δ ′ , r > 0 such that C ≤ ε. If A and B are real and positive and A ≥ B − C, then we write A B, if in addition for any ε > 0 there exist δ ′ , r > 0 such that C ≤ εA. In particular B A and A B implies A ∼ B.
We will for simpler notation use the same C for different constants, even in the same series of equations. So for example expressions like C = 2C may appear.
The proof consists of showing distortion estimates up to the large scale S = S(δ ′ ) or δ ′ , (S < δ ′ ). We will mainly show two types of distortion estimates on ξ ′ n . Firstly, a strong argument distortion estimate inside small "dyadic" disks D 0 = B(a 0 , r 0 ) ⊂ B(0, r) where |a 0 | and r 0 has a certain ratio, up to the scale S = S(δ ′ ). Strong argument distortion means that for a, b
Secondly, we have a global but weaker distortion estimate in an annular domain A = A(r 1 , r) = {a : r 1 < |a| < r} of parameters. These parameters will be mapped by ξ n into an annular domain of the type A(δ ′′ , δ ′ , w) = {z : δ ′′ < |z − w| < δ ′ }. In this case, for a, b ∈ A, the distortion estimate will be of the form
The real positive numbers δ ′ , δ ′′ where δ ′ ≫ δ ′′ shall only depend on the unperturbed function R 0 = R and slightly on the perturbation r > 0.
When ξ n (B(0, r)) has grown to the large scale, the so called free period begins and ξ n+m (B(0, r)) will intersect U δ/10 after a finite number of iterates (Section 4).
The local strong distortion estimate will give the geometry control we need, so that ξ n+m (B(0, r)) ∩ U δ has an area bounded from below only depending on δ. The global distortion estimate will ensure that a certain fraction of parameters in B(0, r) corresponds to those returning into U δ . For fixed k, if r is small enough, these maps cannot be (δ, k)-Misiurewicz.
Expansion
A fundament in getting distortion estimates is to have exponential growth of |ξ ′ n (a)|. The strategy we employ is similar to the one used in [2] , Chapter 4, but the major difference here is that the postcritical set is not (necessarily) finite. (In [2] the critical points for the unperturbed function all land on repelling periodic orbits.) We will use a theorem by R. Mañé to get expansion on the postcritical set for a Misiurewicz map. This expansion will then be transferred to the parameter space by Proposition 3.1.
Moreover, we need a certain transversality condition (see below), which is not needed in [2] . The transversality condition in the postcritically finite case means that the critical value and the holomorphically moving repelling periodic orbit, on which the critical point lands for the unperturbed function, do not coincide for small perturbations. We will use a result by S. van Strien to resolve this (see [17] ).
Recall that a compact set Λ, which is invariant under f , is hyperbolic if there are constants C > 0 and λ > 1 such that for any z ∈ Λ and any n ≥ 1,
Equivalently, there is a metric ϕ(z) which is expanding, meaning that
The main result which we will use by Mañé (see [9] ) is the following. 
Theorem 2.2 (Mañé's Theorem II). If x ∈ J(f ) is not a parabolic periodic point and does not intersect ω(c) for some recurrent critical point c, then for every
• There exists N > 0 such that for all n ≥ 0 and every connected component
An alternative proof of Mañé's Theorem can also be found by L. Tan and M. Shishikura in [15] .
A corollary of Mañé's Theorem II is that a Misiurewicz map cannot have any Siegel disks, Herman rings or Cremer points (see [9] or [15] ). In particular, a Misiurewicz map has no indifferent cycles.
In [17] the definition of Misiurewicz maps differs slightly. Here f is a Misiurewicz map if it has no sinks and such that for any critical point c not laying in a superattracting cycle, ω(c) ∩ Crif (f ) = ∅. S. van 
Moreover, the map
is a local immersion for a close to 0.
Note that in our case we have m = 1, and that the existence of a holomorphic motion on the (hyperbolic) postcritical set still works in our case. Hence G(a) is well defined. The holomorphically moving postcritical set in Theorem 2.3 plays the role of the (holomorphically moving) repelling periodic orbits in [2] , on which the critical points land for the unperturbed function.
2.1. The transversality condition. For the main construction to work, we need a certain transversality condition, meaning that the critical values must not follow the holomorphic motion of the critical values. More specific, for at least one j, we want that
The following lemma is a version of Theorem 3.3 in [17] adjusted to our situation and the proof is very similar. Proof. Note that the assumption implies that the critical points c j do not split under perturbation. Let Λ = P (R 0 ). Construct a holomorphic motion h : B(0, r) × Λ → C, (see for example [5] , Theorem III.1.6), such that it gives is a quasiconformal conjugacy h a on Λ (cf. Theorem 2.3.).
Now we want to extend this conjugacy to the whole sphere using a standard pullback argument. We extend h a by the λ-lemma (see [8] ) to the whole Riemann sphere. Call this extended motionh a . Since B(0, r) is a good family, around any existing attracting cycle we already have a conformal conjugacy, which can easily be extended to the whole Fatou set. Then glue this conjugacy together withh a , so as to obtain a new K 0 -quasiconformal homeomorphism H 0 which conjugates R and R a on Λ ∪ N :
If the Julia set is the whole Riemann sphere then take H 0 =h a and H 0 is a conjugation on Λ. In both cases write Z as the set where the conjugation H 0 is valid and proceed as follows. Observe that the postcritical set P (R) ⊂ Z. First we construct a sequence of homeomorphisms H n , equal to H n−1 on R −n 0 (Z), by pullback:
Since H n is a homeomorphism and R 0 and R a are covering maps on the complement of the critical points which have the same corresponding multiplicities, the existence of the lifting follows by the General Lifting Lemma (see e.g. [11] , p. 390, Lemma 14.2).
It is also clear that the quasi-conformality of H n all have the same upper bound K. Moreover, every map H
If there is an attracting cycle, it follows from e.g [12] by F. Przytycki that the Julia sets of R a and R 0 have measure zero. Hence, in this case the conjugation is conformal by Weyl's Lemma.
If the Julia set is the whole Riemann sphere then the definition of Misiurewicz maps in [17] coincides with our definition. Therefore, we can use Theorem 3.3 in [17] to get that if the Julia set is the whole Riemann sphere for two quasiconformally conjugate Misiurewicz maps, then they are in fact conformally conjugate. Combining this with the above lemma we conclude: If the function G(a) in Theorem 2.3 does not have an isolated zero at a = 0, then there is a sequence a n ∈ B(0, r), a n → 0, as n → ∞, such that all critical points c j (a n ), for which c j (0) ∈ J(R 0 ), will still satisfy ω(c j (a n )) ∩ Crit(R an ) = ∅. By the above lemma there would be a sequence of maps R an which are quasiconformally conjugate Misiurewicz maps and a n → 0 (cf. the beginning of the proof of the Main Theorem 2.3 in [17] ). This would imply that the family R a , a ∈ B(0, r) is not normalized. Hence (4) must hold for at least one index j.
Although it is not necessary to consider degenerate critical points, the splitting of some c i ∈ J(R 0 ) ∩ Crit(R 0 ) gives the transversality condition directly, since in this case c i splits into several critical points c ij (a) under perturbation, and not all can follow the holomorphic motion of c i (see e.g. [2] , Section 1.3).
For this reason, by ξ n (a) we mean ξ n,j (a) for this particular j for which the transversality condition holds further on, unless otherwise stated.
2.2.
Expansion near the postcritical set. By Mañé's Theorem, the Misiurewicz condition gives rise to expansion of the derivative in a (closed) neighborhood of the postcritical set. More precisely, the postcritical set P k (R) for a Misiurewicz map R(z) is hyperbolic for some k > 0. Write P k (R) = P . Hence there exists a neighborhood N of P on which we have expansion in some metric ϕ(z). In other words,
for all z ∈ N . Thus, for some C 0 > 0 and λ 0 > 1,
Let N be so that U 10δ ∩ N = ∅ and assume that N is closed. Rewriting equation (6) with parameters, and shrinking N if necessary, we get
if z ∈ N and a ∈ B(0, r). By the compactness of N and the continuity of equation (8) with respect to a, |(R n ) ′ (z, a)| grows exponentially for small a whenever z is inside N , i.e. we have the following lemma.
Lemma 2.6. There exists some λ > 1, such that whenever R k a (z) ∈ N for k = 0, 1, . . . , j and a ∈ B(0, r), we have
Now choose the constant δ ′ > 0 so that {z : dist(z, P ) ≤ 10δ ′ } ⊂ N . Further, there will be more conditions on δ ′ in Lemmas 3.7 and 3.4 (so that we might have to diminish δ ′ ). Define
Distortion Lemmas
This section is devoted to the distortion results, which are used to get control of ξ n (B(0, r)) up to the large scale. In the end we show distortion results for dyadic disks and on an annular domain. We begin with a fundamental result, which says that the parameter and space derivatives are comparable as long as the space derivative grows exponentially. This idea was first introduced by Benedicks-Carleson in [4] . The statement and proof here will be similar to the corresponding Proposition 4.3 in [2] . Let
where v(a) = R(c(a), a), and v(a) is not a critical point. Write
where µ n (a) = h a (R n 0 (v(0))), and h a is the holomorphic motion in Theorem 2.3. Observe that x(a) is assumed to be not identically zero. This means that there is a 1 ≤ k < ∞ such that (10) x(a) = K 1 a k + . . . . Given δ ′ > 0, in the following, δ ′′ > 0 shall be thought of as a small fixed number, satisfying | log δ ′′ | ≪ | log |x(r)|| (this holds if the perturbation r > 0 is small enough), and δ ′′ < δ ′ /M 10 0 , where M 0 = sup |R ′ a (z)|, where the supremum is taken over all z ∈Ĉ and a ∈ B(0, r) (there is a lot of freedom of how to choose δ ′′ , roughly speaking it should be significantly smaller than δ ′ ). Moreover, let γ = log λ/2, where λ is as in Lemma 2.6. Remark 3.2. The condition on N in the above Proposition comes from one of the subsequent lemmas (Lemma 3.5), where we have to "wind up" the comparison between ξ ′ n (a) and (R n a ) ′ (µ 0 (a)) first before their ratio becomes stable. The Distortion Lemma 3.7 then allows switching from (R n a ) ′ (µ 0 (a)) to (R n a ) ′ (v(a)).
Remark 3.3. In [2] the proposition is stated in a stronger form. There we assume that the assumption |ξ n (a) − c(a)| ≥ δ is replaced by a specific approach rate condition called the basic assumption (the idea was first introduced in [3] , and [4] ), meaning that
for all critical points c(a) and all n ≥ 1. In our case this condition is much stronger than we need, since we only need to have (13) fulfilled until the first return.
Before proving Proposition 3.1 we need some lemmas. We have
, where the error ε(w, z − w) depends on both the position of w and z − w (it also depends analytically on the parameter, but here skip that index for simpler notation). Since ε(w, z) is analytic in z and w, and ε(w, z) = o(z) for fixed w, z = 0 is a removable singularity, and we have ε(w, z) = c l z l + . . . for some l ≥ 2. Recall that |R N a (z) − R N a (w)| ≥ λ|z − w| for some λ > 1 for all z, w ∈ N . For simplicity assume that N = 1. We want to estimate the total error
Let us state this as a lemma: 
Proof. The proof goes by induction over n. It is obviously true for n = 1. Assume that it is true for n − 1.
Therefore,
.
We want to estimate the second term in the big parenthesis in (14), which we call E 2 . Using the induction assumption twice and the fact that R a is expanding on N we obtain,
Thus, if the maximum size δ ′ of |z n−1 − w n−1 | is bounded suitably the lemma follows.
Lemma 3.5. Let ε > 0. If δ ′ > 0 is sufficiently small, then for every 0 < δ ′′ < δ ′ there exist r > 0 such that the following holds. Let a ∈ B(0, r) and assume that
Proof. First we note that by Lemma 3.4 we have
where, for instance |E 1 (a)| ≤ |ξ n (a) − µ n (a)|/1000 independently of n and a if δ ′ is small enough. Put R ′ a (µ j (a)) = λ a,j . Differentiating with respect to a we get
We claim that only the x ′ (a) is dominant in (15) if n is large so that δ ′′ ≤ |ξ n (a) − µ n (a)| ≤ δ ′ . This means that, again by Lemma 3.4, (15) tend to zero as n → ∞, since µ ′ n (a) and E ′ 1 (a) are bounded. We have proved that
if |ξ n (a) − µ n (a)| ≤ δ ′ and n ≥ N for some N . Choose the perturbation r sufficiently small so that this N is at most the number n in (16) . Since λ a,j = R ′ a (µ j (a)), the proof is finished.
The following lemma, which will be needed in the subsequent lemma, is variant of Lemma 15.3 in [13] (see also [2] , Lemma 2.1).
Lemma 3.6. Let u n ∈ C be complex numbers for 1 ≤ n ≤ N . Then 
The same statement holds if one replaces v(s) = ξ 0 (s), s = a, b, by µ 0 (t), t = a, b.
Proof. The proof goes in two steps. Let us first show that
where ε 1 = ε(δ ′ ) is close to 0. We have
where we used Lemma 2.6. By Lemma 3.6, (18) holds of δ ′ is small enough. Secondly, we show that
where ε 2 = ε 2 (δ ′ ) is close to 0. Since λ t,j are all analytic in t we have λ t,j = λ 0,j (1 + c j t l + . . .). Moreover, since n ≤ −C log |x(t)| = −C log |t|
Both the last numerator and denominator in the above equation can be estimated by 1 + c ′ (log |t|)|t| l and 1 + c ′ (log |s|)|s| l . The lemma follows easily.
Combining Lemma 3.5 and Lemma 3.7 we immediately get Corollary 3.8. Let ε > 0. If δ ′ > 0 is small enough and 0 < δ ′′ < δ ′ , there is an r > 0 such that the following holds. Take any a ∈ B(0, r) and assume that
In the following lemma assume always that the disk (10)). 
Proof. The condition on D 0 and |ξ n (a)−µ n (a)| ≤ δ ′ implies by equation (10), Lemma 3.7 and Lemma 3.4 that
We want the first term in (20) to be dominant over the second term. The condition δ ′′ ≤ |ξ n (a) − µ n (a)| implies − log |x(a)| j log |λ a,j | (cf. (16)). By Lemma 3.7, j log |λ a,j | ∼ j log |λ 0,j |. The condition on
. Therefore, we can estimate the first term in (20) by
where kγ ′ = log |λ|, and λ is as in Lemma 2.6. Since |µ ′ n (a)| is bounded, this means that
The other inequality follows in precisely the same way.
Proof of Proposition 3.1. First, we will use Lemma 3.5 and prove by induction, that
where γ ′ = γ/k − ε 0 , for some small ε 0 > 0, γ = log λ, λ is as in Lemma 2.6, and k is as in (10) . Let N be the smallest integer such that |ξ N (a) − µ N (a)| ≥ δ ′′ . Equation (21) is fulfilled for k = 0, if N is sufficiently large, hence if B(0, r) is sufficiently small. Indeed, by Corollary 3.8 and Lemma 2.6, we have
Hence the initial condition (k = 0) of the induction is satisfied. So, assume that
We want to prove that
First note that the first assumption on a gives
where
By the Chain Rule we have the recursions
Now, the recursion formulas (24) and (25), together with (23) and (22), gives
if N is large enough, (here B ′ = BC 1 ). The sum
and can be made arbitrarily small if N is large enough. By the definition of Q n (a), we have
Hence, if N is large enough,
3.1. Strong distortion estimates in dyadic disks D 0 . The number Q N (a), for general a ∈ B(0, r), can be estimated by Corollary 3.8 in the following way;
where ε 1 > 0 can be chosen arbitrarily small if r > 0 is small enough. If we want good argument distortion of a small disk D 0 = B(a 0 , k 0 |a 0 |), i.e. the quotient Q N (a)/Q N (a 0 ) is very close to 1 for all a ∈ D 0 , then we must have
for all a ∈ D 0 , for some ε 2 > 0 small enough. Equation (27) gives an estimate of the number k 0 ; it follows from (10) that it is enough to have
for some suitable ε 3 = ε 3 (ε 2 ). 
for all a ∈ D 0 , (if the ε j are chosen suitable).
Remark 3.11. We also see that
in a neighborhood of a = 0, so the equation (29) is valid in a whole disk B(0, r) instead of only a small D 0 "far" away from 0 (meaning r 0 ≪ |a 0 |). The parameter directions for which x ′ (0) = 0 are usually called non-degenerate, (see also [2] ).
In the next lemma we show that any dyadic disk D 0 = D(a 0 , r 0 ) will grow to size at least S before it leaves P δ ′ . Note that S > 0 depends only on δ ′ . 
Proof. Choose n maximal such that ξ k (a 0 ) ∈ P δ ′ for all k ≤ n and
where M 0 is the supremum of |R ′ a (z)| over all a ∈ B(0, r) and z ∈Ĉ. 
By Lemma 3.7, it follows that
for all a, b ∈ B(0, r) if r is small enough. By Lemma 3.4 and (31),
So the diameter D of the set ξ n (D 0 ) is greater than S = S(δ ′ ). Also, by (30), we have bounded argument distortion for all a, b ∈ D 0 .
The next lemma provides strong bounded distortion as long as two points in N stays at bounded distance from each other under iteration and if we admit a finite numberÑ of iterates and not meeting U δ/10 . Lemma 3.13 (Extended Distortion Lemma). LetÑ ∈ N. For any ε > 0, there exists an r > 0 and S 1 > 0 such that the following holds. Let a, b ∈ B(0, r) and assume that z, w ∈ N are such that
Proof. Put R j a (z) = z j and R j b (w) = w j . Since the parameter dependence underÑ iterates can be made arbitrarily small if r > 0 is small enough, using Lemma 3.6 we estimate the sum
Letting S 1 ≤ ε ′ /(C(δ)Ñ ), for ε ′ = log(1 + ε), we get the desired result.
3.2. Distortion in an annular domain. We also need a global distortion lemma, which is valid if we go over the scale S 1 , but only admit a finite numberÑ of iterates and not meeting U δ/10 . It is similar to Lemma 3.13, but relaxing the condition
In this case the distortion is not necessarily so low anymore, but still bounded. The following is immediate.
Lemma 3.14 (Global Distortion Lemma). LetÑ and r > 0 be as in the above lemma and a, b ∈ B(0, r). Assume that z, w are such that
Now let us turn to the global distortion estimates of ξ ′ n in the disk B(0, r). Since we may have x ′ (0) = 0, we have to stay away from a = 0 in order to have hope for distortion estimates on ξ ′ n . We therefore consider an annular domain A = A(r 1 , r) = {a : r 1 < |a| < r} in the parameter disk B(0, r), for fixed 0 < r 1 < r. Inside A we see that
Of course we do not have strong argument distortion globally in A anymore. On the other hand, from Lemma 3.7 and Proposition 3.1 it follows that
for all a, b ∈ A as long as δ ′′ ≤ |ξ n (a) − µ n (a)| ≤ δ ′ , for all a ∈ A.
Lemma 3.15. Let ε > 0 . Then there exist δ ′ > 0 and r > 0 such that the following holds for any ball B = B(0, r 2 ) ⊂ B(0, r). Assume that n is maximal for which |ξ n (a) − µ n (a)| ≤ δ ′ for all a ∈ B and let r 1 < r 2 be minimal so that
Proof. First note that a small parameter circle γ r = {a ∈ B(0, r) : |a| = r} is mapped under x(a) onto a curve that encircles 0 k times, and such that x(γ r ) is arbitrarily close to a circle of radius K 1 r k . The first part of the lemma then follows from Lemma 3.4 and Lemma 3.7, noting that |ξ
Moreover, as the parameter a orbits around the circle γ r once, also ξ n (a) − µ n (a) orbits around 0 k times. Since |µ n (a) − µ n (0)| ≪ |ξ n (a) − µ n (a)|, this means that ξ n (a) orbits around µ n (0) k times close to a circle of radius |ξ n (a) − µ n (0)| centered at µ n (0). By the Argument Principle, the map ξ n is at most k-to-1 on B.
For any a ∈ B(0, r), we say that ξ n (a), or simply the parameter a itself, has escaped at time n if |ξ n (a) − µ n (a)| ≥ δ ′′ . Thus for any escape situation, we have that ξ n (a) ∼ x ′ (a)(R n a ) ′ (v(a)). Apparently, the annulus A above has escaped (at time n).
The free period and the degree of ξ n
The main object of this section is to show that once the set ξ n (B), for some ball B = B(0, r 2 ) ⊂ B(0, r), has reached diameter δ ′ > 0 then ξ n+m (B) will intersect U δ/10 within a finite number of iterates, i.e. m ≤Ñ for someÑ only depending on δ ′ . These last m iterates are referred to as the free period. Since R n 0 is not normal on the Julia set, we get that for every D j , there is a smallest number n = n(j) such that R n 0 (D j ) ∩ U δ/10 = ∅. Since R n a (D j ) moves continuously in a, there is an r > 0 such that the same statement holds for R a instead of R 0 , if a ∈ B(0, r).
If d depends only on δ ′ , note thatÑ depends only on δ ′ . Corollary 4.2. Let B ⊂ B(0, r) be a ball centered at 0. Assume that n is maximal such that ξ n (B) has diameter at most δ ′ . Then there is a maximum numberÑ < ∞ such that sup
Proof. It follows from Lemma 3.15 that the set ξ n (B) contains a ball D of diameter δ ′ /(2M 0 ), centered at ξ n (0) ∈ J(R 0 ), (M 0 is as in the proof of Lemma 3.12). By choosing d = δ ′ /(4M 0 ), for instance, we can apply Lemma 4.1 to D. To switch from R m a (D) to ξ n+m (D) we note that, precisely as in Lemma 4.1, the return time is locally constant for small perturbations of parameters.
Thus, we have proved that if a disc B grows to size of the order of δ ′ then a return will occur into U δ/10 after at mostÑ iterates, provided the perturbation is sufficiently small. Since ξ n is k − 1 until it reaches the large scale, and since there is a finite number of iterates after this time until a return occurs into U δ/10 , it is not hard to see that the degree of ξ n (a) is bounded for all a ∈ B. This is the content of the next lemma. Lemma 4.3. Assume that the diameter of ξ n (B) is at most δ ′ for the largest possible n, and that m is minimal so that ξ n+m (B) ∩ U δ/10 = ∅. Then the degree of ξ n+m on B is bounded by some M < ∞, regardless of n.
Proof. Consider the almost round disk D = ξ n (B). The degree of R m 0 on D is bounded by dÑ . Moreover, for any point z ∈ D, by definition we have that R j a (z) does not intersect U δ/10 for j = 0, . . . , m − 1. This means that |(R m a ) ′ (z)| ≥ C for some C = C(δ,Ñ ) and there are no critical points of R m a inside D. It follows that any two points z 1 , z 2 ∈ D mapped onto the same point must be separated by some fixed constant c. Now, to switch from R m a (D) to ξ n+m (B) we note that each pair of points z 1 , z 2 ∈ D are images under ξ n (a) for some a ∈ B, i.e. z 1 = ξ n (a 1 ), z 2 = ξ n (a 2 ). The parameter dependence under the coming m ≤Ñ iterates can be made arbitrarily small if the perturbation is sufficiently small (i.e if r > 0 is sufficiently small). Hence there is a slightly smaller constant c/2 such that if z 1 = ξ n (a 1 ), z 2 = ξ n (a 2 ) then ξ n+m (a 1 ) = ξ n+m (a 2 ) only if |z 1 − z 2 | ≥ c/2 or z 1 = z 2 . Since the map ξ n is at most k-to-1, the lemma follows.
Conclusion and proof of Theorem B
Since the critical points move inside U δ 10 as a ∈ B(0, r), this will ensure that if a critical point c(a) returns into a slightly smaller U (9/10)δ ⊂ U δ , then R a cannot be (δ, k)-Misiurewicz. The proof consists of showing that a specific fraction f > 0 of parameters in any disc B = B(0, r 2 ) ⊂ B(0, r) corresponds to functions R a which have a critical point which returns into U (9/10)δ after more than k iterations. Now we turn to the annular domain A = A(r 1 , r 2 ) as in Subsection 3.2, and its convex hull, the ball B ⊂ B(0, r). Let us assume that n = N 1 + m is smallest integer such that ξ n (B) ∩ U δ/10 = ∅, where N 1 is the maximal number of iterates for which the diameter of ξ N 1 (B) ⊂ N is at most δ ′ . Moreover, for any k choose the perturbation r sufficiently small so that N 1 > k.
If N 1 sufficiently large (i.e. r sufficiently small) we can ensure that for all a ∈ B, such that ξ N 1 +k (a) has escaped for some k ≤ m (see Subsection 3.2), for some γ ≥ γ, (γ = log λ/2, where λ is as in Lemma 2.6). By Proposition 3.1 and (26) we get (for instance)
for all a ∈ B that have escaped at time n. The Distortion Lemmas 3.7 and 3.13 implies that as long as |ξ k (a) − ξ k (b)| ≤ S 1 , a, b ∈ B, for all N 1 ≤ k ≤ n, we have
for some ε > 0 and S 1 = S 1 (δ). By Lemma 3.12 dyadic disks grow to the large scale S = S(δ ′ ) before they leave N . It is clear that we can assume that S 1 ≤ S. This implies that, choosing ε > 0 suitable, the following holds for any dyadic disk D 0 ⊂ B that has escaped:
for all a, b ∈ D 0 as long as |ξ k (a) − ξ k (b)| ≤ S 1 , for all N 1 ≤ k ≤ n. By possibly diminishing S 1 it suffices to have |ξ n (a) − ξ n (b)| ≤ S 1 , only at k = n. This is the geometry control we need. By (34), Proposition 3.1 and the Distortion Lemmas 3.7 and 3.14 we have that (cf. equation (33)
for k ≤ m ≤Ñ , for all a, b ∈ A, where C = C(Ñ , r 1 /r 2 ). Moreover, for any a ∈ B(0, r)\A, for which ξ n (a) has escaped, we have |ξ ′ n (a)|/|ξ ′ n (b)| ≤ C|x ′ (a)|/|x ′ (b)|, for any b ∈ A.
All together, this means that those parameters mapped into U (9/10)δ correspond to a definite fraction of the part of ξ n (B) that cover U (9/10)δ . If µ is the Lebesgue measure, we get µ({a ∈ B : ξ n (a) ∈ U (9/10)δ }) µ(B) ≥ C 0 E F where E is the area of ξ n (B) ∩ U (9/10)δ , F is the area of ξ n (B) and C 0 is a constant depending on the degree of ξ n , C = C(Ñ, r 1 /r 2 ) and δ.
Since ξ n (B) intersects U δ/10 , the strong distortion estimate (35), which holds locally, and simple geometrical considerations imply that the area E is at least the area of U (9/10)δ ∩ C where C is a circle with radius r ′ δ, where r ′ only depends on δ. In particular, µ(E) ≥ C 1 , where C 1 = C 1 (δ). The area of ξ n (B) is bounded since the area of the Riemann sphere is bounded by some C 2 < ∞, and therefore µ({a ∈ B : ξ n (a) ∈ U (9/10)δ }) µ(B)
Since this estimate holds for every small disk B = B(0, r 2 ) ⊂ B(0, r), we conclude that the set of parameters a ∈ B(0, r) of (δ, k)-Misiurewicz maps has Lebesgue density at most 1 − f < 1, at a = 0. The proof of Theorem B is finished.
