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Abstrat
An equivalent formulation of the von Neumann inequality states that
the bakward shift S∗ on ℓ2 is extremal, in the sense that if T is a Hilbert
spae ontration, then ‖p(T )‖ ≤ ‖p(S∗)‖ for eah polynomial p. We
disuss several results of the following type : if T is a Hilbert spae on-
tration satisfying some onstraints, then S∗ restrited to a suitable in-
variant subspae is an extremal operator. Several operator radii are used
instead of the operator norm. Appliations to inequalities of oeients
of rational funtions positive on the torus are given.
Résumé
D'après l'inégalité de von Neumann, l'opérateur S∗ de translation en
arrière est extrémal : on a ‖p(T )‖ ≤ ‖p(S∗)‖ pour haque ontration
hilbertienne T et haque polynme p. Nous démontrons que, pour les
ontrations hilbertiennes vériant ertaines ontraintes, la restrition de
S∗ à un sous-espae invariant est un opérateur extrémal.
2000 Mathematis Subjet Classiation : Primary : 47A63, 47A30 ;
Seondary : 47A12, 42A05.
Key words : Hilbert spa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0 Introdution
Let T be a Hilbert spae ontration, that is a bounded linear operator of norm
at most one on a omplex, separable Hilbert spae H . A well-known inequality
due to J. von Neumann [vN℄ asserts that
‖p(T )‖ ≤ ‖p‖∞, (0.1)
for every polynomial p ∈ C[X ]. Here
‖p‖∞ = sup{|p(z)| : z ∈ C, |z| ≤ 1}
is the supremum norm of p, while
‖p(T )‖ = ‖p(T )‖B(H)
is the operator norm of p(T ) in B(H), the C∗-algebra of all bounded linear
operators on H . The same inequality extends for funtions in the dis algebra
A(D) and, if T is a ompletely non-unitary (.n.u.) ontration, it extends to
bounded analyti funtions f ∈ H∞(D) [NF℄. Reall that a .n.u. operator is
one whih has no unitary diret summand [NF℄.
Denote by S the forward unilateral shift on ℓ2,
S(x0, x1, · · · ) = (0, x0, x1, · · · ),
and by S∗ ∈ B(ℓ2),
S∗(x0, x1, · · · ) = (x1, x2, · · · ),
its adjoint (the bakward shift).
An equivalent formulation of the von Neumann inequality (0.1) is the fol-
lowing : for every Hilbert spae ontration T and every polynomial p we have
‖p(T )‖B(H) ≤ ‖p(S∗)‖B(ℓ2). (0.2)
We say that S∗ is extremal. A proof of the inequality (0.2) will be skethed in
Setion 2.
We will disuss several results of the following type : if T is a Hilbert spae
ontration satisfying some onstraints and ω is an operator radius, then there
exists a suitable invariant subspae E of S∗ suh that
ω(p(T )) ≤ ω(p(S∗ | E)),
that is S∗ restrited to a suitable invariant subspae is an extremal operator.
Several results of this type are known in the literature. The following result
was proved by V. Pták [P1℄, [P2℄ in a partiular ase ; the general ase was
proved by Pták and N.J. Young [PY℄. Suppose that p and q are arbitrary
analyti polynomials. Let T be a Hilbert spae ontration of spetral radius
smaller than one and suppose that q(T ) = 0. Then
‖p(T )‖ ≤ ‖p(S∗ | Ker q(S∗))‖.
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The following extension was given by B. Sz.-Nagy [N℄. Let f and g be two
funtions in H∞(D). Let T be a Hilbert spae .n.u. ontration suh that
g(T ) = 0. Then
‖f(T )‖ ≤ ‖f(S∗ | Ker g(S∗))‖.
An equivalent form of the Sz.-Nagy's result was stated by J.P. Williams [W℄ ;
Williams' proof is given in the survey paper [P3℄.
An apparently unrelated inequality due to U. Haagerup and P. de la Harpe
[HH℄ asserts that eah bounded linear nilpotent ontration T with T n = 0,
n ≥ 2, satises the inequality
ω2(T ) ≤ cos π
n+ 1
. (0.3)
Here ω2(T ) denotes the numerial radius of T dened by
ω2(T ) = sup{|〈Tx|x〉| : x ∈ H, ‖x‖ = 1}.
To see how the Haagerup-de la Harpe inequality ts into the present frame-
work, let S∗n be the nilpotent Jordan ell
S∗n =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 0 1
0 0 0 · · · 0 0


on the standard Eulidean spae Cn. Then [GR℄ cos(π/(n + 1)) = ω2(S
∗
n) and
S∗n is unitarily equivalent to S
∗ | Cn = S∗ | Ker un(S∗), where un(z) = zn.
Therefore the inequality of Haagerup and de la Harpe states that if un(T ) = 0,
then
ω2(T ) ≤ ω2(S∗ | Ker un(S∗)) .
We refer to [Wu, Su, Po℄ for reent papers related to this inequality.
In [HH℄, inequality (0.3) is shown to be equivalent to an inequality, due to
L. Fejer (1915), for the rst oeient c1 of a positive trigonometri polynomial∑n−1
j=−n+1 cje
ijt
, namely
|c1| ≤ c0 cos( π
n+ 1
).
We will prove other inequalities for oeients of rational funtions positive
on the torus or for oeients of positive trigonometri polynomials whih are
related to our onstrained von Neumann inequalities. In partiular, we obtain
(Theorem 5.4) the following inequality for the sum of the absolute value of two
oeients of a positive trigonometri polynomial of degree n :
|ck|+ |cl| ≤ c0
(
1 + cos
π
[n−1k+l ] + 2
)1/2(
1 + cos
π
[ n−1|k−l| ] + 2
)1/2
,
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for any distint numbers k and l among {0, . . . , n− 1}.
Organization of the paper. We onsider in the rst Setion two lasses
of operator radii, alled admissible and strongly admissible radii. The operator
norm and the numerial radius belong to both lasses as well as the more general
radii ωρ for ρ ≤ 2. We prove in Setion 2 some onstrained and unonstrained
von Neumann inequalities for (strongly) admissible radii using the onstrution
of analyti models of [AEM℄. In Setion 3 we prove some onstrained von
Neumann inequalities for radii whih are assoiated to some bundles of operators
; these radii are not neessarily admissible. The onstraints in Setion 2 are of
algebrai type (p(T ) = 0 or P (T ∗, T ) = 0) while in Setion 3 they are of the
type u(T ) = 0 for a inner funtion u. Several appliations of the above general
onstrained von Neumann inequalities are given in Setion 4. Appliations to
bounds of positive rational funtions are presented in Setion 5. In the last
setion we disuss onstrained von Neumann inequalities with dierent type of
onstraints.
1 Admissible and strongly admissible operator
radii
Admissible operator radii. In this paragraph w denotes a family of so-
alled operator radii w = {wH}, one for eah separable Hilbert spae under
onsideration. An operator radius wH is a map from B(H) to [0,+∞]. For
T ∈ B(H) we simply write w(T ) instead of the more orret wH(T ) and say
that w is an operator radius, or simply a radius.
1.1 Denition. A radius w dened for all Hilbert spae operators with values
in [0,+∞] is alled an admissible radius if it satises
(i) (unitary invariane) w(U∗TU) = w(T ) for eah unitary U : K → H
and eah T ∈ B(H) ;
(ii) (isotoniity for restritions) if T ∈ B(H) and E ⊂ H is invariant for
T , then w(T | E) ≤ w(T ) ;
(iii) (ampliation) if T (∞) denotes the ountable orthogonal sum T ⊕T ⊕ · · · ,
then w(T (∞)) = w(T ).
The order on the extended interval [0,+∞] uses the usual onventions. In
most examples we are looking for radii with nite values.
1.2 Remark. Suppose ondition (i) holds. Then the ampliation axiom (iii) is
equivalent to
(iii') w(T (n)) = w(T ), for n nite or n =∞,
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where T (n) denotes the orthogonal sum of n opies of T . Indeed, there is a
unitary equivalene between (T (n))(∞) and T (∞). By [FH, Lemma 15℄, the
ampliation ondition is also equivalent to w(T ⊗ IE) = w(T ), where T ∈ B(H)
and T ⊗ IE ∈ B(H ⊗ E). Here IE is the identity on E. We refer to [FH℄ for
other possible axioms of operator norms and several examples.
Note also that half of ondition (iii), namely w(T ) ≤ w(T (∞)), is implied by
onditions (i) and (ii).
Let F = {FH} be a olletion of Hilbert spae operators, that is for eah
onsidered separable Hilbert spae H , FH = F ∩ B(H) is a given set.
1.3 Denition. Let F be a olletion of Hilbert spae operators. We say that
F is admissible if it satises
(i) (unitary invariane) if T ∈ F ∩ B(H) and U : K → H is unitary, then
U∗TU ∈ F ∩ B(K) ;
(ii) (stability for restritions) if T ∈ F ∩B(H) and E ⊂ H is invariant for
T , then T | E ∈ F ;
(iii) (ampliation) if T ∈ F ∩ B(H), then T (∞) ∈ F .
Radius assoiated to a olletion of operators. Let F be a olletion
of Hilbert spae operators. Dene the radius wF assoiated to F by setting, for
T ∈ B(H),
wF (T ) := inf{r > 0 : 1
r
T ∈ F ∩ B(H)}.
1.4 Proposition. The radius assoiated to an admissible olletion is an ad-
missible radius.
Proof. Let F be an admissible olletion. In order to show the unitary invariane
of wF let T ∈ B(H) and let U : K → H be a unitary operator. Fix ε > 0.
There exists r = r(ε) suh that 0 < r < wF (T ) + ε and
1
rT ∈ F ∩ B(H). By
the unitary invariane of F , we have 1rU∗TU ∈ F ∩ B(K). This shows that
wF (U
∗TU) ≤ r < wF (T ) + ε. Sine ε > 0 is arbitrary, we get
wF (U
∗TU) ≤ wF (T ). (1.1)
Replaing in this inequality T by UTU∗ we obtain wF (T ) ≤ wF (UTU∗) ;
replaing now U by U∗ we get
wF (T ) ≤ wF (U∗TU). (1.2)
Using (1.1) and (1.2) we get that wF is unitarily invariant.
The inequalities wF (T | E) ≤ wF (T ) and wF (T (∞)) ≤ wF (T ) an be proved
as (1.1) by using the stability for restritions and the ampliation axiom for
F , respetively. Sine T is unitarily equivalent to a restrition of T (∞) to an
invariant subspae, we also obtain wF (T ) ≤ wF (T (∞)). Thus wF is admissible.
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In order to present some examples of admissible olletions, we introdue
the following notation. If z is the variable in the omplex plane C, we denote by
P (C) the algebra of all omplex polynomial funtions in z and z. If T ∈ B(H)
and P ∈ P (C), P (z, z) =∑α,β cα,βzαzβ, we set
P (T ∗, T ) =
∑
α,β
cα,βT
∗αT β.
This is part of the so-alled "hereditary funtional alulus" [A1℄ whih is briey
desribed in the next setion. We denote by σ(T ) the spetrum of an operator
T ∈ B(H).
1.5 Theorem. Let {Pλ}λ∈Λ be a family of elements in P (C).
(a) Let F be the olletion of operators dened by the following positivity
onditions
T ∈ F ∩ B(H) if and only if Pλ(T ∗, T ) ≥ 0 (λ ∈ Λ).
Then F is admissible.
(b) Dene the olletion G by
T ∈ G ∩ B(H) if and only if σ(T ) ⊆ D and Pλ(T ∗, T ) ≥ 0 (λ ∈ Λ).
Then G is admissible.
Proof. Let U : K → H be a unitary operator and let T ∈ B(H). For eah λ ∈ Λ
we have Pλ(U
∗TU) = U∗Pλ(T )U . Therefore F is unitarily invariant. If E is an
invariant subspae for T , then (T | E)β = (T β) | E and (T | E)∗α = PET ∗α | E,
where PE is the orthogonal projetion ontoE. This shows that for eah λ ∈ Λ we
have Pλ(T | E) = PEPλ(T ) | E, yielding the stability to restritions property.
The ampliation ondition follows from the equality Pλ(T
(∞)) = Pλ(T )
(∞)
.
For the seond part, note that the spetrum satises σ(U∗TU) = σ(T ) and
σ(T (∞)) = σ(T ). Let now T ∈ B(H) with σ(T ) ⊆ D. Let R = T | E ∈ B(E),
where E is an invariant subspae of T . Thus the matrix of T with respet to
the deomposition H = E ⊕ E⊥ has the form
T =
(
R ∗
0 ∗
)
and thus
T n =
(
Rn ∗
0 ∗
)
.
This implies ‖Rn‖ ≤ ‖T n‖, so the spetral radius of R is at most one. This
ompletes the proof.
1.6 Remark. Part (a) of the above Theorem also holds for more general pos-
itivity onditions, obtained by onsidering polynomials in z and z with matrix
oeients. We omit the details. Bounded olletions satisfying suh more
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general positivity onditions were haraterized by J. Agler [A2℄ as bounded
olletions whih are losed with respet to diret sums, with respet to unital
C∗-algebrai representations and stable for restritions. We refer to [A2℄ for the
exat denition and for several examples of suh olletions.
Operators of lass Cρ. The main examples of operator radii we will use
are the operator radii assoiated to the olletion of operators of lass Cρ.
Operators in the lass Cρ are dened as operators having ρ-dilations : T ∈
B(H) is in Cρ, ρ > 0, if there exist a larger Hilbert spae K ⊃ H and a unitary
operator U ∈ B(K) suh that
T nh = ρPHU
nh, h ∈ H .
Contrations are operators of lass C1 and operators in C2 oinides with nu-
merial radius ontrations, that is operators T suh that ω2(T ) ≤ 1. We refer
to [NF℄ and [R℄ for more information.
The operator radius ωρ assoiated to the lass Cρ is then dened by
ωρ(T ) = inf{r : r > 0, 1
r
T ∈ Cρ} .
It is determined by the onditions that it is homogeneous (ωρ(zT ) = |z|ωρ(T )
for all omplex z) and that ωρ(T ) ≤ 1 if and only if T ∈ Cρ. Then ω1(T ) = ‖T ‖
and ω2 is the numerial radius. It an also be proved that the limit of ωρ(T ) as
ρ→∞ is the spetral radius of T .
The radius ωρ is a (Banah spae) norm if and only if ρ ≤ 2. It is not an
algebra norm ; however, we always have [NF℄ ωρ(T
n) ≤ ωρ(T )n.
1.7 Corollary. The radius ωρ is admissible for any ρ > 0.
Proof. An operator T is in the lass Cρ [NF℄, [R℄ if and only if
‖x‖2 − 2
(
1− 1
ρ
)
Re [z < Tx | x >] +
(
1− 2
ρ
)
|z|2 ‖Tx‖2 ≥ 0
for every x ∈ H and every z ∈ D. Therefore it sues to set
Pλ(z, z) = 1−
(
1− 1
ρ
)
λz −
(
1− 1
ρ
)
λz +
(
1− 2
ρ
)
|λ|2zz (λ ∈ D)
in Theorem 1.5, Part (a).
Strongly admissible operator radii. The following denition gives a
smaller lass of admissible radii.
1.8 Denition. A radius ν dened for all Hilbert spae operators with values
in [0,+∞] is alled a strongly admissible radius if it satises
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(ii') (isometry growth ondition) For any isometry V : K → H and any
T ∈ B(H), we have ν(V ∗TV ) ≤ ν(T ).
(iii) (ampliation) ν(T (∞)) = ν(T ) for every T .
1.9 Proposition. An operator radius ν is strongly admissible if and only if it
satises
(i) (unitary invariane) ν(U∗TU) = ν(T ) for eah unitary U : K → H
and eah T ∈ B(H) ;
(ii') (isotoniity for ompressions) If T ∈ B(H), if E is a losed subspae
of H and R = PET | E, then ν(R) ≤ ν(T ).
(iii) (ampliation) We have ν(T (∞)) = ν(T ).
In partiular, eah strongly admissible radius is admissible.
Proof. Suppose that ν is strongly admissible. Let T ∈ B(H) and let U : K → H
be a unitary operator. Using the isometry growth ondition for the isometry U
we obtain ν(T1) ≤ ν(T ), where T1 = U∗TU . The isometry growth ondition for
U∗ yields ν(UT1U
∗) ≤ ν(T1). Therefore
ν(T ) = ν(UT1U
∗) ≤ ν(T1) ≤ ν(T )
showing the unitary invariane. The isotoniity for ompressions is obtained
from R = J∗TJ , where J : E → H is the inlusion Je = e.
For the onverse impliation, note that every isometry V : K → H an
be written as V = JU , where U : K → V (K), Uk = V k, is unitary and
J : V (K)→ H is the inlusion map. Then
ν(V ∗TV ) = ν(U∗J∗TJU) = ν(J∗TJ) = ν(PV (K)T | V (K)) ≤ ν(T ).
The proof is now omplete.
A ounterpart notion of strongly admissible olletion of operators an be
introdued as a olletion whih satises the unitary invariane, the stability for
ompressions and the ampliation properties. The radius assoiated to a strongly
admissible olletion is strongly admissible. We omit the details.
1.10 Proposition. Let ρ > 0. The radius wρ is stongly admissible if and only
if ρ ≤ 2, if and only if wρ is a norm.
Proof. Suppose ρ ≤ 2. Reall that T ∈ Cρ if and only if Pλ(T ∗, T ) ≥ 0 for all
λ ∈ D, where
Pλ(z, z) = 1−
(
1− 1
ρ
)
λz −
(
1− 1
ρ
)
λz +
(
1− 2
ρ
)
|λ|2zz.
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The isometry growth ondition for wρ follows from the fat that V
∗TV ∈ Cρ
whenever ρ ≤ 2, T ∈ Cρ and V : K → H satises V ∗V = IK . Indeed, we have
Pλ(V
∗T ∗V, V ∗TV ) = I −
(
1− 1
ρ
)
λV ∗T ∗V −
(
1− 1
ρ
)
λV ∗V
+
(
1− 2
ρ
)
|λ|2V ∗T ∗V V ∗TV
= V ∗Pλ(T
∗, T )V +
(
2
ρ
− 1
)
|λ|2V ∗ [T ∗(I − V V ∗)T ]V.
Suppose now ρ > 2 and let b > 0 be a xed, arbitrary positive number.
Consider the following 2× 2 matrix
T =
(
1 b
0 −1
)
.
We have [AN, Theorem 6℄
wρ(T ) =
1
ρ
[
√
|b|2
4
+ 1 +
√
|b|2
4
+ 1 + ρ(ρ− 2)] ;
in partiular w2(T ) = [|b|2 /4 + 1]1/2. We an nd a vetor e ∈ C2 suh that
‖e‖ = 1 and w2(T ) = |< Te | e >|. Denote by V the isometry from C into C2
dened by V (z) = ze. We have V ∗TV =< Te | e > e⊗ e. Therefore
wρ(V
∗TV ) = |< Te | e >| =
√
|b|2 /4 + 1.
We have wρ(V
∗TV ) > wρ(T ) for any ρ > 2. It follows that wρ is not a strongly
admissible radius if ρ > 2. Reall [NF℄ also that wρ is a norm if and only if
ρ ≤ 2.
1.11 Remark. There are other interesting examples of admisible and strongly
admissible radii. For instane, if
W (T ) = {〈Tx|x〉| : x ∈ H, ‖x‖ = 1}
denotes the numerial range of T , then the diameter of W (T )
diam W (T ) = sup{|λ− µ| : λ, µ ∈W (T )}
is a strongly admissible radius. Indeed (see for instane [GR℄ for properties
of the numerial range), we have W (U∗TU) = W (T ), W (PET | E) ⊆ W (T )
and W (T (∞)) = W (T ). Note also that the sum, or even onvex ombinations,
of (strongly) admissible radii are (strongly) admissible. For instane, T →
‖T ‖+ diam W (T ) is strongly admissible.
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2 (Constrained) von Neumann inequalities using
analyti models
The existene of a model for ontrations is a key result in Sz.-Nagy and Foias
dilation theory. In partiular, a Hilbert spae ontration with spetrum on-
tained in the open unit dis is unitarily equivalent to a restrition of the bak-
ward shift of innite multipliity to an invariant subspae. This implies easily
inequality (0.2) for strit ontrations. If T is an arbitrary ontration, then,
for any real r < 1, inequality (0.2) holds for the strit ontration rT . Making
r → 1 we obtain (0.2) for all ontrations.
We show in this setion how the existene of a model implies at one von
Neumann and onstrained von Neumann inequalities for dierent admissible
radii. We use the reent onstrution of analyti models for n-tuples of operators
due to Ambrozie, Engli² and Müller [AEM℄.
Hilbert spaes assoiated to a domain. We reall the ontext of [AEM℄,
with some hange of notation. We refer to [AEM℄ and the referenes ited therein
for more information.
Let D be a nonempty open domain in Cn. Set D∗ = {z : z ∈ D}. Let H be
a D-spae, that is H is a Hilbert spae of funtions analyti on D suh that
(a) H is invariant under the operators Zj , j = 1, . . . n, of multipliation by
the oordinate funtions,
(Zjf)(z) = zjf(z) ; f ∈ H , z = (z1, . . . , zn) ∈ D.
(b) For eah z ∈ D, the evaluation funtional f → f(z) is ontinuous on H.
() C(w, z) 6= 0 for all z ∈ D and w ∈ D∗.
Here C(w, z) is the reproduing kernel of H, that is C(w, z) = Cw(z), for z ∈ D
and w ∈ D∗, where Cζ is a funtion in H suh that f(ζ) = 〈f | Cζ〉, f ∈ H (we
use (b) and the Riesz representation theorem).
Let H be a Hilbert spae. Denote by H⊗H the ompleted Hilbertian tensor
produt. Consider the multipliation operators Mzj on H⊗H dened by
Mzj = Zj ⊗ IH ; j = 1, . . . , n.
Set
Z = (Z1, . . . , Zn) ∈ B(H)n ; Mz = (Mz1 , . . . ,Mzn) ∈ B(H⊗H)n.
Let T = (T1, . . . , Tn) be a ommuting tuple of operators. Denote by σ(T )
the Taylor spetrum of T , and let
MT = (LT∗
1
, . . . LT∗n , RT1 , . . . RTn).
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Here LA(X) = AX and RA(X) = XA are the left and right multipliation
operators by A on B(H). Let F be a analyti funtion on a neighborhood of
σ(MT ). Dene F (T
∗, T ) ∈ B(H) by F (T ∗, T ) = F (MT )(I).
If z = (z1, . . . , zn) is the variable in omplex Eulidean spae C
n
, we de-
note by P (Cn) the algebra of all omplex polynomial funtions in z1, . . . , zn,
z1, . . . , zn. If F (w, z) = w
αzβ, then F (T ∗, T ) = T ∗αT β = P (T ∗, T ) for P (z, z) =
F (z, z) ∈ P (Cn). We use the usual notation T β = T β11 · · ·T βnn for β = (β1, . . . βn) ∈
Zn+ and the like. Note that this diers slightly from [AEM℄ where T
∗
is written
on the right.
Axiom (AEM).We will sometimes suppose thatH satises Axiom (AEM),
that is H is a D-spae suh that the polynomials are dense in H and 1C is a poly-
nomial. Let (ψk) be a xed orthonormal basis for H onsisting of polynomials
suh that any nite polynomial is a nite linear ombination of ψk. Set
fm(w, z) =
+∞∑
k=m
ψk(w)
1
C
(w, z)ψk(z).
When D = D is the open unit disk and H is the Hardy spae H2 = H2(D)
of the unit disk, then C(w, z) = (1 − wz)−1 and M∗z is the bakward shift of
multipliity dimH . In this ase H satises axiom (AEM) with ψk(z) = zk and
fm(w, z) = w
mzm. We refer to [AEM℄ for other examples.
Unonstrained von Neumann inequalities for operator radii. We
use notation as above.
2.1 Theorem. Let T = (T1, . . . , Tn) ∈ B(H) be an n-tuple of ommuting oper-
ators. Suppose T and H satisfy one of the following two onditions
(i) H is a D-spae, σ(T ) ⊂ D and 1C (T ∗, T ) ≥ 0 ;
(ii) H is a D-spae satisfying Axiom (AEM), 1C (T ∗, T ) ≥ 0 and
lim
m
fm((T
∗, T ))h = 0
for every h ∈ H.
Let p(z) =
∑
β∈Zn
+
cβz
β
be a xed polynomial in the variable z ∈ Cn and let
P (w, z) =
∑
α,β∈Zn
+
cα,βw
αzβ be a xed polynomial in two variables. If ω is an
admissible radius, then
ω(p(T )) ≤ ω(p(Z∗)) ;
if ν is strongly admissible, then
ν(P (T ∗, T )) ≤ ν(P (Z,Z∗)).
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Proof. Suppose T satises (i) or (ii). In either ase, using [AEM, Corollary
7,Corollary 15℄, there is an isometry V : H → H⊗H suh that V Tj = M∗zjV for
j = 1, . . . , n. Note again that some are has to be taken when using the results
of [AEM℄ beause of the hange of notation. This implies
V p(T ) = p(M∗z )V.
In partiular, V H is invariant under M∗z and T
β
is unitarily equivalent to the
restrition ofM∗βz to the invariant subspae V H . Sine ω is admissible, we have
ω(p(T )) = ω(p(M∗z ) | V H) ≤ ω(p(M∗z ).
Using the ampliation axiom for ω and the fat that M∗z = Z
∗ ⊗ IH , we obtain
ω(p(T )) ≤ ω(p(Z∗)).
For the seond part of the theorem, note that with respet to the deompo-
sition H⊗H = V H ⊕ V H⊥, we an write
M∗βz =
(
T β ∗
0 ∗
)
and Mαz =
(
T ∗α 0
∗ ∗
)
.
This shows that
T ∗αT β = PV HM
α
z M
∗β
z |V H.
Sine ν is strongly admissible, we have
ν(P (T ∗, T )) ≤ ν(P (Mz ,M∗z )) = ν(P (Z,Z∗)).
The proof is omplete.
Constrained von Neumann inequalities. We start with a onstrained
von Neumann inequality for admissible radii.
2.2 Theorem. Let D be an open domain in Cn. Suppose Hilbert spae H of
funtions analyti on D and an n-tuple of operators T satisfy one of the two
onditions (i) and (ii) in Theorem 2.1. Let p and q be one variable polynomials
in n variables and suppose that q(T ) = 0. If ω is an admissible radius, then
ω(p(T )) ≤ ω(p(Z∗|Ker q(Z∗))).
Proof. We use the notation of (the proof of) Theorem 2.1. Reall that T β is
unitarily equivalent to the restrition of M∗βz to the invariant subspae V H and
V p(T ) = p(M∗z )V . Sine q(T ) = 0, we have
0 = V q(T )h = q(M∗z )V h
for any h ∈ H . This shows that V H ⊆ Ker q(M∗z ). Therefore
ω(p(T )) = ω(p(M∗z ) | VH) ≤ ω(p(M∗z ) | Ker q(M∗z )).
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By the ampliation axiom and the equality
M∗z | Ker q(M∗z ) = [Z∗ | Ker q(Z∗)]⊗ IH ,
we get
ω(p(M∗z ) | Ker q(M∗z )) = ω(p(Z∗ | Ker q(Z∗))).
This ompletes the proof.
In some appliations it is possible to avoid the hypothesis
lim
m
fm((T
∗, T ))h = 0
in ondition (ii) in Theorem 2.1. We refer to Corollary 4.1 and Corollary 4.6 for
examples of results of this type.
The following result is a onstrained von Neumann inequality for strongly
admissible radii. Reall that E ⊆ H is said to be invariant for the n-tuple
(T1, . . . , Tn) ∈ B(H) if TjE ⊆ E for eah j.
2.3 Theorem. Let D be an open domain in Cn. Suppose Hilbert spae H
of funtions analyti on D and an n-tuple of operators T satisfy one of the
two onditions (i) and (ii) in Theorem 2.1. Suppose also that eah operator
Zj ∈ B(H) is an isometry. Let P and Q be two elements of P (Cn) and suppose
that Q(T ∗, T ) = 0. There exists an invariant subspae E for Z∗ ∈ B(H)n suh
that, for eah strongly admissible radius ν,
ν(P (T ∗, T )) ≤ ν(P (ZE , Z∗E)),
where ZE is dened by setting Z
∗
E := Z
∗ | E. If n = 1, if Q is of degree less or
equal than d and if Q(e−it, eit) 6= 0 for some t ∈ R, then the dimension of E is
less or equal than 2d.
Proof. Let Q be a polynomial in P (Cn) of degree at most d, that is, the maximal
power at whih eah wj and zj ours is at most d. Reall from the proof of
Theorem 2.1 that
T ∗αT β = PV HM
α
z M
∗β
z |V H
and thus P (T ∗, T ) = J∗P (Mz,M
∗
z )J , where J denotes the inlusion J : V H →
H ⊗ H . The same equality, using the fat that Q(T ∗, T ) = 0, implies that
the subspae V (H) is ontained in Ker Q(Mz,M
∗
z ). Sine eah Zj and thus
eah Mzj is an isometry, we get that Ker Q(Mz,M
∗
z ) is inluded in E0 =
Ker (M∗dz Q(Mz,M
∗
z )) whih is invariant by M
∗
z . Denote
E = Ker (Z∗dQ(Z,Z∗))
whih is invariant under Z∗. Then, using the properties of the strongly admis-
sible radius ν, we obtain
ν(P (T ∗, T )) = ν(J∗P (Mz,M
∗
z )J) = ν(J
∗PE0P (Mz,M
∗
z )PE0J)
≤ ν(PE0P (Mz,M∗z )PE0) = ν(PE0 [P (Z,Z∗)⊗ I]PE0)
= ν(PE(p(Z,Z
∗)PE ⊗ I) = ν(PE(p(Z,Z∗)PE)
= ν(p(ZE , Z
∗
E))
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where PE0 and PE are the orthogonal projetions onto E0, respetivelly E.
Finally, if n = 1 and if Q is of degree less or equal than d, then Z∗dQ(Z,Z∗)
is a polynomial in Z∗ of degree less or equal to 2d. Thus E, the kernel of
Z∗dQ(Z,Z∗), is a subspae of dimension no greater than 2d, unless Z∗dQ(Z,Z∗)
is the null operator. This ours if and only if eidsQ(e−is, eis) = 0 for every
s ∈ R. The last equality is impossible if Q(e−it, eit) 6= 0 for some t ∈ R. The
proof is omplete.
3 Inequalities for radii assoiated to bundles of
operators
Constrained von Neumann inequalities for some operator radii whih are not
neessarily admissible are obtained in this setion. The method also gives a
dierent proof of onstrained von Neumann inequalities for the radii ωρ.
Notation. We denote by D(α, r) the open dis of radius r and enter α.
Let T be the boundary of D = D(0, 1). The spaes Lp = Lp(T), 1 ≤ p ≤ ∞, are
the usual Lebesgue funtion spaes relative to normalized Lebesgue measure on
T. The spaes Hp = Hp(T), 1 ≤ p ≤ ∞, are the usual Hardy spaes. Denote
H10 = {f ∈ L1 :
∫ 2π
0
f(eit)eint dt = 0, n = 0, 1, . . .}.
For a given inner funtion u, denote H(u) = H2 ⊖ uH2 and onsider the
operator S(u) ∈ B(H(u)) dened by
S(u) = PH(u)Z | H(u) .
Reall that Z is the operator of multipliation by z = eiθ on H2. A proof
that S(u) and the extremal operator S∗ | Ker (u(S)∗) are unitarily equivalent
follows from the fat that they have the same harateristi funtion [NF℄ ; a
diret proof an be found in [P3℄.
If T ∈ B(H) is an absolutely ontinuous ontration, then, for any x, y ∈
H , there exists a funtion xT. y ∈ L1 with the nth Fourier oeient given by
〈T ∗nx | y〉 if n ≥ 0 and 〈T−nx | y〉 if n < 0.
Let T be an operator whose spetrum is inluded in the losed unit dis.
Consider the operator kernel Kα(T ) dened by
Kα(T ) = (I − αT )−1 + (I − αT ∗)−1 − I; |α| < 1.
For an absolutely ontinuous ontration T , < Kr exp(it)(T )x | y > onverges
almost everywhere to xT. y when r goes to 1.
Reall that a ontration T ∈ B(H) is said [NF℄ to be of lass C0 if T is
.n.u. and there is a nonzero funtion f in H∞ suh that f(T ) = 0. Then there
is a unique (up to a onstant fator of modulus one) nononstant inner funtion
14
u, alled the minimal funtion of T , suh that u(T ) = 0. The minimal funtion
of S(u) is u.
Bundles of selfadjoint operators and assoiated radii. Reall the
following result. Let ρ > 0. An operator T ∈ B(H) whose spetrum is inluded
in the losed unit dis is in Cρ if and only if [CF℄ Kα(T )+ρI ≥ I for any α ∈ D.
3.1 Denition. Suppose a olletion R of bundles of self-adjoint operators is
given, that is, for eah separable Hilbert spae H there is a map
RH : D× B(H) ∋ (α,A)→ Rα(A) ∈ B(H)
with Rα(A) = Rα(A)
∗
. The olletion K = KR assoiated to R is dened by
setting
A ∈ K ∩ B(H) if and only if σ(A) ⊆ D and Kα(A) +Rα(A) ≥ I (α ∈ D).
The operator radius assoiated to K = KR is then
ωK(A) = inf{r > 0 : 1
r
A ∈ KR}.
3.2 Example. (a) Let ρ > 0. For the bundle R given by R(α) = ρI, the lass
KR oinides with the lass Cρ.
(b) Let A be an positive invertible operator and set R(α) = A. Then the
assoiated olletion KR oinides with the lass CA introdued by H. Langer
(f. [NF, p. 54℄).
() Let ϕ be a funtion in H∞(D) and let v : B(H) → [0,+∞[ a map whih
satises
v(T ) ‖T ‖ ≤ 1 for all T ∈ B(H).
Consider the bundle R by setting
Rα(T ) = ϕ(αv(T )T ) + ϕ(αv(T )T )
∗.
The assoiated radius to the olletion KR is not neessarily admissible.
3.3 Theorem. Let R be a bundle suh that
D ∋ α→ Rα(A) ∈ B(H)
is harmoni in D for eah A ∈ B(H). Let K = KR be the olletion of operators
assoiated to the bundle R. Let T be a ontration of lass C0 with u(T ) = 0,
u an inner funtion, and let f ∈ A(D). Assume that for any α ∈ D there exist
a funtion gα suh that for any r > 0
Rα(f(T )/r) = gα(f(T )/r) + gα(f(T )/r)
∗
and
Rα(f(S(u))/r) = gα(f(S(u))/r) + gα(f(S(u))/r)
∗.
Then we have
ωK(f(T )) ≤ ωK(f(S(u)).
15
Reall that S(u) is unitarily equivalent to the extremal operator S∗ | Ker (u(S)∗).
For the proof of Theorem 3.3, we need the following lemma whih will be
also used in Setion 5.
3.4 Lemma. Let u be a inner funtion and let f be a positive funtion in the
subspae uH10 of L
1(T). Then there exists a funtion h in H2 ⊖ uH2 suh that
f = |h|2.
Proof. Sine f ∈ uH10 we have f = uf1, with f1 ∈ H10 . Then log |f | = log |f1|
is Lebesgue integrable. Aording to theorem of Homan [Ho℄ there exists an
outer funtion g in H2 suh that f = |g|2. Denote by E = H(u) the orthogonal
in H2 of the subspae uH2 and write g = g1+ug2 with respet to the orthogonal
deomposition H2 = E ⊕ uH2. We have g1 6= 0 sine g is an outer funtion.
Using the fat that g1 ∈ E, we obtain
< ug1 | h >=
∫ 2π
0
u(eit)g1(eit)h(e
it)dm(t) = < g1 | uh > = 0,
for all funtions h in H2. Using the theorem of F. and M. Riesz [Ho℄ we get
ug1 ∈ H20 . (3.1)
On the other hand, we have
uf = u |g|2 = u |g1 + ug2|2
= u (g1 + ug2) (g1 + ug2)
= u |g1|2 + u |g2|2 + g1g2 + u2g1g2.
Therefore
gg2 = (g1 + ug2)g2 = u |g2|2 + g1g2 = uf − u |g1|2 − u2g1g2.
Sine f ∈ uH10 and using (3.1), we see that the three last terms belong to H10 .
Hene gg2 ∈ H10 and for any polynomial p we have
< pg | g2 >=
∫ 2π
0
p(eit)g(eit)g2(eit)dm(t) = 0.
Sine g is an outer funtion, it follows that g2 = 0. The proof of the lemma is
now omplete.
Proof of Theorem 3.3. By the anonial fatorization theorem, u an be de-
omposed as
u(z) = B(z) exp[−
∫ 2π
0
eiθ + z
eiθ − z dµ(θ)]
where B is a Blashke produt and µ is a positive measure on ∂D whih is
singular with respet to the Lebesgue measure. Using the spetral mapping
theorem of a C0 operator, we have
σ(T ) ⊆ B−1{0} ∪ Supp(µ) = σ(S(u)),
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where Supp(µ) is the support of µ.
Let f be a non-identially zero funtion in A(D). Using the spetral mapping
theorem, we get
σ(f(T )) = f(σ(T )) ⊆ f(σ(S(u))) = σ(f(S(u))). (3.2)
Fix r > ωK(f(S(u))) and let α ∈ D(0, 1/(r ‖f‖∞)), α 6= 0. We dedue from
(3.2) that r/α belongs to the resolvent of T . Therefore, for any x ∈ H and every
α in D(0, 1/(r ‖f‖∞)), we an write
< [Kα(
f(T )
r
) + Rα(
f(T )
r
)− I]x | x >
= <
[
(I − αf(T )
∗
r
)−1 + (I − αf(T )
r
)−1 − 2I + gα(f(T )
r
)
+ gα(
f(T )
r
)∗
]
x | x > .
Reall that for any absolutely ontinuous ontration T and for any x, y ∈ H ,
the funtion < Kr,t(T )x | y > onverge almost everywhere to a funtion xT. y ∈
L1(∂D) when r goes to 1. Sine T is a C0 ontration suh that u(T ) = 0,
it follows [CCC, Lemma 5.2℄ that xT. x ∈ uH10 . From Lemma 3.4 we get the
existene of a funtion h in H2 ⊖ uH2 = E suh that xT. x(eit) =
∣∣h(eit)∣∣2. We
obtain
< [Kα(
f(T )
r
) +Rα(
f(T )
r
)− I]x | x >
=
∫ 2π
0

 1
1− α f(eit)r )
+
1
1− α f(eit)r
− 2
+gα(
f(eit)
r
) + gα(
f(eit)
r
)
]
xT. x(eit)dm(t)
=
∫ 2π
0

 1
1− α f(eit)r )
+
1
1− α f(eit)r
− 2
+gα(
f(eit)
r
) + gα(
f(eit)
r
)
] ∣∣h(eit)∣∣2 dm(t)
= <
[
(I − αf(Su)
∗
r
)−1 + (I − αf(Su)
r
)−1 − 2I
+gα(
f(Su)
r
) + gα(
f(Su)
r
)∗
]
h | h >
= <
[
Kα(
f(Su)
r
) +Rα(
f(Su)
r
)− I
]
h | h > .
Sine both sides of the previous equalities are harmoni inside the unit dis
(with respet to the variable α) and oinide inside the dis D(0, 1/(r ‖f‖∞)),
17
we get that for any α in the unit dis
<
[
Kα(
f(T )
r
) +Rα(
f(T )
r
)− I
]
x | x > (3.3)
and
<
[
Kα(
f(Su)
r
) +Rα(
f(Su)
r
)− I
]
h | h > (3.4)
oinide. As r > ωK(f(Su)), we get the positivity of (3.3). We obtain r >
ωK(f(T )) and the proof is now omplete.
4 Appliations of the previous results.
We show in this setion how the above onstrained von Neumann inequalities
an be applied in a variety of situations. We are not always looking for the most
possible general inequalities.
Appliations of Theorem 2.2. We denote by [x] the integer part of x,
that is the least integer no greater than x.
4.1 Corollary. Let n ≥ 2. Let T ∈ B(H) be a ontration suh that T n = 0.
Then, for eah ρ > 0 and eah analyti polynomial p, we have
ωρ(p(T )) ≤ ωρ(p(S∗n)).
In partiular, for any m we have
ω2(T
m) ≤ cos π
k(m,n) + 2
, k(m,n) := [
n− 1
m
].
Proof. Let r < 1 be a positive number. Let H be H2 in Theorem 2.2. Then
Theorem 2.2, (ii), applied with rT instead of T , q(z) = zn and ω = ωρ, gives
ωρ(p(rT )) ≤ ωρ(p(S∗n)).
Make now r tends to 1.
For the proof of the last part note that a majorant of the left-hand side
will be ω2(S
∗m
n ). But S
∗m
n is unitarily equivalent to an orthogonal sum of
shifts of smaller dimension, the largest dimension being k(m,n) + 1. There-
fore ω2(S
∗m
n ) = ω2(S
∗
k(m,n)+1) is equal to cos
π
k(m,n)+2 . The same omputation
follows from [GR, page 120℄.
4.2 Remark. The inequality ω2(T
m) ≤ cos(π/(k(m,n) + 2)) an be dedued
from the inequality (0.3) of Haagerup and de la Harpe. Indeed, k = k(m,n) =
[n−1m ] implies that mk+m > n−1 and thus (Tm)k+1 = 0. Apply the Haagerup-
de la Harpe inequality for Tm.
18
In the general ase, if p(z) = a0 + a1z + · · · + an−1zn−1 is a polynomial of
degree less or equal than n − 1, then p(S∗n) is the following triangular Toeplitz
matrix
p(S∗n) =


a0 a1 a2 · · · an−1
a0 a1 · · · an−2
a0 · · · an−3
.
.
.
.
.
.
a0

 .
Reall that we have the following reiproity law of Ando and Nishio:
ωρ(T ) = (
2
ρ
− 1)ω2−ρ(T ).
This shows that omputations of ωρ for 0 < ρ < 1 follows from omputations
for 1 < ρ < 2. Using interpolation properties of ωρ (see [FH, p.296℄), the law of
Ando and Nishio, Corollary 4.1 and a result from [E, Lemma 5℄ onerning the
numerial range of Toeplitz matries we get the next result.
4.3 Corollary. Let n ≥ 2. Let T ∈ B(H) be a ontration suh that T n = 0.
Let p(z) = a0+a1z+ · · ·+an−1zn−1 be an analyti polynomial of degree at most
n− 1. Let θ ∈ R. We have
ωρ(p(T )) ≤
(
2
ρ
− 1
)
‖p‖ρ∞
[
inf
θ∈R
sup{|p(ζ)| : ζ ∈ C, ζ2n−1 = eiθ}
]1−ρ
if ρ ∈]0, 1], and
ωρ(p(T )) ≤ ‖p‖2−ρ∞
[
inf
θ∈R
sup{|p(ζ)| : ζ ∈ C, ζ2n−1 = eiθ}
]ρ−1
if ρ ∈ [1, 2].
We refer to the proof of Theorem 5.4 for a better estimate of ω2(p(S
∗
n)) for
polynomials of the form p(z) = zk+eiγzl ; this yields (Theorem 6.2) an estimate
for ω2(T
k + T l).
If the polynomial q of degree d is given by
q(z) = b0 + b1z + · · ·+ bdzd,
then Ker (q(S∗)) onsists of all sequenes (yr) ∈ ℓ2 satisfying
bdyr+d + bd−1yr+d−1 + · · · b0yr = 0
for r = 0, 1, 2, . . .. This linear reurrene has a d-dimensional solution spae and
if all the zeros of q have modulus less than one then all solutions lie in ℓ2. In
this ase Ker (q(S∗)) has dimension d.
We refer to [PY℄ for the matrix of S∗ | Ker (q(S∗)) with respet to some
orthonormal basis of Ker (q(S∗)) and, for instane, to [GR℄ and the referenes
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therein for a disussion on how the numerial radius of a matrix an be esti-
mated/omputed.
Reall [A1℄ that T ∈ B(H) is alled a 2-hyperontration if
I − T ∗T ≥ 0 and I − 2T ∗T + T ∗2T 2 ≥ 0.
4.4 Corollary. Let T ∈ B(H) be a nilpotent 2-hyperontration with T n = 0,
n ≥ 2. Then
ωρ(p(T )) ≤ ωρ(p(B∗n))
for all ρ > 0 and all polynomials p. Here B∗n ∈ B(Cn) is given by the matrix
B∗n =


0
√
1
2 0 · · · 0 0
0 0
√
2
3 · · · 0 0
.
.
.
.
.
.
.
.
. · · · ... ...
0 0 0 · · · 0
√
n
n+1
0 0 0 · · · 0 0


.
Proof. Let r < 1 be a xed positive real number. Consider H = L2a(D) the
Bergman spae of all analyti funtions on D satisfying
‖f‖2 = 1
π
∫
D
|f(reit)|2 dA <∞,
where dA is the area Lebesgue measure. In this ase C(w, z) = (1 − 2wz +
w2z2)−1 and H is a D-spae satisfying axiom (AEM) with ψj(z) =
√
j + 1zj
and fm(w, z) = (m+ 1)w
mzm −mwm+1zm+1. Then Z∗ is unitarily equivalent
to the Bergman shift B∗, where B is given by Bep =
√
p+1
p+2ep+1 for a suitable
orthonormal basis (ep).
We have ‖rT ‖ ≤ 1, (rT )m → 0 strongly and also [A1℄
I − 2(rT )∗(rT ) + (rT )∗2(rT )2 ≥ 0.
It follows from [AEM, Example 2℄ that rT satises ondition (ii) of Theorem
2.1. It follows from Theorem 2.2 that
ωρ(p(rT )) ≤ ωρ(p(B∗n)),
sine B∗n is unitarily equivalent to B
∗ | Ker (B∗n). This holds for all r < 1 ; it
also holds for r = 1.
The numerial radius of B∗n an be expressed [S℄ in terms of the smallest
positive root of a polynomial involving irularly symmetri funtions. To give
a avor of what an be done, we prove here the following inequalities.
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4.5 Corollary. Suppose T ∈ B(H) satises ‖T ‖ ≤ 1, T 3 = 0 and I − 2T ∗T +
T ∗2T 2 ≥ 0. Then
ω2(T ) ≤
√
7
24
and ω2(T
2) ≤
√
1
12
and these onstants are the best possible ones.
Proof. We have to ompute ω2(B
∗
n) and ω2(B
∗2
n ) for n = 3. This an be done
using [S℄ or in the following (equivalent) way. Consider the symmetri n × n
matrix
An = B
∗
n +Bn =


0
√
1
2 0 · · · 0 0√
1
2 0
√
2
3 · · · 0 0
.
.
.
.
.
.
.
.
. · · · ... ...
0 0 0 · · · 0
√
n
n+1
0 0 0 · · ·
√
n
n+1 0


.
Let θ be a real number. If D(θ) denotes the diagonal matrix with eijθ, j =
1, . . . , n, on the main diagonal, then we have D(θ)∗(eiθBn+e
−iθB∗n)D(θ) = An.
Reall that
ω2(T ) =
1
2
sup
θ∈R
‖eiθT + e−iθT ∗‖.
Therefore
ω2(B
∗
n) =
1
2
sup
θ∈R
‖eiθBn + e−iθB∗n‖
=
1
2
sup
θ∈R
‖D(θ)∗(eiθBn + e−iθB∗n)D(θ)‖
=
1
2
‖An‖.
Sine
1
2An is hermitian, its norm oinides with its largest eigenvalue. For n = 3
it is equal to
√
7/24. In a similar way, the numerial radius of B∗23 is the spetral
radius of
1
2 (B
∗2
3 +B
2
3), that is
√
1/12.
Note that the inequality
ω2(T
2) ≤
√
1
12
= 0.2886 . . .
is an improvement of the inequality
ω2(T
2) ≤ ω2(T )2 ≤ 7
24
= 0.2916 . . . .
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Inequalities for n-tuples of operators. Theorem 2.2 an be applied also
for n-tuples of ommuting operators T = (T1, · · · , Tn) ∈ B(H)n, n ≥ 1. In
fat, anytime we dispose of a model operator, the tehniques of Setion 2 an
be used to obtain onstrained von Neumann inequalities. We give only one
example using the model of Vasilesu [V℄. It orresponds, using the notation of
Setion 2, to the domain
D = {z ∈ Cn :
∑
j
cij |zj |2 < 1, 1 ≤ i ≤ m}.
This generalizes previous models for the unit ball in Cn and for the unit polydis
(f . the referenes in [V℄).
Let m ≥ 1 be a xed integer. Let p = (p1, · · · , pm) be a family of omplex
polynomials
pj(z) = 1− cj1z1 − . . .− cjnzn ,
for j = 1, · · · ,m, z = (z1, · · · , zn) ∈ Cn suh that
• cjk ≥ 0 for all indies j and k ;
• for every k ∈ {1, · · · , n} there is j ∈ {1, · · · ,m} suh that cjk 6= 0
• pj is idential 1 for no indie j.
The ase
pj(z) = 1− zj 1 ≤ j ≤ n ,
orresponds to the unit polydis in Cn, while
p1(z) = 1− z1 − · · · − zn
orrsponds to the unit ball.
If γ = (γ1, · · · , γm) ∈ Zm+ , we set
pγ(z) = p1(z)
γ1 · · · pm(z)γm (z ∈ Cn) .
Dene
VT,j =
n∑
k=1
cjkMTk , j = 1, · · · ,m,
and VT = (VT1 , · · · , VTn). Dene
∆γT = (I − VT,1)γ1 · · · (I − VT,m)γm(IH) ,
where IH is the identity on H and I = IB(H) is the identity on B(H). Let
γ ≥ (1, . . . , 1). We say [V℄ that T ∈ B(H)n satises the positivity ondition
(p, γ) if
∆βT ≥ 0, for all β, 0 ≤ β ≤ γ.
We denote by S(p,γ) ∈ B(ℓ2(Zn+,C)) the bakwards multishift of type (p, γ) as
dened in [V℄ (in fat, S(p,γ) ⊗ IH is the model there).
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4.6 Corollary. Suppose, with notation as above, that γ ≥ (1, . . . , 1). Let T ∈
B(H)n be a n-tuple of ommuting operators satisfying the positivity ondition
(p, γ) and the onstraint q(T ) = 0 for a xed polynomial q in n variables. Then,
for any admissible radius ω and any polynomial f in n variables, we have
ω(f(T )) ≤ ω(f(S(p,γ)) | Ker q(S(p,γ)))) .
Proof. Let r ∈]0, 1[. It was proved in [V, Proposition 3.15℄ that rT is unitarily
equivalent to the restrition of S(p,γ) ⊗ IH to an invariant subspae. Using the
admissibility of ω, the fat that q(T ) = 0, and making r → 1 at the end, we
obtain the desired inequality.
A proof of the above orollary an be given using diretly Theorem 2.2 (f .
Example (5) in [AEM℄). The unonstrained von Neumann inequality in this
ase, for the operator norm, is [V, Proposition 3.15℄.
Appliations of Theorem 2.3. The following result is obtained from
Theorem 2.3 in the lassial ase H = H2.
4.7 Corollary. Let T ∈ B(H) be a Hilbert spae ontration suh that Q(T ∗, T ) =
0 for a given Q ∈ P (C) of degree d with Q(e−it, eit) 6= 0 for some t ∈ R. Then
there exists an invariant subspae E for the bakward shift S∗ on H2 suh that
ωρ(P (T
∗, T )) ≤ ωρ(P (SE , S∗E))
for all ρ ∈]0, 2] and all P ∈ P (C). Here SE ∈ B(E) is the adjoint of S∗E = S∗ |
E.
It follows from the proof of Theorem 2.3 that the spae E in the above orol-
lary is given by E = Ker S∗dQ(S, S∗). The following is a possible appliation.
4.8 Corollary. Let m ≥ n ≥ 1 be two positive integers. Let T ∈ B(H) be a
ontration and suppose that T ∗m = T n. Let ρ ∈]0, 2] and let P ∈ P (C). Then
ωρ(P (T
∗, T )) ≤ ωρ(P (Sm+n, S∗m+n));
in partiular,
ω2(T
l)) ≤ cos π
[(m+ n− 1)/l] + 2
for all l with 1 ≤ l ≤ m+ n− 1.
Proof. Set Q(w, z) = wm − zn. We have Q(e−it, eit) 6= 0 for some t ∈ R. Note
that S on H2 is unitarily equivalent to the forward shift on S on ℓ2. We have
S∗mQ(S, S∗) = I − S∗(m+n). Then E = Ker S∗mQ(S, S∗) is given by
E = {(h0, h1, . . . , hp−1, h0, h1, . . . , hp−1, h0, . . .) : hk ∈ C for 0 ≤ k ≤ p},
where p = m+ n. Thus S∗E = S
∗ | E is unitarily equivalent to S∗(∞)p . Sine ωρ
is strongly admissible for ρ ≤ 2, we obtain
ωρ(P (T
∗, T )) ≤ ωρ(P (Sm+n, S∗m+n)).
The seond inequality is obtained for P (w, z) = zl.
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Appliations of Theorem 3.3. Theorem 3.3 an be applied for instane
to bundles of the following type. Let (pn)n≥0 be a sequene of polynomials
whih is uniformly bounded on the losed unit dis. Suppose v : B(H)→ [0,∞[
is suh that v(T ) ‖T ‖ ≤ 1. Let U be a non trivial ultralter on Z+. For any
α ∈ D and any T ∈ B(H), set
Rα(T ) = lim
U
[pn(v(T )T ) + pn(v(T )T )
∗].
Denote K = KR the olletion of operators assoiated to the previous dened
bundle R. Let ωK be the assoiated operator radius. With these notations and
using Theorem 3.3, we obtain the following result.
4.9 Corollary. Assume that u is a nite Blashke produt. Suppose that T is
a C0 ontration suh that u(T ) = 0 and v(T ) = v(Su). Then, with notation as
above,
ωK(f(T )) ≤ ωK(f(S(u)))
for eah f ∈ A(D).
5 Bounds of oeients of positive rational fun-
tions
There are many lassial inequalities for oeients of (positive) trigonometri
polynomials. The next result shows the links between the numerial radius of
the extremal operator in the onstrained von Neumann inequalities and the
Taylor oeients of rational funtions positive on T.
5.1 Theorem. Let F = P/Q be a rational funtion with no prinipal part and
whih is positive on the torus. Then the Taylor oeient ck of order k satises
the following inequality
|ck| ≤ c0ω2(Rk),
where R = S∗ | Ker (Q(S∗)).
Proof. First, observe that by ontinuity we may assume that F is stritly posi-
tive on the torus. Let F = P/Q be a rational funtion without prinipal part,
that is we have d◦(P ) < d◦(Q) for the degrees. Assume that F (z) > 0 for every
z ∈ T. Denote by β1, ..., βq the zeros of Q whih are ontained in the open unit
dis D and write Q(z) = (z−β1)d1 ...(z−βq)dqQ2(z), where Q2 has no zero in D.
Consider the funtion G(z) = F (1/z) whih is analyti, exept at a nite set of
omplex numbers. Sine F is real on the torus, we haveG(eit) = F (eit) = F (eit)
for every t ∈ R. The analyti extension priniple implies that F (z) = G(z) ex-
ept for a nite set in C. Thus F (z) an be written in the following way
F (z) =
P (z)
Q1(z)Q2(z)
,
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where Q1(z) = (z − β1)d1 ...(z − βq)dq and Q2(z) = (1 − β1z)d1 ...(1 − βqz)dq .
Beause of the ondition F (z) = F (1/z), we have P (z) = z2dP (1/z) where
d = d1 + ... + dq = d
◦(Q)/2. If P (α) = 0, with α 6= 0, then neessarily
P (1/α) = 0. Therefore P an be written as
P (z) = czm0(z − α1)m1 ...(z − αp)mp(1 − α1z)m1 ...(1− αpz)mp
with a suitable onstant c. We have d = m1 + ...+mp. Finally, we get
F (eit) = c
∣∣∣∣ P1(eit)Q2(eit)
∣∣∣∣
2
with d◦(P1) < d
◦(Q2) and c > 0. Note that
P1(z)
Q1(z)
=
q∑
k=1
mk∑
i=1
ak,i
(1− αkz)i
for some ak,i ∈ C. It follows that P1(z)/Q1(z) ∈ E := H2⊖ bH2, where b is the
assoiated Blashke produt dened by
b(z) =
q∏
k=1
(
z − αk
1− αkz )
mk .
It follows from Lemma 3.4 that we have F = |f |2 with a suitable f ∈ E.
Denote by R the restrition of the bakward shift S∗ to the invariant sub-
spae Ker Q(S)∗. Then, for any integer k, we get
|ck| =
∣∣< Rkf | f >∣∣ ≤ ω2(Rk) ‖f‖22 = ω2(Rk) ‖F‖1 = ω2(Rk)c0.
This ends the proof.
Setting Q(z) = zn−1 in the previous theorem, and using previous omputa-
tions of the numerial radii, we obtain the following lassial inequality due to
E.V. Egerváry and O. Százs (1927). The bound for c1 is due to L. Fejer (1915).
5.2 Corollary (Egerváry-Százs). Let P (eit) =
∑n−1
j=−n+1 cje
ijt
be a positive
trigonometri polynomial (n ≥ 2). Then
|ck| ≤ c0 cos( π
[n−1k ] + 2
) for 1 ≤ k ≤ n− 1.
5.3 Remark. We note the amuzing onsequene that Fejer's inequality for |c1|
implies, via operator inequalities, the Egerváry-Százs inequality. Indeed, by
[HH℄, Fejer's inequality implies the Haagerup-de la Harpe inequality (0.3). By
Remark 4.2 this implies a bound for ω2(T
m), whih in turn implies, as in [HH℄,
the Egerváry-Százs inequality.
The next result gives estimates involving two oeients of a positive trigono-
metri polynomial.
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5.4 Theorem. Let P (eit) =
∑n−1
j=−n+1 cje
ijt
be a positive trigonometri poly-
nomial (n ≥ 2). Then, for every distint numbers k and l among {0; ..., n− 1},
there exists γ ∈ R suh that
|ck|+ |cl| ≤ c0ω2(Skn + eiγSln).
In partiular, we have
|ck|+ |cl| ≤ c0
(
1 + cos
π
[n−1k+l ] + 2
)1/2(
1 + cos
π
[ n−1|k−l| ] + 2
)1/2
.
Proof. We an assume that c0 = 1. Sine P is positive, we have P = |Q|2 for
some Q ∈ Cn−1[X ], the spae of all polynomials of degree less or equal to n− 1.
For any k, l, there exists γ suh that
|ck|+ |cl| =
∣∣ck + eiγcl∣∣ =
∣∣∣∣
∫ 2π
0
(eikθ + ei(lθ+γ))
∣∣Q(eilθ)∣∣2 dm(θ)∣∣∣∣ .
We dedue from the equality ‖Q‖2 = c0 = 1 that
|ck|+ |cl| ≤ ω2(Skn + eiγSln).
Denote M = ω2(S
k
n + e
iγSln). We have
M = sup
‖R‖
2
≤1
sup
α∈R
Re eiω
∫ 2π
0
(eikθ + ei(lθ+γ))
∣∣R(eilθ)∣∣2 dm(θ)
= 2 sup
‖R‖
2
≤1
sup
α∈R
∫ 2π
0
cos(
1
2
[(k + l)θ + γ + 2α]) cos(
1
2
[(k − l)θ − γ)])
×
∣∣R(eilθ)∣∣2 dm(θ)
≤ 2
(
sup
‖R‖
2
≤1
sup
α∈R
∫ 2π
0
cos2(
1
2
[(k + l)θ + γ + 2α])
∣∣R(eilθ)∣∣2 dm(θ)
)1/2
×
(
sup
‖R‖
2
≤1
∫ 2π
0
cos2(
1
2
[(k − l)θ − γ])
∣∣R(eilθ)∣∣2 dm(θ)
)1/2
.
Let R be in Cn−1[X ] with ‖R‖2 ≤ 1. Sine L(eit) = R(ei(t−
γ+2ω
k+l
)) is also
in Cn−1[X ] and of norm less or equal to one, we obtain, using the rotation
invariane of the Haar measure, that
sup
α∈R
sup
‖R‖
2
≤1
∫ 2π
0
cos2(
1
2
[(k + l)θ + γ + 2α])
∣∣R(eilθ)∣∣2 dm(θ)
= sup
‖L‖
2
≤1
∫ 2π
0
cos2((
k + l
2
)t)
∣∣L(eilt)∣∣2 dm(θ)
=
1
2
+
1
2
sup
‖L‖
2
≤1
∫ 2π
0
cos((k + l)t)
∣∣L(eilt)∣∣2 dm(θ) = 1
2
(1 + ω2(S
k+l
n )).
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In a similar way
sup
‖R‖
2
≤1
∫ 2π
0
cos2(
1
2
[(k + l)θ − γ]) ∣∣R(eilθ)∣∣2 dm(θ) = 1
2
(1 + ω2(S
k−l
n )).
Finally, we obtain
|ck|+ |cl| ≤
√
1 + ω2(S
k+l
n )
√
1 + ω2(S
k−l
n ).
Sine ω2(S
p
n) = cos(
π
[n−1
p
]+2
), we get the desired result.
5.5 Remark. (a) For l = 0 we reobtain the Egerváry-Százs inequality.
(b) When k + l > n− 1, we get from Theorem 5.4 that
|ck|+ |cl| ≤ c0
(
1 + cos
π
[ n−1|k−l| ] + 2
)1/2
.
In partiular, if n ≥ 4, we obtain
|c1|+ |cn−1| ≤ c0
√
3/2.
This estimate is better than that one obtained by applying twie the Egerváry-
Százs inequality.
() In some partiular ases, it is possible to ompute exatly the numerial
radius M = ω2(S
k
n + e
iγSln). Suppose n = 9, k = 3, l = 7. It follows from [DH℄
that M = cos(π/10) if γ = 0. The method from [DH℄ does not seem to apply
for an arbitrary γ.
6 Other type of onstraints
The onstraints until now were of algebrai type (q(T ) = 0 or Q(T ∗, T ) = 0).
We disuss briey onstraints of dierent nature.
Some positivity onditions. We disuss onstrained von Neumann in-
equalities for the numerial radius ω2 of an operator satisfying some positivity
onditions Rλ(T
∗, T ) ≥ 0 for λ ∈ T.
6.1 Proposition. Let n ≥ 2 be a positive integer and let ρk, 0 ≤ k ≤ n−1, be n
positive reals with ρ0 = 1. Let T ∈ B(H) be an operator suh that Rλ(T ∗, T ) ≥ 0
for λ ∈ T, where
Rλ(w, z) = 1 +
n−1∑
k=1
λk
ρk
wk +
n−1∑
k=1
λ
k
ρk
zk (λ ∈ T). (6.1)
Then
ω2(T
m) ≤ ρm cos π
[n−1m ] + 2
for eah m ∈ {1, 2, . . . , n− 1}.
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Proof. Let h ∈ H be a norm-one vetor and let θ ∈ R. Set
ck =


1 : if k = 0
1
ρk
〈T kh|h〉 : if k > 0
1
ρ|k|
〈h|T |k|h〉 : if k < 0
and
tn(θ) =
n−1∑
k=−n+1
cke
ikθ .
Then tn is a positive trigonometri polynomial sine
tn(θ) = 〈Rexp(it)(T ∗, T )h|h〉.
Aording to the Egerváry-Százs inequality, we have
1
ρm
|〈Tmh|h〉| = |cm| ≤ cos( π
[n−1m ] + 2
)
whih gives the desired inequality.
If ρk = 1, for eah k ≤ n− 1, then Rλ(T ∗, T ) in Equation (6.1) are the nth
setions of the operator kernel Kλ(T ).
In fat, the following more general result holds.
6.2 Theorem. Let n ≥ 2 be a positive integer and let ρk, 0 ≤ k ≤ n− 1, be n
positive reals with ρ0 = 1. Let T ∈ B(H) be an operator suh that Rλ(T ∗, T ) ≥ 0
for λ ∈ T, where Rλ(w, z) are given by (6.1). Then, for any strongly admissible
radius ν and any m ∈ {0, 2, . . . , n− 1}, we have
ν(Tm) ≤ ρmν(S∗mn ).
Moreover, if m and l are distint numbers among {0; ..., n−1} and if additionally
ρm = ρl, then
ν(Tm + T l) ≤ ρmν(S∗mn + S∗ln ).
In partiular, we have
ωρ(T
m+T l) ≤
(
2
ρ
− 1
)
2ρρm
[
1 + cos
π
[ n−1m+l ] + 2
] 1−ρ
2
[
1 + cos
π
[ n−1|m−l| ] + 2
] 1−ρ
2
if ρ ∈]0, 1], and
ωρ(T
m + T l) ≤ 22−ρρρ−1m
[
1 + cos
π
[ n−1m+l ] + 2
] ρ−1
2
[
1 + cos
π
[ n−1|m−l| ] + 2
] ρ−1
2
if ρ ∈]1, 2].
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Its proof follows from Theorem 5.4, interpolation properties of ωρ (see [FH,
p. 296℄) and the following generalization of a result of W. Arveson (obtained in
[Ar℄ for ρk = 1, k ≥ 1).
6.3 Theorem. Let T ∈ B(H) be a ontration and let n ≥ 2. Suppose T
satises Rλ(T
∗, T ) ≥ 0 for all λ ∈ T, where Rλ(w, z) are given by (6.1). Then
there is a Hilbert spae K ⊃ H and a nilpotent ontration N ∈ B(K) suh that
Nn = 0, N is unitarily equivalent to S
∗(d)
n , d nite or ∞, and T j = ρjPHN j | H
for j = 0, 1, · · · , n− 1.
Proof. The idea of the proof is that of [Ar℄ and some details will be omitted
below. Dene a linear map ϕ from span{S∗jn : 0 ≤ j ≤ n− 1} onto span{ 1ρj T j :
0 ≤ j ≤ n− 1} by ϕ(S∗jn ) = 1ρj T j and by linearity. Dene the map ψ : C(T)→
B(H) by
ψ(f) =
1
2π
∫ 2π
0
f(eiθ)Rexp(iθ)(T
∗, T ) dθ .
It is a positive linear map. Note that ψ(zj) = 1ρj T
j
for j = 0, 1, · · · , n− 1 and
ψ(zj) = 0 for j ≥ n, where z(θ) = θ. It is known that a positive linear map
on a ommutative C
∗
-algebra is ompletely positive and a ompletely positive
map whih preserves the identity is ompletely ontrative [Pa℄. The restrition
ψ0 of ψ on the dis algebra (the losed linear span in C(T) of 1, z, z
2, · · · ) is a
ompletely ontrative linear map suh that ψ0(z
j) = 1ρj T
j
for j = 0, 1, · · · , n−1
and ψ0(z
j) = 0 for j ≥ n. It vanishes on the ideal znA and thus it indues a
ompletely ontrative linear map ψ00 of the quotient A/z
nA into B(H). It
was proved in [Ar℄ that µ(S∗jn ) = z
j + znA denes a ompletely isometri linear
map of span{I, S∗n, · · · , S∗n−1n } onto A/znA. The original map ϕ = ψ00µ is
thus ompletely ontrative. Sine ϕ(I) = I, ϕ has [Pa℄ a ompletely positive
extension to C∗(S∗n) = B(Cn). Stinespring's theorem [Pa℄ furnishes then a
unital C
∗
-representation π. Then N = π(S∗n) gives, as in [Ar℄, the desired
representation.
In the ase ρk = 1 for all k, studied in [Ar℄, the onverse of Theorem 6.3 also
holds. Also, an operator T satises
I + 2 Re
n−1∑
k=1
zkT k ≥ 0, for eah z ∈ T,
if and only if [Ar℄
2Re(I − zT )∗znT n ≤ I − T ∗T, for eah z ∈ T .
In partiular this holds if T satises T n = 0 and I − T ∗T ≥ 0.
Stability of the algebrai onstraints. In what follows ε > 0 is supposed
to be a (xed) small positive number. We study what happens if the onstraint
q(T ) = 0 is replaed by ‖q(T )‖ ≤ ε.
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6.4 Proposition. Let q be a polynomial. For eah ε > 0 there exists δ > 0
suh that every ontration T ∈ B(H) with ‖q(T )‖ ≤ δ satises
ωρ(T ) ≤ ε+ ωρ(S∗|Ker q(S∗))
for every ρ ∈]0, 2].
Proof. By [He, Corollary 2.22℄, for every ε > 0 there is δ > 0 suh that, if
‖T ‖ ≤ 1 and ‖q(T )‖ ≤ δ, then there exists T ′ ∈ B(H) suh that q(T ′) = 0 and
‖T − T ′‖ ≤ ε. Note also that ωρ is a norm for ρ ≤ 2. We thus have
ωρ(T ) ≤ ωρ(T − T ′) + ωρ(T ′)
≤ ‖T − T ′‖+ ωρ(T ′)
≤ ε+ ωρ(S∗|Ker q(S∗)).
The proof is omplete.
It was proved in [He, Theorem 2.21℄ that if ‖T ‖ ≤ 1 and ‖T n‖ ≤ ε, then
there exists T ′ ∈ B(H) suh that T ′n = 0 and ‖T − T ′‖ ≤ δn(ε), where δn(ε) is
dened indutively by
δ2(ε) = (2ε)
1/2
and δk(ε) = {ε+ [δk−1((k − 1)
√
ε)]2}1/2.
This implies that if ‖T ‖ ≤ 1 and ‖T n‖ ≤ ε then
ω2(T ) ≤ cos( π
n+ 1
) + δn(ε).
Note that limε→0 δn(ε) = 0.
The following result gives a better bound for small ε; we obtain the Haagerup-
de la Harpe inequality for ε→ 0.
6.5 Theorem. Let n ≥ 2 be a positive integer. Suppose T ∈ B(H) is a on-
tration satisfying ‖T n‖ ≤ ε and∑
k>n+1
‖T k‖ < +∞.
Then
ω2(T ) ≤ cos( π
n+ 1
) + 3
[
π cos4
π
2(n+ 1)
]1/3 (
ε
n+ 1
)2/3
≤ cos( π
n+ 1
) + 3 3
√
π
(
ε
n+ 1
)2/3
.
The proof uses the following epsilonized Fejer inequality. Note that an ep-
silonized version of the Egerváry-Százs inequality an be proved along the same
lines.
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6.6 Lemma (The epsilonized Fejer inequality). Let h be a positive fun-
tion,
h(θ) =
∑
m∈Z
cme
imθ,
suh that
∑
m∈Z |cm| <∞ with c0 = 1 and |ck| ≤ ε for k ≥ n. Then
|c1| ≤ cos( π
n+ 1
) + 3
[
π cos4
π
2(n+ 1)
]1/3(
ε
n+ 1
)2/3
.
Proof. The following result has been proved in [J, Example 4(a)℄ : Let f be the
Fourier transform of a non-negative integrable funtion ϕ :
f(x) =
∫ ∞
−∞
eixtϕ(t) dt.
Let u > 0 and suppose that f(0) = 1 and |f(ku)| ≤ ε for k ≥ n. Then
|f(u)| ≤ cos( π
n+ 1
) + 3
[
π cos4
π
2(n+ 1)
]1/3(
ε
n+ 1
)2/3
.
This is a generalization of a result due to Boas and Ka [BK℄ for band-limited
funtions.
Set now ϕ(t) = h(−t), t ∈ [−π, π]. Consider f the Fourier transform of ϕ.
Then f(0) = c0 = 1, f(k) = ck and thus |f(k)| ≤ ε for k ≥ n+ 1. We an now
apply [J℄ with u = 1.
Proof of Theorem 6.5. The proof is similar to the proof of Proposition 6.1. By
replaing eventually T by rT , 0 < r < 1, it is possible to assume that the
spetrum of T is ontained in D. For eah norm-one vetor h ∈ H and θ ∈ R,
set
ck (= ck(h)) =


1 : if k = 0
〈T kh|h〉 : if k > 0
〈h|T |k|h〉 : if k < 0
and
h(θ) =
∑
k∈Z
cke
ikθ .
Then
∑
m∈Z |cm| <∞. Note also that
h(θ) = 〈Kexp(it)(T )h|h〉
and the operator kernel
Kexp(it)(T ) = (I − eitT ∗)−1(I − T ∗T )(I − e−itT )−1
is positive sine T is a ontration. We use now the epsilonized Fejer inequality.
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6.7 Corollary. Let n and m be two positive integers suh that m ≥ n ≥ 2.
Suppose T ∈ B(H) is a ontration satisfying ‖T n‖ ≤ ε and Tm = 0. Then
ω2(T ) ≤ min
[
cos(
π
m+ 1
) ; cos(
π
n+ 1
) + 3 3
√
π
(
ε
n+ 1
)2/3 ]
.
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