We present a time-dependent (TD) linear-response description of excited electronic states within the framework of embedded mean-field theory (EMFT). TD-EMFT allows for subsystems to be described at different mean-field levels of theory, enabling straightforward treatment of excited-states and transition properties. We provide benchmark demonstrations of TD-EMFT for both local and non-local excitations in organic molecules, as well as applications to chlorophyll a, solvatochromic shifts of a dye in solution, and sulfur K-edge X-ray absorption spectroscopy (XAS). It is found that mixed-basis implementations of TD-EMFT lead to substantial errors in terms of transition properties; however, as previously found for ground-state EMFT, these errors are largely eliminated with the use of Fock-matrix corrections. These results indicate that TD-EMFT is a promising method for the efficient, multi-level description of excitedstate electronic structure and dynamics in complex systems.
Introduction
Excited electronic states are central to photo-induced processes in a wide variety of chemical, biological, and materials applications. In any molecular system, the choice of electronic structure methods for calculating excited-state properties involves a necessary compromise between accuracy and computational cost. Despite its shortcomings, 1-4 time-dependent density functional theory (TDDFT) offers an appealing balance between these factors and is thus widely used; and yet the costly scaling of TDDFT (formally O(N 4 )) makes the approach unaffordable for many large-scale applications.
Various strategies have been developed to expand the applicability of excited-state methods. For example, linear-scaling implementations based on linear response take advantage of spatial locality of either the atomic 5-7 or molecular [8] [9] [10] [11] [12] [13] orbitals. An alternative strategy employs subsystem embedding to describe localized excitations, including TDDFT implementations using either fragment molecular orbitals 14 or frozen-density embedding, 15-20 as well as the QM/MM approach. [21] [22] [23] [24] While each of these methods has merits, they also have limitations. For example, methods based on localized molecular orbitals lead to complicated implementations for analytical gradients and properties, while many embedding methods place constraints on the subsystem particle numbers, spin state, and spatial extent of the excitation, or they neglect particle-number fluctuations between subsystems, or the environmental response to the excitation. Removing such constraints has motivated the recent development of embedding strategies that are formally exact in the description of subsystem interactions [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] and allow for particle-number fluctuations between subsystems via their description as open quantum systems. [35] [36] [37] Here, we introduce time-dependent embedded mean-field theory (TD-EMFT), a linear-response approach to describe excited electronic states using the EMFT framework. 37, 38 TD-EMFT provides subsystem embedding at different levels of mean-field theory, avoiding the need to specify or fix the particle number or spin state for each subsystem. It is simple to implement, and because EMFT is itself a mean-field theory, calculation of analytical nuclear gradients and response properties remains straightforward. We demonstrate TD-EMFT for a range of benchmark systems and applications, both with and without Fock-matrix corrections, 39 illustrating that TD-EMFT allows for comparable accuracy to TDDFT with the potential for vastly reduced computational cost. This work is complementary to the recent extension of EMFT in terms of the real-time TD-DFT formalism by Parkhill and coworkers. 40 
Methodology
In this section, we first review EMFT and present the linear-response formulation.
Throughout the discussion, we use restricted closed-shell orbitals for simplicity; generalization to spin-unrestricted cases is straightforward. As usual, indices i, j, k, l denote occupied orbitals; a, b, c, d unoccupied orbitals, and p, q, r, s arbitrary molecular orbitals.
Embedded Mean-Field Theory
EMFT employs a partitioning of the one-particle reduced density matrix in the representation of an atomic-orbital (AO) basis set 37 (or a block-orthogonalized AO basis 38 ):
where D AA and D BB denote the density-matrix blocks that belong to subsystems A and B, respectively. The EMFT energy functional associated with describing subsystems A and B with these two different levels of mean-field theory is given by
where E (1) and E (2) are the different mean-field theory energy functionals. The EMFT ground state energy is then obtained by minimizing E EMFT with respect to D, while enforcing the idempotency and normalization constraints for the total density matrix. This leads to the familiar self-consistent field (SCF) equation
where the EMFT Fock matrix F is the derivative of E EMFT with respect to the total density matrix; C is the molecular orbital (MO) coefficient matrix, and ε is the diagonal matrix containing the MO energies in the canonical representation.
EMFT provides a general framework for quantum embedding at the mean-field level. Examples include the embedding of relatively high-cost mean-field methods such as DFT with hybrid, double-hybrid, or range-separated exchange-correlation (xc) functionals into low-cost methods such as minimal-basis DFT with local-density approximation (LDA), and density functional tight-binding (DFTB) models.
Fock-corrected density functional theory
For ground-state EMFT applications, the use of Fock-matrix corrections 39 has been shown to eliminate errors associated with mismatches between the high-and low-level theories. 39, 41 The same strategy will be employed here in the context of electronic excited states. Fock-corrected density functional theory (FCDFT) 39 employs parameterized Fock-matrix corrections to KS-DFT with a low-cost xc functional (such as LDA) and a minimal basis (such as STO-3G 42 ), to approximate KS-DFT results obtained with more sophisticated functional (such as B3LYP) and larger basis. 39 The FCDFT energy functional is 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Lastly, L is the Fock correction matrix, which is defined as
where ǫ µ are fitted, atom-specific diagonal energy shifts; F SK µν (R IJ ) are fitted atomatom interaction functions. Minimization of the energy functional in Eq. 4 with respect to D ensures that FCDFT provides a self-consistent correction to the low-cost meanfield theory with energy E DFT [D] . Full details of the FCDFT method is given in Ref. 39 , and additional analysis of its performance for ground-state problems is given in Ref.
41.
In the current work, we employ the FCLDA implementation of FCDFT in which
in Eq. (4) corresponds to the LDA/STO-3G level. The FCDFT parameters and fitting procedure are described in the Computational Details section. The term U cor is neglected since it does not affect the MOs or vertical excitation energies.
For EMFT calculations using FCDFT in subsystem B, the ground state density is obtained by minimizing the following energy expression 39
where the Fock correction matrix L is projected from the minimal-basis for the low-level subsystem to the basis for the whole system, as described in Ref. 39. 
Time-dependent EMFT
Here, we briefly present the derivation of TD-EMFT, which closely follows that of conventional linear-response TDDFT. 43 The presented equations assume that the meanfield reference state is computed by EMFT, using AO partitioning and assuming that the mean-field theories correspond to pure DFT functionals. Generalization to other cases (such as using a hybrid DFT functional or FCDFT) and other subsystem-partitioning 5 Page 5 of 39 We consider the linear response of the electron density for the EMFT reference state, δρ, to an effective one-particle perturbation, δv of frequency ω, δρ(r, ω) = dr ′ χ s (r, r ′ , ω)δv(r ′ , ω).
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Here, δv is defined as
in which δv ext represents the external perturbation, and δv H is the first-order change in the Coulomb potential. The last three terms in Eq. 8 correspond to the first-order changes in the xc potential for the low-level functional on the entire system, the highlevel functional on subsystem A, and the low-level functional on subsystem A, respectively; although the xc kernel in each of these terms (i.e., f
(2)
xc, AA (r, r ′ , ω), and f
(2) xc, AA (r, r ′ , ω)) is generally frequency dependent, we will neglect this dependence by employing the adiabatic approximation. 4 As a result, the low-level xc kernel, f (2) xc (r, r ′ ), is obtained from the second derivative of the low-level xc functional with respect to the total density,
and f (1) xc, AA (r, r ′ ) and f
xc, AA (r, r ′ ) are the second derivatives of the high-and low-level functionals with respect to the subsystem A density, respectively:
6 The changes in the total density and subsystem A density are
where δD ia denotes a matrix element of the density response in the basis of ground-state MOs, and {ψ A i , ψ A a } are subsystem-A parts of molecular orbitals
The response function χ s (r, r ′ , ω) in Eq. (7) is the usual density-density linear-response function for the non-interacting system,
with {ǫ i , ǫ a } corresponding to the canonical ground-state MO energies.
Following the same algebraic manipulations as in conventional linear-response TDDFT, 43 we obtain the response equation for TD-EMFT in the ground-state MO basis,
Here, X and Y correspond to the virtual-occupied and occupied-virtual blocks of the density response matrix,
and δv ext is the external perturbation matrix in the MO basis. The matrices A and B 7 Page 7 of 39 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 are defined as
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where {a A , i A } are the simplified notation for {ψ A a (r), ψ A i (r)} defined in Eq. (13). (ai|bj) and (ai|f xc (r, r ′ )|bj) correspond to the two-electron repulsion integrals and the xc integrals, respectively,
Excitation energies are determined as the poles of the response function (i.e. left-handside of Eq. (15)), leading to the TD-EMFT eigenvalue equation,
with the eigenvalue ω corresponding to the excitation energy and the eigenvector (X, Y)
corresponding to the transition density.
Note that the expressions for the xc kernals in Eqs. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 cost of the TDDFT calculation on subsystem A only, while TD-EMFT includes the environmental response to the excitation. Unlike other embedding approaches such as ONIOM, TD-EMFT allows for straightforward implementation and calculation of excited-state gradients and transition properties such as the non-adiabatic couplings.
Furthermore, inherited from its parent ground-state method, TD-EMFT avoids the need to specify the number of electrons or spin state for each subsystem, allowing for the description of charge transfer and particle-number fluctuations between subsystems.
Despite these advantages, several limitations of TD-EMFT are worth noting. In particular, TD-EMFT inherits all of the normal shortcomings of linear-response TDDFT, including poor description of double-excitations due to adiabatic approximation 2 and poor description of Rydberg or long-ranged charge-transfer excitations due to incorrect long-range behavior in the xc kernels. 4 Furthermore, since the last two terms in Eq. (8) only involve integration over fluctuations in the subsystem A density, this expression for the one-particle perturbation potential confines the high-level description of the response to subsystem A; the expression in Eq. (8) is thus akin to the EX0 implementation of ground-state EMFT for hybrid functionals, 37, 38 for which the exact exchange contribution of the hybrid functional is included only within the subsystem A block of the Fock matrix. Given these approximations, it is expected that delocalized excitations will be challenging to accurately describe using TD-EMFT, such as the example of the π → π * excitation in decapentaene that is presented below.
Computational Details
Unless otherwise indicated, all results are obtained using the entos molecular simulation package. 44 Benchmark calculations address the localized n → π * excitation in decanoic acid, the localized π → π * excitations in nonylbenzene, and the delocalized π → π * excitation in decapentaene. We also include applications of TD-EMFT to the lowest Qband excitations in chlorophyll a, the study of solvatochromic shifts for para-nitroaniline (pNA) in water, and the sulfur K-edge X-ray absorption spectra (XAS) for the amino 9 Page 9 of 39 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 acid cysteine and its oxidized dimer cystine. We analyze the transition properties of these molecules including the excitation energy, the oscillator strength, and the weight of the corresponding orbital transitions, defined as
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where X ia , Y ia are the transition density matrix elements defined in Eq. (16).
All TD-EMFT calculations reported here describe DFT-in-DFT or DFT-in-FCDFT embedding, in which the high-level theory corresponds to DFT and the low-level theory corresponds to either DFT or FCDFT. The notation "PBE-in-LDA" (or "B3LYP-in-LDA") indicates that the PBE 45 (or B3LYP 46, 47 ) functional is employed for subsystem A, and LDA is used for subsystem B; likewise, "PBE-in-FCLDA" and "B3LYPin-FCLDA" indicate the use of FCLDA for subsystem B. Table 1 lists the functionals and AO basis sets describing the high-and low-level theories for TD-EMFT calculations on the systems studied in this work. The notation "same-basis" corresponds to the situation where subsystems A and B employ the same AO basis set; and the notation "mixed-basis" indicates that the subsystems employ different AO basis sets, with subsystem B using the minimal STO-3G basis set. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 For comparison, we also provide results obtained using conventional linear-response TDDFT for the full system. Additionally, we provide results in some cases using TDDFT with vacuum embedding, in which subsystem A is terminated with hydrogen link-atoms and treated at the high-level of theory. The terminal hydrogen link-atoms are positioned according to the default parametrization scheme for ONIOM in Gaussian 09. 52 All geometries are optimized at the B3LYP/6-31G* level, with the Cartesian coordinates as well as the the specification of EMFT partitioning of subsystems provided in the Supporting Information.
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Page 11 of 39 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 qualitatively inaccurate description of the excitation character in terms of the oscillator strength and orbital transition weights, due to MO-energy mismatch arising from the mixed basis set. Employment of Fock-matrix corrections greatly improves the description of both excited states, leading to excellent agreement with TDDFT at the B3LYP/6-31G* level in terms of the excitation energies, oscillator strength, and orbital transition characters. However, the success of vacuum embedding for this application indicates that it is not a challenging case for embedding methods, since complete neglect of polarization in subsystem B still leads to good agreement with TDDFT calculations performed over the full system; more challenging applications related to substantial solvent effects and delocalized excitations are explored next. 18 Page 18 of 39 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Page 19 of 39 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 oscillator strength and the weight of the π → π * transition. TD-EMFT without Fockmatrix corrections improves the accuracy in the solvatochromic shift, reducing the error to ∼ 0.06 eV with respect to TDDFT at the B3LYP/6-31G* level, but it gives qualitatively incorrect description for the transition character, with reduced oscillator strength (0.098) and the weight of the π → π * transition (48.7 %), due to MO-energy mismatch arising from the mixed basis set. Table 3 shows that TD-EMFT with Fockmatrix corrections greatly improved the description for all three transition properties, leading to much better agreement with TDDFT at the B3LYP/6-31G* level. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 functional with 71% of HF exchange, as it was shown to give smaller errors than standard hybrid functionals for core-excitations for second-row elements; 91 the 6-311++G** basis set is used to provide an adequate description of both core and unoccupied orbitals. For TD-EMFT calculations, the sulfur atoms and their nearest-neighbor atoms are treated at the BH 0.71 LYP/6-311++G** level, as indicated by the highlighted atoms in Figure 9 ; the remaining atoms are treated at the LDA/STO-3G level. Figure 10 shows the simulated spectra for the two molecules. Relativistic effects on the sulfur 1s orbital were included by applying a correction of 7.4 eV to all calculated excitation energies, and the computed spectra were convolved with a Gaussian function with full-with-at-half-maximum (FWHM) of 0.5 eV. All calculated spectra were universally shifted by 0.9 eV to higher energy to match the position of the main experimental peak of cysteine. Table 4 reports the dominant excitations to the XAS spectra in terms of the unshifted excitation energies and oscillator strengths. For comparison, we also show in Figure 10 and Table 4 the experimental spectra and main peak positions of cysteine and cystine measured in their solid phase.
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It is clear from Figure 10 that TD-EMFT gives spectra almost identical to TDDFT, reproducing both the main absorption features and the relative peak positions. Furthermore, both the TDDFT and TD-EMFT simulated spectra agree well with experiment.
The experimental spectra of both cysteine (Figure 10a ) and cystine (Figure 10b ) exhibit intense absorptions in the low-energy regime, and a very broad low-intensity band in the high-energy region. For cysteine (Figure 10a) , the low-energy regime exhibits only one intense peak, corresponding to excitations from the sulfur 1s orbital to the antibonding orbitals dominated by σ * S-H and σ * S-C character. For cystine (Figure 10b) , the low-energy region of the spectrum exhibits two intense peaks, with the fist peak corresponding to excitations from the two sulfur 1s orbitals to the anti-bonding orbital with σ * S-S character, and the second peak corresponding to excitations to the anti-bonding orbitals dominated by σ * S-C character. For these intense excitations, TD-EMFT produces excitation energies and oscillator strengths that are very similar to full TDDFT (with less than 0.05 eV errors in the excitation energy), as indicated in Table 4 . Compared
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Page 23 of 39 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 to experiment, both TDDFT and TD-EMFT predict the intense peak positions with a uniform error of ∼ 0.9 eV, which can be attributed to the self-interaction error of the BH 0.71 LYP functional. For the high-energy regimes of the spectra (excitations above 2475 eV), the agreement between TD-EMFT, TDDFT, and experiment is also reasonable, despite the strong mixing between excitations to the low-lying valence orbitals and excitations to the delocalized Rydberg orbitals, and larger embedding errors at higher energies. For completeness, we have also performed TDDFT calculations using vacuum embedding (results not shown), which produces a red-shift of more than 0.15 eV for the intense excitations, and much worse predictions for the high-energy excitations as expected due to the stronger effects from subsystem B.
ACS Paragon Plus Environment
Journal of Chemical Theory and Computation
Overall, Figure 10 shows that TD-EMFT quantitatively reproduces the sulfur Kedge XAS spectra obtained from the more expensive TDDFT calculations for cysteine and cystine, and agreement between calculated and experimental spectra suggests that TD-EMFT can be a useful alternative to TDDFT in simulating and interpreting XAS spectra for large systems.
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Page 24 of 39 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Table 4 . Computed excitation energies (in eV) and oscillator strengths (in hartree) for the intense excitations corresponding to S(1s) → σ * transitions in cysteine and cystine. The splitting in the theoretical S(1s) → σ * S-S and S(1s) → σ * S-C excitations of cystine arises from breaking of the molecular symmetry during the geometry optimizations.
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Conclusions
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