Abstract. We investigate the properties of algebraic gamma monomialsthat is, algebraic numbers which are expressible as monomials in special values of the classical gamma function. Recently Anderson has constructed a double complex SK, to compute H * (±, U), where U is the universal ordinary distribution. We use the double complex to deduce explicit formulae for algebraic gamma monomials. We provide simple proofs of some previously known results of Deligne on algebraic gamma monomials. Deligne used the theory of Hodge cycles for his results. By contrast, our proofs are constructive and relatively elementary. Given a Galois extension K/F , we define a double covering of K/F to be an extensionK/K of degree ≤ 2, such thatK/F is Galois. We demonstrate that each class a ∈ H 2 (±, U) gives rise to a double covering of Q(ζ∞)/Q, by Q(ζ∞, √ sin a)/Q(ζ∞). When a lifts a canonical basis element indexed by two odd primes, we show that this double covering can be nonabelian. However, if a represents any of the canonical basis classes indexed by an odd squarefree positive integer divisible by at least four primes, then the Galois group of Q(ζ∞, √ sin a)/Q is abelian and hence √ sin a ∈ Q(ζ∞). The √ sin a may very well be a new supply of abelian units. The relevance of these units to the unit index formula for cyclotomic fields calls for further investigations.
Introduction
In this paper we investigate the properties of algebraic gamma monomialsthat is, algebraic numbers which are expressible as monomials in special values of the classical gamma function. The classical gamma function satisfies the following well-known functional equations: These functional equations can be used to show that various products of special values of the gamma function are algebraic. For example, (3) tells us that the Proposition 1. The universal ordinary distribution U is a free abelian group.
Proposition 2. One has the following canonical isomorphisms:
(Torsion)U − = H 2 (±, U) and (Torsion)U + = H 1 (±, U).
Remark. Let c : U → U be the involution of U induced by the involution [a] → [−a] :
A → A. Then, it can be shown that the first canonical isomorphism in Proposition 2 is explicitly given by
Similar comments also apply to U + .
In the sequel we will often abuse notation and write
By this we precisely mean that a is first identified as an element of U, by taking its image modulo the subgroup generated by all elements of A of the form [a] − nb=a [b] , along with all those of the form [a] + [−a]. This image of a in U is then identified with an element of H 2 (±, U), with the help of the canonical isomorphism described above. That is, the image of a in U, modulo image(1 + c : U → U), lies in ker(1 − c : U → U). Similarly we will often abuse notation and write b = n i [b i ] ∈ H 1 (±, U). Finally, if a = m i [a i ] ∈ H 2 (±, U), we may assume, for the questions considered in this paper, that no a i is 0; precisely, if a is formed from a by removing the terms for which [a i ] = [0], then a also lies in H 2 (±, U) and Γ(a) = Γ(a ).
The double complex SK
The results in this section are due to Anderson. We describe the main features of the double complex that are used in the sequel. For more details we refer to Anderson [1] .
Let SK be the free abelian group generated by symbols of the form [a, g, j] , where a ∈ Q/Z, and g and j are integers, with g positive and squarefree. (4) We bigrade the free abelian group SK by requiring [a, g, j] to belong to the bidegree (i, j) component SK i,j of SK, where i is the number of prime factors of g.
We also let Λ be the polynomial ring over Z in independent variables X p indexed by the prime numbers p. For all positive integers n, we define X n ∈ Λ by
is the prime factorisation of n. Note that the collection {X n : n a positive integer} forms a basis for Λ as a free abelian group.
We prescribe a Λ-module structure on SK, by defining
for all positive integers n, where [a, g, j] runs through the basis (4) . It can be shown that SK i,j is Λ-stable and free as a Λ-module. We define a Λ-linear differential δ of bidegree (0, −1) by
where [a, g, j] runs through the basis (4) , and (i, j) is the bidegree of [a, g, j] .
We also define a Λ-linear differential ∂ of bidegree (−1, 0) by
where [a, g, j] runs through the basis (4) , and the sum is over all prime divisors p of g. The term (g, p) is defined as follows. If the prime factorisation of g is g = p 1 . . . p m , with p 1 < · · · < p m , then we define (g, p) = (−1) i , where p = p i for some i.
It can be shown from these definitions that δ 2 = 0 and ∂ 2 = 0. Furthermore ∂δ = −δ∂, so that (∂ + δ) 2 = 0.
We let T ot(SK) denote the total complex of SK, with the differential (∂ + δ): T ot n (SK) → T ot n−1 (SK), of total degree −1. We will also write (SK, ∂ + δ) to denote the total complex of SK with the differential described above. We now define NSK to be the subgroup of SK generated by β(a, j) [a, g, j] , where [a, g, j] runs through the basis (4) , and β(a, j) = 2 if 2a = 0 and j is even, = 1 otherwise.
It can be shown that NSK is both δ-stable and ∂-stable, and so (∂ +δ)-stable, i.e. ∂NSK + δNSK ⊆ NSK. Furthermore, it can be shown that NSK is (∂ + δ)-acyclic. With notation as described above, Anderson proves the following theorems, which we will use in the sequel.
First we let H 0 (SK, ∂) denote the edge complex derived from SK-that is, the graded abelian group whose term in degree n is the cokernel of ∂ : SK 1,n → SK 0,n , equipped with the differential induced by δ. Then H 0 (SK, ∂) is canonically isomorphic to the complex . . . In fact Anderson showed that for, all positive integers i and i such that i ≡ i mod 2, we have canonical isomorphisms H i (±, U) = H i (SK, ∂ + δ), and therefore H i (±, U) = H i (SK/NSK, ∂ + δ). Finally, the canonical F 2 -basis for H * (±, U) is constructed as follows: Remark A. Theorem 3, along with the isomorphisms from Theorems 1 and 2, makes the double complex a very useful tool. For computational purposes, these results imply that cycles in SK lift classes belonging to the torsion subgroup of U ± . This is illustrated in Section 9, where, given distinct odd primes p and q, with p < q, we lift the generator k pq = [0, pq, −2] ∈ SK 2,−2 /NSK 2,−2 to a (∂ + δ)-cycle in SK. From the bidegree (0, 0)-component of the lifted cycle, we read off the element a pq belonging to the torsion subgroup of U − .
Remark B. Given a positive integer f , let SK (f ) be the subgroup of SK generated by all symbols of the form [a, g, j] , where a ∈ g f Z/Z, j is any integer, and g is a squarefree positive integer dividing f . Also let 
Since direct limits commute with homology, by taking direct limits over the set of all odd integers we have the following canonical isomorphisms:
where SK (odd) is the subgroup of SK generated by all symbols of the form [a, g, j] , where j is any integer, g is odd, positive and squarefree, and a ∈ Q/Z, with the denominator of a odd. The symbols NSK (odd) and U (odd) are defined similarly. In the sequel we will often consider the following situation:
, and let f be the lcm of the denominators of the a i . For simplicity we will assume that f is odd. Let C be a cycle in SK such that
With this hypothesis, the above discussion shows that we may assume that C is a cycle in the subcomplex SK (odd) of the double complex SK.
Some homological results for the double complex SK
In this section, we define a vertical shift operator S, acting on the double complex SK. For all primes p, we also define a diagonal shift operator ∆ p , acting on the double complex SK. We compute the anticommutator of S with the differential (∂ + δ) of the total complex. We also demonstrate that for each prime p, (∂ + δ) commutes with ∆ p . These results form the building blocks of our structure theorems for algebraic gamma monomials.
Definition 3.
We define the vertical shift operator S : SK m,n → SK m,n+1 , by the rule
where m = number of prime factors of g.
Note that S is Λ-linear and induces the map S : T ot m+n (SK) → T ot m+n+1 (SK). 
Proof. It is enough to prove these relations for the operators in question acting on any generator [a, g, n] ∈ SK m,n , where m is the number of prime factors of g. From the definitions of δ and S we have
Similarly,
It follows that δS + Sδ = 2. Next, from the definitions of ∂ and S we have:
It follows that ∂S + S∂ = 0. The last relation is obvious. 
, where the prime factorisation of g is
In this case set
Note that ∆ p is Λ-linear and induces the map 
Proof. It is enough to prove these relations for the operators in question acting on any generator [a, g, n] ∈ SK m,n . The proof is obvious if p g.
Again
Hence from the definition of ∆ pr , we have
Comparing (7) and (9), we have
Therefore,
Simplifying the above, we get
From (11) and (12) we have δ∆ p = ∆ p δ. The last relation is obvious.
The square of an algebraic gamma monomial
Given an element a ∈ A, we first define the gamma monomial and the sine monomial corresponding to a, as follows:
and a i ∈ Q/Z). We define the corresponding gamma monomial to be
where a i is the smallest positive rational number representing the class of a i in Q/Z. Definition 6. With notation as above, the sine monomial corresponding to a is defined to be sin a = Using the above notation and the homological results of the preceding section, our goal here is to derive an expression for the square of an algebraic gamma monomial corresponding to some a ∈ H 2 (±, U). We have the following:
, and let f be the lcm of the denominators of the a i . Then
where r ∈ Q.
Proof. From the definition of Γ(a) it follows that without loss of generality we may assume that, for all i, a i ≡ 0 mod Z. We know that a forms the bidegree (0, 0) component of a cycle
Since C is a cycle, (∂ + δ)SC = 2C. Therefore 2C 0,0 = δSC 0,0 + ∂SC 1,−1 . Observe that Γ(2C 0,0 ) = Γ(a) 2 . Now from the definition of the differential ∂ and Gauss' functional equation for the classical gamma function, we have
From the definition of the differential δ and Weierstrass' functional equation for the classical gamma function, we have
It follows from these observations that
is a rational number.
6. The Koblitz-Ogus criterion for elements in H 2 (±, U)
Let A be the free abelian group generated by the symbols [a], where a ∈ Q/Z.
Definition 7. We define the internal sum of a as follows: 
Remark. For a proof of this we refer to [4] . Note that the theorem says that any a ∈ A gives rise to an algebraic gamma monomial if its internal sum is invariant under the action of (Z/f Z) × . We will refer to this criterion for internal sums as the 
In other words, a ∈ H 2 (±, U) if and only if a satisfies the Koblitz-Ogus internal sum criterion.
Proof. For a proof of the sufficiency of the Koblitz-Ogus criterion in the above statement, we refer to [4] . The necessity of the Koblitz-Ogus criterion follows easily from the double complex. We sketch this below: Since a ∈ H 2 (±, U), therefore a forms the bidegree (0, 0) component of a cycle
× , and let C t = i+j=0 C t i,j be the cycle obtained from C by internally multiplying by t. Thus
From the definition of ∂, we have
Internal sum of ∂C 1,−1 = Internal sum of ∂C
From the definition of δ, we have
Since δC 0,0 = −∂C 1,−1 and δC
Remark. The following observation about internal multiplication of cycles will be used often in the sequel. Let C and C t be cycles in SK, as in the proof of Theorem 8 above. From Theorems 1 and 2, it follows that internal multiplication acts trivially on cohomology. Therefore C − C t is a boundary in SK. Hence there exists a chain
7. Kummer property of the extension
We first prove the following proposition, which is a consequence of the KoblitzOgus criterion. The proposition itself will prove to be extremely useful for our future results. Here we make use of it in proving that Q(ζ f , Γ(a)) is a Kummer extension of Q(ζ f ).
Notation. In the following i will be used both as a subscript and as a complex number, and which it is will be clear from the context.
, and let f be the lcm of the denominators of the a i . Assume that a i ≡ 0 mod Z. Then
Therefore if 2 f , then
Proof. Internally multiplying by −1 and using the Koblitz-Ogus criterion, we have
As a consequence of the above we have the following: 
Proof. We have δC 0,0 + ∂C 1,−1 = 0. Taking internal sums of both sides, we get
By Proposition 3 the first two terms cancel, and since pi−1 2 ≡ 1 mod 2 and
We are now ready to prove the following theorem of Deligne [3] :
, let f be the lcm of the denominators of the a i , and let f be odd.
Proof. Recall that by definition
Therefore without loss of generality we may assume that, for all i, a i ≡ 0 mod Z. We use the same notation as in Proposition 4 above. As in the proof of Theorem 6, we have
Since the denominators of b i and b j divide f , and since 2 f , it follows that
where r is a rational number. Now m i is even, by Proposition 3. Hence sin a ∈
Remark. The Kummer property of the extension Q(ζ f , Γ(a))/Q(ζ f ) was proved by Deligne in [3] , using the theory of absolute Hodge cycles. Our proof, using the double complex, is constructive and relatively elementary.
Canonical lifting
In this section we prescribe an algorithm for computing a ∈ H 2 (±, U), given any of the canonical basis classes of H 2 (±, U), indexed by a squarefree odd positive integer divisible by an even number of primes. The same algorithm also computes elements of H 1 (±, U), given any of the canonical basis classes of H 1 (±, U), indexed by a squarefree odd positive integer divisible by an odd number of primes. Since our method provides a uniquely determined cycle in the double complex SK, lifting a given basis class, we call this the canonical lifting of the basis class. We often call the cycle thus obtained a canonically lifted cycle. The method is as follows:
where g is a squarefree positive integer divisible by n odd primes, where n is even. We want to construct a cycle C in SK such that
We compute C by a diagram chase through the double complex SK.
Observe that there are two possibilites: (1) b < 1/2 and 1 − b > 1/2, or (2) b > 1/2 and 1 − b < 1/2. Since δC n−1,−n+1 = −∂C n,−n , we therefore prescribe that C n−1,−n+1 be obtained by retaining all terms in ∂C n,−n with corresponding entries strictly less than 1/2. In other words, suppose
where h is of the form g/p, for some prime factor p of g. Then for C n−1,−n+1 we prescribe the lifting
where the summation is over all j for which c j < 1/2. To compute C we now proceed inductively. Having constructed a lifting for C k,−k , we write
where w is a squarefree positive integer having k − 1 prime factors (which are also prime factors of g). Then for C k−1,−k+1 we prescribe the lifting
where the summation is over all j for which d j < 1/2. By construction, we thus obtain a unique cycle C with each entry strictly less than 1/2. Note also that, by construction, the denominator of each entry divides g.
Remark.
Note that the same construction applies to the lifting of basis classes of H 1 (±, U), i.e., when n (the number of prime divisors of g) is odd. Since these constructions will be extremely useful in the sequel, we summarise our results in the following proposition: 
We call C the canonically lifted cycle, lifting the basis class [0, g, −n].
In the following section we will use canonical lifting to derive explicit formulae for the squares of algebraic gamma monomials. First we prove a general result for canonically lifted cycles. Proof. Since a i < 1/2, therefore 2a i = 2 a i . Hence, by the Koblitz-Ogus criterion,
The following results about cycles in SK will often prove to be useful in later results.
Definition 9. Let C = i+j=0 C i,j be a cycle in SK. Given a squarefree positive integer g divisible by k primes, we write C k,−k as
where the g j are squarefree positive integers divisible by k primes, such that g = g j for all j. With this notation, we define the g-component of C k,−k to be
Remark. We use braces around g to differentiate this case from our earlier notation C t k,−k , which denotes internal multiplication by t. Note that we can express C k,−k as a sum of its g-components as
In particular, in this case if we write
Proof. The proof is an easy consequence of Theorem 5. By definition
where the g j are squarefree positive integers, divisible by k primes, such that for all j, g = g j . Let the prime factorisation of
where η = ±1, and is determined by the product of the signs which appear from each application of
The last statement of the proposition is obvious.
Along the same lines, we also have
Proof. The proof is exactly similar to the proof of Proposition 7 above.
9. Using canonical lifting to determine Γ(a)
2
In this section we use canonical lifting to compute Γ(a) 2 , where a ∈ H 2 (±, U). We consider two separate cases as follows:
First case. We first consider the case when a is obtained by canonically lifting any of the basis classes of H 2 (±, U), indexed by a squarefree positive integer which is the product of exactly two odd primes, say p and q, where p < q. We use canonical lifting to construct the canonically lifted cycle C, lifting the basis class
, and p < q are odd primes. As explained in the last section, we compute C by a diagram chase through the double complex SK. We have
Since δC 1,−1 = −∂C 2,−2 , we choose
We therefore choose
From the expression for C 0,0 , we read off
Then, by the theory of the double complex, a pq represents a non-trivial element in the torsion subgroup of U − , and corresponds by construction to k pq . A straight forward computation gives
Since Γ(a) 2 = Γ(∂SC 1,−1 ) sin a (as in Theorem 6), we have in this case 
Then a 15 represents a non-trivial element in the torsion subgroup of U − , and corresponds by construction to k 15 . We also have
Note that each entry in a 15 is strictly less than 1/2, and that the internal sum of a is 1/3 − 4/15 − 1/5 + 2/15 = 0, as stated in Proposition 6. Proof. We express C 2,−2 as a sum of pq-components, where p and q are odd prime divisors of g with p < q. Using Definition 9, we write
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We have
Recall that for canonical lifting we retain terms strictly less than 1/2, to find the contribution to C 1,−1 . We let C 1,−1 (pq) denote this contribution to C 1,−1 , arising from C {pq} 2,−2 . Thus
Then from the above we have
Summing over ν and µ in the above expression, we get
since, all the exponents are 0, by equations (21) Remark. Canonical lifting is also useful in other computations involving the double complex. For example, in later sections we will often encounter the following problem: Given a boundary C in SK, construct a chain B such that (∂ + δ)B = C. In this situation, canonical lifting provides a natural method for lifting C to a unique chain B. Details are as follows: 
The ratio sin a/ sin a
Let f be the lcm of the denominators of the a i . We assume that f is odd for simplicity. From Proposition 3, we know that m i is even. Since each sin π a i = (ζ
, since f is odd. Now, let a be as above and let t ∈ (Z/f Z) × .
Recall that, by definition,
Our goal is to compute the ratio of the sine monomials corresponding to a and a t . For this we need the following propositions. Note that the remark following Theorem 8 shows that C − C t is a boundary in SK.
Proof. It is enough to show this for any
This proves the proposition.
The following is a direct consequence of the above: 
Proof. Observe that ∂S(C − C t ) = ∂S(∂ + δ)B = ∂SδB, since ∂S = −S∂ and
2 , by Proposition 10. This proves the proposition.
We are now ready for the following theorem:
U). Let f be the lcm of the denominators of the a i , and let t ∈ (Z/f Z)
× . We assume that f is odd for simplicity. Then there
Proof. We know that a forms the bidegree (0, 0) component of a cycle Let σ t ∈ Gal(Q(ζ 2f )). Here, as always, ζ 2f stands for the primitive 2f -th root of unity, and σ t : ζ 2f → ζ t 2f . Note that t is an odd integer, relatively prime to f . We want to find the relationship between sin a t and σ t sin a. First note that sin a t is a positive real number, since each ta i lies between 0 and 1. However, for a ∈ A with sin a ∈ Q(ζ f ), it is quite possible that σ t sin a = − sin a t . For example, if a = [1/3] + [1/5] , then σ 7 sin a = 2 sin(7π/3)2(sin 7π/5) = − sin a 7 . However, if a ∈ A is an element of H 2 (±, U) then we have the following: 
The ratio (Γ(a)/Γ(a
Here we want to prove the important fact that the ratio (Γ(a)/Γ(a t )) f always belongs to Q(ζ f ). In fact, we have the following:
Let f be the lcm of the a i and let f be odd. Let t be an odd integer relatively prime to f , and let σ t : 
, where p i ≡ 3 mod 4, p j ≡ 1 mod 4 and i , j = ±1. We have a − a t = δB 0,1 + ∂B 1,0 . From the Koblitz-Ogus criterion we know that the internal sum of the left hand side of the above equation is 0. On the right hand side, the internal sum of δB 0,1 is n i . Also, the internal sum of ∂B 1,0 is
Equating internal sums of both sides, we obtain
Since (p i − 1)/2 ≡ 1 mod 2 and (p j − 1)/2 ≡ 0 mod 2, we have
where q is a rational number. Note that each p j 1/2 ∈ Q(ζ f ), since p j ≡ 1 mod 4. 15 ∈ Q(ζ 15 ).
Criterion for an element of A to be in H 2 (±, U)
For an element of A to be in H 1 (±, U), the Koblitz-Ogus criterion requires internal sums to be invariant under the action of (Z/f Z) × . Here we prove a similar, necessary criterion for an element of A to be in H 1 (±, U). This criterion will prove to be useful for our results on double coverings in the following section. Our criterion requires that the corresponding sine monomial be invariant under the action of (Z/f Z) × . First we prove a general result about elements in H 1 (±, U).
Proof. This holds since there exists a cycle We want to prove the following necessary criterion for an element of A to be in H 1 (±, U): 
Writing
where w = √ q, is a constant. Second Case: Now assume that b lifts canonical basis classes indexed by odd squarefree positive integers divisible by at least three primes. By hypothesis, C 1,0 consists of terms of the form [a, p, 0], where a ≡ 0 mod Z. We express C 1,0 as a sum of its p-components as
(This is obvious from the Koblitz-Ogus criterion, since n i ta i = n i a i .) Also note that ta i ≡ 0 mod Z. Hence (as above) we have Γ(−∂C t 1,0 ) = 1. Using ΓδC 0,1 = −Γ∂C 1,0 and ΓδC
Some consequences of Theorem 14
In this section we derive some important properties of elements of A which belong to H 1 (±, U). These are direct consequences of the criterion described in Theorem 14. The results described here, will be extremely useful for our discussion of double coverings in the following section. First we have the following: The following proposition, is a direct consequence of the criterion for elements in H 1 (±, U), given by Theorem 14. Therefore
The proposition follows, since t is odd.
Propositions 13 and 14 provides useful information about the ratio
when a represents any of the canonical basis classes of H 2 (±, U), indexed by odd squarefree positive integers divisible by at least four primes. Recall that, without any assumption on the basis classes, Theorem 6 states that this ratio is the square root of a rational number. We are now ready to prove the following generalisation of Theorem 6 and Theorem 10:
, and let f be the lcm of the denominators of the a i and let f be odd. Then the following are true:
(This is true even without the assumption that f is odd.) (B) Let a represent any of the basis classes of H 2 (±, U), indexed by odd squarefree positive integers divisible by at least four primes. Let C be a cycle in SK such that 
Proof. (A) This is a restatement of Theorem 6. (B) We express C 1,−1 as a sum of its p-components,
] represents canonical basis classes of H 1 (±, U), indexed by odd squarefree positive integers divisible by at least three odd primes. Also the hypothesis, of Proposition 13 is satisfied, since C 2,−2 does not contain terms of the form [0, pq, −2]. Hence, from Proposition 13, i n i ≡ 0 mod 2. Now
Since i n i is even, therefore e(p) is an integer. The result follows from the fact that Γ(a)
We use the same notation as in the proof of (B), and assume that C is a canonically lifted cycle. We then have
Furthermore,
Since C is assumed to be a canonically lifted cycle, by Theorem 10 we have
On the other hand, from Proposition 8,
. Also, since C is a canonically lifted cycle, C 2,−2 does not contain elements of the form [0, pq, −2] . Hence the hypothesis of Proposition 15 holds. Therefore
where w ∈ Q. This proves (C).
Double coverings
Definition 10. Given a Galois extension K/F , we define a double covering of K/F to be an extensionK/K of degree ≤ 2 such thatK/F is Galois.
, let f be the lcm of the denominators of the a i , and let f be odd. Then, by Theorems 11 and 12, for all σ ∈ Gal(Q/Q) we have
is a Galois extension of Q, and so, by Definition 10, each a ∈ H 2 (±, U) gives rise to a double covering of Q(ζ 4f )/Q by Q(ζ 4f , √ sin a). We want to prove the following theorem, due to Deligne:
, let f be the lcm of the denominators of the a i , and let f be odd. Then, for all σ ∈ Gal(Q/Q),
Thus a gives rise to a double covering of
Remark. Theorem 16 was proved by Deligne in [3] , using the theory of absolute Hodge cycles. The double complex provides a more constructive and relatively elementary proof.
, let f be the lcm of the denominators of the a i , and let f be odd. Let C be a cycle in
. To simplify notation we write
Therefore to complete the proof of Theorem 17, we need to show that
We consider two possible cases:
since up to sign (Γ(a)/σΓ(a)) is the product of a primitive f -th root of unity and sin b.
since, up to sign, (Γ(a)/σΓ(a)) is the product of a primitive f -th root of unity and i sin b. This proves the theorem.
We need one further reduction for the proof of Theorem 16: 
Proof. There exists a canonically lifted chain B in SK such that (∂ + δ)B = C − C . As before, it follows that (Γ(a)/Γ(a )) f = √ r(sin b) f , where r is a rational number, and b is identified with B 0,
ni . Since B is a canonically lifted chain, therefore b i ≡ 0 mod Z, and the lcm of the denominators of the b i divide f . We have
Finally, we need the following proposition to complete our proof of Theorem 16. Notice that this proposition is a direct consequence of Gauss' lemma from quadratic reciprocity.
Proof of Theorem 16, Second Case. We now turn to the case when a represents any of the canonical basis classes indexed by four or more distinct odd primes. Here, our proof is an easy consequence of Theorem 15.
By Proposition 16, without loss of generality, we may assume that C is a canonically lifted cycle. From Theorem 10, v = 1, and Γ(a) 2 = sin a. From Theorem 15 we conclude that (v/v t ) f/2 = (1/v t ) f/2 ∈ Q. Also since v = 1, therefore v f /σv f = 1. This shows that the equivalent criterion of Theorem 17 holds, and hence proves Theorem 16 in this case (when a lifts canonical basis classes indexed by at least four distinct odd primes).
, let f be the lcm of the denominators of the a i , and let f be odd. At the beginning of this section, we observed that each a ∈ H 2 (±, U) gives rise to a double covering of Q(ζ 4f )/Q by Q(ζ 4f , √ sin a). Using Theorem 16, we can now prove the following stronger result: 
Thus, in this case
Thus, in this case a gives rise to a double covering of
Proof. As earlier, we may assume that a i ≡ 0 mod Z.
(A) This is a consequence of Theorems 11 and 12, as observed earlier. We provide another proof, using Theorem 16. From Theorem 15, in this case we have
where ω is a primitive 2f -th root of unity, and r ∈ Q. By Theorem 16, 
where ω is a primitive 2f -th root of unity. The proof of (B) now follows from Theorem 16.
The Galois group of the extension
Here we want to examine the Galois group of the extension Q(ζ f , Γ(a) f )/Q. Our results, once again, depend on the basis classes of H 2 (±, U), represented by the element a ∈ H 2 (±, U). When a represents a basis class of H 2 (±, U), indexed by two odd primes, we will demonstrate by an example that the Galois group in question can be non-abelian. However, if a represents any of the canonical basis classes of H 2 (±, U), indexed by an odd squarefree positive integer divisible by at least four primes, then this Galois group is abelian. Our proof requires the following result of Deligne [3] :
, and assume that m i a i is an integer. DefineΓ
Let σ, τ ∈ Gal(Q/Q), and let σ t be the restriction of σ to
Proof. For a proof, we refer to [3] , Theorem 7.18(b), page 95. This proves the theorem. Proof. The first part follows from the remark above. The last assertion is a consequence of the Kronecker-Weber theorem.
Example of a non-abelian Galois extension. From Theorem 18, we know that if a represents any of the basis classes of H 2 (±, U), indexed by odd squarefree positive integers divisible by exactly two primes, then Q(ζ 4f , √ sin a) is a Galois extension of Q. We want to show by an example that in this case the Galois group of the extension Q(ζ 4f , √ sin a)/Q is in general non-abelian. We turn once again to our example of the canonically lifted cycle For our example we substitute k = Q, K = Q(ζ 60 ), and u = sin a. Recall that, by Theorems 11, and 12, for all σ t ∈ Gal(Q(ζ 60 )/Q), u σ t u = sin a sin a t = (sin b) 2 , where sin b ∈ Q(ζ 60 Computing the Galois groups of Q(ζ f , √ sin a/Q). In Section 16 we outlined a procedure for computing the Galois group of the extension Q(ζ f , √ sin a) over Q. We hope to be able to provide a complete description of the Galois groups in question.
The case when 2 | f . Here, for simplicity, we restrict ourselves to a = m i a i ∈ H 2 (±, U) for which f is odd, where f is the lcm of the denominators of the a i .We believe that most of our results can be generalised to the case when 2 | f . This can be achieved by fine tuning our methods and making appropriate use of the duplication formula for gamma functions. For example, by using a method analogous to canonical lifting, we can lift the basis class sin(π/4) 2 sin(π/3) sin(5π/12) .
Sufficient criterion for H 1 . It should be possible to show that our (necessary) criterion for an element of A to be in H 1 (±, U) is also sufficient. The proof should be quite similar to the proof of the Koblitz-Ogus criterion [4] , which uses values of the L-function at s = 0. Here too, we need to treat the case when 2 | f separately.
Elliptic and modular generalisations. Elliptic and modular generalisations of our methods need to be investigated. Of particular interest is to determine if an analogous theory of double coverings provides a method for generating elliptic and modular units.
