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談話処理とは自然言語処理における問題領域のひとつであり、入力された文章に対し、その中
で展開される談話の文脈を捉え、文章中には明示的に述べられていない潜在情報を復元する処理
を指す白談話処理の実現には、事象聞の因果関係などの世界知識の大規模なデータベースが必要
であるが、これについては近年大規模言語データからの自動知識獲得などの研究が進み、広く利
用可能な資源が整備されつつある。
しかしながら、こうした大規模な知識ベースを効果的に談話処理に利用する枠組みについては
ほとんど研究が進んでいないのが現状である。この問題に対し、本論文では、論理推論の一種で
あるアブダクションに注目し、大規模知識ベースを用いた談話処理をアブダクション(観測に対
する最良の説明を求める論理推論)にもとづいて実現する方法を論じている。
本論文の貢献は、大きく 3 つある。第 1 に、一階述語論理上でのアブダクションを劇的に高速
化する方法を提案したこと、第 2 に、アブダクションの評価関数を訓練事例から学習する方法を
提案したこと、そして第 3 に、アブダクションによる推論ベースの談話処理を、従来の素性ベー
スの機械学習による談話処理と融合させながら実現する方法を示したことである。本論文は、こ
れら一連の成果をまとめたもので、全編 7 章からなる。
第 2 章推論にもとづく談話処理
本章では、先行研究において、推論にもとづく談話処理がどのように定式化されてきたかをレ
ビューしている。特に、推論にもとづく談話処理の定式化の枠組みの代表として、一階述語論理
のアブダクションにもとづく談話処理の定式化である、 Interpretation as Abduction [Hobbs et 
al., 1993] の枠組みについて詳しく述べている。
Hobbs et al. [1993] は、言語理解の過程を文章に対する最良の説明を求める過程として定式化
し、一階述語論理にもとづくアブダクションにより種々の言語処理タスクを統一的にモデ、ル化で、
きることを示した。この定式化では、解析対象の文章を表現した論理式をアブダクションの観測、
世界知識を表す論理式の集合を背景知識にそれぞれ対応させ、文章の解釈の過程を「観測に対す
る最良の説明を求める」操作に対応させることで、談話処理を定式化している。
アブダクションを談話処理の枠組みとして用いる利点は、世界知識を宣言的に記述することで、
談話処理に必要となるさまざまな推論の組み合わせを、説明生成という一つの枠組みで統一的に
実現できるところにある口
第 3 章整数線形計画法にもとづくアブダクションの推論の高速化
第 3 章では、一階述語論理にもとづくアブダクションの高速化手法を提案している。アブダク
ションにおける最良の説明の探索は、候補仮説の要素となりうるリテラル(潜在要素仮説)の集合
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から、説明の評価関数が最大になるような潜在要素仮説の組み合わせを発見する問題とみなすこ
とができる。この組み合わせ最適化問題の単純な解法の計算量は、潜在要素仮説の集合の数に対
して指数オーダで増加するため、大規模なデータを処理するためには探索アルゴリズムの工夫が
必要である。
先行研究では、主に命題論理上での推論の高速化法が提案されてきたが、一階述語論理上での
アブダクションに対する高速化手法は、ほとんど研究が進んでいなかった。推論にもとづく談話
処理の実現には、一階述語論理上での推論が大変重要な役割を果たすため、推論効率のボトルネ
ックを大幅に解消することは、推論にもとづく談話処理を実在の問題に対して大規模に適用する
場合には、大変重要な課題といえる。
そこで本章では、これまで多くの先行研究が一階述語論理上での推論を命題論理上にマップし
て推論を行なっていたのに対し、 Lifted Inference と呼ばれるテクニックを用いて、一階述語論
理にもとづくアブダクションを命題論理上にマップせずに、一階述語論理上での推論を直接実現
する方法を示している。また、一階述語論理上での推論を整数線形問題に落とし込むことにより、
Operations Research で開発された効率的な解探索の技術を用いて、劇的な高速化が実現できる
ことを実験により示している。
第 4 章ラージマ}ジンオンライン学習にもとづくアブダクションの学習
第 4 章では、アブダクションの教師あり学習の手法を提案している。先行研究では、推論効率
のボトルネックがあったため、実在の問題の上でアブダクションの学習手法を検討する段階には
至らず、説明の評価関数を人手で設計していた。しかし、アブダクションを実在の問題に対して
適用するためには、適用対象の問題に対して最適な説明を出力するような学習機構の存在が重要
となる。例えば、「意図認識」の問題にアプダクションを適用する場合には、意図に関する情報を
含む説明が優先的に出力されるよう、推論を行うことが必要である。
そこで本章では、第 3 章の推論の高速化手法によりアブダクションの学習が現実的になったこ
とを踏まえて、マージン最大化原理にもとづく並列オンライン学習を用い、開世界仮説のもとで
アブダクションの教師あり学習を実現する枠組みを提案している。
アブダクションの識別学習は、訓練データとして観測と最良の仮説のベアが与えられたとき、
与えられた観測に対して、正しい説明とそれ以外の誤った説明を弁別できるような評価関数を学
習することが目的である D 本章では、アブダクションを構造予測問題の一種と考え、 Passive
Aggressive アルゴリズム [Crammer 06] を適用することで、学習を実現する。
第 5 章素性ベースアプローチによる照応解析
第 3 章と第 4 章で提案した手法を踏まえて、第 5 章と第 6 章では、談話処理の一種である「照
応解析J によるケーススタディを通して、従来の素性ベースの談話処理の手法と推論ベースの談
話処理の手法に対する考察を行なっている。まず、第 5 章では、従来の素性ベースの手法により
照応解析モデ、ルを構築し、実際の解析結果から素性ベースの問題点を論じている。
照応解析とは、談話処理の問題の一種であり、文章中の言語表現の指示対象を同定するタスク
である Gt-banana など)。照応解析には、言語表現が直接指示する対象を同定する「直接照応
解析」と、間接的な指示対象 (car-the engine など)を同定する「間接照応解析j の 2 種類が主
に存在するが、本要旨では直接照応解析に関して述べる。照応解析の先行研究では、より多くの
言語表現の聞の意味的整合性 (banana-deicious などのモノ-属性の整合性など)を捉えるため
に、さまざまな世界知識が用いられてきた。これらの情報は、 2 つの表現が照応関係にあるかを
決める分類器の特徴ベクトルの一要素として、顕現性や統語的な特徴などの手がかりとともにエ
ンコードされてきた (2 つの表現が同義語辞書にあるかの 2 値素性など)。
本章では、実際にこれらの情報を用いて照応解析を行うモデルを構築し、実際の解析結果に対
してエラー分析を行なった。その結果、これらの手法では、照応詞に対して意味的整合性のある
先行詞が複数存在する場合の解析が難しいことがわかった口たとえば、 "The scientists gave the 
chimps some bananas because they were hungη" とし、う文には、 they と整合性のある表現が
2 つ存在するため (scientists ， the chimps)、従来の手法ではシステマチックに先行詞を決められ
ない。この状況で、 they が the chimps と共参照関係であることを正しく解析するためには、表
現聞の意味的整合性などの従来の手がかりでは不十分だと考えられる口本章の分析では、解析ミ
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スのうちの約 6 割が、この種の問題であることが確認された。
第 6 章推論ベースアプローチによる照応解析
第 5 章を受けて、第 6 章では、アブダクションにもとづく論理推論により素性ベースの手法の
問題点を解消できることを示し、素性ベースの手法に対して推論ベースの手法を融合し、談話処
理を実現する枠組みを提案している。
より具体的には、複数の世界知識を組み合わせて用いることにより、文章に書かれていない新
しい情報(潜在情報)を推論し、それを解析の手がかりとする新しい学習ベースの共参照解析モデ
ルを提案している。特に本章では、解析対象の文章に存在するイベントや名詞から、その背後で
起きていたと考えられる事象、もしくは起きると予測される事象を推論により明らかにし、その
事象聞の共参照関係を捉えることで、従来の意味的整合性を手がかりとするモデルで、は解くこと
が難しい問題を解くモデ、ルを提案している。
例えば上述の例に対しては、因果関係などの世界知識を用いて“thechimps eat the bananas", 
“ they eat something" といった情報を推論により明らかにし、 2 つの eat イベントの共参照関係
を考えることで、 they と the chimps が参照関係、にあることを同定する。
また、推論を取り入れたことの効果を、大規模な知識ベースと実在の問題上で実験的に検証し、
考察を深めている。自動獲得された知識の質の問題や、語義の唆昧性などの他の言語処理の種々
の問題など、さまざまな複合的要因により、期待されるほど大きな効果を得られてはいないが、
実規模のデータ上で推論ベースの手法を検証することはこれまでにない新しい試みであり、その
検証の基盤を作ったことは大きな貢献である。
第 7 章結論と今後の課題
本論文は、談話処理で知識ベースを有効活用する枠組みとして、アブダクションにもとづく論
理推論を従来の素性ベースの手法と融合させながら実現する手法を提案し、その効果を実験的に
検証・考察したものである。本論文で提案される、推論ベースと素性ベースの融合による新しい
談話処理の枠組みは、談話処理の枠組みとして潜在的な可能性を秘めており、今後の新しい研究
領域を切り開いたといえる。
今後の課題としては、整数線形計画問題にもとづく高速化法のさらなる改善が挙げられる。第
3 章においては劇的な高速化を達成したとしづ実験結果が得られたが、第 6 章における大規模な
データセットにおける評価により、さらなる高速化が必要であることがわかった口現在検討中の
高速化の基本方針としては、潜在仮説集合の生成と整数線形計画ソルパーによる最適化を完全に
別のステップとして行うのではなく、「最良の説明j の探索に寄与しそうなリテラルの集合の探索
と、整数線形計画ソルバーによる最適化を交互に行うことで最適化を達成することを計画してい
る D また、本論文では、アブダクションにより得られた説明の質を、外生的に (extrinsically) 評
価しているが、これらを直接的に評価することを検討している。現在、生成された説明の良さを
直接評価できる大規模なデータセットは存在しないため、まずは人手による手動評価をスタート
地点として、評価のための基準づくり、評価コーパスの構築についても検討していく予定である。
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論文審査結果の要旨
談話処理とは自然言語処理における問題領域のひとつで、あり、入力された文章に対し、その中
で展開される談話の文脈を捉え、文章中には明示的に述べられていない潜在情報を復元する処理
を指す。談話処理の実現には、事象聞の因果関係などの世界知識の大規模なデータベースが必要
であるが、これについては近年広く利用可能な大規模資源が整備されつつある。しかし、こうし
た大規模な知識ベースを効果的に談話処理に利用する枠組みについてはほとんど研究が進んでい
ない。この問題に対し、本論文では、論理推論の一種であるアブダクションに注目し、大規模知
識ベースを用いた談話処理をアブダクションにもとづいて実現する方法を論じており、全編 7 章
からなる。
第 1 章は序論である。
第 2 章では、一階述語論理にもとづくアブダクションを用いて、談話処理をどのように定式化
するかを述べ、その特徴や既存研究との関連を述べている。
第 3 章では、一階述語論理にもとづくアブダクションの推論を、(1)命題論理上にマップせず
に一階述語論理上で直接実現する方法を示し、 (2) それを整数線形問題に落とし込むことにより、
劇的に推論効率を改善する方法を提案している。先行研究では、命題論理上でのアブダクション
に対する高速化が主な焦点であったため、本手法の考案は大きな貢献といえる。
第 4 章では、アブダクションの教師あり学習の枠組みとして、マージン最大化原理にもとづく
並列オンライン学習を用い、開世界仮説のもとでアブダクションの教師あり学習を実現する枠組
みを提案している。既存研究では、アブダクションにもとづく談話処理に教師あり学習を取り入
れる議論はほとんどないため、アブダクションにもとづく談話処理に学習を適用する際の課題を
議論し、学習の枠組みを実現したことは高く評価できる。
第 5 章と第 6 章では、談話処理の一種である「照応解析J を題材として、従来の素性ベースの
談話処理の手法と推論ベースの談話処理の手法に対する考察を行なっている。まず、第 5 章では、
素性ベースの照応解析モデ、ルを構築し、実際の解析結果から素性ベースの手法の問題点を論じて
いる。これを受けて、第 6 章では、アブダクションにもとづく推論により素性ベースの手法の問
題点を解消できることを示し、素性ベースの手法に対して推論ベースの手法を融合し、談話処理
を実現する枠組みを提案し、推論を取り入れたことの効果を検証している。
第 7 章は結論である。
以上要するに本論文は、談話処理で知識ベースを有効活用する枠組みとして、アブダクション
にもとづく論理推論を従来の素性ベースの手法と融合させながら実現する手法を提案し、その効
果を実験的に検証・考察したものであり、自然言語処理の分野に新しい研究領域を切り開いたと
いえる。
よって、本論文は、博士(情報科学)の学位論文として合格と認める。
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