Let K/F be a quadratic extension of p-adic fields, σ the nontrivial element of the Galois group of K over F , and ∆ a quasi-square-integrable representation of GL(n, K). Denoting by ∆ ∨ the smooth contragredient of ∆, and by ∆ σ the representation ∆ • σ, we show that representation of GL(2n, K) obtained by normalized parabolic induction of the representation ∆ ∨ ⊗∆ σ , is distinguished with respect to GL(2n, F ). This is a step towards the classification of distinguished generic representations of general linear groups over p-adic fields.
Introduction
Let K/F be a quadratic extension of p-adic fields, σ the nontrivial element of the Galois group of K over F , and ∆ a quasi-square-integrable representation of GL(n, K). We denote by σ again the automorphism of M 2n (K) induced by σ. If χ is a character of F * , a smooth representation ρ of GL(2n, K) is said to be χ-distinguished if there is a nonzero linear form L on its space V , verifying L(ρ(h)v) = χ(det(h))L(v) for all h in GL(2n, F ) and v in V , we say distinguished if χ = 1. If ρ is irreducible, the space of such linear forms is of dimension at most 1 (Proposition 11 of [F2] ). Calling ∆ ∨ the smooth contragredient of ∆ and ∆ σ the representation ∆•σ, we denote by ∆ σ ×∆ ∨ the representation of GL(2n, K), obtained by normalized induction of the representation ∆ σ ⊗∆ ∨ of the standard parabolic subgroup of type (n, n). The aim of the present work is to show that the representation ∆ σ × ∆ ∨ is distinguished. The case n = 1 is treated in [H] for unitary ∆ σ ×∆ ∨ , using a criterion characterizing distinction in terms of gamma factors. In [F3] , Flicker defines a linear form on the space of ∆ σ × ∆ ∨ by a formal integral which would define the invariant linear form once the convergence is insured. Finally in [F-H] , for n = 1, the convergence of this linear form is obtained for
K and s of real part large enough when ∆ is unitary, the conclusion follows from an analytic continuation argument. We generalize this method here. The first section is about notations and basic concepts used in the rest of the work. In the second section, we state a theorem of Bernstein (Theorem 2.1) about rationality of solutions of polynomial systems, and use it as in [C-P] or [Ba] , in order to show, in Proposition 2.2, the holomorphy of integrals of Whittaker functions depending on several complex variables. The third section is devoted to the proof of theorem 3.1, which asserts that the representation
K is distinguished when ∆ is unitary and Re(s) is in a neighbourhood of n. In the fourth section, we extend the result in Theorem 4.2 to every complex number s. Our proof relies decisively on a theorem of Youngbin Ok (Proposition 2.3 of the present paper), which is a twisted version of a well-known theorem of Bernstein ([Ber] , Theorem A). We denote by η the nontrivial character of F * trivial on the norms of K * . According to Proposition 26 in [F1] , Proposition 12 of [F2] , Theorem 6 of [K] , and Corollary 1.6 [A-K-T], our result reduces the proof of the conjecture to show that representations of the form ∆ 1 × · · · × ∆ t with ∆ σ i+1 = ∆ ∨ i for i = 1, 3, .., 2r − 1 for some r between 1 and t/2, and non isomorphic distinguished or η-distinguished ∆ i 's for i > 2r are not distinguished whenever one of the ∆ i 's is η-distinguished for i > 2r. According to [M3] , the preceding conjecture implies the equality of the analytically defined Asai L-function and the Galois Asai L-function of a generic representation.
Notations
We denote by | | K and | | F the respective absolute values on K * , by q K and q F the respective cardinalities of their residual field, by R K the valuation ring of K, and by P K the maximal ideal of R K . The restriction of | | K to F is equal to | | 2 F . More generally, if the context is clear, we denote by |M | K and |M | F the positive numbers |det(M )| K and |det(M )| F for M a square matrix with determinant in K and F respectively. We denote by G n the algebraic group GL(n). Hence if π is a representation of G n (K) for some positive n, and if s is a complex number, we denote by π| | We call partition of a positive integer n, a familyn = (n 1 , . . . , n t ) of positive integers (for a certain t in N − {0}), such that the sum n 1 + · · · + n t is equal to n. To such a partition, we associate a subgroup of G n (K) denoted by Pn (K) , given by matrices of the form According to theorem 9.7 of [Z] , there is a partition of n and quasi-square-integrable representations ∆ 1 , . . . , ∆ t associated to it such that ρ is isomorphic to ∆ 1 × · · · × ∆ t . The map u = (u 1 , . . . , u t ) → q . In their classical model, for every representation ρ u , the restrictions of the functions of the space of ρ u to the maximal compact subgroup GL(n, R K ) of GL(n, K) define the same space F ρ , which is called the space of flat sections of the series ρ u . To each f in F ρ , corresponds a unique function f u in ρ u . It is known that for fixed g in GL(n, K) and f in F ρ , the function (u, s) → |g| t , there is a function W f,u = W fu defined in Section 3.1 of [C-P] in the Whittaker model W (ρ u , ψ), such that W f,u describes W (ρ u , ψ) when f describes F ρ . The space W (0) is defined in [C-P] as the complex vector space generated by the functions (g, u) → W f,u (gg ′ ) for g ′ in GL(n, K).
We will need a theorem of Bernstein insuring rationality of solutions of polynomial systems. The setting is the following. Let V be a complex vector space of countable dimension. Let R be an index set, and let Ξ be a collection {(x r , c r )|r ∈ R} with x r ∈ V and c r ∈ C. A linear form λ in V * = Hom C (V, C) is said to be a solution of the system Ξ if λ(x r ) = c r for all r in R. Let D be an irreducible algebraic variety over C, and suppose that to each d, a system Ξ d = {(x r (d), c r (d))|r ∈ R} with the index set R independent of d in D. We say that the family of
The following statement is a consequence of Bernstein's theorem, the discussion preceding it, and its corollary in Section 1 of [Ba] . 
In order to apply this theorem, we first prove the following proposition.
Proposition 2.1. Let ρ be a generic representation of G n (K), there are t affine linear forms L i , for i between 1 and t, with L i depending on the variable u i , such that if the L i (u i )'s and s have positive real parts, the integral
F dp is convergent for any
Proof. We recall the following claim, which is proved in the lemma of Section 4 of [F1] .
, such that for every k between 0 and n, the central exponents of the shifted derivatives τ [k] (see [Ber] 7.2) are positive (i.e. the central characters of all the irreducible sub quotients of τ [k] have positive real parts), then whenever W belongs to τ , the integral Nn(F )\Pn(F ) W (p)dp is absolutely convergent.
Applying this to our situation, and denoting by e ρ the maximal element of the set of central exponents of ρ (see Section 7.2 of [Ber] ), we deduce that as soon as u is such that L i (u) = u i −e ρ −1 has positive real part for i between 1 and t, and as soon as s has positive real part, the integral
F dp converges for all W in W (ρ u , ψ).
We now can prove the following: Proposition 2.2. Let ρ be a generic representation of GL(n, K), for every f in F ρ , the function
Proof. In our situation, the underlying vector space is V = F ρ and is of countable dimension because ρ is admissible. The invariance property satisfied by the functional I (0) , for Re(s) large enouigh, is
for f in F ρ , and p in P n (F ). From the proof of Theorem 1 of [K] , it follows that out of the hyperplanes in (u, s) defined by c ρ
u is the representation of G n−j (F ) called the j-th derivative of ρ u (see summary before Proposition 2.3 of [A-K-T]), for j from 1 to n, the space of solutions of equation 1 is of dimension at most one. If we take a basis of (f α ) α∈A of F ρ , the polynomial family over the irreducible complex variety
Now we define Ω to be the intersection of the three following subsets of D:
• the intersection of the complements of the hyperplanes on which uniqueness up to scalar fails,
• the intersection of the domains {Re(L i (u)) > 0} and {Re(s) > 0}, on which I (0) (W f,u , φ, s) is given by an absolutely convergent integral.
The functional I (0) is the unique solution up to scalars of the system Ξ ′ , in order to apply Theorem 2.1, we add for each d ∈ D a normalization equation E d depending polynomially on d. This is done as follows. From Proposition 3.4 of [M3] 
such that its restriction to P n (K) is of the form W (u, p) = F (p)P (q ±u K ) for some nonzero P in P 0 . We thus have the equality
F dp, this latter equality becomes
ρ , it can be expressed as a finite linear combination W (g, u) = k ρ u (g α )W fα,u (g) for appropriate g α ∈ GL(n, K). Hence our polynomial family of normalization equations (which is actually independent of s) can be written
We now call Ξ the system given by Ξ ′ and E, it satisfies the hypotheses of Theorem 2.1, because on the open subset Ω, the functional I (0) ( , (u, s)) is well defined and is the unique solution of the system for every (u, s) in Ω. We thus conclude that there is a functional I ′ which is a solution of Ξ such that (u, s) → I ′ (W f,u , s) is a rational function of q ±u F and q ±s F for f ∈ F ρ . We also know from Theorem 2.1 that
when it is defined by a convergent integral for (u, s) in Ω, and we extend it by I ′ (W f,u , s) for general (u, s) (and still denote it by I (0) (W, u, s)).
We now recall the following theorem of Youngbin Ok:
We also recall the proposition 2.3 of [M2] .
Proposition 2.4. Let ρ be a generic representation of G n (K), for any s ∈ C, the functional
We denote by G the group GL(2n, K), by H its subgroup GL(2n, F ), by G ′ the group GL(n, K) and by M the group M n (K). We denote by P the group P (n,n) (K) , and by N the group N (n,n) (K).
We denote byH subgroup of G given by matrices of the form A B B We let δ be an element of K−F whose square belongs to F , and let U be the matrix I n −δI n I n δI n of G, and W the matrix I n I n . One has U σ U −1 = W and the group H is equal to U −1H U .
Lemma 3.1. The double class P U H is opened in G.
Proof. Call S the space of matrices g in G verifying g σ = g −1 , which is, from Proposition 3. of chapter 10 of [S] , homeomorphic to the quotient space G/H by the map Q : g → g σ g −1 . As the map Q sends U on W , the double class P U H corresponds to the open subset of matrices A B C D in S such that det(C) = 0, the conclusion follows.
We prove the following integration formula. 
Proof. It suffices to show this equality when φ is positive, continuous with compact support in T \H. We fix Haar measures dt onT and dg onH, such that dḣdt = dg. It is known that there exists some positive functionφ with compact support inH, such that φ =φT , which means that for anyḣ inH, one has φ(ḣ) = Tφ (tg)dt. One then has the relation
Now asH is conjugate to H, there are Haar measures dA and dB on M such that dt is equal to
, and the Haar measure onH is described by the relation
Hence we have
This becomes after the change of variable B := A −1 B equal to
The conclusion follows from the fact thatφT is equal to φ. (K) . Let V be the space of the representation π (and π σ ), and V ∨ be the space of its smooth contragredient π ∨ . We first start with the following lemma:
Lemma 3.3. Any coefficient of the representation Π u is bounded for Re(u) near zero.
Proof of Lemma 3.3. From [Ber] , as Π 0 (resp. Π ∨ 0 ) is unitary, we know that all its shifted derivatives have positive central exponents. Actually, this latter property remains true for Π u (resp. Π ∨ u ) for Re(u) in a neighbourhood of zero. Realizing Π u in its Whittaker W (Π u , ψ), it is a consequence of [Ber] , Theorem B (since Π u is always irreducible for Re(u) near zero), and of Proposition 5.1 of the appendix, that any coefficient of Π u is of the form g → Nn (K) 
. But then, from Cauchy-Schwartz inequality, we see that any coefficient of Π u is bounded on P n (K) . Now because the central character of Π u is unitary, this implies that any coefficient of Π u is bounded on the maximal parabolic subgroup P n−1,1 (K) . This latter fact, combined with the Iwasawa decomposition in G n (K) , and the smoothness of the coefficients, implies that the coefficients of Π u are actually bounded on G n (K).
We denote by L the linear form on V ⊗ V ∨ who sends the elementary tensor
Step 1. We denote by ρ s the representation P , which is the extension of
K to P by the trivial representation of N (n,n) (K) . Here for every s, the group P acts through the representation
As a function f s in the space
we deduce that the restriction toH of the function L fs : g → L(f s (g)) belongs to the space C ∞ (T \H), but its support moduloT is generally not compact, we will show later that the space of functions obtained this way contains C ∞ c (T \H) as a proper subspace. We must show that for s = n + u with u near zero, the integral T \H |L fs (ḣ)|dḣ converges.
s , For any complex numbers t and u, the multiplication map
In the following, all equalities will be formal, we will show that they have sense for t = n and u near zero at the end of this step, by proving the absolute convergence of the considered integrals. According to lemma 3.2, the integral T \H |L ft+u (ḣ)|dḣ is equal to
Now we suppose that Re(u) is near zero. We remind that the quantity |L fu | I n B B σ I n is defined for B such that det I n B B σ I n = 0, we claim that it is actually bounded by some positive real number M . Indeed the linear for
belongs to the smooth dual of Π u , and the coefficient
As before, we can suppose that B belongs to G ′ , hence the following decomposition holds
Denoting byη s the function g → η s (wg), we only need to look at the convergence of the integral:
We recognize here the functionη of 4. (3) of [J-P-S] (p.411). The following lemma and its demonstration was communicated to me by Jacquet.
from the GodementJacquet theory of Zeta functions of simple algebras, the integral
, and is equal to 1/P (q −t K ) for a nonzero polynomial P . Then, for Re(t) ≥ (n − 1)/2, and g in G ′ , denoting by φ the characteristic function of M n,2n (R K ) (matrices with n rows and 2n columns) one has
Proof of the lemma. It is a consequence of the decomposition
, and of the fact that functions on both sides verify
, and are both equal to 1 on
normalized so that the maximal compact subgroup G 2n (R K ) has measure 1).
Finally, we suppose moreover that Re(t) = n, hence we need to check the convergence of
As the functions in the integrals are positive, by Fubini's theorem, this latter is equal to:
which clearly converges.
Hence we proved that the H-invariant linear form f s → T \H L fs (ḣ)dḣ on Π s was well defined for Re(s) in a neighbourhood of n.
Step 2. Suppose that the complex number s has real part greater than n. We are going to show that the linear form Λ : f s → T \H L fs (ḣ)dḣ is nonzero. More precisely we are going to show that the
According to Lemma 3.1 , the double class P U H is opened in G, hence the extension by zero outside P U H gives an injection of the space
But the right translation by U , which is a vector space automorphism of
, which is surjective because of the commutativity of the following diagram,
, where the vertical arrows defined in Lemma 2.9 of [M1] and the upper arrow are surjective. We thus proved that space of restrictions toH of functions of
Now we are going to restrain ourself to the case of π a discrete series representation. We recall if ρ is a supercuspidal representation of G r (K) for a positive integer r. The representa-
is reducible, with a unique irreducible quotient that we denote
. A representation ∆ of the group G n (K) is quasi-square-integrable if and only if there is r ∈ {1, . . . , n} and l ∈ {1, . . . , n} with lr = n, and ρ a supercuspidal representation of G r (K) 
, the representation ρ is unique. Let ∆ 1 and ∆ 2 be two quasi-square-integrable representations of G l1r (K) and
with k between 1 and l ′ , and l > l ′ . It is known that the representation ∆ × ∆ ′ always has a nonzero Whittaker functional on its space, and is irreducible if and only if ∆ and ∆ ′ are unlinked.
We will need the following theorem.
Theorem 4.1. Let n 1 and n 2 be two positive integers, and ∆ 1 and ∆ 2 be two unlinked quasisquare integrable representations of G n1 (K) and
Proof. In the proof of this theorem, we will denote by G the group G n1+n2 (K) (not the group G 2n (K) anymore), by H the group G n1+n2 (F ), and by P the group P (n1,n2) (K) . As the representation ∆ 1 × ∆ 2 is isomorphic to ∆ 2 × ∆ 1 , we suppose n 1 ≤ n 2 . From Lemma 4 of [F4] , the H-module π has a factor series with factors isomorphic to the representations ind
) when u describes a set of representatives of P \G/H. Hence we first describe such a set.
Proof of Lemma 4.1. Set n = n 1 + n 2 , the quotient set H\G/P identifies with the set of orbits of H for its action on the variety of K-vectors spaces of dimension n 1 in K n . We claim that two vector subspaces V and V ′ of dimension n 1 of K n are in the same H-orbit if and only if
This condition is clearly necessary. If it is verified, we choose S a supplementary space of V ∩ V σ in V and we choose S ′ a supplementary space of
e. stable under σ, or equivalently having a basis in the space F n of fixed points of K n under σ), and Q ′ a supplementary space of V ′ + V ′ σ in K n defined over F , and Q and Q ′ have the same dimension. Hence we can decompose K n in the two following ways:
, u 2 an isomorphism between S and S ′ (to which we associate an isomorphism u 3 between S σ and S
, and u 4 an isomorphism between Q and Q ′ defined over F . Then the isomorphism h defined by
If (e 1 , . . . , e n ) is the canonical basis of K n , we denote by V n1 the space V ect(e 1 , . . . , e n1 ). Let k be an integer between 0 and n 1 , the image V k of V n1 by the morphism whose matrix in the canonical
and n 1 give a set of representatives of the quotient set H\G/P , which implies that their inverses
give a set of representatives of P \G/H.
We will also need to understand the structure of the group P ∩ uHu −1 for u in R(P \G/H).
Lemma 4.2. Let k be an integer between 0 and n 2 , we deduce the group P ∩ u k Hu −1 k is the group of matrices of the form
It is the semi-direct product of the subgroup M k (F ) of matrices of the preceding form with X, Y , and M equal to zero, and of the subgroup N k of matrices of the preceding form with H 1 = I n1−k , H 2 = I n2−k , and A = I k . Moreover denoting by P k the parabolic subgroup of M (n1,n2) (K) associated with the sub partition (n 1 − k, k, k, n 2 − k) of (n 1 , n 2 ), the following relation of modulus characters is verified:
Proof of Lemma 4.2. One verifies that the algebra u k M n (K)u −1 k consists of matrices having the block decomposition corresponding to the partition (n 1 −k, k, k, n 2 −k) of the form
the first part of the proposition follows. For the second part, if the matrix
is equal to the modulus of the automorphism int T of N k , hence is equal to
In the same way, the complex number δ P k (T ) equals
The wanted relation between modulus characters follows.
A helpful corollary is the following.
Corollary 4.1. Let P k be the standard parabolic subgroup of M (n1,n2) (K) associated with the sub partition (n 1 − k, k, k, n 2 − k) of (n 1 , n 2 ), U k its unipotent radical, and N k the intersection of the unipotent radical of the standard parabolic subgroup of G associated with the partition
Proof of Corollary 4.1. It suffices to prove that matrices of the form
 for Y and X with coefficients in K, belong to N k N . This is immediate multiplying on the left by respectively
Now if the representation ∆ 1 × ∆ 2 is distinguished, denoting ∆ 1 ⊗ ∆ 2 by ∆, then at least one of the factors ind
u ) admits on its space a nonzero H-invariant linear form. This is equivalent to say that the representation ind
P ∆) admits on its space a nonzero uHu −1 -invariant linear form. From Frobenius reciprocity law, the space
is isomorphic as a vector space, to
Hence there is on the space V ∆ of ∆ a linear nonzero form L, such that for every p in P ∩ uHu −1 , and for every
(p). As both δ 1/2 P and δ P ∩uHu −1 are trivial on N k , so is χ. Now, fixing k such that u = u k , let n belong to U k , from Corollary 4.1, we can write n as a product n k n 0 , with n k in N k , and n 0 in N . As N is included in
Hence L is actually a nonzero linear form on the Jacquet module of V ∆ associated with
But from Proposition 9.5 of [Z] , there exist quasi-square-integrable representations ∆ σ . Now we recall from Proposition 12 of [F2] , that we also know that either ∆ 1 and ∆ 2 are Galois auto dual, or we have ∆ We refer to Section 2 of [M3] for a survey about Asai L-functions of generic representations, we will use the same notations here. We recall that if π is a generic representation of G r (K) for some positive integer r, its Asai L-function is equal to the product L 
, the other implication follows from a straightforward adaptation of Theorem 2.2 of [M2] , using Theorem A of [Ber] , instead of using Proposition 1.1 (which is actually Ok's theorem) of [M2] . We refer to Definition 3.10 of [M3] for the definition of general position, and recall from DefinitionProposition of [M3] , that if ∆ 1 and ∆ 2 are two square integrable representations of G n1 (K) and
K is in general position outside a finite number of hyperplanes of ( 
i0 ) for k 0 in {1, . . . , n} and π
i0 ), which from Proposition 4.1, implies that it is a pole of some function 
in the irreducible components of π (k) , and π
in the irreducible components of π (k) . 
Proof. It follows the analysis preceding Proposition 3.3 of [C-P], that one has the equality
Proof. We first show that for t near n, the representation Π t is in general position. According to Definition 4.13 of [M3] , since for such a t, Π t is irreducible, the representation will be in general position if for each k between 1 and 2n, the central characters of the irreducible sub quotients of Π (k) t have different central characters, and if for each i and j between 1 and 2n, the function
s). According to Corollary 4.4 and Remark 4.5 of [M3], the latter condition is equivalent to the fact that the function L(∆
, and by invariance of the L-functions under σ, we can remove it in the preceding expressions. We start by proving the assumption on the central characters. Writing the discrete series representation ∆ under the form St l (ρ) = [ρ| |
] for a positive integer l and a unitary supercuspidal representation ρ of G m (K), with lm = n, from Proposition 9.6 of [Z] , the derivative Π (k) t is zero unless k is of the form mk ′ for k ′ between 1 and l, in which case its irreducible components are the
for i between 0 and k ′ . The exponent of the central character of this representation is equal to
One the checks that for i ′ = i, the two exponents are different for Re(t) near n. Concerning the condition on the L functions, it follows from the proof of Proposition 4.16 in [M3] , that if
for a an integer between −n and n, which is impossible because ρ has a unitary central character and t is near n. We obtain a similar contradiction if we assume that
. Hence for t near n, the representation Π t is in general position. Now from Corollary 4.2, we know that given the hypothesis of the proposition, the function L
] for a positive integer l and a unitary supercuspidal representation ρ of G m (K), with lm = n, the representation (
) is equal to zero unless there exists an integer
and only if the representation
, and that the image of
Conversely if this is the case, the representation
, is distinguished from Theorem 3.1, as Re((k ′ + s 0 )/2 + t) = Re(t) > n/2 ≥ (n − k)/2 for Re(t) near n.
Hence nontrivial Euler factors
) belong to one of the three following classes:
, and a pole s 0 of this function is such that
, and a pole s 0 of this function is such that 
which is itself equivalent to the fact that s 0 is a pole of L rad(ex) (∆ σ (k3) × ∆ σ∨ (k3) ) (see Th.
1.14 of [M3] ), hence we have
In particular, two non trivial factors that don't belong to the same class have no pole in common. We deduce that the Euler factor
for k 1 ≥ 0, k 2 ≥ 0 and k 3 ≥ 1. The two first factors are respectively equal to
K ) according to Corollary 4.2, and the third factor is equal from Proposition 4.2 to
. We then notice that s 0 is an exceptional pole of L(∆ σ × ∆ σ∨ ) if and only if its image in C/(2iπ/Ln(q K )Z) belongs to R(∆), which implies the equality L rad(ex) (∆ σ × ∆ σ∨ ) = 1/ si∈R(∆) (1 − q si−s ). Hence we deduce the equalities
The second statement of the proposition follows, as tensoring by | | u the representation, is equivalent to make a translation by 2u of the Asai L function.
). But we already know that it is equal to the product of the 1 
. The expression P (0) (Π, t, 1) defines a nonzero element of C[q 
is nonzero. Hence the zeros of
has simple poles which occur in the domain Re(1 + 2t) < 0 whereas the function L K F (∆ ∨ , 1 − 2t) has simple poles which occur in the domain Re(1 − 2t) < 0, hence those two functions have no common pole, and there product have simple poles. The second part is a consequence of the fact that the function L K F (∆ σ , s + 2t 0 ) has simple poles, and if it has a pole at 1, then Re(1 + 2t 0 ) < 0, whereas L K F (∆ ∨ , s − 2t 0 ) also has simple poles, and if it has a pole at 1, then Re(1 − 2t 0 ) < 0, so that both cannot have a pole at 1 at the same time. (Π, t, s) . In this case the functions P (0) (Π, t, 1)I (0) (W ft , 1) and P (0) (Π, t 0 , s)I (0) (W ft 0 , s) have the same limit when t tends to t 0 and s tends to 1, which is nonzero.
F , with I a finite subset of Z, and the a i 's in C[X] − {0}. There are two real numbers α < α ′ such that [α, α ′ ] is a subset of a neighbourhood of n containing no real part of a zero of the function t → a i0 (q −t F ), for i 0 the minimum of i. As the functions
, there is a real number r, such that for Re(t) ∈ [α, α ′ ], and Re(s) ≥ r, the function P (0) (Π, t, s)I (0) (W ft , s) is given by an absolutely convergent Laurent development k≥n0 c k (t)q 
Suppose there were an infinite number of nonzero c k 's, then for t of real part in [α, α ′ ], and outside the countable number of zeros of the c k 's, and Re(s) large, the Laurent development k≤n0 c k (t)q −ks F would not be finite, a contradiction. Hence for f in F Π , the function
Now the function I (0) (W ft , 1) defines an element of C(q −t F ) whose poles form a subset of the poles of 1/P (0) (Π, t, 1), and for t 0 in C, the function I (0) (W ft 0 , s) defines an element of C(q −s F ) whose poles form a subset of the poles of 1/P (0) (Π, t 0 , s). For the final statement, if t 0 is a pole of I (0) (W ft , 1), then it must be a zero of the function P (0) (Π, t, 1), which is simple according to Definition-Proposition 4.1, as P (0) (Π, t, 1)I (0) (W ft , 1) is polynomial, the pole t = t 0 is also simple. Hence the function P (0) (Π, t, 1)I (0) (W ft , 1) has nonzero limit when t tends to t 0 . As the function
±s F ], the function P (0) (Π, t 0 , s)I (0) (W ft 0 , s) tends to the same limit when s tends to 1. Conversely if 1 is a pole of I (0) (W ft 0 , s), then it must be a zero of the function P (0) (Π, t 0 , s), which is simple according to Definition-Proposition 4.1, as P (0) (Π, t 0 , s)I (0) (W ft 0 , s) is polynomial, the pole s = 1 is also simple. Hence the function P (0) (Π, t 0 , s)I (0) (W ft 0 , s) has nonzero limit when s tends to 1. As the function
±s F ], the function P (0) (Π, t, 1)I (0) (W ft , 1) tends to the same limit when t tends to t 0 .
Finally we can prove the main result.
Proof. Write ∆ ′ = ∆|.| u K , for ∆ a square-integrable representation, and u a complex number.
K , we know from Proposition 3.1 that Π t is distinguished for Re(t) near n. Hence for Re(t) near n, we know from Proposition 2.4, that the linear form W ft → lim
Suppose that t is in a neighbourhood of n such that Π t is in general position (the see proof of Proposition 4.3), then the function 1/L (0) (Π t , s) is equal to P (0) (Π, t, s). But the function P (0) (Π, t, 1), which is a nonzero polynomial in q −t F , has no zeros for Re(t) in some open subset in a neighbourhood of n. From this we deduce that for Re(t) in this open subset, according to Lemma 4.3, the functions s → I (0) (W ft , s) and t ′ → I (0) (W f t ′ , 1) have respectively no pole at s = 1 and t ′ = t, and we have lim
). Hence for Re(t) in this open
subset, if h belongs to G 2n (F ) the two functions I (0) (W ft , 1) and I (0) (ρ t (h)W ft , 1) coincide, but as they are rational functions in q −t F , they are equal. Hence for f in the space of Π 0 , and h in G 2n (F ), the functions I (0) (W ft , 1) and I (0) (ρ t (h)W ft , 1) are equal. Suppose that for every f in the space of Π 0 , the function I (0) (ρ t (h)W ft , 1) has no pole at t = u, then according to Proposition 4.3, for every f in the space of Π 0 , the function I (0) (ρ u (h)W fu , s) has no pole at s = 1, and if h is in G 2n (F ), one has lim
on the space of Π u . Moreover, as W fu describes the space W (π u , ψ) when f u describes the space of Π u , and as the restrictions to P n (K) of functions of W (π u , ψ) form a vector space with subspace C ∞ c (N n (K)\P n (K), ψ), if we choose W fu with restriction to P n (K) positive and in
, then we have I (0) (W fu , 1) = Nn(F )\Pn(F ) W fu (p)dp > 0, and the G 2n (F )-invariant linear form defined above is nonzero, hence Π u = ∆ ′σ × ∆ ′∨ is distinguished. Now if for some f in in the space of Π 0 , the function I (0) (ρ t (h)W fu , s) has a pole at s = 1, it is a consequence of Lemma 4.3 that we have lim s→1 P (0) (Π, u, s)I (0) (W fu , s) is nonzero, and from the same Lemma, we know that for every f in in the space of Π 0 , and h in G 2n (F ), we have
Hence in this case too, the representation Π u = ∆ ′σ × ∆ ′∨ is distinguished.
Appendix
In this appendix, we prove a result that seems to be well-known (e.g. it is used in the proof of the lemma of Section 4. in [F2] ). However we couldn't find a proof in literature. To do this we will give in Proposition 5.3 and Theorem 5.1 a very precise description of the restriction of Whittaker functions on G n−1 (K) to the standard maximal torus of G n−1 (K), refining Proposition 2.2 of [J-P-S] and Proposition 2.6 of [C-P]. As for the proposition, these facts seem to be well-known, but there seems to be a lack of references.
Proposition 5.1. Let π be a smooth submodule of finite length of
such that all of the central exponents of its shifted derivatives (see [Ber], 7.2.) are positive, then for any W in π the following integral converges:
2 dp.
Before proving this, we give a precise description of the behaviour near zero of the functions t → W tI j I n−j , for t ∈ K * , j between 1 and n, and W in π. This generalizes Proposition 2.6
of [C-P] , where the case of W with g → |g|
submodule of π (n−j) (or equivalently where the case of completely reducible derivatives) is treated.
Let Φ − be the functor which to a P n (K)-smooth module (π, V ), associates the
where U n (K) is the unipotent radical of P n−1,1 (K) , and V (U n (K), ψ) is the vector subspace spanned by the vectors π(u)v − ψ(u)v for v in V and u in U n (K). The action of P n−1 (K) on Φ − (V ) is its natural action twisted by the character | |
Applying this repeatedly, one sees (see [C-P] Proposition 2.2), one sees that a model of
, is the space of functions of the form
with g in G j (K) , and W in π, with P j+1 (K) acting by right translation (the twist by |g| −(n−j−1)/2 K appears because of the presence of the twist by |det( )| −1/2 K in the definition of Φ − , and g is in G j (K) because the quotient space N j+1 (K)\P j+1 (K) identifies with N j (K)\G j (K)). Now we introduce the functor Ψ − which to a P n (K)-smooth module (π, V ), associates the
where V (U n (K), 1) is the vector subspace spanned by the vectors π(u)v − v for v in V and u in U n (K) . Then one shows ([C-P] Proposition 2.3) that when V is the space of π (n−j−1) with π a submodule of
) is the subspace of functions
which vanish when the last row of g is in a nieghbourhood of zero (depending on W ). By definition, the
derivative of π, and the shifted derivative
, that the functor Φ − and Ψ − are exact and take representations of finite length to representations of finite length.
Hence when π satisfies the conditions of proposition 5.1, the G j (K)-module π (n−j) has finite length. We are going to analyze the smooth representation of the center
* act by the central character c i of the representation of G j (K) . We first show that we can reduce to finite dimension.
Proof. One proves this by induction on the smallest i such that E i contains v. If this i is 1, the group K * only multiplies v by a scalar, and we are done. Suppose that the result is known for E i , we take v in E i+1 but not in E i , then for every t in K * , the vector τ (t)v − c i (t)v belongs to E i . By smoothness, the set {τ (u)v |t ∈ U K } is actually equal to {τ (u)v |t ∈ P } for P a finite set of U K . The vector space generated by this set is stabilized by U K , and has a finite basis v 1 , . . . , v m . Now the vector 
for c one of the c i 's, q a positive integer depending on the block, and the P i,j 's being polynomials with no constant term of degree at most j − i.
Proof. First we decompose E ′ as a direct sum under the action of the compact abelian group U K . Because E ′ has a filtration by the spaces E ′ ∩ E i , and that K * acts on each sub factor as one of the c i 's, the group U K acts on each weight space as the restriction of one of the c i 's. Now each weight space is stable under K * by commutativity, and so we can restrict ourselves to the case where E ′ is a weight-space of U K . Again E ′ has a filtration, such that K * acts on each sub factor as one of the c i 's (with all these characters having the same restriction to U K ), let's say c i1 , . . . , c i k , in particular, we deduce that the endomorphism τ (π K ) has a triangular matrix in a basis adapted to this filtration, with eigenvalues c i1 (π K ), . . . , c i k (π K ). As τ (π K ) is trigonalisable, the space E ′ is the direct sum its characteristic subspaces, and again these characteristic subspaces are stable under K * . So finally one can assume that E ′ is a characteristic subspace for some eigenvalue c(π) of τ (π K ), on which U K acts as the character c, where c is one of the c i 's.
Hence there is a basis B of E ′ such that
for any t in K * , where the A i,j 's are smooth functions on K * . So we only have to prove that the A i,j 's are polynomials of the valuation of K with no constant term. We do this by induction on q. It is obvious when q = 1. Suppose the statement holds for q − 1, and suppose that E ′ is of dimension q, with basis B = (v 1 , . . . , v q ). Considering the two c −1 τ (K * )-modules V ect(v 1 , . . . , v q−1 ) and V ect(v 1 , . . . , v q )/V ect(v 1 ) of dimension q − 1, we deduce that for every couple (i, j) different from (1, q), there is a polynomial with no constant term P i,j of degree at most j − i, such that
−1 τ is a representation of K * , and because the P i,j • v K 's vanish on U K for (i, j) = (1, q), we deduce that A 1,q is a smooth morphism from (U K , ×) to (C, +), which must be zero because (C, +) has no nontrivial compact subgroups. From this we deduce that A 1,q is invariant under translation by elements of U K (i.e. A 1,q (π
for R a polynomial of degree at most q − 1, according to the theory of Bernoulli polynomials, for any k ≥ 0. The same reasoning for k ≤ 0, implies A 1,q (π k K ) = R ′ (k) for R ′ a polynomial of degree at most q − 1, for any k ≤ 0. We need to show that R = R ′ to conclude. We know that M (k) is a matrix whose coefficients are polynomials in k for k > 0 of degree less that q − 1, we denote it P (k). The matrix M (k) has the same property for k < 0, we denote it P ′ (k). Moreover for any k ≥ 0 and k
, as their coefficients are polynomials in k ′ with degree at most q − 1, the equality P (k + z ′ ) = P (k)P ′ (z ′ ) holds for any complex number z ′ . Now fix such a complex number z ′ , the equality P (k + z ′ ) and P (k)P ′ (z ′ ) holds for any integer k > q − 1, and as both matrices have coefficients which are polynomials in k, this equality actually holds for any complex number z, so that P (z + z ′ ) equals P (z)P ′ (z ′ ) for any complex numbers z and z ′ . As P (0) = I q , we deduce that P and P ′ are equal on C, and this implies that R is equal to R ′ .
This proposition has the following consequence: (K) , complex polynomials Q k,l for k between 1 and r, and l between 1 and an integer n k , such that one has W tI j I n−j = |t|
Proof. We first remind that the functionW : g → |g|
belongs to the space of π (n−j−1) . We denote by v its image in the space E of π (n−j) . From Proposition 5.2, the vector v belongs to a finite dimensional K * -submodule E ′ of E, on which K * acts by a matrix of the form determined in Proposition 5.2. We fix a basis B = (e 1 , . . . , e q ) of E ′ , and denote by M (a) the matrix M B (τ (a)) (with τ (a) = π (n−j) (aI j )), hence we have τ (a)e l = q k=1 M (a) k,l e k for each l between 1 and q.
Taking preimagesẼ 1 , . . . ,Ẽ q of e 1 , . . . , e q in π (n−j−1) , we denote byẼ the function vector Proof of the claim. Indeed, if U is an open compact subgroup of U K , such thatẼ and the homomorphism a ∈ K * → M (a) ∈ G q (C) are U invariant, and denoting by u 1 , . . . , u s the representatives of U/U K , we choose N to be max(N u1 , . . . , N uq , N πK ). Then for t in P KẼ (t 0 I j ). We recall that it is a classical fact that becauseW is fixed by an open subgroup of U j (K) (π (n−j−1) being smooth) and transforms by ψ under left translation by elements of N j (K) , that the functionW (tI j ) vanishes when t is of large absolute value, the preceding equality implies that there is a function φ in C Proof. The proof is by induction on n. Let W belong to the space of π, so that its restriction to P n (K) belongs to the space of π (0) , following the beginning of the proof of the preceding proposition, we denote by v its image in the space E of π (1) . Again the vector v belongs to a finite dimensional K * -submodule E ′ of E, on which K * acts by a matrix of the form determined in Proposition 5.2. We fix a basis B = (e 1 , . . . , e q ) of E ′ , and denote by M (a) the matrix M B (τ (a)) (with τ (a) = π (1) (aI n−1 )), hence we have τ (a)e l = q k=1 M (a) k,l e k for each l between 1 and q.
Taking preimagesẼ 1 , . . . ,Ẽ q of e 1 , . . . , e q in π (0) , we denote byẼ the function vector
There is a neighbourhood of zero in K n−1 , such that the function |a|
M (a) k,lẼk vanishes on elements of G n−1 (K) with last row in this neighbourhood. In particular, there exists N a such that for every (t 1 , . . . , t n−2 ) in (K * ) n−2 , the vector function |a| −(n−1)/2 K π (0) (aI n−1 )Ẽ(t 1 , . . . , t n−1 ) − t M (a)Ẽ(t 1 , . . . , t n−1 ) vanishes when t n−1 belongs to P 
