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Abstract
The problem of how the Sun’s corona is heated is of central importance in Solar 
Physics research. In this thesis, a model is constructed of a typical coronal magnetic 
loop in order to investigate the response of coronal plasma to a time-dependent 
heating source. It is not the aim of the research to study in detail a particular 
heating mechanism but rather to understand the important features arising from 
time-dependent heating in general. A time-varying energy input into the coronal 
loop is required because it is likely that none of the suggested theoretical heating 
methods can provide a constant supply of heat to the corona.
The magnetic field is taken to be strong enough that the loop dynamics reduce 
to a one-dimensional problem along the field. In addition, it is assumed that the 
radiative timescale in the corona is much longer than the sound travel time and thus, 
the plasma evolves isoharically. The thermal equilibria profiles along the coronal 
loop are then investigated for a simplified form of the optically thin radiation.
Initially, a heating function that displays a regular, sinusoidal variation in time is 
introduced and it is found that there is a critical heating frequency above which a hot 
coronal loop solution can be maintained and below which the plasma temperature 
cools to chromospheric values. Pulse heating and the deposition of random-sized 
energy quanta in a loop are also investigated.
An evaluation of the isobaric assumption to the corona is presented by allowing 
sound waves to propagate back and forth along the loop. It is found that the system 
can exhibit isobaric-like behaviour provided the acoustic timescale is short enough.
Possible extensions of the developed loop model are discussed as well as the 
implications of time-dependent heating upon observations from the SOHO satellite.
C ontents
T h e  S un  - an In tro d u ctio n  4
1.1 Introduction...............................................................................................    4
1.2 The Solar A tm osphere ...................................................................  5
1.3 The Solar and Heliospheric Observatory (S O H O ).............................................  10
1.3.1 SUMER and C D S ..................................................................................................  12
1.4 Outline of T h e s is .................................................................................................................  14
B a sic  E q u ation s 15
2.1 Maxwell’s E q u a tio n s ...........................................................................................................  15
2.2 The Induction E q u a tio n .......................................................................................................  17
2.3 The Plasma E q u a tio n s..........................................................................................................  17
2.3.1 Mass C o n tin u ity .....................................................................................................  17
2.3.2 Motion ...................................................................................................................... 18
2.3.3 The Energy E q u a t io n ............................................................................................  18
2.3.4 Perfect Gas L a w ...................................................................................................... 19
2.3.5 Summary of E quations............................................................................................  20
2.4 Flux T u b e s ............................................................................................................................ 20
2.5 The Isobaric Assumption .................................................................................................. 21
T h erm al E quilibria  o f  C oronal Loops 25
3.1 Introduction............................................................................................................................ 25
3.2 The Thermal Equilibrium Equation and a Simplified Radiative Loss Function . . .  30
3.3 Phase Plane Analysis............................................................................................................ 32
3.4 Analytical Solution for the Dependence of the Loop Summit Temperature upon
Loop Length .........................................................................................................................  35
3.5 Conclusion ............................................................................................................................ 39
T im e-D ep en d en t Solar C oronal H eating  40
4.1 Introduction............................................................................................................................  40
4.2 Heating Mechanisms in the C o ro n a .................................................................................... 42
4.2.1 Wave Heating of the Corona ................................................................................  42
4.2.2 MHD T urbulence......................................................................................................  47
4.2.3 Microflares and Nanoflares ...................................................................................  48
4.2.4 Coronal Loop In teractions.......................■..............................................................  54
4.2.5 Why Time-Dependent H eating?............................................................................. 56
4.3 The Isobaric Equations and the Time-Dependent Heating T e rm .................................  59
4.4 Analytical Test of Numerical Code for Time-Dependent Heating of an Initially Uni­
form A tm osphere..................................................................................................................  60
4.5 Time-Dependent Heating of an Initially Static L o o p ................................................... 61
4.6 Time-Dependent Heating of an Initially Static Loop including Hildner’s Radiative
Loss F u nction .........................................................................................................................  70
4.7 The Differential Emission Measure and Time-Dependent H e a tin g ..............................  71
4.7.1 B ackground...............................................................................................................  71
4.7.2 Time-Dependent Differential Emission M easure ................................................  74
4.8 C onclusions...........................................................................................................................  74
O th e r  Form s o f T im e-D ep en d en t H eatin g  77
5.1 Sinusoidal Heating P u lse ...................................................................................................... 77
5.2 Triangular Heating Pulse .................................................................................................. 78
5.3 Rectangular Heating P u lse .................................................................................................  81
5.3.1 A io n  =  .........................................................................................................
5.3.2 A ton =  A ^ o f f /2 ....................................................................................................... 83
5.3.3 A^on =  2 x A ^ ^ g ^ .................................................................................................... 8o
5.3.4 Summary of Rectangular Pulse H e a tin g .............................................................  85
5.4 Random Heating P u lse ........................................................................................................  85
5.4.1 Fixed Time In te r v a l ................................................................................................  86
5.4.2 Fixed Energy Q u a n ta .............................................................................................  87
5.5 C onclusions...........................................................................................................................  87
V alid ity  o f th e  Iso b a ric  A ssu m p tio n  to  th e  C orona 91
6.1 Introduction and Basic Equations.....................................................................................  91
6.2 A Simplified Set of E q u a tio n s ...........................................................................................  94
6.2.1 Linearization of Equations......................................................................................  95
6.2.2 Dependence of Dispersion Relation on eg and 6 .................................................. 96
6.2.3 Numerical Calculation for the Decay of an Initially Perturbed Uniform At­
mosphere ................................................................................................................... 101
6.2.4 Addition of Viscosity................................................................................................ 102
6.2.5 A Non-isothermal E q u ilib r iu m ............................................................................. 105
6.3 Time-Dependent Heating of an Initially Static Coronal Loop ..................................  105
6.3.1 Decreasing eo  .........................................................................................................  109
6.3.2 Reducing Winert.........................................................................................................  109
6.4 C onclusions............................................................................................................................ I l l
S u m m ary  a n d  F u r th e r  W ork 113
7.1 S u m m a ry ...............................................................................................................................  113
7.2 Addition of Gravity ............................................................................................................ 115
7.3 Addition of Chrom osphere..................................................................................................  115
7.4 Variation in Loop Cross-Sectional Area .........................................................................  116
7.5 Random Heating E v e n ts .............................................................   116
7.6 Spatially-Dependent H e a t in g .............................................................................................. 118
7.7 Two- and Three-Dimensional M o d ellin g ..........................................................................  118
7.8 Implications for SOHO O bservations.................................................................................  118
7.8.1 SUMER and CDS S tu d ie s ....................................................................................... 119
7.8.2 Possible O b serv a tio n s .............................................................................................  120
A C ritic a l P o in t A nalysis o f an  A u tonom ous S y stem  121
B A n a ly tica l C alcu la tio n  fo r th e  D ep en d en ce  o f T h e  S u m m it T e m p e ra tu re  u p o n  
Loop L en g th  123
C D eriv a tio n  o f T (x ,t)  fo r T im e-D ep en d en t H ea tin g  w ith  w 1 128
D A n a ly tica l C a lcu la tio n  o f S olu tions to  th e  D isp ersio n  R e la tio n  133
E  A sy m p to tic  E x p an sio n  o f th e  D isp ersio n  R e la tio n  135
F N u m erica l A lg o rith m  for R ed u ced  Isobaric  E q u atio n s  137
G  N u m erica l A lg o rith m  fo r In e r tia l  E q u a tio n s 139
B ib lio g rap h y  141
C hapter 1
T he Sun - an Introduction
' And God said, “Let there be light, ” and there was light.
God saw that the light was good.
(G enesis 1:3)
1.1 In trod u ction
The Sun is our nearest star and is the geometrical and gravitational centre of our 
planetary system. To the astronomer there is nothing exceptional about the Sun. 
However, it does dominate our skies and is the essential source of light, heat and 
energy for every living thing on Planet Earth. Our next nearest star lies approxi­
mately one quarter of a million times further away than the Sun and it takes light 
more than four years to travel to us from this celestial neighbour compared to eight 
minutes from the Sun.
Although the Sun is a stable and well-behaved star, relatively minor changes in 
its activity can have discernible effects on the Earth. Large eruptions of solar plasma 
towards the Earth (coronal m ass e jec tions or CME’s) have been known to disrupt 
power lines and cause poor reception from telecommunication systems. Longer term  
changes in the output of the Sun may well be responsible for climatic changes on 
our planet (for example, the “Mini” Ice-Age between 1645-1715 when the Sun was 
at a sunspot minimum).
Figure 1.1 shows a sketch of the overall structure of the Sun while Table 1.1 
presents some of its vital statistics. The solar interior with its core , ra d ia tiv e  
zone and convective zone, has been studied in detail by the powerful techniques of 
helioseism ology  (the study of solar surface oscillations) while the solar atmosphere 
(consisting of the p h o to sp h ere , ch rom osphere  and corona) is a magnetohydro- 
dynamical laboratory where we can observe in detail many processes in which the
C o ro n aChromosphere
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Figure 1.1: Overall structure of the solar interior (core, radiative zone and convection zone) and 
the solar atmosphere (photosphere, chromosphere and corona) indicating typical temperatures.
Sun’s plasma and magnetic field interact. It is the outer atmosphere of the Sun with 
which this thesis is concerned.
1.2 T h e Solar A tm osp h ere
The solar atmosphere consists of three layers. The visible surface of the Sun is the 
p h o to sp h e re  which is only 0.5Mm wide. It has a temperature of 4200K and 
number density of 1 0 ^^  m ”  ^ - the temperature decreases from the base to the top 
of the photosphere. Immediately above lies the rarer ch ro m o sp h ere  (10^^ m~^) 
within which the temperature rises slowly at first but then at ~  2Mm, it increases 
suddenly to ^  2  x 10® K in the corona. This is the outermost part of the atmosphere 
and it extends out from the Sun and into interplanetary space, enveloping the Earth. 
This steep temperature rise into the corona is shown in Figure 1.2.
The Sun appears different at different levels. Across the photosphere appear dark 
spots (sunspo ts) - they are the result of the solar magnetic field poking up through 
from the solar interior. Since the photosphere sits on top of the convection zone, a 
granulation pattern is observed associated with large scale fluid motions. Figure 1.3 
shows this process (as well as a large sunspot) where the brighter, central regions 
correspond to rising, hotter fluid while the darker, narrow lanes contain cooler,
Physical Parameters Values
Age 4.5 X 10  ^ years
Mass 1.99 X 10 °^ k g
Radius 6.96 X 10® m
Mean Density 1.4 X 10® kg m “®
Mean Distance From Earth (1 AU) 1.5 X 10^  ^ m
Surface Gravity 274 ms~®
Escape Velocity 6.18 X 10® m s” ^
Equatorial Rotation Period 26 days
Mass Loss Rate 1 0 ® kg s“ ^
Effective Black Body Temperature 5785 K
Inclination to E arth’s orbit r
Composition 90% H, 10% He,
0 .1 % other elements (C ,N ,0,...)
Table 1.1: Sun Statistics.
sinking material. Typical granulation speeds are of the order of a few kilometres per 
second.
The chromosphere can be revealed by observing the Sun through an H a filter (Fig­
ure 1.4). Thin dark ribbons of cool plasma (known as filam ents or prom inences) 
are observed and the areas surrounding sunspots are brighter than anywhere else - 
these are termed active regions.
Traditionally the corona was only visible at a solar eclipse. This occurs when the 
Moon crosses in front of the Earth such that its apparent diameter, when viewed 
from a certain point on the E arth’s surface, obscures the solar disk and makes the 
corona visible. Figure 1.5 shows such an eclipse with the corona extending outwards 
from the solar surface over many solar radii. The most common structures are 
h elm et stream ers, bright elongated features that are wide near the solar limb but 
taper off to a long, narrow spike much further away from the solar surface. These 
streamers are thought to outline the magnetic field - at the base of the streamers 
there are nested magnetic fieldlines, anchored at both ends below the photosphere, 
but beyond a certain height, these loops “appear open” , stretched radially outwards 
by the plasma streaming from the solar surface - the solar wind.
Thus, throughout history, coronal research was dominated by the fact that obser­
vations were only possible during this special astronomical circumstance of a total 
solar eclipse. However in about 1930, a French astronomer, Bernard Lyot, solved
[H e i g h t  a b o v e  v i s ib le  l i m b  ( 1 0 ^  k m )
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Figure 1.2: Schematic representation of the variation with height of the mean values of temperature 
and density in the outer layers of the Sun.
Figure 1.3: White light observation of a sunspot, clearly showing the granulation process in the 
photosphere (from the High Altitude Observatory, Boulder, Colorado).
éFigure 1.4: Ha image of the solar disk (from the Space Environment Laboratory, Boulder, Col­
orado).
Figure 1.5: Total Eclipse of the Sun taken on 18^  ^ March 1988 in the Philippines (from the High 
Altitude Observatory, Boulder, Colerado).
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Figure 1.6: X-ray image of the Sun (8*^  ^ May, 1992) obtained from the Soft X-Ray Telescope 
on-board Yohkoh (from NASA).
the problem by creating an artificial eclipse within a telescope system (a corona- 
graph), therefore allowing the corona to be observed on a much more regular basis. 
Our understanding and respect for the corona was completely transformed by X- 
ray observations initially from the Sky lab and Solar Maximum Missions and more 
recently by the Yohkoh satellite. W ith a “surface” tem perature of ~  5800K, the 
Sun should not normally emit X-rays and should therefore look completely dark on 
an X-ray image. This is not the case. While portions of the Sun are indeed dark, 
very bright regions are also present. Figure 1.6 shows the highly structured and 
dynamic atmosphere produced by the interaction of the plasma with the magnetic 
field. Figure 1.7 shows the same solar image but in the form of a m agnetogram  - a 
synthetic picture constructed by measuring the magnetic field along the line of sight 
at a given location on the solar surface. The region of positive and negative polarity 
shown in Figure 1.7 corresponds to the largest active region in the south-west corner 
of the disc in Figure 1.6.
These soft X-ray images reveal a new world of X-ray bright points (thought 
to be sites of magnetic reconnection), coronal holes (darker regions where the 
magnetic field is open and along which the majority of the solar wind is streaming 
outwards) and coronal loops (magnetic loops containing plasma). Images such as 
Figure 1.6 can be used to construct models of the distribution of tem perature in
Figure 1.7: Magnetogram of Sun, 8*^*^ May, 1992 (from the Big Bear Observatory).
the corona, investigate the heating mechanism and determine the size and physical 
conditions of many coronal features.
Figure 1.8 shows a portion of the solar disk containing coronal loop structures. It 
is these particular features which we will be investigating further by trying to model 
their physical properties in response to a time-varying coronal heating supply.
1.3 T h e Solar and H eliosp h eric  O bservatory (SO H O )
The Solar and H eliospheric O bservatory (SOHO) is one of the ESA and
NASA’s most ambitious projects to date. SOHO is a space-based observatory that 
is totally dedicated to furthering our understanding of the Sun. It has three principle 
objectives;
• Why does the solar corona exist and how is it heated?
• How are the solar wind streams accelerated?
• W hat is the nature of the solar interior?
Launched late in 1995, it will be stationed in a halo orbit around the LI Lagrangian 
point approximately 1.5 x 10® km from the Earth where the gravitational pull of the 
Sun and the Earth are equal. In this position, it will provide an uninterrupted view
10
Figure 1.8; Yohkoh Soft X-ray Telescope image of coronal loop structures (from J. Klimchuk).
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Figure 1.9: Schematic view of SOHO.
of the Sun, sitting outside the magnetosphere and therefore well within the solar 
wind streams. The scientific payload of SOHO consists of twelve sets of experiments 
as listed in Table 1.2 (Harrison and Fludra, 1995). Figure 1.9 shows a schematic 
view of the satellite and the relative positions of the different instruments. The 
experiments can be divided into three main groups according to their particular 
area of research: helioseismology, solar corona and solar wind “in situ” instruments 
(Domingo et al, 1994; Mason, 1994). We will be concerned with the remote sensing 
investigations of the solar atmosphere.
1.3.1 SU M E R  and CDS
Investigations of the corona will be carried out with a set of telescopes and spec­
trometers that will produce the data necessary to study the dynamic processes that 
are taking place there. In particular, SU M E R  (Solar Ultraviolet Measurements of 
Em itted Radiation) (500 - 1600 Â) will be equipped to study plasma flows, tem ­
peratures, densities and wave motions in the upper chromosphere, transition region 
and lower corona while CDS (Coronal Diagnostic Spectrometer) (160-800 Â) will 
determine the physical parameters of various coronal structures at slightly higher 
temperatures. Both of these instruments should be able to recognise particular sig­
natures within the corona in order to evaluate the relevance of the different models 
for coronal heating. These instruments complement each other very well and many 
joint observing sequences have been planned (Harrison and Fludra, 1995; Wilhelm,
1 2
Experiment Description
G O LF- 
Global Oscillations at 
Low Frequencies
Global Sun velocity and 
magnetic field oscillations
VIRGO - 
Variability of Solar 
Irradiance
Global and low resolution 
imaging of oscillations and 
solar constant
M D I- 
Michelson Doppler 
Imager
High resolution imaging of 
velocity oscillation
SUMER - 
Solar UV Measurement 
of Em itted Radiation
Plasma flows, temperature 
and density in the solar 
atmosphere
CDS -
Coronal Diagnostic 
Spectrometer
Density, temperature and 
flows in the solar 
atmosphere
E IT -
Extreme UV Imaging 
Telescope
Evolution of low coronal 
structure and activity
UVCS-
UV Coronagraph and 
Spectrometer
Density and temperature 
in the corona
LASCO -
Large Angle Spectrometer 
Coronagraph
Structure and evolution of 
the corona
SWAN-
Solar Wind Anisotropies
Solar wind mass flux 
anisotropies
CELIAS - 
Charge, Element, Isotope 
Analysis
Ion composition in the 
solar wind
COSTEP -
Suprathermal and Energetic 
Particle Analyser
Ion and electron 
composition in the solar 
wind
ER N E-
Energetic Particle Analyser
Ion and electron 
composition in the solar 
wind
Table 1.2; The SOHO Payload. 
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1995). Possible sequences of observations relating to coronal heating and loop struc­
tures that are relevant to this thesis can be found in Section 7.8.
Thus, to summarize, the SOHO satellite is an unprecedented opportunity for the 
Solar Community to study in great detail the structure, chemical composition and 
dynamics of the solar interior, solar atmosphere and solar wind.
1.4 O u tlin e o f T h esis
The work contained within this thesis is primarily concerned with modelling the 
heating of coronal loops. Previous work by various authors on the thermal equilibria 
of these magnetic structures can be found in Section 3.1 while overviews of the 
proposed heating mechanisms for the corona are outlined in Sections 4.2.1 to 4.2.4. 
It is not the aim of this work to investigate a particular heating method but rather 
to understand the response of the plasma to a time-varying supply of heat energy. 
A time-dependent heating term  is required because it is likely that none of the 
suggested heating mechanisms can provide a continual, constant supply of heat.
A short review of the magnetohydrodynamic equations is given in Chapter 2, 
particularly in respect to modelling coronal loops. An isobaric assumption is also 
introduced which allows one to follow the thermal evolution without the restriction 
of tracking the propagation of sound waves in the system.
A detailed understanding of the behaviour of any physical system requires an 
understanding of the possible static solutions and in the case of coronal loops, this 
is generally a complicated problem due to the form of the radiation. However, by 
using a simplified radiative loss function, it is possible to derive an analytical solution 
for these equilibrium states (Chapter 3).
In Chapter 4 the numerical results for the response of a typical coronal loop to 
a sinusoidal time variation in the heating are presented. The frequency of the heat 
deposited is investigated from which some conclusions are drawn on the nature of 
a time-dependent heating source in the corona. Much of the work in this chapter 
has been accepted for publication in Walsh et al (1995a, 1995b). Chapter 5 extends 
the work to other forms of heating including random energy releases on the scale of 
nanoflares. The validity of the isobaric assumption to coronal loops is investigated 
in Chapter 6  by including the inertial terms into the system of equations.
A short summary as well as a description of possible further work is given in 
Chapter 7. Finally, a brief outline of the numerical algorithms used can be found in 
Appendices F and G (Walsh et al, 1995c).
14
C hapter 2
B asic Equations
“There"is more to visualising than the formulae”, Audrea said, “just as there is more 
to a symphony than the mathematical relationship between the notes. The form u­
lae are simply aids that point out certain essential relationships pulling them, so to 
speak, out of the ocean of other lesser relationships, the way a musician identifies 
and isolates major themes and structures”.
(from  ‘P r o b e ’ by M .W . B onanno)
Magnetohydrodynamics is the study of the interaction between a magnetic field 
and a plasma using a simplified set of Maxwell’s equations along with Ohm’s Law, 
the Gas Law and equations for mass continuity, motion and energy.
2.1 M a x w ell’s E quations
These are
V x B  =  W + (2-1)
V .B  =  0 (2.2)
V x E  =  (2.3)
V .E  =  — (2.4)
£
where E  is the electric field strength, B is the magnetic field strength, pe is the 
charge density, j is the current density, p is the magnetic permeability, e is the
perm ittivity of free space, t is the time and c is the speed of light in a vacuum
(rsv 3 X 10®ms“^). These equations are simplified under certain assumptions (Priest, 
1982):
15
• The plasma is treated as a continuous medium (valid as long as the lengthscales 
considered greatly exceed any internal plasma lengthscales, for example, the ion 
gyroradius).
• The plasma is assumed to be in thermal equilibrium.
• p and e are assumed to be constant (and taken to be the vacuum values po = 
47t X 10”^Hm“  ^ and 6q ~  8.854 x 10”^^Fm~^ in the Solar context).
• Most of the other plasma properties are supposed to be isotropic except the 
thermal conduction, k, which is much greater along the magnetic field direction 
than perpendicular to it (see Section 2.3.3).
• In spite of the fact that the Sun is a rotating body, an inertial frame of reference 
is used. Rotational effects may become important when considering very large 
structures.
• The plasma is treated as a single fluid system.
• A simplified Ohm’s Law can be applied;
j =  <j(E +  v x B )  (2.5)
where v is the plasma velocity and a is the electrical conductivity.
• Flow, sound and Alfvenic velocities are much smaller than the speed of light 
and therefore relativistic effects can be ignored. Thus, if we consider
Vq =  Îq/ Î q,
to be a typical plasma speed where Iq and to are a typical plasma length and 
timescale respectively and, in addition, if we assume from equation (2.3) tha t
Eo Eo
tQ tQ
where Eo and B q are typical values for E and B, then by comparing sizes of 
terms in equation (2 .1 ), the second term on the right-hand side has magnitude
E q _ B qIq _ Vo^Bo ^  Vq^  iT7  w -Dl
which is smaller than the left-hand side of (2.1) as uq c. Thus, the term  
d E ld t  can be neglected, that is
V X B =  /ioj. (2.6)
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2.2 T h e In d u ction  E quation
Using equation (2.5) to eliminate E  from equation (2.3), we get
f  =  - V x ( i - v x B l .  (2.7)
and with equation (2 .6 ),
^  =  - V  X ( — V X B -  V X B i . (2.8)Ot \Pocr J
Using the triple vector product,
V X (V X B) =  V (V.B) -  V^B =  -V"B, 
from equation (2 .2 ), equation (2 .8 ) reads
= V X (v X B) + %V^B, (2.9)dt
where rjo ~  {pocr)~^ is the constant magnetic diffusivity. Equation (2.9) is known 
as the In d u c tio n  E q u a tio n  and it links the evolution of the magnetic held to the 
plasma.
2.3 T h e P lasm a E quations
The motion of the magnetic field is coupled to the behaviour of the plasma by the 
presence of the velocity term in equation (2.9) and in the following equations for 
mass continuity, motion and energy.
2.3.1 M ass C o n tin u ity
In an MHD system, mass must be conserved;
^  +  /,V .v  =  0, (2.10)
where ^  g
is the total derivative and p is the plasma density.
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2.3.2 M o tio n
The equation of motion for the plasma can be written as
E v = - V p  +  j X B +  pg +  pi/V V , (2.11)
where p is the plasma pressure. The terms on the right hand side of the equation 
can be separated into :
• Vp — a plasma pressure gradient.
• j X B — a Lorentz force. From equation (2.6),
j x B  = T ( V x B ) x BPo
which, using the triple vector product, becomes
( B . V ) L _ v ( ^Po \2 p o
The first of these terms represents the change of B along a particular field line 
and therefore is a m ag n etic  tension  force whose strength is proportional 
to E^. The second term  is a m agnetic  p re ssu re  force with the magnetic 
pressure given by E^/2po.
• pg — this is the effect of gravity where g is the local gravitational acceleration 
at the surface of the Sun (taken to be ~  274 ms“^).
•  pi/V^v — this is the effect of viscosity on an incompressible flow, v is the 
coefficient of kinematic viscosity which is assumed to be uniform throughout 
the plasma and Spitzer (1962) gives
rpB/2
pu = 2.21 X 10“^®-—-kgm ”^s~^,
where LnA is the Coulomb Logarithm which we will take to be ~  20 for the 
corona.
2.3.3 T h e  E n erg y  E q u a tio n
The fundamental energy equation is written as
p-< D ( p \  [K V T ) -  L  (2.12)
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where T  is the plasma temperature and 7  is the ratio of specific heats (=  5/3). K  
is the tensor of thermal conduction which can be split into components along and 
across the magnetic field,
V ||.( k| |V ||T ) + V x.(/Cj.V j.T ).
Along the magnetic heldlines conduction is mainly by electrons and Braginski (1965) 
gives /C|| =  W m “  ^ deg“  ^ with k,q — 1 0 “^^  for the corona. Conduction across
the fieldlines is mainly by ions and at coronal temperatures,
/C|i
Thus, for the Sun with its strong magnetic field, a good approximation is tha t the 
vast majority of conducted heat occurs along the field and thus the conduction term  
can simply be written as
V||. («||V ||T) =  KoV||. ( r" / 'V ||T )  . (2.13)
L  is the loss-gain function which has the form
L{p,T ) = p ^ Q [ T )-H ,  (2.14)
where Q{T) is the optically thin radiative loss function and H  is the unknown coronal 
heating function. Q{T) has been calculated by several authors and is approximated 
by a piecewise continuous function,
Q{T) =  x T \  (2.15)
where % and a. are constants within any particular range of tem perature for the 
piecewise fit. It is shown in Figure 2.1 for Hildner (1974), Rosner et al (1978) and 
Cook et al (1989). The different heating theories and forms of H  will be discussed 
in Chapter 4.
2.3.4 Perfect Gas Law
For simplicity, the perfect gas law will be used;
P = ^ p T ,  (2.16)
where R  is the molar gas constant (8.3 x 10  ^ m^ s~^ deg“ )^ and jl is the mean 
molecular weight with /t =  0 .6  in the ionised corona.
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Figure 2.1: Comparison of (—) Hildner, 1974, Rosner ei aZ, 1978 and (- -) Cook et a/, 1989 
profiles for the radiative loss function
2.3.5 Sum m ary of Equations
Thus, the fundamental equations considered throughout this thesis are
dt =  V x ( v x B )  +  77oV%
Dt + /?V.v =  0,
'7 — 1 D t yp'^
P =  fp T .
(2.17)
(2.18)
(2.19)
(2 .20) 
(2 .21)
2.4  F lu x  T ubes
A magnetic flux tube is the volume generated by the set of fieldlines which intersect 
a simple, closed curve (see Figure 2.2). The strength Fs of the flux tube is the 
amount of magnetic flux B crossing a particular section, 5 i, of the tube;
F , =  /  B.dS =  /  BndS (2.22)Jsi JSi
2 0
Figure 2.2: An example of a magnetic flux tube through surfaces S i and 52.
where Bn is the normal component of the field through section 5i.
The surface of the Sun is covered in coronal loops of various sizes and these outline 
the magnetic field as it rises up through the dense photosphere and chromosphere 
and spreads out in the rarefied corona (Figure 2.3). A coronal loop is therefore an 
example of a flux tube. It will be assumed that the coronal loops considered in this 
work have a constant cross-sectional area and that the magnetic field is so strong 
(that is, the coronal plasma j3 is so small) that the loop structure remains rigid.
This type of magnetic channelling means that the induction equation (2.9) is no 
longer required and that the j x B force in equation (2.19) is identically zero. All 
plasma motions will be assumed to be along the coronal loop length, thus allowing 
us to restrict our investigations to one-dimensional dynamics. Equations (2.18) to 
(2 .2 1 ) now read as
Dp dv
D Ï ^ ' ’ d i
Dv
Dt
L .
=  0
D
7  — 1 F t
dx  
d
p =  f p T
dp d^vpg + py-
+  H
(2.23)
(2.24)
(2.25)
(2.26)
where all quantities are along the magnetic field and x is the distance along a field 
line.
2.5 T h e Isobaric A ssu m p tion
The following derivation is similar to that outlined in Meerson(1989). Using equa­
tions (2.23) - (2.26) in which gravity and viscosity are neglected, consider writing
2 1
Corona
Coronal 
Loop /
Photosphere
Convective
Motions
Figure 2.3: A schematic diagram of a coronal loop.
the mass continuity equation (2.23) as
therefore,
dp d(pv) _
and for the equation of motion (2,24),
dv dv d-p
dx
(2.27)
(2.28)
while for the energy equation (2.25), the left hand side can be expressed as 
D f  p \  I Dp ')p Dp
'j — 1 Dt \^p 'j — 1 D t (7 — l)p  D t
1 Dp 7 p dv +'J ~ 1  D t  {-J — I )  dx (from (2.23))
1 (d p  d p \  7 P dv
'y — l \ d t  d x )  ( 7  — 1 ) (2.29)
by expanding the total derivative. The resulting equations can be made dimension- 
less against typical coronal values by setting
_ ly__________
X — Ix, t  =  t c t ,  V =  VcV =  — , T  =  T c T , p  =  p c P ,  p  — P c P ,
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where I is the length of the field line, Vc =  l/tc is the conductive velocity , Tc = lO^K. 
p c  =  8.35 X 10~^^kg m “  ^ and p c  — R p c T c / p -  Defining the timescale, tc, as the 
conduction timescale
g  +  (2.31)
w W  +  (2.32)
we obtain.
Cs^  \ d t  dx J dx
j  (I+'!) + "i s  7m) - ‘ I»’’"- - "I • i“ i
p = ^ ,  (2.34)
where we have defined the sound speed squared as Cg^  =  7 Pc/pc and I I  =  HcH
(where He =  pc^XcTc°‘'' and Xc and CKg are the values of the temperature dependent
parameters when T  — Tc). We have also introduced
y T T (2-35)A.C-^ C
for each particular range of temperature for the piecewise fit as well as
as the ratio of the conduction and radiative timescales.
If we consider the case where the conductive velocity Vc is much smaller than the 
sound speed Cg, then equation (2.32) can be approximated by
that is, p =  constant (=  1 ) and we have an isobaric situation, that is, the radiative 
timescale is considerably longer than the acoustic timescale allowing any tempera­
ture and density variations to be in pressure equilibrium with their surroundings. 
We do not consider the solution p =  p(t) to (2.37). This has the computational con­
venience in that the numerical timesteps are not restricted by the need to resolve 
adequately the sound waves travelling back and forth across the system. Instead 
the slower thermal variations can be followed with timesteps only restricted by the 
physical processes that we wish to investigate.
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-  b [xT“-^ -  h ] , (2.39)
(2.40)
Thus the reduced set of isobaric equations is
.  (2.,S,
^  _  _g_
dx dx  
1
P —  Y  :
where all bars have been removed for convenience.
These equations will be numerically solved for a typical coronal loop. The loop 
has a hot summit temperature 1 — 2 x 10®K) and cool footpoints (% lO'^K) 
embedded in the chromosphere. It is assumed that the loop is symmetrical and 
therefore it is only necessary to consider half the loop length, so that 0 <  a; <  0.5 
in the non-dimensionalised coordinates. Thus, equations (2.38) - (2.40) are solved 
with the following boundary conditions,
dT—  =  0, at æ =  0, (2.41)ox
T =  3^, ^  % =  0d^ (2^2)
where Te is the chromospheric temperature and with the initial conditions at Z =  0
as,
u(%) =  0 (2.43)
T =  TX%) (2^4)
where T s ( x )  is the static temperature profile obtained for a constant value of the 
heating {H  =  Hq).
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C hapter 3
T herm al Equilibria o f Coronal 
Loops
He was one of the most famous of mathematicians who were openly interested in 
“how the real world works”. These scholars broke with the cloistered traditions of 
mathematics in several important ways. For one thing, they used computers con­
stantly. For another, they worked almost exclusively with nonlinear equations. For 
a third, they appeared to care that their mathematics described something that actu­
ally existed in the real world. And finally, as if  to emphasise their emergence from  
academia into the world, they dressed and spoke with what one senior mathemati­
cian called “a deplorable excess of personality”. In fact, they often behaved like rock 
stars.
(D escription  of Ian M alcolm , Chaos M athem atician from  ‘Jurassic Park’ 
by M ichael Crichton)
3.1 In trod u ction
As mentioned in Chapter 1 , the Sun’s corona is not homogeneous and uniform but is 
a complex and dynamic environment consisting of a large variety of loop structures 
th a t are thought to outline the magnetic field. Observations from the Soft X-ray 
Telescope (SXT) on Yohkoh (Strong, 1994) show a range of loop sizes and shapes 
with active regions appearing as bright tangles of magnetic field lines surrounded by 
a network of large scale loops in the Sun’s quiet regions. These recent observations 
indicate that active region loops are in constant motion, forming then reforming, 
and they appear to be slowly moving outwards from the Sun’s surface, carrying
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plasma with them, the magnetic flux tubes confining the ionised plasma due to the 
high conductivity in the corona (see Figure 3.1).
Exotic loop geometries (twisted, sheared, kinked or cusped) appear possible with 
the magnetic structures showing changes on timescales that range from seconds to 
months. Loops also occur that stretch between active regions and quiet regions 
often over distances > lOOMm. Table (3.1) gives physical parameter ranges for the 
different classes of loops seen in the corona (Steele, 1992).
Inter­ Quiet Active Post Simple
connecting Region Region Flare Flare
Half Length (Mm) 5 -  17.5 5 -  17.5 2 - 2 5 2 - 2 5 1 - 1 0
Temperature (lO^K) 2 - 3 1 . 8 0 .0 1 -2 .5 0 .0 1 - 4 < 4 0
Particle Density 7 2 - 1 0 5 - 5 0 1 0 0 < 1 0 0 0
(lO^'^m-^)
Pressure (Pa) 0.02 -  0.03 0.005
-0.025
7 x 1 0 -5
-0 .17
0 .0 1 - 5 500
Table 3.1: Physical parameters for different classes of magnetic loops found in the corona (Steele, 
1992)
The thermal equilibrium temperature structure along a coronal loop has been 
modelled by many authors. Rosner et al (1978) derived a relationship for the de­
pendence of the maximum temperature {Tmax) along a loop of length L  with plasma 
pressure p (gravity was neglected);
(3.1)
Hood and Priest (1979) solved the equations of thermal equilibrium in the absence of 
gravity and with a loop footpoint temperature set at 1 0 ®K, the transition region not 
included. They found that when the radiative term dominated the uniform heating 
along the loop, then, if the plasma pressure became too large or if the length of 
the fieldline considered was too long (by footpoint stretching or twisting motions), 
a lack of equilibrium occured and solutions with cool summit temperatures <  10®K 
could exist.
Wragg and Priest (1981) extended the above work to include gravity. Loops 
with a constant pressure along their lengths were investigated and therefore the 
analysis was only relevent to loops smaller than the pressure scale height. They also 
considered a thermally isolated loop, that is, a loop for which the conductive flux
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Figure 3.1: Images obtained from SXT on Yohkoh from 3''^ October 1991 to 25*^  ^ January 1992 
showing a variety of coronal loop features; A: Large Helmet-type structure; B: Arcade of X-ray 
loops seen end-on; C: Dynam ic eruptive loop growing at a velocity of ~  30km ~b D- One of many 
small sym m etrical flaring loops seen by SXT; E: Two cusped loops with heating in northern loop; 
F: Tightly beam ed x-ray je t towards the southwest at ~  200km“ b G: Section of solar disk showing 
loop structures in active regions. The horizontal line shows the relative size-scaling between the 
particular features.
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vanishes at both the loop summit and base, the base temperature set at a typical 
chromospheric value (2 x lO^K).
She et al (1986) investigated the effect on the thermal equilibrium structure of 
placing the loop footpoints deep in the chromosphere, arguing that the corona could 
not simply be considered as a separate atmosphere from the transition region.
Observations of the differential emission measure (DEM) of the corona (which 
represents the amount of material present at a particular temperature) show a deep 
minimum at lO^K. The part of the DEM above lO^K can be explained quite well by 
a static, hot loop model; however, the part below lO^K cannot (that is, there is a 
greater amount of cooler material present than that simply calculated by using hot 
loops). The average DEM does not change very much across different solar regions 
and its «profile appears to be the same for all late-type stars.
Antiochos and Noci (1986) argued that if two different mechanisms were involved 
in producing this particular DEM profile then, for different areas of the Sun, the 
relative strengths of the two mechanisms should vary and thus the DEM would 
change - this is not the case. Thus, either the two mechanisms are strongly coupled 
or only one mechanism exists. Antiochos and Noci suggested that if hot coronal loop 
structures could explain the hot DEM part then the cool loop solutions of Hood and 
Priest (1979) could explain the cooler DEM part. Their model found that if both 
the hot and cool loops exist in the same region, the full form of the DEM could be 
reproduced. We will return to the DEM in Chapter 4.
Hood and Anzer (1988) quantitatively re-examined the equations of thermal equi­
librium to find conditions under which cool condensations could form in the corona. 
They assumed a footpoint tem perature of 2 x lO^K and a fixed base pressure, arguing 
tha t although a zero base conductive flux is attractive (since observations appear to 
show a “2 X lO^K-plateau” there), the actual physical mechanism which produces 
this plateau was not included in the model and therefore this effect should not be 
simulated. However, they did not allow the base conductive flux to get too large 
otherwise the chromospheric region would not be able to radiate away the strong 
conductive flux.
The authors used the powerful technique of phase p lan e  analysis to investigate 
the thermal equilibrium solutions, altering the radiation and heating under certain 
conditions (no gravity, variation of cross-sectional area and gravity included respec­
tively) so as to give an analytical phase plane solution. They argued that a general 
understanding of the overall physical effects was more important than specific de­
tails, provided that the changes made left that basic topology of the phase plane 
unchanged.
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Hood and Anzer argue against the cool loop of Hood and Priest (1979) explaining 
tha t their base temperature was too large (lO^K) and that the cool solutions cannot 
be coupled onto the lower atmosphere as the base conductive flux is of the wrong 
sign. For a fuller explanation of the technique of phase plane analysis see Section 
3.3.
Steele and Priest (1990a) extended the work of Hood and Anzer (1988) by seeking 
numerical solutions to the thermal equilibrium equations for the Hildner (1978) 
radiative loss curve. Certain different types of thermal structure were identified. 
H o t loops had cool footpoints (2 x lO'^K) and hot summits (4 x 1 0 ® — 3 x 10®K). 
C oo l loops had temperatures of 8  x lO^K along their entire length. H o t-C o o l 
loops had footpoints at 2  x lO^K and a similar summit temperature or slightly lower 
but with intermediate portions at coronal temperatures. W arm  loops are similar 
to cool loops but have summit temperatures between 8  x 10  ^ — 4 x lO^K. They 
suggested that the global DEM could be explained by the hot-cool loop solution 
and tha t cool loops could have relevance for active region prominences where the 
magnetic field lies mainly along the plane of the prominence.
Steele and Priest (1991b) continued the above analysis to include changes in the 
cross-sectional area of the coronal loop. Their results showed that if the area of the 
flux tube was increased towards the summit, the summit temperature of (a) the hot 
and cool loops increased slightly, (b) the warm solutions were unchanged, and (c) 
the hot-cool loops increased dramatically.
Steele and Priest (1994) went on to include gravity which meant that the pressure 
along the loop fell from the footpoint to the summit. Since the pressure was now 
a free parameter, a phase volume had to be constructed by stacking many phase 
planes on top of one another. The most dramatic result of the effect of gravity was 
tha t the hot-cool loop no longer existed and therefore the number of solutions were 
reduced.
Steele and Priest (1990b, 1991a) also considered the thermal equilibria of a coro­
nal magnetic arcade which they modelled as a continuum of individual fieldlines 
with their axis on or below the photosphere (see Figure 3.2). The thermal equi­
librium structure of the arcade is then calculated by solving the thermal structure 
along each individual flux tube. This procedure is valid provided that the thermal 
conductivity along the field lines is much greater than across the field, allowing the 
loops to be thermally isolated from each other.
Hot loops (Alissandrakis et al, 1988) and cool loops (Foukal, 1981) have been 
observed in the corona and as well as the equilibria investigations, many authors 
have studied the stability of these loops (Antiochos, 1979; Hood and Priest, 1980;
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Figure 3.2: Form of the magnetic arcade as considered in Steele and Priest (1991a). It is made up 
of a continuum of fieldlines with their axis (0) a distance d below the surface of the photosphere.
Cally and Robb, 1995). In particular, Cally and Robb (1995) found that with gravity 
included, their cool loop solutions were unstable and evolved to hot loops in only a 
m atter of minutes.
3.2 T h e T h erm al E quilibrium  E quation and a S im plified  
R ad ia tive Loss Function
The equation of thermal equilibrium is obtained from equations (2.38) - (2.40) by 
setting all time derivatives to zero and by assuming that the velocity is identically 
zero. We are left with a balance between conduction, radiation and heating;
(3-2)
where Hq is a constant value along the coronal loop. The boundary conditions are 
(2.41) and (2.42).
A proper description of the possible static solutions to the model equations is 
essential to understanding the overall system we are investigating. This is a compli­
cated problem particularly when considering the continuous radiative loss functions 
shown in Figure 2.1. However, by choosing a particular simplified form of this func­
tion, it is possible to derive an analytical solution for these equilibrium states which 
will provide insight into the nature of the more complex problem. One simplified 
form is the Two R an g e  R ad ia tiv e  Loss Function ,
(  r p - 7 / 4  T  >  T
"  (3.3)( jÇ ïTfï 1 1 J-r
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Figure 3.3: Comparison of (—) Two range Radiative Loss Function and Hildner. 1974 in
the non-dimensionalised form with %  =  0.011.
where Tr is the temperature at the maximum of the radiative loss. W hat is impor­
tan t is that the simplified form should have the same properties as the calculated 
radiation functions. In this case for constant pressure, the radiation increases with 
decreasing temperature from coronal temperatures (% 2 X 10®K) but eventually this 
situation reverses at and the radiation falls as the temperatures reach chromo­
spheric values (lO^K). is just above lO^K, remembering that the optically thin 
radiation is calculated at constant pressure and not constant density.
T a X
T  < 0.015 7.4 2.24 xl0^3
0.015 < T  < 0.08 1 . 8 1.37 xlO^
0.08 <  T < 0.3 0 . 0 1.45 xlO^
0.3 <  T  < 0.8 -2.5 7.15 x lO -i
0 . 8  <  T <  1 0 -1 . 0 1
Table 3.2; a  and % values (in non-dimensionalised form) for Optically Thin Radiation, obtained 
from analytical fit by Hildner (1974)
Figure 3.3 compares the simplified function for Tr — 0.011 (in units of 10®K) with 
Hildner’s estimates (in non-dimensionalised form) for the optically thin radiation 
(see Table 3.2). This approximation can only be considered down to chromospheric
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temperatures lO'^K) - it will not be taken down to the temperature minimum 
region where radiation and heating balance as optically thick effects become impor­
tan t. This approximation to the radiative curve follows the philosophy of Hood and 
Anzer (1988) who deduced the properties of static loops by introducing simplified 
loss functions (see Section 3.1).
For ease of mathematical analysis, the equilibrium equation (3.2) can be written
as
^  =  (3.4)
where y ~  The boundary conditions (2.41) and (2.42) are now given as
~  =  0 at a; =  0 (3.5)dx
y  = Ve at a; =  0.5 , (3.6)
and where yr — for the simplified radiative function.
3.3 P h ase P la n e  A nalysis
As in Hood and Anzer (1988) and Steele and Priest (1990a), a lot of information 
about the nature of the solutions to equation (3.4) can be found by investigating the 
corresponding phase plane diagram where the conductive flux is given as a function 
of temperature. Setting,
* - « ,  (3.')
(3 8)
then the critical points in the (^, $) space occur when these two derivatives are zero, 
th a t is,
y  =  Vcrit =  I — j ) $  =  0 .
It must be remembered that the values of % and a  are different on either side of
y — yr for the Two Range Loss Function. If Hq < yr~^ '^  ^ then two critical points
exist;
Vcrit ~  Vh — Hq (d.9)
for X — 1 and a  =  1/4 in the upper, hotter region and
ycrit — yc = HQVr^f  ^ (3.10)
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for X =  and a  =  11/2 in the lower, cooler region of the radiation curve. A
critical point analysis (Bender and Orzag, 1978) gives (y/^ , 0) as a centre point and 
(yc,0 ) as a saddle point (see Appendix A).
Figure 3.4 shows the phase space for Hq < in terms of temperature T  and
the conductive flux T^^'^dT/dx. The values for Hq{= 3.2) and 6 (=  20) are purely 
arbitrary. Consider a footpoint temperature that lies along the line L\ (-.-.-) 
where Tc < T q <Th. Starting at point A\ and noting tha t the direction of rotation 
around the closed contours is clockwise, the contour AiAg gives a thermally isolated 
loop with a hot summit. It is thermally isolated as the base conductive flux is zero 
and the summit tem perature of the loop is the minimum value for a hot loop solution 
with this particular footpoint temperature.
There is the possibility of continuing the contour round back to A \ again (that 
is, A 1A 2A 1) to give a cool summit temperature. Such a loop is hot along most of its 
length apart from the cool summit and footpoint and is therefore called the hot-cool 
solution. We will not be considering this type of loop.
Beginning at point Hi, a hot solution occurs with summit tem perature Hg and 
similarly for C1C2 (which lie on the separatrix curve). D 1D 2 also is a hot solution but 
now, since the contour is no longer closed, a hot-cool solution is no longer possible.
If the base conductive fluxes are negative, then cool solutions can occur (for 
example, B 3B 4 ). As the base conductive flux approaches C3 (which lies on the 
separatrix curve), the loops lengthen considerably as the contour passes very close 
to Tc. Thus long, nearly isothermal cool solutions exist. It must be noted that these 
cool solutions are normally rejected as unphysical since the summit tem perature is 
lower than the transition region footpoint temperature and that the conductive flux 
at the base is of the wrong sign. For conductive fluxes less than C3 (such as D3 )), 
no cool solutions are possible.
Now consider a footpoint temperature Tc > Tg along the line 2%. Starting with 
the footpoint at point Hi gives a completely cool solution along the loop length 
with summit temperature at Hg. The temperature of the loop never rises to coronal 
values and is the cool solution referred to by Antiochos and Noci (1986).
The contour FiTc also represents a cool solution but since Tc is a critical point, it 
takes an inflnite distance to integrate up to that particular tem perature - thus the 
loop is inflnitely long and is basically isothermal at tem perature Tc.
If the base conductive flux is increased to Gi so tha t the contour lies outside 
the separatrix curve then only a hotter solution is possible {G1D 1D 2 ). It can be 
argued that two solutions can occur. The length of the loop can be increased (a) 
by increasing the base conductive flux or (b) by decreasing the base conductive flux
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Figure 3.4: Form of phase plane solution for H q < yr with H q =  3.2 and 6 =  20 for %  =  0.25.
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Figure 3.5: Form of phase plane separatrix curve for H q — 3.2 and T r  =  0.25 with increasing values 
of b.
towards Fi but still remaining outside the separatrix curve. In the case (a), the 
loop summit tem perature increases and therefore a hot solution exists. For case 
(b), the contour passes very close to Tc and therefore will spend a long time in the 
neighbourhood of this point, the loop summit temperature being very close to the 
value at Cg. This has been termed the warm solution and thus, there is a minimum 
summit temperature of warm loops as defined by the separatrix curve.
Figure 3.5 shows how the phase plane diagram changes with increasing values of 
6 . The expanding contours scale as 6^/^. Figure 3.6 shows the phase plane solutions 
for Hq > - for footpoint temperatures along L 3 only hot solutions exist {Z1Z 2
for Ho =  20, W 1W 2 for Ho =  50 and U1U2 for Ho =  100).
3*4 A n a ly tica l S o lu tion  for th e  D ep en d en ce  o f  th e  Loop  
Sum m it T em p eratu re upon Loop L ength
The Two Range Radiative Loss Function was chosen so that an analytical solution to 
the thermal equilibria could be derived. Thus, it is possible to obtain an analytical 
expression for the dependence of the summit tem perature To upon the length of the 
fieldline (through b) for different values of Ho- There are two possibilities;
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Figure 3.6: Form of phase plane solution for increasing values of jffo(20,50,100) > with
6 =  20 and Tr =  0.25.
(i) To > Tr > T,;
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2
where
In
C2 — ) J — 4 {C'^ — ^
2 { C s - C i )\ /
2 / ( 0 ) =  3/0 =  2/r =  T .^ /" ,  2/e =  T / / ^
-  ( 1  -  ■ffoî/r*''') }
C 2 =  Ve —
Cs = ^  (vr — ;
(ii) To,T, < Tr;
7_b
2-  =  43/ r '/ ' cosh'
.1
(3.11)
(3.12)
(3.13)
(3.14)
(3.15)J/O -  jTo3/r /^2y_
The derivation of these expressions can be found in Appendix B. Both cases are 
shown in Figure 3.7 for Tg =  0.01 and Tr =  0.011 in units of 10®K. The curves 
defining the dependence of Tq upon 6 have two different forms depending on the
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Figure 3.7: Dependence of the summit temperature To (in units of 10®K) upon parameter b for 
different values of the constant heating term H q. T q = Tr  is the dashed line.
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Figure 3.8: Two cases for the dependence of the summit temperature upon parameter b for (A) 
Tc > Te and (B) To < Tg.
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Figure 3.9; Variation of summit temperature To (iu units of 10®K) with Ho for 6 
Te =  0.01 (i.e. lO^K).
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value of H q .  Given that Tc = is the value of the saddle point temperature,
the form of the curve in Figure 3.7 depends upon whether Tc is less than or greater 
than Tg. Figure 3.8 show these two cases.
For case (A), Tc > Te and three solutions exist (hot, warm and cool) as described 
in Section 3.3. For b less than some critical value {bcrit)’, only cool solutions exist. It 
can be shown that the hot and cool solutions are linearly stable whereas the warm 
solution is not. Thus, temperatures above the hot solution will evolve towards 
it. However, if the temperature drops below the warm value, the solution will be 
attracted to the lower curve creating a cold plasma along the loop length.
For case (B), Tc < Te and a warm solution no longer exists. If the summit 
tem perature falls too far away from the hot solution, it will continue to fall towards 
the cool solution. The change over between these two cases occurs for H q — yeyr~^^^ 
(pj 1917 for the above parameters).
Even if the heating is subsequently increased, it is difficult for the plasma to move 
away from the cool solution once it has been reached. This is illustrated in Figure 
3.9 where To is plotted against Hq for a fixed value of parameter b (— 0.5 in this 
case) and where Tg =  0 . 0 1  in the non-dimensionalised units — we see tha t a large 
amount of heat { H q  > «  10 '^^  ^ in this case) would be required to retrieve a
hot loop solution, this value of the heating corresponding to Figure 3.6 when only 
hot solutions exist.
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3.5  C onclusion
In this chapter a detailed investigation of the possible static solutions of the thermal 
equilibrium along a coronal loop was carried out. Due to the form of the radiative 
loss curve in the corona, this is generally a complicated problem. However, a simpli­
fied form of the radiation, which has all the same properties of the full problem, was 
introduced. This allowed for the analytical investigation of the equilibrium solu­
tions by using the powerful technique of phase plane analysis. Hot, cool, warm and 
hot-cool solutions are possible, depending on the length of the loop, the footpoint 
temperature, the base conductive flux and the value of the heating term.
The effect on the therm al structure of varying the heat source in time will be 
investigated in the next chapter.
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C hapter 4
T im e-D ependent Solar Coronal 
H eating
“The Sun has always kept its secrets well”
(J. Gribbin, ‘B linded by the Light - the Secret life of th e Sun’)
4.1 In trodu ction
Satellite and rocket telescope observations have revealed that the Sun exhibits a wide 
variety of dynamic phenomena. As discussed in Chapter 1 , there are many examples 
of the interaction of the coronal plasma with the Sun’s coronal magnetic field. Up 
until about 1940, it was thought that the temperature of the Sun decreased from 
the solar surface. However, one of the most perplexing problems in solar physics is 
to explain the fact that while the photosphere (which emits most of the visible solar 
radiation) is at 6000K, the temperature passes through a minimum at ~  4300K and 
then begins to rise through the chromosphere (lO^K) and transition region (lO^K), 
before reaching between ~  2 X lO^K in the corona. Since the 1970’s, this particular 
feature has been known to occur in other solar-like stars. Chromospheric heating can 
be explained in terms of the dissipation of magnetoacoustic waves (see Narain and 
Ulmschneider, 1990, 1995 and references therein) but the nature of the mechanism 
in the solar corona is less certain.
Parker (1987a) states tha t as the solar corona is in an extreme state of dynamical 
motion, the whole atmosphere would collapse in only one hour if the heating source 
was suddenly switched off! So the corona is maintained and sustained hour by hour 
by its unknown heating supply. Any coronal heating model should be able to explain
• the energy losses from both quiet and active regions;
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• the variation of the corona’s temperature with the solar cycle;
• the heating of coronal loop structures, formation of X-ray bright points and the 
presence of coronal holes.
Due to refraction effects at the corona-photospheric boundary, coronal heating by 
acoustic waves has generally been regarded as negligible (Anderson and Athay, 
1989a,b). However this view has been challanged by Dere and Mason (1993) who 
studied the non-thermal velocities for spectral lines primarily covering the tempera­
ture range 1 0 “* to 2  x 1 0 ®K and found that they were significantly higher than those 
suggested in previous studies. Dere and Mason conclude that the acoustic wave flux 
inferred from these non-thermal line broadenings would be sufficient to supply the 
energy <to balance losses for most regions of the solar atmosphere.
In spite of this, it has generally been accepted that the Sun’s magnetic field plays 
the most important part in understanding the coronal heating problem. Obser­
vational data of specific heating mechanisms has been difficult to obtain due to a 
number of reasons (Zirker, 1993):
• Several heating mechanisms may be operating at once.
• Heating release events may be too small to be spatially resolved by present 
instrumentation. This is a direct consequence of the fact that the coronal 
plasma is very inefficient at dissipation and therefore small scales are required 
for effective energy release.
• If the heating is in discrete events (which is suggested by one of the mecha­
nisms), the frequency of these events may be too high to be adequately tem ­
porally resolved.
• Any unique signatures of specific methods may be destroyed during the thermal 
release of the injected energy.
A ttem pts have been made to detect indirectly the heating mechanism (see Cargill, 
1994a for a summary of possible diagnostic tools) and observational evidence for 
each coronal heating theory is presented below in each relevant section.
Note tha t it is not the purpose of this chapter to provide a detailed review of 
the physics of coronal heating methods (see Priest, 1993 for an excellent overview of 
the various theories). Rather the aim of this part of the thesis is to understand the 
response of the coronal plasma to a time-varying supply of heat. A time-dependent 
heating term  is required because none of the present heating mechanisms are likely 
to provide a constant, continual supply of heat energy.
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In Section 4.2 there is a description of a number of heating theories suggested 
from literature. The time dependent heating term to be investigated is introduced 
in Section 4.3 and a test for the numerical code is considered in Section 4.4 using 
an initially isothermal atmosphere. This has the advantage that it is possible to 
analytically derive a formula for the thermal evolution of the loop (see Appendix 
C). The results of time dependent heating of a typical coronal loop structure are 
shown in Sections 4.5 and 4.6 while the effect upon the differential emission measure 
is described in Section 4.7. The results in this chapter are summarized in Walsh et 
al (1995a,b).
4.2 H eatin g  M echanism s in  th e  C orona
Various heating methods have been suggested in order to balance the energy losses 
from the corona by radiation, thermal conduction and plasma mass flow (Withbroe 
and Noyes, 1977 - see Table 4.1 for estimated values for quiet regions, active re­
gions and coronal holes). Cargill (1994a) points out that these estimates are nearly 
twenty years old and are taken from a region of the spectrum that has not been 
investigated in any detail since the 1970’s. SOHO will be carrying a wide range of 
EUV instruments and it is very important that the Withbroe and Noyes values are 
confirmed or updated as necessary.
Coronal Fluxes 
ergs s~^cm~^
Quiet Sun Coronal Hole Active Region
Conduction 
Radiation 
Solar Wind 
Total
2 X 10® 
10®
<  5 X 10^
3 X 10®
6 X 10^
1Q4
7 X 10®
8 X 10®
10® - 10  ^
5 X 10® 
<  10® 
1 0 "
Table 4.1: Estimated values for energy losses on the Sun as calculated by Withbroe and Noyes, 
1977.
4.2.1 W ave H e a tin g  of th e  C orona
Given the fact that acoustic waves appear to be unable to balance coronal losses, 
other forms of wave heating have been investigated. A likely candidate, M ag n e­
to aco u s tic  W aves, has generally been dismissed in the literature. However, this 
has been recently contested by Porter et al (1994a,b). They argue that the slow
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mode fluxes derived from Doppler line shift measurements in the chromosphere and 
transition region may have been underestimated by two orders of magnitude due 
to the lack of resolution of small scale motions. The real slow mode energy fluxes 
might well be sufficient to match the coronal losses from a quiet region. Porter et al 
also suggest that another possible source of the waves could be from an “impulsive, 
bursty regime” generated by a magnetic reconnection event (see Forbes and Priest, 
1982).
Many authors have concentrated their efforts towards the generation, propagation 
and dissipation of A lfven W aves in the corona. The ultimate source of energy lies 
in the convective motions in and below the photosphere and therefore wave heating 
by Alfven waves has two problems to overcome;
1 . They are difficult to excite by the convective motions;
2. They are difficult to damp in the corona, partly because of their incompressible 
nature.
R eso n a n t A b sorp tion
One possible mechanism for overcoming these problems is R eso n an t A b so rp tio n . 
This requires a wave with a frequency within either the Alfven or slow continuum to 
propagate in from the photospheric boundary. When the frequency of the incoming 
wave matches the local frequency of a continuum mode, the fieldline resonates and 
a large amplitude develops. Non-ideal MED dissipation limits the growth of the 
resonant mode and dissipates the incoming wave energy into heat.
It was in the context of thermonuclear fusion research that resonant absorption 
of Alfven waves was first considered as a viable plasma heating mechanism. For 
fusion to occur, it is necessary to confine a sufficiently hot and dense plasma for a 
long enough time so that the power necessary to heat the plasma is exceeded by 
the power produced by the fusion reactions themselves. The most promising way 
of achieving this is by using a machine called a to k am ak  (Wesson, 1987). It has 
an axisymmetric toroidal configuration with strong toroidal and weaker poloidal 
magnetic fields. The plasma itself generates a poloidal field which confines the 
current and provides Ohmic heating of the plasma. However, as the temperature 
rises, the plasma resistance falls off as where Tg is the electron temperature.
Therefore, an extra source of heating is required to push the plasma into the ignition 
regime. Resonant absorption was investigated as a means of adding the extra energy 
required (for example, Poedts, Kerner and Goossens, 1989).
lonson (1978) was one of the first to consider resonant absorption as a possible
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source of coronal loop heating; he concluded tha t an Alfvenic surface wave could, 
when dissipated, irreversibly heat the supporting, nonuniform plasma, the energy 
deposition being very localised in a thin sheath (% 1km wide) which would envelope 
the entire length of the loop.
Hollweg (1984) showed how a coronal loop could act as a resonant cavity and tha t 
the transmission of energy into the loop was enhanced at certain resonant frequen­
cies. His results were in qualitative agreement with lonson’s results. Once excited, 
Alfven waves do not dissipate readily; for example, in order to achieve the necessary 
heating rate for the quiet corona, a 1 0 0  s period wave would be required to damp in 
only a few journeys along a typical coronal loop. Possible dissipative mechanisms 
such as viscosity, radiative damping and resistivity require steep gradients to be 
effective. Hollweg (1984) mentions turbulence as a means of transferring the energy 
from large to small scales where dissipation can take effect due to the large velocity 
and magnetic gradients. For a fuller discussion of MHD turbulence see Section 4.2.2.
Davila (1987) produced very convincing results for the resonant absorption pro­
cess, where an Alfven wave becomes trapped within a coronal loop, “bouncing back 
and forth” between the loop ends. If the driving frequency of the system is just 
right then the captured energy will increase and eventually be dissipated within the 
loop.
The numerical simulations of Poedts, Goossens and Kerner (1989), in which 
they investigate the efficiency of resonant absorption in the framework of linearized, 
compressible, resistive MHD, seem to confirm Davila’s findings. They state tha t as 
ideal MHD is conservative, it alone is not a good modeller of the resonant absorption 
process as the energy absorbed by the plasma can never be dissipated but rather 
accumulates in an ever diminishing region around the resonant layer.
Poedts, Belien and Goedbloed (1994) extended this idea to define the quality 
of a resonance, Q, as the ratio of the total energy contained in the system to the 
dissipation per driving cycle of the external source (that is, the incident waves) and 
the fractional absorption, /a , of the heating process as a measure for the coupling 
of the external driving source to the coronal loop plasma. Good plasma driver 
coupling does not necessarily mean efficient plasma heating. However, they found 
tha t the resonances in coronal loops have bad quality - the dissipation per cycle is 
appreciable, allowing them  to conclude that resonant absorption is a possible heating 
mechanism.
Ruderman and Goossens (1993) studied the resonant absorption of small am­
plitude surface Alfven waves in non-linear incompressible MHD for a viscous and 
resistive plasma. They found that the introduction of non-linearity caused an addi­
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tional increase in the wave damping rate with its value far exceeding th a t predicted 
by linear theory.
Ofman and Davila (1994) were the first to study the non-linear aspects of resonant 
absorption of Alfven waves in three dimensions, arguing tha t non-linear effects may 
be im portant in regions of large velocity shear. They found tha t the location of 
the Alfven resonant surfaces are tim e dependent as was the ohmic heating rate 
which saturated when the dissipation balanced the periodic energy input from their 
photospheric driver.
Wright and Rickard (1995) investigated the response of a non-uniform, one­
dimensional MHD cavity that was driven by a prescibed random boundary motion 
with a broad-band frequency spectrum. Their numerical results showed tha t the 
resonant excitation of Alfven waves can still occur when a cavity is driven by a 
non-monochromatic source. They applied their results to laboratory plasmas and 
the magnetospheric cavity bounded by the magnetopause as well as coronal loops.
Erdelyi and Goossens (1995) extended the numerical code developed by Poedts, 
Goossens and Kerner (1989) to include viscous as well as resistive terms. Under 
solar conditions, both dissipative terms are operating with the electrical resistivity 
being slightly more important.
P  h ase- M ix in g
In 1983, Heyvaerts and Priest introduced the idea of coronal heating by the p h ase- 
m ix in g  of sheared Alfven waves. The photospheric footpoints of a coronal loop 
are oscillated at a certain fixed frequency. Since each fieldline in an inhomogeneous 
atmosphere has its own Alfven speed, the waves propagate at different speeds and 
soon become out of phase as you travel up through the atmosphere. Large spatial 
gradients build up until dissipation smoothes them out and extracts the energy. 
Thus, phase mixing naturally generates small scale motions and the fieldline will be 
heated only where the dissipation is important. However, once deposited, the heat 
will spread out along the fieldline by conduction.
Parker (1991) considers phase-mixing as a possible heating mechanism for coro­
nal holes. However, he found tha t this mechanism could only provide heating at 
distances % 1 0  solar radii and thus this mechanism could only be used to accelerate 
the solar wind to high velocities.
O th er W ave-h eatin g  M eth o d s
An interesting idea tha t links both wave heating in the corona with the presence 
of many small reconnective sites in the coronal magnetic field (see Section 4.2.3)
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CDS SUMER
Emission Line (A) 
Spatial Resolution 
(arc seconds) 
Temporal Resolution 
(seconds)
160 -  800 
2
1 - 1 0
500 -  1600 
1
1 - 3
Table 4.2: Operating parameters for CDS and SUMER on SOHO
was explored by Lee and Roberts (1986). They investigated what happens when 
the local transverse oscillations produced by a passing Alfven wave interacts with 
a tangential discontinuity in the Alfven speed. They demonstrated tha t dissipation 
of the waves was possible when they propagated along a magnetic field containing 
a number of tangential discontinuities in the field direction (current sheets). Thus, 
the combination of the two processes leads to the possibility of a wave heating 
contribution even to the active corona.
O b servation a l E v id en ce  o f  C oronal W ave H ea tin g
W hat evidence is there available of coronal Alfven waves? It has been suggested that 
the dissipation of Alfven waves could give a contribution to the heating mechanism 
of a coronal hole and large amplitude magnetic and velocity fluctuations have been 
identified in the solar wind (Hollweg, 1986 and references therein). This could simply 
be a remnant of a much larger coronal flux which may therefore be detectable.
Evidence for Alfven wave heating can be found in the non-thermal broadening of 
transition region and coronal spectrum lines (for example, Hassler et al^  1990 and 
Narain and Ulmschneider, 1990 and references therein). The broadening is produced 
by a random velocity (20 — 25kms~^ in the quiet corona and 40 — 50kms“  ^ in active 
regions) which, for a reasonable value of the Alfven speed, gives more than the 
required input energy flux.
The CDS and SUMER instruments aboard SOHO could give the most convincing 
evidence yet for Alfven wave dissipation in the corona (see Ireland, 1995 for a short 
review on the capabilities of the SOHO Mission on observing wave heating). Table
4.2 shows the emission lines, spatial resolution and temporal resolution tha t the two 
instruments will be using. Possible tests for wave heating could be
1. The search for a hot sheath around a coronal loop produced by resonant ab­
sorption. Unfortunately, other mechanisms could also create this phenomena
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and so the test could be ambiguous.
2. The measurement of footpoint motions of the coronal field to see if the gener­
ation of Alfven waves in the corona is even a possibility.
3. The emission line detection of a periodic oscillation in some physically measur­
able quantity.
4. The measurement of magnetic field fluctuations in a single coronal loop itself.
4 .2 .2  M H D  T u rb u len ce
Any driven MHD system can produce large gradients in the magnetic field and 
plasma itself. Turbulence then allows the energy to be transferred from large to 
small scales where dissipation can take effect and produce heating.
Plasma physicists have been considering the idea of MHD turbulence for some 
time. For example, Riyopoulos et al (1982) used a finite difference, resistive, MHD 
code to model both the decay to small scales (high wave number) and the growth to 
larger scales (low wave number), tha t is, an inverse cascade, of a “relaxing” turbulent 
ideal MHD system.
In the realm of Solar Physics, Van Ballegooijen (1986, 1987) showed tha t from 
an initially uniform magnetic field, a cascade of magnetic energy could occur in 
the corona as the result of a random motion imposed on the field lines by sub- 
photospheric flows (see Section 4.2.3 for Parker’s disagreement with this particular 
mechanism).
Heyvaerts and Priest (1992) considered turbulent heating of the corona by calcu­
lating the turbulent dissipation coefficients of a sheared coronal arcade under typical 
boundary stresses. They produced formulae for the heating rate and the turbulent 
velocity, the typical values calculated being comparable with observations.
This work was extended in a series of papers by Inverarity (Inverarity et of, 
1995, Inverarity and Priest, 1995a, 1995b) to investigate turbulent coronal heat­
ing of sheared arcades, twisted flux tubes and the wave heating of coronal loops 
respectively.
To test the idea of MHD turbulent heating is very difficult mainly because the 
observational length scales are so small, possibly as low as 10m (Van Ballegooijen, 
1986; Inverarity, 1995, private communication). The Normal Incidence X-ray Tele­
scope (NIXT) and Yohkoh observations (Gomez et al, 1993a, b; Martens and Gomez, 
1992) have given indications of the existence of turbulent regimes in coronal active 
regions. Thus, it may be possible with SOHO to measure the temporal and spatial
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power spectra of line broadening within an isolated coronal loop but it should be 
noted that the turbulence produced by topological dissipation and by Alfven wave 
heating in the corona may produce a spectrum that is not very different from that 
of MHD turbulence.
4 .2 .3  M icro flares an d  N anofla res
In 1972, Parker demonstrated tha t if a fully three-dimensional coronal magnetic 
field exists, then, in ideal MHD, the static equilibrium must have a uniform twist 
along the field direction. However, in reality, such an equilibrium would not likely 
exist and tangential discontinuities in the field (current sheets) would form. Parker 
suggested tha t these were possible sites of Joule heating and reconnection.
Parker (1987b) continued this work by illustrating the spontaneous and unavoid­
able formation of tangential discontinuities in a force-free magnetic field whose foot­
points are subjected to bounded, continuous displacement and shuffling, so that 
neighbouring flux tubes are wound and wrapped around each other in increasingly 
complicated patterns. Magnetic field reconnection occurs at the braiding boundaries 
creating heat and plasma flows (see Figure 4.1).
The hard X-ray balloon borne observations of Lin et al (1984) show interm ittent 
spikes of duration 1 — 2  seconds, the largest spike representing an energy release of 
~  lO^^ergs (termed a m ic ro fla re  as it is approximately 1 0 ® times smaller than a 
typical large solar flare). An interesting aspect of the Lin et al data was tha t the 
microflares appeared to be composed of many thousands of smaller energy release 
events, right down to the detection limit of the observing instrument (-^ 1 0 “^* ergs 
per spike).
Parker (1988) used this as evidence to term  the nanoflare ; small, localised, 
impulsive bursts of energy corresponding to reconnection sites in the coronal mag­
netic field. Each microflare would then be made up of the superposition of many 
nanoflares. Parker also cited the work of Porter et al (1984) and Porter et al (1987) 
on the discovery of localised brightenings throughout the magnetic network of the 
corona and used them to estimate the characteristic nanoflare lifetime of 2 0  sec­
onds. Parker went as far as to say that the whole X-ray corona of the Sun ( and 
therefore of other similar solitary, late-type, main sequence stars) is created and 
sustained by these spontaneous and random tangential discontinuities in the surface 
magnetic field.
Parker (1993) extended his nanoflare hypothesis to include the creation of current 
sheets due to discontinuous fluid motions and found that this type of current sheet 
does not contribute significantly to the dissipation of free magnetic energy when a
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Initial Flux Tubes
Braiding Effect
Figure 4.1: The braiding of magnetic flux tubes due to continuous footpoint displacement (Parker, 
1987).
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small amount of resistivity is added to the system. He concluded that the topological 
dissipation must be the primary heating mechanism for the corona.
Parker’s view of the inevitable formation of current sheets has been contested 
by Van Ballegooijen (1986, 1987) who instead suggested tha t the slow braiding of 
a magnetic field allows the development of steep gradients in an energy “cascade” 
process from large to small scales. He states that reconnection is not necessary 
and tha t the field can evolve through a series of equilibrium states. However, Van 
Ballegooijen’s numerical simulation of this effective “shredding” of the coronal field 
into finer and finer elements was unable to reach a final equilibrium between the 
input at large scales and the dissipation at smaller scales. Also the energy output 
calculated from the cascade process was an order of magnitude less than the required 
energy input for an active region. Van Ballegooijen put this partly down to an 
underestimate in the random motions of the photospheric magnetic fields that he 
used.
Various authors have suggested that the controversy between the two methods 
is somewhat academic (Cargill 1994a; Zirker, 1993). Both mechanisms are indistin­
guishable from the viewpoint of the actual release of energy and the discussion has 
tended to simply concentrate on 2D magnetic fields. Priest and Forbes (1989) have 
shown that current sheets can form anywhere in a 3D field.
The idea of a “nanoflared corona” has received more attention over the last 
few years. Cargill (1993) considered a “point-model” of a loop to examine the 
implications on the corona of these small scale events. He devised a diagnostic 
called the filling factor (defined as the ratio of the coronal volume radiating X-rays 
and EUV to the total volume considered) and concluded that it was slightly smaller 
than  unity, that is, the corona can be assumed to be almost homogeneous.
Cargill (1994a, 1994b) extended the above idea to investigate an analytical model 
of a large scale coronal structure comprising of many hundreds of small elemental 
flux tubes. The magnetic field was assumed to be so strong that each elemental loop 
acted as an isolated atmosphere and the loop cooling was modelled by two specific 
stages; (1 ) immediately after impulsive heating, the loop cooled solely by conduction 
and then at some critical temperature; (2) it cooled solely by radiation. Cargill’s 
results showed that for a variety of loop lengths in a given area, the tem perature and 
density distributions calculated were around commonly accepted values for an active 
region corona. However, he was unable to reproduce the increase in the emission 
measure with decreasing temperature below 10  ^K.
Hudson (1991) showed that if the nanoflare coronal heating theory is correct, then 
nanoflares cannot have the same power-law distribution function against energy as
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other larger solar flares. Extrapolating the observed rate of flares down to nanoflare 
energies, Hudson found that they could not fulfill the energy losses of the corona. j
If nanoflares are responsible for coronal heating then they must satisfy a different |
distribution function and may, in that case, operate under different physics than  j
other flares. j
Kopp and Poletto (1993) developed a simple semi-analytical model to describe |
the temporal evolution of a nanoflared plasma. They argued tha t since existing J
instrumentation is unable to resolve the spatial dependence of nanoflares within the |
structure of individual loops, spatially averaged loop properties are sufficient rather I
than  using complicated and cumbersome global numerical codes. They investigated i
very short coronal loops (2 — 5 Mm), arguing that individual nanoflares would only ij
be detectable in loops of these lengths. j
Kopp and Poletto agree with Hudson (1991) that nanoflares must obey a distinct |
power law in order to balance the coronal energy losses. Setting the power index at |
4, they estimated the nanoflare generation rate at 4.1 x 10  ^ s“  ^ for the entire corona fj
and demonstrated that a hot plasma (~  10®K) could be created from an originally 4
cool, evacuated loop tha t undergoes repetitive nanoflaring. |
Perhaps the closest work to this thesis has been carried out by Peres et al (1993) 4
who presented results on hydrodynamic simulations of coronal loops maintained |
close to stationary conditions by a sequence of microflares. Using the Palermo- 
Harvard Hydrodynamic model for coronal plasma confined in loops (see Peres et aZ, |
1982), they simulated microflares as small heating episodes which account for all the |Îheating present. j
To model the release of microflare energy, they investigated a periodic sequence i
of identical and short pulses as well as a sequence of random pulses of variable j
intensity and duration. The intensity of each pulse was based on a “load-and-release” |
mechanism. In the random case, the time sequence of events and their duration was 4
random, the total energy delivered at each pulse equalling tha t necessary in the 'J
analogous stationary loop case; that is, the energy released over the time between |
the end of the previous pulse and the end of the on-going one. j
Their results showed that a loop could be maintained at coronal values provided 
th a t the characteristic heating repetition time is of the order or less than the char­
acteristic cooling time, Tcooh which they define as
=  120TgT7-°" (4.1)
where Lg is the loop semi-length in units of lO^cm and Tj is the loop apex temper­
ature in units of lO^K. They also suggest that a diagnostic for variable heating may 
be possible. For example, although variations in line intensity measurements may
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be difficult to detect, ratios between lines for steady heating would be very different 
from those expected with variable heating.
Vlahos et al (1995) introduced something called the “statistical flare”. They 
assume that the coronal active region is very inhomogeneous with a large number of 
magnetic loops interacting with each other and randomly forming discontinuities in 
many independent spatial points. The system is driven by turbulent motions in the 
convection zone and photosphere. When a single discontinuity (reconnective event) 
occurs, it triggers off other events forming an avalanche effect. A flare is then defined 
as a swarm of these events happening almost simultaneously in a localised region. 
This scenario is different from Parker (1988) who suggested that flares (microflares) 
were made up from the superposition of microflares (nanoflares). Valhos et aPs 
results agree with Hudson (1991) - a power-law index of ~  3.5 was calculated for 
the low energy, nanoflare region while a lower index of ~  1 . 8  was found for the 
higher energy region, the latter value agreeing with current observations.
O b servation s o f  M icroflares and  N anoflares
Following on from Lin et al (1984), there has been a recent “explosion” in the 
search for observational evidence of small scale energy release events in the corona. 
Schmeider et al (1994) conclude from observations that the simplest microflare may 
be composed of a large number of smaller events and that it is likely that the events 
are triggered successively.
By overlapping vector magnetograms from the Marshall Space Flight Center 
(MSFC) Solar Vector Magnetographs with the same observations of bright coronal 
X-ray features from the Soft X-ray Telescope (SXT) on Yohkoh, Moore et al (1994) 
found enhanced coronal heating at sites of strong magnetic shear, the heating itself 
continually fluctuating in the manner of an irregular sequence of microflares. They 
concluded that magnetic shear helps the heating process but does not provide all 
the heat energy alone.
A lot of work on what has been termed “active region transient brightenings” has 
been carried out by Toshifumi Shimizu (Shimizu et al, 1992; Shimizu, 1995). Again 
using SXT observations, Shimizu discovered many frequent flare-like brightenings, 
mostly in the form of single and multiple loops (for multiple loop brightenings see 
Section 4.2.4 on coronal loop interactions), the loop heating occurring at either the 
footpoints or at the loop intersection. Table 4.3 lists the physical parameter value 
ranges of a typical transient brightening as found by Shimizu.
Shimizu calculates a power-law distribution that appears to extend from the solar 
flare range down to an energy of 10^  ^ ergs. As in Hudson (1991), he states that if
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Physical Parameter Observed Values
Temperature 
Volume Emission Measure 
Electron Density 
Gas Pressure 
Loop Length 
Loop W idth 
Duration 
Total Energy Loss
4 -  8 X lO^K
1050.5 _  lQ63.5^-3
2 - 2 0  X lO^^m-G
0.5 — 2 Pascals 
0.5 — 4.0Mm 
0 . 2  -  0.7Mm 
2 — 7 minutes 
1Q18 _  iq 22Joules
Table 4.3: Range of observed physical parameter values for a typical transient brightening (Shimizu 
ei al, 1992; Shimizi, 1995).
this power law continues down to lower energies, transient brightenings would not 
be able to provide enough energy to balance coronal losses. However, the author 
proposes that it is still possible that these energy release events may still make a 
significant contribution to coronal heating as
1 . an accurate frequency distribution below 1 0 ^^  ergs has not yet been obtained;
2 . UV microflares have been observed more frequently than hard X-ray microflares 
(Porter et al, 1995). Thus the transient brightenings observed by SXT may only 
be part of a much wider range of energy events;
3. other energetic terms (for example, plasma flows) may make additional contri­
butions to the heating - they were not considered in the Shimizu et al study.
So far individual nanoflares (~  lO^^ergs) have yet to be observed directly. This 
could mean that either the temporal variations of the loop properties as a result 
of a nanofiare energy event are observationally insignificant or that the variations 
occur on a scale that is beyond the scope of current instrumentation. For example, 
it is not possible as yet to resolve a 2Mm coronal loop (as considered in Kopp and 
Poletto, 1993). The pixel size on SXT is 3” x3” and if we assume that the imaged 
area is completely filled with flux tubes of length 4Mm and diameter 0.4Mm, then 
approximately six of the flux tubes will fill an image pixel. It would be simplistic 
to say that individual nanoflares in individual loops could be detected as it is more 
than likely that a continuous flickering on and off of the entire region will take place 
as a large number of events would be occuring in order to keep the plasma from 
cooling down.
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The small dissipation scales in the corona make it very difficult to see the actual 
energy release events happening. Thus, it is up to the theorists to see whether a 
unique coronal heating signature can be calculated (such as the filling factors of 
Cargill, 1993). Searching for nanoflares was the subject of a paper by Zirker and 
Cleveland (1994), They suggested that nanofiares may be too weak to detect the 
impulsive energy release and may occur too frequently to be adequately resolved. 
However, nanoflares do produce impulsive flows in coronal loops which, if detected, 
would give strong evidence for the nanoflare hypothesis. Believing that individual 
loops will eventually be resolved and that NIXT, with its arc-second resolution will 
be improved in the near future, Zirker and Cleveland conclude that if a lO^^erg 
energy burst exists, then NIXT could detect the transverse motion of resulting hot 
plasma shocks in loops above the solar disk.
Other possible ways of detecting microflares and nanoflares could include the 
following (Hudson, 1991, 1994):
• They may be observed individually as samples, sticking out like “sore thumbs” 
in the time series.
• They may appear only statistically as a general property of the time series. 
Analysis of many events simultaneously will decrease the high frequency fluc­
tuations due to counting statistics and may reveal the presence of small bursts 
of energy, provided that they have the same statistical properties of other flares.
• They may be detected as the result of correlation with other indicators at 
different wavelengths. However, a large increase in instrument sensitivity at all 
wavelengths would be required (Zirker, 1993).
The extension of the idea of a nanoflared corona to stellar coronae has been 
considered theoretically (Parker, 1993) and observationcdly (Butler et al, 1986) on 
dMe and possibly all late-type stars and although Yohkoh observations have shown 
the way forward, the Solar community can only look forward to instruments on 
SOHO to maybe finally resolve the nanofiare problem.
4 .2 .4  C oronarLoop Interactions
In active regions, the concentration of individual magnetic fiux bundles inevitably 
leads to the situation where a portion of one particular loop comes into contact with 
an adjacent loop to the extent that they interact and leave an observable brightness 
at their interaction site. Coronal loops can be twisted due to photospheric motions 
(Parker, 1988) leading to the generation of longitudinal currents along the loops.
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These currents in inclined and colliding loops can lead to partial reconnection and 
the release of energy at the interaction site. This process has been termed a co ro n a l 
lo o p  in te ra c tio n  (CLI), clear examples of which have been observed by Yohkoh 
(Shimizu et al, 1992).
Airapetian and Sm artt (1994, 1995) have investigated the theoretical considera­
tions of CLI’s and found that they appear to represent a different type of impulsive, 
energy release event in the corona. They differ from flares in that
1. Transient brightenings due to CLFs are the result of the encounter of two or 
more loops compared with flares where the final energy release is due to the 
gradual accumulation of stored energy.
2 . The typical heights (^  ^40Mm) at which CLIs occur appear to be much higher 
than characteristic flare heights in the corona.
3. The typical energy release due to a CLI is 1 — 5 x 10^®ergs, the size of a small 
microflare.
4. CLIs show highly compressed and hot (5—6 x 10®K) enhancements radiating soft 
X-rays while the SXR emission due to a solar flare appears in the low corona 
with a typical temperature of lO^K with little or no plasma compression 
occurring.
From the Yohkoh data, Airapetian and Smartt calculate a repetition time for CLI 
events at 200s. Optical observations give a characteristic cooling time of the 
plasma at an interaction site as 480 — 600s, thus suggesting that CLIs could be a 
possible source of significant coronal heating. They calculate the frequency of CLIs 
in an active region as
TcH % 12q^events per minute (4.2)
where 7  is the fraction of the total flux that emerges from the photosphere into the 
corona. Thus, their coronal energy model and the number of events occurring, will 
vary with the solar cycle - an important aspect when considering coronal heating.
Airapetian and Sm artt conclude that CLIs could heat the corona in the form of 
discrete energy releases on the scale of microflares. The magnetic energy released 
would heat the plasma, create flows and accelerate energetic particles. Magnetoa- 
coustic waves could also carry energy away from the interaction site (Porter et al, 
1994a).
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4.2 .5  W h y  T im e-D e p e n d en t H eatin g ?
In this chapter a time-dependent heating term is investigated because none of the 
proposed heating mechanisms can provide a constant supply of thermal energy to 
the corona.
The energy source for the process of re so n an t ab so rp tio n  is a wave propagating 
in from the photospheric boundary. This wave is generated by random convective 
motions and its frequency will therefore continually vary. A given fieldline wiU 
change from being resonant to non-resonant, the fieldline only being heated when 
resonance occurs. Thus the heat source will vary in time.
P h ase-m ix in g  and M H D  T u rb u len ce  are created due to the oscillation of the 
coronal loop photospheric footpoints and the varying Alfven speed in the corona. 
There is no reason why these footpoints should continue to be moved at the same 
frequency; it is a random process. As the frequency varies, so will the position 
and the amount of heat deposited. Thus a time-dependent heating supply must be 
modelled.
Heating by nanofiares and coronal loop in te rac tio n s  appear to be the most 
obvious time-dependent thermal energy sources. Heating will only occur while there 
is still field left to reconnect. Once reconnection has finished, there will be no more 
heating until another current sheet forms. Thus, the release of impulsive, random, 
discrete energy bursts into the corona can only be realistically modelled by using a 
time-dependent heating term.
A heating term  that varies in time has been considered by other authors. Mariska 
et al (1982) introduced a numerical model to investigate the transition region re­
sponse to variations in the energy input. Using a vertical flux tube model with 
constant gravity, they found that when the volumetric heating was switched on 
and off, the thin laminar transition region structure did not appear to change. No 
thickening of the region occurred; it simply slides up and down on top of the cooler 
chromosphere. It should be noted that Mariska et al argue against simply treating 
the chromosphere as a mass source or sink. They describe the chromospheric region 
as behaving like a loaded spring with the overlying atmosphere acting as the load. 
Thus changes in pressure will cause the chromsphere to rise and fall accordingly, 
this part of the Sun then being defined by a particular temperature (~  lO'^K) rather 
than at a specific height.
The thermal stability of coronal loops was examined by Craig et al (1982) by 
allowing a loop to be heated by a low amplitude, additional energy input and its 
subsequent dynamic relaxation followed. They found that the loop structure criti­
cally depended on the temperature profile at the base of the transition region which
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therefore required very high spatial resolution in that part of the loop. They also 
argued that the loop structure was unique in that after the energy input, the loop 
relaxed to a state that was physically indistinguishable from its initial configuration.
Peres et al (1982) investigated the stability of “magnetically confined atmo­
spheres”. They examined mild perturbations in the tem perature and density of 
an initially relaxed atmosphere to see if these variations could destroy the initial 
static state as well as test the stability of the numerical code; the loop was found to 
be stable to finite amplitude fluctuations. The authors then examined three cases 
of atmospheric response to weak changes in the loop heating rate where the heating 
was (i) in the corona alone; (ii) in the upper chromosphere alone and (iii) along 
the entire length of the loop. They found that increases in the coronal density and 
tem perature that agreed with observations could only be achieved by preferentially 
dumping the heat in the chromosphere rather than the corona.
A flare-loop model suggested by MacNeice (1986) described the response of a fully 
ionised plasma in a coronal loop subject to a transient heating pulse superimposed 
on a constant background heating and centred about the loop apex. The author 
used an adaptive grid approach in the numerical scheme to simulate the impact of a 
downward propagating conduction front from the corona onto the transition region 
due to the pulsed heating term.
Mariska (1987), extending the work of Mariska et al (1982), considered the re­
sponse of an initially static coronal loop structure to large decreases and increases 
in the heating rate. His aim was to try and reproduce the observations of Doppler 
shifts in UV emission lines formed in the transition region which show continual 
plasma downflows and impulsive plasma upfiows. Mariska decreased the value of 
the heating term to 1 0 % and 1 % of its initial value and then, once a new equilibrium 
had been reached, increased the heating again to its original value. He concluded 
tha t a loop that is cycling between cooling and heating had diflflculties in producing 
the velocity mass motions of the order observed in the solar transition region, as 
well as the emission curve below 10®K.
Loop heating rate variations with respect to time have been investigated by Brown 
(1995) in order to explain the existence of arcs of plasma in active regions with 
temperatures in the range of 10  ^ — 10®K. The intermediate tem perature loops have 
much higher densities than those predicted by static loop models and the short 
lifetimes and the large velocities observed in such loops point towards the need for a 
dynamic heating model. Previous calculations placed a mass source at the loop apex 
to  produce loops with increased density profiles over their static counterparts but it 
is difficult to see how this mass could be added to the loop apex in the first place.
57
Instead, Brown numerically simulates the response of a loop to a reduction in the 
heating rate to 1 0 % of its original value and demonstrates that the loop temperature 
and density values pass through typically observed intermediate temperature loop 
values.
Sturrock et al (1990) examined a spicule-type model of the corona, where the solar 
atmosphere is heated episodically by short bursts of energy followed by long periods 
of radiative cooling. They calculated the differential emission measure (DEM) curve 
created by such a scenario and were able to model the negative (positive) gradient 
part of the curve below (above) 10®K. The necessary injection rate of energy was 
similar to that observed for spicules though it must be noted that their model 
ignored the role of thermal conduction in the plasma. We will return to the effect 
of time-dependent heating upon DEM curves later on in this chapter.
Various authors have considered time-dependent heating processes in other stars. 
Mullan and Cheng (1994) used a time-dependent hydrodynamic code to follow the 
propagation of acoustic waves into the corona of an M dwarf star. An important 
difference between this type of star and the Sun is that the acoustic spectrum in M 
dwarfs is expected to peak close to the acoustic cut-off and thus allow for a much 
more effective transmission of acoustic power into the stellar atmosphere.
Mullan and Cheng posed the question: Can acoustic wave heating maintain an 
initial atmosphere which contains a hot gas? Beginning with an initially steady state 
M dwarf atmosphere, the authors time-dependent approach followed the injection 
of acoustic waves at certain periods at the lower boundary, their propagation up­
ward through the atmosphere and their deposition of heat as the waves non-linearly 
evolved. They found that acoustic heating of coronae could be at work amongst 
the most inactive of M dwarf stars. Acoustic heating could not create a corona 
but simply maintain it. Some other non-acoustic mechanisms must bring about the 
initial tem perature rise.
Sion (1995) was the first to consider the evolutionary thermal response of a white 
dwarf star to the periodic deposition of mass by a dwarf nova accretion event. The 
white dwarf responds to the compression produced by the weight of the added ma­
terial by heating up and then cooling down very rapidly. He numerically simulated 
this process by switching on spherical accretion for the duration of a dwarf nova 
outburst interval and then by switching the accretion off and following the cooling 
of the star until the onset of the next outburst. For simplicity it was assumed that 
the accreting material “landed softly” onto the stellar surface with zero velocity and 
with the same temperature and density as the m atter already present at the surface.
His results showed that if the thermal times cale (the time it takes for a cer­
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tain amount of heat deposited in the star to “spread out”) of the heated region is 
longer than the interval between accreting outbursts and if the ratio of the outburst 
timescale to the quiescence timescale (between outbursts) is in the range 0 . 2  — 0 .5 , 
then compressional heating can be a considerable source of heat energy in a white 
dwarf.
In this chapter, we will use the coronal loop model defined in Chapter 3 but vary 
the value of the heating term  in time to see if we can maintain the coronal plasma at 
typical coronal temperatures. Thus, an isobaric assumption to the coronal plasma 
is considered; the reduced set of isobaric equations (2.38)-(2.40), derived in Chapter 
2 , allow one to follow the thermal evolution without the restriction of tracking 
the propagation of the sound waves. This has a great computational advantage 
compared with the numerical codes mentioned above (for example, Mariska et al, 
1982). The slower thermal variations can be followed with timesteps only restricted 
by the physical processes that we wish to investigate. Thus, with the minimum 
amount of computing time and power, it is possible to follow the long time behaviour 
of the response of the plasma to variations in the heating term.
4.3  T h e Isobaric E quations and th e  T im e-D ep en d en t H ea t­
ing Term
The reduced, dimensionless isobaric equations to be investigated are
P  ~  i  (4-5)
as derived in Chapter 2 with boundary conditions (2.41), (2.42) and initial condi­
tions (2.43), (2.44) and with the values for % and a  obtained from the Two Range 
Radiative Loss Function (3.3).
Wright and Rickard (1995) found that for a one-dimensional MHD cavity driven 
by a prescribed random boundary motion, the ohmic heating followed a time-
dependent pattern similar to a sine wave. Thus, in the first instance, the effects
of a sinusoidal heating function
H{t) — Ho { I s i n  L û t ) , (4.6)
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will be investigated, where Hq is the average amount of heat deposited in the corona 
and w is a frequency which will be varied. Note that there is no spatial dependence 
so tha t every point on the field line receives the same amount of heat. This is 
reasonable since for high temperatures the conductive timescale can be quite short. 
The numerical algorithm developed for these equations can be found in Appendix 
F.
4 .4  A n a ly tica l T est o f N um erica l C ode for T im e-D ep en d en t  
H eatin g  o f  an In itia lly  U niform  A tm osp h ere
One possible test of the numerical code is to consider the effect of the heating term  
(4.6) on an initially isothermal atmosphere. If we have H q — I ,  then T{x) = 1, with 
Tg == 1 , is a solution to the equilibrium equation discussed in Section 3.2. A large 
w 1 analysis can be carried out on equations (4.3)-(4.5), assuming tha t T  > %  
at every stage of the evolution. Thus, equation (4.4) reads as
where 6 =  1 for simplicity. The equations can be linearised about T  =  1 and an 
analytical solution can be derived (see Appendix C);
iT {x ,t)  = I -f — [— cos Lût -j- e^^ cos(%i -f Lot) +  e cos( % 2  — wt)]
-  1/2), (4.9)
The analytical results can be compared with the numerical calculations for the 
summit temperature (T(0)). In this case, (4.8) reduces to
where
and
T (0 ,t) =  l +  -LÜ — COS Lût -f 2 e cog 4 -
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Figure 4,2: Evolution of summit temperature of the loop for w =  500.
Figure 4.2 shows the variation in T(0) for w =  500 produced by the numerical code 
and Figure 4.3 shows the difference between the analytical (To) and the numerical 
(Tnum) results for two different sizes of grid (grid-spacing 6x =  0.05 (black line) 
and Sx = 0.025 (green line)) — the summation in (4.11) has only been calculated 
to the fourth term. The error between the results decreases with decreased grid- 
spacing. There is a slightly bigger difference between the results at the beginning of 
the run. This is simply due to the fact that the analytical calculation has only been 
taken to the fourth term  in the series. Including more terms decreases this error. It 
should also be noted that the long time evolution of the summit temperature, that 
is, ( 1  — cos{u}t)/uj)^ is out of phase with the heating term, (1  +  sin cut).
Thus the numerical code appears to reproduce the correct evolutionary behaviour 
of the model equations for this simplified system.
4.5  T im e-D ep en d en t H eatin g  o f an In itia lly  S ta tic  Loop
Consider h =  0.5 (corresponding to a loop length of % 60Mm) and H q = 50, an 
average heating value which produces a steady state summit tem perature at coronal 
values for this particular value of b and corresponds to an energy release of 2  x 1 0 ®^ 
ergs s“  ^ (this compares very well with the estimates given by Kopp and Poletto 
(1993) for the energy deposited in this length of loop by successive nanoflaring to 
maintain coronal temperatures) with Tg =  0 . 0 1  and Tr =  0 . 0 1 1  (both in units of 
10®K).
Figure 4.4 shows the evolution of the temperature along half the loop for w =  7.5;
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Figure 4.3: Error between the analytical (T(0)) and numerical (Tnum) foi' ^  =  500.
note tha t a hot corona is maintained but there is a substantial variation in the 
tem perature. Figure 4.5 shows the evolution of the heating function for the same 
timescale. The loop tem perature initially rises (as the heating function increases 
away from its steady state value) causing plasma to flow out of the loop. As the 
heating decreases below H  = H q , the tem perature along the loop falls (the summit 
tem perature cools to half its original value) and, as tim e progresses, a “cool” region 
forms, extending from the footpoint towards the summit of the loop as cool, dense 
plasma rushes up the loop legs. As H { t )  increases from its minimum value of zero, 
this cool region is reduced and the cool plasma drains back onto the chromosphere — 
a typical coronal loop tem perature structure, similar to the static state, is recovered. 
This cycle is repeated the velocity of the cool material ranging from 10 — 100kms“ h 
Heinzel (1994) reported on observations of what he termed “H a” loops which were 
basically hot but have cooler material (~  2 x lO'^K and therefore visible in the H a 
line) in one or both legs that is observed moving up and down (Figure 4.6). The 
scenario described above could explain these observations.
Also, this variation of tem perature along the loop length would show up as pe­
riodic changes in the intensity of X-ray observations of the corona. The size of the 
tem perature variation is dependent on the frequency of the heating - the higher the 
frequency, the smaller the variation. A slight change in the X-ray intensity would be 
consistent with a large frequency oscillation in whereas the variations in im­
pulsive brightenings of between 20% - 100% observed by Porter e t  a l,  (1984) would 
suggest a smaller heating frequency.
Since the idea is to maintain a hot corona, it is only necessary to concentrate
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Figure 4.4: Evolution (in non-dimensionalised time units) of temperature along the half-loop length 
for b =  0.5 and u  =  7.5.
100
80
60
X
20
0.0 0.2 0.4 0.6 0.8 1.0 1.2
Time
Figure 4.5: Evolution of heat deposited in the loop for w =  7.5.
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Figure 4.6: Ha Loop as shown in Heinzel (1994).
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Figure 4.7: Evolution of summit temperature of the loop (—) and the heating function (with an 
appropriate scaling) (-----) for uj =  3000.
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Figure 4.8; Evolution of summit temperature of the loop for w =  50.
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Figure 4.9: Evolution of summit temperature of the loop for w =  5.
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Figure 4.10: The minimum summit temperature against the frequency of heating function.
upon the evolution of the summit temperature to see if it can be kept at coronal 
values. Thus, Figures 4.7 to 4.9 shows the evolution of To with respect to time for 
CO = 3000,50 and 5 respectively.
When w =  3000 (Figure 4.7), there is only a small variation in the tem perature 
from its steady state value. After a short time, the tem perature settles down to a 
steady oscillation and there is a phase diiference of t t /2  between the heating and 
the plasma temperature response which is consistent with the large cj calculations 
in Section 4.4 where the heating term followed a sine function whereas the long time 
temperature variation was predominantly cosine.
For w =  50 (Figure 4.8), the amplitude of the oscillation is larger than for w =  
3000 and should now be observable while for cj =  5 (Figure 4.9), the temperature 
initially rises, then falls as the heating decreases to zero; it starts to recover to 
coronal temperature values as the heating increases again but in the next cycle the 
tem perature collapses to chromospheric values.
Thus, there is a frequency above which coronal temperatures can be sustained 
and below which a cold plasma forms. The existence of such a c ritica l freq u en cy  
is shown Figure 4.10. If the frequency dropped and the loop cools along its 
length, increasing the frequency again would not return the plasma temperatures to 
coronal values] the temperature along the loop would simply oscillate about the 
lower isothermal states. For the particular parameter values used, H q would have 
to exceed ^  10  ^'*^  to recover a hot corona. This value corresponds to only a hot 
solution existing in the steady state phase plane (see Section 3.3). Such a situa-
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Figure 4.11: Variation of the sum m it tem perature To with heating function i f  for w =  50.
tion might arise as a result of the process described by Glasgaard and Nordlund 
(1995) who investigated the response of an initially homogeneous magnetic field to 
random shear motions on two boundaries. They found that as the field lines began 
wrapping themselves around each other into increasingly complex patterns, the joule 
dissipation initially showed a rapid rise and then fluctuated about a steady value.
If w < Wcrtf, then after a time, cool, dense plasma would form in the hot, rarefied 
corona. Hence a possible mechanism for the initial formation of a prominence is that 
the frequency of heating, and not the average amount of heat deposited, is reduced 
below the critical value. Fiedler and Hood, 1993, discuss a similar problem in which 
it is postulated that for a highly sheared coronal magnetic field, the radiative (or 
condensation) time of the plasma is less than the free-fall time along the field, 
allowing an initial condensation, if its mass is sufficient, to deform the field slightly. 
This forms an equilibrium structure where a prominence could occur.
For frequencies greater than ujcrit, the summit tem perature “locks” into a quasi­
steady orbit about its steady state value. In Figure 4.11 the change in To is plotted 
against i f  for a; — 50 with the steady state Tq values for constant ifo’s shown by 
the dashed line. At time f =  to =  0, T q is at its equilibrium value. As H{t) initially 
increases, Tq rises and stays relatively close to the therm al equilibrium curve; at 
t — ti, H  =  100 ,the maximum value of the heating. As the heating term  decreases, 
T q falls and moves away from the equilibrium line — it reaches its minimum value 
just after H {t2 ) =  0. By the time t =  <3 , Tq has once again reached a value 
comparable to its steady state temperature but it has now been caught in a cyclic 
orbit. Thus, for this value of the frequency, the tem perature is not evolving simply
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Figure 4.12: Variation of the summit temperature To with heating function H  for w =  20 (blue), 
w =  50 (red) and w =  300 (green).
through a set of static equilibria but follows quite a different scenerio away from 
equilibrium.
Figure 4.12 shows how the dynamic orbit changes as the frequency is altered. If 
Lj is decreased to a value of 2 0 , then To remains closer to the equilibrium curve as 
H  > Ho but it falls to a lower tem perature for H  ^  Q. If w is increased to 300 then 
just as To begins to rise, H  decreases again and therefore, after an initial overshoot. 
To quickly settles into an elliptical type orbit centred on the equilibrium values. 
Increasing uj further simply flattens this final elliptical orbit.
Figure 4.13 shows the dependence of UcrU upon the average heating value H q for 
a constant value of b ( =  0.5); ujcrit decreases with increasing TTo- If H q o o  then 
(■^crit 0  as the loop would always be hot. If iJo < ~  3 then uJcrit —> oo as only cool 
solutions are possible.
Figure 4.14 shows the dependence of uJcrit upon b for a constant value of H q 
(=  50.0); as the loop length increases, cOcrit gets larger. If 6 10“  ^ then only cool
solutions exist and therefore uJcrit has a cut-off value.
W ith Figure 4.14 in mind, it is possible to model a nested set of coronal loops. As 
in Figure 3.2 in Section 3.1, we could have a set of thermally isolated fieldlines with 
the value of b increasing outwards from the base along the nested sequence. If we 
assume th a t each fieldline receives the same amount of heat at the same frequency, 
then, if the outermost loop can be maintained at a hot solution, then the rest of the 
nested loops will also be hot. However, if the outermost loop cools, then so will all 
the rest of the loops in the structure.
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Figure 4.13: Dependence of (Merit upon Ho for b =  0.5.
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Figure 4.14: Dependence oî Merit upon b for H q ~  50.
Thus, it seems plausible that the corona must be heated on a regular beisis in 
order to prevent the tem perature from falling too far. In terms of our sinusoidal 
heating function (4.6), this means that w must be sufficiently large to maintain a 
hot corona.
4.6  T im e-D ep en d en t H eatin g  o f  an In itia lly  S ta tic  Loop  
in clu d in g  H ild n er’s R ad iative Loss F unction
Since the Two Range Radiative Loss Function has all the important features of 
the full problem (outlined in Section 3.2), then the same physical effects will be 
occurring in both cases. Thus, all the conclusions that have been drawn from the 
simplified case will carry over to a more realistic form of the radiation. This can be 
shown by introducing the piecewise continuous fit of Hildner (1974) (see Table 4.4).
Following a similar approach as laid out in the Section 4.5, consider a similar 
static loop with the same value of the parameters 6 , Hq and Tg- Using the heating
T a X
T  < 0.015 7.4 2.24 xlOis
0.015 < T  < 0.08 1 . 8 L37 xlOS
0.08 <  T  < 0.3 0 . 0 1.45 xlOi
0.3 <  T <  0.8 -2.5 7.15 xlO -i
0.8 <  T <  10 -1 . 0 1
Table 4.4: or and % values (in non-dimensionalised form) for Optically Thin Radiation, obtained 
from analytical fit by Hildner (1974)
function (4.6), Figure 4.15 shows the summit temperature evolution for w =  5 and 
10. As in the simplified case, a critical value exists (in this case between 5 and 1 0 ) 
below which the plasma cools and above which the plasma remains hot and is of the 
order of (conductive times cale) where Tcond ~  600s.
Airapetian and Smartt (1994, 1995) (see Section 4.2.4) reported that the repe­
tition time calculated for coronal loop interactions from Yohkoh data was ~  200s. 
If we consider the smallest CLI energy release of ~  10^ ®ergs, then these impulsive 
events are occuring three times faster than the critical frequency calculated above. 
Therefore in this approximation, CLI’s would be providing adequate energy, fre­
quently enough to maintain a hot coronal loop structure.
Also, consider an Alfven wave travelling along a resonant surface within a coronal
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Figure 4.15: Evolution of the summit temperature To with time for w =  6 and 10(—).
loop (see Section 4.2.1). A rough, calculation of the Alfven frequency of the wave 
could be
CÛA 27T~L■VA
where L  is the loop length, va is the Alfven speed in the corona lOOOkms"^) and 
the loop is assumed to be semi-circular. For L = 60Mm, uja ~  O.Ols”  ^ compared 
with Lücrit ^  0.001 — 0.002s“  ^ above. Thus, wave heating of the loop cannot be ruled 
out on the grounds of the wave frequency. However, it must be noted that va does 
depend on the overall magnetic structure as well as the density of the plasma in the 
loop.
4 .7  T h e D ifferen tia l E m ission  M easure and T im e-D ep en d en t  
H eatin g
4.7.1 B ackground
The principal source of information about the structure of the corona and transition 
region comes from observations of emission lines of UV to X-ray wavelengths in this 
optically thin environment (Athay, 1966). These observations are related to the 
plasma quantities through the d ifferen tia l em ission  m easu re  which, for a simple
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planar geometry, can be defined as
DEM(T) =  An, 2 1 d(lnT)T ds (4.12)
where A  is the area of the region under investigation, Ue is the electron number 
density and d{lnT)lds  is the temperature gradient along the line of sight. This is 
basically a measure of the amount of material that is present in the corona and 
transition region at a particular temperature.
The observations indicate that the DEM(T) has a deep minimum at lO^K (Ray­
mond and Doyle, 1981). Its shape appears to be universal across the Sun and shows 
little deviation from one solar region to another. It has also been observed for many 
late-type dwarfs (see Antiochos and Noci, 1986). The part of the DEM(T) curve 
above lO^K can be explained very well by a static hot-loop model. However the 
part below 10®K cannot as there appears to be a greater amount of cooler material 
present in the corona than that calculated by a simple loop structure.
Several authors have put forward several different methods for explaining this 
discrepancy. Athay (1984) attributes the large emission at low temperatures to 
spicules. He considered an energy input that fluctuated both spatially and tempo­
rally such tha t the coronal atmosphere could be regarded as a mixture of coronal 
loops that are in equilibrium, cooling down or heating up. Athay argued tha t if the 
heating was switched off altogether, the loop temperature would fall, the plasma 
pressure would drop and material would flow out of the loop, the final result being 
a cool, evacuated flux tube. If the heating was switched on again rapidly, a massive 
upflow would occur — a jet of chromospheric gas moving up the flux tube preceded 
by a compression wave would be observed. The DEM profile for this scenario pro­
duced an increase below 10®K due to the injection of cooler, denser material from 
below.
Rabin and Moore (1984) argued that although it has traditionally been regarded 
tha t the transition region is the thermal connection between the corona and the 
chromosphere, the lower transition region shows greater similarity to the upper 
chromosphere than the upper transition region and the corona. Thus, they treated 
the lower transition region as consisting of many low, closed loop structures rather 
than it existing primarily in the feet of coronal loops. Then the lower transition 
region would not be heated by energy transfer from above (by thermal conduction) 
but by ohmic heating of filamentary currents that flow along the magnetic field and 
therefore cause localised heating. Some of the currents may extend into the corona 
and therefore contribute to coronal heating but it was assumed that the m ajority of 
the current remained in small loops that had no coupling to the corona whatsoever.
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Again, calculations of the DEM profile showed an upturn below lO^K.
Antiochos and Noci (1986) argued that if the DEM above lO^K can be explained 
by a hot coronal loop structure but below lO^K needed a completely different mech­
anism, then it would seem feasible that in different solar regions at different times 
the relative strength of the two mechanisms would vary. Thus, the DEM should 
change — this is not the case. Either the two methods are very strongly linked or 
only one mechanism exists. Antiochos and Noci suggested that if hot coronal loop 
structures could explain the hot DEM part then the cool loop solutions of Hood and 
Priest (1979) could explain the cooler DEM part. Their model found tha t if both 
the hot and cool loops co-exist in the same region, the full form of the DEM could 
be reproduced.
Sturrock et al (1990) calculated the DEM curve created by a spicule-type model 
where the heating term  was switched on episodically. The DEM profile matched the 
observed form though it must be noted that their model ignored the role of thermal 
conduction and plasma mass motions.
Steele and Priest (1990a) in their attem pts to model the thermal equilibria along 
coronal loops found hot-cool solutions which had footpoints at 2  x 1 0 ‘^ K and a similar 
summit temperature (or slightly lower) but with intermediate portions at coronal 
temperatures. They argued that these could explain the full DEM profile.
Mok and Van Hoven (1993) investigated the detailed structure of the magnetised 
transition region with a self-consistent 2D MHD numerical simulation. Initially 
the atmosphere had a checker-board-type horizontal structure (with cool peaks of 
chromospheric tem perature extending up into the corona and hot valleys of coronal 
tem perature extending down into the chromsphere) which was then allowed to relax. 
The authors found tha t although at high, coronal temperatures, the heat flux was 
predominantly parallel to the field, perpendicular conduction across the magnetic 
field became important below 10  ^K and gave rise to the increased DEM profile below 
tha t temperature.
Van Hoven and Mok (1993) extended the above work to model a set of nested 
coronal loops, each loop being treated as an individual situation. The DEM curve 
was calculated as an average over all the loops and it was found that the lower 
transition region DEM depended purely on perpendicular conduction.
Cargill (1994a, 1994b) investigated the DEM of a model of a large scale coro­
nal structure comprising of many small elemental flux tubes tha t are individually, 
impulsively heated. However, he was unable to reproduce an increasing DEM with 
decreasing temperature below 1 0 ®K.
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4.7.2 T im e-D ep en d en t D ifferen tia l E m ission  M easu re
It is possible to calculate the differential emission measure for the time-dependent 
evolution of the coronal loops considered in Section 4.5. Antiochos and Noci (1986) 
found that when they calculated the average emission measure for a set of nested, 
hot loops, the DEM produced resembled very closely the DEM curve for the hottest 
loop present. Thus, although a distribution of loops should be considered, we will 
simply investigate the DEM profile along a single fieldline that would be considered 
a hot solution at its equilibrium values.
Since the cross-sectional area of the loop is constant, equation (4.12) can be 
written as,
1 d(lnT (t))DEM (T,t) =  n« (4.13)T(t) dx
where x is the distance along the loop. Consider a 60Mm loop maintained by 
a heating frequency of w =  7.5 as described in Section 4.5 and Figure 4.5. Figure 
4.16a shows the evolution of the temperature along the loop for three separate times 
{ti < t 2 < is) and Figure 4.16b shows the coresponding DEM profiles.
At t =  ti, the tem perature structure is basically the hot solution with the DEM 
showing that only hot material (> 10®K) is present. At t =  2^ , ^ (^ 2) < H{ii)  and 
T{x)  along the loop has decreased but when t ~  ts, H{ts) ~  0 and a region of cool 
material has formed, extending in from the loop footpoint. The DEM profile for 
this time has a minimum at ~  10®‘^ K; there is an increase in the DEM below 10®K.
Thus the observed DEM (for example, Raymond and Doyle, 1981) can be ex­
plained in terms of a dynamic heating function rather than in the constant heating 
case. It must be noted tha t the rise in the DEM at low tem perature occurs below 
lO'^K. This is due to the fact that the values chosen for Tr and Hq are too small. 
If Tr and H q were increased, the rise phase of the DEM curve would occur closer 
to tha t reported from observations. However, this does not negate the result that 
there is more cooler material present in the corona with this time-dependent model 
than with a simple, static model. Also, it has been argued that this DEM rise is 
only produced because the system is isobaric and therefore if the temperature falls 
the density must rise (Cargill, 1995, private communication).
4.8  C onclusions
Studies of the thermal structure of coronal loops assume that the heating term  is a 
given function of density, temperature and position but not a function of time. In 
this way the equilibrium structure of coronal loops can be determined. However,
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Figure 4.16: (a) Variation in the temperature along the loop (in units of 10®K and (b) the corre­
sponding differential emission measure profile for w =  7.5.
75
.. .
this assumption of constant heating is unrealistic since none of the present heating 
mechanisms can provide a continual, constant supply of heat; it will be interm ittent 
or time-dependent.
In this chapter, we have investigated the response of a coronal loop to a time- 
varying supply of heat energy. The results show that if the heat is not supplied 
frequently enough, the plasma contained in the magnetic loop cools to chromospheric 
temperatures. Once cooled, increasing the heating frequency again does not return 
the plasma tem perature to typical coronal values - the magnitude of the heating 
term  needs to exceed a specific value to regain the hot loop solution. It was also 
found that the temperature along the loop does not simply step through a set if 
static equilibria but locks into a quasi-steady orbit around its equilibrium values.
As expected, the same results occur when the Hildner, (1974) estimates for the 
radiative losses are introduced. It was found in this case that the critical frequency 
was approximately of the order of (conductive timescale)"^, that is, a heating period 
of ~  600s.
The DEM was also investigated and for a heating frequency slightly above the 
critical value, there was an increase in the amount of cooler material (~  lO'^K) 
present in the corona than that calculated by simple, static models.
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C hapter 5
O ther Forms o f T im e-D ependent 
H eating
Summer and winter, and springtime and harvest,
Sun, Moon and stars in their courses above.
Join with all nature in manifold witness.
To thy great faithfulness, mercy and love.
(T .O . Chisholm , 1923)
In this chapter we investigate the coronal plasma response to other forms of time- 
dependent heating namely pulse heating (sinusoidal, triangular and rectangular or 
“top-hat” patterns) and the release of random amounts of energy quanta of a fixed 
size over a fixed time interval.
5.1 S inusoidal H eatin g  P u lse
Consider a heating term of the form
, H > 0 ,
 ^ ( 0 < 0
which has an average energy input per cycle of H q . Using H q = 50 and 6 =  0 .5  as 
well as Te =  0.1 and Tr ~  0.011 in units of 10®K to get the steady state temperature 
profile used in Section 4.5, Figure 5.1 shows the variation in the summit temper­
ature To as well as the heating pulses for w =  50. Initially the temperature falls 
slightly as the heating pulse rises from zero. Then as H  exceeds H q , the tempera­
ture increases but Tq decreases again after the heat pulse has passed its maximum 
value. The summit temperature continues to fall when the heating is switched off
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Figure 5.1: Variation in the summit temperature (—) with the corresponding heating term Zf/150 
for u} — 50.
but rises dramatically as the next heat pulse arrives; a hot coronal loop structure is 
maintained and this cycle is repeated.
If the frequency is reduced to w =  20 (Figure 5.2), the first pulse mimics the 
scenario above but in between the first and second heating bursts, To has fallen too 
far tha t although the second pulse increases Tq slightly, the loop tem perature cannot 
recover coronal values and therefore cools. Thus a critical frequency exists which 
must be exceeded to maintain a hot loop solution (Figure 5.3).
5*2 Triangular H eatin g  P u lse
Consider a heating scenario where the energy input is switched on for a time A* and 
then off for At. If the heat is switched on at time t =  nA* (where n is an integer), 
then one form of heating could be
-  nAO
8H,-^{{n  +  l)A t — t)
0
,for nAt < i < (n +  i / 2)At,
,for {n +  1/2) Af <  t < (n +  l)A f,
,for (n +  l)A t < t < (n +  2 )At
(5 .2 )
the average heat deposition from n A t  to (n +  2)At being H q . Using the same initial 
tem perature profile as in Section 5.1, Figure 5.4 shows the variation of To with the 
corresponding heat pulses for At =  0.1. Initially Tq falls as H  rises from zero. As 
H  reaches its maximum value, Tq has increased by nearly 50% from its equilibrium 
value. The summit temperature falls as H  decreases but rises again as the next 
heating pulse arrives. This temperature variation is simply repeated. However, if
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Figure 5.2; Variation in the summit temperature (—) with the corresponding heating term iî/150  
(-----) for w =  20.
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Figure 5.3: The minimum of the summit temperature against the frequency of the sinusoidal pulse 
heating function.
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Figure 5.4: Variation in the summit temperature (—) with the corresponding heating term iT/200 
(-----) for At =  0.1.
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Figure 5.5: Variation in the summit temperature (—■) with the corresponding heating term lf/200 
(- - -) for At =  0.175.
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F igure 5.6: The m inim um  of the sum m it tem perature against At for the triangular pulse heating 
function.
At =  0.175, a hot coronal loop solution cannot be maintained and a cool solution 
forms (Figure 5.5).
There is a critical timescale which must not be exceeded otherwise the loop 
tem perature will cool along the length of the loop - this is shown in Figure 5.6.
5,3 R ectan gu lar H eatin g  P u lse
Another simple form of time-dependent heating is a rectangular or “top-hat” pulse 
function. Three cases are described below which depend on how long the pulse is 
switched on (A^on) and olf (A^off)? each case beginning from the thermal equilibria 
set out in Section 5.1.
5.3.1 A io n  =  Atoff
In this case, if H  is switched on at time t = nA<, then
# )  = ,for nAt < t < { n  + l)A t,,for (n H- l)A t <  t <  (n -f 2)A*, (5.3)
with average heating for the process being H q . If we consider A t  ~  0.075 (Figure 
5.7), then To initially rises and plateaus out a.s H  = 100 for the first At interval. 
Once the heating is switched off, Tq cools to approximately half its original value 
before increasing again at the arrival of the second heating pulse. This heating- 
cooling cycle is repeated.
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Figure 5.7: Variation in the summit temperature (—) with the corresponding heating term iT/100 
(----- ) for Af =  0.075.
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Figure 5.8: Variation in the summit temperature (—) with the corresponding heating term 17/100 
(-----) for At =  0.12.
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Figure 5.9: The minimum of the summit temperature against A< for the rectangular pulse heating 
function where (a)Afon =  (*)) (^) (o) and (c) A m u =  2 x A^^jj (A).
Figure 5.8 shows what happens when At =  0.12. In the first cooling phase, To 
falls to r.-' 0 .8  and although the second heating event raises the tem perature again, 
the following cooling period allows the loop temperature time to cool. Figure 5.9(a) 
shows the minimum summit temperature against increasing values of At — once 
again, a critical timescale exists.
5 .3 .2  Aton —
If H  is switched on at time t =  nAt,  then
,for nAt < t < ( n - \ r  l)A t,
,for (n +  l)A t < t  < {n + 3)At, (5.4)
with average heating for the process being H q . If At =  0.05 (Figure 5.10), To{t) 
follows a similar pattern to that described in Section 5.3.1. W ith the heating initially 
switched on, To rises and levels out; when the heating is switched off. To cools but is 
able to recover with the energy input of the second heat pulse. If At =  0.08 (Figure 
5 .1 1 ), the loop temperature falls and remains cool after the second heating event. 
Thus a critical timescale exists which, if exceeded, allows the loop tem perature to 
cool (see Figure 5.9(b)).
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Figure 5.10: Variation in the summit temperature (—) with the corresponding heating term  Hf l bQ  
(-----) for At =  0.05.
3.0
2.5
2.0
0.5
■0.0
0.500.20 0,30 0.400.00 0.10
Figure 5.11: Variation in the summit temperature (—) with the corresponding heating term iï/150  
(-----) for At =  0.08.
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5.3 .3  ^ io n  — 2 X ^ to f f
If H  is switched on at time t = nAt^ then
,for nAt  < t < { n  + 2 )A*,
,for (n +  2)At < t < (n +  3)At,
with average heating for the process being Hq. The evolution of To with respect 
to time is very similar to that described in Sections 5.3.1 and 5.3.2. Figure 5.9(c) 
shows that the critical timescale lies between 0.075 and 0.8.
5.3.4 Sum m ary of R ectangular Pu lse H eating
Figure 5.9 compares the three different cases of this particular heating form for (a) 
Afon — Afoff; (b) Aton =  Atoff/2 and (c) Aton =  2 X Atoff. The critical timescales 
for (b) and (c) are nearly the same (0.075 < Atcrit < 0.08), although (b) has a 
slightly lower min(To) than (c). Thus although the rate of energy input per pulse 
for (b) (=  3Hq) is twice that for (c) (=  3i7o/2), the former allows a longer time for 
the plasma to cool.
Note also that for At < 0.075 and At > 0.12, cases (a) and (c) are indistinguish­
able from each other.
5.4  R andom  H eatin g  P u lse
Although it has been instructive to investigate the plasma response to a regular heat 
input, impulsive, bursty energy releases (such as microflares or nanoflares) requires 
process that is random in nature. There are many ways to model this scenario. As 
a first approximation, consider a heating supply where random amounts of a certain 
energy quanta, Ajj,  are deposited in the loop in a fixed time interval At.  A Poisson 
process is often used to model the occurrence of events in time (Morgan, 1984) and 
it predicts that the probability { P r )  of k  events occurring is
P r { k )  =  ? - ^  fc = 0 , l , . . . ,  (5.6)
where A is the average number of events per unit time. It is assumed that each 
energy deposition is independent from all the others. Thus in the time interval nA*, 
the heat released is
H  = kAff  (5.7)
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Figure 5.12: Probability Function P,. against number of events for increasing A.
where k is generated from a random number U, uniform on [0 , 1 ], such that
k k+l
j : P i < u < - £ P i .î= 0  1=0
If we want the average heating value to be H q, then
HoA = A h (5.8)
for a specified value of A h - There are two possible avenues of investigation.
5.4.1 F ixed T im e Interval
Beginning with the thermal equilibrium profile considered in Sections 5.1 - 5.3, 
consider the energy quanta (and their corresponding A) shown in Table 5.1, released 
on a time interval of At  — 0.01 (~  10s). Figure 5.12 shows the cumulative probability
Ah Energy Release 
(ergs s~^)
A
2.5 1024 2 0
1 0 .0 4 X lO^ '* 5
25.0 1025 2
50.0 2 X 10^^ 1
Table 5.1: Energy quanta and corresponding A values for the Poisson probability function.
against the number of events occurring for the range of A values from Table 5.1.
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Figure 5.13: Variation in the summit temperature (—) with the corresponding heating term Æ/50 
(-----) for A f f  =  2.5.
Figure 5.13 shows a typical random heating process for nanohare-type energies 
{A h  =  2.5). There is a very small probability of picking up a zero energy input and 
therefore it is likely that the loop will remain hot. For A h =  10 (Figure 5.14), there 
is a greater variation in the summit temperature while for A h  =  25,50 (Figures 
5.15 and 5.16), extended periods of no heating are possible and therefore the loop 
tem perature has the opportunity to cool down.
Thus, with this particular Poisson model, nanohare energy releases will keep the 
coronal plasma at typical coronal temperatures but energy bursts on the scale of 
microhares cannot (even on this short energy release tim e).
5 .4 .2  F ix ed  E n erg y  Q u an ta
Consider a hxed amount of energy quanta. A h  =  25.0 (A =  2); from Section 5.4.1 
we see that To cools when At =  0 .0 1 .
Increasing At (=  0.1 in Figure 5.17) allows the plasma more time to cool and 
therefore Tq falls to chromospheric temperatures faster. However, decreasing At 
(=  0.001 in Figure 5.18) means that the plasma does not have time to respond to 
the rapid heat changes and therefore the temperature remains at coronal values.
5.5  C onclusions
In this chapter different forms of a time-dependent heat input were investigated. 
Heating a coronal loop by regular pulses (sinusoidal, triangular and “top-hat”) all
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Figure 5.14: Variation in the summit temperature (—) with the corresponding heating term iî/5 0  
(-----) for Af f  =  10.0.
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Figure 5.15: Variation in the summit temperature (—) with the corresponding heating term  H/IOQ 
(----- ) for A h  =  25.0.
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Figure 5.16: Variation in the summit temperature (—) with the corresponding heating term /f/100 
(-----) for A h  =  50.0.
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Figure 5.17: Variation in the summit temperature (—) with the corresponding heating term 77/50 
(-----) for At =  0.1.
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Figure 5,18: Variation in the summit temperature (—) with the corresponding heating term 77/100 
(- - -) for At =  0.001.
displayed a critical cooling timescale which, if exceeded, allows the loop temperature 
to cool to chromospheric values.
A Poisson process was introduced to model the occurrence of random energy 
release events in the corona and it was found that for fixed sizes of energy quanta 
over fixed time intervals, a hot loop solution can be maintained by nanofiare energy 
bursts over 1 0 s intervals while the more energetic microflares require their energy 
store to be released in the order of seconds to prevent the loop temperature from 
cooling. Possible extensions to random heating methods can be found in Chapter 
7.
C hapter 6
V alidity o f th e Isobaric 
A ssum ption  to  th e Corona
What has been will he again.
What has been done will be done again;
There is nothing new under the Sun.
(E cclesiastes 1:9)
6.1 In trod u ction  and B asic E quations
The isobaric assumption introduced in Chapter 2 and used in all the investigations 
in Chapters 3 to 5 has had the computational convenience that the timesteps used 
in the numerical code are not restricted by the need to resolve adequately the sound 
waves travelling back and forth along the loop. Rather, the slower thermal variations 
can be followed with timesteps only restricted by the physical processes we wished 
to examine. However, it would be instructive to assess the validity of the isobaric 
scenario to the corona by including the inertial terms into the system. Thus from 
equations (2.23)-(2.26) we have
t  + 'S - »
D (  p \  d
~  I J -  ~ ' I — P ~ X J -  +  ^  ID.a; I\  Dt \p'^)  dx
R 
P
 H  (6.3)
p =  ^ p T  (6.4)
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where all quantities are along the magnetic field as defined in Section 2.4. Using 
equations (6.1) to (6.4) in which gravity is neglected, the mass continuity equation 
(6 .1 ) is
dp d{pv)
dt dx = 0 . (6.5)
The equation of motion (6.2) can be rewritten as
D{pv) Dp dp d'^v
and from equation (6 .1 ),
D[pv) dv dp d^v
or rather.
d{pv) dipv"^) dp d^v
The left-hand side of the energy equation (6.3) can be expressed as 
D D /  T \
(6 .6 )
■y — 1 Dt \p'^ fl[y — 1) Dt  Vp' “^ v  
Rp /d T  d(uT)
(from 6.4)
p ( 7  -  1 ) \ d t
by expanding the total derivative with (6.1). Thus we have
d T  djvT) ^  p,jy -  1)
dt dx Rp KoS- - p \ T ‘’ + Hdx dx (6.7)
Equations (6.4)-(6.7) can be made dimensionless against typical coronal values. Fol­
lowing a similar analysis as in Section 2.5, set
_  ÎV —  __ _x — lx, t = t j ,  V ~  VsV -  — , T  ~  TcT, p =  Pcp, P =  PcP,
where I is the length of the field line, ts is the sound travel timescale, Vs = I Its is
the acoustic velocity, Tc =  10®K, pc = 8.35 x 10“^^kg m~^ and pc = RpcTcjp. Thus,
we obtain
^  djpv) 
dt dx
a (i^ ) d(pü2 )
r=  h
=  0 ,
dx
tsi '^d^v
(6 .8 )
(6.9)
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^  d{vT) ^  eo
dt dx ~  p
 f)jj
-  (7 - 2 ) T ^  (6 .1 0 )
p =  pT (6 .1 1 )
where we have introduced,
H  = H J Ï  (6 .1 2 )
where He — Pc^Xc^c“" and Xc and Qc are the values of the tem perature dependent
parameters when T  ~ T c ’,
as the ratio of the conduction and radiative timescales;
»  -  <“ *'
as the ratio of the acoustic and conductive timescales and
(6-15)
AC-^ C
for each particular range of temperature for the piecewise fit of the optically thin 
radiation in the corona. If we consider
Pc ^
and define the sound speed squared as =  ypdpc-> then
Cs^  =  y v d  (6.16)
which defines the sound timescale Also, if we shall represent the viscous term  as
, s
where
rt = - Y  (6-18)
and where the density dependence has been ignored for simplicity. W ith these 
particular parameter values, p ~  1 0 “ ;^ we shall inflate this value to 1 0 “  ^ < rj < 1 0 “  ^
to help stabilise the numerical code. The final set of equations is
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d{pv) ^  dipv"^)
dt
g r
dt -j_
dx
a ( ,; r )
dx
dp d'^v (6 .2 0 )
£o
P
d
dx dx
-  ( 7 - 2 ) ^
— pT
dv
dx (6 .2 1 )
(6 .2 2 )
where all bars have been removed for convenience. To model a coronal loop structure, 
it is assumed that the loop is symmetrical (0 < æ <  0.5) and that the boundary 
conditions are
dx dx dx
T =  T
at æ =  0  
at X = 0.5
(6.23)
(6.24)
where Tg? Pe and pe is the chromospheric temperature, pressure and density re­
spectively. The initial conditions are derived by setting all the time derivatives in 
(6.19)-(6.21) to zero and assuming that there are no plasma flows {v =  0). Thus, 
from (6 .2 0 ),
dp
dx =  0  which implies p(æ,0 ) =  pe, (6.25)
and it follows that T(æ, 0 ) =  Ts{x) where Ts is the static tem perature profile obtained 
for a constant value of the heating {H = Hq) and is a solution of
e u . s r
dx \  dx ^
from equation (6 .2 1 ).
(6.26)
6.2  A  S im plified  Set o f E quations
In order to test the numerical algorithm (which can be found in Appendix G), the 
system of equations (6.19) - (6.22) were simplified to allow for an analytical inves­
tigation of the response of the various plasma properties to an initial perturbation. 
Thus, consider a simplified energy equation of the form
aT  a(uT)
dt dx
£o
P 6 (1 - r ) ( 7  -  2)T
dv
dx (6.27)
where there is no longer any dependence for the conduction and the radiation 
-heating term has been reduced to (1  — T) - this keeps the equation linear in T  but
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also retains the property that the radiation is greater than (less than) the heating 
when T  < 1 (T > 1). The isothermal temperature profile T{x)  =  1 is now a steady 
state solution to the thermal equilibria of the above equations with p{x) = 1 and 
therefore p{x) =  1 .
6.2.1 Linearization of Equations
It is possible to linearize equations (6.19), (6.20), (6.22) and (6.27) about the equi­
librium values. Setting
T =  l 4 -T i ,  p =  1 4- Pi, p =  1 4- Pi and v = vi 
where 7i, etc are small perturbed quantities, we get
0 ,dpi dvi dt dx
dvi dpi d'^vi 
dx ^ dx"  ^ ’
+  6Ti
Pi ~  Pi 4- 7 i .  
Various harmonic oscillations can be introduced by setting
f i  = cos kx^
(6.28)
(6.29)
(6.30)
(6.31)
(6.32)
for Ti, Pi and pi which satisfies the boundary condition that the perturbations are 
zero at a; =  1 / 2 , if A; =  (2 n -f 1 )7t and n is the mode number of the particular 
harmonic under investigation. For the velocity perturbation
"Ui =  V2e sin kx (6.33)
which satisfies the boundary condition that Vi =  0  at a; =  0 . T2 etc... are the 
amplitudes of the. perturbations and <j is a decay rate. Substituting these into 
equations (6.28)-(6.30) gives
V2kP2
P2
T2
a
{a 4- k'^r})v2 
k ’
( 7  -  l)kv2 
{a 4- eo{k'  ^ -  b))
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(6.34)
(6.35)
(6.36)
and therefore from (6.31),
(T +  P p  k {y — l)k
k CT (<J +  6o (P  — 6))
or rather.
(6.37)
<7^  +  •|eo(fc^ — 6) k^p'  ^<7^  +  k  ^^T}6o{k  ^ ~  6) +  7 } 4" k' c^. i^k  ^— 6) — 0 (6.38)
which is the dispersion relation for the system. The general solution to (6.38)
can be found using the mathematical package MAPLE (the MAPLE output can 
be found in Appendix D). We shall investigate this dispersion relation under dif­
ferent assumptions and compare the analytical results with those produced by the 
numerical code.'
6.2 .2  D ependence of D ispersion R elation on Co and h
To get some feel for the solutions of the dispersion relation, set 7  =  2 (to remove 
the ( 7  — 2)Tdv!dx  term  ) and 7/ =  0 (no viscosity) so that (6.38) depends purely 
on Ê0 and b. Thus, we now have,
(7^  + 6o(P -  6)P 4- 2A;^ <7 +  Peo(P -  6) = 0. (6.39)
It is possible to apply an asymptotic expansion in powers of k to (6.39) to get
Pi PS --&2 4_2, (6.40)
CT2.3 - i ( l  +  l ) ± i f c ( l  +  g | j ) ,  (6.41)
for €0 =  6 =  1 - this is derived in Appendix E. There is one real root (pi) and 
two complex conjugate roots (p2,s) to the dispersion relation. pi corresponds to 
the decay rate of the radiative mode while P2,s correspond to the pressure waves 
moving across the system (to the left and right) with a decay rate of Real(P2,s) 
and with a frequency of Imaginary(P2,3). Figure 6 .1  shows the change in p% and 
in the real and imaginary parts of P2,s for increasing values of the mode number 
n. There is excellent agreement between the analytically calculated values (—) and 
the asymptotic prediction (*). One interesting feature is that for these values of 
Co and 6 , mode numbers n >  1 have a longer decay time (smaller decay rate) than 
the fundamental mode. Thus, given any arbitrary disturbance, the fundamental 
oscillation will die away, leaving higher frequency oscillations behind.
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Figure 6.1: Analytical (—) and asymptotic prediction (***) for the change in (Ti,2,3 with increasing 
mode number n for eo =  6 =  1.
D ep en d en ce  on b
Consider a fixed value of cq ( =1 )  and let us concentrate upon the properties of the 
fundamental mode only [n = O^k = tt). Thus, equation (6.39) now reads as
(6.42)
- there is a change in the nature of the possible solutions when 6 >  Figure
6 .2  shows the increase in the decay rate of the fundamental radiative mode with 
increasing 6 . When b exceeds tt^, this mode becomes unstable and any given per­
turbation grows. Figure 6.3 shows the dependence of Re(<j2,3 ) on b. Again there is 
a change from stability to instability when h > while the imaginary part of <72,3 
has a maximum value at 6 =  (see Figure 6.4). Note tha t if b gets very large then, 
from (6.42), we have
—bcr^  — 7t^ 6 % 0
and therefore a pu ü t t .  Thus, Re((72 ,3)~> 0 and Im(cT2,3)—^ tt - this is also shown in 
Figures 6.3 and 6.4.
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Figure 6.2: Increase in with 6 for cq =  1.
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Figure 6.3; Increase in Re((72,3) with 6 for cq =  1.
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Figure 6.4: Increase in Im(cT2,3) with b for eo =  1; (---- ) corresponds to Im(cr2/3)= 7r.
D ep en d en ce  on  eo
Set 6 = 1 .  Thus (6.39) can be written as,
+  eo(^^ — 1)(7  ^+  2k‘^cr +  k^6o{k'  ^— 1) =  0. (6.43)
As É0 increases from zero, <ti always remains large and negative. If eo <C 1 then from
(6.43),
or^  +  2 k'^a % 0 
and therefore a % ±\y /2 k. For e ^ l ,
eo(fc^  -  1)<7^  +  k^eo{k^ -  1) «  0
and thus cr ~  ±iA;. Therefore the imaginary part of <72,3 simply varies between 
■\/2k and k. Figure 6.5 shows the variation in the decay rates of the pressure mode 
(Re(cT2,3 )) for different harmonics (n =  0,1, • • •, 10) with eg. For eg > ~  0.7 the decay 
rate of the fundamental mode is larger than for the higher harmonics. However, if 
eg < ~  0.7, then the higher wave modes decay away faster than the fundamental.
D ep en d en ce  on  €0 and  b
Concentrating on the decay rate Re((j2,3) of the fundamental. Figure 6.6 shows a 
surface plot of how Re(cr2,s) depends upon 6 and eg. Cross-sections of this plot 
for various values of eg are presented in Figure 6.7. As eg decreases from 1.0, the 
minimum and maximum on either side of 6 =  are smoothed out. At eg =  0.1, 
they have disappeared altogether. If eg is decreased further, then, for 6 <  tt^, the 
decay rate of the fundamental mode continues to decrease (that is, it takes a longer 
time to decay).
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Figure 6.5: Variation in the decay rates of several harmonics with eo for 6 = 1.
Figure 6.6: Surface plot for the dependence of the decay rate of the fundamental mode (Re(<72,3)) 
on eo and b.
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Figure 6.7; The dependence of the decay rate of the fundamental mode (Re((T2,3)) on 6 for eo =  
0.1, 0.2,0.5,1.0.
6.2 .3  N um erical Calculation for th e D ecay of an In itia lly  P erturbed U ni­
form A tm osphere
The main reason for following this line of investigation is to derive analytical ex­
pressions for the time evolution of the temperature, density, pressure and velocity 
against which the results of the numerical algorithm can be compared. W ith this 
in mind, consider a fundamental perturbation (n =  0, =  tt) to the isothermal 
atmosphere of the form
Ti(æ, t) =  cos{crit) cos(Trrr) (6.44)
where A  is the initial amplitude of the perturbation with cr^  =  Re((%2,3) and ai 
Im(cT2 3 ) (whose values depend on cq and b). Thus from equation (6.30) we have,
+  bTidt dx
and therefore substituting (6.44) into (6.45) gives
Ui(æ,t) =  —- — [ { ( 6  — 7T^ )eo — <Jr} cos(cTjt) +  ai sin(o-it)] sm{'Kx). 
From equations (6.29) and (6.46) we get,
r  f  /  \  'IPl(æ, t) =  — 3 — [{o'r ((& -  -  CTrJ +  COs((Tji)
— 1 (6  — n^)eo  — 2 o - , |  a-,- sin(<Ti<)l cos(Træ),
(6.45)
(6.46)
(6.47)
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and from (6.31),
P i = P i ~ T i .  (6.48)
The values of dr and a-j are calculated from the analytical solution of the dispersion 
relation (6.38) while the numerical code is simply given the initial conditions (at 
f =  0),
T(æ,0) =  1-}-Acos(Træ), (6.49)
u(%,0) =  ^  {(6 — 7T^ )eo — (Tr} sin(7ra;), (6.50)
p(x,0) =  1 +  ^  [<7r ((6 -  7T^ )eo “  cr,.^  +  cos(Træ), (6.51)
and allowed to relax. As an example, set Cq =  1 and 6 =  5; for these parameter
values, <Ji is large and negative and has a very small contribution to the overall evo­
lution of the system. It should be noted that from Figure 6.5, the value of eo chosen 
means that the decay time of the harmonics is longer than for the fundamental. 
However, since we are giving the system an initial fundamental perturbation, no 
other harmonics should appear and the system will be dominated by the decay of 
the fundamental mode. Figure 6.8 shows the relaxation of the temperature, pressure 
and density (at a; =  0) and the velocity (at x =  1/2) from their initially maximum 
perturbed values {A — 0.1 in this case). There is very good agreement between the 
analytical (*) and numerical (—) results.
6.2.4 A ddition o f V iscosity
Consider the dispersion relation (6.38) now with 7  =  5/3 and the viscosity term 
included. Figure 6.9 shows the variation in the decay rate Re(cr2,3) for different 
mode numbers for increasing values of Cq with 6 =  1 and rj =  0.01. In contrast with 
Figure 6.5, we see tha t the addition of a small amount of viscosity alters Re((j2 ,3 ) 
such that its value for all harmonics n >  0 is greater than for the fundamental. 
Thus, given an arbitrary disturbance, all higher harmonics will decay away, leaving 
the fundamental oscillation behind.
As in Section 6.2.3, if the initially uniform atmosphere is given a fundamental 
perturbation of the form shown in equation (6.44), then corresponding evolutionary 
equations for the other perturbed quantities are
vi{x ,t)  =    jy -  |^|(6 — 7T^ )€o ~  cTf j  cos{(Tit) -f cTi sin(cr^t)J sin(7Ta;), (6.53)
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Figure 6.8: Analytical (***) and numerical calculations (—) for the relaxation of the temperature 
(Ti), velocity pressure (pi) and density (pi) perturbations for eo =  1, 6 =  5 and A =  0.1.
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Figure 6.9: Variation in the decay rates of several harmonics with eo for 6 =  1 and 77 =  0.01.
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Figure 6.10: Analytical (***) and numerical calculations (—) for the relaxation of the tem perature 
(T i), velocity (vi), pressure (pi) and density (p i) perturbations for eo — 1, b =  1, — 0.01 and
A  =  0.1.
(7 — 1)7T' : [{(<7^  +  ((6 -  7T^)eo -  (Jr) + c o s ( c T i t )
— |(6  — 7r^ )eo — 2(7,. — cr,- sin((7it)] cos(vra;), (6.54)
p i  = P i -  Ti. (6.55)
(7 r and (Ti are calculated from the analytical solution to (6.38) and the initial con­
dition for the numerical code is obtained by setting t  = 0 in  the above equations. 
Figure 6.10 shows the evolution of T(0), p(0), /)(0) and u (l/2 ) for 6 =  1, cq =  1 and 
7j =  0.01. Again, there is excellent agreement between the two methods.
104
6.2 .5  A N on-isotherm al Equilibrium
Consider lowering the footpoint temperature such that Te =  0.8, with pe — 1 and 
Pe — Pe/Te. The simplified energy equation (6.27) allows for an analytical solution 
for the thermal equilibria across the system. Thus, for the static solution we have,
d^T^  = b { l ~ T ) ,  (6.56)
which can be solved to give
The numerical code is given the initial set of conditions
T (x ,0 ) =  Tsum A-4:[Te — Tsum)^^J (6.58)
p(æ,0) =  1, (6.59)
p(æ,0 ) =  0 , (6.60)
"  T ( t ^ ’
where Tsum ~  0.75,6 = l , e o  =  l , 7  =  5/3 and 77 =  0.1 and allowed to relax. Figure 
6 .1 1  shows the “loop” summit temperature, pressure and density and the velocity 
at the “loop” footpoint initially overshooting but eventually settling down to steady 
values. The excellent agreement between the numerically calculated steady state 
and the analytical result (6.57) is shown in Figure 6 .1 2 .
6.3 T im e-D ep en d en t H eatin g  o f an In itia lly  S ta tic  C oronal 
Loop
A more realistic form of the radiation-heating term in the energy equation is
and with a dependence upon conduction, we return to the full set of coupled 
non-linear pde’s (6.19)-(6.22).
Consider a coronal loop with b — 0.5 (~  6 GMm) with Te = 0.01 (= lO'^K), Pe =  1 
(=  O.OlPa) and pe =  Pe/Te. For this set of parameters, 0.05 < eo < 0.1 and we shall 
set 77 =  0.1. We will continue to use the Two Range Radiative Loss Function (3.3) 
as an approximation to the optically thin radiation in the corona with TV =  0 .0 1 1  
(in units of 10®K) as before. We shall use the time-dependent heating term
H  — H q{1 a  sin(w^)),
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Figure 6.11: Numerical calculation for the relaxation of the temperature (T(0)), velocity (u(l/2)), 
pressure (p(0)) and density (p(0)) for eo =  1,6 =  1 and rj =  0.1.
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Figure 6.12: Comparison of the numerically (—) and analytically (***) calculated thermal equi­
libria profiles.
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where Jïo =  50 2 x 10^  ^ ergs s~^) is the average heat deposited in the loop per
heating cycle and w is a frequency to be varied. The reason for using this heating 
function is set out in Section 4.3. Thus we can have a direct comparison with the 
results obtained for the isobaric case (see Chapter 4) with those produced with the 
inertial terms included.
In order to test the validity of the isobaric assumption upon the time-dependent 
heating scenario, it is important to note that in the isobaric case, time t was non- 
dimensionalised against the conductive timescale {rcond) while in the inertial case 
the sound travel time (r^) is used (see Section 6.1). Now since we have
Go — }
'^cond
then for the heating frequency in the isobaric case,
^iso ~  '^Tcondi
while for the case with the inertial terms included we have
^inert ~
where w is the dimensionalised frequency. We must have
^inert ~  ^O^ tso-
to compare the frequencies. Note that when w =  0, the steady state solution to 
(6.19) - (6.22) has the same equilibria as in Section 3.2 and therefore all the results 
from Chapter 3 are applicable here. For a convincing confirmation of the validity of 
the isobaric assumption to coronal loops, a heating frequency must be found such 
tha t the pressure variation is small compared to the corresponding temperature 
and density changes. Figure 6.13 shows the evolution of the temperature, pressure, 
velocity and density along half the loop length for three different times (^i <  fg < 
ts) as the heating function increases from its minimum value (Ff(t%) ^  0) to its 
maximum value (Ff(ts) 100) for eo =  0.1 and i*Jinert — 2.5 (oJiso =  25).
The temperature along the loop rises as the heating function increases. p(x) is 
practically constant along the loop length at a particular time except where it is 
tied at p(l/2)  =  1. The velocity changes direction as the heat function increases 
and its value is small at the loop footpoint (though not zero) - this is a consequence 
of the fact that hot, light material is flowing into the cool, dense material of the 
chromosphere. The density along the loop changes by only a small amount. Figure 
6.14 shows the evolution of the summit temperature T(0) (—), pressure p(0) (- 
- -) and density p(0) (-.-.-) for the above case. The variation in the pressure is
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Figure 6.13: The evolution of the (a) temperature, (b) pressure, (c) velocity and (d) density along 
half the loop length for three different times (ifi < <2 < is) as the heating function increases from 
its minimum to its maximum value for eq =  0.1 and coinert =  2.5.
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Figure 6.. 14: The evolution of the summit temperature T(0) pressure p(0) (------) and density
p(0) for eo =  0.1 and w^neri =  2.5.
much greater than for the density and therefore the system appears to be evolving 
isochorically rather than isobarically. If we compare the behaviour of T(0) with its 
isobaric counterpart =  25) (see Figure 6.15), the summit tem perature profiles 
match-up very well. Thus, the temperature follows very closely the changes in the 
heating function and seems to not be particularly influenced by the corresponding 
variations in the pressure and density.
There are two possible ways of trying to achieve a closer comparison with the 
isobaric case (i) by decreasing eo or (ii) by reducing the heating frequency coinert-
6.3.1 D ecreasing  cq
If cq is reduced then this is effectively reducing the acoustic timescale. Figure 6.16 
shows the fractional change in the various plasma properties away from their equi­
librium values for cq =  0.001 with ujinert =  0.025 =  25). The change in the
pressure is much smaller than the corresponding temperature and density variations 
and the system does indeed reduce to isobaric behaviour when the sound travel 
timescale is short enough.
6.3 .2  R ed u c in g  ujinert
When reducing the heating frequency, there is a “trade-off” between approaching an 
isobaric situation and remaining above some critical frequency value, below which 
the loop plasma cools to chromospheric values. Figure 6.17 presents the evolution of 
T(0), p(0) and p(0) with respect to time for cq =  0.1 and Uinert = 0.4 (w»o =  4); the
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Figure 6.15: Comparison of the summit temperature T(0) (—) with the previous isobaric result 
(***) for eo =  0.1 and Winert =  2.5 =  25).
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Figure 6.16: Fractional change from the equilibrium values for the summit temperature T(0) (—), 
pressure p(0) (-----) and density p(0) with eo =  0.001 and Uinert ~  0.025 {ujiso =  26).
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Figure 6.17: Fractional change from the equilibrium values for the summit temperature T{0) (—), 
pressure'p(O) (-----) and density p(0) for eo =  0.1 and Uinert — 0.4 (u>iso =  4).
fractional change in the pressure has decreased from Figure 6.14 but is still sizeable. 
If LOinert is decreased further, a cool region of dense plasma travels in from the loop 
footpoint. Unfortunately, the numerical code does not appear to be robust enough 
to deal with this high density region and it breaks down when the cool region forms. 
The reason for this problem seems to be the dramatic change in the radiation as the 
temperature passes through T  = Tr and falls into the lower radiative loss region. 
Other numerical runs have shown that if T,. and Te are increased (to Tr % 0.1 and 
Te % 0.05 say), the numerical algorithm can cope with the change in the radiative 
loss - if the heating frequency is too low, the loop cools to approximately Te along 
its entire length. Note that in this case, the maximum value of the radiative loss is 
nearly two orders to magnitude less than when % =  0.01. Thus, the same physical 
process should be taking place with the actual physical parameters. The refinement 
of the computational code is work to be undertaken in the future.
6.4  C onclusions
The usefulness of the isobaric assumption to coronal loop structures was investigated 
by including the inertial terms in the equation of motion. A simplified form of 
the energy equation was introduced which allowed for the analytical investigation 
of the temperature, density, pressure and velocity of the plasma through a derived 
dispersion relation. This relation was investigated for different parameter values and 
the predicted asymptotic behaviour displayed all the observed features generated 
numerically. Indeed, Figure 6.10 demonstrates the excellent agreement between the
1 1 1
two approaches.
W hen applied to a typical coronal loop, it was found that although there is 
a variation in pressure throughout the periodic process, the isobaric assumption 
appears to be a reasonable simplification which provides accurate estimates of the 
tem perature profile. It was also found that the evolution of the physical parameters 
along the loop reduced to an isobaric situation provided the acoustic timescale was 
small enough.
1 1 2
C hapter 7
Sum m ary and Further W ork
A little learning is a dangerous thing,^
Drink deep or taste n o t .....
(A lexander Pope)
7.1 Sum m ary
To astronomers, the Sun is a fairly ordinary star, a massive ball of gas held together 
and compressed under its own gravitational attraction. However, the proximity of 
the Earth to the Sun means that it is a fertile laboratory that poses many inter­
esting problems for the theorist. Better and better observations from ground and 
space based instruments are helping to confirm (and refute) theoretical models of 
structures on the Sun and there are many features which still prove very difficult to 
understand.
One of the most perplexing of Solar Physics problems has been to explain the high 
temperature of the corona ( ^  2x lO^K) as compared to the solar surface (10^—10‘*K). 
Many methods have been suggested to supply the heat to this tenuous medium to 
balance the losses due to radiation, conduction and plasma mass flows (see Section 
4.2). However, it is likely tha t none of these models will provide a constant supply 
of energy to the corona — the energy will be interm ittant or time-dependent. This 
has been the main topic of investigation in this thesis.
Observations of the corona in soft X-rays has revealed a complex network of mag­
netic loop structures in the solar atmosphere. Using the governing fluid equations 
along a coronal loop (Chapter 2), the thermal equilibria profiles were derived un­
der two simplifying assumptions; (i) the system is isobaric and (ii) a Two Range 
Radiative Loss Function was introduced as an approximation to the optically thin 
radiation (Chapter 3).
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A heating function that evolved sinusoidally in time was investigated in Chapter 
4 and it was found that the heat must be supplied frequently enough to maintain 
the loop at coronal temperatures; that is, there exists a critical frequency which 
must be exceeded to maintain the loop at % 10®K, otherwise the loop cools along its 
length to chromospheric temperatures. If the loop does cool, coronal temperatures 
can only be reached once again when the average heating is increased dramatically; 
keeping the average amount of heat deposited in the loop the same but increasing 
the frequency simply means that the temperature along the loop length oscillates 
about the lower isothermal states. As expected, the same results occur when the 
Hildner (1974) estimates for the radiative losses are introduced. It was found in 
this case that the critical frequency was approximately the order of (conductive 
timescale)-^. Even the recent radiative loss curve of Cook et al, (1989) will show 
the same increase with temperature when evaluated at constant pressure. Thus, 
although the radiative losses are smaller, a critical frequency would still exist. The 
form of the differential emission measure was also calculated - an increase in the 
DEM below lO^K was found for a heating frequency just above the critical value.
Other forms of time-dependent heating investigated (Chapter 5) included pulse 
heating as well as random releases of energy quanta of various sizes using a Poisson 
Distribution Function. It was found that for this particular statistical process, only 
the rapid release of nanoflare-sized energy bursts every ~  10s could keep the coronal 
loop at its hot solution.
The usefulness of the isobaric assumption to the corona was assessed in Chapter 
6 by including the inertial terms in the equation of motion and therefore making it 
necessary to track the sound waves travelling back and forth across the system. It 
was found that the temperature evolution of the response of the plasma to a time- 
varying heating supply can be approximated to a very high degree by the simple 
isobaric case, even though the overall behaviour of the system appears to be closer 
to isochoric than isobaric. In this way we see tha t the temperature changes are 
mainly governed by the variations in the heating term. However, isobaric case is 
reproduced when the acoustic timescale is short enough.
It must be remembered that in order to understand such a complicated system 
(as the response of a plasma contained within a solar coronal magnetic loop to a 
time-dependent energy supply), it is necessary to produce some basic models of the 
phenomenon which include what are considered to be all the important features - 
this is what we have investigated above. However, a large number of modifications 
can be made to these models and several of these are discussed below. They cover 
the areas of coronal loop models, time-dependent heating, improving the numerical
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algorithm and implications on SOHO observations.
7.2 A d d itio n  o f  G ravity
Including gravity into the equation of motion gives 
with
g{x) = ^osinTTæ
for a semi-circular curvature of the magnetic loop structure and where qq ~  —274 
ms“  ^ is the local gravitational acceleration at the surface of the Sun. The pressure 
along the loop now falls from the footpoint to the summit.
The effect of gravity on the time-dependent heating scenario can be roughly 
estimated as follows. For loop temperatures of ~  2 x 10®K, the pressure scale height 
is ~  lO^km but this reduces to ~  lO^km at a tem perature of 10®K. Thus if the 
heating occurs sufficiently frequently that the average loop temperature along the 
loop is greater than lO^K, then neglecting gravity is a valid assumption. However, a 
lower frequency, which in the isobaric case would produce a cool tem perature region 
of dense plasma in the loop, will have the “condensed” material rapidly draining 
back onto the chromosphere, if gravity were included. There would be a reduction 
in the loop density and therefore a reduction in the magnitude of the radiation 
term. The loop will take longer to cool and what should be observed is a drop in 
the critical frequency.
7.3 A d d itio n  o f  C hrom osphere
The addition of a realistic chromospheric response is very important. Mariska et 
al (1982) argue that the chromosphere should behave like a loaded spring with 
the overlying layers providing most of the loading. Rapid changes in the pressure 
caused by time-dependent heating would cause the chromosphere to rise and fall in 
response, the upper boundary of the chromosphere being defined as the height at 
which the temperature is ~  lO^K. However, these authors impose a chromosphere 
tha t is isothermal which requires the plasma radiation and heating effectively to 
balance. This is likely to be an oversimplification. One possible way to model the 
chromosphere would be to implement Newton’s Law of Cooling below lO^K or to 
try  properly to model the chromospheric radiation losses (as in Peres et al, 1982), 
remembering that in this region, optically thick effects are important.
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This important modification to the model developed in this thesis would require 
the extension of the non-linear algorithm (see Appendix G) to deal properly with the 
rapid changes from the corona, through the transition region and into the newly de­
fined chromosphere. In the work done so far, the uniform spatial grid used has given 
unnecessarily high resolution in the corona in order to provide a fine enough spacing 
in the transition region - this has required prohibitive amounts of computational 
time. Thus, an adaptive eulerian grid would need to be implemented.
7.4 V ariation  in  Loop C ross-Sectional A rea
Figure 2.3 presented a sketch of a magnetic flux tube having risen up through the 
dense photosphere and chromosphere and spread out into the less dense corona. 
Increases in the loop cross-sectional area (A(s)) could be introduced at a single 
point (Hood and Anzer, 1988) or by an exponential expansion along the loop as
tanh I I +  1 +  A{,, (7.2)
where Aq and A& are the summit and base cross-sectional areas respectively, s is 
the distance along the loop from the footpoint to the apex, sq is the distance above 
the footpoint where the expansion occurs while Iq is the distance over which the 
loop expands (Brown, 1995). Figure 7.1 shows the variation in the area (normalised 
against the base area Aj>) along a 30Mm loop for various values of so and Iq. In 
(i), So =  2Mm and Zq =  2Mm such that the main loop expansion occurs in the low 
corona whereas in (iii), sq =  20Mm and Iq =  15Mm, giving an expansion much 
higher up in the coronal atmosphere.
In all cases of a change in loop area, there will be a corresponding change in the 
magnetic field structure such that the thermal equilibria along the loop would now 
be
i s  (■"’“"4 ) - *s ) - 1-’*^-4 ' (")
where B  is the magnetic field strength (Steele and Priest, 1991).
7.5 R andom  H ea tin g  E vents
The Poisson process outlined in Section 5.4 is a simple, first approximation to mod­
elling a heat source tha t has a random amount of energy deposited in a fixed time 
interval. Other methods could include:-
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Figure 7.1: Variation in loop cross-sectional area with distance from the loop footpoint for (i) 
So == 2Mm, Îq — 2Mm; (ii) sq =  lOMm, /q =  lOMm and (iii) sq =  20Mm, Iq =  15Mm.
• random amounts of energy quanta released at random time intervals - this 
introduces the possibility of overlapping energy release events.
• the importance of the previous history of the heating bursts. For example, if 
there is a large energy event at one time, the system may need time to recover 
and build up its “energy store” once again before releasing the next heat pulse. 
This could happen if the magnetic field was required to be sheared or twisted 
by a certain amount before the energy is released.
• the energy need not necessarily be quantized (into nanoflare-sized chunks for 
example). Thus, we could have
1. a rectangular probability density function of the form
1p.d.f. = 2Ho on [0,2Ho],
where Hq is the average amount of heat deposited in the corona. The 
energy release during each event H  would then be
H  =  2HoU
where (7 is a random number.
2. a Normal p.d.f. about Hq with standard deviation a. This particular 
distribution leads to the possibility of a negative energy input depending 
on the size of cr - this could simply be truncated to give zero.
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7.6 S p atia lly -D ep en d en t H eatin g
Asymmetric heating of coronal loops has been considered by other authors to try 
and model the observed flows in the corona (Mariska, 1987 and references therein). 
The heating is usually taken to be constant with a certain weighting down one leg 
of the loop, with no mention made as to how this asymmetric energy deposition is 
occurring. However, as argued in Section 4.2.5, a time-dependent heating source is 
more realistic.
Thus, for example, wave heating of a loop might interm ittantly dump more energy 
at the loop footpoints while a magnetic reconnective event could release its energy 
preferentially at the loop summit. Nanofiares, on the other hand, may deposit their 
energy on some small lengthscale anywhere along the loop,
7.7  T w o- and T h ree-D im ension al M od ellin g
A realistic prediction of the X-ray emission of coronal loops requires two- and three- 
dimensional versions of the numerical model in order to allow the integrated line of 
sight values to be calculated. This would be undertaken in several steps. First of all, 
model two- and three-dimensional potential and force-free equilibria would be set up, 
both for the quiet Sun and also for active regions. Then realistic potential and force- 
free models of observed regions would be developed. In each case, it will be necessary 
to solve the thermal equations, along each field line, for the plasma response in 
such equilibria to different kinds of heating events and the results compared with 
observations. In a flnal step, the same procedure would be undertaken with a fully 
MED three-dimensional code with complete energetics.
7.8 Im p lica tion s for SO H O  O bservations
W hen the SOHO satellite begins sending data back to Earth, the results produced 
will have an enormous impact on the theoretical solar community. As indicated 
in Chapter 1, understanding coronal heating is one of the principle objectives of 
this space-based mission, particularly using the SUMER and CDS instruments. In 
Chapter 4, possible observational evidence for the different heating theories was thor­
oughly discussed and therefore we concentrate here upon proposed studies relevant 
to  the research in this thesis as well as suggest possible future observing sequences 
for the above instruments.
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7.8.1 SU M E R  and CDS Studies
The SUMER and CDS experiments are highly complementary in terms of the sci­
entific objectives they can achieve; CDS obtains data on hotter lines while SUMER 
observes somewhat cooler lines. Thus many proposed observing projects plan a joint 
SUMER-CDS programme to look at selected regions of the Sun.
There is a concentration of studies to detect small (~  10^  ^— 10^^ergs) flare-like 
events. W ith its ability to study plasma flows, temperatures and densities in the 
upper chromosphere and lower corona, SUMER has been suggested as a possible 
instrument to detect nanoflares by searching for small flare events in active regions 
and then investigating the various Fe line intensities to determine the mass motions 
present (Mason, 1995; Doschek, 1995).
Hansteen (1995) proposes to look for evidence of downward propagating progres­
sion waves in the corona that would be the result of a sudden deposition of energy 
while Klimchuk and Harrison (1995) suggest that if CDS is pointed at a weU-deflned 
coronal loop, the filling factor could be calculated by comparing density measure­
ments from line ratio and emission measure calculations (see Cargill 1993).
Given the limited temporal resolution and temperature range of previous ob­
serving instruments, Harrison and Priest (1995) and Harrison and Gurman (1995) 
believe that CDS could detect and track elementary heating events in the solar a t­
mosphere. Poletto et al (1995) on the other hand, suggest that it is more than  likely 
tha t only the largest events in this particular family of flares will be individually 
recognised. Following on from Kopp and Poletto (1993), they will use CDS to mea­
sure the brightness over an area which may include a few magnetic loops but with 
a spatial resolution insufficient to resolve an individual loop. Using this data, they 
will attem pt to calculate how the nanoflare energies are distributed and compare 
the results with their theoretical model.
It will be interesting to see if the “elusive” nanoflare can finally be discovered and 
whether there exists a lower energy threshold (do pi coflares exist and contribute to 
coronal heating?).
An emission measure study of the quiet Sun has been put forward by M^Whirter 
(1995) to derive physical parameters for the solar atmosphere over the tem perature 
range of 3 x 10  ^ — 3 x 10®K so that meaningful comparisons can be made with 
theoretical models based on energy and pressure balance. This could also give some 
clues as to the nature of the heating mechanism.
Wave theories of coronal heating will be investigated by M^Clements et al (1995) 
and Doyle (1995). The former will try to detect low frequency waves in the corona 
by using CDS to identify a large coronal loop at the centre of the solar disc - SUMER
119
will then be pointed at the loop footpoint and the magnetic field measured as the 
loop tracks across the disc to the limb. The latter will look for subsurface turbulent 
motions (chromospheric oscillations) as a source of coronal heat energy. Both these 
studies could show the importance of preferentially depositing the heat energy in 
the loop footpoints.
7.8 .2  P ossib le  O bserva tions
These could include;
• the time-dependent variation in the temperature along a coronal loop. This 
could be compared with the numerical model results such as in Figure 4.15 
to. deduce the possible frequency of heating mechanisms. This could also give 
some observational evidence for the time-varying heat function suggested by 
Wright and Rickard (1995).
• if the nanoflare is “found” , what is its rate of occurrence? Does it occur fre­
quently enough to provide the energy necessary to maintain a typical coronal 
loop at typical coronal temperatures? At what height in the atmosphere do 
they exist?
• the time-dependent nature of the differential emission measure. The results 
shown in Section 4.7 follow the evolution of the DEM for a periodic heating 
function, the size of the variations depending on the frequency of the heating 
process. This could be compared with CDS and SUMER observations.
Throughout any further work, it will be very important to relate and compare theory 
with actual observations. The SOHO Mission is a timely opportunity for both the­
orists and observers to work together to improve our knowledge and understanding 
of many aspects of the Sun.
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A p p en d ix  A
C ritical Point A nalysis o f an  
A utonom ous System
In this Appendix we will investigate the nature of the critical points in the (?/, $) 
space of the autonomous set of equations,
Î  = (*n
g  = (a .2 )
which for Hq < are
(Vk,^) = and (yc,0 ) =  respectively.
To investigate the local behaviour of the solution near y ~ y h i  let (y&, 0) % {Ho~^ +
ei, 62) where ei and 62 are small quantities. Then approximate the differential equa­
tions (A .l) and (A.2) by
Ê1 ~  €2 , (A.3)
76
^2 -  y (A.4)
with X =  1 and o; =  1/4 for y/j > A Taylor series expansion on the right-hand 
side of (A.4) gives
62 ~  (A-5)
Dividing (A.5) by (A.3) gives
d,62 76üZo^  €i
d6\ 4 €2
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(71.6)
which can be integrated to give
€2= 4- == (7 (7L.T)
where C is a constant of integration. This is the equation of an ellipse and therefore 
this critical point is a centre point. The direction of rotation of the closed trajectories 
around the centre is obtained by setting eg =  0 and ei > 0 and seeing if eg is positive 
or negative. In this case eg is negative and therefore the rotation is clockwise.
Similarly to investigate the local behaviour near the second critical point aX y — 
yc, let (î/c,0) % {Hoyr^^^ +  ei,eg) and approximate the differential equations (A .l) 
and (A.2) by
4  C2, (7L8)
2^ y  T €l) —  Ho] , (A.9)
where % =  yr~^^^ and a  =  11/2 for yc < y ^  Expanding the right-hand side of (A.9) 
gives
As before, equations (A.8) and (A. 10) can be integrated to give
which is the equation of an hyperbola. Thus the critical point is a saddle point.
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A p p en d ix  B
A nalytical C alculation for th e  
D ependence o f The Sum m it 
Tem perature upon Loop L ength
The advantage of using the Two Range Radiative Loss Function (3.3) is tha t an 
analytical solution to the thermal equilibria (3.2) can be found. Figure B .l shows 
the two possible thermal equilibrium loop structures which depends on the summit 
tem perature To (which in turn depends on the loop length (through b) and the 
average heating value H q.
(i) To > ?: > T,;
This loop has two different temperature regions corresponding to the different values 
of X and a  for the radiative function on either side of T  =  T .^ For T  > T-,
ï ^  = y" = j  1%"^' -  M
from equation (3.2). Multiplying each side by dyjdx  =  y' and integrating gives
( y ' f  =  76 -  H^y +  C)  (B.2)
where C is a constant of integration. We know from the boundary condition (3.5) 
th a t 2/' =  0 when y ~  y[^) = ya for this upper region and thus,
{y^Y = 76 — Hoy — 2yo^/^ +  Hoyoj (B.3)
which can be written as
y  = ( 1  -  -  ( 1  -  , (B.4)
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(ii)
X0.0 0.5
Figure B .l: Two possible thermal structures along the loop depending on the summit temperature 
T(0) =  To; (i) T o > T r >  T, and (ii) To,Te <
the negative root chosen as the temperature gradient is always negative. We must 
have
but if 
then
3/ >  t/o
which is not possible and therefore we must integrate (B.4) in the form,
rvr dy) fy^T~X<p =  I 0 '^ yo
where yr = y(xr)- There is a removable singularity in the integral of (B.5). Set 
( l  — — l)  sin 9 — A i sin 9
such that
(B.5)
2Ady — (1 ”  sin 9) cos 9d9■tta
and therefore,
/  (1 —A isin^)d0I2Q (13 6)
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where 6 — —tt/2 when y  ~  yo and 6 = 6 r when y  — yr- Integrating (B.6) gives
2 (Or +  7 t /2  +  A\  COS dr) (B.7)
where
and
^, +  x /2  =  c o s -
CO80r =
1/2
For T  < Tr,
n
Vt3/2 Ho (B.8)
which can be solved to give the complementary function,
V c f  =  ^2 <2^  ^+  i?2e
where A^ and B 2 are constants and A =  ^jîbJ^ÿÂ^^  and the particular integral,
ypi — Hoyr ^
with the general solution
y =  yc/ +  yp*.
Now y(0) =  yr for the lower temperature region which therefore allows us to write
^ 2  =  yr(l ”  Hoyr^^^) — Ag.
The temperature gradients for the upper and lower regions must match at 1/ =  
Thus,
2AA2 — A^r(l — Hoyr^ '^^ ) — —^  —  (1 — jffoyo^^ )^ — (1 — Hoyr^ "^^  ^ j
which specifies Ag and therefore B 2 . The final boundary condition (3.6) allows us 
to write
=  Age""' +  Bge-""' +  (B.9)
where y{xe) — ye for the lower region. Thus, if we set
Ag — C z ~  C l
B 2 =  C*3 +
(B.IO)
(B .ll)
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where
Cl =  (B.12)V 2 Hi
n {Vr —C'a 
and
C2 =  Ve — Hoyr^^^, 
then equation (B.9) can be written as
(C'a -  +  (C'a +  Ci) =  0,
which can be solved by the quadratic formula to get,
2y^3/2  ^ C2 — \JCg  ^— 4 (Cz^ — ^
(B.13)
(B.14)
(B.lo)
(B.16)
7b In \ 2 (C3 — Cl )
(B.IT)
/
where only the negative root is required. Now the coronal loops we are considering 
have X € [0,1/2] and thus
Xr Xe — 1/2
and therefore from equations (B.7) and (B.17) we can finally conclude that,
-1 f   ^ Hoyr^^"^^ y /2 H on
2 Ho' cos -Cl
In
C2 — \ j Cg  ^— 4 { c ^  — ^
2  (C3 — Cl)V / J
(B.1 8 )
(ii) 7 b ,T ,< 7 :;
This loop has its entire temperature structure in the lower region of the radiative
loss curve. Thus equation (B.8) applies along the loop length and has the general
solution
y =  Age"" +  Bge-"" +  J7 o y //\  (B.19)
Applying boundary condition (3.5) gives Ag =  J5g and thus (B.19) can be written 
as
y — 2Ag cosh(Aa:) +  (B.20)
We have specified that 2/(0) ~  yo which gives
Ag — -  (yo —
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and since y (1/2) =  ye, then
or rather
cosh-1 yeyo -  HoyA^^
These different solutions for To(6) are shown in Figure 3.7 for Tg =  0.01 and T, 
0.011 in units of 10®K with different values of H q .
(B.21)
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A p p en d ix  C
D erivation  o f T (x ,t) for 
T im e-D ependent H eating w ith
o ; >  1
The equations to be investigated are
(0.1)
dv
dx (0.2)
1P = f (0.3)
Rewrite (C .l) as 
and linearise about T  — 1 using
(0.4)
T {x ,t)  =  l  + ^ T i{ x ,t) (0.5)
v (x ,t)  =  v i(x ,t) (0.6)
assuming that w 1. Thus (C.2) and (C.4) become,
dx  w dx"^  4w
I d T i  _  ^
LÛ dt d x '
Combining (C.7) and (C.8) gives
LÜ dt u) dx"^  ' 4cj ■ 
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(C.8)
(0 .9)
which has the boundary conditions
dT^  =  0 at æ =  0 (C.IO)OX
Ti =  0 at æ =  1/2, (C .ll)
and the initial condition,
T iW  =  0. (C.12)
The full solution to (C.9) will be of the form,
T i{x ,t) =: Ts{x,t)-\-Tcf{x,t) (C.13)
where
and
Ts{x,t) = A{x) cos u t  + B{x) sin Lût (C.14)
Firstly consider the boundary layer solution to Ts{x,t). Substituting (C.14) into
(C.9) gives
— Asinujt -{■ B  cos ujt = ~  (A" cos Lot +  B ” sin Lot) -j- sin Lot^  (C.16)LO
where A ”{B”) is the second derivative of A{B) with respect to x. Collecting cosine 
terms gives A"B =  —  (C.17)LO
while for the sine terms, B ”— A =  b 1. (C.18)w
The boundary conditions (C.IO) and (C .ll)  give
A (l/2 ) =  0, A'(0) =  0 (C.19)
B (l/2 )  =  0, B%0) =  0, (C.20)
and therefore A "(l/2) =  0 from (C.17). Differentiating (C.17) twice and substituting 
into (C.18) gives
—— +  A 4" 1 =  0, (C.21)LO^
where A*^  is the fourth derivative of A and for which a general solution could be
A =  - 1  +  (C.22)
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where a is a general constant. This gives, 
A
wV2
tha t is
=  (-1)^/'^ =  for n =  0 ,1 ,2 , . . . ,  (C.23)
A =  ^ (±1 ±  «’) , (C.24)2 /
in all combinations for the four roots available. Thus, equation(C.22) now reads as 
A =  - 1  +  (C.25)
where Ui—G4 are constants and
X i ( x )  ^  -  1 / 2 ) .  (C.26)
Since x 6  [0,1/2] then Xi <  0 for all x and since we will only require the expo­
nential modes to decay, we will ignore <23 and «4 . Applying the boundary condition 
A " ( l/2 ) =  0  gives
Qi(l +  %y+  ((2(1 - 0 '^  =  0 (C.2T)
and therefore,
Gi = —UgG =  Ü2 (C.28)
and since A ( l / 2 ) =  0  we get
Cl =  0 2  =  1/2. (C.29)
Thus (C.25) can be written as,
A =  - 1  +  (C.30)
or rather,
A((c) =  — 1 +  e^^ cos X i. (C.31)
Now from equation (C.17), 
and thus,
B(æ) =  -e ^ 's m % i, (C.33)
noting that R ( l / 2 ) =  0  as required. Thus the solution to (C.14) is
Ts(x, t) = — cos cot 4- e^^ cos Ai cos cot — sin X i sincot, (C.34)
which can be rewritten as,
Ts(x,t) = — cos wi( 4- e^^ cos(Ai 4- cot). (C.35)
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Note that this is only the contribution from the boundary layer at one side of the 
system {x =  1/2). There will be a second boundary layer at a; =  —1/2 and therefore
by a similar analysis, the solution (C.35) will then become, .
Ts(x^ t) — — cos cot +  e^^ cos(%i +  cot) +  cos(% 2  — cot), (C.36)
where
+ (C.37)
and where it must be noted that each boundary layer has been treated independently. 
Next, the complementary function Tcj can be solved. It satisfies,
which has the boundary conditions.
=  0 at a: =  0 (C.39)dx
=  0 at a: =  1/2, (C.40)
and an initial condition which comes from equations (C.13) and (C.36);
Tcf{x) =  —Ts{x) at t =  0. (C.41)
Equation (C.38) can be solved by separation of variables to give,
Tcf{x,t) = {C cos ipx-jr D sin cpx), (C.42)
where C and D  are constants and
cp — yzA + 7/4. (C.43)
Boundary condition (C.39) gives
=  0, (C.44)
and therefore D =  0 and so
Tcy(T) =  Ce-''"^ cos (C.45)
and from (C.40)
v e
and thus it follows that
C e - ''" c o 8 ^  =  0,
^  =  (n +  1/2)7t, n =  0,1,2, • • • (C.46)
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and therefore,
(C.47Î/’ =  (2n +  1 ) V  -  7/4.
Thus, the series solution is
Toj{x,t) =  f ;  (7„cos [(2n +  l ) j r ® ] ( C . 4 S )
n = 0
where the Cn constants can be specified from the initial condition (C.41); that is,
oo
Cn cos(2n +  l)7ra; =  1 — e^^ cos X i  — e“^^ cos Xg. (C.49)
n = 0
Multiplying each side of (C.49) by cos(2m +  l)7ræ (where m  is an integer) and 
integrating along the loop gives
U / 2
4 ^ “ =  '
as n =  m. If we assume that the contribution from the exponential terms is small, 
then the solution to (C.50) can be approximated by
.1/2
1 /1/-Cm = J  — T s { x )  COS(2m +  l ) 7 T X d x , (C.50)
and thus
Cm =  4 / cos(2m -f l)TTxdx,
JO
( - 1) -a
(C.51)
(C.52)(2m +  1)7t’
Thus the final solution is
T(a;,i&) =  1 +  i  [—cosu;t +  cos(Ai H-o;t) 4-e""^  ^cos(Xg — a?t)]Ct? L J
+  -  E  cos [(2n +  l)iTx] (C.53)w S  (2n +  1)?
If we are considering the evolution of the summit tem perature only then (C.53) 
reduces to
T ( 0 , t )  =  l  4 - -U) COE co t 4- 2e 2 (w/2)l/:z COS 4- Lût
I i  -[(2n+l)27r2- 7/4]t
W (271 4- 1)7T (C.54)
132
A p p en d ix  D
A nalytica l C alculation o f  
Solutions to  th e D ispersion  
R elation
A general solution to the dispersion relation
cr^  +  — 6) +  k'^r]} <7^  +  {yeo(A:  ^— 6) +  7 } cr +  k'^eo{k^ — b) = Q (D .l)
that depends on cq, 6, rj and 7 , can be found using the mathematical package 
MAPLE. The three roots ((71 ,2 ,3) are
<7i =  — Ag — -  (r]k^ +  €o{k^ — b f j  , (D.2)
(72,3 =  —-(A^^ — Ag) — -  (7^  ^4- 6o(^  ^— 6)) ±  -i\Æ(Ay^ + Ag); (D.3)
where
Ai =  -  ^^^7 ( 0 6  +  +  -^ k ^ v 4  -  '
—  j^k^^fj^^ob —  2^ok"  ^ 4- -^ok^b  —  — 4-
4-— ^ 4- 27elk^ 4- ^e^k^ 4- Sk^jri'^el -  2k^'y7)tllo  '
-  kW rj^  +  2 k ^ V 4  -  k ^ Y 4  -
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and
— 18Âr®7eo — Q k ^ r je l — 6 k ^ r ] ^ e l  — 5 4 : e l k ‘^ b — I Q e ^ k ^ b  
+ 246gA?^ 6^  -  16e^ A;^ 6^  +  4eoA;^ y^  +  27egA;^ 6^  +  36A;'^ 7e26 
-2k^^rfeo  +  1 0 ^ ® 7 ^ y e o  — 10A ;^ 7^ yeo6  +  2A ;^7^e^6 — k'^^'^eÿp'
— 16Â:®77 e^o6 +  Qk^'jrjelb — 6^ 7^ 77/6^ 6^  +  8^ 7^ 77^ 606^
+2^ 7^ 77606^  +  2fc^ 77^ €o6 — 6^ 7^ 7^ 606 4- 4^ 7^ 7^ 606 
—6^ 7^ 7^ 606^  4- 66^ 7^ 606^  4- 4A7^ 7^ 6q6^  4- 2&^ 7^ 6o6 
—2A7^ 7 6^g6^  — k '^ r j^ e p A  — k ^ y ' ^ e y ?  —  18^ 7^ 7606^
—18 7^^ 7760 4-18^ 7 7^7606 4- 18 7^^ 76^6 — 18^ 7^ 7606^
4-12A7®7^ €o6 4- 6^ 7^ 7606^  — ^ k '^ r f 'é y p ' 4- 4eo6^  — 4eo&^ 67^ )  ^ , (D.4)
 ^ (3A7^ 7 4- k '^ y e o  -  P r j e o b  -  4- 2€oP6 — 606^  -  y '^ k '^ )Ag -  9 %; •
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A p p en d ix  E
A sym p totic  E xpansion o f th e  
D ispersion  R elation
From equation (6.39), assume that gg =  6 =  1 such that the dispersion relation reads 
as
(T^  +  (fe^  — 1)<7^  +  2 k ‘^ a  -f P(fc^ — 1) =  0. (E .l)
Firstly, set
(7 =  aok"^  +  H-----
where ao and a i  are constant coefficients. Substituting this expansion into equation 
(E .l) and gathering all the terms in k^ gives,
^0 4* *^0 “  ^ (E.2)
and therefore Uq =  — 1 (uo =  0 can be ignored). Collecting all the terms in k‘^ gives,
(%o(3(%i — 1) 4" 2(%o<%i +  1 =  0 (E.3)
and therefore, ai =  2. Thus, we have calculated one root,
a  % — +  2 (E.4)
which corresponds to the radiative mode (<7i). Next set,
1 , 1 
<7 — a o k  +  «1  +  - r ü 2  +  TITG3 • • 'k k^
where ao - as are constant coefficients. Substituting into (E .l) gives
,.  1 , 3i 1ao =  ±1, a i =  ag == ± — , as =
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each term  being calculated from gathering together decreasing powers of k from k‘^ . 
Thus, the second and third roots (0-2,3 ) of (E .l) are estimated as
which corresponds to the thermally damped sound waves.
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A p p en d ix  F
N um erical A lgorithm  for 
R educed  Isobaric Equations
The system of equations to be solved numerically is
-  » ( " )  
I  -  ("21
P  =  (F.3)
as derived in Section 2.5 with boundary conditions (2.41), (2.42) and
H it) — Tfo(l +  sinwt). (F.4)
The process is started from a hot, static solution obtained by setting w =  0. The 
basic scheme is to use the temperature profile to estimate the velocity by integrating 
equation (F.2). The mass continuity equation (F .l) is then used to compute the 
density at the next timestep from which updated temperature values are generated.
Using a hnite-difference grid of size h with a timestep of size k, and introducing 
the notation,
pI ^  p{ih;Sk),
TJ ^  T{qh,sk),
< + 1 /2  -  v{(q + ÿ h ,s k ) ,
then (F .l) can be approximated by
i>‘,S J p v ) l)  , (F .5)
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where 83. is the central difference operator in the spatial direction and
S P q ± l  4~  Pq
P q ± l / 2  —  2
The velocities at the mid-grid values required in (F.5) are obtained recursively from
L+1/2 -  '^g-1/2 +  y >  1, (F.6)
where
and The velocity at the grid points is calculated from
^g+l — 4- T —
where
f 3± 1/2
b
(F.7)
fq ± l  4 - fc
and Uq =  0. New tem perature values are then obtained directly from
' J ' S + l  _  ^ (F.8)
If >  \v\h, conduction is the dominant process and then the usual constraint
applies:
4 <62 “  2T^/2’
Otherwise, a simplified, linearised stability analysis suggests tha t an appropriate 
constraint is given by
k  <  mirir.
.7 7^ /2  ^ 7 1 7  ^  ^2^2
In practice, smaller values of k  were taken to make allowance for the strongly non­
linear nature of the problem. One advantage in using central differences is that, the 
approximations not only are second order accurate, but the formulae are symmetric 
which overcomes the need to monitor the direction of flow especially in a system 
where the temperature distribution pulses to and fro about its equilibrium state.
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A p p en d ix  G
N um erical A lgorithm  for Inertial 
Equations
The system of equations to be solved numerically is
0 ,dp djpv) dt dx
dt 
dt +
dx
djvT )
dx
dp d'^v
eo
P
9
dx  V dx -  h +  h )
( 7 - 2 ) T dvdx
p -  pT
as derived in Section 6.1 with boundary conditions (2.41), (2.42) and
H {t) = Ho{l +  sin w^).
(GT)
(G.2)
(G.3)
(G.4)
(G.5)
The process is started from a hot steady solution obtained by setting w =  0. As 
before, let h and k denote the x and t grid-spacing respectively. Using the same 
notation as in Appendix F, a MacCormack Conservative Law Difference Method 
(DuChateau and Zachmann, 1989) is applied to equation (G.l);
=  {(P'^ Yq -  iP'^Yq-l) :
Pl~^Pq~ ^  (/^î+i^g+i “  Pq^i) (G.6)
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Similarly for equation (G.2);
with
then,
(pv); =  (pvY  - 1 
(p^ )n =  I  (4(pw);_i -  =  1/2;
(G.7)
{pv) S + 1  _
(p;+i
+  (^g+i +  ’
A26
krj
~h? (G.8)
with
New velocity values are obtained from
(G.9)
The energy equation (G.3) is differenced as
^ 0  /  1 
P\
T ’P "  = +  (^6. [(r,f '^5. (t;)] -  h (r;)“'  ^-  ff(t)])
-  (<+1 “  < - l )  •
The new pressure values are then calculated from
„s+l _  «3+lm3+l Vq Pq q '
Various timestep constraints from the conduction,
^ ^  !  P
(G.IO)
(G .ll)
the CFL condition,
k  . ; 1-  < m tn , ■! -
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and the acoustic term,
k . f pv— < mzUg < —6 ^  p
were calculated and the value of k used was taken to be much smaller than the 
minimum of the above to make allowance for the nonlinear aspects of the problem.
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