ABSTRACT Accurate delineation of cardiac structures in CTA images remains challenging, due to the similar appearance of different components, the highly variable shape and intensity among individuals, and especially the vicinity of heart volumes and backgrounds (including fat tissues, great vessels, and livers). Therefore, we proposed an accurate heart volume segmentation method with landmark-based registration (LMR) and 3D fully convolutional network (3D-FCN). First, we defined uniformity constrained landmarks in the training images and then trained a regression forest model (RFM) to detect these landmarks in the testing image. Second, the registration between the landmarks in each training image and the test image was performed by a shallow neural network, which guided the label propagation from atlases to the test image. After the label fusion with majority voting, we finally constructed a 3D-FCN to further refine the boundary voxels with low voting values. In 22 cardiac CTA images, we compared our method with multiatlas segmentation, active shape model, DeepMedic, LMR + DeepMedic, and the separately implemented LMR and 3D-FCN. The results demonstrated the superiority of our method for the segmentation of heart volumes, with the average accuracy, dice coefficient, and mean Hausdorff distance as 96.25%, 93.98%, and 2.12 voxels, respectively. Furthermore, the training efficiency of the constructed 3D-FCN was higher than that of the DeepMedic through the comparison of training time and convergence of loss. The proposed heart segmentation could provide an accurate region of interest (ROI) for not only the four heart chambers but also the major trunks of vessels and coronary arteries.
I. INTRODUCTION
According to World Health Organization (WHO), cardiovascular diseases (CVDs) are the leading causes of morbidity and mortality worldwide [1] . Many efforts focus on the early diagnosis of CVDs with the development of three dimensional (3D) medical imaging techniques, such as echocardiography, cardiac magnetic resonance imaging (MRI), and cardiac computed tomography (CT). These 3D imaging techniques can non-invasively investigate the structural and functional
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conditions of whole heart volumes or heart chambers. Specifically, after the administration of contrast agent, computed tomography angiography (CTA) has the ability to image the heart together with coronary arteries with isotropic highresolution, which therefore has gained much popularity in cardiovascular community [2] .
As is known, how to effectively delineate cardiac anatomical structures in medical images is a critical issue for the precise diagnosis of CVDs. However, the manual delineation can be laborious and subject to intra-or inter-observer variances. Therefore, numerous automatic methods have been developed for the cardiac segmentation. At early stages, the segmentation methods include thresholding, region growing, and clustering [3] , [4] . With manual interventions, these methods allow for acceptable ventricle segmentation results on the central slices, but perform worse on apical and basal slices or on the complex structures other than ventricles. Subsequently, state of the art heart segmentation methods in inhomogeneous or low contrast images were developed, which could be classified into three categories: model-based method, atlas-based method, and pixel-wise classification [5] - [8] .
A. MODEL-BASED METHOD
The model-based method firstly constructs a model that incorporates the shape priors learned from the training images, and then deforms the model to an optimal shape in the segmentation of testing image. This method becomes popular in computer vision community since the introduction of active contours, or snakes [9] . Afterwards, the shapeconstrained snake was applied to the segmentation of the left ventricle (LV) in cardiac cine MRI images [10] . To date, the most typical model-based method for heart segmentation is the active shape model (ASM), which constructs the point distribution model (PDM) by principal component analysis (PCA) on a set of aligned training images [11] . Whole heart segmentation was performed through mapping the constructed PDM to the testing image by estimating the rotation, translation and scaling parameters [12] , [13] . Subsequently, the active appearance model (AAM) extends the ASM from shape to gray level modeling, which represents both the shape and texture information learned from training images [14] . The first application of AAM in heart segmentation was also the delineation of LV in cardiac MRI images [15] . It was demonstrated that the AAM performed well on global appearance but provided inaccurate boundaries, while the ASM had a great ability to find local structures [16] . Therefore, the combination of AAM and ASM was proposed for the LV segmentation [ 17] . The 2D AAM matched the contours on each new image individually, while the 3D shape model guaranteed the overall consistency.
B. ATLAS-BASED METHOD
The atlas-based method requires manually labeled images (i.e. atlases) to describe the different structures in medical images. The segmentation is conducted by propagate the labels in atlases to the testing image via registration, i.e. the label propagation. The simplest atlas-based method requires only one single atlas, which is proceeded by registering this manually labeled heart image directly to the testing image [18] . The conventional registration approach generally has limitation on the images with poor quality, or with large shape variations between individuals. Therefore, the single atlas approach was modified by a two-step registration algorithm (locally affine registration, and the free-form deformations) [19] , [20] , and an atlas dynamic update algorithm using a scheme of nonlinear deformation field [21] . Nevertheless, the single atlas is still insufficient to capture the wide anatomical variations of hearts. Therefore, the multi-atlas segmentation (MAS) was introduced to the heart delineation in CT images [22] , [23] . The MAS firstly applies a pairwise registration between each atlas image and the testing image, and the registration results are then used to propagate the labels in atlases to the testing image. The atlas selection and label fusion are often adopted in the MAS-based heart segmentation, aiming at excluding irrelevant atlases and combining propagated atlas labels, respectively [24] . The modification of MAS mainly focused on the improvement of registration scheme [25] , label selection [26] , and label propagation [27] .
C. PIXEL-WISE CLASSIFICATION
The pixel/voxel-wise classification (PWC) transfers the issue of heart segmentation as a problem of classification by assigning each pixel/voxel as the target or background. The unsupervised PWC methods for heart segmentation mainly include Gaussian mixture model fitting (GMM) [28] , and fuzzy C-means (FCM) clustering [29] . The principle of GMM is to fit the image histogram with a mixture of Gaussians using the expectation minimization (EM), while the FCM clustering approach consists in aggregating data in clusters in the feature space [5] . The supervised PWC methods generally requires exquisitely designed image features and tedious learning phase. The K-nearest neighbor (KNN) algorithm was previously applied to heart segmentation with patchbased image features [30] , [31] . Nowadays, with the blossom of deep learning, the U-Net has developed as one of the most popular convolutional neural network (CNN) models used for medical image segmentation due to the capability of dense inference with few training images [32] . Specifically, Zheng et al. conduced the 3D segmentation of LV by a U-Net model, which treated the segmentation of each slice as the dependence upon that of an adjacent slice [33] . Tong et al. directly employed a deeply-supervised 3D U-Net for whole-heart segmentation by jointly using MRI and CT images [34] . The V-Net model (a modification of U-Net) was also employed in the segmentation of anatomical structures in cardiac CTA with dice similarity coefficient (DSC) as the loss function [35] . Actually, more and more deep learning methods based on U-Net/V-Net were devoted to the segmentation of myocardium or four heart chambers, such as the anatomically constrained neural networks (ACNNs) [36] , and Omega-Net [37] . Moreover, the CNN regression method were also performed for LV segmentation in cardiac MRI, which achieved better performance on the publicly-available LV segmentation challenge (LVSC) dataset [38] , [39] .
D. CHALLENGES AND CONTRIBUTIONS
Even though the previous methods are commonly used for heart segmentation, there are some limitations that preclude their accurate clinical application. The model-and atlasbased methods assume that the shape and intensity information between the training images and new image to be segmented are similar to each other. Unfortunately, this FIGURE 1. The coronary illustration (the first row) and sagittal illustration (the second row) of cardiac CTA images. The insets in the right column are the ground truth boundaries of heart volumes. The A. Aorta, D. Aorta, RCA, and PDA are the abbreviations of the ascending aorta, descending aorta, right coronary artery, and posterior descending artery, respectively. assumption can often be invalid when there are considerable changes in heart topology and highly anatomical variability among individuals. On the other hand, the PWC relaxes the strong shape and intensity assumption by transferring the heart segmentation as the pixel/voxel classification. However, the pixel/voxel-level difference between hearts and background and among different components of hearts are not easily distinguished, even though the patch-based image features or CNNs have been employed. In addition, the success of the U-Net and especially the 3D U-Net are largely dependent on the number of annotated samples for the training of downand up-sampling convolutional layers, which are often invalid when only few samples are available.
Due to the above limitations, most of the previous methods only concentrate on the LV segmentation based on the easily identified contrast difference between the myocardium and LV blood pool. Some whole heart segmentation methods have been developed and obtained acceptable results on central slices. However, their accuracies are barely satisfactory on the apical and basal slices, due to unpredictable end of the LV and right ventricle (RV), the highly variable shape and motion of the ventricle walls and cavities, as well as the vicinity of the atria and great vessels [7] . Moreover, as shown Fig. 1 , the boundaries between the whole heart volume and the surrounding organs (such as fat tissues, great vessels, and especially livers) are also quite obscure in CTA images, which also increase the difficulty of whole heart segmentation.
In this paper, we proposed an accurate heart volume segmentation method in CTA images with landmark-based registration (LMR) and 3D fully convolutional network (3D-FCN). Instead of separating different components within hearts, we concentrate on the segmentation of the whole heart volume (consists of pericardia, major trunks of vessels, as well as coronary arteries) from the non-heart region. Firstly, we defined the uniformity constrained landmarks in the manually annotated training images. Secondly, we trained a regression forest model with the patch-based features of the voxels surrounding these landmarks, and then used the trained model to detect landmarks in the testing image. Thirdly, the registration between the pairwise landmarks in each training image and the test image was performed by a shallow neural network (SNN). Thus, the labels in the atlases were propagated to the test image. Finally, the propagated labels were fused based on the majority voting and the constructed 3D-FCN refinement. The role of 3D-FCN was to further refine the voxels with low votes surrounding the target boundary. The main contributions of this paper were summarized as below:
1) We introduced a uniformity constraint to the definition of landmarks in literature [40] . The modified landmarks were evenly located on the boundaries of heart volumes, which facilitated the accurate registration between each training image and the testing image.
2) The key issue for atlas-based segmentation is how to propagate the labels in atlases to the testing images via image registration. In our method, the registration was performed by learning the nonlinear mapping of landmarks with a shallow neural network (SNN), which replaced the conventional timeconsuming and inaccurate registration using all the voxels.
3) The propagated labels were firstly fused based on the majority voting, then the boundary regions confined by the propagated labels with low votes were further refined by the constructed 3D-FCN, which improved the accuracy of heart volume segmentation.
4) The effective combination of LMR and 3D-FCN took both the advantages of the coarse shape-level and fine voxellevel information, respectively. The proposed segmentation provided a credible region of interest (ROI) for not only the four heart chambers, but also the major trunks of vessels and coronary arteries.
5) The experiments were conducted on the CTA images of CVD patients during both the systole and diastole. The results showed that our method outperformed the-state-ofthe-art methods, which demonstrated its superiority for the segmentation of heart volumes with large variations.
The rest of this paper was organized as follows. Section II presented the proposed heart volume segmentation method with LMR and 3D-FCN, followed by the experiments and results in Section III. The discussions and conclusion were given in Section IV.
II. METHOD
The framework of the proposed accurate heart volume segmentation method is shown in Fig. 2 , which consists of two stages, i.e. training and testing. In the training stage, we firstly defined the uniformity constrained landmarks (section II.A). Then, we trained a regression forest model (RFM), and used it for the landmark detection in the testing image. Thirdly, the label propagation from atlases to the testing image was performed based on the nonlinear mapping learned by the SNN (section II.B). Finally, the 3D-FCN was constructed to refine the target boundary voxels (section II.C).
A. LANDMARK DEFINITION AND DETECTION
Landmarks have been widely applied to medical image analysis, providing the information of structure or pathology [41] . VOLUME 7, 2019 FIGURE 2. Framework of the proposed accurate heart volume segmentation method.
For example, Chen et al. randomly selected the structural landmarks along contours in X-ray images, and used these landmarks for the shape segmentation [42] . Zhang et al. focused on the detection of pathological landmarks in MRI images of Alzheimer's patients [40] . Due to the incorporation of saliency and consistency, the pathological landmarks generally outperform the structural ones in terms of repeatability and robustness. Nevertheless, these pathological landmarks often gather together due to the considerably variable intensity and texture surrounding heart boundaries ( Fig. 3a) . To handle this problem, we added a uniformity constraint to the selected salient and consistent pathological landmarks. The function of the uniformity constraint was to make landmarks distributed more uniformly on the target surface, such that we could obtain more reliable mapping with less landmarks. 
1) VOXEL CORRESPONDING
Firstly, we aligned the training images by selecting one image as the template and then linearly registering the rest of training images to this template. Secondly, we locally adjusted the aligned images to the template with the cubic B-spline registration. Thus, we built the voxel correspondence across different training images. For example, for any voxel (x, y, z) in the template, we could obtain its corresponding voxel (x +d x , y+d y , z+d z ) in each training image, with (d x , d y , d z ) as the displacement from the training image to the template.
2) UNIFORMITY CONSTRAINED LANDMARKS
We firstly selected the landmarks by calculating salient and inconsistent values of each voxel on the heart surface in template image. Similar to the definition by Zhang et al. [40] , the active value of each voxel in the template image was calculated as:
where α is the tuning coefficient, Sal(r, v) and Inc(r, v) are respectively the saliency and inconsistency values of voxel v with radius of r. The role of parameter α is to balance the saliency and consistency. If the value of α is too large, selected landmarks will be easy to detect, but their positions in different samples are not consistent; and if the value of α is too small, selected landmarks can be hardly detected correctly. Empirically, we determine the value of α to make the maximum of Act(v) close to 1, ensuring the balance of saliency and inconsistency. The Sal(r, v) was defined by an entropy function that measured the complexity of the image intensities in a heart boundary.
where r is the radius of a spherical region (r, v) centered at voxel v, p i (r, v) is the distributed probability of intensity i, and M is the number of region scales. The Inc(r, v) was defined as the inconsistent degree of voxel v across different training images:
where I (v ) is the intensity of voxel v in spherical region (r, v), and Var(I (v )) is the variance of v across all the training images.
After normalization, we used the threshold value s (0 ≤ s ≤ 1) to select voxels as the active landmarks κ. We determined the value of s to make sure that active landmarks distribute in every part on heart surface, so that landmarks with uniformity constraint could be selected properly from these active landmarks. As shown in Fig. 3a , the clustering effect of these landmarks was serious, since most of them were located at the region between hearts and livers.
Subsequently, we defined the uniformity of landmarks as:
where (r , κ) is a spherical region centered at κ with radius r , and d E (κ, κ ) represents the Euclidean distance between landmarks κ and κ . It's obvious that the greater d E (κ, κ ) is, the more dispersed the landmarks are distributed within (r , κ), and the larger the uniformity value of κ is. Finally, we calculated the uniformity constrained active value ActUni(κ) in the template image as:
where β is the tuning coefficient that balances the activity values and uniformity constraint. The role of parameter β is to balance Act(κ) and uniformity. If the value of β is too large, selected landmarks will distribute uniformly on heart surface, but not salient and consistent; if the value of β is too small, selected landmarks will be salient and consistent, but they cannot distribute uniformly and be used in target initialization. A new threshold s ∈ (0, 1) were used to select the normalized landmarks with the uniformity constraint in the template. According to visual observation and experiments, we found that almost 100 landmarks were needed to delineate a coarse shape of heart. Therefore, parameters s were determined to ensure that enough landmarks were selected finally. The corresponding landmarks on the other training images were acquired by mapping back the landmarks in the template by using the registration deformation field. As shown in Fig. 3b , we noticed that the distribution of the modified landmarks was more uniform than that in Fig. 3a .
Due to the advantage in dealing with long-size vector regression task, regression forests have previously been used in structural and pathological landmark detection [40] , [42] . Therefore, we also utilized a regression-based method to detect the uniformity constrained landmarks in this paper. As shown in Fig. 4 , the training dataset consist of the patchbased features of randomly selected voxels in the training images, and the 3D displacements from these voxels to all the landmarks.
3) RFM TRAINING
We randomly selected voxels from the training images by uniform sampling. Centered on each sampled voxel, three 2D patches along xOy, yOz, and xOz plane was delineated for the subsequent feature extraction. The image features we used include Gabor filter feature F G , local binary pattern features F LBP , statistical features F S , and gray histogram features F GH . We refer the readers to [43] and [44] for more details of F G and F LBP , respectively. F S consisted of average, variance, skewness and kurtosis, while F GH were calculated by equally portioning the gray range into 26 bins. Thus, we acquired 1 
4) LANDMARK DETECTION
In the testing stage, the patch-based features were firstly extracted for each randomly sampled voxel in the testing image (Fig. 4) . Then, the trained RFM was employed to predict the displacements from each sampled voxel to potential landmarks. Given the coordinate of each sampled voxel and these displacements, we obtained the predicted coordinates of all the landmarks. After the voting of all the sampled voxels, the final landmarks were detected in the testing image (Fig. 4) .
B. TARGET INITIALIZATION WITH LANDMARK-BASED REGISTRATION
Conventionally, the registration between each training image and the testing image is performed in virtue of the mutual information within these pairwise images. However, this method can not only be inaccurate when the mutual information is insufficient, but is also time consuming since all the voxels in two images are involved. Therefore, the landmarkbased registration (LMR) was adopted in this paper. We firstly employed a shallow neural network (SNN) to learn the coordinate mapping from landmarks in each training image to the ones in the testing image. Then, the labels were propagated from each atlas to the testing image by feeding the trained SNN with the coordinates of labels in each atlas. Finally, the propagated labels from all the atlases were preliminarily fused, and a voting map was generated.
1) LMR
Considering the nonlinear shape variance between individuals, a non-rigid method, i.e. the shallow neural network (SNN), was used for the registration from each training image to the testing image (Fig. 5) . The landmark in the training and testing images are denoted as C( 1, 2, . . . , L) , respectively. The assignment of the SNN was to learn the nonlinear mapping from landmarks C(κ i ) to C(κ i ), i = 1, 2, . . . , L. As is known, more layers involved in the SNN, more likely the SNN can learn the accurate nonlinear mapping. However, the number of landmarks is only a few hundred order of magnitude, which belongs to small sample learning. Therefore, the used SNN consists of only two layers, i.e. one hidden layer and one output layer.
In the hidden layer, the coordinates of landmarks in each training image were transformed by a nonlinear function as:
where σ (·) is the sigmoid function with σ (x) = 1 (1 + e −x ), W 1 and b 1 are the transformation matrix and bias of the hidden layer, respectively.
denotes the coordinates of all the landmarks in the training image.
In the output layer, a linear function was applied to the output of hidden layer by the following equation.
where (·) is the linear function, W 2 and b 2 are the transformation matrix and bias of the output layer, respectively.
represents the coordinates of all predicted landmarks in the testing image. The parameters W 1 , b 1 , W 2 and b 2 were determined by iteratively decreasing the difference between the predicted landmarks C * and the ground truth
With mean squared error (MSE) as the loss function, the Levenberg-Marquardt back propagation algorithm was used in the SNN training.
2) LABEL PROPAGATION
We fed the trained SNN with the coordinates of labels in the atlas, and obtained the coordinates of initial labels in the testing image. The nearest neighbor nonlinear interpolation were employed after the nonlinear mapping. Nevertheless, the propagated labels might contain some isolated 'holes' in the testing image. To handle this problem, the 2D morphological closing operation was conducted on each slice of the testing image. It is noted for each training image, a specific SNN should be trained to guide the label propagation. Thus, the number of SNNs in our study equals to the number of atlases (or training images).
Then, a voting map ψ for the testing image was acquired by summarizing all the initial labels propagated from different atlases. where ψ i is the propagated labels from the i th atlas, and P is the number of atlases. As shown in Fig. 6 , the value of each point in the voting map falls in the interval [0, 1], which denotes the probability of this point belonging to heart volumes. If ψ(v ) is close to 1, the voxel v more likely belongs to the heart volume, since all the initial labels are overlapped on this point. According to the principal of majority voting, the target initialization can be completed only if we chose a proper threshold ψ t ∈ [0, 1].
Nevertheless, smaller ψ t may cause the issue of over-segmentation, while larger ψ t results in the issue of under-segmentation. Such target initialization was away from meeting the accurate segmentation of heart volumes. Therefore, it was necessary to further refine the segmentation. Specifically, we selected the voxels v whose ψ(v ) values were within the interval [N 1 , N 2 ] (0< N 1 < N 2 <1) and further refined these voxels by the constructed 3D-FCN in section II.C.
C. REFINEMENT BY 3D FULLY CONVOLUTIONAL NEURAL NETWORK
Due to the complicated cardiac structure and the similar intensity between heart volumes and surrounding organs in CTA images, it is challenging to extract discriminative handcrafted features. Therefore, the conventional machine learning methods, such as support vector machine (SVM) and random forests (RF), often fail to segment heart volumes with these less discriminative features. Recently, fully convolutional networks were widely used for 2D semantic segmentation [45] , which subsequently was modified for the 3D lesion segmentation of in medical image analysis (e.g. DeepMedic) [46] .The DeepMedic balances the accuracy and efficiency by discarding up-sampling convolutional layers that exist in U-Net or V-Net models. Therefore, inspired by DeepMedic, we constructed a simplified 3D fully convolutional network (3D-FCN) to refine the initial heart segmentation by LMR. The architecture of the proposed 3D-FCN is illustrated in Fig. 7 .
In the training stage, we extracted a series of 3D cubes of size S {x,y,z} 0 with equal probability being centered on a target or background voxel in training images. Then, these cubes were fed into the 3D-FCN, and underwent N -layer cascaded convolutions with identical kernels K {x,y,z} = [5, 5, 5]. Only unary strides ([1, 1, 1]) were used in this network, since larger strides would down-sample the feature maps, which should be avoided in the accurate segmentation. The outputs of size S {x,y,z} N were obtained by using a sigmoid function on the feature maps in the last layer.
In each convolutional layer, the batch normalization strategy and ReLu activation function were adopted. Network parameters (including weights and biases) were optimized by using the RMSprop algorithm. The following cross entropy were used as the cost function for the optimization of 3D-FCN.
here y is the feature map in the last layer, σ (·) is the sigmoid function, and y G is the ground truth labels. The regularization terms were omitted here for simplicity. In dense inference, it was critical to properly set the dimensions of input cubes (S {x,y,z} 0 ) according to the dimensions of outputs (S {x,y,z} N ). In our networks, the reception field of the 3D-FCN was given as: {x,y,z} = N (K {x,y,z} − 1) + 1 (10) where N is the layer depth. Then, the dimensions of the feature map in the last layer were given as: = [3, 3, 3] . Compared with the larger kernels, the smaller kernels can dramatically reduce the network parameters.
In the testing stage, the overlap-tile strategy was adopted to the prediction of testing images, which allowed for seamless segmentation of arbitrarily large images [45] . For the voxels in the border region of the images, the missing context was padded by mirroring the testing image. The morphological opening and closing were performed to handle the problem of isolated points and holes, respectively. Finally, whole heart volumes were segmented by combing the initial results with LMR and the refinements with 3D-FCN.
III. EXPERIMENTS AND RESULTS
The dataset used for this study was from the cardiac CTA imaging of 22 cardiovascular patients with a dual-source CT scanner (Somatom Definition Flash, Siemens Healthcare, Forchheim, Germany), including 12 images during systole and 10 images during diastole. The CTA scans with ECG-triggering and contrast enhancement were acquired with 120 KVp tube voltage and 55 mAs tube current. The ground-truth heart volumes were annotated by two experienced cardiologists who were blinded to the patient's clinical information by using a commercially available software Amira. The datasets were resampled to the same voxel size of 0.5 × 0.5 × 0.5 mm. Among these CTA images, we randomly selected 10 images as the training images, and the remaining 12 images were the testing images. In this section, we firstly showed the results of our method and the comparison with other state-or-the-art methods (Section III.A). Then, the effectiveness of landmark detection with the RFM, the target initialization based on the LMR, and refinement with the 3D-FCN were validated in sections III.B, III.C, and III.D, respectively. To comprehensively evaluate our segmentation method, we calculated six quantitative indices, including the true positive rate (TPR), true negative rate (TNR), false positive rate (FPR), accuracy (ACC), mean Dice coefficient (Dice), and mean Hausdorff distance (Hausdorff).
A. COMPARISON EXPERIMENT 1) ASM
A statistical shape model (PDM) of heart volumes was built on the 10 training CTA images, then it was applied to the segmentation of heart volumes in the testing images via shape deforming. The deformed shape model (point clouds) were firstly transformed into mesh grid data with crust algorism, and then the ray intersection method was employed to create voxel data [47] .
2) LMR
The registration between each training image and the testing image was guided by the coordinate mapping of their landmarks learned by the SNN. Then the propagated labels from all the atlases were fused by majority voting. To validate the VOLUME 7, 2019 performance of LMR, we set a threshold as ψ t = 0.33 to obtain the final segmentation.
3) MAS
The non-rigid registration was implemented between each original training image and the testing image, so as to map heart volumes to the testing image. After the label fusion by majority voting, the same threshold as LMR was used to obtain the final segmentation.
4) 3D-FCN/DEEPMEDIC
Full-size training images were fed into the neural network of 3D-FCN/DeepMedic in the training stage, then the trained network was applied to the segmentation of heart volumes in full-size testing images.
5) LMR+DEEPMEDIC/ LMR+3D-FCN
With the generated voting map by the LMR in section II.B, voxels whose voting values below 0.11 were considered as background, and voxels with voting values above 0.89 were considered as target. The voxels whose voting values within the interval [0.11, 0.89] were classified by the 3D-FCN/DeepMedic to further refine the segmentation of LMR. The results of all the proposed and the contrasted methods were processed by morphological opening and closing.
With the 12 testing images, the quantitative results of different segmentation methods are given in Table 1 . The ASM and MAS have the lowest TPRs and the relatively high Hausdorffs, while the LMR achieved higher TPR, TNR, ACC, and Dice, and lower Hausdorff s. This indicated the proposed LMR could obtained relatively better initial delineations of the heart volumes. The DeepMedic and 3D-FCN were comparable to each other in term of TPR, ACC, and Dice, but the 3D-FCN performed better than the DeepMedic in terms of Hausdorff. The LMR+DeepMedic performed better than the separately used LMR and DeepMedic in terms of all the six indices. Finally, our LMR+3D-FCN method outperformed all the other methods, with the ACC, Dice, and Hausdorff as 96.25%, 93.98%, and 2.12 voxels, respectively.
The qualitative results of different methods were shown in Fig. 8 . It was observed that the MAS tended to distort the boundaries of heart volumes in both the systole and diastole images. Specifically, the issue of over-segmentation was noticeable in the boundaries of hearts and lungs. The ASM and LMR had improvement in terms of approximation to the real boundaries, but the erroneous segmentation in the apexes of heart volumes was still unsolved. With the DeepMedic and 3D-FCN, the boundary accuracy had great improvement on the apex locations, which demonstrates the better performance of these two deep learning methods. However, they were not good enough to distinguish the boundaries between heart volumes and livers, especially in images during diastole. The LMR+DeepMedic had better performance than DeepMedic, which demonstrated the effectiveness of the combination with LMR. Nevertheless, there still existed oversegmentation of on the boundaries between hearts and livers in the diastolic group. All these problems could be handled by our proposed LMR+3D-FCN method, since it successfully segmented the heart volumes from the background in CTA images (see the last column of Fig. 8) .
Moreover, we visualized the surface errors between the results obtained by each segmentation method and the ground truth in Fig. 9 . The ASM had non-smooth error all over the whole heart volumes, while the MAS performed worse at the heart apexes. LMR performed better compared with the ASM and MAS from the viewpoint of overall errors. The DeepMedic 3D-FCN, and the LMR+DeepMedic also had reduced surface error, however, these learning methods sometimes failed to delineate heart volumes at the basal position. The proposed LMR+DeepMedic achieved better performance compared with all the other methods, because the surface errors were great depressed all over the heart volumes in both the systolic and diastolic groups.
Furthermore, we compared the training efficiencies of the DeepMedic, 3D-FCN, LMR+DeepMedic, and LMR+3D-FCN methods, because all of them required the training of neural networks. As shown in Fig. 10 (left inset) , the DeepMedic/ LMR+DeepMedic take much more training time than our 3D-FCN/LMR+3D-FCN on each epoch. We also showed the convergence rates of the four methods in the right inset of Fig. 10 , where each loss was normalized for better visualization. We observed that our 3D-FCN converges much faster than DeepMedic at the beginning of training. The loss of the former descents rapidly before 5 th epoch, while descending rate of the later is nearly consistent before the 15 th epoch. The losses of LMR+DeepMedic and LMR+3D-FCN had the similar descending trends with DeepMedic and 3D-FCN, respectively. The results validated the higher training efficiency of our proposed 3D-FCN network.
B. VALIDATION OF LANDMARK DEFINITION AND DETECTION
To define the uniformity constrained landmarks, we set the largest radius r, the coefficients α, β, s, and s as 10, 1.35, 5, 0.2 and 0.06, respectively, according to the rules of selection given in section II.A. Thus, 104 uniformity constrained landmarks were selected in each training image. We also selected the same number of landmarks without adding the uniformity constraint as the control group. These two types of landmarks are visualized in Fig. 11 .
We observed that the landmarks without uniformity constraint mainly located on bottom and one side of the heart volume. On the contrary, our defined landmarks with uniformity constraint were distributed more uniformly on the heart surface, delineating a coarse outline of the heart volume. When used for label propagation, these uniformity constrained landmarks provided a more accurate estimation of coordinate mapping from each training image to the testing image.
Then, we randomly selected 1000 voxels from the each training image by uniform sampling, and obtained a total of 10000 voxels on all the training images. Centered on each selected voxel, we extracted the patch-based features on a 21 × 21 image patch, and then computed the displacements from these voxel to all the 104 uniformity constrained landmarks. With the patch-based features and displacements, we trained a RFM and then used it to detect possible landmarks in the test image. The utilized regression forest consisted of 50 trees and the depth of each tree was 100. To validate the effectiveness of the RFM, the neural network fitting (NNF) was also employed for the landmark detection. VOLUME 7, 2019 FIGURE 13. ROC curves of different initialization methods, where the uniformity constraint was abbreviated by UniCon.
As shown in Fig. 12 , no matter how many patches were used for landmark detection, the detection performance by the RFM outperformed that by the NNF. On the other hand, we noticed that the mean distance error decreased dramatically with the increase of patch number from 1000 to 2500, and then remained stable when the patch number increased from 2500 to 3000. Therefore, 3000 patches were finally used in the landmark detection.
C. VALIDATION OF TARGET INITIALIZATION
During the initialization with LMR, the mapping SNN between the uniformity constrained landmarks in each training and those in the testing image were learned, which was then used to guide the label propagation from each atlas to the testing image. To balance the accuracy and the complexity of the SNN, ten neurons (N = 10) were employed in the hidden layer. The other methods including the conventional MAS and the LMR without the uniformity constraint were also conducted for the label propagation. The comparison among different initialization methods were performed with ROC curves, which were obtained by changing the threshold value ψ t from 0 to 1 in each voting map (Fig. 13) .
We observed that our method (LMR with the uniformity constraint) outperformed the conventional MAS and the LMR without the uniformity constraint. Especially, the LMR without uniformity constraint nearly failed on the initialization of heart volumes due to the lowest TPR and highest FPR. This may be caused by the severe clustering phenomenon of the landmarks without the uniformity constraint (see the left inset of Fig. 11) .
To visualize the results of different methods, we showed the initial segmentations with the same threshold values (ψ t = 0.33) in each voting map. As shown in Fig. 14 , the under-and over-segmentation of MAS were noticeable, while the LMR without the uniformity constraint severely under-segmented the heart volume, which was consistent with the ROC curves. Only our LMR method with the uniformity constraint could finely initialized the heart volume with smooth boundary. 
D. VALIDATION OF REFINEMENT WITH 3D-FCN
The 3D-FCN with 10 convolutional layers was used to refine the initialized boundary voxels whose voting values were within the interval [N 1 , N 2 ] (where N 1 = 0.11 and N 2 = 0.89). The SVM, random forests (RF), and DeepMedic were also conducted for the boundary refinements, in which the firstly two methods used with the same features as those in the landmark detection. Moreover, to demonstrate the necessary of the refinement, the voting map obtained by LMR was also used for the heart refinement with the best threshold (ψ t = 0.33). The results of different methods for refinement are shown in Fig. 15 . Both the SVM and RF existed the issue of over-segmentation in the apexes of hearts or the boundaries between hearts and livers, especially in the diastolic group. This indicated either the image features (F G , F LBP , F S , and F GH .) or the classifiers (SVM and RF) were not able to well distinguish the difference between heart volumes and background. Compared with the SVM and RF, the LMR with the best threshold could acquire improved boundaries of whole heart volumes. However, the refinement by the threshold segmentation had obvious local deviation from the ground truth, especially on the boundaries between heart volumes and livers. The DeepMedic outperformed the above three methods in most cases, but there still existed over-segmentation in the diastolic group. Finally, the refined boundaries by our 3D-FCN were almost overlapped with the ground truth, which demonstrated its feasibility for segment heart volumes from background.
The quantitative results of different methods are given in Table 2 . The TNRs of both the SVM and RF were below 62%, which verified the severe over-segmentation of these methods. The TNR of the LMR after threshold segmentation has certain increase compared with that of SVM and RF. Nevertheless, both the TNR and ACC of the threshold segmentation were below 75% due to the local oversegmentation. Although the DeepMedic achieved the highest TPR (95.10%), but its TNR and ACC were relatively low, almost the same as those of LMR. Our 3D-FCN outperformed the other methods in the boundary refinement, with the TPR, TNR and ACC as 84.87%, 87.56%, and 87.22%, respectively.
IV. DISCUSSION AND CONCLUSION
For target initialization, the labels in the atlases were propagated to the testing image by using the proposed LMR method. An important component for LMR is how to select the uniformly distributed landmarks to guide the registration. On one hand, the landmarks should have obvious distinctions to the other voxels, meanwhile their locations after alignment should consistent over different training images. Therefore, the pathological landmarks [40] , rather the structural ones [42] , were adopted in the first place. On the other hand, these pathological landmarks were often gathered together, which precludes the accurate target initialization with LMR. To handle this problem, the uniformity constraint was added the formulation of landmark definition. Compared with the conventional MAS and the LMR without constraint, the LMR with the uniformity constraint could finely obtained the initial segmentation of heart volumes (Figs, 11, 13 and 14) .
In sections III.A and III.D, we observed the improvement of the proposed 3D-FCN over the DeepMedic lie in the removal of slightly over-segmentation in the diastolic group (Figs. 8, 9 and 15 ). This might be caused by the overfitting during the training, since the DeepMedic had a complicated networks architecture, which was trained with relatively small dataset. Moreover, the 3D-FCN was more efficient over the DeepMedic due to the simplification of networks architecture. In detail, the multi-scale inputs of DeepMedic were replaced by one scale due to the consideration of large input cubes (S {x,y,z} 0 = [57, 57, 57]). In addition, the conditional random field (CRF) was simplified by the easily implemented morphological operators, including the opening and closing.
It was noted in Figs, 8 and 15 that our 3D-FCN method has great discrepancy when used for different segmentation tasks. In Fig. 8 , the 3D-FCN was directly applied to the segmentation of whole heart volumes, while its role in Fig. 15 was to refine the boundary voxels with low values in the voting map. In other words, the segmentation of whole heart volumes had been reduced to the discrimination of target and background voxels in boundary regions. Therefore, the results in boundary refinement (Fig. 15) were better that those in whole heart volume segmentation (Fig. 8) , since the former provided an effective ROI for segmentation. The results also demonstrated the necessity of the combination of LMR and 3D-FCN.
In conclusion, we proposed an accurate heart volume segmentation method with the combination of the LMR and 3D-FCN. The initial segmentation was acquired by the LMR with our uniformity constrained landmarks. Then, the boundary voxels were further refined by our 3D-FCN. In 22 cardiac CTA images, we demonstrated the effectiveness of the proposed accurate segmentation method over state-of-the-art methods, including MAS, ASM, and DeepMedic. Moreover, the results in Figs. 8 and 9 indicated that our segmentation method outperformed the individually implemented LMR and 3D-FCN. The proposed segmentation method provided a reliable ROI for not only the four heart chambers, but also the major trunks of vessels and coronary arteries (Fig. 16 ).
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