Fingerprint-based recognition is widely deployed in different domains. However, current recognition systems are vulnerable to presentation attack. Presentation attack utilizes an artificial replica of a fingerprint to deceive the sensors. In such scenarios, fingerprint liveness detection is required to ensure the actual presence of a live fingerprint. In this paper, we propose a static software-based approach using quality features to detect the liveness in a fingerprint image. The proposed method extracts eight sensor-independent quality features from the detailed ridge-valley structure of a fingerprint at the local level to form a 13-dimensional feature vector. Sequential Forward Floating Selection and Random Forest Feature Selection are used to select the optimal feature set from the created feature vector. To classify fake and live fingerprints, we have used support vector machine, random forest, and gradient boosted tree classifiers. The proposed method is tested on a publically available database of LivDet 2009 competition. The experimental results demonstrate that the least average classification error of 5.3% is achieved on LivDet 2009 database, exhibiting supremacy of the proposed method over current state-of-the-art approaches. Additionally, we have analyzed the importance of individual features on LivDet 2009 database, and effectiveness of the bestperforming features is evaluated on LivDet 2011, 2013, and 2015 databases. The obtained results depict that the proposed approach is able to perform well irrespective of the different sensors and materials used in these databases. Further, the proposed method utilizes a single fingerprint image. This characteristic makes our method more user-friendly, faster, and less intrusive.
Introduction
Biometrics-based authentication has drawn the attention of the researchers due to its widespread use in security and access control. Authentication of users can be done by utilizing various distinctive characteristics of the individuals such as: fingerprint [31] , iris [29] , face [9, 52] . In particular, fingerprint-based authentication is the most widely adopted for personal identification due to its uniqueness and ease in sample acquisition. However, fingerprint-based recognition systems are vulnerable to presentation attack using an artificial replica of a fingerprint image. These artificial replicas can be made of various materials like silicone, gelatin, playdoh, etc. Therefore, a suitable countermeasure should be developed to protect fingerprint recognition systems. Liveness B Ram Prakash Sharma er.ramsharma28@gmail.com; phd1501201003@iiti.ac.in Somnath Dey somnathd@iiti.ac.in 1 Indian Institute of Technology Indore, Indore, India detection is an effective way to circumvent the presentation attack. In fingerprint recognition system, liveness detection determines whether the fingerprint is live or fake. Liveness detection methods can be classified into two categories, i.e., hardware-based and software-based. Hardware-based methods [48] utilize additional hardware to measure information like temperature of the finger, electrical conductivity of the skin, and pulse oximetry. However, the usage of additional hardware increases the overall cost of the recognition system and requires interaction between extra hardware and end user. On the other hand, software-based methods [21] processes the biometric samples to detect the liveness information directly from the fingerprint image. In this work, we emphasize on the software-based liveness detection system.
Existing software-based approaches use perspirationbased features [1, 11, 33, 40, 41] , pore-based features [8, 12, 32] , and quality-based features [6, 7, 15, 16, 39] for liveness analysis. Perspiration-based features can be lost if the finger pressure is not applied correctly or uniformly. Pore-based features require high-resolution images for fea-ture extraction. Quality-based fingerprint liveness detection methods either use single-feature-or multiple-feature-based approaches. Different sensors capture different information from various materials such as silicone, playdoh, latex, and wood glue used in fake fingerprint fabrication. In such scenarios, a single feature is insufficient to perform well over the different materials used for fabrication. Existing multiple quality feature-based approaches [15, 16] do not perform well over different types of sensors. Therefore, the main objective of this work is to propose a novel set of quality-related features which can perform equally well for different types of sensors. The next objective is to evaluate the contributions of the proposed quality-based features as well as few existing quality features to improve the performance of the liveness detection system. Finding the overall best-performing features for fingerprint liveness detection is another objective of the proposed approach.
In this paper, we introduce a set of novel quality-based features to alleviate the limitations of the existing static software-based approaches where a single or multiple features may fail to detect fake fingerprints fabricated using different materials and captured by different types of sensors. Further, the proposed approach requires single image to extract all quality features. The fake fingerprint comprises different artifacts in the ridge-valley structure owing to the elastic characteristics of the materials (gelatin, playdoh, silicon, etc.) used for fabrication. The proposed method assesses the ridge-valley structure of live and fake fingerprints and extracts features, i.e., ridge width smoothness (RWS), valley width smoothness (VWS), number of abnormal ridges (R ab ), number of abnormal valleys (V ab ), ridge-valley clarity (RVC), frequency domain analysis (FDA), orientation certainty level (OCL), and Gabor quality (G) at local level (block-wise). Mean and variance of the extracted features constitute a 13-dimensional feature vector. Thereafter, feature selection units such as Sequential Forward Floating Selection (SFFS) and Random Forest Feature Selection (RFFS) choose the optimal feature set from the constituted feature vector. The selected feature set is fed to support vector machine (SVM), random forest (RF), and gradient boosted tree (GBT) classifiers to identify the fingerprint images as live or fake. Experimental results of the proposed method outperform the state of the art for LivDet 2009 database. Further, the importance of individual features is analyzed on LivDet 2009 database. The best-performing feature set on LivDet 2009 database is used to perform experimental evaluations on LivDet 2011, 2013, and 2015 databases. These databases contain fingerprints fabricated using different materials and captured with different types of sensors. The experimental results certify that the proposed method performs consistently well on all LivDet databases.
In a nutshell, the major contributions are summarized as follows.
-A novel set of quality features (RWS, VWS, R ab , V ab , RVC) is proposed to detect fingerprint liveness at the local level from a single image. -The proposed method investigates the joint contribution of the proposed quality features and few existing quality features for fingerprint liveness detection. -The proposed method utilizes two feature selection methods, namely SFFS and RFFS, to choose the optimal feature set for liveness detection. -The proposed work assesses the importance of individual feature to differentiate between the live and fake fingerprints. -Performance of the proposed method has been tested with three different classifiers, namely SVM, RF, and GBT. -Performance of the proposed approach is evaluated on publicly available LivDet databases (2009, 2011, 2013, and 2015) which are commonly used in recent literature. -The comparative study between the proposed approach and the recent methods [18, 19, 22, 26, 27, 53, 55, 56] on different LivDet databases (2009, 2011, 2013, and 2013) shows the supremacy of the proposed approach. -Experimental results reveal that the proposed approach performs consistently well over all LivDet databases which ensure the robustness of the proposed approach.
The rest of the paper is organized as follows: In Sect. 2, an overview of the related works for fingerprint liveness detection is presented. Section 3 describes the proposed method for fingerprint liveness detection using quality-related features. The experimental results for different databases are reported in Sect. 4 including comparison with the current state of the art. Finally, Sect. 5 concludes the paper.
Related works
In this section, we describe major software-based approaches that have been proposed in the previous studies.
An initial study in the field of fingerprint liveness detection was proposed by Derakhshani et al. [11] . They have initiated the fingerprint liveness detection research utilizing the skin perspiration phenomenon. In their approach, they have used the periodicity of sweat and sweat diffusion pattern using ridge signals extracted from the fingerprints to identify fake and live fingerprint image. Abhayankar et al. [2, 3] proposed a wavelet-based method to detect fingerprint liveness. They have also utilized perspiration phenomenon, which changes along with the fingerprint ridges in live fingerprints. The changing perspiration pattern is considered as distinct spatial property, which originates from the physical surface properties such as sweat pore pressure, positioning, the roughness of fingerprint, and so forth. Tan et al. [50] proposed an intensity-based perspiration detection approach, which quantifies the gray-level differences using histogram distribution statistic to distinguish live or fake fingerprints. In another work, Tan et al. [51] proposed fingerprint valley noise-based approach as live fingerprints have a clear ridge-valley structure, unlike fake fingerprints which have a distinct noise distribution due to the fabrication materials. DeCann et al. [10] proposed a novel perspiration detection method which quantifies perspiration via region labeling. Marasco et al. [33] proposed a method combining texture features and skin perspiration patterns. In their study, experiments were done on standard LivDet 2009 database which produced an overall accuracy rate of 74.4% over three sensors (Biometrika, Crossmatch, and Identix). Nikam et al. proposed curvelet [38, 40] and ridgelet [41] transform-based methods to detect fingerprint liveness which represents singularities along ridge lines in a more efficient way than the wavelets. Energy and co-occurrence signatures of ridgelet and curvelet are used to distinguish live and fake fingerprint textures. Three classifiers, namely neural network, SVM, and k-nearest neighbor along with one ensemble classifier, were used to detect live and fake fingerprints on their custom-made database. In perspiration-based approaches, features discriminating the live or fake fingers can be lost if the pressure is not applied correctly or finger is not kept for a fixed amount of time on the sensor. In addition, it requires more user cooperation to capture multiple fingerprint images and cannot be used for real-time applications.
Manivanan et al. [32] used sweat pores to detect fingerprint liveness. In their work, they have utilized high-pass filter followed by a correlation filter to extract and locate active sweat pores in a fingerprint image. Espinoza et al. [12] proposed an approach which utilizes number of sweat pores for fingerprint liveness detection. They have used the difference in the number of sweat pores as a basis of fingerprint liveness detection. Choi et al. [8] used sweat pores spacing and distance for fingerprint liveness detection. According to the authors, the periodicity of a pore in a live fingerprint can be detected more accurately when a finger is dry. Marcialis et al. [35] used pores distribution in order to discriminate between fake and live fingerprint images. They claimed that the frequency of pores in a live fingerprint is less than that in fake fingerprints due to fabrication steps necessary for replica formation. The major limitation of pore-based approaches is that it requires high-resolution images to detect sweat pores accurately.
Moon et al. [36] proposed a wavelet-based method to analyze texture coarseness difference between live and fake fingerprints for liveness detection. Abhyankar et al. [1] proposed a method which uses multi-resolution texture analysis along with inter-ridge frequency analysis to distinguish live fingerprints. In this work, the detection depends on the characteristics of the underlying fingerprint texture, which are different for live and fake fingerprints. Lee et al. [28] proposed a method based on fractional Fourier transform (FrFT) to extract energy from the spectrum image of a fingerprint. Energy differences of live (high energy) and fake (low energy) fingerprints are used as an indicator for fake fingerprint detection. The major limitation of single-feature-based approaches is that it fails to perform equally over different sensors and materials.
Choi et al. [6] proposed a novel fingerprint liveness detection method using multiple static features such as power spectrum, directional contrast, and ridge thickness of each fingerprint image. The extracted features are fused and fed to the SVM for live and fake fingerprint classification. They have tested their approach on the custom-made database. The extended study of this work is proposed in [7] , which utilizes histogram and ridge signal features in addition to the features proposed in [6] for fingerprint liveness detection. Nikam et al. [39] proposed texture-and wavelet-based fingerprint liveness detection method using structural, orientation, roughness, smoothness, and regularity differences of diverse regions in a fingerprint image. They have utilized local binary pattern (LBP) for texture analysis and wavelet energy features for ridge frequency and orientation estimation. Ghiani et al. [18] proposed binarized statistical image features (BSIF) similar to LBP and local phase quantization for texture-based liveness detection. Galbally et al. [14] proposed fingerprint liveness detection using quality-related features. They have considered ridge strength, ridge continuity, and ridge clarity for liveness detection on LivDet 2009 database. An improved study of this work is proposed in [15] , which provides the liveness detection results on multiscenario datasets of LivDet 2009 and ATVS database. The proposed method provides a more robust solution for entirely diverse testing scenarios. Galbally et al. [16] have also proposed an image quality assessment-based method for fake iris, fingerprint, and face detection. The proposed approach considers 25 general image quality features (mean-squared error, signal-to-noise ratio, structural content, etc.) extracted from a single image to distinguish between live and fake samples in multiple biometric systems. Multiple features extracted in these methods are not able to perform well over different types of sensors.
Ghiani et al. [17] experimented with several state-of-theart fingerprint liveness detection algorithms on the benchmark datasets available in LivDet 2011 database. The results exhibit that LBP-based approach [31] is the most effective on four datasets which are given in LivDet 2011. Huang et al. [24] proposed a study on the evaluation of fake fingerprint databases. Performance of the SVM classifier is analyzed with different feature vectors (spatial features, detailed ridge features, and Fourier spectrum features) on LivDet 2013, ATVS, and CASIA databases. Their study shows that latex and body doubles fabricated fingerprints are the most difficult to discriminate. Xia et al. [53] proposed fingerprint liveness detection using elements of co-occurrence array obtained from image gradients. A brief review of LivDet datasets (2009, 2011, 2013, 2015) and various algorithms submitted in these competitions can be found in [21] .
Software-based liveness detection approaches relying on single impression results in faster detection of fake and live fingerprints. However, none of the existing approaches based on single impression are able to classify fake and live fingerprints with acceptable error rates for different types of sensors. They usually exploit a limited set of features to determine the liveness by exploiting different aspects of the fingerprint image.
Proposed method
In order to reduce the overall error rates of liveness detection system, we propose novel quality features and eventually integrate these features with the existing ones to find the optimal set of features. Combination of the proposed and existing features is expected to achieve better performance. Further, we propose the use of feature selection unit that selects the best feature subset for each sensor. The schematic diagram of the proposed approach is illustrated in Fig. 1 .
Feature extraction
Image quality features based on ridge-valley properties of fingerprints are useful for detection of fake fingerprints. The elasticity of the materials used to fabricate fake fingerprints introduces non-uniformity in the ridge-valley structure of the captured image. As ridges and valleys are core part of a fingerprint image, measuring the characteristic of ridge-valley structure for live and fake fingerprints is crucial in fingerprint liveness detection. Characteristics of the ridge-valley structure of live and fake fingerprints are shown in Fig. 2 . Based on these minute observations, we propose RWS, VWS, R ab , V ab , and RVC features. In addition to these features, FDA, OCL, and G features are also considered for liveness detection in this work. All features are extracted at the local level by dividing a fingerprint image into a number of blocks and rotating each block. Orientation estimation method [49] is utilized to rotate a fingerprint block and make ridge-valley structure vertical. An overview of different features extraction for a local block is given in Fig. 3 . Details of the feature extraction at the local level (l) are described as follows:
-Ridge width smoothness/valley width smoothness It indicates ridge width smoothness and valley width smoothness in a fingerprint block. Figure 2 shows that live fingerprints have almost constant ridge and valley width, while the fake fingerprints have varying ridge and valley widths due to the elasticity of fabrication materials and non-uniform pressure at the time of fake fingerprint fabrication. The local ridge width smoothness and valley width smoothness are calculated by first cropping the rotated block having vertical ridge-valley structure. The resulting block is binarized using linear regression, and pixels are marked as ridge or valley. Thereafter, the widths of ridges and valleys are computed for each horizontal line of the block having alternate ridge-valley 
Here, l in RWS l and VWS l signifies the feature computation for a local block l, n represents the number of rows, and |R| and |V | denote the number of ridges and valleys in the block. rw and vw represent the matrix containing widths of the ridges and valleys across r = 1 . . . n rows of a block, respectively. rw c and vw c denote the mean of the widths of a single ridge and valley stored in each column of rw and vw, respectively. The obtained RWS l and VWS l are normalized using the maximum and minimum possible ridge and valley thickness variation in a local block of a 500-dpi fingerprint image as given in Eqs. 3 and 4.
Here, the maximum width variation (RWS max and VWS max ) of 2.58 pixels for a ridge or valley is obtained by allowing width variation of 5 pixels in the consecutive horizontal rows of a block. The minimum width variation (RWS min and VWS min ) will be 0 when there is no change in the ridge or valley thickness across different rows of the block. In some cases, it is not possible to obtain the RWS l and VWS l for corrupted blocks (i.e., undefined or corrupted ridge-valley structure blocks). These blocks may have ridges or valleys with abnormal thickness (less than 3 pixels) varying across the blocks. These blocks will be assigned with RWS l and VWS l feature value of 0. The RWS l and VWS l score of 1 represents the highest quality, while 0 represents the lowest. The quantitative and visual analyses of RWS l and VWS l features for a live and fake fingerprint image are given in Fig. 4 . -Number of abnormal ridges/valleys Generally, a 500-dpi fingerprint image contains 5-10 pixel wide ridges and valleys [31] . Some of the blocks of fake fingerprints exhibit an abnormal change in the ridge width due to the elasticity of the material used for fake fingerprint fabrication as seen in Fig. 2 . A ridge or valley in a local block is considered as abnormal if the deviation of its widths in different rows of the block is above a threshold value t w = 1.03. The threshold value is obtained by allowing the maximum width change of 2 pixels between any two consecutive horizontal rows of the block for a particular ridge or valley. R l ab and V l ab features in a local block are computed using Eqs. 5 and 6. 
-Ridge valley clarity Separation between two consecutive ridges and valleys in a local block of the live fingerprint image is almost constant. On the other hand, this separation can vary in fake fingerprints due to the varying widths of ridges and valleys in a block. Average ridge and valley widths of a block are computed to measure ridgevalley clarity. The number of misclassified ridge pixels in the valley region between two consecutive ridges and the number of misclassified valley pixels in the ridge region between two consecutive valleys are counted. The local ridge valley clarity RVC l is computed as given in Eq. 7. The quantitative and visual analyses of RVC l feature for live and fake fingerprint image are given in Fig. 5 .
Here, rw and vw contain the widths of ridges and valleys in different rows of a vertically rotated block given in Eqs. 1 and 2. rw and vw are the average widths of ridge and valley in the block. rw sum + vw sum indicates the total number of ridge and valley pixels in the block. -Frequency domain analysis FDA [30, 44] of a local block is computed by extracting 1D signature of ridgevalley structure. DFT of this 1D signature is computed to obtain the frequency of the sinusoidal ridge-valley structure. Live fingerprints have a uniform frequency of sinusoidal ridge-valley structure, while it varies in fake fingerprints. The local FDA quality (FDA l ) is computed using Eq. 8.
In Eq. 5, the value of C is 0.3 as per the definition appearing in ISO/IEC TR29794-4:2010. Constant C is used to maintain an attenuated amplitude of the frequency bands near F max . F represents frequency and A(x) denotes the amplitude at frequency x. The value of FDA l is set to 1 if F max = 1 or F max = A(end) because A(0) and A(end + 1) do not access valid indices. -Orientation certainty level OCL [44] is measured by the intensity gradient of a local block where the energy concentration along the dominant ridge direction is estimated. OCL is computed as the ratio of two eigenvalues of the covariance matrix computed using the gradient vector. The covariance matrix (C) for intensity gradient of a block (m × n) is computed with centered differences method [49] as given in Eq. 9.
From the covariance matrix C, the eigenvalues (λ min , λ max ) are computed using Eqs. 10 and 11.
These eigenvalues yield the OCL l of a block which is computed using Eq. 12.
The quantitative and visual analyses of OCL feature for a live and fake fingerprint image are shown in Fig. 6 . -Gabor quality Gabor filter is used to measure the quality of live and fake fingerprint images [44, 45] . Gabor filter bank with different orientations is utilized to compute the Gabor quality at the local level. Gabor filter bank is applied to each pixel of the block. The strength of the Gabor response for a fingerprint block with the regular ridge-valley pattern will be high for one or few filters having orientations similar to block orientation. On the contrary, for a block containing unclear ridge-valley structure, the Gabor responses for all orientations will be low and constant. Finally, the standard deviation of the Gabor filter bank responses is computed. This indicates the Gabor quality (G) of the block. Figure 7 shows the quantitative and visual analyses of Gabor quality feature for a live and fake fingerprint image.
Quality vectors from the local qualities
After computation of the above features for all blocks of a fingerprint image, the final feature vector is constructed from the mean and standard deviation of these features. Let us assume that a fingerprint image is divided into M × N blocks, and Q l (i, j) represents a feature value for the (i, j)th block. The mean and standard deviation of the local features are computed as follows: for each feature Q is computed using Eq. 13.
where Q represents one of the RWS, VWS, R ab , V ab , RVC, FDA, OCL, and G features. -Standard deviation of local quality features The standard deviation (Q σ ) for feature Q is computed using Eq. 14.
where Q represents one of the RWS, VWS, RVC, FDA, and OCL features. We have not computed standard deviation for R ab and V ab features as these represent the count of abnormal ridges and valleys in a block. Further, the standard deviation of G is not computed as it already represents the standard deviation of the Gabor responses.
The final feature vector is represented as a concatenation of individual quality features as shown in Eq. 15.
Feature selection
Higher dimensionality of the feature set may cause poor classification results. It is possible that the best classification result can be obtained without utilizing all the proposed features. Additionally, the time required to perform classification (extracting all features) is an issue which influences the performance of the classification problem. Therefore, a feature selection phase is required to identify the bestperforming feature set which subsequently reduces the time required for feature extraction and classification. SFFS [46] and RFFS algorithms [4] are used to select the optimal feature subset. The SFFS algorithm determines the best subset of features with the highest discriminating capability than other for each sensor. On the other hand, RFFS selects the top-ranked features as per feature importance given by the random forest classifier. The selected optimal feature subset is used to evaluate the classification results on the testing set of each sensor. The details of features selection using SFFS and RFFS are discussed in Sect. 4.3.
Experimental results
Experiments are carried out on LivDet 2009 [34] , 2011 [54] , 2013 [20] , and 2015 [37] databases to evaluate the performance of the proposed liveness detection method. Each database contains a number of datasets captured by different types of sensors. For evaluation, each dataset in LivDet databases is divided into training and testing sets. Further, there is no overlapping between training and testing sets to obtain totally unbiased results.
Databases and performance metrics
The classification performance of the proposed method is evaluated with the parameters used in LivDet competitions [20, 34, 37, 54] on different LivDet databases (2009, 2011, 2013, and 2015) . The description of each LivDet database (2009, 2011, 2013 , and 2015) is given in Table 1 . The parameters used to measure the performance of the proposed method are: 
The threshold for determining liveness of a fingerprint is set to 0.5. The fingerprint image with score more than 0.5 is considered as live, otherwise it is considered as fake. The above parameters are computed on this threshold value.
Classifiers
To classify the fake and live fingerprints, three different classifiers are used in the proposed approach. Descriptions of these classifiers are given below.
-Random forest RF is an ensemble of multiple decision trees [4] which reduces the complexity of a single complex tree. The possibility of stumbling around a classifier that does not perform well is less when multiple decision trees are used in RF. The risk of overfitting is also reduced by averaging the classification results of several trees. Apart from the classification, RF is also utilized to find out the importance of features used for the classification task. The performance of the RF classifier primarily depends on two parameters, namely ntree and mtr y, where ntree represents number of trees to grow in RF and mtr y represents the number of features used in each node split out of p features. The performance of RF classifier can be improved by selecting a higher value for ntree. However, it may slow down the execution. After a certain value of ntree, there will not be any improvement in the classification results if the value of ntree increases further. The values of mtr y can vary from one to total number of features. However, a higher value of mtr y decreases the diversity of individual tree. Hence, there is a need to choose the right balance between ntree and mtr y to obtain better classification result. In our experiments, the optimal parameters giving the best classification results are: ntree = 50 and mtr y = sqrt( p) where p = 13. -Support vector machine SVM aims to find an optimal hyperplane in a high-dimensional space to perform the classification task [47] . A good separation between two classes is achieved when a separating hyperplane has the largest distance between the boundary points of both classes. In our experiments, SVM model is built on the training samples with widely used radial basis function (RBF) kernel as it can handle the nonlinear relation of the class labels and features used in classification [23] .
There are two parameters used in the RBF kernel, namely C and γ , which represent penalty and kernel parameters, respectively. The penalty parameter C controls the cost of misclassification of training examples against the simplicity of the decision surface. γ is the parameter of a Gaussian kernel to handle the nonlinear classification problems. The optimal values of the parameter C and γ are obtained by grid search algorithm [5] . In our experiments, C = 2 and γ = 2.3 are found as optimal resulting in the highest classification accuracy. -Gradient boosted trees GBT is a special form of boosting to build an ensemble of trees. Basic implementation of GBT follows the method given in [13] . Performance of GBT is controlled by three parameters, namely learning rate, number of trees (nmodels), and depth of the trees (ndepth). The learning rate determines the impact of each tree on the final classification results. The parameter nmodels decides the number of sequential trees to be modeled for the classification task, and ndepth controls the maximum depth of the trees. The optimal parameters resulting in the best classification performance are 100, 5, and 0.1 for nmodels, ndepth, and learning rate, respectively.
Training of classifiers
The training set for each sensor (acquisition device) of the LivDet 2009 database is used to find the optimal feature sub- 
The symbol means that the feature is included in the optimal feature set set using SFFS and feature importance ranking obtained from RF. Figure 8 shows few sample images of live and fake fingerprints present in training set of LivDet 2009 database.
-SFFS The optimal feature subset found using SFFS technique for each sensor (dataset) is reported in Table 2 , where means that the feature is included into the optimal subset. Results shown in Table 2 indicate that all features except G μ are included in at least one of the optimal subsets. It also indicates that most of the proposed features are appropriate for fingerprint liveness detection. Features RWS σ and R μ ab indicate higher discriminating capabilities than other features as these features are included in the optimal feature sets of all three sensors. RWS μ , VWS μ , V μ ab , and FDA μ provide good discriminative capabilities as these features are included in the optimal feature sets of two sensors. On the other hand, the least useful features are VWS σ , RVC μ , RVC σ , FDA σ , OCL μ , and OCL σ . These features are included only in one sensor's optimal feature set. The ACE using optimal feature set of each sensor is evaluated on the test dataset.
-RFFS Feature importance given by the random forest classifier in terms of mean decrease accuracy (MDA) is given in Table 3 . The MDA for each predictor variable is calculated using the method proposed in [4] . The cardinalities of the optimal feature subsets selected using both the techniques (SFFS and RFFS) are made equal to compare both the feature selection units. Therefore, top 7, 6, and 7 features are selected using RFFS for Biometrika, Crossmatch, and Identix sensors, respectively. The selected features for each sensor are marked as bold in Table 3 . Bold values signifies the best The error rates are given in terms of Ferrfake, Ferrlive, and ACE (in %) 
Classification results on LivDet 2009 database
The performances of the optimal feature sets found by SFFS and RFFS techniques are evaluated on LivDet 2009 datasets. The Ferrlive, Ferrfake, and ACE obtained for SVM, GBT, and RF classifiers using both feature selection methods are reported in Table 4 . These results show that the RF classifier is able to achieve the least overall ACE of 5.3% with SFFS feature selection as compared to the other classifiers. The obtained results also indicate that the ACEs obtained using the SFFS technique for all three classifiers are better as compared to the RFFS method. Further, it can be observed that RF classifier with SFFS technique achieves the best ACEs for all types of sensors. As ACE obtained using RF classifier with SFFS feature selection unit performs the best, the error rates with these techniques are further analyzed for the different fabrication materials (gelatin, playdoh, and silicone) used for fake fingerprint generation. The error rates for different fabrication materials used in different datasets of LivDet 2009 are reported in Table 5 . These results reveal that the fake fingerprints fabricated using silicone are the most difficult to detect because of higher similarity with the live fingerprints. The overall Ferrlive, Ferrfake, and ACE for each sensor are plotted in Fig. 9 . It is observed that the test fingerprints having score above 0.6 for live and below 0.4 for the fake are correct, while The results of these methods are cited from Galbally et al. [16] and Xia et al. [53] . A comparison with the existing literature is reported in Table 7 . From Table 7 , it is evident that the proposed approach outperforms the existing methods for two datasets (Biometrika and Crossmatch). However, the performance is slightly lower than image quality assessment (IQA) method [16] for Identix sensor, but the IQA method does not perform well for the Biometrika and Crossmatch sensors. Generally, the overall performance of the fingerprint liveness detection system should be well across all types of sensors and fake fingerprint fabrication materials. The overall ACE (average of the Biometrika, Crossmatch, and Identix sensors) of the proposed method is the least (5.3%), which signifies that the proposed method has the capability to perform better Table 2 ). a Biometrika, b Crossmatch, c Identix sensors across different sensors and different fake fingerprint fabrication materials.
Feature individuality analysis
The best classification results are obtained using RF classifier with SFFS method on LivDet 2009 database. From Table 2 , it can be observed that the importance of each feature using SFFS method varies from sensor to sensor (Biometrika, Crossmatch, and Identix). This variation is due to the different materials (e.g., Biometrika-silicone and Crossmatch-gelatin, playdoh, and silicone) used to make fake fingerprints. Hence, the optimal feature set for different sensors is not the same. We can create an overall optimal feature set by combining the optimal feature set of each sensor to aid performance improvement across different sensors and different fake fingerprint materials. However, this will produce an overall optimal feature set of 12 features out of 13 features used in the proposed work. To reduce optimal feature set cardinality, the discriminative power of individual feature is evaluated in this section. For this purpose, we consider the features mentioned in Sect. 3.1.1 as an individual feature to assess their classification performance using RF classifier. The classification performance of individual feature is shown in Fig. 11 . The features with accuracies higher than 75% for each sensor are considered as the best fea- 
Performance evaluation on LivDet 2011, 2013, and 2015 databases
The performance of the overall best feature set identified over the LivDet 2009 is evaluated on different datasets (captured by different sensors) of LivDet 2011 [54] , LivDet 2013 [20] , and LivDet 2015 [37] databases. The ACEs obtained for each sensor of these databases using SVM, GBM, and RF classifiers are reported in Table 9 . The results of all three LivDet databases show that the RF classifier attains the lowest ACE for the LivDet 2011 and 2015 databases (7.8 %, and 4.2 %), while SVM performs better for the LivDet 2013 database (7.0 %). Table 10 provides the comparison between the proposed approach and the recent techniques proposed in [19, 20, 22, [25] [26] [27] 37, 42, 43, [53] [54] [55] [56] on LivDet 2011, 2013, and 2015 databases. Average ACE obtained using RF is used for comparative analysis as it performs the best among all the three classifiers used in the experiments. It can be observed from the results that the proposed approach outperforms other methods on LivDet 2013 (ACE-7.4%) and LivDet 2015 (ACE-4.2%), while the result obtained on LivDet 2011 (ACE-7.8%) is the second best as compared to the method presented in [53] . Experimental results obtained on these LivDet databases show that the proposed approach performs consistently well irrespective of the sensors used to capture the fake fingerprints.
Conclusions and future work
In this paper, we have proposed a novel set of quality features (i.e., RWS, VWS, R ab , V ab , and RVC) for liveness detection of fingerprint images. Additionally, the effectiveness of the few existing quality features is also evaluated to improve the performance of the proposed liveness detection method. These features explore the minute details of ridge-valley structure discriminating live and fake fingerprint images. 
