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We perform the calculation of the dc resistivity as a function of temperature of the “strange-metal”
state that emerges in the vicinity of a spin-density-wave phase transition in the presence of weak
disorder. This scenario is relevant to the phenomenology of many important correlated materials,
such as, e.g., the pnictides, the heavy-fermion compounds and the cuprates. To accomplish this task,
we implement the memory-matrix approach that allows the calculation of the transport coefficients
of the model beyond the quasiparticle paradigm. Our computation is also inspired by the ǫ = 3− d
expansion in a hot-spot model embedded in d-space dimensions recently put forth by Sur and Lee
[Phys. Rev. B 91, 125136 (2015)], in which they find a new low-energy non-Fermi liquid fixed
point that is perturbatively accessible near three dimensions. As a consequence, we are able to
establish here the temperature and doping dependence of the electrical resistivity at intermediate
temperatures of a two-dimensional disordered antiferromagnetic metallic model with a composite
operator that couples the order-parameter fluctuations to the entire Fermi surface. We argue that
our present theory provides a good basis in order to unify the experimental transport data, e.g., in
the cuprates and the pnictide superconductors, within a wide range of doping regimes.
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I. INTRODUCTION
The ubiquitous “strange-metal” phase that appears
in the cuprate superconductors near optimal doping1–3,
the iron-based superconductors4,5, and heavy fermions
compounds6, to name a few, is probably the most out-
standing challenge in the field of strongly correlated sys-
tems and quantum criticality. This metallic phase dis-
plays a universal linear-in-T resistivity at intermediate
temperatures. Since this phase clearly possesses no well-
defined quasiparticle excitations at low energies, it repre-
sents a universal example of a non-Fermi liquid state that
emerges in those correlated materials. Notwithstand-
ing this fact, the underlying microscopic mechanism of
such a state remains largely unknown up to this date7,8.
One problem associated with this conundrum is related
to the issue that it is very difficult, from a theoretical
viewpoint, to write down a fairly “realistic” model that
describes a highly resistive metallic state with no quasi-
particles whose momentum relaxation mechanism yields
ρ ∼ Tα, such that α < 2. By contrast, conventional met-
als are normally described by the paradigmatic Landau’s
Fermi liquid theory, in which the resistivity follows the
well-known scaling relation ρ ∼ T 2 due to both umklapp
scattering and disorder.
In this respect, a prominent theoretical proposal to
describe a “strange-metal” phase consists of assuming
the existence of a quantum critical point9,10 (QCP)
at T = 0 that is responsible for generating such a
state at finite temperatures11,12. Experimental results
in many compounds are by now quite numerous and
provide a strong support to this perspective. Inter-
esting possibilities of quantum critical points include
spin-density-wave13–17 (SDW), charge-density-wave18,19
(CDW), pair-density-wave20–24 (PDW), onset of various
nematic orders25, loop-current orders26,27, fractionalized
phases28, preformed excitonic pairs29, among many oth-
ers (see, e.g.,30). We note in passing that recently an
evidence of a novel PDW phase in the cuprate supercon-
ductor Bi2Sr2CaCu2O8+x has been given by Hamidian
et al.31 using scanned Josephson tunneling microscopy,
which was in fact anticipated by the microscopic theo-
ries in the Refs.23,24. In the present work, we shall focus
only on the question of a SDW quantum phase transition
underlying the phase diagram of a given correlated mate-
rial in order to assess specifically what is the correspond-
ing effect on the dc electrical resistivity as a function of
doping of the adjacent metallic phases of the system at
intermediate temperatures.
The study of the SDW quantum criticality has quite
a long history in the field (see, e.g.,13–16,32,33), but we
will not detail all those works here. In this description,
the microscopic mechanism of the Cooper pair forma-
tion is associated with the exchange of short-range an-
tiferromagnetic spin-density-wave (SDW) fluctuations32,
which can be enhanced in the vicinity of a SDW quan-
tum critical point. From a numerical viewpoint, it
has been recently established34 via a sign-problem-free
Quantum Monte Carlo approach that the paradigmatic
spin-fermion model, originally proposed by Abanov and
Chubukov13, indeed describes a high-Tc dome-shaped su-
perconducting phase with the correct d-wave symmetry,
in agreement with the experimental situation. Despite
this statement, we note that in the underdoped regime
of the hole-doped cuprates it has been argued35,36 that
the spin-fermion model must be altered to account for the
non-double occupancy constraint that should be enforced
2FIG. 1. (Color online) A possible phase diagram for the
cuprate superconductors obtained in the present work based
on the analysis of the dc resistivity of the two-dimensional
spin-fermion model with both an effective composite oper-
ator and weak disorder. AF, SC, FL, and SM stand, re-
spectively, for antiferromagnetism, d-wave superconductivity,
Fermi-liquid-like behavior and strange metal phase. The QCP
denotes the putative quantum critical point that is assumed
to exist under the superconducting dome and van Hove refers
to the situation of van Hove band-filling in the model. For
completeness, we also show the d-wave CDW/PDW compos-
ite order that is expected to manifest itself as a short-range
order in the model.
for this case. From a weak-to-moderate coupling perspec-
tive, many analytical works have pointed out that the
Abanov-Chubukov spin-fermion model essentially flows
to strong-coupling at low energies15, and one has to be
very careful in devising new approximate perturbative
schemes to calculate its physical properties. In this sense,
an ingenious proposal consists of the ǫ = 3 − d expan-
sion within a hot-spot model embedded in d-space di-
mensions recently developed by Sur and Lee37. Inter-
estingly, they obtain in their work a stable non-Fermi
liquid fixed point at low energies that is perturbatively
controlled near three spatial dimensions.
Transport calculations of the two-dimensional spin-
fermion model are also of interest and have been per-
formed by several researchers in the field38–44. Since it
has become increasingly clear in the last years that there
are no long-lived quasiparticles near the so-called “hot
spots” (i.e., the points in reciprocal space where the anti-
ferromagnetic boundary intersects the underlying Fermi
surface) in the spin-fermion model37, a strong empha-
sis has been put on analytical approaches that allow the
calculation of transport coefficients of this model with-
out making any reference to the quasiparticle picture.
One such approach is the Mori-Zwanzig memory matrix
formalism45–50. The memory matrix is a generalization
of the concept of scattering rate in Boltzmann theory
and, for this reason, it can also be applied to strongly-
correlated models describing non-Fermi liquid states in
which this quantity is clearly not well-defined. In this
respect, we point out that two recent papers39,40 have
applied this approach in order to investigate only the
contribution to the resistivity due to the “hot spots” on
the Fermi surface of the model. Consequently, they have
shown that the resistivity contribution associated with
those isolated points on the Fermi surface leads natu-
rally to a constant term and a correction that is linear in
temperature as a result of disorder.
However, given the strong-coupling nature of the prob-
lem of SDW quantum criticality in two dimensions15, it
is conceivable that the order-parameter (bosonic) fluctu-
ations of the spin-fermion model might ultimately couple
not only to the aforementioned “hot spots”, but crucially
also to the remaining parts of the underlying Fermi sur-
face of the model. Technically speaking, this proposal
was first suggested by Hartnoll et al. in Ref.38. In that
work, they have shown that this can be achieved via the
addition of a composite operator to the original model,
which has the important effect of making the rest of the
Fermi surface at least “lukewarm” (i.e., strongly renor-
malized), rather than simply “cold” (i.e., weakly renor-
malized) as is conventionally assumed in many works51.
Recently, Weiß et al.52 were able to demonstrate micro-
scopically the existence of such a composite operator ex-
plicitly from the spin-fermion model via an intermediate
off-shell state. For this reason, we shall not repeat their
derivation here. In other words, we assume, from the
outset, the existence of such an effective term in the La-
grangian of the model. This higher-order interaction can
be described in terms of a scattering process off a compos-
ite mode that includes, e.g., two spin fluctuations, such
that the momentum transfer of fermions in the vicinity of
the Fermi surface can be effectively small. However, since
this interaction involving the “lukewarm” fermions does
not contain explicitly umklapp processes, it turns out
that such a composite operator alone cannot render the
dc resistivity of the model finite. Therefore, it is crucial
to include other sources of momentum relaxation (e.g.,
disorder, phonons, etc) in the model on top of the com-
posite interaction for the corresponding resistivity to be-
come finite. Physically speaking, at high temperatures,
the contribution from phonons is of course expected to
play an important role in the temperature dependence
of the resistivity of the present system. However, as the
temperature is lowered, the impurity contribution will
surely become the dominant one. For this reason, we
shall focus here, as a first step, on impurity scattering
alone as the main mechanism for momentum relaxation
in the spin-fermion model with composite scattering, and
leave the interesting analysis of the phonon contribution
at higher temperatures for a future work. Thus, two sig-
nificant questions, which one may legitimately ask at this
point, are the following: What is the interplay of such a
quantum critical composite interaction term with the ef-
fects of weak disorder on the transport properties (e.g.,
3electrical resistivity) of the spin-fermion model at inter-
mediate temperatures? And, secondly, can it possibly
lead to an additional (perhaps, stronger) contribution to
the resistivity of the model exhibiting the hallmarks of
non-Fermi liquid scaling at finite temperatures with the
correct doping dependence as observed experimentally?
These are precisely the questions that we intend to ad-
dress in the present work.
Our findings in the present work can be summarized
pictorially (e.g., in the context of the cuprate supercon-
ductors) in Fig. 1. The two-dimensional model analyzed
here describes a “strange-metal” phase at intermediate
temperatures, insofar as the dc resistivity is described
by ρxx(T ) ∼ AT + BT 2 (for A ≫ B at optimal dop-
ing). Moreover, on a more phenomenological level, in
case there is pseudogap formation in the model at low
doping (various proposals for this mechanism exist in
the literature – see, e.g.,28,29,53), the hot spot regions
would become clearly gapped out. In this scenario, the
dc resistivity of the model revealed from our calculation
would recover a traditional Fermi-liquid-like scaling given
by ρxx(T ) ∼ BT 2. This result is surprisingly consistent
with many recent transport experiments performed, e.g.,
in the cuprate superconductors54–56.
Our paper is organized as follows. First, we define the
spin-fermion model with an effective composite mode in
the presence of weak disorder. Secondly, we explain the
formalism of the Mori-Zwanzig memory matrix approach
in order to calculate transport properties of the model be-
yond the quasiparticle paradigm. Then, we move on to
discuss our main results in this work and to compare
them with previous results obtained in the literature.
Lastly, we present our final conclusions.
II. SDW CRITICAL THEORY WITH
COMPOSITE MODES
As previously explained for the SDW quantum critical-
ity problem, our starting point will be the spin-fermion
model13,14 with the inclusion of a composite operator38,57
that effectively transfers small momenta and couples
the order-parameter (bosonic) fluctuations to the whole
Fermi surface of the model. In this way, the SDW crit-
ical field theory becomes described by the following La-
grangian
L =
∑
σ
ψ¯σ(∂τ + ε¯k)ψσ +
1
2
χ−1q (
~φ.~φ) +
u
4!
(~φ.~φ)2
+ λ
∑
σσ′
ψ¯σ(~φ.~τσσ′ )ψσ′ + λ
′
∑
σ
ψ¯σψσ(~φ.~φ), (1)
where χ−1q = (q
2
0 + c
2q2 + m) with the bosonic mo-
mentum q centered around the commensurate antifer-
romagnetic ordering wavevector Q = (π, π), ψ¯σ and
ψσ are the fermionic Grassmann fields with spin pro-
jection σ, ε¯k = εk − µ is the fermionic energy disper-
sion relative to the chemical potential µ, ~φ = (φx, φy, φz)
is the three-dimensional order-parameter collective field,
~τ = (τx, τy, τz) are the Pauli matrices, c is the spin-wave
velocity, m is the bosonic mass that measures the dis-
tance of the theory to the antiferromagnetic QCP, λ is
the spin-fermion coupling constant and λ′ is the compos-
ite operator coupling constant. Regarding the last term
in the Lagrangian (i.e., the composite interaction), it is
worth mentioning that, by expressing it in momentum
space, one can see that while the first spin fluctuation φ
indeed carries the momentum Q+q1 (where |q1| ≪ |Q|),
the second order-parameter field φ must necessarily carry
the momentum −Q + q2 (where |q2| ≪ |Q|), such that
the transferred momentum q1 + q2 to the low-energy
fermions is effectively small in the present theory.
In the next step, we proceed to introduce weak dis-
order in the model. We will add two types of disor-
der, which couple to different degrees of freedom in the
present system, i.e., the short-wavelength disorder and
the long-wavelength disorder. The former will couple di-
rectly to the fermionic fields in the model, while the latter
will correspond to random shifts of the precise location
of the SDW quantum critical point. Therefore, we must
add to Eq. (1) the following terms
Limp =
∑
σ
V (~r)ψ¯σ(~r)ψσ(~r) +
∑
σ
m(~r)[~φ(~r).~φ(~r)],(2)
which should satisfy the Gaussian white-noise disor-
der averaging relations: 〈〈V (~r)〉〉 = 〈〈m(~r)〉〉 = 0,
〈〈V (~r)V (~r′)〉〉 = V 20 δ2(~r − ~r′), and 〈〈m(~r)m(~r′)〉〉 =
m20δ
2(~r − ~r′). Henceforth, we will refer to the parameter
V0 as a random potential for the fermionic field and the
parameter m0 as the random mass term for the bosonic
field.
At this point, it is important to emphasize that the
renormalization group scaling that is put forward by Sur
and Lee in Ref.37 for a hot-spot model embedded in d-
space dimensions within a ǫ = d−3 expansion implies the
following power counting analysis: [ω] = Λzb , [ki] = Λ,
[u] = Λ3zb−3+ǫ, [λ] = Λ(3zb−3+ǫ)/2, [λ′] = Λ(2zb−3+ǫ),
[c] = Λzb−1, where Λ is a high-energy (ultraviolet) cutoff
of the field theory, zb is the bosonic dynamical critical
exponent, and i = x, y are the components of the mo-
menta. As a result of this scaling, one finds straightfor-
wardly a new stable non-Fermi liquid fixed point at low
energies given by: λ∗ → 20πǫ/3, (λ′)∗ → 0, u∗ → 0 and
z∗b → 1 + 5ǫ/6. We will assume here, as a first approx-
imation, that at intermediate temperatures the effects
of weak disorder will not change qualitatively the above
fixed-point structure of the model in the clean limit. An-
other important remark here is related to the fact that
this low-energy non-Fermi liquid fixed point is perturba-
tively controlled in the limit ǫ → 0, but, strictly speak-
ing, not in the limit ǫ→ 1. Fortunately, this is not a big
limitation, in view of the fact that we will restrict our
present analysis to an intermediate temperature regime
such that T > Es (where Es ∼ c2γ, with the parame-
ter γ ∝ λ2 being the Landau damping constant of the
4〈P˙x(ω)P˙x(−ω)〉 =
λ
′
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′
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FIG. 2. Some Feynman diagrams that contribute to GR
P˙xP˙x
(ω, T ) up to second order in the couplings. The solid lines refer to
the fermionic propagators, while the wavy lines stand for the bosonic propagators. The coupling λ denotes the inter-hot-spot
scattering, whereas the coupling λ′ is the composite interaction that couples to the entire Fermi surface of the model. The
impurity lines (dotted lines) only carry internal momentum and external bosonic energy ω.
model), i.e., before the fixed point of Sur and Lee has
been reached. We point out that this latter choice is also
made on physical grounds, since at lower temperatures
the above non-Fermi liquid fixed point is expected to be
preempted by a d-wave superconducting phase, whose
existence was recently confirmed via sign-problem-free
Quantum Monte Carlo simulations of the spin-fermion
model34. Therefore, in the intermediate temperature
regime that we will consider here, we may assume, to
a good approximation, that the spin-fermion coupling λ
lies within a perturbative regime, the composite operator
coupling λ′ is small but finite, and the bosonic dynamical
critical exponent is described by zb ≃ 1 (i.e., the pertur-
bative effects of Landau damping in the theory may be
neglected). Finally, we also note the very recent works
by Lee and collaborators58, in which these authors were
able to extend the above renormalization group results in
the context of a non-perturbative calculation, and con-
firmed that zb = 1 at the low-energy non-perturbative
fixed point of the spin-fermion model in d = 2.
III. MEMORY MATRIX APPROACH
Since the entire Fermi surface of the spin-fermion
model described by the Lagrangian in Eq. (1) can be po-
tentially affected as a consequence of the aforementioned
stable non-Fermi-liquid fixed point, it is absolutely nec-
essary to have a methodology at our disposal that calcu-
lates transport properties without making any assump-
tion with regard to the existence of quasiparticle excita-
tions in our theory. Inspired by recent holographic meth-
ods applied to many fundamental problems in condensed
matter systems (see, e.g., Ref.59), a crucial realization
emerged in the community that this can be achieved by
using, e.g., the so-called Mori-Zwanzig memory matrix
approach (for excellent explanations of this method in
different contexts, see, e.g., Refs.39,45,46,49,50). In this
formalism, only the operators that are either conserved
or nearly conserved, which have a finite overlap with the
appropriate current of interest, are expected to play an
important role in the computation of the transport co-
efficients. This is because such nearly-conserved opera-
tors have naturally the longest relaxation times in the
theory. Therefore, these conservation laws turn out to
be central to the memory-matrix approach and follow
straightforwardly from the underlying symmetries of the
Lagrangian.
We start here with the matrix of generalized conduc-
tivities σ(ω, T ) as a function of both frequency ω and
temperature T , which can be written in this method as
σ(ω, T ) =
χR(T )
−iω +M(ω, T )[χR(T )]−1 , (3)
where χRAB(T ) = (A|B) = χRAB(ω = 0) is the ma-
trix of the static retarded susceptibilities of some con-
served (or nearly conserved) operators A and B in the
system. This latter matrix is defined as χAB(iω, T ) =∫ 1/T
0
dτeiωτ 〈TτA†(τ)B(0)〉, where χRAB(ω) = χAB(iω →
ω + i0+), 〈...〉 is the grand-canonical statistical average,
Tτ is the time-ordering operator, and the volume V of the
system has been set to unity. As for the memory matrix
conventionally denoted by M(ω, T ), it can be calculated
in this formalism as follows
5MAB(ω, T ) =
∫ 1/T
0
dτ
〈
A˙†(0)Q
i
ω −QLQQB˙(iτ)
〉
,
(4)
where L is the Liouville super-operator, which is defined
as LA = [H,A] = −iA˙, with H being the Hamiltonian of
the system and Q is a projection operator that projects
out of a space of operators spanned by all the conserved
and nearly-conserved operators denoted by {A,B, ...}.
To simplify the memory matrix calculation, we have
taken into account the fact that the nearly-conserved
operators of the spin-fermion model have the same sig-
nature under time-reversal symmetry in Eq. (4), i.e.,
(A˙|B) = 0. The memory matrix is fundamentally related
to the mechanism of relaxation of all nearly-conserved
operators in the system. In addition to this fact, due to
the presence of various projection operations in Eq. (4),
this matrix is expected to be a smooth function of all
coupling constants in the theory. Consequently, within a
weak-to-moderate coupling regime, this quantity can be
computed via perturbative means.
The Lagrangian defined by Eq. (1) is invariant under
both global U(1) symmetry and spatial translation. As
a result, using Noether’s theorem, one finds that both
electrical current J and the momentum operator P of
the model are conserved at the classical level. In the
present model, they are given by
P =
∫
d2x
[
i
∑
σ
∇ψ¯σψσ + (∂tφ)∇φ
]
,
J = − i
m
∑
σ
∫
d2x∇ψ¯σψσ. (5)
At the quantum level, one expects that the correspond-
ing operators will have the longest relaxation times and,
for this reason, we will argue that they should dominate
the transport properties in the present model. With the
subsequent addition of weak disorder [Eq. (2)] to the
Lagrangian describing the field theory, it is important to
emphasize that the momentum operator does not con-
serve any longer due to the resulting breaking of transla-
tion symmetry. Thus, we obtain
iP˙ =
∫
d2q
(2π)2
∫
d2k
(2π)2
k
[
V (k)
∑
σ
ψ¯σ(k+ q)ψσ(k)
+ m(k)φ(q)φ(−q − k)
]
. (6)
In the following, we shall use the propagator of zb = 1
bosons at intermediate temperatures in the spin-fermion
model at a critical doping (we set c = 1)
χ(q0,q) =
1
q20 + q
2 +R(T )
, (7)
where q0 denotes the Matsubara bosonic frequency, q
is the wavevector and we have neglected the spin-wave
mass term from this point on. Additionally, following
previous works39,60, we have included a low-energy cut-
off in the theory described by R(T ). This term was ex-
actly calculated in Ref.60, and it was shown to be given
by R(T ) = 4 ln2[(
√
5 + 1)/2]T 2 for the case of the dy-
namical critical exponent zb = 1. As for the fermions,
we shall restrict our analysis to the immediate vicinity
of the underlying Fermi surface and linearize the energy
dispersion as follows: ε¯k = ~vk.k + u
′k2, where ~vk is the
Fermi velocity and u′ is related to the curvature of the
Fermi surface.
Therefore, the dc resistivity ρxx(T ) = limω→0[1/σxx]
of the present model becomes given by
ρ−1xx (T ) = Γ
−1(T )χPxJx(T ), (8)
where we have introduced the matrix of relaxation rates
Γ−1(T ) = χJxPx(T )M
−1
PxPx
(T ). To leading order, the sus-
ceptibility χJxPx(T ) is taken to be the noninteracting sus-
ceptibility that naturally evaluates to
χJxPx(T ) =
1
m
∫
d2k
(2π)2
k2x
[nF (ε¯k)− nF (ε¯k+q)]
(ε¯k − ε¯k+q)
≈ m
π
µ(T = 0) +O(e−βµ), (9)
where nF (ε) = 1/(e
βε + 1) is the Fermi-Dirac distribu-
tion, µ is the chemical potential and β = 1/T is the
inverse temperature. From the above expression, one
can clearly see that χJxPx(T ) has no temperature depen-
dence. Consequently, the T -dependence of the resistivity
will come solely from the memory matrixMPxPx(T ). For
this reason, we now move on to this calculation.
We now consider the effects of weak disorder to the
memory matrix. For the reasons already explained be-
fore, we may assume that, at intermediate temperatures,
the spin-fermion coupling λ lies within a perturbative
regime, the composite operator coupling λ′ is small but
finite, and both the random potential V0 and the ran-
dom mass term m0 are also small. Since the equation of
motion of the momentum [Eq. (6)] is of order linear in
the parameters V0 and m0, the leading contribution ofM
turns out to be quadratic in the same parameters. Since
we would like to keep only the dominant contribution to
the Liouville operator, we shall also replace this operator
by its noninteracting value (L ≈ L0). In addition to this,
for the same reason, instead of using the full Hamilto-
nian in all grand-canonical averages, we will replace it by
the noninteracting Hamiltonian. As a result, the leading
contribution of the memory matrix in the spin-fermion
model becomes
MPxPx(ω → 0, T ) = lim
ω→0
ImGR
P˙xP˙x
(ω, T )
ω
, (10)
where GR
P˙xP˙x
(ω, T ) = 〈P˙x(ω)P˙x(−ω)〉 is the correspond-
ing retarded Green’s function within the Matsubara for-
malism at finite temperature T . The corresponding Feyn-
man diagrams are displayed in Fig. 2.
6IV. RESULTS
Here, we compute in an explicit way the memory ma-
trix of the present model. In what follows, we stress that
we will not take into account the Cooperon channel in
the calculation. This contribution is generally expected
to lead to the phenomenon of weak localization at low
temperatures, which we will ignore in this paper for sim-
plicity. Therefore, the perturbative contributions to the
memory matrix in the present model turn out to be the
ones depicted in Fig. 2. Henceforth, these terms will be
referred to in the exact same order as they appear in this
latter figure. Thus,
MPxPx(T ) =
10∑
i=0
M (i)(T ) + · · · . (11)
The zeroth order Feynman diagram stands for the low-
est order coupling of short-range disorder to the fermion
fields. Its leading contribution will come from pairs of
hot spots (i, j), such that i 6= j, that are connected by
a large momentum transfer denoted by a vector ~Qij in
momentum space. The diagram then evaluates to
M (0) = V 20 Im


∑
i,j,i6=j
Qij 2x
ω
∫
k,q
[nF (ε¯q)− nF (ε¯k+q)]
ω + ε¯q − ε¯k+q + i0+

 ,
(12)
where
∫
k
=
∫
d2k/(2π)2 and the limit ω → 0 should be
taken. Using the identity 1/(x+ i0+) = P(1/x)− iπδ(x),
the above inter-hot-spot scattering term essentially yields
a temperature-independent contribution, which is given
by
M (0) = −
∑
i,j,i6=j
Qij 2x V
2
0 Λ
2
4π3|~vi × ~vj | , (13)
where the ultraviolet cutoff Λ must be imposed on the
integrations over all the energies ε¯iα relative to the chem-
ical potential in the present theory. Since the local cur-
vature parameter u′ in the fermionic energy dispersion
turns out to be irrelevant in the low-energy stable fixed
point37 discussed in Sec. II, we neglected, for simplic-
ity, this curvature term in the above computation. We
point out that we will use the same approximation in all
contributions to the memory matrix that follow in this
work. Finally, the above anisotropic equation for M (0)
will naturally contribute to the residual resistivity ρ0 that
should appear in the model at low temperatures (e.g., if
the superconducting phase that exists in the model is
suppressed by the application of an external field).
The next diagram in Fig. 2 refers to the lowest order
coupling of long-range disorder to the bosonic modes. It
eventually becomes
M (1)(T ) = m20 Im
{∫
k,q
k2x
∫
E1,E2
π2sign(E1)sign(E2)
× (E21 −R(T ))θ(E21 −R(T ))θ(E22 −R(T ))
×
(
1
2ω
)
[nB(E2)− nB(E1)]
ω + E2 − E1 + i0+
}
(14)
where nB(ε) = 1/(e
βε− 1) is the Bose-Einstein distribu-
tion and θ(x) is the Heaviside step function. In the above
derivation (and also in the calculations that follow in the
present work), we use the spectral function A(E,k) of
the bosonic propagator, i.e.
χ(k0,k) =
∫ ∞
−∞
dE
A(E,k)
ik0 − E (15)
where A(E,k) = 12αk [δ(E + αk)− δ(E − αk)] with αk =√
k2 +R(T ). Additionally, we use also the following
identities
∫
d2k
αk
[δ(E + αk)− δ(E − αk)] = −πsgn(E)
× θ(E2 −R(T )), (16)
and
∫
d2k
αk
k2x [δ(E + αk)− δ(E − αk)] = −
π
2
sgn(E)
× (E2 −R(T ))θ(E2 −R(T )). (17)
By calculating Eq. (14), M (1)(T ) yields a Fermi-liquid-
like T 2-contribution to the memory matrix calculation,
i.e.
M (1)(T ) ≈
(
1.77m20
16π2
)
T 2. (18)
A quick examination of the above result also reveals that
the prefactor is isotropic and independent of doping in
the model. This should be contrasted with the other con-
tributions to the memory matrix calculated in this work
[such as, e.g., Eq. (13)], whose prefactors are anisotropic
and dependent on doping, in view of the appearance of
cross products of Fermi velocities in those expressions
that are clearly related to the band structure.
As for the Feynman diagrams given by M (2) and M (8)
in Fig. 2 that represent corrections due to the renormal-
ization of the bosonic propagator at one-loop and two-
loop orders respectively, it is straightforward to show
using Eqs. (10) and (15) that these terms evaluate to
zero. The same result also holds to M (6), M (7), M (9)
and M (10), which represent various corrections to the
fermionic propagators in the model. In the calculation
of the latter terms, since the fermionic propagators have
independent energies given by ε¯iα, expressions of the type
7∫
dε¯/(iω − ε¯)n = 0 for n ≥ 2 naturally appear, and the
corresponding Feynman diagrams vanish as well.
The fourth diagram in Fig. 2 is one of the leading
vertex corrections to the resistivity with composite inter-
action λ′. As we have explained before, it couples to the
whole Fermi surface of the model. Computing this term
analytically for the present model is quite cumbersome,
but it can be of course evaluated numerically. We obtain
that it yields a leading contribution given by
M (3)(T ) = −Im
{
V 20 λ
′2
ω
∫
k,q,k′,q′
k2x
1
β3
∑
k0,q0,k′0
1
[(k′0 + q
′
0)
2 + (k′ + q′)2 +R(T )]
1
[k
′2
0 + k
′2 +R(T )]
1
(iω + iq0 − ε¯k+q)
× 1
(iω + iq0 + iq′0 − ε¯k+q+q′)
1
(iq0 − ε¯q)
1
(iq0 + iq′0 − ε¯q+q′)
}
≈
∑
i,j,i6=j
∑
m,n,m 6=n
(
7.93V 20 λ
′2
256π3|~vi × ~vj ||~vm × ~vn|
)
T 4.
(19)
where k0 and q0 stand for fermionic Matsubara frequencies, whereas k
′
0 refers to a bosonic frequency and the limit
ω → 0 should be taken. The pairs of indices (i, j) and (m,n) run over all points of the Fermi surface connected by a
small wavevector q′. As can be seen from Eq. (19), the composite interaction λ′ gives a non-Fermi liquid contribution
to the resistivity that will be analyzed more carefully below.
Like the previous calculation, the solution of the fifth Feynman diagram in Fig. 2, which is an important vertex
correction to the model with composite interaction λ′ as well, turns out to be also somewhat lengthy. For this term,
we obtain that the leading contribution is
M (4) = −Im
{
m20λ
′2
ω
∫
k,q,k′,q′
k′2x
1
β3
∑
k0,q0,k′0
1
(ik0 + iq0 − ε¯k+q)
1
(ik0 − ε¯k)
1
[(ω + q′0)
2 + (k′ + q′)2 +R(T )]
1
[q
′2
0 + q
′2 +R(T )]
× 1
[(q′0 − q0)2 + (q′ − q)2 +R(T )]
1
[(ω + q′0 − q0)2 + (k′ + q′ − q)2 +R(T )]
}
≈
∑
i,j,i6=j
(
0.96m20λ
′2
256π2|~vi × ~vj |
)
Λ2,
(20)
where the limit ω → 0 should be taken and the indices i and j run over all points of the Fermi surface connected by
a small wavevector q. Therefore, Eq. (20) yields a temperature-independent contribution to the resistivity. Because
of this property, this term will also contribute to the residual resistivity ρ0 of the model.
Lastly, the sixth Feynman diagram is the so-called Altshuler-Aronov-type vertex correction with inter-hot-spot
interaction λ to the memory matrix. We mention here that this contribution has been explicitly calculated previously
in Ref.39. We agree here with their result for the present case, in which the bosonic dynamical critical exponent z ≃ 1.
In this way, the corresponding diagram evaluates to
M (5)(T ) = − lim
ω→0
Im
{
V 20 λ
2
ω
∫
k,q,k′
Qij 2x
1
β2
∑
k0,q0
1
[k
′2
0 + k
′2 +R(T )]
1
(iω + iq0 − ε¯k+q)
1
(iω + iq0 + ik′0 − ε¯k+q+k′)
× 1
(ik′0 + iq0 − ε¯k′+q)
1
(iq0 − ε¯q)
}
≈
∑
i,j,i6=j
∑
α,β
(
0.001V 20 λ
2Qij 2x
|~viα × ~viβ ||~vjα × ~vjβ |
)
T,
(21)
where we have slightly changed our previous notation by
including new indices α, β that now run over only the
hot spots of the Fermi surface, which are connected by
the large momentum transfer denoted by the wavevector
~Qij . Therefore, the above result gives a non-Fermi-liquid
linear-in-T contribution to the resistivity.
Using Eq. (8), and collecting all the above expressions,
we obtain that the dc electrical resistivity of the present
model finally becomes
ρxx(T ) = ρ0 +AT +BT
2 + CT 4, (22)
where ρ0 ∝ [M (0)(T ) + M (4)(T )]/χ2JxPx(T ), A ∝
M (5)(T )/(Tχ2JxPx(T )), B ∝ M (1)(T )/(T 2χ2JxPx), and
C ∝ M (3)(T )/(T 4χ2JxPx). As can be seen, the residual
resistivity of the model has therefore two independent
contributions associated with different scattering mecha-
nisms in the present model. As a consequence, our trans-
8port theory implies that even though the magnitude of
the residual resistivity ρ0 is not entirely related to the
coefficient of the linear resistivity A, there are some im-
portant correlations among each other in the present ef-
fective model.
It is also interesting to note here that the non-Fermi-
liquid T 4-contribution to the resistivity of the model
turns out to be subleading with respect to the short-
wavelength disorder contribution calculated in Eq. (21).
For this reason, Eq. (22) may be further approximated
to
ρxx(T ) ≈ ρ0 +AT +BT 2. (23)
A crucial point that we wish to stress here is that the
BT 2-contribution to the resistivity is not necessarily sub-
leading to the AT -term. The reason for this is that
the two contributions come from different sources of mo-
mentum relaxation: the AT -term is associated with a
hot-spot scattering mechanism off short-wavelength dis-
order, whereas the BT 2-contribution in turn requires
long-wavelength disorder coupled to the bosonic order-
parameter fluctuations in the model. In other words, our
results add support to the point of view that the spin-
fermion model may indeed describe a “strange-metal”
phase at intermediate temperatures, but with a resistiv-
ity described by ρxx ∼ AT+BT 2 (the relative magnitude
of the prefactorsA and B are such that A≫ B at optimal
doping). In addition to this fact, we also would like to
point out that, while the scattering rate associated with
the coefficient A in the resistivity is highly anisotropic
and doping-dependent [see Eq. (21)], the scattering rate
related to the coefficient B turns out to be isotropic and
independent of doping [see Eq. (18)]. This feature of
our present transport theory is remarkably consistent
with recent experimental measurements performed in the
cuprate compounds, such as, e.g., HgBa2CuO4+δ (Ref.
54)
and Tl2Ba2CuO6+δ (Ref.
56). It is also worthwhile to
comment on that our theoretical prediction clearly agrees
with a proposed phenomenology put forward by Hussey
and collaborators in order to describe various aspects of
the transport data of the cuprates in the literature8,61.
In addition, we mention that some aspects of our present
work also agree qualitatively with other transport theo-
ries, which include the cold-spot-model proposed by Ioffe
and Millis62 and the nearly antiferromagnetic Fermi liq-
uid model put forward by Stojkovic and Pines63.
Another important consequence of our theory is that,
for the physical situation in which there is pseudogap
opening in the antinodal directions of the Fermi surface
as revealed by angle-resolved photoemission experiments
(we mention here that several proposals for this mecha-
nism exist in the literature – see, e.g.,17,28,29,36,53), the
corresponding hot spots become gapped out and dis-
appear altogether. Therefore, the resulting dc resistiv-
ity of the present model should recover a Fermi-liquid-
like scaling described by ρxx ∼ T 2 within this range of
temperatures. This analysis is surprisingly consistent
with recent state-of-the-art experiments performed by
Mirzaeia et al.55 and Barisic et al.54 for the single-layer
HgBa2CuO4+δ compound inside the pseudogap state, in
which they provided strong evidence that both optical
conductivity and electrical conductivity of this phase con-
form to Fermi-liquid-like scalings.
An additional outcome of the present result is that, for
doping regimes that lie beyond the situation of van Hove
band-filling in the single-band model, the hot spots cease
to exist. The reason is that, in this case, there is no inter-
section of the underlying Fermi surface of the model with
the antiferromagnetic zone boundary any longer. There-
fore, in such a highly overdoped regime, the resistivity of
the model according to our theory should again recover
a Fermi-liquid-like result ρxx ∼ T 2 as a function of tem-
perature. This is of course consistent with transport ex-
periments performed in all cuprate materials, where it is
observed that the normal state in the overdoped regime is
indeed described by the Fermi liquid theory. To make ev-
ident this point and to emphasize other similarities with
the physics of the high-Tc cuprates, we depict pictorially
a phase diagram from the point of view of transport of
the two-dimensional spin-fermion model obtained in the
present work together with recent theoretical results23,24
related to this model in Fig. 1.
Lastly, we point out that a similar evolution of
doping and temperature dependence of the resistivity
has also been observed in the metallic phase of many
iron-based superconductors [see, e.g., the compounds
BaFe2(As1−xPx)2 in the Refs.
4,5 and Ba(Fe1−xCox)2As2
in the Refs.64,65]. Even though these are in some sense
complicated materials that exhibit many bands at the
Fermi energy level, our present result could also suggest
that the spin-fermion model with an effective composite
interaction may capture universal aspects of correlated
metallic systems in the presence of strong antiferromag-
netic fluctuations.
V. CONCLUSIONS
We have presented the computation of the dc resistiv-
ity as a function of doping and temperature of the metal-
lic states that emerge due to the existence of a putative
SDW quantum critical point in the presence of weak dis-
order. This analysis is relevant to the phenomenology of
many important correlated materials. For this calcula-
tion, we have implemented the Mori-Zwanzig memory-
matrix approach that importantly does not rely on the
existence of well-defined quasiparticle excitations in this
model at low energies.
As an application of the present transport theory, we
have compared our predictions to the experimental sit-
uation in the cuprate superconductors. In the “strange-
metal” phase, the dc resistivity evaluates to ρ(T ) ∼
AT + BT 2 at intermediate temperatures (for A ≫ B,
close to optimal doping), where the scattering rate re-
lated to the prefactor A is non-universal and strongly
doping-dependent, while the scattering rate related to B
9is universal. We have also correctly obtained the tem-
perature dependence of the dc resistivity of the system
as measured experimentally in recent works54,55, both in-
side the pseudogap phase and in the overdoped metallic
regime, whose transport coefficients indeed conform to
Fermi-liquid-like scalings.
It will be clearly very important to analyze also the
magneto-transport of the two-dimensional spin-fermion
model with an effective composite operator using the
present theory. For this reason, we plan to perform in
a subsequent work a similar analysis for the Hall angle
and the magnetoresistance of the model within the mem-
ory matrix formalism. From an experimental point of
view, the cotangent of the Hall angle θH in the strange
metal phase of the cuprates at optimal doping is char-
acterized by a scaling law given by cot(θH) ∼ T 2, which
is seemingly Fermi-liquid-like, despite the fact that the
resistivity is given by ρ(T ) ∼ AT + BT 2 (for A ≫ B)
within the same temperature regime. Therefore, only
an approach that allows the calculation of the transport
properties of a model, which does not rely on the quasi-
particle picture is capable of reproducing such an impor-
tant result. Indeed, given our encouraging results ob-
tained in this work concerning the doping dependence
of the dc resistivity of a disordered nearly antiferromag-
netic two-dimensional metal, we believe that the present
framework may provide a good basis in order to unify
all the available experimental transport data, e.g., in the
cuprate superconductors and also in the closely related
iron-based superconductors, within a wide range of dop-
ing and temperature regimes.
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