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The design of modern skyscrapers is dominated by numerous proposals for build-
ings of irregular geometric profile. However this newly found architectural freedom
has complicated the structural analysis and successive optimization of tall buildings.
Traditionally, both the analyses and optimization of these structures, is carried out
considering a certain number of idealized equivalent static wind loads. These are
calculated by firstly defining appropriate dynamic amplification factors derived from
random vibration analyses carried out in the frequency domain, and secondly by
combining aerodynamic information derived from wind tunnel tests using the high
frequency force balance with non directional extreme wind models. This procedure
has a number of shortcomings including the fact that the inherently directional
nature of extreme wind climates is neglected, the impossibility of including higher
modes in the dynamic description of the structural system as the high frequency
force balance allows the estimation of only the first three generalized forces, the
impossibility of considering any non-gaussian response features due to working in
the more efficient but less versatile frequency domain, and lastly the danger of pro-
ducing optimum structural systems the safety of which depend on the idealized
static loads. This procedure can be justified to a certain extent for traditional pris-
matic tall buildings exhibiting uncoupled linear mode shapes as for these buildings
the entity of the errors due to these simplifications are generally considered known
and negligible. The adaptation of these techniques for the design of more general
systems is the objective of numerous ongoing research projects. Another active re-
search direction is that based on defining alternative and less restrictive procedures
that can account for the previously cited difficulties. This thesis belongs to the
second category.
The first objective of this work is to revisit the previously cited limitations and
to assess their importance on the response of both regular and irregular build-
ings. Especially in light of the incredible increase in computational power which
has opened the doors to the adoption of more sophisticated analyses techniques. In
particular experimental wind tunnel tests were carried out on two tall buildings, one
with a regular geometric profile and another with irregular vertical geometry. The
importance of considering higher mode contributions in the response estimation of
building systems with non-linear coupled fundamental mode shapes and irregular
geometry are investigated and compared to systems with regular profiles and un-
coupled quasi linear mode shapes. It is seen that higher modes, and in particular
their background components, play an important role in the accurate estimation of
second order response characteristics. The particular sensitivity of coupled irregular
systems is demonstrated. The presences of strong non-gaussian response features is
seen for both systems which is in stark contrast to what can be found in literature
for the response of tall buildings. The far greater sensitivity to wind direction of
the geometrically irregular building is also observed.
The second objective of this research is the definition of a framework that rigor-
ously combines the directional characteristics of both the extreme wind climate and
building aerodynamics in a component-wise reliability model that ensures consistent
estimates of responses with specified mean recurrence intervals. This objective is
aimed at providing an alternative procedure to the common erroneous assumption
that the mean recurrence interval or inverse of the annual probability of failure of
a critical load effect may be estimated as the mean recurrence interval of the mean
wind speed causing the response level. In particular a reliability model is proposed
that introduces limit state functions with specified vulnerability levels. This allows
for the identification of limit states, in terms of the maximum mean wind speeds
for each wind direction (level cut sets), that allow for the rigorous estimation of the
response levels with specified mean recurrence intervals through the resolution of
time-invariant reliability integrals.
The third and final objective of the present research is the formulation of a
component-wise reliability-based design optimization technique which allows for the
automatic design of steel tall buildings subject to probabilistic constraints on both
the member level capacity ratios as well as on the global inter-story drift ratios.
To this end an efficient reliability-based design optimization scheme is proposed
based on decoupling the traditionally nested optimization loop from the reliability
analysis. The decoupling is achieved by assuming the level cut sets containing
the mean wind speeds generating a response with specified exceedance probability
independent of changes in the design variable vector. This hypothesis results in
a series of conservative designs during convergence. The decoupled optimization
problem is solved by defining a series of approximate explicit sub-problems in terms
of the second order response statistics of the constrained functions.
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Preface
Recent trends in the design of tall buildings have seen an ever increasing number
of proposals for super tall constructions with irregular geometric forms. However,
the methods with which they are analyzed were developed primarily in the sixties
and seventies and are based on a number of assumptions that hold true for tall
buildings of a regular geometric form and uncoupled fundamental mode shapes. In
particular, the inherently dynamic nature of the system is analyzed in the frequency
domain. The reason for this was mainly dictated by the impossibility of efficiently
solving large systems of ordinary differential equations. The global wind forces are
derived from the base bending and torsional moments measured in specific wind
tunnel tests using the High Frequency Force Balance (HFFB). This, at the time of
its development, represented the only viable method for ascertaining wind loads on
tall buildings. Instrumentation allowing the simultaneous measurement of hundreds
of pressure taps did not yet exist. The dynamic characteristics are then combined
with the loading information to produce a number of idealized Equivalent Static
Wind Loads (ESWLs) used in the design and optimization of the structural system.
This framework is classed as the traditional approach.
Inherent to this approach are a number of shortcomings. Firstly, by using the
HFFB only the generalized forces of the fundamental modes can be estimated.
Therefore, any resonant and background contributions of modes other than the
first three cannot be considered. Secondly, because the dynamic analysis is carried
out in the frequency domain, no information is known about the probabilistic nature
of the extreme response. Thirdly, the definition of appropriate ESWLs is greatly
complicated in the case of buildings with complex geometric forms and non linear
coupled mode shapes. This leads to ever more conservative loads which ultimately
defeat every purpose of optimizing the structural system.
The adequacy of considering only the fundamental mode shapes in the response
analysis has it roots in a number of studies carried out on prismatic tall buildings
with uncoupled modes shapes considering exclusively the alongwind and acrosswind
response. From these studies it emerged that the relative importance of higher
modes seemed negligible. However, no consideration was given to the effects that a
more complex geometric profile may have on the results.
The loss of information concerning the probabilistic nature of the response is
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bypassed by simply taking the response of tall buildings to be gaussian. This is
motivated by citing the central limit theorem. While this may be true for certain
geometric forms, it should not be so easily applied to the response of tall buildings
which will depend, for certain wind directions, on highly non-gaussian wind pressure
fields which may posses a high level of correlation therefore putting into doubt the
applicability of the central limit theorem.
Optimization techniques used in the traditional design of tall buildings are reliant
on the idealized ESWLs. A structure optimized under inadequate ESWLs can be
dangerously susceptible to failure due to particular loading conditions not accounted
for by the ESWLs. On the other hand, due to the nature of an idealized ESWL as
an envelope incorporating various worse case loading scenarios, the load is unlikely
to give an accurate description of the particular loading condition affecting an active
constraint, therefore hindering the results achieved by the optimization algorithm.
The problems outlined above are the main motivations for this study. The re-
search entails two main stages. Firstly experimental wind tunnel tests are carried
out on two 1/500 scale tall buildings using 126 simultaneously measured pressure
taps considering a full range of wind directions. The two buildings are characterized
by their geometric profiles. One has a regular prismatic form while the other has
a complex irregular geometry. In particular the irregular building is the Bank of
China building. From the pressure measurements the wind loads for each building
are estimated. By defining a coupled dynamic system for the Back of China build-
ing, calibrated to the effective modal characteristics as reported in literature, and
an uncoupled dynamic system of similar characteristics for the regular building, a
thorough investigation of the two responses is carried out. In particular the effects
of mode truncation are explored considering a full range of wind directions for both
the dynamic systems highlighting important differences. Then a systematic study
is carried out into the effects of complex geometric profiles and coupled dynamic
systems on the hypothesis of gaussianity of the response of tall buildings. Again
this is carried out for a full range of wind directions highlighting an incredible sen-
sitivity of the results to this parameter and to the buildings profile. The difference
in importance of the background dynamic response between the two systems is then
investigated.
Secondly the structural optimization of tall frameworks is reexamined with the
goal of defining an efficient Reliability-Based Design Optimization (RBDO) proce-
dure that avoids the need to define ESWLs. Not only that, but a formulation is
searched that allows the optimization of the structure to rigorously estimated relia-
bility levels while considering multiple load cases and component-wise probabilistic
constraints on both local and global responses. In particular, each local and global
response component with a specified acceptable annual probability of failure, or
inverse of the Mean Recurrence Interval (MRI), is to be carried out while rigorously
combining the aerodynamic and climatological information through a component-
wise reliability model that is capable of accurately handling highly non-linear limit
state functions.
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Chapter 1
Tall Buildings and the Wind
Hazard
The purpose of this chapter is to introduce the reader to the basic definition of
the wind hazard and how this affects the design of tall buildings. Two areas will
be examined. Firstly the diffrent extreme wind events that ultimatly define the
wind hazard for a given region will be introduced. Secondly the wind directionality
problem will be extensivly reviewed with emphasis on the shortcomings of current
approches when applied to the design of tall buildings.
1.1 The wind Hazard
The windstorms that characterize the wind hazard in a given site are produced
by the transformation of thermal energy through thermodynamic and mechanical
phenomena into mechanical energy giving rise to air motion and so wind. Various
forms of windstorms may be produced by this transformation.
Extra-tropical storms are generated by the collision, at and above midlatitudes,
of cold polar air transported by easterly winds and hot tropical air carried by west-
erly winds. The collision of these two weather fronts characterized by very different
air temperatures generates large scale windstorms known as extra-tropical storms
[1.16]. These storms occur over a very large area, in the order of thousands of kilo-
meters, and have a weak vortex structure giving rise to what are known as straight
winds.
Hurricanes are defined as tropical cyclones exhibiting sustained winds of 120
km/h or more. Tropical cyclones, known as typhoons in the Far East and simply
as cyclones in Australia and the Indian Ocean, are generated by the latent heat
released as a result of the condensation of water vapor over warm tropical oceans.
The structures of tropical cyclones are defined by translating vortexes with diam-
eters that can reach hundreds of kilometers, figure 1.1. They are relatively small
1
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Figure 1.1: Typical vortex structure of a hurricane.
compared to extra-tropical storms but can generate some of the most destructive
winds on earth. At the center of the vortex, known as the eye of the storm, there is
a region of relatively calm winds. Surrounding the eye is the region of most intense
winds and rainfall called the eye wall. The winds in this region are vertical. Out-
side the eye wall are weaker horizontal winds. Where the two regions intersect the
wind flow presents a strong updraft which is not accounted for in current engineer-
ing practice. Because of the meteorologically speaking small size and relative low
frequency of these events, adequate sampling can be hard to obtain.
Furthermore, there are many types of local storms that affect a variety of regions.
Some common events include Foehn winds which develop downwind of mountain
ridges, jet-effect winds that occur in topographical features such as gorges, and
Tornadoes which are vortex like storms that can generate winds in excess of 400
km/h and are among some of the most severe extreme wind events on earth. One of
the most common local storm events is the thunderstorm. The essential conditions
for the development of thunderstorms is the existence of warm moist air in the lower
atmosphere coupled with colder dense air at higher altitudes. This causes the warm
moist air to rise leading to the formation of heavy rain drops due to condensation.
The falling rain drops drag down the surrounding air generating what is known as
a downdraft with wind speeds that can exceed 110 km/h.
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1.2 The Atmospheric Boundary Layer
In the design of structures against wind it is the wind flow within the vicinity of the
building which is of interest. Therefore the study of the lowest few hundred meters of
the atmosphere is of fundamental interest. This region of the atmosphere is termed
the atmospheric boundary layer. This region can be defined as the region of the
Earth’s atmosphere where the effects of the surface (friction, heating and cooling)
are felt directly on a time scale of less than a day, and in which significant fluxes of
momentum, heat or matter are carried by turbulent motions on a scale of the order
of the depth of the boundary layer or less [1.14]. A couple of features of the boundary
layer that are of particular interest to the design of wind sensitive structures are the
variations with height of the mean wind profile and the atmospheric turbulence. The
following paragraphs will briefly describe the models used to define these features.
1.2.1 Wind profiles
The nearer the air flow is to the surface of the earth the slower it will move. This is
due to shear stress brought about by the roughness of the surface of the earth. As
the distance from the surface increases so does the wind speed creating a profile. The
exact shape of this profile depends on the particular surface roughness. At a certain
height above the ground the influence of the surface roughness is negligible. This
height is referred to as the gradient height and also depends on the surface roughness.
In a state of equilibrium (i.e. the mean vertical velocity profile remains constant with
streamwise distance) typical of strong wind conditions, the gradient height typically
varies from 270 m over open terrain to about 500 m over urban areas [1.11, 1.10].
It should also be observed that for equilibrium conditions to be present in the
atmospheric boundary layer the free wind must travel a significant distance over a
constant surface roughness. When equilibrium is reached, the momentum required
to overcome the surface shear stress exactly balances the supplied momentum [1.7].
Various mathematical models exist for describing the variation with height of
the mean wind vector within the atmospheric boundary layer. One such model for
horizontally homogeneous terrain is the power law given by the expression:
V¯ (z) = V¯ (zref )
(
z
zref
)α
(1.1)
where V¯ (z) is the mean wind speed at height z; V¯ (zref ) is the wind speed at a
reference height zref which is generally 10 m above the ground. The exponent α is a
characteristic of the underlying roughness of the surface which increases in value for
increased roughness and of the averaging time used to describe mean wind vector;
it has typical values of 0.17 in open country terrain and 0.24 for an average urban
environment.
The power law model provides adequate correlation with experimental data for
the upper region of the atmospheric boundary layer [1.7, 1.8]. However for the lower
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regions, which are of greatest interest to the design of buildings, the power law is
in general insufficient.
A mathematical model capable of adequately describing the lower regions of
the atmospheric boundary layer is the logarithmic law. Indeed this model has long
superseded the power law in metrological practice and is also used in the Eurocode
[1.1] and in the commentary to the ASCE 7-05 Standard [1.2]. This model is
described by the following expression:
V¯ (z) =
1
k
u∗In
z
z0
(1.2)
where k ' 0.4 is the von Ka´rma´n constant, u∗ is the surface friction velocity (if
τs is the surface shear stress, τs = ρau
2
∗, where ρa is the density of air) and z0 is
an empirical measure of the surface roughness called the roughness length. Appro-
priate values for z0 can be found in both the Eurocode [1.1] and the ASCE 7-05
commentary [1.2]. One of the more recent classifications for various roughness types
can be found in [1.34].
The mean wind speed vector not only increases with height but also rotates
somewhat with respect to its direction near the surface. This horizontal rotation
is known as the veering angle and is clockwise in the northern hemisphere and
anticlockwise in the southern hemisphere. For buildings of heights between 300 to
500 m the veering angle can reach values of 7° to 10° with respect to the mean wind
speed vector at 10 m elevation [1.29]. This angle, function of height, is generally
neglected in most engineering applications as it is in general of the order of the
resolution of the measured wind direction. However as the need and desire to use
more refined resolutions increases this will no longer be the case and the veering
angle will have to be considered.
Finally, it should be observed that due to the turbulent nature of the wind
flow within the atmospheric boundary layer the mean wind vector depends on the
averaging time. Indeed the shorter this is the higher the resulting average will be.
Due to the variety of averaging times adopted in international codes and standards
there exists various approximate expressions that allow the comparison of wind
speeds averaged over different times [1.29, 1.31].
1.2.2 Atmospheric turbulence
Atmospheric turbulence is what characterizes the air flow within the boundary
layer. It is turbulence that gives the wind speed its distinctive fluctuating nature.
It is generated by the formation of large systems of eddies, local vortices, that
decay into smaller ones. The eddies are generated by surface roughness (mechanical
turbulence) and convective movements (metrological turbulence). For intense wind
speeds, like those in storms, the metrological component can be neglected. This
situation is defined as a neutrally stable condition [1.26]. The surface roughness
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Figure 1.2: Van der Hoven spectrum.
plays an important role in determining the turbulence of a certain air flow. The
greater the roughness the greater the turbulence will be.
In 1957 Van der Hoven [1.32] calculated the spectrum of the longitudinal fluc-
tuating wind speed as shown in figure 1.2. From the analysis of the spectrum it is
clear that the energy content of the fluctuating wind speed can be divided into two
distant regions, one of low frequency content and another of high frequency content
(atmospheric turbulence). These two regions are divided by what is known as the
spectral gap that ranges between periods of 10 minutes to 1 hour. It is this feature
of the boundary layer wind flow that allows the stochastic wind field to be mod-
eled by a mean component, function of time, and by a probabilistically stationary
fluctuating component function of both time and space.
The region of high frequency content of the wind field is of particular interest
to the design of tall buildings as it is this contribution that can cause significant
dynamic effects due to resonance [1.31]. Many approximate expressions exist that
attempt to describe the high frequency region of the longitudinal fluctuating wind
[1.20, 1.28, 1.9]. One of the more widely used is that proposed by Von Ka´rma´n
which is given by the following expression:
fSVx(f)
σ2Vx
=
4fr
(1 + 70.8f 2r )
5
6
(1.3)
where f is the frequency, SVx is the power spectral density function of the longi-
tudinal wind speed, σVx is the standard deviation and fr is the reduced frequency
defined as a function of the integral length scale through the equation:
fr =
fLVx
V¯x
(1.4)
where V¯x is the mean wind speed and LVx is known as the integral length scale.
The integral length scale is in its own right an important descriptor of the
turbulence of an air flow. It is of the average size of the gusts carried in the
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mean flow. There are nine scales of turbulence corresponding to the three spatial
dimensions. The scales of turbulence represent the length, width, and height of the
gusts in each of the three spatial dimensions. Of interest for the design of buildings
are the integral scales in the direction of the mean flow (longitudinal direction),
LVx , LVy and LVz which are the gust sizes in the along wind direction, in the across
wind direction, and in the vertical direction, respectively. The longitudinal integral
scale, LVx is evaluated by:
LVx = V¯x(z)
∫ ∞
0
Cx(δ) dδ (1.5)
where V¯x(z) is the mean longitudinal wind speed at height z; Cx(δ) is the auto-
correlation function for fluctuations in the longitudinal direction. Information on
appropriate turbulence lengths is quite uncertain. Measurements seem to suggest
that LVx increases with height above ground as the terrain roughness increases [1.31].
Another important descriptor of turbulence is the turbulence intensity, I, given
at a height above ground z, as:
Iz =
σVx(z)
V¯x(z)
(1.6)
where σVx is the standard deviation of the wind speed at height z: the smoother
the terrain the less the turbulence intensity will be.
1.2.3 Dependency between wind flow and storm type
The models presented in this section were developed for strong straight winds like
those classically found in synoptic wind events. Models for other types of extreme
wind events, such as hurricanes and thunderstorms, may vary from these models.
In the case of hurricanes it appears that, for sufficiently large distances from the
eye of the storm, winds seem to take on a relatively straight nature [1.30] with
a profile similar to that encountered for synoptic events for heights up to 500 m
[1.31]. Above 500 m wind speeds appear to decrease [1.27]. It has been observed
that hurricanes also present some transient non-stationary features [1.22, 1.36, 1.33].
The quantification of the non-stationary nature of hurricane winds on tall buildings,
and buildings in general, is still an open problem. In 2000 Kawai [1.22] addressed
the influence of time varying typhoon mean wind speed on the structural response
of tall buildings using a quasi-stationary model which was considered applicable
only when the structural natural period is sufficiently small compared to the time
scale of variation of the mean wind speed.
In current practice thunderstorms are also modeled as straight winds with the
condition that the 3 s peak gust at 10 m above ground is the same for both flows.
Due to the local nature of thunderstorms this is considered conservative [1.29].
It should be observed however that thunderstorms present significantly different
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properties to strong straight synoptic winds in terms of their unique mean wind
speed profiles, rapid time varying mean wind speed, and spatially strongly correlated
wind fluctuations [1.13, 1.25]. Characterization and modelling of these transient
winds and their effects on structures through field observations, numerical, and
physical simulations have been receiving increasing attention in recent years [1.21,
1.4, 1.6, 1.17, 1.18, 1.15, 1.19, 1.35, 1.5, 1.24]. However no model or unified approach
for dealing with these effects has yet emerged. Indeed the study of thunderstorms
and appropriate models for describing them is still a very open problem.
The scope of this thesis is not the in depth modelling of hurricanes and thun-
derstorms. The models adopted will be based on the current practice therefore
considering them as stationary events that can be described from the models de-
veloped for strong straight winds. While this hypothesis is strong in the case of
thunderstorms, it is not considered restrictive for hurricanes, especially for a suffi-
cient distance from the eye of the storm a condition which is nearly always satisfied.
1.3 The wind directionality problem
Under the assumption that aeroelastic effects are negligible, any response R(V¯ , α)
of a linearly elastic structure excited by a wind speed V¯ blowing from direction α
may be expressed in the following form:
R(V¯ , α) = a(α)V¯ b(α) (1.7)
where a(α) and b(α) are directional constants. Equation (1.7) explicitly accounts
for the directional properties of the wind climate through V¯ and the directional
aerodynamics of the structure through a(α) and b(α). Both a(α) and b(α) depend
in fact on the particular aerodynamic characteristics of the structure for a given
direction. In the case of dynamically sensitive structures, they may be estimated
through dynamic analysis of the structure subject to loads gathered through ap-
propriate wind tunnel tests. For rigid structures b(α) = 2 while for dynamically
sensitive such as a tall building, b(α) will generally assume values between 2 and 3.
If the response of interest is the external pressure, than a(α) is proportional to
the peak pressure coefficient Cpk(α) with proportionality factor ρa/2, where ρa is the
density of air. In particular b(α) will be equal to 2 even for dynamically sensitive
structures giving:
P(V¯ , α) = ρa
2
Cpk(α)V¯ 2 (1.8)
Because the external pressure is independent of the dynamic characteristics of a
structure if aeroelastic effects are neglected, in order to define equivalent static
wind loads based on the external pressure distribution a dynamic argumentation
factor is necessary that accounts for the dynamic nature of the structure. This
factor is however itself a function of the incident wind direction.
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1.3.1 Non directional models: the codes
The approach of standards and codes for estimating the global response of any
structure, dynamic or not, is the definition of a number of appropriate equivalent
static wind loads based on equation (1.8) and, so, on the external pressure field.
This is achieved through the definition of a suitable extreme wind climate, V¯ , and
a number of coefficients that take into consideration factors such as site topog-
raphy, site exposure and the eventually dynamic sensitivity of the building under
consideration.
The extreme wind climate V¯ will not in general depend on direction. Practically,
this means that all the directional wind speeds are amassed into a single directionless
population on which a probabilistic model is inferred. From this model, direction-
less design wind speeds can be determined. The dependency of the response on
the directional characteristics of both structural aerodynamics and extreme wind
climate is then accounted for through a directionality factor. For instance the ap-
proach specified in the analytical procedure of the ASCE 7 standard [1.2] consists
in defining a wind directionality factor, Kd, that multiplies the response obtained
from simultaneously considering the aerodynamically most severe direction excited
by the maximum extreme wind speed. In terms of (1.8) the situation is represented
as:
P(V¯ , α) = Kdρa
2
max[Cpk(α)]max[V¯ 2(α)] (1.9)
This procedure is conceptually equivalent to rotating the building about its vertical
axis so that the aerodynamically most unfavorable direction coincides with the
direction of the largest wind speed during a year or a storm, and then multiplying the
wind effect so obtained by Kd. Therefore Kd has the onerous task of estimating the
probability of this scenario. The Eurocode [1.1] also defines a directional factor, Cdr.
However it leaves the determination of appropriate values to the various national
annexes while recommending a value of 1 which is equivalent to not considering
directional effects at all.
One of the difficulties in trying to define a coefficient to account for the direc-
tional aerodynamic and wind climate characteristic is the large number of param-
eters on which it depends. Indeed not only does it depend on the wind climate,
building aerodynamics and particular building orientation, but it can also be shown
to depend on the Mean Recurrence Interval (MRI) of the desired wind effect [1.3].
It is therefore unreasonable to think that a blanket value can guarantee satisfactory
results.
It should also be observed that directional effects are greatly amplified in the
case of dynamically sensitive structures such as tall buildings. Indeed the response
of this type of structure will be far more sensitive to small changes in wind direction
due to the insurgence of resonance. This means that any semi-empirical direction-
ality factor runs the risk of severely underestimating or overestimating the actual
wind effect. It must be understood however that wind codes and standards have the
tremendously difficult task of reducing to a bare minimum the fundamentally com-
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plex wind structure interaction phenomena. Therefore it could be argued that, for
rigid structures at least, the simplifications used in defining the wind directionality
factor is in line with other assumptions like those used to reduce the vast quan-
tity of aerodynamic data to a few numbers contained in tables and plots. Indeed
dynamically sensitive structures are in reality only covered to a certain extent by
codes and standards with limitations placed on both height and expected resonant
amplification. Therefore codes, by their own admittance, should not be the only
source of information on the wind effects on tall buildings that are expected to have
significant resonant amplification.
The remainder of this section will be dedicated to examining several detailed
approaches used in conjunction with wind tunnel tests with the aim of accounting
for the directional dependency that a particular response has on the aerodynamic
and extreme wind climate.
1.3.2 Directional models
Sector by sector approach
Due to its simplicity the sector by sector approach is probably one of the most
widely adopted techniques used to account for the wind directionality problem.
The approach is based on separate estimates of the effects induced by wind blowing
from each of the sectors of the compass, that is, by each of the sectorial wind speeds.
To illustrate the technique imagine defining i = 1, 2, ..., q sectors for which the
extreme wind speeds, V¯i, are known for various MRIs. Now consider the secto-
rial responses of a particular wind effect Ri(V¯i(N)) = aiV¯
bi
i (N) obtained consid-
ering the sectorial wind speeds V¯i(N) all with the same MRI of N years. The
sectorial design criterion consists in taking the largest of the sectorial responses
Rm = maxi[Ri(V¯i(N))] with the belief that this represents the largest response with
an MRI of N years. However it can be demonstrated that this is not the case.
Indeed the response obtained this way will have an MRI that must be less than N
years [1.29]. This important result will be demonstrated in the following.
Denoting with iˆ the sector in which Rm occurs, from the definition of the sec-
torial design criterion the response Rm = Riˆ = Ri(V¯iˆ(N)) has a probability of non
occurrence during a year of PR(R ≤ Rm) = 1/(1 − 1/N) which corresponds to a
MRI of N years. The wind speeds blowing from sectors other than iˆ that will induce
the same response Rm by definition must have an MRI greater than N . However
there will in general exist a wind speed blowing from a sector other than iˆ that will
induce the response Rm. This will be true for all sectors. Therefore denoting with
ˆ¯V (Ni), (i = 1, 2, ..., q) the sectorial wind speeds that induce the response Rm, the
probability that R ≤ Rm regardless of wind direction is equal to the probability
that V¯1 ≤ ˆ¯V1(N1) and V¯2 ≤ ˆ¯V2(N2) and,..., and V¯q ≤ ˆ¯Vq(Nq), therefore:
PR(R ≤ Rm) = Prob[V¯1 ≤ ˆ¯V1(N1), V¯2 ≤ ˆ¯V2(N2), ..., V¯q ≤ ˆ¯Vq(Nq)] (1.10)
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By assuming that the speeds V¯1, V¯2, ..., V¯q are mutually independent it follows from
(1.10) that:
PR(R ≤ Rm) = Prob[V¯1 ≤ ˆ¯V1(N1)]Prob[V¯2 ≤ ˆ¯V2(N2)]...
Prob[V¯q ≤ ˆ¯Vq(Nq)] < 1
1− 1
N
(1.11)
which means that the MRI of the response Rm is in reality less than N years.
Obviously the sectorial wind speeds are not independent, however for the sector by
sector approach to properly predict the MRI of the response the wind speeds would
have to be perfectly correlated. A condition that is obviously impossible. Therefore
the sector by sector approach is unconservative.
Approach based on the mean outcrossing rate
An alternative method for estimating the N year response RN(V, α) (where V¯ is
indicated simply by V in the rest of this section for the sake of clarity) that at-
tempts to account for the directional aerodynamic and extreme wind climate is the
approach based on the estimation of the mean outcrossing rate of an appropriate
2-dimensional limit state boundary. Indeed by rearranging (1.7) it is possible to
estimate the wind speed VR(α) necessary to induce in the structure a response level
R for a wind direction α. The equation is shown below:
VR(α) =
[
R
a(α)
] 1
b(α)
(1.12)
By varying the direction of the wind speed in the interval [0, 2pi] it is possible to
construct a 2-dimensional limit state boundary in the V −α space representing the
wind velocity necessary to induce the response R. A typical boundary for various
response levels is shown in figure 1.3. In the life time of a structure, the wind speed
will vary both in direction and speed describing a continuous curve in the V − α
space. It is the estimation of the average number of times that this curve up-crosses
the various boundaries that is of interest.
By considering the reference system defined by the normal n, and tangent s,
to the response boundary, (figure 1.3), it can be shown that the two dimensional
out-crossing rate is given by:
N(R) =
∫
δR
∫ ∞
0
p1(vn, vs)v˙ngV˙n|Vn,Vs(v˙n|vn, vs)dv˙ndvs (1.13)
where vn and vs are the normal and tangential components of the wind velocity
vector V with respect to the response boundary δR; p1 is the joint probability den-
sity function of the of vn and vs; v˙n is derivative process of V normal the boundary
response while g is the probability density function of v˙n conditional on V = VR.
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From a practical point of view it is far more convenient to write (1.13) in polar
coordinates using the following transformation:
p1(vn, vs) =
1
V
p(V, α) (1.14)
dvs =
√
1 +
(
1
VR
dVR
dα
)2
VRdα (1.15)
v˙n = (V˙R +
dVR
dα
α˙)
√
1 +
(
1
VR
dVR
dα
)2
(1.16)
This allows (1.13) to be written in the following way:
N(R) =
∫ 2pi
0
∫ ∞
0
p(V, α)v˙nfV˙n|VR,α(v˙n|VR, α)
√
1 +
(
1
VR
dVR
dα
)2
dαdv˙n (1.17)
where p is the joint probability density function between VR and α. While the es-
timation of p is quite straightforward through the use of a generalized Weibull distri-
bution, the unbiased and reliable estimation of the averages E[V˙n(V˙ , α˙, VR, α)g(V˙ |VR, α)]
represents the biggest obstacle to the implementation of this method.
A widely adopted technique for estimatingN(R), first proposed in [1.12], consists
in considering firstly the random process defined by the wind velocity independent
Figure 1.3: Typical response boundary.
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from the derivative process V˙n and secondly the derivative processes V˙ and V˙n
interchangeable. These hypotheses are equivalent to considering the dependency
on wind direction of the average E[v˙ngV˙n|Vn,Vs(v˙n|vn, vs)] to be negligible, a proposal
deemed unacceptable by some authors [1.29] given the anisotropy of the wind vector
process. These assumptions allow (1.17) to take on the following form:
N(R) =
∫ ∞
0
V˙ fV˙ (V˙ )dV
∫ 2pi
0
p(VR, α)
√
1 +
(
1
VR
dVR
dα
)2
dα (1.18)
This allows the average E[V˙ fV˙ (V˙ )] to be estimated directly from a non directional
model of the wind climate. In particular if the derivative process is considered to
be not only independent from the process V , but also normally distributed, than
the average E[V˙ fV˙ (V˙ )] may be estimated through the expression:∫ ∞
0
V˙ fV˙ (V˙ )dV =
√
2piνσV (1.19)
in which σV is the standard deviation of the s wind climate model while ν is the
cycling rate of this climate model given by:
ν =
1
2pi
σV˙
σV
(1.20)
where σV˙ is the standard deviation of the derivative process. This allows equation
(1.13) to be written as:
N(R) =
√
2piνσV
∫ 2pi
0
p(VR, α)
√
1 +
(
1
VR
dVR
dα
)2
dα (1.21)
with ν expressed in terms of occurrences per annum, N(VR) gives the yearly crossing
rate. Consequently the return period for the response level VR is:
T (R) =
1
N(R)
(1.22)
While formally elegant, it has been observed that methods based on the estimation
of the mean out-crossing rates, and particular equation (1.21), tend to underestimate
the response with specified MRIs, a concern observed in [1.29]. As mentioned the dif-
ficulty in this approach is mainly in estimating the averages E[v˙ngVn|V˙n,Vs(v˙n|vn, vs)].
In the formulation presented herein, the assumption that E[v˙ngVn|V˙n,Vs(v˙n|vn, vs)]
does not depend on the wind direction is seen as particularly severe especially for
wind climates characterized by the presence of hurricanes which have a significant
directional swing during their passage. It should also be observed that by assuming
V˙ normally distributed alongside the independence of V˙ from VR, will in general
lead to underestimation of the mean crossing-rate in the case of non gaussian pro-
cesses such as V . Another formulation to estimate the mean out-crossing rate can
be found in [1.23]. This method uses another set of equally strong assumptions in
order to estimate N(R). In particular it is necessary to estimate not only V˙ but
also α˙ which presents a number of practical difficulties.
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1.3.3 An open problem
The wind directionality problem outlined above represents an open problem that
is often overlooked. This is probably because for standard buildings wind is not
usually the governing effect or at least is in line with other effects. Therefore
simple non-directional approach is indeed adequate. This is not the case however
for wind sensitive structures such as tall buildings where the proper combination
of aerodynamic and climatological information is paramount for guaranteeing an
adequate level of safety and ensuring an economical design solution.
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Chapter 2
Traditional methods for the Wind
Analysis of Tall Buildings
The response analysis of tall buildings subject to extreme wind events has been the
focus of numerous studies and experimental research. Over the years various meth-
ods have emerged to form a well established and universally accepted approach.
These methods are however based on a number of hypotheses, some more reason-
able then others. This chapter will attempt to describe what has now become the
traditional approach to the design and analysis of tall buildings against extreme
wind events. In particular, effort will be made to highlight those hypotheses that
are deemed obsolete in light of recent advances in both knowledge and technology.
2.1 Structural dynamics of tall buildings
The wind induced response of structures can be divided into three parts [2.25, 2.26]:
(1) the mean response, given by the mean component of the wind load, (2) the back-
ground or quasi-static response caused by the fluctuating component of the wind
load whose frequencies differ significantly from the natural frequencies of vibration
of the structure, and (3) the resonant response due to the fluctuating wind force
components with frequencies equal or close to the structural natural frequencies.
The resonant part of the response is associated with dynamic amplification effects.
The relative importance of the fluctuating components of the response strongly
depends on the dynamic characteristics of the structure. In particular, the natural
frequencies associated with the first modes of the building will determine whether
the fluctuating dynamic response is mainly driven by the background response or
by the resonant response. Due to their size and slenderness, tall buildings will in
general have several natural frequencies of vibration of less then 1 Hz; this makes
them susceptible to significant resonance when excited by extreme wind events.
Therefore, in the design and analysis of tall buildings dynamic, and in particular
17
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resonant effects, must be estimated. Over the years certain methods have become
the norm. These methods will be the focus of the following paragraphs. It should be
appreciated that the following methods assume aeroelastic effects to be negligible.
2.1.1 Formulation of the equations of motion
The global behavior of tall buildings can be modeled by an equivalent dynamic
system considering each floor as a rigid diaphragm with three degrees of freedom
(i.e. x- and y-displacement, relative to the ground, of the center of mass, and θ-
rotation about a vertical axis through the center of mass). The concept of rigid
floor diaphragms was introduced nearly 40 years ago as a means of increasing the
efficiency of the solution process associated with structural dynamics [2.8]. The
equations of motion are formulated at the storey mass centers as the resulting
eigenvalue problem is computationally simpler [2.21]. Under these hypotheses the
dynamic equilibrium of an N-story building with mass and stiffness eccentricities
which can vary from floor to floor is given by:
Mz¨(t) +Cz˙(t) +Kz(t) = f(t) (2.1)
In which:
M =
Mx 0 00 My 0
0 0 J
 (2.2)
K =
Kxx Kxy KxθKTxy Kyy Kyθ
KTxθ K
T
yθ Kθθ
 (2.3)
C =
Cxx Cxy CxθCTxy Cyy Cyθ
CTxθ C
T
yθ Cθθ
 (2.4)
z = {zTx (t) zTy (t) zTθ (t)}T (2.5)
f = {fTx (t) fTy (t) fTθ (t)}T (2.6)
where the displacement response sub-vectors are zx(t) = {zx1(t), zx2(t), ..., zxN(t)}T ,
zy(t) = {zy1(t), zy2(t), ..., zyN(t)}T and zΘ(t) = {zθ1(t), zθ2(t), ..., zθN(t)}T ; the mass
sub-matrices are Mx = My = diag[mi] for i = 1, 2, ..., N , in which mi is the
lumped mass of floor i, while the sub-matrix of moments of inertia of the floor
diaphragms is J = diag[Ji] for i = 1, 2, ..., N , in which Ji represents the polar
moment of inertia of floor i about a vertical axis through the center of mass. Kxx,
Kyy, Kθθ, Kxy, Kxθ, Kyθ and Cxx, Cyy, Cθθ, Cxy, Cxθ, Cyθ are the sub-matrices
of the stiffness and damping of the building respectively, while f is the vector of
the zero mean fluctuating components f = {fTx fTy fTθ }T of the wind load acting at
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the center of mass of each floor given, for the directions x, y and θ, where the sub-
vectors are fx(t) = {fx1(t), fx2(t), ..., fxN(t)}T , fy(t) = {fy1(t), fy2(t), ..., fyN(t)}T
and fθ(t) = {fθ1(t), fθ2(t), ..., fθN(t)}T .
Having divided the wind load into a mean component and a fluctuating zero
mean component, the total response of a linear system will obviously be given
by the sum of the mean response and the dynamic response. While the dynamic
response is obtained by (7.7), the mean response is simply given by:
Kz¯ = f¯ (2.7)
where z¯ is the mean displacement response and f¯ is the mean force vector.
Equation (7.7) is a set of 3N coupled equations of motion governing the dynamic
response of a particular building. By formulating the equations in the centers of
mass of each floor the mass matrix will always assume the form shown in (2.2). As
regards the stiffness matrix of (2.3), its terms will vary depending on the character-
istics of the structure under consideration. In particular, for a building with centers
of mass aligned on a single vertical axis and structural elements orientated in two
perpendicular directions x and y, the stiffness sub-matrices are given by [2.20, 2.14]:
Kii =

ki1 + ki2 −ki2 0 · · · 0
−ki2 ki2 + ki3 −ki3 · · · 0
...
...
...
...
0 0 0 · · · kiN
 i = x, y, θ (2.8)
Kxθ =

ey1kx1 + ey2kx2 −ey2kx2 0 · · · 0
−ey2kx2 ey2kx2 + ey3kx3 −ey3kx3 · · · 0
...
...
...
...
0 0 0 · · · eyNkxN
 (2.9)
Kyθ =

ex1ky1 + ex2ky2 −ex2ky2 0 · · · 0
−ex2ky2 ex2ky2 + ex3ky3 −ex3ky3 · · · 0
...
...
...
...
0 0 0 · · · exNkyN
 (2.10)
Kxy = Kyx = 0 (2.11)
in which kil is the stiffness of the lth storey in ith direction (i = x, y, θ), while
exl and eyl are the eccentricities between the centers of resistance and mass at the
lth floor. Furthermore, if a building not only has the centers of mass aligned on a
vertical axis, but also has coincident resistance and mass centers, Kxθ and Kyθ will
also be null matrices and the building will experience uncoupled mode shapes. The
advantage of this will become clear in the following part of this chapter.
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2.1.2 Modal analysis
The coupled equations of motion of (7.7) can be solved through modal analysis
[2.7, 2.9]. In this framework the modal frequencies ωk and mode shapes φk for
k = 1, 2, ..., 3N , are the roots and non trivial solution of the following equations
respectively [2.7, 2.9]:
det(ω2M+K) = 0 (2.12)
(−ω2kM+K)φk = 0 (2.13)
Due to the orthogonality of the mode shapes [2.7, 2.9], if Rayleigh damping is con-
sidered the coupled system of (7.7) may be transformed into a set of 3N uncoupled
single degree of freedom equations of motion:
q¨k(t) + 2ζkωkq˙k(t) + ω
2
kqk(t) =
fk(t)
φTkMφk
(2.14)
where ζk, and ωk are the kth generalized damping ratio and circular frequency
respectively, while fk(t) is the generalized force given by:
fk(t) = φTk f(t) (2.15)
The vector q(t) represents the generalized displacements and is linked to the vector
z by:
q(t) = Φ−1z(t) (2.16)
where Φ =
[
φ1 φ2 . . . φ3N
]
is the modal matrix. Therefore from the knowl-
edge of the global mass matrix, circular frequencies, damping ratios, mode shapes
and time varying floor loads, the modal equations of motion can be solved. The
advantage of this method compared to direct integration of (7.7) is twofold. Firstly,
as mentioned, the coupled system in (7.7) is now an uncoupled system; secondly it
is not generally necessary to solve all the uncoupled equations to adequately esti-
mate the response. Indeed, due to the frequency content of the exciting function,
namely the wind load, the first few modes will in general be sufficient for an accurate
response estimation.
Following this framework the response displacements and accelerations in the
global reference system can be expressed in terms of the contributions of j =
1, 2, ..., n ≤ 3N modes. The displacements for example are given by:
z(t) ≈ [φ1 φ2 . . . φn] {q1, q2, . . . , qn}T (2.17)
Likewise the accelerations are given by:
z¨(t) ≈ [φ1 φ2 . . . φn] {q¨1, q¨2, . . . , q¨n}T (2.18)
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In a similar fashion, from the knowledge of the generalized displacements q, any
other response parameter of interest R (for example the bending moment in a spe-
cific member) may be calculated by:
R(t) = {Λ1,Λ2, . . . ,Λn}{q1, q2, . . . , qn}T (2.19)
where {Λ1,Λ2, ...,Λn}T = Λ is the vector of modal participation coefficients for
R, representing the static response of R under the modal inertial load with a unit
generalized displacement:
Λj = {ϑTx ϑTy ϑTθ }

fˆjx
fˆjy
fˆjθ
 (2.20)
where the ith component of the subvector fˆjs, given by
fˆjsi = ω
2
jmisφjsi (2.21)
is the jth modal inertial load with a unit generalized displacement acting at the
mass center; the ith component ϑsi of the subvector ϑs is the influence function
representing the response R under a unit load acting at the mass center of the ith
floor along the s direction; mix = miy = mi and miθ = Ji.
As described previously the dynamic response can be divided into a background
quasi-static response and a resonant response. In a similar fashion the modal con-
tributions may be divided into background and resonant components. Indeed the
response superposition method of (2.19) can be replaced by the static correction
method [2.7]:
R(t) = {Λ1,Λ2, . . . ,Λn}{q1r, q2r, . . . , qnr}T + {Λ1,Λ2, . . . ,Λn}{q1b, q2b, . . . , qnb}T
(2.22)
where qjb(t) = fj(t)/kj is the jth background (quasi-static) generalized displacement
with kj = ω2jφ
T
j Mφj which is the jth generalized stiffness and qjr(t) = qj(t) −
qjb(t) is the jth resonant generalized displacement, i.e. the generalized displacement
excluding the quasi-static component.
It should be noticed that the quantification of the background response Rb(t)
including all mode contributions is equivalent to the quasi-static analysis in terms
of the influence function, i.e.
Rb(t) = {Λ1,Λ2, . . . ,Λ3N}

q1b
q2b
...
q3Nb
 = {ϑ
T
x ϑ
T
y ϑ
T
θ }

fx
fy
fθ
 (2.23)
A particular solution of equations (2.12) and (2.13) is obtained when the centers
of mass and stiffness for each floor are coincident and lay on a vertical axis, and
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each floor is characterized by coincident principal directions. Under this scenario,
as mentioned, the off diagonal stiffness sub-matrices of (2.3) will be null. The con-
sequence of this is that the fundamental mode shapes derived from the solution of
(2.13) will be defined as uncoupled. What this means is that within the reference
system with vertical axis passing through the centers of mass of each floor, and hor-
izontal axes aligned with the principal floor directions, the first three mode shapes
(fundamental modes) will be characterized by displacements occurring exclusively
in one of the principal floor directions or by a rotation around the vertical axis.
Otherwise the building will, in general, experience coupled modes, that is funda-
mental mode shapes characterized by simultaneous displacements in at least two
directions.
It should also be appreciated that if the building has well separated fundamental
frequencies (but this is an unlikely event in the case of typical tall buildings) the
mode shapes will become uncoupled even if the mass and stiffness centers do not
lie on a single vertical axis.
2.2 Frequency domain response analysis
2.2.1 General theory
It has become the norm to carry out the response analysis of tall buildings in the
frequency domain using the theory of random vibrations [2.27, 2.22]. The reason
for the preference of these methods over, for example, time domain techniques, is
the computational advantage they enjoy, and by the fact that the analysis of tall
buildings was developed primarily during the 1970s when fast and efficient Ordi-
nary Differential Equation (ODE) solvers did not exist, therefore making frequency
domain analysis the only applicable method.
Based on the theory of random vibration [2.27, 2.9] the spectral density matrix
of the generalized displacement response vector Sq [2.2, 2.23] can be obtained from
the spectral density matrix of the generalized forces SQ:
Sq(ω) = H(ω)SQ(ω)H
∗(ω) (2.24)
where SQij(ω) is XPSD of the generalized forces Qi and Qj while H = diag[Hj] is
the complex mechanical transfer function with Hj defined as [2.27, 2.9]:
Hj(ω) =
1
mjω2j [1− (ω/ωj)2 + 2iζjω/ωj]
(2.25)
where mj is the generalized mass and H
∗(ω) is the complex conjugate of H(ω).
From the XPSDmatrices of the generalized displacements it is possible to express
the PSD, SR(ω), of a specific response R through its modal participation coefficients,
Λ = {Λ1,Λ2, ...,Λn}T , as:
SR(ω) = Λ
TSq(ω)Λ (2.26)
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If the response parameter coincides with the displacement, velocity, or acceleration
at the mass center of the ith floor in the s direction, Λj, is respectively given by
φjsi, ωjφjsi and ω
2
jφjsi for s = x, y, θ.
Substituting equation (2.24) into (2.26), one obtains the PSD of the physical
response from the XPSD of the generalized forces:
SR(ω) = Λ
TH(ω)SQ(ω)H
∗(ω)Λ (2.27)
Equation (2.27) represents the full spectral approach with contributions to SR(ω)
from all the cross modal correlations. Indeed, as will be discussed, equation (2.27)
is rarely rigorously resolved when estimating the response of tall buildings.
From the definition of the PSD function as the Fourier transform [2.32] of the
autocorrelation function of the random process R(t), the RMS of R, σR, can be
calculated by the integration of the one sided PSD, SR(ω), of the response process:
σ2R =
∫ ∞
0
SR(ω)dω (2.28)
An alternative and widely adopted way of expressing σR is through combination
of the RMS modal responses σjj and cross modal responses σjk, which, using sum
notation for clarity, is:
σ2R =
3N∑
j=1
Λ2Rjσ
2
qjj
+
3N∑
j=1
3N∑
j=1
ΛRjΛRkσ
2
qjk
(2.29)
in which σ2qjk is given by:
σ2qjk = Re
[ ∫ ∞
0
Hj(ω)H
∗
k(ω)SQjk(ω)dω
]
(2.30)
Equation (2.29) represents the Complete Quadratic Combination (CQC) [2.33] of
the various modal contributions; if only the first part of the right hand side is
considered, it coincides with the Square Root of the Sum of Squares (SRSS) rule.
Equation (2.29) may also be written in terms of the modal correlation coefficient
given by:
rjk =
σ2qjk
σqjjσqkk
=
Re[
∫∞
0
Hj(ω)H
∗
k(ω)SQjk(ω)dω]∫∞
0
|Hj(ω)|2SQjj(ω)dω
∫∞
0
|Hk(ω)|2SQkk(ω)dω
(2.31)
while (2.29) becomes:
σ2R =
3N∑
j=1
Λ2Rjσ
2
qjj
+
3N∑
j=1
3N∑
k=1
ΛRjΛRkrjkσqjjσqkk (2.32)
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It is often convenient to express σR in terms of its background σRb and resonant
σRr contributions. Indeed, due to the lack of correlation that exists between the
resonant and background physical and modal responses, (2.32) may be written as:
σ2R = σ
2
Rb+σ
2
Rr =
3N∑
j=1
Λ2Rj(σ
2
qjjb
+σ2qjjr)+
3N∑
j=1
3N∑
k=1
ΛRjΛRk(rjkbσqjjbσqkkb+rjkrσqjjrσqkkr)
(2.33)
where σqjjb and σqjjr are the background and resonant modal responses while rjkb
and rjkr are the background and resonant modal correlation coefficients given re-
spectively by:
rjkb =
σ2qjkb
σqjjbσqkkb
=
Re[
∫ f ′
0
Hj(ω)H
∗
k(ω)SQjk(ω)dω]∫ f ′
0
|Hj(ω)|2SQjj(ω)dω
∫ f ′
0
|Hk(ω)|2SQkk(ω)dω
(2.34)
rjkr =
σ2qjkr
σqjjrσqkkr
=
Re[
∫∞
f ′ Hj(ω)H
∗
k(ω)SQjk(ω)dω]∫∞
f ′ |Hj(ω)|2SQjj(ω)dω
∫∞
f ′ |Hk(ω)|2SQkk(ω)dω
(2.35)
where f ′ is a frequency smaller than or equal to the natural frequency of the first
vibrational mode.
While the mechanical coupling due to any 3D mode shape is accounted for
through the modal participation coefficients, the double sum of the right hand side
of (2.29) or (2.32) represents the contribution of the modal correlation (inter-modal
coupling) due to statistical coupling. This may be accurately quantified through the
solution of equations (2.31) or (2.34) and (2.35), and therefore from the knowledge
of the XPSD of the generalized forces. An important class of buildings is that
exhibiting negligible inter-modal coupling, i.e. with rjkb and rjkr nearly equal to
zero. This occurs when a building has uncoupled mode shapes together with regular
geometric form (such as rectangular prism). These conditions are often satisfied by
traditional tall buildings. Indeed, under these circumstances, even if the building
has relatively closely spaced frequencies the inter-modal correlation will be negligible
due to the low correlation between the generalized forces. Obviously the task of
estimating the RMS of a particular response is greatly facilitated in these cases as
only the PSD of the generalized forces is necessary for the accurate determination of
σR through what now becomes a SRSS combination. Indeed traditional methods for
the analysis of tall buildings in general neglect the effect of inter-modal correlation.
In recent years however, tall building design has moved away from simple geometric
forms leading to a vast number of proposed buildings that have coupled 3D modes.
This has produced a number of studies aiming at a better understanding of the
role of modal correlation and at the formulation of effective methods for estimating
equations (2.31) or (2.34) and (2.35) [2.28, 2.19, 2.6, 2.5, 2.4]. The next section will
outline some of the proposed resolution methods.
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2.2.2 Resolution methods
In order to implement the procedure outlined in the previous section it is necessary
to estimate the modal correlation coefficients, rijb and rijr, and the RMS modal
displacement responses, σqjjb and σqjjr . A number of techniques have been proposed
over the years. In particular the following procedure proposed in [2.5, 2.4] and based
on techniques developed mainly for seismic response analysis [2.28, 2.19] has become
the baseline.
In this method the background modal displacement RMS is estimated as:
σ2qjjb =
∫ f ′
0
|Hj(ω)|2SQjj(ω)dω ≈
1
m2jω
2
j
∫ ∞
0
SQjj(ω)dω (2.36)
while the resonant modal RMS is estimated based on the white noise assumption.
Indeed, due to the relatively low damping of tall buildings the mechanical transfer
function will behave like a narrow band filter. Therefore the resonant RMS of the
jth generalized displacement may be approximated by assuming the generally broad
band power spectral density function of the generalized forces, SQjj(ω), to be white
noise giving:
σ2qjjr =
∫ ∞
f ′
|Hj(ω)|2SQjj(ω)dω ≈
1
8m2jω
3
j ζj
SQjj(ωj) (2.37)
It follows that the background modal correlation coefficients can be estimated as:
rjkb ≈
∫∞
0
Re[SQjk(ω)]dω√∫∞
0
SQjj(ω)dω
√∫∞
0
SQkk(ω)dω
=
σ2Qjkb
σQjjbσQkkb
= rQkj (2.38)
while the resonant modal correlation coefficients can be estimated from the closed
form expression [2.13]:
rjkr = αjkrρjkr (2.39)
where:
αjkr ≈
Re[SQjk(ω¯)]√
SQjj(ω¯)
√
SQkk(ω¯)
(2.40)
where ω¯ is a circular frequency equal to ωj or ωk, while ρjkr is given in [2.13]:
ρjkr =
8
√
ξjξk(βjkξj + ξk)β
2/3
jk
(1− β2jk)2 + 4ξjξkβjk(1 + β2jk) + 4(ξ2j + ξ2k)β2jk
(2.41)
where βjk = ωj/ωk with 0 ≤ ρjkr ≤ 1, ρjjr = ρkkr = 1 and ρjkr = ρkjr ¿ 1 when
ωj and ωk are well separated. It is important to understand the role αjkr plays in
determining the resonant modal correlation. Indeed this parameter represents the
effect that the partially correlated generalized forces have on the resonant correlation
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which not only depends on the modal frequencies and damping ratios. Also, in
general, |αjkr| ≤ 1, and only when the generalized forces are fully correlated |αjkr| =
1. This is an importance difference between structures subject to wind loading
compared to seismic loading with a single ground motion input for which |αjkr| = 1,
[2.4, 2.6, 2.5, 2.34].
The white noise assumption used in the estimation of rijb, rijr, σqjjb and σqjjr
is not deemed acceptable by some authors [2.16, 2.17]. Instead it is proposed to
estimate the modal correlation coefficient, rjk, through the spectral moment method.
By taking into account both the real and imaginary parts of the product between
the modal admittance function and XPSD matrix of the generalized forces, the
resonant inter-modal correlation coefficient may be expressed as:
rjk =
1√
ψjjψkk
[ψ0,jk + β
(1)
jk ψ2,jk + β
(2)
jk ψ4,jk − β(3)jk ψ1,jk − β(4)jk ψ3,jk] (2.42)
where ψjj denotes the spectral moment of the response of a single degree of free-
dom oscillator with natural frequency ωj, while ψm,jk represents the cross spectral
moments of the responses associated with modes j and k as:
ψjj =
∫ ∞
0
|Hj(ω)|2SQjj(ω)dω (2.43)
ψm,jk =
{∫∞
0
ωm|Hj(ω)|2|Hk(ω)|2Re[SQjk(ω)]dω, m = 0, 2, 4∫∞
0
ωm|Hj(ω)|2|Hk(ω)|2Im[SQjk(ω)]dω, m = 1, 3
(2.44)
while the coefficients β(1), β(2), β(3) and β(4) are given in terms of the modal fre-
quencies and damping ration as:
β
(1)
jk =
4ξjξkωjωk − ω2j − ω2k
ω2jω
2
k
(2.45)
β
(2)
jk =
1
ω2jω
2
k
(2.46)
β
(3)
jk =
2(ξkωj − ξjωk)
ωjωk
(2.47)
β
(4)
jk =
2(ξjωj − ξkωk)
ω2jω
2
k
(2.48)
2.3 The total response and the peak factor
In the design of buildings it is the maximum value of the response process R(t)
that is of interest. In particular, it is common practice to consider as the design
value the maximum response with a specified probability of non-exceedance for an
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observation period T . If the response process R(t) is normalized so as to have zero
mean and unit variance, the maximum response, with a specified probability of
non-exceedance during an observation period T , defines what is known as the peak
factor g of the process R(t). Therefore the total maximum response, including the
mean response may be written as:
RTotmax = µR + gRσR (2.49)
Likewise the minimum response is given by:
RTotmin = µR − gRσR (2.50)
where µR and σR are the mean and the standard deviation of R. If R(t) is distributed
symmetrically around its mean, g will take on the same value for both the maximum
and minimum total responses allowing (2.49) and (2.50) to be simply written as:
RTotmax or min = µR ± gRσR (2.51)
Equations (2.49) and (2.50) may also be formulated in terms of the background and
resonant responses as:
RTotmax = µR +
√
g2Rbσ
2
Rb
+ g2Rrσ
2
Rr
(2.52)
RTotmin = µR −
√
g2Rbσ
2
Rb
+ g2Rrσ
2
Rr
(2.53)
where gRb and gRr are the background and resonant peak factors respectively. Equa-
tions (2.52) and (2.53) can also be simplified if both Rb(t) and Rr(t) are symmetri-
cally distributed around their means. The next sections will describe how the peak
factor is estimated for stationary random processes.
2.3.1 Out-crossing rates of univariate random processes
The 1-dimensional level crossing problem addresses the number of times that a
univariate random process {R(t),−∞ < t < ∞} crosses the level r in the time
interval (t, t+∆t). Each crossing of level r with positive slope is defined as an up-
crossing. In particular, if R(t) is differentiable, then there must be a finite number
of up-crossings in the interval (t, t+∆t). An up-crossing will occur in (t, t+∆t) if:
R(t) < r, R˙(t) > 0, R(t) + R˙(t)∆t > r (2.54)
where R˙(t) is the derivative process. The probability of this occurring is given by:
Prob{(r − R˙(t)∆t < R(t) < r) ∩ (R˙ > 0)} (2.55)
which also corresponds to the average number of up-crossings in the interval (t, t+
∆t). As ∆t −→ 0, the number of up-crossings that can occur are zero or one.
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Therefore, denoting the up-crossing rate of the level r as ν+(r, t), the mean up-
crossing rate of R(t) is given by:
ν+(r, t) = lim
∆t→0
1
∆t
Prob{(r − R˙(t)∆t < R(t) < r) ∩ (R˙ > 0)} (2.56)
which yields:
ν+(r, t) =
∫ ∞
0
r˙pRR˙(r, r˙, t)dr˙ (2.57)
where pRR˙(r, r˙, t)dr˙ is the joint probability density function of {R(t), R˙(t)}. Equa-
tion (2.57) is the well known Rice formula [2.24] a rigorous proof of which can be
found in [2.10]. Equation (2.57) may also be written in the following form [2.27]:
ν+(r, t) = pR(r, t)
∫ ∞
0
r˙pR|R˙(r˙, t)dr˙ (2.58)
where pR is the probability density function of R(t) while pR|R˙ is the conditional
probability density function of R˙ given R.
Equally the down-crossing rate, ν−(r, t), is defined as the average number of
times that R(t) crossing with negative slope the level r. The following expressions,
which are analogous to equations (2.57) and (2.58), can be written:
ν−(r, t) = −
∫ ∞
0
r˙pRR˙(r, r˙, t)dr˙ (2.59)
ν−(r, t) = −pR(r, t)
∫ ∞
0
r˙pR|R˙(r˙, t)dr˙ (2.60)
If R(t) is a stationary process the mean crossing rates become time invariant, i.e.
ν+(r, t) = ν+(r) and ν−(r, t) = ν−(r).
In the case that R(t) is a stationary gaussian random process, the conditional
probability pR|R˙ is given by: ∫ ∞
0
r˙pR|R˙(r˙, t)dr˙ =
σR˙√
2pi
(2.61)
where σR˙ is the variance of R˙ given by:
σR˙ =
√∫ ∞
0
ω2SR(ω)dω (2.62)
while the mean crossing rate will be given by:
ν+(r) =
1
2pi
σ˙R˙
σR
exp
[
−1
2
(
r − µR
σR
)2]
(2.63)
Because the Gaussian distribution is symmetric with respect to the mean µR, the
mean up-crossing rate coincides with the mean down-crossing rate.
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2.3.2 Maxima distributions of stationary processes
With the aim of determining the maximum response with a specified probability
of non-exceedance during an observation period T that is of interest in the design
of buildings, consider the stationary response process R(t), denote with RT the
maximum value assumed by R in the interval (0, T ). And let N(t) denote the
discrete, random number of up-crossings of the level r by the random process R(t)
in the time interval T = (t2 − t1). If level r is large enough, the up-crossings may
be considered rare and independent. The up-crossings may therefore be defined
by a Poisson process with mean intensity ν+(r). The probability of obtaining k
up-crossings during the interval T = (t2 − t1) will therefore be given by:
Prob[n(t2)− n(t1) = k] = [ν
+(r)T ]k
k!
exp[ν+(r)T ] (2.64)
By its own definition, the distribution of RT will be given by (2.64) when no up-
crossing of level r occur during the interval T :
PRT (r) = Prob[n(t2)− n(t1) = 0] = exp[ν+(r)T ] (2.65)
By substituting (2.63) into (2.65), the peak distribution of a stationary gaussian
process is defined as:
PRT (r) = exp
{
ν0T exp
[
−1
2
(
r − µR
σR
)2]}
(2.66)
where ν0 = σR˙/2piσR is the mean up-crossing rate of the level r = 0. The corre-
sponding density function will be given by:
pRT (r) =
T
σR
(
r − µR
σR
)
ν+(r)exp[ν+(r)T ] (2.67)
the foundations of which can be found in the works of Rice [2.24].
Equations (2.66) and (2.67) are the basis on which Davenport developed his
closed form equation for estimating the expected peak of a stationary Gaussian
process [2.11, 2.12]. Indeed, by neglecting terms of order (2In(ν0T ))
−3/2 in the
Taylor expansions necessary for solving the underlying integrals, the expected value
of the normalized peak distribution of RT may be estimated by the well known
formula:
E[RT ] =
√
2In(ν0T ) +
0.5772√
2In(ν0T )
(2.68)
while the variance is given by:
σ2RT =
pi2
6
1
2In(ν0T )
(2.69)
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For tall buildings ν0 may be assumed equal to the first fundamental frequency of the
structure. Equation (7.8) is widely used for estimating the peak factor, g, of a wind-
excited structural response. As mentioned, equation (2.67) was developed based on
the “Poisson approximation”. It should be understood however that, while this
approximation is generally valid for broad band processes, it may fall short for very
narrow band processes and threshold levels of practical interest [2.22]. Cartwright
and Longuet-Higgins [2.3] introduced a bandwidth parameter to account for its
effect on the extreme value. This was further refined by Vanmarcke [2.30] who
proposed an improved formula with a different bandwidth parameter.
2.4 The generalized wind forces
As described it is customary to perform the dynamic response analysis of tall build-
ings through modal analysis. Fundamental to this approach is the estimate of the
generalized forces of equation (5.3). Indeed while the other modal parameters, such
as the generalized mass and stiffness, are easily quantified through finite element
analysis, the generalized forces depend on the time varying distribution of the ex-
ternal wind pressure. In order to quantify these forces it is therefore necessary to
perform a number of wind tunnel tests. Two main approaches exist for this purpose.
The first is based on the integration of the external wind pressure field character-
ized through Synchronous Multi-Pressure Sensing System (SMPSS) measurements.
The second method is based on the High Frequency Force Balance (HFFB) which
attempts to directly quantify the first three generalized forces through the mea-
surement of the base bending moments [2.29]. The first method will be extensively
described in the following chapter. The rest of this section will be dedicated to the
HFFB approach, especially considering the historical role this method has in the
characterization of the external wind load on tall buildings.
2.4.1 The High Frequency Force Balance (HFFB)
The HFFB measures the base bending moments in two primary directions, the
torsional moment and shear forces at the base of a rigid model of the building.
The measurements are referred to a reference system with origin (that is the HFFB
center) which usually coincides with the geometric center of the model base. The
measured moments will therefore coincide with those calculated by multiplying the
sectional forces (obtained reducing the external wind field to line loads acting on a
vertical axis passing through the HFFB center) with the distance from the origin.
However, the equations of motion are customarily formulated in the centers of mass
of each floor which in general do not lay on a vertical axis, or pass through the
HFFB center. It can be shown that the generalized quantities of equation (2.14)
do not change if a new set of reference centers is taken instead of the mass centers
[2.36]; then, in order to relate the HFFB measurements to the generalized forces,
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these can be calculated through the mode shapes referred to the HFFB reference
system. The generalized forces in the HFFB reference system may be obtained from
the mode shapes calculated at the centers of mass of each floor by the following
transformation: 
φbijx = φ
m
ijx + e
m
ijyφ
m
ijθ
φbijy = φ
m
ijy − emijxφmijθ
φbijθ = φ
m
ijθ
(2.70)
where the subscripts m and b denote the quantities at the mass and HFFB centers
respectively while emijy and e
m
ijx denote the distances between the mass and HFFB
centers at the various floors. Using a different notation, the generalized forces of
equation (5.3) can be expressed as:
fj(t) =
N∑
i=1
φbijxf
b
ijx(t) + φ
b
ijyf
b
ijy(t) + φ
b
ijθf
b
ijθ(t) (2.71)
or equivalently as:
fj(t) =
N∑
i=1
φbijxf
b
ijx(t)+
N∑
i=1
φbijyf
b
ijy(t)+
N∑
i=1
φbijθf
b
ijθ(t) = fjx(t)+fjy(t)+fjθ(t) (2.72)
where f bijx(t), f
b
ijy(t) and f
b
ijθ(t) are the floor loads referred to the HFFB reference
system. It is clear from equation (2.72) that if the translational components of the
mode shapes vary linearly over the building height while the torsional component
is uniform, i.e. {
φbijs = φ
b
js0
( zi
H
)
(s = x, y)
φbijθ = φ
b
jθ0
(2.73)
where φbjs0 for s = x, y and φ
b
jθ0 are constants while H is the height of the building.
Then the first three generalized forces may be written as:
fj(t) =
(
φbjx0
H
)
M bx(t) +
(
φbjy0
H
)
M by(t) + φ
b
jθ0M
b
θ (t) (2.74)
where M bx(t), M
b
y(t) and M
b
θ (t) are the measured base moments. Equation (2.74) is
further simplified in the case of uncoupled mode shapes and gives, for j = 1, 2, 3:
f1(t) =
(
φb1x0
H
)
M bx(t)
f2(t) =
(
φb2y0
H
)
M by(t)
f3(t) = φb3θ0M
b
θ (t)
(2.75)
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This result is particularly useful for the frequency domain response analysis of build-
ings with uncoupled mode shapes. Indeed, for this particular class of buildings (to
which the vast majority of traditional tall buildings belong), inter-modal correla-
tion is typically negligible. Therefore, if the first three generalized forces are deemed
sufficient and the response is classed as gaussian, then the dynamic response may
be completely characterized by the PSD of the first three generalized forces and so
by virtue of (2.75) the PSD of the base bending moments. In this case, it is not
even necessary to evaluate the XPSD matrix of the base moments. This simplified
procedure with the above mentioned assumptions may be defined as the classic ap-
proach to wind design of tall buildings. The incredible simplicity and directness
of this technique, coupled with the fact that tall buildings until recently have pre-
dominantly had simple geometric forms, has assured its success as the predominant
method to determine wind loads on tall buildings. However, the technique has two
significant limitations. Firstly, it is assumed that modes other than the first three
do not contribute to the response, and secondly, the translational mode shapes are
rarely linear, while the torsional mode shape is practically never uniform. While
it is not possible to overcome the first point, attempts to alleviate the second are
commonly adopted through the selection of appropriate mode correction schemes.
2.4.2 Mode correction schemes
As pointed out, equations (2.74) and (2.75) are valid only in the case of linear sway
and uniform twist mode shapes. This condition is rarely satisfied, especially for the
twist mode. In order to continue using the results of equations (2.74) and (2.75),
albeit in an approximate fashion, mode correction factors [2.31, 2.1, 2.35, 2.36, 2.37,
2.15, 2.18], η(t), may be defined that allow (2.74) to be written as:
fj(t) = ηjx(t)
(
φbjx0
H
)
M bx(t) + ηjy(t)
(
φbjy0
H
)
M by(t) + ηjθ(t)φ
b
jθ0M
b
θ (t) (2.76)
where ηjx(t), ηjy(t) and ηjθ(t) are the generally time dependent mode correction
factors for the x, y and θ directions of the jth mode shape.
The difficulty lays in defining appropriate values for the correction factors. In-
deed, by definition the mode correction factors are given by:
ηjs(t) =
∑N
i=1 φ
b
ijsf
b
is(t)∑N
i=1 z
βs
i f
b
is(t)
(2.77)
where βs = 1 when s = y or x while for s = θ βs = 0. Therefore the correction
factors depend on the distribution of the wind loads over the buildings height, but
this is an information that is not available from HFFB tests. Therefore the mode
shape corrections have to be estimated using empirical or analytical formulations
based on presumed wind loading models where the dependency on time of (2.77) is
rarely considered [2.15, 2.18].
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Alternatively the mode shape corrections may be defined in the frequency do-
main as [2.6]:
η2js(f) =
∑N
i=1
∑N
k=1 φ
b
ijsφ
b
kjsS
b
Fiks
(f)∑N
i=1
∑N
k=1 z
βs
i z
βs
k S
b
Fiks
(f)
(2.78)
where SbFiks(f) is the XPSD of the floor loads in the HFFB reference system. From
(2.78) it is possible to estimate the XPSD matrix of the generalized forces as:
SQ(f) = η(f)SM(f)η(f)
T (2.79)
where SM(f) is the XPSD of the base moments.
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Chapter 3
Structural Optimization
Algorithms
The automatic design of structural systems subject to environmental loads has long
been identified as an important method for obtaining the high performance levels
often requested by designers. Many studies have been carried out over the past few
decades with the aim of identifying appropriate methods for achieving this goal.
This chapter will define a particular type of optimization problem of interest to this
thesis and the most recent resolution methods will be presented.
3.1 Structural optimization
The term structural optimization refers to the task of searching for the best possible
design of a structural system while ensuring all the safety performance requirements
dictated by codes. The definition of what is the best design depends on the objec-
tives that are desired by the designer. A common goal is the minimization of the
material cost of the structural system. This type of optimization is defined as mono-
objective as there is only one goal that is of interest. In the case of two or more
goals the optimization is defined as multi-objective. Whether the problem be multi-
or mono-objective, there are two main types of structural optimization: topological
optimization, in which the objective is minimized allowing the layout of the struc-
tural system to change, and section sizing optimization in which the topology of the
structural system is fixed. The system properties that are allowed to change during
the minimization of the objective are known as design variables.
Over the years numerous approaches have been developed that search for the
solution to the general problem outlined above. In particular resolution algorithms
are often categorized by their robustness which refers to the capability of a partic-
ular approach to solve a wide range of problems. However, often a higher degree
of robustness implies a higher degree of inefficiency. While for small scale problems
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(with a handful of design variables and constraints) robustness is desirable, for large
scale problems (often with several thousand design variables and constraints) the
efficiency of a resolution method becomes fundamental. Therefore for many practi-
cal optimization problems, such as the member size optimization of tall buildings,
the only possible route is the development of specific problem orientated resolution
schemes. For an extensive review of the general aspects of structural optimization
the following references can be consulted [3.2, 3.21, 3.43, 3.50, 3.54, 3.55, 3.56].
The optimization problems of interest to this thesis are large scale member sizing
problems. The remainder of this chapter will focus on the formal definition of the
problem and appropriate resolution methods. The final sections will then define the
problem in a dynamic setting.
3.2 Member sizing optimization
3.2.1 Problem formulation
The class of problems referred herein as member sizing optimization problems may
be stated mathematically as:
minimize W =
NE∑
e=1
γeLexe (3.1)
subject to:
dkl(x) ≤ dUk k = 1, 2, ..., ND l = 1, 2, ..., NL (3.2)
bel(x) ≤ bUe e = 1, 2, ..., NE l = 1, 2, ..., NL (3.3)
xLe ≤ xe ≤ xUe e = 1, 2, ..., NE (3.4)
where xe, γe and Le represent, respectively, the cross-sectional area, specific weight
and length of the eth element, NE is the total number of elements, dkl represents the
value of the kth global behavioral constrained function under the lth load condition
and dUk is the corresponding upper limit, bel is the absolute value of the constrained
local level capacity function in the eth element under the lth load case, bUe the
corresponding upper limit while xUe and x
L
e denotes the upper and lower limits of
the design variable, xe.
It can be seen that the objective function W is a linear function of the design
variables xe. Unfortunately this is not the case for the constraint functions dkl
and bel. These are non-linear functions of the design variables. Indeed the nodal
displacements and element internal forces are linear functions of the elements of the
inverse of the stiffness matrix. However, the stiffness matrix has elements in the
form of EiAi/Li and EiIi/L
α
i for frames, where Ii represents moment of inertia of the
member sections and α is an appropriate exponent. This makes the displacements
and forces non-linear functions of the cross-sectional properties of the members.
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Therefore the optimization problem outlined in equations (3.1)ö(3.4) represents
what is referred to as a Non-Linear Programming (NLP) problem. It can also be
demonstrated that this class of problem will in general be non-convex [3.21].
A technique called design variable linking is often used in the optimal design of
structures, not only for reducing the number of independent variables but also for
satisfying certain design requirements (e.g. certain symmetry properties) and for
simplifying the manufacturing procedure. For example, in the case of NE element
cross-sectional areas, these could be linked into NV independent design variables
{y1, y2, ..., yNv}T . Although complicated functions can, theoretically, be employed
for variable linking, the most common linking relation used in practice is that each
independent variable controls several element cross-sections, which can be symbol-
ically written as
xe |e∈Si= yi (3.5)
where Si is the set of elements controlled by the ith independent variable.
3.2.2 Resolution methods
The resolution of the NLP problem outlined in equations (3.1)ö(3.4) has been
the focus of numerous studies over the past century. Various strategies have been
implemented based on three major optimization approaches, namely the heuristic
search techniques, methods based on Mathematical Programming (MP), and finally
methods based on Optimality Criteria (OC).
The common denominator of heuristic search techniques is their dependency, in a
lesser or greater sense, on a stochastic approach to find the desired solution. Search
methods belonging to this class are Genetic Algorithms (GA) [3.24, 3.20], Simulated
Annealing (SA) [3.1, 3.40], Evolution Strategies (ES) [3.46, 3.51] and Tabu Searchs
(TS) [3.18, 3.19]. What makes these techniques so desirable compared to other
methods is their extraordinary robustness. Indeed, no gradients of the constraints
or objective function need to be evaluated. However, as mentioned earlier, with
robustness comes inefficiency. For example the method proposed in [3.35, 3.34] to
solve the member sizing optimization problem required hundreds of iterations with
structural reanalysis in order to converge. This makes these methods extremely
undesirable if the structural analysis is time-consuming, as for instance in the case
of a time domain-based dynamic analysis.
Mathematical programming [3.23, 3.4] algorithms such as the successive quadratic
programming method [3.53], the generalized reduced gradient method [3.39], the
method of moving asymptotes [3.52], the method of feasible directions [3.54] have all
been used for solving structural optimization problems such as (3.1)ö(3.4). Succes-
sive Quadratic Programming (SQP) methods are regarded as the standard general-
purpose mathematical programming algorithms for solving NLP problems [3.17].
Such methods make use of local curvature information derived from linearization
of the original functions, by using their derivatives with respect to the design vari-
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ables at points obtained in the process of optimization. Thus, a Quadratic Pro-
gramming (QP) model (or sub-problem) is constructed from the initial non-linear
optimization problem. A local minimizer is found by solving a sequence of these QP
sub-problems using a quadratic approximation of the objective function. The most
time-consuming part of any optimization algorithm based on MP methods is the
sensitivity analysis phase [3.42], which is a central characteristic of all MP optimiza-
tion methods. The calculation of the sensitivity coefficients follows the application
of a relatively small perturbation to each primary design variable. Several tech-
niques have been developed which can be mainly distinguished by their numerical
efficiency and their implementation aspects [3.7].
The Achilles’ heel of all MP algorithms for solving large scale optimization prob-
lems is that their efficiency depends largely on the number of design variables [3.59]
and not on the number of constraints. This is particularly restrictive for many real
world applications as these will tend to have a far greater number of design variables
compared to constraints.
Optimality criteria methods [3.47], in the context of computer-based structural
optimization, were initiated in the late 1960s by Berke, Venkayya, Khot and others
[3.5, 3.57, 3.6] and later in a unified form – in this case they are known as dual
methods – by Fleury [3.15]. They are derived on the basis of the flexibility formu-
lation of matrix analysis and the Kuhn-Tucker optimality condition. Since these
methods deal with discretized structural systems, they are often termed Discretized
Optimality Criteria (DOC) methods. Over the years the class of problems to which
OC methods can be applied has grown [3.47, 3.48, 3.60, 3.58, 3.61, 3.59, 3.10, 3.8,
3.9, 3.11].
The particular characteristic of these methods that make them so competitive
for large scale optimization problems is that their capability is mainly limited by
the number of active behavioral constraints while their convergence rates, in terms
of number of structural analysis performed, are similar to those of MP algorithms
[3.59]. It is the limited number of redesign cycles, in the order of tens, that makes OC
and MP methods far more attractive than heuristic search techniques for problems
with computationally cumbersome structural analysis.
OC methods become particularly attractive for large scale problems with rela-
tively few governing behavioral constraints such as the member size optimization of
tall buildings [3.10, 3.8, 3.9, 3.11]. Indeed for these types of problems the capcity
constraints of (3.3) may be dealt with through the Fully Stressed Design (FSD)
criterion [3.45, 3.10, 3.21, 3.44] while the displacement constraints are treated by
rigorous optimality criteria. This approach will not guarantee the optimum as the
sensitivities of the capacity constraints are not evaluated. However, for problems
governed by global behavioral constraints the solution will present a very good
approximation [3.10, 3.8, 3.9, 3.11].
As mentioned earlier this thesis is concerned with large scale member size opti-
mization of structures with relatively few governing behavioral constraints. For this
reason the optimization algorithm adopted is based on the DOC-FSD procedure.
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3.3 Optimization based on optimality criteria
The sub-set of the member size optimization problem outlined in equations (3.1)ö(3.4)
that are of interest to the present study are those governed by the global behavioral
constraints of (3.2). For these problems it is extremely convenient to account for
the capacity constraints of (3.3) through a zero order approximation. This can be
achieved by defining the lower limits on the design variables, xLe , by setting the
corresponding capacity constraint to its limiting value, bUe . These new lower limits
will be denoted xbLe . This procedure of defining the lower limits will, in presence of
only capacity constraints, lead to a FSD design. In real engineering problems there
will most probably be upper limits, xUe , to respect for the design variables as well.
The problem will therefore take on the following form:
minimize W =
NE∑
e=1
γeLexe (3.6)
subject to:
dkl(x) ≤ dUk k = 1, 2, ..., ND l = 1, 2, ..., NL (3.7)
max(xLe , x
bL
e ) ≤ xe ≤ xeU e = 1, 2, ..., NE (3.8)
3.3.1 The optimality conditions
For the sake of simplicity in the following a single loading condition will be consid-
ered, i.e. NL = 1, therefore the subscript l will be dropped.
The necessary optimality conditions for the constrained NLP problem (3.6)ö(3.8)
may be obtained by applying the Kuhn-Tucker conditions to equations (3.6)ö(3.8)
[3.29] which can be expressed, in this particular case, as:
γeLe +
ND∑
k=1
λk
∂dk
∂xe

= 0 if max(xLe , x
bL
e ) ≤ xe ≤ xUe
≥ 0 if xe = max(xLe , xbLe )
≤ 0 if xe = xUe
(3.9)
with e = 1, 2, ..., NE and where the Lagrange multipliers, λk, are bounded by:
λk
{
= 0 if dk − dUk < 0
> 0 if dk − dUk = 0
(3.10)
Equation (3.10) requires some additional explanation. Out of the ND behavioral
constraints, only some of these will be active (dk = d
U
k ) at the optimal design
and thus enter the optimality condition. The inactive constraints (dk < d
U
k ) are
eliminated by setting λk = 0 for the appropriate values of k.
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By omitting the sizing constraints of equations (3.8), the design optimization
problem of equations (3.6) and (3.7) can be seen as the unconstrained minimization
of the following lagrangian function:
L(x,λ) =
NE∑
e=1
γeLexe +
ND∑
k=1
λkdk(x) (3.11)
subject to the conditions of equations (3.10) concerning the Lagrange multipliers
with λ given by λ = {λ1, ..., λND}. Indeed, by differentiating the lagrangian function
with respect to the design variables and setting the derivative to zero, the following
stationary condition of the lagrangian function is found:
γeLe +
ND∑
k=1
λk
∂dk
∂xe
= 0 (3.12)
This together with the conditions on the Lagrange multipliers coincide with the
Kuhn-Tucker conditions for the constrained optimization defined by equations (3.6)
and (3.7) while omitting the side constraints of equation (3.8).
The solution of the problem defined in equations (3.6)ö(3.8) is found in an
appropriate design variable vector x˜ and associated vector of Lagrange multipliers
λ˜ satisfying the conditions outlined in the section. The problem therefore becomes
the definition of a suitable algorithm for the determination of these last. In the
next section an iterative algorithm, first developed by Berke, Venkayya and Khot
[3.5, 3.57, 3.6] and later refined by Haftka [3.21] and applied to the optimization
statically loaded tall buildings by Chan [3.10, 3.8, 3.9, 3.11] will be presented.
3.3.2 Redesign procedure
For an active design variable, max(xLe , x
bL
e ) ≤ xe ≤ xUe , the stationary conditions
of equation (3.12) can be used to derive a linear recursive relation for the iterative
determination of the optimum value of the design variable x˜.
To find the recursive relation consider the following rearrangement of equation
(3.12), written in the optimum design point:
1 = −
∑ND
k=1 λ˜k
∂dk
∂x˜e
γeLe
e = 1, 2, ..., NE (3.13)
By multiplying both sides of (3.13) by (x˜e)
η and taking the ηth root, the following
expression is simply obtained:
x˜e = x˜e
−
∑ND
k=1 λ˜k
∂dk
∂x˜e
γeLe

1/η
(3.14)
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Obviously, for a generic design variable vector not satisfying the optimality condi-
tions, the equality between the left and right-hand side of equation (3.14) does not
hold. Now, consider a first approximation of the design variable vector, x(1), and
a first approximation of the lagrangian multipliers vector, λ(1). Substituting these
values into the right-hand side of equation (3.14), it can be demonstrated [3.37] that
the left-hand side will give a better approximation, x(2), of optimum design variable
vector x˜.
x(2)e = x
(1)
e
−
∑ND
k=1 λ
(1)
k
∂dk
∂x
(1)
e
γeLe

1/η
(3.15)
Based on this result, a recurrence relation for the design variable can be written,
which, for the τth step takes the following form:
x(τ+1)e = x
(τ)
e
−
∑ND
k=1 λ
(τ)
k
∂dk
∂x
(τ)
e
γeLe

1/η
(3.16)
where τ + 1 and τ are the iteration numbers, and the parameter η determines the
step size. Equation (3.16) is an exponential recursive relation.
From equation (3.16), a more convenient linear recursive relation can be derived.
This can be achieved by, firstly, rearranging equation (3.16):
x(τ+1)e = x
(τ)
e
1 +
−
∑ND
k=1 λ
(τ)
k
∂dk
∂x
(τ)
e
γeLe
− 1


1/η
(3.17)
Since, near optimum,
(
−∑NDk=1 λ(τ)k ∂dk∂x(τ)e /(γeLe)) is nearly equal to unity,−
∑ND
k=1 λ
(τ)
k
∂dk
∂x
(τ)
e
γeLe
− 1¿ 1
Hence, from the binomial theorem (considering only the linear term):1 +
−
∑ND
k=1 λ
(τ)
k
∂dk
∂x
(τ)
e
γeLe
− 1


1/η
≈ 1 + 1
η
−
∑ND
k=1 λ
(τ)
k
∂dk
∂x
(τ)
e
γeLe
− 1
 (3.18)
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Then, substituting this last result into equation (3.18), the following linear recursive
relation is found [3.37, 3.10, 3.8, 3.9, 3.11]:
x(τ+1)e = x
(τ)
e
1 + 1η
−
∑ND
k=1 λ
(τ)
k
∂dk
∂x
(τ)
e
γeLe
− 1

 e = 1, 2, ..., NE (3.19)
To apply equation (3.19) to the τth design variable vector x(τ) for finding x(τ+1),
the τth vector of lagrangian multipliers λ(τ) must be determined. To this end
consider the change in the kth behavioral constraint, (d
(τ+1)
k − d(τ)k ), due to the
changes (x
(τ+1)
e − x(τ)e ) in the eth design variable, i.e.
(d
(τ+1)
k − d(τ)k ) =
NE∑
e=1
(
∂dk
∂x
(τ)
e
)
(x(τ+1)e − x(τ)e ) (3.20)
By rearranging (3.19) for the design variables:
x(τ+1)e − x(τ)e =
x
(τ)
e
η
−
∑ND
k=1 λ
(τ)
k
∂dk
∂x
(τ)
e
γeLe
− 1
 e = 1, 2, ..., NE (3.21)
Supposing that the kth behavioral constraint becomes active after the (τ + 1)th
iteration so that (d
(τ+1)
k = d
U
k ), substituting (3.21) into (3.20) and rearranging gives
[3.10, 3.8, 3.9, 3.11]:
ND∑
j=1
λ
(τ)
j
NE∑
e=1
x
(τ)
e
∂dk
∂x
(τ)
e
∂dj
∂x
(τ)
e
γeLe
 = − NE∑
e=1
x(τ)e
∂dk
∂x
(τ)
e
− η(dUk − d(τ)k ) k = 1, 2, ..., ND
(3.22)
This represents a linear system in terms of the unknown vector of lagrangian mul-
tipliers λ(τ) of the τth step. This system is fully defined from the knowledge of
x(τ) and the partial derivatives of the functions dk evaluated in x
(τ). The resolution
of the system yields λ(τ) which can then be used to calculate x(τ+1) from equation
(3.19)
Equation (3.19) for the sizing variables and equation (3.22) for Lagrange multi-
pliers form the basis of the iterative OC method for the solution of the NLP problem
of (3.6)ö(3.8). By successively applying the recursive optimization iteration until
the convergence of x(τ) as well as λ(τ) occurs, a continuous optimal solution for
(3.6)ö(3.8), is found.
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3.4 Optimization under dynamic loads
The NLP problem of equations (3.6)ö(3.8) is set in a static environment. However,
loads such as wind are obviously dynamic in nature. Not only that, but their fre-
quency content can be similar to those of structures. This will result in a certain
amount of dynamic amplification due to resonance between the two systems. Hence
the structural response will be governed by equation (7.7). Traditionally the de-
pendency on time of the response is eliminated through the definition of a number
of idealized Equivalent Static Loads (ESLs) that account in some way for the dy-
namic nature of the problem. After the ESLs have been defined the structure can
be optimized using the formulation so far presented. It should be appreciated that
for a structural response with a resonant component the ESLs will depend on the
dynamic properties of the system and will need updating during the optimization
process. This is a fact nearly always overlooked during the optimization process.
Instead of defining ESLs, the NLP problem can be directly modeled in the time
domain. The design problem outlined in equations (3.6)ö(3.8) would in this new
setting be stated mathematically as:
minimize W =
NE∑
e=1
γeLexe (3.23)
subject to:
dk(x, t) ≤ dUk k = 1, 2, ..., ND (3.24)
max(xLe , x
bL
e (t)) ≤ xe ≤ xUe e = 1, 2, ..., NE (3.25)
In this new setting both the behavioral constraints and moveable lower limits depend
on time. The potential advantage of this formulation over the equivalent static
version is the elimination of the need to define any ESLs. For simple problems this
may not give significant gains. However, for more complex problems, where the
definition of appropriate ESLs becomes difficult, significant gains in both reliability
and cost could be obtained, especially considering the sensitivity of the solution to
a problem like that outlined in equations (3.6)ö(3.8) to the ESLs.
The problem stated in (3.23)ö(3.25) can be defined as a dynamic response op-
timization problem [3.3]. The difficulty of resolving this type of problem lays in the
time dependent behavioral constrained functions, dk(x, t).
3.4.1 Time dependent constraints
In treating the time dependent constraints the goal is to somehow eliminate the de-
pendency on time therefore transforming the dynamic response optimization prob-
lem back into a standard NLP problem that can then be solved with an appropriate
optimization algorithm [3.3, 3.33]. The exact approach adopted will depend, among
other things, on the particular algorithm that is desired for the resolution of the re-
sulting time independent problem. Excluding the heuristic search techniques, there
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are two main categories of optimization algorithms that can be used to solve the
general problem stated in equations (3.1)ö(3.3): primal methods and transforma-
tion methods [3.3, 3.4]. Primal methods work directly with the original problem
while transformation methods convert the original constrained optimization prob-
lem into a series of unconstrained problems. OC methods fall under the umbrella of
primal methods. Due to the extremely efficient nature of these methods for solving
time independent problems of interest to this study, the method adopted for elim-
inating the time parameter must allow the resulting time independent problem to
be resolved by a primal method.
There are two main methods for eliminating the time parameter from (3.24) [3.3,
3.33], namely: the method based on equivalent functionals [3.14, 3.38, 3.26, 3.27,
3.28] and the worst case approach based on replacing the original time dependent
constraint with a number of static constraints derived from the time history of
dk(x, t) [3.26, 3.27, 3.28, 3.36, 3.41, 3.22, 3.13, 3.12, 3.62, 3.49, 3.16].
In the equivalent functional method the behavioral constrained function, dk(x, t),
is used to define an equivalent functional by integrating over the observation period
of dk(x, t) while setting its value to zero for moments in which the constraint is not
violated. By considering the equivalent functional in place of dk(x, t) the problem
will converge to the same solution as the orginal problem. However, the convergence
of the time independent problem is known to be slow and difficult. In particular
it is noted that the equivalent functional is often numerically unstable [3.25, 3.33].
It should also be appreciated that finding an approximate explicit formulation of
the implicit (in terms of the design variables) equivalent functional would not be an
easy task.
In the worst case approach the behavioral constrained function dk(x, t) is re-
placed by the maximum violated responses max(dk(x, t)). While easy to implement,
the time when the maximum violated response occurs generally varies as the opti-
mization process proceeds. One of the local maximum responses, which is not the
worst case in a previous iteration, can become the worst case in the next iteration.
Thus, the convergence can be slow or the problem can diverge [3.3, 3.62, 3.33]. To
improve the convergence, together with the maximum violated responses a num-
ber of local maximums can be taken as constraints or all time gird points derived
from a discrete time representation of the functions dk(x, t) may be considered
[3.12, 3.49, 3.16]. However, this will cause the number of constraints to noticeably
increase, hence causing a slowing of the OC optimization process at each redesign
cycle.
As mentioned the formulation based on equivalent functionals is troublesome if
an approximate explicit formulation of the resulting time independent problem is
desired. Unfortunately, for large scale problems with implicit constraints, it is the
possibility to define an approximate explicit formulation that guarantees a quick
convergence at each redesign cycle. Therefore the only possible classical approach
for eliminating time is based on the worst case approach. However, this formulation
not only has the shortcomings already mentioned, but also suffers the fact that
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it is the maximum response of a particular time history realization that is being
optimized. This is not in general useful to the design of wind excited structures for
which a probabilistic description of the response process dk(x, t) is of far greater
interest. While there is a number of studies in this direction [3.30, 3.31, 3.32], most
of these concern relatively small scale systems subject to earthquake loading.
One of the goals of this thesis will be the definition of approaches, specifically
for wind excited tall buildings, that efficiently solve the problem outlined in equa-
tions (3.23)ö(3.25) in terms of a probabilistic description of the peak of the time
dependent constrained functions dk(x, t) .
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Chapter 4
Wind Tunnel Tests
The response of any dynamic system will obviously depend strongly on the nature
of the forcing functions. In the case of wind excited tall buildings these will depend
on the particular aerodynamic behavior of the structure under consideration and
can be determined through specific experimental tests. In this chapter wind tunnel
tests, carried out in the boundary layer wind tunnel of the CRIACIV-DIC1, aimed
at aerodynamically characterizing two tall buildings are described.
4.1 Test characteristics
4.1.1 Tunnel description
The CRIACIV - DIC Boundary Layer wind tunnel (figure 4.1) is an open circuit
facility with a convergent nozzle for the flow acceleration and a T-shaped symmetric
diffuser.
The tunnel has a total length of 27 m and cross-section that diverges from a
2.20 m width with 1.60 m height at the inlet to 2.40 m width and 1.60 m height at
the working section allowing constant pressure along the axis. The total length of
the developing fetch is 8 m while the length of the working section is 2.4 m. At the
inlet the flow is regularized by a barrier consisting of a 5 cm thick honeycomb panel,
followed by a squared mesh screen. The growth of the boundary layer is artificially
accelerated by the spires-roughness technique [4.11, 4.10]. A general outline of the
tunnel is reported in figure 4.2.
The models are mounted on a turntable which enables the incident wind di-
rection to be changed. The flow is drawn in by an axial fan placed downstream
of the working section ensuring that the turbulence generated by the fan does not
contaminate the flow. The axial fan rotates at a constant speed. An elastic joint
1CRIACIV: Italian Inter-university Research Center in Aerodynamics of Constructions
and Wind Engineering. DIC: Civil Engineering Department. University of Florence, Italy.
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Figure 4.1: Wind tunnel.
Figure 4.2: Tunnel outline.
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is placed between the working section and the axial fan to isolate the former from
the vibration produced by the propeller system. The velocity of the flow can be
varied from 0 to 32 m/s by controlling the angle pitch of the 10 blades constituting
the fan and by regulating the number of engine turns through an inverter. The fan
has a power of 158 kW and is equipped with a servomotor to control the continuity
of the flow. The exit of the flow is regularized by two diffusers which minimize the
loss of pressure.
4.1.2 Measurement instrumentation
The instrumentation devices used during the wind tunnel tests were the hot wire
anemometer for the dynamic measurements of the wind speed, the Pitot-Prandtl
tube for the static pressure measurement and pressure transducers with synchronous
acquisition, SMPSS set up, for measuring the local pressure field on the building
surfaces.
Pressure transducers
Dynamic pressures can be measured with a sampling frequency up to 1 kHz. The
number of acquisition channels used are inversely proportional to the sampling
frequency. For example, for the maximum number of pressure signals that can
be simultaneously measured (128), the sampling frequency decreases to 250 Hz
per channel. Six peripheral scanners (figure 4.3), each with 16 or 32 miniaturized
piezoelectric pressure transducers are controlled by a Pressure System unit, PSI
8400 (figure 4.4), for calibration, acquisition, and analogic-digital conversion of the
data.
The pressure is indirectly determined by measuring the deformation of an elastic
diaphragm, with a known area, caused by the pressure itself. As the pressure is not
a fundamental quantity, it is measured indirectly from the ratio between the force
and the area where the force is applied. The deformation is used to generate a
voltage signal that is sampled by the acquisition board, KPC- 488.2AT.
Owing to their small dimensions (13 × 21.5 × 69 mm for the 16 channel type
and 26 × 21.5 × 69 for the 32 channel type), the PSI scanners can also be located
inside the models (figure 4.5). Before every measurement the transducers must be
calibrated because the output depends on the wind tunnel’s air density, namely the
air pressure and temperature inside the working section. Once the measurement
range is evaluated, the calibration is carried out by means of a pressure calibration
unit, PCU. During the calibration, each of the transducers reads 5 reference pres-
sure values generated by the PCU. These values can be changed by the operator
depending on the required range which must be between 254 mm of water. The
measured points are interpolated by a fourth order polynomial. The accuracy of
the calibration procedure is ±0.05% of the maximum allowed pressure. The error
of the pressure measurements is ±0.2% of the maximum allowed pressure.
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Figure 4.3: Pressure transducers.
Figure 4.4: Pressure acquisition system PSI 8400.
Figure 4.5: PSI placed inside the model.
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The pressures acting on the model’s surface must be transmitted to the sensor
without distortions. The transmission is carried out through small highly flexible
plastic tubes, manufactured in silicone or teflon. Inside the tubes are inserted one or
more dampers, obtained by a contraction of the tube’s diameter. The system con-
stituted by tubes and dampers is properly calibrated so that its frequency response
does not influence the measurements, figure 4.6.
Figure 4.6: Tubing set up.
4.2 Experimental results
4.2.1 Wind simulation
The flow conditions that were simulated for this study correspond to suburban
terrain. Prior to the pressure measurements, hot wire anemometer measurements
using a single probe were carried out in order to evaluate the characteristics of the
incoming wind flow. The measurement points were located along a vertical line at
the center of the working section. The wind velocity was recorded for 60 seconds
with a sampling frequency of 600 Hz.
Fitting the experimental data of the mean wind speed profiles, V¯ (z), with the
power law model an exponent of 2/9 is found (figure 4.7). The gradient height
(boundary layer thickness) is estimated in the order of hg = 75 cm. While for the
logarithmic model a roughness length of z0 = 0.223 is obtained (figure 4.7). The
corresponding longitudinal turbulence intensities, Iz = σ(z)/V¯ (z) [4.11, 4.9] at the
test section are shown in figure 4.8. Figure 4.9 shows the estimated spectra of the
simulated wind speed at height h = 30 cm compared with von Ka´rma´n’s wind
spectrum:
fSV V (f)
σ2V
=
4fr
(1 + 70.8f 2r )
5
6
(4.1)
where SV V (f) is the power spectral density function of the longitudinal wind speed,
σV is the standard deviation while fr is the reduced frequency defined by fr =
frLVz/V¯z where V¯z is the mean wind speed and LV¯z is the integral length scale [4.3].
In figure 4.10 is shown LV¯z determined for each height, z, by fitting the estimated
spectra at that height, SV V (f, z), with von Ka´rma´n’s wind spectrum.
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Figure 4.8: Turbulence intensity.
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Figure 4.10: Integral length scale of the longitudinal turbulence.
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4.2.2 Pressure measurements
The objective of the wind tunnel tests described in this chapter was the aerodynamic
characterization of two tall buildings having the geometric profiles shown in figures
4.12 and 4.13. In particular one of the buildings has the geometric form of the
Bank of China, situated in Hong Kong and design by I.M. Pei, while the other is
characterized by having the same square footprint and height but is defined by a
regular geometric form. In the following figures the Bank of China will be identified
by the letter “B” while the regular building will be identified by the letter “R”.
For both buildings pressure measurements were carried out on rigid 1/500 scale
models equipped with 126 simultaneously measured pressure taps. The location
of the taps and influence areas are shown in figures 4.14 and 4.15. The measure-
ments were repeated with 10° increments from 0° to 360° for a total of 36 wind
directions in the case of the Bank of China building, while for the regular building
only increments from 0° to 90° were considered due to the buildings symmetry. The
measurements commence with wind blowing as shown in figures 4.12 and 4.13. A
sampling frequency, fm, of 250 Hz was adopted and 30 s of data was recoded for
each wind direction. The average wind speed at the top of the model V¯m in the
wind tunnel during the tests was 20 m/s. Sets of time varying pressure coefficients
for each wind direction were evaluated. These coefficients are given by:
Cp(t) = P(t)− PH(t)1
2
ρaV¯ 2H
(4.2)
were P(t) is the total pressure, H is the building model height, PH(t) the static
pressure at H, ρa the mass density of air, and V¯H the mean wind velocity at H.
The time history and PSD of an example pressure coefficient of the regular building
for wind blowing at α = 0° are shown in figure 4.11.
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Figure 4.11: Example pressure coefficient: (a) time history, (b) smoothed PSD.
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(a) (b)
Figure 4.12: Building’s geometry and reference system for the Bank of China building:
(a) faces 1 and 3, (b) faces 2 and 4 to 6b.
Figure 4.13: Regular building’s geometry and reference system.
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Figure 4.14: Pressure tap locations, Bank of China building.
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Figure 4.15: Pressure tap locations, regular building.
Skewness and kurtosis
In this paragraph the maximum and minimum skewness and kurtosis of the pres-
sure coefficients are investigated. These give a particularly useful insight into the
probabilistic nature of the external pressure field.
Figures 4.17 and 4.18 show the maximum and minimum skewness and kurtosis
over all pressure coefficients for each wind direction while in tables 4.1 and 4.2
are reported the pressure taps where the maxima and minima occur over all wind
directions. In figure 4.16 are shown the histograms of the pressure coefficients
where the maximum kurtosis occurs for the two buildings. As mentioned the wind
tunnel tests for the Regular building were carried out only for the wind directions
comprised between 0° and 90°. By taking advantage of symmetry the results can be
extended to other wind directions therefore allowing for an easy comparison with
those of the Bank of China building. From figures 4.17 and 4.18 it is evident that
in general the buildings display a similar behavior concerning both the skewness
and kurtosis. In particular there seems to be a tendency towards high values of
kurtosis indicating the importance of the tails of the marginal distributions of the
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Skewness Kurtosis α Tap # n
Max B 1.27 5.01 40 278
Min B -5.51 74.48 280 5
Max R 0.84 3.21 20 166
Min R -3.44 37.42 60 286
Table 4.1: Maximum skewness of the external pressure field.
Skewness Kurtosis α Tap # n
Max B -5.51 74.48 280 5
Min B -1.28 0 80 7
Max R -3.44 37.42 60 286
Min R -0.8 -0.08 20 250
Table 4.2: Maximum kurtosis of the external pressure field.
pressure coefficients which is also seen in other studies [4.8, 4.6, 4.5]. In figures
4.19 to 4.26 the skewness and kurtosis maps for wind directions 60° and 280° are
illustrated for both buildings. From figures 4.17 and 4.18 it is evident that for a
wind direction of 280° a particular event occurs. By observing the skewness and
kurtosis maps of figures 4.23 and 4.26 it is evident that there is a region of highly
leptokurtic and skewed pressure coefficients towards the top of the building due to
particularly strong vortex shedding. From the comparison with the maps of the
regular building, figures 4.24 and 4.26 for a wind direction 80° comparable due to
symmetry, the effects of the geometry on the external pressure field is clear.
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Figure 4.16: Histograms of the pressure coefficients with maximum kurtosis: (a) regular
building, (b) Bank of China building.
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Figure 4.19: Skewness map for the Bank of China building, α = 60°.
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Figure 4.20: Skewness map for the regular building, α = 60°.
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Figure 4.21: Kurtosis map for the Bank of China building, α = 60°.
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Figure 4.22: Kurtosis map for the regular building, α = 60°.
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Figure 4.23: Skewness map for the Bank of China building, α = 280°.
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Figure 4.24: Skewness map for the regular building, α = 80°.
Chapter 4 Pressure measurements 69
   0.00    5.00   10.00   15.00   20.00   25.00   30.00   35.00   40.00   45.00   50.00   55.00   60.00   65.00   70.00   75.00   80.00
3.213.14
3.31 3.19 2.94 2.93
2.95
3.06
3.05 3.17 3.24 3.25 3.33
5.21 2.21 8.53 7.33
3.29 3.79
2.86 2.85
4.00 3.53 4.18
3.18 3.60 3.20
3.08
3.01 2.97
5.80 4.36 5.45 3.41 4.41 2.82 2.99 3.92 6.41 7.61 3.99 4.69 4.43 3.71 6.06 5.19
3.40 3.92 3.95 2.94 2.83 2.77 5.26 5.64 3.84 3.27 2.75 4.64
3.27 3.52 3.80
3.49 3.35 3.01 2.76 2.62 2.58 2.59 4.33 4.26 3.44 3.45 4.20 2.92 2.62 4.41
3.39 2.95
3.52 3.49 3.35
2.74 2.71 2.73
3.52 3.46 4.38 3.70 2.27 4.23 3.723.333.34 3.25
2.973.09 3.31
2.21 12.66 5.44
3.24 3.13
4.30 18.654.42 3.50
3.33 3.94 3.16 3.12
74.48 3.36 3.08
18.61 3.49 2.94 3.224.325.16 3.243.463.30
4.69 3.17
4.32 3.32
Figure 4.25: Kurtosis map for the Bank of China building, α = 280°.
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Figure 4.26: Kurtosis map for the regular building, α = 80°.
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4.2.3 The forcing functions
Wind tunnel tests are carried out on scale models. It is however the full scale
or prototype scale that is of interest in the design of structures, and in particular
for the studies that will be carried out in the next chapter. Therefore the model
measurements must be opportunely modified.
Scaling
This can be achieved through the scaling laws first introduced by Jensen [4.7].
If the velocity V¯ , the pressure P , the frequency f , the air density ρa and the
dynamic viscosity µd are considered the six variables describing the flow around the
structure then, from the Buckingham theorem, three independent non-dimensional
parameters can be derived, namely the pressure coefficients Cp = P/12ρaV¯ 2, the
Reynolds number Re = ρaV¯ D/µd and the Strouhal number St = fD/V¯ . These
represent ratios of physical significance. The pressure coefficient, Cp, is the ratio
of the actual pressure to the ideal dynamic pressure. The Reynolds number, Re,
is the ratio of fluid inertia forces to viscous forces. The Strouhal number, St, or
reduced frequency, is the ratio of the transit period of the air flow to the period
of an oscillation at the frequency f [4.4]. The scaling laws require that the non-
dimensional parameters take the same values at both prototype and model scale.
By defining the scaling factors as the ratio between the model and the prototype
dimensions, it can be seen that this will be achieved only if all the scaling factors are
unitary [4.2]. Therefore the choice has to be made to match exactly one parameter.
The accuracy of the model depends on which of the non-dimensional parameters is
matched, and on the significance of the others, which do not meet the scaling law
requirements.
In wind tunnel tests on bluff bodies it is generally the Strouhal number defining
the velocity scale factor which is matched. This is because of the frequency and time
dependency of most of the parameters of interest to the aerodynamic description of
civil structures.
By matching the Strouhal number while considering a mean wind speed at the
top of the building four times that found in the wind tunnel tests, i.e. V¯p = 80 m/s,
the following prototype sampling frequency is obtained:
fp =
V¯pDmfm
V¯mDp
= 2Hz (4.3)
where Dm and Dp are representative geometric dimensions in model and prototype
scale respectively. From the Nyquist theorem [4.1], any response derived from the
scaled measurements will have a cutoff frequency of 1 Hz.
It should be stated that the choice of a prototype wind speed velocity of 80 m/s
is made purely to ensure a prototype sampling frequency high enough to allow the
inclusion of any eventual natural frequencies below 1 Hz.
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Prototype scale forcing functions
From the knowledge of the time histories of the pressure coefficients the forcing
functions of (7.7) may be estimated by integrating the pressures within the tributary
area of each floor. The pressure field, for each floor, will in this way be reduced to
two translational forces in the global X- and Y -directions and a torque in the θ-
direction, rotation around the Z-axis (figure 4.27). This was done for both buildings
considering 66 floors located as shown in figures 4.14 and 4.15.
To investigate the energy content of the forcing function random vectors acting
on the two systems, envelopes for all wind directions of the PSDs where considered
for various equidistant points over the buildings height. For example in figure 4.28
are shown the maximum and minimum PSD envelopes for the Bank of China build-
ing for floors 11, 22 and 33, while in figure 4.29 are shown the identical quantities
for floors 44, 55 and 66. Figures 4.30 and 4.31 show the equivalent spectral en-
velopes for the regular building. What is immediately evident for both buildings is
the classical form of the PSDs typical of wind excited tall buildings. This validates
the wind tunnel tests concerning the energy that will be transferred to the eventual
vibration modes with natural frequencies inferior to 1 Hz.
In figures 4.32 to 4.35 are shown the enveloped second order characteristics of
the forcing function random vectors for all incident wind directions. Strong non-
gaussian features can be seen in both cases, figures 4.34 and 4.35. In general it is
seen that the forcing functions of the Bank of China system tend to present a more
pronounced non-gaussian nature.
(a) (b)
Figure 4.27: Building model geometries and reference systems: (a) Bank of China building,
(b) regular building.
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Figure 4.28: Forcing functions spectral envelopes for Bank of China building, lower half
of the building.
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Figure 4.29: Forcing functions spectral envelopes for Bank of China building, higher half
of the building.
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Figure 4.30: Forcing functions spectral envelopes for regular building, lower half of the
building.
10−1 100
10−2
10−1
100
101
f
M
ax
M
in
α
 
∈
 
[0
 36
0]
[S
F n
F n
(f,
α
)/σ
F n
(α
)]
 
 
Max F44
Min F44
Max F55
Min F55
Max F66
Min F66
Figure 4.31: Forcing functions spectral envelopes for regular building, higher half of the
building.
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Figure 4.32: Mean values over all wind directions: (a) dir-X, (b) dir-Y , (c) dir-θ.
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Figure 4.33: Standard deviation over all wind directions: (a) dir-X, (b) dir-Y , (c) dir-θ.
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Figure 4.34: Skewness over all wind directions: (a) dir-X, (b) dir-Y , (c) dir-θ.
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Figure 4.35: Kurtosis over all wind directions: (a) dir-X, (b) dir-Y , (c) dir-θ.
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Chapter 5
Random Response Analysis of
Uncoupled and Coupled
Structural Systems
In this chapter the effect of higher mode truncation on the response of tall build-
ings with both regular and irregular geometric shapes in elevation is investigated
together with the probabilistic nature of the global response. Commencing from
the forcing functions evaluated in chapter 4, the importance of considering higher
modes and wind direction when estimating the dynamic response of irregular tall
buildings possessing complex 3D mode shapes is investigated and compared to the
case of tall buildings with a regular geometric profile and uncoupled mode shapes.
The role played by the background response on both root mean square and higher
order probabilistic moments of global response is also investigated.
5.1 Introduction
Recent trends in tall building design have seen an ever increasing number of propos-
als for buildings with geometrically irregular shapes. However the methods adopted
for estimating their response are generally based on theories that were developed
considering buildings with regular geometric profiles and uncoupled fundamental
mode shapes. As mentioned in chapter 2, while estimating the dynamic response
it is generally deemed sufficient to consider only the first three modes of vibra-
tion, fundamental modes, and a global response characterized by being gaussian in
nature. These hypotheses are particularly useful when the High Frequency Force
Balance (HFFB) technique [5.19, 5.1] is adopted in conjunction with frequency do-
main dynamic analysis to ascertain the global loads and response of the structure.
Firstly, the estimate of the generalized forces associated with higher modes are
not available from HFFB measurements. Secondly, in the case of non-linear coupled
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fundamental mode shapes, the HFFB technique involves the use of complex mode
corrections [5.20, 5.1, 5.21, 5.22, 5.23, 5.11, 5.14] which require the knowledge of the
effective wind load distribution over the structure which is not available through
HFFB measurements. Thirdly, by working in the frequency domain no knowledge
of the probabilistic nature associated with the global response can be obtained.
Therefore the peak factors used to estimate the maximum response are calculated
considering a parent distribution given a priori.
Over the years studies have been carried out with the aim of quantifying the
errors committed through mode truncation [5.18, 5.15, 5.12]. However these inves-
tigations are all concerned with alongwind and acrosswind response of regular tall
buildings. In the case of irregular geometry, the presence of non-coincident centers
of mass and stiffness leads to complex 3D mode shapes which, combined with an
irregular geometric profile, can lead to a far greater sensitivity to wind direction.
In this chapter the dynamic wind induced response of the two tall buildings pre-
sented in chapter 4, namely the Bank of China building (figure 5.1) and a prismatic
building of similar geometric size, are investigated. For both buildings direct inte-
gration of the equations of motion of an equivalent dynamical system is performed.
In particular the equivalent dynamical system of the Bank of China building is
calibrated in order to achieve the first three non linear coupled mode shapes and
frequencies as determined experimentally for the actual building [5.17].
Figure 5.1: Bank of China building.
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The regular building is modeled with the same vertical floor locations and den-
sities as the irregular building. It is also calibrated so as to achieve the same
frequencies with, however, quasi linear uncoupled mode shapes due to coincident
and vertically aligned centers of mass and stiffness. Higher mode contributions,
together with the probabilistic nature of various response quantities such as top
displacements, shear forces, bending moments, torque and top accelerations, are
investigated for a full range of wind directions revealing the high sensitivity of the
results to the particular wind direction and the strongly non-gaussian nature of the
global response. The relative importance of the background and resonant dynamic
responses for dictating the probabilistic features of the global response and their
sensitivity to higher mode contributions is also evaluated.
5.2 Analysis framework
5.2.1 Dynamic modeling
As discussed in chapter 2, the global behavior of tall buildings can be modeled by
an equivalent dynamic system with three degrees of freedom (i.e. two orthogonal
displacements relative to the ground and θ-rotation about a vertical axis) for each
floor. Under these conditions a N -floor building will be governed by the equations
of motion given in (7.7) and reported here for completeness:
Mz¨(t) +Cz˙(t) +Kz(t) = f(t)
whereM is the 3N × 3N diagonal mass matrix, C is the 3N × 3N damping matrix
and K is the 3N × 3N stiffness matrix while f(t) is the 3N × 1 time varying floor
load vector given at the center of mass of each floor and z(t) is the 3N × 1 response
vector.
Because of the linear nature of the structural systems under consideration a
convenient setting in which to solve the above equations is in terms of modal anal-
ysis. In particular the system of equations in (7.7) are transformed into a system of
j = 1, ..., 3N uncoupled equations given by (2.14) and also reported for complete-
ness:
q¨j(t) + 2ζjωj q˙j(t) + ω
2
j qj(t) =
Qj(t)
φTj Mφj
where ζj, and ωj are the jth generalized damping ratio and circular frequency
respectively, Qj(t) is the generalized force while φj is the jth 3N × 1 mode shape
vector.
If the centers of mass and stiffness for each floor are coincident and lay on a
vertical axis and the mode shape vectors φj are referred to a reference system with
vertical axis passing through the centers of mass, then the building will experi-
ence what is known as uncoupled vibration modes in three principal directions,
two orthogonal translational directions and a rotational direction (see also chapter
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2). Therefore if the system of equations (7.7) are organized such that the first N
equations govern the response in one of the principal directions while the next N
equations in one of the other principal directions and so forth, the first three mode
shape vectors will be characterized by having non-zero terms only in correspondence
of the Degrees Of Freedom (DOFs) associated with one of the principal directions.
However if the centers of mass and stiffness do not comply to the above mentioned
conditions the building will, in general, experience what is known as coupled modes,
therefore the first three mode shapes characterized by non-zero terms for all prin-
cipal DOFs. The first three natural modes of tall buildings are generally called
the fundamental modes. The presence of coupled fundamental mode shapes will
produce what is generally termed mechanical coupling.
By opportunely separating the response into quasi-static and resonant compo-
nents, any response of interest R will be given by:
R(t) = Rr(t) +Rb(t) =
3N∑
j=1
ΛR,jqjr(t) +
3N∑
j=1
ΛR,jqjb(t) (5.1)
where Rr is the resonant response component, Rb is the background response com-
ponent, qjb(t) = Qj(t)/kj is the jth background (quasi-static) generalized displace-
ment and qjr(t) = qj(t) − qjb(t) is the jth resonant generalized displacement, kj
is the jth generalized stiffness while ΛR,j is the modal participation coefficient for
R (see chapter 2). Obviously, due to the very nature of modal analysis, a good
approximation of the response may be achieved by considering a limited number of
modal contributions. In particular by observing that the total maximum response,
R˜, including the mean response, µR, may be written as:
R˜ = µR + gRσR (5.2)
where gR is the peak factor while σR is the Root Mean Square (RMS) of the response
R, the accuracy of the peak dynamic response will depend on the accurate estimate
of the RMS response and of the peak factor. Therefore the appropriate number of
modes required in order to efficiently predict the response in equation (5.7) can be
and should be carried in terms of the peak factor and RMS.
5.2.2 The contribution of higher modes
The question of the appropriate number of modes to use in order accurately es-
timate the RMS of a particular response R depends on various factors including
whether R is displacement-, velocity- or acceleration-based, the level of damping
and the natural frequencies of the structure. For the general range in which the
natural frequencies of tall buildings lay, the resonant response is normally consid-
ered to be acceptably estimated from the contribution of the first three fundamental
modes. The background response, on the other hand, does not depend on the fre-
quency content of the extreme wind event. Therefore, there is no logical reason that
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the accurate description of the background response will be achieved through the
exclusive consideration of the fundamental modes.
It should be appreciated that in most tall buildings the resonant response will
be dominant over the background response which leads to the common assumption
that the first three modes are adequate in predicting the dynamic response [5.18,
5.15, 5.12]. While this may be true for the acceleration, it is not necessarily true
for displacement based responses. Another reason that in general the fundamental
modes are considered adequate for estimating both the background as well as the
resonant response is the use of the HFFB for directly determining the generalized
forces. Indeed, as described in chapter 2, this method only allows for the inclusion
of the first three modes in equation (2.22) and therefore in the eventual estimation
of the RMS response. Another important consideration not covered in literature
is the possible effect that complex geometry and 3D coupled mode shapes may
have on the common assumption of dominate fundamental modes. Indeed complex
geometric shapes often lead to situations where the distinction between alongwind
and acrosswind response is meaningless; therefore, studies like [5.18, 5.15, 5.12]
where regular geometric shapes define clear alongwind and acrosswind directions
for which the response is known to be at its severest are not applicable.
The peak dynamic response of equation (5.2) not only depends on the RMS
response but also on an appropriate value of the peak factor. Given that this will
depend on a variety of choices, such as the exceedance probability, it will also depend
on the probabilistic nature of the response. In particular during the analysis of tall
buildings it is customary to consider the global response to be gaussian in nature.
The root of this hypothesis lies in the fact that tall buildings are impinged by a
large, generally non-gaussian, random pressure field [5.9] which has however a cor-
relation structure that does not allow these non-gaussian features to be transferred
to the global response due to the central limit theorem. This simplifies greatly the
calculation of the peak response which can be estimated from the knowledge of the
RMS gathered from frequency domain analysis.
The purpose of this chapter is to investigate not only the adequacy of considering
only the fundamental modes in the estimate of the RMS response, but also the
probabilistic nature of the response and the effects of mode truncation on the last.
5.3 Mechanical characteristics of the buildings
In this study the Bank of China building is considered because of its irregular
external geometry. To obtain the same first three natural frequencies of vibration
and associate mode shapes the effective number and position of the floors with a
building density which varies from 200 kg/m3 at the base to 170 kg/m3 at the top
were considered (figure 5.2), as reported in [5.17]. The first six mode shapes and
associated frequencies of the Bank of China building are shown in figures 5.3 and 5.4,
referred to the global reference system fixed at the geometric centre of the buildings
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Figure 5.2: Mass densities and centers (shown as a red line) over the building height of
the structural systems.
base and shown in figure 4.27. The centers of mass and stiffness of each floor are
modeled as coincident, however, due to the building’s irregular geometry, they do
not lay on a vertical axis (figure 5.2), so causing coupled mode shapes. The regular
building assumes the same floor locations and relative densities as the irregular
building. However, due to the regular nature, it possesses coincident centers of
mass and stiffness aligned on a vertical axis (figure 5.2), resulting in uncoupled
fundamental mode shapes as shown in figures 5.5 and 5.6 with respect to the global
reference system of figure 4.27. The stiffness matrix was calibrated in order to
achieve the same natural frequencies as the irregular building. The buildings have
the first two fundamental frequencies very closely spaced. This will cause the modal
response correlation to play a significant role in the accurate prediction of the global
response [5.4, 5.6, 5.5, 5.13]. The presence of closely spaced fundamental frequencies
and therefore of important intermodal correlation is generally termed statistical
coupling.
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Figure 5.3: Mode shapes, Bank of China building: (a) mode 1, (b) mode 2, (c) mode 3
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Figure 5.4: Mode shapes, Bank of China building: (a) mode 4, (b) mode 5, (c) mode 6.
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Figure 5.5: Mode shapes, regular building: (a) mode 1, (b) mode 2, (c) mode 3.
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Figure 5.6: Mode shapes, regular building: (a) mode 4, (b) mode 5, (c) mode 6.
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5.4 Response analysis
The response analysis carried out in this study was performed in the time domain,
therefore allowing for the direct evaluation of the mechanically and statistically
coupled response of the Bank of China building. The forcing functions are those
determined at the end of chapter 4, in section 4.2.3. As described these last have a
sampling frequency of 1 Hz, therefore the maximum number of natural modes that
can be used for estimating the resonant response of equation (5.7) is governed by
the condition of natural frequencies inferior to 1 Hz. Hence for the Bank of China
building the first six modes can be used while for the regular the first five.
5.4.1 The generalized forces
In a modal analysis framework the forcing functions of equations (7.7) are trans-
formed into the generalized forces by:
Qj(t) = φ
T
j f(t) (5.3)
where φj is the jth mode shape while f(t) is the vector of time varying floor loads.
In figures 5.7 to 5.10 are shown the second order probabilistic characteristics of
the random vectors Qj for j = 1, 2, ..., 15 of generalized forces exciting the Bank
of China system. While in figures 5.11 to 5.14 are shown the analogous quantities
for the regular building system. As can be seen from figures 5.9, 5.10 and 5.13,
5.14, the skewness and kurtosis are similar for both sets of forces. A fundamental
difference between the two systems of forces is seen with respect to the means and
standard deviations. Indeed, for the regular building, it is evident how the first two
generalized forces are dominant (figures 5.11 and 5.12). This is not seen at all for
the Bank of China system where significant values of both the mean and standard
deviation are seen for a number of higher modes.
Figures 5.15 to 5.18 show the enveloped and smoothed PSDs over all wind di-
rections for the first six generalized forces acting on the Bank of China building
and the first five exciting the regular building. It is immediately evident from the
form of the enveloped PSDs that most of the energy of the generalized forces is
concentrated between 0.1 Hz and 0.2 Hz as is expected for the generalized forces of
wind excited tall buildings [5.12]. In the same figures are also reported the natural
frequencies of the first six modes concerning the Bank of China building while in
turn for the regular the first five. It is interesting to observe that the energy that
will excite modes four and five of the Bank of China is not that different from the
energy finding its way onto mode three. The enveloped PSDs for the fourth and
fifth generalized forces of both systems are very similar concerning their energy
distribution over the frequency range of interest. However, the associated natural
frequencies of the Bank of China building are somewhat lower compared to those
of the regular building. This will decrease the significance of the resonant response
component associated with these generalized forces for the regular building.
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Figure 5.7: Mean values of the generalized forces, Bank of China building.
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Figure 5.8: Standard deviation of the generalized forces, Bank of China building.
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Figure 5.9: Skewness of the generalized forces, Bank of China building.
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Figure 5.10: Kurtosis of the generalized forces, Bank of China building.
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Figure 5.11: Mean values of the generalized forces, regular building.
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Figure 5.12: Standard deviation of the generalized forces, regular building.
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Figure 5.13: Skewness of the generalized forces, regular building.
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Figure 5.14: Kurtosis of the generalized forces, regular building.
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Figure 5.15: Generalized force spectral envelopes over all wind directions for the Bank of
China building, forces one to three.
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Figure 5.16: Generalized force spectral envelopes over all wind directions for the Bank of
China building, forces four to six.
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Figure 5.17: Generalized force spectral envelopes over all wind directions for the regular
building, forces one to three.
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Figure 5.18: Generalized force spectral envelopes over all wind directions for the regular
building, forces four to five.
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5.5 Mode truncation and the RMS response
In order to investigate the effects of mode truncation on the RMS response the
following parameter was considered:
κ1 =
σRHFFB(α)
σRTot(α)
(5.4)
where σRHFFB(α) is the RMS of the generic response component R considering
only the resonant and background contribution of the first three modes therefore
simulating the estimate obtainable from HFFB measurements for a wind direction
α, while σRTot(α) is the estimate of the RMS response of R given by:
RTot(t) =
Nr∑
j=1
Λj,Rqjr(t) +
3N∑
i=1
ηi,Rfi(t) (5.5)
where ΛR,j are the modal participation coefficients of R, Nr is the number of natural
modes used to estimate the resonant response (equal to six for the Bank of China
building and five for the regular building), ηR,i is the influence function of the
response R given by the static response caused by a unit load acting in the direction
of the ith DOF while fi are the time varying floor loads. RTot represents the most
complete estimate of the response R available from the experimental data and will
be considered as the baseline against which the adequacy of all other methods will
be tested.
In figures 5.19 to 5.22 the variation of κ1 for the top floor acceleration, top
floor displacement, top and base bending moments, torque and shears are shown
and compared for both the regular system (R) and Bank of China system (B). The
results of this study clearly show the importance of considering the contribution of
higher modes to the dynamic response of tall buildings with an irregular geometric
profile and complex 3D mode shapes. Indeed, as can be seen the effects of mode
truncation for all the response components is far greater in the case of a complex
system (B) if compared to a regular tall building system (R).
In the particular case of the top floor acceleration (figure 5.19(c) and 5.20(a))
errors of up to 40% can be seen which is over four times what is observed for the
regular building. Similar results can be seen for all the other response components
except the base moments which seem quite insensitive to the contribution of higher
modes. The variable nature of the coupled systems response components demon-
strates the sensitivity of the effects of mode truncation to wind direction. It is worth
noting that for a regular tall building the response is more uniform with the wind
direction and that the acrosswind and alongwind responses seem to represent the
extremes of κ1, see for example figure 5.21(a).
It is observed that the higher mode contributions have different effects on dif-
ferent response components. Indeed considering only the first three fundamental
modes does not necessarily mean that a response of interest is underestimated, as
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can be seen for the base torque of the coupled building system (figure 5.22), which
shows a modest overestimate. This difference in behavior is due to the various
modal correlations that exist between the response components and points out the
importance of properly describing the modal response correlation for tall buildings
with complex 3D mode shapes. It is clear however that in general modal trunca-
tion can cause significant underestimates of the RMS response of mechanically and
statistically coupled systems.
Figures 5.23 to 5.26 show the variation with height of the maximum and min-
imum of κ1(α) over all wind directions. In general, the difference between the
responses of the two buildings tends to decrease towards the base of the structures.
However, this is not seen for the rotational acceleration where far greater errors can
be observed for all floors (figure 5.24(c)).
The existence of a vertical coordinate somewhere over the buildings’ height where
the error due to mode truncation seems to vanish, or at least become negligible,
seems clearly evident. In particular this point will in general be located around
0.75H, where H is the buildings height. An important exception to this can be seen
for the base moments (figure 5.25), which seem to present an error vanishing point at
the base of the structure. This is true for both the regular building and the irregular
building and highlights the adequacy of the base bending moments in describing the
dynamic response of tall buildings. A final observation should be made about the
far greater sensitivity of the coupled system in the global Y -direction. This can be
explained by observing that the building exhibits a far greater geometric variation
in this direction compared to the global X-direction due to the presence of a flat
vertical regular face (figure 4.27).
These results show the importance of considering higher mode contributions for
properly describing the RMS response of tall buildings with an irregular geometric
profile and statistically and mechanically coupled systems. The adequacy of con-
sidering only the first three vibration modes in the case of regular geometry is clear
and confirms what can be found in literature [5.18, 5.15, 5.12].
5.5.1 RMS and the background response
The first part of section 5.5 clearly demonstrated the adverse effects of mode trunca-
tion on the RMS response of statistically and mechanically coupled building systems.
This was in relative contrast to what can be seen for the regular uncoupled system
where mode truncation will in general bring significantly smaller errors confirming
the validity of loading schemes based on HFFB measurements where the resonant
and background contribution of only the first three generalized forces can be esti-
mated [5.6]. The aim of this section is to quantify the importance of the background
response for statistically and mechanically coupled systems as well as for uncoupled
systems. To this end the following parameter was considered:
κ2 =
σR3r+Back(α)
σRTot(α)
(5.6)
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Figure 5.19: κ1 for: (a) top floor displacement, (b) top floor rotation, (c) top floor accel-
eration.
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Figure 5.20: κ1 for: (a) top floor angular acceleration, (b) top floor bending moments, (c)
base bending moments.
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Figure 5.21: κ1 for: (a) top floor shear, (b) base shear, (c) top floor torque.
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Figure 5.22: base torque
where σR3r+Back(α) is the RMS of a particular response component R considering
the resonant response of the first three modes for a wind direction α with however
a complete background representation. Therefore R3r+Back can be written as:
R3r+Back(t) =
3∑
j=1
Λj,Rqjr(t) +
3N∑
i=1
ηi,Rfi(t) (5.7)
where Λj,R are the modal participation coefficients of R, ηi,R is the influence function
of the response R given by the static response caused by a unit load acting in the
direction of the ith DOF while fi are the time varying floor loads. Obviously
σRTot(α) is defined as in equation (5.5). κ2 will give an indication of the importance
of a complete background representation.
The influence of the background response is significant. Indeed by considering a
full background representation the errors in the estimation of the dynamic response
are significantly decreased for all response components except the acceleration which
has a negligible background contribution [5.12]. Examples of this behavior for the
Bank of China building are shown in figures 5.27 and 5.28 for the top floor dis-
placements, top and base bending moments, top floor and base torque, top floor
and base shear forces. This observation is further highlighted by figures 5.29 to 5.31
showing the maxima and minima of the ratios κ2 and κ1 over all wind directions.
The advantages in a complete background representation are clearly seen. However,
while this is uniformly true for the regular uncoupled building system, (see figures
5.32 to 5.34), for the coupled system significant resonant contributions of the higher
modes to the shear, moments and torque towards the top of the structure are evi-
dent (figures 5.30 and 5.31). This is again visible in terms of the wind direction θ at
the top floor, as can be seen in figure 5.27(b) for the top bending moments, figure
5.28(a) for the top floor torque and figure 5.28(b) for the floor top shear.
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Figure 5.23: Extremes of κ1: (a) displacement X, (b) displacement Y , (c) rotation θ.
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Figure 5.24: Extremes of κ1: (a) acceleration X, (b) acceleration Y , (c) acceleration θ.
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Figure 5.25: Extremes of κ1: (a) bending moment X, (b) bending moment Y , (c) torque.
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Figure 5.26: Extremes of κ1: (a) shear X, (b) shear Y .
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Figure 5.27: Extremes of κ2: (a) top floor displacement, (b) top floor bending moments,
(c) base bending moments, Bank of China building.
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Figure 5.28: Extremes of κ2: (a) top floor and base torque, (b) top floor shear forces, (c)
base floor shear forces, Bank of China building.
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Figure 5.29: Extremes of κ2: (a) displacement X, (b) displacement Y , (c) rotation θ,
Bank of China building.
0.4 0.6 0.8 1 1.2
0
11
22
33
44
55
66
κ2
Fl
oo
r N
um
be
r
 
 
Max
B
(κ1)
Min
B
(κ1)
Max
B
Min
B
(a)
0.4 0.6 0.8 1 1.2
0
11
22
33
44
55
66
κ2
Fl
oo
r N
um
be
r
(b)
0.4 0.6 0.8 1 1.2
0
11
22
33
44
55
66
κ2
Fl
oo
r N
um
be
r
(c)
Figure 5.30: Extremes of κ2: (a) bending moments X, (b) bending moments Y , (c) torque
θ, Bank of China building.
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Figure 5.31: Extremes of κ2: (a) shear X, (b) shear Y , Bank of China building.
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Figure 5.32: Extremes of κ2: (a) displacement X, (b) displacement Y , (c) rotation θ,
regular building.
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Figure 5.33: Extremes of κ2: (a) bending moments X, (b) bending moments Y , (c) torque
θ, regular building.
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Figure 5.34: Extremes of κ2: (a) shear X, (b) shear Y , regular building.
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5.6 Skewness and kurtosis and mode truncation
As previously mentioned it is customary in the design and analysis of tall buildings
to consider the response gaussian in nature even though the forcing functions show
strong non-gaussian features, section 4.2.3. This section has the twofold objective
of firstly verifying whether this is true and if there is any influence on this result
caused by the particular system under consideration, and secondly to investigate
the effects of mode truncation on the probabilistic nature of the response.
Figures 5.35 to 5.42 show the maximum and minimum skewness and kurtosis
coefficients over all wind directions for the shears, displacements, accelerations and
moments occurring at each floor level. The calculations are carried out for wind
directions 0° to 360° in the case of the Bank of China building and for symmetry
reasons from 0° to 90° in the case of the regular building.
It is immediately clear from the values of the skewness and kurtosis that the
global response of both the coupled and uncoupled systems is strongly non-gaussian.
This holds not only for the response parameters shown in figures 5.35 to 5.42,
but also for parameters such as interstory drift not reported here for a question
of brevity. It also seems evident that the irregular and coupled systems present
a more pronounced tendency towards the conservation of non-gaussian response
features. This can be seen in figures 5.35 to 5.42 by the fact that the skewness and
kurtosis values associated with this system tend to be outside the shaded region
representing the range of variability of the skewness and kurtosis for the regular
uncoupled system.
The effect of higher modes on the maximum and minimum values of skewness
and kurtosis does not so much influence the maxima or minima as it affects the
regularity of the values seen over the height of the building. Indeed, by considering
an increased number of modes the response will be influenced by a larger number of
generalized forces each of which has a particular probabilistic nature, contributing
more or less, depending on the associated mode shape. It is interesting to note
from figure 5.39 that the skewness of the acceleration takes on values indicating a
gaussian distribution which however is not confirmed by the kurtosis (figure 5.40).
This peculiar behavior is due to the relative importance of the resonant part of the
acceleration.
Figures 5.43 to 5.50 show the variation of skewness and kurtosis for the X
component of the acceleration and bending moments of both systems. What can
clearly be seen is the sensitivity of these parameters to the incident wind direction
and the relatively lower non-gaussian features of the regular uncoupled system.
Indeed, the highly non-gaussian features seen in figures 5.35 to 5.42 will tend to
manifest themselves for certain wind directions. For instance the X component of
bending moment of the irregular coupled system shows strong non-gaussian features
for an incident wind direction of 350° (figure 5.46). A similar behavior can be seen
for the other response components. It is interesting to notice how sensitive the
coupled system with complex geometric profile is to wind direction. This is clearly
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seen for the acceleration in direction X of figure 5.44 where a number of wind
directions will cause strong non-gaussian features to manifest.
These non-gaussian features are in stark contrast to the common hypothesis of
gaussianity when calculating the peak factors for the estimation of the maximum
response and design loads of tall buildings [5.6, 5.5, 5.3, 5.24, 5.16, 5.2]. This study
would seem to indicate that the non-gaussian response features are by no means
negligible. This obviously has a direct effect on the most appropriate peak factors
to consider in the design of tall buildings.
Various models have been proposed in literature to account for non-gaussian
features in the definition of the peak factor. In particular the application of models
based on translation processes [5.10, 5.7, 5.8] would seem to offer an interesting
possibility due to their simplicity and capability of capturing non-gaussian features
of an extremely wide variety of processes.
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Figure 5.35: Extreme skewness over all wind directions: (a) shear X, (b) shear Y .
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Figure 5.36: Extreme kurtosis over all wind directions: (a) shear X, (b) shear Y .
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Figure 5.37: Extreme skewness over all wind directions: (a) displacement X, (b) displace-
ment Y , (c) rotation θ.
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Figure 5.38: Extreme kurtosis over all wind directions: (a) displacement X, (b) displace-
ment Y , (c) rotation θ.
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Figure 5.39: Extreme skewness over all wind directions: (a) acceleration X, (b) accelera-
tion Y , (c) angular acceleration θ.
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Figure 5.40: Extreme kurtosis over all wind directions: (a) accelerationX, (b) acceleration
Y , (c) angular acceleration θ.
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Figure 5.41: Extreme skewness over all wind directions: (a) bending moment X, (b)
bending moment Y , (c) torque θ.
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Figure 5.42: Extreme kurtosis over all wind directions: (a) bending moment X, (b)
bending moment Y , (c) torque θ.
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Figure 5.43: Skewness of the acceleration in direction X, Bank of China building.
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Figure 5.44: Kurtosis of the acceleration in direction X, Bank of China building.
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Figure 5.45: Skewness of the bending moment in direction X, Bank of China building.
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Figure 5.46: Kurtosis of the bending moment in direction X, Bank of China building.
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Figure 5.47: Skewness of the acceleration in direction X, regular building.
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Figure 5.48: Kurtosis of the acceleration in direction X, regular building.
Chapter 5 Skewness and kurtosis and mode truncation 117
1
11
22
33
44
55
66
0
45
90
135
180
225
270
315
360
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Floor numberWind direction
γ 3
Figure 5.49: Skewness of the bending moment in direction X, regular building.
1
11
22
33
44
55
66
0
45
90
135
180
225
270
315
360
2.5
3
3.5
4
4.5
5
Floor numberWind direction
γ 4
Figure 5.50: Kurtosis of the bending moment in direction X, regular building.
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5.6.1 The background response and higher order moments
Figures 5.51 to 5.56 show the maximum and minimum skewness and kurtosis over all
wind directions at each floor height for both systems. In particular the probabilistic
nature of the total response, RTot, is compared to that obtained by considering
only the resonant contribution of the fundamental modes, R3r+Back. The responses
considered are those of the previous section with the exception of the acceleration
as this is a response dominated by contribution of the resonant component. What
is clearly evident for both systems and all response components is that the inclusion
of a complete background representation is fundamental if an accurate estimation
of the true probabilistic response features is to be obtained. It is worth noting
how once again the response of the uncoupled regular system is particularly well
estimated from three resonant modes and a full background representation.
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Figure 5.51: Extreme skewness over all wind directions: (a) shear X, (b) shear Y .
Chapter 5 The background response and higher order moments 119
2.5 3 3.5 4 4.5 5
0
11
22
33
44
55
66
γ4
Fl
oo
r N
um
be
r
 
 
Max
B
3r+Back
Min
B
3r+Back
Max
R
3r+Back
Min
R
3r+Back
Max
B
Tot
Min
B
Tot
Max
R
Tot
Min
R
Tot
(a)
2.5 3 3.5 4 4.5 5
0
11
22
33
44
55
66
γ4
Fl
oo
r N
um
be
r
 
 
Max
B
3r+Back
Min
B
3r+Back
Max
R
3r+Back
Min
R
3r+Back
Max
B
Tot
Min
B
Tot
Max
R
Tot
Min
R
Tot
(b)
Figure 5.52: Extreme kurtosis over all wind directions: (a) shear X, (b) shear Y .
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Figure 5.53: Extreme skewness over all wind directions: (a) displacement X, (b) displace-
ment Y , (c) rotation θ.
Chapter 5 The background response and higher order moments 121
2.5 3 3.5 4 4.5 5
0
11
22
33
44
55
66
γ4
Fl
oo
r N
um
be
r
 
 
Max
B
3r+Back
Min
B
3r+Back
Max
R
3r+Back
Min
R
3r+Back
Max
B
Tot
Min
B
Tot
Max
R
Tot
Min
R
Tot
(a)
2.5 3 3.5 4 4.5 5
0
11
22
33
44
55
66
γ4
Fl
oo
r N
um
be
r
 
 
Max
B
3r+Back
Min
B
3r+Back
Max
R
3r+Back
Min
R
3r+Back
Max
B
Tot
Min
B
Tot
Max
R
Tot
Min
R
Tot
(b)
2.5 3 3.5 4 4.5 5
0
11
22
33
44
55
66
γ4
Fl
oo
r N
um
be
r
 
 
Max
B
3r+Back
Min
B
3r+Back
Max
R
3r+Back
Min
R
3r+Back
Max
B
Tot
Min
B
Tot
Max
R
Tot
Min
R
Tot
(c)
Figure 5.54: Extreme kurtosis over all wind directions: (a) displacement X, (b) displace-
ment Y , (c) rotation θ.
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Figure 5.55: Extreme skewness over all wind directions: (a) bending moment X, (b)
bending moment Y , (c) torque θ.
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Figure 5.56: Extreme kurtosis over all wind directions: (a) bending moment X, (b)
bending moment Y , (c) torque θ.
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5.7 Concluding remarks
In this chapter it was shown that the global response of both regular tall buildings
with uncoupled dynamic systems and irregular tall buildings with coupled dynamic
systems are non-gaussian in nature. This behavior was observed for all important
response components including the top floor acceleration, top floor displacements,
bending moments, torque and shear forces. Values of the skewness were seen to vary
between −0.5 and 0.5 while values of over 4.5 were seen in the case of the kurtosis. It
was seen that these results are affected by higher modes which tend to increase the
variability of the maximum and minimum skewness and kurtosis experienced over
the height of the structure. It was also observed how a full background represen-
tation of the response, together with the resonant contribution of the fundamental
modes, will guarantee a good representation of the non-gaussian response features.
The non-gaussian nature of the response is particularly significant in light of the well
established habit of considering the response of these types of structures gaussian
while estimating the peak factors. This study would seem to indicate the necessity
of adopting peak factor models capable of modeling non-gaussian processes.
This study also demonstrated the susceptibility of irregular tall buildings to the
influence of higher modes on their response. In particular the top floor acceleration
was seen to be very sensitive where errors were tripled if compared to the regular
building. Also the importance of wind directionality on the errors committed by
mode truncation was seen for all response components, with the exception of the
base bending moments. The important role played by the correlation of the modal
response was observed by the presence of both over- and underestimates sometimes
occurring for the same response component by simply varying the incident wind
direction or the floor at which the response was being calculated. The particular
sensitivity of the torsional response to higher modes was significant with errors of
up to 60% in the estimation of the RMS of the top floor torque. The importance of a
complete background response representation in the case of a mechanically coupled
building system was clearly seen. In particular, this result conveys an important
consideration. While for traditional mechanically uncoupled and geometrically reg-
ular tall buildings the background response may be, to a certain extent, adequately
estimated from fundamental modes, this is definitely not true for coupled geometri-
cally irregular buildings. This result is particularly significant within the context of
HFFB measurements where only the first three generalized forces can be estimated.
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Chapter 6
A Framework for Accurate
Combination of Directional
Aerodynamics and Wind
Climatological Information
In this chapter a framework is presented that rigorously combines the directional
characteristics of both the extreme wind climate and buildings aerodynamics in
a component-wise reliability model that ensures consistent estimates of responses
with specified mean recurrence intervals. In particular the proposed reliability model
introduces limit state functions with specified vulnerability levels. This allows for
the identification of limit states, in terms of the maximum mean wind speeds for
each wind direction, that allow for the rigorous estimation of the response levels
with specified mean recurrence intervals through the resolution of time-invariant
reliability integrals.
The proposed model is compared to traditional methods commonly adopted in
the wind analysis of tall buildings. In particular both non directional and direc-
tional methods are compared to the proposed approach for a 74 floor planar frame
analyzed in a fully three dimensional extreme wind environment. The results seem
to highlight the inadequacy of traditional approaches for accurately estimating re-
sponses with specified mean recurrence intervals.
6.1 Introduction
In the wind induced analysis of tall buildings it is common to assume that the
Mean Recurrence Interval (MRI) or inverse of the annual probability of failure of a
critical load effect may be estimated as the MRI of the mean wind speed causing
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the response level [6.23, 6.14, 6.4, 6.5, 6.6]. This assumption neglects the inherently
directional characteristics of wind climate even though it is a known fact that wind
climates often have strong directional properties [6.19, 6.17, 6.8, 6.20]. Indeed, the
non directional assumption becomes problematic during the combination of direc-
tional aerodynamics with what is actually a directional wind climate. The simplest
way around this is to consider the most severe aerodynamic direction alongside
the non directional climate model and define a directional factor that accounts for
the improbable occurrence of such an event (see chapter 1 and [6.2]). While this
procedure could be considered adequate for most structures, it is generally not ac-
ceptable for dynamically sensitive structures, such as tall buildings, which are far
more sensitive to wind direction [6.22]. For this reason, during the wind analysis
of such structures, wind direction must be accounted for in some way. A common
procedure often adopted is the sector-by-sector approach (see chapter 1 and [6.20]).
However, this method has been demonstrated to strictly underestimate the response
with a Mean Recurrence Interval of interest [6.18].
In this chapter a framework is presented for the rigorous estimation of all critical
wind induced responses. In particular a component wise-reliability model is adopted
[6.16]. The method rigorously combines the directional characteristics of both the
wind climate and the building aerodynamics through the introduction of limit state
functions with specified vulnerability levels for each critical load effect. This yields
limit states in terms of level cut sets of response surfaces with prescribed vulner-
ability containing the mean wind speeds that cause a specific critical response to
assume a level with specified MRI. Moreover, from the application of the proposed
model to a full scale tall building situated in an extreme wind climate, it is seen how
the actual mean wind speeds causing a response with specified MRI bear very little
resemblance to the directional/non directional wind speeds with the same MRI. The
results of this chapter would seem to imply the insufficiency of commonly adopted
models for the estimation of wind induced responses of tall buildings with specified
MRIs.
6.2 Wind and reliability models
6.2.1 Directional wind model
As described earlier, a shortcoming of the traditional approach to the definition of
an extreme wind climate is the neglection of its directional characteristics. Therefore
an appropriate directional model is required.
In this work the model described in [6.12, 6.13] is adopted. This model is based
on assuming the random arrival times, T1 < T2 < ..., of the extreme wind storms at a
particular location to be jump times of an homogeneous Poisson process, N(t), t > 0,
of intensity υ > 0, where the intensity υ of the Poisson process N is directly esti-
mated from the data and represents the average number of extreme events expected
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during the epoch of a year. Therefore the average number of extreme wind events
during a time, t > 0, is equal to the expectation E[N(t)] = υt. Each event, and
therefore point of the Poisson process, is defined by a Wd-dimensional wind speed
vector, V(k), whose coordinates, Vk,i, i = 1, 2, ...Wsd, are the maximum mean wind
speeds, for a certain averaging time, recorded in Wd directions during the kth ex-
treme wind event. In this way the model rigorously accounts for the directional
characteristics of the extreme wind climate. If K extreme events are recorded for
the location of interest the wind climate will be defined by the wind speed vectors
V(k), k = 1, 2, ...K. From these wind vectors a directional extreme joint probability
density function, p(V¯ , α), can be fitted.
6.2.2 Vulnerability model
Vulnerability may be defined as the sensitivity of a building to an extreme event
in terms of damage [6.3]. In other words it expresses the probability of having
structural damage once a hazardous event has occurred with a given energy content.
Vulnerability is an integral part of the Performance-Based Design (PBD) philosophy
commonly adopted in seismic design and analysis of buildings but sparingly used
in the design of wind excited structures. The PBD philosophy may be effectively
synthesized through the following equation [6.15]:
P (DV ) =
∫ ∫ ∫
P (DV |DM)|dP (DM |EDP )||dP (EDP |IM)|dP (IM) (6.1)
where IM (Intensity Measure) is an appropriate measure of the magnitude of the ex-
treme wind event; EDP (Engineering Design Parameter) is a parameter representing
the structural response; DM (Damage Measure) is a parameter denoting the level of
damage; DV (Decision Variable) represents a parameter that determines the design
decisions (for example a limit state); P (∗) denotes a probability of exceedance while
P (∗|∗) denotes a conditional probability of exceedance.
In equation 6.1 the term P (EDP |IM) represents the probability of exceedance
of a given limit state or performance objective while the term P (DM |EDP ) repre-
sents the probability of exceedance of a certain damage level given a response level.
Their product may be identified as a measure of vulnerability and therefore:
Vulnerability = P (DM |EDP )P (EDP |IM) (6.2)
By taking a damage measure coincident with an EDP the vulnerability is simply
given by:
Vulnerability = P (EDP |IM) (6.3)
and therefore the conditional probability of exceeding a particular structural re-
sponse level given a certain hazard level. It is therefore this conditional probability
that is of interest if the vulnerability of the system is to be evaluated.
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In particular, concerning wind excited structures, the external pressure wind
field acting on the surface of a tall building of height H may be characterized by
the following pressure coefficients (see chapter 4):
Cp(t) = P(t, V¯H , α)− PH(t, V¯H , α)1
2
ρaV¯ 2H
(6.4)
were P(t) is the total pressure, PH(t) the static pressure at H, ρa the mass density
of air, VH the mean wind velocity at H while α is the incident wind direction.
Through integration the pressure coefficients the forcing functions, f, acting on the
structural system can be estimated (see chapter 4) yielding the following dynamic
equilibrium problem:
Mz¨(t) +Cz˙(t) +Kz(t) = f(t, V¯H , α) (6.5)
where z is the response vector whileM, C andK are the mass, damping and stiffness
matrices respectively. The dependency of f(t, V¯H , α) on the maximum mean wind
speed and wind direction implies the dependency of the response vector on these
last. Therefore, given a generic response of interest R and associated performance
objective in terms of a limit state, LSR, the following limit state function, GR, may
be defined:
GR = LSR −R(V¯H , α, z, z˙, z¨, t) (6.6)
Obviously V¯H and α are time independent random variables that can be used to
define the intensity measure (IM) of the extreme wind event. Under this hypothesis
the conditional probability of equation 6.3 defining the vulnerability of the structural
system is given by the resolution of the following time-variant reliability problem:
GR(z, z˙, z¨, t)|V¯H ,α < 0 ∀t ∈ [0, T ] (6.7)
where T is the time interval in which the probability of failure is to be evaluated
conditional on (V¯H , α). An upper bound on this failure probability, first excursion
probability, can be estimated through the calculation of the mean crossing rate
through the threshold level LSR of the stochastic process R(t) and therefore from
the resolution of the Rice’s formula:
ν(LSR; t) =
∫ ∞
−∞
|x|pRR˙(LSR, x; t)dx (6.8)
where pRR˙(LSR, x; t) is the joint probability density function of {R(t), R˙(t)} while
ν(LSR; t) is the mean crossing rate. It should be observed that this will give a good
approximation of the probability failure only if the threshold is relatively high [6.16]
which is the case of most practical applications including the structural systems
of interest to this work. Because the stochastic process R(t) may be considered
stationary for wind induced responses, from the knowledge of the crossing rate, the
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peak factor with specified failure probability, g%, may be calculated, as can the
associated response level from:
Rpeak,%|V¯H ,α = µR + g%σR (6.9)
where µR is the mean response while σR is the standard deviation of R(t). Equation
6.9 represents the response level associated with the vulnerability level specified
through the failure probability of the peak factor g%. Of particular interest are the
limit state functions, GR,%(V¯H , α), with specified vulnerability levels. It should be
observed that any non gaussian response features may be included by considering
appropriate peak factor models such as those reported in [6.11, 6.9, 6.10].
6.2.3 Global time invariant model
As mentioned, vulnerability represents the probability of failure conditional on a
given hazard level. However, for the design of structures, once an acceptable vul-
nerability level has been fixed, it is the probability of failure over all hazard levels
that is of interest. By fixing a vulnerability level, indicated by the symbol ,˜ the
limit state function of equation 6.7 may be written as:
G˜R(v,x) = LSR˜ − R˜(v,x) (6.10)
where v = (V¯H , α) is the vector of random variables indicating the hazard intensity
while x = (x1, x2, ...) is the vector of deterministic variables. Having fixed the
vulnerability level this is now simply a time invariant component reliability problem,
the solution of which is given by [6.16]:
Pf,R˜(x) =
∫
G˜R(v,x)<0
pv(v)dv (6.11)
where P˜f,R(x) is the searched after failure probability of the response component R
while pv(v) is the joint probability density function of v. This may be written in
function of the MRI, yLSR˜ , associated with the exceedance of the limit state LSR˜ of
the response R with assigned vulnerability as:
P (R˜ > LSR˜) = 1−
∫ V¯ LSR˜H
0
∫ 2pi
0
p(V¯H , α)dV¯Hdα
υ = 1
yLSR˜
(6.12)
where p(V¯H , α) is the joint probability density function of the directional extreme
wind climate of section 6.2.1 with intensity υ while V¯
LSR˜
H is the level cut set contain-
ing all those wind speeds associated with the limit state LSR˜ and shown in Figure
7.1. The geometric meaning of the double-fold integral of equation 6.12 is shown in
Figure 6.2.
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6.2.4 Algorithm
In this section an efficient algorithm is presented for the calculation of the failure
probability distribution of equation 6.12.
After appropriate scaling [6.21, 6.20], the wind speed vectors can be represented
as a K ×Wd matrix V¯H of hourly averaged wind speeds at the top of the building.
Given the response R, for each extreme wind event k, it is then necessary to evaluate
the peak of the response with specified vulnerability or first excursion probability
over all wind directions, R˜maxk = max i=1,2...Wd [R˜k(V¯H,k, i)] where R˜k can be derived
from the knowledge of the response surface of R with prescribed vulnerability,˜, see
figure 7.1. Obviously the response surfaces will be calculated in a discrete number
of points and then interpolated for other values. Therefore the resolution of the
surfaces is important for obtaining accurate estimates of R˜k.
From the maximum response, R˜maxk , the time series of maximum values of the
response R˜ in each extreme wind event can be expressed as a 1 ×K vector R˜max.
Let the elements of this vector be sorted in descending order, so that R˜max1 =
max(R˜
max
). The probability that the response R˜ will exceed the nth ranked value
in any given extreme wind event can then be estimated as follows:
P (R˜ > R˜maxn | 1 event) =
n
1 +K
(6.13)
As mentioned the wind speed model is based on the assumption that the fre-
quency of the extreme wind events are governed by a Poisson process with constant
occurrence rate. It is therefore consistent to make the same assumption in com-
puting the annual probability of exceedance of R˜maxn based on the probability of
exceedance per extreme wind event given in (6.13), whereby the following result is
obtained [6.21]:
P (R˜ > R˜maxn | 1 year) = 1− exp
( −υn
1 +K
)
(6.14)
The MRI, yR˜maxn , associated with the exceedance of R˜
max
n is then given by the inverse
of this annual probability
yR˜maxn =
[
1− exp
( −υn
1 +K
)]−1
(6.15)
Through interpolation it is then possible to estimate the response or limit state,
LSR˜, corresponding to any MRI, yLSR˜ , of interest. To get a good estimation of LSR˜
a large number of wind speed vectors V(k) k = 1, 2, ...K are needed. Historical
data for most sites is unlikely to be sufficient. To overcome this the wind speed
vectors can be increased through simulation and therefore the calibration appropri-
ate probabilistic models. Methods for this purpose have been proposed for various
extreme wind climates [6.12, 6.13].
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6.3 Case study
6.3.1 Building description
The planar frame considered in this application is taken from a full 3D model of
a regular 74 story tall building with a typical story height of 3.98 m. The original
structure is a steel outrigger framework. The planar frame considered is one of the
inner frames, part of the steel core and connected to the external tube through three
outriggers placed at 1/3 and 2/3 of the height as well as at the top of the building
(figure 6.3). The central frame is stiffened through a series of diagonals. All beams
are rigidly connected to the columns while the diagonals and K-bracing are simply
connected. The outriggers are also simply connected. The beams and diagonals
are American AISC standard wide-flange W sections [6.1]. The initial beam sizes
are W24 × 176 while the diagonals are W14 × 370. The columns and outriggers
are steel box sections of flange thickness 1/20 of the mid-line diameter. The frame
is analyzed in the vertical plane parallel to the global x-direction. The nodes at
each floor level of the frame are rigidly connected concerning translations in the
global x-direction simulating the presence of the rigid floor diaphragms. The rigid
connections do not apply to z-direction translations or rotations around the y-axis.
The directional aerodynamic wind induced translational forces at the geometrical
center of each floor are estimated from the wind tunnel tests of chapter 4. In
particular the forcing functions derived in section 4.2.3 for the regular building are
considered. The intensity of the loads acting on the frame are taken as 1/3 of the
x-direction loading. Appropriate scaling is considered during the construction of
the response surfaces.
6.3.2 Limit state functions
Inter-story drift ratio
The global response of interest in the design of the frame is the inter-story drift
ratio djx, where j = 1, ..., 74 floor number, defined as the relative displacement
in the global x-direction (figure 6.3) between two adjacent floors normalized with
respect to their distance.
The limit state function of the inter-story drift Gdjx(v, T ) will assume the fol-
lowing form:
Gdjx(v, T ) = LSdj −
(
µdjx(v) + gdjx(v, T )σdjx(v)
)
(6.16)
where LSdj = 1/400 is the limit state, µdjx , σdjx and gdjx is the mean, standard
deviation and peak factor, with specified first excursion probabilities or prescribed
vulnerability for an observation period T , of the response processes djx(t) and v =
(V¯H , α). In this example the inter-story drift ratio response processes djx(t) may be
calculated directly from the response at the geometrical centre of each floor.
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Figure 6.3: Planar frame as set in the 3D wind environment.
Capacity ratios
Concerning the local member level response the following capacity ratios, suggested
by the American institute of steel construction [6.1] were considered:
Nil(v, t)
φNni
≥ 0.2 ⇒ bil(v, t) = Nil(v, t)
φNni
+
8
9
(
MXil(v, t)
φbMXni
)
≤ 1
Nil(v, t)
φNni
< 0.2 ⇒ bil(v, t) = Nil(v, t)
2φNni
+
MXil(v, t)
φbMXni
≤ 1
(6.17)
where Nni and MXni are the nominal axial and flexural strengths of member i, φ
and φb are axial and flexural resistance factors while Nil(v, t) andMXil(v, t) are the
total internal forces due to specified factored combinations l = 1, ..., L.
From the capacity ratios the following local level limit state functions may be
defined:
Gbil(v, T ) = LSbil − (µbil(v) + gbil(v, T )σbil(v)) (6.18)
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Figure 6.4: Extreme joint probability density function of the wind climate.
where LSbil = 1 is the limit state level while T is the observation period for which the
first excursion probability is calculated concerning bil(t). It should be observed that
the peak response functions (µbil + gbil(T )σbil) are evaluated for both the axial force
ratios of equation (7.26). The governing peak response is then chosen on the basis
of the maximum and minimum axial force occurring in the member. The procedure
is repeated for a number of control sections over the length of the member. The
governing peak response function is that yielding the most sever response over all
control sections and all load combinations.
6.3.3 The wind hazard
The extreme wind climate is described by the directional model of section 6.2.1.
In particular the directional wind speeds used for creating the simulated hurricane
databases come from the National Institute of Standards and Technology (NIST).
For various mileposts situated on the US cost line, 999 simulated extreme wind
events are created. Every event is defined by 16 maximum sectorial wind speeds
occurring during the hurricane. Each location is assigned an intensity, υ, derived
from the Poisson model. The building is considered in the Miami area of Florida.
Therefore milepost 1500 was considered. The wind speeds are represented as mean
hourly speeds at the building’s top by using the power law in a suburban setting.
The extreme joint probability density function of the wind climate is shown in
Figure 6.4 illustrating the directional characteristics of the wind climate.
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6.4 Results and discussion
6.4.1 Traditional directional and non directional methods
There are two methods commonly adopted for combining a building’s aerodynam-
ics with the sites’ wind climatological information for obtaining estimates of the
MRIs of various response components of interest. The first approach is based on
a non directional model that simply takes the maximum response induced by the
non directional maximum mean wind speed, with specified MRI, blown from all
wind directions. The MRI of the maximum response is then simply taken as that
of the non directional wind speed. This method is the most commonly adopted by
international codes and standards (see section 1.3.1). Because this will in general
overestimate the response some codes, such as the ASCE 7-05 [6.2] will prescribe a
directional factorKd that reduces the non directional maximum mean wind speed to
account for the improbable event of having both the most severe aerodynamic direc-
tion coincident with the most severe wind direction of the inherently, but neglected,
directional extreme wind climate. The second approach is a directional method
based on the assumption that the sectorial maximum mean wind speed with MRI
of interest will produce a response with the same MRI (see section 1.3.2). There-
fore the maximum response with specified MRI is simply taken as the maximum
of all the sectorial responses. This intuitive approach is strictly correct only in the
case that the sectorial wind speeds are fully correlated, a physically un-meaningful
case, while in all other cases it can be shown to strictly underestimate the response
with MRI of interest [6.18, 6.20]. To implement these methods the directionless and
sectorial maximum mean wind speeds are required for the site of interest. For the
wind climate of section 6.3.3 the directionless mean hourly wind speed with 50 year
MRI was calculated as 57.75m/s. The sectorial wind speeds with 50 year MRIs are
shown in table 6.1.
Sector V¯H Sector V¯H
(m/s) (m/s)
1 43.94 9 45.75
2 44.46 10 45.38
3 47.99 11 45.36
4 47.81 12 45.74
5 45.88 13 43.31
6 47.24 14 41.34
7 47.94 15 40.77
8 46.60 16 41.13
Table 6.1: Sectorial wind speeds with 50 year MRIs.
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6.4.2 Comparison with proposed model
In the following, the 50 year inter-story drift response and factored 50 year member
capacity ratios, both with assigned vulnerability, are calculated with the proposed
model and compared to estimates obtained considering traditional approaches.
In particular the vulnerability of the frame outlined in section 6.3 is taken as the
expected value of equation (6.3) and therefore as E[EDP |IM ] while the response
processes are considered gaussian in nature. Therefore response surfaces with as-
signed vulnerability may be obtained by considering the following peak factor [6.7]:
gR˜ =
√
2In(ν0T ) +
0.5772√
2In(ν0T )
(6.19)
where ν0 is the mean 0-level up-crossing rate which for tall buildings may be taken
equal to the first natural frequency of the building while T is the observation period
equal to 3600 s. The load combination used in conjunction with the local capacity
requirements of section 6.3.2 was the following [6.2]:
1.2(DL) + 1.0(LL) + 1.6(Wind Load) (6.20)
where DL is the dead load and LL is the static live load. The members are gathered
into a number of design groups. In particular beams and columns were grouped two
levels at a time. The outriggers are considered member by member ensuring however
symmetry about the central vertical axis. The final number of design groups is 287.
In figures 6.5 and 6.6 the limit states for the drift responses of the 74th and 37th
floors compared to those that would be obtained by considering a non directional or
sector-by-sector model is reported. The strong dependency of the limit state on the
model adopted is immediately evident as is the non linear nature of the limit states
associated with the more rigorous proposed approach. Similar behavior can be seen
for the limit states of the member capacities as seen in figure 6.7, for a diagonal
member between the 72nd and 73rd floor, and for a box column member between the
58th and 59th floor of the core, figure 6.8. For both the drift and member capacity
response the sector-by-sector approach is seen to significantly underestimate the
mean hourly wind speeds that produce a response with the desired MRI. This is seen
for all responses and demonstrates the inadequacy of the sector-by-sector approach.
The non directional method seems to quite accurately estimate the response with
specified MRI for certain wind directions while for others severe underestimates
can be seen. This is demonstrated by the significant difference in the 50 year non
directional mean wind speed compared to the limit state mean speeds, figures 6.5
to 6.8. Because the non directional approach is based on considering the maximum
response over all wind directions as the design value, in this example it can be seen
to overestimate the 50 year design value of the inter-story drift over the building’s
height figure 6.9(a).
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Figure 6.5: Limit state, V¯
LS ˜d74x
H , for the 50 year non factored inter-story drift response of
the 74th floor.
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Figure 6.6: Limit state, V¯
LS ˜d74x
H , for the 50 year non factored inter-story drift response of
the 37th floor.
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H , for the 50 year factored capacity response of member
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Figure 6.9: (a) 50 year inter-story drift response: comparison between proposed model
and traditional approaches, (b) Wind directionality factor, Kd, for the 50 year inter-story
drift response.
Figure 6.9(b) reports the wind directionality factor, Kd, for the inter-story drift
calculated as:
Kd =
R˜Proposed
R˜Non direc.
(6.21)
This is compared to the value proposed in ASCE 7-05 [6.2] of 0.85. As can be seen
the value of 0.85 seems un conservative. Figures 6.10 and 6.11 report the analogous
quantities concerning the member capacity ratios. In this case the situation is more
complicated. Indeed, in this case, Kd may assume a wide range of values including a
number significantly greater than one, figure 6.11. The reason for this may be traced
back to the discontinuous nature of the AISC [6.1] capacity ratios adopted in this
example. This result does not however lose in generality as most code prescribed
member capacity ratios will be discontinuous in order to account for the interaction
between the various internal forces.
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Figure 6.10: 50 year factored capacity response: comparison between proposed model and
non directional approaches.
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Figure 6.11: Wind directionality factor, Kd, for the 50 year factored capacity response.
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6.5 Concluding remarks
In this chapter a component wise reliability based model is proposed that rigorously
combines the experimentally determined directional aerodynamics with a directional
wind climate defined through the extreme joint probability density function of the
maximum mean hourly wind speed and direction occurring during a given epoch.
The proposed model indentifies the maximum mean wind speeds that will cause
a response to assume a specified MRI. In particular the model demonstrates how
for any response level with specified MRI there exists a level cut set containing
the maximum mean wind speeds and directions that will cause this response level.
From the application of the proposed model to an illustrative tall building a con-
siderable difference is observed between the directional/non-directional wind speeds
with specified MRIs and the actual wind speeds causing a critical response to as-
sume a level with specified MRI. The inadequacy of flat directionality factors when
applied to this type of structure seems to be apparent from the large underestimates
caused by applying these approaches to the test case.
Bibliography
[6.1] AISC. Manual of steel construction: load and resistance factor design, 3rd
Edition. Chicago, IL, 2001.
[6.2] ASCE. ASCE 7-05 Minimum design loads for buildings and other structures.
Reston, VA, 2005.
[6.3] G. Augusti, C. Borri, and H. J. Niemann. Is aeolian risk as significant as other
environmental risks? Reliability Engineering and System Safety, 74:227–237,
2001.
[6.4] C. M. Chan and J. K. L. Chui. Wind-induced response and serviceability
design optimization of tall steel buildings. Engineering Structures, Elsevier,
28:503–513, 2006.
[6.5] C. M. Chan, J. K. L. Chui, and M. F. Huang. Integrated aerodynamic
load determination and stiffness design optimization of tall buildings. Struct.
Design Tall Spec. Build., 2007.
[6.6] C. M. Chan, M. F. Huang, and K. C. S. Kwok. Stiffness optimization
for wind-induced dynamic serviceability design of tall buildings. Journal
of Structural Engineering, 135(8):985–997, 2009.
[6.7] A. G. Davenport. Note on the distribution of the largest value of a random
function with application to gust loading. INPROCEEDINGS Institution of
Civil Engineering, 28:187–196, 1964.
[6.8] W. P. Fritz and E. Simiu. Probabilistic description of tall building response
to wind: Database-assisted design, dynamics, and wind directionality effects.
In 9th Int. Conf. on Structural Safety and Reliability CD-ROM, 2005.
[6.9] M. Gioffre`, M. Grigoriu, M. Kasperski, and E. Simiu. Wind-induced peak
bending moments in low-rise building frames. Journal of Engineering Me-
chanics, 126(8):879–881, 2000.
[6.10] M. Gioffre` and V. Gusella. Peak response of a nonlinear beam. Journal of
Engineering Mechanics, 133(9):963–969, 2007.
145
Bibliography 146
[6.11] M. Grigoriu. Crossing of non-gaussian translation process. Journal of Engi-
neering Mechanics, 110(4):610–620, 1984.
[6.12] M. Grigoriu. A model for directional hurricane wind speeds. NIST Govern-
ment Contractor Report, 06-905, 2006.
[6.13] M. Grigoriu. Algorithms for generating large sets of synthetic directional
wind speed data for hurricane, thunderstorm, and synoptic winds. NIST
Technical Note, 1626, 2009.
[6.14] D. K. Kwon, T. Kijewski, and A. Kareem. e-analysis of high-rise buildings
subjected to wind loads. Journal of Structural Engineering, 134(7):1139–
1153, 2008.
[6.15] C. Paulotto, M. Ciampoli, and G. Augusti. Some proposals for a first step
towards a performance based wind engineering. In Forum in Engineering
Decision Making (IFED), Stoos, 2004.
[6.16] P. E. Pinto, R. Giannini, and P. Franchin. Seismic Reliability Analysis of
Strucutures. IUSS Press, Pavia, Italy, 2004.
[6.17] A. Rigato, P. C. Chang, and E. Simiu. Data-based design and wind direction-
ality effects. In Bluff Body Aerodynamics and Applications, 4th International
colloquium, pages 213–216, Ruhr-University Bochum, September 11-14, 2000.
[6.18] E. Simiu and J. Filliben. Wind tunnel testing and the sector-by-sector ap-
proach to wind directionality effects. Journal of Structural Engineering,
ASCE, 137(7):1043–1045, 2005.
[6.19] E. Simiu and N. Heckert. Wind direction and hurricane-induced ultimate
wind loads. Journal of Wind Engineering and Industrial Aerodynamics, 74-
76:1037–1046, 1998.
[6.20] E. Simiu and T. Miyata. Design of Buildings and Bridges for Wind. John
Wiley Sons, Hoboken, New Jersey, 2006.
[6.21] E. Simiu and R. H. Scanlan. Wind effects on structures: Fundamentals and
applications to design 3rd Ed. Wiley-Interscience, New York, 1996.
[6.22] S. M. J. Spence, M. Gioffre`, and V. Gusella. Influence of higher modes on
the dynamic response of irregular and regular tall buildings. In 6th Inter-
national Colloquium on Bluff Bodies Aerodynamics and Applications (BBAA
VI), Milano, Italy, July 20-24, 2008.
[6.23] Y. Zhou, T. Kijewski, and A. Kareem. Aerodynamic loads on tall build-
ings: Interactive database. Journal of Structural Engineering, 129(3):394–
404, 2003.
Chapter 7
An Efficient RBDO Procedure for
Tall Buildings
Modern tall buildings are often characterized by statistically and mechanically cou-
pled dynamic systems. For these buildings traditional least weight optimization
procedures based on a few idealized equivalent static wind loads derived from di-
rectionless wind models may be inadequate. This is especially true considering
traditional models used for combining aerodynamics and site specific climatologi-
cal information. Indeed these methods were developed for buildings with statisti-
cally and mechanically uncoupled systems exhibiting strong preferential behavior
for certain wind directions. Using these models during a traditional deterministic
optimization may lead to unsafe designs.
In this chapter the component-wise reliability model of chapter 6 is used to
rigorously combine the directional building aerodynamics and climatological infor-
mation. An efficient reliability-based design optimization scheme is then proposed
based on decoupling the traditionally nested optimization loop from the reliability
analysis. The decoupling is achieved by assuming the level cut sets containing the
mean wind speeds generating a response with specified exceedance probability inde-
pendent of changes in the design variable vector. This hypothesis results in a series
of conservative designs during convergence. The decoupled optimization problem
is solved by defining a series of approximate explicit sub-problems in terms of the
second order response statistics of the constrained functions.
7.1 Introduction
The member size optimization of tall buildings is a well established field of appli-
cation for large scale optimization algorithms. This is easily explained through the
obvious economic advantages that can be had through this type of application due
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to the high initial costs of such constructions. Research into this area has been vigor-
ously explored since the early Nineties. While size and scope of problems examined
have grown over the years, the basic approach to solve these problems has remained
unaltered. In particular they are based on the resolution of a static response opti-
mization problem and therefore the definition of an adequate number of idealized
Equivalent Static Wind Loads (ESWLs) [7.5, 7.12, 7.33, 7.28, 7.29, 7.11, 7.31]. How-
ever the process of transforming an inherently dynamic phenomenon, such as the
response of wind sensitive tall buildings, into a static response problem is not an
easy task especially considering modern tall buildings which tend to be character-
ized by a coupled response [7.23, 7.14, 7.13]. Traditional methods for treating the
wind hazard through the definition of an appropriate number of ESWLs are based
on several simplifications including: the combination of the directional aerodynam-
ics and wind climate information through approximate, often directionless, models;
the definition of the ESWLs that reproduce the maximum value of a limited number
of critical load effects, often the base bending moments or top floor displacements
[7.38]; the assignment of the occurrence probability of a generic load effect equal to
the occurrence probability of the wind speed that produces the maximum response
of one of the critical load effects. These simplifications introduce a number of short-
comings in the response estimation among which are the choice of the critical load
effects and the inaccurate estimation of the occurrence probabilities of both the crit-
ical and non critical load effects. This last is due to the fact that the mean hourly
wind speed with a certain occurrence probability will not in general produce a load
effect with the same occurrence probability due to the inherently directional nature
of both the wind climate and building aerodynamics. Considering the computa-
tional power now available, the investigation of more thorough approaches based
on reliability models, such as that proposed in chapter 6, that rigorously account
for problems concerning the accurate combination of directional aerodynamic and
climatological information is overdue. From an optimization viewpoint this implies
the definition of appropriate Reliability-Based Design Optimization (RBDO) algo-
rithms [7.32, 7.18] that must be capable of handling the sheer size of modern tall
buildings. Indeed the inherent computational effort necessary for solving such large
scale (thousands of probabilistic constraints) RBDO problems implies the need for
defining efficient algorithms that overcome the coupled or nested nature of tradi-
tional RBDO algorithms.
In this chapter an efficient RBDO procedure is proposed for the member size
optimization of tall buildings subject to multiple loading conditions and time vari-
ant experimentally determined wind loads. In particular the algorithm is based
on the concept of decoupling the reliability analysis from the optimization loop
[7.16, 7.35, 7.17, 7.39, 7.26]. This allows the reliability analysis to be performed sep-
arately from the successive deterministic optimization loop, guaranteeing far greater
efficiency than traditional approaches. The reliability of the system is guaranteed
through the component-wise strategy proposed in chapter 6 that fully accounts for
the non linear nature of the limit state functions. The results of the reliability
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analysis are then used to define a deterministic optimization problem in terms of
the second order response statistics. This problem is characterized by the replace-
ment of the reliability constraints of the original optimization problem with response
constraints evaluated in the level cut sets of the component response surfaces with
prescribed vulnerability. An efficient algorithm is then developed for implementing
the proposed RBDO procedure for tall frameworks. The applicability of the pro-
posed algorithm is then demonstrated on a full scale planar frame set in a 3D wind
environment.
7.2 The RBDO procedure
7.2.1 Problem formulation
Consider a tall building with j = 1, ..., N floors and i = 1, ...,M members making
up the structural system and consider k = 1, ..., K sets of N geometrical points,
one for each floor. Considering the kth set, the inter-story drift ratio djks, defined
as the relative displacement between two points of two adjacent floors normalized
with respect to their distance, has to be controlled in two orthogonal directions
(s = x, y). With the objective of minimizing the weight of the structure, W , in
terms of a vector of deterministic design variables, x = {x1, ..., xn}T , while ensuring
the structural integrity of the system through component-wise reliability constraints
on the inter-story drift and member capacity ratios, bil, under l = 1, 2, ..., L static
loading conditions, the following time invariant RBDO problem may be posed:
Find x = {x1, ..., xn}T (7.1)
to minimize W = f(x) (7.2)
subject to:
Pf,djks(x) =
∫
Gdjks(x,v,z,T )≤0
fv(v)dv ≤ P acceptf,djks
(j = 1, ..., N)(k = 1, ..., K)(s = x, y)
(7.3)
Pf,bip(x) =
∫
Gbil (x,v,z,T )≤0
fv(v)dv ≤ P acceptf,bil
(i = 1, ...,M)(l = 1, ..., L)
(7.4)
where Gdjks(x,v, z, T ) and Gbil(x,v, z, T ) are the limit state functions with specified
first excursion probabilities; z is the response vector calculated from the dynamic
equilibrium problem governing the response of the structural system; T is the obser-
vation period for which the first excursion probabilities are calculated; v is a vector
of random variables defining the intensity of the wind hazard taken as (V¯H , α) where
V¯H is the maximum mean wind speed at the building top H blowing from direction
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α; f is the objective function; Pf,djks(x) and Pf,bil(x) are the failure probabilities
associated with the drift and capacity ratios while P acceptf,djks and P
accept
f,bil
are their ac-
ceptable values respectively; fv is the joint probability density function between V¯H
and α; l = 1, ..., L are the static loading conditions.
The optimization problem outlined in equations (7.1)ö(7.4) is characterized by
the limit state functions Gdjks(x,v, z, T ) and Gbil(x,v, z, T ) that assume the follow-
ing form:
Gdjks(x,v, z, T ) = LSdjks − (µd(z(x,v)) + gd(z(x,v), T )σd(z(x,v))jks (7.5)
Gbil(x,v, z, T ) = LSbil − (µb(xi, z(x,v)) + gb(z(x,v), T )σb(xi, z(x,v))il (7.6)
where LSdjks and LSbil are the limit states, µd, µb, σd, σb, gd and gb are the means,
standard deviations and peak factors, with specified first excursion probabilities,
of the response processes djks(t) and bil(t) calculated from the following dynamic
equilibrium problem:
Mz¨(t) +Cz˙(t) +Kz(t) = f(t,v) (7.7)
whereM, C and K are the mass, damping and stiffness matrices respectively while
f(t,v) is the vector of the time varying forcing functions evaluated for the hazard
intensity v = (V¯H , α) and considered stationary. It should be observed that the
limit state functions of equations (7.5) and (7.6) are implict functions of the design
variables x because of their dependency on the response vector z which can be
shown to be an implicit function of the design variables [7.2].
The peak factors gd and gb are of fundamental importance for the present for-
mulation. Indeed the solutions of the following time-variant reliability problems:
Gdjks(x, z(t))|v or Gbil(x, z(t))|v < 0 ∀t ∈ [0, T ] (7.8)
may be estimated as the first excursion probabilities passed the limit state levels
LSdjks and LSbil of the response processes djks(t) and bil(t). These probabilities ob-
viously coincide with the exceedance probabilities associated with the peak factors
that give response levels equal to the relevant limit states [7.34]. In particular by
defining the component vulnerability as the conditional probability of exceedance
p(LSdjks|v) or p(LSbil|v) (see chapter 6), the fixing of acceptable excursion probabil-
ities for the limit state functions is equivalent to the fixing of acceptable vulnerability
levels for the various response components that are to be constrained in the opti-
mization problem. Therefore the accurate estimation of peak factors with specified
excursion probabilities is central to this formulation. As mentioned in chapter 6
any non gaussian response feature seen in djks(t) and bil(t) may be accounted for
through appropriate peak factor models.
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7.2.2 Proposed resolution setting
The main difficulty solving the RBDO problem outlined in equations (7.1)ö(7.4) is
posed by the non linear nature of the limit states (section 6.4.2) and by the large
scale, thousands of probabilistic constraints, of the problems that are of practical
interest. This is particularly true for traditional general purpose RBDO algorithms
which are in general coupled, or nested, implying the fact that the reliability analysis
is carried out simultaneously with the optimization causing the procedures to be
extremely computationally cumbersome [7.22]. To overcome this problem, various
methods have been developed [7.37]. In particular methods based on decoupling the
optimization loops for the reliability analysis have received considerable attention
[7.16, 7.35, 7.17, 7.39, 7.26], as they allow the adoption of efficient deterministic
optimization algorithms to be applied to the results of the reliability analysis.
In the following a method is proposed that decouples the optimization problem
of equations (7.1)ö(7.4) from the reliability analysis which is carried out using the
model proposed in chapter 6 and therefore rigorously accounting for the non linear
nature of the limit state functions. The method is based on firstly expanding the
constraints in equations (7.3) and (7.4) in the following form:
Pf,djks(djks > LSdjks) = 1−
∫ V¯ LSdjksH
0
∫ 2pi
0
p(V¯H , α)dV¯Hdα
υ ≤ P acceptf,djks (7.9)
Pf,bil(bil > LSbil) = 1−
∫ V¯ LSbilH
0
∫ 2pi
0
p(V¯H , α)dV¯Hdα
υ ≤ P acceptf,bil (7.10)
where p(V¯H , α) is the joint probability density function of the directional extreme
wind climate with intensity υ [7.19, 7.20], while V¯
LSdjks
H and V¯
LSbil
H are the level cut
sets of the response surfaces with prescribed vulnerability containing all those wind
speeds associated with the limit states LSdjks and LSbil . The geometric meaning of
the level cut sets is shown in figure 7.1 for a generic response R. If in equations
(7.9) and (7.10) the probability of exceedance is fixed coincident to P acceptf,djks and
P acceptf,bil respectively, then the corresponding level cut sets V¯
djks
H and V¯
bil
H give the
wind speeds over all wind directions that will give the response levels, djks and bil
associated with P acceptf,djks and P
accept
f,bil
. The knowledge of the level cut sets V¯
djks
H and
V¯ bilH allow for the definition of the following alternative optimization problem:
Find x = {x1, ..., xn}T (7.11)
to minimize W = f(x) (7.12)
subject to:
(µd(z(x,v)) + gd(z(x,v), T )σd(z(x,v))jks︸ ︷︷ ︸
V¯
djks
H
− LSdjks ≤ 0 (7.13)
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Figure 7.1: Level cut set, V¯ RH , through the response surface of R with prescribed vulner-
ability.
(µb(xi, z(x,v)) + gb(z(x,v), T )σb(xi, z(x,v))il︸ ︷︷ ︸
V¯
bil
H
− LSbil ≤ 0 (7.14)
The solution of this optimization problem formulated in the level cut sets will at
convergence give the same solution as the original problem. In particular if a con-
straint is active at the optimum this implies that the corresponding limit state
function is in the limit state.
The problem outlined in equations (7.11)ö(7.14) is still coupled, as a variation
in the design variable vector x will cause a change in the level cut set causing the
responses djks and bil. Therefore during the optimization the reliability model has
to be updated. To decouple the process it is proposed to consider the level cut sets,
V¯
djks
H and V¯
bil
H , independent of the design vector. This makes the process iterative as
at the end of an optimization loop the reliability model must be updated therefore
yielding the new level cut sets. It should be observed that at the convergence of
each optimization problem the failure probability will be strictly overestimated if
the limit state functions of equations (7.5) and (7.6) are considered strictly mono-
tonically increasing functions of V¯H which is to be expected for the systems under
consideration in this work. This is a highly desirable condition as the optimization
may be terminated at any point yielding a conservative outcome.
By decoupling the optimization, the problem of equations (7.11)ö(7.14) may be
solved by any appropriate deterministic algorithm while, as mentioned, the reliabil-
ity analysis may be carried out using the method proposed in 6 therefore rigorously
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accounting for wind directionality effects and any non linearity in the limit states.
7.2.3 Optimization procedure
For practical applications the size of the problem outlined in equations (7.11)ö(7.14)
implies the need for optimization algorithms with high convergence rates. These will
in general be achieved by adopting gradient-based algorithms [7.2, 7.21]. However,
these methods require design sensitivity analysis which in light of the high number
of implicit non linear probabilistic constraints, second order nature of the governing
equations and onerous reanalysis can require excessive computational effort [7.27,
7.3]. Various methods have been developed for increasing the overall efficiency of
the optimization process. Among these are those based on the concept of defining
a sequence of approximate explicit sub-problems in terms of the design variables
around the current design points [7.36, 7.24, 7.6, 7.25, 7.26]. The approximate
problems are solved by conventional optimization algorithms without the need to
perform any additional structural analyses due to the explicit nature of sub-problem.
Convergence is reached when the magnitude of change in the objective function
or optimality conditions is below a fixed level. The next section will present an
algorithm for implementing the proposed RBDO procedure for tall frameworks.
7.3 Proposed procedure for tall frameworks
7.3.1 Drift constraints
In this section an approximate explicit probabilistic expression for the constraints
of equation (7.13) on the inter-story drift ratios will be presented based on the
Principle of Virtual Work (PVW). Numerically the constraints of equation (7.13)
are imposed in a discrete number of points, q = 1, ..., Q, belonging to the level cut
set V¯
djks
H evaluated in the current design point x0. The problem is therefore to
find an explicit approximate expression in terms of the design variables around the
current design point, x0, of the following peak response function of the response
process djksq(x0, z(t)):
dˆjksq = µd(z(x0)) + gd(z(x0, T ))σd(z(x0)|jksq
(j = 1, ..., N)(k = 1, ..., K)(q = 1, ..., Q)(s = x, y)
(7.15)
For the sake of clarity the approximate expression will be derived considering
the case of a 2D structure acting in the xz plane with i = 1, ...,M members and
j = 1, ..., N floors. The extension to the third dimension is immediate. With the
aim of finding the explicit approximate expression of (7.15) consider the following
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expression of the response process djkxq(x0, z(t)) in terms of the PVW:
djkxq(x0, z(t)) =
M∑
i=1
∫ Li
0
(
1
Ai
f ∗1i(x0)Ni(x0, z(t))
+
1
AY i
f ∗2i(x0)VY i(x0, z(t)) +
1
IXi
f ∗4i(x0)MXi(x0, z(t))
)
dl
(7.16)
where the functions f ∗1i, f
∗
2i and f
∗
3i are given by:
f ∗1i(x0) =
n∗ji(x0)− n∗j−1i(x0)
Ehj
f ∗2i(x0) =
v∗Y ji(x0)− v∗Y j−1i(x0)
Ghj
f ∗3i(x0) =
m∗Xji(x0)−m∗Xj−1i(x0)
Ehj
(7.17)
in which the quantities n∗ji, v
∗
Y ji, and m
∗
Xji are the axial force, shear and bending
moments in the local reference system (X,Y ) of member i due to a unit force acting
in the x-direction of the degree of freedom of the jth point of the kth inter-story set,
while m∗Xj−1i, v
∗
Y j−1i, and n
∗
j−1i are the analogous quantities for the (j − 1)th point
of the kth set. Ni(x0, z(t)), VY i(x0, z(t)), and MXi(x0, z(t)) are the time varying
axial force, shear and bending moments while Ai and AY i are the axial and shear
areas of member i while IXi is the flexural moment of inertia. E and G are the
axial and shear material moduli while Li is the length of the ith member. Equation
(7.16) in the case of structures consisting of beams, columns and trusses may be
written as:
djkxq(x0, z(t)) =
M∑
i=1
1
Ai
F ∗1iNi(x0, z(t)) +
1
AY i
F ∗2iVY i(x0, z(t))
+
1
IXi
(
F ∗(1)3i M
(1)
Xi (x0, z(t)) + F
∗(2)
3i M
(2)
Xi (x0, z(t))
) (7.18)
where the constants F ∗1i, F
∗
2i, F
∗(1)
3i and F
∗(2)
3i are given by:
F ∗1i = Lif
∗
1i(x0)
F ∗2i = Lif
∗
2i(x0)
F ∗(1)3i =
Li
6
(2f
∗(1)
3i (x0) + f
∗(2)
3i (x0))
F ∗(2)3i =
Li
6
(2f
∗(2)
3i (x0) + f
∗(1)
3i (x0))
(7.19)
in which the apexes (1) and (2) indicate that the internal forces have be evaluated
in the initial and final cross sections of the ith member. No apex simply implies
that the internal forces are constant along the member.
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In equation (7.16) the inter-story drift depends on three variables Ai, AY i and
IXi for each element. It is these variables that govern the stiffness of the structural
system. In general, in the sizing optimization the design variable vector, x =
{x1, ..., xM} will be closely related to these variables. In particular, by appropriately
choosing the design variables, it is relatively easy to define three functions, χ1i, χ2i
and χ3i that explicitly link the design variables to Ai, AY i and IXi such that:
1
Ai
= χ1i(xi)
1
AY i
= χ2i(xi)
1
IXi
= χ3i(xi)
(7.20)
This type of formulation is also possible in the case of standard steel sections [7.9].
Substituting equations (7.20) into equation (7.18) the following expression is ob-
tained for the inter-story drift:
djkxq(x0, z(t)) =
M∑
i=1
3∑
p=1
χpi(xi)Γpi(x0, z(t)) (7.21)
where the functions Γpi(x0, z(t)) are given by:
Γ1i(x0, z(t)) = F
∗
1i(x0)Ni(x0, z(t))
Γ2i(x0, z(t)) = F
∗
2i(x0)VY i(x0, z(t))
Γ3i(x0, z(t)) = F
∗(1)
3i (x0)M
(1)
Xi (x0, z(t))
+ F ∗(2)3i (x0)M
(2)
Xi (x0, z(t))
(7.22)
Equation (7.21) defines an implicit relationship between x and djkxq(x, z(t))
because of the implicit dependency of z(t) on x. However, if both the static and dy-
namic internal forces are assumed insensitive for small changes in the section sizes,
because the functions Γ1i(x0, z(t)) depend only on the internal force distribution,
equation (7.21) becomes an approximate time varying explicit function of the de-
sign variables x. The hypothesis of constant internal forces in defining approximate
explicit relationships between the design variables and constraints gives particularly
good results for statically loaded tall buildings [7.12, 7.10] due to their close simi-
larity, from a global point of view, to a vertical beam fixed at the base, therefore
simulating a statically determinate structure. In this work this method is extended
to the dynamic internal forces which include a significant resonant contribution.
Under these hypotheses, while assigning each design variable, xi, to a set of
members making up a number of design groups i = 1, ..., DG, for small changes of
the design variables around the current design point, x0, the inter-story drift ratio
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may be explicitly approximated by:
djkxq(x, z(t)) ≈
DG∑
i=1
3∑
p=1
χpi(xi)Γpi(x0, t) (7.23)
where x = x0+∆x. From this explicit approximate expression for the time varying
drift ratio the first and second order response statistics must be estimated. In
particular if the peak factor, gd(z(x0,v), T ), is also considered relatively insensitive
to moderate changes in the design variables, the problem becomes expressing the
mean and standard deviation of equation (7.23) explicitly in terms of the design
variables. In particular by taking the external wind load as stationary the standard
deviation of the right hand side of equation (7.23) may be written in terms of
the zero lag covariance matrix of the Γpi functions therefore yielding the following
approximate explicit expression for the standard deviation:
σdjkxq =
√√√√√DG∑
i=1
DG∑
w=1
3∑
p=1
3∑
m=1
χpi(xi)χmw(xi)CΓpiΓmw︸ ︷︷ ︸
jkxq
(7.24)
where CΓpiΓmw are the zero lag covariance coefficients between Γpi and Γmw The
explicit formulation of the mean response, which is also needed, can easily be cal-
culated through the mean values of the functions Γpi.
The extension of equation (7.24) to the third dimension simply implies that the
functions Γpi will be six corresponding to the relevant internal forces as will the func-
tions χpi(xi) with correspondence to the six mechanical properties of each member.
This allows the definition of the following approximate explicit representation of the
inter-story drift peak response function around the point x0:
dˆjksq = µd(z(x)) + gd(z(x, T ))σd(z(x))|jksq
≈
DG∑
i=1
6∑
p=1
χpi(xi)µΓ1i(x0)︸ ︷︷ ︸
jksq
+ gd(z(x0, T ))︸ ︷︷ ︸
jksq
√√√√√DG∑
i=1
DG∑
w=1
6∑
p=1
6∑
m=1
χpi(xi)χmw(xi)CΓpiΓmw(x0)︸ ︷︷ ︸
jksq
(7.25)
where x = x0 +∆x.
It should be observed that the hypothesis on the stationary nature of the func-
tions Γpi(t) does not represent anything unusual for the analysis of the wind response
of structures. It is also worth observing that the functions χ1i, ..., χ6i define gener-
alized reciprocal variables while equation (7.25) represents an expansion in terms
of these variables around the current design point x0 capable of capturing the non
linear nature of the peak response function and therefore non linear constraints.
Chapter 7 Member capacity constraints 157
7.3.2 Member capacity constraints
Capacity ratios
The capacity ratios considered in this study take a general form which has as par-
ticular cases the specific ratios proposed by the Eurocodes [7.7, 7.8] and AISC
instructions [7.1]. Therefore, while considering a point q indentifying a specific vec-
tor v and so a couple (V¯H , α), the non-dimensional capacity ratios may be written
as:
bilq(xi, z(t)) =
|Nilq(xi, z(t))|
αφNni(xi)
+ β
( |MXilq(xi, z(t))|
φbMXni(xi)
+
|MY ilq(xi, z(t))|
φbMY ni(xi)
)
(7.26)
subject to the conditions:
|Nilq(xi, z(t))|
φNni(xi)
≥ N˜ ⇒
{
α = α1
β = β1
|Nilq(xi, z(t))|
φNni(xi)
< N˜ ⇒
{
α = α2
β = β2
Nilq(xi, z(t)) ≥ 0 ⇒ φ = φt
Nilq(xi, z(t)) < 0 ⇒ φ = φc
(7.27)
where Nni, MXni and MY ni are the nominal axial and flexural capacities of member
i, φ and φb are axial and flexural resistance factors, Nilq(xi, z(t)), MXil(xi, z(t)) and
MY il(xi, z(t)) are the total internal forces due to specified factored load combination
l, N˜ represents the axial force ratio for which the bending capacity is reduced while
α1, α2, β1 and β2 are the coefficients that define this reduction. Equation (7.26)
represents a 3D normalized capacity domain for member i in terms of the axial,
X-moment and Y -moment capacities.
For the development of the capacity constraints of the following paragraph it is
convenient to interpret the conditions in equation (7.27) as identifying four capacity
ratios for each set of indexes ilq depending on whether the member is in traction t:
α = α1
β = β1
φ = φt
⇒ b(1t)ilq (xi, z(t))

α = α2
β = β2
φ = φt
⇒ b(2t)ilq (xi, z(t))
(7.28)
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or in compression c: 
α = α1
β = β1
φ = φc
⇒ b(1c)ilq (xi, z(t))

α = α2
β = β2
φ = φc
⇒ b(2c)ilq (xi, z(t))
(7.29)
and on the value of the axial force. Obviously for a specific instant the capacity ratio
bilq(xi, z(t)) will assume the value of one of the capacity ratios defined in equation
(7.28) and equation (7.29).
Capacity constraints
The capacity constraints of equation (7.14) are defined by the peak response func-
tion, calculated in a discrete number of points Q belonging to the level cut set V¯
bilq
H
and given by the following:
bˆilq = µb(xi, z) + gb(z, T )σb(xi, z)|ilq
(i = 1, ...,M)(l = 1, ..., L)(q = 1, ..., Q)
(7.30)
Equation (7.30) may be evaluated in two steps. Firstly the peak response func-
tions of the capacity ratios, b
(1t)
ilq , b
(2t)
ilq , b
(1c)
ilq and b
(2c)
ilq , are calculated through the
following expression:
bˆ
(id)
ilq =
3∑
i=1
Ii(xi)|µIF (xi, z)|+ gb(z, T )
√√√√ 3∑
j=1
3∑
k=1
Ij(xi)Ik(xi)|CIFjIFk(xi, z)| (7.31)
where IF1 = Nilq(x, z(t)), IF2 = MXilq(x, z(t)) and IF3 = MY ilq(x, z(t)) while
CIFjIFk(xi, z) is the zero lag covariance coefficient between the internal forces IFj
and IFk with id = 1t, 2t, 1c, 2c function identification index and Ij for j = 1, 2, 3
given by:
I1 =
1
αφNni(χ1i(xi))
I2 =
1
φbMXni(χ3i(xi))
I3 =
1
φbMY ni(χ4i(xi))
(7.32)
where χ4i(xi) is the explict function linking the design variable xi to the moment of
inertia IY i. The second step consists in identifying which of the four capacity ratios
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is governing. This may be determined from the maximum and minimum axial force
occurring in the member given by:{
N+ilq(xi, z) = µN(xi, z) + g
+
NσN(xi, z)
N−ilq(xi, z) = µN(xi, z) + g
−
NσN(xi, z)
(7.33)
where g+N and g
−
N are the peak factors giving the maximum and minimumo axial
force calculated for an observation period T and first excursion probability equal to
that specified for gb.
For the optimization loop the gradient of equation (7.30) must be defined. This
is not straightforward as firstly, equation (7.30), and consequently equation (7.31),
are implicit functions of the design variable vector, x, due to the implicit relation-
ship that exists between z and x, and secondly, equation (7.30) is a discontinuous
function of x due to the conditions in equation (7.27). However, by observing that
it is the inter-story drift requirements that in general govern the design of tall struc-
tures [7.12, 7.10], an alternative approach can be defined that does not require the
calculation of any gradients. The method is based on the Fully Stressed Design
(FSD) concept [7.21] and therefore movable lower limits on the design variables,
xL = {xL1 , ..., xLn}, that maximize the utilization of member, or design group, i.
The direct application of this method to equation (7.30) would be computation-
ally extremely cumbersome as the identification of xL = {xL1 , ..., xLn} would require
the repeated evaluation of the second order response statistics which, considering
the number of capacity constraints of a typical tall building system, would become
prohibitive.
In this study it is proposed to approximate equation (7.30) by the following
expression:
bˆilq ≈
3∑
i=1
Ii(xi)|µIF (x0)|+ gb(x0, T )
√√√√ 3∑
j=1
3∑
k=1
Ij(xi)Ik(xi)|CIFjIFk(x0)| (7.34)
where x = x0+∆x. Equation (7.34) is again based on assuming the internal forces
relatively insensitive to small changes in the design vector around the current design
point. By defining similar approximations for the expressions in equation (7.33) it is
possible to define an approximate lower limit vector on the design variables. This is
achieved by simply placing the approximate expressions of bˆ
(1t)
ilq , bˆ
(2t)
ilq , bˆ
(1c)
ilq and bˆ
(2c)
ilq
to their limiting values, solving for the relevant design variable, and then identifying
which capacity ratio is governing through the approximations of the expressions in
equation (7.33). By repeating the process over the loading conditions l = 1, ..., L,
all points of the level cut set q = 1, ..., Q, and all control sections of the design group
i the final approximate lower limit vector, x˜L = {x˜L1 , ..., x˜Ln},is defined.
The proposed method for dealing with the capacity constraints will not in general
guarantee an optimum final design as the internal force redistribution is not taken
into account. However, due to the expected low level of active capacity constraints,
at the optimum, this method should guarantee an extremely good suboptimum.
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7.3.3 Explicit sub-problem
Given an initial design point x0 and the level cut sets V¯
djks
H and V¯
bil
H derived from
the reliability model, the approximate expressions so far formulated allow for the
definition of the following static sub-problem:
Find x = {x1, x2, ..., xDG} (7.35)
to minimize W (x) =
DG∑
i=1
γ
Li
χi1(xi)
(7.36)
dˆjksq ≈
DG∑
i=1
6∑
p=1
χpi(xi)µΓ1i(x0)︸ ︷︷ ︸
jksq
+ gd(z(x0, T ))︸ ︷︷ ︸
jksq
√√√√√DG∑
i=1
DG∑
w=1
6∑
p=1
6∑
m=1
χpi(xi)χmw(xi)CΓpiΓmw(x0)︸ ︷︷ ︸
jksq
− LSdjks ≤ 0
(j = 1, ..., N)(k = 1, ..., K)(q = 1, ..., Q)(s = x, y)
(7.37)
max
[
x˜Li , x˘
L
i
] ≤ xi ≤ xUi
(q = 1, ..., Q)(i = 1, ..., DG)
(7.38)
where γ is the specific weight of the material and the lower limits on the design
variables are taken as the maximum between the lower limit due to construction
issues, x˘Li , and that evaluated from the results of the reliability model x˜
L
i . Once
the sub-problem has converged it is reformulated in the new design point xDC≥10
and the optimization repeated. Each reformulation is termed a Design Cycle (DC).
After a number of redesigns the problem will converge and the optimization process
will terminate. A flowchart illustrating the process is shown in figure 7.2. Being a
static response problem with explicit representation, any gradient-based optimiza-
tion algorithm can be used to find its solution.
7.3.4 Sub-problem optimization algorithm
The resolution of the sub-problem outlined in equations (7.35)ö(7.38) may be per-
formed by numerous algorithms. In this work an optimality criteria algorithm is
implemented. This may be derived by temporarily omitting the side constraints of
equation (7.38) and considering the following unconstrained lagrangian function:
L(x,λ) = W (x) +
∑
j
∑
k
∑
s
∑
q
λjksqdˆjksq(x)
(j = 1, ..., N)(k = 1, ..., K)(s = x, y)(q = 1, ..., Q)
(7.39)
where λjksq are the Lagrange multipliers while λ = {λ1, ..., λNh} is the vector con-
taining the multipliers and h = 1, ..., Nh) is the single subscript converting the
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Figure 7.2: Flowchart of proposed RBDO algorithm.
subscripts (j, k, s, q), where Nh is the total number of drift constraints given by
(N × K × Q × 2). For the sake of clarity, the rest of this paragraph will be de-
veloped in terms of h. The necessary condition for a stationary point of equation
(7.39) is given by:
∇L(x,λ) = 0⇒ ∇W (x) +
Nh∑
h=1
λh∇dˆh(x) = 0
(h = 1, ..., Nh)
(7.40)
where ∇ is the gradient operator. In addition, by imposing that all lagrangian
multipliers must be non-negative and that if a constraint is not active then the
corresponding multiplier must be zero, the solution of equation (7.40) will give
necessary optimality criteria for the constrained sub-problem defined by equations
(7.35)ö(7.37). From equation (7.40) it is possible to find the following recursive
relationship for the design vector (see chapter 3 [7.30, 7.12]):
xτ+1i = x
τ
i
1 + 1η
−
∑Nh
h=1 λh
∂dˆh
∂xi
∂W
∂xi
− 1


τ
(7.41)
where τ indicates the iteration number. Equation (7.41) represent linear recursive
relations. To use these relations for finding x = {x1, x2, ..., xDG}, the Lagrange
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multipliers, λh, must be determined. These can be found by resolving the following
set of simultaneous linear equations [7.30, 7.12]:
Nh∑
h=1
λτh
DG∑
i=1

xi
∂dˆh
∂xi
∂dˆm
∂xi
∂W
∂xi

τ
= −
DG∑
i=1
(
xi
∂dˆm
∂xi
)
τ
− η(dUm − dτm)
(m = 1, ..., Nh)
(7.42)
In finding the solution to these equations the non negative conditions on the La-
grange multipliers must be satisfied. This may be achieved through applying the
Gauss-Seidel iterative scheme with the following recursive formula:
λτ+1h =
1
ahh
(
bh −
h−1∑
s=1
ahsλ
τ+1
s −
Nh∑
s=h+1
ahsλ
τ
s
)
(m = 1, ..., Nh)
(7.43)
where:
ahh =
DG∑
i=1

xi
∂dˆh
∂xi
∂dˆh
∂xi
∂W
∂xi

τ
(7.44)
ahs =
DG∑
i=1

xi
∂dˆh
∂xi
∂dˆs
∂xi
∂W
∂xi

τ
(7.45)
bh = −
DG∑
i=1
(
xi
∂dˆh
∂xi
)
τ
− η(dUh − dτh) (7.46)
Equation (7.41) for the sizing variables and equation (7.42) for Lagrange multipliers
form the basis of the iterative OC method for the solution of each sub-problem.
The side constraints, omitted during the derivation of the algorithm can be easily
accounted for by only considering active design variables during each iteration, τ ,
of the OC algorithm [7.12].
7.4 Case study
The case study on which the proposed RBDO algorithm will be tested is that
of section 6.3. Therefore a 74 story planar frame analyzed in a fully 3D wind
environment (figure 6.3). A validation example for the procedure can be found in
appendix A.
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7.4.1 Initial performance
The initial performance of the inter-story drift ratios and factored member capacity
ratios is estimated from the reliability model proposed in chapter 6 while assigning
an acceptable failure probability of P acceptf,djx = P
accept
f,bil
= 0.02 for an epoch of one
year. These failure probabilities obviously coincide with Mean Recurrence Intervals
(MRIs) of 50 years. As in chapter 6 the acceptable vulnerability/first excursion
probability of the frame components is taken as the expected value of the conditional
probabilities of exceedance p(djx|v) or p(bil|v) where djks obviously becomes djx in
the case of the planar frame. The response processes are considered gaussian in
nature. Therefore response surfaces with assigned vulnerability may be obtained by
considering the following peak factor [7.15]:
g =
√
2In(ν0T ) +
0.5772√
2In(ν0T )
(7.47)
where ν0 is the mean 0-level up-crossing rate which for tall buildings may be taken
equal to the first natural frequency while T is the observation period equal to 3600
s. Once again the load combination used was the following [7.4]:
1.2(DL) + 1.0(LL) + 1.6(Wind Load) (7.48)
where DL is the dead load and LL is the static live load. Figure 7.3 shows the initial
drift performance of the frame against the limit state LSdjx set at 1/400 while figure
7.4 shows the initial factored member capacity ratios against the limit state LSbil set
at unity. In figure 7.5 are shown the failure distributions, Pf,djx , for the inter-story
drift ratios highlighting the non feasible design region imposed by the limit state
LSdjx = 1/400 while in figure 7.6 are shown the analogous distributions, Pf,bil , for
the factored capacity ratios and feasible design region for LSbil = 1.
7.5 Optimization
The calibration of the optimization algorithm is achieved through the definition of
the design variable vector, x, and therefore the functions χ1i(xi), χ2i(xi) and χ3i(xi).
By choosing for the members with standard AISC sections their cross sectional areas
as design variables, xi = Ai, it can be shown that the functons χ1i, χ2i and χ3i are
given by: 
χ1i(Ai) = Ai
χ2i(Ai) = cAX/Ai + c`AX
χ3i(Ai) = cIX/Ai + c`IX
(7.49)
where c and c` are the regressional constants derived under the assumption that the
cross section maintains within a constant shape group as it changes size [7.12]. For
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Figure 7.3: Initial drift performance for P acceptf,djx = 0.02
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Figure 7.5: Failure distributions, Pf,djx , of the inter-story drift ratios
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Figure 7.6: Failure distributions, Pf,bil , of the capacity ratios
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this example the beams and diagonals are allowed to vary within the groups W24
and W14 respectively.
The columns and outriggers are defined as steel box sections with a flange thick-
ness 1/20 of the mid-line diameter. If these sections are kept as boxes while also
keeping constant the flange to diameter ratio, the functions χ1i(xi), χ2i(xi) and
χ3i(xi) may be written in terms of the mid-line diameter, Di, as:
χ1i(Di) = 5/D
2
i
χ2i(Di) = 19/2D
2
i
χ3i(Di) = 30/D
4
i
(7.50)
The lower limit on these design variables was fixed at Di = 0.3 m while the upper
limit was fixed at Di = 1.8 m.
The design variables were then gathered into a number of design groups. In
particular the symmetry of the frame was guaranteed by grouping symmetrically
with respect to the central vertical axis. Also beams and columns were grouped
two levels at a time. The outriggers were designed member by member ensuring,
however, symmetry. The final number of independent design variables is 287.
7.5.1 Results
As mentioned in section 7.3.1 the constraints of equations (7.13) and (7.14) will be
imposed in a discrete number of points Q. The exact number of points to consider,
and therefore additional constraints, should take into account the fact that a change
in the structural behaviour due to a change in the design vector x for a specific wind
direction and response is likely to positively affect the same response for another
wind direction. Therefore it is unlikely a large number for Q is necessary. It
should be appreciated that the choice of Q can only affect eventual convergence of
the optimization loop, and not the accuracy of the reliability estimation as this is
carried out for all wind directions and passed to the optimization loop through the
level cut sets V¯
djx
H and V¯
bil
H . In particular, for the frame of this example due to
its simplicity, Q = 1 is considered. To investigate the effect on the results due to
the choice of Q, the optimization was performed for two separate wind directions.
That is, two separate optimization problems were solved considering the constraints
constructed for a wind directions of 0° and 90°.
In figure 7.7 the optimized drift performance for P acceptf,djx = 0.02 is shown. The
high quality of the approximate sub-problem is clearly visible from the number
of active or near active constraints at the optimum design. This is again seen in
figure 7.8 from the rapid and steady convergence of proposed RBDO algorithm.
The limited number of design cycles is very encouraging as it is the updating of the
reliability model which represents the most time-consuming part of the proposed
algorithm. The difference between the two optimuma seen in figure 7.8 is mainly
due to the difference in the resolution of the response surfaces with prescribed
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Figure 7.7: Optimized drift ratio performance for P acceptf,djx = 0.02
vulnerability curves. Indeed the two optimuma seem to coincide as can be seen
from figure 7.7 for the optimized drift ratios and from figure 7.9 for the optimized
capacity ratios. From figure 7.9 the small number of active capacity ratios is evident,
further justifying the use of probabilistic movable lower limits for the constraints
on the capacity ratios. Figures 7.10 to 7.11 show the failure distributions of the
inter-story drift ratios, Pf,djx , and of the capacity ratios, Pf,bil , after the proposed
optimization algorithm has been applied. It should be appreciated that the failure
distributions rigorously account for the site specific directional aerodynamics and
climatological information. Finally, in figures 7.12 to 7.14 are shown some example
level cut sets V¯
djx
H and V¯
bil
H for the drift and capacity ratios. In particular, from
figure 7.12 for the 60th floor drift ratio, the level cut set seems to be quite insensitive
to the optimization process. This result will obviously depend on the structure. For
the 2D frame, this result was to be expected. It is interesting to observe, however,
that this is not always true even for this simple example as can be seen for member
295, figure 7.14.
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Figure 7.11: Failure distributions, Pf,bil , of the optimized member capacity ratios
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H , for the 60th floor drift ratio response with P
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= 0.02
0 45 90 135 180 225 270 315 360
45
50
55
60
65
70
75
80
α
V¯
H
(m
/s
)
 
 
Initial Final 900 Final 00
Figure 7.13: Level cut set, V¯ bilH , for the factored capacity ratio response for member 177
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Figure 7.14: Level cut set, V¯ bilH , for the factored capacity ratio response for member 295
with P acceptf,bil = 0.02
7.6 Concluding remarks
In this chapter an efficient RBDO procedure is proposed for the member size op-
timization of tall buildings subject to multiple loading conditions and time variant
experimentally determined wind loads. The reliability of the system is guaranteed
through a component wise strategy based on the definition of performance con-
straints on all important response parameters. The solution of the optimization
problem is obtained by transforming the reliability optimization problem into a
more conventional problem with inequality constraints defined by the limit state
functions evaluated, however, in correspondence of the acceptable failure probabili-
ties of the original performance constraints. This is achieved through the adoption
of the reliability model proposed in chapter 6 yielding rigorous estimations of the
level cut sets containing the wind speeds causing limit state function response lev-
els for specified failure probabilities. By assuming these speeds independent of the
design variable vector an optimization procedure is presented based on defining a
sequence of explicit sub-problems in terms of the second order response statistics
of the constrained limit state functions. At convergence of each sub-problem the
reliability model is updated therefore ensuring consistent reliability level at the final
optimum design. The applicability of the proposed procedure is then demonstrated
on a full scale planar frame set in a 3D wind environment.
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Chapter 8
Conclusions
The need to better understand the behavior of tall buildings with complex geometric
forms and coupled dynamic systems constituted one of the objectives of this thesis.
The other was the development of automatic design procedures that guarantee both
reliability and optimality in a risk consistent environment independently of the
dynamic characteristics of the system and the random nature of the response.
The first stage of this work involved wind tunnel tests using simultaneously mea-
sured pressure taps carried out on two tall building models characterized by their
geometric form. These were used to estimate the forcing functions of two equiva-
lent dynamic systems. The difference between the systems was in their coupled and
uncoupled nature. The coupled system was associated to the irregular geometric
form. A complete characterization of the dynamic response of the two systems was
then carried out. In particular the importance of considering higher modes when
estimating the Root Mean Square (RMS) dynamic response of coupled systems with
complex geometric forms was clearly shown. The assumption that the response of
tall buildings is gaussian was then investigated. The results showed in an unequivo-
cal fashion that this hypothesis is not true. Strong non-gaussian features were seen
for both systems. The results were shown to depend tremendously on the incident
wind direction. The system with irregular geometric form was seen to be particu-
larly sensitive to this parameter. This result is particularly important in light of the
common assumption of gaussianity when calculating the peak factors for the design
of tall buildings. This stage concluded with the demonstration of the important
role played by the background response for tall coupled tall buildings with irregular
profile.
The second stage of this thesis concerned two main points. Firstly, the definition
of appropriate models for the rigorous combination of the directional aerodynam-
ics and wind climatological information was investigated. In particular a specific
component-wise reliability model was developed. The model is based firstly trans-
forming the time variant reliability problem into a time invariant model by defining
component response surfaces, in terms of directional aerodynamics, with prescribed
vulnerability levels. The time invariant model is then exclusively defined in terms
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of the directional wind climate. The resolution of this last yields rigorous estimates
of the component response levels with specified Mean Recurrence Intervals (MRIs).
Secondly, a Reliability-Based Design Optimization (RBDO) procedure for the mem-
ber size optimization of tall frameworks subject to probabilistic constraints on the
member capacity and inter-story drift ratios was developed. The procedure is based
on the concept of decoupling the optimization loop from the reliability assessment
therefore guaranteeing efficiency. This is achieved by considering the level cut sets
of the component response surfaces with prescribed vulnerability to be independent
of changes in the design variable vector. This allows the definition of a classic non
linear programming problem that is solved independently of the reliability analysis.
Once the optimization problem has converged a new reliability analysis is performed
defining an iterative overall optimization process. The capability of the procedure is
demonstrated through the application to a structure with thousands of probabilistic
constraints.
This thesis presented the work briefly outlined above. The work was divided
into three parts. In the first part the dynamic response and optimization of tall
buildings was thoroughly reviewed.
A brief overview of the wind hazard was given in chapter 1. The types of storms
that constitute the hazard were outlined, together with their probabilistic nature.
The principal measures used to characterize the turbulent nature of strong straight
winds were defined. At the end of the chapter an often overlooked problem was
described. More precisely the wind directionality problem was introduced. Two
methods commonly adopted for the resolution of this problem were then presented
highlighting the shortcomings of both the methods.
In chapter 2 the structural dynamics of tall buildings was thoroughly reviewed.
The concept of a coupled and uncoupled dynamic system was defined. Modal anal-
ysis and the generalized quantities were presented as a resolution method for wind
excited tall building systems. The definition of the fundamental vibration modes
were given, as was the concept of a coupled mode shape. The distinction between
background and resonant response was made. The frequency domain approach for
the resolution of the dynamic response was presented in detail. In particular the
difficulty of recombining the modes through appropriate modal correlation coeffi-
cients was highlighted together with the common assumptions made in estimating
these coefficients. The shortcomings associated with the traditional application of
this approach were noted. At the end of the chapter the High Frequency Force Bal-
ance (HFFB) for estimating the wind load on tall buildings was introduced. The
reason for this being an effective method for estimating the fundamental generalized
forces of an uncoupled system with linear mode shapes was shown. The difficulty
of applying the method to more general coupled systems was explained as was the
concept of mode correction schemes in obtaining this goal.
In chapter 3 a thorough review of structural optimization was presented. Various
algorithms were reviewed with an eye to identifying the most opportune for solving
large scale problems. Mathematical program algorithms, evolutionary strategies,
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simple stochastic searches were all critiqued. The identification of the OC algorithms
as an effective approach for large scale problems was made. At the end of the chapter
the dynamic response optimization problem was introduced together with the most
current methods used for its resolution.
In the second part of this thesis the experimental campaign was detailed together
with the results of the investigation into the response of coupled dynamic systems
with complex geometric profiles.
Chapter 4 reported the experimental tests carried out for the first stage of work
briefly outlined at the beginning of these conclusions. The chapter was dedicated
to presenting the extensive experimental program of wind tunnel tests carried out
at the CRIACIV (Italian Inter-university Research Center in Aerodynamics of Con-
structions and Wind Engineering) located in Prato, Italy. Two 1/500 scale rigid
tall buildings differing only by their geometric profiles were analyzed. Both build-
ings had the same height and square footprint. However, while one building had
a simple prismatic form the other had the complex geometric profile of the Bank
of China building. Simultaneously recorded pressure measurements using 126 care-
fully placed taps and a sampling frequency of 250 Hz were then used to estimate the
forcing functions of two equivalent dynamic systems representing the two buildings.
Chapter 5 focuses on the experimental response analysis of coupled and uncou-
pled building systems. The chapter begins with an introduction to the problem
of mode truncation and the reasons behind this being a common assumption are
outlined. Then follows the description of the building systems considered through-
out the chapter. In particular, care was taken to calibrate the dynamic system
of the Bank of China building so as to achieve the same non-linear coupled mode
shapes and frequencies as found in literature. The regular prismatic building was
dynamically modeled to possess uncoupled quasi-linear mode shapes.
The two building systems were first used to investigate the effects of mode trun-
cation on estimating the Root Mean Square (RMS). For the regular system the
effects were consistent with what can be found in literature indicating the validity
of the experimental data obtained during the first part of this study and the ef-
fectiveness of considering only the fundamental modes. In the case of the coupled
irregular system the situation was shown to be very different. Very large errors
were seen when the higher modes are neglected. This was especially true for the
torsional response where errors of up to 60% were seen. This behavior was observed
for all important response components including the displacements, accelerations
and shears. The results were particularly sensitive to the incident wind direction.
Indeed, both strong underestimates and overestimates can be seen for the same
response by simply changing the direction of the incident wind. This implies the
important role played by the modal response correlation coefficients when working
in a frequency domain setting with coupled dynamic systems with complex geom-
etry. The next investigation focused the traditional hypothesis that the response
of tall buildings can be characterized as gaussian in nature. Skewness and kurtosis
coefficients were estimated for both systems and for a variety of response param-
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eters. The results were quite astonishing. Strong non-gaussian features were seen
for all response parameters except the skewness of the acceleration due to its strong
resonant contribution. Kutosis was seen to reach values of 4.5 in total contrast to
what is commonly expected for this type of system. The sensitivity of the results to
wind direction was noteworthy. For instance, in the case of acceleration of the reg-
ular system, non-gaussianity was seen at all levels for a wind direction of 45°. The
sensitivity of the irregular system was seen to be far greater with various directions
causing strong non gaussian features at all levels. It was seen that these results
are not affected by higher modes which tend simply to increase the variability of
the maximum and minimum skewness and kurtosis experienced over the height of
the structure. Theses results are of tremendous importance as they indicate that
the peak factors commonly used in the design of this type of structure could be
inadequate, at least for certain wind directions. The final investigation was into
the importance of the background component in accurately estimating the RMS
response and higher order moments of complex coupled systems. It was seen how
the errors could be dramatically reduced if a full background representation was
adopted. This important result highlights the inadequacy of using the HFFB to
estimate the response of this type of system even with sophisticated mode shape
corrections as this will not change the incapability of the method in estimating the
background contribution of higher order generalized forces.
The third part of this thesis was firstly dedicated to the development of re-
liability models for the rigorous combination of the directional aerodynamics and
wind climatological information, and secondly to the development of efficient RBDO
procedures for the optimization of tall buildings.
In chapter 6 a method was proposed for the rigorous combination of the direc-
tional aerodynamics of tall buildings with the directional climatological information
of extreme wind climates in the estimation of responses with specified MRIs. In
particular, the method is based on the construction of time invariant limit state
functions where the inherent dependency on time is eliminated by specifying ac-
ceptable levels of component vulnerability. This allows for the rigorous estimation
of the component failure probability, and therefore the associated MRI, by solving
time invariant reliability integrals over what are shown to be highly non linear limit
states. The proposed model is compared to those commonly used for the wind
analysis of tall buildings. In particular the non directional approach, adopted by
most codes and standards, is compared alongside the popular and intuitive sector-
by-sector directional approach. The comparison is made on a case study consisting
of a 74 floor planar frame analyzed in a three dimensional directional extreme wind
climate considering forcing functions estimated from the directional wind tunnel
tests of chapter 4. The results of the comparison seem to indicate the significant
inadequacy of the sector-by-sector approach for estimating responses with specified
MRIs for both global responses, such as inter-story drift, and for local level member
capacity requirements. Concerning non directional methods severe under estimates
of the responses with specified MRIs are seen for certain wind directions indicating
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the importance of identifying the most important aerodynamic directions if this
method is to give reasonable results. Finally appropriate values of the wind direc-
tionality factor are investigated showing the inadequacy of adopting a flat value
such as that proposed in the ASCE 7-05. In conclusion this study would seem to
indicate the importance of adopting reliability based models if accurate estimates
of the responses with specified MRIs are required.
In chapter 7 a procedure for the efficient reliability-based design optimization
of wind excited tall buildings has been proposed based on the concept of decou-
pling the traditionally nested reliability and optimization procedures. The method
rigorously accounts for the directional site specific aerodynamic and climatological
characteristics through the component-wise reliability model proposed in chapter 6.
The results of the reliability analysis are then used to define an implicit deterministic
optimization problem in terms of the second order response statistics. In particular
the optimization problem is characterized by replacing the traditional integral form
component reliability constraints with equivalent constraints on the peak response
functions that are to be constrained. These last are evaluated in a discrete num-
ber of points belonging to the level cut sets of the component response surfaces
with prescribed vulnerability/first excursion probabilities. The optimization loop
is then decoupled from the reliability analysis by assuming the mean wind speeds
and directions of the level cut sets, derived from the reliability analysis, indepen-
dent of the design variable vector. This hypothesis guarantees a sequence of designs
with conservative estimates of the failure probabilities. The decoupled optimization
problem is then solved by defining a sequence of approximate explicit sub-problems
in terms of the second order response statistics evaluated in the wind speeds of the
level cut sets. At convergence of each sub-problem the reliability model is updated
therefore ensuring consistent reliability level at the final optimum design. A specific
algorithm of the proposed RBDO procedure is then developed for the case of tall
steel frameworks. Finally the proposed algorithm is tested on a full scale planar
frame subject to thousands of reliability constraints and analyzed in an extreme di-
rectional 3D wind environment. The efficiency of the proposed algorithm is clearly
seen from the rapid and steady convergence history. In particular an impressive
number of constraints are seen to be active or near active at the optimum.
To summarize, this thesis clearly demonstrated the inadequacy of traditional
methods for the analysis of modern tall buildings characterized by complex geomet-
ric forms and coupled dynamic systems. The assumption that the response of these
types of structures can be considered gaussian was clearly shown to be erroneous.
Particular sensitivity of the gaussianity on wind direction was seen. The difference
in the importance of the background response between irregular coupled and regular
uncoupled dynamic systems was shown. A component-wise reliability model was
proposed that rigorously combines the site specific aerodynamic and climatological
information. It is seen from this model how the commonly adopted non-directional
models concerning extreme wind climates can be inaccurate. Finally an efficient
RBDO procedure is proposed for the automatic design of tall buildings. The effi-
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ciency and applicability of the procedure is demonstrated through the application
of the proposed procedure to a full scale planar frame set in a 3D wind environment.
Appendix A
Validation example
In this appendix a simple structure subject to dynamic loading with assigned spec-
trum is optimized using the procedure proposed in chapter 7.
A.1 The structure
The structure considered in this example consists of a column fixed at the base,
with a box section (figure A.1). The cross section of the column is constant over its
length and is entirely defined by the mid-line diameter as shown in figure A.1. The
time-dependent load f(t), considered stationary, is applied to the free end of the
structure. The objective of this example is to minimize the weight of the column
while ensuring that the peak displacement taken at the top of the structure is within
a prescribed maximum.
The time history of the stationary random forcing function f(t) is given by:
f(t) = a+ bfd(t) (A.1)
where a and b are constants while fd(t) is a normalized gaussian random variable
with correlation structure given by ρ|α| where α is the time lag between two points.
From a numerical point of view fd(t) can be generated by the following formula:
f (i+1) = ρf (i) +
√
1− ρ2Wh(i) (A.2)
where ρ is the correlation between two successive points of the time history while
Wh(i) is the ith point of a generic white noise signal.
In this example a = 40000 N, b = 20000 N while the correlation is taken as
ρ = 0.9. A sampling frequency of 80 Hz and a total signal duration of 750 s were
considered. The forcing function and associated spectra are shown in figure A.2.
182
Chapter A The structure 183
Figure A.1: Scheme.
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Figure A.2: Forcing function: (a) 100 s of time history, (b) smoothed PSD.
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A.2 Equations of motion
The dynamic response of the column can be modeled by a single degree of freedom
system and is therefore governed by the following equation:
mx¨+ cx˙+ kx = f(t) (A.3)
where m is the lumped mass at the top of the column taken as half of the mass
of the structure, c is the damping coefficient while k is the stiffness of the column
concerning horizontal displacements (x-direction in figure A.1). For this example
m, c and k are given by: 
m = ρsLA
2
1
k
= L
3
3EIx
+ L
GAx
c = 2
√
kmξ
(A.4)
where L is the length of the column, A is the cross sectional area, ρs is the mass
density of steel, Iy is the moment of inertia around the y-axis, Ax is the shear area
in the x-direction while ξ is the damping ratio taken equal to 0.015.
To estimate the response of this system any numerical integration scheme may
be used. In this example the Newmark scheme was adopted.
A.3 Optimization
In this section the procedure proposed in chapter 7 is used to solve the following
optimization problem:
minimize W = γLA (A.5)
subject to:
xˆ = µx + gσx ≤ xU (A.6)
where µx is the mean value of the response process x(t), σx is the standard deviation
of x(t), g is the peak factor, xU is the upper limit posed on the displacement at the
top of the column while γ is the specific weight of steel.
The first step in the optimization process is the definition of the explicit link
functions (see section 7.3.1). Taking the mid-line diameter of the column, D, as the
design variable the following functions can be defined:
1
A
= χ1(D) =
5
D2
1
Ax
= χ2(D) =
19
2D2
1
Iy
= χ3(D) =
30
D4
(A.7)
The next step is the definition of the functions Γ2 and Γ3 (see section 7.3.1), where
Γ1 is not necessary for this example due to the absence of axial force. Γ2 and Γ3 may
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be defined by first applying a unit load at the top of the column in the x-direction
therefore defining the following functions (see section 7.3.1):{
f ∗2 =
v∗
G
= 1
G
f ∗3 =
m∗y
E
= L−z
E
(A.8)
where v∗ is the shear due to the unit loading while m∗ is the bending moment
around the y-axis. f ∗2 and f
∗
3 can then be used to define F
∗
2 and F
∗(1)
3 as:{
F ∗2 = Lf2 =
L
G
F
∗(1)
3 =
L
6
(2f
∗(1)
3 + f
∗(2)
3 ) =
L2
3E
(A.9)
in which the apexes (1) and (2) indicate that the internal forces have been evaluated
in the initial and final cross sections of the member. Finally, Γ2 and Γ3 may be
calculated as: {
Γ2(t) = F
∗
2 Vx(t) =
L
G
Vx(t)
Γ3(t) = F
∗(1)
3 M
(1)
y (t) = L
2
3E
M
(1)
y (t)
(A.10)
where Vx(t) is the time varying shear while M
(1)
y (t) is the time varying bending
moment calculated in the initial section of the column. The dynamic internal forces
may be calculated from the solution of the dynamic equilibrium of equation (A.3)
through the following influence coefficients:{
ϑVx = k
ϑ
M
(1)
y
= Lk
(A.11)
From the knowledge of ϑVx and ϑM(1)y the dynamic internal forces are given by:{
Vx(t) = ϑVxx(t) = Lkx(t)
M
(1)
y (t) = ϑM(1)y x(t) = kx(t)
(A.12)
From the knowledge of Γ2, Γ3 and χ2(D), χ3(D), equation (7.25) can be used
to define the following approximate explict expression in terms of D around the
current design point for the constrained function of equation (A.6):
xˆ = χ2µΓ2 + χ3µΓ3 + g
√
χ2χ2CΓ2Γ2 + χ3χ3CΓ3Γ3 + 2χ2χ3CΓ2Γ3 (A.13)
where CΓ2Γ2 , CΓ3Γ3 and CΓ2Γ3 are the covariance coefficients between the Γ functions
defined in equation (A.10).
A.3.1 Calibration of the OC algorithm
In order to find the optimal solution of the problem outlined in equations (A.5)
and (A.6) the OC algorithm presented in chapter 3 may be used. In particular,
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the expression (3.19) for the design variable, D, and the expression (3.22) for the
associated Lagrange multiplier, λ, are necessary for defining the OC algorithm. In
order to use these expressions the following functions and derivatives are necessary:
dW
dD
= 2DγL
5
xˆ = 19
2D2
µΓ2 +
30
D4
µΓ3 + g
√
361
4D4
CΓ2Γ2 +
900
D8
CΓ3Γ3 +
570
D6
CΓ2Γ3
dxˆ
dD
= − 19
2D2
µΓ2 − 120D5 µΓ3 − g
(
361
D5
CΓ2Γ2+
7200
D9
CΓ3Γ3+
3420
D7
CΓ2Γ3√
361
4D4
CΓ2Γ2+
900
D8
CΓ3Γ3+
570
D6
CΓ2Γ3
) (A.14)
From the knowledge of these last, equations (3.19) and (3.22) are fully defined taking
the following form:
D(τ+1) = D(τ)
[
1 +
1
η
(
−λ
dxˆ
dD
dW
dD
− 1
)]
τ
(A.15)
λ(τ)
(
D
(
dxˆ
dD
)2
dW
dD
)
τ
= −
(
D
dxˆ
dD
)
τ
− η(xU − xˆ(τ)) (A.16)
where (τ + 1) and (τ) are the iteration numbers.
A.3.2 Numerical example
In this section a numerical example is developed for the structure shown in figure
A.1. In particular L was taken as 6 m while the upper limit on the horizontal
displacement xU was taken as 0.4 m. A peak factor g of 3.5 was considered alongside
the following initial design variable D(0) = 0.3.
By analyzing the initial structure the following covariance matrix, CΓ, for Γ2(t)
and Γ3(t) is calculated:
CΓ =
[
1.81e-11 8.11e-11
8.11e-11 36.33e-11
]
From equations (A.14) and CΓ it is possible to calculate the function and deriva-
tive values: 
dW
dD
= 56520 Nm
xˆ = 0.301 m
dxˆ
dD
= −6.674 m2
Substituting these values into equation (A.16) and solving for the Lagrange multi-
plier while considering η = 3 the following initial value is calculated:
λ(0) =
− (D dxˆ
dD
)
0
− η(xU − xˆ(0))(
D( dxˆdD )
2
dW
dD
)
(0)
= 7212.2 (A.17)
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From this intial value of the Lagrange multiplier it is now possible to calculate the
updated value for the design variable D(1) from equation (A.15):
D(1) = D(0)
[
1 +
1
η
(
−λ
dxˆ
dD
dW
dD
− 1
)]
(0)
= 0.2852 m (A.18)
By successively applying equations (A.17) and (A.18) convergence is reached for D
and λ. The iteration history is reported in table A.1.
From table A.1 it is evident that after around 10 iterations the OC algorithm
has converged.
If the structure was not subject to any resonant effects this minimum would
represent the final optimum design. However due to the presence of significant
dynamic amplification, after convergence of this problem (defined as the explicit
sub-problem in chapter 7) the dynamic equilibrium must be recalculated through
solving equations A.3 having updated the mass and stiffness of the system. From
the newly estimated dynamic response the sub-problem is redefined and solved once
again. Each update of the dynamic equilibrium is termed a design cycle.
For the example under consideration in this section figures A.3(a) to A.4(b) show
the design cycle history for the weightW , design variableD, frequency f =
√
k
m
and
peak response xˆ. It is immediately evident how after a limited number of redesigns,
around four, the overall procedure converges. The results of the design cycles are
also reported in table A.2.
Iteration Design variable Peak response L. multiplier Weight
(τ) D(τ) xˆ λ W
0 0.3000 0.3010 7212.2 8478.0
1 0.2852 0.3685 6012.8 7660.2
2 0.2815 0.3880 5707.4 7464.2
3 0.2802 0.3953 5598.8 7394.9
4 0.2797 0.3981 5557.2 7368.4
5 0.2795 0.3993 5540.8 7358.0
6 0.2794 0.3997 5534.3 7353.8
7 0.2794 0.3999 5531.7 7352.2
8 0.2794 0.4000 5530.7 7351.5
9 0.2794 0.4000 5530.3 7351.2
10 0.2794 0.4000 5530.1 7351.1
11 0.2794 0.4000 5530.0 7351.1
12 0.2794 0.4000 5530.0 7351.1
13 0.2794 0.4000 5530.0 7351.1
14 0.2794 0.4000 5530.0 7351.1
Table A.1: Iteration history.
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Figure A.3: Design cycle history: (a) weight W , (b) design variable D.
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Figure A.4: Design cycle history: (a) frequency f , (b) peak response xˆ.
Design cycle D xˆ f W
0 0.3000 0.3010 6.7942 8478.0
1 0.2793 0.4137 6.3265 7351.1
2 0.2817 0.4022 6.3804 7476.7
3 0.2821 0.4000 6.3890 7497.0
4 0.2821 0.4000 6.3892 7497.3
5 0.2821 0.4000 6.3892 7497.3
6 0.2821 0.4000 6.3892 7497.3
7 0.2821 0.4000 6.3892 7497.3
8 0.2821 0.4000 6.3892 7497.3
9 0.2821 0.4000 6.3892 7497.3
10 0.2821 0.4000 6.3892 7497.3
Table A.2: Design cycle history.
