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The fast-forward (FF) scheme proposed by Masuda and Nakamura (Proc. R. Soc. A 466, 1135
(2010)) in the context of conservative quantum dynamics can reproduce a quasi-static dynamics
in an arbitrarily short time. We apply the FF scheme to the classical stochastic Carnot-like heat
engine which is driven by a Brownian particle coupled with a time-dependent harmonic potential
and working between the high (Th)- and low (Tc)-temperature heat reservoirs. Concentrating on the
underdamped case where momentum degree of freedom is included, we find the explicit expressions
for the FF protocols necessary to accelerate both the isothermal and thermally-adiabatic processes,
and obtain the reversible and irreversible works. The irreversible work is shown to consist of two
terms with one proportional to and the other inversely proportional to the friction coefficient. The
optimal value of efficiency η at the maximum power of this engine is found to be universal and given
by η∗ = 1
2
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2
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−
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Th
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))
and η∗ = 1 − 1
2
(
Tc
Th
) 1
2
, respectively in the cases
of strong and weak dissipation. The result is justified for a wide family of time scaling functions,
making the FF protocols very flexible. The FF scheme applied to the overdamped case sweeps out
a mist hanging over the treatment of thermally-adiabatic process.
PACS numbers: 05.30.-d, 03.65.-w
I. INTRODUCTION
Carnot’s concept of heat engines belongs to a classi-
cal subject of thermodynamics. To achieve the highest
efficiency, a heat engine needs to operate a reversible
thermodynamic cycle which requires a quasi-static pro-
cess and results in a vanishing power. The power means
the work per one-cycle time. The quasi-static thermo-
dynamic cycle should be speeded up so as to produce a
finite power of realistic heat engines. It is desirable to
investigate how large the efficiency of a heat engine can
be reached when the engine operates in the region of the
maximum power. This issue has led to the birth of finite-
time thermodynamics which has attracted much atten-
tion for many years. The most notable result in finite-
time thermodynamics is the Curzon-Ahlborn (CA)’s ef-
ficiency, ηCA ≡ 1 −
√
Tc/Th, which is the efficiency at
maximum power for a macroscopic endo-reversible heat
engine [1] operating between a cold bath at temperature
Tc and hot bath at temperature Th(> Tc). CA noted the
finite temperature difference between the heat bath and
the working substance and took into consideration the
finite time needed for the heat transfer between them.
In contrast to the macroscopic heat engines considered
in endo-reversible thermodynamics, thermal fluctuations
play a crucial role in nano-scale systems, where dynam-
ics cannot be described on a deterministic (macroscopic)
level. Sekimoto’s stochastic energetics [2–4] is a key to
thermodynamic description of Langevin systems driven
far from equilibrium, which can define thermodynamic
quantities on a single stochastic trajectory [3, 5, 6] and
yield the ensemble quantities after averaging.
In the context of nano-scale motors, Brownian heat
engines have received a wide attention, which mimic a
simple system of a stochastic heat engine whose degrees
of freedom are subject to a time-dependent potential and
working between hot and cold heat baths. The efficiency
of the engines of this kind at maximum power was inves-
tigated by [7–11], which assumed the time dependence
of the effective temperature (e.g., variance of the parti-
cle position) during the isothermal process. More recent
works [12] and [13] proposed the engineering swift equi-
libration and the shortcut to isothermality, respectively,
which kept the effective temperature during the isother-
mal process, but provided neither kinetics corresponding
to the thermally-adiabatic process nor investigation on
the power and efficiency of the heat engine.
On the other hand, independently from the research
activities in Brownian heat engines, Masuda and Naka-
2mura [14–16] proposed a way to accelerate quantum
dynamics with use of a characteristic driving potential
determined by the underlying adiabatic wave function.
This kind of acceleration is called the fast forward, which
means to reproduce a series of events or a history of mat-
ters on a shortened time scale, like a rapid projection of
movie films on the screen. The fast forward theory con-
stitutes one of the promising ways of shortcuts to adi-
abaticity (STA) devoted to tailor excitations in nonadi-
abatic processes[17–22]. This theory revealed the non-
equilibrium equation of states for the quantum gas un-
der a rapid piston [23] and provided a simple protocol
to accelerate the adiabatic quantum dynamics of spin
clusters[24]. The fast forward theory is also applicable
to dynamical construction of classical adiabatic invari-
ant [25]. It is fascinating to investigate the fast forward
of the heat engine which is classical and stochastic, find
the fast-forward protocols, and investigate the power and
efficiency of the engine.
In this paper we shall develop the fast-forward the-
ory of the stochastic Carnot-like heat engine driven by
a Brownian particle coupled with a time-dependent har-
monic potential and working between the high (Th)- and
low (Tc)-temperature heat reservoirs. The momentum
degree of freedom is taken into consideration throughout
the paper, since energetic interaction between the parti-
cle and heat reservoir is also carried by the momentum
exchange between them. In Section II, we are concerned
with the isothermal process, apply the fast forward the-
ory to Fokker-Planck-Kramers or simply the Kramers
equation, obtain the fast-forward protocols, and calcu-
late both the reversible and irreversible works. In Sec-
tion III, we treat the thermally-adiabatic process where
there is no averaged heat transfer between the system and
heat reservoir, find a fast-forward protocol which shows
a crucial role of momentum degree of freedom, and ob-
tain the reversible work. In Section IV the efficiency at
maximum power is calculated and compared with exist-
ing references. In Section V, we describe summary and
discussions on general time scaling functions, etc.. Ap-
pendices A and B are devoted to some theorems associ-
ated with the irreversible works during the fast-forward
protocols. Appendix C is the analysis of the overdamped
case which shows a problem arising from the thermally-
adiabatic process.
Before entering the following Sections, we shall sketch
the fast forward(FF) scheme to be used hereafter. From
a mathematical view point, FF scheme is a way to solve
the inverse problem to find an unknown target partial
differential equation(PDE) for a known FF path which
is an accelerated variant of the original path (e.g., a
parameter-dependent Gaussian probability distribution)
of the known PDE. The strategy consists of 2 steps: (i)
Hamiltonian characterizing the target PDE must satisfy
several physical constraints, e.g., having the form of H0+
h(x, p)(i.e., unknown driving protocol), where H0 is the
original Hamiltonian of the known PDE.What is nontriv-
ial is the existence of such h(x, p), not resorting to some
functional of the non-accelerated path; (ii) the analysis in
the step (i) assumes an extremely slow time evolution of
the accelerated path. To make both the FF path and tar-
get PDE effective on a laboratory time scale, we replace
a time variable by its advanced variant. Thus we can find
the target PDE which is satisfied by the FF path.
II. FAST-FORWARD OF ISOTHERMAL
PROCESS
A. Derivation of driving potential
We shall develop the probabilistic theory of the
stochastic heat engine using a Brownian particle confined
by the harmonic potential which has a time-dependent
stiffness coefficient.
In this Section we develop the fast forward theory for
the isothermal process in the Carnot-like cycle. Here the
Brownian particle is in touch with a reservoir at tempera-
ture kBT (=
1
β
) and working under the expanding or com-
pressing trapping potential. In the stochastic energetics
[2–4] on which the present article is based, the inertial
effect or momentum degree of freedom plays an essen-
tial role. So we shall investigate the underdamped region
of a Brownian particle, where the Kramers equation for
its distribution function ρ0(x, p, t) is derived through the
continuity equation [26]
∂ρ0
∂t
+
∂Jx
∂x
+
∂Jp
∂p
= 0 (2.1)
with the probability vector flux (Jx, Jp) defined as
Jx =
(∂H0
∂p
+
1
β
∂
∂p
)
ρ0,
Jp = −
(∂H0
∂x
+
1
β
∂
∂x
)
ρ0
− γ
(∂H0
∂p
+
1
β
∂
∂p
)
ρ0. (2.2)
Here H0 =
p2
2 +
1
2λx
2 is Hamiltonian for a particle with
3unit mass trapped by the harmonic potential with stiff-
ness coefficient λ. γ stands for the friction coefficient
responsible to dissipation. Using Eq.(2.2), Eq.(2.1) is
rewritten as
∂ρ0
∂t
= {H0, ρ0}
+ γ∂p(
∂H0
∂p
ρ0 +
1
β
∂pρ0), (2.3)
where {· · · , · · · } is the Poisson bracket. The last term
proportional to γ
β
is traced back to the Gaussian white
noise in the underlying Langevin equation.
As for the the probability vector flux, there are several
variants of definition which reproduce Eq.(2.3). Among
them, however, the definition in Eq.(2.2) is convenient,
because Jx and Jp vanish to observe the detailed balance
in equilibrium for a static potential.
If λ = const., we have the equilibrium Gaussian dis-
tribution function ρeq0 at t → ∞. Assuming ∂tρ0 = 0 in
Eq.(2.3), we see:
ρeq0 =
β
√
λ
2π
exp (−βH0(λ)) , (2.4)
which fulfills the normalization,∫ +∞
−∞
∫ +∞
−∞ ρ
eq
0 (x, p)dxdp = 1.
If λ will be time dependent, the solution in Eq.(2.4)
becomes meaningless. But the idea of fast forward can
guarantee the form in Eq. (2.4), even when λ is time
dependent.
The first half of the fast forward scheme is the regu-
larization procedure and the second half is replacement
of the time variable by its future or advanced variant.
Firstly we shall explain the regularization procedure.
Let λ vary in time very slowly, namely in a quasi-static
way:
λ(t) ≡ λ0 + ǫt (2.5)
with the growth rate |ǫ| ≪ 1, which means that it requires
a very long time T = O( 1|ǫ|), to see a recognizable change
of λ(t).
We take the regularized distribution function
ρreg0 (x, p;λ(t)) which has the same functional form
as ρeq0 in Eq.(2.4):
ρreg0 = exp
[
−βH0(λ(t)) − Γ(λ(t))
]
(2.6)
where
H0(λ(t)) ≡ p
2
2
+
λ(t)
2
x2,
exp(−Γ(λ(t))) ≡ β
√
λ(t)
2π
. (2.7)
Then, adding a potential ǫh to H0 in Eq.(2.3), we regu-
larize the Kramers equation as
∂ρreg0
∂t
= {H0 + ǫh, ρreg0 }
+ γ∂p(pρ
reg
0 +
1
β
∂pρ
reg
0 )
+ ǫγ∂p
(
ρreg0
∂h
∂p
)
. (2.8)
h = h(x, p;λ) will be determined so that ρreg0 in Eq.(2.6)
should satisfy Eq.(2.8).
Noting
∂tρ
reg
0 =
∂ρreg0
∂λ
dλ
dt
= ǫ
[
−β
2
x2 +
1
2λ
]
ρreg0 , (2.9)
let’s compare both sides of Eq.(2.8) in each order of ǫ.
Firstly we obtain the equality of O(1):
{H0, ρreg0 }+ γ∂p(pρreg0 +
1
β
∂pρ
reg
0 ) = 0. (2.10)
It is evident that Eq.(2.10) is satisfied: By using the ex-
pression for ρreg0 in Eq.(2.6), each of the first and second
terms on the left-hand side of Eq.(2.10) can be shown to
vanish.
Then the equality of O(ǫ) from Eq.(2.8) is[
−β
2
x2 +
1
2λ
]
ρreg0 = {h, ρreg0 }
+ γ∂p(ρ
reg
0 ∂ph), (2.11)
which will determine the function h. Noting that
∂pρ
reg
0 = −βpρreg0 and ∂xρreg0 = −βλxρreg0 , Eq.(2.11)
can be rewritten as
−β
2
x2 +
1
2λ
= +β[λx∂ph− p∂xh]
− γβp∂ph+ γ∂2ph. (2.12)
Equation (2.12) for h can be solved by assuming
h = ap2 + bpx+ cx2. (2.13)
In fact, using Eq.(2.13) in Eq.(2.12) and equating the
constant term and each coefficient of p2, x2 and px to be
zero, we have 4 linear algebraic equations (with rank 3):
b+ 2γa = 0,
λb = −1
2
,
2λa− 2c− γb = 0,
1
2λ
− 2γa = 0. (2.14)
4The solution of Eq.(2.14) is a = 14γλ , b = − 12λ , and
c = 14 (
1
γ
+ γ
λ
). Hence Eq.(2.13) reduces to
h =
1
4γλ
p2 − 1
2λ
px+
( 1
4γ
+
γ
4λ
)
x2. (2.15)
In the above regularization procedure, we suppressed
terms of ǫ2 and higher orders. This simplification is jus-
tified because we shall employ below a time scaling factor
α(t) of order 1
ǫ
so that α(t)ǫ becomes to be of order of
unity.
Next we shall enter the second half of the fast for-
ward scheme, i.e., replacement of the time variable by
its future or advanced variant. ρreg0 in Eq.(2.6) and the
regularized Kramers equation in Eq.(2.8) are meaningful
for a long time, but only on a slow time scale. They can
be made effective also on a rapid time scale, however, by
introducing the fast-forward time scale [15],
Λ(t) =
∫ t
0
α(t′)dt′ (2.16)
with the time scaling factor α(t)≫ 1.
In the fast-forward(FF) range (0 ≤ t ≤ TFF ), α(t) is
written as α(t) = 1 + (α¯ − 1)f(s) with s = t
TFF
. α¯(> 1)
is the mean value of α(t) and is given by α¯ = T/TFF .
Here T = O( 1|ǫ|) is a long time interval of the quasi-
static isothermal process and TFF is an arbitrarily short
time to reproduce this process. f(t)(≥ 0) is assumed to
satisfy the boundary condition f(0) = f(1) = f˙(0) =
f˙(1) = 0 and f¯ =
∫ 1
0 f(s
′)ds′ = 1. Among a wide family
of functions of f(s), we choose the simplest function 1−
cos(2πs). Then
α(t) = α¯− (α¯− 1) cos( 2π
TFF
t). (2.17)
While all the results hereafter will depend on this specific
choice, our conclusion about the efficiency of the heat
engine at its maximum power will be universal and not
be affected by the choice of f(s), which we shall elucidate
in Section V.
After the above time scaling, the stiffness coefficient λ
now varies in time rapidly as
λ(Λ(t)) = λ0 + ǫΛ(t). (2.18)
Let’s define the fast-forwarded distribution ρFF as
ρFF (x, p, t) ≡ ρreg0 (x, p;λ(Λ(t)))
= exp
[
−βH0(λ(Λ(t))) − Γ(λ(Λ(t)))
]
.
(2.19)
Then ρFF satisfies the same Kramers equation as
Eq.(2.8) with ǫ prior to h and λ(t) included in H0, h
being replaced by ǫα and λ(Λ(t)), respectively. In fact,
the time derivative of ρFF becomes
∂ρFF
∂t
=
∂λ
∂t
∂ρFF
∂λ
= ǫα
∂ρFF
∂λ
= ǫα{h, ρreg0 }+ γǫα∂p(ρreg0 ∂ph),
(2.20)
where the 3rd equality comes from the fast-forward vari-
ant of Eq.(2.11). The remaining terms on the right-
hand side of Eq.(2.8) proves vanishing, which is the fast-
forward version (t→ Λ(t)) of Eq.(2.10).
Taking the asymptotic limit limǫ→0,α¯→∞ ǫα¯ = v¯ with
v¯ > 0 (v¯ < 0) for ǫ → +0 (ǫ → −0) , we obtain the
Kramers equation working for the rapid-time scale re-
gion:
∂ρFF
∂t
= {H0 + v(t)h, ρFF }
+ γ∂p(pρFF +
1
β
∂pρFF )
+ γ∂p
(
ρFF
∂(v(t)h)
∂p
)
. (2.21)
Here v(t) is a velocity function available from α(t) in
the asymptotic limit [15]:
v(t) = lim
ǫ→0,α¯→∞
ǫα(t) = v¯
(
1− cos
(
2π
TFF
t
))
. (2.22)
Consequently, for 0 ≤ t ≤ TFF ,
λ(Λ(t)) = λ0 + lim
ǫ→0,α¯→∞
ǫΛ(t) = λ0 +
∫ t
0
v(t′)dt′
= λ0 + v¯TFF
[
t
TFF
− TFF
2π
sin
(
2π
TFF
t
)]
.
(2.23)
From now on we take the following prescription:
λ(t) ≡ λ(Λ(t)),
λ˙(≡ dλ
dt
) ≡ dλ(Λ(t))
dt
= v(t). (2.24)
Then we see the values of λ at the initial and final stages
of the FF dynamics:
λ(0) = λ0, λ(TFF ) = λ0 + v¯TFF (2.25)
and
λ˙(0) = λ˙(TFF ) = 0. (2.26)
5Figure 1 shows schematic curves of λ(t) in each of
fast-forwarded isothermal and adiabatic processes. The
Curve from λ0(λ2) to λ1(λ3) with time interval TFF = t1
(TFF = t3) corresponds to isothermal expansion (com-
pression) of the system in contact with the high- (low-)
temperature reservoir.
Now we have obtained the fast forwarded Hamiltonian
for the particle as:
HFF (x, p, t) = H0 + λ˙h, (2.27)
where H0 and h are defined respectively in Eqs.(2.7) and
(2.15), with λ being replaced by its FF version in Eq.
(2.23). HFF (x, p, t) is varied during the time interval
0 ≤ t ≤ TFF at a constant temperature kBT = 1β .
FIG. 1: Schematic curves for stiffness coefficient (λ) as a func-
tion of time (t) in the Carnot-like cycle. t1, t2, t3 and t4 are
the fast-forward time (TFF ) in each of sub-processes.
B. Work and heat
With help of the FF Hamiltonian in Eq.(2.27) and the
FF Gaussian distribution ρFF in Eq.(2.19), we shall eval-
uate the thermodynamic quantities, i.e., work W , heat
Q, and internal energy E. The mean work W done from
outside is
W =
TFF∫
0
dt〈∂HFF
∂t
〉. (2.28)
Noting
〈∂HFF
∂t
〉 =
∫ ∞
−∞
∫ ∞
−∞
∂HFF
∂t
ρFFdxdp
=
(
λ˙
2
− γλ˙
2
4λ2
+ λ¨
(
γ
4λ
+
1
4γ
))
1
βλ
+
(
λ¨
4γλ
− λ˙
2
4γλ2
)
1
β
, (2.29)
the work proves to be a sum of the reversible (Wrev) and
irreversible (Wirr) parts as:
W = Wrev +Wirr (2.30)
with
Wrev =
1
2β
lnλ
∣∣∣∣∣
TFF
0
=
1
2β
ln
λ(TFF )
λ0
(2.31)
and
Wirr =
(
γ
8
TFF∫
0
λ¨
λ2
dt+
1
4γ
TFF∫
0
λ¨
λ
dt
)
1
β
. (2.32)
In obtaining the compact expression Eq.(2.32) from
Eqs.(2.28) and (2.29), we used the equality
TFF∫
0
λ˙2λ−mdt =
1
m− 1
TFF∫
0
λ¨λ−(m−1)dt (2.33)
with m > 1, which can be verified with use of the bound-
ary characteristics in Eq.(2.26).
The irreversible work Wirr in Eq.(2.32) consists of the
integral of the type,
TFF∫
0
λ¨
λn
dt, which can be expressed
in terms of the initial value λ(0) and the relative growth
rate of λ defined by
ξ ≡ λ(TFF )− λ(0)
λ(0)
=
v¯TFF
λ(0)
(2.34)
during the fast-forwarding time from t = 0 through t =
TFF . Using the definition of λ in Eqs.(2.23) and (2.24)
and making a variable change from t to s(≡ t
TFF
), we
6can rewrite
TFF∫
0
λ¨
λn
dt as
TFF∫
0
λ¨
λn
dt =
v¯
TFF
TFF
×
1∫
0
2π sin(2πs)[
λ0 + v¯TFF
(
s− 12π sin(2πs)
)]n ds
=
1
TFF
1
λn−10
Zn(ξ), (2.35)
where
Zn(ξ) ≡ ξ
1∫
0
2π sin(2πs)[
1 + ξ
(
s− 12π sin(2πs)
)]n ds. (2.36)
The expression for Wirr is thus given by:
Wirr =
γkBT
8λ(0)TFF
Z2(ξ) +
kBT
4γTFF
Z1(ξ). (2.37)
FIG. 2: Curves of Zn(ξ) in Eq.(2.36) with n = 1 and 2.
As shown in Fig. 2 and in Appendix A, Z1(ξ), Z2(ξ)
and thereby Wirr are always nonnegative. The irre-
versible work in Eq.(2.37) is inversely proportional to
TFF , which is consistent with the results of the engineer-
ing swift equilibration (overdamped case) [12] and of the
shortcut to isothermality (underdamped case) [13]. Our
new discovery here is that the irreversible work consists
of the term proportional to the friction coefficient γ and
one inversely proportional to γ. Note: γ
λ(0) and
1
γ
has
the same dimension under the prescription of unit mass.
Alternative derivation of Eq.(2.37) is given in Appendix
B.
In a similar way of calculating the mean work, we ob-
tain the internal energy E(t)
E(t) ≡
∫ ∞
−∞
∫ ∞
−∞
HFF ρFFdxdp
=
(
1 + λ˙(
1
2γλ
+
γ
4λ2
)
) 1
β
.
(2.38)
From Eq.(2.38) the increment ∆E during the fast forward
of the isothermal process is found to be given by ∆E =
E(TFF ) − E(0)=0 because of the boundary values of λ˙
in Eq.(2.26).
In the isothermal process, the first law of thermody-
namics
∆E = Q+W (2.39)
together with ∆E = 0 determines the heat Q taken from
the heat bath at temperature T as
Q = −W = −(Wrev +Wirr). (2.40)
III. FAST FORWARD OF
THERMALLY-ADIABATIC PROCESS
In this Section, we shall embark upon the fast forward
of the thermally-adiabatic process, where the particle is
isolated from a reservoir and working under the expand-
ing or compressing trapping potential. In the case of the
stochastic microscopic heat engine, however, the unam-
biguous treatment of the thermally-adiabatic process is
controversial and has not yet been settled [4, 9, 27, 28].
According to the stochastic energetics, both frictions
and random force contribute to the heat transfer between
the system and its surrounding[2–4]. Since coupling-
uncoupling of the particle system from the environment
is hard, we want to implement thermally-adiabatic pro-
cess while the particle system is coupled to the environ-
ment with gradually increasing or decreasing tempera-
ture. Consequently we shall choose a strategy of using
the Gaussian distribution function and Kramers equation
with the inverse temperature (β) changing smoothly in a
way that guarantees the vanishing heat transfer between
a system and the reservoir. Here we must investigate the
mean adiabatic process, since the Liouville theorem for
the individual system does not hold and each system can
exchange heat with the bath.
A. Derivation of driving potential
We shall again apply the fast-forward scheme which
consists of the regularization of Kramers equation and
the fast forward time-rescaling. The regularized Kramers
equation takes the same form as Eq.(2.8), but here the
inverse temperature is time dependent through the time-
dependent stiffness coefficient λ(t), i.e., β = β(λ(t)). The
7regularized distribution function is defined by
ρreg0 = exp
[
−β(λ(t))H0(λ(t)) − Γ(λ(t))
]
, (3.1)
where H0(λ(t)) and Γ(λ(t)) are given below Eq.(2.6).
The definition of λ(t) is traced back to Eq. (2.5).
The left-hand side of Eq.(2.8) is of O(ǫ) and is given
by
∂tρ
reg
0 =
∂ρreg0
∂λ
λ˙
= ǫ
[
−∂β
∂λ
p2
2
− β
2
x2 − λ
2
∂β
∂λ
x2
+
1
β
∂β
∂λ
+
1
2λ
]
ρreg0 . (3.2)
The right-hand side of Eq.(2.8) consists of O(1) and
O(ǫ). The contribution of O(1) vanishes due to Eq.(2.10)
. The contribution of O(ǫ) is the same as in the isother-
mal process:
{ǫh, ρreg0 } + γǫ∂p(ρreg0 ∂ph)
= ǫβ[λx∂ph− p∂xh]ρreg0
+ γǫ[−βp∂ph+ ∂2ph]ρreg0 .
(3.3)
We obtain the equation to solve h by equating the
right-hand sides of Eqs.(3.2) and (3.3). Using the ex-
pansion of h as in Eq.(2.13) and equating the constant
term and each coefficient of p2, x2 and px to be zero, we
have the following equations.
1
2
∂β
∂λ
= βb+ 2γaβ,
βλb = −λ
2
∂β
∂λ
− β
2
,
2λβa − 2βc− γβb = 0,
1
β
∂β
∂λ
+
1
2λ
− 2γa = 0.
(3.4)
There are 4 unknowns (a, b, c and β). Among 4 equations
above, however, the independent ones are 3, and we need
one more independent equation, which will be available
by assuming vanishing heat transfer in the dynamics of
regularized equation.
In case of the constant stiffness coefficient λ, the time
derivative of the mean heat absorbed from the reservoir
is:
dQ
dt
=
∫ ∞
−∞
∫ ∞
−∞
dxdp
(
Jx
∂H0
∂x
+ Jp
∂H0
∂p
)
(3.5)
with the probability vector flux (Jx, Jp) in Eq.(2.2).
When λ changes very slowly in time as in Eq.(2.5),
the regularization procedure in the fast-forward scheme
requires H0 in Eqs.(3.5) and (2.2) to be replaced by H0+
ǫh(x, p), while using the distribution ρreg0 in Eq. (3.1).
On the slow time scale, Eq.(3.5) becomes:
dQ
dt
= ǫ
∫ ∞
−∞
∫ ∞
−∞
dxdp
(∂h
∂p
∂H0
∂x
− ∂h
∂x
∂H0
∂p
− γ ∂h
∂p
H0
∂p
)
ρreg0 , (3.6)
where h is expanded again as Eq.(2.13).
Using the expression ∂h
∂p
= 2ap+ bx and ∂h
∂x
= bp+2cx
, Eq.(3.6) reduces to
dQ
dt
= ǫ(
b
β
− b+ 2aγ
β
) = −ǫ2aγ
β
(3.7)
up to the leading order of ǫ.
Then the vanishing heat transfer (dQ
dt
= 0) during the
quasi-static thermally-adiabatic process is satisfied by
a = 0. (3.8)
Using Eq.(3.8) in Eq.(3.4), we obtain:
b = − 1
4λ
,
c =
γ
8λ
,
β
√
λ = const., (3.9)
and consequently the driving potential proves to be
h = − 1
4λ
px+
γ
8λ
x2. (3.10)
The second half of the fast-forward scheme in the
thermally-adiabatic process is exactly parallel to the
description from Eqs.(2.16) through Eq.(2.26) in the
isothermal process, except for the difference in the in-
verse temperature (β) which is time dependent through
β = const.√
λ
.
Thus we have the fast-forwarded Hamiltonian HFF =
H0 + λ˙h with H0 =
p2
2 +
1
2λ(t)x
2 and h given in
Eq.(3.10). λ(t) is the same as in Eqs.(2.23) and
(2.24). The fast-forwarded distribution is ρFF (x, p, t) ≡
ρreg0 (x, p;λ(Λ(t))).
B. Work
During the fast forward of the thermally-adiabatic pro-
cess, the work W done from outside is given by
W = ∆E = E(TFF )− E(0), (3.11)
8where E(t) = 〈HFF 〉 =
∫∞
−∞
∫∞
−∞HFF ρFFdxdp. Here
HFF = H0 + λ˙h with h obtained in Eq.(3.10). Noting
E(t) = 1
β
+ γλ˙8λ2
1
β
together with the boundary condition
λ˙(TFF ) = λ˙(0) = 0, we find
W =Wrev =
1
β(TFF )
− 1
β(0)
= kBTfinal − kBTinitial.
(3.12)
In the thermally-adiabatic process we have no irreversible
work.
IV. EFFICIENCY AT THE MAXIMUM POWER
OF FAST-FORWARDED STOCHASTIC HEAT
ENGINE
The stochastic engine works between the hot (Th) and
cold (Tc) reservoirs. Using the results of Sections II and
III, we shall evaluate the efficiency of the fast-forwarded
Carnot-like cycle at the maximum power. The cycle con-
sists of the following 4 steps as shown in Table 1. See
also Fig.1. We take λj with j = 0, 1, 2, 3 as the stiffness
coefficients at the nodes of the cycle. Among a variety of
choices {λj}, we concentrate on the symmetric case that
the ratio of the initial and final stiffness coefficients is the
same in both of the expanding and contracting isother-
mal processes: λ1
λ0
= λ2
λ3
= q, and λ2
λ1
= λ3
λ0
= q˜. Table 1
also includes the relative increment of the stiffness coef-
ficient ξ, the time interval TFF (arbitrary) and the mean
velocity v¯ in each of 4 steps.
Table 1. Stiffness coefficients, time interval and mean velocity in each of 4 sub-processes of the accelerated
Carnot-like cycle.
sub-processes λ(0) λ(TFF )
λ(TFF )
λ(0) ξ ≡ λ(TFF )−λ(0)λ(0) TFF v¯ ≡ λ(TFF )−λ(0)TFF
isothermal expansion at Th λ0 λ1 q(< 1) q − 1(< 0) t1 (q−1)λ0t1
thermally-adiabatic expansion λ1 λ2 q˜(< 1) q˜ − 1(< 0) t2 q(q˜−1)λ0t2
isothermal compression at Tc λ2 λ3
1
q
(> 1) 1
q
− 1(> 0) t3 q˜(1−q)λ0t3
thermally-adiabatic compression λ3 λ0
1
q˜
(> 1) 1
q˜
− 1(> 0) t4 (1−q˜)λ0t4
We now calculate the reversible and irreversible parts
of work which the heat engine does on the outside during
its one cycle. In the isothermal processes consisting of
the steps 1 and 3, the reversible part gives a nonvanishing
contribution:
− kB
2
(Th − Tc) ln q, (4.1)
while the contribution due to the irreversible part is
− kB
8
(
γ
Z2(q − 1)
λ0
+
2
γ
Z1(q − 1)
)
Th
t1
− kB
8
(
γ
Z2(
1
q
− 1)
λ2
+
2
γ
Z1(
1
q
− 1)
)
Tc
t3
.
(4.2)
In the thermally-adiabatic processes consisting of the
steps 2 and 4, we have no irreversible work and the net
reversible part gives no contribution:
− kB(Tc − Th)− kB(Th − Tc) = 0. (4.3)
The total work for one cycle is a sum of contributions
from the isothermal and thermally-adiabatic processes
and is given by:
Wtotal = −kB
2
(Th − Tc) ln q
− kB
8
(
γ
Z2(q − 1)
λ0
+
2
γ
Z1(q − 1)
)
Th
t1
− kB
8
(
γ
Z2(q − 1)
q˜λ0
+
2
γ
Z1(q − 1)
)
Tc
t3
.
(4.4)
On the 3rd line, we employed the theorem of Appendix
A,
Zn(
1
q
− 1) = qn−1Zn(q − 1), (4.5)
together with λ2 = q˜λ1 = qq˜λ0 available from Table 1.
Concerning the factor q˜, we can see:
q˜ =
λ2
λ1
=
(
Tc
Th
)2
(4.6)
9with use of the constant of motion in Eq.(3.9) during the
thermally-adiabatic process.
A. Case of large dissipation
Below we shall first concentrate on the case of a large
dissipation with γ ≫ √λ0. The one-cycle work is ex-
pressed as
Wtotal = −kB
2
(Th − Tc) ln q
− γkB
8λ0
Z2(q − 1)T 2h ·
(
T−1h
t1
+
T−1c
t3
)
,
(4.7)
where the contribution of the term proportional to 1
γ
in
Eq.(4.4) is suppressed. The heat transfer to the particle
from the hot heat bath at temperature Th is given by
Qin = −1
2
kBTh ln q − γkB
8λ0
Z2(q − 1)T 2h ·
T−1h
t1
. (4.8)
To obtain a high power heat engine, we take the van-
ishing time t2 = t4 → 0 with v¯2 = v¯4 → ∞ so as to
guarantee − v¯2t2
λ1
= q˜−1 =
(
Tc
Th
)2
−1 and v¯4t4
λ3
= 1
q˜
−1 =(
Th
Tc
)2
− 1. Introducing
A = −1
2
kB (Th − Tc) ln q,
B =
γkB
8λ0
Z2(q − 1)T 2h (4.9)
and assuming t2 = t4 = 0, the power can be defined by
P ≡ Wtotal
t1 + t3
=
A
t1 + t3
−
B
(
T
−1
h
t1
+
T−1c
t3
)
t1 + t3
. (4.10)
The time t∗1 and t
∗
3 which maximizes P is obtained by
solving the equations:
∂P
∂t1
= 0,
∂P
∂t3
= 0, (4.11)
which is satisfied by
t∗1
t∗3
=
(
Tc
Th
) 1
2
. (4.12)
This issue expresses that t∗1 and t
∗
3 should be different so
as to achieve the maximum power. To be explicit, we
have
t∗1 =
2B
A
(
T−1h + (ThTc)
− 1
2
)
,
t∗3 =
2B
A
(
T−1c + (ThTc)
− 1
2
)
. (4.13)
The efficiency is written with use of Eqs. (4.9) as
η ≡ Wtotal
Qin
=
A−B
(
T
−1
h
t1
+
T−1c
t3
)
A Th
Th−Tc −B
T
−1
h
t1
. (4.14)
We can express the efficiency at maximum power by sub-
stituting Eqs. (4.13) into Eq. (4.14) as
η∗ =
1 +
√
Tc
Th
2 +
√
Tc
Th
(1 + Tc
Th
)
(
1− Tc
Th
)
=
1
2
(
1 +
1
2
(
Tc
Th
) 1
2
− 5
4
Tc
Th
− 7
8
(
Tc
Th
) 3
2
· · ·
)
.
(4.15)
As Tc
Th
increases from zero, η∗ grows to a maximum and
then decreases monotonically. We see that, for large tem-
perature differences (Th ≫ Tc), the limiting efficiency
(η∗ → 12 ) is less than that (η∗ → 23 ) of analysis of the
overdamped case [8]. Figure 3 shows η∗ in Eq.(4.15) as a
function of the Carnot efficiency ηCarnot(≡ 1− TcTh ), which
is available by eliminating Tc
Th
between η∗ in Eq.(4.15) and
ηCarnot.
FIG. 3: η∗ in Eq.(4.15) as a function of the Carnot efficiency
ηCarnot(≡ 1−
Tc
Th
).
In Appendix C we showed our application of the FF
scheme to the overdamped case. In the acceleration
of the isothermal process, we obtained the results for
work and heat analogous to those of the underdamped
case, except for the irreversible workWirr which consists
of only the term proportional to the friction coefficient
in agreement with Ref.[12]. In the acceleration of the
thermally-adiabatic process, however, we encountered a
logical difficulty: the vanishing of heat transfer dur-
ing the thermally-adiabatic process requires β
λ
= const.,
which cannot be compatible with real physics where the
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decrease (increase) of λ requires the cooling (heating) of
the system. Therefore, the full cycle of the Carnot-like
stochastic heat engine cannot be sketched within a frame-
work of the overdamped case, and it is harmful to conjec-
ture the efficiency of the engine using only the knowledge
of the isothermal process [8].
B. Case of small dissipation
Then we consider the case of a small dissipation with
γ ≪ √λ0. The one-cycle work and heat transfer from
the hot heat bath are now given by
Wtotal = −kB
2
(Th − Tc) ln q
− kB
4γ
Z1(q − 1) ·
(
Th
t1
+
Tc
t3
)
. (4.16)
and
Qin = −1
2
kBTh ln q − kB
4γ
Z1(q − 1) · Th
t1
, (4.17)
respectively.
Introducing B′ = kB4γ Z1(q− 1) instead of B in Eq.(4.9)
and assuming t2 = t4 = 0, the power and efficiency are
now given by
P ≡ Wtotal
t1 + t3
=
A
t1 + t3
−
B′
(
Th
t1
+ Tc
t3
)
t1 + t3
. (4.18)
and
η ≡ Wtotal
Qin
=
A−B′
(
Th
t1
+ Tc
t3
)
A Th
Th−Tc −B′
Th
t1
, (4.19)
respectively. The time t∗1 and t
∗
3 which maximizes P in
Eq.(4.18) are
t∗1 =
2B′
A
(
Th +
√
ThTc
)
,
t∗3 =
2B′
A
(
Tc +
√
ThTc
)
. (4.20)
Substituting this t∗1 and t
∗
3 into Eq.(4.19), we have
η∗ = 1−
√
Tc
Th
. (4.21)
Interestingly, this result is equal to the Curzon-Ahlborn
efficiency for endoreversible heat engines working at max-
imum power [1, 29, 30] although the present stochastic
model looks quite different from macroscopic finite-time
heat engines. The issue in Eq.(4.21) is also compatible
with the assertions of Refs. [9, 10] which are concerned
with the underdamped case, but are solving the equation
of motion for variances of position and momentum of the
Brownian particle.
V. SUMMARY AND DISCUSSIONS
By extending the idea of the fast forward cultivated in
the context of the conservative quantum dynamics, we
constructed the fast-forward (FF) theory of the nano-
scale stochastic heat engine driven by a Brownian par-
ticle coupled with a time-dependent harmonic poten-
tial and working between the high-temperature (Th) and
low temperature (Tc) heat baths. The FF scheme ap-
plied to the Kramers equation for the underdamped case
has successfully reproduced the quasi-static dynamics of
the stochastic Carnot-like cycle on the shortened time
scale. We have given the explicit expression for the
protocols or the driving potentials in both the isother-
mal and thermally-adiabatic processes, which guarantee
the Gaussian probability distribution function through-
out the cycle. The irreversible work is found to con-
sist of two terms with one proportional to and the other
inversely proportional to the friction coefficient. With
use of the reversible and irreversible works evaluated
by the FF protocols, we have found the efficiency of
this engine at maximum power is universal, which is
η∗ = 12
(
1 + 12
(
Tc
Th
) 1
2 − 54 TcTh +O
((
Tc
Th
) 3
2
))
in the case
of strong dissipation and the Curzon-Ahlborn efficiency
η∗ = 1−
(
Tc
Th
) 1
2
in the case of weak dissipation.
Our application of FF scheme to the overdamped case
in Appendix C showed that the requirement of the van-
ishing of heat transfer during the thermally-adiabatic
process yields a consequence which is not compatible with
real physics. Therefore, the full cycle of the Carnot-like
stochastic heat engine can be conceivable only when the
momentum degree of freedom is taken into consideration,
namely in the underdamped case.
So far we used the time scaling function v(t) = v¯(1 −
cos( 2π
TFF
t)) in Eq.(2.22) available from α(t) in Eq.(2.17).
However, it is not necessary to restrict the time scal-
ing function to the above specific function. Let’s define
a wide family of the time scaling function v(t) = v¯f(s)
with s = t
TFF
in the interval 0 ≤ s ≤ 1, i.e., 0 ≤ t ≤ TFF .
f(s)(> 0) is assumed to satisfy the boundary condition
11
f(0) = f(1) = f˙(0) = f˙(1) = 0 and f¯ =
∫ 1
0 f(s
′)ds′ = 1.
f(s) can include 1− cos(2πs), higher harmonics, polyno-
mial functions, etc. Then the FF variant of the stiff-
ness coefficient becomes λ = λ0 +
∫ t
0
v(t′)dt′ = λ0 +
v¯TFF
∫ s
0
f(s′)ds′ = λ0 + v¯TFFF (s) with s = tTFF , where
F (s) is found to obey F (0) = 0, F (1) =
∫ 1
0
f(s′)ds′ = 1
and F˙ (0) = F˙ (1) = 0. F (s) includes the function
s− 12π sin(2πs) leading to Eq.(2.23).
With use of the above general scaling function v(t) and
λ(t), we can reach the same total work as in Eq.(4.4) per
cycle of the heat engine, with Zn(ξ) defined in a more
general form as Zn(ξ) = ξ
∫ 1
0
F¨ (s)
[1+ξF (s)]n ds. In this general
context, Appendix A already provided the proof for (i)
the non-negativity of Zn and (ii) the relation Zn(
1
q
−1) =
qn−1Zn(q−1), which was essential in our investigation of
the power and efficiency in Section IV. Thus our assertion
of the efficiency at the maximum power holds for a wide
family of the time scaling functions and the FF protocols
to accelerate the cycle of the heat engine acquire a wide
flexibility.
An experimental test of the Brownian heat engine in
the underdamped regime can be done with use of levi-
tated cavity opto-mechanics [11, 31] where the parame-
ters can essentially be tuned independently. The colloidal
environment determines the temperature and Stokes fric-
tion for the nanoparticle. The harmonic confinement may
be realized, via optical tweezers or via a standing light
wave in a cavity. The external electro-magnetic poten-
tial will be useful to mimic the driving protocol which
includes the momentum degree of freedom.
Acknowledgments. We are grateful to Abror Tuymu-
radov for useful discussions in the early stage of the
present work.
Appendix A: Proof of non-negativity of Zn(ξ) and
Zn(
1
q
− 1) = qn−1Zn(q − 1)
Zn(ξ) is defined by
Zn(ξ) = ξ
1∫
0
F¨ (s)[
1 + ξF (s)
]n ds, (A1)
where F (s) is assumed to be a smoothly growing function
of s in the interval 0 ≤ s ≤ 1 and satisfies the boundary
condition F (0) = 0, F (1) = 1 and F˙ (0) = F˙ (1) = 0.
Although a specific function F (s) = s − 12π sin(2πs) is
used in the main text, the proof here is devoted to a broad
family of F (s) which includes polynomial functions of s.
Firstly we shall show the non-negativity of Zn(ξ). Let’s
introduce gξ(s) ≡ 1+ ξF (s), which is positive for ξ > −1
in the interval 0 ≤ s ≤ 1. Then
Zn(ξ) =
∫ 1
0
g¨ξ(s)
gnξ (s)
ds
= g˙ξ(s)g
−n
ξ (s)
∣∣1
0
+ n
∫ 1
0
g˙2ξ (s)g
−(n+1)
ξ (s)ds
= n
∫ 1
0
g˙2ξ (s)g
−(n+1)
ξ (s)ds (≥ 0). (A2)
In the last equality, we used g˙ξ(0) = g˙ξ(1) = 1. Therefore
Zn(ξ) ≥ 0 for ξ > −1 and the equality holds when ξ = 0.
Secondly we shall prove the relation Zn(
1
q
− 1) =
qn−1Zn(q − 1). Zn(1q − 1) is explicitly written as
Zn(
1
q
− 1) =
(1
q
− 1
)
qn
1∫
0
F¨ (s)[
q + (1− q)F (s)
]n ds. (A3)
If we shall make a variable change
s = 1− s′, (A4)
then we see the goal:
Zn(
1
q
− 1) =
(1
q
− 1
)
qn
×
0∫
1
F¨ (s′)ds′[
q + (1 − q)
(
1− F¨ (s′)
)]n
= −(1− q)qn−1
×
1∫
0
F¨ (s′)ds′[
1 + (q − 1)F (s′)
)]n
= qn−1Zn(q − 1). (A5)
In moving from Eq.(A3) to Eq.(A5), we used F (1−s′) =
1−F (s′) available from the boundary condition of F (s).
Appendix B: Alternative derivation of Wirr in the
isothermal process
Let us show another derivation of the irreversible work
by using the definition,
Wirr = T∆S −Q, (B1)
where ∆S and Q are respectively increments of entropy
and heat during the isothermal (β = constant) pro-
cess. We shall extend the definition of dQ
dt
in Eq.(3.5)
to the fast-forwarded isothermal process, by replacing ρ0
12
and H0 by ρFF in Eq.(2.19) and HFF (= H0 + λ˙h) in
Eq.(2.27), respectively. Then
Q =
TFF∫
0
dt
+∞∫
−∞
dx
+∞∫
−∞
dp
[
λ˙
(∂h
∂p
∂H0
∂x
− ∂h
∂x
∂H0
∂p
− γ ∂h
∂p
∂H0
∂p
)
ρFF − λ˙2γ
(∂h
∂p
)2
ρFF
]
. (B2)
Noting ∂h
∂p
= 12γλp − 12λx and ∂h∂x = − 12λp + ( 12γ + γ2λ )x
in the isothermal case, we obtain:
Q = −
TFF∫
0
dtγ
[
λ˙
2γλβ
+
λ˙2
4γ2λ2β
+
λ˙2
4λ3β
]
. (B3)
Similarly, with use of the definition of ensemble average
of trajectory entropy [6, 7, 9]
S ≡ −
∫ +∞
−∞
dx
∫ +∞
−∞
dpkBρFF ln ρFF , (B4)
the increment of the entropy is obtained as:
∆S
kB
=
1
kB
TFF∫
0
S˙dt =
TFF∫
0
dt
+∞∫
−∞
dx
+∞∫
−∞
dpγλ˙
∂ρFF
∂p
∂h
∂p
=
TFF∫
0
dt
+∞∫
−∞
dx
+∞∫
−∞
dpγβ
(
− λ˙
2γλ
p2 +
λ˙
2λ
px
)
ρFF
= −
TFF∫
0
dt
λ˙
2λ
. (B5)
Then we can evaluate Wirr as follows:
Wirr = −kBT
TFF∫
0
dt
λ˙
2λ
−
[
−
TFF∫
0
dt
[
λ˙
2λβ
+
λ˙2
4γλ2β
+
γλ˙2
4λ3β
]]
=
TFF∫
0
dt
[
λ˙2
4γλ2β
+
γλ˙2
4λ3β
]
. (B6)
With use of Eq.(2.33) in the text, the final issue agrees
with Eq.(2.32) and thereby leads to Eq.(2.37).
Appendix C: Overdamped case and problem in
thermally-adiabatic process
Closely following the main text, we apply the FF
scheme to the overdamped case of the stochastic heat
engine and show a difficulty encountered in treating the
thermally-adiabatic process.
In the isothermal process, the Fokker-Planck equation
for the overdamped Brownian particle is given by
∂tρ0(x, t) = −∂xj(x, t) (C1)
with the probability flux
j(x, t) =
1
γ
[
∂xU0(x, t) +
1
β
∂x
]
ρ0(x, t). (C2)
With use of the harmonic potential U0(x) =
1
2λx
2,
Eq.(C1) becomes as
∂tρ0(x, t) =
(
λ
γ
xρ0
)
+
1
βγ
∂2xxρ0. (C3)
Assuming λ = const., we have the equilibrium distribu-
tion at t→∞:
ρeq0 (x) =
√
λβ
2π
exp
(
−λβ
2
x2
)
, (C4)
satisfying the normalization
∫ +∞
−∞ ρ
eq
0 (x)dx = 1.
To guarantee the form in Eq. (C4), even when λ is
time dependent, we apply the same FF scheme as in the
main text. Firstly assume λ(t) as
λ ≡ λ0 + ǫt (C5)
with the growth rate |ǫ| ≪ 1. We then regularize both
the distribution function and Fokker-Planck equation as
ρreg0 (x, λ(t)) = exp
(
−βλ(t)
2
x2 − Γ(λ(t))
)
(C6)
with exp(−Γ(λ(t))) ≡
√
βλ(t)
2π and
∂tρ
reg
0 (x, λ(t)) = ∂x
(
λ(t)x + ǫ∂xu
γ
ρreg0
)
+
1
βγ
∂2xxρ
reg
0 ,
(C7)
where an extra potential ǫu is added to U0. Then the left
hand side of Eq.(C7) becomes:
ǫ
∂
∂λ
ρreg0 = ǫ
(
−β
2
x2 +
1
2λ
)
ρreg0 , (C8)
and the right hand side is
ǫ
γ
∂x(∂xuρ
reg
0 ) =
ǫ
γ
(
(∂2xxu)ρ
reg
0 + ∂xu (−βλx) ρreg0
)
.
(C9)
Equating Eq.(C8) to Eq.(C9), we see the equation for the
protocol u as
− β
2
x2 +
1
2λ
=
1
γ
(
∂2xxu− βλx∂xu
)
, (C10)
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which is satisfied by u = γ4λx
2.
Fast forward version of ρreg0 is defined by
ρFF = ρ
reg
0 (x, λ(Λ(t)))
= exp
(
−βλ(Λ(t))
2
x2 − Γ(λ(Λ(t)))
)
. (C11)
The Fokker-Planck equation working for the rapid-time
scale region becomes as ∂tρFF = ∂x
(
λ+v(t) γ
2λ
γ
xρFF
)
+
1
βγ
∂2xxρFF . In this way, we see the FF potential
UFF = U0(x) + λ˙u(x) =
1
2
λ(Λ(t))x2 + λ˙
γ
4λ
x2, (C12)
where the functional λ is the same as in Eqs.(2.23) and
(2.24).
The mean work W and heat Q during the isothermal
process will be evaluated as below. The mean work W
done from outside is
W =
∫ TFF
0
〈
∂UFF
∂t
〉
dt, (C13)
where〈
∂UFF
∂t
〉
=
∫ +∞
−∞
ρFF (x, λ(Λ(t)))
∂UFF
∂t
dx
=
1
2βλ
(
λ˙− γ
2
λ¨λ− λ˙2
λ2
)
. (C14)
Substituting Eq. (C14) into Eq. (C13), we find:
W = Wrev +Wirr (C15)
with
Wrev =
1
2β
ln λ
∣∣∣∣∣
TFF
0
=
1
2β
ln
λ(TFF )
λ0
(C16)
and
Wirr =
γkBT
8λ(0)TFF
Z2(ξ), (C17)
where ξ and Z2(ξ) are the same as in Eqs.(2.34)
and (2.36), respectively. Equation (C17) ac-
cords with Ref.[12]. The mean internal energy is
E(λ(Λ(t))) ≡ ∫ +∞−∞ dxρFF (x, λ(Λ(t)))UFF (x, λ(Λ(t))) =
1
2β
(
1 + γ λ˙2λ2
)
. Noting ∆E = 0 and the first law of
thermodynamics ∆E = Q + W , the heat from the
reservoir at a fixed temperature is given by Q = −W .
On the other hand, in the thermally-adiabatic process
we take the same equation as Eq.(C1) with Eq.(C2), and
apply the FF scheme. Here the inverse temperature β is
assumed to be time dependent as β = β(λ(t)). The reg-
ularization procedure is parallel to that of the isothermal
case. Equation (C8) is now replaced by
ǫ
∂
∂λ
ρreg0 = ǫ
(
−β
2
x2 − λ
2
∂β
∂λ
x2
+
1
2
(
1
λ
− 1
β
∂β
∂λ
)
)
ρreg0 , (C18)
while Eq.(C9) remains unchanged. Equating Eq.(C18)
to Eq.(C9), we have the equality:
−(β
2
+
λ
2
∂β
∂λ
)x2
+
1
2
(
1
λ
− 1
β
∂β
∂λ
) =
=
1
γ
(
∂2xxu− βλx∂xu
)
. (C19)
Assuming u = ax2, we have a degenerate equation,
1
2λ
− 1
2β
∂β
∂λ
=
2a
γ
(C20)
for 2 unknowns, a and β. One more equation is obtained
by investigating the mean heat from the reservoir. In the
case of the constant λ, the time derivative of the mean
heat is defined by
dq
dt
=
∫ +∞
−∞
dxj(x)
∂U
∂x
. (C21)
When λ changes in time, the regularization replaces U0
and ρ0 by U0 + ǫu and ρ
reg
0 , respectively. Then
dq
dt
=
ǫ
γ
∫ +∞
−∞
dx
∂u
∂x
∂U0
∂x
ρreg0 = ǫ
2a
γβ
. (C22)
The vanishing of heat transfer during the thermally-
adiabatic process requires a = 0. Then Eq.(C20) gives
β
λ
= const., (C23)
which cannot be compatible with the physical require-
ment that in the thermally-adiabatic process, the de-
crease (increase) of λ requires the cooling (heating) of
the system. To conclude this Appendix, the framework
of the overdamped case cannot describe the full cycle of
the Carnot-like stochastic heat engine, and it is harmful
to conjecture the efficiency of the engine [8]. To resolve
this difficulty we must resort to the framework of the
underdamped case which includes momentum degree of
freedom.
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