Stability analysis of steady state solutions of Huxley equation using Fourier mode stability analysis in two cases is investigated. Firstly when the amplitude is constant and secondly when the amplitude is variable and the results were found to be: The solutions 0 1 1 = ‫تم‬ ‫التي‬ ‫النتائج‬ ‫بين‬ ‫نة‬ ‫المقار‬ ‫تمت‬ ‫الثانية‬ ‫الحالة‬ ‫وفي‬ ‫مشروط.‬ ‫نحو‬ ‫على‬ ‫ين‬ ‫مستقر‬ ‫يقة‬ ‫طر‬ ‫نتائج‬ ‫مع‬ ‫التحليلي‬ ‫الحل‬ ‫من‬ ‫عليها‬ ‫الحصول‬ Galerkin ‫هي‬ ‫النتائج‬ ‫إن‬ ‫تبين‬ ‫وقد‬ ‫العددية‬ ‫الحا‬ ‫كلتا‬ ‫في‬ ‫نفسها‬ ‫لتين.‬ ‫المفتاحية‬ ‫الكلمات‬ ‫ية.‬ ‫ار‬ ‫االستقر‬ ‫تحليل‬ ‫الالزمنية،‬ ‫الحلول‬ :
are conditionally stable. In the second case, a comparison between the analytical solution and the numerical solution of Galerkin method is done and the results are the same. 
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Introduction
Consider a system of any nature whatsoever that exists in a state S. We say that S is stable, in one sense or another, if small perturbations or changes in the system do not drastically affect the state S. For example, the solar system currently exists in a time-dependent state in which the planets move about the sun in an orderly fashion. It is known that if a small additional celestial body is introduced into the system, then the original state is not disturbed to any significant degree. We say that the original state is stable to small perturbations. Similar questions of stability arise in every physical problem (Logan (1987) ). McKean (1970) investigated the steady state solutions of Huxley equation for some values of the wave velocity c. Maginu (1978) studied by the use of Lyapunov's second method the stability of such stationary solutions. Fife (1979) analyzed the possible asymptotic behavior of stationary solutions of bistable equation. Conley and Smoller (1980) used some topological concepts in the study of stationary solutions. Smoller and Wasserman (1981) Eilbeck and Manoranjan (1986) considered different types functions for the pseudo-spectral method applied to the nonlinear reaction-diffusion equation in 1-and 2-space dimensions. Eilbeck (1986) extended the pseudo-spectral method to follow steady state solutions as a function of the problem parameter, using path-following techniques.
Fath and Domanski (1999) studied the cellular differentiation in a developing organism via a discrete bistable reaction-diffusion model and they investigated some properties of the bifurcation of steady state solutions. Lewis and Keener (2000) studied the propagation failure using the onedimensional scalar bistable equation by a passive gap and they reduced the problem of finding conditions for block to the problem of finding the existence of steady state solutions.
In this paper, the stability of steady state solutions of Huxley equation is analyzed.
The Mathematical Model
One of the famous nonlinear reaction-diffusion equations is the generalized Burgers-Huxley (gBH) equation:
, equation (1) becomes the following Burgers-Huxley (BH) equation: (2) shows a prototype model for describing the interaction mechanism, convection transport. When
, equation (1) is reduced to Burgers equation which describes the far field of wave propagation in nonlinear dissipative systems ( ) Because of the mathematical complexity of this model, it led to the introduction of the simpler Fitzhugh-Nagumo system. The simplified model of the Fitzhugh-Nagumo system is Huxley equation (Wang,1985) . Because Huxley equation is a special case of Fitzhugh-Nagumo system, it is sometimes named Fitzhugh-Nagumo (FN) equation (Estevez and Gordoa, 1990) or the reduced Nagumo equation or Nagumo equation (Pesin and Yurchenko, 2004) . In sixties, Fitzhugh used equation (4) as an approximate equation for the description of dynamics of the giant axon. This equation was among the first models of excited media (Landa,1996) .
In this paper, we shall take the Huxley equation as a model problem :
For a dimensionless form, we introduce the following dimensionless quantities: Substitute these non-dimensional quantities in equation (4), it follows that: 
Fourier Mode Stability Analysis
Assume that the solution of equation (6) can be written in the form (Logan ,1987) :
is the steady state solution and ( ) T X u , 2 is the disturbance. Substitute (8) in (6), with its boundary conditions, we get the following equation:
If we separate the two cases, we obtain
which can be written as
The solution of steady state case (10) and (11) is : 
Note that the case
can be reduced to the case
by replacing 1 u with 1 1 u − (Pesin and Yurchenko ,2004).
Stability Analysis in the Case of the Constant Amplitude
We assume that the disturbance has the following Fourier mode form (Logan ,1987) :
Where A is the wave amplitude, k is the wave number and c is the wave velocity, the solution is stable if
, gives the neutral stability curve which separate between the stable region and the unstable region (when 0 2  c the disturbance decays as  → t and the stationary solution will be stable, while in the case 0 2  c the disturbance (perturbation) grows as  → t and the equilibrium state (rest point) solution will be unstable, the quantity 2 c is called the stability indicator).
Neglecting the non-linear terms in equation (9), we have:
Equating the real and imaginary parts, we get
According to the sign of 2 c , we have the following three cases: , then 0 2  c , and the solution 
which is the neutral stability curve as in figure (1) (function of X) as in the equation (12), substitute in (16), we get
, and the solution is unstable.
, then , 0 2  c and the solution is stable.
Stability Analysis in the Case of the Variable Amplitude
We shall compare the analytical solution with the solution of Galerkin numerical technique.
The Analytical Solution
We assume that the disturbance case has the following Fourier mode form (Logan ,1987) : (15) and neglecting the imaginary terms in the resulting equation, we have
The equation above can be rewritten in the following form:
The boundary conditions of the amplitude function are the same as the boundary conditions of the original problem.
The solution of (23) and (24) has the following three cases (Logan ,1987) :
, then the general solution of (23) and (24) By adding the two equations in above, we get
C in the general solution (25), we get ( )
, then the general solution of (23) and (24) is:
By solving the algebraic system (29), we get b C B = = , 0 Substitute B and C in the general solution (28), we get
, then the general solution of (23) and (24) is: 
If
The values for which the problem has a nontrivial solution are called the eigenvalues and the corresponding solutions are called the eigenfunctions.
According to these results, we have the following three cases: (a) When 
Stability Analysis Using Galerkin Method
The residual methods as Galerkin method usually starts with a governing boundary value problem. The differential equation is written so that zero occurs on one side of the equal sign. If the exact solution T could be substituted into the equation, the result would be zero . The exact solution is not known, so some approximation of the exact solution T T  * is employed instead. Substitution of the approximate solution into the differential equation results in an erroneous value r , rather than zero, the error r is then multiplied by weighting function w , and the product is integrated over the solution region. The result is called the residual R and is set equal to zero (Allaire, 1985) .
Let the solution of the equations (23) and (24) be in the form: 
The following analytical integrals will be useful: 
We note that the equation (50), which is obtained by using Galerkin method, is the same as equation (36), which is obtained by the use of analytical solution.
Conclusions
We concluded in the constant amplitude case that: as in the equation (12) 
