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ABSTRACT 
Given a stable invariant subspace M of a real matrix A, we study the rate of 
convergence to M of invariant subspaces of nearby matrices. Several related concepts 
of stability (studied previously for complex matrices) are studied for real matrices. 
I. INTRODUCTION 
In this paper we study the behavior of invariant subspaces of real matrices 
under small additive perturbations of these matrices. In particular, we shall 
be interested in studying the rate of convergence (in terms of the norm of the 
perturbation) of the invariant subspace of the perturbed matrix. 
It is well known that the eigenvalues of an n X n (complex or real) matrix 
depend continuously on the matrix. The behavior of eigenvectors has been 
extensively studied from the point of view of applications in numerical 
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analysis [6, lo]. In fact the b h e avior of the eigenvectors can be basically 
described as follows: it falls in one of the following three classes: 
(1) Discontinuous. For every eigenvector x0 of the 2 X 2 zero matrix 
there is a 2 X 2 matrix B(x,) such that the eigenvectors of EB(x~) are far 
away from x0, for any .s # 0; for instance, if 
one can take 
(2) Continuous but conzjerging slowly. A standard example here is the 





. . . 





Considering J,(E) as a perturbation of J,,(O), it is easy to see that for every 
eigenvector Y(E) of J,,< E) we have 
II y( 8) - elII = 0(11~111’“), 
where er = (1 0 *** O>r is the eigenvector of Jn(0). Here the rate of 
convergence is O(]l~ll”“), which is slow for large n. 
(3) Continuous and well behaved. This is the situation when the n X n 
matrix has n distinct and well-separated eigenvalues. 
Here we study these properties in a more general framework of invariant 
subspaces of real matrices (clearly, an eigenvector can be identified with the 
one dimensional subspace it spans). We identify the rate of convergence of 
continuous (or stable) invariant subspace. 
We now give a precise definition. Let A be a real n X n matrix, and 
suppose M c R n is an A-invariant subspace, i.e., AM c M. The subspace M 
is said to be a-stable (where CY is a fixed positive number) if there are 
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positive constants 6 and C such that any real n X n matrix B with 
11 A - BII < 6 has a real invariant subspace N satisfying 
llPAv - PNIl =G CllA - Bll”“. (1.1) 
Here 1) * 1) is the induced operator norm corresponding to the Euclidean norm 
on R”, and P,,( 9y > is the orthogonal projection on M(N). 
The A-invariant subspace M is called strongly a-stable if there are 
positive 6 and C such that (1.1) hold f or any B-invariant real subspace N 
which is close enough to M, and there is at least one such subspace for which 
(1.1) holds. A more precise definition appears in the next section. 
In this paper we completely describe a-stable and strongly a-stable 
invariant subspaces of real matrices. The description will be given in terms of 
root subspaces of the matrices involved. 
For complex matrices and their invariant subspaces in @“, the a-stable 
and strongly a-stable invariant subspaces have been described in 17-91. Other 
related concepts of stability of invariant subspaces of complex, as well as real, 
matrices have been studied in [3,1,2,4]. 
We present our main results on strong a-stability in Section 2 and on 
a-stability in Section 3. Our main results are Theorems 2.1 and 3.1. We point 
out that these results are not straightforward analogues of the corresponding 
(and known) results in the complex case. Indeed, the distinction between the 
cases of even and odd dimensions of the root subspaces corresponding to real 
eigenvalues is essential in Theorems 2.1 and 3.1, but does not play a role in 
the corresponding results for complex matrices. 
The following notation will be used. Given an n X n real matrix A and its 
real eigenvalue A,, let 
RA,( A) = Ker( A - &I)” 
be the root subspace of A corresponding to A,,. If a + ib is a pair of nonreal 
complex conjugate eigenvalues of A, we let 
Rakih( A) = Ker[ A2 - 2aA + (a’ + b”)Z]“, 
the real root subspace of A corresponding to the pair of eigenvalues a -c_ ib. 
Observe that R ~~ + ib( A) is even dimensional. The geometric multiplicity of a 
real eigenvalue A, is defined as dim Ker( A - A, I). The geometric multiplic- 
ity of a complex conjugate pair a + ib of nonreal eigenvalues of A is defined 
as 
idimKer[ A2 - 2aA + (a” + b2)1]. 
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We use the symbol M, CB **a CB M, to denote the sum of subspaces 
M,, . . . > M, is case it is a direct sum. We shall denote the set of real invariant 
subspaces of a real matrix A by Inv A. 
2. STRONG a-STABILITY 
We introduce the precise definition of strong o-stability. 
Let A be an n X n real matrix with an invariant subspace M G [w”. We 
say that M is strongly a-stable (where CY is a fixed positive number) if there 
exist positive constants 6, E, and C (depending on A and M only) with the 
following properties: 
(1) any real matrix B satisfying 11 B - AlI < 6 has a B-invariant subspace 
N such that 
IlP, - PNII < E; 
(2) if B is such that I\B - A(( < 6, then the inequality 
(2-l) 
holds for every B-invariant subspace N satisfying (2.1). 
The main result of this section gives the complete description of strongly 
a-stable invariant subspaces. 
It is easy to see that there are no strongly a-stable invariant subspaces for 
(Y < 1, so from now on it will be assumed that (Y > 1. 
THEOREM 2.1. Let M E Inv A, and let A,, . . . , A, be the different real 
eigenvalues, and let a, + ib,, . . . , a, f ib, be the different nonreal eigenval- 
ues of A. Write 
M= &Nj@ &Lj; 
j=1 j=l 
(2.2) 
where Nj z R,( A), Lj c R, + ih (A) (the existence and uniqueness of the 
representation (2.2) is well known). Then M is strongly a-stable if and only if 
the following conditions (i)-(vii) are all satisfied: 
(i) Nj = (0) or Nj = R,(A) whenever dim Ker(Aj Z - A) > 1; 
(ii) Lj = (0) or Lj = Ri, I f Eb 
aj + ibj is larger than 1; 
,( A) whenever the geometric multiplicity of 
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(iii) Nj = (0) or Ni = R*,( A) whenever (Y < dim Rh,( A) and dim Ker($ 1 
- A) = 1; 
(iv) Lj = (0) or Lj = R, + ih( A) whenever cy < i dim R, 
aj + ibj have geometric multi&i& one; 
,_-’ ,‘A) + Eb and 
(v) Nj is an arbitrary element of Inv A contained in Rh,( A) whenever 
dim Ker(h, Z - A) = 1, CY > dim R*,(A), and dim Rh,( A) is odd; 
(vi) N. is an arbitrary even-dimensional element of Inv A contained in 
R,(A) tl w enever 
is bven: 
dim Kel( AjZ - A) = 1, (Y 2 dim R*\,(A), and dim Rh,( A) 
(vii) Lj is an arbitrary element of Inv A contained in R, + ib( A) when- 
ever aj f ib, have geometric multiplicity one and CI > i dim k,, i ih,( A). 
Before turning to the proof of Theorem 2.1, let us briefly recall the results 
concerning strong o-stability for the complex case (see [7,8]). For a complex 
n X n matrix A the definition of a strongly a-stable subspace (contain in en) 
is analogous to the one given above. Clearly, one has to allow for complex 
perturbations B of A. The main result of [7] can be stated as follows: let M 
be a complex invariant subspace of A, and let hi, . . . , A, be the distinct 
eigenvalues of A. Decompose M as M = CD’_ Nj, where N. c Rh( A). Then 
M is strongly a-stable if and only if conditi&sr(i), (iii) of Theorem 2.1 hold, 
and in addition Nj is an arbitrary A-invariant subspace contained in R,,(A) 
whenever dim Ker($Z - A) = 1 and (Y > dim RA/ A). Observe the crucial 
differences with Theorem 2.1. 
The rest of this section will be devoted to the proof of Theorem 2.1. 
First of all, it will be convenient to recast the definition of strong 
a-stability in terms of dimensions of certain invariant subspaces. 
Let Il,...,Fr+s be small contours around the points A,, . . . , A,, al + 
ib ,>“‘.> a,T f ib,, respectively. Then 
1 
-/(AZ-A)-ldA, 
25-i r, 1 j = l,...,r, 
and a similar formula holds for R, + ih (A). Now for any matrix B sufficiently 
close to A, and for any B-invariant-s&pace N sufficient close to M (in the 
sense that ]lP,, - 9yll is small enough), we have 
1 
G]~(AZ - B)-’ dA 
I 
(2.3) 
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forj = I,...,r, and 
for j = l,..., s; here Nj and Lj are taken from (2.2) (see [4, Theorem 
13.1.21). Thus the equalities (2.3) and (2.4) are necessary for the closeness of 
N to M. Conversely, if at least one of equalities (2.3) and (2.4) is not valid, 
then llP, - PN 11 > 6, where the constant 6 > 0 depends on A and M only. 
So, in the definition of strong a-stability, one can replace (1) by the following 
condition: 
(3) any real matrix B satisfying 11 A - B 11 < 6 has a B-invariant subspace 
N with the properties (2.3) and (2.4). 
Condition (3) is not always satisfied (as it is in the case of complex 
matrices and complex invariant subspaces). For example, let 
The matrix 
B= 0 l 
i 1 & 0’ &<O 
is as close as we wish to A, but its only real invariant subspaces are (0) and 
[w’, and both have dimension different from that of M. 
Our next considerations involve the idea of complexification: we can also 
consider A as an n X n complex matrix. Now for a real invariant subspace M 
the set M” = M + iM = {x + iylx, y E M} c C” is a complex A-invariant 
subspace. Note that P,,,rc = PM in this case, in the sense that these operators 
have the same matrix representation with respect to a real basis in [w” (which 
also acts as a basis in C”). Thus, in particular, for real subspaces M, N we 
have llP, - ~~11 = llP,c - ~~~~11. 
LEMMA 2.2. Let M be a real A-invariant subspace having property (3). 
Zf MC is strongly cw-stable as a complex A-invariant subspace, then M is 
strongly a-stable as a real A-invariant subspace. 
Proof. Suppose M is not strongly a-stable as a real A-invariant sub- 
space. Then there exist a sequence of real matrices {A,}“,= 1 and a sequence 
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of real subspaces M,, E Inv A,,, m = 1,2,. . . , such that 
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and (2.3), (2.4) are satisfied (where N is replaced by M, and B is replaced 
by A,). But Mz is a complex A,,, -invariant subspace, and because of the 
observation made in the paragraph preceding the lemma we have 
This contradicts the strong a-stability of M”. n 
We note the well-known fact that a real m X m matrix has real invariant 
subspaces of all dimensions between zero and m if m is odd, and has real 
invariant subspaces of all even dimensions between zero and m if m is even. 
This fact, combined with Lemma 2.2 and with the full description of strongly 
a-stable invariant subspaces obtained in [7], shows that if M E Inv A satisfies 
conditions @-(vii) of Theorem 2.1, then M is strongly a-stable. 
For the proof of the converse statement we need a local principle. 
LEMMA 2.3. Let M E Inv A, and assume thatfor some real eigenvalue A 
of A, orfor some pair of nonreal eigenvalues a + ib of A, the intersection 
M fJ fiA( A) (01 M fJ 4, ib( A)) 
is not strongly a-stable as an Al n,CAj-invariant (or A( R,, S,(A)-invariant) 
subspace. Then M is not strongly a-stable. 
Proof. We only prove the lemma in case M n R,(A) is not strongly 
a-stable [if M n R, + ih (A) is not strongly a-stable, the proof is analogous]. 
Let A, be a sequence of linear transformations in R,(A) [written as matrices 
in a fixed basis in R,(A)], and let 
lip, o Rh(A) - ‘M,II 
II A, - AIR,(AJI”~ 
4n 
M,, E Inv A, be such that 
+cc) as m + co, 
+ AIR,(A) as m + a, 
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and 
dim M, = dim[ M n Rh( A)] for all m. 
Define a linear transformation B, (written as a matrix in a fixed basis in 58”) 
by B, x = A,r for x: E R,(A) and Z?,x = AX for every x belonging to the 
direct sum of all root subspaces for A with the exception of R,(A). Let 
N,,, E Inv B, be defined by 
N,,nR,(A) =MnR,(A) (P + A)> 
N,,, nR,+ib(A) =MnRa,dA) _ 
for all real eigenvalues p # A of A and all pairs of nonreal eigenvalues 
a + ib. It is easy to see that 
II&._ - PMII 
11 B,, - Alli’* + O” 
B, + A 
and 
hZ - B,) dh 
as m + m, (2.5) 
as m --f M, (2.6) 
where the contours Ij are as in (2.3), (2.4). The properties (2.5)-(2.7) show 
that M is not strongly a-stable. W 
It is convenient to prove two additional lemmas before returning to the 
proof of Theorem 2.1. 
LEMMA 2.4. Assume A is an n x n real matrix with the sole eigenvalue 
h, which is real. Assume dim Kel(hZ - A) = 1. Let M be the k-dimensional 
A-invariant subspace, where 0 < k < n. lf a < n, then M is not strongly 
L-y-stable. 
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Proof. We can assume that A = 0 (because A and A - hl have the 
same set of invariant subspaces) and that 
/o 1 0 .‘. 0 
0 0 1 -** 0 
A=. . . 
. . . 
,(j (j (j . . . (j 
is the Jordan block. Without loss of generality, we may assume k =G n/2 (in 
case n is even) of k < (n + I)/2 (’ m case n is odd). This is because M is 
strongly a-stable as an A-invariant subspace if and only if M ’ is strongly 
a-stable as an AT . -invariant subspace (note that A and AT are similar). Let 
E > 0, and put 
B, = 
‘0 1 0 0 ... 
. . . . . . . . 
0 ‘.‘.I 
& 0 ... 0’ 0 
Denote by cj = &r/n exp(2rij/n) for j = -n + 1,. . . , n the various nth 
roots of unity multiplied by .sr/‘. Also introduce CY~ = &j/” cos(2rj/n), pj 
=& j/n sin(2nj/n) for j = 1,. . . , n. We consider two cases separately: 
(a> k is even, 
(b) k is odd. 
In case (a>, consider the subspace M,” of C” defined by 
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” 1 
9 
M, = span< (yz, 




P2j , j=l,..., 5). 
P,n- 1)j / 
/ 
Then M,” = M, + iM, and M, is a real BE-invariant subspace. Indeed, let 





J %-uj , 1 
Zj = (" Pj P2, ... P(n-l)j)T. 
Then B, yj = cj yj (j = -k/2,. . . , k/2) implies easily 
B,xj = ajxj - pjzj, 
B,zj = pjxj + ajzj, j=l >..*, k/2 
(comparing real and imaginary parts of B, yj = &j yj). As in [7] (proof of 





u = 0 )..., O,l, c Ej - E”, * )...) * 
j= -k/2 
with 1 in the (n/2)th position, and where *‘s are entries of order 82/n at 
least. Then o = Re u E M,, and 
k/2 2rj 
0 1 &“n2 c cos - >*..> > > 
j=l 
n 
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where *‘s denote entries of order .s21n at least. So 
As E_k,z,...,“-i and El,. . , , Eki2 are all in the closed right half plane (this 
follows from k ,< n/2), we have &l’nzjk$ cos(2rrj/n> = Re(x,k_/“_,,,&, - 
E,,) # 0 (unless 11 = 4, k = 2). So for E small enough we have 
k/2 25-j 
IIP& - PjM1l > &1’n c cos - = ,-E’/ne 
j=l n 
Thus A4 cannot be strongly a-stable. Note that this argument is analogous to 
(but somewhat more involved then) the argument used in [7, pp. 431-4321. 
In the remaining situation when n = 4, k = 2, we consider a different 
perturbation of A, namely, 
1 0 1 0 0’ 
B,= ; 0 1 0 
0 0 1’ 
& > 0. 
\-6 0 0 0, 
Pick 
M, = span 
It is not difficult to verify that M, is B,-invariant and that M, contains the 
vector 
Therefore, II P~lr - PM,11 > CE’/~ as above. 
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In case (b), consider the subspace 
Mi = span{ y,,, yl, ypl ‘.**’ Y(k&1)/2> Y(-k+l),zl cfc=“. 
Put 
yO,xj,zj[j=l ,..., - 
Then again M,” = M, + iM,, and M, is a real BE-invariant subspace. In this 
case 
(k - 1)/Z 
T 
,..., O,l, c ej,* ,..., * EM,", 
j=(-k+ 1)/2 
where *‘s denote entries of order E’/” at least. Then v = Re u E M,, and 
D=(o )...) o,l,~~~~(~“~2cos~+l),* )...) *I’. 
Again, &(-k+l)/Z>...> &(k-1)/2 are all in the closed right half plane because 
k < (n + 1)/2. Thus 
(k - 1)/Z 
Cj = &In 
i 
(k - o/2 
Re c 2 c 
2?rj 
cos-+1 #O. 
j=(-k+1)/2 j=l n I 
Now we can finish the proof as in case (a). n 
LEMMA 2.5. Let A be an 2n X 2n real matrix with c+(A) = {a f ib), 
b f 0. Assume a f ib have geometric multiplicity 1. Let M be the 2k-dimen- 
sional real A-variant subspace, where 0 < k < n. If a < n, then M is not 
strongly a-stable. 
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Proof. Without loss of generality we can assume that a = 0 and that A 
is in the real Jordan form: 
A= 
0 b 1 0 ..a 0 0 
-b 0 0 1 -a- 0 0 
0 0 0 b ~. 0 0 
0 0 -b 0 ... 0 0 
. . . . . * 
. . . . . . 
. . . . . . 
0 0 0 0 .., 1 0 
0 0 0 0 -*. 0 1 
0 0 0 0 *** 0 0 
0 0 0 0 .** -b 0 
Then M is spanned by first 2k standard coordinate vectors in R’“. Take 
E # 0 and put 
B, = 
0 b 1 0 0 ... 
-b 0 0 1 0 ... 
. . . . f 
. . . * 
. . 
0 o”.... . 
0 0 
0 0 






Let cj = I&ll’” exp(2rq/n), where j = 0, . . . , n - 1. Then the eigenvalues 
of B, are ib + cj,j = 0,. . . , n - 1, and -ib + cj,j = 0, . . ., n - 1. Let 
s= 
f 1 0 *.. 0 1 0 .*a 0 
. 
~ U” 
0 . . . 0 i 0 .a* 0 
1 a.0 0 0 1 *** 0 
0 _i . . . 0 0 i *.. 0 
. . . . . . 
0 () . . . ; 0 0 . . . ; 
(0 0 *** _i () 0 . . . i 
Then S is invertible, and, denoting by In(x) the n X n Jordan block with the 
eigenvalue x, we have 
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1 0 *.. 0 
_& 1 . . . 0 
. . 
(j ..: -ib . 1 .















Observe that 1) A - B,ll < Cl&. Here and in the sequel we denote by 
c,, c, . . , positive constants independent of E. 
Let yj = (1, Ed, . . . , cjn- ‘jT ; then 
is a real BE-invariant subspace, and M, * M if E + 0. 
Suppose M is strongly a-stable. Then l[P, - PM,11 < C21~l”ry for I&l 
small enough, so also 
llP,c - P‘qII < C,lsl? 
However. 
M” = s(el ... ek en+l ... en+k), 
where ej = (0 *a* 0 1 0 **a 0)’ with 1 in the jth position. Denote 
M, = span{e,,...,ek}, M, = sp4e,+,,...,e,+J 
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We have 
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As these sums are orthogonal, it follows that 
Now the analysis in [7, pp. 431-4321 shows that 
II&f, - P&,,,ll > C,IEll? 
II9\[, - p,w,ll > c,wn. 
This contradicts the strong a-stability of M. n 
We now return to the proof of Theorem 2.1. 
Let M E Inv A be such that at least one of the properties (i)-(vii) is not 
satisfied. We have to prove that M is not strongly a-stable. Because of 
Lemma 2.3 we may assume that either a(A) = {A] or a(A) = {a f ib] 
holds. 
If a( A) = {h} and dim Ker(hZ - A) > 1, then (i) is violated. Then M is 
not stable (see [2, Lemma 9.61) and afotiioti not strongly a-stable. By the 
same reason M is not strongly a-stable if (T(A) = {a k ih] and u k ib have 
geometric multiplicity bigger than one. 
Assume now cr( A) = {h} and dim Ker(hZ - A) = 1. If dim R,(A) is 
even and dim M is odd, then again M is not stable (see [2, Lemma 9.51) and 
we are done in this case. It remains [under the assumptions a(A) = {A] and 
dim Ker( hZ - A) = l] to consider the situation when cy < dim R,( A) = R 
and (0) # M # R,(A). Then M is not strongly a-stable by Lemma 2.4. The 
case when (T(A) = {a + ib) and a + ib have geometric multiplicity one is 
settled by Lemma 2.5. 
Theorem 2.1 is proved completely. 
3. o-STABILITY 
We now describe all a-stable real invariant subspaces of real matrices. It 
will turn out, as in the complex case [9], that there are a-stable subspaces 
which are not strongly a-stable. As in the previous section, we assume cy > 1 
throughout. 
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It will be convenient to introduce some terminology and notation. A finite 
set S = {ci,..., &,,I of complex numbers will be called zero-sum self-con- 
jugate if ti + ... + &,, = 0 and the nonreal elements in S can be arranged in 
pairs of complex conjugate numbers. Given positive integers n and k, where 
1 < k < n - 1, define r(n, k) as follows: r(n, k) = n in the following cases: 
(1) n is odd and there is no zero-sum self-conjugate set of k distinct nth 
roots of 1; (2) n is even and k is odd; (3) n is even and divisible by 4, k is 
even but not divisible by 4, and there is no zero-sum self-conjugate set of k 
distinct nth roots of - 1. In all other cases we put r(n, k) = n - 1. Define 
also 6(n, k) = n - 1 if there is a set (not necessarily self-conjugate) of k 
distinct nth roots of 1 whose sum is zero, and 6(n, k) = n otherwise. 
The relevance of the number 6(n, k) stems from the following fact 
proved in [9]: Let Jn be the n X n nilpotent Jordan block with eigenvalue 0, 
and let M c @” be its (unique) k-dimensional invariant subspace. Then 
6(n, k) is the minimal number (Y with the property that any complex matrix 
Z3 sufficiently close to Jn has an invariant subspace N 2 C” such that 
where the positive constant C is independent of B. As we shall see later, the 
number r(n, k) plays an analogous role when only real matrices B and their 
real invariant subspaces N are allowed. 
THEOREM 3.1. Let A be a real n X n matrix, M E Inv A, and let 
be the decomposition as in (2.2) with % G R,(A), Lj c R, + it,( A). The 
subspace M is a-stable if and only if all of the following cond&ions (i)-(v) 
are satisfied. 
(i) N. = (0) or Nj = R,(A) whenever 
(ii) ij = (0) or Lj = R, +rb 
dim Ker( hj Z - A) > 1. 
aj f ibj is larger than 1. 
, _ ,( A) whenever the geometric multiplicity of 
(iii) For every real eigenvalue Aj of A such that dim Ker(h. I - A) = 1 
and dim R,(A) is odd, we have one of the three possibilities: (a j Nj = 0, or 
(b) Nj = Ri( A), or (c) (0) f N. # Rh( A) and (Y 2 y(dim R,( A), dim Nj). 
(iv) ForJ every real eigenvahe Aj of A such that dim Kedh. Z - A) = 1 
and dim Rh( A) is even we have one of the three possibilities: (a ‘I Nj = 0, or 
(b) Nj = Ri( A), or (c) (0) # Nj # Rh,( A), and Nj is even dimensional, and 
(Y > y(dim ‘R,! A), dim Ni). 
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(v) For every pair of nonreal eigenvalues aj & ibj of A having geometric 
multiplicity one, we have one of the three possibilities: (a) Lj = 0, or (b) 
Lj = R, + i,(A), or Cc) (0) z Lj # Rajkib,(A) and cr > 
S<i dim da:, ii(A), f dim Lj>. 
Observe that in the situation described in (v) the dimensions of both 
R D + ib (A) and Lj are even. 
‘Before concerning ourselves with the proof of Theorem 3.1, let us 
compare it with the situation in the complex case. Let A be an n X n 
complex matrix with h,, . . . , A, the distinct eigenvalues of A. Let M be 
a-invariant, and decompose M as M = @,r= i Nj, where Nj c R,(A). Then 
M is a-stable if and only if condition (i) in Theorem 3.1 holds and addition- 
ally, for every eigenvalue Ai of A such that dim Ker( A - Aj> = 1, any one of 
the following three possibilities holds: (a) Nj = (0) (b) N. = R,(A), (c) 
(0) # Nj # R,(A) and LY 2 G(dim Rh( A), dim Nj> (see [9j$ In ‘fact this 
follows from the observation concerning the relevance of the number 6(n, k) 
preceding the statement of the theorem. 
The rest of this section is devoted to the proof of Theorem 3.1. We need a 
number of lemmas; several of them can be proved analogously to the 
corresponding results in the complex case [9], and therefore details of the 
proofs of these lemmas will be omitted. 
We start with the local principle. We say that a simple closed rectifiable 
contour I in the complex plane splits the spectrum of an n x n real matrix 
A if no eigenvalue of A lies on I’. If, in addition, I is symmetric relative to 
the real line, the matrix 
P(A;r) = +-$*I -A)-’ dh 
is a well-defined real matrix. It is well known that P( A; r> is the projection 
on the sum of root subspaces of A corresponding to the eigenvalues inside I, 
along the sum of root subspaces of A corresponding to the eigenvalues 
outside I. We let Im P( A; I?) c [w” be the range of HA, I’); the subspace 
Im P( A; r> is clearly A-invariant. 
LEMMA 3.2. Assume a contour r is symmetric relative to the real axis 
and splits the spectrum of A. Let A, = AlI,,, CA, r). 
(i) lf N is an A-invariant subspace such that N c Im P( A, I?), then N is 
a-stable as an A-invariant subspace if and only if N is a-stable as an 
A,,-invariant subspace. 
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(ii) Zf N is an a-stable A-invariant subspace, then N n Im P( A, lY> is an 
a-stable A,-invariant subspace. 
Lemma 3.2 can be proved by using the same arguments as in the proofs 
of Lemmas 15.3.2 and 15.3.3 in [4]. 
Because of Lemma 3.2, in the proof of Theorem 3.1 we can assume that 
either a( A) = (A,}, A, real, or (T(A) = {a, + ib,), a,,, b, # 0 real. 
LEMMA 3.3. 
(a) Let B be an n X n real matrix, with only nonreal eigenvalues; let 
I’+(T_) be a contour splitting the spectrum of B such that r+ (r_) contains 
all the eigenvalues of B with positive (negative) imaginary parts. Consider 
Im P(T+, B) and Im P(r_, B) as subspaces in C”. Then, for every k- 
dimensional (over a=> B-invariant subspace M, c Im P(r+, B) there exists a 
unique k-dimensional (over C) B-invariant subspace M_ c Im P(T_ , B) 
such that the sum (which is necessarily direct) M, @ M_ is real, in the sense 
that 
M+@M_=M” 
for a unique 2 k-dimensional (over R) B-invariant subspace M c R”. In fact, 
M_= {FIX EM,}, (3.2) 
M = span{x + X, i( x - X)1x E M,} (3.3) 
where span is understood in the sense of real vector spaces. Moreover, if M, 
is B-invariant, then M_ and M are B-invariant as well. 
(b) Conversely, if M _C R” is a (necessarily even dimensional) B-in- 
variant subspace of real dimension 2 k, then 
M”=M,@M_ 
for a unique subspace (over a=> M+c Im P(T+, B) and a unique subspace 
(over @) M_G Im P(T_, B). The subspaces M, and M- are B-invariant, 
are k-dimensional, and are given by the formula 
M,= qr,, B)M”. 
Proof. Since MC is B-invariant, part (b) follows from the standard fact 
that a (complex) B-invariant subspace is a direct sum of its intersections with 
the root subspace of B. 
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We prove now part (a). Given M, as in (a), define M_ and M by (3.2) 
and (3.3) respectively. Clearly, both Mp and M are B-invariant. Assuming 
(without loss of generality) that 
r_= {Xlh 55 r,}, 
for any y E M_ , y = X, where x E M,, we have 
i 
-&AZ - B)-ldh y = 
i 
= ( -& (AZ - B)-l dAx 1 =xzy, + 
where the first equality is obtained by changing the variable A + 1 (note that 
after this change of variable the direction of r+ is negative, this accounts for 
the minus sign). Thus M_c Im P(I_, B); in particular, M+n M_= (0). 
The subspace M is clearly real. To show that M is 2k-dimensional (over 
R> verify that 
xj + xj, i(Xj - F,), j = l,...,k (3.4) 
is a basis in M for every basis xi,. . . , xk (over C) in M,. The vectors (3.4) 
clearly span (over R) M; if 
k k 
2 &j( Xj + Xj) + i,cl pj( “j - ij) = O 
j=l 
for some real numbers oj and pj, then 
k / k \ 
c cali + ipj)xj = - ( C Caj + ‘4)‘j)) 
j=l j=l 
and the equality M + n M _ = (0) implies Cj= 1( aj + i pj>xj = 0, and conse- 
quently all numbers oj and pi are zeros. 
Furthermore, by definition MC = (x + iyjx E M, y E M}. So MC 2 M_, 
as 2X = (x + Z) + i[i(x - x)], and MC 2 M,, as 2x = (x + X) + (-i)[i(x 
- x)]. Counting dimensions shows that in fact MC = M, CD M_. 
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To prove the uniqueness, assume that M, @ N_ = NC for some k-dimen- 
sional (over a=> subspace N_G Im P(r_, B) and some Sk-dimensional (over 
R> real subspace N. Let x E M,, then x E NC. The definition of NC implies 
that F E N”. Thus, if M_ is defined by (3.21, we have 
on the other hand, the already proved part of Lemma 3.3 shows that 
M, @ MP = MC, where M is defined by (3.3). As dim MC = dim NC, we 
must have NC = MC and therefore N = M. Now the equality N_ = M_ 
follows from the uniqueness part in (the already proven) part (b). n 
Lemma 3.3 establishes a one-to-one correspondence between real B- 
invariant subspaces M and complex B-invariant subspaces M + c Im P(IY+, B). 
The formulas given in Lemma 3.3 ensure that this correspondence is Lips- 
chitz, i.e., there is a constant C > 1 such that 
for any two real B-invariant subspaces M and M’, and corresponding 
complex B-invariant subspaces M, and M!+ . Moreover, the same constant 
C can be chosen to apply for every real matrix B’ which is sufficiently close 
to B. Therefore, by combining Lemma 3.3 with the full description of 
a-stable invariant subspaces in the complex case (Theorem 1.1 in [9]), we 
obtain the proof of Theorem 3.1 in the case where A has just one pair of 
complex conjugate nonreal eigenvalues. 
We need a series of lemmas for the proof of Theorem 3.1 in the case 
(T(A) = {A,}, h, real. 
Denote by J,, the n X n Jordan block with eigenvalue 0. 
LEMMA 3.4. Asswne that the k-dimensional ],-invariant subspace is 
a-stable. Then there exist positive constants C, E such that every polynomial 
with real coefficients 
n-1 





iFolail < 8 (3.6) 
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has k roots cl,...,& with the properties that 
(i) one has 
(3.7) 
and 
(ii) the nonreal roots among tl, . . . , lk are pairs of complex conjugate 
numbers. 
Conversely, assume that there exist positive constants C, E such that 
every polynomial with real coefficients (3.5) satisfying (3.6) has k roots with 
properties (i) and (ii). Assume also that LY is a constant and CY > n/2. Then 
the k-dimensional J,-invariant subspace is a-stable. 
We remark that there is a unique k-dimensional In-invariant subspace for 
every integer k, 0 < k < n. Thus, the definite article in Lemma 3.4 is proper. 
Also, we can replace (3.6) by 
Indeed, this follows from the compactness of the set of polynomials 
and from the continuous dependence of the roots of a polynomial on the 
coefficients of that polynomial. 
The proof of Lemma 3.4 is essentially the same as that of Lemma 2.1 in 
[9], and therefore it is omitted. 
The proof of the next two lemmas is omitted as well (they are exactly like 
Lemmas 2.3 and 2.4 in [9]>. 
LEMMA 3.5. Let N be the real k-dimensional ],,-invariant subspace 
(1 < k < n). IfN is a-stable, then (Y > n - 1. 
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The norm ]]Q(x)]] of a polyn omial Q(x) = Cr&yi xi is defined by 
l]Q( x)1] = E 19i1. 
i=O 
LEMMA 3.6. There exists a positive number 6 (depending on n) with the 
following two properties (i) and (ii): 
(i) For every polynomial Q(x) = X” + alxnel + a** +(Y,_~x + 1 with 
real coefficients and with llQ( x) - x n - l)( < 6 there exists a one-to-one 
correspondence between the roots 5 of Q(x) and the roots 7 of the polyno- 
mial xn + 1 such that 
15 - d < CllQ( x) - ( xn + 1)ll 
for every pair of corresponding roots 5 and 7. Here the positive constant C 
depends on n only. 
(ii) For every polynomial Q(x) = X” + (Y~x~-~ + *** +(Y,_~x - 1 with 
real coeflcients and with IIQn( x) - x n + 1 II < 6, there exists a one-to-one 
correspondence between the roots 5 of Q(x) and the roots 77 of X” - 1 such 
that 
I{- d < CllQ(x) - (x” - 1)ll 
for every pair of corresponding roots 5 and 7. Again C depends on n only. 
LEMMA 3.7. Assume that k and n (1 < k < n) are such that there exists 
a zero-sum self-conjugate set of k distinct n th roots of 1. Zf n is even, assume 
in addition that there exists a zero-sum self-conjugate set of k distinct n th 
roots of - 1. Then the k-dimensional J,-invariant subspace is (n - O-stable. 
Proof. We follow the same ideas as the proof of Lemma 2.5 in [9]. 
By Lemma 3.4 we have to prove that there exists C, > 0 such that every 
real polynomial P(x) = xn + C~~~a,_jx” satisfying III’(X) - x*1( < 1 has a 
self-conjugate set of k roots Ji, . . . , t& with the property that 
I L-1 + **- + f;,l < C,IIP( x) - xnlll’(n-l! (3.8) 
In the sequel we denote by C,, C,, C,, . . . positive constants independent of 
the coefficients of P(x), and the polynomial P(x) itself satisfies IIP(x) - xnll 
< 1. 
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We split the set of real polynomials P(X) = rn + C:i,‘u,_ i xi for which 
llP(x> - ~“11 < 1 into three (not necessarily disjoint) parts. The first part 
contains all real polynomials for which 
lU”l a C,IlP( x) - xnlln’(n-l), a, > 0, (a> 
where Cl = (a-l)n/(n-l) , and 6 is taken from Lemma 3.6. The second part 
has 
IanI > C,IIP( X) - rnlln’+i), a, < 6, (b) 
where C = (8P11n’(nP i), and 6 is taken from Lemma 3.6. The third part 
contains hl real polynomials for which 
IanI Q C,lIP( X) - Xnlln’(n-l) (c) 
for a fmed constant C, > C,. 
We have for any root 6 of P(x) 
IJI < C, max(la,l,..., Iu,,_,I”~“~‘~,lu,,l”“) (3.9) 
[indeed, the inequality is easily established if all the roots have moduli less 
than or equal to 1, and is extended to all polynomials P( x1 by homogenuity]. 
So in the case (c), 
(5 I < C, max(llP( x) - ~~lll’(~-l), C,'/"llP( x) - xnlll’(nel)); 
and (3.8) follows. 
In the case (a) we argue as follows. Consider the polynomial 
Q(x) = xn + uulxn-l + a.- +n”-lu,_lx + unun; 
where u = (u-‘)‘/~ u E R. By Lemma 3.6 there exists a one-one corre- 
spondence be&een t’he roots t’ of Q(x) and the roots 7’ of X” + unun = Xn 
+ 1 such that 
provided 
15’ - 77’1 < CllQ( x) - xn - 111, (3.10) 
n-1 
c lu42,l < 8. (3.11) 
j=l 
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Now IanI < 1 (because III’(x) - x”ll < l), and therefore ]u] > 1. Further- 
more, 
Iul”-l = lunp-/” < c,'"-l'/"(Ip(x) _ ,,fl,ln/w-(~-l)/n 
= C~(~-lqlp( x) - Xnll-l* 
so 
n-l n-l 
c l&q < It4ln-l c q < C;(n-l)‘n, 
j=l j=l 
and (3.11) [and therefore also (3.10)] 1s ensured in view of the definition of 
Cl. Clearly, 6’ = ul, 7’ = 1177, where 5 and 7 are roots of P(x) and of 
xn + a,, respectively. We have, using (3.10): 
n-l 
I5 - 771 < WC l I c lUjUjl j=l 
n-l 
< lUI-lCIUln-l l 1 c lUjl =G lu”l-(n-2%llP( x) - XnJl j=l 
< Cp-‘“l(P( x) - .~ll-(n-2)‘(n-1)CIIP( x) - X”ll 
= C,IIP( x) - ,nlll’(n-? (3.12) 
By the hypothesis on k and n, there are k distinct roots of X” + a, that sum 
to zero. The corresponding roots of P(r) satisfy the required inequality (3.8), 
in view of (3.12). 
The case (b) is considered analogously (if n is odd). If n is even, then we 
let u = (-u;‘)‘/” > 0, and apply analogous arguments using the existence 
of zero-sum self-conjugate set of k distinct roots of - 1. n 
LEMMA 3.8. Let n, k be positive integers (k < n). 
(i) Zf n is odd, then there exists a zero-sum self-conjugate set of k distinct 
n th roots of - 1 if and only if there exists of zero-sum self-conjugate set of k 
distinct n th roots of + 1. 
(ii) Zf n is even and k is odd, then there is no zero-sum self-conjugate sets 
of k distinct n th roots of - 1. 
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(iii) If n is even and k is even, then there exists a zero-sum self-conjugate 
set of k distinct n th roots of + 1. 
(iv) If n and k are both divisible by 4, or if both n and k are even but n is 
not divisible by 4, then there exists a zero-sum self-conjugate set of k distinct 
nth roots of -1. 
Proof. Assume n is odd. Then {A,, . . . , hk) is a zero-sum self-conjugate 
set of distinct nth roots of - 1 if and only if { -xi, . . . , -&} is a zero-sum 
self-conjugate set of distinct nth roots of + 1. 
Assume n is even, k is odd. Since the nth roots of - 1 are all nonreal, 
there is no zero-sum self-conjugate set of k nth distinct roots of - 1. Assume 
both n and k are even. The set of all nth roots of 1 are split into a disjoint 
union of the elementary sets of the form (1, - l}, four-element sets -- 
{A, -A, -A, A} (where A is nonreal and not pure imaginary), and possibly 
also the set (i, -i) if n is divisible by 4). It is clear that there exists a 
zero-sum self-conjugate set S of k distinct nth roots of 1; for example, we 
can take S to the union of suitably chosen elementary sets. 
For part (iv) observe that the set of all nth roots of - 1 is the disjoint 
union of four-element elementary sets {A, - A, 3, -3) (if n is divisible by 4) 
and the set of all nth roots of - 1 is the disjoint union of four-element 
elementary sets {A, -A, A, -%} and of the two-element elementary sets 
{i, -i} (if n is not divisible by 4). So a zero-sum self-conjugate set of k 
distinct nth roots of - 1 can be chosen as the union of some suitably chosen 
elementary set, under the hypotheses of (iv). n 
LEMMA 3.9. Every invariant subspace of],, is n-stable. 
This is a consequence of Theorem 5.1 in 151 (see also Theorem 16.4.1 in 
[41X 
We are now ready for the proof of Theorem 3.1 in case a( A) = {A,}, A, 
real. Without loss of generality, we assume A,, = 0. Then R,(A) = C”, 
where n x n is the size of A, and obviously the trivial A-invariant subspaces 
(0) and R,(A) are a-stable for any (Y. We therefore may assume that the 
A-invariant subspace M (whose a-stability is to be tested) is nontrivial. If 
dim Ker A > 1, then by Lemma 9.6 of [2] (see also Section 15.9 in [4]) there 
exists Ed > 0 such that in every neighborhood U of A there exists a real 
matrix B = B(U) with the property that for any real B-invariant subspace N 
the inequality (1 PM - PN (( > cO holds. This shows that M cannot be a-stable, 
and settles Theorem 3.1 in case dim Ker A > 1. 
Assume therefore that dim Ker A = 1. Without loss of generality we can 
take A to be the upper triangular n X n nilpotent Jordan block. We shall 
distinguish two cases: (1) n is odd; (2) n is even. Let k = dim M. 
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Consider the first case. The r(n, k) = n if there is no zero-sum self-con- 
jugate set of k distinct roots of 1, and r(n, k) = n - 1 otherwise. If 
-y(n, k) = n - 1, then by Le mma 3.7 M is r(n, k&stable and therefore M is 
a-stable for every (Y > y(n, k). On the other hand, by Lemma 3.5 M is not 
a-stable for every CY < -y(n, k). Now let r(n, k) = n; then M is a-stable for 
every (Y > r(n, k) by Lemma 3.9. On the other hand, let 
‘0 1 0 *.a 0’ 
0 0 1 *.* 0 
B,= : : : ‘. : , &> 0. 
;, 0 0 ..: ; 
(3.13) 
\E 0 0 ..* 0) 
The complex k-dimensional Be-invariant subspaces N are of the form 
N = Im 
where {cl,..., ck} is set of k distinct nth roots of E. (Here Im denotes the 
image of the matrix). In case {[i, . . . , lk} is a self-conjugate set, one can write 
NC = N + iN, where N is a real k-dimensional BE-invariant subspace; 
moreover all real k-dimensional BE-invariant subspaces are of this form. In 
fact, N was constructed in the proof of Lemma 2.4. Rewrite NC in the form 





i r,” 5,” ‘-* r;i” 
Y n-k= : 
. . . 
\ 
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A calculation (given in detail on pp. 812-813 of [S]) shows that the top right 
entry in Yn_kYil is J1 + *.* + f;c. So N” contains a vector of the form 
u = (0 )...) O,l,<, + *** +&, * ,..., *)‘, 
where *‘s denote entries of order g2jn at least. Then both Re ti E N and 
Imu E N. As there is no zero-sum self-conjugate set of k distinct roots of 1, 
we have 
where C, > 0 depends on k and n only. So either IRe u] > C,F~/~ or 
IIm uI > C,s iIn for a C, > 0 depending on k and n only. Consequently, 
where C, > 0 depends on k and n only, and therefore M is not o-stable for 
any ff < n. 
Consider now the second case: n is even, In view of Lemma 3.8, 
r(n, k) = n precisely when there is no zero-sum self-conjugate sets of k 
distinct roots of -I, and r(n, k) = n - 1 precisely when there exists a 
zero-sum self-conjugate set of k distinct roots of - 1, as well as a zero-sum 
self-conjugate set of k distinct roots of 1. Thus, in case r(n, k) = n - 1, by 
Lemma 3.7 the subspace M is o-stable for every (Y > r(n, k), and by 
Lemma 3.5 the subspace M is not c-u-stable for every LY < r(n, k). If 
r(n, k) = n, then by Lemma 3.9 M is o-stable for every (Y > r(n, k). On 
the other hand, use the matrix B, given by (3.131, where now E < 0, and 
apply an analogous argument to show that M is not a-stable for every 
(Y < r(n, k). 
This completes the proof of Theorem 3.1. 
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