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ON THE APPROXIMATION OF CONTRACTIVE SEMIGROUPS
OF OPERATORS IN DISCRETIZABLE HILBERT SPACES
FREDY VIDES
Dedicated to the memory of professor Salvador Llopis.
Abstract. The Computation of discrete Contractive semigroups becomes
necessary when we deal with several types of evolution equations in Discretiz-
able Hilbert spaces, in this work we study some properties of the discrete forms
of the contractive semigroups induced by an approximation scheme in a pre-
scribed Hilbert space, we also deal with the implementation of computational
methods in this Hilbert Space and apply some of the results presented here in
the Heisenberg representation of quantum dynamical semigroups.
1. Introduction
In this article we will work with evolution equations defined on a Hilbert space
H := Hn(G) that have the form:{
u′(t) = Au(t) + f(t)
u(0) = u0
(1.1)
with A ∈ L(H) constant in time and with Re σ(A) 6 0 and where u0 ∈ H . In
(1.1) we have that the operator A represents in some suitable sense the spatial
differential and boundary condition operators.
The set {st : t ∈ T ⊆ R} is called a contractive semigroup generated by A if we
have that limh→0+ h
−1(sh − 1) = A and also
S1: stsv = st+v, t, s ∈ T and s0 = 1;
S2: ‖st‖L(H) 6 1, t ∈ T;
S3: stx ∈ C(T, H) ∩ C1(T, H), t ∈ T.
In the following sections we will present the abstract setup needed to perform
the computation of the discrete semigroups of operators and the corresponding
numerical analysis of the behavior of its elements, also we will apply the results
here presented to the Heisenberg representation of quantum dynamical semigroups.
2. Discretization Schemes
2.1. Discretizable Hilbert Spaces. In general we will have that a discretizable
Hilbert space H(G), with G ⊂ RN compact, will be considered as any linear space
that is both a separable and a reproducing kernel Hilbert space. One of the basic
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elements that we will use to perform the general discretization process is the grid
that will be defined as follows.
Definition 2.1. Grid: For two given sets G ⊆ RN and G = {0, · · · ,Mm} ⊆ Z,
with Mm a number that depends on a fixed number m, a fixed value h ∈ RN and a
bijection f : Z → RN : G ∋ k 7→ g ∈ RN , the set Gm,h = {gk ∈ G : gk = f(k), k ∈
G} is called a grid in G of size h and length Mm or simply a grid.
For a given discretizable Hilbert space H(G) one can define an operator Pm,h ∈
L(H) called particular projector and defined in the following way.
Definition 2.2. Particular Projector: An operator Pm,h ∈ L(H), with H a dis-
cretizable hilbert space, that satisfies the relations:
P 2m,h = Pm,h (2.1)
Pm,hx −−−−→
h→0+
x (2.2)
‖Pm,h − 1‖∗ 6 c∗hµm (2.3)
will be called a perticular projector, in (2.3) ‖·‖∗ represents any prescribed norm in
L(H) and µm is a number that depends on m that will be called projection order
with respect to ‖·‖∗.
For a given particular projector Pm,h in a discretizable Hilbert space H(G) we
will denote by Hm,h its corresponding subspace. A particular projector Pm,h can
be factored in the form:
Pm,h = pm,hp
†
m,h (2.4)
where the operators p†m,h ∈ L(H,H∗) and pm,h ∈ L(H∗, H) are called decompo-
sition and expansion factors of Pm,h respectively. For each m ∈ Z+ a particular
projector Pm,h ∈ L(H) is related to a basis P = {p1, · · · , pNm} ⊆ H through the
following expression:
Pm,hpk = pk, ∀pk ∈ P (2.5)
also we will have that each pk ∈ P will satisfy prescribed conditions Bpk = P bk , x ∈
∂G that are compatible with the boundary value conditions of the problem de-
scribed by (1.1) in some suitable sense, and that the decomposition factor p†m,h in
(2.4) is determined by a prescribed grid Gm,h ⊆ G through the relation:
p†m,hx = xˆ = {ck(x,Gm,h)}, k ∈ G = {1, · · · , Nm}. (2.6)
For a given discretizable Hilbert space H whose inner product is induced by the
inner product map M ∈ L(H,H∗) in the following way
〈x, y〉H :=M[x](y) (2.7)
one can define a particular representation given by
Mm,h[p†m,h·](p†m,h·) :=M[Pm,h·](Pm,h·) (2.8)
APPROXIMATION OF CONTRACTIVE SEMIGROUPS 3
that will recive the name of inner product matrix form relative to Hm,h := Pm,hH ,
it can be seen that
〈x, y〉Hm,h = Mm,h[p
†
m,hx](p
†
m,hy)
= [p†m,hy]
∗Mm,h[p†m,hx]
= M[Pm,hx](Pm,hy)
= 〈Pm,hx, Pm,hy〉H
from this relations we can obtain the following results.
Theorem 2.1. Every inner product matrix form is symmetric and positive definite
(SPD).
Proof. It can be seen that for a discretizable Hilbert space H and a given particular
projector Pm,h in H , with basis P = {p1, · · · , pNm}, we will have that
(Mm,h)i,j = Mm,h[p†m,hpi](p†m,hpj)
= 〈Pm,hpi, Pm,hpj〉H
= 〈pi, pj〉H
= 〈pj , pi〉H
= 〈Pm,hpj , Pm,hpi〉H
= Mm,h[p†m,hpj](p†m,hpi)
= (Mm,h)j,i
and this implies that Mm,h =M∗m,h. Now since
0 6 ‖x‖2Hm,h = 〈x, x〉Hm,h =Mm,h[p
†
m,hx](p
†
m,hx)
we will have that Mm,h[x](x) > 0 for each 0 6= x ∈ H\Ker Pm,h. 
Corollary 2.1. Every inner product matrix form is invertible.
2.2. Discretization of Operators. Using particular projectors one can obtain for
a given operator B ∈ L(H) a corresponding representation defined by the following
definition.
Definition 2.3. Particular Representation of an Operator. For a given operator
B ∈ L(X,Y ) being X,Y discretizable Hilbert spaces and being Xm,h, Ym,h the sub-
spaces relative to the particular projectors Pm,h ∈ L(X), Qm,h ∈ L(Y ), the operator
Bm,h ∈ L(X∗m,h, Y ∗m,h) given by
Bm,h := q
†
m,hBpm,h (2.9)
will be called particular representation of B.
Once we have computed the particular representation of a given operator B ∈
L(X,Y ) over a discretizable Hilbert spaces X,Y , in prescribed subspaces Xm,h 6
X,Ym,h 6 Y determined by a particular projectors Pm,h, Qm,h, we will define the
approximation order of a particular representation as follows.
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Definition 2.4. Approximation order of a particular representation. We say that
the particular representation Bm,h ∈ L(X∗m,h, Y ∗m,h) of an operator B ∈ L(X,Y ) is
of order νm (with νm a value that depends of the prescribed number m) with respect
to a given norm ‖·‖∗ in Y if for each x ∈ X there exists c∗ that does not depend
on h such that: ∥∥∥Bm,hp†m,hx− q†m,hBx∥∥∥
∗
≤ c∗hνm (2.10)
3. Sobolev Chains and Particular Factorization
3.1. Sobolev Chain. If for a given Discretizable Hilbert space X0 := X
n(G) and
a prescribed sequence of operators in L(X0) B := {bk}nk=0 we can define a sequence
of Hilbert spaces of the form X := {Xk}nk=0, that satisfy the relation:
X0 := b0X, Xk+1 := bk+1Xk, 0 ≤ k ≤ n− 1 (3.1)
the Hilbert space
Yn :=
⊕
0≤k≤n
Xk (3.2)
equiped with the inner product
〈x, y〉Yn =
∑
0≤k≤n
〈xk, yk〉Xk (3.3)
=
∑
0≤k≤n
〈Bkx0, Bky0〉Xk = 〈x0, y0〉Yn (3.4)
with Bk defined by
Bk :=
∏
0≤j≤k
bk (3.5)
the pair X ,B described above will be called a Sobolev chain based on X0 and
generated by B.
3.2. Particular Factorization of Operators. Sobolev chains are particularly
useful when we are working with operators over a prescribed discretizable Hilbert
space X , in this work a particularly important kind of chains will be those chains
that permit us to write an operator A ∈ L(X) in the following way
A = aa† (3.6)
in this cases we can easily obtain a particular factorization of A using the Sobolev
chain {X0, X1}, {1, a†} that will have the form
Am,h[·](·) := [p†m,h·]∗Am,h[p†m,h·] (3.7)
= Mm,h[a†m,h·](a†m,h·) (3.8)
= [p†m,h·]∗(a†m,h)∗Mm,h(a†m,h)[p†m,h·] (3.9)
=
〈
a†m,hp
†
m,hx, a
†
m,hp
†
m,hx
〉
X0
(3.10)
= 〈Pm,h·, Pm,h·〉X1 (3.11)
the expression pressented in (3.7) will be called particular pactorization of A, the
graphic form of the particular factorization of A ∈ L(X) and its relation to A ∈
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L(X) itself and to this particular type of Sobolev chain, can be expressed by the
following diagram
X∗1,m,h
Mm,h

X0,m,h
(a†m,h)
∗
oo
Am,h

Am,h
$$I
I
I
I
I
I
I
I
I
a†
m,h
// X1,mh
am,h

X∗1,m,h
a†
m,h
// X∗2,m,h
M−1
m,h
// X2,m,h
from (3.7) and (3.9) we obtain the following results.
Theorem 3.1. For a given Sobolev chain {X0, X1}, {1, a†} the matrix Am,h is
symmetric and positive definite.
Proof. It can be seen that
A∗m,h = ((a†m,h)∗Mm,h(a†m,h))∗
= (a†m,h)
∗M∗m,h(a†m,h)
= (a†m,h)
∗Mm,h(a†m,h)
= Am,h
also we may check that
[p†m,hx]
∗Am,h[p†m,hx] =
〈
Pm,hx, Pm,hx
〉
X1
= ‖Pm,hx‖X0 ≥ 0 (3.12)
then for 0 6= x ∈ X0 \ (Ker Pm,h ∩Ker a†m,h) we will have that
[p†m,hx]
∗Am,h[p†m,hx] > 0.

In this point we are going to present a very useful property of an operator that
will be defined by.
Definition 3.1. For a given Hilbet space X, an operator B ∈ L(X) is said to be
accretive if for any x ∈ X we have that
Re 〈Bx, x〉X ≥ 0 (3.13)
From T.3.1 we can obtain the following.
Corollary 3.1. For a given Sobolev chain {X0, X1}, {1, a†} the particular repre-
sentation Am,h =M−1m,hAm,h of A = aa† is accretive.
And using this corollary and T.A.3 it is not very difficult to see that.
Corollary 3.2. For a given Sobolev chain {X0, X1}, {1, a†} the particular repre-
sentation Am,h =M−1m,hAm,h of A = −aa† satisfies the condition Re σ(Am,h) ≤ 0.
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4. Discretization of Semigroups
As a part of the process of studying the numerical solution to (1.1), we start
with the discretization of the semigroups induced by A ∈ L(H), with this in mind
we obtain some results that will be presented below.
If we denote by {st : t ∈ T} the semigroup generated by A ∈ L(H), then the
discrete representation of it will be denoted by {s˜k : k ∈ K}, with K ⊆ Z+0 , discrete
semigroups mimic some of the properties of the continuum ones in the following
way:
DS1: s˜ks˜j = s˜k+j , k, j ∈ K and s˜0 = 1;
DS2: ‖s˜k‖L(Hm,h) ≤ 1, k ∈ K.
as in the first section, we will have that the elements of the discrete semigroup will
be related to the particular representation Am,h ∈ L(H∗m,h) of A ∈ L(H) through
the expression limτ→0+ τ
−1(s˜1 − 1) = A.
4.1. Polynomial time discretization of semigroups. If we rewrite the equation
(1.1) using the particular representation of its spatial part we obtain the following
abstract semidiscrete initial value problem
u′m,h(t) = Am,hum,h(t) + fm,h(t) (4.1)
with initial condition um,h(0) = uˆ0 = Pm,hu0, whose exact solution can be com-
puted using the time continuous semigroup {gˆt : t ∈ T}, with gˆt := etAm,h , in the
following way:
um,h(t) = gˆtum,h(0) +
∫ t
0
gˆt−sf(s)ds (4.2)
if we can take an abstract Taylor polynomial of n-th order around t = 0 of the
solution to (1.1) when f(t) = 0, we obtain
uτ :=
n∑
k=0
1
k!
(τA)ku0 = g˜τu0 (4.3)
here g˜τ is called basic element of the discrete semigroup of n-th order relative to
A ∈ L(A), because of the following relation
{s˜n,k : s˜n,k := g˜kτ , k ∈ K} (4.4)
it is not very difficult to see that for a given polynomial integration scheme that is
exact for n-th order polynomials described by
Qnv :=
n∑
j=0
wjv(jτ) (4.5)
one can obtain a better approximation sˆnτu0 to the solution of (1.1) with respect
to a given initial estimation in the following way
sˆnτ uˆ0 = [QnAs˜n,·] uˆ0 +Qns˜n,n−·f(·). (4.6)
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4.2. Semigroups generated by particular representations. When we have
a discrete semigroup {s˜n,k : s˜n,k := g˜kτ , k ∈ K} where g˜τ is defined in the same
way as in (4.3), and we also have that limτ→0+ τ
−1(s˜n,1 − 1) = Am,h with Am,h ∈
L(X∗m,h) being the particular representation of an operator A ∈ L(X), with X
a discretizable Hilbert space, we say that the discrete semigroup is generated by
Am,h, the polynomial that represents g˜τ in this case will described by
g˜τ :=
n∑
k=0
1
k!
(τAm,h)
k. (4.7)
4.3. Stability and Convergence. In this section we will consider that for m,h
fixed a given particular representation Am,h ∈ CNm×Nn , of a prescribed accretive
operator A ∈ L(X) is related to a particular projector Pm,h, with basis P =
{pk}Nmk=0 in a discretizable Hilbert space X , and also that (4.7) can be expressed in
the form
g˜τ =
n∑
k=0
1
k!
(P−1A τDAPA)
k (4.8)
=
n∑
k=0
1
k!
P−1A τ
kDkAPA (4.9)
where DA ∈ CNm×Nm is a diagonal matrix defined by
DA := diag{λj} =


λ0 0 · · · 0 0
0 λ1 0
...
. . .
...
0 λNm−1 0
0 0 · · · 0 λNm

 (4.10)
with λj ∈ σ(Am,h), j ∈ {1, · · · , Nm}, and where PA ∈ CNm×Nm is defined by
PA :=
(
v1 v2 · · · vNm
)
(4.11)
with Am,hvj = λjvj , j ∈ {0, · · · , Nm}, wich means that the j-th column of PA is
the eigenvector that corresponds to the j-th eigenvalue of Am,h. If A ∈ L(X) can
be factored using a Sobolev chain of the form {Xk}k=0,1, a, with X0 = X , then
from (3.9) we will have that
Am,h = (a
†
m,h)
∗Mm,h(a†m,h) (4.12)
and this implies that
g˜τ =
n∑
k=0
1
k!
P ∗Aτ
kDkAPA (4.13)
from T.A.3, T.A.6 in appendix A and T.B.1 in appendix B we get the following
results concerning to stability of the approximation schemes.
Theorem 4.1. Stability 1. If an operator A ∈ L(X) can be factored using a
Sobolev chain of the form {X0, X1}, {1, a†} with X0 = X a discretizable Hilbert
space, then the basic element g˜τ of the discrete semigroup generated by −A ∈ L(X)
and described in (4.13) will satisfy the relation
‖g˜τ‖L(Xm,h) =
∥∥∥M1/2m,hg˜τM−1/2m,h ∥∥∥
2
≤ 1 (4.14)
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when τ = αhd/KA, with
∥∥∥Aˆm,h∥∥∥
∞
≤ KAh−d, Aˆm,h = M1/2m,hAm,hM−1/2m,h and
0 < α ≤ 1.
Proof. From corollary C.A.1 we will have that
∥∥∥Aˆm,h∥∥∥
2
≤
∥∥∥Aˆm,h∥∥∥
∞
and clearly
τ = αhd/KA ≤
∥∥∥Aˆm,h∥∥∥−1
∞
≤
∥∥∥Aˆm,h∥∥∥−1
2
. Now since g˜τ = Pˆ
∗
Apn(τDˆA)PˆA with
pn(z) :=
n∑
k=0
1
k!
zk (4.15)
and if we represent by µ ∈ R and κ ∈ R the values µ := sup{|λ| : λ ∈ σ(Aˆm,h)}
and κ := inf{|λ| : λ ∈ σ(Aˆm,h)} we will have that∥∥∥Pˆ ∗Apm(τDˆA)PˆA∥∥∥
2
=
∥∥∥Pˆ ∗Apm(αhd/KADˆA)PˆA∥∥∥
2
≤
∥∥∥Pˆ ∗Apm(µ−1DˆA)PˆA∥∥∥
2
≤ pn
(
α
κ
µ
)
≤ 1

From the last result we can easily obtain the following
Corollary 4.1. Stability 2. If an operator A ∈ L(X) can be factored using a
Sobolev chain of the form {X0, X1}, {1, a†} with X0 = X a discretizable Hilbert
space, then the basic element g˜τ of the discrete semigroup generated by −A ∈ L(X)
and described in (4.13) will satisfy the relation∥∥g˜k∥∥
L(Xm,h)
≤ 1, k ≥ 0. (4.16)
Also for any given k ≥ 0 it can be seen that
Theorem 4.2. Cauchy condition. If k ≥ 0 then ‖u˜((k + 1)τ)− u˜(kτ)‖Xm,h ≤ c˜1vk
where v is a value ≤ 1.
Proof. Since u˜(jτ) = s˜n,j uˆ0 we will have that
‖u˜((k + j)τ) − u˜(kτ)‖Xm,h = ‖(s˜n,k+j − s˜n,k) uˆ0‖Xm,h
= ‖s˜n,k (s˜n,j − 1) uˆ0‖Xm,h
≤
∥∥g˜kτ∥∥L(Xm,h) ∥∥g˜jτ − 1∥∥L(Xm,h) ‖uˆ0‖Xm,h
≤ ‖p(τAm,h)‖kL(Xm,h) ‖q(τAm,h)‖L(Xm,h) ‖uˆ0‖Xm,h
≤
(
p
(
κ
µ
))k
|q (1)| ‖uˆ0‖Xm,h
with p(z) :=
∑n
k=0
1
k!z
k, q(z) := (p(z))j − 1, µ := sup{|λ| : λ ∈ σ(Am,h)} and
κ := inf{|λ| : λ ∈ σ(Am,h)}, taking v = p(κ/µ) and c˜1 = |q(1)| ‖uˆ0‖Xm,h concludes
the proof. 
Concerning to convergence of the approximation schemes we can obtain the
following result.
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Theorem 4.3. Convergence. If for a given accretive operator B ∈ L(X) and each
x ∈ X we have that ekτAm,h , kτ ∈ T, with A = −B, has approximation order νm
with respect ‖·‖X and if there exists KA ∈ R+0 such that we can take τ := αhd/KA
with KAh
−d ≥ ‖Am,h‖∞ and with 1 ≥ α := h
νm
n+1 , where n ∈ Z+0 is a prescribed
number, then we will have that there exists a constant C2 such that∥∥∥p†m,hu(kτ) − s˜n,kp†m,hu(0)∥∥∥
X
≤ C2hνm .
Proof. Here we will consider that ekτAm,h has approximation order νm with respect
to ‖·‖X wich implies
‖uˆ(kτ)− s˜n,kuˆ0‖Xm,h ≤
∥∥uˆ(kτ)− ekτAm,h uˆ0∥∥Xm,h +∥∥ekτAm,h uˆ0 − s˜n,kuˆ0∥∥Xm,h
≤ c2hνm +
∥∥∥∥∥∥
∞∑
j=n+1
rj
j!
(kτAm,h)
j uˆ0
∥∥∥∥∥∥
Xm,h
≤ c2hνm +
∥∥∥∥ rn+1(n+ 1)!kn+1τn+1An+1m,h
∥∥∥∥
L(Xm,h)
‖uˆ0‖Xm,h
≤ c2hνm +
rn+1
(n+ 1)!
hνmkn+1
∥∥∥∥∥
(
hd
KA
Am,h
)n+1∥∥∥∥∥
L(Xm,h)
‖uˆ0‖Xm,h
≤ c2hνm + rn+1
(n+ 1)!
kn+1hνm ‖uˆ0‖Xm,h
=
(
c2 +
rn+1
(n+ 1)!
kn+1 ‖uˆ0‖Xm,h
)
hνm
here rk := 1 − k!C({bj}, k) where C({bj}, k) are the multinomial coeficients that
correspond to the coeficients {bj} of the abstract polynomial s˜n,k, taking C2 =
c2 +
kn+1rn+1
(n+1)! ‖uˆ0‖Xm,h concludes the proof. 
5. Application to Evolution of Operators in the Heisenberg Picture
In this section we will describe a basic procedure of implementation of the results
presented in this work in the computation of evolution of observables of a quantum
system in the Heisenberg picture, here we will consider that all the quantum systems
are modeled in a discretizable Hilbert space X with inner product 〈u, v〉X given by
〈u, v〉X(G) :=
∫
G
uvdµ(G). (5.1)
where dµ(G) is the volume mesure element in G, also we will consider that we can
take a particular projector Pm,h ∈ L(X,Xm,h) compatible prescribed boundary
value condtions in some suitable sense and whose decomposition and expansion
factors are related to a prescribed grid Gm,h ⊂ G and basis P := {pk} respectively.
5.1. Quantum Dynamical Semigroups. For a given quantum system on a dis-
cretizable Hilbert space X := X2(G) whose wave function ψ ∈ C([0, T ], X2(G)) ∩
C1([0, T ], X2(G)) is modeled by a Schro¨dinger equation of the form
Eψ(t) = Hψ(t) (5.2)
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here L(Xn(G)) ∋ H := pp†, p† −→ − i
~
∇+ β, with ∇ := eˆk
∑
k ∂k and E −→ i~∂t.
If (5.2) has initial value ψ(0) = ψ0 ∈ X and is subject to boundary value conditions
of the form BHψ = ψb, x ∈ ∂G.
If we take a scale where ~ = 1, we can obtain a particular representation of H
denoted by Hm,h, using this representation (5.2) will take the form{
ψˆ′(t) = −iHm,hψˆ(t)
ψˆ(0) = ψˆ0
(5.3)
the n-th order semigroup {Un,k : Un,k := Gkτ , k ∈ K} generated by −iHm,h will be
called n-th order quantum dynamical semigroup in the Schro¨dinger representation
where Gτ :=
∑n
k=0
1
k! (−iτHm,h), using the elements of this semigroup we can write
the solution to (5.2) in the form
ψˆ(kτ) = Un,kψˆ0. (5.4)
When we work with particular representations of equations like (5.3) we will
have as an application of T.4.1 that:
Theorem 5.1. Stability of Complex Semigroups. If an operator A ∈ L(X) can
be particularly factored using a Sobolev chain of the form {X0, X1}, {1, a†} with
X0 = X a discretizable Hilbert space, then the basic element of the G˜τ of the
discrete semigroup generated by −A ∈ L(X) and described by
G˜τ :=
n∑
k=0
1
k!
(iτAm,h), Z
+
0 ∋ n ≥ 1 (5.5)
will satisfy the relation∥∥∥G˜τ∥∥∥
L(Xm,h)
=
∥∥∥M1/2m,hG˜τM−1/2m,h ∥∥∥
2
≤ 1 (5.6)
when τ = αhd/KA, with
∥∥∥Aˆm,h∥∥∥
∞
≤ KAh−d, Aˆm,h = M1/2m,hAm,hM−1/2m,h and
0 < α ≤ 1.
Proof. Since Am,h is accretive we will have that Aˆm,h will be accretive too and
from C.A.1 we will have that
∥∥∥Aˆm,h∥∥∥
2
≤
∥∥∥Aˆm,h∥∥∥
∞
and clearly τ = αhd/KA ≤∥∥∥Aˆm,h∥∥∥−1
∞
≤
∥∥∥Aˆm,h∥∥∥−1
2
. Now since G˜τ = Pˆ
∗
Apm(iτDˆA)PˆA with
pn(z) :=
n∑
k=0
1
k!
zk (5.7)
and if we represent by µ ∈ R and κ ∈ R the values µ := sup{|λ| : λ ∈ σ(Aˆm,h)}
and κ := inf{|λ| : λ ∈ σ(Aˆm,h)} we will have that∥∥∥Pˆ ∗Apm(iτDˆA)PˆA∥∥∥
2
=
∥∥∥Pˆ ∗Apm(iαhd/KADˆA)PˆA∥∥∥
2
≤
∥∥∥Pˆ ∗Apm(iµ−1DˆA)PˆA∥∥∥
2
≤
∣∣∣∣pn
(
iα
κ
µ
)∣∣∣∣
≤ 1 .

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Following a similar procedure to the followed in the prooves of T.4.3 and T.5.1
we can obtain the following result.
Theorem 5.2. Convergence of complex semigroups. If for a given observable (sym-
metric operator) A ∈ L(X) and for each x ∈ X we have that eikτAm,h , kτ ∈ T has
approximation order νm with respect ‖·‖X and if there exists KA ∈ R+0 such that
we can take τ := αhd/KA with KAh
−d ≥ ‖Am,h‖∞ and with 1 ≥ α := h
νm
n+1 , where
n ∈ Z+0 is a prescribed number, then we will have that there exists a constant C3
such that ∥∥∥p†m,hu(kτ)− s˜n,kp†m,hu(0)∥∥∥
X
≤ C3hνm
where s˜n,k := G˜
k
τ with G˜τ :=
∑n
k=0
1
k! (iτAm,h)
k.
Proof. Here we will consider that eikτAm,h has approximation order νm with respect
to ‖·‖X and that the value µm,h := sup{‖λ‖ : λ ∈ σ(M1/2m,hAm,hM−1/2m,h )} wich
implies
‖uˆ(kτ) − s˜n,kuˆ0‖Xm,h ≤
∥∥uˆ(kτ) − eikτAm,h uˆ0∥∥Xm,h +∥∥eikτAm,h uˆ0 − s˜n,kuˆ0∥∥Xm,h
≤ c3hνm +
∥∥∥∥∥∥
∞∑
j=n+1
rj
j!
(ikτAm,h)
j uˆ0
∥∥∥∥∥∥
Xm,h
≤ c3hνm + kn+1hνm
∣∣∣∣Qn+1
(
i
hd
KA
µm,h
)∣∣∣∣ ‖uˆ0‖Xm,h
≤ c3hνm + rn+1
(n+ 1)!
kn+1hνm ‖uˆ0‖Xm,h
=
(
c3 +
rn+1
(n+ 1)!
kn+1 ‖uˆ0‖Xm,h
)
hνm
here Qn+1(z) is defined by
Qn+1(z) :=
rn+1
(n+ 1)!
zn+1
(
∞∑
k=0
qkz
k
)1/2
(5.8)
with rn+1 := 1 − (n + 1)!C({aj}, n+ 1), q0 := 1, qj := 1−j!C({aj},n+1)rn+1 , j ≥ 1 and
where C({aj}, n+1) are the multinomial coeficients corresponding to the coeficients
{aj} of the abstract polynomial s˜n,k, taking C3 = c3+ k
n+1rn+1
(n+1)! ‖uˆ0‖Xm,h concludes
the proof. 
Now, for any given observable B ∈ L(X) with particular representation given
by Bm,h ∈ L(X∗m,h) (operator) we can obtain its Heisenberg evolution through the
computation
Bˆn,k := U
†
m,kBm,hUn,k (5.9)
the set {Bˆn,j : Bˆn,j = U †n,jBUn,k} will be called quantum dynamical semigroup in
the Heisenberg representation, also we can compute its expected value that will be
described by
E(Bˆn,k) :=
〈
Bˆn,k
〉
=
∥∥∥Un,kψˆ0∥∥∥−2
Xm,h
〈
Btψˆ0, ψˆ0
〉
Xm,h
. (5.10)
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5.2. Computation of Quantum Dynamical Semigroups in the Heisenberg
representation. In this section we will present an example of numerical computa-
tion of a quantum dynamical semigroup in the Heisenberg representation and more
specificly the Heisenberg evolution of the position operator X ∈ L(X) a prescribed
quantum system.
Example 5.1. For the quantum system consisting of a particle in a bidimen-
sional box represented by G = [−1, 1]2 and whose wave function is modeled by
the Schro¨dinger equation 

∂tψ = −iHψ, x ∈ G
ψ(0) = ψ0
ψ = 0, x ∈ ∂G
(5.11)
here H := pp† with p† = −i[∂x, ∂y], for this example we will use the Sobolev chain
{X0, X1}, {1, p†}, also we will have that
〈u, v〉X :=
∫
G
uvdxdy (5.12)
and Gm,h := {xjk} × {xjk}, where {xj} the Gauss-Lobatto grid of order 2, B :=
{ℓik ⊗ ℓjk}, ℓik the ik-th cardinal basis (Lagrange interpolating system) with respect
to {xjk}, wich means that ℓjk(xik ) = δjk,ik , with δi,j the Kronecker delta, using the
particular factorization of −iH2,1/8 we can obtain the particular decomposition of
the spatial part of (5.11) in the following way
ψˆ′(t) = −iH2,1/8ψˆ(t) (5.13)
with H2,1/8 =M−12,1/8[p†2,1/8]∗M2,1/8[p†2,1/8], in this particular case we have that:
M2,1/8 :=
(
1 0
0 1
)
⊗W2,1/8(w) (5.14)
with W2,1/8(w) := diag{wjk} an operator that depends in a suitable sense on the
basic integrating matrix w ∈ R3×3 of second order defined by
w :=

 1/3 0 00 4/3 0
0 0 1/3

 (5.15)
and also we will have that
p†2,1/8 := i
(
1 0
0 1
)
⊗W−1/22,1/8 (w)
[
D2,1/8(d)⊗ 1
1⊗D2,1/8(d)
]
(5.16)
where D2,1/8(d) ∈ L(X∗2,1/8) is an operator that depends in some suitable sense on
the basic differentiation matrix d ∈ R3×3 of approximation order 2 for the Gauss-
Lobatto spectral elment method wich is defined by:
d :=

 −3/2 2 −1/2−1/2 0 1/2
1/2 −2 3/2

 (5.17)
now, since spectral methods of this kind have approximation order m+2 with respect
to ‖ · ‖Xm,h , we can take α = 1/8 and τ = (1/16)3
∥∥d2∥∥−1
∞
, using H2,1/8 we can
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compute the basic element of the discrete semigroup {U3,k : U3,k = Gˆkτ} that will be
defined in the form
Gˆτ := 1− iτH2,1/8 −
(τH2,1/8)
2
2
+
i(τH2,1/8)
3
6
(5.18)
using the elements of the discrete semigroup we can compute Xˆ3,k in the form:
Xˆ3,k := Uˆ
∗
3,kXˆUˆ3,k (5.19)
and its expected value 〈Xˆ3,k〉 can be computed using the expression:
〈Xˆ3,k〉 := (E(x2,1/8),E(y2,1/8)) (5.20)
with
E(·) = 1Pψ ψˆ
∗
0Uˆ
∗
3,kM2,1/8(·)Uˆ3,kψˆ0 (5.21)
and where
Pψ := ψˆ∗0Uˆ∗3,kM2,1/8Uˆ3,kψˆ0. (5.22)
now, since the particular factorization H2,1/8 := M2,1/8H2,1/8 of H ∈ L(X) is
clearly symmetric by T.3.1 for the value of τ used in this example we can use
theorems T.5.1 and T.5.2 presented above to predict the behavior of the evolution
operators in the discrete semigroup relative to this quantum system.
Acknowledgements
I want to say thanks: To God... he does know why, to Mirna, my girl, for her
love and support, for all that good moments everyday and for make me laugh,
to my parents for their love and support, to Concepcio´n Ferrufino and Rosibel
Pacheco for their support and friendship, to Stanly Steinberg for his friendship and
advice, to Rafael Antu´nez for his friendship and advice, to Eduardo Bravo for his
advice and friendship, to Jorge Destephen for taking time to read the manuscript
of many of the sections of this work, to Ce´sar, Sheila, Manolo, Daniel and Alex for
their support in the first workshop in computational methods for partial differential
equations that I organized. I am really grateful with them all.
References
[1] Trotter, H. F.: Approximation of Semi-Groups of Operators, Queen’s University Kingston,
Canada, Received July 3, 1957, by Trans. Amer. Math. Soc.
[2] Landesman, E. M.: Hilbert-Space Methods in Elliptic Partial Differential Equations, Uni-
versity of California, Los Angeles and University of California, Santa Cruz. Pacific Journal
of Mathematics Vo. 21, No. 1, 1967.
[3] Butzer P. L. and Tillmann H. G.: An Approximation Theorem for Semi-Groups of Oper-
ators, The Technical University of Aachen and University of Heidelberg, January 26, 1960.
[4] Berman S.: Abstract Wave Equations with Finite Velocity of Propagation, Bulletin of the
American Mathematical Society, Volume 77, Number 6, November 1971.
[5] Steinberg S.: Local Propagator Theory : Rocky Mountain Journal of Mathematics, Volume
10, Number 4, Fall 1980.
[6] Lang S.: Introduccio´n al Ana´lisis Matema´tico, Professor Emeritus, Yale University, New
Haven, Connecticut, U.S.A., Addison-Wesley Iberoamericana, 1990.
[7] Showalter, R. E.: Hilbert Space Methods for Partial Differential Equations Electronic Jour-
nal of Differential Equations Monograph 01, 1994.
[8] Kincaid D. and Cheney W.: Ana´lisis Nume´rico: Las Matema´ticas del Ca´lculo Cient´ıfico,
The University of Texas en Austin, Addison-Wesley Iberoamericana, 1994.
14 FREDY VIDES
[9] Roch S. and Silbermann B.: C*-Algebra Techniques in Numerical Analysis, J. Operator
Theory, 35(1996), 241-280. 1996.
[10] Heil C.: A Basis Theory Primer, School of Mathematics Georgia Institute of Technology,
Atlanta, Georgia 30332-0160. 1998.
[11] Boyd J. P.: Chebyshev and Fourier Spectral Methods, Second Edition, University of Michi-
gan, Ann Arbor, Michigan 48109-2143, DOVER Publications, Inc. 31 East 2nd Street Mine-
ola, New York 11501, 1999.
[12] Trefethen L. N.: Computation of Pseudospectra, Acta Numerica (1999), pp. 001-, Cam-
bridge University Press, 1999.
[13] McLachlan R. I. and Robidoux N.: Antisymmetry, pseudospectral methods, and conser-
vative PDEs, Institute of Fundamental Sciences, Massey University, Palmerston North, New
Zealand July 5, 1999.
[14] McLachlan R. I. and Robidoux, N.: Antisymmetry, Pseudospectral Methods, Weighted
Residual Discretizations, and Energy Conserving Partial Differential Equations, Mathemat-
ics, Institute of Fundamental Sciences, Massey University, Palmerston North, New Zealand
February 23, 2000.
[15] Chebotarev A. M.: Lectures on Quantum Probability, Quantum Statistics Department,
Faculty of Physics, M. Lomonosov Moscow State Universiity, Serie de Textos: Aportaciones
Matema´ticas, publicacio´n de la Sociedad Matema´tica Mexicana, 2000.
[16] Philips A.C.: Introduction to Quantum Mechanics, The Manchester Physics Series, John
Wiley and Sons Ltd, England. 2003.
[17] Guidetti D., Karaso¨zen B. and Piskarev S.: Approximation of Abstract Differential
Equations, Journal of Mathematical Sciences, 2003.
[18] Steinberg S.: A Discrete Calculus with Applications of High-Order Discretizations to
Boundary-Value Problems, University of New Mexico Albuquerque NM 87131-1141 USA,
October 5, 2004.
[19] Petz D.: Hilbert Space Methods for Quantum Mechanics, Lectures at the School on Theory
and Technology in Quantum Information, Communication, Computation and Cryptography,
Trieste, June, 2006.
[20] Vides F.: Modelo Nume´rico de Movimiento Ondulatorio en un Medio Heteroge´neo No
Isotro´pico bajo condiciones de Estabilidad Orbital, Revista de Ciencia y Tecnolog´ıa, 2009.
[21] Vides F.: Introduccio´n al Ca´lculo Particular y la Dina´mica de Universos Discretizables,
Revista de Ciencia y Tecnolog´ıa, 2009.
[22] Vides F.: Particular Analysis of Periodic Wave Packet Motion in Discretizable Manifolds
under Dynamical Conditions of Orbital Stability, Divulgacio´n interna, Departamento de
Matema´tica, UNAH, 2009.
Appendix A. Some Theorems from Linear Algebra
In this section we will present some basic theorems from linear algebra that are
very useful in the study of some processes and methods presented in this work.
Theorem A.1. Any symmetric positive/negative definite matrix is invertible.
Theorem A.2. For a given matrix A ∈ Cm×n we will have that
‖A‖∞ := maxi
∑
j
|Ai,j | .
Theorem A.3. Every symmetric positive/negative definite matrix A ∈ Cm×n has
all of its eigenvalues real positive/negative and its eigenvectors form an orthogonal
system.
Theorem A.4. For a given matrix A ∈ Cm×n we will have that
‖A‖2 := max{
√
λ : λ ∈ σ(A∗A)}.
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Theorem A.5. Gershgorin Theorem. For any given matrix A ∈ Cm×n we will
have that σ(A) ⊂ ⋃iDi with
Di := {z ∈ C : |z −Ai,i| ≤
∑
j 6=i
|Ai,j |}, 1 ≤ i ≤ m
Using theorems T.A.5 and T.A.3 one can obtain the following.
Corollary A.1. For any symmetric positive/negative definite/semi-definite matrix
A ∈ Cm×n we will have that
‖A‖2 ≤ ‖A‖∞ .
Theorem A.6. For any given matrix A ∈ Cn×n and any λ ∈ σ(A) whose cor-
responding eigenvector is given by vλ ∈ Cn we will have for every polynomial
pm(z) := a0 + a1z + · · ·amzm ∈ Pm(C), with Pm(C) the set of all polynomials
of degree ≤ m, that pm(λ) ∈ σ(pm(A)) will be an eigenvalue of pm(A) ∈ Cn×n with
corresponding eigenvector vλ ∈ Cn.
Appendix B. A Theorem from Real Analysis.
In this section we will present a basic theorem from real analysis that is very
useful in the study of some processes presented in this article.
Theorem B.1. Let
∑
an be a number series such that
lim
n→∞
an = 0
such that the terms an are alternating positive and negative and such that |an+1| ≤
|an| for n ≥ 0. Then the series converge and∣∣∣∣∣
∞∑
n=0
an
∣∣∣∣∣ ≤ |a0| . (B.1)
Remark B.1. From the last theorem we also have∣∣∣∣∣
∞∑
n=k
an
∣∣∣∣∣ ≤ |ak| (B.2)
and ∣∣∣∣∣
m∑
n=k
an
∣∣∣∣∣ ≤ |ak| . (B.3)
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