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Résumé
Beaucoup d’outils sont disponibles pour traiter les systèmes linéaires (modé-
lisation, simulation, identification, contrôle, etc). Mais dans le cas non linéaire,
de nombreux problèmes restent ouverts. Les séries de Volterra donnent une re-
présentation entrée-sortie approximée à une erreur près de tout système non
linéaire continu, invariant dans le temps et dit « à mémoire effaçable » (ce qui
exclut les effets d’hystérésis, de changements de régimes, d’auto-oscillations ou
de chaos). Techniquement, elles correspondent à un développement en série
organisé par ordre d’homogénéité par rapport à l’entrée : chaque terme homo-
gène est caractérisé par un noyau convolutif — souvent appelé réponse impul-
sionnelle généralisée — dont l’ensemble fournit une « signature complète » du
système représenté. En ce sens, ces noyaux permettent la modélisation et la si-
mulation de systèmes, mais aussi leur identification à partir de mesures, ce qui
est un enjeu important de l’étude des systèmes non linéaires.
Cette thèse porte sur l’identification de systèmes non linéaires représen-
tables en séries de Volterra, et son application à des systèmes sonores. Les tra-
vaux présentés reposent sur le développement d’une étape préalable de sépa-
ration des termes de la série pour améliorer l’identification. Par rapport aux
méthodes déjà existantes de séparation en ordres homogènes, basées sur des
relations d’amplitudes entre signaux tests, l’approche adoptée dans cette thèse
consiste à exploiter les relations de phase entre signaux afin d’obtenir une mé-
thode robuste.
Cela est tout d’abord obtenu de manière abstraite pour le cas de signaux
d’excitations complexes. De cette idée, plusieurs méthodes adaptées au cas des
signaux réels sont développées. Ceci amène à définir de nouvelles catégories
de signaux pour décrire la sortie d’une série de Volterra, regroupant les contri-
butions selon leurs propriétés de phase. Les méthodes de séparation proposées
sont testées et appliquées à une pédale d’effet de guitare. Ensuite, des méthodes
d’identification spécifiques aux nouveaux types de signaux sont présentées. En-
fin, une méthode d’estimation des paramètres d’une représentation d’état à
non-linéarités polynomiales est développée. Celle-ci est appliquée à un haut-
parleur électrodynamique, dont les caractéristiques non linéaires sont étudiées.
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Abstract
Many tools are available to study linear systems (either for modelling, si-
mulation, identification or control). But in the nonlinear case, many problems
remain open. Volterra series give an input-output representation, approxima-
ted to within a given error, of any time-invariant continuous nonlinear sys-
tem with fading memory (this excludes hysteresis effects, regime changes, self-
oscillations or chaos). Technically, they correspond to a series expansion sorted
by homogeneity order with respect to the input : each homogeneous term is
characterized by a convolutive kernel — often called generalized impulse res-
ponse — whose set provides a « complete signature » of the modelled system.
These kernels allow to model and simulate systems, but also to identify them
from measurements, which is an important issue in the study of nonlinear sys-
tems.
This thesis addresses the identification of nonlinear systems that can be re-
presented with Volterra series, and its application to audio systems. The works
presented are based on the development of a preliminary step that consists in
separating the series’ terms to improve identification. Compared to existing ho-
mogeneous order separation methods, which are based on amplitude relation-
ships between test signals, the approach chosen in this thesis is to exploit phase
relationships between signals to obtain a robust method.
This is first obtained in the theoretical case of complex excitation signals.
From this idea, several methods suited to the use of real signals are develo-
ped. This leads to define new signals categories that describes the output of
a Volterra series, sorting nonlinear contributions according to their phase pro-
perties. The proposed separation methods are applied and tested on a guitar
pedal effect. Then, specific identification methods for the new types of signals
are presented Finally, a method for estimating the parameters of a polynomial
nonlinear state-space representation is developed. This is applied to an electro-
dynamic loudspeaker whose nonlinear characteristics are studied.
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Avant-propos
L’étude des instruments de musique et des systèmes audio révèle en général
des phénomènes dynamiques non linéaires. Considérons par exemple le fonc-
tionnement de la trompette. Lorsque l’instrumentiste joue plus fort, la réponse
sonore de l’instrument n’est pas que proportionnellement plus forte. Il appa-
raît un phénomène non linéaire appelé cuivrage, qui caractérise le timbre de la
trompette. D’un point de vue musical, cela se caractérise par un son brillant ;
d’un point de vue physique, ce phénomène consiste en une augmentation du
contenu hautes fréquences du signal sonore dû à un phénomène de propagation
acoustique non linéaire.
Les comportements non linéaires se retrouvent dans beaucoup d’autres ins-
truments de musique : la vibration des cordes soumises à de fortes excitations,
doublement de fréquence des instruments à anches, phénomènes de chaos de
certaines percussions de type gong ou cymbales, etc. Dans le cas des guitares
électriques, les effets non linéaires sont même expressément recherchés. La my-
riade de pédales connues sous le nom de saturation, de distorsion, d’overdrive
ou encore de fuzz reposent toutes sur l’utilisation de (plus ou moins) fortes
non-linéarités pour permettre au guitariste d’obtenir de manière précise le son
souhaité.
À l’inverse, les constructeurs de transducteur audio (micros, haut-parleurs)
cherchent à éviter à tout prix les effets non linéaires dans leurs produits. L’ob-
jectif étant ici une captation ou reproduction sonore fidèle, l’analyse des phéno-
mènes non linéaires permet de les éviter (ou de les compenser), et donc de se
rapprocher du transducteur idéal.
À la lumière de ces exemples, il apparaît donc nécessaire de considérer les
phénomènes non linéaires lorsque l’on s’intéresse à l’étude des systèmes audio.
Dans cette thèse, des outils scientifiques sont développés pour l’identification
de systèmes non linéaires, et appliqués à des systèmes audio.
1

Introduction
CONTEXTE SCIENTIFIQUE
Beaucoup d’outils sont disponibles pour traiter les systèmes linéaires, que ce
soit dans un but de modélisation, de simulation, d’identification ou de contrôle.
Mais dans le cas non linéaire, la palette d’outils disponibles est bien plus res-
treinte, et de nombreux problèmes restent ouverts. Un système non linéaire est
par définition un système dont la relation entrée-sortie ne respecte pas le prin-
cipe de superposition. Cet ensemble comprend tout types de comportements
allant des distorsions au chaos en passant par les phénomènes de bifurcation et
d’hystérésis.
Dans cette thèse nous nous restreindrons aux systèmes dynamiques à non-
linéarités régulières, parfois aussi appelés systèmes faiblement non linéaires.
Cela correspond aux systèmes dont les représentations d’état ne comportent
que des fonctions analytiques (excluant de fait les non-linéarités contenant des
discontinuités). Dans ce cadre, nous nous intéresserons plus précisément au
modèle des séries de Volterra. Issue des travaux du mathématicien italien du
même nom sur l’étude des fonctionnelles, cette représentation repose sur la dé-
composition de la relation entrée-sortie d’un système à l’aide d’une série orga-
nisée par termes d’ordre homogène — de manière similaire au développement
en séries entières d’une fonction.
Dans le cadre de l’automatique, les séries de Volterra permettent de repré-
senter tout système non linéaire continu et invariant dans le temps si celui-
ci possède la propriété de « mémoire effaçable » (ou fading memory en an-
glais) [Boyd et Chua, 1985]. Si cette propriété exclut les systèmes comportant
de l’hystérésis, des changements de régimes, des auto-oscillations ou du chaos,
il reste que le formalisme de Volterra est adapté à un grand nombre de systèmes
pour une plage de fonctionnement délimitée (i.e. pour des entrées bornées en
amplitude). Ceci est toujours valable dans le cas des systèmes audio dont un
grand nombre possèdent la propriété de « mémoire effaçable ».
Techniquement, l’organisation par ordres homogènes selon l’entrée des sé-
ries de Volterra correspond au développement suivant : chaque terme homo-
gène est caractérisé par un noyau convolutif — parfois appelé réponse impul-
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sionnelle ou fonction de transfert généralisée — dont l’ensemble fournit une
« signature complète » du système représenté. En ce sens, ces noyaux sont adap-
tés à la modélisation, la simulation et l’identification de systèmes non linéaires.
Le formalisme de Volterra offre donc une représentation qui est à la fois géné-
rale et structurée.
Pour ces raisons, l’identification d’un système en utilisant les séries de Vol-
terra est une question très largement étudiée, et ce depuis le milieu du siècle
dernier [Wiener, 1942]. Pourtant, le problème de la détermination des noyaux
de Volterra à partir de mesures pose encore de sérieuses difficultés. La pre-
mière concerne le très grand nombre de coefficients à estimer, qui croît très
vite lorsque l’on augmente le degré (de troncature) de la série ou la mémoire
(i.e. le support temporel des noyaux) du système. Dans la littérature, ces pro-
blèmes sont généralement contournés par l’utilisation de décomposition des
noyaux à estimer. Cela peut se faire soit à l’aide de décomposition tensorielle
(voir par exemple [Favier et al., 2012]) ou bien par une projection sur des bases
orthonormales (voir par exemple [Kibangou, 2005]). L’utilisation de structures
simplifiées (de type schéma-bloc) pour l’identification peut aussi être vue (dans
certains cas) sous l’angle du formalisme de Volterra [Giri et Bai, 2010].
Une autre contrainte réside dans la nécessité d’identifier conjointement les
noyaux de Volterra des différents ordres à partir de la sortie totale mesurée.
L’utilisation de méthodes de régularisation permet de minimiser cette diffi-
culté en imposant certains critères aux noyaux (voir par exemple [Birpoutsou-
kis, 2018]). Les travaux présentés dans ce manuscrit reposent sur une autre ap-
proche.
APPROCHES ET CONTRIBUTIONS
Dans cette thèse, nous nous intéressons spécialement à l’utilisation d’une
étape préalable de séparation en ordres homogènes pour simplifier et améliorer
l’identification des noyaux. Notre idée est de tirer parti de la structure en série
du modèle de Volterra qui organise les non-linéarités de manière unique selon
des termes d’ordres homogènes. La méthode existante de séparation, fondée
sur des relations d’amplitude entre un ensemble de signaux tests, souffre de
problèmes de robustesse [Boyd et al., 1983]. Cette thèse cherche à exploiter les
informations de phase afin d’améliorer la sensibilité de la séparation au bruit
de mesure et au degré de la série.
Cette approche conduit tout d’abord à l’élaboration d’une méthode théo-
rique abstraite permettant une séparation très efficace et robuste des ordres ho-
mogènes. L’adaptation de cette méthode à une utilisation en situation réelle
nous amène à définir une nouvelle organisation des termes de la série de Vol-
terra nécessitant la définition de nouveaux types de signaux. Des méthodes
fondées principalement sur l’exploitation de la phase sont ensuite développées
pour séparer les signaux introduits. L’application des méthodes proposées à
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FIGURE 0.1 – Organisation du document ; les chapitres avec un astérisque comportent une ap-
plication académique utilisant une simulation numérique.
une pédale d’effet de guitare à forte distorsion permet de mettre en valeur l’in-
térêt de l’approche par exploitation de la phase.
Les résultats sur la séparation sont ensuite utilisés pour l’identification de
systèmes. Tout d’abord, de nouvelles méthodes d’identification des noyaux de
Volterra sont proposées (dans le cadre classique des moindres carrés). Puis une
méthode d’estimation des paramètres de représentation d’état à non-linéarités
polynomiales est développée à partir de la connaissance des contributions par
ordres homogènes (isolées par les méthodes de séparation proposées). Celle-ci
est appliquée à un haut-parleur électrodynamique, dont les caractéristiques non
linéaires sont étudiées, et l’intérêt de la méthode est discuté.
ORGANISATION DU DOCUMENT
Ce document s’articule en deux parties. La première partie présente les dif-
férents outils généraux développés pour l’identification de systèmes représen-
tables en séries de Volterra. La deuxième partie s’intéresse aux applications de
ces méthodes sur des systèmes audio mesurées expérimentalement. La struc-
ture du document ainsi que l’organisation des chapitres sont données dans la Fi-
gure 0.1.
Première partie : Outils pour l’identification de systèmes représentables en séries de Volterra
Les notions de base du problème d’identification de systèmes ainsi que le
formalisme des séries de Volterra sont rappelés en Chapitre 1. De plus, un état
de l’art des méthodes d’identification et de séparation d’ordres est donné.
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Dans le Chapitre 2, les méthodes de séparation exploitant la phase sont dé-
veloppées. La méthode existante fondée sur l’amplitude est d’abord rappelée.
Puis, un méthode exploitant la phase est présentée dans le cadre théorique abs-
trait des signaux complexes, avant d’être adaptée au cas pratique des signaux
réels. Enfin, les différentes méthodes de séparation proposées sont décrites puis
comparées sur une expérience numérique.
Le Chapitre 3 présente de nouvelles approches pour l’identification de sé-
ries de Volterra fondées sur les résultats précédents. Deux familles de méthodes
d’identification sont proposées : ou bien des méthodes cherchant à identifier di-
rectement les noyaux de Volterra, ou bien des méthodes utilisant une projection
sur une base orthonormale. Ces méthodes sont comparées sur une expérience
numérique.
Enfin, une nouvelle méthode itérative d’estimation des paramètres d’une re-
présentation d’état non linéaire est proposée en Chapitre 4. Pour cela, l’écriture
d’une représentation d’état dans le formalisme des séries de Volterra est rappe-
lée.
Deuxième partie : Applications à des systèmes sonores
Dans le Chapitre 5, la méthode d’estimation des paramètres est appliquée
au cas d’un un haut-parleur électrodynamique. Ses paramètres physiques sont
estimés, et les courbes caractéristiques des effets non linéaires sont présentées.
De plus, des signaux simulés à partir des paramètres identifiés sont comparés
aux mesures.
Enfin, le Chapitre 6 propose une application des méthodes de séparation dé-
veloppées au cas d’une pédale d’effet de guitare. Ce système à forte distorsion
permet d’étudier le comportement de ces méthodes dans un cadre où un très
grand nombre de termes est nécessaire pour approcher la dynamique du sys-
tème avec le développement de la série. On teste en particulier la qualités des
différents types de séparation proposées dans ce cadre ardu.
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Chapitre 1
Généralités sur l’identification de séries de
Volterra
Connais ton ennemi et connais–toi toi–même,
tu vaincras cent fois sans péril.
Sun Zi, Art de la Guerre
1.1 CADRE MATHÉMATIQUE DE L’IDENTIFICATION DE SYSTÈMES
L’identification de systèmes consiste à retrouver une description de la dy-
namique d’un système à partir de données mesurées. Pour cela, plusieurs ap-
proches existent, qui peuvent toutes se résumer comme suit : il s’agit, pour un
modèle fixé supposé capable de représenter le système d’intérêt, et à partir d’un
ensemble de signaux mesurés, de déterminer les paramètres d’un système qui
minimisent un coût choisi [Ljung, 1987; Walter et Pronzato, 1994]. Dans cette
section, nous donnons les définitions, telles qu’utilisées dans le cadre de cette
thèse, des notions suivantes : signaux, systèmes, modèles (ou représentations)
et coût (ou fonction de coût).
1.1.1 Signaux
La notion de signal désigne une donnée, le plus souvent une valeur numé-
rique, qui évolue avec le temps [Oppenheim et al., 1997]. Nous en prenons la
définition mathématique suivante :
Définition 1.1. Soit T un support temporel et U un domaine de valeurs. Un
signal u ∈ U est une fonction telle que
u : T→ U,
t 7→ u(t), (1.1)
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où U est un espace de fonctions de T dans U, de type Hilbert 1.
Un signal est dit à temps continu si le support temporel T est un intervalle de
R — i.e. si T ⊆ R —, et à temps discret si T = Td ⊆ Z. L’ensemble U définit le
domaine des valeurs de u(t) ; il vaut généralement R ou C.
Les travaux de Joseph Fourier [Fourier, 1822] ont permis l’étude des signaux
à travers leur spectre. Le passage du domaine temporel au fréquentiel se fait à
l’aide d’une des transformées de Fourier, en fonction de la nature du support
temporel T. Selon la méthode d’identification utilisée et le modèle choisi, l’un
ou l’autre domaine est préféré.
Dans le domaine de l’identification, plusieurs catégories de signaux sont
souvent utilisées en pratique. Nous rappelons ici les plus courantes.
Signaux sinusoïdaux. Ces signaux mono-fréquentiels (ou mono-chromatique)
sont très utilisés dans un cadre théorique pour mettre en avant les caractéris-
tiques fréquentielles des systèmes étudiés. Toutefois, un tel signal est (spectra-
lement) trop pauvre pour permettre la tâche d’identification.
Signaux périodiques. Ces signaux multi-fréquentiels permettent, de par leur
répétition, une gestion du bruit de mesure en moyennant les valeurs estimées
sur plusieurs périodes. Cette approche nécessite la gestion des transitoires. À
l’instar des sinusoïdes, le spectre discret des signaux périodiques conduit à une
excitation très localisée en fréquence du système, ce qui n’est pas optimal pour
l’identification.
Sinus à balayage fréquentiel (ou sinus glissant, sweep ou chirp). Ces signaux se
caractérisent par une sinusoïde dont la fréquence instantanée — ou de ma-
nière équivalente la phase instantanée — suit une loi mathématique choisie. Les
bornes fréquentielles ainsi que les différents types d’évolution (linéaire, expo-
nentielle, etc.). permettent de contrôler préciser le domaine fréquentielle excité.
Processus aléatoire indépendant et identiquement distribué (ou bruit blanc). Ces
signaux stochastiques sont définis à partir de densité de probabilité (loi gaus-
sienne ou normale, loi uniforme, etc.). Dans le cas d’un bruit gaussien, les ca-
ractéristiques statistiques d’indépendance et d’orthogonalité sont très intéres-
santes pour l’identification. Leurs variantes filtrées – nommées bruit colorés —
permettent un contrôle du contenu fréquentiel, mais perdent certaines proprié-
tés statistiques comme l’indépendance.
1. Les espaces standards utilisés en traitement du signal sont ceux de Lebesgues. Dans cette thèse, on
emploiera spécialement L1(T,U), L2(T,U) et L∞(T,U).
10
1.1. CADRE MATHÉMATIQUE DE L’IDENTIFICATION DE SYSTÈMES
Sommes de sinusoïdes à phase aléatoire. Ces signaux sont un compromis entre
les signaux périodiques et les processus aléatoires. En effet, leur périodicité per-
met une gestion du bruit par moyennage tandis que leurs propriétés statistiques
tendent vers celles d’un bruit blanc gaussien lorsque le nombre de sinusoïdes
tend vers l’infini [Pintelon et Schoukens, 2012].
1.1.2 Systèmes
Dans le domaine de l’automatique, un système peut être vu comme un opé-
rateur qui, à une entrée donnée, aussi appelée excitation, fait correspondre une
sortie, aussi appelée réponse [Kailath, 1980; Khalil et Grizzle, 1996]. Nous en pre-
nons la définition mathématique suivante :
Définition 1.2. Un système est défini par le triplet (S,U ,Y), où S est un opéra-
teur qui, à tout signal u ∈ U , fait correspondre le signal y ∈ Y tel que
S : U → Y ,
u 7→ y = S[u]. (1.2)
Par extension, nous utiliserons S pour désigner à la fois le système et l’opérateur
qui le décrit.
La taxonomie des systèmes peut être faite selon plusieurs propriétés, dont
certaines sont données ici.
Linéarité. Un système S est dit linéaire s’il suit le principe de superposition, i.e.
si pour tout signaux u1, u2 ∈ U tels que u1 + u2 ∈ U on a
S[u1 + u2] = S[u1] + S[u2] . (1.3)
Par opposition, un système est dit non linéaire s’il ne suit pas le principe de su-
perposition 2. Cette définition par la négation entraîne un flou quant à la notion
de système non linéaire, qui regroupe ainsi beaucoup de phénomènes de nature
différente : intermodulation, saturation, hystérésis, bifurcation, chaos, etc. Dans
un objectif d’identification, il convient donc de réduire le champ d’étude, ce que
nous ferons par la suite en nous restreignant à un type de modèle précis.
Stationnarité. Un système est dit invariant dans le temps (ou stationnaire) si un
décalage temporel de l’entrée u implique seulement le même décalage temporel
de la sortie, i.e. si pour tout T ∈ T et u ∈ U , on a
S[u](t− T ) = S[uT ](t) (1.4)
2. Dans certaines définitions, la classe des systèmes linéaires est incluse dans celle des systèmes non
linéaires.
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pour tout t ∈ T, où uT ∈ U désigne le signal décalé temporellement donné par
uT (t) = u(t− T ).
En pratique, la validité de l’hypothèse de stationnarité dépend du système
étudié, mais aussi de la manière dont l’expérience est menée. Considérons par
exemple le cas d’un système acoustique (e.g. instrument de musique, réver-
bération d’une salle) : ses propriétés dépendent de paramètres environnemen-
taux (température, hygrométrie, etc.) qui peuvent varier dans le temps. Mais si
l’on effectue l’expérience sur une courte durée (devant la variabilité des para-
mètres environnementaux), alors l’hypothèse de stationnarité peut être consi-
dérée comme valide.
Effet mémoire. Un système est dit statique si la sortie à un instant t dépend
seulement de l’entrée à ce même instant t. Par opposition, un système qui n’est
pas statique est dit à mémoire ou dynamique. En pratique, même si peu de sys-
tèmes physiques sont purement statiques, cette notion reste utile pour l’étude
de certains phénomènes (e.g. la représentation de la saturation des pédales de
guitare).
1.1.3 Modèles et représentations
La notion de modèle désigne une représentation mathématique décrivant
la relation entrée-sortie d’un système ; un modèle est généralement constitué
d’une fonction — au sens large du terme — paramétrée par un ensemble de
valeurs. Une taxonomie classique pour l’identification est celle de la distinc-
tion entre les modèles de type boîte noire, boîte blanche ou boîte grise 3. Pour illus-
trer cette classification, prenons l’exemple d’un système électronique résistance-
bobine-condensateur. La relation entrée-sortie entre deux tensions et/ou cou-
rants peut être représentée de plusieurs manières :
• Soit à l’aide d’une convolution par une réponse impulsionnelle — ou de
manière équivalente d’un produit par une fonction de transfert ; on obtient
alors un modèle de type boîte noire, où seule la relation entrée-sortie est
connue et non le fonctionnement interne du système.
• Soit en utilisant les lois des Kirchhoff et les lois physiques constitutives
de la résistance, de l’inductance et de la capacité électrique du circuit ; on
obtient alors un modèle (ici sous forme d’équation différentielle) de type
boîte blanche, où tous les états peuvent être calculés à l’aide d’expressions
mathématiques représentant le comportement interne du système.
• Soit en utilisant un modèle de type fonction transfert sous forme ration-
nelle paramétrée par la fréquence de résonance, l’amortissement et le gain
3. Cette classification sera préférée à la dichotomie entre modèle paramétrique et non-paramétrique,
dont le sens dépend grandement de la signification donnée à la notion de paramètres.
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du système ; on obtient alors un modèle de type boîte grise, où le fonction-
nement interne du système n’est pas décrit mais où les valeurs caracté-
risant le modèle peuvent être quand même associées à une signification
particulière.
Il existe dans la littérature un très grand nombre de modèles, que ce soit pour
représenter des systèmes linéaires ou non. Il arrive que plusieurs modèles soient
équivalents 4, ou bien que les classes de systèmes qu’ils peuvent représenter se
recoupent. Dans un but d’identification, il convient de choisir un modèle adapté
au système analysé. Une liste exhaustive des modèles pour les systèmes non
linéaires ne rentre pas dans le cadre de ce chapitre. Néanmoins, nous dressons
ici un bref descriptif des approches les plus répandues.
Séries de Volterra. Issues de l’étude des fonctionnelles [Volterra, 1887], les sé-
ries de Volterra représentent un système comme une somme de sous-systèmes
homogènes. Cette approche peut se voir comme une extension de la notion de
filtrage pour les différents ordres de non-linéarités d’une série de Taylor. Elle
sert de base à cette thèse et est détaillée en § 1.2.
Représentations d’état. Issues de l’étude des systèmes différentiels, les repré-
sentations d’état décrivent la relation entrée-sortie d’un système (potentielle-
ment multi-entrée multi-sortie) par des équations de type
ẋ(t) = f(x,u, t) , (1.5a)
y(t) = g(x,u, t) , (1.5b)
où x est un vecteur d’état (de taille potentiellement infinie), ẋ sa dérivée tem-
porelle, et f et g sont deux fonctions caractéristiques du système. Les états re-
présentent des variables intrinsèques du système, comme la position d’un corps
pour un système mécanique ou la tension aux bornes d’un dipôle pour un sys-
tème électronique. Une version à temps discret des représentations d’état existe,
où l’opérateur différentiel est remplacé par un décalage temporel, i.e. ẋ(t) de-
vient x(t + 1). Sous certaines hypothèses, ces modèles peuvent aussi s’expri-
mer à l’aide des séries de Volterra [Brockett, 1976; Gilbert, 1977; Lamnabhi-
Lagarrigue et Lamnabhi, 1979; Fliess et al., 1983].
Schéma-blocs. La représentation de modèle dite en schéma-blocs repose sur la
décomposition d’un système en blocs élémentaires : filtres linéaires et fonctions
statique non linéaires. De nombreux modèles existent, mais tous sont des va-
riantes ou combinaisons des éléments suivants [Schoukens et Tiels, 2017] :
Type Hammerstein : une fonction suivie d’un filtre (voir Figure 1.1a) ;
4. On peut par exemple citer, dans le cas des systèmes linéaires, l’équivalence entre la classe des fonc-
tions de transfert rationnelles strictement propres et celle des représentations d’état à temps discret obser-
vables et commandables.
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f( · ) G(z)
u x y
(a) Hammerstein
G(z) f( · )
u x y
(b) Wiener
+
+ G(z)
f( · )
u x y
(c) Rétroaction filtre-fonction
+
+ f( · )
G(z)
u x y
(d) Rétroaction fonction-filtre
FIGURE 1.1 – Structures élémentaires des modèles de type schéma-blocs.
Type Wiener : un filtre suivi d’une fonction (voir Figure 1.1b) ;
Rétroaction : une chaîne bouclée filtre-fonction ou fonction-filtre (voir res-
pectivement Figures 1.1c et 1.1d).
Lorsque que les fonctions non linéaires considérées sont polynomiales ou ana-
lytiques, ces modèles admettent des représentations en séries de Volterra.
Modèles de type NARMAX. Apparu dans les années 80 [Leontaritis et Billings,
1985a,b], le terme NARMAX 5 regroupe une large classe de modèles à temps
discret qui suivent tous une équation de récurrence du type
y(l) = F [y(l), . . . , y(l −my), u(l), . . . , u(l −mu), b(l), . . . , b(l −mb)] + b(l) , (1.6)
où my, mu et mb sont des paramètres de mémoire, b un signal de bruit et F est
une fonction non linéaire. Les différents sous-modèles se caractérisent générale-
ment par la spécification d’une classe pour la fonction F (polynomiale, ration-
nelle, hyperbolique, etc.). Dans le cas d’une fonction polynomiale, et lorsque
que la partie auto-régressive peut se ré-exprimer selon l’entrée, les modèles de
NARMAX sont équivalents à des séries de Volterra.
1.1.4 Coûts et erreurs
Le coût désigne la fonction mathématique à valeurs positives que l’on va
chercher à minimiser pour identifier le système étudié. Notons Θ les paramètres
que l’on cherche à trouver pour un modèle choisi, ainsi que u ∈ U et y ∈ Y les
signaux d’entrée et de sortie mesurés. Le problème d’identification s’exprime
alors mathématiquement comme la recherche de Θ̃ tel que i.e.
Θ̃ = arg min
Θ
C(u, y; Θ) , (1.7)
où C(u, y; Θ) est le coût choisi, et u et y sont des signaux d’entrée et de sortie
mesurés.
5. Acronyme de Nonlinear AutoRegressive Moving Average model with eXogenous inputs, qui peut
se traduire par modèle Non-linéaire Auto-Régressif à Moyenne Ajustée et entrées eXogènes.
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bi bm
FIGURE 1.2 – Schéma des différents bruits présents lors d’une mesure.
Une fonction de coût classique est une fonction positive — de préférence
convexe — d’une erreur entre le signal ymes mesuré sur le système et le signal
yest estimé par le modèle. Selon la manière dont yest est calculé, deux approches
sont à distinguer :
• si la sortie estimée à l’instant t est calculée à partir de l’entrée mesurée
aux instants t′ ≤ t et de la sortie estimée aux instants t′ < t, i.e. yest(t) =
f(t, u, yest; Θ), on parlera d’erreur de simulation ;
• si la sortie estimée à l’instant t est calculée à partir de l’entrée mesurée
aux instants t′ ≤ t − τ et de la sortie mesurée aux instants t′ ≤ t − τ , i.e.
yest(t) = f(t, u, ymes; Θ), on parlera d’erreur de prédiction à horizon τ .
Dans le cas de modèles sans boucle de rétroaction, i.e. lorsque yest(t) = f(t, u; Θ),
ces deux types d’erreurs sont confondus.
1.1.5 Bruits et mesures
Puisque l’on travaille sur des signaux mesurés, il convient de prendre en
compte les bruits expérimentaux pour examiner la robustesse des méthodes
d’identification. Ces bruits peuvent être de plusieurs natures. Considérons le
schéma de la Figure 1.2 qui représente une expérience de mesure typique. On
peut voir que l’entrée et la sortie réelle du système (respectivement u et y) ne
sont accessibles qu’au travers des mesures ũ = u+ bi et ỹ = y + bm. Le bruit bm,
nommé bruit de sortie ou plus généralement bruit de mesure, est souvent modé-
lisé par un bruit blanc, généralement gaussien (par commodité, pour pouvoir
développer des calculs analytiques). Le bruit bi , nommé bruit interne ou bruit de
processus, est plus rarement considéré. En effet, sa position en amont du système
rend la construction d’un estimateur le prenant en compte bien plus difficile.
1.2 SÉRIES DE VOLTERRA
Nous présentons maintenant le formalisme des séries de Volterra qui sera
utilisé tout au long de cette thèse.
1.2.1 Introduction
À la fin du XIXème siècle, le mathématicien italien Volterra étudie la repré-
sentation des fonctionnelles à l’aide d’écriture en série [Volterra, 1887]. Ce n’est
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qu’à partir de 1942 que ses travaux pénètrent le domaine de l’automatique,
lorsque Wiener les utilise pour étudier la réponse d’un système non linéaire
à un bruit blanc [Wiener, 1942]. Après la guerre, ce rapport militaire est dé-
classifié, mais n’a tout d’abord qu’un rayonnement interne au MIT 6 [Brilliant,
1958; George, 1959]. Ce n’est qu’après les années 50 que la représentation et
l’étude des systèmes non linéaires à l’aide de fonctionnelles se répand dans la
communauté, e.g. dans [Barrett, 1963; Waddington et Fallside, 1966].
La question du type de systèmes que peut représenter une série de Volterra
a été étudiée dès le début de leur utilisation. Les premiers résultats [Brilliant,
1958; Gallman et Narendra, 1976] montrent que tout système continu non li-
néaire peut être approché à une erreur près aussi petite que l’on veut par une sé-
rie de Volterra sur un support temporel fini T = [0, T ]. L’extension à un support
temporel infini est tout d’abord donnée dans [Brockett, 1977] pour le cas des
systèmes linéaire-analytiques à dimension finie et conditions initiales nulles.
Enfin, dans [Boyd et Chua, 1985], les auteurs prouvent que les séries de Vol-
terra peuvent représenter, sur un support temporel infini, tout système continu
et invariant dans le temps tant que celui-ci possède la propriété de mémoire
effaçable (ou fading memory en anglais). Cette notion indique que plus une ex-
citation est lointaine dans le temps, moins son effet sur le signal de sortie se fait
sentir.
1.2.2 Définition
L’introduction que nous faisons ici des séries de Volterra se restreint au cadre
des systèmes mono-entrée mono-sortie et invariants dans le temps. Une présen-
tation plus approfondie est donnée e.g. dans [Schetzen, 1980; Rugh, 1981; Boyd
et al., 1984]. Préalablement à la définition des séries de Volterra, nous introdui-
sons les notations suivantes qui seront nécessaires par la suite :
• Ja; bK : ensemble des entiers k ∈ Z tels que a ≤ k ≤ b ;
• Lp(X,Y) : espace de Lebesgue d’ordre p, i.e. l’espace des fonctions de X
dans Y dont la puissance p est intégrable au sens de Lebesgue, avec X et Y
des espaces vectoriels ou de Hilbert ;
• U = Y := L∞(T,R) : espace des signaux d’entrées et de sorties 7 ;
• Hn := L1(Tn,R) : espace des noyaux de Volterra d’ordre n ;
• VS : espace des séries {hn}n∈N∗ avec hn ∈ Hn pour tout n ∈ N∗ tel que la
série entière φh(x) =
∑
n=1‖hn‖1xn ait un rayon de convergence ρ non nul ;
• MLn(U ,Y) : espace des opérateurs f : Un → Y bornés et multi-linéaires
d’ordre n.
6. Massachussetts Institute of Technology, où Wiener était professeur de mathématiques.
7. D’autres cadres fonctionnels sont possibles.
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Définition 1.3 (Séries de Volterra). Un système est représenté par l’opérateur
de Volterra V ∈ VS de noyaux {hn}n∈N∗ et de rayon de convergence ρ ∈ R∗+ si,
pour toute entrée u ∈ U telle que ‖u‖∞ < ρ, la sortie y ∈ Y donnée autour du
point d’équilibre y0 par
y(t) = V[u](t) := y0 +
+∞∑
n=1
∫
Tn
hn(τ1, . . . , τn)
n∏
i=1
u(t− τi)dτi
︸ ︷︷ ︸
:=yn(t)
(1.8)
est normalement convergente 8. Les termes yn de la série sont appelés les sorties
d’ordre homogène, et les hn les noyaux de Volterra.
En pratique et pour des raisons numériques, la série (1.8) est tronquée. On par-
lera alors de série de Volterra 9 de degré N , i.e. où l’ordre maximal vaut N .
À l’instar de la réponse impulsionnelle pour un système linéaire, les noyaux
de Volterra — aussi appelés réponses impulsionnelles généralisées 10 — caracté-
risent totalement un système non linéaire. Ainsi, une série de Volterra 11 est
causale si et seulement si (ssi) ses noyaux hn sont tels que
hn(τ1, . . . , τn) = 0 si ∃i | τi < 0 . (1.9)
Pour des système causaux, la borne inférieure des intégrales dans (1.8) vaut
donc 0. De plus, on considère généralement des signaux d’excitation nuls avant
l’origine, i.e. u(t) = 0 lorsque t < 0. Dans ce cas là, la borne supérieure des
intégrales devient t.
Il est aussi possible d’étudier les séries de Volterra dans le domaine fréquen-
tiel. Cela se fait à l’aide des transformées de Fourier ou de Laplace ; l’équivalent
des noyaux de Volterra en fréquentiel se nomme alors noyaux de transfert (par
similarité avec les fonctions de transfert, version fréquentielle des réponses im-
pulsionnelles des filtres linéaires). Mais la relation entrée-sortie dans le domaine
fréquentiel n’est pas aussi directe que celle d’un système linéaire [Hasler, 1999].
Les travaux présentés dans cette thèse ne reposant pas sur ces notions, nous ne
les développons pas ici. Des présentations plus approfondies de la représenta-
tion en série de Volterra dans le domaine fréquentiel peuvent être trouvées e.g.
dans [Rugh, 1981; Lang et Billings, 1996; Lang et al., 2007].
8. Il peut paraître étrange d’inclure le point d’équilibre y0 dans l’opérateur de Volterra. Ce choix est
fait pour des raisons de consistance et simplicité de notation dans la suite. De plus, ce point d’équilibre y0
peut se voir comme une extension de la notion de sortie d’ordre homogène à l’ordre 0.
9. Pour être rigoureux, il faudrait parler dans ce cas de polynôme de Volterra de degréN . Cette appel-
lation étant très peu utilisée dans la littérature, nous préférons garder ici celle de série.
10. Cette appellation peut porter à confusion, puisque certaines propriétés sont modifiées : par exemple
la sortie d’ordre n d’une série de Volterra en réponse à une impulsion de Dirac vaut yn(t) = hn(t, . . . , t),
et ne correspond donc qu’à la diagonale du noyau hn.
11. Par abus de langage, on assimilera la série de Volterra au système qu’elle représente.
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1.2.3 Formes des noyaux
On remarque, à partir de la Définition 1.3, que plusieurs famille de noyaux
{hn}n∈N∗ peuvent représenter le même opérateur de Volterra. Par exemple, toute
permutation des variables d’intégration τ dans (1.8) laisse les signaux yn (et
donc la sortie totale y) inchangés, mais pas le noyau hn : il existe une classe
d’équivalence de noyaux hn qui représentent la même relation entrée-sortie.
À des fins d’identification, il convient de considérer des formes uniques des
noyaux de Volterra, permettant de représenter tous les noyaux de la classe
d’équivalence à l’aide d’un seul spécimen possédant des caractéristiques par-
ticulières.
Définition 1.4 (Forme symétrique). Un noyau hn est dit symétrique si il est in-
variant à toute permutation de ses indices, i.e. si
hn(τπ1 , . . . , τπn) = hn(τ1, . . . , τn) (1.10)
pour toute permutation π ∈ Pn (l’ensemble des n! permutations des entiers de
1 à n).
Tout noyau peut être mis sous forme symétrique à l’aide de l’opérateur de
symétrisation donné par
SYM{hn}(τ1, . . . , τn) =
1
n!
∑
π∈Pn
hn(τπ1 , . . . , τπn) . (1.11)
Une autre famille de formes souvent utilisée pour l’identification est celle des
noyaux triangulaires. À l’instar des matrices triangulaires, il en existe de plu-
sieurs types (e.g. supérieures, inférieures) ; dans cette thèse, nous en considé-
rons seulement une.
Définition 1.5 (Forme triangulaire supérieure). Un noyau hn est dit triangulaire
supérieure si il est nul dès lors que l’ensemble des variables τ n’est pas rangé
dans l’ordre décroissante, i.e. si
τi > τj | 1 ≤ i < j ≤ n =⇒ hn(τ1, . . . , τn) = 0 . (1.12)
La forme triangulaire d’un noyau se construit à partir de sa forme symé-
trique. Tout noyau peut donc être ramené à une forme triangulaire (voir par
exemple [Rugh, 1981, § 1.2]).
1.2.4 Opérateurs de Volterra d’ordre homogène
Pour la suite des développements contenus dans cette thèse, nous introdui-
sons la notion d’opérateurs de Volterra d’ordre homogène.
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FIGURE 1.3 – Schéma d’équivalence entre l’opérateur V d’une série de Volterra et la somme des
opérateurs d’ordre homogène Vn.
Définition 1.6 (Opérateur de Volterra d’ordre homogène). Soit hn ∈ Hn un
noyau de Volterra d’ordre n. On note alors Vn ∈ Vn := MLn(U ,Y) l’opérateur
de Volterra d’ordre homogène défini par
Vn[u1, . . . , un](t) :=
∫
Tn
hn(τ1, . . . , τn)
n∏
i=1
ui(t− τi)dτi (1.13)
pour tout signaux u1, . . . , un ∈ U .
Notons que cet opérateur est bien borné et que sa norme vaut
‖Vn‖MLn(U ,Y) := sup
u1,...,un∈U
‖u1‖U ,...,‖un‖U=1
‖Vn[u1, . . . , un]‖Y = ‖hn‖Hn (1.14)
Corolaire 1.1. Soit un noyau hn et Vn l’opérateur associé. Soit u un signal d’excitation
et yn la sortie d’ordre homogène correspondante. Alors
yn(t) = Vn[u, . . . , u](t) . (1.15)
Par abus de notation, on notera Vn[u] = Vn[u, . . . , u] lorsque u1 = · · · = un = u ainsi
que V0 := y0.
Corolaire 1.2. Soit un opérateur de Volterra V ∈ VS de rayon de convergence ρ, Vn
les opérateurs d’ordre homogène associés à ses noyaux pour n ∈ N∗ et V0 l’opérateur
d’ordre nul associé au terme constant y0. Alors
V[u] =
+∞∑
n=0
Vn[u] (1.16)
pour tout signal u ∈ U tel que ‖u‖∞ < ρ. Par abus de notation, on écrira aussi V =∑+∞
n=0 Vn (voir Figure 1.3).
Propriété 1.1. Un opérateur d’ordre homogène Vn ∈ Vn a les propriétés sui-
vantes :
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(i) Multi-linéarité : pour tout signaux u1, . . . , un et v, pour tout scalaire α, et
pour tout entier k ∈ J1;nK,
Vn[u1, . . . , uk + α v, uk+1, . . . , un] =
Vn[u1, . . . , un] + αVn[u1, . . . , v, uk+1, . . . , un] ; (1.17)
(ii) Homogénéité : pour tout signaux u1, . . . , un et pour tout scalaire α,
Vn[αu1, . . . , αun] = α
n Vn[u1, . . . , un] ; (1.18)
(iii) Symétrie : si le noyau hn est symétrique (selon ses variables temporelles)
alors l’opérateur associé Vn est symétrique (selon les signaux d’entrées),
i.e. pour tout signaux u1, . . . , un et pour toute permutation π ∈ Pn,
Vn[uπ1 , . . . , uπn ] = Vn[u1, . . . , un] . (1.19)
Dans cette thèse, nous nous intéresserons principalement aux opérateurs Vn
définis à partir de noyaux symétriques. Il est toujours possible de se ramener
à un tel cas à l’aide de l’opérateur de symétrisation de noyaux. Dans le cas des
opérateurs d’ordre homogène, la relation (1.11) conduit à introduire
SYM{Vn}[u1, . . . , un] :=
1
n!
∑
π∈Pn
Vn[uπ1 , . . . , uπn ] . (1.20)
1.2.5 Série de Volterra à temps discret
Il existe aussi une version à temps discret des séries de Volterra. Elle est
obtenue en remplaçant l’intégrale multiple par une somme (discrète) multiple
dans la relation (1.8) qui devient alors
V[u](l) =
+∞∑
n=1
∑
m∈Tnd
hn(m1, . . . ,mn)
n∏
i=1
u(l −mi) , (1.21)
où Td ⊂ Z est le support temporel discret (de type intervalle fini ou non). Le
même changement doit être appliqué à la relation (1.13) pour définir les opéra-
teurs d’ordre homogène à temps discret :
Vn[u1, . . . , un](l) =
∑
m∈Tnd
hn(m1, . . . ,mn)
n∏
i=1
ui(l −mi) . (1.22)
Les remarques précédentes concernant les bornes d’intégration restent valables
pour les bornes de la somme.
Lorsque l’on s’intéresse à l’identification des noyaux, on considère générale-
ment des noyaux de mémoire finie M , i.e. tels que
hn(m1, . . . ,mn) = 0 si ∃i | mi ≥M . (1.23)
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FIGURE 1.4 – Nombre de coefficients non nuls du noyau triangulaire d’ordre n, pour n allant de
1 à 5, en fonction de sa mémoire M .
Ainsi, s’il est causal, un tel noyau contientMn coefficients. De plus, puisque tout
noyau peut se ramener à sa forme symétrique ou triangulaire, on peut réduire
le nombre de coefficients effectifs. Ce nombre est égal au nombre de coefficients
non nuls dans le noyau triangulaire. Il vaut le nombre de combinaisons avec
répétition de M éléments pris n à n (tirage avec remise de n valeurs dans l’en-
semble discret J0;M − 1K). Il y a donc
(
M+n−1
n
)
coefficients effectifs à identifier
dans un noyau d’ordre n de mémoire M , où
(
n
k
)
= n!
k!(n−k)! désigne le coefficient
binomial. L’évolution de ce nombre en fonction de la mémoire M est tracée
en Figure 1.4. On remarque une croissance très rapide avec la mémoire M due
à la combinatoire.
Remarque 1.1 (Nombre de coefficients d’une série tronquée). Une série de Vol-
terra de degréN et de mémoireM pour tous ses noyaux a
(
M+N
N
)
−1 coefficients
effectifs qu’il faut identifier.
Même pour un degré N raisonnable et une mémoire M courte, le nombre
de coefficients est très grand. Ce problème est une des difficultés majeures de
l’identification des séries de Volterra, et entraîne une grande variance dans l’es-
timation des noyaux.
1.2.6 Utilisation dans le domaine de l’audio
La représentation en séries de Volterra est souvent utilisée dans le domaine
de l’audio, principalement à des fins de simulation ou de modélisation.
Dans l’étude des instruments de musique, la combinaison des effets de mé-
moire et des non-linéarités permet de représenter naturellement l’évolution du
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timbre (principalement caractérisé par le contenu spectral) en fonction de l’am-
plitude sonore. Par exemple, la modélisation des équations de propagation et
de dissipation acoustique à l’aide de séries de Volterra [Hélie et Hasler, 2004]
permet la simulation de l’effet de cuivrage des instruments de type trompette
ou trombone [Hélie et Smet, 2008]. Le formalisme de Volterra est aussi appliqué
à la synthèse sonore de cordes non linéaires [Hélie et Roze, 2008]. Pour cela, un
formalisme spatio-temporel, les séries de Green-Volterra, est utilisé, qui permet
de décrire les systèmes faiblement non linéaires à la fois dans le temps et dans
l’espace [Roze, 2010; Roze et Hélie, 2014].
D’autres types de systèmes audio sont aussi étudiés à l’aide des séries de
Volterra. Certains travaux les utilisent pour la simulation numérique de cir-
cuits audio électroniques, tels que les pédales d’effets de guitare [Agerkvist,
2010; Tronchin, 2013] ou le filtre Moog [Hélie, 2010]. D’autres pour modéliser
les transducteurs électro-acoustiques comme les haut-parleurs [Kaizer, 1987]
afin d’éliminer [Agerkvist et al., 2014, 2015] ou de compenser [Bard, 2005; Bard
et Sandberg, 2007] les effets non linéaires indésirables.
En théorie, le formalisme de Volterra permet de représenter tout système
continu à mémoire effaçable mais ne permet pas l’étude des phénomènes de bi-
furcation, d’hystérésis ou de chaos. Nous excluons donc du cadre de cette thèse
les systèmes audio ayant de telles caractéristiques. Cela regroupe principale-
ment les excitateurs des instruments de musique, tels que les anches simples
(clarinette, saxophone), doubles (hautbois) ou lippales (trompette, cor, etc.), ou
le frottement d’un archet sur une corde (violon, violoncelle, etc.).
1.3 PANORAMA DES MÉTHODES D’IDENTIFICATION
Nous dressons ici un panorama historique des différentes méthodes d’iden-
tification existantes pour les séries de Volterra.
Approches par corrélation croisée. Historiquement, la première méthode pour
l’identification de séries de Volterra est celle utilisant la corrélation croisée in-
troduite dans [Wiener, 1942] qui sera généralisée plus tard dans [Lee et Schet-
zen, 1965]. Elle repose sur l’utilisation d’un bruit blanc gaussien appliqué à une
variante orthogonalisée des séries de Volterra, connue sous le nom de série de
Wiener 12 [Wiener et Teichmann, 1959]. Dans ce modèle, les termes d’ordre n, qui
représentent chacun la meilleure approximation de la relation entrée-sortie par
un système homogène d’ordre n, sont orthogonaux entre eux 13. Grâce aux pro-
priétés statistiques d’indépendance du bruit blanc, il est possible d’identifier les
noyaux correspondants par des calculs de corrélation entre les signaux d’entrée
12. À ne pas confondre avec le modèle ou bloc de Wiener ; ces deux noms très proches désignent pour-
tant deux modèles bien distincts, et furent source de confusion dans les années 50 [Schetzen, 1980].
13. L’orthogonalité est ici entendue dans un sens probabiliste ; elle est définie à partir du produit scalaire
〈a, b〉 = IE
[
(a− IE[a])(b− IE[b])
]
.
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et de sortie. Les noyaux de Volterra sont ensuite calculés à partir des noyaux de
la série de Wiener ainsi obtenus. Plusieurs apports seront faits à l’idée initiale au
fil du temps : l’extension au domaine de Fourier [French et Butz, 1973], l’utilisa-
tion de bruits non blancs [Schetzen, 1974], ou bien l’amélioration de l’estimation
des termes diagonaux du noyau [Goussard et al., 1985].
Approches utilisant des signaux élémentaires. Cette approche consiste à étudier
la réponse du système aux signaux élémentaires, i.e. les impulsions de Dirac
pour le domaine temporel [Schetzen, 1965; Clancy et Rugh, 1979] ou les sinu-
soïdes en fréquentiel [Boyd et al., 1983; Chua et Liao, 1989]. Lorsqu’une combi-
naison d’impulsions de Dirac décalées temporellement est utilisée, la sortie se
compose d’une somme de certaines diagonales des noyaux de Volterra des dif-
férents ordres. L’identification des noyaux nécessite alors seulement de séparer
les contributions des différents ordres. Lorsqu’une somme de sinusoïdes est uti-
lisée, il est possible d’estimer directement certains points fréquentiels précis des
noyaux de transfert (après séparation des contributions des différents ordres).
Dans les deux cas, un grand nombre de mesures est nécessaire pour obtenir
un nombre de points (temporels ou fréquentiels) des noyaux assez important.
Cette difficulté peut être partiellement diminuée en choisissant soigneusement
les paramètres (fréquences ou décalages temporels) des signaux utilisés [Victor
et Shapley, 1980; Schetzen, 1965].
Approches par moindres carrés linéaires. Dans le cas des systèmes à temps dis-
cret, la relation entrée-sortie d’une série de Volterra peut être reformulée à l’aide
d’une relation matricielle [Rugh, 1981, Chapitre 7]. L’identification des noyaux
devient alors un problème de moindres carrés linéaires et peut se résoudre à
l’aide de méthodes d’inversion matricielle. Toutefois, le grand nombre de pa-
ramètres à identifier (cf. § 1.2.5) pose des problèmes de conditionnement et de
faisabilité. Plusieurs idées et approches ont été proposées pour remédier à ce
problème.
Certains auteurs proposent de résoudre le problème des moindres carrés en
utilisant des décompositions orthogonales de l’espace décrit par la combina-
toire du signal d’entrée — i.e. la matrice regroupant tout les produits des ver-
sions décalées de l’entrée —, et projettent ensuite le signal de sortie sur la base
ainsi obtenue [Korenberg, 1988; Goussard et al., 1991]. Matriciellement, cela s’ef-
fectue à l’aide d’une décomposition QR de la matrice contenant toute la combi-
natoire de l’entrée. Cette technique améliore sensiblement l’estimation lorsque
que la quantité de données est petite, et ce sans utiliser d’a priori sur le système
à identifier. Le problème restant est que l’orthogonalisation est très couteuse en
stockage mémoire, surtout lorsque le degré ou la mémoire du système gran-
dit (cf. Figure 1.4).
Plus récemment, les méthodes de régularisation utilisées pour l’identifica-
tion des systèmes linéaires ont été étendues aux cas des noyaux de Volterra [Bir-
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poutsoukis et al., 2017; Birpoutsoukis, 2018]. Par l’ajout d’une pénalisation sup-
plémentaire au coût à minimiser, il est possible d’imposer une continuité et/ou
décroissance exponentielle au noyau à estimer. D’un point de vue technique,
les auteurs proposent de plus d’utiliser une descente de gradient optimisée
pour éviter l’utilisation mémoire très élevée des nombreuses inversions matri-
cielles nécessaires [Birpoutsoukis et al., 2018]. Cette approche améliore l’identi-
fication des noyaux tout en diminuant l’utilisation de la mémoire machine, mais
le temps de calcul est rallongé.
Approches par décomposition des noyaux. Plusieurs approches fondées sur des
décompositions des noyaux de Volterra permettent de contourner la difficulté
liée à l’explosion du nombre de coefficients. La première s’appuie sur les mo-
dèles de type PARAFAC 14. Ces modèles de décompositions tensorielles per-
mettent de représenter un noyau de Volterra à l’aide d’une somme de produits
externes de vecteurs [Favier et al., 2012]. Ces vecteurs ainsi que les coefficients
de la décomposition sont estimés simultanément à l’aide d’algorithmes itéra-
tifs [Khouaja, 2005; Ahmed et al., 2015]. Cette approche se limite au cas des
noyaux à temps discret.
La seconde utilise la projection des noyaux de Volterra sur des bases or-
thonormales. Bien que similaire à la décomposition tensorielle, cette approche
vient des travaux sur l’utilisation de bases pour l’identification de systèmes li-
néaires [de Hoog, 2001]. Ceux-ci reposent sur la création de bases de filtres élé-
mentaires orthogonaux entre eux 15, tels que les filtres de Laguerre [Wahlberg,
1991] ou de Kautz [Wahlberg, 1994]. Ces filtres peuvent être aussi définis à par-
tir de systèmes linéaires arbitraires [van den Hof et al., 1995; Heuberger et al.,
1995], permettant la représentation de dynamiques plus complexes. Une unifi-
cation de ces différentes bases, qui sont paramétrées par un ou plusieurs pôles,
a été donnée dans [Ninness et Gustafsson, 1997]. La projection sur des bases
des noyaux de Volterra permet de réduire fortement le nombre de coefficients à
identifier [Hacıoğlu et Williamson, 2001; Favier et al., 2003]. De plus, celui-ci ne
dépend plus de la mémoire considérée pour le noyau, mais du nombre d’élé-
ments sélectionnés dans la base choisie, et donc de la précision permise par cette
sélection (et le sous-espace associé).
Approches par structuration des noyaux selon des modèles de type schéma-bloc.
De nombreux travaux sur l’identification des systèmes non linéaires reposent
sur l’utilisation de modèles simplifiés formés par la combinaison en parallèle
ou en série des blocs élémentaires donnés en Figure 1.1 (voir p. 14) [Giri et Bai,
2010]. Lorsque que les éléments non linéaires considérés sont représentés par
14. Acronyme de PARAllel FACtor analysis, qui peut se traduire par analyse en facteurs parallèles.
15. L’orthogonalité est ici entendue au sens du produit scalaire dans L2(T,C) défini par 〈a, b〉 =∫
T a(t)b(t)dt.
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des polynômes, ces modèles sont équivalents à des séries de Volterra dont les
noyaux ont une structure particulière (par exemple purement diagonaux pour
un modèle de Hammerstein). L’identification de ces modèles consiste à estimer
les différents filtres conjointement aux fonctions non linéaires (i.e. les coeffi-
cients des polynômes dans le cas de fonctions polynomiales).
Pour une grande partie de ces modèles, une famille de méthodes repose sur
l’estimation au préalable d’une approximation linéaire appelée Best Linear Ap-
proximation 16 (BLA) [Schoukens et Tiels, 2017]. L’approche repose sur le fait
que la dynamique de la BLA— i.e. les pôles de la fonction de transfert estimée —
contient toute l’information des dynamiques des différents filtres présents dans
le modèle. Une fois la BLA estimée, des méthodes d’optimisation permettent
de répartir les pôles aux différents filtres et d’estimer les non-linéarités. L’ap-
proche par BLA peut aussi être utilisée pour estimer la base orthonormale op-
timale lorsque l’on souhaite identifier la projection des noyaux de Volterra sur
une base.
1.4 ÉTAT DE L’ART DE LA SÉPARATION EN ORDRES HOMOGÈNES
1.4.1 Motivation et contexte
La question de la séparation des sorties d’ordres homogènes apparait très
tôt dans la littérature sur l’identification de systèmes non linéaires [Gardiner,
1968]. Néanmoins, cette approche est très peu utilisée, ce qui peut s’expliquer
par la difficulté d’utiliser les méthodes existantes — pour des raisons de mise
en œuvre ou de robustesse au bruit. L’idée initiale est pourtant très intéressante,
et peut se résumer comme suit.
Une représentation en séries de Volterra modélise un système comme une
somme de sous-systèmes de degré homogène. (voir Figure 1.3). Chacun de
ces sous-systèmes, représenté par l’opérateur Vn, est totalement caractérisé par
le noyau hn. On peut donc faire la réflexion suivante : supposons que l’on
connaisse les sorties d’ordre homogène yn ; il est alors possible de remplacer
l’identification conjointe des noyaux depuis la sortie y (voir Figure 1.5a) par une
identification (séparée) de chaque noyau à partir de chaque signal yn (voir Fi-
gure 1.5b). Une telle approche devrait donner de meilleures estimations des
noyaux qu’une identification directe : le nombre de coefficients à estimer pour
chaque sous-problème est réduit par rapport au problème direct, et l’estimation
d’un noyau n’est plus perturbée par celle des noyaux des autres ordres. Pour
permettre cela, il est nécessaire d’avoir une méthode de séparation en ordres homo-
gènes (que nous appellerons aussi séparation d’ordre, par souci de concision), i.e.
une méthode qui, pour un ensemble de mesures données, permet de retrouver
les signaux d’ordre homogène yn correspondant à une excitation de référence.
16. Ce qui peut se traduire par meilleure approximation linéaire.
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Systèmeu Identification
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{h1, h2, · · · , hN}
(a) Identification directe
Systèmeu Séparation
d’ordre
y Identification
y1
h1
IdentificationyN
hN
...
...
(b) Identification sur les ordres séparés
FIGURE 1.5 – Identification (a) sans et (b) avec séparation d’ordre préalable.
L’idée de distinguer différentes contributions dans le signal de sortie pour
améliorer l’estimation des noyaux n’est pas nouvelle. L’utilisation des séries de
Wiener se base partiellement sur ce principe : les termes de la série étant ortho-
gonaux entre eux (au sens probabiliste), leur identification se fait séparément
grâce à des signaux possédant les bonnes propriétés statistiques. L’identifica-
tion par corrélation croisée, lorsqu’elle est appliquée à une série de Wiener, ef-
fectue donc une forme de séparation conjointement à l’identification.
L’utilisation de signaux sinusoïdaux (ou multi-sinusoïdaux) se fonde elle
aussi sur cette idée, puisqu’elle permet de distinguer les différentes contribu-
tions fréquentielles. Pour de telles entrées, le spectre de sortie est limité aux har-
moniques et aux intermodulations des fréquences du signal d’entrée. De plus,
à une fréquence du signal de sortie donnée, seul certains ordres contribuent.
Par exemple, pour une entrée composée des fréquences f1 et f2, seuls les ordres
3, 5, etc., contribuent à la fréquence 2f1 + f2. En apportant un soin particulier
au choix des fréquences d’entrée [Victor et Shapley, 1980; Chua et Liao, 1989],
il est possible de maximiser le nombre de fréquences dans le signal de sortie
pour lesquelles un seul ordre contribue. Il devient alors possible d’identifier la
valeur correspondante du noyau de transfert directement depuis l’amplitude et
la phase mesurées à cette fréquence.
Dans ces deux approches (séries de Wiener et signaux multi-sinusoïdaux),
la séparation ne se fait pas selon les ordres homogènes de non-linéarités. De
plus, elles reposent sur l’utilisation de modèles ou de signaux spécifiques. On
retrouve dans la littérature sur les séries de Volterra deux méthodes de sépara-
tion en ordres homogènes, indépendantes du signal utilisé ou du modèle sup-
posé. Nous les présentons maintenant.
1.4.2 Séparation fondée sur la multi-linéarité
Considérons un système de degré 2, i.e. V = V1 + V2. Soient a et b deux
signaux. La Propriété 1.1 donne
V1[a+ b] = V1[a] + V1[b] , (1.24)
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V1[a− b] = V1[a]− V1[b] , (1.25)
V2[a+ b] = V2[a+ b, a+ b]
= V2[a, a] + 2 V2[a, b] + V1[b, b] , (1.26)
V2[a− b] = V2[a, a]− 2 V2[a, b] + V1[b, b] , (1.27)
où l’on a considéré l’opérateur V2 symétrique, sans perte de généralité. En com-
binant les sorties correspondantes aux excitations a, b, a+ b, et a− b, on obtient
alors
V[a] + V[b]− 1
2
(V[a+ b] + V[a− b]) = V1[a] + V1[b] , (1.28)
V[a] + V[b]− V[a+ b] = 2 V2[a, b] . (1.29)
Les termes de droite de ces deux relations contiennent seulement des contribu-
tions d’ordre 1 pour (1.28) et d’ordre 2 pour (1.29). Ces équations montrent com-
ment séparer des contributions des différents ordres en utilisant les propriétés
de multi-linéarité des termes de la série de Volterra. Bien que ces contributions
ne correspondent pas à des sorties d’ordre homogène pour une excitation don-
née, elles permettent néanmoins l’identification des noyaux.
Plus généralement, il est possible avec cette approche d’extraire une contri-
bution d’ordre n à l’aide de 2n − n mesures [Schetzen, 1965]. Ce nombre peut
être réduit à 2×3(n−1)/2 pour un n impair ou 3n/2 pour un n pair en construisant
la collection de signaux d’entrées de telle sorte que la plupart soient nuls ou
redondants [Chua et Liao, 1991].
On retrouve très peu cette approche dans la littérature, et encore moins
appliquée à des problèmes d’identification. Par exemple, dans [Chua et Liao,
1991], elle n’est utilisée que dans le but d’estimer l’ordre maximal d’un système.
Cette faible utilisation peut s’expliquer par la complexité de la combinatoire sur
laquelle elle repose et le très grand nombre de mesures nécessaires.
1.4.3 Séparation fondée sur l’homogénéité
Considérons un système de degré N . Soit un signal d’entrée u et un scalaire
α. La propriété d’homogénéité (1.18) donne
V[αu] =
N∑
n=1
αn Vn[u] . (1.30)
L’homogénéité des ordres de la série de Volterra permet de séparer les sorties
yn = Vn[u] de manière similaire à une interpolation polynomiale 17 où les coeffi-
cients recherchés correspondent aux sorties yn. Il suffit pour cela d’effectuer au
17. L’interpolation polynomiale consiste en l’estimation des coefficients pn d’un polynôme de degré
fixé à partir d’un ensemble de points (xi, yi).
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FIGURE 1.6 – Structure du modèle de Hammerstein polynomial.
minimum N mesures pour des amplitudes α différentes. Cette approche sera
plus précisément décrite et analysée au § 2.1.
L’utilisation de facteurs d’amplitudes pour séparer les différentes contribu-
tions non linéaires apparaît dans la littérature sur l’identification au tournant
des années 1970. Elle est d’abord appliquée à des systèmes de type Wiener-
Hammerstein parallèle. Dans [Gardiner, 1968], cette idée est utilisée pour esti-
mer la réponse linéaire du système, tandis que dans [Economakos, 1971] l’ap-
proche est généralisée pour séparer tous les ordres. La méthode est formalisée
peu après dans [Halme et al., 1971] et [Simpson et Power, 1972] pour le cas plus
général des séries de Volterra. On la retrouve depuis utilisée dans de nombreux
travaux sur l’identification de séries de Volterra, e.g. dans [Boyd et al., 1983; Lee,
1997; Bard et Sandberg, 2007].
1.4.4 Cas particulier d’exploitation de la phase
On retrouve dans la littérature récente sur l’identification de systèmes une
approche s’intéressant à l’exploitation de la phase pour distinguer certaines
contributions dans le signal de sortie. Bien que n’étant pas stricto sensu une mé-
thode de séparation, nous la présentons ici succinctement afin d’aider le lecteur
à situer les résultats développés dans cette thèse par rapport à la littérature. Tout
d’abord présentée dans [Farina, 2000], cette méthode fut réintroduite dans [No-
vak et al., 2009; Rébillat et al., 2011]. Elle est fréquemment utilisée dans le do-
maine audio pour identifier des systèmes électroniques sonores afin d’en effec-
tuer la synthèse [de Paiva et al., 2012; Tronchin, 2013; Lambert, 2014; Schmitz et
Embrechts, 2017].
La méthode repose sur l’hypothèse que le système suit un modèle de Ham-
merstein de type polynomial. Cette structure désigne une mise en parallèle de
blocs de Hammerstein, où chaque branche est composée d’un élément non li-
néaire statique d’ordre homogène suivie d’un filtre linéaire (voir Figure 1.6). Un
tel modèle peut aussi être représenté par une série de Volterra dont les noyaux
sont nuls exceptés sur leur diagonale principale qui vaut la réponse impulsion-
nelle des filtres.
Cette méthode est fondée sur l’utilisation d’un sinus à balayage fréquentiel
exponentiel particulier dont l’évolution temporelle de la phase φ(t) possède la
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propriété fondamentale
kφ(t) = φ(t+ ∆k) , (1.31)
où ∆k dépend de l’entier k et des propriétés du signal (durée, fréquences initiale
et finale). Appliqué à un système de Hammerstein de type polynomial, et com-
biné avec une opération de déconvolution, ce signal permet de séparer tempo-
rellement une collection de réponses impulsionnelles. Celles-ci correspondent
aux filtres appliqués aux différents harmoniques du signal d’excitation. L’inver-
sion d’une matrice faisant apparaître les coefficients des polynômes de Tcheby-
chev 18 permet de retrouver les filtres des différents ordres [Rébillat et al., 2011].
Cette méthode exploite donc l’évolution de la phase instantanée d’un signal par-
ticulier à travers une structure spécifique pour séparer des composantes du si-
gnal de sortie et faciliter l’identification.
1.5 POSITIONNEMENT ET HYPOTHÈSES
Cette thèse s’intéresse à l’identification de systèmes représentables en séries
de Volterra. Les travaux présentés se focalisent sur l’élaboration de méthodes
robustes de séparation de la série en termes homogènes basées sur l’exploitation
de relations de phase.
Les résultats des Chapitres 2 et 3 ne font aucune hypothèse sur le modèle
sous-jacent du système (i.e. représentation d’état, modèles en schéma-bloc, etc.),
et sont valides pour toute représentation en série de Volterra. À l’inverse, les
résultats présentés au Chapitre 4 supposent que le système admet une repré-
sentation d’état.
Les hypothèses effectuées dans le cadre de cette thèse sont les suivantes :
• Les signaux sont d’amplitude bornée, i.e. appartiennent à L∞(T,R) ;
• Les systèmes étudiés sont stationnaires et admettent une représentation en
série de Volterra ;
• Les fonctions de coûts utilisées sont construites à partir de l’erreur de si-
mulation 19 ;
• Le bruit de processus est négligé, et seule l’étude de la robustesse au bruit
de mesure est effectuée.
18. Nous avons choisi dans ce document d’utiliser la transcription française « Tchebychev » plutôt que
celle anglo-saxonne « Chebyshev ».
19. Ceci est une implication directe du fait que les séries de Volterra ne sont pas un modèle auto-
régressif.
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Chapitre 2
Séparation en ordres homogènes fondée sur
des relations de phase
Divide et impera.
Nicolas Machiavel, Le Prince
Ce chapitre s’intéresse au développement de méthodes de séparation fon-
dées sur l’exploitation de la phase.
La méthode existante basée sur des relations d’amplitudes est tout d’abord
rappelée en § 2.1. L’utilisation de la phase est ensuite présentée au § 2.2 dans le
cadre d’une méthode théorique utilisant des signaux complexes. Dans le § 2.3,
l’exploitation de la phase est adaptée au cas des signaux réels, ce qui nous
amène à définir une deux nouveaux types de signaux (que l’on nomme si-
gnaux interconjugués et signaux homophases) permettant une réorganisation
des termes de la série de Volterra ; de plus, une méthode de séparation des si-
gnaux homophases est donnée. Deux méthodes permettant de séparer les si-
gnaux interconjugués (ainsi que les ordres homogènes) sont ensuite proposés.
Dans le § 2.4, cette séparation est obtenue en utilisant à la fois des relations de
phase et d’amplitude. Dans le § 2.5, la multi-linéarités des ordres de Volterra est
exploitée pour éviter l’utilisation d’amplitudes. Enfin, les avantages et inconvé-
nients des différentes méthodes sont discutés et comparés en § 2.6
Toutes les méthodes présentées ici reposent sur (i) la création d’une collec-
tion de signaux d’entrées à partir d’un signal de référence, (ii) la mesure des sor-
ties correspondantes à travers le système, et (iii) l’utilisation d’outils d’algèbre
linéaire pour séparer et regrouper les différents signaux à partir de la collection
des sorties mesurées. Dans ce chapitre, on désignera toujours
• le nombre de signaux utilisés par K ;
• le nombre d’amplitudes utilisées par A ;
• le nombre de phases utilisées parP .
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On considérera dans ce chapitre des opérateurs de Volterra V contenant un
terme constant non nul. Les résultats présentés sont valables pour tout temps
t ∈ T.
2.1 MÉTHODE EXISTANTE DE SÉPARATION PAR AMPLITUDE
Nous présentons maintenant la méthode de séparation fondée sur l’homo-
généité des ordres évoquée en § 1.4.3
2.1.1 Présentation de la méthode AS
Soit une série de Volterra de degré N ∈ N. Soit un signal de référence u ∈ U ,
et yn = Vn[u] ∈ Y pour n ∈ J0;NK les ordres que l’on souhaite séparer. Soit les
coefficients αk ∈ R pour k ∈ J0;NK ; notons uk = αku ∈ U une collection de
K = N + 1 signaux d’entrée, et zk = V[uk] ∈ Y les sorties correspondantes. La
propriété d’homogénéité (1.18) permet alors d’écrire la relation matricielle


z0
z1
...
zN


︸ ︷︷ ︸
= z
(t) =


1 α0 . . . α
N
0
1 α1 . . . α
N
1
...
...
. . .
...
1 αN . . . α
N
N


︸ ︷︷ ︸
= A


y0
y1
...
yN


︸ ︷︷ ︸
= y
(t) , (2.1)
valable pour tout temps t. Puisque A est une matrice de type Vandermonde,
elle est inversible ssi tous les facteurs αk sont non nuls et distincts deux à deux.
Dans ce cas, il est possible de récupérer les ordres yn en calculant y = A−1z. On
nommera cette méthode
Séparation par Amplitudes (AS, pour Amplitude Separation method 1).
2.1.2 Robustesse de la méthode
En pratique, la mesure des signaux de sortie zk est bruitée. À cause du mau-
vais conditionnement des matrices de Vandermonde, le bruit de mesure a des
effets particulièrement mauvais sur l’estimation des ordres yn. Pour rappel, le
conditionnement (ou nombre de conditionnement) κ d’une matrice inversibleA
est un nombre réel, supérieur ou égal à 1, qui permet de mesurer la dépendance
de la solution du système Ax = b aux données b du problème. Il est défini,
pour une norme matricielle donnée, par κ = ‖A‖‖A−1‖. Un conditionnement
de 1 est optimal, tandis qu’une valeur élevée indique une grande sensibilité aux
données. Dans le cas des matrices de Vandermonde, de récents travaux [Pan,
1. Pour cette méthode, ainsi que toutes celles présentées dans ce chapitre, nous utilisons les acronymes
anglais, par consistance avec la terminologie employée dans les articles déjà publiés.
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2016] ont montré que le conditionnement croît exponentiellement avec la taille,
excepté pour certains choix particuliers des αk, i.e. lorsqu’ils sont régulièrement
espacés sur le cercle unité. Pour des αk ∈ R, ce critère ne sera jamais rempli.
Dans le cas qui nous intéresse, cela signifie que plus l’ordre de troncature N
considéré est grand, moins l’estimation sera robuste aux bruits de mesure. À
l’inverse, prendre un ordre de troncature trop petit induit des erreurs lorsque
les ordres supérieurs à N sont non négligeables.
Pour éviter ces problèmes de robustesse, deux approches complémentaires
sont possibles.
• Utiliser des signes alternés pour les αk, en considérant e.g. (αk, αk+1) =
(αk,−αk) pour tout k pair. Cela permet d’améliorer le conditionnement de
A.
• Utiliser un nombre de signauxK plus grand queN+1, avecK amplitudes
différentes. L’équation (2.1) devient alors un problème sur-déterminé, et
les ordres peuvent être estimés en utilisant le principe des moindres-carrés
(i.e. via la pseudo-inverse deA).
Malgré ces deux améliorations, l’estimation des ordres supérieurs reste peu ro-
buste (cf. [Boyd et al., 1983]). Du point de vue de l’analyse numérique, la mé-
thode AS est fiable seulement pour de petits ordres de troncature N .
Du point de vue de la mise en pratique de la mesure des signaux, d’autres
considérations sont à prendre en compte pour le choix des αk. Notons umax = u
l’entrée d’amplitude maximale dans la collection des uk que l’on règle dans le
domaine de convergence du système étudié.
Considérons que le signal de référence u ait été réglé pour minimiser les dif-
férents bruits de mesure (bruit thermique ambiant des composants électriques,
bruit de quantification du convertisseur analogique-numérique, etc.) ainsi que
pour appartenir au domaine de convergence du système étudié. Afin de ne
pas sortir du formalisme de Volterra, il est donc nécessaire de choisir des gains
|αk| < 1 — i.e. de sorte à ce que |uk| < |u|. Mais en utilisant de petites ampli-
tudes d’excitation, le rapport signal-sur-bruit (RSB) des mesures est diminué, ce
qui détériore par conséquent l’estimation des ordres. Il convient alors d’utiliser
des gains αk qui ne soient pas trop petits, limités par les spécificités du système
à l’étude et des systèmes de mesure. Ces conditions peuvent de plus être en
conflit avec la recherche d’optimalité du conditionnement deA.
Malgré les deux améliorations mentionnées ci-dessus, la méthode AS reste
limitée quant à son application pratique. Cela provient principalement de son
mauvais conditionnement qui est dû à l’utilisation des relations d’amplitudes
entre les différents signaux tests.
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2.2 SÉPARATION PAR PHASE POUR DES SIGNAUX À VALEURS COMPLEXES
2.2.1 Principe et idée initiale
L’utilisation de facteurs 1 et −1 permet de séparer efficacement les contribu-
tions d’ordre pair de celles d’ordre impair, en inversant le système
[
V[u]
V[−u]
]
(t) =
[
1 1
1 −1
][ ∑
n=0 y2n∑
n=0 y2n+1
]
(t) . (2.2)
En effet, la matrice à inverser est unitaire (à une normalisation près), et le condi-
tionnement de ce problème est donc optimal. De plus, puisque les deux signaux
tests u et −u ont la même amplitude, leur RSB est identique et les problèmes
évoqués précédemment concernant les amplitudes des signaux tests sont ici
évités. Or le fait de multiplier un signal par un facteur −1 peut être vu comme
une opposition de phase. Il en résulte que l’utilisation d’un déphasage permet
une séparation robuste et optimale des contributions paires et impaires. Notre
idée initiale est la suivante : est-il possible d’étendre cette idée pour séparer
de manière robuste tous les ordres yn ?
Remarquons tout d’abord que, dans (2.2), la matrice à inverser est un cas
très particulier de matrice de Vandermonde : c’est la matrice de la Transfor-
mée de Fourier Discrète (TFD) d’ordre 2. Son conditionnement optimal est dû
à l’égal espacement des 1 et −1 sur le cercle unité [Pan, 2016]. Garder un condi-
tionnement optimal pourrait se faire en ne prenant que des facteurs espacés de
manière égale sur le cercle unité. La multiplication d’un signal par un facteur
ejθ revient à déphaser de θ chaque fréquence constitutive du signal. Cela ré-
soudrait de plus les problèmes de mesures dûs aux différences d’amplitudes
des signaux tests, puisque tous auraient la même amplitude |ejθu| = |u|. Néan-
moins, un obstacle (et pas des moindres) empêche ce choix en pratique : les
signaux tests ejθu ainsi obtenus sont à valeurs complexes.
Avant de s’attaquer à cette difficulté, nous proposons d’examiner le fonc-
tionnement et les propriétés de cette approche théorique. Le développement de
méthodes de séparation fondées sur cette idée et utilisant des signaux réels est
traité ensuite. Dans toute cette section, on considérera des opérateurs de Vol-
terra
V: UC → YC
u 7→ V[u] (2.3)
avec les domaines UC et YC définis par
UC := YC := L∞(T,C) . (2.4)
2.2.2 Présentation de la méthode CPS
Soit une série de Volterra de degréN ∈ N. Soit un signal de référence u ∈ UC ,
et yn = Vn[u] ∈ YC les ordres que l’on souhaite séparer. On introduit P = N + 1
34
2.2. SÉPARATION PAR PHASE POUR DES SIGNAUX À VALEURS COMPLEXES
et w = e−j2π/P ; notons uk = wku ∈ UC pour k ∈ J0;P − 1K une collection de
K = P signaux d’entrée, et zk = V[uk] ∈ YC les sorties correspondantes. Alors
la propriété d’homogénéité (1.18) permet d’écrire la relation suivante


z0
z1
...
zN


︸ ︷︷ ︸
= z
(t) =


1 1 . . . 1
1 w . . . wN
...
...
. . .
...
1 wN . . . wN
2


︸ ︷︷ ︸
= WP


y0
y1
...
yN


︸ ︷︷ ︸
= y
(t) , (2.5)
où WP est la matrice de la TFD d’ordre P , selon la convention où le facteur de
normalisation de la transformée directe est fixé à 1 ; on a donc W−1P = W
H
P /P ,
oùWH dénote le hermitien deW .
Notons que la TFD ne s’applique pas ici sur le temps, mais bien sur les ordres
homogènes de non-linéarité. Les ordres yn se récupèrent en inversant WP , ce
qui peut se faire en utilisant l’algorithme de Transformée de Fourier Rapide 2.
On nommera cette méthode
Séparation par Phase pour signaux Complexes (CPS, pour Complex Phase
Separation method ).
Les méthodes AS et CPS dérivent toutes les deux de l’idée d’interpolation
polynomiale, et découlent de la propriété d’homogénéité (1.18) des ordres d’une
série de Volterra. La seule — et grande — distinction est situé dans la manière
où les puissances des facteurs α ou w évoluent (voir Figure 2.1). Les puissances
successives d’un facteur α ∈ R, cantonnés à la droite des réels, convergent vers
0 (si |α| < 1) ou divergent vers l’infini (si |α| > 1). Pour un nombre complexe
w tel que |w| = 1, ses puissances restent sur le cercle unité, en tournant dans
le sens trigonométrique (si argw > 0) ou anti-trigonométrique (si argw < 0).
De plus, si l’on choisit w comme une racine de l’unité, alors wn ne peut prendre
qu’une quantité discrète de valeurs, quel que soit n ∈ N.
2.2.3 Propriétés
La méthode CPS s’appuyant sur l’utilisation de la TFD, il est aisé d’étudier
ses propriétés à l’aide de celles très connues de la TFD.
Interpolation et nombre de phases. Une des propriétés de la TFD est le fait que
rajouter des zéros en fin d’un signal dans son domaine original (e.g. temporel)
équivaut à interpoler dans le domaine de Fourier (e.g. fréquentiel). Ce résultat
2. Le gain de temps apporté par rapport à une inversion matricielle classique, de l’ordre de
O(P3)
O(P log2(P ))
, est ici assez faible puisque les valeurs de P restent peu élevées.
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w0 = α0
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α4
FIGURE 2.1 – Comparaison de l’évolution dans le plan complexe des puissances des facteurs
utilisés dans les méthodes AS — cercles rouges ( ) — pour α < 1 et CPS — carrés
bleu ( ) — avec w = ej2π/(N+1) pour N = 4.
est utilisé par exemple dans la technique classique dite « de bourrage de zéros »,
qui permet d’augmenter artificiellement la résolution fréquentielle d’un spectre
— i.e. diminuer le pas fréquentiel ——— autant que souhaité.
Dans le cas de la méthode CPS, la TFD permet de passer du domaine des
ordres de non-linéarités — le vecteur y — à l’espace des relations de phase —
le vecteur z. Rajouter des zéros au vecteur y — i.e. considérer que les ordres
yn pour n > N sont nuls 3 — correspond donc à « interpoler » le vecteur z, ce
qui signifie considérer un nombre de phases P (i.e. le nombre de points pris
sur le cercle unité) supérieur à Pmin = N + 1. En gardant les notations définies
3. En accord avec l’hypothèse de troncature de la série de Volterra.
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au § 2.2.2, et en notant z =
[
z0 . . . zP−1
]T , la relation (2.5) devient
z(t) = WP


y0
...
yN
0
...
0


(t) . (2.6)
Autrement dit, il est possible d’augmenter P le nombre de phases (et donc K =
P le nombre de entrées dans la collection de signaux tests) et de retrouver les
ordres yn pour n =∈ J0;NK à l’aide d’une TFD inverse d’ordre P (> N + 1)
— et non pas à partir du principe des moindres carrés comme avec la méthode
AS. Comme pour la méthode AS, l’augmentation du nombre de signaux test
a un impact bénéfique — ici facilement quantifiable — sur la robustesse de la
séparation. Nous nous intéressons tout d’abord à la sensibilité de CPS au bruit
de mesure, avant d’étudier l’effet d’une mauvaise troncature sur la séparation.
Robustesse au bruit. Supposons que chaque mesure z̃k est perturbée par un
processus gaussien indépendant et identiquement distribué (i.i.d.) bk, i.e. z̃k(t) =
zk(t)+bk(t). Comme les signaux sont à valeurs complexes, il est nécessaire d’étu-
dier les propriétés du bruit à l’aide des distributions gaussiennes complexes 4 ;
nous nous limiterons au cas des distributions symétriques circulaires, i.e. où
les parties réelles et imaginaires sont deux variables aléatoires indépendantes
suivant des distributions identiques. Chaque bruit de mesure bk est donc repré-
senté par un processus gaussien complexe de moyenne nulle, de variance σ2 et
de pseudo-variance nulle, i.e. bk(t) ∼ CN (0, σ, 0) pour tout k et tout instant t .
La relation (2.6) devient
z̃(t) = WPy(t) + b(t) , (2.7)
où b(t) ∼ CN (0,Σb,0) est un processus i.i.d. multivariable avec Σb = σ2I , où I
la matrice identité. La meilleure estimation ỹ de y au sens des moindres carrés
est donnée par
ỹ(t) = W−1P z̃(t) = y(t) + ε(t) , (2.8)
4. Cette distribution généralise la loi normale aux cas des variables aléatoires complexes z en introdui-
sant, en plus de la moyenne µ = IE[z] et de la variance σ2 = 〈z, z〉 = IE
[
(z − IE[z])(z − IE[z])
]
, un troisième
paramètre γ = 〈z, z〉 ; ce paramètre, qui apparaît dans la littérature sous le nom de pseudo-variance, va-
riance complémentaire, variance conjuguée ou facteur de relation, mesure la dépendance entre z et z à
l’ordre 2 (tandis que la variance σ2 mesure la dépendance entre z et z à l’ordre 2). Pour plus de détails sur
les distributions gaussiennes complexes, voir par exemple [Schreier et Scharf, 2010, Chapitre 2].
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où ε = W−1P b ∼ CN (0,Σε,0) est aussi un processus gaussien i.i.d. multiva-
riable. À l’aide des règles de combinaison linéaire de distribution gaussienne 5
et des propriétés de la matrice de la TFDWP , on trouve
Σε =
σ2
P
I . (2.9)
L’équation (2.9) montre qu’en utilisant la méthode de séparation CPS, on divise
la variance de l’estimation due au bruit de mesure par P . Le RSB des ordres
estimés est donc amélioré d’un facteur
√
P par rapport au RSB des mesures, ce
qui correspond à une augmentation de 10 log10(P ) dB. Par exemple, une amé-
lioration de 20 dB est obtenue en fixant P = 100. Augmenter la valeur de P rend
donc plus robuste la séparation d’ordres, au prix d’un nombre de mesures plus
élevé.
Erreur de troncature et repliement d’ordre. La méthode de séparation d’ordre
CPS nécessite de considérer des séries tronquées. Or un système physique est
représenté par une série infinie. Les ordres supérieurs à la troncature N vont
donc avoir un effet sur l’estimation des ordres yn, qu’il convient d’étudier.
Considérons une série de Volterra non tronquée décrite par l’opérateur V.
Étant donnée la P−périodicité d’une racine P ème de l’unité w, on a
V[wu](t) =
P−1∑
n=0
wn
∞∑
r=0
yn+rP (t) . (2.10)
La relation (2.6) devient alors
z̃(t) = WP
(
y(t) +
∞∑
r=1
y(r)(t)
)
, (2.11)
avec, ∀r ∈ N∗,
y(r) =


yrP
yrP+1
...
yrP+N

 . (2.12)
L’application de la méthode CPS donne donc l’estimation suivante des ordres
ỹn, pour n = 0, . . . , N :
ỹn(t) = yn(t) +
∞∑
r=1
yn+rP (t) . (2.13)
5. Ces règles sont la généralisation de celles connues pour la combinaison de variables aléatoires gaus-
siennes à valeurs réelles, i.e. si x ∼ CN (µ,Σ,Γ), alors Ax + b ∼ CN
(
Aµ+ b,AΣAH ,AΓAT
)
, où XT
etXH dénotent respectivement la transposée et transposée hermitienne deX .
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L’équation (2.13) révèle que, lorsque l’ordre de troncature N est sous-estimé,
l’estimation ỹn est perturbée par un terme résiduel
∑
r=1 yn+rP . Celui-ci peut
être vu comme un repliement d’ordre non linéaire 6, qui se comporte exactement
comme le repliement spectral lors du calcul de la TFD d’un signal complexe. Ce
repliement d’ordre organise l’erreur résiduelle globale et la distribue sous forme
de P perturbations,. Cette organisation permet de réduire l’effet des ordres su-
périeurs à la troncature dans l’estimation des yn.
Considérons qu’à la place des wk = wk, nous utilisions les facteurs λk = ρwk,
avec 0 < ρ ≤ 1 (voir Figure 2.2). Alors (2.11) devient
z̃(t) = WPR
(
y(t) +
∞∑
r=1
ρrPy(r)(t)
)
, (2.14)
où R = diag
(
1, ρ, . . . , ρP−1
)
. Par inversion de WPR, on obtient alors l’estima-
tion ỹ suivante :
ỹ(t) = y(t) +
∞∑
r=1
ρrPy(r)(t) . (2.15)
On observe que les contributions y(r) du résidu sont atténuées d’un facteur(
ρP
)r
< 1. Le facteur de contraste ρ permet de contrôler cette diminution en
influant sur la convergence des puissances de λ vers 0 (voir Figure 2.2). Les pa-
ramètres P et ρ permettent donc de minimiser l’impact des résidus des ordres
supérieurs en améliorant le rapport RMS(yn)/RMS(yn+P ) d’un ratio 1/ρP quel
que soit l’ordre n, ce qui correspond à une augmentation de −10P log10(ρ) dB.
La Figure 2.3 montre l’évolution de cette amélioration en fonction des para-
mètres P et ρ. Par exemple, un ratio de 20 dB est obtenu en fixant e.g. (i) P = 100
et ρ ≈ 0.955, ou (ii) P = 10 et ρ ≈ 0.631. Le premier cas nécessite beaucoup plus
de signaux tests que le second, mais l’amplitude plus élevée permet d’avoir des
mesures avec un meilleur RSB.
En utilisant un facteur de contraste ρ 6= 1, les ordres yn estimés corres-
pondent à une entrée de référence u à une amplitude à laquelle le système
n’a pas été mesurée — puisque toutes les mesures ont été faites à une ampli-
tude ρ|u|. La séparation va donc extrapoler la valeur des ordres yn à partir des
mesures effectuées sous l’hypothèse que la série de Volterra du système reste
convergente pour le niveau d’entrée |u|.
L’utilisation d’un facteur de contraste va de plus diminuer l’amélioration
du RSB montrée précédemment. Des calculs similaires à (2.7)–(2.8) montrent
que (2.9) devient
Σε =
σ2
P
R2 . (2.16)
6. Je remercie le relecteur anonyme qui a proposé le terme de « nonlinear order aliasing » dans son
compte-rendu de l’article de conférence [Bouvier et al., 2017]Bouvier et al. [2017].
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FIGURE 2.2 – Comparaison de l’évolution dans le plan complexe des puissances des facteurs
w = ej2π/(N+1) — carrés bleu ( ) — pour N = 4 et λ = ρw — triangles verts ( ) —
pour ρ < 1.
L’amélioration du RSB passe donc à ρn
√
P pour chaque ordre n, ce qui corres-
pond à 10 log10(P ) + 20n log10(ρ) dB ; la Figure 2.4 montre l’évolution de cette
amélioration en fonction des paramètres P et ρ.
Comme il est impossible d’exciter un système physique par des signaux
complexes, la méthode CPS est seulement abstraite et inutilisable en pratique.
Aussi, nous proposons ci-dessous une manière d’adapter l’utilisation du dé-
phasage pour des signaux réels.
2.3 ADAPTATION DU DÉPHASAGE AU CAS DES SIGNAUX RÉELS
Afin d’étudier le comportement du déphasage d’un signal réel à travers les
séries de Volterra, une nouvelle organisation des termes de la série de Vol-
terra est développée. Pour cela, deux nouveaux types de signaux sont tout
d’abord définis : les signaux interconjugués en § 2.3.1 et les signaux homophases
en § 2.3.2. Ensuite, une méthode de séparation des signaux homophases basée
sur les résultats de la méthode CPS est présentée en § 2.3.3 et étudiée en § 2.3.4.
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FIGURE 2.3 – Lignes de niveau (en décibels) de l’amélioration du rejet des perturbations
d’ordres supérieurs à la troncature pour la méthode CPS en fonction du nombre
de phases P et du facteur de contraste ρ.
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FIGURE 2.4 – Lignes de niveau (en décibels) de l’amélioration du rapport signal-sur-bruit pour
la méthode CPS en fonction du nombre de phases P et du facteur de contraste ρ,
pour l’ordre n = 10.
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2.3.1 Signaux interconjugués
Dans le § 2.2, nous avons considéré un déphasage défini comme la multipli-
cation d’un signal par le facteur ejθ. Néanmoins, le signal obtenu par cette opé-
ration est à valeurs complexes. Tout signal réel r ∈ U peut s’exprimer comme
la somme pondérée d’un signal complexe de référence u ∈ UC et de son conju-
gué. Le signal u peut être choisi comme le signal analytique 7 de r, mais d’autres
choix sont possibles, tant que l’égalité r = (u+u)/2 est respectée. Il est donc pos-
sible de construire la version déphasée d’un signal réel (telle que nous l’enten-
dons dans cette thèse) à partir du déphasage du signal complexe de référence,
i.e. en calculant (ejθu+ ejθu)/2.
Pour étudier le comportement du déphasage à travers une série de Volterra,
il faut donc considérer non plus seulement l’homogénéité mais surtout la multi-
linéarité des opérateurs de Volterra Vn. Une nouvelle notion permet de faire le
lien entre Y et YC , celle des signaux interconjugués.
Définition 2.1 (Signaux interconjugués). Soit un signal u ∈ UC et un opérateur
de Volterra symétrique Vn ∈ Vn (cf. Définition 1.6 p. 19). Les signaux intercon-
jugués yn,q ∈ YC sont définis pour tout q ∈ J0;nK par
yn,q(t) := Vn
[
u, . . . , u︸ ︷︷ ︸
n−q fois
, u, . . . , u︸ ︷︷ ︸
q fois
]
(t) . (2.17)
Par extension, on note aussi y0,0(t) := V0(t) = y0.
Remarque 2.1. Les signaux yn,0 (respectivement yn,n) correspondent à la sortie
d’ordre n d’une série de Volterra excitée par le signal u (resp. u). Les signaux
yn,q avec 0 6= q 6= n n’ont pas de correspondance similaires en terme de relations
entrées/sorties.
Propriété 2.1 (Symétrie hermitienne). Il découle de la symétrie de Vn les pro-
priété suivantes :
• pour tout ordre n et entier q = 0, . . . , n, on a yn,n−q = yn,q ;
• pour tout ordre n pair, les signaux yn,n/2 sont réels.
Soit γ ∈ C. On note α = |γ| et θ = ej arg γ . En notant le signal v = αθu ∈ UC ,
on a alors
Vn
[
v, . . . , v︸ ︷︷ ︸
n−q fois
, v, . . . , v︸ ︷︷ ︸
q fois
]
(t) = αnθn−2q Vn
[
u, . . . , u︸ ︷︷ ︸
n−q fois
, u, . . . , u︸ ︷︷ ︸
q fois
]
(t) , (2.18)
ce qui nous permet de déduire la propriété suivante.
7. Un signal analytique est un signal complexe n’ayant aucune fréquence négative. À tout signal réel
correspond un unique signal anlytique qui peut être calculé à l’aide de la Transformée de Hilbert.
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Propriété 2.2 (Homogénéité). Les signaux yn,q sont
• homogènes d’ordre n par rapport à un gain en amplitude du signal u ;
• homogènes d’ordre n− 2q par rapport à un déphasage du signal u.
Propriété 2.3. Soit le signal sinusoïdal complexe u(t) = ej2πft. Alors les signaux
interconjugués yn,q sont des sinusoïdes complexes qui représentent la contribu-
tion d’ordre n à la fréquence (n − 2q)f . Leur phase et amplitude dépendent de
l’opérateur Vn.
Remarque 2.2. On observe en pratique que la Propriété 2.3 se généralise au cas
des signaux sinusoïdaux u(t) = ej2πf(t)t où la fréquence instantanée f(t) varie
lentement, i.e. les signaux interconjugués sont alors sinusoïdes complexes de la
fréquence (n− 2q)f(t).
Les signaux interconjugués permettent de ré-écrire la sortie d’ordre n en ré-
ponse à un signal d’entrée réel, comme le montre le lemme suivant.
Lemme 2.1. Soit les conditions de la Définition 2.1. On note r = Re[u] ∈ U , et
yn = Vn[r, . . . , r] ∈ Y la sortie d’ordre n correspondante. Alors
yn(t) =
1
2n
n∑
q=0
(
n
q
)
yn,q(t) . (2.19)
Démonstration. La preuve découle de la symétrie et de la n-linéarité de l’opéra-
teur Vn qui prend pour chacune de ses n entrées r = (u+ u)/2.
Exemple 2.1. Soit le signal cosinusoïdal r(t) = cos(2πft) et sa version ana-
lytique u(t) = ej2πft. Considérons un opérateur Vn tel que Vn[r](t) = r(t)
n.
Alors (2.19) régénère
cos(2πft)n =
1
2n
n∑
q=0
(
n
q
)
ej(n−2q)2πft (2.20)
=



1
2n−1


(
n
n/2
)
+
n/2∑
m=1
(
n
n/2−m
)
cos(2π2mft)

 , si n pair,
1
2n−1
(n−1)/2∑
m=0
(
n
(n− 2m− 1)/2
)
cos(2π(2m+ 1)ft) , sinon,
(2.21)
la formule de linéarisation de cos(x)n qui fait apparaître les coefficients des po-
lynômes de Tchebychev.
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Pour la méthode CPS (cf. § 2.2), et grâce à l’utilisation de signaux complexes,
les ordres d’homogénéité par rapport à un changement d’amplitude et par rap-
port à un déphasage sont confondus. Cette propriété nous a permis de rempla-
cer l’utilisation d’une matrice de Vandermonde quelconque par la matrice de
la TFD pour la séparation d’ordre. Le Lemme 2.1 montre que pour le cas des
signaux à valeurs réelles, deux ordres distincts apparaissent pour l’amplitude
et la phase (cf. (2.18)). Il n’existe pas de relation d’homogénéité entre le dépha-
sage des ordres de la sortie et le déphasage du signal d’entrée (excepté le cas de
l’opposition de phase, i.e. d’une multiplication de l’entrée par −1). Par contre,
chaque ordre peut se décomposer en une somme de signaux interconjugués
(cf. (2.19)) qui sont bien en relation d’homogénéité par rapport un déphasage
du signal complexe u. Cette relation induit un support fréquentiel très particu-
lier pour les signaux yn,q, comme le détaille le corollaire suivant.
Corolaire 2.1. Soit un signal complexe u ∈ UC de support fréquentiel borné ∆u =
[f1, f2]. Pour tout opérateur Vn ∈ Vn, le support fréquentiel ∆yn,q du signal intercon-
jugué yn,q correspondant (cf. Définition 2.1) vaut
∆yn,q =
[
(n− q)f1 − qf2, (n− q)f2 − qf1
]
. (2.22)
Ce support est centré en n−2q
2
(f1 + f2) avec une largeur de n(f2 − f1).
Démonstration. Il suffit de remarquer que le support fréquentiel de yn,q est iden-
tique à celui du signal un−quq.
Exemple 2.2. Soit le signal u dont la transformée de Fourier vaut 1 sur le do-
maine fréquentiel [a, b], 0 ailleurs 8, et r sa version réelle, i.e. r(t) = Re[u(t)].
Considérons un opérateur Vn tel que Vn[r](t) = r(t)
n. Les spectres correspon-
dants aux signaux yn,q, pour q ∈ J0;nK et n = 1, 2, 3 sont montrés en Figure 2.5.
Corolaire 2.2. Soit un signal complexe u ∈ UC de support fréquentiel borné ∆u =
[f1, f2]. Pour tout opérateur Vn ∈ Vn, le support fréquentiel ∆yn de la sortie d’ordre
homogène yn vaut
∆yn =
n⋃
q=0
[
(n− q)f1 − qf2, (n− q)f2 − qf1
]
. (2.23)
Démonstration. La preuve découle directement de la combinaison du Lemme 2.1
et du Corolaire 2.1.
La formule (2.23) est un résultat déjà connu de la littérature [Lang et Billings,
1997].
8. Il s’agit d’un sinus cardinal modulé dont l’expression temporelle est
(b− a) sinc(π(b− a)t)ejπt(a+b)t.
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FIGURE 2.5 – Spectres des signaux interconjugués yn,q décrits dans l’Exemple 2.2
2.3.2 Signaux homophases
Maintenant que les outils pour décrire la sortie réelle d’une série de Vol-
terra à l’aide de signaux complexes — les signaux interconjugués — sont dis-
ponibles, il devient possible d’étudier l’effet d’un déphasage dans le cas des
signaux réels. Soit un signal complexe de référence u ∈ UC , et θ un scalaire
complexe sur le cercle unité, i.e. |θ| = 1. On note rθ = Re[θ u] ∈ U , et yn ∈ Y la
sortie d’ordre n correspondante. Alors le Lemme 2.1 et la propriété d’homogé-
néité (1.18) donnent
yn(t) =
1
2n
n∑
q=0
(
n
q
)
θn−2qyn,q(t) . (2.24)
En accord avec la Propriété 2.2, les signaux interconjugués yn,q sont liés à un fac-
teur de déphasage θn−2q fixe. Si l’on représente les yn,q dans un plan selon leur
ordre n et leur déphasage p = n − 2q (voir Figure 2.6), on retrouve la structure
du triangle de Pascal. Cela découle tout simplement de la propriété de multi-
linéarité des opérateurs Vn. Les différents termes yn,q regroupés dans chaque
colonne p partagent donc tous le même déphasage ; cela nous amène à la défi-
nition suivante :
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FIGURE 2.6 – Représentation des signaux interconjugués yn,q dans un plan (n, p), avec n leur
ordre de non-linéarité et p = n − 2q leur indice de déphasage ; la ligne poin-
tillée ( ) indique l’axe de symétrie hermitienne.
Définition 2.2 (Signaux homophases). Soit un opérateur de Volterra V ∈ VS
d’ordre maximal fini N ∈ N ou infini N = +∞. Soit un signal u ∈ UC , et yn,q
les signaux interconjugués donnés par la Définition 2.1 pour tout q ∈ J0;nK et
n ∈ J0;NK. On définit
• l’ensemble d’indices
INp = {n ∈ N | |p| ≤ n ≤ N et n ≡ p [2]} , (2.25)
où a ≡ b [k] signifie a congru à b modulo k ;
• les signaux homophases ψp ∈ YC donnés pour tout p ∈ J−N ;NK par
ψp(t) :=
∑
n∈INp
1
2n
(
n
n−p
2
)
yn,n−p
2
(t) . (2.26)
Propriété 2.4 (Symétrie hermitienne). Il découle de la Propriété 2.1 que :
• pour tout indice de phase p, on a ψ−p = ψp ;
• le signal ψ0 est réel.
Propriété 2.5 (Homogénéité). Il découle de la Propriété 2.2 que les signaux ψp
sont homogènes d’ordre p par rapport à un déphasage du signal de référence u.
Propriété 2.6. Soit le signal sinusoïdal complexe u(t) = ej2πft. Alors les signaux
homophases ψp sont des sinusoïdes complexes qui représentent la contribution
du système— de tous les ordres — à la fréquence pf . Leur phase et amplitude
dépendent de l’opérateur Vn.
Remarque 2.3. En pratique, on observe aussi que pour des excitations ayant une
fréquence instantanée f(t) à variation suffisamment lente, les signaux homo-
phases ψp correspondent aux composantes harmoniques de fréquence pf(t).
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Cette notion de signaux homophases permet de réécrire la sortie d’une série
de Volterra comme une somme de termes homogènes, non plus en amplitude,
mais en phase.
Théorème 2.1. Soit un opérateur de Volterra V ∈ VS d’ordre maximal fini N ∈ N
ou infini N = +∞. Soit un signal u ∈ UC , ψp les signaux homophases donnés par
la Définition 2.2 pour tout p ∈ J−N ;NK, et θ un scalaire complexe sur le cercle unité.
On note y ∈ Y la sortie de l’opérateur en réponse à Re[θ u] ∈ U . Alors
y(t) =
N∑
p=−N
θpψp(t) . (2.27)
Démonstration. Voir Annexe A.1.
L’équation (2.27) montre qu’il est possible de séparer les signaux homo-
phases d’une manière similaire à la méthode CPS, comme le montre la section
suivante.
2.3.3 Présentation de la méthode HPS
Soit une série de Volterra de degré N ∈ N. Soit un signal complexe de réfé-
rence u ∈ UC , r = Re[u] ∈ U le signal d’entrée associé, et ψp ∈ YC les signaux
homophases que l’on souhaite séparer. On introduit P = 2N + 1 et w = e−j2π/P ;
notons uk = Re[wku] ∈ U une collection de signaux d’entrée, et zk = V[uk] ∈ Y
les sorties correspondantes. Alors (2.27) donne
z = WPψ , (2.28)
oùψ =
[
ψ0 . . . ψN ψ−N . . . ψ−1
]T etWP est la matrice de la TFD. La struc-
ture du vecteur ψ découle de la symétrie hermitienne des signaux ψp selon p
(cf. Propriété 2.4), et est en accord avec le fait que ψ correspond au spectre du
vecteur z réel.
On peut donc récupérer les signaux homophases à l’aide d’une TFD inverse
appliquée aux mesures — i.e. en calculant ψ = zW−1P . On nommera cette mé-
thode
Séparation en signaux Homophases (HPS, pour HomoPhase Separation
method ).
En utilisant la même approche que pour la méthode CPS — déphasage et TFD
inverse —, les signaux de phases homogènes peuvent être séparés. Mais, à la
différence du cas des signaux complexes où phase, amplitude et ordre de non-
linéarité sont tout trois homogènes, dans le cas des signaux réels ces signaux
homophases ne correspondent pas aux ordres yn. Autre différence, le nombre mi-
nimum de phases requises passe de N + 1 (pour CPS) à 2N + 1. Ceci est dû au
fait que, travaillant sur des signaux réels, il faille prendre en compte à la fois les
indices de phases p positives et négatives.
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2.3.4 Propriétés
La méthode HPS utilisant la TFD — comme CPS —, on y retrouve une
grande partie de ses propriétés.
Interpolation et nombre de phases. Comme pour la méthode CPS (cf. § 2.2.3), il
est possible d’utiliser un nombre de phases P supérieur à Pmin = 2N + 1. Le
vecteur ψ estimé devient alors
ψ =
[
ψ0 . . . ψN 0 . . . 0 ψ−N . . . ψ−1
]T
. (2.29)
La différence par rapport à CPS sur l’apparition des zéros tient à la symétrie
hermitienne de ψ.
Robustesse au bruit. Supposons que chaque mesure zk est perturbée par un
processus i.i.d. suivant une loi gaussienne centrée de variance σ2, i.e. bk(t) ∼
N (0, σ2) pour tout instant t. Alors, de manière similaire à (2.7) et (2.8), on montre
que la meilleure estimation des signaux homophases au sens des moindres car-
rés, donnée par
ψ̃(t) = W−1P z̃(t) = ψ(t) + ε(t) (2.30)
est perturbée par un processus gaussien à valeurs complexes i.i.d. multivariable
b ∼ CN (0,Σε,Γε). Les matrices de covariance Σε et de pseudo-covariance Γε
de ce bruit d’estimation sont données par 9
Σε =
σ2
P
I , (2.31)
Γε =
σ2
P
J , (2.32)
avec J la matrice carrée de taille P telle que J ij = 1 si i + j ≡ 0 [P ] et 0 sinon,
pour i, j = 0, . . . , P − 1. La forme de la matrice de pseudo-covariance découle
de la symétrie hermitienne du vecteur ψ̃.
Les équations (2.31) et (2.32) montre qu’en utilisant la méthode HPS, le RSB
des signaux homophases estimés s’améliore d’un facteur
√
P , correspondant à
une augmentation de 10 log10(P ). Il est donc intéressant d’utiliser un nombre de
phases P grand pour augmenter la robustesse au bruit de mesure.
Erreur de troncature et repliement d’ordre homophase. On s’intéresse à l’effet des
ordres supérieurs à l’ordre de troncatureN sur l’estimation des signaux ψp pour
p ∈ J−N ;NK.
9. La preuve se fait en considérant que si x ∼ N (µ,Σ), alors x ∼ CN (µ,Σ,Σ) ; autrement dit, une
variable aléatoire qui suit une distribution gaussienne peut aussi être décrite à l’aide d’une distribution
gaussienne complexe, avec sa matrice de pseudo-covariance Γ égale à sa matrice de covariance Σ.
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FIGURE 2.7 – Illustration du repliement apparaissant dans la méthode HPS pour un ordre de
troncature N = 3 en représentant les signaux interconjugués yn,q dans un plan
(n, p), avec n leur ordre de non-linéarité et p = n − 2q leur indice de déphasage ;
les lignes doubles ( ) indiquent les axes de périodicité dues au repliement, et les
signaux interconjugués repliés sont indiqués par des flèches rouges.
Soit une série de Volterra (non tronquée) décrite par l’opérateur V. Alors les
signaux homophases ψp estimés par HPS contiennent des contributions de tous
les ordres n ≥ p puisque la somme dans l’équation (2.26) est infinie. De plus,
étant donnée la périodicité de n’importe quelle racine P ème de l’unité w, on peut
réécrire (2.27) comme suit :
V
[
Re[wu]
]
(t) =
(P−1)/2∑
p=−(P−1)/2
wp
∞∑
r=0
ψp+rP (t) . (2.33)
On observe donc ici aussi un phénomène de repliement, se comportant comme
le repliement spectral lors du calcul de la TFD d’un signal réel. À l’instar de la
méthode CPS, l’estimation ψ̃p se retrouve donc perturbée comme suit :
ψ̃p(t) = ψp(t) +
∞∑
r=1
ψp+rP (t) . (2.34)
Exprimé autrement, cela signifie que ψ̃p regroupe tous les signaux interconju-
gués yn,q tel que p ≡ n− 2q [P ] (voir Figure 2.7).
L’utilisation d’un facteur de contraste pour minimiser l’effet du repliement,
comme pour la méthode CPS, n’est ici pas possible. Cela est dû au fait que les
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signaux homophases ne sont pas homogènes par rapport à l’amplitude du si-
gnal d’entrée, puisqu’ils contiennent des contributions de plusieurs ordres dif-
férents. La seule manière permettant de réduire l’impact du repliement est de
prendre un nombre de phases P élevé — et donc utiliser un grand nombre de
signaux tests. En effet, les ψp ne comportant que des contributions d’ordres n
supérieurs à |p|, la première perturbation ψp+P sera d’amplitude assez faible
par rapport à celle de ψp si P est assez grand.
La méthode HPS nous donne accès aux signaux homophases (avec un condi-
tionnement optimal et une robustesse intéressante si P est grand) grâce à l’uti-
lisation d’une TFD inverse. Toutefois elle ne permet pas de retrouver les ordres
yn puisque pour cela il faudrait pouvoir séparer tous les différents signaux in-
terconjugués yn,q, et reconstruire les ordres à l’aide de la relation (2.19). Pour
retrouver les yn,q, le § 2.4 présente une méthode mixte, exploitant des relations
de phase (comme dans HPS) et d’amplitude (comme dans AS). Une autre mé-
thode, utilisant quand à elle seulement des relations de phase, est présentée
en § 2.5.
2.4 SÉPARATION D’ORDRE UTILISANT PHASE ET AMPLITUDE
2.4.1 Idée
Pour un indice de phase p donné, les signaux interconjugués yn,q tels que
n− 2q = p partagent le même ordre d’homogénéité par rapport à un déphasage
du signal d’entrée (cf. Propriété 2.2). S’ils ne peuvent être discriminés via des
relations de phases, ils peuvent l’être via des relations d’amplitudes. L’intérêt
réside dans le fait que le nombre de termes à séparer (via l’amplitude) dans un
signal homophase est réduit par rapport au nombre d’ordres à séparer dans la
sortie totale. Puisque la méthode HPS fait déjà une séparation entre les ordres
pairs et impairs, le nombre d’amplitudes nécessaires est égal au nombre maxi-
mum de signaux yn,q dans un signal ψp, i.e. 1 + bN/2c, où bxc désigne la partie
entière de x. Puisqu’ils serviront à séparer des signaux yn,q avec des ordres n de
même parité, il est nécessaire que ces facteurs soient tous de même signe.
2.4.2 Présentation de la méthode PAS
Soit une série de Volterra de degré N ∈ N. Soit un signal complexe de réfé-
rence u ∈ UC , r = Re[u] ∈ U le signal d’entrée associé, et yn ∈ Y les ordres que
l’on souhaite séparer. On nommera
Séparation par utilisation de Phases et Amplitudes (PAS, pour Phase and
Amplitude Separation method )
la méthode constituée des étapes suivantes :
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(i) Séparation des signaux homophases. Soit A = 1 + bN/2c coefficients αk ∈
R tels que αk > 0 pour tout k ∈ J1;AK. Pour chaque amplitude αk, on
applique la méthode HPS en utilisant uk = αku comme signal complexe de
référence, et on note ψ(αk)p les signaux homophases ainsi estimés. D’après
la Définition 2.2 et la Propriété 2.2, ces signaux ψ(αk)p sont donnés par
ψ(αk)p (t) =
∑
n∈INp
αnk
2n
(
n
n−p
2
)
yn,n−p
2
(t) . (2.35)
(ii) Regroupement par indice de phase. On note Np l’ordre maximal de non-
linéarité apparaissant dans le signal ψp, i.e.
Np =
{
N , si p ≡ N [2] ;
N − 1 , sinon. (2.36)
Pour chaque p = −N, . . . , N , on construit :
• le vecteur ψp regroupant tous les ψ
(αk)
p pour k = 1, . . . , A, i.e.
ψp(t) =


ψ
(α1)
p
...
ψ
(αA)
p

(t) ; (2.37)
• le vecteur yp regroupant tous les signaux yn,q tels que n− 2q = p, i.e.
yp(t) =


y|p|, |p|−p
2
y|p|+2, |p|−p
2
+1
...
y
Np,
Np−p
2


(t) ; (2.38)
• le matrice de combinaison Ξp donnée par
Ξp =


ξ
(α1)
|p| ξ
(α0)
|p|+2 . . . ξ
(α1)
Np
...
...
. . .
...
ξ
(αA)
|p| ξ
(αQ)
|p|+2 . . . ξ
(αA)
Np

 , (2.39)
où les ξ(α)n sont définis par
ξ(α)n =
αn
2n
(
n
n−p
2
)
. (2.40)
(iii) Séparation des signaux interconjugués. D’après (2.35), la relation
ψp(t) = Ξpyp(t) (2.41)
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est vraie pour tout p = −N, . . . , N . Les signaux interconjugués yn,q sont
donc estimés en inversant (2.41). La matrice Ξp est (pseudo-)inversible si
et seulement si les facteurs αk sont non nuls et distincts deux à deux.
(iv) Reconstruction des sorties d’ordres homogènes : Une fois que les signaux
yn,q sont connus, les ordres yn sont reconstruits en utilisant le Lemme 2.1.
D’une certaine manière, cette méthode PAS peut être vue comme une extension
de la méthode AS utilisant des facteurs de signes alternés : le même nombre
d’amplitudes A = 1 + bN/2c est nécessaire, et l’utilisation de facteurs de signes
alternés est étendue à tout déphasage (facteurs complexes sur le cercle unité).
Il en résulte un plus grand nombre de signaux tests mais aussi la possibilité
d’avoir accès aux signaux interconjugués yn,q, et pas seulement aux ordres ho-
mogènes yn.
2.4.3 Propriétés
La méthode PAS, par définition, hérite des avantages et inconvénients des
méthodes AS et HPS. Puisque l’étape (i) consiste essentiellement en plusieurs
applications de la méthode HPS, son conditionnement est optimal. De plus,
sa robustesse aux bruits de mesure et à une mauvaise troncature N peut être
améliorée en augmentant le nombre de phases P utilisé pour HPS ; chaque ajout
d’une phase augmente le nombre de signaux tests nécessaires de 1 + bN/2c.
À l’inverse, l’étape (iii) est plutôt mal conditionnée. Bien que les matrices de
Vandermonde à inverser soient de petite taille — par rapport à la matrice de
Vandermonde inversée dans AS —, le conditionnement de certaines est assez
élevé. Ceci est particulièrement vrai pour les matrices Ξ1 et Ξ−1 dont l’inver-
sion permet d’obtenir les termes linéaires. Comme pour la méthode AS, il est
possible d’y remédier en utilisant plus d’amplitudes différentes ; chaque nou-
veau facteur αk fait augmenter le nombre de signaux tests nécessaires de P .
La robustesse globale de la méthode PAS repose donc sur un compromis
entre nombre de phases P et nombre d’amplitudes A d’un côté, et nombre de
signaux tests et intervalle d’amplitude disponible de l’autre.
2.5 SÉPARATION D’ORDRE PAR DOUBLE DÉPHASAGE
Afin d’éviter les difficultés inhérentes à l’utilisation d’amplitudes, cette sec-
tion propose une méthode basée sur des combinaisons linéaires de paires de
signaux ayant chacun un déphasage propre.
2.5.1 Résultats préliminaires
La notion de signal homophase introduite en § 2.3.2 regroupe les signaux
signaux yn,q dont la phase varie identiquement (grâce à une matrice de TFD).
De même, un nouveau type de signal est défini ici, permettant l’exploitation de
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la multi-linéarité des ordres de Volterra (au lieu de l’homogénéité) pour étudier
la réponse à un signal de la forme Re
[
θ1u+θ2u
2
]
.
Définition 2.3 (Signaux biphases). Soit un opérateur de Volterra V ∈ VS d’ordre
maximal fini N ∈ N ou infini N = +∞. Soit un signal u ∈ UC , et yn,q les signaux
interconjugués données par la Définition 2.1 pour tout q ∈ J0;nK et n ∈ J0;NK.
On définit
• les coefficients
χ
n(a1, a2) :=
1
4n
n−a2∑
l=a1
l≡a1 [2]
(
n
l+a1
2
, n−l+a2
2
, l−a1
2
, n−l−a2
2
)
, (2.42)
où
(
n
k1,...,km
)
= n!
k1!...km!
est le coefficient multinomial ;
• l’ensemble d’indices
JNp1,p2 = {n ∈ N | |p1|+ |p2| ≤ n ≤ N et n ≡ p1 + p2 [2]} ; (2.43)
• Les signaux biphases Ψp1,p2 ∈ YC donnés pour tout (p1, p2) ∈ J−N ;NK2 par
Ψp1,p2(t) :=
∑
n∈JNp1,p2
χ
n(|p1|, |p2|)yn,n−p1−p2
2
(t) , (2.44)
Propriété 2.7 (Symétrie). En remarquant que χn(a1, a2) = χn(a2, a1), il s’en suit
que Ψp1,p2(t) = Ψp2,p1(t).
Propriété 2.8 (Symétrie hermitienne). Il découle de la Propriété 2.1 que :
• pour tout indices de phases p1 et p2, on a Ψ−p1,−p2 = Ψp1,p2 ;
• pour tout indice de phase p, le signal Ψp,−p est réel.
Propriété 2.9 (Homogénéité). Il découle de la Propriété 2.2 que les signaux
Ψp1,p2 sont homogènes d’ordre p = p1 +p2 par rapport à un déphasage du signal
de référence u.
Les signaux biphases permettent de ré-écrire simplement la sortie d’une sé-
rie de Volterra pour une entrée constituée comme la combinaison linéaire d’une
paire de signaux ayant chacun un déphasage propre.
Théorème 2.2. Soit un opérateur de Volterra V ∈ VS d’ordre maximal fini N ∈ N
ou infini N = +∞. Soit un signal u ∈ UC , Ψp1,p2 les signaux biphases donnés par
la Définition 2.3, et θ1, θ2 deux scalaires complexes sur le cercle unité. On note y ∈ Y
la sortie de l’opérateur en réponse à l’entrée Re
[
θ1u+θ2u
2
]
∈ U . Alors
y(t) =
∑
|p1|+|p2|≤N
θp11 θ
p2
2 Ψp1,p2(t) , (2.45)
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FIGURE 2.8 – Répartition des signaux biphases Ψp1,p2 jusqu’à l’ordre n = 3 dans un plan
(p1, p2) ; la ligne en tireté ( ) indique l’axe de symétrie, et la ligne pointillée ( )
l’axe de symétrie hermitienne.
Démonstration. Voir Annexe A.2.
Le Théorème 2.2 montre qu’il est possible de séparer les signaux biphases à
l’aide de l’utilisation d’une Transformée de Fourier Discrète à deux dimensions
(TFD-2D). En effet, pour une entrée de la forme Re
[
θ1u+θ2u
2
]
, la sortie d’une sé-
rie de Volterra peut être décomposée en signaux Ψp1,p2 dans le plan de phases
(p1, p2) (voir Figure 2.8). Les symétries de cette décomposition sont similaires à
celles du spectre de fréquences d’une image 2D réelle (cf. Propriétés 2.7 et 2.8).
De plus, d’après (2.44) et (2.45), les signaux yn,q peuvent être répartis dans le
demi-espace tridimensionnel (p1, p2, n) comme en Figure 2.9. On y remarque la
structure tétraédrique de la pyramide de Pascal, qui est due à la multi-linéarité
de l’opérateur Vn. On y observe aussi le fait que, pour un n donné, l’anti-
diagonale p = p1 +p2 ne contient qu’un seul signal interconjugué— i.e. yn,n−p
2
—,
et que les signaux yn,q sont circonscrits à l’intérieur du carré |p1| + |p2| ≤ n. Ces
propriétés rendent possible la séparation des signaux interconjugués à partir
des signaux biphases, comme détaillé ci-dessous.
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FIGURE 2.9 – Répartition des signaux interconjugués yn,q jusqu’à l’ordre n = 3 dans le demi-
espace tridimensionnel (p1, p2, n) suivant les relations q = n−p1−p22 et |p1|+ |p2| ≤
n.
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2.5.2 Présentation de la méthode RPS
Soit une série de Volterra de degré N ∈ N. Soit un signal complexe de réfé-
rence u ∈ UC , r = Re[u] ∈ U le signal d’entrée associé, et yn ∈ Y les ordres que
l’on souhaite séparer. On nommera
Séparation par Phase pour signaux Réels (RPS, pour Real-valued Phase-based
Separation).
la méthode constituée des étapes suivantes :
(i) Création des signaux. Soit P = 2N + 1 et w = e−j2π/P ; notons Uk1,k2 =
1
2
Re
[(
wk1 + wk2
)
u
]
∈ U une collection de signaux d’entrée, et Zk1,k2 =
V[Uk1,k2 ] ∈ Y les sorties correspondantes.
(ii) Séparation des signaux biphases. Notons FP,P l’opérateur de la TFD-2D
d’ordre (P, P ). D’après le Théorème 2.2, on a
Z(t) = FP,P{Ψ}(t) , (2.46)
où la matrice Ψ regroupe les signaux Ψp1,p2 , i.e.
Ψ =


Ψ0,0 . . . Ψ0,N Ψ0,−N . . . Ψ0,−1
...
. . .
...
...
...
ΨN,0 . . . ΨN,N ΨN,−N . . . ΨN,−1
Ψ−N,0 . . . Ψ−N,N Ψ−N,−N . . . Ψ−N,−1
...
...
...
. . .
...
Ψ−1,0 . . . Ψ−1,N Ψ−1,−N . . . Ψ−1,−1


. (2.47)
Les signaux biphases sont donc estimés à l’aide d’une TFD-2D inverse.
(iii) Regroupement par indice de phase. On note Np l’ordre maximal de non-
linéarité apparaissant dans les signaux Ψp1,p2 tels que p1 + p2 = p, i.e.
Np =
{
N , si p ≡ N [2] ;
N − 1 , sinon. (2.48)
Pour chaque p = −N, . . . , N , on construit :
• le vecteur υp regroupant tous les signaux Ψp1,p2 sur l’anti-diagonale
p1 + p2 = p, i.e.
υp =


Ψr0,rNp
Ψr1,rNp−1
. . .
ΨrNp ,r0

 , (2.49)
avec rj =
p−Np
2
+ j ;
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• le vecteur yp regroupant tous les signaux yn,q tels que n − 2q = p, i.e.
comme défini par l’équation (2.38) ;
• la matrice de combinaison X p donnée par
X p =


0 0 . . . ζNp(0)
...
... . .
. ...
0 ζ|p|+2
(
Np−|p|−2
2
)
. . . ζNp
(
Np−|p|−2
2
)
ζ|p|
(
Np−|p|
2
)
ζ|p|+2
(
Np−|p|
2
)
. . . ζNp
(
Np−|p|
2
)
...
...
...
ζ|p|
(
Np+|p|
2
)
ζ|p|+2
(
Np+|p|
2
)
. . . ζNp
(
Np+|p|
2
)
0 ζ|p|+2
(
Np+|p|+2
2
)
. . . ζNp
(
Np−|p|+2
2
)
...
...
. . .
...
0 0 . . . ζNp(Np)


, (2.50)
où l’on a noté par souci de lisibilité ζa(j) = χa
(
p−Np
2
+ j, p+Np
2
− j
)
. On
retrouve dans cette matrice creuse la structure triangulaire qui corres-
pond à la Figure 2.9. L’indice des colonnes est associé à un ordre de
non-linéarité du système et l’indice des lignes à un signal biphase.
(iv) Séparation des signaux interconjugués. D’après (2.44), la relation
υp(t) = X pyp(t) (2.51)
est vraie pour tout p = −N, . . . , N . Les signaux interconjugués yn,q sont
donc estimés en inversant (2.51), ce qui est toujours possible car la matrice
X p est pseudo-inversible.
(v) Reconstruction des sorties d’ordres homogènes. Une fois que les signaux
yn,q sont connus, les ordres yn sont reconstruits en utilisant le Lemme 2.1.
En pratique, il n’est pas nécessaire de réaliser les P 2 mesures indiquées à
l’étape (i). En effet, la collection de signaux d’entrées a la propriété de symétrie
Uk1,k2 = Uk2,k1 , ce qui implique Zk1,k2 = Zk2,k1 . Ainsi, le nombre de signaux tests
à utiliser vaut K = P (P+1)
2
= (2N + 1)(N + 1), ce qui correspond au nombre
de signaux distincts dans la matrice symétrique Z (les signaux restants sont
retrouvés par symétrie).
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2.5.3 Propriétés
Interpolation et nombre de phases. Comme pour les méthodes CPS et HPS, il
est possible d’utiliser un nombre de phases P supérieur à Pmin = 2N + 1. Les
propriétés de la TFD-2D permettent de remarquer que ce paramètre a un impact
sur la robustesse de la méthode RPS, comme détaillé ci-dessous.
Robustesse au bruit. Supposons que chaque mesure Zk1,k2 est perturbée par un
processus i.i.d. suivant une loi gaussienne centrée de variance σ2, i.e. bk1,k2(t) ∼
N (0, σ2) pour tout instant t. Alors des développements identiques à (2.30)–
(2.32) montrent qu’en utilisant la méthode RPS, le RSB des signaux biphases
Ψp1,p2 estimés lors de l’étape (ii) s’améliore d’un facteur P , correspondant à une
augmentation de 20 log10(P ). La différence avec les méthodes CPS et HPS, où
l’amélioration est de
√
P , tient à la différence de normalisation entre la TFD —
au total de P entre la transformée directe et inverse — et la TFD-2D — au total
de P 2.
Mais, en considérant le cas où les signaux Zk1,k2 et Zk2,k1 viennent de la même
mesure, l’hypothèse d’indépendance statistique entre les bruits bk1,k2 et bk2,k1 est
erronée (puisqu’ils sont égaux). Les relations de covariance deviennent
Cov(bk1,k2 , bl1,l2) =



σ2 , si k1 = l1 et k2 = l2 ;
σ2 , si k1 = l2 et k2 = l1 ;
0 , sinon.
(2.52)
Notons εp1,p2 l’erreur (à valeurs complexes) sur le signal biphase Ψp1,p2 estimé
résultant du bruit de mesure, i.e. ε(t) = F -1P,P{b}(t). On a alors les relations de
covariance suivantes (voir § A.3 pour la preuve) :
Cov(εp1,p2 , εq1,q2) =
σ2
P 2
×



(
2− 1
P
)
, si p1 = p2 = q1 = q2 ;
(
1− 1
P
)
, si p1 = q1 et p2 = q2 ;
(
1− 1
P
)
, si p1 = q2 et q1 = p2 ;
−1
P
, si p1 + p2 ≡ q1 + q2 [P ] ;
0 , sinon.
(2.53)
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De plus, la pseudo-covariance des bruits εp1,p2 est donnée par
Cov(εp1,p2 , εq1,q2) =
σ2
P 2
×



(
2− 1
P
)
, si p1 = p2 = −q1 = −q2 ;
(
1− 1
P
)
, si p1 = −q1 et p2 = −q2 ;
(
1− 1
P
)
, si p1 = −q2 et q1 = −p2 ;
−1
P
, si p1 + p2 ≡ −q1 − q2 [P ] ;
0 , sinon.
(2.54)
Cette expression de la pseudo-covariance découle de la symétrie hermitienne
de la matrice ψ.
L’équation (2.53) montre que le bruit d’estimation entre différents signaux
biphases peut être corrélé, mais que globalement la diminution de la variance
du bruit reste d’un ordre de grandeur de P 2 (correspondant à une amélioration
du RSB d’environ P ). Comme pour les méthodes CPS ou HPS, il est donc inté-
ressant d’utiliser un nombre de phases P élevé pour augmenter la robustesse
au bruit de mesure dans l’étape (ii). Par contre, cela augmentera énormément
le nombre minimum de signaux tests qui est ici en O(P 2), et non plus en O(P )
comme pour les méthodes CPS, HPS ou PAS.
La qualité de l’estimation des signaux interconjugués (étape (iv)), dépend de
celle des signaux biphases et du conditionnement de la matrice X p. Ce condi-
tionnement est fixe pour un ordre de troncature N et un indice de phase p don-
nés. Il vaut 1 lorsque p = N ou p = N − 1 (ce qui correspond aux cas où les
signaux biphases sont constitués d’un seul signal interconjugué) et, pour un
p fixé, augmente avec N . La robustesse globale de l’étape (iv) diminue donc
lorsque l’ordre de troncature augmente.
Erreur de troncature et repliement. Considérons maintenant l’effet des ordres
supérieurs à l’ordre de troncature N sur l’estimation des signaux yn pour n ∈
J0;NK. Soit une série de Volterra (non tronquée) décrite par l’opérateur V. À
l’instar de la méthode HPS, cela signifie tout d’abord que les signaux Ψp1,p2
contiennent des contributions de tous les ordres n ≥ |p1|+|p2|, i.e. que la somme
dans l’équation (2.44) est infinie.
De plus, étant donnée la périodicité des racines P ème de l’unité, un phéno-
mène de repliement apparaît dans l’estimation des signaux biphases lors de
l’étape (ii). Celui-ci se comporte comme le repliement spectral lors du calcul de
la TFD-2D d’un signal réel bi-dimensionnel (voir Figure 2.10). À l’instar de la
méthode HPS, l’utilisation d’un facteur de contraste pour éliminer les pertur-
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FIGURE 2.10 – Illustration du repliement apparaissant dans la méthode RPS en représentant les
signaux biphases Ψp1,p2 dans un plan (p1, p2) ; les lignes doubles ( ) indiquent
les axes de périodicité dues au repliement, et les signaux biphases repliés sont
indiqués par des flèches rouges.
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bations dues aux ordres supérieurs à la troncature N n’est pas possible ici. La
seule manière de réduire leurs effets est d’augmenter le nombre de phases P .
Amplitudes des signaux d’entrées. Les différents signaux tests Uk1,k2 n’ont pas
tous la même amplitude 10. Cette dernière dépend du signal complexe de réfé-
rence u — de la relation entre sa partie réelle et sa partie imaginaire —, mais
aussi principalement du facteur
∣∣1
2
(wk1 + wk2)
∣∣. Comme
∣∣∣∣
1
2
(wk1 + wk2)
∣∣∣∣ =
1
2
∣∣1 + wk2−k1
∣∣ = 1
2
∣∣wk1−k2 + 1
∣∣ , (2.55)
ce facteur ne dépend que de l’écart k = |k2 − k1| entre les deux déphasages wk1
et wk2 . Notons ak = 12
∣∣wk1−k2 + 1
∣∣, avec k ∈ J0;P − 1K. Alors
ak =
1
2
√(
1 + cos
(
2π
k
P
))2
+ sin
(
2π
k
P
)2
=
1
2
√
2 + 2 cos
(
2π
k
P
)
=
1
2
√
4 cos
(
π
k
P
)2
=
∣∣∣∣cos
(
π
k
P
)∣∣∣∣ . (2.56)
La Figure 2.11 montre l’évolution de ces amplitudes en fonction du nombre de
phases P . La valeur maximale est atteinte pour k = 0 et vaut 1. Si P est pair,
la valeur minimale est atteinte pour k = P/2 et vaut 0 ; cette valeur est atteinte
pour P/2 signaux tests, ce qui signifie que pour un P pair, le nombre effectif
de signaux à utiliser vaut K = P 2min/2. Si P est impair, la valeur minimale est
atteinte pour k = (P − 1)/2 — ou bien k = (P + 1)/2 — et vaut cos
(
π
2
P−1
P
)
.
Ces résultats nous permettent de déterminer la gamme d’amplitudes d’exci-
tation que couvre les signaux tests de la méthode RPS en fonction de l’ordre de
troncature N (voir Figure 2.12). Puisque Pmin = 2N + 1 est toujours impair, cette
gamme vaut −20 log10
(
cos
(
π N
2N+1
))
dB. Par exemple, si l’on souhaite appliquer
la méthode RPS avec un ordre de troncature N = 10, alors il sera nécessaire de
pouvoir exciter le système sur une gamme d’amplitudes de ≈ 22.5 dB.
10. Il est important de noter que dans la méthode RPS, les variations d’amplitudes entre les différents
signaux tests ne sont pas choisies (comme dans les méthodes AS ou PAS), mais subies.
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FIGURE 2.11 – Évolution des différentes amplitudes ak, où k ∈ J0; bP/2cK, de la méthode RPS
en fonction du nombre de phases P (cf. (2.56)).
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FIGURE 2.12 – Évolution de la dynamique d’amplitude minimum (en décibels) nécessaire à la
méthode RPS en fonction de l’ordre de troncature N .
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2.6 COMPARAISON DES MÉTHODES
2.6.1 Considérations pratiques
Avant de comparer les méthodes de séparation d’ordre, quelques considéra-
tions pratiques sur des sujets divers sont données.
Temps discret. Dans les équations précédents, le temps continu est représenté
par la variable t ∈ T. Pour la suite, on introduit Td = Z,N ou J0;LK avec L ∈ N
l’ensemble des instants discrets. Alors, en considérant des opérateurs de Vol-
terra
V: Ud → Yd
u 7→ V[u] (2.57)
avec les domaines Ud et Yd définis par
Ud := Yd := L∞(Td,R) , (2.58)
les développements précédents restent valides. Les méthodes de séparation
peuvent donc être utilisées que l’on considère des signaux à temps continu ou
à temps discret.
Domaine fréquentiel. Par linéarité de la Transformée de Fourier, tous les résul-
tats énoncés dans ce chapitre peuvent être exprimés dans le domaine fréquen-
tiel. Il suffit pour cela de remplacer, lorsqu’elle apparaît, la variable temporel
t ∈ T par f ∈ F, où F représente le domaine fréquentiel (continu ou discret).
Au choix, les méthodes présentées ici peuvent donc être utilisées de manière
équivalente dans le domaine temporel ou fréquentiel.
Cas des signaux centrés. Dans ce chapitre, il a été supposé que le signal de sortie
pouvait être décrit à l’aide d’une série de Volterra autour d’un point d’équilibre
y0, i.e.
y(t) = y0 +
∑
n=1
yn(t) . (2.59)
Dans de nombreuses applications, et principalement dans le cas de signaux au-
dio ou vibratoires, on considère que le point d’équilibre est nul. Les méthodes
de séparation peuvent être facilement adaptées pour prendre en compte cette
hypothèse :
• Méthode AS : il suffit de supprimer la première colonne de la matrice A
dans l’équation (2.1) ; le nombre minimum de signaux nécessaires devient
alors N (au lieu de N + 1) ;
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• Méthode CPS : le nombre de phases minimum (et donc de signaux tests)
passe de N + 1 à N ; si P = Pmin = N , la relation (2.5) donne
z(t) = WP


yN
y0
...
yN−1

(t) , (2.60)
et il faut alors faire attention à l’ordre des signaux yn ;
• Méthode PAS : il suffit de supprimer la première colonne de la matrice
Ξ0 donnée par (2.39) lors de sa création à l’étape (ii) ; le nombre minimum
d’amplitude passe à b(N + 1)/2c (au lieu de bN/2c+ 1) ;
• Méthode RPS : il suffit de supprimer la première colonne de la matrice X 0
donnée par (2.50) lors de sa création à l’étape (iii) ; le nombre minimum de
signaux tests ne change pas.
Estimation du point d’équilibre. Les différentes méthodes présentées estiment
une valeur y0 pour chaque temps t. Or, ceci est incohérent avec le fait que le
point d’équilibre est constant et indépendant de t.
Pour éviter cela, une idée serait d’estimer y0 directement sur les signaux me-
surés par un moyennage temporel, ce qui revient à calculer la composante de
fréquence nulle du signal de sortie. Malheureusement, cette composante peut
aussi contenir des contributions des ordres supérieurs. Par exemple, la mise au
carré de cos(2πft) donne 1+cos(4πft)
2
, qui contient une composante de fréquence
zéro non nulle ; or, cette composante n’est pas comprise dans le point d’équilibre
puisque elle dépend du signal d’entrée.
Une manière de contourner ce problème est d’appliquer la séparation dans
le domaine fréquentiel. En effet, le point d’équilibre n’apparaissant qu’à la fré-
quence nulle, il ne sera estimé en tout et pour tout qu’une seule fois. Pour les
fréquences non nulles, il suffit d’appliquer les changements décrits au para-
graphe précédent.
Choix du signal de référence. Les méthodes présentées ici ne posent aucun a
priori sur le choix du signal de référence u — excepté le fait que, pour les mé-
thodes HPS, PAS et RPS, il doit être à valeurs complexes. Il est donc à définir
en fonction de la méthode d’identification utilisée a posteriori. Concernant son
amplitude, le plus simple est de l’optimiser pour minimiser les bruits de me-
sures tout en restant dans le domaine d’utilisation des appareils de mesures et
le rayon de convergence de la série de Volterra — ne pas faire saturer le système
mesuré, ni l’exciter dans une région où la description en série n’est plus valide.
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Choix des facteurs d’amplitudes. Les méthodes AS et PAS nécessitent le choix
des facteurs d’amplitudes αk à utiliser. Dans le domaine de l’interpolation po-
lynomiale, un ensemble de valeurs souvent choisies sont les nœuds de Tcheby-
chev 11. Nous avons pu observer empiriquement que cette approche était pré-
férable à des amplitudes espacées de manière linéaire ou logarithmique, puis-
qu’elle effectue un bon compromis entre le conditionnement des matrices à in-
verser et le niveau des signaux tests (et donc leur RSB). Afin d’avoir une ampli-
tude maximale α1 = 1 — i.e. pour avoir tout les signaux tests uk d’amplitude
inférieure au signal de référence —, les formules des nœuds de Tchebychev ont
été adaptées comme suit.
Pour la méthode AS, les facteurs d’amplitude α(AS)k sont choisis pour tout
k ∈ J0;A− 1K par
α
(AS)
k = cos
(
π
k
A− 1
)
(2.61)
pour un nombre d’amplitudes A impair et par
α
(AS)
k =



cos
(
π
k
A
)
, si k < A/2 ,
cos
(
π
k + 1
A
)
, si k ≥ A/2 ,
(2.62)
pour A pair.
Pour la méthode PAS, puisque seules des valeurs positives sont possibles,
les α(PAS)k sont choisis pour tout k ∈ J0;A− 1K par
α
(PAS)
k = cos
(
π
k
2A− 1
)
. (2.63)
Mesures expérimentales. Chaque méthode de séparation se base sur la connais-
sance d’une collection de signaux d’entrées et de sorties. Ces signaux doivent
être tous mesurés dans les mêmes conditions expérimentales et pour les mêmes
conditions initiales. En pratique, il est donc nécessaire d’attendre que le sys-
tèmes retourne à l’état d’équilibre entre chaque mesure. Si ce n’est pas possible
(e.g. pour des raisons d’expérience trop longue), il faut alors éliminer les tran-
sitoires des signaux mesurés avant d’appliquer la séparation.
Cas des systèmes multi-entrées/multi-sorties. Dans ce chapitre, il n’a été traité
que de systèmes mono-entrée mono-sortie. Mais les méthodes proposées se gé-
néralisent au cas multi-entrées/multi-sorties.
11. Pour rappel, les nœuds de Tchebychev d’ordre n sont définis comme les zéros du polynôme de Tche-
bychev de degré n de première espèce, et sont donnés par cos
(
π 2k−1
2n
)
, pour k ∈ J1;nK. Ils sont souvent
utilisés pour des problèmes d’interpolation polynomiale car ils permettent de minimiser les phénomènes
de Gibbs apparaissant autour des discontinuités.
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FIGURE 2.13 – Comparaison du nombre de signaux nécessaires minimum Kmin pour les mé-
thodes de séparation en fonction de l’ordre de troncature N .
Pour les systèmes à plusieurs sorties, cela se fait de manière simple. Consi-
dérons un système S : L∞(T,R) → L∞(T,RnY ) à nY sorties. Sous les bonnes
conditions de convergence, on peut le représenter à l’aide d’une collection de
nY opérateurs de Volterra
{
V(1), . . . ,V(nY )
}
, où chaque V(i) correspond à l’opé-
rateur liant l’entrée à la ième sortie. On peut donc séparer les ordres homogènes
en appliquant la même méthode de séparation à chaque sortie.
Dans le cas des systèmes à plusieurs entrée, la généralisation est plus com-
pliquée. Nous ne l’abordons pas dans le cadre de cette thèse.
2.6.2 Comparaison théorique
Le Tableau 2.1 récapitule les paramètres et propriétés des différentes mé-
thodes évoquées dans ce chapitre. La méthode CPS possède de nombreux avan-
tages : un nombre de signaux tests nécessaires en O(N) (voir Figure 2.13), tous
au même niveau d’amplitude, un conditionnement optimal, et un paramètre ρ
permettant de gérer les perturbations des ordres supérieurs dans l’estimation.
Malheureusement, cette méthode est abstraite et théorique, puisqu’elle exploite
le fait que les signaux traversant le système sont à valeurs complexes.
La méthode HPS, dont le fonctionnement est similaire à la méthode CPS,
conserve la plupart de ses bonnes propriétés au prix du double de signaux né-
cessaires (voir Figure 2.13). Malheureusement, elle ne donne pas l’accès aux
ordres yn, mais seulement aux signaux homophases ψp. De plus, le rejet des
perturbations dues aux ordres supérieurs n’est plus possible.
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G(z) =
0.2z
(z − ξ)
(
z − ξ
) ex − 1u x
y
FIGURE 2.14 – Schéma du système simulé décrit par la relation (2.64) ; le pôle du filtre résonant
vaut ξ = 0.85ej2π×0.05.
Enfin, les méthodes AS, PAS et RPS permettent la séparation des ordres yn.
Elles nécessitent toutes les trois une collection de signaux d’entrées couvrant
une certaine dynamique d’amplitude. Les méthodes AS et PAS dépendent for-
tement du choix de ces amplitudes αk, tandis que pour la méthodes RPS, cette
dynamique d’amplitude est fixée par le nombre de phases P . De plus, les mé-
thodes PAS et RPS ont un nombre de signaux tests nécessaires enO(N2) (voir Fi-
gure 2.13). Mais ces deux méthodes donnent aussi accès aux signaux intercon-
jugués ; autrement dit, on est capable, en utilisant seulement des signaux d’ex-
citations à valeurs réelles, de retrouver la réponse du système à des signaux
complexes.
2.6.3 Comparaison à partir de simulations
Afin de tester l’efficacité et la robustesse des méthodes présentées dans ce
chapitre, une expérience numérique est menée.
Système simulé. Le système simulé est choisi comme étant un modèle de Wie-
ner constitué d’un filtre résonant d’ordre 2 — de pôle ξ = 0.85ej2π×0.05 — en
cascade avec une non-linéarité statique donnée par la fonction f(x) = ex − 1
(voir Figure 2.14). La relation entrée-sortie de système est donnée par
y(t) = e[g∗u](t) − 1 , (2.64)
où g est la réponse impulsionnelle du filtre résonant et ∗ l’opérateur convolu-
tion. D’après le développement en série de Taylor de la fonction exponentielle,
les opérateurs de Volterra Vn du système (2.64) sont donnés par
Vn[u1, . . . , un](t) =
1
n!
n∏
i=1
[g ∗ ui](t) . (2.65)
Les deux premiers noyaux de ce système sont montrées en Figure 2.15.
Description de l’expérience. Les méthodes AS, PAS, RPS et HPS sont testées.
L’efficacité des méthodes de séparation est comparée à l’aide de la moyenne
quadratique de l’erreur normalisée par la moyenne quadratique du signal à
estimer, i.e.
εn = RMS(yn − ỹn)/RMS(yn) , (2.66)
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FIGURE 2.15 – Noyaux d’ordre 1 (haut) et 2 (bas) du système simulé décrit par la relation (2.64).
pour l’estimation ỹn de l’ordre yn. L’erreur d’estimation des signaux intercon-
jugués εn,q et celle des signaux homophases εp sont calculées de manière iden-
tique.
Pour les méthodes PAS, RPS et HPS, le signal de référence u utilisé pour
créer les collections de signaux tests est un bruit blanc de L = 10000 échan-
tillons à valeurs complexes ; ce processus i.i.d. suit une distribution gaussienne
complexe symétrique circulaire de moyenne nulle et de variance unitaire, i.e.
u[l] ∼ CN (0, 1, 0) pour tout l ∈ J0;L− 1K. Pour la méthode AS, Re[u] est pris
comme signal de référence. Par ce choix, l’amplitude maximale des signaux
tests pour les trois méthodes est égal. Les ordres yn que l’on cherche à esti-
mer sont ceux en réponse à Re[u]. Dix expériences utilisant dix réalisations de
ce signal de référence sont effectuées.
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L’ordre de troncature considéré pour la séparation est fixé à N = 9. Ce choix
permet de capturer la majorité des non-linéarités pour les niveaux d’excitations
où l’on se place. En effet, pour les signaux utilisés, on observe que l’ordre 10 est
à 60 dB en dessous du niveau du signal de sortie. Un bruit de mesure avec un
RSB de 40 dB — par rapport à la sortie totale — est rajouté aux mesures.
Résultats. La Figure 2.16 montre les résultats d’estimation des ordres yn (ob-
tenus par les trois méthodes AS, PAS et RPS). Deux cas sont distingués : celui
où le nombre de signaux tests est minimum pour chaque méthode (K = Kmin,
voir Figure 2.16a), et celui où le nombre de signaux tests est le même pour toutes
(K = K(RPS) = 190, voir Figure 2.16b).
On peut remarquer que, toutes méthodes et nombre de signaux confondus,
l’estimation des signaux yn se dégrade lorsque l’ordre n augmente. Cela est dû à
la décroissance des amplitudes des ordres yn lorsque n croît. De plus, la variance
de l’estimation augmente avec l’ordre n. À partir de n = 3, l’estimation devient
inutilisable, puisque l’amplitude de l’erreur est au niveau du signal que l’on
cherche à estimer.
Si l’on regarde le casK = Kmin (voir Figure 2.16a), il apparaît que la méthode
RPS offre de meilleurs résultats que la méthode PAS, elle même meilleure que
AS. À nombre de signaux tests équivalent, (voir Figure 2.16b), les différentes
méthodes ont des erreurs proches. Pour les ordres pairs, PAS et RPS donnent
exactement les mêmes résultats, et AS offre une amélioration de quelques dB.
Pour les ordres impairs, les signaux séparés par AS sont un peu mieux estimés
que par PAS, qui sont eux mêmes un peu mieux estimés que par RPS.
Les méthodes PAS et RPS permettent de plus de séparer les signaux intercon-
jugués. La Figure 2.17 donne l’erreur d’estimation des signaux interconjugués
pour le cas de la méthode RPS (les résultats obtenus par CPS sont similaires).
On remarque que, pour un ordre n donné, l’erreur faite sur les différents si-
gnaux yn,q est très proche, à l’exception de l’estimation des signaux yn,n/2, pour
les ordres n pairs, qui sont généralement meilleurs.
La Figure 2.18 montre les résultats d’estimation des signaux homophases ψp
obtenus par la méthode HPS pour K = Pmin = 19 et K = 10Pmin = 190. On
remarque que les niveaux d’erreur sont bien inférieurs à ceux obtenues par les
méthodes de séparation d’ordre. Cela s’explique par le conditionnement opti-
mal de la méthode HPS. Les erreurs obtenues sont d’ailleurs inférieures au RSB
des mesures (qui est de 40 dB), ce qui est dû à la propriété de réduction de bruit
présentée en § 2.3.4. L’écart de 10 dB que l’on observe entre les cas K = 19 et
K = 190 est d’ailleurs en accord avec cette propriété.
Le temps de calcul machine des différentes méthodes est donnée dans la Fi-
gure 2.19 (dans le cas d’un nombre de signaux tests K = 190 pour chaque mé-
thode). On remarque tout d’abord que les méthodes sont très peu couteuses en
calcul. La rapidité de la méthode HPS s’explique par l’utilisation de la Trans-
formée de Fourier Rapide. Les autres méthodes nécessitent d’utiliser des in-
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FIGURE 2.16 – Erreur d’estimation des signaux yn pour les méthodes AS, PAS et RPS, pour deux
valeurs du nombre de signaux testsK ; le RSB utilisé est de 40 dB ; les barres d’er-
reurs représentent les valeurs moyennes, minimales et maximales des 10 réalisa-
tions.
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FIGURE 2.17 – Erreur d’estimation des signaux interconjugués yn,q pour la méthodes RPS ; le
RSB utilisé est de 40 dB ; les barres d’erreurs représentent les valeurs moyennes,
minimales et maximales des 10 réalisations.
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FIGURE 2.18 – Erreur d’estimation des signaux homophases ψp par la méthode HPS pour deux
nombres de signaux tests K ; le RSB utilisé est de 40 dB ; les barres d’erreurs
représentent les valeurs moyennes, minimales et maximales des 10 réalisations.
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FIGURE 2.19 – Valeur moyenne du temps de calcul des méthodes AS, PAS, RPS et HPS pour un
nombre de signaux tests K = 190.
versions matricielles classiques, plus couteuses en calculs (en plus de plusieurs
TFD pour PAS ou d’une TFD-2D pour RPS). Les différences entres les méthodes
AS, PAS et RPS s’expliquent par le nombre d’inversions nécessaires et la taille
des matrices à inverser.
2.7 CONCLUSION DU CHAPITRE
Dans ce chapitre, la question de la séparation des ordres homogènes d’une
série de Volterra a été étudiée. Il a été montré dans un cadre abstrait et théorique
que l’exploitation des relations de phase dans une collection adaptée de signaux
complexes permettait d’obtenir une méthode robuste et conditionnée de ma-
nière optimale. L’adaptation de cette méthode à des signaux réels a amené à
repenser l’organisation de la sortie d’une série de Volterra non plus comme une
somme de termes homogènes selon l’amplitude du signal d’entrée mais selon
sa phase. Cette réorganisation a conduit à introduire deux nouveaux concepts
de signaux : les signaux interconjugués et les signaux homophases — dont une
propriété est d’être homogène par rapport à un déphasage du signal d’entrée.
Plusieurs méthodes de séparation ont été proposées. La méthode HPS per-
met de retrouver les signaux homophases de manière robuste grâce à l’utili-
sation d’une TFD. La méthode PAS combine l’approche par phase avec l’ex-
ploitation de relations d’amplitude pour séparer les signaux interconjugués (et
permet donc d’obtenir aussi les sorties d’ordres homogènes). Enfin, la méthode
RPS utilise un double déphasage pour donner accès aux signaux interconju-
gués.
La robustesse de la méthode HPS à un bruit de mesure a pu être testée et
confirmée sur des expériences numériques. On a aussi pu montrer qu’à nombre
donné de signaux tests, les méthodes PAS et RPS n’améliorent pas les résultats
de la littérature (méthode AS). Ceci corrobore une remarque que faisait Boyd
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et al. en 1983 sur le sujet : « estimer les coefficients fortement décroissants d’un
polynôme bruité est intrinsèquement difficile » 12.
L’absence d’amélioration s’explique par le fait que l’on décompose un pro-
blème mal conditionné (inversion d’une matrice de Vandermonde pour AS)
en une étape idéalement conditionnée (une TFD inverse) suivie d’une seconde
étape peu robuste (inversions de multiples matrices mal conditionnées). Toute-
fois cette décomposition en deux étapes a l’intérêt de donner accès aux signaux
interconjugués et homophases. Comme nous allons le voir par la suite, ces si-
gnaux permettent d’améliorer substantiellement l’identification des noyaux de
Volterra.
12. « [...] estimating the rapidly decreasing coefficients of a noisy polynomial is inherently difficult »,
[Boyd et al., 1983].
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Chapitre 3
Identification de noyaux de Volterra par
moindres carrés
Chaque solution amène de nouveaux problèmes.
Loi de Murphy
Le Chapitre 2 a proposé plusieurs méthodes permettant la séparation des
signaux d’ordres homogènes à partir d’une collection de mesures. De plus, il
a introduit les notions de signaux interconjugués et de signaux homophases,
pour lesquels des méthodes de séparation ont été développées.
Ce troisième chapitre s’intéresse à l’utilisation de ces différents types de si-
gnaux pour l’identification des noyaux de Volterra d’un système non linéaire
à l’aide d’optimisations de type moindres carrés. Dans la suite du chapitre, on
considère des signaux discrets de longueur L, i.e. dont le support temporel dis-
cret est Td = [0, L− 1]N. On considérera donc les domaines
Ud := Yd := L∞(Td,R) (3.1)
pour les signaux à valeurs réelles et
UCd := YCd := L∞(Td,C) (3.2)
pour les signaux à valeurs complexes. De plus, on supposera que la série de
Volterra dont on cherche à identifier les noyaux est de degré N et ne comporte
pas de composante continue y0 — ou, de manière équivalente, que celle-ci est
connue et retranchée des mesures.
3.1 FORMULATION DU PROBLÈME D’IDENTIFICATION
Dans cette section, nous montrons comment le problème de l’identification
des noyaux peut s’exprimer lorsque l’on utilise :
§ 3.1.1 : la sortie mesurée y ;
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§ 3.1.2 : les ordres homogènes yn (estimés par les méthodes AS, PAS ou RPS) ;
§ 3.1.3 : les signaux interconjugués yn (estimés par les méthodes PAS ou RPS) ;
§ 3.1.4 : les signaux homophases ψp, (estimés par la méthode HPS).
Nous utilisons ici le formalisme des moindres carrés : le coût C à minimiser est
défini comme une forme quadratique à partir d’un vecteur d’erreur εΘ (poten-
tiellement complexe). D’une manière générale, le coût s’écrit
C(Θ) = εHΘΛεΘ , (3.3)
où Λ est une matrice positive 1 de pondération. Si l’erreur εΘ s’exprime linéaire-
ment en fonction de Θ, les paramètres optimaux minimisant C peuvent être cal-
culés par (pseudo-)inversion matricielle. De manière plus générale, la minimi-
sation de (3.3) peut se faire à l’aide de de méthodes d’optimisation comme celle
du gradient conjugué [Hestenes et Stiefel, 1952] ou l’algorithme de Levenberg-
Marquardt [Levenberg, 1944; Marquardt, 1963].
L’expression des différents signaux utilisés en fonction des paramètres Θ
sera donnée en § 3.2 dans le cas de l’identification de noyaux de Volterra à temps
discret et en § 3.3 pour l’identification de la projection d’un noyau sur une base
orthonormale.
3.1.1 Identification à partir de la sortie totale
Le problème d’identification des noyaux de Volterra peut s’écrire comme
suit :
Problème 3.1 (Approche utilisant la sortie totale). Trouver les noyaux {hn}n∈J1;NK
qui minimisent le coût
C(Θ) =
(
y − y(Θ)
)H
Λ
(
y − y(Θ)
)
, (3.4)
où y =
[
y(0) . . . y(L− 1)
]T est le vecteur des mesures du signal de sortie et y(Θ) sa
reconstruction.
En minimisant (3.4), les noyaux des différents ordres sont estimés conjointe-
ment à partir du signal de sortie. Le nombre de coefficients à estimer Γ étant très
élevé, l’estimation des noyaux est soumis à une forte variance. Pour remédier
à cela, une possibilité est d’utiliser un nombre de données L  Γ, ce qui aura
pour effet d’améliorer l’estimation mais aussi d’augmenter le temps de mesure
et le temps de calcul.
Les poids permettent de prendre en compte la présence de bruit — à tra-
vers une estimation de sa matrice de covariance ou des connaissances a priori
1. Une matrice carrée complexe M est dite positive si la forme sesquilinéaire associée f(x,y) =
xHMy est hermitienne positive. Si la matrice est à valeurs réelles, on parle aussi de matrice semi-définie
positive.
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sur sa nature [Pintelon et Schoukens, 2012] —, ou bien de valoriser ou ne pas
prendre en compte certaines parties du signal pour l’identification — e.g. les
transitoires de début ou de fin. La fonction de coût (3.4) peut aussi s’exprimer
dans le domaine fréquentiel, en remplaçant les vecteurs y et y(Θ) par les spectres
correspondants. La matrice de poids doit alors être exprimée elle aussi dans le
domaine fréquentiel.
3.1.2 Identification à partir des sorties d’ordres homogènes
Supposons que les ordres homogènes yn pour n ∈ J1;NK aient été séparés
au préalable. Puisque chaque signal yn ne dépend que du noyau d’ordre n, le
problème d’identification peut alors s’exprimer comme suit :
Problème 3.2 (Approche utilisant les ordres homogènes). Pour chaque ordre n ∈
J1;NK, trouver le noyau hn qui minimise le coût
Cn(Θn) =
(
yn − y(Θn)n
)H
Λn
(
yn − y(Θn)n
)
, (3.5)
où yn =
[
yn(0) . . . yn(L− 1)
]T est le vecteur des valeurs de l’ordre homogène yn
séparé et y(Θn)n sa reconstruction.
Identifier les noyaux à partir des ordres yn plutôt que la sortie y revient à
découper le problème de l’identification en N sous-problèmes indépendants,
chacun de taille moindre 2. Par exemple, si l’on considère des noyaux triangu-
laires de mémoire M , le nombre de coefficients à estimer conjointement passe
de Γ =
(
M+N
N
)
− 1 (pour une identification de tous les noyaux depuis la sortie
totale) à Γn =
(
M+n−1
n
)
(pour une identification depuis chaque ordre yn).
Cette approche suppose une bonne estimation des ordres yn. Mais si un ou
plusieurs signaux yn ne sont pas bien estimés, cela n’affectera pas l’identifica-
tion des autres noyaux hm avec m 6= n. En pratique, puisque l’estimation des
signaux yn se détériore avec l’ordre n (cf. les résultats de comparaison des mé-
thodes de séparation au § 2.6.3), l’identification des noyaux hn se dégradera
avec l’ordre n.
Le support fréquentiel des signaux d’ordre homogène yn peut être déterminé
à partir de celui de l’entrée [Lang et al., 2007]. Lorsque le coût (3.5) est exprimé
dans le domaine fréquentiel, il est intéressant de prendre en compte ce support
fréquentiel dans la construction des matrices de poids Λn, afin de n’effectuer
l’identification que sur les domaines fréquentiels adaptés.
3.1.3 Identification à partir des signaux interconjugués
Supposons que les signaux interconjugués yn,q pour q ∈ J0;nK et n ∈ J1;NK
aient été séparés au préalable. Puisque chaque signal yn,q ne dépend que du
2. Par taille du problème, nous entendons ici le nombre de paramètres à identifier Γ.
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noyau d’ordre n (cf. Définition 2.1 p. 42), le Problème 3.2 peut se réécrire comme
suit :
Problème 3.3 (Approche utilisant les signaux interconjugués). Pour chaque ordre
n ∈ J1;NK, trouver le noyau hn qui minimise le coût
C ′n(Θn) =
n∑
q=0
(
yn,q − y(Θ)n,q
)H
Λn,q
(
yn,q − y(Θ)n,q
)
, (3.6)
où yn,q =
[
yn,q(0) . . . yn,q(L− 1)
]T est le vecteur des valeurs du signal interconju-
gué yn,q séparé et y
(Θ)
n,q sa reconstruction.
De la même manière que pour le Problème 3.2, l’identification est ici décou-
pée en N sous-problèmes indépendants. De plus, l’utilisation des n+ 1 signaux
interconjugués d’ordre n fait que l’estimation du noyau repose ici sur n + 1
fois plus de données qu’en utilisant les ordres homogènes yn. Cette augmenta-
tion artificielle du nombre de données permet d’avoir une identification plus
robuste ; ce gain de robustesse grandit avec l’ordre n.
Pour une entrée à support fréquentiel limité, les signaux interconjugués sont
très localisés en fréquence (cf. Corolaire 2.1). Cette information peut être utilisée
dans la construction de la matrice de poids Λn,q lorsque que (3.6) est exprimée
dans le domaine fréquentiel.
3.1.4 Identification à partir des signaux homophases
Supposons que les signaux homophases ψp pour p ∈ J−N ;NK aient été sé-
parés au préalable. Puisque chaque signal homophase ψp ne contient que des
contributions d’ordre n de même parité que p tels que |p| ≤ n ≤ N (cf. Dé-
finition 2.2 p. 46), le problème d’identification des noyaux de Volterra peut se
réécrire comme suit :
Problème 3.4 (Approche utilisant les signaux homophases). Trouver les noyaux
d’ordres impairs {hn}n∈IN1 et ceux d’ordres pairs {hn}n∈IN2 qui minimisent respective-
ment les coûts Cimpair et Cpair donnés par
Cimpair(Θimpair) =
∑
−N≤p≤N
p impair
(
ψp −ψ(Θimpair)p
)H
Λp
(
ψp −ψ(Θimpair)p
)
, (3.7)
Cpair(Θpair) =
∑
−N≤p≤N
p pair
(
ψp −ψ(Θpair)p
)H
Λp
(
ψp −ψ(Θpair)p
)
, (3.8)
où ψp =
[
ψp(0) . . . ψp(L− 1)
]T est le vecteur des valeurs du signal homophase ψp
séparé, ψ(Θ)p sa reconstruction et Λp une matrice de poids.
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Avec cette approche, l’identification des noyaux est scindée en deux sous-
problèmes indépendants : celui de l’estimation des noyaux d’ordre pair — à
partir de tous les signaux homophases d’indice de phase pair —, et celui de ceux
ordres impair — à partir de tous les signaux homophases d’indice de phase im-
pair. Tout comme pour le Problème 3.3, l’estimation du noyau d’ordre n repose
sur l’utilisation des n + 1 signaux interconjugués yn,q. Par contre son identifica-
tion est ici conjointe à tous les autres noyaux de même parité.
Un autre choix possible est d’identifier de manière itérative à partir des si-
gnaux homophases. Par exemple, considérons une série de Volterra de degré 3
dont on cherche les noyaux d’ordre 3 1 et 3. D’après la Définition 2.2, on a
ψ1 = y1,0 + 3y3,1 , (3.9)
ψ3 = y3,0 . (3.10)
Il est donc possible d’identifier le noyau h3 à partir de ψ3 (et de son conjugué
ψ[−3]). Une fois h3 connu, il est possible de calculer le signal y3,1 et de le re-
trancher à ψ1, i.e. calculer y1,0 = ψ1 − 3y3,1. Il devient alors possible d’estimer le
noyau d’ordre 1 à partir du signal y1,0 ainsi obtenu.
Cette approche itérative se généralise pour une série de degré N . On peut la
décrire par l’algorithme suivant :
1. initialiser n = N ;
2. identifier le noyau hn à partir de ψn et ψ−n ;
3. pour q ∈ J1;N − 1K, calculer les yn,q grâce au noyau hn estimé et les retran-
cher des signaux ψn−2q ;
4. n← n− 1 ;
5. si n = 0, s’arrêter ; sinon, retourner à l’étape 2.
En pratique, cette méthode est généralement peu robuste, et cela pour deux
raisons.
La première est due à sa nature itérative. Les noyaux des ordres supérieurs
sont les plus difficiles à identifier (grand nombre de coefficients, faible RSB),
ce qui entraîne leur moins bonne estimation. Or l’erreur d’identification faite à
l’ordre N sera reportée à l’ordre N − 2, celle faite à l’ordre N − 2 à l’ordre N − 4,
et ainsi de suite : on a ainsi une propagation des erreurs d’estimation jusqu’au
premiers ordres.
La seconde raison tient à la manière dont sont estimés les noyaux hn. Consi-
dérons le cas du noyau hN : il est identifié à partir des contributions d’ordre
N présentes dans les signaux homophases ψN et ψ−N , i.e. à partir des signaux
interconjugués yN,0 et yN,N (cf Définition 2.2 p. 46). Le Corolaire 2.1 montre
que, pour un signal de référence complexe à support fréquentiel borné [f1, f2],
3. Le noyau d’ordre 2 peut se retrouver à l’aide du coût (3.6) puisque les signaux ψ[2], ψ[0], et ψ[−2]
valent respectivement y2,0, 2y2,1 et y2,2.
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les signaux yN,0 et yN,N ont pour supports fréquentiels respectifs [Nf1, Nf2] et
[−Nf2,−Nf1]. L’estimation du noyau n’est donc valide que sur le support fré-
quentiel [−Nf2,−Nf1]∪ [Nf1, Nf2]. Or, lorsque ce noyau est utilisé dans l’étape
3 pour retrancher les autres contributions d’ordre N — i.e. les signaux yN,q pour
q ∈ J1;N − 1K —, il est appliqué sur des supports fréquentiels différents, et
l’identification des noyaux d’ordre inférieurs à N s’en trouve donc impactée.
Ces deux raisons font que cette approche itérative est très sensible au bruit
de mesure et au choix de l’ordre de troncature N . Nous l’éviterons et lui préfé-
rerons l’approche conjointe du Problème 3.4.
La résolution des Problèmes 3.1, 3.2, 3.3 et 3.4 peut être faite de plusieurs
manières. Cela dépend tout d’abord du choix du modèle (dans la classe des
séries de Volterra), ou plus précisément de la manière dont les reconstructions
y(Θ), y(Θn)n , y
(Θn)
n,q et ψ
(Θ)
p dépendent des paramètres à estimer 4. Lorsque les re-
lation entrées-sorties peuvent s’écrire de manière linéaire en les paramètres, on
retombe sur des problèmes de moindres carrés linéaires. C’est à ce cas là que
nous nous intéresserons dans la suite de ce chapitre, avec deux modèles que
nous utiliserons par la suite : le cas général de noyaux de Volterra à temps dis-
cret et mémoire tronquée (cf. § 3.2), et celui de noyaux projetés sur une base
orthonormale connue (cf. § 3.3).
3.2 CAS DES NOYAUX DE VOLTERRA À TEMPS DISCRET
Cette section s’intéresse à l’identification de noyaux de Volterra à temps dis-
cret et à horizon temporel tronqué. On notera M la mémoire des noyaux 5. En
pratique, on considère les noyaux triangulaires qui ont l’avantage d’être repré-
sentés par un plus petit nombre de coefficients (cf. § 1.2.3 p. 18).
Ces hypothèses permettent d’écrire des relations linéaires en les paramètres
(ici les coefficients des noyaux à identifier) pour tous les types de signaux de
sortie. Les expressions matricielles des ordres homogènes yn (cf. § 3.2.1) ou
de la sortie totale y (cf. § 3.2.2) sont déjà connues, et peuvent être retrouvées
dans la littérature, e.g. dans [Goussard et al., 1991]. Elles sont rappelées ici afin
d’introduire les notations utilisées ensuite pour présenter les écritures matri-
cielles des signaux interconjugués yn,q (cf. § 3.2.3) et des signaux homophases
ψp (cf. § 3.2.4).
4. Dans la suite, et pour des raisons de lisibilité, on omettra le symbole (Θ) pour indiquer les vecteurs
reconstruits.
5. Par simplicité, la même mémoire est considérée pour tous les noyaux. Les résultats présentés restent
valides si l’on prend une mémoire Mn différente pour chaque ordre n.
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3.2.1 Expression matricielle des sorties d’ordre homogène
Soit un opérateur de Volterra Vn ∈ Vn, représentée par le noyau triangulaire
(supérieur) h(tri)n de mémoire finie M , et un signal d’entrée u ∈ U . Alors l’ordre
yn = Vn[u, . . . , u] ∈ Y est donné par la relation
y(l) =
∑
m∈Kn(M)
h(tri)n (m1, . . . ,mn)u(l −m1) . . . u(l −mn) . (3.11)
où Kn(M) désigne l’ensemble des n-uplets ordonnés m ∈ J0;m− 1Kn donné par
Kn(M) = {(m1, . . . ,mn) ∈ J0;M − 1K | m1 ≤ m2 ≤ · · · ≤ mn} . (3.12)
Cette relation peut aussi s’exprimer sous la forme d’un produit matriciel.
Pour cela, regroupons les
(
M+n−1
n
)
coefficients non nuls du noyau h(tri)n dans un
vecteur fn, selon un ordre choisi. Dans ce document, nous avons opté pour
l’ordre lexicographique 6, mais d’autres choix peuvent être faits. On note et
nomme vecteur de combinatoire le vecteur φn(l) regroupant tous les produits
u(l −m1) . . . u(l −mn) dans l’ordre correspondant à celui choisi pour f , avec
l ∈ J0;L− 1K et où L est la longueur du signal considéré. En utilisant ces nota-
tions, la relation (3.11) devient
yn(l) = φ
T
n(l)fn . (3.13)
Exemple 3.1. Pour un noyau cubique de mémoire M = 3, les vecteurs f3 et φ3
sont donnés par
f3 =


h3(0, 0, 0)
h3(0, 0, 1)
h3(0, 0, 2)
h3(0, 1, 1)
h3(0, 1, 2)
h3(0, 2, 2)
h3(1, 1, 1)
h3(1, 1, 2)
h3(1, 2, 2)
h3(2, 2, 2)


et φ3(l) =


u(l)3
u(l)2u(l − 1)
u(l)2u(l − 2)
u(l)u(l − 1)2
u(l)u(l − 1)u(l − 2)
u(l)u(l − 2)2u(l − 1)3
u(l − 1)2u(l − 2)
u(l − 1)u(l − 2)2
u(l − 2)3


.
Puisque (3.13) est valable pour tout l ∈ J0;L− 1K, on a
yn = Φnfn , (3.14)
6. L’ordre lexicographique, qui est une des manières possibles d’ordonner des ensembles de valeurs a
et b, est déterminée par relation d’ordre suivante : {a1, . . . , an} ≤ {b1, . . . , bn} si et seulement si a1 ≤ b1
ou (a1 = b1 et {a2 . . . , an} ≤ {b2, . . . , bn}).
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où Φn =
[
φn(0) . . . φn(L− 1)
]T est la matrice de combinatoire d’ordre n.
Cette expression montre qu’un ordre yn d’une série de Volterra dépend linéai-
rement des valeurs du noyau h(tri)n . Elle permet de ré-écrire le Problème 3.2
comme N sous-problèmes de moindres carrés linéaires où l’on recherche les fn.
Ces sous-problèmes peuvent se résoudre de plusieurs manières. Par exemple,
dans le cas d’une pondération uniforme 7, la solution optimale est donnée par
fn = Φ
†
nyn (3.15)
pour chaque n ∈ J1;NK, où
Φ†n =
(
ΦTnΦn
)−1
ΦTn (3.16)
est la pseudo-inverse de la matrice à valeurs réelles 8 Φn. Les noyaux recherchés
sont reconstruits à partir des vecteurs fn ainsi estimés.
3.2.2 Expression matricielle de la sortie totale
Puisque la série de Volterra est de degré N , on a y =
∑N
n=1 yn. En utili-
sant (3.14), la relation entrée-sortie s’écrit alors
y = Φf , (3.17)
où f =
[
fT1 . . . f
T
N
]T est le vecteur de taille
(
M+N
N
)
− 1 × 1 regroupant les
coefficients de tous les noyaux, et Φ =
[
Φ1 . . . ΦN
]
est la matrice de combi-
natoire totale de taille L ×
(
M+n−1
n
)
. La sortie y d’une série de Volterra dépend
donc linéairement des valeurs des noyaux. L’expression (3.17) permet de ré-
écrire le Problème 3.1 comme un problème de moindres carrés linéaires où l’on
recherche f . Par exemple, si l’on ne considère pas de poids, la solution optimale
est donnée par
f = Φ†y . (3.18)
3.2.3 Expression matricielle des signaux interconjugués
La Définition 2.1 donne, pour l’expression des signaux interconjugués, la
relation
yn,q(l) = Vn
(sym)
[
u, . . . , u︸ ︷︷ ︸
n−q fois
, u, . . . , u︸ ︷︷ ︸
q fois
]
(l) , (3.19)
où u ∈ UC est un signal à valeurs complexes et Vn(sym) ∈ Vn l’opérateur de
Volterra défini à partir du noyau sous forme symétrique. Notons Vn(tri) l’opéra-
7. Ce qui revient à prendre des matrices de poids Λn égales aux matrices identités de tailles adéquates.
8. Dans le cas d’une matrice à valeurs complexe, la définition est la même en remplaçant l’opérateur
de transposition ( · )T par le hermitien ( · )H .
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teur construit à partir du noyau sous forme triangulaire h(tri)n . D’après la rela-
tion (1.20), on a
Vn
(sym)[u1, . . . , un] =
1
n!
∑
π∈Pn
Vn
(tri)[uπ1 , . . . , uπn ] , (3.20)
où pour rappel Pn dénote l’ensemble des n! permutations des entiers de 1 à n,
et πi est le ième élément de la permutation π. La relation (3.19) s’écrit alors
yn,q(l) = Vn
(sym)
[
u, . . . , u︸ ︷︷ ︸
n−q fois
, u, . . . , u︸ ︷︷ ︸
q fois
]
(l) (3.21)
=
1
n!
∑
m∈Kn(M)
h(tri)n (m1, . . . ,mn)×
∑
π∈Pn
u(l −mπ1) . . . u
(
l −mπn−q
)
u
(
l −mπn−q+1
)
. . . u(l −mπn) . (3.22)
Dans la deuxième ligne de (3.22), de nombreux termes de la somme sont re-
dondants. En effet dans (3.22), tout changement d’indices dans les signaux u
(non conjugués) et tout changement d’indices dans les signaux u (conjugués)
laisse leur produit invariant. Pour regrouper les termes identiques, on introduit
l’ensemble Ωqn des partitions des entiers de 1 à n en deux sous-ensembles non
ordonnés 9 de taille respective n− q et q.
Exemple 3.2. Considérons le cas n = 3 et q = 1. L’ensemble des permutations
P3 est donnée par
P3 = {(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1)} , (3.23)
et l’ensemble Ω13 par
Ω13 = {({1, 2}, {3}), ({1, 3}, {2}), ({2, 3}, {1})} (3.24)
En utilisant l’ensemble Ωqn, l’équation (3.22) devient alors
yn,q(l) =
1(
n
q
)
∑
m∈Kn(M)
h(tri)n (m1, . . . ,mn)×
∑
(a,a)∈Ωqn
u(l −ma1) . . . u
(
l −man−q
)
u(l −ma1) . . . u
(
l −maq
)
. (3.25)
Comme pour le cas des ordres homogènes yn, cette relation peut s’exprimer
sous la forme d’un produit vectoriel en écrivant
yn,q(l) = φn,q(l)fn , (3.26)
9. Nous noterons ces deux sous-ensembles complémentaires a et a, selon la notation utilisée en théorie
des ensembles.
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où φn,q(l) est le vecteur à valeurs complexes de taille
(
M+n−1
n
)
× 1 regroupant
tous les termes
1(
n
q
)
∑
(a,a)∈Ωqn
u(l −ma1) . . . u
(
l −man−q
)
u(l −ma1) . . . u
(
l −maq
)
(3.27)
pour les différentes valeurs des indices m.
Exemple 3.3. Pour un noyau cubique et de mémoire M = 3, le vecteur φ3,1 est
donné par
φ3,1(l) =
1
3


3u(l)2u(l)
u(l)2u(l − 1) + 2u(l)u(l − 1)u(l)
u(l)2u(l − 2) + 2u(l)u(l − 2)u(l)
2u(l)u(l − 1)u(l − 1) + u(l − 1)2u(l)
u(l)u(l − 1)u(l − 2) + u(l)u(l − 2)u(l − 1) + u(l − 1)u(l − 2)u(l)
2u(l)u(l − 2)u(l − 2) + u(l − 2)2u(l)
3u(l − 1)2u(l − 1)
u(l − 1)2u(l − 2) + 2u(l − 1)u(l − 2)u(l − 1)
2u(l − 1)u(l − 2)u(l − 2) + u(l − 2)2u(l − 1)
3u(l − 2)2u(l − 2)


.
Puisque (3.26) est valable pour tout l ∈ J0;L− 1K, l’expression matricielle
des signaux interconjugués est finalement donnée par
yn,q = Φn,qfn , (3.28)
où Φn,q =
[
φn,q(0) . . . φn,q(L− 1)
]T est la matrice de combinatoire corres-
pondant au signal interconjugué yn,q, de taille L×
(
M+n−1
n
)
.
Expression de la fonction de coût et solution. L’expression (3.28) montre qu’un
signal interconjugué yn,q dépend linéairement des valeurs du noyau h
(tri)
n . Elle
permet de ré-écrire le Problème 3.3 comme N sous-problèmes de moindres car-
rés linéaires où l’on recherche les fn.
Le coût C ′n donné par l’équation (3.6) peut s’écrire matriciellement
C ′n(fn) = εHnΛnεn , (3.29)
avec le vecteur d’erreur
εn =


yn,0
...
yn,n


︸ ︷︷ ︸
:=y′n
−


Φn,0
...
Φn,n


︸ ︷︷ ︸
:=Φ′n
fn (3.30)
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et la matrice de poids
Λn =


Λn,0 . . . 0
...
. . .
...
0 . . . Λn,q

 . (3.31)
Dans le cas d’une pondération uniforme, la solution optimale est donnée par
fn = (Φ
′
n)
†
y′n (3.32)
pour chaque n ∈ J1;NK.
D’après la propriété de symétrie hermitienne des signaux interconjugués
(cf. Propriété 2.1), on a yn,n−q = yn,q. De même, on observe que les matrices
combinatoires respectent l’égalité Φn,n−q = Φn,q. Puisque les noyaux sont à
valeurs réelles, il est possible de remplacer y′n et Φ′n dans (3.32) par
y′n =


Re[yn,0]
Im[yn,0]
...
Re
[
yn,bn2c
]
Im
[
yn,bn2c
]


et Φ′n =


Re[Φn,0]
Im[Φn,0]
...
Re
[
Φn,bn2c
]
Im
[
Φn,bn2c
]


. (3.33)
Si n est pair, alors Im
[
yn,bn2c
]
et Im
[
Φn,bn2c
]
sont nuls, et peuvent être omis.
3.2.4 Expression matricielle des signaux homophases
La Définition 2.2 donne, pour l’expression des signaux homophases, la rela-
tion
ψp(l) =
∑
n∈INp
1
2n
(
n
n−p
2
)
yn,n−p
2
(l) . (3.34)
En utilisant la relation (3.26) on a alors
ψp =
∑
n∈INp
1
2n
(
n
n−p
2
)
Φn,n−p
2
fn . (3.35)
Un signal homophase ψp dépend donc linéairement des valeurs des noyaux
d’ordre n ≥ |p| de même parité que p. L’expression (3.35) permet de ré-écrire
le Problème 3.4 comme deux sous-problèmes de moindres carrés linéaires où
l’on recherche les fn pour n pair et n impair séparément.
Les coûts Cimpair et Cpair donnés respectivement par les équations (3.7) et (3.8)
peuvent aussi s’écrire matriciellement. Par exemple, si l’on considère N impair,
alors Cimpair peut s’écrire
Cimpair(fimpair) = εHimpairΛimpairεimpair , (3.36)
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avec le vecteur d’erreur
εimpair =


ψ−N
...
ψ−3
ψ−1
ψ1
ψ3
...
ψN


︸ ︷︷ ︸
:=ψimpair
−


0 0 . . . 1
2N
ΦN,N
...
... . .
. ...
0 1
8
Φ3,3 . . .
1
2N
(
N
N+3
2
)
ΦN,(N+3)/2
1
2
Φ1,1
3
8
Φ3,2 . . .
1
2N
(
N
N+1
2
)
ΦN,(N+1)/2
1
2
Φ1,0
3
8
Φ3,1 . . .
1
2N
(
N
N−1
2
)
ΦN,(N−1)/2
0 1
8
Φ3,0 . . .
1
2N
(
N
N−3
2
)
ΦN,(N−3)/2
...
...
. . .
...
0 0 . . . 1
2N
ΦN,0


︸ ︷︷ ︸
:=Φimpair


f1
f3
...
fN


︸ ︷︷ ︸
:=fimpair
. (3.37)
et la matrice de poids
Λimpair =


Λ−N . . . 0
...
. . .
...
0 . . . ΛN

 . (3.38)
Dans le cas d’une pondération uniforme, la solution optimale est alors donnée
par
fimpair = Φ
†
impairψimpair (3.39)
Le même type d’écriture est possible pour Cpair. À l’instar de la ré-écriture (3.33),
la symétrie hermitienne des signaux homophases et des matrices de combina-
toires Φn,q peut être utilisée pour ne travailler qu’avec des valeurs réelles.
3.2.5 Remarques sur les matrices de combinatoire
En pratique, travailler avec les différents types de matrice de combinatoire
— Φ, Φn, Φ′n, Φimpair et Φpair — pose certaines difficultés qui sont dues à leur
taille. Celle-ci va déterminer l’espace mémoire nécessaire à son stockage ainsi
que le temps de calcul pris par son inversion. La taille dépend à la fois de la
longueur L du signal utilisé et du nombre de coefficients Γ à estimer. Ce dernier,
donné par Γn =
(
n+M−1
n
)
pour un noyau d’ordre n, croît très fortement lorsque
l’ordre n ou la mémoire M grandissent (cf. § 1.2.5).
Les tailles des différentes matrices de combinatoire sont données dans le Ta-
bleau 3.1. On remarque que l’utilisation d’une séparation préalable permet de
réduire le nombre de colonnes — i.e. la quantité de paramètres à estimer — des
matrices de combinatoire. Cette réduction, assez grande avec les ordres yn ou
les signaux interconjugués yn,q, est moins importante dans le cas de l’utilisation
des signaux homophases ψp.
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Problème
résolu
Signaux utilisés
Matrice de
combinatoire
Taille
Problème 3.1 Sortie totale y Φ L×
N∑
n=1
Γn
Problème 3.2
Ordre homogène yn
(n isolé)
Φn L× Γn
Problème 3.3
Interconjugués yn,q
(n isolé et q ∈ J0;nK) Φ
′
n (n+ 1)L× Γn
Problème 3.4
Homophases ψp
(p groupé par parité)
Φimpair
a 2
⌊
N
2
⌋
L×
∑
n impair
Γn
Φpair
b
(
2
⌊
N
2
⌋
+ 1
)
L×
∑
n pair
Γn
a contient seulement L
∑
n impair(n+ 1)Γn coefficients non nuls
b contient seulement L
∑
n pair(n+ 1)Γn coefficients non nuls
TABLEAU 3.1 – Comparaison de la taille des matrices de combinatoire pour une série de
Volterra de degréN et un signal de longueurL ; pour rappel, Γn =
(
n
M+n−1
)
représente le nombre de coefficients non nuls contenus dans un noyau tri-
angulaire d’ordre n et de mémoire M .
Néanmoins, l’utilisation des signaux interconjugués ou homophases s’ac-
compagnent d’une augmentation du nombre de lignes — i.e. de la quantité de
données disponible. Or l’inversion d’une matrice de taillem×n par l’utilisation
d’une décomposition en valeurs singulières (SVD 10) est en O(mn2). D’un point
de vue computationnel, il est donc plus intéressant de diminuer le nombre de
paramètres à estimer que la quantité de données utilisée.
Si l’on cherche la solution optimale du problème des moindres carrés par
inversion matricielle, les capacités matérielles vont donc limiter les choix pos-
sibles concernant le modèle considéré (i.e. les valeurs de N et M ) ainsi que le
nombre de données L. Pour éviter ces limitations, le problème des moindres
carrés peut être résolu à l’aide de méthodes itératives comme la descente de
gradient. Comme ici la formulation du problème d’identification est linéaire en
les paramètres, le problème à résoudre est convexe et l’optimum global peut
donc être obtenu par l’utilisation de méthodes itératives.
Ici, une autre approche a été prise pour traiter la problématique du grand
nombre de coefficients à estimer : la projection des noyaux de Volterra sur des
bases orthonormales.
10. Acronyme de Singular Value Decomposition.
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3.3 CAS DES NOYAUX DE VOLTERRA PROJETÉS SUR UNE BASE
ORTHONORMALE
Cette section s’intéresse à l’identification de la projection de noyaux de Vol-
terra sur une base orthonormale connue. À l’instar de la section précédente
concernant l’identification de noyaux à mémoire finie, ce problème se ramène
à des moindres carrés linéaires, où les paramètres à estimer sont les coefficients
de la projection du noyau. Nous présentons tout d’abord le principe de la pro-
jection des noyaux de Volterra sur une base orthonormale. Nous rappelons en-
suite l’expression matricielle des ordres homogènes yn (cf. § 3.3.2), que l’on peut
retrouver dans la littérature, e.g. dans [Favier et al., 2003], et donnons enfin l’ex-
pression des signaux interconjugués yn,q (cf. § 3.3.3). Les expressions pour la
sortie totale ou les signaux homophases se retrouvent en appliquant les mêmes
raisonnements qu’en § 3.2.2 et § 3.2.4.
3.3.1 Projection d’un noyau de Volterra
On note B = {bi}i∈N une base orthonormale de L2(Td,C) avec Td = N. i.e.
telle que pour tout (i, j) ∈ N2,
〈bi, bj〉 = δij , (3.40)
avec δij le symbole de Kronecker, et où le produit scalaire dans L2(Td,C) est
définie par
〈a, b〉 =
∑
l∈Td
a(l)b(l) . (3.41)
Remarque 3.1. En pratique, dans le cadre de l’identification de systèmes, les
bases orthonormales sont utilisées pour représenter des objets à valeurs réelles
(réponse impulsionnelle, noyau de Volterra, etc.). Dans ce cas, il est préférable
de travailler avec des bases dont tous les éléments bi sont à valeurs réelles. Cela
peut se faire sans perte de généralité en construisant, à partir d’une base B dont
les éléments bi sont à valeurs complexes, une base B′ dont les éléments b′i sont à
valeurs réelles et sont données par une combinaison linéaires des bi.
Pour la représentation de systèmes dynamiques, les bases sont le plus sou-
vent construites à partir d’un ensemble de pôles {ξi}i∈N avec |ξi| < 1 pour tout
i. Les fonctions bi forment alors un ensemble de filtres dont les fonctions de
transfert sont données par
B0(z) =
√
1− |ξ0|2
z − ξ0
, (3.42a)
Bi(z) =
√
1− |ξi|2
z − ξi
i−1∏
k=0
(
1− ξkz
z − ξk
)
pour i ≥ 1 . (3.42b)
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Ces relations définissent un ensemble de bases que l’on retrouve dans la litté-
rature sous l’appellation de Bases Orthonormales Généralisées (BOG) [Ninness
et Gustafsson, 1997; Khouaja, 2005]. Dans le cas où l’ensemble {ξi}i∈N contient
des pôles complexes et leurs conjugués, des définitions alternatives permettent
d’avoir un ensemble de filtres bi réels, tout en gardant les propriétés d’ortho-
normalité [Ninness et Gustafsson, 1997]. Deux sous familles très utilisées des
BOG sont les bases de Laguerre, définies à partir d’un seul pôle réel (et de sa
multiplicité) — i.e. ξi = ξ ∈ R pour tout i —, et les bases de Kautz, définies à
partir d’un seul pôle complexe (et de sa multiplicité) — i.e. ξi = ξi+1 = ξ ∈ C
pour tout i pair.
Propriété 3.1 (Projection d’un noyau symétrique). Soit hn ∈ Hn un noyau de
Volterra. Il peut alors être représenté en le projetant, selon chaque dimension
temporelle, sur une base orthonormale B, i.e.
hn(m1, . . . ,mn) =
+∞∑
k1,...,kn=0
gk1,...,knbk1(m1) . . . bkn(mn) , (3.43)
où les gk1,...,kn ∈ R sont les coefficients de la projection. Si l’on considère le noyau
hn sous sa forme symétrique, alors la projection gk1,...,kn est elle aussi symétrique,
i.e. gkπ1 ,...,kπn = gk1,...,kn pour toute permutation π.
Dans la suite, on considérera cette propriété satisfaite (sans perte de généra-
lité).
3.3.2 Expression matricielle des sorties d’ordre homogène
En utilisant (3.43), la sortie d’ordre homogène yn s’écrit
yn(l) =
∑
m∈Tnd
+∞∑
k1,...,kn=0
gk1,...,kn
n∏
i=1
bki(mi)u(l −mi) (3.44)
=
+∞∑
k1,...,kn=0
gk1,...,kn
n∏
i=1
vki(l) , (3.45)
où les vk pour k ∈ N correspondent au signal u filtré par les bk, i.e.
vk(l) =
∑
m∈Td
bk(m)u(l −m) = [bk ∗ u](l) .
Comme le produit
∏n
i=1 vki(l) est indépendant de l’ordre des ki, on peut ne
prendre en compte que les termes non redondants dans la somme de (3.45).
Cela revient à réécrire (3.45) comme
yn(l) =
+∞∑
k1=0
+∞∑
k2=k1
. . .
+∞∑
kn=kn−1
g
(tri)
k1,...,kn
n∏
i=1
vki(l) , (3.46)
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où g(tri)k1,...,kn est la version triangulaire de gk1,...,kn , i.e. telle que g
(tri)
k1,...,kn
= 0 si il
existe i < j tel que ki > kj . En pratique, on utilise des bases tronquées de R
éléments BR = {bi}i∈J0;R−1K. L’équation (3.46) devient alors
yn(l) =
∑
k∈Kn(R)
gk1,...,kn
n∏
i=1
vki(l) , (3.47)
où l’ensemble Kn(R) est défini en (3.12). Puisque que la base orthonormale est
choisie à l’avance, les vk peuvent être calculés directement à partir du signal
d’entrée. Identifier la projection du noyau hn revient donc à estimer les
(
R+n−1
n
)
coefficients de gk1,...,kn à partir des données de yn et des vk. La relation (3.47) peut
s’écrire matriciellement
yn = Φngn , (3.48)
où gn regroupe les coefficients de gk1,...,kn dans un ordre choisi, et les colonnes
de Φn correspondent aux produits des signaux filtrés vk correspondants.
Exemple 3.4. Pour un noyau cubique et une base contenant R = 3 éléments, le
vecteurs f3 et la l + 1ème ligne de la matrice Φ3 sont donnés par
f3 =


g
(tri)
0,0,0
g
(tri)
0,0,1
g
(tri)
0,0,2
g
(tri)
0,1,2
g
(tri)
0,1,1
g
(tri)
0,2,2
g
(tri)
1,1,1
g
(tri)
1,1,2
g
(tri)
1,2,2
g
(tri)
2,2,2


et [Φ3]l,: =


v0(l)
3
v0(l)
2v1(l)
v0(l)
2v2(l)
v0(l)v1(l)
2
v0(l)v1(l)v2(l)
v0(l)v2(l)
2
v1(l)
3
v1(l)
2v2(l)
v1(l)v2(l)
2
v2(l)
3


T
.
3.3.3 Expression matricielle des signaux interconjugués
De la même manière que dans le cas des noyaux à temps discret et mémoire
tronquée (cf. § 3.2.3), on peut exprimer les signaux interconjugués en fonction
de la projection du noyau sur une base orthonormale. En partant de la rela-
tion (3.43) et en utilisant la symétrisation décrite en (3.20), le signal interconju-
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gué yn,q peut s’écrire
yn,q(l) =
1
n!
∑
π∈Pn
∑
m∈Tnd
+∞∑
k1=0
+∞∑
k2=k1
. . .
+∞∑
kn=kn−1
gk1,...,kn×
(
n−q∏
i=1
bkπi (mπi)u(l −mπi)
n∏
i=n−q+1
bkπi (mπi)u(l −mπi)
)
(3.49)
=
1
n!
+∞∑
k1=0
+∞∑
k2=k1
. . .
+∞∑
kn=kn−1
gk1,...,kn
∑
π∈Pn
(
n−q∏
i=1
vkπi (l)
n∏
i=n−q+1
vkπi (l)
)
. (3.50)
Comme pour la relation (3.22), on peut remplacer la somme sur l’ensemble des
permutations Pn par une somme sur l’ensemble des partitions Ωqn. En considé-
rant de plus une base tronquée BR, l’équation (3.50) devient alors
yn,q(l) =
1(
n
q
)
∑
k∈Kn(R)
gk1,...,kn
∑
(a,a)∈Ωqn
(
n−q∏
i=1
vkai (l)
q∏
i=1
vkai (l)
)
. (3.51)
Cette relation peut s’écrire matriciellement sous la forme
yn,q = Φn,qgn , (3.52)
où les colonnes de Φn,q correspondent aux produits des signaux filtrés à valeurs
complexe vk et vk correspondants.
Exemple 3.5. Pour un noyau d’ordre 3 et une base contenant R = 3 éléments, la
l + 1ème ligne de la matrice Φ3,1 est donnée par
[Φ3,1]l,: =
1
3


3v0(l)
2v0(l)
v0(l)
2v1(l) + 2v0(l)v1(l)v0(l)
v0(l)
2v2(l) + 2v0(l)v2(l)v0(l)
2v0(l)v1(l)v1(l) + v1(l)
2v0(l)
v0(l)v1(l)v2(l) + v0(l)v2(l)v1(l) + v1(l)v2(l)v0(l)
2v0(l)v2(l)v2(l) + v2(l)
2v0(l)
v1(l)
2v1(l)
v1(l)
2v2(l) + 2v1(l)v2(l)v1(l)
2v1(l)v2(l)v2(l) + v2(l)
2v1(l)
v2(l)
2v2(l)


T
.
3.3.4 Remarques sur le choix des bases
En utilisant des projections sur des bases, le nombre de coefficients carac-
térisant le noyau d’ordre n vaut Γn =
(
R+n−1
n
)
, où R est le nombre d’éléments
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dans la base choisie. Cette formule est similaire à celle du nombre de coefficients
dans un noyau de mémoire M , qui vaut
(
M+n−1
n
)
, en remplaçant la longueur de
la mémoire par le nombre de fonctions de bases. Pour obtenir une diminution
significative du nombre de paramètres à estimer, il faut donc que R soit assez
petit devant M . Or diminuer R impacte ce qu’il est possible de représenter avec
la base choisie, et augmente l’erreur d’estimation du noyau. Le choix de la base
est donc primordial, puisque celui-ci va conditionner la bonne estimation des
noyaux. Pour faire cela, il faut déterminer un ensemble de pôles {ξi}i∈J0;R−1K qui
soit le plus adapté possible à la dynamique sous-jacente du système étudié. Il
peut parfois être plus intéressant de considérer une base différente pour chaque
noyau hn.
Dans le cas des bases de Laguerre, il existe une formule analytique donnant
le pôle optimal pour la projection d’un noyau de Volterra d’ordre n [Campello
et al., 2004, 2006]. Ces formules nécessitent la connaissance a priori du noyau,
et ne sont donc pas utilisables à des fins d’identification. Dans [Kibangou et al.,
2005], les auteurs proposent une formule analytique qui permet de calculer le
pôle optimal à partir de la projection du noyau sur n’importe quelle base de
Laguerre. Ils proposent alors une méthode d’identification itérative qui peut se
résumer ainsi :
1. fixer (arbitrairement) un pôle ξ et un nombre d’éléments R ;
2. créer la base de Laguerre correspondant au pôle ξ ;
3. identifier la projection du noyau sur cette base à partir des données mesu-
rées ;
4. si l’erreur d’identification est supérieure à un seuil fixé, estimer le pôle
optimal ξopt, et repartir à l’étape 2 en fixant ξ = ξopt ; sinon s’arrêter.
La convergence vers un pôle permettant une estimation à la fois parcimonieuse
(en nombre d’éléments nécessaires dans la base) et efficace (en terme d’erreur
d’identification) dépend fortement de l’étape 3. Effectuer celle-ci en utilisant des
signaux séparés selon chaque ordre d’homogénéité (sorties d’ordre homogène
ou signaux interconjugués) devrait donc permettre une estimation plus précise
du pôle optimal pour chaque noyau. Toutefois, une base de Laguerre n’étant
constituée que de filtres à pôles réels, elle est mal adaptée à la représentation
de résonances ou autres dynamiques plus complexes. Or ces phénomènes sont
présents dans une large majorité de systèmes, et particulièrement en lorsque
l’on s’intéresse aux systèmes sonores.
Pour représenter de tels systèmes, il est préférable d’utiliser des bases de
type Kautz ou BOG. Dans ce cas là, on cherche alors à optimiser le choix de
un ou plusieurs pôles complexes. Il est possible de faire cela à l’aide de l’esti-
mation de la BLA du système — qui consiste pour rappel en la meilleure ap-
proximation linéaire du système étudié. En effet, un noyau projeté sur une base
finie peut aussi se représenter à l’aide d’un modèle de Wiener parallèle (voir Fi-
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u
B1(z)
v1
...
BR(z)
vR
g( · )
y
FIGURE 3.1 – Schéma d’un modèle de Wiener parallèle.
gure 3.1) qui est constitué desR filtres de la base choisie — lesBk — en parallèle
alimentant une non-linéarité statique g( · ) homogène d’ordre n décrite par les
coefficients de la projection gk1,...,kn . Or, il a été montré que si l’on estime la BLA
d’un tel modèle, la fonction de transfert obtenue a pour pôles l’ensemble de
ceux des Bk [Tiels et Schoukens, 2014]. Il suffit alors d’identifier les pôles de la
fonction de transfert obtenue pour les utiliser dans la construction de la base.
La recherche de méthodes pour déterminer la base optimale à partir des
données sort du cadre de cette thèse. Il serait intéressant d’étudier la possi-
bilité d’utiliser les signaux interconjugués et/ou homophases pour améliorer
l’estimation des pôles (et donc de la base optimale). Cette piste est gardée en
perspective de recherche.
3.4 COMPARAISON DES MÉTHODES
Afin de comparer les approches d’identification présentées dans ce chapitre
— à partir de la sortie totale, des ordres homogènes, des signaux interconjugués
ou des signaux homophases —, l’expérience numérique décrite au § 2.6.3 est ré-
utilisée.
Pour les méthodes nécessitant une séparation préalable, une seule méthode
de séparation sera utilisée.
Signaux yn les ordres yn sont estimés par la méthode AS (cf. § 2.1.1) ;
Signaux yn,q les signaux interconjugués yn,q sont estimés par la méthode PAS
(cf. § 2.4.2) ;
Signaux ψp les signaux homophases ψp estimés par la méthode HPS (cf. § 2.3.3).
La méthode AS (respectivement PAS) a été choisie car elle est celle qui donne
accès aux ordres yn (resp. les signaux yn,q) pour le plus petit nombre de signaux
tests nécessaire K. Si la méthode de séparation préalable est changée, les résul-
tats de l’identification changent de la même manière que ceux observés pour la
séparation (cf. § 2.6.3).
Pour la méthode basée sur la sortie totale, le même type de signaux d’entrées
a été utilisé (bruit blanc gaussien de moyenne nulle et variance unitaire). Afin
de comparer les méthodes pour un nombre identique de données, les signaux
d’excitations sont pris de longueur Ld = KL, où L = 10000 est la longueur
des signaux de référence utilisées pour la séparation. D’un point de vue expé-
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rimental, cette approche nécessiterait donc approximativement la même durée
de mesure qu’une méthode avec séparation 11.
La performance des méthodes d’identification est comparée en estimant l’er-
reur relative de reconstruction pour un signal d’évaluation
ε = RMS(yeval − ỹeval)/RMS(yeval) , (3.53)
où yeval est le signal en sortie du système et ỹeval celui reconstruit à l’aide du mo-
dèle estimé. Le signal d’évaluation est pris comme la réponse du système à un
bruit gaussien indépendamment distribué dont la variance croît linéairement
de 0 à 1.25 en Leval = 10000 échantillons. La valeur maximale de la variance,
supérieure à elle utilisée pour l’identification, permet de mesurer la capacité de
l’estimation à extrapoler le comportement du système étudié pour des ampli-
tudes supérieures à celles utilisés lors de l’estimation.
3.4.1 Identification de noyaux à mémoire tronquée
Nous nous intéressons dans un premier temps à l’estimation des coefficients
des noyaux de Volterra à temps discret. Ici, nous nous limitons à l’identification
d’une série de Volterra de degré 3, dont les ordres ont pour mémoire respective
M1 = 100, M2 = 60 et M3 = 35. Cela correspond à un nombre de coefficients
à estimer pour chaque ordre de Γ1 = 100, Γ2 = 1830 et Γ3 = 7770. Au total, le
nombre de coefficient à estimer est donc de Γ = 9700.
Le conditionnement des méthodes de séparation augmente avec l’ordre de
troncature N choisi — à l’exception de HPS, où le conditionnement est toujours
optimal. Nous nous contentons donc ici de séparer les trois premiers ordres de
la série et choisissons N = 3. Les méthodes sont testées pour plusieurs valeurs
de K ∈ {1, 3, 7, 14, 28}, ce qui correspond aux valeurs minimales nécessaires
pour les différentes méthodes de séparation lorsque N = 3. Pour chaque mé-
thode d’identification, les valeurs optimales des coefficients des noyaux sont
trouvées par inversion matricielle. Les résultats d’évaluation pour chacune des
méthodes et pour deux niveaux de bruit sont rassemblés en Figure 3.2 en fonc-
tion du temps de calcul machine.
Considérons tout d’abord le cas où le RSB est de 0 dB. On remarque que les
résultats de la méthode utilisant la sortie totale (ronds noirs dans la Figure 3.2a)
s’améliorent lorsque l’on augmente la longueur du signal utilisé — i.e. lorsque
K augmente —, ce qui s’accompagne d’une augmentation importante du temps
de calcul. C’est un résultat habituel de l’estimation par moindres carrées. Il est
donc théoriquement possible d’augmenter la longueur du signal d’excitation
jusqu’à obtenir une erreur cible, mais une telle approche est en pratique limitée
par les capacités de calcul qu’elle nécessite.
11. Une petite différence réside dans le fait que l’approche directe ne nécessite qu’une seule longue
mesure, tandis qu’une approche par séparation nécessite plusieurs mesures courtes, chacune espacée du
temps suffisant pour ce que le système retourne à son état d’équilibre.
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FIGURE 3.2 – (Identification des coefficients des noyaux triangulaires) Évolution de l’erreur de
simulation ε (en décibels) en fonction du temps de calcul machine pour les diffé-
rentes approches d’identification et deux valeurs de RSB ; les points représentent
les valeurs moyennes pour les 10 réalisations.
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À l’inverse, le temps de calcul total des approches basés sur la séparation est
peu affecté par une augmentation de K. En effet, augmenter le nombre de si-
gnaux rend le calcul de la séparation plus long, mais cette étape reste néanmoins
négligeable devant l’identification (voir Figure 2.19 p. 73). De plus, comme dans
ce cas là l’identification utilise toujours sur un signal de longueur L, son temps
de calcul est fixe quel que soit le nombreK de signaux tests utilisés pour la sépa-
ration. En utilisant des méthodes de séparation, il est donc possible d’améliorer
les résultats de l’identification sans affecter le temps de calcul en augmentant
le nombre de signaux K. Une multiplication par 2 du nombre de signaux utili-
sés améliore l’erreur de simulation d’environ 3 dB, ce qui est en accord avec les
résultats théoriques sur la robustesse des méthodes de séparation développés
au Chapitre 2.
L’approche utilisant les ordres estimés par la méthode AS (triangles rouges
dans la Figure 3.2a) donnent des estimations peu satisfaisantes ; des résultats
similaires sont trouvés que l’on utilise nos méthodes PAS ou RPS pour estimer
les ordres, tant pour l’erreur de simulation que pour le temps de calcul. En
effet, bien qu’ils soient meilleurs qu’une approche directe avec un signal de
longueur L, l’utilisation des ordres est nettement surpassée par une approche
directe utilisant un nombre de données équivalent. Dans le cas d’un RSB de
0 dB, l’estimation des noyaux est même mauvaise puisque l’erreur d’évaluation
est supérieure à 0 dB. La grande sensibilité au bruit de l’approche par ordres yn
est due au mauvais conditionnement de l’étape de séparation (et ce que l’on
utilise AS, PAS ou RPS).
Toutefois, l’utilisation des signaux interconjugués (carrés bleus dans la Fi-
gure 3.2a) améliore sensiblement les résultats d’estimation par rapport à l’uti-
lisation des ordres yn, et ce bien que l’étape de séparation soit identique. Cette
différence s’explique par une augmentation artificielle du nombre de données
utilisées pour l’identification : il y a n + 1 signaux interconjugués à partir des-
quelles le noyau d’ordre n peut être estimé, mais un seul signal yn. Cette aug-
mentation du nombre de données dans l’étape d’identification explique aussi
l’augmentation du temps de calcul. L’erreur d’évaluation reste plus grande que
celle obtenue par l’approche directe pour un nombre de données équivalent,
mais le temps de calcul est nettement plus faible.
L’utilisation des signaux homophases ψp (losanges verts dans la Figure 3.2a)
améliore les résultats obtenus à partir des yn ou yn,q. À nombre de données équi-
valent, l’approche directe et l’approche par signaux homophases conduisent à
des erreurs du même ordre de grandeur. Cela peut s’expliquer par le condition-
nement optimal de la TFD sur laquelle repose la méthode HPS. De plus, l’ap-
proche par signaux homophases a un temps de calcul plus faible. D’un point
de vue numérique, la méthode HPS effectue donc un pré-traitement qui per-
met une identification à moindre coûts sans augmenter le niveau de bruit. Le
nombre de signaux K permet de contrôler l’ordre de la TFD, et donc son effet
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sur le bruit de mesure. La Figure 3.3 montre par exemple l’estimation des deux
premiers noyaux basés sur la séparation en signaux homophases pour deux va-
leurs de K.
Considérons maintenant le cas où le RSB vaut 20 dB (Figure 3.2b). Les re-
marques concernant les temps de calcul restent valides. De plus, les résultats
de toutes les méthodes d’identification s’améliorent. Mais l’erreur de simula-
tion ne dépasse pas les−15 dB. Cela provient de l’erreur de modélisation dû au
choix de la troncature. En effet, l’erreur de reconstruction entre la sortie totale
et la sortie tronquée à l’ordre N = 3 vaut −16 dB. Il est donc naturel de ne pas
pouvoir obtenir des résultats meilleurs avec le modèle choisi. Choisir un ordre
de troncature plus élevé permettrait de mieux modéliser le système, mais au
coût d’un plus grand nombre de coefficients à identifier, et donc d’un temps de
calcul accru.
3.4.2 Identification à l’aide de bases orthonormales
Nous nous intéressons maintenant à l’estimation des coefficients de la pro-
jection des noyaux de Volterra sur une base orthonormale. Pour cela, nous uti-
lisons une base de Kautz avec R = 2 éléments construite avec le vrai pôle du
système, i.e. ξ = 0.85ej2π×0.05. Ce cas est idéal, puisque la base choisie permet
de reconstruire parfaitement le système étudié. Les projections des 9 premiers
noyaux de la série sont estimées. Le nombre total de coefficient à estimer est
donc de Γ = 55.
Pour séparer les 9 premiers ordres de la série, plusieurs valeurs de K ∈
{1, 9, 19, 90, 190} sont utilisées, qui correspondent aux valeurs minimales néces-
saires pour les différentes méthodes de séparation lorsque N = 9. Pour chaque
méthode d’identification, les valeurs de la projection des noyaux sont calculées
par inversion matricielle. Les résultats d’évaluation pour chacune des méthodes
et pour deux niveaux de bruit sont rassemblées en Figure 3.4 en fonction du
temps de calcul machine.
On remarque tout d’abord que le gain en temps de calcul apporté par les mé-
thodes de séparation est significativement réduit. Cela est dû au petit nombre
de coefficients à estimer.
De plus, quel que soit le RSB utilisé, les résultats des différentes méthodes
présentent des évolutions similaires en fonction du paramètre K. En effet, dans
cette expérience, il y a peu d’erreur de modélisation puisque que la base choisie
permet de représenter parfaitement le système étudié, et que l’ordre de tronca-
ture considéré est élevé. La Figure 3.3 montre par exemple l’estimation des deux
premiers noyaux basés sur la séparation en signaux homophases pour deux va-
leurs de K.
Enfin, on remarque que pour ces conditions d’estimation idéales (puisque
la base choisie est parfaitement adaptée au système), la méthode directe (ronds
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(b) Noyaux estimés à partir des signaux homophases avec K = 7
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(c) Noyaux estimés à partir des signaux homophases avec K = 28
FIGURE 3.3 – (Identification des coefficients des noyaux triangulaires) Noyaux de Volterra des
deux premiers ordres (a) calculés à partir du modèle, (b) estimés à partir des si-
gnaux homophases avec K = 7 et (c) estimés à partir des signaux homophases
avec K = 28.
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FIGURE 3.4 – (Identification de la projection des noyaux sur une base) Évolution de l’erreur de
simulation ε (en décibels) en fonction du temps de calcul pour les différentes ap-
proches d’identification et deux valeurs de RSB ; l’identification est faite en utili-
sant une projection sur une base orthogonale créée à partir du pôle réel du système
étudié ; les points représentent les valeurs moyennes pour les 10 réalisations.
99
Chapitre 3. Identification de noyaux de Volterra par moindres carrés
0 5 10 15 20 25 30 35 40 45 50 55 60
0
0.2
0.4
0
10
20
30
0
10
20
30
0
0.05
0.1
(a) Noyaux estimés à partir des signaux homophases avec K = 7
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(b) Noyaux estimés à partir des signaux homophases avec K = 28
FIGURE 3.5 – (Identification de la projection des noyaux sur une base) Noyaux de Volterra des
deux premiers ordres estimés à partir des signaux homophases avec (a) K = 7
et (b) K = 28 ; l’identification est faite en utilisant une projection sur une base
orthogonale créée à partir du pôle réel du système étudié.
noirs dans la Figure 3.4) donne, pour un nombre de données équivalent, une
estimation meilleure que toute autre approche.
3.4.3 Remarques conclusives
Les expériences numériques nous ont permis de remarquer que les diffé-
rentes approches proposées dans ce chapitre se comportent différemment en
fonction de la quantité de bruit de mesure et du modèle utilisé. Se pose donc la
question légitime de quelle approche privilégier lorsque l’on cherche à identi-
fier un système réel ?
Si l’utilisateur n’a pas le contrôle des signaux d’excitations, alors l’utilisation
des méthodes de séparation est impossible et l’identification doit se faire à partir
de la sortie totale. Si les signaux d’entrées peuvent être fixés, alors la réponse
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dépend de plusieurs conditions.
Niveau de bruit des mesures. Comme nous l’avons vu, les méthodes de sépara-
tion AS, PAS et RPS sont très sensibles à la présence de bruit, et ce d’autant plus
lorsque l’ordre de troncature N est grand. Les approches d’identification basées
sur les ordres yn ou les signaux interconjugués sont donc à éviter lorsque que
le RSB est faible. Une approche directe ou utilisant les signaux homophases est
alors à préférer. Cette dernière permet d’économiser en temps de calcul (surtout
lorsque que le modèle contient de nombreux paramètres à estimer).
Nombre de mesures réalisables. Les méthodes PAS et RPS sont coûteuses en
nombre de signaux d’excitations à utiliser, qui est en O(N2). Pour les méthodes
AS et HPS, le nombre de signaux minimum est en O(N). Ces méthodes sont
donc à privilégier si les mesures possibles sont limitées et qu’une séparation
(des ordres pour AS et des signaux homophases pour HPS) est souhaitée.
Type de modèle à identifier. Le modèle choisi va déterminer le nombre de para-
mètres à identifier. Si il est nécessaire d’estimer un grand nombre de paramètres,
la méthode directe est à éviter à cause de son coût de calcul et de son utilisation
mémoire. Dans ce cas, une approche utilisant les ordres yn ou les signaux yn,q
sont les plus adaptées, puisque chaque noyau est estimé séparément. De plus,
si l’on souhaite estimer les pôles d’une base orthogonale en vue d’identifier le
système, avoir accès aux ordres yn séparés permet de trouver une base optimale
différente pour chaque ordre (et non une base optimale pour tout les noyaux,
comme cela serait le cas si les pôles étaient estimés à partir de la sortie totale).
En conclusion, l’approche à utiliser dépend du contexte. Toutefois, en règle
générale la méthode utilisant les signaux homophases fournit un bon compro-
mis entre robustesse au bruit, temps de calcul et nombre de signaux minimums
nécessaires.
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Chapitre 4
Estimation de représentations d’états à
non-linéarités polynomiales
Il est inutile de défoncer des portes
qu’on peut ouvrir.
Arthur Honegger - Écrits
4.1 INTRODUCTION
Ce chapitre s’intéresse à l’utilisation des méthode de séparation en ordres
homogènes pour l’estimation des paramètres de représentations d’états non li-
néaire. Pour rappel, un système différentiel admet une représentation d’état de
paramètres Θ si sa relation entrée-sortie peut s’écrire sous la forme
ẋ(t) = fΘ(x(t),u(t)) , (4.1a)
y(t) = gΘ(x(t),u(t)) , (4.1b)
où u, x et y représentent l’entrée, l’état et la sortie du système, et ẋ la dérivée
temporelle de l’état. Ici, on s’intéressera au cas de système de dimension finie
à entrée, état et sortie bornés et de conditions initiales nulles, i.e. tels que u ∈
U = L∞(T,Rηu), x ∈ X = L∞(T,Rηx), y ∈ Y = L∞(T,Rηy) avec ηu, ηx et ηy
leurs dimensions respectives, et x(0) = 0. De plus les fonctions fΘ et gΘ sont
supposées analytiques en (x,u) ∈ Rηx ×Rηu autour du point d’équilibre 1 (0,0)
pour tout les paramètres Θ.
Pour utiliser les méthodes de séparation présentées dans le Chapitre 2, il est
nécessaire d’exprimer la relation (4.1) dans le formalisme des séries de Volterra.
On trouve ce type de ré-écriture dans la littérature sur les séries de Volterra à
partir des années 1970.
1. Il est toujours possible de se ramener à ce cas par une translation (x,u) 7→ (x−xeq,u− ueq).
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Dans [Brockett, 1976], l’auteur montre que la classe des systèmes linéaires-
analytiques 2 admet une représentation en série de Volterra (sous la condition
que le système ne diverge pas en un temps fini et si l’on considère un état initial
x(0) = 0). De plus, des formules analytiques permettant de trouver le rayon de
convergence de tels systèmes ont été données dans [Hélie et Laroche, 2011] —
pour la cas des systèmes à dimension finie — et [Hélie et Laroche, 2014] — pour
la cas des systèmes à dimension infinie. Un résultat pour la forme générale (4.1)
est donnée dans [Gilbert, 1977] pour un intervalle de temps T borné. Les for-
mules analytiques des noyaux sont calculables à partir des dérivées de Fréchet
des fonctions f et g [Dieudonné, 2013; Hélie, 2013].
Une autre approche permet d’écrire un système différentiel dans le forma-
lisme des séries de Volterra. Celle-ci, basée sur l’utilisation de séries génératrices
en variables non commutatives [Fliess, 1981], permet d’obtenir de manière re-
lativement aisée les formules symboliques des noyaux de Volterra [Fliess et al.,
1983]. Cette approche a amené au développement d’un logiciel d’analyse de
circuit électronique non linéaire permettant l’analyse de la sortie d’un système
en réponse à des entrées déterministes typiques (harmoniques, Dirac, échelons,
etc.) ou à des entrées aléatoires [Lamnabhi, 1986].
Le § 4.2 rappelle l’écriture en série de Volterra d’un système différentiel. Les
notations utilisées sont celles choisies dans [Hélie, 2013, § 2.2], et la présenta-
tion est basée sur l’écriture en dérivées de Fréchet et l’utilisation de la méthode
des perturbations [Khalil et Grizzle, 1996, Chapitre 5]. En s’appuyant sur cette
formulation, une méthode est proposée en § 4.3 pour estimer les paramètres Θ
d’une représentation d’état. Cette méthode procède de manière itérative sur les
ordres de non-linéarité : on estime d’abord les paramètres de la partie linéaire
du système, qui sont ensuite utilisées pour estimer les paramètres de la partie
quadratique, etc. Enfin, les avantages et inconvénients de l’approche proposée
sont discutés en § 4.4, et des perspectives d’améliorations sont proposées.
4.2 RAPPELS SUR L’ÉCRITURE D’UNE REPRÉSENTATION D’ÉTAT EN SÉRIE DE
VOLTERRA
4.2.1 Représentation d’état à non-linéarités polynomiales
Considérons un système différentiel causal et de dimension finie dont la re-
lation entrée-sortie est donnée par la représentation d’état (4.1), et initialement
au repos, i.e. x(0) = 0. Si les fonctions fΘ et gΘ sont bien analytique autour
de (0,0), alors elles peuvent s’écrire (en omettant le paramètre Θ par souci de
2. Un système est dit linéaire-analytique si il existe des fonctions analytiques fx et fu telles que
f(x(t),u(t)) = fx(x(t)) + u(t)fu(x(t)) et si de plus g(x(t),u(t)) = g(x(t))
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clarté)
f(x,u) =
∞∑
p=1
∞∑
q=1
Mp,q

x, . . . ,x︸ ︷︷ ︸
p
,u, . . . ,u︸ ︷︷ ︸
q

 , (4.2)
g(x,u) =
∞∑
p=1
∞∑
q=1
Np,q

x, . . . ,x︸ ︷︷ ︸
p
,u, . . . ,u︸ ︷︷ ︸
q

 , (4.3)
où Mp,q ∈ MLp+q(X p × U q,X ) et Np,q ∈ MLp+q(X p × U q,Y) sont les dérivées
de Fréchet de f et g, i.e.
Mp,q(x, . . . ,x,u, . . . ,u) =
∂p+qf(0,0)
∂xp∂uq

x, . . . ,x︸ ︷︷ ︸
p
,u, . . . ,u︸ ︷︷ ︸
q

 , (4.4)
Np,q(x, . . . ,x,u, . . . ,u) =
∂p+qg(0,0)
∂xp∂uq

x, . . . ,x︸ ︷︷ ︸
p
,u, . . . ,u︸ ︷︷ ︸
q

 . (4.5)
La relation (4.1) peut alors se réécrire
ẋ(t) = Ax(t) +Bu(t) +
∑
(p,q)∈N2
2≤p+q
Mp,q(x(t), . . . ,x(t),u(t), . . . ,u(t)) , (4.6a)
y(t) = Cx(t) +Du(t) +
∑
(p,q)∈N2
2≤p+q
Np,q(x(t), . . . ,x(t),u(t), . . . ,u(t)) , (4.6b)
où l’on a re-noté les termes linéaires par Ax = M1,0(x), Bu = M0,1(u), Cx =
N1,0(x) et Du = N0,1(u), et où les objets A, B, C, D, Mp,q et Np,q dépendent
des paramètres Θ.
Lorsque les indices (p, q) sont bornés (p ≤ P , q ≤ Q), le modèle (4.6) cor-
respond à ce que l’on retrouve dans la littérature sous le nom de Polynomial
NonLinear State Space , bien que généralement présenté sous une notation dif-
férente [Paduart, 2008, Chapitre 5]. Par commodité, nous utiliserons par la suite
l’acronyme PNLSS utilisée dans la littérature pour se référer au modèle (4.6).
La notation utilisée ici permet d’écrire facilement un système de type PNLSS
en série de Volterra, ce que nous ferons en § 4.2.2 à l’aide de la méthode des
perturbations régulières.
Forme desMp,q etNp,q. Les fonctionsMp,q etNp,q sont multi-linéaires d’ordre
p en l’état et q en l’entrée. Elles peuvent être représentés sous forme de multi-
nômes, ou forme polynomiale multi-variable. En considérant (sans perte de géné-
ralité) que les Mp,q sont symétriques en x selon les p premières variables et en
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u selon les q dernières, on peut écrire
Mp,q(x, . . . ,x,u, . . . ,u) =
∑
k∈Kp(ηx)
∑
l∈Kq(ηu)
m(k,l)p,q
p∏
j=1
[x]kj
q∏
j=1
[u]lj , (4.7)
où [x]n (respectivement [u]n) désigne la n− 1ème coordonnée 3 de l’état (respec-
tivement de l’entrée), m(k,l)p,q est un vecteur de coefficients de longueur ηx, et où
pour rappel Kn(η) désigne l’ensemble des n-uplets ordonnés d’entiers de 0 à
η − 1 (cf. (3.12) p. 81). LesNp,q s’écrivent de manière similaire.
Nombre de paramètres. Les paramètres Θ1 de la partie linéaire d’un modèle
PNLSS sont les coefficients des quatre matricesA (de taille ηx× ηx),B (de taille
ηx × ηu), C (de taille ηy × ηx) et D (de taille ηy × ηu). Le nombre de paramètres
linéaires est donc de card(Θ1) = (ηx + ηy)(ηx + ηu), où card(Θ) représente le
cardinal de l’ensemble Θ.
Les paramètres Θn de la partie non linéaire d’ordre n d’un modèle PNLSS
sont les coefficients de tous les vecteurs m(k,l)p,q (de longueur ηx) et n
(k,l)
p,q (de lon-
gueur ηy) — représentant respectivement les fonctions Mp,q et Np,q — tels que
p + q = n. En utilisant l’écriture polynomiale (4.7), une fonction Mp,q est ca-
ractérisée par
(
ηx+p−1
p
)(
ηu+q−1
q
)
de ces vecteurs. Si l’on considère toutes les non-
linéarités d’ordre n, on peut alors montrer que celles-ci sont représentées par
card(Θn) = (ηx + ηy)
(
ηx+ηu+n−1
n
)
paramètres.
Le nombre maximal de paramètres d’un modèle PNLSS tronquée à l’ordre
N est donc donnée par
card
(
{Θn}n∈J1;NK
)
= (ηx + ηy)
N∑
n=1
(
ηx + ηu + n− 1
n
)
(4.8)
= (ηx + ηy)
((
ηx + ηu +N
N
)
− 1
)
. (4.9)
En pratique, il est aussi nécessaire de considérer l’invariance par similarité des
représentations d’état. En effet, remplacer l’état x par z = Tx laisse les équa-
tions (4.6) inchangées (à condition que T soit inversible). En considérant les η2x
paramètres libres de T , le nombre effectif de paramètres d’un modèle PNLSS
de degré N est donc de
(ηx + ηy)
((
ηx + ηu +N
N
)
− 1
)
− η2x . (4.10)
4.2.2 Mise en série
Afin de réécrire le modèle (4.6) dans le formalisme des séries de Volterra,
nous nous basons sur la méthode des perturbations régulières. Celle-ci consiste
3. Pour rappel, les indices désignant des éléments de vecteur sont numérotés à partir de 0.
106
4.2. ÉCRITURE D’UNE REPRÉSENTATION D’ÉTAT EN SÉRIE DE VOLTERRA
à chercher un développement des vecteurs d’état et de sorties de la forme
x =
+∞∑
n=1
xn , (4.11)
y =
+∞∑
n=1
yn , (4.12)
où les termes xn et yn sont homogènes d’ordre n par rapport à l’entrée — i.e.
si l’on remplace l’entrée u par la perturbation v = αu, alors les termes xn (res-
pectivement yn) deviennent αnxn (respectivement αnyn). Pour cette raison, on
appellera état d’ordre homogène n le vecteur xn, ou plus simplement état d’ordre
n.
Équation d’état. Considérons tout d’abord l’équation dynamique. En substi-
tuant le développement en série (4.11) dans (4.6a), et en regroupant les termes
par ordre d’homogénéité, on trouve alors qu’un tel développement est formelle-
ment possible si les états d’ordre homogènes xn satisfont
ẋn(t) = Axn(t) + rn(t) (4.13)
pour tout n ≥ 1, avec
r1(t) = Bu(t) (4.14)
et
rn(t) =
∑
(p,q)∈L(n)
∑
m∈Mn(p,q)
Mp,q
(
xm1(t), . . . ,xmp(t),u(t), . . . ,u(t)
)
(4.15)
pour n ≥ 2, et où les ensembles L(n) et Mn(p, q) sont données par
L(n) =
{
(p, q) ∈ J0;nK2 | 2 ≤ p+ q ≤ n
}
, (4.16)
Mn(p, q) = {m ∈ J1;n− 1Kp | m1 + · · ·+mp = n− q} . (4.17)
L’ensemble L(n) permet de sélectionner toutes les fonctions multilinéairesMp,q
qui contribuent à l’ordre n, tandis que Mn(p, q) représente l’ensemble des com-
binaisons d’ordres homogène de l’état telles que leur produit soient d’ordre
n− q. Le signal rn est donc homogène d’ordre n par rapport à l’entrée u.
Puisque rn ne dépend que des états d’ordres m strictement inférieurs à n,
on peut interpréter (4.13) comme l’équation dynamique d’une représentation
d’état linéaire excitée par une entrée rn (pour une matrice de commande iden-
tité, i.e.B = Iηx). La solution de (4.13) est alors donnée par
xn(t) = [W ∗ rn](t) , (4.18)
où l’on a noté
[W ∗ rn](t) =
∫
T
W (τ)rn(t− τ)dτ (4.19)
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avec le filtreW défini par
W (t) =
{
eAt , si t ≥ 0 ;
0 , sinon.
(4.20)
Ainsi, la solution de (4.6a) s’écrit
x(t) =
+∞∑
n=1
[W ∗ rn](t) . (4.21)
Ce développement par ordre homogène sur u correspond au développement
en séries de Volterra (voir par exemple [Hélie et Laroche, 2014]).
On remarque dans l’écriture de la solution (4.18) que seule la matrice A in-
tervient dans « l’opérateur de mémoire »W . La matriceB et les fonctionsMp,q
n’agissent quant à elles que sous forme de combinaisons statiques entre l’entrée
et les états d’ordre homogène. Cette observation permet de montrer que le sys-
tème peut se réaliser sous la forme d’une structure récursive (voir Figure 4.1).
Équation de sortie. Considérons maintenant l’équation de sortie. De manière si-
milaire à l’équation d’état, si l’on substitue le développement (4.12) dans (4.6b),
et regroupe les termes par ordre d’homogénéité, on trouve alors qu’un tel dé-
veloppement est possible si les yn satisfont
yn(t) = Cxn(t) + sn(t) (4.22)
pour tout n ≥ 1, avec
s1(t) = Du(t) (4.23)
et
sn(t) =
∑
(p,q)∈L(n)
∑
m∈Mn(p,q)
Np,q
(
xm1(t), . . . ,xmp(t),u(t), . . . ,u(t)
)
. (4.24)
On retrouve donc un développement similaire à celui de l’équation d’état. Mais
comme l’équation de sortie ne contient pas de dynamique, elle peut se réaliser
seulement à l’aide de combinaisons non linéaires statiques de l’entrée u et des
états d’ordre homogène xn ; cette structure est montrée en Figure 4.2 pour un
système tronqué à l’ordre 3.
4.2.3 Exemple d’un système masse-ressort-amortissement non linéaire
Considérons le système mécanique décrit par l’équation de mouvement
mẍ(t) = −cẋ(t)− k1x(t)− k2x2(t)− k3x3(t) + f(t) , (4.25)
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n = 1
n = 2
n = 3
(p+q=2)
(p+q=2)
(p+q=3)
D
C
+
N2,0
N1,1
N0,2
C
+
N2,0
N2,0
N1,1
N3,0
N2,1
N1,2
N0,3
C
+
+
u
x1
x2
x3
y1
y2
y3
y
FIGURE 4.2 – Structure de réalisation tronquée à l’ordre 3 de l’équation de sortie donnée
par (4.6b).
où m est la masse, c le coefficient d’amortissement, ki les paramètres de raideur
et f la force appliquée au système. En notant u =
[
f
]
, x =
[
x ẋ
]T et y =[
x
]
les vecteurs correspondant respectivement à l’entrée, l’état et la sortie, la
relation (4.25) s’écrit comme un modèle PNLSS avec
ẋ(t) =
[
0 1
−k1
m
−c
m
]
x(t) +
[
0
1
m
]
u(t) +K2(x(t),x(t)) +K3(x(t),x(t),x(t)) ,
(4.26a)
y(t) =
[
1 0
]
x(t) , (4.26b)
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B
+
+ W ∗ · C
K2
K3
u y
(a) Modèle avec boucle de rétroaction
B W ∗ ·
K2 W ∗ ·
K2
K2
K3
+ W ∗ ·
+
C
u y
(b) Structure de réalisation dans le formalisme de Volterra tronquée à l’ordre 3
FIGURE 4.3 – Structures de réalisation exacte (haut) et tronquée à l’ordre 3 (bas) d’un système
masse-ressort-amortissement non linéaire modélisée par la relation (4.26).
où les fonctionsK2 etK3 — correspondant respectivement à des non-linéarités
de typeM2,0 etM3,0 — sont données par
K2(a, b) =
[
0
−k2
m
[a]0[b]0
]
, (4.27)
K3(a, b, c) =
[
0
−k3
m
[a]0[b]0[c]0
]
. (4.28)
Le modèle exact (4.26) peut se schématiser à l’aide d’une boucle de rétroaction
(voir Figure 4.3a). Mais l’on peut aussi représenter ce modèle dans le forma-
lisme de Volterra en décomposant les états et la sortie à l’aide des décomposi-
tion en séries (4.13) et (4.22). Un autre schéma de réalisation est alors possible
(voir Figure 4.3b), faisant apparaître une structure récursive sans rétroaction. Il
est intéressant de noter que la réalisation donnée par la Figure 4.3b n’est pas
exacte mais tronquée à l’ordre 3, alors même que le modèle (4.26) ne contient
lui que des non-linéarités d’ordre 2 et 3. Cela est dû au déploiement de la boucle
de rétroaction sur les ordres de non-linéarités.
De manière générale, tant qu’il existe une fonction Mp,q non nulle avec p 6=
0, la dynamique inclut une infinité de contributions d’ordre homogène. Ainsi,
la représentation du modèle PNLSS dans le formalisme de Volterra correspond
à une série infinie. On peut aussi le comprendre à partir des relations (4.14)
et (4.15) : dans ce cas, la série des termes rn n’est pas finie — et par conséquent
celle des ordres xn et des sorties yn non plus. À l’inverse, les fonctions M0,q et
Np,q n’agissent que sur un seul ordre de la sortie, respectivement yq et yp+q.
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4.2.4 Équivalence avec les modèles de type schéma-blocs
Les Figures 4.1 et 4.2 montrent comment l’utilisation du formalisme des sé-
ries de Volterra permet de réaliser un modèle PNLSS à l’aide seulement de
filtres linéaires — W — et de fonctions statiques d’ordres homogènes — B, C,
D et les fonctionsMp,q etNp,q. Ce type de réalisation se rapproche des modèles
dits en schéma-blocs (cf. § 1.1.3), que l’on peut voir comme des cas particuliers
du modèle PNLSS.
Considérons le modèle de Hammerstein de type polynomial (cf. Figure 1.6
p. 28), constitué de plusieurs branches parallèles « puissance vers filtre », i.e.
y(t) =
+∞∑
n=1
[un ∗ gn](t) . (4.29)
Dans le formalisme PNLSS, ce modèle s’écrit
ẋ(t) = Ax(t) +Bu(t) +
+∞∑
q=2
M0,q(u(t), . . . ,u(t)) , (4.30a)
y(t) = Cx(t) . (4.30b)
De même, le modèle de Wiener polynomial, constitué de plusieurs branches
parallèles « filtre vers puissance », suit une relation de type
y(t) =
+∞∑
n=1
[u ∗ gn]n(t) (4.31)
Dans le formalisme PNLSS, cette relation peut se réécrire
ẋ(t) = Ax(t) +Bu(t) , (4.32a)
y(t) = Cx(t) +
+∞∑
p=2
Np,0(x(t), . . . ,x(t)) . (4.32b)
La structure de réalisation de ces deux modèles est donnée en Figure 4.4. On re-
marque que les schémas obtenus sont des cas particuliers de celui d’un modèle
PNLSS général (voir Figures 4.1 et 4.2). De plus, si l’on compare avec la structure
de réalisation obtenue pour un système masse-ressort-amortissement (voir Fi-
gure 4.3b), on remarque qu’elle ne correspond ni à un modèle de Hammerstein
ni à celui de Wiener. Les méthodes d’identification développées spécifiquement
pour ces deux modèles [Kibangou et Favier, 2009; Rébillat et al., 2011] ne sont
donc pas adaptées à un système décrit par des relations plus générales — i.e.
dès que des non-linéarités sur l’état sont incluses dans l’équation dynamique,
comme par exemple (4.26a).
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B W ∗ ·
M0,2 W ∗ ·
M0,3 W ∗ ·
+
C
u y
(a) Modèle de Hammerstein
B W ∗ · C
N2,0
N3,0
+
u y
(b) Modèle de Wiener
FIGURE 4.4 – Structures de réalisation tronquée à l’ordre 3 de différents modèles de type
schéma-blocs polynomiaux.
4.3 MÉTHODE D’ESTIMATION ITÉRATIVE
Nous supposons maintenant que les ordres homogènes yn de la sortie sont
connus, par exemple par l’utilisation des méthodes de séparation d’ordres pré-
sentés 4 au Chapitre 2. Il devient alors possible d’estimer une représentation
d’état donnée par (4.6) de manière itérative, ce qui peut se résumer comme suit :
1. estimer les paramètre Θ1 (i.e. les matricesA,B, C etD) à partir de y1 ;
2. pour n allant de 2 à N , estimer les paramètre Θn (i.e. les fonctions Mp,q
et Np,q avec p + q = n) à partir de yn et des paramètres précédemment
estimés {Θm}m∈J1;n−1K ;
L’intérêt de cette approche est double. Elle permet de tirer parti des méthodes
d’estimation de représentation d’état linéaire déjà existantes, pour lesquelles de
nombreux résultats et propriétés sont connus. De plus, comme nous allons le
montrer par la suite, l’estimation des fonctions Mp,q et Np,q se ramène à un
problème de régression linéaire.
4.3.1 Estimation des matrices du système linéarisé
À partir des équations (4.18) et (4.22), la relation entrée-sortie du système
linéarisé s’écrit
y1(t) = C[W ∗Bu](t) +Du(t) . (4.33)
L’estimation des matrices de la représentation d’état (linéaire) à partir de la
connaissance de u et y1 est un problème qui a été très largement étudié, e.g.
4. Bien que ces méthodes n’aient pas été présentées dans le cadre de systèmes multi-entrées multi-
sorties, nous gardons pour des principes de consistance la notation vectorielle u et y pour les signaux
d’entrées et de sorties.
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dans [Ljung, 1987]. Parmi les méthodes existantes, on peut citer par exemple la
famille des subspaces identification methods 5, adaptées au domaine soit tem-
porel [Doyle, 1985; Viberg et al., 1991] soit fréquentiel [McKelvey et al., 1996], ou
bien celle des prediction error methods 6[Ljung, 1987, 2002]. Nous ne dévelop-
pons pas sur cette étape ici, et renvoyons le lecteur aux ouvrages cités.
4.3.2 Estimation des fonctions non linéaires
Dans cette section, nous nous intéressons à l’estimation des fonctions multi-
linéairesMp,q etNp,q avec p+ q = n — i.e. de Θn — à partir de la connaissance
de l’ordre yn. On suppose donc connues les matrices de la partie linéaire de la
représentation d’état ainsi que toutes les fonctionsMp,q etNp,q tels que p+ q <
n. L’identification des fonctions multi-linéaires recherchées se fait alors deux
étapes (détaillées ci-dessous) :
1. le calcul, à partir des paramètres déjà estimés, de la partie non linéaire in-
novante de l’ordre yn, i.e. celle qui ne fait apparaître que les fonctionsMp,q
etNp,q recherchées ;
2. l’estimation des paramètres Θn en exprimant la partie non linéaire innovante
de l’ordre yn linéairement à partir des paramètres recherchés.
Dans la suite et pour des soucis de lisibilité, l’indice temporel est omis.
Calcul de la partie innovante de yn. Intéressons-nous dans un premier temps à
l’état d’ordre homogène n donnée par
xn = W ∗ rn , (4.34)
où le signal rn est décrit par (4.15). Puisque la matrice A est connue, la matrice
de filtresW peut être calculé. D’autre part, le signal rn peut être séparé en deux
termes distincts : un ne contenant que les paramètres déjà estimés, et l’autre
dépendant ceux que l’on cherche. Autrement dit, on écrit
rn = r
(c)
n + r
(i)
n (4.35)
où le terme connu r(c)n est donné par
r(c)n =
∑
(p,q)∈L(n−1)
∑
m∈Mn(p,q)
Mp,q
(
xm1 , . . . ,xmp ,u, . . . ,u
)
, (4.36)
et le terme r(i)n contenant les innovations non linéaires d’ordre n est donné par
r(i)n =
n∑
p=0
Mp,n−p(x1, . . . ,x1,u, . . . ,u) . (4.37)
5. Ou méthodes d’identification des sous-espaces.
6. Ou méthodes par erreur de prédiction.
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L’équation (4.36) ne faisant apparaître que des états xm d’ordre m < n, le signal
peut être calculé à partir de la connaissance des paramètres déjà estimés.
Si l’on considère la sortie yn donnée par (4.22), la même séparation peut être
faite pour le signal sn, i.e. on écrit
sn = s
(c)
n + s
(i)
n (4.38)
avec
s(c)n =
∑
(p,q)∈L(n−1)
∑
m∈Mn(p,q)
Np,q
(
xm1 , . . . ,xmp ,u, . . . ,u
)
, (4.39)
s(i)n =
n∑
p=0
Np,n−p(x1, . . . ,x1,u, . . . ,u) . (4.40)
La sortie d’ordre n est donc donnée par
yn = Cxn + s
(c)
n + s
(i)
n (4.41)
= C
(
W ∗ r(c)n +W ∗ r(i)n
)
+ s(c)n + s
(i)
n . (4.42)
On définit alors la partie non linéaire innovante, ou plus simplement partie inno-
vante, de l’ordre yn par
y(i)n = yn − s(c)n −W ∗ r(c)n (4.43)
= s(i)n +CW ∗ r(i)n . (4.44)
Puisque le filtre W est connu, on peut montrer que y(i)n dépend linéairement
des paramètres Θn à estimer.
Estimation des paramètres non linéaires d’ordre n. Nous utilisons maintenant la
notation polynomiale desMp,q etNp,q introduite en (4.7), i.e.
Mp,q(x, . . . ,x,u, . . . ,u) =
∑
k∈Kp(ηx)
∑
l∈Kq(ηu)
m(k,l)p,q
p∏
j=1
[x]kj
q∏
j=1
[u]lj , (4.45)
Np,q(x, . . . ,x,u, . . . ,u) =
∑
k∈Kp(ηx)
∑
l∈Kq(ηu)
n(k,l)p,q
p∏
j=1
[x]kj
q∏
j=1
[u]lj . (4.46)
Les coefficients vecteurs m(k,l)p,q et n
(k,l)
p,q correspondent aux paramètres recher-
chés. Alors, en notant
vk,l =
p∏
j=1
[x1]kj
q∏
j=1
[u]lj , (4.47)
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pour tout (k, l) ∈ Kp(ηx) × Kq(ηu), les définitions (4.37) et (4.40) se réécrivent
respectivement
r(i)n =
n∑
p=0
∑
k∈Kp(ηx)
∑
l∈Kn−p(ηu)
m
(k,l)
p,n−pvk,l (4.48)
et
s(i)n =
n∑
p=0
∑
k∈Kp(ηx)
∑
l∈Kn−p(ηu)
n
(k,l)
p,n−pvk,l . (4.49)
La partie innovante de la sortie d’ordre n vaut donc
y(i)n =
n∑
p=0
∑
k∈Kp(ηx)
∑
l∈Kn−p(ηu)
CW ∗
(
m
(k,l)
p,n−pvk,l
)
+ n
(k,l)
p,n−pvk,l . (4.50)
Dans cette relation, la matriceC et le filtreW sont connus. De plus, les signaux
vk,l peuvent être calculés à partir du signal d’entrée, du filtreW et de la matrice
B connus. Les seules inconnues sont les paramètres m(k,l)p,n−p et n
(k,l)
p,n−p recher-
chés. Comme la relation ne contient que des opérations linéaires — sommes et
convolutions —, l’estimation de ces paramètres peut s’exprimer comme un pro-
blème de régression linéaire Y = Xβ, où le vecteur des paramètres β regroupe
tous les coefficients des m(k,l)p,n−p et n
(k,l)
p,n−p, où la matrice de réponse Y contient
les parties innovantes de l’ordre y(i)n , et où la matrice de prédicteursX contient
tous les signaux vk,l et leurs versions filtrées par CW .
Remarque 4.1 (Estimation de la dimension de W et questions de commanda-
bilité/observabilité). Considérons un exemple illustratif simplifié. Soit un sys-
tème de dimension 2 initialement au repos et de représentation d’état
ẋ(t) =
[
a1 0
0 a2
]
︸ ︷︷ ︸
A
x(t) +
[
1
0
]
︸︷︷︸
B
u(t) +
[
0
1
]
︸︷︷︸
E
fnl(x(t),u(t)) , (4.51a)
y(t) =
[
1 1
]
︸ ︷︷ ︸
C
x(t) , (4.51b)
avec a1 6= 0, a2 6= 0 et où fnl est une fonction strictement non linéaire — i.e. sans
terme constant ni linéaire. Dans l’étape d’estimation des paramètres linéaires
(cf. § 4.3.1), le système linéarisé ẋlin(t) = Axlin(t) + Bu(t), ylin(t) = Cxlin(t) a
pour matrices de commandabilité C et d’observabilité O [Kailath, 1980]
C =
[
B AB
]
=
[
1 a1
0 0
]
, (4.52)
O =
[
C
AC
]
=
[
1 1
a1 a2
]
. (4.53)
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Les deux états sont observables (d’après O), mais le deuxième état sera « invi-
sible » car non excité à l’ordre 1 (d’après C). En ce sens, la dimension de la ma-
trice de filtres W sera (naturellement) estimée à 1 avec une méthode d’identifi-
cation aveugle (appliquée à la sortie d’ordre ylin séparée). Dans l’étape d’estima-
tion des paramètres non linéaires, le deuxième état sera pourtant présent dans
les sorties d’ordre n ≥ 2 séparées car bien excité à travers fnl. Il est d’ailleurs ex-
cité pour le système non linéaire complet (voir [Isidori, 2013] pour la comman-
dabilité). Avec cet exemple, on voit que la dimension de la matrice des filtres
peut être sous-estimée lors de la première étape.
Lorsque le modèle de la représentation d’état est connu (comme pour notre
application au haut-parleur faite au Chapitre 5), ce problème ne se pose pas.
4.3.3 Exemple illustratif
Considérons l’exemple du système masse-ressort-amortisseur décrit précé-
demment (cf. § 4.2.3 p. 108). L’estimation de la partie linéaire revient à trouver
les paramètres m, c et k1. Cela peut se faire par exemple en essayant de mini-
miser une erreur de reconstruction entre la fonction de transfert mesurée et le
modèle
H(s) =
1
ms2 + cs+ k1
. (4.54)
Une fois que ces paramètres ont été estimés, il est possible de calculer la position
d’ordre 1 donnée par
x1(t) =
1
m
[h ∗ u](t) , (4.55)
où h est la réponse impulsionnelle associée à la fonction de transfert (4.54). Or
la sortie d’ordre 2 vaut
y2(t) = x2(t) = −
k2
m
[
h ∗ x21
]
(t) . (4.56)
En notant v2 = − 1m [h ∗ x21], estimer le paramètre k2 depuis y2 selon le principe
des moindres carrés revient à minimiser la fonction de coût
C2(k2) =
∫
T
(y2(t)− k2v2(t))2dt . (4.57)
Puis, une fois k2 connu, la partie innovante de l’ordre 3 s’écrit :
y
(i)
3 (t) = y3(t) + 2
k2
m
[h ∗ x1x2](t) , (4.58)
= −k3
m
[
h ∗ x31
]
(t) . (4.59)
Le paramètre k3 s’estime donc en minimisant
C3(k3) =
∫
T
(
y
(i)
3 (t)− k3v3(t)
)2
dt , (4.60)
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où v3 = − 1m [h ∗ x31].
Cette méthode sera utilisée en Chapitre 5 pour estimer les paramètres d’un
haut-parleur électrodynamique à partir de mesures expérimentales.
4.4 AVANTAGES ET INCONVÉNIENTS
Comme mentionné précédemment, l’intérêt de l’approche proposée pour
l’estimation de modèle PNLSS est double. Tout d’abord, elle permet de tirer
parti des travaux existants sur l’estimation de représentation d’état linéaire.
Cette étape est cruciale, puisque c’est là que l’on va déterminer la dynamique
du système (au travers de la matrice A), qui sera réutilisée dans le reste de la
méthode pour estimer les états internes du système. De plus, l’estimation des
paramètres des fonctions non linéairesMp,q etNp,q est un problème de régres-
sion linéaire, ce qui rend la méthode simple à mettre en place. La seule difficulté
d’implémentation réside dans la gestion de la combinatoire lors du calcul des
parties innovantes des ordres homogènes et de la construction des signaux ma-
trices du problème de régression.
Mais la méthode proposée souffre de plusieurs inconvénients, dû principa-
lement à sa nature itérative. Celle-ci va tout d’abord entraîner une propagation
de l’erreur à travers les ordres, limitant en pratique l’ordre maximal que l’on
peut considérer. En effet, une erreur d’estimation des paramètres — linéaires
ou non — va se propager sur le calcul des états d’ordre homogène et donc de
la partie innovante des sorties d’ordre n. Cette erreur de reconstruction va for-
tement influencer l’estimation des paramètres non linéaires d’ordre n. De plus,
la méthode proposée ne permet pas de gérer des différences d’amplitudes entre
les ordres. Imaginons par exemple un système dont les ordres pairs sont peu
présents. Leur séparation sera donc assez bruitée, ce qui entraîne une mauvaise
estimation des paramètres non linéaires d’ordres pairs. Or ceux-ci sont utilisées
lors de l’estimation des ordres supérieurs — pour retrancher leurs contribu-
tions dans la sortie. Ces mauvais paramètres vont donc entraîner une mauvaise
estimation des paramètres non linéaires d’ordre impairs.
Au vu de ces remarques, il paraîtrait donc intéressant de combiner l’utilisa-
tion de la séparation avec des méthodes d’estimation de modèles PNLSS qui
identifient tous les paramètres de manière simultanée — pour lesquelles le pro-
blème à résoudre n’est plus linéaire en les paramètres comme dans la méthode
proposée. De telles approches existent, comme celle développée par Paduart
dans ses travaux de thèse [Paduart, 2008; Paduart et al., 2010]. Cette méthode
repose sur le fait que, pour un modèle PNLSS à temps discret, le calcul du
gradient de la sortie en fonction des paramètres peut se faire en simulant un
système de type PNLSS. L’estimation des paramètres peut alors se faire en utili-
sant un algorithme de descente de gradient ainsi qu’une estimation initiale des
paramètres.
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Or les différents ordres de la série de Volterra correspondant à un modèle
PNLSS peuvent eux aussi s’écrire comme un modèle PNLSS. Il serait donc pos-
sible d’utiliser la méthode développée dans [Paduart, 2008] à partir des ordres
séparés à la place de la sortie totale. Par manque de temps, nous n’avons mal-
heureusement pas pu essayer une telle approche pour la comparer à celle pro-
posée en § 4.3.
Enfin, nous avons pu voir au § 3.4 qu’il était plus intéressant d’utiliser les
signaux interconjugués ou homophases pour l’identification de noyaux de Vol-
terra. Il serait donc aussi intéressant de voir si leur utilisation dans le cadre
de l’estimation de modèles PNLSS est ici aussi plus pertinente que le choix des
ordres homogènes. Cela nécessiterait une réécriture du modèle (4.6) sur une dé-
composition en signaux interconjugués des états et de la sortie. Bien qu’une telle
décomposition ne devrait pas poser de problème — à part une complexifica-
tion de la combinatoire —, il conviendrait d’étudier sa validité. L’utilisation des
signaux homophases n’est pas adaptée à l’approche itérative décrite en § 4.3,
puisque que les paramètres linéaires du modèle ne pourraient plus être esti-
més directement. Elle nécessite donc l’utilisation d’une méthode d’estimation
conjointe.
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Deuxième partie
Applications à des systèmes sonores
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Chapitre 5
Estimation des caractéristiques physiques
d’un haut-parleur électrodynamique
PHONOGRAPHE, n. Un jouet irritant qui
redonne vie à des bruits morts.
Ambrose Bierce, The Devil’s Dictionary.
Ce chapitre s’intéresse à l’estimation des caractéristiques physiques non li-
néaires d’un haut-parleur électrodynamique. Ce travail a été effectué en colla-
boration avec Tristan Lebrun dans le cadre de sa thèse portant sur le contrôle
des haut-parleurs.
5.1 INTRODUCTION
Les haut-parleurs sont des systèmes multi-physiques dont la fonction est
de reproduire un champ acoustique cible déterminé par une tension électrique
d’excitation. Ils sont constitués d’une membrane mobile, reliée à un bâti au
moyen d’une suspension et d’un spider, et sur laquelle est fixée une bobine
électrique ; cette dernière est plongée dans un champ magnétique créé par un
aimant (voir Figure 5.1).
Le fluctuation de la tension aux bornes de la bobine entraîne le déplacement
de la membrane, de par l’apparition d’une force électromotrice due au champ
magnétique (qui est créé par la fluctuation de courant). Les mouvements de la
membrane sont à l’origine de vibrations acoustiques transmises au milieu aé-
rien. L’utilisation de fortes amplitudes de tension génèrent des distorsions so-
nores qui ne sont pas désirables dans le cas d’une reproduction haute-fidélité.
Ces distorsions sont dues à différents phénomènes non linéaires du transduc-
teur, comme le comportement raidissant de la suspension ou la diminution
du couplage électrodynamique bobine-aimant pour de forts déplacement de
la membrane.
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Membrane
Bobine
Aimant
Spider Suspension
FIGURE 5.1 – Schéma constitutif d’un haut-parleur électrodynamique.
Une manière d’éliminer ces artefacts est de pré-distordre le signal électrique
d’entrée du haut-parleur afin de compenser les distorsions inhérentes au sys-
tème. Dans [Kaizer, 1987] par exemple, cette entrée est calculée à partir des for-
mules d’inversion des séries de Volterra. Mais ce contrôle de type feed-forward
nécessite un modèle réaliste du haut-parleur ainsi qu’une estimation précise des
paramètres.
L’objectif de ce chapitre est d’estimer les paramètres physiques d’un haut-
parleur dans le but, par exemple, de permettre son contrôle et restaurer un si-
gnal sonore de haute-fidélité. Pour cela, la méthode d’estimation de représenta-
tion d’état présentée au Chapitre 4 est utilisée. Le § 5.2 décrit le modèle consi-
déré et les phénomènes non linéaires pris en compte. Le protocole expérimental
est donné en § 5.3, et les résultats en § 5.4. Enfin, le § 5.5 conclut en présentant
des pistes d’améliorations concernant principalement le modèle utilisé.
5.2 MODÈLE DE HAUT-PARLEUR ÉLECTRODYNAMIQUE
5.2.1 Équations de Thiele & Small
Une approximation classique du comportement des haut-parleurs est don-
née par le modèle paramétrique Thiele & Small [Thiele, 1971a,b; Small, 1972].
Cette représentation basse-fréquence repose sur la modélisation
• de la partie électrique comme un système résistance-bobine, dont le com-
portement est régi par les lois de Kirchhoff ;
• de la partie mécanique comme un système masse-ressort-amortisseur uni-
dimensionnel, dont le comportement est régi par la seconde loi de New-
ton ;
• du couplage électrodynamique à l’aide d’une force électromotrice (de La-
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v(t)
Re L Rm M
1/K11 : Bl0
i(t) ˙̀(t)
Partie électrique Couplage Partie mécanique
FIGURE 5.2 – Schéma électrique équivalent des équations de Thiele & Small données par (5.1).
place) agissant sur la membrane et d’une tension électrique contrélectro-
motrice ajoutée au circuit électrique.
Ce modèle linéaire simplifié assimile les effets acoustiques (rayonnement et pré-
sence d’une enceinte) à une masse et une raideur qui sont fusionnées avec les
paramètres mécanique du haut-parleur.
Notons v la tension d’excitation aux bornes du haut-parleur, i le courant
dans le circuit électrique et ` la position de la membrane. Les équations de
Thiele & Small s’écrivent alors
v(t) = Re i(t) + L
di
dt
(t) + Bl ˙̀(t) , (5.1a)
M ῭(t) = −Rm ˙̀(t)−K `(t) + Bl i(t) , (5.1b)
où :
• Re est l’impédance du circuit électrique (en Ω) ;
• L est l’inductance de la bobine (en H) ;
• Bl est le facteur de couplage électrodynamique (en N/A) ;
• M est la masse de la membrane (en kg) ;
• Rm est le coefficient d’amortissement de la membrane (en kg/s) ;
• K est la raideur de la suspension (en kg/s2).
Le schéma électrique équivalent des équations de Thiele & Small est donné dans
la Figure 5.2.
5.2.2 Phénomènes non linéaires
Les relations (5.1) sont linéaires, et ne peuvent donc capturer les phéno-
mènes à l’origine des distorsions. Pour cela, nous considérons dans cette thèse
les deux phénomènes non linéaires qui prédominent dans la dynamique du
haut-parleur [Klippel, 1992] : l’aspect raidissant de la suspension ainsi que la
dépendance du couplage électrodynamique à la position de la membrane.
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Supension raidissante. Dans le modèle de Thiele & Small, la force de rappel
due à la suspension est modélisée par la relation linéaire
frappel(`) = K ` . (5.2)
Or en pratique cette force est raidissante : plus l’excursion de la membrane est
grande, plus le rapport frappel(`)/` est important. Ce phénomène est causé par
les propriétés physiques du matériau de la membrane, ainsi que par sa géomé-
trie. Afin de pouvoir utiliser le formalisme des séries de Volterra, nous modéli-
sons cette non-linéarité par un polynôme de degré Nk, i.e.
frappel(`) =
Nk∑
n=1
Kn `
n . (5.3)
Le terme de degré nul n’est pas pris en compte car nous supposons que la force
de rappel est nulle à la position d’équilibre de la membrane `0 = 0. Pour que la
force de rappel soit physiquement sensée — i.e. dérive d’une énergie potentielle
positive —, il est nécessaire que son expression vérifie
∫ `
0
frappel(l)dl ≥ 0 (i.e.∑Nk
n=1
Kn
n+1
`n+1 ≥ 0) pour toute position ` (ou a minima sur la plage de valeurs
[`min, `max] couverte par les mesures).
Couplage électrodynamique. Le terme de couplage électrodynamique modé-
lise dans quelle proportion le courant électrique (respectivement la vitesse de
la membrane) induit une force électromotrice (resp. une tension contrélectro-
motrice) sur la membrane (resp. dans le circuit électrique). Dans le modèle de
Thiele & Small, ce facteur est considéré constant. Or le couplage électrodyna-
mique va dépendre de la position relative entre la bobine et l’aimant (et donc
de la valeur de la position de la membrane `).
En effet, considérons un aimant (ou plus exactement l’entrefer dans lequel
règne un champ magnétique supposé quasi-uniforme et constant) de taille si-
milaire à la bobine. Lorsque la membrane s’écarte de sa position d’équilibre, la
proportion de la bobine plongée dans la partie uniforme et constante du champ
magnétique diminue, ce qui entraîne un affaiblissement du couplage électro-
dynamique. Ce couplage tend vers zéro lorsque la position ` tend vers l’infini.
Un tel comportement est souvent localement approché par une fonction de type
gaussienne. Pour pallier ce phénomène non linéaire, des constructeurs de haut-
parleurs utilisent des aimants et bobines de tailles très différentes 1. Cela permet
d’avoir, pour une plage de déplacement ` donnée, une quantité de fils de la bo-
bine plongé dans le champ magnétique de l’aimant toujours identique, et donc
1. Ces configurations, nommées underhung coil — lorsque la bobine est plus petite que l’aimant — et
overhung coil — lorsque la bobine est plus grande que l’aimant —, ont des caractéristiques de couplage
électrodynamique assez proches sur la plage d’excursion normale, mais leur sensibilité (i.e. la plage fré-
quentielle où on peut les considérer comme des transducteurs idéaux) différent grandement à cause de la
différence de poids de l’appareillage mobile bobine-membrane.
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FIGURE 5.3 – Évolution du couplage électrodynamique en fonction de la position de la mem-
brane pour plusieurs relations entre taille d’aimant Laimant et taille de bobine
Lbobine.
de conserver un couplage quasi-constant. La Figure 5.3 montre des comporte-
ment typiques du couplage électrodynamique pour plusieurs configurations de
haut-parleur. Dans cette thèse, et afin de pouvoir utiliser le formalisme des sé-
ries de Volterra, nous modélisons ce couplage par un polynôme de degréNBl−1
(correspondant à des non-linéarités allant jusqu’à l’ordre NBl), i.e.
Bl(`) =
NBl−1∑
n=0
Bln `
n . (5.4)
Pour que le couplage soit physiquement sensé, il est nécessaire que son expres-
sion vérifie Bl(`) ≥ 0 pour toute position ` (ou a minima sur la plage de valeurs
[`min, `max] couverte par les mesures). Il est important de noter que le terme de
couplage d’ordre n induit une non linéarité d’ordre n+ 1 : le terme constant Bl0
correspond au comportement linéaire du haut-parleur, Bl1 au comportement
quadratique, etc.
En prenant en compte ces deux phénomènes non linéaires, les équations de
Thiele & Small deviennent
v(t) = Re i(t) + L
di
dt
(t) + Bl(`) ˙̀(t) , (5.5a)
M ῭(t) = −Rm ˙̀(t)− frappel(`) + Bl(`) i(t) , (5.5b)
où les termes frappel(`) et Bl(`) sont donnés respectivement par (5.3) et (5.4).
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5.2.3 Modèle sous forme de représentation d’état
Afin d’utiliser la méthode d’estimation proposée au Chapitre 4, on établit
un modèle de type PNLSS du haut-parleur. Les expériences ont été effectuées
en contrôlant le haut-parleur en tension et en mesurant la position et le courant
résultant. Nous utilisons donc un modèle d’entrée u =
[
v
]
et de sortie y =[
i `
]T . De plus, nous supposons que les non-linéarités sont de degré N , i.e.
que Nk = NBl + 1 = N .
Considérons le vecteur d’état
x =


i
`
˙̀

 . (5.6)
Les équations (5.5) permettent alors d’écrire la représentation d’état suivante :
ẋ(t) =


−Re
L
0 −Bl0
L
0 0 1
Bl0
M
−K1
M
−Rm
M


︸ ︷︷ ︸
=A
x(t) +


1
L
0
0


︸︷︷︸
=B
u(t) +
N∑
n=2
Mn,0(x(t), . . . ,x(t)) , (5.7a)
y(t) =
[
1 0 0
0 1 0
]
︸ ︷︷ ︸
=C
x(t) , (5.7b)
où les fonctions non linéairesMn,0 sont données par
Mn,0(x, . . . ,x)
∣∣∣∣∣
x=
[
i ` ˙̀
]T = Kn


0
0
−1
M
`n

+ Bln−1


−1
L
`n−1 ˙̀
0
1
M
`n−1i

 . (5.8)
Les équations (5.7) correspondent bien à un modèle de type PNLSS. La méthode
d’estimation présentée en § 4.3 peut donc être appliquée.
5.3 PROTOCOLE EXPÉRIMENTAL
5.3.1 Mesures
Banc expérimental. Le haut-parleur étudié est un modèle 3 pouces du construc-
teur [SICA loudpseakers®], que l’on insère dans une enceinte fermée 2. Il est
2. Les paramètres constructeurs sont indiqués plus loin en Tableau 5.1 p. 140. Il est à noter que les
masse, amortissement et raideur du modèle de Thiele & Small équivalent sont à modifier du fait du condi-
tionnement du haut-parleur inséré dans une enceinte.
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FIGURE 5.4 – Schéma du banc expérimental.
contrôlé en tension à l’aide d’un amplificateur de tension (modèle LPA05 [New-
tons4th Ltd]) et équipé d’une sonde de courant (LTS 6-NP [LEM®]) et d’un cap-
teur laser de position (LK-H050 [Keyence]). Les mesures sont effectuées à l’aide
d’une carte d’acquisition numérique (MicroLabBox [dSPACE]). Le banc expéri-
mental est schématisé en Figure 5.4.
Signaux d’excitations. Puisque la représentation (5.7) dérivée des équations de
Thiele & Small est une approximation basse-fréquence du comportement du
haut-parleur, on se limite pour les mesures à une fréquence d’échantillonnage
de fe = 10 kHz. Deux types de signaux d’excitations sont utilisées, avec chacun
une amplitude allant de −6 à 6 V — ce qui conduit le haut-parleur à des excur-
sions de la membrane supérieure au régime linéaire spécifiée par le construc-
teur.
Le premier est une sinusoïde, utilisé pour illustrer les différentes étapes de
l’estimation ainsi que pour évaluer qualitativement la séparation d’ordres. Sa
fréquence est fixée à 40 Hz, où l’on peut observer l’apparition de non-linéarités
pour des amplitudes de tension modérées.
Le second est un sweep (ou sinus glissant) de durée T = 1.5 s et dont la
fréquence évolue exponentiellement entre 5 et 2000 Hz. Ce signal est celui utilisé
pour l’estimation des paramètres.
Séparation en ordres homogènes. Afin de séparer les sorties d’ordres homo-
gènes, la méthode PAS est utilisée. L’ordre de troncature est choisi à N = 5 ; les
trois amplitudes nécessaires à la méthode sont fixées à l’aide de la formule (2.63)
(voir p. 65), ce qui donne l’ensemble d’amplitudes {1, cos(π/5), cos(2π/5)}. Le
129
Chapitre 5. Estimation des caractéristiques physiques d’un haut-parleur
nombre de phases utilisées 3 est de P = 40. Le nombre total de signaux néces-
saires à la séparation est donc de K = 120. Cela correspond à une durée totale
de mesures de presque 3 min pour le sinus glissant 4.
5.3.2 Estimation des paramètres physiques
Termes linéaires. D’après le modèle (5.7), les fonctions de transfert de la tension
vers les ordres linéaires du courant et de la position sont données par
Hi1/v(s) =
M s2 + Rm s+ K1
Q(s)
, (5.9)
H`1/v(s) =
Bl0
Q(s)
, (5.10)
où le dénominateur (commun à Hi1/v et H`1/v) vaut
Q(s) = ML s3 + (MRe + LRm)s
2 +
(
Bl20 + ReRm + K1L
)
s+ ReK1 . (5.11)
Une fois que les ordres homogènes de la sortie ont été séparés, les fonctions de
transfert H̃i1/v et H̃`1/v sont estimées à partir des mesures de la tension v et des
ordres linéaires i1 et `1. Ensuite, les paramètres linéaires — i.e. Re, L, Bl0, M, Rm
et K1 — sont trouvés en minimisant la fonction de coût
C(Θ) =
∑
k
[

20 log10
(∣∣H̃i1/v(sk)
∣∣/
∣∣Hi1/v(sk)
∣∣
)
20 log10
(∣∣Hi1/v(sk)
∣∣)


2
+


20 log10
(∣∣H̃`1/v(sk)
∣∣/
∣∣H`1/v(sk)
∣∣
)
20 log10
(∣∣H`1/v(sk)
∣∣)


2
+
(
arg H̃i1/v(sk)− argHi1/v(sk)
argHi1/v(sk)
)2
+
(
arg H̃`1/v(sk)− argH`1/v(sk)
argH`1/v(sk)
)2]
, (5.12)
où Θ = {Re,L,Bl0,M,Rm,K1}, sk = j2πfk, et avec la somme sur k telle que les
fréquences fk soient comprises entre 5 et 2000 Hz — i.e. le support fréquentiel
du signal d’excitation. L’expression de cette fonction de coût a été choisie pour
répondre aux critères suivants :
• prendre en compte à la fois l’amplitude et la phase des fonctions de trans-
fert ;
3. Ce choix a été dictée par la capacité mémoire de la carte d’acquisition utilisée.
4. En prenant en compte 0.15 s de silence entre chaque signal test pour laisser le haut-parleur retourner
à l’état d’équilibre.
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• prendre en compte l’amplitude sur une échelle logarithmique (ici en déci-
bels) ;
• prendre en compte avec le même poids les deux fonctions de transfert
Hi1/v et H`1/v.
L’utilisation de cette fonction de coût a permis d’obtenir de meilleurs résultats
par rapport à une fonction de coût quadratique. D’autres fonctions de coût ré-
pondant à nos critères auraient pû être choisies, e.g. celle présentée dans [Hélie
et Matignon, 2006].
Le coût (5.12) est minimisé à l’aide de l’algorithme de Levenberg-Marquardt,
où le gradient est approximé numériquement. Les valeurs utilisées pour initia-
liser la descente de gradient sont celles données par le constructeur.
Termes non linéaires. Une fois les paramètres linéaires connus, les paramètres
non linéaires sont estimés en utilisant la méthode décrite en § 4.3. Pour cela, la
partie innovante de la sortie est calculée par
[
i
(i)
n
`
(i)
n
]
=
[
in
`n
]
−
n−1∑
p=2
∑
m∈Mn(p,0)
CW d ∗Mn,0
(
xm1 , . . . ,xmp
)
, (5.13)
où l’indice temporel a été omis pour des raisons de lisibilité, et avec W d la
version discrétisée (par exemple ici par la transformée bilinéaire 5) du filtre W
donnée parW (t) = CeAtB pour t ≥ 0. Pour rappel, la définition de l’ensemble
Mn(p, q) est donnée par (4.17) p. 107. La partie innovante de la sortie s’exprime
alors [
i
(i)
n
`
(i)
n
]
= Kn
[
i
(Kn)
n
`
(Kn)
n
]
+ Bln−1
[
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(Bln−1)
n
`
(Bln−1)
n
]
, (5.14)
avec
[
i
(Kn)
n
`
(Kn)
n
]
= CW ∗


0
0
−1
M
`n1

 , (5.15)
[
i
(Bln−1)
n
`
(Bln−1)
n
]
= CW ∗


−1
L
`n−11 ˙̀1
0
1
M
`n−11 i1

 . (5.16)
Une fois les signaux i(Kn)n , `
(Kn)
n , i
(Bln−1)
n et `
(Bln−1)
n calculés — à l’aide des para-
mètres linéaires déjà estimés —, l’estimation des paramètres Kn et Bln−1 se fait
5. Pour rappel, la transformée bilinéaire consiste à remplacer la variable de Laplace s par s(z) =
2
T
1−z−1
1+z−1 , où T est la période d’échantillonnage.
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en résolvant le système linéaire


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n (0)
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n (0) i
(Bln−1)
n (0)
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n (L− 1) i(Bln−1)n (L− 1)
`
(Kn)
n (L− 1) `(Bln−1)n (L− 1)


[
Kn
Bln−1
]
, (5.17)
où L est la longueur des signaux.
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5.4.1 Signaux
Signaux mesurés. La Figure 5.5 montre les signaux mesurés de tension, courant
et position pour l’excitation sinusoïdale. On remarque à partir de la forme tem-
porelle de la position et du courant que, pour ce niveau d’excitation, le système
présente des distorsions non négligeables.
Si l’on s’intéresse maintenant aux signaux mesurés dans le cas du sweep
(voir Figure 5.6), on peut observer le comportement fréquentiel habituel d’un
haut-parleur. Le système de type admittance (tension vers courant) agit comme
un coupe-bande centré en une fréquence d’anti-résonance correspondant ap-
proximativement à l’instant t = 0.8 s. Le système tension vers position agit
quant à lui plutôt comme un passe-bas résonant, dont la fréquence de coupure
correspond à l’anti-résonance de l’admittance.
Ordres séparés. Les Figures 5.7 et 5.8 montrent respectivement le signal tem-
porel et le spectre d’amplitude des ordres séparés dans le cas de l’excitation
sinusoïdale.
On remarque premièrement une grande différence d’amplitude entre les
ordres pairs et impairs : la sortie quadratique est approximativement 25 dB
en dessous de la partie linéaire (pour le courant et la tension), et l’atténuation
montre à plus de 30 dB pour l’ordre 4 de la position. Cette différence est due
aux propriétés de quasi-symétrie des caractéristiques non linéaires. La force de
rappel est principalement une fonction impaire de l’élongation `, et donc domi-
née par ses ordres impairs. Le couplage électrodynamique étant un phénomène
quasi-symétrique par rapport à la position d’équilibre, la fonction ` 7→ Bl(`) a
une partie parie largement dominante. Ainsi, les coefficients pairs de son expan-
sion polynômiale sont prédominants. Mais comme ceux-ci sont toujours liés à
des produits `ni ou `n ˙̀ d’ordre homogène n+1 impair (pour n pair), le couplage
participe donc lui aussi principalement aux non-linéarités d’ordre impair.
De plus, si l’on regarde les spectres des ordres pairs sur la Figure 5.8, on
peut voir que ces signaux contiennent des harmoniques impairs d’amplitudes
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FIGURE 5.5 – Mesures de la tension (haut), du courant (milieu) et de la position (bas) du haut-
parleur excité en tension par une sinusoïde de fréquence 40 Hz ; seules les trois
premières périodes sont montrées.
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FIGURE 5.6 – Mesures de la tension (haut), du courant (milieu) et de la position (bas) du haut-
parleur excité en tension par un sinus glissant (allant de 5 à 2000 Hz).
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FIGURE 5.7 – Signaux temporels des ordres homogènes séparés du courant (gauche) et de la
position (droite) du haut-parleur excité en tension par une sinusoïde de fréquence
40 Hz ; seules le début du signal correspondant aux trois premières périodes du
signal d’excitation sont montrées.
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FIGURE 5.8 – Spectres d’amplitude des ordres homogènes séparés du courant (gauche) et de la
position (droite) du haut-parleur excité en tension par une sinusoïde de fréquence
40 Hz ; l’axe fréquentiel est limité à la plage fréquentielle 0− 500 Hz.
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modestes. Ces artefacts sont dus à un choix d’ordre de troncature trop petit
combinés aux propriétés de repliement d’ordre de la séparation basée sur la
phase (cf. § 2.4.3 52).
Enfin, l’étude des ordres séparés fait apparaître d’autres artefacts dus aux
mesures. On peut observer la présence d’un bruit assez important sur les ordres
pairs du courant, dû à à un faible rapport Signal-sur-Bruit du capteur utilisé.
Pour la position, l’étude des spectres des ordres pairs laisse apparaître la pré-
sence d’un pic à 50 Hz ; celui-ci est une perturbation due au champ électrique
ambiant que nous n’avons pas réussi à éliminer.
L’étude des ordres séparés dans le cas du sweep (cf. Figure 5.9) amène aux
mêmes conclusions (ordre pairs faibles, courant bruité). De plus, on remarque
sur les signaux de courant que les effets non linéaires prédominent aux alen-
tours de l’anti-résonance, ou plus exactement juste avant et après. Pour la posi-
tion, les non-linéarités sont globalement plus prononcées en basses fréquences.
5.4.2 Paramètres estimés
Paramètres linéaires. La Figure 5.10 montre les fonctions de transfertHM mesu-
rés à partir des signaux séparés et HE calculés à partir des paramètres estimés.
On y observe bien les comportements anti-résonant (tension vers courant) et
passe-bas (tension vers position). Les fonctions de transfert paramétriques HE
sont assez proches des HM mesurées à partir des sorties linéaires.
Les différences observées sont de plusieurs types. Sur la fonction de transfert
tension vers courant estimé HE , l’amplitude du pic d’anti-résonance est sous-
estimée (comparé à HM ). De plus, on peut voir en hautes fréquences une faible
différence de pente entre l’amplitude mesurée (une pente quasi-constante) et
celle estimée (une pente négative, en accord avec le modèle), ainsi qu’un déca-
lage en phase qui s’accroît avec la fréquence. Ces observations laissent à penser
que le modèle électrique pourrait être améliorée en hautes fréquences, en consi-
dérant par exemple l’effet des courants de Foucault [Brunet et Shafai, 2014; King
et Agerkvist, 2017].
Sur la fonction de transfert tension vers position, on observe de même un
décalage de phase croissant avec la fréquence entre HM et HE . Mais on re-
marque aussi une différence de pente dans l’amplitude en basses fréquences,
ce qui est caractéristique du comportement visco-élastique de la membrane du
haut-parleur [Knudsen et Jensen, 1993].
Ces observations montrent l’intérêt de l’approche combinant séparation et
estimation pour examiner la capacité du modèle à capturer les phénomènes im-
pliqués. En ce sens, la méthode de séparation est utile si l’on souhaite étudier un
système dans son comportement « petits signaux » car elle permet de maîtriser
le rejet des perturbations non linéaires.
Par ailleurs, la fréquence de résonance mesurée se situe autour de 120 Hz, ce
qui diffère (sans surprise) de celle proposée par le constructeur (156 Hz) puisque
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FIGURE 5.9 – Signaux temporels des ordres homogènes séparés du courant (gauche) et de la
position (droite) du haut-parleur excité en tension par un sinus glissant (allant de
5 à 2000 Hz).
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FIGURE 5.10 – Fonctions de transfert tension vers courant (haut) et tension vers position (bas)
mesurés à partir des signaux séparés (ligne en trait plein gris) et calculés à partir
des paramètres estimés (ligne en tiretés noirs) ; l’axe fréquentiel est limité au sup-
port fréquentiel du signal d’excitation utilisé pour l’estimation des paramètres,
i.e. 5− 2000 Hz. 139
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Paramètre Valeur constructeur Valeur estimée
Impédance Re 5.7 Ω 6.16 Ω
Inductance L 0.11 mH 0.254 mH
Couplage Bl0 2.99 N/A 2.90 N/A
Masse M 1.9 g 2.10 g
Amortissement Rm 0.405 kg/s 0.753 kg/s
Raideur K1 1825 kg/s2 1055 kg/s2
TABLEAU 5.1 – Tableau comparatif des paramètres Thiele & Small donnés par le constructeur
et ceux estimés sur la fonction de transfert.
notre haut-parleur n’est pas conditionné comme par le constructeur (voir infra).
Ceci s’accompagne de quelques différences entre les paramètres constructeur et
ceux estimés, qui sont données dans le Tableau 5.1. On peut y voir que l’impé-
dance, le terme statique de couplage et la masse estimés sont tout les trois assez
proches des valeurs constructeurs. Au contraire, les valeurs de l’inductance et
de l’amortissement sont très fortement surestimés, tandis que celle de la partie
linéaire de la raideur est sous-estimée.
Ces déviations par rapport aux données constructeurs peuvent tout d’abord
s’expliquer par la différence de protocole de mesure : haut-parleur bafflé dans
une salle anéchoïque dans le cas des mesures constructeurs versus haut-parleur
dans une enceinte et dans une salle non absorbante dans notre cas. De plus, la
différence d’estimation des paramètres physiques peut s’expliquer aussi par un
vieillissement de la membrane et/ou de la suspension. Quant à l’inductance,
il n’est pas incohérent qu’elle soit mal estimée puisque ce paramètre a un effet
dans les hautes fréquences, où nous manquons de données.
Caractéristiques non linéaires. Les courbes caractéristiques non linéaires esti-
mées sont montrées dans la Figure 5.11. L’évolution de la force de rappel en
fonction de la position de la membrane fait bien apparaître son caractère rai-
dissant. De plus, à partir d’une amplitude d’excursion supérieure à 1.5 mm, on
peut voir que le modèle linéaire (en tiretés gris) n’est plus valide. Cette valeur
limite correspond à ce que les spécifications constructeur donnent comme am-
plitude maximale pour avoir moins de 10% de taux de distorsion harmonique.
Le couplage électrodynamique estimé, qui fait apparaître une décroissance
lorsque l’amplitude de la position augmente, est lui aussi typique de ce à quoi
on pourrait s’attendre d’un haut-parleur. On observe de plus une légère dis-
symétrie par rapport à la position d’équilibre ` = 0. Puisque notre approche
impose un modèle polynomial, il est normal de ne pas obtenir une courbe ca-
ractéristique d’un underhang coil ou overhang coil (voir Figure 5.3).
Il est important de noter que les paramètres estimés correspondent à une
plage de validité conditionnée par celle des mesures. Par exemple, si l’on extra-
pole le couplage électrodynamique pour des positions |`| > 3 mm (non atteintes
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FIGURE 5.11 – Courbes caractéristiques estimés de la force de rappel (haut) et du couplage élec-
trodynamique (bas) en fonction de la position de la membrane, en prenant en
compte seulement le terme linéaire (ligne en tiretés gris) ou bien tout le poly-
nôme estimé (ligne en trait plein noir) ; l’axe des abscisses est limité à la plage
d’excursion atteinte par la membrane lors des mesures.
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pendant les mesures), on obtient des valeurs négatives, ce qui n’a pas de sens
physique. Il est donc nécessaire de prendre cette plage de validité en compte
si l’on souhaite utiliser les paramètres estimés à des fins de simulation ou de
contrôle.
5.4.3 Simulations
Pour étudier la validité du modèle obtenu, une simulation numérique utili-
sant les paramètres estimés est effectuée. Le courant et la position de la mem-
brane sont calculés pour une excitation correspondant à la tension mesurée
pour le sweep. La simulation est effectuée en utilisant le formalisme des Sys-
tèmes Hamiltoniens à Ports [Hélie et al., 2015; Falaize et Hélie, 2016] 6 que nous
ne détaillons pas ici. La Figure 5.12 compare les signaux mesurés (traits pleins
colorés pour le courant et pour la position) à ceux simulés par l’utilisa-
tion du modèle linéaire (5.1) (pointillés gris ) et du modèle non linéaire (5.5)
(tiretés gris ).
Intéressons-nous tout d’abord aux instants du sweep correspondant à des
basses fréquences (voir Figure 5.12a). On remarque que le modèle linéaire re-
construit des signaux proches des mesures, mais que le passage dans les hautes
amplitudes du cycle sinusoïdal est peu fidèle. La prise en compte des non-
linéarités permet de très bien restaurer la forme d’onde. On peut remarquer
un léger déphasage entre la position mesurée et simulée.
Lorsque l’on regarde autour de l’anti-résonance (voir Figure 5.12b), on ob-
serve une disparition des phénomènes non linéaires pour la position, et donc
une grande proximité entre les simulations. À l’inverse, le courant est très dis-
tordu, et la simulation non-linéaire permet une reconstitution plus fidèle.
Enfin, si l’on regarde encore plus loin dans le signal — et donc encore plus
haut en fréquences — (voir Figure 5.12c et Figure 5.12d), on remarque que les
effets non linéaires disparaissent. Les deux simulations (selon le modèle linéaire
ou non linéaire) sont confondus. Par contre, on observe un déphasage entre les
signaux simulés et mesurés, qui grandit avec la fréquence. Ce décalage est la
conséquence directe de la mauvaise estimation paramétrique du comportement
haute fréquence de la phase des fonctions de transfert 7 (voir Figure 5.10).
5.5 CONCLUSION ET PERSPECTIVES
Dans ce chapitre, la méthode itérative proposée au Chapitre 4 a été appli-
quée avec succès à l’estimation des paramètres physiques d’un haut-parleur
électrodynamique : les caractéristiques non linéaires estimées sont en accord
6. Ce formalisme a été utilisée en lieu et place d’une simulation à partir de la représentation d’état
pour deux raisons. Tout d’abord il permet de simuler la sortie totale (et non tronquée à un certain ordre).
De plus, c’est dans ce formalisme que travaille Tristan Lebrun pour développer un contrôle actif du haut-
parleur.
7. Comportement qui est dû à phénomènes non représentés dans le modèle choisi.
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FIGURE 5.12 – Comparaison des signaux temporels de courant (gauche) et position (droite) pro-
venant des mesures (ligne en trait plein coloré ou ) de la simulation par le
modèle linéaire (ligne en pointillés noirs ) et de celle par le modèle non li-
néaire (ligne en tiretés gris ) du haut-parleur excité par le sinus glissant ; les
signaux montrées correspondent à des zooms sur plusieurs instants différents
correspondants à des plages de fréquences différentes.
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avec la théorie sur la modélisation de ces systèmes. L’étude des signaux simu-
lés et de l’estimation paramétrique à partir des fonctions de transfert a montré
l’intérêt de la modélisation non linéaire et de la méthode d’estimation ainsi que
fait ressortir les limitations de la partie linéaire du modèle choisi.
Isoler les signaux de sortie linéaire a permis d’extraire de la dynamique du
haut-parleur la présence d’un comportement visco-élastique linéaire. Cet effet
de mémoire longue de la membrane se traduit par une pente non nulle de la
fonction de transfert en basses fréquences, que les équations de Thiele & Small
ne prévoient pas. Il peut se modéliser à l’aide de dérivées temporelles fraction-
naires [Knudsen et Jensen, 1993]. Une approche permettant l’incorporation de
ce phénomène dans un modèle en représentation d’état serait d’approximer les
dérivées fractionnaires par un ajout de cellules ressort-amortisseurs en parallèle
de la suspension [Hélie, 2014; Falaize, 2016].
Le comportement en hautes fréquences des fonctions de transfert (voir Fi-
gure 5.10) fait apparaître la présence de courants de Foucault [Brunet et Shafai,
2014; King et Agerkvist, 2017]. Ce phénomène serait important à prendre en
compte si l’on souhaite agrandir la plage fréquentielle de validité de notre esti-
mation. Comme pour le comportement visco-élastique, un modèle en dérivées
fractionnaires permettrait de représenter les courants de Foucault.
Enfin, d’autres phénomènes sont négligés dans le modèle de Thiele & Small
étendu que l’on considère. On peut citer par exemple l’impédance de rayon-
nement acoustique du haut-parleur (qui se retrouve confondu avec les para-
mètres mécaniques dans le modèle utilisé), les modes de vibrations de la mem-
brane (qui peuvent apparaître à partir de quelques centaines de Hertz) ou bien
l’échauffement du système qui induit une grosse variation de la résistance élec-
trique.
Une fois incorporés dans un modèle en représentation d’état paramétrique,
ces différents comportements pourraient être a priori estimés par les outils pré-
sentés dans cette thèse, puisque la séparation des ordres permet déjà de les ex-
hiber. Dans le chapitre suivant, nous abordons justement la caractérisation de
ce que les méthodes de séparation proposées au Chapitre 2 sont capables d’ex-
traire dans des conditions ardues (système à très forte distorsion).
144
Chapitre 6
Effet audio analogique à forte distorsion :
séparation et perspective pour l’identification
L’information n’est pas la connaissance.
La connaissance n’est pas la sagesse.
La sagesse n’est pas la vérité.
La vérité n’est pas la beauté.
La beauté n’est pas l’amour.
L’amour n’est pas la musique.
La musique est la meilleure des choses.
Frank Zappa, Packard Goose
Ce chapitre s’intéresse à l’application des méthodes de séparation dévelop-
pées dans le Chapitre 2 au cas d’un système à forte distorsion, pour lequel une
représentation en séries de Volterra pourrait rester efficace mais nécessiterait
un très grand nombre d’ordres. Plus précisément, on examine le comporte-
ment et la robustesse de ces méthodes dans un cadre expérimental réaliste. Pour
cela, notre choix s’est porté sur une pédale de pré-amplification de guitare, la
SansAmp™ GT2, pour laquelle la troncature à faible ordre de sa série de Volterra
ne conduit pas à une approximation satisfaisante 1.
Le § 6.1 présente la pédale d’effet étudiée. Le protocole expérimental est dé-
crit en § 6.2. Les résultats obtenus par les méthodes de séparation sont donnés et
discutés en § 6.3. Enfin, des perspectives pour l’identification d’un tel système
sont données en § 6.4.
6.1 PÉDALE SANSAMP™ GT2
La pédale SansAmp™ GT2 [Tech 21] est une pédale de pré-amplification de
guitare. Elle est appréciée car elle permet d’émuler (avec des à amplificateurs
opérationnels, ou amplis. op., cf. [Cohen, 2007]) le son caractéristique de cer-
tains types d’amplificateurs à lampes. La volonté initiale de cette étude était de
1. Y compris lorsque la série est calculée à partir des équations du circuit [Cohen, 2007].
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FIGURE 6.1 – Pédale SansAmp™ GT2.
reproduire numériquement le comportement de cette pédale d’effet à partir de
modèles identifiés. Par manque de temps, ce travail n’a pas pu être mené à bout.
Seule l’application des méthodes de séparation d’ordres a pu être menée.
Nous avons choisi d’étudier ce système pour plusieurs raisons. Première-
ment, son comportement contient à la fois des non-linéarités (dues aux amplis.
op.) ainsi que des phénomènes de mémoire (dus à la reproduction des effets
de l’enceinte d’un haut-parleur). Deuxièmement, les différents contrôles offrent
une grande modularité. Leurs effets peuvent être résumés comme suit :
Level Ajuste le niveau de sortie ;
Low/High Contrôle les basses/hautes fréquences à l’aide de filtres actifs ;
Drive Ajuste la quantité d’overdrive 2 (i.e. l’importance de la non-linéarité) ;
Amp Définit le type d’amplificateur émulé ;
Mod Choisit la structure des non-linéarités ;
Mic Détermine un effet de filtrage similaire au choix de positionnement d’un
micro.
2. Terme anglais qui désigne le fait d’utiliser un système électronique à des tensions supérieure à
sa plage de fonctionnement habituelle, ce qui engendre une saturation. L’utilisation de ce phénomène
caractérise l’ensemble des musiques que l’on pourrait regrouper sous le terme de rock.
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(a) Mode Blues Breaker
(b) Mode Métallica
FIGURE 6.2 – Modes étudiés de la SansAmp™ GT2 fournis dans le manuel utilisateur de la pé-
dale.
Il est donc possible de choisir la quantité de non-linéarité, ce qui permet d’étu-
dier le comportement des méthodes de séparation proposées dans une situation
réelle mais contrôlable.
Dans la suite, nous nous intéresserons au comportement de deux réglages
de la pédale 3 : le mode Blues Breaker (voir Figure 6.2a) et le mode Métallica
(voir Figure 6.2b). Le premier correspond au son caractéristique des amplifi-
cateurs Marshall® utilisés dans la scène rock anglaise des années 60 et 70 ; il
est caractérisé par un overdrive modéré ainsi qu’une augmentation des basses
fréquences. Le deuxième correspond au son du groupe Métallica, et se caracté-
rise par une très forte distorsion. Celle-ci crée un enrichissement en fréquences
important qui nécessite par conséquent un très grand nombre de noyaux pour
être représentée. Ce dernier réglage est donc particulièrement intéressant pour
3. Ces réglages sont proposées dans le manuel utilisateur de la pédale.
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FIGURE 6.3 – Schéma du banc expérimental.
tester en pratique l’efficacité des méthodes de séparation avec un choix de tron-
cature très grand.
6.2 PROTOCOLE EXPÉRIMENTAL
Banc expérimental. Les mesures sont effectuées à l’aide d’une carte son (Fire-
Face UC [RME]). Le banc expérimental est schématisé en Figure 6.3. La fré-
quence d’échantillonnage est fixée à fe = 44.1 kHz, fréquence d’échantillonnage
classique utilisée en audio.
Signaux d’excitation. Deux types de signaux d’excitations sont utilisées, avec
chacun une amplitude de−3 dB FS 4. Le premier est une sinusoïde de fréquence
220 Hz (ce qui correspond à la fréquence du 1er mode de la corde de La de la
guitare) et de durée T = 1 s. Le second est un sweep de durée T = 1 s et dont
la fréquence évolue exponentiellement entre 50 et 2000 Hz.
Méthode de séparation. Trois des méthodes de séparation présentées dans cette
thèse sont comparées : RPS (méthode par doubles déphasages, cf. § 2.5), PAS
(méthode par phase et amplitude, cf. § 2.4) et HPS (séparation en signaux ho-
mophases, cf. § 2.3). Les paramètres des trois méthodes sont choisis pour que
toutes utilisent un nombre de K = 190 signaux tests :
4. L’échelle decibel Full Scale (ou décibel pleine échelle) est une échelle logarithmique utilisée en audio
numérique où la valeur 0 dB est définie comme l’amplitude maximale du signal numérique, c’est-à-dire
la plus grande valeur absolue pouvant être représentée dans le code (en positif ou en négatif).
148
6.3. RÉSULTATS
• RPS utilise un nombre de phases P = 19 (ce qui permet de séparer jusqu’à
N = 9 ordres) ;
• PAS utilise un nombre d’amplitudes A = 5 et un nombre de phase P = 38,
(ce qui permet de séparer jusqu’à N = 9 ordres) ;
• HPS utilise un nombre de phases P = 190 (ce qui permet de séparer jus-
qu’à N = 94 signaux homophases).
Les amplitudes de la méthode PAS sont fixées à l’aide de la formule (2.63) (voir
p. 65), ce qui donne l’ensemble d’amplitudes {cos(kπ/9)}k∈J0;4K. En prenant en
compte 0.5 s de silence entre chaque signal test 5, cela correspond à une durée
totale de mesures d’environ 5 min pour chaque expérience (i.e. un signal d’ex-
citation utilisé sur mode de la pédale).
6.3 RÉSULTATS
6.3.1 Mode Blues Breaker
Nous nous intéressons tout d’abord au comportement de la pédale lorsque
ses réglages sont sur le mode Blues Breaker. La Figure 6.4 montre la sortie mesu-
rée pour l’excitation sinusoïdale. On observe sur le signal temporel (Figure 6.4a)
une distorsion assez visible de la forme d’onde. Cela se caractérise sur l’allure
fréquentielle (Figure 6.4b) par l’apparition de nombreux harmoniques. On y
remarque de plus l’absence apparente des non-linéarités d’ordres pairs. Le der-
nier harmonique que l’on peut observer au dessus du bruit de mesure 6 se situe
à 8140 Hz — ce qui correspond à une contribution non linéaire d’ordre 37 (et
d’ordre supérieurs) — et est à −100 dB comparé à l’harmonique fondamental.
La réponse au sweep est montrée en Figure 6.5 sous la forme d’un spectro-
gramme. On remarque que les effets non linéaires ne sont pas présents pour
une excitation basse-fréquence. De plus, des composantes associées à des non-
linéarités paires apparaissent pour une excitation haute-fréquence (même si
elles sont bien inférieures à celles associées à des ordres impairs).
Les Figures 6.6 et 6.7 montrent les spectrogrammes des ordres séparés obte-
nus respectivement par la méthode RPS et PAS. On peut tout d’abord observer
que les deux méthodes donnent des résultats similaires pour les ordres impairs.
On y voit, en accord avec la théorie, tous les harmoniques jusqu’à l’ordre du
signal (harmonique 1 pour la sortie linéaire, harmoniques 1 et 3 pour la sortie
cubique, 1, 3, 5 pour l’ordre 5, etc.). Les signaux d’ordres impairs semblent 7
donc bien séparés, avec une dynamique d’au moins 60 dB par rapport aux per-
turbations (bruit de mesure ou autres ordres).
5. Afin de laisser la pédale retourner à l’état d’équilibre.
6. Qui est ici un peu en dessous de−110 dB FS, ce qui correspond à l’amplitude de mesure de la carte
son utilisée.
7. Comme nous n’avons pas accès aux vrais signaux de sortie homogènes par ordres, il n’est pas pos-
sible d’évaluer ici quantitativement la séparation.
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FIGURE 6.4 – (Mode Blues Breaker – Mesures) Signal temporel (haut) et spectre d’amplitude (bas)
de la réponse à une excitation sinusoïdale de fréquence 220 Hz.
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FIGURE 6.5 – (Mode Blues Breaker – Mesures) Spectrogramme (en décibels) de la réponse à un
sweep exponentiel allant de 50 à 2000 Hz ; pour des raisons de visibilité, la dyna-
mique d’amplitude est limitée à 90 dB.
Pour les deux méthodes, l’estimation des ordres pairs est assez bruitée au dé-
but du signal. De plus, on remarque que les deux méthodes ne donnent pas les
mêmes résultats : la méthode PAS semble assez bien séparer ces ordres (même
si on peut remarquer la présence d’harmoniques d’ordres impairs qui ne de-
vraient pas être présents), tandis que les ordres estimés par la méthode RPS
contiennent des harmoniques bien supérieurs à leurs ordres. Cette différence
s’explique par l’effet de repliement d’ordre inhérent aux méthodes de sépara-
tion basées sur la phase (cf. dernier paragraphe de § 2.3.4) qui est plus présent
pour RPS qui n’utilise ici que 19 phases (contrairement à PAS qui en utilise 38).
Pour un nombre de signaux équivalents, la méthode PAS semble donc plus ro-
buste à une mauvaise troncature que RPS.
La Figure 6.8 montre les spectrogrammes de plusieurs signaux homophases
séparés par la méthode HPS. On observe que le signal homophase ψp corres-
pond au pème harmonique, en accord avec la théorie (cf. Propriété 2.6 et Re-
marque 2.3 p. 46). En effet, dans le cas d’une excitation mono-fréquentielle de
fréquence f , le signal homophase ψp est un signal mono-fréquentiel complexe
de fréquence pf . À partir des signaux ψp pour p supérieur à 20 (Figures 6.8c, 6.8d
et 6.8e), on remarque aussi que le RSB diminue lorsque l’indice de phase p croît.
Cela est dû à la diminution de l’amplitude des harmoniques avec leur ordre. De
plus, on peut voir sur la Figure 6.8c la présence (certes faible) d’harmoniques
non attendus dans le signal estimé. Ces résidus sont probablement un artefact
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FIGURE 6.6 – (Mode Blues Breaker – RPS) Spectrogrammes des ordres séparés par la méthode
RPS pour une excitation de type sweep exponentiel allant de 50 à 2000 Hz ; la
dynamique d’amplitude est limitée à 60 dB.
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FIGURE 6.7 – (Mode Blues Breaker – PAS) Spectrogrammes des ordres séparés par la méthode
PAS pour une excitation de type sweep exponentiel allant de 50 à 2000 Hz ; la
dynamique d’amplitude est limitée à 60 dB.
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FIGURE 6.8 – (Mode Blues Breaker – HPS) Spectrogrammes de plusieurs signaux homophases
séparés par la méthode HPS pour une excitation de type sweep exponentiel allant
de 50 à 2000 Hz ; la dynamique d’amplitude est limitée à 60 dB.
de la méthode. À partir du signal ψp d’inde de phase p = 41, les signaux sont
presque exclusivement constitués de bruit. Cela correspond à peu près à l’har-
monique maximal observée sur la Figure 6.4b.
6.3.2 Mode Métallica
Intéressons-nous maintenant au comportement de la pédale lorsque ses ré-
glages sont sur le mode Métallica. La Figure 6.9 montre la sortie mesurée pour
l’excitation sinusoïdale. L’allure temporelle (Figure 6.9a) fait apparaître une très
forte distorsion de la forme d’onde, ce qui correspond à un contenu fréquen-
tiel très riche (Figure 6.9b). La sortie contient des harmoniques d’ordres pairs
et impairs, et ce presque jusqu’à la fréquence de Nyquist (où les harmoniques
sont à approximativement −90 dB de la composante principale). La réponse au
sweep est montrée en Figure 6.10. On y remarque que les effets non linéaires
sont présents quelle que soit la fréquence d’excitation.
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FIGURE 6.9 – (Mode Métallica – Mesures) Signal temporel (haut) et spectre d’amplitude (bas) de
la réponse à une excitation sinusoïdale de fréquence 220 Hz.
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FIGURE 6.10 – (Mode Métallica – Mesures) Spectrogramme (en décibels) de la réponse à un
sweep exponentiel allant de 50 à 2000 Hz ; pour des raisons de visibilité, la dyna-
mique d’amplitude est limitée à 90 dB.
Les Figures 6.11 et 6.12 montrent les spectrogrammes des ordres séparés ob-
tenus respectivement par la méthode RPS et PAS. On observe tout d’abord
qu’il n’y a pas dans ce cas de distinction entre l’estimation des ordres pairs et
impairs. Cela est dû à la relative égalité de niveau entre les harmoniques pairs
et impairs. On remarque de plus que les artefacts dus au repliement (la pré-
sence d’harmoniques plus élevés que l’ordre du signal) sont bien plus présents.
Cela s’explique par le fait que les deux méthodes ne séparent que les 9 premiers
ordres, alors que le système en contient beaucoup plus. Concernant ces arte-
facts, la distinction entre RPS et PAS demeure, cette dernière étant beaucoup
moins affectée puisque utilisant un plus grand nombre de phases.
Enfin la Figure 6.13 montre les spectrogrammes de plusieurs signaux ho-
mophases séparés par la méthode HPS. On remarque que, jusqu’à l’indice de
phase 51, les signaux homophases ne sont constitués que de l’harmonique cor-
respondant à leur indice de phase, et ce avec un RSB d’au moins 60 dB (i.e. la
dynamique d’amplitude utilisée pour la représentation). Pour les signaux ho-
mophases d’ordre supérieur, un deuxième harmonique apparaît, qui est dû à la
propriété de repliement d’ordre de la méthode HPS (cf. troisième paragraphe
de § 2.3.4 p. 48). Cette propriété explique parfaitement le comportement de ce
deuxième harmonique, i.e. le fait qu’il diminue en fréquence lorsque l’indice
de phase p augmente. Pour éliminer cet artefact indésirable, il suffit de choisir
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FIGURE 6.11 – (Mode Métallica – RPS) Spectrogrammes des ordres séparés par la méthode RPS
pour une excitation de type sweep exponentiel allant de 50 à 2000 Hz ; la dyna-
mique d’amplitude est limitée à 60 dB.
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FIGURE 6.12 – (Mode Métallica – PAS) Spectrogrammes des ordres séparés par la méthode PAS
pour une excitation de type sweep exponentiel allant de 50 à 2000 Hz ; la dyna-
mique d’amplitude est limitée à 60 dB.
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FIGURE 6.13 – (Mode Métallica – HPS) Spectrogrammes de plusieurs signaux homophases sé-
parés par la méthode HPS pour une excitation de type sweep exponentiel allant
de 50 à 2000 Hz ; la dynamique d’amplitude est limitée à 60 dB.
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un nombre de phases P plus élevé. Enfin, on observe que le RSB se dégrade
fortement à partir de l’indice de phase p = 71.
6.3.3 Remarques sur les méthodes de séparation
Ces deux exemples permettent de comprendre les limites ou avantages des
différentes méthodes de séparation lorsqu’elles sont appliquées à un système à
forte distorsion. Les méthodes de séparation en ordres homogènes (PAS et RPS)
semblent (à nombre de signaux tests fixés) moins robustes et adaptées que HPS.
Augmenter l’ordre de troncature N pour se rapprocher d’une valeur réaliste
pour le système ne serait pas viable ici, et ce pour deux raisons.
Premièrement, il faut se rappeler que pour ces méthodes, le nombre de si-
gnaux nécessaires est en O(N2). Par exemple, choisir N = 50 nécessite KRPS =
5151 signaux tests pour la méthode RPS et KPAS = 2525 pour la méthode PAS.
Deuxièmement, le conditionnement de ces méthodes croît très rapidement avec
l’ordre N . Par exemple, le cas N = 50 donne un conditionnement 8 de ≈ 1015
pour la méthode RPS et ≈ 1025 pour la méthode PAS 9. Utiliser la méthode AS
permettrait de réduire fortement le nombre minimum de signaux nécessaires
— qui est égal à l’ordre de troncature —-, mais cela n’améliorerait pas le condi-
tionnement. Le cas N = 50 donne un conditionnement ≈ 1018 pour la méthode
AS 10. De plus, utiliser la méthode AS ne donne pas accès aux signaux inter-
conjugués, dont nous avons montré que l’utilisation améliore l’identification
(cf. § 3.4.1).
Quelle que soit la méthode utilisée, une approche fondée sur la séparation
en ordres homogènes n’est pas viable dans le cas d’un système à forte distorsion
contenant un très grand nombre d’ordres. Pour ce type de systèmes, la sépara-
tion en signaux homophases par la méthode HPS paraît être bien plus adaptée.
En effet, cette méthode nécessite un nombre de signaux en O(N), et son
conditionnement est toujours optimal — de par l’utilisation de la TFD. De plus,
il a été montré que plus le nombre de phases utilisées est grand — ce qui cor-
respond au nombre de signaux tests —, plus le bruit est réduit (cf. deuxième
paragraphe de § 2.3.4 p. 48). En contrepartie, cette approche ne donne pas ac-
cès aux signaux d’ordres homogènes, mais seulement aux signaux homophases.
Toutefois ces signaux peuvent servir à l’identification.
6.4 PERSPECTIVES POUR L’IDENTIFICATION
Avec ou sans séparation préalable, l’identification d’un système à forte dis-
torsion dans le formalisme de Volterra se heurte au problème du nombre de
8. Comme les méthodes PAS et RPS repose sur l’inversion de plusieurs matrices, nous donnons ici le
conditionnement le plus élevé, i.e. celui de la matrice permettant de retrouver les termes linéaires.
9. Où les amplitudes ont été fixées en utilisant la formule (2.63).
10. Où les amplitudes ont été fixées en utilisant la formule (2.62).
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coefficients à estimer. En effet, pour reproduire avec précision le comportement
du mode Blues Breaker, il est nécessaire de considérer un ordre de troncature
proche de 40 (ou 100 pour le mode Métallica). Même en considérant l’identifica-
tion de la projection des noyaux sur une base contenant seulement 5 éléments,
le nombre de coefficients à estimer est de plus d’un million pour un ordre de
troncature de N = 40 (et monte jusque la centaine de millions pour N = 50). On
atteint donc les limites du formalisme de Volterra lorsque l’on cherche à identi-
fier de tels systèmes, et il devient nécessaire de changer de modèle pour rendre
l’identification réalisable.
Une approche possible serait d’utiliser des modèles de type schéma-blocs
où les fonctions non linéaires statiques sont choisies pour modéliser une forte
distorsion (e.g. une valeur absolue, la fonction arc tangente, etc.). Pour l’identi-
fication et la reproduction numérique de systèmes audio, l’utilisation de ce type
de modèles se combine généralement avec des connaissances a priori permet-
tant de ramener le modèle à un petit nombre de paramètres décrivant les filtres
et les non-linéarités [Eichas et al., 2015, 2017]. Il serait intéressant de voir si l’uti-
lisation d’une séparation préalable en signaux homophases peut se combiner
avec une telle approche, et si l’apport serait bénéfique à l’identification.
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Toujours remettre à demain ce que, demain, on pourrait
remettre à... disons, l’année prochaine.
Terry Pratchett - Procrastination
BILAN DE LA THÈSE
Cette thèse s’est intéressée à l’identification de systèmes non linéaires re-
présentables en série de Volterra, et plus particulièrement à l’utilisation d’une
étape préalable de séparation en termes homogènes. Pour cela, plusieurs nou-
velles méthodes de séparation ont tout d’abord été proposées et étudiées (Cha-
pitre 2). Ensuite, ces résultats ont permis le développement de nouvelles ap-
proches pour l’identification des noyaux de Volterra (Chapitre 3). Enfin, une
méthode d’estimation pour des représentations d’état à non-linéarités polyno-
miales a été proposée (Chapitre 4).
Dans une deuxièmes partie, les méthodes proposées ont été appliquées à
des systèmes sonores. L’approche développée au Chapitre 4 a été appliquée à
l’estimation des paramètres linéaires et non linéaires d’un haut-parleur électro-
dynamique (Chapitre 5). Enfin, l’utilisation des méthodes de séparation sur une
pédale d’effet de guitare à fortes distorsions a permis d’étudier leur comporte-
ment dans le cas d’un système à fortes distorsions (Chapitre 6).
Les contributions des trois axes de travail (séparation, identification et esti-
mation) sont détaillées ci-dessous.
Séparation en termes homogènes. L’exploitation des relations de phase à l’in-
térieur d’une collection de signaux tests a été mise à profit pour développer
plusieurs approches de séparation.
Tout d’abord, une méthode de séparation en ordres homogènes a été pré-
sentée dans un cadre théorique utilisant des signaux complexes comme entrée
et sortie du système étudié (CPS, § 2.2). L’intérêt des propriétés de cette mé-
thode basée sur la Transformée de Fourier Discrète a été mis en avant, à la fois
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du point de vue de la robustesse au bruit de mesure ainsi que de l’effet d’une
mauvaise troncature de la série.
Ensuite le comportement de la sortie d’une série de Volterra pour une entrée
déphasée mais à valeurs réelles a été étudié. Cela a amené à la définition de
deux nouveaux types de signaux permettant la réécriture du signal de sortie :
les signaux interconjugués (§ 2.3.1) et les signaux homophases (§ 2.3.2). L’adap-
tation aux signaux réels de la méthode CPS a permis le développement d’une
méthode de séparation en signaux homophases (HPS, § 2.3.3), qui présente une
grande robustesse.
Néanmoins, nous avons pu remarquer que l’utilisation des seules relations
de phase ne permettait pas la séparation totale des ordres homogènes. Pour
cela, deux autres méthodes ont été proposées : PAS, qui combine la méthode
HPS et des relations d’amplitudes entre signaux (§ 2.4), et RPS, qui utilise un
double déphasage et exploite la multi-linéarité des séries de Volterra (§ 2.5).
Ces deux méthodes permettent à la fois la séparation des sorties d’ordres ho-
mogènes et des signaux interconjugués. Elles nécessitent néanmoins nombre de
signaux tests significativement plus grand que la méthode de l’état de l’art (AS,
basée sur l’utilisation de relations d’amplitudes).
Il a été montré que les méthodes de séparation en ordres homogènes propo-
sées (PAS et RPS) sont aussi robustes que la méthode AS pour un nombre de
signaux tests équivalent. Ces nouvelles méthodes permettent de plus la sépa-
ration des signaux interconjugués. La notion proposée de signaux homophases
s’est révélée très intéressante, principalement pour le conditionnement optimal
qu’elle confère à la méthode de séparation qui lui est associée. L’application des
méthodes proposées à une pédale de pré-amplification de guitare a permis de
montrer l’intérêt de l’approche par séparation en signaux homophases, y com-
pris dans le cas d’un système dont le degré maximal de non-linéarité est très
élevé (Chapitre 6).
Identification des noyaux Volterra. Plusieurs approches d’identification utilisant
les différents types de signaux séparés (ordres, interconjugués, homophases)
ont été proposées (§ 3.1). Chaque approche a été explicitée dans le cas de l’iden-
tification des noyaux de Volterra sous forme triangulaire (§ 3.2), ou de la projec-
tion sur une base orthonormale préalablement définie (§ 3.3).
Pour un nombre de données équivalents, les méthodes d’identification uti-
lisant des signaux séparés sont moins coûteuses en utilisation de mémoire ma-
chine et en temps de calcul que l’approche directe utilisant la sortie totale. Néan-
moins, seule la méthode fondée sur les signaux homophases donne des résultats
(en terme d’erreur de simulation) équivalents à l’approche directe.
Estimation de représentation d’état. Une méthode d’estimation de représenta-
tions d’état non linéaires a été proposée. Elle repose sur une séparation préa-
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lable en ordres homogènes, et estime séparément les paramètres linéaires, qua-
dratiques, etc., du modèle. Les avantages de cette approche sont qu’il est pos-
sible de bénéficier des résultats connus dans la littérature sur l’estimation de
représentation d’état linéaire, et que la formulation du problème est linéaire en
les paramètres. Mais la méthode repose sur une approche itérative qui va pro-
pager l’erreur d’estimation des termes linéaires aux ordres élevés.
Cette méthode est utilisée pour estimer les paramètres physiques d’un haut-
parleur électrodynamique à partir de mesures expérimentales (Chapitre 5). Les
courbes estimées des caractéristiques non linéaires font clairement apparaître le
comportement raidissant de la suspension et la décroissance du terme de cou-
plage électrodynamique. Les méthodes de séparation d’ordres (et spécialement
l’isolement de la contribution linéaire) présentent un intérêt à souligner : elles
permettent d’exhiber des phénomènes linéaires non inclus dans le modèle et qui
peuvent être masqués par les contributions non linéaires dans la dynamique, ou
par le bruit pour des mesures à faible amplitude.
PERSPECTIVES DE RECHERCHE
Séparation en termes homogènes. Les méthodes de séparation proposées ont été
développées dans le cadre des systèmes mono-entrée mono-sortie, et leur ex-
tension au cas multi-sortie a été évoquée. Une perspective de recherche serait
d’étudier l’extension des méthodes proposées pour le cas des systèmes multi-
entrées. Cette extension apportera plus de complexité, mais devrait être assez
directe.
Les méthodes proposées nécessitent un grand nombre de mesures, qu’il se-
rait intéressant de diminuer. Une piste actuellement à l’étude est de considérer
un signal périodique dont la multiplication par un facteur de phase est équi-
valente à un décalage temporel. L’idée est que la mesure de toutes les versions
déphasées s’obtiendrait en une seule mesure.
Identification des noyaux Volterra. Lorsque l’on s’intéresse à l’identification de
la projection des noyaux sur une base orthonormale donnée, le choix de la base
utilisée est crucial. Une base optimale pour tous les noyaux peut se déterminer
à partir de la mesure des pôles de la Best Linear Approximation (BLA) obte-
nue à partir de la sortie totale mesurée. Si les ordres homogènes sont connus, la
même approche permet de déterminer une base optimale pour chaque ordre (et
donc permettre une meilleure identification). Or nous avons vu que l’approche
par séparation en signaux homophases est généralement plus robuste que celle
fondée sur la séparation en ordres homogènes. Il serait donc intéressant d’étu-
dier la possibilité de déterminer des bases optimales pour chaque ordre à partir
des signaux homophases et de l’utilisation d’une approche de type BLA.
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Un autre axe de travail consisterait en l’incorporation d’autres approches
dans l’identification sur les signaux séparés, comme par exemple l’utilisation
de techniques de régularisation ou la résolution par descente de gradient.
Identification d’effets audio analogiques. Lorsque l’on s’intéresse à l’identifica-
tion d’une pédale de pré-amplification de guitare, l’estimation des noyaux de
Volterra non structurés est un problème trop complexe (en termes de nombre
de coefficients à estimer). Cependant, la méthode de séparation en signaux ho-
mophases semble donner des résultats très robustes, et permet de séparer les
harmoniques du signal de sortie jusqu’à un ordre élevé. Une piste de recherche
serait de combiner cette séparation avec des informations a priori sur la structure
du circuit de la pédale pour construire une méthode d’identification adaptée.
Estimation de représentation d’état. La méthode d’identification de représenta-
tion d’état proposée nécessite la séparation des ordres homogènes. Une perspec-
tive d’amélioration serait de développer des méthodes utilisant soit les signaux
interconjugués, soit les signaux homophases. Pour cela, il serait tout d’abord
nécessaire de trouver les formulations de ces signaux dans le cas d’une repré-
sentation non linéaire. Dans le cas des signaux homophases, il serait de plus né-
cessaire d’utiliser une méthode d’identification conjointe de tous les paramètres
(pour laquelle le problème n’est plus linéaire en les paramètres). En effet, dans
ce cas, il n’est plus possible d’estimer les paramètres linéaires nécessaires à la
méthode itérative proposée, puisque que les sorties linéaires ne sont pas sépa-
rées.
Haut-parleur électrodynamique. Lors de l’estimation des paramètres physiques
du haut-parleur, les résultats obtenus montrent les limitations du modèle uti-
lisé (plus que celle de la méthode d’estimation utilisée). Une amélioration de
celui-ci est donc nécessaire pour mieux expliquer le comportement du haut-
parleur. L’utilisation d’un modèle visco-élastique de la suspension permettrait
de prendre en compte les phénomènes de mémoire longue, et d’étendre la vali-
dité du modèle en basses fréquences. Quant aux améliorations à apporter sur le
comportement en hautes fréquences, elles concernent probablement en premier
lieu l’intégration de courants de Foucault. Ces deux phénomènes pourraient se
modéliser dans une représentation d’état par une approximation de dimension
finie d’un modèle en dérivées fractionnaires.
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Annexe A
Preuves pour le Chapitre 2
A.1 PREUVE DU THÉORÈME 2.1
Considérons les hypothèses du Théorème 2.1, et soit n ∈ N. Puisque Re[θu] =
1
2
(
θu+ θu
)
, la symétrie et n-linéarité de Vn donnent l’expression suivante pour
la sortie d’ordre n (cf. (2.24)) :
yn(t) =
1
2n
n∑
q=0
(
n
q
)
θn−2qyn,q(t) . (A.1)
Considérons le changement de variable (n, q)→ (n, p) avec, pour 0 ≤ q ≤ n,
p = n− 2q ⇔ q = n− p
2
, (A.2)
ce qui implique −n ≤ p ≤ n et p ≡ n [2].
Appliquer le changement de variable (A.2) à (A.1) donne
yn(t) =
1
2n
n∑
p=−n
p≡n [2]
(
n
n−p
2
)
θpyn,n−p
2
(t) . (A.3)
La sortie totale y =
∑N
n=0 yn s’écrit donc
y(t) =
N∑
n=0
1
2n
n∑
p=−n
p≡n [2]
(
n
n−p
2
)
θpyn,n−p
2
(t) . (A.4)
Soit INp = {n ∈ N | |p| ≤ n ≤ N et n ≡ p [2]} l’ensemble défini en (2.25). En réor-
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ganisant le double somme 1, on obtient
y(t) =
N∑
p=−N
θp
∑
n∈INp
1
2n
(
n
n−p
2
)
yn,n−p
2
(t)
︸ ︷︷ ︸
:=ψp(t)
, (A.5)
ce qui conclut la preuve.
A.2 PREUVE DU THÉORÈME 2.2
Considérons les hypothèses du Théorème 2.2. Puisque
Re
[
θ1u+ θ2u
2
]
=
1
4
(
θ1u+ θ1u+ θ2u+ θ2u
)
, (A.6)
la symétrie et n-linéarité de Vn donnent l’expression suivante pour la sortie
d’ordre n :
yn(t) =
1
4n
n∑
k1,k2,k3,k4=0
k1+k2+k3+k4=n
((
n
k1, k2, k3, k4
)
θk11 θ1
k2
θk32 θ2
k4×
Vn

u, . . . , u︸ ︷︷ ︸
k1 fois
, u, . . . , u︸ ︷︷ ︸
k2 fois
, u, . . . , u︸ ︷︷ ︸
k3 fois
, u, . . . , u︸ ︷︷ ︸
k4 fois

(t)
)
(A.7)
=
1
4n
n∑
k1,k2,k3,k4=0
k1+k2+k3+k4=n
(
n
k1, k2, k3, k4
)
θk1−k21 θ
k3−k4
2 yn,k2+k4(t) . (A.8)
Considérons le changement de variable (k1, k2, k3, k4)→ (l1, l2, p1, p2) avec



l1 = k1 + k2
l2 = k3 + k4
p1 = k1 − k2
p2 = k3 − k4
⇔



k1 = (l1 + p1)/2
k2 = (l1 − p1)/2
k3 = (l2 + p2)/2
k4 = (l2 − p2)/2
. (A.9)
Les nouvelles variables li, pi (i = 1, 2) respectent les conditions
n = l1 + l2 ,
pi ≡ li [2] =⇒ p1 + p2 ≡ n [2] ,
|pi| ≤ li =⇒ |p1|+ |p2| ≤ n .
1. Dans le cas où l’ordre maximal N vaut +∞, la preuve que les sommes peuvent être inversées est
immédiate en utilisant le théorème de Fubini et en considérant que le terme de droite doit converger
puisque la série de Volterra converge.
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L’application du changement de variable (A.9) à (A.7) donne
yn(t) =
1
4n
∑
|p1|+|p2|≤n
p1+p2≡n [2]
∑
l1≥|p1|
l2≥|p2|
l1+l2=n
l1≡|p1| [2]
θp21 θ
p2
2 yn,n−p1−p2
2
(t)
(
n
l1+p1
2
, l2+p2
2
, l1−p1
2
, l2+p2
2
)
, (A.10)
ce qui peut se simplifier en
yn(t) =
∑
|p1|+|p2|≤n
p1+p2≡n [2]
θp21 θ
p2
2 yn,n−p1−p2
2
(t)
n−|p2|∑
l=|p1|
l≡|p1| [2]
1
4n
(
n
l+p1
2
, n−l+p2
2
, l−p1
2
, n−l−p2
2
)
. (A.11)
La dernière somme est égale à χn(|p1|, |p2|) comme définie en (2.42). On a alors
yn(t) =
∑
|p1|+|p2|≤n
p1+p2≡n [2]
θp21 θ
p2
2 yn,n−p1−p2
2
(t)χn(|p1|, |p2|) . (A.12)
La sortie totale y =
∑N
n=0 yn s’écrit donc
y(t) =
N∑
n=0
∑
|p1|+|p2|≤n
p1+p2≡n [2]
θp21 θ
p2
2 χn(|p1|, |p2|)yn,n−p1−p2
2
(t) . (A.13)
Soit JNp1,p2 = {n ∈ N | |p1|+ |p2| ≤ n ≤ N et n ≡ p1 + p2 [2]} l’ensemble défini
en (2.43). Les deux sommes de (A.13) peuvent être échangées 2, donnant
y(t) =
∑
|p1|+|p2|≤N
θp21 θ
p2
2
∑
n∈JNp1,p2
χn(|p1|, |p2|)yn,n−p1−p2
2
(t)
︸ ︷︷ ︸
:=Ψp1,p2 (t)
, (A.14)
ce qui conclut la preuve.
A.3 PREUVE DE L’EFFET DE LA MÉTHODE RPS SUR LE BRUIT DE MESURE
Soit P le nombre de phases utilisées dans la méthode RPS. On note P− et
P+ les bornes des indices de phase, i.e. P− = P+ = (P − 1)/2 si P est impair, et
P− = P/2− 1 et P+ = P/2 si P est pair.
Considérons la collection de bruits Gaussien bk1,k2 , pour (k1, k2) ∈ JP−;P+K,
à moyenne nulle et dont la covariance est donnée par (2.52), i.e.
Cov(bk1,k2 , bl1,l2) =



σ2 , si k1 = l1 et k2 = l2 ;
σ2 , si k1 = l2 et k2 = l1 ;
0 , sinon.
(A.15)
2. La même remarque que pour la preuve précédente s’applique ici aussi.
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Soit δk,l le symbole de Kronecker donné par
δk,l =
{
1 , si k = l ;
0 , sinon. (A.16)
On peut alors réécrire (A.15) comme
Cov(bk1,k2 , bl1,l2) = σ
2
(
δk1,l1δk2,l2 + δk1,l2δk2,l1 − δk1,l1δk2,l2δk1,k2
)
. (A.17)
Soit les erreurs εp1,p2 , pour p1, p2 = P−, . . . , P+, donnée par ε(t) = F -1P,P{b}(t).
On note w = e−j2π/P . Alors, comme wp+rP = wp pour tout p et tout entier r ∈ Z,
on peut écrire
εp1,p2(t) =
1
P 4
P+∑
k1,k2=P−
w−k1p1w−k2p2bk1,k2(t) . (A.18)
Les relations de covariance des bruits εp1,p2 sont donc données par
Cov(εp1,p2 , εq1,q2) =
1
P 4
P+∑
k1,k2=P−
P+∑
l1,l2=P−
w−k1p1−k2p2wl1q1+l2q2 Cov(bk1,k2 , bl1,l2)
(A.19)
=
σ2
P 4
(
P+∑
k1,k2=P−
wk1(q1−p1)wk2(q2−p2)
+
P+∑
k1,k2=P−
wk1(q1−p2)wk2(q2−p1)
−
P+∑
k1=P−
wk1(q1+q2−p1−p2)
)
(A.20)
=
σ2
P 2
(
δp1,q1δp2,q2 + δp1,q2δp2,q1 −
1
P
δ̂p1+p2,q1+q2
)
, (A.21)
avec
δ̂p,q =
{
1 , si p ≡ q [P ] ;
0 , sinon. (A.22)
De la même manière, les relations de pseudo-covariance entre les bruits εp1,p2
peuvent être calculées. En effet, la pseudo-covariance entre deux bruits aléa-
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toires x et y est donnée par Cov(x, y). Il suffit alors de calculer,
Cov(εp1,p2 , εq1,q2) =
1
P 4
P+∑
k1,k2=P−
P+∑
l1,l2=P−
w−k1p1−k2p2w−l1q1−l2q2 Cov(bk1,k2 , bl1,l2)
(A.23)
=
σ2
P 4
(
P+∑
k1,k2=P−
wk1(p1+q1)wk2(p2+q2)
+
P+∑
k1,k2=P−
wk1(p1+q2)wk2(p2+q1)
−
P+∑
k1=P−
wk1(p1+p2+q1+q2)
)
(A.24)
=
σ2
P 2
(
δp1,−q1δp2,−q2 + δp1,−q2δp2,−q1 −
1
P
δ̂p1+p2,−q1−q2
)
, (A.25)
Les relations (A.21) et (A.25) permettent de retrouver les résultats (2.53) et (2.54).
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