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ABSTRACT 
In this paper, we discuss two problems. First, 
usiD8 a seco:ad order expansion in the pressure ampli-
tude, some analytical results on the existence, stability 
and amplitude of limit cycles for pressure oscillations 
in combusticm chambers are presented. A stable limit 
cycle seems to be unique. The conditions for existence 
and stability are found to be dependent only on the 
linear parameters. The nonlinear parameter aff,ects 
only the wave amplitude. The imaginary parts of the 
linear responses, to pressure oscillations, of the 
different processes in the chamber play an import.ant 
role in the stability of the limit cycle. They also atIect 
the direction of flow of energy among modes. In the 
absence of the imaginary parts, in order for an 
infinitesimal perturbation in the flow to reach a finite 
amplitude, the lowest mode must be unstable while the 
highest must be stable; thus energy flows from the 
lowest mode to the highest one. The same case exists 
when the imaginary parts are non-zero, but in addi-
tion, the cOl1Ltrary situation is possible. There are con-
ditions under which an infinitesimal perturbation may 
reach a finit.e amplitude if the lowest mode is stable 
while the highest is unstable. Thus energy can flow 
'backward" from the highest mode to the lowest one. It 
is also shown that the imaginary parts increase the 
final wave amplitude. 
Second, the triggering of pressure oscillations in 
solid propellant rockets is discussed. In order to 
explain the triggering of the oscillations to a non-
trivial stablE: limit cycle, the treatment of two modes 
and the inclusion in the combustion response of either 
a second order nonlinear velocity coupling or a third 
order nonlinear pressure coupling seem to be 
sufficient. 
INTRODUCTION 
The limiting of the growth of pressure oscillations 
in combustic)D chambers has long been the object of 
investigation, but the best available data have been 
obtained with systems using solid propellants. Experi-
mental res1.uts 1 with T-Burners show the general 
behavior most clearly: the pressure oscillation grows 
initially in time but, after few cycles, it levels off 
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toward a limiting value known as a limit cycle. This is 
a pure nonlinear process for which the damping 
mechanism is amplitude dependent. 
One classical example of the existence of limit 
cycles is the Van del' Pol's oscillator2 , where the damp-
ing is amplitude dependent. Following this analogy, 
Culick3 introduced the first theoretical interpretation 
of the limiting amplitude, of pressure oscillations in 
combustion chambers, by L.,troducing a model of one 
nonlinear oscillator for which the nonlinear ter~s 
represent the wall losses and particle attenuation. But 
a detailed examination of the structure of the 
waveform of limit cycles confirmed that the process is 
more complicated. The waveform shows a dis:.ortion of 
the fundamental acoustic mode and involves genera-
tion of higher harmonics by different nonlinear 
processes, mainly the nonlinear gasdynamics of the 
flow. This is essentially the mechanism responsible for 
the formation of shock waves in fluid flow. 
To explain the effect of the nonlinear gasdynam-
ics on the formation of limit cycle, Culick4 presented, 
for the first time, an approximate analysis for the con-
tribution of this kind of nonlinearity. By expanding the 
pressure field in the normal acoustic modes of the 
chamber, he showed that the nonlinear behavior could 
be represented by a system of nonlinear oscillato:;s. 
Using reference [4] as a basis, Jensen and Beckstead5 
examined the influence of the energy transfer among 
modes on the formation of limit cycles . They fou.,d 
that indeed the gasdynamics nonlinearity played a 
major role in establishing the limit cycle. As a means 
of checking the approximate analysis. Culick and 
Levine6 integrated numerically the conservation eq'..la-
tions in rocket chambers, using the method of charac-
teristics. They found that for small pressure dist'..lr-
bances the approximate analysis yielded satisfactory 
results. 
The major advantages of using the approximate 
analysis are first, the very low cost of computing the 
limit cycle, especially when it comes to three dimen-
sional problems; and second, a solution, when poss:-
ble, of the approximate analysis will yieid a direct 
insight into the qUFmtitive and qualitative in.4.uences of 
the different processes in the chamber. The major 
disadvantage is that, by definition. the met!Jod is 
approximate and therefore cannot represent accu-
rately the different combustion processes. On the other 
hand, Li.e nur.n.erical analysis, while yielding in general, 
a more accurate representation costs much more and 
cannot explain easily either quantitatively or qualita-
tively, the ro,le of each process in the chamber in 
establishing the limit cycle. From the point of view of 
physical understanding of the nonlinear insta bilitiesl in 
combustion chambers, an analytical solution will yield 
a deeper insight than the numerical solution. 
Interest in dealing with the limiting amplitude in 
combustion chambers lies not only in interpreting 
some experimental data but in understanding the gen-
eral behavior of pressure oscillations in combustton 
chambers. In fact, the results which will be elaborated 
in this paper are of general application and can be 
a?plied easily to any sort of combustion chambers ( 
ramjet engi.."'1es, solid and liquid propellant rocket. fur-
naces, etc.) . Here, we will apply the results to solid 
p:'opellant rocket motors because of the availability of 
data. 
None of the references cited above provides the 
answers to the following questions: when does a limit 
cycle exist? w'hat are the effects of the linear parame-
ters on the stability, existence, and amplitude of the 
li;nit cycles? and what is the effect of the nonlinlear 
parameter? 
The aim of this paper is to answer these questions 
by giving, while limiting the discussion to a finite 
numbe: of mc)des, explicit analytical results. 
In Section 1, we use a second order acoustic model 
to find tI1e amplitude and :he conditions for existence 
and stability of the limit cycle. Broadly, the analysis 
breaks into two parts. First, for a chosen type of limit 
cycle (there cLre two), the conditions f9r existence and 
the amplitudes are found. Then a perturbation pro-
cedure is used to examine the stability of the limit 
cycle. 
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In Sectio'::J. 1.1, we treat the case when the funda-
mental frequleTIcy of the limit cycle is equal to the fun-
damental frequency of the chamber. Section 1,,1.1 
deals mth tWI) modes only. The objectives are to calcu-
late the amplitude and to determ:ne the conditions for 
existence and stabili~y of the limit cycle. The purpose 
is to explain the inffuence of the linear and nonlinear 
pararr.eters on the formation of limit cycle. In order to 
ex<;!mi.."'1e the numerical results of Levine and aaum"! 
w!io showed, numerically, the independence of the limit 
cycle on t!ie initial conditions, we mil show also analyt-
ically in this~art how the initial conditions can change 
t:le stability of the limit cycle. The influence of the 
imaginary part of the linear responses on the final 
amplitude is demonstrated. The objective is to see how 
these irr.aginary parts alter the amplitude and the sta-
b.lity conditions of the limit cycle. The reason for 
studying this effect is the suspicion that the phase 
relationships between the pressure oscillations and the 
different processes in the chamber playa major role in 
the stability of the limit cycle. In section 1.1.2, we deal 
with three modes. The objectives here are to confirm 
the basic conclusions found in the treatment of two 
modes and to show how the analysis can be extended 
to any number of modes. 
In Section 1.2, we treat the case when the funda-
mental frequency of the limit cycle is slightly different 
from the fundamental acoustic frequency of the 
chamber. The objective is to extend the results to a 
wider range of linear coefficients, thus making the 
application of the reSults to practical problems more 
accurate. Two modes are fully treated. In order to 
cO!l..:tlrm the results, the case of three modes is treated 
only numerically. 
Section 1.3 is a comparison between the analytical 
results on one hand and the numerical and experimen-
tal results, reported by other investigators, on the 
other hand. The main purpose of this part is to show 
how the analytical results can be applied to real prob-
lems, in order to understand the physical mechanisms 
behind the limiting amplitude phenomenon. Because of 
the availabilty of data on solid propellant rocket 
motors, these results will be applied solely to this kind 
of systems. But the validity and the scope of applica-
tion are much wider and the results can be applied to 
any sort of chamber. 
In Section 2, an analytical formulation, using a 
third order expansion in the pressure amplitUde and 
treating two modes, for the triggering of pressure oscil-
lations in solid propellant rockets is presented. In this 
section, we will show the major mechanisms responsi-
ble for triggering and how they effect this phenomenon. 
The reason for studying this problem is the realization 
that triggering, or nonlinear instability, is a general 
phenomenon and is not related to a particular 
chamber geometry or to a specific propellant. This is, 
to our knowledge, the first global analytical represen-
tation of triggering. 
1. ANALYSIS 
In reference [4], the pressure oscillation, written 
in the form 
~ 
p'= L 17lcOS "1. X 
1=1 
is governed by the following system of nonlinear oscil-
lators. one oscillator for each mode: 
(1) 
i=1,2, ... , j=1,2, ... , and fl is a second order nonlinear 
polynomial. 8y applying the method of averaging4 , the 
following system of ordinary differential equations is 
obtained 
(1 ) 
(2) 
h ..z...±...L were n = 1, 2, ... , fJ = 87 GJl and 
17!(t) = A!(t) Sill GJ!t + 81(t) cos GJlt 
In what :rollows, we will treat two cases. First, t.he 
case when the coefficients A! and 81 reach constant 
values for large time; and second, the case where A! 
and 81 !"each harrr.oruc oscillations for large time. 
'These cases yield periodic solutions of the form 
17!(t)= A!(t) sin :.l!t + S!(t) cos GJ!t, and, therefore, they 
corres}:ond to l::rJt solutions. In Appendix A, we show 
that, 11."1.der certain conditions, these two cases are the 
o::liy poss:ble ones. The first case corresponds to the 
C'l.se when the fundamental frequency of the limit cycle 
is equal to the fundamental frequency of the chamber 
a:J.d it will be referred to as " Zero shift of frequency 
case ". The second case corresponds to a slight 
difference of the fundame!1tal frequency of the limit 
cycle from the fundamental acoustic frequency of the 
chamber and it will be referred to as "Non-::ero shift of 
frequency case". 
1.1. Cc!se of :~ero shift of frequency 
In this part, we will consider the case when t.he 
coefficients A! and 8! in 
171(t) = Al(t) sin :.l!t + 31(t) cos GJlt will reach constant 
values :or t .... "". The system to be solved is the follow-
i:J.g 
f!.-~ 
an An + un 8!l + n L: 
2 1=1 
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1.1.1. Two modes. First, the case of two non-
linear oscillators is fully treated. The system (1 )-(2) 
becomes 
(3) 
(4) 
(5) 
(6) 
Write At and 81 as follows 
i=1,2. 
Equations (3)-(6) reduce to 
(7) 
(8) 
(9) 
(10) 
where 
i =1,2 
This system yields 
tan (VI ...,pl) = - tan(vl - V2), tan(v2-f12) = tan2vl 
which has the solutions 
(11) 
and 
(12) 
Therefore, in order for the solution to be unique, we 
should have 
"/11 + "/12 = (m - n)11' 
But, by definition of the Arctan, - ; < "" < ; ,giving 
'I':us is equival.ent to 
~ ~ 
-=-- (13) 
Taking i:lto account (12)-(13), we find from equaticms 
(7)-(10) 
at 
r = ---=--. 
2 f,coS'l/ll' 
7T 11' Since - 2" < ,tol < 2"' we should have 
(1l4) 
The condition (14) assures the existence of the limit 
cycle a:1d it shows clearly the necessity of having bClth 
a source and a sink of energy. The amplitude of the 
limit cycle can be expressed via the values of Al and 
BI 
i=1,2. 
Since the system (I) of nonlinear oscillators is auto-
nomous, i.e., iJ 1)(t) is a solution then 1)(t - t 1) is alsel a 
solution for any tt. And, since we are dealing with the 
asymtot:c solution (limit cycle), assumed to be 
periodic, one phase in the expansion of the limit cyde 
in its Fourier components is arbitrary. This is 
equivalent to say that one of the 111 is arbitrary, say 
111 = O. That gives 
B10 = o. 
-4-
~ B2O= -P 
Once the equilibrium points Alo and BlO • i = 1,2, 
are found, their stability can be carried out by lineariz-
ing the system (3)-(7) near these points. The eigen-
values of t..~e linear system should all have negative 
real parts. Linearization of (3)-(7) produces the follow-
ing equations: 
+ ( PB IO )A2 - (PA tO )B 2 
By writing A1 = U le"t , etc., where U l' etc., are constant, 
and replacing these expressions in the above linear 
system we get a linear system of equa tions for U l' etc., 
of the form 
where M is the matrix of the linear system and X 
represent U1 , etc. This system has non-zero solutions 
only when its determinant vanishes. This gives a poly-
nomial equation in A, the characteristic polynomial. 
For the system in question, the characteristic polyno-
mial is 
( 15) 
The conditioxls under which the limit cycle is stable are 
reduced to those under which all the roots of tills poly-
nomial have negative real parts. Many textbooks treat 
this problem. (see [6] for example). These conditi:ons 
are commonly known as Routh-Hurwitz or Lienard cri-
teria. For a :polynomial of the form 
P( X ) = A4 + a3A3 + a2A2 + alA 
Ll-J.ese cr:terill are 
a) t'.= 1J:! = 0 
The ca~;e when ~ = ~ = 0 is first carried out to 
comple:ion. PC A ) is, thus, reduced to 
T:"le stability conditions are then given, by applying Lie-
nard criteria, 
'rhese conditions reduce to 
(16) 
(17) 
al> O. (18) 
To the~le one must add the existence condition 
(14). The re:rults are shown in Figure 1. As we see from 
the graph, ITt order to get a stable limit cycle, the .first 
mode should. be unstable. The second mode should. be 
stable and should decay at least twice as fast as the 
growth of tlul first mode. 
Wi'-..·1O',lt tie nonlinear co up 1i..'1 g , the first mode is 
;mstable, th":ls supp:ying energy (source of energy) to 
tl1e wave; the second mode is stable, L-ms extracting 
energy ("ink 07 energy) from the wave. The nonlinea.rity 
l:oupling chan:1.e;s the energy from the first mod,e to 
the second :node. We say that the energy flows from 
the firST, to the second mode. When the limit cycle is 
reached, the sink and source of energy cancels each 
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other. 
To demonstrate the independence of the limit 
cycle on general initial conditions, Figures 2a and 2b 
show, by integrating the system of ordinary differential 
equations, the behavior in time of the amplitude of 
different harmonics for different initial conditions. Fig-
ures 3a and 3b show the influence of the linear damp-
ing coefficient a2 on how fast the limit cycle is reached 
and on the limiting amplitude. It is concluded that the 
higher the damping is, the faster the limit cycle is 
reached and the higher the amplitude of the first mode 
is. Figure 4b shows the behavior in time of the pressure 
amplitude when the conditions (16)-(18) are not 
satisfied; it is clearly seen that, while the existence 
condition (14) is satisfied, the limit cycle is unstable, 
i.e., it ca:r1.J"'.ot exist numerically. That ?!as predicted by 
the analytical results (16)-(18). 
In all these examples, the numerical results agree 
completely with the predicted analytical ones in the 
sense that the numerical solution of the system of 
ordinary differential equations yields the same 
behavior predicted by the analysis regarding: 
existence, stability and amplitude of limit cycles. 
In the following part, it will be shown that the ini-
tial conditions, under very special circumstances, can 
change the stability criteria (16)-(18). Let us assume 
that t..1.e initial conditions are of the following form 
and that ~,~ both vanish. The direct conclusion is 
that the two modes are in phase. This will be shown to 
be the reason for reducing the stability criteria. Equa-
tions (3)-(7) , in this case, become 
(19) 
a2A2 + (1 Ar = o. (20) 
B1 and B2 vanish for all times. System (19)-(20) has the 
following solution 
By linearizing the system (19)-(20) near the above 
solution, it is easily shown tha t the stability criterion is 
simply 
at> 0, a::! < O. (21) 
The criterion (21) is much less restrictive than the cri-
teria (16)-(18). However, the initial conditions here are 
very restrictrive. The criteria (16)-(18) are the general 
ones under general initial conditions. Figul'e 4b, in 
comparison with Fjgure 4a, illustrates clearly the 
iniluence of the initial conditions on the stability cri-
teria (16)-(118) The only differences between these two 
Figures are the initial conditions; in Figure 4b, where 
the initial conditions are not in phase, the limit cycle is 
unstable as predicted by the stability criteria (16 )-( 18); 
in Figure 4a, where the initial conditions are in phase, 
the limit cycle is stable as predicted by the criterion 
(21). 
Now, w,~ treat the case for 'I7t and 1"z different 
from zero, while ah;ays satisfying the condition (13) 
for zero shift of frequency. The point is to show that 
the stability criteria (16 )-( 18) are still valid but are not 
necessary. It will be shown that the imaginary parts 
affect greatly the stability and amplitude of the limit 
cycle. Ultimately, the direction of flow of energy among 
modes will depend on these imaginary parts. 
In order for the characteristic polynomial (15,) to 
have an roots with negative real parts. the following 
conditions. using Lienard criteria as before. should 
simultanuously be satistied 
The first two conditions amount to the same conditions 
(16)-(17) fO'und for the case"1 =~ = O. But the third 
condition implies two possibilities. First a2 < 0 ; this 
case yields the same result (18) found for ~ = 'I1:a := 0 . 
Second. a2 > 0 ; this case yields the following stability 
condition 
(22) 
This conditicon shows clearly that it is possible to get a 
stable limit cycle when the first mode is stable and the 
second mode is unstable. In conclusion, the conditions 
(16)-(18) are sufficient here but not necessary. 
To illustrate the results, Figure 5 shows an exam-
ple of numerical integration of the system of ordinary 
differential e·quations when the first mode is stable and 
the second mode is unstable and when the criterion 
(22) is satisjjed but the cri1.eria (16)-(18) are not. The 
limit cycle irl this case is sta ble. in contradiction to the 
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stabiltity criteria (16)-(18) but consistent with the cri-
terion (22). 
In the case when the first mode is stable (sink of 
energy) and the second mode is unstable (source of 
energy). the nonlinear coupling channels the energy 
from the second to the first mode. The direct conclu-
sion here is that the energy can flow "backward" from 
the higher to the lower modes. Whether this occurs 
depends on the values of (~.'I1:a) which correspond to 
the imaginary parts of the combustion responses. 
This is, up to our knowledge. the first time such 
effect is shown. The imaginary parts do indeed playa 
major role in the process of limiting the pressure oscil-
lations in combustion chambers. Relymg only on tb.e 
real parts of the responses of the different processes in 
the chamber yields insufficient. sometimes misleading, 
information about the limiting amplitude process. 
1.1.2. Three modes. 
Now, the system of 3 nonlinear oscillators will be 
treated. A general approach for solving a system of 
many nonlinear oscillators can be constructed. The 
purpose of tlUs section is to show that a stable ET"':: 
cycle is unique and that the analysis can be carried o",n 
to any number of oscillators. Write 
where i ="';::1. Thus, for a system of 3 nonlinear oscil-
lators, system (1) and (2) gives, when the lirr.it cycle is 
reached, 
where • stands for complex conjugate. Elimination of 
Z3 yields 
Elimination of Z2 gives, for y = ZlZt , 
Co y2 + cl Y + c2 = 0 (23) 
where 
- It al cos2t3 1 t 
c = 3 fl" COS" e :\ + 36 fl" - --- e 1 
o 3 a2 cos11 
The conditions under which equation (23) has real ,and 
positive roots are tne conditions for existence c.f a 
limit cycle. Only the case when ~ = 'I'z = 1':J = 0 will be 
treated further. The conditions for existence of real 
roots for equation (23) are then 
(24) 
Since y = ZIZ;, the acceptable roots should be posit.ive. 
Therefore, in order to get only one acceptable root, i.e., 
one limit cycle, the product of roots of (23) should be 
< 0, i.e., 
__ a_l:...a",;3=--_ < O. 
36~+9 
a3 
(25) 
Inequalities (24) and (25) are the conditions to obtain 
lJ. unique limit cycle. These two inequalities are simil-
taneously satisfied when 
In order to obtain two limit cycles ( the self oscillation, 
therefo:-e, would be dependent on the initial cO.ndi-
tions, i.e .. the domain of attraction), the product of 
roots of (23) and their sum should be positive. These 
conditions yield 
__ a..,;I:...-_ > 0 
4al + U3 
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Therefore, here, we have at most two limit cycles. Their 
stability can be carried out in a straightforward 
manner, as in the case of two nonlinear oscillators. 
The algebra is more complicated to be reduced to a 
simple form, but a parametric discussion is easy to 
carry out. From a parametric study of the stability of 
the limit cycles, we have found that when two distiIlct 
limit cycles exist they are both unstable. Only the case 
of one limit cycle has yielded a stable limit cycle. Fig-
ures 6a and 6b show the numerical integration of the 
equations of three nonlinear oscillators for two 
different sets of initial conditions. The amplitude 0: 
the limit cycle is exactly the one acceptable root of 
equation (23). 
The particular case of I al I « I a2 I « I a3 I 
is treated to completion for the initial conditions 
Bl (0) = B2 (0) = B3 (0) = O. The roots of equation (23) 
become 
1 
A10 = ± fi"/- ala 2 
(26) 
The existence criteria are, therefore, reduced to 
ala2 < O. 
Linearizing the system (1)-(2) near t.1.e above 
solutions and calculating the characteristic polyno-
mial, as for two nonlinear oscillators, yield 
The stability conditions are then given by applyi.ng Lie-
nard criteria 
The above inequalities yield, by takiTJ.g into aCCOlL'lt 
the existence condition al a2 < 0, the following c:-i-
terion 
The direct ce,nclusion here is that all the modes higher 
than first ha'7c to be stable. 
1.2. Case of non~ero shift of frequency 
In this part, we will consider the case where the 
coefficients AI reach the oscillatory beha'vior 
AI = 0ICOS(lIlt +"t'1} and BI reach BI = olsin(lIlt +"t'1) for t 
...... Substitution into 111(t) = AI(t) sin"1t + BI(t)cosc.Jlt 
gives 
Thus, in the limit cycle, the amplitude T1!(t) will oscil-
late with a fundamental frequency of "1 + III . Th€~ III 
are yet unknown. The amplitude of the limit cycle as 
well as its frequency will be determined. The difference 
from the last section is that here the limit cyc},e is 
oscillating with a fundamental frequency different 
from the fundamental acoustic frequency of the 
chamber. The shift of frequency is III' 
We treat fully the case of two nonlinear oscillat':>rs. 
The case of three oscillators is only integrated numeri-
cally in order to confirm the results found for two 
oscillators. The coefficients AI and BI , i= 1 ,2, satisfy 
then the follo'wing system of equations 
dAI dt = alAI + ",.Bl - f1 (AIA2 + BIB2 ) (27) 
(28) 
(29) 
(30) 
The "t'l repr~~sent t.~e phase of each oscillator and 
should be taken into account. However, because the 
above system is autonomous, one phase is arbitrary, 
say, "t'l = O. Thus, by using the limit expressions of AI 
and BI , equations (27)-(30) reduce to the following sys-
tem: 
(31 ) 
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(32) 
(33) 
Multiply equation (31) by COSlllt, equation (32) by 
Sinilit and add the results, to find 
This equation should be satisfied at any (large) time, 
therefore 
112 = 2 111 
and 
al - P6acOS"t'2 = o. (35) 
The values of"t'2 and 62 have yet to be determined. 
Now, multiply equation (31) by MlIlt, equation (32) by 
COSlllt and subtract the results to find 
(36) 
Equations (35) and (36) yield 
(37) 
A second relation is obtained by multiplying equa-
tion (33) by eos(1I2t + 'f/12), equation (34) by 
sin (112 1. + 'f/12) and adding the results to find 
a202 + f1 of cos( ( 2 111 - lI2 )t - 'f/12 ) = o. 
This equation should be satisfied at any (large) time, 
and, giving 112 = 2 lit again, 
(38) 
Finally, multiply equation (33) by sin(Vlt ... "a) , 
equation (34) by cos(Vat + 12), and subtract the 
results to find 
This becomes, with 2vl = Va ' 
~(Va + '17:!) + ,8!5fsin "a = O. 
Equations (:38) and (39) then imply 
"'z + va 
tan"a = ( ) 
aa 
(39) 
(40) 
Equaticms (37) and (40) yield the following ex:pres-
sion for the shift of frequency 
111 = - (41 ) 
Therefore, the shift of frequency is zero "hen 
azdt + 'l7:!at = 0 . That is exactly the condition (13) for 
zero shift of frequency. Using the result (41), equa-
tions (35) give 
(42) 
Equation (3f\) then yields 
of = _ al a 2 (1 + ( 2",. -~ ) a) 
pI! 2al + a2 (43) 
Equations (42) and (43) show that the amplitudes of 
the two modes have increased when 'd.;o! 0., in com-
parison with the amplitudes of the two modes in the 
past section. when 'l1t = O. Moreover, for existencl~ of 
solutions, we should have, as before, 
To verify the analytical results. Figures 7a and 7b 
show the numerical solutions of the system (27)-(30) of 
ordinary diff,erential equations for different initial con-
ditions. The limiting amplitudes have exactly the same 
values given by the formulas (42) and (43). 
By study'.J1g the stability of the limit cycle, the 
direction of energy flow can be handled in the same 
manner as for the case of zero shift of frequency. The 
treatment is Ir.ore complicated since the linearization 
of the system of nonlinear oscillators leads to a 
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pa.Ttl.metric: Unear system. An approach is presented in 
reference [16] to solve this linear system. The results 
confirm the conclusions reached in the case of zero-
shift of frequency regarding the influence of ("1' ~) on 
the stability of the limit cycle. 
In order to enhance our conclusion that the sta-
bility conditions of the limit cycle for the case ~ = 0 
are SUfficient for the stability of the limit cycle for the 
case'l1t;o! 0, system (1)-(2) is integrated for three modes 
with two arbitrary sets of ~ but for the same set of at 
used in Figures 6. Figures 8a and 8b show that the limit 
cycle is indeed stable, independently of the ~. T!J.is 
enhances the conclusion reached above for two non-
linear oscillators. 
1.3. Comparison with numerical solutions and exper-
imental results 
First, we will compare the results of this analysis 
with the numerical solutions reported in reference [7]. 
Second, comparison will be made with some experi-
mental results reported in reference [9]. 
1.3.1. Comparison with some numerical results. 
In [7], Levine and Baum used a numerical technique 
based on a fillite difference scheme to solve the longi-
tudinal waves in the combustion chamber of a solid 
propellant rocket motor. Figures 9 show two of their 
results. Figure 9a shows the waveform of the pressure 
oscillations for a flow without particles, while Figure 9'0 
is for flow with 2.5 jJ. particles. The illitial disturbance 
contains only the fundamental mode but the fL.,al 
waveform (large time) contains higher harmollics. The 
fundamental mode grows initially in time, indicating 
that the first mode is unstable and with a growth rate 
al given approximately by the initial exponential 
growth rate of the pressure. The amplitude of the 
second harmollic will be used as a basis for comparing 
our theoretical results and the numerical results in 
these Figures. This amplitude can be determined from 
the numerical data by a Fourier analysis of the 
waveform. The growth rate of the first mode can be 
determined from the variation of the amplitude at the 
initial growth of the wave. In their numerical results 7, 
the relative energy density of the :first three modes 
were respectively 0.813, 0.103, and 0.033 for the cC'.se 
in Figure 9a, and 0.811, 0.102, and 0.038 for the case 
in Figure 9b. These numbers show that the approxima-
tion I al I « I az I « I a3 I is valid here. On the 
other hand, the frequency shift is zero in Figure 9a e.:1d 
very small in Figure 9b, indicating that it :s safe ~o 
assume that 'I1t = O. Therefore, the amplitude of :he 
second harmonic, given approximately, equation (26), 
by 
can indeed l,e a criterion for comparison. Tabf,e 1 
shows a comparison of the value of the spectral den-
sity of the second mode (proportional to the squarl: of 
the amplitude) between our analysis and the reS'ults 
reported in [7]. Good agreement is found. 
Since he:re the first mode is unstable and the 
second and third modes, we think, are stable, the 
energy of the wave is flowing from the first mode to the 
second and the third mode 
Table 1: Compari!IDD l>et.ween ADAlJ'lis and ~umerical Result3 of [7] 
~ Speetral density of second mode a .~s_-I-t __ .An~a~lvU'~~·S~~~N~u~m~e~r;£ca~IJL'·71~_~~~oTc~~~. ~ 9. 6,~.3~1~r-__ ~O~.1~2~1~~ __ 4-___ 0~.~I~03L-__ ~2IZ7~.9~7._ F'icure lib 4el.26 0.077 0.102 24.3:; 
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1.3.2. COmparison with $Oms 8%perim.eruaL 
TVsuLts. 
. In the experiments reported by Beckstead et al [9], 
they carried I~ut a series of experiments on the per:tor-
mance of T-Bu."'Ilers. In particular, they changed t.he 
combustion ,area of the solid propellant and they 
deterl'I".1ned, I!!.t the same time, the growth al of the 
first mode and the final amplitude of the limit cycle. 
B~t, fro:n OUI' analysis, the final amplitude is given by 
A = v'(At + An = }Jal Cal - az) (44) 
by limiti!lg the number of modes to two. Considering 
the fact that for practical problems the damping is 
appro:zimately independent of the combustion area 
and the gro'l'o"'Ch rate of the first mode is small cl~m­
pared to the dampi."1g rate of the second mode, it is 
safe to assume from our analytical results (44) that 
the amplitude varies as the square root of the growth 
rate of the first mode when the combustion area 
changes. Thi:. criterion is used to compare with the 
experir..e:lts in [9]. Figure 10 shows the result of the 
comparison. A fairly good agreement is found. 
2. TRIGCERING OF PRESSURE OSCILLATIONS 
The above analysis is limited to the determination 
of the limit cycle whe:l the system is linearly unstable, 
i.e. one or more modes is linearly unstable. It cannot 
predict the nO:1linear instability, or triggering. In fact, 
system (1 )-(2) yields 
1 d - -2' dt L: (A12 + B12) = L: al(Al2 + B12) 
I-I lal 
Therefore, the nonlinearity disappears when we calcu-
late the rate of change of the energy of the wave. For a 
linearly stable system, all the al are negative end ~he 
energy of the wave decays in time, whatever the ixtiel 
conditions are. 
The analysiS should be changed in order to e"X;Jlilin 
how a linearly stable system can be pulsed i:1to mS"_a-
bility; i.e., for small initial conditions the sys:e:r. is 
stable, but for large initial conditions the wave e:r.;::::-
tude will grow in time, leveling off toward a non-t:-iv:al 
limit cycle. One basic ass'.lmption in the above a:la:ys;s 
is that the boundary conditions are linear. The non-
linearity represents only second order :1:lx:""1ear gas-
dynamics. Here, we will assume that the bou.,dary con-
ditions are nonlinear. Only the nonlinearity o! the 
combustion response and particle attenua~io::1, a:ong 
with the gasdynamics nonlinearity, will be acco:r.o-
dated. The nonlinearity of the nozzle response ca:1 oe 
incorporated without further difficulty. 
Using a nonlinear combustio:l reS?O:1se leads '..L::-
mateiy to a system of nonlinear osci}la~ors. Tne ;::0:""1: 
is to see when a system of nonlinear oscJla~ors ca:l 
predict triggering. The t'irst step is obvio'.ls:y to S".ar: 
with a simple nonlinear differential equa::o:1 0: ::'le 
form 
dA 
- = a A + b A2 + c A3 dt 
A discussion of the phase plane of dis equation shows 
clearly that in order to get triggering to a :1on-::-:v:al 
stable limit cycle, it is necessary and sufficient that 
b ;I! O. c;l! 0 a:ld.£... > O. 
a 
(45) 
The central question now is : are these cO::1ditions ~:.ll 
required to get a triggering phenome:lon for n system 
of nonlinear oscillators? 
To answer this question, we studied first a sys:e:r. 
of two ordinary dUIerential equations 
dA! dt = alAi - PI A1A2 
Ignoring "out-or-phase" compone::1!.s BI and B2, th.:s sys-
tem corresponds to a second order nonlinear p:-eSS-.l:-e 
combustion response of L1e form 
where IJ. is the linear combustion response and b is an 
arbitrary coefficient. For al and aa both negative. we 
found that tIns system did not yield a stable non-trivial 
limit cycle. Therefore. such a form of the combust.ion 
response cannot predict triggering. 
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Second. we treated the system of two ordinary 
differential equations 
Ignoring "ollt-of-phase" components. this system 
corresponds to a second order nonlinear pressure 
combul>1.ion response of the form 
m' I £E:.
1 p;-=.u+ c at 
where c is lin arbitrary coefficient. This form may 
represent a :~econd order nonlinear velocity coupling. 
Triggering. iII the sense of a stable non-trivial limit 
cycle. was f01md. Unlike the case in Section 1. the sta-
bility of the Iimit cycle here depends also on the non-
linsar coefficients. Figure 11 shows the existence~ of 
triggering for a particular set of coefficients all aa. fJ. 
and c1' From this graph. it is clearly seen that for a 
small (0.05) initial disturbance the wave decays in t.me 
but for a large (0.18) initial disturbance the wave 
grows to a non-trivial limit cycle. 
Third. WE! examined the third order system 
dAI 3 dt = alAI - fJ l AIAa + diAl 
This corresponds to a combustion response of the fo,rm 
m' a ' iJ ' ap' a 
-, =.u + biP' + fl £R... + b aP,2 + f2P'££.... + haC-) p at at at 
where b l • fl' b a• f 2• and h2 are arbitrary coefficients. 
The coefficients fJl and fJ2 are dependent on both the 
nonlinear gasdynamics and the nonlinear combustion 
response. The coefficients d l and dz depend only on the 
nonlinear combustion response. Triggering does occur. 
The stability of the limit cycle depends on the non-
linear as wen as on the linear cocfficien:s. Figure 12 
shows the existence of triggering for a particular set. of 
coefficients. The triggering phenomenon here is quite 
similar to the one shown on Figure 11. 
From the above results. one concludes that 
triggering seems to be due mainly to the energy 
exchange among modes and either to a second order 
nonlinear velocity coupling or to a th.ird order non-
linear pressure coupling. 
In order to obtain a model which can represent 
some physical phenomenon. both velocity and presS'..lre 
couplings should be present. We expanded the 
combustion response to th.ird order in the presS'..lre 
amplitude 
(46) 
This form includes both second order nonlinear veio-
city and third order nonlinear pressure couplings. 
Triggering does occur. For one mode. conditions (45) 
should be satisfied. Therefore. whether one mode is 
sufficient to predict triggering depends on the various 
parameters in (46). i.e. on the model for the comb'...!5-
tion response. On the other hand. we found that h2 
was the only important coefficient among third order 
terrr. coefficients. Later in the analysis. h z will be 
found to be associated with the time-lag in the 
combustion response. 
To make the analysis more practical. we treat only 
the triggerbg of pressure oscillations in solid propel-
lant rockets. However. the analysis yields results wh'.ch 
can be generalized to other types of systems. 
A detailed formulation for triggering is presented 
below. From the conservation equations of onc-
dimensional flow in solid propellant rocket motors. the 
existence of triggering for pressure oscillations in 
combustion chambers is proved. For a given set of 
parameters. one stable limit cycle is shown to ex:s; .. 
The main reason for existence and stability is the 
equilibrium among velocity coupling. nonlinear driving 
of the combustion ( mostly due to the time lag between 
the pressure and the combustion response ). nonlinear 
losses ( particles. etc. ) and the energy exchange 
among the acoustic modes of the charr.ber. The pres-
ence of nonlinear losses (particles, etc. ) is not neces-
sary as long as velocity coupling is taken into account. 
An application to some experimental resu]'"s. 
reported in [17). is carried out. Good agreement is 
found. Then we apply the analysis to some numer;ca~ 
solutions reported in [18]. 
2.1. Preliminary 
In the theory of deflagration of solid propellant. a 
simple model11 relating the propellant burning ::-ate 
to the pressure is given by 
.b nit dro(t) 
ret) = ro(t)(1 + ~-d-) 
1'0 (t) t 
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(47) 
where 1'0 is the steady state burning rate: 1'0 = apD • '" is 
a constant having a value close to unity and is d~~pen­
dent on the propellant and the combustion model; n is 
the burning rate exponent; and /C is the th!:,rmal 
di:tl'usivity of the solid propellant. 
On the other hand, an imaginary part in the 
combustion response of the solid propellant to pres-
sure oscillation represents a time-lag. Following a simi-
lar reasoni:ng, a nonlinear combustion model should 
reflect a similar behavior, Le., the nonlinear combus-
tion response should reflect a time-lag. The time-lag 
concept in combustion chamber was first introduced 
12 by Crocco Imd Cheng for concentrated combustion 
and by Cheng 13 for the specific problem of solid pro-
pellant rockets. Their attention was focused on the 
abnormal pressure peaks in rockets and their analysis 
was solely linear. To inter;Jret the triggering of pres-
sure oscilla.tions in liquid propellant rock~ts, Sirig-
nano
14 
used a shock wave model with a time-lag in the 
propellant combustion. His analysis predicted trigger-
ing but did not give either the threshold value or the 
final amtEtude. Recognizing these shortcomings, 
Mitchell 1 calculated numerically the final amplitude, 
after tedious algebraic manipulations. It is difficult to 
interpret the relative importance of the different phy-
sical processes. The point here is to present a simple 
model which can be used to predict, in a simple way, 
both the t1u'eshold and the final amplitudes. 
2.2. Anal~ds 
We are looking for combustion response of' the 
form (46). 'rhe following representation of the burning 
rate 
tn It dro(t -or) , 
ret) =ro(t -or)(l + ra(t -or) dt +g lu I) (48) 
yields, after expansion in the pressure amplitude, the 
desired form (46). The term g lu'l may represent velo-
city coupling. 
In the conservation equations of one-dimensional 
flow in cylindrical solid propellant rockets we expand 
the pressur~~, temperature, and velocity, 
T := l' + !:T', p = :p + !:p', u = 'J + t'U' 
where l' , , ,u: correspond to the steady state c(mdi-
tions. The 1msteady pressure and velocity are wrItten 
as expansions4 in two moc.es only: 
p' = 111(t)coSc.;x + 112(t)cos2c.;x 
. ';'1 (t) , T[2(t) , 2 
u = - ---sm(.;x - -=---sm c.;x 7(.; 27(.; , 
We assume 111 and 112 to have the forrrur 
(49) 
The expansion presented in equation (49) implies 
that the initial conditions contain only the rate of 
change of the pressure at t""O. Also it is assumed that 
the phases, i.e. the 8 1, are not important. In reference 
(16]. it is shown that in the expansion to third order in 
the pressure amplitude, the third order terms L'1 the 
the expansion of the nonlinear gasdynamics term 
pu :~ contain only coupling terms between the AI and 
8 1, Therefore, neglecting the 81 implies neglecti.'1g the 
third order contribution of the nonlinear gasdynarrics. 
The effect of this assumption has not yet bee::1 
assessed. However. experimental data 17 favor txs 
assumption in the sense that triggering is amplitude 
dependent. One direct result is that, for two modes, the 
number of nonlinear differential equations is reduced 
to 2, thus making the discussion of stability a:ld 
existence of the triggering limit easy to handle. One 
direct conclusion from assumption (49) is tha: the :n.:-
tial conditions presented in the results in the next sec-
tion correspo::1d, not to the amplitude of the pulse, 'D' .. 1':' 
rather to the initial rate of change of pressure. 
The approximate analysis4 , 16 leads to the follow-
ing system of ordinary differential equations for t~e 
At, i = 1,2, 
(50 b) 
Here, only the coefficient p represents the nonlinear 
gasdynamics. The coefficients c[, di , i = 1.2, are f1L'1C-
tions of ratio 7 of the specific heats, the burning rate 
exponent n, and the area ratio and they are propor-
tional to the coefficient h z in (46). Moreover, the 
coefficient ci is found 16 to be positive. Since al is 
negative, 5.!... is ::1egative. Therefore, conditions (45) are 
al 
not satisfied for the first mode. However, t~e coup2.'.::1g 
between Al and Az wiJl allow, as we will see in the appli-' 
cations, triggering to occur. The conclusion here is 
that, for solid propellant rockets and with the rr.odel 
(48) for the combustion response, we need at least t.·,'o 
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modes to predict triggering. 
The coef.l1cient h z is found, by expanding the bl.llrn-
ing rate explression in the pressure amplitude, to be 
proportional to the time-lag T. The coefficient GI lmd 
Cz represent either nonlinear velocity coupling or non-
linear particle losses. Reference [16] contains the 
details of the ·calculation leading to equations (:')0), 
along with the details for the expressions of CI and dl• 
2.3. Determi.nation of the limit cycle 
In the limit cycle. equations (50) become 
Equation (511:1) yields 
- azAz + CAl- czc.;zA~ At = ----'---~-'----"­
fJ + dzr.lzA2 
Equations (51a) and (52) then give 
y& + e5Y5 + e4Y· + e3y3 + e2Y2 + elY + eo = 0 
(51a) 
(51 b) 
(52) 
(:53) 
"Where y = A:z and el are functions of the differ'mt 
parameters in, equations (50). The difierent limit cycles 
are found by solvir.g equation (53). The acceptable 
solutiO:lS are L'le recl roots of (53) which give a pC)si-
tive value to the right-hand-side of equation (52). 
The sta b:.lity of a given solution (A10,Azo) is han-
dled by linearizing the system (50) near this solut::on 
and by calc"..llatbg the eigenvalues of the obtained 
linear system. as we have done before for two and 
three oscillatclrs. 
2.4. Application 
In the following, we apply the above analysis to 
some experimental results reported in [17J. The po.int 
is to show that the analysis can predict triggering. 
Then. we app:!y the analysis to some numerical solu-
tions reported in [18]. The purpose there is to show 
tha t we can replace 'Ielocity coupling by nonlinear par-
ticle losses and still predict triggering. 
2.4. I. Applica.tion to some e:rperim.enta.l res-uUs . 
In order to :Ihow that the above theory can inde'ed 
predict triggering, Equations (50) are ftrst applied to 
the series MSJH 9 to 26 of t.he experiments in [17] on 
the triggering phenomenon :n sub scale solid propellant 
motors, shown on Fig"..lre 13a. In these experirr.ents. a 
smokeless cy}indrical solid prope;]ant rocket mot.or 
was pulsed bto instability and both the threshold 
value and the fi."lal amplitude were recorded. No solid 
particles were present in the fiow; thus the coefficients 
C1 and C2 truly represent only velocity coupling. 
Figure 13b shows the numerical integration of 
equations (50) to a particular set of experiments in 
[17). It is clearly seen from tros figure that trigger:ng 
can indeed be predicted. A ,table non-trivial lirr":: 
cycle is reached for the pressure oscillations in a 
linearly stable (al and az are negative ) system. The 
values of the parameters shown on Figure 13a are 
chosen such that the limit cycle amplitude is c~ose to 
the experimental one. G1 is taken to be positive ( d:-:v-
ing term) and Cz to be negative ( damping :erm). I: is 
worth noticing here that the value 2.10-4 s of t.~e t:rr.e-
lag used in the comparison lies well in t.'le range o! 
values of time-lag reported in [13]. The values -1,0 a:J.d 
-50.0 for al and a2 lie in the practical range of l::J.ear 
decay rates. No physical explanation has bee:l !o'.l::d 
for the coefficients C I and Cz apart from the associa-
tion with velocity coupling. 
Figure 13c shows the triggering L"resnold. When 
the initial pulse amplitUde is below ce:--.ain va;"J.e :he 
wave decays. The low value of 0,004 re?resents t."e ::i.-
tial rate of change of the pressure and not the p'.l:se 
amplitude. The amplitude of the pulse is deduced ~:o:r. 
the geometry and the location of the pulser. and ·.:'1e 
duration of the pulse. For p..-actical pulsers, this ra:e 
corresponds, as it is the case of t.lUs app::ca::o:1. :0 
approximately 8~ of the mean pressure. 
Table 2 shows a comparison between t."e ::reo:e::-
cal and the experimental results. Good agreerr.e:J.: is 
found in predicting both the lirrjt cycle a:r.plit'.lde and 
triggering threshold. 
table 2 : Compari3:)D bet...:en Analy.lis and Erpenmcntlll Re:rul t3 of [17J 
t.im:~!~ A 1T':"lit ud eO. 105 
Pulse Amplitude (psi) 86.8 
The parametric study of the trigge;'_"lg 
phenomenon is carried out by varying the values 0: :he 
parameters al. az. T, Ct. and Cz. It is found tha: 
triggering is very sensitive to the decay rate al of ::'e 
first mode. The lower is the value I all, the h:gner :s :he 
limit cycle amplitude. If both Gl and Gz vanish, :he:J. 
the triggering phenomenon disappears. 
Also from the parametric study, we he.ve iO·.l."ld 
that always the stable limit cycle is uniq"..le. Th:s :s 
found for a wide range of the parameters. For a g:ve:l 
set of parameters. many limit cycles can exis: b".l: a: 
most one is stable. 
2.4,2. Applica.tion to some nurrwrica.l soluticr.s . 
In reference [18), a numerical i."ltegratio:l of the 
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conservation equations in a one-dimensional solid pro-
pellant rock~~t is reported. The combustion model used , 
did not include velocity coupling. However, particle 
attenuation 'Was accounted for. The point here is not to 
apply exactly our analysis to the particular problem 
treated in [18] but rather to show that our model can 
predict trigg,ering in the absence of velocity couplirlg if 
we include the nonlinear particle losses. 
Equations (50) are applied to the case of the 
cylindrical r':lcket shown on Figure 14a. In this case, 
both G! and Gz are negative. They correspond 1 0 to the 
second order nonlinear particle losses, with Gz = 8G!. 
In Figure 14b, it is clearly seen that triggering can 
indeed be predicted without the inclusion of velocity 
coupling. A stable limit cycle, as before, is unique. Fig-
ure 14c shows the triggering threshold for pres~;ure 
oscillations. Figure 14d shows the sensitivity of trigger-
ing to the decay rate a! of the first mode. In this figure, 
all the parameters in Figure 14a remain the same 
except that a! has noW' the value of -3 instead of -1. 
Even for a very high initial rate of change of pres~lure 
of 0.25, the wave decays in time. 
CONCLUSION' 
In this paper, we have shown, following a second 
order expansion in the pressure amplitude, analytical 
expressions for the amplitude, and the conditions for 
existence and stability of limit cycles of pressure o~~cil­
lations in combustion chambers. The limit cycle se.~ms 
to be unique. Under very special conditions, the ini.tial 
conditions al'fect the stability of the limit cycle. The 
imaginary parts of the linear responses of the different 
processes strongly influence the stability criteria and 
the amplitude of the limit cycle. They affect the 
exchange of cmergy among modes. 
A model of the combustion response including 
both a second order nonlinear velocity couplingrznd 
energy exchange among modes predicts triggering. A 
model including a third order nonlinear pressure 
response and energy exchange among modes can 
predict triggt~ring. The triggering phenomenon in solid 
propellant rockets seems to be due mainly to three 
factors : second order nonlinear velocity coupling , 
third order nonlinea;- pressure coupling in the combus-
tion response, and energy exchange among modes. 
However, in principle, second order nonlinear parbcle 
damping can replace the velocity coupling as a factor 
for triggering. The nonlinear pressure coupling is due 
mainly to the time-lag, A stable non-triviallimlt cycle 
seems to be unique. 
The results reported in this analysis can be 
obtained usmg a regular perturbation technique U3 L"'l 
L1.e presS"Ure amplitude. 
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APPENDIX A 
In this appendix we will show that the limit cycle 
can have, under certain conditions, only two forms. ':'0 
fix ideas, we treat two modes only and we deal with the 
. pressure at a given location, say, x=O. The presS"Ure 
has then the following expression 
p' = 111 (t) + 112(t) 
Since we are looking for periodic solutions, L'1.e pres-
sure should be periodic and with fundament.al fce-
quency, say, Col + II. Now, expand the pressure L"'lto its 
Fourier components 
On the other hand 
Equating equations (AI) and (A2) yields 
sinColt(A! (t) - alcos(vt + t!)) 
Two direct solutions of (A3) are 
Al (t) = constant, II = O. 
and 
(A2) 
(A3) 
(M) 
This is the origin of the two cases treated irI the maln 
text. 
Now aSlrume that At(t), etc., oscillate with a fre-
quency much smaller than '-1, and the shift of fre-
quency II is small compared to I.J. Multiply (A3) by slnl.Jt 
and integrate over one period, keeping in mind that 
the coefficient of s:n:.Jt rcmains approximately co'n-
stant. The diuct result is that this coefficient should 
vanish in ordel~ for (A3) to be satisfied: 
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That is exactJy equation (M). Therefore, under the 
assumption of a very small shilt of frequency, we have 
only the case~1 treatcd in the main text. It is worth 
noticing here that this assumption was essential in 
applying the method of averaging in reference [4]. 
If this assumption is not satisfied, then a number 
of cases are po,ssible. For example 
are solu:ions of eq'.la:ion (A3). 
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