We show in detail how the presence of a heat bath of photons effectively gives charged particles in the final state of a decay process a temperature-dependent mass, and changes the effective strength of the force responsible for the decay. At low temperature, gauge invariance causes both these effects to be largely cancelled by absorption of photons from the heat bath and by stimulated emission into it, but at high temperature the temperature-dependent mass is the dominant feature.
Introduction
In thermal field theory, one calculates thermal averages of observables Q:
where the sum extends over a complete set of physical states. As usual, H, Z and β are respectively the Hamiltonian, the grand partition function and the inverse temperature of the system. The perturbation theory that can be developed to calculate such quantitities Q is very similar to the familiar Feynman perturbation theory [1] . Thus it seems natural to suppose that concepts from Feynman perturbation theory apply also to calculations in the presence of a heat bath. A particular example is the idea of mass renormalisation and the supposition that thermal effects somehow give a particle an additional "thermal" mass, though there has been disagreement about how exactly this additional mass should be defined [2] . In this paper, we derive the mass correction, and consider the other effects that the heat bath has on reaction rates.
Since our aim is to elucidate basic principles and methods, we study a very simple problem. We consider a heat bath of photons in equilibrium at temperature T and a neutral scalar particle Φ that decays † into a charged scalar particle and its antiparticle. We take the decay interaction to be through the weak pointlike coupling λΦφ † φ and work to lowest order in λ. For simplicity, initially we do not work with proper scalar electrodynamics, but pretend that the photons are scalar particles with a mass µ and the simple interaction (eA + e 2 A 2 )φ † φ Later, we go over to the proper gauge theory.
We suppose that the heat bath has not been in existence for a time long enough for the particles Φ and φ to be anywhere near thermal equilibrium; rather, the heat bath will be supposed to consist only of the photons. This is again because we want to consider the simplest possible problem in order to concentrate on basic principles. As we describe briefly at the end of section 3, it is straightforward to extend the analysis so as to include the particles Φ and φ in thermal equilibrium in the heat bath.
In section 2 we show in detail how the heat bath effectively gives the charged particles an additional squared mass of order e 2 T 2 , and how it also changes the effective value of the decay coupling constant λ. Further, there are effects arising from absorption of photons from the heat bath, and stimulated emission of photons into it.
When we go over to the proper gauge theory in section 3, additional features enter. This is that gauge invariance ensures that there are various cancellations. Part of the cancellation is of the infrared divergences that are now present in the change in the effective value of λ and in the absorption and stimulated emission [5] . But we find that it is not only the divergences that cancel: in the lowtemperature expansion up to order e 2 T 2 everything cancels, and the net effect of the heat bath on the decay rate is zero up to this order. However, at high temperature the mass-shift effect is of order e 2 T 2 , while the other effects together are only of order e 2 T , so that the mass shift is the most important feature.
Change of effective mass and coupling
We calculate to order e 2 the difference between the decay rate in the heat bath and that at zero temperature (which is the same as that with no heat bath, as calculated in ordinary Feynman theory). It is convenient to work with real-time thermal perturbation theory for the electromagnetic interaction. Normally, in real-time thermal perturbation theory there are complications associated with field doubling [3] , but these are not encountered when the heat bath contains only photons.
The derivation of the real-time perturbation theory requires an adiabatic switching off of the interaction with the heat bath at asymptotic times [4] . We impose the switching off in the rest frame of the heat † Our results apply equally well when the decaying particle has spin. As is customary, we shall ignore the problem that strictly-speaking there is no proper field theory of unstable particles. We could equallybath (though the choice of frame for this probably is not essential). We do not assume that the decaying particle is necessarily at rest in this frame. We shall find it necessary to retain explicitly the switching factor in the first part of our calculation. We shall take it to be S η (t). We also need to introduce a switching factor S ξ (t) for the interaction that causes the decay of the Φ particle. Our results will not be sensitive to the precise shape of these functions, provided they are very close to unity for all finite t and go to zero when |t| → ∞. It will be helpful to have in mind the explicit forms S η (t) = e −η|t| and S ξ (t) = e −ξ|t| , with Fourier transforms
Eventually, we let η, ξ → 0, and then both functions in (2) become 2πδ(ω). But before we take that limit, at each vertex of our Feynman graphs there will be an additional incoming energy ω, with a corresponding multiplicative factor (2) and an integration over ω. The heat bath is coupled to the decay process for a very long time when η is very small, but as it is nevertheless switched off in the remote past and future the mass of the φ particle in the asymptotic in and out states is just its zero-temperature value m. We show that nevertheless the self-energy insertions generated by the heat bath effectively change this value in the formula for the decay rate, and derive the other effects caused by the heat bath.
A change of mass is, of course, usually associated with renormalisation. We recall that the familiar zero-temperature renormalisation is partly a mere rearrangement of the unrenormalised perturbation expansion, but also it involves making a change in it: one introduces a new choice of the asymptotic condition to be satisfied by the fields. The mere rearrangement concerns how one deals with the selfenergy insertions on internal-line propagators in an amplitude, and has two aspects. A part δm 2 of the self-energy Π(p 2 ) is subtracted from Π and added to the squared mass:
this subtraction is chosen such that the new Π vanishes at p 2 = m 2 R , so that the propagator pole is at this point. Also,
is factored off from the propagator and the square root of this factor is instead made to multiply the coupling constant at each end of the propagator. If all the vertices of the Feynman graph were internal vertices, this mass and coupling-constant renormalisation would be just a rearrangement that does not change the Feynman integral. But in order to justify the same change of coupling constant at external vertices, where there are a smaller number of propagator lines attached than at internal vertices, the asymptotic condition must be changed so that the normalisation of the in and out free fields is changed by a factor √ Z. Also, these fields are required to have mass m R instead of the original mass. This change of asymptotic condition, being more than just a rearrangement, must be given physical justification; in electrodynamics one usually does this by noting that the lowest-order electron-electron scattering amplitude at small momentum transfer, renormalised in this way, agrees with the Rutherford formula, say, when one identifies the renormalised mass and charge with those listed in the data tables. Happily, the renormalisation absorbs the infinities of the theory into the renormalised quantities, but one would need to go through such a procedure even if there were no infinities. There are many other renormalisation procedures that absorb the infinities equally well, but the one we have described is the one that most directly makes contact with the data-table values of the physical quantities.
There is obviously no reason why one should not make an exactly similar rearrangement in thermal perturbation theory, where now the self-energy has an additional temperature-dependent part, since it does not change anything. That is, one is free to rearrange the calculation such that a new temperaturedependent mass and a new temperature-dependent coupling are used on internal lines and vertices. This mass will correspond to the position of the pole in external legs of the Green's functions of the finite-temperature theory, and the coupling will correspond to a pole residue. But some justification is needed if one wants to assume that these new quantities enter in a simple way in the calculation of finite-temperature reaction rates. We shall show in this paper that in fact one does not need to make any new assumptions to justify this.
We set up the perturbation theory in the interaction picture that coincides with the Heisenberg picture with the particle Φ initially, it is nevertheless present and so we should describe the initial system by the density matrix
where |i are the possible states of the heat bath of noninteracting photons and H γ 0 and Z 0 are its Hamiltonian and grand partition function. The decay probability is
where we have used the completeness relation for the states |f and the trace is in the subspace of heat-bath states. We insert the standard perturbation-theory operator expression for the transition matrix T , using the in fields, and evaluate the terms of (4) that are of order e 2 λ 2 . This results in the types of diagrams of figure 1. In these diagrams the charged-particle lines correspond to the usual zero-temperature propagators and δ-functions, with the zero-temperature data-table masses, because the heat bath is supposed not to contain any charged particles. The photon lines correspond to
for the real-photon lines and
for the virtual ones (with T the real-time time-ordering operator). (Recall that, initially, we are taking the "photons" to be scalar particles with mass µ.)
Because we want to calculate the difference between the finite-temperature and zero-temperature decay rates, we subtract from (5) the zero-temperature expressions, namely
and
After this subtraction, we are left with
with
Although these two functions are equal, they represent different physical processes: ∆ β corresponds to permanent absorption or emission of a photon from or into the heat bath, while D β represents absorption together with emission (or vice versa). Notice that, unlike at zero temperature, the realphoton function ∆ β does not contain a factor θ(k 0 ); this is because it describes both emission of real photons into the heat bath and absorption from it, depending on the sign of k 0 . The additions to the two self-energies appearing in figures 1a and 1b arising from the heat bath are
β At each vertex of the graphs of figure 1 there is conservation of 3-momentum. However, we must allow for a spurion energy ω, associated with the switching factors (2) . Although eventually η, ξ → 0 so that the spurions then disappear, we need them initially to make sense of the first two graphs. Without the spurion energies, the internal (zero-temperature) scalar-particle propagator would be (p 2 − m 2 ) −1 which then has to be evaluated at its pole because there is also an on-shell line with the same momentum. But before η, ξ → 0 the on-shell line's momentum is not the same as that of the internal-line propagator and so the pole contribution is regularised. It will be a useful check on our final answer that it is independent of the relative rates at which η, ξ → 0, or indeed of the precise shapes of the switching-off functions.
Each graph of figure 1 represents an amplitude on the left-hand side of the cut lines and the complex conjugate of an amplitude on the right. Denote the spurion energy leaving the left-hand decay vertex by Ω and that entering the right-hand one by Ω ′ . Similarly, introduce energies ω for the spurion energies that leave the heat-bath-interaction vertices to the left of the cut lines, and energies ω ′ for those that enter those to the right. The squared matrix element contains, among other things,
where the switching-off functions S are defined in (2) and ∆E is the difference between the initial energy and the sum of the energies of the cut lines.
When we calculate a probability from a squared T -matrix element, we normally have a factor (2π) 4 δ (4) (∆P ) in both the amplitude and the complex-conjugate amplitude, where ∆P is the difference between the total 4-momentum on the cut lines and that on the external lines. In order to obtain a cross-section we normally factor off (2π) 4 δ (4) (0), which is interpreted as the volume times the total interaction time. This last has been affected by our introduction of the switching factors: while we still have (2π) 3 δ (3) (∆P) in both the amplitude and the complex-conjugate amplitude, the square of 2πδ(∆E) is no longer there. In order to see what it has become, consider a graph that does not "need" the switching factors, that is one for which we may set the ω and ω ′ to zero in the propagator factors before performing the integrations in (10). The integral (10) is then equal to
In the limit where the switching factors S η and S ξ become equal to unity this is just 2πδ(∆E)2πδ(0). Before we take this limit, (11) is small except very near ∆E = 0, that is it is almost equal to 2πδ(∆E) times a large factor N obtained by integrating (11) with respect to ∆E:
where n is the total number of heat-bath vertices. It is this integral that we must identify as the total interaction time and factor it off. In the case of the simple explicit forms (2) for the switching functions it is
where we have omitted terms that remain finite or vanish when ξ, η → 0.
Consider now the graphs of figures 1a and 1b. When we insert the spurion energies, the total energy E 1 + E 2 on the cut lines is not equal to the initial energy E, because there is no delta function δ(E 1 + E 2 − E). But it is convenient to insert the delta function δ(E 1 + E 2 + ∆E − E) and remove it again by integrating over ∆E. Since the switching-off functions constrain the spurion energies to be small, we may expand this delta function in a Taylor series:
Then the expressions for figures 1a and 1b give contributions to the decay rate that are of the form
For figure 1a
and for figure 1b
We must add on the complex conjugate of each of these, corresponding to the self-energy insertion being made instead in the complex conjugate amplitude. With the explicit forms (2) the integrations in (14) are easy to perform by taking residues at the poles of the integrand. Then, when ξ, η → 0 we find that for both figure 1a and figure 1b we may write the result as
(though note that for figure 1a Π β is independent of p 1 and so the derivative term vanishes). In the Appendix, we show that the results (15) are general in that they do not require the explicit form (2) for the switching functions.
(13) and (15) correspond to self-energy insertions in the line p 1 ; there are similar terms for insertions in the line p 2 .
The derivative term in I β 0 is naturally interpreted as the finite-temperature renormalisation of the squared coupling λ 2 by the self-energy insertion in figure 1b. At zero temperature the self-energy is a function of p 2 1 and the coupling renormalisation involves its derivative, which is naturally regarded as being with respect to p The other terms in (15) shift the mass m. To see this, note that the zero-temperature decay rate Γ
when we insert into (13) the nonderivative term of I β 0 and I β 1 from (15), together with the corresponding contributions from the self-energy insertion instead being made in p 2 , we obtain a correction to the decay rate equal to
where
Note that, while the contribution to δm 2 from Π β a (p) depends only on β, that from Π β b (p) depends also on |p|. The effect of the heat bath on the decay rate depends on how fast the decaying particle is moving.
We have shown, then, that the first three graphs of figure 1 may be thought of as changing the mass of the decay-product particles and the decay coupling. This has not needed any new assumptions about how to renormalise at finite temperature, but is a consequence of standard zero-temperature field theory combined with statistical mechanics. In addition, there are the graphs of figures 1d and 1e, which each represent the absorption of a real photon from the heat bath and the stimulated emission of a real photon into it.
Scalar electrodynamics
Consider now the proper scalar electrodynamics, with zero-mass photons. It is convenient to use the gauge A 0 = 0. Then the thermal parts (7) of the real and virtual photon propagators become
They are purely transverse: in the real-time formalism the longitudinal-photon propagator does not have a thermal part [4] . The self-energies (9) become
where we have used
and written 1/β = T . Again, Π β a is independent of p 1 . The A 0 = 0 gauge is particularly convenient because with it the spurion energies do not appear in the numerator factors of the Feynman integrands, only in the denominators. So the analysis of figures 1a and 1b is similar to before. However, there are some differences. First, when we set p 
The integrand for Re Π β b is odd in k and so the integral vanishes. Π β b also has an imaginary part, which arises because the Bose distribution contains an infinite number of zero-energy photons; it is proportional to T . (In the previous section, where we pretended that the photon had a nonzero mass, this imaginary part was zero.) However, the imaginary part cancels when we add to figure 1b its However, this mass shift cannot be dissociated from other effects, including vertex corrections and stimulated emission and absorption of real photons. Gauge invariance results in cancellation of the infrared divergences that are present in these separate effects. But at low temperature it also leads to a cancellation of the mass-shift effect itself, so that the correction to the reaction rate behaves only as the fourth power of the temperature. On the other hand, at high temperature the mass shift is the dominant effect.
Our calculations are based on standard Feynman techniques of zero-temperature field theory together with statistical mechanics. They are necessarily applied to reaction rates rather than to amplitudes, and we find that field theory at finite temperature requires no new assumptions about renormalisation or asymptotic conditions.
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