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RÉSUMÉ.L’endormissement cyclique permet l’élaboration de protocles d’accès au canal peu consommants en
énergie pour des réseaux de noeuds limités en ressources et dvant opérer durant plusieurs années.Cependant
le gain en durée de vie que confèrent ces protocoles est obtenu au détriment de la capacité du réseau et de
son adaptabilité aux bouffées de trafic. Les mécanismes existants de gestion de la compétition ne permettent
en effet pas d’élire et ordonnancer plusieurs transmissions de façon dynamique et localisée. Dans ce travail,
nous considérons un médium sub-divisé en plusieurs canaux logiques (obtenus par exemple par un partage
en temps/fréquence du medium de communication) et nous proposons d’allouer dynamiquement ces différentes
ressources aux noeuds désirant émettre. Dans cette optique, no s proposons un mécanisme localisé de compéti-
tion/ordonnancement, appelé Extended Slot Selection (ESS), qui permet l’allocation dynamique d’une pluralité
de canaux logiques aux différentes paires émetteurs/récepteurs.
ABSTRACT.Duty-cycled medium access protocols allow for long lastingautonomous networks by periodically
putting nodes to sleep. However, this life expectancy improvement comes at the cost of a lesser network ca-
pacity and a poor adaptability to bursty traffic loads. Indee, xisting contention algorithms do not provide
efficient algorithms to dynamically elect multiple sendersper wake-up periods. In this paper, the medium is
divided in several logical channels (eg. obtained by a time/frequency division of the communication medium)
and we propose to allocate them dynamically among senders. For this purpose, we propose a joint compéti-
tion/scheduling algorithm, named Extended Slot Selection(ESS), that schedules multiple sender/receiver pairs
to available logical channels.
MOTS-CLÉS :partage de medium, compétition, allocation localisée de ressources
KEY WORDS:medium sharing, compétition, localized allocation
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1. Introduction
Les réseaux sans-fils sont aujourd’hui ubiquitaires, autant d s le domaine industriel que dans
les usages domestiques. Ces réseaux permettent une interconn xion des appareils au moyen d’un
medium de communication partagé. De ce fait, des transmission simultanées peuvent interférer,
provoquer des collisions, et potentiellement mener à des pertes de paquets. Au cours de ces der-
nières décennies, la communauté scientifique a proposé de nombreux protocoles MACs afin de ré-
pondre à cette problématique. Le développement des réseauxans fils autonomes basse consomma-
tion a ravivé ce domaine de recherche en introduisant une nouvelle difficulté à la conception des
protocoles : l’efficacité énergétique. Ainsi sont apparus de protocoles qui intègrent un cycle d’en-
dormissement/réveil, entre autres : [POL 04], [YE 04], [RHE08], [BAC 06], [BUE 06], [YE 06].
Cependant, ces protocoles exploitent les mêmes mécanismesde compétition que leurs prédécesseurs,
c’est à dire des mécanismes qui ne permettent l’élection qued’un seul émetteur. Cela signifie gé-
néralement qu’une seule paire émetteur/récepteur est autorisée à communiquer dans une période de
réveil donnée. En conséquence, l’usage de la bande passantedu m dium est extrêmement limitée et
les latences à un saut observées sont de l’ordre de plusieurspériodes de réveil, même en présence de
trafics de faible intensité. Ce constat soulève le besoin d’algorithmes permettant une élection com-
binée de multiples émetteurs et une allocation dynamique etlocalisée des différents canaux logiques
disponibles.
Cet article propose un algorithme localisé de partage du mediu basé sur un mécanisme com-
biné de compétition/ordonnancement et s’organise comme suit : la section 2 expose en détail la
problématique adressée ainsi que les hypothèses et suppositions de ce travail. La section 3 expose
les algorithmes existants de partage du medium. La section 4détaille notre proposition et sa concep-
tion. La section 5 présente les simulations que nous avons meées et qui justifient de l’intérêt de
notre proposition. La section 6 s’intéresse au coût énergétique et l’adaptabilité de notre proposition
aux topologies dynamiques. La section 7 résume cet article edévoile les travaux futurs sur ce thème.
2. Description du problème
Comme évoqué à la section 1 , les protocoles à endormissementprésentent une faible utilisation
de la bande passante et une latence importante parce qu’ils n’allouent qu’un seul canal logique par
période de compétition et parce que la période inter-réveilest grande devant la durée d’un paquet
typique. Combattre cette limitation est équivalent à résoudre le problème suivant :Sachant que
N noeuds souhaitent utiliser le médium, celui-ci étant partitionné en plusieurs canaux logiques,
comment allouer ces canaux logiques à l’usage exclusif de N’noeuds pour leur transmission pendant
la prochaine période ?
2.1. Contraintes
Compte tenu des spécificités des réseaux de capteurs, une solution doit exhiber les propriétés
suivantes :
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p1 elle doit permettre l’allocation de canaux à plusieurs paires émetteur/recepteur à chaque pé-
riode d’activité.
p2 le dimensionnement de l’algorithme ne doit dépendre que de la charge de trafic, et pas de
caractéristiques de la topologie telles que le diamètre ou ldegré de connectivité.
p3 elle doit utiliser uniquement des informations locales.
p4 elle doit s’adapter automatiquement aux variations de trafic.
p5 elle doit s’adapter aux changements de topologie physique.
p6 elle doit donner un accès équitable au medium aux différentsnoeuds en compétition.
2.2. Postulats
De nombreuses applications des réseaux de capteurs exigentune synchronisation. Par exemple,
les données sont souvent associées à un temps absolu (instant de l mesure). Certains protocoles à
économie d’énergie font aussi usage d’une synchronisationpour aligner les phases de sommeil et
de réveil des noeuds, pour raccourcir les durées des préambules ou pour éviter les collisions. Nous
faisons donc l’hypothèse que des signaux de synchronisation temporelle circulent dans le réseau tels
que décrits par exemple dans [SOM 09] or [MAR 04].
3. Travaux connexes
Une classification des algorithmes de contrôle d’accès au médiu consiste en les trois catégories
suivantes, caractérisant la manière dont a lieu la résolution de l’accès : accès déterministe, aléatoire
ou hybride.
3.1. Algorithmes à accès déterministe
L’accès déterministe repose sur la pré-allocation de canaux logiques aux différents émetteurs,
comme décrit par exemple en [PIS 08] : chaque période de réveil successive est dédiée à un noeud
particulier, lui fournissant ainsi un intervalle d’émission garanti sans collision. Cependant, ces algo-
rithmes s’adaptent mal à des trafics irréguliers ou même à deschangements de topologie physique,
sauf à exécuter très fréquemment l’algorithme d’allocation, avec le coût énergétique associé. Par
conséquence, cette catégorie d’algorithme vérifie les propriétésp1 et p6 ci-dessus, mais pasp2, p3
p4 etp5.
3.2. Algorithmes à accès aléatoire
L’accès aléatoire repose sur l’allocation au fil de l’eau de la ressource (le medium de communica-
tion), bien connue par exemple sous la forme CSMA. Les algorithmes à accès aléatoire se subdivisent
en deux sous-catégories : les algorithmes synchrones et lesasynchrones.
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3.2.1. Algorithmes asynchrones
Dans les algorithmes asynchrones, tels que [POL 04], [BAC 06] et [BUE 06], l’économie d’éner-
gie est obtenue par le mécanisme d’échantillonnage du canal, qui approxime une écoute continue.
La période d’échantillonnage est connue de tous, mais les instants d’échantillonnages sont propres
à chaque noeud. Ce mécanisme d’échantillonnage impose l’émission d’un long signal d’attention,
appelé préambule, avant chaque transmission de donnée. Ce signal d’attention est soit d’une du-
rée fixe légèrement supérieure à la période d’échantillonnage comme dans [POL 04], soit composé
d’une multiplicité de petites trames comme dans [BAC 06], [BUE 06] et peut être raccourci. Le
mécanisme de compétition à l’accès proprement dit est analogue à ceux du monde à temps continu :
Aloha, CSMA, etc. Quoiqu’il en soit, le préambule bloque la canal pendant une longue durée, ce
qui en réduit la bande passante utile et contribue au délai que subissent les autres compétiteurs. Le
problème est exacerbé par le fait que les mécanismes connus da s la littérature n’allouent qu’un seul
canal logique par compétition. Ils ne vérifient donc pas la propriétép1.
3.2.2. Algorithmes synchrones
Les algorithmes synchrones mettent à profit une connaissance commune du temps pour fixer des
instants de rendez-vous, qui serviront à effectuer les communications mais aussi à départager les
compétiteurs à l’accès au médium. Dans de nombreux protocoles MAC synchrones, par exemple
[JAM 06], [ABI 05] et [GAL 09], une fenêtre de compétition de taille fixe est utilisée pour attribuer
l’accès à un canal logique unique. La fenêtre de compétitionest divisée enK intervalles de temps (en
anglais, time slots). Les noeuds qui sont en concurrence pour transmettre une trame sur le médium
choisissent un ou plusieurs de ces intervalles de temps et lemarquent par un signal d’occupation.
Dans les intervalles de temps où ils ne transmettent pas de signal d’occupation, les noeuds écoutent
pour savoir si le médium est occupé par d’autres noeuds. Finalement, la décision de transmettre la
trame est déterminée localement à chaque noeud en fonction de ses propres choix d’émission et des
intervalles de temps détectés comme occupés par les autres noeuds. Par conséquent, ces algorithmes
ne vérifient pas la propriétép1 mais en revanche vérifientp2, p3, p4, p5 et p61. Comme décrit à la
section 4, notre proposition se base sur ce type d’algorithmes, c’est pourquoi nous les détaillons plus
avant ci-après.
3.2.2.1. Algorithmes à simple choix
Dans les algorithmes tels que SMAC [YE 04] et SIFT [JAM 06], les noeuds choisissent l’un des
intervalles de temps qu’ils marquent par un signal d’occupation, et ils écoutent tous les autres. Le
ou les noeuds qui occcupent le premier intervalle non-vide ont le droit de transmettre, les autres se
taisent.
3.2.2.2. Algorithmes de la plus longue rafale
L’algorithme de compétition d’HIPERLAN [STA 96] est basée sur la politique de la plus longue
rafale. Les noeuds en compétition tirent au hasard un entieri dans l’intervalle [1,CW]2 et occupent
1. sous réserve que tous les noeuds exécutent le même algorithme avec les mêmes valeurs de paramètres, et que
les choix ne dépendent pas des résultats des compétitions antérieures.
2. CW : nombre d’intervalles de temps dans la fenêtre de compétition
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le medium pendant lesi premiers intervalles de temps de la fenêtre de compétition.A la fin de leur
propre rafale, les noeuds écoutent le medium. Si le medium est trouvé libre jusqu’à la fin de la
fenêtre, le noeud transmet, sinon il s’abstient. Ceci est équivalent à l’algorithme :le ou les noeuds
dont la rafale est la plus longue transmettent, les autres setai nt.
3.2.2.3. Algorithmes à décompte binaire
Le protocole CONTI [ABI 05] et son amélioration [GAL 09] considèrent les K intervalles tem-
porels de la fenêtre de compétition comme K épreuves successives d’élimination. Chaque noeud en
compétition marque le premier intervalle avec une probabilité p. S’il ne transmet pas, il écoute pour
savoir si d’autres noeuds ont marqué l’intervalle : si c’estl cas, il se retire de la compétition. Si
ce n’est pas le cas, il participe à l’épreuve suivante. Ceci spoursuit jusqu’à la fin de la fenêtre de
compétition.
3.3. Algorithmes hybrides
Les algorithmes hybrides tels que [YE 04], [RHE 08] et [SIT 10] utilisent un mécanisme conjoint
TDMA-CSMA : Le medium est découpé en intervalles temporels dtransmission, et un intervalle est
alloué à chacun des noeuds, comme dans les algorithmes TDMA.Cependant, si un intervalle n’est
momentanément pas utilisé par son propriétaire, les autresno uds peuvent entrer en compétition
pour son usage selon un algorithme aléatoire. Cette solution s’adapte aux variations de charge et
aux changements de topologie. Cependant, le découpage en intervalles de temps et leur allocation
reste une question difficile. Pour que les intervalles puissent être réalloués à d’autres noeuds que leur
propriétaire, ils doivent contenir une fenêtre de compétition. La période complète doit contenir un
intervalle de temps pour chaque noeud, à défaut de quoi l’inéquit est flagrante. Pour ces raisons, les
propriétésp2, p5 etp6 ne sont pas vérifiées.
3.4. Etat de l’art et adéquation aux contraintes
Ainsi que nous venons de le voir, les algorithmes déterministes existants ne vérifient pas les
propriétésp2, p3, p4 et p5 tandis que les algorithmes aléatoires ne respectent pasp1. Les hybrides
échouent surp2, p5 et p6. Par conséquent, aucun algorithme existant ne satisfait nos contraintes, ce
qui incite à rechercher un nouvel algorithme.
4. Algorithme proposé
4.1. Concept principal
Dans les algorithmes existants à fenêtre de compétition de taille fixe, le processus de décision est
basé sur l’information qu’un autre noeud à marqué l’intervalle temporel précédent dans la fenêtre.
Ceci conduit à des décisions binaires, c’est à dire àavoir l’autorisation d’émettreou pas. Nous
proposons de généraliser ce processus de décision en utilisant l’ nformation dunombre d’intervalles
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Figure 1. Algorithme détaillé
occupés dans la fenêtre de compétition avant celui choisi par le noeud. Ce nombre est utilisé pour
allouer localement aux noeuds en compétition les canaux logiques disponibles.
Plus spécifiquement, nous proposons de créer un compteurc gé é localement à chacun des
noeuds. Ce compteur mémorise le nombre d’intervalles temporels vus comme occupés dans la
fenêtre de compétition. Les noeuds qui marquent le medium avant le premier incrément de leur
compteur utiliseront le premier canal logique, ceux qui ontdéjà incrémenté une fois le compteur au
moment de marquer le médium utiliseront le canal logique numéro deux, etc, jusqu’à ce que tous les
canaux logiques soient attribués (voir fig.1 pour plus de détails).
4.2. Algorithme détaillé
Notre proposition se base sur un mécanisme, appelé ExtendedSlot Selection (ESS) qui se dé-
compose en 3 phases. Comme l’illustre la figure 1, les noeuds souhaitant transmettre sur le canal
radio participent aux phases 1 et 2 alors que les autres restent en sommeil. Dans la 3ème phase,
l’ensemble des noeuds sont éveillés.
4.2.1. Phase 1
Similairement aux algorithmes à choix unique, les noeuds encompétition choisissent un inter-
valle i dans la fenêtre de compétition de la phase 1 et y transmettentun signal d’occupation. Lors-
qu’un noeud ne transmet pas, il écoute sur le canal radio. Pour chaque intervallej, j < i dans lequel
au moins un signal d’occupation a été entendu, il incrémenteu compteurc débutant à 1.
4.2.2. Phase 2
Chaque noeud, pour lequelc est inférieur à un seuil3 Clog, concourt ensuite à la c-ième fenêtre
de compétition de la phase 2 du mécanisme. Lorsque un noeud perd ans une fenêtre de compétition
3. une discussion est fournie en partie 5.2
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de la phase 2, il peut participer à nouveau dans la prochaine fenêtre disponible. Idéalement, à la fin
de la phase 2 de l’algorithme, jusqu’àClog canaux logiques seront choisis de façon unique par des
noeuds émetteurs.
4.2.3. Phase 3
La dernière étape de l’algorithme consiste en une phase d’annonce des destinataires des paquets
par les noeuds émetteurs. Le noeud ayant choisi le premier canal logique annoncera son destinataire
en premier, suivi par celui du deuxième canal logique et ainsi de uite. De cette façon, les destinations
sont capables de déduire dans quel canal logique écouter.
5. Évaluation de performance par la simulation
5.1. Scénario et modèle
Tel que décrit dans [DOH 09] et [PIS 09], les réseaux de capteurs peuvent exhiber des densités
surfaciques très importantes. Des voisinages radio de plusieurs centaines de capteurs sont en effet
envisageables. Pour cette raison, cette évaluation de performance considère des voisinages radio
présentant jusqu’àNmax = 500 noeuds à portée radio les uns des autres. De plus, tous ces noeuds
souhaitent accéder au canal radio. Finalement, deux noeudstransmettant simultanément entraînent
une collision des transmissions et un échec systématique dela réception (pas d’effet de capture).
5.1.1. Notations
Nous considérons un voisinage radio deN noeuds. La fenêtre de compétition de la phase 1
présente une tailleK1 alors que les fenêtre de compétition de la phase 2 sont de taill K2. Clog
canaux logiques sont disponibles par période de réveil.
5.1.2. Environnement de simulation
Les simulations sont menées sur le simulateur WSNet [HAM 09]. Le tableau 1 récapitule les
paramètres clés de simulation.
modèle de propagation portée infinie
modèle de collision complet
temps de simulation 120000s
période de réveil 120s




Tableau 1.Paramètres de simulation
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5.2. Dimensionnement d’ESS
Le protocol SIFT [JAM 06] recommande l’usage d’une fenêtre de compétition de taille 32 pour
les voisinages radios que nous considérons. Dans l’objectif de montrer l’intérêt d’ESS, nous avons
choisi de restreindre le nombre total de slots de compétition àNSlotslog = 16 par canal logique, la
moitié de ce qui était recommandé. Pour ces simulations, nous avons choisiK1 = 128, K2 = 12 et
Clog = 32. Cette configuration s’est avérée efficace et réaliste4.
5.3. Métriques de performances
Afin d’évaluer l’algorithme ESS, nous avons considéré les indicateurs suivants :
– Débit : calculé au noeud de collecte du voisinage. La taille des paquets étant constante, nous
considérons le nombre de paquets reçus plutôt que le débit bits. Plus précisemment, nous calculons le
nombre moyen de paquets envoyés avec succès par noeud émetteur. L s valeurs obtenues sont alors
comparées au maximum théorique dans l’hypothèse d’une allocation parfaite desClog = 32 canaux
logiques5 et dans l’hypothèse d’un canal logique unique, tel que c’estle cas dans SCP-MAC [YE 06]
ou SIFT [JAM 06].
– Taux de collision: Nous considérons égalememt le nombre de collisions observées et calculons
le ratio #(packets.envoyes.avec.succes)/#(packets.envoy s).
– Équité: Illustrée par le calcul de l’index d’équité de Jain [JAI 91].
5.4. Résultats de simulation
5.4.1. Débit
La Figure 2 présente le nombre moyen de paquets reçus au pointde collection par émetteur.
Les simulations durant 1000 périodes de réveil, chaque noeud so met 1000 paquets à la couche
MAC et jusqu’à 32 000 paquets peuvent être reçus au point de collecte. Les valeurs obtenues suite
à la simulation d’ESS sont représentées par des croix. La courbe supérieure représente le maximum
théorique du nombre de paquets moyen reçu au point de collecti n pour un médium présentant
Clog = 32 canaux logiques. La courbe inférieure représente la même valeur pour un médium à un
unique canal logique. Les simulations démontrent que notres lution est quasi-optimale concernant
l’indicateur de débit avec les paramètres retenus et que sesperformances sont bien supérieures aux
protocoles permettant l’allocation d’un unique canal logique.
5.4.2. Collisions
La figure 3 illustre le taux de collision observé durant les simulations. Les barres verticales
représentent le ratio du nombre de paquets perdus dû aux collisions sur le nombre total de paquets
4. le ratio optimalK1/K2 pour une population N donnée et un taux de collision prédéterminé sera adressé dans
de futurs travaux.
5. un canal logique permettant l’envoi d’un seul paquet
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Figure 2. Débit : résultats de simulation
envoyés. Avec les paramètres choisis, ce ratio est inférieur à 0.14% pour l’ensemble des simulations
et inférieur à 0.1% pour des scénarios entre 50 et 500 noeuds.Les croix représentent le nombre brut
de collisions en fonction du nombre de noeuds dans le voisinage alors que la courbe en fournit une
approximation linéaire. Le coefficient de corrélation de 0.978 indique que le taux de collision suit
une progression quasi-linéaire pour l’intervalle de taille de voisinage considéré.
Figure 3. Collisions : résultats de simulation
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5.4.3. Équité
Chaque itération du mécanisme de compétition/sélection est indépendante. De ce fait, l’algo-
rithme est par conception équitable et les simulations l’ont c firmé. L’index de Jain étant supérieur
à 0.99 pour l’ensemble des scénarios.
6. Discussions
6.1. Énergie
Comme décrit en introduction 1, l’efficacité énergétique est une problématique majeure pour
les réseaux de capteurs sans fils. Pour cette raison, nous avon jugé nécessaire d’évaluer le coût
énergétique d’ESS et de le comparer à celui de SCP-MAC [YE 06]qui est réputé performant sous
les hypothèses retenues.
En l’absence de trafic, le coût énergétique d’ESS résulte desmécanismes de synchronisation
et d’échantillonnage du canal. La synchronisation étant présente dans les deux protocoles et hors
contexte de cet article, nous ne considérons que l’échantillonnage de préambule. Ce mécanisme né-
cessite que tous les noeuds se réveillent périodiquement etéchantillonnent le canal afin d’y détecter
une éventuelle transmission. Dans SCP-MAC [YE 06], la duréede l’échantillonnage doit être plus
longue que la fenêtre de compétition post-réveil de l’ensembl des noeuds. Dans ESS, la durée doit
être suffisamment longue afin d’asserter la présence ou absence d’une annonce pour le premier canal
logique.
Dans l’hypothèse d’un faible trafic, ESS présente un coût addi ionnel au niveau des noeuds émet-
teurs du fait de leur participation aux phases 1 et 2 de l’algorithme. Un coût sur les noeuds récepteurs
est également présent du à l’écoute des annonces. Dans SCP-MA , des coûts similaires subviennent
aux émetteurs lors des phases de compétitions pré et post réveil et aux récepteurs suite à l’écoute de
la fenêtre de compétition post-réveil et de l’entête des paquets transmis. Dans cette configuration,
le coût d’ESS est inférieur ou similaire à celui de SCP-MAC enfonction des tailles des fenêtres de
compétition retenues.
Dans un scénario de trafic intense, le coût énergétique d’ESSaugmente suite à un plus grand
nombre de paquets d’annonce à écouter au niveau des récepteurs alors que le coût de SCP reste
constant. Cependant, cette augmentation du coût est compensé ar le nombre de transmissions qui
sont opérées dans une période de temps. En effet, ESS est capable d’ordonnancer jusqu’àClog paires
de communications émetteur/récepteur dans une période alors que SCP-MAC ne peut en établir
qu’une seule. Cela signifie que SCP-MAC nécessite jusqu’àClog périodes de réveil pour écouler la
même quantité de trafic, chaque période causant un coût additionnel afin d’allumer la radio. Ainsi,
dans ce scénario, l’efficacité énergétique d’ESS est supérieure à SCP-MAC.
6.2. Dynamique du réseau
Les réseaux de capteurs sans fils exhibent des topologies dynamiques au cours de leur vie, no-
tamment dues à l’addition/soustraction de noeuds au réseau. T l que décrit dans 3.1, cette dyna-
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mique peut considérablement affecter les performances du réseau (notamment concernant l’énergie
et le taux de collision), particulièrement lorsque des mécanismes d’allocation statique sont utilisés.
Puisque ESS ne se base pas sur un mécanisme de réservation de ressource, il est insensible aux
identifiants des noeuds présents dans un voisinage radio donné. Ainsi, changer l’adresse MAC d’un
capteur ou le remplacer n’affectera pas les performances des no uds voisins. Bien qu’utilisant des
mécanismes de compétition à fenêtre de taille fixe, ESS est également performant pour des réseaux
présentant des densités de voisinage radio variables. Comme l’a ontré la section 5.4.2, le taux de
collision observé pour ESS varie peu alors que le nombre de denoeuds émetteurs croît de façon
importante. ESS est donc capable d’opérer dans des situations de topologies réalistes.
7. Conclusion et travaux futurs
ESS est un algorithme permettant un meilleur usage de la capacité du médium radio. Il per-
met en effet l’allocation d’une pluralité de canaux logiques dans un unique mécanisme de com-
pétition/allocation. L’évaluation de performance a montré qu’ESS exhibe de très faibles taux de
collisions et un usage quasi-optimal des multiples canaux logiques disponibles. ESS est également
équitable, efficace en énergie et supporte des topologies à forte densité de voisinage radio. De ce
fait, ESS remplit l’ensemble des requis décrit en partie 2.1, comme l’illustre le tableau 2.
algorithme p1 p2 p3 p4 p5 p6
accès déterministe X ✗ ✗ ✗ ✗ ✗
accès aléatoire asynchrone✗ X X X X X
accès aléatoire synchrone ✗ X X X X X
accès hybride X ✗ X X ✗ ✗
ESS X X X X X X
Tableau 2.atteinte des objectifs
Nous avons proposé un algorithme combiné d’allocation/ordonnancement et montré son effi-
cacité en simulant son fonctionnement dans un voisinage radio à ensité croissante de noeuds en
compétition. Nous sommes en train d’évaluer ses performances dans un environnement multi-sauts
avec des modèles de trafic réalistes. Nous dériverons également les lois de distributions optimales
pour le choix des slots dans la fenêtre de compétition de phase 1 ainsi que les valeurs optimales
deK1/K2 et Clog pour une population maximale N de noeuds émetteurs et un tauxde collision
toléré maximum. Ce mécanisme offre également des opportunités i téressantes pour construire des
mécanismes de qualité de service, que nous explorerons. Enfin, plusieurs améliorations significative
d’ESS sont en travaux.
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