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In a recent paper Pittet and Saloff-Coste established the lower bound p2nðe; eÞXc
expðCn1=3Þ; n ¼ 1; 2; . . . for the large times asymptotic behaviours of the probabilities
p2nðe; eÞ of return to the origin at even times 2n; for random walks associated with ﬁnite
symmetric generating sets of solvable groups of ﬁnite Pru¨fer rank and asked if a similar lower
bound is available in the case of the semi-direct product SolðQpÞ ¼ Q2prQp: In this paper, we
give an answer to this problem.
r 2005 Elsevier B.V. All rights reserved.
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Let G be a locally compact unimodular amenable group. Let dg denote the Haar
measure on G and let dmðgÞ ¼ jðgÞdg 2 PðGÞ be a probability measure on G, where
jðgÞ 2 L1ðGÞ is assumed to have a compact support or a fast decay at inﬁnity. Let us
assume that m is symmetric (i.e. the involution g ! g1 stabilizes m) and consider the
random walk on G induced by m; i.e. the G-valued process that evolves as follows: If
X n ¼ g is the position at time n then X nþ1 ¼ gh; where h is chosen according to m:
Let us denote by dmnðgÞ ¼ jnðgÞdg the nth convolution power of m: One of the mostsee front matter r 2005 Elsevier B.V. All rights reserved.
.spa.2005.01.003
+0144 277 525.
dress: sam@math.jussieu.fr.
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problem is to decide how fast jnðeÞ ! 0 as n !1:
If we restrict ourselves to real Lie groups then the answer lies in the behaviour of
the volume growth of G. Let us recall that if G is a locally compact group that is
generated by some symmetric compact neighbourhood O 
 G of the identity e in G,
the volume growth function is (cf. [6])
gðtÞ ¼ VolðBtðeÞÞ; t ¼ 1; 2; . . . ,
where the volume is taken with respect to the Haar measure dg and where BtðeÞ is the
ball of radius t centred on e deﬁned by
BtðeÞ ¼ O . . .O; t times.
For x 2 G the distance from e is deﬁned by jxj ¼ infft; x 2 BtðeÞg and a left invariant
distance can be deﬁned on G by dðx; yÞ ¼ jy1xj; x; y 2 G: In the Lie groups case we
can also use a left invariant Riemannian distance induced on G by some ﬁxed
scalar product on LieðGÞ to deﬁne the balls BtðeÞ ¼ BRimt ðeÞ and take gRimðtÞ ¼
VolðBRimt ðeÞÞ: It is easy to see that this new growth function and the previous one
satisfy the obvious equivalence gðtÞ  gRimðtÞ; i.e.
gRimðtÞpCgðCtÞ þ CpCgRimðCtÞ þ C; tX1.
For Lie groups we have the following dichotomy (cf. [6]): either
gðtÞ  tD
where D ¼ DðGÞ ¼ 1; 2; . . . ; or
gðtÞ  et.
In the ﬁrst case, we say that G is of polynomial growth and in the second case we say
that G is of exponential growth and the answer to our problem in the case of real Lie
groups is the following:
jnðeÞ  nD=2 () gðtÞ  tD,
jnðeÞ  en
1=3 () gðtÞ  et
(cf. [1,5,16]).
The discrete case is more complicated (cf. [1,5,7–10,13–15]). First, there is no
dichotomy in the volume growth. On the other hand, if we suppose that the group G
is of exponential growth then one can claim only the upper bound
jnðeÞpC expðcn1=3Þ; nX1.
In general, the matching lower bound fails. Pittet and Saloff-Coste showed (cf. [8,9])
that there are soluble groups with exponential volume growth for which the heat
kernel decays as expðcnaÞ with a 2 ð0; 1Þ which can be taken arbitrarily close to 1.
This, as mentioned above, cannot happen in the case of real Lie groups.
In a recent paper (cf. [10]) Pittet and Saloff-Coste established the lower bound
j2nðeÞXc expðCn1=3Þ; n ¼ 1; 2; . . . for the large times asymptotic behaviour of the
probabilities of return to the origin at even times 2n; for random walks associated
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asked in this paper (cf. [10, Section 8]) if a similar lower bound is available in the case
of the semi-direct product SolðQpÞ ¼ Q2prQp with Qp dilating one of the two
directions in Q2p and contracting the other one. Here, we shall give an answer to this
problem.
We shall denote by Qp the ﬁeld of p-adic numbers (cf. [2,4]). We shall suppose that
Qp is equipped with its standard discrete valuation j:j: We let Zp ¼ fx 2 Qp; jxj ¼ 1g;
where Qp is the multiplicative group of the ﬁeld Qp: We denote by Zp ¼ fx 2
Qp; jxjp1g: dx will denote the Haar measure on the additive groupQp normalized by
dxðZpÞ ¼ 1 and dx will denote the Haar measure on Qp normalized by dxðZpÞ ¼ 1:
Let us ﬁx k, lX1 and consider the semi-direct product
G ¼ QkprsðQpÞl , (1)
where the action s of ðQpÞl on the vector space Qkp is deﬁned by k morphisms
w1; . . . ; wk : ðQpÞl!Qp. (2)
More precisely, we assume that the multiplication in G is given by
g:g0 ¼ ðx; yÞ:ðx0; y0Þ ¼ ðx þ sðyÞx0; y:y0Þ
¼ ðx1 þ w1ðyÞx01; x2 þ w2ðyÞx02; . . . ; xk þ wkðyÞx0k; y1:y01; y2:y02; . . . ; yl :y0lÞ,
g ¼ ðx; yÞ; g0 ¼ ðx0; y0Þ 2 G; x ¼ ðx1; . . . ; xkÞ; x0 ¼ ðx01; . . . ; x0kÞ 2 Qkp ;
y ¼ ðy1; . . . ; ylÞ; y ¼ ðy01; . . . ; y0lÞ 2 ðQpÞl .
We shall denote by
drg ¼ dxdy ¼ dx1 . . . dxk dy1 . . . dyl ; dlg ¼ dg ¼ mðgÞ1 drg
the right and the left invariant Haar measure on G, where
mðgÞ ¼ mðx; yÞ ¼ jw1ðyÞj . . . jwkðyÞj; g ¼ ðx; yÞ 2 G
is the modular function normalized by mðeÞ ¼ 1: The unimodularity of group G is
equivalent to the fact that
jw1ðyÞj . . . jwkðyÞj ¼ 1; y 2 ðQpÞl . (3)
We shall assume throughout that G is unimodular and consider dmðgÞ ¼ jðgÞdg the
symmetric, compactly supported, probability measure on G deﬁned by
jðgÞ ¼ afpðx1Þ . . .fpðxkÞfpðw1ðyÞ1x1Þ . . .fpðwkðyÞ1xkÞ
I ðp1Zp[pZpÞðy1Þ . . . I ðp1Zp[pZpÞðylÞ; g ¼ ðx1; . . . ; xk; y1; . . . ; ylÞ 2 G, ð4Þ
where fp ¼ IZp and where a40 is an appropriate positive constant. The notation IA
is used here to denote the characteristic function of a subset A. We shall call the
random walk on G induced by m the simple random walk on G.
ARTICLE IN PRESS
S. Mustapha / Stochastic Processes and their Applications 115 (2005) 927–937930We shall assume throughout that kX2 and that the wj’s in (2) verify the condition
jwjjc1; j ¼ 1; . . . ; k. (5)
This guarantees that the group G deﬁned by (1) is compactly generated (cf. [3]) and it
is easy to see that suppðmÞ is a generating set of the group G, i.e.
G ¼
[
nX1
ðsuppðmÞÞn.
Assumption (5) implies that group G is automatically of exponential growth (cf. [11]).
In this paper, we shall prove the following.
Theorem 1. Let G ¼ QkprsðQpÞl and let m 2 PðGÞ be as above. Let dmnðgÞ ¼
dðm      mÞðgÞ ¼ jnðgÞdg denote the nth convolution power of m: Then
1
C
expðc1n1=3Þpj2nðeÞpC expðc2n1=3Þ; n ¼ 1; 2; . . . (6)
for some c1; c2; C40 independent of n.
The main emphasis of the present work is on the lower bound. Although we
provide a full proof of the upper bound in (6) the result itself is not new and follows
from the general results of [7].
What is new is the probabilistic interpretation of the upper bound (in terms of
maximal estimates related to the simple random walk on the integers). Along the way
we obtain another bonus: an explicit formula for jnðeÞ: This formula is established in
Section 2. The upper bound is proved in Section 3 and the lower bound in Section 4.
Throughout, we shall use the convention that the letters C or c indicate, possibly
different, positive constants whose values are unimportant.2. An explicit formula
The aim of this section is to obtain an explicit formula for jnðeÞ: We shall use the
notation xi ¼ ðxi;1; . . . ; xi;kÞ (resp. yi ¼ ðyi;1; . . . ; yi;lÞ) for xi 2 Qkp ; i ¼ 1; 2; . . . (resp.
yi 2 ðQpÞl ; i ¼ 1; 2; . . .). Let m be as in Theorem 1 and let n ¼ 1; 2; . . . . We have
jnþ1ðeÞ ¼ hmn;ji
¼
Z
G
. . .
Z
G
jðg1 . . . gnÞdmðg1Þ . . . dmðgnÞ
¼
Z
G
. . .
Z
G
jðx1 þ sðy1Þx2 þ    þ sðy1 . . . yn1Þxn; y1 . . . ynÞ
jðx1; y1Þ . . .jðxn; ynÞdx1 dy1 . . . dxn dyn
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Z
ðQpÞl
. . .
Z
ðQpÞl
Z
Qkp
. . .
Z
Qkp
½jðx1 þ x2 þ    þ xn; y1 . . . ynÞ
"
jðx1; y1Þjðsðy1Þ1x2; y2Þ . . .jðsðy1 . . . yn1Þ1xn; ynÞdx1 . . . dxn
#

Yn
i¼2
jw1ðy1 . . . yi1Þj1 . . . jwkðy1 . . . yi1Þj1 dy1 . . . dyn,
where we used Fubini and the change of variable sðy1 . . . yi1Þxi2xi; i ¼ 2; . . . ; n:
The unimodularity of G then implies that
jnþ1ðeÞ ¼
Z
ðQpÞl
. . .
Z
ðQpÞl
Z
Qkp
. . .
Z
Qkp
½jðx1 þ x2 þ    þ xn; y1 . . . ynÞjðx1; y1Þ
"
jðsðy1Þ1x2; y2Þ . . .jðsðy1 . . . yn1Þ1xn; ynÞ
dx1 . . . dxn
#
dy1 . . . d
yn
and if we use (4) we see that
jnþ1ðeÞ ¼ an1
Z
ðQpÞl
. . .
Z
ðQpÞl
Z
Qkp
. . .
Z
Qkp
½jðx1 þ x2 þ    þ xn; y1 . . . ynÞ
"
jðx1; y1Þ
Yn
i¼2
fpðw1ðy1 . . . yi1Þ1xi;1Þ . . .fpðwkðy1 . . . yi1Þ1xi;kÞ

Yn
i¼2
fpðw1ðy1 . . . yiÞ1xi;1Þ . . .fpðwkðy1 . . . yiÞ1xi;kÞdx1 . . . dxn
#

Yn
i¼2
I ðp1Zp[pZpÞðyi;1Þ . . . I ðp1Zp[pZpÞðyi;lÞd
y1 . . . d
yn
¼ an1
Z
ðQpÞl
. . .
Z
ðQpÞl
Z
Qkp
. . .
Z
Qkp
jðx1 þ x2 þ    þ xn; y1 . . . ynÞ
""
jðx1; y1Þ
Yn
i¼2
I jw1ðy1...yi1Þj1Zp ðxi;1ÞI jw1ðy1...yiÞj1Zpðxi;1Þ
. . . I jwkðy1...yi1Þj1Zp ðxi;kÞI jwkðy1...yiÞj1Zpðxi;kÞ
#
dx1 . . . dxn
#

Yn
i¼2
I ðp1Zp[pZpÞðyi;1Þ . . . I ðp1Zp[pZpÞðyi;lÞd
y1 . . . d
yn.
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jnþ1ðeÞ ¼ anþ1
Z
ðQpÞl
. . .
Z
ðQpÞl
Z
Qkp
. . .
Z
Qkp
Yk
j¼1
Imaxð1;jwj ðy1...ynÞj1ÞZpðx1;j þ    þ xn;jÞ
""
Imaxð1;jw1ðy1Þj1ÞZp ðx1;1Þ . . . Imaxð1;jwkðy1Þj1ÞZpðx1;kÞ

Yn
i¼2
I jw1ðy1...yi1Þj1 maxð1;jw1ðyiÞj1ÞZp ðxi;1Þ
. . . I jwkðy1...yi1Þj1 maxð1;jwkðyiÞj1ÞZpðxi;kÞ
#
dx1 . . . dxn
#
I ðp1Zp[pZpÞðy1;1 . . . yn;1Þ . . . I ðp1Zp[pZpÞðy1;l . . . yn;lÞ

Yn
i¼1
I ðp1Zp[pZpÞðyi;1Þ . . . I ðp1Zp[pZpÞðyi;lÞd
y1 . . . d
yn.
Let us observe now that for each j ¼ 1; . . . ; k
Z
Qp
. . .
Z
Qp
Imaxð1;jwjðy1...ynÞj1ÞZpðx1;j þ    þ xn;jÞImaxð1;jwj ðy1Þj1ÞZpðx1;jÞ

Yn
i¼2
I jwjðy1...yi1Þj1 maxð1;jwjðyiÞj1ÞZp ðxi;jÞdx1;j dx2;j . . . dxn;j
¼
Z
Qp
ðImaxð1;jwjðy1Þj1ÞZp  I jwj ðy1Þj1 maxð1;jwj ðy2Þj1ÞZp
    I jwjðy1...yn1Þj1 maxð1;jwjðynÞj1ÞZpÞðxÞImaxð1;jwjðy1...ynÞj1ÞZpðxÞdx
where  denotes the usual convolution in Qp (cf. [12]). Therefore (cf. [12])Z
Qp
. . .
Z
Qp
Imaxð1;jwjðy1...ynÞj1ÞZpðx1;j þ    þ xn;jÞImaxð1;jwj ðy1Þj1ÞZpðx1;jÞ

Yn
i¼2
I jwjðy1...yi1Þj1 maxð1;jwjðyiÞj1ÞZp ðxi;jÞdx1;j dx2;j . . . dxn;j
¼ minðmaxð1; jwjðy1Þj1Þ; min
2pipn
jwjðy1 . . . yi1Þj1 maxð1; jwjðyiÞj1ÞÞ
minð1; jwjðy1ÞjÞ
Yn
i¼2
jwjðy1 . . . yi1Þjminð1; jwjðyiÞjÞ
min½maxðminð1; jwjðy1ÞjÞ; max
2pipn
jwjðy1 . . . yi1Þjminð1; jwjðyiÞjÞ;
minð1; jwjðy1 . . . ynÞjÞÞ; j ¼ 1; . . . ; k.
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jnþ1ðeÞ ¼ anþ1
Z
ðQpÞl
. . .
Z
ðQpÞl
Yk
j¼1
min½1;minðmaxð1; jwjðy1Þj1Þ,
min
2pipn
jwjðy1 . . . yi1Þj1 maxð1; jwjðyiÞj1ÞÞ
minð1; jwjðy1 . . . ynÞjÞ
Yn
i¼1
Yk
j¼1
minð1; jwjðyiÞjÞ
I ðp1Zp[pZpÞðy1;1 . . . yn;1Þ . . . I ðp1Zp[pZpÞðy1;l . . . yn;lÞ

Yn
i¼1
I ðp1Zp[pZpÞðyi;1Þ . . . I ðp1Zp[pZpÞðyi;lÞd
y1 . . . d
yn,
where we used the unimodularity of G. Let us observe that
Z
Qkp
jðx; yÞdx ¼ a
Yk
j¼1
minð1; jwjðyÞjÞI ðp1Zp[pZpÞðy1Þ . . . I ðp1Zp[pZpÞðylÞ,
y ¼ ðy1; . . . ; ylÞ 2 ðQpÞl ,
from which it follows that
a
Z
ðQpÞl
Yk
j¼1
minð1; jwjðyÞjÞI ðp1Zp[pZpÞðy1Þ . . . I ðp1Zp[pZpÞðylÞd
y ¼ 1.
Let us rewrite
jnþ1ðeÞ ¼ a
Z
ðQpÞl
. . .
Z
ðQpÞl
Yk
j¼1
min½1;minðmaxð1; jwjðy1Þj1Þ,
min
2pipn
jwjðy1 . . . yi1Þj1 maxð1; jwjðyiÞj1ÞÞminð1; jwjðy1 . . . ynÞjÞ
I ðp1Zp[pZpÞðy1;1 . . . yn;1Þ . . . I ðp1Zp[pZpÞðy1;l . . . yn;lÞ
an
Yn
i¼1
I ðp1Zp[pZpÞðyi;1Þ . . . I ðp1Zp[pZpÞðyi;lÞ

Yn
i¼1
Yk
j¼1
minð1; jwjðyiÞjÞ
 !
dy1 . . . d
yn
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equidistributed random variables with distribution on ðQpÞl given by
P½Y 1 2 dy ¼ a
Yk
j¼1
minð1; jwjðyÞjÞ
 !
I ðp1Zp[pZpÞðy1Þ . . . I ðp1Zp[pZpÞðylÞd
y. (7)
We ﬁnally obtain the formula
jnþ1ðeÞ ¼ aE
Yk
j¼1
min½1;minðmaxð1; jwjðY 1Þj1Þ;
 
min
2pipn
jwjðY 1 . . . Y i1Þj1 maxð1; jwjðY iÞj1ÞÞminð1; jwjðY 1 . . . Y nÞjÞ
I ðp1Zp[pZpÞðY 1;1 . . . Y n;1Þ . . . I ðp1Zp[pZpÞðY 1;l . . . Y n;lÞ
!
. ð8Þ3. Proof of the upper estimate
We now face the task of estimating the above expectation for the random variables
Y 1; Y 2; . . . . Let us denote by Pn ¼ Y 1 . . . Y n; n ¼ 1; 2; . . . ; the random walk on ðQpÞl
starting at the origin and controlled by (7). The fact that the Y i’s are supported in
ðp1Zp [ pZpÞ      ðp1Zp [ pZpÞ in (8) allows us to deduce that
jnðeÞpCE
Yk
j¼1
min
1pipn
ðminð1; jwjðPiÞj1ÞÞ
 !
; n ¼ 1; 2; . . . .
We shall now use the fact that
ðQpÞl ﬃ Zl  K ,
where K is identiﬁed to a compact subgroup of ðQpÞl and ﬁx t1; . . . ; tl 2 ðQpÞl ; so that
each y 2 ðQpÞl can be uniquely represented in the form
y ¼ tn11 . . . tnll k; n1; . . . ; nl 2 Z; k 2 K . (9)
For i ¼ 1; . . . ; k; we have
jwiðyÞj ¼ jwiðt1Þjn1 . . . jwiðtlÞjnl ¼ pgi;1n1þþgi;l nl ,
where y 2 ðQpÞl is as in (9) and where the l-uple ðgi;1; . . . ; gi;lÞ 2 Zl depends only on wi:
We shall denote by L1; L2; . . . ; Lk the k linear forms on Z
l deﬁned by
LiðnÞ ¼ Liðn1; . . . ; nlÞ ¼ gi;1n1 þ    þ gi;lnl ,
n ¼ ðn1; . . . ; nlÞ 2 Zl ; i ¼ 1; . . . ; k.
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ðQpÞl ﬃ Zl  K!Zl (10)
and project the random walk Pj ¼ Y 1 . . . Y j ; j ¼ 1; 2; . . . on Zl : The random walk
obtained via (10) is the simple (nearest-neighbour) symmetric random walk on Zl ;
S0; S1; . . . starting at S0 ¼ 0: With these notations we have
jnðeÞpCE
Yk
j¼1
min
1pipn
ðminð1; pLjðSiÞÞÞ
 !
pCE
Yk
j¼1
min
1pipn
pL
þ
j
ðSiÞ
 !
; n ¼ 1; 2; . . . ,
where Lþj ðzÞ ¼ maxðLjðzÞ; 0Þ; z 2 Zl ; j ¼ 1; . . . ; k (we shall denote by LðzÞ ¼
minðLjðzÞ; 0Þ; z 2 Zl). We then get
jnðeÞpCEðpmax1pipnL
þ
1
ðSiÞpmax1pipn
Pk
j¼2L
þ
j
ðSiÞÞ
pCEðpmax1pipnLþ1 ðSiÞpmax1pipnð
Pk
j¼2LjðSiÞÞ
þ
Þ. ð11Þ
On the other hand, we have by the unimodularity of G (cf. (3))
Xk
j¼2
Lj
 !þ
¼ ðL1Þþ ¼ L1 . (12)
Putting together (11) and (12) we deduce that
jnðeÞpCEðpmax1pipnL
þ
1
ðSiÞpmax1pipnðL

1 ðSiÞÞÞ
pCEðpmax1pipnðLþ1 ðSiÞL1 ðSiÞÞÞ.
This gives
jnðeÞpCEðpmax1pipnjL1ðSiÞjÞ; n ¼ 1; 2; . . . . (13)
The upper estimate in (6) is an immediate consequence of (13) and the following
estimate
P½max
1pipn
jL1ðSiÞjplpC exp c
n
l2

 
; lX1; n ¼ 1; 2; . . . . (14)
To prove (14) it sufﬁces to observe that xj ¼ L1ðSj  Sj1Þ; ðj ¼ 1; 2; . . .Þ deﬁne a
sequence of independent equidistributed and centered random variables on Z and
repeat the argument given in [17, Lemma 2, p. 890].4. Proof of the lower estimate
To prove the lower estimate in (6) we ﬁrst observe as in Section 3, that in
expectation (8), Y i 2 ðp1Zp [ pZpÞ      ðp1Zp [ pZpÞ; i ¼ 1; 2; . . . . We have,
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jnþ1ðeÞXcE
Yk
j¼1
min
1pipn
ðminð1; jwjðPiÞj1ÞÞI ðp1Zp[pZpÞðPn;1Þ
 
. . . I ðp1Zp[pZpÞðPn;lÞ
!
; n ¼ 1; 2; . . . .
where the notations are as in Section 3. From this it follows that
jnþ1ðeÞXcE
Yk
j¼1
min
1pipn
ðminð1; jwjðPiÞj1ÞÞI ðp1Zp[pZpÞðPn;1Þ . . . I ðp1Zp[pZpÞðPn;lÞ
 
I ½jwjðY 1 . . . Y iÞjppn
1=3
; j ¼ 1; . . . ; k; i ¼ 1; . . . ; n
!
and then
jnþ1ðeÞXcpCn
1=3
EðI ½jwjðY 1 . . . Y iÞjppn
1=3
; j ¼ 1; . . . ; k; i ¼ 1; . . . ; n
I ðp1Zp[pZpÞðPn;1Þ . . . I ðp1Zp[pZpÞðPn;lÞÞ; n ¼ 1; 2; . . . .
We project as in Section 3 the random walk Pj ¼ Y 1 . . . Y j ; ðj ¼ 1; 2; . . .Þ on Zl and
we deduce that
j2nðeÞXcpCn
1=3
PðjSjjpcn1=3; j ¼ 0; . . . ; 2n; S2n ¼ 0Þ; n ¼ 1; 2; . . . , (15)
where Sj ; j ¼ 0; 1; . . . denote as in Section 3 the simple symmetric random walk on Zl
starting at S0 ¼ 0 and where j:j denote the Euclidean norm on Zl : We claim that
PðjSjjpcn1=3; j ¼ 0; . . . ; n; S2n ¼ 0ÞXceCn
1=3
; n ¼ 1; 2; . . . (16)
and the lower estimate in (6) is an immediate consequence of (15) and (16). Let us
prove (16). This estimate is essentially an automatic consequence of the well-known
estimate
P½max
1pipn
jSijplXc exp C n
l2

 
; lX1; n ¼ 1; 2; . . . . (17)
Indeed, let Bl denote the ball of radius lX1 in Zl ; that is, Bl ¼ fz 2 Zl ; jzjplg and
let plnðx; yÞ; n ¼ 1; 2; . . . ; x; y 2 Bl; denote the transition kernel corresponding to the
simple random walk with killing outside of Bl: We have
P½jSjjpl; j ¼ 0; . . . ; n ¼
X
y2Bl
plnð0; yÞ; n ¼ 1; 2; . . . .
If we bare in mind that
pl2nð0; 0Þ ¼
X
y2Bl
plnð0; yÞplnðy; 0Þ ¼
X
y2Bl
ðplnð0; yÞÞ2; n ¼ 1; 2; . . .
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Cll=2ðpl2nð0; 0ÞÞ1=2X
X
y2Bl
plnð0; yÞ; n ¼ 1; 2; . . .
and, therefore,
Cllpl2nð0; 0ÞXðP½jSjjpl; j ¼ 0; . . . ; nÞ2; lX1; n ¼ 1; 2; . . . .
This combined with (17) gives
llP½jSjjpl; j ¼ 0; . . . ; 2n; S2n ¼ 0Xc exp C
n
l2

 
, (18)
lX1; n ¼ 1; 2; . . . .
Choosing l ¼ cn1=3 in (18) we deduce (16). This completes the proof of
Theorem 1. &References
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