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A graph is said to hc scrie-parallel if it doesn’t contain an homeomorph to K,. Tht 
aim of the paper is the demo.r,<tration of Chvatal’s conjecture on the polytope of 
indcpcndent set of vertices in such graphs. This is done classically by using LP-duality, 
the algorithm for constructing the primal-dual solution having the nice property to be 
lincar in the number of vertices. 
1. Introduction 
Soit un graphe non orient6 G(X, U) a n sommets et m a&es. Un sousensem- 
ble de sommets SEX est dit independant (ou stable) si le sous-graphe Gs ne 
contient pas d’arete. 
On peut associer B chacun de ces independants son vecteur representatif xs 
dans (0, l}“, (x7= 1 si i E S, 0 sinon). Si on considere chacun de ces vecteurs 
comme un point de R”, on peut definir l’enveloppe convexe de l’ensemble de ces 
points (que nous appellerons “polytope des independants”). 
Ce polytope a fait l’objet de nombreuses etudes [l, 4, 6, 81 mais, si on en 
connait un certain nombre de facettes, sa caracterisation complete n’est pas 
connue sauf pour quelques rares classes de graphes. 
L’objet de cet article est d’etablir les contraintes definissant ce polytope dans la 
classe des graphes serie-paralleles qui seront d&finis au Paragraphe 2. 
C’est Chvatal [I] qui, le premier, a conjecture la forme de ces contraintes et 
nous demontrons ici cette conjecture d’une man&e devenue classique depuis les 
travaux d’Edmonds sur le couplage. Pour demontrer que ies sommets du polytope 
propose sont les vecteurs representatifs des independants, on considere un 
systeme de poids quelconque sur les sommets. On definit ainsi un programme 
lineaire dont on montre qu’il a toujours une solution optimale entiere qui 
represente un independant. 
Pour ce faire, on dc:zme un algorithme de construction d’un independant de 
poids maximum dans un graphe serie, parallele qui exige seulement un nombre 
d’operations elemental-es proportionnel a 11, alors qu’il est bien connu qu’un tel 
probleme est N.P. complet dans un graphe quelconque. 
Enfin signalons les travaux independants de Mike Clamcy [ 131 SW le mcme 
sujet. 
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2. Preliminaires 
Dkfmition 2.1. Un graphe G(X, U) est dit st%e-pava&fe (S-P) si il ne contient 
pas de sow-graphe partiel homeomorphe a Kq. 
(IJn homeomorphe B Ka est obtenu par subdivision des a&es de la clique B 4 
sommets. Voir Fig. 1). 
Nous aflons donner quelques proprietes des graphes serie-paralleles qui per- 
mettront aux lecteurs peu familiers de ces graphes d’en avoir une meiileure 
comprehension (un exemple de graphe S-P est donne par la Fig. 2). 
Fig. 1. Fig. 2. 
PropriW 2.1. Un graphe S-P possede un sommet de degre ~2. Cf. [ 1,3]. 
PropriM 2.2. Un graphe S-P est planaire (et son dual planaire est S-P), 
Premiere proposition dvidente d’aprcs Kuratowski, ConsidGronu les deux 
clpcrations de reduction suivantcs sur les multigraphes, 
fll : Si x est un sommct de degr6 2, y et t les sammets yui lui snnt adjacents, 
“::fTaccr” x du graphs et ajouter une a&e entre y et z (voi Fig, 3). 
92: Rcmnlrrcer une ar&e double par rune at&e simple, 
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Propriitk 2.6. Un graphe S-P est trois coloriable 
Evident a partir de la Propriete 2.5. 
PropriM 2.7. Les graphes S-P verifient la conjecture forte des graphes parfaits. 
On sait que les graphes planaires verifient cette conjecture, mais dans le cas des 
graphes S-P cela resulte simplement de leur definition et de la Propried 2.6. 
Notons n($!H) (resp. n(fd2)) le nombre d’operations $91 (resp. p)2) permettant de 
reduire un graphe S-P simple et sans point d’articulation alors 
PropriM 2.8. n(P)l)=n-2; n(@2)~n(fll)-1; m~2n--3. 
En effet, seule l’operation $41 supprime un sommet et peut creer en plus une 
seule a&e double si le graphe est simple 
On a de plus m -2=n(@l)+n(P2) d’ou m~%n-3. 
3. La conjecture de Chviital 
Chvatal a propose comme polytope des independants d’un graphe S-P G(X, U) 
le polycdre defini par les inegalitli;s uivantes 
D&manntratian, Evident pow un cycle pair danc un graphe Mparti, 
Si G est un trarr, supposans que P,,(G) pass&k un point txtr6mc x,, rwn entidr 
Alors: 
(1) ViEX,W x:l< 1. 
Ginon 3k te: qw xk = 0. Alors Iti contrainte (2) s’&rit simplement B partir des 
contraintes (I) sur les a-&es ct on est ramen au cas biparti et tout point extrhc 
es1 entier). 
(2, 31 i= Y tel quc, si I et m dhsignent ses deux adjacents sur le cycle 
(Sinon il est facile de voir qu’une csntrainte (2) $zst pas vkrifige). 
Mais alors on peut dkfinir deux sommets x ’ et K’ de P,,(G) de la demisomme x0 
en ajoutant et retranchant ur E > 0 approprik aux sommets de la chaine paire 
dkfinie par suppression de k (WI part de 1 pout dkfiruir xl et de m pour dkfinir x2). 
Ce qui contredit I’hypothkse que x0 est point extreme. q 
ble d’articulation 
Lcs gr;l,>hes consid&& dans cc paragraphe ne solit pas nkcessairement S-P. On 
wppow-3 defini sur leurs sommets un systkme de noids rkels c. 
Solt un graphe WC, U) qui pans&de un paislt d’articulatian a, On paut gbparer 
ce graph@ en deux ccsmpasantetr 6,(X,, U,), QJr,(&, Us) tella~ que 
D6monstiath.m, L’ensemble S d6finit par le th6or&ne est Mm un indbpendant, 
Si aES on a 
S =s2+s;-cu, ==s2+s;. 
Si a$S on a 
s=s2+sA. 
Supposons qu’il existe un independant S,, tel que so la restriction de S,, sur G2 
definirait un independant de poids so -si (apres changement de poids de a) d’ou 
so--s,- ’ -=c s,+ so s s -une contradiction. 
Remarque 4.1. Le theoreme fourni?. immediatement un algorithme de recherche 
d’un independant de poids maximum sur une chaine {x0, x,, . . . , xi,. . . , x,J. I1 
suffit de considerer dans l’ordre les points d’ar;k.rlations x1, x2, . . . , Xi, . . . , &_ I. 
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Remarque 4.2, II r&the de la Definition d’un graphe S-P, que cette propriM se 
conserve sur les sous-g;_aphes. En particulier, si un tel graphe possede un point 
d’articulation, chaque composante est elle-meme un graphe S-P. 
Si on dispose d’un algorithme polynomial de recherche d’un independant de 
poids maximum dans un graphe !3-P sans point d’articulation, le Th&or&me 4.1 
permet de I’etendre $ I’ensemble des graphes S-P, De plus, on sait [l] que tes 
facettcs du polytope des independants d’un graphe avec point d’articulation 
s’obtient par la reunion des facettes du polytopk des ind&pendants de chaque 
composante, II suffit done de d6montrer la conjecture de Chvatal pour les graphes 
sans point d’articulation, 
Remsrque 4.3. Lc Thkorkme 1 s’&end facilement au cas d’un graphe qui posskde 
rjn ensemble d’articulations yui est une clique K (vsir Fig, 6), 
Notons dc manikrr; similnirc, 
SK I’ind6pcndant dc puids max SUP G I yui ne contient aucun sammet de K, 
Vcc E K, S,, I’ind4pendant de poids max SUP C; 1 qui contient u, 
S’ I’ind@ndant de paids max sur G’ aprtis chanpement des poids dcs sommcts 
dc KWU E K, cy,, = S‘, - sl;; ). 
Alors I’ind6pcndant S dans G defini dt la manierc suivante 
( I) si S’n ;< =yLS=s’us~: 
(2) si S’r K I= (a}, S = S”U SU, 
cst un independant de poids maximum de valeur s = s’+ sk. 
4 .&. 1: 1 Iwthle &articulation b dew sommets 
Lc thcorcme du paragraphe precedent permet une sorte de decomposition dans 
la rcchcrche d’un independant de poids maximum dans les graphes a point 
d’articulation. Nous allons etendre ce principe au!: graphes pour lesquels il existe 
c?cs ensemtks d’articulation a deux sommets et cela nous conduira a un al- 
gorithme polynomial dans lcs graphes S-P. 
Considcrons un graphe G(X, U) possedant uicr ensemble d’articulation a deux 
sommets {a, h}. On peut done “&parer” le agraphe en deux composantes 
G&X,, U,) et GJX,, U2) telles que XI U X2 = X, U1 + U2 = U et X1 n X2 = {a, b), 
(voir Fig. 7). 
Coinr be dans le cas d’un graphe avec point d’articrrlation, on se rend compte que 
pour le ;~rohleme, WU” de G2, G, se resume a la valeur quatre independants de 
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poids maximum So,,, S&, S&, SA,, qui contiennent respectivement a et 6, ni u ni b, 
a mctis pas 6, b muis pas a. 
Naus allons 6tablir un thCorkme analogur: $ Th&&me 4.1 mais, alors que 
prkbdemment it suffisait de changer le pnids de a dans Q2, nous tlllans dzvair 
mtrintennnt ujoutcr h G2 une chtltne in 1, 2 ou 3 w&es entre a et b qui 
“r&mrcra” G,. C’cst cette sp6ratisn 0 que nous allorr~s d’ebord d$finir, 
(0 1) Si (a, k) E cf, (S,‘,,, n’est pas d&M), on dCfinit G* $ partir de Cl2 en 
ajoutant une w&e entre a et k B tJ2 (vsir Fig. 8), 
Les poids des sommets de G2 diMrents de a et b sornt !..u hang&s et las paids de 
(1 ct k sont 
ty,, = sfl; =. s&,. CYI, = e;,, = w;l;, a EE &, 
(on cst en fait dans le cas d’un ensemble d’articulati Jns qui est une clique. Cf. 
Remarque 3.3,) 
Pour la suite considerons la quantite 
’ % = St,/, -I- s(!lr; - (S,‘,h + sjj,,). 
(1132) Si tit,> 0, IXfinissians G* B park de G2 en ajoutant une chaine de deux 
a&es {a, C, b) entre a et B (voir Fig. 9). 
Les poids des sommets de G2 dWrcnts de a et 6 sont inchanges dans G* et les 
poids des sommets CI, b, c sont Its suivants: 
Q‘, = s!,, - Sk a/, = s;,, = s;r;, (Y,. = (Y() 
et posons 




Q G2 t__ Gk C 
Fig. 8. Fig. 1) 
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aretes (a, c, d, b) entre a et h (voir Fig. 10) avec 
q, = S!,f, - s,r,,;. a/, = s,k,, - s,‘,,;, a,. = a,1 = -q,, 
CT = s:i; + a() = 24, + Sb,, - (shi; + s& ). 
(04) Si (Y(,= 0. Les deux representations precedentes sont equivalentes, les 
poids d&finis sur u et 6 sont identiques, et les poids des nouveaux sommets 
introduits sont nuls. On choisira une des dcux representations. 
Cf 
d 
Dt;monstratian. La d~monstrati(~n dc cc thL;ori:mc cst facile. II suffit de verifier 
quc Its opkitions ( I), (2), (3) ct (3) &%nisscnt bicn un independant S de poids 
s s”: + w ct inverscmcnt quc tout indcpcndant S,, sur G, definit sur G (apres 
*;wir ajouti a \a restriction sur G, Its sommets c ou n si cela est possible) un 
skrblc P’dc valeur .s~‘~’ < s,, - w. Si S n’etait pas optimal, ii existerait S,, tel que 
i’,, > s 3 $9 s*, contredisant I’optimalite de S* dans G*. 
I\l()BV 10 : .__ ..,ons au lcctcwr Ic soin de cettc verification complete, nous contentant 
dL! Ia i; d dans un cas. 
Supposons par cxemple (Y,,< 0, ~1 E S*. b$ S*. 
Ators pCque CY,~ > 0, Ie somrnet ti sera dans S* et cjn aura 
s = s”: -{d} u s,‘,, 
et 
.,’ = s * - cy,f - ff,, + s!,,; 
= .s* + a,, - St!,; + s;,,, +s!,r, 
= s*+a,,+s:r; = s*++. 
On r-~~~arqucra sur cet exemple qu’il est essentkl que les poids des sommets c 
ou :I a:,, ’ nt ncn n&atifs cc qui conduit ti considhtr deux cas pour G*, suivant le 
s$nc & ~1,~. 
Appliquons d’abord I’operation fll, tant que cela est possible. On finira par 
detecter une a&e double d’extremites a et b -{a, h) constitue alors un ensemble 
dkonnectant de G-. L’ar&te double corwpond dans le graphe de depart a deux 
chaines d’extremites a et b. Notons G, cette composante. 11 c& ais de calculer 
sur G, les independants S!,,,, !&, S,‘,, e: SA,,. On peut done appliquer le Theoreme 
4.2 et rcmplacc:* ces deux chaines par une seule. Le nouveau graphe ainsi obtenu 
est S-P et la connaissance de l’independant de poids maximum sur ce graphe 
permct de calculer l’independant de poids maximum sur 6. On recommence done 
la procedure sur ce graphe et ainsi de suite jusqu’a obtention d’un cycle. 
Nous allons illustrer, sur Ic graphe de la Fig. 2. une tcllc sequence possible de 
reductions (voir Fig. 11). 
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4.3 Application aux graphes S-P 
NOUS reviendrons plus precisement dans la partie suivante sur I’algJrithme de 
recherche d’un independant de poids maximum dans un graphe S-P, mais nous 
allons en indiquer ici le principe et en evaluer la complexi& 
Supposons le graphe G de depart S-P, connexe, simple et sans point d’articula- 
tion. On sait alors que par application repetitive des operations @l (remplacement 
d’un sommet de degre 2 par une a&e entre ses voisins) et 82 (remplacement 
d’une a&e double par une a&e simple), le graphe peut se ramener a une a&e 
double. 
Fig. 11 
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4.3.1. Qaluafion de la conzplexite’ Notons n(fl1) et n(fl2) le nombre d’opkrations 
nkessaires pour r6duire le graphe. Pour trouver tous les ensembles d’articula- 
tians, il suffit de reduire le gr;rphe en notant au fur et B mesure les extr6mitks des 
a&es doubles. Ii faut done n($U)+ n(g2) opkations, le nombre d’ensembles 
d’articulation ktant kgal 5 n(P)2). On effectuera done n(P)2) fois l’op6ration 0. Le 
nombre d’operations &mentaires nkessaires pour effectuer cette operation est 
proportionnel ti la longueur des deux chaines h rkduire, mais un sommet non 
extremitk n’intervenant que dans une seule chaine, le nombre total d’opkations 
scra proportionnel au nombre total de sommets consid&%%. C’est g dire les n 
sommets initiaux plus les sommets cr&s par application de l’opkation 0, c’est & 
dire au m.aximum 2 ti chaque fois, done 2n(P2) en tout. 
On a vu (PropriM 2.8) que n(@l) et n((d2) ktaient major&s par une fonction 
lineaire en n et done le nombre total d’opkrations est lui aussi major6 pw une 
fonction ‘linkaire en n. 
5. IlXimonstration de la conjecture de Chviital 
Rappelons la forme du polytope des indkpendants d’un graphe S-P proposk par 
Chvgtal 
I 
c Xi c 1 V K E Yd, (1) 
it K 
3/ cikigne I’ensemble des cliques (qui sont des a&es et des triangles dans un 
g. (1pi\t ‘I;-P). 
“6 !‘wsemblc des trous (cycles impaires sans ccrde), 
I,. = glcl- 1). 
Pour d6montrcr I’integrite des sommets de P,,(G), considkrons le programme 
lintkirc suivant. 
f’(G) I 
x E Pt,(G), 
Max (c, x). 
On sait que pour tout sommet de P,,, il existe un vecteur c tel que ce sommet 
wit solution optimale unique de B(G). 11 suffit dwc de d6montrer que pour tout 
wctw cobt. il existe une solution optimale de P(G) qui est le vecteur 
rcprkci. tatif d’un indcpendant. Pour cela, nous ;nod;fierons I’algorithme don& 
t-n 4.3 pour construire en meme temps que I’indkpendant de poids maximum une 
wlutit ‘1 optimale du dual D(G) de P(G). 
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Ce dual s’kcrit 
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Min c Yk + c b(c)zC(c)- 
keK CE% 
Une solution kalisable du dual est un ensemble de valeurs non nkgatives 
associ6 aux cliques et aux trous tel que, pour tout sommet, la somme de ces 
valeurs pour les cliques et les trous auxquels il appaihent soit sup&-inure h son 
poids. 
Notons 
o(i) = c zc. 
{C‘,% : IEC) 
Nous dirons qu’unt solution de D(G) est propre si 
O(i)<Ci ViEX. 
Dans la suite, nous pourrons nous limiter aux solutions propres grke au lemme 
suivant. 
Lemme 5.1. Soit l4ne soZution yo, z,, de D(G). Alors il existe une solution prop-e y”, 
2 JP D(G) de m6me valeur. 
Diimonstration. Soit 9, Z la solution de D(G) de meme valeur que yo, to et 
minim&ant Cc zc. Supposons qu’elle ne soit pas propre. 3i tel que is(i) > Ci. Soit C 
un trou contenant i tel que Zc > 0 (voir Fig. 12). 
Posons G = Min [&., O(i)-ci}, 6 > 0. 
; Definissons une nouvelle solution y , z’ de la manikre suivante. 
(a) r,! = 2,. - 6, 
(b) Pour toutes les a&es B distance paire de i (en gras sur la Fig. 12) 
y: = j$ + 6, 
(c) Les autres variables sont identiques. 
Alors cette nouvelle solution reste kalisable puisque la “couverture” de tous 
les sommets est inchangee, sauf celle de i qui diminue de 8. 
De plus, elle a la m6me valeur que j?, Z puisqu’on perd S x 1‘. sur le cycle mais 
Fig. 12. 
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yu’il y a 1. a&es qui augmewent de 6. Or 
c z,\ = c 5,. - 6 < 1 2,. 
<‘c c, <: ‘t. 6, c-6 i 
cc qui contredit les hypothkses. c7 
coperation centrale de I’algorithme donnk en 4.2 est le remplacement de deux 
chaSnes de memes ex*rkmit& dans G par une seule ti 2, 3 ou 4 sommets dkfinissant 
un graphs rkduit G”. 
Nous allons indiquer comment, si on connait une solution optimale de D(G*), 
on peut construire une solution optimale de D(G), mais pour la clart6 de 
I’cxposC, nous commencerons par 6tudier le cas oti on applique I’opkation de 
reduction 0 5 un sous-graphe qui est une chaine unique. Dans la suite, nous 
dksignerons par longueur d’une chaine, le nombre de ces sommets et par parit 
d’une chaine, la paritk de ce nombre. 
5.1. Rkiuctisn d’une chaine 
Soit G un graphe S-P valuk, L un sous-graphe de G qui est une cha”ine 
d’extkmitks a et b, et G* le gwphe obtenu B partir de G par l’opkration In. (Cf. 
Fig. 1s). Pour pouvoir dkfinir simplement une solution de D(G) B partir d’une 
solution de D(G*), il faut qu’8 un trou de G* corresponde un trou de G, ce qui 
implique que I’op&tion 0 conserve la parit de !a chaine, c’est ti dire que si L a, 
par exemple, un nombre pair de sommets, la chaine qui la reprksente dans G” ait 
quatre sommets. Mais pour la vhrification du th6orkme des &arts 
CompEmentaires. nous avons besoin de plus. Si C” est un trou de G* tel que ti 
I’optimum z(C”) > I), alors (en supposant vraie la conjecture de Chvatal), il y a r,* 
sommets de C”’ dans tout indkpendant de poids maximum S* sur G*. I1 faut done 
que dans 1; trou correspondant C de G, il y ali /c sommets de tout ind6pendant 
optimum S sur G. On peut dire que I’opCration a sur la chaine doit preserver une 
notion de saturation que nous allons definir prtki&ment. 
- La chaine L est dite satur6e si les quatre indkpendants S,,(L), S,,-(L), S,,,-(L) 
et 5&,,(L) sont de curdinalite’ maximale. (Cf. Fig 14’5. C’est ZI dire. Si IL1 = 2p + 1, 
alors 
ISuJL)I = p + 1, ls,fd~~l = IS,,-(L)1 = lS,,(L)I = p. 
Si II,1 = 2p, alors 
ISa,<L,I =p - 1, IsdAul = Is,,-UJl = lS,,(L)l= p. 
- St jit L’ une sous-chaine inzpaire de L ne contenant ni a, ni b. Notons 
S&L_‘) I’ensemble de ses sommets de rang impair. 
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S&L’) l’ensemhle de ses sommets de rang pair. (Cf. Fig. 13.) 
y(L’) = s&L’)- s2(L’) et y* = Min y(L’) 
I&‘C 1, 
S a.L’* Xti.L’r Sh.*_‘r Si;,Lt les independants de poids max sur les deux chaines 
obtenuse par suppression de L’ quand les conditions en a et b sont specifiees. 
- Une sous-chaine L’ sera dite siparante par rapport a un independant S(L) 
si, ni ses extremites a’ et b’, ni les adjacents de ces extr6mitk a”, b” (non dans L’) 
n’appartiennent B S(L). 
Rappelons que la quantite dont le signe determine la parite de la chaine reduite 
est 
Lemme 5.2. Les deux propositions suiuantf3 son? 6quivalentes. 
(1) y*>o, 
(2) L est sature’e. 
De plus, si ces propositions sont fausses. Q(L) = 0. 
Dbmonstration. (2)+ (1). Soit la plus courte chaine L’ telle que y(L’) 60. Alors 
S,(L’) est un independant de poids max sur L’ et par consequent 
S&(L) = Sa_k’ + S,(L’) + Sb,L’q (0 
S&(L) = Sa,,. + S,( L’) + Si;.r_‘l (2) 
s,,(L) = S&L/ + S,(L) + Sl?.L’, (3) 
S&(L) = s,.,. + S,( L’) + Si;,J_‘. (4) 
Ces egalites impliquent 
Isalm + IS,dL>I -IS,,(L)l- !S,,(L)I = 0. 
Or si L etait saturee cette quantite vaudrait f 1. De plus, (l), (2), (3), (4) 
impliquent a(L) = 0. 
(l)+ (2). Si L est non saturee, un des quatre independants n’est pas de 
cardinalite maximale. (Supposons par exemple IL1 = 2p + 1 et (Sah (L)I < p + 1, voir 
Fig. 13.) 
Ceci entraine I’existence d’une sous-chaine separante. Soit L’ la plus courte 
Fig. 13. 
sowchalnc dparante. Alors :iz(L’) C Scllr( L), ce qui implique y( L’) S 0. (Sinsn 
s ,,,, (L)-s2(L’)S-s,(L’)>s ,,,, (L) d’oir y*Qo.) 
DQman,9tratirtPn. 011 wit d’aprh Ic lemmc pt+&dcnt qurj y* ) 0 inrpliquc quc L 
cst safur6e. II cst facile dc voir (Fig. 14) quc dans cc cas, il cxiste unc sowchaine 
I? tcllc q1w 
cut I,) 7 y( IL*) si t est impaire, 
(Y(L) y- - y( L*j si L dst paire. 
Pour dhontrcr Ic Icmii~c', il fau? doiic quc y(L*) = y'! Enlcvons luic 111ihc 
quanlit6 8 au poids dc tous Its sonlmcts dc I!,, Alaws VU on a y&L,‘) = y(L)) - 8 
lhi! 
Si 6 2 y” alors y X 6 0 d’aprks t I ) d’oir a&J = 0 d’aprbs Ic Lcmmc 5.2. 
Si S C yI”, y?l() ct la chainc est satu& Par cans6qucnt S,,,,( L,), ,!&r;(L.), 
&I, ( 1 ‘ S,,J Lb rcstcnt dcs hidependants dc poids w:ximum d’oir * 
o,(L) = *iy(L*)-s). 
cu,(L) cst unc fonction continue dc S (&ant ;a sommc dc quatrc fonctions 
continues) ct par cons6qucnt pour ci = y* on a 
cu,(L)=o=*(y(L~:)-y*) 3 y(L*)=y? a 
Thkor&me ii.1. Si P,,( G*) es? le palytope des indipemkznts de G”, alms P,,(G) est le 
polytop des ind+endarlts de G. 
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On sait que le polytope des kdependsnts d’une chaine est defini par les a&es 
de la chaine et on peut, par consequent, trouver un systeme de valeurs sur ces 
a&es y:‘_ qui “couvrent” le poids des sommets et dont la somme est egale a la 
valeur de l’independant de poids maximum sur la chaine. 
On a ainsi definit une solution de D(G) qui est realisable. 
Pour demontrer l’optimalite de cette solution, il suffit de vkifier les &arts 
complementaires avec x0, c’est a dire. 
(1) Si i E S” (xj’= l), alors la somme des poids des cliques et des trous passant 
par i est egale a Ci. 
(2) Si y’&> 0 alors il existe un sommet de S” qui appartient a K. 
(3) Si zv >(I alors le trou est sature (il y a & sommet de S” dans C). 
Ces conditions sont verifiees sur GZ. (3) est verifiee sur les trous passant par L 
puisque L est saturee si o(,> 0. Reste a verifier (1) et (2) sur la cha”ine. 
Placons nous, par exemple, dans le cas ou a E So, b$ S”. Si S,“, est un 
independant de poids maximum sur L apres modification despoids alors les &carts 
complementaires seront verifiees sur la chaine ce qui achevera de demontrer 
l’optimalite de x0. 
On sait, d’apres le Lemme 5.3, que le fait d’oter 0,) aux poids des sommets de LA 
ne modifie pas l’optimalite de S,,(L), S,,-(L), S,,(L), S&J: les valeurs de ces 
independants, apres modification de poids (l), (2) (3), deviennent: 
s:b = %h - c, - c,, + (c, - a, + Y 5) + (ch - % + Ybd) - (p - 34, 
H Gh = 2s,,- :- ?&) - SCb - S& + yz + y$ - (p - 2)0{], (4) 
$6 = s,c - (p - 1 )W,), (5) 
s:,- = S& - c, + (c,, - (Y, + YE.) - (p - 1)oo = S& + yz - (p - l)O{,, (6) 
:$r, = s,,,- + YE{ - (p - 1 Jo,,. (7) 
De plus, on a 
0:) tyfd+yFd=ad =q.. 09 
‘Jeci resulte des &arts complementaires puisque Cz E S et 
(9) 
(@+w”+y~d%&~ puisque y$ao, (10) 
(11) 




La demonstrti%n est analogue dans les autres cas. 
Ainsi pour tout systitme de poids sur les sommsts de G, on sait construire un 
indeperldart S,, done le vecteur representatif x0 est solution optimale de P(G) ce 
qu’r denwntre l’integrid des points extremes de Pi,(G). 
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Supposons maintenant que G possede un sous-graphe G1 constitue de deux 
chames L, et I+ de memes extremites a et 6. G* designera le graphe r&M 
obtenu (par I’operation a) en remplacant G, par une chaine Lo a 2, 3 ou 4 
sommets. 
Sauf le cas particuher oti L, ou L2 n’est constituee que d’une ar&e, la quantite 
dont le signe determine la longueur de Lo est 
(Y() = s:b + s;, - (SA, + s;,,. 
Lemme 5.4. cyO= cu(L,)+a(L,). 
D4monstration. 
S~,=S,,(L,)+S,,(L,)-c,-c,, 
Sk = Si,-(LA + s,,-&,I, 
S ag = SdL,) + SAL,) - cm 
sbh = S,,(L,) + S,,(L,) - Ch. 
D’oti le resultat. 0 
Nous supposerons par convention que L,, 
we 
- soit cyI, et a(L,) sont de meme signe, 
-soit L,, et L, se reduisent a une a&e. 
Thiiordme 5.2. Si P,,(G*) d&nit le polytope 
dkfinit celui de G. 
a la meme parite que L1, c’est a dire 
des indgpendants de G”, alors P,,(G) 
DCmonstration. Analogue a celle du Theo&me 5.1. 
Placons nous par exemple dans le cas CR,> 0 et indiquons comment construire 
un couple de solution optimales x0 de P(G) et (yo, zo) de D(G) a partir de x* et 
(y*, 2”). 
(a) Primal. x0 sera le vecteur representatif de l’independant S,, construit comme 
indique au Theoreme 4.2. 
(b) Dual. (1) (yo, zo) coincide avec (y*, z*) sur G,. 
(2) On va maintenant definir la solution de D(G) sur les trous passant par L, 
ou L*. 
(2.1) Si Lo, done L,, se reduit a une ark, a tout trou de G* correspond un 
trou de G auquel on attribue la meme valeur dans D(G). 
(2.2) Sinon definissons 
a1 = Min (a(U, wJ, (1) 
w2 = o()-w1. (2) 
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- si 01 = 00, B tout trou c passant par Lo dans G* on fait correspondre le trou 
c de G 
Z1=(CrIX*)UL, 
et on fait 
z,,(C) = z*(c). 
-Si o1 <wo, alors a(&) est de meme signe que a&,) et oz~ar(&). Soit C1, 
&, . . . , Cq les trous passant par L,, dans G* (c;’ z(C& = w(,) et soit l’indice r tel 
q”e 
r-l 
C Z"(Ci) = 01 et ~Z*(Ci)>~~* _ 
I 1 
Alors pow i c r, on fait correspondre B C’i le trou de G (Z’i = (Ci n X2) U L1 et on 
pose z,,(C#) = z(C,) 
Pour i = r, on fait correspondre Q C, un trou cr passant par L, auquel on 
attribue le Voids z&J = o, -C;-’ z*(Ci) et un trou CT passant L2 de z&F) = 
2 W,) - z,,(Q. 
POW i > r, on fait correspondre B Ci le trou C” = (Ci n X,) U L2 de poids 
Z,,( c> = r*!C, 1. 
(3) Reste B d6finir la valeur du dual sur G1. Pour cela on pro&de de la mgme 
manikrc qu’au Theorkme 5.1, en modifiant le poids des sommets. 
(1) c:=c,--ar,+y:, 
(2) c;,=ch-(Yh+yE., 
(3) c:=c;-w,; WE L,, if a, if b, 
(4) Cf = Ci -092; ViEL2, ifa, ifb. 
G, formant un cycle, on sait que P,,(G,) est le polytope des indbpendants de G, 
:Lemme 3.1) et on peut done trouver une solution optirnale de D(G,) dont la 
1 akur east 6gc” ,e B celle de l’independant de poids maximum sur G,. 
I1 sufii done de dkmontrer que la restriction B G, de I’indkpendant dkfini en (a) 
er,c un inddpendant de poids maximum pour v6Mcr les &arts con&mentaires 
sir, c,. ,” C;LI se fait de la meme man&e qu’au Thkorkme 5.1. Les &arts 
compltim~l,raires 6tant v&-if& sur G2 et sur lks trou~s passant par L1 et L2 (grace 
au Lemme 5.3), la solution (yo, zo) du dual D(G) et !a solution x0 du primal sont 
optimales. U 
It: ThkorZzme 5.2 achkve la d6monstration de la conjecture dc Chvatal. En 
effet. nous avons vu qu’il existe dans un graphe G, S-P connexe, simple et sans 
point d’articulation, une sequence de r6ductions Ln’, a’, . . . , W qui ram&e G B 
un cycle G,. On sait que la conjecture est vraie dans G, (Lemme 3.1) et on peut 
done clonstruire un couple de solutions optimales x, et (y,, zJ. Le Th&r&me 5.2 
permet de construire successivement des soluticrns optimales entikres x~_ I, 
x,-2, - . . x0 de P(G,-J, P(G,-,), . . . 9 P(G), ce qui demande l’intCgrit6 des 
sommets de P,,(G), ceci &ant vrai pour tout systkt-ne de poids. On remarquera 
enfin qt.‘: pour tout vecteur c entier, la solution duale est entikre. 
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