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Abstract-In this paper, the statistical model for the relative round-off error in the floating-point arithmetic 
is derived. The validity of the model is confirmed by the test of goodness of fit. The formulas to estimate 
the mean and the variance of the error is also derived. These formulas are applied to the product of the 
random numbers. Several examples are given which compare the experimental results with the theoretical 
results. 
1. INTRODUCTION 
We shall consider the round-off error in floating-point arithmetic. In this type of arithmetic, it is 
convenient o represent he error in relative form, since the bound for the relative error is 
independent of the input data. 
We investigate the relative error distribution and derive the formulas to estimate the mean 
and the variance of the error. 
2. RELATIVE ROUND-OFF ERROR 
Let x be a real number and b 2 2 be an integer, then the normalized base 6 floating-point 
representation of x is 
x = (-l)SbEa, (2.1) 
where s = 0 or 1, i.e. (- 1)” denotes the sign of x, and e and cre[b-‘, l)U{O} are the exponent and 
the mantissa of x, respectively. 
We shall assume that the number of digits of mantissa is t, and that s and e can be always 
represented exactly. By this assumption, if we denote the machine representation of x by fl(x), 
and if the chooping operation is employed, then 
f&x) = (-l)“b”r, (2.2) 
where y is the first t digits of a, i.e. 
y = m,b -I$ mzb-2 + . . . + m&-f l~m,~b-1, O~mi~b-1, (i=2,3 ,..., t). 
Denoting by E the relative round-off error, we find from (2.2) 
6 = W(x) - x)/x = (y - a)/a = - p/a, 
where p is the lower digits of (Y, i.e. 
P=m,+l _ b-l-1 + m,+,b-‘-2 + . . . . 
(2.3) 
The bound for E derived by Sterbentz[l] is 
- bd/(l + bd) < c I 0, 
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where d = b-‘. In several papers [2-51, however, another bound 
-bd<ecrO (2.5) 
is used instead of (2.4). Note that the bound of (2.4) is slightly stronger than that of (2.5). 
Tsao[6] and Kaneko[7] derived the probability density function (p.d.f.) of l inconsistent 
with (2.4), but consistent with (2.5). In this paper, we shall consider the distribution of E 
consistent with (2.4) and derive estimation formulas of the mean and the variance. 
3.RELATIVE ROUND-OFF ERROR DISTRIBUTION 
Let P,(e) and ps(P) denote the p.d.f. off and /3, respectively, and let Ptlv,a(eJ~, p) denote the 
conditional density of e for given 7, p. Assuming that the first t digits and the lower digits>of (Y 
are mutually independent, we have 
(3.1) 
where 
3/i = b-’ +(i- I)d, (i = 1,2,. . . ,I), I = (b-l)b-‘+‘. 
We shall obtain the quantities in (3.1). As indicated in [8], in floating-point arithmetic, it is ~ 
reasonable to assume that the mantissa distribution is the reciprocal distribution. Tsao and 
Kaneko[6,7] derived the p.d.f. of e under this assumption. 
Thus, we define the p.d.f. of a by 
p,(a) = l/(a In b), b-’ 5 a < 1. (3.2) 
From (3.2), we have 
Pr[ y = n] = (In (n + d) - In r)/ln b, (i = 1,2, . . . ,I). (3.3) 
Goodman and Feldstein[9] showed that the distribution of /3 can be approximated by the 
uniform distribution, if the mantissa distribution is reciprocal. 
Thus, we define p&l) by 
p&3)=&1, 05/3<d (3.4) 
From (2.3), the conditional density Pciv,s(E]Yi, /3) is given by 
Pe(ydEIYi9 P) = StE + P/(X + @)) (3.5) 
where S denotes the Dirac delta function. 
Substituting (3.3), (3.4) and (3.5) into (2.1), and putting 
we find 
Y = 6 + Bl(Yi + PI9 
p,(e) = $ (In (x + d) - In yi)(d In b)-’ ~‘d”‘i’d’ G(y)yi(y - E - 1)-2dy, (3.6) 
by the property of the delta function, the integral in (3.6) reduces to yi/(E + 1)2. Thus, we obtain 
the following expression: 
P*(e) = i Pi(e), 
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where 
I n(ln (Yi + 4 - in n) d Pi(E)= d In b(~ + l)* ' -+<E<o 0 I otherwise. (3.7) 
The expression of (3.7) is consistent with (2.4), since 
min (- d/( yi + d)) = - bd/(l + bd). 
I 
On the other hand, relative round-off error distribution for the rounding operation is given 
by the following expression: 
P(C) = $, (Pi+(E) + Pi-(C)), 
where 
(n + d)(ln (n + d)- In n) , 0 < c < d/(2x + d) 
Pi+(E) = 
d In b(r + l)* 
0 9 otherwise 
(3.8) 
yi(ln(yi+d)-lnyi), -d/(2yi+d)<E<O 
pi-(r) = 
d In b(e + l)* 
0 , otherwise. 
4. MEAN AND VARIANCE OF RELATIVE 
ROUND-OFF ERROR 
In this section, we shall derive formulas for estimating the mean and the variance of relative 
round-off error. 
4.1 Mean 
Let Z be the mean of E. Using (3.7), we find 
g= 1-L ep,(e) de = $, yi(ln (yi + 4 -In yi)(d In b)-’ /d:c,+d, 4~ + 1J2 de 
I 
= - 1 + (d In b)-’ & yi {In (1 + d/n)}*. 
Since 0 < d/y; < 1, the expansion 
In (1 + dlyi) = (d/x) - (d/n)*/2 + (d/yi)3/3 -. . . 
is valid. Using this expansion, we have 
gz-1 +(d/ln b)i ((l/yi)-(d/y/)+ ll(d*/y~)/l2-*a*) (4.1) 
i=l 
Applying the Euler-Maclaurin formula [101 to simplify the summation 
following formula: 
Z = - (b - l)d/(2 In b) + (b2 - 1)d2/(24 Inb) + (d’) 
The first term of this formula is equivalent to the formula of [6,7]. 
in (4.1), we obtain the 
(4.2) 
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In order to obtain the variance of E, we shall first calculate the second moment of E. If we 
denote by Q* the second moment, then from (3.7), 
cz = 1: ~JJn (yi + d) - In yj)(d In b)-’ 
I 
0 
e*/(e + 1)’ de 
i=l -dh+l 
~-1-2~+(lnb)~1~ln(l+~/~~)/(l+(dl~~)). 
i=l 
As before, expanding the third term in powers of d/yi, we have 
An application of the Euler-Maclaurin formula to the summation gives the following result: 
P = (b2 - 1)d2/(6 In b) - (b3 - l)d3/(18 In b) + O(d4). (4.3) 
From (4.2) and (4.3), the variance of E is given by 
g2 = g2 - (z)~ = (b - l)d2 {2(b + 1) In b - 3(b - 1)}/(12(ln b)2) 
+ (b - l)d3 {3(b2 - I) - 1(b2 + b + 1) In b}/(72(1n b)‘) + O(d4). 
(4.4) 
The first term of (4.4) is equivalent to the formula of [6,7]. 
For the rounding operation, the formula of the mean and the variance can be obtained in the 
same manner[l I], and the formulas are as follows: 
E = - (b2 - 1)d2/(48 Inb) + 0(d4) (4.5) 
,r2 = (b2 - 1)d2/(24 Inb) + 0(d4). (4.6) 
5. EXPERIMENTAL RESULTS 
We consider the X2-test of the model derived in Section 3 using the reciprocally distributed 
random number x. A generation of x is performed by the transformation x = b(-“), where u is a 
uniform random number on (0,l). 
We shall divide the interval (- bd,O] into 16 equilength subintervals Ii, i.e. 4 = 
(- bd + (i - l)bd/16, - bd + ibdll61, i = 1,2,. . . , 16. Let fi be the frequency that the relative 
error falls into 4, and let Fi be the frequency on 4 expected by the present model. For b = 2, 
t = 5,6,, . . , 16, the values of x2 are calculated by 
X2 = 8, cfi - FiJ21F; 
and the results obtained by 10,000 samples are shown in Fig. 1. A typical example of fi and Fi is 
tabulated in Table 1. 
It follows, from Fig. 1, that the present model is acceptable with the level of 5% significance 
for all I. 
Next we shall examine the theoretical values obtained by the formulas (4.2) and (4.4). In 
Table 2, the theoretical and the experimental results are shown. According to the Table, the 
present formulas are valid for all t. 
All the experiments are performed by an ACOS 77-900 computer and the operational mode 
is a single-precision binary floating-point mode. 
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Fig. 1. Values of ,y2 for 6 = 2. 
Table 1. An example off, and fi (b = 2,1=8) 
i fl Fi 
1 23 26 
2 91 91 
3 l.71 166 
4 255 252 
5 359 353 
6 475 473 
7 559 619 
8 784 798 
9 930 906 
10 951 905 
11 901 904 
12 935 903 
13 907 902 
14 867 901 
15 894 901 
16 89'3 9oo * 
Total 10000 10000 
Table 2. Mean and variance of relative round-off error (b = 2) 
Mean ce 
t Theoretical Experimental Theoretical Experimental 
5 -0.2236E-1 -0.2229E-1 O.l873E-3 O.l863E-3 
6 -0.1123~-1 -O.l121E-1 0.4794E-4 0.4796E-4 
7 -0.56243-2 -0.5647E-2 O.l213B-4 O.l210E-4 
0 -0.2815E-2 -0.2781E-2 0.304giG5 0.3076E-5 
9 -O.l408E-2 -O.l394E-2 0.76456-6 0.7551E-6 
10 -0.7043E-3 -0.7067E-3 O.l914E-6 o.lg'i6E-6 
11 -0.35223-3 -0.3503E-3 0.4789E-7 0.4811E-7 
12 -0.17613-3 -O.l774E-3 0.11983-7 O.l203E-7 
13 -0.8805~-4 -0.8801E-4 0.29953-8 0.3011E-8 
14 -0.4403E-4 -0,4442E-4 0.7487E-9 0.74293-g 
15 -0.2201E-4 -0.2171E-4 0.18723-9 0.18246-g 
16 -O.llOlE-4 -o.l096E-4 0.4680E-10 0.4675E-10 
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6. APPLICATION TO PRODUCT 
Hamming[8] showed that the mantissa distribution of the product xy is closer to the 
reciprocal distribution than that of the both x and y. Thus, the mantissa distribution of xy may 
be approximated by the reciprocal distribution, and the random variable E satisfying the relation 
fl(XY) = xy(l + E) (6.1) 
might have the distribution derived in Section 3, where jl(xy) is the machine representation of
XY. 
Let.P be the product of a sequence xi(i = 1,2,. . . ,n), i.e. P = ,i, xi. Using the relation (6.1) 
recursively with respect o Xi, we find 
fOPI = P(1 + E,)(l + l *) . . . (1 f E,-,), (6.2) 
where ei is the relative error introduced in each stage of multiplications. If we ignore the terms 
l iei(i, j = 1.2,. . . ,n - 1) in (6.2), then 
P(p)=P (1+X6)- (6.3) 
Denoting by R the relative round-off error in the product P, we find 
n-l 
R = W(P)- P)/P = 2 ei. (6.4) 
Assuming that the random variables ei(i = 1,2,. . . ,n) are mutually independent, we have 
E {R} = 8 E {Ei} =(n - l)c (6.5) 
n-l 
Var{R}= z, Var{ei}=(n - I)a*, (6.6) 
where Q and u2 are the quantities given by (4.2) and (4.4), respectively. 
An experiment for the checking of the validity of the formulas (6.5) and (6.6) is made. In this 
experiment, we set R = 100,b = 2 and t = 27,t and the two modes of calculation, the double and 
the single precision chopped arithmetic, are performed simultaneously. The round-off error is 
the difference of these two results. 
The experimental values of the mean and the variance of the relative error are the averages 
of 1000 trials. In Table 3, the experimental results are shown for both cases that the xi’s are the 
Gaussian and are the Uniform random numbers. 
The excellent agreement between the theoretical and the experimental results is evident. 
Table 3. Comparison of theoretical and experimental values for the round-off error in product (b = 2, 
t = 27) 
Oausslan Random Number 
Mean Variance 
Theoretical ExDerimental Theoretical ExDerimental 
-0.532133 -0.5324E-6 0.1105E-14 O.l245E-14 
Uniform Random Number 
Mean Variance 
Theoretical Experimental Theoretical Experimental 
-0.53213-6 -0.82773-6 O.l105E-14 O.l655E-14 
tour computer has a 27 bits mantissa in single-precision mode. 
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In this paper, we have derived a relative round-off error distribution and formulas to 
estimate the mean and the variance. The validity of these models have been confirmed by the 
experimental results. 
The present results will be useful to the floating-point computations. 
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