There are a number of models in Stata that estimate additional coefficients besides regular 'regression-like' coefficients. Often these have an interpretation as a standard deviation or a correlation of either error terms or random coefficients. Examples are [R] xtmixed or [R] heckman. Sometimes we want access to these coefficients to perform a test or impose a constraint. However, getting access to these parameters is not always straightforward. The problem is that Stata programs often do not estimate these coefficients directly but a transformed version of those parameters. In this Stata tip I will illustrate how to recover these parameters, test hypotheses, and impose constraints.
The reason for estimating the transformed parameters rather than the parameters directly is that that not all positive and negative numbers represent valid values for correlations or standard deviations, which can make it more difficult to estimate the model. The transformation is a way to work around this problem, as this transformation is chosen such that all numbers represent valid values for this parameter. For example, a standard deviation can only be larger than or equal to 0. If we model the logarithm of the standard deviation instead, then all positive and negative numbers represent valid values. Similarly, correlations are often transformed using a Fisher's z transformation (for a discussion of this transformation see : Cox 2008b ). This transformation is represented by z = The example below will use the heckman command as this will return both standard deviations and correlations on a transformed scale. Other commands where these strategies can be applied are for example [R] 
Moreover, there are some programs that estimate additional parameters on a transformed scale that are not standard deviations or correlations but where this same strategy can also be applied, for example:
If we want to recover the values of the parameters, we need to know how Stata is calling them. To find that out we can add the coeflegend option to our estimation command. We can than see that neither rho nor sigma have a legend attached to it. However, there are parameters called athrho and lnsigma that do have legends attached to it, and we can read in the manual (and deduce from their names) that these are the Fisher's z transformed correlation and the natural logarithm of the standard 1. The Mata equivalents of these functions have the same names and are documented in [M-5] If we have specific hypotheses then one way of testing these is to rephrase these hypotheses in terms of the transformed metric. Here I compute the transformed standard deviations and correlations on the fly by using the trick to enter the computations as '= exp ' (Cox 2008a) . This way exp is immediately evaluated, and test only sees the number that is the result of that computation. Notice that the transformations are not defined for standard deviations of 0 or correlations of -1 or 1. This is another way in which we can see that one needs to be careful when testing hypotheses on 'the boundary of the parameter space' (for example Gutierrez et al. 2001) . Using similar tricks, we can also impose constraints on these transformed auxiliary parameters.
. constraint 1 [lnsigma]_cons =`= ln(6). 
