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Abstract
Maximum likelihood (ML) estimation of spatial autocorrelation models is well-established for the case where each node
in the graph is directly observed. When one or more nodes are not observed, the user has a variety of computational tools
at her or his disposal ranging from the expectation-maximisation algorithm, which has become a standard for missing-data
problems, marginal-likelihood estimation methods, and fully Bayesian approaches. In this article we give a comprehensive
overview of likelihood-based computational frameworks for parameter estimation of the conditional-autoregressive model,
and establish connections with several algorithms in the literature that are iterative and often computationally suboptimal.
We show that a vanilla marginal ML approach, which we provide computational details for, is still generally orders of
magnitude faster than the iterative approaches, even on large data sets and especially so when the number of unobserved
units is relatively large.
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1 Introduction
Spatial autoregressive models are popular regression models that are used for modelling data that are distributed on a discrete
spatial domain D. There are two main types of such models, simultaneous autoregressive (SAR) models and conditional
autoregressive (CAR) models, the former pioneered by Whittle (1954) and the latter by Besag (1974). Important SAR
models are the spatial lag model, the spatial errors model and the spatial Durbin model (Lesage and Pace, 2009). In SAR
models, spatial dependence in the response variable is accounted for by imposing distributional assumptions on elements of
the domain D that are treated as neighbours. This neighbourhood structure is represented by a contiguity matrix W that
has zeros on the diagonal and for which Wij = 1 when i is a neighbour of j, for i, j = 1, . . . , n, and n is the cardinality of D.
Several estimation methods have been developed for SAR models, the most popular of which are based on maximum
likelihood (ML). A variety of computational approaches with the ML framework have also been considered. For example, for
SAR models, Ord (1975) uses eigenvalues of the contiguity matrix W for computations inside an ML framework. However,
as the number of operations associated with the calculation of eigenvalues is approximately O(n3), their approach quickly
becomes prohibitive for large data sets. It is now commonplace to instead take advantage of the sparsity in W, and to make
extensive use of the sparse Cholesky factor of matrices constructed using W for estimation (Pace and Barry, 1997b). For
CAR models, ML estimates are usually obtained through a two-step profile likelihood approach (e.g., Cressie and Wikle,
2011).
While computational methods for implementing ML estimation are well established for when every element in D is
observed, these are less so for when only a subset of elements in Do ⊂ D is observed. For SAR models, Lesage and Pace
(2004) considered an approximation to the expectation maximisation (EM) algorithm, while Suesse and Zammit-Mangion
(2017) proposed various alternatives by approximating some of the terms inside the M-step of the algorithm. Kato (2013)
considered the estimation of several spatial covariance models, including those in SAR models, using the EM algorithm
and the quasi-likelihood method for estimation, while Goulard et al. (2017) used the EM algorithm for evaluating various
in-sample and out-of-sample predictors for SAR models. Other estimation methods for SAR models with missing data have
been extensively studied: These include the generalised method of moments and least squares approach (Wang and Lee,
2013), and integrated nested Laplace approximations (INLA; Bivand et al., 2014; Gómez-Rubio et al., 2017).
Current approaches for parameter-estimation with CAR models are generally iterative in nature. The most well-known of
these is the EM algorithm, although other estimation methods can be found in the geostatistical literature. One influential
method is that of Griffith et al. (1989) who considered an iterative method which replaces the missing data by their best
linear unbiased predictor. On close inspection, their method, which is based on that of Martin (1984), is similar to the
EM algorithm, an indirect maximiser of the marginal log-likelihood, but a true marginal ML method. Similar to the EM
algorithm, their method is slow to converge and computationally inefficient.
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This paper serves a dual purpose, first to clarify the connections between the algorithms of Martin (1984), Griffith
et al. (1989) and the EM algorithm and, second, to establish the approach required to render marginal maximum-likelihood
estimation methods in CAR models computationally efficient. Our results show that there is no benefit in considering iterative
methods when doing ML estimation for CAR models, even when the data sets are large and especially so when the number
of missing data elements is relatively large.
In Section 2 the CAR model is introduced. In Section 3 we outline the marginal ML method, the EM algorithm and
the connections to the algorithms of Griffith et al. (1989) and Martin (1984). Section 4 establishes the computational
details required to make the marginal ML method feasible. In Section 5 a simulation study is conducted to compare the
EM algorithm, the marginal ML method and the methods proposed by Griffith et al. (1989) and Martin (1984). Section 6
illustrates the proposed method on a well known data set and the paper concludes with a brief discussion.
2 Conditional Autoregressive Models
Let Y = (Y1, . . . , Yn)
> be the n random vector of the response variable, X be the n × p design matrix containing the
explanatory variables and W be the n × n contiguity matrix, where Wij represents spatial adjacency of two units i and j;
by convention Wii = 0, i = 1, . . . , n. Common methods to form W are through first order contiguity relations and nearest
neighbours; see Ord (1975) or Pace and Barry (1997a) for more details. Often W is sparse in the sense that many of its
elements are zero. The zeros often correspond to elements whose pairwise distance exceeds a fixed threshold.
Define y−i = (y1, . . . , yi−1, yi+1, . . . , yn)
> as the vector of responses excluding yi. The CAR model is built from the
following conditional relationships
Yi|y−i ∼ N
∑
i,j
Cijyj ,∆ii
 , i = 1, . . . , n, (1)
where Cij are the elements of the spatial dependence matrix C with Cii = 0, and the diagonal matrix ∆ has positive elements
∆ii, which may depend on C. The conditional mean of Yi depends on the values of all the neighbours of the ith node, that
is, on all yj with Cij > 0.
Under certain conditions, the conditional specification of the CAR model in Equation (1) also fully specifies a valid joint
distribution of Y. Specifically, Besag (1974) showed that the random vector Y has zero mean vector and (co)variance matrix
Cov(Y) ≡ Σ = (I−C)−1∆, provided (I−C)−1∆ is positive definite. The matrix Σ must also be symmetric, that is,
Cij
∆ii
=
Cji
∆jj
. (2)
If ∆ is positive definite then it is sufficient for I−C to have positive eigenvalues for Σ to be positive definite. The following
are sufficient conditions to establish a valid CAR model (Hoef et al., 2017):
(C1) I−C has positive eigenvalues,
(C2) ∆ has positive diagonal entries, that is, ∆ii > 0, i = 1, . . . , n,
(C3) Cii = 0, i = 1, . . . , n, and
(C4) Equation (2) holds.
Often the practitioner aims to include covariates in the model of the mean. In this setting, the general CAR model has the
form
Y = Xβ + e, (3)
where X is a matrix of covariates with ones along the first column, β is a p-dimensional vector of regression coefficients, and
e is a zero-mean CAR model. It then follows that Y ∼ N(µ ≡ Xβ,Σ ≡ (I −C)−1∆). Usually, the contiguity matrix W
is itself used to model C; the simplest model being C = ρW where ρ is an unknown parameter that needs to be estimated.
Usually ∆ is also modelled as σ2∆̃ with known ∆̃, that is, ∆ is assumed known up to a constant σ2, which needs to be
estimated. Then, Σ = σ2(I − ρW)−1∆̃. Let λ(1) ≤ · · · ≤ λ(n) be the ordered n eigenvalues of the matrix W. Then
1
λ(1)
< ρ < 1λ(n) ensures that I− ρW has positive eigenvalues and that condition C1 is met.
In this paper we aim to make inference at n units when only ns < n units are observed. We assume that data are missing
at random for ML estimation to be consistent.
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3 Maximising the Marginal Likelihood
3.1 Marginal Maximum Likelihood
Let ω ≡ σ2 and Σ ≡ ωV, that is, let V = (I − ρW)−1∆̃. Instead of maximising the marginal log-likelihood indirectly via
the EM algorithm, (see Suesse and Zammit-Mangion, 2017; Lesage and Pace, 2004), we consider marginal ML (see Suesse,
2018, for the case where marginal ML estimation was considered for SAR models). We will follow closely the notation used
in Suesse (2018), using M to denote the precision matrix, that is, M ≡ V−1 = ∆̃−1(I− ρW).
Let s be the set of units that are observed and u be the set of units that are unobserved. Vectors (e.g., µ) and matrices
(e.g., M) are partitioned as follows:
µ =
(
µs
µu
)
, M =
(
Mss Msu
Mus Muu
)
. (4)
The random vector y is multivariate normal, and consequently ys is also multivariate normal with mean µs and variance
ωVss. Hence, the marginal log-likelihood of ys with parameter vector θ = (β
>, ω, ρ)> is given by
log f(ys;θ) = −
ns
2
log(2π)− ns
2
logω +
1
2
log |V−1ss | −
1
2ω
r>s V
−1
ss rs, (5)
where rs = ys − µs.
Maximising (5) with respect to β and ω for fixed ρ gives the ML estimates
β̂(ρ) = (X>s V
−1
ss Xs)
−1X>s V
−1
ss ys, and ω̂(ρ) =
1
ns
r̂>s V
−1
ss r̂s, (6)
where r̂s ≡ ys −Xsβ̂(ρ). Plugging these estimates back into (5) provides the concentrated log-likelihood that only depends
on the parameter ρ,
log f(ys; ρ) = −
ns
2
log(2π)− ns
2
log
r̂>s V
−1
ss r̂s
ns
+
1
2
log |V−1ss | −
ns
2
= −ns
2
(
log
(
2π
ns
)
+ 1
)
− ns
2
log r̂>s V
−1
ss r̂s +
1
2
log |V−1ss |. (7)
Martin (1984, p. 1278) suggested minimising the expression
|Vss|
1
ns
(
r̂>s V
−1
ss r̂s
)
,
which is equivalent to maximising the concentrated log likelihood (7); see Appendix A for details. Estimation of ρ thus reduces
to a one-dimensional optimisation problem, for which extensive software and algorithms are available. (In our experiments
we used the R routine optimize(); see Brent, 1973). As long as the terms r̂>s V
−1
ss r̂s and log |V−1ss | can be calculated quickly,
the underlying optimisation problem is indeed straightforward.
Consider now the formula of the inverse of a partitioned matrix (see, for example, Harville, 1997),
M−1 =
(
(Mss −MsuM−1uuMus)−1 −M−1ss Msu(Muu −MusM−1ss Msu)−1
−M−1uuMus(Mss −MsuM−1uuMus)−1 (Muu −MusM−1ss Msu)−1
)
.
Then, since V = M−1, the formulae for the mean µs and variance Vss are
µs = Xsβ, (8)
Vss = (Mss −MsuM−1uuMus)−1,
and therefore V−1ss takes the relatively simple form
V−1ss = Mss −MsuM−1uuMus. (9)
Notice that V−1ss 6= Mss unless Msu = Wsu = 0. Marginal ML estimation follows by directly maximising (7) as a function
of ρ. We denote the marginal ML method as MML.
3.2 EM Algorithm
Let θ = (β>, ω, ρ)> be the vector of parameters of the CAR model and also let θ′ be the a current estimate of θ. The EM
algorithm alternates between an E-step and an M-step. In the E-step, the following expectation is calculated,
Eu|s(yu;θ
′) ≡ µu|s = µu + VusV−1ss (ys − µs), (10)
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which is computationally more conveniently expressed in terms of M as
Eu|s(yu;θ
′) = µu −M−1uuMus(ys − µs). (11)
In the M-step, the Q-function Q(θ|θ′) ≡ Eu|s log f(y;θ) is maximised with respect to θ to yield a new estimate of θ, where
Q(θ|θ′) = −n
2
log(2π)− n
2
logω +
1
2
log |M(ρ)| −
r>u|sM(ρ)ru|s + ω
′tr
{
Muu(ρ
′)−1Muu(ρ)
}
2ω
,
ru|s = ru|s(θ|θ′) ≡ Eu|s(y;θ′)− µ(θ), and Eu|s(y;θ′) = (y>s ,µ>u|s)
>.
The M-step can be expressed solely in terms of ρ by calculating the maximisers for β and ω analytically, given by
β̂(ρ|θ′) =
(
X>M(ρ)X
)−1
X>M(ρ)Eu|s(y;θ
′), (12)
ω̂(ρ|θ′) = 1
n
r>u|sM(ρ)ru|s, (13)
and then plugging these into the Q-function. This leads to the so-called concentrated Q-function
Q(ρ|θ′) = −n
2
(log(2π) + 1)− n
2
log ω̂(ρ|θ′) + 1
2
log |M(ρ)| −
ω′tr
{
Muu(ρ
′)−1Muu(ρ)
}
2ω̂(ρ|θ′)
, (14)
which is only a function of ρ.
3.3 Other iterative methods
Martin (1984, p. 1280) showed that
r>s V
−1
ss rs ≡ r>u|sV
−1ru|s. (15)
Based on this equivalence, the author suggested to replace r>s V
−1
ss rs in Equation (5) with r
>
u|sV
−1ru|s, which is a compu-
tationally efficient way to avoid dealing with V−1ss and, rather, dealing with the computationally simpler precision matrix
V−1 = M. After this substitution, expression (5) becomes
log f(ys;θ) = −
ns
2
log(2π)− ns
2
logω +
1
2
log |V−1ss | −
1
2ω
r>u|sMru|s. (16)
Maximising this expression with respect to β and ω gives
β̂(ρ) =
(
X>M(ρ)X
)−1
X>M(ρ)Eu|s(y; ρ), and (17)
ω̂(ρ) =
1
ns
ru|s(ρ)
>M(ρ)ru|s(ρ). (18)
Plugging these back into (16) yields
log f(ys; ρ) = −
ns
2
(log (2π) + 1)− ns
2
log ω̂(ρ) +
1
2
log |V−1ss (ρ)|. (19)
Instead of maximising (19) as a function of ρ, Martin (1984, p. 1281) suggested an iterative algorithm. Given the ρ
estimate from the previous iteration, denoted by ρ′, we can obtain the estimates of the regression coefficients through
β̂ =
(
X>M(ρ′)X
)−1
X>M(ρ′)Eu|s(y; ρ
′). (20)
Martin (1984) then proposed that ρ̂ be found by minimising
|V(ρ)|
1
ns × r>u|sM(ρ)ru|s, (21)
where ru|s = ru|s(ρ
′, β̂) = Eu|s(y; ρ
′)−Xβ̂. When ω is unknown then its estimate is obtained through
ω̂ =
1
ns
ru|s(ρ
′, β̂)>M(ρ̂)ru|s(ρ
′, β̂). (22)
The algorithm proceeds by iteratively setting ρ′ = ρ̂ and computing Equations (20)-(22) until convergence is reached.
It is likely that Martin (1984) made a small mistake in Equation (21) by using |V(ρ)|
1
ns instead of |Vss(ρ)|
1
ns . Griffith
et al. (1989, p. 1517) used a correct version, and proposed the ensuing algorihm for CAR models (and also one for the spatial
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errors model) that is initialised with ρ′ = 0. Griffith et al. (1989) do not compute (22) since Equations (20) and (21) do not
depend on ω̂. Instead, ω̂ is obtained after the algorithm has converged and produces an estimate of ρ, which then uniquely
determines ω̂ and β̂.
In the following we refer to the algorithm by Griffith et al. (1989) as GBH89 and to the algorithm by Martin (1984) as
Martin84. The drawback of these algorithms is that both require (usually) several iterations until convergence is achieved.
Further, this indirect maximisation is unnecessary since (19) is a function of ρ and can be maximised directly. The GBH89
and Martin84 algorithms in fact could be classified as coordinate-ascent optimisation methods, which are known to be slower
to converge to a local maximum than standard ascent-based methods.
In Section 4 we present details on how to efficiently compute the terms needed in all the algorithms. These include
the terms for Martin84 and GBH89 since both Martin (1984) and Griffith et al. (1989) did not take advantage of sparse
matrix linear algebraic operations, implementations for which are nowadays widely available. In Section 5 we then conduct
a simulation study comparing the computational efficiency of the discussed approaches.
4 Computational Aspects
It is unclear why iterative methods for ML estimation with partially-observed CAR models have garnered so much interest in
the spatial econometrics and geostatistics community. One reason could be that considerable care in the implementation must
be taken when estimating using MML, to ensure computational feasibility. In this section we establish the computational
details required to implement the MML method efficiently.
Let Ỹ ≡ ∆̃−1/2Y and assume that the conditional variance is known up to a constant, that is, Var(Yi|y−i) = σ2∆̃ii, i =
1, . . . , n. Then the mean and the covariance matrix of Ỹ are µ̃ = ∆̃−1/2Xβ = X̃β and
Σ̃ = σ2∆̃−1/2(I− ρW)−1∆̃∆̃−1/2
= σ2
[
∆̃−1/2(I− ρW)∆̃1/2
]−1
= σ2(I− ρ∆̃−1/2W∆̃1/2)−1
= σ2(I− ρW̃)−1.
Hence, by transforming the process and using Ỹ, X̃ ≡ ∆̃−1/2X and W̃ ≡ ∆̃−1/2W∆̃1/2 we obtain a general CAR model
with ∆ = σ2I. Therefore, without loss of generality, in this section we assume that ∆ = σ2I. For this model, M = I− ρW̃.
The calculation of (9) involves the calculation of M−1uu which should not be computed explicitly (especially) for large nu.
Let
a = ρL−1uuWusXs, (23)
b = ρL−1uuWusys,
where Luu is the lower Cholesky factor of Muu = Iu−ρWuu. Since WusXs and Wusys are of dimensions nu×p and nu×1,
respectively, the calculation of a and b only requires (nu × (p+ 1)) sparse forward solves that are generally fast to compute,
even for large nu.
The MML computations for partially-observed CAR models proceed in two steps. In the first step ρ is fixed and β̂ is
calculated from X>s V
−1
ss Xs and X
>
s V
−1
ss ys. In the second step ω̂ is calculated. This second step requires computaton of
r̂>s V
−1
ss r̂s, which can be expressed as
r̂>s V
−1
ss r̂s = y
>
s V
−1
ss ys − 2β̂
>
X>s V
−1
ss ys + β̂
>
(X>s V
−1
ss Xs)β̂
= y>s V
−1
ss ys − β̂
>
X>s V
−1
ss ys.
The three terms X>s V
−1
ss Xs, X
>
s V
−1
ss ys and y
>
s V
−1
ss ys that are required can be expressed as
X>s V
−1
ss Xs = X
>
s MssXs − a>a, (24)
X>s V
−1
ss ys = X
>
s Mssys − a>b, and (25)
y>s V
−1
ss ys = y
>
s Mssys − b>b. (26)
The terms X>s MssXs, X
>
s Mssys and y
>
s Mssys can be simplified further. In particular,
y>s Mssys = y
>
s ys − ρy>s Wssys,
which can be calculated efficiently for a given value of ρ, as the two terms y>s ys and ysWssys do not depend on ρ and thus
only need to be computed once.
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Table 1: Computational results: Average negative log-likelihood (−l) on convergence, average number of iterations and
average computational time required (in seconds) for the considered methods across 10,000 simulations.
Average negative log-likelihood (−l) on convergence
ns 20 50 100 200 300 400 500
MML 27.172 70.720 143.364 287.849 431.459 574.451 716.684
EM 27.216 70.721 143.364 287.849 431.459 574.451 716.684
Martin84 30.056 76.299 153.117 295.350 433.924 574.886 716.685
GBH89 27.192 70.721 143.364 287.849 431.459 574.451 716.684
Average number of iterations
ns 20 50 100 200 300 400 500
MML N/A N/A N/A N/A N/A N/A N/A
EM 897.8 517.3 233.4 68.7 31.0 15.5 5.5
Martin84 754.9 262.8 137.9 43.7 26.5 14.4 5.9
GBH89 450.0 192.1 103.9 45.9 25.3 13.9 6.0
Average computational time required (in seconds)
ns 20 50 100 200 300 400 500
MML 0.39 0.33 0.31 0.30 0.30 0.30 0.32
EM 352.71 172.94 60.74 11.73 5.17 2.70 0.93
Martin84 116.88 39.64 18.89 4.37 2.39 1.29 0.49
GBH89 57.43 21.35 10.16 4.13 2.28 1.29 0.53
INLA 4.55 5.25 5.82 6.82 7.00 7.04 6.87
Finally, the term |Vss| or |V−1ss | has to be calculated. While so far the calculation of M−1uu has been avoided, (9) requires
the calculation of MsuM
−1
uuMus which can be costly if ns or nu are large. To circumvent this problem we exploit a standard
linear algebra result (Harville, 1997), which establishes that the determinant of the matrix M can be expressed as the
determinant of its block matrix components
|M| = |Muu| × |Mss −MsuM−1uuMus|.
Therefore, we have that
log |V−1ss | = log |M| − log |Muu| = log |I− ρW| − log |Iu − ρWuu|. (27)
This result was also mentioned by Martin (1984, p. 1279) and the first term in (27) is used in the R package spdep
(Bivand, 2018) for fitting CAR and SAR models. Instead of computing log |M| and log |Muu| for each value of ρ, as is done
for standard SAR models (Suesse, 2018), we can further improve computational efficiency by re-expressing |I − ρW| (and
similarly |Iu − ρWuu|) as
|I− ρW| =
 (ρ)
n
∣∣∣ 1ρI + (−W)∣∣∣ ; ρ > 0,
(−ρ)n
∣∣∣(− 1ρ) I + W∣∣∣ ; ρ < 0.
Using this representation, one can leverage efficient updating algorithms that obviate the need to compute Cholesky factori-
sations for each value of ρ. For example, one could make use of the updating algorithm available in the ldetL2up() function
in the R package Matrix (Bates and Maechler, 2018; Chen et al., 2008). Specifically, suppose that the Cholesky factorisation
of cI + W is available, then one can update the Cholesky factorisation of cI + W to obtain the Cholesky factorisation of
dI + W for any value of d. In our case d = 1ρ when ρ > 0 and d = −
1
ρ when ρ < 0. This updating process is usually more
computationally efficient than one using factorisation.
Note that although the Cholesky factor of M need only be computed once using this procedure, that of Muu needs to be
computed for each value of ρ to compute (23) and (27). This does mean that the MML algorithm will slow as nu increases,
although iterative methods also tend to converge very slowly for large nu. This burden can be alleviated to a large extent
by instead computing the factor of a fill-in reducing permutation of Muu; see Rue and Held (2005, Ch. 2) for details.
Closed-form expressions are available for the expected information of the parameters associated with the CAR model.
We provide these in Appendix B.
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Figure 1: Boxplots of differences between the log-likelihood (l) of an algorithm (EM, Martin84, or GBH89) and that obtained
through MML estimation on convergence for ns ∈ {20, 50, 100, 400} (see text for details).
5 Simulation Study
In this section we empirically compare the discussed methods in terms of computational time and convergence, namely MML
estimation, the EM algorithm, Martin84, and GBH89. We use the contiguity matrix W from the Corrected Boston Housing
Data, collected by Harrison and Rubinfeld (1978) and available in the R package spdep (Bivand, 2018). For this study we set
∆ = σ2I and C = ρW, where W for the n = 506 units was obtained through W = D−1/2WD−1/2, where D is a diagonal
matrix with elements Dii =
∑n
j=1Wij (the number of neighbours of unit i). Under this normalisation, the largest eigenvalue
λ(n) = 1, and hence the upper bound for ρ is one.
The data were generated using a general CAR model with intercept β0 = 1 and slope β1 = 2, the spatial dependence
parameter was set to ρ = 0.5 and the variance to ω ≡ σ2 = 1. The elements of x1 in X ≡ (1,x1), were sampled from a
standard normal distribution. To implement MML we used the R routine optimise() to maximise the log-likelihood (5)
with a tolerance of 10−8 (i.e., the optimisation was set to terminate when
∑
j |θj − θ′j | < 10−8). The function optimise()
was also used for the M-step of the EM algorithm, and for Equation (21) in both Martin84 and GBH89. For these iterative
algorithms, convergence was deemed to be reached when
∑
j |θj − θ′j | < 10−4. This higher tolerance was required for the
iterative algorithms to reach convergence within reasonable time frames. All experiments were run on a multi-core machine
containing Intel Xeon E5-2620 2.10GHz processors.
Table 1 shows the values of the empirical mean of the value of the log-likelihood, the number of iterations of the iterative
methods and the computation times in seconds, for various values of ns (ns = 20, 50, 100, 200, 300, 400, 500) when fitting
CAR models to 10,000 realisations of Y. The results show that MML is orders of magnitude faster than the iterative methods
when ns is small, and still considerably faster when ns ≈ n. Among the iterative methods the GBH89 algorithm is fastest,
while the Martin84 algorithm does not converge to the correct ML value in most cases, as expected. Due to the popularity
of INLA in fitting these types of models (e.g., Bivand et al., 2015), we also show timings for INLA when using the generic1
model with a Gaussian likelihood with fixed, large, measurement-error precision (note, however, that INLA is based on
approximate Bayesian computations and uses multiple cores, and that the computational complexity for a latent Gaussian
model of this type is largely determined by n and not ns).
To empirically compare the rate of convergence of the various algorithms we show box plots of the differences between
the log-likelihood of the iterative methods and that from MML estimation, on convergence, in Figure 1. A value of zero
indicates that an algorithm achieved the same log-liklihood as MML estimation, while a negative value indicates that an
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algorithm achieved a lower log-likelihood. From the boxplots it can be seen that for large ns (for example ns = 400) the EM
algorithm, GBH89 and MML all converge to the same log-likelihood value. For small ns, the EM algorithm and GBH89 do
not, in general, outperform MML, and often perform worse, especially for small ns.
6 Real-data Example
The Lucas County (Ohio, USA) housing data set consists of n = 25, 357 observations of single-family homes sold in the
period 1993–1998. The data set is part of the R package spdep (Bivand, 2018) and is comprehensively described in the
Spatial Econometrics toolbox for Matlab; see http://www.spatial-econometrics.com/html/jplv7.zip. The data have
been used by Bivand (2010) to compare several software packages for fitting spatial regression models. Bivand (2010) used
as response variable the log house price (log(price)), and as explanatory variables powers of age (age, age2 and age3), log
lot size in square feet (log(lotsize)), the number of rooms (rooms), the log of the total living area in square feet (LTA), the
number of beds, and an indicator for each of the years 1993–1998 (syear). Here we use the same binary sparse contiguity
matrix W as used by Bivand (2010), but again transformed to W as in Section 5.
To obtain a data set with missing data, a systematic sample was produced of size ns = 1, 015 by selecting every 25th
data point: ys = (y1, y26, y51, . . . , y25351)
>. Fitting a CAR model to the full data set (i.e., with no unobserved data) using
the package spdep took less than 1 second while, using the convergence criteria detailed in Section 5, MML estimation took
approximately 3.5 seconds with missing data. The iterative methods proved problematic with such a large data set, despite
the use of the sparse matrix algebra operations detailed in Section 4. GBH89 gave the same results as MML estimation, but
convergence required more than 4 hours. The EM algorithm was stopped after 10,000 iterations, at which point it had still
not converged, while Martin84 did not give converge to sensible estimates, as expected. For completeness, the results of the
fully observed data are given in Table 2. Note how MML estimation returned reasonable estimates for all parameters (when
compared to those using all the data) despite using only 4% of the data (but the same underlying neighbourhood graph of
size n).
Table 2: CAR model estimates and standard errors (in brackets) for a sample of size ns = 1, 015 using MML estimation, the
EM algorithm, Martin84 and GBH89. The CAR model estimates when the full data set is fitted using spdep are also shown.
Note that standard errors for ω are not available from spdep.
MML EM Martin84 GBH89 Full data
Intercept 4.171 (0.391) 4.153 (0.392) 5.771 (0.294) 4.173 (0.391) 4.841 (0.269)
age 1.311 (0.439) 1.322 (0.439) 0.299 (0.448) 1.309 (0.439) 0.999 (0.285)
age2 −2.538 (0.830) −2.555 (0.830) −1.099 (0.789) −2.536 (0.830) −2.388 (0.474)
age3 0.117 (0.470) 0.122 (0.470) 0.145 (0.425) 0.116 (0.470) 0.882 (0.237)
log(lotsize) 0.154 (0.022) 0.153 (0.022) 0.181 (0.021) 0.154 (0.022) 0.188 (0.017)
rooms 0.018 (0.020) 0.018 (0.020) 0.024 (0.014) 0.018 (0.020) 0.004 (0.010)
log(LTA) 0.771 (0.061) 0.774 (0.061) 0.524 (0.040) 0.770 (0.061) 0.608 (0.037)
beds −0.033 (0.030) −0.032 (0.030) −0.037 (0.020) −0.033 (0.030) 0.019 (0.015)
syear1994 0.053 (0.046) 0.053 (0.046) 0.014 (0.030) 0.053 (0.046) 0.039 (0.024)
syear1995 0.059 (0.047) 0.059 (0.047) 0.029 (0.031) 0.058 (0.047) 0.081 (0.024)
syear1996 0.034 (0.045) 0.035 (0.045) −0.036 (0.029) 0.034 (0.045) 0.101 (0.023)
syear1997 0.086 (0.044) 0.086 (0.044) 0.062 (0.029) 0.086 (0.044) 0.146 (0.023)
syear1998 0.155 (0.047) 0.156 (0.047) 0.119 (0.032) 0.155 (0.047) 0.194 (0.023)
ρ 0.930 (0.013) 0.926 (0.014) 0.999 (0.000) 0.930 (0.013) 0.930 (0.002)
ω 0.072 (0.006) 0.074 (0.007) 0.015 (0.000) 0.072 (0.006) 0.083 ( −− )
l - 536.778 -536.782 -887.593 -536.778 -8574.474
Iterations 1 10,000 4,614 1,290 –
Computation Times in Seconds
3.5 146,268 52,091 14,822 0.8
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7 Conclusion
We have reviewed various ML methods for fitting CAR models in the presence of missing data, and we found that, despite
its simplicity, MML estimation considerably outperforms other iterative algorithms, including the popular EM algorithm,
when efficiently implemented. We see that the iterative methods Martin84 and GBH89 are often much faster than the EM
algorithm since they do not require an E-step, and we show that, as expected, Martin84 does not maximise the likelihood
function. It appears that the EM algorithm is most useful when the number of missing units is small relative to n, that is,
when the correlation between the latent states and the parameter estimators is low. This effect is also commonly seen in
other standard statistical models, such as linear mixed models.
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APPENDIX
A Equivalence of Martin (1984)’s minimisation and concentrated log-likelihood
maximisation
Martin (1984, p. 1278) suggested minimising |Vss|
1
ns
(
r̂>s V
−1
ss r̂s
)
to fit a CAR model. This is equivalent to maximising the
concentrated log likelihood (7) since
max
{
−ns
2
(
log
(
2π
ns
)
+ 1
)
− ns
2
log r̂>s V
−1
ss r̂s −
1
2
log |Vss|
}
⇔min
{
+
ns
2
(
log
(
2π
ns
)
+ 1
)
+
ns
2
log r̂>s V
−1
ss r̂s +
1
2
log |Vss|
}
⇔min
{(
log
(
2π
ns
)
+ 1
)
+ log r̂>s V
−1
ss r̂s +
1
ns
log |Vss|
}
⇔min
{
r̂>s V
−1
ss r̂s × |Vss|1/ns
}
.
B Information Matrix for parameters in the CAR Model
Let ls ≡ − log f(ys), rs ≡ ys−Xsβ, and Bss ≡ V−1ss = Mss−MsuM−1uuMus. It is straightforward to see that the components
of the information matrix for the parameters in the CAR model are given by
E
(
∂2ls
∂β∂β>
)
=
1
ω
X>s BssXs,
E
(
∂2ls
∂ω2
)
=
ns
2
1
ω2
,
E
(
∂2ls
∂ρ2
)
=
1
2
tr
(
B−1ss
∂Bss
∂ρ
B−1ss
∂Bss
∂ρ
)
,
E
(
∂2ls
∂ω∂β
)
= 0,
E
(
∂2ls
∂ρ∂β
)
= 0,
E
(
∂2ls
∂ω∂ρ
)
= − 1
2ω
tr
(
B−1ss
∂Bss
∂ρ
)
,
where
∂Bss
∂ρ
=
∂Mss
∂ρ
+ MsuM
−1
uu
∂Muu
∂ρ
M−1uuMus −
∂Msu
∂ρ
M−1uuMus −MsuM−1uu
∂Mus
∂ρ
.
Note that some of these terms can be simplified further since M = I− ρW and hence ∂M∂ρ = −W.
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