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Abstract
A method to price American options under a stochastic volatility framework is in-
troduced which is based on Rambharat and Brockwell (2010). We price American
options under the Heston and Bates stochastic volatility models where volatility is
assumed to be a latent process. The pricing algorithm is based on the least-squares
Monte Carlo approach made popular by Longstaff and Schwartz (2001). Informa-
tion about the volatility of the underlying asset is used to assist in solving the pric-
ing problem. Since volatility is assumed to be a latent, a particle filter is used to
estimate the filtering distribution of volatility. A summary vector is constructed
which captures the essential features of the filtering distribution. At each time step
before maturity, the elements of the summary vector and the current share price are
used as explanatory variables in a regression function which estimates the contin-
uation value of the option. Estimating the continuation value assists in finding the
optimal time to exercise the option. This pricing approach is benchmarked against
a method which assumes volatility is observable. Furthermore, our pricing ap-
proach is compared to simpler methods which do not use particle filtering. Results
from our numerical experiments suggest the proposed approach produces accurate
option prices.
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Chapter 1
Introduction
American option pricing has been heavily researched in quantitative finance. How-
ever, little attention has been given to pricing American options under a latent
stochastic volatility framework. The solution to this problem has many practical
applications since a large number of exchange-traded options are American. An
American option can be exercised at any point in time from inception to expiry. In
contrast, a European option can only be exercised at its expiry. The possibility of
an early exercise makes pricing an American option more difficult than European
options.
The price of an option can be calculated by evaluating the expectation of the op-
tion’s discounted payoff under a risk-neutral measure (Karatzas et al., 1998). Since
the holder of an American option can choose to exercise the option at any time till
maturity, the pricing of an American option involves an optimal stopping problem.
The value of an American option is the supremum over a range of possible stop-
ping times of the risk-neutral expectation of the discounted payoff of the option
(Karatzas et al., 1998). Therefore, valuing an American option involves finding the
optimal time to exercise the option. The least-squares Monte Carlo (LSM) algorithm
which was made popular by Longstaff and Schwartz (2001) is a method for solving
this optimal stopping problem. The basic version of this algorithm assumes that
all sources of randomness that affect the price process of the underlying stock are
fully observable such as the volatility process. The LSM method requires that the
stock price process is Markov. Under a stochastic volatility framework, the stock
price process is not Markov. However, the stock and volatility processes are jointly
Markov. An LSM method can be used to value an American option if the current
stock price and volatility are known.
In this dissertation, it is assumed that the volatility process is latent. The op-
tion holder, not knowing the volatility, will exercise sub-optimally relative to the
full optimal exercise strategy when volatility is observable. The volatility process
of the underlying stock must first be estimated before an LSM type method is used
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to value an American option. This will ensure the option holder will exercise op-
timally. One way of estimating the volatility process is by using a particle filter.
A particle filter is an algorithm which can be used for estimating the posterior
distribution of latent states. It is one of the most popular filtering algorithms for
non-linear non-Gaussian models (Douecet et al., 2001).
This dissertation aims to price American options by combining an LSM algo-
rithm with a particle filter for the simultaneous estimation of the value function
of an American option and the latent volatility process of the underlying asset. In
chapter 2, current research on American option pricing and particle filtering are dis-
cussed. In chapter 3, the stochastic volatility models used are presented and pric-
ing methodology is described. More specifically, we show how we can combine
the principles of dynamic programming and particle filtering to price American
options. In chapter 4, numerical experiments are presented that test the accuracy




2.1 Pricing American Options in Stochastic Volatility
Models
An option is a financial contract which gives the buyer the right but not the obli-
gation to buy or sell an underlying asset at a specified price. An American options
gives the buyer the right to exercise the option at any time up until expiry. Pricing
an American option involves finding the maximum of the risk-neutral expectation
of the discounted payoff of the option over a range of stopping times (Karatzas




where Q is a risk neutral probability measure and g(s) represents the payoff func-
tion of the option. Many effective algorithms for pricing American options assume
that the underlying asset process has a constant or directly observable volatility
process such as the ones developed by Brennan and Schwartz (1977) and Carr et al.
(1992).
Derman et al. (1996) and many others have recognised that the assumption of
constant volatility is inconsistent with empirical findings. The smile is one example
which shows evidence against models that assume volatility is constant. The smile
effect indicates that options with differing strike prices where all other features of
the option being the same, result in differing implied volatility.
These empirical findings motivate the use of stochastic volatility models to
model stock price movements. A stochastic volatility model assumes that the volatil-
ity process of the underlying asset is stochastic. This class of models add greater
flexibility compared to other modelling structures when pricing options.
Pricing American options under stochastic volatility poses both computational
and theoretical problems. Rambharat (2012) recognises that it can be difficult to
choose a risk-neutral pricing measure and accurate simulation methodology. The
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latency of volatility is an additional issue in stochastic volatility models that makes
pricing American options difficult.
Several authors have investigated the problem of pricing American options un-
der stochastic volatility, such as Clarke and Parrott (1999) and Zhang and Lim
(2006). Most research under a stochastic volatility framework assumes that the
volatility process is directly observable, including the approaches mentioned above.
Clarke and Parrott (1999) describes an implicit finite difference method where the
stock price and volatility are variables in a parabolic partial differential equation
(PDE). Zhang and Lim (2006) uses a non-lattice pricing model which depends on
volatility being observable.
Despite there being research on the problem of latent process estimation in an
optimal stopping framework, very little research has focused on estimating latent
volatility when pricing American options. Pham et al. (2005) demonstrates a quan-
tization algorithm which solves optimal stopping problems when there is only par-
tial information. Additionally, Ludkovski (2009) uses a regression/particle filter
approach for optimal stopping problems which involve latent states. The major-
ity of the approaches previously mentioned rely on Monte Carlo methods to price
American options.
2.2 Monte Carlo Methods for Option Pricing
2.2.1 Least Squares Monte Carlo Algorithm
The least-squares Monte Carlo (LSM) algorithm is a method for pricing American
options. The algorithm uses Monte Carlo simulations and the principles of dy-
namic programming. A finite set of exercise times {0 = t0 < t1 < t2 ... < tN = T}
is used to make the algorithm tractable. Since the set of exercise times is discrete,
the algorithm is pricing a Bermudan option. The price will converge to that of an
American option if the set of exercise times becomes large (Glasserman, 2013).
The LSM algorithm described below is under a stochastic volatility framework
where we assume that the variance process Vt and stock price process St are jointly
Markov and observable. Under this approach, M independent stock price paths
are simulated. The discounted payoff of the option, u(j)
i
, for each path is calculated
recursively backwards in time as shown below.
u
(j)
























where ∆ti = ti − ti−1, i = 1, ..., N and j = 1, ...,M .
g(s) is the exercise value of the option and Q represents the risk neutral mea-
sure. The value of the option at each time step is the maximum of the exercise value
and the continuation value. The continuation value is the expected value of the op-
tion conditional on the knowledge of the current stock price and that the holder of
the option will only exercise the option in the future. The price of the option at t0
is calculated by taking the average of the values u0 over all sample paths which is
shown in (2.1).
One of the major difficulties of valuing an American option is calculating the
continuation value. We let Ct represent the continuation value of the option at time
t. The LSM algorithm uses a least-squares regression function to approximate Ct
where the explanatory variables are the current stock price St and variance of the
underlying asset Vt. It is assumed that the continuation value can be estimated by




for basis functions Lp and constants βip, p ∈ [0, 1, ..., P ]. (2.2) can be equivalently
written as
Ct(s, v) = β
T
i L(s, v),
with βTi = [βi0, ..., βiP ] and L(s, v) = [L0(s, v), ..., LP (s, v)]. Vector βi is given by
βi = (EQ[L(Si, Vi)L(Si, Vi)T ])−1EQ[L(Si, Vi)e−r∆tiui+1(Si+1, Vi+1)] = B−1L BLu,
where BL is a P × P matrix and BLu is a vector of length P . Observations of Si, Vi
and ui+1(Si+1, Vi+1) are used to approximate the regression coefficients βip. The




where B̄L and B̄Lu are sample estimates of BL and BLu. Finally, the continuation
value can be estimated by
C̄t(s, v) = β̄
T
i L(s, v). (2.3)
The LSM approach was originally introduced by Tsitsiklis and Van Roy (2001). Var-
ious improvements have been made to the algorithm for pricing American options.
Longstaff and Schwartz (2001) made some computational improvements. One im-
provement they suggested was that nodes S(j)i , where g(S
(j)
i ) = 0, should not be
included in estimating βi. Fabozzi et al. (2017) presents an improvement to the LSM
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algorithm which applies a correction for heteroscedasticity. Furthermore, Clément
et al. (2002) prove convergence of the LSM algorithm as M tends to infinity. Ramb-
harat and Brockwell (2010) suggest that the LSM algorithm is very efficient and
tractable. They note that more advanced regression methods such as weighted-
least-squares or generalised method of moments can be used in more complex
cases.
It is more common that the LSM method is applied when volatility is assumed
to constant. Under constant volatility models, the basis functions used for estimat-
ing the continuation value are only functions of the current stock price. Figure 2.1
below gives a visual representation of the estimation of the continuation values at
the time step before expiry under when volatility is assumed to be constant.
Fig. 2.1: Continuation value estimation using least-square regression.
A put option with 50 possible exercise times is used in this example. The scatter
plot represents the realised continuation values and the red line represents the es-
timated expected continuation values as a function of the current share price. The
estimated continuation value can be seen as a cross-sectional average of the realised
continuation values. A more detailed description of the LSM method is available
in Glasserman (2013).
2.2.2 Alternative Monte Carlo Methods
Rogers (2002) uses an alternative Monte Carlo approach to price American options.
The method involves choosing a Lagrangian martingale and simulating paths of
the options payoff function. An upper bound for the options price can be found
by determining the path-wise supremum of the payoff less the martingale. Ibanez
and Zapatero (2004) use Monte Carlo simulations to determine the optimal exer-
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cise frontier for multidimensional American options. The method uses a recursive
algorithm to compute the optimal exercise frontier backwards in time. Glasser-
man (2013) presents an alternative method for pricing American options which
simplifies the dynamic programming approach. The method is based upon using a
parametric class of stopping rules. This approach is only suitable for options com-
prising of one underlying stock. Glasserman (2013) also suggests that random tree
methods can be used to estimate the price of an American option with more than
one underlying stock. This approach produces two consistent estimates with high
and low bias respectively. One major challenge of the random tree method is that
the computational cost of the algorithm increases exponentially as the number of
exercise dates increases. The methods mentioned above either assume volatility is
observable or they do not make use of the underlying volatility of the option to
provide insight into the problem of pricing an American option. A particle filtering
algorithm which is explained in section 2.4 could be used to estimate the underly-
ing volatility before pricing an American option.
2.3 Pricing American Options when Volatility is Latent
Particle filtering may assist in the pricing of American options when volatility is
not directly observable. There has been some research focusing on this problem
such as the work done by Rambharat and Brockwell (2010) and Rambharat (2012).
Both of these papers combine the use of the LSM algorithm and a particle filtering
approach to estimate the latent volatility process and price an American option.
The pricing methodology in this dissertation will be based on the research done
by Rambharat and Brockwell (2010) and Rambharat (2012) and will be presented
in detail in the chapter 3. In addition, Rambharat and Brockwell (2010) presents a
”brute force” gridding approach as an alternative to the LSM algorithm. One of the
major drawbacks of this method is that it is computationally costly. Rambharat and
Brockwell (2010) uses an Ornstein-Uhlenbeck (OU) process for the log–volatility
process in their approach for pricing American options. Rambharat and Brockwell
(2010) notes that their approach would be able to apply to a range of stochastic
volatility models. Rambharat (2012) uses a square root mean-reverting model for
the volatility process in their approach for pricing American options. The model
was similarly used by Heston (1993) to evaluate European options.
There has been some research which focuses on optimal stopping problems be-
sides American option pricing under a limited information framework. Bezerra
et al. (2017) presents an LSM algorithm to solve non-Markovian optimal stopping
problems. They propose a Monte Carlo method which can solve optimal stopping
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problems which apply to several different frameworks such as stochastic volatility
and non-Markovian systems. Their method is based upon the work done by Leão
et al. (2017) who developed a discretisation approach for solving non-Markovian
optimal stopping problems.
2.4 Particle Filtering
2.4.1 Overview of Particle Filtering
The estimation of a parameter of a model by using an observed process which de-
pends on this parameter is a common problem. Some practical applications of
this problem include using radar measurement to track aeroplanes and estimat-
ing the volatility of a financial instrument using share price data (Douecet et al.,
2001). The Kalman filter was the first algorithm which was used for the estima-
tion of the posterior distribution of a latent state given an observed state (Kalman
et al., 1960). This type of filter was suitable for linear models which had Gaussian
noise. An increased focus on solving this type of problem lead to extensions to
the algorithm which incorporate non-linear models with non-Gaussian noise. The
extended Kalman filter and the Gaussian Sum algorithm were some of the early
extensions to the Kalman filter.
Particle filtering is a method that utilizes sequential Monte Carlo simulations
for estimating latent states in non-linear models with non-Gaussian noise. Gor-
don et al. (1993) was the first to introduce latent state estimation through sequential
Monte Carlo methods. Liu and Chen (1998) improved this approach and their re-
search became known as particle filtering. Some attractive features of this filtering
technique is that it is generally tractable and easy to implement compared to other
algorithms. Furthermore, particle filtering can be applied to complex models to
estimate the distribution of latent states. In general, particle filtering comprises of
four main steps propagation, measurement, forecasting and update. A formula-
tion of the problem of estimating latent spaces by using particle filtering is shown
below:
Suppose we are working in a probability space (Ω,F ,P) where {Yt, t ≥ 1} and
{Xt, t ≥ 0}. are stochastic processes. We assume Yt is an observable process which
is dependant on the latent process Xt. The posterior distribution of Xt given Yt
needs to be determined in order to estimate the latent process {Xt, t ≥ 0} con-
ditional on observations of {Yt, t ≥ 1}. The posterior distribution is denoted by
p(X0:t|Y1:t) where X0:t = {X0, ..., Xt} and Y1:t = {Y1, ..., Yt}.
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The particle filtering algorithm relies on certain information being known at the
outset. In, particular it is assumed that we know the
• initial distribution of X0,
• transitional distribution p(Xt|Xt−1), t ≥ 1,
• conditional distribution p(Yt|Xt), t ≥ 1.
Our goal is to recursively estimate the joint posterior distribution p(X0:t|Y1:t)
over time. This will allow us to determine its marginal distribution p(Xt|Y1:t) which
is known as the filtering distribution. Bayes Theorem can be used to determine the





This formulation leads to a recursive method for estimating the posterior and
marginal distributions through time where new information about the observed
process is taken into account as it becomes available. The recursive method for the









A sequential Monte Carlo procedure is used to give an empirical estimation of
the filtering distribution over time. This estimation converges to the true filtering
distribution as the number of particles estimated tends to infinity (Douecet et al.,
2001). Particle filtering has many applications in option pricing.
Aihara et al. (2009) uses a particle filtering algorithm to estimate stochastic volatil-
ity using stock price data under the Heston model. Jasra and Del Moral (2011)
demonstrates how sequential Monte Carlo methods can be utilised to estimate
derivatives of expectations. These estimates can help calculate Greeks of options
under the likelihood ratio method. Moreover, Johannes et al. (2009) uses a parti-
cle filtering methodology in jump-diffusion models. The particle filter is used to
disentangle stochastic volatility from jumps, filter option prices, and returns. The
reader can refer to Douecet et al. (2001) for a more comprehensive breakdown of
sequential Monte Carlo methods.
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2.4.2 Sequential Importance Sampling
The Sequential Importance Sampling (SIS) algorithm is a particle filtering method
for estimating latent states. More specifically, it produces particles from the filter-
ing distribution p(Xt|Y1:t).Time is discretised and the time horizon [0, T ] is broken
up into the partition {0 < t1 < t2.. < tN = T} where each interval is of length
∆t. Particles are generated in a step-wise manner over time. Importance weights
are attached to each particle and these weights assist in estimating the posterior
distribution. The weights are updated at each time step. Shown below is a basic
formulation of the algorithm which is based off the method provided by Douecet
et al. (2001). Since a closed-form solution may not be available for the filtering dis-
tribution p(Xt|Y1:t), an importance function π(Xt|Y1:t) must be chosen which is an
approximation to the filtering distribution.
• A sample of M particles are generated from the initial distribution of X0.
• At time-step n:
– Let {x(i)n−1, w̃
(i)
n−1, i = 1, 2, ...,M} represent M particles and their weights
respectively at time-step n− 1.
– Simulate M independent and identically distributed (iid) particles x(i)n
∼ π(Xn|Y1:n).







– Normalise these updated weights to obtain {x(i)n , w̃(i)n , i = 1, 2, ...,M}
which is used in the next time step.





where δXin(x) is the Dirac delta function.
The SIS algorithm is attractive as it is easy to implement. It does have draw-
backs such as the degeneracy of particles. Over time, their is a tendency for the
importance weights attached to some particles to become very small which results
in these particles not contributing significantly to the approximation of the filtering
distribution. This can cause the filtering estimates to be inaccurate. The choice of
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the importance function may affect the level of degeneracy of the algorithm. Zarit-
skii et al. (1975) proposes that the transition equation p(Xn|Xn−1) should be used as
the importance function as this distribution minimises the variance of the impor-
tance weights. This simplifies the calculation of the weights such that
wn ∝ wn−1p(Yn|X(i)n ).
SIS Filtering Example
We now present an example of the SIS algorithm in order to estimate stock prices
when we are able to observe option prices of this share. Let Yt represent the price
observed at time t of an European put option with strike price K and time to ma-
turity T . Xt is the underlying stock price at time t which is assumed to be latent.
The option price is calculated under the Black-Scholes model where the dynamics
of the underlying stock price follow geometric Brownian motion. The transition





where X0 is the observable share price at t = 0 and Wi ∼ N (0, 1). We assume
that p(Yi|Xji ) = φ(Yi, Y
j
i , 1), where φ is the Gaussian density function with mean
Y ji and variance 1. We assume that Y
j
i equals the Black-Scholes put option price
(P(Xji ;K,T )) evaluated at the simulated share price (X
j
i ). Let M represent the
number of particles generated in each time step andN represent the number of time
steps. We choose the importance function to be the transition equation p(Xi|Xi−1)
which implies that wji ∝ φ(Yi, Y
j
i , 1).
The algorithm for estimating the stock price is presented below. The parameters
used in this example were r = 0.1, σ = 0.2;S0 = 50;K = 50; ∆t = 1200 ;T = 1;M =
100 and N = 400.
1. Initialise: X0 = 50 and Y0 = P (X0;K,T ).
2. For i = 1 : N and j = 1 : M





















i represents the estimate of the stock price at time i which is
the expectation of the particles according to their empirical distribution.
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Figure 2.2 below shows the observable and estimated stock prices as a function of
time. The solid blue line represents the true value of the stock price and the dashed
red line represents the SIS estimate of the stock price.
Fig. 2.2: SIS estimation of Xt.
2.4.3 Sequential Importance Resampling
The Sequential Importance Resampling (SIR) algorithm is an extension of the SIS
algorithm. This algorithm incorporates an additional selection step into the SIS al-
gorithm where the particles are resampled according to their importance weights.
The resampling step aims to transform the M particles of different weights that
represent a sample from the filtering distribution into a sample of M particles with
equal weights from the filtering distribution (Gellert and Schlogl, 2018). An exam-
ple of a method used for resampling particles is presented below.
Produce an ordered number uk for k = (1, ...,M) where
uk =
(k − 1) + ũ
M
,
ũ ∼ U [0, 1).








When a particle has a large weight attached to it, it is likely that several ordered








t ). This will
result in duplicates of this particle being present in the new sample after the resam-
pling step. Douecet et al. (2001) suggests that this extra step assists in reducing the
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particle degeneracy effect. The SIR algorithm aims to increase the number of parti-
cles with high importance weights and to eliminate particles with low importance
weights.
SIR Filtering Example
We now present a SIR algorithm for the problem of estimating the stock price when
option prices are observable. This example was introduced in section 2.4.2.
1. Initialise: X0 = 50 and Y0 = P (X0;K,T ).
2. For i = 1 : N and j = 1 : M ,




















M represents the estimate of the stock price.
Figure 2.3 displays the observable and estimated stock prices as a function of
time. The solid blue line represents the true value of the stock price and the dashed
red line represents the SIR estimate. The SIR estimate seems to track the true value
more accurately than the SIS estimate as it minimises the degeneracy effect.
Fig. 2.3: SIR estimation of Xt.
Chapter 3
Option Pricing using Dynamic
Programming
In this chapter, the stochastic volatility models and the pricing methodology used
are presented. We show how the principles of dynamic programming and particle
filtering can be utilised to price American options. This approach is based off the
research of Rambharat and Brockwell (2010) and Rambharat (2012).
3.1 Stochastic Volatility Models
3.1.1 Heston Stochastic Volatility Model
Let {St, t ≥ 0} be a stochastic process that describes the price process of a stock over
time where (Ω,F , P ) is the probability space that St is defined upon. Assume that












where σ2t = Vt, r is the risk-free interest rate and Vt is the variance process of the
underlying asset. α, β and γ are constants which represent the mean reversion




t are correlated Wiener





1− ρ2dW (1)t + ρdW
(2)
t ,
where W (1)t and W
(2)
t are independent Wiener processes. The stochastic volatility
model shown above was first proposed by Heston (1993). It is an example of a non-
linear state-space model with non-Gaussian noise. Since our observations are made
at discrete times, we will use the discrete solutions of the SDEs described above to
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simulate the processes St and Vt. It is assumed that stock prices are observed on
the time horizon [0, T ] at the points, {0 < t1 < t2... < tN = T} where each interval
is of length ∆t. Parameters of the variance process are chosen that satisfy the Feller
conditions. This ensures that the variance process is always positive (Rambharat,
2012). The exact solution and approximate Euler solution to the SDEs of St and Vt
respectively are















where Z(1)t and Z
(2)
t are independent standard normal random variables. The ex-
pression in (3.1) allows use to express the log returns of the stock price Rt+1 =
log(St+1/St) as







1− ρ2Z(1)t+1 + ρZ
(2)
t+1). (3.3)
3.1.2 Bates Stochastic Volatility Model
The Bates stochastic volatility model is an extension of the Heston model. Specif-
ically, a random jump component is added to the stock price process. The jumps
are modeled according to a Poisson process. This model was first proposed by
Bates (1996). St changes over time under a risk-neutral measure according to the
Itô stochastic differential equations (SDEs)
















Yi ∼ N (µx, σx),









t are correlated Wiener processes and N(t) follows a Poisson distri-
bution with intensity λ. We use Euler approximations to simulate the stock price
and variance processes. The discrete solutions of St, Vt and Rt are
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1− ρ2Z(1)t+1 + ρZ
(2)
t+1) + Jt+1Yt+1, (3.6)
where Z(1)t+1 and Z(2)t+1 are independent standard normal random variables. It is
assumed that only a single jump can occur in the interval ∆t. This implies that the
probability of a jump occurring in the interval ∆t is λ∆t. In the expression above,
Ji follows a Bernoulli distribution with
P(Ji = 1) = λ∆t,
P(Ji = 0) = 1− λ∆t.
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where Q is a risk neutral probability measure and g(s) represents the payoff func-
tion of the option. τ is a random stopping time representing the possible times the
option is exercised and T is the set of all possible stopping times with respect to the
filtration {Ft = σ(S0, ..., St); t = 0, 1, ...}. The pricing methodology presented will
be applied to put options as it is never optimal to exercise an American call option
on a non-dividend paying asset before maturity.
In this context, g(s) = max(K − s, 0). The problem is to find the optimal ex-
pected discounted payoff of the option. This is equivalent to finding the stopping
time τ that results in the supremum of the expectation of the discounted payoff of
the option.
3.3 General Method
We utilise the principles of dynamic programming to price American options. A
finite set of discrete exercise times {0 < t1 < t2.. < tN = T} is used to make the
algorithm tractable. The dynamic programming algorithm calculates the price of
the option backwards in time starting from the terminal decision point T .
We let τ be a stopping time which represents the exercise time of the option. The
stopping time τ must be found which results in the supremum of the risk-neutral
expectation of the discounted payoff of the option. To price an American option,
we must find the optimal stopping rule which takes into account the unobserved
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stochastic volatility process. Rambharat and Brockwell (2010) suggests that the
stopping rule can be represented by an optimal decision function.
Let dt ∈ {H,E} represent the decision of either to hold (H) or to exercise (E) the
option at time t after the share price St has been observed. The optimal decision
would be a function of the share price and volatility if the volatility process was
observable. Since volatility is not observable, the holder of an American option
only has information about St and must estimate the volatility σt conditional on
the observed share price process. Since
√
Vt = σt, estimating σt is equivalent to
estimating the variance process Vt. We denote the optimal decision function by
dt(st, πt(vt)) ∈ {H,E},
where
πt(vt) = p(Vt|S0 = s0, ..., St = st), t = 0...T.
πt represents the posterior filtering distribution of the variance process Vt condi-
tional on the stock price observations up until time t. The usual convention is used
where upper case letter represent random variables and lowercase letters represent
particular observations of the respective random variable. In this particular case,
Sj represents the random variable for the share price at time j and sj represents an
observed share price.
Now, let
uT (sT , πT , dT ) =
g(sT ) dT = E,0 dT = H,
ut(st, πt, dt) =
g(st) dt = E,EQ[e−r∆tiut+1(St+1, πt)|St = st, πt] dt = H.
ut represents the discounted expected payoff of the option at time t where we as-
sume that the optimal decisions at times t1, ..., tN are made. g(st) represents the
payoff of the option at time t. At the time T , the option is exercised if the payoff of
the option is positive. At any time t before maturity, the value of ut is the maximum
of the exercise value and continuation value of the option.
Rambharat and Brockwell (2010) shows that the information present in the share
price history is equivalent knowing the current share price and filtering distribu-
tion. This explains why the conditional expectation in the equation above is con-
ditional on knowing the current share price and filtering distribution. The optimal
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decision function is calculated by
dt(st, πt) = argmax
dt∈{E,H}
(ut(st, πt, dt).
The decision function will equal E if the exercise value is greater than the continu-
ation value at time t. The decision function will equal H if the converse is true. It
is assumed that the option will be exercised if the exercise value and continuation
value are equal. The stopping time τ for each price path is simply
τ = min({t ∈ {0, ..., T}|dt = E} ∪ {∞}). (3.7)
We use the convention that τ =∞ if the option is never exercised. The risk-neutral




3.4 Particle Filtering and Summary Vectors
We would need to determine the filtering distributions πt for each time step to
implement the dynamic programming algorithm described above. It would be very
complex to use the filtering distributions directly since these distributions have
infinite dimensions. The algorithm is simplified by calculating a k-dimensional
summary vector Qt which captures key features of the filtering distribution. The
summary vector is
QT = [f1(πt), ..., fk(πt)],
where f1(πt), ..., fk(πt) are functions of the filtering distribution. Rambharat and
Brockwell (2010) suggests that the moments of the filtering distribution could be
chosen for the elements of Qt. As the size of the vector Qt increases, it is likely that
Qt will more accurately summarise the filtering distribution. However, it will also
increase the computational cost of the algorithm.
Now, ut can be approximated by
uT (sT , QT , dT ) =
g(sT ) dT = E,0 dT = H,
ut(st, Qt, dt) =
g(st) dt = E,EQ[e−r∆tiut+1(St+1, Qt+1)|St = st, Qt = qt] dt = H.
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where the optimal decision function is
dt(st, Qt) = argmax
dt∈{E,H}
ut(st, Qt, dt).
Once the optimal decision functions are calculated for each price path, (3.7) and
(3.8) can be used to find the optimal stopping time and the price of the option at
inception.
One of the challenges of the dynamic programming algorithm is calculating the
continuation value at each time step, denoted by Ct. Rambharat and Brockwell
(2010) approximate the conditional expectation Ct by an LSM regression function.
Both the share price St and the elements of the summary vector Qt are used as ex-
planatory variables when computing Ct. Therefore, Qt must be estimated before
the LSM regression algorithm can be used. We used a particle filtering approach
in order to estimate the filtering distributions and construct Qt. A Sequential Im-
portance Sampling (SIR) method is used and the algorithm is presented below. The
reader can refer to Douecet et al. (2001) for more details on particle filtering meth-
ods.
Algorithm 1: Particle Filtering Estimation
At t = 0, it is assumed that the current volatility σ0 =
√
V0 of the under-
lying asset is observable. This is not strictly necessary, as the algorithm
will typically converge on Vt even if the incorrect value of V0 is used. We
simulate M particles at each time step.
For t = 1, ..., T , implement the following steps:
1. For i = 1, 2, ...,M , simulate v(i)t from the transition equation
p(vt|Vt−1). (The particles are easily obtained from (3.2) and (3.5)
for the Heston and Bates model respectively).
2. Calculate the weights,
w
(i)
t = p(rt|Vt = v
(i)
t ).
The weights are equal to the density of log-returns Rt conditional
on Vt = v
(i)
t . (The weights are easily obtained from (3.3) and (3.6)
for the Heston and Bates model respectively).
3. Re-sample with replacement from {v(1)t , ..., v
(m)
t } with proba-
bilities proportional to w(1)t , ..., w
(m)
t , to obtain a new sample
{ṽt(1), ..., ṽt(m)}.
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Algorithm 1 produces T + 1 approximate samples of particles {ṽt(1), ..., ṽt(m)} from
the filtering distribution πt for each time step t = 0, ..., T . As m increases, the
empirical distributions of the particles converge to the distribution πt. However,
increasing the size of m results in the algorithm becoming more computationally
costly. Algorithm 1 can be improved by reducing the effects of degeneration of par-
ticles. For more details and improvements to the algorithm, the reader can refer to
Liu and Chen (1998).
3.5 Pricing Algorithm
In our approach, the algorithm used for pricing American options is based on the
least-squares Monte Carlo (LSM) approach. This method uses the principles of
dynamic programming described in section 3.4 to price an option recursively back-
ward in time. Furthermore, a regression function is used to estimate the condi-
tional expectation representing the continuation value of the option at each time
step. The conditional expectation is a function of the filtering distribution πt. This
suggests that the estimation of the continuation value could be improved by in-
cluding summary statistics of the filtering distribution as additional explanatory
variables in the regression function. The current share price St and the elements
of Qt are the explanatory variable used in the regression function in our approach.
The key measures statistics included in the summary vector Qt = (ut, sdt, ψt) are
the sample mean, standard deviation and skewness of πt. Algorithm 2 describes
the simulation component necessary for our pricing approach.
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Algorithm 2: Preliminary step
Let N represent the number of simulated stock price paths. For n
= 1, ..., N implement the following steps:
1. Simulate a stock price path Sn = {S0, ..., ST } under the risk - neu-
tral stochastic volatility model. (This is readily achieved by using
equations (3.1) and (3.2) or (3.2) and (3.4)).
2. Apply Algorithm 1 (particle filtering algorithm) in order to provide
estimations to the filtering distributions {π0, ..., πT }.
3. Calculate the key measure statistics which comprise the summary
vector Qn by using the estimations of the filtering distributions.
4. Store the vector Zn = (Sn, Qn).
Once the simulated stock prices and summary vectors are obtained, algorithm 3
can be used to price the option. This algorithm describes the LSM regression step
which makes use of the summary vector Qt.
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Algorithm 3: Least-Squares Monte Carlo
Simulate N independent paths, where each path consists of realiza-
tions of the share price St and the summary vector Qt for time steps
t = 1, 2, ..., T.
Compute the option price at t = T for each of the N paths by calculat-
ing the payoff function g(ST ). The option’s payoffs computed are repre-
sented by {u(1)T , ..., u
(M)
T }.
For t = T − 1, T − 2, ..., 1, implement the following steps:
1. Compute the exercise value g(S(i)t ) for i = 1, ..., N.
2. Evaluate the basis functions {φ(i)1 , ..., φ
(i)
p }, of S(i)t and Q
(i)
t for i =
1, ..., N . Details of the basis functions chosen are given at the end of
the algorithm.
3. Estimate the continuation value of the option at time t by:
EQ[e−r∆tiut+1(St+1, Qt+1)|St = st, Qt = qt] ≈
∑p
k=1 βtkφk(St, Qt),
Note: βtk represent the coefficients of the regression function
with p explanatory variables.
4. Compute the value of the option at time t by choosing the maxi-
mum of the exercise value and continuation value.
Calculate a Monte Carlo estimate for the price of the option at t = 0 by
taking the average of the option values at this time over the N paths.
Laguerre functions of St andQt are chosen as basis functions in step 3 of Algorithm
3. The elements of the summary vectorQt = (µt, sdt, ψt) are the sample mean, stan-
dard deviation and skewness of the filtering distribution. The first two Laguerre
functions of St, µt, sdt and ψt and a few cross terms of these functions are used to
make up the design matrix which is used in the regression estimation at each time
step. The first two Laguerre functions are L0(x) = e
−x
2 and L1(x) = e
−x
2 (1 − x).
Specifically, the basis functions at time step n are
L0(Sn), L1(Sn), L0(µn), L1(µn), L0(sdn), L1(sdn), L0(ψn), L1(ψn),
L0(Sn)× L0(µn), L0(Sn)× L0(sdn), L0(sdn)× L0(µn),
L0(Sn)× L0(ψn), L0(ψn)× L0(sdn), L0(ψn)× L0(µn),
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L1(Sn)× L1(µn), L1(Sn)× L1(sdn), L1(sdn)× L1(µn),
L1(Sn)× L1(ψn), L1(ψn)× L1(sdn), L1(ψn)× L1(µn).
Chapter 4
Numerical Experiments
4.1 Description of Numerical Experiments
Several numerical experiments were used to evaluate the performance of the pric-
ing algorithm outlined in the previous chapter. The price of American options was
computed under four different methods. All methods use an LSM type algorithm
where the current stock price St and a measure of volatility are used as explanatory
variables in the regression function at each time step. The difference in the methods
is how volatility is measured.
1. Method A (Benchmark): Under this approach, the simulated asset price and
volatility processes are assumed to be observable. The observed volatility
was used as a measure of volatility. This is the benchmark case that the other
methods are tested against. The filtration under this method is larger than
the filtration under the three other methods as volatility is assumed to be
observable under this method. The filtration under this method includes in-
formation about the share price and volatility history whereas the filtration
under the other methods contain information about the share price history
only. A larger filtration could lead to more stopping times which would tend
to increase the price of an American option.
2. Method B (Particle Filtering (PF) approach): The asset price process is simu-
lated assuming that volatility is a latent process. This approach uses particle
filtering to construct a summary vector Qt that encapsulates key features of
the filtering distribution πt. This method utilises the approach outlined in the
previous chapter.
3. Method C (Basic LSM): The asset price process is simulated assuming that
volatility is a latent process. The realization of the asset price process at the
previous time step (St−1) is used as a measure of volatility. The method is the
most similar to the original LSM approach.
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4. Method D (Realised volatility (RV)): The asset price process is simulated as-
suming that volatility is a latent process. A measure of realised volatility, RV ,







Rk,l is the return of stock at time p along path l. The realised volatility is used
as an estimate of underlying volatility in the LSM regression function.
The numerical experiments were applied over various option inputs and model
parameters. Specifically, the accuracy of the methods were compared under high/low
volatility of Vt, mean reversion levels, time to maturity and different degrees of
moneyness.
We also assessed the accuracy of the particle filtering algorithm. The root mean
square error (RMSE) is used as a test for the performance of estimating the un-
derlying volatility. This measure indicates how close the estimated and observed
volatility lie together. Smith and Hussain (2012) used the RMSE in their paper for
measuring the performance of their particle filtering estimate of stochastic volatil-





where Oi and Ei represent the expected and observed volatility at time step i. N
represents the number of time steps. In addition, graphical analysis was performed
to illustrate the accuracy of the particle filtering algorithm in estimating the under-
lying volatility process of the option. All numerical experiments were done using
a Macintosh with 4 GB of RAM. The processor of the computer is a 1, 3 GHz Intel
Core i5.
4.2 Results of Numerical Experiments
In figure 4.1 below, the price of American options is plotted for different initial
volatility. The prices are computed under method A (blue) and method C (red)
under the Heston (left) and Bates (right) model respectively. The prices computed
for method A are always greater than the prices computed for method B under this
set of parameters. These methods represent the extremes of minimum observation
and full observation of volatility. Parameters are used in calculating the option
prices where stochastic volatility is prevalent. The difference in the prices under the
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two methods demonstrates the importance of estimating the underlying stochastic
volatility when pricing American options.
Fig. 4.1: Options prices under the Heston (right) and Bates (left) models as a func-
tion of initial volatility.
4.2.1 Particle Filtering Analysis
The following section illustrates the accuracy of the particle filtering estimate of
volatility for the Heston and Bates model. Figures 4.2 and 4.3 below represent paths
of the volatility of the underlying stock under the parameters values of experiment
1. The solid blue line represents observable volatility and the dashed red line rep-
resents the mean of the particle filtering estimates of volatility at each time step.
It seems that the particle filtering seems to be estimating underlying quite closely
under both stochastic volatility models. The graphs do illustrate that estimations
contain some errors. The mean RMSE of all 10 000 volatility paths is below 0.03
under both models which indicates that the estimates of volatility lie close to the
observed volatility value.
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Fig. 4.2: Observable and estimated volatility under the Heston model.
Fig. 4.3: Observable and estimated volatility under the Bates model.
4.2.2 Pricing Results
We experimented with a range of option and model parameters and found cases
where simpler methods were just as accurate as the particle filtering approach.
However, there were cases where the particle filtering approach produced more ac-
curate results than simpler methods. The table below summarises the values used
for the inputs of the American put option for the model parameters. Specifically,
the inputs are the strike price, time to expiry in days, initial volatility, initial share
price and interest rate which are denoted respectively as K, T , σ0, S0 and r.
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Experiment no Option inputs (K, T , σ0, S0, r) Model parameters (α, β, γ, p, λ)
1 95, 40, 0.04, 85, 0.0325 3, 0.1, 0.4,−0.2, 40
2 95, 40, 0.04, 85, 0.0325 3, 0.1, 6.4,−0.2, 40
3 50, 20, 7.1, 48, 0.01 0.1, 7.1, 0.9− 0.25, 10
4 50, 20, 0.5, 48, 0.01 0.2, 0.5, 1.1,−0.25, 10
5 60, 50, 0.3, 48, 0.01 0.9, 0.3, 0.1,−0.025, 5
6 60, 50, 0.3, 60, 0.01 0.9, 0.3, 0.1,−0.025, 5
Tab. 4.1: Description of inputs and parameters values for numerical experiments.
Table 4.2 and 4.3 show the pricing results and standard errors for American op-
tions under the Heston and Bates model respectively. The prices are shown under
the four proposed methods. 10000 stock price paths were simulated in the pricing
exercise, 1000 particles were generated in the particle filtering step for estimating
volatility and ∆t = 1252 . The mean and variance of the jump sizes under the bates
model were −0.1 and 0.1 under all experiments. Experiments 1 and 2 illustrate
the difference in pricing results under low and high volatility of variance (γ) re-
spectively. Experiments 3 and 4 illustrate the difference in pricing results under
low and high rate of mean reversion (β). Finally, experiments 5 and 6 illustrate the
difference in pricing results when the option is initially in-the-money and out-the-
money respectively. The experiments also display pricing results under differing
lengths of maturity and levels of mean reversion.
Experiment no A (Benchmark) B (PF approach) C (Basic LSM) D (RV)
1 10.219 (0.0483) 10.203 (0.035) 10.171 (0.0371) 10.158 (0.0369)
2 17.237 (0.152) 17.444 (0.145) 16.257 (0.125) 17.0185 (0.148)
3 32.617 (0.189) 32.987 (0.186) 33.2259 (0.175) 32.640 (0.189)
4 4.802 (0.0475) 4.798 (0.0485) 4.767 (0.0472) 4.745 (0.0469)
5 12.370 (0.0480) 12.442 (0.0491) 12.391 (0.0531) 12.319 (0.0498)
6 1.0993 (0.0251) 1.177 (0.0267) 1.156 (0.0263) 1.1106 (0.0251)
Tab. 4.2: American option pricing results and standard errors under the Heston
model.
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Experiment no A (Benchmark) B (PF approach) C (Basic LSM) D (RV)
1 32.950 (0.0646) 32.950 (0.0645) 32.947 (0.06451) 32.948 (0.0369)
2 36.0562 (0.139) 36.150 (0.138) 36.260 (0.141) 36.0561 (0..139)
3 34.328 (0.173) 34.341 (0.172) 34.4074 (0.167) 34.291 (0.172)
4 6.503 (0.0493) 6.532 (0.0499) 6.629 0.0522 6.488 (0.0493)
5 16.366 (0.0636) 16.456 (0.0644) 16.425 (0.0644) 16.389 0.0636
6 3.916 (0.0472) 3.954 (0.0481) 3.860 (0.0465) 3.927 (0.0474)
Tab. 4.3: American option pricing results and standard errors under the Bates
model.
The results displayed in table 4.2 and 4.3 show some important observations.
The pricing results under Method B are within one standard error of the pricing re-
sults under the benchmark method in the majority of the experiments under both
the Heston and Bates model. This suggests that the pricing results under Method
B seemed to be accurate. Method B’s accuracy does not depend on specific op-
tion contract features (in/out-the- money, long/short maturity) or special cases
(high/low mean reversion rate/level or volatility of the variance process). Experi-
ments 3 and 4 represent cases when the effects of volatility are prevalent. It seems
that the pricing accuracy of the particle filtering approach is much higher than the
basic LSM method for these experiments. Furthermore, it seems on average that
Method D produces more accurate results than Method C under the Heston and
Bates models. This may suggest that using realised volatility as an estimate of
volatility in the LSM regression improves the accuracy compared to the basic LSM
method.
A major drawback of the particle filtering approach is its computational de-
mand. The computational times for method B ranged from 20 to 350 seconds for
the experiments above under both stochastic volatility models. The computational
times for the three other methods ranged between 1 to 10 seconds. The table be-
low shows the computational times (in seconds) for the first three numerical ex-
periments under the Heston model. The computational times for Method B are
significantly greater than the other methods.
Experiment no A (Benchmark) B (PF approach) C (Basic LSM) D (RV)
1 9.13 191.74 5.05 5.16
2 0.92 86.35 1.01 0.74
3 1.57 64.27 1.68 1.60
Tab. 4.4: Computational times (secs) for experiments 1–3.
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Rambharat and Brockwell (2010) used similar numerical experiments to test
the pricing accuracy of their particle filtering approach. Their results were similar
to the results in this dissertation. In their paper, the particle filtering approach
produced results which were within one standard error of the benchmark method
in all cases. They noted that the particle filtering approach seemed to perform better
than the simpler methods when stochastic volatility was prevalent.
Chapter 5
Conclusion
We introduced a pricing methodology for American options under a stochastic
volatility framework where volatility is assumed to be latent. American options
were valued under both the Heston and Bates stochastic volatility models. These
models take into consideration the codependency between volatility and share
prices. In this approach, particle filtering is used to produce estimates of the con-
ditional filtering distribution πt. It is assumed that πt can be approximated by a
summary vector Qt which is constructed using the particle filtering estimates. A
least-squares Monte Carlo approach is used to price American Options once Qt is
calculated for each time step.
Our numerical experiments show that in the majority of cases, the price of the
options using the particle filtering method comes within one standard error of
the price using the benchmark method for both stochastic volatility models. This
demonstrates the accuracy of the proposed approach and that the adjustment for
latency of the volatility process is not major. There are cases where simpler meth-
ods produce pricing results which are just as accurate as the particle filtering ap-
proach. Despite this, the particle filtering approach produces more accurate prices
on average than these simpler methods. One major challenge of our approach, is
its computational cost compared to simpler methods. The particle filtering pric-
ing approach may be useful for financial decisions during a period of very volatile
markets where simpler pricing methods may not suffice.
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