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references for these results are refs [1, 2] .
;. .... o Before we proceed to the existence theorem, it is of some interest to give an explicit example. It will allow the reader to notice the difficulties of the problem. Clearly, the ul converge to the energy conserving solution, u 0 .
THE EXISTENCE THEOREM
Definition 1. Iff E 13(0, T; H) (T finite) and u 0 E dom cp, u 1 E Fi, we say that u is an energy-conserving solution of the problem (P) (P) when it satisfies the following requirements:
(1) u E W 
where P c is the projection onto C.
Proof Part (a) We may therefore extract a subsequence, still denoted by u,~., such that
and u(t) e dom tj>, for all tin [0, T]. Hence we obtain (1) and (2).
Main estimate
Let a be the center of a closed ball of radius p, contained in the interior of dom tj>. By general theorems, we may suppose that t/> is bounded on a + BP by a constant C. For an arbitrary continuous z such that jz(t)j ~ 1 for all t in [0, T], we may write
Integrating from 0 to T, we have Let N(t) be the normal cone to
We shall often say in what follows that J.l is the measure associated with the solution u of(P).
3. 
Passing to the limit:
But:
This implies x ~ cf>(u), thus proving that x = cf>(u). 
Initial conditions
It is quite clear that u(O) = u 0 .
To finish the proof, we need only consider the interpretation (13), (14) of Jl. In fact, N(t) = ot/J Ko(u(t)).
, and the conclusion of Part (a) of Theorem 1 holds.
Part (b)
The case when uo E int Ko is quite simple. So we make the hypothesis Uo E oKo. The idea of the proof is to compare u;. with the solution v;. of
We can check these formulas using the fact that the decomposition of an arbitrary element of H into the sum of its projections onto C and C_j_ = N is unique. This result is given in ref. [ 
and 8(r) decreases to zero as r goes to zero;
Proof. 1. Let ¢ be Lipschitzian over dom ¢ n BJUJ with Lipschitz constant k. Then dom ¢ n BJUJ is closed: in fact, if (x.)., is a sequence of points of dom ¢ n BJUJ converging to X 00 , we have
which shows that x E dom ¢.
2. Lipschitzian extension of ¢/ 8 "<•ol'
Denote by ({> the convex function equal to ¢ in dom ¢ u BJUJ and + w elsewhere. Obviously ({> is lower semicontinuous.
Define a convex function x by
In fact xis a Lipschitzian extension of ({>Jdam.P: x(x) is never infinite, thanks to the relation
As e is arbitrary, we obtain x(x) = ({>(x). We can extend this equality to all of the domain of({>, by continuity. Let us show that xis Lipschitzian: let x and x' be given in H; we have 
Lemma 4.6. of Zarantonello [3] allows us to write:
Comparison of ocf>._ and at,&._
The sequence (I+ Aoc/>)-1 converges to PKox when A goes to zero; but (J + Aoc/>)-1 is a contraction; this convergence is therefore uniform on compact sets. So, there exists a function j of pandA, decreasing to zero as A~ 0, such that j(J + Aoc/>)-1 x-P Koxl ~)(A, p) on the ball BP(u 0 ), and in an analogous fashion
on the ball BP(u 0 ).
Take p = u/2, and choose A 0 so small that
We know that cf>lo,.(uoJ = ¢1o,.(uor
If we add these two inequalities, taking v = y -y, and v = -v, we obtain y = y. This achieves the proof of Proposition 1. If it were not the case, we could find a sequence v. with Pv. converging to u 0 , and a strictly positive number '1o such that
We can see that (v. + Pv.)!iv. + Pv.l converges to a certain w, which must be inN, and therefore, we obtain a contradiction. We may assume 17(b) to be an increasing function of <5, such that
Write now On the other hand, as a result of (6) , and of the fact that¢ is continuous in a neighbourhood of u 0
Conclusion (8) is now clear.
This completes the proof of Theorem 1.
COUNTEREXAMPLES TO WELLPOSEDNESS

3.a Discontinuity
The idea of this counterexample is quite simple.
Take H = R 2 , K = {(xl' x 2 ): x 1 ~ 0, x 1 + x 2 ~ 0}, ¢ = ljlk, f = 0; take as initial data u~ = (1 -h,! + h), u~ = ( -1, -!) where I hi < !· It is easy to check that the solutions are unique.
If h = 0, according to part (b) of Theorem 1, the solution is
If h > 0, the solution is
and it has a unique reflection at timet = 1 on the side
If h < 0, the solution has a first reflection at timet = 1 + 2h; then uh(t) = (-3h -(t -1 -2h), (t -1 -2h)/2) until the time 1 + 4h, when it has a second reflection, after which
As h tends to zero, remaining negative, uh tends to ii 0 defined by
We can see now that, as a function of h, uh is right-but not left-continuous. 
b. N onuniqueness
Two examples will be given, both of them with <P = 1/J K"
We seek an infinitely differentiable nonpositive f which gives us two solutions. The first solution will be formed of an infinite number of arches, smaller and smaller as t gets nearer to 0 (see figure below) . The associated measure Jl. will then be atomic. The second solution will be f is coo except perhaps in 0, if it is defined.
We have necessarily
Our aim is now to look for necessary conditions which will insure thatfhas a meaning and is coo, and u has a meaning and is a solution of (P).
which gives us L r. = L n + 1 n + 1 < + oo.
n,H nHn(n-2)(n-3)n-1
Then a 4 < + oo and we can choose T = a 4 .
For fto be C"' up to zero we need
thus, we obtain the supplementary information thatj<Pl(O) = 0, V pEN. Clearly 0 with associated measure {1 = fis a solution. Thus we have built an infinitely differentiable/ such that (P) has two solutions.
(ii) Take H = R 2 ,f = 0. We intend to build a convex set K of cao boundary, such that with an initial velocity tangent to the boundary, we obtain two different solutions; one "along" the boundary, the other having an infinity of reflexions on it. We shall use the results and notations of the preceding paragraph. Let us define a continuous parametrized curve with values inC~ R 2 as follows:
This curve will be continuously differentiable if
Then, necessarily Pn -Pn+ 1 = 2 arctan vn. As vn = 24v 4 /n!, the series L Pn converges. Moreover, if we choose v 4 small enough, I Pn < <n/2, which means that t ~---+ nF(t) will have no tangent Let <Pa be the reciprocal of r/la.
2 ujdt 2 is a bounded function which can be identified with a bounded measure. On the other hand, it is clear that d 2 v/dt 2 is normal to iJK, (dv/dt)is continuous at every point, jdv/dtj =a and the initial conditions are satisfied. Therefore u is a solution of(P) in the sense of Definition 1.
The other solution will be given by Clearly, v (t) E K for all t. We have
It is easy to check, using the interpretation of the measure associated with a solution of (P), (13),
, that v is a solution of (P); clearly, the energy is conserved, and the initial conditions are satisfied.
Comments on this part. These results are closely connected with results on the propagation of singularities of a hyperbolic problem on a manifold with boundary. The first one obviously refers to diffraction in an angle. The second one was figured out by thinking of a tennis player who succeeds in making his ball bounce higher and higher, from a rest position, only by hitting it downwards. Professor L. Amerio told me that he had built an analogous example. The third type of counterexample is given, with a different construction by M. E. Taylor in his paper [ 4] concerning reflection of singularities of wave equations in an exterior domain of RN. When the complement of this domain is not convex, Taylor's theorem fails as there appear phenomena of non uniqueness of the wave front set. I cannot see, presently, how all these results could be taken in account together in reasonable mathematical theory. 
according to Theorem 1. Necessarily the vector
is in the interior of fi'K(u(t)). The local uniqueness is then clear. The only difficult case is when u(t) E oK, and ((d-u/dt (t)), n(u(t))) = 0. We need the following result.
LEMMA 2. If oK is of class C 3 and its gaussian curvature is strictly positive, then there exists no sequence of points of oK, (um)meN converging to U 00 , such that um is a reflexion point for all m, i.e. If we set v = (pj(to.to+>~l' n(u)), we may then identify pj(to,to+ nl and n(u)v. Suppose u(t 0 ) = 0, which does not restrict the generality, and denote n(t 0
Represent oK in a neighbourhood of 0 as follows:
Herejis convex, twice continuously differentiable, and Df(O) = 0. We differentiate the relation
dt ts contmuous, as dt = dt , dt -dt = kn(u (1or a certam real k , and
We now differentiate (19) in the sense of distributions:
Therefore , This is precisely the equation of the geodesics of oK. As oK is of class C 3 , we know there is uniqueness. By a classical argument, local uniqueness implies global uniqueness.
To complete the proof of Theorem 2, we need only to establish Lemma 2.
Proof of Lemma 2. Suppose there. exists a sequence um E oK such that In a neighbourhood U of uoo we have the representations of oK given by
where fm is of class C 3 and Dfm(O) = 0 ;fm is convex.
Obviously (21)
On the other hand, Since lm converges to 0, we can find an arbitrarily large m 0 such that lm ~ lmo' for all m ~ m 0 . Then Therefore
