Introduction
Partial differential equations (PDEs) arise frequently as a mathematical model of fundamental laws of nature. Many problems in applied mathematics, mathematical physics, engineering, and health science are described by a PDE with the appropriate initial and/or boundary conditions. In the last several decades, many mathematical models have been proposed to understand the theory of wave motion such as the well-known Korteweg-de Vries (KdV) equation [6, 13] 
high-amplitude waves cannot be described by this equation. To overcome these difficulties, Rosenau suggested the so-called Rosenau equation:
Since then, various works have been done for further consideration of nonlinear dispersive waves. To describe the small-amplitude long wave of water in a channel, the so-called regularized long-wave (RLW) equation (also known as the Benjamin-Bona-Mahony equation)
is proposed [26] . There are lots of numerical studies on this equation such as the finite element method [12] , Petrov-Galerkin method [8] , local discontinuous Galerkin (LDG) method [38] , finite difference method [1] , and
He's variation iteration method [14] and a perturbation iteration method [4] . In [5] , the authors applied the new optimal perturbation iteration method to solve the generalized RLW equation.
In addition to the Rosenau equation (1.2), for further consideration of the nonlinear wave, the viscous term u xxx is included in (1.2)
This equation is called the Rosenau-KdV equation. Many analytical and numerical studies have been developed for the Rosenau-KdV equation such as the solitary wave solution and periodic solutions [41] , tanh method and sine-cosine method, the tanh-coth method, and first integral method [7] . A conservative finite difference scheme for the solution of the equation (1.4) is developed in [11] . The equation in (1.4) was further extended into the generalized Rosenau-KdV equation
where p ≥ 2 is an integer. In [9, 28] , authors discussed the solitary wave solution of the generalized Rosenau-KdV equation. Saha [34] discussed the topological soliton solution or the shock solution of this equation. A conservative Crank-Nicolson finite difference scheme for an initial-boundary value problem of the generalized Rosenau-Kdv equation is proposed in [16] . 
In [21, 24, 42] , authors proposed a conservative finite difference scheme for the the equation (1.6). In [2] , Galerkin finite element method is used for the numerical solution of RRLW equation (1.6) . The further extension of the equation (1.6) is the generalized Rosenau-RLW equation:
where p ≥ 2 is an integer. Various numerical methods have been proposed for the numerical solution of the generalized Rosenau-RLW equation. It is solved numerically by the Crank-Nicolson scheme in [42] . Some conservative three-level linearly implicit finite difference schemes for p ≥ 2 are proposed in [22, 23] . In [19] , the equation is solved by using the quintic B-splines collocation method. In [17] , the SRLW equation is studied via a new analytical approach. 
is proposed as another model to study the shallow water waves [29] [36] proposed a three-level linear implicit conservative scheme to solve the equation (1.8). However, three-level schemes suffer from the initial condition. When the initial condition u 0 j is given, three-level scheme in [36, 37] cannot start the iteration. Another two-level conservative scheme is required to compute u 1 j for the proposed scheme in [36, 37] . Pan et al. proposed a new Crank-Nicolson pseudo compact conservative finite difference scheme [25] . The proposed scheme in [25] is two-level but nonlinear, it numerically simulates the conservative laws at the same time. Nevertheless nonlinear schemes require an iterative method such as the Newton method which has high cost per time step. To our knowledge, there is no two-level and linear conservative scheme for the numerical solution of the generalized Rosenau-KdV-RLW equation (1.8) .
The aim of this paper is to propose a method which is two-level and linear for the numerical solution of the generalized Rosenau-KdV-RLW equation (1.8) . The proposed scheme is second-order, unconditionally stable and conservative. In addition, although the proposed methods in [25] and [37] are energy conserving only for p = 2 , the present scheme in this paper is energy conserving for all p ≥ 2.
The remainder of this paper is organized as follows: In Section 2 a two-level, linear, energy conserving scheme is proposed for the generalized Rosenau-KdV-RLW equation (1.8) . In Section 3, the prior estimates, existence, uniqueness, stability, and second-order convergence of the numerical solution are proved. Section 4 is devoted to numerical results to verify the reliability and the efficiency of the proposed scheme. Finally, a conclusion is given in Section 5.
A conservative finite difference scheme
In this section we will consider the generalized Rosenau-KdV-RLW equation
and the boundary conditions
3)
The assumption that u → 0 as x → x L and x → x R imply two conservation laws, namely the mass conservation
and the energy conservation
For the numerical solution of the initial-boundary value problem (2.1)-(2.3), we introduce the equally distributed grid points x j = x L + jh, j = 0, 1, · · · , J, and t n = nτ, n = 1, 2, · · · , N + 1 , where J and N are integers, h = (x R − x L )/J and τ = T /N are the spatial and temporal step sizes, respectively. Let u n j be the approximation to the exact solution u(x, t) at the mesh point (x j , t n ) and Z 0 h = {u = (u j )|u −1 = u 0 = u J = u J+1 = 0, j = −1, 0, 1, · · · , J, J + 1}. We use the following notation for the difference operators, inner product and norm:
The following two-level linear finite difference scheme is proposed for the numerical solution of the initialboundary value problem (2.1)-(2.3)
To analyze the discrete conservation laws of the proposed two-level linear scheme (2.6), we introduce the following lemma.
Lemma 2.1 [40] For any two mesh functions u, v ∈ Z 0 h , we have
(2.10)
then the scheme (2.6) is mass conserving in the sense:
Proof Multiplying Eq. (2.6) by τ h , summing up from j = 1 to j = J − 1 , and using the Lemma 1, it follows that
If we set
we obtain Eq. (2.12). 2
, then the scheme (2.6) admits the discrete energy
Proof Computing the inner product of (2.6) with 2u
where κ u n j , u n+1/2 j is defined in (2.7). The first term of (2.15) is written as
Using homogeneous boundary conditions, the second term of (2.15) is written as
According to
From Lemma 2.1, the fourth term of (2.15) is written as
Similarly, the fifth term is written as
Using the discrete boundary conditions (2.9) and Lemma 2.1, after tedious calculation it can be shown that 
Numerical analysis of the scheme
In this section, existence of the solution, the unique solvability, convergence and stability of the difference solution for (2.6)-(2.9) are proved.
A priori estimation
In this section, we shall make some prior estimations for the difference scheme (2.6). We need the following lemma.
Lemma 3.1 (Discrete Sobolev's inequality [40] ). There exists two constants c 1 and c 2 such that
, then the following inequalities
2)
for n = 1, 2, · · · , N, hold for the solution u n of (2.6)-(2.9).
Proof If γ > 0, then it follows from (2.14) that
for any 0 ≤ n ≤ N. By using Lemma 1 , and the Cauchy-Schwartz inequality, we have
If γ ≤ 0, then from (2.14) we have
under the condition that 1 + γ 2 > 0. This completes the proof. 2 Remark 3.3 Theorem 3.2 implies that the scheme (2.6)-(2.9) is unconditionally stable.
Existence and uniqueness
In this section, we will prove the existence and uniqueness of the numerical solution of the initial-boundary value problem (2.6)-(2.9). Proof It is clear that u n+1 can be solved from (2.6) since the scheme (2.6) is linear, which guaranties the existence of solution. It is obvious that u 0 is determined from the initial condition (2.8). By mathematical induction, suppose that u 1 , u 2 , · · · , u n , (n = 1, 2, · · · , N − 1) are solved uniquely. Consider the method (2.6)
for u n+1 . Assume u n+1,1 and u n+1,2 are two solutions of (2.6). Let us define
Then it is easy to verify that W n+1 satisfies the equation
Taking the inner product of (3.4) by W n+1 j , we have
By the definition of norm, it follows that there is a trivial solution W n+1 j = 0. From the definition (3.3) we have
Therefore, U n+1 is determined uniquely from the scheme (2.6). This completes the proof. 2
Convergence and stability
Let v n j = v(x j , t n ) be the analytical solution of the scheme, then the local truncation error is
(3.7)
By using Taylor expansion it is easy to show that R n j = O(h 2 + τ 2 ) holds as h → 0 and τ → 0. Proof Subtracting (2.6) from (3.7) and defining the error e n j = v(x j , t n ) − u n j at the mesh point (x j , t n ), we get
Computing the inner product of (3.8) with 2e n+1/2 , we have
The first term of (3.9) gives
According to Lemma 1 and the definitions of (e n j ) xxt and (e n j ) xxxxt , we have
Similarly, it follows from the fourth and fifth terms of (3.9) that (e n+1/2 j
According to Lemma 1 and the Cauchy-Schwartz inequality, we get
Substituting (3.9)-(3.15) into (3.8), it can be shown that
where we have used
Let D = ∥e n ∥ 2 + γ RLW ∥e n x ∥ 2 + ∥e n xx ∥ 2 , then (3.16) can be written as
When τ is sufficiently small satisfying 1 − Cτ > 0, then
Summing up (3.19) from 0 to n − 1, we have
According to Lemma 5 , we have D n ≤ O(τ 2 + h 2 ) 2 . From the definition D n , we have
This completes the proof. 2
Using a similar proof for Theorem 3.3 , we can prove the following theorem. 
Numerical results
In this section, some numerical tests are presented to verify the expected rate of convergence, utility, adaptability, and conservation property of the proposed scheme (2.6)-(2.9). The proposed method is applied for different values of p. The accuracy of the method is measured by using the norms
and order of the convergence is calculated by the formula
where L is either L ∞ or L 2 error computed at the step size
We consider the Rosenau-KdV-RLW equation (2.1)-(2.3) with the power law nonlinearity p and β = 1, γ = 1 , α = 1 . The exact solution of the equations is given by [29] u(x, t) = A sech 
The initial condition
is obtained from the exact solution (4.3) by setting t = 0. . We see that numerical approximation depends on the parameter θ. The minimum error is achieved for the value of θ = 1/6. We have carried out similar experiment for other values of p . In all experiments, we see that the choice of θ = 1/(p + 1) yields the minimum error.
In Table 2 , we present some results for some particular choice of parameter θ. We note that the observed convergence rates agree well with the expected rate of convergence with respect to the L ∞ and L 2 error norms. In addition, when we use smaller space and time steps, we get smaller errors.
The errors in the sense of L ∞ norm and L 2 norm of the numerical solutions are listed in Tables 3 and 4 for p = 5 and p = 8, respectively. Numerical solutions for different values of h and k verify that the scheme (2.6) demonstrates the expected second-order convergence in both time and space directions. The log-log scale graph of the order of convergence for p = 5 is depicted in Figure 1 . Figure 2 shows the solitary wave solutions for different power law nonlinearity p. From the figures it is obvious that the height of the solitary waves at different times is identical. This verifies the conservation of energy by the proposed scheme (2.6). We also list the conservation of the invariant (2.14) at different times in Table 5 . It is clear that the invariant E(0) remains constant during simulation In order to investigate the sensitivity of the solitary wave propagation with respect to the third order dispersion coefficient β , we have performed a test for particular values of β. The following parameters are used in this test: γ = α = 1, p = 3, θ = 1/4, −40 ≤ x ≤ 100, h = 0.5, τ = 0.1 Figure 3 shows the amplitude of the wave for different value of β . From the figure, it is clear that for small values of β , the peak of the wave remains constant and we conclude that the soliton is stable. However, when β is increased, the soliton amplitude decreases dramatically, and the soliton eventually collapses due to the dispersion radiation. Figure 4 shows this phenomenon. Table 6 represents the numerical results in terms of L ∞ norm obtained by the scheme [37] by using p = 2, α = 0.5, β = γ = 1 on the spatial domain [− 40, 40] at time T = 10. We see that there is good agreement with the numerical results presented in [37] . 1.45901 × 10 0 3.72110 × 10 −1 9.34987 × 10 −2 2.34123 × 10 −2
Evolution of a Gaussian wave packet
The formation of a train of solitary wave from the breakup, dissolution, or decay of a single initial Gaussian shaped pulse has fascinated many researchers working on solution of nonlinear PDEs such as the KdV equation [3, 35, 39] , RLW equation [10] , and the generalized Rosenau [27] First we choose α = 1 and study the effect of the dispersive coefficient γ . Figure 5 represents how the solution u(x, t) with γ = 1/10 looks like with the initial condition (4.4). From the figure, we see that the initial Gaussian pulse does not propagate to the right as a single solitary wave. Instead, it changes shapes, breaks into a train of solitary wave and propagates to the right by leaving behind a small oscillatory disturbance. The initial pulse has evolved into three separated solitary waves by the time t = 70 steepening the leading front. For γ = 2 , the results presented in Figure 6 show that initial Gaussian profile generates two solitary waves with small radiations. This figure also shows that the amplitude of the wave decreases from leading pulse to the trailing pulse. Numerical results for γ = 7 is given in Figure 7 . The initial Gaussian pulse evolves as a single traveling solitary wave moving to the right by leaving a small disturbance. A closer examination of the initial profile and the final profile indicates that the wave profile at t = 70 has an amplitude that is only 4.5% higher than unity for the initial Gaussian profile. In addition, wave width of both pulse are approximately the same. For these reasons, the solitary wave almost carries away the majority of the conservation laws such as mass and the energy. Now, we choose γ = 1 and study the effect of the nonlinear advection coefficient α. Figures 8 and 9 illustrate the numerical solution of the Gaussian pulse evolution for α = 0.15 and α = 0.5 respectively. From Figure 8 we see that initial Gaussian profile propagates to the right as a solitary wave without splitting. Some small radiations are observed between the left boundary and the trailing wave. Additionally, the wave profile at t = 70 has an amplitude that is only 2.8% higher than unity for the initial Gaussian profile. The wave width of both pulse are approximately the same. Therefore, conservation laws such as mass and the energy of the equation are almost conserved throughout the evolution. Numerical results with α = 0.5 are given in Figure 9 . We see that when we increase the value of the nonlinear term α , the initial Gaussian profile evolves into two 
Conclusions
We proposed a two-level and linear scheme for the numerical solution of the generalized Rosenau-KdV-RLW equation. Some prior estimations of the difference scheme are proved. It showed that the proposed scheme is conservative. Existence, uniqueness, convergence, and stability with O(τ 2 + h 2 ) in the maximum-norm of the difference scheme are analyzed. Numerical results confirm the theoretical results that the proposed scheme is conservative and second-order convergent. Moreover, the proposed scheme simulates the solitary wave solution of the generalized Rosenau-KdV-RLW equation very well in long time without showing any instability. The formation of a train of solitary wave from the generalized Rosenau-KdV-RLW equation subject to the Gaussian initial condition is also studied in terms of the dispersion coefficient and nonlinear coefficients of the equation.
It is observed that a singe Gaussian pulse breaks into train of rightward traveling solitary waves when the values of the dispersion coefficient and nonlinear coefficient are changed. It is also found that the initial Gaussian pulse changes shape slightly and propagates rightward as a single solitary wave and leaves behind a small oscillatory disturbance. We remark that no instability has been detected from our numerical tests.
