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Robert Azencott, ed., Simulated Annealing: Parallelization Techniques (Wiley, New 
York, 1992) 242 pages 
Chapter 1: Sequential Simulated Annealing: Speed of Conuergence and Acceleration Techniques (Robert 
Azencott). Chapter 2: A Common Large Deviations Mathematical Framework for Sequential Annealing and 
Parallel Annealing (Robert Azencott). Chapter 3: Rates of Conoergencefor Sequential Annealing: A Large 
Deviation Approach (Olivier Catoni). Chapter 4: Parallel Simulated Annealing: An Overview of Basic 
Techniques (Robert Azencott). Chapter 5: Parallel Annealing by Periodically Interacting Multiple Searches: 
An Experimental Study (Christine Graffigne). Chapter 6: Parallel Annealing by Periodically Interacting 
Multiple Searches: Acceleration Rates (Robert Azencott and Christine Graffigne). Chapter 7: Parallel 
Annealing by Multiple Trials: An Experimental Study on a Transputer Network (P. Roussel-Ragot and 
Gtrard Dreyfus). Chapter 8: Parallel Annealing by Multiple Trials: Experimental Study of a Chip Placement 
Problem Using a Sequent Machine (Bernard Virot). Chapter 9: Parallel Annealing by Multiple Trials: 
A Mathematical Study (Olivier Catoni and Alain Trouve). Chapter 10: Massive Parallelization ofsimulated 
Annealing: A Mathematical Study (Alain Trouvt). Chapter 11: Massive Parallelization ofsimulated Anneal- 
ing: An Experimental and Theoretical Approachfor Spin-Glass Models (Isabelle Gaudron and Alain Trouvir). 
Chapter 12: Parallel Annealing by Partitioning of Configurations: An Application to Optimal 3-D Triangula- 
tion (Christophe Lacote, Jean Mailfert, and Jean-Pierre Uhry). Chapter 13: Parallel Annealing: A Compara- 
tive Study of Implementation on Hardware Architectures (Patrick Garda). 
Mustafa Akgul, Horst W. Hamacher and Suleyman Tufekci, eds., Combinatorial 
Optimization: New Frontiers in Theory and Practice (Springer, Berlin, 1992) 334 pages 
Variable Decomposition, Constraint Decomposition and Cross Decomposition in General Mathematical 
Programming (Olaf E. Flippo and Alexander H. G. Rinnooy Kan). Surrogate Constraint Methods for Linear 
Inequalities (Kai Yang and Katta G. Murty). An Evaluation of Algorithmic Refinements and Proper Data 
Structures for the Prejlow-Push Approach for Maximum Flow (U. Derigs and W. Meier). A Cutting Plane 
Algorithmfor the Single Machine Scheduling Problem with Release Times (G. L. Nemhauser and M. W. P. 
Savelsbergh). The Linear Assignment Problem (Mustafa Akgiil). Cost Allocation in the Oil Industry: An 
Example (Kurt 0. Jrarnsten). On Preference Orders for Sequencing Problems Or, What Hath Smith Wrought? 
(E. L. Lawler). Dynamic Basis Partitioning for Network Flows with Side Constraints (Wonjoon Choi and 
Siileyman Tiifekpi). Combinatorial Optimization Models Motivated by Robotic Assembly Problems (Horst W. 
Hamacher). Job Shop Scheduling (J. K. Lenstra). On the Construction of the Set of K-best Matchings and 
Their Use in Solving Constrained Matching Problems (U. Derigs, and A. Metz). Solving Large Scale 
Multicommodity Networks Using Linear-Quadratic Penalty Functions (Mustafa C. Pinar and Stavros A. 
Zenios). An Analysis of the Minimal Spanning Tree Structure (Elzbieta Trybus). Genetic Algorithms: A New 
Approach to the Timetable Problem (Albert0 Colorni, Marco Dorigo and Vittorio Maniezzo). A New 
Approximation Technique for Hypergraph Partitioning Problem (Scott W. Hadley). Optimal Location of 
Elsevier Science Publishers B.V 
286 Book Announcements 
Concentrators in a Centralized Teleprocessing Network (M. G. de Oliveira). A Column Generation Algorithm 
for the Vehicle Routing Problem with Time Windows (Martin Desrochers, Jacques Desrosiers and Marius 
Solomon). 7’he linear Complementarity Problem, Sufficient Matrices and the Criss-Cross Method (D. den 
Hertog, C. Roos and T. Terlaky). A Characterization ofLifted Cover Facets ofKnapsack Polytope with GUB 
Constraints (George L. Nemhauser, Gabriele Sigismondi and Pamela Vance). On Pleasant Knapsack 
Problems (Bela Vizvari). Extensions of Ef/icient Exact Solution Procedures to Bicriterion Optimization 
(Yasemin Aksoy). Combinatorial Aspects in Single Junction Control Optimization (Giuseppe Bruno and 
Gennaro Improta). Approximation Algorithms fir Constrained Scheduling (Leslie A. Hall and David B. 
Shmoys). An Analogue of Hoffman’s Circulation Conditionsfor Max-Balanced Flows (Mark Hartmann and 
Michael H. Schneider). Some Telecommunications Network Design Problems and the Bi-Steiner Problem 
(Geir Dahl). Parallel Machine Scheduling to Minimize Costsfir Earliness and Number of Tardy Jobs (H. G. 
Kahlbacher and T. C. E. Cheng). Exact Solution of Multiple Traveling Salesman Problems (J. Gromicho, J. 
Paixlo and I. Bronco). A Nonlinear Two-Stage Cutting Stock Problem (J. M. Valerio de Carvalho and A. J. 
GuimarHes Rodrigues). The Probabilistic Behavior of the Generalized HARMONIC Algorithm for the 
On-Line, Multi-Dimensional Bin Packing (J. Csirik and E. Mate). Efficient Labelling Algorithms for the 
Maximum Noncrossing Matching Problem (Federico Malucelli and Daniele Pretolani). A Phase I That 
Solves Transportation Problems (Konstantinos Paparrizos). A Polynomially Bounded Dual Simplex Algo- 
rithm for Capacitated Minimum Cost Flow Problem (Canan A. Sepil and Aysegiil Altaban). Formulation and 
a Lagrangean Relaxation Procedure, for Solving Part Scheduling and Tool Loading Problems, in FMS 
(Kannan Sethuraman, Marshall L. Fisher and Alexander H. G. Rinnooy Kan). Euclidean Steiner Minimal 
Trees with Obstacles and Steiner Visibility Graphs (Pawel Winter). A Set Covering Formulation ojthe Matrix 
Equipartition Problem (S. Nicoloso and P. Nobili). Maximizing a Submodular Function by Integer Program- 
ming: A Polyhedral Approach (Heesang Lee and George L. Nemhauser). New Bounds for the Asymmetric 
Traveling Salesman Problem (A. 1. Barros and P. Barcia). A Lagrangean Heuristic@ Set Covering Problems 
(J. E. Beasley). 
Pierre Peretto, An Introduction to the Modeling of Neural Networks (Cambridge 
University Press, Cambridge, 1992) 473 pages 
Preface. Acknowledgments. Chapter 1: Introduction. Mind as an emergent property of nervous systems. 
Neuronal nets as automata networks: a brief historical overview. Organization of the book. Chapter 2: The 
Biology of Neural Networks: A Few Features for the Sake ofNon-Biologists, Three approaches to the study 
of the functioning of central nervous systems, The anatomy of central nervous systems. A brief survey of 
neurophysiology. Learning and memory: a summary of experimental observations. Chapter 3: The Dy- 
namics of Neural Networks: A Stochastic Approach. Introducing the problem. Noiseless neural networks. 
Taking synaptic noise into account. Chapter 4: Hebbian Models OjAssociative Memory. Noiseless Hebbian 
models. Stochastic Hebbian neural networks in the limit of finite numbers of memorized patterns. Storing 
an infinite number of patterns in stochastic Hebbian networks: the technique of field distributions. The 
replica method approach. General dynamics of neural networks. Chapter 5: Temporal Sequences of 
Patterns. Parallel dynamics. Stochastic dynamics. An example of conditioned behavior. Chapter 6: The 
Problem oj Learning in Neural Networks. Introducing the problem. Linear separability. Computing the 
volume of solutions, Chapter 7: Learning Dynamics in ‘Visible’ Neural Networks. A classification of learning 
dynamics. Constraining the synaptic efficacies. Projection algorithms, The perceptron learning rules. 
Correlated patterns. Chapter 8: Solving the Problem of Credit Assignment. The back-propagation algo- 
rithm. Handling internal representations. Learning in Boolean networks. Chapter 9: Self-Organization. 
Self-organization in simple networks. Ontogenesis. Three questions about learning. Chapter 10: Neurocom- 
putation. Domains of applications of neural networks. Optimization. Low-level signal processing. Pattern 
matching. Some speculations on biological systems. Higher associative functions. Chapter 11: Neurocom- 
puters. General principles of neurocomputation. Semi-parallel neurocomputers. Chapter 12: A Critical 
View of the Modeling of Neural Networks. Information structures the biological system. The neural code. 
The synfire chains, Computing with attractors versus computing with flows of information. The issue of low 
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neuronal activities. Learning and cortical plasticity. Taking the modular organization of the cortex into 
account. Higher-order processing: the problem of artificial intelligence. Concluding remarks. References. 
Index. 
Carsten Lund, The Power of Interaction (MIT Press, Cambridge, MA, 1992) 125 
pages 
Preface and Acknowledgements. Chapter 1: Introduction. Chapter 2: Preliminaries. Basic definitions (Nota- 
tion and basics. Boolean formulas. Arithmetic formulas and expressions). Computational models (Deter- 
ministic computation. Probabilistic computation. Non-deterministic computation. Alternating computa- 
tions. Interactive proof systems. Multiple prover interactive proof systems. Computation relative to an 
oracle). Complexity classes (Deterministic complexity classes. Probabilistic complexity classes. Non- 
deterministic complexity classes. Alternating complexity classes. Interactive proof system complexity 
classes. Non-uniform complexity classes. Complexity classes relative to oracles). Counting classes. Com- 
pleteness. Summary of our results. Chapter 3: The Power oflnteraction with One Prover. Proof systems for 
# P (Arithmetizing of # P. Proof systems for # P). Proof systems for PSPACE (Arithmetizing of PSPACE. 
Proof systems for PSPACE). Chapter 4: The Power oflnteraction with Two Provers. Another characteriza- 
tion of MIP. Arithmetization of NEXP computation. Multiple prover interactive proofs for NEXP 
(Implementing the protocol with two provers. The power of the provers). Verification of multilinear 
functions (The test for multilinearity. The expansion lemma. The self-improvement lemma. The pasting 
lemma. The tree coloring lemma. Conclusion. Extensions). Chapter 5: Interaction versus Alternation 
Restricted alternating Turing machines. Arithmetization of alternating computation. Interactive proof 
systems for ATISP(t, s). Alternating Turing machines for plPTISP(t, s). A hierarchy for plPTISP(t, s). 
Interactive proof systems for deterministic computation. Chapter 6: Implications and Open Problems. 
Bounded-round interactive proofs. Zero-knowledge. Program testing and verification (Robustness. In- 
stance checking. Self-testing and self-correcting programs. Comparison with the Blum-Luby-Rubinfeld 
model). Uniform vs. nonuniform complexity. Recent developments. Further research. Bibliography. Index. 
Werner Kluge, The Organization of Reduction, Data Flow, and Control Flow Systems 
(MIT Press, Cambridge, MA, 1992) 470 pages 
Series Foreword. Chapter 1: Foreword and Introduction. Chapter 2: Resource Management. Programs and 
Processes. Process Scheduling. Memory Management. Chapter 3: Abstract Models for Processes and 
Systems. Conditions, events and cases. Condition/event (CE-) systems. Predicate-Transition (PrT-) nets. 
Chapter 4: Models of Computation. A Functional model. Control by demand. Control by availability. 
Control flow. A preliminary classification of computational models. Chapter 5: Abstract Algorithms, 
Reduction and the h-Calculus. Function equations as abstract algorithms. The concept of reductions. The 
h-calculus. Chapter 6: The Mechanization of a Full-Fledged l-Calculus. A machine-level reduction lan- 
guage. A string reduction engine. Chapter 7: Performing Reductions Concurrently. Controlling the division 
of workload. A system configuration. The reduction of pseudo-applications. Process scheduling. Chapter 8: 
Some Language Issues. Converting high-level programs into OREL/O expressions. Operations on Structured 
Objects. Chapter 9: An Eager Graph Reduction Engine. The basic program execution cycle. Supercom- 
binator reduction. Pre-and post-processing. The configuration of a hardware machine. Concurrent process- 
ing re-examined. Chapter 10: A Lazy Graph Reduction Engine. The implementation of lazy graph reduc- 
tions. Run-time support for full-fledged S-reductions. A critical assessment. Chapter 11: Compiling Func- 
tional Languages. The G-machine. SKI combinator reduction. Other abstract machines for compiled 
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functional languages. Chapter 12: Data Flow Systems. Basic language issues. Data flow execution models. 
A tagged token data flow system. Streams. Some complementary remarks. Chapter 13: Control Flow 
Systems. An imperative kernel language. Basic organization of a control flow engine. A control flow 
architecture. Assembler programming. A case study: Quicksorting. Some pragmatic aspects of control flow 
architectures. A note on concurrent programming control flow style. Chapter 14: Summary. Supplementary 
Reading. References. Index. 
