ABSTRACT. Genomic selection is a useful technique to assist breeders in selecting the best genotypes accurately. Phenotypic selection in the F 2 generation presents with low accuracy as each genotype is represented by one individual; thus, genomic selection can increase selection accuracy at this stage of the breeding program. This study aimed to establish the optimal number of individuals required to compose the training population and to establish the amount of markers necessary to obtain the maximum accuracy by genomic selection methods in F 2 populations. F 2 populations with 1000 individuals were simulated, and six traits were simulated with different heritability values (5, 20, 40, 60, 80 and 99%). Ridge regression best linear unbiased prediction was used in all analyses. Genomic selection models were set by varying the number of individuals in the training population (2 to 1000 individuals) and markers (2 to 3060 markers). Phenotypic accuracy, genotypic accuracy, genetic variance, residual variance, and heritability were evaluated. Greater the number of individuals in the training population, higher was the accuracy; the values of genotypic and residual variances and heritability were close to the optimum value. Higher the heritability of the trait, higher is the number of markers necessary to obtain maximum accuracy, ranging from 200 for the trait with 5% heritability to 900 for the trait with 99% heritability. Therefore, genomic selection models for prediction in F 2 populations must consist of 200 to 900 markers of major effect on the trait and more than 600 individuals in the training population.
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INTRODUCTION
Plant selection has been carried out by mankind since early history; however, it intensified at the beginning of the last century, when breeding programs of major crops were established (Allard, 1999) . Over the past 100 years, methods and technologies associated with plant selection have shown tremendous progress (Borém and Miranda, 2013) . Selection methods have evolved from mass selection (Borém and Miranda, 2013) , which involves simple phenotypic selection of individuals; or combined selection (Borém and Miranda, 2013) , which takes into account the information between and within families; to reciprocal recurrent selection (Ordas et al., 2012) , which includes a gradual increase in the frequency of favorable alleles by repeated selection cycles, without lowering the genetic variability of the population.
With the advent of molecular markers in the 80s, it was possible to improve selection accuracy by means of marker assisted selection (MAS) (He et al., 2014) . Although MAS has led to a significant improvement in plant breeding, this technique is only effective for qualitative traits or for traits governed by a few genes, such as in the case of sudden death syndrome in soybean (Lightfoot, 2015) , wheat rust (Yaniv et al., 2015) , tolerance to salinity (Ashraf et al., 2012) , and rice bacterial blight (Pandey et al., 2013) . Within 30 years from its advent, techniques involving molecular markers evolved from employing isoenzymes (Dirlewanger et al., 1998) , RAPD (Lynch and Milligan, 1994) , RFLP (Langer and Maixner, 2004) , AFLP (Frascaroli et al., 2013) , microsatellites (Soldati et al., 2013) to single nucleotide polymorphism (SNP) (Belaj et al., 2012) .
Among the variations found in the genome, SNP variations are the most widely distributed and abundant in the genome. With the development of SNP genotyping platforms and with the improvement of statistical methods, Meuwissen et al. (2001) presented a new approach based on multiple regression using markers as covariates, also known as genomic selection. The objective of genomic selection is to identify possible markers in linkage disequilibrium with the gene regions of interest. Since this pioneering study, several authors have used this technique to predict the genetic value in several plant species, such as corn (Beyene et al., 2015) , soybeans (Zhang et al., 2016) , wheat (Bassi et al., 2016) , forest species (Cros et al., 2015) , sugarcane (Gouy et al., 2013) , and rice (Spindel et al., 2015) .
Although there are several studies on genomic selection, only a few show the effect of different factors affecting prediction accuracy in genomic selection, such as the number of markers and individuals in the training population. Isidro et al. (2015) evaluated five criteria to determine the optimal number of individuals to compose the training population for five traits in wheat. The authors found that greater the number of individuals in the training population, greater was the value of prediction accuracy. However, other effects must also be taken into account, such as plant architecture and population structure. de Los Campos et al. (2013) carried out marker selection based on their importance to the trait as indicated by the results of the GWAS analysis, through meta-analysis. They found that marker selection was effective in humans, since accuracy was 7.5% higher for genomic selection models using 5k SNPs when compared with models using 400k SNPs.
The F 2 generation is one of the most important stages in a plant breeding program because greater genetic variability and heterosis are found at this stage (Tang et al., 1993) . Moreover, in the F 2 generation, it is possible to estimate the allelic frequency for each gene by the Mendelian segregation, to evaluate possible deviations from the Hardy-Weinberg equilibrium (Falconer and Mackay, 1996) , to estimate genotypic and environmental variance, and consequently, to estimate heritability (Tang et al., 1996) . The use of genomic selection in F 2 populations is still restricted to a few studies (Ren et al., 2015) and little is known about how the factors affecting the prediction accuracy can affect the estimate of genetic parameters in F 2 populations. Therefore, the objectives of this study were to establish the optimal number of individuals and markers required to compose the training population in genomic selection models in order to capture maximum genetic variance and consequently achieve greater accuracy in F 2 populations.
MATERIAL AND METHODS

Data simulation
Simulation of F 2 populations was performed using the simulation module of the GENES software (Cruz, 2013) . This allowed for information on the genome, parents genotypes, populations of controlled crossings, and quantitative trait data to be generated.
Genome simulation
The simulated genome comprised 15 linkage groups, similar to a diploid species 2n = 2x = 30. Each linkage group was simulated with 200 cM, comprised 200 markers, spaced equidistantly (1 cM), totaling 3060 markers. These markers were assumed to be codominant and biallelic. Furthermore, 4 markers per linkage group were considered responsible for the control of phenotypic expression of quantitative traits, which were randomly inserted into the genome.
Parent simulation
Contrasting homozygous parents were simulated, i.e., parent 1 was coded as carrying allele A 1 (code 2), and parent 2 was coded as carrying the alternative allele A 2 (code 0) for all existing markers. Thus, the cross between parent 1 and 2 generated the F 1 population with all markers being heterozygous and in an approximation stage (A 1 B 1 //A 2 B 2 ).
Simulation of the mapping population
F 2 populations were generated by the selfing of individuals from the F 1 population. Each individual of the F 1 population produced 5000 gametes, and when 2 of these gametes met at random, the first individual of the F 2 population was generated. This process was repeated until the formation of all individuals in each population.
Each gamete was formed based on the following criteria: the allele of the first marker was randomly chosen (A 1 or A 2 ) to start gamete formation (initialization allele); the allele of the second marker was chosen taking into account the distance to the first gene, i.e, the crossing-over frequencies were counted, and the choice of which allele (B 1 or B 2 ) to constitute the gamete was based on the probabilities of each gamete P(A 1 B 1 ) and P(A 2 B 2 ), which are parental gametes, and P(A 1 B 2 ) and P(A 2 B 1 ), which are recombinant gametes. This process was carried out for every gene. Null interference, i.e., the crossing-over that occurred between genes A and B, was considered to not interfere with the following crossing-over between genes B and C. This ensured that all gametes formed were different owing to the random choice of the allele in the first gene, and to the probability conditioned to each allele for the next genes. Since all genes were simulated equidistantly at 1 cm, the recombination frequency was 1% for all genes, i.e., the probability of each gamete was: P(A 1 B 1 ) = P(A 2 B 2 ) = 0.49, and P(A 1 B 2 ) = P(A 2 B 1 ) = 0.005.
The F 2 population simulation was encoded with 0, 1 and 2, in which 0 corresponded to homozygote individuals (A 2 A 2 ), 1 corresponded to heterozygote individuals (A 1 A 2 ), and 2 corresponded to homozygote individuals (A 1 A 1 ) for a given locus.
Simulation of quantitative traits
For the simulation of quantitative traits, a value corresponding to the probability generated by a binomial distribution, of parameter p = q = 0.5, and n = 59 (generating a probability family of 60 elements) was first assigned as the importance of each locus. This value, which denominates the proportion of the genetic variance, explained by each QTL (PGV/QTL), reflects the importance of the locus to the genotypic mean, and consequently to the proportion of genetic variance of the trait explained by each QTL.
Each trait was simulated as being controlled by 60 QTLs distributed equidistantly in the genome (4 QTLs per linkage group). The effect of each QTL was defined as:
which a is the additive effect of each gene, and d is the dominant effect of each gene. Since the value of d was defined as null, the mean degree of dominance (d/a) was equal to zero for all loci, i.e., all loci only presented an additive effect.
The genotypic value (GV) of each individual was defined by the equation:
The environmental effect was not correlated with the genotypic value, and was estimated following an In which u = 100 is the mean, and PV is the phenotypic value.
Data analysis
After population generation, the mapping process was carried out, starting with the analysis of individual loci segregation. Chi-square (c 2 ) tests were used to check if the markers were segregated per what is expected for an F 2 population. It was verified if Linkage Groups were restored, with chromosome size, distance between markers and order of markers, and it was concluded that it was an F 2 population with the desired simulation properties.
The ridge regression best linear unbiased prediction (RR-BLUP) method of genomic selection used in the analysis, which aims at estimating the effect for each of the covariates (SNP markers) included in the model. RR-BLUP assumes that all SNPs control phenotypic expression of QTL, and assumes homogeneous variance.
Genomic selection models ranging from 2 to 1000 individuals in the training population (TP) and in all the available markers, i.e., 3060 markers, were to verify the optimum number of individuals required to comprise the TP. The validation population was always composed of 200 individuals randomly chosen in the population. Trend graphs were plotted for genetic variance, residual variance, heritability, and genotypic and phenotypic accuracy.
To evaluate the number of markers necessary to capture the entire genetic variance, and consequently achieve greater accuracy, the number of markers in the genomic selection models varied from 2 to 3060. The TP comprised 800 individuals, and the validation population consisted of 200 individuals. Marker selection was carried out and the marker with the lowest effect was deleted from the original matrix and not used in subsequent analysis, i.e., the following model would have one marker less. This marker selection occurred until the model comprised only 2 markers. Trend graphs were plotted for genetic variance, residual variance, heritability and phenotypic accuracy.
Phenotypic and genotypic accuracies were estimated by the Pearson's correlation between the phenotypic value and the genomic estimate breeding value (GEBV), and between the true genotypic value and the GEBV, respectively.
Genetic variance 2 ( ) g σ was estimated according to Falconer and Mackay (1996) 
Software and hardware information
Simulations were carried out using the GENES software (Cruz, 2013) , while the analyses of segregation and genomic selection tests were performed using the statistical R software (R Core Team, 2015) . The RR-BLUP package was used to run the RR-BLUP model. 
RESULTS
In order to evaluate how the size of the TP and the number of markers influenced the genomic estimate breeding value prediction using RR-BLUP, the size of the TP ranged from 2 to 1000 individuals, and from 2 to 3060 SNP markers.
Marker segregation test
The segregation test was carried out in order to verify whether the simulation process established a population with genetic characteristics of an F 2 population, as proposed by Falconer and Mackay (1996) . It was observed that the allelic and genotypic frequencies were close to the expected value for an F 2 population, for all the markers that control the trait (QTL -Table 1 ) and the other simulated markers ( Table S1 ).
The evaluation of the Hardy-Weinberg equilibrium was carried out using the chisquare test (c 2 ), which indicated the expected segregation for an F 2 population (Table 1; and  Table S1 shows the P value).
The proportion of the genetic variance of the trait explained by each QTL followed a binomial distribution, as expected in the simulation process (Table 1) . The values of the additive effects ranged between the QTL, and they were high in QTL located on the median chromosomes, and low in the QTL located in the first (chromosome 1 over 5) and in the last chromosomes (chromosome 16 over 20) (Table 1) .
Evaluation of the training population size
The genotypic variances presented similar behavior regardless of the simulated heritability (Figure 1) . Similar results were observed for the residual variance. It was observed that the higher the number of individuals used in the reference population, the greater was the ability of the model to estimate variance components in a manner similar to the simulated parameters. It was also observed that heritability influences the number of individuals to compose the TP used to estimate accurate variance components (genotypic and residual).
The genotypic and phenotypic accuracies showed higher estimates in the TP with a high number of individuals (Figure 2) . It was also observed that the higher the heritability of the trait, the higher were the estimates of phenotypic and genotypic accuracies (Figure 2) . However, the TP with more than 600 individuals provided a small gain in phenotypic and genotypic accuracies. Genotypic accuracy had lower values than the phenotypic accuracy for all the heritabilities evaluated. However, the higher the value of the simulated heritability, the closer were the estimates of phenotypic and genotypic accuracies (Figure 2 ).
The estimated heritability showed similar behavior to the genotypic and residual variances, i.e., it presented variable values when few individuals were used in the TP ( Figure  2 ). With the increase in the number of individuals in the TP, more stable values of the estimated heritability were observed, and these values were closer to the values of simulated heritability, except for the traits with 80 and 99% heritability, whose estimated heritability values were lower than the simulated heritability values (Figure 2 ). M = marker. The number following the letter M stands for the number of the marker in the original table; PGV/QTL = proportion of genetic variance of each trait explained by each QTL; AE = additive effect. 
Evaluation of the number of markers necessary to obtain genomic prediction in an F 2 population
The genotypic variance was quadratic, i.e., it increased up to a certain number of markers, and then it gradually decreased with the increase in the number of markers ( Figure  3) . The optimal number of markers ranged according to the heritability of the trait (Table  2) . It was also found that the higher the trait heritability, the greater the number of markers necessary to obtain the best genotypic variance estimate. Residual variance presented a quadratic trend with positive concavity, i.e., it decreased up to a certain number of markers, and then increased with an increase in the number of markers (Figure 3) . The optimal number of markers for residual variance increased with the increase in the heritability of the trait (Table 2) .
The value of the estimated heritability increased exponentially up to an optimal number of markers, and then decreased linearly (Figure 4 ). The number of markers for the maximum heritability point increased with an increase in the simulated heritability for each trait ( Table  2 ). The decrease in estimated heritability with an increase in the number of markers was lower for traits with higher simulated heritability. Prediction accuracy of the training population presented an exponential increase up to a maximum point, and then a slight linear decrease (Figure 4 ). This decrease was lower for traits of high simulated heritability. The optimal number of markers to obtain greater accuracy increased with an increase in the heritability value of the trait (Table 2) .
DISCUSSION
Marker segregation test
Using the allelic frequency, the gene frequency, and the Hardy-Weinberg equilibrium, it was verified that the simulated population indeed represented a population with all the characteristics of an F 2 population, i.e., (A)p = (a)q = 0.5, (AA)p 2 = (aa)q 2 = 0.25, and (Aa)2pq = 0.5. The great importance of recovering all the information from an F 2 population using the simulation process is that the genetic variance, environmental variance, and heritability are easy to estimate in this type of population. According to Falconer and Mackay (1996) , genetic variance in F 2 population is estimated as follows: in which d value was simulated as 0 for all loci, and thus the genetic variance is equal to the additive variance. This is easily calculated, since 2 α is the variance of the markers calculated using the RR-BLUP method. Thus, heritability can be estimated from the equation proposed by Falconer and Mackay (1996) for an F 2 population: and 2 σ is the residual variance of the markers estimated by the RR-BLUP method. Consequently, all the genetic and environmental parameters were accurately calculated, and hence, these parameters were the criteria for choosing the best genomic selection model, i.e., the model composed of the ideal number of individuals in the training population, and the number of markers required to accurately train the model.
Training population size versus estimated genetic value
Usually, the increase in the number of individuals in the TP increases the prediction accuracy of the genetic value (Desta and Ortiz, 2014) . However, despite the increase in accuracy, when more than 600 individuals was used in the TP, this increment was very low, making it almost null for traits with a heritability of 80-99% in the present study.
Besides the number of individuals in the TP, population structure may influence the prediction by the genomic selection methods. Studies on oat (Asoro et al., 2011) , corn (Ogutu et al., 2012) , and beet (Würschum et al., 2013) showed that the use of a structured population together with large enough TP considerably increases prediction accuracy. Therefore, all the results of this study are valid for an F 2 population. Other studies are required to evaluate other types of populations, such as backcrossing, RILs, half-sib families, and full-sib families, since each type of population has a different structure, influencing the prediction by genomic selection methods. Isidro et al. (2015) , when evaluating several methods to optimize the choice of individuals to compose the TP, found that the population structure and the trait architecture are the factors that most influence the TP performance. Thus, it is difficult to verify a standard size of the TP for the several possible heritabilities and different population types. Using the current study with an F 2 population, it can be concluded that 600 individuals are enough, regardless of the trait architecture. However, for traits with low heritability, accuracy values are less stable, i.e., depending on the individuals of the TP, accuracy is higher or lower, and when heritability increases, the accuracy value is constant, regardless of the number of individuals of the TP. This was verified in this study, since the analyses were repeated 50 times for each TP size. Thus, prior knowledge of the trait under study may help researchers to design the experiment in order to obtain accurate results through genomic selection, and consequently reduce the cost of the breeding program.
Markers density versus estimated breeding value
It was found that a number of markers ranging from 200 to 900 is enough to capture all the genotypic variance of an F 2 population, and consequently achieve maximum accuracy. This value varies depending on the trait heritability, since the higher the heritability, the greater is the number of markers necessary to obtain maximum accuracy. This fact can be explained by the effect of each QTL and their influence on the genomic selection methods. All traits were simulated with 60 QTL; however, the higher the heritability of the trait, the higher is the effect of each QTL. One of the characteristics of genomic selection methods is the capture of minor effect markers, mainly because the RR-BLUP method uses the same variance for all markers. This means that RR-BLUP cannot capture the full effect of major effect QTL, which thereby requires more markers to explain the genotypic variance of the trait. An alternative to improve the variance capture of QTL for major effects is the use of Bayesian methods, which assume specific variance for each marker, such as Bayes A and Bayes B (Gianola et al., 2009 ). Erbe et al. (2013) evaluated Brown Swiss cattle by genotyping the animals using 777k chips, and observed that the genetic variance estimated via genomic selection models increased to 20k, becoming constant after this number of markers. They concluded that even with a population of infinite individuals for training and a large number of markers, it would not be possible to increase the accuracy for this population. Poland et al. (2012) found that 1827 SNPs were enough to capture all the genetic variance in wheat populations. In our study, the marker of lower effect was deleted in each iteration, and was observed that it was not necessary to use several markers to explain the genotypic variance of the trait, since by the simulation process, only 60 markers explained all the variation of the trait. Thus, prior knowledge of the trait may be important for the development of low density chips specific for a given trait or species. The development of this type of chip is important to reduce genotyping costs. In animal breeding, low density chips for cattle (Heaton et al., 2002; Boichard et al., 2012) and pigs (Wellmann et al., 2013) have been developed. Moreover, the genotyping cost of a low density chip is much lower than that of a high density chip (Habier et al., 2009) .
In addition, the high accuracy for models using a small number of markers (200 to 900 SNPs), which was verified in this study, can be explained by the fact that individuals of the training population are highly correlated, since all of them are descended from the same parent, i.e., the individuals of the F 2 population share alleles identical by descent (Poland et al., 2012) . However, despite the reduced number of markers for each studied trait, these markers are different for each trait, making the construction of a multi-trait low-density chip very difficult (Habier et al., 2009 ). Therefore, in further studies, it is necessary to seek strategies that enable simultaneous marker selection for several traits, and thus build a multi-trait low-density chip.
The number of markers used in this study were low. However, several studies have shown that a small number of markers can be used for high-accuracy genomic selection for many traits (Bhering et al., 2015; Spindel et al., 2015) . In the future, it is necessary to test the optimal number of markers and individuals, using a large number of markers.
CONCLUSION
The ideal number of individuals to compose the training population is strongly correlated with the heritability of the trait. However, a training population comprising more than 600 individuals ensures maximum accuracy, regardless of the heritability for an F 2 population.
A genomic selection model that uses 300-800 markers is enough to capture all the genetic variance, and to decrease the residual variance, in order to obtain the maximum prediction accuracy of an F 2 population.
