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1. Introduction and outline of paper
The study of Riemannian geometry relies to a large extent on the examination of curvature and of local curvature
invariants of the manifold both for their own sake but also in relationship to other structures (see, for example, [3,4,6,7,15,
16,21,22]) – this paper follows in that line of investigation.
1.1. Scalar invariants of the metric
Let Im,n be the space of scalar invariant local formulas which are homogeneous of order n in the derivatives of the metric
and which are deﬁned in the category of all Riemannian manifolds of dimension m; we refer to Section 2 for details. Since
Im,n = {0} if n is odd, we shall assume n even henceforth. Such invariants are given by contracting indices in monomials
involving the covariant derivatives of the curvature tensor. Let Rijkl be the components of the curvature tensor relative to
a local orthonormal frame {e1, . . . , em} for the tangent bundle of M . For example, the scalar curvature may be deﬁned by
setting:
τm :=
m∑
i, j=1
Rij ji ∈ Im,2.
There is a natural restriction map r : Im,n → Im−1,n given by restricting the summation to range from 1 to m − 1 that will
be discussed in Section 2. For example, we have that r(τm) = τm−1. Thus the scalar curvature is universal and for that reason
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universal spanning sets for n = 0,2,4,6; we shall suppress the role of the dimension m to simplify the notation and we
shall adopt the Einstein convention and sum over repeated indices. Let ρ be the Ricci tensor and let R be the full curvature
tensor.
Lemma 1.1.
(1) Im,0 = Span{1}.
(2) Im,2 = Span{τ := Rij ji}.
(3) Im,4 = Span{τ := −Rij ji;kk, τ 2 := Rij ji Rkllk, |ρ|2 := Rij jk Rillk, |R|2 := Rijkl Ri jkl}.
(4) Im,6 = Span{Rij ji;kkll, Rij ji;kRlnnl;k, Raija;kRbi jb;k, Rajka;nRbjnb;k, Rijkl;nRijkl;n, Rij ji Rkllk;nn, RajkaRbjkb;nn, RajkaRbjnb;kn,
Rijkl Ri jkl;nn, Rij ji Rkllk Rabba, Rij ji RajkaRbjkb, Rij ji RabcdRabcd, RajkaRbjnb Rcknc, Raija Rbklb Rikjl, RajkaR jnli Rknli, RijknRijlp Rknlp,
RijknRilkp R jlnp}.
Lemma 1.1 follows from Lemma 2.2 (see Section 2) with a bit of work; we shall omit details as we shall not need
Lemma 1.1 in what follows and simply present it for the purposes of illustration. The universal scalar invariants given in
Lemma 1.1 are linearly independent if m n. However, they are not linearly independent if m = n − 1 and there is a single
additional universal relation amongst these invariants that we may describe as follows. Deﬁne the Pfaﬃan Em,n ∈ Im,n for n
even by setting:
Em,n :=
m∑
i1,...,in, j1,..., jn=1
Ri1i2 j2 j1 · · · Rin−1in jn jn−1 g
(
ei1 ∧ · · · ∧ ein , e j1 ∧ · · · ∧ e jn).
For example, Em,2 = 2τm is essentially just the scalar curvature. The invariants Em,n are again universal, i.e.
Em,n ∈ Im,n and r(Em,n) = Em−1,n.
It is also immediate that r(Em,m) = 0 since ei1 ∧ · · · ∧ eim vanishes on a manifold of dimension m− 1. Consequently, Em,m ∈
ker(r : Im,m → Im−1,m) and Em,m provides a universal relation in curvature. Expressing the invariants Em,2, Em,4, and Em,6
universally in terms of contractions of indices (see, for example, the discussion in [23]) then yields the following relations:
Lemma 1.2.
(1) If m = 1, then 0 = Rij ji .
(2) If m = 3, then 0 = Rij ji Rkllk − 4Raija Rbi jb + Rijkl Ri jkl .
(3) If m = 5, then 0 = Rij ji Rkllk Rabba − 12Rij ji Rai ja Rbi jb + 3RabbaRijkl Ri jkl − 24Raija Rbklb R jlik + 16Raija Rbjkb Rcikc
− 24Raija R jkln Rlnik − 2Rijkl RklanRani j + 8Rkai j Rinkl R jlan.
In fact, these the only such universal relations of this type [11]:
Theorem 1.1.
(1) r : Im,n → Im−1,n is always surjective.
(2) If n is even and if m > n, then r : Im,n → Im−1,n is bijective.
(3) Let m be even. Then ker{r : Im,m → Im−1,m} = Em,m · R.
1.2. Heat trace asymptotics
Theorem 1.1 was originally established to provide a heat equation proof of the Gauss–Bonnet Theorem [11]. We sketch
the derivation to illustrate the use of Theorem 1.1. Let (M, g) be a compact Riemannian manifold. Let p be the Laplacian
on p-forms. The fundamental solution of the heat equation e−tp is of trace class. If f ∈ C∞(M), then there is a complete
asymptotic series as t ↓ 0 of the form
TrL2
(
f e−tp
)∼
∞∑
n=0
t(n−m)/2
∫
M
f (x)am,n,p(x,p)dν
where am,n,p ∈ Im,n is a local invariant which is homogeneous of order n in the jets of the metric and where dν is the
Riemannian measure:
dν = g dx1 · · · dxm where g =
√
det(gij) and gij = g(∂xi , ∂x j ).
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am,n :=
m∑
p=0
(−1)pam,n,p ∈ Im,n.
The cancellation argument of Bott [1] shows that we have a local formula for the Euler–Poincaré characteristic:
χ(M) =
∫
M
am,m(x)dν.
It also follows using suitable product formulas that r(am,n) = 0 for any (m,n). Let m be even (χ(M) = 0 if m is odd).
Theorem 1.1 implies that there is a universal constant cm so that
am,m =
{
0 if n <m
cmEm,m if n =m
}
and thus χ(M) =
∫
M
cmEm,m.
The constant is easily determined by evaluation on the manifold S2 × · · · × S2 and the Gauss–Bonnet formula results. We
remark in passing that it is possible to examine ker(r : Im,m+2 → Im−1,m+2) and thereby evaluate the next term in the heat
expansion am,m+2 [13].
1.3. Symmetric 2-tensor valued invariants
Let I2m,n be the space of symmetric 2-form valued invariants which are homogeneous of degree n in the derivatives of
the metric and which are deﬁned in the category of m-dimensional Riemannian manifolds; again we refer to Section 2 for
further details. Let {e1, . . . , ek} be a local orthonormal frame for the tangent bundle of M . If ξ and η are cotangent vectors,
then the symmetric product is denoted by ξ ◦ η := 12 {ξ ⊗ η + η ⊗ ξ}. For example, g = ek ◦ ek . One has:
Lemma 1.3.
(1) I2m,0 = Span{ek ◦ ek}.
(2) I2m,2 = Span{Rij jiek ◦ ek, Rijkie j ◦ ek}.
(3) I2m,4 = Span{Rij ji;kkel ◦ el, Rkjjl;iiek ◦ el, Rij ji;klek ◦ el, Rij ji Rkllken ◦ en, Rijki Rljklen ◦ en, Rijkl Ri jklen ◦ en, Rij ji Rklnkel ◦ en,
Rikli R jknjel ◦ en, Rijkl Ri jknel ◦ en, Rli jn Rki jkel ◦ en}.
Lemma 1.3 also follows from Lemma 2.2 and again we shall omit details as we shall not need this result in what follows
and simply present it for the purposes of illustration.
Restricting the range of summation and setting e j ◦ ek = 0 if j = m or if k = m yields an analogous restriction map
r : I2m,n → I2m−1,n; the elements given in Lemma 1.3 are universal with respect to restriction. They are linearly independent
if m > n, but there is a single relation if m = n we may describe as follows. For n even, deﬁne T 2m,n ∈ I2m,n by setting:
T 2m,n :=
m∑
i1,...,in+1, j1,..., jn+1=1
Ri1i2 j2 j1 · · · Rin−1in jn jn−1ein+1 ◦ e jn+1 × g
(
ei1 ∧ · · · ∧ ein+1 , e j1 ∧ · · · ∧ e jn+1).
It is then immediate that r(T 2m,n) = T 2m−1,n so these elements are again universal. Furthermore, we again have that
r(T 2m+1,m) = 0. This then leads to the identities:
Lemma 1.4.
(1) If m = 2, then 0 = Rij jiek ◦ ek − 2Rijkie j ◦ ek.
(2) If m = 4, then 0 = − 14 (Rij ji Rkllk − 4Rijki Rljkl + Rijkl Ri jkl)en ◦ en + {Rklni Rklnj − 2Rknik Rlnjl − 2Riklj Rnkln + Rkllk Rni jn}ei ◦ e j .
In fact the identities of Lemma 1.4 are the only universal identities of this form if m = 2 or if m = 4. In Section 2, we
will establish the following extension of Theorem 1.1; this is the main new result of this paper:
Theorem 1.2.
(1) r : I2m,n → I2m−1,n is always surjective.
(2) If n is even and if m > n + 1, then r : I2m,n → I2 is bijective.m−1,n
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It is worth presenting an example to illustrate the use of Theorem 1.2. Let m = 2. Then T 23,2 ∈ I23,2 is deﬁned by setting:
T 23,2 =
3∑
i1,i2,i3, j1, j2, j3=1
Ri1 i2 j2 j1e
i3 ◦ e j3 × g(ei1 ∧ ei2 ∧ ei3 , e j1 ∧ e j2 ∧ e j3).
Then Theorem 1.2 (3) yields the relation:
0= r(T 23,2)= 2
2∑
i, j,k=1
Rij jie
k ◦ ek − 4
2∑
i, j,k=1
Rkijke
i ◦ e j .
This implies the following well-known curvature identity on any 2-dimension Riemannian manifold
ρ = 1
2
τ2g.
1.4. Euler–Lagrange equations
As was the case for Theorem 1.1, Theorem 1.2 is motivated by index theory. Let h be an arbitrary symmetric 2-tensor
ﬁeld. We form the 1-parameter family of metrics g(ε) := g + εh. Since Em,n only involves the ﬁrst and second derivatives
of the metric, the variation only involves the ﬁrst and second derivatives of h. We may therefore express
∂ε
{
Em,n
(
g(ε)
)
dνg(ε)
}∣∣
ε=0= Q m,ni j hi j + Q m,ni jk hi j;k + Q m,ni jkl hi j;kl,
where hij;k and hij;kl give the components of the covariant derivative of h with respect to the Levi–Civita connection of g
and where we write (m,n) as a super script on Q to avoid notational complexity. Let Q m,ni jk;l and Q
m,n
i jkl;uv be the components
of the ﬁrst and second covariant derivatives of these tensors, respectively. Deﬁne:
S2m,n :=
{
Q m,ni j − Q m,ni jk;k + Q m,ni jkl;lk
}
ei ◦ e j .
It is then immediate from the deﬁnition that
S2m,n ∈ I2m,n and r
(
S2m,n
)= S2m−1,n.
This tensor is characterized by the property that if (M, g) is any compact Riemannian manifold of dimension m, then we
may integrate by parts to see that:
∂ε
{∫
M
Em,n
(
g(ε)
)
dνg(ε)
}∣∣∣∣
ε=0
=
∫
M
S2m,n,i jhi j dν(g).
The Gauss–Bonnet theorem shows that this vanishes if m = n. Therefore
S2m+1,m ∈ ker
(
r : I2m+1,m → I2m,m
)
and thus S2m+1,m = dmT 2m+1,m.
In particular, we establish a conjecture of Berger [5] that S2m,n involves only the second derivatives of the metric. This result
is, of course, not new. It was ﬁrst established by Kuz’mina [17] and subsequently established using different methods by
Labbi [18–20]. It is at the heart of recent work in 4-dimensional geometry [8–10].
1.5. Outline of the paper
In Section 2, we shall deﬁne the spaces Im,n and I2m,n . We shall discuss the restriction map and derive its elementary
properties. We review the ﬁrst theorem of H. Weyl [24] on the invariants of the orthogonal group. These are used in
Lemma 2.3 to show that r is surjective; this establishes Assertion (1) of Theorem 1.1 and of Theorem 1.2. We will continue
our study and complete the proof of Assertion (2) of Theorem 1.1 and of Theorem 1.2 in Lemma 2.5. We then use the second
theorem of H. Weyl on the invariants of the orthogonal group to establish Assertion (2) of Theorem 1.1 and of Theorem 1.2.
We remark the generalization of Theorem 1.1 [12] to the complex setting yields a heat equation proof of the Riemann–
Roch theorem for Kähler manifolds; it would be interesting to know if there is a suitable generalization of Theorem 1.2 to
the Kähler setting that could be used to study the associated Euler–Lagrange equations for the Chern numbers.
774 P. Gilkey et al. / Differential Geometry and its Applications 29 (2011) 770–7782. Invariance theory
In this section, we review the basic results of invariance theory that we shall need. We work non-classically in Section 2.1
and use the derivatives of the metric rather than the Riemann curvature tensor to deﬁne the space Im,n of scalar invariant
local formulas and the space I2m,n of symmetric 2-tensor valued invariant local formulas which are homogeneous of degree
n in the jets of the metric in the category of m-dimensional Riemannian manifolds. In Section 2.2, we give a more classical
treatment using the Riemann curvature tensor. In Section 2.3 we review the ﬁrst theorem of invariants of H. Weyl [24]. In
Section 2.4, we discuss the restriction map and establish in Lemma 2.3 that r is surjective. In Lemma 2.5 we show that
ker(r : Im,n → Im−1,n) = {0} if m > n (resp. that ker(r : I2m,n → I2m−1,n) = {0} if m > n + 1). We also derive some results in
the limiting case m = n (resp. m = n+1) that will be useful subsequently. In Section 2.5 we recall H. Weyl’s second theorem
of invariants; this result is used in Section 2.6 to complete the proof of Theorem 1.1 and in Section 2.7 to complete the
proof of Theorem 1.2. This approach is a bit different from that used in [11] and is, we believe, more instructive.
2.1. Local scalar invariants of the metric
We follow the discussion in [11] to establish Theorem 1.1. Let δ ji and δi j be the Kronecker symbols:
δ
j
i = δi j =
{
0 if i = j,
1 if i = j
}
.
Fix a dimension m. Let α = (a1, . . . ,am) be a non-trivial multi-index where the ai = α(i) are non-negative integers not all
of which vanish. Introduce formal variables{
gij = g ji, gij = g ji, g, gij/α = g ji/α
}
for 1 i, j m.
Let Qm be the free commutative unital R algebra generated by these variables where we impose the obvious relationships:
m∑
k=1
gik g
jk = δ ji and det(gij) = g2;
Qm is the algebra of local formulae in the derivatives of the metric. Given a system of local coordinates x = (x1, . . . , xm) deﬁned
near a point P of a Riemannian manifold (M, g), let ∂xi := ∂∂xi . It will also be convenient to introduce the following notation
for the ﬁrst and second derivatives of the metric:
gij/k := ∂xk gi j and gij/kl := ∂xk∂xl gi j.
If Q ∈ Qm , then we shall deﬁne Q (x, g, P ) ∈ R by substitution setting:
gij(x, g, P ) := g(∂xi , ∂x j )(P ), gij(x, g, P ) := g
(
dxi,dx j
)
(P ),
g(x, g, P ) := det{gij(x, g, P )}1/2, gij/α(x, g, P ) := ∂a1x1 · · · ∂amxm gij(x, g, P ).
We say that Q is invariant if Q (x, g, P ) is independent of the coordinate system x for every possible such (M, g, P ); we
denote this common value by Q (g, P ) and let Im be the vector space of all such invariant local formulae.
We deﬁne the weight of gij/α to be |α| := a1 + · · · + am and the weight of {gij, gij, g} to be zero. Let Im,n ⊂ Im be the
space of invariant local formulas which are weighted homogeneous of order n. One can use dimensional analysis to establish
[11] that:
Lemma 2.1. Let Q ∈ Im. Then Q ∈ Im,n if and only if Q (c2g, P ) = c−nQ (g, P ) for all 0 = c ∈ R and all (M, g, P ).
As a consequence of Lemma 2.1, we may decompose Im = ⊕nIm,n as the graded direct sum of the formulae which are
weighted homogeneous of degree n. Furthermore, by taking c = −1, we see that Im,n = {0} if n is odd and we shall restrict
to the case n even henceforth.
Next, we consider a local formula
Q =
m∑
i, j=1
Q ij dx
i ◦ dx j
where the Q ij ∈ Qm . Evaluation is deﬁned as above and we say Q is invariant if Q (x, g, P ) is independent of x for all
(g, P ). We let I2m be the space of all such invariant local formulas. The obvious generalization of Lemma 2.1 permits us to
decompose I2m = ⊕nI2m,n where I2m,n consists of those invariant local formulas which are homogeneous of degree n in the
jets of the metric. Again, I2m,n = {0} if n is odd.
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Although convenient for our subsequent purposes, the deﬁnition of local invariants given in Section 2.1 is non-classical
and it is worth making contact with the more standard approach. Let ∇ be the Levi–Civita connection of a Riemannian
manifold (M, g). The associated Christoffel symbols are deﬁned in a system of local coordinates by setting:
∇∂xi ∂x j = Γi jk∂xk where Γi jk :=
1
2
gkl(∂xi g jl + ∂x j gil − ∂xl gi j).
The Riemann curvature tensor Rli jk , the Ricci tensor ρ , the scalar curvature τ , the norm |ρ|2 of the Ricci tensor, and the
norm |R|2 of R are then given by:
Rijk
l := ∂xiΓ jkl − ∂x jΓikl + ΓinlΓ jkn − Γ jnlΓikn,
ρ jk := Rijki, τ := gi1 j1ρi1 j1 , |ρ|2 := gi1 j1 gi2 j2ρi1i2ρ j1 j2 ,
|R|2 := gi1 j1 gi2 j2 gi3 j3 gi4 j4 Ri1i2 i3 i4 R j1 j2 j3 j4 . (2.a)
Again, we really should subscript to indicate the dependence on the dimension m explicitly in the Einstein summations but
we will omit this additional notational complexity in the interests of brevity as the formulas are universal and no confusion
will result from this notational imprecision. Since Γ has weight 1 and ∂xiΓ has weight 2, we see that R has weight 2.
Consequently,
τ ∈ Im,2, τ 2 ∈ Im,4, |ρ|2 ∈ Im,4, |R|2 ∈ Im,4.
We let “;” denote multiple covariant differentiation. If  is the scalar Laplacian, we have
τ = −gijτ;i j ∈ Im,4.
2.3. H. Weyl’s Theorem of invariants
Let V be a ﬁnite-dimensional vector space which is equipped with a positive deﬁnite bilinear form 〈· , ·〉 of signature
(p,q). Let O be the associated orthogonal group. We say that ψ : ⊗kV ∗ → R is a linear orthogonal invariant if ψ is a linear
map and if
ψ(Θ · w) = ψ(w) ∀Θ ∈ O, ∀w ∈ ⊗kV ∗.
We can construct such maps as follows. Let k = 2 and let π ∈ Perm(2) be a permutation of the integers from 1 to 2.
Deﬁne
ψπ
(
v1, . . . , v2
) := 〈vπ(1), vπ(2)〉 · · · 〈vπ(2−1), vπ(2)〉. (2.b)
We show ψπ is an orthogonal invariant by computing
ψπ
(
Θv1, . . . ,Θv2
)= 〈Θvπ(1),Θvπ(2)〉 · · · 〈Θvπ(2−1),Θvπ(2)〉= 〈vπ(1), vπ(2)〉 · · · 〈vπ(2−1), vπ(2)〉
= ψπ
(
v1, . . . , v2
)
.
Since ψπ is a multi-linear map, it extends naturally to a linear orthogonal invariant mapping ⊗2V to R. We refer to [24]
(see Theorem 2.9.A on page 53) for the proof of the following result:
Theorem 2.1. The space of linear orthogonal invariants of ⊗2kV ∗ is spanned by the maps ψπ of Eq. (2.b).
In geodetic polar coordinates, we set gij(P ) = δi j and gij/k(P ) = 0; the remaining derivatives of the metric can be
expressed in terms of the covariant derivatives of the curvature tensor at P . The following result [2] is then a direct
consequence of Theorem 2.1; the extension from scalar to symmetric 2-form valued invariants is immediate. Lemma 1.1 and
Lemma 1.3 follow directly the following Lemma after using the curvature identities to eliminate redundancies and we refer
the reader to those results to illustrate exactly what is meant by Lemma 2.2:
Lemma 2.2. All scalar invariants and all symmetric 2-form valued invariants which are given by a local formula in the derivatives of
the metric and which are homogeneous of order n arise by contracting indices in pairs in monomial expressions of weight n in the
covariant derivatives of the curvature tensor.
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Let (N, gN ) be a Riemannian manifold of dimension m − 1. Let M = N × S1 and let gM = gN + dθ2 where θ is the usual
periodic parameter on the circle. Let θ0 be the basepoint of the circle; since (S1,dθ2) is a homogeneous space, the choice
of the basepoint plays no role. If y ∈ N , we let i(y) := (y, θ0) ∈ M . If Q ∈ Im,n or if Q ∈ I2m,n , then we set
r(Q )(gN , y) := i∗Q
(
gM , i(y)
); (2.c)
(we have to restrict this tensor to N × {θ0}). This deﬁnes natural maps
r : Im,n → Im−1,n and r : I2m,n → I2m−1,n.
Assertion (1) of Theorem 1.1 and of Theorem 1.2 will follow from:
Lemma 2.3.We have r : Im,n → Im−1,n → 0 and r : I2m,n → I2m−1,n → 0.
Proof. By Lemma 2.2, all local invariants are given in terms of contractions of indices of various monomials of weight n
in the covariant derivatives of the curvature tensor. Instead of letting the indices range from 1 to m in the contractions
of indices which deﬁne Q , we let the indices range from 1 to m − 1 in deﬁning r(Q ) since the metric is ﬂat in the last
direction. Thus, for example, as noted above we have:
τm :=
m∑
i, j=1
Rij ji then r(τm) = τm−1 =
m−1∑
i, j=1
Rij ji .
This is, of course, implicit in the notation that we used in Eq. (2.a) in deﬁning the scalar curvature in the ﬁrst instance.
The dimension m appears implicitly in the range of summation and the formula is “universal” over all dimensions in that
respect, i.e. r(τm) = τm−1. Thus we usually don’t subscript but simply talk of the scalar curvature τ without mentioning the
underlying dimension m. We may choose a spanning set for Im−1,n or I2m−1,n similar to those given in Lemma 1.1 and in
Lemma 1.3 which involves contracting indices in covariant derivatives of the curvature tensor. The desired lift to Im,n or to
I2m,n is then obtained by letting the indices range from 1 to m instead of from 1 to m− 1. This lift is, of course, not unique
and is exactly measured by ker(r) which gives the universal relations satisﬁed in dimension m − 1 which are not satisﬁed
in dimension m. 
We used the tensor calculus to show that r is surjective. We now return to the non-invariant formulation to continue
our study. We may always restrict to coordinate systems x which are normalized at the point P so that
gij(x, g, P ) = δi j and gij/k(x, g, P ) = 0. (2.d)
We let Q˜m := R[gij/α]|α|2 be the polynomial algebra in the jets of the metric of order at least 2. One can use a partition
of unity and Taylor series to derive the following result:
Lemma 2.4. If 0 = Q ∈ Q˜m, then there exists (x, g, P ) so that x satisﬁes the normalizations of Eq. (2.d) and so that Q (x, g, P ) = 0.
We note that Lemma 2.4 is not true if we work with the Riemann curvature tensor. There are “hidden” and non-obvious
relations that do not follow from the usual Z2 symmetries and the generalized Bianchi identities that are dimension speciﬁc
– that is the whole point, of course, of the relations given in Lemma 1.2 and in Lemma 1.4. And it is Lemma 2.4 that will
be crucial in our discussion.
Let A = gi1 j1/α1 · · · gi j/α be a monomial of Q˜m . We deﬁne
degk(A) := δi1,k + δ j1,k + α1(k) + · · · + δi,k + δ j,k + α(k)
to be the number of times that the index k appears in A. We extend this notion to the context of symmetric 2-form valued
invariants by deﬁning:
degk
(
Adxi+1 ◦ dx j+1) := degk(A)+ δi+1,k + δ j+1,k.
Set r1(A) = A if degm(A) = 0 and r1(A) = 0 if degm(A) > 0 to deﬁne a polynomial map r1 : Q˜m → Q˜m−1. Assertion (2) of
Theorem 1.1 and Assertion (2) of Theorem 1.2 will follow Lemma 2.3 and from:
Lemma 2.5.
(1) If Q ∈ Im,n or if Q ∈ I2m,n, then r1(Q ) = r(Q ).
(2) If Q ∈ Im,n ∩ ker(r) or if Q ∈ I2m,n ∩ ker(r), then degk(A) 2 for 1 km for every monomial A of Q .
P. Gilkey et al. / Differential Geometry and its Applications 29 (2011) 770–778 777(3) If m> n, then ker(r : Im,n → Im−1,n) = {0}.
(4) If m = n, if Q ∈ ker(r)∩ Im,n, and if A is a monomial of Q , then degk(A) = 2 and |αa| = 2 for 1 km and 1 a .
(5) If m> n + 1, then ker(r : I2m,n → I2m−1,n) = {0}.
(6) If m = n + 1 if Q ∈ ker(r)∩ I2m,n, and if A is a monomial of Q , then degk(A) = 2 and |αa| = 2 for 1 km and 1 a .
Proof. Assertion (1) gives an algebraic reformulation of the geometric deﬁnition given in Eq. (2.c) and is immediate from
that deﬁnition; the metric on N × S1 is ﬂat in the ﬁnal direction; we also set ei ◦ e j = 0 if either i or j is the ﬁnal index as
we have to restrict the tensor to the submanifold.
Let r(Q ) = 0. By Lemma 2.4, we may identify the local formula deﬁned by Q with the polynomial Q ∈ Qm . It then
follows that degm(A) > 0 for every monomial A of Q . Let y = (x1, . . . , xm−1,−xm), we see degm(A) is even and hence
degm(A) 2. Since Q is invariant under coordinate permutations, Assertion (2) follows.
Let 0 = Q ∈ Im,n ∩ ker(r). Let A = gi1 j1/α1 · · · gi j/α be a monomial of Q . Since |αa| 2, we have
2
∑
a=1
|αa| = n. (2.e)
By Assertion (2) we have degk(A) 2 for every k. Thus
2m
∑
1km
degk(A) =
∑
a=1
m∑
k=1
{
δia,k + δ ja,k + αa(k)
}=
∑
a=1
{
1+ 1+ |αa|
}= 2+ n n+ n = 2n. (2.f)
This shows that m n and proves Assertion (3). Furthermore, if m = n, all the inequalities in Eq. (2.e) and in Eq. (2.f) must
have been equalities; this establishes Assertion (4).
Similarly let 0 = Q ∈ I2m,n ∩ ker(r) and let A be a monomial of Q . Express
A = gi1 j1/α1 · · · gi j/α dxi+1 ◦ dx j+1 .
We estimate similarly:
2
∑
a=1
|αa| = n, (2.g)
2m
m∑
k=1
degk(A) =
∑
a=1
m∑
k=1
{
δia,k + δ ja,k + αa(k)
}+ 2=
∑
a=1
{
1+ 1+ |αa|
}+ 2= 2+ n + 2 2n+ 2. (2.h)
Again, this is not possible if m > n + 1 which establishes Assertion (5). If m = n + 1, all the equalities must have been
equalities and the desired result follows. 
2.5. H. Weyl’s second theorem
Let (V , 〈· , ·〉) be an inner product space of dimension m. A typical relation among scalar products is the following which
involves m+ 1 vectors {v0, . . . , vm} and m+ 1 vectors {w0, . . . ,wm}. One necessarily has:
det
⎛
⎜⎝
〈v0,w0〉 〈v0,w1〉 . . . 〈v0,wm〉
〈v1,w0〉 〈v1,w1〉 . . . 〈v1,wm〉
. . . . . . . . . . . .
〈vm,w0〉 〈vm,w1〉 . . . 〈vm,wm〉
⎞
⎟⎠= 0. (2.i)
One also has [24] (see Theorem 2.17.A page 75).
Theorem 2.2. Every relation among scalar products is an algebraic consequence of the relations given above in Eq. (2.i).
2.6. Proof of Theorem 1.1
Let m = 2m¯ be even. We introduce formal variables gij/kl ∈ S2 ⊗ S2 for 1  i, j,k, l m. If Q ∈ ker(r : Im,m → Im−1,m),
then we have shown that in Lemma 2.5 that Q can be regarded as a polynomial of degree m¯ in R[gij/kl]. Let S2 denote
the space of symmetric 2 tensors. Since gij/kl ∈ S2 ⊗ S2, we can regard Q as a linear orthogonal invariant on ⊗m¯{S2 ⊗ S2}.
Such an orthogonal invariant extends naturally to the full tensor algebra to be zero on the orthogonal complement of
⊗m¯{S2 ⊗ S2} and hence H. Weyl’s theorem applies where the dimension of the underlying vector space is m − 1 not m.
Since the restriction of Q to the lower-dimensional setting vanishes, we can apply Theorem 2.2 to express Q as a linear
combination of invariants of the form
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(
dxiσ1 ∧ dxiσ2 ∧ · · · ∧ dxiσm ,dxiσm+1 ∧ · · · ∧ dxiσ2m )
where σ is a permutation of {1, . . . ,2m}. If i1 = iσa for some index a with 1  a m, then necessarily i2 = iσb for some
index b with m + 1  b  2m since gi1 i2/i3 i4 is symmetric in the indices {i1, i2} where as the wedge product is anti-
symmetric. By permuting the indices {i1, i2} if necessary, we may therefore assume i1 = σa1 and i2 = σb1 for 1  a1 m
and m+ 1 b1  2m. This implies we can write
Aσ = gi1 j1/i2 j2 · · · gim−1 jm−1/im jm × g
(
dxiρ1 ∧ · · · ∧ dxiρm ,dx j1 ∧ · · · ∧ dx jm )
where ρ and  are permutations of m indices. Reordering the factors then yields
Aσ = ±gi1 j1/i2 j2 · · · gim−1 jm−1/im jm × g
(
dxi1 ∧ · · · ∧ dxim ,dx j1 ∧ · · · ∧ dx jm).
This shows dim{ker(r : Im,m → Im−1,m)}  1. Since r(Em,m) = 0 and Em,m is non-trivial, Assertion (3) of Theorem 1.1 fol-
lows. 
2.7. Proof of Theorem 1.2
The proof of Theorem 1.2 (3) is essentially the same. The crucial feature is, of course, that we have eliminated the higher
order jets of the metric and only have to deal with second derivatives. The dimension of the underlying vector space is now
m = 2m¯ rather than m − 1. Let Q ∈ I2m+1,m . We can express Q = Quvdxu ◦ dxv where Quv ∈ R[gij/kl] is homogeneous of
degree m¯. Since r(Q ) = 0, we may express Q as a linear combination of invariants of the form:
Aσ = gi1i2/i3 i4 · · · gi2m−3i2m−2/i2m−1i2mdxi2m+1 ◦ dxi2m+2 × g
(
dxiσ1 ∧ dxiσ2 ∧ · · · ∧ dxiσm+1 ,dxiσm+2 ∧ · · · ∧ dxiσ2m+2 ).
The same symmetry argument used to establish Theorem 1.1 then shows in fact we are dealing with
Aσ = ±gi1 j1/ j2i2 · · · gim−1 jm−1/ jmimdxim+1 ◦ dx jm+1 × g
(
dxi1 ∧ dxi2 ∧ · · · ∧ dxim+1 ,dx j1 ∧ dx j2 ∧ · · · ∧ dx jm+1).
Again, this shows dim{ker(r : I2m+1,m → I2m,m)}  1. The desired result then follows as T 2m+1,m ∈ ker(r : I2m+1,m → I2m,m) is
non-trivial. 
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