Groups Complex. Cryptol. ; ( ): -
Introduction and statement of main results
In this paper we continue the study started in [ , ] . Let G be a Garside group with set of atoms A, for example, the braid group G = Br n and the set A = {σ , . . . , σ n− } of its standard generators (called also Artin generators). Recall that Br n is generated by A subject to the relations σ i σ j = σ j σ i for |i − j| > ; σ i σ j σ i = σ j σ i σ j for |i − j| = .
If an element of G is a product of conjugates of atoms, we say that it is A-quasipositive or just quasipositive when it is clear which A is meant. Note that for Artin-Tits groups (in particular, for braid groups) the notion of quasipositivity does not depend on the choice between the standard or the dual Garside structure. We are looking for a solution to the quasipositivity problem -the algorithmic problem to decide whether a given element of G is quasipositive or not. This problem arises in the study of plane complex algebraic or pseudoholomorphic curves, see, e.g., [ , -, , ] .
Let e : G → ℤ be the homomorphism which takes all atoms to . The value e(X) is called the algebraic length or exponent sum of X. The quasipositivity problem for n-braids is solved in [ ] for n = and in [ ] for any n but only for braids of algebraic length two. Note that the case n < is trivial and the case e(X) < is the simplest particular case of the conjugacy problem. The case n = , e(X) = is done in the present paper, see Theorem . .
In fact, a slightly more general problem is solved in [ ]. We found an algorithm to decide whether a given braid X is a product of two conjugates of atom powers. The algorithm in [ ] is rather e cient in practice but no polynomial time bounds are known for it. Here we give a polynomial time solution to this problem; in the case of braid groups, it is also polynomial with respect to the number of strings. Namely, Theorem . states that if X is a product of two conjugates of atom powers, then each element of the super summit set SSS(X) for the Birman-Ko-Lee Garside structure satis es a certain quickly checkable condition (see Corollary . and Proposition . ), and it is known [ ] that an element of SSS(X) can be computed in polynomial time.
Theorem . also plays a central role in our proof of Theorem . (the main result of the paper) which states that if a -braid X with e(X) = is quasipositive, then SSS(X) contains an element of the form xY for an atom x and a quasipositive braid Y of algebraic length . So, Theorem . solves the quasipositivity problem for -braids X with e(X) = . This solution is of polynomial time provided a polynomial upper bound for the size of SSS(X). Such a bound is given by S.-J. Lee [ , Corollary . . ] . Note that recently Calvez and Wiest [ ] independently obtained the main result of [ , Chapter ] (a polynomial time solution to the conjugacy problem in Br ) by similar methods.
Let us give precise statements of the main results. For elements a, b of a group G we set b a = a − ba, b G = {b c | c ∈ G}, and we write a ∼ b if a ∈ b G . When speaking of Garside groups, we use the terminology and notation from [ ] which is mostly the same as in [ ]; see Section . for a very brief summary.
Theorem . . Let (G, P, δ) be a homogeneous symmetric square-free Garside structure of nite type (for example, the Birman-Ko-Lee Garside structure on Br n ) and let A be the set of atoms. Let Z ∈ SSS(Z) ∩ ((x k ) G (y l ) G ) where k, l ≥ and x, y ∈ A. Then, up to exchange of x k and y l , one of the following possibilities takes place: (i) Z = XY where X ∼ x k , Y ∼ y l , and ℓ(Z) = ℓ(X) + ℓ(Y); (ii) Z = x p Yx k−p where Y ∼ y l , x ∈ x G ∩ A, ≤ p ≤ k, and ℓ(Z) = k + ℓ(Y);
(iii) Z = x p y l x k−p where x ∈ x G ∩ A, y ∈ y G ∩ A, and ≤ p ≤ k.
Using the blocking property [ , Corollary . ] (see Theorem . below), Theorem . implies the following result.
Corollary . . Let the hypothesis of Theorem . hold and inf Z < . If case (i) occurs, i.e., if Z = (x k ) P (y l ) Q with x ∈ x G ∩ A, y ∈ y G ∩ A, and ℓ(P) + ℓ(Q) ≥ (we may assume also that inf P = inf Q = , and that ‖P‖ and ‖Q‖ are minimal possible) then the left normal form of Z is
and ℓ(Q) = n ≥ (we may assume also that inf Q = and that ‖Q‖ is minimal possible) then the left normal of Z is
where C ⋅ . . . ⋅ C n+p and B ⋅ . . . ⋅ B n are the left normal forms of δ n x p Q − and Q, respectively.
All possibilities for the left normal forms of Z in case (iii) of Theorem . are listed in Proposition . . Note that due to Corollary . , it is very fast to check whether Z satis es conditions (i) or (ii): it is enough to recognize the pattern y l in the left normal form of Z and to check (using Theorem . ) whether we obtain a conjugate of x k after its removal; then, of course, the same should be done with x k and y l swapped. If inf Z ≥ , then condition (iii) can be checked for all pairs of atoms (x , y ) from (x G ) × (y G ) (Proposition . can be used to reduce the number of tests).
Corollary . . Let the hypothesis of Theorem . hold and inf Z < . Then any cycling orbit of USS(Z) and any decycling orbit of USS(Z − ) − contains an element whose left normal form is as in [ , Theorem b] , i.e., of the form ( . ) with p = .
This fact was conjectured in [ , p. , Remark ( )] . In particular, it gives a proof of [ , Theorem b] independent of the transport properties of cyclic sliding. Theorem . and Corollary . are proven in Section . An important ingredient of the proof is the blocking property of square-free homogeneous symmetric Garside structures [ , Section ] (see Theorem . ).
Theorem . . Let (G, P, δ) be a square-free homogeneous symmetric Garside structure of nite type such that ‖δ‖ = (for example, the Birman-Ko-Lee Garside structure on Br ) and let A be the set of atoms. Let X ∈ a G a G a G with a , a , a ∈ A. Then there exists a permutation (x, y, z) of (a , a , a ) such that SSS(X) contains an element of the form
So, this theorem reduces the quasipositivity problem for the case e(X) = to the quasipositivity problem for the case e(X) = . Theorem . is an immediate consequence of Lemmas . -. . Remark . . It seems plausible that Theorem . holds with minor changes for products of three conjugates of given powers of atoms.
Remark . . The following example shows that SSS(X) cannot be replaced by USS(X) in Theorem . . We consider the -braid
Then, for the Birman-Ko-Lee Garside structure on Br , we have: ℓ s (X) = , inf s X = − , sup s X = , all elements of USS(X) are rigid, and |USS(X)| = . A computation shows that x − Z is not quasipositive for any x ∈ A, Z ∈ USS(X).
In Section we give a summary of those results from Lee's thesis [ ] about the structure of SSS(X) which extend to any homogeneous Garside group with ‖∆‖ = . This section is independent of the rest of the paper.
Garside groups . Notation and some de nitions
Given two elements a, b of a group G, we set b a = a − ba and b G = {b c | c ∈ G}.
Garside groups were introduced in [ , ] as a class of groups to which Garside's methods [ ] extend. We use the de nitions and notation for Garside structures introduced in [ ] and reproduced almost without changes in [ ]. So, a Garside structure on a group G is (G, P, ∆) where ∆ is the Garside element and P = {X | X ≽ }; we set τ(X) = X ∆ ; we denote the in mum, supremum, canonical length, and (when X ∈ P) letter length of X ∈ G by inf X, sup X, ℓ(X), and ‖X‖, respectively; we denote the minimal values of inf Y, sup Y, and ℓ(Y) over all Y ∈ X G by inf s X, sup s X, and ℓ s (X) (see details in [ , ] ).
The only di erence between the notation in [ ] and in [ ] is that we denote the set of simple elements by [ , ∆] instead of the commonly used notation [ , ] . We set also ] , ∆]
The only new terminology introduced in [ ] is the following. We say that a Garside structure is homogeneous if ‖XY‖ = ‖X‖ + ‖Y‖ for any X, Y ∈ P. In this case we de ne a group homomorphism e : G → ℤ by setting e(X) = ‖X‖ for X ∈ P. A Garside structure is called symmetric if A ≼ B ⇔ B ≽ A for any simple elements A, B and it is called square free if x ̸ ≼ ∆ for any atom x. The main example of symmetric homogeneous square-free Garside structures are the dual Garside structures on Artin-Tits groups of spherical type introduced by Bessis [ ], in particular, the Birman-Ko-Lee Garside structure [ ] on Br n . Another example is the Garside structure on the braid extension of the complex re ection group G(e, e, r) introduced in [ ].
In this paper we denote the Garside element by ∆ when we speak of an arbitrary Garside structure, but we denote it by δ (as in [ ]) if the Garside structure under consideration is supposed to be homogeneous and symmetric.
We denote the left (resp. right) gcd and lcm of X and Y by X ∧ Y and X ∨ Y (resp. by X ∧ ↰ Y and X ∨ ↰ Y). We denote the usual (i.e., left) cycling, decycling, and cyclic sliding operators by c, d, and s, respectively. We denote the initial factor, nal factor, and preferred pre x of X by ι(X), φ(X), and p(X). So, c(X) = X ι(X) , d(X) = X φ(X) − , s(X) = X p(X) . We denote the right counterparts of c, d, ι, φ by c
. Some facts about general Garside groups
Let (G, P, ∆) be any Garside structure of nite type. Lemma . ] . (b) Follows from (a) applied to Y − and X − . Indeed, suppose that sup
Proof. If sup Xs ≤ sup X, then we just set u = s, v = and we are done. So, assume that sup Xs = sup X + . Then, by Lemma .
i are de ned recursively together with simple elements t , . . . , t r by the conditions that t = A , A ὔ i− ⋅ t i is the left normal form of t i− A i for i = , . . . , r, and A ὔ r = t r . We have A ὔ i ̸ = ∆ for i > and A ὔ i ̸ = for i < r (but it is possible that A ὔ = ∆ or A ὔ r = ).
Corollary . . Under the hypothesis of Lemma . , suppose that sup A X = sup A + sup X and ‖A i ‖ = for some i ∈ { , . . . , r}. Then φ(A X) = φ(X). 
Super summit set of a product of two conjugates of atom powers in square-free homogeneous symmetric Garside groups
In this section we prove Theorem . and Corollary . . Throughout this section (G, P, δ) is a square-free symmetric homogeneous Garside structure with set of atoms A.
. Preliminaries
Lemma . ([ , Lemma . ] ). Let x ∈ A and A ∈ P. If xA ≼ δ (resp. Ax ≼ δ), then there exists x ∈ x G ∩ A such that xA = Ax (resp. Ax = x A).
Proof. Immediately follows from the fact that the Garside structure is symmetric and homogeneous.
The following three results are proven in [ ].
Remark . . The conclusion of [ , Lemma . ] was erroneously stated in the form ι(AP) = ι(A P). This is wrong in general without the assumption δ ̸ ≼ AP as one can see in the example G = Br (with the Birman-Ko-Lee Garside structure, thus δ = σ σ σ ), A = σ σ , P = τ (A), and hence ι(AP) = σ , ι(A P) = A. The statement and the proof of [ , Lemma . ] become correct if one replaces all ι(. . . ) by δ ∧ (. . . ). This mistake does not a ect the usage of the lemma in the proof of the blocking property.
Then ℓ(X s ) ≤ ℓ(X).
Proof. The case s ∈ { , δ} is trivial, so we assume that s ∈ ] , δ[. By Lemma . , it is enough to show that sup Xs ≤ sup X. Suppose the contrary:
The inequality in ( . ) can be rewritten as sup UXs < sup UX + sup s. By combining it with ( . ) and the equality in ( . ), we obtain
. Products of two atoms. Normal forms in case (iii) of Theorem .
Recall that (G, P, δ) is a square-free symmetric homogeneous Garside structure with set of atoms A.
Proposition . . Let x and y be two atoms such that xy ≼ δ. Then there exist m ≥ and pairwise distinct atoms a , . . . , a m (we assume that the indices are de ned mod m) such that: (i) x = a , y = a , and a i a i+ = xy for any i;
(ii) a i+ = a xy i for any i; (iii) the product a i ⋅ a j is left weighted unless j ≡ i + mod m. Proof. We de ne a , a , . . . recursively by a = x, a = y, a i a i+ = a i− a i . Then all a i are atoms by Lemma . and (i) holds; (ii) follows from (i). Let us prove (iii). Suppose that a i ⋅ a j is not left weighted, i.e., a i a j ≼ δ. Note that a i ∨ a j = xy. Since the Garside structure is symmetric, we have a i ≺ a i a j and a j ≺ a i a j . Hence xy = a i ∨ a j ≼ a i a j . Since ‖xy‖ = ‖a i a j ‖, it follows that a i a j = xy = a i a i+ whence a j = a i+ . For x, y ∈ A, we set
Remark . . It follows from Proposition . that the submonoid of G generated by any pair of atoms is either free or isomorphic to the positive monoid of the dual Garside structure in an Artin-Tits group of type I (m) (see [ , Proposition . ] ). It is interesting to study if the same is true for the subgroup of G generated by a pair of atoms. Note that the subgroup generated by a submonoid M of a group is not necessarily isomorphic to the group of fractions of M. For example, the submonoid M of Br generated by σ and σ − is free whereas the subgroup generated by M is the whole Br which is not a free group.
if and only if one of the following conditions holds:
if and only if one of the following conditions holds: (i) µ x,y = , p = l = , and q ≥ ; (ii) µ y,x = , q = l = , and p ≥ . If Z ∈ SSS(Z), then the left normal form of Z, is . Proof of Theorem . and Corollary .
For x, y ∈ A and k, l ≥ , we set
where * stands for ὔ or ὔὔ or ὔὔὔ . It is clear that Z ∈ G(x k , y l ) implies Z ∈ SSS(Z). In this notation, the conclusion of Theorem . reads as SSS(Z) ⊂ G(x k , y l ). Let us x k, l ≥ and x, y ∈ A.
Thus ℓ(X s ) + ℓ(Y s ) may take only three values: ℓ(Z), ℓ(Z) + , and ℓ(Z) + . We consider separately these three cases.
Case . ℓ(X s ) + ℓ(Y s ) = ℓ(Z). The result immediately follows.
Without loss of generality we may assume that inf X s = , i.e.,
. By symmetry, it is enough to consider only the latter case. So, let ℓ(Y D) ≤ ℓ(Y ). Then, by Lemma . , we have ℓ(Y D ) ≤ ℓ(Y ). Since
we conclude that Z s ∈ G(x k , y l ).
Case . . . ℓ(ÃX ) = ℓ(X ) + and ℓ(Y D) = ℓ(Y ) + . Let us show that this is impossible. Indeed, in this case we have supÃX = supÃ + sup X = sup X + = sup X s and similarly sup Y D = sup Y s . By ( . ), this
By Lemma . , this implies that there exist u, v ∈ [ , δ] such that E = uv, supÃX u = supÃX , and sup vY D = sup Y D. Then, by Lemma . , we have ℓ(X ) ≤ ℓ(X ) and ℓ
Lemma . . Let Z ∈ ⃗ G ὔὔ (x k , y l ) and let s be a simple element such that Z s ∈ SSS(Z). Then Z s ∈ G(x k , y l ).
If p = or q = , then Lemma .
applies. So, we assume that p, q > . Let us show that
Indeed, suppose that the left inequality in ( . ) does not hold, i.e., sup
Hence φ(s − Z)s ≼ δ by Lemma . (b) . Since φ(s − Z) = φ(Z) by Corollary . , this means that φ(Z)s ≼ δ which implies the right inequality in ( . ). Thus, ( . ) holds. By symmetry, without loss of generality we may assume that the right inequality in ( . ) holds. Then x s = φ(Z)s ≼ δ by Lemma . (b) . Hence, by Lemma . , we have
Indeed, suppose that the right inequality in ( . ) does not hold, i.e., inf
which implies the left inequality in ( . ). Thus, ( . ) holds.
By symmetry, without loss of generality we may assume that the left inequality in ( . ) holds. The rest of the proof is almost the same as in case . of Lemma . . Namely, let (A, B) 
Since Y ∼ y l and ℓ(Y ) = ℓ(Y), we conclude that Z s ∈ G(x k , y l ).
Lemma . . Let Z ∈ ⃗ G ὔὔὔ (x k , y l ) and let s be a simple element such that Z s ∈ SSS(Z). Then Z s ∈ G ὔὔὔ (x k , y l ).
Proof. We shall assume that ‖δ‖ ≥ . In the case ‖δ‖ = , the proof is the same but the notation should be slightly changed. By the same arguments as in the proof of Lemma . , we may assume that the right inequality in ( . ) holds. By Proposition . , we have ‖φ(Z)‖ = or .
Case . ‖φ(Z)‖ = . It follows from Proposition . that, up to exchange of the roles of x k and y l , we may assume that
The rest of the proof is the same as in Lemma . . Note that the presentation of Z in the form as in the de nition of G ὔὔὔ (x k , y l ) is not necessarily unique. For example, if k = , l = , and Z = xyx where xy = yz = zx, z ∈ A, then we work with Z = x y x , φ(Z) = x when the right equality in ( . ) holds, but we work with Z = y z y , φ ↰ (Z) = y when the left equality in ( . ) holds.
Case . ‖φ(Z)‖ = . By Proposition . , we may assume that Z = Proof of Theorem . . As we already pointed out before Lemma . , we need to prove that SSS(Z) ⊂ G(x k , y l ).
We have SSS(Z) ∩ G(x k , y l ) ̸ = ⌀. Indeed, if Z ̸ ∈ P, then SSS(Z) ∩ ⃗ G ὔὔ (x k , y l ) ̸ = ⌀ by [ , Theorem b] (in fact, only [ , Corollary . ] is needed here). If Z ∈ P, then, again by [ , Theorem b], we have Z ∼ Z = x k y l where x ∈ x G ∩ A and y ∈ y G ∩ A. By Proposition . (a), it follows that Z ∈ SSS(Z), and hence we have Z ∈ G ὔὔὔ (x k , y l ), unless one of the cases (i)-(iii) of Proposition . occurs. However, in each of these cases, a cyclic permutation of the word x k y l yields an element Z of SSS(Z). Then we have Z ∈ SSS(Z) ∩ G ὔὔὔ (x k , y l ).
By the convexity theorem [ , Corollary . ], any element of SSS(Z) can be obtained from any other by successive conjugations by simple elements. Thus the result follows from Lemmas . -. .
The following proposition shows that the cycling operator acts on the sets ⃗ G ὔ p,q (x k , y l ) and ⃗ G ὔὔ p,n (x k , y l ) in the most natural and expected way.
Proposition . . If p > , then
Note that ⃗ G ὔ ,n (x k , y l ) = ⃗ G ὔὔ k,n (x k , y l ) and ⃗ G ὔὔ ,n (x k , y l ) = ⃗ G ὔ n, (y l , x k ).
Proof. The rst inclusion follows from Corollary . . Let us prove the second one. Let Z be as in the denition of ⃗ G ὔὔ p,n (x k , y l ). We may suppose that the left normal form of Z is as in ( . ). We see from ( . ) that
. Corollary . follows from Proposition . .
Homogeneous symmetric Garside groups with ‖δ‖ =
In this section we assume that (G, P, δ) is a square-free homogeneous symmetric Garside structure with set of atoms A and we assume that ‖δ‖ = .
If δ p ⋅ A ⋅ . . . ⋅ A n is the left normal form of X, then we denote
Lemma . . Let X ∈ G. Then ℓ (X) = inf X + sup X − e(X) and ℓ (X) = − inf X − sup X + e(X).
Proof. Follows from n + n = ℓ(X) and n + n = e(X) − inf X, where n i = ℓ i (X). 
. If, moreover, sup s Y = sup Y, then ℓ (X) ≥ by Lemma . . We have ℓ (X) = ℓ (Y) by Lemma . , thus ℓ (Y) ≥ , and the result follows from Lemma . (b) .
then the result follows from (a), (b) . Otherwise it follows from Lemmas . (b) , . (b) 
, Y is in its summit set). Then there exist U, V ∈ G such that, up to exchange of a and b, we have Y = UyV with y ∈ a G ∩ A, UV ∼ b and the following conditions hold: Suppose that sup Y − sup s Y > . Then sup d(Y) = sup Y − by Lemma . (b) . So, by the induction hypothesis, we assume that d(Y) = U ὔ y ὔ V ὔ with the required properties. Without loss of generality we may assume also that inf V ὔ = .
Let δ p ⋅ A ⋅ . . . ⋅ A n be the left normal form of Y. Then the left normal form B ⋅ . . . ⋅ B n− of δ −p d(Y) is obtained from τ p (A n ) ⋅ A ⋅ . . . ⋅ A n− by the procedure described in Lemma . . It follows that for some i ≥ , we have (‖A n ‖, ‖A ‖, . . . , ‖A i− ‖, ‖A i ‖) = ( , , . . . , , ), (‖B ‖, . . . , ‖B i ‖) = ( , . . . , ), and A ν = B ν for ν > i; see Figure ( 
Then there exist U, V ∈ G such that, up to exchange of a and b, we have Y = UyV with y ∈ a G ∩ A, UV ∼ b and the following conditions hold: 
where ≤ i ≤ n, all the products in the parentheses are left weighted, and B ν = τ(A ν ) for ν = , . . . , i − . It follows that (‖A i ‖, ‖A i+ ‖, . . . , ‖A n ‖, ‖A ‖) = ( , , . . . , , ) and (‖B i ‖, . . . , ‖B n ‖) = ( , . . . , ); see Figure  ( right). Note that the condition ‖φ(Y)‖ = reads as ‖A n ‖ = . Since ‖A i ‖ = , this yields i < n.
Since φ(c(Y)) = B n and ‖B n ‖ = , we may assume that the induction hypothesis holds, so, we have a decomposition c(Y) = U ὔ y ὔ V ὔ with the required properties. Without loss of generality we may assume also that inf V ὔ = . We shall refer to conditions (i)-(iv) applied to the decomposition c(Y) = U ὔ y ὔ V ὔ by writing (i) ὔ -(iv) ὔ . Condition (iii) ὔ means that U ὔ = δ p+ B . . . B j− and y ὔ V ὔ = B j . . . B n for some j ≥ . Condition (iv) ὔ combined with ‖B i ‖ = ⋅ ⋅ ⋅ = ‖B n ‖ = implies j ≤ i.
Let U = δ p A . . . A j− , y = τ − (y ὔ ), and V = y − A j . . . A n . First, let us show that y ≼ A j . Indeed, if j < i, then y = τ − (y ὔ ) ≼ τ − (B j ) = A j . If j = i, then yδ = δy ὔ = δB i = A i C i+ whence y ≼ A i = A j . Thus
Illustration to the proof of Lemma . (on the left) and Lemma . (on the right).
We have y ∼ y ὔ ∼ a and
Let us show that the decomposition Y = UyV satis es (i)-(iv). Indeed, i < n implies (i), ‖A i ‖ = implies (iv), and the fact that A ⋅ . . . ⋅ A n is left weighted implies (iii). So, it remains to check that (ii) holds. By ( . ) we have ℓ(V) ≤ ℓ(yV) ≤ ℓ(V) + , thus it is enough to exclude the case ℓ(V) = ℓ(yV), that is ℓ(V) = n − j + . Suppose that ℓ(V) = n − j + . The product of n − j factors in the parentheses in ( . ) is left weighted, hence A n ≽ φ(V) by Lemma . . Since A n = φ(Y), we have ‖A n ‖ = by the hypothesis of the lemma. Thus the condition A n ≽ φ(V) implies A n = φ(V). We have
Lemma . . Let V ∈ G and x, y ∈ A be such that: 
Proof of Theorem .
Let the hypothesis of Theorem . hold. For a permutation (λ, µ, ν) of ( , , ) and an integer n, we set
Till the end of the section, (x, y, z) will always denote some permutation of (b , b , b ) and x , x , . . . (resp. y , y , . . . or z , z , . . .) will stand for some atoms which are conjugate to x (resp. to y or to z). All these new atoms will be obtained from x, y, z by applying Lemma . . 
Proof. By symmetry, it is enough to consider only the case sup Yx ≤ sup Y.
Let B = ι ↰ (Yx). Since the simple element Ax divides δ −p Yx from the right but δ does not due to ( . ), we conclude that B ≽ Ax. Since ‖Ax‖ = , this means that B = Ax. Then c ↰ (Yx) = BY . If B ⋅ ι(Y ) is not left weighted, then inf BY > inf Y = p and the result follows from Lemma . applied to ( x , d(Y) ) because Corollary ] . Hence AC ≼ δ and we obtain ( x , d(Y) Hence, by Lemma . (b) , we have Bφ ↰ (CU) ≼ δ, that is BC ≼ δ. This implies BC = δ because ‖C‖ = (recall that ℓ (CU) = ) and ‖B‖ = . We have ( . )
Since t ≼ A = ι(Y), we have ℓ(Y t ) ≤ ℓ(Y) + . If ℓ(Y t ) ≤ ℓ(Y), then the result follows from Lemma . applied to (x , Y t ), because x Y t ∼ Y t x = s(Yx) ∼ X and inf Y t x > p by ( . ) . So, we assume that
Hence, by the 'right-to-left' version of Lemma . , we have Y t = UyV with UV ∼ z, ℓ(U) + ℓ(V) + = ℓ(Y t ), ℓ(V) ≥ , and ι ↰ (Uy) ⋅ φ ↰ (V) right weighted. The last two conditions imply ι ↰ (Y t ) = ι ↰ (V); we denote this element by B and we set V = V B. By ( . ) and ( . ) we have Since
we conclude that (x , Z) ∈ Q n,p+ . 
Structure of SSS(X) when ‖∆‖ = (after S.-J. Lee)
Here we give a summary of those results from [ , Chapter ] which extend to any homogeneous Garside group with Garside element of letter length .
Let (G, P, ∆) be a homogeneous Garside structure with set of atoms A such that ‖∆‖ = .
We say that X ∈ G is rigid if φ(X) ⋅ ι(X) is left weighted. Following [ ], we say that X is strictly rigid if it is rigid and ℓ (X) = or ℓ (X) = (see ( . )). If X ∈ USS(X), then we de ne the cycling orbit of X as O X = {c m τ k (X) | k, m ≥ }.
Proposition . . Let X ∈ USS(X), ℓ(X) ≥ . Then: (a) SC(X) = USS(X). (b) SSS(X) = ⋃ m≥ c ↰ m (USS(X)). (c) One and only one of the following alternatives holds:
(i) each element of USS(X) is strictly rigid and SSS(X) = USS(X); (ii) each element of USS(X) is rigid but not strictly rigid, and USS(X) = O X ; (iii) no element of SSS(X) is rigid and SSS(X) = USS(X) = O X .
Lemma . . If X is not rigid and X ∈ SSS(X), then c ↰ (c(X)) = d ↰ (d(X)) = X.
