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METODOLOGIA PARA MEDIDAS OBJETIVAS DE QUALIDADE DE
VI´DEO EM SISTEMAS DE DIFUSA˜O DE CONTEU´DOS AUDIOVISU-
AIS
Autor: Ma´rcio Lucas Graciano Ju´nior
Orientador: Jose´ Camargo da Costa
Programa de Po´s-graduac¸a˜o em Engenharia Ele´trica
Bras´ılia, marc¸o de 2013
Este trabalho apresenta uma metodologia para a verificac¸a˜o da qualidade de v´ıdeos
em sistemas de difusa˜o em massa. A metodologia proposta apresenta uma nova forma
de medir a qualidade de v´ıdeo de forma objetiva sem a utilizac¸a˜o de refereˆncia para
comparac¸a˜o entre as sequeˆncias de v´ıdeo original e processada. As medidas no ambiente
do usua´rio sa˜o feitas independentemente dos processamentos e da tecnologia da rede
de distribuic¸a˜o.
A medida da qualidade e´ feita por meio da inserc¸a˜o de marcas de testes nos v´ıdeos, logo
apo´s a produc¸a˜o destes. O processamento e distribuic¸a˜o desses v´ıdeos em um sistema
de difusa˜o em massa podem causar degradac¸o˜es que afetam as marcas inseridas. Os
v´ıdeos recebidos no ambiente do usua´rio sa˜o captados por meio de uma caˆmera de v´ıdeo
dispon´ıvel em conjunto com o terminal, que identifica a marca inserida anteriormente
a` distribuic¸a˜o. Esta captura e´ feita pelo sistema o´ptico do ambiente do usua´rio apo´s
uma calibrac¸a˜o do sistema. As marcas recebidas passam por um processamento de uma
func¸a˜o de qualidade que tem como resultado um valor nume´rico indicando a qualidade
deste v´ıdeo.
Como resultados da metodologia, sa˜o apresentadas comparac¸o˜es com sistemas de medic¸a˜o
de qualidade de v´ıdeo de refereˆncia completa utilizados em testes por organismos de
padronizac¸a˜o. As comparac¸o˜es com os sistemas VQM (Video Quality Metrics) e SSIM
(Structural SIMilarity) foram feitas utilizando va´rias sequeˆncias de v´ıdeo de testes,
onde foi alcanc¸ada uma correlac¸a˜o estat´ıstica maior que 80% entre as medidas de qua-
lidade resultantes da nova metodologia e as desses sistemas de refereˆncia.
vi
ABSTRACT
METHOD FOR OBJECTIVE MEASUREMENTS OF VIDEO QUALITY
IN BROADCASTING SYSTEMS
Author: Ma´rcio Lucas Graciano Ju´nior
Supervisor: Jose´ Camargo da Costa
Programa de Po´s-graduac¸a˜o em Engenharia Ele´trica
Bras´ılia, March of 2013
This work presents a method for verifying the quality of videos on mass broadcasting
systems. The proposed method presents a new way of measuring the objective video
quality without reference. The measurements in the user’s environment are made
regardless of the processing and the broadcasting network technology.
A quality measure is made by the insertion of test marks on videos, immediately after
the content production. The processing and distribution of these videos on a mass
broadcasting system can cause degradations that affect the inserted marks. The video
received in the user’s environment is captured by a video camera available along with
the video terminal. The captured video should identify the mark inserted before the
distribution. This capture is made by the optical system in the user environment after
a system calibration. The mark is decoded by the processing of a quality function
which results in a numerical value indicating the quality of the video.
The results of video quality metrics using this methodology were compared to stan-
dardized full reference metrics, VQM (Video Quality Metrics) and SSIM (Structural
Similarity), and the linear correlation between this proposed new metrics and the other
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MPEG: Motion Picture Experts Group, Grupo de Especialistas em V´ıdeo.
MSE: Mean Squared Error, Erro Quadra´tico Me´dio.
MTF : Modulation Transfer Function, Func¸a˜o de Transfereˆncia de Modulac¸a˜o.
NC: Normalized Correlation, Correlac¸a˜o Normalizada.
NMI: Nu´cleo de Multimı´dia e Internet da UnB.
NR: No Reference, Sem Refereˆncia.
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NTSC: National Television System Comitee, Comiteˆ Nacional Americano de Padro-
nizac¸a˜o do Sistema de Televisa˜o.
PSF : Point Spread Function, Func¸a˜o de Espalhamento de Ponto.
PSNR: Peak Signal to Noise Ratio, Raza˜o Sinal Ru´ıdo de Pico.
PV S: Processed Video Sequence, Sequeˆncia de V´ıdeo Processada.
RAM : Random Access Memory, Memo´ria de leitura e escrita de acesso aleato´rio.
RR: Reduced Reference, Refereˆncia Reduzida.
RST : Rotation, Scale, Translation Invariance, Invariante a` rotac¸a˜o, escala e translac¸a˜o.
SDTV : Standard Definition Television, Televisa˜o de definic¸a˜o padra˜o.
SoC: System on Chip, Sistema em Chip.
SQF : Subjective Quality Factor, Fator de Qualidade Subjetivo.
SRC: Source Sequence, Sequeˆncia de V´ıdeo de refereˆncia.
SSD: Solid State Disk, Disco r´ıgido utilizando memo´ria de estado so´lido.
SSIM : Structural Similarity, Me´trica Similaridade Estrutural.
TV : Television, Televisa˜o.
UCB: Universidade Cato´lica de Bras´ılia.
UFMG: Universidade Federal de Minas Gerais.
UFRJ : Universidade Federal do Rio de Janeiro.
UnB: Universidade de Bras´ılia.
V QEG: Video Quality Experts Group, Grupo de Especialistas em Qualidade de V´ıdeo.
V QM : Video Quality Metrics, Me´trica de Qualidade de V´ıdeo.
Y : Componente de Luminaˆncia.
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1 Introduc¸a˜o
Os sistemas de medic¸a˜o da qualidade de v´ıdeo encontram-se em fase de desenvolvi-
mento pela indu´stria e por organizac¸o˜es de padronizac¸a˜o e podem ser encontrados
principalmente em laborato´rios de testes e na academia, na˜o estando dispon´ıveis em
aplicac¸o˜es em larga escala para os usua´rios [1]. Estes sistemas, quando aplicados a`s re-
des de distribuic¸a˜o de v´ıdeos, fazem medidas de qualidade com o foco na rede e na˜o na
percepc¸a˜o do usua´rio em seu ambiente de visualizac¸a˜o destes conteu´dos audiovisuais.
Existem va´rias formas de apresentac¸a˜o de v´ıdeo atualmente, desde o v´ıdeo analo´gico ate´
os mais diversos tipos de v´ıdeos digitais que podem utilizar va´rios tipos de codificadores,
compressores e transformadas, ale´m de novos desenvolvimentos que surgem a cada dia
[2]. O grande avanc¸o dos sistemas de televisa˜o em utilizac¸a˜o no mundo [3][4] permite
que a maioria dos pa´ıses desenvolvidos e em desenvolvimento fac¸am a migrac¸a˜o para
tecnologias digitais de transmissa˜o [5]. No panorama mundial, ainda existe grande
diversidade de padro˜es de tecnologias para a transmissa˜o de televisa˜o digital, bem como
cronogramas distintos e grandes diferenc¸as regionais e econoˆmicas [3][4][6]. Nos pa´ıses
mais ricos e principalmente nas a´reas de maior atratividade econoˆmica, a digitalizac¸a˜o
esta´ em esta´gio adiantado [3][4][5][6].
Na cadeia de distribuic¸a˜o de conteu´do audiovisual, e´ comum que a parte principal desta
rede, que centraliza a produc¸a˜o, gerac¸a˜o e difusa˜o, o processamento seja realizado com
modernos equipamentos digitais. Na rede de distribuic¸a˜o, mais capilarizada, que atinge
a maioria dos espectadores, existem maior quantidade e diversidade de equipamentos
terminais e receptores, desde os mais modernos digitais aos mais baratos analo´gicos,
necessitando de converso˜es digital para analo´gico ao longo da cadeia. Esta diversidade
obriga a transmissa˜o simultaˆnea de sinais analo´gicos e digitais durante o per´ıodo de
transic¸a˜o da tecnologia [6].
1.1 Motivac¸a˜o
A maior parte dos trabalhos na a´rea de qualidade de v´ıdeo leva em conta a qualidade
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voltada para aspectos te´cnicos da cadeia de distribuic¸a˜o do v´ıdeo, efetuando as medidas
de qualidade em equipamentos que podem estar no centro da rede, ou mesmo quando na
ponta do usua´rio, na˜o reflete a qualidade final observada pelo usua´rio em seu terminal.
A verificac¸a˜o de qualidade medida pro´xima aos usua´rios necessita utilizar dispositivos
de captura de informac¸o˜es (probes) em grande nu´mero, para cada usua´rio, o que poderia
elevar bastante os custos para o sistema. Em alguns receptores digitais modernos, que
contam com capacidade de processamento e memo´ria livre, a verificac¸a˜o da qualidade
poderia ser feita diretamente no receptor do cliente, incluindo co´digos que utilizariam
essa capacidade de processamento para a verificac¸a˜o da qualidade. Considerando dados
que a maior parte das reclamac¸o˜es para uma operadora de distribuic¸a˜o de v´ıdeo sa˜o
relacionados a problemas com equipamentos de usua´rios [7], devemos nos preocupar
em interferir o mı´nimo nestes equipamentos.
Para que seja verificada a qualidade dos conteu´dos audiovisuais em toda a cadeia de
v´ıdeo, desde a produc¸a˜o do conteu´do, distribuic¸a˜o nos mais diversos meios e princi-
palmente o consumo pelo espectador, verificando a qualidade pelo seu ponto de vista,
e´ necessa´rio que as medidas de qualidade sejam feitas o mais pro´ximo poss´ıvel do es-
pectador. A proposta e´ desenvolvermos dispositivos externos aos equipamentos dos
usua´rios para a verificac¸a˜o da qualidade do v´ıdeo. Desta forma, teremos uma mı´nima
interfereˆncia na prestac¸a˜o do servic¸o de distribuic¸a˜o, evitando a troca de toda a base
de equipamentos terminais, incluindo os atuais prestadores com seus sistemas legados
analo´gicos ou digitais de baixa capacidade. Estes dispositivos apresentara˜o a vantagem
de medir a qualidade em condic¸o˜es mais pro´ximas a`s visualizadas pelo espectador, inde-
pendentemente do nu´mero de converso˜es mu´ltiplas entre formatos analo´gicos e digitais
que acontec¸am na cadeia de distribuic¸a˜o do v´ıdeo.
Do ponto de vista da regulamentac¸a˜o brasileira para a aferic¸a˜o da qualidade das redes
de telecomunicac¸o˜es, os o´rga˜os de controle [8] verificaram que os o´rga˜os reguladores
focam seu trabalho na regulamentac¸a˜o te´cnica da qualidade das redes de telecomu-
nicac¸o˜es, mas o foco na qualidade percebida pelo usua´rio na˜o e´ considerado na mesma
proporc¸a˜o.
No Brasil, os o´rga˜os reguladores das comunicac¸o˜es, no caso da Anatel, que trata
da regulamentac¸a˜o de telecomunicac¸o˜es [9] e do Ministe´rio das Comunicac¸o˜es, que
trata da regulamentac¸a˜o da radiodifusa˜o[10][11], tratam duas formas de distribuic¸a˜o
de conteu´dos audiovisuais em sistemas de comunicac¸a˜o em massa com uma pequena
diferenc¸a do ponto de vista da legislac¸a˜o e da regulamentac¸a˜o [12]. Apesar do trata-
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mento regulato´rio diferente, do ponto de vista tecnolo´gico, podemos considerar estas
duas formas como distribuic¸a˜o de conteu´dos audiovisuais em redes de distribuic¸a˜o em
massa.
A regulamentac¸a˜o para o setor de televisa˜o no Brasil encontra-se defasada em relac¸a˜o
a` tecnologia, com o foco nas redes analo´gicas de distribuic¸a˜o [13]. Nos u´ltimos anos, o
debate sobre um novo marco para as comunicac¸o˜es vem sendo discutido pela sociedade,
resultando na edic¸a˜o de uma nova lei para os servic¸os de acesso condicionado (Televisa˜o
por Assinatura) [14] que se encontra regulamentada pelas ageˆncias responsa´veis por
estes servic¸os, a Anatel no que diz respeito a distribuic¸a˜o [15] e a Ancine no que diz
respeito a produc¸a˜o e empacotamento.
A nova regulamentac¸a˜o da distribuic¸a˜o de Televisa˜o por Assinatura [15] e´ independente
das tecnologias de distribuic¸a˜o de v´ıdeo, permitindo que evoluc¸o˜es tecnolo´gicas sejam
aderentes a` regulamentac¸a˜o, uma vez que esta estara´ focada na prestac¸a˜o do servic¸o e
atendimento aos usua´rios.
Outro aspecto da regulamentac¸a˜o que e´ dificultado para um bom atendimento aos
usua´rios e´ a fiscalizac¸a˜o insuficiente dos servic¸os, pela grande quantidade de prestadores
de servic¸os e de usua´rios dispersos em um pa´ıs continental, bem como pela falta de
recursos. Um sistema de verificac¸a˜o da qualidade distribu´ıdo e pro´ximo aos usua´rios,
verificado e certificado pelos o´rga˜os competentes, poderia criar uma nova categoria
de “fiscalmidores” (fiscais consumidores), o que elevaria a qualidade do servic¸o para
todos, uma vez que o principal interessado poderia atuar em tempo real em caso de
degradac¸a˜o de qualidade.
1.2 Objetivos
O objetivo deste trabalho e´ o desenvolvimento de uma metodologia para aferic¸a˜o da
qualidade de v´ıdeo de forma objetiva em sistemas de distribuic¸a˜o em massa de v´ıdeo
de forma automa´tica sem consulta ou arbitragem pelo usua´rio. Deve ser permitida a
medida da qualidade de v´ıdeo independente do tipo da rede, do tipo do v´ıdeo e do
tipo de dispositivo terminal do usua´rio. Deve ainda permitir o monitoramento da qua-
lidade em pontos pro´ximos aos usua´rios que se comportem como eles. A metodologia
deve ser implementada com dispositivos simples, de baixo custo e complexidade para
a utilizac¸a˜o no ambiente do usua´rio. Os dispositivos devem interferir minimamente
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com os equipamentos ja´ em utilizac¸a˜o pelo distribuidor de v´ıdeo. Deve ser poss´ıvel a
utilizac¸a˜o da metodologia em dispositivos com pequena capacidade de processamento
em medidas em tempo real sem refereˆncia. O resultado da medida de qualidade obje-
tiva atrave´s desta metodologia deve ter tendeˆncia de comportamento equivalente aos
sistemas de medida utilizando refereˆncia completa. Deve ser poss´ıvel a utilizac¸a˜o da
metodologia em sistemas em chip (SoC) com sensores de imagem e ainda em aparelhos
mo´veis com sensores de imagem. Com esta metodologia e dispositivos sera´ poss´ıvel
aos consumidores fazer uma fiscalizac¸a˜o em tempo real da qualidade dos v´ıdeos em
toda a cadeia de distribuic¸a˜o, desta forma alertando aos interessados e melhorando a
qualidade do sistema como um todo.
1.3 Apresentac¸a˜o da Proposta
A metodologia proposta apresenta uma me´trica de qualidade de v´ıdeo que apresenta
como principal vantagem o fato de ser uma me´trica sem refereˆncia, ale´m de contar
com caracter´ısticas do sistema visual humano e tambe´m caracter´ısticas estat´ısticas das
principais formas de degradac¸a˜o presentes nos sistemas de v´ıdeo.
A Sec¸a˜o 2.2.2 apresenta o histo´rico do desenvolvimento de me´tricas objetivas de qua-
lidade de v´ıdeo, suas caracter´ısticas e o seu esta´gio de desenvolvimento.
1.4 Organizac¸a˜o deste documento
No cap´ıtulo 2 sa˜o apresentados os principais conceitos teo´ricos utilizados para o desen-
volvimento desta pesquisa e uma revisa˜o bibliogra´fica das principais me´tricas objetivas
de qualidade de v´ıdeo com caracter´ısticas da me´trica apresentada nesta pesquisa. Em
seguida, o cap´ıtulo 3 descreve os passos da metodologia empregada no desenvolvi-
mento da pesquisa. Resultados experimentais sa˜o discutidos no cap´ıtulo 4, seguidos
pelas concluso˜es e trabalhos futuros no cap´ıtulo 5. Os apeˆndices apresentam material
complementar. O apeˆndice A apresenta um estudo para a definic¸a˜o do tipo de marca
d’a´gua a ser utilizada. O apeˆndice B reproduz um trabalho realizado no decorrer do
desenvolvimento desta tese relacionado a` utilizac¸a˜o e teste de sensores APS, que po-
dera´ ser utilizado em trabalhos futuros. Os apeˆndices C e D reproduzem as publicac¸o˜es




Neste cap´ıtulo e´ apresentado o referencial teo´rico utilizado para a construc¸a˜o da me-
todologia que esta´ sendo desenvolvida. Esta metodologia envolve medidas objetivas
de qualidade de v´ıdeo e avaliac¸a˜o subjetiva de qualidade feita por avaliadores huma-
nos. Para a verificac¸a˜o da qualidade de v´ıdeo sa˜o utilizadas marcas d’a´gua digitais
semi-invis´ıveis inseridas durante a gerac¸a˜o dos v´ıdeos, e as marcas d’a´gua recuperadas
no ambiente de recepc¸a˜o do usua´rio sa˜o avaliadas atrave´s das propriedades o´pticas do
ambiente e dos equipamentos na recepc¸a˜o.
Nas sec¸o˜es seguintes sa˜o apresentados os conceitos utilizados nesta pesquisa referentes
a Qualidade de V´ıdeo, os tipos de marcas d’a´gua digitais e suas propriedades, ale´m da
utilizac¸a˜o da Func¸a˜o de Transfereˆncia de Modulac¸a˜o do sistema o´ptico do usua´rio.
2.2 Qualidade de Vı´deo
As me´tricas de qualidade de v´ıdeo podem ser classificadas em me´tricas de dados ou
me´tricas de imagem [16]. As primeiras medem a fidelidade do sinal sem considerar o seu
conteu´do e as u´ltimas estimam a qualidade considerando a informac¸a˜o visual contida
nos dados. As me´tricas de dados sa˜o amplamente utilizadas na literatura devido a
simplicidade, significado f´ısico e facilidade de implementac¸a˜o. As me´tricas de imagem
podem ser divididas em treˆs categorias de acordo com a disponibilidade do sinal de
refereˆncia original [16]. As me´tricas que utilizam o v´ıdeo original como refereˆncia,
chamadas de me´tricas com refereˆncia completa ou FR (full reference), as me´tricas que
utilizam algum detalhe do v´ıdeo original como refereˆncia, chamadas de me´tricas com
refereˆncia reduzida ou RR (reduced reference) e as me´tricas que utilizam apenas o v´ıdeo
recebido e a partir deste v´ıdeo estimam sua qualidade, estas me´tricas sa˜o conhecidas
como sem refereˆncia ou NR (no reference).
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A qualidade da transmissa˜o do v´ıdeo em tempo real pode variar enormemente. Ele-
mentos como resoluc¸a˜o de pixels, tamanho da imagem e as taxas de quadros (frame
rate) teˆm grande influeˆncia sobre a percepc¸a˜o do usua´rio.
A tecnologia para disponibilizac¸a˜o de v´ıdeo em telas de pequenas dimenso˜es, caso dos
receptores mo´veis porta´teis, esta´ em evoluc¸a˜o ra´pida. O valor destes v´ıdeos para os
usua´rios finais tambe´m esta´ em ra´pida ascensa˜o. Existem muitos fatores que influen-
ciam o valor de um servic¸o aos usua´rios finais, tais como conteu´dos, prec¸o, usabilidade,
convenieˆncia, bem como a qualidade da imagem de v´ıdeo em si.
Do ponto de vista da qualidade de v´ıdeo percebida pelo usua´rio, os fatores que mais
causam desconforto sa˜o aqueles sobre os quais o operador da rede de distribuic¸a˜o de
v´ıdeo pode ter controle, ou pelo menos deseja ter controle:
• taxa de bits de transmissa˜o;
• taxa de perda de pacotes;
• tamanho do formato;
• tipo do codificador;
• complexidade do conteu´do.
Os sistemas de comunicac¸o˜es digitais, especialmente os de alta capacidade como os
sistemas de v´ıdeo, evolu´ıram bastante nos u´ltimos anos. Devido a` grande quantidade
de informac¸o˜es contidas nestes v´ıdeos e a busca por maior qualidade, como v´ıdeos em
alta definic¸a˜o, cada vez mais surgem necessidades de novos desenvolvimentos por parte
da comunidade cient´ıfica e pela indu´stria. Dentre estes desenvolvimentos, as te´cnicas
de compressa˜o e transmissa˜o sa˜o as mais importantes. Muitos dos novos servic¸os que
veˆm surgindo foram poss´ıveis grac¸as a estas novas te´cnicas, que permitem uma grande
variedade de transformac¸o˜es entre padro˜es, tipos de dispositivos para apresentac¸a˜o e
meios de transmissa˜o.
Para a verificac¸a˜o da qualidade de uma cadeia de distribuic¸a˜o de v´ıdeo e´ importante
termos uma forma de medir as variac¸o˜es de qualidade em cada etapa desta cadeia.
Normalmente, essas medidas sa˜o feitas levando em considerac¸a˜o uma comparac¸a˜o direta
6
ou indireta entre a sequeˆncia de v´ıdeo original e a sequeˆncia de v´ıdeo sob testes. Nesta
comparac¸a˜o, a qualidade pode permanecer a mesma, aumentar ou diminuir [17][18].
Nos sistemas de medic¸a˜o de qualidade de v´ıdeo, a sequeˆncia de v´ıdeo original normal-
mente e´ um v´ıdeo de alta qualidade supostamente sem degradac¸o˜es e os testes sa˜o
feitos com sequeˆncias de v´ıdeo sob teste onde a qualidade permanece a mesma ou tem
a qualidade diminu´ıda atrave´s da inserc¸a˜o de degradac¸o˜es [18].
Atualmente, a forma mais confia´vel para a medic¸a˜o da qualidade de v´ıdeo emprega
testes subjetivos, utilizando a percepc¸a˜o dos usua´rios tabuladas atrave´s das me´dias de
observac¸o˜es de va´rios espectadores. Estas medidas seguem regras padronizadas [19][20].
Nesses sistemas de testes, a melhor forma de verificac¸a˜o da qualidade e´ a utilizac¸a˜o
da capacidade dos espectadores de avaliac¸a˜o utilizando experimentos psicof´ısicos com
seres humanos [21].
Os me´todos subjetivos sa˜o de natureza especificamente na˜o estruturada, incluindo en-
trevistas abertas ou observac¸a˜o participativa e teˆm a vantagem de proporcionar riqueza
de informac¸o˜es. A desvantagem e´ que todas essas informac¸o˜es teˆm de ser exaustiva-
mente analisadas. Qualquer informac¸a˜o que seja proveniente de usua´rios, peritos ou
observadores pode ser considerada subjetiva, ao passo que se a informac¸a˜o pode ser
gravada sem vie´s potencial ou que seja armazenada em arquivos e´ considerada objetiva
[22].
Os me´todos objetivos de coleta de dados muitas vezes resultam em informac¸o˜es claras,
mas geralmente sa˜o bastante limitados no escopo para interpretac¸a˜o. Certas medi-
das sistema´ticas podem ser gravadas objetivamente e automaticamente atrave´s de um
sistema, mas processos complexos, tais como a interac¸a˜o do usua´rio sa˜o dif´ıceis de regis-
trar desta forma. A ana´lise objetiva dos dados gravados pode frequentemente consumir
muito tempo.
O desenvolvimento de metodologias para avaliac¸a˜o objetiva de v´ıdeo tem como meta
substituir as avaliac¸o˜es subjetivas, feitas com grupos controlados de observadores e que
exige altos recursos, de custo e de tempo, o que os tornam dif´ıceis de serem utilizados em
aplicac¸o˜es pra´ticas. Dentro deste contexto, procuram-se me´todos de avaliac¸a˜o objetiva
que se aproximem da qualidade dos resultados encontrados para a avaliac¸a˜o subjetiva,
e que reduzem consideravelmente os custos do processo [18][22].
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Me´todos objetivos para medir o desempenho de v´ıdeo digital esta˜o sendo cada vez
mais solicitados por Governos e pela indu´stria para especificac¸a˜o de requisitos de de-
sempenho de sistemas, para comparac¸a˜o das ofertas de servic¸os competidores, acordos
de n´ıvel de servic¸o, manutenc¸a˜o de rede, e otimizac¸a˜o do uso dos recursos escassos de
rede, tais como a largura de banda e espectro [23].
Me´todos objetivos que fornec¸am uma medida f´ısica da qualidade de v´ıdeo foram desen-
volvidos nos u´ltimos anos grac¸as ao desenvolvimento de novos algoritmos e da facili-
dade de acesso a recursos computacionais [22][24][25][26][27][28][29]. A maioria dessas
me´tricas objetivas propostas necessitam da sequeˆncia de v´ıdeo original para a estima-
tiva de qualidade [18].
Para serem exatas, as medic¸o˜es de qualidade de v´ıdeo devem ser baseadas na qualidade
percebida do v´ıdeo atual recebido pelos usua´rios em vez da qualidade de v´ıdeo medida
tradicionalmente por sinais de teste (por exemplo, barras coloridas). Isso ocorre porque
o desempenho dos sistemas de v´ıdeo digital e´ varia´vel e depende das caracter´ısticas
dinaˆmicas tanto do v´ıdeo original (por exemplo, detalhes espaciais, movimento) quanto
do sistema de transmissa˜o digital (por exemplo, taxa de bits, taxa de erro) [23].
Um dos problemas que surge com a introduc¸a˜o de sistemas de compressa˜o de v´ıdeo
digital nos mais diversos servic¸os e´ o de avaliac¸a˜o de qualidade. A utilizac¸a˜o de sistemas
padronizados na˜o garante homogeneidade de desempenho, dada a estrutura desses
padro˜es. Por outro lado, metodologias de avaliac¸a˜o sa˜o importantes ferramentas para a
configurac¸a˜o adequada desses sistemas numa fase de grande diversidade de aplicac¸o˜es,
que podem envolver cascata de sistemas, converso˜es entre formatos e utilizac¸a˜o de
configurac¸o˜es escalona´veis.
A dificuldade em se desenvolverem te´cnicas para estimac¸a˜o de qualidade de sistemas
de compressa˜o de v´ıdeo digital deve-se, em parte, ao fato de os algoritmos de com-
pressa˜o introduzirem degradac¸o˜es numa escala que depende fortemente do conteu´do de
detalhes e movimento das cenas. A Tabela 2.1 apresenta as principais degradac¸o˜es que
diminuem a qualidade de v´ıdeo. Os me´todos estat´ısticos de avaliac¸a˜o sa˜o inadequados
para quantificar a qualidade desses sistemas.
A avaliac¸a˜o objetiva e´ utilizada para medir automaticamente a qualidade de v´ıdeo em
todo o trajeto da informac¸a˜o em diversas condic¸o˜es, obtendo paraˆmetros de imagens de
testes a partir do conhecimento de resultados padronizados. A escolha das cenas e dos
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Figura 2.1: Modelo de Refereˆncia completa (FR) [19].
paraˆmetros analisados representa uma caracter´ıstica muito importante da metodologia,
pois o n´ıvel de detalhes e formas de cada quadro de teste afetara´ paraˆmetros de maior
ou menor qualidade [1].
2.2.1 Organismos de Padronizac¸a˜o
Os atuais modelos de qualidade de v´ıdeo que esta˜o em desenvolvimento para as Reco-
mendac¸o˜es ITU-T preveem sequeˆncias de v´ıdeo originais e processadas. Do fluxo de
dados transmitidos originalmente, o modelo objetivo pode extrair informac¸o˜es sobre os
erros de transmissa˜o (atraso, perda de pacotes) e do codificador (tipo, a taxa de bits,
paraˆmetros do codificador)[31].
Usando informac¸o˜es adicionais do fluxo de v´ıdeo, como os paraˆmetros do codificador,
taxa de bits, quadros por segundo, informac¸o˜es de pacote, informac¸a˜o de erro da trans-
missa˜o, os modelos objetivos podem se tornar mais ra´pidos e precisos.
As Recomendac¸o˜es do ITU-T e o Grupo de Especialistas em Qualidade de V´ıdeo VQEG
(Video Quality Experts Group) [32][33][19] tratam de implementac¸o˜es de modelos de
Refereˆncia Completa (FR – full reference), Refereˆncia Reduzida (RR – reduced refe-
rence), e Sem Refereˆncia (NR – no reference) e sa˜o ilustrados nas Figuras 2.1, 2.2 e
2.3
A Figura 2.1 apresenta o modelo de refereˆncia completa (FR – full reference), onde
o sistema de medida objetiva calcula a me´trica de qualidade na sa´ıda do sistema,
utilizando uma co´pia da entrada do sistema (o v´ıdeo original) para o ca´lculo da me´trica.
Os sistemas FR na˜o sa˜o utilizados para aplicac¸o˜es pra´ticas em tempo real devido a
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Tabela 2.1: Principais problemas que degradam a qualidade de v´ıdeo [30]
Efeito Definic¸a˜o
Blocagem (Efeito de Bloco) Degradac¸a˜o da imagem caracterizada pelo
aparecimento de padro˜es retangulares ou tipo tabuleiro
na˜o apresentados na imagem original.
Blurring (Borrado) Degradac¸a˜o global sobre toda a imagem,
caracterizada pela perda de resoluc¸a˜o de bordas e detalhes.
Edge Busyness Degradac¸a˜o concentrada perto das bordas dos
objetos.
Jerkiness Degradac¸a˜o do plano original, onde o movimento cont´ınuo e´
percebido como uma variac¸a˜o brusca dos quadros
(degradac¸a˜o temporal).
Perda de Pacotes Degradac¸a˜o de bloco onde um ou mais blocos
da imagem na˜o possui semelhanc¸a com a cena corrente.
E´ causado por erros introduzidos pelo canal de transmissa˜o
Ru´ıdo Tipo Mosquito Ru´ıdo de quantizac¸a˜o caracterizado por artefatos
se movendo ao redor das bordas (como um mosquito voando
ao redor da cabec¸a e ombros de uma pessoa).
Degradac¸a˜o de resposta Degradac¸a˜o de movimento de v´ıdeo de forma
ao movimento que imagem tenha uma perda de resoluc¸a˜o espac¸o-temporal.
Persisteˆncia de objeto Degradac¸a˜o caracterizada por
um objeto que foi apagado e continua a
aparecer no sinal de imagem recebido.
Reposta de corte de cena Degradac¸a˜o associada ao corte da cena.
Smearing Degradac¸a˜o localizada acima da sub-regia˜o
da imagem recebida, caracterizada por reduc¸a˜o da definic¸a˜o
de bordas e detalhes espaciais.
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Figura 2.2: Modelo de Refereˆncia Reduzida (RR) [19].
Figura 2.3: Modelo Sem Refereˆncia (NR) [19].
dificuldade da obtenc¸a˜o do v´ıdeo original para a comparac¸a˜o. As utilizac¸o˜es principais
dos sistemas FR sa˜o em laborato´rios de testes, onde pode-se ter no ambiente de testes
a co´pia do v´ıdeo original.
A Figura 2.2 apresenta o modelo de refereˆncia reduzida (RR – reduced reference),
onde o sistema de medida objetiva calcula a me´trica de qualidade na sa´ıda do sistema,
utilizando dados de refereˆncia da entrada do sistema para o ca´lculo da me´trica. Os
dados de refereˆncia sa˜o obtidos atrave´s de um pre´-processamento do v´ıdeo de entrada,
onde sa˜o extra´ıdas informac¸o˜es para posterior utilizac¸a˜o. Os sistemas RR podem ser
utilizados para aplicac¸o˜es pra´ticas em tempo real utilizando um canal de controle que
carregara´ um conjunto de caracter´ısticas relevantes do v´ıdeo original.
Ao fornecer informac¸a˜o adicional sobre a qualidade do v´ıdeo transmitido, e´ poss´ıvel
desenvolver me´todos ra´pidos, eficazes e objetivos de medic¸a˜o de qualidade de v´ıdeo. A
Figura 2.2 mostra como amostras da qualidade de v´ıdeo sa˜o computadas e transmitidas.
As amostras de qualidade de v´ıdeo podem ser transmitidas como metadados.
A Figura 2.3 apresenta o modelo sem refereˆncia (NR – no-reference), onde o sistema
de medida objetiva calcula a me´trica de qualidade na sa´ıda do sistema, sem utilizar
informac¸o˜es do v´ıdeo original para o ca´lculo da me´trica. Os sistemas NR sa˜o os que
mais se adaptam para aplicac¸o˜es pra´ticas em tempo real, um vez que na˜o existe a
necessidade de envio de informac¸o˜es na sa´ıda do sistema. Esses sistemas sa˜o os mais
complexos para a gerac¸a˜o das me´tricas de qualidade pois o modelo de ca´lculo deve
prever a maior quantidade poss´ıvel de informac¸o˜es que devera˜o ser analisadas na sa´ıda
do sistema.
2.2.2 Revisa˜o Bibliogra´fica de Qualidade de Vı´deo Objetiva
Nesta sec¸a˜o e´ apresentado um subconjunto das principais me´tricas objetivas de quali-
dade de v´ıdeo estudadas. Essas me´tricas teˆm caracter´ısticas semelhantes a`s da me´trica
apresentada nesta pesquisa. Um resumo dessas me´tricas e´ apresentado na Tabela 2.2
no final desta sec¸a˜o.
Os primeiros modelos da visa˜o humana adotaram uma abordagem de canal u´nico [34].
Modelos de canal u´nico consideram o sistema visual humano como um u´nico filtro
espacial, cujas caracter´ısticas sa˜o definidas pela func¸a˜o de sensibilidade ao contraste
(CSF - Contrast Sensitivity Function). A sa´ıda de tal sistema e´ a versa˜o filtrada do
est´ımulo de entrada e detectabilidade depende de um crite´rio de limiar [34].
O primeiro modelo computacional da visa˜o foi projetado por Schade [35] para prever
a sensibilidade padra˜o para a visa˜o foveal. Ele baseia-se na suposic¸a˜o de que a repre-
sentac¸a˜o e´ uma transformac¸a˜o cortical invariante ao deslocamento da imagem da retina
e pode assim ser expresso como uma convoluc¸a˜o.
A primeira me´trica de qualidade de imagem utilizando a luminaˆncia foi desenvolvida
por Mannos e Sakrison [36]. Eles perceberam que a simples medida de distorc¸a˜o com
base em pixel na˜o era capaz de prever com precisa˜o as diferenc¸as de qualidade per-
cebidas pelos observadores. Com base em experieˆncias psicof´ısicas inferiram algumas
propriedades do sistema visual humano e desenvolveram uma expressa˜o para a sensibi-
lidade de contraste como uma func¸a˜o da frequeˆncia espacial, o que ainda e´ largamente
utilizado em modelos HVS.
A primeira me´trica de qualidade de v´ıdeo foi desenvolvida por Lukas e Budrikis [37].
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Baseia-se em um modelo espac¸o-temporal da func¸a˜o sensibilidade de contraste (CSF)
utilizando uma excitac¸a˜o e um caminho inibito´rio. Os dois caminhos sa˜o combinados
de uma maneira na˜o linear, permitindo que o modelo possa se adaptar a alterac¸o˜es do
n´ıvel de fundo de luminaˆncia.
Tong et al. [38] propuseram uma me´trica de qualidade de v´ıdeo de canal u´nico chamada
ST-CIELAB (CIELAB espac¸o-temporal). ST-CIELAB e´ uma extensa˜o da me´trica de
qualidade de imagem CIELAB espacial (S-CIELAB) de Zhang e Wandell [39]. Ambas
sa˜o compat´ıveis com o padra˜o CIELAB [38][39] para campos de cor uniforme.
Watson [40] introduziu a transformac¸a˜o co´rtex, uma piraˆmide multi-resoluc¸a˜o que si-
mula a sintonia de frequeˆncia espacial e a orientac¸a˜o das ce´lulas do co´rtex visual
prima´rio. A me´trica e´ atraente por causa de sua flexibilidade. A seletividade de
frequeˆncia espacial e de orientac¸a˜o sa˜o modeladas separadamente, as larguras de banda
de filtro podem ser ajustadas dentro de uma ampla faixa, e a transformac¸a˜o e´ facilmente
invertida.
Watson e Ahumada [41] mais tarde propuseram uma piraˆmide ortogonalmente orien-
tada operando em uma estrutura trelic¸a hexagonal como uma ferramenta de decom-
posic¸a˜o alternativa.
Daly [42] propoˆs a me´trica Preditor de Diferenc¸as Visuais (VDP - Visual Differen-
ces Predictor). O modelo inclui uma na˜o linearidade da amplitude para explicar a
adaptac¸a˜o do sistema visual para diferentes n´ıveis de luz, uma CSF bidimensional
dependente da orientac¸a˜o, e uma hierarquia de mecanismos de detecc¸a˜o.
Lubin [43] desenvolveu o modelo Discriminac¸a˜o Visual Sarnoff (VDM - Visual Discri-
mination Model) para medir a fidelidade de imagem. Primeiro as imagens de entrada
sa˜o convolvidas com uma aproximac¸a˜o da func¸a˜o de espalhamento de ponto (PSF)
do olho. Em seguida, a amostragem do mosaico de cone na retina e´ simulada. O
esta´gio de decomposic¸a˜o utiliza uma piraˆmide Laplaciana para a separac¸a˜o espacial
de frequeˆncia, ca´lculo de contraste local, e filtragem de direc¸a˜o, a partir do qual uma
medida de energia de contraste e´ calculada.
O VDM e´ um dos poucos modelos que levam em conta a excentricidade das imagens no
campo de visa˜o do observador. Ele foi posteriormente modificado pela me´trica Sarnoff
JND para v´ıdeos coloridos (Lubin e Fibush [44]).
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A me´trica de distorc¸a˜o para imagens esta´tica apresentada por Teo e Heeger [45][46]
baseia-se nas propriedades de resposta de neuroˆnios no co´rtex visual prima´rio e a
psicof´ısica de detecc¸a˜o de padro˜es espaciais.
Van den Branden Lambrecht [47] propoˆs uma se´rie de me´tricas de qualidade de v´ıdeo
(MPQM - Moving Picture Quality Metric). As MPQM baseiam-se numa definic¸a˜o de
contraste local e filtros Gabor relacionados para a decomposic¸a˜o espacial, dois mecanis-
mos temporais, bem como uma func¸a˜o de sensibilidade ao contraste espac¸o temporal
e um modelo simples intracanal de mascaramento de contraste.
Masry e Hemami [48] projetaram uma me´trica para avaliac¸a˜o da qualidade de v´ıdeo
cont´ınuo (CVQE - Continuos Video Quality Evaluation) de v´ıdeos com baixa taxa
de bits. A me´trica trabalha apenas com informac¸a˜o de luminaˆncia. Ela usa filtros
temporais e uma transformada wavelet para a decomposic¸a˜o perceptual, seguida pela
ponderac¸a˜o das CSF de diferentes bandas, um modelo de controle de ganho.
A me´trica DCTune (Discrete Cosine Transform Tunning) aperfeic¸oa o me´todo de com-
pressa˜o da imagem JPEG, que e´ baseado na DCT, e foi desenvolvida por Watson
[49][50]. DCTune calcula as matrizes de quantizac¸a˜o JPEG que atingem a compressa˜o
ma´xima para uma distorc¸a˜o perceptual especificada dada uma determinada imagem e
um conjunto particular de condic¸o˜es de visualizac¸a˜o. Considera o mascaramento vi-
sual, iluminac¸a˜o e te´cnicas de contraste. DCTune tambe´m pode calcular a diferenc¸a
de percepc¸a˜o entre duas imagens.
Watson [51] estendeu a me´trica DCTune para v´ıdeo. Em adic¸a˜o aos efeitos de sensi-
bilidade e de mascaramento espaciais considerados em DCTune. A me´trica qualidade
de v´ıdeo digital (DVQ - Digital Video Quality) leva em conta medic¸o˜es dos limiares de
visibilidade para o ru´ıdo de quantizac¸a˜o da DCT variando temporalmente.
Wolf e Pinson [52] desenvolveram a me´trica qualidade de v´ıdeo (VQM - Video Quality
Metrics), que utiliza informac¸o˜es de refereˆncia reduzidas na forma de recursos de baixo
n´ıvel extra´ıdas de blocos espac¸o temporais das sequeˆncias. Estas caracter´ısticas foram
selecionadas empiricamente a partir de certo nu´mero de candidatos de modo a produzir
a melhor correlac¸a˜o com os dados subjetivos.
A me´trica VQM [52], fornece me´todos padronizados (para aplicac¸o˜es de TV a cabo
digital), bem como na˜o padronizados (expandido) para medir a qualidade de v´ıdeo
14
percebida de sistemas de v´ıdeo digitais. As principais degradac¸o˜es consideradas no
modelo geral incluem borramento, distorc¸a˜o de bloco, movimento irregular / anormal,
ru´ıdo em canais de luminaˆncia e crominaˆncia, e erros de blocos (por exemplo, erros de
transmissa˜o). Uma combinac¸a˜o linear ponderada de todas as me´tricas de deficieˆncias
e´ usada para chegar a` classificac¸a˜o VQM. O Modelo Geral VQM foi padronizado pela
ANSI em julho de 2003 (ANSI T1.801.03-2003 [1]) e inclu´ıdo como modelo normativo
do ITU nas Recomendac¸o˜es ITU-T J.144 [32].
Tan et al. [53] apresentaram uma ferramenta de medic¸a˜o de qualidade de v´ıdeo MPEG
(Motion Picture Experts Group). Ela primeiro calcula a degradac¸a˜o perceptual em
cada quadro com base na sensibilidade ao contraste e o mascaramento com a ajuda de
filtragem espacial e operadores Sobel, respectivamente. Em seguida, o PSNR do sinal
de erro das ma´scaras e´ calculado e normalizado. A segunda etapa da me´trica e´ um
emulador cognitivo, que simula aspectos de percepc¸a˜o de alto n´ıvel.
Wang et al. [54] propoˆs o ı´ndice de similaridade estrutural de V´ıdeo (VSSIM), que
utiliza as distorc¸o˜es estruturais para estimar distorc¸o˜es perceptivas. A te´cnica VSSIM
pretende explorar a forte dependeˆncia entre as amostras do sinal. As degradac¸o˜es
sa˜o consideradas como sendo devida a perda de percepc¸a˜o informac¸a˜o estruturais do
sistema visual humano. A base da me´trica VSSIM e´ o ı´ndice proposto anteriormente
Structural Similarity (SSIM) [55], que era espec´ıfico para avaliac¸a˜o da qualidade de
imagens. Para as sequeˆncias de v´ıdeo, a me´trica VSSIM mede a qualidade do v´ıdeo
distorcida em treˆs n´ıveis, ou seja, o n´ıvel local regia˜o, o n´ıvel de quadro, e ao n´ıvel da
sequeˆncia.
Ale´m do SSIM e do VSSIM, a me´trica Multiscale-SSIM (MS-SSIM) [56] e a me´trica
Velocidade SSIM [57] foram propostas.
A me´trica MS-SSIM e´ uma extensa˜o da abordagem de escala u´nica utilizada em SSIM
e oferece mais flexibilidade, incorporando as variac¸o˜es da resoluc¸a˜o e condic¸o˜es de
visualizac¸a˜o da imagem. Em cada etapa (ou escala), o me´todo MS-SSIM aplica um
filtro passa baixas para as imagens de refereˆncia e distorcida e reduz a resoluc¸a˜o das
imagens filtradas por um fator de dois. O ı´ndice MS-SSIM pode ser estendido para
v´ıdeo, o aplicando quadro a quadro no componente de luminaˆncia do v´ıdeo e o ı´ndice
MS-SSIM global para o v´ıdeo e´ calculado como a me´dia dos ı´ndices de qualidade de
quadro.
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A me´trica Velocidade SSIM e´ proposta em [57] e utiliza o ı´ndice SSIM em conjunto
com os modelos estat´ısticos de percepc¸a˜o da velocidade de visualizac¸a˜o descritos em
[58]. Utilizac¸a˜o de modelos de percepc¸a˜o de velocidade visual com o ı´ndice SSIM foi
mostrada em [55], para melhorar o desempenho, em comparac¸a˜o com PSNR e SSIM.
A me´trica Fidelidade da Informac¸a˜o Visual (VIF - Visual Information Fidelity) [59] e´
baseada em estat´ısticas visuais combinadas com o modelo HVS. A me´trica VIF modela
imagens naturais como realizac¸o˜es de misturas de escala Gaussianas no domı´nio wavelet.
Semelhante ao VSSIM, Lu et al. [60] propuseram uma me´trica de avaliac¸a˜o de quali-
dade de v´ıdeo de refereˆncia completa com base em medic¸o˜es de distorc¸a˜o estrutural.
A primeira fase avalia a MSSIM escolhendo aleatoriamente zonas localizadas e com-
putando caracter´ısticas estat´ısticas, tais como a me´dia e da variaˆncia, para obter a
qualidade local e a medida de qualidade de quadro (como em VSSIM).
Shnayderman et al. [61] desenvolveram uma medida de distorc¸a˜o chamada M-SVD
(Metrics Singular Value Decomposition) para a avaliac¸a˜o da qualidade da imagem com
base no conceito de decomposic¸a˜o em valores singulares. M-SVD e´ uma forma de fatorar
matrizes numa se´rie de aproximac¸o˜es lineares que expo˜em a estrutura subjacente da
matriz. A me´trica M-SVD mede a distorc¸a˜o como func¸a˜o da distaˆncia entre os valores
singulares de bloco da imagem original e distorcida.
Uma vez que as medidas de distaˆncia sa˜o calculadas para todos os blocos, uma medida
global e´ obtida calculando a me´dia das diferenc¸as entre a medida de distaˆncia para
cada um dos blocos e a mediana de todas as medidas de distaˆncia em bloco. Este
erro global e´ usado para derivar a medida M-SVD. Utilizando este conceito de medida
de distorc¸a˜o, Tao e Eskicioglu [62] desenvolveram um modelo de qualidade de v´ıdeo
objetiva com refereˆncia completa.
Pessoa et al. [63] apresentaram um modelo de qualidade de v´ıdeo que segmenta as
imagens em regio˜es planas, de bordas e de texturas. A segmentac¸a˜o em regio˜es ajuda na
captura do grau de distorc¸a˜o percebida. Por exemplo, blocagem e´ mais percept´ıvel nas
regio˜es planas (flat) e manchas sa˜o mais evidentes nas regio˜es de borda e texturizac¸o˜es.
Okamoto et al. [64] propuseram uma me´trica de qualidade de v´ıdeo que considera
distorc¸o˜es visuais, incluindo borramento das bordas, gerac¸a˜o de novas bordas e dete-
riorac¸a˜o na direc¸a˜o temporal. Usando a me´trica de Diferenc¸as de Energia de Borda
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Me´dia apresentada na norma ANSI T1.801.03 [1], Okamoto et al. investigaram a pre-
cisa˜o da previsa˜o da qualidade dessa me´trica em relac¸a˜o a` previsa˜o de deteriorac¸o˜es
em regio˜es de bordas.
Lee e Sim [65] medem caracter´ısticas visuais nas bordas e nas regio˜es de fronteira
do bloco. A me´trica KVQM proposta apresenta valores que indicam a degradac¸a˜o
visual da imagem, ou seja, efeitos de bordam, blocagem e borramento. O valor final
da me´trica de qualidade e´ obtido pela combinac¸a˜o linear ponderada das treˆs me´tricas
individuais.
Bhat et al. [66] apresentaram um me´todo que explora a correlac¸a˜o entre os resultados
objetivos e subjetivos. A me´trica determina a correlac¸a˜o entre o MOS previsto e o erro
quadra´tico me´dio (MSE), utilizando o modelo de correlac¸a˜o linear da Equac¸a˜o 2.1:
MOSp = 1− k(MSE) (2.1)
A me´trica MPQM de van den Branden Lambrecht e Verscheure [67] simula o modelo
espac¸o temporal do sistema visual humano, com uma abordagem de banco de filtros. A
decomposic¸a˜o perceptual dos filtros representa os principais aspectos da sensibilidade
ao contraste e mascaramento.
Xiao [68] propoˆs uma modificac¸a˜o do DVQ de Watson [69] que fez uso do fato de que a
sensibilidade do olho humano com os padro˜es espac¸o temporal diminui com frequeˆncias
espaciais e temporais elevados. O me´todo e´ semelhante ao modelo de Watson, exceto
que o contraste local, obtido com os componentes DC e´ ainda convertido em diferenc¸as
vis´ıveis (JND - Just Noticeable Difference) utilizando uma matriz de sensibilidade de
contraste espacial (SCS) para quadros esta´ticos e uma matriz que representa a proprie-
dade temporal, para os quadros dinaˆmicos. Esta me´trica de qualidade de v´ıdeo baseada
na DCT tambe´m chamada VQM (na˜o deve ser confundida com NTIA VQM [52]) foi
definida em termos de uma ma´xima distorc¸a˜o e de uma distorc¸a˜o me´dia ponderada.
Lee e Kwon [70] propuseram uma me´trica de qualidade de v´ıdeo objetiva baseada na
transformada wavelet. O modelo utiliza uma transformada wavelet multin´ıvel para
calcular as frequeˆncias espaciais com base nas subbandas resultantes.
A me´trica de qualidade de v´ıdeo de refereˆncia completa (MOVIE - MOViment based
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in Video Integrity Evaluation) Movimento Baseado em Avaliac¸a˜o da Integridade de
V´ıdeo foi proposta por Seshadrinathan e Bovik [71]. O modelo MOVIE captura as
caracter´ısticas temporais da a´rea visual do meio (MT) do co´rtex do ce´rebro humano
para ana´lise da qualidade de v´ıdeo. Estudos da neurocieˆncia indicam que a a´rea visual
MT e´ fundamental para a percepc¸a˜o de qualidade de v´ıdeo [72].
A sensibilidade do HVS nas bordas e mudanc¸as de locais de luminaˆncia e´ explorado
por Hekstra et al. [73] propondo a me´trica de qualidade de v´ıdeo objetivo Perceptual
Quality Video Metric (PVQM, tambe´m conhecido como Swisscom / KPN me´trica). O
modelo utiliza uma combinac¸a˜o linear de treˆs indicadores de distorc¸a˜o, ou seja, bordas,
de correlac¸a˜o temporal e erro de cor para medir a qualidade perceptual.
Lu et al. [74] propuseram uma me´trica de refereˆncia reduzida e sem refereˆncia ponde-
rada por salieˆncias para medir distorc¸o˜es visuais com base na atenc¸a˜o visual, fixac¸a˜o
e movimento dos olhos e o caminho da visa˜o e retina, que sa˜o considerados os treˆs as-
pectos da percepc¸a˜o. A me´trica estima o mapa perceptual de significado de qualidade
(PSQM) para modelar a atenc¸a˜o visual e fixac¸a˜o e movimento dos olhos, enquanto
me´tricas de qualidade visuais existentes sa˜o adotadas para simular a retina.
Na me´trica de qualidade de v´ıdeo proposta por Ong et al. [75][76], a qualidade percep-
tual e´ medida como uma func¸a˜o da distorc¸a˜o, invisibilidade, blocagem e fator de fide-
lidade dos conteu´dos. O limite de visibilidade da´ uma medida da quantidade ma´xima
de distorc¸a˜o que um pixel particular pode sofrer e ainda ser impercept´ıvel pela visa˜o
humana.
Com base nos trabalhos anteriores de Ong et al. [75][76], Nya et al. [77] propuseram
uma me´trica de qualidade de v´ıdeo de referencia completa melhorada. Uma das mo-
dificac¸o˜es inclui o uso de um filtro de Sobel para aproximar o gradiente de luminaˆncia
local em comparac¸a˜o com equac¸o˜es complexas utilizadas em [75][76].
A me´trica VSNR de Chandler e Hemami [78] e´ uma me´trica de refereˆncia completa
para imagens esta´ticas, mas tambe´m mostrou um desempenho promissor na avaliac¸a˜o
da qualidade de v´ıdeo quando aplicada sobre quadro a quadro e, em seguida feito a
me´dia. A me´trica visa minimizar o problema supra limiar na modelagem HVS. O
modelo utiliza o mascaramento visual e conceitos de soma visuais para identificar as
distorc¸o˜es percentualmente detecta´veis.
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Na me´trica objetiva de qualidade de v´ıdeo de refereˆncia completa avaliac¸a˜o perceptiva
da qualidade de v´ıdeo (PEVQ)[79] com base no modelo PVQM discutido anteriormente,
a avaliac¸a˜o da qualidade e´ composta por cinco etapas principais. A primeira fase de pre´-
processa os dois sinais de v´ıdeo original e distorcido por extrac¸a˜o da regia˜o de interesse
(ROI). O ROI e´ obtido cortando o quadro atual, com um tamanho de corte definido pelo
formato do v´ıdeo. Estes quadros ROI derivados sa˜o utilizados em fases posteriores. A
segunda fase alinha os sinais de v´ıdeo pre´-processados espacialmente e temporalmente.
Fases treˆs e quatro calculam quatro medidas de distorc¸a˜o, nomeadamente, bordas em
luminaˆncia e em crominaˆncia e dois indicadores variabilidade temporal, bem como
uma medida de distorc¸a˜o temporal. A fase cinco utiliza uma abordagem sigmoide para
mapear as distorc¸o˜es a` medida de qualidade de v´ıdeo DMOS.
O VQEG desenvolveu testes de validac¸a˜o de me´tricas objetivas de qualidade aplica´veis
ao v´ıdeo HD [80].
Wolf e Pinson [81] fizeram um estudo do desempenho do modelo geral NTIA para
sequeˆncias de v´ıdeo HDTV, e mediram o grau de precisa˜o atrave´s da sua comparac¸a˜o
com os resultados do me´todo de avaliac¸a˜o da qualidade subjectiva SSCQE.
Sugimoto et al. [82] propuseram uma me´trica para avaliar a qualidade de v´ıdeo per-
cebida de v´ıdeos em HD, considerando distorc¸o˜es, tais como blocagem, a variaˆncia de
MSE, a degradac¸a˜o temporal do PSNR, poteˆncia me´dia de diferenc¸a inter quadro na
sequeˆncia, me´dia do MSE dos blocos com alta variaˆncia, a degradac¸a˜o dos componentes
de baixa e de alta frequeˆncia.
Com base em seu trabalho anterior para PC e servic¸os celulares [64][79], Okamoto et
al. [83] propoˆs uma me´trica de qualidade de v´ıdeo perceptual refereˆncia completa para
HDTV usando medidas fuzzy.
A empresa SwissQual desenvolveu um me´todo de refereˆncia completa full-HD chamado
VQuad-HD [84]. VQuad-HD consiste de quatro componentes principais, ana´lise da dis-
tribuic¸a˜o das semelhanc¸as e diferenc¸as dos pixels locais, ana´lise blocagem, ana´lise de
movimentos ra´pidos, e agregac¸a˜o das caracter´ısticas de similaridade, diferenc¸a, bloca-
gem e jerkiness.
A me´trica da Tektronix [80] incorpora componentes adaptativos para alinhamento es-
pacial, a percepc¸a˜o visual humana e a modelagem de cognic¸a˜o [85].
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A me´trica da Universidade Yonsei da Core´ia se baseia na detecc¸a˜o de borda, seguida
pela extrac¸a˜o de caracter´ısticas das a´reas de bordas. A degradac¸a˜o de a´reas de borda
e´ medida como borda PSNR, que e´ refinada por recursos adicionais [80].
Na Tabela 2.2 e´ apresentado um resumo das principais me´tricas propostas na literatura
classificados de acordo com as caracter´ısticas de cada me´trica e uma comparac¸a˜o de
suas desvantagens em relac¸a˜o a me´trica de qualidade proposta nesta pesquisa.
2.2.3 Testes Subjetivos
Esses experimentos sa˜o valiosos instrumentos de pesquisa para uma melhor compre-
ensa˜o de como os seres humanos julgam a qualidade do v´ıdeo e percebem algumas de
suas deficieˆncias. As respostas das avaliac¸o˜es subjetivas obtidas a partir desses expe-
rimentos sa˜o consideradas importantes refereˆncias para o desenvolvimento de me´tricas
de qualidade de v´ıdeo.
Normalmente, as experieˆncias psicof´ısicas sa˜o caras e demoradas [21][87]. A execuc¸a˜o de
um experimento requer a disponibilidade de materiais, equipamentos e espac¸o f´ısico. A
concepc¸a˜o, execuc¸a˜o e ana´lise de dados consomem uma grande quantidade de tempo dos
experimentadores. Dessa forma, o nu´mero de experimentos que podem ser realizadas
e´ limitado e uma metodologia adequada precisa ser desenvolvida para tirar o ma´ximo
proveito dos recursos e garantir que os objetivos pretendidos sejam alcanc¸ados [21][87].
2.2.3.1 Gerac¸a˜o das Sequencias de Teste
Para inicio do projeto do experimento psicof´ısico, um conjunto de sequeˆncias de v´ıdeos
sem degradac¸o˜es e´ escolhido entre um conjunto de v´ıdeos comumente utilizados em pes-
quisas de qualidade de v´ıdeo que esta˜o dispon´ıveis para a comunidade [88][28][89][90].
Esses v´ıdeos sera˜o considerados como ”v´ıdeos originais”.
A abordagem para os testes subjetivos de qualidade de v´ıdeo consiste na utilizac¸a˜o de
uma quantidade varia´vel de degradac¸o˜es de v´ıdeo e a posterior avaliac¸a˜o dos observa-
dores humanos para que classifiquem a qualidade de cada v´ıdeo apresentado [21].
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Tabela 2.2: Me´tricas de Qualidade de Vı´deo
Me´trica Classificac¸a˜o Categorizac¸a˜o
SSIM [55] Estat´ısticas Visuais Full Reference
VSSIM [54] Estat´ısticas Visuais Full Reference
MS-SSIM [56] Estat´ısticas Visuais Full Reference
VIF [59] Estat´ısticas Visuais Full Reference
Lu et al. [60] Estat´ısticas Visuais Full Reference
Tao & Eskicioglu [62] Estat´ısticas Visuais Full Reference
IES2 [63] Caracter´ısticas Visuais Full Reference
VQM [52] Caracter´ısticas Visuais Full Reference
Okamoto [64] Caracter´ısticas Visuais Full Reference
Lee & Sim [65] Caracter´ısticas Visuais Full Reference
Bhat et al. [66] Caracter´ısticas Visuais Full Reference
Lukas & Budrikis [37] Perceptual Dom. Frequeˆncia Full Reference
MPQM [67] Perceptual Dom. Frequeˆncia Full Reference
DVQ [69] Perceptual Dom. Frequeˆncia Full Reference
Xiao et al. [68] Perceptual Dom. Frequeˆncia Full Reference
Lee & Kwon [70] Perceptual Dom. Frequeˆncia Full Reference
MOVIE [71] Perceptual Dom. Frequeˆncia Full Reference
PVQM [73] Perceptual Dom. Pixel Full Reference
PQSM [74] Perceptual Dom. Pixel Full Reference
Ong et al. [75][76] Perceptual Dom. Pixel Full Reference
Nya et al. [77] Perceptual Dom. Pixel Full Reference
VSNR [78] Perceptual Dom. Pixel Full Reference
PEVQ [79] Perceptual Dom. Pixel Full Reference
Psytechnics [81] Perceptual Dom. Pixel Full Reference
Farias [86] Perceptual Caract. Visuais No Reference
Wolf et al. [81] HD Caracter´ısticas Visuais consumo de recursos (FR)
Sugimoto et al. [82] HD Caracter´ısticas Visuais consumo de recursos (FR)
Okamoto et al. [83] HD Caracter´ısticas Visuais consumo de recursos (FR)
VQuad-HD [84] HD Caracter´ısticas Visuais consumo de recursos (FR)
21
Na maioria dos experimentos, as degradac¸o˜es sa˜o introduzidas utilizando diversos tipos
de codificadores de v´ıdeo, diversas taxas de bits e diversas taxas de perda de pacotes
[28]. Em alguns experimentos, novas degradac¸o˜es sa˜o introduzidas por meio da com-
binac¸a˜o linear de outras degradac¸o˜es introduzidas [87].
A durac¸a˜o da experieˆncia e´ limitada a 30 minutos para reduzir os efeitos da fadiga sobre
os avaliadores humanos [21]. Um nu´mero aproximado de 100 sequeˆncias de v´ıdeo pode
ser mostrado durante uma sessa˜o de testes de 30 minutos. Utilizando as sequeˆncias
de v´ıdeos originais, diversos tipos de degradac¸o˜es sa˜o introduzidas nos originais para
gerar a totalidade das sequeˆncias que sera˜o utilizadas durante os testes.
Cada v´ıdeo original gera va´rias sequeˆncias com degradac¸o˜es, e o nu´mero total de ori-
ginais utilizados para cada experieˆncia e´ enta˜o calculado de forma a manter a durac¸a˜o
dos testes dentro dos 30 minutos.
2.2.3.2 Avaliac¸a˜o Subjetiva
Os me´todos de avaliac¸a˜o subjetiva consistem na realizac¸a˜o de experimentos subjetivos
(psicof´ısicos) com participantes (observadores) na˜o especialistas, com o objetivo de
obter estimativas para a qualidade de v´ıdeo de um conjunto de sequeˆncias.
Nos testes propostos sa˜o utilizados os procedimentos normatizados para avaliac¸a˜o sub-
jetiva estabelecidos pela ITU. Os principais documentos da ITU que conteˆm reco-
mendac¸o˜es de procedimentos para aferic¸a˜o subjetiva da qualidade de v´ıdeo sa˜o:
• ITU-R Rec. BT.500-11 [21] destinado a aplicac¸o˜es na a´rea de televisa˜o;
• ITU-T Rec. P.910 [19] destinado a aplicac¸o˜es em multimı´dia.
Esses documentos fornecem especificac¸o˜es para as condic¸o˜es de visualizac¸a˜o dos v´ıdeos,
crite´rios para selec¸a˜o dos observadores e do material de teste, metodologia empregada
nos experimentos e me´todos para ana´lise estat´ıstica dos dados coletados. A conduc¸a˜o
efetiva dos testes subjetivos sera´ iniciada apo´s a gerac¸a˜o das sequeˆncias codificadas.
As condic¸o˜es de visualizac¸a˜o, que incluem a distaˆncia do observador para o monitor e
o controle da luz ambiente, sera´ feita de acordo com a recomendac¸a˜o do ITU-R [21].
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O tamanho e tipo dos monitores a serem utilizados nos experimentos sa˜o apropriados
para a aplicac¸a˜o em questa˜o.
Um mı´nimo de 15 observadores deve ser utilizado em cada experimento de forma a
garantir resultados confia´veis [21]. Os observadores sera˜o escolhidos entre na˜o especi-
alistas na a´rea de processamento de imagens ou v´ıdeo. Instruc¸o˜es orais e escritas do
teste devem ser fornecidas aos observadores. Estas instruc¸o˜es incluem uma descric¸a˜o
da aplicac¸a˜o em mente, o tipo de me´todo de aferic¸a˜o utilizado, a escala utilizada e a
metodologia escolhida [21].
De acordo com o ITU [21], ha´ duas classes de me´todos subjetivos. Na primeira classe,
os observadores fornecem julgamentos em uma escala de qualidade (Quality Scale).
Estes julgamentos ajudam a estabelecer o desempenho do sistema em boas condic¸o˜es
de funcionamento. Na segunda classe de experimentos, os observadores fornecem o
julgamento em uma escala de degradac¸a˜o (Impairment Scale), onde sa˜o aferidas a
visibilidade e a severidade dos artefatos presentes no v´ıdeo. Esse tipo de experimento
avalia o desempenho de um sistema sob condic¸o˜es na˜o-o´timas.
A metodologia utilizada pode ser classificada de acordo com a frequeˆncia com que os
julgamentos (notas de qualidade) sa˜o coletados. Uma avaliac¸a˜o cont´ınua da qualidade
e´ a metodologia que mais se aproxima das condic¸o˜es reais nas quais os usua´rios as-
sistem aos v´ıdeos [21]. Neste tipo de metodologia, o observador assiste a trechos de
v´ıdeos de me´dia ou longa durac¸a˜o e fornece julgamentos de maneira cont´ınua (sem
intervalos), utilizando uma re´gua deslizante. Neste tipo de avaliac¸a˜o, sequeˆncias de ate´
5 minutos sa˜o agregadas de maneira aleato´ria e sem intervalos, gerando sesso˜es entre
30 e 60 minutos. Os julgamentos coletados neste tipo de experimento correspondem a
curvas cont´ınuas que mostram a evoluc¸a˜o da qualidade com o tempo. Esta metodo-
logia apresenta a desvantagem de exigir o investimento de uma grande quantidade de
tempo, o que limita o nu´mero de condic¸o˜es que podem ser testadas. Uma opc¸a˜o mais
popular e´ utilizar sequeˆncias de teste de 8 a 10 segundos e coletar os julgamentos de
forma discreta, ou seja, ao final da apresentac¸a˜o de cada sequeˆncia de teste.
Dependendo da forma de apresentac¸a˜o das sequeˆncias de teste (est´ımulo), a metodo-
logia do experimento pode ser classificada como sendo de est´ımulo simples ou duplo.
No caso de uma metodologia de est´ımulo simples, a sequeˆncia de teste e´ apresentada
isoladamente, enquanto que no caso de uma metodologia de est´ımulo duplo um par
de sequeˆncias de teste (uma sequeˆncia de teste e o original correspondente) sa˜o apre-
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sentados em conjunto. A utilizac¸a˜o de uma metodologia de est´ımulo duplo permite
uma maior discriminac¸a˜o entre as diversas condic¸o˜es de teste, o que e´ particularmente
interessante quando existem condic¸o˜es de teste com diferenc¸as de qualidade pequenas.
Neste trabalho, foi necessa´rio avaliar uma grande quantidade de condic¸o˜es de teste.
Como valores sutis de qualidade precisaram ser discriminados, foi utilizada uma me-
todologia de est´ımulo duplo com escala de n´ıveis de qualidade. Sendo assim, optou-se
pelo me´todo DSCQS (Double Stimulus Continuous Quality Scale) [21]. Ale´m de satis-
fazer a todos os requisitos especificados na pesquisa, o DSCQS e´ um me´todo bastante
robusto que tem sido utilizado com sucesso nos experimentos conduzidos pelo VQEG
[28].
2.2.3.3 Preparac¸a˜o do Ambiente (Condic¸o˜es F´ısicas)
Com relac¸a˜o a disposic¸a˜o dos observadores em relac¸a˜o ao monitor, a configurac¸a˜o
apresentada na Figura 2.4 e´ utilizada. Devido ao tamanho do monitor, os experimentos
foram realizados com um observador de cada vez. O observador foi posicionado em
frente ao monitor, a uma distaˆncia de 3 vezes a altura do monitor (H). A altura dos
olhos do observador deve estar aproximadamente na altura do centro da tela. Na˜o deve
haver luz direta sobre a tela do monitor. As luzes das salas devem ser ajustadas de
acordo com as recomendac¸o˜es [28].
2.2.3.4 Metodologia do Experimento
A escolha do me´todo experimental mais adequado deve levar em considerac¸a˜o a aplicac¸a˜o
e os objetivos do experimento. Faz-se necessa´rio utilizar um me´todo experimental ro-
busto que permita distinguir entre pequenas diferenc¸as de qualidade entre os v´ıdeos,
uma vez que para alguns paraˆmetros as diferenc¸as de qualidade podem ser bem sutis.
Antes das sesso˜es experimentais, teste piloto sa˜o realizados utilizando um conjunto pe-
queno de observadores (especialistas ou na˜o), para avaliar a estabilidade dos paraˆmetros
do experimento como um todo. Uma sessa˜o de treinamento dos observadores deve ser
inclu´ıda no comec¸o da sessa˜o experimental.
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Figura 2.4: Posic¸a˜o do Observador [28].
Figura 2.5: Me´todo DSCQS [34].
As sequeˆncias de teste sa˜o apresentadas em uma ordem (pseudo)aleato´ria e, preferi-
velmente, deve-se evitar que sequeˆncias de teste referentes ao mesmo original sejam
apresentados uma apo´s a outra [21]. No me´todo DSCQS, os observadores assistem a
pares de sequeˆncias que consistem da sequeˆncia de teste e da original correspondente.
As sequeˆncias sa˜o apresentadas duas vezes, alternadamente (original e teste), conforme
apresentado na Figura 2.5.
No DSCQS, os observadores na˜o sa˜o informados sobre quais as sequeˆncias sa˜o os ori-
ginais e quais sa˜o os testes. A cada sessa˜o, as posic¸o˜es das sequeˆncias originais e das
sequeˆncias de teste sa˜o modificadas aleatoriamente. As sequeˆncias sa˜o apresentadas
em toda a tela do monitor. O tom de cinza a ser mostrado entre sequeˆncias apresenta
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o valor me´dio da luminaˆncia de 128, em uma escala de tons de cinza variando entre 0
a 255. A varredura das linhas do v´ıdeo deve estar em sincronismo com a varredura do
monitor [21].
No per´ıodo marcado como “voto” na Figura 2.5, o observador pode registrar o seu
julgamento, ou seja a sua nota para a qualidade geral de ambas as sequeˆncias de v´ıdeo.
A escala de qualidade utilizada pelo DSCQS tambe´m e´ apresentada na Figura 2.5 [21].
Observe que a escala e´ cont´ınua e que notas individuais devem ser atribu´ıdas a cada
uma das sequeˆncias dos pares.
As notas sa˜o registradas no pro´prio sistema de apresentac¸a˜o dos testes. O usua´rio atri-
bui uma nota cont´ınua (variando de ruim a excelente) a cada uma das duas sequeˆncias,
o que e´ feito inserindo uma marca em cada uma das escalas (A e B). O sistema aguar-
dara´ que as notas sejam dadas pelo usua´rio antes de passar a` sequeˆncia seguinte.
2.2.3.5 Ana´lise dos Resultados
A ana´lise estat´ıstica dos dados coletados deve ser executada usando me´todos padro-
nizados para ana´lise, conforme especificado em [21] e nos relato´rios finais dos experi-
mentos do VQEG Fases I e II [91][92]. Mais especificamente, para cada combinac¸a˜o
das varia´veis de teste devem ser calculados o valor me´dio e o desvio padra˜o das notas
de qualidade coletadas. Testes de confiabilidade dos observadores tambe´m devem ser
estimados.
Os me´todos utilizados para analisar os dados resultantes dos avaliadores em um teste
subjetivo envolvem ana´lises estat´ısticas que permitem a descric¸a˜o precisa de me´dias,
diferenc¸as, relac¸o˜es entre varia´veis, ajustes entre func¸o˜es [93].
Uma das formas de analisar as respostas dos avaliadores subjetivos nas tarefas de
detecc¸a˜o e´ atrave´s das me´dias dos resultados de todos observadores (MOS - Mean








onde Si e´ o resultado da resposta do i-e´simo avaliador e L e´ o nu´mero total de avalia-
dores.
Com os dados subjetivos processados, podemos obter maiores informac¸o˜es sobre a
caracter´ısticas das degradac¸o˜es encontradas nas sequeˆncias de v´ıdeo processadas.
A regressa˜o dos valores DMOS (Differential MOS), diferenc¸a entre os valores MOS
em duas medidas (com o v´ıdeo original e o v´ıdeo sob testes) com os resultados do
modelo objetivo pode na˜o representar adequadamente o grau de concordaˆncia entre
estes resultados para as va´rias sequeˆncias de v´ıdeo. Com os dados DMOS relacionados
as degradac¸o˜es nos v´ıdeos processados, os resultados da me´trica objetiva podem ser
ajustados a uma func¸a˜o log´ıstica padra˜o [86][91], conforme Equac¸a˜o 2.3:










+ εwi , i = 1...n (2.3)





e os demais paraˆmetros:
wi = 1/(sYi)
Yi = i-e´simo valor DMOS
Xi = i-e´simo valor da me´trica objetiva
σYi = desvio padra˜o do i-e´simo valor DMOS
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Y wi = wiYi
εwi = wiεi
εi = i-e´simo valor residual
Figura 2.6: Gra´fico caracter´ıstico da func¸a˜o log´ıstica
A func¸a˜o log´ıstica apresenta um comportamento conforme a Figura 2.6, onde os obser-
vadores conseguem distinguir uma melhora ou piora da qualidade observada de forma
linear ate´ determinados limites onde uma qualidade muito boa ou muito ruim levam aos
limites de saturac¸a˜o na curva. Os paraˆmetros da func¸a˜o log´ıstica alteram a inclinac¸a˜o
da curva e o deslocamento nos eixos.
Para que possamos verificar a qualidade dos v´ıdeos no ambiente dos usua´rios, sera´ ne-
cessa´rio inserir marcas nos v´ıdeos originais, logo apo´s a produc¸a˜o destes conteu´dos. Os
v´ıdeos sera˜o marcados utilizando te´cnicas de marcas d’a´gua digitais conforme descrito
na pro´xima sec¸a˜o.
2.3 Marcas d’a´gua Digitais
A ocultac¸a˜o de informac¸o˜es em uma mensagem e´ utilizada ha´ bastante tempo. Va´rios
trabalhos na a´rea de esteganografia (do grego stegano´s = encobrir, graptos = escrita,








Figura 2.7: Esteganografia e marcas d’a´gua [96].
As marcas d’a´gua, pore´m, teˆm por objetivo assegurar algum tipo de validac¸a˜o, de au-
tenticidade a determinado documento, podendo ser ou na˜o ocultas, diferindo da estega-
nografia tambe´m por possu´ırem a caracter´ıstica de robustez contra ataques [97][98][99].
A Figura 2.7 mostra a relac¸a˜o entre a esteganografia e as marcas d’a´gua. Algumas
marcas na˜o podem ser consideradas como esteganografia (tipo 3 na Figura 2.7). Certas
te´cnicas de marca d’a´gua na˜o sa˜o totalmente ocultas, como as marcas das ce´dulas de
dinheiro ou logotipos inseridos pelas emissoras de televisa˜o. A Figura 2.8 mostra um
exemplo de como as marcas d’a´gua podem ser inseridas.
As melhores te´cnicas de inserc¸a˜o de marcas d’a´gua do tipo invis´ıvel, em v´ıdeos ou
imagens, alteram a informac¸a˜o do v´ıdeo ou imagem sem causar mudanc¸as percept´ıveis
a olho nu.
Com a expansa˜o dos meios digitais de armazenamento e transmissa˜o de dados, o nu´mero
de trabalhos na a´rea de marcas d’a´gua digitais aumentou consideravelmente. Atual-
mente, grande parte das pesquisas em marcas d’a´gua sa˜o feitas na a´rea de protec¸a˜o de
direito autoral [101][102][103].
Em um sistema gene´rico de uso de marcas d’a´gua, inicialmente e´ feita a inserc¸a˜o de
uma marca em uma imagem, depois e´ feita a transmissa˜o entre a origem e o destino,
podendo ser tanto uma transmissa˜o f´ısica quanto digital, com nu´mero indeterminado de
intermedia´rios. Apo´s chegar ao destino, a imagem marcada passa por um detector ou
extrator de marcas d’a´gua. Se a resposta desse detector confirmar ou na˜o a presenc¸a de
uma marca d’a´gua va´lida, o destinata´rio pode utilizar ou tomar as medidas necessa´rias
para o tratamento da imagem.
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(a) Imagem Original (b) Marca d’a´gua a ser inserida
(c) Imagem com marca d’a´gua vis´ıvel (d) Imagem com marca d’a´gua invis´ıvel
Figura 2.8: Tipos de Marcas d’a´gua [100].
As principais propriedades [104][105] das marcas d’a´gua para utilizac¸a˜o em sistemas
pra´ticos, dependendo de suas finalidades, devem ser:
• invisibilidade: a marca d’a´gua deve ser visualmente impercept´ıvel e produzir a
menor distorc¸a˜o poss´ıvel na imagem original;
• detecc¸a˜o Confia´vel: um detector deve localizar uma marca d’a´gua em uma ima-
gem com o ma´ximo de precisa˜o poss´ıvel;
• eficieˆncia Computacional: os processos de inserc¸a˜o e detecc¸a˜o de marcas d’a´gua
devem ser computacionalmente via´veis, sendo necessa´ria a detecc¸a˜o especialmente
ra´pida se a aplicac¸a˜o envolver monitorac¸a˜o em tempo real;
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• robustez: em aplicac¸o˜es que necessitam da marca d’a´gua ı´ntegra, como iden-
tificac¸a˜o de propriedade ou controle de co´pias, a marca d’a´gua deve resistir a
ataques e modificac¸o˜es na imagem, ou enta˜o, em caso de tentativa de remoc¸a˜o,
alterar a imagem, atrave´s da perda significativa de qualidade. Para aplicac¸o˜es
de autenticac¸a˜o, a marca d’a´gua deve ser alterada ou destru´ıda quando ocorrer
qualquer alterac¸a˜o na imagem;
• capacidade de armazenamento: propriedade que considera o total de informac¸o˜es
que a marca d’a´gua pode armazenar para posterior utilizac¸a˜o.
Existem va´rias classificac¸o˜es que podem ser utilizadas para agrupar e diferenciar as
te´cnicas existentes para criac¸a˜o de marcas d’a´gua. Podemos classificar as marcas d’a´gua
em fra´geis, semi-fra´geis e robustas, de acordo com a capacidade de resistir a`s alterac¸o˜es
em caracter´ısticas da imagem [101][102].
Uma marca d’a´gua robusta pode resistir a alterac¸o˜es de brilho, rotac¸a˜o, contraste,
compressa˜o com perdas em uma imagem. Uma marca classificada como robusta ape-
nas poderia ser removida caso a qualidade da imagem sofresse grande alterac¸a˜o, com-
prometendo qualquer uso da imagem sem a marca. Este tipo de marca e´ utilizado
normalmente para verificac¸a˜o de propriedade de imagens.
As marcas d’a´gua fra´geis sa˜o sens´ıveis a`s alterac¸o˜es na imagem, sendo facilmente remo-
vidas ou corrompidas e podem ser usadas para detectar edic¸o˜es nas imagens. Existem
as marcas semi-fra´geis, cujos me´todos de detecc¸a˜o permitem alterac¸o˜es na imagem
que na˜o comprometam seu conteu´do, como compressa˜o, melhoria de contraste dentre
outras alterac¸o˜es.
As marcas d’a´gua podem ser classificadas de acordo com modelos cujo detector da
marca e´ baseado em algum tipo de correlac¸a˜o [106]:
• correlac¸a˜o linear, que utilizam func¸o˜es lineares para detecc¸a˜o da marca e com-
param seus resultados com determinados intervalos de valores para verificar a
existeˆncia da marca;
• correlac¸a˜o normalizada, nos quais a marca de refereˆncia utilizada e a marca ex-
tra´ıda da imagem sa˜o normalizadas para uma mesma unidade, antes de terem
seus valores comparados com os intervalos definidos.
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As te´cnicas de ocultac¸a˜o de informac¸o˜es podem ser divididas em categorias, baseadas
no domı´nio utilizado pela aplicac¸a˜o [103]:
• baseadas no domı´nio dos dados, tanto espacial quanto temporal;
• baseadas no domı´nio de transformadas, normalmente Transformada Discreta do
Cosseno (DCT), Transformada Discreta de Fourier (DFT) ou Transformada Dis-
creta Wavelet (DWT);
• h´ıbridas com caracter´ısticas tanto dos domı´nios espacial/temporal quanto de
transformadas;
• baseadas no domı´nio da compressa˜o que, apesar de utilizarem te´cnicas dos domı´nios
temporal, espacial ou de transformadas, possuem caracter´ısticas espec´ıficas por
manipularem diretamente sequeˆncias de bits comprimidas.
As marcas d’a´gua, ale´m dos domı´nios de transformadas e espacial, tambe´m podem ser
divididas em outras te´cnicas:
• te´cnicas que utilizam Quantizac¸a˜o Vetorial [107];
• te´cnicas com algoritmos gene´ticos, subdivididas nos domı´nios espacial e de trans-
formadas [107][108][109];
• sistemas de marcas d’a´gua utilizando redes neurais [107];
• sistemas baseados em Criptografia Visual [107].
Para a medic¸a˜o da qualidade de v´ıdeo objetiva nas mesmas condic¸o˜es de visualizac¸a˜o
dos usua´rios, utilizam-se os paraˆmetros de resoluc¸a˜o espacial do sistema o´ptico do am-
biente do usua´rio. Esse ambiente e´ composto de diversos dispositivos que apresentam
caracter´ısticas o´pticas distintas. Entre esses dispositivos, teˆm-se o monitor que apre-
senta o v´ıdeo, as condic¸o˜es do ambiente de visualizac¸a˜o, a resoluc¸a˜o do monitor, a
distaˆncia entre o monitor e o espectador e os paraˆmetros o´pticos da caˆmera, que fara´
a coleta de informac¸o˜es. As informac¸o˜es das caracter´ısticas o´pticas do ambiente sera˜o
analisadas atrave´s da Func¸a˜o de Transfereˆncia de Modulac¸a˜o do sistema como um todo,
conforme descric¸a˜o na sec¸a˜o 2.4. No escopo desta pesquisa, a iluminac¸a˜o do ambiente
na˜o foi considerada para a gerac¸a˜o da func¸a˜o de qualidade.
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2.3.1 Marcas d’a´gua Invariantes a` Rotac¸a˜o, Escala e Translac¸a˜o
Um aspecto importante para escolha do tipo de marca a ser inserida nos v´ıdeos esta´
relacionado com o tipo de sistema utilizado para a verificac¸a˜o da qualidade de v´ıdeo.
O objetivo da metodologia e´ que a medida da qualidade de v´ıdeo seja feita independen-
temente do tipo da rede, do tipo do v´ıdeo e do tipo de dispositivo terminal do usua´rio,
permitindo o monitoramento da qualidade em pontos pro´ximos aos usua´rios, com dis-
positivos simples, de baixos custo e complexidade. Esses dispositivos devem interferir
minimamente com os equipamentos ja´ em utilizac¸a˜o pelo distribuidor de v´ıdeo. Para o
atendimento destes objetivos, e´ utilizada uma caˆmera de v´ıdeo desacoplada do sistema
de recepc¸a˜o no ambiente do usua´rio, ou seja, a caˆmera na˜o esta´ fisicamente conectada
ao receptor do usua´rio.
Pelo fato de estar desacoplada do sistema de recepc¸a˜o do usua´rio, na˜o ha´ sinais de
sincronizac¸a˜o chegando na caˆmera, o que e´ um desafio para a decodificac¸a˜o da marca
d’a´gua. A marca escolhida deve ser resistente a`s deformac¸o˜es geome´tricas e deve per-
mitir a sua recuperac¸a˜o sem sincronismo com a marca inserida. Utilizamos uma Marca
d’a´gua do tipo “RST Invariant” (rotation, scale, translation invariant) nesta metodo-
logia [110][111][112][113]. O diagrama da Figura 2.9 apresenta a sequeˆncia de atividades
para a inserc¸a˜o da marca.
2.3.1.1 Normalizac¸a˜o dos Quadros
A invariaˆncia a` escala e a` translac¸a˜o pode ser conseguida atrave´s da utilizac¸a˜o da
te´cnica de normalizac¸a˜o de imagens [114]. Uma func¸a˜o de imagem f(x, y) pode ser
normalizada em relac¸a˜o a` escala e a` translac¸a˜o a transformando em uma nova imagem
h(x, y) da Equac¸a˜o 2.4:







onde (x, y) e´ o centro´ide de f(x, y) e a =
√
β/m00, β e´ um valor predeterminado e m00















Figura 2.9: Algoritmo de inserc¸a˜o da marca d’a´gua
Para calcular a nova imagem, primeiro movemos a origem da imagem para o centro´ide
e transformamos a escala em um tamanho padra˜o.
A imagem normalizada e´ obtida a partir de um processo de transformac¸a˜o geome´trica
que e´ invaria´vel a`s distorc¸o˜es geome´tricas da imagem.
Seja f(x, y) a imagem digital de tamanho M ×N(1 ≤ x ≤M, 1 ≤ y ≤ N). Seu mo-







Um processo de normalizac¸a˜o invariante a` escala e a` translac¸a˜o e´ descrito nos seguintes
passos para uma imagem f(x, y). A invariaˆncia a` translac¸a˜o e´ feita transformando a
imagem original f(x, y) em outra f ′(x, y) = f(x+ x, y + y), onde x = m10
m00
, y = m01
m00
.
Enta˜o a origem e´ movida para o centro´ide.
A Invariaˆncia a` escala e´ realizada aumentando ou reduzindo cada forma de tal modo
que o seu momento de ordem 0 m00 seja definido por um valor pre´-determinado β.
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Dessa forma, a invariaˆncia a` escala e´ conseguida atrave´s da transformac¸a˜o da func¸a˜o




), com a =
√
β/m00.
Enta˜o h(x, y) e´ a imagem normalizada que e´ robusta a`s distorc¸o˜es de escala e translac¸a˜o.
No processamento das sequeˆncias de v´ıdeo utilizadas, foi realizada a normalizac¸a˜o es-
pacial dos quadros do v´ıdeo para um valor de refereˆncia. A normalizac¸a˜o para uma
resoluc¸a˜o do quadro intermedia´ria permite a detecc¸a˜o da marca quando sa˜o utilizadas
resoluc¸o˜es arbitra´rias de v´ıdeo, de monitores ou de caˆmeras. O valor de refereˆncia para
a normalizac¸a˜o do v´ıdeo foi escolhido como 512 × 512 pixels. A escolha do tamanho
de normalizac¸a˜o levou em conta paraˆmetros de desempenho, como baixo tempo de
processamento e baixo consumo de recursos do processador, ale´m da habilidade de de-
tecc¸a˜o das marcas para resoluc¸o˜es diferentes. Valores de resoluc¸a˜o de refereˆncia abaixo
de 128x128 atendiam aos requisitos de consumo de recursos e afetava a velocidade do
processamento mas limitavam o tratamento de resoluc¸o˜es altas como HDTV, enquanto
valores de resoluc¸a˜o acima de 512× 512 afetavam a velocidade de processamento.
Independentemente da resoluc¸a˜o do v´ıdeo, que pode ser SDTV ou HDTV, da resoluc¸a˜o
da caˆmera utilizada para a detecc¸a˜o da marca ou da resoluc¸a˜o do monitor de v´ıdeo do
usua´rio, todo o processamento de inserc¸a˜o e recuperac¸a˜o da marca e´ feito utilizando o
v´ıdeo normalizado para o valor de refereˆncia [115][116].
2.3.1.2 Detecc¸a˜o de Cantos e Selec¸a˜o de Partes do Quadro
Apo´s a normalizac¸a˜o dos quadros, um processamento baseado em detecc¸a˜o de can-
tos espaciais utilizando um detector de Harris [117][118][119] e´ realizado e pontos de
interesse com maior estabilidade local sa˜o selecionados (LMSP - Locally Most Stable
Points ) [114]. Cada um desses pontos selecionados define a´reas circulares candidatas
ao recebimento das marcas d’a´gua.
Apo´s a definic¸a˜o dessas a´reas, sa˜o identificadas todas as que apresentam superposic¸a˜o
espacial. Essa superposic¸a˜o pode afetar a inserc¸a˜o, e posterior detecc¸a˜o das marcas.
Dessa forma, entre as a´reas que apresentam superposic¸a˜o espacial, e´ escolhida aquela
que apresentar um maior LMSP e descartadas as outras superpostas a esta. Esse pro-
cesso de selec¸a˜o e´ realizado para cada conjunto de a´reas que apresentam superposic¸a˜o,
resultando num conjunto de a´reas circulares sem superposic¸a˜o. As marcas sa˜o enta˜o
inseridas nesse conjunto de a´reas circulares sem superposic¸a˜o.
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O detector de cantos de Harris seleciona os pontos LMSP da matriz de segundo-





































A resposta (R) do detector de Harris e´ determinada pelo determinante e pelo trac¸o de
M (det(M) = AB − C2 e tr(M) = (A +B)), dada pela Equac¸a˜o 2.7:
R = AB − C2 − k(A+B)2 (2.7)
onde k e´ uma constante. Os pontos LMSP sa˜o determinados comparando R com uma
valor limiar definido atrave´s dos testes subjetivos realizados.
2.3.1.3 Normalizac¸a˜o em Rotac¸a˜o
As a´reas circulares selecionados pelo detector de Harris sa˜o normalizadas em rotac¸a˜o,
de forma que mudanc¸as de rotac¸a˜o da imagem na˜o afetem a posterior detecc¸a˜o das
marcas. Dessas a´reas circulares, sa˜o retiradas novas a´reas quadradas inscritas nas
circunfereˆncias.
2.3.1.4 Marca de testes
A marca escolhida e´ um vetor bina´rio de 64 bits com o seguinte formato: w =
{w1, w2, ..., wn}.
onde wi e´ gerado por uma sequeˆncia pseudoaleato´ria originada por uma chave K (ex-
pressa˜o textual).
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Como exemplo de chave, foi utilizada a expressa˜o textual “marca de agua”, que apo´s
passar por uma transformac¸a˜o pseudoaleato´ria utilizando um hash com func¸o˜es XOR
(func¸a˜o lo´gica “ou exclusivo”). Esse processo gera a marca bina´ria w de 64 bits.
2.3.1.5 Aplicac¸a˜o da marca em coeficientes DCT das a´reas
O Vetor bina´rio contendo a marca e´ inserido em n pares de coeficientes DCT (Trans-
formada Discreta de Cossenos - Discrete Cosine Transform) de me´dia frequeˆncia se-
guindo ordem de varredura Zig-Zag [120][121]. A escolha da DCT deve-se a utilizac¸a˜o
em algoritmos de compressa˜o de imagens e pelo fato dos seus planos de frequeˆncia se
aproximarem do comportamento do sistema visual humano. A marca e´ inserida nos
coeficientes de frequeˆncia me´dia, que apresentam robustez e mudanc¸as visualmente
impercept´ıveis na qualidade da imagem.
Em cada par de coeficientes adjacentes (c1 e c2) da DCT, um bit da marca w e´ inserido.
Cada uma das a´reas quadradas e´ enta˜o marcada com uma sequeˆncia de bits no domı´nio
DCT. Esta sequencia de bits e´ gerada a partir de uma cadeia de caracteres conhecidos
(expressa˜o textual) que tambe´m sera´ utilizada na detecc¸a˜o.
A seguir e´ mostrado o processo de aplicac¸a˜o da marca escolhida w = {w1, w2, ..., wn}
nos coeficientes da DCT. O valor T e´ escolhido como o limiar de invisibilidade da
marca.
• Se wi = 1 e D = c1 − c2 < T , aumentamos c1 para o novo c1
′ e diminu´ımos c2
para o novo c2′ a seguir conforme as Equac¸o˜es 2.8 e 2.9:








• Se wi = 1 e D > T , c1 e c2 mante´m-se sem alterac¸a˜o
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• Se wi = 0 e D = c1 − c2 < T , diminu´ımos c1 para o novo c1
′ e aumentamos c2









• Se wi = 0 e D > T , c1 e c2 mante´m-se sem alterac¸a˜o
2.3.1.6 DCT Inversa
Apo´s a inserc¸a˜o da marca nos coeficientes DCT de cada a´rea quadrada selecionada, e´
feita a transformada DCT inversa (IDCT) destas a´reas. Essas novas a´reas marcadas
que passaram por este processo DCT-marcac¸a˜o-IDCT sa˜o inseridas na imagem no lugar
das a´reas originais na˜o marcadas, resultando no novo quadro marcado.
2.4 Func¸a˜o de Transfereˆncia de Modulac¸a˜o
O principal paraˆmetro f´ısico indicador da resoluc¸a˜o espacial sugerido na literatura
[122][123][124] e´ a func¸a˜o de transfereˆncia de modulac¸a˜o (MTF – Modulation Transfer
Function), que expressa a correlac¸a˜o espacial na sa´ıda entre o sinal de entrada e sua
vizinhanc¸a.
A teoria das func¸o˜es de transfereˆncia aplicada a` avaliac¸a˜o do comportamento de sis-
temas dinaˆmicos, como os sistemas de comunicac¸o˜es, para a ana´lise das respostas em
func¸a˜o das frequeˆncias, passou a ser utilizada tambe´m no estudo dos sistemas de ima-
gens, para ana´lise em termos de sua resposta em func¸a˜o da frequeˆncia espacial.
O desempenho de um sistema de imagens pode ser determinado verificando-se a relac¸a˜o
entre o sinal de entrada (objeto) e o sinal de sa´ıda (imagem) que este sistema apresenta
[125]. Dessa forma, com o conhecimento da caracter´ıstica de transfereˆncia do sistema,
pode-se prever o comportamento de sua sa´ıda para qualquer entrada conhecida. Por-
tanto, pode-se prever a deteriorac¸a˜o que a imagem final apresentara´ em relac¸a˜o ao







Figura 2.10: Caracter´ıstica de Transfereˆncia do Sistema de Imagens [126].
O sinal de entrada de um sistema de imagens pode ser representado por um padra˜o
de fo´tons ou distribuic¸a˜o espacial de raios vis´ıveis que, em cada ponto do receptor,
representa a projec¸a˜o da atenuac¸a˜o linear destes raios ao longo da trajeto´ria entre a
fonte e o detector, passando atrave´s do objeto. Ja´ o sinal de sa´ıda e´ a imagem que
representa tal propriedade do objeto. Em muitos casos, o termo intensidade e´ utilizado
para se referir tanto ao sinal de entrada quanto ao de sa´ıda.
Para que a teoria das func¸o˜es de transfereˆncia possa ser aplicada aos sistemas de
imagens, duas propriedades devem ser observadas: linearidade e invariaˆncia espacial
[127]. Um sistema e´ considerado linear se, para va´rias entradas distintas, a sa´ıda
correspondente e´ igual ao somato´rio das sa´ıdas referentes a cada entrada isolada e se,
multiplicando o sinal de entrada por uma constante, a sa´ıda tambe´m e´ multiplicada
pela mesma.
Matematicamente, se dois objetos distintos f1(x,y) e f2(x,y) formam, respectivamente,
as imagens g1(x,y) e g2(x,y), o sistema sera´ linear se a imagem formada pelos dois ob-
jetos combinados na forma [αf1(x,y) + βf2(x,y)] resultar numa imagem que pode ser
representada na forma [αg1(x,y) + βg2(x,y)]. A propriedade de invariaˆncia espacial re-
quer que a imagem de um objeto possua as mesmas caracter´ısticas, independentemente
da posic¸a˜o no plano do objeto em que ele e´ colocado [127].
Os processos f´ısicos por tra´s da formac¸a˜o de imagens sa˜o tais que o sistema de imagem
na˜o registrara´ perfeitamente todas as flutuac¸o˜es espaciais da intensidade do sinal de
entrada. Tais degradac¸o˜es podem aparecer de inu´meras formas, como por exemplo, na
forma de “borramento” espacial, adic¸a˜o ou aumento dos n´ıveis de ru´ıdo, reduc¸a˜o do
contraste e introduc¸a˜o de distorc¸o˜es geome´tricas.
A resoluc¸a˜o espacial e´ a propriedade que descreve a capacidade de um sistema de
imagens de exibir com exatida˜o detalhes de dois objetos de alto contraste, pequenos e
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Figura 2.11: Resoluc¸a˜o Espacial [126].
adjacentes, portanto, depende da resposta em frequeˆncia do sistema [125][128][129].
A resoluc¸a˜o espacial e´ muitas vezes chamada simplesmente de resoluc¸a˜o e pode ser
interpretada como a separac¸a˜o mı´nima entre objetos pequenos (no corpo), ou seja,
quando suas imagens deixam de ser distingu´ıveis umas das outras, conforme ilustrado
na Figura 2.11. Em algum ponto, os dois objetos ficam ta˜o pro´ximos um do outro
que eles parecem ser apenas um objeto e, neste ponto, se perde a resoluc¸a˜o espacial
[126][130]. Em sistemas de imagens, a resoluc¸a˜o espacial depende das distorc¸o˜es intro-
duzidas pelo sistema de imagem.
Uma maneira u´til de expressar a resoluc¸a˜o de um sistema de imagem e´ fazendo uso do
domı´nio da frequeˆncia espacial [125][126][130]. O conceito de frequeˆncia espacial esta´
relacionado a` quantidade de ciclos que a func¸a˜o senoidal (sinal de entrada) apresenta
por unidade de distaˆncia. Os sinais que apresentam uma quantidade pequena de ci-
clos por unidade de distaˆncia possuem baixa frequeˆncia espacial, enquanto que os que
apresentam uma quantidade alta possuem alta frequeˆncia espacial.
A utilidade deste conceito em ana´lise de desempenho de sistemas de imagem se justifica
no fato de todos os objetos poderem ser considerados como compostos de uma soma de
faixas de frequeˆncias espaciais com amplitudes e fases diferentes. Portanto, um objeto
pode ser representado em dois sistemas de coordenadas distintos, tanto no domı´nio es-
pacial quanto no domı´nio das frequeˆncias espaciais [125]. Uma simplificac¸a˜o conceitual
muito comum, pore´m na˜o estritamente correta, e´ pensar em uma func¸a˜o senoidal como
uma func¸a˜o quadrada. A onda quadrada representa um padra˜o alternado de faixas com
densidades diferentes na imagem. Com uma onda quadrada, cada ciclo se torna um
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Figura 2.12: Func¸a˜o de Espalhamento de Ponto - PSF [126].
par de linhas – faixa clara e faixa escura. Desse modo, a unidade de frequeˆncia espacial
e´ expressa como pares de linha por mil´ımetro (lp/mm) [129][126][130]. A relac¸a˜o entre





Um objeto quadrado de largura ∆ pode ser visto em termos da frequeˆncia espacial de
acordo com a equac¸a˜o 2.12, ou seja, a frequeˆncia espacial e´ apenas uma outra forma de
tratar os tamanhos de objetos. Baixos valores de frequeˆncia correspondem a objetos
grandes, enquanto que altas frequeˆncias espaciais correspondem a objetos pequenos
[126].
Uma outra forma conceitual de entender (e medir) a resoluc¸a˜o espacial de um detector
(sistema de detecc¸a˜o) no domı´nio do espac¸o e´ estimulando o detector com um u´nico
sinal de entrada pontual, e enta˜o observar como o detector responde. A imagem pro-
duzida a partir de um u´nico est´ımulo pontual de entrada em um detector e´ chamada de
func¸a˜o de espalhamento de ponto (PSF - Point Spread Function) [125][129][126][130].
A func¸a˜o de espalhamento de ponto (PSF) e´ definida como sendo a distribuic¸a˜o de
intensidade dos raios luminosos dada pela imagem obtida a partir de uma fonte punti-
forme de abertura infinitamente pequena pinhole e de intensidade unita´ria [125]. Dessa
41
Figura 2.13: Func¸a˜o de Espalhamento de Linha - LSF [126].
forma, a PSF descreve a resposta de um sistema de imagem a uma fonte de imagem
puntiforme (Figura 2.12).
A PSF descreve as propriedades de “borramento” de um sistema de imagem. Uma
imagem e´ uma grande colec¸a˜o de pontos individuais e, se um sistema de imagem e´
exposto a esta colec¸a˜o de pontos, a PSF atua borrando cada um dos milho˜es de pontos
de entrada que constituem a imagem. O processo de quebra da imagem de entrada em
seus est´ımulos pontuais, que enta˜o sa˜o borrados individualmente utilizando a PSF do
sistema de imagem, resulta em uma soma para se obter a imagem final atrave´s de uma






f(x− ξ, y − η)PSF (ξ, η)dξdη (2.13)
onde f(x,y) e´ a distribuic¸a˜o de intensidade do objeto.
Na pra´tica, a medic¸a˜o experimental da PSF e´ complicada. Isto se deve ao fato da
abertura da caˆmera pontual ser muito pequena em relac¸a˜o ao tamanho do ponto focal,
produzindo assim uma quantidade de raios luminosos muito baixa para o detector
digital, e a dificuldade de alinhamento do ponto de abertura da caˆmera com o ponto
focal. Estes problemas experimentais podem ser minimizados pela medic¸a˜o de outra
caracter´ıstica de medic¸a˜o do sistema, a partir da qual se pode calcular a PSF, chamada
de Func¸a˜o de Espalhamento de Linha (LSF – Line Spread Function).
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Figura 2.14: Func¸a˜o de Espalhamento de Borda - ESF [126].
A Func¸a˜o de Espalhamento de Linha (LSF), num sistema linear e isotro´pico, representa
a distribuic¸a˜o de intensidade de raios luminosos na imagem de uma fenda infinitamente
longa iluminada com intensidade unita´ria. Neste caso, o anteparo opaco conte´m uma
fenda estreita ao inve´s de um pinhole (Figura 2.13).
A LSF pode ser vista como uma colec¸a˜o linear de um grande nu´mero de PSFs [126]. Na
pra´tica, a LSF e´ obtida fazendo-se uma varredura na direc¸a˜o perpendicular ao compri-
mento da fenda. Como os sistemas de imagem possuem caracter´ısticas bidimensionais,
para o ca´lculo da PSF a partir da LSF, torna-se necessa´ria a medida das LSFs corres-
pondentes a todas as orientac¸o˜es poss´ıveis da fenda no plano-objeto, o que seria ainda
mais complicado. No entanto, se o sistema de imagem for isotro´pico, isto e´, possuir
uma PSF com simetria rotacional, o formato da LSF passa a ser independente de sua
orientac¸a˜o no plano da imagem, sendo necessa´ria apenas uma medida para que a LSF
seja equivalente a PSF [125][129].
A LSF e´ mais fa´cil de ser medida experimentalmente porque a fenda linear que e´
usada precisa ser alinhada com o ponto focal apenas em uma dimensa˜o (enquanto que
o pequeno buraco usado para medir a PSF precisa ser alinhado em duas dimenso˜es)
[126][130].
Colimar um feixe de raios luminosos em uma linha fina o suficiente para a aproximac¸a˜o
da LSF pode ser dif´ıcil experimentalmente [131]. Contudo, tanto a PSF quanto a LSF
podem ser estimadas a partir da resposta de um sistema de imagem a um degrau de
absorc¸a˜o uniformemente iluminado (Figura 2.14)
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Figura 2.15: MTF em func¸a˜o da frequeˆncia espacial [126].
Tanto a PSF quanto a LSF podem ser determinadas por meio da diferenciac¸a˜o da ESF
[126].
A Func¸a˜o de Transfereˆncia de Modulac¸a˜o (MTF – Modulation Transfer Function)
descreve o desempenho de um sistema de imagem, em termos de sua habilidade de
reproduzir sinais contendo uma ampla faixa de frequeˆncias espaciais e caracteriza ainda,
a capacidade de resoluc¸a˜o do sistema. A MTF e´ dada pela raza˜o entre a amplitude
(modulac¸a˜o) do sinal de sa´ıda em uma dada frequeˆncia e a amplitude (modulac¸a˜o) do
sinal de entrada na mesma frequeˆncia espacial. Dessa forma, a MTF e´ uma func¸a˜o da
frequeˆncia espacial, descrevendo a dependeˆncia da amplificac¸a˜o ou ganho do sistema
com relac¸a˜o a` frequeˆncia espacial [125].
Se todas as frequeˆncias espaciais do sinal forem passadas pelo sistema com o mesmo
ganho (sistema perfeito), enta˜o a MTF do sistema sera´ 1 para todas as frequeˆncias
espaciais.
Praticamente todos os sistemas de imagem reproduzem sinais de alta frequeˆncia espa-
cial pior do que os de baixa frequeˆncia, e consequentemente suas MTFs diminuem com
o aumento da frequeˆncia espacial, conforme mostrado na Figura 2.15.
Um sistema de imagem que fornece uma boa reproduc¸a˜o das altas frequeˆncias espaciais
produzira´ imagens mais n´ıtidas. Por outro lado, um sistema de imagem que possui uma
MTF mais baixa para as altas frequeˆncias, produzira´ uma imagem com menor definic¸a˜o
espacial [125].
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Figura 2.16: MTF e contraste
Na pra´tica, a resoluc¸a˜o e´ geralmente determinada pela utilizac¸a˜o de padro˜es de teste
que consistem em grupos formados por barras e espac¸os contendo a mesma largura,
sendo que a largura de cada grupo diminui gradualmente, aumentando assim o nu´mero
de pares de linha por unidade de distaˆncia (1 mm).
O ”borramento”introduzido pelo sistema de imagem implica na diminuic¸a˜o da dife-
renc¸a entre a amplitude das barras e espac¸os conforme estes se tornam cada vez mais
pro´ximos, ate´ que em um dado ponto na˜o ha´ mais diferenc¸a. Neste ponto os objetos
deixam de ser ”resolv´ıveis”.
Dessa forma, a resoluc¸a˜o pode ser representada tambe´m pela frequeˆncia espacial limite
da MTF que tem sua magnitude abaixo de um valor cr´ıtico espec´ıfico [125].
A func¸a˜o de transfereˆncia do sistema, nesse caso representada pela MTF(f), pode ser
determinada a partir da resposta de um sistema de imagem a um degrau de absorc¸a˜o





2.4.1 Me´todo de estimativa da Resoluc¸a˜o – MTF
A metodologia empregada para a medida da func¸a˜o de transfereˆncia de modulac¸a˜o
(MTF) foi a ana´lise de resposta ao degrau de absorc¸a˜o, ou seja, o me´todo da borda.
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Os resultados pelo me´todo de borda se mostraram equivalentes aos resultados obtidos
com o me´todo da fenda [132].
Esse me´todo consiste em obter a func¸a˜o de espalhamento de borda (ESF) do sistema a
partir da imagem de um objeto opaco (dispon´ıvel no v´ıdeo de calibrac¸a˜o) que apresente
uma borda bem definida [132][133][124][123][134], conforme o esquema ilustrado na
Figura 2.17.
Figura 2.17: Imagem bina´ria e me´todo para o ca´lculo do aˆngulo (Equac¸a˜o (2.15))
Uma borda vertical pode ser utilizada para a estimativa da MTF(f) ate´ a frequeˆncia
de Nyquist [123]. Entretanto, se a MTF possuir componentes de frequeˆncias maiores
que este limite, estas causara˜o alterac¸a˜o na parte relativa a`s frequeˆncias mais altas
da curva da MTF (aliasing). Por isso utiliza-se uma borda inclinada, a qual tem o
efeito de aumentar a amostragem na determinac¸a˜o da ESF (projetada), que por sua
vez melhora a exatida˜o da estimativa da MTF.
Portanto, a amostragem depende fortemente do aˆngulo de inclinac¸a˜o da borda porque
quanto menor for o aˆngulo, maior sera´ a amostragem e, portanto, melhor sera´ a de-
terminac¸a˜o da ESF. Por fim a MTF e´ obtida pela transformada de Fourier da PSF. A
taxa de amostragem ideal da ESF projetada deve ser aproximadamente igual a 10%
do tamanho do pixel, pois assim se garante um nu´mero razoa´vel de pixels projetados
e ao mesmo tempo promove uma boa resposta em frequeˆncia. Esta relac¸a˜o e´ suficiente
para evitar erros associados a` diferenciac¸a˜o de elementos finitos . Essa relac¸a˜o de 10%
e´ alcanc¸ada fazendo o aˆngulo da borda ficar entre 2o e 10o [132].
Neste trabalho, dada a imagem digital do v´ıdeo de calibrac¸a˜o, o aˆngulo da borda
e´ determinado precisamente atrave´s do esquema apresentado na Figura 2.17 e pela
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onde E, F e N sa˜o as distaˆncias apresentadas na Figura 2.17.
Em seguida, a ESF e´ reconstitu´ıda a partir da regia˜o de interesse selecionada. Este
me´todo recebe o nome de reconstruc¸a˜o por projec¸a˜o da borda, pois reconstitui a ESF
combinando as projec¸o˜es da borda bidimensional e realizando a me´dia entre as regio˜es
de sobreposic¸a˜o [132][133].
O procedimento completo para a determinac¸a˜o da MTF esta´ ilustrado nas Figuras 2.18
e 2.19.
A func¸a˜o de espalhamento de linha (LSF) e´ obtida pela derivac¸a˜o nume´rica da ESF
discreta. O processo de diferenciac¸a˜o e´ realizado pela convoluc¸a˜o discreta da ESF com
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Imagem digital do vídeo de calibração
Seleção da ROI




Transformada Rápida de Fourier da PSF
Resultado da MTF
Figura 2.19: Diagrama de passos para o ca´lculo da MTF
a ma´scara de convoluc¸a˜o ilustrada na Equac¸a˜o 2.16 [133]:
Md(r) = | − 1| − 1| − 1|0|1|1|1| (2.16)
LSF (r) = dESF (r)/dr = ESF (r) ∗Md(r) (2.17)
A func¸a˜o de transfereˆncia de modulac¸a˜o e´ obtida pelo mo´dulo da transformada de
Fourier da LSF, normalizada com ganho unita´rio na frequeˆncia nula conforme Equac¸a˜o
2.18:





2.5 Acuidade visual humana
A capacidade do olho para resolver detalhes e´ conhecida como ”acuidade visual”. De
forma simplificada, o olho humano normal pode distinguir padro˜es de linhas alternadas
em preto e branco com caracter´ısticas ta˜o pequenas quanto um minuto de arco (1/60
graus ou pi/(60 ∗ 180) = 0, 000291 radianos). Essa e´ a definic¸a˜o de visa˜o normal 20-20
[135]. Para a maioria dos humanos, um padra˜o de frequeˆncia espacial maior que este
aparecera´ apenas como um tom de cinza. Padro˜es de baixo contraste com a frequeˆncia
espacial ma´xima tambe´m aparecera˜o como cinza.
A afirmac¸a˜o de que o olho na˜o consegue distinguir caracter´ısticas menores do que um
minuto de arco e´ muito simplificada. O olho tem uma resposta MTF assim como
qualquer outro componente o´ptico, como ilustrado na Figura 2.20[135]. O eixo ho-
rizontal mostra a frequeˆncia angular em ciclos por grau (CPD). A MTF e´ mostrada
para tamanhos de pupilas de 2 mm (iluminac¸a˜o brilhante, f / 8), a 5,8 mm (pouca
iluminac¸a˜o, f/2.8). Em 30 CPD, correspondendo a um minuto de arco de tamanho, a
MTF cai de 0,4 para a pupila de 2 mm a 0,16 para a pupila de 5,8 mm. Esses sa˜o os
valores ”f-stop”do olho humano, de forma semelhante aos valores ”f-stop”das ma´quinas
fotogra´ficas.
Figura 2.20: MTF do olho humano [135].
A MTF do olho humano, que e´ limitada em altas frequeˆncias angulares pelo sistema
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o´ptico do olho e densidade de cones, na˜o descreve totalmente a resposta do olho.
Interac¸o˜es neuronais, tais como inibic¸o˜es laterais, limitam a resposta do olho em baixas
frequeˆncias angulares, isto e´, o olho e´ insens´ıvel a`s mudanc¸as de densidade graduais.
A resposta total do olho e´ conhecida como func¸a˜o de sensibilidade ao contraste (CSF -
Contranst Sensitivity Function). A CSF de pico para os n´ıveis de luz brilhantes (t´ıpico
de condic¸o˜es de visualizac¸a˜o de impressa˜o) esta´ na ordem de 6 e 8 ciclos por grau. A
Figura 2.21 utiliza a aproximac¸a˜o da equac¸a˜o 2.21) cujo pico fica abaixo de 8 ciclos /
grau.
Figura 2.21: Func¸a˜o de sensibilidade ao contraste do olho humano [135].
A CSF e´ utilizada para a medida perceptual de nitidez de imagens conhecida como
SQF descrita na sec¸a˜o 2.6.
2.6 Fator de Qualidade Subjetiva – SQF (Subjective Quality Factor)
O SQF e´ uma medida de nitidez percebida da imagem. O SQF e´ bastante utilizado
na indu´stria fotogra´fica, mas permaneceu desconhecido para a maioria dos foto´grafos
devido a` dificuldade de sua medic¸a˜o e ca´lculo utilizando os recursos computacionais
dispon´ıveis em sua e´poca, na de´cada de 1970 [136]. O SQF inclui os efeitos de:
• MTF : Resposta de Frequeˆncia Espacial (SFR);
• CSF : Func¸a˜o de sensibilidade ao contraste do olho humano;
• altura da imagem; e
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• distaˆncia de visualizac¸a˜o.
O SQF foi introduzido no trabalho de Grainger [136] e os principais utilizadores do SQF
eram fabricantes de equipamentos fotogra´ficos, para o desenvolvimento de produtos, e
a Revista Fotografia Popular [137], para testes de lentes. Nesse trabalho foi verificada
a correlac¸a˜o do SQF com a prefereˆncia dos espectadores atrave´s de testes subjetivos
[137][136].
A Equac¸a˜o 2.19 utilizada para o ca´lculo da SQF e´:
SQF = K
∫
(CSF (f)MTF (f)/f)df (2.19)




2.6.1 Relac¸a˜o entre o SQF e a MTF
A MTF e´ uma medida de nitidez do dispositivo ou sistema enquanto o SQF mede
a nitidez percebida da imagem. O SQF e´ calculado a partir da MTF, da func¸a˜o de
sensibilidade ao contraste (CSF) do sistema visual humano e de uma relac¸a˜o entre a
altura da imagem e a distaˆncia de visualizac¸a˜o.
O SQF pode ser comparado com a MTF pelas caracter´ısticas a seguir:
A MTF mede o contraste da imagem em func¸a˜o da frequeˆncia espacial, descrevendo
a nitidez do dispositivo ou sistema. A MTF na˜o leva em considerac¸a˜o a distaˆncia de
visualizac¸a˜o.
O SQF mede a nitidez percebida como uma func¸a˜o da altura da imagem e distaˆncia de
visualizac¸a˜o do monitor, tambe´m descreve experieˆncia do telespectador. O SQF utiliza
os efeitos da distaˆncia de visualizac¸a˜o e do sistema visual humano.
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O SQF tem a mesma interpretac¸a˜o, independentemente do tamanho de imagem. Isso
significa que uma imagem com SQF = 92 apresentaria a mesma ”sensac¸a˜o de quali-
dade”tanto para uma imagem de tamanho em cent´ımetros 4 × 6 como para uma de
24×36. Se considerarmos as medidas da MTF na superf´ıcie da imagem, a interpretac¸a˜o
e feita de forma diferente para diferentes tamanhos de imagens. O visualizador tem a
tendeˆncia de aceitar MTFs mais baixas para imagens maiores, porque estas imagens
sa˜o normalmente vistas a partir de distaˆncias maiores.
Os paraˆmetros o´pticos do sistema sa˜o extra´ıdos atrave´s da func¸a˜o de contraste [36] da
Equac¸a˜o 2.21.
CSF (f) = 0.114 f e(−0.1254 f) (2.21)
onde CSF e´ a func¸a˜o de contraste do sistema e f e´ a frequeˆncia espacial em ciclos/grau.
Para imagens digitais, em pixels, podemos utilizar a Equac¸a˜o 2.22 que pode ser utilizada
para transformar a frequeˆncia espacial para ciclos por pixel (cpp).







onde nPH e´ o nu´mero de pixels verticais (ao longo da altura da imagem), d e´ a distaˆncia
de visualizac¸a˜o e PH e´ a altura da imagem em unidades de distaˆncia.
As Equac¸o˜es 2.21 e 2.22 sa˜o utilizadas no ca´lculo do SQF da Equac¸a˜o 2.19 relacionando
os paraˆmetros da MTF e da CSF.
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3 Metodologia
3.1 Passos da Metodologia
O diagrama da Figura 3.1 mostra os passos da metodologia. Na primeiro passo e´
apresentado o detalhamento do desenvolvimento da func¸a˜o de qualidade. O segundo
passo detalha a calibrac¸a˜o do ambiente do usua´rio. Este passo e´ importante, pois
permite que a medida de qualidade possa ser feita junto ao usua´rio, de forma que
a medida seja pro´xima ao espectador, refletindo sua percepc¸a˜o. O segundo passo,
portanto, e´ executado no ambiente de cada usua´rio para que os paraˆmetros o´pticos
desses ambientes, como distaˆncias e tamanhos, sejam coletados para a parametrizac¸a˜o
da func¸a˜o de qualidade. Apo´s a calibrac¸a˜o e parametrizac¸a˜o da func¸a˜o de qualidade
com os dados do ambiente vem o terceiro passo que consiste da operac¸a˜o do sistema,
na qual o usua´rio podera´ enta˜o verificar a qualidade dos v´ıdeos distribu´ıdos por um
sistema real em operac¸a˜o.
A Figura 3.2 apresenta o fluxograma que detalha a gerac¸a˜o da func¸a˜o de qualidade
apresentado no primeiro passo da Figura 3.1. Nas subsec¸o˜es a seguir sa˜o detalhadas as
etapas apresentadas na Figura 3.2.
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Figura 3.1: Etapas da Metodologia Proposta.
















8) Detecção da Marca
pela câmera












Figura 3.2: Me´todo para gerac¸a˜o da func¸a˜o de qualidade.
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Nesta Metodologia a numerac¸a˜o de cada bloco do fluxograma esta´ de acordo com a
sequeˆncia cronolo´gica das atividades realizadas, as quais sera˜o descritas como etapas.
3.1.1 Etapa 1 - Selec¸a˜o dos Vı´deos Originais
A primeira etapa da metodologia, tambe´m comum a` maioria dos projetos de me´tricas
de qualidade de v´ıdeo, e´ a selec¸a˜o das sequeˆncias de v´ıdeo a serem utilizadas. Foram
selecionadas sequeˆncias utilizadas na fase I dos testes SDTV (Standard Definition TV )
do VQEG e sequeˆncias em formato HDTV (High Definition TV ).
As sequeˆncias de v´ıdeo originais, tambe´m apresentadas na literatura como sequeˆncias
de v´ıdeo de refereˆncia ou SRCs (Source Reference)[91] sa˜o v´ıdeos de alta qualidade
sem a inserc¸a˜o de degradac¸o˜es. Para uma maior uniformidade e possibilidade de com-
parac¸a˜o de resultados de testes realizados em diversos laborato´rios e´ deseja´vel que
estas sequeˆncias estejam dispon´ıveis livremente para a comunidade cient´ıfica. Essas
sequeˆncias de v´ıdeo sa˜o disponibilizadas em diversos reposito´rios dispon´ıveis na Inter-
net, em diversos formatos [28][88][89][90][91][138]. As sequeˆncias de refereˆncia foram
escolhidas para abranger uma vasta gama de aplicac¸o˜es t´ıpicas de conteu´do para TV,
como esportes, mu´sica e videoclipes. Ale´m disso, foram selecionadas por conterem
va´rias caracter´ısticas, tais como superf´ıcies planas, texturas complexas, movimento da
caˆmera e de objetos, rostos e paisagens, abrangendo uma vasta gama de complexidade
de codificac¸a˜o [91]. Cada sequeˆncia de v´ıdeo tem uma durac¸a˜o de 10 segundos.
As sequeˆncias de v´ıdeo utilizadas neste trabalho apresentam dois formatos que dife-
rem apenas pela resoluc¸a˜o em pixels : SDTV (720x480) e HDTV (1280x720). Nesses
formatos, os v´ıdeos compostos originalmente analo´gicos e com cores no formato NTSC
foram convertidos em digitais com componentes dos seguintes sinais: luminaˆncia (Y),
diferenc¸a de cor azul (CB), e diferenc¸a de cor vermelho (CR). A forma de amostragem
da recomendac¸a˜o BT.601 do ITU-R [20] e´ conhecida como amostragem 4:2:2, onde o
canal Y e´ amostrado em taxa completa enquanto os canais CB e CR sa˜o amostrados
com metade da taxa do canal Y.
Esses v´ıdeos seguem o padra˜o da Recomendac¸a˜o BT.601 do ITU-R e sa˜o armazenados
no formato “Big YUV ” ou tambe´m descrito como “ABEKAS” [23], onde o Y significa a
informac¸a˜o de luminaˆncia, o U a diferenc¸a da cor azul (CB na BT.601), e V a diferenc¸a
de cor vermelha (CR na BT.601). Nesse formato, todos os pixels sa˜o armazenados
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sequencialmente em um arquivo bina´rio cont´ınuo. Os pixels das imagens em cada
quadro sa˜o armazenados sequencialmente pelas linhas de v´ıdeo como bytes na seguinte
ordem: CB0, Y0, CR0, Y1, CB2, Y2, CR2, Y3, etc., onde o ı´ndice nume´rico representa
o nu´mero do pixel [23].
A sequeˆncia de v´ıdeo Park Joy foi escolhida para este estudo de verificac¸a˜o da quali-
dade. Um dos quadros desta sequeˆncia de v´ıdeo e´ apresentado na Figura 3.3.
Figura 3.3: Quadro da Sequeˆncia de Vı´deo Park Joy.
3.1.2 Etapa 2 - Marcac¸a˜o dos Vı´deos Originais
Nessa etapa sa˜o inseridas as marcas de testes nos v´ıdeos selecionados na etapa 1. Na
metodologia proposta, os v´ıdeos sa˜o divididos em quadros que recebera˜o as marcas.
Um aspecto importante para escolha do tipo de marca a ser inserida nos v´ıdeos esta´
relacionado com o tipo de sistema utilizado para a verificac¸a˜o da qualidade de v´ıdeo.
O objetivo da metodologia e´ que a medida da qualidade de v´ıdeo seja feita independen-
temente do tipo da rede, do tipo do v´ıdeo e do tipo de dispositivo terminal do usua´rio,
permitindo o monitoramento da qualidade em pontos pro´ximos aos usua´rios, com dis-
positivos simples, de baixos custo e complexidade. Esses dispositivos devem interferir
minimamente com os equipamentos ja´ em utilizac¸a˜o pelo distribuidor de v´ıdeo. Para o
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atendimento destes objetivos, e´ utilizada uma caˆmera de v´ıdeo desacoplada do sistema
de recepc¸a˜o no ambiente do usua´rio, ou seja, a caˆmera na˜o esta´ fisicamente conectada
ao receptor do usua´rio.
Pelo fato de estar desacoplada do sistema de recepc¸a˜o do usua´rio, na˜o ha´ sinais de
sincronizac¸a˜o chegando na caˆmera, o que e´ um desafio para a decodificac¸a˜o da marca
d’a´gua. A marca escolhida deve ser resistente a`s deformac¸o˜es geome´tricas e deve per-
mitir a sua recuperac¸a˜o sem sincronismo com a marca inserida. Utilizamos uma Marca
d’a´gua do tipo “RST Invariant” (rotation, scale, translation invariant) nesta metodo-
logia [110][111][112][113].
As Figuras 3.4 e 3.5 mostram o processo de inserc¸a˜o da marca de testes. No corrente
estudo de caso, a marca e´ inserida apenas na componente de luminaˆncia da sequeˆncia
de v´ıdeo. A Figura 3.4 apresenta a sequeˆncia normalizada para o tamanho de refereˆncia
conforme a sec¸a˜o 2.3.1.1. A Figura 3.5 mostra as a´reas que sera˜o marcadas como na
sec¸a˜o 2.3.1.2.
Figura 3.4: Sequeˆncia de Vı´deo Park Joy Normalizada.
3.1.3 Etapa 3 - Vı´deos Originais Marcados
Esta etapa resulta em um novo conjunto de sequeˆncias de v´ıdeos (processados com in-
clusa˜o de marcas resultantes da etapa 2), que servira˜o como base para a verificac¸a˜o de
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Figura 3.5: A´reas da Sequeˆncia de Vı´deo Park Joy.
qualidade do v´ıdeo distribu´ıdo, utilizando a recuperac¸a˜o das marcas de testes. As
sequeˆncias de v´ıdeo desta etapa sa˜o utilizadas como as novas sequeˆncias originais
(SRCm) ou de refereˆncia na me´trica de qualidade objetiva [138].
A Figura 3.6 apresenta a sequeˆncia de v´ıdeo apo´s a inserc¸a˜o da marca.
Figura 3.6: Quadro da Sequeˆncia de Vı´deo Park Joy Marcada.
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3.1.4 Etapa 4 - Processamento e Degradac¸o˜es dos Vı´deos
No projeto de me´tricas de qualidade de v´ıdeo objetivas [138], deve ser verificado o
comportamento do resultado da me´trica em relac¸a˜o aos resultados subjetivos indicados
por avaliadores. Essas sequeˆncias teˆm como origem as sequeˆncias originais marcadas da
Etapa 3 que passaram por diversos processamentos, que podem degrada´-las, podendo
se manifestar como problemas para os usua´rios.
Nos processamentos efetuados nesta etapa foram utilizados circuitos hipote´ticos de
refereˆncia (HRC - Hypothetic Reference Circuits) [91] utilizando os me´todos apresen-
tados na Tabela 3.1. O processamento das sequeˆncias originais marcadas (SRCm) pelos
diversos HRC resulta em novas sequeˆncias de v´ıdeo processadas (PV S - Processed Vi-
deo Sequences). Os HRC simulam o comportamento de uma cadeia de v´ıdeo desde a
produc¸a˜o ate´ o consumo do v´ıdeo.
Tabela 3.1: Caracter´ısticas dos Circuitos de Refereˆncia - HRC
Nu´mero HRC Degradac¸a˜o
1 v´ıdeo codificado com MPEG-2 taxa de bits 1Mbps
2 v´ıdeo codificado com MPEG-2 taxa de bits 10Mbps
3 v´ıdeo codificado com H.264 taxa de bits 300kbps
4 v´ıdeo codificado com H.264 taxa de bits 1Mbps
5 v´ıdeo codificado com H.264 taxa de bits 10Mbps
6 v´ıdeo codificado com H.264 taxa de bits 30Mbps
7 v´ıdeo codificado com H.264 taxa de perda de pacote 1%
8 v´ıdeo codificado com H.264 taxa de perda de pacote 3%
9 v´ıdeo codificado com H.264 taxa de perda de pacote 10%
3.1.5 Etapa 5 - Vı´deos Marcados Processados
O processamento da etapa anterior gera como resultados um conjunto de sequeˆncias
de v´ıdeo processadas (PV S) que e´ um nu´mero mu´ltiplo das novas sequeˆncias originais
(PV S = SRCm× (1+nrHRC)). O valor nrHRC indica a quantidade de degradac¸o˜es
(coluna 1 da Tabela 3.1) que devem ser analisados pelos testes subjetivos e pela me´trica
objetiva de qualidade.
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A Figura 3.7 apresenta a sequeˆncia de v´ıdeo processada (PVS) com o codificador H.264
com taxa de bits de 30Mbps.
Figura 3.7: Quadro da Sequeˆncia de Vı´deo Park Joy processada.
3.1.6 Etapa 6 - Testes Subjetivos
Os v´ıdeos originais marcados (SRCm) da etapa 3 e os v´ıdeos processados (PV S) da
etapa 5 sa˜o utilizados para a realizac¸a˜o dos testes subjetivos. Os testes subjetivos
contam com avaliadores humanos para a verificac¸a˜o da qualidade de v´ıdeo de acordo
com a metodologia descrita na sec¸a˜o 2.2.3.
Os avaliadores utilizaram o me´todo DSCQS para atribuir a pontuac¸a˜o para cada v´ıdeo.
Nesse tipo de pontuac¸a˜o sa˜o avaliados um v´ıdeo de refereˆncia contra um v´ıdeo degra-
dado gerando como resultado uma diferenc¸a entre as opinio˜es dos usua´rios DMOS.
Nesta sec¸a˜o, sa˜o selecionados dentre todos os testes subjetivos realizados neste trabalho,
aqueles relacionados com a sequeˆncia de v´ıdeo do caso de estudo.
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3.1.7 Etapa 7 - Resultados DMOS
Os resultados de todos os avaliadores coletados nos testes subjetivos da etapa 6 sera˜o
utilizados para o ajuste da func¸a˜o de qualidade aos resultados psicof´ısicos.
A Figura 3.8 apresenta o resultado dos testes subjetivos da sec¸a˜o 3.1.6.

















Figura 3.8: Valores DMOS para a Sequeˆncia de Vı´deo Park Joy.
3.1.8 Etapa 8 - Detecc¸a˜o da Marca pela caˆmera de v´ıdeo
Neste trabalho foi desenvolvido um me´todo para a detecc¸a˜o utilizando a caˆmera de
v´ıdeo filmando o monitor de forma direta e sem sincronismo entre eles. Esse v´ıdeo
capturado e´ enta˜o processado para a extrac¸a˜o da marca. O diagrama da Figura 3.9
apresenta a sequeˆncia de atividades para a detecc¸a˜o da marca, detalhada nos itens a
seguir:
• No ambiente de recepc¸a˜o do usua´rio, uma caˆmera de v´ıdeo filma a tela do mo-
nitor onde sa˜o assistidos os conteu´dos audiovisuais. A caˆmera gera um ”arquivo
cru”(RAW file) sem compactac¸a˜o ou processamento, contendo apenas os bits
indicando cada pixel;






















Figura 3.9: Detecc¸a˜o da Marca.
• Os quadros do v´ıdeo passam por um processo de normalizac¸a˜o equivalente ao
executado na inserc¸a˜o, como na sec¸a˜o 2.3.1.1 [112];
• Os quadros normalizados passam por processamento de detecc¸a˜o de bordas de
forma semelhante a sec¸a˜o 2.3.1.2. Esse processo seleciona a´reas circulares onde a
marca pode estar inserida [112];
• Cada a´rea selecionada e´ testada pelo algoritmo de detecc¸a˜o da marca e pelo
processo de selec¸a˜o das a´reas relevantes do quadro.
Essas a´reas sa˜o transformadas para o domı´nio DCT, onde e´ feita a extrac¸a˜o da
marca em cada uma delas. A mesma chave utilizada na inserc¸a˜o e´ utilizada e
e´ feita uma correlac¸a˜o entre a marca inserida e a marca recebida por cada a´rea
do quadro. Uma medida de qualidade da recuperac¸a˜o da marca e´ feita atrave´s











onde Nc e´ a correlac¸a˜o normalizada entre as marcas, n e´ o comprimento da
Marca, w e´ a marca original inserida durante a produc¸a˜o do conteu´do e wˆ e´ a
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marca recuperada no ambiente do usua´rio.
Neste trabalho, o comprimento das marcas w e wˆ foi escolhido empiricamente
como um vetor de 64 bits, apo´s testes realizados com outros tamanhos de vetores.
O limiar de correlac¸a˜o normalizada para a detecc¸a˜o da marca foi escolhido como
(NcT = 0.6), de forma que a marca ficasse invis´ıvel para os observadores huma-
nos e ao mesmo tempo identifica´vel pela caˆmera de v´ıdeo e pelo algoritmo de
processamento. A escolha desse limiar foi baseada em testes subjetivos [21]. Um
valor de correlac¸a˜o normalizada Nc acima de NcT indica a presenc¸a da marca;
• O maior valor de Nc de cada a´rea de um dado quadro se torna o valor Ncframe;
• Um nu´mero fixo de quadros do v´ıdeo (Numframes) foi escolhido para o ca´lculo
da correlac¸a˜o normalizada total do v´ıdeo Ncvideo.
A escolha de um nu´mero de quadros maior que um, aumenta a eficieˆncia da de-
tecc¸a˜o da marca e ao mesmo tempo causa maior tempo de processamento. Neste
trabalho, o valor escolhido para o nu´mero de quadros foi igual a 50 (Numframes =
50).
Para melhorar ainda mais a eficieˆncia da detecc¸a˜o da marca, eliminando alguns
valores de Ncframe fora do comportamento me´dio, foi feito um ajuste dos valores
de Ncframe para uma distribuic¸a˜o normal e utilizado o percentil 95% como o valor
Ncvideo;
• Esse Ncvideo foi enta˜o convertido para a mesma escala do SQF [137] para a uti-
lizac¸a˜o na func¸a˜o de qualidade. A Equac¸a˜o 3.2 mostra esta conversa˜o de escala.
NcvideoQ = 100×
Ncvideo − 0.6
(Ncvideo − 0.4)× 0.6
(3.2)
Na detecc¸a˜o da marca atrave´s da filmagem do monitor com a caˆmera de v´ıdeo, de forma
na˜o sincronizada, ha´ um grande desafio para que a marca seja decodificada de forma
confia´vel. Para que a marca seja recuperada apo´s passar por va´rias transformac¸o˜es
geome´tricas, sa˜o necessa´rios diversos processamentos que garantam a redundaˆncia de
informac¸o˜es da marca.
Dessa forma, o v´ıdeo e´ dividido em quadros, e o processamento e´ efetuado com a
me´dia dos resultados dos quadros. Cada quadro passa por normalizac¸o˜es em escala e
rotac¸a˜o. Cada quadro e´ dividido em a´reas circulares com maior significaˆncia (LMSP) e
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as marcas sa˜o inseridas em quadrados inscritos nestas a´reas. A redundaˆncia na inserc¸a˜o
de mu´ltiplas marcas em cada quadro, conforme a sec¸a˜o 3.1.2, permite que, na me´dia,
a recuperac¸a˜o seja obtida (sec¸a˜o 3.1.8).
No quadro do v´ıdeo apresentado na Figura 3.10 podem ser observadas as a´reas com
possibilidade de haver marcas. E´ poss´ıvel notar que as a´reas detectadas nesse quadro
na˜o sa˜o exatamente as mesmas apresentadas no quadro da Figura 3.5, pore´m algu-
mas das a´reas podem encontrar coincideˆncias. Na Figura 3.5, apenas uma das a´reas
apresenta coincideˆncia com a a´rea marcada na inserc¸a˜o, sendo poss´ıvel recuperar esta
marca. No conjunto de quadros, mais marcas sa˜o recuperadas e retirada a me´dia dos
resultados, aumentando a robustez do processo.
O valor de NcvideoQ obtido para este v´ıdeo e´ NcvideoQ = 79.
Figura 3.10: Detecc¸a˜o de Marcas na Sequeˆncia de Vı´deo Park Joy
3.1.9 Etapa 9 - Paraˆmetros O´pticos
Os paraˆmetros o´pticos dos componentes do sistema sa˜o utilizados para o ca´lculo da
MTF do sistema o´ptico. Neste trabalho sa˜o utilizados os paraˆmetros da caˆmera de
v´ıdeo, do monitor de v´ıdeo e da distaˆncia de visualizac¸a˜o. A Tabela 3.2 apresenta os
dados utilizados.
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Tabela 3.2: Paraˆmetros da Caˆmera e do Monitor
Equipamento Paraˆmetro Valor
Caˆmera tamanho do sensor 6.17x4.55mm
Canon quantidade de pixels 4000x3000
D10 tamanho do pixel 1.54x1.52µm
Monitor tamanho da diagonal 22”(55.88cm)
Samsung quantidade de pixels 1920x1080
P2270HN tamanho do pixel 0.248x0.248mm
Ambiente distaˆncia de visualizac¸a˜o 100cm
3.1.10 Etapa 10 - Ca´lculo da MTF e do SQF
A MTF total do sistema o´ptico combina as MTF de cada componente. No sistema
o´ptico estudado neste trabalho esta˜o inclu´ıdos os efeitos da caˆmera de v´ıdeo, que in-
cluem o sensor e a lente, os efeitos do monitor de v´ıdeo e os efeitos do ambiente onde
estes equipamentos esta˜o sendo utilizados [139]. A Figura 3.11 mostra um diagrama
t´ıpico para a MTF total do sistema o´ptico. A Equac¸a˜o 3.3 mostra como pode ser
calculada a MTF no domı´nio da frequeˆncia.
Figura 3.11: Diagrama da MTF do sistema o´ptico
MTFT =MTFmon ×MTFenv ×MTFlen ×MTFsen (3.3)
onde MTFT e´ a MTF total do sistema o´ptico, MTFmon, MTFenv, MTFlen e MTFsen
sa˜o as MTFs referentes ao monitor, ambiente, lente da caˆmera e sensor da caˆmera
respectivamente.
O domı´nio da frequeˆncia e´ utilizado, pois a teoria da func¸a˜o de transfereˆncia do sis-
tema o´ptico torna o ca´lculo da MTF mais simples e ra´pido [139][140]. No domı´nio da
frequeˆncia (Transformada de Fourier), o produto das MTFs de cada componente do
sistema resulta na MTF total do sistema o´ptico.
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A Equac¸a˜o 3.3 pode ser simplificada mantendo apenas os termos devidos ao ambiente
MTFenv e aos componentes eletroˆnicos utilizados MTFelect, resultando na Equac¸a˜o
3.4.
MTFT =MTFelect ×MTFenv (3.4)
onde MTFelect =MTFmon ×MTFlen ×MTFsen, da Equac¸a˜o 3.3.
Utilizando aMTFT obtida com o me´todo slanted-edge [141], e´ poss´ıvel obter os valores
do SQF atrave´s da Equac¸a˜o 3.5 e da Func¸a˜o de Qualidade (FQ) da Equac¸a˜o 3.6. A
MTFT possibilita o ca´lculo dos valores da MTFelect ou dos valores da MTFenv. Se
um destes valores for fixado, como por exemplo, mantendo os mesmos equipamentos
eletroˆnicos (MTFelect =MTFelect 1) fixos durante os ensaios, pode ser calculada a outra
MTF (MTFenv).
O SQF (fator de qualidade subjetivo) da Equac¸a˜o 3.5 [137] e´ calculado utilizando a
MTFT das Equac¸o˜es 3.3 e 3.4. O SQF representa um valor objetivo relacionado com a
CSF do olho humano. O SQF tem grande importaˆncia pois foi verificado empiricamente





(CSF (vd)MTF (vd)/vd)dvd (3.5)
onde vd e´ a frequeˆncia espacial (posic¸a˜o no espac¸o) em ciclos por grau na retina e os
limites de integrac¸a˜o sa˜o v− = 3 e v+ = 12 ciclos por grau para o olho humano [137].
As Figuras 3.12 e 3.13 apresentam os gra´ficos da MTF e do SQF respectivamente. Os
gra´ficos sa˜o obtidos conforme os passos da sec¸a˜o 3.1.10.
3.1.11 Etapa 11 - Fator de Qualidade Subjetivo
A MTF e os paraˆmetros o´pticos dos componentes do sistema permitem o ca´lculo do
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Figura 3.12: MTF da Sequeˆncia de Vı´deo Park Joy










Altura da Imagem (cm)
Figura 3.13: SQF da Sequeˆncia de Vı´deo Park Joy
Fator de Qualidade Subjetivo (SQF). Com o SQF e a marca detectada pela caˆmera e´
poss´ıvel calcular a me´trica de qualidade objetiva.
O valor obtido de SQF do gra´fico da Figura 3.13 (SQF = 93) sera´ utilizado para o
ca´lculo de FQ.
3.1.12 Etapa 12 - Ajuste da Func¸a˜o de Qualidade
Utilizando o valor de NcvideoQ calculado na recuperac¸a˜o da marca conforme a Equac¸a˜o
3.2 e o valor de SQF calculado utilizando a MTF do sistema o´ptico da Equac¸a˜o 3.5,
ambos ajustados para a mesma escala, a func¸a˜o de qualidade e´ definida como FQ na
Equac¸a˜o 3.6.
Na formulac¸a˜o de FQ foi utilizada uma combinac¸a˜o linear dos componentes da recu-
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perac¸a˜o da marca Nc e das caracter´ısticas o´pticas e visuais SQF .
FQ = a×NcvideoQ + b× SQF (3.6)
O ajuste dos pesos da Equac¸a˜o 3.6 utiliza ale´m dos valoresNcvideoQ e SQF , os resultados
DMOS. Esses valores sa˜o adaptados aos resultados dos testes subjetivos conduzidos [21]
durante os passos de definic¸a˜o da me´trica de qualidade da sec¸a˜o 3.1.6 [138].
3.1.13 Etapa 13 - Func¸a˜o de Qualidade
A me´trica de qualidade e´ obtida por uma func¸a˜o que depende da marca inserida e dos
paraˆmetros o´pticos do sistema e possui a seguinte formulac¸a˜o da Equac¸a˜o 3.7:
FQ = 0.408×NcvideoQ + 0.349× SQF (3.7)
Do ajuste feito com os dados dos testes subjetivos em SQF e da combinac¸a˜o linear
entre os paraˆmetros de recuperac¸a˜o das marcas e do SQF sa˜o obtidos os coeficientes
de ponderac¸a˜o mostrados na Equac¸a˜o 3.7.
Com o ajuste dos dados obtem-se a func¸a˜o de qualidade como na Equac¸a˜o 3.8, com
a = 0.408 e b = 0.349.
FQ = 0.408×NcvideoQ + 0.349× SQF (3.8)
Como resultado, para esta sequeˆncia de v´ıdeo, FQ = 0.408× 79 + 0.349× 93, o valor
de qualidade para este v´ıdeo e´ FQ = 65.
3.2 Calibrac¸a˜o e Registro do sistema
O passo de calibrac¸a˜o do ambiente do usua´rio devera´ ser feito uma vez, antes das
medidas de qualidade de v´ıdeo em regime de operac¸a˜o. A calibrac¸a˜o do ambiente sera´
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responsa´vel pela parametrizac¸a˜o da func¸a˜o de qualidade com os dados do ambiente do
usua´rio, tais como resoluc¸o˜es do monitor e distaˆncia de visualizac¸a˜o.
Figura 3.14: Calibrac¸a˜o do sistema no ambiente do usua´rio
A Figura 3.14 ilustra os passos para a adaptac¸a˜o do sistema ao ambiente do usua´rio. O
usua´rio sera´ orientado a realizar a calibrac¸a˜o a cada vez que alterar o seu ambiente de
visualizac¸a˜o de v´ıdeo. Esse ambiente e´ composto pelo monitor, que apresenta os v´ıdeos,
a resoluc¸a˜o e o tamanho deste monitor, as distaˆncias de visualizac¸a˜o entre o monitor e a
posic¸a˜o de visualizac¸a˜o e as caracter´ısticas da caˆmera. O processo de calibrac¸a˜o utiliza
um v´ıdeo fornecido juntamente com o sistema. Esse v´ıdeo de calibrac¸a˜o apresenta uma
sequeˆncia com degradac¸o˜es conhecidas para que a caˆmera do usua´rio possa calcular os
paraˆmetros de resoluc¸a˜o e tamanho vertical do monitor e distaˆncia de visualizac¸a˜o.
Uma vez obtidos esses paraˆmetros, eles sera˜o gravados no sistema. Esses paraˆmetros
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Figura 3.15: Diagrama ISO12233 utilizado como refereˆncia para o v´ıdeo de calibrac¸a˜o [141].
sa˜o inseridos no ca´lculo da me´trica e permitem que o sistema seja parametriza´vel de
acordo com o ambiente sob teste. Os paraˆmetros da caˆmera de v´ıdeo sa˜o fixos e
dependem das especificac¸o˜es da caˆmera que podera´ ser fornecida com o sistema.
Para fazer a calibrac¸a˜o do ambiente do usua´rio, foi gerado um v´ıdeo de calibrac¸a˜o,
que deve ser enviado em conjunto com a caˆmera de v´ıdeo para a etapa de calibrac¸a˜o
em cada ambiente. Esse v´ıdeo e´ baseado no padra˜o ISO12233 da Figura 3.15 e sera´
utilizado para a determinac¸a˜o da MTFenv de cada ambiente de usua´rio, calibrando
paraˆmetros que personalizara˜o a FQ da Equac¸a˜o 3.6.
O padra˜o ISO12233 foi escolhido como base para o v´ıdeo de calibrac¸a˜o por apresentar
regio˜es com alto contraste, diversas barras com resoluc¸o˜es distintas e regio˜es apresen-
tando bordas inclinadas [141] adequadas para as medidas de MTFT .
A gerac¸a˜o do v´ıdeo foi feita a partir da concatenac¸a˜o de va´rias sequeˆncias de v´ıdeo
com as caracter´ısticas a seguir:
• Cada sequeˆncia de v´ıdeo concatenada apresenta caracter´ısticas comuns como:
durac¸a˜o de 10 segundos com 25 quadros por segundo de taxa e resoluc¸a˜o em
pixels de 1280x720;
• A primeira sequeˆncia de v´ıdeo (Tabela 3.3) foi criada pela simples repetic¸a˜o do
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padra˜o de testes ISO12233 em cada quadro do v´ıdeo sem nenhum tratamento,
sem compressa˜o ou codificac¸a˜o;
• As demais sequeˆncias de v´ıdeo utilizadas foram geradas a partir desta primeira
sequeˆncia, variando o codificador, a taxa de bits ou taxa de perda de pacotes
como mostrado na coluna 2 da Tabela 3.3.
Tabela 3.3: Sequeˆncias utilizadas no v´ıdeo de calibrac¸a˜o
Sequeˆncia Fator de
de V´ıdeo Descric¸a˜o Qualidade
1 Sequeˆncia ISO12233 sem tratamento 100
2 v´ıdeo codificado com H.264 e taxa de bits de 30Mbps 95
3 v´ıdeo codificado com H.264 e taxa de bits de 3Mbps 80
4 v´ıdeo codificado com H.264 e taxa de bits de 300kbps 10
5 v´ıdeo codificado com MPEG-2 e taxa de bits de 10Mbps 90
6 v´ıdeo codificado com MPEG-2 e taxa de bits de 1Mbps 20
7 v´ıdeo codificado com H.264 e taxa de perda de pacotes de 1% 50
8 v´ıdeo codificado com H.264 e taxa de perda de pacotes de 3% 40
9 v´ıdeo codificado com H.264 e taxa de perda de pacotes de 10% 30
O fator de qualidade da coluna 3 da Tabela 3.3 foi estimado atrave´s de testes subjetivos
realizados durante a execuc¸a˜o deste trabalho [21]. Esses testes subjetivos foram feitos
usando sequeˆncias de v´ıdeo com as mesmas degradac¸o˜es mostradas na Tabela 3.3.
Utilizando os valores conhecidos de qualidade da Tabela 3.3 na func¸a˜o de qualidade FQ
3.6, o valor de MTFT =MTFT FQ pode ser calculado. Esta MTFT FQ e a MTFelect 1
calculada anteriormente podem ser substitu´ıdas na Equac¸a˜o 3.4 para a obtenc¸a˜o da
MTFenv do ambiente do usua´rio.
No processo de calibrac¸a˜o do ambiente, diversas medidas sa˜o efetuadas em intervalos
de tempo constantes, menores que 10 segundos. A cada medida, o v´ıdeo de calibrac¸a˜o
estara´ apresentando uma das sequeˆncias da Tabela 3.3. Nestas medidas, valores dis-
cretos que podem ser configurados no sistema de verificac¸a˜o de qualidade servem como
paraˆmetros de ambiente para o ca´lculo da MTF e do SQF para aquele ambiente. Uma
vez que o resultado da func¸a˜o de qualidade do v´ıdeo de calibrac¸a˜o e´ conhecido, con-
forme a coluna 3 da Tabela 3.3, os valores dos paraˆmetros utilizados que minimizarem
o erro entre a Func¸a˜o de Qualidade e a Sequeˆncia de V´ıdeo sa˜o escolhidos para a cali-
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brac¸a˜o do ambiente (MTFenv). Os valores discretos sa˜o testados nas Equac¸o˜es 2.21 e
2.22, do cap´ıtulo anterior, para o ca´lculo da CSF e do SQF.
3.3 Verificac¸a˜o da Qualidade em Operac¸a˜o
A Figura 3.16 apresenta o procedimento de operac¸a˜o do sistema apo´s a calibrac¸a˜o e que
sera´ utilizado no dia a dia do usua´rio. Em uma operac¸a˜o de distribuic¸a˜o de conteu´dos
audiovisuais e´ considerado que o distribuidor fac¸a a marcac¸a˜o dos conteu´dos antes de
qualquer outro processamento que seja necessa´rio para a distribuic¸a˜o (passo 2). Os
v´ıdeos marcados sera˜o enta˜o enviados para os usua´rios, conforme a tecnologia utilizada
por cada distribuidor.
Em um cena´rio em que um processo de medic¸a˜o de qualidade utilizando esta meto-
dologia seja regulamentado e tornado obrigato´rio para os distribuidores de conteu´do
audiovisuais, alguns aspectos devem ser considerados, como o processo de marcac¸a˜o
do v´ıdeo, que necessitara´ um novo processo de auditoria e certificac¸a˜o pelos o´rga˜os
competentes, da mesma forma que os processos atuais de telecomunicac¸o˜es [142].
O usua´rio podera´ a qualquer momento, em tempo real, solicitar uma verificac¸a˜o da
qualidade do conteu´do que estiver assistindo. Outra forma de operac¸a˜o do sistema
de verificac¸a˜o de qualidade, este pode solicitar automaticamente, sem intervenc¸a˜o do
usua´rio e de forma transparente, uma verificac¸a˜o da qualidade.
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Figura 3.16: Procedimento de operacional para verificac¸a˜o da qualidade de v´ıdeo
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4 Resultados e Discusso˜es
4.1 Introduc¸a˜o
Neste cap´ıtulo sa˜o apresentados os resultados obtidos durante a realizac¸a˜o dos testes
subjetivos, apresentados na sec¸a˜o 3.1.6 utilizando a metodologia da sec¸a˜o 2.2.3 do
cap´ıtulo 2. Os resultados da gerac¸a˜o da me´trica de qualidade com a func¸a˜o de qualidade
FQ sa˜o apresentados na sec¸a˜o 4.3.
Para o estudo da qualidade de v´ıdeo, um conjunto de experieˆncias foi conduzido no De-
partamento de Engenharia Ele´trica da Universidade de Bras´ılia e descritos na sec¸a˜o 4.2.
A metodologia utilizada nos experimentos psicof´ısicos realizados neste trabalho e´ apre-
sentada e sa˜o descritos o aparato, as instruc¸o˜es, o processo de gerac¸a˜o das sequeˆncias
de teste e a ana´lise de dados.
4.2 Testes Subjetivos
As pesquisas em desenvolvimento [87] sobre qualidade de v´ıdeo se baseiam em experi-
mentos psicof´ısicos, uma vez que o resultado mais preciso de qualidade vem das esti-
mativas dos receptores humanos ao material de v´ıdeo. Para a concepc¸a˜o de me´tricas de
qualidade objetiva de v´ıdeo, e´ necessa´rio realizar uma se´rie de experimentos psicof´ısicos.
4.2.1 Aparato Utilizado
O aparato, representado de forma simplificada na Figura 4.1, e´ composto dos seguintes
itens: uma caˆmera de v´ıdeo, um tripe´, um computador com disco de estado so´lido SSD,
um monitor de computador, um teclado e um mouse instalados em um laborato´rio com
isolamento acu´stico. As caracter´ısticas o´pticas do ambiente de testes e dos componen-
tes utilizados, como distaˆncias entre a caˆmera e o monitor (D), a altura da tela de
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Figura 4.1: Diagrama do aparato experimental.
visualizac¸a˜o (h) e o tamanho do sensor de imagens (I), sa˜o utilizados na composic¸a˜o
das func¸o˜es o´pticas apresentadas nas Equac¸o˜es 2.19, 2.21 e 2.22.
A Tabela 4.1 mostra as especificac¸o˜es dos equipamentos utilizados. Os v´ıdeos sa˜o
mostrados usando um subconjunto de v´ıdeos, conforme a Tabela 4.2. O comprimento
das sequeˆncias de v´ıdeo de teste foram limitadas a dez segundos e sa˜o armazenadas no
disco r´ıgido SSD e exibidas no monitor de v´ıdeo do computador PC. Cada sequeˆncia de
v´ıdeo requer cerca de 440 Megabytes e todo o conjunto de teste para um experimento
utiliza cerca de 5 Gigabytes de espac¸o em disco. Um programa com funcionalidade
dedicadas a testes psicof´ısicos (Presentation [143]) e´ usado para controlar e executar o
experimento e registrar os dados de cada avaliador. Depois da apresentac¸a˜o de cada
sequeˆncia de teste, o programa exibe perguntas e registra as respostas dos avaliadores
em um arquivo de dados. Os experimentos sa˜o executados com um avaliador de cada
vez. O avaliador permanece sentado de forma alinhada em frente ao monitor, que e´
centrado ligeiramente abaixo da altura dos olhos para a maioria dos indiv´ıduos, com
o teclado e mouse com fa´cil acesso. A distaˆncia entre os olhos da pessoa e do monitor
de v´ıdeo e´ de treˆs vezes a altura do monitor [21].
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Tabela 4.1: Lista de Equipamentos utilizados








PC Dell Modelo Inspiron 1525
Core2Duo 1,8MHz, 2GB ram
Resoluc¸a˜o 1440x900
h = 207mm
Caˆmera Canon + Tripe´






Um total de 9 v´ıdeos de alta qualidade foi utilizado neste trabalho, conforme a Tabela
4.2. Esses v´ıdeos sa˜o limitados a dez segundos de durac¸a˜o e esta˜o no formato HD
(1280x720) com 25 quadros por segundo.
Um subconjunto de 6 das sequeˆncias originais dispon´ıveis e´ escolhido. A Tabela 4.2
mostra os originais utilizados para a experieˆncia.
Paraˆmetros utilizados para a criac¸a˜o das sequeˆncias de v´ıdeos a serem utilizadas nos
testes.
• Nu´mero de v´ıdeos originais (9);
• Nu´mero de v´ıdeos marcados (9);
• Codificadores MPEG2, H264 (2);
• Taxas de Bits 1 e 10 Mbps (MPEG2) (2), 300kbps, 1 e 30 Mbps (H264) (5);
• Erros de Transmissa˜o, taxa de perda de pacotes 1 e 10% (2);
• Nu´mero Total de sequeˆncias de v´ıdeo = 9 x (1 + 1 + 2 + 5 + 2) = 99.
Tabela 4.2: Sequeˆncias de Vı´deo utilizadas
sequeˆncia nome utilizac¸a˜o
W1 Park Joy testes
W2 Ducks Take Off treinamento
W3 Mobcal testes
W4 Park Run treinamento
W5 Bee treinamento
W6 Stockholm testes
W8 Crowd Run testes
W10 Cactus testes
W12 BQ Terrace testes
4.2.2 Procedimento de testes
Os avaliadores foram escolhidos de um grupo heterogeˆneo de estudantes do ensino
fundamental, ensino me´dio, ensino superior e servidores pu´blicos, com idade variando
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entre 11 e 55 anos de ambos os sexos. Eles sa˜o considerados leigos em relac¸a˜o a maioria
dos tipos das degradac¸o˜es de v´ıdeo digital e da terminologia associada. Os avaliadores
foram orientados a usar o´culos ou lentes de contato, caso eles precisassem deles para
assistir TV. Neste experimento 18 indiv´ıduos participaram dos testes para garantir
resultados robustos [21].




• ensaios experimentais; e
• avaliac¸a˜o por entrevista.
Nesta sec¸a˜o cada uma das etapas e´ descrita.
• Instruc¸o˜es orais
Antes de cada experieˆncia, um roteiro e´ elaborado para ajudar a realizar a ex-
perieˆncia. O script conte´m detalhes do que o experimentador deve fazer em cada
etapa da experieˆncia. O roteiro conte´m instruc¸o˜es orais que devem ser dadas ao
avaliador para ter certeza de que ele entende bem a tarefa a ser realizada. Antes
das instruc¸o˜es orais, o experimentador precisa verificar se o avaliador esta´ po-
sicionado corretamente na distaˆncia adequada. Os avaliadores sa˜o apresentados
a`s tarefas que sera˜o realizadas nos ensaios experimentais. Eles sa˜o orientados a
desconsiderar o conteu´do dos v´ıdeos e a desempenho dos artistas e julgar apenas
as deficieˆncias que eles conseguem visualizar.
• Treinamento
Em cada sessa˜o experimental o avaliador e´ solicitado a realizar uma tarefa que
consiste em um julgamento sobre a degradac¸a˜o ou artefato vista no v´ıdeo. A
fim de completar essas tarefas os avaliadores precisam ter uma ideia de como
v´ıdeos sem degradac¸o˜es (originais) comparam com os v´ıdeos com deficieˆncia for-
tes. Portanto, uma sessa˜o de treinamento esta´ inclu´ıda no aˆmbito do processo
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que consiste em apresentar os v´ıdeos originais, seguido por exemplos de v´ıdeos
com as deficieˆncias mais fortes encontradas no experimento. Os avaliadores sa˜o
orientados a assistir a esses v´ıdeos com cuidado e atribuir um valor de 0 para as
piores qualidades de v´ıdeo neste subconjunto.
• Ensaio Preliminar
Os julgamentos iniciais de um avaliador de teste sa˜o geralmente irregulares. E´
preciso tempo para um avaliador se acostumar com a tarefa de julgar ou detectar
deficieˆncias. A Recomendac¸a˜o ITU sugere que os primeiros cinco a dez ensaios
sejam desprezados [21]. No nosso experimento, em vez de descartar os primeiros
ensaios, no´s inclu´ımos um ensaio preliminar para testes pra´ticos. Antes de iniciar
este fase, os avaliadores sa˜o informados de que esta e´ uma fase para testes pra´ticos
e que nenhum dado esta´ sendo gravado.
Ale´m de eliminar respostas erra´ticas, as provas pra´ticas teˆm outros benef´ıcios.
Eles expo˜em os avaliadores a sequeˆncias de v´ıdeo com uma boa variedade de
deficieˆncias e propiciam a chance de experimentar o processo de entrada de dados.
Eles tambe´m permitem que os volunta´rios possam ganhar confianc¸a em seus
julgamentos.
• Ensaios experimentais
Os dados subjetivos para cada experimento sa˜o coletados durante os ensaios
experimentais. Este fase e´ realizada com um conjunto completo de sequeˆncias
de teste apresentados numa ordem aleato´ria. Apo´s cada sequeˆncia de teste ser
apresentada para o avaliador, perguntas sobre a qualidade do v´ıdeo sa˜o realizadas.
Nessas experieˆncias, todos os avaliadores de teste visualizam todas as sequeˆncias
de testes. O nu´mero de sequeˆncias de testes foi limitado a aproximadamente 100
sequeˆncias conforme apresentado na Sec¸a˜o 2.2.3.1.
As notas sa˜o registradas no pro´prio sistema de apresentac¸a˜o dos testes. O usua´rio atri-
bui uma nota cont´ınua (variando de ruim a excelente) a cada uma das duas sequeˆncias,
o que e´ feito inserindo uma marca em cada uma das escalas. O sistema aguardara´ que
as notas sejam dadas pelo usua´rio antes de passar a` sequeˆncia seguinte.
As Figuras 4.2 e 4.3 apresentam fotos do estu´dio do laborato´rio NMI (Nu´cleo de Mul-
timı´dia e Internet), da Universidade de Bras´ılia - UnB, utilizado para a realizac¸a˜o dos
testes subjetivos.
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Figura 4.2: Fotos do espac¸o f´ısico do Laborato´rio - Foto 1
Figura 4.3: Fotos do espac¸o f´ısico do Laborato´rio - Foto 2
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4.2.3 Resultados DMOS dos Testes Subjetivos
Os dados subjetivos coletados no experimento proposto na sec¸a˜o 3.1.6 e executado na
sec¸a˜o 4.2 para as sequeˆncias de v´ıdeo da Tabela 4.3 sa˜o comparados com os resultados
da me´trica objetiva de qualidade proposta neste trabalho e apresentados nos gra´ficos
da Figura 4.5.
Na tabela 4.3 sa˜o apresentados os resultados dos testes subjetivos comparados com
aqueles obtidos pela me´trica objetiva de qualidade desenvolvida neste trabalho. De
forma semelhante, pode-se observar nos gra´ficos das Figuras 4.4 e 4.5, a correlac¸a˜o
entre os valores DMOS obtidos nos testes subjetivos e os resultados da me´trica FQ
desenvolvida.
Tabela 4.3: Resultados dos Testes Subjetivos e Func¸a˜o de Qualidade
Codificador e
Co´digo da Nome da taxa de bits (Mbps) ou de
Sequeˆncia Sequeˆncia perda de pacotes (%) DMOS FQ
W12 BQ Terrace H.264 @ 30M 9.6667 0.9977
W12 BQ Terrace MPEG2 @ 10M 14.0000 0.6756
W12 BQ Terrace MPEG2 @ 1M 46.3333 0.3734
W12 BQ Terrace H.264 @ 0.3M 53.2222 0.3010
W10 Cactus H.264 @ 10.00% 71.1667 0.2510
W10 Cactus MPEG2 @ 1M 53.6111 0.3071
W10 Cactus H.264 @ 1.00% 43.5000 0.4729
W8 Crowd run H.264 @ 0.3M 73.6667 0.0650
W8 Crowd run H.264 @ 10.00% 61.6667 0.0918
W8 Crowd run H.264 @ 1.00% 47.1111 0.4378
W8 Crowd run H.264 @ 30M 8.0000 0.8584
W1 Park joy H.264 @ 30M 10.7778 0.6455
W1 Park joy H.264 @ 0.3M 84.3333 0.0145
W6 Stockholm H.264 @ 1.00% 51.5556 0.4086
W6 Stockholm H.264 @ 30M 11.2778 0.9806
W3 Mobcal H.264 @ 10.00% 44.0000 0.3294
W3 Mobcal H.264 @ 1.00% 34.5556 0.5536
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Os gra´ficos na figura 4.4 apresentam os resultados dos testes subjetivos efetuados nesta
pesquisa. Os cinco primeiros gra´ficos representam os resultados obtidos nos testes
subjetivos para cada sequeˆncia de v´ıdeo da Tabela 4.3. O u´ltimo gra´fico apresenta os
resultados dos testes subjetivos considerando todas as sequeˆncias de v´ıdeo. Todos os
gra´ficos mostram a relac¸a˜o entre os resultados DMOS dos testes subjetivos no eixo y
contra os resultados da func¸a˜o de qualidade no eixo x. Os valores DMOS variam de 0 a
100, onde 0 representa a melhor qualidade poss´ıvel e 100 a pior. Os valores de FQ esta˜o
no intervalo de 0 a 1, onde 0 indica baixa qualidade e 1 alta qualidade. Cada ponto
nos gra´ficos representa um par de valores de DMOS e FQ para a mesma sequeˆncia de
v´ıdeo e um mesmo tipo de degradac¸a˜o.
Nos gra´ficos representando as sequeˆncias individuais, e´ importante ressaltar que devido
ao me´todo utilizado durante os testes subjetivos, conforme apresentado na sec¸a˜o 2.2.3,
onde cada sequeˆncia de v´ıdeo com ou sem degradac¸o˜es e´ apresentada para o avaliador de
forma aleato´ria, de modo que na me´dia dos resultados dos testes, algumas degradac¸o˜es
espec´ıficas de determinadas sequeˆncias na˜o foram apresentadas aos avaliadores. Este
comportamento pode ser percebido nos gra´ficos com menor ou maior quantidade de
pontos plotados.
A tabela 4.3 apresenta os valores utilizados para cada gra´fico. Nessa tabela podemos
observar os tipos de degradac¸a˜o utilizados durante os testes. As maiores degradac¸o˜es
levam o ponto do gra´fico para o canto superior esquerdo, com o valor alto de DMOS
(acima de 50) e baixo valor de FQ (abaixo de 0,5).
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(c) sequeˆncia Crowd run

















(d) sequeˆncia BQ Terrace

















(e) sequeˆncia Park Joy






















(f) Todas as sequeˆncias de v´ıdeo
Figura 4.4: Resultados dos Testes Subjetivos
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A Figura 4.5 apresenta a correlac¸a˜o linear entre os resultados das avaliac¸o˜es DMOS
dos testes subjetivos com os resultados da me´trica de qualidade FQ. O valor de r =
−0.94355, apresentado em destaque na legenda, mostra como a me´trica de qualidade
acompanha as avaliac¸o˜es dos observadores humanos. A correlac¸a˜o linear e´ maior que
94% indicando uma excelente convergeˆncia de resultados.

















Figura 4.5: Correlac¸a˜o entre os testes subjetivos e a me´trica proposta
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4.3 Func¸a˜o de Qualidade - Me´trica de Qualidade
Ame´trica objetiva de qualidade de v´ıdeo proposta neste trabalho e´ baseada na premissa
de que a marca d’a´gua adicionada durante a gerac¸a˜o do v´ıdeo, sofrera´ as mesmas
degradac¸o˜es do v´ıdeo que esta´ carregando esta marca (v´ıdeo hospedeiro), ou seja, o
v´ıdeo que se deseja medir a qualidade. Desta forma, a degradac¸a˜o da marca medida
pela FQ pode ser utilizada como uma medida de qualidade do sistema.
Outro aspecto de interesse para a medida da qualidade e´ o ambiente de visualizac¸a˜o
do usua´rio, onde a marca d’a´gua sera´ decodificada atrave´s da caˆmera de v´ıdeo. Dessa
forma, uma combinac¸a˜o de paraˆmetros de recuperac¸a˜o da marca e do ambiente de
visualizac¸a˜o deve compor a me´trica de qualidade.
Nas pro´ximas sec¸o˜es sa˜o apresentadas as medidas da MTF e do SQF para a composic¸a˜o
da me´trica de qualidade da Equac¸a˜o 4.1.
FQ = a×NcvideoQ + b× SQF (4.1)
4.4 Ca´lculo da MTF
Os paraˆmetros o´pticos do sistema sa˜o avaliados atrave´s da Func¸a˜o de Transfereˆncia de
Modulac¸a˜o (MTF) que e´ calculada conforme o diagrama da Figura 2.19. A utilizac¸a˜o
de imagens de teste contendo bordas definidas pode ser calculada a MTF pelo me´todo
slant-edge.
A MTF total do sistema no domı´nio da frequeˆncia pode ser calculada a partir das MTFs
de cada subsistema o´ptico que compo˜em estes sistema. Dessa forma, apo´s o calculo da
MTF total do sistema o´ptico, sa˜o calculados componentes de MTFs de equipamentos
utilizados nesse sistema conforme Equac¸o˜es 3.3 e 3.4.
Neste trabalho as MTFs de interesse sa˜o aquelas referentes ao ambiente do usua´rio e as
referentes aos equipamentos eletroˆnicos utilizados. Os equipamentos utilizados durante
os testes sa˜o fixos conforme a Tabela 3.2 e dessa forma a MTF devida a eles pode ser
isolada como uma constante MTFelect.
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AMTFT do sistema e´ enta˜o utilizada para o ca´lculo do SQF e da me´trica de qualidade
objetiva.
A Figura 4.6 mostra MTFs calculadas utilizando a metodologia desenvolvida. AMTFT
e´ utilizada como refereˆncia para a avaliac¸a˜o da MTF das imagens no monitor de
v´ıdeo, sem considerar as perdas do sistema o´ptico da caˆmera de v´ıdeo e das distorc¸o˜es
geome´tricas adicionadas no percurso entre a caˆmera e o monitor. Com essa refereˆncia
medida com imagens ou v´ıdeos com qualidade ma´xima, e´ poss´ıvel estimar as perdas
no sistema o´ptico.
A avaliac¸a˜o da qualidade de v´ıdeos e´ feita considerando a perda (MTFenv) devido ao
ambiente de visualizac¸a˜o.
O resultado das MTFs do sistema o´ptico e´ utilizado no ca´lculo do SQF e da me´trica
de qualidade.






















(a) MTF dos dispositivos eletroˆnicos






















(b) MTF dos dispositivos eletroˆnicos
pela frequeˆncia de Nyquist




















Figura 4.6: MTF Total e MTF dos dispositivos Eletroˆnicos
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Os gra´ficos das figuras 4.7 apresentam os resultados da Func¸a˜o de Transfereˆncia de
Modulac¸a˜o (MTF) calculados utilizando o me´todo apresentado nas sec¸o˜es 2.4 e 3.1.10
seguindo o diagrama da Figura 2.19. Os gra´ficos representam os resultados obtidos do
ca´lculo da MTF para cada sequeˆncia de v´ıdeo da Tabela 4.3.
Os gra´ficos mostram a MTF de refereˆncia calculada atrave´s de uma regia˜o de interesse
(ROI) utilizando o v´ıdeo de calibrac¸a˜o sem degradac¸o˜es. A primeira curva apresentada
em cada gra´fico como MTF de refereˆncia (MTFREF ) e´ para um sistema desconside-
rando as perdas do caminho o´ptico, como as perdas devido ao sistema o´ptico da caˆmera,
de suas lentes e do caminho entre a caˆmera e o monitor. Essa MTFREF leva em conta
aMTFelec, do monitor e do sistema de apresentac¸a˜o de imagens, que no caso dos testes
apresentados nesta pesquisa e´ o computador Dell da Tabela 4.1.
A segunda curva apresentada em cada gra´fico leva em conta a perda o´ptica do ambi-
ente, conforme calculado pelas Equac¸o˜es 3.3 e 3.4 para o equipamento e distaˆncia da
Tabela 3.2 utilizados nesta pesquisa. Podemos observar que ha´ uma perda de resoluc¸a˜o
o´ptica devido aos componentes o´pticos e a distaˆncia fixa de visualizac¸a˜o, o que e´ repre-
sentado pelo deslocamento dessa curva para a esquerda. A perda de resoluc¸a˜o o´ptica
se comporta como um filtro passa-baixos para a frequeˆncia espacial.



























































(c) sequeˆncia Crowd run



















(d) sequeˆncia BQ Terrace
Figura 4.7: Func¸a˜o de Transfereˆncia de Modulac¸a˜o - MTF
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4.5 Ca´lculo do SQF
O valor da MTFT e´ utilizado para calcular o Fator de Qualidade Subjetivo (SQF)
atrave´s da Equac¸a˜o 2.19 repetida na Equac¸a˜o 4.2 para facilitar a visualizac¸a˜o.
SQF = K
∫
(CSF (f)MTF (f)/f)df (4.2)
A utilizac¸a˜o do SQF, derivado da CSF, aproxima o comportamento da me´trica de
qualidade de v´ıdeo com o sistema visual humano (HVS).
Os gra´ficos da figura 4.8 apresentam os resultados do Fator de Qualidade Subjetivo
(SQF) calculados utilizando o me´todo apresentado nas sec¸o˜es 2.6 e 3.1.10, substituindo
a MTF calculada na sec¸a˜o 4.4 anterior no ca´lculo do SQF da Equac¸a˜o 4.2. Os gra´ficos
representam os resultados obtidos do ca´lculo do SQF para cada sequeˆncia de v´ıdeo da
Tabela 4.4. Todos os gra´ficos apresentam o mesmo comportamento, que se assemelha
com o comportamento da CSF do olho humano apresentado na Figura 2.21. Esses
gra´ficos apresentam um pico no ponto de visualizac¸a˜o o´tima. No caso dos gra´ficos do
SQF, o pico se encontra na melhor distaˆncia de visualizac¸a˜o apresentado no eixo x do
gra´fico.
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Altura da Imagem (cm)
(a) sequeˆncia Cactus










Altura da Imagem (cm)
(b) sequeˆncia Stockholm














Altura da Imagem (cm)
(c) sequeˆncia Crowd run














Altura da Imagem (cm)
(d) sequeˆncia BQ Terrace










Altura da Imagem (cm)
(e) sequeˆncia Park Joy










Altura da Imagem (cm)
(f) sequeˆncia MobCal
Figura 4.8: Fator de Qualidade Subjetivo - SQF
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Tabela 4.4: Resultados da Func¸a˜o de Qualidade
Codificador e
Co´digo da Nome da taxa de bits (Mbps) ou de
Sequeˆncia Sequeˆncia perda de pacotes (%) SSIM VQM PSNR FQ
W12 BQ Terrace H.264 @ 0.3Mbps 0.9946 0.9870 48.9470 0.9977
W12 BQ Terrace MPEG2 @ 10M 0.9717 0.9447 40.6079 0.6756
W12 BQ Terrace MPEG2 @ 1M 0.8754 0.6336 32.4961 0.3734
W12 BQ Terrace H.264 @ 0.3M 0.8711 0.5927 31.6951 0.3010
W8 Crowd run H.264 @ 0.3M 0.9025 0.3004 30.5056 0.2510
W8 Crowd run H.264 @ 10.00% 0.8749 0.4307 33.6848 0.3071
W8 Crowd run H.264 @ 1.00% 0.9477 0.6281 37.1515 0.4729
W8 Crowd run H.264 @ 30M 0.8267 0.2345 30.8936 0.2718
W10 Cactus H.264 @ 10.00% 0.9806 0.9408 43.3981 0.7022
W10 Cactus MPEG2 @ 1M 0.9943 0.9858 49.4828 0.9142
W10 Cactus H.264 @ 1.00% 0.6918 0.2186 25.7758 0.0650
W10 Cactus H.264 @ 0.3M 0.8485 0.2876 27.0725 0.0918
W10 Cactus MPEG2 @ 10M 0.9321 0.6813 34.1506 0.4378
W10 Cactus H.264 @ 30M 0.9915 0.9797 45.1649 0.8584
W1 Park joy MPEG2 @ 1M 0.7927 0.5198 28.8922 0.3474
W1 Park joy MPEG2 @ 10M 0.8924 0.7957 32.7158 0.4943
W1 Park joy H.264 @ 30M 0.9661 0.9774 42.2440 0.6455
W1 Park joy H.264 @ 0.3M 0.5959 0.1655 24.0654 0.0145
W6 Stockholm H.264 @ 1.00% 0.9429 0.6826 36.1772 0.4086
W6 Stockholm H.264 @ 30M 0.9940 0.9850 49.0531 0.9806
W6 Stockholm H.264 @ 10.00% 0.8976 0.3393 31.7971 0.3785
W6 Stockholm H.264 @ 0.3M 0.8902 0.5811 33.4170 0.2676
W6 Stockholm MPEG2 @ 1M 0.8793 0.5817 33.4864 0.3648
W6 Stockholm MPEG2 @ 10M 0.9774 0.9524 42.6703 0.7537
W3 Mobcal H.264 @ 10.00% 0.8958 0.4532 31.8511 0.3294
W3 Mobcal H.264 @ 1.00% 0.9349 0.7369 35.2829 0.5536
W3 Mobcal H.264 @ 0.3M 0.8561 0.5762 31.1572 0.3244
W3 Mobcal MPEG2 @ 1M 0.8457 0.5752 31.5596 0.4291
W3 Mobcal MPEG2 @ 10M 0.9577 0.9031 38.1551 0.7033
W3 Mobcal H.264 @ 30M 0.9909 0.9809 45.7954 0.8447
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4.6 Testes subjetivos e Me´tricas de refereˆncia
Os gra´ficos apresentados nas Figuras 4.9, 4.10 e 4.11 desta sec¸a˜o mostram a correlac¸a˜o
linear entre os testes subjetivos realizados nesta pesquisa e os valores dos resultados
de sistemas de refereˆncia escolhidos para a comparac¸a˜o. O resultado do coeficiente de
correlac¸a˜o esta´ apresentado na parte superior de cada gra´fico e a reta sobreposta aos
valores representa a func¸a˜o linear com este coeficiente de correlac¸a˜o.
E´ importante observar que os sistemas de refereˆncia utilizados para comparac¸a˜o utili-
zam me´tricas de qualidade utilizando refereˆncia completa (FR). Na bibliografia descrita
na sec¸a˜o 2.2.2 e Tabela 2.2, as me´tricas FR pelo fato de utilizarem a sequeˆncia de v´ıdeo
sem degradac¸o˜es para a comparac¸a˜o com a sequeˆncia degradada apresentam coeficien-
tes de correlac¸a˜o entre a me´trica e os testes subjetivos com valores maiores que 90%,
estes valores indicam uma o´tima correlac¸a˜o. As me´tricas sem refereˆncia (NR), como a
desenvolvida nesta pesquisa, apresentam coeficientes de correlac¸a˜o da ordem de 80%,
que neste caso indicam correlac¸a˜o o´tima.

















Figura 4.9: Correlac¸a˜o entre o teste subjetivo e a me´trica proposta
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Figura 4.10: Correlac¸a˜o entre o teste subjetivo e a me´trica de refereˆncia VQM

















Figura 4.11: Correlac¸a˜o entre o teste subjetivo e a me´trica de refereˆncia SSIM
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Figura 4.12: Correlac¸a˜o entre o teste subjetivo e a me´trica de refereˆncia PSNR
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4.7 Comparac¸a˜o das Me´tricas de Qualidade
A Tabela 4.4 apresentada na sec¸a˜o 4.5, mostra os valores para as me´tricas de qualidade
para as sequeˆncias de v´ıdeo utilizadas durante os testes com esta metodologia.
Os gra´ficos das Figuras 4.13, 4.14 e 4.15 apresentam a correlac¸a˜o linear entre os resulta-
dos da me´trica de qualidade de v´ıdeo, desenvolvida com esta metodologia, e as me´tricas
padronizadas VQM, SSIM e PSNR respectivamente. Na legenda em destaque em cada
gra´fico e´ apresentado o valor r da correlac¸a˜o linear entre as me´tricas. Cada ponto des-
ses gra´ficos representa um par relacionando a qualidade medida pelas me´tricas VQM x
FQ, SSIM x FQ e PSNR x FQ respectivamente, onde um ponto representa a qualidade
para o mesmo v´ıdeo, conforme as linhas da Tabela 4.4. A linha so´lida cortando cada
gra´fico mostra a func¸a˜o de correlac¸a˜o que minimiza o erro entre os pontos.
A me´trica FQ foi normalizada para apresentar valores entre 0 e 1, da mesma forma que
a me´trica VQM e SSIM, onde valores pro´ximos ao valor 0 indicam baixa qualidade de
v´ıdeo, e pro´ximos ao valor 1 indicam excelente qualidade.
A distribuic¸a˜o dos pontos no gra´fico e´ compat´ıvel com as degradac¸o˜es utilizadas (Tabela
4.4). Os v´ıdeos codificados com taxas de bit maiores, da ordem de 10 Mbps ou 30 Mbps,
apresentam melhor qualidade, enquanto aqueles codificados com taxas de bit menores
ou com perda de pacotes apresentam qualidade inferior.
A comparac¸a˜o da me´trica FQ com a SSIM apresentou o menor valor de correlac¸a˜o,
mesmo assim indicando convergeˆncia entre as me´tricas, com correlac¸a˜o maior que 82%.
Na figura 4.13 e´ apresentado o resultado da correlac¸a˜o entre a me´trica proposta e os
resultados das me´tricas de refereˆncia, VQM [23][144] (video quality metric). Os pontos
representam os resultados para os v´ıdeos utilizados 4.4, sendo que para cada v´ıdeo, no
eixo horizontal temos os valores obtidos pela FQ proposta e no eixo vertical os valores
obtidos pelo VQM.
Podemos observar pelo gra´fico uma alta correlac¸a˜o entre as duas formas de medida de
qualidade. A correlac¸a˜o linear entre estas medidas e´ de 0,91.
Esta correlac¸a˜o indica o desempenho da metodologia proposta se considerarmos que
o sistema VQM tambe´m tenha um bom desempenho para a verificac¸a˜o da qualidade
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Figura 4.13: Correlac¸a˜o entre a me´trica proposta e o sistema de Refereˆncia VQM
dos v´ıdeos. A me´trica VQM utiliza v´ıdeos com refereˆncia completa para calcular a
qualidade, enquanto a FQ na˜o utiliza refereˆncia.
Considerando os valores de correlac¸a˜o apresentados nos gra´ficos das Figuras 4.13, 4.14
e 4.15 podemos observar que a me´trica FQ apresentada nesta pesquisa possui uma
o´tima correlac¸a˜o com os testes subjetivos realizados ale´m de ser poss´ıvel comparar
com a ordem de grandeza dos coeficientes de correlac¸a˜o das me´tricas FR.
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Figura 4.14: Correlac¸a˜o entre a me´trica proposta e a Refereˆncia SSIM












Figura 4.15: Correlac¸a˜o entre a me´trica proposta e a Refereˆncia PSNR
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5 Concluso˜es
O principal objetivo deste trabalho e´ o desenvolvimento de uma metodologia para
medic¸a˜o de qualidade de v´ıdeo, de forma objetiva em sistemas de distribuic¸a˜o em
massa de conteu´dos audiovisuais, automaticamente, no ambiente do usua´rio, de forma
natural e com o mı´nimo de interfereˆncia do usua´rio. A metodologia desenvolvida
permite medir a qualidade de v´ıdeo independente do tipo da rede, do tipo do v´ıdeo
e do tipo de dispositivo terminal do usua´rio podendo ser aplicada nos mais diferentes
cena´rios encontrados em pa´ıses em desenvolvimento como o Brasil. A proposta e´ de
que os pontos de medic¸a˜o estejam pro´ximos aos usua´rios, com um comportamento
semelhante ao dos usua´rios, ou seja, visualizando o monitor. Os dispositivos para
a medic¸a˜o da qualidade devem ser simples e encontrados facilmente no mercado e ao
mesmo tempo na˜o devem interferir na rede do distribuidor de v´ıdeos, evitando aumento
de custos.
Com esta metodologia e dispositivos sera´ poss´ıvel aos consumidores realizar a fisca-
lizac¸a˜o da qualidade dos v´ıdeos em tempo real, alertando aos interessados e melhorando
a qualidade do sistema como um todo.
O projeto da me´trica leva em conta a correlac¸a˜o entre dados subjetivos coletados por
usua´rios, que avaliam a qualidade de sequeˆncias de v´ıdeo e servem para avaliar o
resultado do processamento da me´trica.
A me´trica objetiva avalia a qualidade de forma independente de observadores humanos.
A construc¸a˜o da me´trica preveˆ que seja independente do tipo de codificac¸a˜o e da rede
do distribuidor de v´ıdeos, possua tempo de resposta ra´pido que seja parametriza´vel,
de forma a se adaptar ao ambiente dos usua´rios.
A me´trica apresentada utiliza caracter´ısticas de marcas d’a´gua digitais e dados escon-
didos (data hiding) com propriedades de invariaˆncia no tempo, tornando a detecc¸a˜o
mais robusta aos problemas de alinhamento e falta de sincronismo.
A me´trica, ale´m das caracter´ısticas da marca, utiliza tambe´m as caracter´ısticas o´pticas
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do ambiente do usua´rio, que pode apresentar distorc¸o˜es geome´tricas entre o dispositivo
terminal do usua´rio (monitor de v´ıdeo) e o dispositivo de medidas de qualidade (caˆmera
de v´ıdeo).
Outro aspecto importante e´ a calibrac¸a˜o do sistema no ambiente do usua´rio, o que
permite que o sistema se adapte a` grande variedade de situac¸o˜es encontradas na pra´tica.
A metodologia desenvolvida permite que tenhamos uma me´trica de qualidade de v´ıdeo
objetiva sem refereˆncia para avaliac¸o˜es em tempo real em sistemas de distribuic¸a˜o de
v´ıdeo.
A utilizac¸a˜o dos paraˆmetros o´pticos do ambiente do usua´rio permite a utilizac¸a˜o em
situac¸o˜es semelhantes aquelas que os usua´rios tem em seu dia a dia. Estes paraˆmetros
sa˜o independentes das tecnologias de distribuic¸a˜o de v´ıdeo, que podem ser digitais ou
analo´gicas, sa˜o independentes dos equipamentos terminais da rede ou do usua´rio.
Os resultados apresentados no cap´ıtulo 4 demonstram o atendimento dos objetivos
deste trabalho. Os resultados fornecidos pela me´trica de qualidade foram comparados
com os resultados dos testes subjetivos e com duas importantes me´tricas de qualidade
de v´ıdeo com refereˆncia completa. As correlac¸o˜es lineares entre estas me´tricas foi maior
que 80% indicando a convergeˆncia dos resultados.
Pode-se observar dos resultados iniciais que a metodologia utilizando esta abordagem
sem refereˆncia para testes e utilizando equipamentos de baixo custo como medidores de
qualidade, pode apresentar qualidade compara´vel a de sistemas de refereˆncia completa.
5.1 Contribuic¸o˜es
Como principais contribuic¸o˜es deste trabalho, tem-se:
• uma metodologia para verificac¸a˜o de qualidade de v´ıdeos em sistemas de distri-
buic¸a˜o em massa, sem utilizac¸a˜o de refereˆncia;
• uma forma de disseminar os medidores de qualidade para uma situac¸a˜o pro´xima
a do usua´rio, fazendo medidas com o foco da percepc¸a˜o pelo usua´rio;
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• uma proposta de sistema de verificac¸a˜o de qualidade de baixo custo utilizando
caˆmeras de v´ıdeo;
• uma forma de medida de qualidade de v´ıdeos desacoplada e na˜o sincronizada
com a rede de distribuic¸a˜o, podendo ser utilizada nas mais diversas tecnologias
de distribuic¸a˜o de v´ıdeo;
• uma forma de decodificac¸a˜o de marcas d’a´gua digitais utilizando caˆmeras de
v´ıdeo;
• uma forma de verificar a qualidade baseada em paraˆmetros de contraste do sis-
tema o´ptico de forma semelhante ao sistema visual humano.
5.2 Pro´ximos Passos
As te´cnicas de processamento de marcas d’a´gua digitais apresentaram grande evoluc¸a˜o
nos u´ltimos anos. A inserc¸a˜o e recuperac¸a˜o das marcas podem ser feitas utilizando
mu´ltiplas transformadas no domı´nio da frequeˆncia e os coeficientes destas transfor-
madas podem passar por va´rios processamentos distintos. O acompanhamento dessa
evoluc¸a˜o tecnolo´gica apresenta va´rias soluc¸o˜es promissoras para o aprimoramento da
metodologia desenvolvida neste trabalho. Algumas inovac¸o˜es recentes na˜o foram tes-
tadas na implementac¸a˜o deste trabalho e merecem atenc¸a˜o. Novas te´cnicas para a
recuperac¸a˜o de marcas d’a´gua digitais invariantes a`s distorc¸o˜es geome´tricas apresen-
tam promissores resultados quanto a eficieˆncia e robustez na detecc¸a˜o da marca, sem
necessitar de sincronismo entre as marcas inserida e recuperada, da mesma forma que
a utilizada neste trabalho. A possibilidade de efetuar uma quantidade menor de lei-
turas da marca em uma quantidade menor de quadros, sem a necessidade de obter
diversas medidas e ca´lculo de suas me´dias, pode significar um aumento do desempe-
nho da me´trica. Dessa forma, como pro´ximos passos para este trabalho, podem ser
investigados:
• Utilizac¸a˜o do domı´nio da Transformada Quaternon Fourier [145][146] e a uti-
lizac¸a˜o de polinoˆmios de Krawtchouk para a definic¸a˜o dos coeficientes das trans-
formadas no domı´nio da frequeˆncia [147];
• Utilizac¸a˜o de novas te´cnicas para a detecc¸a˜o de a´reas de importaˆncia, com de-
tecc¸a˜o de bordas, para a inserc¸a˜o e posterior recuperac¸a˜o das marcas [119][148];
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• Utilizac¸a˜o de te´cnicas para a detecc¸a˜o das marcas d’a´gua digitais envolvendo a in-
serc¸a˜o de mu´ltiplas marcas em diferentes domı´nios de transformadas. Uma marca
mais resistente a`s distorc¸o˜es geome´tricas pode ser utilizada para que apo´s sua re-
cuperac¸a˜o, uma pequena quantidade de dados recuperados possa ser utilizada
para sincronizar outras marcas que contera˜o os dados u´teis a serem trabalhados
[149][150];
• Utilizac¸a˜o de uma maior quantidade de dados parametriza´veis no ambiente de
visualizac¸a˜o do usua´rio, de forma que a me´trica de qualidade consiga atingir com
maior precisa˜o um maior nu´mero poss´ıvel de casos. Como exemplo de paraˆmetros
podemos citar o n´ıvel de iluminac¸a˜o e detecc¸a˜o automa´tica de tamanhos dos
monitores de v´ıdeo.
Ale´m disso, melhorias podem ser implementadas para tornar o sistema de medidas
de qualidade mais compacto e com menor custo para atingir um nu´mero maior de
usua´rios, como:
• Projeto de aplicac¸a˜o proto´tipo rodando de forma autoˆnoma em um dispositivo
mo´vel do tipo smartphone nos novos sistemas operacionais destes dispositivos;
• Projeto de sistema utilizando o SoC em desenvolvimento no projeto INCT-
Namitec, utilizando o sensor APS e processador reconfigura´vel embarcado com a
aplicac¸a˜o implementando a metodologia e a func¸a˜o de qualidade objetiva.
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A Avaliac¸a˜o de Marcas de Testes para Inserc¸a˜o nos Vı´deos
Nesta pesquisa foram avaliados dispositivos como caˆmeras de v´ıdeo utilizando senso-
res de imagens e softwares de tratamento de imagens que podem ser embutidos nos
decodificadores ou em dispositivos porta´teis junto a recepc¸a˜o do usua´rio.
Uma imagem de testes foi embutida com o v´ıdeo de interesse de forma que os obser-
vadores humanos na˜o consigam enxerga´-lo de forma natural, pore´m o dispositivo de
testes consegue recuperar estes padro˜es de testes e verificar a qualidade do v´ıdeo.
O padra˜o de testes e´ inserido na gerac¸a˜o do v´ıdeo de forma que possa ser testada toda
a cadeia de distribuic¸a˜o, desde a codificac¸a˜o, transmissa˜o e posterior decodificac¸a˜o no
equipamento do usua´rio. Com base na ana´lise do padra˜o de testes sa˜o estimados os
poss´ıveis fatores de impacto na qualidade deste v´ıdeo.
Na preparac¸a˜o desta metodologia, foram avaliadas algumas abordagens para a inclusa˜o
do padra˜o de testes. A primeira foi o aumento da taxa de amostragem de quadros de
v´ıdeo, de forma que o sistema de visa˜o humano na˜o perceba estes quadros extras, onde
os padro˜es de teste foram inclu´ıdos. A segunda foi a inclusa˜o de imagens em uma
faixa espectral impercept´ıvel ao olho humano. A terceira foi a inclusa˜o de marcas
embutidas no v´ıdeo que podem ser decodificadas pelo sistema de testes, pore´m sem
afetar a visualizac¸a˜o do v´ıdeo.
Nesta pesquisa e´ utilizada a terceira abordagem, pois esta se demonstrou mais robusta
e ao mesmo tempo apresenta uma forma de implementac¸a˜o mais barata utilizando
dispositivos convencionais comumente utilizados pelos usua´rios de forma a atender aos
objetivos propostos.
Metodologia para transmissa˜o de sinais de controle utilizando a a´rea vis´ıvel do monitor
de v´ıdeo, para dispositivos de verificac¸a˜o da qualidade de v´ıdeo que tratara˜o estes sinais.
Os dados de controle sa˜o codificados e inseridos subliminarmente no sinal de v´ıdeo,
preferencialmente logo apo´s a gerac¸a˜o do v´ıdeo, antes de qualquer processamento, de
forma que o v´ıdeo original mais o sinal subliminar sejam enviados em uma sequeˆncia
de campos selecionados do v´ıdeo para os usua´rios finais que podera˜o fazer a ana´lise da
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qualidade do v´ıdeo decodificando estes sinais utilizando um dispositivo com sensor de
imagens.
O processo de inclusa˜o dos sinais de teste subliminares tera´ o comportamento da mo-
dulac¸a˜o de campos de v´ıdeo dentro da a´rea de visualizac¸a˜o de uma televisa˜o, tendo
cada um, alternadamente, sua luminaˆncia levantados e abaixados proporcionalmente
em suas linhas de varredura horizontais, monitorados por um dispositivo sens´ıvel a` luz
posicionado em frente ao monitor de televisa˜o do usua´rio.
Estes dispositivos podera˜o decodificar o sinal, dentro do alcance da caˆmera e detectar
energia nesta faixa de frequeˆncia, decodificando os comandos incorporados nos dados
de controle e executar um algoritmo para a medida da qualidade de v´ıdeo baseado em
paraˆmetros dos sensores de imagem em conjunto com a sequeˆncia de dados que foi
adicionada na gerac¸a˜o do v´ıdeo.
O me´todo de codificac¸a˜o de dados envolve ummodulador de sinal de v´ıdeo em frequeˆncias
que esta˜o relacionados com mu´ltiplos e submu´ltiplos da taxa de linha horizontal, que se
comportara´ como uma subportadora de v´ıdeo de forma impercept´ıvel para os usua´rios.
Embora a modulac¸a˜o esteja dentro da a´rea de visualizac¸a˜o da tela da televisa˜o, ela e´
praticamente invis´ıvel para o espectador por causa de sua intensidade relativamente
baixa, de sua relac¸a˜o de tempo com a taxa de linha horizontal e da integrac¸a˜o e das
caracter´ısticas inerentes a resoluc¸a˜o do olho humano.
Utilizando este sistema de modulac¸a˜o de subportadora, podem ser inclu´ıdos va´rios
sinais em uma transmissa˜o de TV, estes sinais podem ser adicionados para aumentar
a capacidade de informac¸o˜es a serem transmitidas, facilitando a decodificac¸a˜o pelo
equipamento sensor de imagens do lado do receptor do usua´rio.
O sistema e´ composto de um codificador para incluir as informac¸o˜es de testes no v´ıdeo
de interesse e um decodificador utilizando sensor de imagens que captara´ a imagem da
tela do receptor do usua´rio.
O codificador e´ instalado no ambiente de gerac¸a˜o dos v´ıdeos a serem monitorados e e´
responsa´vel por adicionar a estes v´ıdeos os sinais que possibilitam que o decodificador
possa medir a qualidade do v´ıdeo no final da cadeia de v´ıdeo.
Os sinais de teste sa˜o inseridos no v´ıdeo bruto, para possibilitar que codificac¸o˜es e
compresso˜es posteriores possam ser avaliadas.
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Nesta pesquisa os sinais de testes sa˜o definidos como um padra˜o de bits que e´ conhecido
pelo decodificador, que manipula estas informac¸o˜es recebidas e define qual a qualidade
do v´ıdeo. Pode-se ainda estimar qual o tipo de problema na cadeia de distribuic¸a˜o do
v´ıdeo, de forma a auxiliar a resoluc¸a˜o dos problemas de qualidade.
O padra˜o de bits inserido no v´ıdeo original e´ feito de forma a alterar minimamente a
qualidade de v´ıdeo para o usua´rio.
Na primeira fase da pesquisa foram avaliadas duas formas de inclusa˜o de informac¸o˜es de
teste no v´ıdeo de interesse, a primeira utilizando sobre amostragem, inserindo quadros
de testes intercalados com os quadros originais do v´ıdeo, estes quadros eram apresen-
tados com uma taxa tal que o observador humano na˜o consegue observar a transic¸a˜o
entre os quadros do v´ıdeo e os quadros de testes.
A taxa de amostra do v´ıdeo para que na˜o seja percebida pelo olho humano e como
esta taxa afetara´ o tamanho do arquivo e a qualidade do v´ıdeo. E´ importante ressaltar
que o padra˜o de teste devera´ ser nesse caso uma transic¸a˜o suave em relac¸a˜o ao v´ıdeo
original para evitar que quadros de teste entrelac¸ados com os quadros u´teis (payload)
retirem toda a vantagem das codificac¸o˜es MPEG.
O sistema visual humano tem a capacidade de perceber “flickering” de aproximada-
mente 45 quadros por segundo. Aumentando a taxa de amostragem dos quadros para
valores acima deste limite, o olho humano na˜o tera´ capacidade de perceber os qua-
dros adicionais e esta caracter´ıstica pode ser utilizada para inserir padro˜es de teste nos
quadros amostrados a taxas maiores intercalados aos quadros do v´ıdeo de interesse.
Uma das formas mais simples de verificar a qualidade de v´ıdeo, independente do dispo-
sitivo de recepc¸a˜o de v´ıdeo, e´ atrave´s da tela, e podemos utilizar va´rias te´cnicas para
atrave´s da tela do receptor, medirmos a qualidade do v´ıdeo transmitido originalmente.
Para a recepc¸a˜o do v´ıdeo diretamente atrave´s da tela de visualizac¸a˜o, utilizaremos um
sensor de imagens.
Te´cnicas de inclusa˜o de imagens para a certificac¸a˜o de que a imagem original na˜o foi
alterada ou na˜o esta´ sendo utilizada para os fins a que ela foi fornecida sa˜o muito
comuns na literatura, principalmente para protec¸a˜o contra co´pias.
A inclusa˜o de imagens pode ser feita de diversas formas e a analise da que melhor se
adapta ao objetivo do trabalho e´ avaliada.
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Para na˜o alterar a percepc¸a˜o dos expectadores te´cnicas de esteganografia sa˜o utilizadas,
embutindo imagens de testes na˜o vis´ıveis para os observadores humanos, mas que
podera˜o ser detectadas pelo sistema de testes.
Nesta pesquisa sa˜o avaliados essas formas e a escolha da que melhor atende ao objetivo
de mı´nima interfereˆncia nos sistemas de distribuic¸a˜o de v´ıdeo, custos menores e possi-
bilidade de espalhar sensores por todos os usua´rios independentemente do dispositivo
monitor de imagens pode ser aplicada de forma que atinja o maior nu´mero poss´ıvel de
situac¸o˜es que ocorrem nos mercados de distribuic¸a˜o de v´ıdeo.
A.1 Utilizac¸a˜o de Super amostragem
Para este tipo de teste sa˜o inseridas imagens de testes com taxa maior que o v´ıdeo
de interesse, as taxas utilizadas para o teste sa˜o de 100 quadros por segundo para um
v´ıdeo original com taxa de 30 quadros por segundo.
Na maior taxa sa˜o inclu´ıdos quadros em duas situac¸o˜es de testes, com baixa e com alta
correlac¸a˜o com o v´ıdeo original, 10% e 90% respectivamente. Os quadros inseridos com
alta correlac¸a˜o tiram melhor proveito dos codificadores de v´ıdeo mais modernos.
A.2 Utilizac¸a˜o de Modulac¸a˜o de linhas horizontais do v´ıdeo
Os testes utilizaram diversas caˆmeras comerciais com sensores APS e monitores com
diversas resoluc¸o˜es de v´ıdeo. A resoluc¸a˜o dos monitores e dos sensores permite definir
o algoritmo para a medida da qualidade do v´ıdeo. Outras caracter´ısticas dos sensores
APS foram utilizadas para o ca´lculo da qualidade de v´ıdeo.
Os v´ıdeos de origem sa˜o os v´ıdeos utilizados pelos testes da fase I do VQEG dispon´ıveis
na internet, estes v´ıdeos esta˜o em formato bruto sem compactac¸a˜o apresentados na
Tabela A.1.
Estes v´ıdeos sa˜o modulados com diversos limiares que tornara˜o a modulac¸a˜o percept´ıvel
ou na˜o para o usua´rio dependendo da amplitude do fator de modulac¸a˜o.
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Os v´ıdeos apo´s a modulac¸a˜o passara˜o por processos de inclusa˜o de erros que deterio-
rara˜o a qualidade. Entre estes processos esta´ a compressa˜o com taxas muito baixas,
perda de pacotes na rede distribuic¸a˜o e outros. Cada processo de deteriorac¸a˜o gera
artefatos de v´ıdeo que podera˜o ser detectados na aplicac¸a˜o pelo sensor de imagens.
O v´ıdeo com problemas sera´ apresentado no monitor de televisa˜o e o dispositivo sensor
recebera´ estas informac¸o˜es e calculara´ a qualidade do v´ıdeo.
A.3 Utilizac¸a˜o de Marcas d’a´gua digitais no v´ıdeo
Descrito nos cap´ıtulos 1 e 2.
A.4 Resultados Obtidos
Os resultados apresentados envolvem formas de verificac¸a˜o de qualidade com sensores
de imagem testados.
A verificac¸a˜o com super amostragem apresentada e tambe´m com a inclusa˜o de marcas
de testes no v´ıdeo modulando horizontalmente os valores de luminaˆncia do v´ıdeo.
No testes o v´ıdeo “Foreman” foi utilizado com a inclusa˜o de uma imagem de teste
com correlac¸a˜o menor que 10% em relac¸a˜o aos quadros do v´ıdeo, implicando em uma
codificac¸a˜o com baixa eficieˆncia devido a grande diferenc¸a entre os quadros originais
do v´ıdeo e as imagens de v´ıdeo adicionadas. Com uma imagem de teste com correlac¸a˜o
maior que 90% com os quadros do v´ıdeo original, temos uma melhor compactac¸a˜o do
v´ıdeo.
Entre algumas das desvantagens da sobre amostragem esta´ o aumento do tamanho
dos arquivos, pois cada quadro adicional carregaria uma maior quantidade de bits.
Outra desvantagem, que tambe´m se relaciona com o tamanho do arquivo, e´ a escolha
do padra˜o de testes que sera´ embutido ao v´ıdeo com uma taxa de amostragem maior.
Este padra˜o de testes deve ter alta correlac¸a˜o com o v´ıdeo de interesse para que os
codificadores que se aproveitam de correlac¸a˜o temporal possam compactar o v´ıdeo de
forma otimizada.
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Tabela A.1: Novos Tamanhos dos Vı´deos com Super Amostragem
Vı´deo Amostragem Nova Novo Tamanho Novo Tamanho PSNR
Original Amostragem Correlac¸a˜o 10% Correlac¸a˜o 90%
Foreman 30 100 +10% +20% 42
Vid2 30 100 +5% +15% 38
Outra desvantagem seria a incapacidade de muitos monitores de apresentar v´ıdeos em
taxas mais elevadas o que inviabilizaria a recuperac¸a˜o do padra˜o de testes.
Utilizando a te´cnica de super amostragem com os equipamentos que temos dispon´ıveis
se mostrou ineficiente, pois a caˆmera deveria ter a capacidade de capturar muitos
quadros por segundo, o que na˜o e´ fa´cil de encontrar no mercado e ao mesmo tempo
aumentaria os custos da aplicac¸a˜o e do sensor de imagens para o projeto.
Com as caˆmeras de mercado utilizadas, na˜o foi poss´ıvel fazer a detecc¸a˜o apropriada
das marcas adicionadas.
O resultado apresentado no gra´fico da Figura A.1 e´ o resultado da comparac¸a˜o dos
resultados da aplicac¸a˜o proposta utilizando sensores de imagem com o sistema VQM
padronizado pelo VQEG e ANSI. Para a obtenc¸a˜o dos resultados, utilizamos diversos
v´ıdeos, onde cada tipo de v´ıdeo apresenta determinado tipo de cena, alguns com mo-
vimentos ra´pidos, outros com tons de pele, de forma a atingir a grande maioria das
situac¸o˜es presentes em v´ıdeos reais.
Na Figura A.1 pode-se verificar uma alta correlac¸a˜o de 0,79 entre os dois sistemas,
sendo que o sistema VQM calcula sua me´trica com refereˆncia completa, utilizando o
v´ıdeo original e o v´ıdeo modificado.
O gra´fico da Figura A.1 apresenta resultados obtidos com a aplicac¸a˜o com sensores de
imagem.
Pode-se verificar dos resultados comparando o sistema proposto com o sistema VQM
utilizado como refereˆncia, que existe uma grande correlac¸a˜o entre os dois, conforme o
resultado de 0,79 apresentado no gra´fico da Figura A.1.
Das simulac¸o˜es realizadas, pode-se notar que a alterac¸a˜o de paraˆmetros na cadeia de
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Figura A.1: Resultados da aplicac¸a˜o com relac¸a˜o ao VQM
transmissa˜o do v´ıdeo afeta a qualidade do v´ıdeo de forma negativa, e esta alterac¸a˜o e´
captada pelo novo sistema proposto e identificado atrave´s de seus paraˆmetros.
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B Testes APS-UFRJ NAMITEC
A seguir e´ reproduzido um documento de trabalho desenvolvido para o estudo sobre
sensores de imagem APS (Active pixel Sensor). Nesse documento foram executados
diversos testes para a caracterizac¸a˜o de sensores de imagem desenvolvidos no Projeto
NAMITEC.
Os resultados desses testes podem subsidiar projetos de novos dispositivos para a im-
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