ABSTRACT A new cost function that introduces the minimum-disturbance (MD) constraint into the conventional recursive least squares (RLS) with a sparsity-promoting penalty is first defined in this paper. Then, a variable regularization factor is employed to control the contributions of both the MD constraint and the sparsity-promoting penalty to the new cost function. Analyses show that such a regularization factor can control the forgetting factor of the RLS, which means low misalignment and fast tracking can both be achieved by adjusting the regularization factor, as when a variable forgetting factor RLS (VFF-RLS) is implemented. It is further demonstrated that the regularization factor can accelerate the convergence of the RLS, especially for sparse filtering, which means that tuning the regularization factor rather than the forgetting factor is more effective for such a case. Finally, a method for automatically determining the regularization factor, which is free of any prior knowledge, is presented. To verify the effectiveness of the analytical results via simulations, a benchmark algorithm for a VFF-RLS with a sparsity-promoting penalty is conceived, where the forgetting factor is adjusted manually according to the prophetic system changes to obtain the best performance. The proposed algorithm exhibits lower misalignment and greater robustness than those of the benchmark algorithm when a sparse system is identified, whereas the algorithms perform almost equivalently when a non-sparse system is found.
I. INTRODUCTION
The recursive least squares (RLS) algorithm is an important member of adaptive filters [1] . Due to their superior convergence rate compared with that of least-mean-square (LMS) algorithms [2] , RLS algorithms have been widely adopted in numerous signal processing applications, such as system identification, echo cancellation, linear prediction, channel equalization, and supervised classification. Recently, the penalized RLS algorithm has received increasing attention because of its ability to incorporate prior knowledge (e.g., the sparse nature of the system) through a penalty function [3] - [9] . In [6] , an online coordinate descent algorithm is proposed to solve the least-squares criterion penalized by the the so-called 0 -RLS and 1 -RLS. However, the performance of these penalized RLS algorithm, similar to that of conventional RLS-based algorithms, is governed by the forgetting factor and thus suffers from a tradeoff between the tracking capability and misalignment.
In recent decades, a number of variable forgetting factor RLS (VFF-RLS) algorithms have been proposed to achieve reduced misalignment and good tracking capability. A method for adjusting the forgetting factor through an appropriate weighting window on the input data sequence was presented in [10] and [11] . However, it is not easy to adjust the window to cope with various possible system changes. Another type of method employs the squared error as a convergence measure to update the forgetting factor [12] - [14] . Since the effectiveness of these methods heavily depends on prior knowledge about the measurement noise variance, they are highly sensitive to noise. To address this problem, an approach to derive the forgetting factor from the recovered additive noise via a parametric model is proposed in [9] . Alternatively, a combination scheme incorporating several conventional RLS algorithms with different forgetting factors is reported in [15] . Although this scheme is free of the requirement of prior knowledge and/or parameters, there is a time cost for the calculation load to achieve satisfactory performance. All the aforementioned algorithms attempt to reduce the value of the forgetting factor when an abrupt change occurs and rapidly return it to a value close to one otherwise.
In this paper, a new penalized RLS for the adaptive sparse filtering is proposed to obtain both low misalignment and fast tracking performance through a variable regularization factor. By incorporating the cost function of the conventional penalized RLS with the minimum-disturbance (MD) constraint, a new cost function is defined. A regularization factor is then utilized to weight both the MD constraint and the sparsity-promoting penalty to govern their contributions to the new cost function. The analytical results show that such a regularization factor can control the forgetting factor, which agrees with the main concept of the VFF-RLS algorithms. In addition, the regularization factor accelerates the RLS convergence rate and is particularly effective for sparse systems. This suggests the great robustness of our new cost function against sparsity and also constitutes our main motivation for tuning the regularization factor rather than the forgetting factor. To automatically determine the regularization factor, a method based on the change rate of the error signal power is presented and is shown to be free of any other prior knowledge. It is also shown that the stochastic majorization-minimization (MM) subspace algorithm given in [16] can be employed to solve the optimization problem of our new cost function with a light computational load and guaranteed convergence.
To verify the effectiveness of the analytical results via simulations, a benchmark algorithm for a VFF-RLS with a sparsity-promoting penalty is conceived, where the time at which the system changes is assumed to be known. The forgetting factor is then adjusted manually according to these changes to provide the best performance in terms of VFF-RLS. The proposed algorithm performs almost as well as the benchmark algorithm when a non-sparse system is identified. Moreover, the proposed algorithm exhibits lower misalignment and greater robustness than those of the benchmark algorithm when a sparse system is found.
The remainder of this paper is organized as follows. The system model and the conventional penalized RLS algorithms are reviewed in Section II. In Section III, a new cost function with a variable regularization factor is defined, and the properties of the regularization factor are analyzed. The stochastic MM subspace algorithm is then used for the batch optimization of our new cost function. Section IV introduces the method for determining the regularization factor.
A benchmark algorithm for a VFF-RLS with a sparsitypromoting penalty is conceived and computer simulations are presented in Section V. Finally, Section VI concludes this work.
The notation used here is summarized as follows. Bold upper-case and lower-case letters represent matrices and vectors, respectively. 0 P and 1 P denote vectors of length P with all entries equal to zero and one, respectively. O P×Q represents a zero matrix of size P × Q. The superscripts (·) T and (·) † represent the transpose and Moore-Penrose pseudoinverse, respectively. E(·) is the mathematical expectation, · is the Euclidean norm, and tr[·] denotes the trace of a matrix.
II. SYSTEM MODEL AND PENALIZED RLS ALGORITHM A. SYSTEM MODEL
In the context of a system identification problem, the desired signal of the unknown system for an adaptive filter is given as
where y n is the output signal of an unknown linear system defined by its impulse response
∈ R L refers to the L most recent input samples, and υ n is the observed system noise, which is assumed to be independent of x n .
B. CONVENTIONAL PENALIZED RLS ALGORITHM
To infer the impulse response of the unknown system defined in (1), we are interested in the following optimization problem given by
where
→R is a penalty function used to incorporate prior knowledge (e.g., the 1 -norm of w, w 1 , in the least absolute shrinkage and selection operator (LASSO) for some sparsity requirements [17] ). However, problem (2) cannot be solved directly because the second-order statistical moments r and R are generally unavailable.
To solve problem (2) in practice, the conventional penalized RLS algorithm provides an online estimation of r and R through the following updating equations
where r n and R n are the estimations of r and R at time index n, respectively, ϑ ∈ (0, 1] refers to the forgetting factor, and
Since the first term in (3) is independent of w, it can be replaced by another constant term 1 2θ n n k=1 ϑ n−k d k 2 , which will not affect the optimal solution of the problem (2) . Meanwhile, by substituting (4) and (5) into (3), the cost function of the conventional penalized RLS algorithm can be obtained as
For a value of ϑ very close to one and a sufficiently large value of n, the statistic estimation errors r n − r and R n − R will tend to zero. Therefore, F n (·) converges to F(·), which results in low misalignment [1] . However, a large ϑ suffers from poor tracking capability in a time-variant system, where a low value of ϑ is desired to provide fast tracking.
III. NEW PENALIZED RLS WITH A VARIABLE REGULARIZATION FACTOR A. NEW COST FUNCTION
By incorporating the minimum-disturbance (MD) constraint [18] into the cost function (7), a new cost function is defined as
whereŵ n is the prediction of w n at time index n − 1, β(β ≥ 0) is a regularization factor, and w −ŵ n 2 stands for the MD constraint, which represents the prediction stability [18] . The regularization factor β is used to determine the contributions made by the last two terms in (8) .
A small β indicates that we mainly focus on the estimation errors and the penalty function (·), as in the conventional penalized RLS. In particular, when β = 0, our cost function reduces to the conventional one given in (7) . On the other hand, the contributions of both the MD constraint and (·) to the cost function (8) grow simultaneously as β increases, which indicates that the estimation stability and the prior knowledge of the sparsity are the main concern in this case.
B. PROPERTIES OF THE REGULARIZATION FACTOR
In this subsection, we demonstrate the properties of the regularization factor β by showing a) how it accelerates the convergence rate and b) how it works as a variable forgetting factor.
1) CONVERGENCE ACCELERATION
When the cost function (8) is minimized, its constant terms and positive factors can be neglected. Meanwhile, by substituting (4) and (5) into (8) and denotingβ = β/σ 2 x , the cost function G n (·) can be replaced by the following formulation
where I is a unit matrix. From (9) , it can be found that the regularization factorβ (or β) can, respectively, makeR andr go to σ 2 x I and σ 2 xŵ n . We then demonstrate that this effect can actually reduce the estimation errors ofR andr, i.e., makẽ R andr very close to R and r, respectively, and thus accelerate the convergence rate of (9) . For this purpose, the following assumptions are made.
Assumption 1: (i) The input signal x n and the desired signal d n are single realizations of jointly wide-sense stationary random processes.
(ii) The matrix R is close to a diagonal matrix, i.e., R ≈ σ 2 x I . The first assumption is generally required when solving the optimal solution to cost function (3) because the ideal statistical moments, i.e., R and r rather than the estimated moments, are required. For example, when (·) = 0, the optimal solution to (3) becomes the famous Wiener solution, where Assumption 1(i) is a precondition [1] . The second assumption may be fairly restrictive, but it is widely used for two reasons: for the convenience of the analysis [19] and because such an input signal persistently excites all orders of systems [20] . Therefore, the assumption that the input signal is white and stationary noise is very important for identifying a system with an unknown order. Note that when Assumption 1(ii) holds, it is straightforward to infer from Assumption 1(i) that the identified system is time-invariant, i.e., w n = w c for every n ∈ N. This new assumption may be taken as a generalized substitution for Assumption 1(i). Section V will demonstrate that the convergence acceleration still works even if a nonstationary input, i.e., conflict Assumption 1(ii), is met or/and the identified system is timevarying.
ForR, we can first rewrite the auto-correlation estimation R n as (10) , as shown at the bottom of the next page, where n R is the auto-correlation estimation error caused by the residual signal correlation. By substituting (10) intoR, we obtainR
From (11), it can be seen that the auto-correlation estimation error decreases byβ + 1, which means that the regularization factor β can make the estimationR closer to R.
Forr, we have r = σ 2 x w c since the identified system is time-invariant according to Assumption 1 [21] . Meanwhile,
where n r is the cross-correlation estimation error given by n r = n R w c +υ, in whichυ is a vector with the weighted averages of the system noise υ n as its elements [21] . Substituting (12) intor gives
Whenŵ n is near saturation, (13) can be approximated as
It can be seen from (14) that the regularization factor also decreases the error of the cross-correlation estimationr bỹ β + 1, which implies that a more accurate estimation of r is obtained.
Since bothR andr are more accurate estimations than R n and r n , respectively, the cost function G n (·) given in (9) amounts to a closer approximation of F(·) than that given in (7) . Therefore, for a given value of ϑ, an accelerated convergence rate can be obtained by using (9) rather than (7) .
Additionally, it is worth noting that by forcingr towards σ 2 xŵ n , the sparse-promoting effect of the penalty function (·) is transferred intor, which makes it sparse as well. As a result, the convergence acceleration will be more effective in sparse systems than in non-sparse ones, which fits the application conditions of (9). Moreover, since such a sparser is hard to be found in conventional penalized RLS algorithms, it implies that our cost function will be more robust against the sparsity of systems than conventional penalized RLS (See Section V for details).
2) ADJUSTMENT ROLE OF β FOR THE FORGETTING FACTOR
Motivated by the VFF-RLS algorithms, we will explain how our new cost function enjoys the benefits of VFF-RLS.
By defining r n−1 = σ 2 xŵ n + n−1 r and substituting (4), (5), and (10) into (9), we obtain (15) , as shown at the bottom of this page, where ϑ is an equivalent forgetting factor andθ n =θ n 1 +β = 1 +β
where S n = n(n − 1)/2. From (16), one can easily find that ϑ grows from ϑ to 1 as β increases, which implies that β can be viewed as a parameter to control the forgetting factor. Such an idea is similar to that of a VFF-RLS algorithm, which is simply realized through β. It should be emphasized that the second and third terms in (15) can, respectively, be used to reduce the estimation errors of R n and r n , as demonstrated in the last subsection. This property is the main difference between tuning β and the forgetting factor, which leads to a lower misalignment and greater robustness in sparse systems and thus makes the former a more effective choice in that case (See Section V).
Although a forgetting factor close to one suffers from poor tracking capability, it exhibits a satisfactory initial convergence rate because the initial statistic estimates are usually chosen as small values (i.e., R 0 = δI and r 0 = 0 L , where δ is a small positive constant on the order of 10 −4 ). Based on this choice, their effects on the update formulas given in (4) and (5) will rapidly decrease. In this way, their influence on the statistic estimates of the steady state will be limited. By contrast, to make the statistic estimations go towards σ 2 x I and σ 2 xŵ n , the regularization factor equivalently employs σ 2 x I and σ 2 xŵ n as the initial statistic estimates. Since these initial values are comparable with the steadystate values, their effect will persist. As a result, although a large β results in an equivalent forgetting factor close to one, it will lead to a slow convergence rate, even in the initial state.
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C. COMPUTATION: THE MAJORIZATION-MINIMIZATION SUBSPACE ALGORITHM
To solve the optimization problem described by the cost function (8) , one can rewrite it as
where V 0 and v 0 are, respectively, defined as
Assume that the penalty function (·) has the following form [16] 
where for every s ∈ {1, 2, · · · , S}, V s ∈ R P s ×L is generally set as an identity matrix I or used to model a possible transform, v s ∈ R P s refers to a reference bias, and ψ s (·) :R→R is a smooth function. An important example of such a framework, called frame-analysis regularization [22] , is obtained when for every s ∈ {1, 2, · · · , S}, P s = 1, v s = 0, and
On the other hand, various choices can be made for ψ s (·) to promote sparsity, as shown in Table 1 . 
Cost function (17) is similar to the one reported in [16] , which means that the stochastic MM subspace algorithm given in [16] can also be used for the batch optimization of (17) . Such an algorithm has a light computational load and can exhibit a satisfactory practical performance if associated with a memory gradient subspace. The algorithm requires the following assumptions on the smooth functions defined in (20) :
is an even lower-bounded function, which is continuously differentiable, and
These assumptions, shown in [16] , are all satisfied by the functions listed in Table 1 . In this way, the algorithm for minimizing (17) can be summarized as Algorithm 1, denoted as SMMS, whose convergence has been explicitly studied in [16] .
It should be noted that the variable regularization factor β in (8) is utilized to control V 0 and v 0 , as given in (18) and (19) , so that both low misalignment and high tracking capability can be achieved, whereas both V 0 and v 0 remain constant in [16] .
IV. METHOD FOR DETERMINING β
The relationship between β and ϑ given in (16) indicates that the value of β used in Algorithm 1 is a compromise between misalignment and tracking capability, similarly to the variable forgetting factor in VFF-RLS algorithms. To ensure low misalignment, β should be as large as possible so as to equivalently make ϑ close to 1. On the other hand, when the system changes, a small β is desired to provide a small ϑ so that fast tracking can be achieved. To address these aspects, a method to determine β is discussed in this section.
Since β has almost the same effect as the forgetting factor on the misalignment and tracking performances, its control strategies should also be similar. In many VFF-RLS algorithms [2] , [9] - [14] , the forgetting factor changes according to the detection of system changes, which also guides our strategy for determining β.
The change rate of the instantaneous error signal power reflects the change in a system, which provides a simple way to follow the system changes by adjusting the value of β to the change rates of the instantaneous error signal power. Define the error signal as
Let the variance estimate of (21) in a previous instant bê σ 2 e (n − 1). In this way,σ 2 e (n) can be recursively estimated as [23] 
where ρ = 1 − 1/(LK ), and K ≥ 2 is given in [23] . Based on (22) , the change rate of the error signal power is defined as
According to the previous discussion, the control strategy for β is given in Algorithm 2.
ifβ ≥ K then 6:
end if 8 In practice, the input signal power σ 2 x in (8) and Algorithm 2 can be simply estimated bŷ
At this point, it can be seen that Algorithm 2 is free of any prior knowledge of the unknown system. The control strategy given in Algorithm 2 can be understood as follows.
When ς(n) is larger than a threshold,ŵ n is far from saturation or a system change occurs. As a result, a small forgetting factor, or equivalently, a small β, should be used to provide fast tracking. Specifically, when a sudden growth in ς (n) is detected, a system change is almost assured. In this case, a reinitialization step is employed to perturb the statistic estimation R n and r n to further accelerate the convergence rate [24] . On the other hand, a small ς (n) suggests that w n is near saturation. Meanwhile, a large value of β is taken to make the equivalent forgetting factor close to 1; thus, a low misalignment can be achieved. Note that in VFF-RLS algorithms, the ideal forgetting factor is close to zero at instants when the system changes and is close to one otherwise. In this context, the value of β explodes when ς (n) is small, as shown in (16) . However, recall that by means of β, we equivalently employŵ n as the initial estimate of r, where the value of β serves as the confidence coefficient of this estimation, as shown in (13) . Taking the convergence results of Algorithm 1 given in [16] into consideration, the slow growth of β actually helps to provide a low-confidence coefficient whenŵ n is relatively far from saturation and gradually increases it asŵ n converges. Therefore, Algorithm 2 is suitable for our cost function.
Algorithm 3 β-ECOMP(x(n), e(n),σ
ifβ ≥ K then 9:
end if 11:β = 0 12: else if σ 2 e (n) ≥ γ σ 2 v (n) with 1 ≤ γ ≤ 2 then 13:β =β + 1/2 14: end if 15: β =βσ 2 x (n)
As the value of β increases, the analyses above show that the equivalent forgetting factor ϑ asymptotically tends to one. In this case, the proposed algorithm could lose its tracking capability when tracking a Markov-type system [25] . As a result, when there is evidence for the existence of a Markov-type system, an early stop should be applied to β to equivalently prevent ϑ from approaching one. To achieve this, the control method proposed in [2] is added to our VOLUME 6, 2018 method for determining β. Although two additional parameters, i.e., γ and G, are required, this method is consistently recommended here because it is also free of any prior knowledge of the unknown system. Please refer to [2] for a detailed description of the method and the selection of these parameters. The resulting algorithm for determining β is summarized in Algorithm 3. Note that when an early stop occurs, the error reduction effects decrease according to (10) and (14) . Therefore, the convergence acceleration rate in such a case will be discounted, as is verified in Section V. Finally, the complete procedure of the penalized RLS algorithm with a variable regularization factor is summarized in Algorithm 4 for the convenience of the readers.
Algorithm 4 Summary of Our Penalized RLS Algorithm With a Variable Regularization Factor
Run β-ECOMP(x(n), e(n),σ 2
Update β andσ 2 x (n)
Updateŵ n+1 7: end for
V. SIMULATION RESULTS
In this section, the performance of the proposed algorithm is evaluated in the context of system identification. Two types of signals are taken as the inputs of the identified system: white Gaussian noise and an AR(1) process generated by filtering white Gaussian noise through a first-order system 1/ 1 − 0.9z −1 . The identified system, whose output is corrupted by white Gaussian noise with noise power of σ 2 v = 0.01 if not otherwise specified, is an impulse response, denoted as w n , with a length L of 128. The same length is used for all the compared algorithms. The sparsity of the system is defined as the number of nonzero coefficients in w n . The positions of the nonzero coefficients are chosen randomly, and each nonzero coefficient follows a first-order Markov model [25] with a variance of σ 2
w . An abrupt change in the unknown system is artificially introduced at the 5001 th time instant by reinitialing the coefficients of the identified system. The performance is evaluated based on the normalized misalignment (in dB), defined as 20 log w n −ŵ n / w n , and the results are averaged over 100 independent trials.
For Algorithm 1, the subspace is chosen as the memory gradient subspace, which leads to the so-called stochastic MM memory gradient (S3MG) algorithm [16] . The Welsch penalty function (See Table 1 ) is used as the penalty function, where S = L and for every s ∈ {1, · · · , L}, P s = 1, v s = 0, and V s is the s-th column of I . The proposed algorithm is then compared with the conventional RLS algorithm, the OCCD-TNWL algorithm [6] , the SPARLS algorithm [7] , the 1 widely linear (WL) VFF-RLS algorithm [9] , and the original S3MG algorithm [16] , where the forgetting factor ϑ is 0.995 for all these algorithms. The scale is set to λ n = 2σ 2 v n 4/3 log L, µ n = λ n /n, and α = 3.7 in the OCCD-TNWL algorithm according to [6] . In the SPARLS algorithm, independent parameters are used in each simulation condition to give the best performance, as recommended in [7] . For the 1 -WL-VFF-RLS algorithm, we have δ = 10 −4 , λ max = 0.9999, τ = 2, K a = 4 and the noise variance is known a priori rather than being estimated (i.e., the parameter K b used in [9] for estimating the noise variance is undone) to obtain the best performance. The parameters for the original S3MG algorithm are set to V 0 = O L×L and v 0 = 0 L , as suggested in [16] . In the proposed Algorithm 3, we take K = 2, G = 8, and γ = 1 when the white noise is the input of the unknown system, whereas K = 4, G = 16, and γ = 1.3 are used for the AR(1) process input, as done in [2] . To verify the effectiveness of our algorithm, we employ the S3MG algorithm with a variable forgetting factor, called the miracle-S3MG algorithm, as a benchmark. In the miracle-S3MG algorithm, the forgetting factor ϑ is set to 0 for the known system change at instant 5001, and it remains as 1 −
w /tr R −1 1/2 otherwise, which is proved to be the ideal forgetting factor for a Markov-type system [1] . Since this control strategy for ϑ is known to be optimal [9] , the miracle-S3MG algorithm can be taken as the benchmark VFF-RLS algorithm with the Welsch penalty function.
The first group of simulation experiments is concerned with a white Gaussian input in a stationary environment, i.e., σ 2 w = 0. We compare the performances of the proposed algorithm with its competitors in three systems with decreasing sparsity. In the first case, the comparison results of a non-sparse system (i.e., sparsity equals L = 128) is illustrated in Fig. 1 . It can be seen that the OCCD-TNWL algorithm exhibits the worst performance when identifying a non-sparse system. Moreover, the algorithm converges to a misalignment slightly lower than −30dB after the abrupt change because λ n increases permanently as the iteration processes [6] . The performances of the RLS, the SPARLS, and the S3MG algorithm are equivalent to each other because the sparsity-promoting penalty does not work in this case. Compared with these algorithms, both the 1 -WL-VFF-RLS algorithm and the miracle-S3MG algorithm achieve a gain of 11 dB in the steady state and enjoy fast tracking after system changes due to the VFF. However, their satisfactory performances are based on perfect knowledge of either the noise variance or the time instant when the system changes. The proposed algorithm performs almost the same as the aforementioned two algorithms without the requirements of prior knowledge and is thus much more suitable for practical applications.
The performance comparison in sparse systems is shown in Figs. 2 and 3 , where the sparsity is 32 and 8, respectively. For sparse systems, the performance of the RLS algorithm rapidly declines owing to the lack of sparsity constraint. a reduction in misalignment can still be found after system changes in this case. The proposed algorithm obtains low misalignment relative to that of the miracle S3MG algorithm with the same number of iterations because of the convergence acceleration effect of the regularization factor, as analyzed in Section III. In particular, the proposed algorithm achieves a 8 dB improvement after 5000 iterations when the sparsity is 8, as shown in Fig. 3 . This improvement confirms the analytical results in section III, i.e., tuning the regularization factor β in (8) is more effective than tuning the forgetting factor for improving the algorithm performance in a sparse system. Fig. 4 shows the misalignments of the proposed algorithm and its competitors after 5000 iterations in a stationary system VOLUME 6, 2018 FIGURE 5. Comparison of the misalignment after 5000 iterations in a stationary system with different SNRs. The competitors include the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, and the miracle-S3MG algorithm. The input signal is white Gaussian noise, and the system sparsity is 8.
with different sparsities. It can be seen that the proposed algorithm exhibits the lowest misalignment when the sparsity is no more than 64, which implies a sparse identified system. Fig. 5 repeats the comparison made in Fig. 4 , but the sparsity is 8 and different σ 2 v , which corresponds to different signal-to-noise ratios (SNRs), is examined in this case. It can be seen that the margin between the proposed algorithm and the miracle-S3MG one remains constant (about 8 dB) under any SNR, which shows that our algorithm is the most robust one among all competitors.
To compare the convergence time of the proposed algorithm and its competitors, the iterations used by them to achieve −45dB (a misalignment that most of the compared algorithms can achieve) in systems with different sparsities are given in Fig. 6 . For the algorithms whose steady-state misalignment is larger than −45dB, the iterations they use will be set to infinite. It can be seen from Fig. 6 that the OCCD-TNWL algorithm converges a little bit faster than the proposed algorithm when the sparsity is 4. However, its converge time rapidly explodes as the sparsity increases, which makes it much larger than the proposed algorithm for any sparsity larger than 8. Compared with the other algorithms, the proposed one always exhibits a faster convergence, where the margin between them is especially large in sparse systems. Such a result also verifies the conclusion we made in Section III.
The second group of simulation experiments employs an AR(1) process as the input signal and the identified system is nonstationary with σ 2 w = 10 −6 . We repeat the performance comparison in three different systems with a sparsity of 128, 32, and 8. The corresponding comparison results are shown in Figs. 7-9 . The 1 -WL-VFF-RLS fails to track this time-varying system because the maximum value of the FIGURE 6. Comparison of the iterations used to achieve a misalignment of −45 dB in a stationary system with different sparsities. The competitors include the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, and the miracle-S3MG algorithm. The input signal is white Gaussian noise.
FIGURE 7.
Comparison of the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, the proposed algorithm, and the miracle-S3MG algorithm. The input signal is an AR(1) process, and the system sparsity is 128.
forgetting factor, i.e., λ max = 0.9999, is used in the stable stage [25] . Both the SPARLS and the OCCD-TNWL algorithms exhibit a misalignment close to the miracle S3MG algorithm when the sparsity is 8 as shown in Fig 9. However, they suffer from either a poor convergence rate or tracking capability owing to the nonstationary input. The original S3MG algorithm performs almost the same as the miracle-S3MG algorithm because its forgetting factor, i.e., 0.995, is close to the ideal factor for this case [1] . The proposed algorithm performs better than all the competitors for sparse systems. In particular, the steady-state misalignment of the proposed algorithm is 2 dB lower than that of miracle-S3MG when S = 8, as shown in Fig. 9 . Comparison with Fig. 3 FIGURE 8 . Comparison of the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, the proposed algorithm, and the miracle-S3MG algorithm. The input signal is an AR(1) process, and the system sparsity is 32.
FIGURE 9.
Comparison of the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, the proposed algorithm, and the miracle-S3MG algorithm. The input signal is an AR(1) process, and the system sparsity is 8. shows that this improvement is discounted owing to the violation of Assumption 1, as discussed in Section IV. Fig. 10 and Fig. 11 repeat the experiments made in Fig. 4 and Fig. 5 respectively. The differences are that the input signal is an AR(1) process and the identified system is nonstationary for these simulations. It can be seen from Fig. 10 that the proposed algorithm performs as well as the miracle-S3MG one when the sparsity is larger than 32, while achieves an increasing improvement in misalignment as the sparsity declines. From Fig. 11 , one can find that the margin between the proposed algorithm and its miracle version remains 4 dB for SNR smaller than 20 dB.
The iterations that the proposed algorithm and its competitors use to achieve −35 dB with an AR(1) process input FIGURE 10. Comparison of the misalignment after 5000 iterations in a nonstationary system with different sparsities. The competitors include the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, and the miracle-S3MG algorithm. The input signal is an AR(1) process, and σ 2 w = 10 −6 .
FIGURE 11.
Comparison of the misalignment after 5000 iterations in a nonstationary system with different SNRs. The competitors include the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, and the miracle-S3MG algorithm. The input signal is an AR(1) process, the system sparsity is 8, and σ 2 w = 10 −6 .
are shown in Fig. 12 . It can be seen that the OCCD-TNWL algorithm uses about 100 iterations less than the proposed one when the sparsity is 4, while costs a larger convergence time otherwise. The margin between the proposed algorithm and miracle-S3MG one becomes much smaller in this case compared with that in Fig. 6 . However, the proposed algorithm still consumes less iterations than the miracle-S3MG algorithm does in systems with any sparsity. Fig. 13 examines the effect of σ 2 w on the misalignment of the proposed algorithm and its competitors. It can be seen that the 1 -WL-VFF-RLS algorithm performs worse than the original S3MG algorithm when σ 2 w > 10 −7 owing TABLE 2. Average CPU time (s) of the proposed algorithm, the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, and the miracle-S3MG algorithm.
FIGURE 12.
Comparison of the iterations used to achieve a misalignment of −35 dB in a nonstationary system with different sparsities. The competitors include the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, and the miracle-S3MG algorithm. The input signal is an AR(1) process, and σ 2 w = 10 −6 .
FIGURE 13.
Comparison of the misalignment after 5000 iterations in a nonstationary system with different σ 2 w . The competitors include the RLS algorithm, the OCCD-TNWL algorithm, the SPARLS algorithm, the 1 -WL-VFF-RLS algorithm, the S3MG algorithm, and the miracle-S3MG algorithm. The input signal is an AR(1) process, and the system sparsity is 8.
to its tracking failure. The proposed algorithm outperforms all the competitors when σ 2 w ≤ 10 −5 . Specifically, when σ 2 w = 10 −10 , an improvement of 8 dB, relative to the miracle-S3MG algorithm, is achieved. This result agrees with that in Fig. 3 , even though a Markov model is introduced and an AR(1) process is employed as the input signal. This conclusion implies that the convergence acceleration of the proposed algorithm can be maintained even if the assumptions in Section III B(a) do not strictly hold. On the other hand, when σ 2 w ≥ 10 −5 , an early stop occurs soon after initialization. Meanwhile, the misalignment of the proposed algorithm reduces close to that of the original S3MG algorithm.
The average CPU time (s) is given in Table 2 . The CPU of our computer is i7-6700HQ and the memory is 8 GB. All the compared algorithms are complied with Matlab 2013b.
VI. CONCLUSIONS
In this paper, a new cost function for a penalized RLS algorithm has been defined. The newly defined cost function combines the MD constraint with a sparse-promoting penalty, both of which are weighted by a variable regularization factor. Analytical results show that the regularization factor can control the forgetting factor so that both low misalignment and fast tracking can be achieved. Moreover, the regularization factor can accelerate the convergence rate, which is especially effective for sparse systems. According to these analyses, a method for determining the regularization factor is given by means of the change rate of the error signal power and is shown to be free of prior knowledge. Simulation results in the context of system identification confirm the analytical results and show that the proposed algorithm achieves performance very similar to that of the benchmark VFF-RLS algorithm in non-sparse systems. Additionally, lower misalignment and greater robustness than those of the benchmark algorithm can be achieved by our algorithm when a sparse system is identified. He is currently a Professor with the Department of Electronic Engineering, Fudan University, Shanghai, China. His main research interests include signal processing and its application. VOLUME 6, 2018 
