Abstract-Calibration of the spatial sensitivity functions of coil arrays is a crucial element in parallel magnetic resonance imaging (pMRI). The self-calibrating technique for sensitivity extraction has complemented the common calibration technique that uses a separate pre-scan. In order to improve the accuracy of sensitivity estimate from small number of self-calibrating data, which is extracted from a fully sampled central region of a variable-density k-space acquisition in self-calibrating parallel images, a novel scheme for estimating the sensitivity profiles is proposed in the paper. On consideration of truncation error and measurement errors in self-calibrating data, the issue of calculating sensitivity would be formulated as a regularized least squares estimation problem, which is solved by the preconditioned conjugate gradients algorithm. When applying the estimated coil sensitivity to reconstruct full field-of-view(FOV) image from the under-sampling simulated and in vivo data, the normalized signal-to-noise ratio (NSNR) of reconstruction image is evidently improved, and meanwhile the normalized mean squared error (NMSE) is remarkably reduced, especially when a rather large accelerate factor is used.
I. INTRODUCTION
Parallel magnetic resonance imaging (pMRI) is a rapid acquisition technique and considered to be one of the modern revolutions in the field of MRI. The technique simultaneously samples the reduced k-space data and uses the information from multiple receivers to reconstruct full Field-Of-View (FOV) image. In parallel imaging, since a certain amount of the spatial encoding, traditionally achieved by the phase-encoding gradients, is substituted by evaluating data from several coil elements with spatially different coil sensitivity profiles, the choice of sensitivity calibration strategy is at least as important as the choice of reconstruction strategy [1] .
Unfortunately, the existing techniques for determining sensitivity functions are not satisfactory. The most common technique has been to derive sensitivities directly from a set of reference images obtained in a separate calibration scan before or after the accelerated scans. This calibration step can prolong total examination time, partially counteracting the benefits of decreased acquisition time associated with PMRI. Meanwhile, it also introduces a possible source of error into the PMRI reconstruction, as it is difficult to ensure that the patient and coil array will be in the same positions during both the calibration scans and the accelerated data acquisitions. Adaptive sensitivity estimation is another technique for determining sensitivity functions, which is a major concern in dynamic imaging applications. Based solely on the data from accelerated scans, the method uses "unaliasing by Fourier-encoding the overlaps using the temporal dimension" (UNFOLD) [2] to generate lowtemporal-resolution, aliasing-free reference images for sensitivity estimation. However, UNFOLD is limited to dynamic applications in which at least half FOV remains static over time.
A more general method is the self-calibrating technique, which also eliminates a separate calibration scan but acquires variable-density k-space data during the accelerated scan [3, 4] . In addition to the down-sampled lines at outer k-space, the variable-density acquisition includes a small number of fully sampled lines at the center of k-space, known as auto-calibration signal (ACS) lines in generalized auto-calibrating partially parallel acquisitions (GRAPPA) [5] , namely self-calibrating lines. (1) In general, the approximation in Eq.(1) requires the range of spatial frequencies cover in the self-calibrating lines is much broader than the spatial frequency band of the coil sensitivity functions [8] . However, this increase the acquisition time associated with pMRI and contradicts the goal of pMRI. If a small number of self-calibrating lines are used, truncation of high spatial frequency components of transverse magnetization f( r r ) results in Gibbs ringing artifacts in the extracted sensitivity reference images. These ringing errors become serious especially at locations where the object transverse magnetization has high-spatial-frequency components. However, these Gibbs ringing errors in reference images cannot be canceled by the division of their SoS combination as Eq.1, and can hardly be reduced by the commonly used polynomial-fitting [9] or waveletdenoising [10] techniques for sensitivities. Consequently, the pMRI reconstruction interprets varying degrees of Gibbs ringing as actual features of the sensitivities, and corresponding sensitivity-mismatch artifacts can result. Therefore, to improve the sensitivity accuracy with a small number of self-calibrating lines is crucial for pMRI to achieve a high acceleration.
Towards quieter and faster imaging, the paper would study the method for improving the accuracy of sensitivity estimate from small number of self-calibrating data, and the quality of reconstruction images would be used to evaluate the effectiveness of the proposed method. Using only the self-calibrating data in a variable-density acquisition, a novel method for estimating the sensitivity profiles would be proposed in the paper. On consideration of Gibbs ringing artifacts and noise in sensitivity reference images, which is generated from selfcalibrating data, this method would view the issue of estimating c l ( r r ) from these images as a linear estimation problem, and regularized least-squares methods are used to estimate the sensitivity profiles. In order to obtain the stable solution, the conjugate gradients algorithm, together with an acceleration scheme as circulant preconditioner, is used to solve this estimation problem. In the paper, the suitable number of self-calibrating central lines for generating the sensitivity reference images would also be discussed. In combination with the generalized encoding matrix (GEM) reconstruction [11] method, the effectiveness of this self-calibration method would be demonstrated via phantom and in vivo brain imaging study. ) ) representing a total number of acquired data points measured in the presence of various frequency-and phase-encoding gradients. The measurement errors ε l are modeled by additive, complex, zero-mean white gaussian noise [12, 13, 14] .
II. THEORY AND METHODS

A. Figures and
With only a modest loss of generality [15] , the integral in Eq. (2) may be approximated with a discrete sum: 
Here the vector index r r in the sum indicates a summation over all discrete pixel positions in the image. Simplifies Eq.(3) and yields the following matrix-vector equation:
For coil sensitivity varies slowly as a function of dominant spatial variations position, low-resolution invivo images suffice to form sensitivity references data [16] . In self-calibrating parallel imaging, the variabledensity data acquisition schemes are usually adopted (see Fig.1 ). Here, k-space is effectively split into two regions: a central region in which all phase-encode lines are fully sampled, and an outer region in which the lines are uniformly under-sampled. low-resolution would be calculated by the sum-ofsquares (SoS) combination of these reference images, which can be the low-resolution reconstruction image and noted as G in the paper. At last, the following model would be used to calculate the sensitivity profiles:
As shown in Eq. (6), a certain approaches might be taken to remove the magnetization distribution and isolate the encoding effects of pure coil sensitivities.
B. References Regularized least-squares estimation of coil sensitivity maps
Because c l appears linear scaling in Eq. (6), the problem of estimating c l would be a linear estimation problem, which can be resolved by minimizing the following regularized least-squares cost function:
Where ĉ l denotes the estimation values of c l , and y l reference denotes the sensitivity reference images; R(c l ) is regularizing roughness penalty functions that encourages piecewise-smooth estimates, and β is regularized parameters that control the smoothness of the estimates. Thus, our goal is to compute an estimate ĉ l of c l from by finding the minimum of the objective function Ф(c l ).
In Eq. (7), an open problem is how to best choose the regularizer R(c l ). If this term is not included, then the sensitivity estimate ĉ l will suffer from noise and Gibbs ringing artifacts because this inverse problem is illconditioned. The simplest choice is Tikhonov regularization, another choice is a quadratic roughness penalty function, which penalizes differences between neighboring pixel values. The following regularizing penalty function would be used in this paper:
Where φ is a convex potential function, and K is the number of pairs of neighboring pixels; D is a K×n d matrix, and each row of D contains one "+1" and one "-1" entry so that [Dc l ] k corresponds to the difference between two neighboring pixel values. For coil sensitivity is assumed smooth, the quadratic potential function φ(t)=t 2 /2 would be adopted and second-order differences are used for all results in our study. The quadratic potential function is convenient for minimization [17] , but it has the drawback of smoothing image edges, particularly if the regularization parameter β in Eq. (7) is too large.
C. Minimization using preconditioned conjugate
gradients algorithms Under the above assumptions, we can determine the unique minimizer ĉl of the cost function Ф(c l ) by finding the zero of its gradient. For differentiable regularizers, the gradient of Ф(c l ) is expressed as:
Where H is the Hessian matrix of Ф(c l ); H=G′G+βD′D; b G′ ≌ y l reference is essentially a "back projection" of y l reference ; ′ and  are respectively the conjugate and gradient operators.
For the quadratic penalty, the zero of the gradient is "simply" the solution of the linear system of equations H ĉ l =b. However, due to the size of H for realistic image sizes, we cannot compute directly the analytical solution. Thus, the iterative methods as preconditioned conjugate gradients (PCG) algorithm would be used to compute ĉ l . For quadratic objectives, preconditioning the CG algorithm is equivalent to solving the transformed linear system of equations M
b, where M is the preconditioner matrix. The ideal preconditioner would be M=H -1 because the convergence rate of the CG algorithm generally improves as the condition number of MH decreases toward unity. Since we cannot compute H-1 for large nd pixels, the circulant preconditioner is put forward to approximate H -1 , which defined as M T′Q′Ω ≌ 1 (β)QT [18] , where the matrix T is the identity matrix; Q is the orthonormal version of the 2-D discrete Fourier transform (DFT) operator, and Ω(β) is a diagonal matrix for any β such that: H l ≈T′Q′Ω l (β)QT. In general, Ω consists of the 2-D DFT coefficients of the column of H corresponding to the pixel at the center of the image.
D. Post-processing
As mentioned earlier, system of Eq. 7 is underdetermined and only the "low-resolution" of SoS reconstruction image is used to calculate the sensitivity profile, so that the reconstruction image is not necessarily identical to a typical SoS reconstruction image, especially when the sensitivity profiles estimated by Eq. (7) with different regularization parameters are used. This difference manifests itself as slight changes in intensity distribution. By multiplying the reconstruction image with the root of the sum of squares of the estimated coil sensitivities and dividing the coil sensitivities by the same quantity, this difference can be removed in a simple step. Although not strictly necessary, this post-processing is useful when calculating the normalized mean squared error (NMSE) of the reconstruction images with the SoS of full images as the gold standard. Nevertheless, it is not necessary for this post-processing when the normalized signal-to-ratio(SNR) of reconstruction images is used to quantitatively evaluate the proposed method.
III. DATA ACQUISITION AND ANALYSIS
A. Data Acquisition
Unaccelerated anatomical images of a standard resolution phantom were obtained from a 3T (Siemens Medical Solutions) human using an 8-channel head array coil. Imaging parameters: echo time (TE)=3.45ms, repetition time (TR)=2530ms, T1=1100 ms, Flip angle=7deg, slice thickness=1.33mm, FOV=256*256 mm. The B1 coil maps were calculated using Biot-Savart's law, and the fully sampled k-space data were obtained by inverse Fourier transforming the acquired unaccelerated images.
A in-vivo fully sampled brain dataset was obtained from PULSAR(a matlab toolbox for parallel MRI) [19] , which was acquired using MR systems with eightchannel head array and multi-channel receiver from a healthy male volunteer with fast spoiled gradient-echo sequence, TR/TE =300/10 ms, matrix size = 256×256, tip angle=15° and FOV = 22*22 cm.
To simulate the under-sampled datasets in the manner of traditional variable-density data acquisition, the acquired full-sampled k-space data was decimated using reduction factors, namely accelerated factor R=2, 3, 4 and 5 for simulated and in vivo dataset. Meanwhile, the central k-space data were fully sampled to generate the sensitivity reference images. The number of central lines along phase-encode was chosen between 6 and 32.
B. Analysis
The accuracy estimation of coil sensitivity is a major determinant of the quality of parallel magnetic resonance image reconstructions. Self-calibration parallel imaging techniques can eliminate the need for an external sensitivity reference, making reconstruction image less susceptible to miscalibration and image degradation. However, in self-calibration parallel imaging, the sensitivity profiles calculated by Eq.(1) might have the information of transverse magnetization distribution, Gibbs ringing and noise from the data acquisition, and result in the degradation of reconstruction image. In order to improve the accuracy of coil sensitivity estimation, we propose the regularized least-squares method to estimate the coil sensitivity profiles from the reference images, and image reconstructions are implemented by GEM reconstruction method in the MATLAB programming language to test our method.
For the regularized least squares method, choosing the regularization function was a key problem. According to the characteristics of sensitivity function, we would adopt a quadratic differentiable penalty function. For regularized least squares estimating sensitivity profiles is a large linear estimation problem, direct solution methods like the Cholesky factorization are not practical. In this case, an iterative technique known as the conjugate gradient (CG) method, together with an acceleration scheme circulator preconditioning, provides us a very efficient means of solving this linear system [18, 20] .
In order to comparative evaluation, two sets of coil sensitivity profiles would be used in our study. One set of coil sensitivity profiles is called rough sensitivity map, which are directly estimated from the internal reference images by Eq.(1); The other set is called RLS sensitivity maps, which are estimated by PCG algorithm to resolve Eq.(7). They would be used to reconstruct full FOV images, and the quality of reconstruction image would be target for evaluating the accuracy of estimated sensitivity profiles. In order to quantitative analyze the quality of reconstruction image, signal-to-noise ratio (SNR) and the normalized mean squared error (NMSE) of image would be calculated. However, we would never explicitly calculate the pure sensitivities in the self-calibrating reconstruction. For the purposes of comparative evaluation, we are interested in determining SNR normalized relative to an optimal image from the corresponding un-accelerated acquisition, so the so-called pixel-to-pixel normalized SNR would be used as Eq.10 in the paper. Fig.2 shows the B1 maps, the reference images, rough sensitivity maps and RLS sensitivity profiles of 8 receiver coils in simulated study. In Fig.2 , the B1 maps are calculated by Biot-Savart's law; the reference images are extracted from 16 self-calibrating lines along phase encoding. From the reference images, the rough sensitivity maps are calculated by Eq.(1), and RLS sensitivity profiles are estimated by Eq.(7). In order to solve Eq.(7), iterative method preconditioned CG algorithms are used to estimating the sensitivity profiles, Figure2 . Reference images and sensitivity profiles of individual receiver coil. Here, the reference images are extracted from central k-space data and number of central lines was 16 . From reference images, rough sensitivity profiles and RLS sensitivity profiles are estimated by Eq. (2) and Eq. (7) respectively. For RLS sensitivity profiles, iterative order=8, regularized parameter β=4, the quadratic potential function φ(t)=t 2 /2, different order=2. Figure 3 . The first row shows the reconstruction images from a set of eight-channel under-sampling data using (a) simulated b1 maps (b) rough sensitivity profiles (c) RLS sensitivity profiles. Here, the reduction factor R was 4.Their pixel-to-pixel normalized SNR maps are also showed on the second row. where regularizing penalty function R(c l ) adopts a convex differentiable function for quadratic penalizing second finite differences of c l . RLS sensitivity profiles in Fig.2 are obtained after 8 orders iterative, and the initial guess for iterative procedure is the edge of reference images detected by Canny method.
IV. RESULTS
A. Simulated results
Using the coil sensitivity maps shown as Fig.2 , full-FOV images are reconstructed from the uniform undersampling data by GEM reconstruction method. Fig.3 shows the reconstruction images and their pixel-to-pixel normalized SNR maps when acceleration factor 4 is used.
With the SoS of full images as the gold standard, Table. 1 lists mean of normalized SNR and NMSE of reconstruction images respectively using B1 maps, rough sensitivity profiles and RLS sensitivity maps shown in Fig.2 . In Table 1 , rough sensitivity maps and RLS sensitivity maps are estimated from 16 self-calibrating lines data. Using these RLS sensitivity maps, the standard deviation of normalized SNR of reconstruction images from under-sampling data of reduction factor R= 2, 3, 4 and 5 are 0.0831, 0.1295, 0.1063 and 0.0557 respectively.
As a self-calibrating technique, the suitable number of central k-space phase-encoding lines for generating the internal sensitivity reference images is also studied in the paper. In Fig. 4a and b, the mean of normalized SNR and NMSE of reconstruction images from the different undersampling data are plotted as a function of the number of self-calibrating data lines. Fig.4a shows mean of normalized SNR of the reconstruction images which use the rough sensitivity and RLS sensitivity profile, while Fig.4b shows NMSE of reconstruction images. As seen in Fig.4 , mean of normalized SNR of the reconstruction images is improved, and NMSE of reconstruction images is remarkably reduced.
B． In vivo study results
Fig .5 shows the reference images, rough sensitivity maps and RLS sensitivity profiles of eight receiver coils respectively for in vivo study. In Fig.5 , the reference images are extracted from the fully-sampled data in 16 central k-space lines along phase encoding direction. From the reference images, the rough sensitivity maps are calculated by Eq. (1), and RLS sensitivity profiles are estimated by Eq. (7), which is resolved by iterative method PCG algorithms as above simulated study. (1), and RLS sensitivity estimated by Eq. (7) , which solved by PCG algorithm, the parameters: iterative order=8, regularized parameter β=3, the quadratic potential function φ(t)=t 2 /2. (1); (c) RLS sensitivity profiles estimated by Eq. (7), which is solved by the same method as RLS sensitivity in Fig.2 . Figure 6 . The first row shows in vivo reconstruction images using RLS sensitivity profiles in Fig.4 , which from the under-sampling data when accelerated factor R is 2, 3, 4 respectively. The second row shows their pixel-to-pixel normalized SNR maps as (a) (b) (c). Figure7. (a) Mean normalized SNR and (b)NMSE of reconstruction images. Here, rough denotes rough sensitivity; RLS denotes RLS sensitivity profiles. They are extracted respectively from 6 to 32 self-calibrating lines, and reconstruction images from undersampling data when accelerated factor R is 2, 3, 4.
Using the rough sensitivity profiles and RLS sensitivity shown in Fig.5 , the full-FOV MR images reconstructed from the under-sampled in vivo data by GEM reconstruction method are shown in Fig.6 , when reduction factor R=2,3,4 is used.
Using rough sensitivity and RLS sensitivity profiles as shown in Fig.5 , Table. 2 list mean of the normalized SNR and NMSE of reconstruction images respectively from the under-sampling data of accelerate factor R= 2, 3, 4 and 5.
Same as simulated study, the suitable number of selfcalibrating lines for generating the sensitivity reference images is also studied via in vivo study. Fig.7 shows the mean of normalized SNR and NMSE of reconstruction images from the different accelerate data are plotted as a function of the number of self-calibrating data lines. As seen in Fig.7 , when RLS sensitivity profiles are used, mean of normalized SNR of the reconstruction images is improved, and NMSE of reconstruction images is remarkably reduced compared with rough sensitivity profiles used.
V. DISCUSSION
The accuracy of coil sensitivity estimates is a major determinant of the quality of parallel magnetic resonance image reconstructions. Self-calibrating the coil sensitivity profiles can eliminate the need for an external sensitivity reference, and thereby reduces total examination time. The paper proposed a novel self-calibrating sensitivity method, which viewed the issue of estimating the sensitivity profiles from self-calibrating data as a linear estimation problem [21, 22] . On consideration of measurement errors and truncation error, the regularized least-squares method was used to estimate the sensitivities profiles. When the estimated sensitivity profiles were used to reconstruct full FOV image from under-sampling data, as seen in Table1 and Table 2 , the quality of reconstruction images was remarkably improved.
Through the methods proposed and the experiment presented, the following aspects could be taken into account:
(1) In self-calibration parallel imaging, the number of fully-sampled central lines for generating the internal reference images must be carefully chosen. In order to be faster imaging, it shouldn't be necessary to acquire much self-calibrating data. However, when a small number of central lines data are used for sensitivity estimation, these data are truncated from the original full data with a small truncation window, which causes the estimated sensitivities to have serious Gibbs ringing. In our study, the number of self-calibrating lines is chosen between 6 and 32. As seen in Fig.4 , when self-calibrating lines is smaller than 10, because of Gibbs ring artifacts, NMSE of reconstruction image would be increased and mean of normalized SNR be decreased, and these Gibbs ringing artifacts couldn't be removed even by our method. On the other hand, as the number of self-calibrating lines increases, NMSE would decrease and normalized SNR would increase. However, more self-calibrating lines imply slower imaging. For a fixed acceleration factor R, acquiring more fully sampled lines at the center of kspace reduces the Gibbs ringing, but at the price of reducing the true acceleration factor, called as net acceleration factor, which calculated by the following expression for a variable-density acquisition:
Where N center denotes the number of fully sampled central lines in k-space; N full denotes the number of phase encoding lines. For example, when the acceleration factor is 4 and N full is 128, the net acceleration factor calculated by Eq. 12 is 3.5, 3.36, 3.24, 3.12, 2.9, 2.7, 2.56, 2.41, 2.28 respectively for 6, 8, 10, 12, 16, 20, 24, 28 , 32 lines self-calibrating data.
Consequently, we must be faced with the question that is how to balance the number of central lines and the acceleration factor R in self-calibrating parallel imaging. In our study, the number of lines at the center of k-space would be firstly taken into account, which should be enough so that the coil sensitivities can be fully characterized. In practice, the precise lower limit on Ncenter that are necessary will depend on both the coil array being used and the geometry of the imaged plane. After the number of central lines is fixed on, improving acceleration factor R can increase the net acceleration factor so as to achieve the desired net acceleration factor.
As seen in Fig.6 , Table 1 and Table 2 , acceleration factor R is the main element of degrading the quality of reconstruction images, but the exact coil sensitivity could partly alleviate this contradiction. In self-calibrating parallel imaging, the accuracy of coil sensitivity estimates depends on both the internal reference images and the effective method which can leave information about the spatial frequency content of the coil sensitivities nearly disturbed from any error in reference images.
(2)On consideration of measurement errors and truncation error in sensitivity reference images, the regularized least squares method is used to estimate the accuracy sensitivity profiles. For this method, choosing both the regularizing penalty function and the regularization parameter β is a key issue. They control the smoothness of the estimates can ensure that the iterative algorithm converges to a stable resolution. For the sensitivity profiles varies slowly as a function of spatial position and is assumed smooth, the quadratic regularization is preferable. Moreover, quadratic penalty function has the advantage of being differentiable and easy to analyze, especially with Gaussian noise.
Selection of the regularization parameter β is another practical challenge with regularized methods. When β is very small, filtering of the noise is inadequate. On the other hand, larger β could filter out the noise and Gibbs artifacts, but the object own "decoding key" is also filtered and lead the reduction of normalized SNR. "Lcurve" method is the common method for choosing β. However, this method is expensive because it requires evaluating ĉl for several values of β. For quadratic regularization, there is a well-developed theory for choosing β in terms of the desired spatial resolution properties of the coil sensitivity maps. Based on this theory, Fessler et al proposed that simple measures like full width at half maximum (FWHM) might be reasonable resolution metrics. In our study, regularization parameter β was simply chosen between 0.25 and 32. Through trial in terms of the quality of reconstruction image, regularization parameter 3 was confirmed suitable.
(3)The solution to the linear estimation problem Eq. 7 is another issue in our study. In order to solve Eq. 7, the following symmetric positive definite(SPD) linear system is used in this paper:
Where D is penalty 'derivatives' vector defined above, and D′ D=R; D′ denotes conjugate operation of D; S=G′ G; b=G'ylreference. For S in Eq. 13 is SPD, the preconditioned CG algorithm is used to efficiently resolve it. Compared with CG algorithm, the iterative order is reduced from 256 to 8, and then the stable solution could be obtained. However, the PCG algorithm requires a preconditioning step, while CG does not.
(4)The initial guess is important for iterative estimating the sensitivity profiles by CG algorithm. In our study, the initial guess is the edge of individual calibration images, which acquired by Canny method. Compared with the zeros and uniform initial guess, this initial guess evidently improves the accuracy of sensitivity profiles estimates and result in higher quality of reconstruction images. Through our study, it is found that the edge acquired by different method for initial values could affect the accuracy of sensitivity profiles estimate. Consequently, the accuracy edge of calibration images would be main cause for estimating sensitivity by CG algorithm.
(5)In our study, only the self-calibrating data is used to regularized least squares estimate the sensitivity profiles. However, a determination of coil sensitivities from only the center of k-space does not take advantage of all available information. Although the information about a smooth coil profile is mostly localized in the kspace center, the measured data represents the convolution of the coil profiles with the object function which shift information from the center of k-space to its outer parts. An optimal method for estimating the sensitivity should exploit all available k-space data rather than only a small part in its center. Ying et al and Uecker et al recently proposed that image reconstruction and sensitivity estimation should be joint by iteratively optimizing both the coil sensitivities and the image content until a joint solution was found.
(6)The study indicates that artifact and noise suppression in the reconstructed image could be achieved by improving the reliability of the coil sensitivity maps.
However, in order to remarkably improve the quality of reconstruction image, the constrained reconstruction was generally shown to be an effective method [23, 24, 25] .
VI． CONCLUSIONS
In the present work, a novel scheme for estimating sensitivity profiles from self-calibrating data was proposed and examined. According to mean NSNR and NMSE of reconstruction images, the sensitivity profiles estimated by this method could evidently improve the quality of reconstruction image, especially when a rather large accelerate factor was used.
