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We study a model of neuronal specialization using a pol-
icy gradient reinforcement approach. (1) The neurons sto-
chastically fire according to their synaptic input plus a
noise term; (2) The environment is a closed-loop system
composed of a rotating eye and a visual punctual target;
(3) The network is composed of a foveated retina directly
connected to a motoneuron layer; (4) The reward depends
on the distance between the subjective target position and
the fovea and (5) the weight update depends on the
Hebb-like product r(t)Zij(t) where r(t) is the reward and
Zij(t) is a Hebbian trace updated according to the product
[Si(t)-Fi(t)] ej(t), where Si(t) is the post-synaptic spike, Fi(t)
is the firing probability and ej(t) is the pre-synaptic activity
[1,2].
Several temporal scales are to be considered when mode-
ling such neuromimetic controller systems. First, the typi-
cal integration time of the neurons is of the order of few
milliseconds. Second, the motor commands have a dura-
tion on the order of 100 ms. In the design of an adaptive
controller, this temporal mismatch must be taken into
account.
For that, we consider that the firing probability is moni-
tored by a "pink noise" term whose autocorrelation is of
the order of 100 ms, so that the firing probability is over-
estimated (or underestimated) for about100 ms periods.
The rewards occurring meanwhile assess the "quality" of
those elementary shifts, and modify the firing probability
accordingly.
Every motoneuron being associated to a particular angu-
lar direction, we test at the end of the learning process the
preferred output of the visual cells. We find that accord-
ingly with the observed final behavior, the visual cells
preferentially excite the motoneurons heading in the
opposite angular direction (see Figures 1 and 2).
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(Left) Network scheme. The visual layer is composed of 256 neurons sending excitatory axons toward a motor layer com-
posed of 32 neurons. The motor neurons inhibit each other. A slow noise b(t) is added to every neuron of the motor layer. 
(Right) Initial average motor output for a target appearing at the considered subjective position.Page 2 of 3
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Final average motor outputigure 2
Final average motor output.
