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Re´sume´ : Dans [5], nous avons de´veloppe´ une me´thode ge´ne´rale, ayant permis de montrer
que les deux premiers espaces de la cohomologie de Chevalley locale de l’alge`bre
des ope´rateurs diffe´rentiels sur une varie´te´, a` valeurs dans les fonctions, sont
isomorphes aux espaces correspondants de la cohomologie de de Rham. Nous
appliquerons a` pre´sent notre technique au calcul du troisie`me espace de coho-
mologie.
Mots-cle´s : Complexe de Chevalley, repre´sentation symbolique.
Classification : 17 B 56, 17 B 66
Third cohomology space of the Lie algebra
of differential operators on a manifold,
with coefficients in the space of functions
Abstract : In [5], we constructed a general method, which allowed us to show that the first
and second term of the local Chevalley-Eilenberg cohomology of the algebra of dif-
ferential operators on a manifold, with coefficients in the space of functions, are
isomorphic to the corresponding spaces of the de Rham cohomology. It now will
be proved, by the same method, that this result also holds for the third cohomology
spaces.
Key-words : Chevalley-Eilenberg complex, symbolic representation.
Classification : 17 B 56, 17 B 66
1 Introduction
Notons N l’espace C∞(M) des fonctions d’une varie´te´M et de´signons par E0 l’espace
gl(N)loc, n.c. des ope´rateurs locaux de N dans N - i.e. des ope´rateurs diffe´rentiels surM -
qui sont nuls sur les constantes. Il est clair que E0 est une alge`bre de Lie, admettant N
comme espace de repre´sentation.
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Le crochet de Nijenhuis-Richardson [4] munit l’espace E des applications multi-
line´aires, antisyme´triques de N × · · · ×N dans N , qui sont locales et nulles sur 1 ∈ N ,
d’une structure d’alge`bre de Lie gradue´e.
Soient (∧(E0, N)loc, ∂) et (∧alt(E)−1,loc, ∂) les complexes associe´s a` E0 repre´sente´ sur
N resp. a` E ope´rant sur lui-meˆme, toutes les cochaˆınes e´tant locales resp. locales et de
poids −1. Les cohomologies de ces espaces diffe´rentiels sont telles que [3]
Halt(E)−1,loc = H(ker θ)⊕H(E0, N)loc,
ou` θ de´signe l’application “restriction des cochaˆınes alterne´es a` E0 × · · · × E0”.
Dans [5], nous avons montre´ que les espaces de degre´ 0, 1 et 2 de la cohomologie de
E0 sont isomorphes aux espaces correspondants de la cohomologie HDR(M) de de Rham.
Nous utiliserons a` pre´sent la me´thode et les re´sultats de [5], pour e´tablir le
The´ore`me 1.1 Si M est une varie´te´ de classe C∞, de dimension m ≥ 3, se´pare´e,
a` base de´nombrable et connexe, on a
Hp(E0, N)loc ≈ HpDR(M), ∀p ∈ {0, 1, 2, 3}.
On dispose alors d’une partie du calcul des premiers espaces de la cohomologie
gradue´e, inte´ressants en the´orie des de´formations. Cette motivation est plus que jamais
d’actualite´, le re´sultat re´cent de M. Kontsevich [2], selon lequel l’alge`bre des fonctions
des varie´te´s de Poisson est toujours de´formable, sugge´rant fortement l’existence, dans la
cohomologie gradue´e, de classes canoniques “universelles”, lie´es aux de´formations de N
et a` leur classification.
La technique de calcul de´veloppe´e dans [5], est base´e sur la repre´sentation symbolique
des de´rive´es par des formes line´aires sur IRm, la graduation de l’espace des p-cochaˆınes
et l’ordre total sur les termes homoge`nes.
La symbolisation de l’e´quation de cocycle conduit a` une e´quation purement
alge´brique, plus simple que l’original, dont la re´solution fournit des conclusions-images,
qu’il suffit de re´interpre´ter.
Le terme homoge`ne T~a~r = T
a0...ap−1
r0...rp−1 (ai ∈ IN, ri ∈ IN∗) d’une p-cochaˆıne T , appele´
monoˆme de degre´ (~a/~r) de T , est la somme des termes d’ordre (a0, . . . , ap−1) de T e´value´
sur des ope´rateurs diffe´rentiels homoge`nes d’ordres respectifs r0, . . . , rp−1. Ces monoˆmes
sont ordonne´s par l’ordre lexicographique associe´ a` l’ordre total de´fini par
(ai/ri) < (aj/rj)⇔ ai + ri < aj + rj ou (ai + ri = aj + rj et ri < rj).
Il importe que l’ordre sur les monoˆmes soit compatible avec l’ope´ration de cobord i.e.
que le plus petit des monoˆmes de ∂T auxquels T~a~r contribue, soit d’autant plus petit que
T~a~r l’est. En effet, si T de´signe un cocycle, nous le corrigeons par des bords et prouvons
que les monoˆmes successifs du cocycle cohomologue sont nuls. On peut alors annuler
un monoˆme T~a~r moyennant l’e´quation (∂T )
~A
~R
= 0, ou` (∂T )
~A
~R
est le plus petit monoˆme du
bord auquel T~a~r contribue, cette e´quation ne renfermant en principe que T
~a
~r .
Dans la suite, nous nous servirons des notations et re´sultats de [5], sans nous y
re´fe´rer toujours explicitement.
Pour prouver 1.1, il suffit de de´montrer la
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Proposition 1.2 L’espace de cohomologie H3(E0, N)loc (E0 = E0Ω, N = C∞(Ω),
Ω : ouvert contractile de IRm) est nul en dimension m ≥ 3.
Ce calcul est plus technique que ceux des premier et deuxie`me espaces. L’invariance
sous gl(m, IR) n’apparaˆıt encore que graduellement, phe´nome`ne lie´ a` l’absence dans E0
d’un ide´al raisonnable, supple´mentaire a` gl(m, IR). De plus, des termes de bords formels
de cochaˆınes syme´triques et deux familles de monoˆmes critiques - difficiles a` annuler
- apparaissent. La premie`re ne peut eˆtre annule´e que graˆce a` la construction d’une
cochaˆıne, chaˆıne de “cochaˆınes e´le´mentaires”, telle que le monoˆme minimum de son
bord soit la somme des contributions oppose´es de ses deux premiers maillons. Cette
compensation, re´ite´re´e jusqu’a` e´puisement des paires de maillons successifs, conduit
finalement a` un monoˆme minimum, ayant exactement le degre´ et la forme requis. La
proce´dure annulant les monoˆmes de la seconde famille, de´pend de la valeur du parame`tre.
S’il est pair, le monoˆme disparaˆıt apre`s le choix convenable d’un coefficient arbitraire
dans un bord retranche´ pre´alablement. Sinon, le monoˆme engendre une “chaˆıne de
survivants”, finalement entie`rement annule´e par l’effacement de son dernier maillon.
La preuve se fait en six e´tapes, chaque e´tape constituant l’objet d’une section. Les
raisonnements sont en principe valables pour toutm ≥ 3, mais l’argumentation ne´cessite
quelques raffinements ponctuels en dimension 3. Ces endroits seront marque´s d’un
aste´risque et les affinages seront donne´s dans la section VII.
Afin de simplifier les notations au maximum, nous e´crirons iDj et T
a b c
r s t (0 1 2;
Xr0 X
s
1 X
t
2) (et meˆme simplement T
a b c
r s t , si aucune confusion n’est a` craindre) au lieu de
ηiDηj resp. T
a b c
r s t (η
0, η1, η2;Xr0 , X
s
1 , X
t
2).
2 Etude des monoˆmes a` une ou plusieurs colonnes (11)
Proposition 2.1 Tout 3-cocycle de E0 (E0 = E0Ω, m ≥ 3) est cohomologue a` un
cocycle T a` coefficients constants, invariant sous l’action de gl(m, IR), sans colonne(
0
1
)
et tel que
T 1 1 11 1 1 = k tr ([., .].) (k ∈ IR),
T 1 1 t1 1 t = 0 (t ≥ 2)
et
T 1 b c1 s t =

(
b c
s t
)
6∈
{(
τ 1
1 τ
)
: τ ≥ 2
}
: 0
(
b c
s t
)
∈
{(
τ 1
1 τ
)
: τ ≥ 2
}
: X t21(kX02X10 + k
′X00X12) (k′ ∈ IR)
((
1
1
)
<
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
)
(tr ([., .].) : trace antisyme´trise´e du produit de trois matrices).
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Soit T ∈ ∧3(E0, N)loc ∩ ker ∂. On sait qu’on peut supposer T eˆtre a` coefficients
constants et sans colonne
(
0
1
)
.
Le monoˆme minimum T 1 1 11 1 1 de T est alors donne´ par
T 1 1 11 1 1 = k tr ([., .].) (k ∈ IR).
En proce´dant comme en [5, V.2] et en notant que ∧2inv(gl(m, IR), IR) = {0}, on
constate que
T 1 1 c1 1 t = 0
((
1
1
)
<
(
c
t
))
.
Etudions maintenant les monoˆmes du type T 1 b c1 s t
((
1
1
)
<
(
b
s
)
≤
(
c
t
))
.
Vu [5, IV.2.1], on a
(∂T )1 1 b c1 1 s t = −∂ρT 1 b c1 s t + I + II a
((
k
α
)
6=
(
1
1
))
+II b
((
k + l
α
)
6=
(
1
1
))
. (1)
Il est clair qu’il n’existe pas de compensation de type I (car une telle compensation
serait due a` un monoˆme contenant une colonne
(
0
1
)
). S’il y avait une compensation
de type II a, elle serait obtenue par cre´ation de
(
b
s
)
et serait donc engendre´e par le
monoˆme
T c+b−` 1 1t+s−` 1 1 = T
1 1 1
1 1 1 (` ∈ {1, . . . , s}).
Par conse´quent, on aurait ` = s, t = 1 et b + c = 1 + s. D’autre part, les conditions
k ≤ b0 et (k, α) 6= (0, `) donneraient b ≤ 1 resp. b 6= 0. Ainsi, b = 1, c = s et le monoˆme
e´tudie´ serait T 1 1 s1 s 1 , ce qui est absurde. S’il existe une compensation de type II b, elle
est fournie par le monoˆme
T c+b−` 1 1t+s−` 1 1 = T
1 1 1
1 1 1 (` ∈ {1, . . . , b}).
Comme k ≤ b0, on a k = 0 et ` = b ou k = 1 et ` = b− 1. La condition α ≤ s0 entraˆıne
que s = 1 et l’exigence (k, α) 6= (b0, s0) implique que k = 0 et ` = b. Il s’ensuit que
c = 1 et t = b, de sorte que le monoˆme e´tudie´ est T 1 t 11 1 t (t ≥ 2). Inversement, si l’examen
porte sur un tel monoˆme, on a la compensation
X t32 (X2DX3)T
1 1 1
1 1 1 (3 0 1;X3 X0 X1) = k X
t
32 tr([0⊗X0, 1⊗X1] 3⊗X2).
Posons dans ce cas
B1 t 11 1 t(1 2 3;X1 X2 X t3) = k X t32 tr(1⊗X1 . 3⊗X2) = k X13 X21 X t32
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et notons Bt la 3-cochaˆıne (a` coefficients constants et sans colonne
(
0
1
)
) de E0 que four-
nit l’antisyme´trisation de B1 t 11 1 t. On ve´rifie facilement que la pre´ce´dente compensation
n’est autre chose que
(∂ρB1 t 11 1 t)(0⊗X0, 1⊗X1)(2 3;X2 X t3)
(rappelons que conforme´ment a` la convention faite en I, 0, 1, 2 et 3 repre´sentent des
formes line´aires η0, η1, η2, η3 sur IRm).
Si le monoˆme e´tudie´ T 1 b c1 s t n’est pas du genre T
1 t 1
1 1 t , ou` t ≥ 2, (1) montre que
T 1 b c1 s t ∈ Eb cs t,inv ⊗ ∧1inv(gl(m, IR), IR)
(a` un bord pre`s). Si T 1 b c1 s t est de la forme T
1 t 1
1 1 t (t ≥ 2), l’application de [5, IV.2.3] au
monoˆme T 1 t 11 1 t − B1 t 11 1 t de la cochaˆıne T − Bt donne
T 1 t 11 1 t − B1 t 11 1 t ∈ Et 11 t,inv ⊗ ∧1inv(gl(m, IR), IR)
(quitte a` corriger par un bord). Par conse´quent,
T 1 b c1 s t =

∑
s 6=
∑
i : 0
∑
s =
∑
i

(
b c
s t
)
6∈
{(
τ 1
1 τ
)
: τ ≥ 2
}
: tr U b cs t(
b c
s t
)
∈
{(
τ 1
1 τ
)
: τ ≥ 2
}
: B1 t 11 1 t + tr U t 11 t
((
1
1
)
<
(
b
s
)
≤
(
c
t
))
,
ou` Uβ γσ τ est un invariant de l’espace de repre´sentation correspondant. Remarquons que
quel que soit s ≥ 2, T 1 s s1 s s = tr U s ss s = 0 (argument de syme´trie) et qu’ainsi T 1 b b1 s s = 0,
pour tout
(
b
s
)
>
(
1
1
)
.
Passons a` l’e´tude des monoˆmes T a b cr s t
((
1
1
)
<
(
a
r
)
≤
(
b
s
)
≤
(
c
t
))
.
Il de´coule de [5, IV.2.1] et des re´sultats ci-dessus que
(∂T )1 a b c1 r s t = −∂ρT a b cr s t + · · · , (2)
ou` les termes compensateurs e´ventuels sont engendre´s par les monoˆmes T 1 1 11 1 1 et T
ν(1 β γ)
ν(1 σ τ)((
1
1
)
<
(
β
σ
)
<
(
γ
τ
)
,
∑
s =
∑
i
)
.
Si
∑
s = a + b + c 6=
∑
i = r + s + t, le bord −∂ρT a b cr s t est l’unique contribution au
degre´
(
1 a b c
1 r s t
)
(car un monoˆme (d’une cochaˆıne a` coefficients constants) tel que∑
s =
∑
i contribue dans le bord seulement a` des degre´s ayant la meˆme proprie´te´). Ainsi
T a b cr s t ∈ Z0(gl(m, IR), Ea b cr s t ) = Ea b cr s t,inv, donc
T a b cr s t = 0
((
1
1
)
<
(
a
r
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s
6=∑
i
)
.
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Pour traiter le cas
∑
s = a+ b+ c =
∑
i = r + s+ t, il est commode d’introduire les
cochaˆınes suivantes. Conside´rons les monoˆmes Uβ γσ τ
((
1
1
)
<
(
β
σ
)
<
(
γ
τ
)
,
∑
s =
∑
i
)
(ils sont a` coefficients constants et invariants) et les monoˆmes C1 β γ1 σ τ = tr Uβ γσ τ . Soient U
et C les cochaˆınes
U =
∑
αUβ γσ τ et C =
∑
α C1 β γ1 σ τ
(ou`
∑
repre´sente la somme sur tous les
(
β γ
σ τ
)
tels que
∑
s =
∑
i et
(
1
1
)
<
(
β
σ
)
<(
γ
τ
)
et ou` α de´signe l’ope´rateur d’antisyme´trisation) et notons B resp. D les cochaˆınes
B = T 1 1 11 1 1 +
∑
v≥2
αB1 v 11 1 v et D =
∑
αT δ ε ζλ µ ν
(la dernie`re somme e´tant e´tendue a` tous les ordres
(
δ ε ζ
λ µ ν
)
tels que
∑
s =
∑
i et(
1
1
)
<
(
δ
λ
)
≤
(
ε
µ
)
≤
(
ζ
ν
)
). Comme T = B+ C+D, la relation (2) s’e´crit, compte
tenu de [5, IV.3.1],
(∂T )1 a b c1 r s t = (∂B)1 a b c1 r s t + (∂C)1 a b c1 r s t + (∂D)1 a b c1 r s t
= (∂B)1 a b c1 r s t − tr (∂U)a b cr s t − ∂ρT a b cr s t . (3)
Prouvons que (∂B)1 a b c1 r s t est nul. Pour cela, remarquons d’abord qu’il re´sulte de [5,
III.4.1] et des e´galite´s
τηX
r = Xrη+. −Xr. =
r−1∑
k=0
CkrX
r−k
η X
k
. (η ∈ IRm
∗
, X ∈ IRm, r ∈ IN∗)
et
(XDY )
rY s =
s!
(s− r)! X
rY s−r (X, Y ∈ IRm, r, s ∈ IN, r ≤ s),
que
(∂B)(η0, η1, η2, η3;Xr00 , Xr11 , Xr22 , Xr33 )
=
3∑
i=0
(−1)iXrii,η0+...ˆı...+η3 B(η0, . . . ıˆ . . . , η3; Xr00 , . . . ıˆ . . . , Xr33 )
+
∑
i<j
(−1)i+j
ri−1∑
`=0
C`ri
rj!
(rj + `)!
Xri−`ij (XiDXj)
`
B(ηi + ηj, η0, . . . ıˆ . . . ˆ . . . , η3; Xrj+`j , Xr00 , . . . ıˆ . . . ˆ . . . , Xr33 )
+
∑
i<j
(−1)i+j+1
rj−1∑
`=0
C`rj
ri!
(ri + `)!
X
rj−`
ji (XjDXi)
`
B(ηi + ηj, η0, . . . ıˆ . . . ˆ . . . , η3; Xri+`i , Xr00 , . . . ıˆ . . . ˆ . . . , Xr33 )
=
3∑
i=0
(−1)iXrii,η0+...ˆı...+η3 Br0...ˆı...r3(. . . ıˆ . . . ; . . . ıˆ . . .)
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+
∑
i<j
(−1)i−1
ri−1∑
`=0
C`ri
rj!
(rj + `)!
Xri−`ij (XiDXj)
`
Br0...ˆı...rj+`
(j)
...r3(. . . ıˆ . . . , η
i + ηj
(j)
, . . . ; . . . ıˆ . . . , X
rj+`
j
(j)
, . . .)
+
∑
i<j
(−1)j+1
rj−1∑
`=0
C`rj
ri!
(ri + `)!
X
rj−`
ji (XjDXi)
`
Br0...ri+`
(i)
...ˆ...r3(. . . , η
i + ηj
(i)
, . . . ˆ . . . ; . . . , Xri+`i
(i)
, . . . ˆ . . .). (4)
Etudions a` pre´sent les quatre cas suivants :
(i) r0 = 1; r1, r2, r3 ≥ 2
Alors - vu les degre´s des monoˆmes de B - (∂B)(η0, η1, η2, η3; X0, Xr11 , Xr22 , Xr33 ) = 0, de
sorte que (∂B)1 a b c1 r s t est bien nul, si aucun des indices r, s et t n’est e´gal a` 1.
(ii) r0 = r1 = 1; r2, r3 ≥ 2
Extrayons de (∂B)(η0, η1, η2, η3; X0, X1, Xr22 , Xr33 ) les termes d’ordre 1 en η0.
I : La de´finition de B montre que i ∈ {2, 3}. Les monoˆmes contribuant a` la valeur
Br0...ˆı...r3(. . . ıˆ . . . ; . . . ıˆ . . .) de B sont donc B1 r3 11 1 r3 et Br3 1 11 1 r3 resp. B1 r2 11 1 r2 et Br2 1 11 1 r2 . D’ou`
les termes d’ordre 1 contenus dans I (comme convenu, nous notons m au lieu de ηm) :
Xr22,1+3 B1 r3 11 1 r3(0 1 3; X0 X1 Xr33 )−Xr33,1+2 B1 r2 11 1 r2(0 1 2;X0 X1 Xr22 ).
II a : Ici i = 2 et j = 3 et les termes cherche´s s’e´crivent
−
r2−1∑
`=0
C`r2
r3!
(r3 + `)!
Xr2−`23 (X2DX3)
` B1 r3+` 11 1 r3+`(0 1 2 + 3; X0 X1 Xr3+`3 ).
II b : Si i = 0, on a ne´cessairement ` = 0 et j = 2 ou j = 3. Or, dans ce cas, X
rj−`
ji = X
rj
j0
est d’ordre rj ≥ 2 en η0. Si i = 1, on a e´galement ` = 0 et j = 2 ou j = 3. Ainsi, les
monoˆmes contribuant a` l’ordre 1 en η0 sont B1 r3 11 1 r3 resp. B1 r2 11 1 r2 . Si i = 2, j = 3 et les
B1 r2+` 11 1 r2+` sont les monoˆmes qui conviennent. Les termes d’ordre 1 dans II b sont donc
−Xr221 B1 r3 11 1 r3(0 1 + 2 3; X0 X1 Xr33 ) +Xr331 B1 r2 11 1 r2(0 1 + 3 2; X0 X1 Xr22 )
+
r3−1∑
`=0
C`r3
r2!
(r2 + `)!
Xr3−`32 (X3DX2)
` B1 r2+` 11 1 r2+`(0 1 2 + 3; X0 X1 Xr2+`2 ).
Compte tenu de la de´finition des B1 t 11 1 t (t ≥ 2), les termes du bord qui sont d’ordre 1 en
η0, s’e´crivent finalement (a` la constante multiplicative k pre`s)
X03X10X
r2
2,1+3X
r3
31 −X02X10Xr221Xr33,1+2 −X03X10Xr221Xr33,1+2 +X02X10Xr22,1+3Xr331
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−X0,2+3X10
(
r2−1∑
`=0
C`r2 X
`
21X
r2−`
23
)
Xr331 +X0,2+3X10X
r2
21
(
r3−1∑
`=0
C`r3 X
`
31X
r3−`
32
)
= X0,2+3X10X
r2
2,1+3X
r3
31 −X0,2+3X10Xr221Xr33,1+2
−X0,2+3X10(Xr22,1+3 −Xr221)Xr331 +X0,2+3X10Xr221(Xr33,1+2 −Xr331) = 0.
Il en de´coule e´videmment que (∂B)1 a b c1 r s t est nul, si exactement un des indices r, s, t vaut
1.
(iii) r0 = r1 = r2 = 1; r3 ≥ 2
De´terminons encore les termes d’ordre 1 en η0.
I : Le terme i = 0 e´tant d’ordre 0 en η0, on trouve
−X1,2+3B1 r3 11 1 r3(0 2 3; X0 X2 Xr33 )
+X2,1+3B1 r3 11 1 r3(0 1 3; X0 X1 Xr33 )−Xr33,1+2T 1 1 11 1 1 (0 1 2; X0 X1 X2).
II a : Comme i ∈ {0, 1, 2}, ri = 1 et ` = 0. Les monoˆmes de valeur non nulle a priori
sont donc B1 r3 11 1 r3 et Br3 1 11 1 r3 . Pour i = 0, les termes d’ordre 1 s’e´crivent
−
3∑
j=1
X0j(0Dj)B(0ˆ . . . ; 0ˆ . . .) (5)
et pour i ∈ {1, 2}, on obtient
2∑
i=1
(−1)i−1
3∑
j=i+1
XijB1 r3 11 1 r3(0, . . . ıˆ . . . , i+ j
(j)
, . . . ; X0, . . . ıˆ . . .).
II b : Si i = 0, la pre´sence de X
rj−`
j0 implique que ` = rj−1. Ainsi les termes a` de´terminer
sont
3∑
j=1
(−1)j+1rj 1
rj!
Xj0 (XjDX0)
rj−1B( j
(0)
, . . . ˆ . . . ; X
rj
0 , . . . ˆ . . .)
=
3∑
j=1
(−1)j+1rjXj0B( j
(0)
, . . . ˆ . . . ; X0X
rj−1
j , . . . ˆ . . .)
=
3∑
j=1
rjXj0B(0ˆ . . . ; 0ˆ . . . , X0Xrj−1j
(j)
, . . .). (6)
On remarquera que les termes (5) et (6) sont e´gaux a`
−ρ(η0 ⊗X0)B(1 2 3;X1 X2 Xr33 ) = 0.
Si i = 1 et j = 2, ri = rj = 1 et ` = 0. Le seul monoˆme contribuant par un terme de
degre´ 1 en η0 est donc B1 r3 11 1 r3 et le terme en question s’e´crit
−X21B1 r3 11 1 r3(0 1 + 2 3; X0 X1 Xr33 ).
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Finalement, si i ∈ {1, 2} et j = 3, les monoˆmes qui engendrent des termes d’ordre 1,
sont : pour ` = 0, T 1 1 11 1 1 et pour ` 6= 0, B1 1 1+`1 1+` 1 ou B1 1+` 11 1 1+`, selon que i = 1 ou i = 2.
On trouve par conse´quent,
Xr331T
1 1 1
1 1 1 (0 1 + 3 2; X0 X1 X2) +X
r3
32T
1 1 1
1 1 1 (0 1 2 + 3; X0 X1 X2)
+
r3−1∑
`=1
C`r3
1
(1 + `)!
Xr3−`31 (X3DX1)
`B1 1 1+`1 1+` 1 (0 1 + 3 2;X0 X1+`1 X2)
+
r3−1∑
`=1
C`r3
1
(1 + `)!
Xr3−`32 (X3DX2)
`B1 1+` 11 1 1+`(0 1 2 + 3;X0 X1 X1+`2 ).
Ainsi, les termes d’ordre 1 en η0 de (∂B)(0 1 2 3; X0 X1 X2 Xr33 ) sont (de nouveau au
facteur k pre`s)
−X03X1,2+3X20Xr332 +X03X10X2,1+3Xr331 −X02X10X21Xr33,1+2 +X01X12X20Xr33,1+2
+X03X12X20X
r3
3,1+2 +X0,1+3X13X20X
r3
32 −X0,2+3X10X23Xr331 −X03X10X21Xr33,1+2
+X02X10X2,1+3X
r3
31 −X0,1+3X12X20Xr331 +X0,2+3X10X21Xr332 −X01X1,2+3X20Xr332
−X0,1+3X12X20∑r3−1`=1 C`r3Xr3−`31 X`32 +X0,2+3X10X21∑r3−1`=1 C`r3X`31Xr3−`32 .
En groupant les termes en Xr331, en X
r3
32 et ceux en X
r3
3,1+2, on voit que cette somme est
nulle. Il s’ensuit que (∂B)1 a b c1 r s t = 0, si exactement deux des indices r, s, t valent 1.
(iv) r0 = r1 = r2 = r3 = 1
Dans ce cas, B est - dans (4) - e´value´ partout sur trois des vecteurs X0, X1, X2, X3, de
sorte que
(∂B)(0 1 2 3; X0 X1 X2 X3) = (∂T 1 1 11 1 1 )(0 1 2 3; X0 X1 X2 X3).
Or, cette expression est nulle, T 1 1 11 1 1 e´tant un 3-cocycle de la cohomologie des champs de
vecteurs a` valeurs dans les fonctions. Ainsi, (∂B)1 a b c1 r s t est nul, si les trois indices r, s et
t valent 1.
Revenons a` pre´sent a` (3) qui s’e´crit de´sormais
∂ρT
a b c
r s t + tr (∂U)
a b c
r s t = 0
((
1
1
)
<
(
a
r
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
)
.
Le premier membre appartenant a`
B1(gl(m, IR), Ea b cr s t )⊕ Ea b cr s t,inv ⊗ ∧1inv(gl(m, IR), IR),
on a l’annulation se´pare´e de ses deux termes. D’un coˆte´, T a b cr s t est donc dans Z
0(gl(m,
IR), Ea b cr s t ) = E
a b c
r s t,inv, de manie`re que T est (globalement) invariant par gl(m, IR). De
l’autre, (∂U)a b cr s t = 0, ce qui entraˆıne que ∂U = 0. En effet, vu [5, IV.2.2], le plus
petit monoˆme de ∂U est (∂U)1 0 31 2 1 : les monoˆmes de ∂U sont sans colonne
(
0
1
)
et
renferment 0 ou 1 colonne
(
1
1
)
. La nullite´ de ceux ne contenant pas de colonne
(
1
1
)
9
vient d’eˆtre e´tablie. Quant aux monoˆmes posse´dant (exactement) une colonne
(
1
1
)
, ils
sont e´galement nuls, car [5, IV.2.1] implique que
(∂U)1 a b1 r s = −∂ρUa br s = 0
((
1
1
)
<
(
a
r
)
≤
(
b
s
)
,
∑
s
=
∑
i
)
.
Ainsi, U est bien un 2-cocycle de E0. Comme il est a` coefficients constants, invariant et
sans colonne
(
0
1
)
et
(
1
1
)
, il est de la forme [5, V.2]
U = ∂W, ou` W =
∑
σ≥1W σσ et W
σ
σ (η;X
σ) = cσX
σ
η (cσ ∈ IR).
Nous corrigeons maintenant T de sorte que les termes tr U b cs t dans les T
1 b c
1 s t disparais-
sent.
En parlant vaguement, on peut dire que nous essayons d’obtenir un nouveau cocycle
T ′ = T − tr U = T − tr ∂W . L’application heuristique de [5, IV.3.1] montre alors qu’il
suffit de poser T ′ = T + ∂(tr W ). Cette ide´e motive les de´finitions suivantes.
Conside´rons les monoˆmes W σσ (σ ≥ 2), les monoˆmes V 1 σ1 σ = tr W σσ et les cochaˆınes
W ′ =
∑
σ≥2W σσ et V =
∑
σ≥2 αV 1 σ1 σ (remarquer que V
1 1
1 1 = tr W
1
1 est syme´trique) et
posons T ′ = T +∂V . Le cocycle T ′ est a` coefficients constants, invariant et sans colonne(
0
1
)
(vu [5, IV.2.2], le monoˆme minimum de ∂V est (∂V )1 1 21 1 2). Afin de prouver que
T ′ conserve toutes les proprie´te´s de T et en acquiert de nouvelles, nous e´tudions les
monoˆmes de ∂V .
Etant donne´ que W = W 11 +W
′, le lemme IV.3.1 de [5] donne
(∂V )1 b c1 s t = −tr (∂W ′)b cs t = −tr U b cs t + tr (∂W 11 )b cs t
((
b
s
)
,
(
c
t
)
>
(
1
1
))
.
Si l’on utilise alors (4), on trouve, mutatis mutandis,
(∂W 11 )(0 1; X
s
0 X
t
1) = X
s
01 W
1
1 (1; X
t
1)−X t10 W 11 (0; Xs0)
−
s−1∑
`=0
C`s
t!
(t+ `)!
Xs−`01 (X0DX1)
`W 11 (0 + 1; X
t+`
1 )
+
t−1∑
`=0
C`t
s!
(s+ `)!
X t−`10 (X1DX0)
`W 11 (0 + 1; X
s+`
0 ).
Pour s = t = 1 et pour s 6= 1 et t 6= 1, cette expression est nulle. Si s = 1 et t 6= 1,
elle vaut k′X01X t10 (ou` nous avons note´ k
′ le coefficient c1) et est donc de degre´
(
t 1
1 t
)
(t ≥ 2). Enfin, si s 6= 1 et t = 1, on obtient −k′Xs01X10, qui est de degre´
(
1 s
s 1
)
(s ≥ 2). Ainsi
(∂V )1 b c1 s t =

(
b c
s t
)
6∈
{(
τ 1
1 τ
)
: τ ≥ 2
}
: −tr U b cs t(
b c
s t
)
∈
{(
τ 1
1 τ
)
: τ ≥ 2
}
: −tr U t 11 t + k′X00X12X t21
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((
1
1
)
<
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
)
.
Ceci e´tablit la proposition 2.1, car (∂V )1 1 t1 1 t = 0 (t ≥ 2), vu que
(∂V )1 1 t1 1 t = −∂ρV 1 t1 t , avec V 1 t1 t = tr W tt ∈ Ett,inv ⊗ ∧1inv(gl(m, IR), IR).
3 Annulation du coefficient k
En II, nous avons prouve´ que
B = T 1 1 11 1 1 +
∑
v≥2
αB1 v 11 1 v = k(X10 X21 X02 −X01 X20 X12) +
∑
v≥2
α(k X02 X10 X
v
21)
est cocycle aux ordres
(
1 a b c
1 r s t
)
. Dans cette section, nous montrerons que k = 0.
Lemme 3.1 Soit V α βρ σ
((
0
2
)
<
(
α
ρ
)
<
(
β
σ
)
,
∑
s =
∑
i
)
un monoˆme a` coeffi-
cients constants et invariant et soit V = V α βρ σ + V
β α
σ ρ la cochaˆıne obtenue par antisyme´-
trisation de V α βρ σ .
Le monoˆme minimum de ∂V est,
(i) si ρ = 1 et σ ≥ 2
(i1) et si
(
α β
ρ σ
)
=
(
2 1
1 2
)
,
(∂V )0 2 22 1 1 = X01 (X0DX1)V
2 1
1 2 (2 1; X2 X
2
1 )−X02 (X0DX2)V 2 11 2 (1 2; X1 X22 ).
(i2) et si
(
α β
ρ σ
)
6=
(
2 1
1 2
)
,
(∂V )0 α β+12 1 σ−1 = −
2
σ
X02 (X0DX2)V
α β
1 σ (1 2; X1 X
σ
2 ).
(ii) si ρ ≥ 2,
(∂V )0 α+1 β2 ρ−1 σ = −
2
ρ
X01 (X0DX1)V
α β
ρ σ (1 2; X
ρ
1 X
σ
2 ).
Examinons les contributions de type I au bord. Si l’on cre´e
(
0
1
)
, on obtient la
contribution nulle. Pour
(
0
2
)
, le degre´ minimum est
(
0 α+ 1 β + 1
2 ρ σ
)
.
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La cre´ation d’une des colonnes
(
0
3
)
,
(
0
4
)
, . . . enfin, conduit a` un degre´ dont la premie`re
colonne est supe´rieure a`
(
0
2
)
.
En II a et II b, la colonne
(
0
1
)
ne peut eˆtre cre´e´e. Pour
(
1
1
)
, ` = 1 et la
correction est
(
0
0
)
. On obtient donc les degre´s
(
1 α β
1 ρ σ
)
,
(
1 β α
1 σ ρ
)
,
(
β 1 α
σ 1 ρ
)
et
(
α 1 β
ρ 1 σ
)
, mais, vu [5, IV.2.2], les monoˆmes correspondants de ∂V sont nuls.
Prenons
(
0
2
)
(en II a seulement) : ` = 1, la correction vaut
(
+1
−1
)
et les degre´s
engendre´s sont (
0 α + 1 β
2 ρ− 1 σ
)
,
(
0 β α + 1
2 σ ρ− 1
)
,
(
β 0 α + 1
σ 2 ρ− 1
)
(a` condition que ρ ≥ 2) et(
0 β + 1 α
2 σ − 1 ρ
)
,
(
0 α β + 1
2 ρ σ − 1
)
,
(
α 0 β + 1
ρ 2 σ − 1
)
(a` condition que σ ≥ 2). Finalement, si l’on cre´e (en II a ou II b) une colonne supe´rieure
a`
(
0
2
)
, la premie`re colonne du degre´ est a` son tour supe´rieure a`
(
0
2
)
.
D’ou` le lemme (on notera que l’e´cart entre
(
α
1
)
et
(
β
σ
)
vaut 1 i.e. que
(
α
1
)
et(
β
σ
)
sont deux colonnes conse´cutives (nous supposons que les colonnes sont range´es
par ordre croissant) si et seulement si
(
α β
1 σ
)
=
(
2 1
1 2
)
).
Proposition 3.2 Tout 3-cocycle de E0 (E0 = E0Ω, m ≥ 3) est cohomologue a` un
cocycle T a` coefficients constants, invariant, sans colonne
(
0
1
)
, dont les monoˆmes a`
une ou plusieurs colonnes
(
1
1
)
sont nuls, sauf les T 1 t 11 1 t (t ≥ 2), qui valent
T 1 t 11 1 t = k
′X00X12X t21 (k
′ ∈ IR)
et dont le monoˆme T 0 2 22 1 1 est nul.
Soit un 3-cocycle arbitraire de E0 et soit T le cocycle cohomologue fourni par 2.1.
Tout d’abord, corrigeons T de sorte que T 0 2 22 1 1 = 0. Vu l’antisyme´trie de ce monoˆme
en ses deux derniers arguments, on a
T 0 2 22 1 1 = A(X
2
01 X12 X22 −X202 X11 X21) (A ∈ IR)
[5, Lemme IV.4.2]. Or, 3.1 permet d’affirmer que le monoˆme minimum du bord de
V = V 2 11 2 + V
1 2
2 1 , ou` V
2 1
1 2 = αX11X21X22 + βX12X
2
21, avec α, β ∈ IR, est donne´ par
(∂V )0 2 22 1 1 = α(X
2
01 X12 X22 −X202 X11 X21).
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En prenant α = A et en posant T ′ = T − ∂V , on de´finit donc un nouveau 3-cocycle
(nous le noterons T dans la suite) ayant les proprie´te´s de l’ancien, mais ve´rifiant de plus
T 0 2 22 1 1 = 0.
L’information “k = 0” peut alors eˆtre extraite de l’e´quation
(∂T )2 2 2 01 1 1 3 = 0. (7)
Monoˆmes contribuant :
I :
(
0
3
) (
1 1 1
1 1 1
)
IIa :
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) (
3 2 0
1 1 3
) (
3 2 0
1 1 3
)
/
(
2
1
) (
3 2 0
1 1 3
)
/
(
2
1
)
/
IIb :
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) (
3 2 0
1 1 3
) (
3 2 0
1 1 3
) (
1 2 2
3 1 1
)
` = 2
k = 0
(
0
−1
)
/ /
(
0 2 2
2 1 1
)
= 0
(
2
1
) (
3 2 0
1 1 3
) (
1 2 2
3 1 1
)
/
(
0 2 2
2 1 1
)
= 0
(
2
1
) (
1 2 2
3 1 1
)
(
0 2 2
2 1 1
)
= 0
Ecriture de (7) (nous posons T ′ = T 2 0 31 3 1 et T
′′ = T 2 2 11 1 3 ) :
−6kX30X31X32(X02 X10 X21 −X01 X12 X20) (`1)
−1
2
X01(0D1)
2T ′(2 3 1; X2 X33 X1) (`2)
+1
2
X02(0D2)
2T ′(1 3 2; X1 X33 X2) (`3)
−1
2
X12(1D2)
2T ′(0 3 2; X0 X33 X2) (`4)
+X10(0D1)(X0DX1)T
′(2 3 1; X2 X33 X1) (`5)
(8)
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−X20(0D2)(X0DX2)T ′(1 3 2; X1 X33 X2) (`6)
+X21(1D2)(X1DX2)T
′(0 3 2; X0 X33 X2) (`7)
+X30(0D3)(X0DX3)T
′′(1 2 3; X1 X2 X33 ) (`8)
−X31(1D3)(X1DX3)T ′′(0 2 3; X0 X2 X33 ) (`9)
+X32(2D3)(X2DX3)T
′′(0 1 3; X0 X1 X33 ) = 0. (`10)
(9)
Or,
T ′(1 3 2; X1 X33 X2)
= AX11X21X
3
32 +BX11X22X31X
2
32 + CX12X21X31X
2
32 +DX12X22X
2
31X32
(A,B,C,D ∈ IR) et, vu l’antisyme´trie de T ′′ en ses deux premiers arguments,
T ′′(0 2 3; X0 X2 X33 ) = E(X00 X20 X
2
32 X33 −X02 X22 X230 X33)
+F (X00 X23 X30 X
2
32 −X03 X22 X230 X32)
+G(X02 X23 X
2
30 X32 −X03 X20 X30 X232) (10)
(E,F,G ∈ IR). Notons e´galement que `2 (`5, `10) [`4 (`7, `8)] est l’oppose´ de `3 (`6, `9)
[`3 (`6, `9)], ou` l’on a e´change´ 1 et 2 [0 et 1]. Ceci entraˆıne que le coefficient dans
`2 (`5, `10) [`4 (`7, `8)] d’un monoˆme (au sens ordinaire du terme) M(0, 1, 2, 3) en les
e´valuations, est l’oppose´ du coefficient dans `3 (`6, `9) [`3 (`6, `9)] de M(0, 2, 1, 3)
[M(1, 0, 2, 3)]. Pour de´terminer le coefficient d’un monoˆme M donne´ dans une ligne
`2 − `10 donne´e, il est de plus inte´ressant de remarquer que seulement certains des
termes t′1− t′4 de T ′ et t′′1− t′′6 de T ′′ peuvent contribuer a` M .
Coefficient de X01X12X20X30X31X32 dans (9) :
`1 : 6k
`2 : oppose´ du coefficient de X02X10X21X30X31X32 dans `3; t
′3 : −2C
`4 : comme en `2 : −2C
`6 : t′3 : −2C
`8 : oppose´ du coefficient de X02X10X21X30X31X32 dans `9; t
′′5 : 2G
`9 : t′′6 : 2G
`10 : comme en `8 : 2G
D’ou` [5, IV.4.2 (i)] :
k − C +G = 0. (11)
Coefficient de X01X12X21X
2
30X32 dans (9) :
`2 : oppose´ du coefficient de X02X12X21X
2
30X31 dans `3 : −C
`4 : oppose´ du coefficient de X02X10X20X
2
31X32 dans `3 : −D
`7 : oppose´ du coefficient de X02X10X20X
2
31X32 dans `6 : +D
`8 : oppose´ du coefficient de X02X10X20X
2
31X32 dans `9 : /
`10 : oppose´ du coefficient de X02X12X21X
2
30X31 dans `9 : G
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Finalement, on a donc
−C +G = 0. (12)
Vu (11) et (12), k = 0.
4 Etude des monoˆmes a` une ou plusieurs colonnes (02)
Lemme 4.1 Soit un degre´
(
0 b c
2 s t
) ((
0
2
)
<
(
b
s
)
≤
(
c
t
)
,
∑
s =
∑
i
)
.
(i) Si s = 1 et c ≥ 1, le monoˆme minimum du bord de la cochaˆıne V = V b c−11 t+1 +V c−1 bt+1 1
(V b c−11 t+1 : monoˆme invariant a` coefficients constants) a le degre´ conside´re´ et
(i1) si
(
0 b c
2 1 t
)
=
(
0 2 2
2 1 1
)
, il est donne´ par
(∂V )0 2 22 1 1 = X01 (X0DX1)V
2 1
1 2 (2 1; X2 X
2
1 )−X02 (X0DX2)V 2 11 2 (1 2; X1 X22 ),
(i2) sinon, il vaut
(∂V )0 b c2 1 t = −
2
t+ 1
X02 (X0DX2)V
b c−1
1 t+1 (1 2; X1 X
t+1
2 ).
(ii) Si l’e´cart entre
(
b
s
)
et
(
c
t
)
est au moins e´gal a` 2 et si b ≥ 1, V = V b−1 cs+1 t +
V c b−1t s+1 (V
b−1 c
s+1 t : monoˆme invariant a` coefficients constants) est une cochaˆıne ayant sa
plus petite contribution a` l’ordre conside´re´ et on a
(∂V )0 b c2 s t = −
2
s+ 1
X01 (X0DX1)V
b−1 c
s+1 t (1 2; X
s+1
1 X
t
2).
Simple transcription de 3.1.
Lemme 4.2 Soit t ∈ {3, 4, . . .}. Posons pour i ∈ {1, . . . , t− 1},
V2t−i ii 2t−i = (−1)i+1βtX i12X2t−i21 (βt ∈ IR),
puis
Vt =
t−1∑
i=1
(
V2t−i ii 2t−i + V i 2t−i2t−i i
)
.
Alors le monoˆme minimum du bord de la cochaˆıne Vt est de degre´
(
0 t+ 1 t
2 t− 1 t
)
et il
est donne´ par
(∂Vt)0 t+1 t2 t−1 t = (−1)t+12βtX01X02X t−112 X t21.
Notons d’abord que 3.1 montre que le plus petit monoˆme du bord de la cochaˆıne
Vt,i = V2t−i ii 2t−i + V i 2t−i2t−i i (i ∈ {1, . . . , t− 1}) est
(∂Vt,1)0 2t−1 22 1 2t−2 resp. (∂Vt,i)0 2t−i+1 i2 i−1 2t−i (i ∈ {2, . . . , t− 1}).
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Il s’ensuit e´videmment que le monoˆme minimum de ∂Vt est de degre´ supe´rieur ou e´gal
a`
(
0 2t− 1 2
2 1 2t− 2
)
.
L’objectif e´tant d’e´tablir que ce monoˆme minimum est (∂Vt)0 t+1 t2 t−1 t, de´terminons toutes
les contributions des Vt,i qui sont d’ordre(
0 b c
2 s t
)
∈
[(
0 2t− 1 2
2 1 2t− 2
)
,
(
0 t+ 1 t
2 t− 1 t
)]
.
Les contributions des Vt,i ont e´te´ trouve´es dans la preuve du lemme 3.1. Les seules
(engendre´es par Vt,i) dont le degre´ appartient a` l’intervalle conside´re´, sont celles d’ordre(
0 2t− i+ 1 i
2 i− 1 2t− i
)
(i ∈ {2, . . . , t− 1})
et (
0 2t− i i+ 1
2 i 2t− i− 1
)
(i ∈ {1, . . . , t− 1}),
obtenues par cre´ation de
(
0
2
)
en II a . Ainsi, les contributions cherche´es sont toutes
d’un des degre´s (
0 2t− i i+ 1
2 i 2t− i− 1
)
(i ∈ {1, . . . , t− 1}).
On remarquera qu’il existe deux contributions a` chacun de ces ordres, sauf pour i = t−1.
Ces contributions se compensent toujours. En effet,
(∂Vt)0 2t−i i+12 i 2t−i−1
= − 2
i+ 1
X01 (X0DX1)V2t−i−1 i+1i+1 2t−i−1(1 2; X i+11 X2t−i−12 )
− 2
2t− i X02 (X0DX2)V
2t−i i
i 2t−i(1 2; X
i
1 X
2t−i
2 )
= (−1)i+32βtX01X02X i12X2t−i−121 + (−1)i+22βtX01X02X i12X2t−i−121 ,
ou` le premier terme est a` omettre, si i = t − 1. Cela signifie e´videmment que le plus
petit monoˆme de ∂Vt est
(∂Vt)0 t+1 t2 t−1 t = (−1)t+12βtX01X02X t−112 X t21.
Remarque 4.3 On ne peut pas prolonger la cochaˆıne Vt, chaˆıne des cochaˆınes
e´le´mentaires Vt,1, . . . ,Vt,t−1, par un maillon supple´mentaire, de manie`re que ce prolonge-
ment ve´rifie l’e´quation de cocycle e´galement a` l’ordre
(
0 t+ 1 t
2 t− 1 t
)
. Cette impossibilite´
et celle de construire un prolongement-cocycle qui en de´coule, sont dues a` l’absence d’un
monoˆme dont l’antisyme´trise´ ait sa plus petite contribution a` l’ordre
(
0 t+ 1 t
2 t− 1 t
)
.
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Proposition 4.4 Tout 3-cocycle de E0 (E0 = E0Ω, m ≥ 3) est cohomologue a` un
cocycle T a` coefficients constants, invariant et sans colonnes
(
0
1
)
,
(
1
1
)
et
(
0
2
)
,
sauf que ses monoˆmes T 1 t 11 1 t (t ≥ 2) ne sont pas ne´cessairement nuls, mais ont la forme
T 1 t 11 1 t = k
′X00X12X t21 (k
′ ∈ IR).
Conside´rons un 3-cocycle quelconque de E0 et notons T le cocycle cohomologue dont
l’existence est assure´e par la proposition 3.2. Il suffit de prouver que T est (a` des
corrections par des bords (qui conservent les proprie´te´s de´ja` acquises) pre`s) sans colonne(
0
2
)
.
Il est clair que
T 0 0 t+42 2 t = 0 (t ≥ 1)
(car ces monoˆmes sont syme´triques et antisyme´triques en leurs deux premiers argu-
ments).
Le reste de la de´monstration est une re´currence sur le degre´. De manie`re plus pre´cise,
nous prouverons qu’un quelconque des T 0 b c2 s t
((
0
2
)
<
(
b
s
)
≤
(
c
t
)
,
∑
s =
∑
i
)
est nul
(modulo des bords de cochaˆınes invariantes et a` coefficients constants, ayant leur plus
petite contribution a` l’ordre e´tudie´), si les monoˆmes infe´rieurs de meˆme type le sont.
(1) s = t = 1
Alors T 0 b c2 s t = T
0 2 2
2 1 1 , qui est bien nul, vu 3.2.
(2) s = 1, t ≥ 2
Les hypothe`ses sur le monoˆme e´tudie´ T 0 b c2 s t signifient que T
0 b c
2 s t = T
0 b c
2 1 t , avec b ≥
2, c ≥ 2, t ≥ 2 et ∑s = ∑i (et impliquent que ( b1
)
<
(
c
t
)
).
Equation :
(∂T )0 0 b c+12 2 1 t−1 = 0. (13)
Monoˆmes contribuant :
I :
(
0
2
) (
0 b− 1 c
2 1 t− 1
)
= 0
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
)
/
(
b− 1 0 c+ 1
2 2 t− 1
) (
c 0 b
t 2 1
)
(
0
2
) (
b− 1 0 c+ 1
2 2 t− 1
) (
c 0 b
t 2 1
)
(
b
1
) (
. 0 0
. 2 2
)
= 0
IIb :
(
b
1
) (
. 0 0
. 2 2
)
= 0
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Ecriture explicite de (13) :
−X02 (X0DX2)T 0 b−1 c+12 2 t−1(1 2 3; X21 X22 X t−13 )
−2
t
X03 (X0DX3)T
0 b c
2 1 t (1 2 3; X
2
1 X2 X
t
3)
+X12 (X1DX2)T
0 b−1 c+1
2 2 t−1(0 2 3; X
2
0 X
2
2 X
t−1
3 )
+2
t
X13 (X1DX3)T
0 b c
2 1 t (0 2 3; X
2
0 X2 X
t
3) = 0.
(14)
Corrigeons T , avant d’exploiter (14), par les bords des cochaˆınes (a` coefficients cons-
tants et invariantes) ayant leur plus petite contribution a` l’ordre
(
0 b c
2 1 t
)
. Vu 4.1, le
monoˆme minimum du bord de la cochaˆıne
V1 = V
b c−1
1 t+1 + V
c−1 b
t+1 1 ,
ou`
V b c−11 t+1 = αX11X
b−1
21 X
t−b+2
22 + βX12X
b
21X
t−b+1
22 (α, β ∈ IR),
est donne´ par
(∂V1)
0 b c
2 1 t
= − 2
t+ 1
(b− 1)αX01X02X11Xb−221 X t−b+222 −
2
t+ 1
(t− b+ 2)αX202X11Xb−121 X t−b+122
− 2
t+ 1
bβX01X02X12X
b−1
21 X
t−b+1
22 −
2
t+ 1
(t− b+ 1)βX202X12Xb21X t−b22 . (15)
De plus, si l’e´cart entre
(
b
1
)
et
(
c
t
)
vaut au moins 2 i.e. si
(
0 b c
2 1 t
)
6=
(
0 3 2
2 1 2
)
,
la cochaˆıne
V2 = V
b−1 c
2 t + V
c b−1
t 2 ,
avec
V b−1 c2 t = γX
2
11X
b−3
21 X
t−b+3
22 + δX11X12X
b−2
21 X
t−b+2
22 + εX
2
12 X
b−1
21 X
t−b+1
22 (γ, δ, ε ∈ IR)
(ou` le premier terme est a` omettre, si b = 2), a sa plus petite contribution au degre´
examine´ et on a
(∂V2)
0 b c
2 1 t
= −2γX201X11Xb−321 X t−b+322 − δX201X12Xb−221 X t−b+222
−δX01X02X11Xb−221 X t−b+222 − 2εX01X02X12Xb−121 X t−b+122 . (16)
(2.1)
(
0 b c
2 1 t
)
=
(
0 3 2
2 1 2
)
Dans ce cas, les monoˆmes de T dans (14) sont les meˆmes (a` une permutation pre`s)
et la cochaˆıne V1 = V
3 1
1 3 + V
1 3
3 1 est la seule qui convient. Etant donne´ que
T 0 3 22 1 2 = AX
2
01X11X
2
22 +BX
2
01X12X21X22 + CX01X02X11X21X22
+DX01X02X12X
2
21 + EX
2
02X11X
2
21 (A,B,C,D,E ∈ IR)
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et que
(∂V1)
0 3 2
2 1 2 = −
4
3
αX01X02X11X21X22 − 2βX01X02X12X221 −
2
3
αX202X11X
2
21,
nous prenons α = −3
4
C et β = −1
2
D et nous posons
T ′ = T − ∂V1,
de manie`re a` de´finir un cocycle cohomologue (que nous rebaptisons T ) tel que
T 0 3 22 1 2 (1 2 3; X
2
1 X2 X
2
3 )
= AX212X22X233 + BX212X23X32X33 + CX213X22X232 (A,B, C ∈ IR).
Re´e´crivons a` pre´sent (14) sous la forme
X02 (X0DX2)T
0 3 2
2 1 2 (1 3 2; X
2
1 X3 X
2
2 )−X03 (X0DX3)T 0 3 22 1 2 (1 2 3; X21 X2 X23 )
−X12 (X1DX2)T 0 3 22 1 2 (0 3 2; X20 X3 X22 ) +X13 (X1DX3)T 0 3 22 1 2 (0 2 3; X20 X2 X23 ) = 0
et observons que le 1er (3e`me, 4e`me) terme est - e´ventuellement au signe pre`s - le 2e`me
terme, ou` l’on a e´change´ 2 et 3 (0 et 1 ainsi que 2 et 3, 0 et 1).
Coefficient de X202X
2
13X22X33 : 4A
Coefficient de X202X
2
13X23X32 : 2B
Coefficient de X02X03X
2
12X23X33 : 2C
Vu [5, IV.4.2], il s’ensuit que A = B = C = 0.
(2.2)
(
0 b c
2 1 t
)
6=
(
0 3 2
2 1 2
)
Ici V1 et V2 conviennent. La comparaison de (15), (16) et de l’e´galite´
T 0 b c2 1 t = AX
2
01X11X
b−3
21 X
t−b+3
22 +BX
2
01X12X
b−2
21 X
t−b+2
22
+CX01X02X11X
b−2
21 X
t−b+2
22 +DX01X02X12X
b−1
21 X
t−b+1
22
+EX202X11X
b−1
21 X
t−b+1
22 + FX
2
02X12X
b
21X
t−b
22 (A,B,C,D,E, F ∈ IR)
(ou` le premier et le dernier termes sont a` ne´gliger, si b = 2 resp. c = 2), nous conduit a`
poser
T ′ = T + ∂V1 + ∂V2
et a` e´crire le syste`me
2γ = A (a` condition que b ≥ 3)
δ = B
2
t+1
(b− 1)α + δ = C
2
t+1
bβ + 2ε = D
2
t+1
(t− b+ 2)α = E
2
t+1
(t− b+ 1)β = F (a` condition que c ≥ 3).
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On constate qu’il est possible d’annuler les termes de coefficient A (s’il existe), B,C, F
(s’il existe) et D :
T 0 b c2 1 t (1 2 3; X
2
1 X2 X
t
3) = AX213X22Xb−132 X t−b+133 (A ∈ IR).
Afin d’expliciter (14), nous posons
T 0 b−1 c+12 2 t−1 (1 2 3; X
2
1 X
2
2 X
t−1
3 ) = X
2
12T
(1) +X12X13T
(2) +X213T
(3),
ou` le premier terme manque, si b = 2, ou` T (i) (i ∈ {1, 2, 3}) est inde´pendant de X1 (et
de η1) et ou`
T (3) = T
(3) b−1 c−1
2 t−1(2 3; X
2
2 X
t−1
3 )
= BX222Xb−332 X t−b+233 + CX22X23Xb−232 X t−b+133 +DX223Xb−132 X t−b33 (B, C,D ∈ IR),
le premier et le dernier termes disparaissant, si b = 2 resp. c = 2. Finalement, (14)
devient
−X02(X212 (X0DX2)T (1) +X12X13 (X0DX2)T (2) +X213 (X0DX2)T (3))
−2
t
(b− 1)AX02X03X213X22Xb−232 X t−b+133
+X12(X
2
02 (X1DX2)T
(1) +X02X03 (X1DX2)T
(2) +X203 (X1DX2)T
(3))
+
2
t
(b− 1)AX203X12X13X22Xb−232 X t−b+133 = 0.
Coefficient de X02X03X
2
13X22X
b−2
32 X
t−b+1
33 : −C − 2t (b− 1)A = 0
Coefficient de X202X
2
13X23X
b−2
32 X
t−b+1
33 : −C = 0
(3) s ≥ 2
Il s’agit donc de prouver que T 0 b c2 s t , avec
(
0
2
)
<
(
b
s
)
≤
(
c
t
)
,
∑
s =
∑
i et s ≥ 2
(ce qui entraˆıne que b+ s ≤ c+ t et s+ t+ 2 = b+ c, donc que c ≥ 3), est nul.
Equation :
(∂T )0 0 b+1 c2 2 s−1 t = 0. (17)
Monoˆmes contribuant :
I :
(
0
2
) (
0 b c− 1
2 s− 1 t
)
= 0
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
)
/
(
b 0 c
s 2 t
) (
c− 1 0 b+ 1
t+ 1 2 s− 1
)
= 0(
0
2
) (
b 0 c
s 2 t
) (
c− 1 0 b+ 1
t+ 1 2 s− 1
)
= 0(
b+ 1
s− 1
) (
. 0 0
. 2 2
)
= 0
IIb :
(
b+ 1
s− 1
) (
. 0 0
. 2 2
)
= 0
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Ecriture explicite de (17) :
X02 (X0DX2)T
0 b c
2 s t (1 2 3; X
2
1 X
s
2 X
t
3) = X12 (X1DX2)T
0 b c
2 s t (0 2 3; X
2
0 X
s
2 X
t
3). (18)
Cette e´galite´ implique que (X0DX2)T
0 b c
2 s t (2 3; X
2
1 X
s
2 X
t
3) est divisible par X12, donc
que
T 0 b c2 s t (2 3; X
2
1 X
s
2 X
t
3) = X12T
′0 b−1 c
1 s t (2 3; X1 X
s
2 X
t
3). (19)
En substituant dans (18), on obtient
X02X12 (X0DX2)T
′0 b−1 c
1 s t (2 3; X1 X
s
2 X
t
3) = X02X12 (X1DX2)T
′0 b−1 c
1 s t (2 3; X0 X
s
2 X
t
3),
de sorte que
T ′0 b−1 c1 s t (2 3; X1 X
s
2 X
t
3) = (X1DX2)T
′′b−1 c
s+1 t (2 3; X
s+1
2 X
t
3)
Finalement,
T 0 b c2 s t (2 3; X
2
1 X
s
2 X
t
3) = X12 (X1DX2)T
′′b−1 c
s+1 t (2 3; X
s+1
2 X
t
3) (20)
et l’e´quation (18) est vide´e.
Le lemme 4.1 motive la discussion suivante :
(3.1) b = 0
Alors T 0 b c2 s t = T
0 0 c
2 s t = 0, vu (19).
(3.2) b ≥ 1 et l’e´cart entre
(
b
s
)
et
(
c
t
)
est nul
Dans ce cas, on a T 0 b c2 s t = T
0 t+1 t+1
2 t t (t ≥ 2) et, le monoˆme e´tant divisible par X12, il
est de la forme
T 0 t+1 t+12 t t = X
2
12
t−1∑
i=0
AiX
i
22X
t−i
23 X
t−i−1
32 X
i+1
33 +X12X13
t∑
i=0
BiX
i
22X
t−i
23 X
t−i
32 X
i
33.
Or, cette expression est nulle, en vertu de son antisyme´trie en ses deux derniers argu-
ments.
(3.3) b ≥ 1 et l’e´cart entre
(
b
s
)
et
(
c
t
)
vaut un
Ici le monoˆme a` annuler est T 0 b c2 s t = T
0 t+1 t
2 t−1 t (t ≥ 3).
Equation :
(∂T )0 0 t+1 t+12 2 t−1 t−1 = 0. (21)
21
Monoˆmes contribuant :
I :
(
0
2
) (
0 t t
2 t− 1 t− 1
)
= 0
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
)
/
(
t 0 t+ 1
t 2 t− 1
) (
t 0 t+ 1
t 2 t− 1
)
(
0
2
) (
t 0 t+ 1
t 2 t− 1
) (
t 0 t+ 1
t 2 t− 1
)
(
t+ 1
t− 1
) (
. 0 0
. 2 2
)
= 0
IIb :
(
t+ 1
t− 1
) (
. 0 0
. 2 2
)
= 0
Ecriture explicite de (21) :
X02 (X0DX2)T
0 t+1 t
2 t−1 t (1 3 2; X
2
1X
t−1
3 X
t
2)−X03 (X0DX3)T 0 t+1 t2 t−1 t (1 2 3; X21X t−12 X t3)
−X12 (X1DX2)T 0 t+1 t2 t−1 t (0 3 2; X20X t−13 X t2) +X13 (X1DX3)T 0 t+1 t2 t−1 t (0 2 3; X20X t−12 X t3) = 0.
Comme (19) entraˆıne que
T 0 t+1 t2 t−1 t (1 2 3; X
2
1 X
t−1
2 X
t
3)
= X212T
(1) t−1 t
t−1 t(2 3; X
t−1
2 X
t
3) +X12X13T
(2) t t−1
t−1 t (2 3; X
t−1
2 X
t
3)
= X212
t−1∑
i=0
AiX
i
22X
t−i−1
23 X
t−i−1
32 X
i+1
33 +X12X13
t−1∑
i=0
BiX
i
22X
t−i−1
23 X
t−i
32 X
i
33,
la relation (21) devient finalement (avec des notations simplifie´es, e´videntes)
X02 (X0DX2)(X
2
13T
(1)(3 2) +X12X13T
(2)(3 2))
−X03 (X0DX3)(X212T (1)(2 3) +X12X13T (2)(2 3))
−X12 (X1DX2)(X203T (1)(3 2) +X02X03T (2)(3 2))
+X13 (X1DX3)(X
2
02T
(1)(2 3) +X02X03T
(2)(2 3)) = 0.
Les termes
X202X
2
13DX22T
(1)(3 2) = X202X
2
13
t−1∑
i=0
Ai(i+ 1)X
i
22X
t−i−1
23 X
t−i−1
32 X
i
33
ne pouvant eˆtre compense´s que par des termes de
X202X
2
13DX33T
(1)(2 3) = X202X
2
13
t−1∑
i=0
Ai(i+ 1)X
i
22X
t−i−1
23 X
t−i−1
32 X
i
33,
on a T (1) = 0. Prenons maintenant les termes
X202X12X13DX22T
(2)(3 2) = X202X12X13
t−1∑
i=0
Bi iX
i−1
22 X
t−i
23 X
t−i−1
32 X
i
33
22
et remarquons qu’ils ne sont pas compensables :
T 0 t+1 t2 t−1 t (0 1 2; X
2
0 X
t−1
1 X
t
2) = B0X01X02X
t−1
12 X
t
21
(on ve´rifie aise´ment que cette expression est solution de l’e´quation (21)). Or, si on pose
T ′ = T − ∂Vt, ou` Vt est la cochaˆıne - chaˆıne de cochaˆınes e´le´mentaires - de´finie en 4.2
et si on choisit βt = (−1)t+1B02 , on a affaire a` un cocycle cohomologue (notons-le de
nouveau T ) tel que
T 0 t+1 t2 t−1 t = 0.
(3.4) b ≥ 1 et l’e´cart entre
(
b
s
)
et
(
c
t
)
vaut au moins deux
Le lemme 4.1 stipule que le monoˆme minimum du bord de la cochaˆıne V = V b−1 cs+1 t +
V c b−1t s+1 est donne´ par
(∂V )0 b c2 s t(2 3; X
2
1 X
s
2 X
t
3) = X12 (X1DX2)
[
− 2
s+ 1
V b−1 cs+1 t (2 3; X
s+1
2 X
t
3)
]
. (22)
La comparaison de (20) et (22) permet alors de voir que
T 0 b c2 s t = 0,
quitte a` corriger par un bord.
Remarques 4.5 (i) Observons que pour annuler T 0 t+1 22 1 t (t ≥ 3), on ajoute notam-
ment ∂V1, avec V1 = V
t+1 1
1 t+1 + V
1 t+1
t+1 1 et V
t+1 1
1 t+1 = αX11X
t
21X22 + βX12X
t+1
21 , la valeur
de β e´tant arbitraire. Cette “anomalie” est due au fait que les cochaˆınes Vt,1 et Vt,2
obtenues par antisyme´trisation de V t+1 11 t+1 = βX12X t+121 resp. V t 22 t = εX212X t21, ont des
plus petites contributions du meˆme type :
(∂Vt,1)0 t+1 22 1 t = −2βX01X02X12X t21 et (∂Vt,2)0 t+1 22 1 t = −2εX01X02X12X t21.
(ii) Voici le re´sume´ - utile plus tard - des corrections par des bords effectue´es lors de
l’e´tude des monoˆmes T 0 µ ν2 ρ σ
((
0
2
)
<
(
µ
ρ
)
≤
(
ν
σ
)
,
∑
s =
∑
i
)
.
(1) Annulation de T 0 2 22 1 1 : soustraction de ∂V, V = V
2 1
1 2 +V
1 2
2 1 , V
2 1
1 2 = αX11X21X22+
βX12X
2
21, β quelconque.
(2) Annulation de T 0 3 22 1 2 : soustraction de ∂V1, V1 = V
3 1
1 3 + V
1 3
3 1 , V
3 1
1 3 = αX11X
2
21
X22 + βX12X
3
21.
(3) Annulation de T 0 µ ν2 1 σ
(
µ, ν, σ ≥ 2,∑s = ∑i,( 0 µ ν2 1 σ
)
6=
(
0 3 2
2 1 2
))
: addi-
tion de ∂V1 et ∂V2, V1 = V
µ ν−1
1 σ+1 + V
ν−1 µ
σ+1 1 , V2 = V
µ−1 ν
2 σ + V
ν µ−1
σ 2 , V
µ ν−1
1 σ+1 = αX11X
µ−1
21
Xν−122 + βX12X
µ
21X
ν−2
22 , V
µ−1 ν
2 σ = γX
2
11X
µ−3
21 X
ν
22 + δX11X12X
µ−2
21 X
ν−1
22 + εX
2
12X
µ−1
21 X
ν−2
22
(premier terme a` omettre, si µ = 2), β arbitraire si ν = 2.
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(4) Annulation de T 0 µ ν2 ρ σ (
(
0
2
)
<
(
µ
ρ
)
≤
(
ν
σ
)
,
∑
s =
∑
i, µ ≥ 1, ρ ≥ 2, e´cart
entre
(
µ
ρ
)
et
(
ν
σ
)
supe´rieur ou e´gal a` 2) : soustraction de ∂V , V = V µ−1 νρ+1 σ + V
ν µ−1
σ ρ+1 ,
V µ−1 νρ+1 σ = −ρ+12 T ′′µ−1 νρ+1 σ .
(5) Annulation de T 0 σ+1 σ2 σ−1 σ (σ ≥ 3) : soustraction de ∂Vσ, Vσ =
∑σ−1
i=1 (V2σ−i ii 2σ−i +
V i 2σ−i2σ−i i ), V2σ−i ii 2σ−i = (−1)i+1βσX i12X2σ−i21 .
5 Annulation du coefficient k′
Proposition 5.1 Tout T ∈ ∧3(E0, N)loc ∩ ker ∂ (E0 = E0Ω, N = C∞(Ω), m ≥
3) est cohomologue a` un cocycle a` coefficients constants, invariant et sans colonnes(
0
1
)
,
(
1
1
)
et
(
0
2
)
. De plus, le monoˆme de degre´
(
2 2 1
1 1 3
)
de ce cycle cohomologue
est nul.
Renommons T le cocycle obtenu en 4.4. Il suffit alors de de´montrer que k′ = 0 et
que T 2 2 11 1 3 = 0.
Equation :
(∂T )0 2 2 22 1 1 2 = 0. (23)
Monoˆmes contribuant :
I :
(
0
2
) (
1 2 1
1 1 2
) (
2 1 1
1 1 2
)
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
) (
1 2 2
2 1 2
) (
1 2 2
2 1 2
) (
1 2 2
3 1 1
)
Ecriture explicite de (23) :
2k′X01X03X11X23X232 − 2k′X02X03X13X22X231
+X01 (X0DX1)T
2 1 2
1 2 2 (2 1 3; X2 X
2
1 X
2
3 )
−X02 (X0DX2)T 2 1 21 2 2 (1 2 3; X1 X22 X23 )
−2
3
X03 (X0DX3)T
2 2 1
1 1 3 (1 2 3; X1 X2 X
3
3 ) = 0 (24)
(noter que la 2e`me ligne est - au signe pre`s - la 3e`me ou` l’on a e´change´ 1 et 2).
Posons
T 2 1 21 2 2 (1 2 3; X1 X
2
2 X
2
3 ) = X
2
21V
1 +X21X22V
2 +X21X23V
3 +X22X23V
4 +X223V
5
et (cf. (10))
T 2 2 11 1 3 (1 2 3; X1 X2 X
3
3 ) = X
2
31X32W
1 +X231X33W
2 +X31X
2
32W
3 +X232X33W
4.
24
Les termes de (24) en X202 et ceux en X
2
03 n’e´tant pas compensables, V
2 = V 4 = W 2 =
W 4 = 0, de sorte que
T 2 1 21 2 2 = v
1
1X12X
2
21X
2
33 + v
1
2X13X
2
21X32X33
+v31X11X21X23X32X33 + v
3
2X12X21X23X31X33 + v
3
3X13X21X23X31X32
+v51X11X
2
23X31X32 + v
5
2X12X
2
23X
2
31
et
T 2 2 11 1 3 = F (X11X23X31X
2
32 −X13X22X231X32) +G(X12X23X231X32 −X13X21X31X232).
De´terminons les coefficients des monoˆmes M(0, 1, 2, 3) suivants (entre parenthe`ses, nous
indiquons les monoˆmes M(0, 2, 1, 3)) :
Coefficient de X01X03X12X21X32X33 (X02X03X12X21X31X33) :
v32 = 0.
Coefficient de X01X03X12X22X31X33 (X02X03X11X21X32X33) :
v31 = 0.
Coefficient de X01X02X13X21X32X33 (X01X02X12X23X31X33) :
−2v12 = 0.
Coefficient de X01X03X11X23X
2
32 (X02X03X13X22X
2
31) :
2k′ − 2
3
F = 0. (25)
Coefficient de X01X03X12X23X31X32 (X02X03X13X21X31X32) :
v33 −
4
3
G = 0. (26)
Coefficient de X01X03X13X21X
2
32 (X02X03X12X23X
2
31) :
2v52 +
2
3
G = 0. (27)
Coefficient de X01X03X13X22X31X32 (X02X03X11X23X31X32) :
2v51 +
4
3
F = 0. (28)
L’e´quation (24) ne contient pas d’information supple´mentaire. Elle fournit donc les
e´galite´s
T 2 1 21 2 2 (1 2 3; X1 X
2
2 X
2
3 )
= v11X12X
2
21X
2
33 + v
3
3X13X21X23X31X32
+v51X11X
2
23X31X32 + v
5
2X12X
2
23X
2
31 (29)
25
et
T 2 2 11 1 3 (0 1 3; X0 X1 X
3
3 )
= F (X00X13X30X
2
31 −X03X11X230X31)
+G(X01X13X
2
30X31 −X03X10X30X231) (30)
et les relations (25), (26), (27) et (28).
Equation
(∂T )2 2 1 11 1 2 2 = 0. (31)
Monoˆmes contribuant :
IIa :
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) (
3 1 1
1 2 2
) (
2 2 1
2 1 2
) (
2 2 1
2 1 2
)
(
2
1
) (
2 2 1
2 1 2
) (
2 2 1
2 1 2
)
(
1
2
)
` = 1
k = 1 ≤ b0
(
0
+1
) (
1 2 2
3 1 1
)
` = 2
k = 1 ≤ b0
( −1
0
) (
0 2 2
2 1 1
)
= 0
IIb :
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) (
3 1 1
1 2 2
) (
2 2 1
2 1 2
) (
2 2 1
2 1 2
)
` = 2
k = 0
(
0
−1
)
/
(
1 2 1
1 1 2
) (
1 2 1
1 1 2
)
(
2
1
) (
2 2 1
2 1 2
) (
2 2 1
2 1 2
)
(
1 2 1
1 1 2
) (
1 2 1
1 1 2
)
(
1
2
)
` = 1
k = 0
(
0
+1
) (
1 2 2
3 1 1
)
Ecriture explicite de (31) :
−1
2
X01 (0D1)
2T 1 1 32 2 1 (2 3 1; X
2
2 X
2
3 X1) (`1)
+1
2
X02 (0D2)
2T 2 1 21 2 2 (1 3 2; X1 X
2
3 X
2
2 ) (`2)
−1
2
X03 (0D3)
2T 2 1 21 2 2 (1 2 3; X1 X
2
2 X
2
3 ) (`3)
26
−1
2
X12 (1D2)
2T 2 1 21 2 2 (0 3 2; X0 X
2
3 X
2
2 ) (`4)
+1
2
X13 (1D3)
2T 2 1 21 2 2 (0 2 3; X0 X
2
2 X
2
3 ) (`5)
−2
3
X23 (2D3)(X2DX3)T
2 2 1
1 1 3 (0 1 3; X0 X1 X
3
3 ) (`6)
+X10 (0D1)(X0DX1)T
1 1 3
2 2 1 (2 3 1; X
2
2 X
2
3 X1) (`7)
−X20 (0D2)(X0DX2)T 2 1 21 2 2 (1 3 2; X1 X23 X22 ) (`8)
+X30 (0D3)(X0DX3)T
2 1 2
1 2 2 (1 2 3; X1 X
2
2 X
2
3 ) (`9)
−k′X02X13X220X231 (`10)
+k′X03X12X221X
2
30 (`11)
+X21 (1D2)(X1DX2)T
2 1 2
1 2 2 (0 3 2; X0 X
2
3 X
2
2 ) (`12)
−X31 (1D3)(X1DX3)T 2 1 21 2 2 (0 2 3; X0 X22 X23 ) (`13)
+k′X03X12X221X
2
30 (`14)
−k′X02X13X220X231 (`15)
+1
3
X32 (X2DX3)
2T 2 2 11 1 3 (0 1 3; X0 X1 X
3
3 ) = 0 (`16)
(32)
(on a - avec des notations e´videntes - `2 = (`2)(0 1 2 3) = −(`3)(0 1 3 2), `4 =
(`3)(1 0 3 2), `5 = −(`3)(1 0 2 3), `8 = −(`9)(0 1 3 2), `12 = (`9)(1 0 3 2), `13 =
−(`9)(1 0 2 3)).
(∗) Coefficient de X00X13X20X22X231 :
−2v11 = 0 (33)
(`5 (`13) : coefficient de −X03X11X21X22X230 dans `3 (`9); `8 : coefficient de −X00X12
X221X30X33 dans `9).
(∗) Coefficient de X02X13X220X231 :
−2k′ = 0 (34)
(`2 (`5, `8, `13) : coefficient de −X03X12X221X230 dans `3 (`3, `9, `9)).
Vu (25) et (28), k′ = 0 entraˆıne F = 0 et v51 = 0.
(∗) Coefficient de X03X12X220X231 :
−2v52 = 0 (35)
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(`4 : coefficient de X03X12X
2
20X
2
31 dans `3; `8 (`13) : coefficient de −X02X13X221X230
dans `9 (`9)).
Il de´coule alors de (27) (et (26)) que G = 0 (et v33 = 0). Finalement, on a donc bien
k′ = 0 et T 2 2 11 1 3 = 0 (et T
2 1 2
1 2 2 = 0).
6 Etude des monoˆmes restants
Ci-dessous, nous e´tablirons la proposition I.2 (comme annonce´, les parties de la
preuve exigeant un raffinement en dimension m = 3, seront marque´es d’un aste´risque et
remplace´es a` la section VII).
Soit T ∈ ∧3(E0, N)loc ∩ ker ∂ (E0 = E0Ω, N = C∞(Ω), m ≥ 3). Vu 5.1, on peut
supposer que T soit a` coefficients constants, invariant, sans colonnes
(
0
1
)
,
(
1
1
)
et(
0
2
)
et que T 2 2 11 1 3 = 0. Nous de´montrerons que T = 0 en prouvant que tout monoˆme
T a b cr s t
((
0
2
)
<
(
a
r
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s =
∑
i
)
est nul, si ceux du meˆme type qui le
pre´ce`dent, le sont. Il est clair que l’hypothe`se de re´currence implique que tout monoˆme
infe´rieur au monoˆme e´tudie´ est nul. On notera e´galement que nous ne retrancherons
plus de bord dans la suite.
6.1 Etude de l’organigramme des cas a` conside´rer
Pour commencer, conside´rons le monoˆme de re´fe´rence
T 2 b c1 s t
((
2
1
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
)
- ce qui signifie que les monoˆmes qui le pre´ce`dent sont suppose´s eˆtre nuls - et
de´terminons les e´critures explicites de deux e´quations - obtenues, l’une par cre´ation
de
(
0
2
)
, l’autre par cre´ation de
(
2
1
)
- utiles ci-dessous.
Lemme 6.1 Soit le monoˆme de re´fe´rence
T 2 b c1 s t
((
2
1
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
, t ≥ 2
)
.
L’identite´
(∂T )0 2 b c+12 1 s t−1 = 0
s’e´crit alors
X01 (X0DX1)T
1 b c+1
2 s t−1 (1 2 3; X
2
1 X
s
2 X
t−1
3 )
+
2
s+ 1
X02 (X0DX2)T
2 b−1 c+1
1 s+1 t−1 (1 2 3; X1 X
s+1
2 X
t−1
3 )
+
2
t
X03 (X0DX3)T
2 b c
1 s t (1 2 3; X1 X
s
2 X
t
3) = 0,
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ou` la 2e`me ligne est a` ne´gliger, si b = 0.
De fait, les monoˆmes contribuant au degre´ conside´re´, sont :
I : /
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
) (
1 b c+ 1
2 s t− 1
) (
b− 1 2 c+ 1
s+ 1 1 t− 1
)(+) (
c 2 b
t 1 s
)
IIb : /
(+) : monoˆme a` omettre, si b = 0.
Lemme 6.2 Si
T 2 b c1 s t
((
2
1
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
, b ≥ 1, b+ s ≥ 4
)
est le monoˆme de re´fe´rence, l’e´quation
(∂T )2 2 b−1 c1 1 s t = 0
admet l’e´criture de´taille´e
−1
2
X01 (0D1)2T 3 b−1 c1 s t (1 2 3; X1 X
s
2 X
t
3)−
1
2
X02 (0D2)2T 2 b c1 s t (1 2 3; X1 X
s
2 X
t
3)
+
1
2
X12 (1D2)2T 2 b c1 s t (0 2 3; X0 X
s
2 X
t
3) +X10 (0D1)(X0DX1)T
3 b−1 c
1 s t (1 2 3; X1 X
s
2 X
t
3)
+X20 (0D2)(X0DX2)T
2 b c
1 s t (1 2 3; X1 X
s
2 X
t
3)−X21 (1D2)(X1DX2)T 2 b c1 s t (0 2 3; X0 Xs2 Xt3) = 0,
le 2e`me et le 3e`me termes e´tant a` supprimer, si b = 1.
Il suffit encore de chercher les monoˆmes contribuant :
I : /
(Si b = 1 ou c = 0, on peut cre´er
(
0
s
)
(s ≥ 3) resp.
(
0
t
)
(t ≥ 3). Les monoˆmes
a` trouver s’obtenant alors a` partir de
(
2 2 .
1 1 .
)
par soustraction de 1 au moins, de
deux degre´s supe´rieurs au moins, ils sont nuls)
IIa :
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) (
3 b− 1 c
1 s t
) (
b 2 c
s 1 t
)(+)
0
(
2
1
) (
b 2 c
s 1 t
)(+)
0
(
b− 1
s
)
0
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IIb :
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) (
3 b− 1 c
1 s t
) (
b 2 c
s 1 t
)
0
` = 2
k = 0
(
0
−1
)
/ 0 0
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) (
b 2 c
s 1 t
)
0
` = 2
k = 0
(
0
−1
)
0 0
(
b− 1
s
)
0
(+) : monoˆmes a` omettre, si b = 1.
Preuve 6.3 Conside´rons un monoˆme arbitraire
T a b cr s t
((
0
2
)
<
(
a
r
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
)
et montrons qu’il est nul sous l’hypothe`se de re´currence.
(1) r ≥ 2
Equation :
(∂T )0 a+1 b c2 r−1 s t = 0. (36)
Monoˆmes contribuant :
I : /
(Si l’on cre´e
(
0
2
)
, les monoˆmes cherche´s s’obtiennent a` partir de
(
a+ 1 b c
r − 1 s t
)
par
soustraction de 1 de deux degre´s supe´rieurs : ils sont donc tous nuls. Si b = 0 ou
c = 0, la cre´ation de
(
0
s
)
(s ≥ 3) resp.
(
0
t
)
(t ≥ 3) conduit a` des monoˆmes de
1e`re colonne
(
0
2
)
, qui sont e´videmment nuls)
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
) (
a b c
r s t
)
0 0
(Les monoˆmes associe´s a`
(
a+ 1
r − 1
)
ou
(
b
s
)
renferment
(
0
2
)
)
IIb : /
30
Ecriture explicite de (36) :
−2
r
X01 (X0DX1)T
a b c
r s t (1 2 3; X
r
1 X
s
2 X
t
3) = 0.
En faisant X0 = X1, on trouve
T a b cr s t = 0.
(2) r = 1
(2.1) r = 1, a ≥ 3
Monoˆme de re´fe´rence :
T a b c1 s t
((
a
1
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
, a ≥ 3
)
.
Equation :
(∂T )2 a−1 b c1 1 s t = 0. (37)
Monoˆmes contribuant :
I : /
IIa :
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) (
a b c
1 s t
)
0 0
IIb :
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) (
a b c
1 s t
)
0 0
` = 2
k = 0
(
0
−1
)
/ 0 0
Ecriture explicite de (37) :
−1
2
X01 (0D1)
2T a b c1 s t (1 2 3; X1 X
s
2 X
t
3)
+X10 (0D1)(X0DX1)T
a b c
1 s t (1 2 3; X1 X
s
2 X
t
3) = 0. (38)
Faisons η0 = η1 et X0 = X1. Il vient alors
−1
2
a(a− 1)X11T a b c1 s t (1 2 3; X1 Xs2 X t3) + aX11T a b c1 s t (1 2 3; X1 Xs2 X t3) = 0
ou encore
(3− a)T a b c1 s t (1 2 3; X1 Xs2 X t3) = 0.
(2.1.1) r = 1, a ≥ 4
Dans ce cas,
T a b c1 s t = 0.
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(∗) (2.1.2) r = 1, a = 3
Il de´coule de (38) que T 3 b c1 s t (1 2 3; X1 X
s
2 X
t
3) est divisible par X11 :
T 3 b c1 s t = X11(X
2
21T
1 +X21X31T
2 +X231T
3),
ou` le terme en X221 (X
2
31) est a` omettre, si s = 1 (t = 1) et ou` les T
i (i ∈ {1, 2, 3}) sont
inde´pendants de η1 et de X1. Comme
(0D1)T
3 b c
1 s t = X10(. . .) +X11(2X20X21T
1 +X20X31T
2 +X21X30T
2 + 2X30X31T
3),
la substitution dans (38) donne
−1
2
X01 [2X10(2X20X21T
1 +X20X31T
2 +X21X30T
2 + 2X30X31T
3)
+X11(2X
2
20T
1 + 2X20X30T
2 + 2X230T
3)]
+X10 [X00(X
2
21T
1 +X21X31T
2 +X231T
3)
+X01(2X20X21T
1 +X20X31T
2 +X21X30T
2 + 2X30X31T
3)] = 0.
(39)
Les termes en X00 n’e´tant pas compensables, T
1 = T 2 = T 3 = 0 et ainsi
T 3 b c1 s t = 0.
(2.2) r = 1, a = 2
(2.2.1) r = 1, a = 2, s ≥ 2
Monoˆme de re´fe´rence :
T 2 b c1 s t
((
2
1
)
≤
(
b
s
)
≤
(
c
t
)
,
∑
s
=
∑
i
, s ≥ 2
)
.
Equation :
(∂T )0 2 b+1 c2 1 s−1 t = 0. (40)
Monoˆmes contribuant :
I : /
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
) (
1 b+ 1 c
2 s− 1 t
) (
b 2 c
s 1 t
)
0
IIb : /
Ecriture explicite de (40) :
−X01 (X0DX1)T 1 b+1 c2 s−1 t (1 2 3; X21 Xs−12 X t3)
=
2
s
X02 (X0DX2)T
2 b c
1 s t (1 2 3; X1 X
s
2 X
t
3). (41)
Cette identite´ montre que T 1 b+1 c2 s−1 t est divisible par X12 et T
2 b c
1 s t par X21 :
T 1 b+1 c2 s−1 t = X12¶1 b c1 s−1 t = Xk12Q et T 2 b c1 s t = X21S1 b c1 s−1 t = X`21T , (42)
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ou` k et ` sont maximaux et e´gaux a` 1 ou 2. Si on remplace dans (41), on obtient
−X01(k X02 Xk−112 Q+Xk12 (X0DX1)Q)
=
2
s
X02(` X01 X
`−1
21 T +X`21 (X0DX2)T ). (43)
Il s’ensuit que (X0DX1)Q est divisible par X02 et (X0DX2)T par X01 :
(2− k)Q = X12R et (s− `)T = X21U . (44)
(2.2.1.1) r = 1, a = 2, s ≥ 2, b = 0
Alors k = 1, de sorte que T 1 1 c2 s−1 t = 0 ((44),(42)) et
T 2 0 c1 s t = 0
((41)).
(2.2.1.2) r = 1, a = 2, s ≥ 2, b ≥ 1
Les identite´s (44) montrent que k = 2 et ` = 2.
(2.2.1.2.1) r = 1, a = 2, s ≥ 3, b ≥ 1
Dans ce cas (44) et (42) impliquent que
T 2 b c1 s t = 0.
(2.2.1.2.2) r = 1, a = 2, s = 2, b ≥ 1
Il de´coule de (43)
−2X01X02X12Q = 2X01X02X21T
et (42) que
T 1 b+1 c2 1 t = AX
2
12X21X
b−1
32 X
c
33 et T
2 b c
1 2 t = −AX12X221Xb−132 Xc33. (45)
L’e´quation (40) est ainsi vide´e. Examinons a` pre´sent la relation
(∂T )2 2 b−1 c1 1 2 t = 0. (46)
Si b = 1, elle contient la meˆme information que (40), de sorte qu’il s’impose de traiter
ce cas a` part.
(2.2.1.2.2.1) r = 1, a = 2, s = 2, b ≥ 2
L’e´criture explicite de (46) est fournie par le lemme 6.2. Compte tenu de (45), son
2e`me et son 5e`me termes (t2 et t5) s’e´crivent
1
2
AX02X
2
21X
c
33(2(b− 1)X10X30Xb−232 + (b− 1)(b− 2)X12X230Xb−332 ) (47)
33
resp.
−2AX01X20X21Xc33(X10 Xb−132 + (b− 1)X12 X30 Xb−232 ). (48)
Coefficient de X02X12X
2
21X
2
30X
b−3
32 X
c
33 (pour b ≥ 3) :
1
2
A(b− 1)(b− 2)
(t3 (t6) : coefficient de −X02X12X220X231Xb−332 Xc33 dans t2 (t5)).
(∗) (2.2.1.2.2.1.1) r = 1, a = 2, s = 2, b ≥ 3
Alors,
T 2 b c1 2 t = 0.
(2.2.1.2.2.1.2) r = 1, a = 2, s = 2, b = 2
Vu (45), les monoˆmes de (46) sont donne´s par
T 3 1 c1 2 t (1 2 3; X1 X
2
2 X
t
3) = −T 1 3 c2 1 t (2 1 3; X22 X1 X t3) = −AX12X221X31Xc33
et
T 2 2 c1 2 t (1 2 3; X1 X
2
2 X
t
3) = −AX12X221X32Xc33. (49)
On ve´rifie facilement que l’e´quation (46) est alors triviale.
Etudions maintenant T 2 2 c1 2 t (son degre´ e´tant bo et tel que
∑
s =
∑
i, on a ne´cessaire-
ment t ≥ 3) moyennant la relation
(∂T )0 2 2 c+12 1 2 t−1 = 0. (50)
En utilisant le lemme 6.1 et l’e´galite´ (49), on voit que le terme t3 de (50) est e´gal a`
−2
t
AX03X12X
2
21(X02 X
c
33 + c X03 X32X
c−1
33 ).
Le second terme de cette expression n’e´tant pas compensable et c valant au moins 2, il
s’ensuit que
T 2 2 c1 2 t = 0.
(2.2.1.2.2.2) r = 1, a = 2, s = 2, b = 1
Vu (45), le monoˆme a` annuler a la forme
T 2 1 c1 2 t = T
2 1 t
1 2 t = −AX12X221X t33 (t ≥ 2).
Choisissons l’e´quation
(∂T )0 2 1 t+12 1 2 t−1 = 0, (51)
dont l’e´criture de´taille´e est encore obtenue a` l’aide de 6.1. Comme t3 s’e´crit ici
−2AX203X12X221X t−133
34
et comme ce terme ne peut de nouveau eˆtre compense´, on en de´duit que
T 2 1 c1 2 t = 0.
(2.2.2) r = 1, a = 2, s = 1
C’est le dernier cas a` traiter.
Monoˆme de re´fe´rence :
T 2 b c1 1 t
((
2
1
)
≤
(
b
1
)
≤
(
c
t
)
,
∑
s
=
∑
i
⇒ b ≥ 2, c ≥ 1, t ≥ 3
)
.
Equations :
(∂T )0 2 b c+12 1 1 t−1 = 0 (52)
et
(∂T )2 2 b−1 c1 1 1 t = 0 (si b ≥ 3). (53)
Nous nous servirons d’abord de (52), qui est une fois de plus un cas particulier
du lemme 6.1. De´composons les monoˆmes T 1 b c+12 1 t−1 et T
2 b−1 c+1
1 2 t−1 contribuant a` l’ordre(
0 2 b c+ 1
2 1 1 t− 1
)
, comme suit :
T 1 b c+12 1 t−1 = X11X12U
1 +X11X13U
2 +X212U
3 +X12X13U
4 +X213U
5
et
T 2 b−1 c+11 2 t−1 = X
2
21V
1 +X21X22V
2 +X21X23V
3 +X222V
4 +X22X23V
5 +X223V
6,
ou` le terme en X222 est a` supprimer, si b = 2. Les termes t1 et t2 de (52) s’e´crivent donc
X201X12U
1 +X01X02X11U
1 +X201X13U
2 +X01X03X11U
2
+2X01X02X12U
3 +X01X02X13U
4 +X01X03X12U
4 + 2X01X03X13U
5
resp.
2X01X02X21V
1 +X01X02X22V
2 +X202X21V
2 +X01X02X23V
3
+X02X03X21V
3 + 2X202X22V
4 +X202X23V
5 +X02X03X22V
5 + 2X02X03X23V
6.
Comme les termes en X201 et ceux en X
2
02 ne sont pas compensables, on a
U1 = U2 = V 2 = V 4 = V 5 = 0.
Par conse´quent, (52) devient
X01X02
[
2X12U
3 +X13U
4 + 2X21V
1 +X23V
3
]
+X03
[
X01X12U
4
+2X01X13U
5 +X02X21V
3 + 2X02X23V
6 +
2
t
(X0DX3)T
2 b c
1 1 t
]
= 0,
ce qui signifie e´videmment que les expressions entre crochets sont nulles.
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Soient (E1) et (E2) les e´quations ainsi obtenues.
Vu que
U3 = X21U
3
1 +X22U
3
2 +X23U
3
3 (2e`me terme a` omettre, si b = 2),
U4 = X21U
4
1 +X22U
4
2 +X23U
4
3 ,
U5 = X21U
5
1 +X22U
5
2 +X23U
5
3 (3e`me terme a` omettre, si c = 1),
V 1 = X12V
1
2 +X13V
1
3 ,
V 3 = X11V
3
1 +X12V
3
2 +X13V
3
3 ,
V 6 = X11V
6
1 +X12V
6
2 +X13V
6
3 (3e`me terme a` omettre, si c = 1)
et que (E1) est d’ordre
(
0 1 b− 1 c+ 1
0 1 1 t− 1
)
, les termes en X12X22, en X13X22 et ceux
en X11X23 ne sont pas compensables, de sorte que
U32 = U
4
2 = V
3
1 = 0.
Finalement, (E1) s’e´crit
X12X21(2U
3
1 + 2V
1
2 ) +X12X23(2U
3
3 + V
3
2 ) +X13X21(U
4
1 + 2V
1
3 ) +X13X23(U
4
3 + V
3
3 ) = 0
i.e.
V 12 = −U31 , V 32 = −2U33 , V 13 = −
1
2
U41 et V
3
3 = −U43 .
Passons a` (E2). Il s’agit de l’e´quation
−2
t
(X0DX3)T
2 b c
1 1 t
= X01X12(X21U
4
1 +X23U
4
3 ) + 2X01X13(X21U
5
1 +X22U
5
2 +X23U
5
3 )
+X02X21(X12V
3
2 −X13U43 ) + 2X02X23(X11V 61 +X12V 62 +X13V 63 ) (54)
(termes en U53 et V
6
3 a` supprimer, si c = 1). En faisant X0 = X3, on trouve
−2T 2 b c1 1 t = X12X31(X21U41 +X23U43 ) + 2X13X31(X21U51 +X22U52 +X23U53 )
+X21X32(X12V
3
2 −X13U43 ) + 2X23X32(X11V 61 +X12V 62 +X13V 63 )
et en substituant dans (54), on obtient
(1− t)
[
X01X12(X21U
4
1 +X23U
4
3 ) + 2X01X13(X21U
5
1 +X22U
5
2 +X23U
5
3 )
+ X02X21(X12V
3
2 −X13U43 ) + 2X02X23(X11V 61 +X12V 62 +X13V 63 )
]
+X12X31
[
X21 (X0DX3)U
4
1 +X23 (X0DX3)U
4
3
]
+ 2X13X31
[
X21 (X0DX3)U
5
1
+X22 (X0DX3)U
5
2 +X23 (X0DX3)U
5
3
]
+X21X32
[
X12 (X0DX3)V
3
2 −X13 (X0DX3)U43
]
+2X23X32
[
X11 (X0DX3)V
6
1 +X12 (X0DX3)V
6
2 +X13 (X0DX3)V
6
3
]
= 0 (55)
(termes renfermant U53 et V
6
3 a` ne´gliger, si c = 1). Remarquons - en vue de l’exploitation
comple`te de (55), e´quation d’ordre
(
0 2 b c
1 1 1 t− 1
)
, avec b+ c = t - que
U41 = u
4
1X
b−1
32 X
c
33, U
4
3 = u
4
3X31X
b−1
32 X
c−1
33 ,
U51 = u
5
1X
b
32X
c−1
33 , U
5
2 = u
5
2X31X
b−1
32 X
c−1
33 , U
5
3 = u
5
3X31X
b
32X
c−2
33 (c ≥ 2),
V 32 = v
3
2X31X
b−2
32 X
c
33,
V 61 = v
6
1X31X
b−1
32 X
c−1
33 , V
6
2 = v
6
2X
2
31X
b−2
32 X
c−1
33 , V
6
3 = v
6
3X
2
31X
b−1
32 X
c−2
33 (c ≥ 2).
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Coefficient de X01X12X21X
b−1
32 X
c
33 :
(1− t)u41 + v32 = 0.
Coefficient de X02X12X21X31X
b−2
32 X
c
33 :
(b− 1)u41 + (b− t− 1)v32 = 0.
Coefficient de X03X12X21X31X
b−1
32 X
c−1
33 :
u41 + v
3
2 = 0.
D’ou` : u41 = v
3
2 = 0.
Coefficient de X01X12X23X31X
b−1
32 X
c−1
33 :
(2− t)u43 + 4v62 = 0. (56)
Coefficient de X02X13X21X31X
b−1
32 X
c−1
33 :
(t− b)u43 + 2bu51 = 0. (57)
Coefficient de X01X13X21X
b
32X
c−1
33 :
u43 + 2(t− 1)u51 = 0. (58)
Coefficient de X02X12X23X
2
31X
b−2
32 X
c−1
33 :
(b− 1)u43 + 2(b− t− 1)v62 = 0. (59)
Coefficient de X03X12X23X
2
31X
b−1
32 X
c−2
33 :
(c− 1)(u43 + 2v62) = 0 (c ≥ 2).
Coefficient de X03X13X21X31X
b
32X
c−2
33 :
(1− c)(u43 − 2u51) = 0 (c ≥ 2).
Si c ≥ 2, on trouve u43 = u51 = v62 = 0. Si c = 1, les e´quations (56) et (59) sont
e´quivalentes et il en est de meˆme de (57) et (58) (b+ c = t); le syste`me s’e´crit donc{
(2− t)u43 + 4v62 = 0
u43 + 2(t− 1)u51 = 0.
Coefficient de X01X13X22X31X
b−1
32 X
c−1
33 :
2(2− t)u52 = 0.
D’ou` : u52 = 0.
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Coefficient de X01X13X23X31X
b
32X
c−2
33 :
(2− t)u53 + 2v63 = 0 (c ≥ 2). (60)
Coefficient de X02X13X23X
2
31X
b−1
32 X
c−2
33 :
bu53 + (b− t)v63 = 0 (c ≥ 2). (61)
Coefficient de X03X13X23X
2
31X
b
32X
c−3
33 :
(c− 2)(u53 + v63) = 0 (c ≥ 3).
Si c ≥ 3, il re´sulte de ces e´quations que u53 = v63 = 0. Si c = 2, (60) et (61) sont
e´quivalents, de sorte que le syste`me se re´duit a`
(2− t)u53 + 2v63 = 0.
Coefficient de X02X11X23X31X
b−1
32 X
c−1
33 :
(b− t)v61 = 0.
D’ou` : v61 = 0.
La relation (55) ne contient pas d’information supple´mentaire.
(2.2.2.1) r = 1, a = 2, s = 1, c ≥ 3
Alors
T 2 b c1 1 t = 0.
(2.2.2.2) r = 1, a = 2, s = 1, c = 2
Dans ce cas, les re´sultats ci-dessus entraˆınent
T 2 b 21 1 t = T
2 t−2 2
1 1 t = CtX13X23X
2
31X
t−2
32 (t ≥ 4, Ct = −
t
2
u53). (62)
Remarquons que
T 2 b 21 1 4 = T
2 2 2
1 1 4 = C4X13X23X
2
31X
2
32 = 0,
vu la syme´trie et l’antisyme´trie de ce monoˆme en ses deux premiers arguments.
L’e´quation (52) e´tant vide´e, utilisons (53) (ce qui est possible, car b ≥ 3), qui est un
cas particulier du lemme 6.2. Le terme t2 de (53) s’e´crivant
−1
2
Ct(t− 2)(t− 3)X02X13X23X230X231X t−432 (63)
et n’e´tant pas compensable, on a
(∗) T 2 b 21 1 t = 0 (t ≥ 5).
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(2.2.2.3) r = 1, a = 2, s = 1, c = 1
Ici, il vient
T 2 b 11 1 t = T
2 t−1 1
1 1 t = Ct,1X12X23X
2
31X
t−2
32 + Ct,2X13X21X31X
t−1
32 , (64)
avec t ≥ 3, Ct,1 = − t4 u43 et Ct,2 = t2(t−1) u43. On notera que
Ct,2 =
2
1− t Ct,1, (65)
que
T 2 b 11 1 3 = T
2 2 1
1 1 3 = 0
(cf. 5.1) et que
T 2 b−1 21 2 t−1 = T
2 t−2 2
1 2 t−1
= v12X12X
2
21X
t−3
32 X
2
33
+u43
(
t− 2
4
X12 X
2
23 X
2
31 X
t−3
32 −X13 X21 X23 X31 X t−232
)
(t ≥ 3).
La relation (52) e´tant triviale et l’identite´ (53) ainsi que d’autres e´quations comme
(∂T )2 2 t−1 01 1 1 t = 0
par exemple, ne permettant pas non plus de conclure, ce dernier cas exige une e´tude
plus approfondie.
6.2 Cas critique
Remarque 6.4 De´terminons les monoˆmes contribuant au degre´(
2 t− p p
1 p t− p+ 1
)
(t ≥ 4, p ∈ IN∗, p ≤ t+1
2
(< t− 1)).
I : /
IIa :
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) (
t− p+ 1 p
p t− p+ 1
) (
p+ 1 t− p
t− p+ 1 p
)
(
t− p
p
)
` ∈ {1, . . . , p}
k = t− p ≤ b0
(
t− p− `
p− `
) (
t− ` 2
t− `+ 1 1
)
IIb :
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) (
t− p+ 1 p
p t− p+ 1
) (
p+ 1 t− p
t− p+ 1 p
)
` = 2
k = 0
(
0
−1
) (
t− p p
p− 1 t− p+ 1
)(+) (
p t− p
t− p p
)
(
t− p
p
)
` ∈ {1, . . . , t− p}
k = t− p− ` ≤ b0
(
t− p− `
p− `
) (
t− ` 2
t− `+ 1 1
)
(+) : monoˆme a` omettre, si p = 1.
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Soient t ≥ 4, p ∈ IN∗ ∩
[
1, t+1
2
[
et V t−p+1 pp t−p+1 un monoˆme de cochaˆıne invariant a`
coefficients constants. Vu ce qui pre´ce`de,[
∂(V t−p+1 pp t−p+1 + V
p t−p+1
t−p+1 p )
]2 t−p p
1 p t−p+1
= −1
2
X01 (0D1)
2V t−p+1 pp t−p+1(1 2; X
p
1 X
t−p+1
2 )
+X10 (0D1)(X0DX1)V
t−p+1 p
p t−p+1(1 2; X
p
1 X
t−p+1
2 ). (66)
Donc, si
V t−p+1 pp t−p+1(1 2; Xp1 X t−p+12 ) = βt,pXp12X t−p+121 (βt,p ∈ IR),
il vient[
∂(V t−p+1 pp t−p+1 + Vp t−p+1t−p+1 p )
]2 t−p p
1 p t−p+1
= −1
2
βt,p(t− p+ 1)(t− p)X01Xp12X220X t−p−121 + βt,pp(t− p+ 1)X02X10Xp−112 X20X t−p21
et si de plus, on e´value le monoˆme de bord sur des arguments indexe´s par 1, 2, 3 et on
choisit
βt,p =
(−1)p2
t(t− 1) Ct,1,
alors [
∂(V t−p+1 pp t−p+1 + Vp t−p+1t−p+1 p )
]2 t−p p
1 p t−p+1
=
(−1)p+1(t− p+ 1)(t− p)
t(t− 1) Ct,1X12X
p
23X
2
31X
t−p−1
32
+
(−1)p 2p(t− p+ 1)
t(t− 1) Ct,1X13X21X
p−1
23 X31X
t−p
32 . (67)
Lemme 6.5 Soit
T 2 t−1 11 1 t (t ∈ {5, 7, . . .})
le monoˆme de re´fe´rence. La relation
(∂T )0 2 t−p p+12 1 p t−p = 0
(
p ∈
{
1, . . . ,
t− 1
2
})
,
s’e´crit alors
X01 (X0DX1)T
1 t−p p+1
2 p t−p (1 2 3; X
2
1 X
p
2 X
t−p
3 )
+
2
p+ 1
X02 (X0DX2)T
2 t−p−1 p+1
1 p+1 t−p (1 2 3; X1 X
p+1
2 X
t−p
3 )
+
2
t− p+ 1 X03 (X0DX3)T
2 t−p p
1 p t−p+1(1 2 3; X1 X
p
2 X
t−p+1
3 ) = 0.
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En effet, les monoˆmes contribuant a` l’ordre conside´re´ sont :
I : /
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
) (
1 t− p p+ 1
2 p t− p
) (
t− p− 1 2 p+ 1
p+ 1 1 t− p
) (
p 2 t− p
t− p+ 1 1 p
)
IIb : /
Preuve 6.6 (suite de 6.3) Rappelons qu’il s’agit d’e´tablir que T 2 t−1 11 1 t (t ≥ 4) est
nul sous l’hypothe`se de re´currence.
(2.2.2.3.1) r = 1, a = 2, s = 1, c = 1, t ∈ {4, 6, 8, . . .}
Remarquons que si
V t 11 t =
−2
t(t− 1) Ct,1X12X
t
21,
ou` Ct,1 est le coefficient de X12X23X
2
31X
t−2
32 dans T
2 t−1 1
1 1 t (cf. (64)), on a en vertu de
(64), (65) et (67),
T 2 t−1 11 1 t = Ct,1X12X23X
2
31X
t−2
32 +
2
1− t Ct,1X13X21X31X
t−1
32
=
[
∂(V t 11 t + V1 tt 1 )
]2 t−1 1
1 1 t
.
Or, la soustraction de ce bord est (e´videmment) impossible, son monoˆme minimum e´tant
de degre´
(
0 t 2
2 1 t− 1
)
.
Il re´sulte de 4.5 (ii), qu’on annule le monoˆme T 0 t 22 1 t−1 en corrigeant le cocycle par ∂V1
et ∂V2, avec
V1 = V
t 1
1 t + V
1 t
t 1 , V
t 1
1 t = αX11X
t−1
21 X22 + βX12X
t
21
V2 = V
t−1 2
2 t−1 + V
2 t−1
t−1 2 , V
t−1 2
2 t−1 = · · · ,
le re´el β e´tant quelconque. On voit facilement qu’un choix convenable de β permet de
donner au coefficient de X12X23X
2
31X
t−2
32 dans T
2 t−1 1
1 1 t , une valeur arbitraire B. Pour
cela, il suffit de prendre
β =
2(A−B)
t(t− 1) ,
ou` A de´signe la valeur du coefficient en question, avant l’addition des bords ∂V1 et ∂V2.
En effet, d’un coˆte´, (66) montre que
(∂V1)
2 t−1 1
1 1 t (1 2 3; X1 X2 X
t
3) = (B − A)X12X23X231X t−232 + · · · ,
les termes repre´sente´s par · · · e´tant non semblables au premier; de l’autre, il de´coule de
6.4 que
(∂V2)
2 t−1 1
1 1 t (1 2 3; X1 X2 X
t
3) = 0.
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Ainsi, si l’on note T ′ le cocycle corrige´, on a
T ′2 t−1 11 1 t = T
2 t−1 1
1 1 t + (∂V1)
2 t−1 1
1 1 t + (∂V2)
2 t−1 1
1 1 t
= AX12X23X
2
31X
t−2
32 + · · ·+ (B − A)X12X23X231X t−232 + · · ·+ 0.
Ceci e´tant, nous choisissons e´videmment β de manie`re que le coefficient de X12X23X
2
31
X t−232 dans T
2 t−1 1
1 1 t soit nul apre`s l’e´tude de T
0 t 2
2 1 t−1. Cependant, lors de l’examen des T
0 µ ν
2 ρ σ((
0
2
)
<
(
µ
ρ
)
≤
(
ν
σ
)
,
∑
s =
∑
i
)
supe´rieurs a` T 0 t 22 1 t−1, on retranche/ajoute encore des
bords, ce qui pourrait re´introduire un terme en X12X23X
2
31X
t−2
32 . Ve´rifions que tel n’est
pas le cas.
Soit donc T 0 µ ν2 ρ σ
((
0
2
)
<
(
µ
ρ
)
≤
(
ν
σ
)
,
∑
s =
∑
i
)
un monoˆme supe´rieur a` T 0 t 22 1 t−1.
Remarquons d’abord que T 0 µ ν2 ρ σ diffe`re de T
0 2 2
2 1 1 et de T
0 3 2
2 1 2 et que les degre´s des
2-monoˆmes contribuant a` l’ordre
(
2 t− 1 1
1 1 t
)
sont (cf. 6.4) :
(
t 1
1 t
)(
2 t− 1
t 1
)(
1 t− 1
t− 1 1
)(
t− ` 2
t− `+ 1 1
)
(` ∈ {1, . . . , t− 1}).
Trois situations peuvent se pre´senter (cf. 4.5 (ii)) :
(i) T 0 µ ν2 ρ σ = T
0 µ ν
2 1 σ (µ, ν, σ ≥ 2)
Alors [
∂(V µ ν−11 σ+1 + V
ν−1 µ
σ+1 1 )
]2 t−1 1
1 1 t
=
[
∂(V µ−1 ν2 σ + V
ν µ−1
σ 2 )
]2 t−1 1
1 1 t
= 0.
De fait, (
µ ν − 1
1 σ + 1
)[(
ν − 1 µ
σ + 1 1
)]
- diffe`re de
(
t 1
1 t
)
, sinon T 0 µ ν2 ρ σ = T
0 t 2
2 1 t−1 [t = 1],
- diffe`re de
(
2 t− 1
t 1
)
, sinon t = 1
[
T 0 µ ν2 ρ σ = T
0 t−1 3
2 1 t−1
]
,
- diffe`re de
(
1 t− 1
t− 1 1
)
, sinon t = 2
[
T 0 µ ν2 ρ σ = T
0 t−1 2
2 1 t−2
]
,
- diffe`re de
(
t− ` 2
t− `+ 1 1
)
(` ∈ {1, . . . , t− 1}), sinon t = `
[
T 0 µ ν2 ρ σ = T
0 2 t−`+1
2 1 t−`
]
et les ordres (
µ− 1 ν
2 σ
)
et
(
ν µ− 1
σ 2
)
diffe`rent eux aussi (visiblement) des degre´s pre´ce´dents.
(ii) T 0 µ ν2 ρ σ est tel que µ ≥ 1 et ρ ≥ 2, l’e´cart entre
(
µ
ρ
)
et
(
ν
σ
)
valant au moins 2.
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Notons que les hypothe`ses sur
(
0 µ ν
2 ρ σ
)
impliquent ν ≥ 3 et prouvons que
[
∂(V µ−1 νρ+1 σ + V
ν µ−1
σ ρ+1 )
]2 t−1 1
1 1 t
= 0.
Il suffit de nouveau d’observer que(
µ− 1 ν
ρ+ 1 σ
)[(
ν µ− 1
σ ρ+ 1
)]
- diffe`re de
(
t 1
1 t
)
, sinon ρ = 0
[
T 0 µ ν2ρ σ = T
0 2 t
2 t−1 1, qui n’est pas bo
]
,
- diffe`re de
(
2 t− 1
t 1
)
, sinon T 0 µ ν2 ρ σ = T
0 3 t−1
2 t−1 1 [ρ = 0],
- diffe`re de
(
1 t− 1
t− 1 1
)
, sinon T 0 µ ν2 ρ σ = T
0 2 t−1
2 t−2 1 [ρ = 0],
- diffe`re de
(
t− ` 2
t− `+ 1 1
)
(` ∈ {1, . . . , t− 1}), sinon ν = 2 [ρ = 0].
(iii) T 0 µ ν2 ρ σ est de la forme T
0 σ+1 σ
2 σ−1 σ (σ ≥ 3)
On a encore [
∂
σ−1∑
i=1
(V2σ−i ii 2σ−i + V i 2σ−i2σ−i i )
]2 t−1 1
1 1 t
= 0.
En effet, (
2σ − i i
i 2σ − i
)[(
i 2σ − i
2σ − i i
)]
(i ∈ {1, . . . , σ − 1})
- diffe`re de
(
t 1
1 t
)
, sinon t = 2σ − 1 [car 2σ − i ≥ 4] (c’est ici que joue l’hypothe`se
t ∈ {4, 6, 8, . . .}; si t ∈ {5, 7, 9, . . .}, on trouve(
2σ − 1 1
1 2σ − 1
)
=
(
t 1
1 t
)
⇔ T 0 µ ν2 ρ σ = T 0
t+1
2
+1 t+1
2
2 t+1
2
−1 t+1
2
,
ce qui n’est nullement contradictoire),
- diffe`re e´videmment de
(
2 t− 1
t 1
)
[idem],
- diffe`re de
(
1 t− 1
t− 1 1
)
, car 2σ − i ≥ 4
[
sinon T 0 µ ν2 ρ σ = T
0 t
2
+1 t
2
2 t
2
−1 t
2
, qui est infe´rieur a`
T 0 t 22 1 t−1
]
,
- diffe`re de
(
t− ` 2
t− `+ 1 1
)
(` ∈ {1, . . . , t− 1}), car 2σ − i ≥ 4 [idem].
Finalement, les corrections par des bords effectue´es pour annuler les T 0 µ ν2 ρ σ((
0
2
)
<
(
µ
ρ
)
≤
(
ν
σ
)
,
∑
s =
∑
i
)
supe´rieurs a` T 0 t 22 1 t−1, ne modifient pas T
2 t−1 1
1 1 t . Plus
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aucun bord n’e´tant retranche´ apre`s l’e´tude de ces monoˆmes a` une colonne
(
0
2
)
(voir
e´galement la suite), le coefficient Ct,1 de X12X23X
2
31X
t−2
32 dans T
2 t−1 1
1 1 t est nul et (64) et
(65) permettent de conclure.
(2.2.2.3.2) r = 1, a = 2, s = 1, c = 1, t ∈ {5, 7, 9, . . .}
Rappelons que (52)
(∂T )0 2 t−1 22 1 1 t−1 = 0
(monoˆme de re´fe´rence : T 2 t−1 11 1 t ) a fourni les re´sultats
T 2 t−1 11 1 t = Ct,1X12X23X
2
31X
t−2
32 +
2
1− t Ct,1X13X21X31X
t−1
32
( =
[
∂(V t 11 t + V1 tt 1 )
]2 t−1 1
1 1 t
, V t 11 t =
−2
t(t− 1) Ct,1X12X
t
21 (cf. (67)))
et
T 2 t−2 21 2 t−1
= v12X12X
2
21X
t−3
32 X
2
33 −
t− 2
t
Ct,1 X12X
2
23X
2
31X
t−3
32 +
4
t
Ct,1X13X21X23X31X
t−2
32
( = v12X12X
2
21X
t−3
32 X
2
33 +
[
∂(V t−1 22 t−1 + V2 t−1t−1 2 )
]2 t−2 2
1 2 t−1 ,
V t−1 22 t−1 =
2
t(t− 1) Ct,1X
2
12X
t−1
21 (cf. (67))).
Il est clair que la me´thode de (2.2.2.3.1) n’est pas valable ici, le terme en X12X23X
2
31X
t−2
32
dans T 2 t−1 11 1 t se re´introduisant (t impair !) lors de l’e´tude de
T
0 t+1
2
+1 t+1
2
2 t+1
2
−1 t+1
2
.
Cependant, le lemme 6.5 permet de constater que le coefficient deX203X12X
2
21X
t−3
32 X33
dans
(∂T )0 2 t−2 32 1 2 t−2 = 0
(monoˆme de re´fe´rence : T 2 t−1 11 1 t ) vaut
4
t−1 v
1
2, de sorte que v
1
2 = 0.
Conside´rons l’e´nonce´ E(p)
(
p ∈
{
1, . . . , t+1
2
}
(t impair !)
)
suivant (valable pour p =
1 et p = 2) :
T 2 t−p p1 p t−p+1 =
(−1)p+1(t− p+ 1)(t− p)
t(t− 1) Ct,1X12X
p
23X
2
31X
t−p−1
32
+
(−1)p 2p(t− p+ 1)
t(t− 1) Ct,1X13X21X
p−1
23 X31X
t−p
32
( =
[
∂(V t−p+1 pp t−p+1 + Vp t−p+1t−p+1 p )
]2 t−p p
1 p t−p+1 ,
V t−p+1 pp t−p+1 =
(−1)p 2
t(t− 1) Ct,1X
p
12X
t−p+1
21 , si p ∈
{
1, . . . ,
t− 1
2
}
).
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Nous e´tablissons a` pre´sent l’implication
E(p)⇒ E(p+ 1), ∀p ∈
{
2, . . . ,
t− 1
2
}
.
Utilisons l’e´quation de 6.5 et posons
T 2 t−p−1 p+11 p+1 t−p = X
2
21
p−1∑
i=0
X i22X
p−i−1
23 V
1
i +X21
p∑
j=0
Xj22X
p−j
23 V
2
j +
p+1∑
k=0
Xk22X
p−k+1
23 V
3
k ,
ou` le terme k = p + 1 est a` ne´gliger, si p = t−1
2
et ou` les V rs sont inde´pendants de X2.
Le terme t2 de l’e´quation conside´re´e s’e´crit alors
2
p+ 1
X02
(
2X01X21
∑
i
X i22X
p−i−1
23 V
1
i +X02X
2
21
∑
i
iX i−122 X
p−i−1
23 V
1
i
+ X03X
2
21
∑
i
(p− i− 1)X i22Xp−i−223 V 1i
+ X01
∑
j
Xj22X
p−j
23 V
2
j +X02X21
∑
j
jXj−122 X
p−j
23 V
2
j
+ X03X21
∑
j
(p− j)Xj22Xp−j−103 V 2j
+ X02
∑
k
kXk−122 X
p−k+1
23 V
3
k +X03
∑
k
(p− k + 1)Xk22Xp−k23 V 3k
)
.
Comme les termes en X202 ne sont pas compensables, on a
V 1i = V
2
j = V
3
k = 0, ∀i, j, k 6= 0.
Ainsi,
T 2 t−p−1 p+11 p+1 t−p = X
2
21X
p−1
23 V
1
0 +X21X
p
23V
2
0 +X
p+1
23 V
3
0 ,
avec
V 10 = v
1
0,1X12X
t−p−2
32 X
2
33 + v
1
0,2X13X
t−p−1
32 X33,
V 20 = v
2
0,1X11X
t−p−1
32 X33 + v
2
0,2X12X31X
t−p−2
32 X33 + v
2
0,3X13X31X
t−p−1
32 et
V 30 = v
3
0,1X11X31X
t−p−1
32 + v
3
0,2X12X
2
31X
t−p−2
32 . (68)
Cela e´tant, t2 devient
2
p+ 1
X02
(
2X01X21X
p−1
23 V
1
0 + (p− 1)X03X221Xp−223 V 10
+X01X
p
23V
2
0 + pX03X21X
p−1
23 V
2
0 + (p+ 1)X03X
p
23V
3
0
)
et, vu que E(p) est suppose´ exact, t3 s’e´crit
2
t− p+ 1 X03
[
C− (1)t,p X12Xp23(2X01X31X t−p−132 + (t− p− 1)X02X231X t−p−232 )
+ C− (2)t,p X13X21Xp−123 (X01X t−p32 + (t− p)X02X31X t−p−132 )
]
,
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ou` l’on a pose´
C− (1)t,p =
(−1)p+1(t− p+ 1)(t− p)
t(t− 1) Ct,1 et C−
(2)
t,p =
(−1)p 2p(t− p+ 1)
t(t− 1) Ct,1. (69)
Coefficient de X02X03X12X
2
21X
p−2
23 X
t−p−2
32 X
2
33 :
2
p+ 1
(p− 1)v10,1 = 0 : v10,1 = 0. (70)
Coefficient de X02X03X13X
2
21X
p−2
23 X
t−p−1
32 X33 :
2
p+ 1
(p− 1)v10,2 = 0 : v10,2 = 0. (71)
Coefficient de X02X03X11X21X
p−1
23 X
t−p−1
32 X33 :
2
p+ 1
p v20,1 = 0 : v
2
0,1 = 0. (72)
Coefficient de X02X03X12X21X
p−1
23 X31X
t−p−2
32 X33 :
2
p+ 1
p v20,2 = 0 : v
2
0,2 = 0. (73)
Coefficient de X02X03X13X21X
p−1
23 X31X
t−p−1
32 :
2
p+ 1
p v20,3 +
2
t− p+ 1 (t− p) C−
(2)
t,p = 0. (74)
Coefficient de X02X03X11X
p
23X31X
t−p−1
32 :
2 v30,1 = 0 : v
3
0,1 = 0. (75)
Coefficient de X02X03X12X
p
23X
2
31X
t−p−2
32 :
2 v30,2 +
2
t− p+ 1 (t− p− 1) C−
(1)
t,p = 0. (76)
Notons que (69), (74) et (76) permettent d’e´crire
v20,3 =
(−1)p+1 2(p+ 1)(t− p)
t(t− 1) Ct,1 et v
3
0,2 =
(−1)p+2(t− p)(t− p− 1)
t(t− 1) Ct,1. (77)
Il re´sulte alors de (68), (70), (71), (72), (73), (75) et (77) qu’on a bien E(p+1) (l’e´quation
de 6.5 ne renferme pas d’autre information inte´ressante).
L’e´nonce´ E
(
t+1
2
)
e´tant ainsi valable,
T
2 t−1
2
t+1
2
1 t+1
2
t+1
2
= Ct,1X12X
t+1
2
23 X
2
31X
t−3
2
32 + Ct,2X13X21X
t−1
2
23 X31X
t−1
2
32 , (78)
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avec
Ct,1 = (−1)
t+3
2 (t+ 1)
4t
Ct,1 et Ct,2 = (−1)
t+1
2 (t+ 1)2
2t(t− 1) Ct,1. (79)
Examinons enfin l’identite´
(∂T )
2 2 t−1
2
t−1
2
1 1 t+1
2
t+1
2
= 0. (80)
Monoˆmes contribuant (monoˆme de re´fe´rence : T 2 t−1 11 1 t ) :
I : /
IIa :
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) ( 3 t−1
2
t−1
2
1 t+1
2
t+1
2
) (
t+1
2
2 t−1
2
t+1
2
1 t+1
2
) (
t+1
2
2 t−1
2
t+1
2
1 t+1
2
)
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) ( t+1
2
2 t−1
2
t+1
2
1 t+1
2
) (
t+1
2
2 t−1
2
t+1
2
1 t+1
2
)
(
t−1
2
t+1
2
) (
. 2 2
. 1 1
)
= 0
IIb :
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) ( 3 t−1
2
t−1
2
1 t+1
2
t+1
2
) (
t+1
2
2 t−1
2
t+1
2
1 t+1
2
) (
t+1
2
2 t−1
2
t+1
2
1 t+1
2
)
` = 2
k = 0
(
0
−1
)
/ 0 0
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) ( t+1
2
2 t−1
2
t+1
2
1 t+1
2
) (
t+1
2
2 t−1
2
t+1
2
1 t+1
2
)
` = 2
k = 0
(
0
−1
)
0 0(
t−1
2
t+1
2
) (
. 2 2
. 1 1
)
= 0
Si l’on pose T 1 = T
3 t−1
2
t−1
2
1 t+1
2
t+1
2
et T 2 = T
2 t−1
2
t+1
2
1 t+1
2
t+1
2
, (80) s’e´crit :
−1
2
X01 (0D1)
2 T 1
(
1 2 3; X1 X
t+1
2
2 X
t+1
2
3
)
(`1)
+1
2
X02 (0D2)
2 T 2
(
1 3 2; X1 X
t+1
2
3 X
t+1
2
2
)
(`2)
−1
2
X03 (0D3)
2 T 2
(
1 2 3; X1 X
t+1
2
2 X
t+1
2
3
)
(`3)
−1
2
X12 (1D2)
2 T 2
(
0 3 2; X0 X
t+1
2
3 X
t+1
2
2
)
(`4)
+1
2
X13 (1D3)
2 T 2
(
0 2 3; X0 X
t+1
2
2 X
t+1
2
3
)
(`5)
47
+X10 (0D1)(X0DX1) T
1
(
1 2 3; X1 X
t+1
2
2 X
t+1
2
3
)
(`6)
−X20 (0D2)(X0DX2) T 2
(
1 3 2; X1 X
t+1
2
3 X
t+1
2
2
)
(`7)
+X30 (0D3)(X0DX3) T
2
(
1 2 3; X1 X
t+1
2
2 X
t+1
2
3
)
(`8)
+X21 (1D2)(X1DX2) T
2
(
0 3 2; X0 X
t+1
2
3 X
t+1
2
2
)
(`9)
−X31 (1D3)(X1DX3) T 2
(
0 2 3; X0 X
t+1
2
2 X
t+1
2
3
)
= 0. (`10)
(81)
Donnons la forme explicite de `3 et `8. Vu (78), il vient
−1
2
X03
(
Ct,1 t+ 1
2
t− 1
2
X12X
2
20X
t−3
2
23 X
2
31X
t−3
2
32
+ Ct,2X21X31X
t−1
2
32
[
(t− 1)X10X20X
t−3
2
23 +
t− 1
2
t− 3
2
X13X
2
20X
t−5
2
23
])
(82)
resp.
X30
(
Ct,1 t+ 1
2
X12X20X
t−1
2
23
[
2X01X31X
t−3
2
32 +
t− 3
2
X02X
2
31X
t−5
2
32
]
+ Ct,2X21
[
X10X
t−1
2
23
[
X01X
t−1
2
32 +
t− 1
2
X02X31X
t−3
2
32
]
+
t− 1
2
X13X20X
t−3
2
23
[
X01X
t−1
2
32 +
t− 1
2
X02X31X
t−3
2
32
]])
. (83)
Coefficient de X03X13X
2
20X21X
t−5
2
23 X31X
t−1
2
32 :
(∗) − 1
2
Ct,2 t− 1
2
t− 3
2
+ Ct,1 t+ 1
2
t− 3
2
= 0 (84)
(`5 (`10) : coefficient de −X03X13X20X221X
t−5
2
23 X30X
t−1
2
32 dans `3 (`8); `7 : coefficient de
−X02X12X21X
t−1
2
23 X
2
30X31X
t−5
2
32 dans `8; `9 : coefficient de X02X12X20X
t−1
2
23 X30X
2
31X
t−5
2
32
dans `8).
Comme (79) donne
Ct,1 = 1− t
2(1 + t)
Ct,2,
l’e´galite´ (84) devient
Ct,2 = 0,
de sorte que (79) fournit finalement
Ct,1 = 0.
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Commentaire 6.7 L’apparition des termes en k et en k′ (cf. 2.1), la ne´cessite´
de soustraire le bord de la chaˆıne Vt (cf. 4.2), lors de l’e´tude de T 0 t+1 t2 t−1 t (t ≥ 3) et
l’annulation du monoˆme critique T 2 t−1 11 1 t (t ≥ 4) me´ritent quelques remarques.
(i) On ve´rifie que les termes en k i.e. les termes de la cochaˆıne B (cf. preuve de 2.1)
- qui est cocycle aux ordres
(
1 a b c
1 r s t
)
- font partie des termes du bord formel de
la “cochaˆıne syme´trique” V1 11 1 = kX12X21. Ce fait sugge`re e´videmment l’existence d’un
cocycle, mais on peut montrer que ∂ [A(∂V1 11 1 )] (ou`A est l’ope´rateur d’antisyme´trisation)
n’est pas nul.
De manie`re analogue, les termes en k′ sont les monoˆmes de degre´
(
1 t 1
1 1 t
)
(t ∈
{2, 3, 4, . . .}) du bord de la “cochaˆıne” V ′1 11 1 = k′X11X22.
(ii) L’application de la me´thode ge´ne´rale, utilise´e ci-dessus pour e´tudier un 3-cocycle
arbitraire, au cocycle
T = ∂Wt,1, ou` Wt,1 = AW2t−1 11 2t−1 = A(c X12 X2t−121 ) (t ≥ 3, c ∈ IR),
rend plus claire l’intervention de Vt. Dans la suite, nous nous servirons des re´sultats de
la preuve de 4.2, sans nous y re´fe´rer explicitement. Le monoˆme minimum de T e´tant
T 0 2t−1 22 1 2t−2 = −2cX01X02X12X2t−221 ,
il est du type (2.2) (cf. preuve de 4.4) et on a (avec les notations de cette de´monstration)
γ = δ = α = 0 et β+ ε = −c. Ici, il s’impose e´videmment de choisir β = −c et ε = 0 i.e.
de poser T ′ = T + ∂A(−c X12 X2t−121 ) = ∂Wt,1 − ∂Wt,1 = 0. Cependant, si l’on prend
β 6= −c et ε = −c− β 6= 0, on obtient (apre`s correction) le cocycle
T = ∂
2∑
i=1
Vt,i, avec Vt,i = A((−1)i+1(c+ β)X i12X2t−i21 ).
Un cocycle T ve´rifiant l’e´nonce´ E(k) (k ∈ {2, . . . , t− 2}),
T = ∂
k∑
i=1
Vt,i, ou` Vt,i = A((−1)i+1(c+ β) X i12 X2t−i21 ),
admettant
T 0 2t−k k+12 k 2t−k−1 = (−1)k+2 2(c+ β)X01X02Xk12X2t−k−121
= X01 (X0DX1)
[
(−1)k+2 2(c+ β)
k + 1
Xk+112 X
2t−k−1
21
]
comme plus petit monoˆme, il de´coule de (22) que sa correction conduit a` un cocycle
ve´rifiant E(k+1). Finalement, on trouve donc un T satisfaisant a` E(t−1). Son monoˆme
minimum e´tant donne´ par
T 0 t+1 t2 t−1 t = (−1)t+1 2(c+ β)X01X02X t−112 X t21,
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il est du genre (3.3) (cf. preuve de 4.4) et on pose T ′ = T − ∂Vt, avec βt = c + β, de
sorte que
T ′ = ∂
t−1∑
i=1
A((−1)i+1(c+ β)X i12X2t−i21 )− ∂
t−1∑
i=1
A((−1)i+1(c+ β)X i12X2t−i21 ) = 0.
C’est donc la correction “errone´e” du cocycle lors de l’e´tude de T 0 2t−1 22 1 2t−1, qui est a`
l’origine de l’apparition de la chaˆıne Vt et la soustraction de ∂Vt n’est rien d’autre que
la correction des “erreurs de correction” successives.
(iii) Le dernier monoˆme critique T 2 t−1 11 1 t (t ≥ 4) disparaˆıt diffe´remment, selon que t
est pair ou impair.
Pour t ∈ {5, 7, 9, . . .}, on obtient une “chaˆıne de survivants”
T 2 t−p p1 p t−p+1
(
p ∈
{
1, . . . ,
t+ 1
2
})
et l’annulation de son dernier maillon entraˆıne la nullite´ de la chaˆıne entie`re : le “syste`me
d’e´quations” n’est donc pas exactement triangulaire.
Si t ∈ {4, 6, 8, . . .}, on annule T 2 t−1 11 1 t graˆce a` un choix convenable du coefficient β
dans V t 11 t = βX12X t21, lors de l’e´tude de T 0 t 22 1 t−1.
Revenons a` pre´sent a` l’“anomalie” re´ve´le´e en 4.5. Vu ce qui pre´ce`de, on corrige donc
le cocycle par
∂AV t 11 t = ∂A(βX12X t21) (t ∈ {4, 6, 8, . . .}),
avec un coefficient β bien de´termine´. De plus, en retranchant ∂Vt (t ≥ 3), on corrige en
particulier par
∂AV2t−1 11 2t−1 = ∂A(βX12X2t−121 ) (2t− 1 ∈ {5, 7, 9, . . .}),
ou` β est encore bien de´termine´. Quant a`
∂AV3 11 3 = ∂A(βX12X321),
il est soustrait au cours de l’e´tude de T 0 3 22 1 2 (cas limite “t = 2”, ou` les monoˆmes T
0 2t−1 2
2 1 2t−2
(correction par ∂A(αX11X2t−221 X22)) et T 0 t+1 t2 t−1 t (correction par ∂A(βX12X2t−121 )) co¨ınci-
dent). Le bord
∂AV2 11 2 = ∂A(βX12X221)
enfin, n’a pas e´te´ retranche´ (avec un coefficient bien de´termine´, cf. preuve de 3.2) et
l’inventaire des bords enleve´s montre qu’il en est de meˆme uniquement des bords
∂AV 0 t+22 t = ∂A(γX212X t22) (t ≥ 1).
Ce fait n’a cependant rien d’e´tonnant, V2 11 2 et les V 0 t+22 t (t ≥ 1) e´tant les “teˆtes” des
bords ∂W 11 = ∂(βX11) resp. ∂W
t+1
t+1 = ∂
(
−γ
2
X t+111
)
[5, Lemme V.2.1].
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7 Affinage de la preuve en dimension m = 3
Si m = 3, cinq parties de notre de´monstration exigent un raffinement : cf. (31), (37),
(46), (53) et (80).
Toutes ces e´quations e´tant du type P = (∂T )2 α β γ1 ρ σ τ = 0, les hypothe`ses de [5, IV.4.2
(ii)] sont satisfaites par exemple avec Xji = X00. Ainsi,
νA =
(
A′ A.0
A0. A00
)
=

A11 A12 A13 A10
A21 A22 A23 A20
A31 A32 A33 A30
A01 A02 A03 A00
 ∈ IR44
et on a l’identite´ polynomiale
Q = (detA′)P0 − (det νA− A00 detA′)Pˆ1 ≡ 0,
ou` P0 (Pˆ1) est la somme des termes de P qui sont de degre´ 0 (1) en A00 (dans laquelle
on a substitue´ 1 a` A00) et ou` det νA− A00 detA′ est le de´terminant de νA prive´ de ses
termes en A00. Nous nous re´fe´rerons aux termes de Q obtenus a` partir de P0 (Pˆ1), en
utilisant l’appellation “termes de type 1 (2)”.
7.1 Equation (31)
Les lignes `3 et `9 de cette e´quation P = (∂T )2 2 1 11 1 2 2 = 0 s’e´crivent
−X03(v11X12X221X230 + v33X10X20X21X31X32 + v51X11X220X31X32 + v52X12X220X231) (85)
resp.
+X30(2v11X00X12X
2
21X33 + 2v
1
1X03X12X
2
21X30
+v33X01X10X21X23X32 + v
3
3X01X13X20X21X32 + v
3
3X02X10X21X23X31
+v33X01X10X21X23X32 + 2v
5
1X01X11X20X23X32 + 2v
5
1X02X11X20X23X31
+4v52X01X12X20X23X31). (86)
Le terme −2v11A00A13A20A22A231 (cf. (33)) fait partie de la somme P1 et ainsi
−2v11A03A11A13A20A222A30A231 (87)
est un terme de Q. Montrons que ce terme n’est pas compense´.
Compensations de type 1
Soit un terme t′′ de P . S’il engendre une compensation de type 1, il existe un terme t′ de
detA′, tel que t′t′′ soit semblable a` (87). Etant donne´ que t′ est du genre sign(ν)A1ν1A2ν2
A3ν3 , ou` ν est une permutation de 1, 2, 3, on a ne´cessairement
t′ = −A13A22A31 et t′′ = −CA03A11A20A22A30A31.
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Il s’ensuit que les seules lignes de (32) susceptibles de produire une compensation de
type 1, sont `3, `8, `9 et `13. Vu (85) et (86), `3 et `9 ne fournissent pas de terme de
type 1, semblable a` (87). Comme `8 = −(`9)(0 1 3 2) et `13 = −(`9)(1 0 2 3) et comme
`9 ne contient pas de terme, ni en A02A11A20A21A30A33, ni en A00A13A21A22A30A31, `8
et `13 n’engendrent pas non plus de compensation de type 1.
Compensations de type 2
Si un terme t′′ de P donne une compensation de type 2, il existe un terme t′ de − det νA,
inde´pendant de A00, tel que t
′t̂′′ (t̂′′ de´signe le terme t′′ dans lequel on a supprime´ A00)
soit semblable a` (87). Le degre´ de t̂′′ e´tant
(
1 2 1 1
0 1 2 2
)
, on a
t′ = A03A11A22A30 et t̂′′ = CA13A20A22A231,
de sorte que
t′′ = CA00A13A20A22A231.
Or, le terme de P en A00A13A20A22A
2
31 a le coefficient −2v11 (cf. (33)) : il engendre (87)
et 17 autres termes, non semblables.
Finalement, (87) n’est pas compensable et
v11 = 0. (88)
L’expression −2k′A02A13A220A231 e´tant un terme de P0,
−2k′A02A11A13A220A22A231A33 (89)
est un terme de type 1 de Q.
Compensations de type 1
Un terme du premier type, semblable a` (89) est un produit t’t”, avec
t′ = A11A22A33 et t′′ = CA02A13A220A
2
31
ou
t′ = −A13A22A31 et t′′ = −CA02A11A220A31A33.
Or, le terme de P en A02A13A
2
20A
2
31 est de coefficient −2k′ (cf. (34)) et engendre
(89) et 5 termes non semblables. Quant aux termes de P en A02A11A
2
20A31A33, re-
marquons que les lignes `2, `8 et `13 de (32) sont les seules a` examiner. Vu que
`2 = −(`3)(0 1 3 2) (`8 = −(`9)(0 1 3 2), `13 = −(`9)(1 0 2 3)) et que `3 (`9, `9)
ne contient pas de terme en A03A11A21A22A
2
30 (A03A11A21A22A
2
30, A00A12A
2
21A30A33)
(cf. (85), (86) et (88)), P ne renferme pas de terme en A02A11A
2
20A31A33.
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Compensations de type 2
Le degre´ de Pˆ1 e´tant
(
1 2 1 1
0 1 2 2
)
, on trouve ici
t′ = A02A11A20A33 et t̂′′ = CA13A20A22A231
ou
t′ = −A02A13A20A31 et t̂′′ = −CA11A20A22A31A33.
Ainsi, les termes de P qui ne sont ni en A00A13A20A22A
2
31, ni en A00A11A20A22A31A33,
ne produisent pas de compensation du deuxie`me type. Il de´coule de (33) et (88) que
le terme de P en A00A13A20A22A
2
31 est nul. En ce qui concerne les termes de P en
A00A11A20A22A31A33, on observe que seulement les lignes `8 et `13 de (32) contiennent
e´ventuellement de tels termes. En re´alite´, il n’en est rien, car `9 ne renferme pas de
terme en A00.
Par conse´quent,
k′ = 0
et, vu (25) et (28), on a e´galement
F = v51 = 0.
Soient enfin le terme −2v52A03A12A220A231 de P0 et le terme
−2v52A03A11A12A220A231A33 (90)
de Q. De nouveau, il n’existe pas de terme semblable. En effet :
Compensations de type 1
On a, avec les notations habituelles,
t′ = A11A22A33 et t′′ = CA03A12A220A
2
31.
Cependant, le terme de P en A03A12A
2
20A
2
31 a le coefficient −2v52 (cf. (35)) et engendre
(90) et 5 autres termes, non semblables.
Compensations de type 2
On obtient
t′ = A03A12A20A31 et t̂′′ = CA11A20A22A31A33,
de sorte que les termes de P en A00A11A20A22A31A33 sont les seuls qui peuvent fournir
une compensation de la seconde espe`ce. Or, on sait (voir plus haut) que le polynoˆme P
ne posse`de pas de tel terme.
Ainsi,
v52 = 0
et les e´quations (26) et (27) donnent alors
G = v33 = 0.
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7.2 Equation (37)
Posons
T 3 b c1 s t = X11T 1 +X12T 2 +X13T 3,
ou` les termes en X12 et X13 sont a` omettre, si b = 0 resp. c = 0. Le 1er terme de
P = (∂T )2 2 b c1 1 s t fait partie de P0 (cf. (38)) et le 2e`me s’e´crit
X10(X00T 1 +X01 (0D1)T 1 +X02 (0D1)T 2 +X03 (0D1)T 3).
Ceci e´tant, l’identite´ Q ≡ 0 devient
(detA′)
(
−1
2
A01 (0D1)
2T 3 b c1 s t + A01A10 (0D1)T 1 + A02A10 (0D1)T 2
+A03A10 (0D1)T 3
)
− (det νA− A00 detA′)A10T 1 ≡ 0,
les de´rive´es directionnelles et T 1 e´tant e´value´s sur les variables inde´pendantes Aji. Il
de´coule alors du lemme de divisibilite´ [5, IV.4.4] que
(0D1)
2T 3 b c1 s t ≡ A10.R,
ou` R de´signe un polynoˆme en les A`k (k ∈ {0, 1, 2, 3}, ` ∈ {2, 3}). Finalement, on a
donc
T 3 b c1 s t = X11.R = X11(X
2
21T
1 +X21X31T
2 +X231T
3),
les termes en X221 et X
2
31 e´tant a` supprimer, si s = 1 resp. t = 1. Le 1er membre de (39)
ne de´pendant pas de toutes les e´valuations, on termine comme au cas m ≥ 4.
7.3 Equation (46)
Conside´rons le terme 1
2
A(b − 1)(b − 2)A02A12A221A230Ab−332 Ac33 (b ≥ 3) de P =
(∂T )2 2 b−1 c1 1 2 t et le terme
1
2
A(b− 1)(b− 2)A02A11A12A221A22A230Ab−332 Ac+133 (91)
de Q.
Compensations de type 1
Il suffit e´videmment d’examiner les termes de P qui sont en A02A
2
30. Les termes t1, t4
et t5 de (46) (cf. 6.2) ne contiennent pas de tels termes. Il en est de meˆme de t3 =
−(t2)(1 0 2 3) et de t6 = −(t5)(1 0 2 3), car il re´sulte de (47) et (48) que les termes de
t3 et t6 sont en A220 resp. en A10A20. Quant a` t2, son second terme engendre (91) et 5
autres termes, non semblables.
Compensations de type 2
Si P1 6= 0, ses termes proviennent de t4 : ils sont donc en A10 et ne fournissent pas de
compensation.
D’ou`
A = 0.
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7.4 Equation (53)
Ici, P = (∂T )2 2 b−1 21 1 1 t et les termes a` conside´rer dans P et Q sont respectivement
−1
2
Ct(t− 2)(t− 3)A02A13A23A230A231At−432 et
−1
2
Ct(t− 2)(t− 3)A02A11A13A22A23A230A231At−432 A33. (92)
Compensations de type 1
Cherchons les termes de P en A02A
2
30. De nouveau, les termes t1, t4 et t5 de (53) (cf.
6.2) ne conviennent pas. Comme T 2 b 21 1 t = CtX13X23X
2
31X
t−2
32 (cf. (62)), les termes t2 et
t5 sont en A13 et ainsi, t3 et t6 renferment A03. Enfin, il de´coule de (63) que t2 donne
(92) et des termes non semblables.
Compensations de type 2
Meˆme argument qu’en VII.3.
D’ou`
Ct = 0.
7.5 Equation (80)
Soient le polynoˆme P = (∂T )
2 2 t−1
2
t−1
2
1 1 t+1
2
t+1
2
(t ∈ {5, 7, 9, . . .}) et le terme
(
−1
2
Ct,2 t− 1
2
t− 3
2
+ Ct,1 t+ 1
2
t− 3
2
)
A03A11A13A
2
20A21A22A
t−5
2
23 A31A
t−1
2
32 A33 (93)
de Q.
Compensations de type 1
Les lignes `1, `2, `6 et `8 de (81) ne contiennent pas de terme en A03A
2
20. Vu (82) et
(83), `5 = −(`3)(1 0 2 3), `7 = −(`8)(0 1 3 2) et `10 = −(`8)(1 0 2 3) sont a` leur
tour sans tels termes. Les termes en A03A
2
20 contenus dans `3, `4 = (`3)(1 0 3 2) et
`9 = (`8)(1 0 3 2) e´tant
−Ct,1 t+ 1
2
t− 1
2
A03A12A
2
20A
t−3
2
23 A
2
31A
t−3
2
32
+
(
−1
2
Ct,2 t− 1
2
t− 3
2
+ Ct,1 t+ 1
2
t− 3
2
)
A03A13A
2
20A21A
t−5
2
23 A31A
t−1
2
32 ,
ils ne produisent pas de compensation.
Compensations de type 2
Si P1 6= 0, ses termes proviennent de `6, renferment A10 et ne fournissent pas de com-
pensation.
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Finalement, on a donc bien
−1
2
Ct,2 t− 1
2
t− 3
2
+ Ct,1 t+ 1
2
t− 3
2
= 0. (94)
7.6 Me´thode alternative
Voici un deuxie`me proce´de´ permettant d’e´tablir (notamment) (94).
Si P = (∂T )
2 2 t−1
2
t−1
2
1 1 t+1
2
t+1
2
(t ∈ {5, 7, 9, . . .}), il de´coule de [5, IV.4.3 (i)] qu’en dimension
m = 3, il existe un entier positif, non nul ρ et un polynoˆme Q tels que
P ρ(tA) = detA.Q(tA), ∀A ∈ IR44 (95)
(avec la convention habituelle). Notons que P (tA) contient le terme
t1 =
(
−1
2
Ct,2 t− 1
2
t− 3
2
+ Ct,1 t+ 1
2
t− 3
2
)
A03A13A
2
20A21A
t−5
2
23 A31A
t−1
2
32
et posons
P (tA) =
p∑
k=1
tk,
les tk e´tant non semblables. L’identite´ (95) s’e´crit alors∑
ρ1+···+ρp=ρ
Cρ1,...,ρpρ
p∏
k=1
tρkk − detA.Q(tA) ≡ 0. (96)
Nous allons montrer que le terme
tρ1 = (. . .)
ρAρ03A
ρ
13A
2ρ
20A
ρ
21A
t−5
2
ρ
23 A
ρ
31A
t−1
2
ρ
32
de (96) n’est pas compense´ (ce qui implique e´videmment (94)). Il ne l’est pas par
un terme de detA.Q(tA), ces derniers contenant un facteur du type A0ν0A1ν1A2ν2A3ν3
(ν : permutation de 0, 1, 2, 3). Il ne l’est pas non plus par un terme de P ρ(tA). De
fait, sinon il existe un produit
∏p
k=1 t
ρk
k (avec ρ1 + · · · + ρp = ρ et (ρ1, ρ2, . . . , ρp) 6=
(ρ, 0, . . . , 0)) semblable a` tρ1. Soit alors k 6= 1, tel que ρk 6= 0. Le terme tk e´tant de degre´(
2 2 t−12
t−1
2
1 1 t+12
t+1
2
)
, il est en A03A13 et inde´pendant de A22, A30 et A33. Il s’ensuit qu’on
a ne´cessairement
tk = CA03A13A
a
20A
b
21A
c
23A
d
31A
e
32 (C ∈ IR, a, b, c, d, e ∈ IN)
= CA03A13A
2
20A
b
21A
t−5
2
23 A
d
31A
t−1
2
32
= CA03A13A
2
20A21A
t−5
2
23 A31A
t−1
2
32 ,
ce qui est absurde, t1 et tk n’e´tant pas semblables.
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