In this paper, we give some equivalence relations and results over the commutative quaternions and their matrices. In this sense, consimilarity, semisimilarity, and consemisimilarity over the commutative quaternion algebra and commutative quaternion matrix algebra are established. Equalities of these equivalence relations are explicitly determined. Also Syvester-s-Conjugate commutative quaternion matrix equations are studied by means of real representation of the commutative quaternion matrices and consimilarity of the two commutative quaternion matrices.
Introduction
In 1843, Hamilton introduced the concept of real quaternions, which is defined by [1] K = {q = q 0 + q 1 i + q 2 j + q 3 k : q 0 , q 1 , q 2 , q 3 ∈ R and i, j, k / ∈ R} , where i 2 = j 2 = k 2 = −1, ij = −ji = k, ik = −ki = −j, jk = −kj = i.
The real quaternion algebra plays an important role in quantum physics, kinematic, differential geometry, game development, image processing and signal processing, etc. Real quaternions are a naturel extension of the complex numbers which are also the extension of the real numbers. The multiplication of real quaternions is non-commutative. Thus, all results about complex numbers cannot be generalized in real quaternions. There are a lot of works associated with real quaternions. For instance, Tian defined two types of universal factorization equalities for real quaternions and gave solutions of ax−xb = c in K, [2] . As well as the similarity and consimilarity of elements of the real quaternion, octanion, and sedenion algebras, Tian considered the similarity and consimilarity of general real Cayley-Dickson algebras in [3] . Also, the author studied the solutions of two fundamental equations, ax = xb and ax = xb, by means of similarity and consimilarity relations. In [4] , Tian defined semisimilarity and consemisimilarity of real quaternions and investigated the general solutions of systems xay = b, ybx = a, and xay = b, ybx = a in K. One of the applications of real quaternions is also the quaternion matrix theory. In [5] , Baker investigated the right eigenvalues of the quaternion matrices using the topological approach. Besides, Huang and So studied on the left eigenvalues of real quaternion matrices [6] . Huang discussed the consimilarity of the quaternion matrices and obtained their Jordan canonical form, using the consimilarity [7] . Jiang and Wei studied the Kalman-Yakubovich-Conjugate matrix equation , X − A XB = C, in K (where X = −jXj ) via the real representation of real quaternion matrices [8] . Moreover, Jiang and Ling studied the problem of the solution of the Sylvester-Conjugate real quaternion matrix equation , A X −XB = C, by means of real representation of the real quaternions matrix [9] . After the introduction of real quaternions, the set of commutative quaternions was first introduced by Segre [10] . This number system is sometimes called the system of reduced bi-quaternion. The set of commutative quaternions is four-dimensional like the set of real quaternions. However this set contains zero-divisor elements. Commutative quaternions are extensively studied and applied to several problems in various areas. Catoni et al. studied the functions of commutative quaternion variable and obtained generalized Cauchy-Riemann conditions [11] . In [12] , the authors introduced digital signal and image processing, using commutative quaternions. Also, they discussed the efficient algorithms of the discrete commutative quaternion Fourier transform, convolution, correlation, and phase-only correlation. In [13] , the authors developed the algorithms for calculating the eigenvalues-eigenvectors and the singular value decomposition of commutative quaternion matrices. Moreover, they represented the color images in the digital media by commutative quaternion matrices and applied the techniques, such as separation, compression, image enhancement and denosing, to the color images by using these matrices. In [14] , the authors investigated two types of multistate Hopfield neural networks based on commutative quaternions. In [15] , the authors defined commutative quaternion canonical transform which is the generalization of commutative quaternion Fourier transform. Also, Kosal and Tosun investigated some algebraic properties of commutative quaternion matrices by means of complex representation of commutative quatrnion matrices [16] . In [17] , Kosal et al. constructed , by means of real representation of a real matrix, some explicit expression of the solutions of the matrix equations, X − AXB = C, X − A XB = C, and X − A XB = C, which, for convenience, are called the Kalman-Yakubovich-Conjugate commutative quaternion matrix equations. This article is organized as follows. In Section 2, after we give algebraic properties of commutative quaternions, consimilarity, semisimilarity and consemisimilarity of commutative quaternions are defined. Also, equalities of these equivalence relations are studied. In Section 3, we define consimilarity, semisimilarity, and consemisimilarity of commutative quaternion matrices and obtain equalities of these equivalence relations. Lastly, we introduce Syvester-s-Conjugate matrix equations, A s X − XB = C,(s = 1, 2, 3) via real representation of commutative quaternion matrices and consimilarity of the two commutative quaternion matrices. Throughout this paper, the following notations are used. Let R, K, and H denote the real numbers field, the real quaternion skew field, and the commutative quaternion ring, respectively. R m×n (K m×n or H m×n ) denotes the set of all matrices on R (K or H) .
Equivalence Relations and Results over the Commutative Quaternions
The set of commutative quaternions is expressed by
where
It is clear that multiplication in H is commutative. Summation of the com-
There are three types of conjugates of a ∈ H. They are
In case of
norm of a is equal to zero. The planes of equations (3) are called planes of the zero divisors or characteristic planes [11] . If a ∈ H and a = 0 then a has multiplicative inverse. Multiplicative inverse of a is equal to a
. It is nearby to identify a commutative quaternion a ∈ H with a real vector a ∈ R 4 . We may define any commutative quaternion as
Then multiplication of a and b can be shown, with the help of ordinary matrix multiplication,
where ϕ (a) is sometimes called fundamental matrix of a [11] .
) Let a, b ∈ H and λ ∈ R. Then the following identities hold: In last equation, we can calculate the norm both sides. Then we have
Definition 2. Two commutative quaternions a and b are said to be semisimilar if there exist a commutative quaternions x and y that satisfying the equation xay = b and ybx = a,
this is written as a ≈ b. Semisimilarity relation ≈ is an equivalence relation on H. 
and
where q 1 , q 2 ∈ H are arbitrary and q 1 , q 2 = 0.
Proof. If a = 0 and b = 0, then the norms of x and y satisfying (6) are nonzero. If the right side of first equation in (6) multiplied by y −1 a −1 , then we obtain x = by
Similarly, getting solution for y from the second equation in (6) and subsitituting it into the first equation in (6) gives
Since a ≈ b, we get a 2 = b 2 . In the present case, y that satisfies (9) is arbitrary. Substituting this y into the first equation in (6) gives (7). Solving for x in (10) and substituting this x into the second equation in (6) gives (8) . The proof of Theorem 8 may be proved along the same way as the proof of Theorem 5.
Proof. If a = 0 and b = 0, then the norms of x and y satisfying (11) are nonzero. If the right side of first equation in (11) 
In a similar way, getting solution for y from the second equation in (11) and subsitituting it into the first equation in (11) gives
Since a cs ≈ b, we get ( s a) a = s b b. In the circumstances, y that satisfies (14) is arbitrary. Substituting this y into the first equation in (11) gives (12) . Solving for x in (15) and substituting this x into the second equation in (11) gives (13).
Equivalence Relations and Results over the Commutative Quaternions Matrices
The set of m × n matrices with commutative quaternion entries, which is denoted by H m×n , with usual matrix summation and multiplication is a ring with unity. There exist three kinds of conjugate of A = (a ij ) ∈ H m×n and they then λ is said to be eigenvalues of A and x is said to be a eigenvector of A corresponding to the eigenvalue λ. The set of eigenvalues is defined as
then λ is said to be coneigenvalues according to s th conjugate of A and x is said to be a coneigenvector of A corresponding to the coneigenvalue λ. The set of coneigenvalues according to s th conjugate is denoted as Proof. Let A cs ∼ B, then, there exists a regular matrix P ∈ H n×n such that s P AP −1 = B. Let λ ∈ H be a coneigenvalue according to s th conjugate for the matrix A, then we find the matrix x ∈ H n×1 such that A (
Thus, A and B have the same coneigenvalues according to s th conjugate. Theorem 10. Let A, B, X, Y ∈ H n×n and A is semisimilar to B. Then the following hold: Then
by induction we get
From the proof of part 1, It is easily follows by induction that
Then the following hold: 2, 3 , ...
Symmetry yields the
s Y s X k B(Y X) k = B for k = 1, 2, 3, ...
2.
From the proof of part 1, B = s Y s X BY X. Then we have
which may be applied repeatedly to obtain
Real Representations of Commutative Quaternion Matrices
We will define the linear transformations φ A (X) = A 1 X , µ A (X) = A 2 X and η A (X) = A 3 X . Matrices of these linear transformations according to basis {1, i, j, k} are
respectively [17] .
Theorem 12. ([17]) Let
A ∈ H m×n . The following identities are satisfied: and (η A ) −1 and they are
Sylvester-s-Conjugate Matrix Equations over the Commutative Quaternion Matrices
For A ∈ H m×m , B ∈ H n×n and C ∈ H m×n , matrix equations A s X − XB = C,(s = 1, 2, 3) are called Sylvester-s-Conjugate matrix equations on commutative quaternion matrices. In here, we construct some explicit expressions of the solutions of the matrix equations A s X − XB = C by means of real representation of a commutative quaternion matrices and consimilarity of the two commutatative quaternion matrices.
In here, we investigate the solution of the Sylvester-1-conjugate matrix equation
via the real representation, where A ∈ H m×m , B ∈ H n×n and C ∈ H m×n . We define the real representation of the matrix equation (17) by
Theorem 13. The equation (17) has a solution X if and only if the equation (18) has a solution Y = φ X 1 P n .
Theorem 14. The equation (18) has a solution Y ∈ R 4m×4n if and only if the equation (17) has a solution X ∈ H m×n ; in that case, if Y ∈ R 4m×4n is a solution to (18), then the matrix;
is a solution to (17) where
Proof. We demonstrate that if the real matrix
is solution to (18) , then the matrix represented in (19) is a solution to (17) . Since
Last equations show that if Y is a solution to (18), then
are solutions to (18). Thus the undermentioned real matrix: a solution to (18) . If the right side of last equation multipled by 1 P n , then we get
where φ X = Y 1 P n and
Thus, we get
Theorem 15. Let A 1 X − XB = 0, X be regular and A, B ∈ H n×n . Then A is consimilar to B according to 1 nd conjugate and φ A is similar to φ B .
Proof. Since X is reguler, we have X −1 A 1 X = B from A 1 X − XB = 0. Thus A is consimilar to B according to 1 nd conjugate. We can write from
Thus φ A is similar to φ B .
ii. Sylvester-2-Conjugate Matrix Equation A 2 X − XB = C Now, we investigate the solution of matrix equation
by the method of real representation, where A ∈ H m×m , B ∈ H n×n ve C ∈ H m×n . We first define the real representation matrix equation (23) by
In here Y = µ X 2 P n .
Theorem 16. The matrix equation (24) has a solution Y ∈ R 4m×4n if and only if the matrix equation (23) has a solution X ∈ H m×n ; In this case, if Y is a solution to (24), then the matrix
is a solution to (23) where
The proof of Theorem 16 may be proved along the same way as the proof of Theorem 14.
Theorem 17. Let A 2 X − XB = 0, X be regular and A, B ∈ H n×n . Then A is consimilar to B according to 2 nd conjugate and φ A is similar to φ B .
The proof of Theorem 17 may be proved along the same way as the proof of Theorem 15.
iii. Sylvester-3-Conjugate Matrix Equation A
3 X − XB = C Lastly, we investigate the solution of matrix equation
by the method of real representation, where A ∈ H m×m , B ∈ H n×n ve C ∈ H m×n . We first define the real representation matrix equation (26) by
In here Y = η X 3 P n .
Theorem 18. The matrix equation (27) has a solution Y ∈ R 4m×4n if and only if the matrix equation (26) has a solution X ∈ H m×n ; In this case, if Y is a solution to (27), then the matrix
is a solution to (26) where
The proof of Theorem 18 may be proved along the same way as the proof of Theorem 14.
Theorem 19. Let A 3 X − XB = 0, X be regular and A, B ∈ H n×n . Then A is consimilar to B according to 3 nd conjugate and φ A is similar to φ B .
The proof of Theorem 19 may be proved along the same way as the proof of Theorem 15. 
