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Abstract
The goal of this paper is to study operators of the form,
Tf (x) = ψ(x)
∫
f
(
γt (x)
)
K(t) dt,
where γ is a real analytic function defined on a neighborhood of the origin in (t, x) ∈ RN × Rn, satisfying
γ0(x) ≡ x, ψ is a cutoff function supported near 0 ∈ Rn, and K is a “multi-parameter singular kernel”
supported near 0 ∈ RN . A main example is when K is a “product kernel.” We also study maximal operators
of the form,
Mf (x) = ψ(x) sup
0<δ1,...,δN1
∫
|t |<1
∣∣f (γδ1t1,...,δN tN (x))∣∣dt.
We show thatM is bounded on Lp (1 < p ∞). We give conditions on γ under which T is bounded
on Lp (1 < p < ∞); these conditions hold automatically when K is a Calderón–Zygmund kernel. This is
the final paper in a three part series. The first two papers consider the more general case when γ is C∞.
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1. Introduction
In this paper we consider operators of the form,
Tf (x) = ψ(x)
∫
f
(
γt (x)
)
K(t) dt, (1.1)
where ψ ∈ C∞0 (Rn) is supported near 0, γt (x) :RN0 × Rn0 → Rn is a germ of a real analytic
function (defined on a neighborhood of (0,0)) satisfying γ0(x) ≡ x,3 and K is a “multi-
parameter” distribution kernel, supported near 0 ∈ RN . For instance, one could take K to be
a “product kernel” supported near 0.4 To define this notion, suppose we have decomposed
RN = RN1 × · · · × RNν . A product kernel satisfies∣∣∂α1t1 · · · ∂ανtν K(t)∣∣ |t1|−N1−|α1| · · · |tν |−Nν−|αν |, (1.2)
along with certain “cancellation conditions” (see Section 16 of [12]).5 We will also study maxi-
mal operators of the form,
Mf (x) = sup
0<δ1,...,δνa
ψ(x)
∫
|t |1
∣∣f (γ(δ1t1,...,δν tν )(x))∣∣dt1 · · · dtν,
where ψ is as before with ψ  0, and a > 0 is assumed to be small.
First we describe our results in the single parameter case (ν = 1). In that case, we consider K
to be a standard Calderón–Zygmund kernel supported near 0 (a Calderón–Zygmund kernel is the
special case of product kernels with ν = 1). In this case, the operator in (1.1) is bounded on Lp
(1 <p < ∞) with no additional assumptions (provided ψ and K have sufficiently small support,
depending on γ ). Similarly, when ν = 1, M is bounded on Lp (1 < p ∞) (provided ψ has
small enough support and a > 0 is sufficiently small).
When we move to the multi-parameter case, the study of T and M diverge. The results for
M are simple to state: just as in the single-parameter case, M is bounded on Lp (1 < p ∞)
with no additional assumptions. In fact, this will follow from proving the Lp boundedness for
even stronger maximal operators.
Unfortunately, the results for T are not so simple. Indeed, for γ :R2 × R → R, given by
γ(s,t)(x) = x − st , there are product kernels K(s, t) of arbitrarily small support such that T is not
3 Here we write f :RN0 → Rm to denote that f is a germ of a function defined on a neighborhood of 0.
4 Our main theorem applies to kernels more general than product kernels.
5 The simplest example of a product kernel is given by K(t1, . . . , tν ) = K1(t1) ⊗ · · · ⊗ Kν(tν ), where K1, . . . ,Kν
are Calderón–Zygmund kernels. That is, they satisfy |∂αtj Kj (tj )| |tj |
−Nj−|α|
, again along with certain “cancellation
conditions.” When ν = 1, the class of product kernels is exactly the class of Calderón–Zygmund kernels. For a precise
statement of these cancellation conditions, see Section 16 of [12]; we do not make it precise in this paper, since we deal
with more general kernels.
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introduce additional assumptions on γ to obtain the Lp boundedness of T .
We now describe a special case of our results, for ν-parameter product kernels K(t1, . . . , tν)
(thus satisfying (1.2)). In [3] it was shown that γ could be written asymptoticly in the form,6
γt (x) ∼ exp
( ∑
|α|>0
tαXα
)
x, (1.3)
where each Xα is a real analytic vector field. Separate each multi-index α = (α1, . . . , αν), where
αμ ∈ NNμ is a multi-index, and tα = tα11 · · · tανν . We call α a pure power if αμ 
= 0 for only one μ.
Otherwise, we call α a non-pure power.
A special case of our theorem is as follows: if Xα = 0 for every non-pure power α, then T
is bounded on Lp (1 < p < ∞). In the single parameter case, every power is a pure power, and
so this subsumes the single-parameter result. In fact, we will be able to deal with some cases
when the non-pure powers are not necessarily zero. Our assumption will be that the pure powers
“control” the non-pure powers, in an appropriate sense.
This paper is the third in a series. The first two [12,10] dealt with the more general situation
when γ is C∞, instead of real analytic. The theorems in those papers took a rather complicated
form. We will see that after an appropriate “preparation theorem,”7 the main result in this paper
for the singular Radon transform T is actually a special case of the results in [10]. The idea is
that when γ is assumed to be real analytic, many of the assumptions in [10] come for free. See
[9] for an announcement of this series, and an overview tying all three papers together.
The maximal operator M is not a special case of the results in [10]. Indeed, we will prove
a new maximal result concerning C∞ γ (see Section 7) which will imply the maximal result
for M. While this result was not covered in [10], we will see that many of the methods can be
transfered to this situation, and the main outline of the proof is quite similar.
2. A motivating special case
In this section we explain our argument in a special motivating case, which contains an essen-
tial point which we will use (in various forms) throughout the paper.
First we describe a special case of the results in [3] in the C∞ context. Indeed, suppose for
each multi-index α, 0 < |α| L, we are given a C∞ vector fields Xα defined on a neighborhood
of 0. Suppose that this collection of vector fields satisfies Hörmander’s condition at 0: the set of
Xα along with all their commutators of all orders spans the tangent space at 0. Define a function γ
by,
γt (x) = exp
( ∑
0<|α|L
tαXα
)
x.
It is a theorem of Christ, Nagel, Stein, and Wainger [3] that the operator,
6 (1.3) simply means γt (x) = exp(∑0<|α|<M tαXα)x +O(|t |M), for every M as t → 0. In particular, the reader may
wish to consider just the case when γt (x) = exp(∑0<|α|L tαXα)x, and the Xα are germs of real analytic vector fields.
7 The preparation theorem we need is a Weierstrass type preparation theorem due to Galligo [4].
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∫
f
(
γt (x)
)
K(t) dt (2.1)
is bounded on Lp (1 < p < ∞), for every standard Calderón–Zygmund kernel supported on a
sufficiently small neighborhood of 0, and for ψ ∈ C∞0 , supported on a sufficiently small neigh-
borhood of 0.
It was discussed in Section 3 of [12] that one need not assume the Xα satisfy Hörmander’s
condition. Instead, one may assume the weaker condition that the involutive distribution gener-
ated by the Xα is locally finitely generated as a C∞ module. For then, the standard Frobenius
theorem holds and foliates the ambient space into leaves; the Xα satisfying Hörmander’s condi-
tion on each leaf. As was discussed in Section 3 of [12], the methods of [3] are not sufficient to
obtain the Lp boundedness of (2.1) in this case. Nevertheless, the Lp (1 <p < ∞) boundedness
holds and is a special case of the results in [10].
Now we specialize to the case when the vector fields Xα are real analytic. The involutive
distribution generated by a finite collection of real analytic vector fields is always locally finitely
generated as a C∞ module. This fact seems to have first been noted in [6,5], see Section 9 for
a further discussion. Thus, when the vector fields are real analytic, the Lp boundedness of (2.1)
holds. This idea is the core of this entire paper, and similar arguments will be used throughout.
3. Kernels
In this section, we will discuss the classes of kernels K(t) for which we will study operators
of the form (1.1). The kernels which we study will be supported in BN(a), where a > 0 is some
small number to be chosen later (depending on γ ). Fix ν ∈ N, we will be studying ν parameter
operators.
We suppose we are given ν-parameter dilations on RN . That is, we are given e = (e1, . . . , eN),
with each 0 
= ej = (e1j , . . . , eνj ) ∈ Nν (here, 0 ∈ N). For δ ∈ [0,∞)ν and t = (t1, . . . , tN ) ∈ RN ,
we define,8
δt = (δe1 t1, . . . , δeN tN ), (3.1)
thereby obtaining ν-parameter dilations on RN . For each μ, 1  μ  ν, let tμ denote those
coordinates tj of t = (t1, . . . , tN ) ∈ RN such that eμj 
= 0.
The class of distributions we will define depends on N , a, e, and ν. Given a function ς on RN ,
and j ∈ Nν , define,
ς(2
j )(t) = 2j ·e1+···+j ·eN ς(2j t).
Note that ς(2j ) is defined in such a way that,∫
ς(2
j )(t) dt =
∫
ς(t) dt.
8 Here δej is defined via standard multi-index notation: δej =∏μ δeμjμ .
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K =
∑
j∈Nν
ς
(2j )
j , (3.2)
where {ςj }j∈Nν ⊂ C∞0 (BN(a)) is a bounded set, satisfying∫
ςj (t) dtμ = 0, 0 
= jμ.
It was shown in [12] that any sum of the form (3.2) converges in the sense of distributions.
See [12] for a more in-depth discussion of the class K.
Remark 3.2. The class of kernels studied in [10] was slightly more general: it was allowed to
depend on another parameter μ0, 1 μ0  ν, and the coordinates of each ej could be elements
of [0,∞), instead of N. The results in this paper can be extended to deal with that case as well
(with essentially no additional work), but we state the results in this simpler case for clarity. See
Section 12 for some comments on this.
4. Multi-parameter Carnot–Carathéodory geometry
To state our theorem regarding the singular Radon transforms given by (1.1) in full generality,
we must introduce the notion of Carnot–Carathéodory geometry; this notion played an essential
role in [12,10]. Our main reference for Carnot–Carathéodory geometry is [11], and we refer the
reader there for more information. In this section we introduce only the most basic definitions
associated with Carnot–Carathéodory geometry.
Let Ω ⊆ Rn be an open set, and let X1, . . . ,Xq be C∞ vector fields on Ω . Denote this list of
vector fields by X. We define the Carnot–Carathéodory ball, centered at x0 ∈ Ω , of unit radius,
with respect to the list of vector fields X by
BX(x0) :=
{
y ∈ Ω
∣∣∣ ∃γ : [0,1] → Ω, γ (0) = x0, γ (1) = y,
γ ′(t) =
q∑
j=1
aj (t)Xj
(
γ (t)
)
, aj ∈ L∞
([0,1]),
∥∥∥∥( ∑
1jq
|aj |2
) 1
2
∥∥∥∥
L∞([0,1])
< 1
}
.
Now that we have the definition of balls with unit radius, we may define (multi-parameter) balls
of any radius merely by scaling the vector fields. To do so, we assign to each vector field, Xj ,
a (multi-parameter) formal degree 0 
= dj = (d1j , . . . , dνj ) ∈ Nν . For δ = (δ1, . . . , δν) ∈ [0,∞)ν ,
we define the list of vector fields δX to be the list (δd1X1, . . . , δdqXq). Here, δdj is defined by
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x0 ∈ Ω by
B(X,d)(x0, δ) := BδX(x0).
Definition 4.1. Let (X,d) = (X1, d1), . . . , (Xq, dq) be a finite list of C∞ vector fields with multi-
parameter formal degrees as above. Fix x0 ∈ Ω . Let (X0, d0) be another C∞ vector field with
multi-parameter formal degree 0 
= d0 ∈ Nν . We say that (X,d) controls (X0, d0) on a neigh-
borhood of x0 if there exists an open set U with x0 ∈ U ⊆ Ω , and τ1 > 0 such that for every
δ ∈ [0,1]ν , x ∈ U , there exist cδx,j ∈ C0(B(X,d)(x, τ1δ)) (1 j  q) such that,
• δd0X0 =∑qj=1 cδx,j δdj Xj , on B(X,d)(x, τ1δ).
• sup δ∈[0,1]ν
x∈U
∑
|α|m ‖(δX)αcδx,j‖C0(B(X,d)(x,τ1δ)) < ∞, for every m ∈ N.9
Note that, since τ1 and U may be chosen as small as we wish, this is a local property.
Definition 4.2. Let S be a, possibly infinite, set of germs of C∞ vector fields, X, defined on a
neighborhood of x0 ∈ Rn each paired with a nonzero formal degree 0 
= d ∈ Nν . Let (X0, d0)
be another germ of a C∞ vector field defined on a neighborhood of x0, with formal degree
0 
= d0 ∈ Nν . We say S controls (X0, d0) on a neighborhood of x0 if there is a finite subset
F ⊆ S such that F controls (X0, d0) on a neighborhood of x0 in the sense of Definition 4.1.
Remark 4.3. Much more detailed information on this notion of control can be found in Sec-
tion 5.3 of [11] and Section 11.1 of [12].
Definition 4.4. Let S be a set of germs of C∞ vector fields defined on a neighborhood of x0 ∈ Rn
each paired with a ν-parameter formal degree 0 
= d ∈ Nν . We define L(S) to be the smallest set
of germs of vector fields with formal degrees such that:
• S ⊆ L(S),
• if (X1, d1), (X2, d2) ∈ L(S) then ([X1,X2], d1 + d2) ∈ L(S).
Furthermore, define L0(S) to be the smallest set of germs of vector fields with formal degrees
such that:
• S ⊆ L0(S),
• if (X1, d1) ∈ S and (X2, d2) ∈ L0(S), then ([X1,X2], d1 + d2) ∈ L0(S).
Remark 4.5. Note, by the Jacobi identity, for every (Y0, d0) ∈ L(S),
Y0 ∈ span
{
Y : (Y, d0) ∈ L0(S)
}
.
9 For an arbitrary set U ⊆ Rn, we define ‖f ‖
C0(U) = supy∈U |f (u)|, and if we say ‖f ‖C0(U) < ∞, we mean that f
is continuous on U and the norm is finite.
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We begin by rigorously stating our maximal result. Let γ (t, x) = γt (x) :RN0 × Rn0 → Rn be a
real analytic function defined on a neighborhood of (0,0) ∈ RN × Rn, satisfying γ0(x) ≡ x.
For ψ ∈ C∞0 (Rn) supported on a sufficiently small neighborhood of 0, ψ  0, and a > 0
sufficiently small, define,
Mf (x) = sup
0<δ1,...,δN1
ψ(x)
∫
|t |<a
∣∣f (γδ1t1,...,δN tN (x))∣∣dt.
Theorem 5.1. M is bounded Lp → Lp (1 <p ∞), provided a is taken sufficiently small, and
ψ is supported on a sufficiently small neighborhood of 0.
Theorem 5.1 will follow from a more general maximal theorem about C∞ γ which is dis-
cussed in Section 7. This theorem will imply maximal results for even stronger maximal func-
tions than are covered by Theorem 5.1.
Fix ν-parameter dilations e = (e1, . . . , eN) on RN , as in Section 3 (so that 0 
= ej ∈ Nν ). For
a multi-index α = (α1, . . . , αN) ∈ NN , define,
deg(α) =
N∑
j=1
ejαj ∈ Nν .
Definition 5.2. We call α a pure power if deg(α) is nonzero in precisely one component. Other-
wise we call α a non-pure power.
Let γ be as above. As discussed in the introduction, [3] showed that γ could be written
asymptotically as,
γt (x) ∼ exp
( ∑
0<|α|
tαXα
)
x,
where the Xα are real analytic vector fields. Define two sets,
P = {(Xα,deg(α)): α is a pure power},
N = {(Xα,deg(α)): α is a non-pure power}. (5.1)
Theorem 5.3. Suppose that for every (X,d) ∈ N , L(P) controls (X,d) on a neighborhood
of 0.10 Then, there exists a > 0 such that for every ψ1,ψ2 ∈ C∞0 (Rn) supported on a sufficiently
small neighborhood of 0, every K ∈ K(N, e, a, ν), and every C∞ function κ(t, x), the operator
given by
Tf (x) = ψ1(x)
∫
f
(
γt (x)
)
ψ2
(
γt (x)
)
κ(t, x)K(t) dt (5.2)
is bounded Lp → Lp (1 <p < ∞).
10 The particular neighborhood used in the definition of control may depend on (X,d).
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taking κ = 1, and taking a > 0 so small that for t in the support of K(t) and x in the support of
ψ1(x) we have ψ2(γt (x)) = 1, we see that the operator given by (1.1) is of the form discussed in
Theorem 5.3.
Theorem 5.3 will follow from a more general theorem about C∞ γ , which is proven in [10].
Corollary 5.5. Suppose that Xα = 0 for every non-pure power α. Then the operator given
by (5.2) is bounded on Lp (1 <p < ∞).
Proof. It follows immediately from the definitions that L(P) controls (0,deg(α)) for every α.
Thus the hypotheses of Theorem 5.3 hold trivially. 
Corollary 5.6. In the special case ν = 1 (i.e., the single-parameter case, when K(t) is a
Calderón–Zygmund kernel), the operator given by (5.2) is bounded on Lp (1 <p < ∞).
Proof. In the single-parameter case, every α is a pure power. Thus, the hypotheses of Corol-
lary 5.5 hold vacuously in this case. 
Proposition 5.7. Suppose that T1 and T2 are operators of the form covered in Theorem 5.3:
Tjf (x) = ψj1 (x)
∫
f
(
γ
j
tj
(x)
)
ψ
j
2
(
γ
j
tj
(x)
)
κj (t, x)Kj (t) dtj , j = 1,2,
with Tj satisfying all of the hypotheses of Theorem 5.3 (with perhaps different dilations e for γ 1t1
and γ 2t2 ). Then, T1T2 and T ∗1 satisfy the hypotheses Theorem 5.3 (provided the Kj and ψ
j
1 ,ψ
j
2
have sufficiently small support).
Of course, Proposition 5.7 does not lead to any new Lp boundedness results: since T1 and
T2 are bounded on Lp (1 < p < ∞) the same is true for T1T2 (similarly for T ∗1 ). What Proposi-
tion 5.7 does tell us is that our assumptions are robust enough that one cannot use our theorem,
plus algebraic manipulation of the operators in question, to create new operators which are
bounded on Lp , but to which our theorem does not apply. Proposition 5.7 is proved at the end of
Section 10.1.
6. Past work
There are a number of papers concerning singular and maximal Radon transforms. We review
in this section a few which are closely related to our results. The results mentioned here served
as motivation for the results in this paper.
One of the first results which comes to mind when considering maximal Radon transforms
associated to real analytic curves is the following result of Bourgain [1]: Theorem 5.1 holds in
the special case when γ :R0 × R20 → R2 is given by γt (x) = x + tv(x) and v is a germ of a real
analytic vector field on R2. In a manner completely analogous to this paper, Bourgain proves a
more general maximal theorem about C∞ curves. This more general maximal theorem can be
seen as a special case of the maximal result in [10].
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Christ, Nagel, Stein, and Wainger [3], which discussed the single-parameter case (i.e., when
ν = 1). As discussed in [12], the methods in [3] are not sufficient to obtain Corollary 5.6. Never-
theless, Christ, Nagel, Stein, and Wainger were able to obtain a differentiation theorem for real
analytic γ , see Section 21 of [3]. Namely, for any f ∈ Lp (1 < p ∞) supported sufficiently
close to 0,
f (x) = lim
r→0 c
−1
N r
−N
∫
|t |r
f
(
γt (x)
)
dt, a.e.
As is well known, this follows from Theorem 5.1. In fact, it follows from the weaker result where
one takes the supremum over all δ1 = δ2 = · · · = δN .
In fact, the basic idea of the proof of the differentiation theorem in [3] is closely related to the
results in this paper. Indeed, the result follows by applying the Frobenius theorem to show that
the ambient space is foliated into leaves, and other results from [3] could be applied to each leaf
to obtain the differentiation theorem. The main reason why our results are stronger than those
in [3] in the single-parameter case, is that we have access to a stronger form of the Frobenius
theorem: the one developed in [11].
The last paper we wish to mention is due to Christ [2]; in it, the “strong maximal function as-
sociated to a nilpotent Lie group” is discussed. Let G be a connected, simply connected, nilpotent
Lie group. Let X1, . . . ,XN be left invariant vector fields on G. Define γ :RN ×G → RN by
γt1,...,tN (x) = et1X1+···+tNXN x.
Note that we may choose coordinates so that γ is real analytic. Define a maximal function by,
M̂f (x) = sup
0<δ1,...,δN
∫
|t |1
∣∣f (γδ1t1,...,δN tN (x))∣∣dt.
It is shown in [2] that M̂ is bounded on Lp (1 < p ∞). There are a few differences between
M̂ and the maximal operator discussed in Theorem 5.1. First, M̂ does not involve a cutoff
function ψ ; this is due to the translation invariance of M̂, and is not an essential point. Second,
the supremum in the definition of M̂ is over all δ1, . . . , δN , while in Theorem 5.1 we restrict
attention to δ1, . . . , δN small. The reason the results in [2] can be stated for all δ is that they are
lifted to a setting where there exist global dilations so that the result for all δ follows from the
result for small δ; and so this is not an essential point either. Thus, the Lp boundedness of M̂ is
essentially a special case of Theorem 5.1.
In fact, [2] studies even stronger maximal functions than M̂. While these are not a special
case of Theorem 5.1, they are a special case of the maximal function discussed in Section 7.
Thus, the results in [2] are a special case of the results in this paper. Moreover, the methods in [2]
provided the main motivation for the results in Section 7.
7. A more general maximal function
In this section, we introduce a stronger maximal theorem. In Section 10.2, we will show that
this maximal theorem implies Theorem 5.1.
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of C∞ functions satisfying γ0(x) ≡ x, and certain vector fields. Indeed, given a germ of a C∞
function γt (x), defined on a neighborhood of (0,0) ∈ RN × Rn, and satisfying γ0(x) ≡ x, it
makes sense to consider γ−1t (x), since for t sufficiently small, γt is a diffeomorphism onto its
image.
Thus, we may define,
W(t, x) = d
d
∣∣∣∣
=1
γt ◦ γ−1t (x) ∈ TxRn.
Note that W(t) is vector field, depending smoothly on t such that W(0) ≡ 0.
Proposition 7.1 (Proposition 12.1 of [12]). The map γ → W is a bijection between germs of
C∞ functions, as above, to germs of vector fields, W(t), depending smoothly on t and satisfying
W(0) ≡ 0.
Proof sketch. The inverse of the map γ → W is as follows. Given W , let ω(, t, x) be the
unique solution to the ODE:
d
d
ω(, t, x) = 1

W
(
t,ω(, t, x)
)
, ω(0, t, x) = x.
Define γt (x) = ω(1, t, x).11 This map W → γ is the two-sided inverse to the map γ → W . See
Proposition 12.1 of [12] for details. 
In light of Proposition 7.1, instead of defining γ , we may instead define W . This will allow
us to introduce dilations on γt that are not of the form γ(δ1t1,...,δN tN ), thereby allowing us to
introduce stronger maximal functions than are covered in Theorem 5.1. A similar idea was used
in [2], though the setting was simpler and the vector field W did not need to be introduced.
We now turn to defining the maximal function. Let (X,d) = (X1, d1), . . . , (Xq, dq) be germs
of C∞ vector fields defined on a neighborhood of 0 ∈ Rn, each with an associated formal degree
0 
= dj ∈ Nν . We suppose that ([Xj ,Xk], dj + dk) is controlled by (X,d) on a neighborhood
of 0, for every 1 j, k  q . Let 1 r  q , and suppose each dj , 1 j  r is nonzero in only
one component. Suppose further that (X1, d1), . . . , (Xr, dr) generate (Xr+1, dr+1), . . . , (Xq, dq)
in the sense that (Xr+1, dr+1), . . . , (Xq, dq) ∈ L0({(X1, d1), . . . , (Xr, dr)}).
We suppose we are given ν-parameter dilations e = (e1, . . . , eN) on RN , as in Section 3; thus
it makes sense to write δt for t ∈ RN and δ ∈ [0,1]ν (see (3.1)).
We suppose we are given germs of C∞ functions,
cj (t, s, x) :R
N
0 × RN0 × Rn0 → R, j = 1, . . . , q,
with cj (0,0, x) ≡ 0. Suppose 0 
= α1, . . . , αr ∈ Nν be multi-indices such that,
1
αl !
∂
∂s
αl
cl(t, s, x)
∣∣∣∣
t=s=0
= 1, 1 l  r, (7.1)
11 It is easy to see, via the contraction mapping principle, that the solution ω exists up to  = 1 for t sufficiently small.
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∂
∂t
β1 ∂
∂s
β2
ck(t, s, x)
∣∣∣∣
t=s=0
= 0, unless l = k, β1 = 0, β2 = αl. (7.2)
Let N∞ = N ∪ {∞}. For each j ∈ Nν∞, define,
Wj(t, x) =
q∑
l=1
cl
(
2−j t, t, x
)
2−j ·dlXl.
Given Wj we obtain a corresponding γ jt as in Proposition 7.1. That is, let ωj be the unique
solution to the ODE:
d
d
ωj (, t, x) = 1

Wj
(
t,ωj (, t, x)
)
, ωj (0, t, x) = x.
Set γ jt (x) = ωj (1, t, x). It is easy to see, via the contraction mapping principle, that there are
open sets 0 ∈ U ⊂ RN , 0 ∈ V ⊂ Rn, independent of j , such that γ jt :U × V → Rn.
Let ψ1,ψ2 ∈ C∞0 (Rn) be supported on a small neighborhood of 0, ψ1,ψ2  0, and let a > 0
be a small number. In light of the above remarks, it makes sense to define the maximal function,
M˜f (x) = sup
j∈Nν
ψ1(x)
∫
|t |<a
∣∣f (γ jt (x))∣∣ψ2(γ jt (x))dt.
Theorem 7.2. Under the above conditions M˜ is bounded on Lp (1 <p ∞), provided ψ1 and
ψ2 are supported on a sufficiently small neighborhood of 0, and a > 0 is sufficiently small.
Theorem 7.2 is proved in Section 11.
Remark 7.3. We will see that Theorem 5.1 follows from Theorem 7.2. It is not hard to see that
Theorem 2.4 of [2] follows from Theorem 7.2. It follows that all of the results of [2] can be
reduced to Theorem 7.2.
Remark 7.4. Notice that we have discretized our maximal functions; i.e., we only consider
dyadic scales. This is essential when considering M˜. Indeed, the obvious non-discretized version
need not be bounded on all Lp , p > 1. This was noted at the top of p. 5 of [2].
8. When γ is C∞: The results of [10]
In this section, we review the results of [10]. We will see that Theorem 5.3 is, in fact, a special
case of Theorem 5.2 of [10], which we review below. In addition, we rephrase the assumptions
of [10] in a few different ways, which will be useful in what follows.
The setting is as follows. We are given a C∞ function γt (x) = γ (t, x) :RN0 × Rn0 → Rn satis-
fying γ0(x) ≡ x. The goal is to give conditions on γ such that the operator given by12
12 Or, more generally, operators of the form covered in Theorem 5.3.
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∫
f
(
γt (x)
)
K(t) dt, (8.1)
is bounded on Lp (1 < p < ∞) for every K ∈ K(N, e, a, ν) where a is sufficiently small and ψ
is supported on a sufficiently small neighborhood of 0. We think of the ν-parameter dilations e
as fixed so that it makes sense to write δt for δ ∈ [0,∞)ν and t ∈ RN as in (3.1).
Definition 8.1. Let (X,d) = (X1, d1), . . . , (Xq, dq) be a finite list of C∞ vector fields with ν-
parameter formal degrees 0 
= dj ∈ [0,∞)ν as in Section 4. Let W(t, x) ∈ TxRn be a smooth
vector field (defined on a neighborhood of (0,0) ∈ RN × Rn), depending smoothly on t ∈ RN0 .
We say that (X,d) controls W on a neighborhood of 0 if there exists an open neighborhood U
of 0 ∈ Rn, τ1 > 0, and ρ1 > 0, such that for every δ ∈ [0,1]ν , x0 ∈ U , there exist functions cx0,δl
on BN(ρ1)×B(X,d)(x0, τ1δ) satisfying
• W(δt, x) =∑ql=1 cx0,δl (t, x)δdlXl(x) on BN(ρ0)×B(X,d)(x0, τ1δ).
• sup x0∈U
δ∈[0,1]ν
∑
|α|+|β|m ‖(δX)α∂βt cx0,δl ‖C0(BN (ρ1)×B(X,d)(x0,τ1δ)) < ∞, for every m.
If, instead, S is an infinite collection of vector fields, then we say S controls W on a neighbor-
hood of 0 if there is a finite subset which controls W .
Remark 8.2. Definition 8.1 is closely related to Definition 4.1. Indeed, note that if (X,d) con-
trols W on a neighborhood of 0, and if the Taylor series for W is given by,
W(t, x) ∼
∑
α
tαYα,
then (X,d) controls (Yα,deg(α)) on a neighborhood of 0 for every α.
Definition 8.3. Given a finite list of C∞ vector fields (defined on a neighborhood of 0 ∈ Rn)
with ν-parameter formal degrees (X1, d1), . . . , (Xr, dr) we say that this list generates the finite
list (X,d) = (X1, d1), . . . , (Xq, dq) (here q  r) if there exist vector fields with formal degrees
(Xr+1, dr+1), . . . , (Xq, dq) ∈ L0({(X1, d1), . . . , (Xr, dr)}) such that for every 1  j, k  q ,
([Xj ,Xk], dj + dk) is controlled by (X,d) on a neighborhood of 0.
Remark 8.4. In what follows, we will say A controls B to mean A controls B on a neighborhood
of 0.
With the above definitions in hand, we are prepared to state the assumptions placed on γ
in [10]. We state these assumptions in three different ways, which we will see are all equivalent.
Under any of the following assumptions, the operator given by (8.1) is bounded on Lp (1 <
p < ∞). In what follows, define the vector field,
W(t, x) = d
d
∣∣∣∣
=1
γt ◦ γ−1t (x) ∈ TxRn.
Note that γ−1t makes sense, since for t sufficiently small, γt is a diffeomorhpism onto its image
(because γ0(x) ≡ x).
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W(t) ∼
∑
|α|>0
tαX̂α,
where the X̂α are C∞ vector fields. We assume that there is a finite subset,
F ⊆ {(X̂α,deg(α)): α is a pure power},
such that F generates a finite list (X̂, d) and (X̂, d) controls W .
(II) For the second equivalent condition, we rephrase (I) as having two distinct parts:
(II.F) A “finite type” condition: taking X̂α as in (I), we assume that there is a finite subset,
F ⊆ {(X̂α,deg(α)): α ∈ NN},
such that F generates a finite list (X̂, d) and this finite list controls W .
(II.A) An “algebraic” condition: we assume that for every non-pure power α, (X̂α,deg(α))
is controlled by
L({(X̂α,deg(α)): α is a pure power}).
(III) The third equivalent condition is the same as (II), except we use different vector fields.
Indeed, write,
γt (x) ∼ exp
(∑
α
tαXα
)
x.
(III.F) A “finite type” condition: we assume there is a finite subset,
F ⊆ {(Xα,deg(α)): α ∈ Nν},
such that F generates a finite list (X,d) and this finite list controls W .
(III.A) An “algebraic” condition: we assume that for every non-pure power α, (Xα,deg(α))
is controlled by
L({(Xα,deg(α)): α is a pure power}).
Remark 8.5. Note that the assumptions of Theorem 5.3 are exactly that (III.A) holds.
Remark 8.6. The vector fields Xα and X̂α are closely related. See Lemma 8.15.
Theorem 8.7. (I) ⇔ (II) ⇔ (III); i.e., the above three conditions are equivalent.
We prove Theorem 8.7 at the end of this section.
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such that for every ψ1,ψ2 ∈ C∞0 (Rn) supported on a sufficiently small neighborhood of 0, every
K ∈ K(N, e, a, ν), and every C∞ function κ(t, x), the operator given by,
Tf (x) = ψ1(x)
∫
f
(
γt (x)
)
ψ2
(
γt (x)
)
κ(t, x)K(t) dt
is bounded Lp → Lp (1 <p < ∞).
Proof. Under the assumption (I), this is contained in Theorem 5.2 of [10]. 
Proposition 8.9. When γ is real analytic, (II.F) and (III.F) hold automatically.
We defer the proof of Proposition 8.9 to Section 10. From the above results, Theorem 5.3
follows easily.
Proof of Theorem 5.3 given the above results. By Theorem 8.8, it suffices to show that (under
the assumptions of Theorem 5.3), (III) holds. Proposition 8.9 shows that (III.F) holds, while the
assumptions of Theorem 5.3 are exactly that (III.A) holds. 
We close this section by proving Theorem 8.7. We separate Theorem 8.7 into two propositions.
Proposition 8.10. (I) ⇔ (II).
Proposition 8.11. (II) ⇔ (III). More specifically, (II.F) ⇔ (III.F) and (II.A) ⇔ (III.A).
Lemma 8.12. The notion of control is transitive. Indeed, if S1 and S2 are sets of vector fields
with ν-parameter formal degrees such that every element of S2 is controlled by S1, and if S2
controls a vector field with formal degree (X,d), then so does S1. A similar result holds if (X,d)
is replaced by W(t, x) as in Definition 8.1.
Proof. This follows immediately from the definitions. 
Lemma 8.13. If S1,S2 are sets of vector fields with ν-parameter formal degrees, such that,
• for every (X1, d1), (X2, d2) ∈ S1, ([X1,X2], d1 + d2) is controlled by S1,
• every element of S2 is controlled by S1.
Then, every element of L(S2) is controlled by S1.
Proof. This follows immediately from the definitions. 
Remark 8.14. Note that if F is a finite set of vector fields which generates a finite list
(X,d) = (X1, d1), . . . , (Xq, dq) as in Definition 8.3, then (X,d) satisfies the hypotheses of S1 in
Lemma 8.13.
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from (I) via Remark 8.2.
(II) ⇒ (I): Take F as in (II) and let F ′ be a finite list generated by F (see Definition 8.3), so
that F ′ controls W , and set
P̂ = {(X̂α,deg(α)): α is a pure power}.
By our assumption, every element of F is controlled by L(P̂). Thus, every element of L(F) is
controlled by L(P̂) (Lemma 8.13). It follows that every element of F ′ is controlled by L(P̂).
By Remark 4.5, every element of F ′ is therefore controlled by L0(P̂). Let F0 ⊆ L0(P̂) be a
finite subset such that every element of F ′ is controlled by F0. We may assume that F0 ⊆
L0(F0 ∩ P̂); indeed, since F0 ⊆ L0(P̂), we may add a finite number of elements to F0 from
P̂ so that F0 ⊆ L0(F0 ∩ P̂). Since F ′ controls W on a neighborhood of 0, it follows that F0
controls W (Lemma 8.12).
To complete the proof, we need to show that if (Y1, d1), (Y2, d2) ∈ F0, then ([Y1, Y2], d1 +d2)
is controlled by F0; for then F0 ∩P̂ will generate the finite list F0 (which we know to control W ).
To do this, it suffices to show that ([Y1, Y2], d1 + d2) is controlled by F ′ (by Lemma 8.12, since
every element of F ′ is controlled by F0). In particular, it suffices to show that every element of
L(P̂) is controlled by F ′.
By Remark 8.2, every element of P̂ is controlled by F ′. We know, by assumption, that if
(X1, d1), (X2, d2) ∈ F ′, then ([X1,X2], d1 +d2) is controlled by F ′. It follows from Lemma 8.13
that every element of L(P̂) is controlled by F ′. This completes the proof. 
Lemma 8.15. Let X̂α be as in (I) and Xα be as in (III), then, for every d0 ∈ Nν ,
span
{
Y : (Y, d0) ∈ L
({(
Xα,deg(α)
)})}= span{Y : (Y, d0) ∈ L({(X̂α,deg(α))})}.
Proof. This follows easily from an application of the Campbell–Hausdorff formula. See the
proof of Proposition 9.6 of [3] for a similar result and more details. 
Proof of Proposition 8.11. We begin by showing (II.F) ⇒ (III.F); the implication (III.F) ⇒
(II.F) follows in the same way, and we leave the details to the reader. Suppose that (II.F) holds:
there is a finite set F as in (II.F) which generates a finite list, F ′ and this finite list controls W .
Define,
S = {(Xα,deg(α)): α ∈ N}.
By Lemma 8.15, for every (Y0, d0) ∈ F ′, Y0 ∈ span{Y : (Y0, d0) ∈ L(S)}. Thus, there is a finite
subset F0 ⊆ L(S), such that F0 controls F ′. By Remark 4.5, we may assume that F0 ⊆ L0(S).
Furthermore, by adding a finite number of elements to F0, we may assume that F0 ⊆ L0(S∩F0).
Since F ′ controls W , we have that F0 controls W . To complete the proof, we need only verify
that for every (X1, d1), (X2, d2) ∈ F0, ([X1,X2], d1 + d2) is controlled by F0; for then F0 ∩ S
will generate the finite list F0 which we already know controls W . That this is true follows just
as in the proof of Proposition 8.10. This completes the proof of (III.F).
(II.A) ⇔ (III.A) is a simple consequence of Lemma 8.15, which we leave to the reader. 
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In this section, we introduce the theory we need to see our theorems concerning real analytic γ
as special cases of theorems concerning C∞ γ , which are amenable to the methods of [10]. Let
AN =
{
f :RN0 → R
∣∣ f is real analytic},
the set of germs of real analytic functions defined on a neighborhood of 0 ∈ RN , and taking
values in R. Note that AN is a ring, and,
AmN =
{
f :RN0 → Rm
∣∣ f is real analytic}.
AmN is an AN -module.
Theorem 9.1. Suppose f (t, x) :RN0 ×Rn0 → Rm is a germ of a real analytic function; f ∈ AmN+n.
For α ∈ Nν , let fα(x) ∈ Amn be the Taylor coefficient of f , when the Taylor series is taken in the
t variable:
f (t, x) =
∑
α∈NN
tαfα(x). (9.1)
Then, there exist finitely many multi-indices α1, . . . , αr ∈ Nν , and germs of real analytic functions
cα1, . . . , cαr ∈ AN+n such that,
f (t, x) =
r∑
k=1
cαk (t, x)t
αkfαk (x), (9.2)
on a neighborhood of (0,0) ∈ RN × Rn. Furthermore, we may assume for every 1 j, k  r ,
1
αj !
∂
∂t
αj
tαk cαk (t, x)
∣∣∣∣
t=0
=
{1 if j = k,
0 if j 
= k. (9.3)
Theorem 9.2. Suppose
S ⊆ AnN × Nν.
Then there exists a finite subset F ⊆ S such that every (g, e) ∈ S can be written in the form,
g(x) =
∑
(f,d)∈F
de
c(f,d)(x)f (x); (9.4)
where c(f,d) ∈ AN , and d  e means that the inequality holds for each coordinate. The neigh-
borhood on which (9.4) holds may depend on (g, e).
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real analytic vector field, and d ∈ Nν is a formal degree. Then, there exists a finite subset F ⊆ S
such that every (Y, e) ∈ S is controlled by F .
Proof. Let F be as in the conclusion of Theorem 9.2 when applied to S . Let (Y, e) ∈ S . We wish
to show that (Y, e) is controlled by F . For δ ∈ [0,1]ν , multiplying both sides of (9.4) by δe , we
obtain,
δeY =
∑
(X,d)∈F
de
(
δe−dc(X,d)
)
δdX.
Noting that δe−dc(X,d) ∈ C∞ uniformly for δ ∈ [0,1]ν (since we are only considering the case
when d  e coordinate-wise), the result follows. 
The above three results are the only results we will need concerning real analytic functions.
The rest of this section is devoted to proving and discussing Theorems 9.1 and 9.2. The reader
uninterested in the proofs may safely skip the remainder of this section, as it will not be used in
the sequel.
Theorems 9.1 and 9.2 both follow easily from well-known results. We begin by outlining the
results necessary to prove Theorem 9.2.
Proposition 9.4. (See [13].) The ring AN is Noetherian.
Comments on the proof. This is a simple consequence of the Weierstrass preparation theorem.
See p. 148 of [13]. The proof in [13] is for the formal power series ring, however, as mentioned
on p. 130 of [13], the proof also works for the ring convergent power series: i.e., the ring of power
series with some positive radius of convergence. The ring of germs of real analytic functions is
isomorphic to the ring convergent power series. 
Proposition 9.5. The module AmN is a Noetherian AN -module.
Comments on the proof. It is easy to see that for any Noetherian ring R, the R-module Rm is
Noetherian. Actually, in this special case, one can characterize a finite set of generators for any
submodule of AmN . This can be found in [4], but we will not need this. 
Proof of Theorem 9.2. Let S ⊆ AnN × Nν . Define a map ι :AnN × Nν → Anν+N by,
ι(f, d) = tdf (x), t ∈ Rν.
Let M be the submodule of Anν+N generated by ιS . M is finitely generated by Proposition 9.5.
Let F ⊆ S be a finite subset such that ιF generates M . We will show that F satisfies the conclu-
sions of the theorem.
Indeed, let (g, e) ∈ S . Since teg(x) ∈ M , we may write,
teg(x) =
∑
(f,d)∈F
ĉ(f,d)(t, x)t
df (x), (9.5)
on a neighborhood of (0,0) ∈ Rν × RN .
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e!
∂
∂t
e|t=0 to both sides of (9.5). Note that,
1
e!
∂
∂t
e
∣∣∣∣
t=0
ĉ(f,d)(t, x)t
d = 0, unless e d.
Thus, we obtain,
g(x) =
∑
(f,d)∈F
de
[
1
e!
∂
∂t
e
∣∣∣∣
t=0
ĉ(f,d)(t, x)t
d
]
f (x),
completing the proof. 
Remark 9.6. The case ν = 0 of Corollary 9.3 in the context of vector fields seems to have been
first used by Lobry [5]. In [5], Corollary 9.3 was used in the following way. Let S be a set of
germs of real analytic vector fields, and let D be the involutive distribution generated by S . In
light of the ν = 0 case of Corollary 9.3, there is a finite subset F ⊆ D such that for every Y ∈ D,
Y can be written as a sum of elements of F (on some suitably small open set, depending on Y ).
Because of this, [5] said the distribution D was “locally of finite type.” Unfortunately, there is a
slight error in the application the Frobenius theorem in [5], see [8]—this is due to the fact that
the open set depends on Y . However, in our uses of the Frobenius theorem, we will always be
able to consider only finite sets S , and then it is easy to see that the open set need not depend
on Y . Corollary 9.3 can be considered a “scale invariant” version of the ideas of [5].
We close this section by proving Theorem 9.1. We will need a Weierstrass-type preparation
theorem from [4]. First, we introduce the relevant aspects of [4] we need (which is only a small
fraction of that paper), and then we will show that Theorem 9.1 is a simple consequence. We will
only need part of Theorem 1.2.5 of [4], and we turn to introducing the relevant notation. We will
introduce a division theorem for functions in Amν (of course division theorems are closely related
to preparation theorems). Pick numbers λ1, . . . , λν ∈ (0,∞) such that λ1, . . . , λν are linearly
independent over Z. For α = (α1, . . . , αν) ∈ Nν , define L(α) =∑νj=1 αjλj ∈ [0,∞). Note that
if α 
= β , then L(α) 
= L(β). L induces a total ordering on the set Nν × {1, . . . ,m}. Indeed, we
say (α, i) < (β, j) if L(α) < L(β) or if L(α) = L(β) and i < j .
For a function f ∈ Amν write f = (f1, . . . , fm), where fi ∈ Aν . Write fi as a Taylor series,
fi(x) =
∑
α∈Nν
fα,ix
α.
Let Q(f ) be the Newton diagram of f :
Q(f ) = {(α, i) ∈ Nν × {1, . . . ,m}: fα,i 
= 0}.
For f 
= 0, let expL(f ) to be the smallest element of Q(f ) in the above defined total ordering.
Let M be a submodule of Amν . We define,
EL(M) =
{
expL(f ): 0 
= f ∈ M
}
.
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f ∈ Amν is congruent, modulo M , to a unique element r = r(f ) = (r1, . . . , rm) ∈ Amν of the
form,
ri(x) =
∑
(α,i)/∈EL(M)
hα,ix
α. (9.6)
That is, the nonzero terms in the Taylor series of r do not appear in EL(M).
Proof of Theorem 9.1. First we prove the result without insisting the cαk satisfy (9.3). Then we
will show that we may modify the cαk so that (9.3) is satisfied.
Express f as a Taylor series as in (9.1):
f (t, x) =
∑
α∈NN
tαfα(x).
Let M be the submodule of AmN+n generated by {tαfα(x): α ∈ NN }. We know that M is finitely
generated by Proposition 9.5, and thus (9.2) will follow if we can show f ∈ M .
Taking the setup of Theorem 9.7 (and thus we must choose some L), we see that we may
write f uniquely modulo M as a term r satisfying (9.6). We wish to show that r = 0. Suppose
not. We will show that expL(r) ∈ EL(M), which will contradict the form of r given by (9.6).
Note that r = m+f for some m ∈ M . We claim that there exists K > 0 sufficiently large such
that,
expL(m+ f ) = expL
(
m+
∑
|α|K
tαfα(x)
)
.
Indeed, if |α| is so large that13 L(α,0) > L(expL(m+f )), then the term tαfα(x) does not affect
expL(m+ f ).
Note, though, that m+∑|α|K tαfα(x) ∈ M . Thus, by definition, expL(r) = expL(m+ f ) ∈
EL(M). This achieves the contradiction and completes the proof of (9.2).
Now we turn to showing that the cαk may be modified so that they satisfy (9.3). Indeed,
suppose cαk satisfy (9.2). Define ĉαk by,
tαk ĉαk (t, x) = tαk cαk (t, x)−
r∑
j=1
tαj
αj !
[
∂
∂s
αj
∣∣∣∣
s=0
sαk cαk (s, x)
]
+ tαk ;
note that the right-hand side is clearly of the form tαk ĉαk for some ĉαk , since ∂∂s
αj |s=0sαk ĉαk (s, x)
= 0 unless αk  αj coordinate-wise.
13 Here, we are thinking of (α,0) ∈ NN × Nn. Also, when we write L(expL(m + f )), we are dropping off the last
coordinate of expL(m+ f ) so that the expression makes sense.
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r∑
j=1
ĉαj (t, x)t
αj fαj (x) = f (t, x). (9.7)
Since (9.7) holds with ĉαj replaced by cαj , it suffices to show,
r∑
k=1
tαkfαk (x) =
r∑
k=1
(
r∑
j=1
tαj
αj !
[
∂
∂s
αj
∣∣∣∣
s=0
sαk cαk (s, x)
])
fαk (x). (9.8)
In light of (9.2), both sides of (9.8) are equal to,
r∑
j=1
tαj
αj !
∂
∂s
αj
∣∣∣∣
s=0
f (s, x).
This completes the proof. 
10. Reduction to the C∞ case
In this section, we use the results from Section 9 to reduce Theorems 5.3 and 5.1 to theorems
about C∞ γ : namely, Theorems 8.8 and 7.2. In Section 10.1, we reduce Theorem 5.3 to Theo-
rem 8.8 (or, more precisely, Proposition 8.9), while in Section 10.2 we reduce Theorem 5.1 to
Theorem 7.2.
10.1. Singular Radon transforms
In this section, we will show that Theorem 5.1 follows from Theorem 8.8. In fact, as shown in
Section 8, it suffices to prove Proposition 8.9: that (II.F) and (III.F) hold automatically when γ
is real analytic. Furthermore, since Proposition 8.11 shows that (II.F) and (III.F) are equivalent,
it suffices to show that (II.F) holds whenever γ is real analytic.
Lemma 10.1. Let F = {(X1, d1), . . . , (Xr, dr)} be a finite set of germs of real analytic vec-
tor fields (defined on a neighborhood of 0), each paired with formal degree 0 
= dj ∈ Nν .
Then F generates a finite list, as in Definition 8.3: that is, there is a finite set of elements
(Xr+1, dr+1), . . . , (Xq, dq) ∈ L0(F) such that for every 1 i, j  q , ([Xi,Xj ], di + dj ) is con-
trolled by (X1, d1), . . . , (Xq, dq).
Proof. Apply Corollary 9.3 to L(F) to obtain a finite set F0 ⊆ L(F) such that F0 controls
every element of L(F). By Remark 4.5, we may assume F0 ⊆ L0(F). We may, without loss of
generality, replace F0 with F0∪F . We claim F0 is the desired set (X1, d1), . . . , (Xq, dq). Indeed,
it only remains to show that for every (Y1, f1), (Y2, f2) ∈ F0, ([Y1, Y2], f1 + f2) is controlled
by F0. Since ([Y1, Y2], f1 + f2) ∈ L(F), this follows by the definition of F0, completing the
proof. 
Proof of Proposition 8.9. We take W as in Section 8. Since we are assuming γ is real analytic,
W is real analytic. We express W as a Taylor series in the t variable:
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∑
|α|>0
tαX̂α,
where the X̂α are real analytic vector fields. The goal is to show that there is a finite set,
F ⊆ {(X̂α,deg(α))}, (10.1)
such that F generates a finite list, and this finite list controls W . Since the vector fields are real
analytic, Lemma 10.1 shows that F automatically generates a finite list. Thus, it suffices to show
that there is a finite set F as in (10.1) such that F controls W . We apply Theorem 9.1 to W to
show that there exist α1, . . . , αr such that,
W(t, x) =
r∑
j=1
cj (t, x)t
αj Xαj (x).
From here, it is immediate to verify that (Xα1,deg(α1)), . . . , (Xαr ,deg(αr)) control W , complet-
ing the proof. 
We close this section by proving Proposition 5.7. The main point is the following. Suppose
we are given ν1 parameter dilations on RN1 and ν2 parameter dilations on RN2 , and suppose
we are given γ jtj (x) :R
Nj
0 × Rn0 → Rn, j = 1,2, germs of real analytic functions, satisfying
the hypotheses of Theorem 5.3 (i.e., satisfying (III.A)). Proposition 5.7 will follow if we show
that γ 1t1 ◦ γ 2t2(x) and (γ 1t1)−1(x) both satisfy the (III.A). For γ 1t1 ◦ γ 2t2 we are using the ν1 + ν2
parameter dilations on RN1+N2 given by, for (δ1, δ2) ∈ [0,1]ν1 ×[0,1]ν2 and (t1, t2) ∈ RN1 ×RN2 ,
(δ1, δ2)(t1, t2) = (δ1t1, δ2t2). We write,
γ
j
tj
(x) ∼ exp
( ∑
|α|>0
tαj X
j
α
)
x.
Lemma 9.3 of [3] shows that,
(
γ 1t1
)−1
(x) ∼ exp
( ∑
|α|>0
−tαj Xjα
)
x.
The fact that (γ 1t1)
−1 satisfies (III.A) now follows immediately.
We now turn to γ 1t1 ◦ γ 2t2 . Define
T = L({(X1α1, (α1,0)), (X2α2, (0, α2))}).
It follows from the Campbell–Hausdorff formula (see Section 3 of [3]) that,
γ 1t1 ◦ γ 2t2(x) ∼ exp
([ ∑
|α1|>0
t
α1
1 X
1
α1
]
+
[ ∑
|α2|>0
t
α2
2 X
2
α2
]
+
[ ∑
|β1|,|β2|>0
t
β1
1 t
β2
2 Xβ1,β2
])
x, (10.2)
where Xβ ,β ∈ span{X′: (X′, (β1, β2)) ∈ T }.1 2
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P1 =
{(
X1α1,
(
deg(α1),0
))
: deg(α1) is nonzero in only one component
}⊆ Ann × Nν1+ν2,
P2 =
{(
X2α2,
(
0,deg(α2)
))
: deg(α2) is nonzero in only one component
}⊆ Ann × Nν1+ν2;
where deg(α1) is defined with the dilations on RN1 and deg(α2) is defined with the dilations
on RN2 . In light of (10.2) the vector fields associated to the pure powers of γ 1t1 ◦ γ 2t2 are given
by P1 ∪ P2. Our assumption that γ 1 and γ 2 satisfy (III.A) imply that (X1α1 , (deg(α1),0))
and (X2α2, (0,deg(α2))) are controlled by L(P1 ∪ P2) for every α1 and α2. Since every el-
ement of T is given by iterated commutators of X1α1 and X2α2 , it follows that for every
(X, (β1, β2)) ∈ T , L(P1 ∪ P2) controls (X, (deg(β1),deg(β2))). Hence, L(P1 ∪ P2) controls
(Xβ1,β2 , (deg(β1),deg(β2))), for every β1 and β2. Thus, γ 1t1 ◦ γ 2t2 satisfies (III.A). This completes
the proof of Proposition 5.7.
10.2. Maximal Radon transforms
In this section, we reduce Theorem 5.1 to Theorem 7.2. The main tool will be Theorem 9.1.
Let γ :RN0 × Rn0 → Rn be a germ of a real analytic function satisfying γ0(x) ≡ x. For δ =
(δ1, . . . , δN ) ∈ [0,1]N and t = (t1, . . . , tN ) ∈ RN , we define δt = (δ1t1, . . . , δN tN). The goal is
to study the maximal operator,
Mf (x) = sup
δ∈[0,1]N
ψ1(x)
∫
|t |a
∣∣f (γδt (x))∣∣dt.
Where ψ1 ∈ C∞0 (Rn) is supported on a small neighborhood of 0 and ψ1  0. Let ψ2 ∈ C∞0 (Rn),
ψ2  0, with ψ2 ≡ 1 on a neighborhood of the support of ψ1. We may assume ψ2 has small
support, by shrinking the support of ψ1. By taking a > 0 small, we may ensure for |t | < a, and
x in the support of ψ1, we have ψ2(γt (x)) = 1. With this setup, define,
M0f (x) = sup
j∈NN
ψ1(x)
∫
|t |a
∣∣f (γ2−j t (x))∣∣ψ2(γ2−j t (x))dt.
It is easy to see that we have the pointwise inequality, Mf (x)M0f (x). Thus, to prove The-
orem 5.1, it suffices to prove M0 is bounded on Lp , 1 <p ∞.
Define the real analytic vector field,
W(t, x) = d
d
∣∣∣∣
=1
γt ◦ γ−1t (x) ∈ TxRn.
Note that, for j ∈ NN ,
W
(
2−j t, x
)= d
d
∣∣∣∣
=1
γ2−j t ◦ γ−12−j t (x) ∈ TxRn. (10.3)
That is, replacing γt with γ2−j t changes W(t, x) to W(2−j t, x).
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W(t, x) =
∑
|α|>0
tαXα.
Applying Theorem 9.1 to W(t, x) we see that there exist α1, . . . , αr and germs of real analytic
functions cαl such that,
W(t, x) =
r∑
l=1
cαl (t, x)t
αlXαl . (10.4)
Moreover, we may assume that the cαl satisfy (9.3).
Let ν = N + r . We will define ν-parameter dilations on W . For l = 1, . . . , r , let d̂l ∈ Nr be
equal to 1 in the l component and 0 in all other components. Then, for (j1, j2) ∈ NN∞ × Nr∞,
define,
W(j1,j2)(t, x) =
r∑
l=1
cαl
(
2−j1 t, x
)
tαl 2−j2·d̂lXαl .
Let γ (j1,j2)t be the function corresponding to W(j1,j2) as in Proposition 7.1. Just as in Section 7,
it is easy to see (via the contraction mapping principle) that there exist open sets 0 ∈ U ⊆ RN ,
0 ∈ V ⊆ Rn, independent of j1, j2 such that γ j1,j2 :U × V → Rn. By possibly shrinking a and
the support of ψ1,ψ2, we may define the maximal function,
M1f (x) = sup
(j1,j2)∈NN×Nr
ψ1(x)
∫
|t |a
∣∣f (γ (j1,j2)t (x))∣∣ψ2(γ (j1,j2)t (x))dt.
We claim that M0f (x)M1f (x). To see this, we need only show for every j ∈ NN , γ2−j t
is of the form γ (j1,j2)t for some j1, j2. In light of (10.3), it suffices to show for every j ∈ NN ,
W(2−j t, x) is of the form W(j1,j2)(t, x) for some j1, j2. In light of (10.4),
W
(
2−j t, x
)= r∑
l=1
cαl
(
2−j t, x
)
tαl 2−j ·αlXαl .
Thus, if we take j2 = (j · α1, j · α2, . . . , j · αr), we have W(2−j t, x) = W(j,j2)(t, x). This com-
pletes the proof that M0f (x)M1f (x).
Hence, to prove Theorem 5.1, we need only show that M1 is bounded on Lp , 1 < p ∞.
We will show that M1 is of the form covered in Theorem 7.2, thereby reducing Theorem 5.1 to
Theorem 7.2.
For l = 1, . . . , r , let Xl = Xαl , cl(t, s, x) = cαl (t, x)sαl , and dl ∈ Nν = NN × Nr be given by
dl = (0, d̂l) ∈ NN ×Nr . Furthermore, for (j1, j2) ∈ NN ×Nr , we define 2−(j1,j2)t = 2−j1 t . With
this new notation, for j ∈ Nν , we have
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r∑
l=1
cl
(
2−j t, t, x
)
2−j ·dlXl.
We apply Lemma 10.1 to extend the list (X1, d1), . . . , (Xr, dr) to a list (X1, d1), . . . , (Xq, dq)
as in Lemma 10.1: that this extended list satisfies the hypotheses of the list of the same name in
Section 7 is exactly the conclusion of Lemma 10.1.
For r + 1 l  q , define cl(t, s, x) ≡ 0. Note, we have,
Wj(t, x) =
q∑
l=1
cl
(
2−j t, t, x
)
2−j ·dlXl.
To complete the proof that M1 satisfies the hypotheses of Theorem 7.2, we need only show that
c1, . . . , cr satisfy (7.1) and c1, . . . , cq satisfy (7.2). (7.2) is trivial for cr+1, . . . , cq (since they are
all 0) and so we need only verify (7.1) and (7.2) for c1, . . . , cr . Here, we are taking α1, . . . , αr as
above (see (10.4)). (7.1) and (7.2) will follow from the fact that cα1 , . . . , cαr satisfy (9.3).
First we verify (7.1). Let 1 l  r . Consider,
1
αl !
∂
∂s
αl
∣∣∣∣
s=t=0
cl(t, s, x) = 1
αl !
∂
∂s
αl
∣∣∣∣
s=t=0
cαl (t, x)s
αl = 1
αl !
∂
∂t
αl
∣∣∣∣
t=0
cαl (t, x)t
αl = 1,
where the last equality follows from (9.3). Thus, (7.1) holds.
We turn to (7.2). Fix 1 l, k  r and β1, β2 such that β1 + β2 = αl . Consider,
∂
∂t
β1 ∂
∂s
β2
∣∣∣∣
s=t=0
ck(t, s, x) = ∂
∂t
β1 ∂
∂s
β2
∣∣∣∣
s=t=0
cαk (t, x)s
αk . (10.5)
Note that the right-hand side of (10.5) is 0 unless β2 = αk . Thus, we need only consider the case
when β2 = αk ; in this case, we have,
∂
∂t
β1 ∂
∂s
β2
∣∣∣∣
s=t=0
cαk (t, x)s
αk = C ∂
∂t
αl
∣∣∣∣
t=0
cαk (t, x)t
αk , (10.6)
where C is some constant. Note that the right-hand side of (10.6) is 0 unless l = k, by (9.3). (7.2)
follows. This completes the proof that M1 is of the form covered by Theorem 7.2, and finishes
the reduction of Theorem 5.1 to Theorem 7.2.
Remark 10.2. Let us take a moment to remark on the essential idea of this section. When one is
considering the singular Radon transform (Theorem 5.3), which vector fields correspond to pure
powers and non-pure powers is forced, due to the nature of the cancellation in the singular kernel.
However, when we consider the maximal function, we introduce the cancellation in an ad hoc
way (see the operators Bj in Section 11). Because of this, we have some freedom in choosing
which vector fields correspond to pure powers, by considering a stronger maximal operator. This
idea was adapted from [2].
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In this section, we prove Theorem 7.2. The proof is a modification of the proof of Theorem 5.4
of [10]. First we will introduce some necessary auxiliary operators, in a manner completely
analogous to the methods in [10]. Then, we will describe the modifications of the proof in [10]
necessary to prove Theorem 7.2. The reader may wish to have a copy of [10] at hand, as we will
be referring to it repeatedly.
The proof of Theorem 7.2 proceeds by induction on ν. We begin by describing the necessary
modifications to Section 9 of [10], where the induction is set up. We take all the same notation as
Theorem 7.2. Let ψ0 ∈ C∞0 (Rn) be non-negative and satisfy ψ1,ψ2 ≺ ψ0. We also assume that
ψ0 has small support. Let σ ∈ C∞0 (BN(a)) satisfy σ  0 and σ  1 on a neighborhood of 0. We
define for j ∈ Nν∞,
Mjf (x) = ψ0(x)
∫
f
(
γ
j
t (x)
)
ψ0
(
γ
j
t (x)
)
σ(t) dt.
It is immediate to see, if we shrink a > 0 in the definition of M˜, we have,
M˜f (x) sup
j∈N
Mj |f |(x).
Thus, to prove Theorem 7.2 it suffices to prove the following proposition,
Proposition 11.1. ∥∥∥ sup
j∈Nν
∣∣Mjf (x)∣∣∥∥∥
Lp
 ‖f ‖Lp,
for 1 <p < ∞.
Indeed, merely apply Proposition 11.1 to |f | to prove Theorem 7.2. It is Proposition 11.1
which we prove by induction on ν. For E ⊆ {1, . . . , ν} and j = (j1, . . . , j ν) ∈ Nν , define jE =
(j1E, . . . , j
ν
E) ∈ Nν∞ by,
j
μ
E =
{
jμ if μ ∈ E,
∞ if μ /∈ E.
Thinking of jE as an element of N|E| (by suppressing those coordinates which equal ∞), it is
easy to see that MjE is of the same form as Mj , but with ν replaced by E. In particular, γ
jE
t is
of the same form as γ jt , but instead with |E| parameter dilations. Thus our inductive hypothesis
implies for E  {1, . . . , ν},∥∥∥ sup
j∈Nν
∣∣MjEf (x)∣∣∥∥∥
Lp
 ‖f ‖Lp , 1 <p < ∞.
Note that the base case of our induction is trivial. Indeed, Mj f = [
∫
σ(t) dt]ψ2f .∅ 0
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j ∈ Nν , we define Dj just as in [10]. For j ∈ Nν , we define,
Bj =
∑
E⊆{1,...,ν}
(−1)|E|AjEcMjE .
Just as in [10], Proposition 11.1 follows from the following proposition,
Proposition 11.2. ∥∥∥ sup
j∈Nν
∣∣Bjf (x)∣∣∥∥∥
Lp
 ‖f ‖Lp ,
for 1 <p < ∞.
It follows in exactly the same manner as [10] that to prove Proposition 11.2, it suffices to
prove,
Proposition 11.3. If a > 0 is sufficiently small, there exists  > 0 such that,
‖BjDk‖L2→L2  2−|j−k|,
for j, k ∈ Nν .
The proof in [10] of the result analogous to Proposition 11.3 (Theorem 10.1 of [10]) follows
by reducing the question to a general result in [12]. The proof of Proposition 11.3 has the same
basic outline as the proof of Theorem 10.1 of [10], with only a few minor differences. We outline,
below, the necessary facts needed to adapt the proof in [10] to our situation. Note that Aj and
Dj are defined in the same way as in [10]—we therefore only need to discuss the modifications
necessary to deal with the new form of Mj .
One key point is the following; for 1 l  r , and j ′ ∈ Nν∞,
1
αl !
∂
∂t
αl
∣∣∣∣
t=0
Wj ′(t, x) = 2−j ′·dlXl; (11.1)
i.e., 2−j ′·dlXl is the Taylor coefficient of tαl , when the Taylor series of Wj ′ is taken in the t
variable. This is an immediate consequence of the definition of Wj and (7.1) and (7.2). (11.1) is
the main property needed when MjE plays the role of some Sl in [10].
Remark 11.4. One also needs that “MjE is controlled by (2−j∧kX,
∑
d) at the unit scale” (see
[10] for this terminology). This follows immediately from the definition of MjE .
The other main property we need is as follows. In the case when jμ1 − kμ1 = |j − k|∞, for
some μ1, we must use MjE∪{μ1} −MjE as R1 −R2 in the argument (see [10] for a discussion of
what we mean by R1 − R2). Define, Ŵj,k,E,μ1(t, s, x) by the same formula as WjE(t, x) except
with 2−jE replaced by δ = (δ1, . . . , δν) ∈ [0,1]ν , where,
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{
2−j
μ
E if μ 
= μ1,
s2−kμ1 if μ = μ1.
Note that,
Ŵj,k,E,μ1(t,0, x) = WjE(t, x), Ŵj,k,E,μ1
(
t,2k
μ1−jμ1 , x
)= WjE∪{μ1}(t, x).
Thus, if we let γ̂t,s(x) be the function associated to Ŵj,k,E,μ1(t, s, x) as in Proposition 7.1, we
see that,
MjEf (x) = ψ0(x)
∫
f
(
γ̂t,0(x)
)
ψ0
(
γ̂t,0(x)
)
σ(t) dt,
MjE∪{μ1}f (x) = ψ0(x)
∫
f
(
γ̂
t,2kμ1 −jμ1 (x)
)
ψ0
(
γ̂
t,2kμ1 −jμ1 (x)
)
σ(t) dt.
From here it is easy to see that MjE∪{μ1} −MjE can play the role of R1 −R2 in this situation.
With the above outlined modifications, the proof in [10] goes through to prove Proposi-
tion 11.3. We leave the details to the interested reader. This completes the proof of Proposi-
tion 11.3 and therefore the proof of Theorem 7.2.
12. A closing remark
In this paper, we put more restrictions on the classes of kernels K we considered, as compared
to [10]. None of these additional restrictions were essential.
In [10], the class of kernels K(N, e, a, ν) was allowed to depend on another parameter μ0
(1  μ0  ν). In this paper, we have restricted to the case μ0 = ν. All of the methods in this
paper transfer seamlessly over to the case of general μ0; we leave such details to the interested
reader.
In [10], the coordinates of the dilations ej were allowed to be elements of [0,∞), instead
of N. This assumption was used in the proof of Theorem 9.2, but nowhere else. To deal with
more general ej , Theorem 9.2 can be replaced by the following proposition.
Proposition 12.1. Suppose
S ⊆ AnN × [0,∞)ν
is such that for every M , the set
CM :=
{
c ∈ [0,M]: ∃(Y, d0) ∈ S with some coordinate of d0 equal to c
}
is finite. Then there exists a finite subset F ⊆ S such that every (g, e) ∈ S can be written in the
form,
g(x) =
∑
(f,d)∈F
c(f,d)(x)f (x); (12.1)de
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borhood on which (12.1) holds may depend on (g, e).
Proof. The proof proceeds by induction on ν. The base case, ν = 0, follows directly from Propo-
sition 9.5. We assume we have the result for ν − 1 and prove it for ν.
Let M be the module generated by {Y : ∃(Y, d) ∈ S}. By Proposition 9.5, M is finitely
generated. Take (X1, d1), . . . , (Xr, dr) ∈ S such that X1, . . . ,Xr generate M. Define M =
max1lr |dl |∞, and let c1, . . . , cL be an enumeration of CM . Define,
S0 :=
{
(Y, d) ∈ S: every coordinate of d is >M},
and for 1 μ ν, 1 l  L,
S lμ :=
{
(Y, d) ∈ S: the μ coordinate of d equals cl
}
.
By our assumption on S ,
S = S0 ∪
[
ν⋃
μ=1
L⋃
l=1
S lμ
]
. (12.2)
Note that every (Y, e) ∈ S0 can be written in the form,
Y =
∑
dje
cjXj , (12.3)
by our construction of S0.
We apply our inductive hypothesis to S lμ (which we may think of as a subset of AnN ×
[0,∞)ν−1 by suppressing the μth coordinate of d for each (Y, d) ∈ S lμ, since we know it to be
equal to cl). We therefore obtain a finite subset F lμ ⊆ S lμ, as in the conclusion of the proposition
(with S replaced by S lμ).
By (12.3) and (12.2) it is immediate to verify that
{
(X1, d1), . . . , (Xl, dl)
}∪ [ ν⋃
μ=1
L⋃
l=1
F lμ
]
satisfies the conclusion of the proposition. 
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