Abstract Constrained sampling and counting are two fundamental problems arising in domains ranging from artificial intelligence and security, to hardware and software testing. Recent approaches to approximate solutions for these problems rely on employing SAT solvers and universal hash functions that are typically encoded as XOR constraints of length n/2 for an input formula with n variables. As the runtime performance of SAT solvers heavily depends on the length of XOR constraints, recent research effort has been focused on reduction of length of XOR constraints. Consequently, a notion of Independent Support was proposed, and it was shown that constructing XORs over independent support (if known) can lead to a significant reduction in the length of XOR constraints without losing the theoretical guarantees of sampling and counting algorithms. In this paper, we present the first algorithmic procedure (and a corresponding tool, called MIS) to determine minimal independent support for a given CNF formula by employing a reduction to group minimal unsatisfiable subsets (GMUS). By utilizing minimal independent supports computed by MIS, we provide new tighter bounds on the length of XOR constraints for constrained counting and sampling. Furthermore, the universal hash functions constructed from independent supports computed by MIS provide two to three orders of magnitude performance improvement in state-of-the-art constrained sampling and counting tools, while still retaining theoretical guarantees.
Introduction
Constrained sampling and counting are two fundamental problems arising in domains such as artificial intelligence, hardware and software testing and the like. In constrained sampling, the task is to sample randomly, subject to a given weight function, from the set of solutions of input constraints. In constrained counting, the task is to count the total weight, subject to a given weight function, of the set of solutions of input constraints. Both problems have numerous applications, including probabilistic reasoning, machine learning, planning, statistical physics, inexact computing, and constrained-random verification [2, 11, 27, 30, 33] . For example, probabilistic inference over graphical models can be reduced to constrained counting for propositional formulas [2, 31] . In addition, approximate probabilistic reasoning relies heavily on sampling over high-dimensional probabilistic spaces encoded as a set of constraints [18] . The problems of constrained sampling and counting can be viewed as aspects of one of the most fundamental problem in artificial intelligence, which is to explore the structure of the solution space of a given set of constraints [29] .
Constrained sampling and counting are known to be computationally hard [19, 32] . To address the intractability barriers, approximations of these problems have been pursued. Of these, Monte Carlo Markov Chain (MCMC) algorithms, such as those based on simulated annealing and Metropolis-Hastings and variational methods have been extensively studied in this context, but these algorithms settle for very weak guarantees (such as eventual asymptotic convergence) or do not provide formal guarantees at all [20] . Interval propagation and random seeding of underlying constraint solvers have also failed to provide theoretical guarantees and often generate highly irregular distributions or compute inexact counts [20] .
To counter the scalability and approximation challenges for sampling and counting, new techniques based on universal hashing were proposed in [6] [7] [8] [9] 14] . These techniques combine the classical technique of universal hashing with the recent advancements in combinatorial reasoning techniques such as Boolean satisfiability (SAT). The key idea in these techniques is to employ universal hashing to partition the solution space into "small" cells with each cell containing a relatively small expected sum of weight of solutions. The counting algorithms then typically invoke combinatorial search tools such as CryptoMiniSAT to repeatedly compute the size of sufficiently many random cells (to achieve the desired confidence) and to return the estimate as the number of cells multiplied by the median of the sizes returned by invocations. Similarly, one can sample almost uniformly by first choosing a random cell and then sampling uniformly inside the cell [9] . The use of universal hash functions allows these techniques to provide theoretical guarantees of (ε, δ)-approximation, which is far stronger than the previous state-of-the-art approaches.
The recent hashing-based techniques predominately employ 3-universal hash functions, 1 which typically consist of a conjunction of parity constraints, i.e. XOR, each of average density of 1/2. As a result, a cell is represented as a conjunction of input constraints and XOR constraints. Since combinatorial reasoning tools are invoked to search for solutions of the conjunction of input constraints and XOR-based universal hash functions, recent investigations have focused on determining the relationship between runtime performance of combinatorial search and features of XOR-constraints. It has been observed that lower density XORs are easy to reason in practice and runtime performance of solvers greatly enhances with the decrease in the density of XOR-constraints [16] . This has led to recent work focused on designing hash functions with low density XOR-constraints [12] but such hash functions provide very weak guarantees of universality that are not adequate for hashing-based techniques for sampling.
Recently, Chakraborty et al. introduced the notion of an independent support of a Boolean formula [9] : a subset of variables whose values uniquely determine the values of the remaining variables in any satisfying assignment to the formula, and showed that XOR-based 3-universal hash functions can be constructed by picking variables from the independent support alone. The importance of this observation comes from the fact that for many important classes of problems the size of an independent support is typically one to two orders of magnitude smaller than the number of all variables, which in turn leads to XOR constraints of typical density of 1/200 to 1/20, i.e. one to two orders of magnitude smaller than that of the traditional hash functions. We emphasize that unlike recent work of Ermon et al., these hash functions still preserve the strong guarantees of 3−universality and therefore can be used as replacement for traditional hash functions in recent hashingbased techniques for sampling and counting such as UniWit [7] , ApproxMC [8] , WeightMC, WeightGen [6] , PAWS [13] . The authors, however, left open the question of an efficient algorithmic procedure for determining a "small" independent support of a Boolean formula (for example, minimal or minimum-sized).
The variables that are not part of an independent support can be considered as redundant, and there is extensive research related to redundancy in propositional logic in general [3, 21] . In our context, a particular problem of importance is that of computing a concise reason of inconsistency of an over-constrained Boolean formula. Significant recent research focuses on efficiently computing a minimal unsatisfiable subformula (MUS) of a Boolean formula [25] and its extension on computing a group-oriented (also called high-level) minimal unsatisfiable subformula (GMUS) of an explicitly partitioned Boolean formula [23, 26] . In addition, there are highly optimized algorithms and off-the-shelf implementations for computing MUSes and GMUSes, such as MUSer2 [4] . Even more recent research focuses on computing a smallest (i.e., minimum-sized) MUS of a Boolean formula (SMUS) [1, 22] , which in general is a significantly more computationally-intensive task. Similarly, one can consider a smallest GMUS of an explicitly partitioned Boolean formula (SGMUS). The tool Forqes described in [1] can compute SMUSes and SGMUSes.
The primary contribution of this paper is, to the best of our knowledge, the first algorithm to determine minimal and minimum independent supports. The key idea of this algorithmic procedure is the reduction of the problem of minimizing an independent support of a Boolean formula to (S)GMUS. In this reduction, each independent subset of variables naturally corresponds to an unsatisfiable subformula of the total formula, and in particular the problems of finding a minimal independent support, or a minimum-sized independent support, or all minimal or minimum-sized independent supports, can be naturally translated to the corresponding problems in the MUS framework. For future reference, we denote by MIS the tool that computes a minimal independent support of a Boolean formula by employing the above translation and MUSer2, and we denote by SMIS the tool that computes a minimum independent support that uses Forqes instead.
To illustrate practical gains, we used MIS to compute a minimal independent support for each of the benchmarks, and we augmented state of the art sampler, UniGen2, and model counter, ApproxMC, with the new hashing scheme that uses the computed minimal independent subsets. Experimental comparison over a wide suite of benchmarks demonstrate that new hashing scheme results in improvement of runtime performance of UniGen2 and ApproxMC by two to three orders of magnitude. It is worth noting that runtime improvement for ApproxMC and UniGen2 comes at no cost; ApproxMC and UniGen2 still provide the same strong theoretical guarantees.
An experimental comparison of MIS and SMIS highlights an important tradeoff between the performance and the sizes of computed independent supports. In particular, while MIS scales to larger formulas, SMIS computes even smaller independent supports for a subset of benchmarks that are within its reach.
The remainder of the paper is organized as follows. We introduce notation and preliminaries in Section 2, and discuss related work in Section 3. We present our main technical contribution -identification of a minimal set of independent variables -in Section 4. We augment state of art sampling and model counting tools with the hashing scheme based on independent variables and demonstrate effectiveness of the new hashing scheme over a wide set of benchmarks in Section 5. Finally, we discuss future work and conclude in Section 6.
Preliminaries
Let F denote a Boolean formula in conjunctive normal form (CNF), and let X be the set of variables appearing in F . The set X is called the support of F . We also use Vars(F ) to denote the support of F . Given a set of variables S ⊆ X and an assignment σ of truth values to the variables in X, we write σ | S for the projection of σ on S. A satisfying assignment or witness of F is an assignment that makes F evaluate to true. We denote the set of all witnesses of F by R F and the projection of R F on S by R F |S . For notational convenience, whenever the formula F is clear from the context, we omit mentioning it.
Let I ⊆ X be a subset of the support such that if two satisfying assignments σ 1 and σ 2 agree on I, then σ 1 = σ 2 . In other words, in every satisfying assignment, the truth values of variables in I uniquely determine the truth value of every variable in X \ I. The set I is called an independent support of F , and D = X \ I is referred to as dependent support. Note that there is a one-to-one correspondence between R F and R F |I . There may be more than one independent support: (a ∨ ¬b) ∧ (¬a ∨ b) has three, namely {a}, {b} and {a, b}. Clearly, if I is an independent support of F , so is every superset of I.
A special class of hash functions, called r-universal hash functions, play a crucial role in our work. Let n, m and r be positive integers, and let H (n, m, r) denote a family of runiversal hash functions mapping {0, 1} n to {0, 1} m . We use h R ← − H (n, m, r) to denote the probability space obtained by choosing a hash function h uniformly at random from H (n, m, r). The property of r-universality guarantees that for all α 1 , . . . , α r ∈ {0, 1} m and for all distinct y 1 , . . . , y r ∈ {0, 1} n , Pr
We use a particular class of such hash functions, denoted by H xor (n, m), which is defined as follows. Let h(y) [i] denote the i th component of the vector h(y). This family of hash functions is then defined as {h | h(y) [ (n, m) . It was shown in [28] that this family is 3-universal.
Group-oriented unsatisfiable subformulas and subsets
In the problem of group-oriented minimization of unsatisfiable subsets [23, 26] , we are given an unsatisfiable formula of the form = H 1 ∧· · ·∧H m ∧ , and the task is to find a subset 
Related work
Since the notion of independent support was introduced by Chakraborty et al. in the context of designing efficient universal hash functions [9] , we briefly review universal hash functions for constrained sampling and counting. The concept of universal hash functions was first proposed by Carter and Wegman in [5] . This led to seminal work by Bellare, Goldreich and Petrank, who proposed a BPP NP algorithm (referred to by BGP after the authors' initials), based on n−universal hashing to sample SAT witnesses uniformly. The requirement of n-universality, however, prohibited practical usage of the BGP algorithm. Building on the BGP algorithm, Chakraborty et al. proposed the UniWit [7] , and subsequently UniGen [9] algorithms that sample SAT witnesses almost uniformly and require only 3-universal hashing [9] . The hashing-based techniques proposed in UniGen have also been extended to model counting, resulting in approximate model counters such as ApproxMC [8] , WeightMC [6] , WISH [14] .
These hashing-based techniques crucially rely on the ability of combinatorial solvers to solve propositional formulas represented as conjunction of input formulas and 3-universal hash functions (typically H xor ), thus translating to hybrid formulas, which are conjunctions of CNF and XOR clauses. Therefore, a key challenge is to further speed up search for the solutions of such hybrid formulas. The XOR clauses invoked here are high-density clauses, consisting typically of n/2 variables, where n is the total number of atomic propositions. Experience has shown that the high density of the XOR clauses plays a major role in making solving hybrid formulas a hard problem.
Recently, Ermon et al. introduced a technique based on low-density XOR constraints, which provides weaker guarantee than 2-universality, but was shown to be sufficient for approximate counting [12] . Constrained sampling, however, requires the stronger guarantee of 3-universality [9] , and therefore the low-density approach fails to address the problem of high-density XOR constraints, which motivated Chakraborty et al. to propose the notion of independent support I and show that H xor constructed over I does provide 3-universality. While it is possible in many cases to obtain over-approximation of I by examining the source domain from which the problem is derived, the work in [9] does not provide an algorithmic approach for determining I, and experience has shown that the manual approach is error prone.
The notion of independent support is closely related to the concept of functional dependency in the context of relational databases; it is essentially equivalent to the concept of a key in a relation [24] . The difference is that in the context of relational databases, relations are represented explicitly, while here the relation R F is represented implicitly by means of the formula F . Thus, algorithmic techniques from relational-database theory do not scale to the setting considered here. In the context of combinational logic circuits, there has been some work that constructs a logic circuit whose Tseitin-encoding corresponds to the given Boolean formula [15] . The primary inputs of this constructed circuit form the independent support of the given Boolean formula. This construction is based on pattern matching the formula to find sub-formulas corresponding to commonly used gates. This technique is not guaranteed to be complete and unlikely to succeed if the formulas did not originate from combinational circuits.
Computing minimal/minimum independent supports
In this section, we first discuss how computation of minimal/minimum independent supports can be reduced to computation of minimal/minimum unsatisfiable subsets. Building on our reduction, we propose the first algorithmic procedure, MIS, to compute a minimal independent support for a given formula. We then discuss how MIS can make efficient usage of information from users. We also discuss a variant SMIS that computes a minimum independent support. Finally, we discuss how minimal and minimum independent supports computed by MIS and SMIS can be applied to hashing-based approximate techniques for counting and sampling.
Reduction to group-oriented minimal unsatisfiable subsets
For a given Boolean formula F and S ⊆ X, we know that S is an independent support of F whenever every two satisfying assignments σ 1 , σ 2 to F that agree on S, must be identical. We formalize this as follows. We introduce additional variables Y = {y 1 , . . . , y n }, and let F (y 1 , . . . , y n ) be obtained from F (x 1 , . . . , x n ) by replacing every occurrence of a variable in X by the corresponding variable in Y . The definition of independence is captured by the following formula:
where I nd(S) and I nd(X \ S), respectively, denote the index sets of S and X \ S. Since it obviously holds that i∈I nd(S) (x i = y i ) ⇒ i∈I nd(S) (x i = y i ), we can replace the right-hand side of the above formula by j ∈I nd(X) (x j = y j ). Finally, define the Boolean function Q F,S (x 1 , . . . , x n , y 1 , . . . , y n ) by
Proposition 1 S in an independent support for F if and only if Q F,S is unsatisfiable.
From Proposition 1 we obtain the following upper bound.
Theorem 1 The problem of deciding whether S is a minimal independent support of F is in D
P , where
Proof Checking that S is independent support of F is reducible to unsatisfiability of Q F,S , which is in co-NP. To check minimality, we can select each variable x ∈ S and check that Q F,S−{x} is satisfiable.
We offer the following lower bound conjecture:
Conjecture 1
The problem of deciding whether S is a minimal independent support of F is D P -complete.
Proposition 1 leads to algorithms for computing a minimal independent support of F . One possible approach is to start with S = X and the obviously unsatisfiable formula Q F,X , and then remove variables x i from S (corresponding to conjuncts x i = y i in Q F,S ) as long as Q F,S remains unsatisfiable. Instead, we observe that the problem of minimizing independent support can be restated as the problem of minimizing unsatisfiable subsets, and hence we can benefit from the full variety of different algorithms and various important optimizations developed in the latter context. We now pursue this direction.
Using notation from Section 2.1, define H 1 , . . . , H n and as follows:
To obtain a CNF representation, suppose that the original formula F is given in CNF. Then we let
. . , n, and add the clause (¬b 1 ∨ · · · ∨ ¬b n ).
The following proposition follows immediately from the construction and Proposition 1: It immediately follows that problems of computing independent support can be reduced to analogous problems of finding group oriented unsatisfiable subsets. Specifically, computing a minimal independent support can be reduced to computing a minimal unsatisfiable subset; computing a minimum independent support can be reduced to computing a minimum unsatisfiable subset; computing all minimal independent supports can be reduced to computing all minimal unsatisfiable subsets; and so on.
Handling under-and over-approximations
In Section 4.3 we describe a light-weight technique for detecting a set of variables that is dependent on the remaining variables in the formula, thus allowing us to restrict the search for a minimal independent support by excluding the dependent variables. Furthermore, in some of our applications (see Section 4.6), the user has the additional freedom to specify which variables should or should not be in the independent support. In both cases, we can think of the set of variables that should to be included as specifying an under-approximation of the independent support, and we can think of complement of the set of variables that should be excluded as specifying an over-approximation of the independent support.
Due to these considerations, we introduce the following extension of the independentsupport problem. Let U ⊆ V ⊆ X and suppose that V is an independent support of F . Let us say that an independent support of F relative to an under-approximation U and an overapproximation V is a set S such that U ⊆ S ⊆ V and S is an independent support of F . Further, let us say that a minimal independent support of F relative to U and V is a minimal S with these properties. Note that S does not need to be a minimal independent support of F (as U itself might have dependent variables). Also note the explicit requirement that V is an independent support (if V is not an independent support, then no subset of V is an independent support).
The reduction to group-oriented unsatisfiable subset described in Section 4.1 can be easily extended to handle this more general problem. Given F , U and V as above, let H i = {x i = y i } for i ∈ I nd(V \U), and let = F (x 1 , . . . , x n )∧F (y 1 , . . . , y n )∧ i∈I nd(U) (x i = y i ) ∧ i∈I nd(X) (x i = y i ).
Proposition 3
The following statements are true:
We, henceforth, denote this reduction as TranslateToGMUS(F, U, V ). Note that when U = ∅ and V = X the definition of an independent support relative to U and V corresponds to the standard definition of independent support, and TranslateToGMUS(F, U, V ) coincides with the reduction given in Section 4.1. In what follows, we omit "relative to an under-approximation U " when U = ∅, and we omit "relative to an over-approximation V " when V = X.
Exploiting local dependencies
In various important contexts, a variable x ∈ X can be shown to be dependent on other variables, either purely syntactically or by analyzing only a small subset of all clauses. An especially important case is when the formula F encodes a circuit, in which case many variables can be detected to be dependent simply from their defining clauses.
Example 1 Suppose that F contains the following clauses (among others): (¬x∨y∨b), (x∨ ¬y), (x ∨ ¬b). It can be readily seen that in every satisfying assignment to F we have that x = y ∨ b, and so x is dependent on {y, b}.
Intuitively, the variables that are locally dependent on other variables do not need be considered for independent support. We need, however, to avoid cyclic reasoning, such as when F := (¬x ∨ y) ∧ (x ∨ ¬y), x depends on y and that y also depends on x.
We propose Algorithm 1 to detect a set of non-cyclic locally dependent variables. The algorithm accepts a formula F in CNF and a set V of candidate variables to consider, and returns a set Z ⊆ V of variables that are (non-cyclically) dependent on the remaining variables. Initially, Z is empty. In the algorithm we iteratively select a variable x ∈ V and call
Algorithm 1 FindLocalDependencies(F, V)
Input: CNF formula F ; set V ⊆ X Output: A subset Z ⊆ V of dependent variables.
SelectLocalClauses to select a set of clauses of F "around" x. These should include at least all the clauses of F involving x, but more generally can correspond to a larger neighborhood of x in the primal graph (the graph with vertexes Vars(F ), and an edge between x 1 and x 2 whenever F contains a clause involving both x 1 and x 2 ). Next we check whether x can be shown to be dependent on the remaining variables in G: this could be either a purely syntactic check or involve a SAT invokation. When x is indeed dependent, then x is added to Z, and moreover all the clauses involved into showing this dependency are removed from F (for simplicity in the algorithm we remove all clauses of G, but a more refined analysis is also possible). This step is important to avoid cyclic dependencies.
Proposition 4 Let Z be an outcome of Algorithm 1. Then X \ Z is an independent support for F . Moreover, let S be a minimal independent support of F relative to the over-approximation X \ Z. Then S is also a minimal independent support of F .
The first part of Proposition 4 summarizes the correctness of Algorithm 1. The second part shows that the output of the algorithm can be used to obtain an over-approximation of a minimal independent support -and thus it can be viewed as a preprocessing step for computing minimal independent support.
Combined algorithm
Algorithm MIS(Algorithm 2) presents our combined approach to compute a minimal independent support. The algorithm accepts a formula F in CNF, and both an underapproximation U and an over-approximation V . We require that U ⊆ V and that V is an independent support for F . As the first step, we call FindLocalDependencies described in Section 4.3 to compute a set of (locally) dependent variables, which is essentially used to further refine the over-approximation V . Next, following the description in Section 4.2, we translate the problem into a GMUS computation. The call to ComputeGMUS refers to a state-of-the-art algorithm to compute GMUSes (in our experiments, we use MUSer2). The independent support returned by the algorithm consists of the variables in the under-approximation U and the variables that correspond to the groups in the minimal group-unsatisfiable subset. The correctness of this algorithm follows from Proposition 3.
Given the computationally expensive nature of GMUS computation, it may happen that ComputeGMUS exceeds a specified time-limit. However, it is important to note that MUSer2 still returns a sound over-approximation of a minimal group-unsatisfiable subset in case of a time-out (as it employs a variant of the deletion-based approach described in [25] ). In this
Algorithm 2 MIS(F, U, V)
Input: CNF formula F ; sets U, V such that U ⊆ V ⊆ Vars(F ) and V is independent support for F Output: Minimal S with the property that U ⊆ S ⊆ V and S is an independent support for F 1: Z = FindLocalDependencies(F,V ) 2:
case the support consisting of the variables in U and the variables in the computed overapproximation returned by ComputeGMUS is still an independent support. Therefore, MIS behaves as an anytime algorithm; that is, it always returns a sound independent support for a given time budget. Our experiments indicate that this anytime behavior is useful in computing independent supports -even if these are not minimal, they are significantly smaller than the support of F and improve performance of sampling and counting tools by 2-3 orders of magnitude.
Computation of minimum independent support
Since the problem of computing a minimum-sized independent support can be reduced to that of computing minimum-sized group-unsatisfiable subset, we can extend MIS to compute a minimum-sized independent support, by following the two modifications below. First, we remove the call to FindLocalDependencies -as this is a greedy heuristic that provide guarantees of minimality but not of mimum size. Second, we replace the call to compute minimal group-unsatisfiable subset with the call to compute minimum groupunsatisfiable subset. We use SMIS to denote the resulting algorithm. Our experimental comparison of MIS and SMIS, discussed in Section 5, shows that MIS scales to larger formulas, while SMIS computes even smaller sized independent supports for a subset of benchmarks that are within its reach.
Handling user input
In some of our applications the user is allowed to additionally provide a set of variables W that is believed to form an independent support of F , and the task is to minimize this set. There are two interesting scenarios associated with this. If W is indeed an independent support of F , as can be checked by checking satisfiability of Q F,W , then W can be used an as over-approximation of an independent support, that is, one can look for a minimal independent support relative to the over-approximation prescribed by W . It is possible, however, that W is not really an over-approximation. In our experience, in these cases the user input is still "close" to being correct, and so we suggest the following two-step approach. First, we treat W as an under-approximation and find a minimal set U such that W ∪ U forms an independent support. Second, we treat W ∪ U as an over-approximation and find a minimal subset of W ∪ U . In our experience, not only does this scheme results in a minimal independent support that is close to the user input, but is also significantly faster than computing a minimal independent support from scratch
Applications to sampling and counting
Chakraborty et al. [9] showed that H xor constructed over an independent support I, denoted H I xor , is 3-universal. Therefore, we can replace the hash functions employed in recent 3-universal hashing-based approaches to sampling such as UniGen [9] , UniGen2 [10] , PAWS [13] [16] . It was empirically demonstrated that short XORs, surprisingly, perform quite well for wide variety of benchmarks. The earlier works [12, 16] failed, however, to obtain provable bounds on adequate size of XOR constraints that are close to empirical observations. In contrast, our results imply that we can substitute n by |I| in Theorem 3 of [12] to obtain new provable bounds on the size of XORs required for approximate model counting.
Evaluation
To evaluate the performance and impact of MIS, we built a prototype implementation 2 in C++ and conducted an extensive set of experiments on diverse set of public-domain problem instances. In these experiments, a typical instance is a formula F , with set of support X, and independent support I computed by MIS. The main objectives of our experimental set up was to seek answers for the following questions:
1. How do MIS and SMIS scale to large formulas and how do sizes of I computed by MIS and SMIS compare to X? 2. How does the performance and size of computed I vary with the user input? 3. How does employing H xor on I instead of X affect the performance of UniGen2 and ApproxMC, the state-of-the-art sampling and counting tools? 4. How do new provable bounds on the size of XORs required for approximate model counting techniques compare with previously known bounds?
In summary, we observe that MIS scales to large formulas with tens of thousands of variables, and the minimal independent support computed by MIS are typically of 1/10 to 1/100 the size of support of the formulas. Furthermore, utilizing user input even when the initial user input is only an under-approximation, MIS can compute minimal independent supports significantly faster than without user input. Employing 3-universal hash functions H xor over I resulted in 2-3 orders of magnitude performance improvement of UniGen2 and ApproxMC. Finally, by utilizing I computed by MIS and SMIS, we provide the first theoretically proven bounds on size of XOR constraints that are close to empirically observed bounds.
Experimental setup
We conducted experiments on a heterogeneous suite of benchmarks used in earlier works on sampling and counting [9] . The benchmark suite employed in the experiments consisted of problems arising from probabilistic inference in grid networks, synthetic gridstructured random interaction Ising models, plan recognition, DQMR networks, bit-blasted versions of SMTLIB benchmarks, ISCAS89 combinational circuits with weighted inputs, and program synthesis examples. We employed MUSer2 [4] for group minimal groupunsatisfiable subset computation and forqes [1] for group minimum-unsatisfiable subset computation. We used a high-performance cluster to conduct multiple experiments in parallel. Each node of the cluster had a 12-core 2.83 GHz Intel Xeon processor, with 4GB of main memory, and each of our experiments was run on a single core. Since different runs of MIS compute different minimal independent supports depending on the input from pseudorandom generator, we compute up to five independent supports for each benchmark and report the median of corresponding statistics. Table 1 presents the runtime of MIS and SMIS for a subset of the benchmarks. The names of the benchmarks are specified in column 1, while columns 2 and 3 list the number of variables and clauses for each benchmark. Column 4 and 6 list the median runtime and median size of minimal independent supports (I) computed by MIS. Column 6 lists the ratio of the number of variables to |I|. Column 7 and 8 list the runtime and size of a minimumsized independent support (I m ). The ratio of |I m | to |I| is presented in column 9. The results demonstrate that MIS scales to fairly large formulas, and the minimal independent supports computed by MIS are one to two orders of magnitude compared to the overall support. The comparison of MIS vis-a-vis SMIS highlights a tradeoff in performance. In particular, while MIS scales to larger formulas, SMIS computes even smaller independent supports for a subset of benchmarks that are within its reach (and in some cases removes up to 40 % additional variables).
Runtime performance of MIS and SMIS

Impact of user input on MIS
To study the impact of user input on MIS, we experimented with the suite of benchmarks for which independent support was provided by the sources. Table 2 presents the result of our experiments. Column 1 lists the benchmark while columns 2 and 3 list the number of variables and clauses for each benchmark. Columns 4 and 5 list the runtime and the median size of computed I by MIS without user input. Columns 6-9 report statistics when the user input is provided to MIS. Column 6 lists the size of I provided by the user while column 7 and 8 present the runtime and the size of computed I by MIS. Column 9 lists whether input provided by user was over-approximation or under-approximation. We use "U" and "O" to denote that the input provided by user was an under-approximation and over-approximation of an independent support respectively. Table 2 shows that user-provided input are not necessarily minimal and are sometimes under approximation of an independent support. Since several minimal independent supports exist, it does not necessarily imply that size of an under-approximation would be smaller than every minimal independent support; e.g., for benchmark "Pollard", while oen of the independent supports is of size 48, the inpt with size 50 is not an independent support and is, therefore, an under-approximation of some other independent support. Table 2 clearly demonstrates that MIS is able to take advantage of user input, even when the initial user input is only an under approximation, and can compute I significantly faster than without user input. Since initial user input is only an under approximation in several cases and therefore, algorithmic techniques such as MIS are required to compute a sound independent support.
Impact on performance of sampling and counting techniques
We compared the performance of UniGen2 with IUniGen2 and of ApproxMC with IApproxMC. We used an overall timeout of 5 hours, and the tolerance (ε) for UniGen2 and IUniGen2 was set to 16, while tolerance (ε) and confidence (1 − δ) were set to 0.8 and 0.8, respectively, for ApproxMC and IApproxMC. The parameter values were chosen to match the corresponding values in previously published works on ApproxMC [8] and UniGen2 [10] . In summary, while either ApproxMC or UniGen2 timed out on 36 out of 112 benchmarks, either IApproxMC or IUniGen2 were able to count or sample respectively on all the benchmarks. Since we computed up to five independent supports for each benchmark, we also computed range of runtime for IApproxMC and IUniGen2. (We generated 100 samples for each benchmark, and sampling time is amortized per sample.) We use '-' to denote the timeout (5 hours). Table 3 clearly demonstrates that employing 3-universal hash functions H xor over I resulted in 2-3 orders of magnitude performance improvement for both counting and sampling. It is worth noting that for the case of "squaring14", MIS times out, but the overapproximation returned by MIS still allows IUniGen2 and IApproxMC to sample and count, while UniGen2 and ApproxMC timed out. Furthermore, the considerably smaller range of runtimes for most of the benchmarks illustrate the dominating effect of minimal independent supports on the runtime performance. This observation is, however, not always true and we observe that there are cases where the range is considerably large -a detailed analysis is beyond the scope of this work and is left for future work.
Quality of distribution
To measure the impact of H I xor on the quality of distribution generated by UniGen2, we compared the distributions generated by UniGen2 and IUniGen2. We generated a large number N (≥ 5.6 × 10 6 ) of samples for each benchmark using both UniGen2 and IUniGen2. Since we chose N much larger than |R F |, all witnesses occurred multiple times in the list of samples. We then computed the frequency of generation of individual witnesses, and counted the number if distinct witnesses for each frequency. Plotting the distribution of frequencies -that is, plotting points (x, y) to indicate that each of x distinct witnesses were generated y times -gives a convenient way to visualize the distribution of the samples. Figure 1 depicts this for one representative benchmark (case110, with 16,384 solutions).
It is clear from Fig. 1 that the distribution generated by IUniGen2 is practically indistinguishable from that of UniGen2. For the example shown in Fig. 1 , the Jensen-Shannon distance between the distributions from IUniGen2 and UniGen2 is 0.0035. These small Jensen-Shannon distances make the distribution of IUniGen2 statistically indistinguishable from that of UniGen2 (see Section IV(C) of [17] ). 
Impact on XOR size bounds for model counting techniques
Since approximation techniques for model counting only requires weaker guarantees of universality [8] , several techniques have been proposed on employing shorter XORs for model counting [12, 16] . The investigations into shorter XORs [12, 16] empirically demonstrated that short XORs, surprisingly, perform quite well for wide variety of benchmarks, even without a theoretical guarantee, but have failed to obtain provable bounds on adequate size of XOR constraints that are close to empirical observations. By computing the size of XOR constraints based on the size of minimal independent support and then applying Theorem 3 of [12] , we provide the first theoretically proven bounds on adequate size of XOR constraints that are very close to empirically observed bounds. Table 4 presents the comparison of new theoretical bounds with previously known best theoretical and empirical bounds for benchmarks reported in previous works [12, 16] . Column 1 lists the benchmarks, while column 2 and 3 report the number of variables and clauses for each benchmark. Column 4 and 5 present previously known theoretical and empirical bounds on size of XORs [12] . Finally, the new theoretical bounds based on computation of independent supports is presented in column 6. Table 4 clearly shows that new bounds obtained based on minimal independent supports computed by MIS greatly improve on the previously reported theoretical bounds. Furthermore, the bounds are very close to empirically observed bounds. In fact, in one case we obtain theoretical bound that is better than the best known empirical bounds. (It is worth noting that previous results [12, 16] on shorter XORs do not extend to sampling techniques as sampling requires stronger guarantees of universality.)
Conclusion
The recent surge of interest in hashing-based approximate techniques have highlighted the construction of efficient hash functions as a key challenging problem. As a result, hash functions constructed over an independent support of a formula hold promise. In this paper, we present the first algorithmic procedure and corresponding tool, MIS, to determine minimal independent support via reduction to Group MUS. The experimental evaluation over an extensive suite of benchmarks demonstrate that MIS scales to large formulas. Furthermore, the minimal independent supports computed by MIS lead to 2-3 orders of magnitude improvement in the performance of the state-of-the-art sampling tool, UniGen2 and the state-of-the-art model counting tool, ApproxMC. Finally, construction of XORs over independent support allows us to obtain tight theoretical bounds on the size of XOR constraints for approximate model counting -in some cases, even better than previously observed empirical bounds.
