This paper is a survey of the major techniques and approaches available for the numerical approximation of integrals in statistics. We classify these into ve broad categories; namely, asymptotic methods, importance sampling, adaptive importance sampling, multiple quadrature and Markov chain methods. Each method is discussed giving an outline of the basic supporting theory and particular features of the technique. Conclusions are drawn concerning the relative merits of the methods based on the discussion and their application to three examples. The following broad recommendations are made. Asymptotic methods should only be considered in contexts where the integrand has a dominant peak with approximate ellipsoidal symmetry.
Introduction
Reliably approximating the values of integrals is a problem of substantial concern for statisticians. We will refer to this problem hereafter as the integration problem. As the dimension of these integrals rises, the di culty of the integration problem increases. Even in relatively low dimensions, however, approximating these values can be di cult.
A wide variety of methods are aimed at solving the integration problem. However, novices can be confused about which method to use. There are advantages and disadvantages to each of the methods, and it is part of our purpose to elucidate these. Further, we hope that the paper leaves a potential practitioner with the con dence to begin using these methods.
In many statistical problems we need to approximate a number of integrals where only part of the integrand changes from one problem to another. Often it is the common part of the integrand that is of primary importance in choosing an approximation technique. (1) is required. An arbitrary integration problem can be represented as in (1) by taking f = 1. We assume hereafter that the integrand mf is integrable, however, the veri cation of this in a particular problem can be di cult.
A characteristic of many of the integrals encountered in statistical practice is the dependence of the integrand on sample data. In this situation we encounter a di erent integral for each data set. This dependence in uences the degree of accuracy that we require in our approximations. For example, suppose that we wish to approximate a posterior mean and we have only two-decimal accuracy in the data. Then it makes no sense to require accuracy in the approximation higher than the amount of variation we would observe in the posterior mean if the data were varied in the third decimal place. This is in sharp contrast to the attitude commonly encountered in the numerical analysis community where the goal is high accuracy. High accuracy is relevant, however, to certain problems encountered in statistics. An example is given by the evaluation of the multivariate normal distribution function; i.e. m is the indicator function for Q k i=1 (?1; x i ] and f is the N k ( ; ) density. For high-dimensions and a requirement of low relative error, evaluation of the multivariate normal distribution function is still a largely unsolved problem; see for example Schervish (1984) and Genz (1992a) .
A very important aspect of the integration problem is the assessment of error in an approximation. The only absolutely certain method is to compare the approximation with the correct answer, but this is impossible in practice. The various integration methods that we discuss each have special characteristics with respect to error assessment. In general, there is no guaranteed method for error assessment. With iterative methods, we have the natural method of examining the approximations at successive stages and stopping the iteration when the changes become small for a number of iterations. For a discussion of this issue in the general context of iterative algorithms, see Linz (1988) . Further discussion on error assessment can be found in Lyness (1983) where automatic and standard quadrature are contrasted with respect to the behaviour of the error. Also Bernsten (1989) discusses methods for improving error assessment when using adaptive multiple quadrature routines. Perhaps the best way to be con dent that we have accurately approximated a particular integral is to use two very di erent methods and see if the results agree. This paper is a substantial ampli cation of Evans and Swartz (1992) . That paper outlined the major methods used in approximating integrals in statistics but did not consider speci c examples and did not attempt to provide conclusions concerning the relative merits of the methods. A review paper by Haber (1970) re ects the views of the numerical analysis community on the integration problem at that time and in particular emphasizes multiple quadrature approaches. By contrast this paper is much more heavily weighted towards Monte Carlo methods. Also Thisted (1988) , Flournoy and Tsutakawa (1989) , Smith (1991) and Tanner (1993) contain general discussions of the integration problem.
In Section 2 we present some statistical examples where the integration problem is relevant.
In Section 3 we discuss the use of asymptotic approximations. Section 4 is devoted to importance sampling and Section 5 to adaptive importance sampling. Section 6 reviews multiple quadrature and subregion adaptive methods. In Section 7 we discuss Markov chain methods. A nal section summarizes our conclusions. All computation times in the paper refer to work carried out on a Sparc 20 workstation.
Examples
An issue of fundamental importance to the success of any of the integration techniques that we discuss is the parameterization chosen for the integral. By a reparameterization we mean any oneto-one, continuously di erentiable transformation of the variables of integration. As we will see, certain parameterizations are preferable to others for particular methods. For example, choosing a parameterization that makes a normalized f as much like a multivariate normal density as possible is important for the success of asymptotic methods. Transformations that locate and scale variables appropriately and reduce correlations are important for all Monte Carlo and multiple quadrature methods. Some methods require that variables range over speci c sets; e.g. 0; 1] or R 1 , and so a transformation is essential. In general, however, the choice of a parameterization to ensure the success of a particular method of integration is an unsolved problem. Helpful comments on this problem can be found in Achcar and Smith (1990) and Hills and Smith (1992) . Throughout this paper we provide further comments on the choice of parameterization for an integral.
The following examples are used in subsequent sections. where Student ( ) denotes the Student( ) distribution standardized to have variance 1. The data y were obtained by setting i = 0 for every i 6 = 1, 1 = 1:8, = 1 and the z's were generated from a Student (3) distribution using the S generator for the Student(3) distribution and dividing each of these values by p 3. We denote the y-value corresponding to the j-th observation in the i-th cell by y ij . Table 1 gives the generated z ij values.
We place a at prior on the 's and independently the prior 1= on and x = 3. Using a Student distribution for the error is what makes this analysis di cult because nothing can be worked out in closed form. Rather we are forced to use numerical techniques to implement the inference methods. It is convenient to transform from to = log as is unconstrained in R 1 . Thus the integrals that we wish to evaluate take the form given by (1) where 2 R 10 with components i = i for i = 1; : : :; 9 and 10 = , f( ) = expf?9 n 10 g
Q n j=1 g y ij ? i Table 1 : The values of z ij used in the example. with = 3 and n = 5. We will approximate the posterior expectations R(m) corresponding to m( ) = i and m( ) = 2 i for i = 1; 2; 4 and 10. The exact values of these quantities are given in Table 2 and were computed by an extensive computation described in Section 4.
Example 2. In this example, we carry out a Bayesian analysis of a contingency table using data from Wing (1962) . The data involves the cross-classi cation of 132 long-term schizophrenic patients into three row categories concerning the frequency of hospital visits and three column categories concerning the length of stay. The (i; j)-th cell probability takes the form p ij = i (1) j (1) + (1 ? ) i (2) j (2) where 2 0; 1=2] and both ( 1 (i); 2 (i); 3 (i)) and ( 1 (i); 2 (i); 3 (i)) comprise probability distributions for i = 1; 2. This is known as a latent class model where rows and columns are statistically independent given a single latent variable and we have only the count data. For further discussion of this model see Evans, Gilula and Guttman (1989) and the references therein. The likelihood function equals
where f ij is the count in the (i; j)-th cell. For the prior distribution we take U(0; 1=2),
( 1 (i); 2 (i); 3 (i)) Dirichlet(1; 1; 1) and ( 1 (i); 2 (i); 3 (i)) Dirichlet(1; 1; 1) for i = 1; 2 and assume independence. Therefore f in (1) equals the likelihood multiplied by these priors. We are interested in the posterior expectations R( using the probability transform of the prior with the natural ordering of the variables.
Example 3. In this example, we consider the computation of an orthant probability in R 6 ; i.e. k = 6, with high accuracy. For this integral m( ) = I 0;1) 6( ) is the indicator function of 0; 1) 6 and f is the density of the N 6 (0; ) distribution where ?1=2 = diag(0; 1; 2; 3; 4; 5) + ee 0 and e = (1; 1; 1; 1; 1; 1) 0 . The exact value of this integral to 10 decimal places is I(m) = :166625 10 ?4 and this was computed via an extensive computation described in Section 4. We make use of a sequence of reparameterizations discussed in Genz (1992a) . The rst transformation is from 2 0; 1) 6 to u = C ?1 where C is the lower triangular Cholesky factor of . The second transformation is from u 2 R 6 to v = (u) where is the N(0; 1) distribution function applied coordinate-wise. 
since lim !1 I(m)=Î(m) = 1; for a proof see Wong (1989 Wong (1989) establishes that the relative error in (2) is O( ?1 ).
It is not always possible to transform an integral to the requisite form for the use of (2).
In Bayesian contexts, however, we can write h ( ) = ? 1 log f( ) where ! 1 as the size of the data set grows. Recall that f depends implicitly on the data here. Strictly speaking we cannot apply Laplace's formula because of the dependence of h on the data and of course on as well. As it is typical, however, for h ( ) to converge almost surely as ! 1, it is intuitively reasonable that (2) should still provide a good approximation. This was part of the insight in Lindley (1961 Lindley ( , 1980 . Applying Laplace's formula to R(m) = I(m)=I (1) Tierney, Kass and Kadane (1989a) recommend using the fully exponential approach to approximate R(expfsm( )g), the moment generating function of m, for several values of s about 0 and then numerically di erentiating to get an estimate of R(m).
Reviews of asymptotic methods in Bayesian contexts can be found in Kadane (1988, 1991) . Kass, Tierney and Kadane (1990) provide conditions for the validity of these approximations and asymptotic errors. Tierney, Kass and Kadane (1989b) use the Laplace approach to estimate the marginal density function of ( ) for any function having a Jacobian of full rank l on a neighbourhood of the posterior mode^ . When l = 1, DiCiccio, Field and Fraser (1990) asymptotic methods with relevance for statistical applications can be found in Cox (1989, 1994) and Reid (1988) .
We now apply some of these approximations to the examples of Section 2.
Example 1. Here we have that = n and recall from Section 2 that n = 5 in this example.
In Table 2 we give the estimates. TheR For the last column of Table 2 we started DUMIAH at the posterior mode. In general multimodality can cause di culties for all of the asymptotic methods.
Example 2. Here = 132 is the total of the cell frequencies. We used the reparameterization discussed in Section 2 and further transformed to R 9 using the N 9 (0; I) inverse probability transform. We obtained the approximationsR 1 ( ) = :402;R 1 ( We only coded rst derivatives in this problem as coding second derivatives was exceedingly time consuming.
Example 3. For this example we could not nd an approach using asymptotics that we felt was applicable. In particular the regularity conditions of Erkanli (1994) are not satis ed.
Importance Sampling and Variance Reduction Techniques
Suppose that w is a density function on R k such that supp(f) supp(w) where supp(f) is the closure of the set of points where f is nonzero, and 1 ; : : :; N is a sample from w. Then since
w( i ) . The justi cation for this estimate lies in the Strong Law of Large Numbers which implies thatÎ w (m) ! I(m) almost surely as N ! 1. The density w is referred to as an importance sampler. The basic idea is to choose w so that it generates values that are in the region where the integrand is large as this region is where the most important contributions are made to the value of the integral. For general discussions on importance sampling see Hammersley and Handscomb (1964) , van Dijk, Kloek and Louter (1986) , Glynn and Iglehart (1989) , Hesterberg (1990) and Wolpert (1991) . Objections to the use of Monte Carlo methods have been raised by O'Hagan (1987) .
We choose w so that the rate of convergence ofÎ w (m) to I(m) is as fast as possible. The Law of the Iterated Logarithm, see Durrett (1991) , suggests that we can do no better than require that I w (m) have as small a variance as possible. This is equivalent to minimizing any are relatively large. Rather than the coe cient of variation appearing to be too large, however, the more frequent, and dangerous, phenomenon is for it to be too low for small N. This occurs when w samples only over a sub-region where the integrand is nearly constant.
The optimal w is typically not a possible choice because it requires that we be able to sample from this density and have a closed form expression. In general we are restricted to using those w for which e cient generating algorithms and exact expressions exist. In fact there is no automatic algorithm we can use to generate a sample from an arbitrary multidimensional distribution let alone do this e ciently; see Devroye (1986) for a thorough discussion of random variate generation. In general, however, we try to choose w to agree with jmjf as closely as possible.
There are very few families of distributions in the multidimensional context that are in common use as importance samplers. When the problem is to integrate over R k virtually the only family used is the multivariate Student family. This family has unimodal densities with ellipsoidal contours and varying tail-lengths. If we choose to mimic f, and this function has approximately these characteristics, then we take w as the density of =^ + C! where^ is the mode of f, C is the Cholesky factor of the inverse Hessian of ? log f at the mode and ! Student k ( ) for some > 2 where Student k ( ) denotes a standardized Student k ( ) distribution. In Bayesian contexts this implies that w and the posterior have approximately the same mean and variance. The parameter is chosen low enough so that the estimateÎ w (m) has nite variance. Typically it is not possible
to say exactly what has to be to guarantee this. For an exception to this see Evans and Swartz (1994) .
There is a great need to develop families of multivariate distributions that exhibit a wide variety of shapes, have e cient algorithms for random variate generation and can be easily tted to a speci c integrand. Geweke (1989) developed the split-t family by modifying the Student k ( ) distribution, via rescaling the density for ! di erentially along each of the 2k rays from 0 following a coordinate direction, to allow for skewness. The tail behaviour of this w is the same as a Student k ( ) distribution but it has a discontinuity at the mode. A closely related generalized Student family was developed in Evans (1988) by joining Student 1 ( 1 ) and Student 1 ( 2 ) densities at the origin by a rescaling and standardizing so that the distribution has mean 0 and variance 1. In k dimensions we take the product of such densities. This family allows for di erent tail-lengths along each ray from the mode and is everywhere di erentiable, but has the disadvantage of having much shorter tails along rays from the mode that lie between coordinate directions. Oh and Berger (1993) and this is estimated in the obvious way. An alternative estimator of R(m) can be obtained as follows using sampling/importance resampling or SIR; see Rubin (1988) and Smith and Gelfand (1992) There are many variance reduction techniques that can be used in conjunction with importance sampling. This is an extensive area of research and so we brie y discuss just control variates and systematic sampling. Discussion of a wider class of techniques can be found in Hammersley and Handscomb (1964) , Powell and Swann (1966) , Cranley and Patterson (1970) and Ripley (1987) .
The use of control variates requires that there be a closely related integral whose value is known.
As 
This formulation generalizes the antithetic variable techniques presented in Hammersley and Handscomb (1964) , Fishman and Huang (1983) and Geweke (1988) . Note that when t = 1 the choice of T is essentially the problem of choosing an appropriate parameterization. Latin hypercube sampling is closely related to systematic sampling. For a discussion of this see McKay, Conover and Beckman (1979) , Stein (1987) , Owen (1992) and Tang (1993) .
We now use importance sampling on the examples of Section 2.
Example 1. We used Student importance sampling with the mode and Hessian computed in Section 3 and = 5. The results are reported in Table 3 for a Monte Carlo sample size of N = 10 5 .
These computations took about 50 seconds of CPU time. The estimates are accurate but the coe cient of variation forR w ( 4 ) is quite high. We tried importance sampling using di erent choices of 2 (2; 20) but the di erences in the e ciencies were not large. We also computed these integrals using N = 8 10 7 iterations and have taken these throughout as the exact values. We feel con dent that these results have 3 decimal places of accuracy. We implemented the asymptotic normality control variate but this resulted in a reduction in the variance of the estimates of the norming constants by only 3.2%. We note that I (1) should be more alike than p and w 1 . We then generate N+1 ; : : :; 2N from w 2 , compute the new estimateR (2) (C) = (Î w 1 (C) +Î w 2 (C))=(Î w 1 (1) +Î w 2 (1)) and minimize jjE w C] ?R (2) (C)jj to obtain w 3 . This process is continued until the estimatesR (i) (C) change very little, say at the n-th iteration, whence we take w n as the importance sampler for subsequent simulations. Note that we have suppressed the dependence of i on 1 ; : : :; (i?1)N . We call this algorithm adaptive importance sampling by matching characteristics. Several authors have considered algorithms closely related to this; see, for example, Kloek and van Dijk (1978) , Naylor (1987), Naylor and Smith (1988) , Evans (1988 Evans ( , 1991a , Oh (1991) and Oh and Berger (1992) .
Typically we want to compute many of the components of R(C) so this approach can be viewed as a way of simultaneously improving the importance sampler and estimating quantities of interest.
Of course the e ectiveness of the algorithm is strongly in uenced by the choice of C. While we have no formal theory to determine C, using means, variances, covariances and probability contents for central regions is preferable to choosing tail-sensitive measures such as high-order moments.
The analysis of convergence for adaptive importance sampling is more di cult than importance sampling because of the dependence between iterations. Almost sure convergence ofR (n) (C) to R(C), almost sure convergence of n to a unique 2 A, an asymptotic normality result for R (n) (C) and a consistent estimator for the asymptotic variance were all established in Oh and Berger (1992) . However, these results require the uniform boundedness of the weight function;
namely, there must exist B such that f( )=w ( ) B for every and , and this almost never holds in an application. It is possible to state much weaker conditions under which these results will hold.
Of some practical importance is the estimation of the asymptotic variance. Assuming for convenience that l = 1 it can be shown under weak conditons thatR (n) (C) AN(R(C); One di culty with the adaptive approach is the necessity of obtaining a good starting value 1 2 A. With a poor choice convergence will not take place for a practical number of iterations. The technique of chaining can be useful in dealing with this problem, see Evans(1988 Evans( , 1991a Evans( , 1991b There are other approaches to adaptive importance sampling. A very natural approach is to use Monte Carlo to try to minimize v( ) or at least obtain a relatively small value. There are several papers where this approach has been considered; see, for example, Oh and Berger (1993) and Piccioni and Ramponi (1993) . In West (1993) and Givens and Raftery (1993) another approach is taken using ideas from kernel density estimation. This results in importance samplers that are mixtures of many multivariate Student densities.
We now consider the application of adaptive importance sampling to the examples.
Example 1. For this example we took W to be the Student family with = 5. For R(C) we used the vector of posterior means, variances and covariances. We started with the importance sampler of Section 4 and used a sample of N = 1000 from each w i for i = 1; : : :; n adaptive steps. Table 4 contains the results at the end of the 100-th iteration. These computations took about 50 seconds of CPU time and thus the adaptation added no real computational burden. There is a clear bene t to adaptation as the estimated absolute coe cients of variation are lower than in Table 3 . This is particularly noteworthy for i = 4 where the reductions exceed 50%. We note that in general, with the model of this example, it will make more sense to treat as a nuisance parameter varying in is high. Also for large it easy to get good starting values for the posterior mean and variance matrix using least-squares theory and this avoids the need to numerically optimize. Therefore we can chain on the parameter by starting with large and then reducing it it in stages to obtain estimates of the inverse norming constant as a function of .
Example 2. We used the same algorithm as in Example 1, with appropriate adjustments, but took N = 20; 000 and n = 5. We obtained the estimates and estimated absolute coe cients of Example 3. For this example we used the parameterization discussed in Section 2 followed by the N 5 (0; I) inverse probability transform. We then used adaptive importance sampling with a multivariate Student based on 5 degrees of freedom adapting to the mean and variance. We started the adaptive importance sampling by computing the mode and the inverse Hessian at the mode of the transformed integrand. By necessity all derivatives were computed numerically because of the complexity of the expressions. Based on N = 10 4 and n = 10 adaptive steps we obtained I (10) (m) = :166672 10 ?4 with coe cient of variation .002. This took .9 minutes of CPU time. This is an improvement over hit-or-miss by a factor of 366.
Multiple Quadrature and Subregion Adaptive Integration
First we discuss quadrature rules; i.e. rules for dimension k = 1. A quadrature rule of order n, for approximating (1), takes the form P n i=1 w i h( i ) where h = mf=w, w is a density function and the points i and weights w i are determined by some criterion. As with importance sampling w is chosen so that mf=w or f=w is approximately constant. Given that we have selected distinct points 1 ; : : :; n a common method of determining the w i is to integrate the product of w and the degree n ? 1 Lagrange interpolating polynomials corresponding to the i , assuming of course that w has its rst n?1 moments; i.e. w i = Such a rule is called an interpolatory rule and it calculates the integral exactly whenever h is a polynomial of degree less than n. For example, when w is the uniform density on some interval and the i are equispaced and include the end-points, we get the trapezoid rule for n = 2 and Simpson's rule for n = 3. Rules that are based on a density w with a nite interval for support are often compounded; i.e. the interval is divided into subintervals and the rule is applied in each subinterval with the appropriate location and scale changes being made to w. It can be shown that, if the basic rule integrates constants exactly and the maximum length of a subinterval goes to 0, then the compounded rule converges to (1) as the number of subintervals increases. An optimal choice of the n points can be made so that the rule exactly integrates all polynomials up to the maximal degree 2n ? 1 provided that w has 2n moments. These are called Gauss rules. When w is the N(0; 1) density we get the Hermite rules, when w is the Gamma( ) density we get the Laguerre rules and when w is the Beta( ; ) density, after a location-scale transformation to the interval ?1; 1], we get the Jacobi rules. In general it is not an easy numerical problem to obtain these rules accurately but for the common densities they are tabulated in software libraries such as IMSL and NAG. Davis and Rabinowitz (1984) gives a thorough treatment of quadrature rules.
The simplest method of constructing multiple quadrature rules; i.e. k > 1, is to form product An integrand typically will not be well-approximated by a N k (0; I) density times a low degree polynomial. Asymptotics in Bayesian problems suggest, however, that this will often be the case if we standardize the posterior density by the posterior mean and variance. Naylor and Smith (1982) , Smith, Skene, Shaw, Naylor and Drans eld (1985) and Naylor and Smith (1988) use an adaptive approach which computes an approximation to the posterior means, variances and covariances, using product Hermite rules. They then transform the integrand using these quantities, so that the transformed posterior has approximate mean 0 and variance matrix I. This is iterated until the process stabilizes. In general, successful application of multiple quadrature requires that the integrand be appropriately located, scaled and not have the bulk of its mass concentrated near a hyperplane.
Various attempts have been made to avoid the curse of dimensionality. Hammersley (1960) suggests estimating (5) by sampling the terms in this sum. When each rule in the product is a Gauss rule then w i;j i > 0 and w i;1 + + w i;n i = 1 for i = 1; : : :; k. Then we can sample the terms of (5) using the weights as a discrete probability distribution. Evans and Swartz (1988b) give an extensive analysis of this technique including a comparison with the analogous importance sampling method. It is shown that accurate approximations can be obtained in samples where N is much smaller than n 1 n k .
Another attempt at avoiding the curse is to construct rules in R k with a minimal number of points that exactly calculate and sometimes the rules su er from having some of the points lying outside supp(w). Wright (1991, 1992 ) discuss a related approach using fully symmetric rules constructed from subsets of the points in a product Hermite rule. Davis and Rabinowitz (1984) , Stroud (1971) and Cools and Rabinowitz (1993) are good references on multiple quadrature rules.
To assess the error in a multiple quadrature approximation the calculation is typically repeated with a rule containing more points. Sometimes there are guaranteed error estimates available involving bounds on derivatives of the integrand. These are generally felt to be far too conservative and di cult to implement.
There are other approaches to constructing multiple quadrature rules. Bayesian quadrature is discussed in Diaconis (1985) and O'Hagan (1992) . Quasirandom rules are discussed in Wozniakowski (1991), Traub and Wozniakowski (1992) , Niederreiter (1992) and Spanier and Maize (1994) . Statistical applications of quasirandom rules are presented in Shaw (1988) , Johnson (1992) and Fang, Wang and Bentler (1994) . While it is sometimes argued that the quasirandom approach is superior to Monte Carlo the exibility of the latter method still provides substantial advantages in our opinion. Subregion adaptive algorithms are described in van Dooren and de Ridder (1976) , Genz and Malik (1980) , Bernsten, Espelid and Genz (1991) and Genz (1991 Genz ( , 1992b . For low dimensional contexts they are greatly recommended as they produce accurate answers over a wide class of problems and are highly e cient. Related algorithms are discussed in Lepage (1978) and Friedman and Wright (1981) . For these algorithms the problem is transformed so that the domain of integration is 0; 1] k . The basic algorithm then proceeds iteratively as follows: let > 0 be the global absolute error desired and let n max be the maximum number of subregions where we start with one region R 11 = 0; 1] k . At the n-th step 0; 1] k has been partitioned into n subregions R n1 ; : : :; R nn .
Multiple quadrature rules have been applied in each subregion to get estimates I n1 ; : : :; I nn of the corresponding integrals and also error estimates E n1 ; : : :; E nn . The error estimate E ni is obtained by computing I ni using rules of di erent orders and comparing the results. If E n1 + +E nn < or if n n max , the algorithm stops. Otherwise the region R ni is split if E ni = maxfE nj j 1 j ng.
The partitioning algorithm takes the regions to be rectangles with sides parallel to the coordinate axes and uses a criterion to choose which side of the chosen rectangle to split to form the subrectangles. Di erent criteria can be used but they are all based on selecting the coordinate direction, in the chosen subregion, where the integrand is most variable. Subregion adaptive integration has been applied to a number of problems in statistics. See, for example, Kass (1991, 1994) and Genz (1992b) .
We now apply subregion adaptive integration to the examples of Section 2. For these computations we used the routine ADBAYS supplied by A. Genz. This algorithm uses fully symmetric rules of orders 5, 7 and 9 for subregion estimates and for error estimates; see Genz and Malik (1983) Example 1. Table 5 gives the results of using subregion adaptive integration. Following Kass (1991, 1994) and Genz (1992b) we rst made the transformation ! u where =^ + Cu, is the mode and C is the lower triangular Cholesky factor of the inverse Hessian computed in Some of these problems are so high-dimensional that it is hard to conceive of any other method working. Also, in certain examples, the convergence is very rapid. General references on Markov chain algorithms include Hammersley and Handscomb (1964) , Tierney (1991) , Geyer and Thompson (1992) , Besag and Green (1993) , Smith and Roberts (1993) , Neal (1993) and Besag, Green, Higdon and Mengersen (1995) .
Markov chain methods are generally related to the Metropolis algorithm. The basic version of this was rst developed in Metropolis, Rosenbluth, Teller and Teller (1953) . We present a generalization due to Hastings (1970) ; see also Peskun (1973) . For this we specify an initial time homogeneous Markov chain on supp(f) with transition density functions r( ; ) for each 2 supp(f) and an initial state 0 2 supp(f) which may be random. A new Markov chain is then generated as follows: given that we are in state n at time n, generate from r( n ; ) and with acceptance probability ( n ; ) = min ff( )r( ; n )=f( n )r( n ; ); 1g set n+1 = otherwise set n+1 = n .
See Tierney (1991) for a discussion of conditions on r necessary for p to be the unique stationary distribution of this chain. The original Metropolis algorithm required that r be symmetric which implies ( n ; ) = minff( )=f( n ); 1g. Therefore a transition is made with high probability if lies in a region of high density for p relative to n .
A user of the Metropolis algorithm must select an r. We want an r such that the chain wanders thoroughly and rapidly around the support of f. In general it is not clear how to make this choice.
Tierney (1991) provides some suggestions for r. For example, we could take r( n ; ) = w( ) where w is the Student importance sampler discussed in Section 4. This is an example of an independence chain. Alternatively r could be the transition function of a random walk based on a multivariate
Student density centered at 0 and with variance matrix equal to the inverse Hessian of ? log f.
This is an example of a random walk chain.
A special case of the generalized Metropolis algorithm is the Gibbs sampling algorithm which was introduced in Geman and Geman (1984) and brought to the attention of the statistical community by . For Gibbs sampling ( n ; ) 1. We describe a particular version of the Gibbs algorithm. Let p i ( j 1 ; : : :; i?1 ; i+1 ; : : :; k ) denote the conditional posterior density of the i-th coordinate of given the remaining coordinates. The algorithm then proceeds as follows.
We specify an initial state 0 . Then given the n-th state n = ( n;1 ; : : :; n;k ) 0 we obtain the (n+1)-st state in k steps : generate n+1;1 p 1 ( j n;2 ; : : :; n;k ) generate n+1;2 p 2 ( j n+1;1 ; n;3 ; : : :; n;k )
. . . generate n+1;k p k ( j n+1;1 ; : : :; n+1;k?1 ):
There are numerous variations, such as replacing l < k steps with generation from a single l?dimensional subvector; see Amit and Grenander (1991) , which can be useful when the components of the subvector are highly correlated.
The Gibbs sampling algorithm has proven to be extremely useful in a wide variety of statistical contexts but particularly with hierarchical models in Bayesian analysis where it arises very naturally. Integrals of enormous dimension have been successfully handled. For a number of applications see ), Gelfand, Hills, Racine-Poon and Smith (1990 ), Gelfand, Smith and Lee (1992 and Escobar (1994) . Gibbs sampling requires algorithms for generating from each of a set of conditional distributions and obtaining such algorithms can be a very di cult problem. Sometimes, however, latent variables can be introduced, increasing the dimension of the integral, but making the implementation of the algorithm much simpler. This technique is based on ideas in Tanner and Wong (1987) . Further Gilks and Wild (1992) Various mathematical convergence results for Markov chain methods have been obtained; see Tierney (1991) , Schervish and Carlin (1992) , Polson (1993) and Baxter and Rosenthal (1994) .
Convergence can be very slow, however. For a simple example of this, involving Gibbs sampling and a function f with two modes, see Evans, Gilula and Guttman (1993) . Typically when f is unimodal with roughly ellipsoidal contours, experience suggests that a reasonable Markov chain algorithm will do well. Once again the issue of parameterization is extremely important; see Wake eld (1992) for more discussion of this issue.
The practical assessment of the convergence of the Markov chain to stationarity is a di cult problem. Typically this is done by monitoring estimates of characteristics of the stationary distribution p that can be represented as expectations or monitoring estimates of marginal densities.
Convergence is claimed when these estimates stabilize for a number of iterations. It is not uncommon, however, for a chain to have appeared to have converged when in fact it is far from its stationary distribution; see Gelman and Rubin (1992 and check to see if the characteristics being monitored agree. This is part of the recommendation in Gelman and Rubin (1992) and it is analogous to running an optimization routine with a number of starting values to check for local optima. For an alternative view on this see Geyer (1992) .
The convergence diagnostics of Zellner and Min (1994) , where we compare estimates with known quantities such as a ratio p( 1 )=p( 2 ), also seem very sensible. The methods described in Rosenthal (1994) , for achieving a bound on the total variation distance between the stationary distribution and the distribution of the N ? th state, also work in particular examples.
Another issue is the choice of a method for assessing the accuracy of estimates. When the process m( 1 ); m( 2 ); : : : is stationary then results in Brockwell and Davis (1991) (0) is estimated by the sample variance. If we must take l large then this method can be very expensive. Also, as shown in MacEachern and Berliner (1994) , this estimate of R(m) always has variance at least as large as the estimate obtained from using the whole chain. For more on these and other methods for estimating 2 see Bratley, Fox and Schrage (1983) , Ripley (1987) , Geweke (1991 ), Geyer (1992 and Mykland, Tierney and Yu (1992) .
We implemented several Markov chain algorithms on the examples of Section 2. It is often recommended that an initial part of the chain be discarded before begining estimation so that the chain has approximately achieved stationarity. This is sometimes called burn-in. In all of the examples this made very little di erence and so it was ignored.
Example 1. Table 6 gives the results of Gibbs sampling. The generating problem was solved, as in Verdinelli and Wasserman (1991) , by adding the independent latent variables u ij N(0; 1); v ij as the other Monte Carlo algorithms. This required N = 50; 000 steps in the chain. The standard errors were estimated using batch size l = 100. We also tried l = 1000 and there was very little change in the estimates.
We also ran the Metropolis independence chain, using the importance sampler of Section 4.
To provide a fair comparison with other methods we ran this for N = 10 5 steps. The standard errors were estimated using batch size l = 100 and the results were similar for l = 1000. This algorithm was substantially less accurate than Gibbs sampling. For example, the estimates and estimated absolute coe cients of variation,R( 4 ) = :015(:206) andR( 10 ) = ?:071(:027) were obtained. There was evidence of substantial serial correlation as the estimates of the standard errors for l = 20 were very di erent. This was not the case with the Gibbs sampling algorithm.
The acceptance rate for this algorithm; i.e. the proportion of generated values that resulted in a move for the chain, was .28. We also ran the random walk Metropolis chain and rescaled the variance by 2:4= p 10, following the advice given in Gelman, Roberts and Gilks (1994) . Again we ran this for N = 10 5 steps and estimated the standard errors using batch size l = 100. The random walk chain gave less accuracy than the independence chain. The acceptance rate for this algorithm was .33. Varying the degrees of freedom for the Student produced only minor di erences. Example 3. We could not nd a feasible Markov chain algorithm for this problem.
Conclusions
First we consider the relative performance of the various integration algorithms on the examples; then we will draw some general conclusions from our study. In Example 1, all the methods worked well except for subregion adaptive integration. Gibbs sampling and adaptive importance sampling were roughly equivalent with respect to e ciency, but Gibbs sampling is arguably easier to code here. We recommend Gibbs sampling in this context but note that if there is interest in estimating the norming constant, then adaptive importance sampling is the better choice because Gibbs sampling does not easily provide such an estimate. In Example 2, all the methods worked reasonably well but the subregion adaptive algorithm was again time consuming and we could not nd an easily implemented Gibbs sampling algorithm. Adaptive importance sampling and the Metropolis independence chain were most e cient and roughly equivalent. The Metropolis algorithm su ered from high correlations, however. There is no saving in computational time or in programming time for this Markov chain algorithm over adaptive importance sampling here as both require maximizing f. In Example 3, subregion adaptive is by far the best and is our recommended algorithm although adaptive importance sampling also performed quite well.
The Laplace approach works well when it is applicable. Example 3 indicates that it is not always easy to apply the Laplace approximation in a given problem. Further it is clear that there is a close association between the success of the Laplace methods and the adequacy of the normal approximation to the integrand. Reparameterizatons then are recommended to ensure, for example, that variables range over appropriate domains. At this point there is no methodology specifying a reparameterization for a particular problem. However, general recommendations, such as taking logs of nonnegative variables, should be helpful. In some problems, such as Example 2, more complicated reparameterizations are necessary. Computations are virtually instantaneous, but it can be extremely time consuming to code derivatives. Although there are optimization routines that numerically compute the derivatives, our experimentation with these sometimes lead to unsatisfactory results. In general, asymptotic methods require derivatives; this is a limitation of the methodology when the dimension is high and we do not have closed form expressions. The most serious drawback of this method is the lack of error estimates. Further, to avoid the problems associated with multimodality -and these occurred with both Examples 1 and 2 -it is necessary to try a number of di erent starting values when searching for the global maximum.
The success of the importance sampling algorithm that we have used is also highly dependent on having an integrand with a single dominant peak and approximately ellipsoidal contours. Of course asymptotics suggest that this is not a rare occurrence in statistical contexts, but complicated reparameterizations may often be necessary. It seems likely that Student importance sampling will be successful in any context where the asymptotic methods work. Further it is likely that the importance sampling algorithm will be more robust to deviations from ideal conditions than asymptotic methods. With this in mind, it is our recommendation that any time asymptotic methods are contemplated, then, at the very least, the Student importance sampling algorithm should be implemented as a check. There will be contexts where the asymptotic methods have a distinct practical advantage in terms of computation times, e.g. when there are many integrals to approximate. But even in such an instance a few integrals should be checked. For us, the possibility of obtaining useful assessments of the error in the approximation is an additional deciding factor in favour of importance sampling over asymptotics. Of course importance sampling su ers from the same limitations with respect to derivatives as the asymptotic approaches, for it is always recommended that the importance sampler be centered at the mode and be scaled by the inverse Hessian at the mode. If more than one mode is found, then the methods of Oh and Berger (1993) are a possibility. Further, and as our examples show, in any context where Student importance sampling is going to be used, adaptive importance sampling is recommended because it leads to improvements in accuracy. The additional computational cost required to adapt to means, variances, and covariances is practically negligible.
For relatively low-dimensional problems, say k 6, multiple quadrature is a competitive technique and is recommended for such problems. Again an appropriate parameterization is necessary.
For example, the iterative product-rule approach described in Naylor and Smith (1982) depends on the validity of the normal approximation. When such an approximation is reasonable and the dimension is low, this approach is preferable to importance sampling because the convergence is much faster. The subregion adaptive algorithm is more robust to deviations in shape and yet is still e cient for most low dimensional problems. It is our recommended algorithm for low dimensions. As we have seen, particularily in Example 1, the curse of dimensionality remains a very big stumbling block with this algorithm even when we seem to have an appropriate parameterization.
Of some concern is the inability of the user to predict how long the algorithm will run and the fact that it sometimes indicates success when it has actually failed. Error estimates are extremely conservative and for longer running examples, memory requirements can be substantial. We do not recommend this algorithm for problems of even modest dimension.
In many Bayesian problems Gibbs sampling arises very naturally. Sometimes these problems can involve thousands of dimensions and in such contexts it hard to imagine a competitor, simply because of the di culties of implementation. A distinct advantage for Gibbs sampling over adaptive importance sampling is that there is no need to optimize rst. In contexts where we have e cient algorithms for generating from the conditionals, we recommend Gibbs sampling but note that this special structure is not enough to ensure rapid convergence. While there are many examples where convergence is extraordinarily rapid, there are others where it is so slow as to be impractical. Characterizing such contexts is an area of active and important research. Implementing Gibbs sampling is generally straightforward but sometimes requires the derivation of complicated conditional distributions. Although the generality of Metropolis algorithms can provide decided advantages over Gibbs sampling our experience with some of the more common implementations, as in Example 1, shows that this is not always the case. At this point we do not see Metropolis algorithms as a general solution for high-dimensional integration problems, but research may lead to the design of very e cient implementations for particular problems. Further we note that, as in Example 3, it is not always straightforward to nd a reasonable Markov chain algorithm. Considerable disadvantages of Markov chain algorithms include the need to diagnose convergence to stationarity and the existence of serial correlations, as these substantially complicate error assessment. Some of our examples indicated that large batch sizes are needed to avoid this e ect when analyzing the output using batching. This lack of independence is also true of adaptive importance sampling, but in adaptive importance sampling a consistent estimator of the error is easily obtained. We recommend parameterizing the problem to minimize the correlation e ect, if possible.
There is well-tested software available for doing integrations. The NAG and IMSL packages contain routines, but also see Goel (1988) for a list of software primarly aimed at Bayesian problems.
In particular we mention SBAYES which implements Bayesian asymptotic methods, BAYES FOUR which implements adaptive Hermite integration and adaptive importance sampling, BUGS which implements Gibbs sampling, and ADBAYS for subregion adaptive integration. In general, it is our view that a package aimed at solving practical integration problems should provide the user with the option of using any of the methods we have discussed.
Our study reveals advantages and disadvantages for each of the integration methods discussed in this paper. For low dimensions, a multiple quadrature approach is likely to be best. For modest dimensions, adaptive importance sampling or a Markov chain algorithm are good choices in wellbehaved problems. For very high dimensions, an algorithm that can exploit special features of the integrand seems essential; e.g. Gibbs sampling when the full conditionals can be easily generated from. Of course other considerations beyond e ciency, such as convenience, may in uence the choice of an approach. As for the crucial aspect of error assessment perhaps the best approach is to approximate the integral by several very di erent methods. This approach, however, leaves us with the question of what to do when results di er substantially.
