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Abstract 
In the educational interface, one of the most important issues is to know the mental condition of 
each student. Also, to see the behavior of students’ group is significant. These issues have been 
researched by means of psychology and social science. For the quantitative analysis of psychology 
and social science, many approaches have been associated with physics, so that the measurement and 
theoretical modelling in human behavior have been done as similar as those in physics. 
  In the mid-nineteenth century, psychology and physics were combined, and the realm was named 
“psychophysics” which was the study of quantitative relations between psychological events and 
physical events. The method of measurement and modeling in psychophysics has been developed in 
imitation of experiment and theory in physics. On the other hand, the behaviors of human crowds have 
been researched by the method of statistical physics since the nineteenth century, which is called 
“social-physics”. In social-physics, the idea of describing society is that the laws in the social are 
similar to ones in the physical and biological sciences. 
In the present thesis, we develop mathematical approaches to apply for educational psychology 
based on the concepts of physics, in which the philosophies of psychophysics and social-physics have 
been succeeded. The core of the present thesis is constructed by mathematical models described in 
chapters 3, 4 and 5. 
Chapter 1 is introduction which describes the structure of the present thesis. 
In chapter 2, we compare the physical world to the human world. By the comparison, we clarify 
different points between physics and psychology/sociology to prepare constructions and 
interpretations of models in the following chapters. 
In chapter 3, we propose a mathematical model on the development of creativity. The present model 
is an approximated one related not only to nonlinear dynamics but also to quantum theory, reflecting 
the complicated phenomena of creativity. To construct a specific model, the investigations of the 
creative attitudes and the related factors based on the statistical surveys for lower secondary school 
students are reviewed. Two chief factors of the creative attitudes are abstracted; that are “efforts and 
durability” and “independence and originality”. Both the two chief factors are shown to be influenced 
by impressed experiences which correspond to internal force. The internal force contains 
discontinuous effects which relates to sudden appearance of idea, expressed by the Dirac delta function. 
The developments of creative attitudes are expressed by differential equations, that are constructed by 
means of analogy with the motion of equation in Newtonian mechanics. By the simulations in the 
model, we can discuss many situations in education of creativity, and predict the growth in terms of 
creativity. Also, divergent thinking and convergent thinking are discussed in this model. These 
arguments well explain the transition of education policy in Japan which gradually converted the 
education from cramming into pressure-free education in the 1980s, but it was modified in the 2010s 
to increase the amount of knowledge to be attained. 
In chapter 4, we propose a novel method to know the classroom conditions by utilizing the concept 
of entropy which expresses the order or disorder in the system, and a mathematical model called 
“Weidlich model” which has not used in educational psychology so far. In order to obtain the entropy 
of classroom, we combine the formula of differential entropy which is the extended quantity from 
ordinary entropy for continuous random variables, and the Weidlich model which is constructed by an 
analogy between human decision-making mechanism and the ferromagnetic spin model in statistical 
physics. We investigate the validity of our approach by using the data of students’ lives in school, 
which are photos on the arrangement of desks after lunch and questionnaires on the school life. By 
numerical simulations, the classroom conditions are simply expressed by entropy and two parameters 
which are a measure of interaction of each member and a measure of moral in the classroom. These 
quantities are invisible ones in the raw data but can be deduced by analyzing with the present method. 
Thus, we can numerically argue various conditions of the classroom. Comparing the calculated results 
with the real classroom conditions, we can find good correspondences, and suggest the usefulness of 
the present method to know the classroom conditions by rather simple investigations of photographing 
and questionnaires. In addition, we can find that the entropy analysis of the system in the Weidlich 
model has different significance against the standard statistical approaches. Namely, the differential 
entropy and the variance of probability distribution show different behavior, and they should have 
different meaning. So, calculating of the differential entropy, we can expect to find different 
viewpoints of the system, which can be find from variance of probability distribution. Thus, focusing 
on the entropy in the Weidlich model, we can expect to see another aspect that is the order and/or 
disorder in the classroom conditions. Also, we propose the extended version of prototype of Weidlich 
model, which can treat many opinions (or attitudes) case. 
In chapter 5, we attempt to explain the quantum brain description of our models which are 
constructed in chapters 3 and 4. For this purpose, the quantum measurement theory and quantum brain 
dynamics are applied. First, we describe the discontinuous nature in creativity. Namely, the force of 
the delta function type is explained in the quantum brain level. By this explanation, we have a clue to 
construct more fundamental model of creativity. Second, we construct a quantum brain model in social 
science, so that it reduces a candidate of the Hamiltonian by means of incorporating with the Weidlich 
model which is treated in chapter 4. In particular, we concentrate on a simple phenomenon that one 
opinion is decided between two opinions in human mind. In order to determine the form of 
Hamiltonian, we assume a simple process on the propagation of information in the brain. In this model, 
we propose a new approach on the determination of the Hamiltonian as combining psychological 
model and quantum brain model. 
Chapter 6 is conclusions of the present thesis. 
  Thus, in this thesis, we propose the novel mathematical models based on the physical concepts and 
the measuring methods of students’ minds in educational psychology. 
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Chapter 1. Introduction 
 
In school education, one of the most important issues is to see the mind of each student. 
Also, to see the behavior of aggregate of students is significant (Airasian, 2001; Evertson 
& Weinstein, 2013). These issues have been researched by means of psychology and 
social science. For the quantitative analysis of psychology and social science, many 
approaches in these areas have been associated with physics, so that the measurement 
method and theoretical modelling in human behavior have been applied as similar as 
the ones in physics. 
  The history on the connection between psychology and physics is rather long. In the 
mid-nineteenth century, psychology and physics were combined, and the realm was 
named “psychophysics” (Fechner, 1860). Psychophysics is the study to clarify 
quantitative relations between psychological events and physical events. The central 
inquiry of psychophysics relates to the search for a lawful, quantitative relation between 
stimulus and sensation for the range of stimuli between these limits. In the beginning of 
psychophysics, the method of investigations and modeling were done by the imitation of 
experiment and theory in physics respectively. 
  On the other hand, the behaviors of human crowds have been researched by the 
method of statistical physics since the nineteenth century, which is called “social-physics” 
(Quételet, 1835). In the beginning of social-physics, the idea of describing society was 
that the laws in the social were similar to ones in the physical and biological sciences. In 
modern use of “social-physics” refers to using “big data” analysis and the mathematical 
laws to understand the behavior of human crowds. The core idea is that the data about 
human activity contain mathematical patterns that are characteristic of how social 
interactions spread and converge. Nowadays, social-physics is closely related to econo-
physics which uses physics methods to describe economics. 
In the present thesis, succeeding to the methods and philosophies of both 
psychophysics and social-physics, we develop mathematical approaches to apply for 
educational psychology based on the concepts of physics, as shown in Figure 1-1. 
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Figure 1-1. Relations among various studies of psychology, psycho-physics, physics, 
social-physics, sociology, and educational psychology. 
 
Detail construction of the present thesis is shown in Figure 1-2.  
 
 
Figure 1-2. Chart of the present thesis. 
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In Figure 1-2, we show our mathematical approaches based on physical concepts in 
educational psychology. The left side (blue lines) corresponds to the researches on the 
development of creativity which concerned with the mental state of individual (chapter 
3). The right side (green lines) corresponds to analysis of classroom conditions which 
concerned with the state of human group (chapter 4). Both sides will be explained by the 
quantum measurement theory and the quantum brain dynamics (chapter 5). The core of 
the present thesis is constructed by these three parts. 
Most of human behaviors relate with human brain. Then, the researches of psychology 
and sociology may be explained based on the human brain. Although brain is a biological 
tissue, we can see that the brain is constructed by complex physical systems (Schrödinger, 
1944). Focusing on the conception that constituents of the brain are physical systems, it 
can be seen that the microscopic constituents of brain are quantum systems, because all 
physical systems are constructed microscopically by quantum systems. So, the 
fundamental explanations of human behavior need the quantum concepts. The area of 
brain research in terms of quantum system is called “Quantum Brain Dynamics”. In 
chapter 5, we will explain the interpretations of elementary processes of our models 
which are described in chapter 3 and 4, by means of Quantum Brain Dynamics. 
Before proceeding to concreate mathematical modeling of educational psychology, we 
discuss the comparison between physics and psychology/sociology in the next chapter. 
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Chapter 2. Comparison of the structure between nature and human world 
 
In this thesis, we will try to construct mathematical models in educational psychology 
by utilizing the methods of physics. In order to build concrete mathematical models 
based on physical concepts, we will compare the physical world and the human world in 
this chapter. According to the comparison, we can clarify the different points between 
physics and psychology/sociology for constructions and interpretations of models in the 
following chapters. 
 
 
2-1. Level structure of physical and animate world 
 
It is obvious that all the realities in physical (inanimate) and animate world are 
stratified into sequences of organizational levels of varying complexity. The higher levels 
are composed of the lower ones which are more microscopic levels. Each level is defined 
as a stratum of reality, which is made by means of self-contained organization. Each 
stratum at this organizational level has various characteristic qualities. 
However, clarification of these qualities in other levels is difficult. If there exist some 
quantitative formulations in one of the level structures, it is expressed by the order 
parameters which are certain macro-variables to characterize the specific qualities of 
that level. The property of each level is expressed by the fact that its variables obey an 
almost self-contained structure.  
  Physics provides so many examples of hierarchical structure. Here, we explain the 
hierarchical structure with respect to molecules. Compositions of molecule are nuclei and 
electrons. The detailed structure of the lower level of nuclei does not influence for the 
molecular level. In other words, quarks and gluons which are the compositions of protons 
and neutrons do not influence the behaviors of molecules, apart from some global nuclear 
constants like mass, charge and spin. Also, the higher level which is constructed by 
molecules (namely the gas or the molecular crystal) provides only certain conditions such 
as temperature.  
It is considered that dominant features of the level structure of reality are shown by 
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the facts mentioned above. Also, it is natural description that the system of sciences 
should be seen as a structure constructed by the organizational levels of the physical 
(inanimate) and animate world. Figures 2-1 and 2-2 show how the sequence of levels of 
reality imposes a sequence of sciences. The overlap of the domains of sciences is made by 
the interaction between the levels. 
 
 
Figure 2-1. Level structure of physical world. 
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Figure 2-2. Level structure of animate world. 
 
 
2-2. Two extreme standpoints in science: reductionism and holism 
 
There are two extreme and opposite standpoints with respect to the nature levels. 
These standpoints are named “reductionism” and “holism”. According to reductionism, 
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all properties including the newly emerging qualities of the level of higher complexity 
can be reduced to the properties of the lower level forming the units of which the higher 
level is composed.  
On the other hand, according to holism, the wholeness of each level is defined by the 
properties of a complex and organizational level. These qualities have an existence of 
themselves. And it is neither necessary nor possible to derive them from lower level 
structures. In this way, the separation of levels is considered as an absolute ontological 
structure. 
  In general, it seems that most natural scientists (especially physicists) are inclined to 
adopt the reductionist standpoint, whereas psychologists and scholars of the arts seem 
to prefer holism. The reasons of these attitudes can be understood by the following facts. 
In physics, the successful examples of a procedure of reduction exist. The most noticeable 
example is the derivation of laws of phenomenological thermodynamics from statistical 
mechanics which treats the microlevel components of thermodynamical systems.   
Psychologists, scholars and social scientists, on the other hand, have to work with the 
mind and its interactions. But the level of mind structure exhibits a self-quality of 
autonomy. 
  Despite there are the facts mentioned above, we can see that the two standpoints of 
reductionism and holism are not as irreconcilable as it first appears. On the side of 
holism, it gets to clear that the independence of the qualities of a complex level cannot 
be an absolute one but only a relative one. In fact, as the complex organizational levels 
are composed of units belonging to a lower level, all qualities of the higher level have to 
be the collective consequent and somehow the aggregated effect of interactions between 
the components (elementary units), even if this macro-effect cannot be explicitly 
deciphered. On the other side, reductionist inspections of the interaction of units within 
multi-unit systems have led to rather universal insights into the manner of organizing 
of relative self-contained structure and interacting within these levels. 
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2-3. Differences between physical system and human aggregation 
 
  Here, we need to discuss some differences between physical system and human 
aggregation. Although it is difficult to give an exhaustive definition of complexity, in the 
considerations below, we can find the conclusion that physical systems still exhibit a 
well-ordered kind of complexity, whereas in human aggregations, a fully developed 
interwind kind of complexity can be find. 
  In the physical sciences, there are relatively few hierarchically ordered levels, 
ascending only a few steps from the microscopic to the macroscopic structures. Each level 
can be distinguished only by a few stable and qualitative characteristics. The levels are 
well separated, and the interaction between the different levels yields vertically between 
contiguous levels, as in the case of particles interacting with their self-consistent field. 
For instance, taking the earlier sequence: {electrons and nuclei} → {atoms} → {molecules} 
→ {solid or liquid or gas}, we can observe that the qualities of the each level are well 
separated and well defined. In order to show an illustration, we consider the complex 
level of a gas. The properties of this level are not extremely influenced by the detailed 
structure of molecules, and are not definitely influenced by the structure of the nuclei 
composing the molecules. It must be noted that only the specific heat of the gas is 
somewhat modified due to certain energetically excitable states of the molecules. 
Accordingly, it appears that the lower level provides the constituent units for the next 
higher level. So, we can say that atoms or molecules are the constituent units of the gas, 
but the detailed composition of these atoms in terms of elementary particles is no longer 
important for the properties of the gas. Then, statistical mechanics and/or solid state 
theory show us the vertical interaction between the level of the constituent units and 
their collective level. 
  Usually, the characteristic timescales on which the motion of the micro-variables and 
of the macro-variables occur are well separated. In this case, the faster variables 
normally behave as quasi-equilibrium in relation to momentary values of the slow 
variables. 
  On the human behavior, it can be said that the system in many respects exhibits a 
higher degree of complexity. Firstly, many organizational levels exist in human society, 
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such as the family, the school, the firm, the political party, the “club”, the association, the 
university, the government, etc. These levels are more densely spaced. Also, these are 
mutually overlapping, as the same individual can be simultaneously the elementary unit 
in several organizations, playing a specific role in each of them. The qualities and 
attributes which characterize each level are more complex and diverse than in physics. 
Also, in human aggregations, new types of qualities appear. 
  In human aggregations, we have not only vertical interaction between the microlevel 
and the macrolevel, but also horizontal interorganizational interaction on the macrolevel, 
because many overlapping structures of organization compete at the macroscopic 
collective level. Also, we should notice that birth and death processes of whole 
organizations must be taken as part of the effects of such interactions, such as the birth 
or death of a political party. Under critical conditions, we can see often that many old 
order parameters may decay, and new ones may be found simultaneously. For example, 
revolutions change these situations dramatically. The dynamics of the macro-variables 
usually take place on around the same timescales. That is to say, a distinction between 
fast and slow variables is virtually impossible. Therefore, in general, all sub-
organizations on the macrolevel show a dynamic interaction. In this way, it becomes 
difficult to separate off the quasi-self-contained sub-dynamics. If we could prove that the 
intra-organizational interaction is much stronger than the inter-organizational 
interaction, then we can say that the organizational sub-structures have a certain 
stability which may justify their treatment as separate sectors of human aggregations. 
  It is noteworthy that a further complication is induced by the fact that the elementary 
units at the microlevel of physical systems are simple structures, whereas the elements 
of human aggregation (individuals) are complex systems. The microsystems of physics 
(elementary particles, nuclei, atoms, molecules) have at most a few excitable degrees of 
freedom. In contrast, the individual in human aggregation has a diversity of potential 
modes of behavior. In detail, it depends on the state of all organizational macrolevels in 
which the individual simultaneously plays one’s role, of which mode of his behavior or 
action is excited, and remain latent and dormant. It is obvious that the relative flexibility 
of the transitions between the dormant and active modes of individual behavior will 
further increase the degree of complexity of the human aggregation, in sensitive 
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interaction with various macrolevels. 
  These high complexities, the causes of which have been shown here, may have led 
some psychologists and social scientists to the conclusion that a quantitative treatment 
of human aggregations is inadequate apart from some minor investigations. Although 
these viewpoints exist, we proceed to build mathematical models of human behavior in 
education based on the physical concepts, succeeding to the philosophy of psychophysics 
and social-physics, in the following chapters. Our standpoint of modeling will gradually 
change from holism to reductionism, so that the standpoint of chapter 3 is relatively 
inclined to holism, but in chapter 5, we adopt reductionism. 
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Chapter 3. An application of the mechanical concepts to educational psychology:  
A model of development of creativity 
 
 
3-1. Introduction to this chapter 
 
Creativity is very important for both human society and individual as it can lead to 
new scientific findings, new inventions, new trends in art, and solving problems on jobs 
and in daily life. In the study of creativity, the concept of creativity is generally defined 
as the ability to produce work that is both original and useful. It is well-known that one 
of the most attractive issues in psychology and neuroscience is the appearance of 
creativity.  
The study of creativity has a long history (Albert & Runco, 1999; Glover et al., 1989; 
Runco, 1988; Sternberg & Lubart, 1999; Torrance, 1961) since Guilford challenged to pay 
attention as a very important one (Guilford, 1950). Developing in parallel with the 
cognitive approach, work in the social-personality research has focused on personality 
variables, motivational variables, and the sociocultural environment as sources of 
creativity.  
On the other hand, divergent thinking has been studied in the central region of 
creativity. Divergent thinking is a method used to generate creative ideas by searching 
a variety of possible solutions. It has been considered to be an indispensable part in 
creativity as it often leads to originality (Runco, 1991, 2014), and contrast with 
convergent thinking, which typically leads to conventional and “correct” ideas and 
solutions rather than original options. Divergent thinking is not synonymous with 
creative thought, but it represents an estimate of the potential for creativity. Therefore, 
some methods for the estimation of divergent thinking have been required. The Runco 
Ideational Behavior Scale (RIBS) can be used as a criterion of divergent thinking that is 
tied to creative potential (Plucker et al., 2006; Runco et al., 2000). Potential is the key 
idea. However, it should be noted that there exists uncertainty with the estimates of 
potential, such as a test of divergent thinking, as it is just an indicator (Runco & Acar, 
2012). Theoretical models and training programs of attitude toward creativity, on the 
other hand, were provided based on two-step process called ideation-evaluation in which 
divergent and convergent thinking occur sequentially (Basadur & Hausdorf, 1996; 
Basadur et al., 1990; Basadur et al., 2000).  
Despite the various studies described above, the mechanism on the development of 
creativity related with divergent thinking is still unclear, as it is one of the most 
complicated human behaviors. 
In order to solve these problems, systematic approaches of creativity research have 
been pursued so far. Especially, mathematical models of creativity have been sought. 
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Accordingly, creativity has been investigated by using physical concepts of quantum 
theory and nonlinear dynamics since the end of the twentieth century (Goswami, 1996; 
1999; Schuldberg, 1999). However, these studies just focused on qualitative 
correspondence with the phenomena in creativity, and no mathematical model has been 
proposed so far, despite the achievement of quantum approaches in consciousness and 
mind theory (Hameroff & Penrose, 2003; Tarlaci, 2010a; 2010b) which are constructed 
mathematically. Then, some explicit mathematical model which can explain the 
dynamics of the development of creativity is awaited (Abraham et al., 2012). 
Here, we try to construct an explicit mathematical model which explains the dynamics 
on the development of creativity. Creativity is known to relate to the two sides in terms 
of physical concepts: one is chaos theory in nonlinear dynamical system and the other is 
the quantum theory. Our aim is ultimately to construct the complete model of creativity 
based on physical concepts. But first, we have to make an approximate model for the 
sake of the aim. In other words, to build a mathematical model as the first step, high 
approximation should be necessary in the complicated phenomena of creativity. As the 
first approximation, our model is constructed by a linear approximation of chaos theory 
in nonlinear dynamical system. On the other side, it is the classical approximation of 
quantum mechanics, in which Newtonian mechanics is derived (Dirac, 1958; Feynman, 
1948). The present model relates to the two sides as shown in Figure 3-1.  
 
 
 
Figure 3-1. Relationship among the present model, chaos theory in nonlinear 
dynamical system and the quantum theory. 
The present model is constructed by a linear approximation of chaos theory in nonlinear 
dynamical system. Also, it is the classical approximation of quantum mechanics, in which 
Newtonian mechanics is derived. 
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For the specific modeling of the dynamics on creativity, we should find some dominant 
factors, controlling the complicated phenomena of creativity. Here, we focus on the 
creative attitudes, and abstract chief factors by factor analysis based on the statistical 
investigations, as described in section 3-3. 
One of the significant features of the creativity is an existence of discontinuity such as 
“aha” experiences which relates to a sudden appearance of idea (Bowden & Jung-Beeman, 
2003). In the considerations based on physical concepts, such discontinuous nature may 
relate not only to quantum theory but also to the concepts of bifurcation and chaos in 
nonlinear dynamical system. In nonlinear dynamics, a system can suddenly change into 
qualitatively different one, something termed “bifurcation” (Abraham et al., 2012; 
Krippner et al., 2012; Schuldberg, 1999). The examples of bifurcation are explained in 
Appendix A. A nonlinear system may change from periodic to chaotic behavior when the 
values of its parameters are changed. In our model which will be described later, we use 
the Dirac delta function to express the discontinuous nature. 
In this chapter, firstly we show the strategy on the application of dynamical theory 
and quantum theory to psychology, and then the method is applied to the statistical 
investigations on the creative attitudes and the related factors to give the dynamical 
modeling of creativity. 
 
 
 
3-2. Strategy: procedure for dynamical modeling of creativity 
 
As shown previous section, we seek the mathematical dynamical model of creativity 
based on physical concepts. For this purpose, in the beginning, we need to see the whole 
vision of construct the model. In this section, we explain our strategy on the procedure 
for dynamical modeling of creativity. First, we summarize the general dynamical systems 
in physics for the modeling of creativity. It is well-known that general dynamical systems 
in physics are expressed in the following ordinary differential equations: 
{
 
 
 
 
𝑑𝑞1(𝑡)
𝑑𝑡
= 𝐹1(𝑞1, ⋯ , 𝑞𝑚; 𝑡)
⋮
𝑑𝑞𝑚(𝑡)
𝑑𝑡
= 𝐹𝑚(𝑞1,⋯ , 𝑞𝑚; 𝑡)
 
where 𝑞𝑖  are dynamical variables, 𝑚 is number of degree of freedom, 𝐹𝑖(𝑞1,⋯ , 𝑞𝑚; 𝑡) 
are generally nonlinear functions of 𝑞1,⋯ , 𝑞𝑚. When 𝐹𝑖 depend on time 𝑡 explicitly, the 
dynamical system contains external forces. In order to build a concrete mathematical 
model, we assume that the temporal change of creativity can be described by the 
dynamical systems as well as physics. 
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Now, we focus on the Newtonian mechanics which is a prototype of the dynamical 
theory in physics. On the other hand, we can see that Newtonian mechanics is regarded 
as the classical approximation of quantum theory in the limit of Planck’s constant → 0 
(Dirac, 1958; Feynman, 1948). We imitate Newtonian mechanics for the interpretations 
of variables and their relations in the modeling of creativity. In particular, we utilize the 
concepts of the momentum which have similarity in the attitudes of individuals in the 
simplified model of creativity, as described later. Accordingly, we call our model “kinetic 
model of creativity” hereafter. 
In Newtonian mechanics, the equation of motion on an object is mathematically 
expressed as: 
𝑑𝒑
𝑑𝑡
= 𝑭, 
where 𝒑 is the momentum vector, 𝑭 is the force vector in the real three-dimensional 
space. The equation of motion is the fundamental relation to connect changes of 
momentum and force which are the basic concepts in Newtonian mechanics. 
Correspondingly, we assume that the equation whose form is same as the equation of 
motion in Newtonian mechanics is regarded as the fundamental relation in the kinetic 
model of creativity. 
One of the most significant features of creativity, on the other hand, is discontinuous 
nature such as “aha” experiences which relates to sudden appearance of idea (Bowden & 
Jung-Beeman, 2003). “Aha” experiences have been treated both in the quantum 
approach (Goswami, 1996; 1999) and the nonlinear dynamical approach (Schuldberg, 
1999) in the studies of creativity based on the physical concepts. In the quantum 
approach, the sudden appearance of idea has been explained as quantum leap (quantum 
jump). These quantum considerations of mind are based on Bohm’s view described in 
Appendix B. In nonlinear dynamical approach, on the other side, it has been explained 
as bifurcation. However, these physical considerations of sudden appearances of idea 
have not been expressed mathematically so far in this field. Thus, clear mathematical 
expressions of discontinuity related with “aha” experiences are needed to build a model 
of creativity. 
The fundamental function to express discontinuity is the Heaviside’s step function θ 
(Heaviside, 1893; 1894) : 
𝜃(𝑥) = {
1  (𝑥 ≥ 0)
0  (𝑥 < 0)
 
The differential of the Heaviside’s step function is the Dirac delta function: 
𝑑𝜃(𝑥)
𝑑𝑥
= 𝛿(𝑥) 
Therefore, the Heaviside’s step function and the Dirac delta function can be used to 
express the discontinuous nature. In other words, these functions are necessary to build 
mathematical models which deal with discontinuous nature. As a matter of fact, Dirac 
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introduced the delta function in the development of quantum mechanics (Dirac, 1927). 
The Dirac delta function 𝛿(𝑥) has singular property, that is, the value of delta function 
is zero at all domains except for one point, but integrated value of 𝛿(𝑥) is 1. That is: 
∫ 𝛿(𝑥)𝑑𝑥
∞
−∞
= 1. 
And, 𝛿(𝑥) have another important property as follows: 
∫ 𝑓(𝑥)𝛿(𝑥 − 𝑎)𝑑𝑥
∞
−∞
= 𝑓(𝑎), 
where 𝑓(𝑥) is any ordinary function. Such singular function with discrete property is 
indispensable for formalization of quantum mechanics.  
There are many representations on the delta function by elementary functions. One of 
the representations which is convenient for physical interpretations of the brain is the 
Fourier series in the following: 
𝛿(𝑥)~
1
2𝜋
+
1
𝜋
(cos 𝑥 + cos2𝑥 + cos3𝑥 +⋯). 
In the neuroscience, the trigonometric functions in this Fourier series representation are 
regarded as harmonic waves in the brain, and those harmonic waves with various 
wavelengths generate resonant coherently (Jibu et al., 1994; 1996). In other words, it 
can be said that a superposition of harmonic waves in the brain generates the feature of 
delta function. Such interpretation leads to the quantum leap in “Quantum Brain 
Dynamics” (Globus et al., 2004; Jibu & Yasue, 1995; Riccicardi et al., 1967; Stuart et al., 
1979; Vitiello, 2003). Another interpretation of delta function can be expressed, it will be 
explained in chapter 5. 
In the first step of modeling beyond the qualitative approach, we build a mathematical 
model on the development of creativity with approximation, focusing on creative 
attitudes and related parameters. The strategy to construct our model is shown in Figure 
3-2. As mentioned above, our model is approximated one by means of two sides. On the 
chaos side (nonlinear dynamics side), we adopt the linear approximation. On the 
quantum side, we adopt the classical approximation. And on the both sides, the 
discontinuous nature is expressed by the delta function.  
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Figure 3-2. Strategy to construct our model. 
 
 
First of all, it is needed to find variables which dominantly control the development of 
creativity. Accordingly, we use the factor analysis based on the statistical investigations, 
as described in the next section.  
 
 
 
3-3. Linear approximate model of creative attitudes 
 
In this section, we construct a kinetic model to clarify the process on the development 
of creativity. The present study is consisted of two phases, with the statistical 
investigations and the factor analysis first, and the mathematical modeling of the 
development of creativity second. A sample of students is used in the first phase to 
provide the large sample size necessary for the factor analysis. The second phase of the 
modeling is done with assumptions which are extracted from the results of statistical 
investigations and factor analysis. 
 
 
3-3-1. Statistical investigations for modeling 
 
In this sub-section, we briefly summarize the results of statistical investigations and 
factor analysis (Toyoshima & Niwase, 2000) in order to build a mathematical model of 
creativity in the subsequent part. 
 
Participants and materials 
The experimental group (𝑛=434) was comprised of lower secondary school students in 
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Japan. Students were asked to fill out two questionnaires, relating to the creative 
attitude and experiences which students have done so far. The special educational 
activities which set training of creativity were not performed at this lower secondary 
school.  
A questionnaire on the creative attitudes was prepared based on 24 items of creative 
attitudes proposed by Onda (1994), which are shown in Table 3-2. The creative attitudes 
given by Onda have many similar contents to the ones given by Davis (Davis, 1999), 
especially relating to independence and originality. The 24 items of the questionnaire 
were answered in the Likert-style 5-point scale format ranging from 5(strongly agree) to 
1(strongly disagree).  
Another questionnaire asking on primary experiences, which were done so far by the 
students, was prepared. The contents of the questionnaire of primary experiences, which 
were usually done in their childhood, were selected to 130 terms. Some of the questions 
are shown in Table 3-1. In order to clarify the qualitative differences in “experience”, 
three type answers were prepared as follows: 
(a) “I had done so far.” 
(b) “I had done so far, and impressed or performed eagerly”.  
(c) “I had not done.” 
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Table 3-1.  A part of the questionnaire of experiences (Toyoshima & Niwase, 2000). 
The lists indicated below are the activities which children sometimes do. Put ⋎ marks on 
the activities that you actually have done so far. Put ⊚ marks on the activities that you 
were impressed or performed eagerly. Put × marks on the activities that you have never 
done. 
（ ）1 I caught some insects without an insect net. 
（ ）2 I caught some insects from inside of trees and dead trees. 
（ ）3 I used food as traps to catch some insects. 
（ ）4 I looked for some insects to catch in winter. 
（ ）5 I enjoyed catching some beetles and stag beetles. 
（ ）6 I ate larvae. 
（ ）7 I enjoyed catching some lizards and snakes. 
（ ）8 I listened to wild birds singing and observed them. 
（ ）9 I searched and checked footmarks, traces of eaten food and droppings of 
animals. 
（ ）10 I looked for tunnels of mice and moles. 
      ・ 
      ・ 
      ・ 
（ ）120 I made pinhole cameras , telescopes and kaleidoscopes. 
（ ）121 I tried plant dyeing. 
（ ）122 I checked acidity and alkalinity with juice from vegetable leaves and flowers. 
（ ）123 I made some musical instruments by using something I can make sound with. 
（ ）124 I played by making thread telephones. 
（ ）125 I played by making whistles. 
（ ）126 I played with batteries and miniature bulbs. 
（ ）127 I played with magnets. 
（ ）128 I played by causing static electricity (friction electricity). 
（ ）129 I played by making electromagnets. 
（ ）130 I played by making water mills. 
 
 
Results 
The factor analysis was done (Toyoshima & Niwase, 2000) by utilizing a questionnaire 
on the creative attitudes. In this analysis, the principal factor method and Varimax 
rotation were utilized. 
Two chief factors of the creative attitudes were abstracted by the factor analysis. The 
Eigenvalue of the third factor was 0.72. Since the Eigenvalue of the third factor was less 
than the value of 1, it was adapted till the second factor. Two factors explaining 64.5% of 
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the total variance were obtained. The detailed results of the factor analysis and the 
creative attitudes related to the chief factors are shown in Table 3-2. As the reliability 
on the measure of this creative attitudes’ survey, Cronbach’s alpha (Cronbach, 1951) was 
calculated. The overall alpha coefficient was 0.79 and internal consistency estimates was 
checked. 
 
Table 3-2. Results of the factor analysis (Toyoshima & Niwase, 2000). 
Contents The 1st 
factor 
The 2nd 
factor 
【The 1st factor: “effort and durability”】 
・ I work perseveringly.  
・ I try for difficult things by myself ,instead of depending on others. 
・ I finish up what I have begun once by myself. 
・ Even if I fail, I don’t give up. 
・ I endure the present pain for a future target. 
・ I pursue until I’m convinced. 
・ I concentrate on my work and do it quickly. 
・ I challenge to more difficult things than easier ones. 
・ If I notice the fault of my way of thinking or behavior, I’ll correct it immediately. 
・ Even if I distract the mind, I can cool down immediately. 
・ I will not be distracted by the environment. 
 
0.652 
0.585 
0.570 
0.523 
0.496 
0.416 
0.348 
0.313 
0.300 
0.259 
0.255 
 
0.128 
0.162 
0.091 
0.270 
0.094 
0.223 
0.207 
0.279 
0.041 
0.012 
0.038 
【The 2nd factor: “independence and originality”】 
・ I act vigorously with my will. 
・ I sometimes surprise others by doing novel things. 
・ I’m interested in various hobbies. 
・ Once I decide to do something, I carry it out immediately. 
・ I’m not influenced by others’ words as I have my own thoughts. 
・ Even if I expect opposition, I can express my own opinions clearly. 
・ When I find out something unexpectedly, I become excited and give a shout. 
・ I carry out my tasks quickly without worrying about mistakes and failure. 
・ I sometimes lose track of time when I concentrate on something. 
・ Even if the environment and the situation change, I can adopt myself to them immediately. 
・ I usually try to think the best way of using my everyday tools and daily behavior. 
・ I sometimes forget myself in listening to and observing others. 
・ I often try to find out strange things and unknown things. 
 
0.203 
0.052 
0.191 
0.140 
0.312 
0.267 
-0.011 
-0.012 
0.066 
0.142 
0.258 
0.083 
0.196 
 
0.596 
0.558 
0.505 
0.456 
0.397 
0.393 
0.390 
0.353 
0.324 
0.308 
0.303 
0.288 
0.260 
Eigenvalue 
Contribution ratio 
Accumulated contribution ratio 
4.023 
0.506 
0.506 
0.109 
0.139 
0.645 
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The first factor was labeled “efforts and durability” as it relates to accomplish 
tenaciously by oneself and never give up without minding difficulties. The second factor 
was labeled “independence and originality” as it relates to have own view and not to 
align with others. 
Figures 3-3a and 3-3b show relationships between the total scores of two chief factors 
and the number of experiences. “Impressive experience” is the one which was impressed 
or was performed eagerly but “simple experience” is not. A significant positive 
relationship between the two chief factors and “impressive experience” was found, but 
not for “simple experiences”. Scholastic ability judged by paper tests, which was done to 
check the knowledge learnt in school, on the other hand, showed a significant positive 
relationship with “efforts and durability” but insignificant relationship with 
“independence and originality” (Figures 3-3c, 3-3d & Table 3-3) 
 
Figure 3-3. Relationship among the creative attitudes, experiences and paper tests. 
Total score on the chief factors of creative attitudes versus the number of a, simple 
experiences b, impressive experiences. The score of c, “efforts and durability” d, 
“independence and originality” versus the standard deviation score of paper tests 
(Toyoshima & Niwase, 2000). 
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Table 3-3. Correlation coefficients of the two chief factors of creative attitudes and 
experiences, scholastic ability (Toyoshima & Niwase, 2000). 
 “efforts and durability” 
“independence and 
originality” 
Number of total experience 0.222 0.236 
Number of simple experience 0.041 -0.008 
Number of impressive experience 0.235 0.31 
Standard deviation score of paper tests 0.347 0.071 
 
 
The results can be summarized as follows: 
(1) Two chief factors of the creative attitudes, that are “efforts and durability” and 
“independence and originality,” are abstracted by factor analysis. 
(2) There exists a significant positive relationship between the two chief factors and 
“impressive experience”.  
(3) Scholastic ability judged by paper tests shows a significant positive relationship with 
“efforts and durability” but insignificant relationship with “independence and 
originality”.  
 
 
3-3-2. Model 
 
Imitating the impulse-momentum theorem in Newtonian mechanics, we construct a 
kinetic model to describe temporal changes of the creative attitudes 𝑞𝑖(𝑡). The creative 
attitudes have been extracted from the people who gave creative results, and then it will 
lead to creative results in the future. So, the creative attitudes can be considered to 
correspond to the vigor of growth of creativity. In Newtonian mechanics, “the vigor of 
motion” is expressed by “momentum”. Then, “creative attitudes” can be supposed to 
correspond to the “momentum” in Newtonian mechanics. Also, something which can 
change the creative attitude can be supposed to correspond to the “force” in Newtonian 
mechanics. According to Newtonian mechanics, time derivative of the momentum-like 
quantity 𝑞𝑖(𝑡) is proportional to the force. Therefore, the fundamental equation on the 
present modeling should be differential equation such as Newton’s equation of motion in 
physics. 
Based on the results obtained by statistical investigation, the changes of the creative 
attitude are considered with the following assumptions, which are schematically shown 
in Figure 3-4.  
1. Creative attitude can be expressed by a momentum-like vector (𝒒(𝑡)) as a function 
of time (t), consisting of two components of “effort and durability” (𝑞1(𝑡) ) and 
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“independence and originality” (𝑞2(𝑡)). 
2. Tests to check knowledge or fixed works, given as “extrinsic motivation”, are 
regarded as an external force (𝐺(𝑡)) which increases the magnitude of “effort and 
durability”. 
3. Impressed experiences or enthusiastic experiences, on the other hand, are regarded 
as an internal force (𝐸(𝑡)) which increases the magnitude of both the “effort and 
durability” and “independence and originality”. 
 
 
 
Figure 3-4. Creative attitude vector and related forces. 
Creative attitude vector consists of two components of “effort and durability” and 
“independence and originality”, which are extracted by factor analysis. External force (𝐺(𝑡)), 
which can increase merely the magnitude of “effort and durability”, is given by extrinsic 
motivations such like tests or assignments, which are aimed to reach the goal. On the other 
hand, internal force (𝐸(𝑡) ), which is regarded as impressed experiences or emotional 
experiences, can increase both the magnitude of “effort and durability” and “independence 
and originality”. 
 
 
Thus “creative attitude vector” is expressed as 𝒒(𝑡) = 𝑞1(𝑡)𝒆𝟏 + 𝑞2(𝑡)𝒆𝟐 . Where 𝒆𝟏 
and 𝒆𝟐 are the basis vectors. So, in this model, creative attitudes are time dependent 
due to the effects of external force (𝐺(𝑡)) and internal force (𝐸(𝑡)). 
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Now, equations to describe a temporal change of the creative attitude are considered 
with the above assumptions. According to Newtonian mechanics, time derivative of the 
momentum-like quantity is proportional to the force. Thus, the fundamental equation on 
the model is 
𝑑𝑞𝑖(𝑡)
𝑑𝑡
= 𝐾𝑖(𝑡), 
where 𝐾𝑖(𝑡) corresponds to the force to change 𝑞𝑖(𝑡) and it can be expressed by the 
following equations:  
𝐾1(𝑡) =  𝑎1𝐸(𝑡) + 𝑏1𝐺(𝑡) − 𝜆1𝑞1(𝑡), 
𝐾2(𝑡) =  𝑎2𝐸(𝑡) − 𝜆2𝑞2(𝑡). 
In the right hand sides of 𝐾𝑖(𝑡), the higher order terms of 𝑞𝑖(𝑡) are ignored by the 
present linear approximation. Where, 𝑎1, 𝑎2 and 𝑏1 are parameters related to the 
individuality.  −𝜆1𝑞1(𝑡)  and −𝜆2𝑞2(𝑡)  are the terms of resistance such like various 
temptations in life, which weaken the creative attitudes. 𝜆𝑖 is personal susceptibility on 
the resistance. This resistance corresponds to the one of the air, which is proportional to 
velocity in Newtonian mechanics. The form of this resistance was introduced by Newton 
in “Principia”. 
We assume that the value of external force 𝐺(𝑡) is constant as a first approximation, 
since “extrinsic motivation” is usually not time-dependent within a fixed period of time. 
On the other hand, the internal force 𝐸(𝑡) is considered to be impulse as impressive 
experiences shake the heart shockingly, which may induce a sudden appearance of an 
idea. Here we adapt the Dirac delta function to show these effects, as mentioned in 
section 3-2. 
𝐸(𝑡) = 𝐸0 +∑𝐸𝑗𝛿(𝑡 − 𝑡𝑗)
𝑛
𝑗=1
, 
where 𝑛 is the number of impressive experiences, 𝑡𝑗 are the times when the 
impressive experience is given, and 𝐸𝑗 the absolute value. 𝐸0 is an initial value of 
𝐸(𝑡), and is set up as constant. 
The origin of the force whose form is kind of the delta function can be explained by 
other physical interpretations. One of these is related with “measurement processes in 
quantum theory”, which is described in chapter 5. 
 
 
3-3-3. Results of calculation 
 
By solving the fundamental equations in previous sub-section which describe the 
temporal change on the creative attitude of “effort and durability” ( 𝑞1(𝑡) ) and 
“independence and originality” (𝑞2(𝑡)), we obtain the following general solutions which 
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are rigorous solutions without any approximation: 
𝑞1(𝑡) = 𝑞1(0)𝑒
−𝜆1𝑡 +
𝑎1𝐸0
𝜆1
(1 − 𝑒−𝜆1𝑡) + 𝑎1∑𝐸𝑗𝜃(𝑡 − 𝑡𝑗)𝑒
−𝜆1(𝑡−𝑡𝑗)
𝑛
𝑗=1
 
                                                                              +𝑏1𝑒
−𝜆1𝑡∫ 𝑒𝜆1𝑡
′
𝐺(𝑡′)𝑑
𝑡
0
𝑡′, 
𝑞2(𝑡) = 𝑞2(0)𝑒
−𝜆2𝑡 +
𝑎2𝐸0
𝜆2
(1 − 𝑒−𝜆2𝑡) + 𝑎2∑𝐸𝑗𝜃(𝑡 − 𝑡𝑗)𝑒
−𝜆2(𝑡−𝑡𝑗)
𝑛
𝑗=1
. 
Using these solutions, we can show behaviors of the attitude vector 𝒒(𝑡) = 𝑞1(𝑡)𝒆𝟏 +
𝑞2(𝑡)𝒆𝟐  calculated in the various conditions of the forces 𝐺  and 𝐸 . Some typical 
behaviors of changes of the creative attitude vector are shown in Figure 3-4. In all 
calculations, we assume that the attitude vector takes an initial value 𝒒(0) at the time 
of 𝑡 = 0. 
 
 
Figure 3-5. Changes of vector 𝒒(𝒕) in three different conditions. 
 
𝐸(𝑡) = 0, 𝐺(𝑡) = 𝐺0(= 𝑐𝑜𝑛𝑠𝑡. ) 
 
𝐸(𝑡) = 𝐸0(= 𝑐𝑜𝑛𝑠𝑡. ), 𝐺(𝑡) ≅ 0 
27 
 
 
𝐸(𝑡) = 𝐸0 +∑𝐸𝑗𝛿(𝑡 − 𝑡𝑗)
𝑛
𝑗=1
, 𝐺(𝑡) = 𝐺0(= 𝑐𝑜𝑛𝑠𝑡. ) 
a: 𝐸(𝑡) = 0, 𝐺(𝑡) = 𝐺0(= 𝑐𝑜𝑛𝑠𝑡. ): If no impressed experiences were given, a creative attitude  
vector will direct to 𝑞1. 
b: 𝐸(𝑡) = 𝐸0(= 𝑐𝑜𝑛𝑠𝑡. ), 𝐺(𝑡) ≅ 0 (Setting of parameters：𝑞1(0) >  
𝑎1𝐸0
𝜆1
 , 𝑞2(0) <  
𝑎2𝐸0
𝜆2
. )  
c: 𝐸(𝑡) = 𝐸0 + ∑ 𝐸𝑗𝛿(𝑡 − 𝑡𝑗)
𝑛
𝑗=1 , 𝐺(𝑡) = 𝐺0(= 𝑐𝑜𝑛𝑠𝑡. ) 
(Setting of parameters: 𝑛 = 2, 𝑞1(0) <  
𝑎1𝐸0+𝑏1𝐺0
𝜆1
 , 𝑞2(0) <  
𝑎2𝐸0
𝜆2
.  ) 
It corresponds to the case where both 𝐸 and 𝐺 are effective and the value of 𝑎2𝐸0 𝜆2⁄  is 
high. This is an ideal case for the growth of a creative attitude vector. 
: Impact vector of the impressed experience (𝑛 = 2) 
 
 
Figure 3-5a shows the case of 𝐺 ≠ 0, 𝐸 = 0. In this case, the creative attitude vector is 
tilting to the direction of “effort and durability” as no force exists to increase the creative 
attitude of “independence and originality”. Figure 3-5b shows the case of 𝐸 ≠ 0, 𝐺 ≠ 0 
and 𝐺 is very weak. In this case, it is difficult to increase “effort and durability” as the 
force of 𝐺 is too weak. Figure 3-5c shows the case that both the forces of 𝐸 and 𝐺 exist. 
The arrows of thin color indicate impressed experiences, which improve the creative 
attitude like a pulse, but the influences from the impressed experiences are decreasing 
gradually with increasing the time due to the resistance from the circumstances. If both 
of 𝐸 and 𝐺 are given in a balanced state, the growth of the creative attitude vector 
would be in a balanced state. We can see that “independence and originality” is increased 
by the impact force by the impressed experiences.  
One should note that it is impossible to be 𝑞1(𝑡) = 0, 𝑞2(𝑡) ≠ 0, as shown in Figure 3-6 
under all the conditions, since “independence and originality” inevitably accompanies 
with “effort and durability”, as described in the assumption 3. 
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Figure 3-6. Impossible case in asymptotic behavior. 
When 𝐸 = 0,𝐺(𝑡) ≠ 0 it will be 𝑞1(𝑡) ≠ 0, 𝑞2(𝑡) = 0 asymptotically. But it is impossible to be 
𝑞1(𝑡) = 0, 𝑞2(𝑡) ≠ 0 in any cases. (Refer to general solutions of equations of motion.)  The 
“independence and originality” inevitably accompanies with the “effort and durability”, as is 
described in the assumption 3. 
 
 
3-3-4. Comparison with actuality 
 
According to the correspondence with Newtonian mechanics, there should exists 𝒙(𝑡) 
which satisfy 𝒒(𝑡) ∝ 𝑑𝒙(𝑡) 𝑑𝑡⁄  or 𝒙(𝑡) ∝ ∫ 𝒒(𝑡′)𝑑𝑡′
𝑡
0
, where 𝒙(𝑡) corresponds to a position 
vector. (In our model, 𝒒(𝑡) corresponds to momentum, so if we simply consider, then it 
can be interpreted that 𝒒(𝑡) ∝ velocity = 𝑑𝒙(𝑡) 𝑑𝑡⁄  and 𝒙(𝑡) ∝ ∫ 𝒒(𝑡′)𝑑𝑡′
𝑡
0
.) If we trace a 
point of a position vector 𝒙(𝑡) along the time, a trajectory can be drawn, as shown in 
Figure 3-7. The 𝑥1-axis is integration of the momentum-like quantity of “effort and 
durability” and should correspond to the work done. Then, we define the name of 𝑥1-axis 
as “workload”. On the other hand, the 𝑥2 -axis is integration of the momentum-like 
quantity of “independence and originality” and it should reflect the degree of novelty. 
Then, we define the name of 𝑥2-axis as “novelty”. The accumulation (𝒙(𝑡)) should reflect 
the results of creativity. 
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Figure 3-7. Trajectories of the position vector 𝒙(𝒕). 
𝒙(𝑡) satisfies 𝒙(𝑡) ∝ ∫ 𝒒(𝑡′)𝑑𝑡′
𝑡
0
 or  𝒒(𝒕) ∝ 𝑑𝒙(𝑡) 𝑑𝑡⁄  , where 𝒒(𝑡) is the creative attitude 
vector shown by arrows. The 𝑥1-axis and the 𝑥2-axis corresponds to “workload” and “novelty” 
respectively. t1 and t2 are the time when impressive experience shakes the heart shockingly. 
Area A is “steadily effort region” where “independence and originality” is prohibited. Area B 
is the one where the arrival is impossible since “independence and originality” inevitably 
accompanies with “effort and durability” which induce some movement along the 𝑥1-axis. 
Creative works are generally done in area C, where both the attitudes are highly activated 
and well-balanced. 
 
 
The area A in Figure 3-7 is the one where the component of “effort and durability” 
distinctly exists, but the component of “independence and originality” is very small. We 
call the area A as “steadily effort region” since one reaches this area when “independence 
and originality” is prohibited. The area B in Figure 3-7, on the other hand, is the one 
where the arrival is difficult since “independence and originality” inevitably accompanies 
with “effort and durability”. The success region of the creative work is the area C in 
Figure 3-7 where well-balanced values are taken. Impressive experiences are needed to 
enter the success region. 
An example of the calculated result of trajectory moving to the area C is shown in 
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Figure 3-7. Impressed experiences are given at times 𝑡1 and 𝑡2. The effects of impressed 
experiences on the trajectory are shown by dashed curves. The changes are suddenly 
given by the force of impressed experience (these changes are discontinuous sudden ones 
by the delta function force), which remarkably increases “independence and originality” 
as mentioned in Figure 3-5c. So, the trajectory deviates upwards. Also, we show 
trajectories 2 and 3, as other examples, moving to the area C. In these trajectories, we 
omitted the detailed changes induced by the impressed experiences. In trajectory 2, the 
component of “independence and originality” is small at first, but it increases with time 
due to the impressed experiences. In trajectory 3, the component of “independence and 
originality” is large at first, but it decreases with time due to the lack of the impressed 
experiences. These examples show that the internal force 𝐸 of impressed experiences is 
necessary as well as external force 𝐺 to give creative achievement.  
Thus our model reproduces actuality well. 
 
 
 
3-4. Discussions 
 
Figures 3-8(a)-(d) show schematic views, deduced from the calculated results, focusing 
on the parameters of the magnitudes of chief factors of creative attitude, the achievement 
performed actually, and the size of two types of goals. The achievement performed 
actually is indicated by a filled circle. The two types of goals are given by a solid circle 
and by a broken circle. The solid circle relates to test or fixed works given as an extrinsic 
motivation. The broken circle, on the other hand, indicates intrinsic motivations of 
dreams and/or admirations, of which circle can be expanded by “independence and 
originality”. 
Figures 3-8(a) and 3-8(b) show two extreme cases where the magnitudes of 
“independence and originality” and “effort and durability” are respectively very small. 
In the former case, the broken circle does not grow since the magnitude of “independence 
and originality” is very small. In the latter case, it is difficult for the filled circle to reach 
the solid circle since the magnitude of “effort and durability” is very small. Figure 3-8(c) 
is a balanced case where both the magnitudes of creative attitude are almost the same. 
Figure 3-8(d) is an extreme of the balanced case, where both the magnitudes of 
“independence and originality” and “effort and durability” are very large, and then an 
innovation may occur. 
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Figure 3-8. Schematic views of the present simulation. 
a and b show extremes where the magnitudes of “independence and originality” and “effort 
and durability” are respectively very small. c is a balanced case where both the magnitudes 
are not small. d is a case where both the magnitudes are extremely large. In the case, the 
intrinsic motivation of dreams and/or admirations expand into unexpected area and the 
achievement becomes more than the extrinsic motivation, sometimes leading to innovation. 
 
Innovation 
a 
very weak 
b 
very weak 
 
 :Independence and originality 
 
 :Effort and durability 
 
:Tests or works 
(Extrinsic motivation) 
 
 :Dreams and/or admirations 
(Intrinsic motivation) 
 
 :Achievement performed actually 
  
 
c d 
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If the calculated results are applied for school education, the achievement in Figure  
3-8 should correspond to a knowledge amount obtained so far. Then, Figure 3-8(a) is 
considered to be a case where upcoming exams were given as an extrinsic motivation to 
improve scholastic ability which can be judged by paper tests. This is the so-called 
cramming, which is the practice of working intensively to absorb a large amount of 
knowledge. Figure 3-8(b), on the other hand, shows a case opposite to cramming where 
dreams and/or admiration can grow by the attitude of “independence and originality”. 
However, the knowledge amount shown by the filled circle is not enough due to the weak 
“effort and durability”. 
Figure 3-8(c) shows a balanced case for the development of creativity, where “effort 
and durability” leads to an accumulation of knowledge, and “independence and 
originality” brings up dreams and/or admiration, which work as “intrinsic motivation”. 
This argument well explains the transition of education policy in Japan. Japanese 
government gradually converted the education from cramming (Figure 3-8(a)) into 
pressure-free education in the 1980s (Figure 3-8(b)) in order to reduce school violence 
and to push forward creative education. However, it was modified in the 2010s to 
increase the amount of knowledge to be attained, as a decline in the academic abilities 
became a serious concern. The former and the latter transitions correspond to those from 
Figure 3-8(a) to Figure 3-8(b) and from Figure 3-8(b) to Figure 3-8(c) respectively. Then, 
the education in Japan should have modified to a balanced case. 
The above interpretations may be also applicable to the arguments of creative attitude 
of scientists. Some scientists who give new exciting findings, are probably categorized in 
Figure 3-8(d): where a dream spreading to unexpected areas should sometimes lead to 
an innovation shown in Figure 3-8(d). Nonetheless, scientists with weak attitude of 
“effort and durability” (Figure 3-8(b)) may propose new and fascinating idea. But this 
type of research is troublesome, as detailed investigations and analyses were not well 
done. Then, improvement of the peer review process is needed, as it acts as the ultimate 
gatekeeper of research publication (Park et al., 2014). 
It should be noted that the chief factors of “effort and durability” and “independence 
and originality” found in the present study seem to correspond well to convergent 
thinking and divergent thinking respectively. To reach a fixed goal, convergent thinking 
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accompanying “effort and durability” is necessary. To reach a creative goal, on the other 
hand, divergent thinking with “independence and originality” is necessary. 
Schematically, the vertical axis of Figure 3-7 and broken circles of Figure 3-8 should 
correspond to divergent thinking, as it can bring up the novelty, dream or admiration 
with the attitude of “independence and originality”. The horizontal axis of Figure 3-7, on 
the other hand, and the arrows against the solid circles in Figure 3-8 are associated with 
the convergent thinking, as it gives fixed results with “effort and durability”. The 
discussion given in the psychometric research well corresponds to the results in the 
present study, as the potential of divergent thinking corresponds to the possibility of the 
appearance of creative results, and is expressed by stochastic formula. Divergent 
thinking often leads to originality, which is the central feature of creativity. Thus, it is 
surprising that the present results leaded to the same conclusions on the existence of 
two similar factors on the creativity and the importance of the divergent thinking on the 
creativity (Runco,1991, 2014; Basadur et al., 2000) in spite of the independent approach 
of the present study. 
It is noteworthy that one of the chief factors “effort and durability” in our model relates 
to “GRIT” that is defined as “perseverance and passion for long-term goals” and is 
clarified to be the important factor for the success in life (Duckworth, 2016; Duckworth 
& Gross, 2014). 
 
 
 
3-5. Summary of this chapter 
 
In this chapter, we proposed a mathematical model on the development of creativity. 
The present model relates not only to chaos theory but also to quantum theory, reflecting 
the complicated phenomena of creativity. To construct a specific model, we reviewed the 
investigation of the creative attitudes and the related factors based on the statistical 
surveys for lower secondary school students. Two chief factors of the creative attitudes 
are abstracted; that are “efforts and durability” and “independence and originality”. Both 
of the two chief factors are shown to be influenced by impressed experiences which 
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correspond to internal force 𝐸(𝑡). The internal force 𝐸(𝑡) contains discontinuous effects 
which relates to sudden appearance of idea, expressed by the Dirac delta function. 
Impressed experiences or emotional experiences causing the discontinuity should be a 
key factor on the development of creativity as described by Dunsmoor (Dunsmoor et al., 
2015).  
The present linear approximate model must be the first step to build the predictive 
model of creativity. In other words, it is the first one of mathematical model in the 
complicated phenomena of creativity. It is interesting to remember that the Bohr model 
is approximate model of hydrogen in the quantum mechanics. 
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Chapter 4.  An application of the concepts of statistical mechanics to educational 
psychology: An expression of classroom conditions 
 
 
4-1. Introduction to this chapter 
 
It is well-known that students’ mental states strongly relate with the classroom 
conditions. Also, the classroom conditions are made by students’ mental states. Thus, the 
state of classroom condition is interesting issue as it fluctuates variously depending on 
the students’ mental states. In order to acquire useful information to control the 
classroom conditions, theoretical studies with quantitative and numerical expressions 
have been pursued so far (Airasian, 2001). Traditionally, multivariate analysis has been 
used as a quantitative analytical method in this field, but mathematical model-like 
analysis has been remained to be incomplete. 
In educational psychology, it is not a simple issue to clarify how students’ groups in 
classroom are spontaneously organized, as the group formation should strongly affect 
the classroom conditions. One of the most important factors of group formation is the 
interactions among students. So, “self-organization” of group formation in classroom 
should be the principal process which affects the classroom conditions. Phenomena of 
self-organizations have been mathematically treated in “Synergetics” (Haken, 1978) for 
interdisciplinary realm. There exist common features of growth of ordered states in the 
nature and human society, which have been comprehensively studied by synergetics 
(Weidlich, 1991). 
Although the phenomena which happen in human society are very complicated, 
mathematical models have been applied to express the human phenomena under 
restricted conditions (Weidlich & Haag, 1983). For example, counter opinions or 
attitudes of individuals can be expressed by signs of agreement or not, and they must 
select one of these (Carbone & Giannoccaro, 2015). In this case, each opinion is 
represented relatively simple. Without individual details, there are some similar 
properties between many-body system in physics and human group consisted by many 
persons (Figure 4-1). In this case, we can get information on human phenomena, and 
acquire the features of groups by using statistical mechanics (Galam, 2012).  
36 
 
 
Figure 4-1. Image of similarities between physical system and human group. 
 
 
Mathematical models whose components have two states are used for various fields as 
well as physics, for example, neuroscience (Hopfield, 1982), sociology (Weidlich, 1972) 
and economics (Sornette, 2014). The sociological model of these types was originally 
established by Weidlich in 1971. In the framework of synergetics, the Weidlich model 
had been constructed by an analogy between human decision-making mechanism and 
the ferromagnetic spin model in statistical physics (Figure 4-2). Nowadays, the Weidlich 
model has many applications (Weidlich & Haag, 1983; Weidlich, 1991). 
 
 
Figure 4-2. Weidlich model in “Synegetics”. 
In the framework of synergetics for interdisciplinary realm, the Weidlich model can describe 
the human decision-making process by an analogy with the ferromagnetic spin model. 
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On the other hand, the order or disorder in the many-body system can be expressed by 
the entropy, a concept is proposed by Boltzmann in the statistical physics in the 
nineteenth century (Boltzmann, 1877). In the mid-twentieth century, Shannon extended 
entropy concept for the information theory (Shannon, 1948). Nowadays, entropy in the 
information theory has been powerful tool for applying in many stochastic systems 
(Cover & Thomas, 2006). 
In this chapter, we apply the principle of synergetics to human groups in classrooms, 
and calculate the entropy in order to discuss the classroom conditions (Koyama & Niwase, 
2019b, c). We argue various states of the classroom condition by numerical calculations, 
which are invisible ones in the raw data. Thereby, we can obtain a measure of interaction 
among students, a measure of moral and entropy in the classroom by calculating with 
the present method. In order to confirm the present method, we try to get information 
on the fluctuation of students’ mind by taking pictures of desk arrangement in each 
classroom. Also, we got information by questionnaire to students. Analyzing the data, we 
will show that the present method can be a useful tool for educational psychology. 
 
 
 
4-2. Entropy in a sociological model of opinion decision-making process 
 
A sociological model of opinion decision-making process had been developed by 
Weidlich (1971). By combining Shannon’s information theory (1948), we try to obtain 
entropy in the sociological model of opinion decision-making process. As a preparation 
for the later discussion, we recapitulate briefly the essential aspects of entropy in the 
information theory and the Weidlich model. 
 
 
4-2-1. Entropy in the information theory 
 
The concept of entropy was originally established in the thermal physics. The word 
“entropy” was first introduced by Clausius in 1864, then the second law of 
thermodynamics was clearly expressed by this concept of entropy. Afterwards, 
Boltzmann explained the meaning of entropy in the statistical physics, that is, the order 
or disorder in the many-body system can be expressed by the entropy (Boltzmann, 1877). 
Boltzmann emphasized the probabilistic meaning of entropy, and proposed the 
expression 𝑆 = 𝑘𝐵 log 𝑊 which means disorder of constituents in the many-body system. 
Where 𝑊 is the total number of possible arrangement of particles, 𝑘𝐵 is the Boltzmann 
constant. The increase of entropy 𝑆 corresponds to the increase of disturbance of the 
condition of system. On the contrary, the decrease of entropy 𝑆 means that the system 
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goes to well-ordered conditions. 
In this chapter, we treat the random phenomena whose results are uncertain before 
measurements. So, we need the concept which describes uncertainty of random systems. 
“Entropy” is the significant concept not only in the statistical physics but also in the 
information theory. Namely, a concept of measure of the uncertainty of random variable 
is described by “Entropy” in the information theory (Cover & Thomas, 2006).  
Here we show the mathematical definition of entropy in the information theory, and 
explain the relation between the statistical physics and the information theory in terms 
of entropy. Let 𝑎1, ⋯ , 𝑎𝑚  be possible cases of trials, and 𝑝1, ⋯ , 𝑝𝑚  be corresponding 
probabilities. (𝑝1, ⋯ , 𝑝𝑚) is called discrete distribution of probability. Let 𝑋 be random 
variable of this phenomena. 𝑋 is the random variable which can be valued 𝑎𝑖  with 
probability 𝑝𝑖. The probability of event 𝐴 is denoted by 𝑃(𝐴). These are expressed as 
follows:  
𝑃(𝑋 = 𝑎𝑖) = 𝑝𝑖 ≥ 0     (𝑖 = 1, ⋯ , 𝑚) 
∑ 𝑝𝑖 = 1 .
𝑚
𝑖=1
 
Entropy in the information theory is defined by Shannon as follows: 
𝐻(𝑋) = 𝐻(𝑝1, ⋯ , 𝑝𝑚) = − ∑ 𝑝𝑖 log 𝑝𝑖
𝑚
𝑖=1
 
𝐻(𝑝1, ⋯ , 𝑝𝑚) and 𝐻(𝑋) are called “entropy of probability distribution” and “entropy of 
random variable 𝑋 ” respectively. We can see that the concept of entropy in the 
information theory includes the one in the statistical physics. If 𝑝𝑖 = 1/𝑊, Boltzmann’s 
entropy is the same as Shannon’s entropy except for a multiple constant, as shown in the 
following: 
𝑆 = 𝑘𝐵 log 𝑊 = 𝑘𝐵𝐻 (
1
𝑊
, ⋯ ,
1
𝑊
) . 
 Although Shannon considered “entropy” in the information theory, he called 𝐻(𝑋) as 
“entropy” because it has common properties with entropy in physics. The origin of symbol 
𝐻 is Boltzmann’s 𝐻 function. 
In the case of continuous random variables, we need to extend the concept of entropy. 
Shannon introduced the new concept “differential entropy” (Shannon, 1948), which is 
extended concept from the entropy in the discrete case. Let 𝑋1, ⋯ , 𝑋𝑑 and 𝐴(⊂ 𝑹
𝑑) be 
real-valued random variables and 𝑑-dimensional Borel set (𝑹：set of real number), 
respectively. When the probability of 𝑋 = (𝑋1, ⋯ , 𝑋𝑑) ∈ 𝐴 is expressed 
𝑃(𝑋 ∈ 𝐴) = ∫ ⋯ ∫ 𝑝(𝑥1, ⋯ , 𝑥𝑑)
𝐴
𝑑𝑥1 ⋯ 𝑑𝑥𝑑 , 
we say “𝑋 = (𝑋1, ⋯ , 𝑋𝑑) follows 𝑑-dimensional probability distribution”, where 𝑝(𝑥) =
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𝑝(𝑥1, ⋯ , 𝑥𝑑) (𝑥 = (𝑥1, ⋯ , 𝑥𝑑) ∈ 𝑹
𝑑) is probability distribution of 𝑋. When 𝑝(𝑥) log 𝑝(𝑥) is 
integrable on 𝑹𝑑 , i.e.  ∫ |𝑝(𝑥) log 𝑝(𝑥)|𝑹𝑑 𝑑𝑥 < ∞ , the “entropy” shown in the following 
equation is called “the differential entropy” of 𝑋 or 𝑝(𝑥).  
𝐻𝑑(𝑋) = 𝐻𝑑(𝑝) = − ∫ 𝑝(𝑥) log 𝑝(𝑥) 𝑑𝑥
𝑹𝑑
. 
The differential entropy depends only on the probability density of random variable. 
However, there are some differences between the continuous and the discrete cases. The 
most important difference point is that the differential entropy 𝐻𝑑(𝑋) can take negative 
values, whereas the entropy 𝐻(𝑋)  in the discrete case always satisfies 𝐻(𝑋) ≥ 0 . 
Although the differential entropy can have not only positive value but also negative value, 
it is known that the difference 𝐻𝑑(𝑋)−𝐻𝑑(𝑌) is meaningful quantity in the system 
(Cover & Thomas, 2006). That is, the difference 𝐻𝑑(𝑋)−𝐻𝑑(𝑌)  means increase or 
decrease of disturbance of the condition of system. The differential entropy is a central 
concept in our research, because we treat continuous probability distributions in the 
Weidlich model which is explained below. 
 
 
4-2-2. The Weidlich model for stochastic process of changes of opinions 
 
In order to describe opinion in human behavior mathematically, there are many 
approaches in mathematical modeling in sociology. Focusing the stochastic process of 
changes of opinions, we can find an analogy between human decision-making mechanism 
and the ferromagnetic spin model in statistical physics (Figure 4-3). Especially, 
restricting the case of change between two opinions, the model can be constructed by an 
analogy with the simplest spin model in the statistical physics. As a matter of fact, 
Weidlich combined the spin model with human opinion making processes (Weidlich, 
1971). 
 
 
Figure 4-3. Image of ferromagnetic spin model in statistical physics. 
This model is Constructed by two kinds of magnetic-dipole called spin up ↑ and down ↓ 
(opposite direction). 
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According to the analogy mentioned above, the components of the Weidlich model are 
represented by spin variable. Namely, two opposite human opinions are expressed by 
spin up ↑ or down ↓. Total number of components (population) is denoted by 𝑛: 
𝑛 = 𝑛↑ + 𝑛↓ , 
where 𝑛↑ and 𝑛↓ are total number of spin ↑ and ↓ respectively. Although the values of 
𝑛↑ and 𝑛↓ can change, 𝑛 does not change, so 𝑛 is a conserved quantity.  
  Since we treat stochastic processes, we introduce the probability 𝑓[𝑛↑, 𝑛↓; 𝑡] of finding, 
at time 𝑡, 𝑛↑ individuals with attitude ↑, and 𝑛↓ with attitude ↓. The temporal change 
and stationary form of function 𝑓[𝑛↑, 𝑛↓; 𝑡] depend on the transition probabilities per 
unit time for individual of changing from attitude ↑ to ↓, or vice versa, which is denoted 
by 𝑝↓⇒↑[𝑛↑, 𝑛↓], 𝑝↑⇒↓[𝑛↑, 𝑛↓]. The temporal change of probability distribution 𝑓[𝑛↑, 𝑛↓; 𝑡] is 
determined by the individuals changing to opposite attitudes according to the transition 
probabilities 𝑝↓⇒↑[𝑛↑, 𝑛↓] , 𝑝↑⇒↓[𝑛↑, 𝑛↓] . A consideration of increase or decrease of 
probability immediately leads to the following stochastic equation: 
𝜕𝑓[𝑛↑, 𝑛↓; 𝑡]
𝜕𝑡
= −{𝑛↑𝑝↑⇒↓[𝑛↑, 𝑛↓] + 𝑛↓𝑝↓⇒↑[𝑛↑, 𝑛↓]}𝑓[𝑛↑, 𝑛↓; 𝑡] 
                            +(𝑛↑ + 1)𝑝↑⇒↓[𝑛↑ + 1, 𝑛↓ − 1]𝑓[𝑛↑ + 1, 𝑛↓ − 1; 𝑡] 
                            +(𝑛↓ + 1)𝑝↓⇒↑[𝑛↑ − 1, 𝑛↓ + 1]𝑓[𝑛↑ − 1, 𝑛↓ + 1; 𝑡] . 
This equation is called “master equation”. 
In order to reduce the number of variables in the model, new variable 𝑥 is defined as 
follows: 
 𝑥 =
𝑛↑ − 𝑛↓
2𝑛
  (−
1
2
≤ 𝑥 ≤ +
1
2
). 
We can write 𝑓(𝑥; 𝑡)  for 𝑓[𝑛↑, 𝑛↓; 𝑡] , and  𝑝↑⇒↓(𝑥)  and 𝑝↓⇒↑(𝑥)  for 𝑝↑⇒↓[𝑛↑, 𝑛↓]  and 
𝑝↓⇒↑[𝑛↑, 𝑛↓], respectively. Since 𝑛↑ + 𝑛↓ = 𝑛, we have 
𝑤↑⇒↓(𝑥) ≡ 𝑛↑𝑝↑⇒↓[𝑛↑, 𝑛↓] = 𝑛 (
1
2
+ 𝑥) 𝑝↑⇒↓(𝑥), 
𝑤↓⇒↑(𝑥) ≡ 𝑛↓𝑝↓⇒↑[𝑛↑, 𝑛↓] = 𝑛 (
1
2
− 𝑥) 𝑝↓⇒↑(𝑥). 
Accordingly, we can write the master equation as follows: 
𝜕𝑓(𝑥; 𝑡)
𝜕𝑡
= −{𝑤↑⇒↓(𝑥) + 𝑤↓⇒↑(𝑥)}𝑓(𝑥; 𝑡) 
                     +𝑤↑⇒↓(𝑥 + ∆𝑥)𝑓(𝑥 + ∆𝑥; 𝑡) + 𝑤↓⇒↑(𝑥 − ∆𝑥)𝑓(𝑥 − ∆𝑥; 𝑡), 
where ∆𝑥 =
1
𝑛
. 
In this model, explicit forms of transition probabilities per unit time for an individual 
are set up to following equations by an analogy with statistical mechanics: 
 𝑝↑⇒↓(𝑥) = 𝜈 exp{−(𝑘𝑥 + ℎ)}, 
𝑝↓⇒↑(𝑥) = 𝜈 exp{+(𝑘𝑥 + ℎ)}, 
where 𝑝↑⇒↓ (𝑝↓⇒↑) means the transition probability from ↑ (↓) to ↓ (↑) per unit time for 
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an individual; parameter 𝑘 is a measure of the strength of adaptation to neighbors; ℎ 
is a preference parameter; 𝜈 is a measure for the frequency of the flipping process. 
Validity of these transition probabilities is recognized in various fields (Weidlich & Haag, 
1983; Weidlich, 1991). 
  In these transition probabilities, each spin is influenced by all other spins as shown in 
Figure 4-4. This image corresponds to the infinite-range Ising model in the statistical 
physics. 
 
 
Figure 4-4. Image: influence of spins. 
 
In the case of 𝑛 ≫ 1, 𝑥 can be regarded as a continuous variable, and the master 
equation of 𝑓(𝑥; 𝑡) is transformed to a partial differential equation by expanding the 
right-hand side up to the second order in ∆𝑥. So, we obtain: 
 
𝑓(𝑥; 𝑡)
𝜕𝑡
= −
𝜕
𝜕𝑥
{𝐾1(𝑥)𝑓(𝑥; 𝑡)} +
1
2
𝜕2
𝜕𝑥2
{𝐾2(𝑥)𝑓(𝑥; 𝑡)}, 
which is called “Fokker-Planck equation”. The specific coefficients 𝐾1(𝑥), 𝐾2(𝑥) of this 
model are given by 
𝐾1(𝑥) ≡ ∆𝑥{𝑤↓⇒↑(𝑥) − 𝑤↑⇒↓(𝑥)} 
                                 = (
1
2
− 𝑥) 𝑝↓⇒↑(𝑥) − (
1
2
+ 𝑥) 𝑝↑⇒↓(𝑥) 
                                        = 𝜈{sinh(𝑘𝑥 + ℎ) − 2𝑥 cosh(𝑘𝑥 + ℎ)}, 
𝐾2(𝑥) ≡ (∆𝑥)
2{𝑤↑⇒↓(𝑥) + 𝑤↓⇒↑(𝑥)} 
                                       = (
1
𝑛
) {(
1
2
− 𝑥) 𝑝↓⇒↑(𝑥) − (
1
2
+ 𝑥) 𝑝↑⇒↓(𝑥)} 
                                     = (
𝜈
𝑛
) {cosh(𝑘𝑥 + ℎ) − 2𝑥 sinh(𝑘𝑥 + ℎ)}.  
  The probability current 𝑗(𝑥; 𝑡) is defined as follows: 
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𝑗(𝑥; 𝑡) = 𝐾1(𝑥)𝑓(𝑥; 𝑡) −
1
2
𝜕
𝜕𝑥
{𝐾2(𝑥)𝑓(𝑥; 𝑡)}. 
Combining the Fokker-Planck equation and the definition 𝑗(𝑥; 𝑡), we obtain the following 
equation: 
𝜕𝑓(𝑥; 𝑡)
𝜕𝑡
+
𝜕𝑗(𝑥; 𝑡)
𝜕𝑡
= 0, 
This is the continuity equation for the probability density function 𝑓(𝑥; 𝑡). There is no 
probability current across the boundaries at 𝑥 = ±
1
2
, so the boundary condition is 
expressed by: 
𝑗 (𝑥 = ±
1
2
; 𝑡) = 0. 
We can prove that the probability distribution will be independent on time. So, some 
time later, the probability distribution becomes stationary one. The stationary 
probability distribution denoted by 𝑓𝑠𝑡(𝑥) means a time-independent solution of Fokker-
Planck equation, so that 𝜕𝑓𝑠𝑡(𝑥) 𝜕𝑡⁄ = 0. 
According to the continuity equation for the probability density function 𝑓(𝑥; 𝑡), we 
obtain that 𝑗𝑠𝑡(𝑥) = const. And together with the boundary condition 𝑗(𝑥 = ± 1 2⁄ ; 𝑡) = 0, 
we obtain 
𝑗𝑠𝑡(𝑥) = 0  . 
By 𝜕𝑓𝑠𝑡(𝑥) 𝜕𝑡⁄ = 0, the Fokker-Planck equation is expressed:  
0 = 𝐾1(𝑥)𝑓𝑠𝑡(𝑥) −
1
2
𝜕
𝜕𝑥
{𝐾2(𝑥)𝑓𝑠𝑡(𝑥)}. 
The solution of this equation is: 
𝑓𝑠𝑡(𝑥) = 𝑐𝐾2
−1(𝑥)exp {2 ∫
𝐾1(𝑦)
𝐾2(𝑦)
𝑑𝑦
𝑥
−
1
2
} 
where 𝑐  is normalization constant. Since 𝑓𝑠𝑡(𝑥)𝑑𝑥  is the probability of finding the 
system in configuration lying between 𝑥 and 𝑥 + 𝑑𝑥, 𝑓𝑠𝑡(𝑥) has to be normalized by 
∫ 𝑓𝑠𝑡(𝑥)
+
1
2
−
1
2
𝑑𝑥 = 1. 
This normalization condition determines the value of the constant 𝑐 as follows: 
𝑐 = 1 [∫ 𝐾2
−1(𝑥)exp {2 ∫
𝐾1(𝑦)
𝐾2(𝑦)
𝑑𝑦
𝑥
−
1
2
}
+
1
2
−
1
2
𝑑𝑥]⁄ . 
The general time-independent solution of the Fokker-Planck equation can be written in 
the form: 
𝑓(𝑥; 𝑡) = 𝑓𝑠𝑡(𝑥) + ∑ 𝑐𝑖
∞
𝑖=1
exp{−𝜆𝑖(𝑡 − 𝑡o)}𝜙𝑖(𝑥), 
where 𝜙𝑖(𝑥) satisfy the eigenvalue equation: 
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−
1
2
𝜕2
𝜕𝑥2
{𝐾2(𝑥)𝜙𝑖(𝑥)} +
𝜕
𝜕𝑥
{𝐾1(𝑥)𝜙𝑖(𝑥)} = 𝜆𝑖𝜙𝑖(𝑥), 
and the boundary condition 𝑗(𝑥 = ± 1 2⁄ ; 𝑡) = 0 . The eigenvalues 𝜆𝑖  form a positive 
denumerable sequence, and the eigenfunctions 𝜙𝑖(𝑥)  are an orthonormal system, 
satisfying: 
∫ 𝜙𝑖(𝑥)𝜙𝑗(𝑥)𝑓𝑠𝑡
−1(𝑥)
+
1
2
−
1
2
𝑑𝑥 = 𝛿𝑖𝑗 , 
where 𝛿𝑖𝑗  is Kronecker delta [𝛿𝑖𝑖 = 1, 𝛿𝑖𝑗 = 0 (𝑖 ≠ 𝑗)] . After the determination of the 
constant 𝑐𝑖  by the given initial distribution 𝑓(𝑥; 𝑡0) , the above solution 𝑓(𝑥; 𝑡) 
describes the further time development of the probability distribution, ending up in the 
stationary solution 𝑓𝑠𝑡(𝑥) for 𝑡 → ∞. 
In the factor inside the exponential of 𝑓𝑠𝑡(𝑥) = 𝑐𝐾2
−1(𝑥)exp {2 ∫ [𝐾1(𝑦) 𝐾2(𝑦)⁄ ]𝑑𝑦
𝑥
−
1
2
}, 𝜈 is 
not included in the result of 𝐾1(𝑦) 𝐾2(𝑦)⁄ , hence important parameters for stationary 
states are 𝑘 and ℎ. Thus, the feature of stationary distribution 𝑓𝑠𝑡(𝑥) is determined by 
two parameters 𝑘 and ℎ, so we denote 𝑓𝑠𝑡(𝑥; 𝑘, ℎ) hereafter. 
In order to determine the model parameters (𝑘, ℎ) from the observation data, we can 
utilize two equations in probability theory as follows: 
𝜇𝑥 = ∫ 𝑥𝑓𝑠𝑡(𝑥; 𝑘, ℎ)𝑑𝑥
+
1
2
−
1
2
, 
𝜎𝑥
  2 = ∫ 𝑥2𝑓𝑠𝑡(𝑥; 𝑘, ℎ)𝑑𝑥
+
1
2
−
1
2
− [∫ 𝑥𝑓𝑠𝑡(𝑥; 𝑘, ℎ)𝑑𝑥
+
1
2
−
1
2
]
2
, 
where 𝜇𝑥  and 𝜎𝑥
  2  are the mean value of 𝑥  and variance in the measurements 
respectively. By comparing the results of numerical calculations with the observed values 
𝜇𝑥 and 𝜎𝑥
  2, 𝑘 and ℎ can be determined. That is, we can determine the values of 𝑘 and 
ℎ  by the parameter fitting method from observed values 𝜇𝑥  and 𝜎𝑥
  2 . Here we 
emphasize that the parameters 𝑘 and ℎ can be obtained by the statistical numerical 
calculations on the target human group, hence these parameters should reflect the state 
of group. 
 
 
4-2-3. Differential entropy of stationary distribution on the Weidlich model 
 
Combining the differential entropy formula (section 4-2-1) and the stationary 
probability distribution 𝑓𝑠𝑡(𝑥; 𝑘, ℎ)  in the Weidlich model (section 4-2-2), we can 
calculate the differential entropy 𝐻𝑑(𝑘, ℎ)  on the stationary distribution 𝑓𝑠𝑡(𝑥; 𝑘, ℎ) 
determined by two parameters of 𝑘 and ℎ in the Weidlich model as follows:  
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𝐻𝑑(𝑘, ℎ) = − ∫ 𝑓𝑠𝑡(𝑥; 𝑘, ℎ){log 𝑓𝑠𝑡(𝑥; 𝑘, ℎ)}𝑑𝑥
+
1
2
−
1
2
 
= − ∫
𝑐′𝑛
cosh(𝑘𝑥 + ℎ) − 2𝑥 sinh(𝑘𝑥 + ℎ)
 exp {2 ∫ 𝑛 ∙
sinh(𝑘𝑦 + ℎ) − 2𝑦 cosh(𝑘𝑦 + ℎ)
cosh(𝑘𝑦 + ℎ) − 2𝑦 sinh(𝑘𝑦 + ℎ)
𝑑𝑦
𝑥
−
1
2
}
+
1
2
−
1
2
   
     ∙ log [
𝑐′𝑛
cosh(𝑘𝑥 + ℎ) − 2𝑥 sinh(𝑘𝑥 + ℎ)
 exp {2 ∫ 𝑛 ∙
sinh(𝑘𝑧 + ℎ) − 2𝑧 cosh(𝑘𝑧 + ℎ)
cosh(𝑘𝑧 + ℎ) − 2𝑧 sinh(𝑘𝑧 + ℎ)
𝑑𝑧
𝑥
−
1
2
}] 𝑑𝑥 , 
𝑐′ ≡
𝑐
𝜈
= 1 [∫
𝑛
cosh(𝑘𝑥 + ℎ) − 2𝑥 sinh(𝑘𝑥 + ℎ)
 exp {2 ∫ 𝑛 ∙
sinh(𝑘𝑦 + ℎ) − 2𝑦 cosh(𝑘𝑦 + ℎ)
cosh(𝑘𝑦 + ℎ) − 2𝑦 sinh(𝑘𝑦 + ℎ)
𝑑𝑦
𝑥
−
1
2
} 𝑑𝑥
+
1
2
−
1
2
]⁄ . 
 
The calculation strategy of differential entropy from the observed values is 
schematically summarized in Figure 4-5. The concrete numerical calculations are shown 
in Appendix C. 
 
 
 
Figure 4-5. Strategy for calculation of differential entropy from observed values. 
Values of parameters 𝑘 and ℎ can be determined by comparing the results of numerical 
calculations with the observed values 𝜇𝑥  and 𝜎𝑥
  2 . Then the stationary distribution 
𝑓𝑠𝑡(𝑥; 𝑘, ℎ) can be obtained corresponding to the values of 𝑘 and ℎ. Finally, the differential 
entropy 𝐻𝑑(𝑘, ℎ) can be calculated by the formula as shown above. 
 
 
Hereafter, we show typical examples of differential entropy calculation, and explain 
the features of entropy in the Weidlich model. 
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  Figures 4-6(i), 4-6(ii) and 4-6(iii) show the stationary distribution 𝑓𝑠𝑡(𝑥), where the 
preference parameter of ℎ are all fixed to zero (ℎ = 0) but the measure of the strength 
of adaptation to neighbors (𝑘) increases gradually. The values of the parameters of 𝑘, ℎ, 
𝜇𝑥, 𝜎𝑥
  2, and 𝐻𝑑(𝑘, ℎ) are shown at the bottom of Figure 4-6. All the mean values 𝜇𝑥 are 
zero as ℎ = 0. The value of differential entropy 𝐻𝑑(𝑘, ℎ) varies not only downwards but 
also upwards. So, 𝐻𝑑(𝑘, ℎ) does not always increase with increasing the value of 𝑘. That 
is, the increase (decrease) of 𝑘 does not correspond to the increase (decrease) of 𝐻𝑑(𝑘, ℎ). 
Thus, the behavior of entropy on the Weidlich model is seen to be not simple. Therefore, 
calculating of the differential entropy, we can expect to find different viewpoints of the 
system, compared to results of 𝑘, ℎ only. 
 
 
 (i) (ii) (iii) 
P
ro
b
a
b
ili
ty
 
D
is
tr
ib
u
ti
o
n
 
   
𝑘 0 1.95 3.3 
ℎ 0 0 0 
𝜇𝑥 0 0 0 
𝜎𝑥
  2 0.00625 0.0408 0.1946 
𝐻𝑑(𝑘, ℎ) -1.119 -0.226 -1.162 
Figure 4-6. Probability distributions 𝒇𝒔𝒕(𝒙) with symmetric features against 𝒚 axis. 
Related parameters and differential entropy are also shown. Corresponding to ℎ = 0, all 
the mean values 𝜇𝑥 are zero. The differential entropy 𝐻𝑑(𝑘, ℎ) does not always increase 
with increasing the value of 𝑘. 
 
 
 
Figures 4-7(i) and 4-7(ii) show the stationary distribution 𝑓𝑠𝑡(𝑥), whose parameters ℎ 
have same absolute value but opposite sign each other. The values of the parameters of 
𝑘, ℎ, 𝜇𝑥, 𝜎𝑥
  2, and 𝐻𝑑(𝑘, ℎ) are shown at the bottom of Figure 4-7. The shapes of these 
graphs have the property of mirror symmetry against y-axis, so that they have the same 
variance and entropy. 
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 (i) (ii) 
P
ro
b
a
b
ili
ty
 D
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tr
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u
ti
o
n
 
  
𝑘 0.1 0.1 
ℎ 0.3 -0.3 
𝜇𝑥 0.152 -0.152 
𝜎𝑥
  2 0.00593 0.00593 
𝐻𝑑(𝑘, ℎ) -1.146 -1.146 
Figure 4-7. Probability distributions with opposite sign of 𝒉. 
Related parameters and differential entropy are also shown. Parameters  ℎ have 
opposite sign each other. Two graphs have the property of mirror symmetry against y-
axis, so that they have the same variance and entropy. 
 
 
Figures 4-8(i) and 4-8(ii) show the results whose mean values 𝜇𝑥 takes the same value. 
The values of the parameters of 𝑘, ℎ, 𝜇𝑥, 𝜎𝑥
  2, and 𝐻𝑑(𝑘, ℎ) are shown at the bottom of 
Figure 4-8. Comparing the varying of variance 𝜎𝑥
  2 and the differential entropy 𝐻𝑑(𝑘, ℎ), 
we can find the variance increases but the differential entropy decreases. That is, the 
increase of the variance of probability distribution does not always correspond to the 
increase of entropy. So, the differential entropy and the variance of probability 
distribution show different behavior, and they should have different meaning. In other 
words, calculating of the differential entropy, we can expect to find different viewpoints 
of the system, which can be find from variance of probability distribution. 
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 (i) (ii) 
P
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b
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ty
 D
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n
 
  
𝑘 2 2.7 
ℎ 0.031 0.01 
𝜇𝑥 0.106 0.106 
𝜎𝑥
  2 0.0393 0.1270 
𝐻𝑑(𝑘, ℎ) -0.277 -0.456 
Figure 4-8. Probability distributions with different behavior but with the same mean  
value. 
Related parameters are also shown. The variance increases but the differential entropy 
decreases in spite of the same mean value of 𝑓𝑠𝑡(𝑥). This shows that the increase of the 
variance of probability distribution does not always correspond to the increase of entropy.  
 
 
4-3. Entropy analysis of classroom conditions expressed by two-valued variables 
 
Here we try to apply the method shown in Figure 4-5 to classroom conditions. Firstly, 
we tried to get information with different methods of photographing and questionnaire, 
relating to the school life in Japan. Secondary, we set the obtained data into two state 
variables. Thirdly, by using the data, we calculate the values of (𝑘, ℎ)  and the 
differential entropy 𝐻𝑑(𝑘, ℎ), where the parameter 𝑘 is a measure of the strength of 
adaptation to neighbors and ℎ  is a preference parameter, defined in Section 4-2-2. 
Finally, we discuss between the real situations of classroom conditions and the calculated 
results. Detailed results are shown in the following sub-sections. 
 
4-3-1. Data obtained from classroom 
 
In the application of the present method, the most difficult point is the selection of 
data which can show some fluctuations on the students’ minds. In this study, we will 
adapt the data of “photographing on desk arrangements” and “questionnaires”, as 
described below. The kinds of data were intuitively chosen by the teachers. 
For the classroom management, we usually pay attention to the students’ behaviors 
to detect the fluctuations of the students’ minds. Most of schools adopt school lunch 
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programs, so all students have the same lunch menu in their classroom. Students clean 
classroom and other places in their school by themselves. At the start and the end of the 
day, they have meeting in their classroom, which is called “Home-Room time”. 
The investigations were done for three classes in the lower secondary school in Japan. 
The members of classes were usually comprised to be the almost same about scholastic 
ability and physical strength. These classes were not specially comprised for this 
investigation. The number of students in each classroom is n = 39 or 40. The age of 
students are 12 or 13. The ratio of boy to girl students is approximately 1 to 1 in each 
classroom. The periods of investigation are successive five days in June, September and 
December, 2018. It must be noted that the sample size utilized in simulations on the 
Weidlich model should not be too large. If the sample size is too large, it becomes difficult 
to see the fluctuations of the data against the parameter. In fact, the sample sizes 
utilized so far in many simulations on the Weidlich model were between 40 and 50 
(Weidlich & Haag, 1983; Weidlich, 1991). Then, the sample size in our research is suitable 
for the investigation of fluctuations. 
Details of photographing and questionnaires to get information on the fluctuation of 
students’ mind in each classroom are as follows: 
(1) Photographing on desk arrangements 
In this school, students have lunch in the formation of small groups with 7 or 8 
members, making islands with their desks (Figure 4-9(i)). After lunch, they put back to 
the ordinary desk arrangement (Figure 4-9(ii)) for the next lesson. Basically, they must 
fix the direction of the desk (rearrangement). In order to check the turbulence of desk 
arrangement, we took the photos after a few minutes later the lunch when the 
rearrangement of the desks for the next lesson was finished. The pictures of classroom 
were taken from 4 directions. Accordingly, we analyzed a total of 180 pictures (3-classes 
times 3-seasons times 5-days times 4-directions = 180 pictures). 
 
(i)                 (ii)  
 
Figure 4-9. Pictures for (i) lunch time and (ii) a few minutes later after the 
rearrangement of desks. 
(i) In many lower secondary school in Japan, usually, students have lunch in the formation 
of small groups with 7 or 8 members, making islands with their desks. 
(ii) After lunch, students put back to the ordinary desk arrangement for the next lesson. 
Basically, they must fix the direction of the desk (rearrangement). 
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(2) Questionnaires 
In order to get information from the students’ school life (attitudes in lesson times, 
cleaning, class-meeting and so on), we utilized questionnaires. Students were asked to 
fill out five questions in the questionnaire, which relate to their school life. Each items 
of the questionnaire were answered in the Likert-style 4-point scale format ranging 
which are 4(strongly agree), 3(agree), 2(disagree) and 1(strongly disagree). The five 
questions are as follows: 
“Did you calmly spend in every lesson today?” 
“Did you do good greetings of the beginning and end in every lesson today?” 
“Did you eat all the lunch today?” 
“Did you do the cleaning earnestly today?” 
“Did you participate positively in the Home-Room time today?” 
Although ℎ is a preference parameter in the Weidlich model, we can interpret it as a 
moral parameter because all questions and pictures in the survey of this section are 
related with students’ moral rather than preference. Therefore, we call ℎ as “moral 
parameter”, hereafter. 
 
 
4-3-2. Setting of two-states variables on the desk arrangements and the questionnaires 
 
Each category is divided into two parts which relate to two states of spin variable ↑ 
and ↓ described in Section 4-2-2.  
For instance, in the photographic investigation, the state of desks, of which angle 
deviates more than 20-degree from the right angle, is assigned to ↓, and the other states 
to ↑. (Here, we explain it in detail. First, we divided conditions of the desks into five 
states which are [1]: the angle of desk deviates more than 20-degree from right angle, 
[2]: it separates from side desks and it is not good angle, [3]: it separates from side desks 
and it is good angle, [4]: it does not separate from side desks and it is good angle, [5]: 
perfect state. Second, the conditions [1] and [2] are assigned to ↓, and the conditions [3], 
[4] and [5] are assigned to ↑.)  
In the questionnaires, two good answers and the others are assigned to ↑ and ↓ 
respectively.  
Setting the two states, the value of 𝑥 is obtained by 𝑥 = (𝑛↑ − 𝑛↓)/2𝑛, as described in 
Section 4-2-2. Figure 4-10 shows the change on the value of 𝑥 on the desk arrangements 
against five days in September for the classes (a), (b) and (c). 
All data are shown in Appendix E. 
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Figure 4-10. Samples of the value of 𝒙. 
This graph shows changes of the value of 𝑥 on the desk arrangements of three classes 
against five days in September. Where 𝑥 = (𝑛↑ − 𝑛↓)/2𝑛, as described in Section 4-2-2. 
 
 
4-3-3. Interpretations of probability distributions without entropy 
 
In this sub-section, we show some results of the values of (𝑘, ℎ) which are numerically 
calculated by using the data of the desk arrangements and the questionnaire of attitudes, 
which showed fluctuations. Each calculated parameter of (𝑘, ℎ)  corresponds to the 
stationary probability distribution as described before. 
Three cases of the stationary probability distributions obtained by the numerical 
calculations are represented in Figures 4-11(i), 4-11(ii) and 4-11(iii).  
Figures 4-11(i) and 4-11(ii) respectively correspond to Class (a) and Class (c) in Figure 
4-10. Figure 4-11(i) represents that Class (a) always has probability of good condition 
(nearly: 𝑥  = 0.5 maximum point). It should be noted that the shape of probability 
distribution of Class (c) in Figure 4-11(ii) is broader than Figure 4-11(i), that means Class 
(c) has various probability of many states comparing to Class (a). Although Class (c) in 
Figure 4-10 does not have value of negative 𝑥, Class (c) in Figure 4-11(ii) slightly has 
some probability of negative 𝑥. This is due to the feature of stochastic models. 
Figure 4-11(iii) corresponds to the attitude of Class (b) during the lessons, which was 
investigated in June 2018. The shape of probability distribution is seen to be broader 
than the others (Figures 4-11(i) and 4-11(ii)). This means that the state in Figure 4-11(iii) 
is very unstable, because the probability of various 𝑥 between nearly minimum and 
maximum exists. 
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(i) Class (a) Sep. Desk; 𝑘=3.46, ℎ=0.112; 𝜇𝑥=0.460,𝜎𝑥
  2=0.0014 
 
 
(ii) Class (c) Sep. Desk; 𝑘=2.17, ℎ=0.095; 𝜇𝑥=0.295,𝜎𝑥
  2=0.017 
 
 
(iii) Class (b) Jun. Attitudes; 𝑘=1.93, ℎ=-0.007; 𝜇𝑥=-0.022,𝜎𝑥
  2=0.039 
 
Figure 4-11. Stationary probability distributions. 
(i) Class (a) always has probability of good condition (nearly: 𝑥 = 0.5maximum point). 
(ii) Class (c) has various probability of many states comparing to Class (a). It slightly has 
some probability of negative 𝑥. 
(iii) The state is very unstable, because the probability of various 𝑥 between nearly 
minimum and maximum exists. 
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4-3-4. All calculated values of (𝒌, 𝒉) and 𝑯𝒅(𝒌, 𝒉) 
 
In this sub-section, we show the values of (𝑘, ℎ) and the differential entropy 𝐻𝑑(𝑘, ℎ) 
which are numerically calculated by using the data of the desk arrangements and the 
questionnaire of attitudes in lessons. The stationary probability distribution 𝑓𝑠𝑡(𝑥) is 
determined by each calculated parameter (𝑘, ℎ) as described before. All the data (the 
mean values and variance of 𝑥) and the results of (𝑘, ℎ) calculated numerically on the 
data of desk arrangements and the attitudes in lessen times are shown in Table 4-1. 
Where, parameters 𝑘 , ℎ , 𝜇𝑥 ,  𝜎𝑥
  2  are a measure of the strength of interaction to 
neighbours, a moral parameter, the mean value of 𝑥 , variance of 𝑥  respectively, as 
defined in section 4-2-2. 
The data of other questions in questionnaire except for the attitudes in lesson times 
scarcely expressed fluctuations. Corresponding probability distributions have a narrow 
peak only (almost constant 𝑥). So, we utilize just the results of desk arrangements and 
the attitudes in lesson times. Figures 4-12 and 4-13 show the changes of 𝑘 , ℎ and 
𝐻𝑑(𝑘, ℎ) against the months for the classes (a), (b) and (c). 
 
 
Table 4-1. Calculated results of parameters and differential entropy on the desk 
arrangements and the attitudes in lessen times. 
 Class (a) Class (b) Class (c) 
Month Jun. Sep. Dec. Jun. Sep. Dec. Jun. Sep. Dec. 
𝜇𝑥: desk 0.140 0.460 0.405 0.115 0.075 0.310 0.195 0.295 0.259 
𝜇𝑥: attitudes -0.096 0.027 0.143 -0.022 0.046 0.068 -0.063 -0.011 -0.0014 
𝜎𝑥
  2: desk 0.0108 0.0014 0.0051 0.0171 0.0034 0.0133 0.0226 0.0171 0.0219 
𝜎𝑥
  2: attitudes 0.0126 0.0260 0.0247 0.0387 0.0079 0.0310 0.0379 0.0160 0.0064 
𝑘: desk 1.06 3.46 2.68 1.45 -1.69 2.16 1.88 2.17 2.08 
𝑘: attitudes 1.14 1.69 1.79 1.93 0.46 1.82 1.94 1.30 0.012 
ℎ: desk 0.147 0.112 0.109 0.079 0.277 0.110 0.079 0.095 0.085 
ℎ: attitudes -0.091 0.013 0.062 -0.007 0.072 0.026 -0.02 -0.009 -0.003 
𝐻𝑑: desk -0.850 -2.258 -1.485 -0.638 -1.428 -0.902 -0.549 -0.794 -0.651 
𝐻𝑑: attitudes -0.772 -0.413 -0.478 -0.243 -0.999 -0.348 -0.262 -0.638 -1.103 
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Figure 4-12. Changes of 𝝁𝒙, 𝒌 and 𝒉 on the desk arrangements and the attitudes in 
lesson times. 
All calculated value without differential entropy against the months for the classes (a)-(c) are 
presented. 
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 Class (a) Class (b) Class (c) 
D
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ts
 
   
𝑘 1.06 3.46 2.68 𝑘 1.45 -1.69 2.16 𝑘 1.88 2.17 2.08 
ℎ 0.147 0.112 0.109 ℎ 0.079 0.277 0.110 ℎ 0.079 0.095 0.085 
𝐻𝑑 -0.850 -2.258 -1.485 𝐻𝑑 -0.638 -1.428 -0.902 𝐻𝑑 -0.549 -0.794 -0.651 
A
tt
it
u
d
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s
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e
s
 
   
𝑘 1.14 1.69 1.79 𝑘 1.93 0.46 1.82 𝑘 1.94 1.30 0.012 
ℎ -0.091 0.013 0.062 ℎ -0.007 0.072 0.026 ℎ -0.02 -0.009 -0.003 
𝐻𝑑 -0.772 -0.413 -0.478 𝐻𝑑 -0.243 -0.999 -0.348 𝐻𝑑 -0.262 -0.638 -1.103 
 
 
Figure 4-13. Changes of differential entropy on the desk arrangements and the 
attitudes in lesson times. 
All calculated value of differential entropy and the parameters (𝑘, ℎ) against the months for 
the classes (a)-(c) are presented. 
 
 
4-3-5. Discussions 
 
We can find some differences among the changes of the state of classes in Figures 4-12 
and 4-13. Remarkable novel features of the parameters (𝑘, ℎ) and 𝐻𝑑  are found in 
Class (b) during September to December. It shows that 𝑘 (a measure of the strength of 
Jun.    Sep.    Dec. Jun.    Sep.    Dec. Jun.    Sep.    Dec. 
Jun.    Sep.    Dec. Jun.    Sep.    Dec. Jun.    Sep.    Dec. 
𝐻𝑑 : Differential entropy 
ℎ  : Moral parameter 
𝑘 : Measure of the strength of adaptation to neighbors 
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adaptation to neighbors) increases but ℎ (a moral parameter) slightly decreases, and 
differential entropy 𝐻𝑑  (mental disorder of the group) increases, in the both 
investigations. This means that the interactions of each member were going to be strong 
but their morals were going to be slightly weak, and mental stability of the group were 
going to be disturbed. 
According to a distinct survey in the end of December 2018, it was revealed that Class 
(b) had experienced a cruel trouble during October to December. That is, a big bullying 
occurred in Class (b) in this interval. This trouble was that one student was annoyed by 
many students in the class. Fair students were not able to stop the trouble because the 
classroom had an atmosphere in which any students could not assert right opinions. We 
consider that this situation is associated with the varying of the value of parameters in 
Figure 4-9; where 𝑘  and 𝐻𝑑  increase but ℎ  slightly decreases. The increase of 
parameter 𝑘 means that interaction force of students becomes strong. The increase of 
differential entropy 𝐻𝑑 can be interpreted as the increase of the instability of mental of 
the group. The decrease of parameter ℎ, on the other hand, means that the moral of 
students becomes slightly weak. In this condition, if some evil feelings are accidently 
happened as fluctuations, these are enlarged by both the increase of 𝑘 and 𝐻𝑑. Thus, 
this situation matches the occurrence of bullying. 
In actual scene of education, we usually think that the increase of students’ interaction 
makes good conditions of the group. For instance, emotional connections of students are 
necessary for success of school event. However, according to the present research, one 
should note that the increase of interaction force of students means not only a good 
condition of classroom but also the occurrence of bullying. Therefore, it cannot be always 
said that the increase of interaction force of students makes good conditions of classroom. 
In other words, the increase both of 𝑘  and 𝐻𝑑  may be a symptom of occurrence of 
bullying. This is similar to a totalitarian society. Thus, in this study, we see some 
similarity between classroom and society. 
 
 
 
4-4. Extended version of the Weidlich model for many opinions 
 
In the previous sections, we utilized the model whose constituents (spin) correspond 
to two-opinions or two-attitudes. However, in general case, it needs to be considered that 
components of model correspond to many-opinions more than two. Therefore, we should 
extend the model whose components correspond to many-opinions. Here we show a 
method of extension for many-opinions case of the Weidlich model, which is invented 
relatively easy. 
In the case that each parson can select one opinion from 𝑚-opinions, the model is 
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extended that each parson is assigned 𝑚 − 1 spins. For example, the case of 𝑚 = 2 is a 
prototype of the Weidlich model which is presented by section 4-2-2. 
In physics, usually, spin up ↑ and down ↓ are assigned to the value 1/2 and -1/2 
respectively. Spins satisfy the additivity so that ↑ plus ↓ equal to zero. 
Some cases are presented as follows: 
  𝑚 = 2 : opinions are expressed by spin up ↑ (1/2) and down ↓ (-1/2). 
  𝑚 = 3 : opinions are expressed by sets of spins {↑↑} (1), {↑↓} (0), {↓↓} (-1). 
  𝑚 = 4 : opinions are expressed by sets of spins  
{↑↑↑} (3/2), {↑↑↓} (1/2), {↑↓↓} (-1/2), {↓↓↓} (-3/2). 
   ⋮ 
and so on. 
Where the value in the parentheses is corresponding value of spin set. The meaning of 
spin up ↑ and down ↓ is same as section 4-2-2. 
When we consider a system consisted by 𝑛 -members, then we should treat the 
extended version of the model which consisted by 𝑛(𝑚 − 1)-spins. In this extended 
version, calculations and interpretations are same as section 4-2-2 except for total spin 
number. So, the extended version of Weidlich model for many opinions case can be 
constructed easily as shown here. 
Figure 4-14 is a schematic view of the case of 𝑚 = 4, each parson is expressed by 
dashed line, and each parson have 3-spins. 
 
 
Figure 4-14. Schematic view of 4-opinions case. 
This shows the case of 𝑚 = 4 (each person can be selected one from 4-opinions), each 
parson is expressed by dashed line, and each parson have 3-spins. 4-opinions are 
expressed by 4 sets of spins {↑↑↑}, {↑↑↓}, {↑↓↓}, {↓↓↓}. 
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In section 4-3, in order to apply prototype of the Weidlich model, we divided good 
answer and bad answer from the Likert-style 4-point scale format ranging from 
4(strongly agree) to 1(strongly disagree) in the questionnaire. But, if we use the method 
proposed in this section, we need not to divide two parts from four answer. So, we need 
to simply assign one to one correspondence, that is, four answers correspond to {↑↑↑}, {↑↑
↓}, {↑↓↓}, {↓↓↓} respectively. All we need is this simple assignment only. Other parts of 
analysis are same as section 4-3, except for the number of total spins. We expect more 
precise results and interpretations by the proposed method in this section, these 
analyses will be done in the future. 
 
 
 
4-5. Summary of this chapter 
 
In this chapter, we proposed a novel method to know the classroom conditions by 
utilizing the concept of entropy and a mathematical model which has not used in 
educational psychology so far. In order to obtain entropy of classroom, we combined the 
formula of differential entropy and the Weidlich model which is constructed by an 
analogy between human decision-making mechanism and the ferromagnetic spin model 
in statistical physics. 
We investigated the validity of our approach by using the data of students’ lives in 
school, which are photos on the arrangement of desks after lunch and questionnaires on 
the school life.  
By numerical simulations, the classroom conditions are simply expressed by entropy 
and two parameters which are a measure of interaction of each member and a measure 
of moral in the classroom. These quantities are invisible ones in the raw data but can be 
deduced by analyzing with the present method. Thus, we can numerically argue various 
conditions of the classroom. Comparing the calculated results with the real classroom 
conditions, we can find good correspondences, and suggest the usefulness of the present 
method to know the classroom conditions by rather simple investigations of 
photographing and questionnaires. 
In the present research, we found that the entropy analysis of the system in the 
Weidlich model has different significance against the standard statistical approaches. 
Namely, the differential entropy and the variance of probability distribution show 
different behavior, and then they should have different meaning. So, calculating of the 
differential entropy, we can expect to find different viewpoints of the system, which can 
be find from variance of probability distribution. Thus, focusing on the entropy in the 
Weidlich model, we can expect to see another aspect of the order and/or disorder in the 
classroom conditions.  
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  As shown in section 4-4, the extended version of the Weidlich model is proposed. It 
showed that we can treat many opinions (or attitudes) case as same as the prototype of 
the Weidlich model which is constructed to two-opinions or two-attitudes. Applications 
of the extended version shown section 4-4 will be done easily, because the calculations 
and interpretations are the same as prototype of the Weidlich model, except for the total 
number of constituents (the total number of spins). In the case where we need to 
investigate more complicated survey than section 4-3, we can use the method of section 
4-4. And it is expected to obtain more precise results and interpretations by the method 
of section 4-4. These investigations and calculations will be done in the future. 
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Chapter 5. Interpretations of elementary processes by means of  
Quantum Brain Dynamics 
 
 
5-1. Introduction to this chapter 
  
 In the previous two chapters, we constructed mathematical models of human 
phenomena based on the physical concepts. In other words, we have explained the 
human behavior in terms of physics. Incidentally, all human behaviors are results of 
brain reactions. Therefore, our models which are constructed in chapter 3 and 4 must be 
explained by the brain theory, in the standpoint of reductionism.  
The human brain is constructed by complex physical systems as well as general 
biological tissues (Schrödinger, 1944). Focusing on the conception that constituents of 
the brain are physical systems, we are never able to divide mind and matter. In order to 
describe the physical systems, broadly speaking, there are two ways on the approach by 
means of epistemology. One way is approach from classical physics such as Newtonian 
mechanics, the other is from quantum physics which is indispensable to describe 
microscopic systems. Nowadays, it has been recognized that the brain operates not only 
at classical level, but also at quantum level (Hameroff & Penrose, 2003). Interestingly, 
many phenomena of neuroscience are consistent with the quantum concepts (Tarlaci, 
2010b). Especially, in the cognitive neuroscience, it has been considered that the 
quantum concepts are indispensable (Tarlaci, 2010a). As a matter of fact, in chapter 3, 
we proposed a hybrid model of nonlinear dynamics with quantum physics to 
mathematically explain the development of creativity, which is one of the most attractive 
issues in psychology (Koyama & Niwase, 2017). 
In this chapter, we study the fundamental processes in terms of quantum theory of the 
brain, in order to explain the bases of our models which is proposed in chapter 3 and 4. 
For this purpose, we adopt two approaches of quantum theory concerned with the human 
mind. On the side of recognition, we use the quantum measurement theory proposed by 
Machida and Namiki (1980). On the side of memory, we use “Quantum Brain Dynamics” 
(QBD). These quantum theories will be described below. Next, we will apply these two 
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approaches to explain the fundamental process of our models. 
 
 
 
5-2. A measurement theory of quantum phenomena 
 
 For the purpose of considering the bases of our models which is proposed in chapter 3 
and 4, we adopt “Machida-Namiki theory” of quantum measurement which can derive 
“reduction of wave packet” using only physical concepts without the “abstraktes Ich” or 
the “consciousness”. So, our later discussion can be considered physically so that our 
standpoint tends to reductionism and materialism. In this section, we briefly summarize 
the essence of Machida-Namiki theory (Machida & Namiki, 1980). 
Here we consider the measurement of an observable ?̂?, related to internal degree of 
freedom, of the object system in a state given by 
|𝜓⟩ = {∑𝑐𝑖|𝑢𝑖⟩
𝑖
}⊗ |𝜙⟩, 
where |𝑢𝑖⟩ is an eigenvector of ?̂?, |𝜙⟩ stands for a spatial wave function to represent a 
localized object, ⊗ means tensor product. The preparation step brings |𝜓⟩ into 
|𝜓0⟩ =∑𝑐𝑖|𝑢𝑖⟩
𝑖
⊗ |𝜙𝑖⟩, 
where |𝜙𝑖⟩ is the spatial wave function moving toward the 𝑖-th detector. The statistical 
operator corresponding to |𝜓0⟩ = ∑ 𝑐𝑖|𝑢𝑖⟩𝑖 ⊗ |𝜙𝑖⟩ is given by 
?̂?0
 𝑄 ≡ |𝜓0⟩⟨𝜓0| 
       = ∑|𝑐𝑖|
2𝜉𝑖
 𝑄 +∑𝑐𝑖𝑐𝑗
 ∗
𝑖≠𝑗𝑖
?̂?𝑖𝑗
 𝑄  , 
where 𝜉𝑖
 𝑄 = |𝑖⟩⟨𝑖| and ?̂?𝑖𝑗
 𝑄 = |𝑖⟩⟨𝑗| in which |𝑖⟩ = |𝑢𝑖⟩⊗ |𝜙𝑖⟩. ?̂?0
 𝑄
 represents the initial 
state of the object just before detection. 
  The 𝑖-th detector is described by the statistical operator 
?̂?0
 (𝑖)(𝑋𝑖) = ∫𝑑𝜁𝑖𝑊
(𝑖)(𝜁𝑖 , 𝑋𝑖)?̂?0
 (𝑖)(𝜁𝑖) , 
where 𝜁𝑖 and 𝑋𝑖 are state variables on microscopic and macroscopic scales respectively. 
𝑊(𝑖)(𝜁𝑖 , 𝑋𝑖) is the normalized weight function. Then, we obtain the statistical operator 
for the total system just before detection as follows: 
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?̂?0 = ?̂?0
 𝑄⊗∏?̂?0
 (𝑖)(𝑋𝑖)
𝑛
𝑖=1
 
=∑|𝑐𝑖|
2 {∫𝑑𝜁𝑖𝑊
(𝑖) [𝜉𝑖
 𝑄⊗ ?̂?0
 (𝑖)(𝜁𝑖)]}⊗∏?̂?0
 (𝑘)
𝑘≠𝑖𝑖
 
+∑𝑐𝑖𝑐𝑗
 ∗ {∫𝑑𝜁𝑖𝑑𝜁𝑗𝑊
(𝑖)𝑊(𝑗) [|𝑖⟩⟨𝑗| ⊗ ?̂?0
 (𝑖)⊗ ?̂?0
 (𝑗)]} ⊗∏ ?̂?0
 (𝑘)
𝑘≠𝑖,𝑗𝑖≠𝑗
 . 
  Overall detection processes can be represented by the asymptotic time evolution 
[𝜉𝑖
 𝑄⊗ ?̂?0
 (𝑖)]
𝑡→∞
→  exp(
𝑖
ℏ
?̂?0𝑡) ?̂?𝑖 [𝜉𝑖
 𝑄⊗ ?̂?0
 (𝑖)] ?̂?𝑖
 †exp(
𝑖
ℏ
?̂?0𝑡) , 
[|𝑖⟩⟨𝑗| ⊗ ?̂?0
 (𝑖)⊗ ?̂?0
 (𝑗)]
𝑡→∞
→  exp(−
𝑖
ℏ
?̂?0𝑡) ?̂?𝑖 [|𝑖⟩⟨𝑗| ⊗ ?̂?0
 (𝑖)⊗ ?̂?0
 (𝑗)] ?̂?𝑗
 †exp (
𝑖
ℏ
?̂?0𝑡) 
in the total statistical operator ?̂?0, where ?̂?𝑗 stands for reactions in the 𝑗-th detector, 
and ?̂?0  is the free Hamiltonian. Following the formal theory of nuclear reactions 
(McVoy,1969), ?̂?𝑗 can be written down 
?̂?𝑗 = exp(𝑖?̂?𝑗)
1 − 𝑖?̂?𝑗
1 − 𝑖?̂?𝑗
exp(𝑖?̂?𝑗). 
  In this equation, ?̂?𝑗  gives rise to formation of resonances and channel-coupling 
reactions and ?̂?𝑗 denotes diagonal phase shift matrix which depends on the path length 
of the particle. It is seen that phase shift factors in exp (
𝑖
ℏ
?̂?0𝑡) ?̂?𝑖 [𝜉𝑖
 𝑄⊗ ?̂?0
 (𝑖)] ?̂?𝑖
 †exp(
𝑖
ℏ
?̂?0𝑡) 
cancel each other, whereas those in exp(−
𝑖
ℏ
?̂?0𝑡) ?̂?𝑖 [|𝑖⟩⟨𝑗| ⊗ ?̂?0
 (𝑖)⊗ ?̂?0
 (𝑗)] ?̂?𝑗
 †exp (
𝑖
ℏ
?̂?0𝑡) do 
not since ?̂?𝑗 and ?̂?𝑗 never correlate for 𝑖 ≠ 𝑗. Therefore, 
∫𝑑𝜁𝑖𝑑𝜁𝑗𝑊
(𝑖)𝑊(𝑗) [|𝑖⟩⟨𝑗| ⊗ ?̂?0
 (𝑖)⊗ ?̂?0
 (𝑗)] 
𝑡→∞
→  ∫𝑑𝜁𝑖𝑑𝜁𝑗𝑊
(𝑖)𝑊(𝑗) [exp(−
𝑖
ℏ
?̂?0𝑡) ?̂?𝑖 [|𝑖⟩⟨𝑗| ⊗ ?̂?0
 (𝑖)⊗ ?̂?0
 (𝑗)] ?̂?𝑗
 †exp (
𝑖
ℏ
?̂?0𝑡)] = 0 . 
In the last calculation, we use the Riemann-Lebesgue Lemma: 
lim
𝑝→∞
∫exp(±𝑖𝑝𝑥) 𝑓(𝑥)𝑑𝑥 = 0 . 
Thus, all cross terms with phase correlations in the statistical operator are disappeared. 
According to the general theory of quantum measurement expressed by the statistical 
operator (von Neumann, 1932; Mensky, 1993), the disappearing of all cross terms in the 
statistical operator means the occurrence of reduction wave packet. So, now, the 
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reduction of wave packet is derived. 
In this argument, the macroscopic apparatus is associated with a direct sum of many 
Hilbert spaces, and an essential feature of the measurement is mathematically 
formulated in terms of continuous superselection rules (Araki, 1980). 
  In order to express the flow of information from quantum object to observer, it is 
convenient to introduce the notion of the special “switching device” ⟦𝑆⟧ which operates 
through pushing a button by the reduction of wave packet and gives us a macroscopic 
output. The flow of information from the quantum object ⟦𝑄⟧ to a human observer is 
expressed by a series as: 
⟦𝑄⟧ → ⟦𝑆⟧ → ⟦𝐴1⟧ → ⟦𝐴2⟧ → ⋯ → ⟦eyes⟧ → ⋯ → ⟦brain⟧, 
where 𝐴𝑘 is one of the other measuring devices, the bracket ⟦ ⟧ means each hierarchy 
in the process of information flowing. According to this theory, consequently, the cut-
point to divide the observer side from the quantum object is uniquely determined by the 
position of “switching device” to give a macroscopic output directly connected to the 
reduction of wave packet. So, one can never shift it arbitrarily like von Neumann’s view 
(von Neumann, 1932). Also, note that all observations on the output of ⟦𝑆⟧  and 
⟦𝐴1⟧, ⟦𝐴2⟧,⋯ are macroscopic in the sense that they never give any effect on the reduction 
of wave packet inside ⟦𝑆⟧. Therefore, the set {⟦𝐴1⟧, ⟦𝐴2⟧,⋯ , ⟦eyes⟧,⋯ , ⟦brain⟧} is only a 
memory or transfer device connected to ⟦𝑆⟧. 
  The characteristics of “switching device” ⟦𝑆⟧ is shown by figure 5-1. 
 
 
Figure 5-1. Characteristics of the “switching device”. 
63 
 
5-3. A prototype of quantum brain dynamics – Takahashi model – 
 
There are some approaches for quantum model of the brain. One of the reliable 
quantum theories of the brain is “Quantum Brain Dynamics” (QBD). Quantum brain 
dynamics is constructed with some assumptions: elements of brain are expressed by spin 
variables; these elements are capable of emitting and absorbing a boson; two elements 
interact through the exchange of the boson. A prototype of Hamiltonian of QBD was 
proposed by Takahashi (Stuart et al., 1979) as follows: 
𝐻𝑄𝐵𝐷 = 𝐻0 +𝐻𝐼 
=
1
2
∑{𝑝𝒌
 †𝑝𝒌 + 𝐾𝒌
 2𝑞𝒌
 †𝑞𝒌}
𝒌⏟              
𝐻0
+∑
𝑓
2√ℏ𝛺
𝑗,𝒌
{𝜏1
 (𝑗)
𝑞𝒌exp(𝑖𝒌 ⋅ 𝒙𝑗) − 𝜏2
 (𝑗) 𝑝𝒌
𝐾𝒌
exp(−𝑖𝒌 ⋅ 𝒙𝑗)}
⏟                                  
𝐻𝐼
 , 
where 𝑝𝒌,𝑞𝒌 are canonical variables for the boson field with frequency 𝒌, 𝜏𝑖
 (𝑗)(𝑖 = 1,2,3) 
are spin variables in energy spin space, 𝑗 is suffix of constituents (𝑗 = 1,2,⋯ ,𝑁; where 
𝑁 is the total number of spins), 𝒙𝑗  is position of 𝑗, and 𝑓 is a coupling constant of 
interaction between a spin variable and boson field. 𝐾𝒌 and 𝛺 are the energy of the 
boson and the normalization volume respectively. 𝐾𝒌 depends on the absolute value of 
𝒌, that is, 𝐾𝒌 is a function of |𝒌|. ℏ is the Dirac constant (equal to the Planck constant 
divided by 2𝜋). 
  The canonical variables 𝑝𝒌,𝑞𝒌 satisfy the following equations: 
𝑝𝒌
 † = 𝑝−𝒌 , 
𝑞𝒌
 † = 𝑞−𝒌 , 
and canonical commutation relations: 
[𝑝𝒌 , 𝑞𝒌′] = −𝑖ℏ𝛿𝒌𝒌′ , 
[𝑝𝒌 , 𝑝𝒌′] = [𝑞𝒌 , 𝑞𝒌′]. 
Where the bracket [ , ] means that: 
[𝑋, 𝑌] ≡ 𝑋𝑌 − 𝑌𝑋. 
  In order to see the physical meaning of the interacting part of Hamiltonian, we define 
new variables 𝐴𝒌, 𝐴𝒌
 †
 and  𝜏±
 (𝑗)
: 
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{
 
 
 
 𝐴𝒌 ≡
1
√2ℏ
{√𝐾𝒌𝑞𝒌 +
𝑖
√𝐾𝒌
𝑝−𝒌} ,
𝐴𝒌
 † ≡
1
√2ℏ
{√𝐾𝒌𝑞−𝒌 −
𝑖
√𝐾𝒌
𝑝𝒌} ,
 
𝜏±
 (𝑗) ≡
1
2
(𝜏1
 (𝑗) ± 𝑖𝜏2
 (𝑗)
). 
We obtain the commutation relations of 𝐴𝒌 , 𝐴𝒌
 †
 from the canonical commutation 
relations of 𝑝𝒌,𝑞𝒌: 
[𝐴𝒌 , 𝐴𝒌′
 † ] = 𝛿𝒌𝒌′  , 
[𝐴𝒌 , 𝐴𝒌′
 ] = 0 . 
These commutation relations express that 𝐴𝒌, 𝐴𝒌
 †
 mean the creation and annihilation 
operators of the boson respectively. 
Then the interaction Hamiltonian of QBD is expressed as follows: 
𝐻𝐼 =∑∑𝐻𝒌
(𝑖)
𝒌
𝑁
𝑖=1
, 
where 
𝐻𝒌
(𝑖)
≡
𝑓
√2ℏ𝛺𝐾𝒌
{𝜏+
(𝑖)𝐴𝒌 exp(𝑖𝒌 ⋅ 𝒙𝑖) + 𝜏−
(𝑖)𝐴𝒌
 † exp(−𝑖𝒌 ⋅ 𝒙𝑖)}. 
The first term of 𝐻𝒌
(𝑖)
 represents that the boson is absorbed into spin and the energy of 
spin is excited. Contrarily, the second term of 𝐻𝒌
(𝑖)
 represents that the boson is created 
with the decrease of energy of spin. Combined these interpretations, we can say that 
each element (spin) is capable of emitting and absorbing a boson, and these two elements 
interact through the exchange of the boson. This view amounts to the existence of a 
fundamental quantum interaction operating in the brain. 
Nowadays, it is considered that the identification of physiological entities of spin 
variables and boson field are electric dipoles of water molecules and electromagnetic field 
respectively (Del Giudice et al., 1988). The Hamiltonian 𝐻𝑄𝐵𝐷  is derived within the 
fundamental framework of quantum electrodynamics applied to the interaction between 
water and electromagnetic field inside and outside the cell membranes in the brain (Jibu 
& Yasue, 1995). 
The Hamiltonian 𝐻𝑄𝐵𝐷 is invariant under the transformation: 
𝐾𝒌𝑞𝒌
 ′ = 𝐾𝒌𝑞𝒌 cos𝜃 − 𝑝𝒌 sin 𝜃, 
𝑝−𝒌′ = 𝐾𝒌𝑞𝒌 sin 𝜃 + 𝑝−𝒌 cos𝜃, 
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𝜏1
 (𝑗)′ = 𝜏1
 (𝑗) cos𝜃 + 𝜏2
 (𝑗) sin 𝜃, 
𝜏2
 (𝑗)′ = −𝜏1
 (𝑗) sin 𝜃 + 𝜏2
 (𝑗) cos𝜃, 
𝜏3
 (𝑗)′ = 𝜏3
 (𝑗), 
for a continuous parameter 𝜃. This transformation corresponds to a continuous rotation 
around the third axis in energy spin space (Jibu et al., 1996).  
In order to find the ground state of this model, we use the Heisenberg equation for 
dynamical variable: 
𝑖ℏ
𝑑𝑋
𝑑𝑡
= [𝑋 , 𝐻], 
where 𝑋 and 𝐻 are any dynamical variable and Hamiltonian respectively. Applying the 
dynamical variables to the Heisenberg equation, then we obtain: 
                                    
𝑑𝑞𝒌
𝑑𝑡
= −
𝑖
ℏ
[𝑞𝒌 , 𝐻𝑄𝐵𝐷] = 𝑝𝒌 −∑
𝑓
2√ℏ𝛺
𝑗
1
𝐾𝒌
𝜏2
 (𝑗) exp(−𝑖𝒌 ⋅ 𝒙𝑗), 
                                    
𝑑𝑝𝒌
𝑑𝑡
= −
𝑖
ℏ
[𝑝𝒌 , 𝐻𝑄𝐵𝐷] = −𝐾𝒌
 2𝑞𝒌 −∑
𝑓
2√ℏ𝛺
𝑗
𝜏1
 (𝑗) exp(−𝑖𝒌 ⋅ 𝒙𝑗), 
                                 
𝑑𝜏1
 (𝑗)
𝑑𝑡
= −
𝑖
ℏ
[𝜏1
 (𝑗) , 𝐻𝑄𝐵𝐷] = −∑
𝑓
√ℏ𝛺
𝒌
1
𝐾𝒌
𝜏3
 (𝑗) 𝑝𝒌exp(𝑖𝒌 ⋅ 𝒙𝑗), 
                                 
𝑑𝜏2
 (𝑗)
𝑑𝑡
= −
𝑖
ℏ
[𝜏2
 (𝑗) , 𝐻𝑄𝐵𝐷] = −∑
𝑓
√ℏ𝛺
𝒌
𝜏3
 (𝑗) 𝑞𝒌exp(𝑖𝒌 ⋅ 𝒙𝑗), 
                                 
𝑑𝜏3
 (𝑗)
𝑑𝑡
= −
𝑖
ℏ
[𝜏3
 (𝑗) , 𝐻𝑄𝐵𝐷] 
                                            = ∑
𝑓
√ℏ𝛺
𝒌
{𝜏2
 (𝑗) 𝑞𝒌exp(𝑖𝒌 ⋅ 𝒙𝑗) + 𝜏1
 (𝑗) 𝑝𝒌
𝐾𝒌
exp(−𝑖𝒌 ⋅ 𝒙𝑗)}. 
To obtain the time-independent solutions of these equations, we set that all time-
derivatives equal zero in the above equations: 
                                         0 = 〈𝑝𝒌〉 −∑
𝑓
2√ℏ𝛺
𝑗
1
𝐾𝒌
〈𝜏2
 (𝑗)〉 exp(−𝑖𝒌 ⋅ 𝒙𝑗), 
                                         0 = −𝐾𝒌
 2〈𝑞𝒌〉 −∑
𝑓
2√ℏ𝛺
𝑗
〈𝜏1
 (𝑗)〉 exp(−𝑖𝒌 ⋅ 𝒙𝑗), 
                                         0 = −∑
𝑓
√ℏ𝛺
𝒌
1
𝐾𝒌
〈𝜏3
 (𝑗)〉 〈𝑝𝒌〉exp(𝑖𝒌 ⋅ 𝒙𝑗), 
                                         0 = −∑
𝑓
√ℏ𝛺
𝒌
1
𝐾𝒌
〈𝜏3
 (𝑗)〉 〈𝑞𝒌〉exp(𝑖𝒌 ⋅ 𝒙𝑗), 
                                         0 =∑
𝑓
√ℏ𝛺
𝒌
{〈𝜏2
 (𝑗)〉 〈𝑞𝒌〉exp(𝑖𝒌 ⋅ 𝒙𝑗) + 〈𝜏1
 (𝑗)〉
〈𝑝𝒌〉
𝐾𝒌
exp(−𝑖𝒌 ⋅ 𝒙𝑗)}, 
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where 〈⋯ 〉  express time-independent quantities. From these equations, the time-
independent solutions of Heisenberg equations in this model are calculated: 
〈𝜏1
 (𝑗)〉 = 𝑢 (≠ 0), 
〈𝑝𝒌〉 = 〈𝜏2
 (𝑗)〉 = 〈𝜏3
 (𝑗)〉 = 0, 
〈𝑞𝒌〉 = −
𝑢
𝐾𝒌
 2∑
𝑓
2√ℏ𝛺
𝑗
exp(−𝑖𝒌 ⋅ 𝒙𝑗) ≡ 𝑞𝒌
 (0). 
These time-independent solutions can be interpreted as the time average of dynamical 
variables. It must be noted that the quantity 𝑢  is arbitrary in the solution but is 
independent of 𝑗, which implies that all elements are pointing along one and the same 
direction. Obviously, such a state, in which all the elements are aligned along the first 
axis, is not invariant under the rotation around the third axis. Thus, these solutions 
mean the ordered state, so that all the elements are ordering. This situation is the 
“Spontaneous Symmetry Breaking” (SSB) (Del Giudice et al., 1986). The invariance of 
the theory is restored by the Nambu-Goldstone boson (Appendix D), as will be seen below. 
The order (the alignment in the first direction) is maintained by a long-range collective 
correlation force. If one of the elements tries to disobey the order, the Nambu-Goldstone 
boson is activated to regulate the disobeying element. Thus, the ordered state is 
extremely stable. This situation is characteristic of a phase transition of the second kind. 
  In order to see the emergence of the Nambu-Goldstone boson, we consider the low-
lying excited states. For this purpose, we put 
𝑝𝒌 ≡ 𝑃𝒌 , 
𝑞𝒌 ≡ 𝑞𝒌
 (0) + 𝑄𝒌 , 
𝜏1
 (𝑗) ≡ 𝑢 + 𝜈1
 (𝑗), 
𝜏2
 (𝑗) ≡ 𝜈2
 (𝑗), 
𝜏3
 (𝑗) ≡ 𝜈3
 (𝑗), 
and linearize the Heisenberg equations of the dynamical variables presented above, with 
respect to the fluctuation variables 𝑃𝒌, 𝑄𝒌, 𝜈1
 (𝑗), 𝜈2
 (𝑗)
and 𝜈3
 (𝑗)
: 
                                    
𝑑𝑄𝒌
𝑑𝑡
= 𝑃−𝒌 −∑
𝑓
2√ℏ𝛺
𝑗
1
𝐾𝒌
𝜈2
 (𝑗) exp(−𝑖𝒌 ⋅ 𝒙𝑗), 
                                    
𝑑𝑃−𝒌
𝑑𝑡
= −𝐾𝒌
 2𝑄𝒌 −∑
𝑓
2√ℏ𝛺
𝑗
𝜈1
 (𝑗) exp(−𝑖𝒌 ⋅ 𝒙𝑗), 
                                    
𝑑𝜈1
 (𝑗)
𝑑𝑡
= 0, 
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𝑑𝜈2
 (𝑗)
𝑑𝑡
= −∑
𝑓
√ℏ𝛺
𝒌
𝜈3
 (𝑗)𝑞𝒌
 (0) exp(𝑖𝒌 ⋅ 𝒙𝑗), 
                                    
𝑑𝜈3
 (𝑗)
𝑑𝑡
=∑
𝑓
√ℏ𝛺
𝒌
{𝜈2
 (𝑗) 𝑞𝒌
 (0)exp(𝑖𝒌 ⋅ 𝒙𝑗) + 𝑢
𝑃𝒌
𝐾𝒌
exp(−𝑖𝒌 ⋅ 𝒙𝑗)}. 
We can put, on account of   
𝑑𝜈1
 (𝑗)
𝑑𝑡
= 0, 
𝜈1
 (𝑗) = 0. 
For the purpose to see the wave traveling through all the elements, we define the new 
quantities: 
𝑞(𝑗) ≡ −∑
1
𝐾𝒌
𝒌
𝑃−𝒌 exp(𝑖𝒌 ⋅ 𝒙𝑗), 
𝑝(𝑗) ≡∑𝐾𝒌
𝒌
𝑄𝒌 exp(𝑖𝒌 ⋅ 𝒙𝑗). 
These variables satisfy the canonical commutation relation: 
                                                [𝑝(𝑖) ,  𝑞(𝑗)] = −𝑖ℏ∑exp{𝑖𝒌 ⋅ (𝒙𝑖 − 𝒙𝑗)}
𝒌
 
                                                                      = −𝑖ℏ𝛿𝑖𝑗 . 
The transformations of dynamical variables are changed in terms of the fluctuation 
variables as: 
                                             𝐾𝒌𝑄𝒌
 ′ = 𝐾𝒌𝑄𝒌 cos𝜃 − 𝑃−𝒌 sin 𝜃 + 𝐾𝒌𝑞𝒌
 (0)(cos𝜃 − 1), 
                                                    𝑃𝒌
′ = 𝐾𝒌𝑄𝒌 sin 𝜃 + 𝑃−𝒌 cos𝜃 + 𝐾𝒌𝑞𝒌
 (0) sin 𝜃, 
                                                𝜈1
 (𝑗)′ = 𝜈2
 (𝑗) sin 𝜃 + 𝑢(cos𝜃 − 1), 
                                                𝜈2
 (𝑗)′ = 𝜈2
 (𝑗) cos 𝜃 − 𝑢 sin 𝜃, 
                                                𝜈3
 (𝑗)′ = 𝜈3
 (𝑗). 
By preceding equations, we obtain: 
𝑑𝑝(𝑗)
𝑑𝑡
= −𝐾𝒌
 2 𝑞(𝑗) −
𝑓
2√ℏ𝛺
𝜈2
 (𝑗), 
𝑑𝑞(𝑗)
𝑑𝑡
= 𝑝(𝑗). 
Combing these two equations, we get to: 
𝑑2𝑞(𝑗)
𝑑𝑡2
= −𝐾𝒌
 2 𝑞(𝑗) −
𝑓
2√ℏ𝛺
𝜈2
 (𝑗). 
Here, we should understand as 
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                                                              𝐾𝒌𝑞
(𝑗) = −∑
𝐾𝒌
𝐾𝒌
𝒌
𝑃−𝒌 exp(𝑖𝒌 ⋅ 𝒙𝑗) 
                                                                           = −∑𝑃−𝒌 exp(𝑖𝒌 ⋅ 𝒙𝑗).
𝒌
 
On the other hand, time derivative of 𝜈2
 (𝑗)
 and 𝜈3
 (𝑗)
 are calculated as: 
𝑑𝜈2
 (𝑗)
𝑑𝑡
= −𝑓𝑉𝜈3
 (𝑗), 
𝑑𝜈3
 (𝑗)
𝑑𝑡
= 𝑓𝑉𝜈2
 (𝑗) −
𝑓
√ℏ𝛺
𝑢𝑞(𝑗), 
with 
𝑉 ≡
1
√ℏ𝛺
∑𝑞𝒌
 (0)
𝒌
 exp(𝑖𝒌 ∙ 𝒙𝑖) 
                                                                    = −
𝑓𝑢
2ℏ𝛺
∑∑
1
𝐾𝒌
 2
𝑗𝒌
exp[𝑖𝒌 ∙ (𝒙𝑖 − 𝒙𝑗)] . 
In this case, we have: 
𝑑2𝜈2
 (𝑗)
𝑑𝑡2
= −𝑓2𝑉2𝜈2
 (𝑗) +
𝑓2
√ℏ𝛺
𝑢𝑉𝜈2
 (𝑗). 
Two equations 
𝑑2𝑞(𝑗)
𝑑𝑡2
= ⋯  and 
𝑑2𝜈2
 (𝑗)
𝑑𝑡2
= ⋯  contain two unknowns, so that nontrivial 
solution exists only when 
||
𝜔2 − 𝐾𝒌
 2 −
𝑓
2√ℏ𝛺
𝑓2
√ℏ𝛺
𝑢𝑉 𝜔2 − 𝑓2𝑉2
|| 
= (𝜔2 − 𝐾𝒌
 2)(𝜔2 − 𝑓2𝑉2) +
𝑓3
2ℏ𝛺
𝑢𝑉 = 0, 
where 𝜔  is the angular frequency of the normal modes. Calculating this equation 
algebraically, we obtain the solutions which are two distinct wave modes as follows: 
𝜔−
  2 =
1
2
[{𝐾𝒌
 2 + 𝑓2𝑉2} − √{𝐾𝒌
 2 + 𝑓2𝑉2}2 − 𝑓2𝑉2{𝐾𝒌
 2 −𝐾2(0)}] , 
𝜔+
  2 =
1
2
[{𝐾𝒌
 2 + 𝑓2𝑉2} + √{𝐾𝒌
 2 + 𝑓2𝑉2}2 − 𝑓2𝑉2{𝐾𝒌
 2 −𝐾2(0)}].  
Where we used the relation 
−
𝑓
2ℏ𝛺
𝑢
𝑉
= 𝐾2(0). 
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These solutions show that there are two distinct modes around the brain cell which has 
undergone SSB. The energy of 𝜔− mode is gapless, which means that the energy of 
excited states is continuous starting from zero energy in the ordered ground state, so 
that 𝜔− tends to vanish as the wave vector 𝒌 goes to zero. Namely, this mode is the 
Nambu-Goldstone mode, and Nambu-Goldstone boson is created when quantized.  
On the other hand, 𝜔+ mode starts from non-zero energy: 
min(𝜔+) = √𝐾2(0) + 𝑓2𝑉2 , 
and continuously rises. 
 
 
 
5-4. A quantum interpretation of the discontinuous nature in creativity 
 
  In this section, we show one of the candidates of quantum explanation of discontinuous 
nature in creativity. Namely, we explain the force of delta function type in chapter 3 by 
means of quantum measurement theory (section 5-2) and quantum brain dynamics 
(section 5-3). 
As described in section 5-2, the flow of information from the quantum object ⟦𝑄⟧ to a 
human observer is expressed by a series as: 
⟦𝑄⟧ → ⟦𝑆⟧ → ⟦𝐴1⟧ → ⟦𝐴2⟧ → ⋯ → ⟦eyes⟧ → ⋯ → ⟦brain⟧. 
The part up to ⟦eyes⟧ in this series is the event out of human. However, we treat the 
physical system in the brain. That is, we consider that all events ⟦𝑄⟧ → ⟦𝑆⟧ → ⟦𝐴1⟧ →
⟦𝐴2⟧ → ⋯ → ⟦𝐴𝑛⟧ occur in the brain. 
We consider that ⟦𝑆⟧ generates the delta function force in our creativity model. That 
is, if the output of figure 5-1 corresponds to creative attitude 𝑞𝑖, then the time-derivative 
of 𝑞𝑖  corresponds to the force, because the creative attitude 𝑞𝑖  are regarded as 
momentum-like quantity in chapter 3, and 𝑑(momentum) 𝑑𝑡⁄ = force  in Newtonian 
mechanics. Since figure 5-1 has the form of the Heaviside’s step function 𝜃(𝑡), we have 
Force =  
𝑑𝑞𝑖
𝑑𝑡
 
                               ∝
𝑑𝜃(𝑡)
𝑑𝑡
= 𝛿(𝑡). 
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Therefore, the force of delta function type is derived. 
  As a candidate of material of ⟦𝑆⟧, it may have the laser-like mechanism, because ⟦𝑆⟧ 
must have a function of amplification in which input information into ⟦𝑆⟧ is microscopic 
and output from ⟦𝑆⟧ is macroscopic. As a matter of fact, according to QBD, the material 
in brain cell has the laser-like mechanism (Jibu, et al. 1994), so that it can amplify the 
intensity of light. So, it is possible that the force of delta function type is generated in 
the real physical material in the biological system. Thus, the amplifying of output in 
Figure 5-1 can be produced by means of the laser-like mechanism in QBD. 
  In our creativity model in section 3-3-2, we set an assumption that impressed 
experiences or enthusiastic experiences are regarded as an internal force (𝐸(𝑡)) which 
increases the magnitude of both the “effort and durability” and “independence and 
originality”. For consistency of this assumption and above considerations in the present 
section, we can suggest a proposition that impressed experiences or enthusiastic 
experiences increase the height of stair-like graph in figure 5-1. 
  There are some unknown subjects: What are the material and the function of ⟦𝑄⟧? 
What are ⟦𝐴1⟧ → ⟦𝐴2⟧ → ⋯ → ⟦𝐴𝑛⟧? and so on. Thus, further investigations are awaited 
to clarify these problems in the future. 
 
 
 
5-5. A quantum brain model of decision-making process 
 
As mentioned in the previous chapter, in social science, there are many mathematical 
models on the movement of human mind (Galam, 2012; Weidlich & Haag, 1983). One of 
these is the model which deals with opinion formation of individuals among many people 
(Carbone & Giannoccaro, 2015). As described in section 4-2-2, a reliable model of the 
decision-making process is the Weidlich model which is constructed in terms of analogy 
with spin model of ferromagnetic substance (Weidlich, 1971; 1972). 
In this section, we attempt to construct a quantum model of the decision-making 
process by combining with the Weidlich model. The fundamental idea of our modeling is 
that the transition process between two opinions in psychology is associated with the 
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two-level system in quantum mechanics. Thus, we propose a new approach of quantum 
modeling of brain in terms of incorporating with social science. 
We consider that the transition process between two opinions is similar to the one in 
the quantum two-level system such as ammonia molecule, so that: 
(↓) ↔ |1〉 , (↑) ↔ |2〉 
where, the terms on the left-hand side mean human opinion states in the Weidlich model, 
and the ones on the right-hand side mean quantum stationary states. Here we describe 
a construction of simple model to deal with pure states in quantum mechanics. We treat 
quantum states of macroscopic systems around the brain cells as wave functions of 
many-body system in ordinary quantum mechanics (Fukuda, 1991). As a candidate of 
the quantum two-level states in our model, we can adopt two wave modes 𝜔± in many-
body system which has undergone spontaneous symmetry braking in the quantum brain 
dynamics. 
Thus, we construct a model based on the following hypothesis of decision-making 
process: 
When the target brain cell receives stimuli of necessary information, the state of cell 
becomes the superposition of |1〉 and |2〉, then the reduction of wave packet occurs 
by an observation of other cells in the brain (Figure 5-2).  
In this section, we use the simple expression of “reduction of wave packet” in terms of 
the state vector in the Hilbert space, not use the formalism of statistical operator. 
 
 
Figure 5-2. Schematic explanation of reduction of wave packet in the quantum brain. 
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Now, we treat a simple model, of which Hamiltonian does not depend on time. The 
Hamiltonian of total system is ?̂? = ?̂?(0) + ?̂?, where ?̂? is the potential of external action, 
and ?̂?(0)  is the energy operator of stationary states. Then, |𝑖〉  satisfies following 
eigenvalue problems: 
?̂?(0)|1〉 = 𝐸1
(0)|1〉, ?̂?(0)|2〉 = 𝐸2
(0)|2〉, (𝐸1
(0) < 𝐸2
(0)). 
Plausible situation is that external influences contribute to the transition of states only, 
so we can express the matrix form of Hamiltonian: 
⟨𝑖|?̂?|𝑗⟩ = (
𝐸1
(0) v
v∗  𝐸2
(0)
) , (𝑖, 𝑗 = 1,2). 
Non-diagonal components of Hamiltonian are restricted to v, v∗  because of the 
Hermitian character of Hamiltonian, where v∗ means the complex conjugate of v. 
According to the superposition principle (Dirac, 1958), the general state is a linear 
combination of stationary states |1〉 and |2〉 before observation: 
|𝜓(𝑡)〉 = 𝑎1(𝑡)|1〉 + 𝑎2(𝑡)|2〉. 
Coefficient 𝑎𝑖(𝑡) has a meaning that |𝑎𝑖(𝑡)|
2 equals to probability of finding state |𝑖〉. 
In the case of the transition ↓⇒↑, we set the initial condition: |𝜓(0)〉 = |1〉. 
By solving Schrödinger equation in this condition, we obtain the probability of finding in 
each state: 
|𝑎1(𝑡)|
2 = 1 −
4|v|2
(ℏ?̅?)2
sin2 (
?̅?𝑡
2
) , |𝑎2(𝑡)|
2 =
4|v|2
(ℏ?̅?)2
sin2 (
?̅?𝑡
2
),  
where ?̅? = √𝜔02 + 4|v|2/ℏ2, 𝜔0 = (𝐸2
(0) − 𝐸1
(0))/ℏ. Average of |𝑎𝑖(𝑡)|
2 per one period is 
calculated by 
|𝑎𝑖(𝑡)|2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
1
𝜏
∫ |𝑎𝑖(𝑡)|
2𝑑𝑡
𝜏
0
 , 
where 𝜏 is the time interval of one period. Performing this integration, we obtain 
|𝑎1(𝑡)|2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 1 − 
2|v|2
(ℏ?̅?)2
  , |𝑎2(𝑡)|2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
2|v|2
(ℏ?̅?)2
  . 
In the Weidlich model, on the other hand, the transition probability is 𝑝↓⇒↑(𝑥) =
𝜈 exp{+(𝑘𝑥 + ℎ)}.  Here, we associate |𝑎2(𝑡)|
2  with 𝑝↓⇒↑ . When only one transition 
occurs, the transition probability is exp{+(𝑘𝑥 + ℎ)}  because 𝜈  means frequency of 
changing opinions. Therefore, we can find following correspondence: 
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|𝑎2(𝑡)|2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
2|v|2
(ℏ?̅?)2
 ↔  exp{+(𝑘𝑥 + ℎ)}.  
So, we obtain following result: 
|v|2 =
1
2
∙
(𝐸2
(0) − 𝐸1
(0))
2
exp{−(𝑘𝑥 + ℎ)} − 2
  . 
By the same procedure, we can calculate the case of ↑⇒↓. The initial state should be 
set |𝜓(0)〉 = |2〉, and non-diagonal components of Hamiltonian are different to the case 
↓⇒↑ , because corresponding psychological transition probabilities is 𝑝↑⇒↓(𝑥) =
𝜈 exp{−(𝑘𝑥 + ℎ)}. So, we obtain 
|v|2 =
1
2
∙
(𝐸2
(0) − 𝐸1
(0))
2
exp{+(𝑘𝑥 + ℎ)} − 2
  . 
Thus, there is a difference of non-diagonal components of Hamiltonian in the case of ↓⇒
↑  and ↑⇒↓ . So, these transitions should be regarded as distinct processes in our 
quantum brain model. 
If the value of 𝐸2
(0) − 𝐸1
(0)
 of brain cell is evaluated in molecular biology (Jibu et al., 
1994), the result of the model becomes remarkable as follows. The values of 𝑘 and ℎ 
are determined by numerical calculations based on experimental data, as mentioned in 
section 4-2-2 . Then we can express |v|  as the function of 𝑥 . Consequently, the 
magnitude of non-diagonal components of Hamiltonian |v| depends on the population 
𝑥 . Thus, |v|  is related with the feature of the human group by the property of 
parameters 𝑥, 𝑘 and ℎ. 
In the present model, we adapted the quantum pure states in the brain cells. One of 
the expansions of this model includes quantum statistical mixed states around the brain 
cells. In this way, the model should be constructed by the density matrix formalism. 
These arguments are devoted to the future research. 
 
 
 
5-6. Summary of this chapter 
 
In this chapter, we attempted to explain the quantum brain description of our models 
which are constructed in the previous two chapters. For this purpose, the quantum 
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measurement theory and quantum brain dynamics are applied. 
First, we described the discontinuous nature in creativity. Namely, the force formed 
the delta function type are explained in the quantum brain level. By this explanation, 
we have a clue to construct more fundamental model of creativity. 
Second, we constructed a quantum brain model in social science, so that it reduced a 
candidate of the Hamiltonian by means of incorporating with the Weidlich model which 
describes the opinion formation of individuals. In particular, we concentrated on a simple 
phenomenon that one opinion is decided between two opinions in human mind. In order 
to determine the form of Hamiltonian, we assumed a simple process on the propagation 
of information in the brain. In this model, we proposed a new approach on the 
determination of the Hamiltonian as combining psychological model and quantum brain 
model. 
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Chapter 6. Conclusions 
 
  In this thesis, we have developed the mathematical approaches in educational 
psychology. Especially, our approaches of mathematical modeling are based on physical 
concepts and techniques. As a matter of fact, these physical approaches in the researches 
of human behavior have been studied since the nineteenth century, which are called 
“psychophysics” and “social-physics”. So, we have succeeded to study these two physical 
approaches of the researches of human behavior and mind, and we have constructed 
concreate models in educational psychology. 
  In chapter 2, we summarized the comparison of the structure between nature and 
human world, and discussed the standpoints of our research, for the modeling and 
interpretation of subsequent chapters. 
  In chapter 3, we constructed a mathematical model on the development of creativity. 
This model is an approximated one related not only to nonlinear dynamics but also to 
quantum theory. To construct the model, we focused on the investigation of the creative 
attitudes and the related factors based on the statistical surveys for lower secondary 
school students. Two chief factors of the creative attitudes are abstracted in the 
investigation; that are “efforts and durability” and “independence and originality”. Both 
of the two chief factors are shown to be influenced by impressed experiences which 
correspond to internal force 𝐸(𝑡). The internal force 𝐸(𝑡) contains discontinuous effects 
which relates to sudden appearance of idea, expressed by the Dirac delta function. The 
developments of creative attitudes are expressed by differential equations, that are 
constructed by means of analogy with the motion of equation in Newtonian mechanics. 
By the simulations of the equations, we can discuss many situations in education of 
creativity, and predict the growth in terms of creativity. Also, divergent thinking and 
convergent thinking are discussed in this model. These arguments well explain the 
transition of education policy in Japan, which gradually converted the Japanese 
education from cramming into pressure-free education in the 1980s, but it was modified 
in the 2010s to increase the amount of knowledge to be attained. 
In chapter 4, we proposed a novel method to know the classroom conditions by utilizing 
the concept of entropy and a mathematical model which is constructed by an analogy 
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between human decision-making mechanism and the ferromagnetic spin model in 
statistical physics. In order to check the validity of our approach, we investigated the 
data of students’ lives in school, which are photos on the arrangement of desks after 
lunch and questionnaires on the school life. By numerical simulations, the classroom 
conditions are simply expressed by entropy and two parameters which are a measure of 
interaction of each member and a measure of moral in the classroom. These quantities 
are invisible ones in the raw data but can be deduced by analyzing with the present 
method. Thus, we can numerically argue various conditions of the classroom. Also, we 
found that the entropy analysis of the system in the Weidlich model has different 
significance against the standard statistical approaches. Namely, the differential 
entropy and the variance of probability distribution show different behavior, and they 
should have different meaning. So, calculating of the differential entropy, we can expect 
to find different viewpoints of the system, which can be find from variance of probability 
distribution. Thus, focusing on the entropy in the Weidlich model, we can expect to see 
another aspect which is the order and/or disorder in the classroom conditions. We 
proposed the extended version of the Weidlich model, in which we can treat many 
opinions (or attitudes) case as same as prototype of the Weidlich model which is 
constructed to two-opinions or two-attitudes. 
  In chapter 5, in order to explain the main mechanism of above two models (chapter 3 
and 4), we applied two quantum theories which are Machida-Namiki’s quantum 
measurement theory and quantum brain dynamics (QBD). First, we described the 
discontinuous nature in creativity. That is, the force formed the delta function type are 
explained in the quantum brain level. By this explanation, we have a clue to construct 
more fundamental model of creativity. Second, we constructed a quantum brain model 
in social science, so that it reduced a candidate of the Hamiltonian by means of 
incorporating with the Weidlich model which describes the opinion formation of 
individuals. In particular, we concentrated on a simple phenomenon that one opinion is 
decided between two opinions in human mind. In order to determine the form of 
Hamiltonian, we assumed a simple process on the propagation of information in the 
brain. In this modeling, we proposed a new approach on the determination of the 
Hamiltonian as combining psychological model and quantum brain model. The quantum 
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theories (Machida-Namiki theory and QBD) which are bases of our modeling are 
constructed by pure physical concepts only, not include non-physical assumptions. 
Therefore, it can be said that we proposed not only the physical modeling but also the 
physical explanations of mechanism of our models in educational psychology. 
  Thus, in this thesis, we proposed the novel mathematical models based on physical 
concepts and measuring methods of students’ minds in educational psychology. Further 
investigations from this study are expected in the future. 
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Appendix A. Bifurcation in nonlinear dynamics: Simple examples 
 
  The question of stability of motion plays a central role in the dynamics. When certain 
parameters change, stable motion may become unstable and completely new types of 
motion or structures appear. Although many of the concepts are derived from classical 
mechanics, it can be applied to many disciplines. 
  In practically all disciplines which can be treated quantitatively, we observe changes 
of certain quantities as a function of time. These changes of quantities result from certain 
causes. A good deal of the corresponding terminology has evolved from mechanics. Now, 
we consider as an example the acceleration of a particle with mass 𝑚 under the action 
of a force 𝐹0 . The velocity 𝑣  of the particle changes in time according to Newton’s 
equation 
𝑚
𝑑𝑣
𝑑𝑡
= 𝐹0 . 
The force 𝐹0 may be decomposed into a “driving force” 𝐹 and a friction force which we 
assume proportional to the velocity 𝑣. Thus, we replace 𝐹0 by 
𝐹0 → 𝐹 − 𝛾𝑣 , 
and obtain as equation of motion 
𝑚
𝑑𝑣
𝑑𝑡
+ 𝛾𝑣 = 𝐹 . 
In many practical cases, 𝐹 is a function of the particle coordinate 𝑞. The velocity 𝑣 is 
expressed by the derivative of the coordinate with respect to time. And we use a dot 
above 𝑞 to indicate this, 
𝑣 =
𝑑𝑞
𝑑𝑡
≡ ?̇? . 
So the equation of motion becomes 
𝑚?̈? + 𝛾?̇?  = 𝐹(𝑞). 
Here we consider a special case in which 𝑚 is very small and the damping constant 
𝛾 very large, so that we can neglect the first term against the second term on the left- 
hand side of the equation of motion. In other words, we consider the so-called 
overdamped motion. We further note that by an appropriate time scale 
𝑡 → 𝛾𝑡′, 
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we can eliminate the damping constant 𝛾. Then, the equation of motion acquires the 
form 
 ?̇? = 𝐹(𝑞). 
Equations of this form are met in many disciplines. 
The force 𝐹 is related with the potential 𝑉 as follows: 
𝐹(𝑞) = −
𝑑𝑉
𝑑𝑞
 . 
  Now, we consider a nonlinear system which is so-called anharmonic oscillator 
containing a cubic term besides a linear term in its force 𝐹. 
𝐹(𝑞) = −𝑘𝑞 − 𝑘1𝑞
3. 
Then, the equation of motion become 
?̇? = −𝑘𝑞 − 𝑘1𝑞
3. 
The force corresponding to the force is formed for two different cases, namely, for 𝑘 > 0  
and 𝑘 < 0 (𝑘1 > 0). The equilibrium points are determined by 
?̇? = 0 . 
There are two completely different situations corresponding to whether 𝑘 > 0 or 𝑘 < 0. 
a) 𝑘 > 0, 𝑘1 > 0: 
The equilibrium point of the potential is 𝑞 = 0, which is stable. 
whereas in the case, 
b) 𝑘 < 0, 𝑘1 > 0: 
   we find three solutions, namely, 𝑞 = 0 which is evidently unstable, and two stable 
solutions 𝑞1,2 so that 
𝑞 = 0 unstable, 𝑞1,2 = ±√|𝑘| 𝑘1⁄  stable. 
  In the case b), there are two physically stable equilibrium positions. In each of them 
the particle is at rest and stays there forever. 
  Now, we introduce the concept of symmetry. If we replace everywhere in the equation 
of motion 𝑞 by −𝑞, we obtain 
−?̇? = −𝑘(−𝑞) − 𝑘1(−𝑞
3), 
or, after division of both sides by −1, we obtain the same form of the equation of motion 
before the replacement. Thus, the equation of motion has the invariance under the 
transformation 
𝑞 → −𝑞 , 
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or, in other words, the equation of motion is symmetric with respect to inversion 𝑞 → −𝑞. 
Simultaneously the potential 
𝑉(𝑞) =
1
2
𝑘𝑞2 +
1
4
𝑘1𝑞
4 
remains invariant under this transformation 
𝑉(𝑞) → 𝑉(−𝑞) = 𝑉(𝑞). 
Although the problem described ?̇? = −𝑘𝑞 − 𝑘1𝑞
3 is completely symmetric with respect 
to the inversion 𝑞 → −𝑞, the symmetry is now broken by the actually realized solution. 
When we gradually change 𝑘 from positive values to negative values, we come to 𝑘 = 0 
where the stable equilibrium position 𝑞 = 0 becomes unstable. The whole phenomenon 
may be thus described as a “symmetry breaking instability”. This phenomenon can be 
expressed in other words. When 𝑘 passes from 𝑘 > 0 to 𝑘 < 0 the stable equilibrium 
positions are exchanged, that is, we have the so-called “exchange of stability”. When we 
deform the potential curve from 𝑘 > 0 to 𝑘 < 0, it becomes flatter and flatter in the 
neighborhood of 𝑞 = 0. Consequently, the particle falls down the potential curve more 
and more slowly, a phenomenon called “critical slowing down”. When passing from 𝑘 >
0 to 𝑘 < 0, the stable position 𝑞 = 0 is replaced by an unstable position at 𝑞 = 0 and 
stable ones at 𝑞1,2 = ±√|𝑘| 𝑘1⁄ . Thus, we have the scheme 
                          unstable point 
stable point 
                          stable point 
Since this scheme can be seen like a fork, the whole phenomenon is called “bifurcation”.  
  The above mechanical example of particle in a potential is a rather instructive, because 
it allows us to explain quite a number of general features inherent in the original 
differential equation. On the other hand, it does not shed any light on the importance of 
these considerations in other disciplines. So, here we show other example which is not 
the problem of mechanics. The great importance of bifurcation rests in the fact that even 
a small change of a parameter leads to dramatic changes of the system. 
  Here we consider another simple model which describes the mechanism of laser. The 
laser is a device in which photons are produced by the process of stimulated emission. 
The temporal change of photon number 𝑛, or, in other words, the photon production rate 
is determined by an equation of the form 
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?̇? = gain − loss . 
The gain stems from the so-called stimulated emission. It is proportional to the number 
of photons present and to the number of excited atoms, 𝑁, (we assume that the ground 
level, where the laser emission terminates, is kept empty) so that 
gain = 𝐺𝑁𝑛 . 
Where 𝐺 is a gain constant which can be derived from a microscopic theory but this is 
not our present concern. The loss term comes from the escape of photons through the 
endfaces of the laser. The only thing we need to assume is that the loss rate is 
proportional to the number of photons present. Therefore, we have 
loss = 2𝜅𝑛 . 
2𝜅 = 1 𝑡0⁄ , where 𝑡0 is the lifetime of a photon in the laser. Now an important point 
comes in which renders the relation (?̇? = gain − loss) nonlinear. The number of exited 
atoms 𝑁 decreases by the emission photons. Thus, if we keep the number of excited 
atoms without laser action at a fixed number 𝑁0  by an external pump, the actual 
number of excited atoms will be reduced due to the laser process. This reduction ∆𝑁 is 
proportional to the number of photons present, because all the time the photons force 
the atoms to return to their ground states. Thus, the number of excited atoms has the 
form 
𝑁 = 𝑁0 − ∆𝑁 , ∆𝑁 = 𝛼𝑛 . 
Combining these relations, we obtain the basic laser equation in this simplified model 
?̇? = −𝑘𝑛 − 𝑘1𝑛
2 , 
where the constant 𝑘 is given by 
𝑘 = 2𝜅 − 𝐺𝑁0 ≷ 0 . 
If there is only a small number of excited atoms, 𝑁0, due to the pump, 𝑘 is positive, 
whereas for sufficiently high 𝑁0, 𝑘 can become negative. The change of sign occurs at 
𝐺𝑁0 = 2𝜅, 
which is the laser threshold condition. Bifurcation theory now tells us that for 𝑘 > 0 
there is no laser light emission whereas for 𝑘 < 0 the laser emits laser photons. The 
laser functions in a completely different way when operating below or above threshold.  
  The same form as laser equation can be found in a completely different field, e.g. 
chemistry. Consider the autocatalytic reaction between two kinds of molecules, 𝐴, 𝐵, 
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with concentrations 𝑛 and 𝑁, respectively: 
𝐴 + 𝐵 → 2𝐴    production, 
𝐴 → 𝐶    decay. 
The molecules 𝐴 are created in a process in which the molecules themselves participate 
so that their production rate is proportional to 𝑛. Furthermore, the production rate is 
proportional to 𝑁. If the supply of 𝐵-molecules is not infinitely fast, 𝑁 will decrease 
again by an amount proportional to the number 𝑛 of 𝐴-molecules present. 
  The same equations apply to certain problems of ecology and population dynamics. If 
𝑛  is the number of animals of a certain kind, 𝑁  is a measure for the food supply 
available which is steadily renewed but only at a certain finite pace. 
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Appendix B. Analogies between thought and quantum processes: Bohm’s view 
 
 
  Bohm discussed the analogies between thought and quantum processes in his famous 
book (Bohm, 1951). There are wide ranges of experience in which occur phenomena 
possessing striking resemblances to quantum phenomena. Although these analogies had 
been discussed in order to clarify the results of the quantum theory, these speculations 
have stimulated our modellings in this thesis. As a matter of fact, our modellings are 
based on Bohm’s view. In this appendix, we exhibit the speculations of Bohm. 
 
Bohm discussed the analogy between the uncertainty principle and certain aspects of 
human thought processes. Especially, the fundamental ideas of chapter 3 in this thesis 
are concerned with the following speculations. 
 
If a person tries to observe what he is thinking about at the very moment that he is 
reflecting on a particular subject, it is generally agreed that he introduces unpredictable 
and uncontrollable changes in the way his thoughts proceed thereafter. Why this 
happens is not definitely known at present, but some plausible explanations will be 
suggested later. If we compare (1) the instantaneous state of a thought with the position 
of a particle and (2) the general direction of change of that thought with the particle’s 
momentum, we have a strong analogy. 
      We must remember, however, that a person can always describe approximately what 
he is thinking about without introducing significant disturbances in his train of thought. 
But as he tries to make the description precise, he discovers that either the subject of his 
thoughts or their trend or sometimes both become very different from what they were 
before he tried to observe them. Thus, the actions involved in making any single aspect 
of the thought process definite appear to introduce unpredictable and uncontrollable 
changes in other equally significant aspects. 
      A further development of this analogy is that the significance of thought processes 
appears to have indivisibility of a sort. Thus, if a person attempts to apply to his thinking 
more and more precisely defined elements, he eventually reaches a stage where further 
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analysis cannot even be given a meaning. Part of the significance of each element of a 
thought process appears, therefore, to originate in its indivisible and incompletely 
controllable connections with other elements. Similarly, some of the characteristic 
properties of a quantum system (for instance, wave or particle nature) depend on 
indivisible and incompletely controllable quantum connections with surrounding objects. 
Thus, thought processes and quantum systems are analogous in that they cannot be 
analyzed too much in terms of distinct elements, because the “intrinsic” nature of each 
element is not a property existing separately from and independently of other elements 
but is, instead, a property that arises partially from its relation with other elements. In 
both cases, an analysis into distinct elements is correct only if it is so approximate that 
no significant alteration of the various indivisible connected parts would result from it. 
      There is also a similarity between the thought process and the classical limit of the 
quantum theory. The logical process corresponds to the most general type of thought 
process as the classical limit corresponds to the most general quantum process. In the 
logical process, we deal with classifications. These classifications are conceived as being 
completely separate but related by the rules of logic, which may be regarded as the 
analogue of the causal laws of classical physics. In any thought process, the component 
ideas are not separate but flow steadily and indivisibility. An attempt to analyze them 
into separate parts destroys or changes their meanings. Yet there are certain types of 
concepts, among which are those involving the classification of objects, in which we can, 
without producing any essential changes, neglect the indivisible and incompletely 
controllable connection with other ideas. Instead, the connection can be regarded as 
causal and following the rules of logic. 
      Logically definable concepts play the same fundamental role in abstract and precise 
thinking as do separable objects and phenomena in our customary description of the 
world. Without the development of logical thinking, we would have no clear way to 
express the results of our thinking, and no way to check its validity. Thus, just as life as 
we know it would be impossible if quantum theory did not have its present classical limit, 
thought as we know it would be impossible unless we could express its results in logical 
terms. Yet, the basic thinking process probably cannot be described as logical. For 
instance, many people have noted that a new idea often comes suddenly, after a long 
85 
 
and unsuccessful search and without any apparent direct cause. We suggest that if the 
intermediate indivisible nonlogical steps occurring in an actual thought process are 
ignored, and if we restrict ourselves to a logical terminology, then the production of new 
ideas presents a strong analogy to quantum jump. In a similar way, the actual concept of 
a quantum jump seems necessary in our procedure of describing a quantum system that 
is actually an indivisible whole in terms of words and concepts implying that it can be 
analyzed into distinct parts. 
 
 
The possible reasons for analogies between thought and quantum processes were 
discussed as follows. Nowadays, it can be said that many quantum models of brain are 
encouraged by Bohm’s following speculations. In this thesis, the fundamental ideas of 
chapter 5 are based on the following speculations. 
 
      We may now ask whether the close analogy between quantum processes and our inner 
experiences and thought processes is more than a coincidence. Here we are on 
speculative ground; at present very little is known about the relation between our 
thought processes and emotions and the details of the brain’s structure and operation. 
Bohr suggests that thought involves such small amounts of energy that quantum-
theoretical limitations play an essential role in determining its character (Bohr, 1934). 
There is no question that observations show the presence of an enormous amount of 
mechanism in the brain, and that much of this mechanism must probably be regarded 
as operating on a classically describable level. In fact, the nerve connections found thus 
far suggest combinations of telephone exchanges and calculating machines of a 
complexity that has probably never been dreamed of before. In addition to such a 
classically describable mechanism that seems to act like a general system of 
communications, Bohr’s suggestion involves the idea that certain key points controlling 
this mechanism (which are, in turn, affected by the actions of this mechanism) are so 
sensitive and delicately balanced that they must be described in an essentially quantum-
mechanical way. (We might, for example, imagine that such key points exist at certain 
types of nerve junctions.) It cannot be stated too strongly that we are now on exceedingly 
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speculative grounds. 
      Bohr’s hypothesis is not, however, in disagreement with anything that is now known. 
And the remarkable point-by-point analogy between the thought processes and 
quantum processes would suggest that a hypothesis relating these two may well turn 
out to be fruitful. If such a hypothesis could ever be verified, it would explain in a natural 
way a great many features of our thinking. 
      Even if this hypothesis should be wrong, and even if we could describe the brain’s 
functions in terms of classical theory alone, the analogy between thought and quantum 
processes would still have important consequences: we would have what amounts to a 
classical system that provides a good analogy to quantum theory. At the least, this would 
be very instructive. It might, for example, give us a means for describing effects like those 
of the quantum theory in terms of hidden variables. (It would not, however, prove that 
such hidden variables exist.) 
      In the absence of any experimental data on this question, the analogy between 
thought and quantum processes can still be helpful in giving us a better “feeling” for 
quantum theory. For instance, suppose that we ask for a detailed description of how an 
electron is moving in a hydrogen atom when it is in a definite energy level. We can say 
that this is analogous to asking for detailed description of what we are thinking about 
while we are reflecting on some definite subject. As soon as we begin to give this detailed 
description, we are no longer thinking about the subject in question, but are instead 
thinking about giving a detailed description. In a similar way, when the electron is moving 
with a definable trajectory, it simply can no longer be an electron that has a definite 
energy. 
      If it should be true that the thought processes depend critically on quantum-
mechanical elements in the brain, then we could say that thought processes provide the 
same kind of direct experience of the effects of quantum theory that muscular forces 
provide for classical theory. Thus, for example, the pre-Galilean concepts of force, 
obtained from immediate experience with muscular forces, were correct, in general. But 
these concepts were wrong, in detail, because they suggested that the velocity, rather 
than the acceleration, was proportional to the force. (This idea is substantially correct, 
when there is a great deal of friction, as is usually the case in common experience.) We 
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suggest that, similarly, the behavior of our thought processes may perhaps reflect in an 
indirect way some of the quantum-mechanical aspects of the matter of which we are 
composed. 
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Appendix C. Numerical calculations of the differential entropy on the Weidlich model 
 
  As described section 4-2-3, we had numerically calculated the differential entropy of 
stationary distribution on the Weidlich model. Here, we concretely exhibit our numerical 
calculations. We adopted the Euler method which is one of the numerical integrations 
(Press, et al., 1992). And we used “Excel” (Microsoft) in the computer. 
  Now, we re-exhibit the equation which we have to calculate numerically: 
𝐻𝑑(𝑘, ℎ) = − ∫ 𝑓𝑠𝑡(𝑥; 𝑘, ℎ){log 𝑓𝑠𝑡(𝑥; 𝑘, ℎ)}𝑑𝑥
+
1
2
−
1
2
 
= − ∫
𝑐′𝑛
cosh(𝑘𝑥 + ℎ) − 2𝑥 sinh(𝑘𝑥 + ℎ)
 exp {2 ∫ 𝑛 ∙
sinh(𝑘𝑦 + ℎ) − 2𝑦 cosh(𝑘𝑦 + ℎ)
cosh(𝑘𝑦 + ℎ) − 2𝑦 sinh(𝑘𝑦 + ℎ)
𝑑𝑦
𝑥
−
1
2
}
+
1
2
−
1
2
   
     ∙ log [
𝑐′𝑛
cosh(𝑘𝑥 + ℎ) − 2𝑥 sinh(𝑘𝑥 + ℎ)
 exp {2 ∫ 𝑛 ∙
sinh(𝑘𝑧 + ℎ) − 2𝑧 cosh(𝑘𝑧 + ℎ)
cosh(𝑘𝑧 + ℎ) − 2𝑧 sinh(𝑘𝑧 + ℎ)
𝑑𝑧
𝑥
−
1
2
}] 𝑑𝑥 , 
𝑐′ ≡
𝑐
𝜈
= 1 [∫
𝑛
cosh(𝑘𝑥 + ℎ) − 2𝑥 sinh(𝑘𝑥 + ℎ)
 exp {2 ∫ 𝑛 ∙
sinh(𝑘𝑦 + ℎ) − 2𝑦 cosh(𝑘𝑦 + ℎ)
cosh(𝑘𝑦 + ℎ) − 2𝑦 sinh(𝑘𝑦 + ℎ)
𝑑𝑦
𝑥
−
1
2
} 𝑑𝑥
+
1
2
−
1
2
]⁄ . 
Our aim is to obtain the value of 𝐻𝑑(𝑘, ℎ), where input parameters are 𝑛, 𝑘 and ℎ. 
A sample of Excel sheet in the case of (𝑛, 𝑘, ℎ) = (40, 2, 0.031) is shown as follows: 
 
 
…………………………………………………………………………… 
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…………………………………………………………………………… 
…………………………………………………………………………… 
 
 
A sample of explicit form of calculations (we choose No. 29 cells) is shown below: 
 
D29 = -0.5+(1/$B$6)*C29 
E29=1/(COSH($B$4*D29+$B$5)-2*D29*SINH($B$4*D29+$B$5)) 
F29=(SINH($B$4*D29+$B$5) 
-2*D29*COSH($B$4*D29+$B$5))/(COSH($B$4*D29+$B$5) 
-2*D29*SINH($B$4*D29+$B$5)) 
G29=G28+F29*(1/$B$6) 
H29=EXP(2*$B$3*G29) 
I29=E29*H29 
J29=J28+I29*(1/$B$6) 
K29=(1/$B$2)*I29 
L29=L28+K29*(1/$B$6) 
M29=D29*K29*(1/$B$6) 
N29=D29*D29*K29*(1/$B$6) 
O29=O28+K29*LN(K29)*(1/$B$6) 
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Appendix D. Spontaneous symmetry breaking in non-relativistic quantum field theory 
 
 
D-1. Degeneration of the ground state 
 
Here, we consider a non-relativistic field theory in which fields 𝜙𝛼(𝒙, 𝑡) are dynamical 
variables, and the action integral 𝐼 of the system is defined as follows: 
𝐼 = ∫ 𝑑𝑡
𝑡2
𝑡1
∫ 𝑑𝒙ℒ
𝑉
(𝜙𝛼(𝒙, 𝑡), 𝛁𝜙𝛼(𝒙, 𝑡), 𝜕𝑡𝜙𝛼(𝒙, 𝑡))
⏟                        
𝐿 (Lagrangian)
  . 
If the action integral 𝐼 is invariant under a continuous transformation, then there exists 
a conservation law which is expressed as follows: 
∑
𝜕
𝜕𝑥𝑖
3
𝑖=1
𝐽𝑖(𝒙, 𝑡) +
𝜕
𝜕𝑡
𝐽0(𝒙, 𝑡) = 0 , 
and we can define generating function 𝐺: 
𝐺(𝑡) ≡ ∫𝑑𝒙𝐽0(𝒙, 𝑡) . 
It can be shown that 𝐺 is commutative with Hamiltonian 𝐻, that is, 
[𝐺 , 𝐻] = 0 . 
And, the commutation relation of 𝐺 and 𝜙𝛼(𝒙, 𝑡) is 
[𝜙𝛼(𝒙, 𝑡), 𝐺] = −𝑖ℏ𝛿
∗𝜙𝛼(𝒙, 𝑡) . 
Where ℒ is Lagrangian density, and 𝐽𝑖(𝒙, 𝑡) and 𝐽0(𝒙, 𝑡) are defined as follows: 
𝐽𝑖(𝒙, 𝑡) ≡ −∑
𝜕ℒ
𝜕(𝜕𝑖𝜙𝛼)
𝛿𝜙𝛼
𝛼
+∑𝛿𝑥𝑗𝑇𝑖𝑗 + 𝛿𝑡𝑇𝑖0
𝑗
 ,  
𝐽0(𝒙, 𝑡) ≡ −∑
𝜕ℒ
𝜕(𝜕𝑡𝜙𝛼)
𝛿𝜙𝛼
𝛼
+∑𝛿𝑥𝑗𝑇0𝑗 + 𝛿𝑡𝑇00 ,
𝑗
 
𝑇𝑖𝑗 ≡∑
𝜕ℒ
𝜕(𝜕𝑖𝜙𝛼)
𝛼
𝜕𝑗𝜙𝛼 − 𝛿𝑖𝑗ℒ ,                       
𝑇𝑖0 ≡∑
𝜕ℒ
𝜕(𝜕𝑖𝜙𝛼)
𝛼
𝜕𝑡𝜙𝛼 ,                                    
𝑇0𝑖 ≡∑
𝜕ℒ
𝜕(𝜕𝑡𝜙𝛼)
𝛼
𝜕𝑖𝜙𝛼 ,                                    
𝑇00 ≡∑
𝜕ℒ
𝜕(𝜕𝑡𝜙𝛼)
𝛼
𝜕𝑡𝜙𝛼 − ℒ =  ℋ[𝒙, 𝑡] .       
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ℋ is Hamiltonian density which is related with Hamiltonian as following equation: 
𝐻 = ∫ 𝑑𝒙ℋ[𝒙, 𝑡]
𝑉
 . 
𝛿∗𝜙𝛼(𝒙, 𝑡) is a continuous transformation of 𝜙𝛼(𝒙, 𝑡), which is defined as follows: 
𝛿∗𝜙𝛼(𝒙, 𝑡) ≡ 𝜙𝛼
′ (𝒙, 𝑡) − 𝜙𝛼(𝒙, 𝑡) 
                     = 𝛿𝜙𝛼(𝒙, 𝑡) − 𝛿𝑥𝑖
𝜕
𝜕𝑥𝑖
𝜙𝛼(𝒙, 𝑡) − 𝛿𝑡
𝜕
𝜕𝑡
𝜙𝛼(𝒙, 𝑡) . 
Now, we consider two cases either non-degenerate states or degenerate states. First, 
we assume that there no degenerate states, and the eigenstates of Hamiltonian |𝐸⟩ is 
satisfied as follows: 
𝐻|𝐸⟩ = 𝐸|𝐸⟩ . 
By the relation [𝐺 , 𝐻] = 0, we obtain 
𝐻𝐺|𝐸⟩ = 𝐺𝐻|𝐸⟩ =𝐸𝐺|𝐸⟩ , 
∴ 𝐺|𝐸⟩ = 𝑔𝐸|𝐸⟩ . 
In particular, on the ground state |0⟩: 
𝐺|0⟩ = 𝑔0|0⟩ . 
The expectation value of both side [𝜙𝛼(𝒙, 𝑡), 𝐺] = −𝑖ℏ𝛿
∗𝜙𝛼(𝒙, 𝑡)  with respect to the 
ground state |0⟩ is: 
⟨0|[𝜙𝛼(𝒙, 𝑡), 𝐺]|0⟩ = −𝑖ℏ⟨0|𝛿
∗𝜙𝛼(𝒙, 𝑡)|0⟩ . 
The value of the left hand side of this equation is zero, therefore we obtain 
⟨0|𝛿∗𝜙𝛼(𝒙, 𝑡)|0⟩ = 0 . 
That is to say, “on the non-degenerate ground state, it must be satisfied the relation 
⟨0|𝛿∗𝜙𝛼(𝒙, 𝑡)|0⟩ = 0.” 
 Second, we treat the case in which eigenstates of 𝐻 are degenerated. In this case, the 
eigenstates of Hamiltonian can be expressed by: 
𝐻|𝐸, 𝜉𝐸⟩ = 𝐸|𝐸, 𝜉𝐸⟩ . 
Operating 𝐺 to both sides of this equation, and using the relation [𝐺 , 𝐻] = 0, we obtain 
𝐺𝐻|𝐸, 𝜉𝐸⟩ = 𝐻𝐺|𝐸, 𝜉𝐸⟩ =𝐸𝐺|𝐸, 𝜉𝐸⟩ . 
Therefore, 𝐺|𝐸, 𝜉𝐸⟩ are the eigenstates of 𝐻, and their eigenvalue is 𝐸. In general, we 
can express 
𝐺|𝐸, 𝜉𝐸⟩ =∑|𝐸, 𝜉𝐸
  ′⟩
𝜉𝐸
  ′
𝑔𝜉𝐸  ′𝜉𝐸  , 
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𝑔𝜉𝐸  ′𝜉𝐸 = ⟨𝐸, 𝜉𝐸
  ′|𝐺|𝐸, 𝜉𝐸⟩ . 
In particular, on the ground state, 
𝐺|0, 𝜉0⟩ =∑|0, 𝜉0
  ′⟩
𝜉0
  ′
𝑔𝜉0  ′𝜉0  . 
In this case, calculating the expectation value of both side [𝜙𝛼(𝒙, 𝑡), 𝐺] = −𝑖ℏ𝛿
∗𝜙𝛼(𝒙, 𝑡) 
with respect to the ground state |0, 𝜉0⟩, we have: 
⟨0, 𝜉0|𝜙𝛼(𝒙, 𝑡)𝐺|0, 𝜉0⟩ − ⟨0, 𝜉0|𝐺𝜙𝛼(𝒙, 𝑡)|0, 𝜉0⟩ 
=∑{⟨0, 𝜉0|𝜙𝛼(𝒙, 𝑡)|0, 𝜉0
  ′⟩𝑔𝜉0  ′𝜉0 − 𝑔𝜉0𝜉0  ′⟨0, 𝜉0
  ′|𝜙𝛼(𝒙, 𝑡)|0, 𝜉0⟩}
𝜉0
  ′
   
                                = −𝑖ℏ⟨0, 𝜉0|𝛿
∗𝜙𝛼(𝒙, 𝑡)|0, 𝜉0⟩ . 
It is not always that this equation vanishes. Therefore, we obtain the following 
conclusion: 
When the invariance of continuous transformation exists, if one can find at least one 
non-zero expectation value of 𝛿∗𝜙𝛼(𝒙, 𝑡) with respect to the ground state, then the 
ground state is necessarily degenerate. 
 
 
 
D-2. Nambu-Goldstone theorem 
 
Now, we can prove one of the most significant theorems in the quantum field theory 
which is “Nambu-Goldstone theorem”: 
    When the Hamiltonian of the field theory is invariant under an infinitesimal 
transformation, it realizes either of two situations, the ground state is invariant 
under the transformation, or the elementary excitation in which energy is zero when 
corresponding wave vector 𝒌 is zero exist. 
 
[Proof] 
Let 𝐺 be generating function of the continuous transformation which we focus on, 
according to the discussion of previous section, if any field quantities 𝜙𝛼  satisfy 
⟨0|𝛿∗𝜙𝛼(𝒙, 𝑡)|0⟩ = 0, then the ground state is not degenerate. So, from [𝐺 , 𝐻] = 0, we 
have: 
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𝐺𝐻|0⟩ = 𝐻𝐺|0⟩ =0. 
This means that 𝐺|0⟩ is proportional to |0⟩. That is, 
𝐺|0⟩ = 𝑔0|0⟩ . 
∴ 𝑒𝑖𝐺𝜖 ℏ⁄ |0⟩ = 𝑒𝑖𝑔0𝜖 ℏ⁄ |0⟩ 
This is identified |0⟩ except for the phase 𝑔0𝜖 ℏ⁄ . 
Next, we consider the situation ⟨0|𝛿∗𝜙𝛼(𝒙, 𝑡)|0⟩ ≠ 0 for some field quantities 𝜙𝛼. In 
this case, we can prove that the elementary excitation exists in which energy is zero 
when corresponding wave vector 𝒌  is zero. According to the discussion of previous 
section, the ground state must be degenerate, for ⟨0|𝛿∗𝜙𝛼(𝒙, 𝑡)|0⟩ ≠ 0. From the spectral 
resolution of Green function, we can write two equations as follows: 
⟨0|𝜙𝛼(𝒙, 𝑡)𝐽0(𝒙′, 𝑡′)|0⟩ =∑
1
𝑉
𝜔
∑∫𝑑𝑘0
𝒌
𝑒𝑖𝒌∙(𝒙−𝒙
′)𝑒−𝑖𝑘0(𝑡−𝑡
′)𝛿(𝑘0 −𝜔)𝜃(𝑘0)𝜎
(+)(𝒌,𝜔), 
⟨0|𝐽0(𝒙′, 𝑡′)𝜙𝛼(𝒙, 𝑡)|0⟩ =∑
1
𝑉
𝜔
∑∫𝑑𝑘0
𝒌
𝑒𝑖𝒌∙(𝒙−𝒙
′)𝑒−𝑖𝑘0(𝑡−𝑡
′)𝛿(𝑘0 +𝜔)𝜃(−𝑘0)𝜎
(−)(𝒌,𝜔), 
where 𝜎(±)(𝒌,𝜔) are defined as follows: 
1
𝑉
𝜎(+)(𝒌,𝜔)𝜃(𝜔) ≡∑⟨0|𝜙𝛼(0)|𝒌,𝜔, 𝜉⟩
𝜉
⟨𝒌,𝜔, 𝜉|𝐽0(0)|0⟩, 
1
𝑉
𝜎(−)(𝒌,𝜔)𝜃(𝜔) ≡∑⟨0|𝐽0(0)|−𝒌,𝜔, 𝜉⟩
𝜉
⟨−𝒌,𝜔, 𝜉|𝜙𝛼(0)|0⟩. 
𝑉  is the volume of cubic when the Fourier transformations of field quantities are 
calculated. 
Integrating ⟨0|𝜙𝛼(𝒙, 𝑡)𝐽0(𝒙′, 𝑡′)|0⟩ , ⟨0|𝐽0(𝒙′, 𝑡′)𝜙𝛼(𝒙, 𝑡)|0⟩  with respect to 𝒙′ , and using 
𝐺(𝑡) ≡ ∫𝑑𝒙′𝐽0(𝒙′, 𝑡), we obtain:  
⟨0|𝜙𝛼(𝒙, 𝑡)𝐺|0⟩ =∑∫𝑑𝑘0
𝜔
𝑒−𝑖𝑘0(𝑡−𝑡
′)𝛿(𝑘0 −𝜔)𝜃(𝑘0)𝜎
(+)(𝟎,𝜔), 
⟨0|𝐺𝜙𝛼(𝒙, 𝑡)|0⟩ =∑∫𝑑𝑘0
𝜔
𝑒−𝑖𝑘0(𝑡−𝑡
′)𝛿(𝑘0 +𝜔)𝜃(−𝑘0)𝜎
(−)(𝟎,𝜔). 
Since the left hand sides of these two equations do not depend on 𝑡′, derivatives of the 
right hand sides with respect to 𝑡′ equal zero. So, we have: 
𝜔𝜃(𝜔)𝜎(+)(𝟎,𝜔) = 0, 
𝜔𝜃(𝜔)𝜎(−)(𝟎,𝜔) = 0. 
It restricts to 
𝜃(𝜔)𝜎(+)(𝟎,𝜔) = 𝑐(+)𝛿(𝜔)𝜃(𝜔), 
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𝜃(𝜔)𝜎(−)(𝟎,𝜔) = 𝑐(−)𝛿(𝜔)𝜃(𝜔), 
where 𝑐(+) and 𝑐(−) are constants. From these equations, we can calculate as follows: 
                 0 ≠ ⟨0|[𝜙𝛼(𝒙, 𝑡), 𝐺]|0⟩ 
=∑∫𝑑𝑘0
𝜔
𝑒−𝑖𝑘0(𝑡−𝑡
′){𝛿(𝑘0 −𝜔)𝜃(𝑘0)𝑐
(+) − 𝛿(𝑘0 +𝜔)𝜃(−𝑘0)𝑐
(−)}𝛿(𝜔) 
                     =
𝑐(+) − 𝑐(−)
2
  . 
∴  𝑐(+) ≠ 𝑐(−). 
Therefore, it is impossible that 𝜎(+)(𝟎,𝜔) and 𝜎(−)(𝟎,𝜔) equal zero simultaneously. In 
other words, the terms in the spectral functions which is proportional to 𝛿(𝜔) when 𝒌 =
𝟎 always exist. Since the poles of the Green function give the elementary excitation, 
above discussion means the existence of the elementary excitation in which energy is 
zero when corresponding wave vector 𝒌 is zero. 
[Q.E.D.] 
 
According to the theorem, we can see that the degeneration of the ground state is 
related with the energy-gapless elementary excitation. Such elementary excitation is 
often called “Nambu-Goldstone boson”. From discussion above, the ground state |0⟩ is 
not always invariant under the transformation, it is possible to be transformed to other 
degenerate ground state. This situation is called “spontaneous symmetry breaking”. The 
existence of Nambu-Goldstone boson is not fortuitous, it always plays the role to keep 
invariance of the transformation considered in the beginning. 
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Appendix E. Data of the classroom conditions 
 
  Here, we show data of the classroom conditions which are analyzed in section 4-3. 
 
 
Table E-1. Data of the desk arrangements in June 2018. 
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Table E-2. Data of the desk arrangements in September 2018. 
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Table E-3. Data of the desk arrangements in December 2018. 
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Table E-4. Data of the attitudes in lesson times in June 2018. 
 
n_𝑖: number of 𝑖-th answers 
    𝑖 = 1 : good 
    𝑖 = 2 : relatively good 
    𝑖 = 3 : relatively bad 
    𝑖 = 4 : bad 
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Table E-5. Data of the attitudes in lesson times in September 2018. 
 
n_𝑖: number of 𝑖-th answers 
    𝑖 = 1 : good 
    𝑖 = 2 : relatively good 
    𝑖 = 3 : relatively bad 
    𝑖 = 4 : bad 
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Table E-6. Data of the attitudes in lesson times in December 2018. 
 
n_𝑖: number of 𝑖-th answers 
    𝑖 = 1 : good 
    𝑖 = 2 : relatively good 
    𝑖 = 3 : relatively bad 
    𝑖 = 4 : bad 
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