Because of its performance surface depending on the mean square error, and if the train error reaches to zero too quickly, its performance surface will be minimum and the weight values will have to be stopped to get adjusted [16] . For each subject, the numbers of face image sample are always small on public face databases, so the early training break in NN frequently occurs. The AdaBoost also has the same drawback as the NN does. That is, the situation of the early training break occurs in AdaBoost if the error of weak learner quickly reaches to zero. Besides, the application of HMM is a content-dependent classification, especially on speech recognition. It is based on an assumption that the class variations are closely related. The research of HMM on face recognition includes 1D-HMM [17] , 2D-HMM [18] , embedded HMM [19] , and pseudo 2D-HMM [20] . The disadvantage of using HMM on face recognition is on the part of huge computation cost under the condition that the numbers of dimension and state are high. The SVM were originally designed for binary classification and it is based on the structural risk minimization (SRM) principle. Although several methods to effectively extend the SVM for multi-class classification have been reported on technical literatures [21, 22] , it is still an on-going research issue. The category methods of SVM for multi-class classification are oneagainst-all (OAA) [21, 30] , one-against-one (OAO) [21] , directed acyclic graph support vector machine (DAGSVM) [23] , and binary tree SVM [8] . In DAGSVM and binary tree SVM, their training phases are the same as those of the OAO method by solving N(N-1)/2 binary SVMs, where N is the numbers of class. However, in the testing phase of DAGSVM, it uses a rooted binary directed acyclic graph which has N(N-1)/2 internal nodes and N leaves. Each node is a binary SVM of ith and jth classes. On the other hand, the testing phase of binary tree SVM constructs a bottom-up binary tree for classification. The advantage of using a DAGSVM and binary tree SVM is less testing time than that of OAO (maximum vote) method. If one employs the same feature vector for SVM, NN, and AdaBoost, he will find the performance of SVM is better than that of NN and AdaBoost because the SVM will result in the maximum separating margin to the hyperplane of the two classes. And if the feature vector includes noisy data, and the noisy data possesses at least one of the following properties: (a) overlapping class probability distributions, (b) outliers and (c) mislabeled patterns [24] , the hyperplane of SVM will turn out to be hard margin and overfitting. Additionally, the SVM allows noise or imperfect separation, provided that a non-negative slack variable is added to the objective function as a penalizing term. The Eigenface is a successful example using template matching for face recognition [5] . The method of Eigenface uses principle component analysis (PCA) or Karhunen-Loeve transform that constructs a number of Eigenfaces derived from a set of training face images. Every prototype face image in the database is represented as a feature point, i.e. a vector of weights, in the space and is the query face image. The limitations of Eigenface are their computation cost and memory requirement burden if the face recognition system is to scale up. As for multi-classifier systems, Zhou et al. [13] presented a combined feature Fisher classifier (CF 2 C) approach, whose combined facial features are derived from facial global and local information extracted by DCT, for face recognition. And it performs better than the traditional methods such as Eigenfaces and Fisherfaces. One problem of this method is that it is hard to accurately detect the landmark of images, and another is that the localization errors might sustain to the classification step to disturb the final result. Rajagopalan et al. [12] proposed a face recognition method that fuses information acquired from global and local features of the face for improving performance. Their method is very similar to that proposed by Zhou et al. [13] , it brings about the same problem accordingly as mentioned above. Kwak et al. [11] proposed two approaches to fuzzy information fusion for face recognition involving aggregation of local and global face information and a wavelet decomposition approach. Zhao et al. [14] studied a face recognition method based on multifeatures using a neural networks committee (NNC) machine. Either of their methods is based on parallel features and classifiers, and is with a combination strategy at the end. Although their experimental results show a more accurate classification rate than that of single feature and classifier, its architecture is totally different from our proposed cascade stages, which are proceeded with a coarse-to-fine strategy. Our novel coarse-to-fine strategy ends up with a much more successful performance in facial recognition. In our system, the extracted feature for SVM is discrete cosine transform (DCT) coefficients that are common used for image pre-processing. In the past, Chen et al. [6] extracted DCT feature from the entire face image for face recognition, because they believed that if the DCT is obtained from individual sub-images, certain relationship information between subimages are not existed any more. In [25] , Jing and Zhang selected the useful DCT frequency bands and obtained a 1D training sample set, then they proposed an improved Fisherface method to extract the image discrimination features, at last they applied the nearest neighbor classifier to the feature classification. To combine the image feature of frequency, intensity, and space information, we propose a novel face recognition approach, which combines SVM, Eigenface, and RANSAC [26] methods with the multi-stage classifier system. The whole decision process is developed through consecutive stages, i. e., "one-against-all (OAA) of SVM", "one-against-one (OAO) of SVM", "Eigenface", and "RANSAC", respectively. The stage 1 "OAA of SVM" and stage 2 "OAO of SVM" uses the DCT features extracted from the entire face image. The stage 3 "Eigenface", face images are projected onto a feature space (face space). The face space is defined by the "Eigenfaces", which are the eigenvectors of the set of faces and based on intensity information of the face image. "RANSAC" is applied in the last stage, in which the epipolar geometry method with space information of the testing image is matched with the two training images, and then the image with the greatest match numbers of and the shortest distance to corresponding feature points is selected. The face databases used for performance evaluation are retrieved from Olivetti Research Laboratory (ORL) [44] , Yale database [45] , and IIS (Institute of Information Science, Academia Sinica) face databases [46] . For each database, we use four different evaluation methods, which are OAA-SVM, OAO-SVM, Eigenface, and our proposed multi-stage classifier. In this way, the experimental results can be compared with other face recognition approaches fairly. The remainder of this paper is organized as following: In section 2, the feature extraction methods, i.e., the DCT and PCA are briefly described. In section 3, the proposed coarse-tofine stages, OAA, OAO, and multi-stage classifiers are presented in detail. Experimental results using this method and the comparison to other approaches with several famous face databases are given in section 4. Conclusions are included in section 5.
Feature extraction
The goal of feature extraction is to transform a given set of sample data to a new set of features. If the transform method is suitably chosen, the features after transformation can exhibit high "information packing" properties compared with the original input data. This means that most of the classification-related information is "squeezed" in a relatively small number of features, leading to a reduction of the necessary feature space dimension. 2D image that usually transforms space information to frequency information can be accomplished by one of the following methods, such as Discrete Cosine Transform (DCT), Discrete Wavelet Transform (DWT) and Fast Fourier Transform (FFT). These methods are applicable to fixed original images and optimal information packing properties. In addition, the computation requirement of these methods is lower than that of Karhunen-Loeve (KL, also known as PCA) Transform [6] . PCA is a useful statistical technique that can be applied to fields such as face recognition [5] and image compression, and it is a common technique for finding patterns in data of high dimension. PCA also is for feature extraction under the unsupervised learning setting. This section will give a brief introduction of the two methods, DCT and Eigenface, for feature extraction.
Discrete Cosine Transform (DCT)
There are three procedures for feature extraction of frequency transformation: (1) . data sampling, (2) data transform, (3) feature vector extraction. For data sampling, two kinds of approaches namely block-based and non block-based are common used; overlapped blockbased with top-bottom scan [27] or overlapped block-based with raster scan [28, 29] , and non block-based Full image [6] . That is, in this approach, we employ the DCT to the entire face image for data sampling, as shown in Fig. 1 . Because some related information between subimages cannot be obtained if the DCT is applied to the sub-image independently. With entire-face data sampling by the DCT, all frequency information then can be accomplished. The DCT coefficients with large magnitude are mainly located in the upper-left corner of the DCT matrix as shown in Fig. 1(c) . In our system, we scan the DCT coefficient matrix in a zigzag manner starting from the upper-left corner and subsequently convert it to a onedimensional vector as shown in Fig. 1(d) . The DCT is a technique used for converting space signals into frequency components. The one-dimensional DCT is useful in processing one-dimensional (1D) signals such as speech waveforms. For analysis of two-dimensional (2D) signals such as images, a 2D version of the DCT (2D-DCT) is required. In short, for an N × M matrix f, the 2D-DCT is computed in a simple way: The 1D-DCT is applied to each row of f and then to each column of the result. If an image f(x,y) of size N × M, whose discrete cosine transform is C (u,v) , it can be expressed as Eq. (1).
Since 2D-DCT can be computed by applying 1D transforms separately to the rows and columns, it can be said that 2D-DCT is separable in two dimensions. In the 1D case, each element C (u,v) of the transform is the inner product of the input and a basis function, but in the 2D case, the basis functions are N × M matrices. Each 2D basis matrix is the outer product of two of the one-dimensional basis vectors.
Eigenface method
PCA is a well-known technique commonly exploited in multivariate linear data analysis.
The main underlying concept is to reduce the dimensionality of a data set while retaining as much variation as possible in a data set. If a face image f(x,y) is a two-dimensional N × N array of intensity values, the corresponding image i k is viewed as a vector with N 2 coordinates that result from a concatenation of successive rows of the image. Moreover, if the training sets have M face images and every image is of the same size, the training set of M faces can be denoted by I = {i 1 , i 2 ,…,i M }. Its average face i is defined by:
Each face image differs from the average by the vector φ j = i j -i for j=1,…, M. This set of huge vectors is then subject to principal component analysis, which seeks a set of M orthonormal vectors u k and their associated eigenvalues λ k , which best describes the distribution of the data. The vectors u k and scalars λ k are the eigenvectors and eigenvalues, respectively, of the covariance matrix.
where A=[φ 1 φ 2 …φ M ]. The matrix C of Eq. (2), however, is N 2 × N 2 , and determining the N 2 eigenvectors and eigenvalues is an intractable task for typical image sizes. This problem can be alleviated by referring to some basic finding known in linear algebra. Fortunately we can determine the eigenvectors by first solving a much smaller M × M matrix problem, and taking linear combinations of resulting vectors [5] . The cost of computation is greatly decreased from the order of the number of pixels in the images (N 2 ) to the order of the number of images in the training set (M). In practice, the numbers of face images M are smaller than numbers of pixels N 2 (N 2 >> M), and the calculations of the covariance matrix C become quite manageable. A testing face image (i x ) is transformed into its eigenface components (projected into "face space") by a simple operation,
that describes the contribution of each eigenface in representing the input face image, treating the eigenfaces as a basis set for face images. The vector is used to find which number of pre-defined face class best describes the face. The simplest method for determining which face class provides the best description of an input face image is to find the face class k that minimizes the Euclidian distance
, where ψ k is a vector describing the kth face class.
The proposed method
For face recognition, based on coarse-to-fine strategy, we design a multi-stage recognition system which combines SVM, Eigenface, and RANSAC methods to increase the recognition accuracy. The detail of this system is demonstrated as following.
Support vector machine for binary classifier
Support vector machine (SVM) is a method based on statistical learning theory, which is applicable as pattern recognition, developed by V Vapnik [22] . The main purpose of the SVM is to separate two classes and maximize the margin between Hyper-plane and the nearly data point, as shown in Fig. 2 . In the case of linearly separating two classes, the two classes of hyper-planes, (w·x)+b=0, where w ∈ R d and b ∈ R, is considered, its corresponding to the decision function Eq. (3) is:
The decision function f(x) is described by weight vector w, threshold b and input patterns x. The solution to the optimization problem of SVM is given by the saddle point of Lagrange functional as Eq. (4):
where α i : Lagrange multipliers.
By using Lagrange multiplier techniques, the minimization of Eq. (4) leads to the following dual optimization problem as Eq. (5). 
where L D : dual problem When the training data are nonlinear, we usually change the feature space dimension using the transfer function Φ( ). Thus the decision functions of the more general form [31] are obtained as Eq. (6).
( ) 
Where k is the kernel that evaluated on input patterns x,x'. Usually there are two kinds of kernel function, i.e., polynomial and radial basis functions (rbf), expressed as Eq. (7) and Eq. (8), respectively.
, ' exp 2
Each given face image in the face database with known labels (classes) is modeled by SVM. Several images of the same person under different poses and illuminations are used for training. Recognition is accomplished by matching a test face image with unknown labels against all trained image in the face database.
One-against-all (OAA) of SVM for multi-class recognition
Basically, the OAA strategy uses a system of N s binary SVM, where N is the class numbers. More specifically, it involves a parallel architecture made up of N numbers of SVM, and each binary SVM solves a two-class problem defined by one class against all the others. One of the N s SVM is trained with all of the examples in the ith class with positive labels, and all the examples in the other classes except ith with negative labels. Thus given k training data (x 1 ,y 1 ),…,(x k ,y k ), where
,…,k and y i ∈ {1,…,N} is the class of x i , the ith SVM solves the following problem: 
Where the φ(x j ) is a kernel function that mapped the training data x j to a higher dimensional space and C is the penalty parameter. When data with noise causes hard margin, there is a penalty term 
where f i is a confidential rate of the output of ith SVM, x is the input data, and m is the final decision that found which class has the largest value of the decision function.
One-against-one (OAO) of SVM for multi-class recognition
In the OAO strategy, several binary SVM are constructed, but each one is constructed by training data from only two different classes. Thus, this method is sometimes called a "pair-wise" [32, 33] approach. For a data set with N different classes, this method constructs C 2 N = N(N-1)/2 models of two-class SVM. The method also is very popular among researchers in neural networks, Adaboost, decision trees, etc. For training data from the ith and jth classes, we solve the following binary classification problem: 
The simplest decision function is a majority vote or max-win scheme. The decision function counts the votes for each class based on the output from the N(N-1)/2 SVM. The class with the most votes is the system output.
In the majority vote process, it is necessary to compute each discriminate function f ij (x) of the input data x for the N(N-1)/2 SVMs model. The score function R i (x) is sums of the correct votes. The final decision is taken on the basis of the "winner takes all" rule, which corresponds to the following maximization. The expression for final decision is given as Eq.
.
arg max
where f ij (x) is the output of ijth SVM, x is the input data and m is the final decision that found which class has the largest voting from the decision function f ij.
Our multi-stage classifier system for multi-class recognition
Based on coarse-to-fine strategy, the proposed novel scheme for face recognition is a consecutive multi-stage recognition system, in which each stage is devoted to remove a lot of false classes more or less during the recognition process. The flowcharts of the proposed system including the training phase and recognition phase are shown in Fig. 3(a) and (b), respectively. In the first two stages (OAA and OAO of SVM), the obtained DCT features from feature extraction process are used. In the first stage (OAA), we selected the classes whose confidential rate is greater than the threshold, f i > T, which are the subset for the second stage. In the second stage (OAO), the voting strategy is employed to select the top two classes with maximum votes, because the selected top two classes can reach a recognition rate nearly up to 100%. In the third stage, the Euclidian distance of each image of the two classes is calculated, and then the lowest distance of the image of each class is determined for the last stage, i.e., stage four. "RANSAC" method is applied in the last stage, in which the epipolar geometry method with space information of the testing image is matched with the two training images, and then the classified image with the greatest matching numbers of corresponding feature points is selected as the correct one ; in other words, the training image with the most geometric similarity to the testing image is thus presented. As mentioned above, the purpose of using DCT is for dimensionality reduction, and the selected low-frequency DCT coefficient vectors are fed into the first two stages for training and testing phase (see Fig. 3(a), (b) ). There are two advantages of using the same feature vectors for the first two stages, one is to save the computation cost and the other is to simplify the framework of the recognition system. Essentially, the major difference between the DCT, PCA, and RANSAC are the methodologies of feature extraction while considering what kind of features is the best for classification. For examples, DCT is for frequency transformation, PCA is a statistical technique, and RANSAC is for space geometric information. Three methods can complement each other in our recognition system. The outputs of each stage are collected by a cascade manner as shown in Fig. 3(b) , and the final output of last stage accomplished by "RANSAC" method catches a striking and attractive classification end. In the first stage, OAA testing phase, (see Fig. 3(b) ), a scheme with a system of N s binary SVM where N is the numbers of class is used. As indicated by Eq. (10), there are N decision functions, and f is a confidential rate which is an output from binary SVM, in which f ∈ R presents. And the formula, 
is the largest voting from the decision function f ij , where L is the class numbers of subset A, which is screened from first stage. In order to reduce testing error, top two classes with the first and second high voting value are selected, and the difference between their voting values is computed accordingly. If the numerical difference falls less than or equals e, where e is a setting number, these selected two classes are delivered into the third stage for binary classification; R i (x) -R j (x) ≤ e, where R i (x) and R j (x) are the classes with the first and second voting value. However, if R i (x) -R j (x) > e, the class i is then be decided as the only correct answer. While the voting value difference falls less than or equals e, it represents a very close difference between classes i and j, it also tells that there is definitely a need to proceed to the next stage to identify the decision. In the third stage, the eigenvectors binary model is shaped by the training phase. As shown in the Fig. 4(a) , the input image is projected into "face space" and the weights form vectors ψ T = [w 1 w 2 … w 9 ]. In our case, only one image of each class is selected by the process of finding the minimum Euclidian distance. Fig. 4(b) shows the Euclidian distance between input image and the ten training images. As indicated in Fig. 4(b) , it represents two classes composed of ten training images in all, class 1 includes the first five images, which are images 1, 2, 3, 4, and 5, respectively; and class 2 includes the other five images, which are images 6, 7, 8, 9, and 10, respectively. Subsequently, the image with the minimum Euclidian distance from each class is picked out for the last stage. As a result, in our case, image 5 out of class 1 and image 9 out of class 2 are decided in stage three. In the last stage, "RANSAC" method is used to match one testing image with two training images, trying to find which training image best matches with the testing image. It shows that the one with the maximum numbers of corresponding points fits best. The procedure of "RANSAC" is described as following. a. Find Harris corners [34] in testing and training images: Shifting a window in any direction should give a large change in intensity as shown in Fig. 5(a) . The change E x,y produced by a shift (x,y) is given by:
[ ] where w specifies the image window, for example a rectangular function: it is unity within a specified rectangular region, and zero elsewhere. A Gaussian functions: smooth circular window w u,v = exp-(u 2 +v 2 )/2σ 2 . I u,v : image intensity b. Find putative matches: Among previously detected corner feature points in given image pairs, putative matches are generated by looking for match points that are maximally correlated with each other within given windows. Undoubtedly, only points that robustly correlate with each other in both directions are returned. Even though the correlation matching results in many wrong matches, which is about 10 to 50 percent, it is well enough to compute the fundamental matrix F as shown in Fig. 5(b) . c. Use RANSAC method to locate the corresponding points between the testing and training images: As shown in Fig. 6 , the map x → l' between two images defined by fundamental matrix F is considered. And the most basic properties of F is x'Fx =0 [35] for any pair of corresponding points x ↔ x' in the given image pairs. Following steps was used by RANSAC method to consolidate fundamental matrix F estimation: Repeat i. Select random samples of 8 correspondence points. ii. Compute F.
iii. Measure support (number of inliers within threshold distance of epipolar line). Choose the F with the largest number of inliers and obtain the corresponding points x i ↔ x' i (as shown in Fig. 5(c) ). d. Count numbers of matched and unmatched feature points: The threshold distance between two corresponding points x i ↔ x' I is set. Match counts if the distance between two corresponding points is smaller than that of the threshold; on the contrary, no match does. For any given image pairs, the successful match pairs should be the training images with the largest matching number as shown in Fig. 5 (d) .
Experimental results
The multi-stage-based face recognition is evaluated on three face databases, i.e., the ORL, Yale and IIS face databases as shown in Fig. 7 . The ORL face database contains abundant variability in expression, pose and facial details (as shown in Fig. 7 (a) ), which is used as a baseline study. The Yale face database is used to evaluate face recognition methods under varying lighting conditions (as shown in Fig. 7(b) ) and the IIS face database (as shown in Fig. 7(c) ) is evaluated on a great number of images of 100 subjects, each subject has 30 different images.
We conducted experiments to compare our cascade multi-stage classifier strategy with some other well-known single classifier, e.g., the SVM with OAA, OAO, and Eigenface. The experimental platforms are Intel Celeron 2.93GHz processor, 1GB DDRAM, Windows XP, and Matlab 7.01.
Face recognition on the ORL database
The first experiment is performed on the ORL database. There are 400 images of 40 distinct subjects. Each subject has ten different images taken at different times. Each image was digitized a 112 × 92 pixel array whose gray levels ranged between 0 and 255. One sample subject of the ORL face images is shown in Fig. 7 (a) . There are variations in facial expressions such as open/closed eyes, smiling/non-smiling, and glasses/no glasses. In our experiments, five images are randomly selected as training samples, the other five images and then serve as testing images. Therefore, for 40 subjects in the database, a total of 200 images are used for training and another 200 for testing and there are no overlaps between the training and testing sets. Here, we verify our system based on the average error rate. Such procedures are repeated for four times, i.e. four runs, which result in four groups of data. For each group, we calculated the average of the error rates versus the number of feature dimensions (from 15 to 100). Fig. 8 shows the results of the average of four runs and the output of each stage from the multi-stage classifier, which are SVM with OAA, OAO, Eigenface, and final stage. As shown in Fig. 8 , the error rates of the output of the final stage is lower than the other three types of single classifier, our proposed method obtains the lowest error rate. The average minimum error rate of our method is 1.37% on the 30 feature numbers, while the OAA-SVM is 10.50%, OAO-SVM is 2.87%, and Eigenface is 8.50%. If we choose the best results among the four groups of the randomly selected data, the lowest error rate of the final stage can achieve 0%.
Comparison with previous reported results on ORL
Several approaches have been conducted for face recognition using the ORL database [5, 6, 8, 9, 11, 13, [36] [37] [38] [39] [40] [41] 43] . The methods of using single classifier systems for face recognition are Eigenface [5, 37, 38, 40] , DCT-RBFNN [6] , binary tree SVM [8] , 2D-HMM [9] , LDA [39] , and NFS [43] . The methods of using multi-classifiers for ORL face recognition are fuzzy fisherface [11, 41] , and CF 2 C [13] . Here, we present a comparison under similar conditions between our proposed method and the other methods described on the ORL database. Approaches are evaluated on error rate, and feature vector dimension. Comparative results of different approaches are shown in Table 1 . It is hard to compare the speed of different methods performed on different computing platforms, so we ignore the training and recognition time in each different approach. It is evident as indicated in the table that the proposed approach achieves best recognition rate in comparison with the other three approaches. In other words, our approach outperforms the other three approaches in respect of recognition rate.
Face recognition on the Yale database
The second experiment was conducted on the Yale face database, which contains 165 centered face images of 15 individuals and 11 images per person with major variations, including changes in illumination conditions (center-light, left-light, right-light), glasses/ no glasses, and different facial expressions (happy, sad, winking, sleepy, and surprised). The original images are 256 grayscale levels with a resolution of 195 × 231. The training and testing set are selected randomly with five training and six testing samples per person at four times. Similarly, we verify the proposed system based on the average error rate obtained from our four experimental results and calculate the error rates versus the number of feature dimensions (from 15 to 100). Fig. 9 shows the results of the average of four runs and the output of each stage from the multi-stage recognition system, which are SVM with OAA, OAO, Eigenface, and final stage. As shown in Fig. 9 , the error rates of the output of the final stage is lower than the other three types of single classifier. The average minimum error rate of our method is 0.27% in the 65 feature numbers, while the OAA-SVM is 2.50%, OAO-SVM is 0.82%, and Eigenface is 10.27%. If we choose the best results among the four groups of verified data, the lowest error rate of the final stage can even reach 0%.
Comparison with previous reported results on Yale
Several approaches have been conducted for face recognition by using Yale database [6, 11, 13, 25, 40] . The methods of using Yale database in single classifier systems for face recognition are 2D-PCA [40] , DCT-RBFNN [6] , and DCT-NNC [25] . The methods of using multi-classifier systems for face recognition are fuzzy fisherface [41] , and CF 2 C [13] . Here, the comparison of the classification performance of all the methods is provided in Table 2 . Again, Table 2 clearly indicates that the proposed approach outperforms the other five approaches.
Face recognition on the IIS database
The IIS face database contains 3000 face images of 100 individuals. There are 30 images per subject, the images per subject include tens for frontal face, tens for left profile, and tens for right profile. Each image was digitized and presented by 175 × 155 pixel array whose gray levels ranged between 0 and 255 as shown in Fig. 7(c) . The training and testing set are selected randomly. This split procedure has been repeated four times in each case. Six images of each subject are randomly selected for training, and the remaining 24 images are for testing. The result is shown in Fig. 10 and Table 3 gives evidence that the proposed method outperformed other classification techniques.
Conclusions
This paper presents a multi-stage classifier method for face recognition based on the techniques of SVM, Eigenface, and RANSAC. The proposed multi-stage method is based on a coarse-to-fine strategy, which can reduce the computation cost. The facial features are first extracted by the DCT for the first two stages, i.e., OAA-SVM and OAO-SVM. Through all our experiments, OAO-SVM obtained a higher recognition rate than the OAA-SVM, so in our research, we put the OAO after the OAA. Although the last stage (RANSAC) led to more accuracy in comparison with the other three stages, its computation cost more in the geometric fundamental matrix F estimation. In order to decrease the computation time, we need to reduce the classes and images to only two training images to match with testing image in the last stage. The key of this method is to consolidate OAO-SVM for the output of the top two maximum votes so that the decision of the correct class could be made later by RANSAC in the last stage. The feasibility of the proposed approach has been successfully tested on ORL, Yale, and IIS face databases, which are acquired under varying pose, 6 . Point correspondence geometry. The two cameras are indicated by their centers C and C' and image planes. The camera centers, 3-space point X, and its images x and x' lie in a common plane π. An image point x back-projects to a ray in 3-space defined by the first camera center, C, and x. This ray is imaged as a line l' in the second view. The 3-space point X which projects to x must lie on this ray, so the image of X in the second view must lie on l'. 
