Abstract. Let M be an oriented manifold and let N be a set consisting of oriented closed manifolds of possibly different dimensions. Roughly speaking, the space G N,M of N-garlands in M is the space of mappings into M of singular manifolds obtained by gluing manifolds from N at some marked points.
Basic definitions and main results
In this paper the word "smooth" means C ∞ , and pt denotes the one-point space. For a smooth manifold M and a compact smooth manifold N we write C ∞ (N, M ) for the standard topological space of smooth maps N → M. (When N is compact the strong and the weak topologies on the space of smooth maps N → M coincide.) We write C 0 (N, M ) for the topological space of continuous maps N → M. For a set X and an abelian ring R we write RX for the free R-module over the set X.
Fix an oriented connected smooth manifold M of dimension m and fix a set N of pairwise different oriented connected smooth closed manifolds, possibly of different dimensions.
Below we define the space G N,M that we call the space of N-garlands in M . Essentially it is the topological space of finite commutative diagrams that look as follows.
Each diagram consists of M , a finite number of copies of pt-spaces, and a finite number of manifolds N ∈ N. We do allow the manifolds from N to participate more than once in a diagram. All the N -manifolds in a diagram are enumerated with the enumeration starting from 1, and we denote by N i the manifold enumerated by i in a given diagram. Each manifold N i in a diagram is smoothly mapped to M by exactly one map. Each pt-space in a diagram is mapped to some nonzero number of N i -manifolds. We do allow diagrams such that for some of the N i -manifolds in them the diagram contains no map from pt to these N i .
To a pt-space in such a diagram we correspond its multi index I which is the ordered sequence of indices i of manifolds N i to which the pt is mapped. For example if pt is mapped to N 1 , N 3 , N 5 then its multi index is {1, 3, 5}.
Each such commutative diagram D gives rise to the oriented graph Γ(D) with vertices denoted by M , pt I , N i and with a manifold from N associated to each vertex N i . (It may be useful to think of the manifold from N associated to a vertex N i as a color of the vertex.) Note that the resulting graph is rather special, for example there are no directed edges starting at M, or directed edges from N to pt .
For simplicity of exposition, in this work we consider only the "tree-like" commutative diagrams, ie the commutative diagrams as above for which the nonoriented graph Γ(D) obtained from Γ(D) by forgetting the orientation on all the edges and deleting the M -vertex (together with all the edges leading to it) is a disjoint union of tree graphs. We also prohibit commutative diagrams for which one of the connected components of Γ(D) is a star-shape graph consisting of exactly one N -vertex and more than one pt-vertices. (Due to a future development of this work we have in mind, we allow components of Γ to be star-shape graphs with one N -vertex and one or zero pt-vertices. ) We also do allow components of Γ to be a star-shape tree with exactly one pt-vertex and any nonzero number of N -vertices.
As a result of all these restrictions, the multi indices of all the pt-vertices in the graph Γ(D) are distinct and no integer participates more than once in a multi index of a pt-vertex. It is easy to see that the graph Γ(D) corresponding to a diagram D is completely determined by the number of N -vertices in it, the multi indices of all the pt-vertices in it, and the actual manifolds from N associated to each one of the N i -vertices in the graph.
In this paper, unless the opposite is explicitly stated, we will consider only the graphs that could be obtained from some commutative diagram of the type describe above. We will refer to these graphs as allowed graphs or just graphs when confusion does not arise. 1 . 1 . Definition (space of garlands G N,M ). The topological space G N,M of N-garlands in M that we are about to define is the disjoint union of topological spaces corresponding to different allowed graphs.
Let Γ be an allowed graph. Since all the N i -spaces in Γ are ordered and for each one of them there is a unique edge N i → M in Γ, we get that all the edges N → M in Γ are ordered. Since all the labels of the pt-vertices are different, all the pt-vertices in Γ are ordered by the lexicographical order of their multi indices. (With respect to this order a pt-vertex with the multi index {1, 3, 5} is less than a pt-vertex with the multi index {1, 3, 6}.) Since no integer participates in a multi index of a pt-vertex more than once, the pt → N i edges in Γ starting from the same pt-vertex are also ordered by the index i of the N i -vertex to which they go. Thus all the edges pt → N in Γ are also ordered. For a graph Γ, we put ν(Γ) to be the number of the N -vertices in the graph Γ and we put π(Γ) to be the number of the pt → N edges in Γ. For j ∈ {1, · · · , π(Γ)} we denote by i(j) ∈ {1, · · · , ν(Γ)} the index of the N -vertex to which the j-th edge pt → N is going.
Consider the space of all (not necessarily commutative) diagrams obtained from Γ by equipping all the directed edges pt → N i in Γ by some maps from pt to the manifold N i ∈ N associated to the vertex N i , and by equipping all the directed edges N i → M in Γ by some C ∞ -maps into M of the manifold N i ∈ N associated to the vertex N i . Each map pt → N is completely described by its image point in N ∈ N. Thus the space of all such diagrams corresponding to Γ can be identified with 
1.1.
Visualization and why do we call them garlands. Take d ∈ G N,M . Since the diagram d is commutative, the pt-spaces in it are mapped to the preimages of the multiple points of the maps N → M in the diagram. Consider the topological space d obtained from the disjoint union of the N i -spaces in the diagram d by identifying the points that are in the image of the same pt-space. The resulting space d is a singular manifold that resembles a garland used in some cultures during celebrations, for example to beautify the New Year Tree. We call d the "real garland" associated to the diagram d. The enumeration of the N -manifolds in d gives the enumeration of the pieces of d. We note that for N = {S 1 } the real garlands resemble the cacti studied by Voronov [43] .
There is the natural continuous map d → M associated to a digram d. Thus G N,M may be interpreted as the space G N,M of mappings into M of real garlands made from manifolds in N. We find this interpretation extremely useful when visualizing the algebra we construct in this paper. Since we are not going to use the topological space G N,M for any mathematical reasons, we do not formally define it.
One has to be careful when using the real garlands rather than the commutative diagrams. This is since the topology on G N,M is really defined by the topology on G N,M . For example the points in N i -spaces glued pt {5,6} 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 Figure 2 . The real garland corresponding to the garland in Figure 1 1. 2 . Definition (Bordism group Ω * (Y ), the special bordism group Ω * (G N,M ), and nice maps). For a topological space Y , we denote by Ω n (Y ) the n-dimensional oriented bordism group of Y . Recall that Ω n (Y )
is the set of equivalence classes of continuous maps g : V n → X where V is a closed oriented smooth nmanifold. Here two maps g 1 : V n 1 → Y and g 2 : V n 2 → Y are equivalent if there exists a pair (W, g) where W is a compact oriented smooth (n + 1)-manifold whose oriented boundary ∂W is diffeomorphic to V 1 ⊔ (−V 2 ) and g : W → Y is a continuous map such that g| ∂W = f 1 ⊔ f 2 . The operation of disjoint union gives Ω n (Y ) the structure of an abelian group, see [34, 36, 37] for details. For a manifold V and a map g : V n → Y we will denote by [V, g] the corresponding bordism class in Ω n (Y ).
For a space Y , the group Ω 0 (Y ) = H 0 (Y ) is the free abelian group with the base π 0 (Y ). So, every element of Ω 0 (Y ) can be represented as a finite linear combination γ k P k with γ k ∈ Z and P k ∈ Y . Conversely every such linear combination gives us an element of Ω 0 (Y ).
A 0-dimensional manifold is a disjoint union of finitely many one-point-spaces, and an orientation of a zero-dimensional manifolds is an assignment of a sign ±1 to each of the one-point-subspaces of it. We will write pt + and pt − respectively for the positively and for the negatively oriented space pt . The nonoriented bordism group Ω * (X) is defined in a similar way, but the manifolds V, V 1 , V 2 , W in the definition above are allowed to be nonorientable. For the nonoriented bordism group, the condition on W in the definition of the equivalence relation is that the nonoriented boundary of W is diffeomorphic to V 1 ⊔ V 2 .
Let [V ] ∈ H n (V ) be the fundamental class of a closed oriented n-dimensional manifold V . Every map f : V → X gives us an element f * [V ] ∈ H n (X), and the correspondence (V, f ) → f * [V ] yields the SteenrodThom homomorphism τ : Ω n (X) → H n (X). This homomorphism is an isomorphism for n ≤ 3 and an epimorphism for n ≤ 6. The bordism group Ω * (pt) has the natural ring structure and Ω * (Y ) ⊗ Ω * (pt) Q = H * (Y, Q). See [38] and [34, 36] for modern proofs.
Let us define the special bordism group Ω * (G N,M ). We will need it to simplify some of the transversality arguments in this work. It seems that Ω * (G N,M ) = Ω * (G N,M ), at least for some dimensions of the manifold M and of the manifolds from N. However we did not prove this yet.
Let C be a connected smooth manifold possibly with boundary, and let f : C → G N,M be a continuous map. Since C is connected, f maps it to some subspace G Γ N,M . Thus for every c ∈ C, f (c) is a commutative diagram from G Γ N,M . We say that f is nice if the following conditions hold: a: Choose a pt → N edge in Γ. Let N ∈ N be the manifold corresponding to the vertex N. The map f : C → G Γ N,M defines the map C → N that sends c ∈ C to the image point of the pt → N map in the commutative diagram f (c). We require that this map C → N is smooth for all edges pt → N. b: Choose an N -vertex in Γ and let N ∈ N be the manifold corresponding to this vertex. The map f : C → G Γ N,M gives rise to the adjoint map C × N → M defined by the condition that its restriction to each c × N, c ∈ C, is the map N → M from the commutative diagram f (c). We require that this map C × N → M is smooth, for every vertex N in Γ. We say that a continuous map f : V → M of a not necessarily connected smooth manifold is nice, if its restriction to every connected component of V is nice.
We denote by Ω n (G N,M ) the n-dimensional special oriented bordism group of G N,M . It is defined as the set of equivalence classes of nice maps f : V n → G N,M where V is a closed oriented smooth n-manifold. Here two nice maps f 1 : V n 1 → G N,M and f 2 : V n 2 → G N,M are equivalent if there exists a pair (W, g) where W is a compact oriented smooth (n + 1)-manifold whose oriented boundary ∂W is diffeomorphic to V 1 ⊔ (−V 2 ) and g : W → G N,M is a nice map such that g| ∂W = f 1 ⊔ f 2 . As in the classical case, the operation of disjoint union gives Ω n (G N,M ) the structure of an abelian group. For a manifold V and a nice map f :
we will denote by [V, f ] the corresponding special bordism class in Ω n (G N,M ). Below we list some of the main results of this work. We construct a bilinear operation ⋆ on Ω * (G N,M )⊗ Q.
1. 3 . Theorem. For all N, operation ⋆ makes Ω * (G N,M )⊗Q into an associative, graded commutative algebra. Namely for all N, ω i ∈ Ω ji (G N,M ) and q i ∈ Q, i = 1, 2, 3, we have: 
2: If all the manifolds in N are of the same even dimension n, then
Here 1. 6 . Remark. The Lie bracket and many other operations on Ω * (G N,M ) for one element sets N were first introduced in our joint preprint with Yuli Rudyak [13] . In that preprint we were able to get only the mod 2 proof of the Jacobi identity. This was due to the difficulties we had in computing orientations of the manifolds parameterizing the bordism classes of the terms in the Jacobi identity. This works shows that for N consisting of odd-dimensional manifolds [·, ·] is indeed a graded Lie bracket, even when N consists of many manifolds of possibly different dimensions. The simplest version of the operation A, we use to construct [·, ·, ] was used (under the name µ) in our work with Rudyak [10] . In that work we used the operation µ to generalize the linking number invariant to the case of arbitrary nonzero homologous linked submanifolds
. We plan to continue our study of the differential ∆ and of the multiplication • introduced in [13] . Note that the multiplication ⋆ we construct in this work in not related to the multiplication • of [13] .
Note also that for odd-dimensional M, the signs in statements 1 of the two Theorems above are different from those expected by the analogy with the intersection pairing on H * (M ). These signs result from our orientation conventions, see Remark 2. 7 . This may indicate the existence of one more graded Lie bracket on Ω * (G N,M ) ⊗ Q that behaves similarly to the intersection pairing under the permutation of the two terms. 
If N consists of even-dimensional manifolds only, then 
Poisson algebra. 1.9 . Remark (Modifications of the space G N,M , corresponding algebras, and smooth structures on manifolds). As it is discussed in Section 10, the algebras similar to the above exist and the operations in them satisfy the same identities, for the spaces of commutative diagrams where the maps N → M in the diagrams are required to satisfy various conditions: for example the condition that all the maps N → M are submersions. The algebras themselves do depend on the particular condition we impose. When all the maps N → M are required to be submersions, this algebra is sensitive to the differential structure on the manifold M.
It is rather easy to construct the topological space of N-garlands in M corresponding to the more general allowed graphs, for which a pt-vertex can to be connected to the same N -vertex by many edges, and for for which the nonoriented graph Γ corresponding to a graph Γ is not necessarily a disjoint union of trees. This can be done by enumerating all the pt → N edges in a more general allowed graph. The ⋆ operation can be easily generalized to the bordism group of such more general commutative diagrams.
However we can not currently generalize the transversality result of Appendix A to the more general commutative diagrams. If this is possible to do, then the operation [·, ·] also can be generalized to the special bordism group of the space of more general commutative diagrams.
We use the enumeration of the N -vertices to introduce the topology on G N,M and to make sense of the operations A and C needed to define ⋆ and [·, ·]. As an unfortunate consequence of having the N -vertices enumerated, our algebras are defined on Ω * (G N,M ) ⊗ Q rather than on Ω * (G N,M ).
We would not be surprised if it is possible to directly define these operations on Ω * ( G N,M ), where G N,M is the appropriate version of the topological space of commutative diagrams with the N -manifolds in them not enumerated. However this seems to require too much set theory formalism to our taste. If this is indeed possible, the operations [·, ·] and ⋆ will give rise to a Poisson algebra on the nonoriented special bordism group of G N,M , for N consisting of even dimensional manifolds. (For such N our operation [·, ·] does not satisfy the graded Jacobi identity on Ω * (G N,M ) ⊗ Q.) 1. 10 . Remark (Relation to the previously known algebras). As it is discussed in Section 13, for N = {S 1 } and a surface F 2 , the subalgebra [2] Poisson algebra of chord diagrams and to the Goldman-Turaev [20] , [39] algebra of loops on a surface.
For all M our graded Lie algebra on Ω * (G {S 1 },M )⊗ Q is related to the Chas-Sullivan [8] , [9] string algebra. We plan to discuss the relation with the Chas-Sullivan algebra in the future work.
As an application we obtain the following result. In particular, our Lie bracket gives the minimal number of intersection points of two loops in all the Chas [7] examples of free loop homotopy classes with vanishing Goldman Lie bracket that do not contain disjoint loops. A few ideas in the proof of this Theorem are motivated by the work [41] of Turaev-Viro. Their pairing also allows one to compute the minimal number of intersection points of two loops in the given free loop homotopy classes. Turaev-Viro pairing is not a Lie bracket and we are not aware of any immediate relation between their pairing and our Lie bracket.
Our Lie bracket of the classes in Ω 0 (G {S 1 },F 2 ) ⊗ Q corresponding to two loops on a surface can be interpreted as the Andersen-Mattes-Reshetikhin [1] , [2] Lie bracket of two trivial chord diagrams corresponding to the two loops. Thus our Theorem implies that the Andersen-Mattes-Reshetikhin Lie bracket detects if two free loop homotopy classes as above contain disjoint loops. To our knowledge, this result about the Andersen-Mattes-Reshetikhin Lie bracket is new.
Operation
In this section we introduce the operation A on Ω * (G N,M ). In Section 3 we will use the symmetrization of A to construct the graded Lie algebra structure on Ω * (G N,M ) ⊗ Q, for N consisting of odd-dimensional manifolds.
2.1.
Definition (operation B k1,k2 and actions of permutation groups on graphs). Let Γ 1 and Γ 2 be two allowed graphs. Let ν(Γ i ) be the number of N -vertices in the graph Γ i , i = 1, 2. For positive integer k i ≤ ν(Γ i ), i = 1, 2, we define the allowed graph B k1,k2 (Γ 1 , Γ 2 ) as the graph resulting after the following sequence of operations:
1: Take the disjoint union of the graphs Γ 1 and Γ 2 , preserving the manifolds in N that were associated to the N -vertices in the graphs Γ 1 and Γ 2 . 2: Keep the indices of the N -vertices that came from Γ 1 and increase by ν(Γ 1 ) the indices of the N -vertices that came from Γ 2 . 3: Change the multi indices of the pt-vertices in Γ 2 so that the new multi index of each pt-vertex gives the indices (with respect to the shifted enumeration of N -vertices) of the N -vertices in Γ 2 connected to this pt-vertex by an oriented edge. 4: Identify the two M -vertices in Γ 1 ⊔ Γ 2 to get just one M vertex and redirect all the N → M edges in the two graphs to it. 5: Finally add one new pt-vertex that has multi index {k 1 , k 2 + ν(Γ 1 )} and hence is connected by the oriented edges to the N k1 -and N k2+ν(Γ1) -vertices in the resulting graph. Note that the N k2+ν(Γ1) -vertex in the resulting graph corresponds to the N k2 -vertex in the graph Γ 2 . For an allowed graph Γ and a permutation α ∈ S n of the ordered sequence of numbers {1, 2, · · · , n}, we define the allowed graph α · Γ as follows:
If n = ν(Γ), then to get α · Γ keep the manifolds from N associated to the N -vertices unchanged and keep all the edges in the graph Γ unchanged. Change the indices of the N -vertices as it is described by the permutation α. Change the multi indices of the pt-vertices in the graph, so that a multindex of a pt-vertex is the ordered sequences of the new indices of the N -vertices to which the pt-vertex is connected by an edge. For n 1 , n 2 ∈ N define a permutation (n 1 , n 2 ) ∈ S n1+n2 by putting its value on {1, 2, · · · , n 1 + n 2 } to be
The following Proposition follows immediately from the definition of B k1,k2 .
Proposition
, and for the permutation
Fix k 1 ∈ {1, · · · , ν(Γ 1 )} and k 2 ∈ {1, · · · , ν(Γ 2 )}. Everywhere below we denote by N ki the manifold from N corresponding to the N ki -vertex in the graph Γ i , i = 1, 2. We put n ki = dim N ki , i = 1, 2.
For
As it is proved in Appendix A, we can deform f 1 by a nice homotopy so that f 1,k1 and f 2,k2 become transverse. Then the map
For In particular the normal bundle ν∆ to ∆ in M × M is identified with the m-dimensional bundle (T ∆)
to the tangent bundle T ∆. We identify ∆ with M and we orient the normal bundle ν∆ = (T M ) ⊥ in such a way that a positive orientation frame of T ∆ = T M followed by a positive orientation frame of ν∆ = (T M )
⊥ gives a positive orientation of T (M ×M )| ∆ . We denote by pr the orthogonal projection operator pr :
and we orient νW = (T W ) ⊥ so that this isomorphism is orientation preserving. We orient the manifold W so that for w ∈ W a positive orientation frame of T w W followed by a positive orientation frame of ν w W = (T w W )
⊥ gives a positive orientation frame of
If W is 0-dimensional, then we orient its components as follows: the orientation of w ∈ W is +1 if a positive orientation frame of ν w W = (T w W )
⊥ is a positive orientation frame of T w (V 1 × N 1,k1 × V 2 × N 2,k2 ); and the orientation of w is −1 otherwise.
as follows. Recall that the graph B k1,k2 (Γ 1 , Γ 2 ), see Definition 2.1, consists of three parts: the part coming from Γ 1 , the part coming from Γ 2 , and the extra pt-vertex that is connected by edges to the vertices N k1 and N ν(Γ1)+k2 . In the commutative diagram g(w) all the maps in the part of the diagram corresponding to Γ 1 are exactly those from the commutative diagram f 1 (v 1 ). All the maps in the part of g(w) corresponding to Γ 2 are exactly those from the commutative diagram f 2 (v 2 ). The new pt-space is mapped to n 1,k1 ∈ N k1 and to n 2,k2 ∈ N ν(Γ1)+k2 . The only part of g(w) where commutativity is not inherited from the commutativity of f 1 (v 1 ) and f 2 (v 2 ) is the part coming from the new pt-space. In this part the diagram g(w) is commutative by the definition of W.
We get the continuous map g :
the maps in the commutative diagram g(w) are defined through the projections of w to the corresponding coordinates. Since the projections of W to the coordinates V 1 , V 2 , N k1 , N k2 are smooth, we see that g is a nice map.
The 
2.4.
Remark (informal geometric interpretation of the operation A k1,k2 and of the Lie bracket in the spirit of real garlands). We did not formally define the space G N,M = ⊔ Γ G Γ N,M of real garlands maps, described in Section 1.1. Thus the following remark does not have any rigorous meaning. However it does help to understand the geometric meaning of the operation A k1,k2 and of the Lie bracket we define using A k1,k2 .
For two real garland maps Let
N,M be parametric families of real garland maps realizing
Consider the intersection points of the images of the real garland maps from the two families whose preimage in a real garland of the first family is a point in N k1 and whose preimage in a real garland from the second family is a point in N k2 . Glue the garlands at such preimages and consider the maps of the resulting real garlands into M. We obtain a (j 1 + j 2 + n k1 + n k2 − m) dimensional family of real garland maps from G
. The bordism class of this family is A j1,j2 k1,k2 (ω 1 , ω 2 ). The Lie bracket, to be constructed in Section 3, is the sum
k1,k2 (ω 1 , ω 2 ) symmetrized by the action of the permutation group S (ν(Γ1)+ν(Γ2)) on the enumeration of the N -manifolds in the resulting garlands. 
Definition (action of permutation groups on
, when there is no confusion we will often write α instead of α Γ . Similarly, we will often use α * rather than (α Γ ) * to denote the isomorphism Ω * (G
The following strange looking Theorem will be essential in the proof of Theorem 3.3 stating that the Lie bracket is skew symmetric in the graded sense.
2 → M m be smooth maps of closed oriented manifolds. According to our orientation convention the bordism class in Ω l1+l2−m (M ) of the pull back of the ordered pair of maps {h 1 , h 2 } is (−1) l1l2+m times the bordism class of the pull back of the ordered pair of maps {h 2 , h 1 }. For this reason the sign in Theorem 3.3 is indeed (−1) (j1+n k 1 )(j2+n k 2 )+m , rather than (−1)
that one might expect by the analogy with the intersection pairing on H * (M ).
Proof. For i = 1, 2 put N ki ∈ N to be the manifold indexed by k i in the commutative diagrams from G Figure 1 use Theorem A.1 to deform f 1 by a nice homotopy so that the adjoint maps f 1,k1 :
to be the nice map constructed according to the definition of the A k1,k2 -operation,
to be the nice map constructed according to the definition of A k2,k1 , so that
be the diffeomorphism of the 4-fold products that permutes the factors. It is defined by
Comparing the equations on the coordinates (2.1) and (2.2) that define L and R, we see that
From the definition of A k1,k2 it is clear that the commutative diagram g L (l) is obtained by the following sequence of operations:
add the extra pt-space mapped to n k1 ∈ N k1 and to n k2 ∈ N k2 ; 3: identify the copies of M in the commutative diagrams f 1 (v 2 ), f 2 (v 2 ); and 4: change the indices of the N -manifolds and the labels of the pt-spaces.
Similarly, the commutative diagram g R (r) = g R (Θ(l)) is obtained by the following sequence of operations 1: take the disjoint union f 2 (v 2 ) ⊔ f 1 (v 1 ) of commutative diagrams; 2: add the extra pt-space mapped to n k2 ∈ N k2 and to n k1 ∈ N k1 ; 3: identify the copies of M in the commutative diagrams f 1 (v 2 ), f 2 (v 2 ); and 4: change the indices of the N -manifolds and the labels of the pt-spaces.
So, up the change of the indices of N -manifolds and of the labels of the pt-spaces, the commutative diagrams g L (l) and g R (Θ(l)) are the same. Using Statement 2 of Proposition 2.2 and Definition 2.5, we see that
The manifolds L and R are oriented as it is described in the definition of A In the proof we will use the following notations. For an oriented space T x X, we denote by Or(T x X) its orientation. For k > 0, a k-frame in T x X is an ordered sequence of k-vectors in T x X, and we call k the size of the frame. A 0-frame in T x X is a number ±1. An orientation frame in T x X is a frame that is a basis of T x X. For an orientation frame Fr ⊂ T x X, we denote by Or(Fr) the orientation of T x X given by the frame. (A 0-frame is a number ±1. So if X is 0-dimensional and Fr ⊂ T x X is an orientation 0-frame, we can still write Or(Fr) for the orientation of T x X given by the 0-frame Fr .) For an oriented space T x X we write Fr + (T x X) for a positive orientation frame of T x X. For a sequence Fr 1 , · · · , Fr l ⊂ T x X of frames possibly of different sizes, we denote by {Fr 1 , · · · , Fr l } the ordered sequence of vectors in T x X and signs that is obtained by concatenating the frames. That is to get {Fr 1 , · · · , Fr l } take the ordered sequence of vectors in Fr 1 (or the corresponding sign ±1 if Fr 1 is a 0-frame); followed by the ordered sequence of vectors in Fr 2 (or by the corresponding sign ±1 if Fr 2 is a 0-frame); etc, followed by the ordered sequence of vectors in Fr l (or by the corresponding sign ±1 if Fr l is a 0-frame). By a slight abuse of notation we would sometimes call {Fr 1 , · · · , Fr l } a frame in T x X. We call such a frame a k-frame (or a frame of size k) if the number of vectors in it is k.
If all the vectors in {Fr 1 , · · · , Fr k } form a basis of T x X, then we write Or({Fr 1 , · · · , Fr k }) for the orientation of T x X that is the product of all the signs ±1 in {Fr 1 , · · · , Fr k } and of the orientation of T x X given by the frame obtained by deleting all the signs from {Fr 1 , · · · , Fr k } and keeping the order of the vectors intact.
Take 
The vector spaces T l L and T r R are naturally decomposed as the direct sums of the linear subspaces
For a vector w in T l L or in T r R we will denote by w V1 , w V2 , w N k 1 , w N k 2 the components of w in the corresponding linear subspaces.
Let
Since Θ preserves the Riemannian metric, Θ * ( w i ) is orthogonal to T r R and we have Θ * (
where − Fr ⊥ R denotes the frame obtained by multiplying each vector in Fr ⊥ R by (−1) and keeping the order of the vectors in the frame intact.
Since Θ is defined by permuting the factors we get
The following strange looking Theorem is essential in the proof of the graded Jacobi identity, see Theorem 3.4.
Proof. Throughout this proof N ki ∈ N denotes the manifold indexed by k i in the commutative diagrams from G 
If needed, after this deform f 3 by a nice homotopy so that the adjoint maps f 2,k2 :
Put L to be the oriented (
be the nice map constructed according to the definitions of A k1,k2
and
be the nice map constructed according to the definitions of A k2,k1 and
Put Θ : L → R to be the diffeomorphism permuting the factors defined by
Comparing equations on the coordinates (2.10) and (2.11) that define L and R, we see that
Applying twice the definition of the A operation, we see that the commutative diagram g L (l) is obtained by the following sequence of steps:
add the extra pt-space that is mapped to n k1 ∈ N k1 and to n k2 ∈ N k2 ; 3: add the extra pt-space that is mapped to n k2 ∈ N k2 and to n k3 ∈ N k3 ; 4: identify the three copies of M in the commutative diagrams f 1 (v 1 ), f 2 (v 2 ), f 3 (v 3 ); and 5: change the indices of the N -manifolds and the labels of the pt-spaces.
Similarly, the commutative diagram g R (r) = g R (Θ(l)) is obtained by the following sequence of steps
add the extra pt-space that is mapped to n k2 ∈ N k2 and to n k3 ∈ N k3 ; 3: add the extra pt-space that is mapped to n k1 ∈ N k1 and to n k2 ∈ N k2 ; 4: identify the three copies of M in the commutative diagrams f 1 (v 1 ), f 2 (v 2 ), f 3 (v 3 ); and 5: change the indices of the N -manifolds and the labels of the pt-spaces.
So, up the change of the indices of N -manifolds and of the labels of the pt-spaces, the commutative diagrams g L (l) and g R (Θ(l)) are the same. Using Statement 1 of Proposition 2.2 and Definition 2.5, we see
The manifolds L and R are oriented as it is described in the definition of A k1,k2
j1,j2 and the statement of the Theorem would follow immediately if we show that
is orientation preserving. (Recall that a product of a sign and an oriented bundle denotes the initial oriented bundle if the sign is +1, and it denotes the initial bundle with the changed orientation if the sign is −1.)
Below we provide a tedious computation showing that this map of bundles is indeed orientation preserving.
For orientations and frames we use the notation introduced in the proof of Theorem 2. 6 .
positive orientation frame in the fiber of (T ∆)
⊥ over m × m, and Fr
and that satisfies pr (f 1,k1 × f 2,k2 ) * (Fr k1,k2 ) = Fr ⊥ m×m . By our orientation convention the space T (v1,n k 1 ,v2,n k 2 ) P k1,k2 is oriented in such a way that
Put Fr k1,k2 to be the m-frame in T l L that is the image of Fr k1,k2 under the differential of the inclusion
Put Fr L to be a positive orientation (
to be the unique m-frame orthogonal to T l L such that it is mapped to Fr ⊥ m ′ ×m ′ under the composition of pr and of the differential of the map
. From (2.13) and (2.14) we get
to be the unique m-frame in
and that satisfies pr (f 2,k2 ×
to be the m-frame in T r R that is the image of Fr
under the differential of the inclusion
Put Fr R to be a positive orientation (j 1 +j 2 +j 3 +n k1 +n k2 +n k2 +n k3 −2m)-frame of T r R that we will often identify with the frame in T r R obtained by the inclusion
to be the unique m-frame orthogonal to T r R such that it is mapped to Fr 
Similarly to the computations above we get that
Since Θ is defined as the permutation of the factors, it is easy to see that
Using (2.15) and (2.17) we get
Since the frames Fr k1,k2 and Fr
Or(T r R).
Put −F r ⊥ R to be the frame obtained by multiplying each vector in F r ⊥ R by −1 and keeping the order of the vectors intact. Propositions 2.9 and 2.10 imply that the frames
Proof. The vector spaces T l L and T r R are naturally decomposed as the direct sums of the linear subspaces
, w N k 3 the components of w in the corresponding linear subspaces.
Let w
i be the i-th vector in Fr k1,k2 . By definition of Fr k1,k2 we get pr (
Since Θ is defined by permuting the factors, Θ * preserves the components of the vectors in the subspaces 
for any vector x in the frames Θ * (Fr L ) and Θ * (Fr ⊥ L ). Equations (2.25), (2.26 ) and the fact that the vectors in
Proof. We use notation conventions of the proof of Proposition 2.9. Let w i be the i-th vector in the frame
Since Θ is defined by permuting the factors, Θ * preserves the components of the vectors in the subspaces
, be the time-dependent m-frame whose i-th vector is z i,t = t w i + (1 − t)Θ * ( u i ). Since pr and (f 2,k2 × f 3,k3 ) * are linear, equations (2.27), (2.28) imply that
for every x ∈ Fr L . Since Θ * preserves the components of the vectors, we have that
and since R ⊂ P ′ k2,k3 
This finishes the proof of Theorem 2.8.
3.
Graded Lie algebra on Ω * (G N,M ) for N consisting of odd-dimensional manifolds
Definition (Lie bracket). Everywhere below in the text a tensor product of a bordism group with Q stands for a tensor product over Z. Let us define a bilinear operation [·, ·]
:
, it is a graded Q-vector space with the grading of Ω j (G N,M )⊗ Q equal to j. For N consisting of odd-dimensional manifolds the operation [·, ·] will give Ω * (G N,M ) ⊗ Q a structure of a graded Lie algebra. However the operation itself is well defined for all sets of manifolds N.
Since the summation in Ω * (G N,M ) is by taking the disjoint union, it suffices to define [ω 1 ⊗ 1, ω 2 ⊗ 1] for the case where the special bordisms ω 1 , ω 2 can each be realized by a nice map of a connected manifold. Then one extends [·, ·] to the whole
, be nice maps of connected manifolds realizing special oriented bordism
The following Theorem follows immediately from the definitions of [·, ·] and of A k1,k2 .
Here Ω [k] denotes the subgroup of odd-dimensional bordisms if k is odd, and it denotes the subgroup of even dimensional bordisms if k is even.
be special bordism classes and let q i be rational numbers, i = 1, 2.
Proof. We will prove only statement [1] of the Theorem. The proof of statement [2] is obtained in the same way.
It suffices to prove the theorem for q 1 = q 2 = 1 and for special bordisms ω 1 , ω 2 such that each one of them is realizable by a nice map of a connected oriented manifold. For brevity we write
. Since (βα) * = β * α * , we make a substitution β ′ = βα and get that this equals to (−1) 
Theorem. If N consists of odd-dimensional manifolds of possibly different dimensions, then the operation
for all ω i ∈ Ω ji (G N,M ), i = 1, 2, 3 and q 1 , q 2 , q 3 ∈ Q.
Proof of Theorem 3.4
To prove Theorem 3.4 we will need the following Proposition.
where S is the permutation group S (ν(Γ1)+ν(Γ2)+ν(Γ3))
Proof. For brevity we write ν i instead of ν(Γ i ), i = 1, 2, 3. We denote S ν1+ν2 by S and we will often identify S with the subgroup of S = S (ν1+ν2+ν3) that consists of group elements acting trivially on the last ν 3 elements in {1, 2, · · · , (ν 1 + ν 2 + ν 3 )}. For a permutation γ ∈ S, we denote by γ the corresponding permutation in S.
where for a fixed γ ∈ S we made a substitution k
! ways as βγ, for β ∈ S and γ ∈ S. Thus this expression is equal to
k1,k2=1
Let us prove Theorem 3. 4 . We observe that it suffices to prove the Theorem in the case where q 1 = q 2 = q 3 = 1 and the special bordisms ω 1 , ω 2 , ω 3 are realizable by nice maps of connected manifolds.
For brevity we denote ν(Γ 1 ), ν(Γ 2 ), and ν(Γ 3 ) by ν 1 , ν 2 , and ν 3 , respectively. Recall that S is the permutation group S (ν1+ν2+ν3) .
Put
By Proposition 4.1 the first term of the graded Jacobi identity is
where we split the huge sum into two parts A and B based on whether k 1 was indexing a manifold N that came from ω 1 or a manifold N that came from ω 2 .
Similarly put
By Proposition 4.1 the second term of the graded Jacobi identity is
where we split the huge sum into two parts C and D based on whether k 2 was indexing a manifold N that came from ω 2 or a manifold N that came from ω 3 .
k3,k1=1
By Proposition 4.1 the third term of the graded Jacobi identity is
where we split the huge sum into two parts E and F based on whether k 3 was indexing a manifold N that came from ω 3 or a manifold N that came from ω 1 .
Apply identities (4.5), (4.7), (4.9) to the left hand side of the graded Jacobi identity to get 
Proposition. The following identities hold
Proof. Let us prove the first identity. Apply Theorem 2.8 to the ordered triple ω 3 , ω 1 , ω 2 of bordisms and use the fact that the dimensions of all the N -manifolds are odd to get
for the permutation α = ν 3 , ν 1 + ν 2 ∈ S = S ν1+ν2+ν3 and for
Apply this identity with k 3 instead of k 1 to the equation (4.8) defining F to get
Make a substitution β ′ = βα, rearrange the order of summations, and use equation (4.4) defining A to get that this expression equals
This proves the first of the three identities. The proofs of the other two identities are obtained similarly. This finishes the proof of Proposition 4.2 and of the Theorem 3.4.
In this section we introduce the operation C on Ω * (G N,M ). In Section 7 we will use the symmetrization of C to construct the multiplication 
5.1.
Definition (operation D on graphs and one more important permutation). Let Γ 1 and Γ 2 be two allowed graphs. Let ν(Γ i ) be the number of N -vertices in the graph Γ i , i = 1, 2. We define the allowed graph D(Γ 1 , Γ 2 ) as the graph resulting after the following sequence of operations:
1: Take the disjoint union of the graphs Γ 1 and Γ 2 , preserving the manifolds in N that were associated to the N -vertices in the graphs Γ 1 and Γ 2 . 2: Keep the indices of the N -vertices that came from Γ 1 and increase by ν(Γ 1 ) the indices of the N -vertices that came from Γ 2 . 3: Change the multi indices of the pt-vertices in Γ 2 , so that the new multi index of each pt-vertex gives the indices (with respect to the shifted enumeration of N -vertices) of the N -vertices in Γ 2 connected to this pt-vertex by an oriented edge. 4: Identify the two M -vertices in Γ 1 ⊔ Γ 2 to get just one M vertex and redirect all the N → M edges in the two graphs to it. For n 1 , n 2 , n 3 ∈ N define a permutation (n 1 , n 2 , n 3 ) ∈ S n1+n2+n3 by putting its value on {1, 2, · · · , n 1 + n 2 + n 3 } to be {n 1 + 1,
The following Proposition follows immediately from the definition of the operation D.
as follows. Recall that by Definition 5.1, the graph D(Γ 1 , Γ 2 ) consists of two parts: the part coming from Γ 1 and the part coming from Γ 2 . In the commutative diagram g(x) all the maps in the part of the diagram corresponding to Γ 1 are exactly those from the commutative diagram f 1 (v 1 ). All the maps in the part of g(x) corresponding to Γ 2 are exactly those from the commutative diagram f 2 (v 2 ).
are defined by the projections of x to the coordinates V 1 and V 2 . Since the projections V 1 × V 2 → V 1 and V 1 × V 2 → V 2 are smooth, we get that g is a nice map.
The
. Standard bordism theory arguments show that [X, g] depends only on the special bordism classes ω 1 , ω 2 and we put C j1,j2 (ω 1 , ω 2 ) = [X, g]. When the dimensions of the bordism classes to which C is applied are obvious, we will often omit the indices in C. So we will write C rather than C j1,j2 .
5.4.
Remark (informal geometric interpretation of the C-operation and of the ⋆-multiplication in the spirit of real garlands). Since the space G N,M = ⊔ Γ G Γ N,M of real garlands maps was not formally defined, the following remark does not have any rigorous meaning. However it does help to understand the geometric meaning of the operation C and of the ⋆-multiplication we define using C.
To two real garland maps 
we correspond the mapping of the real garland that is the disjoint union of the real garlands corresponding to f 1 (v 1 ) and f 2 (v 2 ). We obtain a (j 1 + j 2 )-dimensional family of real garland maps from G
. The bordism class of this family is C(ω 1 , ω 2 ).
The ⋆-multiplication, to be constructed in Section 7, is D(ω 1 , ω 2 ) symmetrized by the action of the permutation group S (ν(Γ1)+ν(Γ2)) on the enumeration of the N -manifolds in the resulting garlands.
The following Theorem will be needed in the proof of Theorem 7.3 saying that ⋆ is an associative graded commutative multiplication on Ω * (G N,M ) ⊗ Q, for all N.
Proof. To prove statement 1, choose nice maps
to be the nice map from the definition of
to be the nice map from the definition of C(
From the definition of the C operation we see that the commutative diagram g L (l) is obtained by the following sequence of steps:
1: take the disjoint union f 1 (v 1 ) ⊔ f 2 (v 2 ) of commutative diagrams; 2: identify the two copies of M in the commutative diagrams f 1 (v 1 ), f 2 (v 2 ); and 3: change the indices of the N -manifolds and the labels of the pt-spaces.
Similarly the commutative diagram g R (Θ(l)) = g R (r) is obtained by the following sequence of steps:
1: take the disjoint union f 2 (v 2 ) ⊔ f 1 (v 1 ) of commutative diagrams; 2: identify the two copies of M in the commutative diagrams f 1 (v 1 ), f 2 (v 2 ); and 3: change the indices of the N -manifolds and the labels of the pt-spaces.
So, up the change of the indices of N -manifolds and of the labels of the pt-spaces, the commutative diagrams g L (l) and g R (Θ(l) 
to be the nice map constructed according to the definition of the
to be the nice map constructed according to the definition of the C operation, so that [
Take
Applying twice the definition of the Coperation, we see that the commutative diagrams g L ′ (l ′ ) and
and we get statement 2 of the Theorem.
The following strange looking Theorem will be needed in the proof of Theorem 8.1 saying that if N consists either only of odd-dimensional manifolds or only of even dimensional manifolds (of possibly different dimensions), then the ⋆-multiplication satisfies a graded Leibniz rule with respect to [·, ·]. 
6. Proof of Theorem 5.6
be the nice map constructed according to the definitions of operations
Put P k1,k3 to be the manifold W in the definition of A k1,k3 (ω 1 , ω 3 ). Clearly P k1,k3 ⊂ V 1 ×N k1 ×V 3 ×N k3 and
be the nice map constructed according to the definitions of operations C and A k1,k2 , so that [R,
Put Θ : L → R to be the diffeomorphism permuting the factors that is defined by
Comparing the equations on the coordinates (6.1), (6.2) that define L and R, we see that
From the definitions of A k1,ν(Γ2)+k3 and of C it is clear that the commutative diagram g L (l) is obtained by the following sequence of operations:
add the extra pt-space mapped to n k1 ∈ N k1 and to n k3 ∈ N k3 ; c: identify the three copies of M in the commutative diagrams f 1 (v 1 ), f 2 (v 2 ), f 3 (v 3 ); and d: change the indices of the N -manifolds and the labels of the pt-spaces. Similarly, the commutative diagram g R (Θ(l)) = g R (r) is obtained by the following sequence of operations:
add the extra pt-space mapped to n k1 ∈ N k1 and to n k3 ∈ N k3 ; c: identify the three copies of M in the commutative diagrams f 1 (v 1 ), f 2 (v 2 ), f 3 (v 3 ); and d: change the indices of the N -manifolds and the labels of the pt-spaces. So, up the change of the indices of N -manifolds and of the labels of the pt-spaces, the commutative diagrams g L (l) and g R (Θ(l)) are the same. Using Statement 4 of Proposition 5.2 and Definition 2.5, we see that
The manifolds L and R are oriented as it is described in the Definitions 2.3 and 5.3 of A and C operations, and statement 1 of the Theorem would follow immediately if we show that (Θ| L ) * : T L → (−1) j2(j1+n k 1 ) T R is orientation preserving. (Recall that a product of a sign and an oriented bundle denotes the initial oriented bundle if the sign is +1, and it denotes the initial bundle with the changed orientation if the sign is −1.) Below we provide a computation showing that this map of bundles is indeed orientation preserving. For orientations and frames we use the notation introduced in the proof of Theorem 2. 6 .
Put Fr ⊥ L to be the unique m-frame in T l L that is orthogonal to T l L and that is mapped to Fr
Put Fr L to be a positive orientation (j 1 + n k1 + j 2 + j 3 + n k3 − m)-frame of T l L. By our orientation convention,
) that is orthogonal to T (v1,n k 1 ,v3,n k 3 ) P k1,k3 and that satisfies pr (f 1,k1 × f 3,k3 ) * (Fr k1,k3 ) = Fr ⊥ m×m .
Put Fr P k 1 ,k 3 to be a positive orientation frame of T (v1,n k 1 ,v3,n k 3 ) P k1,k3 . By our orientation convention
Put Fr V2 to be a positive orientation frame of T v2 V 2 . Since R is the product V 2 × P k1,k3 of oriented manifolds, we get that (6.5) Or {Fr V2 , Fr P k 1 ,k 3 } = Or(T r R).
We will identify the frames Fr P k 1 ,k 3 and Fr k1,k3 with their images under the differential of the inclusion
Or {Fr V2 , Fr P k 1 ,k 3 , Fr k1,k3 } = Or(T r R).
Using Equation (6.5) we get that
Equations (6.3) and (6.8) imply that
} give equal orientations of T r R. Combining this with (6.9) we get
j2(j1+n k 1 ) T r R is orientation preserving. This finishes the proof of statement 1 of the Theorem modulo the proof of Proposition 6.1
Let us prove statement 2 of the Theorem. Put
Choose nice maps f i : V The manifold X is the definition of
. Comparing equations (6.11), (6.12) on the coordinates that define L ′ and R ′ , we see that
. From the definitions of A k1,k2 and of C it is clear that the commutative diagram g L ′ (l ′ ) is obtained by the following sequence of operations:
3 ) of commutative diagrams; b: add the extra pt-space mapped to n ′ k1 ∈ N k1 and to n ′ k2 ∈ N k2 ; c: identify the three copies of M in the commutative diagrams f 1 (v 
is obtained by the following sequence of operations:
The manifolds L ′ and R ′ are oriented as it is described in the definitions 2.3 and 5.3 of A and C operations, and statement 2 of the Theorem would follow immediately if we show that (
and that satisfies pr (f 1,k1 ×f 2,k2 ) * (Fr
to be a positive orientation frame of
. By our orientation convention (6.14) {poiseq9} Or {Fr P ′
We will identify the frames Fr P ′ k 1 ,k 2 and Fr ′ k1,k2 with their images under the differential of the inclusion
Since R ′ is the product P ′ k1,k2 × V 3 of oriented manifolds, we get that (6.17) {poiseq12}
Or
Combining this with equation (6.16) we get that
Since Θ ′ is defined as the permutation of the factors, it is easy to see that
Equations (6.13) and (6.19 ) imply that Proof. The vector spaces T l L and T r R are naturally decomposed as direct sums of the linear subspaces
Proposition 6.2 says that the frames
{Θ ′ * (Fr L ′ ), Θ ′ * (Fr ⊥ L ′ )} and {Θ ′ * (Fr L ′ ), Fr ′ k1,k2 } give equal orientations of T r ′ R ′ . Thus (6.21) {poiseq15} Or {Θ ′ * (Fr L ′ ), Fr ′ k1,k2 } = (−1) j3n k 2 Or(T r ′ R ′ ).
Equations (6.18), (6.21), identity Or(Fr
For a vector w in T l L or in T r R, we put w V1 , w V2 , w V3 , w N k 1 , w N k 3 to be the components of w in the corresponding linear subspaces.
Let u i be the i-th vector in Fr
Since Θ permutes the factors, Θ * preserves components of vectors in the subspaces
i is the i-th vector in Fr k1,k3 . Let Fr t , t ∈ [0, 1], be the time-dependent m-frame whose i-th vector is z i,t = tΘ * ( u i ) + (1 − t)( w i ). Since pr and (f 1,k1 × f 3,k3 ) * are linear, we have
Since Θ * preserves the components of the vectors, we get that
for any vector x in the frame Θ * (Fr L ). Equations (6.22), (6.23 ) and the fact that the vectors in Θ * (Fr L ) are linearly independent imply that the frame {Θ * (Fr L ), Fr t , } is non-degenerate, for all t
Proposition. The frames
{Θ ′ * (Fr L ′ ), Θ ′ * (Fr ⊥ L ′ )} and {Θ ′ * (Fr L ′ ), Fr ′ k1,k2 } give equal orientations of T r ′ R ′ .
Proof. Let u i be the i-th vector in Fr
⊥ L ′ . By definition of Fr ⊥ L ′ we get pr (f 1,k1 ×f 2,k2 ) * ( u i V1 , u i N k 1 , u i V2 , u i N k 2 ) = − m ′ i ⊕ m ′ i . Since Θ ′ permutes the factors, Θ ′ * preserves the components of u i in T v ′ 1 V 1 , T v ′ 2 V 2 , T v ′ 3 V 3 , T n ′ k 1 N k1 , T n ′ k 2 N k2 . Thus pr (f 1,k1 × f 2,k2 ) * (Θ ′ * ( u i ) V1 , Θ ′ * ( u i ) N k 1 , Θ ′ * ( u i ) V2 , Θ ′ * ( u i ) N k 2 ) = − m ′ i ⊕ m ′ i .
By the definition of the frame Fr
i is the i-th vector in Fr ′ k1,k2 . Let Fr t , t ∈ [0, 1], be the time-dependent m-frame whose i-th vector is z i,t = tΘ ′ * ( u i ) + (1 − t)( w i ). Since pr and (f 1,k1 × f 2,k2 ) * are linear, we have
for all i ∈ {1, · · · , m} and t ∈ [0, 1].
in Fr L ′ . Since Θ ′ * preserves the components of the vectors, we get that
for any vector x in the frame Θ ′ * (Fr L ′ ). Since the vectors in Θ ′ * (Fr L ′ ) are linearly independent and equations (6.24) and (6.25) hold, we get that the frame {Θ ′ * (Fr L ′ ), Fr t , } is non-degenerate for all t ∈ [0, 1]. Hence the frames {Θ
This finishes the proof of Theorem 5.6.
Multiplication ⋆.

Let us define a bilinear operation
, it is a graded Q-vector space with the grading of Ω j (G N,M )⊗ Q equal to j. For all N the operation ⋆ will give Ω * (G N,M ) ⊗ Q the structure of an associative graded commutative algebra.
Since the summation in Ω * (G N,M ) is by taking the disjoint union, it suffices to define (ω 1 ⊗ 1)⋆ (ω 2 ⊗ 1) for the case where the specials bordism classes ω 1 , ω 2 can each be realized by a nice map of a connected manifold. Then one extends the ⋆-multiplication to the whole
, be nice maps of connected manifolds realizing special oriented bordism classes ω i ∈ Ω ji (G N,M ). Since V 1 is connected, all the elements
The following Theorem follows immediately from the definition of ⋆.
Theorem.
For all sets N, multiplication ⋆ gives Ω * (G N,M ) ⊗ Q the structure of an associative graded commutative algebra. Namely for all ω i ∈ Ω ji (G N,M ) and q i ∈ Q, i = 1, 2, 3, the following properties hold:
Proof. It suffices to prove the theorem for q 1 = q 2 = q 3 = 1 and for special bordisms ω 1 , ω 2 , ω 3 such that each one of them is realizable by a nice map of a connected oriented manifold. Let f i : V 
Statement 1 of Theorem 5.5 says that this is equal to
β∈S (ν 1 +ν 2 ) ) β * (−1) j1j2 α * (C(ω 2 , ω 1 )) ⊗ 1 (ν1+ν2)! , for the permutation α = ν 1 , ν 2 ∈ S (ν1+ν2) . Since (βα) * = β * α * , we make a substitution β ′ = βα and get that this equals to (−1)
by definition of ⋆.
Let us prove statement 2. By definition of ⋆,
For γ ∈ S (ν1+ν2) we denote by γ the element of S (ν1+ν2+ν3) that acts as γ on the first (ν 1 + ν 2 ) elements of {1, 2, · · · , ν 1 + ν 2 + ν 3 } and that acts trivially on the last ν 3 elements. Then the above expression equals β∈S (ν 1 +ν 2 +ν 3 ) γ∈S (ν 1 +ν 2 )
We use statement 2 of Theorem 5.5 and the fact that every permutation δ ∈ S (ν1+ν2+ν3) is realizable in (ν 1 + ν 2 )! different ways as β • γ, for β ∈ S (ν1+ν2+ν3) and γ ∈ S (ν1+ν2) , to get that this expression equals to δ∈S (ν 1 +ν 2 +ν 3 )
For a permutation µ ∈ S (ν2+ν3) we denote by µ the permutation in S (ν1+ν2+ν3) that acts trivially on the first ν 1 elements and that acts as µ on the last (ν 2 + ν 3 ) elements. Since every δ ∈ S (ν1+ν2+ν3) is realizable in (ν 2 + ν 3 )! different ways as ǫ • µ, for ǫ ∈ S (ν1+ν2+ν3) and µ ∈ S (ν2+ν3) , we get that expression (7.4) equals to
Theorem. For N consisting either only of odd-dimensional or only of even-dimensional manifolds (of possibly different dimensions), the ⋆ multiplication satisfies a graded Leibniz identity with respect to [·, ·].
Namely for all ω i ∈ Ω ji (G N,M ) and q i ∈ Q, i = 1, 2, 3, the following statements hold: 1: If N consists of odd-dimensional manifolds only, then
2: If N consists of even-dimensional manifolds only, then
The following Corollary follows immediately from Theorems 3.2, 3.3, 3.4 
Proof. The proof of Theorem 8.1 takes the rest of Section 8. The proof of statement 1 of Theorem 8.1 is based on the observation that if N consists of odd-dimensional manifolds only, then in the statements of Theorem 5.6 one can substitute the constants n k1 , n k2 in the exponents of (−1) by 1. The proof of statement 2 of Theorem 8.1 is based on the observation that if N consists of even-dimensional manifolds only, then in the statements of Theorem 5.6 one can substitute the constants n k1 , n k2 in the exponents of (−1) by 0. It suffices to prove the theorem for q 1 = q 2 = q 3 = 1 and for special bordisms ω 1 , ω 2 , ω 3 such that each one of them is realizable by a nice map of a connected manifold. Let f i : V We will prove only statement 1 of Theorem 8. 1 . The proof of statement 2 is an almost word by word repetition of the proof of statement 1.
We will follow the following convention: for a permutation γ ∈ S (ν2+ν3) , we denote by γ the permutation in S (ν1+ν2+ν3) that acts as γ on the last ν 2 + ν 3 elements and that acts trivially on the first ν 1 elements. For a permutation δ ∈ S (ν1+ν2) , we denote by δ the permutation in S (ν1+ν2+ν3) that acts as δ on the first ν 1 + ν 2 elements and that acts trivially on the last ν 3 elements.
A k1,k2 ω 1 ,
Since a permutation δ ∈ S (ν1+ν2+ν3) can be realized in (ν 2 + ν 3 )! different ways as βγ, for β ∈ S (ν1+ν2+ν3) and γ ∈ S (ν2+ν3) , we get that
A k1,k2 (ω 1 , C(ω 2 , ω 3 )) and
A k1,ν2+k3 (ω 1 , C(ω 2 , ω 3 )) .
(8.6) {uravnBC}
Using (8.5) and (8.6) we get that the left hand-side of the identity in statement 1 of the Theorem is
where we split the sum in (8.5) into two sums based on whether the index k 2 was enumerating the N -vertex that came from Γ 2 or the N -vertex that came from Γ 3 . Now statement 1 of the Theorem follows immediately from the following Lemmas 8.3 and Lemma 8.4.
. We have
j3 (m+1) β∈S (ν 1 +ν 2 +ν 3 )
Since δ ∈ S (ν1+ν2+ν3) can be realized in (ν 1 + ν 2 )! possible ways as β γ, for β ∈ S (ν1+ν2+ν3) and γ ∈ S (ν1+ν2) , we get that
Using statement 2 of Theorem 5.6 and equation (8.6) we get that
We have
j2 (j1+1) β∈S (ν 1 +ν 2 +ν 3 )
For γ ∈ S (ν1+ν3) putγ ∈ S (ν1+ν2+ν3) to be the permutation that acts as γ on the last ν 1 + ν 3 -elements and that acts trivially on the first ν 2 elements. Then
j2 (j1+1) β∈S (ν 1 +ν 2 +ν 3 ) γ∈S (ν 1 +ν 3 )
k1,k3=1
( 8.12) Since every permutation µ ∈ S (ν1+ν2+ν3) can be realized in (ν 1 + ν 3 )! possible ways as βγ, for β ∈ S (ν1+ν2+ν3) and γ ∈ S (ν1+ν3) , we get that
j2 (j1+1) µ∈S (ν 1 +ν 2 +ν 3 ) ν1,ν3 k1,k3=1
By statement 1 of Theorem 5.6 and equation (8.6) we have
This finishes the proof of Theorem 8.1.
Computations of
) and some previous applications of the operation A 1,1 . 
Definition (graphs Γ
For a topological space X, the group Ω 0 (X) is identified with Zπ 0 (X), the free Z module over the set
The space G 
Since the action of
• is trivial, and π 1 (S n ) is trivial for n > 1, we have the following Corollary.
Corollary. Assume that S
n ∈ N for some n > 0. Then π 0 (G sending it to (x·y 1 , x·y 2 ) , where · denotes the standard action of π 1 (M ) on π n (M ).
Take N i ∈ N, i = 1, 2. Then a pair of smooth maps g i : N i → M, i = 1, 2, and a pair of points n i ∈ N i , i = 1, 2, such that g 1 (n 1 ) = g 2 (n 2 ) gives rise to an element (g 1 , g 2 , n 1 , n 2 ) of G
The following Corollary of Theorem 9.3 is straightforward.
, be two smooth maps and let n 1 , n 1 ∈ N 1 and n 2 , n 2 ∈ N 2 be such that g 1 (n 1 ) = g 2 (n 2 ) and g 1 (n 1 ) = g 2 (n 2 ). Then the following two statements are equivalent:
The elements (g 1 , g 2 , n 1 , n 2 ) and (g 1 , g 2 , n 1 , n 2 ) belong to the same path connected component of G
2:
There exist paths p i : [0, 1] → N i , i = 1, 2, with p 1 (0) = n 1 , p 1 (1) = n 1 , p 2 (0) = n 2 , p 2 (1) = n 2 and a path q : [1, 2] → M with q(1) = g 1 (n 1 ) = g 2 (n 2 ) and q(2) = g 1 (n 1 ) = g 2 (n 2 ) such that the class of the closed loop qg 1 (p 1 ) in π 1 M, g 1 (n 1 ) acts trivially on the pointed homotopy class of the mapping
; and the class of the closed loop qg 2 (p 2 ) ∈ π 1 M, p 2 (n 2 ) acts trivially on the pointed homotopy class of the mapping g 2 : (N 2 , n 2 ) → (M, g 2 (n 2 )).
Proposition. For all j ∈ N there is a natural homomorphism
. From the definition of the special bordism group Ω j (G N,M ) we get that Φ j is a homomorphism. Every map f : pt → G N,M of an oriented space pt is automatically nice. Thus Φ = Φ 0 :
Remark (Previously known applications of
to be the subspace of
that consists of commutative diagrams with the maps N i → M in them being from N i , i = 1, 2. In the joint work [10] with Rudyak we defined an operation
One can check that for
(When the bordism classes to which we apply A 1,1 are from Ω * (G Γ0,N i N,M ) the complicated construction of the nice homotopy described in Theorem A.1 can be easily bypassed. For this reason in [10] we could and did work with the standard bordism group, rather than with the special bordism group.)
The Gauss linking number lk is an invariant of a pair (
2 )) of linked closed oriented submanifolds in a manifold M of dimension m = n 1 + n 2 + 1. The linking number is defined through basic homology theory as the intersection number of φ 1 (N 1 ) with a singular chain whose boundary is φ 2 (N 2 ). 
) and
to introduce the "affine linking invariant" alk generalization of the linking number to the case where homology
, are arbitrary. The affine linking invariant is an invariant under Milnor [31] link homotopy and it is a universal Vassiliev-Goussarov invariant [42] , [21] , [22] of order ≤ 1, see [10, Subsection 3.2] . In our work [10] with Rudyak we showed that the alk invariant is related to physics and it often allows one to detect that two events in a space-time are causally related from the shapes of the wave fronts of the events [12] . A nice simple case of the alk-invariant is the affine winding number, constructed in our work [11] with Rudyak. In the case where
2 ) -invariant can be shown to be equivalent to the link invariants constructed for product ambient manifolds M = P ×R by Koschorke [29] , [30] and Pilz [33] . Note that while the Koschorke-Pilz invariants are defined only for the product manifolds M = P × R, they are defined for linked submanifolds of arbitrary dimensions that do not necessarily satisfy the condition n 1 + n 2 + 1 = m used in our work [10] . (Our techniques can be used to construct link-homotopy invariants of linked submanifolds of arbitrary dimensions in arbitrary manifolds M. However this is not written yet. We are not certain of the exact relation between the resulting invariants and Koschorke-Pilz invariants of links in the product manifolds M = P × R in the case n 1 + n 2 + 1 = m.) To see this, consider the subspace G N,M ⊂ G N,M that consists of all the commutative diagrams satisfying some special condition on the type of the maps N → M in the diagrams. Since we did not have to perturb the maps f i :
, in the definition of the C-operation, we can define the C operation on Ω * ( G N,M ) in the exact same way as we did define it on Ω * (G N,M ). Then one repeats word by word the construction of ⋆ to get the ⋆-multiplication on Ω * ( G N,M ) ⊗ Q. The statements of Theorems 7.2 and 7.3 hold for the algebra Ω * ( G N,M ) ⊗ Q, ⋆ , since the proofs of these Theorems can be repeated word by word in this case.
In the definition of A k1,k2 (and hence in the definition of [·, ·]) it was essential that given two nice maps
N,M we can deform f 1 by a nice homotopy to make the adjoint maps f 1,k1 and f 2,k2 transverse. In Appendix A we show that such a homotopy of f 1 indeed does exist.
Assume that the condition we imposed on the maps N → M to define G N,M is such that for any two nice maps f i : V 1 → G Γi N,M , i = 1, 2, the map f 1 can be deformed by a nice homotopy to make f 1,k1 and f 2,k2 transverse. If the condition used to define G N,M was that all the maps N → M are submersions, then the maps f 1,k1 and f 2,k2 are automatically transverse and the complicated nice homotopy constructed in Appendix A is not needed. In particular, the operation A k1,k2 can be defined for the standard bordism group Ω * ( G N,M ). This allows one to work with the standard bordism group Ω * ( G N,M ) rather than with the special bordism group Ω * ( G N,M ). As a consequence, for this space G N,M the operations ⋆ and [·, ·] can be defined not only on Ω * ( G N,M ) ⊗ Q but also on Ω * ( G N,M ) ⊗ Q. For both algebras Ω * ( G N,M ) ⊗ Q and Ω * ( G N,M ) ⊗ Q, these operations satisfy the statements of Theorems 3.2, 3.3, 3.4, 7.2, 7.3, and 8. 1 .
We believe that a lot of progress with the construction of the similar algebras can be achieved when the condition imposed to define G N,M is that all the N → M maps in the diagrams are immersions; or all of them are embeddings; or all of them are Legendrian or Lagrangian immersions or embeddings. We hope to address this issue in the future.
Our algebras and smooth structures.
A very interesting question that we plan to address in the future is if the algebra Ω * (G N,M ) ⊗ Q, ⋆, [·, ·] does depend on the smooth structures on the manifold M and on the manifolds from N. Cohen, Klein and Sullivan [17] showed that the string algebra of ChasSullivan [8] , [9] is determined by the homotopy type of the manifold. We do not have a feeling what should be the expected result for our algebras.
What is clear, is that our algebra for some of the modified garland spaces indeed does depend on the smooth structure on M and on the smooth structures on the manifolds from N. Below we discuss examples that illustrate this. We have to caution the reader that these examples probably should be taken with a grain of salt, and that at the moment our techniques do not allow to distinguish smooth structures that were not previously known to be different.
Put G N,M to be the space of commutative diagrams satisfying the condition that all the maps N → M in the diagrams are submersions. As it was discussed in Section 10, the operations ⋆ and [·, ·] can be easily defined for both algebras Ω * ( G N,M ) ⊗ Q and Ω * ( G N,M ) ⊗ Q; and for both algebras these operations satisfy all the identities of Theorems 3.2, 3.3, 3.4, 7.2, 7.3, 8.1 . In this Subsection 10.2 we restrict our attention to the algebra Ω * ( G N,M ) ⊗ Q. However the exact same constructions and examples work for the algebra
In the examples constructed below the manifolds from N are homeomorphic to the manifold M. However the most interesting examples should probably come from the case where the dimensions of the manifolds in N are bigger than the dimension of M.
Take M and M ′ that are homeomorphic but not diffeomorphic simply connected smooth oriented closed manifolds. Since a submersion from a closed simply connected manifold to a closed simply connected manifold of the same dimension is a diffeomorphism, we get that G {M},M ′ = ∅ and hence Ω * ( G {M},M ′ ) ⊗ Q = 0. On the other hand, G {M},M = ∅ and hence Ω * ( G {M},M ) ⊗ Q = 0. This trivial example shows that the algebra Ω * ( G N,M ) ⊗ Q does in general depend on the smooth structure on the manifold M.
Since
we get a trivial example showing that the algebra Ω * ( G N,M ) ⊗ Q does in general depend on smooth structures on the manifolds from N.
More interesting examples come from the algebras Ω * ( G {M},M ) ⊗ Q and Ω * ( G {M ′ },M ′ ) ⊗ Q, that are both nontrivial. To construct these examples we have to introduce a few more notions.
We denote by Γ M an allowed graph for the space G {M},M . So all the N -vertices in this graph correspond to the manifold M and the M -vertex corresponds to the manifold M.
If one changes all the manifolds corresponding to the N -vertices in Γ M to be M ′ and changes the Mvertex of Γ M to be the M ′ -vertex, then one gets an allowed graph for the space G {M ′ },M ′ . We denote this graph by Γ M ′ . Thus we have the natural bijection between the allowed graphs for the space G {M},M and the allowed graphs for the space
The bordism class of this map is determined by ω. Summing up these bordism classes over all the pt → N edges in Γ M we obtain the element of Ω * (M ) that we call δ(ω). It is easy to see that this construction uniquely extends to the linear homomorphism δ :
For a topological space X the map X → pt induces the natural augmentation a : Ω * (X)⊗Q → Ω * (pt)⊗Q.
Definition (algebra isomorphism
. Let M and M ′ be two homeomorphic but not diffeomorphic smooth manifolds. For the reasons discussed above, a natural definition of an algebra isomorphism κ :
κ is a bijection that preserves the dimensions of the bordism classes and maps
The following proposition gives rise to more interesting examples showing that algebras Ω * ( G {M},M ) do depend on the smooth structure on M. Recall that τ :
is the Steenrod-Thom homomorphism that for closed connected oriented manifolds M induces a surjective homomorphism τ ′ : 
Thus the algebras
Proof. Let us prove statement 1. Since a(ω 1 ⊗ 1) = 1, we get that there exists i 1 ∈ N such that ω 1 is realizable by a map into G 
Since M is simply connected and f 1 and f 2 are submersions, they are diffeomorphisms. Thus the projections of W to both M -coordinates are diffeomorphisms. One verifies that these projections W → M are orientation preserving.
Hence the compositions of these projections with the corresponding
{M},M ), we see that the sum of the bordism classes of these two diffeomorphisms is δ (A 1,1 (ω 1 , ω 2 ) ).
Using the definition of τ ′ , we get that
(Here σ and e are the nontrivial and the trivial permutation in S 2 .)
Let us prove statement 2. The element ω ′ 1 can be taken to be the bordism class of a map ρ
can be taken to be the bordism class of a map ρ
One verifies that the projection of W to the first M ′ -coordinate is an orientation reversing diffeomorphism and that the projection of W to the second M ′ coordinate is an orientation preserving diffeomorphism. Hence for both M ′ -coordinates the composition of the projection of W to this M ′ -coordinate with the corresponding f i :
, the sum of the bordism classes of these two diffeomorphisms is δ(A 1,1 (ω
Similarly to the proof of statement 1, we get that 
The Lie algebra
From Theorems 3.3 and 3.4 we get that the subalgebra
is an ordinary Lie algebra.
11.1.
Lie bracket of two loops on a surface. The set of free homotopy classes of smooth loops on F coincides with the set of free homotopy classes of continuous loops on F. Hence both of these sets can be identified with the set π 1 (F ) of conjugacy classes of the elements of the fundamental group π 1 (F ). Given a loop γ or an element γ ∈ π 1 (F ), we denote by γ the element of π 1 (F ) corresponding to γ. All the loops in the rest of the text are assumed to be smooth.
To a free loop δ on F we correspond the element δ ∈ Ω 0 (G Γ0 S 1 ,F ) that is the special bordism class of the map of a positively oriented point with
, and hence δ depends only on the free homotopy class δ ∈ π 1 (F ) of the loop δ. Choose δ 1 , δ 2 ∈ π 1 (F ) and let δ 1 , δ 2 ∈ Ω 0 (G Γ0 S 1 ,F ) be the corresponding special bordism classes.
. Since the graph Γ 1 is symmetric we have β · Γ 1 = Γ 1 , for every permutation β ∈ S 2 . (Note that the map β :
By Proposition 9.6 we have the natural surjective homomorphism Φ :
All the maps of 0-dimensional manifolds (that are disjoint unions of pt-space) to G S 1 ,F 2 are automatically nice. The homomorphism Φ sends the special bordism class realized by a map of an oriented 0-dimensional manifold to the ordinary bordism class realized by this map, and it induces the surjective homomorphism Φ :
2 ) can be described as the direct sum of integer numbers
be the map defined by ǫ ⊕ c∈C (r c ⊗ q c ) = c∈C |r c q c |. Note that the maps ǫ and ǫ are not homomorphisms.
Everywhere in this paper by the number of intersection points of two loops we mean the number of intersection points with multiplicities counted. The following Theorem says that very often our Lie bracket gives the minimal number of intersection points of loops in the given free loop homotopy classes.
Theorem. Let F
2 be a not necessarily compact oriented surface. Let δ 1 , δ 2 ∈ π 1 (F ) be free homotopy classes of loops on F 2 such that there are no γ ∈ π 1 (F 2 ) and i, j ∈ Z satisfying δ 1 = γ i and δ 2 = γ j . Let Goldman [20] discovered a Lie algebra structure on the free Z-module Z π 1 (F ). Our Lie algebra on Ω 0 (G S 1 ,F 2 ) is related to the Goldman Lie algebra and we discuss the relation in Section 13. Goldman proved [20, page 299 ] that if one of δ 1 , δ 2 can be realized by a simple loop and his bracket [1 δ 1 , 1 δ 2 ] g = 0, then there exist loops δ 1 ∈ δ 1 and δ 2 ∈ δ 2 with Im δ 1 ∩ Im δ 2 = ∅. Chas [7, Theorem 5.3] showed that if one of δ 1 , δ 2 can be realized by a simple nonzero homologous loop and ∂F = ∅, then Goldman Lie bracket gives the minimal number of intersection points of loops in the homotopy classes δ 1 , δ 2 . She also constructed exciting examples [7, Example 5.5, Example 5.6 ] of two free loop homotopy classes that do not contain disjoint loops despite the fact that their Goldman Lie bracket vanishes. Theorem 12.2 and Corollary 11.2 say that our Lie bracket allows one to compute the minimal number of intersection points and to detect if loops can be made disjoint by a homotopy for a significantly broader set of free loop homotopy classes, than it is known for the Goldman Lie bracket. In fact from Theorem 12.2 it is easy to conclude that our Lie bracket allows one to compute the minimal number of intersection points of two loops in the given homotopy classes for all the examples [7, Example 5.5, Example 5.6] of Chas. One has to be careful with the three examples described in [7, Example 5.6 ], since they contain typos. The Goldman Lie bracket of loops in the first example does not vanish. The Goldman Lie bracket vanishes for the loops in the second and the third example, however the correct minimal numbers of intersection points of loops in the second and the third example are interchanged.
To illustrate Theorem 11.1, in Section 14 we use our Lie bracket to compute the minimal number of intersection points of loops from the free homotopy classes of [7, Example 5.5] .
As it is discussed in Section 13, our Lie bracket [ δ 1 ⊗ 1, δ 2 ⊗ 1] can be viewed as the symmetrized version of the Andersen-Mattes-Reshetikhin Lie bracket of two trivial chord diagrams corresponding to the free loop homotopy classes δ 1 , δ 2 . From our Theorem it is rather easy to get that the Andersen-MattesReshetikhin [1] , [2] Lie bracket also allows one to find the minimal number of intersection points of two loops δ 1 ∈ δ 1 and δ 2 ∈ δ 2 , for the free loop homotopy classes δ 1 , δ 2 as in the statement of Theorem 11.1. To our knowledge this result about the Andersen-Mattes-Reshetikhin Lie bracket of chord diagrams is new. 12 . Proof of Theorem 11.1
If needed, we perturb δ 1 and δ 2 so that they become transverse and the number of intersection points does not increase. As we discussed, δ i defines a map pt
of a positively oriented point pt + and the equivalence class of this map is δ i ∈ Ω 0 (G Γ0 S 1 ,F ). The pull-back manifold W ⊂ (pt + ×S 1 ) × (pt + ×S 1 ) that was used to define A 1,1 ( δ 1 , δ 2 ) is 0-dimensional, and it consists of all the points w = (pt
} of velocity vectors gives the positive orientation of T δ1(s1) F = T δ2(s2) F ; and we put sign(s 1 , s 2 ) = −1 otherwise. One verifies that −1 sign(s 1 , s 2 ) equals to the orientation of w = (pt + ×s 1 × pt + ×s 2 ) ∈ W, that was defined in 2. 3 .
The map g : 
The number of points (
is the number of intersection points of δ 1 and δ 2 . Thus equation (12.1) implies that the number of intersection points of the loops δ 1 and δ 2 is not less, than ε
Now statement 1 of Theorem 11.1 follows immediately from the following Proposition.
Proof. If δ 1 = δ 2 , then for γ ∈ π 1 (F 2 ) such that γ = δ 1 we have γ = δ 2 . This contradicts to the assumption of the Proposition. Thus δ 1 = δ 2 . For µ 1 , µ 2 ∈ π 1 (F ) put C µ1, µ2 to be the set of connected components of G Γ0 S 1 ,F 2 consisting of commutative diagrams 
Let σ be the nontrivial permutation in S 2 and let e ∈ S 2 be the trivial permutation. Clearly σ maps a connected component c ∈ C δ1, δ2 to a connected component σ(c) ∈ C δ2, δ1 . Since δ 1 = δ 2 , we have C δ1, δ2 ∩ C δ2, δ1 = ∅. Thus the inputs of Φ e * A 1,1 ( δ 1 , δ 2 ) ⊗ are no γ ∈ π 1 (F 2 ) and i, j ∈ Z satisfying δ 1 = γ i and δ 2 = γ j . Let δ 1 , δ 2 ∈ Ω 0 (G Γ0 S 1 ,F ) be the special bordism classes corresponding to δ 1 , δ 2 . Then there exist loops δ 1 ∈ δ 1 and δ 2 ∈ δ 2 such that the number of intersection points of δ 1 and δ 2 with multiplicities counted is ǫ • Φ A 1,1 ( δ 1 , δ 2 ) .
Proof. If δ 1 consists of contractible loops, then γ 0 = δ 1 , for γ ∈ π 1 (F ) such that γ 1 = δ 2 . This contradicts to the Lemma assumptions, and hence δ 1 and δ 2 do not contain contractible loops.
Assume for the start that F 2 is compact surface. If F 2 is S 2 or the annulus A, then there are no δ 1 , δ 2 satisfying conditions of the Lemma. (It is also clear that the problem is trivial for F = S 2 , A, since any two loops on such F can be made disjoint by a homotopy.)
Consider the case where F 2 is the torus T 2 . Clearly the number of intersection points of δ 1 ∈ δ 1 and δ 2 ∈ δ 2 is not less than the absolute value of the intersection number [
Put {i, j} to be the standard orthonormal frame in R 2 and take µ to be a simple loop on T 2 that lifts to a straight line r 1 (t) = m 1 ti + l 1 tj in the total space R 2 of the universal cover
Put µ to be a small parallel shift of µ and put λ to be a simple loop such that λ and µ have the same base point and such that λ lifts to a straight line r 2 (t) = m 2 ti + l 2 tj in the universal cover R 2 of T 2 .
It is easy to see that the number of intersection points of δ 1 and δ 2 is |j 2 | and that 
Thus the number of intersection points of δ 1 and δ 2 equals ǫ • Φ A 1,1 ( δ 1 , δ 2 ) and this finishes the proof for
2 is a compact surface other than S 2 , T 2 , A, then we use decomposition into pants to construct a Riemannian metric g of constant curvature −1 on F with respect to which the boundary components of F (if there are any) are geodesics.
All the nontrivial abelian subgroups of π 1 (F 2 ) for such F 2 are infinite cyclic, and moreover for each α = 1 ∈ π 1 (F 2 ) there is a unique maximal infinite cyclic subgroup containing α. Let δ i be the closed geodesic realizing δ i , i = 1, 2. Let β i , i = 1, 2, be the generator of the maximal infinite cyclic group containing δ i ∈ π 1 (F 2 , δ i (1)), so that δ i = β If the closed geodesics δ 1 , δ 2 are not transverse, then they are tangent at a certain point. This means that the images of the geodesics δ 1 and δ 2 coincide, and hence β 1 = β ±1 2 . Then δ 1 and δ 2 contain powers of β 1 , which contradicts to the assumptions of the Lemma. Thus δ 1 and δ 2 are transverse.
Assume that the number of intersection points of δ 1 and δ 2 is bigger, than ε • Φ A 1,1 ( δ 1 , δ 2 ) . Then equation (12.1) implies that there exist points s 1 , s 2 ∈ S 1 and s 1 , s 2 ∈ S 1 such that: 
1 is a product of a path q and an arc δ 1 (p 1 ) that goes along β ′ 1 , we get that q is homotopic to a geodesic arc contained in Im(β ′ 1 ) by a homotopy that fixes the end points of q.
For similar reasons, q is homotopic to a geodesic arc contained in Im(β ′ 2 ) by a homotopy that fixes the end points of q. Thus there is a homotopy fixing the end points of a geodesic arc contained in Im(β between times s i and 
Put F 2 to be a compact subsurface of F 2 such that if for s 1 , s 2 , s 1 , s 2 ∈ S 1 with δ 1 (s 1 ) = δ 2 (s 2 ), δ 1 (s 1 ) = δ 2 (s 2 ) the elements (δ 1 , δ 2 , s 1 , s 2 ) and (δ 1 , δ 2 , s 1 , s 2 ), correspond to same element of
then these elements correspond to the same element of
Since F 2 is compact, we use the already proved case of Lemma 12.3 to find two loops δ 1 , δ 2 on F 2 whose number of intersection points is ε
13.
Comparison to the Goldman-Turaev and to the Andersen-Mattes-Reshetikhin algebras 13.1. Relation to the Goldman-Turaev algebra. Goldman [20] introduced a Lie algebra on Z π 1 (F 2 ).
Given two free loop homotopy classes δ 1 , δ 2 ∈ π 1 (F ) Goldman's Lie bracket [1 δ 1 , 1 δ 2 ] g ∈ Z π 1 (F ) is defined as follows. Take two transverse representatives δ 1 , δ 2 of δ 1 , δ 2 that are generic in the sense that intersection points of δ 1 and δ 2 do not happen at the self-intersection points of δ 1 or δ 2 . Put P = Im δ 1 ∩ Im δ 2 . For p ∈ P put s 1,p , s 2,p ∈ S 1 to be the points such that δ 1 (s 1,p ) = δ 2 (s 2,p ) = p. Put the sign sign(p) of the intersection point p to be +1 if the orientation of T p F given by the frame { δ After the orientation preserving reparameterization the loops δ 1 and δ 2 can be considered as loops based at p. We denote by δ 1,p , δ 2,p the corresponding elements of π 1 (F, p) and we denote by δ 1,p δ 2,p ∈ π 1 (F 2 ) the homotopy class of free loops realized by the product δ 1,p δ 2,p ∈ π 1 (F, p).
and it is extended to the whole Z π 1 (F ) by linearity. The Lie bracket [·, ·] g can be naturally extended to the
Below we explain the relation between [·, ·] g : Q π 1 (F ) ⊗ Q π 1 (F ) → Q π 1 (F ) and our Lie bracket. By Proposition 9.2 we have Ω 0 (G
S 1 ,F 2 , described by the commutative diagram (9.2), we associate a continuous free loop α(b) that is defined as follows:
Here we identify S 1 with the unit complex circle {s ∈ C||s| = 1}. The map α :
the map α induces the homomorphism α * :
Proof. Choose generic transverse curves δ 1 , δ 2 realizing δ 1 , δ 2 ∈ π 1 (F ). For a double point p ∈ Im δ 1 ∩ Im δ 2 the loop α(δ 1 , δ 2 , s 1,p , s 2,p ) realizes the free homotopy class δ 1,p δ 2,p . Now the Proposition follows from equation (12.1) and the definitions of Φ and
The following Proposition relates our and the Goldman Lie brackets. 
3. Remark. Turaev [39] discovered a bialgebra structure on Z π 1 (F ). For N consisting of odd-dimensional manifolds, it should be possible to construct operations related to Turaev's cobracket on the special bordism group of the appropriately modified space of N-garlands in M. However these operations are not cobrackets. We hope to address this issue in the future work.
Proposition 13.2 establishes the relation between the subalgebra Ω 0 (G S 1 ,F 2 ) ⊗ Q of our graded Lie algebra on Ω * (G S 1 ,F 2 ) ⊗ Q and the Goldman Lie algebra on Q π 1 (F 2 ).
Unfortunately it is not possible to extend α :
Thus there is no Lie algebra homomorphism from Ω 0 (G S 1 ,F 2 ) ⊗ Q to the Goldman Lie algebra.
It is possible to change the space G S 1 ,M in the spirit of Voronov's work on cacti operad [43] to get the modified space of garlands G S 1 ,M . It is very likely that one should be able to introduce the graded Lie algebra structure on Ω * ( G S 1 ,F 2 ) ⊗ Q for which there is a surjective epimorphism from the subalgebra Ω 0 ( G S 1 ,F 2 ) ⊗ Q to the Goldman Lie algebra. We plan to address this issue in the future work.
13.2.
Relation to the Andersen-Mattes-Reshetikhin Poisson algebra. In the description of the Andersen-Mattes-Reshetikhin Poisson algebra we follow their works [1] , [2] .
A chord diagram is a topological space that consists of some number of disjoint oriented circles S The commutative multiplication of two chord diagrams on F is defined to be their union. Consider the complex vector space X whose basis is the set of chord diagrams on F. Let Y be the subspace of X generated by the linear combinations that are called 4T -relations. One of the 4T -relations is depicted in Figure 4 . The others are obtained by reversing the orientations of strands in Figure 4 following the rule that for each chord that intersects a component whose orientation is reversed we get the factor of (−1) in front of the diagram . Each p ∈ P is the intersection point of a curve from D 1 with a curve from D 2 . To p ∈ P we correspond a 2-frame in T p F whose first vector is the velocity vector of the intersecting curve from D 1 and whose second vector is the velocity vector of the intersecting curve from D 2 . We put sign(p) = +1 if this 2-frame gives a positive orientation of T p F, and we put sign(p) = −1 otherwise. For p ∈ P we put D 1 ∪ p D 2 to be the chord diagram on F obtained by joining D 
where a geometric diagram in square brackets denotes the chord diagram equivalence class realized by it. Let us describe the relation between the Poisson subalgebra Ω 0 (G S 1 ,F ) ⊗ C of our graded Poisson algebra Ω 0 (G S 1 ,F ) ⊗ C and the Andersen-Mattes-Reshetikhin algebra.
Introduce an equivalence relation on the points of a chord diagram by declaring two points in it to be equivalent if they belong to the same core component. We call a chord diagram tree-like if the quotient space of it by this equivalence relation is a disjoint union of topological tree graphs. Similarly, we get the notions of geometric tree-like chord diagrams on F and of tree-like chord diagrams on F.
Consider the vector subspace X T ⊂ X whose basis is the set of all tree-like chord diagrams on F. It is easy to see that if one of the four geometric chord diagrams in Figure 4 is tree-like, then so are the other three. Put Y T to be the subspace of X T generated by the 4T -relations consisting of tree like diagrams. Clearly Y T is an ideal of X T with respect to multiplication. Consider a linear combination of four chord diagrams depicted in Figure 4 . If one uses the same enumeration of the core components of the four chord diagrams, then it is easy to see that the images under χ of the first and second chord diagrams are the same. Similarly the images under χ of the third and fourth chord diagrams in Figure 4 are the same. Taking the signs in front of the diagrams in Figure 4 into account, we see that χ maps to zero all the 4T linear combinations generating the ideal Y T ⊂ X T .
Hence we have the linear homomorphism of vector spaces χ : ch T = X T /Y T → Ω 0 (G S 1 ,F ) ⊗ C.
Recall that we do not know if Ω * (G S 1 ,F ) = Ω * (G S 1 ,F ). If these groups are the same, then it is pretty clear that χ is a homomorphism of the ch T (F ) subalgebra of the Andersen-Mattes-Reshetikhin Poisson algebra ch(F ) to the Poisson subalgebra Ω 0 (G S 1 ,F ) ⊗ C of our graded Poisson algebra Ω * (G S 1 ,F ) ⊗ C.
This homomorphism would not be surjective, since our allowed graphs Γ may have a pt-vertex connected to more than two S 1 -vertices. For such Γ the elements of Ω 0 (G Γ S 1 ,F ) ⊗ C are not in the image of χ. This homomorphism would not be injective, since the image under χ of the first half of the expression depicted in Figure 4 is zero, while the first half of the expression is generally nonzero in ch T (F ).
At the moment we do not know if the surjective homomorphism Φ : Ω 0 (G S 1 ,F ) → Ω 0 (G S 1 ,F ) (introduced in Proposition 9.6) is an isomorphism. However by Proposition 9.2 we have Ω 0 (G 14. An example of using [·, ·] to compute the minimal number of intersection points of loops In this section we consider an example of how to compute the minimal number of intersection points of loops in two given free loop homotopy classes using our Lie bracket and the operation A 1,1 . The pair δ 1 , δ 2 of homotopy classes we use was found by Chas [7, Example 5.5 ]. Chas showed that in this example the Goldman Lie bracket vanishes and hence it does not allow one to compute the minimal number of intersection points. She used an algorithm [7, Theorem 3.13, Remark 3.14] for finding the minimal number of intersection points on a surface with boundary to show that the minimal number of intersection points in this example is 2.
(The algorithm similar to the one of Chas was constructed by M. Cohen and M. Lustig [14] .) We get the same answer using A 1,1 and [·, ·].
From Theorem 12.2 one gets that our Lie bracket allows one to compute the minimal number of intersection points in all the other examples of pairs of loops with vanishing Goldman bracket constructed by Chas [7, Example 5.6] . Note that the answers of [7, Example 5.6 ] are incorrect due to typos, see the discussion in Subsection 11.2.
The problem of finding the minimal number of intersection points is trivial if F = S 2 , A (annulus) or if one of δ 1 , δ 2 is the class 1 of the constant loop. For F = T 2 the minimal number of intersection points of loops in δ 1 , δ 2 equals to the absolute value of the intersection number of their homology classes, see for example Section 12. 3 .
Let us outline the general procedure of how to use A 1,1 and [·, ·] to find the minimal number of intersection points of loops in δ 1 , δ 2 for F = A, S 2 , T 2 , provided that there are no γ ∈ π 1 (F ) and i, j ∈ Z satisfying δ 1 = γ i , δ 2 = γ j . Because of the last condition δ 1 , δ 2 = 1. By Theorem 11.1 and Proposition 12.1 this number is equal to ε • Φ([ δ 1 ⊗ 1, δ 2 ⊗ 1]) = ε • Φ(A 1,1 ( δ 1 , δ 2 )). Since the Lie bracket is the symmetrization of the A 1,1 -operation, it is easier to use A 1,1 for the computation. If desired, one can use the Lie bracket by the obvious modification of the procedure described below.
By Corollary 9.4 π 0 (G
. For x 1 , x 2 ∈ π 1 (F 2 ) we denote by x 1 , x 2 the connected component of G Γ1 S 1 ,F corresponding to (x 1 , x 2 ) ∈ π 1 (F 2 )×π 1 (F 2 ). For k ∈ Z we denote by k x 1 , x 2 the k-multiple of the positive generator of the 0-dimensional bordism group of this connected component.
How does one verify if two terms −k x 1 , x 2 and k y 1 , y 2 in Φ A 1,1 ( δ 1 , δ 2 ) ∈ Ω 0 (G Γ1 S 1 ,F ) cancel? Clearly they cancel exactly when x 1 , x 2 = y 1 , y 2 . Since x 1 and y 1 represent the same homotopy class δ 1 of free loops, there exists l ∈ π 1 (F ) such that lx 1 l −1 = y 1 . Choose such l to get that x 1 , x 2 = lx 1 l −1 , lx 2 l −1 = y 1 , lx 2 l −1 . By Corollary 9.4 y 1 , lx 2 l −1 and y 1 , y 2 are equal if and only if there exists s ∈ π 1 (F ) such that (14.1) sy 1 s −1 = y 1 and s(lx 2 l −1 )s −1 = y 2 .
The nontrivial abelian subgroups of π 1 (F ) are infinite cyclic and for each element α = 1 ∈ π 1 (F ) there exists the unique maximal infinite cyclic group containing it. For closed F 2 = S 2 , T 2 this follows from the Preissman Theorem [19, Theorem 3.2 page 260], since such surfaces admit a hyperbolic Riemannian metric. For compact F with boundary this is true, since π 1 (F ) is free.
Let s be a generator of the maximal infinite cyclic group containing y 1 . Equation (14.1) says that s and y 1 commute. Thus if s satisfying (14.1) exists, then it is equal to s i for some i ∈ Z. One checks if there indeed exists i ∈ Z such that s i (lx 2 l −1 )s −i = y 2 . If such i exists, then the terms −k x 1 , x 2 and k y 1 , y 2 cancel. If such i does not exist, then the terms do not cancel.
As an example, consider the oriented surface F 2 with boundary obtained from the 8-gon shown in Figure 5 by gluing the side a 1 to a 1 and the side a 2 to a 2 in such a way that the points corresponding to the arrow heads on a i and on a i are identified. Clearly π 1 (F 2 ) is a free group on two generators. We denote the generators by a 1 and a 2 according to the following convention introduced in [7] : a i ∈ π 1 (F 2 ) is the class of the loop that starts from the center of the 8-gon, goes to the side a i , passes through the image of this side on F 2 , reappears in the 8-gon from the side denoted by a i and returns back to the center of the 8-gon. Then clearly a −1 i is the class of the loop that starts from the center of the 8-gon, goes to the side a i , passes through the image of this side on F 2 , reappears in the 8-gon from the side denoted by a i and returns back to the center of the 8-gon. will be automatically commutative. Also all the conditions for H l+1 to be nice, given by the pt → N edges and N -vertices from Γ k1,l 1 , will be satisfied automatically.
Take a pt-vertexpt that is in Γ connected by an edge topt. PutŇ to be this vertex. As usual, we also writeŇ for the manifold in N corresponding to the vertexŇ .
For v 1 ∈ V 1 , putρ(v 1 ) ∈Ň to be the image point of the mappt →Ň in the commutative diagram f 1 (v 1 ). For all t ∈ [0, 1], we define the mappt →Ň in the diagram H l+1 (t, v 1 ) by the condition that its image isρ(v 1 ). The map [0, 1] × V 1 →Ň , corresponding to the edgept →Ň and the homotopy H l+1 , will automatically be smooth, since f 1 is nice. Thus the condition for H l+1 to be nice, given by the edgept →Ň , will be satisfied. We hope that a homotopy construction, similar to the one in the proof of Theorem A.1, will allow one to show that the ordinary bordism group Ω * (G N,M ) and the special bordism group Ω * (G N,M ) are isomorphic.
