INTRODUCTION
Oligonucleotide microarrays, also known as "DNA chips", allow for massively parallel hybridization experiments. [1] [2] [3] [4] High density chips now routinely present 100 000 and more probe sequences on their surface. 5 Gene expression profiling is the most common application for DNA chips, 6 but diagnostics, 7 SNP genotyping, 8, 9 and sequencing by hybridization are applications that have also been envisioned. 10 Since the results of experiments with DNA microarrays generate large data sets, a fair number of algorithms have been developed to aid the handling and analysis of these data. 11, 12 To review (or even fully list) them is beyond the scope of this article. However, it should be mentioned that many of them are proprietary and that their foci include visualization and quantification of data, 13 encoding biological knowledge, 14 feature extraction, 15 array size determination for sufficient specificity, 16 nonparametric statistical techniques, 17 statistical significance, 18, 19 and eliminating artifacts due to saturation. 20 To the best of our knowledge, few of the algorithms attempt to solve the problem of cross hybridization between partially matched strands 21 or mismatched probe data, 22, 23 and no publicly accessible algorithm undertakes the calculation of total hybridization equilibria.
In an ideal hybridization experiment, only duplexes between strands fully complementary according to the Watson-Crick base pairing rules should form, and all duplexes should have the same stability, so that signal intensities obtained from each spot can be directly translated into relative amounts of the complementary strand. Unfortunately, real life hybridization experiments suffer from several violations of these principles of an ideal chip assay. Partial complementarity between mismatched probes and target strands can lead to false positive results, and low G/Ccontent of duplexes can lead to false negative results. For a simple system, some of the errors resulting from the former violation are schematically shown in the lower part of Figure  1 . A high concentration of strands with partial complementarity to a probe can lead to strong false positive signals. Binding of strands with partial complementarity can also enhance the signal on a spot that does engage in correct hybridization, leading to an incorrectly strong signal. Unfortunately, the extent to which these signal distortions occur at a given spot cannot be settled once and for all during chip design, since it depends on the concentration of all other strands with partial complementarity to a given probe and thus varies with the composition of a sample. In traditional Southern Blots, low level false positive signals are treated as noise, and the same is true for DNA chip results without special data treatment. 24 In fact, many of the programs developed for analyzing chip experiments try to pick correct from false signals via statistical analysis 25 or defining a cutoff level below which signals cannot be interpreted. The latter measure makes the detection of low abundance mRNA (often encoding critical, low copy number proteins) impossible in experiments with large arrays.
To deconvolute, rather than statistically sort the information gained through hybridizations on real life DNA chips, one needs to know the binding constants for the strands involved. The prediction of binding equilibria for oligonucleotide duplexes in solution 26 has become increasingly accurate in recent years. The scope of "nearest neighbor" predictions, i.e., predictions that do not just add increments to the total binding constant for each base pair but modulate the increment for each base pair according to what the neighboring base pair is, has been greatly expanded. Through a series of experimental studies involving UV-melting curves, calorimetry, and NMR-based structure elucidation, refined parameter sets have been generated. [27] [28] [29] [30] [31] Recently, this work has included generating parameter sets for duplexes that contain mismatches [32] [33] [34] and dangling ends. 35 The computer program HyTher, 36, 37 by Drs. Peyret and SantaLucia, Wayne State University, for example, is accessible free of charge for calculations via the Internet. It calculates, among other things, hybridization thermodynamics for any given duplex and can also perform "primer walks".
We have an interest in base pairing fidelity and chemical approaches to improving it, particularly at the termini of duplexes. So-called "molecular caps" have been generated that, when covalently appended to the terminus of a hybridization probe, increase base pairing fidelity for the terminal and penultimate base pair. 38, 39 Further, we have taken the molecular cap approach to custom-made oligonucleotide arrays. 40 When performing hybridization experiments in solution, we noticed that mismatches at the termini of short duplexes (which are more sensitive to mismatches than longer duplexes) induced melting point depressions as small as 1.9°C. 38 In fact, there are reports of duplexes with mismatches that are more stable than their fully complementary counterparts. 41 This prompted us to scrutinize the fidelity of hybridization-based molecular recognition events on a more systematic level. Here we present the results of the initial phase of this project, the computer program "ChipCheck", which will be accessible free of charge on the Internet. The program calculates total hybridization equilibria for experiments with small DNA microarrays.
MATERIALS AND METHODS

General.
The ChipCheck algorithm was implemented in the Perl scripting language that can be run on a variety of platforms. The program was developed and tested on personal computers running under Debian GNU/LINUX with Athlon AMD chipsets (1800+) and 512 MB RAM or under 
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SuSe Linux with an Intel PIII Processor and 256 MB RAM. Data for calculations can be submitted to ChipCheck via the Internet at the following URL http://chipcheck.chemie.unikarlsruhe.de/chipcheck/ or http://chip.chemie.uni-karlsruhe.de/chipcheck/. The Web page and output of the scripts was written in HTML 4.01 Transitional and was checked using the tool available at http:// validator.w3.org/. All thermodynamic data employed for calculations were extracted semiautomatically from HyTher at http:// ozone2.chem.wayne.edu/ using Module 1. Possible duplex formation between target strands in solution and intramolecular folding were not considered in the standard version of ChipCheck. A trial version of an extended program termed "ChipCheck_Sol" that does include binding equilibria for cross hybridization between target strands can be accessed via the ChipCheck homepages.
Model Calculations. The sequences chosen for Example 1 are derived from those tested earlier experimentally in these laboratories. 38, 39 Mismatches were introduced at selected positions to test for cross hybridization, as described in the text (Vide infra). For the hybridization buffer, conditions close to those favored by us 40 were entered. A total number of 10 12 probe molecules of a given sequence was chosen, since, with the microarrays currently employed by us, 40 this number per spot was realistic, based on the probe density reported in other work with immobilized oligonucleotides, where high coverage and hybridization efficiencies had been achieved. 42 Numbers of probe strands that are typical for high-density microarrays (spot size approximately 50 µm) may, of course, also be entered when submitting data sets for calculations with ChipCheck. Experimental variables, like the concentration of monovalent ions and magnesium ions, do affect the thermodynamics of duplex formation and can be entered when generating thermodynamic parameters with HyTher.
For Example 2, sequences were provided by Drs. Pankratz and Bauer (Forschungszentrum Karlsruhe, http:// www.fzk.de/microarray) from a high-density chip set of 2 × 16 300 spots per chip for gene expression studies on zebrafish. Since the probe density on the surface has not been determined quantitatively, an immobilization of 20% of the strands spotted during the immobilization procedure (0.5 nL of 40 µM solutions) was assumed. In the simulation of the hybridization, only the regions of the target strands that are complementary to the probes were considered. The concentration of the target strands entered are based on the results of actual hybridization studies with the zebrafish chips. The concentrations were obtained by converting the mass values obtained from the analysis software of the collaborators (in ng cDNA) into molar concentrations using an average length of the cDNAs of 400 nt and an average mass of 308.8 Da per residue. The sequences of Example 3 were chosen to contain both variants of 5′-TGGTTGAC-3′ and a number of fully unrelated sequences. Conditions for the virtual hybridization were the same as those for Example 1.
RESULTS
In a hybridization experiment with an oligonucleotide microarray, target strands in the hybridization solution form duplexes with probe strands immobilized on the chip surface. The terms used in this work, together with some fundamental relationships, are shown graphically in Figure 2 . Throughout this work, the term "probe" is used for strands immobilized on a (virtual) chip surface, and the term "target" is used for strands introduced with the (virtual) solution to be analyzed. For calculating the total hybridization equilibria, the affinity of each target for each probe has to be known. The affinity is best expressed in the binding constant, which has a fundamental relationship with the free energy of binding. If standard entropy (∆S°) and standard enthalpy (∆H°) of duplex formation are known, then the binding constant can be calculated for any given temperature and hence the fraction of bound and single stranded probes and free target strands. The difficulty in computing the concentrations for a DNA chip experiment lies in the competition between the individual binding events. A mass distribution for the target strand has to be found that satisfies the constraints of all binding constants defined by the affinity for the probes on all spots and the total number of target molecules available.
As shown in Figure 2 , the process of hybridization is described by the equilibrium with an equilibrium constant K ij , and employing the law of P i + T j / P i T j mass action, one obtains Fortunately, standard entropy, standard enthalpy, and standard free enthalpy of binding for any given sequence combination can be calculated with programs such as HyTher, 36, 37 which is accessible free of charge on the Internet at http://ozone2.chem.wayne.edu/, both for the solution case and with a linear correction for microchip setups. On the basis of observed linear correlations between the thermodynamic parameters of hybridization in solution and on a chip, it is possible to adapt the estimated thermodynamic parameters to the situation on the chip and obtain estimates of the binding constants K ij . With these, a solution to the matrix of equations resulting from the competing binding equilibria had to be found.
If n i , c 0,j , K ij , and the volume (V) are given, a solution for x ij , x i , and c i , i.e., (N p + N p × N T + N T ) variables total, can be developed based on the following equations:
obtained by rearranging eq 1 representing the mass balance for probe P i , and representing the mass balance for target T j . Altogether the number of equations matches the number of variables and a unique solution can be obtained, in general. The x i may be eliminated by combining eqs 1′ and 2:
Substituting (4) in eq 1′ yields while rearrangement of eq 3 gives An iterative procedure cycling through eqs 5 and 6 to determine the correct x ij and c j was initially considered straightforward. It turned out, however, that this procedure is not convergent if V is so small that the c j become much smaller than the c 0,j , i.e., if depletion effects of the sample solution become significant. Therefore, a mathematically more robust strategy had to be implemented to solve the equations in the general case. To this end, eq 5 for the x ij was substituted into eq 3 to yield c j N T coupled equations of the form
The main computational challenge was to develop a rugged iteration algorithm that would produce satisfactory, single solutions to the matrix of equations for all binding equilibria. Different iteration approaches were tested, and several sources of unsuccessful calculations were identified. When algorithms proceeding in increasingly small steps toward the solution were employed, the convergence criterion could be met, simply because the steps became too small to cause a noticeable change in the total result (the calculation would "fall asleep"). This problem was best solved by combining a few steps of conventional iteration with subsequent steps with the multidimensional Newton algorithm or using an optimized Newton algorithm exclusively. Another problem encountered was the generation of results that contained negative concentrations for target strands. In some instances, seemingly satisfactory solutions were obtained for all but a few strand concentrations, which were negative. This made too little difference to the total result to force the algorithm out of the negative concentration range for this very strand. To prevent negative concentrations, which are physically not meaningful, the program was modified to set all negative concentration values encountered to a specific fraction of the value of the last iteration.
Finally, a serious problem was encountered when longer DNA sequences were tested, such as those of Example 2, discussed below. The melting points of these sequences, more then 40 nucleotides in length, are approximately 90°C in standard buffers, and hybridization temperatures more than 40°C below this temperature lead to binding constants >10 40 M -1 in HyTher calculations. Accordingly, since one mole of probe strands is 6.022 × 10 23 strands, and a small fraction of 1 L is typically used as the hybridization solution, not a single target molecule would remain in solution to fulfill the binding constant, if less than one full equivalent of the target strand was present in the experiment. Calculations trying to find the theoretical tiny fraction of a single molecule remaining unbound are inherently difficult to set up with reasonable convergence criteria and lead to results that are physically not meaningful. The overly large constants cause the numeric derivation of the functions, needed for the Newton method, to fail due to rounding. The small variations made to some of the smaller binding constants were lost by rounding during the calculations, causing the derivative to become zero and producing nonmeaningful results or no result at all. This problem was addressed by determining and coding the analytical derivative of the functions used to calculate the equilibrium.
Ideally, calculations (and experiments) with duplexes of such high stability should not be performed at temperatures too far away from the melting point. Instead they should be performed at a temperature where reasonable binding energies are found (<10 20 M -1
), even for long duplexes. It should be noted, in this context, that the ∆G values are not independent of temperature and have to be recalculated (in
x ij x i c j (1)
a trivial calculation) from the respective ∆H and ∆S values at every new temperature.
Three model calculations performed with ChipCheck will be discussed here briefly. The full list of free enthalpies of binding for the model calculation, as obtained from HyTher, are available as Supporting Information and may also be obtained from the ChipCheck homepage. The first model calculation (Example 1) involved DNA octamers derived from 5′-TGGTTGAC-3′ as the parent sequence immobilized on the virtual chip. These are very short sequences, where single mismatches can be expected to cause a more significant change in duplex stability than in longer sequences. To generate a demanding situation for binding selectivity, neighboring sequences on the virtual chip were chosen to differ by no more than a single base from each other. The strands offered in the virtual solution contained all eight complementary octamers.
ChipCheck offers four output options after a data set has been entered. The first two display the matrices of ∆G values and binding constants for each probe/target pair. The next two show the results from total hybridization calculations, either on the level of each individual hybridization or on the level of total signals for a given spot. Figure 3 shows an excerpt from a screenshot taken from the third of the four output options for the octamer case outlined above and equimolar concentrations of all target strands. Every row represents the binding to one spot, drawn out horizontally into the contributions from the individual target strands. The extent to which a given target covers the probe strands on the surface is displayed both numerically and via a color code where yellow codes for the fully covered spot and black for the absence of hybridization. It can be discerned that even at this, the most favorable case in terms of the relative concentration of the target strands, a measurable level of cross hybridization is observed for most combinations. Cross hybridization between mismatched strands is particularly strong when the mismatches are at or near the terminus (upper left-hand corner of the matrix). Figure 4a shows the result of the simulation for the octamer case with equimolar concentrations of all target strands in a more condensed form, where all signals from strands other than the most tightly binding one are added and presented in the rightmost column of the table. Figure  4b shows the results of a simulation for the same probe/ target combination where the concentration of the strands complementary to the fourth and fifth probe was dropped by 3 orders of magnitude. It can be discerned that now the hybridization of strands other than the fully complementary one dominates the distribution of sequences bound to these spots. To visually highlight this fact, the sequence of these strongest binding mismatched strands are displayed in red, rather than the green reserved for the case where fully complementary strands dominate the binding at an individual spot.
A model calculation involving 20 longer probe strands (65mers) and 15 target strands of the same length was also performed (Example 2). The target strands all have fully complementary partners on the virtual chip, but five of the probes (spots 1-5) do not have fully complementary target strands in the virtual solution. The hybridization temperature was set to 75°C, i.e., well under the average melting point of the fully complementary duplexes. Also, the concentrations of target strands were chosen based on the results of an actual chip hybridization experiment performed by Drs. Pankratz and M. Bauer, our collaborators, with a high-density chip. The condensed form of the results from the ChipCheck simulation is shown in Figure 5 . In all cases, the hybridization is dominated by one sequence in solution. For spots 2-6, these are mismatched sequences, since the solution is devoid of complementary targets. Spots 2-4 bear sequences similar to that of spot 1, except that one, two, or three mismatches were introduced. Spots 5 and 6 are repeats of tetramers AGCT and ACTG, respectively, and show hybridization of the nonsequence-related target strands present on a very low level (<0.01% coverage of immobilized strands).
To test the performance of ChipCheck on a larger data set, a simulation was then run on 100 virtual spots and 42 target strands. Again, octamers were used, with part of the sequences being derived from 5′-TGGTTGAC-3′. The run time for this example (4200 binding equilibria) on a personal computer with an AMD chipset (1800+) with 512 MB RAM was 3.5 s, and results for the individual hybridization matrix were obtained in under 10 s as a remote user, including the loading of the html page. The result of the simulation is shown graphically in Figure 6 . The numerical information was left out to improve the visibility but may be obtained on the HyTher homepage. Even at the limited information level of this condensed form of the output, it can be discerned that noticeable false positive results are found in the lower half of the matrix, where no pairs of complementary probes/ targets are found. Once these hot spots for false positives are identified, they may be eliminated by using other probes or, where appropriate, through chemical modifications. 40 As a very first example of a simulation of experimental hybridization results, we have performed a ChipCheck calculation for the microarray data presented in Figure 2 of ref 40 . For this, HyTher thermodynamic values with linear correction for microchips were used for the unmodified strands, and the ∆∆H and ∆∆S values for the chl modification reported in Table 4 of ref 38 added to the ∆H and ∆S values of the unmodified, perfectly matched duplex to obtain values for the modified probe. Further, a density of 3.6 × 10 11 molecules/cm 2 was assumed, based on literature values for aldehyde-bearing glass slides and amino-terminal DNA. 43, 44 A hybridization temperature of 60°C was entered to compensate for the heating during the sonication step in the experimental procedure. Figure 7 shows a comparison of the experimental results (total fluorescence intensity integrals for each spot pair) and the results obtained by simulation. It can be discerned that the ChipCheck calculation slightly under- estimates the extent of cross hybridization observed for the probe strand with a single mismatch (MM).
As an outlook, the following provides a brief discussion of the possibility of reaching a further goal, i.e., assigning gene expression levels and specific probe-gene binding constants from the signal data obtained from an actual chip experiment (analysis instead of simulation). We assume that the signal intensities S i from the probes i have been normalized such that they represent the total hybridization of all targets to a particular probe i.
Eliminating x ij via eq 5 yields
For each chip experiment, expressions 7 and 9 represent a total of N T + N P equations.
If the binding constants K ij are known, 2N T equations are needed to determine all the c j and c 0,j . If N P > N T , the data from one chip yield sufficient information to solve the problem and the redundancy in information can be used to check for the statistical significance of the parameter values.
If the binding constants K ij are unknown, one would need 2N T + N T N P equations to determine the c j , c 0,j , and all K ij . However, only N T + N P equations are available with the data from one chip. If some variation in the relative concentrations of the genes in the sample can be achieved, e.g. by changing the conditions of gene expression, additional information is gained. With N C as the number of chips used to evaluate N C different samples, i.e., samples that differ systematically in the c o,j of the genes and are not just replicates of the same experiment, the number of parameters {c 0,j ,c j } 1 N c , K ij increases to 2N T N C + N T N P . However, the total information from the probe signals increases faster. With N C different chip experiments on N C different samples, the number of equations becomes N C (N T + N P ). Hence for Figure 6 . Screenshot of the ChipCheck output of a total hybridization calculation on Example 3 featuring 100 probe spots and 42 target strands. To improve the readability, the numerical information representing the extent of spot coverage was omitted. The full data set, with better readability, can be created on the ChipCheck Internet page using the Example 3 file. 
the number of equations exceeds the number of unknown parameters. If we consider the typical practical situation in which sets of N S (j20) probes are selected to match single genes and if we neglect cross hybridization of the probes in one set to other genes, then each set of probes represents an isolated problem of N S probes and N T ) 1 targets. In this case it follows from eq 10 that as few as N C g 2 different chip experiments are sufficient to determine all the desired parameters.
DISCUSSION
In its current form, ChipCheck can be employed to evaluate the performance to be expected theoretically of oligonucleotide arrays in hybridization experiments of moderate complexity. Thus, it may assist the design of new microarrays. This may be particularly important for the design of arrays with a high demand on fidelity, such as chips for diagnosis, SNP genotyping, and sequencing by hybridization. For these applications, resolving a single nucleotide with good signal-to-noise is often critical. The simulations will provide information on the fidelity to be expected in a given hybridization and allow optimizations by eliminating probes that can be expected to give high levels of false positive or false negative results.
A lack of reproducibility is a very serious concern in the DNA chip community. 45, 46 The difficulties in obtaining reliable, reproducible results from microarray hybridization experiments have led to some disenchantment. 47 Due to the complexity of the DNA chip hybridization experiments, it is difficult to test all factors (including strand concentration, probe density and integrity, counterions, salt concentration, temperature) affecting absolute and relative signal intensities experimentally. ChipCheck may be employed to study these effects in silico, allowing for more efficient use of the experimental resources and time. Most DNA chips currently employed are larger than what has been tested with ChipCheck thus far. However, it is often the custom designed, focused chips of smaller spot numbers that are employed when fidelity is particularly important. The examples tested demonstrate that ChipCheck can function properly for such examples.
The results of the model calculations presented above (Examples 1 and 2) already provide some insight. In the more demanding case, the hybridization where single mismatches have to be resolved (Example 1), the ChipCheck results demonstrate how severe the problem caused by false positives can be. If equimolar concentrations of all strands complementary to the probes on the surface are present, up to 38% of the strands bound to a given spot are from mishybridizations, even at equimolar concentrations of all target strands. If two target strands are present in much lower copy numbers, their signal is swamped out by the competing mismatch-bearing strands present in higher concentrations, leading to incorrectly high signals. In the case of the 65mers (Example 2), the fidelity is excellent for the strands without sequence homology, but spots with 1-3 mismatches again show strong signals (0.2-84.4% of probes bound, spots 2-4).
Currently, one possible weakness of the approach presented here may lie in the limited accuracy of thermodynamic data for DNA duplexes. While nearest neighbor calculations themselves necessarily involve a number of approximations, it has also been noted that the van't Hoff assumption of a stable ∆H over a range of temperatures may be violated for hybridization experiments performed far from the melting point. 48 Next, the size of the data sets (number of spot and target sequences per hybridization experiment) employed in simulations thus far has been small. Data sets closer to typical high density DNA chips will necessarily lead to increased run times and greater challenges for successful iterations. Since MELTING, 49 a program providing similar capabilities as HyTher, is freely available on the Internet (http:// bioweb.pasteur.fr/seqanal/interfaces/melting.html), future versions of ChipCheck may contain a module for generating the thermodynamic parameters of duplexes itself, avoiding a bottleneck due to semiautomatic downloading of values from HyTher. In this upgraded version of ChipCheck, sequences and hybridization conditions would be the only data to submit to get a total hybridization result.
Equation 1 is actually the equivalent of the Langmuir adsorption isotherm and one should be aware of the high degree of idealization involved in this model. More realistic adsorption models, such as the Sips model have been suggested, 50 and may be easily implemented. However, the reduction in the binding constants resulting from the immobilization of probes in spots should be similar for all spots, so that the relative hybridization efficiencies determined are useful for practical considerations. The absolute values for the coverage of spots at any given temperature should be treated with great caution and confirmed experimentally.
As mentioned above, ChipCheck may be extended to include the capability to analyze rather than simulate the outcome of hybridizations on microarrays. Currently, the expression level of rarely expressed genes is often lost during the correction of chip results for background "noise". 51 For optimized chips, where many of the spots are used as internal controls, a dynamic range for linear detection of approximately 500-fold has been reported in "routine use" mode. 52 Data analysis involving total hybridization calculations for all matched duplexes and those formed through cross hybridization can be expected to yield more reliable results and higher sensitivity, not to mention more rigorous tests for statistical significance. With nearest neighbor parameters recursively optimized via tightly controlled experimental chip results, analyzed via the total hybridization approach, simulations and experiments should converge to high accuracy. Clearly, the very limited tests performed here provide little more than an approach to treating total hybridization equilibria. With further refined algorithms, most of the "noise" in DNA chip experiments should be removable via filtering. The expression of genes encoding low copy number proteins is critical, e.g. for cell signaling or regulation may then be detected on large microarrays with good fidelity and sensitivity; ... the door is just a crack open!
