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We study the time evolution of a complex scalar field in the symmetry broken phase in the
presence of oscillating spacetime metric background. In our (2+1)-dimensional simulations, we
show that the spacetime oscillation can excite an initial field configuration, which ultimately leads
to the formation of topological vortices in the system. At late times, field configuration achieves
a disordered state. A detailed study of the momentum and frequency modes of the field reveals
that these field excitations are driven by the phenomena of parametric resonance. For a suitable
choice of parameters of the simulation, we observe a persistent lattice structure of vortex-antivortex
pairs. We discuss applications of this study to the dynamics of interior superfluidity of neutron stars
during the binary neutron star mergers, in generation of excitations of ultralight axion-like field and
associated coherent emission of particles, etc.
I. INTRODUCTION
Topological defects arise in systems ranging from con-
densed matter to the early Universe [1, 2]. They exist
in systems which have topologically non-trivial order pa-
rameter space (or vacuum manifold). There are many
condensed matter systems, such as superfluid, supercon-
ductor, nematic liquid crystal etc., which have topologi-
cally non-trivial order parameter space in their respective
symmetry broken phases, therefore allow the existence of
topological defects. For example, the superfluid phase of
4He is characterized by a complex wavefunction. The cor-
responding order parameter space is a circle S1, for which
the fundamental group is non-trivial, i.e. pi1(S
1) = Z.
Therefore this system allows the existence of topological
vortices [3]. The vortices are characterised by different
elements of the fundamental group.
There are various ways by which topological defects
can form in a physical system. These defects produce
during a spontaneous symmetry breaking phase transi-
tion, which can be described by the Kibble mechanism
[4]. There are other methods also by which topological
defects can be nucleated in a system. For example, in
superfluid 4He, the rotation of vessel within a range of
angular velocity leads to the generation of vortex lattice
[5, 6]. Similarly, in the type-II superconductor, an exter-
nal magnetic field within a range of field strength leads
to the formation of flux-tube lattice [5, 6].
In refs.[7, 8], the formation of defect-antidefect pairs
has been studied in Φ4 theories with time dependent tem-
perature in the effective potential. The temperature is
considered to be periodically oscillating with T (t) < Tc,
where Tc is the transition temperature below which sym-
metry of the theory spontaneously broken. Due to T 2Φ2
term, minima of the effective potential periodically oscil-
lates. This oscillation induces field excitations (mainly
longitudinal excitations) via the parametric resonance of
the field. The parametric resonance occurs when the fre-
quency of temperature oscillation matches with the mass
of the field. These excitations ultimately leads to the for-
mation of vortex-antivortex pairs in U(1)-theory [7] and
kink-antikink pairs in Z2-theory [8].
In Bose-Einstein condensate (BEC) of trapped ultra-
cold atoms, a new mechanism of formation of superfluid
vortices has been studied in refs.[9, 10]. In these stud-
ies, vortex-antivortex pairs are generated by periodically
varying trapping potential of BEC condensate. Note
that the dynamics of superfluid is governed by the time-
dependent Gross-Pitaevskii equation (GPE), solution of
which gives a coherent wavefunction of BEC condensate
[11]. These studies suggest that under the perturbation,
time dependent excitations arise in the condensate mod-
ifying the coherent wavefunction. These excitations lead
to the formation of vortex-antivortex pairs in the system.
Subsequently, a tangled network of vortices forms in the
system signalling transition to a state of quantum turbu-
lence. Ultimately, BEC condensate reaches a disordered
state. In the study, the oscillation frequency of trap-
ping potential is taken 200 Hz, and the time scale for the
whole process is few tens of millisecond. Note that this
time scale depends upon the amplitude and frequency of
oscillation of trapping potential (i.e. rate of injected en-
ergy) and the energy of the vortex configuration in the
system.
Following the above studies in refs.[7–10], it is an ob-
vious question to ask if spacetime oscillation can also
induce parametric resonance or large oscillations in the
field Φ. Such a question is relevant for many systems,
for example ultralight axion-like field coupled to gravita-
tional wave, neutron star under a time dependent tidal
deformations, etc. The dynamical and thermal evolu-
tion of a neutron star, in terms of periodic glitches and
cooling rate respectively, strongly support the existence
of neutron superfluidity in the interior regions of star
[12, 13]. The theoretical studies suggest the presence
of 1S0 neutron superfluidity in the inner crust region,
while 3P2 neutron superfluidity as well as
1S0 proton
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2superconductivity in the outer core region [13]. In the
inner core region there is also possibility of existence of
color superconducting phases of quantum chromodynam-
ics (QCD) [14]. During a binary neutron stars (BNS)
merger, the orbiting neutron stars exert a time depen-
dent tidal force on each other [15]. The frequency and
amplitude of this tidal force keep on increasing with time,
and become maximum towards the end of merger. Under
such tidal force, depending upon the tidal deformability,
neutron star undergoes a time dependent deformations.
These tidal deformations can couple to the condensate of
interior superfluid of neutron star and may lead to the
turbulence (formation of tangled vortices) as discussed
in refs.[9, 10]. Here, we mention that a similar kind of
scenario, e.g. occurrence of superfluid turbulence, super-
fluid to normal fluid transition, and glitch (or anti-glitch)
in neutron stars during a BNS merger has been discussed
in ref.[16].
We mention that the tidal deformability of a neutron
star depends upon the equation of state of its interior
medium [15]. The spin motion of neutron stars may also
affect its deformations during the merger. Note that due
to the tidal force during the merger, energy pumped into
the system is so high that the temperature and density of
neutron star can reach up to 100 MeV and few times of
nuclear saturation density, respectively [17]. In such situ-
ation neutron superfluidity can be destroyed even before
the merger as the transition temperature for such super-
fluidity lies in between 0.1 MeV to few MeV.
In order to study the time evolution of superfluid in-
side neutron star under such time dependent tidal defor-
mation, one must solve the relativistic Gross-Pitaevskii
equation, known as the Gross-Pitaevskii-Anandan equa-
tion [18], in the background of spacetime metric of star
with a time dependent perturbation appropriate for the
BNS merger system. This study can also be done by solv-
ing non-linear Klein-Gordon equation in an appropriate
metric background, as superfluidity can also be described
in the field theoretical framework, where BEC is gener-
ally characterized by spontaneous breaking of U(1) global
symmetry for a complex scalar field Φ = Φ0e
iθ [19, 20].
In this description, the condensate density ρs is related
with the vacuum expectation value (VEV) of the field as
ρs = Φ
2
0/ξs, where ξs is the correlation length [20]. A
spatial variation of phase θ of the field gives flow to the
superfluid. The metric oscillation mentioned above may
generate excitations in the field Φ and lead to the forma-
tion of vortex-antivortex pairs in the interior superfluid
of neutron star.
In this paper, we study the effects of spacetime oscil-
lation on the evolution of a complex scalar field. This
may shade some light on the time dynamics of interior
superfluidity of neutron star during the merger. How-
ever, here instead of considering a spacetime metric of
star, for simplicity we take Minkowski metric with a pe-
riodic perturbation in time. This simplification helps to
give a clear understanding of the effect of metric oscilla-
tion on the field and production of topological vortices.
In this metric background, we numerically solve the non-
linear Klein-Gordon equation in (2+1)-dimensions for the
time evolution of a complex scalar field with an initial
field configuration given by, Φ(x, y)=Φ0+δΦ(x, y), where
Φ0 is the VEV of U(1)-broken effective potential and
δΦ(x, y) represents small fluctuations of field about the
VEV. Here, the initial field fluctuations are considered,
as the spacetime oscillation couples with the field equa-
tion only through the spacetime derivatives of the field;
see equation of motion below.
We see that under the spacetime oscillation, field un-
dergoes large amplitude oscillation for a wide range of
frequencies of metric oscillation, which eventually leads
to the formation of vortex-antivortex pairs. In the low
frequency regime (frequency smaller than the mass of
field) mainly transverse modes (Goldstone modes) arise,
while in the high frequency regime, longitudinal modes
also get generated. A detailed analysis shows that there
is a correspondence between the frequency of spacetime
oscillation and momentum of time growing field-modes.
This suggests that the field undergoes parametric reso-
nance under the spacetime oscillation.
We mention that our present study is fundamentally
different from the previous studies in refs.[7, 8], even
though the underlying physics for the generation of topo-
logical defects is same, i.e. parametric resonance. In
previous studies oscillating temperature couples to the
magnitude of the field. Therefore, in order to observe
parametric resonance, the frequency of temperature os-
cillation must be close to the mass of longitudinal modes
of the field. In present case, the spacetime oscillation
couples to the gradient of the field. This makes a direct
coupling between the frequency of spacetime oscillation
to the momentum of field-modes present in the initial
field configuration. Therefore by satisfying the resonant
condition, some specific field-modes grow exponentially
with time. This can occur, as far as the appropriate
momentum-modes of the field are present in the system.
Thus, in present case there is no lowest frequency cut-off
to induce parametric resonance, and vortex-antivortex
pairs form for a wide range of frequencies of spacetime os-
cillation. The time of formation of first vortex-antivortex
pair in the system is inversely related with the frequency
of spacetime oscillation, and diverges as frequency ap-
proaches zero.
This paper is organized as follows. In section-II, we de-
rive the equation of motion for a complex scalar field in
the presence of oscillating spacetime metric background.
In section-III, we outline the details of our numerical
simulations. Then we present our simulation results in
section-IV. Finally, we briefly summerize our work and
give future outlook in section-V.
3II. EQUATION OF MOTION
In order to study the effects of spacetime oscillation on
a complex scalar field, we consider the spacetime metric
as a periodic perturbation on the top of the Minkowski
metric. We consider the inverse spacetime metric as,
gµν ≡ diag
(
−1, 1−ε sin (ω(t−z)), 1+ε sin (ω(t−z)), 1),
where ε (< 1) and ω are the amplitude and frequency of
spacetime oscillation, respectively; (−t, x, y, z) are space-
time coordinates. Note that this form of the metric is
chosen just for a simplicity in the equation of motion of
the field, though any periodic time-dependent metric can
be taken for our study. The action of the complex scalar
field on the spacetime manifold with the above metric is
[20, 21],
S =
∫
d4x
√−g
[
− 1
2
gµν∂µΦ
∗∂νΦ− V (Φ∗Φ)
]
, (1)
where, g=det(gµν)=−
(
1−ε2 sin2 (ω(t−z)))−1, Φ=φ1+
iφ2, Φ
∗=φ1−iφ2; φ1 and φ2 are the real scalar fields.
We consider the following symmetry breaking effective
potential,
V (Φ∗Φ) =
λ
4
(
Φ∗Φ− Φ20
)2
, (2)
where, λ is the self-interaction coupling parameter of the
field, and Φ0 is the VEV of the effective potential. With
this, mΦ=Φ0
√
λ is the mass of the longitudinal mode of
the field. The equation of motion for (φ1, φ2) fields are
[20, 21],
φi − dV
dφi
= 0, (3)
where, i = 1, 2. The covariant d’Alembertian is given by,
φi =
1√−g ∂µ
(√−ggµν∂νφi). (4)
Therefore in the expanded form, the field equations are,
−1
2
ε2ω sin
(
2ω(t− z))(
1− ε2 sin2 (ω(t− z)))
(
∂φi
∂t
+
∂φi
∂z
)
− ∂
2φi
∂t2
+
(
1− ε sin (ω(t− z)))∂2φi
∂x2
+
(
1 + ε sin
(
ω(t− z)))∂2φi
∂y2
+
∂2φi
∂z2
− λφi
(
φ21 + φ
2
2 − Φ20
)
= 0.
(5)
For the simplicity of solving it numerically, (i) we assume
that there is no variation of the field Φ along z-direction,
and (ii) we look at the soulution of the field only in the
z=0 plane. With these simplifications, the above equa-
tions reduce to,
−1
2
ε2ω sin(2ωt)(
1− ε2 sin2(ωt)) ∂φi∂t − ∂2φi∂t2 + (1− ε sin(ωt))∂2φi∂x2
+
(
1 + ε sin(ωt)
)∂2φi
∂y2
− λφi
(
φ21 + φ
2
2 − Φ20
)
= 0.
(6)
It is very clear from the above equations, that the space-
time oscillation only couples to the derivatives of the
field. Note that in the equations, the coefficient of first
order time derivative has an oscillation with a mixture
of frequencies ω and 2ω. Under the spacetime oscilla-
tion, gradient of the field oscillates, which must induce
oscillation in the field via the parametric resonance with
the oscillation frequency ω and possibly with 2ω. This
field oscillation must be modulated by the steep rise of
the effective potential in the longitudinal direction. The
parametric resonance of the field eventually leads to the
formation of vortex-antivortex pairs in the system. Our
simulation results validate these expectations, which we
present in the following sections.
III. SIMULATION DETAILS
To perform the simulation, we discretize the xy-plane
into 200×200 lattice points with the lattice spacing of
∆x=∆y=0.01 Λ, giving the total lattice size of 2.0 Λ
in each direction (here, Λ is a unit of length and time,
which we haven’t specified, as in this work we are not
giving phenomenological prediction for any system). ∆x
and ∆y should be smaller than inverse of the field-mass,
i.e. ∆x,∆y < m−1Φ , so that a reasonable spatial varia-
tion of the field can be resolved. The time is discretized in
the time step of ∆t=0.005 Λ. Note that in the equation
of motion (Eq.(6)), the discretization in the time-axis
works only if the condition ∆t < ω−1 satisfies. In our
simulation, we study the effects of spacetime oscillation,
in particular, the role of parameters ε and ω on the field
evolution. To describe the effects, for most of the simu-
lations, we consider ε=0.4 and ω=100 Λ−1. We take the
parameters of the effective potential as Φ0=10 Λ
−1 and
λ=40. We also point out how the results vary with these
parameters.
In Eq.(6), the field evolution is coupled with space-
time oscillation through second order spatial derivative
and first order time derivative of the field. Therefore
initial field configuration can respond to the spacetime
oscillation only when fluctuations of the field (spacetime
gradient) be present in the system (i.e. iff the field con-
figuration is not in its complete minimum energy config-
uration), which can naturally arise due to the presence
of thermal and/or quantum fluctuations. For simplicity,
we consider fluctuations only in the initial field configu-
4ration, i.e. we take Φ(x, y)=Φ0+δΦ(x, y) at time t = 0
and evolve with Eq.(6).
In our simulation, for the initial field configuration,
we have considered small spatial variations in φ1 and
φ2 fields such that the magnitude remains Φ0, i.e
the field is taken at the minima of the effective po-
tential (Eq.2) and only transverse fluctuations of the
field has been considered for the simulation. How-
ever, we have seen that considering fluctuations in
the magnitude of the field doesn’t change any quali-
tative aspect of the simulation results. More specif-
ically, we have taken φ1(x, y, t=0)=Φ0
√
1− α2
xy
and
φ2(x, y, t=0)=Φ0αxy , where αxy varies randomly from
point to point on the lattice in the range [−β, β]; here
0<β 1. This initial field configuration has a non-zero
spatial gradient of both the fields. In our simulation, we
have taken β=0.2. However, we have seen that choos-
ing different β doesn’t change results qualitatively. We
evolve this initial field configuration by solving Eq.(6) us-
ing second order Leapfrog method, and considering peri-
odic boundary condition along the spatial directions.
IV. SIMULATION RESULTS
A. Parametric resonance of field under spacetime
oscillation
We now present our simulation results. In Fig.1, we
have shown the vector plots of field configuration in the
physical space (xy-plane) at four different times. The
x- and y-components of the vector field correspond to
φ1 and φ2 fields, respectively. Note that the whole lat-
tice area is 2.0×2.0 Λ2, but we have shown only a small
portion of the lattice. In this simulation, we have taken
ε=0.4, ω=100 Λ−1, Φ0=10 Λ−1, and λ=40. As we have
mentioned earlier, we take random transverse fluctua-
tions in the initial field configuration, therefore phase of
the field varies randomly from one lattice point to other
within the range of ±0.2 rad for the given value of β.
Fig.1(a) corresponds to the initial field configuration (at
time t=0), where one can see such phase fluctuations on
the lattice points. We observe that roughly during the
time interval of 0.5 - 1.5 Λ, the field itself starts perform-
ing spacetime oscillations with a significantly large am-
plitude; at time larger than this, field dynamics becomes
much more complicated. Fig.1(b) shows the field config-
uration at t=1.3 Λ. This figure clearly shows that there
is generation of a systematic periodic variation (wave)
of the field in the physical space. The amplitude of this
wave increases with time. We observe that the wave-
length of this wave is ω dependent; by decreasing ω, the
wavelength of this wave increases (see Fig.4 and Fig.5
in this regard). Due to such spatial variations, the field
acquires a significant gradient energy in some parts of
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FIG. 1: Figure shows the vector plots of field configuration in
physical space (xy-plane) at four time steps of field evolution.
The parameters of simulation are ε=0.4, ω=100 Λ−1, Φ0=10
Λ−1, λ=40. Plots (a),(b),(c), and (d) correspond to the field
configurations at time t=0, 1.35, 1.7, and 1.8 Λ, respectively.
In plot(d) vortex-antivortex pairs has been formed. Roughly
at time t=2.5 Λ field configuration achieves a disordered state.
the physical space to climb the central barrier of the ef-
fective potential and fall into the opposite side of the
vacuum manifold. This leads to the formation of vortex-
antivortex pairs in the system. This process can be seen
in Fig.1(c) and Fig.1(d) which are plotted at time t=1.7
Λ and t=1.8 Λ, respectively. The vortex-antivortex pairs
appear and disapear in the system, and the overall num-
ber of pairs keeps on increasing with time. Roughly at
the time t=2.5 Λ, fluctuations become so strong, that the
field configuration no longer remains in the ordered state
and achieves a disordered state (not shown in the figure).
In Fig.2, we have plotted distribution of the field in
the φ1φ2-plane (field-space) at four different times. (In
this figure, the field has been mapped from the physi-
cal space to the field-space.) The density of points is
indicated by colors in the figure. The parameters of sim-
ulation are same as that in Fig.1. Fig.2(a) shows the field
distribution at time t=0.05 Λ, which is highly localized
around φ1≈Φ0=10 Λ−1 and φ2≈0 due to our choice of ini-
tial field configuration. In Fig.2(a), the maximum height
of the distribution is 2672. Note that we have normal-
ized the distribution such that in each case the density
varies between 0 and 1. As field evolves, the distribu-
tion keeps on spreading around the initial distribution in
the field-space. Fig.2(b) shows the field distribution at
time t=1.05 Λ with maximum distribution height of 316.
One can clearly see that at this time, mostly the trans-
verse excitations have been generated. Fig.2(c) shows the
stage of field distribution at time t=1.35 Λ with distribu-
tion height of 88. By this time, both kind of excitations,
transverse as well as longitudinal, have been generated
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FIG. 2: In the figure, we have plotted distribution of field
in the field-space (φ1φ2-plane) at four different times of field
evolution. Note that we have normalized the distribution such
that each density plot gets variation in between 0 and 1. Plots
(a),(b),(c), and (d) correspond to time steps t=0.05, 1.05,
1.35, and 1.8 Λ, respectively. In plot(a), field distribution is
highly localized about the chosen minima of the effective po-
tential, which becomes more spread in plot(b), where mostly
transverse excitations have been generated. In plot(c) lon-
gitudinal excitations also have been generated. At the time
stage of plot(d), field flips to the opposite side of the effective
potential leading to the formation of vortex-antivortex pairs.
in the system. Note that Fig.2(b) and Fig.2(c) corre-
spond to the time duration in which field oscillates with
a significantly large amplitude, as shown in Fig.1(b). It
is very clear from Fig.2(b) and Fig.2(c), that initially
transverse excitations arise in the system, which causes a
significantly large gradient energy leading to the genera-
tion of longitudinal excitations as well. These excitations
ultimately leads to the formation of vortex-antivortex
pairs in the system. The field distribution, at the time
stage when these pairs have been formed, is shown in
Fig.2(d) at t=1.8 Λ with maximum distribution height
of 26. Subsequently, the field distribution spreads over
the field-space symmetrically about φ1=φ2=0. The max-
imum extent of this distribution becomes way beyond Φ0
signalling U(1) symmetry restoration.
To see how fluctuations in fields φ1 and φ2
grow with time, we calculate field’s fluctuations
δφi(t)=
√〈φ2i (~x, t)〉 − 〈φi(~x, t)〉2, where i=1,2, and
bracket 〈...〉 represents the volume average of the field.
Fig.3 shows the time evolution of δφ1 and δφ2 for
two sets of parameters of the effective potential. The
parameters of spacetime metric for the simulations
are ε=0.4 and ω=100 Λ−1, same as used in Figs.1,2.
Plots (a)(blue) and (b)(gray) are the time evolution
of δφ1 and δφ2 for Φ0=10 Λ
−1 and λ=40, while plots
(c)(black) and (d)(red) are the time evolution of δφ1
and δφ2 for Φ0=0.1 Λ
−1 and λ=4, respectively. Note
that φ2 at initial time is proportional to Φ0, that is
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FIG. 3: Figure shows the time evolution of growth of fluc-
tuations δφ1 and δφ2 of fields φ1 and φ2, respectively, under
the spacetime oscillation for two sets of parameters of the
effective potential. The parameters of spacetime metric are
ε=0.4 and ω=100 Λ−1. Plots (a)(blue) and (b)(gray) are
the time evolution of δφ1 and δφ2 for Φ0=10 Λ
−1 and λ=40,
while plots (c)(black) and (d)(red) are for Φ0=0.1 Λ
−1 and
λ=4, respectively. Figure clearly shows that in each case, the
initial growth of δφ2 is larger in comparison with δφ1; both
ultimately become degenerate. Note that there is oscillation
in plot(a) and plot(b) during the time interval of 0.5 - 1.5 Λ,
which is related with the field oscillation discussed in Fig.1.
the reason δφ2 starts with larger value in plot (b) in
comparison with plot (d), even though the chosen value
of β in both the cases are same (indeed, the fluctuations
in phase of field are same for both sets of parameter
of the effective potential). Figure clearly shows that
in each case, the growth of fluctuation in φ2 field is
larger than in φ1. This depends upon our choice of
initial field configuration. After some time, both the
field fluctuations become degenerate. Note that there is
oscillation in plots (a) and (b) during the time interval
of 0.5 - 1.5 Λ, which corresponds to the stage of large
amplitude field oscillation as discussed in Fig.1.
Even though the shape of effective potential modu-
lates the dynamics of field, plots show that there is not
much qualitative difference in the growth of fluctuations
by changing the parameters of the effective potential (see
Fig.6 also). Here it should be noted that for Φ0=10 Λ
−1,
λ=40, and for Φ0=0.1 Λ
−1, λ=4, mass of the field mΦ
are 63.24 Λ−1 and 0.2 Λ−1, respectively. So for former
case, mΦ is roughly in the same order of ω, while for later
case, it is three orders of magnitude smaller. Thus, even
in such a huge range of mΦ, for which ω>mΦ, the evo-
lution of these fluctuations are qualitatively same. Next,
we show that there is a fundamental difference in the
evolution of field for ω&mΦ and for ω<mΦ.
In order to further investigate the behavior of field con-
figurations at various time stages, we calculate the time
evolution of various momentum-modes of the fields φ1
6and φ2. The Fourier transform of the field configuration
from the physical space to the momentum space at any
time is given by,
φ˜i(~k, t) =
1
A
∫
b.c.
d2~x φi(~x, t)e
i~k.~x ; i = 1, 2, (7)
where A is the total area of the system, b.c. stands
for the boundary condition, and ~k=kxxˆ+ky yˆ, ~x=xxˆ+yyˆ
are the momentum and position vectors, respectively. In
Fig.4 and Fig.5, we have plotted modulus of momentum-
modes of fields φ1 and φ2, i.e. |φ˜1(~k, t)| (upper panel)
and |φ˜2(~k, t)| (lower panel), in the momentum space with
spacing ∆kx=∆ky=2.0 Λ
−1. In Fig.4, we have taken
spacetime oscillation frequency larger than mΦ, while in
Fig.5, frequency is taken smaller than that. Therefore
the field dynamics is expected to be different in both
the cases. (The white regions in plots correspond to
the magnitude larger than the maximum range of leg-
ends.) Note that for φ1 field, zero-mode (zero-momentum
mode) is the most dominant mode, while for φ2, zero-
mode is very close to zero. This is just because of ini-
tially chosen values of these fields. In Fig.4, we have
taken ω=100 Λ−1, ε=0.4, Φ0=10 Λ−1, λ=40 for the sim-
ulation. From left to right, field-modes are plotted at
time t=0.05, 1.05, 1.35, 1.8 Λ; see Fig.1 and Fig.2 also.
Note that the time interval of 0.5 - 1.5 Λ is the time-
stage of large amplitude oscillation of the field for the
given ω. At the initial time itself, all higher momentum-
modes of the field upto kx=ky=2pi/∆x are present due
to the prescribed random fluctuations, which can be seen
in the plot at time t=0.05 Λ. Under the spacetime os-
cillation, depending upon the frequency ω, some specific
momentum-modes of field grow with time. In the fig-
ure, there are noticeable growth of |φ˜1(~k, t)| at kx=15
Λ−1, ky=ω and kx≈ky≈
√(
ω2 −m2Φ
)
/2 =54.77 Λ−1, and
|φ˜2(~k, t)| at kx=0, ky=ω/2 and kx=ω/2, ky=0. The
subsequent evolution also leads to the growth of various
other momentum-modes of both the fields.
This shows that at frequency ω&mΦ, along with trans-
verse modes of field, longitudinal modes also get growth,
which follows the dispersion relation |~k|2+m2Φ=E2,
where E=ω. This is not the case when ω<mΦ, where
mainly transverse modes are expected to get growth,
which follow the massless dispersion relation |~k|2=E2.
In Fig.5, we have taken ω=50 Λ−1, ε=0.4, Φ0=10 Λ−1,
λ=40 for the simulation. From left to right, field-modes
are plotted at time t=2.0, 2.5, 3.0, 3.5 Λ. In this case
also, the initial distributions of field-modes are same as
plotted in Fig.4 at time t=0.05 Λ (therefore, not shown
again in Fig.5). Note that for the given ω, the time in-
terval of 2.0 - 3.7 Λ corresponds to the large amplitude
oscillation of the field. Figure clearly shows that there
are noticeable growth of |φ˜1(~k, t)| at kx=0, ky=ω, and
|φ˜2(~k, t)| at kx=0, ky=ω/2. In the intermediate stage
of field evolution, there are also growth of |φ˜1(~k, t)| at
kx≈ω/2, ky≈ω/2 and kx≈ω/2, ky≈3ω/2. In this case
also, the subsequent evolution leads to the growth of var-
ious other momentum-modes of both the fields. Thus,
Fig.4 and Fig.5 show that the field dynamics is funda-
mentally different at ω&mΦ and ω<mΦ.
To understand why some specific momentum-modes
of the field grow for a given ω, we write the field as
Φ=Φ0+v1+iv2 (φ1=Φ0+v1, φ2=v2), where v1 and v2 are
small fluctuations of the field about the VEV. We write
the equation of motion for these fluctuations keeping
term upto linear order in these fields, and then Fourier
transform in the momentum space as,
ε2ω sin(2ωt)
2 f(t) f(−t)
˙˜vik+¨˜vik+
(
k2x f(t)+k
2
y f(−t)+2m2i
)
v˜ik = 0,
(8)
where v˜ik≡v˜i(~k, t), f(t)=
(
1−ε sin(ωt)), m1=mΦ, and
m2=0. These equations clearly show that v˜1k and v˜2k
undergo parametric resonance (get resonant growth) if
suitable conditions (relations between kx, ky, mi, and ω)
are satisfied. We numerically solve these equations and
find that there are various resonance conditions for both
the fields. For v˜1k, however, there is a lowest frequency ω
cut-off, set by mass mΦ, below which there is no resonant
grwoth, i.e. for v˜1k, resonance occurs iff ω&mΦ. On the
other hand, for v˜2k there is no such frequency cut-off (due
to its zero mass), therefore it can undergo parametric res-
onance even for a lowest frequency ω. For a comparision,
if one ignores the first term of the equation for v˜2k, then
in (1+1)-dimensions it takes the form of the harmonic
oscillator equation with the (time dependent) frequency
square k2x(y)
(
1∓sin(ωt)) [22]. In that case, the oscilla-
tor undergoes parametric resonance when the condition
kx(y)'nω/2 satisfies, where n=1,2,3,... [22]. A similar
feature of the resonance can be seen in Fig.4 and Fig.5,
where φ˜2 grows resonantly at kx(y)'ω/2, ky(x)'0. In
these figures there is a qualitative difference in the evo-
lution of φ˜1 for ω&mΦ and ω<mΦ, as for ω&mΦ some
momentum-modes of the longitudinal component (v˜1k)
grow resonantly. This makes clear that in the frequency
regime ω&mΦ, both components of the field, longitudinal
as well as transverse, participate in the resonance process,
while in the frequency regime ω<mΦ mainly transverse
component. This is important to appreciate that the ap-
propriate momentum-modes of the field corresponding to
ω has to be present initially, otherwise resonance will not
occur. Thus, under the spacetime oscillation, there is
no frequency cut-off for resonance to occur as far as the
appropriate momentum-modes of the field are present.
Here we point out that the above discussion is based on
the linear approximation. In reality, φ1 and φ2 are the
coupled fields whose dynamics is modulated by the effec-
tive potential. This couples various momentum-modes
of the field non-linearly, and makes resonance conditions
much more complicated.
The above analysis shows that the higher momentum-
7FIG. 4: Figure shows the profile of modulus of field-modes |φ˜1(~k, t)| (upper panel) and |φ˜2(~k, t)| (lower panel) at different times
for ω=100 Λ−1, ε=0.4, Φ0=10 Λ−1, λ=40. From left to right, modes are plotted at time t=0.05, 1.05, 1.35, 1.8 Λ. There are
noticeable growth of |φ˜1(~k, t)| at kx=15 Λ−1, ky=ω and kx≈ky≈
√(
ω2 −m2Φ
)
/2 =54.77 Λ−1, and |φ˜2(~k, t)| at kx=0, ky=ω/2
and kx=ω/2, ky=0. The subsequent evolution also leads to the growth of various other momentum-modes of both the fields.
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FIG. 5: Figure shows the profile of modulus of field-modes |φ˜1(~k, t)| (upper panel) and |φ˜2(~k, t)| (lower panel) at different
times for ω=50 Λ−1, ε=0.4, Φ0=10 Λ−1, λ=40. From left to right, modes are plotted at time t=2.0, 2.5, 3.0, 3.5 Λ. There
are noticeable growth of |φ˜1(~k, t)| at kx=0, ky=ω, and |φ˜2(~k, t)| at kx=0, ky=ω/2. In the intermediate stage of field evolution,
there are also growth of |φ˜1(~k, t)| at kx≈ω/2, ky≈ω/2 and kx≈ω/2, ky≈3ω/2. The subsequent evolution also leads to the
growth of various other momentum-modes of both the fields.
modes of fields φ1 and φ2, following their respective res-
onance conditions, grow with time. Now, we show how
zero-mode of these fields vary with time. The zero-modes
of fields characterise the field configuration at each time
and provide the frequency of oscillation during the large
amplitude oscillation stage of the field. Fig.6 shows the
time evolution of real part of zero-modes (kx=0, ky=0)
of fields φ1 and φ2 for two sets of parameters of the effec-
tive potential. Note that imaginary part of zero-modes
for both the fields are zero. In the figure, zero-mode of
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FIG. 6: Figure shows the time evolution of real part of zero-
modes of fields φ1 and φ2 for two sets of parameters of effective
potential. In the figure, zero-mode of φ1 field is normalized
with the respective Φ0 value. We have taken ε=0.4 and ω=100
Λ−1 for the simulation. Solid(blue) and dash-dotted(gray)
plots are the time evolution of zero-modes of fields φ1 and
φ2 for Φ0=10 Λ
−1 and λ=40, while dashed(black) and dot-
ted(red) plots are for Φ0=0.1 Λ
−1 and λ=4, respectively. Note
that there is a small amplitude oscillation in dashed(black)
plot, which doesn’t appear because of large y-range.
φ1 field is normalized with the respective Φ0 value. For
this simulation, we have taken ε=0.4 and ω=100 Λ−1.
Solid(blue) and dash-dotted(gray) plots are the time evo-
lution of zero-modes of fields φ1 and φ2, respectively, for
Φ0=10 Λ
−1, λ=40. In this case, there is an oscillation
in the φ1 zero-mode during the time interval of 0.5 - 1.5
Λ with growing and then decaying amplitude (we call
it large amplitude oscillation stage). From time t=1.5
Λ onwards, the oscillation stops and zero-mode starts
collapsing towards the zero value. The collapse of zero-
mode starts roughly at the time of formation of vortex-
antivortex pairs in the system. We have performed the
simulations for different spacetime oscillation frequencies
and calculated the time evolution of φ1 zero-mode (in the
figure, it not shown for other frequencies). We see that
in all cases, initially there is a unique frequency and am-
plitude of oscillation of φ1 zero-mode. Subsequently, this
gets modulated with a new frequency of oscillation with
growing amplitude as shown in Fig.6 from time t=0.5
Λ. This shows that the very initial time oscillation of φ1
zero-mode (before t=0.5 Λ in Fig.6) is independent from
the spacetime oscillation, rather, may be related with
the evolution of initial field fluctuations. However, the
new modulation frequency, i.e. the frequency during the
time-stage of large amplitude oscillation of φ1 zero-mode,
exactly equal to the spacetime oscillation frequency ω (we
have shown this later). This gives an another evidence of
the parametric resonance of the field under the spacetime
oscillation.
In Fig.6, φ2 zero-mode, shown by dash-dotted(gray)
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FIG. 7: Figure shows the time evolution of real and imaginary
part of (kx=ω/2, ky=0)-mode of field φ2 with solid(red) and
dotted(blue) lines, respectively, for ω=100 Λ−1, ε=0.4, Φ0=10
Λ−1, λ=40.
plot, also has small amplitude oscillation roughly in the
same time interval of 0.5 - 1.5 Λ, but without much
growth. Later, we have shown that the oscillation fre-
quency of zero-mode of φ2 during this time interval is half
of the spacetime oscillation frequency. Here, it should be
noted that during this time interval, φ2 varies in between
negative and positive values, spatially as well as tem-
porarily, as can be seen from Fig.1(b). Therefore even
though the absolute value of φ2 reaches a non-zero value
in some region, its zero-mode comes out to be very small
(just because of the cancellation of positive and nega-
tive values). It is already clear from Fig.3, that during
this time interval, the growth in the fluctuations of field
φ2 is larger in comparison with fluctuations in φ1. In-
deed, the higher momentum-modes of φ2 get growth with
time, which we have already seen in Fig.4 at kx=ω/2,
ky=0 and kx=0, ky=ω/2. To show this growth in more
detail, in Fig.7, we have plotted the time evolution of
real and imaginary part of (kx=ω/2, ky=0)-mode of φ2
with solid(red) and dotted(blue) lines, respectively. This
clearly shows an oscillation of these modes with growing
and then decaying amplitude.
To show the dependence of the zero-modes of fields φ1
and φ2 on the parameters of effective potential, in Fig.6
we have also plotted their time evolution for Φ0=0.1 Λ
−1
and λ=4 with dashed(black) and dotted(red) lines, re-
spectively. In this case, depth of the effective potential
is very small, therefore the field can easily overcome the
central barrier at Φ=0. Note that in this case, the am-
plitude of φ1 zero-mode oscillation is small, which is not
clearly visible because of the large y-range in the plot.
The oscillation in φ2 zero-mode doesn’t have a signifi-
cant amplitude because of the reason mentioned above.
In order to determine the oscillation frequency of fields
during the time interval, say ti and tf , in which φ1 zero-
9mode oscillates with a significantly large amplitude, we
perform Fourier transform of fields’ zero-mode from t-
space to the frequency f -space,
Πi(~k, f) =
1
(tf − ti)
∫ tf
ti
dt φ˜i(~k, t)e
−ift ; i = 1, 2. (9)
We calculate the modulus of Π1(~k, f) and Π2(~k, f) fields,
which provide the frequency spectrum of momentum-
modes of φ1 and φ2. Fig.8 shows the frequency spec-
trum of zero-mode of field φ1 during the mentioned time
interval for different spacetime oscillation frequencies ω.
In the figure, the time interval ti - tf for each frequency
ω has been mentioned in brackets. To obtain this fre-
quency spectrum, in each case we have subtracted Φ0
from the zero-mode of φ1 so that the background fre-
quency modes, arise due to constant Φ0 value, get elim-
inated and the peak structure become apparent. (How-
ever, this subtraction doesn’t remove background fre-
quency modes completely, that is the reason a peak at
the zero frequency is still present in each plot). In the
figure, violet(dotted), green(solid thin), and black(solid
thick) lines corresponds to the frequency spectrum for
20, 50, and 100 Λ−1 frequencies of spacetime oscillation,
respectively. Note that in each case, ε=0.4, Φ0=10 Λ
−1,
and λ=40, as taken earlier. It is very clear from the
figure, that in each case frequency spectrum has a peak
at their respective frequency ω of spacetime oscillation,
suggesting the parametric resonance of the field. Note
that, for the frequency ω=50 Λ−1, there are two peaks
at f=50 Λ−1(dominant peak) and at f=100 Λ−1(sub-
dominant peak) frequencies. The second peak is arising
may be due to the coefficient sin(2ωt) of the first time
derivative term in Eq.(6). For Φ0=0.1 Λ
−1 and λ=4,
the amplitude of oscillation of φ1 zero-mode is too small
to determine such peak structure, therefore we haven’t
shown the frequency spectrum for it.
Fig.9 shows the frequency spectrum of zero-mode of
field φ2 in the same time interval as mentioned in Fig.8
for different spacetime oscillation frequencies ω (the time
interval ti - tf for each frequency ω has been mentioned
in brackets). Unlike Fig.8, in this case, there is no back-
ground frequency spectrum. In figure, violet(dotted),
green(solid thin), and black(solid thick) lines correspond
to the frequency spectrum for 20, 50, and 100 Λ−1 fre-
quencies of spacetime oscillation, respectively. In this
case, each frequency spectrum peaks at half of the space-
time oscillation frequency ω. For ω=20 Λ−1, there is no
unique and strong peak structure in the frequency spec-
trum. We have also checked that the real and imaginary
part of higher momentum-modes of φ2 (e.g. field-modes
at kx=ω/2, ky=0 and kx=0, ky=ω/2; see Fig.7) also os-
cillates with the frequency ω/2. In Fig.9, red(dashed) line
corresponds to the case for which ω=100 Λ−1, Φ0=0.1
Λ−1, and λ=4.0. In this case also, frequency spectrum
peaks at the half of ω, shows the independence from the
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FIG. 8: Figure shows the frequency spectrum of φ1 zero-mode
for different spacetime oscillation frequencies ω in the time
interval in which it oscillates with a significant large ampli-
tude. This time interval for the respective frequencies has
been written in brackets. Violet(dotted), green(solid thin),
and black(solid thick) plots correspond to the frequency spec-
trum for 20, 50, and 100 Λ−1 frequencies of spacetime oscil-
lation, respectively. It is very clear in each case, that fre-
quency spectrum has a peak at the corresponding frequency
ω of spacetime oscillation, which indicates the phenomena of
parametric resonance of the field.
shape of the effective potential.
With all these results, it is clear that under the space-
time oscillation, the field Φ itself starts performing os-
cillation, in space and time, with certain momentum
and frequency, by following the resonance condition for
a given ω, where φ1 field oscillates with frequency ω,
while φ2 with frequency ω/2. This shows that the field
Φ undergoes parametric resonance under the spacetime
oscillation.
B. Frequency dependence of generation of field
excitations
As we have discussed earlier, to generate longitudinal
excitations, the frequency of spacetime oscillation should
be ω&mΦ. In contrary to this, for transverse modes of
the field, there is no such frequency cut-off as the mass
of these modes is zero. In the equation of motion Eq.6,
spacetime oscillation mainly couples with the gradient of
the field. Therefore even in the low frequency regime, i.e.
ω<mΦ, spacetime oscillation can lead to the generation
of transverse excitations via the parametric resonance.
Thus, there is a fundamental difference in the evolution
of field configuration in the frequency regimes ω&mΦ and
ω<mΦ, and in both the regimes, in principle, field exci-
tations can be generated under the spacetime oscillation.
In our simulation, we have studied the generation of
field excitations and the formation of vortex-antivortex
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FIG. 9: Figure shows frequency spectrum of φ2 zero-mode
for different spacetime oscillation frequencies ω in the time
interval as mentioned in Fig.8 (in brackets, mentioned here
as well). Violet(dotted), green(solid thin), and black(solid
thick) plots correspond to the frequency spectrum for 20, 50,
and 100 Λ−1 frequencies of spacetime oscillation, respectively.
The peak structures show that the zero-mode of φ2 oscillates
with ω/2. Red(dashed) plot corresponds to the case, ω=100
Λ−1, Φ0=0.1 Λ−1, and λ=4, which also peaks at ω/2.
pairs in a wide range of frequencies of spacetime oscil-
lation. At low frequencies, vortex-antivortex pairs form
with relatively smaller vortex densities and remain well
separated. In this regime, unlike the case of high fre-
quency, field remains close to the VEV of effective po-
tential for a significant time of evolution. This has been
depicted in Fig.10, where left panel shows the vector plot
of field configuration in the physical space and right panel
shows the field distribution in the field-space; both are
at time t=18.5 Λ. For this simulation, the spacetime os-
cillation frequency is taken ω=20 Λ−1, and other param-
eters of simulation are ε=0.4, Φ0=10 Λ
−1, λ=40 (same
as used previously). Left plot clearly shows the forma-
tion of well separated vortex-antivortex pair in the sys-
tem. Right plot shows that in almost all lattice points,
the field is close to VEV of the effective potential, and
the field distribution covers the whole vacuum manifold
(starting from a localized distribution). It shows that
mainly transverse excitations have been generated in the
system, while longitudinal excitations are strongly sup-
pressed in this frequency regime; compare with Fig.2(d).
We mention that in the low frequency regime, finite
size of the system affects the generation of field excita-
tions. This happens because the spacetime oscillation
dominantly couples to k-modes of the field, where for
φ2 field (kx(y)=ω/2, ky(x)=0)-modes grow with time; see
Fig.4 and Fig.5. However for finite lattices with periodic
boundary condition, the lowest non-zero k-mode which
can be present in each direction is kL=2pi/L, where L
is the lattice size. Therefore any frequency ω below the
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FIG. 10: Figure shows the field configuration in physical
space (left panel) and in field-space (right panel) at time
t=18.5 Λ for the frequency ω=20 Λ−1 (ε=0.4, Φ0=10 Λ−1,
and λ=40). Left plot shows the formation of well separated
vortex-antivortex pair in the system. Right plot shows that
at this frequency of spacetime oscillation, mainly transverse
excitations of the field has been generated.
cut-off 2kL cannot generate resonant oscillation of the
field; excitations with wavelength larger than lattice size
can not be accommodated. Even with frequencies two or
three times larger than this cut-off, the field finds diffi-
culties to get excited. We have checked, that increasing
lattice size leads to generation of excitations with a space-
time oscillation frequency, at which excitations can not
be generated on smaller lattices. This suggests that in
principle, any low frequency of spacetime oscillation can
excite the field leading to the formation of vortices, if a
suitable system size is chosen, and evolved for a signifi-
cantly large time.
We have also studied the effect of using specific bound-
ary condition on the generation of field excitations. For
all results presented in this paper, we have used peri-
odic boundary condition. We have seen that by using
the fixed boundary condition (where the field at the
boundary doesn’t evolve), field gets excitations in rel-
atively shorter time in comparison with using the peri-
odic boundary condition. For example, with fix bound-
ary condition, we have seen the formation of vortices in
reasonably short time at ω=20 Λ−1 on 150×150 lattice,
which we have never seen by using periodic boundary con-
dition on the same lattice and with the same ω. Note
that the fix boundary condition, with a suitable profile of
the condensate field, is an appropriate boundary condi-
tion for the evolution of superfluid phase inside a neutron
star. So this boundary condition may help the generation
of excitations and formation of superfluid vortices inside
neutron stars during the BNS merger.
C. The time dependence of formation of vortices on
frequency and amplitude of spacetime oscillation
In this section, we present our study on the dependence
of the parameters of spacetime oscillation in the forma-
tion of vortices. For this, we note down the time tvortex
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FIG. 11: Figure shows the dependence of vortex formation
time tvortex on various frequencies ω. In figure, we have plot-
ted the number of cycle of spacetime oscillation up to the time
tvortex, i.e. tvortex ω/2pi, versus ω. For this plot, parameters
are, ε=0.4, Φ0=10 Λ
−1, and λ=40. Figure clearly shows that
in the frequency regime ω&50 Λ−1, tvortex ω/2pi is almost in-
dependent from ω. However, by decreasing the frequency ω
below 50 Λ−1, this number starts increasing.
at which the first vortex-antivortex pair forms in the sys-
tem. We call this time as the vortex formation time. To
locate the vortices, we compute the variation of phase of
Φ around each elementary square of lattice. The vari-
ation of phase between any two adjacent points on the
elementary square is determined by the geodesic rule [23].
By continuity, the phase of a complex scalar field along
a loop is always 2pin, where n is an integer. Through-
out the evolution of field, we observe only n=0,±1 for
the variation of phase around each elementary square.
We identify the vortex with n=+1 and antivortex with
n=−1. We have checked that tvortex doesn’t much de-
pend on the amplitude of fluctuations in the initial field
configuration, i.e. on β.
In Fig.11, we have plotted tvortex ω/2pi versus ω for
ε=0.4. The parameters of the effective potential are
Φ0=10 Λ
−1 and λ=40. Note that tvortex ω/2pi is a di-
mensionless number which is equal to the number of cy-
cle of spacetime oscillation up to the time tvortex. Figure
clearly shows that in the frequency regime ω&50 Λ−1,
the number of cycle required to form vortices is almost
independent from ω. However, by lowering the frequency
of spacetime oscillation below 50 Λ−1, this number starts
increasing. We haven’t seen the formation of any vortices
below ω=16 Λ−1 up to a significantly large time on the
used lattice.
We have already mentioned, that in the low frequency
regime, finite size of the system plays an important role
in the generation of field excitations and therefore forma-
tion of vortices as well. For example, in our simulation,
up to a significantly large time, their is no formation
of any vortex-antivortex pair on 200×200 lattice at fre-
quency ω=15 Λ−1, however with the same parameters
of simulation, vortices form on 800×800 lattice. There-
fore, it may be possible that the deviation of tvortex ω/2pi
from a constant value below ω=50 Λ−1 in Fig.11 arises
due to the finite size effects of the system. Therefore, it
may also be possible that this constant value is a univer-
sal number for the formation of vortices and may remain
true even in the low frequency regime when the finite
size effects get eliminated. However, more detailed inves-
tigations are needed, which we will try to pursue in the
future work.
To investigate the dependence of tvortex on system size,
we note down tvortex for various system sizes by keep-
ing ω=20 Λ−1 (here we haven’t shown the plot for this).
We find that tvortex is overall monotonically decreasing
function of system size. However, there are system sizes
where this monotonicity gets violated. This shows that
there are much more complexity involved in the gener-
ation of field excitations and formation of vortices. We
will try to explore this investigation in more detail in our
future work. Despite of all this, our present investiga-
tion suggests that even with a small frequency ω, field
may get excited (transverse excitations) if one performs
simulation on a significantly large lattice and for a sig-
nificantly large time.
In Fig.12, we have presented the effect of ε on tvortex.
For this plot, we have taken ω=100 Λ−1, Φ0=10 Λ−1,
and λ=40. Figure clearly shows that decreasing ε causes
more time to form vortex-antivortex pair in the system.
By decreasing ε, system takes longer time to achieve field
excitations, and the large amplitude field oscillation stage
persists for a longer time. In the regime of very small ε,
the field excitations don’t grow sufficiently to create vor-
tices in the system. This behavior of field response to
ε is also a feature of parametric resonance, in which the
resonant growth is strongly suppressed by decreasing the
magnitude of time dependent parameter(s) of the oscil-
lator [22].
D. Formation of vortex-antivortex lattice under
spacetime oscillation
The formation of vortex-antivortex lattice structure
has interest in various condensed matter systems. In
refs.[24–26], the formation of such lattices has been stud-
ied in superconducting films with magnetic pinning ar-
rays, ultra-cold fermionic gases in two-dimensions, and
superconducting twisted-bilayer graphene. The melt-
ing of vortex-antivortex lattice in two-dimensional Fermi
gases has been studied in ref.[27]. For certain parame-
ters of the simulation, we have also seen the formation of
vortex-antivortex lattice structure under the spacetime
oscillation. In Fig.13, we have shown the phase (left
panel) and magnitude (right panel) of the field Φ at two
different times of field evolution. The parameters of the
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FIG. 12: Figure shows the effect of ε on tvortex. For this plot,
we have taken ω=100 Λ−1, Φ0=10 Λ−1, and λ=40.
simulation are ω=17 Λ−1, ε=0.4, Φ0=0.1 Λ−1, and λ=4.
Fig.13(1a) and Fig.13(1b) show the phase and magni-
tude of the field Φ at time t=28.65 Λ, while Fig.13(2a)
and Fig.13(2b) show the same at time t=29.4 Λ. On the
plots, circles and triangles indicate the location of vor-
tices and antivortices, respectively. Correspondingly, in
the left panel, there is a variation of ±2pi in the phase of
Φ at the location of these points. The ±2pi phase varia-
tions correspond to the vortex and antivortex configura-
tions, respectively. In the right panel, these points cor-
respond to the places where the magnitude of Φ is zero.
One can clearly notice that there is a vortex-antivortex
lattice structure in both, upper and lower, panels. We
have seen, that this lattice structure keeps on changing
with time. We have checked that the formation of this
structure has nothing to do with the amplitude of initial
fluctuations, i.e. on the value of β. It may be possible
that such lattice structure is arising because of using the
periodic boundary condition in the simulation.
V. CONCLUSION AND FUTURE OUTLOOK
In this work, we have performed (2+1)-dimensional
simulations for a complex scalar field in the presence of
oscillating spacetime metric background. We have con-
sidered spacetime metric as a time-dependent periodic
perturbation on the top of the Minkowski metric. The
field is taken on the VEV of U(1) symmetry breaking
effective potential, and small spatial fluctuations in the
initial field configuration has been considered. We see
that depending upon the amplitude and frequency of the
metric, field undergoes parametric resonance causing the
generation of field excitations, which ultimately lead to
the formation of vortex-antivortex pairs in the system.
We find that there is a fundamental difference in the
evolution of field in the frequency regimes ω&mΦ and
FIG. 13: Figure shows the formation of vortex-antivortex lat-
tice structure in the system. The parameters of the simulation
are ω=17 Λ−1, ε=0.4, Φ0=0.1 Λ−1, and λ=4. Plots (1a) and
(1b) show the phase and magnitude of field Φ at time 28.65 Λ,
while plots (2a) and (2b) show the same at time 29.4 Λ. With
the distribution of phase and magnitude of field, one can no-
tice a structure of vortex-antivortex lattice, which has been
depicted by pointing the locations of vortex and antivortex
with circles and triangles, respectively.
ω<mΦ. In the low frequency regime mainly transverse
excitations arise, and well separated vortex-antivortex
pairs form in the system. While in the high frequency
regime, longitudinal excitations of the field also get gen-
erated.
In our simulation, finite size of the system restricts
the generation of field excitations in the low frequency
regime of spacetime oscillation. However, our study sug-
gests that in principle any low frequency can excite the
field if suitable system size is chosen, and field is evolved
for a significantly large time. We have studies the fre-
quency dependence of the number of cycle of spacetime
oscillation required to form a vortex-antivortex pair in
the system. We find that in relatively high frequency
regime, this number is independent from the frequency
of spacetime oscillation and remains constant (seems to
be a universal number). However, in the low frequency
regime, due to the finite size effect, this number gets a
strong deviation from this constant value, and increases
by decreasing frequency. The formation of vortices also
depends on the amplitude of spacetime oscillation; the
vortex formation time increases by decreasing amplitude.
For certain parameters of the simulation, we have also
seen the formation of vortex-antivortex lattice structure.
Throughout this work, we have completely ignored the
back reaction of energy density perturbations of the field,
arise due to spacetime oscillation, on the spacetime met-
ric. As we see the formation of vortices in our simulation,
and a vortex configuration carries an energy density pro-
file with maximum value in the vortex core. Therefore
depending upon the energy of the configuration, it can
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cause changes in the spacetime manifold, which can affect
the further evolution of the field. It will be interesting
to see how the field evolves under this complete scenario.
We will try to pursue this in our future work.
To study the time evolution of the condensate field for
neutron stars superfluidity during the BNS merger, a full
(3+1)-dimensional simulation with an appropriate time
dependent deformation of star metric is required. It will
disclose whether the time scale and length scale of the
whole process are sufficient to excite the condensate field
to lead the formation of vortex-antivortex pairs in the
interior superfluid. We plan to pursue the phenomeno-
logical application of our present study for this system in
the future work.
The present work has its applications in other sys-
tems also. For example, since the second homotopy
group of S2-manifold is non-trivial, i.e. pi2(S
2)=Z [3],
therefore this manifold allows the existence of topolog-
ical texture in (2+1)-dimensions (baby Skyrmion) and
topological monopole in (3+1)-dimensions. Similarly, S3-
manifold (group space of SU(2)) allows the existence of
topological texture in (3+1)-dimensions as the third ho-
motopy group pi3(S
3)=Z [3]. These topological objects
have their cosmological interests, formation of which, can
also be studied under the spacetime oscillation (similar
to the formation of vortices presented in this paper). In
the abelian-Higgs model and pure U(1) gauge theory also,
one can study the formation of flux-tubes and generation
of magnetic field, respectively, under this oscillation.
This study can also be extended for the U(1)-symmetry
broken effective potential with a small explicit symmetry
breaking term. In this case, for the generation of field
excitations, there must be a lowest frequency cut-off of
spacetime oscillation set by the mass of pseudo-Goldstone
modes; only frequencies higher than or equal to the mass
of these modes can lead the field excitations. In our sim-
ulation, we have seen the field excitations in the presence
of such term (we haven’t presented this here). This re-
sult can be utilized in the generation of excitations of the
axion-like field carrying mass ∼10−22 - 10−21eV [28] and
coupled with the spacetime oscillation. The axion-like
particles having above mass range are considered to be a
possible dark matter candidate, known as the ‘wave dark
matter’ or ‘fuzzy dark matter’ (FDM) [28]. To excite this
field, correspondingly, the frequency of spacetime oscil-
lation should be &10−4 - 10−3Hz. This can be easily
achieved by the BNS [15] and black-hole merger [29] sys-
tems, which produce gravitational wave (GW) in the fre-
quency range of ∼10Hz - 1kHz with a significantly large
strain amplitude. We expect that a sustained spacetime
oscillation will give rise excitations of axion-like field over
a length scale having momentum of field corresponding
to the frequency of spacetime oscillation. The effect will
be more pronounced in the closest region of GW source
as the strain amplitude is significantly large there. If such
excitations arise, then the field will start oscillating co-
herently and decay to the vacuum of effective potential.
This leads to the coherent emission of axion-like particles
from various constant-r hypersurfaces about the source.
We will present this phenomena in detail in our future
work.
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