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Abstract
The nonlinear eigen-problem
Ax + F(x) = λx,
where A is an n× n irreducible Stieltjes matrix, is considered. Sufficient conditions are given,
such that the problem has a unique positive solution and that the Newton iteration for solving
this problem converges monotonically. The starting point of the iteration has to be a multiple
of the positive eigenvector of A, but it does not need to be close to the solution x.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
In our previous paper [2] we studied properties of the following nonlinear eigen-
value problem:
Ax + F(x) = λx, (1)
where A is an n× n irreducible Stieltjes matrix, that is an irreducible symmetric
positive definite matrix, whose off-diagonal entries are nonpositive. Such a matrix A
has a unique positive eigenvector, p, which corresponds to the smallest eigenvalue
of A, µ. This fact is part of the statement of the Perron–Frobenius Theorem for
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irreducible nonnegative matrices as applied to A−1, see for example [4, 15.3.1]. We
assume throughout this paper that
F(x) =


f1(x1)
...
fn(xn)

 , (2)
although the results can be shown to hold for more general F(x).
Eq. (1) is encountered in the discretization of nonlinear differential equations. A
generic example is the discretized Gross–Pitaevskii equation
Ax + k


x31
...
x3n

 = λx. (3)
The continuous Gross–Pitaevskii equation plays an important role in the Bose–
Einstein condensation of atoms at near absolute zero temperatures, see, for example,
[3] and references therein. This equation in three spatial variables has the form
−u+ V (r, s, t)u+ ku3 = λu,
lim|(r,s,t)|→∞ u = 0,
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
u(r, s, t)2 dr ds dt = 1,
where V is a given potential function. Eq. (3) corresponds to the finite interval dis-
cretization of the one-dimensional prototype
−x′′(t)+ V (t)x(t)+ kx3(t) = λx(t), −∞ < t <∞, (4)
x(±∞) = 0,
∫ ∞
−∞
x2(t) dt = 1 (5)
using, say, finite differences, which gives rise to the irreducible Stieltjes matrix A of
the form
A = 1
h2


2 + h2v1 −1 0
−1 2 + h2v2 −1
−1 . . . . . .
.
.
. 2 + h2vn−1 −1
0 −1 2 + h2vn


, (6)
where vi’s are the values of V at the mesh points. The discretization in more detail
is given at the end of the paper in a numerical example.
It is shown in [2] that under certain conditions on F(x) Eq. (1) has a positive
solution, x(λ), if and only if λ > µ, where µ is the smallest eigenvalue of A. More-
over, such a solution, x(λ), is unique and is a monotone increasing function of λ.
The proof is based on converting (1) into an equivalent fixed point problem
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x = S(x) = (cI + A)−1 · [(c + λ)x − F(x)] (7)
which is monotone for sufficiently large c.
Using this monotonicity, it is shown that if x(0) = β1p, where p is the positive
eigenvector of A corresponding to the eigenvalue µ, and β1 is sufficiently small,
then the iteration
x(m+1) = S(x(m)) (8)
is monotone increasing and converges to x(λ). Similarly, if x(0) = β2p, where
β2 is sufficiently large, then this iteration is monotone decreasing and converges
to x(λ).
It is clear that the iteration (8) can be used to compute x(λ) with a guaranteed
convergence. This iteration has however two major drawbacks:
(i) it converges linearly,
(ii) the rate of convergence depends on the choice of c, the larger is c the slower is
the convergence.
We illustrate it in the case of one variable,
µx + x3 = λx, µ > 0.
For λ > µ, x = √λ− µ is the unique positive solution and for λ  µ there is no
positive solution. The corresponding iteration has the form
xm+1 = (c + λ)xm − x
3
m
c + µ . (9)
It is easy to see that if x0 <
√
λ− µ then the iterates increase and for x¯0 > √λ− µ
the iterates decrease. The condition on c which makes S(x) monotone on [x0, x¯0],
and hence guarantees the convergence, turns out to be
c > 3x¯20 − λ.
Comparing (9) with
x = (c + λ)x − x
3
c + µ ,
we find that
x − xm+1
x − xm =
c + λ− (x2 + xxm + x2m)
c + µ .
For large m we have
x − xm+1
x − xm ≈
c + λ− 3x2
c + µ =
c + λ− 3(λ− µ)
c + µ .
The constant on the right-hand side is less than 1 and approaches 1 as c →∞.
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Our numerical examples with the general equation (1), indeed often show a very
slow convergence. This becomes unacceptable when (1) represents a numerical ap-
proximation of a three-dimensional Gross–Pitaevskii partial differential equation.
In the present paper we show that the Newton iteration applied directly to (1) is
monotone convergent for appropriate choices of x(0). In Section 2 we give neces-
sary preliminary results and in Section 3 prove the global convergence of Newton
iteration.
2. Preliminaries
The following facts about Stieltjes matrices can be found in literature, see for
example, [1,4,5]. Since their proofs are short, we present them here to make the
paper self-contained.
Fact 1. If A is a Stieltjes matrix, then all entries of A−1 are nonnegative.
Proof. Let ρ(A) denote the spectral radius of A, and let B = ρ(A)I − A. Since A
is positive definite it follows that ρ(B) < ρ(A) and that all entries of B are nonneg-
ative. Hence
A−1 = [ρ(A)I − B]−1 = 1
ρ(A)
[
I + 1
ρ(A)
B + 1
ρ2(A)
B2 + · · ·
]
has nonnegative entries. 
Fact 2. Let A be a Stieltjes matrix and let µ be the smallest eigenvalue of A. Then
for any ν < µ, A− νI is a Stieltjes matrix.
Proof. A− νI remains positive definite and retains nonpositive off-diagonal entries.

Fact 3. Let A and B, A /= B, be irreducible Stieltjes matrices such that aij  bij ,
i, j = 1, . . . , n. Then the smallest eigenvalue of A, µA, is greater than the smallest
eigenvalue of B, µB .
Proof. Let ρA be the positive eigenvector corresponding to the smallest eigenvalue
of A, µA (cf. [4, 15.3.1]), AρA = µAρA, and similarly for B. Then
ρTBAρA = µAρTBρA,
ρTABρB = µBρTAρB.
Hence
(µA − µB)ρTAρB = ρTBAρA − ρTBBρA = ρTB [A− B]ρA > 0,
since the entries of both vectors in the right-hand side are positive and at least one
entry of A− B is positive. 
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We present now the exact formulation of the results from [2], which specify con-
ditions on F(x) sufficient for the existence and uniqueness of the solution and char-
acterize its properties. To simplify the notation we write x instead of x(λ).
Theorem 1. Let A be an irreducible Stieltjes matrix, let µ be the smallest positive
eigenvalue of A and let p = [p1, . . . , pn]T be a corresponding positive eigenvector.
Let λ > µ, and let
F(x) =


f1(x1)
...
fn(xn)

 ,
where for i = 1, . . . , n, fi(x) : [0,∞)→ [0,∞) are C1 functions satisfying the
conditions
lim
t→0
fi(t)
t
= 0 and lim
t→∞
fi(t)
t
= ∞. (10)
Then (1) has a positive solution. If, in addition, for i = 1, . . . , n,
fi(s)
s
<
fi(t)
t
whenever 0 < s < t, (11)
then the solution is unique.
Theorem 2. Let the conditions (10) and (11) of Theorem 1 be satisfied, and let x(λ)
denote the unique positive eigenvector corresponding to λ ∈ (µ,∞). Then:
(1) x(λ1) < x(λ2) if µ < λ1 < λ2 <∞;
(2) x(λ) is continuous on (µ,∞);
(3) limλ→∞ xi(λ) = ∞, i = 1, . . . , n;
(4) limλ→µ+ xi(λ) = 0, i = 1, . . . , n.
We show now that under some additional conditions on F(x), the solution x(λ)
is differentiable in λ.
Lemma. In conditions of Theorem 1 let fi(t), i = 1, . . . , n, satisfy the condition
f ′i (t) >
fi(t)
t
, t > 0. (12)
Then x(λ) is differentiable as a function of λ.
Proof. Note that (12) implies the condition (11) in Theorem 1, because in this case(
fi(t)
t
)′
= tf
′
i (t)− fi(t)
t2
> 0.
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For any λ > µ, we define
G(x, λ) = Ax + F(x)− λx,
so that G(x(λ), λ) = 0. Now,
Gx(x, λ)y = Ay + F ′(x)y − λy.
Therefore if we could show that A+ F ′(x)− λI is invertible, then the differentia-
bility of x = x(λ) would follow from the Inverse Function Theorem.
Rewrite (1) as follows:[
A+D(x)1
]
x = λx,
where
D
(x)
1 =


f1(x1)
x1
0 · · · 0
0 f2(x2)
x2
.
.
.
...
...
.
.
.
.
.
. 0
0 · · · 0 fn(xn)
xn


. (13)
Then A+D(x)1 is an irreducible Stieltjes matrix and λ is its smallest eigenvalue.
The latter follows from the Perron–Frobenius Theorem for irreducible nonnegative
matrices [4, 15.3.1] applied to the matrix [A+D(x)1 ]−1. Indeed, λ−1 is an eigenvalue
of this matrix whose eigenvector is positive. Therefore λ−1 is the largest eigenvalue
of [A+D(x)2 ]−1. Now let
D
(x)
2 =


f ′1(x1) 0 . . . 0
0 f ′2(x2)
.
.
.
...
...
.
.
.
.
.
. 0
0 . . . 0 f ′n(xn)

 . (14)
Since
fi(xi)
xi
< f ′i (xi)
it follows from Fact 3 that the smallest eigenvalue of A+D(x)2 is greater than the
smallest eigenvalue of A+D(x)1 , and hence from Fact 2, that A+D(x)2 − λI = A+
F ′(x)− λI is a Stieltjes matrix and hence invertible. 
Remark 1. The Gross–Pitaevskii nonlinearity, fi(t) = t3, obviously satisfies con-
ditions of this lemma.
Remark 2. It follows from Fact 1 that the inverse of A+D(x)2 − λI has nonnega-
tive entries. Therefore it follows from
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(
A+D(x)2 − λI
)
x′ = x
and the positivity of x that x′ has positive entries. This is consistent with the result
of Theorem 2 above.
3. The Newton iteration
Throughout this section we use the notation D(u)1 and D
(u)
2 for the matrix in (13)
and (14) respectively, with x = u. Fix λ > µ and consider
H(x) = Ax + F(x)− λx.
The standard Newton step for solving H(x) = 0, given x(k), is to compute x(k+1),
x(k+1) = x(k) − [A+D(x(k))2 − λI ]−1 · [Ax(k) + F(x(k))− λx(k)].
This equation can be simplified as follows. Write
Ax(k) + F(x(k))− λx(k)
= [A+D(x(k))1 − λI ]x(k)
= [A+D(x(k))2 − λI ]x(k) − [D(x(k))2 −D(x(k))1 ]x(k)
and substitute to get
x(k+1) = x(k) − x(k) + [A+D(x(k))2 − λI ]−1 · [D(x(k))2 −D(x(k))1 ]x(k).
Thus the Newton step in our case has the form
[
A+D(x(k))2 − λI
]
x(k+1) = [D(x(k))2 −D(x(k))1 ]x(k).
Algorithm
1. Start with x(0).
2. For k = 0, 1, 2, . . . until convergence, solve
[
A+D(x(k))2 − λI
]
x(k+1) = [D(x(k))2 −D(x(k))1 ]x(k). (15)
The convergence properties of this algorithm are summarized in the following
theorem.
Theorem 3. Let A be an irreducible Stieltjes matrix, let
F(x) =


f1(x1)
...
fn(xn)


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where for i = 1, . . . , n, fi(0) = 0, fi ∈ C2[0,∞), limt→∞ fi(t)/t = ∞,
limt→0 fi(t)/t = 0 and f ′′i (t) > 0, 0 < t <∞. Let p be a positive eigenvector of
A corresponding to the smallest eigenvalue of A, µ. Let x be the unique positive
solution of
Ax + F(x) = λx
for some λ > µ. Let x(0) = βp > x, where β is large enough such that
min
1in
fi(βpi)
βpi
> λ− µ. (16)
Then the iteration
[
A+D(x(k))2 − λI
]
x(k+1) = [D(x(k))2 −D(x(k))1 ]x(k)
converges to x monotonically, x < · · · < x(2) < x(1) < x(0).
Proof. Since f ′i − fi(t)/t = f ′i (t)− f ′i (ξ) for some 0 < ξ < t , it follows that the
conditions of Theorem 1 and the Lemma are satisfied due to the convexity of fi .
Therefore (1) has a unique positive solution for any λ > µ. First we show that x(1)
is well defined and that x < x(1) < x(0). Since x(0) > x it follows from the facts in
Section 2 that the matrix A+D(x0)2 − λI is Stieltjes and hence x1 is well defined.
By definition,
[
A+D(x(0))2 − λI
]
x(1) = [D(x(0))2 −D(x(0))1 ]x(0). (17)
Since the matrix in the left-hand side is irreducible Stieltjes, the inequality x(1) <
x(0) will follow if we can show that
[
A+D(x(0))2 − λI
]
x(0) >
[
D
(x(0))
2 −D(x
(0))
1
]
x(0).
Since x(0) = βp this is equivalent to
µβp − λβp > −D(x(0))1 x(0) = −F(βp)
which means that for i = 1, . . . , n,
fi(βpi)
βpi
> λ− µ.
Such a choice of β is possible due to our assumptions. Let us show now that x < x(1).
Since
[A− λI ]x = −D(x)1 x,
we have[
A+D(x(0))2 − λI
]
x = [D(x(0))2 −D(x)1 ]x.
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Since the matrix in the left-hand side is irreducible Stieltjes, and because of (17)
the needed inequality, x < x(1), follows if [D(x(0))2 −D(x)1 ]x is less than [D(x
(0))
2 −
Dx
(0)
1 ]x(0) componentwise. Equivalently, for i = 1, . . . , n,
f ′i
(
x
(0)
i
)
x
(0)
i − fi
(
x
(0)
i
)
> f ′i
(
x
(0)
i
)
xi − fi(xi),
which is the same as
f ′i
(
x
(0)
i
)
>
fi
(
x
(0)
i
)− fi(xi)
x
(0)
i − xi
.
The latter inequality follows from the inequality x(0)i > xi , and from the convexity
of fi .
To complete the proof we show that if x < v < u,
[
A+D(u)2 − λI
]
v = [D(u)2 −D(u)1 ]u (18)
and [
A+D(v)2 − λI
]
w = [D(v)2 −D(v)1 ]v (19)
then x < w < v. The proof of the left inequality is identical to the proof that x <
x(1). Let us show that w < v. Let
[
A+D(v)2 − λI
]
v = z.
Since the matrix in the left-hand side is an irreducible Stieltjes matrix, and using (19)
the inequality w < v follows if we can show that
[
D
(v)
2 −D(v)1
]
v < z. (20)
Using (18) we have
z = [A+D(v)2 − λI ] · [A+D(u)2 − λI ]−1 · [D(u)2 −D(u)1 ]u
= [(A+D(u)2 − λI)+ (D(v)2 −D(u)2 )]
× [A+D(u)2 − λI ]−1 · [D(u)2 −D(u)1 ]u
= [D(u)2 −D(u)1 ]u+ [D(v)2 −D(u)2 ]v. (21)
Therefore the inequality (20) reduces to the set of coordinate-wise inequalities
f ′i (ui)ui − fi(ui)+
(
f ′i (vi)− f ′i (ui)
)
vi > f
′
i (vi)vi − fi(vi).
Simplifying we get
f ′i (ui)(ui − vi) > fi(ui)− fi(vi)
which, in turn, follows from the convexity of fi and from the fact that vi < ui . 
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Remark 3. The starting vector x(0) = βp can be chosen as follows. The vector p is
computed numerically. Given p, the condition of Theorem 3 allows one to choose β
such that (16) is satisfied. It remains to find a lower bound on β such that x < βp.
Note that (λI − A)x = F(x) and hence ‖F(x)‖ = ‖(λI − A)x‖  ‖λI − A‖‖x‖.
Since all fi are concave up and are super-linear at infinity, it follows that there exists
a constant K such that ‖F(x)‖ > (‖λI − A‖ + 1)‖x‖ −K . Given such a K we have
‖x‖ < K , and therefore the choice of
β >
K
min1in pi
will guarantee that βp > x.
For a specific F(x) the bound on β can be further detailed. Consider for example
the Gross–Pitaevskii nonlinearity F(x) = x3. One needs β such that βp > x and
such that
β3p3i
βpi
> λ− µ, i = 1, . . . , n.
The latter condition simply means that
β >
√
λ− µ
min1in pi
.
To satisfy the first condition, consider
x3 = (λI − A)x
which implies that
‖x‖3∞  ‖λI − A‖∞ · ‖x‖∞.
Therefore
max
1in
xi 
√‖λI − A‖∞,
and hence the inequality βp > x is satisfied if
β >
√‖λI − A‖∞
min1in pi
.
4. Numerical example
The conditions of Theorem 3 imply that the Newton iteration (15) is locally at
least quadratically convergent, see, for example, [5]. In practical terms it means that
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when the iterates x(m) get sufficiently close to the limit, the convergence becomes
rapid, and the number of correct digits in x(m) at least doubles with each iteration.
All of our numerical experiments with (15) indeed demonstrate such a behavior. A
typical experiment is described below.
We start with the one-dimensional prototype of the Gross–Pitaevskii equation
(4) and (5) with V (t) = t2. We truncate it on the interval [−5, 5] and discretize it
using finite differences as follows. Let n = 100, let h = 10/(n+ 1), and let ti =
5 + ih, i = 0, 1, . . . , n+ 1. Since V (t) = t2, the Stieltjes matrix A in (6) has the
following form:
A = 1
h2


2 + h2t21 −1 0
−1 2 + h2t22 −1
−1 . . . . . .
.
.
. 2 + h2t2n−1 −1
0 −1 2 + h2t2n


.
We chose the following parameter values, k = 1, λ = 2, and β = 10. We start the
iteration with x(0) = βp, where p is the positive eigenvector of A of unit norm. We
stop the iteration when the following criterion is met. Let
e1(m) = ‖x
(m) − x(m−1)‖∞
‖x(m)‖∞ ,
e2(m) = ‖Ax
(m) + kF (x(m))− λx(m)‖∞
‖x(m)‖∞ .
The iteration stops when e1(m)+ e2(m) < /. To provide the double precision of
MATLAB we chose / = 10−13. The Newton iteration (15) converges in eight itera-
tions. The values of e1 and e2 are given in Table 1.
Starting with m = 3 doubling of the number correct digits occurs until the double
precision is achieved. We remark that for sufficiently large β the iteration is strictly
Table 1
Convergence of the Newton iteration
m e1 e2
1 0.3978 × 100 0.7416 × 100
2 0.2753 × 100 0.4721 × 100
3 0.1199 × 100 0.6516 × 10−1
4 0.2150 × 10−1 0.1886 × 10−2
5 0.6771 × 10−3 0.1843 × 10−5
6 0.6766 × 10−6 0.1875 × 10−11
7 0.6810 × 10−12 0.3980 × 10−13
8 0.3070 × 10−14 0.3392 × 10−13
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Table 2
Convergence of the fixed point iteration
m e1 e2
173 0.1976 × 10−13 1.2112 × 10−12
174 0.1679 × 10−13 0.1857 × 10−12
175 0.1420 × 10−13 0.1562 × 10−12
176 0.1209 × 10−13 0.1370 × 10−12
177 0.1027 × 10−13 0.1248 × 10−12
178 0.8635 × 10−14 0.1113 × 10−12
179 0.7387 × 10−14 0.9957 × 10−13
180 0.6332 × 10−14 0.9246 × 10−13
monotone. For example, for β = 100 it takes 13 iterations and iterates decrease mo-
notonously. It is interesting to note that for smaller β, like the one used in our exper-
iment β = 10, the convergence is almost monotone. It is not true that x(0) > x(1),
but then the iteration “rectifies” itself and we observe that x(1) > x(2) > · · · > x(8).
The same type of behavior we observe in all of our numerical experiments.
For comparison purposes we also present results of convergence of the fixed point
iteration (8). We use the same values of the parameters k, λ, β and / as above and
chose c = 10. It takes 180 iterations to converge. The values of e1 and e2 for the last
eight iterates are shown in Table 2.
The numbers in this table exhibit typical linear convergence, where it takes several
iterations to gain an additional correct digit.
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