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DEVELOPMENT OF MAGNETIC RESONANCE SPECTROSCOPIC 
IMAGING METHODS TO ASSESS TUMOUR METABOLISM 
Felix Karl Kreis 
Proton detection of hyperpolarized low gamma nuclei.  Hyperpolarized molecules labelled 
with low gamma nuclei such as 15N and 13C have been proposed as magnetic resonance 
spectroscopic imaging (MRSI) agents for investigating metabolism, perfusion and pH in 
tumours.  However, the sensitivity of direct detection is limited by the low gyromagnetic ratios 
of these nuclei.  Sensitivity can be increased by transferring the hyperpolarization to spin 
coupled protons provided that there is not significant polarization loss during the transfer.  To 
exploit both the slow relaxation offered by storing the hyperpolarization in the low gamma 
nucleus and the higher sensitivity of 1H detection, polarization transfer pulse sequences for full 
and partial transfer of polarization were developed.  The possible sensitivity improvement with 
those MRSI pulse sequences was evaluated in experiments and simulations using 
hyperpolarized [1-13C]pyruvate, [2-13C]pyruvate, [1-13C]lactate and [15N2]urea. 
Glycolytic flux measurements in vivo using 2H magnetic resonance spectroscopic imaging.  
Tumour cells frequently show high rates of aerobic glycolysis, which provides the glycolytic 
intermediates needed for the increased biosynthetic demands of rapid cell growth and 
proliferation.  These high rates of glycolysis have enabled disease detection and treatment 
response monitoring using Positron Emission Tomography measurements of 2-([18F]fluoro)-2-
deoxy-D-glucose uptake (FDG-PET) and 13C magnetic resonance spectroscopic imaging of 
hyperpolarized [1-13C]pyruvate metabolism.  However, neither of these techniques allows 
quantitative mapping of metabolic fluxes.   A fast 3D deuterium MRSI sequence for dynamic 
imaging of [6,6’-2H2]glucose metabolism was developed and used to map glycolytic flux in a 
murine tumour model, demonstrating heterogeneity in glycolytic rate an early decrease 
following treatment. 
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Chapter 1 Introduction  
Currently the success of treatment in patients with solid tumours is determined by a 
measurement of tumour size1.  Typically, size is calculated from diameters measured in images 
acquired with conventional Magnetic Resonance Imaging (MRI) or Computer Tomography 
(CT) scans.  This is questionable because it is known that it can take several weeks or even 
months until a successful treatment leads to a reduction in tumour volume2–4, while other 
treatment induced changes in the tumour, such as alterations in metabolism, receptor 
expression or inhibition of proliferation may be manifest much earlier4. The long period of 
treatment with no feedback about response is particularly problematic because tumours are 
genetically and phenotypically different5 and therefore can react differently to the same 
treatment6. In the case of an ineffective treatment valuable time may be lost.  Since it is usually 
not possible to assess a tumour’s complete geno-and phenotype in advance, and start the ideal 
treatment right from the start, it is essential to shorten the period of “blind” treatment.  With 
metabolic imaging the effects of treatment can become visible much earlier than with 
conventional anatomical imaging with MRI or CT.  
1.1 Metabolic imaging in cancer 
The most characteristic aspect of the metabolism of cancer cells is their reliance on aerobic 
glycolysis rather than oxidative phosphorylation under normoxic conditions7,8. This was first 
described by Otto Warburg7–9. Aerobic glycolysis is inefficient for the production of energy in 
the form of adenosine triphosphate (ATP) but is an important source of biosynthetic 
intermediates, providing metabolites for subsidiary pathways, for example metabolites for 
protein and DNA synthesis as well as NADPH, via the pentose phosphate pathway, for lipid 
synthesis.  Cancer cells need a good supply of glucose to satisfy these biosynthetic 
requirements8,10. The shift back from this “Warburg metabolism” to normal metabolism is often 
associated with a positive treatment response11. 
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Glucose uptake can be imaged using the glucose analog, 2-[18F]fluoro-2-deoxy-D-glucose and 
Positron Emission Tomography (FDG-PET).  In this technique the radiolabelled FDG is 
injected into the patient.  When a positron emitted by the 18F nucleus hits an electron, two 511 
keV g photons are created that travel in opposite directions.  When two photons are detected 
by a detector ring around the patient at the same time, the inference is made that FDG is present 
somewhere along a line between the two detector elements.  When enough of these 
coincidences are recorded, an image mapping the FDG distribution can be calculated by back 
projection reconstruction.  However FDG-PET has limitations: In tissues with a naturally high 
uptake of glucose, such as in the brain or in tissue immediately adjacent to the bladder, 
quantification of tumour uptake is difficult12. It also has a lower sensitivity for slower growing, 
metabolically less active tumours, such as prostate, thyroid and neuroendocrine tumours4. 
Another big disadvantage, especially when repeated acquisitions are required, is the use of 
ionizing radiation.  Repeated exposure to this radiation increases the probability of DNA 
damage that could cause mutations leading to cancer.  
In 2003, Dynamic Nuclear Polarization MRI (DNP-MRI) was introduced13 and was quickly 
implemented as a promising magnetic resonance based method that allows mapping the 
distribution of 13C-labelled substrates and their metabolic products (Figure 1-1) in vivo14–16. 
Ten years later, this method was demonstrated in clinical trials17. The technique could 
potentially overcome some of the shortcomings of FDG-PET.  In DNP-MRI the nuclear spins 
in a 13C-labelled substrate are polarized externally and the labelled substrate is then injected 
into the patient (the technique is not restricted to 13C, however 13C is the most commonly used 
nucleus).  The polarization, and therefore the available signal from the labelled substrate, is 
orders of magnitude greater than at thermal equilibrium and can be detected using spectrally 
resolved imaging pulse sequences.  In preclinical18–21 and clinical22 studies it has been shown, 
that this technique can monitor treatment response in tumours. This approach, however, is still 
in its infancy and there are a lot of problems.  One of them is that it detects less sensitive nuclei, 
such 13C or 15N, instead of protons, as in conventional MRI.  This will be discussed within this 
thesis where the development of methods that enable proton observed 13C (chapter 2 and 5) 
and 15N (chapter 4) DNP-NMR spectroscopy and spectroscopic imaging will be presented, 
which can increase the sensitivity of DNP-MRI still further. 
 




Figure 1-1.  When undergoing cellular respiration, isotope labels are enzymatically removed from the introduced 
substrate molecule or its downstream metabolites.  Deuterons are enzymatically removed from [6,6’-2H2]glucose 
during the indicated steps by the following enzymes: Citrate synthetase23, aconitase24, isocitrate dehydrogenase25, 
succinate dehydrogenase26 and malate dehydrogenase27. The cleaved off deuterons end up in semi-heavy water 
(HDO). When  [1-13C]pyruvate is used, [1-13C]lactate and [13C]bicarbonate and other (not shown) metabolites can 
be observed, when [2-13C]pyruvate is used  [2-13C]lactate, [5-13C]glutamate and other (not shown) metabolites 
can be observed 28. 
In recent years, parallel to the development of DNP-NMR and MRI, other exciting technologies 
to monitor treatment response have been proposed.  Most noteworthy is the investigation of 
circulating tumour DNA29 from liquid biopsies, which could replace imaging based 
methods29,30. Also new MR imaging-based methods have been proposed.  The use of fast 
relaxing tracer molecules or denoising algorithms have enabled metabolic imaging without 
hyperpolarization.  This has been demonstrated with 13C labelled glucose31 and more 
noteworthy in 2018 with 2H labelled glucose23. In the latter case, in glioma patients, it was 
shown that oral administration of [6,6′-2H2]glucose resulted in signals from deuterated lactate 
and glutamate, which report on glycolysis and tricarboxylic acid (TCA) cycle activity 
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respectively (Figure 1-1). By using natural abundance semi-heavy water as an internal 
standard, the Deuterium Metabolic Imaging (DMI) ratio maps of the tumours were effectively 
concentration maps.  However, the images presented in this study23 were static representations 
of the metabolic state after administration of the deuterated glucose.  Chapter 6 of the thesis 
presents a fast 3D 2H chemical shift imaging (CSI) sequence, that captures dynamically glucose 
use in a murine tumour model and maps glycolytic flux following a bolus injection of labelled 
glucose.   
The theme of this thesis is the development of magnetic resonance spectroscopic imaging 
methods to assess tumour metabolism.  Chapter 2 introduces proton detection of 13C 
polarization via spin coupled protons.  Chapter 3 describes home-built RF coils used in chapters 
4, 5 and 6. Chapters 4 and 5 demonstrate partial polarization transfer imaging in [15N2]urea and 
[2-13C]pyruvate. In chapter 6 a fast 3D 2H chemical shift imaging (CSI) sequence is used to 
map glycolytic flux in a murine tumour model. 
1.2 Nuclear polarization 
1.2.1 MR sensitive nuclei 
The basic requirement for every MR experiment is the presence of net magnetization.  This net 
or bulk magnetization is the vector sum of the magnetic moments of the nuclei in the volume 
of interest.  To form a net magnetization vector, nuclei require a non-zero spin.  This is the case 
when the spin orientations of the protons and neutrons making up the nuclei do not cancel each 
other out.  Protons and neutrons build pairs with opposite spin orientations.  Therefore, a 
nucleus with an even number of protons and an even number of neutrons, for example 12C, 
does not have a nuclear spin, and is therefore NMR invisible.  Nuclei with an odd number of 
protons and/or an odd number of neutrons possess a nuclear spin.  In this thesis, 2H,13C,15N and 
1H nuclei were studied.  
1.2.2 Thermal equilibrium polarization 
MR sensitive nuclei per se would still not form a net magnetization vector: Each nucleus might 
have a non-zero spin, however without any preference for the orientation of their associated 
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magnetic dipole they would be distributed randomly and therefore in any volume containing 
more than a couple of nuclei the magnetization would average to zero.  The situation changes 
drastically when an external magnetic field B0 is applied.  It is slightly more energetically 
favourable for the magnetic moments to align parallel, rather than antiparallel, to the external 








ℏ is Planck’s constant divided by 2π and kB is Boltzmann’s constant.  This population difference 
ultimately breaks the symmetry and leads to a non-zero net magnetization.  At room 
temperature and 1.5 T around five out of one million protons contribute to the net 








The net magnetisation 𝑀$$⃗ ; and therefore the NMR signal are proportional to this polarization.   
1.2.3 Dynamic nuclear polarization 
NMR and MRI suffer from a low Signal-to-Noise Ratio (SNR) as a consequence of this 
intrinsic weak magnetization.  Imaging at reasonable spatial and temporal resolutions has so 
far only been possible using the proton magnetization on water and fat molecules.  Here the 
sheer abundance of water protons in combination with their high gyromagnetic ratio leads to a 
large net magnetization.  
In 2003 it was first shown that the polarization enhanced far beyond thermal equilibrium levels 
using dynamic nuclear polarization (DNP) could be retained in the liquid state following 
dissolution of the frozen hyperpolarized substrate in a superheated solvent13.  The method is 
based on polarizing nuclear spins in the solid state at low temperatures.  To achieve this in a 
liquid sample, a glass-former (often known as the glassing agent) may be added in order to 
produce an amorphous solid after freezing. Also, a radical compound is added to the sample to 
provide unpaired electrons which act as a bath of polarisation that can be transferred to the 
nuclear spins.  The glassing agent prevents a well-defined crystal structure forming and acts to 
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ensure that the radical compound is randomly distributed about the sample. At high field 
(approximately 3 T) very low temperatures (~1.2 K), the electron spins, which have a much 
larger magnetic moment than the nuclear spins, are nearly completely polarized (Figure 1-2).   
  
Figure 1-2.  Electron and 13C polarizations at different temperatures. 
The sample is irradiated at a frequency close to the Electron Spin Resonance (ESR) frequency, 
which in certain cases causes polarization transfer from the electrons to the nuclei.  This transfer 
is facilitated by a combination of physical effects32. While originally the first theoretical 
proposal33 and practical implementation34 of solid state DNP was demonstrated using the 
Overhauser effect33, the main contributors in modern dissolution DNP hyperpolarizes are the 
cross effect, thermal mixing and /or the solid effect35.  Involving protons as an intermediate 
carrier of polarization can accelerate the process and improve the maximal achievable 
polarization36. In the context of a clinical DNP experiment, it is necessary before injecting the 
hyperpolarized substrate into patients, that the potentially toxic radical that provides the free 
electrons is filtered out36 or, if a non-persistent radical is used, is annihilated due to the 
temperature change during the dissolution process37. 
In detail the DNP process works as follows: The sample is brought to liquid helium temperature 
in a strong magnetic field, in the here presented work a HyperSense polarizer with a field 
strength of 3.35 T was used.  Incorporated in the sample are a glassing agent and free radicals, 
in our case the in the form of OX63 trityl radical.  Glassing agents, such as glycerol, are used 
to prevent crystallisation of the sample.  This ensures a uniform distribution of the radicals and 
the nuclei in the sample. As the electron gyromagnetic ratio is several hundred times higher 
than the 1H 13C or 15N gyromagnetic ratio, the electrons are almost fully polarized at these low 
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temperature high magnetic field strength conditions, while the low gamma nuclei are still 
orders of magnitude away from unity polarization (Equation 1.1 and Figure 1-2).  
When the electron Larmor frequency ωe of two electrons in the sample is separated by the 
Larmor frequency ωn of the target nuclei (13C or 15N) and the two electrons are dipolar coupled, 
a microwave irradiation at ωMW =ωe ± ωn can induce a single quantum (SQ) transition of the 
electron spin that leads to the polarization of the nuclei (cross effect) through nuclear spin flip-
flops38. The fast relaxation of the electron compared to the nuclear spin means that the 
polarisation can build up over time by continuous irradiation of this electronic SQ transition. 
In order for some of the electrons and nuclei to match the condition ωe ± ωn = ωMW it is 
necessary to have a broad EPR linewidth. Hovav et al. showed that the polarisation achieved 
on the nuclear spins is directly proportional to the polarisation gradient created in the ESR line 
between the two electrons involved in the cross effect mechanism39.   
If more electrons per nuclei are involved in the process this hyperpolarization mechanism is 
called thermal mixing. Thermal mixing requires high concentration of electrons with an 
inhomogeneously broadened ESR line. Traditionally this mechanism was described with 
classical thermodynamic methods by introducing the concept of heat loads that are associated 
with each of the spin baths within the system (i.e. the electron Zeeman spin bath, Hyperfine 
spin bath and nuclear Zeeman spin bath). However, recently Karabanov et al. have introduced 
a quantum mechanical method for describing the thermal mixing process40.  
A more elaborate mechanism that relies on second order effects is the solid effect: In a scenario 
where one electron and one nuclear spin Hamiltonian is a sum of the Zeeman interaction and 
the hyperfine interaction, electron single quantum transitions induced by irradiation at ωe lead 
to loss of electron polarization.  At the same time, electron-nuclear zero or double quantum 
coherence transitions are induced at the frequency ωe ± ωn. Irradiation of one of these can lead 
to polarization transfer from electrons to nuclei41. 
In all cases, the nuclear hyperpolarization is distributed via the dipolar coupling network to all 
the nuclei in the sample via a process known as spin diffusion42.  An effective dipolar coupling 
network is given by the glassy matrix.  In reality the DNP process is driven by a combination 
of the described effects, whereby thermal mixing is the predominate effect at temperatures 
below 4.2K 43.   
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Dissolution DNP has enabled a whole new field of MRI research.  Nuclei that conventionally 
gave very low signal in MRI, because of both low abundance and low polarization, most 
notably 13C, could now be used for imaging.  This is remarkable, because unlike traditional 
proton MRI, that mostly shows water proton density, T1 or T2 dependent contrast, and therefore 
anatomical features, DNP-MRI can be used to generate images where the signal describes the 
abundance of a molecule of interest and can be used to monitor its biochemical conversion in 
real time44.   
1.3 A classical description of MRI 
1.3.1 Excitation  
Initially the net magnetization 𝑀$$⃗ ; is aligned with the direction of the polarizing field B0 ,which 
defines the z-axis e$⃗ L.  To generate precessing magnetization that can be observed as an 
electromotive force induced in the RF coils, 𝑀$$⃗ ; must be tipped into the transversal plane.  This 
is achieved with Radio Frequency (RF) pulses oscillating at the Larmor frequency ωL = 2πν = 
ɣB0.  In a rotating frame where the observer rotates with ωL around e$⃗ L , the magnetic e$⃗ M and e$⃗ N 
components of these pulses are usually described as the external field 𝐵$⃗ O(𝑡).  A constant phase 
RF pulse with constant amplitude B1 applied for a time tp causes the net magnetization to tilt 
by a flip angle of ɣB1tp radians into the transversal plane.  Such a simple pulse is called hard 
pulse.  Varying the amplitude and phase of 𝐵$⃗ O(𝑡) gives endless possibilities for generating 
specialized pulses, such as adiabatic pulses.  During adiabatic pulses the net magnetization is 
forced to follow an effective field vector in the rotating frame generated by a frequency sweep 
of 𝐵$⃗ O(𝑡)45,46. Combinations of these frequency sweeps can be used to induce arbitrary flip angle 
over spatial inhomogeneities in the excitation field or off-resonances (Figure 1-3).   
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Figure 1-3.  Simulated a) excitation and b) phase profile of an B1-insensitive rotation (BIR4) pulse.  The pulse is 
designed to induce a flip angel of 50° for a range of B1 and centre frequency offsets.  This shaped pulse is used in 
chapter 6 to induce homogenous excitation over the region of interest in vivo with a surface coil.  The 2 ms long 
BIR4 pulse was designed as described in Garwood et al. 47. 
 
Spectrally selective pulses use amplitude modulations that result in excitation of only certain 
resonances while leaving others in the initial state.  Sinc modulated pulses have a rectangular 
spectral excitation profile, gaussian shaped pulses excite a gaussian shaped profile.  When such 
a pulse is applied during a magnetic field gradient, the spectral bandwidth of the pulse can be 
used to selectively excite a spatial slice orthogonal to the gradient direction48. More 
complicated pulse and gradient designs can be used to selectively excite in the spectral and in 
the spatial domain at the same time49. In hyperpolarized MRI it is often necessary to probe 
several resonances while storing the hyperpolarization in a different resonance, therefore 
specialized RF pulses have been developed50,51. 
1.3.2 Relaxation 
When perturbed from its thermal equilibrium state 𝑀$$⃗ ; = e$⃗ L	𝑀;, relaxation drives the net 
magnetization back to this state.  In the equilibrium state the net magnetization is aligned with 
the B0 field (z-axis) and has a polarization described by the Boltzmann distribution (equation 




Figure 1-4.  a) T2 decay drives magnetization towards zero.  b) T1 relaxation restores thermal equilibrium 
polarization. 
1.3.2.1 Local fields 
Each magnetic moment is influenced by the magnetic field created by nearby magnetic dipoles.  
These fields are localized and vary in magnitude and orientation due to thermal motion.  When 
the local field variation is in the range of the Larmor frequency it will have an effect on nearby 
magnetic moments.  The biggest contributor to the power spectrum of this field are dipolar 
coupling and molecular tumbling.   While in reality the local fields induced by dipolar coupling 
are not uncorrelated, analysis of the effects of relaxation is often performed with the assumption 
that they are randomly fluctuating uncorrelated fields. 
1.3.2.2 Transverse relaxation: T2 and T2* decay 
The longitudinal components of the local field cause the net magnetization to dephase in the 
transverse plane.  This happens due to the random distribution of the local fields in this 
direction.  The part of the bulk magnetization that is dephased by static local fields can be 
recovered by reverting the time evolution of the dephasing with a spin echo52.  The part that is 
dephased by fluctuating local fields cannot be restored.  The decay describing transverse 
relaxation that includes both effects is known as 𝑇R∗ decay.  The decay describing only the 
influence of changing local fields is called T2 decay, where 𝑇R∗  and T2 are the time constants 
describing the first order rate of decay of the net transverse magnetization (Figure 1-4a). 
1.3.2.3 Spin-lattice relaxation towards thermal equilibrium: T1 decay 
Relaxation in the longitudinal direction is also due to randomly fluctuating local fields.  
However, magnetization does not decay to zero but to its thermal equilibrium value (Figure 
1-4b).  As mentioned before, each spin sees the magnetic field generated by neighbouring spins, 
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which varies in magnitude and orientation with thermal motion.  If, by chance, the oscillation 
of a local field is in the range of the Larmor frequency it will affect the reorientation of the 
magnetic moment.  Longitudinal magnetization does not decay to zero because the reservoir of 
spin energy is coupled to the reservoir of thermal motion53. When the polarization is artificially 
enhanced, the energy of the spin energy reservoir is increased.  Two cases of interaction with 
the thermal motion reservoir can take place: 
a) The local field results in an alignment towards the z-axis, the energy of the 
interaction between the spin and the field is reduced, and energy flows into the 
surroundings (into the thermal motion reservoir).  
b) When turned away from the z-axis, surrounding energy flows into the spin 
reservoir. 
Because the thermal motion reservoir is in equilibrium, higher energy states of this reservoir 
will be more likely available.  That makes case a) more probable.  Hence more often magnetic 
moments are rotated towards z than away from z. Eventually, thermal equilibrium is restored 
when the population of the energy levels in both reservoirs corresponds to the Boltzmann 
distribution (equation 1.1). 
To summarize, during relaxation the lattice provides random time varying fields that restore 
the magnetization to thermal equilibrium.  The fact that this happens relatively slowly 
(milliseconds to seconds) is one of the reasons why NMR and MRI are so successful, because 
it allows time for manipulation and subsequent observation of the non-equilibrium state.  
Electron Spin Resonance relaxation times, for example, are only micro to nano seconds long54. 
1.3.3 Bloch equations 



















Combining this with the effect of an external field 𝐵$⃗  on the magnetization  𝑀$$⃗  
d
dt𝑀
$$⃗ = γ𝑀$$⃗ × 𝐵$⃗  
gives the Bloch equations55 
d
dt𝑀U = γY𝑀






















which can be used to calculate the magnetization vector under the influence of an external field 
and relaxation. 
1.3.4 Signal-to-noise ratio (SNR) 
Polarization is one of the factors that can influence the signal in an MR experiment.  Another 
is the precession frequency, which depends on the field strength and the gyromagnetic ratio.  
Signal S is proportional to the frequency ν\:  S ∝ ν\MMN.  If a steady state signal is observed, 
where the repetition time TR is so short that full relaxation is not possible, then another 
parameter needs to be taken into account, which is the T1 relaxation time.  Using a flip angle 
θ, the signal then becomes proportional to 56 
𝑆(𝜃, 𝑇𝑅, 𝑇O) ∝ sin 𝜃
1 − 𝑒.5e/5g
1 − 𝑒.5e/5g cos 𝜃	. 
When n averages are acquired with a repetition time TR over a time t, the signal to noise ratio 
(SNR) of the summed spectrum grows with √𝑛 = l𝑡/𝑇𝑅 . Therefore  





1 − 𝑒.5e/5g cos θ	. 
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The largest SNR is achieved when the flip angle 𝜃	fulfils the Ernst angle57 condition, where 
𝜃 = arccos 𝑒.5e/5g.  Combining this expression with that from Callaghan58  
𝑆𝑁𝑅 ∝ γ(OO/q)𝐼(𝐼 + 1) 
which approximates the SNR for different thermally polarized nuclei with spin quantum 
number I and gyromagnetic ratio ɣ at the same polarizing field, allows a comparison of the 




γ(OO/q)𝐼(𝐼 + 1)	. (1.2) 
This explains why, at thermal equilibrium, observation of 2H glucose (I = 1, T1 = 0.064 s 23, ɣ 
= 6.536 MHz/T) is more SNR efficient than observation of 13C labelled glucose (I = 1/2, T1 = 
8.9 s 12, ɣ = 10.7084 MHz/T).  The implications this has for the SNR of 1H, 2H and 13C labelled 
substrates is illustrated in Figure 1-5. 
 
Figure 1-5.  SNR efficiency according to equation 1.2.  The T1 times are taken from the literature.  For [U-2H, U-
13C]glucose T1 = 8.9 s 12, for [1-13C]lactate T1 = 45 s 59, for [3,3,3-1H3]lactate T1 = 1.55 s 60, for glucose 1H T1 = 
3.6 s (the average of 1H2 – 1H6 and  1H6’ from Wang et al.61), for [6,6-2H2]glucose T1 = 0.064 s 23 and for [3,3-
2H2]lactate T1 = 0.297 s 23.  The literature values were measured at different field strength and in different 
environments, therefore this is not a quantitative comparison but an illustration of how short T1 times can 
compensate for low gyromagnetic ratios. 
1.3.5 Chemical shift 
MR sensitive nuclei in molecules are exposed to an external B0 field that is modulated by their 
chemical environment.  This is because the B0 field causes orbital electrons to circle around 
the B0 vector.  This induced circular movement of the electrons is effectively a current and 
therefore causes a small magnetic field with opposite orientation to the B0 field.  Nuclei within 
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this electron could therefore experience a field weakened by their characteristic electronic 
surroundings.  Consequently, the respective resonance in the spectrum is shifted by a factor 
(1+σ(ppm)×10-6), where σ is the chemical shift of the nucleus.  The chemical shift when 
expressed relative to a reference frequency (typically Tetramethylsilane - TMS) 




is independent of the B0 field.  This makes chemical shifts, expressed in ppm, comparable 
regardless of the field strength. 
1.3.6 Magnetic field gradients 
Key to all MRI experiments is the encoding of physical space by manipulation of the local 
magnetization precession frequencies.  This is done with magnetic field gradients.  
1.3.6.1 Phase encoding 
A gradient G(t) influences the local precessional frequency ω = 2πν as follows: 
ω(𝑦, 𝑡) = γ𝐺W(𝑡)y	. 
If the gradient is applied for a duration T, the accumulated phase ϕ of a magnetization vector 
at position y is 







where ky is the k-space offset, which is proportional to the gradient area.  The k-space signal 
can be written in continuous form as:  
𝑆Y𝑘WZ = 𝑀VW(𝑦)𝑒.(W) dy	. 
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where Mxy=Mx+iMy and y = nΔ𝑦 and Δy and n are the pixel size and number of pixels, 
respectively.  Repeating the phase encoding N times for N different values of Gy produces N 
different sets of phase-encoding twists, or ky values.  This provides sufficient information for 
𝑀(𝑛 𝛥𝑦) to be reconstructed by means of inverse Fourier Transformation48. 
1.3.6.2 Frequency encoding 
Instead of applying a gradient before the signal acquisition, the gradient can also be used during 
acquisition, which leads to a decoding of the physical space with frequency instead of 
accumulated phase.  This as well as phase encoding are explained in greater detail in the 
literature48.   
1.3.6.3 Slice selection 
The third application of gradients to encode physical space is the use of gradients during the 
RF pulses.  This allows selection of spins that contribute to the net magnetization by defining 
the spatial excitation profile with a gradient and a pulse, shaped in such a way that it only acts 
on the spins resonating on the frequencies defined by the gradient.  
1.3.6.4 Alternative form of signal localization 
Another important option for localization of MR signal that does not involve gradients is the 
strategic use of coils with limited receive and/or excitation profiles.  The signal acquired with 
such coils will only originate from a region close to the coil.  
1.4 Quantum mechanical description of NMR  
Most of magnetic resonance imaging can be explained with the classical description of the 
NMR experiment and the principles presented in the previous section.  In this classical picture 
evolution of the local net magnetization formed by the magnetic moments is described with the 
Bloch equations.  However, if one uses magnetic resonance methods to manipulate and observe 
a system of interacting spins, the classical description is no longer suitable.  To develop useful 
pulse sequences and understand the resulting spectra and images, the spectroscopist needs tools 
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from quantum mechanics.  As a foundation for the work presented in chapters 2, 4 and 5 these 
tools will be introduced here.  
This brief introduction is based on the book Spin Dynamics62 and on Prof. Spielman’s 
Lecture63.  
In quantum mechanics, the trajectory is replaced with the wave function  |𝜓(𝑡)⟩ that follows 
the Schrödinger equation 


|𝜓(𝑡)⟩ = −𝑖 𝐻"(𝑡)|𝜓(𝑡)⟩. (1.3)
Where on the right hand side of the equation a factor ℏ (Planck’s constant divided by 2π) can 
be added to change from atomic units to SI units.  The Hamiltonian operator 𝐻"(𝑡) is associated 
with the energy of the system and the wavefunction |𝜓(𝑡)⟩ describes the current state of the 
system in terms of probabilities.  
1.4.1 The magnetic moment  
Unlike classical physics, quantum mechanics involves two types of angular momentum: the 
orbital angular momentum, which is associated with the classical angular momentum of orbital 
revolution, and spin angular momentum.  Spin angular momentum is a strictly quantum 
mechanical and intrinsic property of certain particles that has no classical equivalent.  It was 
first inferred from experiments by Stern and Gerlach64. A consequence of spin angular 
momentum is that certain nuclei have a magnetic moment.  The magnetic moment operator µ' 
can be derived from the spin angular magnetic moment operator  𝐼: 
µ' = γℏ𝐼	 
where ℏ is Planck’s constant divided by 2π . The value and sign of the gyromagnetic ratio 𝛾 
depends on the nucleus.  If γ > 0, the magnetic moment is parallel to the spin angular 
momentum (as in 1H, 2H, 13C, …).  If γ < 0, the magnetic moment and the spin angular 
momentum are antiparallel (as in 15N).  The spin angular momentum projection onto the axis 
of a strong magnetic field 𝐵$⃗ ;, is the spin angular projection quantum number m.  The magnetic 
moment for each spin in a state m is  
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µ = mℏγ	. 
Net magnetization arises from the contributions of many magnetic moments.  As in the classical 
description, this magnetization can be detected with RF coils.  
1.4.2 Energy, eigenvalues and eigenstates 
The energy levels of a spin system can only take a characteristic number of discrete values.  
There are I(I+1) possible values, where I is the spin quantum number.  To each energy level 
corresponds a projection quantum number m.  In the absence of a magnetic field, the states are 
indistinguishable.  When a magnetic field B0 is applied, the energy levels spread and are 
distinguishable (Zeeman splitting).  In this thesis we will encounter nuclei with spin ½ (1H, 
13C, 15N) and nuclei with spin 1 (2H).  For the nuclei with spin I = ½, m = −½ or +½.  For 
nuclei with spin I = 1, m = −1, 0 or +1.  The energy of each spin in state m is  
𝐸 = −µ𝐵;	.	 
In a spin ½ system, the eigenstate |α⟩	 (m = +½)	 has	 energy 𝐸 = −
O
R
ℏγ𝐵; . This state 
represents the case of parallel alignment with B0 and is energetically favourable.  The high 
energy state |β⟩	 (m = -½)	 has	 energy 𝐸  = +
O
R
ℏγ𝐵; . This state represents the case of 
antiparallel alignment with B0 and is less favourable.  While the energies are eigenvalues of 
time independent Schrödinger equation  
𝐻"¡zz¢ |𝐴⟩ = 𝐸|𝐴⟩	, 
the states are eigenstates of same equation.  In a spin ½ system only two eigenstates are 
possible.  A spin 1 system, in contrast, has three eigenstates −ℏγ𝐵;, 0  and ℏ𝛾𝐵;. 
For a spin ½ nucleus the superposition of its eigenstates is  
|ψ⟩ = 𝑎|α⟩ + 𝑏|β⟩	. 
The complex coefficients a and b dictate probabilities for the system to be in either 








ª  .  The probabilities, which add up to 1, are: 
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𝑝 = |𝑎|R 
𝑝  = |𝑏|R. 
Any spin state may be represented as a superposition of the 2I+1 corresponding Zeeman 
eigenstates.  The spin operator of a nucleus with quantum number I may therefore be 
represented as matrices with dimension (2I+1).  For example, the matrix representations of the 























The matrix representations of the angular momentum operators for a spin 1 system, in the 






















These operators have one very important property, which is cyclic commutation: 
´𝐼, 𝐼µ¶ = iϵ¸¹𝐼3	. (1.4) 
This will allow us later on to use an intuitive formalism to examine the time development of 
these operators.  The cyclical commutation gives a first hint to the importance of the concept 
of rotation when evaluating the time evolution of these operators.  In the context of this work, 
no deeper understanding of the states is necessary.   
“Remarkably, it appears to be possible to exploit and manipulate these spin states, without 
ever acquiring a deeper understanding of what these states actually are.  Maybe the spin states 
are their mathematical properties- nothing more, and nothing less.” 
Malcom Levitt62 
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1.4.3 The Hamiltonian operator 
The operator that extracts the possible energy states of a system as eigenvalues when acting on 
the wavefunction is the Hamiltonian operator 𝐻".  In NMR, the Hamiltonian can be independent 
of time, for example the terms describing the molecular structure or the permanent magnetic 
field.  It can be periodic in time, for example an RF excitation with constant frequency and 
amplitude.  It can also be a function of time, for example a shaped RF pulse.  Or it can be 
random in time as in the case of certain types of relaxation.  
If the state of a system is known, the Hamiltonian operators will describe its state at any time 
in the future. Measurements of the system also imply the application of Hamiltonian operators.  
In quantum mechanical calculations and simulations, we therefore aim to describe the world 
and our observation of it (measurements) in terms of Hamiltonian operators.  
1.4.3.1 Zeeman Hamiltonian 
We can express energy in the units of rad s-1 and can therefore remove the factor ℏ when 
expressing the magnetic moment in terms of the spin angular magnetic moment µ$⃗ = γI⃗.  The 
interaction energy between the magnetic field, 𝐵$⃗ , and the magnetic moment is given by the 
Zeeman Hamiltonian 
𝐻"Uzz¢ = −γ𝐵$⃗ × 𝐼
. 
A chemical shift σ of a nucleus relative to the rotating frame frequency in an external magnetic 
field 𝐵$⃗ ; = 𝑒U𝐵; leads to the Zeeman Hamiltonian 
𝐻"Uzz¢ = −𝛾(1 − σ)B;𝐼U = 𝛺;	𝐼U	. (1.5) 
1.4.3.2 External Magnetic Field Hamiltonian 
An on-resonance RF excitation with an amplitude B1 and a phase ϕ relative to the rotating 
reference frame can be expressed with the Hamiltonian   
𝐻"eÀ = γBOY𝐼V cosϕ + 𝐼W sinϕZ. 
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A hard pulse around the rotating frame x-axis is expressed as: 
𝐻"eÀ = ωO𝐼V, (1.6) 
where ωO = γBO is the amplitude of the BO field in rad s-1. 
1.4.3.3 The Interaction Hamiltonian 
In the most general case, the interaction Hamiltonian describes all interactions between 
different spins.  It has an application in relaxation theory where it describes the intramolecular 
through space interaction of dipole or quadrupole fields65. The most important interaction 
mechanism is the through-bond or J-coupling interaction (also known as scalar, spin-spin or 
indirect coupling).  This interaction of spins is mediated by electrons. 
 
Figure 1-6.  Energy levels of spin systems.  From left to right: Zeeman splitting in a one spin system, Zeeman 
splitting in a two-spin system and Zeeman splitting with additional J-coupling in a two-spin system. 
For illustration, consider a simple system of two nuclei and two electrons.  The nuclear spin of 
the first nucleus will polarize a nearby electron spin antiparallel to its own state.  Because of 
Pauli’s exclusion principle another electron in the same bond can then no longer be in the same 
antiparallel state and will have to go into the parallel state.  This parallel state electron will 
polarize the second nuclear spin in its proximity to be antiparallel.  Thereby a coupling is 
generated that connects nuclear spins at distant sites in the same molecule.  The relevant 
mechanisms are Fermi contact interaction (nucleus - electron interaction), Pauli’s exclusion 
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principle (electron – electron interaction) and a second Fermi contact interaction (electron - 
nucleus interaction).  The splitting (Figure 1-6) in the spectra caused by this interaction is 
expressed in Hertz and described by the letter J, hence J-coupling.  The value of J doesn’t 
depend on the B0 field strength.  Unlike through space couplings, the J-coupling is not averaged 
out by motion in isotropic liquid substrates and is therefore an extremely important mechanism 
to determine structure and manipulate spin population levels in liquid state NMR.  The 
Hamiltonian describing a heteronuclear coupling in an isotropic liquid is 
𝐻"ÂyzÃ ÃÄÅÆÇÈ = π𝐽	2𝐼U𝑆U	. (1.7) 
1.4.4 NMR in Liouville space 
It is convenient to describe NMR in Liouville space where the density operator 𝜌'  is a 
probability weighted sum over the individual state densities.  The diagonal elements are the 
populations, their difference indicates polarization.  The off-diagonal elements are coherences, 
which indicate transverse magnetization or more complicated states like singlet states. 
The density matrix of a spin ½ ensemble is: 
ρ' = |φ⟩⟨φ|ÎÎÎÎÎÎÎÎÎ = ®
ρ ρ 
ρ  ρ  ¯. 




ρ' = −𝑖´𝐻", ρ'¶ (1.8)	
= −𝑖𝐻""ρ'. (1.9) 
The double hat indicates a super operator, in this case the commutator of the Hamiltonian 
operator 𝐻""	𝑥	 = ´𝐻", x¶.  Observables of the statistical ensemble can be calculated as:  
Ô𝐴ÕÎÎÎÎ = 𝑇𝑟×ρ'𝐴Ø	. 
The evolution under the influence of a time independent Hamiltonian can be calculated as: 
ρ'(𝑡) = 𝑒.Ù""ρ'(0) = 𝑒.Ù"ρ'(0)𝑒Ù"	. (1.10) 
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Evolution under the influence of a time dependent Hamiltonian can be approximated by 
rewriting the time dependent Hamiltonian with piecewise time independent (constant) 
Hamiltonians and applying them sequentially: 
ρ'(𝑡 = 𝑡O + 𝑡R … ) = ⋯𝑒.Ù
""ÜÜ𝑒.Ù""ggρ'(0)	. 
1.4.5 Product operator formalism 
The effect of an NMR pulse sequence on the density operator can be calculated with a 
formalism that illustrates transitions of the operator as rotations around axes defined by the 
acting Hamiltonian.  This formalism is called the product operator formalism.  Key to this 
formalism is the identity: 
𝑒.ÝÞ""B" = B" cos θ + i´A", B"¶ sin θ . (1.11) 
Which is true for all cyclically commuting operators.  As stated in equation (1.4), the spin 
operators 𝐼V , 𝐼W and 𝐼U cyclically commute.  Their commutations ´𝐼, 𝐼µ¶ = 𝑖𝜖µ3𝐼3  are  
´𝐼V, 𝐼W¶ = i𝐼U, 	 ´𝐼W, 𝐼U¶ = i𝐼V	and	 ´𝐼U, 𝐼V¶ = i𝐼W	. (1.12) 
The product operator for two spin systems have similar properties: 
´𝑆 V, 2𝑆 W𝐼 U¶ = 𝑖2𝑆U𝐼U	, 	 ´2𝑆V𝐼U, 𝑆W¶ = 𝑖2𝑆U𝐼U	. (1.13) 
Comparing equations (1.11) to (1.13) reveals that the time evolution of  ρ' under the influence 
of a time independent 𝐻" that cyclically commutes with ρ' can be described as a rotation away 
from the initial ρ' into the state defined by the commutation.  These rotations have to be 
evaluated sequentially for the components that cyclically commute, i.e. 𝐼V , 𝐼W , 𝐼U,  2𝑆V𝐼U… 
with the respective parts of the acting Hamiltonian.  The angle of that rotation is described by 
parameters of the Hamiltonian (Figure 1-7).  
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Figure 1-7.  In the product operator formalism, time evolution can be understood as rotations away from the initial 
state into a new state defined by the commutator of the Hamiltonian and the initial state.  The angle of rotation is 
defined by the duration of the applied Hamiltonian and, dependent on the type of evolution, the offset, the RF 
field strength or the coupling constant. 
1.4.5.1 Evolution under a constant on resonance RF field 
A fixed amplitude RF pulse around the rotating frame x-axis can be written as 𝐻"eÀ = ωO𝐼V 
(equation 1.6).  The time evolution of 𝐼U for an interval τ according to equation (1.10) is:  
ρ'(τ) = 𝑒.âgãä𝐼U	. 
Using equations (1.11) and (1.12) yields 
ρ'(τ) = 𝐼U cosωO τ − 𝐼W sinωO	. 
This is exactly what we would expect in the classical picture when 𝑀$$⃗ U is rotated by an angle 
ωOτ around the x-axis of the rotating frame.  Similar relations can be deduced for all angular 
momentum operators.  
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1.4.5.2 Offset evolution 
A spin with an offset 𝛺; relative to the rotating frame frequency experiences a Hamiltonian 
𝐻"Uzz¢ = 𝛺;	𝐼U . Using equations (1.11) and (1.12) shows for ρ'(0) = 𝐼V : 
ρ'(τ) = 𝑒.å2ãæ𝐼V = 𝐼V cos𝛺; τ + 𝐼W sin𝛺; τ	. 
The evolution for ρ'(0) = 𝐼W can be derived the same way. 
1.4.5.3 J-coupling evolution 
Even though we lose the classical analogy of rotating magnetization in three-dimensional 
space, evolution under the J-coupling Hamiltonian (equation 1.7) is mathematically no more 
complicated than the previous rotations.  Using the definition (1.11) and the identities (1.13), 
the result is still a rotation, but now the axes are defined by coherences corresponding to in-
phase and anti-phase terms instead of just in-phase terms.  For ρ'(0) = 𝐼V the result of evolution 
for a time τ is: 
ρ'(τ) = e.çRãæèæéIM = IM cos πJτ + 2INSëL sin πJτ	. 
Similarly, the evolution for ρ'(0) = 𝐼W is 
ρ'(τ) = e.çRãæèæéIN = IN cos πJτ − 	2IMSëL sin πJτ	. 
1.4.5.4 Evolution of higher order spin systems 
The evolution of every spin system of the form ISN or INS under the influence of evolving 
offsets, J-couplings or pulses can be evaluated by applying sequentially the relevant rotations 
for each spin.  This works, because rotations of a spin do not affect operators of other spins as 
operators corresponding to different spins commute with each other.53 
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1.4.6 Relaxation 
A shortcoming of the product operator approach is that it does not include the influence of 
relaxation in its predictions of the density operator.  Relaxation is the process by which phase 
coherence among spins returns to its equilibrium value (as given by the Boltzmann 
distribution).  As introduced in section 1.3.2, the basic principle in relaxation theory is that 
spatial and temporal magnetic field variations of the surroundings couple the spin system to 
the lattice structure and thereby allow it to return to thermal equilibrium.  In other words, the 
lattice structure acts as a heat sink for the spin temperature.   The magnetic field variations can 
have different origins, but they always average to zero for a large number of spins.   
For a full description including relaxation, the Liouville-von Neumann equation (1.8) needs to 
be extended by an additional term to the Hamiltonian representing all the fluctuating 
interactions that average to zero for large numbers of spin systems.  These additional terms are 
also called incoherent contributions.  The part that is the same for all spins is, in this context, 
called the coherent part of the Hamiltonian.  Combining the two parts of the Hamiltonian gives 
the new expression for the Liouville-von Neumann equation  
∂
∂𝑡 ρ' = −i´𝐻
"íîï + 𝐻"ðíîï, ρ'¶	. 
The incoherent or fluctuating Hamiltonians describe all the processes relevant for relaxation 
such as dipolar and quadrupolar couplings and chemical-shift anisotropy. Introducing the 
thermal equilibrium density operator 𝜌'zñ and assuming that the incoherent Hamiltonian is 
random (bias-free perturbation) and that the time scale of random fluctuations is much shorter 
than changes in the density operator (weak collision or Redfield limit)66.  The master equation 
with relaxation can be written as 67  
∂
∂t ρ' = −i𝐻
"";ρ' − Γëë×ρ' − ρ'óôØ. 
There are sophisticated ways of solving this equation under general conditions, however they 
require precise knowledge of relaxation pathways far beyond the simple relaxation time 
constants T1 and T2.  We will therefore consider only the simplest cases that can be described 
with these parameters, which are borrowed from simpler descriptions of NMR and MRI.  In 
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this semi-classical approximation, relaxation is assumed to be simply caused by randomly 
fluctuating fields.  We can straightforwardly assign measured relaxation values T1 to the Iz 
operators and T2 to Ix and Iy operators.  The relaxation rates R=1/T of the anti-phase 
magnetization operators of multi spin systems (Ix Sz etc.) are the sum of the relaxation rates of 







The multi spin system simulations presented in chapters 2, 4 and 5 were performed in 
SpinDynamica68, which is a package for Mathematica (Wolfram Research, Inc., Champaign, 
Illinois, USA).  The aim of SpinDynamica is to simulate an experiment by entering the 
Hamiltonian and relaxation superoperator of a spin system68. 
1.4.7.1 Hamiltonian operator in SpinDynamica 
For a simulation, first the number of spins making up the spin system is defined, then the 
Hamiltonian describing the time independent part, usually the structure and the chemical shifts 
for the molecule are specified.  The code excerpt: 
SetSpinsystem[2]; 
H0= 2 pi (-90) opI[1,“z”]. opI[2,“z”] 
for example, describes a two-spin system in the rotating reference frame where spins #1 and 
#2 are J-coupled with J = -90Hz.  To evaluate the time development of spin #1 Iy under a 90° 
x pulse followed by an interval 1/J of free evolution, a sequence of events is described as 
pulseSequence={RotationSuperoperator[{1},{pi/2,”x”}],{None,1/J}} 
Time development of the spin system is then evaluated using the Trajectory[] function: 
Trajectory[opI[1,“z”]à opI[1,“y”], pulseSequence , BackgroundGeneratoràH0] 
To simulate shaped pulses the ShapeFunction[] instruction is used to let time dependent 
Hamiltonians act on the spin system. The simulation of an adiabatic BIR4 pulse47 and its effect 
on two spins coupled to a third spin is illustrated in Figure 1-8. 
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Figure 1-8.  SpinDynamica code for simulation of a BIR4 90° pulse on a 3-spin system where spin #1 and #2 are 
coupled to spin #3 with J=-90 Hz. 
1.4.7.2 Relaxation in SpinDynamica 
Spin relaxation is incorporated into spin dynamical simulations by including a relaxation 
superoperator Γë as the incoherent part of the Hamiltonian.  While SpinDynamica can handle 
relaxation superoperators with non-diagonal entries for specific relaxation mechanisms we 
focus on the use of the semi classical model using only two parameters (T1 and T2) per spin, 
the longitudinal and transversal relaxation times.  This is implemented in SpinDynamica with 
the instruction     
PhenomenologicalRelaxationSuperoperator[{{1,T1,spin#1,T2,spin#1},{2,T1,spin#2,T2,spin#2},…}] 




Chapter 2 Measuring lactate dehydrogenase 
activity with proton detected [1-¹³C]lactate 
hyperpolarization 
Some paragraphs and figures in this chapter have been adapted from my first-year report. 
The in vivo work presented at the end of this chapter has been published in  
Wang J, Kreis F, Wright AJ, Hesketh RL, Levitt MH, Brindle K. Dynamic 1H imaging of 
hyperpolarized [1-13C]lactate in vivo using a reverse INEPT experiment. Magn Reson 
Med. 2018;70:741-747.  
My contribution to the publication were the NMR spectroscopic experiments, simulation 
of the pulse sequence under the influence of relaxation and defining the parameters for the 
delays in the reverse INEPT sequence.  
The J-couplings introduced in the previous chapter can be used to transfer polarization from 
one spin to another coupled spin.  Since the detection sensitivity of an NMR experiment 
depends on the polarization, this can be very useful when observing nuclei with low 
polarization.  
Historically the motivation for transferring polarization from one nucleus to a coupled nucleus 
of another kind came from the differences in the sensitivity to detection of nuclei with different 
gyromagnetic ratios (γ).  Nuclei with high γ are generally easier to observe than nuclei with 
low γ for the following reasons62: 
1. Nuclear magnetic moment is proportional to γ; hence a higher γ nucleus gives higher 
signal. 
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2. The nuclear Larmor frequency is proportional to γ.  The induced voltage in the 
receiver coil is proportional to the rate of change of the magnetic moment.  Higher 
frequencies therefore give a stronger signal. 
3. At thermal equilibrium the Boltzmann polarization of the spins is proportional to γ.  
Hence with high γ species more spins contribute to the signal. 
4. Since high γ nuclei are strongly magnetic, they tend to couple strongly to the 
molecular environment and therefore have shorter T1 times.  This allows for faster 
repetition times (TR) and yields a higher SNR per unit time.  However, there are 
exceptions to this rule, for example 2H nuclei, which are quadrupolar, have very 
short T1 relaxation times. 
In classical (thermally polarized) NMR efforts have been made to transfer polarization from 
high γ nuclei to low γ nuclei.  This allows observation of low γ nuclei with an enhanced signal 
due to points 3 and 4.  When 100% of the polarization from the high γ nucleus is transferred to 
the low γ nucleus, detection sensitivity of the low γ nucleus is enhanced by a factor 
corresponding to the ratio of their gyromagnetic ratios.  In this way the sensitivity of a 13C 
nucleus bound to a proton can be enhanced four-fold assuming that all the polarization is 
transferred. 
2.1 Polarization transfer in dissolution DNP-NMR and MRI 
With DNP 13C polarization is enhanced by 4 -5 orders of magnitude and therefore it is possible 
to image this polarization directly.  However, there are good reasons to transfer the 
hyperpolarization to protons and then detect the polarization in this higher γ nucleus: 
In hyperpolarized samples, the polarization no longer depends on the Boltzmann distribution; 
therefore, the effect of the difference in thermal polarization levels of 1H and 13C is irrelevant.  
Hence, no polarization is gained from the transfer, but when observing high ɣ nuclei a gain in 
sensitivity is obtained from the larger nuclear magnetic moment and higher Larmor frequency.  
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Both give an advantage in the form of a higher SNR.  When noise is considered as well, the 
overall increase in the SNR as a function of the detection frequency, ν, is given by69:  
𝑆𝑁𝑅 ∝
νR
(αaRνO R⁄ + βνRbø)O R⁄
 
where a and b are coil geometry parameters and α and β are weightings for the two sources of 
noise, where α represents coil noise and β sample noise.    
Another advantage of proton detection is that in proton imaging just ¼ of the gradient strength 
is needed compared to that need for 13C imaging.  The fact that MRI is generally performed 
with protons has as a consequence that much better proton coils are available than for x-nuclei.  
The scanner industry has developed advanced 1H coil systems, optimized for imaging at high 
resolution.  In contrast, 13C coils are a niche product mostly used for spectroscopy. Another 
benefit of observing hyperpolarized protons is that it is relatively easy to get a localized thermal 
1H spectrum60,70,71. This thermal acquisition could, for example, be incorporated into a kinetic 
model of an observed reaction. 
Given all the benefits of proton imaging, it is tempting to try polarizing protons directly, and 
in fact a few studies have reported hyperpolarized water, in which protons are hyperpolarized, 
as a contrast agent for imaging perfusion72,73. The main reason why it is not feasible to 
investigate metabolism with directly hyperpolarized protons is the very short proton relaxation 
time.  A typical in vivo value (human brain at 3 T) for the lactate methyl protons is T1 = 1.550 
s and T2 = 1.2 s 60.  Other values in the literature include: T1 = 360.9 ms, 580.9 ms and 634.1 
ms (T2 = 31.7 ms, 33.5 ms, 31.4 ms) in rat brain at 4.0 T, 9.4 T and 11.7 T respectively 74. In 
contrast, [1-13C]pyruvate has a T1 of 40 s at 9.4 T 18 and [1-13C]lactate a T1 of 45 s at 3 T 59 . 
2.1.1 The I₃S spin system 
The aim of the project was to transfer polarization from [1-13C] to [3,3,3-1H3] in [1-13C]lactate 
produced from hyperpolarized [1-13C]pyruvate (Figure 2-1).   In order to describe the outcome 
of such a polarization transfer experiment we use the product operator formalism introduced 
earlier.  The four-spin system, which describes the coupling between 1-13C and 3,3,3-1H3 in [1-
13C]lactate, is given by:  
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𝜌' = 𝔹è𝑆OU + 𝔹ãY𝐼RU + 𝐼úU + 𝐼qUZ 
At thermal equilibrium, the Boltzmann factors describing the polarization are  𝔹ã =
ℏ𝛾ã𝐵; 𝑘1𝑇⁄  and 𝔹è = ℏ𝛾è𝐵; 𝑘1𝑇⁄  .   
 
Figure 2-1.  Lactate dehydrogenase (LDH) catalyses exchange of hyperpolarized 13C label between injected 
hyperpolarized [1-13C]pyruvate and the endogenous lactate pool.  Hyperpolarized [1-13C]lactate is detected by 
transferring hyperpolarization from the C1 carbon to the spin-coupled (J = 4.1Hz) methyl protons. 
2.1.2 Insensitive Nuclei Enhanced by Polarization Transfer (INEPT) 
The original motivation for an experiment that transfers polarization from one nucleus to 
another, was to benefit from the higher thermal polarization in a high γ nucleus, such as proton 
(γ/2π=42.576 MHz/T) while observing a low γ nucleus, such as 13C (γ/2π=10.705 MHz/T).  The 
most common example of a pulse sequence used for this purpose is the refocused INEPT 
sequence 75.   
This sequence (Figure 2-2a) applied to a two-spin system, with one high γ (I) and one low γ (S) 
nucleus, is best understood when divided into two parts with durations τ1 and τ2.  During τ1, 
the −𝔹ã𝐼N magnetization evolves over a time of 1/(2J) into −𝔹ã2𝐼M𝑆L anti-phase magnetization.  
The 90°pulses transfer the anti-phase state from the I spins to the S spins, the state is then 
−𝔹ã2𝐼L𝑆M.  The second spin echo sandwich with duration τ2=1/(2J) in Figure 2-2a allows the 
anti-phase state to evolve into the in-phase state 𝔹ã𝑆N.  The spin echoes refocus any 
accumulated phase offset due to B0 field inhomogeneity and invert the coupling term 𝐼L𝑆L twice 
so it remains invariant.   
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The purpose of this sequence is to produces a state where the polarization of the S spins is 
proportional to the Boltzmann factor of the I spin.  Since the Boltzmann factor in thermally 
polarized spins is proportional to the gyromagnetic ratio of the respective nuclei, the 
polarization in thermal acquisitions is enhanced by the ratio of the gyromagnetic ratios of the 
nuclei involved.  Compared to a 90° pulse acquisition this leads to a signal increase of γI/γS if 
relaxation during the INEPT sequence is neglected. 
 
Figure 2-2.   Layout of the a) IS and b) I3S IàS INEPT experiment and the time evolution of the Iy and Sy 
magnetizations.  Simulated for J = 1 Hz. 
2.1.2.1 INEPT in I₃S systems with I to S transfer 
When an S spin is coupled to three magnetically equivalent I spins in an I3S system the INEPT 
sequence can still be used, but some modifications have to be made. While in an IS system the 
in-phase transverse magnetization evolves during τ2 as 𝔹ã sin 𝜋𝐽𝑡, in a I3S system it is 
proportional to 3𝔹ã sin 𝜋𝐽𝑡 cosR 𝜋𝐽𝑡.  Because the later term reaches its maximum faster, the 
second spin echo sandwich has to be shortened accordingly (Figure 2-2b).  Optimal transfer in 
this system is reached for 𝜏R = ®cos.O l2 3⁄ ¯ (𝜋𝐽)ý  and an enhancement of Y2 √3⁄ Z(𝛾ã 𝛾è⁄ ) 
can be achieved 53,62.   
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2.1.3 History of INEPT in hyperpolarized experiments 
The above examples of the refocused INEPT experiment for I to S transfer in IS and I3S spin 
systems are very well known, however little has been published about polarization transfer in 
the reverse direction, from S to I in four spin I3S systems.  This direction of transfer, from low 
γ to high γ nuclei is only beneficial, when the S spins are hyperpolarized to a far greater extent 
than the thermally polarized I spins. There have been a limited number of studies where 
hyperpolarization has been transferred to protons using INEPT sequences: 
Mishkovsky et al. transferred hyperpolarization in sodium [1,2-13C2] and sodium [1-13C] 
acetate using a non-refocused INEPT, without discussing the details of the influence of the spin 
topology on the evolution delays76. Harris et al. showed transfer of polarization from 
hyperpolarized 15N to 2-CH2 protons in choline.  They used an un-refocused INEPT (only the 
first delay, τ1, and the 90° pulses in Figure 2-2a).  The duration of the spin echo sandwich was 
τ1 = 1/2J, which is the timing appropriate for a two spin INEPT even though they were working 
with a three-spin system.  They observed the anti-phase state in the protons77.   Sarkar et al. 
also used choline and transferred polarization from 15N to the 2-CH2, 3-CH2 and N(CH3)3 
protons.  They worked with a refocused INEPT sequence but did not disclose the timings of 
the sequence.  However, their proton spectrum suggests, that it was not ideal: the 2-CH2 protons 
did not give any signal, the 3-CH2 proton resonances seem to be in an anti-phase state, and only 
the N(CH3)3 group gave an in phase peak 78. Chekmenev et al. 79 used hyperpolarization 
generated by PASADENA (PArahydrogen and Synthesis Allow Dramatically Enhanced 
Nuclear Alignment) 80,81 . They used 1-13C-succinate-d2, where one proton per CH2 group was 
exchanged for a deuteron, and 2,2,3,3-tetrafluoropyl 1-13C-propionate-d3 (TFPP), with two 
deuterated CH2 groups and one un-deuterated CH2 group.  They observed strong enhancement 
in the groups where just one proton was present79. Dzien et al. worked with hyperpolarized [U-
2H3,2-13C]pyruvate added to yeast pyruvate Decarboxylase and observed the product of the 
reaction, [1- 1H, 2,2,2-2H3,1-13C]acetaldehyde with an INEPT sequence. Due to the deuteration 
the system is effectively a two spin IS system82. 
Summarizing, refocused INEPT has been used to transfer hyperpolarization in IS spin systems, 
from the S to the I spins.  In an I2S spin system hyperpolarization has been transferred from S 
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to I using a non-refocused INEPT sequence. The theory of transferring polarization from S to 
I spins in an I2S or I3S system has not been discussed.  In the studies mentioned, either the 
system was deuterated to such an extent that an IS system was created 79,82 or anti-phase states 
were observed 77,78.  
My goal was therefore to develop a reverse refocused INEPT sequence for an I3S spin system 
and observe in-phase magnetization in the I spins. It is necessary to aim for a state that 
corresponds to an in-phase spectrum, because otherwise problems would arise when combining 
the transfer block with imaging readout or heteronuclear decoupling blocks.  Such a sequence 
would then be used to transfer hyperpolarization from C1 position to the three magnetically 
equivalent [3,3,3-1H3]protons in [1-13C]lactate, which is produced from hyperpolarized [1-
13C]pyruvate in the reaction catalysed by lactate dehydrogenase (LDH) (Figure 2-1).    
2.2 Pulse sequence development 
2.2.1 Simulations 
All simulations were performed using SpinDynamica68 as described in the previous chapter.  
The Hamiltonian of the I3S system describing [1-13C]lactate is 
𝐻"; = 2𝜋J𝑆OU𝐼RU + 2𝜋J𝑆OU𝐼úU + 2𝜋J𝑆OU𝐼qU. 
The coupling constant between the C1 carbon and the methyl protons is J = 4.1 Hz in [1-
13C]lactate. 
2.2.2 Adaption for S à I transfer in I₃S system 
To find the optimal inter pulse delays, a product operator calculation was used.  Levitt showed, 
that when only the evolution of the couplings and not the evolution of the offsets is of interest, 
an “equivalent pulse sequence design”, as shown in Figure 2-3, can be used for the calculations 
62. In this equivalent sequence the 180° pulses are shifted to be directly after the 90° pulses.  In 
this way only two blocks of free evolution have to be calculated.   




Figure 2-3.  Equivalent pulse sequence describing evolution of the couplings during the refocused INEPT.  
Sequence modified from the book Spin Dynamics 62. 
The development of the spin density operator 𝜌' was calculated piece-by-piece.  𝜌'O, 𝜌'R, 𝜌'ú … 










RU + 𝐼úU + 𝐼qUZ 















At this point the 𝐼 terms will be dropped as they describe direct excitation in the observe 
channel and will not contribute to the transferred signal.  In the NMR experiments they will 
either not be observable (because phase cycling eliminates the effects of direct excitation) or 
negligible compared to the hyperpolarized transferred signal, which is orders of magnitude 
stronger.  
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OW cos 𝜋𝐽Oq𝜏O − 2𝑆OV𝐼qU sin 𝜋𝐽Oq𝜏OZ cos 𝜋𝐽Oú𝜏O
− 2Y𝑆OV cos 𝜋𝐽Oq𝜏O + 2𝑆OW𝐼qU sin 𝜋𝐽Oq𝜏OZ𝐼úU sin 𝜋𝐽Oú𝜏O¶ cos 𝜋𝐽Oú𝜏O
− 2´Y𝑆OV cos 𝜋𝐽OqτO + 2𝑆OW𝐼qU sin 𝜋𝐽Oq𝜏OZ cos 𝜋𝐽Oú𝜏O
+ 2Y𝑆OW cos 𝜋𝐽Oq𝜏O − 2𝑆OV𝐼qU sin 𝜋𝐽Oq𝜏OZ𝐼úU sin 𝜋𝐽Oú𝜏O¶𝐼RU sin 𝜋𝐽OR𝜏O	Ø + ⋯ 




OW cosú 𝜋𝐽𝜏O − 2𝑆OV𝐼qU sin 𝜋𝐽𝜏O cosR 𝜋𝐽𝜏O − 2𝑆OV𝐼úU sin 𝜋𝐽𝜏O cosR 𝜋𝐽𝜏O
− 4𝑆OW𝐼úU𝐼qU sinR 𝜋𝐽𝜏O cos 𝜋𝐽𝜏O − 2𝑆OV𝐼RU sin 𝜋𝐽𝜏O cosR 𝜋𝐽𝜏O
− 4𝑆OW𝐼RU𝐼qU sinR 𝜋𝐽𝜏O cos 𝜋𝐽𝜏O − 4𝑆OW𝐼RU𝐼úU sinR 𝜋𝐽𝜏O cos 𝜋𝐽𝜏O
+ 8𝑆OV𝐼RU𝐼úU𝐼qU sinú π𝐽𝜏OZ + ⋯ 
Only 𝑆OV𝐼ðU terms can evolve into observable in phase 𝐼	terms.  These terms of interest have a 
maximum of R
ú√ú
  for 𝜏O = ®cos.O l2 3⁄ ¯ /(𝜋J) . We will set τ1 to this optimal value and drop 





















Y2𝑆OU𝐼RV + 2𝑆OU𝐼úV + 2𝑆OU𝐼qVZ + ⋯ 






Y2𝑆OU𝐼RV + 2𝑆OU𝐼úV + 2𝑆OU𝐼qVZ + ⋯ 
The anti-phase terms evolve over 𝜏R =
O
R!
 into in phase 𝐼	terms. 











Y𝐼RV + 𝐼úV + 𝐼qVZ + ⋯ 
Comparing 𝜌'w with 𝜌'O shows, that the polarization of each I spin is now proportional to the S 
spins Boltzmann factor times a factor R
ú√ú
≅ 0.385.  This is remarkable, since it is more than 
1/3 of the original S spin polarization.  Hence, under thermal conditions, transfer from the S 




 times their original intensity. This 
result was confirmed with a simulation where the maximum appeared, as predicted, at 𝜏O =
®cos.O l2 3⁄ ¯ /(𝜋J).  When relaxation was included in the simulations, the optimal 𝜏O is 
slightly (<5 ms) shorter (Figure 2-4).  Finally, a reverse INEPT sequence was simulated with 
the optimal delays, without taking relaxation into account (Figure 2-5).   
 
Figure 2-4.  I3S SàI INEPT transfer for different 𝜏O (J = 4.1 Hz).  The maximum occurs at 𝜏O =
®cos.O l2 3⁄ ¯ /(𝜋J).  The simulations that included relaxation were performed using the following published 
values for T1 and T2 at 3T and 7T: T213C (7T)=300 ms 83, T213C (3T)=520 ms 21, T21H(7T)=100 ms 84, T21H (3T)=256 
ms 85, T113C (3T)=45 s 59 and T11H (4.7T)=1.73 s 86. The optimal value for 𝜏O does not seem to change.  
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Figure 2-5.  Adjusted timing in the I3S SàI INEPT.  Polarization from one S spin is transferred into the three 
magnetically equivalent I spins. Each I spin receives ~38.5 % of the initial S spin polarization. 
2.2.3 Measuring enzyme kinetics using INEPT 
Since the aim of this work was to get information about the kinetics of pyruvate to lactate 
conversion from repeated polarization transfer acquisitions, rather than just acquiring one 
snapshot of the reaction, it was important to develop a strategy for dynamic acquisition.   
The INEPT sequence uses several 90° and 180° pulses.  If hard pulses were used, the sequence 
would destroy the hyperpolarization in one shot.  The sequence was therefore made frequency 
selective.  In this way the hyperpolarization of only the targeted nuclei is disturbed, while the 
polarization of nuclei with significantly different chemical shift will be unaffected. 
During the conversion of hyperpolarized [1-13C]pyruvate to [1-13C]lactate, only the [1-
13C]lactate resonance is excited and the [1-13C]pyruvate polarization left undisturbed.  Since 
lactate is formed continuously from pyruvate, each repeated acquisition gives a signal of the 
lactate newly formed since the last excitation.  With such a spectrally selective reverse INEPT 
one could therefore get a lactate signal that corresponds to ∆#$
∆
, where ∆t is the time between 
excitations.  Such a pulse sequence could not be used for saturation-recovery 87 or other popular 
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fitting methods88,89, because all these methods depend on measurement of the pyruvate as well 
as the lactate signal.  
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to the time development of the lactate peak integral of the acquired spectra.   
In contrast to using the pyruvate/lactate ratio this method relies purely on lactate signal 
acquisition.  The decay of the signal over time depends on the first order rate constant and the 
relaxation time of the pyruvate pool T1P.  On a logarithmic scale the slope gives the sum of the 
rate constant and pyruvate relaxation rate, 1/T1P.  The rate constant is expected to be lowered 
if the enzymatic activity decreases, while the T1P time is expected to remain the same.  
Therefore, the slope in a logarithmic plot should be decreased as a result of a reduced enzymatic 
activity, induced for example by successful treatment.  As a first indicator, the half-life of the 
lactate signal could be used to compare two datasets.  
2.2.4 Pulse design 
The [1-13C] resonances of pyruvate and lactate at 14.1 T are 1850 Hz apart.  This is enough to 
excite one of them without disturbing the other using a spectrally selective pulse.  For the 90° 
excitation a 7.1 ms Gaussian shaped pulse was used.  For inversion a 10 ms HS8 adiabatic 
inversion pulse with a bandwidth of 1000 Hz was used, as described by Garwood et al. 46. The 
pulses were preinstalled on the spectrometer. 
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2.3 Experimental methods 
2.3.1 Model systems 
To demonstrate the suitability of the proposed polarization transfer pulse sequences for 
observing [1-13C]pyruvate and NADH to [1-13C]lactate and NAD+ conversion, different model 
systems were used.  We went from a simple system to more complex models: 
1. NMR spectroscopy on [1-13C]lactate at thermal polarization levels, 
2. Time resolved NMR spectroscopy with hyperpolarized [1-13C]pyruvate in a 
solution of LDH and the coenzyme, NADH, 
3. Dynamic in vivo MRI measurements in an animal tumour model (work performed 
by Jiazheng Wang). 
2.3.2 The spectrometer 
All NMR experiments were performed using a 600 MHz spectrometer with a 10 mm BBO 
probe (both from BRUKER).  The inner coil of this probe was tuned to 13C.  The outer coil is 
optimized for 1H excitation and observation.  In the work shown here the temperature was set 
to 37 oC.  
2.3.3 Non-hyperpolarized NMR 
To demonstrate feasibility, experiments with a thermally polarized [1-13C]lactate sample were 
performed (37 oC).  Transfer of polarization was demonstrated from proton to carbon 
resonances in acquisitions with two averages, with phase cycling, and a repetition time TR = 
300 s to allow full relaxation.  Transfer from carbon to proton was demonstrated in acquisitions 
of 32 averages with TR = 300 s.  The 1H to 13C as well as the 13C to 1H spectra were acquired 
into 16284 points with a sweep width of 6009 Hz.  In each case a reference 90° pulse-acquire 
spectrum was recorded with the same settings and the same number of averages in order to 
quantify the transferred polarization.  For the first demonstration of the pulse sequences 
developed here, a 10 mm NMR tube was prepared with 4 ml of 40 mM [1-13C]lactate, 5% D2O 
was added to allow automatic shimming and locking. The spectra observed with the reverse 
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INEPT sequence show signal originating from direct excitation of the observed nuclei.  When 
used in thermal acquisitions, where the transferred signal in 13C to 1H experiments is small, 
especially when compared to the water signal, the INEPT sequence was performed with phase 
cycling, where in every other acquisition the phase of the initial 90° pulse and receiver phase 
were shifted by 180°.  This cancels signal from direct excitation when averaging the signal 
from an even number of scans.  
2.3.4 Hyperpolarized NMR 
To 5 g of [1-13C]pyruvic acid, 83.5 mg of the radical OX063 were added.  This corresponds to 
a concentration of 15 mM OX063.  Before each experiment a sample for polarization was 
prepared from this solution. To 44 mg of the solution (~36 μl), 1 μl of 1:10 Dotarem solution 
was added.  The solution was vortexed and centrifuged.  The molar concentration of pyruvate 
in the sample was 14 M.  For a final pyruvate concentration of 75 mM, in each experiment 6 
ml of the following dissolution buffer (pH 7.2) was used: 40 mM Hepes, 94 mM NaOH, 30 
mM NaCl and 100 mg/L EDTA.  
The pyruvate sample was inserted into a HyperSense polarizer (Oxford Instruments, Abingdon, 
UK), where it was exposed to very low temperature (~1.2 K) and a high magnetic field of 3.35 
T. Microwave irradiation was performed at 94.12 GHz. For pyruvate, the time to build up the 
polarization was 45 min or more.  The pyruvic acid sample was then dissolved in 6 ml of the 
dissolution buffer described above, which had been heated to ~180oC at ~10 bar.  
The plastic tube delivering the hyperpolarized sample was mounted on a rail with several 
permanent magnets attached to preserve the polarization during substrate delivery.  At the end 
of the delivery system the substrate was collected in a sample tube.  A 2 ml portion of the 
solution was then loaded into a syringe and injected via a 0.58 mm inner-diameter plastic tube 
into the NMR tube with the cell suspension or enzyme solution residing in the spectrometer 
magnet.  Acquisition of spectra (16284 points, sweep width = 6009 Hz, TR = 2 s) was started 
and then the substrate was injected. 
To evaluate the kinetic model, experiments with known amounts of purified Lactate 
dehydrogenase (LDH) enzyme were performed.  Varying the amount of enzyme influences the 
rate constant and could be used to evaluate the kinetic model, as in Daniels et al.89. 
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For these experiments a buffer (pH 7.2) was prepared with 120 mM Tris, 100 mM nicotinamide 
adenine dinucleotide in the reduced form (NADH) to facilitate the pyruvate to lactate 
conversion, and 10 mM Tetramethylsilane (TMS) as internal standard.  Shortly before the 
experiments were started, the desired amount of enzyme was added to the buffer in the NMR 
tube.  A stock enzyme solution had been prepared containing 2000 U LDH from rabbit muscle 
(Sigma Aldrich, Gillingham, UK), 1 ml glycerol and 1 ml solution (pH 7.0) containing 20 mM 
Hepes, 200 mM KCl, 0.1 mM EDTA.  The total volume (LDH stock solution plus buffer) per 
NMR experiment was 4 ml.  
2.4 Experimental results 
2.4.1 Thermal polarization transfer 
The efficiency of the spectrally selective INEPT sequence was evaluated by comparing the 
thermal INEPT spectra to spectra acquired using a simple pulse and acquire sequence.  For the 
I to S (3,3,3-1H3à1-13C) transfer the sequence described in section 2.1.2 and Figure 2-2b was 
executed with τ1=121.951 ms and τ2= 47.7837ms. For the S to I (1-13C à 3,3,3-1H3) transfer 
τ1 and τ2 were swapped, as described in section 2.2.2 and  Figure 2-5. 
The peak integrals in these spectra are summarized in Table 2-1.  The spectra are shown in 
Figure 2-6 and in Figure 2-7.  The measured INEPT signal for 1-13C à 3,3,3-1H3 transfer was 
0.068 times the intensity of the signal acquired using a 90° pulse acquire acquisition, which 
corresponds to 70% of the theoretical maximum possible polarization transfer.  The 30% loss 
is caused by relaxation during the total echo time of 141.42 ms.   
Table 2-1.  Peak integral values (Int) from the spectra shown in Figure 2-6 and in Figure 2-7 relative to 90° pulse 
acquire acquisitions for INEPT transfer at thermal equilibrium. 
 (3,3,3-1H3à1-13C) (1-13C à 3,3,3-1H3) 
(Int/ Int90°)meas 2.473 0.068 
(Int/ Int90°)theo 4.592 0.097 
(ã ã)2°⁄ )+,-.
(ã ã)2°⁄ )/0,1
 53.9% 70.3% 
 




Figure 2-6.  Polarization transfer spectrum from [1-13C]lactate compared to a 90° pulse acquire spectrum. Top: 1-
13Cà3,3,3-1H3 transfer using I3S SàI INEPT.  Bottom: 90° pulse acquire 1H reference spectrum. 
 
Figure 2-7.  Polarization transfer spectrum of [1-13C]lactate compared to a 90° pulse acquire spectrum. Top:  3,3,3-
1H3à1-13C transfer using I3S IàS INEPT.  Bottom: 90° pulse acquire 13C reference spectrum. 
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2.4.2 Hyperpolarized [1-¹³C]pyruvate in a solution containing LDH and 
the coenzyme 
Two 10 mm NMR tubes were prepared containing 600 U and 900 U LDH.  The I3S SàI INEPT 
experiment was tuned for 1-13C à 3,3,3-1H3 transfer in [1-13C]lactate. Acquisitions with TR = 
2 s were started shortly before injecting the hyperpolarized [1-13C]pyruvate. The build-up of 
hyperpolarized lactate could clearly be observed (Figure 2-8).  When the injection had finished, 
the lactate signal shows a simple exponential decay (Figure 2-9).  
 
Figure 2-8.  Spectra acquired every 2 s with the I3S SàI INEPT sequence tuned for 1-13C à 3,3,3-1H3 transfer in 
lactate following the addition of hyperpolarized [1-13C]pyruvate to a solution containing 600 U LDH. 
2.4.3 Calculation of reaction kinetics from transferred signal 
To compare the decay rate for different amounts of enzyme the signal intensities corresponding 
to a specific enzyme concentration have been scaled in such a way that the first point of the 
exponential decay (start of linear decrease in a log plot) corresponds to 1 (Figure 2-9). For the 
two different enzyme concentrations the slopes of the decay were: 
log(𝑆\w;;	3	\4Ù) 𝑡⁄ = 0.026± 0.001	𝑠.O	 
log(𝑆\7;;	3	\4Ù) 𝑡⁄ = 0.038± 0.003	𝑠.O. 
The stated error is the error of the fit. 




Figure 2-9.  The decay rate of the repetitively transferred lactate signal depends on the amount of LDH.  The data 
sets have been scaled to set the start of the exponential decay to one.  An exponential decay with an offset ( f(t)=A 
exp(-k t)+B ) was fitted to the data points acquired after the dissolution had settled and before the signal had 
vanished in the noise. 
These results for the transfer using the spectrally selective I3S SàI INEPT and a solution of 
the enzyme (Figure 2-8 and Figure 2-9) show that it is possible to use proton detected 
hyperpolarized 13C to compare enzymatic activities.  The expected ratio of the rates was 0.67 
(600/900) which is matched by the observed ratio of 0.67 ± 0.06. The error is the propagated 
error of the fits. 
Since the rate of the decay of the lactate signal (slope in logarithmic representation) correlates 
with the enzymatic activity, also the half-life of the lactate signal (the time it takes for the 
lactate peak integral value to reduce to 50% of its maximal value) must correlate with the 
enzyme concentration.  This value could be used as a simple indication of changes in enzymatic 
activity, which is similar to the time-to-peak value used in 13C acquisitions as a simple metric 
to avoid complicated curve fitting89. However, this will only work, when T1 times in 
experiments to be compared are similar and the pyruvate input function in vivo does not 
interfere with the model’s assumptions. 
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2.5 Conclusion  
The theory of proton detected hyperpolarized 13C NMR has been expanded for four spin 
systems with three magnetically equivalent spins.  A spectrally selective inverse INEPT 
sequence was used to detect the methyl protons of [1-13C]lactate in a hyperpolarized state 
without overlap from the water peak and without destroying the majority of the 13C 
hyperpolarization, which was stored in [1-13C]pyruvate. 
Experiments have shown, that transfer close to the theoretically predicted values is achievable 
in NMR spectroscopic measurements with the adapted INEPT sequence. Ultimately a 
comparison of a 1H spectrum after the transfer of 13C hyperpolarization to a thermal 1H 
spectrum of the same sample after the decay of the hyperpolarization would be worthwhile to 
definitely prove the enhancement by experiment. But owing to technical limitations this was 
not possible so far. 
The proton detected changes in hyperpolarized [1-13C]lactate concentration were correlated 
with enzyme concentration.  If this dependency on enzyme activity is observable under in vivo 
conditions, a pre/post treatment comparison of a tumour model could be carried out and the 
clinical relevance of this method could be evaluated in the future.  
2.6 Outlook 
Jiazheng Wang90, with my help, adapted the spectrally selective 4-spin reverse INEPT 
sequence for in vivo imaging (Figure 2-10). He implemented a reverse INEPT sequence with 
non-simultaneous pulses, which has consequently led to a long duration of the transfer block 
and resulted in poor efficiency of polarization transfer.  Following our work, von Morze et al. 
have demonstrated polarization transfer using a clinical scanner91. While Wang et al. and 
Morze et al. have demonstrated implementation on pre-clinical and clinical scanners, an 
experimental gain in sensitivity has not yet been demonstrated.  The spectrally selective reverse 
INEPT sequence can give information on the reaction kinetics, by storing the majority of the 
polarization in the pyruvate while repetitively probing the lactate that is produced from the 
pyruvate.  However, it cannot transfer parts of the polarization.  In chapter 4 a sequence will 
be introduced that can do true partial hyperpolarization transfer.  This sequence will also be 
used to demonstrate experimentally that indirect detection has a sensitivity advantage when 
detecting hyperpolarized low gamma nuclei.  




Figure 2-10.  Proton detection of 13C lactate in vivo.  The first of a series of dynamic 1H images of the lactate 
methyl protons acquired using the reverse INEPT sequence following injection of hyperpolarized [1-13C]pyruvate 
into a EL4 tumour-bearing mouse. The image was acquired 2 s after completion of the injection.  The lactate 
image is rendered in false colour overlaid on a fast spin echo 1H image of tissue water, which is in grayscale.  The 
tumour is outlined.  The figure is adopted from Wang et al. 90.
 
Chapter 3 RF coil development  
Pulsing simultaneously on two channels, as is necessary for INEPT and similar sequences, is 
challenging for many popular MRI coil configurations, since they don’t provide sufficient 
isolation between the two channels.  These must be strongly decoupled in transmission mode 
in order to avoid damaging the low noise amplifiers or receivers.  Most commercial coils 
provide this isolation by active detuning, but this solution renders simultaneous pulsing 
impossible.  
The pre-clinical scanner used for the polarization transfer experiments presented in this thesis 
(chapter 4), was an Agilent 7 T scanner equipped with coils that could not support simultaneous 
pulsing at two different frequencies.  I therefore constructed two dual-tuned RF coils that were 
tuned to protons and another lower frequency (either the resonant frequency of 13C or 15N).  By 
allowing simultaneous pulsing these coils allowed implementation of more efficient 
polarization transfer sequences. 
I also constructed a single loop 2H surface coil for use on an Agilent 9.4 T system for deuterium 
metabolic imaging (DMI), as described in chapter 6.  The development of this coil is also 
described here.   
3.1 Introduction to RF coils 
Mispelter et al. summarize the properties of a good RF coil as follows92: 
“The NMR probe simply represents a fine interface along the border separating two different 
worlds: the macroscopic one and the world of tiny precessing nuclear spins.  The probe should 
be able to accommodate different samples, from very small quantities to the entire human body, 
while being able to capture the spin’s signals.  It should produce a specific Radio Frequency 
(RF) magnetic field, as intense as possible, while being homogeneous over the largest possible 
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sample volume.  It should simultaneously capture the signal from several types of spins, without 
any interference, and above all, it should be sensitive.  These are, only in part, the general 
demands a user expects from an NMR head probe.” 
3.1.1 The resonator 
In the simplest case, when observing a single nuclear spin population (i.e. a single isotope) in 
a small physical region, where coil inhomogeneities can be considered negligible, a single loop 
surface coil is sufficient to meet most expectations.  The accessible region can be expanded by 
using adiabatic RF pulses46. 
The elements constituting this simple coil are a circular conductor (usually copper) resulting in 
an inductance (𝐿) and a capacitor (𝐶), in series with the loop.  This simple LC-circuit (Figure 





Figure 3-1.  Simple LC-circuit. 
In transmit mode, an alternating voltage is applied to the circuit terminals, causing an 
alternating magnetic field 𝐵$⃗ O(?⃗?, 𝑡).  In the classical picture, this field manipulates the magnetic 
moments of the nuclear spins.  In the quantum mechanical picture, the field excites states of 
the spin system.  In receive mode, the time-varying electromagnetic field generated by the 
precessing magnetization induces an electromotive force in the coil, which can be measured in 
the form of a voltage at the terminals of the resonant circuit.  This signal is called the free 
induction decay (FID).  The FID is quantized using an analogue-to-digital converter (ADC) 
and subsequently processed to produce spectra or images. 
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3.1.2 Tuning and matching 
The magnitude of the 𝐵$⃗ O field is determined by the power of the RF amplifier and the 
characteristics of the RF coil.  To maximize power transfer, a tuning and matching circuit, also 
called an impedance transformer, is inserted between the resonator and the cable coupling the 
coil to the amplifier.  The purpose of this circuit is to match the impedance of the coil at the 
resonance frequency to the transmission line and amplifier, which have an impedance of 50 W.  
Satisfying this condition ensures the greatest transfer of power from the amplifier to the coil, 
thereby resulting in the highest possible B1 field93. In an unmatched condition, a fraction of the 
power is reflected to the amplifier leading to decreased efficiency and in severe cases damage 
to the amplifier.  When the resonator is loaded, it’s input impedance changes.  The load can be 
approximated as a resistance (Rd) and capacitance (Cd) in parallel to the coil’s inductance (𝐿).  
To accommodate different loads, the impedance transformer must be adjustable depending on 
the coil load.  Practically, this is achieved using variable capacitors that can be trimmed to 
satisfy the matching condition for maximum power transfer.  Changing the load as well as the 
value of the matching capacitor will also affect the coil’s resonant frequency.  As a 
consequence, the tuning capacitor is adjusted to ensure the coil resonates at the desired 
frequency.  The simplest circuit that achieves tuning and matching for different loads is shown 
in Figure 3-2a. 
 
Figure 3-2.  a) Simple RF coil circuit with tuning and matching capability.  b) Balanced matching to reduce coil-
to-ground losses.    
A coil is prone to losses due to the paths of the electric fields that penetrate the sample.  A large 
proportion of these losses can be described in a lumped model approximation with Rd and Cd 
in parallel to the coil (Figure 3-3).  The influence of Cd is corrected for with the tuning capacitor 
(Figure 3-2a), while Rd causes irrecoverable losses.   
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Figure 3-3.  A probe circuit with standard tuning and matching and a lumped elements approximation of losses 
generated between the terminals of the coil (coil-to-coil losses).  L is the inductance of the sample coil, Ctune and 
Cmatch, are the tuning and matching capacitors and R models the coil resistance.  Cd, and Rd model the coil-to-coil 
parasitics. Figure adapted from Murphy-Boesch & Koretsky94. 
In addition to this, the electric field paths from the coil via the sample to the ground cause 
additional electric losses.  By modifying the resonance circuit with an additional matching 
capacitor between the resonator and the ground (shielding) the current distribution across the 
terminals is balanced (Figure 3-2b).  Consequently, the voltage between circuit elements is 
reduced, causing a reduction in the electric field while leaving the B1 field unchanged.  Thereby 
less E field penetrates the samples leading to reduced losses94. Furthermore, in multi-element 
coils, matching reduces common mode currents95. 
3.1.3 Sensitivity of RF coils 
At room temperature, the RF coil is a significant source of thermal noise.  The source of this 
noise can be summarized by the coil resistance 𝑅ÃÄÇ.  The task of the RF engineer is to 
minimize 𝑅ÃÄÇ and thereby keep the overall resistance of the setup 
𝑅z{{ = 𝑅<¢ÆÇz + 𝑅ÃÄÇ 
to a minimum.   
A measure of coil sensitivity can be the determined by observing the resonator resistance in 
the unloaded state compared to the loaded state.  A large change in resistance indicates a highly 
sensitive coil since this means that a large proportion of the total resistance originates from the 
sample and not from the coil.  However, it is hard to measure that complex resistance directly, 
so instead one measures a value called the Q-factor.  This Q-factor is the ratio of RF energy 
stored in the coil (W) and the energy lost (Ploss) over one period (T) of oscillation.  It can be 
expressed in terms of other parameters involving the current (I), and coil specific parameters: 













In other words, the Q-factor characterizes the rate of energy dissipation in the resonance 




This ratio of the resonance frequency f and the bandwidth of the reflected power at full width 
half maximum (3 dB attenuation), (Δ𝑓), can be measured with a network analyser.  Since 
Q=ωL/R, the ratio of the unloaded Q-factor to the loaded Q-factor is an indicator of the 
composition of the total resistance of the coil/sample combination.  It is therefore also an 








The higher the Qratio the more sensitive the coil.  When Qratio>2 sample noise dominates the 
overall noise and further improvements in the coil will have little influence on the overall noise. 
3.2 Building a ²H surface coil for 9.4 T 
The deuterium magnetic resonance frequency at 9.4 T is 61.44 MHz.  For the project presented 
in chapter 6 it was necessary to build a coil that acquires 2H signal from a subcutaneous EL4 
tumour in a mouse.  The tumour takes the form of a hemispherical lump on the back of the 
animal with a diameter of up to 14 mm.  In order to obtain a high filling factor, a surface coil 
with a matching diameter is ideal.  Such a coil was built using copper wire with a thickness of 
1.25 mm, two variable non-magnetic capacitors (model NMAP40HVE, Voltronic) and non-
magnetic chip capacitors (American-Technical-Ceramics) mounted on a matrix board.  The 
circuit was laid out with copper tape.  The variable matching capacitor was balanced with a 
non-variable chip capacitor against the shielding of the cable, which was assumed to be 
grounded.  The circuit is equivalent to the one shown in Figure 3-2b.  Tuning on the bench was 
achieved by iteratively changing capacitors until the desired frequency was reached.  Tuning 
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and matching in the magnet was achieved with plastic rods mechanically coupled to the 
variable capacitors and accessed via the magnet bore.  
The Qratio of this resonator was measured on the bench.  The loading caused by a tumour 
bearing mouse was mimicked with a 2 ml saline phantom.  The average and standard error of 
three independent measurements with a network analyser (DG8SAQ USB-Controlled VNWA 
3EC, SDR-Kits) were  
𝑄y¢Ä = (1.1± 0.2)	. 
This value indicates, that coil noise is dominant in this coil/sample combination.  For low 
frequencies and small coils, this is not a surprise.  Kumar et al. have simulated the noise of 
single loop coils as a function of frequency and loop size.  They calculated the noise figure 
corresponding to a Qratio of 2.0 for a 30 mm diameter single loop 64 MHz resonator.96 They 
also found a strong trend towards a higher noise figure and therefore lower Qratio when reducing 
the coil diameter, which suggests that we should get a Qratio lower than 2.0 for our coil.  
3.3 Building double-resonant ¹H/¹³C and ¹H/¹⁵N surface coils for 
7 T 
To implement INEPT-type polarization transfer sequences with simultaneous pulses new RF 
coils were required.  The coils were designed to operate at the proton frequency at 7T (~299 
MHz) and one lower frequency, which was either the 13C frequency (~75 MHz) or the 15N 
frequency (30 MHz).  Two double-tuned coils were built one for 1H/13C and one for 1H/15N.  
Initially the Adriany-Gruetter coil design97 was preferred. This is the most popular design for 
dual-tuned surface coils and has many applications in multinuclear in vivo NMR76,98–100. It 
consists of two outer coils in quadrature mode tuned to the proton frequency and one coil closer 
to the sample tuned to the lower frequency.  This coil provides excellent isolation between the 
channels via geometric decoupling.  It is also relatively easy to build since essentially it consists 
of three simple surface coils arranged in a specific spatial configuration.  However, the 
excitation profile at the x-nuclei and proton frequencies are very different due to the different 
positions of the loops.  After a few initial trials, this design was rejected.  For polarization 
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transfer, the low and high frequency B1-fields need to be similar in shape and strength.  This is 
not the case for the Adriany-Gruetter coil because it uses different resonators at different 
relative positions.  Instead, a coil that uses only a single resonator to excite the two frequencies 
was chosen.  Such designs are possible when frequency dependent current paths are exploited 
to make a single structure resonate at different frequencies.  The publication by Wetterling et 
al.101 describes the construction of such a coil.  
The construction and working principle of the 1H/15N coil is described in the following.  The 
1H/13C coil was built in exactly the same way but with different capacitors.  
To understand the double-tuning capability of the circuit, one must find the frequency-
dependent current paths determined by the capacitive and inductive impedances at 30 MHz and 
at 300 MHz, which correspond to the 15N and 1H frequencies at 7 T, respectively.  In the circuit 
sketched in Figure 3-4a, at 300 MHz, the impedance of the 15N capacitor (C15N = (C15N1 -1+ 
C15N2-1)-1= 80 pF) is j6.6 Ω compared to j113 Ω for CTr (4.7 pF) and j(38-113) Ω for LTr 
(estimated at 20 to 60 nH).  That means that at this high frequency, the capacitor C15N which 
defines the lower resonant frequency can be neglected.  Therefore, the circuit at 300 MHz 
(Figure 3-4a) can be simplified to a circuit where only LDet, LTr, CH= (CH1 -1+ CH2-1)-1 and CTr 





At the 15N resonance frequency, 30 MHz, the impedance of CH= (CH1 -1+ CH2-1)-1=5 pF and CTr 
= 4.7 pF are each over j 1000 Ω.  The impedance of the trap circuit however is only j 4 to j  11 
Ω (LTr ~ 20 to 60 nH).  Therefore, CH and CTr remain effectively open at the low frequency.  





The next challenge is to connect the amplifiers/receivers in such a way that there is minimal 
interference between the channels.  In this coil design this achieved by connecting to frequency-
specific null spots, also known as virtual grounds.   
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Figure 3-4.  a) Circuit design for the double-tuned 15N/1H transceiver surface coil described by Wetterling et al.101.  
The capacitors had values of CH1 = 10 pF, CH2 = 10 pF, CTr = 4.7 pF, C15N = 400 pF, C15N = 200 pF, CT (300 MHz) 
= 22 pF, CTune(15N)/CMatch(1H) = 1.5…40 pF, CMatch(15N) = 20 pF+(1.5…40) pF. b) bottom side of the coil.  This 
is the side facing the subject in MR experiments.  c) Top side with connected tuning rods.  d) Network analyser 
measurements of the coil loaded with a saline phantom.  Black line: S11 reflected power ratio measured on the 15N 
connector; blue line: S22 reflected power ratio measured on the 1H connector; red line: S12 (transferred power) 
measured between the 15N and the 1H connector. 
 
The complete 1H/15N coil circuit design is shown in Figure 3-4a and a photograph of the 
finished coil is shown in Figure 3-4b and c.  The good isolation between the channels at the 
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two frequencies can be seen in the network analyser measurement (Figure 3-4d).  With an 
attenuation of over 25 dB between the channels, this coil is suitable for simultaneous pulsing 
at the low and high frequencies without damaging the amplifiers.  The next chapter shows that 
this coil as well as the 1H/13C coil built following the same principles101 were very useful for 






Chapter 4 Increasing the sensitivity of 
hyperpolarized [¹⁵N₂]urea detection by serial 
transfer of polarization to spin-coupled protons 
The text and figures in this chapter have been submitted for publication in a similar or 
identical form in  
Kreis F, Wright AJ, Katz-Brull R, Brindle KM. Increasing the sensitivity of 
hyperpolarized [15N2]urea detection by serial transfer of polarization to spin-coupled 
protons. Magn Reson Med. under review. 
My contribution to this publication was the design of the study, developing and simulating 
the pulse sequence, performing the experiments, analysing the data and writing the 
manuscript.    
In chapter 2 we used the most popular molecule for hyperpolarization experiments, [1-
13C]pyruvate to demonstrate proton detection via polarization transfer. However, there are 
many other isotopes and molecules that can be polarized and in which this technique could be 
demonstrated.  The following text presents work using hyperpolarized [15N2]urea. The 15N 
nucleus has a very low g (2.5 times lower than 13C).  Polarization transfer experiments, where 
the sensitivity is not defined by the g of the hyperpolarized 15N but by the g of the spin-coupled 
protons, could increase the sensitivity of detection of the nucleus by an order of magnitude.    
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4.1 Introduction 
Magnetic resonance imaging of hyperpolarized isotopically-labelled substrates has enabled 
measurements of metabolic fluxes, pH and tissue perfusion in vivo.  The most commonly used 
label has been 13C because of its relatively long polarization lifetime and the availability of 
13C-labelled substrates suitable for investigating metabolism102. Hyperpolarized 15N-labelled 
substrates have also been investigated, as agents for assessing tissue perfusion (urea103 and 
glutamine104) and as pH probes (pyridine derivatives)105. 15N-labelled substrates have the 
advantage of very long hyperpolarization lifetimes, up to 200 s 103, and more when kept in 
2H2O.  However, the 2.5-fold lower gyromagnetic ratio when compared to 13C (10-fold lower 
when compared to 1H) results in lower magnetization and precession frequency, and therefore 
lower sensitivity of detection.  For imaging there is also the requirement for larger gradients. 
 
 
Figure 4-1.  Structure of [15N2]urea. The coupling constant between 15N and the directly bonded protons is -90 Hz.  
These protons are in exchange with solvent water. 
Detection sensitivity can be improved, while still benefiting from the long 15N polarization 
lifetime, by transferring the hyperpolarization from 15N to 1H immediately before signal 
acquisition using sequences such as INEPT75.  Reverse INEPT-type sequences have been used 
previously with hyperpolarized 13C-labelled substrates to produce hyperpolarized proton 
spectra76,79,82,91 and images90,106 and with hyperpolarized  15N labelled substrates to produce 
spectra77,78,107.  In all of these INEPT-based experiments 100% of the available polarization 
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was used in a single acquisition.  To obtain dynamic information the hyperpolarization of the 
low g nucleus must be sampled in discrete packets. Harris et al.77 used spatially selective 
coherence transfer to probe different regions of the sample at different times. Barb et al. 
exploited chemical exchange of deuterons in hyperpolarized 15ND2-amido-glutamine with 
solvent protons to acquire a series of proton spectra from the protonated isotopologue107. Dzien 
et al.82 utilized spontaneous 13C → 1H cross-relaxation to detect, in a series of dynamically 
acquired proton spectra, the production of acetaldehyde from hyperpolarized [U-2H3,2-
13C]pyruvic acid, in the reaction catalysed by pyruvate decarboxylase. We have previously 
described a spectrally-selective reverse INEPT sequence in which 13C hyperpolarization in 
lactate, which had been produced in a tumour from injected hyperpolarized [1-13C]pyruvate, 
was transferred to the methyl protons and imaged90. The fully depleted [1-13C]lactate 
hyperpolarization was replenished after each transfer by further lactate production from the 
injected pyruvate. However, to the best of our knowledge, no one has yet demonstrated 
experimentally partial transfer of hyperpolarization from a low g to a high g nucleus, while 
maintaining the majority of the hyperpolarization in the low g nucleus.  I demonstrate here 
partial transfer of 15N hyperpolarization in [15N2]urea to urea protons, in consecutive 
acquisitions, and subsequent imaging of these protons. 
4.2 Methods 
4.2.1 Solvent exchange of the urea protons  
The exchange rate in a 100 mM [15N2]urea solution was measured at neutral pH using a 14.1 T 
NMR spectrometer equipped with a 5 mm BBI probe (Bruker Spectrospin Ltd.). The water 
proton resonance was saturated for between 0.1 to 2.6 s and then spectra acquired using a 90° 
pulse and a bandwidth of 6000 Hz into 8192 complex points.  The exchange rate was calculated 
as described in108.   
4.2.2 Relaxation times  
Relaxation times were measured on an Agilent 7 T pre-clinical scanner (Agilent, Palo Alto, 
California, USA) using a home-built single turn double-tuned 1H/15N transmit/receive surface 
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coil101 with an inner diameter of 14 mm. The same coil was used for polarization transfer 
experiments.  The sample contained 3 ml of 1 M [15N2]urea in phosphate-buffered saline (PBS) 
and 300 µl 2H2O at 20 °C. T1 relaxation times were measured with an inversion recovery 
sequence (n = 1, TR1H = 10 s, TR15N = 100 s). The time between the 90° and 180° pulses was 
varied between 0.25 s and 8 s for the 1H measurements and between 2.5 s and 80 s for the 15N 
measurements.  T2 relaxation times were measured with a Carr-Purcell-Meiboom-Gill (CPMG) 
sequence (n = 1, TR1H = 10 s, TR15N = 100 s).  The minimum echo time for the 1H measurements 
was 0.0125 s, which was increased by iteratively adding more spin echo sandwiches while 
leaving the inter echo spacing the same until, over six acquisitions, the maximum TE of 0.4 s 
was reached.  For 15N T2 measurements the TE was varied between 0.0624 s and 2 s. 
4.2.3 Dynamic nuclear polarization  
Samples were prepared from 45.9 mg [15N2]urea, 2.31 mg OXO63 radical, 62.8 mg 2H2O and 
55.4 mg glycerol. The mixture (37.5 mg) was polarized for at least 3 h in a HyperSense 
polarizer (Oxford Instruments) using microwave irradiation at 94.110 GHz.  Dissolution was 
performed in 6 ml 2H2O.  [13C]urea was hyperpolarized as described by von Morze et al.14. The 
[13C]urea preparation contained 6.4 M [13C]urea and 23 mM OXO63 trityl radical in glycerol. 
The preparation (29.4 mg) was polarized at 94.095 GHz and dissolved in 6 ml PBS to give the 
same [13C]urea concentration as in the [15N]urea dissolution. 
4.2.4 Polarization measurements  
Spectra were acquired using a 90° pulse and a sweep width of 20 kHz into 16384 complex 
points from 4 ml of hyperpolarized urea using a 14.1 T NMR spectrometer and a 10 mm BBO 
probe (Bruker Spectrospin Ltd.) at room temperature.  The SNR was compared to that of 
spectra of the same solution after decay of the hyperpolarization.  For these experiments, 
measurements at thermal equilibrium from [13C]urea were acquired with a TR of 225 s and 
were the sum of 237 averages.  For [15N]urea the TR was 1000 s and 32 averages were acquired. 
The thermal polarization:  
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was calculated to be 4.87·10-6 for 15N and 12.08·10-6 for 13C, assuming a temperature of 300 
K, where ℏ is the reduced Planck’s constant, ɣ the gyromagnetic ratio, kB Boltzmann’s constant 
and B0=14.1 T.  The hyperpolarization, Phyp, was calculated from the SNRs of the 





4.2.5 Measurement of coil performance  
A cylindrical phantom containing 2 ml of 4 M [15N2]urea was placed through the loop of the 
double-tuned resonator and 1H and 15N spectra acquired with a sweep width of 10 kHz into 
2048 complex points with one average using a 2 ms BIR4 90° pulse, with pulse shape 
parameters as described by Garwood et al.47. Coil performance at the 1H and 15N frequencies 
was assessed by comparing the SNRs of the two spectra. 
4.2.6 A pulse sequence for partial hyperpolarization transfer  
This was based on the BINEPT (B1 insensitive nuclear enhancement through polarization 
transfer) sequence109, which uses BIR4 adiabatic pulses47. A BIR4 pulse is composed of three 
sections; adiabatic half-passage in reverse, adiabatic inversion, and adiabatic half-passage. The 
flip angle is controlled by two phase jumps Δϕ1 and Δϕ2=-Δϕ1 before and after the adiabatic 
inversion segment respectively.  The transformation induced by a BIR4 pulse can be described 
using a composite pulse analogy, where (90°y180°( y+π+θ/2)90°y) is analogous to a BIR4 pulse 
with phase jumps Δϕ1= -Δϕ2= π+θ/2. Both the BIR4 pulse and this composite pulse execute a 
rotation of θ rad about the x-axis, although a composite pulse requires a considerably more 
uniform B1 field to achieve this transformation.  With this simplification, the BINEPT sequence 
can be written as:  
S:[90°y-𝜏1-180°(y+π+δ/2)-𝜏2-90°y]-𝜏3-[90°y180°(y+ 3π/2)90°y]-𝜏4-    
I:[90°y-𝜏1-180°(y+π)-𝜏2-90°y]-𝜏3-[90°y180°(y+3π/2)90°y]- 𝜏4- Acq . 
86 Increasing the sensitivity of hyperpolarized [¹⁵N₂]urea detection by serial transfer 
of polarization to spin-coupled protons 
 
where the I spin is proton and the S spin 15N.  This is analogous to the BINEPT sequence in 
terms of net rotations, but the paths taken by the magnetization vectors differ.  In this simplified 
sequence, the phase offset δ of the first 180° pulse on the S spin must be 90° and 𝜏1-4 must be 
1/(4 J) in order to fully transfer polarization from the S to the I spin in a two spin system.  When 
𝜏1 and 𝜏2 are shortened and the phase offset δ adjusted, some of the magnetization can be 
returned to the z-axis while still transferring some of the polarization.  For a simple IS spin 
system the transferred polarization (PI) is equal to sin(δ)sin(π J 𝜏)P0 and the polarization 
returned to the z-axis (PS) is equal to -cos(δ)cos(π J 𝜏)P0 , where P0 is the original polarization, 
J is the coupling constant between the I and S spins and 𝜏=2𝜏1=2𝜏2 (see product operator 
analysis in section 4.2.7). In all cases, 𝜏3=𝜏4=1/(4 J). For an INS spin system these terms are: 
PI=N sin(δ)sin(π J 𝜏) and PS=-cos(δ)[cos(π J 𝜏)] N.  A similar approach has been described 
previously in the HINDER sequence (hyperpolarized insensitive nucleus delivers enhancement 
repeatedly)110, where spin order is divided between I or S spin polarization by changing the 
phase, δ, of the second 90° pulse on the S spin and shortening the inter pulse delays in a classical 
INEPT sequence.  
To summarize, we have combined the BINEPT and HINDER sequences to give an 
ImpeRfection RobUst Partial Transfer (IRRUPT) sequence, where δ and 𝜏1 and 𝜏2 in the 
BINEPT sequence can be adjusted to achieve partial polarization transfer.  An additional 180° 
was added to δ to return the remaining magnetization to the positive instead of the negative 
axis (making PI=- cos(δ)[cos(π J 𝜏)] N positive). The delays between the pulses (τ1-4) and the 
additional phase offset δ in the segmented BIR4 pulse on the S spin were chosen as described 
for the HINDER sequence110. For two protons coupled with a 90 Hz coupling constant (J) to 
one low g nucleus: τ1 + τ2= 0.442/(2 π J) = 782 µs, τ3 + τ4= 1/(2 J) = 5555 µs, δ =18.050°. The 
delays were not corrected for the fact that relatively long adiabatic pulses were used instead of 
hard pulses.  With adiabatic pulses in the simulations the IRRUPT sequence transferred ~20% 
of the 15N hyperpolarization to coupled (JNH = -90 Hz) protons (Figure 4-2). 
Each adiabatic half passage segment in the BIR4 pulse was 500 μs, giving a total pulse duration 
of 2 ms.  The last BIR4 pulse in the sequence flips the proton magnetization onto the z-axis.  
Then, either a simple excitation pulse or a slice-selective 2D-single-shot echo-planar imaging 
(EPI) sequence was used for proton acquisition. 




Figure 4-2.  a) IRRUPT pulse sequence.  b)  Simulation of the IRRUPT polarization transfer pulse sequence, 
which is based on the BINEPT109 and HINDER110 sequences, with τ1 + τ2 = 0.442/(2 π JNH) = 782 µs, τ3 + τ4 = 
1/(2 JNH) = 5555 µs, δ = 18.050°. The sequence was simulated with a maximum B1 amplitude of 2500 Hz for 15N 
and 4000 Hz for 1H. 
4.2.7 Calculating the outcome of the IRRUPT sequence  
The density operator ρ' is calculated step by step in a composite pulse analog of the IRRUPT 
pulse sequence: 
S: [90°y-𝜏1-180°(y+π+δ/2)-𝜏2-90°y]-𝜏3-[90°y180°(y+ 3π/2)90°y]-𝜏4-    
I: [90°y-𝜏1-180°(y+π)-𝜏2-90°y]-𝜏3-[90°y180°(y+3π/2)90°y]- 𝜏4- Acq 
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A two spin IS system with the Hamiltonian 𝐻" = 2π𝐽𝐼U𝑆U was assumed for illustration.  The 
calculations can be generalized to any INS system.  
ρ'O = 𝔹JIL + 𝔹KSëL 
The polarization in the nuclei receiving the polarization is assumed to be zero (𝔹J = 0) before 
the beginning of the pulse sequence, leading to  










ρ'R = 𝔹KSëM 
↓ πJτ/2 
ρ'ú = 𝔹K cos ®πJ
τ
2¯ S




↓ (π).Wã + (π)W'L/Rè  
ρ'q = −𝔹K cos(Φ) cos ®πJ
τ
2¯ S
ëM + 𝔹K sin(Φ) cos ®πJ
τ
2¯ S









ρ'ø = −𝔹K cos(Φ) cos(πJτ) SëM + 𝔹K sin(Φ) cos(πJτ) SëN − 2𝔹K sin(Φ) sin(πJτ) SëMIL










ρ'w = 𝔹K cos(Φ) cos(πJτ) SëL + 𝔹K sin(Φ) cos(πJτ) SëN + 2𝔹K sin(Φ) sin(πJτ) IMSëL
− 2𝔹K cos(Φ) sin(πJτ) SëNIW  
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From here we use the following abbreviations: 
ι = cos(Φ) cos(πJτ) 
κ = sin(Φ) cos(πJτ) 
λ = sin(Φ) sin(πJτ) 
µ = cos(Φ) sin(πJτ) 
The next step is then: 
↓ πJ	1/(4	J) 












































IN − 2𝔹KµSëNIN 
↓ πJ	1/(4	J) 
ρ'7 = −𝔹KιSëL + 2𝔹KκSëMIL − 𝔹KλIN − 2𝔹KµSëNIN 
Resolving ι, κ, λ and μ gives: 
ρ'7 = −𝔹K cos(Φ) cos(πJτ) SëL + 2𝔹K sin(Φ) cos(πJτ) SëMIL − 𝔹K sin(Φ) sin(πJτ) IN
− 2𝔹K cos(Φ) sin(πJτ) SëNIN 
Hence, the remaining hyperpolarization on the S spins is described by −BK 	cos(Φ) cos(πJτ) 
while the transferred polarization on the I spins is described by −BK 	sin(Φ) sin(πJτ) . For INS 
spin systems the remaining hyperpolarization on the S spins can be described by 
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−𝔹K  cos(Φ) cos(πJτ)S while the transferred polarization on the I spins in the higher order 
spin system is described by −𝔹K	N sin(Φ) sin(πJτ) .  
4.2.8 Simulations  
Evolution of the 15N and 1H magnetizations were simulated using SpinDynamica68 
(www.spindynamica.soton.ac.uk) in Wolfram Mathematica (version 11; Wolfram Research, 
Inc., Champaign, Illinois, USA). The Hamiltonian describing the [15N2]urea spin system is: 
𝐻"; = 2𝜋	𝐽ÙY𝑆U𝐼U,O + 𝑆U𝐼U,RZ (4.3) 
where JNH is the negative111 heteronuclear coupling constant, 𝑆 is the product operator for the 
15N spin and 𝐼O and 𝐼R the operators for the two equivalent protons. To simulate the effect of 
off-resonance excitation, the term 
𝐻"îUU = 2𝜋	𝑣;,OÙY𝐼U,O + 𝐼U,RZ + 2𝜋	𝑣;,Oø𝑆U (4.4) 
was added to the 𝐻"; Hamiltonian.  v0,15N and v0,1H are the excitation frequency offsets in Hz. 
To estimate relaxation losses the PhenomenologicalRelaxationSuperoperator function in 
SpinDynamica was used with the measured T1 and T2 times.  An uncorrelated relaxation model 
was assumed.  We define the proton polarization P1H divided by the depleted 15N polarization 
(1-P15N) at the end of the transfer block as the efficiency of polarization transfer (eff= P1H/(1-
P15N)), which was typically >80% (Figure 4-3). 
4.2.9 Polarization transfer phantom experiments  
Polarization transfer experiments were performed on the 7 T scanner using the dual-tuned 
home-built surface coil as described in the previous chapter.  A spherical phantom filled with 
3 ml water was positioned in the magnet isocentre.  For hyperpolarized acquisitions, 1.5 ml of 
water were removed and replaced with hyperpolarized [15N2]urea solution. Spectra were 
acquired with a 2 ms 90° BIR4 excitation pulse after the polarization transfer block, with TR=2 
s, sweep width = 100 kHz, number of points = 4096.  Images were acquired with a 2D EPI 
sequence after the polarization transfer block.  Six water pre-saturation pulses with crusher 
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gradients were used prior to the polarization transfer block for both imaging and spectroscopy 
experiments.  Images were acquired with FOV = 32x32x1 mm, TR = 1s, bandwidth = 250 kHz, 
matrix size = 32x32.  
4.2.10 Interleaved direct and indirect detection  
The SNR benefits of indirect over direct detection were determined by interleaving the two 
acquisition strategies.  After injection of 1.5 ml hyperpolarized 15N urea three direct detection 
15N spectra were acquired using 30° pulses followed by three indirect polarization transfer 
measurements (with no water pre-saturation), then three direct detection measurements 
followed by another three indirect detection measurements.  Each spectrum was phase and 
baseline corrected and then normalized to the standard deviation of the noise in the first 400 
points at the downfield end of the spectrum.  The indirect detection 1H spectra were further 
corrected to account for depletion of polarization due to the prior direct 15N detection.  This 
was achieved by multiplying spectra 4,5 and 6 (indirect detection) by three times the reciprocal 
of the average signal loss between spectra 1 and 2 and between spectra 2 and 3 (direct 
detection).  Spectra 10,11 and 12 were corrected in a similar way, but using a factor calculated 
from the signal loss between spectra 7 and 8 and between spectra 8 and 9. The 1H spectra were 
recorded with a sweep width of 10 kHz into 2048 complex points, an acquisition time of 204.8 
ms and a TR of 500 ms.  The directly detected 15N spectra were acquired with a nominal 30° 
flip angle pulse, sweep width 10 kHz, 2048 complex points, TR = 500 ms, which were the same 
acquisition parameters as used for the indirect measurements.  The SNRs were calculated by 
integrating a 60 point-wide region containing the peak and dividing it by the standard deviation 
of the noise in the 400 point-wide region at the downfield end of the spectrum. 
4.3 Results 
4.3.1 Simulations  
Simulations of the pulse sequence showed that 21% of the 15N polarization was transferred to 
1H and resulted in a 1H z-magnetization that was 1.78 times greater than the initial 15N z-
magnetization.  At the end of the polarization transfer step 79% of the initial 15N polarization 
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remained (Figure 4-2b).  Simulations including relaxation, using measured relaxation rates, 
showed that these values were reduced only slightly, from 79% to 74% for the remaining 15N 
magnetization and from 1.78 to 1.67 for the 1H magnetization.  In further simulations the effect 
of the pulse sequence was simulated for a large range of excitation frequency offsets and pulse 
amplitudes (Figure 4-3).  Transfer efficiency was preserved for large regions of parameter 
space.  We did not include polarization loss due to relaxation because transfer via the strong 
coupling (JNH = -90 Hz) is fast (~12 ms) and the simulation (Figure 4-2b) showed that this can 
be neglected. 
4.3.2 Exchange rate  
The proton exchange rate between urea and water was determined108 by fitting the peak 
integrals following saturation I(tsat) to: 
𝐼(𝑡<¢) = 𝑐 X1 + 𝑘	𝑇O	𝑒
.®O 	5gý 	'	3¯.-/Y (4.5) 
where c is a dimensionless factor, T1 is the urea proton relaxation time, tsat are the pre-saturation 
times and k the exchange rate.  This gave c = (1.14±0.09), k = (1.56±0.15) s-1 and T1 = 
(2.73±0.38) s.  The errors are those for the fitting.  The measured lifetime for a proton in urea 
(1/k) was 0.64±0.06 s, which is similar to that measured previously for 1 M urea at pH 7 (0.55 
s)112. The IRRUPT sequence, including the flip back pulse, takes only ~12 ms and therefore 
the influence of solvent exchange on the urea 1H hyperpolarization was ignored. 
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Figure 4-3.  Simulations of the IRRUPT pulse sequence.  Remaining 15N polarization (P15N) after one transfer as 
a function of a) 15N excitation frequency offset and 15N maximum pulse amplitude and d) 1H excitation frequency 
offset and 1H maximum pulse amplitude.  1H polarization (P1H) after one transfer as a function of b) 15N excitation 
frequency offset and 15N maximum pulse amplitude and e) 1H excitation frequency offset and 1H maximum pulse 
amplitude.  Polarization transfer efficiency P1H/(1- P15N) as a function of c) 15N excitation frequency offset and  
15N maximum pulse amplitude and f ) 1H excitation frequency offset and  1H maximum pulse amplitude.  The 
asymmetry in the profiles results from the use of adiabatic pulses. 
4.3.3 Polarization  
The measured polarization was 6.2% for [13C]urea and 2.3% for [15N2]urea. The value for 15N 
was lower than the  5% reported  previously103,  while the value for 13C was between a reported 
in vivo value of 3%14 and a value of 10% estimated at the time of injection113.  
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4.3.4 Relaxation times  
Relaxation times for 15N and 1H in urea in PBS at 7 T are summarized in Table 4-1.  The proton 
T1 (2.57±0.08) was similar to a value obtained at 14.1 T from fitting saturation recovery data 
to Equation 4.5 (2.73±0.38 s). 
Table 4-1.  Relaxation times for [15N2]urea measured at 7 T. 
[15N2]urea T1 relaxation time (s) T2 relaxation time (s) 
1H 2.57±0.08 0.060±0.003 
15N 24.22±1.15 1.622±0.94 
1 M [15N2]urea in PBS containing 10% 2H2O at 20 °C. 
4.3.5 Coil performance  
The uncorrected ratio of the 1H and 15N SNRs was 59.9. When corrected for the number of 
contributing nuclei per molecule (four protons, two 15N nuclei) and the different thermal 
polarizations calculated using Equation 4.1, this gave an effective SNR enhancement (ε) of 
6.07 when detecting 1H versus 15N for a given level of polarization.  For example, if the SNR 
of an 15N acquisition is 10, the SNR of a 1H acquisition at the same nuclear concentration and 
polarization will be 60.7.  
4.3.6 Polarization transfer  
Partial transfer of polarization from 15N to 1H can be used for dynamic spectral acquisition 
(Figure 4-4) or for imaging (Figure 4-5).  The 90 Hz splitting in the 1H spectra is due to the 1H-
15N coupling114. 
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Figure 4-4.  Dynamic 1H spectra of hyperpolarized [15N2]urea. Each spectrum was acquired with an IRRUPT 
polarization transfer block followed by a 90° BIR4 excitation pulse.  Parameters were TR = 2 s, sweep width = 
10000 Hz, number of points = 4096. 
 
Figure 4-5.  Dynamic 1H images of hyperpolarized [15N2]urea. The images were acquired with a 2D EPI sequence 
after successive polarization transfer blocks.  Imaging parameters were: FOV = 32x32x1 mm, TR = 1 s, bandwidth 
= 250 kHz, matrix size = 32x32. 
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4.3.7 Interleaved direct and indirect detection of 15N urea   
The SNR in the indirect detection spectra recorded immediately after the direct detection 
spectra was significantly higher (Figure 4-6a).  There was an ~8 s delay in changing from one 
pulse sequence to the next.  After correcting for depletion of polarization in the preceding direct 
detection experiment there was a 2.09±0.31(SD)-fold improvement in SNR in the indirect 
detection experiment (Figure 4-6b).  Each indirect measurement led to 20% depletion of the 
15N polarization.  Comparing spectrum 1 with 2 and 2 with 3, and similarly spectrum 7 with 8 
and 8 with 9 shows that each of the direct acquisitions depleted 13±7 (SD)% of the polarization, 
which corresponds to a flip angle of 30° (acos(0.87) = 30°). To compare the SNR of the directly 
and indirectly detected spectra, we corrected the SNR improvement factor of 2.09±0.31 by 
sin30°/sin37°, which corrects for the fact that the indirect experiment depleted 20% of the 15N 
polarization (cos(37°)=0.8) whereas the direct detection experiment depleted 13% of the 
polarization. This gives a corrected improvement in the SNR of 1.72±0.25. 
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Figure 4-6.  Interleaved direct 15N detection and indirect 1H detection of hyperpolarized 15N urea.  a) The spectra 
were scaled so that the noise was the same in all the spectra.  b) Indirect detection spectra additionally corrected 
for depletion of polarization due to the prior direct detection experiment. 
4.4 Discussion 
4.4.1 Theoretically achievable SNR improvement in polarization transfer 
experiments 
The signal in a direct detection experiment following a 90° excitation pulse, when compared 
to an INEPT-type experiment that transfers all the polarization, increases with the square of 
the detection frequency, ν2.  However, detector coil and sample noise also increase as ν1/4 to ν, 
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depending on the source of the noise. Therefore the overall increase in the SNR as a function 
of ν is given by69,90:  
𝑆𝑁𝑅 ∝
νR
(αaRνO R⁄ + βνRbø)O R⁄
(4.6) 
where a and b are coil geometry parameters and α and β are weightings for the two sources of 
noise, where α represents coil noise and β sample noise.   
Equation 4.6 is valid when comparing the SNR of a direct detection experiment with a 90° 
pulse to a measurement in which all the available polarization is transferred with perfect 
efficiency to a coupled high g nucleus for detection.  However, for dynamic measurements only 
small portions of the hyperpolarization should be used at any one time, either by using a small 
flip angle pulse in the direct detection experiment or by using partial polarization transfer in 
the indirect experiment.  In this situation we also need to consider the residual polarization left 
following each excitation since this represents the longitudinal magnetization available for 
subsequent excitation115. The detectable transverse magnetization in a direct detection 
experiment depends on the flip angle (FA) thus:  
Y𝑀VWZÂyzÃ	ÂzzÃ ∝ 	 sin𝐹𝐴	. 	 (4.7) 
Expressing the detectable magnetization in terms of the z magnetization used ((Mzhyp)used) then:  
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In an indirect detection experiment the detected transverse magnetization in the higher g 
nucleus is proportional to the gain from the higher precession frequency (𝛾1H/𝛾15N) multiplied 








Comparing equation (4.8) and (4.9) shows, that if  













then transferring polarization to the higher g nucleus will result in a smaller transverse 
magnetization than would be obtained by direct detection.  The effect this has on SNR is 
illustrated in Figure 4-7a, where the SNR of direct 15N detection with a 90° pulse is assumed 
to be 1. The SNR improvement for different detection strategies (15N direct detection, 15Nà1H 
indirect detection or 13C direct detection) as a function of the magnetization used per 
acquisition are indicated, assuming that polarization transfer is 100% efficient. 
 
Figure 4-7.  a) Theoretical SNR improvements for indirect detection as a function of flip angle and magnetization 
used.  The upper limit of the SNR improvement band is reached when only coil noise is considered, the lower 
limit is reached when only sample noise is considered.  In reality both, coil and sample noise contribute, and the 
improvement factor is in-between these two boundaries (see equation 4.6).  b) Calculated and measured SNR 
improvement for indirect detection as a function of flip angle and magnetization used.  The dashed green line is 
the theoretically predicted upper limit for the SNR improvement when the home build coil is used. 
4.4.2 Experimental measurements of SNR  
From 1H and 15N spectra acquired using 90° pulses from a thermally polarized urea sample we 
calculated that the SNR enhancement (𝜀) from detecting 1H as opposed to 15N was 6.07.  
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Therefore, in a polarization transfer experiment with perfect transfer efficiency we can expect 













The measured SNRs for direct and indirect 15N detection and the values expected theoretically 
are shown in Figure 4-7b.  
4.4.3 Effect of polarization levels  
The 13C polarizations achievable with our HyperSense polarizer were 2.7-fold higher than the 
15N polarization (6.2% vs 2.3%), in agreement with levels reported previously for labelled urea 
(5% 15N polarization103 and 3%14 to 10%113 13C polarization).  Therefore, 15N as a nucleus for 
hyperpolarization has two disadvantages when compared to 13C; the polarization is lower, and 
the lower gyromagnetic ratio makes it harder to detect.  Some of the sensitivity disadvantage 
can be recovered by indirect detection with INEPT sequences or, if dynamic acquisition is 
required, using the IRRUPT pulse sequence described here.  If [15N]urea could be polarized to 
levels similar to those of [13C] then the SNR advantages of our detection method would be even 
greater (see Figure 4-7a).  Indirect detection of [13C]urea is not feasible because the coupling 
constant with the protons, which are in exchange with solvent protons where the exchange rate 
is fast compared to the coupling constant, is  weak and not observed. 
4.5 Conclusion 
It was shown that partial polarization transfer from 15N to 1H using a modified BINEPT109  
sequence can be used for dynamic imaging of hyperpolarized [15N]urea. If more than 10% of 
the 15N polarization is used in each acquisition then the sequence can give better sensitivity 
than direct 13C detection of [13C]urea.  
 
 
Chapter 5 Partial hyperpolarization transfer in  
[2-¹³C]pyruvate 
As described in chapters 2 and 4, there are advantages in detecting nuclear hyperpolarization 
in a low ɣ nucleus via spin coupled protons, including a significant increase in SNR compared 
to direct detection.  To examine the scope of proton detection as a tool for observation of low 
ɣ hyperpolarized nuclei and to demonstrate the versatility and utility of the IRRUPT sequence, 
partial polarization transfer is demonstrated in this chapter with [2-13C]pyruvate. Because the 
principles of the pulse sequence have been introduced in the previous text, this chapter focuses 
on issues that are specific to [2-13C]pyruvate.  
This molecule, in its hyperpolarized state, has been used in several studies, mostly to 
investigate TCA cycle activity116–119 but also to probe glycolysis119,120. In healthy rat brain it 
was shown, that dichloroacetate (DCA) enhances the production of [5-13C]glutamate from 
hyperpolarized [2-13C]pyruvate118.  Another study compared the spectra acquired following the 
administration of hyperpolarized [1-13C]pyruvate to spectra acquired following the 
administration of hyperpolarized [2-13C]pyruvate in rat brain. As expected, injection of  [1-
13C]pyruvate resulted in observable [1-13C]lactate and [13C]bicarbonate in the brain.  Injection 
of [2-13C]pyruvate led to the appearance of [2-13C]lactate in the spectra, but, against the 
expectations,  no [5-13C]glutamate was observed116. Another study, using non-localized 
spectroscopy of the whole body of a rat, showed that DCA administration increased labelled 
bicarbonate production following hyperpolarized [1-13C]pyruvate injection and increased the 
levels of [5-13C]glutamate, [1-13C]acetoacetate and [1-13C]acetylcarnitine following 
hyperpolarized [2-13C]pyruvate injection117. In a 13C imaging study with C6 glioma-bearing 
rats,  hyperpolarized [2-13C]pyruvate could be used to produce maps of the substrate itself, [5-
13C]glutamate and [2-13C]lactate119. Recently the use of hyperpolarized [2-13C]pyruvate in 
humans has been reported for the first time120. In a feasibility study in human brain, [2-
13C]pyruvate, [5-13C]glutamate and [2-13C]lactate were observed. Pyruvate and glutamate 
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maps were generated and it was shown that the rates for pyruvate-lactate exchange calculated 
from fits of the [2-13C]labelled and [1-13C]labelled metabolites to a simple exchange model 
give the same rate constant120. 
As shown in chapter 2 and in our publications90,121 dynamic hyperpolarized 1H lactate spectra 
and images can be generated from hyperpolarized [1-13C]lactate produced in vivo from injected 
hyperpolarized [1-13C]pyruvate.  However, in [1-13C]pyruvate polarization cannot be 
efficiently transferred to the methyl protons due to the weak 13C to 1H coupling ( ~1 Hz 116). 
To gather dynamic information from proton detection of hyperpolarized pyruvate, it was 
decided therefore to explore the use [2-13C]pyruvate instead,  where the 13C - 1H coupling is 
6.2 Hz 116 (Figure 5-1). This coupling offers the possibility of controlled and efficient transfer 
of polarization. 
 
Figure 5-1.  Structure of [2-13C]pyruvate.  The coupling constant between 13C and the directly bonded protons is 
6.2 Hz. 
5.1 Methods 
5.1.1 Adjustments to the IRRUPT sequence 
To accommodate partial polarization transfer in [2-13C]pyruvate the inter-pulse delays and the 
phase of the second pulse on the low ɣ spins had to be modified. The delays between the pulses 
(τ1-4 ,defined in chapter 4) and the additional phase offset δ (also defined in chapter 4) in the 
segmented BIR4 pulse on the 13C spins were chosen as described for the HINDER sequence 
when aiming to transfer 10% of polarization in an I3S system110. For three protons coupled with 
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a 6.2 Hz coupling constant to one low g nucleus: τ1 + τ2=0.358/(2 π J)=9.19 ms, τ3 + τ4= 1/(2 
J) = 80.65 ms, δ =17.980°. The delays were not corrected for the fact that adiabatic pulses 
were used instead of hard pulses.  The pulse length in this experiment is still relatively short 
when compared to the duration of the delays between the pulses, because the 6.2 Hz coupling 
leads to long delays, especially when compared to the short delays required by the 90 Hz 
coupling in [15N2]urea.  
Evolution of the 13C and 1H magnetizations were simulated with SpinDynamica68.  Relaxation 
was neglected in all the simulations.  The Hamiltonian describing the relevant carbon-13 to 
methyl proton coupling in [2-13C]pyruvate is: 
𝐻"; = 2𝜋	𝐽;ÙY𝑆U𝐼U,O + 𝑆U𝐼U,R + 𝑆U𝐼U,úZ  
where JCH is the heteronuclear coupling constant, 𝑆 is the product operator for the 13C spin and 
𝐼O, 𝐼R and 𝐼ú the operators for the three equivalent protons.  To simulate the effect of off-
resonance excitation, the term 
𝐻"îUU = 2𝜋	𝑣;,OÙY𝐼U,O + 𝐼U,R + 𝐼U,úZ + 2𝜋	𝑣;,Oú;𝑆U  
was added to the 𝐻"; Hamiltonian.  v0,13C and v0,1H are the excitation frequency offsets in Hz.  
As in the previous chapter we define the proton polarization P1H divided by the depleted 13C 
polarization (1-P13C) at the end of the transfer block as the efficiency of polarization transfer 
(eff= P1H/(1-P13C)) 
5.1.2 Dynamic nuclear polarization  
To 1 g of [2-13C]pyruvic acid, 16.7 mg of the radical OX063 were added.  For each 
hyperpolarization a 44 mg (~36 μl), sample was prepared from the stock solution by adding 1 
μl of 1:10 Dotarem.  To find the optimal microwave frequency for polarization, a measurement 
of the frequency dependency of the solid-state polarization (frequency sweep) was performed 
from 94.100 GHz to 94.140 GHz using a step size of 2 MHz, measuring the solid state 13C 
signal after 200 s of irradiation at each step using the HyperSense polarizer (Oxford 
Instruments).  A maximum was found at 94.110 GHz. For further experiments, [2-13C]pyruvate 
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was polarized at this frequency for 45 min or longer.  For dissolution 6 ml of a buffer (pH 7.2) 
containing 40 mM Hepes, 94 mM NaOH, 30 mM NaCl and 100 mg/L EDTA was used.   
5.1.3 Polarization transfer phantom experiments  
For the spectroscopic measurements no water suppression was used.  Acquisition parameters 
for spectroscopy were: TR = 2 s; sweep width = 10000 Hz; number of points = 2048.   For 
imaging, a preinstalled VAPOR saturation sequence122 was applied to suppress the water 
signal.  A 2D EPI sequence was used with a FOV of 20 mm x 20 mm and nominal resolution 
of 1.25 mm x 1.25 mm.  The signal was acquired directly after polarization transfer from the 
transverse magnetization.  Therefore, in z direction only the RF excitation profile locates the 
signal.  The sweep width was 125000 Hz.  The k-space was undersampled (12x16 instead of 
16x16) and the missing lines were zero filled before reconstruction.  TR was 1 s.  Unlike in the 
previous chapter, where transverse proton magnetization was flipped onto the z-axis and then 
excited with a 90° 1H pulse, the data presented here was acquired directly from the transverse 
magnetization.  Polarization transfer experiments were performed on a 7 T scanner (Agilent) 
using the 13C/1H dual-tuned home-built surface coil that was built as described by Wetterling 
et al.101 and that was presented in chapter 4.  A spherical phantom filled with 4 ml water was 
positioned in the magnet isocentre.  1 ml of hyperpolarized [2-13C]pyruvate solution was 
injected immediately before starting the acquisition. 
5.2 Results and Discussion 
5.2.1 Simulations 
With adiabatic pulses in the simulations the IRRUPT sequence transferred typically 15% to 
20% of the 13C hyperpolarization to coupled (JCH  = 6.2 Hz) protons with an efficiency of 80% 
or more (Figure 5-2).  Transfer efficiency was preserved for large regions of parameter space.   
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Figure 5-2.  Simulations of the IRRUPT pulse sequence.  Remaining 13C polarization (P13C) after one transfer as 
a function of a) 13C excitation frequency offset and 13C maximum pulse amplitude and d) 1H excitation frequency 
offset and 1H maximum pulse amplitude.  1H polarization (P1H) after one transfer as a function of b) 13C excitation 
frequency offset and 13C maximum pulse amplitude and e) 1H excitation frequency offset and 1H maximum pulse 
amplitude.  Polarization transfer efficiency P1H/(1- P13C) as a function of c) 13C excitation frequency offset and  
13C maximum pulse amplitude and f ) 1H excitation frequency offset and  1H maximum pulse amplitude.  The 
asymmetry in the profiles results from the use of adiabatic pulses. 
5.2.2 Experimental results 
Partial transfer of polarization from 13C to 1H could be used for dynamic spectral acquisition 
(Figure 5-3).  The unusual shape of the water peak in the spectra can be explained by off 
resonant excitation induced by the adiabatic pulses.  No water suppression was used prior to 
the IRRUPT sequence in the spectral measurements, but the [3,3,3-1H]pyruvate resonance 
nevertheless is relatively unobstructed due to the large chemical shift difference from the water 
resonance (>600 Hz at 7 T). From spectrum to spectrum a 20-30% reduction of the pyruvate 
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resonance was observed.  This value shows a decrease in the polarization following each 
measurement that is larger than the simulated decrease of 15-20%.  This can be explained by 
T2 losses during the polarization transfer, which were not included in the simulations.  
Furthermore, T1 losses during the subsequent measurements result in a decrease of the signal 
intensity.   
 
Figure 5-3.  Dynamic 1H spectra of hyperpolarized [2-13C]pyruvate.  Each spectrum was acquired with an IRRUPT 
polarization transfer sequence.  Parameters were TR = 2 s, sweep width = 10000 Hz, number of points = 2048.  
The acquisition was started after injection of 1 ml hyperpolarized [2-13C]pyruvate solution onto a phantom 
containing 4 ml PBS.  The pyruvate signal decayed by 20-30% between spectra.  No water suppression was used. 
The IRRUPT partial transfer was also used to generate proton images from hyperpolarized [2-
13C]pyruvate (Figure 5-4). Here VAPOR water suppression122 successfully removed residual 
water signal, and the average intensity of the images reconstructed from repetitively transferred 
signal decreased with a simple exponential decay (Figure 5-4b).  The signal was reduced by 
30% between measurements. This signal loss per measurement was stable over the course of 
the experiment, which means that it could be, once it was quantified, integrated in a kinetic 
model of enzyme activity in future experiments. 
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Figure 5-4.  a) False colour: Dynamic 1H images of hyperpolarized [2-13C]pyruvate. The images were acquired 
with an EPI sequence after successive polarization transfers.  Imaging parameters were: FOV = 20x20 mm, TR = 
1 s, bandwidth = 125 kHz, matrix size = 16x16.  The images were interpolated to a matrix size of 64 x 64 to match 
the reference image. The nonuniformity of the pyruvate images is probably due to the problematic EPI distortion 
correction. The reference for the EPI distortion correction was acquired before the injection of the hyperpolarized 
pyruvate and could therefore only provide limited correction for B0 and susceptibility inhomogeneities in the 
images with hyperpolarized pyruvate. The greyscale 1H reference image was acquired with a gradient echo 
sequence.  TR = 0.5 s, 5 mm slice thickness, FOV = 20x20 mm, matrix size = 64 x 64.  b) The transferred signal 
was reduced by 30% between measurements. 
5.3 Conclusion 
The IRRUPT sequence was used to transfer hyperpolarization piecemeal from the 13C nucleus 
in [2-13C]pyruvate to the spin-coupled methyl protons.  Polarization transfer in this molecule 
was stable over an even larger parameter range (Figure 5-2) when compared to the transfer in 
[15N2]urea (chapter 4). This is because in the latter case, the adiabatic pulses are long compared 
to the timescale of the evolution of the J-coupling.  In [2-13C]pyruvate the coupling is weaker 
and the evolution is slower and therefore has a negligible influence during the pulses.  
In principle, hyperpolarized [1-13C]pyruvate and hyperpolarized [2-13C]pyruvate could be 
injected simultaneously. In such an experiment, application of the IRRUPT sequence to [2-
13C]pyruvate could be interleaved with a sequence that transfers all the polarization in the [1-
13C]lactate produced from the [1-13C]pyruvate, for example using a spectrally selective reverse 
INEPT sequence90  or a BINEPT sequence109 sequence. This experiment could give a fuller 
picture of the reaction catalysed by lactate dehydrogenase (LDH).  The labelling time courses 
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generated would have the same information as direct 13C measurements acquired with the  
saturation recovery method described by Schulte et al.87 and could be used to map metabolic 
exchange rates. While this sounds promising in theory, in practise this experiment might be 
difficult to implement.  When both hyperpolarized [1-13C]pyruvate and [2-13C]pyruvate are 
present, a sequence that transfers polarization in [2-13C]pyruvate must have a negligible effect 
on the [1-13C]pyruvate resonance, which is 35 ppm (2626 Hz at 7 T) away (Figure 5-5). 
Likewise, a sequence that transfers polarization in [1-13C]lactate must have a negligible effect 
on the [1-13C]pyruvate resonance (relative offset to [1-13C]lactate: 12.2 ppm or 919 Hz at 7 T) 
and the [2-13C]pyruvate resonance (relative offset to [1-13C]lactate: 22.8 ppm or 1707 Hz at 7 
T).  Spectrally selective methods would be well within these specifications, however the 
IRRUPT or BINEPT sequences, which use adiabatic pulses that act on a much wider spectral 
region, would possibly lead to destruction of the hyperpolarization stored in [1-13C]pyruvate 
and/or [2-13C]pyruvate. 
 
Figure 5-5.  Simulated 13C NMR spectrum of [2-13C]pyruvate, [2-13C]lactate, [1-13C]pyruvate and [1-13C]lactate 
with indicated chemical shift differences in Hz at different field strengths. If adiabatic sequences like IRRUPT or 
BINEPT are used to transfer polarization in an experiment where hyperpolarized [2-13C]pyruvate and [1-
13C]pyruvate were coinjected, problems may arise due to off resonance effects of the pulse sequence which could 
destroy hyperpolarization. 
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It is conceivable that two IRRUPT sequences could be implemented that probe [2-13C]lactate 
and [2-13C]pyruvate in an interleaved fashion, which would give full control of the amount of 
transferred polarization in each metabolite and would correspond to a direct detection 
experiment with different flip angles on the two metabolites. Such experiments could be 
evaluated with model free approaches like the area under the curve method88. But again, it 
would have to be determined whether the IRRUPT sequence applied to [2-13C]lactate affects 
the polarization stored in [2-13C]pyruvate when used to transfer polarization in [2-13C]lactate 
(Figure 5-5). However, in this experiment, the resonances are very far apart (136.7 ppm or 
10250 Hz at 7 T) and the sequences would not have to be quite as spectrally selective as for an 
experiment where hyperpolarized [1-13C]pyruvate and [2-13C]pyruvate are coinjected (Figure 
5-5). Another problem would be, that the strong coupling (~146 Hz 116) in [2-13C]lactate leads 
to an evolution of the J-coupling that is too fast to be used for polarization transfer with the 
proposed sequences.  

 
Chapter 6 Measuring tumour glycolytic flux in 
vivo using fast deuterium magnetic resonance 
imaging 
The text and figures in this chapter have been submitted for publication in similar or 
identical form in  
Kreis F, Wright AJ, Hesse F, Fala M, Hu D, Brindle KM. Measuring tumor glycolytic flux 
in vivo using fast deuterium magnetic resonance imaging. Radiology, under review. 
My contribution to this publication was the development of the pulse sequence, cultivating 
the cells, building the coil, performing the experiments and analysing the data.  Dr De-en 
Hu prepared the mice.  Dr Alan Wright and Prof Kevin Brindle and me designed the study.  
Maria Fala and Friederike Hesse helped with cell cultivation.  Dr Alan Wright contributed 
to the pulse sequence development and image reconstruction.   
Recently a new imaging modality23,123 has emerged which allows mapping metabolite 
concentrations in vivo without the use of hyperpolarization. This technique relies on the 
administration of deuterated substrates and subsequent 2H MR acquisition.  The signal 
intensities can be normalized to the endogenous semi-heavy water, which makes this method 
quantitative.  In the following chapter it is shown how this technique, which has been termed 
deuterium metabolic imaging (DMI), can be used to map glycolytic fluxes in vivo. 




Tumour cells frequently show high rates of aerobic glycolysis, which provides the glycolytic 
intermediates needed for the increased biosynthetic demands of rapid cell growth and 
proliferation8,10.  High rates of glycolysis have enabled disease detection and treatment 
response monitoring using Positron Emission Tomography, where  tumours frequently show 
high levels of uptake of the glucose analog 2-([18F]fluoro)-2-deoxy-D-glucose (FDG-PET) 
when compared with surrounding tissues, with tumours responding to treatment showing 
decreased uptake4,124–126.   High levels of tumour lactate resulting from this increased glycolytic 
flux have also enabled monitoring of disease grade, progression and response to treatment 
using 13C magnetic resonance spectroscopic imaging of hyperpolarized [1-13C]pyruvate 
metabolism17,18,22,127.  In this technique the massive gain in sensitivity afforded by 13C nuclear 
spin hyperpolarization (104 – 105x)13 has allowed imaging of the exchange of the 
hyperpolarized 13C label between injected [1-13C]pyruvate and the endogenous tumour lactate 
pool, where disease progression is often accompanied by an increase in lactate labelling and a 
positive response to treatment by a decrease.  However, both FDG-PET and hyperpolarized [1-
13C]pyruvate interrogate only limited aspects of the glycolytic phenotype of tumours.  FDG-
PET reports on tumour perfusion, FDG uptake on the glucose transporters, and phosphorylation 
and trapping in the reaction catalysed by hexokinase. The hyperpolarized [1-13C]pyruvate 
experiment reports on perfusion, pyruvate uptake on the monocarboxylate transporters (MCTs) 
and exchange of 13C label in the reaction catalysed by lactate dehydrogenase (LDH)44.  As label 
exchange between pyruvate and lactate is dependent on lactate pool size the technique 
effectively assesses more of the glycolytic pathway than FDG-PET128 but nevertheless cannot 
monitor glycolytic flux directly. 
13C magnetic resonance spectroscopic imaging (MRSI) has been used with hyperpolarized12 
and non-hyperpolarized31 [U-13C]glucose to image glycolysis in murine tumour models, in the 
latter case tensor decomposition was essential for denoising the resulting glucose and lactate 
images.  However, neither study produced maps of glycolytic flux.  Recently, 2H MRSI has 
been introduced as a tool for clinical imaging of tumour metabolism in vivo23.  The relatively 
low sensitivity of 2H to magnetic resonance detection is compensated for by the fast T1 
relaxation of this nucleus, which permits very fast signal acquisition without signal saturation.  
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A limitation is the relatively small chemical shift range, which is ~70 times smaller than that 
of 13C and can result in poorly resolved spectra129.  2H spectroscopic images were acquired 
from glioma-bearing rats between 60 - 90 minutes after the start of [6,6′-2H2]glucose infusion 
and showed signals from labelled lactate and glutamate in the tumour, although the glutamate 
signal was not resolved from that of glutamine and since only single images were acquired 
there was no rate information.  Glutamate is labelled by rapid exchange of deuterium label with 
the TCA cycle intermediate, a-ketoglutarate, and therefore the deuterated lactate/glutamate 
ratio provides a direct measure of the partitioning of glucose carbon between glycolysis and 
the TCA cycle.  In glioma patients, oral administration of [6,6′-2H2]glucose also resulted in 
signals from deuterated lactate and glutamate in tumour images, demonstrating the clinical 
applicability of the technique, although again there was no quantitative measurement of 
metabolic flux. 
We describe here a fast 3D 2H imaging sequence that allowed us to follow in a murine 
lymphoma model, with a time resolution of 10 minutes, the kinetics of [6,6’-2H2]glucose 
conversion to [3,3’-2H2]lactate following a bolus injection of labelled glucose.  Referencing 
the glucose and lactate 2H signals to the natural abundance signal from water allowed us to 
produce maps of tumour glycolytic flux, which showed a significant decrease within 48 h of 
drug treatment, demonstrating the potential of this method for assessing early tumour responses 
to treatment in the clinic. 
6.2 Methods 
6.2.1 Cell culture and tumour induction 
EL4 murine lymphoma cells were grown in RPMI medium with 2 mM L-glutamine and 10% 
non-treated fetal calf serum (Gibco/Thermo Fisher Scientific).  Cell numbers and viability were 
measured using a Cell counter (Vi-Cell XR, Beckman Coulter).  Tumours were induced by 
subcutaneous injection of 5x106 viable EL4 cells in 0.2 mL PBS into the flank of female 
C57BL/6 mice (Charles River).  Tumours were allowed to grow for 7 to 10 days until they 
reached a diameter of ~14 mm.  All procedures were carried out under the authority of project 
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and personal licenses issued by the Home Office, UK and were approved by local Animal 
Welfare and Ethical Review Bodies. 
6.2.2 Magnetic resonance spectroscopy and imaging 
For 2H experiments in vivo the home-built surface transmit/receive coil, introduced in chapter 
3, with an inner diameter of 14 mm was used.  Anatomical 1H reference images were acquired 
with a volume transmit/receive coil (Rapid Biomedical).  Experiments were performed using a 
9.4 T 20 cm bore scanner (Agilent).   Animals were anesthetized by inhalation of 1–3% 
isoflurane (Isoflo; Abbotts Laboratories) in 75% air, 25% O2 (2 L per min) and body 
temperature was maintained by blowing warm air through the magnet bore.  Breathing rate 
(~80 b.p.m.) and body temperature (37 °C) were monitored during experiments.   
Prior to injection of 2g/kg D-[6,6′-2H2]glucose, the 2H channel pulse power was calibrated to 
give, with a TR of 260 ms, a maximum steady state natural abundance HDO signal.  With this 
TR and using a literature value for the T1 of HDO of 320 ms23 the effective flip angle (FA) of 
this pulse was 64° (FA = arccos(-TR/T1,water) ≅	 64° (Ernst angle)).  For spectroscopic 
measurements a 7 ms 64° sinc pulse was used in the presence of a gradient to give a 10 mm 
slice-selective excitation.  Each spectrum consisted of 512 complex points, acquired with 256 
averages, a TR of 260 ms, and a sweep width of 2 kHz.  Eighty spectra were acquired over 88 
min. D-[6,6′-2H2]glucose (2 g/kg) (Sigma Aldrich) was injected approximately 10 s after the 
acquisition of the first spectrum had finished (1:06 min into the 88 min experiment). The HDO, 
glucose and lactate resonances were fitted using a MATLAB tool box130 using prior knowledge 
of the relative chemical shifts and linewidths and the fitted peak amplitudes were multiplied by 
a factor that corrected for their different degrees of saturation, assuming the following T1 times  
(T1,water = 320 ms, T1,glucose=  64 ms, T1,lactate = 297 ms) 23.These were then normalized to the 
HDO signal from the first (pre-injection) spectrum, which was assumed to correspond to a 
concentration of 10.12 mM HDO 23. Finally, a correction for the numbers of deuterons per 
molecule was performed to give absolute concentrations (two labels in lactate and glucose and 
one label in water). 
For dynamic imaging a 2H 3D Chemical Shift Imaging (CSI) sequence (Figure 6-1a) was 
developed, where an adiabatic 50° flip angle 2 ms BIR4 excitation pulse47 was followed by 
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phase encoding gradients encoding a 9x9x3 k-space.  Signal was acquired into 256 complex 
points with a bandwidth of 2 kHz and a field-of-view (FOV) of 27x27x27 mm3.  The k-space 
was sampled over 4328 transients with a repetition time (TR) of 140 ms in a total acquisition 
time of 10 min.  The centre of k-space was sampled with 128 averages, with all other k-space 
positions sampled with fewer averages according to a Hamming window function131 (Figure 
6-1b). The order of sampling was randomized in order to avoid sampling the centre of k-space 
during transient metabolite concentration changes.  Five images were acquired after i.v. 
injection of 2g/kg [6,6’-2H2]glucose into tumour-bearing mice. The five-dimensional (three 
spatial, one spectral and one temporal) datasets were denoised using a Tucker decomposition 
with a rank reduction from 9x9x3x256x5 to 5x5x2x16x3 using a MATLAB tool box132,133. A 
similar denoising algorithm has been suggested previously31.  Rank reduction in the spectral 
and spatial dimensions was confirmed by phantom experiments to produce minimal blurring 
while still removing noise (Figure 6-2).  The spectra in each voxel were analysed as described 
above. 
 
Figure 6-1.  a) The 2H 3D CSI pulse sequence used for dynamic imaging.  An adiabatic excitation pulse was 
followed by three orthogonal phase encoding gradients.  b) A 3D Hamming window weighting was used for the 
number of averages per k-space position.  The centre of k-space was sampled with 128 averages, all other k-space 
positions were sampled with less averages, as shown.  The order in which these k-space positions were sampled 
was randomized. 
 




Figure 6-2.  3D 2H chemical shift images of a phantom with three compartments.  The compartments were filled 
with 20 mM 2H2O (upper compartment), 20 mM [6,6’-2H2]glucose (right compartment) and 20 mM [3,3’-
2H2]lactate (left compartment). The space between compartments was filled with water.  The top left image shows 
a 1H reference image, the top right shows an HDO image, the bottom left a [6,6’-2H2]glucose image and the bottom 
right a  [3,3’-2H2]lactate image.  a) Reconstructed metabolite maps without denoising, b) with denoising using a 
Tucker decomposition with rank reduction from (9,9,3,256) to (5,5,2,16) and c) with denoising using a Tucker 
decomposition with a rank reduction from (9,9,3,256) to (3,3,2,8). 
6.2.3 Kinetic analysis of spectroscopic and image data 
The kinetics of glucose and lactate labelling from the spectroscopic data were fit to the 
following model: 
d[𝐺∗]
dt = 𝑘È d𝑎O	𝑒
.3e 	− 	
[𝐺∗]
𝑣 f − 𝑓𝑉¢V
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f	v(K@ + [G∗] f	v⁄ )
− kn[L∗]																																										(6.2) 
where [G*] and [L*] are concentrations of labelled glucose and lactate respectively, a1, is the 
labelled glucose concentration immediately after the bolus injection, kg is the apparent rate 
constant describing transfer of glucose between blood and tumour, kp is the effective rate 
constant describing tissue uptake of labelled glucose, v is the extracellular volume fraction, 
Vmax is the maximum rate of tumour glucose consumption and kl  the apparent rate constant 
describing labelled lactate transfer into the blood.  The fractional labelling of glucose (f=0.6) 
was calculated from the 1H and 2H NMR spectra of blood samples taken during the labelling 
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time course as explained later (Results, Table 6-1).  The model is identical to that described by 
Rivenzon-Segal et al134 with the exception of the second and first terms in equations 6.1 and 
6.2 respectively, which take account of the substantial depletion of labelled glucose in the study 
described here, which was not observed in the earlier study.  The KM in this expression is that 
for glucose uptake (2.8 mM)135, which we have assumed is limiting for glycolytic flux.   
Analysis of [6,6’-2H2]glucose utilization was based on a kinetic model described previously134 
that took into account changes  in plasma [6,6’-2H2]glucose concentration ´𝐺Æ∗¶,  which was 
considered to decay exponentially: 
´𝐺Æ∗¶ = 𝑎O	𝑒.3e (6.3) 
where a1 is the initial [6,6’-2H2]glucose concentration immediately after completion of the 
glucose injection and kp is an effective rate constant describing loss of [6,6’-2H2]glucose from 
the plasma.  
In the tumour, glucose is distributed between extra- and intracellular compartments, whereas 
the detected MR signal relates to the average concentration in the measured volume.  Changes 
in the measured [6,6’-2H2]glucose concentration in the tumour tissue, [G*], are influenced by 
reversible transfer of [6,6’-2H2]glucose from the plasma, with an apparent rate constant kg, and 
by the rate of glucose disappearance due to tumour metabolism Vglc: 
d[𝐺∗]
dt = 𝑘È
Y´𝐺Æ∗¶ 	− [𝐺z∗]Z − 𝑓𝑉ÈÇÃ (6.4) 
where [𝐺z∗] is the concentration of [6,6’-2H2]glucose in the extracellular volume and f is the 
fractional deuterium enrichment of the total glucose pool. From NMR measurements of blood 
samples, summarized in Table 6-1, the fractional enrichment was estimated to be 0.6. The 
deuterated glucose that we observe is assumed to be predominantly extracellular134.  ´𝐺Æ∗¶ is 





where [𝐺z] = [𝐺∗] (𝑓	𝑣)⁄  and is the total glucose concentration in the extracellular 
compartment, Km is the Km for glucose transport and v is the extracellular volume fraction.   
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This assumes that glucose transport limits the rate of glucose metabolism, which was based on 
the observation that glucose uptake is a rate limiting factor for glucose utilization in general136.  
Our model is different to the model used previously134 where it was  assumed that the glucose 
concentration was always much larger than the  Km .  Glycolytic conversion of [6,6’-
2H2]glucose to lactate results in the production of [3,3’-2H2]lactate and one unlabelled lactate 
molecule.  Therefore, the rate of labelled lactate production is equal to Vglc, the rate of glucose 
disappearance due to tumour metabolism, assuming that all the glucose is converted to lactate 
(i.e. Vgly = Vglc).  The change in concentration of observable 2H-labeled lactate in the tumour 
volume, [L*], is given by: 
d[𝐿∗]
dt = 	𝑓	𝑉ÈÇW − 𝑘Ç
[𝐿∗] (6.6) 
where kl describes the clearance of [3,3’-2H2]lactate from the tumour.  Observable lactate was 
assumed to be in both the intra- and extracellular tumour compartments.  We neglected 
contributions from 2H-labelled lactate in the blood as this was found to be negligible (Table 
6-1).  Combining equations 6.3 – 6.6 gives the coupled differential equations: 
d[𝐺∗]










f	v(K@ + [G∗] f	v⁄ )
− kn[L∗]	. (6.8) 
The experimental data were fit to these equations using the following as freely varying 
parameters: the plasma pharmacokinetic parameters (a1, kp), the rates of tissue glucose uptake 
from the plasma and tumour lactate clearance (kg, kl), the extracellular volume fraction of the 
tumour accessible to glucose (v) and the maximum rate of glucose consumption Vmax (half the 
maximum rate of lactate synthesis).   
6.2.4 Glycolytic flux maps 
To calculate rate maps from the dynamic images equations 6.7 and 6.8 were simplified by 
replacing the term 𝑉¢V
[q∗]
{	I(rs'[q∗] {	I⁄ )
						with a parameter,  𝑉¢V
¢ÆÆ¢yz, and fitting the 
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simplified equations to the concentration changes over time for each voxel.  The number of 
free parameters was reduced by fixing the parameters kp, v, kg and kl to the values shown in 
Table 6-2, which were derived from the spectroscopic time course measurements (Figure 6-3c). 
𝑉¢V
¢ÆÆ¢yz was only calculated for those voxels where the HDO signal in the first image (the 
concentration reference) was more than 40% of the maximum HDO signal in any one of the 9 
x 9 x 3 voxels that make up the image.  This prevented the introduction of errors when dividing 
by very noisy HDO reference data. 
6.2.5 Treatment response 
Thirty spectra (total acquisition time 33 min) were acquired before and another 30 at 48 h after 
treatment.  After the first MRS measurements, and having recovered from the isoflurane 
anaesthesia, the animals received 67 mg/kg etoposide by i.p. injection.  Peak amplitude ratios 
from the summed spectra acquired before and after treatment were compared using a one-sided 
paired t-test. 
6.2.6 2H NMR of cell media 
EL4 cells were seeded at a concentration of 0.5x106 viable cells per ml in glucose-free RPMI 
1640 media (Sigma Aldrich).  Supernatants were collected from five cultures and stored at -80 
°C.  To the remaining 15 cultures 2g/l D-[6,6′2H2]glucose were added and to five of these 4 
mM DCA (Sigma Aldrich) and to another five flasks 10 nM rotenone (Sigma Aldrich). Twenty-
four hours later the supernatants were collected and stored at -80 °C.  2H NMR spectra of the 
supernatants were acquired at 300 K using the 2H coil of a 5-mm 1H/broadband inverse 
detection probe (Bruker Spectrospin Ltd.) on a 14.1 T high-resolution NMR spectrometer 
(Bruker Spectrospin Ltd., Coventry, United Kingdom).  Spectra were acquired with a flip angle 
of 90° into 1024 data points, a spectral width of 2000 Hz and a TR of 2 s and were the sum of 
1024 transients.  After baseline correction in Topspin (Bruker Spectrospin Ltd.) the spectra 
were analysed in MATLAB.  One sided unpaired t-tests were used to compare concentration 
ratios.  
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6.2.7 NMR of blood samples 
EL4 tumour-bearing mice (n = 11) were injected with 2 g/kg D-[6,6′2H2]glucose under 
isoflurane anaesthesia.  Blood was taken via cardiac puncture at 20, 40 and 60 min after glucose 
injection (n = 3).  Blood from two mice was taken without prior injection of glucose.  After 30 
min, when the blood had clotted, the samples were centrifuged at 1500 g and to 100 µl of the 
supernatant was added 400 µl water and a d6-DMSO standard to a final concentration of 1.4 
mM.  2H NMR of the blood samples was performed using the same protocol as used for the 
media samples, but with a TR of 3 s.  After the 2H NMR experiments, a standard for proton 
NMR measurements (3-(trimethylsilyl)-2,2,3,3-tetradeuteropropionic acid at a final 
concentration of 1 mM) and 50 µl D2O were added to the samples and 1H spectra were acquired 
with water pre-saturation and a flip angle of 90° into 16384 data points, with a spectral width 
of 7788 Hz and a repetition time of 8 s. 
6.3 Results 
6.3.1 Dynamic 2H MR spectroscopy measurements of glycolytic flux  
Typical time courses of tumour glucose, lactate and water labelling following intravenous 
injection of a tumour-bearing mouse with 2 g/kg d-[6,6’-2H2]glucose are shown in Figure 6-3. 
Signal was acquired predominantly from the tumour and immediately adjacent tissue by using 
a slice-selective excitation pulse and because of the sensitivity profile of the surface coil, which 
was placed over the tumour and acquired signal largely from within a coil radius (~1 cm).  
Individual fitted peak amplitudes were corrected for partial signal saturation using published 
T1 relaxation times and then converted into concentrations by referencing to the initial natural 
abundance HDO peak, which  was assumed to represent a concentration of 10.12 mM23, and 
by correcting for the number of deuterons per molecule.   
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Figure 6-3.  a) Sagittal 1H reference image showing the position of the 10 mm slice used for dynamic 2H NMR 
spectroscopy.  The surface coil was positioned over a subcutaneous EL4 tumour.  b) Sum of 80 spectra recorded 
in 88 min following injection of 2 g/kg [6,6’-2H2]glucose 10 s after acquisition of the first spectrum. The peaks 
were fitted individually using prior knowledge.  c) Time course of labelled glucose and lactate concentrations and 
lines showing the best fit to the kinetic model.  d) Time course of labelled water (HDO). 
Glucose was observed to wash into the tumour, with the concentration peaking at ~10 min, 
followed by an increase in the labelled lactate concentration, which peaked at ~20 min, and 
then both the glucose and lactate signals declined.  The labelled water signal (HDO) increased 
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after an initial delay of ~15 min and appeared to plateau after ~70 minutes.  Deuterium can be 
lost from [6,6′2H2]glucose to solvent water in the pyruvate kinase-catalysed enolization of 
pyruvate137 in the glycolytic pathway and in several enzyme-catalysed reactions in the TCA 
cycle23,123,138.  Modulation of TCA cycle flux in the tumour cells in culture showed that at least 
some of the labelled water observed in the tumour could have been labelled via flux in the 
tumour cell TCA cycle.  Cells were incubated for 24 h with 11 mM [6,6′2H2]glucose and either 
dichloroacetate (DCA), which increases flux into the TCA cycle139, or rotenone, which 
decreases TCA cycle flux140.  The concentrations of 2H-labelled glucose, lactate and water were 
then determined by 2H NMR (Figure 6-4).  At the concentrations used DCA and rotenone had 
little effect on cell proliferation or viability.  Viable cell counts (and viability) were 
0.52±0.04x106 /ml (92.2±0.77 %) at t=0 and 1.08±0.11x106 /ml (93.96±1.06 %) in control 
cultures, 1.15±0.24x106 /ml (95.39±0.59 %) in DCA-treated cultures and 1.12±0.11x106 /ml 
(92.49±0.78%) in rotenone-treated cultures after 24 h.  The errors are standard deviations with 
five biological replicates used for each group.  DCA decreased the glucose consumption and 
lactate production rates, whereas rotenone had the reciprocal effect, consistent with their 
expected effects on TCA cycle flux.  The ratio of the water labelling and glucose consumption 
rates (Figure 6-4g) showed that in control cells there was 6.9±1.8 (S.E.M.) % of the glucose 
label lost to water, which is similar to previous estimates of 8.1±2.3% 23 and 6-14% 137 for 2H 
label loss in glycolysis estimated from an analysis of lactate labelling in brain tumour cells 
incubated with  [6-13C,6,6′-2H2]glucose.  DCA increased the ratio to 8.6±1.5% whereas 
rotenone decreased it to 2.9±2.0%, such that there was a significant (p<0.05) difference in the 
ratios obtained following DCA or rotenone treatment, implying that at least some of the 
deuterium label was lost to water in the tumour cell TCA cycle.  A similar conclusion could be 
reached by comparing the water labelling and lactate production rates (Figure 6-4h).   However, 
measurements of labelled lactate and water concentrations in blood samples taken from 
tumour-bearing mice before and at 20, 40 and 60 min after injection of 2 g/kg [6,6′2H2]glucose 
(Table 6-1) showed that the much of the labelled water in the tumours, but not lactate, must 
have washed into the tumour from other tissues in the body rather than being generated 
endogenously.  HDO in the blood reached a concentration of 34±1 mM at 60 min, as compared 
to 23±1 mM in the tumour.   
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Figure 6-4.  Concentrations of deuterium label in glucose, lactate and water in EL4 cell suspensions that had been 
incubated with 11 mM [6,6′2H2]glucose and 4 mM dichloroacetate (DCA) or 10 nM rotenone.  a) Lactate 
deuterium concentration after 24 h.  b) Lactate deuterium production rate.  c) Glucose deuterium concentration 
after 24 h. d) Glucose deuterium consumption rate.  e) HDO concentration, initially and after 24 h, f) HDO 
production rate.  g)  Ratio of HDO production and glucose consumption rates.  h)  Ratio of HDO and lactate 
production rates. 
  
Wash in from the rest of the body could also explain the delay in its appearance in the tumour 
(Figure 6-3).   Wash in of labelled lactate, however, cannot explain the lactate labelling 
observed in the tumour.  Labelled lactate concentrations in the blood reached a maximum of 
0.4±0.3 mM at 20 min (Table 6-1), which is only ~10% of the labelled lactate concentration 
observed in the tumour (Figure 6-3), indicating that the bulk of labelled lactate in the tumour 
came from tumour glycolysis. 
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Table 6-1.  Metabolite labelling in blood 
Metabolite 
Concentrations at the specified times following injection of [6,6′2H2]glucose 
(mM) 
 20 min 40 min 60 min 
[6,6′-2H2]glucose 10.9±6.6 2.5±1.6 1.9±0.2 
Total glucose 13.8±4.3 6.9±1.0 3.2±1.7 
[3,3′-2H2]lactate 0.4±0.3 0.4±0.2 n.d. 
Total lactate 16.9±1.4 12.4±1.9 9.5±1.5 
HDO 25±4.1 35.4±2.7 33.9±0.7 
Labelled concentrations were measured using 2H NMR.  Total glucose concentration was measured using 1H 
NMR.  Blood was collected by cardiac puncture at the specified times after i.v. injection of 2g/kg [6,6′2H2]glucose 
into EL4 tumour-bearing mice. Data are expressed as mean ± S.E.M. (n = 3, except for lactate concentration at 60 
min where n = 2).  n.d., not detected. 
The glucose and lactate deuterium signals in the tumour could be fit to a kinetic model of 
glycolysis that was similar to a model described previously134  (Table 6-2).   The maximum 
rate of tumour glucose consumption in glycolysis (Vmax) was estimated to be 0.88±0.09 
mM/min, which is comparable to a value of 1.57 µmol/g/min (1.43 mM/min assuming 1 ml 
tissue weighs 1.1 g) measured in breast cancer xenografts141.  Assuming a cell density in the 
tumours of 5 x 108 /ml142  this maximum rate of tumour glucose consumption measured in vivo 
corresponds to a rate of  1.77±0.18 fmol/min/cell, which is similar to the rates of labelled lactate 
production (2.16±0.16 fmol/min/cell) and glucose consumption (2.7±0.18 fmol/min/cell) 
determined for the cells in vitro (Figure 6-4b & d) and also to published values for human 
leukemic cells of 2.10 – 3.57 fmol/min/cell143. 
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Table 6-2.  Parameter estimates derived from measurements of tumour glucose and lactate labelling following 
injection of [6,6′-2H2]glucose. 
 Description Estimate Standard Error 
a1 
Labelled glucose concentration immediately after 
the bolus injection (mM).  
17.0 6.5 
kp 
Effective rate constant of labelled glucose transfer to 
tissue (min-1). 
0.0416 0.0030 
V Extracellular volume fraction. 0.65 0.24 
kg 
Apparent rate constant describing transfer of glucose 
between blood and tumour (min-1). 
0.127 0.048 
Vmax Maximum rate of glucose consumption (mM min-1) 0.883 0.089 
kl 
Apparent rate constant describing labelled lactate 
transfer to the blood (min-1). 
0.124 0.021 
 
6.3.2 Dynamic 2H imaging of glucose metabolism 
The spectroscopic data (Figure 6-3) demonstrated that an imaging sequence would need a 
temporal resolution of ~10 min in order to observe the transient changes in labelled metabolite 
concentrations.  We therefore developed a 3D 2H CSI pulse sequence which was a compromise 
between temporal and spatial resolution; with a matrix size of 9x9x3 and a field-of-view of 
27x27x27mm this gave a nominal spatial resolution of 3x3x9 mm and a temporal resolution of 
10 min. Sampling of k-space was randomized in order to minimize bias introduced by 
metabolite concentration changes taking place during sampling of the centre of k-space and a 
3D Hamming window weighting was used for the number of averages per k-space position 
(Figure 6-1).  Application of tensor decomposition, which has been used recently for denoising 
non-hyperpolarized 13C images31, improved the image signal-to-noise ratio (Figure 6-2 and 
Figure 6-6). The spectra in each voxel were fitted using prior knowledge of the relative 
chemical shifts and linewidths130 and peak amplitudes were converted into concentrations using 
the intensity of the HDO signal in the first HDO image as a reference23.   A series of images 
acquired following the injection of labelled glucose, overlaid on the corresponding 1H image, 
are shown in Figure 6-5.  Glucose appeared rapidly in the tumour and throughout the body of 
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the animal, concentrating in a region that included the bladder whereas labelled water and 
lactate, which showed a similar distribution, also appeared throughout the body of the animal 
but concentrated subsequently in the tumour.  The relative uniformity of the early water and 
lactate images demonstrates the effectiveness of normalizing to the initial HDO signal in 
compensating for the B1 field gradient of the surface coil. 
 
Figure 6-5 Metabolite concentration maps calculated from 3D CSI images acquired at the specified times 
following injection of 2g/kg [6,6’-2H2]glucose into an EL4 tumour-bearing mouse. The colour coding represents 
concentrations (in mM) derived from the ratios of the peak amplitudes to the initial HDO map and corrected for 
the number of 2H labels per molecule and for signal saturation.  a) HDO, b) glucose and c) lactate concentration 
maps. 
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Figure 6-6.  Reconstructed metabolite images before referencing to HDO, acquired in vivo without denoising (left) 
and with denoising using a Tucker decomposition with rank reduction from (9,9,3,256,5) to (5,5,2,16,3) (right). 
6.3.3 Treatment response   
Treatment of tumour-bearing animals with 67 mg/kg etoposide resulted in significant decreases 
in the tumour lactate/HDO and tumour lactate/glucose signal ratios in spectra acquired at 48 h 
after treatment (n = 5, p < 0.05, pairwise one-sided t-test) (Figure 6-7).  Fitting a series of 
dynamically acquired images, on a voxel-by-voxel basis, to the kinetic model was used to 
create a rate map, which showed that the rate of lactate labelling was heterogeneous across the 
tumour (Figure 6-8).  Following treatment there was a decrease in the rate of lactate labelling, 
mirroring the decrease in lactate labelling observed in the spectroscopic data (Figure 6-7). 
 




Figure 6-7.  Response of EL4 tumours to treatment with etoposide.   Spectra were acquired before and 48 h after 
treatment and were the sum of 7680 averages acquired with a TR of 260 ms in 33 min.  There were significant 
decreases (one-sided paired t-test) in a) the [3,3’-2H2]lactate /HDO ratio and b) [3,3’-2H2]lactate/[6,6’-2H2]glucose 




Figure 6-8.  Glucose consumption rate maps (𝑉¢V
¢ÆÆ¢yz)  a) before and b) after etoposide treatment. 
 
6.3 Results 129 
 
6.3.4 Discussion 
Several studies have used MRS measurements of isotopically labelled glucose to investigate 
glycolytic metabolism in vivo.  Rivenzon-Segal et al.134  infused [1-13C]glucose over a period 
of 10 min and at a similar concentration to that used here to investigate glycolytic flux in an 
orthotopic breast cancer model.  Acquisition of 5 min 13C MR spectra from the tumour for up 
to 80 minutes showed much higher tumour glucose concentrations and much lower lactate 
production rates than were observed here.  Consistent with these observations, estimation of 
glycolytic flux from the spectroscopic data acquired here, using a similar kinetic model to that 
used by Rivenzon-Segal et al.134, gave a Vmax of 0.88±0.09 mM/min,  which is much higher 
than that measured by Rivenzon-Segal et al.(0.045 mM/min) but comparable to a value of 1.43 
mM/min measured in another breast cancer model141.  This higher value is also comparable to 
the rates of lactate production and glucose consumption that we measured here in EL4 cells in 
vitro and to values reported previously for human leukemic cells143.   Infusion of 
hyperpolarized [U-2H,U-13C]glucose at 0.3 g/kg, which is approximately one sixth the glucose 
concentration used here, into the same EL4 tumours, resulted in observation of hyperpolarized 
[1-13C]lactate in vivo and a measured labelled lactate concentration in tumour extracts at 20 
and 150 s after glucose injection of 0.49±10 and 1.9±0.4 mM12.  This is similar to the average 
concentration of 2H labelled lactate measured here in tumours in vivo between 1 and 3 minutes 
after glucose injection (0.4±0.2 mM; Figure 6-3).  Borowiak et al.144 injected mice with glucose 
labelled with 17O on position C6, which is released into solvent water in the reaction catalysed 
by the glycolytic enzyme enolase, and used 17O MRS measurements of water labelling to 
estimate  the apparent cerebral metabolic rate of glucose in mouse brain.  In a similar study Lu 
et al.123 measured cerebral glucose consumption rate in rat brain by infusing animals with [6,6’-
2H2]glucose and measuring the kinetics of brain glucose, lactate and water labelling using 2H 
MRS. Their value for glucose consumption of 0.28±0.13umol/g/min or 0.25±0.12 mM/min 
(assuming 1 ml tissue weighs 1.1 g) is much lower than that measured here, reflecting the 
predominantly oxidative metabolism of brain and other non-neoplastic tissues.  Recently 
intravenous [6,6’-2H2]glucose infusion in a rat glioma model and oral administration in glioma 
patients has been combined with 2H imaging to investigate glycolytic and TCA cycle activities 
in glioma23.   This study showed increased lactate labelling and decreased glutamate/glutamine 
labelling in the tumour, when compared to normal brain, demonstrating the expected increased 
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glycolytic activity and decreased oxidative metabolism in the tumour.  Similar observations 
had been made previously using mass spectrometry measurements of lactate and glutamate 
labelling in excised tumours from glioma patients that had been infused with 13C-labelled 
glucose immediately prior to surgery145 and in similar studies in patient-derived xenograft 
models of glioma146.  The failure to observe glutamate labelling in the lymphomas used here 
can be explained by their much lower oxygen consumption rates and TCA cycle activities when 
compared to healthy brain and glioma cells.  The EL4 cell oxygen consumption rate has been 
measured at 7.7 amol/cell /s147  as compared 30 to 130 amol/cell/s in glioma cells148.  
Deuterons can be lost from [6,6’-2H2]glucose to water in the glycolytic pathway137 and in the 
TCA cycle23,123,138.  Therefore, in principle, tumour TCA cycle activity could also be assessed 
by measuring the rate of water labelling.  Although we found some evidence for TCA cycle-
dependent labelling of water in EL4 cells in culture, in vivo the labelled water in the tumour 
appeared to arise predominantly from wash in from other tissues in the body.  This was not the 
case for lactate and, in agreement with the work of De Feyter et al.23, the blood lactate 
concentration was much lower than that in the tumour and therefore the kinetics of tumour 
lactate labelling can provide a measure of glycolytic flux. 
Injection of hyperpolarized [U-2H,U-13C]glucose allowed imaging of tumour glycolysis, 
although not an estimate of glycolytic rate149.  More recently, Brender et al.31 showed that 
dynamic images of tumour glucose consumption and lactate production could be acquired with 
non-hyperpolarized 13C-labeled glucose by using tensor decomposition, which effectively used 
all of the signal collected during 90 minutes of acquisition to generate a time series of individual 
images.  Application of a similar denoising technique to the individual 2H images acquired here 
improved their signal-to-noise (Figure 6-2 and Figure 6-6) but was not essential, which was 
the case for the non-hyperpolarized 13C images31.  Furthermore, referencing the 2H signals from 
glucose and lactate to the internal concentration standard provided by the HDO resonance 
allowed us to compensate for the inhomogeneous B1 field of the surface coil used for data 
acquisition and, more importantly, to quantify the concentrations of labelled glucose and lactate 
(Figure 6-5). 
6.3 Results 131 
 
6.3.5 Conclusion 
In summary, we have shown that by administering 2H labelled glucose as a bolus and by using 
a rapid 3D spectroscopic imaging sequence that we can acquire dynamic images of glucose 
metabolism with a time resolution of 10 min and derive quantitative maps of glycolytic flux 
(Figure 6-8).  We have also shown that measurements of [6,6′-2H2]glucose metabolism can 
provide early evidence of treatment response.  The work of De Feyter et al.23 in glioma patients 
has shown that assessing treatment response with [6,6′-2H2]glucose in this way could readily 
translate to the clinic. 

 
Chapter 7 Summary 
The aim of this thesis was to develop and test novel methods for probing metabolism in vivo 
with isotopically labelled metabolites and MR detection.  Two very different methodologies 
were presented.  The first used substrates where a low gamma nucleus (13C or 15N) was 
hyperpolarized using dDNP and a pulse sequence transferred the hyperpolarization to spin 
coupled protons shortly before detection (chapter 2, 4 and 5).  The second used a bolus injection 
of 2H-labelled thermally polarized glucose and subsequent fast 2H MRSI to map tumour 
glycolytic flux in vivo (chapter 4).  In summary the following was reported. 
7.1 Measurement of LDH activity with 1H detected 13C 
hyperpolarization 
An effective way to repetitively transfer hyperpolarization via indirect spin-spin coupling 
between [1-13C] and [3,3,3-1H3] in [1-13C]lactate, which is formed enzymatically from 
hyperpolarized [1-13C]pyruvate, was demonstrated theoretically, in simulations and by NMR 
spectroscopic experiments.  Because of the stronger coupling and the bigger chemical shift 
difference with water, polarization was transferred into the three magnetically equivalent 
methyl protons in lactate (JCH = 4.1 Hz and σ = 1.32 ppm) rather than the C2 proton (JCH = 3.2 
Hz and σ = 4.125 ppm).  In experiments with thermally polarized [1-13C]lactate, the efficiency 
was determined to be ~70%.   By injecting hyperpolarized [1-13C]pyruvate into a solution 
containing known amounts of LDH, the enzyme that catalyses interconversion of pyruvate and 
lactate, and repeated application of a lactate resonance-selective reverse INEPT sequence, 
dynamic proton detection of hyperpolarized [3,3,3-1H3]lactate was achieved. The time course 
of changes in the [3,3,3-1H3]lactate resonance intensity was fitted to a kinetic model.  Reducing 
the amount of enzyme was mirrored by a decrease of the slope of the decay of the log of the 
lactate signal.  Proton detection of [1-13C]lactate therefore has the potential to investigate LDH 
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activity.  The method set the stage for dynamic hyperpolarized 1H imaging, which was later 
implemented by Jiazheng Wang90. The method was furthermore picked up by the MR 
community and adapted for use on a clinical scanner91. 
7.2 Development of RF coils 
Three different RF coils were built: One for 13C to 1H hyperpolarization transfer at 7 T, one for 
15N to 1H hyperpolarization transfer at 7 T and one for deuterium metabolic imaging at 9.4 T.  
The double-resonant coils followed the design proposed by Wetterling et al.101 and the 2H coil 
was a single loop surface coil with balanced94 matching. The double-resonant coils were both 
used successfully for polarization transfer pulse sequences with simultaneous pulsing on the 
two frequencies (chapter 4 and 5).  Measurement of the Q-ratio (chapter 3) for the 2H coil 
showed that, as expected96, the coil noise is dominant at the relatively low frequency (61.44 
MHz at 9.4 T). Here the use of cryogenically cooled coils150 would contribute a lot to further 
noise reduction. Sanchez et al. report for 13C at 3 T a 1.6-fold increase in SNR (corresponding 
to an acceleration factor of two) with a coil at 105 K 151 . Unfortunately such cold probes are 
only available at very high initial purchase and maintenance costs150.  
7.3 Partial hyperpolarization transfer in [¹⁵N₂]urea 
A B1 insensitive nuclear enhancement through polarization transfer (BINEPT) pulse 
sequence109 was modified for partial transfer of polarization, as is required for dynamic 
measurements. It was shown that this new ImpeRfection RobUst Partial Transfer (IRRUPT) 
sequence is stable over a range of B1 field inhomogeneity, which will facilitate translation to 
in vivo applications.  With this sequence, both the long T1 offered by storing polarization in the 
15N nucleus and the higher sensitivity of 1H detection can be exploited.  The sequence was 
demonstrated with dynamic spectroscopic and imaging measurements of hyperpolarized 
[15N2]urea.  When compared to direct 15N detection, the sequence increased the signal-to-noise 
ratio (SNR) by a factor of 1.72±0.25, where both experiments depleted ~20% of the available 
hyperpolarization.  The SNR improvement is even larger when larger amounts of the 
hyperpolarization are used per acquisition (>10-fold when 100% of the available 
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hyperpolarization is used).  Measuring the SNR efficiency of the home-built coil with a 
thermally polarized [15N2]urea phantom allowed estimation of the maximal achievable SNR 
improvement using indirect detection with this coil.  This theoretical limit was compared to the 
SNR improvement measured with interleaved direct and indirect measurements of a single 
hyperpolarized [15N2]urea dissolution. The comparison showed that the measured improvement 
was close to the maximal achievable improvement for this coil.  With higher levels of 15N 
polarization the sequence will also give a significant SNR benefit when compared to direct 13C 
detection. 
7.4 Partial hyperpolarization transfer in [2-¹³C]pyruvate 
The IRRUPT sequence was adapted for partial polarization transfer to the methyl protons in 
[2-13C]pyruvate. In this substrate spin-spin coupling is much weaker than in [15N2]urea (6.1 Hz 
vs 90 Hz). This had the disadvantage of longer delays in the sequence, which inevitably lead 
to more relaxation losses during the transfer. On the other hand, polarization transfer in this 
molecule is stable over an even larger parameter range when compared to transfer in [15N2]urea. 
This is because in the latter case, the adiabatic pulses are long compared to the timescale of the 
evolution of the J-coupling.  In [2-13C]pyruvate the evolution is slower and therefore has a 
negligble influence during the adiabatic pulses.  
Dynamic proton images and spectra of [2-13C]pyruvate were acquired successfully using the 
IRRUPT sequence with the home-built 1H/13C transmit/receive surface coil.  
Recently hyperpolarized [2-13C]pyruvate has been used for the first time in humans120.  A pulse 
sequence that transfers 100% of the hyperpolarization in [2-13C]lactate produced in vivo from 
hyperpolarized [2-13C]pyruvate has furthermore been demonstrated in vivo in a rat on a clinical 
scanner91. The evidence from those two studies strongly suggests that the IRRUPT sequence 
for partial transfer in hyperpolarized [2-13C]pyruvate can be adapted for use in patients on 
clinical scanners.  
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7.5 Measurement of glycolytic flux with deuterium magnetic 
resonance imaging 
A fast 3D deuterium MRSI pulse sequence, with a time resolution of 10 minutes, was 
developed.  The sequence was used to image glycolytic flux in a murine tumour model 
following a bolus injection of D-[6,6’-2H2]glucose. I believe this to be the first demonstration 
of quantitative mapping of glycolytic flux in vivo.  Neither FDG-PET nor 13C MRSI of 
hyperpolarized [1-13C]pyruvate metabolism can give the kind of information necessary to 
extract quantitative fluxes because they cannot be referenced to known concentrations 
(hyperpolarized [1-13C]pyruvate) or don’t report on downstream metabolites (FDG-PET). 
The deuterium spectroscopic images showed heterogeneity in glycolytic flux across the tumour 
and a decrease 48 h after treatment.  Spectroscopic measurements showed a significant 
decrease in lactate labelling.  As shown by the work of De Feyter et al.23 in glioma patients 
these type of sequences can be rapidly adapted to a clinical setting.  
7.6 General conclusion 
Both methods, proton detection of hyperpolarized low gamma nuclei as well as the deuterium 
magnetic resonance imaging-based mapping of glycolytic flux are ready for clinical translation.   
Recently polarization transfer has been demonstrated on a clinical scanner91. With the 
introduction (chapter 4 and 5) of the ImpeRfection Robust Partial Transfer sequence (IRRUPT) 
and experimental proof that the SNR can be enhanced by indirect detection (chapter 4), I 
believe that this could add momentum to clinical translation.  
The DMI based imaging of glycolytic flux (chapter 6) is easy to implement on clinical MR 
scanners.  DMI has already been shown to work on cancer patients23 and the number of cancer 
patients undergoing DMI has been increasing since this first study152.  The main problem with 
this method is the still low sensitivity.  However, there are several ways that this may be 
overcome.  Improving the magnetic field homogeneity or going to higher field strengths153 are 
the obvious approaches.  A further brute force step would be the use of cryogenic coils, which 
should further improve sensitivity, especially because detection at relatively low frequencies 
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benefits disproportionately from the removal of coil noise96,150,151. On the post processing side, 
denoising algorithms, as we have used, can be implemented more radically to help recovering 
sparse signal from the noise.  This has been demonstrated by Brender et al.31 and Kishimoto et 
al.154 with MRSI of thermally polarized 13C labelled metabolites.  
When ours and related DMI methods are developed to their full potential they could replace 
some FDG-PET imaging of cancer patients if spatial resolution is not a top priority and a 
quantitative assessment of glycolytic flux is required, or if a region needs to be examined where 
FDG-PET doesn’t work well, such as in the prostate4,127 or brain155,156. This will benefit the 
patient because of the absence of ionizing radiation.  Currently (July 2019), 50 g of [6,6′-
2H2]glucose, which is the amount needed for DMI of a 70 kg patient,23 cost between £4000 
(Cambridge Isotopes, 10 g for $670) and £5500 (Sigma Aldrich, 1 g for £105) which makes 
DMI expensive compared to FDG-PET, where the tracer costs between £400 and £1000 157. 
However, if [6,6′-2H2]glucose was produced in larger batches, then the price will likely 
decrease.  The amount needed per patient might also be reduced by i.v. injection instead of oral 
administration.  Furthermore, the high initial costs of installing a PET scanner (~$1,770,000 
158) will make DMI attractive for those hospitals where a MRI scanner but not a PET scanner 
is installed. In the future, clinical translation of DMI may therefore also benefit the healthcare 
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