We derive new Heisenberg-type uncertainty relations for both joint measurability and the errordisturbance tradeoff for arbitrary observables of finite-dimensional systems. The relations are formulated in terms of a directly operational quantity, namely the probability of distinguishing the actual operation of a device from its hypothetical ideal, by any possible testing procedure whatsoever. Moreover, they may be directly applied in information processing settings, for example to infer that devices which can faithfully transmit information regarding one observable do not leak any information about conjugate observables to the environment. Though intuitively apparent from Heisenberg's original arguments, only more limited versions of this statement have previously been formalized.
I. INTRODUCTION
It is no overstatement to say that the uncertainty principle is a cornerstone of our understanding of quantum mechanics, clearly marking the departure of quantum physics from the world of classical physics. Heisenberg's original formulation in 1927 mentions two facets to the principle. The first restricts the joint measurability of observables, stating that noncommuting observables can only be simultaneously determined with a characteristic amount of indeterminacy [1, p. 172 ] (see [2, p. 62] for an English translation). The second describes an errordisturbance tradeoff, noting that the more precise a measurement of one observable is made, the greater the disturbance to noncommuting observables [1, p. 175 ] ([2, p. 64]). The two are of course closely related, and Heisenberg argues for the former on the basis of the latter.
Precise formal statements corresponding to these two facets of the uncertainty principle were constructed only much later, due to the lack of precise mathematical descriptions of measurement and the measurement process in quantum mechanics. Here we must be careful to draw a distinction between statements addressing Heisenberg's original notions of uncertainty from those, like the standard Robertson uncertainty relation [3] , which address the impossibility of finding a quantum state with welldefined values for noncommuting observables. Joint measurability has a longer history, going back at least to the seminal work of Arthurs and Kelly [4] and continuing in [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Quantitative error-disturbance relations themselves have only been formulated relatively recently, going back at least to Braginsky and Khalili [24, Chap. 5] and continuing in [16, [25] [26] [27] [28] [29] [30] [31] .
One motivation for finding formal uncertainty relations is to delineate the scope and validity of the uncertainty principle. Understanding the fundamental principles of any physical theory is an important endeavor, perhaps doubly so for quantum theory, whose conception of Nature differs so drastically from that used in classical mechanics, not to speak of everyday experience. Our motivation in this article is more operational, however. Here we are interested in finding Heisenberg-type uncertainty relations for joint measurability and error-disturbance that are useful for characterizing and analyzing (quantum) information processing tasks and are formulated in terms of quantities which are immediately relevant in such settings. Indeed, entropic uncertainty relations addressing state preparation [32] [33] [34] have already been used to this end, in ensuring the security of quantum key distribution [35, 36] . The foundational and operational motivations are not completely distinct, as concrete information processing settings challenge us to find specific formalizations of the uncertainty principle.
In this article we take a directly operational approach by quantifying error and disturbance in terms of the probability that the actual behavior of the apparatus can be distinguished from a relevant hypothetical behavior, in any experiment whatsoever. We find new uncertainty relations for both joint measurability (Figure 1 ; Theorem 1) and the error-disturbance tradeoff (Figure 2 ; Theorem 2) of two arbitrary observables of discrete quantum systems. Our relations address the characteristics of measurement devices themselves, as opposed to entire experimental setups, and can be used in the analysis of quantum information processing tasks. Ultimately, all uncertainty relations spring from the same source, the requirement that the measurement process itself be treated as dynamical process according to the laws of quantum mechanics. The relations presented here are both relatively simple consequences of a basic structure theorem on quantum dynamics, the continuity of the Stinespring representation [37, 38] .
We quantify the error made by an apparatus in measuring an observable by the extent to which the apparatus can be distinguished from the ideal measurement in any possible experiment. Our uncertainty relation for joint measurability then relates the errors for each observable to a measure of the observables' incompatibility and implies both errors cannot simultaneously be small when the observables are incompatible. On the other hand, we quantify disturbance to an observable by how well the apparatus mimics one that produces a fixed output when acting on states having well-defined values (eigenstates) of that observable. Our error-disturbance tradeoff then relates the error associated with measurement of one observable to the disturbance caused to the other and again implies that both cannot be small when the observables are incompatible.
As mentioned above, entropic state-preparation uncertainty relations haven proven useful in establishing the security of quantum key distribution. Our errordisturbance relation allows us to make a stronger statement, one useful in more general cryptographic scenarios beyond creation of secret keys: If a quantum system is subject to any kind of interaction with some external degrees of freedom which nevertheless still allows an experimenter to perform an approximately faithful measurement of a given observable, then the interaction approximately leaks no information about inputs which are eigenstates of a complementary observable. Thus, by appropriately examining the quantum state before and after the interaction, we can infer whether or not any information about the second observable has leaked to the external degrees of freedom. This notion is already present in Heisenberg's original arguments on an intuitive level, but directly operational versions have only been previously formalized for special cases. It can be used to construct leakage-resilient classical computers from fault-tolerant quantum computers [39] .
We have organized our results as follows. In the next section we define the distinguishability quantity and provide some background to the mathematical setting of the problem. We then present the joint-measurability and error-disturbance relations, whose proofs are deferred to the Methods section, Sec. V. In Sec. III we discuss the applications to quantum information processing in more detail. Finally, we conclude in Sec. IV with a discussion of open questions raised by this work, in particular how our results could be extended to continuous-variable systems, and a comparison of our results with previous work.
II. MAIN RESULTS

A. Background
When working in the Schrödinger picture, any apparatus is described in the formalism of quantum theory by a completely positive, trace preserving operation, or quantum channel [40, 41] . The channel E maps states in the input state space, S(H A ), to states in the output state space, S(H B ). Here H A and H B are Hilbert spaces and S(H) the set of bounded operators acting on H and having unit trace.
According to the Stinespring representation theorem [42, 43] , any quantum channel E :
can be expressed in terms of an isometry V :
for any ∈ S(H A ). The extra system can be regarded as the environment of the channel action, the additional degrees of freedom required to describe the dynamics of the pair by the Heisenberg (or Schrödinger) equation. The isometry is however not unique, but all possible Stinespring isometries are related by further isometries involving only the environmental degrees of freedom. Any particular Stinespring isometry naturally induces another channel, the complementary channel of E, denoted by E , which maps S(H A ) to S(H E ) according to
The main technical ingredient required for our results is the continuity of the Stinespring representation [37, 38] . This states that channels which are close (as measured by a particular norm) have Stinespring isometries which are also close. For the formal statement, see Theorem 3. The error and disturbance measures used here are formulated in terms of the probability p dist (E, E ) that one can distinguish the operation of one apparatus E from another E in any test whatsoever, when the two are chosen with equal a priori probability. Since this probability ranges from 1 2 (we can always just make a random guess) to 1, it is more convenient to consider the distinguishability measure
which ranges from zero (completely indistinguishable) to one (completely distinguishable). Fortunately, the distinguishability is directly related to the norm used in the continuity of the Stinespring representation (see (14) ). Nonetheless, the operational definition in terms of p dist is sufficient to state our uncertainty relations, and we defer the more detailed presentation of δ(E, E ) to Sec. V.
B. Joint Measurability
Let us now consider the question of joint measurability in more detail. As depicted in Figure 1 , joint measurability of two observables X and Z is naturally concerned with how well a single apparatus A X,Z can simultaneously approximate both ideal measurements, call them Q X and Q Z . Any such device has of course two classical outputs, one for each observable, which we denote by R X and R Z . The actual measurement M X of X made by the apparatus only takes the R X outcome into account, and similarly for M Z . Then, we are specifically interested in the two types of error inherent to the apparatus,
FIG. 1. a) An apparatus AX,Z designed to jointly measure two observables X and Z on a system S. It produces two results, the classical registers RX and RZ . Ignoring either outcome amounts to nondeal measurement MX of X and MZ of Z, shown in b) and c). The extent to which MX and MZ fail to simulate ideal measurement QX of the observable X is denoted by the error εX (defined in (4)) and similarly εZ for the observable Z. The two errors are constrained by the joint measurability uncertainty relation (7).
We expect that, for incompatible or complementary observables, these quantities cannot both be small. In finite dimensions, we may quantify the complementarity of X and Z in terms of their eigenstates |ϕ x and |ϑ z , as follows. Letting r(X; Z) :=
Then we have the following uncertainty relation, Theorem 1 (Joint Measurability). For any apparatus A X,Z which attempts to jointly measure two finitedimensional observables X and Z,
The full proof is given in the Methods section, but we can sketch the main idea here. Since M X and M Z are defined from the same apparatus, they share a Stinespring isometry, say V . This isometry is close to appropriate isometries W X and W Z for Q X and Q Z as measured by ε X and ε Z , respectively. By the triangle inequality for the isometry distance, we now have a relation for the distance between W X and W Z , which can be evaluated by making use of properties of the ideal measurements.
C. Error-Disturbance Tradeoff
Next we turn to the tradeoff between the approximation error of a given apparatus A X for measuring observable X and the disturbance caused to the observable Z. The setup is depicted in Figure 2 . Again A X produces the classical result in R X , and the approximation error
2. a) An apparatus designed to extract information about the observable X on a system S. The device produces two outputs: RX , the classical register carrying information about X, and S , the transformed quantum system. b) The error of the X measurement is quantified by εX , the extent to which AX approximates an ideal measurement QX . c) The disturbance ηZ is quantified by how well the compound channel AX •Q Z approximates a channel C with a constant output (see (8)); here Q Z is an ideal non-selective measurement of Z.
The error and disturbance are constrained by the uncertainty relation (10).
ε X (A X ) is precisely the same as defined in the previous section. Now we are also interested in the system S after the action of A X , in particular the observable Z.
One measure of disturbance to Z, natural in the Heisenberg picture where the apparatus changes observables on the system, not its state, is how closely the apparatus transforms Z into (some multiple of) the identity operator. This way, any measurement of Z after the action of the apparatus has nothing whatsoever to do with any properties of Z which might have been present beforehand. But here we are after more: The disturbance to Z should also hold conditional on the measurement outcome in R X . That is, it should not be possible to perform some subsequent "recovery" operation conditional on the measurement outcome which restores the Z observable. This stronger notion of disturbance was used recently in [29] .
To formulate a definition of disturbance that addresses this issue yet does explicitly include an optimization over recovery maps requires a little care, particularly in the Heisenberg picture. We first give the logic leading up to our definition for finite-dimensional systems in the Schrödinger picture, and then remark on a natural interpretation in the Heisenberg picture. We give both arguments, as the use of the Heisenberg picture is more convenient when considering infinite-dimensional systems.
For finite-dimensional systems, disturbance to Z in the Schrödinger picture amounts to its eigenstates all being mapped to a fixed output. In the worst case, this is true even when conditioning on the classical outcome of the A X apparatus. Therefore, our measure of disturbance is how well the action of A X approximates a channel with a constant output, when both are input with eigenstates of Z. To ensure that all inputs to A X are diagonal in the Z basis, we may first perform the ideal non-selective measurement Q Z , which measures the the state in the Z basis and discards the result. The post-measurement state is necessarily diagonal in the Z basis, and the map Q Z is a particular complement of the measurement Q Z . Therefore, the disturbance is large if the map A X • Q Z is close to a map C which has constant output, say σ, for any input state . We are thus led to a disturbance measure of the form
since a better approximation means greater disturbance.
To motivate this definition in the Heisenberg picture, notice that the non-selective measurement Q Z has no effect on the Z observable itself. Then, to the extent that X and Z are incompatible, Q Z followed by A X should completely scramble all observables of the system. Indeed, this behavior is measured by (8) , since the action of C on observables is given by C (A) = Tr[Aσ]1 for the same σ ∈ S(H) and A ∈ B(H), where B(H) is the set of bounded operators.
As with joint measurement, we expect that both ε X (A X ) and η Z (A X ) cannot both be small if X and Z are incompatible. For finite-dimensional observables we again measure complementarity in terms of the eigenvectors, but this time by the function
where {x} + = max{x, 0} and d = dim(H S ). Then we have the following uncertainty relation, Theorem 2 (Error-Disturbance Tradeoff). For finitedimensional observables X and Z, any apparatus A X which attempts to gain information about observable X satisfies
Again we give a brief sketch of the proof, which is detailed in the Methods section. The first step is to establish an intermediate result, which states any complement of a quantum channel which is close to a measurement Q X is itself close to the same measurement, possibly followed by preparation of a new quantum state conditioned on the measurement outcome. Then we consider the channel formed by preceding such a "measure-prepare" channel with the non-selective measurement in the Z basis, Q Z . Finally, the indistinguishability of the resulting joint channel from a constant-output channel turns on how close Q X • Q Z is to a measurement with a fixed output distribution.
The error-disturbance bound implies that when the error in X is small, then the disturbance to Z must be large relative to c 2 (X; Z). However, the opposite conclusionlow disturbance implies high error-does not follow from the bound, for two reasons. First, the disturbance quantity never quite reaches zero, since it is never possible to perfectly distinguish A X • Q Z from a constant-output map C. Second, even if η Z were zero and the observables conjugate so that c 2 (X; Z) = 1, ε X would still only necessarily be at least 1 2 .
III. APPLICATIONS IN QUANTUM INFORMATION PROCESSING
A [44] and by Devetak to determine the quantum channel capacity [45] . Entropic state-preparation uncertainty relations from [32, 33] can be used to understand both results, as shown in [46, 47] . However, the above approach has the serious drawback that it can only be used in cases where the specific Xbasis transmission over N and Z-basis transmission over N are in some sense compatible and not counterfactual ; because the argument relies on a state-dependent uncertainty principle, both scenarios must be compatible with the same quantum state. Fortunately, this can be done for both QKD security and quantum capacity, because at issue is whether X-basis (Z-basis) transmission is reliable (unreliable) on average when the states are selected uniformly at random. Choosing among either basis states at random is compatible with a random measurement in either basis of half of a maximally-entangled state, and so both X and Z basis scenarios are indeed compatible. The same restriction to choosing input states uniformly appears in the recent result of [29] , as it also ultimately relies on a state-preparation uncertainty relation.
Using Theorem 2 we can extend the method above to counterfactual uses of arbitrary channels N , in the following sense: If acting with the channel N does not substantially affect the possibility of performing an X measurement, then Z-basis inputs to N result in an essentially constant output. More concretely, we have Corollary 1. Given a channel N and complementary channel N , suppose that there exists a measurement
Proof. Let V N be the Stinespring dilation of N such that N is the complementary channel and define
This formulation is important because in more general cryptographic and communication scenarios we are interested in the worst-case behavior of the protocol, not the average case under some particular probability distribution. For instance, in [39] the goal is to construct a classical computer resilient to leakage of Z-basis information by establishing that reliable X basis measurement is possible despite the interference of the eavesdropper. However, such an X measurement is entirely counterfactual and cannot be reconciled with the actual Z-basis usage, as the Z-basis states will be chosen deterministically in the classical computer.
IV. OUTLOOK
A number of open questions present themselves, beyond an extension of our results to continuous variable systems, which is discussed at length below. First, it would be interesting to examine the optimality conditions of the semidefinite program used in the proofs of both relations to see if the bounds presented here could be improved. Both are somewhat weak in certain extreme cases: In the joint-measurability relation (7) even if one measurement is perfect the bound on the error of the other is only at least one half, while from the errordisturbance relation 10 one cannot conclude that low disturbance implies high error. One could also examine the tightness of either relation (at least numerically) for specific measurement devices, for instance the measurement used in the experimental tests [48, 49] of Ozawa's errordisturbance relation [26] . Finally, one could also derive bounds on joint-measurability from the error-disturbance tradeoff itself and and see how it compares with (7).
A. Extension to Continuous Variables
Starting from Heisenberg's seminal paper, clearly the most well-studied uncertainty relations involve the conjugate pair position and momentum. Hence it is desirable to extend our results to this setting as well. The two main technical tools used establish Theorems 1 and 2 are the continuity of the Stinespring representation for completely positive maps (Theorem 3, as well as formulation of the completely bounded norm as a semidefinite program involving the Choi representative of a map (Equations 16 and 17). Both results can be carried over to the case of infinite dimensional systems. The continuity theorem remains valid as stated in Theorem 3, see [37] . In addition, since we are concerned with the distinguishability of measurements, which are channels that destroy all entanglement (known as entanglement-breaking channels), the concept of Choi representatives carries over as well [50, Theorem 3] .
Before applying these two tools in the infinitedimensional setting, we must first ensure that the definitions of error and disturbance are sensible. Recall that both rest on the probability of distinguishing between two channels, maximized over all input states and observables. In infinite dimensions this includes observables of arbitrary precision; any operationally valid distinguishability measure should however also take precision into account. For finite dimensions precision is not an issue due to the inherent discreteness of the results (infinite precision is not unphysical, in some sense).
For the case of our error-disturbance relation, the extension to continuous variables is even more mathematically delicate, as there simply is no instrument which implements an ideal position or momentum measurement, including the post-measurement quantum state [6, Theorem 3.3]. Instruments implementing imprecise measurements do however exist. A meaningful extension of our joint measurability result would not need to address this difficulty, since ideal position and momentum measurements themselves do exist, ignoring the postmeasurement quantum state.
In the case of distinguishing measurements, as here, the observables in question are so-called test functions, which take values between 0 and 1, generalizing characteristic or indicator functions associated with a given subset of the measurement output space (the real line for position or momentum). One way to limit the precision of test functions would be to ensure they are "smeared out" over some mimimum length scale, for instance by composing all test functions with a physical noise channel. Our proof technique could potentially be adapted to include this additional step, since by using a physical noise channel one could still make use of the Stinespring representation.
Another option would be to restrict to slowly-varying functions, that is having a bounded Lipschitz constant, which are thereby insensitive to changes on small length scales. This approach is chosen in the work of Werner [18] , and the resulting measure of distinguishability between probability distributions is the Wasserstein metric of order one. Thanks to the theory of optimal transport, there is a nice dual interpretation of the distinguishability measure: It is the cost required to change one distribution into the other, as measured by the distance on the real line. Note that the variational distance, which underlies the completely bounded norm as used here, can be formulated similarly. Now the cost is measured by a different metric which is simply zero if the two values are identical and one otherwise [51] . Hence a possible way to incorporate finite precision limits into our setup would be to require the metric to be only sensitive to differences above some finite minimal length scale. It would be interesting to formalize both approaches and in particular their "completely bounded" versions.
In the recent work of Busch, Lahti and Werner [21] , the authors used the Wasserstein metric of order two, corresponding to the mean squared error, as the underlying distance D(., .) to measure the closeness of probability distributions. If M Q , M P are the marginals of some joint measurement of position Q and momentum P , and X denotes the distribution coming from applying the measurement X to the state , their relation reads
for some universal constant c. In [23] , the authors generalize their results to arbitrary Wasserstein metrics. As in our case, the two distinguishability quantities in (11) are separately maximized over all states, and hence the resulting expression characterizes the goodness of the approximate measurement. One could instead ask for a "coupled optimization", a relation of the form
for some other constant c . 1 While this statement certainly tells us that no device can accurately measure both position and momentum for all input states, the bound c only holds (and can only hold) for the worst possible input state. In contrast, the bounds found in Theorems 1 and 2, as well as in (11) are state-independent in the sense that the bound holds for all states. Indeed, the two approaches are more distinct than the similarities between (11) and (12) would suggest. By optimizing over input states separately, our results and those of [18, 21, 23] are statements about the properties of measurement devices themselves, independent of any particular experimental setup. State-dependent settings capture the behavior of measurement devices in specific experimental setups and must therefore account for the details of the input state.
The same set of authors also studied the case of finitedimensional systems, in particular qubit systems, again using the Wasserstein metric of order two [22] . Their results for this case are similar, with the product in (11) replaced by a sum. Perhaps most closely related to our results is the recent work by Ipsen [30] , who uses the variational distance as the underlying distinguishability measure to derive similar additive uncertainty relations. We note, however, that both [22] and [30] only consider joint measurability and do not consider the change to the state after the approximate measurement is performed, as it is done in our error-disturbance relation. Furthermore, both base their distinguishability measures on the measurement statistics of the devices alone. But this does not necessarily tell us how distinguishable two devices ultimately are, as we could employ input states entangled with ancilla systems to test them. These two measures can be different [52] , even for entanglementbreaking channels [53] .
Entropic quantities are another means of comparing two probability distributions, an approach taken recently by Buscemi et al. [29] and Coles and Furrer [31] (see also Martens and de Muynck [25] ). Both contributions formalize error and disturbance in terms of relative or conditional entropies, and derive their results from entropic uncertainty relations for state preparation which incorporate the effects of quantum entanglement [32, 33] . They differ in the choice of the entropic measure and the choice of the state on which the entropic terms are evaluated. Buscemi et al. find state-independent error-disturbance relations involving the von Neumann entropy, evaluated for input states which describe observable eigenstates chosen uniformly at random. As described in Sec. III, the restriction to uniformly-random inputs is significant, and leads to a characterization of the average-case behavior of the device (averaged over the choice of input state), not the worst-case behavior as presented here. Meanwhile, Coles and Furrer make use of general Rényi-type entropies, hence also capturing the worst-case behavior. However, they are after a state-dependent errordisturbance relation which relates the amount of information a measurement device can extract from a state about the results of a future measurement of one observable to the amount of disturbance caused to other observable.
An important distinction between both these results and those presented here is the quantity appearing in the uncertainty bound, i.e. the quantification of complementarity of two observables. As both the aforementioned results are based on entropic state-preparation uncertainty relations, they each quantify complementarity by the largest overlap of the eigenstates of the two observables. This bound is trivial should the two observables share an eigenstate. However, a perfect joint measurement is clearly impossible even if the observables share all but two eigenvectors (if they share all but one, they necessarily share all eigenvectors). Both c 1 (X, Z) and c 2 (X; Z) used here are nontrivial whenever not all eigenvectors are shared between the observables. A result of Helstrom [54, 55] shows that the distinguishability of two quantum states 1 and 2 is precisely their trace distance, δ( 1 , 2 ) := ( 1 , 2 ) ). Distinguishability of states can be transferred to that of channels by asking for the most distinguishable states that two channels could produce from a common input. Since this distinguishability can be enhanced for inputs which are entangled with ancillary systems unaffected by the channel itself, one is lead to consider the diamond norm of quantum channels [52] .
For a channel E : B(H A ) → B(H B ), the diamond norm is defined by
where I k is the identity channel from B(C k ) to itself which just reproduces its input. Using the diamond norm we arrive at the following distinguishability measure for quantum channels,
This expression is not closed-form, as an optimization is required to evaluate the diamond norm. However, in finite dimensions the diamond norm can be cast as a convex optimization, specifically as a semidefinite program [56] . This makes numerical approximation tractable and will be analytically useful in the proofs to follow.
Given a Hilbert space H with basis {|k }
, let C denote the Choi mapping of E to a bipartite state,
The diamond norm can then be expressed as
This semidefinite program also comes in the dual form
Here we have used the operator norm, defined by A ∞ = sup ψ∈H ψ| A |ψ . Both forms of the semidefinite program will be useful in the proofs to follow. Finally, we arrive at the central technical tool required for our uncertainty relations, the continuity of the Stinespring representation for finite-dimensional systems.
Theorem 3 (Stinespring Continuity [38] ). Given two quantum channels E 1 , E 2 : B(H A ) → B(H B ) with corresponding Stinespring isometries
with the minimum taken over all isometries U : H E1 → H E2 .
B. Joint Measurability
A device A X,Z jointly measuring two observables X, Z on a Hilbert space H S can be modeled by an isometry
Here, the Hilbert spaces HX , HẐ serve to record the (classical) measurement result, and doubling them ensures that no quantum coherence is present in systemŝ X orẐ alone. The spaces have dimension equal to the number of outputs, and x, z label arbitrary bases (quite possibly the same). The operators M x,z : H S → H R are the Kraus operators of A X,Z . The maps M X : S(H S ) → S(HX ) and M Z : S(H S ) → S(HẐ) describing the measurement of X or Z by the device are determined by 
where Q X (x) and Q Z (z) denote the projection operators associated with the observables X or Z. In terms of the eigenvectors of the respective observables, Q X (x) = |ϕ x ϕ x | and Q Z (z) = |ϑ z ϑ z |. According to the lower bound in the Stinespring continuity Theorem 3, there exist isometries U X : H S → H R ⊗ HX ⊗ HX and U Z : H S → H R ⊗ HẐ ⊗ HẐ such that
Using the triangle inequality and the definition of error ε, we find
In principle, this inequality already gives a bound on the errors ε X and ε Z . However, it is implicitly a function of the measurement device, since U X and U Z are only characterized by the optimal choice in the Stinespring dilation, which itself turns on the description of the device. For finite-dimensional systems, we can find a bound which holds for all devices as follows. 
C. Error-Disturbance Tradeoff
A device A X that measures X on a Hilbert space H S and also produces an output state on H R can be modelled by an isometry
Again the M x : H S → H R ⊗ H E are the Kraus operators of the map, while H E is an extra system which may be needed to purify the output in R. As with A X,Z , the measurement outcome is recorded in HX (and HX ). Before proceeding to the proof of Theorem 2, we first establish an intermediate result which states that complementary channels of approximate measurements are themselves approximate measurements, possibly followed by state preparation. More precisely, if A X approximates the ideal measurement of X, then the output in system R can be simulated by a map which simply prepares a state on H R conditional on the result x of the measurement. We call P : S(HX ) → S(H R ⊗HX ) a conditional preparation channel if it has the action P(|x x|) = 
then there exists a conditional state preparation channel P : S(HX ) → S(H R ⊗ HX ) such that
