We give two uniqueness results for the Dirichlet problem associated to the constant mean curvature equation, involving mean curvature graphs over strips of R 2 . The proofs are based on height estimates and the study of the asymptotic behavior of solutions to the Dirichlet problem.
Introduction
Surfaces with constant mean curvature are of great interest in mathematics: they model soap films, for example, and appear as interfaces in isoperimetric problems. One viewpoint in studying such surfaces is to consider them as graphs.
Let be a domain of ‫ޒ‬ 2 . The graph of a function u over has constant mean curvature H > 0 if it satisfies the partial differential equation (CMC) div ∇u 1 + |∇u| 2 = 2H.
Thanks to the work of J. Serrin [1970; 1969] and J. Spruck [1972/73] , we can build a lot of constant mean curvature graphs over bounded domains of ‫ޒ‬ 2 . Over unbounded domains, the Dirichlet problem associated to (CMC) is more complicated. R. Finn [1965] asked whether the graph of a solution u of (CMC) over the strip ‫ޒ‬ × (−1/(2H ), 1/(2H )) must be a regular cylinder of radius 1/(2H ). P. Collin [1990] and A. N. Wang [1990] then built counterexamples. Other examples of solutions over strips were given by R. López [2001; 2002] .
Our key results in this paper, Theorems 10 and 12, say that solutions are unique under the conditions of either the Collin-Wang or the López examples. These examples are of particular interest because they include unbounded boundary data; uniqueness is already known in the case of bounded boundary data, and also when the boundary data is small with respect to ln r , where r is the distance to the origin [Huang 1995] .
Our proofs involve two major steps. First, if there are two solutions for the same boundary data, the difference between these solutions cannot stay bounded. This yields information on the asymptotic behavior of the boundary data. In the second step, we analyze the consequences of this behavior for the asymptotic behavior of a solution, using the notion of an arc of divergence. This idea is similar to the one used by Tam [1987a] , who applied it to the related uniqueness question for capillary surface problems (where the desired solution u of (CMC) in must satisfy ∇u 1 + |∇u| 2 · ν = cos γ on ∂ , rather than a Dirichlet boundary condition; here ν is the outward unit normal to ∂ and γ is the wetting angle). See also [Tam 1987b; Hwang 1995] . The uniqueness question has been studied for the minimal surface equation
Nitsche [1965] proved that over a strip or angular sector {y > |x| cot α}, with 0 < α < π/2, the only solution of (MSE) vanishing on the boundary is u ≡ 0. Hence he conjectured the uniqueness of the solution to the Dirichlet problem for (MSE) in such domains. Collin [1990] gave a counterexample; thus, in view of our Theorems 10 and 12, the uniqueness problem for (MSE) on strip domains stands in contrast with the same problem for (CMC).
The existence results of Collin-Wang and López
In this section we recall two existence results on the Dirichlet problem for the constant mean curvature equation (CMC) on a strip = ‫ޒ‬ × (−l, l) of width 2l. It was proved in [López 2001 ] that the width needs to be at most 1/H for there to be a solution. The first result we quote concerns the limiting case 2l = 1/H .
For f : ‫ޒ‬ → ‫ޒ‬ a continuous function, we define ϕ f on ∂ by ϕ f (x, ±l) = f (x).
Theorem [Collin 1990 ]. Let f : ‫ޒ‬ → ‫ޒ‬ be a convex continuous function. There exists a solution u of (CMC) on = ‫ޒ‬ × (−1/(2H ), 1/(2H )) agreeing with ϕ f on the boundary.
( Wang [1990] proved this for the convex function x → x 2 .)
The second result, by López, deals with the case where 2l < 1/H . We say that a domain U ⊂ ‫ޒ‬ 2 satisfies an exterior R-circle condition if for each point p ∈ ∂U there is a disk D of radius R such that D ∩ U = { p}. This says a circle of radius R can roll outside U along ∂U touching each point of ∂U .
A continuous function f : ‫ޒ‬ → ‫ޒ‬ is said to satisfy a lower R-circle condition if the domain {(x, y) ∈ ‫ޒ‬ 2 | y ≥ f (x)} satisfies an exterior R-circle condition. Thus a circle of radius R can roll under the graph of f touching each point of the graph along its motion.
Theorem [López 2002 ]. Let f : ‫ޒ‬ → ‫ޒ‬ be a continuous function satisfying a lower ρ t -circle condition, where t ∈ ‫ޒ‬ * + and ρ t is the maximal radius of the nodoid neck with minimal radius t (see below). There exists a solution u of (CMC) on the strip = ‫ޒ‬ × (−h t , h t ) agreeing with ϕ f on the boundary, where h t is the half-height of the same nodoid neck.
The authors of these theorems use Perron's technique to build their solutions as the supremum of subsolutions. The difficulty is finding good barrier functions to ensure the boundary value. Theorems 10 and 12 below state that the solutions built by these authors are unique for the boundary data ϕ f .
The one-parameter family of nodoids. Constant mean curvature surfaces of revolution are of two types, each forming a one-parameter family. Unduloids are embedded surfaces: as the parameter changes, the unduloid family goes from the cylinder of radius 1/(2H ) into a stack of tangent sphere of radius 1/H . By contrast, nodoids are not embedded; their interest lies in that each nodoid contains a piece that looks like a catenoidal neck with mean curvature vector pointing outward:
We recall the construction of nodoids and fix notations; see [Delaunay 1841; Eells 1987; López 2002] for details. Take the surface of revolution parametrized by (r (u) cos θ, r (u) sin θ, u), arising from a positive smooth function r (u) defined on an open interval I . The normal vector is
The surface has constant mean curvature H if
Multiplying by rr and integrating we see there exists c ∈ ‫ޒ‬ such that (1) Hr
Since Hr 2 is positive, c needs to be positive. Then there exist h, ρ and a solution r : [−h, h] → [0, ρ] to (1) such that r is even and the initial value r (0) = t > 0 is the minimum of r . Moreover, r (h) = ρ, r (h) = +∞, and Hρ 2 = c. The associated surface is a nodoid.
For u = 0, we have H t 2 + t = c, so
that is, t an increasing function of c with t = 0 for c = 0 and lim c→+∞ t = +∞. We will use t as the parameter for the family of nodoids. We have
To summarize: Proposition 1. There exists a one-parameter family of nodoids {ᏺ t , t > 0} with constant mean curvature H given by the rotation of a curve γ t around the z-axis, with the following properties:
(1) The curve γ t is a graph on [h t , h t ] of an even function.
(2) The curve γ t has horizontal tangents at ±h t . The surface ᏺ t is included in the slab t : |z| ≤ h t and is tangent to it.
(3) The mean curvature vector points out of the bounded domain determined by ᏺ t in the slab t .
(4) The circle C t of ᏺ t with smallest radius is given by x 2 + y 2 = t 2 , z = 0. (5) The function h t is strictly increasing on t and
(6) The function ρ t (H ) is strictly increasing and
The two limits of h t and ρ t (H ) as t → +∞ allow us to consider Collin's result as a limiting case of López's theorem. Indeed, when R goes to +∞, the uniform R-circle condition for f becomes convexity, since the circle becomes a line.
The maximal and minimal solutions
Solutions of the constant mean curvature Dirichlet problem (CMC) are bounded above by those of the corresponding zero mean curvature problem:
Lemma 2. Let f : ‫ޒ‬ → ‫ޒ‬ be a continuous function. On = ‫−(×ޒ‬l, l), there exists a solution w of the minimal surface equation (MSE) with w| ∂ = ϕ f . Moreover, w ≥ u for every solution u of (CMC) on agreeing with ϕ f on the boundary.
Proof. By [Jenkins and Serrin 1966] , if n is a large enough integer, there exist solutions w + n and w − n of (MSE) on (−n, n) × (−l, l) with w ± n = ϕ f on (−n, n) × {−l, l} and w ± n = ±∞ on {−n, n} × (−l, l). Fix such solutions for each n large. By the maximum principle, for every n and m, we have w + n ≥ w − m , and (w + n ) is a decreasing sequence. Thus (w + n ) converges to a solution w of (MSE) on agreeing with ϕ f on the boundary. Now consider a solution u of (CMC) on with ϕ f as boundary value. By the maximum principle, w + n ≥ u for every n. Taking the limit, we see that w ≥ u.
This gives an upper bound for u without any hypothesis on the function f . To get a lower bound we do need such hypotheses.
The function c defined on
is a solution of (CMC): its graph is the half-cylinder with the two straight lines of equation z = (x − x 0 ) tan θ + z 0 over ∂ as boundary.
Lemma 3. Let f : ‫ޒ‬ → ‫ޒ‬ be a convex function and let u be a solution of (CMC) on = ‫ޒ‬ × (−1/(2H ), 1/(2H )) agreeing with ϕ f on the boundary. Take x 0 ∈ ‫ޒ‬ and let z = (x − x 0 ) tan θ 0 + f (x 0 ) be a straight line lying below the graph of f (such a line exists by convexity). Let c denote the half-cylinder associated to this line. Then u ≥ c on .
Proof. Let h be the function defined on by h(x, y) [Mazet 2006a ] states that c is the only constant mean curvature extension for ϕ f . Then u = c.
If f is not affine, the set of θ such that there exists x 1 ∈ ‫ޒ‬ with z = (x −x 1 ) tan θ + f (x 1 ) lies below the graph of f is an interval I ⊂ ‫.ޒ‬ We assume that θ 0 is in the interior of this interval. For θ 0 an end point of this interval, the property is proved by continuity.
Since θ 0 is in the interior of I , there exist x 1 < x 0 < x 2 and θ 1 < θ 0 < θ 2 such
Since θ 1 < θ 0 < θ 2 , these two equations imply that u(x, y) ≥ h(x, y) if |x| is big enough. We have h ≥ c on ; then u ≥ c on ∂ and outside a compact of . By the maximum principle, u ≥ c in .
In the case of the López solutions, we get the following lower bound.
Lemma 4. Let f : ‫ޒ‬ → ‫ޒ‬ a continuous function that satisfies a lower ρ t -circle condition. Let x be in ‫ޒ‬ and let Ꮿ be a circle of radius ρ t that established the uniform ρ t -circle condition at the point (x, f (x)). Let u be a solution of (CMC) on = ‫ޒ‬ × (−h t , h t ) agreeing with ϕ f on the boundary. Then the graph of u lies above the nodoid ᏺ t having a horizontal axis and bounded by the two parallel circles Ꮿ in the vertical plane y = −h t and y = h t .
Proof. Let e z denote the vertical unit vector (0, 0, 1). For s in ‫,ޒ‬ we translate by se z the nodoid ᏺ t bounded by the two parallel circles Ꮿ. For s negative enough, ᏺ t + se z lies below the graph of u. Let s grow until the first contact. The mean curvature of the graph is upward pointing and the mean curvature of ᏺ t points outward. So by maximum principle, the first contact cannot be an interior point. Then, because of the hypothesis on f , the first contact is at s = 0 and the lemma is proved.
The estimates in the preceding two lemmas have important consequences for uniqueness. To begin with, we derive from them a technical lemma.
Lemma 5. Let f : ‫ޒ‬ → ‫ޒ‬ be a continuous function such that either
and f is convex, or (2) = ‫ޒ‬ × (−h t , h t ) and f satisfies a lower ρ t -circle condition.
Let Ᏸ denote the set of all solutions u of (CMC) on agreeing with ϕ f on the boundary. For any u 1 , u 2 ∈ Ᏸ, there exist v + and v − in Ᏸ such that
The boundary of is composed of two segments and two circle-arcs of curvature 2H . Following Perron's method (see [Courant and Hilbert 1962] or [Gilbarg and Trudinger 1983]), we build solutions v + n and v − n of (CMC) on n , with v + n = max(u 1 , u 2 ) and v − n min(u 1 , u 2 ) on the boundary.
To build v + n , we consider subsolutions, of which max(u 1 , u 2 ) is one. By the maximum principle, every subsolution is less than the solution w of (MSE) given by Lemma 2. We can then define v + n as the supremum over all subsolutions, and this function takes the right boundary values on the two segments because max(u 1 , u 2 ) equals w on it. For the two arcs of circle, we use the barrier functions built in [Serrin 1970] .
Similarly, we define v − n as the infimum of all supersolutions, which exist since min(u 1 , u 2 ) is one. Again by the maximum principle, every supersolution satisfies the lower bound in Lemma 3 or 4. The half-circles and nodoids of these same lemmas are used as barrier functions and give us the boundary value of v − n on the two segments. For the two arcs of circle, we use Serrin's arguments.
On n , we have max(u 1 , u 2 ) ≤ v + n ≤ w; thus a subsequence converges to v + on and v + ∈ Ᏸ. Clearly max(u 1 , u 2 ) ≤ v + . The sequence v − n is bounded above by min(u 1 , u 2 ) and satisfies the lower bounds of Lemmas 3 or 4. Therefore a subsequence converges to v − a solution of (CMC) agreeing with ϕ f on the boundary. Moreover, min(u 1 , u 2 ) ≥ v − .
Proposition 6. Let f : ‫ޒ‬ → ‫ޒ‬ be a continuous function such that either
There exist two solutions u max and u min of (CMC) on agreeing with ϕ f on the boundary and such that every solution u of (CMC) on agreeing with ϕ f on the boundary satisfies u min ≤ u ≤ u max .
Proof. Denote by Ᏸ the set of all solutions u of (CMC) on agreeing with ϕ f on the boundary; by the work of Collin and López, Ᏸ is nonempty. Define u max and u min at p ∈ by
By Lemma 2, u max is well defined; Lemmas 3 and 4 ensure that u min > −∞. As in the classical Perron process, it can be proved that u max and u min are solutions of (CMC) on : the argument we need is that for every u 1 and u 2 in Ᏸ there exist u 3 ∈ Ᏸ bounding max(u 1 , u 2 ) from above and u 4 ∈ Ᏸ bounding min(u 1 , u 2 ) from below. These are given by Lemma 5. Using the solution w of (MSE) built in Lemma 2, the half-cylinders of Lemma 3 or the nodoids of Lemma 4 as barrier functions, we finally prove that u max and u min have ϕ f as boundary value. The construction also gives, for every u ∈ Ᏸ,
An important fact is that, for every (x, y) ∈ , these solutions satisfy
because the functions (x, y) → u max (x, −y) and (x, y) → u min (x, −y) lie in Ᏸ.
Upper bounds. We now look for explicit upper bounds for solutions of (CMC).
Proposition 7. Let f : ‫ޒ‬ → ‫ޒ‬ be a continuous function and take x 0 ∈ ‫.ޒ‬ Assume that f is monotonic on [x 0 , +∞). Let u be a solution of (CMC) on = ‫−(×ޒ‬a, a) agreeing with ϕ f on the boundary. Then, for x ≥ x 0 + 1/H , we have
Proof. We only consider the case where f is increasing on [x 0 , +∞). Take a ≥ x 0 + 1/H and denote by C(s) the horizontal cylinder of axis {x = a −1/(2H )}∩{z = s} and radius 1/(2H ). For s large, C(s) lies above the graph of u. Let s decrease down to the value s 0 where the first contact happens. By the maximum principle, this first contact point is on the boundary at a point of first coordinate a ∈ [a − 1/(2H ), a].
We have f (a ) ≥ s 0 − 1/(2H ). Since C(s) lies above the graph of u for every s ≥ s 0 , we have u(a, y) ≤ s. Thus u(a, y) ≤ s 0 ≤ f (a )+1/(2H ). Since a < a and f is increasing, we conclude that u(a, y) ≤ f (a) + 1/(2H ).
We say that a function f : ‫ޒ‬ → ‫ޒ‬ satisfies an upper R-circle condition at a ∈ ‫ޒ‬ if − f satisfies a lower R-circle condition there.
Remark. For large s, the disk with center (a, s) and radius R is entirely contained in {(x, y) ∈ ‫ޒ‬ 2 | y ≥ f (x)}. As s decreases and first makes contact with the graph of f , we obtain an upper R-circle condition at the abscissa(s) of the contact point(s). As a changes, we get all the abscissas where f satisfies an upper R-circle condition. Thus for every a ∈ ‫ޒ‬ there exists a ∈ [a−R, a+R] where f satisfies an upper Rcircle condition.
Proposition 8. Let f : ‫ޒ‬ → ‫ޒ‬ be a continuous function. Let u be a solution of (CMC) on = ‫ޒ‬ × (−l, l) agreeing with ϕ f on the boundary. Assume the f satisfies an upper 1/(2H )-circle condition at x 0 ∈ ‫.ޒ‬ Then u(x 0 , y) ≤ f (x 0 ) for every y ∈ [−l, l].
Proof. Let be a circle realizing the upper 1/(2H )-circle condition at x 0 . Denote by C(s) the horizontal cylinder of axis {x = a} ∩ {z = b + s} and radius 1/(2H ), where (a, b) is the center of . For big s the cylinder C(s) lies above the graph of u; as s decreases, the first contact with the graph of f happens for s = 0, because of maximum principle, Then, on the segment
Let f : ‫ޒ‬ → ‫ޒ‬ be a continuous function that satisfies a lower R-circle condition. Let a ∈ ‫ޒ‬ denote a point where f satisfies an upper R -circle condition. Since at a there are circles both above and below the graph of f , the graph has a tangent there. Thus either f (a) exists or f (a) = ±∞; either way, the derivative of f at a has a well defined sign. We have an analog of Rolle's Theorem:
Lemma 9. Let f : ‫ޒ‬ → ‫ޒ‬ be a continuous function that satisfies a lower R-circle condition. Let a < b be two points where f satisfies an upper R -circle condition. If f (a) > 0 and f (b) < 0, there exists c ∈ [a, b] such that (1) f satisfies an upper R -circle condition at c, and
Proof. Let g denote the function defined by g(x) = R − √ R 2 − x 2 on [−R , R ]; its graph is a half-circle of radius R . Since f satisfies an upper R -circle condition at a and f (a) > 0, f is upper bounded by f (a) + g(x − a) on [a−R , a]. In the same way, f is bounded above by
This implies that f satisfies an upper R -circle condition at c, so f (c) = 0.
The uniqueness of Collin and Wang's solutions
Theorem 10. If f : ‫ޒ‬ → ‫ޒ‬ is a convex function, there is a unique solution of (CMC) on = ‫ޒ‬ × (−1/(2H ), 1/(2H )) agreeing with ϕ f on the boundary.
Proof. Existence is Collin's theorem (page 366); we prove uniqueness. By Proposition 6, there are two solutions u min and u max of (CMC) on agreeing with ϕ f on the boundary and such that, for every solution u of the same Dirichlet problem, u min ≤ u ≤ u max . Thus our task is to show that u min = u max . Suppose otherwise; then u max − u min is unbounded on , by [Miklyukov 1979; Hwang 1988; Collin and Krust 1991] . By interchanging x and −x if needed, we can assume that (3) lim
where
Since f is convex, f has a left derivative f l and a right derivative f r at every point. These two functions increase and have the same limit at +∞. If lim +∞ f l = lim +∞ f r < +∞, f is lipschitz continuous on ‫ޒ‬ + . Then (3) is in contradiction with [Mazet 2006a, Theorem 5] . Thus f must satisfy (4) lim
Asymptotic behavior of u min . To proceed we must recall from [Tam 1987a; 1987b; Mazet 2006b ] the notion of an arc of divergence. Let (v n ) be a sequence of solutions of (CMC) and let N n denote the upward pointing normal to the graph of v n . Assume that N n (P) tends to a horizontal unit vector (ν, 0), with ν ∈ ‫ޓ‬ 1 . Let C denote the arc of circle in the x y-plane with radius 1/(2H ) such that P lies in C and 2H ν is the curvature vector of C at P. We call C an arc of divergence of the sequence (v n ). We extend ν to C by letting 2H ν(Q) be the curvature vector of C at Q ∈ C. Then N n (Q) converges to (ν(Q), 0) for every Q ∈ C. For u a function on a domain of ‫ޒ‬ 2 , define the differential 1-form ω u by
where u x and u y are the partial derivatives of u. When u is a solution of (CMC), ω u satisfies dω u = 2H dx ∧ dy; see [Spruck 1972/73] . It follows from the previous paragraph that, for every subarc C of the arc of divergence C, we have
where (C ) the length of C . We orient C so that ν points toward the left along C . For a ∈ ‫,ޒ‬ denote by C + (a) the arc of circle
Its endpoints are (a, ±1/(2H )) and it contains the point (a + 1/(2H ), 0).
Lemma 11. There exists an increasing real sequence (x n ) such that lim x n = +∞ and C + (0) is an arc of divergence of the sequence (u n ) of solutions of (CMC) on , where u n is defined by u n (x, y) = u min (x+x n , y).
Proof. Let v n be defined on by v n (x, y) = u min (x +n, y). The boundary value of v n is ϕ f n with f n (x) = f (x + n). Because of (4), f n is increasing on [−1/H, +∞) for n large. Hence, by Proposition 7, v n (0, 0) ≤ f n (0) + 1/(2H ). Now let θ n ∈ [0, π/2) be such that f n l (0) ≤ tan θ n ≤ f n r (0). By Lemma 3 we have
Again because of (4), θ n converges to → π/2. Hence
Thus the sequence of derivatives ∂v n /∂ x cannot stay bounded above on the segment
If we set x n = n + a n − 1/(2H ), (5) becomes
Since ∂u n /∂ y(1/(2H ), 0) = 0 by (2), the limit normal to the sequence of graphs over (1/(2H ), 0) is (−1, 0, 0). Therefore C + (0) is a line of divergence for (u n ).
By passing to a subsequence we can assume that (x n ) is increasing, and clearly lim x n = +∞. This proves Lemma 11.
Conclusion of proof.
Let (x n ) be as in Lemma 11. Recalling the limit (3) and the surrounding notation, define
The set {(x, y) :
This component is unbounded. Now define
The boundary of W n is the union of ∂ W ∩ W n and n , the latter being the part contained in the semicircle C + (x n ):
By Lemma 2 in [Collin and Krust 1991] , the integral on ∂ W ∩ W n is negative; and it decreases as n increases, since (x n ) is increasing. Moreover,
where ( n ) is the length of n . Thus ( n ) is uniformly bounded away from 0. Because of Lemma 11 and since n ⊂ C + (x n ), there exists a sequence (α n ) in
Finally, for n ≥ n 0 > 0, we have
But as we have seen the leftmost expression is strictly positive. This contradiction proves Theorem 10.
The uniqueness of López's solutions
Theorem 12. If f : ‫ޒ‬ → ‫ޒ‬ is a continuous function that satisfies a lower ρ t -circle condition, there is a unique solution of (CMC) on = ‫ޒ‬ ×(−h t , h t ) agreeing with ϕ f on the boundary.
Proof. Take u min , u max , c, I x , and W as in the proof of Theorem 10, but with 1/(2H ) replaced by h t in the definition of I x , and W . The limit (3) holds.
Lemma 13. There exists x 0 ∈ ‫ޒ‬ + such that f is monotonic on [x 0 , +∞).
Proof. Consider the set of points where f satisfies an upper 1/(2H )-circle condition. By the remark on page 372, is nonempty and unbounded, and at each point of the (possibly infinite) derivative of f has a well defined sign. We claim that there exists x 1 ∈ ‫ޒ‬ + such that f (x) has constant sign for every x ∈ ∩ [x 1 , +∞). If not, take an increasing sequence of points in tending to +∞ and such that f is alternately positive and negative at these points. Then Lemma 9 yields an increasing sequence (c n ) in tending to +∞ and such that f (c n ) = 0 for all n. Let u be a solution of (CMC) on agreeing with ϕ f on the boundary. By Proposition 8, max I cn u ≤ f (c n ). Since f (c n ) = 0, Lemma 4 implies that min I cn u ≥ f (c n ) − (ρ t − t). Hence max I cn (u max − u min ) ≤ ρ t − t, in contradiction with (3) since lim c n = +∞. This proves the claim. We assume that f (x) > 0 for x large, the case f (x) < 0 being handled similarly. Now suppose the assertion of the lemma fails, so there is an increasing sequence (a n ) in [x 1 , +∞) such that lim a n = +∞ and f (a n ) is a local maximum of f for each n. Since f satisfies a lower ρ t -circle condition, f is differentiable at every a n . Let (s) be the circle of center (a n − 1/(2H ), s) and radius 1/(2H ). For s large, (s) lies above the graph of f ; when s decreases down to the first contact of (s) with the graph, we get a point x where f satisfies an upper 1/(2H )-circle condition. By assumption f (x) > 0, so x ∈ [a n − 1/(2H ), a n ]. Let b n ∈ [x, a n ] be a point maximizing f in [x, a n ]. Since f (x) > 0, we have b n ∈ (x, a n ], hence f (b n ) = 0. Using horizontal cylinders with (s) as vertical section, we prove that
where u a solution of (CMC) on agreeing with ϕ f on the boundary. Also, since f (b n ) = 0, we have min I bn u ≥ f (b n )−(ρ t −t). Thus max I bn (u max −u min ) ≤ 1/(2H )+(ρ t −t). But lim b n = +∞, so this last inequality contradicts (3), proving the lemma.
We now assume that f is increasing on [x 0 , +∞); the case of f decreasing is handled similarly. By Theorem 5 in [Mazet 2006a ], we know that f (x + 4/H ) − f (x) cannot stay bounded as x goes to +∞. We even know that (6) lim
This identity will play the same role as (4) in the proof of Theorem 10.
Asymptotic behavior of u min . For a ∈ ‫,ޒ‬ denote by C + (a) the arc of circle
Its endpoints are (a, ±h t ) and it contains the point (a + K , 0), where
Next we claim that Lemma 11 holds verbatim in this setting; that is, there exists an increasing, diverging real sequence (x n ) such that C + (0) is an arc of divergence of the sequence (u n ) of translates of u min by (−x n , y). To see this, let v n be the translate defined on by v n (x, y) = u min (x + n, y); its restriction to the boundary is ϕ f n , with f n (x) = f (x +n). For n large enough, f n is increasing on [1/H, +∞); ϕ f ᏺ t x z using Proposition 7, we get v n (0, 0) ≤ f n (0) + 1/(2H ). Now apply Lemma 4 at 4/H to see that the graph of v n lies above a nodoid ᏺ t with horizontal axis in the vertical plane x = 4/H + A (0 ≤ A ≤ ρ t since f is increasing). Since ᏺ t lies below the graph, we have v n (4/H + A, 0) ≥ f n (4/H ) − (ρ t − t) (see figure on preceding page). Now translate ᏺ t by the horizontal vector e x = (1, 0, 0); since f n is increasing, the nodoid ᏺ t + se x does not cross the boundary, and so stays below the graph. Setting s = ρ t − A we then get v n 4 H + ρ t , 0 ≥ f n 4 H − (ρ t − t), which leads to
By (6) we have lim v n (4/H + ρ t , 0) − v n (0, 0) = +∞. Hence the sequence of derivatives ∂v n /∂ x cannot stay bounded above on [0, 4/H +ρ t ]×{0}; that is, there exists a sequence (a n ) in [0, 4/H + ρ t ] such that (7) lim ∂v n ∂ x (a n , 0) = +∞.
If we set x n = n + a n − K , (7) becomes lim ∂u n ∂ x (K , 0) = +∞ Since ∂u n /∂ y(K , 0) = 0 by (2), the limiting normal to the sequence of graphs over (K , 0) is (−1, 0, 0). Therefore C + (0) is a line of divergence for (u n ), and the claim is proved (see end of proof of Lemma 11).
To conclude the proof of our theorem (when f is increasing beyond x 0 ) we simply repeat the reasoning in the last portion of the proof of Theorem 10, with the only difference that W n is defined as
(To deal with the case where f is decreasing we replace u min by u max and replace C + (a) by C − (a), defined by
