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Résumé 
Le besoin constant de connaître le futur se fait le plus souvent ressentir en com- 
mande où la nécessité d'avoir 1' information sur le futur est primordiale dans le but 
de calculer la commande adéquate. La commande prédictive est l'un des moyens 
utilisés par les chercheurs pour atteindre cet objectif. Dans l'état actuel des connais- 
sances, le filtre de Kalman est le meilleur estimateur linéaire à cause de l'optimalité 
de son gain. Il est néanmoins limité dans sa formulation; d'une part, la prédiction 
qu'il fait est juste à un pas dans le temps, d'autre part, le gain optimal est une fonc- 
tion des statistiques des bruits de modèle et de mesure du système sans lesquelles 
son implantation est quasi impossible et l'optimdité du gain n'est plus garantie. Le 
présent travail cherche à remplacer le gain du filtre de Kalman, dans sa structure, 
par un réseau de neurones artificiels (RNA). La nouvelle structure est appelée le 
filtre neuronal. Suivant le cas, ce filtre peut être un estimateur ou un prédicteur. La 
comparaison des résultats obtenus par cette nouvelle configuration à ceux donnés 
par le filtre de Kalman, dans l'hypothèse d'observations connues et incomplètes, 
montre que le filtre neuronal est un bon estimateur et un bon prédicteur des états 
des systèmes dynamiques et qu'il s'adapte le mieux aux variations des paramètres 
des systèmes. Il faut cependant noter que la qualité des résultats produits par le 
filtre neuronal est dépendante du degré de bruit du système dont on veut prédire 
ou estimer les états. Si le système est très corrompu, les résultats donnés par le 
filtre se détériorent. A partir des informations entréelsortie du système dont on 
dispose, le RNA procède à un apprentissage au bout duquel il acquerra la capacité 
de prédire les états du système à des instants donnés. Il sera ainsi possible de 
prédire le comportement du système assez loin dans le futur c'est-à-dire construire 
un prédicteur neuronal à long terme. Une application pratique sur les réservoirs 
hydrologiques d7Hydr*Québec (Baskatong, Cabonga, Maniwaki) permet de valider 
cet aspect prédictif du filtre neuronal. Le filtre neuronal e t  le filtre de Kalman, 
dans le contexte d'informations connues, aboutissent presqu'aux mêmes résultats. 
Si les informations sont partielles, sans toutefois faire une prédiction parfaite, le 
prédicteur neuronal s'avère être mieux indiqué pour la prédiction. Par ailleurs, il 
n'est pas nécessaire de connaître les statistiques des bruits lors de cette prédiction; 
ce qui n'est pas le cas du filtre de K h a n .  Une autre application sur l'estimation 
des états d'un avion Boeing 747 en commande du mouvement longitudinal montre 
que le filtre neuronal fait une bonne estimation des variables d'état du système en 
étude. Si les statistiques des bruits et le modèle du système sont parfaitement con- 
nus, le filtre de Kalman demeure cependant le meilleur estimateur linéaire. Lorsque 
la matrice d'état du système est perturbée, les résultats de simulation montrent 
que les estimés donnés par le filtre de Kaiman se détériorent alors que l'estimateur 
neuronal est quasi insensible aux vaziations des paramètres du modèle jusqu'à un 
rapport signal-bruit donné. Dans un tel contexte, il est préférable d'utiliser le fil- 
tre neuronal à cause de sa presqu'insensibilité aux vanations des paramètres du 
sys t &me. 
Abstract 
Man has dways sought to improve his vision of the future by more or less suc- 
cessfully devicing means for p t t i ng  information on events to corne. The need for 
determining ahead of time the course of events becomes more crucial when one 
has to formulate the control law for a system with delay. The predictive control is 
one of the type of control used by researchers to accomplish this need; but actu- 
ally Kalman filter constitutes the best state of the art linear estimator due to  the 
optimdity of its gain matrix. However, its major limitation comes from the fact 
that firstly, the Kalman filter yields only a one-step ahead estimation, secondly, its 
optimal matrix gain is a function of the mode1 noise and the measurement noise 
whose ignorance makes the implementation of the filter practicdy impossible and 
the optimality guarantee of the matrix gain falls. This work bears precisely on the 
use of Artificial Neural Network (ANN) for building long term estimators in noisy 
environment. The gain matrix of Kalman filter is replaced by an ANN and the 
results of the neural filter are compared with those of Kalmaa filter in the context 
of either complete information or incomplete information. From the input /output 
data of the system which are available, the ANN goes into a learning process that 
eventually gives it the capability to estimate the state variables of the dynamical 
system at discrete instants. It will be seen that this will permit to  predict many 
step ahead into the future thus offering the possibility to build a long term neural 
predictor which is insensitive to system parameters variation when the signal to 
noise ratio is small. 
One application is carried out to predict from archival data the level of water in a 
system made up of three reservoirs in cascade which belong to  Hydro-Québec and 
are named Baskatong, Maniwaki, Cabonga. Simulation results of both the Kalman 
filter and the neural network allow one to compare the performances of these two 
predicting structures. Both follow quite well the actud values. In case of incom- 
plete or missing informations, the Kalman filter can no longer foLlow the actual 
values while the neural network can still predict correctly some values if the signal 
to noise ratio is s m d .  Moreover, one does not need to know the statistics of the 
noises for the neural predictor which is not so for the Kalrnan filter. 
One more example concerns the estimation of the state variables of a Boeing 747 
aircraft. The simulation of its longitudinal motion shows that the neural estimator 
gives good estimations of the state variables. But if the state matrix of the system is 
perturbed, the Kalman filter gives the worst estimates. It remains that the Kalman 
filter is superior when the noise statistics and the mode1 parameten are known. 
Then, one c m  benefit by using the neural filter since it is much less affected by the 
parameters variations. 
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a h e x e  1: Démonstration du théorème de l'existence du 
régime permanent du filtre de Kalman 
Chapitre 1 
Plusieurs questions se sont posées concernant le cerveau de l'homme; par exemple, 
pourquoi l'humain arrive-t-il à piloter un hélicoptère sans avoir besoin de résoudre 
des équations complexes, dors que pour simuler le pilotage d'un hélicoptère. il faut 
solutionner six équations différentielles non linéaires? Pourquoi l'homme est-il ca- 
pable de reconnaître autant de gens avec qui il vit sans faire un effort particulier? 
Le désir de répondre à ces questions pousse aujourd'hui des chercheurs à vouloir 
outrepasser les modèles mathématiques, aux équations particulièrement complexes, 
pour étudier un autre type de systèmes qui agiraient comme des humains. On as- 
siste désormais à une mutation qui conjugue les efforts de la biologie, des sciences 
cognitives et des sciences de l'ingénieur. 
Dans une première approche les chercheurs portent leurs efforts sur le calcul symbo- 
lique basé sur l'hypothèse que le raisonnement, modélisant la pensée, est une combi- 
natoire de symboles soumise à des règles logiques. Très rapidement, il sera démontré 
que cette approche symbolique a des faiblesses. Une première faiblesse tient à la 
lenteur des méthodes séquentielles utilisées. La deuxième faiblesse, la plus évidente, 
concerne l'apprentissage. En dépit des efforts importants de plusieurs équipes de 
chercheurs, il semble difficile, au niveau symbolique, de simuler l'apprentissage. 
Compte tenu de ces limitations de l'approche symbolique, les chercheurs dirigent 
leurs investigations vers une approche où, d'une part, le traitement des informa- 
tions se fait essentiellement en parallèle et la représentation des connaissances est 
distribuée; et d'autre part, l'apprentissage est facilement réalisé. Ce mode de 
représentation délocalisé e t  d'apprentissage possible peut être assuré par les réseaux 
de neurones artificiels, une approche dite connexioniste. 
L'idée des réseaux neuronaux prend de l'ampleur dès les années 1943 lorsque McCul- 
loch (1943) introduisit les neurones simplifiés qui, en fait, étaient des répliques des 
neurones biologiques en plus d'avoir des composants pouvant exécuter des tâches 
de calcul. Vers les années 50, Hebb (1954) écrivait le livre "The Organization of Be- 
hauzor" qui ravivait l'idée selon laquelle le conditionnement classique psychologique 
est omniprésent dans l'animal parce qu'il est une propriété des neurones individuels. 
De proche en proche, cette idée amena Hebb à trouver une loi d'apprentissage à 
partir des synapses des neurones. Cette loi a servi de base aux nombreux autres 
chercheurs pour dévélopper plusieurs théories des réseaux neuronaux. 
En 1954, Minsky (1954) constmisi t le premier oeuro-calculateur 'Snack". Bien que 
les résultats produits ne fussent pas parfaitement satisfaisants, ils avaient tout de 
même permis de développer de nouvelles idées de modélisation qui furent utilisées 
par d'autres chercheurs. La même année Gabor (1954) inventa 'The Ieaniing Filtern 
qui utilisait la descente du gradient pour obtenir les poids optimaux qui minimisent 
l'erreur quadratique entre le signal de sortie observé et celui généré sur l'information 
passée. 
En 1958, Rosenblatt (1958) inventa le Perceptron qui fut à la base de la découverte 
du premier ne-calculateur ayant donné des résultats probants ' le Mark 1 Per- 
ceptron" . 
Vers les années 1959, Widrow, aidé par ses étudiants, découvrit le réseau Adaline 
(ADAptive LINear Element). Plusieurs applications de 1'Adaline furent réalisées. 
En 1961, Rosenblatt (1961) proposait la rétropropagation de l'erreur pour 
l'apprentissage des réseaux multi-couches. Cette approche n'avait pas connu grand 
succès dans la mesure où elle utilisait les fonctions d'activation non-diEentiables. 
De 1967 à 1982, des recherches progressent et font nettement avancer la théorie 
et les applications dans le domaine des réseaux de neurones. Hopfieid (1982) 
s'est particulièrement intéressé aux réseaux récurrents dont il a développé les lois 
d'apprentissage. Kosko (1988) s'est le plus penché sur les réseaux à apprentissage 
spatio-temporel. Quant à Malsburg (1973), Grossberg (l982), Kohonen (1988) leurs 
champs de prédilection étaient les réseaux à apprentissage compétitif. 
Les réseaux neuronaux artificiels sont une technologie émergente qui présente un  
champ d'applications extrêmement variées. C'est ainsi que les réseaux sont utilisés 
dans l'optimisation, la commande des systèmes dynamiques, la modélisation des 
processus, la compression d'images et des données, le tracé des circuits intégrés. la 
poursuite de cibles, la reconnaissance des formes, de la parole et des signatures, et 
de la prédiction. 
L'un des outils de prédiction Les plus fiables dont disposent les chercheurs actuelle- 
ment est le filtre de Kalman. Sa fiabilité est liée à I'optimalité de son gain dont le 
calcul est fonction des statistiques des bruits de modèle et de mesure du système en 
étude. Les méthodes actuelles de détermination du gain de Kalman supposent que 
les bruits sont blancs ou blancs et gaussiens et que leurs statistiques sont parfaite- 
ment connues. L'utilisation du filtre de Kalrnan admet par ailleurs que le modèle 
du système, dont il faut estimer les états, est parfaitement donné. Aussi admettons- 
nous que la meilleure méthode d'estimation du gain de Kalrnan, ou de façon plus 
générale, le meiileur estimateur dans un environnement stochastique, s'il existe, 
serait celui qui ne tiendrait pas compte des statistiques des bruits mais estimerait 
tout de même les états du système. En d'autres termes, nous voulons savoir si on 
peut trouver une structure qui permettrait de régler le gain quel que soit le type 
de bruit qui perturbe le système et qui résisterait aux variations des paramètres du 
système. Les réseaux de neurones artificiels étant de bons estimateurs, ne peuvent- 
ils pas aider à la conception de ce type de structure ? 
Le paralléle que nous sommes amenés à faire entre le filtre de Kalman et les 
réseaux neuronaux artificiels vient du fait que ces deux structures peuvent faire 
de l'estimation. Certains auteurs ont mené des études de comparaison entre le fil- 
tre de Kalman et les réseaux neuronaux. C'est ainsi que Ruck, Rogers et aL(1992) 
examinent la relation théorique entre les deux approches comparant Leur perfor- 
mance sur les données actualisées et s'intéressent au coût de traitement de chaque 
méthode. Les résultats trouvés montrent que la rétrepropagation a un coût trois 
fois moindre que le filtre de Kalrnan en terme de temps de calcul. Singhal et 
Wu (1989) montrent que l'apprentissage d'un réseau Yeed-forward" peut être vu 
comme un problème d'identification d'un système dynamique non linéaire pouvant 
se résoudre par l'utilisation de l'algorithme du filtre de Kalman étendu. Ces au- 
teurs font une comparaison entre l'apprentissage par rétro-propagation de l'erreur et 
l'algorithme de Kalman. De l'analyse des résultats, ils remarquent que l'estimation 
de Kalman converge plus vite que la rétro-propagation de l'erreur. Toutefois, leur 
article ne dégage pas une relation entre le filtre de Kalrnan et la rétro-propagation. 
Par ailleurs, les données utilisées étaient statiques donc non actualisées. Youji et 
a1.(1991) mettent sur pied un nouvel algorithme d'apprentissage basé sur le filtre 
de Kalman étendu en vue d'estimer les poids du réseau de neurones. 
D'autres chercheurs tels que Samir Shah et a1.(1992), Puskorius, Feldkarnp (1994) 
ont, eux aussi, mis sur pied des lois d'apprentissage des réseaux à propagation avant 
en utilisant le filtre de Kalman. Roberts et al., (1997) construisent un estimateur 
neuronal flou pour estimer les conditions initiales optimales du filtre de Kalman 
afin de diminuer son temps de convergence. 
Actuellement, tous les travaux qui ont trait au filtre de Kalman et aux réseaux neu- 
ronaux bâtissent de nouveaux algorithmes d'apprentissage en se servant du filtre 
de Kalman. ils ne se sont jamais penchés sur l'estimation de la matrice de gain de 
Kalman qui, en réalité, constitue la pièce maîtresse du filtre. 
Le présent travail cherche à remplacer le gain du filtre de Kalmao, dans sa structure, 
par un réseau de neurones artificiels. Une comparaison des résultats obtenus par 
cette nouvelle configuration à ceux donnés par le filtre de Kalman dans l'hypothèse 
d'observations connues et incomplètes montrera que le filtre neuronal est un bon 
estimateur et un bon prédicteur et qu'il s'adapte le mieux aux variations des 
paramètres des systèmes. Cependant, une analyse sera faite dans le cas des systèmes 
très corrompus aiin de circonscrire les limites du fonctionnement admissible du fil- 
t re. 
Pour mener ce travail. nous présentons, au chapitre deux, les informations essen- 
tielles sur le filtre de Kalrnan et quelques méthodes de détermination de son gain. 
Au troisième chapitre, il s'agit de résumer les notions de base des réseaux neu- 
ronaux et quelques unes de leurs méthodes d'apprentissage. Le quatrième chapitre 
permettra de rappeler brièvement quelques utilisations des réseaux neuronaux en 
automatique avmt de procéder à l'analyse proprement dite de la structure du filtre 
neuronal qui a pour base le filtre de Kalman. Le gain du filtre de Kalman est effec- 
tivement remplacé par un réseau de neurones artificiels (RNA) dont l'ajustement 
des poids permet de minimiser l'erreur d'estimation. Le chapitre cinq pose les bases 
de la simulation du filtre neuronai en estimateur et en prédicteur. Dans le cas de 
I'estimateur, une application pratique est faite sur le modèle de l'avion Boeing 747 
en commande du mouvement longitudinal. En prédiction, le système considéré 
est composé de trois réservoirs hydrologiques de stockage d'eau de 1'Hydro-Québec 
(Baskatong, Maniwaki et Cabonga). Il s'agit de prédire les mesures des apports 
naturels aux réservoirs à partir de quelques mesures passées des mêmes apports 
naturels. Le chapitre six présente les résultats de simulation de l'estimateur neu- 
ronal et Ies compare à ceux donnés par le filtre de Kalman. On observe en outre le 
comportement des deux estimateurs en présence d'un modèle soumis à des dégrés 
différents de perturbation. Le chapitre sept, quant à lui, présente les résultats de 
simulation du prédicteur neuronal et  du filtre de Kalman en prédisant des mesures 
des apports naturels des réservoirs Cabonga, Maniwaki et Baskatong. Le cas où les 
réservoirs sont très corrompus sera aussi considéré afin de voir les limites des perfor- 
mances du prédicteur neuronal. Une conclusion générale résumera les performances 
du filtre neuronal. 
Chapitre 2 
MËTHODES DE 
DETERMINATION DU GAIN 
DU FILTRE DE KALMAN 
Introduction 
L'objet p~ncipal de ce travail étant d'étudier un filtre neuronal basé sur la struc- 
ture du filtre de Kalrnan, il s'avère donc nécessaire de rappeler les grandes étapes 
de calcul du filtre de K h a n  et les propriétés qui déterminent sa stabilité et la con- 
vergence des estimés. Nous présenterons enfin quelques méthodes de détermination 
de son gain. 
KALMAN 
Soit une réalisation d'un processus aléatoire yk; étant donné un espace de Hilbert 
l2 muni d'un produit inerte et d'une norme. 
Considérons le système défini par: 
xk E R(vecteur d'état du système à l'instant k) , yk E R(vecteur de sortie du 
système à l'instant k), wk est le bruit de modèle et uk le bruit de mesure. Les 
matrices Fk(matrice d'état), Bk(rnatrice d'entrée), Gk(rnatrice d'entrée de bruit de 
modèle) et Ck(matrice de sortie) sont de dimensions respectives (n x n),  (n x p),  (n 
x m) et (r x a). Les séquences de bruit wk et vk sont supposées être des séquences 
de bruit blanc, conjointement gausiennes de moyennes nulles et de variances re- 
spectives Qk et Rk. L'état initial x, est supposé être gaussien de moyenne nulle et 
indépendant des séquences de bruit wk et vk. 
L'espace futur y:, l'espace passé y; et l'espace global yk sont respectivement en- 
gendrés par {XO,U~-- . .L~~-~ ,V~};  {x.. W..... wk-llvo. . . vi}; (xo,wo .... w k - ~  ,v,,wl v2 ...) 
Dans cet espace de Hilbert des variables aléatoires, l'opération de corrélation entre 
les variables aléatoires peut être interprétée comme le produit scalaire. 
Il a été démontré pas Malharné (1994) que quelles que soient deux variables 
aléatoires XI et xzl les variables aléatoires xl  - E[x11x2] et x2 sont indépendantes; 
autrement dit: 
donc 11 - E ( x l  lx2) est orthogonale à 2 2 .  C'est ce qui est illustré à la figure 2.1. 
Le problème du filtrage au sens de Kalman peut être résumé de la manière suiv- 
ante: 
étant donné un système dont l'évolution dynamique est modélisée à l'aide de 
l'équation (2.1) et dont on observe des combinaisons linéaires de l'état suivant 
l'équation de mesure (2.2), il faut trouver la meilleure estimation 5 de l'état x à 
l'instant k à partir des observations effectuées jusqu'à l'instant t et au sens du 
critère de la variance conditionnelle minimum. 
Figure 2.1: Projection orthogonale (F. L. Lewis, 1986) 
L'idée fondamentale ici est de décomposer les mesures en segments indépendants. 
Un premier grand segment comporte toutes les mesures passées y,, y,, y2, y3, -. . yk-1 
et un deuxième segment est constitué de la dernière mesure yk. 
On vérifie que y k  et fiklk-l ) I t  (où yklk-l est l'erreur sur la prédiction (innova- 
tion) à une étape de I'observation yk) sont fonction l'une de ['autre et véhiculent la 
même informat ion. 
De plus yk-' et iklk-l sont indépendantes donc orthogonales. Il est à cet effet 
possible d'écrire: 
Le terme C:,k-l, qui est la covariance de @ k l k - i 7  nous informe sur la crédibilité de 
l'information et ~ ~ ? j : ( ~ - ~  mesure la corrélation entre z k  et l'innovation. 
Par définit ion: 
t 
&lk = E [ ( x L  - & ( ~ k  - ~ k l k )  1 
cette covariance peut encore se mettre sous la forme: 
c k , k  = c k l k - 1  - E [ x k i L l k - l ]  [ C : I ~ - l ] - l ( E [ x k ~ : I k - l ]  1' (2.8) 
En se basant sur les équations (2 .1 )  ( 2 . 2 ) ,  les expressions (2 .6)  (2.8) deviennent: 
et 
Si on pose: 
Kalrnan (1960) montre que la densité conditionnelle de moyenne z k l k  et de variance 
Cklk peut être obtenue à partir des relations ci-dessous: 
Le filtre de Kalman, dans sa globalité, peut se résumer de la façon suivante: 
De la connaissance a prion de la dynamique du système. 
On calcule: 
On est ici dans le cas prédictif. 
Figure 2.2: Filtre de Kalman 
0 De la counaissance a posterion (dès que la mesure yk+l est disponible). 
On calcule: 
Le système (2.13) peut encore se mettre sous la forme suivante: 
La dernière équation du système ci-dessus est appelée équation de Riccati 
discrète. 
Init ialisation 
On pose généralement sol, = 3, (où 5, est la moyenne de x.). 
La matrice de covariance COI, est très souvent égalée à une matrice diagonale définie 
positive dont les termes diagonaux sont suffisamment grands si on n'est pas certain 
de La mesure y,. 
Dans le cas oii Rk est constant, une petite matrice de covariance Cklr conduira à 
un gain de Kalman Kk faible. D'après la relation (2.9), l'estimation zqk dépendra 
surtout de la précédente soit, xk(k-i, ce que I'on traduit pax une plus grande con- 
fiance au modèle par rapport à la mesure. Si Cklk est grand, le gain Kk le sera 
également et la mise à jour de l'estimation donnera plus d'importance au terme 
d'innovation; en fait, la mesure qui vient d'arriver. Dans le cas où Cklk est con- 
stant, pour un Rk petit, le gain Kk sera grand, donnant ainsi une plus grande 
importance à la mesure. 
2.1.1 Le filtre de Kalman étendu 
Pour procéder à l'identification des paramètres des modèles des réservoirs hy- 
drologiques de 1'HydreQuébec au chapitre 6, nous utiliserons le filtre de Kdman 
étendu. Aussi parait-il nécessaire de présenter ici l'information essentielle de ce 
filtre. 
Le filtre de Kalman dans sa formulation de base ne peut estimer que les vecteurs 
d'état des systèmes linéaires. Son application aux systèmes non linéaires nécessite 
une procédure de linéarisation des systèmes concernés; le filtre a in i  obtenu prend 
le nom de filtre de Kalman étendu. 
Soit un système non linéaire dont les équations d'état et d'observation peuvent se 
mettre sous la forme: 
Il suffit de linéariser comme suit: 
dors le filtre de Kalman étendu est basé sur les équations ci-dessous: 
2.1.1.1 Identification des paramètres par le filtre de Kalman 
L'une des applications du filtre de Kalman étendu est l'identification adaptative des 
paramètres des systèmes dynamiques. 
Soit un système décrit par les équations ci-dessous: 
xk E Sn;& E SP;G E 3P 1 5 p q 5 n. {ch} et {G}  sont des séquences de bruits 
blancs gaussiens non carrelés. Les matrices Fk(e), gk(e) et Ck(6) sont fonction du 
vecteur û inconnu. L'objectif premier est d'identifier B. 
Posons: 
Ok+l = 0k + e k  
où { e k }  est une séquence de bruit blanc gaussien non correlé avec G et de variance 
Sk. 8 est ici considéré comme un vecteur aléatoire constant. 
On peut reformuler le système (2.18) et l'équation (2.19) afin d'ob tenir les équations 
non linéaires ci-dessous: 
L'application du formalisme du filtre de Kaiman étendu permet d'estimer les états 
x k  et le vecteur de paramètres Bk en posant: 
avec: 
411 = [ - ~ k [ ( e k , k - 1 )  
2.1.2 Stabilité et Convergence 
O] ] fi , ,-1 
du Filtre de Kalman 
Nous supposerons que le modèle considéré est invariant dans le temps et est défini 
par le système ci-dessous: 
x k  E lP, y k  E K ,  wk est le bruit de modèle et v k  le bruit de mesure. Les matrices 
F, B, G et C sont de dimensions respectives (nx n), (n x p), (n x rn) et (r x 
n). Les séquences de bruit wk et v k  sont supposées être des séquences de bruit 
blanc, conjointement gausiennes de moyennes nuiles et de variances respectives Q 
et R. L'état initial x, est supposé être gaussien de moyenne nulle et indépendant 
des séquences de bruit WL et v k .  
L'un des problèmes dont il faut tenir compte lors de la conception du filtre de 
Kaiman est la garantie de la stabilité asymptotique de son erreur d'estimation; 
autrement dit, s'assurer de la convergence de l'estimé xklk vers la valeur réelle tk. 
L a  solution à ce problème revient à étudier la dynamique de l'erreur et à trouver 
ses conditions de stabilité. 
Soit l'erreur d'estimation a priori suivante: 
La stabilité asymptotique de dépend de la matrice F(I - KkC) .  Par ailleurs, 
rappelons que la paire (F,  C) est observable si les pôles de (F - LC) peuvent être 
placés arbitrairement par un choix approprié de la matrice L. (F, C) est détectable 
si (F - LC) peut être asymptotiquement stable pour un choix de L. ( F .  B) est 
atteignable si les pôles de ( F  - BK) peuvent être placés arbitrairement par un 
choix approprié de la matrice K; de même (F, B) est stabilisable si le choix d'une 
matrice K peut rendre (F - BK) asymptotiquement stable. 
Le théorème suivant (P. R. Kurnar et P. Varaiya, 1986) permet de dégager les con- 
ditions de stabilité et de convergence du filtre de Kalman. 
Théorème (existence du régime permanent) 
Soit  Q = JBJBL 2 O la covariance du bruit de modèle du procédé et R > O la co- 
variance du bruit de mesure. Supposons (F ,  GtliS) atteignable; (F ,  C )  est détectable 
si et seulement si: 
a )  l'équation de Riccati a une solution unique C indépendante de Col-i; 
b) l ' e m u r  d'estimation a priori, avec pour gain K = FL oii 
L = CCt[CCCt + RI-* 
est asymptotiquement stable et 
La démonstration de ce théorème se trouve à l'annexe A. 
Le théorème spécifie que si l'état du système est at teignable par le bruit du système 
(le bruit excite s&samrnent les modes du système), le filtre de Kahan est asyrnp- 
totiquement stable si ( F, C) est détectable. Ainsi pour garantir la stabilité du filtre, 
il faut bien choisir la matrice de sortie C et s'assurer que le système est suffisam- 
ment bruité. 
Le filtre de Kalman (figure 2.2) est reconnu comme étant le meilleur estimateur 
linéaire dans un environnement stochastique lorsque les variances des bruits sont 
connues. Si de plus les bruits blancs sont gaussiens, il est optimal. Il pose néanmoins 
un problème fondamental dans la mesure où ses performances sont liées à la parfaite 
connaissance des statistiques des bruits de mesure , des statistiques des bruits de 
modèle et des paramètres du système. Ces statistiques, dans la plupart des cas, 
sont mal connues, ce qui conduit plusieurs chercheurs à diriger leurs investigations 
sur la détermination du gain du filtre de K h a n  à partir du vecteur d'informations 
entréelsortie du système. 
2.2 QUELQUES 
MÉTHODES DE DÉTERMINATION DU 
GAIN DU FILTRE DE KALMAN 
2.2.1 Méthodes indirectes 
L'essentiel de ces méthodes s'orchestre autour de l'identification des covariances des 
bruits desquelles est déduit le gain K. Plusieurs formalismes sont présentés dans la 
littérature et nous en expliquons ici quelques-uns. 
2.2.1.1 Méthode de corrélation de Koji Tajima 
Cette méthode permet d'estimer le gain du filtre de Kalman à partir des matrices 
d'auto-covariance Q, R et de la matrice de covariance S. 
Soit le système linéaire stochastique suivant: 
zk E R", yk E R, wk et vk sont des bruits blancs gaussiens de va.riances: 
Koji Tajima (1978) suppose que le système est observable et se propose d'identifier 
Q, R, et S à partir des observations yk. 
Le modèle ARMA du système ci-dessus s'écrit: 
avec: 
et les ai sont les coefficients du polynôme caractéristique de F. En posant: 
Ce qu'il faut remarquer, c'est que les autocovariances de Zk sont toutes nulles pour 
i > m; celles qui sont non n d e s  sont fonction de Q, R et S seulement. Soit: 
la matrice de covariance de Zk au retard i et d'après l'expression de Zk, on peut 
écrire: 
On pose: 
oii ti est l'estimé de Li et N le nombre d'échantillons utilisés. Pour obtenir les 
covariances Q, R, et S il suffit de résoudre le système d'équations (2.36) où les Li 
sont remplacés par leurs estimés Li. Généralement. on s'arrange de manière à ce 
que le nombre d'équations du système (2.36) soit égal au nombre d'inconnues. Si 
tel n'est pas le cas, on pose des restrictions sur la forme des matrices Q ,  R et S 
pour diminuer le nombre d'inconnues. Ayant déterminé Q,R et S, la conception du 
filtre de Kalman se fait aisément. 
2.2.1.2 Méthode de Bergman et  Delleur 
La méthode de Bergman et Delleur (1985) est basée sur la iinéarisation de l'équation 
non linéaire de mesure autour du dernier estimé du vecteur inconnu CY et sur 
l'application des conditions d'optimalité du filtre de K h a n .  L'on tiendra compte, 
entre autres, que la séquence d'innovation vk est un bruit blanc. 
L'équation d70 bservat ion s'écrit: 
où fk  est une fonction non linéaire de a. s i  âk est l'estimé proche de a, fk(a) peut 
être approximée par une série de Taylor d'ordre "unn et l'équation (2.38) s'écrira: 
a 
Yk a fk(dk) + aafk(hk)[ak - â k ]  + vk (2.39) 
ce qui permet de déduire l'équation récurrente ci-dessous: 
où Ok est une séquence de gain. On pose généralement: 
Ok = Sk-lmk[m&lmk + il-' 
avec: 
m: = $fk(&) 
a a - fk7 a = jk ) /&k a 
= ( ~ f k t  ~ f k i  aa3
Sk = (1- 0~rn:)Sk-1 
En posant a = (cri, az, ..., a.)' les éléments inconnus des matrices de cova,riance Q 
et R et définissant: 
&(a) = E ( ~ k ~ k - i )  (2.43) 
on peut obtenir une équation de mesure similaire à celle de l'expression (2.38) et 
donnée par: 
u k v k - i  = !:(a) + v k  (2.44) 
i est le retard entre les innovations u k .  A chaque instant k, on a p + 1 observations 
vkvk-i. On peut donc voir que: 
Les conditions d'optimalité du filtre de Kaiman nous permettent d'écrire: 
Pour i = 0 , l  
L'équation récurrente du  gain est donnée par: 
Rappelons que: 
2.2.1.3 Méthode de Assaf et Quick 
Assaf et Quick (1991) proposent de considérer la covariance de l'erreur Rk comme 
étant égale au cané d'un certain pourcentage de la mesure. Ils posent en effet: 
Cette relation donne la plus petite somme des carrés des résidus. D'une manière 
similaire, ils calculent la matrice de covariance du bruit de modèle de la manière 
suivante: 
C k l k - l  (i7 j )  = ( 0 - 1 ~ i ~ ) ~ b i ~  (2.52) 
Cette méthode, bien qu'empirique, donne néanmoins des résultats convergents. 
2.2.1.4 Méthode de Todini 
Todini (1978) suppose que les moyennes des bruits de modèle et de mesure ne sont 
pas nulles et estime leurs statistiques comme ci-dessous: 
Il y a lieu de noter ici que la convergence de ces variables n'est pas du tout garantie, 
ce qui raréfie l'utilisation de ces équations récurrentes pour l'estimation de ces 
statistiques. 
2.2.1.5 Méthode de Mayers et Tapkey 
Mayers et Tapley (1976) ont leur méthode basée sur celle de Todini. La différence 
majeure est due au fait qu'au lieu d'effectuer une moyenne sur toutes les mesures 
à chaque pas de temps k jusqu'à l'instant t ,  on considère une fenêtre mobile d'une 
certaine grandeur lr (pour les statistiques de bruit de mesure) et 1, (pour celles de 
bruit de modèle). Les premières estimations des bruits de mesure et de modèle sont 
affectées d'un poids rj et qj par le souci de réduire leur influence dans les premiers 
pas d'échantillonnage. 
2.2.2 Méthodes directes 
Ces méthodes identifient le gain K à partir du vecteur d'informations entrée/sortie 
du système. Dans ce paragraphe, nous présenterons seulement la méthode de Jer- 
Nan Juang et al. (1993). 
Soit Le système linéaire discret stochastique ci-dessous: 
où w l k  et ~2~ sont respectivement les bruits de modèle et de mesure, indépendants, 
gaussiens et de moyenne nulle. L'estimateur linéaire à vaxiance minimale s'écrit: 
avec 
Ck = Yk - Yklk 
u = [u0, u ~ ,  ....,uN] 
= [y07 YI, * = - - Y  YN] 
Jer-Nan Juang et al. (1993) ont mené I'étude que nous présentons ici. 
Le filtre de K a h a n  étant linéaire, on peut admettre que son équation est la su- 
perposition d'un système déterministe excité par uk et d'un système stochastique 
excité par le bruit. L'équation (2.55) peut donc se décomposer et l'on obtient les 
deux systèmes ci-dessous (le premier étant déterministe le second stochastique): 
~ 2 k + l l k + i  = A ~ 2 k l k  + K€k 
~ 2 k l k  = C 2 2 k l k  + Ck (2.58) 
Si on pose xolo = O, (par simplification posons y l k  = y î k l k ;  y& = ~ 2 ~ ~ ~ )  on 
détermine la sortie y 1  de la manière suivante: 
Sachant que: 
on déduit la valeur de la sortie déterministe y lk en fonction des matrices F,B,C et 
Les paramètres CFi-% sont appelés paramètres de Markov. 
La composante stochastique de la sortie se calcule en posant: 
Cette composante est appelée résidu de sortie. 
La simplification apportée à ce problème permet de calculer K à partir de l'équation 
( 2 . 5 8 )  et connaissant F, C et y2.t. On a par ailleurs: 
Cette nouvelle expression de ck provient du fait qu'en l'absence de b ~ t  (cas 
déterministe), le filtre ne calcule pas d'innovation sur la vdeur de l'estimé; 
autrement dit, à chaque instant, L'estimé est le même et les covariances sont nulles; 
l'erreur qu'on observe donc dans le système provient tout naturellement de la partie 
stochastique du système, d'où l'expression de l'erreur donnée ci-dessus. 
En remplaçant c i  par sa valeur dans l'expression (2.58)' on obtient le système ci- 
dessous: 
Par la même procédure utilisée à l'équation (2.59) on peut constater que 
ce qui nous permet d'écrire: 
Posons: 
La matrice F - KC est appelée matrice du filtre de Kalrnan et doit être asympto- 
tiquement stable. 
Pour une valeur assez élevée de p, ( F  - KC)'-' tend vers zéro; autrement dit, on 
aura: 
La nouvelle expression de ~2~ devient: 
Sous forme matricielle, l'équation (2.69) se transforme comme ci-dessous: 
A partir de la relation: 
y2 = a Y + T  
on peut voir a comme la matrice des paramètres à identifier. La méthode des 
moindres carrés permet de déterminer la matrice a. Il faut chercher les valeurs de 
(Y qui minimisent le carré de l'erreur de sortie. 
Définissons: 
soit 
on cherche à déterminer a! tel que: 
La méthode des moindres carrés donne: 
Connaissant la valeur de a (identifié par les moindres carrés), on détermine le gain 
K de la manière suivante: 
Soit Bk les parmèt, de Markov du gain du filtre de Kdman 
on remarque que: 
pl = C K  = 0 1  
pz = CFK = +C:,iPz-iai 
a = CF2K = a3 + x:==, &-iai 
8 k  = ak + xfi: a-i~i 
Connaissant les valeurs de F, C et ayant déjà identifié ac, on peut calculer pk p a  les 
relations données des équations du système (2.80). La valeur du gain K se déduit 
par: 
K = (VîV)-'VtYk (2.81) 
avec: 
v =  
Conclusion 
CK 
C F K  
CFP-lK 
Toutes les méthodes de détermination du gain du filtre de Kalrnan repertoriées dans 
ce chapitre supposent que les bruits de modèle et de mesure sont blancs. Cette 
hypothèse est très limitative dans la mesure où généralement les bruits sont non 
blancs en réalité. Dans la littérature, pour estimer les statistiques des bruits non 
blancs, cn procède d'abord à un processus de blanchiment qui, très souvent, fait 
perdre au bruit presque toutes ses caractéristiques réelles. Aussi proposons-nous 
un nouveau filtre à base de réseaux de neurones artificiels. Ce filtre, comme celui 
de Kalman, peut être un estimateur ou un prédicteur. Sa structure et les équations 
qui la caractérisent sont développées au chapitre 4. 
Chapitre 3 
NOTIONS DE BASE SUR LES 
RÉSEAUX NEURONAUX 
Introduction 
Ce chapitre permet d'avoir une idée du fonctionnement et des propriétés communes 
des réseaux de neurones aussi bien biologiques qu'artificiels. Il met l'accent sur les 
différents types d'apprentissage des RNA. C'est en connaissant le fonctionnement 
des RNA qu'il sera possible de choisir la structure du filtre neuronal et le type du 
réseau le constituant. 
3.1 FONDEMENTS BIOLOGIQUES 
Le fonctionnement du neurone artificiel est semblable à celui d'un neurone bio- 
logique. La maîtrise de l'analyse des réseaux neuronaux biologiques est un atout 
important pour la compréhension des réseaux neuronaux artificiels (RNA). 
Le neurone est l'élément de base du cerveau humain. Il se présente comme illustré 
à la figure 3.1 et se compose essentiellement du corps cellulaire (ou soma), des 
dendrites, des synapses et de l'axone. 
AXONE DWN AUTRE m U R O N E  D W D m  D W AUlRE NEURONE 
J O N ~ O N  nmrn~m AXONE SîU'PSE 
(nwm ?- 
Figure 3.1: Neurone biologique 
3.11 Dendrites 
Les dendrites sont des fines extent ions tu bulaires qui sont essentiellement les 
récepteurs principaux du neurone pour capter les signaux qui lui parviennent. 
3.1.2 Le corps cellulaire 
Le corps cellulaire effectue les transformations biochimiques nécessaires à la synthèse 
des enzymes et autres molécules qui assurent la vie du neurone. 11 contient le noyau. 
L a  forme du corps cellulaire est généralement pyramidale ou sphérique dépendant 
de  sa position dans le cerveau (Naïm. 1990). 
3.1.3 Synapses 
Ce sont les endroits où se font les connexions entre deux neurones. Elles constituent 
le lieu de transmission de l'information entre les neuro-transmetteurs et les neuro- 
récepteurs. 
corps cellulaire 
(-1 dendrites I 
f axone 
sommation 
Figure 3.2: Fonctionnement des neurones biologiques 
3.1.4 L'axone 
L'axone sert de moyen de transport des signaux (de l'information) entre neurones. 
11 se distingue des dendrites par sa forme et par les propriétés de sa membrane 
externe. En somme, il est généralement plus long que les dendrites (sa longueur 
varie d'un millimètre à plus d'un mètre). L'axone se ramifie à son extrémité là où 
il communique avec d'autres neurones alors que les ramifications des dendrites se 
produisent plutôt près du corps cellulaire. 
3.1.5 Fonctionnement des neurones biologiques 
Le corps cellulaire se comporte comme un sornmateur à seuil (figure 3.2). Si la 
somme des informations rgues des dendrites est supérieure à un seuil donné, le 
neurone s'excite et  I'information résultante est transmise à d'autres neurones par 
l'axone; c'est la génèse de l'influx nerveux. Si l'information ne dépasse pas le seuil, 
le neurone ne s'excite pas et reste inactif. Il faut rappeler ici que l'information est 
sous forme de potentiel électrique et le seuil est généralement de -70mV. 
La  propagation de I'infiux nerveux, généré par le corps cellulaire du neurone, est 
assurée par un mécanisme de pompes et de canaux présents dans la membrane 
axonique. Les pompes considérées sont des pompes à ions qui maintiennent dans 
l'axone une différence de concentration en ions sodium( N a )  et potassium( KC ) par 
rapport au milieu extérieur. Leur rôle est d'expulser les ions sodium et d'attirer les 
ions potassium. 
Au repos, quand aucun idlux nerveux n'est transmis, les canaux sont fermés et 
les pompes assurent le maintien du potentiel négatif dans la cellule et l'axone. 
Quand il y a propagation d'un influx nerveux, la différence de potentiel entre le 
milieu extérieur et l'axone diminue. Cela provoque l'ouverture des canaux à sodium 
situés juste en avant de l'influx nerveux (figure 3.3). Le résultat de l'entrée des 
ions sodium dans l'axone est une inversion du potentiel qui existait et donc une 
propagation de l'influx nerveux. Juste après l'ouverture des canaux à sodium, 
ce sont les canaux à potassium qui s'ouvrent automatiquement. Ce phénomène 
provoque une ré-inversion du potentiel et ramène l'axone à son état électrique initial. 
C'est ainsi que se propage de lui-même le potentiel d'action. Dès que le potentiel 
d'action arrive au niveau des synapses, il y a libération d'une substance chimique 
appelée neuro- t ransmet teur qui se fixe sur les récepteurs spécifiques: les neuro- 
récepteurs situés sur la terminaison du neurone cible. Cet te fixation provoque 
l'ouverture de canaux ioniques, ce qui peut donner naissance à un nouveau signal 
électrique. 
inf'ux nerveuE inversion de polarisation 
+ + + +  - C -  + 
sortia des ions potassium entr6e des ions sodium qui 
polarisent positivement 
I'intbrieur de l'axone. 
Figure 3.3: Propagation de l'influx nerveux dans le neurone biologique 
3.2 FONDEMENT SUR LES NEURONES AR- 
TIFICIELS 
Un neurone artificiel fait une somme pondérée des potentiels d'actions qui lui par- 
viennent et s'active suivant la valeur de cette sommation pondérée (figure 3.4). Si 
cet te somme dépasse un certain seuil, le neurone est activé et transmet une réponse 
dont la valeur est celle de son activation. Si le neurone n'est pas activé, il ne tram- 
met rien. Nous pouvons , à partir du fonctionnement d'un neurone artificiel, imag- 
iner ce que fera un réseau de neurones artificiels. En effet, un réseau de neurones 
artificiels est une structure de traitement d'informations parallèlement distribuée, 
constituée d'éléments de traitement (ET) inter-reliés via les canaux de cornmunica- 
t ion unidirectionnels ( Brault, 1994). Chaque ET peut posséder une mémoire locale 
et effectuer un traitement arbitraire mais local. En effet, le traitement effectué par 
l'élément de traitement doit essentiellement dépendre de la valeur actuelle de ses 
entrées 
Figure 3.4: Représentation d'un neurone artificiel 
signaux d'entrée et des valeurs emmagasinées dans sa mémoire locale. Un élément 
de traitement ne possède qu'une sortie qui peut être distribuée (copiée) à autant 
d'éléments de traitement que nécessaire. Le signal de sortie peut être d'un type 
mathématique quelconque. 
3.2.1 Représentation 
Cet te représentation fait ressortir l'analogie que nous avons faite entre le neurone 
biologique et le neurone artificiel. 
O Les entrées 
Les entrées xi issues d'autres neurones ou générées d'une manière quelconque, 
peuvent être binaires ou réelles. 
La fonction d'entrée totale 
La fonction d'entrée totale définit le prétraitement effectué sur les entrées. 
Elle peut être booléenne, linéaire ou &ne. Les types linéaire et f i e  sont 
les plus utilisés dans la conception des réseaux de neurones artificiels. 
dl 
Figure 3.5: Fonctions d'activation: a) linéaire; b) linéaire avec satura- 
tion; c)  fonction tout ou rien; d) fonction sigrnoide 
La fonction d'activation 
On utilise généralement cinq types de fonctions d'activation. 
- Linéaire (figure 3.5 a ) )  
- Linéaire avec saturation (figure 3.5 b)) 
- Fonction tout ou rien (figure 3.5 c ) )  
- Fonction sigrnoide (figure 
- Fonction stochastique 
3.5 d) )  
1 avec ~robabili té 
1 avec probabilité 1 - l+ap(T) 
T est un paramètre appelé température. Quand il tend vers O, cette 
fonction tend vers la fonction seuil. 
- On peut par ailleurs utiliser toute autre fonction croissante et impaire. 
Fonction de sortie 
La fonction de sortie n'est autre que la fonction activation. 
D'après la figure 3.4 et en supposant que la fonction d'entrée totale est de type 
Linéaire, on peut écrire: 
N 
Ii = C wijzj 
j=L 
où N est le nombre d'entrées et wi, le poids pondéré entre les neurones j et i .  11 
faut signaler ici que j peut être une entrée quelconque ou une sortie d'un neurone. 
Ii est souvent appelé entrée nette. Si la fonction d'entrée totale est de type affine 
(ce qui est très souvent le cas), on a: 
b; est le seuil (ou le biais) du neurone i. La sortie Yi  du neurone i est donnée par: 
3.2.2 Topologie 
Il existe principalement deux types de réseaux de neurones artificiels: des réseaux 
à couches et des réseau entièrement connectés. 
3.2.2.1 Réseaux à couches 
Cette configuration apparaît 4 la figure 3.6. Les neurones d'une même couche ne 
sont pas interconnectés. Les connexions existent entre une couche et celle qui la 
succède ou la précède. Ces connexions représentent les synapses auxquelles on a fait 
dusion dans le cas du neurone bilogique. Pour modéliser ce rôle des synapses, on 
a choisi d'affecter à chaque connexion entre deux neurones artificiels, un poids qui 
pondère le signal transmis. Si les poids d'une connexion sont positifs, la connexion 
est exci tatrice; sinon, elle est inhi bit rice. 
On trouve par ailleurs trois sortes de couches: 
Figure 3.6: Réseaux mult i-couches 
O une couche d'entrée 
O une couche ou plusieurs couches cachées 
une couche de sortie 
La  couche d'entrée reçoit l'information de l'extérieur, mais ne fait aucun traite- 
ment. 
Les couches cachées servent de trait-d'union entre la couche d'entrée et celle de 
sortie. 
La couche de sortie livre l'information à l'extérieur. 
3.2.2.2 Réseaux entièrement connectés 
Dans ce type de réseaux, chaque neurone est relié à tous les autres et possède un 
retour sur lui-même. Ce type de réseaux prend souvent le nom de réseaux récurrents 
(figure 3.7). 
Figure 3.7: Réseaux connectés 
3.2.3 Propagation des signaux 
La propagation des signaux entre les neurones se fait généralement de l'entrée vers 
la sortie. Si cette propagation est à sens unique (entrée-sortie) on parle de réseaux 
à propagation avant (feedforward). Si elle se fait dans les deux sens. le réseaux est 
dit à rétroaction (feedback). Ce deuxième cas est très souvent rencontré dans les 
réseaux récurrents et dans certains types d'apprentissage. 
Tout réseau de neurones artificiels a une représentation distribuée des connaissances; 
les opérations sont locales et le traitement est non linéaire. Les opérations sont 
locales parce que le neurone ne voit que son entrée et sa mémoire locale pour 
générer une sortie. 
3.3 DIFFÉRENTS MODELES DE RÉSEAUX 
NEURONAUX ARTIFICIELS 
Il est plutôt dificile, aujourd'hui, de classer Les différents réseaux. Chaque au- 
teur propose une classification basée sur des critères subjectifs préalablement 
définis. C'est ainsi que certains auteurs classent les réseaux suivant leur 
mode d'apprentissage, d'autres les regroupent en fonction de leur topologie 
d'interconnexion des éléments de traitement. R. Hecht-Nielsen ( IWO) les classe 
en trois modèles différents: 
a Les réseaux de type associatif tels que les réseau à propagation avant (feed- 
forward); les réseaux récurrents; l'associateur linéaire et le réseau "Learnrna- 
trix". 
Les réseaux de type 'Mappingn tels que le réseau basé sur Les déclarations et 
le réseau "Prototypen. 
0 Les réseaux de type spatio-temporel, stochastique et hiérarchique. 
K. Mehrotra et al. (1997) les classent suivant leur architecture et distinguent: 
Les réseaux entièrement connectés; 
les réseaux à couches; 
0 les réseaux acycliques; 
les réseaux à propagation avant; 
les réseaux modulaires. 
Cette classification se rapproche de celle de R.Hecht-Nielsen. 
Les réseaux de neurones artificiels prennent de plus en plus d'ampleur à cause 
de leur capacité d'apprentissage. On rencontre à l'heure actuelle plusieurs lois 
d'apprentissage qui different, les unes des autres, par leur formalisme. De ces lois, 
quatre grandes classes sont les plus utilisées. 
Figure 3.8: Apprentissage supervisé 
Enfrée Sortie 
Entrée Sortie 
I RNA + 
RNA 
Figure 3.9: Apprentissage non supervisé 
3.4.1 Apprentissage supervisé 
b 
Ce type d'apprentissage est aussi appelé apprentissage actif. Les valeurs de L'entrée 
et de la sortie désirée sont fournies au réseau qui, à son tour, ajuste les poids en 
tenant compte de l'entrée et de l'erreur de sortie (figure 3.8). 
3.4.2 Apprentissage non supervisé 
L'Apprentissage non supervisé est aussi appelé apprentissage auto- 
organisateur. Seules les valeurs d'entrée sont fournies au réseau. Le réseau ajuste 
les poids en tenant compte de l'entrée et de la sortie calculée et  non de l'erreur 
(figure 3.9). 
3.4.3 Apprentissage renforcé 
Le terme renforcé vient des études menées sur le dressage des animaux en psy- 
chologie expérimentale où on s'intéresse à l'accomplissement d'un évènement et la 
relation propre qui tend à accroître la probabilité que cet évènement se repète dans 
les mêmes conditions ( Kimble, 196 1). Le terme apprentissage renforcé qui n'est pas 
utilisé par les psychologues mais par les théoriciens en ingénierie et en intelligence 
artificielle est l'ensemble des algorithmes d'apprentissage basés sur ce principe de 
renforcement. 
3.4.4 Apprentissage par rétropropagat ion d'erreur 
L a  méthode de rétropropagation d'erreur minimise l'erreur issue de l'approximation 
du réseau en trouvant les poids optimaux. Beaucoup de recherches ont montré que 
cette méthode calcule mieux les poids optimaux surtout dans le cas des réseaux à 
couches. Lapedes et  Farber (1987) ont largement contribué à l'analyse théorique et 
pratique de cette méthode. 
3.4.4.1 Méthode de la descente du gradient 
Dans les réseaux multi-couches, il se pose le problème d'ajustage des poids des 
neurones des couches cachées. Un réseau de neurones à p + 1 couches, d'entrée 
Y; (j  = 1, .., no) et de sortie y; ( j  = 1, .., n,) peut être représenté tel que montré à 
la figure 3.6. Sous cet te représentation, il est régi par l'équation suivante: 
où W P  est la matrice de poids (n, x n,-1 associés à la pme couche. Le vecteur 
bi(i  = 1,2. . .p) représente la valeur du biais pour chaque neurone i. La fonction fP [.] 
est un opérateur non décroissant pouvant être linéaire ou non linéaire appliqué à 
chaque sortie du neurone i. La fin de l'apprentissage est dictée par la convergence 
de la matrice des poids wP vers des valeurs constantes. L'on atteint cet objectif 
en minimisant l'erreur quadratique entre les sorties y: données par le réseau et les 
sorties désirées yd pour un vecteur d'entrées donné. Il s'agit donc de minimiser la 
fonction coût ci-dessous: 
avec e , (k )  = yd(k) - yy(k); ne le nombre d'échantillons et n, la longueur du vecteur 
de sortie y. 
Pour minimiser la fonction coût J ,  plusieurs méthodes sont exploitées dans la 
littérature. La plus populaire étant la méthode du gradient appliquée à la 
rétropropagation de l'erreur. L'idée principale de cette méthode d'apprentissage 
est de propager l'erreur de sortie sur les neurones des couches cachées à partir de 
l'erreur de la couche de sortie. Le gradient calculé à la q'*e couche de n, neurones 
est donné par: 
qui peut se réduire à: 
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Compte tenu de l'expression de y', la relation ci-dessus devient (M. Saad et al, 
Pour q = p (couche de sortie) 
où fJ.1 est la dérivée de la fonction A[.] et 6(r  - i) représente 
necker tel que: 
(3.10) 
l'opérateur de Kro- 
Les équations (3.9) et (3.10) permet tent d'écrire l'équation (3.8) comme ci-dessous: 
avec: 
l'équation d'adaptation des poids est donnée par: 
où 1) est le coefficient d'apprentissage ajustable à chaque itération; gij ayant été 
déterminé par les précédents calculs. 
Outre cet te méthode de rétropropagation de l'erreur, d'autres méthodes sont 
utilisées; c'est le cas des méthodes de Newton et Quasi-Newton. 
3.4.4.2 Méthode de Newton 
Elle est basée sur une approximation de la fonction en présence où l'on ne tient 
compte que des premiers termes de la série de Taylor. La série considérée est 
tronquée après trois termes de sorte qu'elle puisse s'écrire: 
Posons que: 
oll f(z; zk) est une fonction approximative construite à tt. Utilisons cette fonction 
approximative de f (x) pour générer une séquence itérative forçant xk+l, le point 
suivant de la séquence, d'être un point où le gradient de f(x; xk) s'annule. 
soit 
sachant que: 
On pose facilement 
C'est sur cette approche qu'est basée l'adaptation des poids dans le cas de 
l'apprentissage par rétropropagation de l'erreur. On peut voir que la descente du 
gradient est bâtie sur cette approche. 
3-4.4.3 Autres méthodes 
Méthode Quasi- Newton. Appelée aussi méthode à métrique variable, eile 
est une approximation de l'algorithme de Newton (Fletcher et Powell, 1963). Le 
principe consiste à estimer l'hessien inverse à chaque itération. 
Brayden- Fletcher-Goldfarb-Shanno (BFGS) (Fletcher. 1987) montrent que H(k) 
peut être estimée à chaque itération par la relation ci-dessous: 
où A est la différence des gradients V(k + 1) et V ( k )  puis A est donnée par: 
Méthode de Levenberg Marquardt. Une autre méthode d'apprentissage est 
la méthode de rétropropagation basée sur l'approximation de Levenberg Marquardt. 
L'équation d'adaptation des poids est donnée par: 
où Jb est la matrice jacobienne (dérivées de chaque erreur d'estimation pax rapport 
aux poids); e est le vecteur d'erreur et p est un scalaire ajustable en fonction du 
vecteur d'erreur e. Plus l'erreur est petite, plus grand est p.  Cette méthode est 
programmée dans un sous-programme par Mathworks Matlab dansuNewal Net- 
work Toolboxn (Demuth et Beale, 1994). Le nom d'appel du sous-programme est 
"t rainlm" . 
Conclusion 
Ce chapitre a pennis de faire un survol rapide sur les notions élémentaires mais 
nécessaires dans la compréhension du fonctionnement des réseaux de neurones a- 
tificiels. C'est ainsi que nous avons passé en revue quelques types de réseaux neu- 
ronaux et certaines méthodes d'apprentissage très souvent utilisées dans l'analyse 
des réseaux de neurones artificiels. 
Bien que n'étant pas plastique (la plasticité étant cette possibilité qu'ont cer- 
tains réseaux de ne pas voubliern les anciennes informations apprises lors de 
l'apprentissage de nouvelles), le réseau rétropropagation est le plus utilisé. Cette 
préférence est liée à ses capacités de mémorisation de l'information dans le temps 
et dans l'espace. Il est, par ailleurs, facile d'implantation. 
Il faut noter que l'étude des réseaux neuronaux est assez vaste et très largement 
expliquée dans la littérature. Nous avons présenté ici l'essentiel qui nous servira 
dans la suite de la recherche. Les théorèmes et les paramètres importants qui in- 
terviendront, de temps à autre dans le cadre de cette étude, seront expliqués et 
présentés chaque fois que le besoin se fera sentir. 
Chapitre 4 
CONCEPTION DU FILTRE 
NEURONAL BASÉ SUR LA 
STRUCTURE DU FILTRE DE 
KALMAN 
Introduction 
Avant d'analyser la structure du filtre neurond, ce chapitre donne quelques ap- 
plications des réseaux neuronaux artificiels en automatique dans le but d'élucider 
l'utilisation non moins importante des réseaux neuronaux dans le domaine de la 
commande. 
L'andyse du filtre de Kalman démontre que pour avoir la matrice de gain optimal, 
il faut minimiser la variance de l'erreur d'estimation. Ce postulat permet de trouver 
les expressions récursives ci-dessous: 
qui donnent, entre autres, le gain Kk+* en fonction des statistiques des bruits. En 
gardant la même structure que le filtre de Kalrnan, nous remplaçons son gain par 
un réseau de neurones artificiels qui agira sur ses poids aiin de minimiser l'erreur à 
l'entrée. 
4.1 LES RÉSEAUX NEURONAUX ARTIFI- 
CIELS DANS LA COMMANDE 
Plusieurs études ont été menées par différents auteurs où les réseaux de neurones ar- 
tificiels (RNA) sont utilisés soit comme estimateurs soit comme contrôleurs. A titre 
d'exemple, on peut citer les travaux de : Guez (l987), Yoshiaki et Toshiyuki (l992), 
Kuschewki et a1.(1993), Bavarian (1988), Levin (1991), Bulsari (1993). Narendra 
(1990, 1991, 1994) est l'un des chercheurs les plus indiqués dans le domaine de la 
commande par réseaux de neurones. 
4.1.1 Réseaux de neurones comme est imat eurs 
Les réseaw sont très souvent utilisés pour identifier les fonctions de transfert des 
systèmes dynamiques dans le but de déterminer leurs paramètres. Le réseau ap- 
prend le comportement dynamique du système. Cet apprentissage peut se faire de 
deux façons différentes. 
4.1.1.1 Apprentissage de la dynamique directe du système 
La figure 4.1 montre le cas d'apprentissage de la dynamique directe du système. 
Le problème d'identification consiste à estimer les paramètres du modèle de manière 
à optimiser un critère de performance préalablement défini et basé sur l'erreur 
entre la sortie du système réel et la sortie du système identifié. L'erreur e k  permet 
Figure 4.1: Dynamique directe 
Figure 4.2: Dynamique inverse 
d'ajuster les poids du réseau pour que les deux sorties rjk et yi, soient identiques. 
4.1.1.2 Apprentissage de la dynamique inverse du système 
Une autre approche d'estimation des paramètres du système est l'utilisation de l'ap- 
prentissage Ce la dynamique inverse comme illustré à la figure 4.2. 
A la convergence du réseau, sa dynamique est l'inverse de celle du système. 
Dans les deux cas de la dynamique inverse ou directe, le réseau est un érnulateur. 
Figure 4.3: Commande adaptative directe 
4.1.2 Réseau de neurones comme contrôleurs 
Un des types de commande où interviennent le plus souvent les réseaux est la 
commande adaptative qui apparaît sous deux configurations: 
4.1.2.1 Commande adaptative directe 
La  figure 4.3 montre le schéma d'une commande adaptative directe par réseau 
de neurones. L'implantation de cette méthode pose des problèmes pratiques dans 
la mesure où l'erreur e i  se trouve entre le système et le contrôleur (RNA). On n'a 
pas accès à l'erreur de sortie du réseau, ce qui rend difficile l'ajustage des poids. 
Pour contourner ce problème, on utilise la commande adaptative indirecte. 
4.1.2.2 Commande adaptative indirecte 
La figure 4.4 montre cette approche. Le réseau RNAÎ est un émulateur qui apprend 
la dynamique du système. A la fin de cet apprentissage, le réseau RNA2 se comporte 
comme le système. Il est donc possible de rétropropager l'erreur de sortie e, à travers 
RNA2 pour l'avoir à la sortie du contrôleur RNAi .  De cette manière on pourra 
Modèle de référence 
Figure 4.4: Commande adaptative indirecte 
procéder à l'apprentissage du contrôleur à partir de I'erreur de sortie du système e. 
Beaucoup de chercheurs tels que Nguyen et Widrow (l990), Psaltis (1988) ont utilisé 
cette approche pour construire des contrôleurs neuronaux. Par contre Xianzhoug et 
Kang (1993) ont montré qu'il est possible de commander les systèmes en utilisant 
I'approche directe. Le principe est basé sur la définition de la direction du système. 
En effet, si la sortie y (t ) d'un système croît (ou déroît ) de façon monotone lorsque 
la commande u(t ) croît (ou décroit ), le système est dit répondre positivement (ou 
négativement). Dans les deux cas le système a une réponse monotone. Pour un 
système monovariable, y(t) = G(u(t)), si le système répond positivement (ou 
négativement), la direction du système est D(G) = 1 (ou QG) = -1). 
Les auteurs montrent qu'il est à cet effet possible d'entraîner le contrôleur à partir 
de l'erreur de sortie du système en utilisant l'apprentissage par rétropropagation. 
4.1.3 Identification des paramètres par les réseaux neu- 
ronaux 
Beaucoup de travaux faisant intervenir les réseaux neuronaux dans l'identification 
des paramètres des systèmes dynamiques ont été réalisés. Rad (1995) utilise le 
réseau récurrent de Hopfield pour bâtir un algorithme d'estimation des paramètres 
des systèmes dynamiques. Ruchti et al. (1992) ont mis sur pied un processus 
d'apprentissage de réseaux pour identifier les paramètres des systèmes non Linéaires. 
L'identification des paramètres des modèles ARMA par les réseaux neuronaux est 
aussi très développée. C'est surtout dans le domaine hydraulique que cette identi- 
fication est le plus utilisée. Markus (1995) dans sa thèse de doctorat, a procédé à 
la prédiction des débits par réseaux neuronaux et a comparé ses résultats avec ceux 
donnés par le modèle de la régression linéaire, le modèle de corrélation canonique et 
le modèle ARMA. Les résultats donnés par ces prédicteurs étaient très semblables. 
4.1.4 Autres types de commande par réseaux 
Certains auteurs, comme Xu et Vukovich (1993), combinent les réseau neuronaux 
à la logique floue. Ce type de commande est très souvent connu dans le domaine 
des réseaux comme la commande mixte. Les réseaux de neurones sont aussi très 
utilisés pour ajuster les paramètres d'un contrôleur classique. Kumar et Guez (1991) 
utilisent un réseau ART pour faire le placement des pôles d'un système. Chen (1990) 
ajuste les paramètres d'un contrôleur adaptatif. 
Les plus grands problèmes qui surgissent dans la commande des systèmes par 
réseaux de neurones sont liés au fait que, fondamentalement, les réseaux sont conçus 
pour être statiques. Or les systèmes à commander ont une dynamique; il faut donc 
utiliser les apprentissages qui tiennent compte de cette dynamique. Par ailleurs, le 
problème de plasticité se pose avec acuité. Pour trouver une solution à ce problème, 
Carpenter et Grossberg ( 1987) ont mis sur pied le réseau ART ( Adaptive Resonance 
Theory). On l'utilise surtout pour la reconnaissance de formes mais très rarement 
pour la commande. Ce réseau a une faiblesse qui est sa très grande instabilité et 
ses difficultés d'implantation. 
4.2 LE FILTRE NEURONAL 
Le modèle de base du filtre neuronal que nous proposons ici est le reflet de la 
structure du filtre de Kalman où son gain est remplacé par un réseau de neurones 
artificiels. La structure du nouveau filtre est celle apparaissant à la figure 4.5. 
4.2.1 L'estimateur neuronal 
La structure de I'estimateur neuronal est exactement celle de la figure 4.5. 
L'apprentissage du réseau se fait généralement lonqu'on possède le vecteur 
d'informations entréefsortie oii la sortie représente la valeur désirée. La stmc- 
ture de la figure 4.5 ne nous permet pas d'avoir, dès le départ, les sorties désirées. 
Aussi est-il nécessaire d'utiliser le réseau comme un système adaptatif, c'est-à-dire 
un apprentissage en Ligne compte tenu de l'erreur. Ceci ne permettra pas d'obtenir 
une convergence des poids mais des poids qui évolueront en fonction de l'erreur 
d'estimation. Dans ce cas d'ajustement des poids à chaque itération, la fonction 
objective de l'équation (3.6) se réduit à la forme suivante: 
Figure 4.5: Structure du filtre neuronal 
où e ( k )  = (yk - Yk). 
Ecrivons la variation du critère J(k) par rapport aux poids du réseau: 
a J ( k )  - -  a y k  - -(?/k - C k l t -  
aw, dwij 
yh étant indépendant des poids du réseau. 
L'apprentissage par la méthode de descente du gradient permet de poser: 
où r )  est le coefficient d'apprentissage généralement << 1. S'il est possible de 
calculer la variation de la sortie estimée par rapport au poids (E), nous pouvons 
évidemment déterminer Awij qui permet d'ajuster optimalement les poids. 
4.2.2 Calcul de la variation de la sortie estimée par rap- 
port au vecteur des poids (8) 




&k - -  d d - C F ~ - X ~ - ~ / ~ - ~  + CF-rk-,  aw, L ~ W ,  dwjj 
en posant 
I'équation(4.8) s'écrit : 
4.2.3 Calcul de la variation de la sortie du réseau par rap- 
ark- I port au vecteur des poids (-) 
Si la structure du réseau est connue ainsi que les fonctions d'activation, le calcul 
de cette variation se fait par la rétropropagation de l'erreur d'estimation basée sur 
la descente du gradient. Cette procédure de calcul a été développée au paragraphe 
3.4.4.1 du précédent chapitre. Il suffit, en somme, de remplacer yk par r k  dans les 
équations. 
4.2.4 Calcul de la variation des états estimés par rapport 
au vecteur des poids (e) 
Soit un réseau de p couches de n, neurones chacune et n, entrées; soit un état  estimé 
i i ( k ) ;  le calcul de la variation y se fait comme décrit à la figure 4.6. Narendra 
for j, = 1 :na ~dechobcdesenttees) 
- - 
for i= 1 :np 
a* k Figure 4.6: Organigramme de calcul de à l'instant k. 
( ~ d e c n o b c d e s e t o l s )  
et Parthasarathy (1990) proposent la même approche. 
En effet, la loi d'apprentissage est celle donnée ci-dessous: 
La connaissance de cette loi d'apprentissage permet de calculer les poids optimaux 
qui minimisent l'erreur d'estimation. Dans le cas d'un apprentissage hors Ligne 
où les poids doivent converger, Jacobs (1988) dit que cette convergence est en 
grande partie fonction du coefficient d'apprentissage q.  11 propose, entre autres, de 
choisir un coefficient d'apprentissage pour chaque poids, ce qui alourdit les calculs 
et suggère en outre que le cwfficient d'apprentissage varie dans le temps. 11 conseille 
enfin que si le coefficient d'apprentissage pour un poids donné a un signe qui alterne 
à chaque itération, il devra être décrémenté. Par ailleurs, si son signe est constant, 
il devra être incrémenté. Les auteurs (Kandil, Khorasani, Patel et Sood, 1993) 
trouvent le coefficient d'apprentissage par la relation ci-dessous: 
où e~ est l'erreur d'apprentissage et Sk une matrice définie positive donnée par: 
f: fonction d'activation 
Netk: l'entrée nette du réseau 
Ces suggestions heuristiques sont difficiles à implanter, aussi choisit-on souvent un 
coefficient d'apprentissage constant tel que O < >I < 1. 
L'erreur d'estimation à rétropropager à travers les couches dans le calcul du gradient 
de la méthode de rétropropagation est à la sortie du réseau de neurones. Dans 
le filtre que nous proposons, l'erreur est plutôt à l'entrée du réseau. Ce fait, à 
première vue, peut sembler paradoxal. Il ne se pose pourtant aucun problème pour 
le développement des équations dans la mesure où la structure du filtre comporte 
une rétroaction de la sortie. On peut exprimer l'erreur comme une fonction de la 
Figure 4.7: Structure du predicteur neuronal 
sortie du réseau, et le calcul de la variation de la sortie estimée par rapport au 
vecteur des poids (e) se fait comme présenté au paragraphe 4.2. 
4.2.5 Le prédicteur neuronal 
La structure du prédicteur neuronal est un peu différente de la structure conven- 
tionnelle du filtre de Kalman. Comme le montre la figure 4.7, l'entrée du réseau 
n'est pas seulement l'erreur mais aussi des valeurs passées de la mesure yk. Le but 
visé par l'ajout des valeurs passées de yk est de permettre au réseau de minimiser 
l'erreur en tenant compte de la dynamique du système. Le réseau pourra accroître 
sa capacité de prédiction car son espace d'apprentissage est composé des valeurs 
réelles des mesures. 
La loi d'apprentissage du prédicteur neuronal est la même que celle de l'estirnateur 
seule la dimension du vecteur d'entrée change. 
4.2.6 Choix du modèle du réseau 
L'objectif du réseau est de minimiser l'erreur e t  de la figure 4.5 en agissant sur 
ses poids. Cette minimisation peut se faire soit par apprentissage en ligne ou par 
apprentissage hors ligne. Le réseau devra tenir compte du temps, de l'espace et 
avoir une capacité de mémorisation. Entre autres, le réseau à propagation avant 
permet de minimiser l'erreur e t  et possède les caractéristiques précédemment citées, 
d'où son choix dans cette étude. 
4.2.7 Choix du nombre de couches du réseau neuronal 
Fausette (1994) & m e  qu'un réseau de  neurones à une seule couche cachée et une 
couche de sortie est capable d'approximer n'importe quelle fonction. Aussi allons- 
nous utiliser dans cette recherche un réseau à une couche cachée et une couche de 
sortie. 
Par ailleurs, il n'existe quasiment aucun cdcul rigoureux du nombre de neurones 
à utiliser pour une couche cachée donnée d'un réseau de neurones. La plupart des 
chercheurs procèdent par expérimentation et retiennent la configuration qui aboutit 
à de bons résultats. Néanmoins, SwingIer (1996) propose le calcul du nombre de 
neurones à utiliser sur une couche cachée à partir du nombre des entrées du réseau 
en se basant sur le théorème de Koimogorov. Il suggère de calculer le nombre de 
neurones (no) de la couche cachée par la relation: 
où na est le nombre d'entrées, 
Conclusion 
Le présent chapitre a permis de formuler le nouveau filtre neuronal et d'écrire ses 
équations caractéristiques. En effet, la structure de base du filtre neuronal peut 
être légèrement transformée pour obtenir celle du prédicteur neural. Les équations 
de base du filtre neuronal sont valables aussi bien pour l'estimateur que pour le 
prédicteur neuronal. On constate qu'en remplaçant le gain du filtre de Kalman par 
un réseau de neurones artificiels, il est théoriquement possible d'estimer les états 
des systèmes dynamiques. Aussi la validation de cette structure sera effective grâce 
à une vérification expérimentale. Le chapitre suivant définit le cadre, la nature et 
les bases de l'expérimentation. 
Chapitre 5 
SIMULATION DU FILTRE 
NEURONAL 
Introduction 
Le présent chapitre traite de la simulation du filtre neuronal. On s'intéresse à 
l'aspect estimatif et prédictif du filtre. Dans le cas de l'estimation, il s'agit de 
déterminer les variables d'état correspondant au mouvement logitudinal d'un avion 
Boeing 747. Pour le filtre prédictif, on prendra le cas de la prédiction des apports 
naturels de trois réservoirs de stockage d'eau de 1'Hydro-Québec. 
Le meilleur estimateur dont on dispose de nos jours est le filtre de Kdman et 
l'optimalité de ses estimés est surtout liée à la connaissance quasi parfaite des 
statistiques des bruits du système. 
Par ailleurs, le souci de mieux s'informer sur le futur a toujours hanté l'homme 
et l'a poussé à se doter des moyens susceptibles de le renseigner par rapport aux 
événements à venir. Ce besoin constant de connaître le futur se fait le plus sou- 
vent ressentir en commande où la nécessité d'avoir 1' information sur le futur est 
primordiale dans le but de calculer la commande adéquate. Dans l'état actuel 
des connaissances, une fois de plus, le filtre de Kalman donne les meilleurs résultats 
quant à la prédiction. II est néanmoins Limité dans sa formulation; l'estimé prédictif 
qu'il calcule étant juste à un pas dans le temps et nécessite la connaissance des 
statistiques des bruits du système. Des tentatives pour utiliser le filtre de Kalman 
comme prédicteur à rra pas (m > 1) ont été faites par certains auteurs tels que 
Kumar et Varaiya (1986); Davis et Varaiya (1973) qui dégagent les conditions 
d'optirnalité nécessaires et suffisantes dans le cas des systèmes décrits p u  des 
équations différentielles stochastiques pour une commande basée sur des obser- 
vations incomplètes. Pour avoir la prédiction à l'instant t, lorsqu'on se situe à 
l'instant t, ( t ,  > t , ) ,  les t,-t,-1 informations entre t ,  et t ,  étant inconnues, en- 
traînent des covariances infinies à ces instants. Cette difficulté est contrée en sup- 
posant que le système (entre t,  et t,)  est déterministe. 
Les études basées sur ces hypothèses montrent que le filtre de Kalman dans ce 
contexte d o ~ e  des résultats passablement bons. D'autres recherches se pour- 
suivent toujours pour développer de nouvelles méthodes de prédiction à long 
terme ( Sweigend and Gershenfeld, 1993). Par ailleurs, à partir des informations 
entrée/sortie d'un système quelconque, le RNA peut procéder à un apprentissage 
au bout duquel il acquerra la capacité de prédire les états du système à des instants 
donnés. Il sera donc possible de prédire le comportement du système dans un futur 
correspondant à plusieurs pas. 
5.1 ESTIMATEUR NEURONAL 
5.1.1 Modèle de l'avion Boeing 747 
Le système dont il faut estimer les variables d'état est l'avion Boeing 747 en com- 
mande du mouvement longitudind (Bryson, 1994); stable en boucle ouverte. Le 
vecteur d'état x k  est donné par: 
u, : vitesse sur l'axe de roulis 
w, : vitesse sur i'axe de lacet 
q. : vitesse de tangage 
9. : angle de tangage 
Son modèle dans l'espace d'état est exprimé par le système d'équations (5.2). 
où les matrices F, B, G et C sont données par: 
5.1.2 Structure et caractéristiques du réseau de neurones 
utilisé 
Le réseau, par lequel nous avons remplacé le gain du filtre de Kalman, est celui 
qui apparaît à la figure 5.1. La loi d'adaptation des poids est toujours celle donnée 
ci-dessous: 
L'adaptation des poids se fait à chaque itération. 
Le réseau utilisé qui apparaît à la figure 5.1 a deux entrées (soit n, = 2). Il devra 
donc avoir cinq neurones à sa couche cachée. Dans cette analyse, nous avons utilisé 
dix neurones. Le nombre d'états de l'avion étant de 4 (quatre), il a fallu quatre 
sorties au réseau de neurones ce qui fixe à 4 (quatre) Le nombre de neurones de la 
couche de sortie. 
Dans ce cas particulier, le calcul de la variation de la sortie du réseau par rapport 
a r k  1 au vecteur des poids (=) se réduit à: 
r ( k )  = [ï, ( k ) ,  î 2 ( k ) ,  ï 3 ( k ) ,  r4(k)lt (où Ee est un vecteur dont les composantes sont 
les deux entrées du réseau) 
ce qui permet de déduire: 
où vîj et 2, sont respectivement les poids de la couches cachée et ceux de la couche 
de sortie. 
1 
Figure 5.1: Structure du Réseau estimateur utilisé 
Tableau 5.1: Caractéristiques du réseau estimateur utilisé 
1 1 couche cachée 1 couche de sortie 1 
1 nombre de neurones 1 10 1 I I 4 1 
5.1.3 Données de simulation 
1 1 
5.1.3.1 Les bruits sont blancs et de covariances connues 
fonction d'activation 1 sigrnoide 
Les bruits wk et vk sont blancs de moyennes nulles et de variances respectives 9 
linéaire 
et 1. Pour exciter davantage le système, on choisit les signaux d'entrée ul (k)  (une 
onde carrée d'amplitude 0.01 rad) et u z ( k )  (un signd sinusoïdal d'amplitude 0.005 
rad) (figure 5.2). Les neurones de la couche de sortie et les biais ont un coefficient 
d'apprentissage q égal à 0.01 alors que celui de la couche cachée est de 0.04. Le 
choix de ces valeun est justifié par le fait que les données d'apprentissage étant 
non normalisées, il est souvent préférable d'utiliser des coefficients d'apprentissage 
faibles. Les résultats de simulation sont au chapitre suivant. 
5.1.3.2 Les bruits sont non blancs et non gaussiens de covariances non 
connues 
Dans cette analyse, les bruits non blancs et aon gaussiens sont pris en compte et 
l'intérêt est porté sur le comportement des deux estimateun. Le filtre neuronal 
ne requière pas la connaissance des bruits pendant l'estimation qui n'est basée que 
sur la minimisation de l'erreur yr - ijr par action sur les poids. Pour matérialiser 
l'hypothèse des statistiques inconnues, dans le souci d'implanter le filtre de K h a n ,  
on admet que le filtre de K a h a n  ne peut fonctionner qu'en prédicteur. Son équation 
se réduit à celle ci-dessous: 
où zop, est la condition initiale 
Des bruits de modèle et de mesure non blancs et non gaussiens ont été générés, dans 
chacun des cas, en prenant le sinus d'un bruit blanc et en le multipliant ensuite par 
ce bruit puis en considérant à chaque instant, l'exponentiel du produit soit: 





Figure 5.2: Signaux d'entrée utilisés pour l'estimation des états du 
Boeing 747; a) Entrée ul (rad); b) Entrée u* (rad). 
5.1.4 Structure du programme d'estimation 
L'organigramme de programmation est celui décrit à la figure 5.3. On utilise un 
réseau dont les caractéristiques et la structure apparaissent au tableau 5.1 et à la 
figure 5.1. 
Figure 5.3: Organigramme de programmation de I'estimateur neuronal 
et de comparaison avec le filtre de Kalman 
Figure 5.4: Réseau prédicteur en phase d'apprentissage. 
5.2 PRÉDICTEUR NEURONAL 
Le principe de prédiction est basé sur la capacité des réseaux de neurones artificiels 
de pouvoir procéder à l'apprentissage de la dynamique des systèmes par ajustage 
de leurs poids en fonction des données d'entrée et  de sortie. Un réseau de neurones 
que ce soit en phase d'apprentissage (les poids varient figure 5.4) ou en phase de 
rappel (les poids restent constants figure 5.5) fonctionne en prédiction; pour cette 
raison, tout réseau de neurones est un prédicteur. 
5.2.1 Le système en étude 
Le système considéré est formé de trois rés ervoirs en cas 
de 1'Hydro-Québec (Baskatong, Maniwaki et Cabonga). 
prédiction des apports naturels aux réservoirs. 
cade de stockage d'eau 
L'objectif visé est la 
Figure 5.5: Réseau prédicteur en rappel. 
5.2.1.1 Modèle des réservoirs 
Les prédictions, à chaque instant, sont régies par les équations ci-dessous 
(BERGMAN et DELLEURJ985): 
où nr est le nombre de mesures passées et y l ( k ) ,  y z ( k ) ,  y 3 ( k ) ,  sont les mesures des 
apports naturels. 
Le système formé par les équations ci-dessus peut se mettre sous la forme compacte 
suivante: 
avec h la matrice d'informations entréelsortie et Bk le vecteur des paramètres du 
modèle. N'ayant de données que les niveaux des réservoirs en fonction du temps, il 
fallait d'abord déterminer les paramètres a;, 6; et î. Pour ce faire, il fallait trouver 
combien de valeurs passées (n,) le modèle devait comporter. Dans les paragraphes 
qui suivent, une justification du choix retenu est faite. 
Modèle basé sur deux mesures passées (n, =2) Les équations (5.10), (5.1 1), 
(5.12) peuvent se mettre sous la forme: 
et les matrices F et C sont: 
Tableau 5.2: Paramètres du modèle des réservoirs (modèle basé sur 
deux mesures passées) identifiés par le filtre de Kalman étendu 
Modèle basé sur trois mesures passées (n, =3) Nous considérons toujours 
le système (5.14); mais les états deviennent: 
et les matrices F et C sont dans ce cas données comme ci-dessous: 
Tableau 5.3: Paramètres du modèle des réservoin (modèle basé sur 
trois mesures passées) identifiés par le filtre de Kahan étendu. 
Choix du nombre de mesures passées (n,) 
A partir des figures 5.6;5.7 et 5.8; on peut remarquer que les modèles des réservoirs 
basés sur trois ou sur deux mesures passées se comportent de la même façon et 
représentent au mieux le système réel. Il faut cependant noter que le modèle sur 
trois mesures passées a été utilisé parce qu'il s'approche davantage du comportement 
réel à cause de la faiblesse de son erreur relative E, donnée ci-dessous: 
Il existe certainement plusieurs autres types de calculs d'erreurs normalisées pour 
Les fuis de comparaison, mais ceile que nous adoptons dans cette étude est l'erreur 
relative. 
-500' 1 
3 0 0 ~ 5 0 0 ~ 7 0 0 8 0 0  
Nombre de jours 
- 2 mesures passées 
- - 3 mesures passées 
apports naturels 
- 2 mesures passées 
3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 0  
Nombre de jours 
Figure 5.6: a) Apports naturels réels et identifiés par le filtre de Kalman 
étendu à partir des modèles à 3 et 2 mesures passées; b) Erreurs relatives 
(Baskatong) 
3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 0  
Nombre de jours 
-0.4 
3 0 0 4 0 0 5 0 0 ô 0 0 7 0 0 8 0 0  
Nombre de jours 
- 2 mesures passées 
- - 3 mesures passées 
apports naturels 
- 2 mesures passées 
- - 3 mesures passées 
Figure 5.7: a) Apports naturels réels et identifiés par le filtre de Kalman 
étendu à partir des modèles à 3 et 2 mesures passées; b) Erreurs relatives 
(Cabonga) 
~ m 5 0 0 ~ 7 ~ m  
Nombre de jours 
- -- 
- 2 mesures passées 
- - 3 mesures pizssées 
apports naturels 
- 2 mesures passées 
- - 3 mesures passées 
-0.4 
3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 0  
Nombre de jours 
Figure 5.8: a) Apports naturels réels et identifiés par le filtre de Kaiman 
étendu à partir des modèles à 3 et 2 mesures passées; b) Erreurs relatives 
(Maniwaki) 
5.2.2 Données de Simulation 
Nous disposons des données donnant les apports naturels (échantiuo~age par jour) 
aux réservoirs sur une période de 39 ans. Ces données sont bien évidemment 
bruitées; le type et les statistiques des bruits restent toutefois inconnus. Dans 
Tableau 5.4: Paramétres d'apprentissage 
le cadre de cette simulation, nous nous intéressons aux trois premières années. Les 
données pour les deux premières années (730 par réservoir) servent de données 
d'apprentissage tandis que ceiies de la troisème année nous permettront de vérifier 
la généralisation du filtre neuronal (rappel). Ces données sont celles apparaissant 
aux figures 5.11; 5.9; 5.10. L'apprentissage avait été réalisé sur UNIX SPARCsta- 
tion 5 (Wiener). Pour couvrir 1200 uepochn, la durée moyenne d'apprentissage était 
de huit heures (en fonctionnement continu). Il faut rappeler ici que malgré ce long 
temps d'apprentissage, une parfaite convergence des poids n'avait pas été atteinte. 
L'erreur d'apprentissage continuait de décroitre. Ce manque convergence rapide 
des poids était due à la non normalisation des données d'apprentissage. En outre, 
l'apprentissage se faisait par %utch" de 730 x 3. Ii ne fallait pas non plus normaliser 
les données au risque d'introduire d'autres types de bruits à ceux que contenaient 
déjà les données. Il était nécessaire d'opter pour la limitation du nombre d '"epoch" 




a dis : fréquence d'afiichage des paramètres 
a maxepoch : nombre maximal des "epoch" 
rnaxepoch 
100 
a erreur : valeur de l'erreur désirée 
mingr : valeur minimale admissible du gradient 
erreur 
0.3 











a muinc : pas d'incrémentation du moment 
mudec : pas de décrémentation du moment 
a mumax : valeur maximale du moment. 
Que ce soit pendant la phase d'apprentissage ou de rappel, il s'agira de prédire 
l'apport naturel du réservoir à un jour donné à partir des apports naturels des trois 
jours précédents (prédire y ( k )  à partir de y(k - 1), y(k - 2) et y(k - 3)). Pour les 
trois réservoirs, à un instant donné k, il y aura douze entrées donc neuf mesures 
passées des apports naturels puis trois erreurs provenant de la différence y k  - et 
trois sorties. 
Le vecteur wk est une séquence de bruit que nous supposons blanc, gaussien, de 
moyenne nulle et de covariance Qk. Par ailleurs, v k  est un vecteur nul; puisque les 
y~ sont des données déjà bruitées. Pour déterminer Qk et Rk (covariance de l'erreur 
d'estimation) nous avons utilisé la méthode de Assaf et Quick, (1991) qui proposent 
de calculer Rk et la matrice Q&, j) comme ci-dessous: 
Ri, = ( 0 . 1 5 ~ k ) '  
Nombre de jours 
700 750 800 850 900 950 1ûûû 1050 1100 
Nombre de jours 
Figure 5.9: DOM& sur deux ans du réservoir Cabonga utilisées lors 
de l'apprentissage; b) Données sur un an utilisées lors du rappel 
Nombre de jours 
b) 
700 750 800 850 900 950 Io00 1050 1100 
Nombre de jours 
Figure 5.10: Données sur deux ans du réservoir Maniwaki utilisées lors 
de l'apprentissage; b) Données sur un an utilisées lors du rappel 
O 
Nombre de jours 
' l o o 7 5 0 8 0 0 8 5 0 9 0 0  950 Io00 1050 1100 
Nombre de jours 
Figure 5.11: a) Données sur deux ans du réservoir Baskatong utilisées 
lors de l'apprentissage; b) Données sur un an utilisées Lors du rappel 
5.2.3 Structure et caractéristiques du réseau de neurones 
utilisé 
L e  réseau prédicteur utilisé dans le cadre de cette simulation est celui dont la struc- 
ture et les caractéristiques apparaissent respectivement à la figure 5.12 et au tableau 
5.5. Il comporte une seule couche cachée de vingt-cinq neurones et une couche de 
sortie de trois neurones identifiant les apports naturels des trois réservoirs. Le 
réseau comporte douze entrées formées des valeurs aux trois instants précédents 
des apports naturels de chaque réservoir et du vecteur d'erreur yk - ijk. La fonc- 
tion fj est linéaire alors que f, est non linéaire de type sigmoïde et donnée par la 
relation: 
Les vi, sont les poids de la couche cachée et les z,, ceux de la couche de sortie. 
5.2.4 Structure du programme de prédiction 
La méthode d'apprentissage utilisée est la rétropropagation basée sur i7appro- 
ximation de Levenberg Marquardt. Cette méthode est programmée dans le "Neural 
Networks Toolbox ", (Demuth et Mark Beale, 1994) de Matlab mais a été modifiée 
pour qu'elle puisse s'adapter à la présente simulation . L'organigramme autour 
duquel est bâti le programme de programmation apparaît à la figure 5.13. 
Tableau 5.5: Caractéristiques du réseau prédicteur utilisé 
Figure 5.12: Réseau prédicteur utilisé 





couche de sortie 
3 
linéaire 
Figure 5.13: Organigramme de programmation du prédicteur neuronal 
et de comparaison avec le filtre de Kalman 
Conclusion 
Le  présent chapitre a permis de voir que le filtre neuronal peut jouer le rôle d'un es- 
timateur ou d'un prédicteur. Il est possible d'estimer les états de l'avion Boeing 747 
d'une part et de prédire les apports naturels des trois réservoirs de llHydreQuébec 
d'autre part. Aussi est-il nécessaire de comparer ses performances à celles du filtre 
de Kalman. Les chapitres 6 et 7 suivants, qui donnent les résultats de simulation, 
établissent cette comparaison et montrent l'importance du filtre neuronal. Pour 
mieux apprécier le comportement du filtre neuronal, nous nous proposons d'analyser 
les conditions de fonctionnement des deux filtres lorsque le niveau de bruit dans les 
données est élevé. 
Dans le cas de l'estimateur, il s'agira de voir l'effet des bruits non blancs sur 
les filtres. L e  filtre de Kalman dans le contexte des statistiques inconnues, 
mathématiquement ne peut plus donner de bons résultats. L'estimateur neuronal 
qui ne minimise que l'erreur pourra produire de résultats satisfaisants. L'intérêt est 
de voir si dans le cas d'un rapport bruit/signaJ élevé le comportement du filtre neu- 
ronal est toujours admissible. Par ailleurs, si la matrice d'état F est perturbée les 
deux filtres restent-ils robustes? Aussi nous augmenterons le degré de perturbation 
de la matrice F et observerons l'effet sur la performance de l'estimateur neuronal. 
En outre, dans le cas de la prédiction, nous verrons jusqu'à quel pourcentage, 
bruit /signal, les deux prédicteurs peuvent donner de bons résultats. 
Chapitre 6 
ANALYSE COMPARATIVE DU 
FILTRE DE KALMAN ET DE 
LWSTIMATEUR NEURONAL 
Introduction 
Ce chapitre est une plate-forme de comparaison entre le filtre de Kalman et 
l'estimateur neuronal. .4 partir des résultats de simulation des deux estimateurs 
nous dégagerons certaines conclusions. Tout au long de la comparaison, le filtre de 
K a h a n  est pris pour référence dans les conditions où son utilisation est possible. 
En effet, le filtre de Kalman est optima si les bruits sont blancs et de statistiques 
connues. Par ailleurs, les critères qui définissent sa stabilité et sa convergence 
sont clairement connus. Aussi les résultats donnés par l'estimateur neuronal seront 
analysés par rapport au comportement du filtre de Kalman. Ainsi, dans chaque 
analyse, il faudra prêter attention à 17évolution temporelle des erreurs moyennes 
des deux estimateurs. 
On supposera d'une part, que les statistiques des bruits sont connues et d'autre 
part, qu'elles sont inconnues. Pour mener à profit cette analyse, on s'intéressera au 
cas où les bruits qui affectent le système (avion) sont blancs et gaussiens. En outre, 
il s'agira de voir le comportement des estimateurs si les bruits sont non blancs et 
non gaussiens de valeur efficace unitaire. Le cas qui retiendra aussi l'attention est 
celui où le rapport bruit/signal est non négligeable. L'on observera le comporte- 
ment de l'estimateur neurond lorsque le rapport bruit/signal est de 5% et 10%. 
Par ailleurs, il sera question de voir si les deux estimateurs sont robustes. On fera 
Mner les modules des pôles du système en boucle ouverte de 5% et de 10%. 
6.1 ANALYSE COMPARATIVE DES DEUX 
ESTIMATEURS 
6.1.1 Les bruits sont blancs et gaussiens de statistiques 
connues 
Les figures 6.2, 6.3, 6.4, 6.5 des pages suivantes, montrent les estimés des vaxiables 
d'état du mouvement longitudinal du Boeing 747 produits par le filtre de Kalman 
et par l'estimateur neuronal sous I'iduence des entrées ul (t ) et uz( t ) .  L'estimateur 
neuronal a un comportement quasi identique à celui du filtre de Kalman. Les erreurs 
relatives sont globalement admissibles ce qui permet de dire que les états réels sont 
proches de ceux estimés par les deux filtres. Ce qu'on peut en outre remarquer, 
c'est la rapide convergence du filtre de Kaiman par rapport au filtre neuronal. La 
figure 6.1 montre les estimés des deux filtres de l'état xl pour une condition initiales 
égale à 0.1. Le filtre de Kalman converge aprèa quelques itérations alors que le filtre 
neuronal prend plus de temps à converger. Dans la suite de l'étude, nous poserons 
les conditions initiales, aussi bien du filtre neuronal que du filtre de Kaiman à 0.001 
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pour tous les états. Ce choix permet d'avoir une convergence rapide des deux filtres. 
Figure 6.1: Estimés de l'état X I  (vitesse sur L'axe de roulis) par le filtre 
neuronal et le fiitre de Kalman pour une condition initiale égaie à 0.1 
ft/sec. 
I 
1 1 1 1 1 I I 1 1 1 
O 20 40 60 80 100 120 140 160 180 200 
Nombre de d'idratim 
* 0 - p - -  
? -
C 





-15 R -  
- Estimateur. neuronal 
- - fiiîre de Kalman 
I ( 
-20 I 1 I I I 1 I 1 I 
O 20 40 60 80 1 0  120 140 160 180 200 
Nombre d'itérations 
Figure 6.2: a) Etat X I  (vitesse sur l'axe de roulis) estimé par le filtre 
neuronal et par le filtre de Kalman; b) Erreurs relatives. 
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Figure 6.3: a) Etat z2 (vitesse sur l'axe de lacet) estimé par le filtre 




-40J 1 1 1 1 1 I I 1 1 
O 20 40 60 80 100 120 140 160 180 200 




- Estimateur neuronal 
- - Filtre de:Kaiman. 
- 
L 
- Wrrateur neuron 
I . -  . A .  
- - Filtre de.Kaiman 
Nombre de fiératioris 
l - Estimateur. neuronal - - Filtre de Kalman 
Nombre de ditdrations 
Figure 6.4: a) Etat XJ (vitesse de tangage) estimé par le filtre neuronal 
et par le filtre de Kdman; b) Erreurs relatives. 
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Figure 6.5: a) Etat 14 (angle de tangage) estimé par le filtre neuronal 
et pax le filtre de Kalman; b) Erreurs relatives. 
Les bruits sont non blancs et non gaussiens de statis- 
tiques inconnues 
L'intensité des bruits est faible 
Les figures 6.6, 6.7, 6.8 et 6.9 des pages suivantes mettent en évidence les états de 
l'avion estimés par le réseau. On peut voir concrètement que le réseau suit assez 
bien la dynamique des états bien que les bruits soient non blancs et non gaussiens. 
Les statistiques des bruits étant inconnues, le filtre de Kalman ne peut plus être 
utilisé. 
L'évolution temporelle des estimés des états de l'avion permet de constater que 
l'estimateur neuronal présente un grand avantage, par rapport au filtre de Kalman, 
pour l'estimation des états des systèmes dynamiques dans un contexte de bruits de 
modèle et de mesure non blancs et surtout de statistiques inconnues. Ce comporte- 
ment de l'estimateur neuronal peut laisser croire qu'il donnerait toujours de bons 
résultats; aussi allons-nous voir sa réponse si le rapport bruit/signal est élevé aux 
paragraphes suivants. 
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Figure 6.6: a) Etat zl (vitesse sur l'axe de roulis) estimé par le filtre 
neuronal dans le contexte d'un bruit non blanc et non gaussien; b) Erreur 
relative. 
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Figure 6.7: a) Etat x2 (vitesse sur l'axe de lacet) estimé par le filtre 
neuronal dans le contexte d'un bruit non blanc et non gaussien; b)  Erreur 
relative . 
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Figure 6.8: a) Etat x3 ((vitesse de tangage) estimé par le filtre neuronal 
dans le contexte d'un b i t  non blanc et non gaussien; b) Erreur relative. 
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Figure 6.9: a)  Etat zd (angle de tangage) estimé par le filtre neuronal 
dans le contexte d'un bruit non blanc et non gaussien; b) Erreur relative. 
6.1.2.2 Le rapport bruit/signal à 5% 
Le rapport bmit/signal est défini comme celui de la puissance du signal sur celle 
du bruit. Nous avons utilisé dans le cadre de ce travail le rapport des valeurs 
quadratiques moyennes du signal et du bruit. Si la valeur de ce rapport est de 5%, 
l'estimation des états bruités de l'avion par le filtre neuronal a donné les résultats 
des courbes des figures 6.10; 6.1 1; 6.12; 6.13. On peut remarquer par exemple à 
la figure 6.10; que la vitesse sur l'axe de roulis estimée par le filtre neuronal ne 
suit plus rigoureusement sa valeur réelle bruitée. Ce constat se dégage aussi bien 
pour la vitesse sur l'axe de lacet (figure 6.1 l), la vitesse de tangage(figure 6.12) que 
1'angle de tangage (figure 6.13). Le réseau a tendance à estimer la valeur moyenne 
du signal corrompu. Ce fonctionnement est caractéristique des réseaux neuronaux 
artificiels. Dans certains cas, en présence du bruit, le réseau va agir comme un filtre 
basse- bas. 
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Figure 6.10: a) Etat xi (vitesse sur l'axe de roulis) estimé par le filtre 
neuronal dans le contexte d'un bruit non blanc et non gaussien avec 
rapport bmit/signal à 5%; b) Erreur relative. 
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Figure 6.11: a) Etat 1 2  (vitesse sur l'axe de lacet) estimé par le filtre 
neuronal dans le contexte d'un bruit non blanc et non gaussien avec 
rapport bniit/signd à 5%; b) Erreur relative. 
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Figure 6.12: a) Etat 23 ((vitesse de tangage) estimé par le filtre neu- 
ronal dans le contexte d'un bruit non blanc et non gaussien avec rapport 
bmitfsignal à 5%; b) Erreur relative. 
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Figure 6.13: a) Etat x4 (angle de tangage) estimé par le filtre neu- 
rond dans le contexte d'un bruit non blanc et non gaussien avec rapport 
bruit/signd à 5%; b) Erreur relative. 
6.1.2.3 Le rapport bruit/signal à 10% 
Les courbes des figures 6.14; 6.15; 6.16; 6.17 traduisent l'évolution des estimés 
des états de l'avion. Si le rapport signal-bruit augmente, soit à IO%, I'estimateur 
neuronal n'est plus capable d'estimer les états de l'avion. Les erreurs relatives de- 
viennent plus grandes. Ce comportement du filtre peut s'expliquer par le fait que 
l'estimation des états par les réseaux se fait à travers la minimisation de l'erreur qui 
elle-même est basée sur le calcul des gradients. Si les pentes du signal sont beau- 
coup plus abruptes, le calcul des gradients présente des discontinuités. Le réseau 
évaluera ainsi de mauvais poids entraînant une estimation erronée. 
En effet, le filtre neuronal ne peut pas estimer les états d'un système 
indépendamment du bruit qui affecte le signal. Si le bruit est dense (par rapport à 
l'état à estimer) le filtre produit des résultats erronnés. 
O 20 40 60 80 100 120 140 160 180 200 
Nombre ditérations 
-80001 I I 1 1 1 1 1 I I 
0 20 40 60 80 100 120 140 160 180 200 
Nombre diterations 
Figure 6.14: a) Etat t.1 (vitesse sur l'axe de roulis) estimé par le filtre 
neuronal daas le contexte d'un bruit non blanc et non gaussien avec 
rapport bruit/signaJ à 10%; b) Erreur relative. 




Figure 6.15: a) Etat t z  (vitesse sur l'axe de lacet) estimé par le filtre 
neuronal dans le contexte d'un bruit non blanc et non gaussien avec 
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Figure 6.16: a) Etat 23 ((vitesse de tangage) estimé par le filtre neu- 
ronal dans le contexte d'un bruit non blanc et non gaussien avec rapport 
bruit/signal à 10%; b) Erreurs relative. 
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Figure 6.17: a) Etat 24 (angle de tangage) estimé par le fütre neu- 
ronal dans le contexte d'un bruit non blanc et non gaussien avec rapport 
bruitfsignal à 10%; b) Erreurs relative. 
6.1.3 Effet de la variation des paramètres du système sur 
les deux estimateurs 
Le filtre de Kalman dont les équations essentielles sont données par le système 
d'équations (2.14) est basé sur la parfaite connaissance non seulement des statis- 
tiques des bruits mais aussi et surtout du modèle du système. Supposons que 
ce modèle soit mal connu et que le système réel soit régi par les équations (6.1) 
ci-dessous: 
5/k+1 = 1'111 + B I L ? ~ G U / ~  
ylk = C r i k  + V I L  ( 6 4  
w ~ k  - (O, Q) et u h  -- (O, R) sont des bruits blancs et non correlés et xio - 
( E ( x c ) ,  Po). Définissons les erreurs a priori et a posterion entre le modèle et le 
système réel comme ci-dessous: 
Cherchons à exprimer les cova.riances des erreurs ci-dessus: 
Posons A F  = F - F ,  et substituons dans (6.4) 
Z k + i l k  = F f k l k  + ~ F x I )  + - Buk + Gwlk P.5) 
En combinant l'équation d'état du système (6.1 ) et l'équation (6.5), nous obtenons: 
En définissant la matrice de corrélation comme ci-dessous: 
En s'inspirant de la relation (6.6) et en posant uk = O ; ufk = O, nous écrivons: 
F O Uk $ Ft AFt 
["+l %+[ A F F  ] [  K S k  ] [  O Ft ]+[:] .  
h+l Sk+l , 
Q [ ff G" ] (6.9) 
ce qui donne les équations récursives suivantes: 
&+, = FUkFt + GQ% 
V,+l  = LSFU~F' + F U ~ F ~  + GQ@ 
Sk+i = FSkFt + GQO + AFUkAFt (6.10) 
+(F&AFt + 4 F q F t )  
Il est évident que les termes ajoutés à l'équation ( 6 . 1 0 ) ( A F u k ~ ' ;  AFt et FVkAFt + 
A F q F t )  proviennent des incertitudes sur le modèle. On peut remarquer que la 
matrice de corrélation L I k f l  et la matrice de corrélation croisée Vk+l n'interviennent 
que pour la mise à jour de sk+l. gk étant la matrice de corrélation de l'erreur 
dépend par le fait même de Crk. Si $ est faible, z l k  et t k / k - l  sont proches 
l'un de l'autre. 
Si on pose: 
L'utilisation de y f k  au lieu de yk s'explique par le fait que le système réel est celui 
de l'équation (6.1). 
si on pose: AC = C - C 
Nous pouvons écrire: 
En calculant les corrélations on obtient: 
Les équations récursives obtenues sont: 
( u k  = u k  
En combinant (6.4) et  (6.13), nous écrivons: 
. f k+ l l k  = F(I  - KkC)ZkIk-l + ( A F  - Fh;tAC)xrk 
La relation (6.17) montre que si h F  et AC sont non nuls, l'erreur d'estimation est 
dictée par l'état X I &  du système réel. Même si l'état  XI^ est borné, l'erreur Zklk- l  va 
croître. Il est évident de voir que même si la matrice F(I  - K k C )  est stable pour 
k + ai, les erreurs de modélisation peuvent conduire le filtre à la non-convergence 
et à une erreur d'estimation non bornée. Par ailleurs, 
même si E(Iolo) = O aucune garantie n'est faite pour que E(ik , t - l )  = O en présence 
des incertitudes de modélisation. En somme, Uk, et Sk ne devraient pas être con- 
sidérées comme des matrices de covariances mais comme des matrices de corrélation. 
6.1.3.1 Perturbation des pôles de F à 5% dans le cas d'un bruit blanc 
gaussien 
Afin de faire ressortir l'effet d'une perturbation sur la matrice d'état F, nous avons 
multiplié les modules des pôles de F par 5% et posé B = 2 * B. Le constat que 
l'on fait de cette perturbation est que les estimés du filtre de Kalman sont affectés 
(figures 6.18, 6.19, 6.20, 6.21). L'analyse précédente explique ce comportement. Le 
filtre de Kalman de base manque donc de robustesse, ce qui le rend sensible aux 
variations des paramètres du système. Il faut se rappeler que le fiitre de K h a n  
minimise la variance de l'erreur et non l'erreur elle-même, 
L'estimateur neuronal arrive néanmoins à maintenir les valeurs des estimés, ce qui 
justifie sa robustesse. Cette quasi-insensibilité aux variations des pûrarnètres du 
système vient du fait que le RNA modifie ses poids en fonction de l'erreur yk - ijk 
dans le but de la minimiser. Si F est perturbée, le RNA cherchera toujours à faire 
tendre ijk vers y&. 11 reste cependant à voir si cette insensibilité persiste lorsque la 
matrice d'état F du système est suffisamment perturbée. Pour analyser ce cas, nous 
perturberons à 10% les pôles du système en boucle ouverte au paragraphe suivant. 
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Figure 6.18: a)  Etat X I  (vitesse sur l'axe de roulis) estimé par le filtre 
neuronal et le filtre de Kalman quand les pôles de F sont perturbés à 
5%; b) Erreurs relatives. 
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Figure 6.19: a) Etat xl (vitesse sur l'axe de lacet) estimé par le filtre 
neuronal et le filtre de K h a n  quand les pôles de F sont perturbés à 
5%; b) Erreurs relatives. 
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Figure 6.20: a) Etat x3 (vitesse de tangage) estimé par le filtre neuronal 
et le filtre de Kdman quand les pôles de F sont perturbés à 5%; b) 
Erreurs relatives. 
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Figure 6.21: a) Etat x4 (angle de tangage) estimé par le filtre neuronal 
et le filtre de Kalman quand les pôles de F sont perturbés à 5%; b) 
Erreurs relatives. 
6.1.3.2 Perturbation à 10% des pôles du système dans le cas d'un bruit 
blanc gaussien 
Des figures 6.22; 6.23; 6.24; 6.25, on peut facilement remarquer que la robustesse de 
l'estimateur neuronal est fonction du degré de perturbation de la matrice d'état F. 
A une perturbation de 10% des pôles du système, l'estimateur d o ~ e  de mauvais 
résultats. Aussi bien la vitesse sur l'axe de roulis, la vitesse sur l'axe de lacet, la 
vitesse de tangage que I'angle de tangage. Ceci signifie que les vaxiables d'état sont 
mal estimés lorsque les pôles du système sont largement modifiés. 
Pour ce système en étude, le filtre n'arrive à supporter que des vaxiations de 5%; la 
robustesse du filtre n'est donc pas indépendante du degré de variation des pôles. 
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Figure 6.22: a) Etat xi (vitesse sur l'axe de roulis) estimé par le filtre 
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Figure 6.23: a) Etat xa (vitesse sur l'axe de lacet) estimé par le filtre 
neuronal quand les pôles de F sont perturbés à 10%; b) Erreur relative. 
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Figure 6.24: a) Etat x3 (vitesse de tangage) estimé par le filtre neuronal 
quand les pôles de F sont perturbés à 10%; b) Erreur relative. 
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Figure 6.25: a) Etat XI (angle de tangage ) estimé par le filtre neuronal 
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L'analyse comparative des résultats donnés par les deux filtres; le filtre de Kalman 
et I'estimateur neuronal, dans un environnement stochastique a montré qu'ils ont 
un comportement semblable. L'estimateur neuronal présente, entre autres, une 
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quasi insensibilité aux perturbations des paramètres du système. Toutefois, cet te 
insensibilité est limitée au cas où le rapport signai-bruit est moins élevé. Aussi 
avons-nous constaté que llestimateur neuronal dorme un résultat acceptable pour 
un rapport bruit/signd à 5%. Ce résultat se détériore lorsque ce rapport est de 
10%. L'estimateur neuronal a un avantage de pouvoir estimer les états des systèmes 
en L'absence des statistiques des bruits qui les affectent. Cependant, il est nécessaire 
que le dégré de bruit soit faible si l'on veut obtenir de meilleurs résultats. 
Chapitre 7 
ANALYSE COMPARATIVE DU 
FILTRE DE KALMAN ET DU 
PRËDICTEUR NEURONAL 
Introduction 
Ce chapitre est, lui aussi, une bonne base de comparaison entre le filtre de Kalman 
et le prédicteur neuronal . Cette comparaison sera axée sur les comportements des 
deux prédicteurs dans les cas suivant: 
les bruits sont blancs et gaussiens et corrompent le système très faiblement 
le rapport bmit/signal est de 5% (bruits sont blancs et gaussiens) 
0 le rapport bruit/signaJ est de 10% (bruits sont blancs et gaussiens) 
Par ailleurs, on s'intéressera aussi aux séquences de mesures incomplètes. En effet, 
on reprendra les trois cas précédents en supposant que les mesures des apports 
naturels sont incomplètes et qu'il faudra prédire les mesures manquantes. 
MESURES 
7.1.1 Les bruits sont blancs et gaussiens 
Nous supposons que toutes les observations sont parfaitement connues et qu'en 
outre, les bruits qui dectent le système (trois réservoirs) sont blancs gaussiens 
dont les moyennes et les covariances ont été identifiées par la méthode de Assaf et 
Quick, (1991). Les figures 7.1;7.2;7.3 montrent les prédictions des apports naturels 
des trois réservoirs par Ntre de Kahan et par prédicteur neuronal. Les deux 
prédicteurs aboutissent très sensiblement aux mêmes résultats. Les erreurs relatives 
sont relativement faibles. Le filtre de Kahan étant optimal dans ce cas de bruits 
blancs gaussiens. Le fait que ses résultats soient presqu'identiques à ceux fournis 
par le prédicteur neuronal, permet d'avancer que le filtre neuronal n'est pas loin de 
l'optimalité. 
Les domées des apports naturels des réservoirs de 1'Hydro-Québec ont été traitées; 
c'est-à-dire presque dépouvues d'une grande proportion de bruit. Si ces données 
venaient davantage à être corrompues avec un rapport bruit/signal élevé; le filtre 
neuronal aura-t-il le même comportement? 
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Figure 7.1: a) Prédiction à observations complètes; b) Erreurs 
moyennes de prédiction (Baskatong). 
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Figure 7.2: a) Prédiction à observations complètes; b) Erreurs relatives; 
rapport bruit /signal à 1% (Maniwaki). 
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Figure 7.3: a) Prédiction à observations complètes; b) Erreurs relatives; 
rapport bruit/signal à 1% (Cabonga). 
7.1.2 Le rapport bruit/signal à 5% 
Dans ce cas de données bmitées, le modèle des réservoirs est toujours celui développé 
au chapitre 5 avec trois mesures passées pour chaque réservoir et neuf variables 
d'état, Les paramètres estimés sont ceux du tableau 7.1. Notons que chaque fois 
que l'intensité du bruit est changée, un nouvel apprentissage du prédicteur neuronal 
est fait. Ici les apports naturels ont été corrompus et le rapport bruit/signal est 
de 5%. Les courbes de prédiction des apports naturels des trois réservoirs des 
figures 7.6;7.5;7.4 montrent que la prédiction du filtre neuronal n'est plus aussi 
bonne que lors du précédent cas. Les erreurs relatives sont relativement grandes. 
Ce phénomène provient du fait qu'au lieu de prédire les valeurs bruitées, le réseau 
a tendance à se débarrasser du bruit. Le filtre de Kalman, quant à lui, donne 
néanmoins une bonne prédiction bien que ses erreurs relatives soient aussi un peu 
plus élevées. 
Tableau 7.1: Paramètres du modèle des réservoirs (modèle basé sur 
trois mesures passées) identifiés par le filtre de Kalman étendu. Mesures 
bruitées avec un rapport signal-bruit de 5% 
Nombre de jours 
- Apporb naturels 
. - - - Fih de K a h n  
- - Prédicteur neuronal 
- Filtre de Kaiman 
- - Prédicteur neuronal 
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Figure 7.4: a) Prédiction à observations complètes; rapport 
bruit/signd à 5%; b) Erreurs relatives (Baskatong). 
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Figure 7.5: a) Prédiction à observations complètes; rapport 
bruit/signal à 5%; b) Erreurs relatives (Maniwaki). 
Nombre de jours 
- Appoits naturels 
- - . - Filtre de Kalman 
- - Prédiieur neuronal 
- Filtre de Kaiman 
- - Prédicteur neuronal 
-200' I I 
700 800 900 1000 1100 
Nombre de jours 
Figure 7.6: a) Prédiction à observations complètes; rapport 
bruit/signal à 5%; b) Erreurs relatives (Cabonga). 
7.1.3 Le rapport bruitlsignal à 10% 
Dans ce cas de données bruitées, le modèle des réservoirs est toujours celui développé 
au chapitre 5 avec trois mesures passées pour chaque réservoir et neuf variables 
d'état, Les paramètres estimés sont ceux du tableau 7.2. L'on peut remarquer aux 
figures 7.9;7.8;7.7 qu'à ce dégré de corruption des données des réservoirs, les deux 
prédicteurs ne donnent plus de bons résultats. Le prédicteur neuronal produit des 
erreurs moyennes élevées. On peut dire que le filtre neuronal n'est plus utilisable. 
Ceci donne un indice quant à la performaoce du prédicteur neuronal. si le rapport 
bniit/signd est élevé, il n'est pa.s utile de prédire avec le filtre neuronal. 
Tableau 7.2: Paramètres du modèle des réservoirs (modèle basé sur 
trois mesures passées) identifiés par le filtre de Kalman étendu. Mesures 
bruitées avec un rapport bruit/bruit de 10% 
Nombre de joun 
- Apports naturels 
- - Fiftre de Kalrnan 
- - Prédicteur neuronal 
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Figure 7.7: a) Prédiction à observations complètes; rapport 
bruit/signal à 10%; b) Erreurs relatives (Baskatong). 
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Figure 7.8: a) Prédiction à observations complètes; rapport signal- bruit 
à 10%; b) Erreurs relatives.(Maniwaki) 
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Figure 7.9: a) Prédiction à observations complètes; rapport signai-bruit 
à 10%; b) Erreurs relatives (Cabonga). 
Pour créer cette situation d'informations incomplètes, nous avons sur un an (entre 
le 731"' et le 1095"' jour) présenté aux deux prédicteurs des données du 731"' au 
8 3 F e  jour. Les domées entre le 831"" et le 1031mC jour sont supposées inconnues. 
Les données entre le 1032"' et le 1095me jour sont elles aussi présentées aux deux 
prédicteurs. 
Les résultats observés sont ceux apparaissant aux figures 7. IO;?. 11 ;7.12 pour les 
trois réservoirs. Nous remarquons que les deux prédicteun donnent de meilleurs 
résultats lorsque les mesures sont présentées. C'est presque le même résultat qu'on 
a obtenu au paragraphe précédent lorsque les observations sont complètes. Dans 
le cas où les mesures sont manquantes, le fütre de Kalman n'est plus capable de 
prédire de bonnes valeurs des apports naturels des réservoirs tel que montré au 
tableau 7.3. Ce comportement n'est pas surprenant dans la mesure où le filtre de 
Kalmkn rni~imise la vaxiance de l'erreur. Si l'innovation est absente, le filtre ne 
peut plus s'adapter. Par ailleurs, le filtre de Kaknan est un prédicteur à un pas 
dans le temps. Le prédicteur neuronal réussit néanmoins à produire véritablement 
une dizaine de bonnes valeurs de prédiction des apports naturels avant de voir les 
valeurs suivantes se détériorer au fur et à mesure que la prédiction se poursuit. Cette 
prédiction vient nécessairement du fait que le filtre neuronal a d'abord procédé à 
un apprentissage dont les données s'apparentent à celles qu'il faut prédire. En effet 
à partir de la figure 4.7; le manque de mesures se traduit par l'ouverture de y k .  Les 
entrées du réseaux à cet instant k sont y ~ k - 1 ;  y lk-2;  y l k - 3 ;  y2k-1; y?>t-2; y l k - 3 ;  y3k-1; 
931-2; Y3k-3; +k;  +2k La présence de ces entrées permettra au réseau 
de donner quelques bonnes valeurs de prédiction en l'absence des mesures. Il faut 
rappeler ici que le réseau de neurones a une capacité d'apprentissage de l'espace 
dans le temps qui lui permet de fournir, en l'absence de toute mesure, des valeurs 
proches à celles supposées estimées. 
Comme cela a été dit précédemment, les apports naturels de 17Hydr*Québec sont 
traitées c'est-à-dire faiblement corrompues. Si le rapport bruit/signal était élevé, 
le réseau prédirait-il toujours de bonnes valeurs en l'absence des mesures? 
Tableau 7.3: Données prédites par le filtre de K a h a n  et le prédicteur 
neuronal en l'absence des mesures (les mesures sont traitées) 
Nombre de joua 
b) 
Nombre de jours 
. -. 
Apports naturels 
- Filtre de Kalman 
- - Préakteur Neuronal 
- Fibe de Kairnan 
- - Prédicteur neuronal 
Figure 7.10: a) Prédiction à observations incomplètes; b) Erreurs re- 
latives; rapport bruit/signd à 1% (Baskatong). 
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Figure 7.11: a) Prédiction à observations incomplètes; b) Erreurs re- 
latives; rapport brui t1signa.l à 1 % (Maniwaki) . 
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Figure 7.12: a) Prédiction à observations incomplètes; b) Erreurs re- 
latives; rapport bruit /signal à 1 % (Cabonga). 
7.2.1 Le rapport bruit /signal à 5% 
Il faut noter ici, au regard des courbes des figures 7.13 ;7.14; 7.15, que le prédicteur 
neuronal ne donne plus beaucoup de bons estimés tel que le montre aussi le tableau 
7.4. L'intensité du bruit des états à prédire a un impact négatif sur la bonne 
prédiction du filtre neuronal. 
Tableau 7.4: Données prédites par le filtre de Kalman et le prédicteur 
neuronal en l'absence des mesures pour un rapport bruit/signaJ à 5% 
- Apports naturels 
. - . - Filtre de Kalman 
- - Prédicteur neuronal 
Nombre de jours 
- Filtre de Klaman 
- - Prédicteur neuronal 
-201 I 
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Figure 7.13: a) Prédiction à observations incomplètes rapport 
bruit /signal à 5%; b) Erreurs relatives (Baskatong) . 
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Figure 7.14: a) Prédiction à observations incomplètes rapport 
bruit/signd à 5%; b) Erreurs relatives (Cabonga). 
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Figure 7.15: a) Prédiction à observations incomplètes rapport signal- 
bruit à 5%; b) Erreurs relatives (Maniwaki). 
7.2.2 Le rapport bruitlsignd à 10% 
Comme dans le cas de la prédiction à mesures complètes, on remarque (7.16; 7.17; 
7.18;) que les deux filtres ne peuvent plus faire la bonne prédiction lorsque les 
données sont incomplètes. Le tableau 7.5 montre les mesures prédites obtenues par 
le filtre de Kalman et le prédicteur neuronal entre la d3Ime et la 850""' mesure. 
Tableau 7.5: Données prédites par le filtre de Kalman et le prédicteur 
neuronal en l'absence des mesures pour un rapport bruit/signal à 10% 
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631 1 62.60 
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Figure 7.16: a) Prédiction à observations incomplètes rapport 
bruitfsignal à 10%; b) Erreurs relatives (Baskatong). 
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Figure 7.17: a) Prédiction à observations incomplètes rapport 
bruitfsignd à 10%; b) Erreurs relatives (Maniwaki). 
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Figure 7.18: a) Prédiction à observations incomplètes rapport 
bruit/signal à 10%; b) Erreurs relatives (Cabonga). 
Conclusion 
L'étude comparative des résultats donnés par les deux filtres; le filtre de Kdman et 
le prédicteur neuronal, dans un environnement stochastique a montré qu'ils ont un 
comportement semblable en prédiction. De même l'on observe que la qualité des 
résultats du prédicteur neuronal est fonction du degré de bruit du système dont il 
faut prédire les états. Plus le système est corrompu, plus le prédicteur neuronal 
détériore sa performance. Les simulations à 5% et à 10% (rapport bruit/signal) 
précédents ont validé ce constat. L'utilisation des mesures passées comme entrées 
au réseau permet d'améliorer la capacité de mémorisation du prédicteur. Cette 
structure s'écarte un peu de celle de K h a n ;  mais il n'en demeure pas moins vrai 
que les deux prédicteurs soient fondamentalement basés sur la même structure. 
L'objet de ce travail a été de pouvoir andyser le design d'un filtre neuronal basé sur 
la structure du filtre de Kalrnan aiin d'estimer et de prédire les états des systèmes 
dynamiques dans un environnement stochastique où, d'une part, les statistiques de 
leurs bruits sont inconnues et d'autre part, leur modéle est perturbé. L'objectif a 
été atteint. 
Après une brève étude des méthodes utilisées à l'heure actuelle pour estimer le gain 
du filtre de Kalman, nous avons constaté que ces méthodes ne s'appliquent que 
dans le cadre très limitatif des bruits blancs gaussiens. Il failait à cet effet imaginer 
un estimateur qui ne tiendrait pas compte des statistiques des bruits de modèle et 
de mesure et qui serait aussi quasi insensible aux vaxiations des paramètres. 
Le chapitre 4 a présenté la structure de cet estimateur qui remplace le gain du 
filtre de Kalman par un réseau de neurones artificiels. Les résultats de simula- 
t ion obtenus, en considérant l'estimation des états du mouvement longitudinal de 
l'avion Boeing 747, ont validé ce nouvel estimateur. Deux types de bruits ont été 
considérés; des bruits blancs gaussiens non correlés et des bruits non blancs et non 
gaussiens avec des statistiques inconnues. L'hypothèse des bruits blancs gaussiens a 
été prise en compte dans le souci de procéder à une comparaison entre l'estimateur 
neuronal et  le filtre de K h a n  pour lequel les statistiques des bruits sont nécessaires 
à son implantation. Il ressort de cet examen des rapports de ressemblance et  de 
différence, que le filtre de K h a n  donne de mauvais estimés si la matrice d'état 
du système est perturbée. En modifiant la matrice d'état F par variation des pôles 
en boucle ouverte de 5% et en posant la matrice des entrées B (Bi = 2 * B) on 
constate effectivement que le filtre de Kalman ne donne plus de bons estimés pour 
les quatre états du système. Ceci fait remarquer que dans l'utilisation du filtre de 
Kalman, non seulement les statistiques des bruits du système doivent être connues, 
mais qu'il faut aussi supposer que les matrices d'état et les matrices des entrées ne 
varient pas dans le temps. Ce comportement est prévisible par l'équation (6.17) 
qui montre l'erreur d'estimation comme fonction de la variation des matrices du 
système perturbé. L'estimateur neuronal, dans ce contexte, est quasi insensible à 
la variation des paramètres du système et donne des résultats acceptables. 
La non connaissance des statistiques des bruits du système rend impossible 
l'implantation du filtre de Kalman. Lorsque les bruits sont non blancs et non 
gaussiens (quelconques), le filtre de Kahan ne peut plus estimer les états. 
L'estimateur neuronal au contraire, amve à faire une assez bonne estimation. 
L'utilisation du filtre neuronal comme prédicteur, a permis de calculer les prédiction 
à m pas (m > 1) des états des systèmes dynamiques. Les résultats de simulation 
montrent qu'il est possible de prédire véritablement une dizaine de valeurs des ap- 
ports naturels de trois reservoirs (Baskatong, Cabonga, Maniwaki) d'Hydra-Québec. 
La sortie du filtre de K h a n  tend vers une valeur constante dès que les informa- 
tions de sortie deviennent inconnues si le système a un intégrateur; et tend vers 
zéro si le système est stable. Cependant, l'analyse de l'estimateur neuronal et du 
prédicteur dans le cas des systèmes suffisamment corrompus montre que le filtre 
neuronal a des Limites. Si le rapport bruit/signal est supérieur à 5% les résultats 
de simulation prouvent que le filtre neuronal devient inopérant. 
Cette thèse est un outil de conception du filtre neuronal et elle en fait une com- 
paraison avec le tütre de K h a n .  Les résultats obtenus montrent bien qu'en cas 
d'absence des statistiques des bruits de modèle et de mesure, comme nous l'avons 
déjà précisé, le filtre neuronal fait une bonne estimation et une bonne prédiction 
des états d'un système moins corrompu même si les paramètres du système sont 
mai connus. 
La comparaison que nous avons faite entre le filtre de K h a n  et le filtre neuronal. 
dans le cas de la prédiction, ne tient pas compte du temps d'apprentissage des 
réseaux. L'apprentissage est une étape importante dans le processus de prédiction 
par le filtre neuronal. Par exemple dans le cadre de cette recherche, pour cou- 
vrir 12000 epoch, la durée moyenne d'apprentissage a été de huit heures sur UNIX 
SPARCstation 5 (Wiener). C'est en mode de rappel que le filtre neuronai prédit 
les apports naturels des réservoirs. Nous avons donc comparé ses estimés avec ceux 
donnés par le filtre de Kalman. 
Si les statistiques des bruits inhérents au système et son modèle sont parfaitement 
connus, l'utilisation du filtre neuronal n'est pas nécessaire. Le filtre de Kaiman 
donne dans ce cas des estimés optimaux avec un temps de calcul relativement court. 
Ainsi si les bruits sont blancs et gaussiens, le filtre de Kalrnan reste le meilleur esti- 
mateur et il ne sera pas avantageux d'utiliser le filtre neuronal. Par contre, dans le 
contexte de bruits inconnus et de modèle incertain, le filtre neuronal est l'estimateur 
idéal qu'il faudra utiliser bien qu'il soit moins performant si le rapport bruit/signal 
est considérable. En effet les résultats de simulation du filtre neuronal en prédiction 
et en estimation ont montré une dépendance entre le degré de bruit du système dont 
on veut prédire ou estimer les états, et les performances du filtre. Si le système est 
très corrompu, les résultats produits par le filtre se détériorent. En somme, le fil- 
tre neuronal joue un rôle complémentaire au filtre de Kalman dont les critères de 
fonctionnement et de convergence sont clairement connus. Si ceux-ci ne sont pas 
remplis, il n'est pas indiqué de l'utiliser. 
L'étude du comportement et du fonctionnement des réseaux neuronaux artifi- 
ciels, dans un cadre mathématique rigoureux, reste beaucoup à faire. Aussi la 
caractérisation rigoureuse du filtre neuronal prendra davantage forme lorsque les 
réseaux neuronaux bénéfieront d'un formalisme mathématique solide. Cela devrait 
faciliter, d'une façon importante, la synthèse du filtre neuronal pour la prédiction 
et l'estimation des états dans un environnement stochastique. 
Le filtre neuronal associé au procédé dont il estime les états constituent un système 
dynamique. L'analyse de sa stabiité est donc nécessaire afin de circonscrire les zones 
de convergence des estimés comme c'est le cas dans la littérature pour le filtre de 
Kalman. Le filtre neuronal est un système non linéaire à cause de la structure des 
réseau  neuronaux et Ieurs fonctions d'activation. L'étude de sa stabilité doit donc 
faire appel aux méthodes d'analyse non linéaires. Dans un travail futur, il serait 
intéressant de voir dans quelle mesure on pourrait utiliser quelques théorèmes tels 
que le théorème de la passivité, ou le théorème de la condition de secteur, ou même 
celui de la ligne de Popov et du petit gain pour trouver les conditions de stabilité 
du  filtre neuronal. 
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ANNEXE 1 
Démonstration du théorème de l'existence du 
régime permanent du filtre de Kalman (comme 
rapportée par Malhamé, 1994) 
Procédure de démonstration 
Ce théorème se démontre sur quatre étapes. 
11 faut montrer que pour Ctlo = O, la covariance du prédicteur CkIk-i con- 
verge à l'état d'équilibre vers une matrice semi-définie positive satisfaisant 
l'équation de Riccati. 
Si L = %?[CCct + RI-' et l? = FL (gain du prédicteur de Kalman en 
régime permanent); dors (F - KC) est une matrice strictement stable. 
Montrer alors que pour tout Cllo de la forme 61, b > O Ckli-l -) C et de plus, 
la solution de Riccati est unique parmi les matrices semi-définies positives. 
Généraliser le résultat précédent pour Cllo arbitraire, semi-définie positive 
Soit CkIk-l correspondant à Col-l = O, et EkIL-1 correspondant à Cqb1 = 0, par le 
lemme de la monotonicité on a Clp 2 O et Col-l = O donc Cilo 2 Col-l ce qui nous 
permet de déduire que 2 Cklt-i par aikurs xk+llk 2 Cklk-i 
La matrice CkIk-l est croissante mais également bornée par en dessus: Cklk-l 5 
Ck+lIk S...  En effet Vk Cklk-l 5 11. 
Pour les termes diagonaux, la suite 
colonne 
est croissante puisque 
Les termes diagonaux convergent vers une limite (unique). Pour les termes non- 
diagonaux, on utilise: 
par ailleurs, 
est croissante et bornée, donc elle converge lorsque k + oo. Mais comme i$:ilk 
et ~ ( j d  k+llk  convergent individuellement alors c!$& doit converger; ce qui permet 
de voir que C L f l l k  converge vers une limite E. Il est clair que cette limite devra 
satisfaire I'équation de Riccati obtenue en exprimant dans le filtre de Kalman Cc+i lk  
en fonction de Cclk- i  et  en rempliqant Ck+i lk  et Cklk- i  pax C .  
Démontrons que (F - RC) est stable. 
On peut vérifier que l'équation algébrique de Riccati peut s'écrire sous la forme: 
C = (F - K C ) C ( F  - KC)' + KRK' + GQG (7-7) 
Montrons à partir de l'équation (7.7) que (F - KC) doit être stable. En effet 
supposons que A est une valeur propre de (F - KC) avec IX (  3 1. 
soit v le vecteur propre associé à gauche (F - k C ) ' u  = X v  de l'équation (7.7) on 
peut écrire: 
où Y' est le conjugué complexe transposé. De la relation (7.8) nous pouvons déduire 
celle ci-dessous: 
Dans l'équation (7.9)' v%(l - (XI2)  < O ,  u*GQCu 2 O et U * K R K ~ U *  > 0. 
L'égalité ne peut persister que si les deux membres de l'équation sont nuls. Ceci 
qui nous permet de voir que v œ k ~ R t u  = O et vmGQCv = O 
U*KRK'V étant égale à zéro, comme R > O, on voit que k t v  = O. 
L'expression u*GQC?u étant égale aussi à zéro, on déduit que ( G m t v  = O ce qui 
revient à poser que C'K'U = O; mais Ftu - C t k t v  = Au; v est donc un vecteur 
propre de F'. Le système ci-dessous: 
montre que la paire ( F t ,  (GJiS)') est non observable; autrement dit ( F ,  G m  est 
non commandable ce qui est contraire à l'hypothèse; donc ( F - KC) est strictement 
stable. 
Démontrons que pour Col-l de la forme 61, 6 > O, on aura Cclr-i -+ C. 
On peut voir que: 
avec: 
b(k, j) = (F - FLk+lC) . . . (F  - F L j C )  (7.12) 
Pour k + oo; ( F  - + O (parce que les valeurs propres de (F - I;'C)&+' 
sont inférieures à 1) donc CklrC-l + si 4 ( k  + 1, 0) reste bornée. Or #(k + 1,O) est 
bornée puisque: 
et en repétant l'inégalité: 
Comme C > C + ~ ~ ~  est bornée elle-même, alon 4(k + 1,O) est bornée et 
Étape 4 
Pour Col - arbitraire semi-définie positive 
La solution de l'équation de Riccati est unique puisque si nous supposons k # C 
comme matrice de solution semi-définie positive de l'équation de Riccati, alors en 
posant Col-1 = C, il est clair que Cklk-i = C V k donc 
lim CkIç-i = 2 # C 
k-oo 
ce qui est une contradiction. 
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