Introduction
We are concerned in this paper with blow-up phenomena arising in the following semilinear problem : u t = u + juj p?1 u u(:; 0) = u 0 2 L 1 (R N ); (1) where u(t) : x 2 R N ! u(x; t) 2 R and stands for the Laplacian in R N .
We assume in addition the exponent p > 1 subcritical : if N 3 then 1 < p < (N + 2)=(N ? 2) . Moreover, we assume that u 0 0 or (3N ? 4)p < 3N + 8:
This problem has attracted a lot of attention because it captures features common to a whole range of blow-up problems arising in various physical situations, particularly the role of scaling and self-similarity. Without pretending to be exhaustive, we would like nonetheless to mention some related equations : the motion by mean curvature (Soner 4 ], Betterton and Brenner 3] ). However, equation (1) is simple enough to be tractable in rigorous mathematical terms, unlike other physical equations.
A solution u(t) to (1) blows-up in nite time if its maximal existence time T is nite. In this case, 
The blow-up problem has been addressed in di erent ways in the literature. A major direction was developed by authors looking for su cient blow-up conditions on initial data or on the nonlinear term (see Fujita 11] , Ball 1] , Levine 15] and the review paper by Deng and Levine 7] ). The second main direction is about the description of the asymptotic blow-up behavior, locally near a given blow-up pointâ (see Giga Remark : Even though the proof of 23] is given in the positive case, it extends to unsigned solutions under (2) .
The description of the blow-up set S is a major issue. Examples where S is a set of isolated points or a sphere are known to exist (see 16] and 18] for isolated points and 12] for the sphere). If these solutions are arti cially considered as de ned on R N 0 0; T) where N 0 > N, we obtain examples where S consists in a collection of (N 0 ?N)-dimensional subspaces or spheres.
No other geometric con gurations are known to occur. In 25] , Vel azquez proves the following result :
The (N ?1)-dimensional Hausdor measure of S is bounded on compact sets. No other regularity result is known.
Our rst goal in this paper is to improve this result and obtain partial regularity results on S under some reasonable conditions. Let us consider a 2 S. According to 23] (remark after Theorem 2), if (4) occurs with l = N or (6) occurs with P C x > 0 for all x 6 = 0 (no degenerate directions in the function), then the blow-up point is isolated. The question remains open in the other cases. Even if one assumes thatâ is not isolated, it is unclear whether there is a continuum of blow-up points nearâ or not. This question seems to be very di cult. Whatever the answer is, we don't know how S looks like nearâ, and how the pro le u is near S (no relevant information on u near a non isolated blow-up point was known before). To make our presentation clearer, we restrict to the case N = 2 and consider a a non isolated point of S such thatâ belongs to a continuous line of blow-up points without being an endpoint. More precisely, we assume that a = a(0) 2 Im a S where a 2 C((?1; 1); R 2 ) and for some 0 , 8 > 0; a(? ; ) intersects the complimentary of any connected closed cone with vertex atâ and angle 2 (0; 0 ] (7) (this is in a way to insure thatâ is not an endpoint).
Assuming that u behaves according to (4) near the singularity (â; T), we have the following result :
Theorem 1 (Regularity of the blow-up set at a point with the behavior (4) assuming S contains a continuum) Assume N = 2 and consider u a solution of (1) that blows-up at time T on a set S. Consider a = a(0) 2 Im a S where a 2 C((?1; 1); R 2 ) andâ is not an endpoint (in the sense (7)). If u behaves near (â; T) as stated in (4) 
The blow-up set of u is the sphere r 0 S N?1 , and near each blow-up point, (4) holds with the degenerate pro le f 1 .
The description of the blow-up pro le u de ned in (3) near the singularity (â; T) is our second concern in this paper. We claim the following :
Theorem 3 (Blow-up behavior and pro le near a blow-up point where u behaves as in (4) Remark : This is the rst time where the blow-up pro le u is derived near a non-isolated point. Indeed, in the earlier work of Vel azquez, the behavior along the \tangential" direction of S was not derived. (10) shows that in a tubular neighborhood of S, the main term in the blow-up asymptotics is the 1D blow-up pro le f, function of only the normal coordinate d(x; S). Theorems 1 and 3 hold in higher dimensions N 3. However, the hypotheses should be stated more carefully. We claim the following Theorem 4 (Regularity of the blow-up set near a point with the behavior (4) assuming S contains a N ? l dimensional continuum) Take N 2 and l 2 f1; :::; N ? 1g. Consider u a solution of (1) that blowsup at time T on a set S and takeâ 2 S where u behaves locally as stated in (4) . Consider a 2 C((?1; 1) N?l ; R N ) such thatâ = a(0) 2 Im a S and Im a is at least (N ? l) dimensional (in the sense (82)). Ifâ is not an endpoint (in the sense (83) given below), then there are > 0, 1 Remark : Theorem 4 can be stated without the hypotheses (82) and (83) if we strengthen the assumption on Im a. Indeed, If we already know that Im a is a (N ? l)-dimensional di erentiable manifold, then we learn from Theorem 4 that Sn Im a is empty, locally nearâ, and we get the blow-up pro le nearâ as stated in Theorem 3. Up to some complications in the notation, the proof of Theorem 4 remains the same as in the case N = 2. We will show in section 6 how to adapt the proof of the case N = 2 to the general case.
The paper is organized as follows. In section 2, we recall from previous work the self-similar variables technique and a Liouville Theorem for equation (1) . In section 3, we show the stability of the behavior (4) (with l = 1 < 2 = N) with respect to the blow-up point in Im a. The regularity of the blow-up set is presented in section 4 where we prove Theorem 1 and Proposition 2. Section 5 is devoted to the blow-up pro le of u (Theorem 3).
In section 6, we sketch the proof of Theorem 4.
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2 Asymptotic behavior in self-similar variables and global estimates for blow-up solutions of (1) In this section, we introduce the general framework for the study of u near a singularity (a; T) and recall from 20] a uniform (in space and time) comparison property of u with the solution of the associated ODE u 0 = u p .
Self-similar variables
Given a a blow-up point of u, we study the behavior of u near the singularity (a; T) through the introduction of the function w a de ned by w a (y; s) = (T ? t) 
We know from 12] that kw a k L 1 (R N ?log T;1)) M < 1 (14) ( (12) 
We know from (15) and (13) and its eigenspace is generated by the orthogonal basis fy i y j j i < jg fy 2 i ? 2 j i = 1; :::; Ng: (18) Since the eigenfunctions of L make a total orthonormal family of L 2 (20) Then, from (19) , (18) (23) in L 2 and u behaves near (a; T) as stated in (4) . If l a = N, then a is an isolated blow-up point. We proved in 8] with Fermanian and Merle the stability of such a behavior with respect to perturbations in initial data.
In this paper, we consider the case l a < N and assume that a is not isolated. Although the techniques of 8] imply that this pro le is unstable with respect to perturbations in initial data, we will show in section 3 its stability with respect to the blow-up point (for a xed solution), in the smaller class of non isolated blow-up points.
A Liouville Theorem and ODE comparison for u
The following rigidity theorem (from 20]) is crucial in the blow-up study of (1). It is a central argument in the proof of our Theorem. Proposition 2.1 (A Liouville Theorem for equation (1)) Let u be a solution of (1) 3 Stability of the blow-up behavior (4) with respect to non isolated blow-up points
From now on, we take 1 = l < N = 2. We considerâ a blow-up point of u such thatâ = a(0) where a 2 C((?1; 1); R 2 ) andâ is not an endpoint of Im a S in the sense (7). We assume that u has the behavior (4) near (â; T). From rotation and translation invariance, we assume thatâ = 0 and Qâ = Id. Thus, (4) (24) where f is de ned in (9) . Since u has the behavior (24) near (0; T), we know from the previous section (see (22) and (23) Remark : This argument is similar to the result of 8], where we proved the stability of the blow-up behavior (4) with l = N (the isolated blow-up point case), with respect to initial data. Therefore, we will refer to 8] for the similar steps. The proof of this Proposition follows from 4 steps.
-In Step 1, we show that the control of v a near the same asymptotic L 2 behavior as v 0 reduces to the control of its neutral mode v a;2 , that is the matrix A a de ned in (20) and (21) (this is a nite dimensional problem).
-In Step 2, we show that the eigenvalues of A a (s) have uniformly the same behavior as those of A 0 (s) as s ! +1.
-In Step 3, we solve the nite dimensional problem by nding the long time behavior of A a .
-In Step 4, we give the solution of the in nite dimensional problem (that is the asymptotics of w a as s ! 1), which concludes the proof of Proposition 3.1.
Step 1 : Uniform reduction to a nite dimensional problem
In this step, the only relevant information on v 0 we use is that v 0 v 0;2 . We aim at showing that this extends to any a( ) near 0. In particular, the fact that the asymptotic behavior in (25) has a degenerate direction is not relevant here. Thus, this step is not new. It is exactly the same as the analogous one in the proof of the stability of the pro le (4) (19) , (21) and (20) .
Proof : See Appendix A.
Step 2 : A spectral study of the nite dimensional problem
In Steps 2 and 3, we solve the nite dimensional problem given by Step 1. Since A a is a symmetric matrix, we can de ne its eigenvalues as follows : Lemma 3.3 (Existence of regular eigenvalues for A a ) There exist 2 real C 1 functions l a;i (s), i = 1; 2 eigenvalues of A a (s). Moreover, the set fl a;1 (s); l a;2 (s)g is continuous in terms of (a; s) 2 S ? log T; 1). Proof : From the regularity of w a , it is clear that for each a 2 R N , the symmetric matrix A a (s) is a C 1 function of s. Therefore, according to Kato 14] , we can de ne 2 C 1 functions of s, l a;1 (s) and l a;2 (s), eigenvalues of A a (s) (see Lemma 3.2 in 10] for a statement). Since A a (s) is a continuous function of (a; s) and the eigenvalues of a matrix vary continuously with respect to the coe cients, fl a;1 (s); l a;2 (s)g is continuous in terms of (a; s). We now give the actual proof.
Proof of Proposition 3.5 :
The proof is done in several steps. Let us sketch the main lemmas and derive the proposition rst. Thus, we let the lemmas' proof to the end. Let us x^ = min This shows that ? s A a (s) has a limit as ! 1. This limit depends only on a( ) and not on , for A a (s) does the same (see (20) 
Combining (47), (48) and (50) gives i) of Proposition 3.1.
ii) See Proposition 3.11.
iii) The derivation of iii) from i) was done by Vel azquez in 23] for a xed blow-up point a. However, in 23], the convergence speed was not given, because the error estimate in the L 2 convergence was not that accurate there. We shall summarize in Appendix C the method of Vel azquez, with a special care to the speed of convergence, and of course, to the uniformity with respect to the blow-up point. 4 Regularity of the blow-up set near a non isolated point with the behavior (4) 4.1 Continuous di erentiability of S
We prove Theorem 1 in this subsection. We proceed in 2 steps : -In
Step 1, we derive from the stability of the blow-up behavior with respect to blow-up points in Im a a sort of weak di erentiability of S at points of Im a (the cone property).
-In
Step 2, we de ne a C 1 function A whose image is a graph and is equal to S in a neighborhood of the origin.
Step 1 : The cone property for Im a Let us introduce the cone property rst.
De nition 4.1 (Cone property and the weak tangent) Consider a set E R 2 .
i) E is said to have the cone property at some a 2 E if there is u 2 S 1 such that for all > 0, there is (a; ) > 0 such that E \ B(a; ) a;u; fx j j(x ? a):uj (1 ? )jx ? ajg: (51) Ru is then called the weak tangent of E at a. ii) E is said to have the uniform cone property at some subset F E if for all > 0 and a 2 F, E has the cone property at a with (a; ) = ( ). Remark : a;u; is a cone with vertex a. It shrinks to a + Ru as ! 0. Remark : If E is a C 1 curve, then the cone property is equivalent to the di erentiability and the weak tangent to the tangent.
Let us explain our argument rst. w a( ) de ned in (12) Step 2 : S as the graph of a C 1 function At the point a(0) = 0, we know from Proposition 4.2 that S is located along the degenerate direction Q a (0)e 2 = e 2 . In the following, we will show that Im a is the graph of ', function of the degenerate variable x 2 . Since at each point b of this graph, S is located along the degenerate direction Q b e 2 which is continuous in terms of b, Sn graph ' is empty, and ' is C 1 . ii) Since A is continuous, we learn from the cone property at A( x 2 ) that we can make Im A (that is the graph of ' de ned in (59)) as close as we want to the line A( x 2 ) + Q A( x 2 ) e 2 by taking x 2 close enough to x 2 . Therefore, this line is the tangent to the graph of ' at A( x 2 ) and ' is di erentiable at x 2 with ' 0 ( x 2 ) = e 1 :Q A( x 2 ) e 2 e 2 :Q A( x 2 ) e 2 (remember that e 2 :Q A(x 2 ) e 2 6 = 0 by (62) and (60) on S, which gives some more regularity on A (and ').
We consider some jx 2 j < 1 and some h 2 R such that jx 2 + hj < 1 . Since A is C 1 , there is C such that j' 0 (x 2 )j C and jA(x 2 + h) ? A(x 2 )j C jhj: jA(x 2 +h)?A(x 2 )j 1. Therefore, (9) implies that there is C > 0 such that (67), we have for all jx 2 j < 1 and jhj < h 0 for some h 0 > 0 such that jx 2 + hj 1 , log j log(T ? t(x 2 ; h))j j log(T ? t(x 2 ; h))j log j log jA(x 2 + h) ? A(x 2 )jj j log jA(x 2 + h) ? A(x 2 )jj C log j log jhjj j log jhjj :
Combining (72), (73), (71), (74) and (67) closes the proof of Proposition 2.
5 Blow-up pro le at a non isolated blow-up point with the behavior (4) We prove Theorem 3 in this section.
Step 1 : Asymptotic behavior in self similar variables around the blow-up set We prove (10) in this step. This follows from Corollary 4.5 by taking b = P S (x), the orthogonal projection of x on S. Indeed, take t t 0 and x 2 B(0; ) such that d(x; S) K 0 p (T ? t)j log(T ? t)j. We de ne P S (x) as the orthogonal projection of x on S. We claim that P S (x) 2 B(0; 2 ), hence P S (x) 2 graph ' = Im A by (8) . Indeed, jx ? P S (x)j jx ? 0j since 0 2 S, therefore, jP S (x)j jP S (x) ? xj + jxj 2jxj < 2 . Since jx ? P S (x)j = d(x; S) K 0 p (T ? t)j log(T ? t)j and d(x; T P S (x) ) = d(x; S), (10) follows directly from Corollary 4.5 applied with b = P S (x).
Step 2 : Limiting pro le in the original set of variables, near the blow-up set We prove (11) here. This follows from (10) This closes the proof of Theorem 3.
6 The higher dimensional case
We sketch the proof of Theorem 4 here. We need to review the proofs of Theorems 1, 3 and Proposition 2 to adapt them to the new context. We shall stress the most delicate points in the adaptation of Theorem 1 and Proposition 2. Once this is done, Theorem 3 extends in a natural way to higher dimensions, so we don't discuss it here.
If N 3, we consider a non isolated blow-up pointâ where u has the behavior (4) with l < N. We Therefore, S has a weak tangent plane atâ = 0, spanned by e j , j = l + 1; :::; N. One would expect S to be locally of dimension N ? l nearâ.
However, we are unable to prove that S is a continuum nearâ. Therefore, 
Let us rst show the stability result of section 3 in the case N 3.
Stability of the behavior (4)
Since we have takenâ = 0 andQâ = Id, (4) implies that Proof of Proposition 3.1 in higher dimensions : Let us follow the 4 steps of the proof given in section 3.
Step 1 : Uniform reduction to a nite dimensional problem This step holds as it is in section 2.
Step 2 : A spectral study of the nite dimensional problem 
We claim then that Proposition 3.5 holds with eigenvalues a;i for i = 1:::; l and a;j for j = 1:::; N ? l instead of ( a ; a ). Therefore, all a;j are degenerate and satisfy (31).
One can easily see that Lemmas 3.9 and 3.10 extend naturally to N 3
and hold for each a;j and a;i .
Step 3 : Solution of the nite dimensional problem Step 4 : Asymptotic behavior of w a in L 2 This step extends naturally to N 3, which concludes the proof of Proposition 3.1.
Regularity of the blow-up set
We prove here the part of Theorem 4 equivalent to Theorem 1. For this, we adapt section 4 to the case N 3.
Step 1 Using (20) and (17), we write for all j j 
for some s 00 3 > s 3 . We nally estimate E 3 . From (20) , (17) and Cauchy-Schwartz inequality, we write jE 3 
