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Abstract—Short-term road traffic prediction (STTP) is one
of the most important modules in Intelligent Transportation
Systems (ITS). However, network-level STTP still remains chal-
lenging due to the difficulties both in modeling the diverse
traffic patterns and tacking high-dimensional time series with
low latency. Therefore, a framework combining with a deep
clustering (DeepCluster) module is developed for STTP at large-
scale networks in this paper. The DeepCluster module is proposed
to supervise the representation learning in a visualized way
from the large unlabeled dataset. More specifically, to fully
exploit the traffic periodicity, the raw series is first split into
a number of sub-series for triplets generation. The convolutional
neural networks (CNNs) with triplet loss are utilized to extract
the features of shape by transferring the series into visual
images. The shape-based representations are then used for road
segments clustering. Thereafter, motivated by the fact that the
road segments in a group have similar patterns, a model sharing
strategy is further proposed to build recurrent NNs (RNNs)-
based predictions through a group-based model (GM), instead
of individual-based model (IM) in which one model are built for
one road exclusively. Our framework can not only significantly
reduce the number of models and cost, but also increase the
number of training data and the diversity of samples. In the
end, we evaluate the proposed framework over the network
of Liuli Bridge in Beijing. Experimental results show that the
DeepCluster can effectively cluster the road segments and GM
can achieve comparable performance against the IM with less
number of models.
Index Terms—Short-term traffic prediction, Large-scale net-
works, Deep representation learning, Shape-based features
I. INTRODUCTION
The short-term road traffic prediction (STTP) technique
has been studied in achieving efficient route planning and
traffic control in Intelligent Transportation Systems (ITS)
recently [1]. The main idea of STTP is to predict the road
traffic state (i.e., flow, speed and density) in the next five
to thirty minutes by analyzing historical data [2]. However,
existing STTP studies mainly focused on one road segment,
or a small-scale network containing several adjacent road
segments, which is opposite to the effective route planning that
requires a global perspective based on the information of the
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whole network [3]–[5]. Besides, the majority of existing STTP
algorithms are limited to a single scenario such as freeway,
arterial or corridor, which are difficult to be generalized to
a heterogeneous road network. The past STTP method for
large-scale road network is to develop a specific model for
each road segment termed as individual-based model (IM), or
a general model for all road segments termed as whole-based
model (WI). Since the multiplicity and heterogeneity of the
large-scale network, neither of the two models is appropriate
for the large-scale networks. Firstly, too many IMs will take
up lots of storage resources in ITS. Secondly, a WI is not
competent for modeling the whole network with different types
of traffic patterns. Moreover, the development of ITS over
the city increases the number of traffic data in terms of time
span and granularity [6]. Making full use of the big traffic
data to improve the performance of the prediction becomes a
challenge. Therefore, a feasible STTP at large-scale network
needs to be studied.
Generally, representation learning, a.k.a. dimension reduc-
tion, is used to transform the raw data into a good repre-
sentation that makes the subsequent tasks easy. It plays an
important role in time series clustering, because time series
are essentially high-dimensional and susceptible to noise.
Hence, clustering directly with raw series is computationally
expensive and distance measures are highly sensitive to the
distortions. Recently, deep learning (DL) has been developed
with great success in many areas, including computer vi-
sion, speech recognition and natural language processing due
to its theoretical function approximation properties [7] and
demonstrated feature learning capabilities [8]. Therefore, deep
representation is used for traffic series clustering.
In this paper, a feasible framework composed of a deep
clustering module and several prediction models is proposed
for STTP at large-scale networks. More specifically, a shape-
based representation learning method is developed for road
segments clustering. On the other hand, several predictions
are combined to achieve the STTP at the network. The main
contributions of the paper are summarized as follows:
• By fully exploiting the periodicity of traffic patterns, we
propose a method to generate triplets from unlabeled
dataset. The raw traffic series are divided into sub-series
by periods, three of which are selected to generate a
triplet according to a specific criterion. The dimension of
sub-series used for representation learning is significantly
reduced, compared to raw series.
• A supervised deep clustering module termed as
DeepCluster, is developed. Unlike the existing hand-
2craft features, such as the frequency transformation,
wavelet transformation, Shapelets et al., a pure data
driven method is proposed to learn the shape-based
representations of traffic series in a visualized way.
A rasterization strategy is first designed to transform
the traffic series into traffic images. A convolutional
neural network (CNN) with triplet loss is then used for
representation learning. At last, the representations are
used to cluster the network into K groups by traditional
clustering methods.
• Based on the idea of model sharing, K group-based
models (GMs) that are constituting a prediction
at network is proposed to achieve a good tradeoff
between the quantity of models and the performance of
predictions. Specifically, all road segments in one group
share one prediction model and each GM allows the
training samples generated by the road segment from
the same group to be aggregated to learn the model.
Model sharing increases the number and the diversity
of the training samples, which is beneficial for DNNs
training. The experiment results validate that the GM
has stronger generalization ability than IM. We also
analyze the impact of input interval on performance by
experiments.
The rest of paper is organized as follows. Section II reviews
the related works. In Section III, the data used throughout the
paper is described. Section IV formulates the STTP problem at
large-scale network. In Section V, the DL methodologies are
introduced. The proposed framework of STTP including Deep-
Cluster and DeepPrediction is then proposed in Section VI. In
Section VII, simulation results demonstrating the performance
of the proposed framework are given, before concluding the
paper in Section VIII.
II. RELATED WORKS
A. Time Series Representation Learning
A wide colorvariety of methods had been developed for
time series representation learning in clustering [9]–[11], such
as spectral transformation [12], wavelets transformation [12],
eigenvalue analysis techniques [13], piecewise linear approxi-
mation (PLA) [14], adaptive piecewise constant approximation
(APCA) [15], symbolic approximation (SAX) [16], piecewise
aggregate approximation (PAA) [17], perceptually important
point (PIP) [18] et al. However, all these methods are hand-
craft features, which are designed to describe specific time
series pattern and heavily rely on the database.
A new trend appears with artificial neural networks (ANNs),
especially deep NNs (DNNs) based representation learning
in clustering, which are data-driven and capable of learning
a powerful representation from raw data through a high-
level and non-linear mapping. Therefore, some works have
used the deep representation learning to improve clustering
performance. C. Song et al. in [19] integrated K-means
algorithm into a stacked auto-encoder (SAE) by minimizing
the reconstruction error as well as the distance between data
points and corresponding clusters. It alternatively learned the
representations and updated cluster centers. In [20], [21], the
k-means algorithm used the nonlinear representations that are
learned by DNNs for clustering. J. Xie et al. in [22] proposed
a deep embedded clustering that simultaneously learned the
representations and cluster assignments by defining a centroid-
based probability distribution and minimizing its Kullback-
Leibler (KL) divergence to an auxiliary target distribution. K.
Tian et al. in [23] improved the existing works by proposing a
general flexible framework that integrated traditional clustering
methods into different DNNs. The framework is optimized by
alternating direction of multiplier method (ADMM). However,
the above methods all worked with the static data that is
simple and low dimensional compared with time series data in
general. On the other hand, there is less research on the deep
representation learning of time series in clustering. Therefore,
an efficient time series representation learning algorithm ded-
icated for clustering needs to be developed.
B. Short Term Traffic Prediction
There are numerous researches on single-point STTP [3],
such as autoregressive integrated moving average (ARIMA)
family of models, regression models, Markov models, Kalman
filters, Bayesian networks, traffic flow theory-based simulation
models and ANNs. Obviously, single-point models predict
the future traffic state for a target road segment only using
its own historical data, which ignores the relations between
the target road segment and adjacent segments. Consequently,
some researches have focused on predicting one or multiple
segments by taking the spatio-temporal interrelations between
adjacent road segments into account [24]–[27]. However, the
above network-level STTP researches are restricted to small
regions that containing several adjacent road segments.
Recently, a few literatures begin to pay attention to the
predictions at the large-scale networks. In [29], [30], dynamic
simulator based on traffic flow theory was used for STTP at
the whole network with limited traffic data. [31]–[34] only
predicted the traffic state of the representative road subset
to achieve the prediction at the whole network by utilizing
data compression technologies. However, the performance of
prediction was poor resulted from compression and recon-
struction errors. Min et al. in [35] considered a road network
consists of about 500 road segments. However, they developed
a custom model for the test area, which is not practical. M.
Asif et al. in [36] performed prediction for each individual
road segment with support vector regression (SVR) algorithm
over a large network containing 5,000 road segments. Then
K-means algorithm was used to cluster the road segments to
analyze the spatial prediction performance. But the prediction
method may not work well, since the performances differed
greatly among clusters and the mean error of one cluster is
up to 17.18% of five-minute prediction. Besides, STTP for
each individual road segment is hard to implement on large-
scale networks in practice. X. Ma et al. in [37] proposed a
CNN-based method that arranges the traffic data into 2D (2-
dimensional) matrices as inputs to predict the large-scale traffic
speeds. However, they only built one model and expected it to
3Fig. 1. The topology of the network at Liuli Bridge, Beijing.
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Fig. 2. The every five-minute average traffic speeds of six road segments
from September, 2017 to November, 2017.
fit for all segments without considering the fact that the whole
network is heterogeneous with different type of segments.
Therefore, these attempts are hard to be implemented on large-
scale networks with high accuracy.
III. THE DATA
The traffic data used throughout the paper is described
in this section. The topology of Liuli Bridge is shown in
Fig. 1. The network consists of about 1,000 road segments
with a diverse level of road functions including express way,
arterial road, access road, side road et al. In addition, the
dataset collected by Beijing Transportation Institute contains
the traffic speed data from September, 2017 to November,
2017 with five-minute sampling interval. Hence, it has totally
90× 288 measured data, where 90 means the total number of
days and 288 means the number of values collected in each
day. The data is measured by vehicles that are equipped with
GPS such as taxis and buses.
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Fig. 3. Architecture of LeNet-5. Above the rectangles are the number of
channels and its size in parenthesis.
IV. FORMULATION OF STTP PROBLEM
Consider a large-scale network Φ consisting of Nr road seg-
ments, i.e., Φ = {x(r)}Nrr=1, where x
(r) = [x
(r)
1 , x
(r)
2 , . . . , x
(r)
Nt
]
is a time series of Nt measurements at segment r. We denote
a sub traffic series by
xt:L:l = [xt, xt+l, . . . , xt+(L−1)l], (1)
where xt:L:l is a set of L continuous measured values with
intervals l from a time series x, that starts at position t with
1 ≤ t ≤ Nt, 1 ≤ l ≤ Nt and 1 ≤ L ≤ Nt. xt:L:1 is abbreviated
as xt:L for simplicity.
Let xˆt+No be the forecast of traffic state of the prediction
horizon No, given the corresponding Ni historical measure-
ments up to time t. The goal of STTP is to construct a mapping
f(·) between the historical traffic state and the future one, i.e.,
xˆt+No = f(xt−Ni , xt−Ni+1, . . . , xt)
= f(xt−Ni:Ni).
(2)
As stated above, IM and WM are both inappropriate for
the large-scale networks, because they not only consist of a
large number of road segments, but also a variety of types
of road segments as shown in Fig. 2. On one hand, it’s
unpractical to construct and store massive amounts of IMs in
ITS. Besides, the number of training samples collected from
one segment is insufficient to learn a robust DL model. On
the other hand, it’s impossible to build a model for the whole
network with different types of traffic pattens. In addition, the
model is vulnerable to the curse of dimensionality by taking
historical data from all segments as inputs. Then how to make
a proper utilization of the tremendous traffic data to achieve
the effective and practical STTP is still a problem.
To tackle this problem, we cluster the road segments into
groups, each of which has a typical traffic pattern. Within
each group, the traffic patterns of all road segments are highly
similar in shape. Based on that, a STTP model is built for a
group, rather than a segment or whole network. The challenges
in our problem include i) representation learning of the traffic
series that are high-dimensional and sensitive to distortion, and
ii) representation learning from unlabeled traffic data that are
beneficial to cluster task.
V. DEEP LEARNING FOR TRAFFIC PREDICTIONS
In this section, we deals with the tremendous traffic series by
means of the DL technologies, including CNNs and recurrent
NNs (RNNs), which will be explained in this section.
4A. Convolutional Neural Networks
The key aspect of CNNs is that the features are not designed
by human engineers, but are learned from data using a general-
purpose learning procedure [8]. Fig. 3 shows the architecture
of a typical CNN, named LeNet-5. CNNs can take any form of
arrays, such as 1D series, 2D images and 3D videos as inputs.
A CNN is made up of layers, where two main types of layers
different with the regular ANNs are convolutional layers (C
layers in Fig. 3) and subsampling layers (S layers in Fig. 3).
In the l-th convolutional layer C(l), the outputs of the pre-
vious layer are fed to convolve with several convolutional ker-
nels. After that, the outputs are added by biases and activated
by a nonlinear function to form new representations (features
in Fig. 3) for the next layer. Assuming the current layer accept
an input volume O(l−1) of size W
(l−1)
o × H
(l−1)
o × D
(l−1)
o .
Formally, the output O(k,l) of size W
(l)
o ×H
(l)
o ×1 filtered by
the k-th kernel K(k,l) of size W
(l)
k ×H
(l)
k × 1 with stride s
is given by
O
(k,l) = g(K(k,l) ⊗O(l−1) + b(k,l)), k = 1, 2, . . . , N
(l)
k (3)
whereN
(l)
k is the number of kernels and b
(k,l) is a bias of layer
C(l), respectively. ⊗ represents a discrete convolution operator
. g(·) is a activation function such as tanh functuon, relu func-
tion et al. By concatenating O(k,l) along the last dimension,
the output O(l) for layer C(l) of the size W
(l)
o ×H
(l)
o ×D
(l)
o
can be derived, and both of which can be calculated by
W (l)o = ⌊
W
(l−1)
o −W
(l)
k
s
⌋+ 1, (4)
H(l)o = ⌊
H
(l−1)
o −H
(l)
k
s
⌋+ 1, (5)
D(l)o = N
(l)
k , (6)
where ⌊·⌋ represents rounded down. With parameter sharing,
there are N
(l)
w learnable weights of layer C(l) in total,
N (l)w = W
(l)
k ×H
(l)
k ×D
(l−1)
o ×N
(l)
k +N
(l)
k . (7)
In the (l + 1)-th subsampling layer S(l+1), the spatial
resolution of representations is reduced to increase the level of
distortion invariance. After layer C(l), the layer S(l+1) accepts
a volume of size W
(l)
o × H
(l)
o × D
(l)
o as input. Specifically,
representations in the previous layer are pooled over neigh-
borhood within a rectangular region of W
(l+1)
s ×H
(l+1)
s , by
either a max-pooling function
O
(l+1)
i,j,k = max
i≤p≤i+W (l+1)s
j≤q≤j+H(l+1)s
(O
(l)
p,q,k),
i ≤W (l+1)o , j ≤ H
(l+1)
o , k ≤ D
(l+1)
o
(8)
or an average-pooling function. where O(l+1) is the output
of size W
(l+1)
o ×H
(l+1)
o ×D
(l+1)
o , and both of them can be
calculated by
W (l+1)o = ⌊
W
(l)
o −W
(l+1)
s
s
⌋+ 1, (9)
H(l+1)o = ⌊
H
(l)
o −H
(l+1)
s
s
⌋+ 1, (10)
xt x1 x2 x3
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Fig. 4. Architecture of a basic three-layer RNN.
D(l+1)o = D
(l)
o . (11)
The convolutional and subsampling operators make the new
representations more invariance to the distortion compared
to the raw data. Besides, the parameter sharing make the
CNNs capable of processing high-dimensional inputs. The
aforementioned characteristics allow to adopt the CNNs for
time series representation learning.In this section, we explore
an efficient deep CNN architecture, FaceNet [39] to learn the
deep representations of the raw time series.
B. Recurrent Neural Networks
Unlike the regular ANNs, RNNs are capable of exhibiting
the temporal correlations of time series, which makes them
applicable to tasks such as language modeling, speech recog-
nition or time series forecasting.
Assuming the duration of the temporal correlations (defined
as time step) is s, a three-layer RNN can be regarded as a s-
layer feed-forward NN by unfolding it through time, As shown
in Fig. 4. The RNN reads a series x1:s one by one and each
RNN block takes a value at one time as input. The current
hidden state ht at time t is computed from the current input
xt and the previous hidden state ht−1 by
ht = g(xt,ht−1)
= g(xt, g(xt−1,ht−2))
= · · ·
(12)
where ht−2 is the hidden state of the last two RNN blocks.
g(·) is the activation function of the hidden layer. The key idea
of RNNs is to imitate a sequential dynamic behavior with a
chain-like structure that allows the information to be passed
from previous layer to the current one. In this paper, RNNs
are used to model the temporal correlations of traffic series.
VI. PROPOSED FRAMEWORK FOR STTP
In this section, a framework dedicated for STTP at large-
scale networks is described in details. The architecture of
this framework is shown in Fig. 5. It consists of two major
components, i.e., DeepCluster and DeepPrediction. The inputs
are historical traffic states with fixed interval coming from
different road segments, while the outputs are predictions for
a given time period. The inputs are fed to the DeepCluster
module, and are divided into several groups. Afterwards,
the DeepPrediction module performs the predictions for the
network.
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Fig. 5. The block diagram of representation learning.
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Fig. 6. The every five-minute average traffic speeds of four road segments
on different days of the week from September, 2017 to November, 2017.
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A. DeepCluster
Traffic series clustering method at large-scale networks is
first proposed, which is implemented via deep representation
learning. Before developing the clustering algorithm, the prob-
lem of clustering at large-scale networks is formally defined
as follows:
Definition 1: Given a large-scale network Φ consists of Nr
traffic series, i.e., Φ = {x(r)}Nrr=1 the process of partitioning
of Φ into K groups {C(1),C(2), . . . ,C(K)}, is called traffic
series clustering. In such a way that homogenous traffic series
are grouped together based on a certain similarity measure.
In contrast to the traditional extrinsic hand-craft features,
human brains can seize the intrinsic visual-based features
easily, which is why they can quickly distinguish different
types of the time series under the help of high abstraction
[0.2, 0.4, 0.1, 0.6, 0.8, 0.55]
2      2     1     3     4     3
rasterization
Series data
Image data
6p Nx x  ª º« »
Fig. 8. The schematic diagram of the inputs transformation.
ability. Moreover, compared with raw time series, the intrinsic
visual-based features are more steady. They are less affected
by the distortions and the scale of samples. To address the
issues of the raw data-based or hand-craft-based clustering
methods, we use the deep representation learning for series
clustering. The DNN is employed to learn a mapping from
the raw high-dimensional traffic series to the low-dimensional
representations that are used for clustering.
The DeepCluster module includes triplets generation, inputs
transformation, representation learning and clustering. Details
of each step are given below.
1) Triplets Generation. As can be seen in Fig. 6, the traffic
patterns follow the same trend among days. In order to
study the traffic periodic pattern in a day, we calculate
the traffic similarity defined in [38]. The traffic similarity
is defined as the normalized gaps between each pair of
measurements in two consecutive days from one road
segment. As stated in Sec. IV, traffic speeds are collected
every 5 minutes. Since one day has 288 time intervals,
the traffic similarity SIM
(r)
t∗ at segment r in time slot t
∗
can be calculated by
SIM
(r)
t∗ =
|x
(r)
t∗ − x
(r)
t∗+288|
max1≤t≤Nt−288 |x
(r)
t − x
(r)
t+288|
. (13)
The cumulative distribution function (CDF) of SIM
(r)
t∗ is
shown in Fig. 7. We can see that more than 80% SIM
(r)
t
are smaller than 0.2, which indicates that periodic pat-
tern exists in traffic series at most read segments.
6To fully exploit the traffic temporal features and periodic
patterns, we split the traffic series into sub-series by
periods, and generate triplets for representation learning.
Given Nr traffic series with period Np measured from
Nr road segments, we split the series into sub-series by
periods, termed as periodic sub-series. Thus, we have
d = Nt/Np periodic sub-series for each segment,
x
(r)
1:Np
,x
(r)
Np+1:Np
, . . . ,x
(r)
(d−1)Np+1:Np
, (14)
here x
(r)
jNp+1:Np
= [x
(r)
jNp+1
, x
(r)
jNp+2
, . . . , x
(r)
(j+1)Np
] is the
(j + 1)-th periodic sub-series at segment r with 0 ≤
j ≤ d − 1. A triplet is made up by randomly choosing
two different periodic sub-series from one segment, and
one sub-series from another segment,
{x
(ri)
iNp+1:Np
,x
(ri)
jNp+1:Np
,x
(rj)
kNp+1:Np
}.
0 ≤ i, j, k ≤ d− 1, i 6= j, ri 6= rj
(15)
2) Inputs transformation. In order to extract the fea-
tures of shape, a rasterization strategy is designed to
visualize the series into images shown in Fig. 8. The
transformed images can reveal the shape information
of series well, such as bulge, sink and so on. Let the
series x = [x1, x2, . . . , xN ] be standardized by min-max
normalization to keep values between 0 and 1. A series
is transformed to a matrix by expanding each element
to a vector. For the i-th element xi, the position pi at
the i-th column of the matrix is,
pi = ⌈Nxi⌉. pi ∈ {1, 2, . . . , N} (16)
The matrix XN,N corresponding to the series x can be
written as:
XN,N = [255N(p1), 255N(p2), . . . , 255N(pN )], (17)
where 255N(pi) is a N -dimensional vector with the
pixel value of 255 at its i-th entry standing for white
and 0 standing for black elsewhere. The transformed
image is shown in Fig. 9. The matrixes are used as
the inputs to the representation learning. The sub-image
corresponding to the sub-series x
(r)
iNp+1:Np
is represented
as X
(r)
i . Therefore, the triplet becomes,
{X
(ri)
i ,X
(ri)
j ,X
(rj)
k }.
0 ≤ i, j, k ≤ d− 1, i 6= j, ri 6= rj
(18)
3) Representation learning and clustering. DNNs with
triplet loss from [39] is employed to strive for a represen-
tations over a triplet, from an image space into a feature
space. The triplet loss encourages the representations
of a pair of sub-images from one segment to be close
to each other in the feature space, and the those from
different segments to be far away. The representation of
x is denoted by f(x). Thus, the triplet loss that is being
minimized is,
||f(X
(ri)
i )− f(X
(ri)
j )||
2
2 − ||f(X
(ri)
i )− f(X
(rj)
k )||
2
2,
∀{X
(ri)
i ,X
(ri)
j ,X
(rj)
k } ∈ Γ
(19)
Deep
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Fig. 9. The block diagram of representation learning.
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Fig. 10. The ACF of the traffic speeds of a random segment from lag 1 to lag
20. The shaded area represents the 95% confidence intervals, which is used
to determine whether the autocorrelation coefficients is significantly different
from zero.
where Γ is the set of all possible triplets. The structure
of DNNs with triplet loss is shown in Fig. 9, where
the outputs of the last layer are the representations used
for clustering. The dimension of the representations in
clustering is lower than the raw series. For example,
considering a traffic series with five-minute interval
during 90 days. The length of whole series is 288× 90,
while the length of daily sub-series is 288. If we use
32-dimensional representations in clustering, the ratio
of reduction in dimension is about 32288×90 ≈ 0.1%.
Subsequently, we average all the representations from
one road segment, and cluster the representations into
K groups, where K is much less than Nr. Therefore,
Nr road segments are clustered into K groups,
C
(k) = {x(r,k)}, 1 ≤ k ≤ K, 1 ≤ r ≤ Nr (20)
where C(k) denotes the k-th group. x(r,k) represents the
r-th road segment in network φ, which is clustered into
group C(k).
B. DeepPrediction
After partitioning the network into K groups, we build a
prediction model for a group in the DeepPrediction module.
Some definitions and statements are first given.
7Definition 2: Given two functions g(1) : R → R and
g(2) : R → R, if gˆ(1) coincides with g(2) within a spec-
ified measurement range after horizontal translation, g(1) is
homogeneous with g(2).
Statement 1: Given two homogeneous functions g(1) :
R → R and g(2) : R → R, for simplicity assuming g(1)
has coincided with g(2), and N distinct successive samples
(xi, y
(1)
i ) ∈ R× R generated from g
(1). Construct a mapping
between historical y values and the future y value: f (1) :
[y
(1)
1 , y
(1)
2 , . . . , y
(1)
N−1] → y
(1)
N . Similarly get N successive
samples from g(2) at same x values and construct the mapping
f (2) : [y
(2)
1 , y
(2)
2 , . . . , y
(2)
N−1] → y
2
N . It is obvious that f
(2) is
equal to f (1).
Based on the Statement 1, we propose an idea of model
sharing that all road segments within a group can share a
prediction model. The implementation of the DeepPrediction
is elaborated as follows:
1) Interval confirmation. According to the periodicity,
it is intuitive to use the measurements in a period to
predict the next traffic state. In order to measure the
autocorrelation between current and past traffic values,
we calculate the autocorrelation function (ACF) at lag i,
which is the correlation between series values that are i
intervals apart. As shown in Fig. 10, the measurements
are linearly correlated with the contiguous measure-
ments. The high autocorrelations imply that importing
all measurements in a period will result in information
redundancy. We calculate the input interval l by
l = max
pi>p,i≥1
{i}, (21)
where pi denotes the ACF at lag i, and p is the given
threshold that is determined by experiments. Therefore,
The input series from xt−Ni:Ni becomes
xt−Ni:Ni:l. (22)
The length of the input reduces from Np to Ni = ⌈Np/l⌉
correspondingly, where ⌈·⌉ represents the operation of
rounded-up.
2) Model sharing. Within each group, we train a model
for all road segments, which is known as group-based
model (GM). We generate the training samples for each
group as
x
(r,k) →< x
(r,k)
t:Ni:l
, x
(r,k)
t+Ni+No
>,x(r,k) ∈ C(k) (23)
where x
(r,k)
t:Ni:l
and x
(r,k)
t+Ni+No
denote the input and output
of model, respectively. After that, we aggravate the
samples within a group to train a GM f (k)(·) for group
C
(k),
x
(r,k)
t+Ni+No
= f (k)(x
(r,k)
t:Ni:l
), x(r,k) ∈ C(k) (24)
Then the aggregated STTP model f(·) at the large-scale
network can be written as:
x
(r,k)
t+Ni+No
= f(x
(r,k)
t:Ni:l
)
= f (k)(x
(r,k)
t:Ni:l
), k ∈ {1, 2, . . . ,K},
(25)
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Fig. 11. The every five-minute average traffic speeds of one random segment
on weekdays versus to the ones at weekends from September, 2017 to
November, 2017.
VII. PERFORMANCE EVALUATION
In this section, we evaluate the proposed framework on
the network mentioned in Section III. 27 road segments are
chosen for simplicity. The network, experimental settings and
performance metrics are described at first. Then, we analyze
the performance over different metrics.
A. Experiment Settings
For DeepCluster module, we split the traffic series into 90
daily sub-series of length 288 for each segment. Fig. 11 shows
that the traffic patterns on weekdays are different from the
ones at weekends between six and ten o’clock in the morning,
since most people do not work at weekends (The circular
region). Besides, the traffic patterns behave abnormally during
the National Day than usual, as shown in Fig. 12. As a result,
60 daily sub-series are chosen by getting rid of the ones at
weekends and during the National Day. Then we transfer the
sub-series of size 1× 288 into images of size 288× 288. As
discussed in Section VI-A, we generate triplets by the daily
sub-series from 27 road segments, which are used for repre-
sentation learning. The deep structure of FaceNet used in this
paper is the Inception ResNet, the configuration of which is
the same with [39]. As a segment’s representative, the average
representations of the sub-series is used for clustering by K-
means method. K is confirmed by Silhouette coefficient [40].
For DeepPrediction module, we use the state of the art
RNNs, i.e., long short term memory (LSTM) [41] for STTP.
The input span of traffic series is chosen to be a day. Then
the length of the input is Ni = ⌈288/l⌉ that is confirmed by
the experiments discussed later. We split the data into training
set and testing set for each road segment, and aggregate the
training set belonging to the same group to train the LSTM.
In the end, K GMs are aggregated.
The key parameters of the relevant DNNs are listed in
Table VII-A. If not mentioned specifically, all models are
trained on eighty percent of data while tested on the remaining
8TABLE I
THE CONFIGURATIONS OF THE RELEVANT DNNS.
Module Network Parameter Size
DeepCluster
aFaceNet
Image size 160
Batch size 12
Segments per batch 6
Images per segment 9
Embedding size 32
DeepPrediction bLSTM
Time steps ⌈288/s⌉
LSTM1 [1× 50]
LSTM2 [50× 25]
Dense1 [25× 200]
Dense2 [200× 1]
aThe implications of the parameters given in this table are explained exactly
in [39].
bThe inputs and outputs size are described in [rows× cols].
data. 10-fold cross-validation is adopted over training dataset.
The K-means method is implemented using the Scikit-learn
Python 3.6.5. The NNs are conducted with a NVIDIA p2000
GPU, TensorFlow r1.8, CUDA 9.0 and CuDNN 9.0. Moreover,
four performance metrics includes relative error (RE), mean
relative error (MRE), max mean relative error (MARE) and
minimum mean relative error (MIRE) are used for evaluation,
which are defined as
e
(r,k)
RE =
∣∣∣x(r,k)t+No − xˆ
(r,k)
t+No
∣∣∣
x
(r,k)
t+No
, 1 ≤ k ≤ K (26)
e
(k)
MRE =
1
|C(k)|
∑
x(r,k)∈C(k)
e
(r,k)
RE , 1 ≤ k ≤ K (27)
e
(k)
MARE = max
x(r,k)∈C(k)
{e
(r,k)
RE }, 1 ≤ k ≤ K (28)
e
(k)
MIRE = min
x(r,k)∈C(k)
{e
(r,k)
RE }, 1 ≤ k ≤ K (29)
where e
(r,k)
RE denotes the RE of r-th segment in network
clustered into group C(k) with x
(r,k)
t+N o being the true speed
and xˆ
(r,k)
t+N o being the prediction. |C
(k)| is the number of
road segments in the group k. Besides, e
(k)
MRE, e
(k)
MARE and
e
(k)
MIRE are MRE, MARE and MIRE of group k, respectively.
The performance metrics for road network can be similarly
calculated.
B. Simulation Results
Three experiments are conducted, including road segments
clustering, interval confirmation and STTP at network.
1) Road segments clustering. All 27 road segments are
clustered into 3 groups by DeepCluster as shown from
TABLE II
THE PERFORMANCE UNDER DIFFERENT INPUT INTERVALS
Input interval l MRE of Training(%) MRE of Testing(%)
1 3.70 5.77
3 4.18 5.25
5 4.37 5.48
7 5.83 8.77
Fig. 13a to Fig. 13c. It can be found that the series
in a group are in general homogeneous with the other
series defined at Section VI-A, which demonstrates the
proposed DeepCluster’s capacity of extracting the shape-
based features. For example, the segments in cluster 1
have a breakdown in traffic speed during the evening
peak period, followed by speed recovery. The cluster 2
have a breakdown during the morning peak, and start to
swing at the middle speed back-and-forth. The segments
in cluster 3 have some slight resemblances to cluster 1
during the evening peak period. However there is a stable
condition holding the middle speed after six o ’clock in
the morning.
2) Interval confirmation. This part investigates the ef-
fect of input interval on predictive performance and
determines the threshold p of the ACF defined in Sec-
tion VI-B. The LSTM is performed to predict the next
five-minute speed under different input intervals l over
the 3 random segments. From the performance listed
in Table II, the MRE of training increases with the
decrease of l. However, the performance improvements
are insignificant when l ≤ 5, such as the training MRE
at 3.7% and 4.4% when l = 1 and l = 5. Besides, the
testing MRE at l = 1 is slightly larger than that at l = 5.
This is because the capacity of model becomes stronger
as input interval decreases, leading to overfitting. From
this result, the threshold is empirically set to 0.8. In
the end, the input interval is set to 5 corresponding to
twenty-five minutes for all other simulations.
3) STTP at network. For the performance comparison,
we construct an IM for a segment by the same con-
figuration of LSTM under different prediction horizon
No. Simulation results are listed in Table III. The IMs
have lower training MRE than the GMs due to the fact
that the capacity of the IMs is highly stronger than that
of the GMs. However, the GMs can get lower gaps
between training MRE and testing MRE in all tests,
since increasing the number and diversity of the training
samples can improve generalization capability of the
model. On the contrary, the IMs are constrained by the
problem of overfitting resulted from modeling the noise.
As shown in Fig. 14, the gaps of GMs are close to 0
while the gaps of IMs are around 2%.
From Table III, we can observe that the GMs perform
better than IMs in terms of testing error in a relatively
simple task of five-minute forecasting. The testing MRE
of the GMs and IMs are 4.12% and 5.05% for group
1, 4.07% and 4.94% for group 2, 5.00% and 5.37%
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Fig. 12. The every five-minute average traffic speeds of a random segment on weekdays from September, 2017 to November, 2017 versus the ones during
the National Day.
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Fig. 13. The every five-minute average traffic speeds of the road segments on weekdays from September, 2017 to November, 2017 in different groups. The
thicker red lines represent the centers of the corresponding clusters.
for group 3, respectively. However, as the task becomes
complex, the capacity of GMs become insufficient. For
example, the testing MRE of GMs are around 1% more
than that of IMs when No = 2, while the testing MRE
of GMs are around 2% more than that of IMs when
No = 3.
As shown in Fig. 15, the GM can predict the trends of
traffic speed well, but the performance gets worse with
the increase of the prediction horizon. It also shows that
the model does not work well of 10 and 15 minutes
forecasting in rush hours (The dash area in Fig. 15),
that the traffic speed switching sharply.
The proposed framework is scalable that can be ap-
plied for the large-scale networks easily by reducing
the number of models significantly, and can reach the
compromise of the number of models and prediction
performance. Compared to the traditional 27 IMs, the
number of prediction models has been reduced up to
(27−3)
27 ≈ 88% with about 0.7% − 1.9% performance
degradation, in terms of network MRE in our test,
as shown in Fig. 14. In conclusion, the performance
of the framework is comparable to that of customized
IMs, which validates the ability for STTP at large-scale
networks.
VIII. CONCLUSION
The characteristics of the multiplicity and heterogeneity
make STTP at large-scale network a challenging and important
problem. By exploiting the characteristic of traffic patterns, a
DL framework for STTP at large-scale networks is proposed in
this paper. The key point of the framework is the combination
of the DeepCluster and the DeepPrediction, as well as the
model sharing strategy. We analytically evaluate the proposed
framework over a real large-scale network of Liuli Bridge
in Beijing and some insights into generic DL models are
obtained. Despite that the prediction performances of the GMs
10
TABLE III
THE GROUP PERFORMANCE OF THE PROPOSED FRAMEWORK
Prediction Horizon Group Algorithm
MRE of
Training(%)
MRE of
Testing(%)
Gap
(%)
MARE of
Testing(%)
MIRE of
Testing(%)
1(five-minute)
1
GM 3.97 4.12 0.1 6.87 2.65
IM 3.20 5.05 1.9 9.80 3.03
2
GM 4.08 4.07 0 5.76 3.39
IM 3.59 4.94 1.3 6.04 3.67
3
GM 4.96 5.00 0 6.54 4.39
IM 3.72 5.37 1.6 6.86 4.40
2(Ten-minute)
1
GM 5.92 6.04 0.1 10.07 3.70
IM 3.80 5.77 2.0 9.94 3.57
2
GM 6.22 6.22 0 9.86 5.29
IM 3.90 5.67 1.8 6.70 4.84
3
GM 7.16 7.24 0 9.56 6.27
IM 4.20 6.17 2.0 7.73 4.91
3(Fifteen-minute)
1
GM 7.08 7.35 0.3 11.82 4.61
IM 4.01 5.82 1.8 9.21 3.97
2
GM 7.71 7.93 0.2 11.54 6.68
IM 4.12 5.66 1.5 7.00 4.69
3
GM 8.36 8.43 0.1 12.00 7.07
IM 4.71 6.38 1.7 8.49 4.87
GM: Group-based Model. IM: Individual-based Model.
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Fig. 14. The network MRE of GM and IM.
are slightly worse than that of IMs in most tests, the GMs
have a better generalization ability. For five-minute prediction,
the GM gets 0.7% error lower than IM. We also discuss the
effect of input interval on the prediction performance, which
guides the framework on how to select the effective input
interval. Furthermore, we use only 3 models to achieve the
STTP at network, while the traditional way needs to construct
27 models.
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