Entrelazamiento y correlaciones en sistemas cuánticos de muchos cuerpos by Cadarso Rebolledo, Andrea María
UNIVERSIDAD COMPLUTENSE DE MADRID 
FACULTAD DE CIENCIAS MATEMÁTICAS 
Departamento de Análisis Matemático 
 
 
 
 
TESIS DOCTORAL 
 
Análisis inferencial basado en medidas de Fi-divergencia para 
modelos loglineales con muestreo Multinomial y 
sobredispersión 
 
MEMORIA PARA OPTAR AL GRADO DE DOCTOR 
 
PRESENTADA POR 
 
Andrea  María Cadarso Rebolledo 
 
Directores 
 
David Pérez García 
Juan José García Ripoll 
 
 
 
Madrid, 2018 
 
 
 
© Andrea  María Cadarso Rebolledo, 2017 
UNIVERSIDAD COMPLUTENSE DE MADRID
FACULTAD DE CIENCIAS MATEMA´TICAS
DEPARTAMENTO DE ANA´LISIS MATEMA´TICO
TESIS DOCTORAL
Entrelazamiento y correlaciones
en sistemas cua´nticos de muchos cuerpos
Entanglement and correlations
in quantum many-body systems
Memoria para optar al grado de Doctor
presentada por:
Andrea Mar´ıa Cadarso Rebolledo
Bajo la direccio´n de los doctores:
Dr. David Pe´rez Garc´ıa
Dr. Juan Jose´ Garc´ıa Ripoll

UNIVERSIDAD COMPLUTENSE DE MADRID
SCHOOL OF MATHEMATICS
DEPARTMENT OF MATHEMATICAL ANALYSIS
Entanglement and correlations
in quantum many-body systems
Analytical and numerical methods
in quantum information and computation
A thesis submitted in fulfillment
of the requirements for the degree of
Doctor of Philosophy in Mathematics
Andrea Mar´ıa Cadarso Rebolledo
Advisors:
Dr. David Pe´rez Garc´ıa
Dr. Juan Jose´ Garc´ıa Ripoll

A mis padres, Luis y Chelo.

Contents
Contents i
List of Figures iv
List of Tables v
I Introduction 1
1 Introduccio´n en castellano 7
1.1 Motivacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Objetivos y resultados principales . . . . . . . . . . . . . . . . . . 10
1.3 Estructura de la tesis . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Conclusiones y trabajo futuro . . . . . . . . . . . . . . . . . . . . 14
1.5 Contribuciones cient´ıficas . . . . . . . . . . . . . . . . . . . . . . . 19
2 Introduction 21
2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Objectives and main results . . . . . . . . . . . . . . . . . . . . . 24
2.3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4 Scientific contributions . . . . . . . . . . . . . . . . . . . . . . . . 28
3 Entanglement and locality in quantum many-body systems 31
3.1 Quantum many-body systems . . . . . . . . . . . . . . . . . . . . 31
3.2 Entanglement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Locality and propagation of correlations. Lieb-Robinson bounds. . 39
4 Tensor Network States 43
4.1 Matrix product states . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Matrix product density operators . . . . . . . . . . . . . . . . . . 52
4.3 Numerical methods using tensor networks . . . . . . . . . . . . . 53
i
II Body 59
5 Entanglement and fractional magnetization 61
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Fractional magnetization in spin chains . . . . . . . . . . . . . . . 61
5.3 A toy example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 A large fractional magnetization implies large entanglement . . . 64
5.5 Conclusions and outlook . . . . . . . . . . . . . . . . . . . . . . . 69
6 Entanglement and long-range interactions 71
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Main result: large interaction length implies large entanglement . 72
6.3 Approximation of quantum states using matrix product states . . 73
6.4 Injectivity can be reached fast . . . . . . . . . . . . . . . . . . . . 78
6.5 Results for non-translationally invariant matrix product states . . 81
6.6 Proof of the main theorem . . . . . . . . . . . . . . . . . . . . . . 83
6.7 Conclusions and outlook . . . . . . . . . . . . . . . . . . . . . . . 84
7 Lieb-Robinson bounds for spin-boson models 87
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.2 Model and motivation . . . . . . . . . . . . . . . . . . . . . . . . 88
7.3 Main result: Spin-boson Lieb-Robinson bounds . . . . . . . . . . 89
7.4 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.5 Proof of the theorem . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.6 Conclusions and outlook . . . . . . . . . . . . . . . . . . . . . . . 101
8 Lieb-Robinson bounds in trapped-ion crystals 103
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
8.2 Lieb-Robinson bounds for spin correlations in trapped-ion crystals 104
8.3 Probing Lieb-Robinson bounds through fluorescence measurements 119
8.4 Conclusions and outlook . . . . . . . . . . . . . . . . . . . . . . . 123
9 Quantum algorithms for quantum metrology 125
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
9.2 The frequency comb. Classical stabilization. . . . . . . . . . . . . 126
9.3 Quantum protocols for stabilization. . . . . . . . . . . . . . . . . 126
9.4 Analysis and performance of the protocols . . . . . . . . . . . . . 131
9.5 Physical implementations . . . . . . . . . . . . . . . . . . . . . . . 133
9.6 Experimental errors . . . . . . . . . . . . . . . . . . . . . . . . . . 137
9.7 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
9.8 Conclusions and outlook . . . . . . . . . . . . . . . . . . . . . . . 145
10 Conclusions and future work 151
Bibliography 155
List of Figures
1.1 Los estados que cumplen una ley de a´rea son un subconjunto pequen˜o
del espacio de Hilbert total . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 The states fulfilling an area law are a small corner of the total Hilbert
space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.1 Tensor network diagrams . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Operations using tensor network diagrams . . . . . . . . . . . . . . . 44
4.3 Diagram of the AKLT model using the VBS picture . . . . . . . . . . 45
4.4 MPS representations for OBC and TI-PBC states . . . . . . . . . . . 48
5.1 Results of the original quantum Hall effect experiment . . . . . . . . 62
5.2 Magnetization curve for a spin chain . . . . . . . . . . . . . . . . . . 63
6.1 Representation of the map Γ∗nΓn for a given MPS . . . . . . . . . . . 80
7.1 Scheme of the spin-boson lattice model . . . . . . . . . . . . . . . . . 89
8.1 Scheme of a Paul ion trap . . . . . . . . . . . . . . . . . . . . . . . . 105
8.2 Scheme of a Penning ion trap . . . . . . . . . . . . . . . . . . . . . . 105
8.3 Spin correlation spread in the impulsive regime . . . . . . . . . . . . 109
8.4 Lieb-Robinson bounds for the spin correlations in an ion chain . . . . 110
8.5 Lieb-Robinson bounds for the spin correlations in a triangular ion
crystal in a Penning trap . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.6 Experimental sequence to test the Lieb-Robinson bounds . . . . . . . 121
9.1 Laser pulses of a frequency comb. Time and frequency representation. 127
9.2 Comparison between the real unitary and the RWA unitary . . . . . 146
9.3 Measurement setups for a frequency comb . . . . . . . . . . . . . . . 147
9.4 Raman setups for the train of pulses of a frequency comb . . . . . . . 147
9.5 Population of the states and relative phase between states . . . . . . 148
9.6 Beam splitter and delayer implementation . . . . . . . . . . . . . . . 149
iv
List of Tables
9.1 Sensitivities for the protocols . . . . . . . . . . . . . . . . . . . . . . 132
9.2 Typical parameters of a frequency comb . . . . . . . . . . . . . . . . 140
9.3 Regimes of application for the phase stabilization protocol . . . . . . 144
v

Agradecimientos
Esta tesis doctoral es fruto del trabajo realizado a lo largo de cuatro an˜os y de
la colaboracio´n y el apoyo de muchas personas, a las que debo mi ma´s sincera
gratitud.
En primer lugar, quiero dar las gracias a mis directores de tesis, Juan Jose´
Garc´ıa Ripoll y David Pe´rez Garc´ıa, por su tiempo, buenos consejos, generosidad
y paciencia. Gracias Juanjo, por tu puerta abierta desde el primer d´ıa y por
compartir tus amplios conocimientos sobre f´ısica. Gracias David, por encontrar
siempre un hueco para hablar en la pizarra y por el entusiasmo constante por las
matema´ticas que siempre transmites. Gracias a ambos por vuestra dedicacio´n,
por las muchas preguntas que habe´is contestado en detalle y por el inagotable
compromiso con vuestro trabajo.
Gracias a los miembros del grupo QUINFOG, en el Instituto de F´ısica Fun-
damental (CSIC), con los que he compartido comidas en el comedor del CSIC,
conversaciones, viajes a congresos y grandes momentos. Gracias a Juan Leo´n,
Jordi Mur, Jaime Julve, Alejandro Bermu´dez, Hans Westman, Andreas Kurcz,
Diego G. Olivares, Miguel Montero y Johannes Junemann. Gracias Borja, por las
conversaciones en el despacho y por tu buen humor, gracias Marco, por tus perlas
de sabidur´ıa pero sobre todo por el insuperable viaje a Malta, gracias Carlos, por
las charlas de cafe´, por las cenas en Inglaterra junto a Mencha y Nicola´s y por
tus extraordinarias imitaciones. Gracias Edu, por tu amistad desde los inicios en
Hypatia hasta el d´ıa de hoy. Gracias Emilio, por tener siempre a mano una buena
palabra o un temazo de mu´sica con el que alegrar el d´ıa, ha sido un aute´ntico
placer compartir el despacho contigo.
Tambie´n me gustar´ıa dar las gracias al grupo de Matema´ticas e Informacio´n
Cua´ntica de la UCM, en especial, gracias a Nacho Villanueva, Carlos Ferna´ndez,
Carlos Gonza´lez, Carlos Palazuelos, Sofyan Iblisdir, y a los ex-miembros, Angelo
Luc´ıa, Toby Cubitt y Tom Cooney.
Durante el desarrollo de esta tesis tuve la oportunidad de visitar el grupo de
teor´ıa del Instituto Max Planck de O´ptica Cua´ntica. Me gustar´ıa agradecer a
Ignacio Cirac y a Mari Carmen Ban˜uls la invitacio´n y la posibilidad de conocer
el grupo y el instituto. Agradezco tambie´n a Gemma de las Cuevas, Michael
vii
Agradecimientos
Lubasch, a Juan Bermejo Vega y al resto de integrantes del grupo, las agradables
conversaciones y tiempo compartido durante mis visitas.
Debo mucho a mis amigos, Miriam, Patri, Marina, Anuka, a los frikima´ticos,
Alba y Pablo, Jorge y Leire, Cruz, Omar y Vero, por los buenos momentos que
hemos pasado juntos en los u´ltimos an˜os y por vuestras numerosas palabras de
a´nimo y comprensio´n.
Quiero dar las gracias al equipo de Quantitative Development de BBVA por
haberme dado la posibilidad de desarrollar mi carrera profesional mientras ela-
boraba esta tesis doctoral.
Gracias a mi familia, en especial a mis padres, Luis y Chelo, que siempre me
han apoyado, a Alfonso y a Carmen, a mis hermanos, Pablo, Luis y Alejandro, a
mis abuelas, Chelo y Maruja, y a mi madrina, Carmen Mar´ıa. Gracias tambie´n a
Carmen, Antonio y Raquel por hacerme sentir parte de vuestra familia en Madrid.
A todas las personas que forma´is parte de mi vida, gracias por vuestro apoyo,
esta tesis existe gracias a todos vosotros.
Por u´ltimo, gracias, A´lvaro, por tu apoyo constante, por estar a mi lado du-
rante el tiempo que he dedicado a escribir esta tesis y ayudarme a mejorar cada
d´ıa, pero sobre todo, por hacerme feliz.
viii
Part I
Introduction
1

Resumen
Los sistemas cua´nticos de muchos cuerpos ofrecen numerosos retos para diversos
campos de la f´ısica y las matema´ticas, como la materia condensada, la teor´ıa de la
informacio´n cua´ntica, la teor´ıa de operadores o el ana´lisis nume´rico. Algunos de
estos problemas surgen de la gran complejidad de estos sistemas, que dificulta su
estudio mediante me´todos cla´sicos, as´ı como del intere´s de la comunidad cient´ıfica
por comprender sus propiedades f´ısicas, tales como la dina´mica, estructura de
correlaciones o comportamiento tanto dentro como fuera del equilibrio. Entre las
propiedades ma´s interesantes de estos sistemas se encuentra el entrelazamiento,
un cierto tipo de correlacio´n cua´ntica que carece de ana´logo en sistemas cla´sicos
y que se ha establecido como un recurso imprescindible en los campos de la
informacio´n y computacio´n cua´ntica.
La presente tesis doctoral profundiza en el estudio de correlaciones, localidad
y entrelazamiento en sistemas cua´nticos. En particular, se enfoca en herramien-
tas matema´ticas como redes de tensores, cotas de Lieb-Robinson y algoritmos
cua´nticos, para obtener resultados originales, tanto anal´ıticos como nume´ricos,
de aplicacio´n directa en teor´ıa de la informacio´n cua´ntica, materia condensada y
metrolog´ıa cua´ntica.
Los sistemas cua´nticos que estudiamos consisten en conjuntos de part´ıculas
que interaccionan localmente unas con otras. La localidad de estos sistemas per-
mite establecer una cota superior finita a la velocidad de propagacio´n de las
excitaciones, tambie´n conocida como cota de Lieb-Robinson. En esta tesis, de-
mostramos que existen cotas de Lieb-Robinson para modelos de espines que in-
teraccionan en una red mediante un campo boso´nico que tambie´n verifica una
cota de Lieb-Robinson en ausencia de acoplamiento esp´ın-boso´n. Aplicando estas
cotas a sistemas de iones atrapados, observamos que la propagacio´n de las corre-
laciones de esp´ın mediante los fonones de un cristal io´nico puede ser ma´s ra´pida
que el re´gimen explorado actualmente en los experimentos. Por este motivo, pro-
ponemos un esquema experimental para probar las cotas que consiste en medir
las funciones de correlacio´n retardadas a trave´s de la fluorescencia del cristal.
La localidad de las interacciones tambie´n impone restricciones sobre la es-
tructura del entrelazamiento de los sistemas cua´nticos y permite encontrar re-
presentaciones matema´ticas eficientes denominadas redes de tensores. Las redes
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de tensores son conjuntos de tensores interconectados que reflejan la estructura
de entrelazamiento del sistema, reducen la complejidad de su representacio´n y
capturan las propiedades f´ısicas ma´s relevantes de los estados cua´nticos en los
que estamos interesados. En esta tesis, utilizamos el caso unidimensional de las
redes de tensores, tambie´n conocido como estados producto de matriz (MPS),
para probar resultados anal´ıticos y realizar simulaciones nume´ricas. Ma´s espec´ıfi-
camente, demostramos que una gran fraccionalizacio´n en la magnetizacio´n de una
cadena de espines o la existencia de interacciones de largo alcance implican una
gran cantidad de entrelazamiento en el estado de la cadena.
Las correlaciones y el entrelazamiento se han revelado como recursos de gran
utilidad en metrolog´ıa cua´ntica, estableciendo nuevas te´cnicas de medida que me-
joran la precisio´n respecto a los me´todos exclusivamente cla´sicos. En esta tesis,
establecemos algoritmos cua´nticos para medir las correlaciones temporales que se
acumulan en un sistema cua´ntico tras su interaccio´n con pulsos de luz la´ser. A
partir de esta nocio´n, introducimos el concepto de interferometr´ıa cua´ntica mul-
tipulso en el que un a´tomo o conjunto de a´tomos pueden actuar como un detector
que mide de forma precisa diferencias entre pulsos de luz la´ser o propiedades de
los pulsos. Por u´ltimo, aplicamos este concepto para caracterizar y estabilizar
un peine de frecuencias con una mejora polinomial en la sensibilidad respecto a
protocolos cla´sicos.
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Abstract
The study of quantum many-body systems poses a wide range of complex prob-
lems in different areas of physics and mathematics, such as condensed matter,
quantum information theory, operator theory or numerical analysis. Some of
these problems arise due to the high complexity of these systems, which makes
their study unfeasible using classical approaches, as well as from the ever-growing
interest in understanding their dynamics, physical properties and behaviour both
in and out of equilibrium. Among the most interesting properties of these systems
lies entanglement, a certain type of quantum correlation which is not present in
classical systems and which has proven to be essential for quantum computation
and quantum information.
This dissertation deals with the study of correlations, locality and entangle-
ment in quantum systems. It relies on mathematical tools such as tensor network
representations, Lieb-Robinson bounds and quantum algorithms in order to ob-
tain original results, both analytical and numerical, with practical applications
to quantum information theory, condensed matter and quantum metrology.
We investigate quantum many-body systems which consist on particles inter-
acting locally with each other. Locality gives rise to a finite upper bound to the
velocity of propagation for excitations, which is known as Lieb-Robinson bound.
In our work, we prove the existence of Lieb-Robinson bounds for spin-boson
models, where the spins interact through a bosonic lattice field which satisfies a
Lieb-Robinson bound itself in the absence of spin-boson coupling. We apply these
bounds to systems of trapped ions and we observe that the propagation of spin
correlations may be faster than the speeds currently observed in state-of-the-art
experiments. We present an experimental proposal to test the bounds, measuring
retarded correlation functions.
The locality of the interactions also restricts the structure of entanglement
and makes possible to obtain efficient mathematical representations of quantum
systems, also known as tensor network representations. Tensor network states
are built from sets of interconnected tensors and they reflect the structure of
entanglement of the original states, while reducing the complexity of their repre-
sentation and capturing the most relevant physical properties. In this thesis, we
use the one-dimensional case of tensor networks, also known as matrix product
5
Abstract
states (MPS) to prove analytical results and to perform numerical simulations.
We quantify the amount of entanglement that exists in a quantum spin chain un-
der certain physical conditions such as the fractionalization of the magnetization
or the absence of a local parent Hamiltonian. We prove that a large fractional-
ization in the magnetization or the need of long-range interactions implies a large
amount of entanglement in a quantum spin chain.
Correlations and entanglement have become fundamental resources in quan-
tum metrology, bringing forward new measurement techniques which significantly
improve the precision in comparison to classical protocols. In this thesis, we sug-
gest novel quantum algorithms to measure time correlations which accumulate
in a quantum system during its interaction with laser pulses. Building from
this notion, we introduce the concept of multipulse quantum interferometry in
which a single atom or an ensemble of atoms act as a detector that measures
accurately differences between pulses of laser light or individual properties of the
pulses. Finally, we apply this idea to the characterization and stabilization of
a frequency comb, obtaining a polynomial improvement on the sensitivity over
classical protocols.
6
1 Introduccio´n en castellano
1.1 Motivacio´n
Los sistemas cua´nticos de muchos cuerpos suscitan preguntas fundamentales en
diversos contextos f´ısicos y matema´ticos, como la f´ısica de altas energ´ıas, la mate-
ria condensada, la informacio´n cua´ntica, el ana´lisis nume´rico o la teor´ıa de opera-
dores. Matema´ticamente, un sistema cua´ntico puro constituido por N part´ıculas
de dimensio´n f´ısica d se puede representar mediante un vector unitario en un
espacio de Hilbert H = (Cd)⊗N , tambie´n llamado vector estado del sistema, de la
forma siguiente:
|ψ〉 =
d∑
i1,...,iN=1
λi1,...,iN |i1〉 ⊗ . . .⊗ |iN〉, λi1,...,iN ∈ C (1.1)
donde cada |ir〉dir=1 es una base ortonormal del espacio de Hilbert Cd. Como se
puede observar en la ecuacio´n 1.1, se necesitan dN coeficientes complejos λi1,...,iN
para representar el estado |ψ〉, lo cual significa que la descripcio´n exacta de un
sistema de N part´ıculas requiere un nu´mero de para´metros que escala exponen-
cialmente con el nu´mero de part´ıculas.
Este crecimiento exponencial conlleva que la simulacio´n de los sistemas cua´nti-
cos sea sumamente compleja usando recursos cla´sicos, excepto al restringirnos
a sistemas con taman˜os suficientemente pequen˜os. Incluso para una cadena de
esp´ın 1
2
y longitud N ∼ 50, la caracterizacio´n del sistema requiere una cantidad
de memoria dedicada superior a la memoria disponible en los ordenadores cla´sicos
actuales.
Una de las propiedades ma´s relevantes de los sistemas cua´nticos es el entrelaza-
miento, un tipo de correlacio´n que carece de ana´logo en sistemas cla´sicos. La des-
cripcio´n cla´sica de un sistema puro multipartito compuesto por n subsistemas se
puede escribir como el estado producto de los n sistemas considerados individual-
mente. Por otra parte, si consideramos el formalismo cua´ntico, dicho sistema debe
describirse usando la ecuacio´n 2.1, que, en general, no es equivalente al producto
tensorial de los estados de los subsistemas, es decir, |ψ〉 6= |ψ1〉⊗|ψ2〉⊗ . . .⊗|ψn〉 .
7
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Hilbert space of many-body systems
States fulfilling an area law
Figura 1.1: El espacio de Hilbert correspondiente a los estados que cumplen una
ley de a´rea para la entrop´ıa de entrelazamiento es un subconjunto muy pequen˜o
del espacio de Hilbert total de los sistemas cua´nticos de muchos cuerpos. El
espacio de los estados con una ley de a´rea se ha denominado informalmente como
una “pequen˜a esquina” del estado de Hilbert subyacente.
Los estados puros con entrelazamiento son precisamente aquellos que no se pueden
escribir como el producto tensorial de los estados de los subsistemas individuales.
Algunos de los ejemplos paradigma´ticos de estados puros entrelazados son los
pares de Bell o los pares de Einstein-Podolsky-Rosen [EPR35], que se componen
de dos part´ıculas A y B de esp´ın 1/2, con estados posibles |↑〉 o |↓〉 , tales como:
|ψEPR〉 = 1√
2
(|↑〉A ⊗ |↓〉B − |↓〉A ⊗ |↑〉B) . (1.2)
Si consideramos la clase ma´s general de los estados mixtos, los estados entre-
lazados son aquellos que no se pueden construir a partir de un producto tensorial
utilizando u´nicamente operaciones locales y comunicacio´n cla´sica [Wer89]. En
la actualidad, el entrelazamiendo se ha convertido en un elemento clave para los
campos de la informacio´n y computacio´n cua´ntica, dando lugar a aplicaciones no-
tables como la teleportacio´n cua´ntica [BBC+93], la criptograf´ıa cua´ntica [Eke91]
o la codificacio´n superdensa [BW92].
La representacio´n y caracterizacio´n de los estados entrelazados multiparti-
tos es un problema desafiante, entre otros motivos por el crecimiento exponen-
cial del espacio de Hilbert subyacente. Afortunadamente, estamos interesados
en sistemas compuestos por un gran nu´mero de part´ıculas que interaccionan lo-
calmente entre ellas en un conjunto macrosco´pico. La localidad de las interac-
ciones permite demostrar que los autoestados de baja energ´ıa de hamiltonianos
locales con gap verifican una ley de a´rea para la entrop´ıa de entrelazamiento
1[Has06, Has07a, ALV12, AKLV13, ECP10]. El conjunto de estados que satisfa-
1Este resultado se ha demostrado para sistemas unidimensionales y para sistemas en dos
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cen una ley de a´rea para la entrop´ıa de entrelazamiento es un pequen˜o subconjunto
del espacio de Hilbert total (ver Fig. 1.1). Esto nos permite obtener representacio-
nes matema´ticas eficientes para los sistemas cua´nticos basadas en la estructura de
la entrop´ıa del entrelazamiento: las redes de tensores [VC04, Vid07]. Estas repre-
sentaciones esta´n basadas en conjuntos de tensores interdependientes que reflejan
la estructura del entrelazamiento y reducen la complejidad de la representacio´n
del estado original, mientras capturan las propiedades f´ısicas ma´s relevantes.
Las redes de tensores unidimensionales, tambie´n conocidas como estados pro-
ducto de matriz (MPS) se introdujeron inicialmente en el trabajo de Fannes,
Nachtergaele y Werner [FNW92]. Se trata de estados puros cuyos coeficientes
pueden calcularse como el producto de matrices,
|ψ〉 =
d∑
i1,...,iN
tr
[
A
[1]
i1
. . . A
[N ]
iN
]
|i1 . . . in〉, (1.3)
donde A
[k]
ik
∈ MDk×Dk+1 son las matrices asociadas al sitio k del sistema unidi-
mensional [PGVWC07]. La relevancia de estos estados se debe a que los MPS son
una buena representacio´n de los sistemas en una dimensio´n que cumplen una ley
de a´rea [Has07a, SWVC08, VC06] y capturan toda la f´ısica de los sistemas uni-
dimensionales [Has07b, Has06, Vid04]. Los estados producto de matriz permiten
explicar el e´xito de me´todos nume´ricos como el Density Matrix Renormaliza-
tion Group (DMRG) propuesto por White [Whi92, Whi93] para simular sistemas
unidimensionales fuertemente correlacionados. Por otra parte, los estados mix-
tos tambie´n se pueden representar como redes de tensores usando operadores de
densidad producto de matriz (MPDO) [VGRC04, PMCV10], y simular su evolu-
cio´n en equilibrio te´rmico y bajo disipacio´n mediante me´todos nume´ricos basados
en este formalismo [VGRC04, PMCV10]. Sin embargo, los operadores de densi-
dad producto de matriz deben superar un fuerte obsta´culo, ya que no es posible
determinar si el estado global del sistema es positivo semidefinido simplemen-
te estudiando las matrices locales Ai que definen el MPDO [KGE14, DCC
+16].
Las purificaciones, un cierto tipo de MPDO, permiten superar esta limitacio´n
al estar definidas como un MPS con un entorno local en cada sitio, generando
un estado positivo global por construccio´n. Las descripciones de un estado mixto
como MPDO o como purificacio´n no son equivalentes en general [DSPGC13], aun-
que existen me´todos para obtener una purificacio´n a partir de un cierto MPDO
[DSPGC13].
Otra consecuencia de la localidad de las interacciones es la existencia de una
cota para la velocidad de propagacio´n de las correlaciones, conocida como co-
ta de Lieb-Robinson. Las cotas de Lieb-Robinson [LR72] son una herramienta
dimensiones bajo ciertas hipo´tesis. Cuando dichas hipo´tesis no se cumplen en dos dimensiones, la
pregunta de si los autoestados de energ´ıa ma´s baja para hamiltonianos locales con gap cumplen
una ley de a´rea se trata de un problema abierto llamado la conjetura de la ley de a´rea, una de
las preguntas abiertas ma´s relevantes en el campo.
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fundamental para estudiar sistemas en materia condensada y permiten demos-
trar que, bajo ciertas condiciones, los sistemas cua´nticos no relativistas exhiben
una estructura causal ana´loga a la de sistemas descritos por teor´ıas cua´nticas
de campo [PS95]. Estas cotas tambie´n se pueden utilizar para probar propie-
dades f´ısicas importantes, como leyes de escala para la entrop´ıa de entrelaza-
miento [Has07a, ECP10], el decaimiento exponencial de las correlaciones para el
estado fundamental de hamiltonianos con gap [HK06] o la estabilidad del orden
topolo´gico [BHV06].
El estudio de los sistemas cua´nticos no se centra u´nicamente en el estudio de
sus propiedades, sino que tambie´n existen l´ıneas de investigacio´n dedicadas a la
bu´squeda de nuevas aplicaciones en tecnolog´ıas cua´nticas [OFV10]. Un ejemplo
de ello, es el uso de sistemas cua´nticos para obtener me´todos ma´s precisos en
metrolog´ıa cua´ntica [LKD02, GLM11], como la mejora en las te´cnicas de medida
usando entrelazamiento [NKD+11, Mac13] o la obtencio´n de algoritmos cua´nticos
que mejoran los recursos cua´nticos para realizar una cierta tarea.
1.2 Objetivos y resultados principales
Esta tesis doctoral se dedica al estudio de las correlaciones, localidad y entrelaza-
miento en sistemas cua´nticos. Se enfoca en te´cnicas matema´ticas como las repre-
sentaciones con redes de tensores, cotas de Lieb-Robinson y algoritmos cua´nti-
cos para obtener resultados originales anal´ıticos y nume´ricos con aplicaciones
pra´cticas en informacio´n cua´ntica, materia condensada y metrolog´ıa cua´ntica.
Los resultados principales de este trabajo se pueden clasificar en tres categor´ıas
diferenciadas en las que tratamos de contestar varias preguntas: “Entrelazamiento
y estados producto de matriz”, “Localidad y cotas de Lieb-Robinson” y “Algo-
ritmos cua´nticos para metrolog´ıa cua´ntica”.
Entrelazamiento y estados producto de matriz
Los estados producto de matriz ofrecen una representacio´n natural para los siste-
mas cua´nticos de muchos cuerpos en te´rminos de la estructura del entrelazamiento
del sistema. A pesar de que el entrelazamiento es uno de los recursos fundamen-
tales en f´ısica cua´ntica, todav´ıa se desconocen las condiciones bajo las cuales es
posible afirmar que existe una gran cantidad de entrelazamiento [Sre93, ECP10].
Se han obtenido algunos resultados para sistemas unidimensionales, por ejemplo,
los estados que sufren una transicio´n resistiva cua´ntica muestran una gran canti-
dad de entrelazamiento [Car11], pero la imagen general todav´ıa esta´ incompleta.
Nuestro objetivo en los cap´ıtulos 5 y 6 consiste en encontrar nuevos escenarios en
los que sea posible cuantificar el entrelazamiento, tales como la fraccionalizacio´n
en la magnetizacio´n de una cadena de espines o la imposibilidad de aproximar un
10
1.2. Objetivos y resultados principales
cierto estado por el estado fundamental de un hamiltoniano con interacciones de
corto alcance, sin frustracio´n y con gap.
Objetivo 1: Estudiar la relacio´n entre la fraccionalizacio´n en la
magnetizacio´n de una cadena de espines cua´ntica y la entrop´ıa de
entrelazamiento del sistema.
En el cap´ıtulo 5 utilizamos estados producto de matriz para cuatificar la cantidad
de entrelazamiento en una cadena de espines [CSW+13]. En particular, probamos
que una gran fraccionalizacio´n en la magnetizacio´n de dicho estado, implica la
existencia de una gran cantidad de entrelazamiento en el sistema. Para poder
demostrar rigurosamente esta afirmacio´n, debemos desarrollar la teor´ıa de los
estados producto de matriz, extendiendo resultados previos ya presentados en las
referencias [PGVWC07, PGWS+08, SWPGC09], y obteniendo resultados nuevos.
Objetivo 2: Estudiar la relacio´n entre la existencia de interacciones de
largo alcance en el hamiltoniano padre de una cadena de espines
cua´ntica y la entrop´ıa de entrelazamiento del sistema.
En el cap´ıtulo 6, obtenemos otro conjunto de condiciones bajo las cuales pode-
mos cuantificar el entrelazamiento para un sistema unidimensional. Cuando un
sistema tiene interacciones de largo alcance, intuitivamente esperamos que toda
regio´n este´ correlacionada con cualquier otra regio´n del estado, lo cual deber´ıa re-
flejarse en la entrop´ıa de entrelazamiento. No obstante, no es sencillo transformar
esta intuicio´n en un resultado matema´tico riguroso. En este cap´ıtulo establecemos
una cota inferior a la entrop´ıa de entrelazamiento de un estado producto matriz
traslacionalmente invariante, que no es el estado fundamental de ningu´n hamil-
toniano con gap, sin frustracio´n y con interacciones de corto alcance y que se
encuentra suficientemente alejado de cualquier otro estado con estas propiedades
para cualquier longitud de interaccio´n dada [CSW+13]. Adema´s, demostramos
que el entrelazamiento escala linealmente con la longitud de interaccio´n. Para
probar este resultado, debemos obtener nuevas cotas que permiten aproximar la
matriz de densidad reducida del sistema usando otra matriz de densidad reducida
cuyas matrices asociadas tienen una dimensio´n de enlace inferior.
Localidad y cotas de Lieb-Robinson
La localidad es otra de las propiedades de los sistemas cua´nticos que estudia-
mos en esta tesis, puesto que los sistemas que consideramos se componen de
part´ıculas que interaccionan localmente unas con otras. Una consecuencia de la
localidad es la existencia de una cota superior finita para la velocidad de propa-
gacio´n de las excitaciones, tambie´n denominada cota de Lieb-Robinson. En 1972,
Lieb y Robinson demostraron que la velocidad de grupo para la propagacio´n de
las correlaciones en sistemas cua´nticos de muchos cuerpos con interacciones de
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corto alcance esta´ acotada superiormente por una constante finita independiente
del tiempo [LR72]. Posteriormente, estas cotas se extendieron a diferentes siste-
mas f´ısicos, como sistemas con interacciones de largo alcance con un decaimien-
to exponencial o algebraico, o para ciertos tipos de hamiltonianos no acotados
[NRSS07, NRSS09, NS10a, BHV06, PSHKMK09, CSE08]. Numerosos resultados
sobre la propagacio´n de las correlaciones y aplicaciones teo´ricas relevantes se han
desarrollado usando las cotas de Lieb-Robinson, como, por ejemplo, el clustering
exponencial de las correlaciones [HK06] o la eficiencia de me´todos nume´ricos co-
mo el DRMG dependiente del tiempo [Whi92, Whi93]. Nuestro objetivo en esta
seccio´n es encontrar nuevas cotas de Lieb-Robinson para modelos de esp´ın-boso´n
en ret´ıculos, que pueden observarse experimentalmente en cristales io´nicos.
Objetivo 3: Establecer cotas de Lieb-Robinson para modelos de
esp´ın-boso´n en ret´ıculos.
En el cap´ıtulo 7 obtenemos cotas de Lieb-Robinson para un modelo general de
sistemas con dimensio´n finita, interaccionando a trave´s de un campo boso´nico
que satisface una cota de Lieb-Robinson en ausencia de acoplamiento esp´ın-boso´n
[JCPG+13]. Estas cotas se pueden aplicar al caso general de modelos de esp´ın-
boso´n en ret´ıculos independientemente de la geometr´ıa del ret´ıculo y pueden
probarse experimentalmente usando tecnolog´ıa del estado del arte.
Objetivo 4: Obtener cotas de Lieb-Robinson para cristales de iones en
diferentes reg´ımenes.
En el cap´ıtulo 8, aplicamos las cotas de Lieb-Robinson que hemos obtenido en el
cap´ıtulo 7 a cristales de iones atrapados, y observamos que la velocidad de propa-
gacio´n de las correlaciones puede ser ma´s ra´pida que las escalas temporales que
se consideran en los experimentos actuales [JCPG+13]. Por otra parte, tambie´n
derivamos cotas de Lieb-Robinson en el re´gimen perturbativo, donde la veloci-
dad de las correlaciones es menor, y en el re´gimen impulsivo, donde las fuerzas
actu´an localmente sobre los iones separados durante un periodo de tiempo corto
y la propagacio´n de las correlaciones depende u´nicamente de la propagacio´n de
los fonones y de la eficiencia del acoplamiento esp´ın-boso´n en los esp´ın y bosones
correlacionados. En este cap´ıtulo obtenemos la velocidad de propagacio´n o´ptima
en el re´gimen impulsivo, en el que se satura la cota de Lieb-Robinson. Propone-
mos un esquema experimental para medir las funciones de correlacio´n retardadas
a trave´s de la fluorescencia del cristal, lo cual nos permite probar las cotas de
Lieb-Robinson que hemos obtenido en el re´gimen perturbativo.
Algoritmos cua´nticos para metrolog´ıa cua´ntica
El entrelazamiento y las correlaciones han generado numerosas aplicaciones en
tecnolog´ıas cua´nticas [OFV10], como los sistemas de distribucio´n de clave cua´nti-
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ca [GT07] en los que se usa el entrelazamiento para garantizar la seguridad de
la clave para aplicaciones criptogra´ficas. Por otra parte, tambie´n se han utilizado
en metrolog´ıa cua´ntica [LKD02] para obtener nuevas te´cnicas de medida que me-
joran la precisio´n respecto a protocolos cla´sicos [CPHH15]. En esta a´rea, nuestro
objetivo se centra en buscar nuevas aplicaciones del uso de correlaciones y algo-
ritmos cua´nticos en metrolog´ıa cua´ntica, como la caracterizacio´n y estabilizacio´n
de un peine de frecuencias.
Objetivo 5: Los sistemas cua´nticos se pueden usar como detectores
que miden propiedades de pulsos la´ser con una alta precisio´n.
En el cap´ıtulo 9, proponemos nuevos algoritmos cua´nticos para medir correlacio-
nes temporales que se acumulan en un sistema cua´ntico durante su interaccio´n
con un tren de pulsos la´ser. A partir de esta idea, introducimos la nocio´n de in-
terferometr´ıa cua´ntica multipulso (MPQI) [CMPGR14], en la que un a´tomo o un
conjunto de a´tomos actu´an como un detector que mide las diferencias entre pulsos
de luz la´ser o propiedades espec´ıficas de los pulsos. A continuacio´n, mostramos
co´mo se pueden utilizar estos algoritmos para caracterizar y estabilizar un peine
de frecuencias. Esta aplicacio´n da lugar a una mejor polinomial sobre la sensi-
bilidad de los protocolos cla´sicos existentes, y puede extenderse para proponer
nuevos esta´ndares para la medicio´n de tiempos y frecuencias.
1.3 Estructura de la tesis
Esta tesis esta´ compuesta por un resumen en castellano e ingle´s, por una intro-
duccio´n en castellano en la que se detallan los objetivos, resultados, conclusiones
y l´ıneas futuras de investigacio´n de la tesis y por la tesis completa en ingle´s. El
cuerpo de la tesis se estructura en diez cap´ıtulos: el cap´ıtulo 2 es una introduccio´n
y motivacio´n autocontenida, los cap´ıtulos 3 y 4 presentan los requisitos necesarios
para dar contexto al resto de la memoria. Estos primeros cap´ıtulos tratan temas
diversos, como los principios de la meca´nica cua´ntica, la teor´ıa del entrelazamien-
to, la teor´ıa de las redes de tensores o las cotas de Lieb-Robinson. Los cap´ıtulos
5-9 contienen los resultados de la tesis y todos ellos tienen una estructura ana´lo-
ga, compuesta de una introduccio´n, los resultados principales y una conclusio´n
que resume los puntos fundamentales y propone una visio´n general de las futuras
l´ıneas de investigacio´n.
Ma´s espec´ıficamente, en el cap´ıtulo 2 presentamos el propo´sito, los resultados
principales y la visio´n general de la tesis; este cap´ıtulo ofrece la informacio´n
necesaria acerca de los objetivos y la estructura de la memoria.
En los cap´ıtulos 3 y 4 revisamos la teor´ıa general de varios temas en los que
se fundamenta la tesis y que puede ayudar a aquellos lectores que desconozcan
alguna de las a´reas que tratamos. Estos cap´ıtulos ofrecen la notacio´n utilizada
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en el resto de la tesis y el conjunto de te´cnicas que se usan para demostrar los
resultados de los cap´ıtulos siguientes. El cap´ıtulo 3 revisa los conceptos ba´sicos
de la meca´nica cua´ntica, la teor´ıa del entrelazamiento y las medidas de entre-
lazamiento. Posteriormente, discutimos la propagacio´n de la informacio´n en los
sistemas cua´nticos y presentamos las ce´lebras cotas de Lieb-Robinson. El cap´ıtu-
lo 4 introduce una herramienta matema´tica que se usa en el cuerpo de la tesis
para representar los sistemas cua´nticos de muchos cuerpos: las redes de tensores
y, en particular, los estados producto de matriz.
Los cap´ıtulos 5 y 6 contienen los resultados relacionados con el entrelazamiento
y los estados producto de matriz. Estos cap´ıtulos abordan los objetivos 1 y 2 y
se han publicado en Physical Review B 87, 035114 (2013).
Los cap´ıtulos 7 y 8 tratan sobre las cotas de Lieb Robinson para modelos de
esp´ın-boso´n en ret´ıculos y su aplicacio´n para iones atrapados. Hemos dividido es-
tos resultados en dos cap´ıtulos diferentes, ya que en el primero de ellos exponemos
los resultados anal´ıticos y las nuevas cotas de Lieb-Robinson, mientras que en el
segundo tratamos las propuestas de implementacio´n experimental. En concreto,
el cap´ıtulo 7 aborda el objetivo 3 y el cap´ıtulo 8 trata el objetivo 4. Los resultados
presentados en este cap´ıtulo se han publicado en Physical Review Letters 111,
230404 (2013).
El cap´ıtulo 9 trata sobre el objetivo 5. Los resultados contenidos en este
cap´ıtulo se han publicado en Physical Review Letters 112, 073603 (2014).
Por u´ltimo, el cap´ıtulo 10 presenta las conclusiones y l´ıneas de trabajo futuras
que se discuten en cada uno de los cap´ıtulos.
1.4 Conclusiones y trabajo futuro
A continuacio´n mencionaremos las conclusiones de la tesis doctoral, que se en-
cuentran al final de cada uno de los cap´ıtulos, y las posibles l´ıneas de investigacio´n
futura que surgen a partir de los resultados recogidos en esta memoria.
Fraccionalizacio´n en la magnetizacio´n y entrelazamiento. En el cap´ıtulo
5 de esta tesis doctoral demostramos que en el estado de una cadena de espines
cua´ntica, una gran fraccionalizacio´n en la magnetizacio´n implica la existencia de
una gran cantidad de entrelazamiento. Para hacer esto, hemos establecido una
cota inferior para la entrop´ıa de entrelazamiento de cualquier regio´n conexa y
suficientemente grande de una cadena de espines cua´ntica. En esta l´ınea de inves-
tigacio´n ser´ıa interesante extender este resultado a sistemas en ma´s dimensiones,
utilizando PEPS [VC04]. Sin embargo, extender nuestros resultados a sistemas en
dos dimensiones da lugar a dificultades que son preguntas abiertas en el campo,
como la ausencia de una forma cano´nica para PEPS o la caracterizacio´n de la
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fraccionalizacio´n en estos sistemas. La forma cano´nica tiene una gran cantidad
de usos en el caso de los MPS y una de las ma´s relevantes es la caracterizacio´n de
simetr´ıas [PGWS+08] y de fases [CGW11, SPGC11]. En sistemas bidimensiona-
les, es posible caracterizar las diferentes simetr´ıas en el caso inyectivo pero este
resultado no se puede aplicar en los sistemas ma´s relevantes con orden topolo´gico,
como las fases SET [GW09, PBTO12]. Por otra parte, en sistemas unidimensio-
nales la fraccionalizacio´n surge de una estructura perio´dica, que explotamos en
el cap´ıtulo 5 para demostrar el resultado principal. No obstante, en dimensiones
superiores existen teselaciones aperio´dicas del plano que pueden dar lugar a siste-
mas f´ısicos fraccionalizados sin periodicidad ni propiedades topolo´gicas. Creemos
que puede ser interesante estudiar hamiltonianos relacionados con teselaciones
aperio´dicas del plano y determinar si los sistemas asociados dan lugar a frac-
cionalizacio´n. Tambie´n nos gustar´ıa llevar a cabo simulaciones nume´ricas para
cuantificar la cantidad de entrelazamiento en sistemas concretos que presentan
fraccionalizacio´n en la magnetizacio´n y determinar co´mo de buena es la cota que
presentamos y si es posible saturarla en algu´n caso.
Interacciones de largo alcance y entrelazamiento. A continuacio´n, en el
cap´ıtulo 6 demostramos que, para el estado de una cadena de espines, la imposibi-
lidad de encontrar un estado que la aproxime suficientemente bien y que adema´s
sea el estado fundamental de un hamiltoniano local requiere una gran cantidad de
entrelazamiento. Este resultado esta´ relacionado con otras muchas preguntas de
intere´s que no contestamos en esta tesis, como, por ejemplo, si es posible demos-
trar que un estado producto matriz traslacionalmente invariante con una cierta
dimensio´n de enlade D se puede aproximar usando un MPDO traslacionalmente
invariante con una dimensio´n de enlace menor D˜ ≤ D y tal que la cota de la
distancia entre ambos estados para L part´ıculas escale linealmente con L. Esto
dar´ıa lugar a cotas rigurosas sobre el error que se comete al usar me´todo nume´ricos
basados en MPS como el iTEBD, que se basan en truncar el resultado de evolu-
ciones temporales infinitesimales. En relacio´n con esta conjetura, hemos realizado
simulaciones nume´ricas para la cadena spin-1 de Heisenberg spin-1, calculando
la distancia entre para´metros de orden de cadena (SOP). Hemos encontrado que
el scaling entre los observables es lineal en el nu´mero de part´ıculas, afianzando
nuestra conjetura de que para estados traslacionalmente invariantes el escalado
para el error en la aproximacio´n de la matriz de densidad reducida de L part´ıculas
es lineal en L.
Otro resultado relacionado con los cap´ıtulos 5 y 6, que nos gustar´ıa explorar en
el futuro es la versio´n cua´ntica de la desigualdad de Wielandt’s [SPGWC10], que
implica la existencia de una cota en la longitud de interaccio´n para hamiltonianos
con un estado fundamental u´nico y que se puede representar de forma exacta como
un MPS. La pregunta sobre si existe un teorema de Wielandt en dimensiones
superiores sigue abierta y nos gustar´ıa abordarla en investigaciones futuras.
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Existen ma´s preguntas interesantes relacionadas con la representacio´n con re-
des de tensores, como cua´ndo es posible encontrar me´todos nume´ricos eficientes
para construir purificaciones de un operador de densidad producto matriz. Tal y
como veremos en la seccio´n 4.2, en general no es posible confirmar localmente la
positividad global de un MPDO. Siguiendo con esta l´ınea de investigacio´n, esta-
mos trabajando en desarrollar me´todos nume´ricos basados en el me´todo polino-
mial de suma de cuadrados [DSPGC13] para construir purificaciones aproximadas
eficientemente.
Cotas de Lieb-Robinson para modelos de esp´ın-boso´n. En el cap´ıtulo
7, derivamos cotas de Lieb-Robinson para un modelo general de sistemas finito-
dimensionales que interaccionan a trave´s de una campo boso´nico que satisface una
cota de Lieb-Robinson. Estas cotas se pueden aplicar a todos los sistemas de esp´ın-
boso´n en ret´ıculos independientemente de la dimensionalidad y de la geometr´ıa
del sistema. Para continuar en esta l´ınea de trabajo, nos gustar´ıa estudiar otras
implicaciones teo´ricas de estas cotas, como la eficiencia de los me´todos DMRG con
dependencia temporal o el clustering de correlaciones. Por otra parte, tambie´n
se podr´ıa intentar generalizar estas cotas al l´ımite en el continuo de la red y
demostrar si el cono de luz al que dan lugar las cotas de Lieb-Robinson en el
continuo se corresponde con el que esperar´ıamos al tomar el l´ımite del cono de
luz que se obtiene en el caso discreto. Esto nos permitir´ıa abordar la propagacio´n
de correlaciones en teor´ıas cua´nticas de campos que son el l´ımite uniforme de
modelos discretos de bosones interaccionando con fermiones.
Tambie´n nos gustar´ıa explorar otra posible generalizacio´n de las cotas de
Lieb-Robinson usando una ruta motivada f´ısicamente que complementar´ıa otras
te´cnicas propuestas en la literatura [HK06, NOS06, CSE08, NRSS09, Pou10,
PSHKMK09]. Existen ciertos sistemas infinito-dimensionales que no se encuen-
tran bajo las hipo´tesis de las cotas de Lieb-Robinson existentes, para los que es
posible definir estados de temperatura finita. Esta nocio´n de temperatura restrin-
ge notablemente el taman˜o de la regio´n a la variedad del estado fundamental y
su vecindad, y puede considerarse intuitivamente como una medida de para que´
operadores se pueden calcular valores esperados a una cierta temperatura. Nos
gustar´ıa refinar esta idea para obtener una generalizacio´n a las cotas de Lieb-
Robinson aplicable a sistemas de intere´s, como el hamiltoniano de Bose-Hubbard
[GK63].
Cotas de Lieb-Robinson para cristales io´nicos. Posteriormente, en el cap´ıtu-
lo 8 aplicamos las cotas de Lieb-Robinson que hemos obtenido a cristales de iones
atrapados. Observamos que en estas cotas de Lieb-Robinson, la velocidad de pro-
pagacio´n de las correlaciones de spin depende de las velocidad de propagacio´n
de los fonones del cristal as´ı como de la eficiencia con la que los iones emiten y
reabsorben las correlaciones de los fonones. Tambie´n hemos demostrado que la
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velocidad para la propagacio´n de las correlaciones dada por nuestras cotas puede
ser ma´s ra´pida que las escalas temporales exploradas por los reg´ımenes experi-
mentales considerados actualmente. Muchos de los experimentos realizados para
la simulacio´n del magnetismo cua´ntico se implementan en el re´gimen perturbativo
con velocidades de propagacio´n ma´s lentas, por lo que hemos extendido las cotas
de Lieb-Robinson a dicho re´gimen, observando que la velocidad de propagacio´n
para las correlaciones de esp´ın es al menos dos o´rdenes de magnitud ma´s lenta
que en el caso no perturbativo.
Por otra parte, tambie´n aplicamos la cotas de Lieb-Robinson en el re´gimen
impulsivo, en el que las fuerzas actu´an localmente sobre los iones alejados du-
rante un corto intervalo de tiempo y la propagacio´n de correlaciones depende
u´nicamente de la propagacio´n de los fonones y de la eficiencia del acoplamien-
to esp´ın-boso´n para correlar espines y bosones. Observamos que la velocidad de
propagacio´n o´ptima se alcanza en el re´gimen impulsivo, en el que se saturan las
cotas de Lieb-Robinson que deducimos.
Tambie´n se propone un esquema experimental para medir las funciones de
correlacio´n retardadas a trave´s de la fluorescencia del cristal y determinar si se
alcanzan las cotas de Lieb-Robinson que se derivan en el regimen impulsivo. Este
esquema se puede modificar usando fuerzas dependientes del estado para obtener
las cotas de Lieb-Robinson armo´nicas que se introducen en el cap´ıtulo. Como in-
vestigacio´n adicional, ser´ıa interesante obtener esquemas experimentales distintos
que permitiesen probar las cotas de Lieb-Robinson en el re´gimen perturbativo,
en el que la propagacio´n de las correlaciones es ma´s lenta. Por otra parte, a pe-
sar de que hemos aplicado las cotas de Lieb-Robinson u´nicamente a cristales de
iones atrapados, nuestros resultados se pueden extender a una gran variedad pla-
taformas experimentales como circuitos superconductores, puntos cua´nticos con
centros-NV que interaccionas con cavidades acopladas o cristales foto´nicos.
Algoritmos cua´nticos en metrolog´ıa cua´ntica. Por u´ltimo, en el cap´ıtulo
9 presentamos algoritmos interferome´tricos cua´nticos basados en la idea de que
un a´tomo puede acumular el efecto de mu´ltiples pulsos la´ser, obteniendo sus
diferencias a trave´s de una cierta ordenacio´n de los pulsos, puertas intermedias
y medidas. A este conjunto de protocolos los llamamos interferometr´ıa cua´ntica
multipulso (MPQI) y observamos que da lugar a una mejora polinomial sobre la
sensibilidad respecto a la interferometr´ıa ato´mica convencional o interferometr´ıa
Ramsey. La interferometr´ıa cua´ntica multipulso se puede utilizar para detectar
cambios temporales en la fase CEP de un peine de frecuencias, ya que la unitaria
implementada por un pulso es sensible a la intensidad y a la fase CEP, pero no
es sensible al tiempo de llegada del pulso. Los esquemas que presentamos son
adecuados para peines de frecuencias que abarcan menos de una octava (non-
octave spanning) y tienen un ruido de fase intr´ınseco bajo, como por ejemplo los
la´seres Ti:Sapphire.
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Una generalizacio´n directa de nuestro trabajo consiste en extender nuestro
protocolos ma´s alla´ de la aproximacio´n de onda rotante (RWA) tal y como men-
cionamos en la seccio´n 9.3. Adema´s de esto, existen otras propiedades de los
peines de frecuencia que podr´ıan estudiarse usando nuestros me´todos, como por
ejemplo las fluctuaciones de intensidad. Esto se podr´ıa hacer modificando los
protocolos cua´nticos que proponemos para obtener caracter´ısticas distintas de un
peine de frecuencias, siendo propiedad ma´s interesante la fase absoluta o la fase
CEP. La importancia de caracterizar la fase absoluta radica en que esto permitir´ıa
corregir cada pulso del tren individualmente, en lugar de depender del desplaza-
miento entre pulsos consecutivos. Si fuera posible caracterizar la fase absoluta, se
obtendr´ıan me´todos de estabilizacio´n que mejorar´ıan significativamente la escala
temporal considerada.
En el cap´ıtulo 9 hemos asumido que las fluctuaciones para el desfase son
aleatorias por lo que podr´ıamos explorar cua´l es el conjunto de hipo´tesis ma´s
de´biles que permiten aplicar nuestro me´todo experimentalmente con e´xito.
Por u´ltimo, a diferencia de la interferometr´ıa esta´ndar, nuestros me´todos per-
miten interrogar el a´tomo detector varias veces y aprovechar la repeticio´n, mejo-
rando el proceso de medida. Nuestros me´todos pueden aplicarse para mejorar la
precisio´n de otros procesos interferome´tricos, en particular, nos gustar´ıa explorar
la posibilidad de utilizar MPQI para aumentar la precisio´n del interfero´metro
utilizado en el experimento LIGO, ideado para detectar ondas gravitacionales.
18
1.5. Contribuciones cient´ıficas
Sobre esta tesis
Esta tesis se presenta por Andrea Cadarso Rebolledo en el Departamento de
Ana´lisis Matema´tico de la Universidad Complutense de Madrid, para obtener
el t´ıtulo de Doctor en Matema´ticas en el programa de doctorado en Investiga-
cio´n Matema´tica. Este trabajo ha sido dirigido por el Dr. David Pe´rez Garc´ıa,
Catedra´tico en el Departamento de Ana´lisis Matema´tico de la Universidad Com-
plutense de Madrid, y por el Dr. Juan Jose´ Garc´ıa Ripoll, Investigador Cient´ıfico
en el Consejo Superior de Investigaciones Cient´ıficas.
1.5 Contribuciones cient´ıficas
Los resultados contenidos en esta tesis se han publicado en revistas internacionales
de alto impacto revisadas por pares. En particular, se han aceptado tres art´ıculos
con los resultados de los cap´ıtulos 5, 6, 7, 8 y 9:
• “Phase stabilization of a frequency comb using multi-pulse quantum interfe-
rometry” Andrea Cadarso, Jordi Mur-Petit, Juan Jose´ Garc´ıa-Ripoll. Phys.
Rev. Lett 112, 073603 (2014).
• “Lieb-Robinson bounds for spin-boson lattice models and trapped ions”
Johannes Juenemann, Andrea Cadarso, David Pe´rez-Garc´ıa, Alejandro Ber-
mudez, Juan Jose´ Garc´ıa-Ripoll. Phys. Rev. Lett 111, 230404 (2013).
• “Entanglement, fractional magnetization and long-range interactions” An-
drea Cadarso, Mikel Sanz, Michael M. Wolf, J. Ignacio Cirac, David Perez-
Garc´ıa. Phys. Rev. B 87, 035114 (2013).
Los resultados de esta tesis tambie´n se han presentado en seminarios, works-
hops y conferencias nacionales e internacionales como contribucio´n oral o po´ster:
• “Lieb-Robinson bounds for spin-boson models and quantum field theories”
1-3 Junio 2015, Workshop Informacio´n Cua´ntica en Espan˜a, EHU-UPV,
Bilbao. (Contribucio´n oral)
• “Phase stabilization of a frequency comb using Multipulse Quantum Interfe-
rometry” 30 Junio 2014, Quantum Roundabout, University of Nottingham,
UK. (Contribucio´n oral)
• “Phase stabilization of a frequency comb using trapped atoms” 14 Enero
2013, V Encuentro Gases Cua´nticos en Madrid, CSIC, Madrid (Contribu-
cio´n oral)
19
1. Introduccio´n en castellano
• “Entanglement, fractional magnetization and long-range interactions” 7-9
Noviembre 2012, Quantum Square - Student conference on mathematical
and theoretical aspects of quantum mechanics, Nottingham, UK. (Contri-
bucio´n oral)
• “Entanglement, fractional magnetization and long-range interactions” 19-21
Septiembre 2012, Workshop of Young Researchers in Mathematics, UCM,
Madrid. (Contribucio´n oral)
• “Entanglement, fractional magnetization and long-range interactions” 17-
19 Septiembre 2012, Workshop Informacio´n Cua´ntica en Espan˜a, CSIC,
Madrid. (Contribucio´n oral)
• “Entanglement, fractional magnetization and long-range interactions” Ma-
yo 2012, Networking tensor networks, Benasque, Huesca. (Contribucio´n
oral)
• “Entanglement, fractional magnetization and long-range interactions” Sep-
tiembre 2011, Workshop of Young Researchers in Mathematics, UCM, Ma-
drid. (Contribucio´n oral)
• “Lieb-Robinson bounds for spin-boson models and quantum field theories”
16-17 Abril 2015, 17th Symposium in Topological Quantum Information,
Garching, Alemania. (Po´ster)
• “Lieb-Robinson bounds for spin-boson models and quantum field theo-
ries” 13-15 Abril 2015, Quantum Correlations beyond Entanglement, Bad-
Honnef, Alemania. (Po´ster)
• “Lieb-Robinson bounds for spin-boson lattice models and trapped ions”
24-30 Agosto 2014, Numerical and Analytical methods for Strongly Corre-
lated Systems, Centro de Ciencias de Benasque “Pedro Pascual”, Benasque.
(Po´ster)
• “Entanglement, fractional magnetization and long-range interactions” 19-21
Noviembre 2012, Workshop Entangle this: strings, fields and atoms, UAM,
Madrid. (Po´ster)
• “Entanglement, fractional magnetization and long-range interactions” 22-25
Octubre 2012, Workshop on Quantum Simulations, EHU, Bilbao. (Po´ster)
• “Entanglement, fractional magnetization and long-range interactions” Julio
2012, Workshop in Quantum Information, Seefeld, Austria. (Po´ster)
• “Entanglement, fractional magnetization and long-range interactions” 24-
27 Abril 2012, Quantum Malta 2012: Fundamental Problems in Quantum
Physics, Malta. (Po´ster)
20
2 Introduction
2.1 Motivation
Quantum many-body systems give rise to fundamental questions in many physical
and mathematical contexts, ranging from high energy physics, condensed matter
physics and quantum information theory to numerical analysis or operator theory.
Mathematically, a pure quantum many-body system formed by N particles, each
of them with physical dimension d is described by a vector in the Hilbert space
H = (Cd)⊗N , the state of the system, as follows:
|ψ〉 =
d∑
i1,...,iN=1
λi1,...,iN |i1〉 ⊗ . . .⊗ |iN〉, λi1,...,iN ∈ C (2.1)
where each |ir〉dir=1 is an orthonormal basis of the Hilbert space Cd. As extracted
from Eq. 2.1, we need dN different complex coefficientes λi1,...,iN to represent the
system |ψ〉, which implies that the exact description of a system of N particles
requires a number of parameters which scales exponentially with N. This expo-
nential scaling makes the simulation of many-body systems generally intractable
using classical computers unless restricted to small system sizes. Even for a 1/2-
spin chain of length N ∼ 50, the representation of the system would need more
memory allocated that the available memory in current classical computers.
One of the most striking features of quantum systems is entanglement, a
type of correlation which is not present in classical systems. If we consider a
multipartite pure system formed by n subsystems then its classical description is
a product state of the n separate systems. Nevertheless, when we consider the
quantum formalism, such multipartite system is described by Eq. 2.1, which, in
general, cannot be written as a tensor product of the states of the subsystems,
that is, |ψ〉 6= |ψ1〉 ⊗ |ψ2〉 ⊗ . . . ⊗ |ψn〉 . Pure states displaying entanglement are
precisely those which cannot be written as a tensor product of the states of the
individual subsystems. Some paradigmatic examples of entangled pure states
are the so-called Bell states or Einstein-Podolsky-Rosen pairs [EPR35] which are
composed of two particles A and B of spin 1/2, with possible states either |↑〉 or
|↓〉 , such as
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Hilbert space of many-body systems
States fulfilling an area law
Figure 2.1: The Hilbert space corresponding to those states fulfilling an area law
for the entanglement entropy is a very small subset of the total Hilbert space of
quantum many body systems. The space of area-law states has been informally
labelled as a “tiny corner” of the underlying Hilbert space.
|ψEPR〉 = 1√
2
(|↑〉A ⊗ |↓〉B − | ↓〉A ⊗ |↑〉B) (2.2)
If we consider the more general class of mixed states, entangled states are
those states which cannot be produced from a tensor product state using only
local operations and classical communication [Wer89]. Nowadays, entanglement
has become a centerpiece in the fields of quantum information and computation,
and its study has led to remarkable applications such as quantum teleporta-
tion [BBC+93], quantum cryptography [Eke91] or superdense coding [BW92].
The representation and characterization of many-body entangled states is a
challenging problem, also due to the exponential growth of the underlying Hilbert
space. However, we are interested in systems comprised of a large number of par-
ticles interacting locally which each other in a macroscopic ensemble. The locality
of interactions leads to several consequences such as that the low energy eigen-
states of gapped Hamiltonians with local interactions fulfill an area law for the
entanglement entropy 1[Has06, Has07a, ALV12, AKLV13, ECP10]. The set of
states that satisfy an area law for the entanglement entropy is a small subset of
the whole Hilbert space (see Fig. 2.1) which allows to obtain efficient mathemat-
ical representations of quantum systems based on their entanglement structure.
This idea led to the definition of tensor network states [VC04, Vid07]: sets of in-
terdependent tensors which reflect the structure of entanglement and reduce the
complexity of the state representation, while capturing the most relevant physi-
1This result is true in full generality for one-dimensional systems. It is also true for two-
dimensional systems under certain hypothesis. When these hypothesis are not met, it is an
open problem called the area law conjecture, one of the most important open questions in the
field.
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cal properties. One-dimensional tensor networks, also known as matrix product
states (MPS) were already introduced in the work of Fannes, Nachtergaele and
Werner [FNW92]. They are pure states whose coefficients can be calculated as a
product of matrices,
|ψ〉 =
d∑
i1,...,iN
tr
[
A
[1]
i1
. . . A
[N ]
iN
]
|i1 . . . in〉, (2.3)
where A
[k]
ik
∈ MDk×Dk+1 are the matrices associated to the site k of the one-
dimensional system [PGVWC07]. Their relevance stems from the fact that MPS
are an accurate representation of one-dimensional systems fulfilling an area law
[Has07a, SWVC08, VC06] and capture all the physics in one-dimensional systems
[Has07b, Has06, Vid04]. Matrix product states also explain the success of several
numerical methods such as the Density Matrix Renormalization Group (DMRG)
proposed by White [Whi92, Whi93] to simulate one-dimensional strongly corre-
lated systems. On the other hand, mixed states can be represented in terms of ten-
sor networs using matrix product density operators [VGRC04, PMCV10], which
give rise to numerical methods to simulate the evolution of one-dimensional quan-
tum systems in thermal equilibrium and under dissipation [VGRC04, PMCV10].
Matrix product density operators must overcome a major limitation, since it is not
possible to decide if the global state is positive semidefinite simply by inspecting
the local matrices Ai that define the MPDO [KGE14, DCC
+16]. Purifications, a
certain type of MPDO, help overcome this problem since they are defined by an
MPS with a local environment on each site, which yields a positive global state by
construction. The descriptions of a mixed state as a MPDO or as a purification
are generally inequivalent [DSPGC13], but there exist several methods to obtain
a purification from a given MPDO[DSPGC13].
Another consequence of the locality of interactions is the existence of a bound
for the propagation speed of correlations, also known as Lieb-Robinson bound.
Lieb-Robinson bounds [LR72] are a fundamental tool to study condensed matter
systems and they may be used to show that, under certain conditions, non-
relativistic quantum systems exhibit a causal structure which is analogous to
quantum field theories [PS95]. These bounds may be also used to prove other
important physical properties, such as scaling laws for the entanglement en-
tropy [Has07a, ECP10], the exponential decay of correlations for the ground
state of local Hamiltonians with gap [HK06] or the stability of topological or-
der [BHV06].
Although we have only discussed quantum many-body systems to understand
their properties, they are also extensively studied in order to find novel appli-
cations in quantum technologies [OFV10]. For instance, quantum systems may
be exploited to find applications in quantum metrology [LKD02, GLM11], such
as the improvement of measurement techniques using entanglement [NKD+11,
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Mac13] or quantum algorithms which improve over classical resources.
2.2 Objectives and main results
This thesis is devoted to the study of correlations, locality and entanglement
in quantum systems. It focuses on mathematical techniques such a tensor net-
work representations, Lieb-Robinson bounds and quantum algorithms to obtain
original analytical and numerical results with practical applications in quantum
information theory, condensed matter and quantum metrology. The main re-
sults of this work may be classified into three main categories in which we try to
give answers to differents problems: “Entanglement and matrix product states”,
“Locality and Lieb-Robinson bounds” and “Quantum algorithms for quantum
metrology”.
Entanglement and matrix product states
Matrix product states provide a natural representation of quantum many-body
systems in terms of the entanglement structure of the system. While entangle-
ment is one of the most fundamental resources in quantum physics, it is not
well known under which conditions there exists a large amount of entanglement
[Sre93, ECP10]. Some results have been obtained for one-dimensional systems,
such as that states which undergo a quantum quench display a large amount of
entanglement [Car11] but the general picture is yet incomplete. Our objective in
Chapters 5 and 6 is finding new physical settings to quantify entanglement, such
as the fractionalization in the magnetization of a spin chain or the impossibility
of approximating a given state by the ground state of a short-range gapped and
frustration-free Hamiltonian.
Objetive 1: Study the relationship between the fractionalization in
the magnetization of a quantum spin chain and the entanglement
entropy of the system.
In Chapter 5 we use matrix product states to quantify the amount of entanglement
between two disjoint regions of a one-dimensional spin chain, in terms of the
fractionalization in the magnetization of the system [CSW+13]. We prove that
a large fractional magnetization in such state must imply a large amount of
entanglement in the system. In order to rigorously prove this statement, we have
to further develop the theory of matrix product states, extending previous results
presented in Refs. [PGVWC07, PGWS+08, SWPGC09], and deriving new ones.
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Objetive 2: Study the relationship between the existence of
long-range interactions in the parent Hamiltonian of a quantum spin
chain and the entanglement entropy of the system.
In Chapter 6, we obtain a different setting in which it is possible to give a lower
bound for the amount of entanglement for a one-dimension quantum many-body
system. When a system has long-range interactions, it is intuitively expected
that any region will be correlated to any othe region of the state, which should
be reflected accordingly in the entanglement entropy. Nevertherless, it not easy
to obtain a rigorous result to back up this intuition. We establish a lower bound
for the entanglement entropy of a translationally invariant MPS, which is not
the ground state of any short-range gapped and frustration-free Hamiltonian and
such that it is sufficiently far away from any other state with this property for any
given interaction length [CSW+13]. Furthermore, we show that the entanglement
scales linearly with the range of the interaction. In order to derive this result,
we must obtain new bounds to approximate the reduced density matrix of the
system using another reduced density matrix whose matrices have a smaller bond
dimension.
Locality and Lieb-Robinson bounds
Locality is another of the properties that we study extensively in this thesis, since
the systems that we deal with are comprised of particles interacting locally with
each other. A consequence of locality is the existence of a finite upper bound
for the speed of propagation for excitations, also known as Lieb-Robinson bound.
In 1972, Lieb and Robinson proved that the group velocity for the propagation
of correlations in quantum many-body systems with short-range interactions is
upper bounded by a finite constant in time [LR72]. Afterwards, these bounds
were extended to numerous settings, ranging from systems with long-range in-
teractions but with a power-law or for certain types of unbounded Hamiltonians
[NRSS07, NRSS09, NS10a, BHV06, PSHKMK09, CSE08]. Many results about
the spread of correlations and interesting theoretical applications have been de-
veloped using Lieb-Robinson bounds such as the exponential clustering of correla-
tions [HK06] or the efficiency of the time-dependent density matrix renormaliza-
tion group methods [Whi92, Whi93]. Our objetive is finding new Lieb-Robinson
bounds for spin-boson lattice models which describe the physics of ion crystals.
Objetive 3: Establish Lieb-Robinson bounds for spin-boson lattice
models.
In Chapter 7, we obtain Lieb-Robinson bounds for a general model of finite
dimensional systems interacting through a bosonic field that satisfies a Lieb-
Robinson bound itself in the absence of spin-boson coupling [JCPG+13]. These
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bounds apply to the general case of spin-boson lattice models independently of the
geometry of the lattice and they can be tested using state-of-the-art technology.
Objetive 4: Obtain Lieb-Robinson bounds for ion crystals in different
regimes.
In Chapter 8, we apply the Lieb-Robinson bounds that we have obtained in
Chapter 7 to crystals of trapped ions and we find that the velocity for the spread
of correlations can be faster than the time scales in the experimental regimes
currently considered [JCPG+13]. We also derive Lieb-Robinson bounds in the
perturbative regime, with slower correlation speeds, and in the impulsive regime,
where the forces act locally on the distant ions for a short interval of time and
the propagation of correlations only depends on the bare propagation of the
phonons and on the efficiency of the spin-boson coupling in correlating spins and
bosons. We obtain the optimal propagation spread in the impulsive regime when
the original Lieb-Robinson bound is saturated. We propose an experimental
scheme to measure retarded correlation functions via the crystal fluorescence,
which allows us to test the Lieb-Robinson bounds that we have derived in the
impulsive regime.
Quantum algorithms for quantum metrology
Entanglement and correlations have given rise to groundbreaking applications in
quantum technologies [OFV10, Par09], such as quantum key distribution systems
[GT07] in which entanglement is used to assure the secrecy of keys for crypto-
graphic applications. They have also been used in quantum metrology [LKD02]
to obtain new measurement techniques which improve the precision in compari-
son to classical protocols [CPHH15]. In this area, our objetive is looking for new
applications of correlations in quantum metrology such as the characterization
and stabilization of a frequency comb.
Objetive 5: Quantum systems may be used as detectors that measure
properties of laser pulses with high precision
In Chapter 9, we propose new quantum algorithms to measure the time correla-
tions which accumulate in a quantum system during its interaction with a train
of laser pulses. Using this idea, we introduce the notion of multipulse quantum
interferometry (MPQI)[CMPGR14], where a single atom or an ensemble of atoms
act as a detector that measures differences between pulses of laser light or specific
properties of the pulses. Afterwards, we show how these algorithms can be used
to characterize and stabilize the train of pulses that form a frequency comb. This
application exhibits a polynomial enhancement over the sensitivity of classical
protocols and could be used to build new time and frequency standards.
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2.3 Overview
This thesis is composed of an abstract in Spanish and in English, and the complete
work in English. The body of the thesis is structured in ten chapters: the first
of them, Chapter 2, is a self-contained introduction and motivation, Chapters 3
and 4 introduce the required concepts to give context and to successfully navigate
through the rest of the memory. These chapters cover different topics, such as the
principles of quantum mechanics, entanglement theory, tensor network theory or
Lieb-Robinson bounds. Chapters 5-9 contain the main results of the dissertation
and all of them have an analogous structure comprised of an introduction, the
main results and a conclusion which summarizes the results and presents an
outlook on future lines of research.
More specifically, in chapter 2 we present the purpose, the main results and
the overview of this thesis; this chapter provides the necessary information about
the guidelines of the thesis, the main results and the structure of this work.
Chapters 3 and 4 review some background information which will be helpful
to those readers who are unfamiliar with some parts of the field of research. These
chapters provide a unified language and the set of techniques needed to address
the results contained in the body of the thesis. Chapter 3 reviews the basic con-
cepts of quantum mechanics, entanglement theory and entanglement measures.
Later on, we discuss the propagation of information in quantum systems, dwelv-
ing into the famed Lieb-Robinson bounds. Chapter 4 introduces a mathematical
tool which will be used in the body of this thesis to represent quantum many-body
systems: tensors networks and, in particular, matrix product states.
Chapters 5 and 6 contain the results related to entanglement and matrix
product states. They concern objectives 1 and 2 and have been published in
Physical Review B 87, 035114 (2013).
Chapters 7 and 8 deal with Lieb Robinson bounds for spin boson lattice
models and its application to trapped ions. We have divided these results into
two different chapters, since we present mathematical results and experimental
implementation proposals. In particular, Chapter 7 addresses objective 3 and
Chapter 8 addresses objective 4. The results presented in these chapters have
been published in Physical Review Letters 111, 230404 (2013).
Chapter 9 addresses objetive 5. The results contained in this chapter have
been published in Physical Review Letters 112, 073603 (2014).
Finally, in Chapter 10 we present the main conclusions and future lines of
work discussed in each chapter.
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3 Entanglement and locality in
quantum many-body systems
In this chapter we present the basic concepts that will be needed in the rest of the
Thesis, regarding the mathematical description of quantum many-body systems,
entanglement and locality. In section 3.1 we provide the mathematical notation
and background information for quantum many-body systems. Afterwards, in
section 3.2, we introduce the notion of entanglement, probably the most striking
feature of quantum mechanics. In section 3.3, we bring up the idea of locality
and we explain what Lieb-Robinson bounds are. Advanced readers may skip this
chapter.
3.1 Quantum many-body systems
In what follows we define a quantum state as a complete representation of a
quantum physical system. Systems whose state is known exactly correspond to
pure states and they are described by unit vectors in a Hilbert space H, known
as the state space of the system. We use the notation |ψ〉 for the unit vectors in
the Hilbert space H, also known as kets.
A Hilbert space is a vector space endowed with an inner product and complete
(recall that completeness means that every Cauchy sequence in H converges in
H with the norm induced by the inner product in H). In the following chapters
we consider that H is a finite dimensional complex vector space, that is, H = Cd.
We define B(H) as the set of (bounded) linear operators acting on B(H). We
consider the set of orthonormal vectors {|i〉, 1 ≤ i ≤ d} as the computational
basis in H = Cd where we assume that
|1〉T =
[
1 0 . . . 0
]
(3.1)
|2〉T =
[
0 1 . . . 0
]
...
|d〉T =
[
0 0 . . . 1
]
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In this basis we write ket vectors as follows
|ψ〉T = ψ1|1〉+ ψ2|2〉+ . . .+ ψd|d〉 (3.2)
=
[
ψ1 ψ2 . . . ψd
]
(3.3)
The Hermitian transposition of a ket vector |φ〉 with respect to the computational
basis is called a bra vector 〈φ|.
〈φ| =
[
φ∗1 φ
∗
2 . . . φ
∗
d
]
(3.4)
Bras are linear maps from the Hilbert space H to the complex field C, and we
have the following relation:
〈φ|(|ψ〉) = 〈φ|ψ〉 (3.5)
Performing a measurement in the computational basis is done taking into account
that the probability of obtaining a given result is the absolute value squared of
the corresponding vector entry, that is,
Pr(i) = 〈ψi|ψi〉 = |ψi|2. (3.6)
The time evolution of a closed quantum system is described by a unitary trans-
formation. The state of the system |ψ〉t0 at a time t0 is related to the state of the
system |ψ〉t1 at a time t1 by a unitary operator U which depends only on times
t0 and t1 :
|ψ〉t1 = Ut0,t1|ψ〉t0 (3.7)
This statement is roughly equivalent to postulating that the evolution of the
system can be predicted using Schro¨dinger’s equation
i~
d|ψ〉
dt
= H|ψ〉, (3.8)
where ~ is Planck’s constant and H is an Hermitian operator known as the Hamil-
tonian of the closed system.
In physical systems, we are mostly concerned with measuring certain proper-
ties or physical quantities, which can be observed for all the available states. In
particular, we will use a particular case of measurements called projective mea-
surements which are described by the corresponding observable. Observables are
Hermitian linear operators on the state space that is observed [NC11]. Every
observable O has a spectral decomposition
O =
∑
m
λmPm, (3.9)
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where Pm is the projector onto the eigenspace of O with eigenvalue λm. The eigen-
values {λm} of the observables O are the possible outcomes of the measurement
process. Once we measure the state |ψ〉 to obtain the value of an observable O,
the probability of obtaining λm is
Pr(λm) = 〈ψ|Pm|ψ〉. (3.10)
Given that we have obtained λm as the result of the measurement, then we can
affirm that the state of the quantum system after the measurement is
|ψ′〉 = Pm|ψ〉√
Pr(λm)
, (3.11)
and the average value of the projective measurement is given by
E(O) =
∑
m
λmPr(λm) = 〈ψ|O|ψ〉. (3.12)
Sometimes we need to describe quantum systems whose state is not com-
pletely known, such as in a real experiment or in a system not isolated from the
environment. Suppose that the quantum system may be in one of a number of
pure states {|ψi〉}i with certain probabilities {pi}i, such that |ψi〉 ∈ H, pi ≥ 0 for
all i and
∑
i pi = 1. The set {pi, |ψi〉} is called an ensemble of pure states. The
density operator of the system ρ is defined as a convex combination of rank-one
projectors as follows:
ρ =
∑
i
pi|ψi〉〈ψi| (3.13)
where pi is a probability distribution, pi ≥ 0 for all i,
∑
i pi = 1 and |ψi〉 ∈ H.
The set of density operators or density matrices is denoted as D(H) = {ρ ∈
B(H)|ρ ≥ 0,Trρ = 1} ⊂ B(H), and it corresponds to the set of bounded linear
positive semi-definite operators with unit trace on the Hilbert space H. In the
computational basis, the elements of D(H) may be written as d×d matrices with
complex elements, Md×d. We note that the description in Eq. 3.13 of a given
density operator is generally not unique and also that different ensembles may
give rise to the same density operator.
In terms of the density operator description, a pure state can be written as
ρ|ψ〉 = |ψ〉〈ψ|, (3.14)
where |ψ〉 ∈ H is a unit vector. Otherwise, we say that the state is in a mixture
of the pure states in the ensemble {pi, |ψi〉} or that it is a mixed state. The rep-
resentation of quantum systems as density operators implies that the calculation
of observables may be carried out as follows
E(O) = Tr [Oρ] . (3.15)
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The postulates of quantum mechanics may be written equivalently in terms of
state vectors or in terms of density operators. We use one notation or the other
depending on the problem that we need to solve; for instance, density operators
are specially useful in systems whose state is not known, such as in the prepara-
tion of experiments, in systems undergoing dissipation, or in the description of
subsystems of composite quantum systems.
Composite quantum systems which are comprised of subsystems A1, A2, . . . ,
An may be represented in a Hilbert space H with a tensor product structure
H = H1 ⊗ . . .⊗Hn where Hi is the Hilbert space of the subsystem i.
3.2 Entanglement
Correlations among random variables measure the relationships of dependence
that exist between them. For instance, in statistical physics, correlations func-
tions are a measure of the relationship among microscopic variables which are
located either at different spatial or time positions. On the other hand, quantum
many-body systems display a richer correlation structure than classical systems,
since they may exhibit quantum correlations, such as entanglement, apart from
purely classical correlations.
The non-local correlations predicted by quantum mechanics were initially dis-
cussed by Einstein, Podoslky and Rosen in their seminal work of 1935 [EPR35],
in which they conclude that the mere existence of such exotic properties would
necessarily invalidate the completeness of quantum mechanics and its capabil-
ity to successfully describe Nature. However, later that same year, Schro¨dinger
coined the phenomenon with the German word verschra¨nkung, which he trans-
lated as entanglement. While rejected and considered unphysical by Einstein,
Schro¨dinger [Sch35] and Bohr [Boh35] acknowledged entanglement as the defin-
ing trait of quantum theories, which led them to revisit the idea of reality and
the character of physical phenomena. In Schro¨dinger’s words:
Entanglement is not one but rather the characteristic trait of quantum mechan-
ics, the one that enforces its entire departure from classical lines of thought. [Sch35]
A very simple case in which we may observe this phenomenon is in a system
composed of two particles A and B of spin 1
2
, with possible states either |↑〉 or
|↓〉 . This system is completely described by the singlet state:
|ψEPR〉 = 1√
2
(|↑〉A ⊗ |↓〉B − |↓〉 dA ⊗ |↑〉B) . (3.16)
Despite |ψEPR〉 being a pure state, the state of any of the two individual
subsystems for particles A and B is random and correlated to the other, which
is reflected in the measurement of any observable on the state. For instance, if
34
3.2. Entanglement
we measure the spin of any of the two particles independently, we observe that
while any one of them may randomly be either |↑〉A or |↓〉A with probability 12 ,
the other must necessarily point in the opposite direction.
Entanglement and separability of quantum states
Let us consider a bipartite quantum system, that is, a system composed of two
different subsystems A and B described by a Hilbert space H = HA ⊗HB.
Definition 3.1 (Separability of pure states). A pure state |ψ〉 ∈ HA ⊗HB is a
separable state if it can be written as a product of pure states
|ψ〉 = |ψA〉 ⊗ |ψB〉, (3.17)
where |ψA〉 ∈ HA and |ψB〉 ∈ HB.
Definition 3.2 (Separability of mixed states). A mixed state ρ ∈ D(HA ⊗HB)
is a separable state if it admits a convex decomposition as follows
ρ =
∑
i
piρ
(i)
A ⊗ ρ(i)B ,
∑
i
pi = 1, pi ≥ 0, (3.18)
where ρ
(i)
A ∈ D(HA) and ρ(i)B ∈ D(HB).
In the multipartite case, we consider the Hilbert space H = H1 ⊗ . . . ⊗ Hn
where there are many ways of defining separability. Any separable state can be
produced by Local Operations and Classical Communication (LOCC) starting
from a product state [Wer89]
|ψ〉 = |ψ1〉 ⊗ . . .⊗ |ψn〉 (3.19)
that is, they can be created by parties in separate laboratories exchanging only
classical information.
Entangled states are those which are not separable, and deciding whether
a given state is entangled or not, that is, whether it has quantum correlations
or only classical correlations is called the separability problem. The problem of
determining whether a general state ρ ∈ D(H) is separable or not is not trivial
and, even in the bipartite case, is NP-hard [Gur03].
If we consider a bipartite system in a Hilbert space H = HA ⊗HB we obtain
the following definitions of entangled states:
Definition 3.3 (Entanglement of pure states). A pure state |ψ〉 ∈ HA ⊗HB is
entangled if and only if it is not separable, that is, if there are no local states
|ψA〉 ∈ HA and |ψB〉 ∈ HB such that the state of the system |ψ〉 can be written
as a product of pure states
|ψ〉 = |ψA〉 ⊗ |ψB〉. (3.20)
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The criterion for deciding whether pure states in a bipartite system are en-
tangled or not is quite simple in terms of the Schmidt decomposition [NC11].
Theorem 1 (Schmidt decomposition). Let us suppose that |ψ〉 ∈ HA ⊗ HB is
a pure state of a composite system, AB. Then there exist orthonormal states
{|iA〉} ∈ HA for system A, and orthonormal states {|iB〉} ∈ HB of system B
such that
|ψ〉 =
∑
i
λi|iA〉|iB〉, (3.21)
where λi are non-negative real numbers satisfying
∑
i λ
2
i = 1 known as Schmidt
coefficients. If there is no degeneracy, this decomposition is unique up to arbitrary
opposite phases in |iA〉 and |iB〉.
Definition 3.4 (Schmidt rank). The Schmidt rank, r(|ψ〉), is defined as the
number of non-vanishing Schmidt coefficients.
Taking into account the notion of Schmidt decomposition and the definition
of Schmidt rank, we obtain the following criterion of separability for pure states:
Proposition 1. A bipartite pure state |ψ〉 ∈ H is separable if and only if it has
Schmidt rank one, r(|ψ〉) = 1.
Proposition 1 readily implies that a bipartite pure state is entangled if and
only if r(|ψ〉) > 1. In the mixed case, there exists an analogous definition of
entangled states. However, it is not as simple to find a criterium to determine
whether a given bipartite mixed state is separable.
Definition 3.5 (Entanglement of mixed states). A mixed state ρ ∈ D(HA ⊗
HB) is entangled if and only if it is not separable, that is, if there is no convex
decomposition such that
ρ =
∑
i
piρ
(i)
A ⊗ ρ(i)B ,
∑
i
pi = 1, pi ≥ 0, (3.22)
where ρ
(i)
A ∈ D(HA) and ρ(i)B ∈ D(HB).
The Schmidt decomposition may be generalized to mixed states, giving rise
to the Schmidt number of a mixed state, s, [TH00],
s = inf
{pi,|ψi〉}i
max
i
r(|ψi〉) (3.23)
using the convex roof extension. From Eq. 3.23 we observe that the Schmidt
number of the mixed state ρ is the minimum over all ensembles that generate
ρ of the maximal Schmidt rank of the pure states in the ensemble. We obtain
an analogous criterium of separability for mixed states in terms of the Schmidt
number:
36
3.2. Entanglement
Proposition 2. A bipartite mixed state ρ ∈ D(HA⊗HB) is separable if and only
if it has Schmidt rank one, s(ρ) = 1.
The question of separability of mixed states is generally quite complex, al-
though there are several operational criteria to test this property in certain cases
[HHHH09], such as the positive partial transpose (PPT) criterion [Per96], separa-
bility via positive (but not c.p.) maps [HHH96] or criteria based on entanglement
witnesses [HHH96, Ter00].
Entanglement measures
The measurement and quantification of entanglement is a very relevant prob-
lem in quantum information. In order to approach it, we introduce the idea of
entanglement measure:
Definition 3.6 (Entanglement (monotone) measure). An entanglement (mono-
tone) measure over the set of pure states of a quantum system H1 ⊗ . . .⊗Hn is
a nonnegative real-valued function
E : H1 ⊗ . . .⊗Hn → R+ (3.24)
which is zero for separable states and cannot increase under local operations and
classical communication (LOCC).
The definition of entanglement measure can be immediately extended to mixed
states simply by changing the domain of the function E, that is,
Definition 3.7 (Entanglement (monotone) measure). An entanglement (mono-
tone) measure over the set of mixed states of a quantum system D(H1⊗ . . .⊗Hn)
is a nonnegative real-valued function
E : D(H1 ⊗ . . .⊗Hn)→ R+ (3.25)
which is zero for separable states and cannot increase under local operations and
classical communication (LOCC).
The entanglement of a pure bipartite state |ψ〉 ∈ HA⊗HB can be measured by
the entropy of entanglement E(|ψ〉), which represents the amount of uncertainty
present in any of the subsystems A or B. For a pure bipartite state which can be
written as
|ψ〉 =
∑
i
pi|ψiA〉 ⊗ |ψiB〉, (3.26)
its entropy of entanglement is
E(|ψ〉) = S(ρA) = S(ρB) (3.27)
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and it may be computed as the entropy of any of the subystems considered alone,
where ρA = TrB |ψ〉 〈ψ| is the reduced density matrix for system A, after tracing
over the degrees of freedom of system B, ρB = TrA |ψ〉 〈ψ| and S(ρ) is the von
Neumann entropy [Sha48].
Definition 3.8 (Von Neumann entropy of quantum states [Sha48]). Let ρ ∈ B(H)
be a density matrix, the von Neumann entropy is defined as
S(ρ) := −Tr(ρ log2 ρ). (3.28)
If we consider {λ}ni=1 the eigenvalues of the density matrix ρ, then the von
Neumann entropy can be computed taking into account that
S(ρ) = −
∑
i
(λi log2 λi) . (3.29)
Note that if ρA and ρB describe pure states then E(|ψ〉) = S(ρA) = S(ρB) = 0.
Another measure of entanglement comes from the Renyi entropy of order α, where
α ≥ 0 and α 6= 1 :
Definition 3.9 (Renyi entropy of a probability distribution [Re´n61]). Let P =
(p1, p2, . . . , pn) be a finite discrete probability distribution, α ≥ 0 and α 6= 1, then
the Renyi entropy of order α of the distribution P is defined as
Hα(P) := 1
1− α log
n∑
i=1
pαi . (3.30)
The corresponding entropy of entanglement is written as
Eα(|ψ〉) = Sα(ρA) = Sα(ρB) (3.31)
where Sα(ρ) is the α−Renyi entropy of the density matrix ρ.
Definition 3.10 (α−Renyi entropy of quantum states). Let ρ ∈ B(H) be a
density matrix, the α−Renyi entropy is defined as
Sα(ρ) =
1
1− α log Tr (ρ
α) . (3.32)
Let P ′ = {λ}ni=1 be the eigenvalues of the density matrix ρ, then the α−Renyi
entropy can be computed as follows
Sα(ρ) = Hα(P ′) = 1
1− α log
n∑
i=1
λαi . (3.33)
For both pure states and mixed states there are other measures of entan-
glement, and the choice of one measure over the rest depends on the specific
application. See Refs. [PV05, HHHH09] for a review of entanglement measures
and entanglement theory.
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3.3 Locality and propagation of correlations.
Lieb-Robinson bounds.
Many of the quantum systems that we are interested in are governed by Hamilto-
nians (see Eq. 3.8) with local interactions on a lattice. We follow an approach very
similiar to the works of B. Nachtergaele et al. [NOS06, NS06, NS10a, NS10b]; we
define a lattice as an undirected graph G = (E,L) with a set of vertices L, where
the physical degrees of freedom are defined, and an edge set E, which describes
neighbourhood relations in the lattice. We consider a metric d : L × L → R+
such that for x, y ∈ L, d(x, y) it represents the distance between the subsystems
which are located in vertices x and y. We associate a Hilbert space Hx to each
x ∈ L and the bounded linear operators over the Hilbert space Hx are given
by B(Hx). For any finite set Λ, the Hilbert space of the subsystems is given by
HΛ = ⊗x∈ΛHx and the algebra of observables is AΛ = ⊗x∈ΛB(Hx). We identify
A ∈ AΛ with A⊗1 ∈ AL which implies that AΛ ⊂ AL. If we consider an increas-
ing sequence of finite subsets {Λn}n ⊂ L, the algebra of local observables is given
by the inductive limit Aloc = ∪nAΛn . We define the support of an observable
A ∈ Aloc, as the minimal set Λ ⊂ L such that A belongs to the subalgebra AΛ,
that is, A = A′ ⊗ 1 with A′ ∈ AΛ.
The local Hamiltonians for these systems are defined in terms of interactions.
The global Hamiltonian is generally denoted using an uppercase letter H, and
interactions are mappings h from the set of finite subsets of L into Aloc such that
for each finite X ⊂ L,
h∗X = hX ∈ AX . (3.34)
where the subscript indicates the sites the local Hamiltonian h acts on non-
trivially and each hX can be identified with hX ⊗ 1L\X ∈ Aloc. For subsets that
contain a single vertex of the graph, i.e. X = {x}, the mapping h is called an
on-site interaction whereas, when this is not the case, the mapping h is called a
local interaction. A local (finite-range) Hamiltonian H on the finite set Λ ⊂ L is
defined as
H =
∑
X⊂Λ
hX . (3.35)
A simple one-dimensional Hamiltonian with this structure is the Ising Hamilto-
nian with a transverse magnetic field
HIsing = −J
∑
i
σxi σ
x
i+1 − h
∑
i
σzi , (3.36)
which is written as a sum of nearest-neighbour interactions and on-site interac-
tions.
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For local Hamiltonian H, the Heisenberg dynamics are well-defined and the
time evolution of an observable A ∈ Aloc can be written as
A(t) = eitHΛAe−itHΛ . (3.37)
and forms a group of automorphisms.
If the set L is infinite, we must assume that there is a non-increasing, real-
valued function F : [0,∞) → (0,∞), with the following properties [NS10a,
NS10b, NRSS09]:
1. F must be uniformly integrable over L :
‖F‖ = sup
x∈L
∑
y∈L
F (d(x, y)) < ∞ . (3.38)
2. F must have the convolution property, that is, there exists a number C > 0
such that for any pair x, y ∈ L,∑
z∈L
F (d(x, z))F (d(z, y) ≤ CF (d(x, y)) . (3.39)
We can assume that C = 1 without loss of generality simply by replacing
F by C−1F .
Proposition 3 ([NOS06, NS10b]). If there exists a function F on L satisfying i)
and ii), then for any µ ≥ 0, the function Fµ defined by setting Fµ(r) = e−µrF (r)
also satisfies i) and ii) with ‖Fµ‖ ≤ ‖F‖ and Cµ ≤ C.
Theorem 2 (Lieb-Robinson bounds [NOS06, NS10b]). For any µ ≥ 0, we denote
by Bµ(L) the set of interactions h for which
‖h‖µ = sup
x,y∈Γ
1
Fµ(d(x, y))
∑
X⊂Γ:
x,y∈X
‖hX‖ <∞ . (3.40)
If h ∈ Bµ(Γ), then a Lieb-Robinson bound of the form
‖[A(t), B(0)]‖ ≤ 2‖A‖‖B‖C−1µ (e2Cµ‖h‖µ|t| − 1)
∑
x∈X
∑
y∈Y
Fµ(d(x, y)) (3.41)
holds for all A ∈ AX , B ∈ AY , X ∩ Y = ∅, and t ∈ R.
If µ > 0, then the double sum that appears in 2 can be bounded by an
exponentially decaying factor C‖F‖e−µd(X,Y ), which gives rise to the following
version of the bound [NOS06, NS10b]:
‖[A(t), B(0)]‖ ≤ 2‖A‖‖B‖Ce−µ(d(X,Y )−v|t|) . (3.42)
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In this case, v = 2µ−1Cµ‖h‖µ is the Lieb-Robinson velocity and we can take
C = C−1µ min(|X|, |Y |) or, in the case of interactions of finite range R,
C = RC−1µ min(|∂X|, |∂Y |) (3.43)
where |∂Z| is the size of the boundary of Z.
As we haven seen in Eq. 3.42, the locality of the interactions in the Hamil-
tonian, under certain additional conditions, gives rise to the existence of an
upper bound for the speed of propagation of excitations and an effective light
cone with exponentially decaying tails. In 1972, Lieb and Robinson proved a
slightly weaker form of Theorem 2, concluding that there exists a bound on the
group velocity in quantum spin dynamics generated by a short-range Hamilto-
nian [LR72]. This result has been generalized to many other physical setups,
such as finite-dimensional models, anharmonic oscillators or master equations
[HK06, NOS06, CSE08, NRSS09, Pou10].
Lieb-Robinson bounds imply that non-relativistic quantum many-body sys-
tems, under certain conditions, show a causal structure analogous to relativistic
quantum field theories. On the other hand, Lieb-Robinson bounds are a funda-
mental technique to prove the existence of relevant properties in quantum many-
body systems, such as the exponential decay of correlations in the ground-state
of gapped local Hamiltonians [HK06] or the scaling area laws for entanglement
entropy [Has07a, ECP10].
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4 Tensor Network States
In this chapter we present the basic notions that we will use in the rest of the
Thesis, concerning matrix product states, matrix product density operators and
numerical methods which exploit these representations. In Section 4.1 we intro-
duce the concept of matrix product states and we state some of the most relevant
results based on the MPS theory. Then, in Section 4.2, we extend the concept
of tensor networks to mixed states through matrix product density operators
and purifications. In Section 4.3 we present several numerical methods which
use matrix product states and matrix product density operators to calculate the
evolution in real time and in imaginary time of pure states and of mixed states.
Advanced readers may skip this chapter.
4.1 Matrix product states
As we have already discussed in Chapter 3, pure states of N particles, each of
them corresponding to a d−dimensional Hilbert space, can be described as vectors
in a complex Hilbert space, using the notation |ψ〉 ∈ C⊗dN . The matrix product
state representation [FNW92, PGVWC07] of a one-dimensional system of size N
may be written as follows
|ψ〉 =
d∑
i1,...,iN=1
tr
[
A
[1]
i1
A
[2]
i2
. . . A
[N ]
iN
]
|i1, . . . , iN〉 (4.1)
where d is the dimension of the Hilbert space corresponding to the physical
system, {A[j]ij }j ⊂ MDj×Dj+1 are matrices associated to the site j of the one-
dimensional system. We consider that |i1, . . . , iN〉 = |i1〉 ⊗ . . .⊗ |iN〉 and |ir〉 are
the elements of the computational basis. In Eq. 4.1, |ψ〉 is not necessarily normal-
ized and it is important to note that the MPS representation is not unique. This
class of states offers a local description of quantum states, since every state can
be represented as a matrix product state if each bond dimension Dk is sufficiently
large. Nevertheless, once we fix the bond dimension of the state, it is only nec-
essary to use a polynomial number of parameters to describe the state, in sharp
contrast to the exponential growth of the underlying Hilbert space. Generally,
we consider quantum states to be matrix product states if they have a matrix
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Scalar Vector Matrix Rank-3 tensora) b) c) d)
Figure 4.1: Tensor networks have a simple diagrammatic representation. In these
pictures: (a) is a scalar, (b) is a vector, (c) is a matrix and (d) is a rank-3 tensor.
Scalar Vector Matrix Rank-3 tensora) b) c) d)
A1 A2
A1 A2 A3 A4
v1 v2a)
b)
c)
Figure 4.2: Tensor networks diagrams can represent tensor operations in a visual
and simple way. In these pictures: (a) is a vector product, (b) is a matrix product,
(c) is the trace of the product of four matrices.
product state representation with a small bond dimension D = maxkDk which
does not grow with the system size N.
Tensor networks and, in particular, MPS can be represented graphically using
tensor network diagrams. In these diagrams, a square depicts a tensor, lines (legs)
which emerge from the squares represent the indices in the tensors. Lines that
connect the squares among each other represent contraction rules between the
tensors and unconnected lines which emerge from squares represent open indices
in the tensor network (see Fig. 4.1).
Calculations involving tensor networks can be translated to tensor network
diagrams, which allow to handle complicated algebraic manipulations in a much
more visual way. Some examples of the diagrams for calculations are represented
in Fig. 4.2, such as the vector product, the matrix product or the trace of the
product of several matrices. See Ref. [Oru´14] for a review of tensor networks and
the diagrammatic notation.
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Singlet pair
| "#i   | #"ip
2
Projection into symmetric space
Real spin S = 1
Figure 4.3: Diagram of the construction of the AKLT model using the Valence
Bond State (VBS) picture. This construction relies on partial projections on
bipartite singlets.
Matrix product states and the AKLT model
The AKLT model was proposed by Aﬄect, Kennedy, Lieb and Tasaki in 1972
[AKLT87, AKLT88] as a representation of an antiferromagnetic spin-1 chain with
quantum fluctuations. This model has an exact solution and it is possible to prove
the existence of a Haldane gap rigorously. We will revisit the construction of the
AKLT ground state as a paradigmatic example of matrix product states. In
fact, the main objetive of the original paper on matrix product states by Fannes,
Nachtergaele and Werner [FNW92] was extending the valence bond picture of the
AKLT model to the largest possible family of states.
The AKLT Hamiltonian represents an isotropic one-dimensional spin chain, it
is gapped, it has a unique ground state in the thermodynamic limit, a continuous
SO(3) symmetry and an exponential decay of the correlation functions in the
ground state. It can be written as follows
H =
∑
i
[
1
2
~Si · ~Si+1 + 1
6
(
~Si · ~Si+1
)2
+
1
3
]
. (4.2)
In order to find its ground state, we consider a spin-1 chain of N particles,
and we associate two virtual spin-1
2
to each site of the chain. A spin-1 can be
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interpreted as the symmetric part of the tensor product of two spin-1
2
, so we will
use this observation to construct a state in the so-called valence bond picture.
The state is constructed by creating a singlet between a virtual spin-1
2
from site
i and a virtual spin-1
2
from site i+ 1, and symmetrizing the two virtual spin-1
2
in
each site to obtain a spin-1 afterwards, as shown in Fig. 4.3. That is, two spin-1
2
form a singlet state on neighbouring sites:
|↑↓〉 − |↓↑〉√
2
, (4.3)
and the entangled bond state at a given site is identified with a pair of spin-1
2
which has been symmetrized
|sα,β〉 := 1√
2
(|α〉|β〉+ |β〉|α〉) (4.4)
where α, β ∈ {↑, ↓} and clearly |sα,β〉 and |sβ,α〉 give rise to the same state. We can
associate an orthonormal basis of the real space of spin-1 particles to the virtual
space of the singlet states generated by the product of virtual spin-1
2
particles,
simply by identifying
|+1〉 = |s↑,↑〉√
2
= |↑↑〉 , (4.5)
|0〉 = |s↓,↑〉 = |s↑,↓〉 = 1√
2
(|↑↓〉+ |↓↑〉) , (4.6)
|−1〉 = |s↓,↓〉√
2
= |↓↓〉 . (4.7)
We will show that for a chain of length N this state can be written as a matrix
product state with bond dimension D = 2 as follows [Sch11]
|ψ〉 =
∑
a
∑
b
cab |ab〉 , (4.8)
where |a〉 = |a1 . . . aN〉 represents the first spin-12 particle of each site and |b〉 =|b1 . . . bN〉 represents the second spin-12 particle. The singlet state which connects
the sites i and i+ 1 can be represented as
|φ[i]〉
∑
biai+1
φˆbiai+1 |bi〉 |ai+1〉 (4.9)
where φˆ corresponds to the matrix
φˆ =
 0 1√2
− 1√
2
0
 (4.10)
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and the state which has singlet bonds in all the sites and periodic boundary
conditions can be written as
|ψ〉 =
∑
a
∑
b
φˆb1a2φˆb2a3 . . . φˆbN−1aN φˆbNa1 |ab〉 . (4.11)
On the other hand, a state with open boundary conditions can be represented as
|ψ〉 =
∑
a
∑
b
φˆb1a2φˆb2a3 . . . φˆbN−1aN |ab〉 . (4.12)
We consider the following mapping from the state to the real spin-1 Hilbert
space {|σ〉}
A =
∑
σ∈{−1,0,+1}
∑
ab
Mσ1a1b1M
σ2
a2b2
. . .MσNaN bN |σ〉 〈ab| (4.13)
where
M+ =
1 0
0 0
 , M0 =
 0 1√2
1√
2
0
 , M− =
0 0
0 1
 (4.14)
Let us apply the mapping A to the state |ψφ〉 , so that we obtain
|ψ〉 = A |ψφ〉 (4.15)
=
∑
σ
∑
ab
Mσ1a1b1φˆb1a2M
σ2
a2b2
φˆb2a3 . . . φˆbN−1aNM
σN
aN bN
φˆbNa1 |σ〉 (4.16)
=
∑
σ
tr
(
Mσ1a1b1φˆM
σ2
a2b2
φˆ . . . φˆMσNaN bN φˆ
)
|σ〉 (4.17)
If we denote Aˆσ = Mσφˆ, then the AKLT ground state can be written as an MPS
as follows
|ψAKLT〉 =
∑
σ
tr
(
Aˆσ1Aˆσ2 . . . AˆσN
)
|σ〉 , (4.18)
where
Aˆ+ =
0 1√2
0 0
 , Aˆ0 =
−12 0
0 1
2
 , Aˆ− =
 0 0
− 1√
2
0
 . (4.19)
As we can see in Eq. 4.18, the ground state of the AKLT Hamiltonian can
be written as an exact matrix product state. Some other states which can be
represented as MPS are cluster states [BR01], W-states and GHZ-states [GHZ89].
However, these are very special cases since it is generally not possible to write
the ground state of a Hamiltonian as a matrix product state and we normally
construct them as an approximation or through a numerical method, for instance,
to compute time evolution (see Section 4.3).
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A1 A2 A3 A1 A2 A3a) b)
Figure 4.4: In these pictures: (a) represents an MPS with periodic boundary con-
ditions and three sites and (b) represents an MPS with open boundary conditions
and three sites.
Boundary conditions and canonical form
Given a quantum state |ψ〉 in terms of an MPS with open boundary conditions,
there is a choice of tensors called canonical form of the MPS, which is very
convenient. The canonical form depends on the boundary conditions, which can
be open boundary (OBC) or periodic boundary (PBC).
An MPS has open boundary conditions (OBC) if the first and last matrices
are vectors, that is, if it can written as
|ψ〉 =
d∑
i1,...,iN=1
tr(A
[1]
i1
A
[2]
i2
. . . A
[N−1]
iN−1 A
[N ]
iN
)|i1, . . . , iN〉 (4.20)
where A
[m]
im
are Dm ×Dm+1 matrices and D1 = DN+1 = 1 (see Fig. 4.4)). If we
can find D = maxmDm, then the MPS has bond dimension D. We can obtain
the canonical form for an MPS with open boundary conditions as explained in
the following theorem.
Theorem 3 (Canonical form of an MPS-OBC [PGVWC07]). Any state |ψ〉 ∈
(Cd)⊗N may be described as an MPS with open boundary conditions of the form
Eq. 4.20 with bond dimension D ≤ D ≤ dbN/2c and
1.
∑
iA
[m]
i A
[m]†
i = 1Dm for all 1 ≤ m ≤ N .
2.
∑
iA
[m]†
i Λ
[m−1]A[m]i = Λ
[m], for all 1 ≤ m ≤ N ,
3. Λ[0] = Λ[N ] = 1 and each Λ[m] is a Dm+1 ×Dm+1 diagonal matrix which is
positive, full rank and with Tr[Λ[m]] = 1.
Nevertheless, if all the matrices which compose the MPS in Eq. 4.1 are iden-
tical (i.e. A
[m]
i = Ai) then the state is translationally invariant (TI) with periodic
boundary conditions (see Fig. 4.4). The reciprocal statement is also true, that
is, every translationally invariant state has an MPS representation using a trans-
lationally invariant MPS.
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Theorem 4 (Representation of an MPS-PBC with site-independent matrices
[PGVWC07]). A translational invariant pure state with periodic boundary condi-
tions on a finite chain has an MPS representation with site-independent matrices
A
[m]
i = Ai, that is,
|ψ〉 =
∑
i1,...,iN=1
tr(Ai1Ai2 . . . AiN )|i1, . . . , iN〉 (4.21)
If we start from an OBC MPS representation, in general one has to increase the
bond dimension from D to ND to get site-independent matrices.
Injectivity is a relevant property of MPS and it means that for regions larger
than a given length, different boundary conditions give rise to different states.
The characterization of injectivity may be done as follows:
Definition 4.1 (Injective MPS [PGVWC07]). An MPS |ψ〉 defined by the set of
Kraus operators {Ai ∈ MD}di=1 is called injective if there exists an L such that
for regions of size L or larger, different boundary conditions give rise to different
states; that is, if and only if the map Γ(X) :MD →
(
Cd
)⊗N
Γ(X) =
∑
i1,...,iL
tr [XAi1 · · ·AiL ] |i1 · · · iL〉 (4.22)
is an injective map.
There is a relation between the concept of injectivity and the canonical form
of an MPS [PGVWC07], since injectivity is equivalent to the fact that, after a
suitable transformation of the form Ai 7→ XAiX−1, one obtains a canonical form
fulfilling the following conditions:
1.
∑
iAiA
†
i = 1
2.
∑
iA
†
iΛAAi = ΛA for a diagonal positive full rank matrix ΛA
3. the cp map EA defined as
EA(X) =
∑
i
AiXA
†
i (4.23)
has 1 as its unique non-degenerate eigenvalue of maximal modulus.
This canonical form is unique in the following sense:
Proposition 4 (Relation between different canonical representations of an injec-
tive MPS [PGVWC07]). If A and B are matrices giving rise to different canonical
representations of the same injective MPS, then they must be related by a unitary
U according to eiθAi = UBiU
†.
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Non-injective MPS also possess a canonical form where the matrices are block-
diagonal and the cp map associated to each block verifies conditions (1), (2) and
(3) above, except for the existence of other eigenvalues of modulus 1.
Parent Hamiltonian and energy gap
In this section we will consider translationally invariant local Hamiltonians (see
Eqs. 3.35, 3.8), that is, Hamiltonians defined as a sum of local terms correspond-
ing to local interactions,
H =
∑
hX (4.24)
where X is the set in which the mapping h acts on non-trivially.
A very relevant concept in MPS theory is the notion of parent Hamiltonian, a
local translationally invariant Hamiltonian which can be constructed from a given
MPS and such that the MPS is the ground state of the parent Hamiltonian. We
will now state the rigorous definitions for the concepts of parent Hamiltonian,
local interaction, frustration-free Hamiltonian and energy gap.
Definition 4.2 (PBC translation operator). The translation operator with peri-
odic boundary conditions, τ , is defined as
τ
(⊗Ni=1xi) = ⊗Ni=1xi+1 (4.25)
where we have identified sites 1 and N + 1.
Definition 4.3 (Parent Hamiltonian). Let |ψ〉 be a translationally invariant MPS
of N particles, and ρn its reduced density matrix for n < N particles. Let
{|vi〉}ri=1, r ≥ 1 be an orthonormal basis for Ker [ρn] . If we consider any posi-
tive linear combination of projectors {|vi〉〈vi|}ri=1 , we can construct the following
operator for local interactions
h(~a) =
r∑
i=1
ai|vi〉〈vi| (4.26)
with ~a = (a1, . . . , ar) and ai > 0. Let τ be the translation operator with periodic
boundary conditions, as in Eq. 4.25, then the parent Hamiltonian is defined as
H =
N∑
i=1
τi(h)⊗ 1 (4.27)
Note that Ker[h] corresponds with the support of ρn. The interaction length of the
parent Hamiltonian is n, the number of particles in the support of ρ(n).
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Definition 4.4 (L-local Hamiltonian). Let us consider a translationally invariant
Hamiltonian on a ring of N d−dimensional quantum systems
H =
N∑
i=1
τ i(h) (4.28)
where τ is the translation operator with periodic boundary conditions, as in Eq.
4.25. The interaction is L− local if h acts non-trivially only on L−neighbouring
sites.
Definition 4.5 (Frustration-free Hamiltonian). Let us consider a translationally
invariant n-local Hamiltonian on a ring of N d−dimensional quantum systems,
as in Eq. 4.28. We say that H is frustration-free with respect to its ground state
|ψ0〉, if the ground state minimizes the energy locally, that is, if
〈ψ0|H|ψ0〉 = inf
ψ
〈ψ|H|ψ〉 = N inf
ψ
〈ψ|h⊗ 1|ψ〉. (4.29)
Definition 4.6 (Energy gap of a Hamiltonian). Let us consider a Hamiltonian
H with a one-dimensional ground space, with eigenvalues {λi}i, and such that
λ0 < λ1, . . . then the energy gap between the ground space and the first excited
state is
0 = λ1 − λ0. (4.30)
Lemma 1 (Energy gap of a Hamiltonian). Let H be a Hamitonian with a one-
dimensional ground space and with ground state energy λ0 = 0. Then, the energy
gap above the ground space 0 is the largest constant γ such that
H2 ≥ γH, (4.31)
that is, 0 = supγ{γ|H2 − γH ≥ 0}.
Theorem 5 (Injectivity implies the existence of an energy gap [FNW92]). Let us
consider the parent Hamiltonian H of a translationally invariant injective MPS
|ψ〉 of N particles, such that H|ψ〉 = 0. Then the energy gap of the Hamiltonian,
0, is positive.
As we have seen in Eq. 4.27 any matrix product state |ψ〉 can be regarded as
the ground state of a local Hamiltonian. However, the reciprocal question is far
from answered, that is, the precise set conditions under which the ground state
of a local Hamiltonian is a matrix product state has not been characterized yet.
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4.2 Matrix product density operators
In analogy to pure states, the representation of mixed states requires an exponen-
tial number of coefficients. However, it is possible to put forward a parametriza-
tion of the state, called matrix product density operator (MPDO) [VGRC04],
which allows to use a polynomial number of coefficients in the representation of
the state as follows
ρ =
d∑
i1,...,iN ,i
′
1,...,i
′
N=1
tr
[
M
[1]
i1,i′1M
[2]
i2,i′2 . . .M
[N ]
iN ,i′N
]
|i1, . . . , iN〉〈i′1, . . . , i′N | (4.32)
where M
[k]
ik,i′k is a D
2
k ×D2k+1 matrix associated to the site k and the basis states
|ik〉 and |i′k〉 , and d is the dimension of the Hilbert state corresponding to the
physical system.
For a given mixed state we may associate a pure state called purification
[NC11, VGRC04], which we present in the following definition.
Definition 4.7 (Purification of a mixed state [VGRC04]). Let ρA ∈ D(HA) be
a mixed state, then it is possible to introduce a reference system HR and a pure
state in the joint system |ψAR〉 ∈ HA ⊗HR such that
ρA = TrR (|ψAR〉 〈ψAR|) (4.33)
For a given mixed state ρ it is clear that there exists an infinite number
of possible purifications, which hinders the characterization of the state using
purifications. Let us consider the class of mixed states ρ for which the purification
can be represented as an MPS,
|ψ〉 =
d,dk∑
i1,...,iN ,a1,...,aN=1
Tr(A
[1]
i1,a1
A
[2]
i2,a2
. . . A
[N ]
iN ,aN
)|i1a1, . . . , iNaN〉 (4.34)
where |ak〉 is the ancillary state of physical dimension dk associated to the physical
system |ik〉 . In this case, the ancillary systems constitute the reference system
R ∈ HR and the MPDO ρ is obtained after tracing over the ancillary systems,
ρ = Tra|ψ〉〈ψ|. (4.35)
The matrices of the MPDO (see Eq. 4.32), M
[k]
ik,i′k , may be computed from the
purified state taking into account that
M
[k]
ik,i′k =
dk∑
a=1
A
[i]
ik,a
⊗ A[i]i′k,a. (4.36)
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The ancillary matrices A
[i]
ik,a
can also be recovered from the matrices M
[k]
ik,i′k using
an eigenvalue decomposition.
However, for an arbitrary mixed state ρ that has a representation as an MPDO
with bond dimension D given by Eq. 4.32, is it generally not possible to give
an upper-bound for the bond dimension of its local purification form [DSPGC13]
which means that the local purification may be considerably more costly to com-
pute than the MPDO. In addition to this, it is not always possible to obtain
a purification for a given matrix product density operator. As proven in Ref.
[DCC+16], there are mixed states which may be written as a translationally in-
variant matrix product density operators for all system sizes and such that it
is not possible to find a translational invariant purification for all system sizes.
However, some constructive methods to obtain purifications have been developed
(see Ref. [DSPGC13]) which suggest that under certain conditions it is possible
to obtain a purification for a given matrix product density operator.
4.3 Numerical methods using tensor networks
Matrix product states give rise to several numerical methods to simulate quantum
many-body systems and analyse their properties, such as their ground state or
their time evolution. In this section, we will explain two of the most established
numerical methods to find the ground state of a system, namely the variational
method and the imaginary time evolution method. After introducing these tech-
niques, we will address the time evolution of mixed states using matrix product
density operators.
Variational optimization
One of the most powerful methods for the study of one-dimensional strongly
interacting systems is the DMRG [Whi92, Whi93, WF04], an iterative variational
method initially conceived to study ground-state properties. This method can be
reformulated in terms of matrix product states and, in this case, the objetive in
the DMRG method is finding the matrices of an MPS for a given bond dimension
D such that the energy is minimized [Sch11].
Let H be the local Hamiltonian of the system that we are interested in study-
ing with ground state energy E0. Then, for a given quantum state |ψ〉 it holds
that 〈ψ|H |ψ〉
〈ψ|ψ〉 ≥ E0, (4.37)
The minimization problem of finding the matrices of an MPS with bond di-
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mension D such that the energy is minimized is then
min
|ψMPS〉
(〈ψMPS|H |ψ〉 − γ 〈ψMPS|ψMPS〉) , (4.38)
where γ is the Lagrange multiplier and we may add the constraint that ψMPS has
norm 1. If the method converges to the absolute minimum, we expect ψMPS to be
the ground state of the Hamiltonian H and γ, its ground state energy.
In order to minimize Eq. 4.38, we start by minimizing with respect to a given
tensor fixing the rest of the tensors in the chain. Once this is done, we will repeat
the same procedure for the next tensor of the chain. We sweep over each tensor
of the chain, starting from the first one to the last one and we repeat this method
several times until we reach convergence to the minimum of the expectation value.
When we minimize with respect to one tensor A, whose coefficients are the
parameters in the optimization, we must fix the rest of the tensors which define
the state. The minimization can be written as
min
A
(〈ψ|H |ψ〉 − γ 〈ψ|ψ〉) = min
A
(
~A†Heff ~A− γ ~A†N ~A
)
. (4.39)
In Eq. 4.39, ~A is the tensor A written as a vector, Heff is an effective Hamil-
tonian which corresponds to the MPS for 〈ψ|H |ψ〉 without the tensors A and
A∗, and N is a normalization matrix which corresponds to 〈ψ|ψ〉 without ten-
sors A and A∗ [Sch11, Oru´14]. The minimization is achieved when the following
derivative is zero,
∂
∂ ~A†
(
~A†Heff ~A− γ ~A†N ~A
)
= 0, (4.40)
which gives rise to an eigenvalue problem
Heff ~A = γN ~A . (4.41)
This eigenvalue problem can be solved numerically using linear algebra methods
and both Heff and N can be computed exactly using tensor networks.
Imaginary time evolution
The time-evolving block decimation (TEBD) is another method which is widely
used to study the time evolution of one-dimensional systems [Vid03, Vid04,
WF04, DKSV04]. The evolution in imaginary time of a system consists in evolv-
ing an initial state |ψ(0)〉 in imaginary time with the Hamiltonian of the system
H as follows
|ψ(τ)〉 = e−τH |ψ(0)〉 , (4.42)
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where τ = it is the imaginary time. After performing the imaginary time evolu-
tion, we would expect the initial state to converge to the ground state |ψGS〉 of
the system,
|ψGS〉 = lim
τ→∞
e−τH |ψ(0)〉√| 〈ψ(τ)〉ψ(τ)| (4.43)
if the Hamiltonian of the system is gapped and the initial quantum state |ψ(0)〉
fulfills that 〈ψ(0)|ψGS〉 6= 0.
In order to implement the evolution in imaginary time for an MPS we must
discretize the time period and also split the imaginary-time evolution operator
into imaginary-time steps,
e−τH =
(
e−δτH
)m
, (4.44)
where m = τ/δτ  1. We compute the evolution operator 4.44 using a Suzuki-
Trotter expansion [HS05], in which the Hamiltonian is decomposed into a sum
and the evolution operator is split into a product of exponentials. For instance,
let us assume that the Hamiltonian H is a nearest-neighbor interaction, then
H =
∑
i
hi,i+1, H = Heven +Hodd (4.45)
Heven =
∑
k
h2k,2k+1, Hodd =
∑
k
h2k−1,2k, (4.46)
Taking this into account, we may approximate the time evolution to first order
in δτ using a first-order Suzuki-Trotter expansion [HS05]
U(δτ) = e−δτH ≈ e−δτHevene−δτHodd +O(δτ 2). (4.47)
We may also consider a Suzuki-Trotter expansion of higher order in case it is
necessary to reduce the error associated to this approximation, such as
e−δτH ≈ e− δτ2 Hevene−δτHodde− δτ2 Heven +O(δτ 3). (4.48)
Both operators e−δτHeven and e−δτHeven can be written as tensor products, since
all the terms which compose each Hamiltonian commute, that is
e−δτHeven =
⊗
k
e−δτh2k,2k+1 (4.49)
e−δτHodd =
⊗
k
e−δτh2k−1,2k (4.50)
and each e−δτhi,i+1 can be represented as an MPO [Sch11].
Therefore, the imaginary-time evolution operator can be approximated using
m  1 repetitions of the operator U(δτ) on an initial MPS. There are several
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possible ways to apply the previous operator to a given MPS, such as performing
an infinitesimal evolution and truncating the state afterwards. We start by ap-
plying the operator U(δτ) on a given MPS |ψ〉 with bond dimension D, obtaining
a new MPS
|ψ˜〉 = U(δτ) |ψ〉 (4.51)
with bond dimension D˜ ≥ D. Once we have the state |ψ˜〉 with bond dimension
D˜, we approximate it using a new MPS |ψ′〉 with bond dimension D. This
approximation can be addressed minimizing error in squared distance
Error =
∣∣∣∣∣∣|ψ′〉 − |ψ˜〉∣∣∣∣∣∣2 . (4.52)
This minimization is done again using the strategy that we introduced in the
previous subsection, that is, fixing all the tensors in |ψ′〉 except for a certain
tensor A and then sweeping over each tensor in the state. The minimization over
the tensor A is then
min
A
∣∣∣∣∣∣|ψ′〉 − |ψ˜〉∣∣∣∣∣∣2 = min
A
(
~A†N ~A− ~A† ~M − ~M † ~A+ c
)
, (4.53)
where ~A is the vectorization of tensor A, N is normalization matrix that we
introduced in Eq.(4.39), ~M is a vector corresponding to the environment of tensor
A in 〈ψ′|ψ˜〉, and c = 〈ψ˜|ψ˜〉 is a scalar. The minimization can be written as follows
∂
∂ ~A†
(
~A†N ~A− ~A† ~M − ~M † ~A+ c
)
= 0, (4.54)
which implies that
N ~A = ~M. (4.55)
The previous expression is a linear system of equations for the components of
A. This system can be solved taking into account that
~A = N−1 ~M (4.56)
and this is easily done for small bond dimensions D.
The TEBD method is very useful to simulate a wide range of systems, how-
ever, its practical application depends heavily on how well it converges despite
of the potencial sources of error, such as the truncation step after performing an
infinitesimal time evolution. It would relevant to obtain rigorous mathematical
criteria to prove the efficiency and stability of these methods. We have addressed
this question in the course of this thesis as we mention in the outlook of Chapter
6.
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Simulation of the time evolution for mixed states
If instead of considering a one-dimensional pure state we need to study the prop-
erties of a mixed state, such as its time evolution in real or in imaginary time,
we may explore the numerical methods for matrix product density operators
[VGRC04].
Let us start from a purified MPS |ψ(0)〉 of the mixed state, then we may
compute the next purification |ψ(∆t)〉 exactly using the infinitesimal evolution
that was put forward in Eq. 4.51. We generally find that the bond dimension of
the state |ψ(∆t)〉 increases so we need to truncate the state, finding another MPS
of a lower or equal bond dimension which approximates |ψ(∆t)〉 well enough.
We compute the approximation for a given bond dimension Dˆ minimizing the
squared distance between the original MPS and the approximation as in Eq.
4.52. As we already explained in the previous subsection, the truncation method
is iterative and it is based on several sweeps as in the DMRG method. Once we
find the truncated purification, we take it as our next initial state and we repeat
the infinitesimal evolution and the truncation until we reach convergence. Once
we finish, the purification can be used to construct the matrix product density
operator simply by tracing over the ancillary systems.
This method to simulate the time evolution of mixed states is based on the
assumption that there exists a purification of the mixed state in study with a given
bond dimension, but this is not always the case, as shown in Refs. [DSPGC13,
KGE14, DCC+16]. Several proposals to obtain a purification from a certain
matrix product density operator have been set forth [DSPGC13] but there is a
lack of efficient numerical methods to obtain an approximate purification when
the system size increases. We have addressed this problem in the course of this
thesis and we mention further ideas in this direction in the outlook of Chapter 6.
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5 Entanglement and fractional
magnetization
5.1 Introduction
Entanglement plays a central role in many-body quantum systems as it can be
used to understand the structure of the quantum states that appear in nature. In
systems governed by short-range interactions, low energy states possess very little
entanglement. In contrast, states evolved after quenches display large amounts
of entanglement. These different behaviors, which are supported by abundant
numerical evidence, have been recently established on solid grounds in one spatial
dimension [Car11, Sre93, ECP10]. Nevertheless, apart from these cases, there
exists practically no other physical situation where the existence of large or small
amounts of entanglement can be rigorously established.
In this chapter, we explore an application of Matrix Product States [FNW92,
PGVWC07] to the foundations of quantum magnetism in spin systems as well
as to the quantification of entanglement. We establish a relationship between
the fractionalization of a state’s magnetization and the entanglement between
two disjoint regions of such a state, and we find that the more fractional the
magnetization of the state, the larger the expected entanglement.
5.2 Fractional magnetization in spin chains
Fractionalization is a striking phenomenon that arises whenever certain observ-
ables, which are expected to take integer expectation values, appear to be fractional-
valued instead. The most prominent example of such behavior is the celebrated
fractional quantum Hall effect [STG99, TSG82, Lau83] which occurs in certain
setups when a two-dimensional electron gas is exposed to a very low temperature
and a very high magnetic field. Under these conditions, the Hall conductance is
quantized and it may display fractional values of e
2
h
, where e is the charge of the
electron and h is Planck’s constant (see Figure 6.1).
Fractionalization has attracted a lot of attention in the last years, since it
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Figure 5.1: This picture shows the results from the original fractional quantum
Hall effect experiment, carried out by D. C. Tsui, H. L. Sto¨rmer, and A. C.
Gossard. In this graph, the Hall resistence has a plateau of ρx,y =
3h
e2
when the
filling factor is 1
3
and at low temperatures (T < 5K). (Source: [TSG82], p. 2).
has shown to be connected to most of the fundamental concepts in condensed
matter physics, as conductivity, topological order, degeneracy or criticality. Be-
cause of this, it has been extensively studied in many systems, including spin
chains [OYA97, Hid94], where the magnetization per particle is fractionalized as
a function of the external magnetic field.
Fractional magnetization in a spin chain occurs whenever we have a U(1)
symmetry, in our case, generated by an operator Jz, and the expectation value of
the generator m = 〈Jz〉/N, the magnetization per particle, fulfills that J −m =
q/p, where p and q are coprime, J represents the spin number of the state and N
is the number of spins in the chain. When we change some external parameter,
such as a magnetic field, the value of m generally changes in discrete steps, giving
rise to typical plateaus in the magnetization (see Figure 5.2).
In [OYA97], Oshikawa et al. studied the behaviour of quantum spin chains
at zero-temperature in a uniform magnetic field pointing along the z-axis. They
found out that for integer or half-integer spin, J, the magnetization curve may
have plateaus and they argued that the magnetization per site, m, is topologically
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Figure 5.2: Scheme of the possible magnetization curve for a spin chain with
J = 2 as depicted in [OYA97]. We can see plateaus, both integer and fractional,
at certain values of the magnetization m.
quantized. They also discovered that fractional magnetization could occur if the
previous conditions were accompanied by explicit or spontaneous breaking of
the translational symmetry, such as the existence of periodic components in the
representation of the spin chain.
Our aim is to show that whenever a translationally and U(1) invariant MPS
displays a fractional magnetization defined using the previous notation, the en-
tanglement entropy of any sufficiently large region is greater than log(p). That
is, the value of p imposes some lower bound on the entanglement present in the
system.
5.3 A toy example
We start out with a trivial example that will help us build an intuition about the
main statement of this chapter, and then we will generalize this claim to arbitrary
states.
Let us consider the half-integer spin J = 1/2 and any two numbers q, p which
are coprime. We construct a state of np spins, where n and p are both integers,
grouped in 2n alternating domains with q spins down and (p − q) spins up. In
order to do this, we consider a p-particle state of the form |a〉 = | ↑↑ · · · ↑↓↓ · · · ↓〉,
with q spins down. Then, we take n copies of such state and we build an equal
superposition of the p possible different translations of |a〉⊗n,
|ψ〉 = 1√
p
p−1∑
m=0
τm|a〉⊗n (5.1)
where τ is the translation operator. This state is translationally invariant, it
has a U(1) symmetry generated by the operator Jz =
∑
szn, where sz is the
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single-spin operator sz =
1
2
(|↑〉 〈↑| − |↓〉 〈↓|), and it holds that Jz|ψ〉 = np(1/2−
q/p)|ψ〉, and, thus, exhibits fractional magnetization with m = J − p
q
. Following
the prescriptions of Oshikawa et al. [OYA97] that we mentioned in the previous
section, this example contains “periodic components” in order to display such a
phenomenon.
As one can see by simple inspection, if we take any region A of size L = kp,
with k ∈ {1, . . . , n}, the reduced density operator can be written as
ρL =
1
p
p−1∑
m=0
|ϕm〉〈ϕm| (5.2)
where ϕm are mutually orthogonal. Thus, the entropy of ρL and, consequently,
the entanglement entropy between the region A and the rest is log(p).
As we will see in the following sections, this toy model presenting such entropy
is connected to the fact that, in this case, fractional magnetization arises because
the ground state is a linear superposition of p-particle states which are both
locally orthogonal and related through a translation.
5.4 A large fractional magnetization implies
large entanglement
In what follows, we consider the richer family of translationally invariant MPS,
that is Ai[n] = Ai independently of the site n (see Section 4 and references
[FNW92, PGVWC07]) in order to prove a general result. For that, we realize that
the previous toy example is contained in the family of MPS just by considering
the matrices
A↓ =
q∑
i=1
|i〉〈i+ 1| , A↑ =
p∑
i=q+1
|i〉〈i+ 1|. (5.3)
However, extending the previous example to all translationally invariant MPS
is quite challenging. The main reason is that finding a characterization of all MPS
displaying fractional magnetization is hard and, even if an MPS is a superposition
of states related by a translation, nothing ensures that the reduced states are
sums of few pure and mutually orthogonal states. Nevertheless, we can prove the
following result:
Theorem 5.1 (Large fractional magnetization implies large entanglement). Let
|ψ〉 be a translationally and U(1) invariant MPS of spin J , with magnetization
per particle m, and verifying J −m = q
p
, where p and q are coprime. Then there
exists a constant γ ∈ N such that the entropy of the reduced density matrix of any
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region of size L = kγp (∀k ∈ N) verifies S(ρL) ≥ log(p), up to a exponentially
small correction in N − L and in k.
In order to prove this theorem, we rely on several lemmas that we present in
the following subsection. We need to consider a characterization of symmetries
for injective MPS [PGWS+08], as well as an extension of the Lieb-Schultz-Mattis
(LSM) theorem [LSM61] for a U(1) symmetry. The characterization of symme-
tries in [PGWS+08] allows to assert that all injective MPS corresponding to blocks
must have the same symmetry and the same magnetization m. The extension of
the LSM theorem implies that all these blocks should have a period multiple of
p. Moreover, we also have to prove that states corresponding to different blocks
are necessarily different.
Preliminary results
Our first objective is to state and prove a couple of lemmas formalizing the claim
that different injective MPS are orthogonal to each other.
Lemma 5.1 (For injective MPS, different means orthogonal). Given two transla-
tionally invariant and injective MPS, |ψA〉 and |ψB〉, then ‖|ψA〉‖ = 1, ‖|ψB〉‖ = 1
up to an exponentially small correction in N. Moreover, either both are equal for
all N , or trN−L|ψA〉〈ψB| = 0 up to an exponentially small correction in N−L. In
particular, if they are not equal then |〈ψA|ψB〉| = 0 up to an exponentially small
correction in N.
Proof. It is easy to see that 〈ψB|ψA〉 = tr
[ENA,B], where EA,B = ∑iAi ⊗ B¯i.
Moreover, it is clear that the eigenvalues of EA,B are the same as those of the map
EA,B(X) =
∑
iAiXB
†
i , which gives ‖|ψA〉‖, ‖|ψB〉‖ = 1 up to a exponentially
small correction (see Section 4 for a more detailed account of the properties of
MPS).
To complete the proof, it is enough to see that all eigenvalues λ of EA,B verify
that |λ| < 1. We will use the conditions verified by the canonical form of an
injective MPS, that is: (i)
∑
iAiA
†
i = 1, (ii)
∑
iA
†
iΛAAi = ΛA for a diagonal
positive full rank matrix ΛA, and (iii) the completely positive map EA defined as
EA(X) =
∑
i
AiXA
†
i (5.4)
has 1 as its unique non-degenerate eigenvalue of maximal modulus.
Let us take X such that
∑
iAiXB
†
i = λX, using (i) for A and (ii) for B we
get
|λ| ∣∣tr [XΛBX†]∣∣ =
∣∣∣∣∣∑
i
tr
[
AiXB
†
iΛBX
†
]∣∣∣∣∣
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≤
[∑
i
tr
[
XB†iΛBBiX
†
]]1/2 [∑
i
tr
[
A†iXΛBX
†Ai
]]1/2
=
∣∣tr [XΛBX†]∣∣ , (5.5)
where we have used the Cauchy-Schwarz inequality and tr
[
XΛBX
†] > 0. So, if
|λ| ≥ 1, we must have an equality and, therefore,
αΛ
1/2
B X
†Ai = Λ
1/2
B BiX
†
Multiplying by the adjoint expression, summing in i, taking traces and using (i)
and (ii) again we get that |α| = 1 and, hence, α = eiθ.
Finally, since ΛB is invertible, we get
∑
iBiX
†XB†i = X
†X which, by (iii),
leads to X†X = 1 and implies that eiθAi = XBiX†. This means that |ψA〉 and
|ψB〉 are equal up to a global phase, for all N .
It is also necessary to prove a lemma for the reduced density matrix of states
which are a linear combination of injective MPS:
Lemma 5.2 (Injectivity and reduced density matrix). Given an MPS of the
form |ψ〉 = ∑nr=1 λr|ψr〉 such that the |ψr〉 are different injective MPS, then
tr
[
ρLr ρ
L
s
] ∝ δrs +O(e−L) +O(e−(N−L)), being ρLr the reduced density matrix for L
particles associated to |ψr〉.
Proof. The proof follows straightforwardly from the previous lemma.
The next thing we need is the following modification of Theorem 5 in [PGVWC07].
Lemma 5.3 (Representation of MPS as a superposition of injective β-periodic
MPS). Consider any MPS |ψA〉 ∈ Cd⊗N which has only one block in its canonical
form with D ×D matrices {Ai} and such that EA has β eigenvalues of modulus
one. If β is a factor of N , then the state can be written as a superposition of β
β-periodic different and injective MPS with equal coefficients and bonds Di (also
with the property that
∑
iDi = D). Otherwise, if β is not a factor of N , then
|ψA〉 = 0.
Proof. The only thing to verify is that the β-periodic states are injective and
different among them. In the proof of Theorem 5 in [PGVWC07], based on
[FNW92], one proves the existence of a set of orthogonal projectors {Pk} with∑
k Pk = 1 such that
EβA(X) =
∑
j,k
PjE
β
A(PjXPk)Pk, (5.6)
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EβA has 1 with degeneracy exactly β as the only eigenvalue of modulus 1, and
each block in the block-diagonal form of the Kraus operators of EβA given by (5.6)
corresponds to one of the β-periodic states. Moreover, the space of fixed points
is generated by Pk and the space of fixed points of the adjoint map is generated
by PkΛPk.
The cp maps associated to the β-periodic states are then
Ek(X) = PkE
β(PkXPk)Pk
when restricted to inputs with X = PkXPk. It is clear that Pk is its only fixed
point, PkΛPk the only fixed point of the adjoint map, and there is no other
eigenvalue of modulus 1, which shows that all β-periodic states are injective.
Now, if two of them were equal, we would reach a contradiction in the following
way. For simplicity, we reason in the case of 2 2-periodic states but the argument
can be adapted straightforwardly to the general case. E2A has block-diagonal
Kraus operators of the form Bi ⊗ |0〉〈0| + Ci ⊗ |1〉〈1|. By the hypotheses and
the uniqueness of the canonical form for injective MPS, Bi = e
iθUCiU
† for all i.
Then, apart from 1⊗|0〉〈0| and 1⊗|1〉〈1|, we also get U⊗|0〉〈1| as an eigenvector
of EβA with eigenvalue of modulus 1, from where the contradiction follows.
Finally, we need the following version of the Lieb-Schultz-Mattis theorem for
a U(1) symmetry. It is interesting to note that it does not use any MPS structure,
so it is valid in full generality and for any spatial dimension. Let us recall that, in
the Lemma 17 of [PGSGG+10], it has been shown that any quantum state with
a U(1) symmetry given by the canonical generator of spin S
(J)
z verifies that
u⊗Ng |ψ〉 = eigNm|ψ〉 (5.7)
with ug = e
igS
(J)
z and a magnetization per particle m.
Lemma 5.4 (Lieb-Schultz-Mattis for a U(1) symmetry). Let m be any rational
number and p ∈ N such that there exist two quantum states of (local spin J
and) pN and (N + 1)p particles respectively, for some N, having both of them
magnetization per particle m. Then p(J −m) = q with q integer.
Proof. By expanding equation (5.7) in the canonical basis, we get∑
k1···kpN
ck1···kpN e
ig
∑
j kj |k1 · · · kpN〉 =
∑
k1···kpN
eigpNmck1···kpN |k1 · · · kpN〉
Since it is a basis and the state is not zero, there must exist k1, · · · , kpN ∈
{−J,−J + 1, . . . J − 1, J} such that ∑j kj = Npm. For the same reason, there
must exist k′1, · · · , k′pN+p ∈ {−J,−J+1, . . . J−1, J} such that
∑
j k
′
j = (Np+p)m.
Subtracting, we get that mp =
∑
j k
′
j −
∑
j kj has the same character (integer or
semi-integer) as pJ .
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With this at hand, if we consider an MPS |ψ〉 of spin J and pN particles
with a U(1) symmetry, given by the canonical generator of spin S
(J)
z , we have the
following lemma.
Lemma 5.5 (Generalized Lieb-Schultz-Mattis). Let p be the smallest integer such
that, after blocking p sites together, |ψ〉 has a block-diagonal representation with
injective blocks. Then p(J −m) = q, with q an integer.
Proof. To see it we consider blocks of p-sites. From Theorem 5 in [PGWS+08],
we know that each block is an injective MPS with the same symmetry. Since, by
Lemma 5.1, states corresponding to different blocks are equal or linearly indepen-
dent, all of them must have also magnetization m. Now, by the characterization
of symmetries for injective MPS [PGWS+08], we know that the matrices defining
each block inherit the symmetry and therefore the associated MPS has magne-
tization m for all system sizes that are multiple of p. Lemma 5.4 finishes the
argument.
We also get a reciprocal result:
Lemma 5.6 (Reciprocal of the Lieb-Schultz-Mattis). Let us assume that J−m =
q
p
with gcd(p, q) = 1 in a U(1) symmetric MPS, then there exists γ ∈ N such that
the MPS has only γp-periodic blocks. Moreover (trivially from Lemma 5.3), states
belonging to blocks of different periods are different.
Proof. As above, all injective MPS corresponding to the blocks must have the
same symmetry and the same magnetization m. Therefore, Lemma 5.4 shows
that only blocks of period multiple of p can appear.
Proof of the main theorem
We are finally ready to prove Theorem 5.1:
Proof. Let |ψ〉 be a MPS, which is translational and U(1) invariant. We also
impose that this MPS has spin J and magnetization per particle m, verifying
J −m = q
p
, where p and q are coprime, and consider its canonical form.
If the state has a single block, due to Lemma 5.6, it must be γp-periodic, where
γ ∈ N. This means that all the eigenvalues of magnitude one corresponding to the
cp-map EA are the γp-roots of unity. Consequently, if we block γp spins, then we
can write the new matrices Ai as block-diagonal, with each block being injective
and different (see Lemma 5.3). We have now that the state |ψ〉 can be written
as linear combination with equal coefficients of γp different injective MPS, each
of them being a translation of each other.
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In Lemma 5.1, we show that different injective MPS are orthogonal in the
thermodynamic limit. Let L = kγp (k ∈ N), using Jensen’s inequality we have
that S(ρL) ≥ − log(tr(ρ2L)) which, by Lemma 5.2 implies S(ρL) ≥ log(γp) ≥
log(p), up to an exponentially small correction in N −L and k, as in the example
proposed above.
If the MPS has many blocks in its canonical form, we will show that one can
treat each of these blocks as in the single block case, obtaining an extension of
the last result. Lemma 5.6 gives us γ ∈ N such that all the blocks of the canonical
form of |ψ〉 have period γp. Let L = kγp, where k ∈ N. We observe that the
reduced density operator of a region comprising L sites verifies
ρL = ⊕ni=1µiρi, (5.8)
up to a correction exponentially small in N −L and k (see Lemma 5.2). The ρi’s
are the reduced density matrices corresponding to single blocks, where repeated
blocks are simply reflected in the µi’s. Using the single block case, we can ensure
again that S(ρi) ≥ log(p) for all i. It is clear, from (5.8) and the subaditivity of
the entropy, that S(ρL) ≥ log(p) up to another exponentially small correction in
N − L and k, yielding the desired result.
5.5 Conclusions and outlook
Summing up, we have shown that for the state of a quantum spin chain, a large
fractionalization in the magnetization demands large entanglement. In order to
prove this, we have established a lower bound for the entanglement entropy of
any connected and sufficiently large region of a quantum spin chain in terms
of the fractionalized magnetization. Moreover, since MPS seem to be the right
representation for the low energy sector of 1D systems, we postulate this result
being true in full generality.
In this line of work, it would be interesting to extend this result to higher
dimensions, using PEPS [VC04]. However, extending the results of this chapter
to two-dimensional systems poses several difficulties which are still open questions
in the field, such as the lack of a canonical form for PEPS or the characterization of
fractionalization. The canonical form has a wide array of applications for MPS,
and one of the most important is the classification of symmetries [PGWS+08]
and the classification of phases in one-dimensional systems [CGW11, SPGC11].
In two-dimensional systems, it is possible to characterize the different symmetries
in the injective case but this result does not apply to the most relevant systems
with topological order, such as SET phases [GW09, PBTO12].
On the other hand, in one-dimensional systems fractionalization arises from
a periodical structure, which we have exploited to prove the main result of the
chapter. However, in two-dimensional systems there exist aperiodical tilings of
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the plane which may allow for fractionalized physical setups without periodicity or
topological properties. We believe it could be interesting to study Hamiltonians
related to aperiodical tilings of the plane and find out whether these systems
display fractionalization.
As future work, we would also like to perform numerical simulations to quan-
tify the amount of entanglement in terms of the fractionalization of the magneti-
zation in particular examples of spin chains and find out how good the bound is
for concrete physical systems.
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6 Entanglement and long-range
interactions
6.1 Introduction
The existence of interactions influences the behaviour of spin systems in different
ways and gives rise to a variety of interesting phenomena. For instance, an
isolated spin chain with disorder may undergo a metal-insulator transition in the
presence of interactions [BAA06, CFIM12]. While interactions are typically local
and each constituent of the system interacts mainly with nearest neighbours, they
may also be long-range. In this case, the area law for the entanglement entropy
does not apply. Intuitively, we expect that in presence of long-range interactions,
any specific region will be correlated to any other part of the chain, giving rise
to large amounts of entanglement.
However, it is quite difficult to transform this intuitive idea into a rigorous
result. The main reason is that the ground state of a Hamiltonian containing
long-range interactions may coincide with, or be very similar to the ground state
of another Hamiltonian containing short-range ones and, therefore, fulfilling the
area law. As an example, if we consider an Ising model with decaying interactions
and in the absence of a transverse magnetic field, the ground state will be still
a product state, which in turn is also the ground state of the Ising model with
nearest-neighbor couplings. Such state does not display any entanglement at
all. Hence, we can only expect to have large amounts of entanglement whenever
such examples do not exist; that is, whenever our state is, in some sense, not
close to any other state corresponding to the ground state of a Hamiltonian with
short-range interactions.
In this chapter, we will establish a rigorous lower bound for the entanglement
entropy of a translationally invariant MPS, |ψA〉, which is not the ground state of
any short-range gapped and frustration-free Hamiltonian and such that it is suffi-
ciently far away from any other state with this property for any given interaction
length. We will show that, under these conditions, the entanglement entropy of
this state must be large and that it will scale with the range of the interaction. In
order to prove this statement, we have to further develop the theory of MPS, ex-
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tending previous results presented in Refs. [PGVWC07, PGWS+08, SWPGC09],
and deriving new ones.
6.2 Main result: large interaction length
implies large entanglement
We begin discussing the main result of the chapter and providing a brief scheme
of the steps and lemmas which eventually lead to the proof. In order to do this,
let us consider a translationally invariant MPS, |ψA〉, which is not the ground
state of any short-range gapped and frustration-free Hamiltonian. Furthermore,
let us assume that this MPS is also far away, as specified below, from any other
state with this property for any given interaction length. We would like to prove
that as a consequence its entanglement entropy will be large and, indeed, that it
will scale with the range of the interaction.
More specifically, if we denote by ρLA the reduced density operator of |ψ〉 for
a connected region containing L spins, we prove the following theorem:
Theorem 6.1 (Long-range interactions imply large entanglement). Let |ψA〉 be
an MPS such that every state |ψ˜〉 which is the unique ground state of a gapped
frustration-free Hamiltonian with interaction length L verifies ‖ρLA − ρ˜L‖1 ≥ .
Then, for sufficiently large regions R, we have that the α-Renyi entropy Sα(ρ
R
A) ≥
aL + b log  + c, for α ≤ 1
6
and where a, b, c are constants depending only on the
local physical dimension d of |ψA〉.
This claim is proved by contradiction. We suppose that for every connected
region and for α ≤ 1
6
the α-Renyi entropy is upper bounded by an expression of
the form aL+ b log + c, for α ≤ 1
6
, where a, b, c are constants depending on the
physical dimension of |ψA〉. It is enough to prove that this implies the existence
of a state, the unique ground state of a gapped frustration-free Hamiltonian with
interaction length L, such that ‖ρLA − ρ˜L‖1 < , to reach a contradiction.
The hypothesis on Sα being small implies that we can find another MPS with
a sufficiently small bond dimension, D˜ (in particular, D˜ ≤ d(L−1)/2) that is close
enough to the original one. In order to do this, we will rely on [VC06, Lemma 2]
and on a new bound for reducing the bond dimension of an MPS that we explain
in Section 6.3. More precisely, this bound will be of the form
‖ρLA − ρLA˜‖1 ≤ 2
√
2dL/2
√
Lδ1/4 + (2L+ 3)δ,
where ρL
A˜
will be the reduced density matrix which can be constructed from ρLA
by substituting the Kraus operators Ai by PAiP and Λ = PΛP, where P =∑D˜
i1
|i〉〈i|. These steps will be explained in further detail in 6.3.
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Now, arbitrarily close to the MPS associated to the reduced density matrix
ρL
A˜
, there exists another which is the unique ground state of a Hamiltonian with
gap and interaction length L. Taking into account that the interaction length
is closely related to the bond dimension at which the MPS reaches injectivity,
this will be deduced from proving that all MPS (except for a set with measure
zero) reach injectivity fast enough. Standard Algebraic Geometry, as explained in
Lemma 11 of 6.4 and [Har77, GH11], reduces this problem to finding the existence
of a single MPS displaying this property. The existence of such an example can
be obtained using quantum expanders, as explained also in 6.4.
In the following sections, we present the aforementioned statements as lemmas
and theorems with their proofs and we explain in detail how they yield the main
result.
6.3 Approximation of quantum states using
matrix product states
In this section, we derive a new bound for approximating a translationally invari-
ant MPS by another MPS with a smaller bond dimension. This bound is written
in terms of the normalized reduced density matrices of both states where we con-
sider the notation and concepts about MPS theory that we defined in Chapter
4.
Let Ai ∈MD be the canonical Kraus operators defining an injective and trans-
lationally invariant MPS (see Chapter 4), with Λ as its fixed point. We define
the normalized reduced density matrix for L particles ρLA, up to a correction
exponentially small in N − L, by
ρLA =
∑
i1,...,iL
j1,...,jL
tr
[
A†jL · · ·A†j1ΛAi1 · · ·AiL
]
|i1 · · · iL〉〈j1 · · · jL| (6.1)
We also introduce a different density matrix ρL
A˜
, which results from projecting
the Kraus operators and the fixed point into a subspace of dimension D˜ ≤ D.
In other words, this state is a matrix product density operator (see Chapter
4) with smaller matrices A˜i = PAiP and a new fixed point Λ˜ = PΛP where
P =
∑D˜
i=1 |i〉〈i|, that is,
ρL
A˜
=
∑
i1,...,iL
j1,...,jL
tr
[
A˜†jL · · · A˜†j1Λ˜A˜i1 · · · A˜iL
]
|i1 · · · iL〉〈j1 · · · jL|
=
∑
i1,...,iL
j1,...,jL
tr
[
PA†jLP · · ·PA†j1PΛPAi1P · · ·PAiLP
]
|i1 · · · iL〉〈j1 · · · jL|
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In this case, E is the completely positive map associated to Ai and E˜ the one
associated to A˜.
Taking all this into account, we can state and prove the following theorem:
Theorem 6.2 (Bound for the reduced density matrix). Let ρLA, ρ
L
A˜
be the reduced
density matrices for the original and truncated state. We can bound the distance
between the reduced density matrices as follows:
‖ρLA − ρLA˜‖2 ≤ 2tr
[
Λ˜1/2
]√
Lδ1/4 + (2L+ 3)δ,
‖ρLA − ρLA˜‖1 ≤ 2
√
2D˜
√
Lδ1/4 + (2L+ 3)δ
where δ = tr
[
Λ− Λ˜
]
.
In order to do this, we must prove two lemmas as preliminary results. In the
first place, we show that the original fixed point of the state ψA is approximately
the fixed point of the truncated channel.
Lemma 6.1. The original fixed point of the state |ψA〉 is approximately the fixed
point of the truncated channel E˜L
‖E˜L(Λ)− Λ‖1 ≤ 2Lδ.
In particular,
tr
[
E˜L(Λ)
]
≥ 1− 2Lδ.
Proof. Using both the definition of δ and that E is contractible for the 1-norm, we
get that ‖Λ− E(PΛP )‖1 ≤ δ. The map P •P is also contractible for the 1-norm,
so
‖Λ− PE(PΛP )P‖1
≤ ‖Λ− PΛP‖1 + ‖PΛP − PE(PΛP )P‖1
≤ 2δ
This means that ‖Λ− E˜(Λ)‖1 ≤ 2δ, since E˜(Λ) = PE(PΛP )P. However, E˜ is also
contractible respect to the 1-norm, so
‖Λ− E˜2(Λ)‖1 ≤ ‖Λ− E˜(Λ)‖1 + ‖E˜(Λ)− E˜2(Λ)‖1
≤ 4δ
The result can be obtained by induction.
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We will now define, under the previous notation for the Kraus operators and
the fixed point, the following operators
σA =
∑
i1,...,iL
j1,...,jL
tr
[
A†jL · · ·A†j1Λ˜Ai1 · · ·AiL
]
|i1 · · · iL〉〈j1 · · · jL|
σA,P =
∑
i1,...,iL
j1,...,jL
tr
[
PA†jL · · ·A†j1Λ˜Ai1 · · ·AiLP
]
|i1 · · · iL〉〈j1 · · · jL|
where it is important to note that σA,P is a positive operator. The second lemma
reads:
Lemma 6.2. ‖ρA− ρA˜‖2 ≤ ‖σA,P − φA˜‖2 + (2L+ 3)δ, where φA˜ = tr
[
E˜L(Λ)
]
ρA˜
is the not normalized reduced density matrix generated by A˜i. The same holds
changing the 2-norm by the 1-norm in both sides of the inequality.
Proof. By using the triangle inequality and the fact that ‖ · ‖2 ≤ ‖ · ‖1,
‖ρA − ρA˜‖2 ≤ ‖ρA − σA‖1 + ‖σA − σA,P‖1
+ ‖σA,P − φA˜‖2 + ‖φA˜ − ρA˜‖1 .
The first term can be calculated exactly
‖ρA − σA‖1 =
∑
i1,...,iL
tr
[
A†iL · · ·A†i1(Λ− Λ˜)Ai1 · · ·AiL
]
= δ .
The first equality holds because the operator is positive and the 1-norm can be
replaced by a trace and the second one holds because E is trace preserving. The
second term can be bounded in a similar way.
‖σA − σA,P‖1 = tr
[
P⊥
∑
i1,...,iL
A†iL · · ·A†i1Λ˜Ai1 · · ·AiLP⊥
]
≤ δ + tr
[
P⊥
∑
i2,...,iL
A†iL · · ·A†i2ΛAi2 · · ·AiL
]
.
This holds because
‖Λ− E(Λ˜)‖1 = ‖E(Λ− Λ˜)‖1 = δ,
since E is trace preserving and E(Λ) = Λ. Therefore,
‖σA − σA,P‖1 ≤ δ + tr
[
P⊥Λ
]
= 2δ.
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Finally, the last term can be bounded using Lemma 6.1 because
‖φA˜ − ρA˜‖1 = −1 + tr
[
E˜L(Λ)
]
≤ 2δL.
We obtain the result by collecting all bounds above.
Now
‖σA,P − φA˜‖22
≤
[(
tr
[
Q(E∗)L(Λ˜⊗ Λ˜)ELQ
]
− tr
[
Q(F∗)L(Λ˜⊗ Λ˜)FLQ
] )
+
(
tr
[
Q(F∗)L(Λ˜⊗ Λ˜)FLQ
]
− tr
[
Q(E˜∗)L(Λ˜⊗ Λ˜)E˜LQ
] )]
where E = ∑iAi ⊗ A¯i, Q = P ⊗ P and F = (1⊗ P )E(1⊗ P ).
We may now approach the main theorem of this section:
Proof of the Theorem. We start by bounding the term
µ =
∣∣∣tr [Q(E∗)L(Λ˜⊗ Λ˜)ELQ]− tr [Q(F∗)L(Λ˜⊗ Λ˜)FLQ] ∣∣∣.
This can be done by adding and subtracting terms such that they differ in one
projector, i.e.
µ ≤
L−1∑
r=1
∣∣∣tr [FLQ(F∗)r−1E∗(1⊗ P⊥)(E∗)L−r(Λ˜⊗ Λ˜)] ∣∣∣
+
L−1∑
s=1
∣∣∣tr [Es(1⊗ P⊥)EFL−s−1Q(E∗)L(Λ˜⊗ Λ˜)] ∣∣∣
=
∑
r
µr +
∑
s
νs.
Let us bound the first family of terms. By applying the Cauchy-Schwarz inequal-
ity ∣∣∣∣∣tr
[∑
i
AiBi
]∣∣∣∣∣ ≤
∣∣∣∣∣tr
[∑
i
A†iAi
]∣∣∣∣∣
1
2
∣∣∣∣∣tr
[∑
i
BiB
†
i
]∣∣∣∣∣
1
2
This bound allows us to prove the following bound for µr
µr =
∣∣∣∣∣∣∣∣∣∣
tr

∑
k1,...,kL
i1,...,ir
j1,...,jL−r
(√
Λ˜Ak1 · · ·AkLPA†i1 · · ·A
†
ir
A†j1 · · ·A
†
jL−r Λ˜
1/4 ⊗ Λ˜1/4
)
·
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(
Λ˜1/4 ⊗ Λ˜1/4A˜k1 · · · A˜kLA˜†i1 · · · A˜
†
ir−1A
†
ir
P⊥A†j1 · · ·A
†
jL−r
√
Λ˜
)]∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣∣
tr

∑
k1,...,kL
i1,...,ir
j1,...,jL−r
(Λ˜1/4AjL−r · · ·Aj1Air · · ·Ai1PA†kL · · ·A
†
k1
)·
·(Λ˜Ak1 · · ·AkLPA†i1 · · ·A
†
ir
A†j1 · · ·A
†
jL−r Λ˜
1/4 ⊗ Λ˜1/2)
]∣∣∣ 12 ·
·
∣∣∣∣∣∣∣∣∣∣
tr

∑
k1,...,kL
i1,...,ir
j1,...,jL−r
(Λ˜1/2 ⊗ Λ˜1/4A˜k1 · · · A˜kLA˜†i1 · · · A˜
†
ir−1A
†
ir
P⊥)·
·(A†j1 · · ·A
†
jL−r Λ˜AjL−r · · ·Aj1P⊥AirA˜ir−1 · · · A˜i1A˜
†
kL
· · · A˜†k1Λ˜1/4
]∣∣∣ 12 .
The first term is equal to
tr
[
Λ˜1/2
]1/2
tr
[
PEL(Λ˜)P E˜L(Λ˜1/2)
]1/2
≤ tr
[
Λ˜1/2
]
.
The second term is equal to
tr
[
Λ˜1/2
]1/2
tr
[
E˜r−1 ◦ E
(
P⊥EL−r(Λ˜)P⊥
)
E˜L(Λ˜1/2)
]1/2
≤ δ1/2tr
[
Λ˜1/2
]
where we have used that Λ˜ ≤ Λ (hence, tr
[
P⊥EL−r(Λ˜)P⊥
]
≤ δ), and that both
E and E˜ are contractible for the trace norm. Therefore, µr ≤ tr
[
Λ˜1/2
]2√
δ. The
result for the νs is exactly the same, so it follows that µ ≤ 2Ltr
[
Λ˜1/2
]2√
δ.
The other term can be calculated in the same way, by replacing E → F and
F → E˜ , and it gives exactly the same estimate.
The second inequality follows from the first one, tr
[
Λ˜1/2
]
≤
√
D˜tr [Λ], and
the fact that σA,P − φA˜ has rank ≤ 2D˜, which then gives
‖σA,P − φA˜‖1 ≤
√
2D˜‖σA,P − φA˜‖2.
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6.4 Injectivity can be reached fast
In this section we prove that all MPS of a certain form reach injectivity fast
enough, as stated in the following technical lemma:
Lemma 6.3 (Injectivity can be reached fast). Every MPS (with the exception of
a zero-measure set) of the form
|ψ˜〉 =
∑
i1,...,iL
iL+1,...,iN
tr
(
Ai1 · · ·AiLBiL+1CiL+2 · · ·CiN
) |i1 · · · iN〉 (6.2)
where Ai, Bj, Ck ∈ MD×D and L ≥ 2 logDlog d reaches injectivity in every region of
length L− 1.
Proof. Since the set of MPS failing this property is clearly a projective algebraic
subvariety of
(
CD ⊗ CD ⊗ Cd)⊗3, standard algebraic geometry tells us that, if
this set is non-empty, since
(
CD ⊗ CD ⊗ Cd)⊗3 is irreducible then both projective
varieties must be equal. This is a straightforward conclusion after relating the
following ideas concerning projective sets such that X ⊂ Y (which always implies
dimX ≤ dimY ). On the one hand, if X is a non-empty open subset of Y, then
dimX = dimY . On the other hand, if dimX = dimY and Y is irreducible then
X = Y [Har77, GH11].
Therefore, it is enough to find a single MPS reaching injectivity as stated in
this lemma, which has been verified numerically up to D = 200 and d = 50,
and also analytically in the next lemma using quantum expanders. Note that
our analytical proof gives a slightly worse condition for the L needed to reach
injectivity, in terms of D and d, but suffices, nevertheless, to prove the main
theorem.
It is proven in [Has07c] that for all d ≥ 4, there exists a Hermitian trace-
preserving completely positive map
E(X) =
d∑
i=1
A†iXAi
such that |λ2| ≤
(
2
√
d−1
d
)(
1 +O
(
log(D)D
−2
15
))
, where Ai ∈MD. If we take the
MPS |ψ〉 generated by the matrices Ai and consider the map
Γn(X) =
∑
i1···in
tr [XAi1 · · ·Ain ] |i1 · · · in〉,
we want to find a lower bound for n such that Γn is injective, as stated in the
following result:
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Theorem 6.3. Assuming D is large enough, Γn is an injective map for
n ≥
[
k log(D)
log(d)
]
+ 1, K = 8, d > 16
Note that in this theorem, k can be made arbitrarily close to 4 at the price of
enlarging d. This theorem is a consequence of the following lemma:
Lemma 6.4.
sup
tr[X†X]=1
∣∣∣∣Γn(X)†Γn(X)− 1D tr [X†X]
∣∣∣∣ ≤ D|λ2|n
Proof. Considering inMD the usual Hilbert-Schmidt Hilbert structure, it is easy
to see that the left hand side is equal to∥∥∥∥Γ∗nΓn − 1D1
∥∥∥∥
op
for the usual operator norm on the Hilbert space MD.
Moreover, in coordinates, calling E = ∑iAi ⊗ A¯i, we have that
Γ∗nΓn −
1
D
1 =
∑
abcd
(
〈cd|En|ab〉 − 1
D
δabδcd
)
|bd〉〈ac| .
just identifying MD = CD ⊗ CD and calling |ij〉 to the canonical (matrix) basis
there.
Since for each operator on an n dimensional Hilbert space, ‖ · ‖op ≤ ‖ · ‖2 ≤√
n‖ · ‖op, being ‖ · ‖2 the Hilbert-Schmidt norm, and using that the Hilbert-
Schmidt norm is invariant under arbitrary rearrangements of the coordinates, we
get that ∥∥∥∥Γ∗nΓn − 1D1
∥∥∥∥
op
≤ D
∥∥∥∥∥∑
abcd
(
〈cd|En|ab〉 − 1
D
δabδcd
)
|ab〉〈cd|
∥∥∥∥∥
op
= D‖En − 1
D
|1〉〈1|‖op = D‖En − E∞‖op
= D‖En − E∞‖op = D|λ2|n
where we have used in the last step that E is Hermitian and |1〉 denotes the
unnormalized vector
∑D
i=1 |ii〉.
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Figure 6.1: Given the tensor A = (〈α|Ai|β〉)iαβ which defines the MPS, and with
the usual convention that rotating means complex conjugation, we can represent
the map Γ∗nΓn as the map in the figure from systems ac to systems bd and the
map En as the same figure but now mapping systems cd to systems ab
Proof of Theorem 6.3. Γn must be injective as long as
|λ2|n < 1
D2
. (6.3)
Otherwise, taking a (normalized) X such that Γn(X) = 0, we would get a con-
tradiction to Lemma 6.4. Since we know from [Has07c] that
|λ2| ≤
(
2
√
d− 1
d
)(
1 +O
(
log(D)D
−2
15
))
it suffices to take n such that(
2
√
d− 1
d
)n (
1 +O
(
log(D)D
−2
15
))n
<
1
D2
.
Taking logarithms
2 log(D) + n log
[(
2
√
d− 1
d
)(
1 +O
(
log(D)D
−2
15
))]
< 0
which is equivalent to
n >
2 log(D)
log
[(
d
2
√
d−1
)]
− log
(
1 +O
(
log(D)D
−2
15
))
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It is clear that taking D large enough we can upper-bound the RHS by 2 log(D)
log
((
d
2
√
d−1
))
+ 1
But now
2 log(D)
log
((
d
2
√
d−1
)) = 4 log(D)
2 log(d)− log(4)− log(d− 1)
≤ 4K log(D)
log(d)
as long as 1
K
≤ 1− 2
log d
, which finishes the proof of the theorem.
6.5 Results for non-translationally invariant
matrix product states
In this section, we prove that for a given reduced density matrix ρLA of the form
that we presented in Section 6.3, there exists a non-translationally invariant MPS
with the following structure
|ψ〉 =
∑
i1,...,iL
iL+1,...,iN
tr
(
Ai1 . . . AiLBiL+1CiL+2 . . . CiN
) |i1, . . . iN〉 (6.4)
such that ρLA is its reduced density matrix. We formalize this result in the next
lemma:
Lemma 6.5. Let Ai,Λ ∈ MD, then there exist Bi, Ci ∈ MD such that if we
consider the state
|ψ〉 =
∑
i1,...,iL
iL+1,...,iN
tr
(
Ai1 . . . AiLBiL+1CiL+2 . . . CiN
) |i1, . . . iN〉 (6.5)
then the reduced density matrix for L particles (particles 1-L) is
ρ1...L =
∑
i1,...,iL
j1,...,jL
tr
(
A†jL . . . A
†
j1
ΛAi1 . . . AiL
)
|i1, . . . iN〉〈j1, . . . jL| (6.6)
Proof. We consider the channel defined as
E(X) =
d∑
i=1
ViXV
†
i , (6.7)
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where V1
√
D is a diagonal unitary matrix with different incommensurable eigen-
values such that V k1 still has different eigenvalues for all k ∈ N, V2
√
D is a random
unitary matrix with non-zero entries and Vi = 0D, i ∈ {3, ..., d}. This channel
is trace preserving and unital. On the one hand, it is trivial to see that the
only matrices that commute with V1 are diagonal matrices. On the other hand,
to find which of these diagonal matrices commute with V2 it is enough to con-
sider the algebraic system of equations in coordinates for [V2, X] = 0 from where
we get that, since (V2)ij 6= 0, and (X)ij = 0 if i 6= j, then (X)ii − (X)jj = 0
for all i 6= j. From this, we deduce that the only matrices that commute with
all of the Kraus operators for our channel are multiples of the identity matrix.
Lu¨ders’ Theorem [BJKW00] guarantees that our channel has the identity as its
unique fixed point. Since E is an irreducible channel [Wol12], all its eigenvalues
of modulus 1 are k-roots of unity, where k ∈ {1, . . . , D2}. Let Y be such that
E(Y ) = αY for |α| = 1. It is clear that Ek(Y ) = Y and, again by Lu¨ders’ The-
orem, [V k1 , Y ] = 0 = [V2V
k−1
1 , Y ]. Reasoning as above, Y is a multiple of the
identity, which implies that α = 1; hence, the channel is primitive [Wol12].
We can define now {
Bj =
√
ΛVj
Ck = Vk
(6.8)
where Vi are the Kraus operators for our channel. If we consider the state
|ψ〉 =
∑
i1,...,iL
iL+1,...,iN
tr
(
Ai1 . . . AiLBiL+1CiL+2 . . . CiN
) |i1, . . . iN〉 (6.9)
and compute the reduced density matrix for particles 1...L, we obtain
ρL =
∑
i1,...,iL
j1,...,jL
(∑
α,β
〈α|
[
Ai1 . . . AiLEBE
N−(L+1)
C (|α〉〈β|)A†jL . . . A†j1
]
|β〉
)
·
· |i1, . . . iN〉〈j1, . . . jL|
It is clear that EN−(L+1)C (|α〉〈β|) = δαβ1, up to an exponentially small correction.
This leads us to
ρL =
∑
i1,...,iL
j1,...,jL
(∑
α
〈α|
[
A†jL . . . A
†
j1
EB(1)Ai1 . . . AiL
]
|α〉
)
|i1, . . . iN〉〈j1, . . . jL|
=
∑
i1,...,iL
j1,...,jL
(∑
α
〈α|
[
A†jL . . . A
†
j1
ΛAi1 . . . AiL
]
|α〉
)
|i1, . . . iN〉〈j1, . . . jL|
=
∑
i1,...,iL
j1,...,jL
tr
(
A†jL . . . A
†
j1
ΛAi1 . . . AiL
)
|i1, . . . iN〉〈j1, . . . jL|
once again, up to a exponentially small correction, as we wanted to prove.
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6.6 Proof of the main theorem
In the previous sections, we have presented all the necessary tools to prove The-
orem 6.1, which we will demonstrate as follows:
Proof. Let us call λi the ordered eigenvalues of ρ
R
A, which can be taken as close
as wanted to those of Λ⊗ Λ by enlarging region R (see Lemma 2 in [VC06]). In
this case, it is not difficult to see that, if we call µi the ordered elements of Λ,
then
∑∞
i=D˜+1 µi ≤
∑∞
i=D˜+1 λi =: δ.
Suppose that, for α = 1
6
and for all R, we can upper-bound the α-Renyi
entropy by
Sα(ρ
R
A) ≤
4
5
log +
1
10
(L log d− logL)− log d
4
(6.10)
In Section 6.4, we have shown that we can always construct a state |ψ˜〉 of the
form
|ψ˜〉 =
∑
i1,...,iL
iL+1,...,iN
tr
(
A˜i1 · · · A˜iLBiL+1CiL+2 · · ·CiN
)
|i1 · · · iN〉 (6.11)
where A˜i, Bj, Ck ∈ MD˜×D˜, A˜i = PAiP (being Ai the Kraus operators defining
the original MPS), with bond dimension D˜ ≤ d(L−1)/2 and such that the fixed
point for the associated channel is Λ˜ = PΛP, where we are considering that
P =
∑D˜
i |i〉〈i|.
In Section 6.4, we have also proved that all states of this form, except for a
set of measure zero, reach injectivity in L − 1 sites. Therefore, the one we have
constructed in Eq. (6.11) is the unique ground state of a frustration-free Hamil-
tonian with interaction length L [PGVWC07, FNW92]. Using a straighforward
adaptation of [FNW92, Section 6], this Hamiltonian is also gapped. Even though
this state is not exactly translational invariant, it verifies that its normalized
reduced density matrix for particles 1 . . . L is of the form
ρL
A˜
=
∑
i1,...,iL
j1,...,jL
tr
(
A˜†jL . . . A˜
†
j1
Λ˜A˜i1 . . . A˜iL
)
|i1, . . . iN〉〈j1, . . . jL| (6.12)
up to a exponentially small correction (see Section 6.5).
This allows us to use a bound, which is proved in Section 6.3, which states
that
‖ρLA − ρLA˜‖1 ≤ 2
√
2dL/2
√
Lδ1/4 + (2L+ 3)δ
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≤ 4
√
2dL/2
√
Lδ1/4 =: ′,
since the first term in the sum is clearly larger than the second. It only remains
to show that ′ ≤ , or equivalently, that δ ≤ 4
210d2L
√
L
. Since we have taken R
large enough, then up to a exponentially small correction in R, we can state that
log(δ) ≤ 1− α
α
(
Sα(ρ
R
A)− log
D˜
1− α
)
.
Using this and the fact that that D˜ ≥ d(L−2)/2, it is enough to prove
Sα(ρ
R
A) ≤
4α
1− α log +
log d
2
(
1− 4α
1− α
)
L
− α
(1− α)(10 +
1
2
logL)− log(1− α)− log d
=
4
5
log +
1
10
(L log d− logL)− log 5
6
− log d
4
where, in the last step, we have set α = 1
6
. This is given by hypothesis in Eq.
(6.10) and taking into account that the α-Renyi is monotonically increasing in α.
Therefore, there exists a state |ψ˜〉, which is the unique ground state of a gapped
frustration-free Hamiltonian with interaction length L, such that ‖ρLA− ρ˜L‖1 < ,
as we wanted to prove.
6.7 Conclusions and outlook
In this chapter, we have shown how matrix product states are powerful enough
to provide formal proofs of certain believed statements on strongly correlated
spin systems that were lacking a mathematical treatment. In particular, we have
stated and proved that, for the state of a quantum spin chain, the impossibility
of being well approximated by the ground state of a local Hamiltonian demands
large entanglement.
This chapter opens the door to many interesting questions that have not been
answered. For instance, it would be very relevant to prove that a translational
invariant matrix product state with a certain bond dimension D may be approx-
imated using a translational invariant MPDO with a smaller bond dimension
D˜ ≤ D and such that the bound on the distance for the reduced density matrix
for L particles scales linearly with the range of the interaction. This would allow
us to give rigourous bounds on the accuracy of numerical algorithms for these
types of states, such as the TEBD or the iTEBD which rely on truncating the
outcome of each infinitesimal evolution. This is achieved approximating an MPS
with a given bond dimension by another MPS with a lower bond dimension, as
we have seen in Section 4.3. If we use the techniques of Ref. [VC06] we obtain a
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bound which scales as dL for the physical dimension d and the interaction length
L. On the other hand, by considering that the states associated to the reduced
density matrices are not translationally invariant, we obtain the desired linear
bound in L as in the bounds that we presented in Theorem 6.2. We would like
to explore if there are better bounds when the truncated state is translationally
invariant. We have performed numerical simulations for the Heisenberg spin-1
chain, calculating the distance between observables such as string order parame-
ters. We have found that the scaling between these observables is linear on the
number of particles, supporting our conjecture that for translationally invariant
states the scaling for the reduced density matrix for L particles is also linear in
L.
Another result which is related to our proof is the quantum version of Wielandt’s
inequality [SPGWC10] which implies a bound on the interaction-range of Hamil-
tonians with a unique MPS ground state. The question of whether there exists a
Wielandt’s theorem in higher dimensions is still open and it would be interesting
to explore it.
There are other interesting questions related to the tensor network representa-
tion of quantum many-body systems, such as whether it is possible to put forward
efficient numerical methods to obtain the purifications of a given matrix product
density operator. As we discussed in Section 4.2, it is generally unfeasible to con-
firm locally the existence of global positivity for MPDO and finding a purification
[VGRC04] could help overcome this limitation. Along this line, we are currently
developing a numerical method based on the sum of squares polynomial (sos)
method [DSPGC13] to construct approximate purifications to MPDO efficiently.
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7 Lieb-Robinson bounds for
spin-boson models
7.1 Introduction
Causality is one of the most fundamental concepts in modern physics. It lim-
its how local measurements and perturbations, described by an operator OX in
region X, affect later measurements of another operator OY in a separate re-
gion Y [PS95]. In analogy to Heisenberg’s principle [Rob29], this uncertainty
is quantified by a commutator CY,X(t) = 〈[OY (t), OX(0)]〉. Lorentz invariance
and the mathematical structure of relativistic theories guarantee causality. Thus,
CY,X(t) = 0 when the distance dXY > ct places both regions outside the light
cone defined by the speed of light c. Nevertheless, causality is not part of the
axioms of non-relativistic quantum mechanics, and it is violated at the few par-
ticle level [PS95, Heg98]. Remarkably, in the many-body regime, an approxi-
mate light cone emerges, outside of which non-causal correlations are vanishingly
small. This phenomenon, first demonstrated by Lieb and Robinson for a lat-
tice of locally-interacting spins [LR72], has been generalized to finite-dimensional
models, anharmonic oscillators and master equations [HK06, NOS06, CSE08,
NRSS09, Pou10].
In this chapter, we address the role of bosons as mediators of interactions
between particles in the light of Lieb-Robinson bounds. This is done for a gen-
eral model of finite dimensional systems interacting through a bosonic field that
satisfies a Lieb-Robinson bound itself. We derive new bounds for these kind of
models, which are then applied in Chapter 8 to a crystal of trapped atomic ions,
where the spins and the bosons map to the atom’s internal states and the ion crys-
tal’s phonons, respectively. These Lieb Robinson bounds work for all spin-boson
lattice models of any dimensionality and geometry realized with state-of-the-art
technology [BSK+12, FSG+08, KCK+10, IEK+11, BOC+11, HLB+11, SRW+14].
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7.2 Model and motivation
We start by defining the system under study, which we refer to as the spin-boson
lattice model (SBL). This consists on a lattice model of bosons interacting locally
with a collection of finite-dimensional quantum systems. We consider a lattice
described by an undirected graph G = (L,E) with a set of vertices L, where
the physical degrees of freedom are defined, and an edge set E, which describes
neighbourhood relations in the lattice. The physical degrees of freedom of each
vertex i ∈ L are defined in the Hilbert space H˜i = L2(R) ⊗Hi, which combines
an infinite-dimensional Hilbert space for the bosons, L2(R), with a Hilbert space
Hi of finite dimension di for the “spins” (see Fig. 7.1).
The bosons are represented by adimensionalized harmonic oscillators, with
positions and momenta RTi = (xi, pi) satifying the usual canonical commutation
relations in coordinates
[Ri,R
T
j ] = −δijσy, (7.1)
where we consider ~ = 1, δij is the Kronecker delta, σy is a Pauli matrix and
i, j ∈ L.
The spin degrees of freedom are represented by a set of dimensionless operators
Si = (S
1
i , . . . , S
m
i ) that form a Lie algebra. For concreteness, we start by assuming
that they form a representation of su(2) with commutation relations
[Sαi , S
β
j ] = iδij
∑
γ
fαβγSγi , (7.2)
where α, β, γ ∈ {1, 2, 3} label the different spin components, and fαβγ = 2αβγ is
defined in terms of the completely antisymmetric Levi-Civita symbol αβγ. How-
ever, the LRB derived in this chapter also applies to more general Lie algebras,
provided the structure constants fαβγ are completely antisymmetric.
Motivated by its applicability in different physical contexts, such as condensed
matter, we consider that bosons at distant lattice sites are coupled by a matrix
Qij(t) ∈ M2×2(R) whose elements have the units of frequency (let us recall that
~ = 1), and fulfill Qij(t) = Qji(t) 6= 0 whenever the two vertices i, j ∈ L are
connected through an edge of the graph. The spins precess under a general
magnetic field BTi (t) = (B
1
i (t), B
2
i (t), B
3
i (t)), which might be time-dependent
Bαi (t) ∈ R, and also has the units of frequency. Finally, the coupling between
spins and bosons is purely local, taking place exclusively at the vertices of the
graph, and it is defined through the matrices Gi(t) ∈M2×3(R) that also have the
units of frequency. Altogether, the Hamiltonian of the spin-boson lattice model
is
HSBL(t) =
1
2
∑
i,j
RTi Qij(t)Rj +
∑
i
Bi(t)
T · Si +
∑
i
RTi ·Gi(t) · Si. (7.3)
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S k (t0)
Qil(t)
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Gj(t)
Gk(t)
Sj(tf)
Bm(t)
m
Rj(tf)
Rk(t0)
Figure 7.1: Scheme of the spin-boson lattice model: Scheme of a graph
corresponding to a honeycomb lattice with vertices i, j, k, l ∈ L represented by
red, green and yellow dots. In the two insets, we depict the spin Sj and bosonic Rj
physical degrees of freedom by discrete levels and a quadratic well, respectively.
The links of the lattice correspond to the edges of the graph E, and are represented
as springs leading to the coupling Qij(t) between distant oscillators. We also
represent the on-site magnetic-field Bj(t) under which the spin precess, and the
spin-boson coupling Gj(t). The blue region mimics the propagation of a spin
perturbation at Sφk (t0), until it reaches a distant spin Sj(tf).
Our objective is to understand how correlations are established between dis-
tant spins in the lattice, and to derive a bound on how fast this process can take
place. Since distant spins do not interact directly, spin-spin interactions and thus
spin correlations can only be mediated by the exchange of bosons, which form an
array of coupled oscillators. This situation is common in physics, where bosons
act as carriers of the fundamental interactions between particles.
7.3 Main result: Spin-boson Lieb-Robinson
bounds
Following the tradition of Lieb-Robinson bounds [Has09], we study the so-called
Lieb-Robinson commutators, whose expectation value corresponds to a retarded
spin-spin correlation function for a particular state. Such a commutator relates
a perturbation at site k ∈ L and instant t0 = 0, with an observable at a distant
site j ∈ L and t > t0, namely
Zjk(t) := [Sj(t), S
φ
k (0)], (7.4)
for φ ∈ {1, 2, 3}. Since the spins are coupled to the bosons, we also have to
consider the correlations between spin and bosonic operators, which are related
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to the following commutator
Cjk(t) := [Rj(t), S
φ
k (0)]. (7.5)
We would like to derive a bound for the norm of the spin commutator
‖Zjk(t)‖ ≤ ξ(djk, vLRt), (7.6)
where ξ(djk, vLRt) is a certain function that depends on the distance djk between
the two lattice sites and on time. Since the retarded spin correlation function
fulfills
|CSαj ,Sφk (t)| = |
〈
[Sαj (t), S
φ
k (0)]
〉| ≤ ‖Zjk(t)‖∞ := maxβ ∥∥∥Zβjk(t)∥∥∥ , (7.7)
we can also interpret that the function ξ(djk, vLRt) in the LRB (7.6) contains
information on how fast the spin correlations are established as the perturbation
travels with a certain speed vLR across the distance djk.
We state the main result as follows:
Theorem 7.1. Let us assume that the propagator W of the free bosonic lattice
without spins (Gi = 0) satisfies a Lieb-Robinson bound
‖[Rj(t),Rk(0)]‖ ≤ ‖Wjk(t, 0)‖ ≤ α eνLRtf(djk), (7.8)
characterized by a Lieb-Robinson speed vLR, a normalization α > 0, and a func-
tion of the lattice distance such that
a0 := max
ik
[
f(dik)
−1∑
j
f(dij)f(djk)
]
< +∞. (7.9)
Under these conditions, assuming bounded interactions ‖Gj(t)‖ ≤ g and spins
‖S‖ ≤ S, a a Lieb-Robinson bound emerges for the spin correlations Zjk(t) :=
[Sj(t), S
φ
k (0)], φ ∈ {1, 2, 3}
‖Zjk(t)‖ ≤ α eνLRtf(djk)× 2S
2
a0
(
e(g
2/vLR)2Sαa0t − 1
)
. (7.10)
Intuitively, since bosons mediate interactions, the bosonic velocity vLR limits
the propagation speed of spin correlations. This is precisely the first term of the
above expression, which duplicates the bosonic LRB. Additionally, the efficiency
with which distant spins excite and reabsorb a propagating boson affects the LRB.
This is the second term in Eq. (7.10), which depends on the rate ∼ g2/vLR at
which bosons are emitted or absorbed by spins. This nonperturbative correction
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shows that the buildup of correlations is suppressed if bosons are much faster
than spins g  vLR, an adiabatic-type argument.
Note that Eqs. (7.8) and (7.9) include a very large family of bounds
eνLRtf(djk) = e
νLRt−µdjk(1 + djk)−η, (7.11)
with appropriate µ ≥ 0 and η > 0. For nearest-neighbor or short-range interac-
tions µ > 0 yields a light cone, µdjk − vLRt ∼ 0, outside of which correlations are
exponentially suppressed. For algebraically decaying interactions, µ = 0, and the
lines of constant correlation are only straight at short distances and times.
For this result to be useful, the bound of Eq. (7.8) must be sufficiently tight.
Whereas the bosonic LR speed has been studied for nearest-neighbor [NRSS09]
and algebraically decaying [CSE08] time-independent couplings Q, we have devel-
oped a tighter bound for such models. Our LR speed only relies on the off-diagonal
couplings, using a recursion similar to that in Ref. [CSE08], but eliminating the
diagonal terms with unitary transformations. The case relevant for trapped ions
involves long-range interactions
‖Qjk(t)‖j 6=k ≤ κ(1 + djk)−η (7.12)
with a strength κ that bounds the couplings and a decay power η ≥ 0. We then
recover Eq. (7.8) with f(d) = (1 + d)−η, α = (1 +a0)/a0, and a bosonic LR speed
vLR = κa0.
7.4 Preliminary results
Differential equations for the Lieb-Robinson commutators
In order to study the commutators in Eq. (7.4), we will work with the Heisenberg
picture. In this picture, the time evolution of any operator A is given by the
differential equation d
dt
A(t) = −i[A(t), HSBL(t)]. Using the commutation relations
in Eqs. (7.1) and (7.2), we arrive at the following system of ordinary differential
equations (ODEs) for the boson and spin operators
R˙j = −
∑
k
J ·Qjk(t) ·Rk − J ·Gj(t) · Sj, (7.13)
S˙j = iKj(t) · Sj, (7.14)
where Kj(t) is a matrix of operators depending on the representation for the
spins. For our particular choice, it can be written as
Kαβj (t) = −i
∑
γ
(
Bj(t) + R
T
j ·Gj(t)
)γ
fαγβ, (7.15)
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which can be easily shown to be Hermitian Kj(t) = K
†
j (t).
Evolution of the bosons
The first equation (7.13) describes a set of coupled harmonic oscillators, where
the spins act as a “source” term for the bosonic operators. In order to formally
integrate this equation we present an improvement on the LRB for free bosonic
lattice models found by M. Cramer et al. [CSE08] and we show how this bound
enters in the full spin-boson lattice model both for free oscillators and for oscil-
lators with source.
Harmonic lattice Lieb-Robinson bounds for free oscillators
Let use rewrite the bosonic part of the full spin-boson Hamiltonian (7.3) by
separating the diagonal and off-diagonal terms
Hb =
1
2
∑
i
ωi(t)
(
p2i + x
2
i
)
+
1
2
∑
i 6=j
RTi Qij(t)Rj, (7.16)
where ωi(t) = Qii(t), and we impose that the coupling matrices Qij(t) between
different lattice sites i 6= j decay with the distance. Moreover, we also assume
that the norm of such matrices can be upper bounded by
‖Qij(t)‖ ≤ κe
−µdij
(1 + dij)η
, (7.17)
where we use the exponent η ∈ Z, and a constant κ ∈ R with the units of
frequency. For µ > 0, the couplings are more than exponentially suppressed; for
µ = 0, we face an algebraic decay.
We can now get rid of the diagonal terms by changing into a frame in which
the phase space coordinates rotate with angular speed ωj(t)
Rj(t) = Uj(t)R˜j(t), Uj(t) = e
− ∫ tt0 dτωj(τ)J (7.18)
In this frame, the system of ODEs for the free bosonic operators (7.13) only
includes the off-diagonal couplings
dR˜j
dt
= −
∑
k 6=j
U−1j (t) · J ·Qjk(t) · Uk(t) · R˜k, (7.19)
which can be alternatively written in terms of the free bosonic propagator R˜(t) =
W˜ (t, t0)R˜(t0) in the rotated frame, such that the full propagator corresponds to
Wjk(t, t0) = Uj(t, t0)W˜jk(t, t0). This propagator satisfies the Dyson series
W˜jk(t, t0) = δjk1 −
∑
l 6=j
∫ t
t0
dτU−1j (t) · J ·Qjl(t) · Ul(t) · W˜l,k(τ, t0), (7.20)
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where we used W˜ (t0, t0) = 1 for all t0. Let us calculate the norm of this operator,
and use the identities ‖A+B‖ ≤ ‖A‖+ ‖B‖, and ‖AB‖ ≤ ‖A‖ ‖B‖. Moreover,
since Uj(t), and J are unitary operators, it follows that
‖Wjk(t, t0)‖ ≤ δjk +
∑
l 6=j
∫ t
t0
dτ ‖Qjl(t)‖ ‖Wlk(τ, t0)‖ . (7.21)
By using the bound on the off-diagonal couplings (7.17), we find the expression
‖Wjk(t, t0)‖ ≤ δjk +
∑
l 6=j
κe−µdjl
(1 + djl)η
∫ t
t0
dτ ‖Wlk(τ, t0)‖ , (7.22)
which can be iterated once to obtain
‖Wjk(t, t0)‖ ≤ δjk +
∑
l 6=j
κe−µdjl
(1 + djl)η
∫ t
t0
dτ1δlk
+
∑
l 6=j
∑
l′ 6=l
κe−µdjl
(1 + djl)η
κe−µdll′
(1 + dll′)η
∫ t
t0
dτ1
∫ τ1
t0
dτ2 ‖Wl′k(τ2, t0)‖ .
In analogy to Eq. (7.29), by introducing the geometric factor
a˜0 = max
jl′
{
eµdjl′ (1 + djl′)
η
∑
l 6=j
e−µdjl(1 + djl)−ηe−µdll′ (1 + dll′)−η
}
, (7.23)
we find directly that
‖Wjk(t, t0)‖ ≤ δjk + (κa˜0) e
−µdjk
a˜0(1 + djk)η
∫ t
t0
dτ1
+ (κa˜0)
2
∑
l′ 6=l
e−µdjl′
a˜0(1 + djl′)η
∫ t
t0
dτ1
∫ τ1
t0
dτ2 ‖Wl′k(τ2, t0)‖ .
By iterating this recursion to infinite order, we can now see that the free boson
propagator can be expressed as
‖Wjk(t, t0)‖ ≤ δjk + e
−µdjk
a˜0(1 + djk)η
∞∑
n=1
(κa˜0)
nT˜n
T˜n =
∫ t
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτn.
In this case, we find exactly that T˜n = t
n/n!, such that the series can be summed
to infinite order yielding
‖Wjk(t, t0)‖ ≤ δjk + e
κa˜0t−µdjk
a˜0(1 + djk)η
≤ (1 + a˜0)
a˜0
eκa˜0t−µdjk
(1 + djk)η
.
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This is precisely the LRB for the free bosonic lattice model that has been used
in Eq. (7.28), where we note that the propagator can be directly related to the
Lieb-Robinson retarded commutators of position-momentum operators [CSE08].
We also observe that the bound inherits the decay structure of the couplings.
Regarding algebraically decaying couplings (µ = 0), this bound presents certain
improvements with respect to the work of M. Cramer et al. [CSE08]. The first
and most important one is that the Lieb-Robinson speed vLR = κa˜0 only depends
on the bound of the off-diagonal couplings (7.17) thorough κ. As expected from
a physical reasoning, the maximum speed with which the bosonic correlations
are build up cannot increase with the on-site frequencies, but must be rather
limited by the off-diagonal couplings between distant oscillators. The second
reason for the improvement is that our bound applies to more general bosonic
lattice models, where the coupling matrix Qij(t) might depend on time, and
have all types of couplings, namely position-position, position-momentum, and
momentum-momentum couplings.
Harmonic lattice Lieb-Robinson bounds for oscillators with source
We may also consider the system of ODEs for the oscillators with an additional
source term F(t)
R˙j = −
∑
k
J ·Qjk(t) ·Rk + F(t). (7.24)
We can solve it with the following ansatz
R(t) = W (t, t0)[R(t0) + X(t)]
where W (t, t0) is the propagator of the free bosonic system, which is a homo-
geneous system of ODEs, previously bounded in Eq. (7.24). It is important to
remark that we need both the starting time and the final time inW becauseQ(t) is
time dependent: we have lost translational invariance in time. When we introduce
this ansatz into the previous equation and impose that W is the propagator of the
free bosonic system, d
dt
W (t, t0) = Q(t)W (t, t0), we obtain W (t, t0)
d
dt
X(t) = F(t).
This leads to the solution
R(t) = W (t, t0)R(t0) +W (t, t0)
∫ t
t0
dτW (τ, t0)
−1F(τ). (7.25)
Using the fact that the operators can be composed, that is
W (t, t0) = W (t, τ)W (τ, t0)
which follows from the properties of the solution of the homogeneous system of
ODEs, we can simplify the previous expression
Rj(t) =
∑
k
Wjk(t, t0)Rk(t0) +
∫ t
t0
∑
k
Wjk(t, τ)Fk(τ)dτ. (7.26)
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Integration of the boson differential equation
If we consider the particular spin-dependent source term, Fk(τ) = −J · Gk(τ) ·
Sk(τ) and we apply it to the result obtained in Subsection 7.4, the equation can
be formally integrated as
Rj(t) =
∑
k
Wjk(t, 0)Rk(0)−
∫ t
0
dτ
∑
k
Wjk(t, τ) · J ·Gk(τ) · Sk(τ), (7.27)
where we have used the propagator for the free bosons W (t1, t2). According to
the notation above, we may regard W (t1, t2) as an N×N block matrix, such that
each of the blocks is a 2×2 matrix Wjk(t1, t2) that couples the oscillators at sites
j and k.
The norm of these propagators can be bounded by
‖Wjk(t, t0)‖ ≤ eνLR|t−t0|α e
−µdjk
[1 + djk]η
=: αeνLR|t−t0|f(djk), (7.28)
where vLR is the so-called Lieb-Robinson speed, which determines the maximum
rate of propagation of bosonic perturbations in the lattice. Note that this expres-
sion includes a more than exponential suppression for µ > 0 and a long-distance
attenuation of ‖Wjk(t, t0)‖ for µ = 0 due to the possibly long-range interactions
in the oscillator couplings Qjk(t), a situation that will become evident when dis-
cussing the trapped-ion realisation.
The only property that we will use is the fact that the spatial modulation
f(d) can be summed in the following way
a0 := max
ik
[
f(dik)
−1∑
j
f(dij)f(djk)
]
< +∞, (7.29)
which can be interpreted as a bound on the convolution function and is used
in different proofs of LRBs [CSE08, NOS06]. For instance, if µ = 0 and one
selects dij as the graph distance (i.e. number of edges forming the shortest path
connecting the two vertices i, j ∈ L), it is possible to estimate a˜0 = αcD2η+1ζ(1−
D + η), where ζ(s) is the Riemann zeta function, and cD is a constant that
depends on the particular graph of dimension D [CSE08]. Such a constant can be
determined by bounding the maximum number of vertices supi|Sr(i)| ≤ cDrD−1
in a sphere of radius r ∈ N, namely Sr(i) = {j ∈ L : dij = r}. Let us remark,
however, that the LRB can be made tighter for the type of lattices realised by
the ion crystals, where the Euclidean distance arises naturally, and will allow us
to substitute a˜0 → a0 < a˜0.
Evolution of the spins
The second equation (7.14) describes the precession of the spins under the oper-
ator Kj which, in addition to the effects of the external magnetic field, includes
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also the feedback from the bosonic subsystem. An important property used below
is that the hermiticity of Kj implies that this operator can be regarded as the
generator of unitary rotations Oj(t), namely
d
dt
Oj(t) = iKj(t)Oj(t), O
−1
j (t) = O
†
j(t). (7.30)
This crucial property relies on the particular su(2) commutation relations. In
a more general case, where the matrices Si have arbitrary dimension di, we may
regard these matrices as acting on a subspace of a larger Hilbert space, C2
m
, m ≥
d log d
log 2
e. In this even-sized space, we can find a set of Hermitian generators Sαi ∈
M2m×2m(C), that form a complete basis for the observable. The commutator
of any two generators will depend, once more, on an antisymmetric tensor (see
Ref. [Alt04]), which results from the composition of Levi-Civita symbols. Thanks
to this fact, we can still prove that the operator Kj(t) is the product of Hermitian
operators (xn, pn) and a set of Hermitian matrices, obtaining, once more, that
Oj(t) is unitary.
Evolution of the Lieb-Robinson commutators
Since we are actually interested in the commutators in Eqs. (7.4)-(7.5), we will
write down their corresponding time-evolution equations. Note that Cjk(t) is
not zero since the source terms in Eq. (7.27) introduce feedback of the spins
onto the oscillators, which thus become correlated as the time evolves. Moreover,
the opposite effect happens through the Kj(t), complicating the solution of the
differential equations
C˙jk = −
∑
l
J ·Qjl(t) ·Clk − J ·Gj(t) · Zjk (7.31)
Z˙jk = i
∑
n
CnjkA
n
j (t) · Sj + iKj(t) · Zjk, (7.32)
where we have introduced the index n ∈ {x, p} to label the position/momen-
tum spin-boson couplings, and the matrices Anj (t) ∈ M3×3(C), which have the
following expression Anj (t) = −i
∑
γ G
nγ
j (t)f
αγβ.
It is clear that the last term in Eq. (7.32), namely iKj(t)Zjk, cannot be respon-
sible for the propagation of spin correlations, as it is just a local evolution of the
spins that would be present even in the case of uncoupled oscillators. Fortunately,
we have already shown that this local term can be regarded as the generator of a
unitary rotation (7.30). Hence, we may eliminate this term by defining a new set
of spin-spin commutators Djk := O
−1
j Zjk, which share the norm with the original
ones ‖Djk‖ = ‖Zjk‖. The time-evolution for these spin commutators becomes
D˙jk = iO
−1
j (t) ·
[∑
n
Cnjk A
n
j (t)
]
· Sj, (7.33)
96
7.4. Preliminary results
which is simple enough such that we can derive the desired Lieb-Robinson bound
for the spin-boson lattice model.
Lieb-Robinson bounds for the spin-boson lattice model
In analogy with the time-evolution of the bosonic operators (7.27), the system
of differential equations for the spin-boson commutator (7.31) can be formally
integrated. Using the initial condition Cjk(0) = 0, which assumes that the spins
and bosons are initially uncorrelated, we arrive at
Cjk(t) = −
∫ t
0
dτ
∑
l
Wjl(t, τ) · J ·Gl(τ) ·Ol(τ) ·Dlk(τ). (7.34)
Upon substitution of this result in the system of ODEs for the spin-spin commu-
tators (7.33), we find
D˙jk(t) = i
∑
l,n
O−1j (t) ·
∫ t
0
dτ [Wjl(t, τ) · J ·Gl(τ) ·Ol(τ) ·Dlk(τ)]n · Anj (t) · Sj(t).
(7.35)
Integrating this equation leads to a Dyson-type recurrence that only contains spin
operators
Djk(t) = Djk(0) + i
∫ t
0
dτ1
∫ τ1
0
dτ2
(∑
l,n
O−1j (τ1)·
· [Wjl(τ1, τ2) · J ·Gl(τ2) ·Ol(τ2) ·Dlk(τ2)]n · Anj (τ1) · Sj(τ1)
)
We can now upper-bound the norm of the Lieb-Robinson commutator Djk(t) by
using two properties of the operator norm, namely ‖A+B‖ ≤ ‖A‖ + ‖B‖, and
‖AB‖ ≤ ‖A‖ ‖B‖. Additionally, we will exploit the fact that Oj is a unitary oper-
ator, ‖Oj(t)‖ = 1, and use the bound for the norm of the free bosonic propagator.
After introducing the upper bounds g = maxt,j ‖Gj(t)‖ = maxt,j,n
∥∥Anj (t)∥∥, and
S = maxt,j ‖Sj(t)‖, we obtain
‖Djk(t)‖ ≤ ‖Djk(0)‖+ χ
∑
l
∫ t
0
dτ1
∫ τ1
0
dτ2e
vLR(τ1−τ2)f(djl) ‖Dlk(τ2)‖ . (7.36)
where we have introduced the constant χ = 2g2Sα. We now interchange the
integration order, noting that the initial integration limits are 0 ≤ τ2 ≤ τ1 and
0 ≤ τ1 ≤ t, and defining the same integration region as τ2 ≤ τ1 ≤ t and 0 ≤ τ2 ≤ t.
Hence,
‖Djk(t)‖ ≤ ‖Djk(0)‖+ χ
∑
l
∫ t
0
dτ2
∫ t
τ2
dτ1e
vLR(τ1−τ2)f(djl) ‖Dlk(τ2)‖ . (7.37)
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Integrating the exponential term, we now find
‖Djk(t)‖ ≤ ‖Djk(0)‖+ χ
vLR
∑
l
∫ t
0
dτ2e
vLR(t−τ2)f(djl) ‖Dlk(τ2)‖ . (7.38)
Let us now iterate this recurrent expression, which leads us to
‖Djk(t)‖ ≤‖Djk(0)‖+ χ
vLR
∑
l
∫ t
0
dτ2e
vLR(t−τ2)f(djl) ‖Dlk(0)‖+
+
(
χ
vLR
)2∑
l,l′
∫ t
0
dτ2
∫ τ2
0
dτ3e
vLR(t−τ3)f(djl)f(dll′) ‖Dl′k(τ3)‖ .
(7.39)
We now use the relation
∑
l f(djl)f(dll′) ≤ a0f(djl′) and we get
‖Djk(t)‖ ≤‖Djk(0)‖+
(
χa0
vLR
) ∑
l
∫ t
0
dτ2e
vLR(t−τ2) 1
a0
f(djl) ‖Dlk(0)‖+
+
(
χa0
vLR
)2∑
l′
∫ t
0
dτ2
∫ τ2
0
dτ3e
vLR(t−τ3) 1
a0
f(djl′) ‖Dl′k(τ3)‖ .
(7.40)
It is possible to iterate the above expression for j 6= k, using the equality
‖Djk(0)‖ = 2 ‖Sj‖
∥∥∥Sφk∥∥∥ δjk, together with ‖Sj‖ = ‖Sk‖ and j 6= k which implies
‖Djk(0)‖ = 0. As an example, the first three steps read
‖Djk(t)‖ ≤ ‖Djk(0)‖+
(
χa0
vLR
) ∑
l
∫ t
0
dτ2
evLR(t−τ2)f(djl)
a0
‖Dlk(0)‖
+
(
χa0
vLR
)2∑
l′
∫ t
0
dτ2
∫ τ2
0
dτ3
evLR(t−τ3)f(djl′)
a0
‖Dl′k(τ3)‖
≤ 2 ‖Sj‖
∥∥∥Sφk∥∥∥(χa0vLR
)
f(djk)
a0
∫ t
0
evLR(t−τ2)dτ2
+
(
χa0
vLR
)2∑
l′
∫ t
0
dτ2
∫ τ2
0
dτ3
evLR(t−τ3)f(djl′)
a0
‖Dl′k(0)‖
+
(
χa0
vLR
)3∑
l′,l′′
∫ t
0
dτ2
∫ τ2
0
dτ3
∫ τ3
0
dτ4
evLR(t−τ4)f(djl′′)
a0
‖Dl′′k(τ4)‖
≤ 2 ‖Sj‖
∥∥∥Sφk∥∥∥(χa0vLR
)
f(djk)
a0
∫ t
0
evLR(t−τ2)dτ2
+ 2 ‖Sj‖
∥∥∥Sφk∥∥∥(χa0vLR
)2
f(djk)
a0
∫ t
0
dτ2
∫ τ2
0
dτ3e
vLR(t−τ3)
+
(
χa0
vLR
)3∑
l′′
∫ t
0
dτ2
∫ τ2
0
dτ3
∫ τ3
0
dτ4
evLR(t−τ4)f(djl′′)
a0
‖Dl′′k(τ4)‖
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The total sum up to infinite order reads
‖Djk(t)‖ ≤
∞∑
n=1
2 ‖Sj‖
∥∥∥Sφk∥∥∥(χa0vLR
)n
e−µdjkf(djk)
a0
Tn(j, k), (7.41)
with
Tn =
∫ t
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτn e
vLR(t−τn) ≤ evLRt
∫ t
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτn
(7.42)
By direct integration, we find that Tn ≤ evLRt tnn! which results in
‖Djk(t)‖ ≤
∞∑
n=1
2 ‖Sj‖
∥∥∥Sφk∥∥∥(χa0tvLR
)n
1
n!
evLRt
a0
f(djk). (7.43)
The previous series can be summed up to infinite order yielding the desired
Lieb-Robinson bound (7.6) for the spin-boson lattice model
‖Zj,k(t)‖ = ‖Dj,k(t)‖ ≤ 2 ‖Sj‖
∥∥∥Sφk∥∥∥ evLRtf(djk)a0
(
e
χa0
vLR
t − 1
)
, χ = 2g2Sα.
(7.44)
Interestingly, we find that the LRB for this composite system contains two contri-
butions. On the one hand, the first exponential gives the maximum propagation
speed for the bosons. Since the spin correlations are built by the exchange of
bosons, it is natural that the speed of propagation of spin perturbations has an
upper bound given by the speed of propagation of the carriers. On the other
hand, the second exponential determines the efficiency with which distant spins
can excite and reabsorb a propagating boson. Accordingly, this process should
be proportional to g, the maximum spin-boson coupling strength. Moreover, if
the bosons travel much faster than the time-scale related to such a spin-boson
coupling, an adiabatic-type argument tells us that the efficiency of excitation/re-
absorption of bosons by distant spins should be reduced. Therefore, we can
expect that, in addition, the process should also be proportional to g/vLR. These
arguments based on a physical reasoning are confirmed by the rigorous LRB, as
we have found that the argument of the second exponential is χa0/vLR ∝ g2/vLR.
7.5 Proof of the theorem
We may use the previous results to prove the main result 7.1:
Proof. The Heisenberg equations of motion are R˙j = −
∑
k JQjk(t)Rk−JGj(t)Sj
and S˙j = iKj(t)Sj, with a Hermitian matrix Kj(t) that depends on the couplings,
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boson operators, and spin structure constants. The first equation is formally
integrated
Rj(t) =
∑
k
Wjk(t, 0)Rk(0)−
∫ t
0
dτ
∑
k
Wjk(t, τ)JGk(τ)Sk(τ)
In this notation, the free boson propagator W is an N ×N block matrix, where
each block Wjk(t1, t2) ∈ R2×2 spreads correlations between sites j and k.
The bosonic bound (7.8) influences the spin-spin correlations through the
spin-boson correlators
Cjk(t) := [Rj(t), S
φ
k (0)]
This is seen in Z˙jk = i
∑
n∈{x,p}C
n
jkA
n
j (t)Sj +iKj(t)Zjk, where the matrices A
n
j (t)
are defined in terms of the spin-boson couplings. To eliminate the local precession
of the spins, we change variables Djk(t) := O
−1
j (t)Zjk(t) with a unitary Oj(t)
obtained by solving O˙j(t) = iKj(t)Oj(t). Thus,
C˙jk = −
∑
l
JQjl(t)Clk − JGj(t)Oj(t)Djk, (7.45)
D˙jk = iO
−1
j (t)
∑
n
Cnjk A
n
j (t)Sj (7.46)
describe the buildup of spin-boson correlations (7.45) and the conversion of spin-
boson into spin-spin correlations (7.46). Some remarks are in order: (i) the
equation for Cjk is solved formally in terms of Djk, creating a recursion; (ii) the
operator Oi absorbing the unbounded local rotations does not influence the LRB
because (iii) Djk and Zjk have the same operator norms.
Equations (7.45) and (7.46), with the upper bounds ‖Gj(t)‖, ‖Anj (t)‖ ≤ g,
‖Sj(t)‖ ≤ S, the bosonic LRB (7.8), and the geometric factor a0, provide a
Dyson-type recursion for the commutators norms
‖Djk(t)‖ ≤ ‖Djk(0)‖+ (7.47)
+ 2g2Sα
∑
l
∫ t
0
dτ1
∫ τ1
0
dτ2f(djl, vLR(τ1 − τ2))‖Dlk(τ2)‖.
After summing this recursion to infinite order, the desired LRB (7.10) for the
spin-boson lattice is recovered.
100
7.6. Conclusions and outlook
7.6 Conclusions and outlook
In this chapter, we have derived new Lieb-Robinson bounds for a general model
of finite dimensional systems interacting through a bosonic field that satisfies a
Lieb-Robinson bound itself. These bounds apply to all spin-boson lattice models
of any dimensionality and geometry realized with state-of-the-art technology. To
continue with this line of work, we would like to study further theoretical impli-
cations of these bounds, such as the efficiency of time-dependent density matrix
renormalization group methods or the clustering of correlations, which might be
of interest to recent studies [PISK12].
On the other hand, a fruitful generalization of this work would be to extend
these bounds to the continuous limit of the lattice and to prove whether the
light cone implied by the Lieb-Robinson bound in the continuous is exacty the
expected limit of the light cone obtained in the discrete case. This would allow
us to address the propagation of quantum correlations in quantum field theories
that are the uniform limit of discrete models of bosons interacting with fermions.
Such models and limits are often affected by infrared and ultraviolet divergences
and we would like to show that such divergences do not affect the propagation of
correlations and that we can define the corresponding light cone of the system.
We would also like to explore a further generalization of the Lieb-Robinson
bounds using a physically motivated route that is complementary to other general-
izations [HK06, NOS06, CSE08, NRSS09, Pou10, PSHKMK09] and which could
apply to many interesting models. A further generalization of Lieb-Robinson
bounds could rely on the fact that even for many infinite-dimensional problems
for which the existing bounds do not apply, we may still define finite temperature
states. This notion of temperature restricts the size of the region explored by
the system to the ground state manifold and its surroundings, and it is itself a
measure of which operators are reasonable, namely all those whose expectation
values can be computed in practice. We would like to exploit this idea to obtain
an extension of Lieb-Robinson bounds which could apply to physical systems of
interest, such as the Bose-Hubbard Hamiltonian [GK63].
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8 Lieb-Robinson bounds in
trapped-ion crystals
8.1 Introduction
Correlation spread after quantum quenches is a growing area of active theoretical
and experimental research [RGL+14, NOS06, HT13, CBP+12]. In this context,
Lieb-Robinson bounds [LR72, NS10a] are a fundamental tool to prove whether
there is a finite velocity of the propagation of information in a quantum many-
body system. While they were initially conceived to prove the finite group velocity
of spin systems [LR72], they have been extended to other physical settings such
as the spin-boson Hamiltonian that we presented in Chapter 7.
The first experimental test of Lieb-Robinson bounds was achieved by Cheneau
et al [CBP+12], by quenching a quantum gas in a one-dimensional optical lattice.
This proved that the spread of correlations by quasiparticle pairs displays a finite
velocity, which gives rise to an effective light cone for the dynamics. After this,
several experimental proposals have been put forward to obtain the Lieb-Robinson
velocity in different systems.
In this chapter, we argue that the results we obtained in Chapter 7 are of
quantitative importance for crystals of trapped ions, a system in the field of
quantum optics that has been proved to be a prominent architecture for quan-
tum information [HRB08] and which offers a playground where our ideas can be
tested experimentally. We provide a detailed description of the applicability of
the Lieb-Robinson bound for spin-boson lattice models in a trapped-ion system.
Afterwards, we analyze these bounds and find that the propagation of spin cor-
relations, as mediated by the phonons of the ion crystal, can be faster than the
regimes currently explored in experiments. We then propose a scheme to test the
bounds by measuring retarded correlation functions via the crystal fluorescence.
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8.2 Lieb-Robinson bounds for spin correlations
in trapped-ion crystals
In the previous chapter, we proved that for the spin-boson Hamiltonian, HSBL(t) =
1
2
∑
i,j R
T
i Qij(t)Rj +
∑
i Bi(t)
T ·Si +
∑
i R
T
i ·Gi(t) ·Si (see Chapter 7) and given
the assumptions and notation of Theorem 7.1, there is a Lieb Robinson bound
for the spin correlations Zjk(t) := [Sj(t), S
φ
k (0)], φ ∈ {1, 2, 3} given by (7.10)
‖Zjk(t)‖ ≤ α eνLRtf(djk)× 2S
2
a0
(
e(g
2/vLR)2Sαa0t − 1
)
. (8.1)
In this section, we provide a detailed description of the applicability of the
Lieb-Robinson bound (LRB) for spin-boson lattice models in a trapped-ion sys-
tem [HRB08].
Spin-boson lattice models with crystals of trapped ions
The spin boson model of Eq. (7.3) can be implemented on top of state-of-the-art
technology, such as laser-cooled ions in radio-frequency or Penning traps [HRB08].
In order to do so, we consider a collection of N atomic ions of mass m, and charge
e, confined in either (i) a linear Paul trap (see Figure 8.1), (ii) a Penning trap (see
Figure 8.2), or (iii) a micro-fabricated surface trap (see [WL11]). For low-enough
temperatures, the ions crystallise forming either (i) a one-dimensional chain, a
(ii) triangular lattice in the rotating laboratory frame, or (iii) any desired two-
dimensional lattice. The equilibrium positions of the ions are labelled, r0i for
i ∈ {1, . . . , N}, and correspond to the physical realization of the set of vertices
L of the graph G (see Fig. 7.1). As we will see below, because of long-range
interactions, the set of edges E is determined by all the possible links for each
lattice.
The physical degrees of freedom of each vertex i ∈ L correspond to the small
transverse vibrations of the ions around the equilibrium positions (i.e. bosons),
defined in L2(R), and to a pair of internal levels of the atomic level structure (i.e.
pseudospins), defined in Hi = C2.
Bosonic degrees of freedom
The small transverse vibrations will be denoted as δri,t. They correspond to (i)
one of the two directions perpendicular to the axis of the linear Paul trap, or
to (ii)-(iii) the direction perpendicular to the crystal plane in the Penning or
surface traps. For any of these configurations, the transverse vibrations decouple
from the remaining vibrations of the ion crystal, and can be thus described by
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Figure 8.1: Scheme of a Paul ion trap containing 40 Ca+ ions which are arranged
in a string (depicted in blue). The ions are cooled using laser beams (depicted in
red). Afterwards, the ions are imaged using a charge-coupled device (labelled as
CCD in the picture). (Source: [BW08]).
Figure 8.2: Scheme of a Penning ion trap, which confines ions in three dimensions
using a combination of a weak electrostatic electric and a strong homogeneous
magnetic field. (Source: [BSK+12])
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the same harmonic Hamiltonian, namely
Hb =
∑
i
(
p2i,t
2m
+
m
2
ω2t δr
2
i,t
)
+
1
2
∑
i,j
Vijδri,tδrj,t. (8.2)
Here, the couplings between distant ions are obtained by expanding the Coulomb
potential to second order in the small transverse displacements, which leads to
Vij = e20/|r0i − r0j |3 for i 6= j, and Vii = −
∑
j 6=i Vij, where e
2
0 = e
2/4pi0. Note also
that the origin of the trap frequency ωt shall depend on the particular trap (i.e. for
(i)-(iii) ωt is proportional to the r.f. frequency, whereas for (ii) it is proportional
to the d.c. potential). By rescaling the position and momentum operators, xi =√
mωtδri,t and pi = pi,t/
√
mωt, we can define the bosonic operators R
T
i = (xi, pi)
with the commutation relations in Eq. (7.1). Moreover, the Hamiltonian for the
transverse vibrations (8.2) can be rewritten as
Hb =
1
2
∑
i,j
RTi ·Qij ·Rj, Qij =
 ωtδij + Vijmωt 0
0 ωtδij
 , (8.3)
which yields a transparent realization of the free bosonic part (7.3). It is also
worth pointing out that the trap frequencies could be modified dynamically in
the experiment to study e.g. quenches, leading to a time-dependent Qij(t) also
captured by our LRB.
Spin degrees of freedom
Let us now turn into the spin degrees of freedom, which correspond to a pair
of atomic levels {|↑i〉 , |↓i〉} with a sufficiently long coherence time. For the sake
of concreteness, we select two states from the hyperfine ground-state manifold
of a certain ion (e.g. 9Be+ or 25Mg+), although we emphasise that the LRB
would equally apply to optical or Zeeman spins (e.g. 40Ca+ or 88Sr+). By
defining the Pauli matrices σxi = |↑i〉 〈↓i| + H.c., σyi = −i |↑i〉 〈↓i| + H.c., and
σzi = |↑i〉 〈↑i| − |↓i〉 〈↓i|, it follows directly that the desired commutation rela-
tions (7.2) are fulfilled. We define ω0 as the transition frequency between the two
atomic states, and use electromagnetic radiation (e.g. a Raman configuration
with two co-propagating laser beams, or a single microwave in a traveling-wave
configuration), such that its frequency fulfills ν ≈ ω0, and |ν − ω0|  ω0. Then,
the light-matter interaction reads as follows
Hs =
∑
i
BTi (t)·σi, Bxi (t) = Ω cos(νt−ϕ), Byi (t) = Ω sin(νt−ϕ), Bzi (t) =
ω0
2
,
(8.4)
where σi = (σ
x
i , σ
y
i , σ
z
i )
T . Here, Ω ∈ R is the Rabi frequency of the transi-
tion [SZ97], and ϕ depends on the phases of the electromagnetic wave and the
atomic dipole element. The above expression corresponds to the free spin part of
Eq. (7.3).
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Spin-boson coupling
The only missing ingredient of the target lattice Hamiltonian (7.3) is the spin-
boson coupling. This requires a light-matter interaction that couples the internal
states of the ions to the transverse vibrations, which can be achieved via the
so-called state-dependent dipole forces. Such forces are nowadays routinely used
for quantum-information processing in the trapped-ion community. When we
encode the pseudospin in the hyperfine states of an ion, we can use the gradient
of either a travelling wave in a Raman configuration with non-co-propagating
lasers [SM10], or an oscillating magnetic field in the near-field of a microwave
source [OLA+08, OWC+11], to obtain
Hsb =
∑
i
gxiσ
z
i sin(ν˜t− ϕ˜). (8.5)
In this expression, g =
√
2Ω˜γ is the coupling strength between the ion and the
propagating wave of light, γ is the Lamb-Dicke parameter and Ω˜ is the crossed-
beam ac-Stark shift that originates from the Raman laser beams, or an ac-Zeeman
shift in the near-field of an oscillating microwave source. This coupling is what we
refer to as “the force” and it has the units of frequency since the rescaled position
operator is dimensionless and ~ = 1. We have also introduced the so-called Lamb-
Dicke parameter γ  1, which depends on the gradient of the modulation of the
electric (magnetic) field of the laser (microwave) at the position of the ion, and
the zero-point motion of the ions. In order to get such state-dependent force, we
have to consider that ν˜ ≈ ωt, such that |ν˜ − ωt|  ωt and |Ω˜|  ωt, in order
to make the gradient of the light-matter interaction dominant, which leads to
Eq. (8.5) as opposed to the case in Eq. (8.4). We can rewrite the state-dependent
forces using the notation in Eq. (7.3) as follows
Hsb =
∑
i
RTi ·Gi(t) · σi, Gi(t) =
 0 0 g sin(ν˜t− ϕ˜)
0 0 0
 , (8.6)
Note how this yields a transparent realisation of the spin-boson coupling of
Eq. (7.3) while Eqs. (8.3),(8.4), and (8.6) provide the remaining ingredients for
the trapped-ion realization of the full spin-boson lattice model
HSBL(t) = Hb +Hs +Hsb. (8.7)
As the form of the trapped-ion Hamiltonian HSBL(t) coincides exactly with the
general model in Eq. (7.3), we can use directly the LRB derived in the previous
sections. This will allow us to estimate the maximum speed at which spin corre-
lations can build up in a trapped-ion experiment. Before closing this section, let
us remark once more that the spin-boson dynamics of all these ion crystals in the
different traps (i.e. linear Paul trap, Penning trap, or surface trap) is described
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by the same Hamiltonian. Therefore, the LRB may find a broad application in
a variety of ion-trap setups. We should also point out that, although the state-
dependent force (8.5) corresponds to the so-called σz-force, other configurations
lead to state-dependent forces in the σx-, or σy-bases [SM10]. Note that our LRB
would apply equally to any of these cases.
Lieb-Robinson bounds for non-perturbative spin-boson
models
In this section, we evaluate the LRB for the trapped-ion spin-boson lattice model
(7.10), obtaining a power-law behavior (7.11).
We start by considering the bosonic part of the evolution. The phonon cou-
pling Qij = diag{ωtδi,j+Vij(mωt)−1, ωtδi,j} contains the ions’ mass m, the trans-
verse trap frequency ωt, and a dipolar interaction. The following upper bound
holds
‖Qij‖∞ ≤
8βωt
(1 + dij)3
, ∀i 6= j (8.8)
The off-diagonal couplings thus satisfy Eq. (7.12) with algebraic decay η = 3,
where dij is the Euclidean distance between two vertices i, j ∈ L of a perfect
Bravais lattice, which has unit primitive vectors, and shares the geometry with
the ion crystal (i.e. note that ion crystals are usually characterised by an inhomo-
geneous lattice spacing). The interaction strength κ = 4βωt is defined in terms
of the stiffness parameter [PC04], β = e2/4pi0mω
2
t d
3
m, which measures the ratio
of the Coulomb repulsion to the trapping energy and depends on the minimal
separation between two ions in the crystal, dm = mini,j{|r0i − r0j |}. We note that
β  1 for the setups considered in this chapter, which corresponds to a tight
transverse confinement.
Introducing the maximum force g = maxt |Fz(t)| and considering the supre-
mum norms
‖Gi(t)‖∞ ≤ g, ‖σi‖∞ ≤ S = 1 ∀i 6= j. (8.9)
then the LRB for the spin-boson lattice model in an ion crystal is given by∥∥∥[σi(t), σφj (0)]∥∥∥∞ ≤ 2a0(1 + dij)3 e8a0(βωt)t
(
e
α
(
g
βωt
)2
(βωt)t − 1
)
, (8.10)
α =
1
4
(
1 + a0
a0
)
, (8.11)
where βωt is the typical order of magnitude for the tunneling of vibrational ex-
citations between neighbouring ions. Therefore, the LR speed for the bosons is
related to this tunneling, which is in fact the underlying mechanism responsible
for the spread of correlations in both the free bosonic system, and the spin-boson
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Figure 8.3: Spin correlation spread in the impulsive regime. In this
regime, we evaluate numerically the bound ‖[σxi (t), σxj (0)]‖∞ ≤ f(t), where
f(t) = maxτ≤t{8| sin(W xpij (τ, 0))|}×θiθj is obtained from the exact time-evolution
of the impulsive regime. We consider a crystal of N = 253 9Be+ ions [BSK+12],
assuming pulse areas of θl = 1. The white circle corresponds to a wavefront
advancing at a speed of 3dmβωt.
model. However, if we do not allow for a time that is sufficiently long such that
bosons can be exchanged between the spins (i.e. t > (g2/βωt)
−1), no correlations
can build up regardless of how fast the vibrational excitations propagate (i.e. the
term between brackets makes the correlations negligible, see Fig. 8.4 (a)). As an-
ticipated in the proof, the LRB depends fundamentally on the maximum group
velocity of the phonon branch, given by βωt, and on the efficiency of the force in
exciting and absorbing a propagating phonon, (g2/βωt).
Let us now evaluate evaluate the LRB by considering realistic parameters
for the different ion crystals of interest. First of all, we need to obtain the
constant a0, which is defined through the following bound of the convolution∑
l(1 + dil)
−3(1 + dlj)−3 ≤ a0(1 + dij)−3, ∀ i, j ∈ L. Alternatively, we can define
a0 = maxi,j
{∑
l∈L
(1 + dil)
−3(1 + dlj)−3
(1 + dij)−3
}
, (8.12)
a maximisation problem that will be solved for the crystals of interest.
Ion chain in a linear Paul trap
In this case, the perfect Bravais lattice associated to the inhomogeneous ion chain
is spanned by a1 = ez, such that r˜
0
i = ia1, where i ∈ Z. Hence, the Euclidean
distance is simply dij = |i− j|, and we can maximise the above expression (8.12)
numerically to find that a0 = 2.9. Let us note that this constant differs from the
generic estimate [CSE08] based on the graph distance a˜0 = c12
4ζ(3) = 38.5 by
an order of magnitude, a fact that will make our LRB much tighter.
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Figure 8.4: LRB for the spin correlations in an ion chain: (a) Evaluation
of the spin-boson LRB in Eq. (8.11) for a linear chain with N = 30 25Mg+ ions in
a linear Paul trap (see the text for the specific parameters). The spin excitation
initially localised at the middle of the chain, j = N/2, propagates towards the
edges giving rise to a quasi-LR cone. We also observe that the cone requires a
finite time to arise, which corresponds to the required time to create/annihilate
bosons at distant sites. (b) Evaluation of the spin LRB in Eq. (8.19) for a linear
chain with N = 30 25Mg+ ions in a linear Paul trap (see the text for the specific
parameters). We observe an analogous quasi-LR cone, where one must appreciate
the very different time-scale of correlation spread as compared to the spin-boson
LRB in Eq. (8.11) displayed in (a).
We now consider realistic parameters at reach of current ion-trap experiments.
We consider 25Mg+ ions in a linear Paul trap with frequencies ωax/2pi = 0.25 MHz,
and ωt/2pi = 5 MHz (see e.g. [FSG
+08]). This trap confines N = 30 ions form-
ing a linear chain of length ` ≈ 140µm, such that the minimum ion distance
occurs at the centre of the trap dm ≈ 4µm, and the tunneling rate of vibra-
tional excitations is βωt/2pi ≈ 450 kHz. Finally, we need to estimate the value
of the state-dependent force, g =
√
2Ω˜γ. Considering that γ ≈ 0.14, and that
|Ω˜|  ωt, it seems reasonable to consider that the force can be pushed towards
g/2pi = 100 kHz. In this regime, we find that the LRB (8.11) corresponds to the
spin correlation spread displayed in Fig. 8.4 (a). Due to the long range of the
vibrational couplings, instead of a perfect Lieb-Robinson cone, we recover a quasi-
LR-cone. In any case, it is clear that there is a maximum propagation speed for
spin correlations in such a spin-boson medium, and distant spins require a certain
minimal time after which correlations can start building up. It is important to
note that the timescale of correlation propagation of the LRB is in the µs range
even for long chains of N = 30, a timescale that is short enough such that other
sources of noise (e.g. magnetic-field noise or heating) can be safely neglected.
Although we have considered the particular case of 25Mg+ ion chains, we
emphasise that similar experiments can be carried out with other ion species. In
fact, linear chains with up to N = 6 ions of 40Ca+ [LHN+11], and N = 3 [KPS+12]
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or N = 16 [ISC+13] ions of 171Yb+ have already been used in experiments for
digital and analog quantum simulations of transverse Ising models. These models
arise from spin-boson Hamiltonians equivalent to Eq. (8.7), in a certain regime
where the boson can be traced out (see Sect. 8.2). Therefore, in order to test the
bound displayed in Fig. 8.4 (a), one would need to consider larger ion chains, and
non-perturbative regimes where the ion crystal forms a spin-boson medium.
Triangular lattice in a Penning or surface trap
In this case, the equivalent Bravais lattice is spanned by a1 = ex, and a2 =
ex/2 +
√
3ey/2, such that r˜
0
i = i1a1 + i2a2 and i = (i1, i2) ∈ Z× Z. By maximis-
ing (8.12) with the Euclidean distance dij = |r˜0i−r˜0j |, we find a0 = 8.5. Once again,
the estimate based on the graph distance would give give a˜0 = c22
4ζ(4) = 103.9
overestimating the LR speed by one order of magnitude. A more accurate ap-
proach is to use the bound (7.8) to fit the numerical evolution of the bosonic
lattice model. This leads to a0 ≈ 3/8, a tighter bound that accounts for the finite
size of the lattice and the non-uniformity of the Coulomb crystal.
These ions, confined with a transverse trap frequency of ωt/2pi ≈ 0.8 MHz,
form a triangular crystal of N ∼100-300 lattice sites characterized by a minimal
distance dm ∼ 20µm. In such experiments, the maximum phonon group velocity
is currently βωt/2pi ≈ 60 kHz, and oscillating state-dependent forces with g/2pi ≈
0.6 kHz have been obtained from two non-copropagating laser beams in a Raman
configuration.
Let us now specify the remaining parameters to evaluate the LRB. We start by
considering the experimental values for a 9Be+ crystal in a Penning trap [BSK+12],
where the transverse trap frequency is ωt/2pi ∼ 0.8 MHz, and the ions form a tri-
angular crystal of N ∼100-300 lattice sites characterized by a minimal distance
dm ∼ 20µm. For these parameters, we can estimate that the tunneling of trans-
verse vibrational excitations is on the order of βωt/2pi ≈ 60 kHz. As a direct
consequence of the larger inter-ion spacing dm, this tunneling is much smaller
than in linear Paul traps. However, since there are more neighbours in the trian-
gular lattice (i.e. the value of a0 is bigger than for linear chains), the LR speed of
propagation of spin correlations will not be much slower than the one found for
linear Paul traps. Let us now address the strength of the state-dependent dipole
force. In the experiment [BSK+12], these forces are obtained from the gradient
of a moving optical lattice formed by a couple of non-copropagating laser beams
in a Raman configuration. For the incident angles of these beams allowed by the
experimental apparatus [BSK+12], these forces correspond to g/2pi ≈ 0.6 kHz.
By evaluating the LRB in Eq. (8.11), we find that the correlations can spread
over a whole crystal of N ∼ 100-300 ions in a minimum time-scale of 1µs (see
Fig. 8.5). In particular, the spins in a crystal of N ≈ 200 ions can get cor-
related in timescales of 10µs, an amount of time significantly shorter than ex-
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perimental sources of decoherence, such as photon-scattering decoherence rates
∼ 10 ms [BSK+12]. A clear advantage of Penning traps is that they can con-
fine a sufficiently-large number of ions, such that the propagation of correlations
becomes a real many-body problem very difficult to tackle even with the most
sophisticated numerical methods. For this reason, the advent of a trapped-ion
test of our LRB would constitute a quantum simulation that overcomes the ca-
pabilities of classical computers.
Micro-fabricated surface traps
Let us now consider another promising architecture, the so-called micro fabri-
cated surface traps [SPS12]. By appropriately designing a planar electrode, it is
possible to confine the ions above the electrode surface according to any desired
geometry [SWL09]. So far, in order to minimise the heating, the ions have been
held sufficiently far away from the electrodes, such that typical ion-ion distances
are much larger than in linear or Penning traps (e.g. dm ∼ 40-50µm for linear
surface traps with 9Be+ ions [BOC+11] or 40Ca+ ions [HLB+11]). For such larger
distances, the Coulomb couplings and thus the tunneling of vibrational excita-
tions is reduced considerably. For instance, for 9Be+ crystals with dm ≈ 40µm,
and transverse trap frequency of ωt/2pi ∼ 10 MHz, we get βωt/2pi ≈ 0.6 kHz. Ac-
cording to the LRB (8.11), we understand that the transport of correlations will
be much slower in this case. For moderate state-dependent forces g/2pi ≈ 0.4kHz,
we find that the transport of correlations in the surface trap is two orders of mag-
nitude slower with respect to the LRB of the linear chain in Fig. 8.4 (a). For the
recent experiments [SRW+14], where the fluorescence of a triangular crystal of
171Yb+ ions in a surface trap has been observed for the first time, the estimated
phonon tunneling βωt/2pi ≈ 0.03 kHz for trapping frequencies of ωt/2pi ≈ 3.3 MHz
leads to a slower transport of correlations.
Bounds for perturbative interacting spin models.
Whereas our LRB (8.11) gives the fastest timescale of correlation, many exper-
iments for the simulation of quantum magnetism [FSG+08, BSK+12, KCK+10,
IEK+11] are implemented in the so-called perturbative regime, which leads to sig-
nificantly slower correlation speeds. In the far-detuned regime of the spin-boson
lattice model (8.7) the effect of the bosons as carriers of spin correlations can
be described neatly, since the oscillating forces that are much weaker than their
detuning from the trap frequency, g  δt, thus the spin-boson coupling (8.6) is
weak enough and the bosons can only be created/annihilated virtually. In this
perturbative limit, one traces out the bosons to obtain an effective algebraically
decaying spin-spin interaction [PC04, PC06], Heff =
∑
ij Jijσ
z
i σ
z
j due to the vir-
tual boson exchange between distant ions.
In order to trace out the bosons, it is more convenient to diagonalise first the
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Figure 8.5: LRB for the spin correlations in a triangular ion crystal
in a Penning trap: . Evaluation of the spin-boson LRB in Eq. (8.11) for
a triangular crystal 9Be+ ions in triangular Penning trap (see the text for the
specific parameters). We observe the evolution of a spin perturbation initially
localised in the centre of the crystal, and spreading toward its boundary as the
time evolves.
harmonic crystal Hamiltonian (8.2). This can be done by the following canonical
transformation
δri,t =
∑
n
√
1
2mωn
Min(a†n + an), pi,t = i
∑
n
√
mωn
2
Min(a†n − an), (8.13)
where a†n(an) create(annihilate) phonons in the crystal, andMin are the elements
of an orthogonal matrix that leads to the normal-mode frequencies of the crystal
ωn = ωt(1 + βV˜n)1/2. Here, V˜n =
∑
ijMinV˜ijMjn, and V˜ij = 1/|˜r0i − r˜0l |3 are the
rescaled oscillator couplings, where the equilibrium distances have been divided
by the minimum distance of the crystal r˜0i = r
0
i /dm. Hence, the harmonic crystal
Hamiltonian (8.2) becomes Hb =
∑
n ωna
†
nan.
Let us now move to the interaction picture with respect to H0 =
∑
iB
zσzi +∑
n ωna
†
nan. We assume that (i) the on-site spin terms (8.4) fulfil ν = ω0, and
ϕ = 0, and Ω  ω0, (ii) the state-dependent force (8.5) fulfils ν˜ ≈ ωn, and
Ω˜γn  ωn, such that γn = γ(ωt/ωn)1/2. In this case, after a rotating-wave
approximation, we can describe the interaction-picture Hamiltonian as
H(t) =
∑
i
hσxi +
∑
in
Finσzi a†neiδ˜nt + H.c., (8.14)
where h = Ω/2, Fin = iΩ˜γneiϕ˜Min/2, and δ˜n = ωn − ν˜ is the detuning of the
state-dependent force. In the far-detuned regime |Fin|  δ˜n  ωn, the force can
only create/annihilate phonons virtually giving rise to an effective interaction
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between the spins. Assuming that the phonons are initially in a thermal state
ρ(t0) = |ψs〉 〈ψs| ⊗ ρth, whereas the spins are in an arbitrary pure state |ψs〉, it is
possible to trace out the phonons by means of a canonical transformation [PC04]
or via the Magnus expansion [Mag54]. The latter leads to an effective time
evolution operator for the spins that reads as follows
Ueff(t) = e
−itHeff +O((g/δ˜t)2(n¯t + 1/2)), (8.15)
where g =
√
2Ω˜γ is the strength of the spin-boson coupling, δ˜t is the detuning
with respect to the center-of-mass mode, and n¯t is its thermal occupation. Thus,
if the detuning is large enough, and the crystal is laser-cooled to sufficiently low
temperatures (g/δ˜t)
2(n¯t + 1/2)  1, the residual terms can be neglected. We
thus obtain the effective transverse-field Ising model
Heff =
∑
i 6=j
Jijσ
z
i σ
z
j +
∑
i
hσxi , Jij = −
∑
n
F∗inFjn
δ˜n
. (8.16)
For the transverse modes, where β = e20/mω
2
t d
3
m  1, it is possible to show
that the leading-order term for the spin-spin couplings decays algebraically with
distance. In particular, if β  2δ˜t/ωt, we obtain the following a dipolar law
Jij =
J0
|r˜0i − r˜0j |3
, J0 =
1
16
(
g
δ˜t
)2
βωt (8.17)
At this point, it is important to remark that the force is constrained to (g/δ˜t)
2 
1, which follows from the need to neglect residual spin-boson couplings in the evo-
lution (8.15). Therefore, the spin couplings J0  βωt are much smaller than the
tunneling of phonons, which is consistent with the fact that the interactions are
carried by the phonons via perturbative virtual exchange. Although in this work
we have focused on the regime of dipolar decaying interactions β  2δ˜t/ωt, let us
also note that if βωt ≈ 2δ˜t, other algebraic decays can be found (e.g. Coulomb-
like, monopole-dipole, etc). To achieve this regime, one may either reduce the
detunings δ˜t [BSK
+12], or change the vibrational bandwidth βωt modifying the
axial trap frequency [ISC+13]. The latter method does not compromise the spin
couplings, since the residual error O((g/δ˜t)2) can be fixed without decreasing the
forces.
In the dipolar regime, we can thus derive a LRB for the spin model following
similar steps as in Chapter 7, that is finding a Dyson-type recursion for the
LR commutator, bounding its norm, and resuming the expressions to infinite
order. This derivation depends on the bound of the spin-spin couplings, and
since they share the same distance-dependence with the oscillator couplings Qij
(see Eq. (8.9)), we require analogous bounds on the supremum norms
‖σi‖∞ ≤ S = 1, ‖Jij‖∞ = Jij ≤
8J0
(1 + dij)3
, ∀i 6= j, (8.18)
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where dij is again the Euclidian distance of a perfect Bravais lattice that shares
the geometry with the ion crystal. We can then establish the following LRB for
the effective spin model∥∥∥[σi(t), σφj (0)]∥∥∥∞ ≤ 2a0(1 + dij)3
(
e
α˜
(
g
δ˜t
)2
(βωt)t − 1
)
, α˜ = a0 (8.19)
where a0 is again defined by the maximisation of the convolution (8.12). We note
that this bound coincides with the formal result of [NOS06] applied to our case.
Let us emphasise that the parameter dependence of this spin-LRB resembles the
spin-boson-LRB found in Eq. (8.11). There are, however, two main differences:
(i) As the bosons have been traced out by a sort of adiabatic elimination, their
propagation (i.e. first exponential in Eq. (8.11)) does not appear in the spin-LRB.
(ii) The term in brackets, which accounts for the spin-spin coupling by virtual
boson exchange, scales with (g/δ˜t)
2 as opposed to (g/βωt)
2 for the spin-boson-
LRB (8.11). Let us now discuss realistic values for different setups.
Ion chain in a linear Paul trap
We consider 25Mg+ ions confined in a trap with the same parameters as dis-
cussed for the spin-boson LRB. The only parameter that we have to modify is
the strength of the state-dependent force to fulfil the far-detuned-regime condi-
tion, such that the effective spin model is an accurate description. Let us first fix
a large detuning δ˜t/2pi ≈ 0.5 MHz, which fulfils δ˜t  ωt. To reach the far-detuned
regime g  δ˜t, we choose g/2pi ≈ 50 kHz. By substituting the previously-found
value a0 = 2.9, and considering again a chain of N = 30 ions, the correspond-
ing spin-LRB (8.19) leads to the correlation transport displayed in Fig. 8.4 (b).
In contrast to the speed of correlations predicted by the spin-boson LRB (see
Fig. 8.4 (a)), we find that the LR bound for the effective spin model predicts a
much slower spread of correlations in the 0.1 ms range.
Triangular lattice in a Penning or surface trap
Let us now discuss the orders of magnitude for the propagation speed in the far-
detuned regime of Penning traps and surface traps. For 9Be+ ions in Penning
traps, we fix again the detuning δ˜t/2pi ≈ 80 kHz. For the weak forces attained in
the experiment g/2pi ≈ 0.6 kHz [BSK+12], and recalling that βωt/2pi ≈ 60 kHz,
the LRB predicts a propagation of spin correlations in the milliseconds range. By
allowing for larger incident angles of the laser beams responsible for the force, it
is expected to achieve stronger forces g/2pi ≈4 kHz [BSK+12] that would allow
for LRB in the 0.1 ms range. Achieving such propagation speeds is important,
as other sources of noise (e.g. magnetic field fluctuations) lead to decoherence
times in 1-10 ms timescales. Let us now address a surface trap loaded with 9Be+
(171Yb+ ) ions forming a triangular lattice. Let us recall that the ion spacing
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in this case was much larger, such that βωt/2pi ≈ 0.6 kHz (βωt/2pi ≈ 0.03 kHz).
Considering the same detunings and forces as for the Penning trap, this leads to
a propagation in 0.1-1 s (1-10 s), far too slow with respect to existing sources of
noise. According to this discussion, we can conclude that the transport of spin
correlations in the far-detuned regime can be sometimes hindered by existing
sources of noise in the experiment. From a pragmatic point of view, it would
be very interesting to study how to approach the faster spin-boson LRB (8.11)
experimentally.
Bounds for impulsive spin-boson models
The above evaluation of the bounds has shown that the speed of propagation of
spin correlations in the far-detuned regime is at least two orders of magnitude
slower than the prediction of the spin-boson LRB (compare Figs. 8.4 (a) and (b)).
Interestingly, by abandoning the far-detuned regime such that bosons cannot be
eliminated from the dynamics, our new LRB (8.11) predicts that there is plenty
of room for enhancement of the propagation speed. In fact, it seems possible that
the spin correlations approach the optimal prediction of the LRB and spread with
the maximum possible speed: the speed of the bare bosons propagating in the
lattice. However, the LR theory does not tell us how to achieve this bound in
practice, that is, it does not specify the particular spin-boson coupling or the
time-modulation of the Hamiltonian parameters that would allow us to reach
the aforementioned LRB (8.11). Finding the optimal regime of the spin-boson
lattice model poses a many-body problem much more difficult to tackle, even
numerically, than the effective spin model (see e.g. [HT13, SLRD13]). Hence,
the possibility of exploring the LRB experimentally would be an instance of a
quantum simulator that overcomes the power of the most sophisticated algorithms
with classical computers.
As a guiding principle, we now study a simplified scenario that suggests that
the optimal propagation speed (8.11) could also be achieved in the truly many-
body problem (7.3). Let us consider the trapped-ion Hamiltonian (8.14) for
h = 0. In this limit, σzi (t) = σ
z
i (t0) is a conserved quantity, and the dynamics of
the spin-boson lattice model can be integrated exactly. By using the free boson
propagator Wij(τ1, τ2) in Eq. (7.27), it is possible to find the following bound for
the LR commutator∥∥[σxi (tf), σxj (t0)]∥∥∞ ≤ 8 sin(∫ tf
t0
dτ1
∫ τ1
t0
dτ2Fz,i(τ1)W
xp
ij (τ1, τ2)Fz,j(τ2)
)
, (8.20)
which involves the state-dependent forces acting on the two ions Fz,i(τ1), Fz,j(τ2)
at different time-ordered instants τ1 > τ2. Let us remark that this expression does
not require summing the Dyson series to infinite order as we did for the spin-boson
LRB (8.11). It rather follows from the exact integrability of the dynamics, and
thus serves as a test-bed for the validity of Eq. (8.11). We will focus on the
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impulsive regime, where the forces act locally on the distant ions for a very short
interval of time δt ∼ 1/g, such that δt  (βωt)−1. Under this constraint, the
phonons do not propagate during the time where the pulsed forces are active,
and we can approximate the forces as Dirac delta functions
Fz,i(τ1) = θiδ(τ1 − tf), Fz,j(τ2) = θjδ(τ2 − t0), θl =
∫ tf
t0
dτFz,l(τ). (8.21)
Here, the pulse area θl is related to the number of local vibrational excitations
created by each force (i.e. n¯l = |θl|2 ∼ (gδt)2). In this impulsive regime, we
obtain∥∥[σxi (tf), σxj (t0)]∥∥∞ ≤ 8 sin (W xpij (tf , t0)θiθj) ≤ 8|W xpij (tf , t0)| × |θiθj|. (8.22)
We have thus obtained that the propagation of correlations in this impulsive
regime is given by two contributions: the bare propagation of the phonons, and
a term that depends on the efficiency of the spin-phonon coupling in correlating
spins and phonons. This is exactly the form of the more general spin-boson
LRB (8.11). This result is also intuitively correct, as we are (i) using a fast force
to excite the phonons correlating them to the spin state at t = t0, (ii) letting
the bosons evolve under no additional force for t ∈ (t0, tf), and (iii) performing
another fast force to correlate the propagated phonons to a distant ion at t = tf .
Let us now go back to the state-dependent force of strength g =
√
2Ω˜γ
in Eq. (8.5), and address the possibility of reaching the impulsive regime g ∼
(δt)−1  βωt in ion-trap experiments. As argued below this equation, to achieve
this force, the frequency of the radiation must be tuned ν˜ ≈ ωt, and its strength
constrained to Ω˜ ωt as we want to make the gradient of the radiation dominant
with respect to other sidebands. For Lamb-Dicke parameters γ ∼ 0.1, this poses
a constraint on the achievable forces g . 10−2ωt. Moreover, considering the stiff-
ness parameters of the above experimental realizations β(25Mg+,Linear) ≈ 0.09,
β(9Be+,Penning) ≈ 0.08, β(9Be+, Surface) ≈ 0.06 · 10−3, it is clear that the
impulsive regime g  βωt could only be attained for surface traps using this
implementation of the forces. We now discuss two possible alternatives to reach
the impulsive regime:
(i) By concatenating pairs of short resonant laser pulses coming from different
directions, it is possible to implement much stronger state-dependent forces in
the σx-basis without the requirement of resolving the sidebands [GRZC03]. As
shown in recent experiments [MSN+13], this allows for very fast state-dependent
forces δt ≈ 3 ns that create n¯ ≈ 10 phonons. Therefore, one would obtain very
strong and fast forces g ∼ √n¯/δt ≈ 2pi × 170 MHz, which would clearly fulfil
the impulsive-regime constraint for any of the above realizations. However, one
should also note the technical overhead of this method, as it requires the use of
pulsed trains of ultrafast picosecond laser pulses [MSN+13].
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(ii) We now discuss an alternative without these experimental requirements
which, although not allowing for such strong forces, can still reach the impulsive
regime for 9Be+ in Penning traps. The main message is that one can alleviate
the condition of the resolution of the sidebands Ω˜  ωt to Ω˜γ  4ωt. Under
this condition, in addition to the gradient (8.14), we should also consider the
homogeneous terms as they can no longer be neglected. On the contrary, all the
higher sidebands of the spin-phonon coupling can be neglected, and for h = 0
and ν˜ ≈ ωt, we obtain
H(t) =
∑
i
Ω˜
2
σzi e
−iν˜t +
∑
in
Finσzi a†neiδ˜nt + H.c.. (8.23)
Another factor that typically limits the strength of the state-dependent forces in
experiments is the compensation of ac-Stark shifts whereby photons are absorbed
and reemitted into the same laser beam [BSK+12]. It is important to compensate
such shifts when the forces are applied for a long period of time, as fluctuations
in the laser intensities would lead to decoherence. However, for the short pulses
required in the impulsive regime, these ac-Stark shifts need not be compensated
as they can be refocused by a simple spin echo provided that the laser intensities
do not fluctuate during δt ∼ g−1. We thus incorporate possible ac-Stark shifts to
the spin-boson Hamiltonian
H(t) =
∑
i
1
4
∆ωacσ
z
i +
∑
i
Ω˜
2
σzi e
−iν˜t +
∑
in
Finσzi a†neiδ˜nt + H.c.. (8.24)
The problem can still be integrated exactly, leading to an evolution operator
U(δt) = e−i
∑
i(
1
2
∆ωacδt+
Ω˜
ν˜
sin(ν˜δt))σzi USBL(δt), where USBL(t) is the evolution oper-
ator leading to the LRB in the impulsive regime (8.22). We first impose that
νδt = 2pin, where n ∈ Z. Additionally, at the middle of the evolution we ap-
ply a spin-echo pulse consisting of a pi-pulse σzi → −σzi , and Ω˜ → −Ω˜. The
pi-pulse is routinely achieved in trapped-ion experiments by driving the carrier
transition [HRB08], whereas the inversion of the Rabi frequency can be achieved
by controlling the laser phase [TGB+13]. In this way, U(δt) = USBL(δt), and we
can overcome the effects of the spurious terms. In this new regime, taking into
account the parameters of 9Be+, and the larger incident angles planned in the
experiment [BSK+12], we find that the forces can be as large as g/2pi ≈ 0.3 MHz,
such that βωt/g ≈ 0.2 and we achieve the desired impulsive. Note that the pulsed
forces are applied for time intervals of δt ∼0.1-1µs, which is considerably shorter
in comparison to the propagation of the spin correlations.
Let us close this section by reminding that this impulsive regime should serve
as a guiding principle to test experimentally how the LRB (8.11) can be attained.
However, we should keep in mind that the interesting many-body problem would
be the one where the forces are non-perturbative and also non-impulsive.
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8.3 Probing Lieb-Robinson bounds through
fluorescence measurements
We discuss how to exploit the high accuracies in controlling and measuring the
quantum state of a collection of trapped ions [HRB08] to probe LRBs. Note that
single-time observables, 〈σαi (t)〉, 〈σαi (t)σβj (t)〉, are already being measured with
trapped ions [RLR+04] or atoms in optical lattices [ECF+11, KKG+13]. Our
aim is to measure retarded correlation functions 〈σαi (t)σβj (0)〉. Let us emphasise
that the experimental scheme, which has been depicted in Fig. 8.6, consists of
a sequence of operations that are standard in several trapped-ion laboratories
dedicated to quantum-information processing. This sequence can be divided in
three steps: initialization, evolution and measurement that we will explore in the
following subsections.
Initialization
The first step is the initialization, namely to prepare a localized spin excita-
tion in a certain region of the ion crystal at t = t0. Considering the trapped-
ion realization of the spin-boson coupling (8.6), and the effective Ising interac-
tion in the perturbative limit (8.16), we will study the following initial state
ρ(t0) = |ψs〉 〈ψs| ⊗ ρth, where ρth is the thermal state of the vibrational exci-
tations after laser cooling, and |ψs〉 = Uj |↓ · · · ↓〉 is obtained by optical pump-
ing P to a state where all spins pointing down |↓ · · · ↓〉, and subsequently im-
plementing a pi/2-pulse at a certain ion j, namely Uj = exp{ipi2σyj }. Ideally,
|ψs〉 = |↓ · · · ↓ +j ↓ · · · ↓〉, where |+j〉 = (|↑j〉 + |↓j〉)/
√
2 is the spin excitation.
However, we remark that the LRB would also apply if the initial perturbation is
delocalised around j, as far as it does not have an overlap with the distant lattice
site i where the measurement takes place. Therefore, the experiment does not
require individual addressability. Moreover, we also emphasise that laser cooling
to the vibrational ground-state is not required, as the general LRB (8.11) is valid
for any temperature of the ions (provided that the crystal is stable, and only small
excursions from the equilibrium positions take place). This is a clear advantage
with respect to the effective spin models (8.16), which are obtained by tracing
out the vibrational excitations, and whose validity relies on minimising resid-
ual spin-phonon couplings. This requires either cooling closer to the vibrational
ground-state, or using larger detunings such that the couplings become weaker,
and other sources of noise may start contributing. In our case, Doppler cooling
to modest temperatures (e.g. n¯i = Tr{a†iaiρth} ∼10-20) will suffice to test the
validity of the LRB. Finally, note also that unitaries analogous to Uj correspond
to single-qubit gates for quantum computation, which have been accomplished
with very high fidelities [HRB08]. Due to all these properties, the initialisation
step can be achieved with accuracies above 99%.
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Evolution
After state preparation, the following step in Figs. 8.6(a) and (b) would be the
evolution for t ∈ [t0, tf), where we switch on the spin-boson lattice Hamiltonian
HSBL(t) (8.7) continuously (Fig. 8.6(a)) or in a couple of short uses (Fig. 8.6(b)).
We let the spin excitation propagate in time ρ(tf) = Utotal(tf , t0)ρ(t0)U
†
total(tf , t0),
where Utotal(tf , t0) = USBL(tf , t0) in the continuous regime of Fig. 8.6(a), and
Utotal(tf , t0) = USBL(tf ,
1
2
(tf − t0))USEUSBL(12(tf − t0), t0) in the pulsed regime of
Fig. 8.6(b). Here, we have introduced the evolution operator under the spin-
boson lattice model (8.7), namely
USBL(tf , t0) = T
{
e−i
∫ tf
t0
dτHSBL(τ)
}
, (8.25)
and the corresponding spin echo USE that acts at the middle of the evolution.
Let us note that the use of state-dependent dipole forces, such as the force in the
z-basis (8.7) or in x, y-bases, has become a frequent tool in different laborato-
ries [SM10]. Such forces underlie a wide variety of quantum-information experi-
ments, such as the creation of Schro¨dinger cat states with single ions, conditional
phase gates for quantum computing with two ions, or quantum simulations of
magnetic interactions with several ions. Therefore, we expect that the evolution
step can also be conducted with very high accuracies.
Measurement
Once the state of the system has evolved in time ρ(t0)→ ρ(tf), the measurement
step of the protocol starts (Fig. 8.6). In order to test the LRB (8.11), we need to
measure the retarded correlation function
Cσxi ,σxj (tf − t0) = 〈[σxi (tf), σxj (t0)]〉 (8.26)
However, the usual trapped-ion measurementsM based on state-selective fluores-
cence only allow for measurements of single-time observables (〈σzi (t)〉, 〈σzi (t)σzj (t)〉)
[HRB08]. In the following, we describe a modification of these schemes for the
measurement of the above retarded correlation function. The main idea is to
encode the information of the retarded correlator in the measurement of a single-
time observable by means of a certain perturbation applied during the evolu-
tion step (i.e. a linear-response-type scheme [BF04]). To maintain the gen-
erality, let Ai be the single-spin observable that can be measured at t = tf . At
t = t0, we let the system evolve under a perturbed spin-boson lattice Hamiltonian
H(t) = HSBL(t)+V (t), where V (t) = λBBjδ(t−t0) with λB  1 is a dimensionless
perturbative parameter, Bj is a certain operator localised around j, and δ(t− t0)
is the Dirac delta function. At t = tf , we switch off the perturbed spin-boson lat-
tice Hamiltonian, and perform an additional unitary operator U˜i localised around
the site i (see Fig. 8.6), consisting of single-spin rotations (i.e. single-qubit gates).
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Initialization MeasurementEvolution
Cycling
transition
Carrier
transition
State-dep
force
P Uj U˜i M
t0 tf t
USBL U˜i M
t0
UV
USBL USBL
USE
UV
a b
Measurement
tf t
Initialization Evolution
P Uj
Figure 8.6: Experimental sequence to test the LRB: (a) Always-on
and (b) pulsed spin-phonon forces. We represent the initialization step in blue,
which consists of laser cooling followed by optical pumping P and leads to
|↓ · · · ↓〉 〈↓ · · · ↓| ⊗ ρth, where ρth is a thermal state of the phonons after Doppler
cooling. We then apply a pi/2-pulse Uj = exp{ipi2σyj } by driving the carrier tran-
sition [HRB08]. In the measurement step in red, one collects the state-dependent
fluorescence M during a continuous driving of the cycling transition [HRB08].
At the beginning of the evolution step t = t0, we apply the unitary UV associated
to the impulsive perturbation V (t) described in the main text. This is followed
by the actual evolution under the state-dependent forces: (a) in the always-on
regime, the forces should be switched on continuously during the evolution, or
(b) in the impulsive regime, we apply two pulsed forces. Additionally, at the
middle of the evolution, we apply the spin-echo sequence USE σ
z
i → −σzi and
Ω˜→ −Ω˜ to refocus uncompensated ac-Stark shifts. Before measuring, we apply
another pi/2-pulse U˜i = exp{−ipi2σyi }.
Using the interaction-picture formalism, the total time-evolution operator can be
thus written as follows
U = U˜iUtotal(tf , t0)UV (tf , t0), UV (tf , t0) = T
{
e−i
∫ tf
t0
dτVˆ (τ)
}
, (8.27)
where Vˆ (τ) = U †total(τ, t0)V (τ)Utotal(τ, t0). Due to the impulsive and perturbative
nature of the perturbation, we can approximate this evolution operator as U ≈
U˜iUtotal(tf , t0)(1 − iVˆ (t0)).
Finally, the measurement of the observable gives us
〈Ai(tf)〉pert (8.28)
= Tr{(U˜iUtotal(tf , t0)(1 − iλBBj(t0)))†AiU˜iUtotal(tf , t0)(1 − iλBBj(t0))ρ(t0)}
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Using linear-response theory, we find that to linear order in the perturbation
strength
〈Ai(tf)〉pert = 〈A˜i(tf)〉unpert − iλB〈[A˜i(tf), Bj(t0)]〉unpert, (8.29)
where we have defined A˜i = U˜
†
iAiU˜i, and the subindex 〈·〉unpert refers to the
expectation value for the time-evolved state with respect to the unperturbed
Hamiltonian, namely the spin-boson lattice model Utotal(tf , t0) in the continuous
or pulsed regimes. Therefore, by letting the system evolve with and without the
perturbation, we can measure
f(λB) = 〈Ai(tf)〉pert − 〈A˜i(tf)〉unpert, (8.30)
and thus estimate the retarded correlator. To be more precise, df/dλB|λB=0 =
−i〈[A˜i(tf), Bj(t0)], so we would need to modify the perturbative parameter λB,
such that we can estimate its derivative for very weak couplings. We note that
the use of measurement unitaries U˜i has been already demonstrated in the mea-
surement of single-time observables in different basis (e.g. 〈σ αi (t)〉, 〈σαi (t)σβj (t)〉)
for state tomography [RLR+08], or to recover the position operator of a trapped
ion [GKZ+10]. By including a perturbation at t = t0, we get access to two-time
observables, and in particular to the desired information about the Lieb-Robinson
commutator.
Application of the scheme to the dynamics under study
In this case, the state-dependent fluorescence allows us to measure Ai = σ
z
i . Typ-
ical fidelities for this type of measurements are above 99% for photon-collection
times on the millisecond range [HRB08]. Although the spin correlation transport
occurs on a much faster time-scale, the fact that we switch off the spin-phonon
coupling at t = tf (Fig. 8.6) implies that the spin-populations will be frozen for
t > tf . Thus, this scheme allows for the required photon-collection times without
compromising the information about the transport of correlations. The pertur-
bation that must be applied to recover the desired correlator is Bj = σ
x
j , which
can be achieved by driving the so-called carrier transition of the ions, such that
λB = Ωδt/2. We can reach the perturbative regime by simply driving the carrier
with a sufficiently small intensity. Therefore, the Rabi frequency Ω must be much
smaller than any other coupling strength in the problem Ω {g, βωt}. Moreover,
the impulsive regime will be a good approximation when the time during which
the perturbation is applied, δt, is much smaller than any other time-scale of the
problem δt  {g−1, (βωt)−1}. Finally, the measurement unitary corresponds to
U˜i = e
−ipi
2
σyi , which leads to the desired correlator Cσxi ,σxj (tf − t0) encoded in the
resonance fluorescence of the ion
〈σzi (tf)〉pert = 〈σxi (tf)〉unpert − iλB〈[σxi (tf), σxj (t0)]〉unpert. (8.31)
As announced previously, by measuring a single-time observable in the presence
of a perturbation, we can recover the retarded correlator and test the validity of
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the LRB. At this point, it is worth commenting on the following points. First,
let us note that the unitary U˜i could also be delocalised around the site j, such
that individual addressability is not required. Second, we remark that other
choices of Bj, U˜i, which are equally accessible in an experiment, would allow
us to estimate any other correlator 〈[σαi (t), σβj (t0)]〉, which might be important
when the state-dependent forces act in a different basis, or if we combine them
to produce Heisenberg-type Hamiltonians. Moreover, the use of state-dependent
forces in U˜i can also allow for measurements of the LR commutators for the free
bosonic lattice to test the harmonic LRB (7.24).
8.4 Conclusions and outlook
In this chapter, we have applied the Lieb-Robinson bounds for spin-boson lattice
models to crystals of trapped ions. In these LRB the spread of spin correlations
depends on the propagation speed of the phonons of the crystal as well as on
the the efficiency with which the ions emit and reabsorb correlations from the
phonons. We have also found that the speed for the spread of correlations given
by our bounds can be faster than the time scales in the experimental regimes
currently considered.
Since many experiments for the simulation of quantum magnetism are imple-
mented in the perturbative regime with slower correlation speeds, we have derived
the Lieb-Robinson bounds in this regime and we have found that the speed of
propagation for the spin correlation is at least two orders of magnitude slower
than in the non-perturbative case.
We have also studied the bounds in the impulsive regime, where the forces
act locally on the distant ions for a short interval of time and the propagation
of correlations only depends on the bare propagation of the phonons and on the
efficiency of the spin-boson coupling in correlating spins and bosons. We have
obtained the optimal propagation spread in this regime when the original Lieb-
Robinson bound is saturated.
In the following table, we recall the orders of magnitude of the speed of prop-
agation for spin correlations for the different regimes and two trapped-ion setups:
Paul trap Penning trap / surface trap
Impulsive regime 1µs 10µs
Non-perturbative regime 1µs 10µs
Perturbative regime 0.1ms 0.1ms
Finally, we have proposed an experimental scheme to measure retarded cor-
relation functions via the crystal fluorescence, which allows to test the Lieb-
123
8. Lieb-Robinson bounds in trapped-ion crystals
Robinson bounds that we have derived in the impulsive regime. This scheme
can be modified using state-dependent forces to test the harmonic Lieb-Robinson
bound (7.24) that we have proposed in Section 7.4. As a further investigation,
it would be interesting to find other experimental schemes that could test the
Lieb-Robinson bounds in other regimes. The most interesting regime would be
the non-perturbative and non-impulsive (8.11), although we would also like to
explore the perturbative regime, where the spread of correlations is slower.
While we have applied the LRB to trapped ion crystals, our results imme-
diately extend to a variety of fields, such as superconducting quantum circuits
and quantum dots or NV-centers interacting with coupled cavities or photonic
crystals.
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9.1 Introduction
Quantum metrology and quantum sensing are some of the fields which have
benefited greatly from the incresing progress in the control and observation of
individual quantum systems, with accurate atomic clocks assisted by quantum
gates [SRL+05, CHK+10] or the use of atomic squeezing for enhanced magne-
tometry [WJK+10, NKD+11]. The basic problem in quantum metrology is the
estimation of an unknown parameter using quantum strategies to improve pre-
cision over classical methods [GLM06, GLM11, Par09], such as entanglement
[CEB+05, HMM16] or the interaction with a quantum system [NKD+11]. The
measurement of a parameter has three differents parts: first, the probe must be
prepared, secondly, the probe interacts with the system and finally the probe must
be measured in order to obtain the parameter estimate. The possible errors that
arise in this process may be minimized classically by computing the average of
several independent measurements of the parameter. In this case, the error scales
as O(N−1/2), where N is the number of measurements, as a result of the central
limit theorem and giving rise to the “standard quantum limit” [GLM06, GLM11].
However, this scaling can improve using quantum effects to assist a certain step
of the measurement process until the limits in precision predicted by quantum
mechanics, or “Heisenberg bounds”, are reached [GLM04].
In this chapter, we introduce the notion of “multi-pulse quantum interferom-
etry” (MPQI), where an atom acts as a nonlinear, fast-response detector that
efficiently measures the differences between ultrashort laser pulses. Modelling
the atom-pulse interaction as a sequence of unitaries, {Ui}Ni=1, through a suitable
reordering of the pulses, additional gates and measurements, we build quantum
algorithms to accurately determine the differences among the pulses, or the prop-
erties of individual pulses themselves. Compared with continuous wave (CW)
laser interferometry, this approach provides a polynomial enhancement of the
sensitivity because a single atom accumulates many interferometric events. We
propose as a direct application of this idea the characterization and stabilization
125
9. Quantum algorithms for quantum metrology
of a frequency comb [UHH02, YC05].
9.2 The frequency comb. Classical
stabilization.
A frequency comb is a device that produces a train of laser pulses with a fixed
duration, τ , and a regular spacing, T (see Figure 9.1). Stabilizing a comb
is ensuring that the offset frequency, ν0, remains a constant and well-known
value, and that the spectrum is a collection of regularly spaced teeth with fre-
quencies fn = n/T + ν0 (see Figure 9.1). Haensch and Hall solved this prob-
lem [RHUH99, JDR+00] in frequency space, interferometrically comparing dif-
ferent teeth in the limit of many pulses, which requires a comb whose spec-
trum spans at least an octave, or broadening the light with a nonlinear fiber.
This stabilization enables direct frequency comb spectroscopy, accurately reveal-
ing the atomic level structure of neutral atoms [MSL+04, WZU+05] and ions
[WvdBUE09, WMK+11].
If instead of considering the frequency space, we study the time-domain image
of the pulse train, we observe that the effect of the offset frequency is to change
the relative phase between the electric field carrier wave and the peak of the pulse
envelope from pulse to pulse. This phase is also known as the carrier-envelope
offset phase (CEP) (see Figure 9.1), which is related to the offset frequency ν0 as
follows
φn+1 − φn = ∆φ = ν0T (9.1)
The first direct observation of CEP effects was reported in the spatial asym-
metry of above-threshold ionization from Kr gas [PGW+01] and in x-ray emission
from Ne [BUU+03]. The direction of photocurrents injected in semiconductors is
also controlled by the CEP phase [FRJ+04, RLS+05] and the absolute CEP of
single pulses was recently measured [WHH+09]. The study of the CEP has been
generally centered on its spectral components [WD09], while only a few reports
have addressed time-domain measurements of the relative phase of successive
pulses in a train [XSP+96, OGGS07].
9.3 Quantum protocols for stabilization.
To address the problem of comb stabilization we introduce multipulse quantum
interferometry (MPQI), designing protocols that detect the phase difference be-
tween pulses with the greatest accuracy possible. We begin by determining the
unitaries associated to the laser pulses emitted by the comb, which depend on
the carrier-envelope offset phase (CEP). We then use these unitaries to propose
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ν0
frep=1/Tb)
frequency
ΔφT=1/frepa) τ
time
Figure 9.1: (a) Electric field amplitude (solid line) and envelope (dashed) of a
pulsed laser with period T and pulse-to-pulse phase difference ∆φ. (b) Associated
spectra: a broad peak for one pulse (dashed) and a modulated comb for a pulse
train with repetition rate frep (solid). The frequency offset ν0 depends on the
pulse-to-pulse phase difference ∆φ.
several quantum algorithms, starting by a simple two-level protocol for consecu-
tive pulses in a low intensity regime and also in a θ ' pi regime. We further this
study by introducing analogous protocols for delayed sequences of pulses which
display an enhanced sensitivity. Afterwards, we describe equivalent protocols us-
ing Raman schemes which minimize spontaneous emission. Finally, we present a
discussion of experimental errors and the achievable sensitivities in practical im-
plementations. The resulting methods do not require an octave-spanning comb,
broadening or frequency doubling. They are thus useful for a wide variety of
lasers, demand less power, and may profit from the ever-growing precision in
atomic interferometry.
Single-pulse unitary
We start by determining the unitary transformation experienced by an atom sub-
ject to a laser pulse, and how this unitary depends on the CEP, φn. Note that the
interaction of multilevel atoms with a frequency comb was studied previously in
the limit of many consecutive pulses [FL09], while in this section we are interested
in the action of a single pulse. We model the atom interaction with a single laser
pulse in the semiclassical limit
H =
ωat
2
σz + s(t) cos(ω¯t+ φm)σx. (9.2)
Here, m is the pulse index, s(t) ≥ 0 is the pulse envelope, ω¯ = 2piν¯ is the comb
carrier frequency, ωat is the atomic transition frequency (~ = 1 throughout),
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there is an unknown phase φm for each pulse, and σx,y,z are the Pauli matrices.
The evolution under this Hamiltonian is described by a unitary operator that
satisfies the Schro¨dinger equation i d
dt
W (t) = H(t)W (t). We are going to extract
the evolution with the spin operator σz as W (t) = exp(−iω¯σzt/2)U(t). In the
rotating frame, the remaining contribution to the unitary operator evolves now
according to
i
d
dt
U =
ωat − ω¯
2
σz + s(t)(e
iω¯t+iφm + c.c.)(eiω¯tσ+ + H.c.). (9.3)
Assuming that the Rotating Wave Approximation (RWA) is valid, in this Hamil-
tonian we can neglect the counter rotating terms, such as ei2ω¯t+iφmσ+, and keep
only those that are slowly varying. We obtain the Hamiltonian HRWA in the
Rotating Wave Approximation
HRWA =
1
2
(ωat − ω¯)σz + s(t)
(
e−iφmσ+ + H.c.
)
. (9.4)
The RWA works for pulses which contain ≥ 30 periods of the carrier frequency,
τ ≥ 30/ν¯, and allows us to explicitly write the pulse unitaries
Um = cos
(
θm
2
)
+ i sin
(
θm
2
)
σφm = e
−iφmσzU0eiφmσz , (9.5)
in terms of the total Rabi flip angle of a single pulse, θm = 2
∫ τ/2
−τ/2 s(t)dt, with
σφm = cos(φm)σx + sin(φm)σy. In the following sections, we assume that the
comb is almost resonant, ω¯ ' ωat, and has uniform intensity, i.e. θm = θ.
These assumptions imply that we only need to stabilize the pulse-to-pulse phase
difference ∆φ.
In order to study when the Rotating Wave Approximation is valid, we have
performed numerical simulations of the evolution of the qubit under Eq. (9.2),
varying the duration of the pulse or number of oscillations it contains, as well as
the intensity and detuning. In Figure 9.3a we show the fidelity, F , of a resonant
pulse, with a pulse area θ = pi/2, and a variable pulse length, τ . The validity
of RWA is also challenged by the inaccuracy of the control parameters, and in
particular the driving frequency: as Figure 9.3b shows, the unitary is affected by
the detuning, and the differences between the RWA and the full model increase
as the pulse length decreases. In practice this is not a problem, for we expect the
detuning of the comb to be smaller than 1%. The main message is that for pulses
above 30 oscillations, we are safe using the RWA Hamiltonian. On the other
hand, we can still develop the MPQI protocols using the numerical expressions
of the unitary operators when the RWA does not apply.
As a final check, we show in Figure 9.3c that the phase of the unitary is indeed
proportional to the phase of the pulse. We obtain that φeff = φm + φAC, where
the carrier frequency appears in two different places: (i) determining the phase
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of the pulse, φm ∼ ω¯tm + φ0 ∼ ν0 × m × T + φ0 [mod 2pi], and (ii) in the AC
Stark shift phase, φAC, that depends on the detuning ωat− ω¯ and which becomes
strictly zero for resonant pulses (see Figure 9.3c). In all other detuned cases, φAC
will either be the same for all pulses, in which case it will be eliminated by our
algorithms, which are based on phase differences, or we will be able to take it
into account with the error analysis methods, by studying the fluctuations of the
two-level frequency around the mean value ωat.
Multipulse unitaries and protocols
We need protocols that efficiently detect the difference between a sequence of
unequal pulses Utot =
∏N
i=1 Ui, and the ideal case U
N
1 . Let us first assume an ideal
qubit, seeking an ordering of pulses with which the fidelity |tr(UN†1 Utot)| decreases
most rapidly with N. The simplest protocol (1A) applies N consecutive pulses
(see Figure 9.3a) with low intensity (θ  1) on the qubit, and a uniform carrier-
envelope frequency mismatch, φm = m∆φ. The combination of the unitaries for
a sequence of pulses reads
U
(1A)
tot =
N∏
m=1
e−iφmσzeiθ/2σxe+iφmσz (9.6)
= cos
(
θ
2
)
+ i sin
(
θ
2
) N∑
m=1
e−iφNσzσxei∆φσz
' 1 + iθ
2
e−i(N+1)∆φ
sin(N∆φ)
sin(∆φ)
σ+ + H.c.+O(θ2)
Note that in this context the pulse-to-pulse phase difference ∆φ can be measured.
It has the effect of a detuning, suppressing any excitation probability induced by
the pulses of long trains and decreasing the amplitude of the Rabi oscillations.
However, as we show later on, the functional dependence on ∆φ implies a low
sensitivity on the phase in practical implementations of the protocol.
We can do much better increasing the intensity to have a large pulse area
θ = pi (protocol 1B), so that each comb pulse can flip the state of the atom.
Under these conditions, for an even set of pulses we get
U
(1B)
tot =
N∏
m=1
ie−iφmσzσxe+iφmσz (9.7)
If we assume that the number of pulses is even, we can use the anticommutation
rule σxσz = −σzσx and
e−iφmσzσxe+iφmσze−iφm−1σzσxe+iφm−1σz
= e−2i(φm−φm−1)σ
z
, (9.8)
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recovering the following expression
U
(1B)
tot =
∏
i
Ui = exp
−2i N/2∑
k=1
(φ2k − φ2k−1)σz
 , (9.9)
which for constant ∆φ implies U
(1B)
tot = exp (−iN∆φσz). Now ∆φ can be interfer-
ometrically detected with an enhancement proportional to the number of pulses,
N .
It is obvious that the sensitivity for the protocol in Eq. 9.9 increases by
maximizing the phase difference between consecutive pulses. To profit from this,
we design a set of protocols that extract a sequence of N/2 pulses from the original
pulse train, and delay them a time Td  T . This sequence is then intercalated
with the original one, as seen in Figure 9.3b, so that φ2k = k∆φ+ ∆φ Td/T and
φ2k−1 = k∆φ. Introducing this sequence in Eqs. (9.7, 9.9) we obtain respectively
the unitaries corresponding to protocols 2A (for θ  1) and 2B (θ ∼ pi). In
particular, the unitary corresponding to protocol 2B is
U
(2B)
tot = exp (−iσz∆φ×NTd/T ) , (9.10)
with an additional enhancement factor, Nd = Td/T . This is optimal with respect
to any rearrangement of the pulses, using each pulse only once.
Some optimality considerations
We now prove that the sequence for protocol 2B (2 sequence of pulses split from
the original train with a time delay) is optimal when our only resource is the
comb laser. As seen before, if we work around θ = pi we obtain the analytical
formula
U
(1B)
tot = exp
−2i N/2∑
k=1
(φ2k − φ2k−1)σz
 (9.11)
and our protocol accumulates phase quite fast, aboutO(NNd) forN pulses, where
Nd depends on the delay. It is possible to prove that for any rearrangement of
the same set of pulses (that is, with the same phases and intensity as before) this
is the largest accumulation that can be detected.
If σ is a permutation for a certain arrangement of initial pulses, we can use the
analytical expression for the arbitrary product of a train of pulses with different
phases to compute product of the unitaries after the permutation
M∏
i=1
Uσ(i) = e
2i
∑M
i=1(−1)σ(i)φσ(i)σzσMx (9.12)
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It is possible to find all permutations σ such that they maximize
|
M∑
i=1
(−1)σ(i)φσ(i)| (9.13)
Suppose the original pulses are ordered in terms of their carrier-envelope phase φn,
then it is quite straightforward to see how to construct optimal rearrangements
of these pulses. Consider α a permutation of the first half of pulses and β a
permutation of the second half of pulses. Then, the optimal set of rearrangements
will be those formed by pulses labelled according to their carrier-envelope phase
as {φα(i), φβ(N/2+i)}i∈{1,...,N/2} or of the form {φβ(N/2+i), φα(i)}i∈{1,...,N/2}.
In particular, our proposed protocol corresponds to α and β being the identity
permutation. This protocol accumulates the largest possible amount of phase
after the action of the pulses onto the ion.
The fastest phase-accumulation protocol: phase
referencing
If we allow for more gates, performing unitaries in between the pulses, we can
measure not only the phase difference, but also the total sum of the carrier-
envelope phases
∑
i φi. In order to do so, the new set of gates and unitaries,
considered in order, would be {σx, U(φ1), . . . , σx, U(φN)}, for which the overall
product is
M∏
i=1
σxU(φσ(i)) =
M∏
i=1
σxe
−iφiσzσxeiφiσz (9.14)
=
M∏
i=1
eiφiσzσ2xe
iφiσz =
M∏
i=1
eiφiσzeiφiσz
=
M∏
i=1
e2iφiσz = e2i
∑
i φiσz
where we use both σxe
−kσz = ekσzσx and σ2x = Id.
Note however this protocol demands σx gates in between the pulses. Since
the phase of these gates is stable, we can thus view this extra protocol as the
referencing of the comb to the device that implements the σx gates, which can
itself be a laser or a microwave beam, in the case of hyperfine qubits.
9.4 Analysis and performance of the protocols
We now transfer the information of the acquired phase to the measurable pop-
ulations of the atomic states. For this, we complete the previous unitaries with
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Implementation θ  1 (A) θ ' pi (B)
2 levels, no delay (1)
√
M N
√
M
2 levels, with delay (2) Nd
√
M NNd
√
M
Raman, 1 delay (1) Nd
√
M -
Raman, 2 delays (2) |Nd2 −Nd1|
√
M N |Nd2 −Nd1|
√
M
Table 9.1: Sensitivities, σ−1∆φ,θ, of a set of 2M two- or three-level atoms to the
protocols described in the text (1A, 1B, 2A, 2B). N is the number of pulses in
a sequence, which in the delayed cases are combined with N pulses from a later
time, Td = NdT.
additional operations and measurements that enable estimating ∆φ and θ. Out
of 2M atoms, M are subject to the following steps (see Figure 9.3c): (i) ini-
tialization to the ground state, |0〉, (ii) apply a pi/2 rotation (which could be
either exp(iσxpi/4) or a Hadamard gate) onto the ground state (iii) apply a ref-
erence phase ξ onto the level |1〉, (iv) let the atom interact with the comb as
described before, (v) undo the pi/2 rotation of step (i) and measure the state of
the atom, s ∈ {0, 1}. The measurement outcome is described by the probability
distribution, P1(s|θ,∆φ). For the remaining M atoms we skip (ii), obtaining the
distribution P2(s|θ,∆φ). We remark that we need no phase coherence between
the comb and the lasers that implement the pi/2 rotations. The reference phase,
ξ, is computed a priori to maximize the sensitivity of P1,2 to the ∆φ.
The functions P1 and P2 convey all the information accessible in the lab: from
the measurements of s in P1 and P2 experiments, one should compute different
estimators and use them to infer the values of θ and ∆φ, with uncertainties σθ
and σ∆φ. Using error propagation and the Fisher information we obtain funda-
mental lower bounds and practical estimates of the sensitivities (σ−1∆φ and σ
−1
θ ) of
each protocol. As summarized in Table 9.1, it is possible to build estimators of
minimal variance for θ and ∆φ, which saturate the fundamental lower bounds.
Moreover, we observe that all protocols but 1A improve over the standard sta-
tistical sensitivity,
√
M , thanks to the large number of pulses or to the use of
pulses from well-separated times. In practice, both N and Nd span several orders
of magnitude, providing a sensitivity comparable to the state of the art.
Fisher information and sensitivity
We are interested in estimating the sensitivity of the interferometric protocols that
we have developed with respect to changes in the parameters they depend on. A
measure of the information that one can extract about one or several parameters
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from a given probability distribution is the so-called Fisher Information [Hel76,
Hol11].
In our protocols, we want to estimate the intensity of each of the pulses θ
(considered constant throughout the whole experiment) and the pulse-to-pulse
phase difference ∆φ. They will be related to some physical observables which
measure the population of the excited state after applying certain protocols. The
precision of the parameters θ and ∆φ is determined by the fluctuations of these
observables and their variance can be obtained using standard error propagation
theory. The Fisher Information will yield a measure of the available precision
in the estimation of the parameters. Also, the variance of the estimation of a
given parameter will be limited by the Cramer-Rao bound [Cra99], which sets
the ultimate limit for the precision that we can achieve.
Let us see how to compute both the Fisher Information and the Cramer-Rao
bound in the multivariate case [Rao45]. We consider ~X = (X1, X2, . . . , Xi)
T ,
a sample vector of observations with joint probability density function given by
f( ~X|~k), where ~k = (k1, k2, . . . , ki)T is a parameter vector. We also define h(~k),
a real valued function of ~k and E(·) denotes the expectation value. Then, under
suitable regularity conditions (see Refs. [Hel76, Hol11]) it holds that for any
unbiased estimator hˆ( ~X) of h(~k)
Var(hˆ) ≥ DTh [I(~k)]−1Dh (9.15)
where I(~k) is a matrix called the Fisher Information matrix
Iij(~k) = E
(
∂
∂ki
log f( ~X|~k) ∂
∂kj
logP ( ~X|~k)
)
(9.16)
= −E
(
∂2
∂ki∂kj
log f( ~X|~k)
)
(9.17)
and Dh is the vector of derivatives of h(~k)
Dh =
(
∂
∂k1
h(~k),
∂
∂k2
h(~k), . . . ,
∂
∂ki
h(~k)
)
. (9.18)
We have used the standard error propagation theory and computed the Fisher
Information as explained before in order to get fundamental lower bounds and
practical estimates of each of the proposed protocols which, for ∆φ and θ, as
shown in Table 9.1.
9.5 Physical implementations
The protocols discussed admit many implementations. For concreteness, we focus
on a setup with trapped ions, because of recent progress in connection with
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ultrafast lasers [CMQ+10, MSN+13]. The long coherence times of ions, tcoh ∼
1 s [OYM+07], allows to consider trains of up to tcoh/T ∼ 108 pulses from a typical
comb with frep ∼ 100 MHz 1. In the Raman schemes, with one ion and one delay
line, this allows to detect CEP fluctuations δ∆φ ∼ 10−8 rad and calibrate the
comb offset below δ∆φ/T ∼ 1 Hz, a remarkable precision for 1 s interrogation
time. The numbers improve with a 2-delay Raman scheme, reaching δ∆φ ∼ 10−15
where error sources become relevant. Precision decreases marginally, δ∆φ ∼
10−5 − 10−10, using faster duty cycles with ∼ 1 ms of interrogation time.
Three-level Raman schemes
In real atoms, if the qubit states 0 and 1 are dipole-coupled by a comb, sponta-
neous emission may severely limit the total interrogation time. One solution is
to use dipole-forbidden transitions restricted in practice to the θ  1 regime.
An attractive alternative is the Λ-scheme in Figure 9.4, where two long-lived
states, |0, 1〉, talk via an intermediate level, |e〉. Applying combs or other lasers
with orthogonal polarizations on the legs of the Λ-scheme, we can create effective
Rabi oscillations between |0〉 and |1〉 while keeping a small population in |e〉 so
that spontaneous emission is negligible.
A simple way to minimize spontaneous emission is to turn the Λ- into a Raman
scheme, detuning the lasers that couple |0, 1〉 with |e〉. Such Raman processes
mix well with our algorithms. Most easily, if we have already stabilized the phase
of a CW laser, we can combine it with the pulses from the comb (see Figure 9.4a).
This process enables an accurate determination of the CEP with respect to the cw
source. The result is a sequence of effective unitaries with an average Rabi angle,
θ′, and a pulse phase φ′m = φm − φref , where φref is the phase of the stabilized
source. The identifications θ → θ′ and φm → φ′m directly translate all protocols
above to this new setup. Likewise, one may combine the FC with a stabilized one
(see Figure 9.4b) and use our protocols to reconcile them.
A more interesting use of Raman transitions is to achieve self-referencing of the
comb. For this, we use the scheme from Figure 9.4b, combining two pulses from
the same comb, but with a relative delay, Td, as in Figure 9.3b. This amounts
to a self-referenced interferometric scheme based on time shifts, not requiring
frequency shifting nor shearing [WD09]. The phases of both pulses effectively
combine in a nontrivial way in the unitary associated to the Raman process,
φ′m = φm − φm−Nd = Nd∆φ. We can apply a sequence of N pulse pairs with an
effective angle θ′ that should optimally lie around Nθ′ ' pi/2,
U (1A,Raman) = e−iNd∆φσzeiN
θ′
2
σxeiNd∆φσz (9.19)
1We discuss the maximum number of phase-coherent consecutive pulses in.
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and use Ramsey interferometry to measure both θ′ and ∆φ. A generalization
of protocols 2A and 2B is also possible using a linear optics circuit with two
delay lines, so that each atom is hit by pairs of pulses with alternating phases
(φm, φm−Nd1) and (φm, φm−Nd2). This leads to the sensitivities shown in the lower
half of Table 9.1.
Note that using Raman schemes demands the setup to be interferometrically
stable up to a fraction of a wavelength. When a single pulse interacts with a two-
level atom it does not matter whether the delay is a multiple of the comb period,
or fails by a small amount, δT = Td−NdT (|δT | < T ). This is so because only the
CEP enters the unitary and this only contains information on ν0NdT. However,
in Raman schemes, where two pulses overlap in time, their relative delay is a
new parameter that influences the effective Rabi angle as well as the phase. In
particular, the phase difference reads ∆φ′ = ∆φ + ωδT, with a contribution due
to the interferometric path cδT, which must be separately stabilized.
To remove the need for interferometric stability, we can use a different ap-
proach in which the comb only interacts with one transition, |1〉 → |e〉, perform-
ing pi rotations, while |0〉 is a dark state. The unperturbed and delayed pulses
arrive closely in pairs, but without temporal overlap, implementing the sequence
|1〉 → −ei(φm−φm−Nd ) |1〉. Due to the lack of overlap, the delay errors drop from
the equations and the effective operation is a phase gate in the qubit space. Spon-
taneous emission lowers the visibility and it is small because |e〉 is populated only
a time Te = O(τ). Denoting by γ the spontaneous decay rate of |e〉, we may
afford N = − log()/γTe pulses before the visibility decreases by . For a typical
value 1/γ = 8 ns and a safe Te = 100 ps, visibility decreases just 10% for 200
pulses, sufficient to implement the last protocol in Table 9.1.
Raman transitions
Our Raman protocols are developed assuming that we can use ultrashort pulses
to implement Raman transitions between two states, a and b, mediated by a
third one, c, which remains unpopulated at the end of the pulse. (Due to the
very short duration of the interrogation sequence, it is not necessary that c be
unpopulated at all times, as is usual in STIRAP processes.) In particular, we
need that such operations implement the same quantum gates and carry the
same phase information as the original designs based on two-level systems. We
are going to discuss both requirements and how they are achieved.
Note that Raman transitions with very short pulses have been demonstrated
experimentally by the group of C. Monroe et al. in a series of works that imple-
ment quantum gates with trapped ions and pulsed lasers [HMM+10, MMM+06].
In these references, an interpretation based on Raman transitions induced by all
the comb teeth is provided, but here we discuss a different one.
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For us the key aspect of a Raman transition is the fact that the intermediate
state, c, is completely depopulated at the end of the process. In order for this
to happen, we need that the energy of the final state is similar to the energy of
the original one. Intuitively, this implies that the inverse of the duration of the
process has to be smaller than δ = ωat − ω, the detuning of the laser from the
atomic transitions {a, b} ↔ c, but larger than the difference |ωac−ωbc|. As shown
in Figure 9.5, this qualitative appreciation remains true even for rather extreme
cases. In those exaggerated plots, we see that pulses with a detuning δ ∼ 0.2ωat
work fine even when they only contain 10 − 20 oscillations of the laser. In this
regime the excited state c is significantly populated during the pulse, but it has
a population of less than 10−3 at the end.
The other aspect we demand from these pulses is the fact that they must carry
information on the phase of the laser. To check this, we analyze the interaction
between the three-level atom and the light using a simple Hamiltonian,
H = s(t) cos(ωt+ φ1) |c〉 〈a|+ H.c. (9.20)
+ s(t) cos(ωt+ φ2) |c〉 〈b|+ H.c
+ ωat |c〉 〈c| ,
which under the RWA becomes
HRWA(φ1, φ2) = s(t)e
iφ1 |c〉 〈a|+ H.c. (9.21)
+ s(t)eiφ2 |c〉 〈b|+ H.c
+ (ωat − ω) |c〉 〈c| .
Note how HRWA(φ1, φ2) is related to HRWA(0, 0) through a unitary transforma-
tion exp(−iφlσzab) in the {a, b} subspace, with the relative phase φl = φ2 − φ1.
In other words, according to the RWA the phase of the laser is mapped onto the
relative phase between the states. The question is whether this behavior also
follows from the original Eq. (9.20). We have performed numerical simulations
of the three level system in Eq. (9.20) and the conclusions are: (i) There is al-
ways a small deviation between the real phase and the RWA approximation. (ii)
This deviation decreases with decreasing detuning, as in the two-level system,
an indication that it is due to the AC Stark shift effect. (iii) The actual phase
experienced by the atom is a monotonic function of the laser phase, that is φs(φl)
grows with φl. These properties are exemplified in Figure 9.5c for a case with
2% detuning, where the deviations from the RWA are small, below 1%, but the
nonlinear behavior is clear in the inset.
It would seem that, since we are striving for large accuracies in the stabiliza-
tion protocol, errors of 1% would be enough to discard the protocols. However, we
have to remember that we are not actually measuring the absolute phase, but the
phase difference between pulses. Hence, stabilizing φs, which is a smooth, mono-
tonic function of the laser phase, is equivalent to (and as accurate as) stabilizing
φl.
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9.6 Experimental errors
We can also account for AC Stark and Zeeman shifts in experiments. In both
cases, the effect can be modelled as a random term in the Hamiltonian, (t)σz,
that makes the atomic levels fluctuate on timescales much longer than τ . This
induces an uncertainty in ∆φ of order σ× (tm+1− tm), where σ is the standard
deviation of (t) from its (zero) average, and tm the arrival time of each pulse.
This error is cancelled using spin-echo techniques [KAH64] or, more directly, in
protocols 2A and 2B, by calibrating the delays so that consecutive pulses arrive
closely spaced but without overlap, say 10 ps apart. A pessimistic AC Stark shift
σ ∼ 100 Hz then induces an error ≤ 10−9 rad in ∆φ.
In all cases the effect is similar: a random term (t)σz makes the atomic levels
fluctuate on a time scale much longer than τ . This induces a time-dependent
uncertainty in ∆φ of order σ × (tm+1 − tm), where σ is the standard deviation
of (t) from its (zero) average, and tm the arrival time of each pulse. This error
is cancelled using spin-echo techniques [KAH64] or, more directly, in protocols
2A and 2B, by calibrating the delays so that the alternating pulses arrive closely
spaced but without overlap, say 10 ps apart. A pessimistic AC Stark shift σ ∼
100 Hz then induces an error ≤ 10−9 rad in the determination of ∆φ.
Another source of error is temperature: when atoms shake between pulses,
they sample the laser’s spatial variations of phase and intensity. We can eliminate
such errors (i) working in a Raman configuration which transfers no net momen-
tum to the atom and (ii) ensuring the lasers are not tightly focused. These
techniques allow working with sympathetically Doppler cooled ions in fast exper-
iments (∼ 1− 10 ms from ion reset to detection).
Dephasing
In this subsection, we would like to clarify with greater detail our estimates of the
errors induced by small detunings and energy shifts. From the theoretical point
of view we consider a general situation in which we split the energy levels of the
atom into two contributions: the average spacing, ωat, and random fluctuation of
zero mean, (t), on top of it:
H =
ωat + (t)
2
σz + s(t) cos(ω¯t+ φm)σx. (9.22)
We assume that (t) may be random but always smoothly varying, so that it
will not only remain constant within a single pulse, but it will also change slowly
between consecutive pulses, d
dt
(t) tm+1 − tm.
Evolution then splits into two consecutive operations. Before the arrival of
the pulse, s ' 0, the atom evolves freely with fluctuating energy levels, while
during the pulse (t) ' n and the external field is approximately constant. In
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other words, the evolution after the waiting period and the pulse may be written
as a product of two unitaries, Un = Upulse,nUfree,n. The free evolution is not
significantly affected by the random fluctuations
Ufree,n = exp
(
i
∫ tm−τ/2
tm−1+τ/2
[ωat + (t)]dt
)
' exp(−iωatT ). (9.23)
During the laser pulse, however, the interaction between the atom and the light
is ruled by the equations 9.20 and 9.21. In previous sections we have seen that
the effect of any detuning is (i) an extremely small change of the excitation
probability, θn, and (ii) an equally small AC Stark shift that changes the effective
phase seen by the atom.
If these deviations in the rotation angles remain constant within consecutive
pulses, they will be taken into account and suppressed by our algorithms. In other
cases, they will contribute to the errors in the estimation of the CEO. Assuming
that we can bring the pulses close together, so that the time lapse between pulse
arrivals is comparable or smaller than the timescale of the fluctuations, we will
find that the difference between two consecutive Stark shifts is proportional to
the difference in arrival times and to the standard deviation of such external field
fluctuations, σ × (tm+1 − tm).
Temperature
Temperature can also induce dephasing: if the atom is not still enough and it
has time to move between pulses, it will see different phases of the pulse which
depend on the distance traveled as 2pi∆x/λ. There are various ways to address
this issue. We can make a simple estimate for a free atom in space, assuming
that it is Doppler cooled. The temperature of the atom is
kBT ' ~Γ, (9.24)
where Γ is the natural linewidth of the cooling transition. Let us pessimistically
assume that all this energy goes to the kinetic part, 1
2
mv2, giving us an average
velocity
v '
√
2kBT
m
'
√
2~Γ
m
. (9.25)
From this we can estimate the phase errors as
δφ ' 2pi
λ
v(tm − tm−1). (9.26)
We will adopt a pessimistic estimate, Γ ' 200 MHz, and a light atom such as Be,
obtaining v ∼ 5 m/s, which for a pulse separation of 10 ps gives 10−3 (or actually
a bit larger if we consider the additional velocity due to the photon recoil).
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The situation is very much improved when we arrange the lasers to work
in a co-propagating Raman configuration such that there is no net momentum
transfer to the atom. This is indeed a solution to the previous problem because
the spatially dependent phase ~k~x acquired from one laser pulse is cancelled by
that of the other laser −~k~x, making the whole process independent on the position
of the atom. In this favorable circumstance, the only effect that temperature may
have is when the intensity of the laser varies spatially. However, by using a laser
beam which is not too tightly focused and confining the atoms to a small region,
the effect of this inhomogeneity may be safely neglected.
9.7 Applications
In practical applications, the phase differences between pulses may be large. To
avoid it wrapping around 2pi, the number of pulses must be dynamically adjusted
so that N < 1/∆φ, increasing it only as the comb is better stabilized. Thus,
measurement times cannot be longer than the typical time for the random fluc-
tuations in ν0. The precision limit is in practice set by the timescale at which we
can provide useful feedback to the comb and not by the interferometric protocol.
We identify two frequency ranges where our protocol appears particularly
useful. First, due to the technological and scientific interests of mid-infrared
(λ = 2.5 − 25 µm) combs [SPH12], we propose to use Ba+ ions (that feature
several narrow transitions around 2 µm) to stabilize a visible or near-IR FC at
∆φ = 0 so that difference-frequency generation from two of its teeth can pro-
duce a stabilized mid-IR FC. Secondly, Mg+ presents various transitions around
280 nm which could be used to stabilize combs in the near-UV, with application
in high-harmonic generation and strong-field physics. We discuss in further de-
tails on current FC technologies, possible atom or ion stabilization systems, and
a comparison between typical drift rates of an unlocked comb’s frequency offset
and the timescale of the atomic experiment.
Experimental sensitivities with trapped ions
As mentioned earlier, trapped atomic ions [LBMW03] constitute one of the most
mature systems in the implementation of Quantum Information Processing and
Communication (QIPC) protocols and technologies. Precision records have been
achieved in the realization of single-qubit [BWC+11] and two-qubit [BKRB08]
unitaries and measurements [MSW+08, BEO09], even reaching the threshold for
fault-tolerant quantum error correction protocols [CLS+04]. In the last couple of
years, fantastic progress in the controlled interaction between trapped ions and
ultrafast lasers has been achieved by the group of C. Monroe at U. Maryland,
with the demonstration of two qubit entanglement in the weak-field (θ  1),
many-pulses regime [HMM+10], and also in the strong-field (θ ∼ pi), few-pulses
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frep(MHz) T (ns) τ (ps) Td (ps)
100 10 10 10-100
Table 9.2: Typical parameters of a frequency comb [CMQ+10, MSN+13].
regime [MSN+13], where logic gates faster than the trap oscillation period become
accessible [CMQ+10, GRZC03]. Because of this, we think that the technology
required to implement the phase-stabilization protocol that we propose is already
available.
Typical parameters for the frequency comb are listed in Table 9.2. Pulses with
a duration < 1 ps are nowadays easily accessible. On the other hand, one has to
keep in mind that a pulse duration τ effectively limits the possible pulse delay
times to Td > τ in order to avoid an overlap of the electric fields corresponding
to different pulses: depending on their polarizations, this may lead to several
unwanted effects, from excitation of motional sidebands to total cancellation of
the Raman transition [CMQ+10]; in either case, the action of a pulse pair on the
qubit would still be described by a unitary transformation Ui, but not the ones
we have written down earlier, so that our model would break down. Therefore,
we will stick to a comb with pulses of 1-10 ps.
In the following subsections, we present details of our calculations to estimate
the achievable sensitivity enhancements for the protocols introduced in the main
text of the article. At the end, we present an estimation of the ultimate sensitivity
limit that can be reached with pulse shaping techniques.
Sensitivity enhancements with two-level protocols
Protocols 1A to 2B consider direct transitions induced only by the comb laser
that we want to study. In practice, there are two ways that this can be achieved:
dipole and quadrupole transitions. Dipole transitions are, for instance, the 2S1/2–
2P1/2,3/2 lines in Yb
+ [MMM+06]. These transitions have a typical linewidth of a
few tens of MHz, which is comparable to frep. This implies that the time between
consecutive pulses could be shorter than the lifetime of the excited state of the
ion. A possible solution to this problem will be presented later on in this chapter.
An alternative is to rely on quadrupole transitions, as provided by the Ca+ ion
using as qubit states the electronic states |S1/2〉 and |D5/2〉 [HRB08]. The excited
level now has a radiative lifetime τrad ∼ 1 s which is favorable to implement our
ideas. The downside of quadrupole transitions is their lower coupling strength,
which demands a more powerful laser to excite them. In practice, depending on
the laser, this might imply that we have to work in the limit θ  1 (protocols
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1A and 2A) but we will forget this in following discussion.
Following Table 9.2, let us consider a frequency comb composed of 10-ps
pulses with frep = 100 MHz. This pulse duration is much shorter than the trap
oscillation period (1 µs for a typical ωtrap = 2pi× 1 MHz rf Paul trap) and allows
us to disregard the motional state of the ion in the trap (cf. Eq. 9.2) as well as its
micromotion, which may affect the performance of coherent protocols at longer
times [MMM+06]. Such a frequency comb, and a typical ion coherence time for
the electronic qubit states of 40Ca+, τcoh & 10 ms [HRB08], allow τcohfrep &
106 pulses to go through the ion before decoherence becomes relevant. We take
a conservative estimate of Tinter = 1 ms for the time during which the ion is
accumulating information on ∆φ. Then, the number of pulses interrogated is
N = Tinterfrep = 10
5. Using protocol 1B, this leads to an enhancement of the
sensitivity by a factor χ1B = N = 10
5, which translates in a stabilization of the
frequency offset down to δν0 ∼ frep/N = 1/Tinter = 1 kHz.
This result can be improved by applying the protocols with two pulse se-
quences (2A,2B). To be specific, we can pair N = 5 × 104 pulses with delays
Nd = 5 × 104 and reach, with protocol 2B, a resolution δν0 = frep/(NNd) =
40 mHz. Let us note that duty cycles (i.e., the time required for ion Doppler
cooling + probing ∆φ + ion-state detection + ion-state reset) of ∼ 1 ms have
been reported [HGWS12], so assessing the precision using 1 ms for the interroga-
tion time can be considered a conservative estimate.
Again, we remark that the numerical estimates in this chapter take into con-
sideration only the coherence properties of trapped ions for the stabilization of
an “ideal frequency comb”, and technical issues inherent to currently available
combs are not included in the calculations.
Sensitivity enhancement with self-referenced Raman schemes
Use of a Raman scheme lifts the restrictions related to the excited-state lifetime
of the qubit as spontaneous decay is of no concern. Such a scheme has been
implemented with various systems, e.g., Yb+ with a qubit defined by the 2S1/2
hyperfine states |F = 1,mF = 0〉 = |1〉 and |F = 0,mF = 0〉 = |0〉, which are
split by ωat = 12.642815 GHz [CMQ
+10, MSN+13]. For these states, coherence
times larger than 1 second have been measured [OYM+07].
Let us consider a pulse train of 1 ms, which provides 105 pulses at frep =
100 MHz, and let us split this train on two lines. We seek to maximize the phase
difference between them. To this end, we consider the available 105 pulses into sets
of 104 and keep the first set, S1 = {1, . . . , 104}, the set S2 = {104 +1, . . . , 2×104},
and the last set, S3 = {9×104 +1, . . . , 105}. The first set, S1, will be further split
in two, so that half of the pulses are paired with those in S2 (Nd1 = 104) and the
other half with S3 (Nd2 = 9 × 104). Then, this optical setup yields a sensitivity
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enhancement of order χ = N |Nd2 − Nd1| = 8 × 108 or δν0 ∼ 0.1 Hz. If we allow
ourselves a longer interrogation time of 1 s, the figures would improve down to a
remarkable precision of 10−7 Hz.
We note that these high sensitivies are achievable almost independently of the
underlying physical system used for the qubit: taking into account the continuum
spectrum of each pulse, the only requirement is the proximity of ωat and ω¯, a
feature that can be engineered, and coherence times which are experimentally
available.
Recursive refinement for large pulse-to-pulse phase shifts
In our studies we have found that the sensitivity of our metrology protocols can
be written in the form σ−1 ∼ χ(N)√M , where the enhancement factor χ(N)
arises from a clever accumulation of the phase. In practice, for a non-stabilized
frequency comb with a large ∆φ and an excessive number of pulses, the total
accumulated phase, χ(N)∆φ, will wrap around the maximum measurable value,
pi, precluding a unique determination of ∆φ.
The appropriate way to deal with this situation is to do an iterative refinement
of the phase measurement. As an example, let us consider a fiber-based frequency
comb: these devices have an intrinsic width of the offset frequency of about
200 kHz. This means that, for frep = 100 MHz, the phase φm may wrap around
pi in about N = 500 pulses. Hence, on the first iteration, it is meaningless to
interrogate the laser for much longer than a few µs. This iteration allows us
already to achieve a precision in ∆φ of order
√
M/500 with protocol 1B. This
initial value can be used to fed back to the laser setup, to lower ∆φ and, on the
next iteration, use a larger number of pulses.
Continuing with this example, a similar iterative refinement using protocol
2B and a fixed interrogation time ∼ 1µs, would lead to an accuracy in the comb
offset frequency of δν0 = frep/(NNd) = frep/250
2 = 3 Hz using only one ion.
Ultimate precision limits with advanced pulse-shaping
techniques
The protocols discussed so far achieve a great efficiency thanks to the number
of pulses in a given interrogation time and possible delays among them. Note
however, that the comb is mostly “empty”: between every two pulses of about
10 ps, there is a waiting time ∼ 10 ns in which the ion is idle. It would seem that
this empty time, combined with the coherence rates of the ions, set the ultimate
limits for precision in our setup. However, if the laser has enough power, we
can engineer a clever scheme to fill these empty gaps, increasing the effective
repetition rate of the ion-laser interaction.
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The trick here will be to “compress” the pulses so that a minimal time elapses
between the end of one pulse and the beginning of the following one, but without
modifying the phase of any one pulse. Such “compression” could be realized with
an optical setup as depicted in Figure 9.6b. The key ingredient in this setup is
an optical device which we call Beam Splitter and Delayer (BSD) that, given an
intense ultrashort pulse, extracts a train of n replica pulses separated by a very
short time ∆t (see Figure 9.6a). An alternative BSD optical setup producing 8
replicas of an initial pulse has been recently implemented in [MSN+13].
We have analyzed these ideas in a particular application: doing metrology of
the comb with a dipole transition. In this case the qubit of choice will not satisfy
the condition τcoh  T . Consider for example Ca+ ions using the dipole-coupled
|S1/2〉 and |P1/2〉 states for which τrad ≈ 7 ns [ASC07]. In this setup we can still
reach high precisions taking a relatively long pulse train of duration  τcoh as
long as we ensure that all the pulses pass through the ion within a short time
. τcoh. On the other hand, we must still fulfill the requirement that different
pulses do not overlap in time, that is ∆t ≥ 2τ , which restricts us to use sets
of up to n ≤ min{τrad, τcoh}/(2τ) ∼ 7 ns/20 ps = 350 replica pulses. To be
concrete, let us use the setup in Figure 9.6b to pick up two pulses with a relative
delay of Td = NdT = 10µs —this corresponds to pulses 1 and k = Nd = 10
3
in the previous figure. The pulses will go through the BSD and be recombined,
alternating replica pulses from each line. For a conservative n = 4 (not to lose
too much power in each replica), ∆t = 4τ , and Nd ≈ 1000, we obtain a phase
sensitivity enhancement by a factor nNd ≈ 4× 103.
The same ideas can be applied to the Raman scheme by ensuring that the
replica pulses from both lines arrive simultaneously to the ion. The result is an
enhancement of the sensitivity by an additional factor n on top of the formulae
derived in the main text of the paper.
We finally note that the very short probe times considered here, allow for the
recollection of a large set of statistical data in a very short time. Together with
the large sensitivity enhancements calculated, the presented schemes appear as
very competitive protocols to measure and stabilize the carrier-envelope offset
phase of frequency combs without the need for octave-spanning spectra.
Frequency comb technologies and candidate systems for
their stabilization
To conclude, let us discuss in some more detail a couple of contexts where present
frequency comb technology might benefit particularly from the protocol we pro-
pose.
The stabilization of frequency combs (FCs) in the optical frequency range (see
Table 9.3) is nowadays quite well solved with several protocols, and there are also
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Table 9.3: Regions of the electromagnetic spectrum where the phase stabilization
protocol may be immediately applicable with the systems discussed.
Region Wavelength Energy Interest
Near-UV 10-400 nm 3-124 eV HHG, strong fields
Visible 390-750 nm 430-790 THz Electronic transitions
Near-IR 0.8-2.5 µm 120-430 THz Vibrational overtones
Mid-IR 2.5-25 µm 12-120 THz Rot-vib structure
various technologies that enable their optical and spectral manipulations. The
situation is not so advanced in other regions of the spectrum which nevertheless
are of high relevance for several scientific and technological applications. For ex-
ample, the mid-infrared (mid-IR) frequency range is where many characteristic
molecular vibrational and rotational lines lie, which makes it of biological, chem-
ical and physical interest for molecular detection and trace analysis. In addition,
the atmosphere is relatively transparent at these wavelengths, which makes them
valuable for astronomical studies. For these reasons, in the last years there is a
growing interest in developing combs in this spectral region [SPH12]. Several tech-
nologies are being developed to realize these combs, such as mode-locked lasers,
difference-frequency generation (DFG), optical parametric oscillators (OPOs),
and microresonator-based Kerr combs [SPH12].
Let us focus on DFG, where one uses a nonlinear optical effect to transfer
energy from the visible or near-IR into the mid-IR. For example, one can take a
near-IR frequency comb with frequencies νn = nfrep + fceo and mix it with a CW
laser of frequency fcw. Then, a new comb with frequencies ν
DFG
n = |νn − fceo| is
obtained. Achieving phase matching on all the desired bandwidth can be eased
by using either two stabilized frequency combs, or two teeth of a single comb. One
gets in the latter case νDFGn,m = |n−m|frep. It is clear that this approach can benefit
from the protocol that we propose if one has access to a probe ion sensitive to
mid-IR frequencies close to the desired range of νDFGn,m . A good candidate for this
can be Ba+, whose lower electronic states we show in Figure (a). We see that the
transitions from the ground electronic state, S1/2, to the long-lived, metastable
D3/2,5/2 states have wavelengths in the near-IR (λ = 1760, 2052 nm).
On the other side of the visible frequencies, there is also a growing num-
ber of laboratories working in the UV region of the spectrum, with research
on strong-field physics, high-harmonic generation (HHG), ultra-fast processes,
above-threshold ionization, and others. The well-known f -2f technique has prob-
lems in the UV due to the difficulty of frequency-doubling at such high energies,
for example because of the damage of the nonlinear material.
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9.8 Conclusions and outlook
Summing up, in this chapter we presented several quantum inteferometric algo-
rithms based on the idea that one atom may accumulate the effect of multiple
laser pulses, computing their differences through the appropriate pulse ordering,
intermediate gates and measurements. Multipulse quantum interferometry pro-
tocols provide a polynomial sensitivity enhancement with respect to conventional
atom or Ramsey interferometry. MPQI can be used to detect temporal changes
in the CEP of a frequency comb because the unitary implemented by a single
pulse is sensitive to both the intensity and the CEP, and not to the pulse arrival
time. The schemes presented are particularly suitable for non-octave spanning
combs with a low intrinsic phase noise, such as high-power Ti:Sapphire lasers
where significant phase noise is introduced by amplification stages.
A direct generalization our work would be extending our protocols beyond the
rotating wave approximation, as we have already mentioned in Section 9.3. In
addition to this, there are further properties of a frequency comb that could be
studied using our methods, such as intensity fluctuations. This could be done by
engineering different quantum algorithms that would help obtain other charac-
teristics of the comb. The most interesting property of such device is the absolute
phase or carrier-envelope phase (CEP). Characterizing the absolute phase would
allow to correct each pulse of the train on its own, instead of relying on the pulse-
to-pulse phase shift. This idea would give rise to stabilization methods which
would significantly lower the time scale considered.
In contrast with standard interferometry, our methods allow to interrogate the
probe several times and profit from the repetition, enhancing the measurement
process. Our methods can be applied to improve the precision of other interfer-
ometric processes, in particular, we would like to explore the possibility of using
MPQI to increase the precision of the LIGO experiment, which has been devised
to detect gravitational waves.
On the other hand, we have assumed that the fluctuations for the dephasing
are random but smoothly varying so we could also explore which are the weakest
hypothesis that are needed to apply our method experimentally. We anticipate
MPQI will enable new progress in fields as diverse as ultrafast science, frequency
metrology and direct frequency-comb spectroscopy, or coherent control of molec-
ular processes.
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Figure 9.2: (a) Fidelity, F , between the unitary performed by the full model
(9.2) and its description through the RWA (HRWA), as a function of the pulse
duration, τ , for a resonant pulse ω¯ = ωat. (b) Qubit excitation probability for
detuned pulses with τ = 30×2pi/ω¯ (black) and 10×2pi/ω¯ (blue), and comparable
Rabi frequencies. We show the exact solutions (solid) and the RWA (dashed).
(c) Effective phase, φeff , of the unitary Um implemented by the full model (solid)
and the RWA (dashed), as a function of the pulse phase, φm, for resonant pulses
(ω¯ = ωat.
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CW laser signal or (b) another comb pulse. Controlling the polarization of the
light and using the selection rules in atomic transitions we can ensure that each
pulse or laser activates only one leg of the Λ scheme.
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In this chapter, we give a summary of the main conclusions and future lines of
work discussed in this Thesis, which have also been presented and discussed in
more detail in the last part of each chapter.
In Chapter 5, we have used matrix product states to quantify the entanglement
between two disjoint regions of a one-dimensional system, in particular, a spin
chain, in terms of the fractionalization in the magnetization of the chain. We
have proved that a large fractional magnetization in such state must imply a
large amount of entanglement in the system. In this line of work, it would be
interesting to extend this result to higher dimensions using PEPS, or to perform
numerical simulations to quantify the amount of entanglement in terms of the
fractionalization of the magnetization in particular examples of spin chains.
In Chapter 6, we have shown that, for the state of a quantum spin chain, the
impossibility of being well approximated by the ground state of a local Hamil-
tonian demands large entanglement. This backs up the physical intuition that
when a system presents long-range interactions, any region of the state should
be correlated to any other region and that this should imply a large amount of
entanglement in the system. Formally, we have derived a lower bound for the
entanglement entropy of a translationally invariant matrix product state which
is not the ground state of any short-range gapped and frustration-free Hamil-
tonian and such that it is sufficiently far away from any other state with this
property for any given interaction length. Furthermore, we show that the en-
tanglement entropy scales with the range of the interaction and we obtain new
bounds to approximate the reduced density matrix of the system using another
reduced density matrix whose matrices have a smaller bond dimension. Following
this line of research, it would be relevant to prove that a translational invariant
matrix product state with a certain bond dimension D may be approximated
using a translational invariant MPDO with a smaller bond dimension D˜ ≤ D
and such that the bound on the distance for the reduced density matrix for L
particles scales linearly with the range of the interaction. This would allow us to
give rigourous bounds on the accuracy of numerical algorithms for these types of
states, such as the TEBD or the iTEBD, which rely on truncating the outcome
of each infinitesimal evolution.
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There are other interesting questions related to the tensor network representa-
tion of quantum many-body systems that we would like to explore in the future,
such as whether it is possible to put forward efficient numerical methods to ob-
tain the purifications of a given matrix product density operator using the sum
of squares polynomial method.
In Chapters 7 and 8, we have derived new Lieb-Robinson bounds for a general
model of finite dimensional systems interacting through a bosonic field that sat-
isfies a Lieb-Robinson bound itself. We have applied these bounds to crystals of
trapped ions and we have found out that the spread of spin correlations depends
on the propagation speed of the phonons of the crystal as well as on the the
efficiency with which the ions emit and reabsorb correlations from the phonons.
We have derived further Lieb-Robinson bounds in different regimes, such as
the perturbative or the impulsive regime and we have obtained that the speed for
the spread of correlations given by our bounds can be faster than the time scales
in the experimental regimes currently considered. Finally, we have proposed
an experimental scheme to measure retarded correlation functions via the crystal
fluorescence, which allows to test the Lieb-Robinson bounds that we have derived
in the impulsive regime.
To continue with this line of work, we would like to study further theoretical
implications of these bounds, such as the efficiency of time-dependent density
matrix renormalization group methods or the clustering of correlations.
On the other hand, a fruitful generalization of this work would be to extend
these bounds to the continuous limit of the lattice and to prove whether the
light cone implied by the Lieb-Robinson bound in the continuous is exacty the
expected limit of the light cone obtained in the discrete case. This would allow
us to address the propagation of quantum correlations in quantum field theories
that are the uniform limit of discrete models of bosons interacting with fermions.
It would be also interesting to find other experimental schemes that could
test the Lieb-Robinson bounds in different regimes. The most interesting regime
would be the non-perturbative and non-impulsive (8.11), although we would also
like to explore the perturbative regime, where the spread of correlations is slower.
In Chapter 9 we have presented several quantum inteferometric algorithms
based on the idea that one atom may accumulate the effect of multiple laser
pulses, computing their differences through the appropriate pulse ordering, inter-
mediate gates and measurements. Multipulse quantum interferometry protocols
provide a polynomial sensitivity enhancement with respect to conventional atom
or Ramsey interferometry. MPQI can be used to detect temporal changes in the
CEP of a frequency comb because the unitary implemented by a single pulse is
sensitive to both the intensity and the CEP, and not to the pulse arrival time.
The schemes presented are particularly suitable for non-octave spanning combs
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with a low intrinsic phase noise, such as high-power Ti:Sapphire lasers where
significant phase noise is introduced by amplification stages.
A direct generalization our work would be extending our protocols beyond
the rotating wave approximation. In addition to this, there are further properties
of a frequency comb that could be studied using our methods, such as intensity
fluctuations. This could be done by engineering different quantum algorithms
that would help obtain other characteristics of the comb such as the absolute
phase or carrier-envelope phase (CEP). This idea would give rise to stabilization
methods which would significantly lower the time scale considered.
In contrast with standard interferometry, our methods allow to interrogate the
probe several times and profit from the repetition, enhancing the measurement
process. Our methods can be applied to improve the precision of other interfer-
ometric processes, in particular, we would like to explore the possibility of using
MPQI to increase the precision of the LIGO experiment, which has been devised
to detect gravitational waves.
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