A number of past studies have used the visual search paradigm to examine whether certain aspects of emotional faces are processed preattentively and can thus be used to guide attention. All these studies presented static depictions of facial prototypes. Emotional expressions conveyed by the movement patterns of the face have never been examined for their preattentive effect. The present study presented for the first time dynamic facial expressions in a visual search paradigm. Experiment 1 revealed efficient search for a dynamic angry face among dynamic friendly faces, but inefficient search in a control condition with static faces. Experiments 2 to 4 suggested that this pattern of results is due to a stronger movement signal in the angry than in the friendly face: No (strong) advantage of dynamic over static faces is revealed when the degree of movement is controlled. These results show that dynamic information can be efficiently utilized in visual search for facial expressions. However, these results do not generally support the hypothesis that emotionspecific movement patterns are always preattentively discriminated.
Are humans equipped with detectors that register the presence of known threats such as predators, dangerous prey, or aggressive conspecifics? Some researchers endorse this hypothesis, based primarily on evolutionary considerations. In particular, threatening faces could be encoded very fast, because during human evolution, swift responding to threatening stimuli should have provided an adaptive advantage. Some researchers therefore assumed mechanisms of early vision for nonselective, spatially parallel scanning of the environment for threatening stimuli (e.g., Eastwood, Smilek, & Merikle, 2003; Ö hman, Lundqvist, & Esteves, 2001) .
Hypotheses of preattentive processing are tested in the visual search paradigm, in which participants search for a target among simultaneously presented distractors (e.g., Treisman & Gelade, 1980; Wolfe, 1998a) . If a target is defined by a "basic" perceptual feature (e.g., color or size) that is also virtually absent in the distractors, pop-out occurs and target detection latency is independent of the number of distractors per display (set size). If, however, the target is defined by a specific conjunction of basic features that also, independently of one another, occur across the distractors, target detection latency increases with set size because target detection then probably reflects the serial deployment of attention to each stimulus in turn, until the target is detected. Search efficiency can be defined as the slope b in the linear equation y ϭ bx ϩ a relating target detection latency (y) to set size (x) . If the slope is below 10 ms per item, search is said to be "efficient," whereas a slope that exceeds 20 ms per item is considered "nonefficient" (Wolfe, 1998a) . Although the meaning of absolute search efficiency is controversial (e.g., Eastwood, Smilek, & Merikle, 2001; Wolfe, 1998b) , efficient search generally suggests that the defining feature of the target is basic, but additional testing should confirm this (Wolfe & Horowitz, 2004) .
Much research has addressed search efficiency for affective stimuli, in particular the impact of valence of facial expressions of emotion (e.g., Eastwood et al., 2001; Fox et al., 2000; Fox, Russo, & Dutton, 2002; Hansen & Hansen, 1988; Horstmann, 2007 Horstmann, , 2008 Horstmann & Bauland, 2006; Horstmann, Scharlau, & Ansorge, 2006; Nothdurft, 1993; Purcell, Stewart, & Skov, 1996; Ö hman et al., 2001; White, 1995) . Commonly, this research has tested whether the processing of negative or threatening stimuli has priority over the processing of positive or beneficial stimuli. While many of these studies found higher search efficiency for negativeface targets than for positive-face targets, only a few studies actually found efficient search with a slope near 0 ms per item. The majority of studies found clearly inefficient search with slopes exceeding 20 ms per item. This conclusion pertains both to studies conducted in the classical search asymmetry design, in which positive-face targets are presented among negative-face distractors (and negative-face targets are presented among positive-face distractors; e.g., Fox et al., 2002; Horstmann, 2007 Horstmann, , 2008 White, 1995) and to the presentation of positive-face and negative-face targets among neutral distractors (e.g., Eastwood et al., 2001; Horstmann, Scharlau, and Ansorge, 2006) . The rare demonstrations of efficient search have been interpreted by some authors to challenge the hypothesis that emotional facial content can be assessed without attention (see also Wolfe & Horowitz, 2004 , for a recent review of research on "basic features") and to be more in line with the notion that threat is unearthed by an attentive scanning of the image (for a further discussion, see Horstmann, 2007 Horstmann, , 2008 , and for a different point of view, Eastwood et al., 2001) .
A major weakness of the extant studies is the consistent use of static-face stimuli. In the tradition of Ekman and coworkers (e.g., Ekman & Friesen, 1976) , static photos or schematic drawings of facial expressions of emotion at their apex of emotional expression were used. However, these stylized facial expressions may be primarily iconic signs (e.g., Eco, 1988) or idealized prototypes of facial expressions of emotion (Horstmann, 2002; Horstmann, Borgstedt, & Heumann, 2006) , rarely encountered during evolution (Carroll & Russell, 1997; Horstmann, 2002) .
One prominent difference between facial icons of emotion and real human facial expressions is movement. Real faces convey information as the dynamic emotional expression unfolds over time. Therefore, it is possible that a search advantage exists for the dynamic patterns of facial movements that ultimately result in prototypical facial expressions rather than for the static prototypes of facial expressions themselves.
That dynamic faces may indeed have different effects from static faces is suggested by studies demonstrating stronger emotional effects of dynamic faces over static faces (Rubenstein, 2005; Sato & Yoshikawa, 2007) . Rubenstein (2005) , for example, found that the attractiveness of dynamic face images was judged superior to that of static faces, with an increased salience of emotional expression under dynamic conditions in relation to static conditions.
The aim of the present study was to test whether dynamic threatening faces or dynamic friendly faces can be found efficiently (i.e., with a search slope near 0 ms per item) in a visual search task. All experiments tested animated line drawings of facial expressions. Experiment 1 tested the most naturalistic and complex Musterle faces (Musterle & Rossler, 1986 ; see also Horstmann, 2002) , which are, however, not controlled for degree of movement. Experiment 2 tested simplified schematic stimuli with positive and negative expressions equated for the amount of movement. Experiment 3 was a conceptual replication of Experiment 2 with yet another set of schematic faces. Experiment 4 again used Musterle faces, this time, however, with the amount of movement approximately equated.
Experiment 1
In Experiment 1 we tested the Musterle faces (Musterle & Rössler, 1986 ) when presented either dynamically or statically. The Musterle faces were chosen because they instantiate relatively complex and realistic line drawings, in which transitions between neutral and negative or positive expressions are clearly defined by force parameters (Musterle & Rössler, 1986) . We used these relatively naturalistic test stimuli because the commonly used strongly schematized faces may be of even less relevance to the hypothesis at stake (e.g., Horstmann, Borgstedt, & Heumann, 2006) . In contrast to the faces presented in Experiments 2 and 3, however, the Musterle faces have one disadvantage: They are not matched for the amount of movement. In fact, the amount of movement in the negative face is higher than in the positive face. This factor is controlled in the later experiments; we also want to indicate at this point that such confounding differences are not necessarily arbitrary and meaningless but might reflect important redundancies under ecological conditions.
Method
Participants. In Experiment 1, 6 women and 2 men participated, with a mean age of 22.6 (SD ϭ 1.8) years.
Design. The complete study consisted of two stimulus conditions, each comprising two blocks, one with dynamic faces, the other with static faces. In each condition, participants searched for a negative-face target among positive-face distractors, or for a positiveface target among negative-face distractors (cf. Treisman & Souther, 1985) . A constant mapping procedure was used: Within each block, identities of target and distractors were fixed. Each of the six conditions resulting from the orthogonal combination of the variables' set size (1 vs. 6 vs. 12) and target presence (target present vs. target absent), was presented 25 times. The variables set size and target presence varied randomly from trial to trial. Dependent variables were mean reaction times (RTs), mean error percentages, and the regression slopes derived from relating the means to the set sizes. The order of the blocks within each stimulus condition was balanced, as was the stimulus-response mapping (S-R mapping: left vs. right response key for target present vs. absent responses). The S-R mapping was constant over both stimulus conditions for transfer of S-R mappings across blocks. The order of stimulus conditions (static before dynamic or the other way around) was balanced across participants.
Apparatus. The experiment was controlled by a computer, connected to a 17-inch color monitor with a resolution of 800 ϫ 600 pixels for stimulus presentation and to a keyboard collecting the manual responses. Experimental Run Time System (ERTS) was used for event scheduling and response registration.
Stimuli. Positive faces measured 2.0 ϫ 2.8 cm, and negative faces measured 2.0 ϫ 3.1 cm. Viewing distance was 120 cm. In each trial, 1, 6, or 12 facial stimuli were presented without overlap within an area of about 11.0 ϫ 11.0 cm. Individual faces were presented on an imaginary 4 ϫ 3 (horizontal ϫ vertical) position matrix. Mean distance between faces (center to center) was 3.0 cm horizontally and 5.0 cm vertically. Each position in the matrix corresponded to a smaller 3 ϫ 3 grid with a distance of 2 mm between grid positions. The effect of randomly picking one of these grid positions for each stimulus, in turn, was a moderately irregular arrangement of the stimuli in the encompassing matrix, intended to eliminate possible suprastimulus cues (e.g., perfect alignment of faces in a column) (Duncan & Humphreys, 1989) . The stimuli were presented in black on a white background.
In the dynamic condition, neutral faces gradually expressed positive or negative emotions. Figure 1 shows the states of the transition between the neutral (left) and the negative or positive emotional expression (right). Each but the final state took 100 ms; the final expression was presented until the end of the trial. In the static condition, the full negative or positive emotional expressions were presented from the beginning of the trial.
Procedure. Written and oral instructions were given prior to the experiment. Furthermore, written information about target identity preceded each block. For example, participants were told that targets in the upcoming block would be happy faces and that they should search for the target and indicate its presence or absence by pressing one of the appropriate buttons. Instructions stressed both speed and accuracy. After instruction, participants practiced for 20 trials, followed by 150 experimental trials.
Each trial began with a 1000-ms fixation cross preceding the face stimuli. The faces remained on the screen either until the response or for 6 s. If participants pressed the wrong key, a 100-ms tone provided error feedback. The intertrial interval was 1100 ms.
Results
Data treatment. Anticipatory (Ͻ200 ms) or very long (Ͼ5000 ms) responses were excluded from further analysis (Ͼ1%). Errors occurred on 5% of the trials. For the RT analysis, mean correct RT for each experimental condition was calculated. Figure 2 depicts the group means.
Predictions concerned slopes of the RT-set size functions. Separate linear regressions with RT as the dependent variable (y) and set size (x) as the independent variable were computed for each participant. As a consequence, we obtained individual estimates of the two parameters b (slope) and a (intercept) of the linear regression equation y ϭ bx ϩ a. Corresponding estimates were derived from the error scores (mean proportions of false responses).
The analysis of variance (ANOVA) of the RT slopes with the variables of stimulus (static vs. dynamic), target presence (present vs. absent), and "crowd valence" (positive vs. negative distractors) revealed a significant main effect for stimulus, F(1, 7) ϭ 29.11, MSE ϭ 406, p Ͻ .001, indicating that searches among crowds of dynamic stimuli were more efficient than those among static stimuli (37 vs. 64 ms per item); a main effect for target presence, F(1, 7) ϭ 12.82, MSE ϭ 921, p Ͻ .01, reflecting more efficient searches in the target-present trials than in the target-absent trials (37 vs. 84 ms per item); and a main effect for crowd, F(1, 7) ϭ 69.10, MSE ϭ 291, p Ͻ .001, revealing that searches among positive faces were more efficient than those among negative faces (33 vs. 68 ms per item).
Two interactions were significant: the Stimulus ϫ Presence interaction, F(1, 7) ϭ 36.95, MSE ϭ 82, p Ͻ .001, and the Stimulus ϫ Crowd interaction, F(1, 7) ϭ 7.87, MSE ϭ 297, p Ͻ .05 (other Fs Ͻ 1).
The Stimulus ϫ Presence interaction reflects a stronger difference between target-present trials and target-absent trials with static stimuli (44 vs. 85 ms per item) than those with dynamic stimuli (30 vs. 44 ms per item). The Stimulus ϫ Crowd interaction reflects a stronger difference between positive-and negative-crowd trials with dynamic stimuli (13 vs. 60 ms/item) than those with static stimuli (52 vs. 75 ms per item).
A corresponding ANOVA of the error slopes revealed a significant main effect for presence, F(1, 7) ϭ 46.79, MSE ϭ 0.00005, p Ͻ .001, with a steeper slope in target-present trials than in target-absent trials (.011 vs. Ϫ.002 error percent per item). The main effect for crowd F(1, 7) ϭ 31.33, MSE ϭ 0.00003, p Ͻ .001, and the Presence ϫ Crowd interaction, F(1, 7) ϭ 14.21, MSE ϭ 0.00008, p Ͻ .01, were also significant, with steeper error slopes for angry crowds (0.009 vs. 0.000 error percent per item). Again the effect was more pronounced in target-present trials (0.019 vs. 0.002 error percent per item) than in target-absent trials (Ϫ0.00 vs. Ϫ0.001 error percent per item). Thus, we found a moderate speed-accuracy trade-off concerning performance differences between the levels of the variable presence as is common in visual search but without much theoretical significance in the present context. With respect to the crowd effect, error and RT effects are in the same direction.
Discussion
Experiment 1 replicated the frequently observed advantage for a negative target face in a positive distractor crowd over a positive target face in a negative distractor crowd with both dynamic and static stimuli. As was reported before (e.g., Horstmann, 2007) , the advantage was also observed in the target-absent, crowd-only trials, indicating that this effect is consistent with a facilitated rejection of positive over negative face distractors (note that the present experimental design, which involves searching for positive targets in negative distractors and vice versa, cannot clearly isolate the role of targets or distractors on search efficiency on target present trials; e.g., Eastwood et al., 2001) .
Search efficiency was strongly influenced by facial movement: Search was much more efficient with dynamic stimuli than with static stimuli. Moreover, the advantage for positive over negative crowds was very large with dynamic stimuli in comparison with the static stimuli. Finally, search for negative dynamic targets among positive dynamic distractors was quite efficient (Ͻ10 ms per item), whereas search for a positive dynamic target among negative dynamic distractors was very inefficient (52 ms per item). This search asymmetry (cf. Treisman & Souther, 1985) with the dynamic stimuli is converging evidence for the conclusion that facial affect is preattentively available (e.g., Eastwood et al., 2001) . It contradicts the conclusions of others (e.g., Horstmann, 2007 Horstmann, , 2008 , who maintain that facial affect is only accessed postattentively.
As was already noted above, the amount of movement in the Musterle stimuli is stronger with negative emotional expression than with positive emotional expression: Vertical extension is larger in negative faces than in positive faces. Also, postexperimental debriefing revealed that several participants saw a larger movement of the , and (c) Experiment 3. In static trials, only the rightmost face was presented. In the dynamic trials, each trial started with neutral faces (leftmost face), which were changed into the full emotion faces over three different intermediate phases. Stimuli in the third row of Figure 1b were not presented; they are instead depictions of the construction of the experimental stimuli (rows 1 and 2) in Experiment 2.
negative face than of the positive face. Thus, efficient search for negative dynamic Musterle faces in the present experiment could have been due to a stronger movement signal. For this reason, Experiments 2 to 4 tested whether face stimuli that were controlled for the amount and the speed of movement replicated the findings.
Experiment 2
The stimuli used in Experiment 2 are depicted in Figure 1b . Facial features were reduced to brows and mouth shape and the amount of movement in the two emotion conditions was strictly the same. Rows 1 and 2 in Figure 1b show the five intensities that were presented in the experiment. The third row was not presented. It is included in Figure 1b only to make clear the relation between the two stimulus sets.
As to the construction of the stimuli, it might be noted that the mouth grows out from the center position being stationary in all stimuli. Note that this better corresponds to two different facial expressions of one and the same naturalistic face, whereas the construction of many of the stimuli used in previous research did not follow this biological constraint (cf. Horstmann & Bauland, 2006) . For example, in the face stimuli of Eastwood et al. (2001) , the central part of the mouth moved upward or downward, an anatomical impossibility for different movements of the same face. Also, only the nasal part of the brows is moved, whereas the lateral part is stationary. This also covers diverse natural brow movements of one face better than other approaches, such as tilting the brow line over a center pivot (e.g., Ö hman et al., 2001).
Method
Participants. These were 4 women and 4 men with a mean age of 26.9 (SD ϭ 6.5) years.
Design, apparatus, stimuli, and procedure. The design was the same as before, with the exception that the stimuli measured 1.6 cm in diameter. Their average center-to-center distance was 2.6 cm.
Results
Anticipatory (Ͻ200 ms) or very long (Ͼ5000 ms) responses were excluded from further analysis (Ͼ1%). Errors occurred on Ͼ3% of the trials. For the RT analysis, mean correct RT for each experimental condition was calculated. Figure 3 depicts group means. For further analysis, slopes were calculated as in Experiment 1.
The ANOVA of the slopes of the RT set-size functions, with the variables of stimulus (static vs. dynamic), target presence (present vs. absent), and crowd valence (positive vs. negative), revealed a significant main effect for stimulus, F(1, 7) ϭ 11.94, MSE ϭ 259, p Ͻ .05, indicating that searches through crowds of static stimuli were more efficient than were searches through dynamic stimuli (51 vs. 65 ms per item); a main effect for target presence, F(1, 7) ϭ 37.99, MSE ϭ 652, p Ͻ .001, reflecting the well-known more efficient search in the target-present trials than in the target-absent trials (38 vs. 77 ms per item); and a main effect for crowd, F(1, 7) ϭ 21.27, MSE ϭ 269, p Ͻ .01, revealing that searches through positive crowds were more efficient than were those through negative crowds (48 vs. 67 ms per item). The remaining effects were not significant (Fs Ͻ 3.2, ps Ͼ .1).
A corresponding ANOVA for the slopes of the error set-size functions revealed a significant main effect for presence, F(1, 7) ϭ 9.48, MSE ϭ 0.00007, p Ͻ .05, with a steeper slope in target-present trials than in target-absent trials (0.006 vs. Ϫ0.001 error percent per item). The main effect for crowd, F(1, 7) ϭ 4.07, and the Presence ϫ Crowd interaction, F(1, 7) ϭ 4.85, tended toward significance (.05 Ͻ ps Ͻ .10), indicating steeper slopes with angry crowds than with happy crowds (0.005 vs. 0.001 error percent per item), an effect that was again more pronounced in target-present trials (0.010 vs. 0.002 error percent per item) than in target-absent trials (Ϫ0.001 vs. 0.000 error percent per item). Thus, the analysis of the errors revealed that a moderate speed-accuracy trade-off accounted for the efficiency differences between the different levels of the variable presence. Again, this finding is of little theoretical significance here. With respect to the crowd effects, error and RT effects are in the same direction. 
Discussion
The results of Experiment 2 did not replicate the advantage of dynamic over static stimuli found in Experiment 1. Instead, search among static stimuli was more efficient than that among dynamic stimuli. This result indicates that the use of specific emotional facial expression stimuli impacts on whether dynamic stimuli improve or impede search efficiency. Before interpreting this result, however, we wanted to make sure that the present results with schematic faces are more typical than those found with the Musterle faces in Experiment 1. This test was conducted with yet another set of schematic face stimuli in a third experiment.
Experiment 3
In Experiment 3, we tried a different set of strongly schematized faces. First, the faces that we used in Experiment 3 were richer in detail in that they contained eyes and noses in addition to the brows and mouths. This makes the present stimuli more similar to those of Experiment 1 than to the ones we used in Experiment 2. Second, and more important, the faces did not portray a closed-mouth smile or frown as in Experiment 2 but rather an open-mouth display, which is in both cases produced by lowering the jaw. That is, the position of the central part of the upper lip is stationary, whereas the lower lip is moved into a positive or negative display, respectively. This corresponds well with the biomechanical constraints imposed on movements of one and the same real face.
Method
Participants. These were 3 women and 5 men with a mean age of 29.9 (SD ϭ 10.0) years.
Design, apparatus, stimuli, and procedure. These were the same as before, with the exception that the stimuli measured 1.9 cm in diameter. The stimuli's average center-to-center distance was 3.0 cm. Figure 1c shows the stimuli.
Results
Anticipatory (Ͻ200 ms) or very long (Ͼ5000 ms) responses were excluded from further analysis (Ͼ1%). Errors occurred on Ͼ3% of the trials. For the RT analysis, mean correct RT for each experimental condition was calculated. Figure 4 depicts group means. For further analysis, slopes were calculated as before.
The ANOVA of the slopes of the RT set-size functions, with the variables stimulus (static vs. dynamic), target presence (present vs. absent), and crowd valence (positive vs. negative) revealed a significant main effect for stimulus, F(1, 7) ϭ 40.46, MSE ϭ 159, p Ͻ .001, indicating that searches among crowds of static stimuli were more efficient than were those among dynamic stimuli (94 vs. 114 ms per item); a main effect for target presence, F(1, 7) ϭ 55.03, MSE ϭ 1375, p Ͻ .001, reflecting more efficient search in the target-present trials than in the target-absent trials (69 vs. 138 ms per item); and a main effect for crowd, F(1, 7) ϭ 57.71, MSE ϭ 901, p Ͻ .001, revealing that searching among positive crowds was more efficient than that among negative crowds (75 vs. 132 ms per item). The only further significant effect was the Stimulus ϫ Crowd interaction, F(1, 7) ϭ 11.89, MSE ϭ 288, p Ͻ .05, reflecting a stronger difference between positive and negative crowd trials with static stimuli (58 vs. 129 ms per item) than with dynamic stimuli (93 vs. 135ms per item). The remaining effects did not reach statistical significance (Fs Ͻ 2.4, ps Ͼ .1).
A corresponding ANOVA for the slopes of the error set-size functions revealed a significant main effect for presence only, F(1, 7) ϭ 5.48, MSE ϭ 0.00000, p ϭ .05, with a steeper slope in target-present trials than in target-absent trials (0.013 vs. 0.001 error percent per item). Thus, again a speed-accuracy trade-off does not account for the effect of the theoretically important crowd or stimulus variables.
Discussion
The results of Experiment 3, like those of Experiment 2, did not replicate the better evidence of efficient search for angry faces with dynamic stimuli than with static stimuli (as was found in Experiment 1). This pattern of results suggests that when the amount of movement in the two different emotional expressions is matched, there is no superior evidence in dynamic faces for a preattentive discrimination of facial emotional valence based on movement patterns or on preattentive access to facial threat per se. The results of Experiments 2 and 3 also replicated the trend reported by Horstmann (2007) that search is less efficient with more complex faces. In fact, search efficiency in Experiment 3 was low in comparison with that in Experiment 2, in which the stimuli contained less figural detail.
These results also point to a more general aspect of search experiments with faces, namely, that visual search is context sensitive. In particular, whether or not facial expressions of emotion confer a detection advantage depends on a variety of (partly interrelated) side conditions, such as the exact physical characteristics of the stimuli, their emotional impact, the perceptual and emotional similarity between target and distractors, the similarity between the distractors, and so forth.
Experiment 4
Consistent with visual motion contributions to the efficient search for angry faces in Experiment 1, we found no efficiency differences between different emotional expressions if motion was controlled for (Experiments 2 and 3). However, the faces in Experiment 1 differed from those in Experiments 2 and 3 not only in the amount of movement but also in the degree of schematization. One could argue that the schematized faces of Experiments 2 and 3 do not activate brain mechanisms for emotional movement processing, which were triggered by the natural faces of Experiment 1, and that the lack of an advantage of dynamic over static faces in Experiments 2 and 3 is thus misleading. Therefore, Experiment 4 was conducted with the more natural Musterle and Rössler (1986) faces, but with the amount of movement approximately equated across different facial expressions. This was achieved by omitting the two extreme angry face state images (the fourth and the fifth angry states in Figure 1a 's upper row, counting from the left). To equate the number of intermediate states between the positive and negative facial expressions, the two friendly faces of low affective intensity (the second and the third friendly states in Figure 1a 's lower row, counting from left to right) were also omitted. The rationale was that the transition between the first and the third angry faces (in Figure 1a , upper row) and the first and the fifth happy faces (in Figure 1a, lower row) show approximately the same amount of movement.
Method
Participants. These were 8 women and 4 men with a mean age of 32.2 (SD ϭ 4.3) years.
Design, apparatus, stimuli, and procedure. These were the same as before, with two exceptions. First, emotion expressions gradually changed only over three intermittent states, as was explained previously. Second, in the dynamic condition, there was only one face between the neutral and the full emotional expressions, which was presented for 200 ms.
Results
Anticipatory (Ͻ200 ms) or very long (Ͼ5000 ms) responses were excluded from further analysis (Ͼ1%). Errors occurred on Ͼ4% of the trials. For the RT analysis, mean correct RT for each experimental condition was calculated. Figure 5 depicts group means. Slopes were calculated as before.
The ANOVA of the slopes of the RT set-size functions, with the variables of stimulus (static vs. dynamic), target presence (present vs. absent), and crowd valence (positive vs. negative) revealed a 1 The inclusion of this reflection was suggested to us by John Eastwood. We would like to add that we fully agree. marginally significant main effect for stimulus, F(1, 11) ϭ 3.08, MSE ϭ 712, p ϭ .11, indicating that searches among dynamic crowds were slightly more efficient than were those among static crowds (98 vs. 107 ms per item); a main effect for target presence, F(1, 11) ϭ 132.80, MSE ϭ 838, p Ͻ .001, reflecting more efficient search in the target-present trials than in the target-absent trials (69 vs. 137 ms per item); and a main effect for crowd, F(1, 11) ϭ 5.59, MSE ϭ 1024, p Ͻ .05, revealing that searching among positive crowds was more efficient than that among negative crowds (95 vs. 110 ms per item). The Stimulus ϫ Crowd interaction was not statistically significant, F(1, 11) ϭ 1.4, MSE ϭ 671, p ϭ .26; neither were the remaining effects (Fs Ͻ 1). A corresponding ANOVA for the slopes of the error set-size functions revealed a significant main effect for presence only, F(1, 11) ϭ 45.83, MSE ϭ 0.00000, Յ.001, with a steeper slope in target-present than target-absent trials (0.007 vs. Ϫ0.001 error percent per item). Thus, again a speed-accuracy trade-off does not account for the effect of the theoretically important crowd and stimulus variables.
Discussion
In Experiment 4, we presented again the relatively complex faces created by Musterle and Rössler (1986) . In contrast to Experiment 1, different emotional expressions were brought about by similar amounts of movement. With respect to the most important result-a lack of an advantage of finding negative faces over positive ones in the dynamic condition only-the results were similar to those of Experiments 2 and 3. This pattern of results suggests that more efficient search for dynamic faces than for static (angry) faces results only when the amount of movement is not balanced between the different emotional expressions. By the same argument, the alternative hypothesis that the degree of naturalness versus schematization drives the advantage of dynamic angry faces observed in Experiment 1 is weakened by this result.
Emotional Judgment Study
On the basis of the results of Experiments 1 and 4, we suggest that a face exhibiting the relatively stronger movement signal is more salient and more attention grabbing than is a face with a weaker movement signal. This is basically a perceptual interpretation (e.g., Böhme, Krause, Martinetz, & Barth, 2006) . However, it might also be that the emotional impact of dynamic faces is stronger than that of static faces. This is basically an emotional interpretation. For instance, Horstmann and Bauland (2006) argued that the human perceptual system for perceiving facial expressions exploits the sensitivities of the underlying more fundamental perceptual abilities. According to this "sensory-bias hypothesis," we should find a correlation between the strength of the motion signal and the particular perceived emotional expression it conveys. To be exact, increasing the degree of motion should facilitate discrimination between different emotional expressions. To clarify the issue, we collected emotional ratings for the stimuli used in Experiments 1 and 4. If the sensory-bias hypothesis is valid, we should find evidence that dynamic stimuli are rated as being emotionally more intense than are static stimuli.
Method
Participants. These were 7 women and 3 men with a mean age of 25.8 (SD ϭ 4.8) years.
Stimuli. Static and dynamic stimuli were tested. The static stimuli were the 1st, 3rd, and 5th stimulus of either the upper row or the lower row of Figure 1a . As dynamic stimuli, stimuli 1-5 were shown (similar to Experiment 1), or only stimuli 1, 2, and 3 (similar to the negative faces in Experiment 4), or stimuli 1, 4, and 5 (similar to the positive faces in Experiment 4). The neutral face (1st stimulus in either row of Figure 1a ) was also shown.
Procedure. After a blank screen (1 s) and a fixation cross (1 s), one face was shown (1 s) on a randomly chosen position on the screen. There were 12 possible positions that corresponded to the 12 possible stimulus positions in Experiment 1. (The spatial uncertainty for the stimuli in the search experiments was maintained to change procedures as little as possible between the experiments.) The face display was then replaced by a prompt asking participants for an evaluation of the stimuli. It consisted of the question, "How unfriendly or friendly was the face?" (in German: Wie unfreundlich oder freundlich wirkte das Gesicht?) and a graphic 6-point rating scale. This was labeled numerically (from left to right: Ϫ3, Ϫ2, Ϫ1, 1, 2, 3) and verbally (from left to right: unfriendly: very, quite, somewhat unfriendly: friendly: somewhat, quite, very). The participant's ring, middle, and forefingers of each hand rested on computer keyboard keys beneath the points of the rating scale.
If the face was static, the same picture was shown for 1 s. If dynamic faces with three transitions between the first and the final face were shown, the neutral face and the transitions were presented for 100 ms each. If dynamic faces with one transition between the first and the final face were shown, the transition was shown for 200 ms (corresponding to Experiment 4).
Design. There were 6 repetitions of each emotional face and 12 repetitions of the neutral face, with the 96 trials presented in a single block (preceded by 6 practice trials that were not recorded). Presentation order was randomized.
Apparatus. The experiment was controlled by the same equipment as in Experiment 1.
Results and Discussion
Figure 6 depicts absolute judgment values, separately for different static (S) and dynamic (D) stimuli: For example, "D12345" means face states 1, 2, 3, 4, and 5 (of Figure 1a) were presented in swift succession. Figure 6 shows the absolute values of the mean rating scores, that is, the negative sign of the scores for the negative faces have been omitted for a better comparison of differences in evaluations between the positive faces and the negative faces. The negative ratings were somewhat more extreme than were the positive ratings, and this was more pronounced when the final face was of maximum intensity than when it was of medium intensity. When the final face maximally expressed an emotion (D12345, D45, and S5), paired t tests were significant for all three pairs (ts Ͼ 4.85, ps Ͻ .001), while when the final face expressed an emotion with intermediate intensity (D123 and S3), paired t tests were not significant (ts Ͻ 1.73, ps Ͼ .12).
Ratings were also significantly more extreme for dynamic stimuli than for static stimuli (2.3 vs. 2.0), t(9) ϭ 4.92, p Ͻ .001. For stimuli used in Experiment 1, an ANOVA with the variables emotion (negative vs. positive) and stimulus type (dynamic vs. static) revealed significant main effects for both emotion, F(1, 9) ϭ 28.09, MSE ϭ 0.33, p Ͻ .001, and movement, F(1, 9) ϭ 5.19, MSE ϭ 0.02, p Ͻ .05. The marginally significant interaction between these two variables, F(1, 9) ϭ 4. 5, MSE ϭ 0.01, p ϭ .08, reflected that positive faces contributed more to the significant main effects than did the negative faces. This was possibly due to a ceiling effect for the judgments about the negative faces. A similar ANOVA for the stimuli used in Experiment 4 led only to a marginal significant main effect for movement, F(1, 9) ϭ 3.41, MSE ϭ 0.08, p ϭ .10.
The results thus supported the contention that perceptual differences in movement signals boost the discrimination of affective expression differences: Judgments of facial affect were more extreme with the dynamic faces, and thus the difference between the positive and the negative faces more pronounced. This implies that visual perception of facial emotional expression benefits from visual dynamic features. Note that this finding is fully in line with the sensorybias hypothesis and with the assumption that we have made from the outset of the present study: Human visual capabilities evolved under natural conditions, with visual motion being an inevitable part of these ecological conditions (cf. Gibson, 1966) . Perception of facial expressions is but one of the instances of this more fundamental adaptation.
To put it another way, with respect to the question whether emotional content or motion signal strength better accounted for our findings, we are still in no position to differentiate the two possibilities from each other with absolute certainty. The reason is that the two variables, motion and emotional expression, are inextricably confounded. Yet, if anything, we noted that the judged difference in emotional expression between the static and the dynamic faces is very small, in particular for the negative faces. This renders an emotional account somewhat less likely.
General Discussion
Human facial expression is dynamic, and human obervers have adapted to such features in the course of phylogenesis and ontogenesis. Therefore, the major drawback of previous research on the efficiency of search for negative or positive facial expressions is the standard use of static pictures. The corresponding experimental evidence has thus missed out a vital aspect of the perception of emotional expressive behavior: Important information is not only conveyed by the final, most intense facial expression of an emotion (i.e., its apex expression) but also in the motion information from a more neutral expression to a full emotional expression.
The present study addressed this shortcoming. In the first experiment, search was more efficient with dynamic stimuli than with static stimuli, and search for negative dynamic faces was especially efficient, yielding evidence for our concern.
However, Experiments 2 and 3 suggested that this pattern of results had more to do with the amount of movement conveyed by angry faces (which was higher than that for positive faces) than with the emotional expression itself. While the more naturalistic Musterle faces used in Experiment 1 better meet a criterion of ecological validity than do the schematic faces used in Experiments 2 and 3, equating movement across different affective expressions is more difficult with the Musterle faces because of the large number of movement loci: Musterle and Rössler (1986) animated the face by applying forces to actuators at locations corresponding to anatomical loci of action units (Ekman & Friesen, 1978) . Adding to the problem, the face's simulated surface is an "idealized rubber patch" (Musterle & Rössler, 1986) , meaning that movement at one location also animates nearby locations. Of course, this "fundamental problem," the confounding difference in the degree of movement between negative and positive facial expressions, could be but one of the ecological underpinnings of the threat advantage: Angry faces present a prominent jaw movement, while friendly faces do not. In line with this notion, several participants in fact perceived the difference in the amount of movement between the two different emotional expressions as testified during a debriefing after the experiment.
The stimuli of Experiments 2 and 3 nicely controlled for the movement-degree differences between the different emotional expressions, but they were less naturalistic. This was not only the case with respect to the motion features itself but also because the faces were mere schematic depictions of facial expressions. Importantly, however, from an experimental point of view, the faces in Experiments 2 and 3 allowed us to split out the effects of the amount of movement per se and to study the effects of emotion-specific configurations of movement in isolation. As it turned out, with the amount of movement controlled in Experiments 2 and 3, there was neither an advantage in emotion discrimination in terms of search efficiency in dynamic conditions in relation to static conditions, nor a more pronounced advantage for the detection of negative faces in positive crowds (over positive faces in negative crowds).
Still, one might want to discount these results exactly because of the highly schematic nature of the faces. One could argue that the reduction to only two or three facial features, and the dissimilarity between these features and the features of real faces renders them almost useless when the aim is to understand perception and processing of real human facial expressions. This argument, however, can be refuted on the basis of the following observations. First, the positions and the directions of the brows and the mouth that we used in the schematic faces are among the most important facial features for differentiating friendly and threatening expressions from one another (e.g., Ö hman et al., 2001). Second, the schematic stimuli used in Experiments 2 and 3 were designed such that some of the manipulations that might have created a particularly artificial character of the displayed emotions in previous research were avoided. For example, we took care that the different orientations and directions of brows and mouth in positive and negative expressions were anatomically possible variations of one and the same underlying face (cf. introductory paragraph of Experiment 2). Thus, albeit our stimuli are schematic, they probably represent abstractions of the most important movement patterns found in human faces: a downward movement of the nasal part of the eyebrows and of the lip corners in the threatening face in Experiments 2 and 3, and an upward movement of the nasal part of the eyebrows and of the lip corners in the friendly faces in Experiment 2 (or alternatively, an upward movement of the nasal part of the eyebrows and a downward movement of the medial part of the mouth in the friendly stimuli of Experiment 3).
Third, taking a skeptical stance on our own attempts, we also wanted to confirm the contribution of the motion signal to the detection of emotional expressions with the even more naturalistic faces used in Experiment 1. To that end, in Experiment 4, we approximately equated the movement signal of the negative and positive Musterle face expressions (at the expense of a lesser difference between the negative and the positive facial expressions; see Experiment 5). Under these conditions, the advantage of the dynamic conditions over the static conditions was also largely reduced, and most important, the advantage of finding a threatening face over finding a friendly face was not larger in dynamic conditions than in static conditions. This final finding indicates that the amount of motion is one of the important factors that underlie an advantage for finding a negative facial expression at least under more naturalistic conditions.
In fact, this line of reasoning endorses the notions of the "sensory bias hypothesis." According to this hypothesis, humans first adapted to low-level perceptual features and only later to emotional expression (cf. Horstmann & Bauland, 2006) . Species that were ancestors of homo sapiens sapiens had already adapted to motion as a low-level visual feature. Adaptation to motion signals is a basic requirement for obstacle avoidance, hunting, following a moving light source, and so forth, and is accordingly testified in primitive organisms, too. Only at a later point in the course of evolution did mammals and especially primate species (as well as birds) develop emotional expressions, for instance, for ensuring appropriate child nourishment and care during early ontogenetic phases. Thus, when species, humans among them, started using visual signals of facial expressions, their visual systems were already attuned to visual motion signals. In fact, under this perspective, it is even more likely that agents varied their degree of emotional expression by making larger movements and, thus, to use motion to raise the signal-to-noise ratio in the motion detection systems of their conspecifics. Along this line of reasoning, the hereobserved confound of negative emotion (in particular, threat) being also conveyed by larger motion signals secured an alarming of conspecifics to the potentially most harmful conditions. Also in line with this hypothesis, we in fact were able to show that facial emotion discrimination performance was boosted by the degree of the motion signal conveying the facial expression (see our Emotional Judgment Study, above).
