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Abstract
In constraint satisfaction problems over ﬁnite domains, some variables can be frozen, that is, they
take the same value in all possible solutions. We study the complexity of the problem of recognizing
frozen variables with restricted sets of constraint relations allowed in the instances. We show that the
complexity of such problems is determined by certain algebraic properties of these relations. Under
the assumption that NP = coNP (and consequently PTIME = NP), we characterize all tractable
problems, and describe large classes of NP-complete, coNP-complete, and DP-complete problems.
As an application of these results, we completely classify the complexity of the problem in two cases:
(1) with domain size 2; and (2) when all unary relations are present.We also give a rough classiﬁcation
for domain size 3.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The constraint satisfaction problem (CSP) is a powerful general framework in which
a variety of combinatorial problems can be expressed [11,30]. The aim in a constraint
satisfaction problem is to ﬁnd an assignment of values to the variables subject to spec-
iﬁed constraints. This framework is used across a variety of research areas in artiﬁcial
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intelligence, including planning [26], scheduling [46], and image processing [32], and in
computer science, including combinatorial optimization [11,20], database theory [18,28],
and complexity theory [13,16], one of the most important applications being constraint
programming [30].
In constraint satisfaction problems over ﬁnite domains, some variables can be frozen,
that is, they take the same value in all possible solutions. We note that frozen variables and
closely related objects such as spines [2], frozen pairs [12], backbones [17,31,43], and unary
prime implicates [36] appear frequently in the CSP literature and that they are actively used
in, for instance, the study of phase transition phenomena. It is well-known that CSP can
be viewed as the homomorphism problem for relational structures [19,28]. The version of
CSP we study is known to be equivalent to the non-uniform homomorphism problem [28]:
we ﬁx a relational structure B and ask whether a given structureA admits a homomorphism
to B. In this setting, the frozen variable problem can be expressed as follows: in the input
structureA we choose some elements and ask whetherA homomorphically maps to B and,
in addition, all homomorphisms fromA to B agree on each chosen element.
The problem of recognizing frozen variables is closely related to the well-knownUNIQUE
SAT problem (i.e. recognizing SAT-instances with a unique satisfying assignment). This is an
intriguing problem, as it is one of the few (natural) versions of the propositional satisﬁability
problem that are not known to be complete for any standard complexity class [25,33]. It is
easy to see that the problem of recognizing frozen variables is a generalization of UNIQUE
SAT, as the number of possible values is not restricted to two, clauses are replaced by arbitrary
predicates, and the uniqueness requirement may be applied to some, but not necessarily all,
variables.
Another related problem was considered in connection with databases that support statis-
tical queries. For instance, consider a relation with attributes (name,age,salary) supporting
statistical queries of the form ‘give me the sum of salaries of all individuals whose age satis-
ﬁes a certain condition’. If we assume that the projection (name,age) is publicly available,
what measures sufﬁce to protect the conﬁdentiality of the salary information? This is the
statistical database security problem [1] and one approach to solve this problem is to audit
the statistical queries in order to determine when enough information has been given out
so that compromise becomes possible. Kleinberg et al. [27] have studied the complexity of
this problem. By slightly generalizing their formalization to attributes having an arbitrary
number of values, we have the following problem which we call AUDIT:
Instance: A set {x1, . . . , xn} of variables taking their values from the setD = {0, 1, . . . ,
K}, a family of subsets S = {S1, . . . , Sm} of {1, . . . , n}, and m integers b1, . . . , bm.
Question: Is there an in such that in all 0-1-...-K solutions of the system of equations∑
i∈Sj xi = bj , j = 1, . . . , m, the variable xi has the same value.
For Boolean domains (where D = {0, 1}), Kleinberg et al. show that this problem is
coNP-complete. Clearly, this problem is closely related to the frozen variable problem
where the constraints are speciﬁed by the equations given above.We would like to point out
one subtle difference between the two problems: in the frozen variable problem, an instance
is considered to be a ‘no’-instance if it has no solution; in the AUDIT problem, an instance
is considered to be a ‘yes’-instance if the equation system has no solution. However, it is
easy to modify our results and use them for showing that AUDIT is coNP-complete for all
P. Jonsson, A. Krokhin / Theoretical Computer Science 329 (2004) 93–113 95
ﬁnite domains with more than two elements; it also gives an alternative proof of Kleinberg
et al.’s results. Furthermore, our results are applicable to a wider range of statistical queries
and not only summation queries.
We will now begin our investigation of the complexity of the frozen variable recognition
problem. Note that it is not clear a priori whether there is any dependence between efﬁcient
deciding of satisﬁability and efﬁcient recognition of frozen variables in CSPs. For example,
CSPs such as NOT-ALL-EQUAL-SAT and GRAPH k-COLORING, k3, (see Examples 2.3
and 2.4) are NP-complete, but the frozen variable problem for them is trivial because no
variable can be frozen in these problems, due to certain symmetries.
Constraints are usually speciﬁed by relations, or predicates, and the standard constraint
satisfaction problem can therefore be parameterized by restricting the set of allowed re-
lations which can be used as constraints. The problem of determining (up to complete
classiﬁcation) the complexity of the CSP and its many variants for all possible parameter
sets has attracted much attention (see, e.g., [5,6,11,16]). For the Boolean (i.e., two-valued)
case, the complexity of the standard constraint satisfaction problem has been studied from
the above perspective [42], as well as a number of related problems (see [11,25,29] for a
selection of those); such problems are sometimes referred to as ‘generalized satisﬁability
problems’.
It is widely acknowledged that, compared to the Boolean case, one needs more advanced
tools to make progress with non-Boolean constraint satisfaction problems. Such tools based
on algebra, logic, and graph theory were developed in [5,6,8,9,13,16,18,22,23,28]. The al-
gebraic method [5,6,8,9,22,23], which proved to be quite powerful, builds on the fact that
one can extract much information about the structure and the complexity of restricted
constraint satisfaction problems from knowing certain operations, called polymorphisms,
connected with the constraint relations. More exactly, polymorphisms provide a conve-
nient ‘dual’ language for describing relations and, more importantly, they allow one to
show that one constraint can be simulated by other constraints without giving an explicit
construction.
In this paper, we apply the algebraic method to study the complexity of the parameterized
problems of recognizing frozen variables.We characterize all tractable problems (i.e., those
in PTIME) and show that in this case the unique values for all frozen variables in an
instance, if there are any, can be found efﬁciently, and we also present large classes of
problems that are NP-complete, coNP-complete, and DP-complete. As an application of
these results, we completely classify the complexity of the problem with domain size 2,
and with arbitrary domain, but in the presence of all unary relations, and also give a rough
classiﬁcation for domain size 3.Weobserve thatCSPproblems containing all unary relations
is a generalization of the well-studied LISTHOMOMORPHISM problems for graphs [6,14,15].
The paper is organized as follows. In Section 2, we give basic deﬁnitions and discuss the
algebraic method that will be used in the paper. In Section 3, we show that the algebraic
technique is applicable to the problems we study and that the complexity of these problems
depends in a certain way on the complexity of the basic satisﬁability problem for given
constraints. Section 4 is devoted to a characterization of the tractable cases of the problem,
and it also contains a sufﬁcient condition for a problem to be coNP-complete. In Section
5, we study NP-complete and DP-complete cases of the problem. In Section 6, we give
two complete classiﬁcations of complexity for two important special cases of the problem:
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one is the Boolean case, and the other is when all unary relations are available. Section 7
contains some conclusions about the work we have done.
2. Preliminaries
This section is divided into two parts: we present the computational problems in the
ﬁrst part and provide some basics of the algebraic techniques in the second. Throughout
the paper we use the standard correspondence between predicates and relations: a relation
consists of all tuples of values for which the corresponding predicate holds. We will use
the same symbol for a predicate and its corresponding relation, since the meaning will
always be clear from the context. We will use R(m)D to denote the set of all m-ary relations




D . Note that
unary relations on D are simply the subsets of D. Throughout this paper we assume that
NP = coNP (and consequently PTIME = NP).
2.1. Computational problems
We begin by deﬁning the constraint satisfaction problem.
Deﬁnition 2.1. A constraint language over D is an arbitrary subset of RD . The constraint
satisfaction problem over the constraint language ⊆ RD , denoted CSP(), is the decision
problem with instance I = (V ,D, C), where
• V is a ﬁnite set of variables,
• D is a set of values (sometimes called a domain), and
• C is a set of constraints {C1, . . . , Cq},
in which each constraint Ci is a pair (si, i )with si a list of variables of lengthmi , called
the constraint scope, and i an mi-ary relation over the set D, belonging to , called the
constraint relation.
The question is whether there exists a solution to I, that is, a function  : V → D such that,
for each constraint in C, the image of the constraint scope is a member of the constraint
relation. If I has a solution then we also say that I is satisﬁable.
The size of a problem instance is the length of the encoding of all tuples in all
constraints.
Deﬁnition 2.2. We say that CSP() is tractable if, for every ﬁnite ′ ⊆ , CSP(′) is in
PTIME. Similarly, we say that CSP() is NP-, or coNP-, or DP-complete if the problem
is in the corresponding complexity class and, for some ﬁnite ′ ⊆ , CSP(′) has the
corresponding completeness property.
Example 2.3. Let N and N ′ be the following ternary relations on {0, 1}:
N = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}, N ′ = {0, 1}3 \ {(0, 0, 0), (1, 1, 1)}.
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It is easy to see that the 1-IN-3-SAT and the NOT-ALL-EQUAL-SAT problems (as deﬁned
in [42]) can be expressed as CSP({N}) and CSP({N ′}), respectively. Both problems are
known to be NP-complete [42].
Example 2.4. Let =D be the binary disequality relation on any ﬁnite D. Then CSP(=D)
is exactly the GRAPH |D|-COLORING problem. It is known to be tractable if |D| = 2 and
NP-complete otherwise [33].
Many other combinatorial problems, including HOMOMORPHISM, CLIQUE, and GRAPH
REACHABILITY problems, expressed as CSPs, can be found in [22].
We now deﬁne the main objects of our study in this paper.
Deﬁnition 2.5. Let I = (V ,D, C) be an instance of CSP(), and x ∈ V . Then x is said
to be frozen in I if |{(x) |  is a solution to I }| = 1. We say that V ′ ⊆ V is frozen in I if
every x ∈ V ′ is frozen in I.
Deﬁnition 2.6. Let  ⊆ RD . An instance of FV-CSP() is a pair (I, V ′) where I is an
instance of CSP(), with a set V of variables, and V ′ is a non-empty subset of V. The
question is whether V ′ is frozen in I.
Example 2.7. The conjunctive-query evaluation problem [28] in database theory is to ﬁnd
the predicate (or decide whether it is non-empty) on variables y1, . . . , ym given by a formula
of the form (∃x1) . . . (∃xn) C where C = 1(s1)∧ . . .∧ q(sq), and x1, . . . , xn, y1, . . . , ym
are the variables used inC. It is easy to see that the problemof decidingwhether a conjunctive
query has a unique answer is precisely the problem of deciding whether {y1, . . . , ym} is
frozen in C.
Example 2.8. If we restrict FV-CSP(R{0,1}) to instances with V ′ = V then we obtain the
generalized UNIQUE SAT problem [25].
The UNIQUE SAT problem is known to belong to DP (recall that DP is the complexity
class {L ∩ L′ | L ∈ NP, L′ ∈ coNP} [33] and that this class contains both NP and coNP).
Moreover, it is not known to belong to any weaker complexity class and it is known to
be DP-complete only under randomized reductions [45]. A number of problems including
MINIMAL UNSAT, TSP FACETS, CRITICAL CLIQUE, MAXIMAL NON-HAMILTONIAN GRAPH,
and MINIMAL 3-COLORABILITY are known to be DP-complete [34,35].
The ultimate goal of this investigation is to determine the complexity of FV-CSP()
for all possible . We start with the following basic fact that sets an upper bound for the
complexity of this problem.
Proposition 2.9. FV-CSP() is in DP for every constraint language .
Proof. Let I = (V ,D, C) be an instance of CSP(), and V ′ ⊆ V . To prove that V ′ is frozen
in I, we need (1) check that I has a solution (NP-part), and (2), check that there do not exist
two solutions 1,2 such that 1(v) = 2(v) for some v ∈ V ′ (coNP-part). 
98 P. Jonsson, A. Krokhin / Theoretical Computer Science 329 (2004) 93–113
2.2. Algebraic techniques
We will now consider operations on the set of values. We use O(n)D to denote the set of






Any operation on D can be extended in a standard way to an operation on tuples over D,
as follows. For any operation f ∈ O(n)D , and any collection of tuples a1, a2, . . . , an ∈ Dm,
where ai = (ai(1), . . . , ai(m)), i = 1, . . . , n, deﬁne
f (a1, . . . , an) = ( f (a1(1), . . . , an(1)), . . . , f (a1(m), . . . , an(m)) ).
Deﬁnition 2.10. For any relation ∈ R(m)D , and any operationf ∈ O(n)D , iff (a1, . . . , an) ∈
 for all a1, . . . , an ∈ , then  is said to be invariant under f, and f is called a polymorphism
of .
Note that unary polymorphisms of a relation can be seen as a generalization of the notion
of an endomorphism (that is, homomorphism into itself) for graphs; indeed, for graphs, the
two notions coincide.
The set of all relations that are invariant under each operation from some set C ⊆ OD
will be denoted Inv(C). The set of all operations that are polymorphisms of every relation
from some set  ⊆ RD will be denoted Pol(). By Poln() we will denote the set of
all n-ary members of Pol(). We remark that the operators Inv and Pol form a Galois
correspondence between RD and OD (see survey [38] or Proposition 1.1.14 in [39]). A
basic introduction to this correspondence can be found in [37,38], and a comprehensive
study in [39].
It is easy to see that CSP() can be expressed as a logical problem as follows: is it true
that a ﬁrst-order formula 1(s1)∧ . . .∧q(sq), where each i is an atomic formula involving
a predicate from , is satisﬁable?
Deﬁnition 2.11. For any set  ⊆ RD the set 〈〉 consists of all predicates that can be
expressed using
(1) predicates from  ∪ {=D},
(2) conjunction,
(3) existential quantiﬁcation.
A relation belongs to 〈〉 if and only if it can be represented as the projection of the set
of all solutions to some CSP()-instance onto some subset of variables [24]. Intuitively,
constraints using relations from 〈〉 are exactly thosewhich canbe ‘simulated’by constraints
using relations in . In fact, 〈〉 can be characterized in a number of ways [39], and one of
them is most important for our purposes.
Theorem 2.12 (Pöschel and Kalužnin [39]). For every set  ⊆ RD , 〈〉 = Inv(Pol()).
Theorem 2.12 is the corner-stone of the algebraic method, since it shows that the expres-
sive power of constraints is determined by polymorphisms. In particular, in order to show
that a relation  can be expressed by relations in , one does not have to give an explicit
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construction, but instead one can show that  is invariant under all polymorphisms of ,
which often turns out to be signiﬁcantly easier. Moreover, sets of operations of the form
Pol() are known as clones, that is, they are precisely the sets C of operations on D with
the following properties:
• C contains all projections, i.e. all operations satisfying f (x1, . . . , xn) = xi for some 1 i
n and all x1, . . . , xn ∈ D;
• C is closed under superposition, that is, for any n-ary f ∈ C and any m-ary operations
g1, . . . , gn ∈ C, the operation
f (g1(x1, . . . , xm), . . . , gn(x1, . . . , xm))
also belongs to C.
Note that there exist several equivalent deﬁnitions of a clone; this one follows [44]. Clones
are well-studied objects in algebra (see, e.g. [39,44] for more information including the just
mentioned equivalence), and they are all known for the case |D| = 2 [40]. In this paper,
we will use the following result from [40] (see also [41], Chapter 1.4 [37], or Corollary
1.14 [44]) .
Proposition 2.13. LetC be a clone on {0, 1}. EitherC consists of all projections (and then
Inv(C)= R{0,1}), or else C contains at least one of the following 7 operations:
(a) the constant operation 0,
(b) the constant operation 1,
(c) the negation operation ¬x,
(d) the disjunction operation x ∨ y,
(e) the conjunction operation x ∧ y,
(f) the majority operation (x ∨ y) ∧ (x ∨ z) ∧ (y ∨ z),
(g) the afﬁne operation x − y + z (mod 2).
Example 2.14. Reconsider the relationN from Example 2.3. It is easy to check that none of
the 7 operations from Proposition 2.13 is a polymorphism of N. Since Pol({N}) is a clone,
it follows from Proposition 2.13 that it consists of all projections. Moreover, it is easy to
verify that any relation is invariant under every projection, and then, by Theorem 2.12, we
have 〈{N}〉 = R{0,1}.
Example 2.14 illustrates howTheorem 2.12 allows one tomake use of known results from
algebraic clone theory. Moreover, using Theorem 2.12, the following result was obtained
in [22].
Theorem 2.15 (Jeavons [22]). Let 1 and 2 be sets of predicates over a ﬁnite set, such
that 1 is ﬁnite. If Pol(2) ⊆ Pol(1) then CSP(1) is polynomial-time reducible to
CSP(2).
This result shows that ﬁnite sets of relations with the same polymorphisms give rise to
constraint satisfaction problems which are mutually reducible. In other words, the com-
plexity of CSP() is determined by the polymorphisms of .
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A number of results on the complexity of constraint satisfaction problems have been
obtained via this approach (e.g., [3–10,13,22,23]). For example, it is shown in [22] that
Schaefer’s Dichotomy Theorem [42], when appropriately re-stated, easily follows from
Theorem 2.15 and well-known algebraic results [40].
Theorem 2.16 (Schaefer [42]). For any set  ⊆ R{0,1}, CSP() is tractable when Pol()
contains at least one of the operations (a)–(b) or (d)–(g) from Proposition 2.13. In all other
cases CSP() is NP-complete.
3. Reduction and separation
In this section, we prove that the complexity of FV-CSP() is determined by the poly-
morphisms of , and hence the algebraic technique is applicable. We also show how the
complexity of FV-CSP() strongly depends on the set Pol1() of unary polymorphisms
of  and on the complexity of CSP().
Lemma 3.1. Let  ⊆ RD and  ∈ 〈〉 for some  ∈ RD . Then, the problems FV-CSP(∪
{}) and FV-CSP() are polynomial-time equivalent.
Proof. By the remark after Deﬁnition 2.11, each occurrence of  in every instance I of
CSP( ∪ {}) can be replaced by the corresponding collection of constraints involving
only relations from ∪ {=D} (with possible renaming of variables to avoid name clashes).
The equality constraint can then be removed by identifying variables. It is easy to see that
transforming an arbitrary instance (I, V ′) of FV-CSP( ∪ {}) in the sameway and keeping
V ′ the same gives us a polynomial-time reduction from FV-CSP( ∪ {}) to FV-CSP().
The reduction in the other direction is trivial. 
Theorem 3.2. Arbitrarily choose 1,2 ⊆ RD and assume that 1 is ﬁnite. If Pol(2)⊆
Pol(1) then FV-CSP(1) is polynomial-time reducible to FV-CSP(2).
Proof. If Pol(2) ⊆ Pol(1), then Inv(Pol(2)) ⊇ Inv(Pol(1)) since Inv is antimono-
tone (i.e. inclusion-reversing). This implies that 〈1〉 ⊆ 〈2〉 by Theorem 2.12 so the
theorem is proved by applying Lemma 3.1 a ﬁnite number of times. 
Similarly to Theorem 2.15, Theorem 3.2 shows that the computational complexity of
FV-CSP() is determined by the polymorphisms of .
Remark 3.3. It is easy to see that if  is a solution to an instance I of CSP() then so is
f for every f ∈ Pol1(). It follows that if (x) = a for some variable x in I then, for
every b ∈ D with b = f (a) for some f ∈ Pol1(), there is another solution that maps x to
b.
This remark shows that unary polymorphisms are very important in recognizing frozen
variables. For example, if f (d) = d for some f ∈ Pol1() then d cannot be the value taken
by a frozen variable in an instance of CSP(). In fact, the condition {d ∈ D | f (d) = d
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for all f ∈ Pol1() } = ∅ can be shown to be equivalent to saying that no variable in any
instance of CSP() can be frozen.
Proposition 3.4. Let  ⊆ RD . If
{d ∈ D | f (d) = d f or all f ∈ Pol1() } = ∅
then CSP() is polynomial-time reducible to FV-CSP().
Proof. Let d ∈ D be such that f (d) = d for all f ∈ Pol1() . Then, since f ′(x, . . . , x) ∈
Pol1() for all f ′ ∈ Pol(), we have f ′(d, . . . , d) = d for all f ′ ∈ Pol(). By
Theorem 2.12, {d} ∈ 〈〉. By Lemma 3.1, we may assume that {d} ∈ . Take an arbitrary
instance I of CSP() and transform it to an instance (I ′, {z}) of FV-CSP() as follows:
introduce a new variable z and add a constraint (z, {d}). It is obvious that z is frozen in I ′
if and only if I is satisﬁable. 
Proposition 3.4 answers a question, mentioned in the introduction, about the dependence
between efﬁcient deciding of satisﬁability and efﬁcient frozen variable recognition. Indeed,
we now see thatwhenever there are frozen variables in instances of FV-CSP(), this problem
is not easier than CSP(), that is, the problems having ‘symmetries’, like NOT-ALL-EQUAL-
SAT and GRAPH k-COLORING, k3, as mentioned in the introduction, are in fact the only
problemswhere the frozen variable problem is easier (trivial) than the satisﬁability problem.
Note that Proposition 3.4, though seemingly easy, would be very difﬁcult to prove without
the algebraic approach.
Theorem 3.5. Let  ⊆ RD . If {d ∈ D | f (d) = d f or all f ∈ Pol1() } = ∅ then
FV-CSP() is trivial. Otherwise, FV-CSP() is in coNP if CSP() is tractable and it is
NP-hard if CSP() is NP-complete.
Proof. If there is no d ∈ D such that f (d) = d for all f ∈ Pol1() then, since f is
a solution to an instance whenever  is such, no variable can be frozen in any instance.
Therefore, in this case FV-CSP() is trivial.
Suppose that CSP() is tractable. If (I, V ′) is an instance of FV-CSP() then it can be
decided in polynomial time whether I is satisﬁable. If it is not then V ′ is not frozen in I,
otherwise the problem is equivalent to the one of deciding whether I does not have two
solutions that are distinct on V ′ which is easily seen to be in coNP.
The last part of the theorem follows from Proposition 3.4. 
For  ∈ RD and a unary f ∈ OD , let f () = {f (a) | a ∈ }. Also, let f () = {f () |
 ∈ }. Note that if  ∈  and f ∈ Pol1() then f () ⊆ . It is known [9,22] and easy
to show that if f ∈ Pol1() then CSP() is polynomial-time equivalent to CSP(f ()).
This fact is often used in the analysis of constraint satisfaction problems to reduce the set
of possible values to a minimum. Unfortunately, this equivalence works in neither direction
for the problem FV-CSP() as the following examples show:
Example 3.6. Let  ⊆ R{0,1} consist of all relations that contain a tuple (1, . . . , 1). The
operationf thatmaps both 0 and 1 to 1 is a polymorphismof. The problemFV-CSP(f ())
is trivial, but FV-CSP() is coNP-complete, as shown in Section 6.
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Example 3.7. Let D = {0, 1, 2, 3} and let f : D → {0, 1} be such that f (0) = f (2) = 0
and f (1) = f (3) = 1. Take  ⊆ R{0,1} as in Example 3.6 and let ′ ⊆ RD be the set
{f−1() |  ∈ } where a ∈ f−1() if and only if f (a) ∈ . No instance of FV-CSP(′)
has frozen variables because the constraints in ′ cannot distinguish 0 and 2, and 1 and 3.
So FV-CSP(′) is trivial. It is obvious that f ∈ Pol1(′) and f (′) = , and, as shown
in Section 6, FV-CSP() is coNP-complete.
4. Tractable and coNP-complete problems
In this section, we completely characterize all tractable problems FV-CSP() and give
examples of coNP-complete problems. To state our theorem we need to introduce some
notation.
Let  denote the quasi-order on D deﬁned by the following rule: a  b if and only if
f (a) = b for some f ∈ Pol1() . It is well known and easy to show that the relation ,
such that a  b if and only if a  b and b  a, is an equivalence relation on D. Let [a]
denote the -class containing a. It is also well known and easy to show that the relation
 , on the set of all -classes, such that [a][b] if and only if a  b, is well-deﬁned and
is a partial order. Let P denote the corresponding poset. We will often omit  and call the
elements of P classes. The intuition behind the poset P is simple: if, in some instance, a
variable can take some value a in a solution then by Remark 3.3 it also takes, in some other
solution, any other value lying in the same class as a or in a class that is above [a] in P.
In particular, values taken by frozen variables must belong to maximal classes in P that
are one-element. Note that the condition {d ∈ D | f (d) = d for all f ∈ Pol1() } = ∅
mentioned in Theorem 3.5 and in the next theorem means that each maximal class in P is
not a singleton.
Let Z = {B1, . . . , Bk} be the set of all -classes B with the following property: there
exists a maximal class [a] ∈ P such that [a] = {a} and [a] is the only class in P with
B < [a]; let ai denote the element a corresponding to Bi in this deﬁnition. Finally, if
Z = ∅, ﬁx arbitrary bi ∈ Bi , i = 1, . . . , k, and let i denote  ∪ {{bi}}.
Now we are ready to present the complete characterization of tractability of FV-CSP().
Note that Proposition 3.4 implies that any such characterization must, for all non-trivial
problems FV-CSP(), contain the tractability condition for the corresponding CSP(). We
begin by proving a technical lemma that is used in the proof of Theorem 4.2.
Lemma 4.1. If T is a maximal class in P or if T = Bi ∪ {ai} then T ∈ 〈〉.
Proof. Let T be a maximal class in P and let t ′ = f (t1, . . . , tn) for some f ∈ Poln() and
t1, . . . , tn ∈ T . We have that for each 1 in there exists fi ∈ Pol1() with fi(t1) = ti .
One can see that the function f ′(x) = f (f1(x), . . . , fn(x)) is a member of Pol1() and
f ′(t1) = t ′. Using maximality of T we infer that t ′ ∈ T . Therefore, T ∈ Inv(Pol()), and,
by Theorem 2.12, the result follows.
Let T = Bi ∪ {ai}. Since {ai} is a maximal class in P, the argument above shows
that f (ai, . . . , ai) = ai for all f ∈ Pol(). Let t ′ = f (t1, . . . , tn) where f ∈ Poln(),
t1, . . . , tn ∈ T , and at least one of the ti , say t1, belongs to Bi . By the deﬁnition of Bi ,
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Input:An instance (I, V ′) of FV-CSP() and a variable v ∈ V ′
Output: ‘Yes’ if v is frozen in I and ‘No’ otherwise.
1 for each maximal T in P solve IT
2 if IT is satisﬁable for no T then Output ‘No’
3 if IT is satisﬁable for more than one T then Output ‘No’
4 if IT is satisﬁable for exactly one T and |T | > 1 then Output ‘No’
5 if IT is satisﬁable for exactly one T and T = {a} then
6 if Z = ∅ or {Bj | aj = a} = ∅ then Output ‘Yes’
7 else for each j with aj = a solve Ij
8 if some Ij with aj = a is satisﬁable then Output ‘No’
9 else Output ‘Yes’.
Fig. 1. Algorithm for deciding tractable FV-CSP().
there exist f1, . . . , fn ∈ Pol1() such that fi(t1) = ti for all 1 in. Since f ′(x) =
f (f1(x), . . . , fn(x)) ∈ Pol1(), t ′ = f ′(t1), and the fact that {ai} is the only
element in P above Bi , we conclude that t ′ ∈ Bi ∪ {ai}. As above, it follows that
T ∈ 〈〉. 
Theorem 4.2.(1) FV-CSP() is tractable if and only if one of the following conditions
holds:
(a) {d ∈ D | f (d) = d f or all f ∈ Pol1() } = ∅,
(b) CSP() is tractable and Z = ∅,
(c) CSP(i ) is tractable for all 1 ik.
(2) IfCSP() is tractable andCSP(i ) isNP-complete for some 1 ik then FV-CSP()
is coNP-complete.
Proof. First we prove that conditions (a)–(c) in part (1) are sufﬁcient.
If (I, V ′) is an instance of FV-CSP(), v ∈ V ′ is ﬁxed, and T is a maximal class
in P, let IT denote the instance of CSP() obtained by adding the constraint (v, T ) to
I. Note that by Lemma 4.1 and Lemma 3.1, we may assume that T ∈ . Furthermore,
if Z = ∅, let Ij , 1jk, denote the instance of CSP(j ) obtained by adding the
constraint (v, {bj }) to I.
We assume thatPol1() , the poset P, and all maximal classes in P are already computed.
It is easy to see that, since D is ﬁxed, this can be done in polynomial time.
If condition (a) holds then FV-CSP() is trivial by Theorem 3.5. Suppose now that one
of conditions (b) and (c) holds. We prove that the polynomial-time algorithm shown in
Fig. 1 correctly decides whether a given variable is frozen in an instance of FV-CSP().
Obviously, this is sufﬁcient to prove tractability of this problem.
It is easy to see that this algorithm runs in polynomial time because all the IT and all the
Ij (ifZ = ∅) are instances of tractable problems. Let us prove correctness of the algorithm.
It is not hard to verify that the conditions checked in the algorithm are jointly exhaustive
and pairwise incompatible. Therefore, it is sufﬁcient to show that every line produces the
correct output, if any. Fix an instance (I, V ′) of FV-CSP() and a variable v ∈ V ′. It follows
from Remark 3.3 that if I is satisﬁable then it has a solution  with (v) ∈ T for some
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maximal class T in P. Consequently, the algorithms outputs ‘No’ in line 2 if and only if I is
not satisﬁable. Since different classes in P do not intersect, fulﬁllment of conditions of line
3 implies that v is not frozen, so this line outputs the right answer. If the conditions in line
4 are satisﬁed then, by deﬁnition of T, v takes all values in T in solutions to I, that is, v is
not frozen.
Assume now that the condition in line 5 is satisﬁed. Then we know that, for any solution
 to I, (v) can take only values b such that {a} is the only maximal class in P satisfying
[b]{a}. Assume that (v) = b = a for some solution , and let T ′ be a maximal class
among those satisfying [b]T ′ < {a}. By Remark 3.3, there is a solution ′ to I such
that ′(v) ∈ T ′. Since {a} is the only maximal class above T ′, we conclude that T ′ must
be Bj for some 1jk such that aj = a (and, in particular, then Z = ∅). Note that
this justiﬁes line 6 of the algorithm. Further, Remark 3.3 implies that any element in Bj
(and, in particular, bj ) is the value of v in some solution to I, and, consequently, Ij is
satisﬁable. Clearly, if Ij is satisﬁable for some 1jk such that aj = a, then v is not
frozen in I. Thus, under conditions of line 5, v is not frozen in I if and only if there is
1jk such that aj = a and Ij is satisﬁable. This argument justiﬁes lines 7–9 of the
algorithm.
We now prove the necessity of conditions (a)–(c). Assume, for contradiction, that none
of these conditions holds. If condition (a) does not hold then, by Proposition 3.4, CSP()
reduces to FV-CSP(). Therefore, if CSP() is intractable, so is FV-CSP(). Suppose
now that CSP() is tractable. Since neither of conditions (b) and (c) holds, it follows
that CSP(i ) is intractable for some i, say i = 1. We present a polynomial-time re-
duction from the complement of this problem to FV-CSP(). Note that {a1} ∈ 〈〉 and
B1 ∪ {a1} ∈ 〈〉 by Lemma 4.1. By Lemma 3.1, we may assume that both relations are
in . Let I be an arbitrary instance of CSP(1). Modify I to an instance I ′ of CSP()
as follows:
(1) introduce a new variable z and a constraint (z, B1 ∪ {a1}),
(2) for every constraint of the form (v, {b1}) in I,
• remove this constraint from I,
• identify all occurrences of v in I (if they exist) with z.
Since CSP() is tractable, I ′ can be decided in polynomial time. It is easy to see that if
I ′ is not satisﬁable then neither is I. If this is the case, map I to the one-constraint instance
((x, {a1}), {x}) of FV-CSP().
If I ′ is satisﬁable, then map I to the instance (I ′, {z}) of FV-CSP(). We show that I is
not satisﬁable if and only if z is frozen in I ′. If z is frozen in I ′ then z is assigned a1 in all
solutions to I ′ because b  a1 for any b ∈ B1 (see Remark 3.3). We conclude that I is not
satisﬁable. If z is not frozen in I ′ then, since I ′ is satisﬁable, it takes some value b ∈ B1
in some solution . By the deﬁnition of B1, there is f ∈ Pol1() such that f (b) = b1.
Therefore, f is a solution to I.
We conclude that FV-CSP() cannot be tractable since, otherwise, the problem CSP(1)
is tractable which contradicts the assumptionmade. Note that the second part of the theorem
also follows from the reduction given above. 
The next corollary says that, whenever FV-CSP() is tractable, not only can the frozen
variables be recognized efﬁciently, but also the unique values for them can be found in
polynomial time.
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Corollary 4.3. Let FV-CSP() be tractable. Then the unique values for all frozen variables
in any instance of CSP() can be found efﬁciently.
Proof. If condition (a) of part 1 of Theorem 4.2 is satisﬁed then no variable in any instance
of CSP() is frozen. Otherwise, for a given instance I of CSP(), apply the algorithm in
Fig. 1 to each variable v in I and, if v is frozen in I, it takes value a from line 5 of the
algorithm. 
We now give some examples to show how Theorem 4.2 works.
Example 4.4. If CSP() is tractable and all f ∈ Pol1() are permutations then FV-CSP
 is tractable. Indeed, since Pol1() is a permutation group, the poset P is an antichain
(all classes are pairwise incomparable). Therefore, Z = ∅ and we can apply Theorem 4.2.
Example 4.5. Let D = {0, 1, 2} and  consist of two relations, 1 and 2, on D where
1 = {(0, 0, 0), (0, 1, 1), (0, 1, 2)} and
2 = {(0, 0, 0, 0), (1, 0, 0, 1), (1, 0, 1, 0), (1, 1, 0, 0), (1, 0, 0, 2)}.
Obviously, CSP() is tractable, since one can always satisfy all constraints by assigning
0 to all variables. It is easy to calculate that Pol1() consists of three operations f1, f2, f3
whose values on (0, 1, 2) are the tuples in1. In particular,f1 is the 0 operation andf3 = idD
is the identity operation on D. Then the quasi-order  satisﬁes 2  1  0 and 0  1  2.
Therefore, we have Z = {B1} where B1 = {1} and a1 = 0. Then 1 = {1, 2, {1}}.
Consider the relation ′ deﬁned by
′(x, y, z) ≡ (∃u)(∃v)(∃w)(u = 1 ∧ 2(u, x, y, z) ∧ 1(v, z, w)).
One can easily check that ′ is exactly the relation N deﬁned in Example 2.3. So, N ∈
〈1〉, and, by Theorems 2.12, 2.15 and Example 2.3, CSP(1) is NP-complete. Thus, by
Theorem 4.2, FV-CSP() is coNP-complete.
Example 4.6. In Example 4.5, replace the only occurrence of 2 in 2 by 0. Let ′2 denote the
obtained relation and let′ = {1, ′2}.Again, it is easy to compute thatPol1(′) coincides
with Pol1() , and, therefore, the quasi-order  is the same as in Example 4.5, and so
′1 = {1, ′2, {1}}. One can straightforwardly check that the binary operation min(x, y) on
D, which takes the minimum of x and y with respect to the natural order on D, belongs to
Pol(′1). It follows from [23] that CSP(′1) is tractable. Thus, by Theorem 4.2, FV-CSP(′)
is tractable.
Note that if the conjecture that every CSP() is either tractable or NP-complete holds
(and there is strong evidence that it does [4–10,16,21,22,42]) then Theorems 3.5 and 4.2
also give a complete characterization of coNP-complete problems FV-CSP() (under the
assumption that NP = coNP). It was proved in [5] that, for |D|3, this conjecture is true
which implies the following result.
Corollary 4.7. Let |D|3.Then, for every ⊆ RD , FV-CSP() is either tractable, coNP-
complete, or NP-hard.
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Proof. The problem CSP() is either tractable orNP-complete by [5] since |D|3. If {d ∈
D | f (d) = d for all f ∈ Pol1() } = ∅ then FV-CSP() is tractable by Theorem 4.2.
Assume that this set is non-empty. Now, if CSP() isNP-complete then FV-CSP() inNP-
hard by Proposition 3.4. Otherwise, CSP() is tractable and, since every problem CSP(i )
is either tractable or NP-complete, Theorem 4.2 implies that FV-CSP() is either tractable
or coNP-complete. 
It can be determined (in polynomial time) into which case the problem FV-CSP() falls
by using algorithms constructed by Bulatov [5]. In Section 6 we will give a more precise
classiﬁcation for the cases when |D| = 2 and when  contains all unary relations.
5. NP-complete and DP-complete problems
In this section, we exhibit sufﬁcient conditions for FV-CSP() to be DP-complete and
NP-complete.
Assume that  can express all relations of the form {a}, that is, {a} ∈ 〈〉 for all a ∈ D.
This is equivalent to saying that Pol1() = {idD}. Indeed, if {a} ∈ 〈〉 for all a ∈ D then
Pol1() = {idD} byTheorem 2.12 and the deﬁnition of a polymorphism. Conversely, since
f ′(x, . . . , x) ∈ Pol1() for all f ′ ∈ Pol(), it follows that, for all a ∈ D, f ′(a, . . . , a) =
a, and, by Theorem 2.12, {a} ∈ 〈〉. By Lemma 3.1, we may assume that  contains
all unary relations of the form {a}, a ∈ D. We know from Example 4.4 that in this case
FV-CSP() is tractable whenever CSP() is tractable. We will show that if CSP() is
NP-complete then in many cases FV-CSP() is DP-complete.
Lemma 5.1. Let ⊆ RD andPol1() = {idD}. Suppose that there exists a subsetA ⊆ D
such that A ∈ 〈〉, and an equivalence relation  ∈ 〈〉 on A, with exactly two classes A0
and A1, such that the ternary relation
 = {(a, b, c) ∈ A3 | |{a, b, c} ∩ A1| = 1}
(with some choice of A1) belongs to 〈〉. Then CSP() is NP-complete.
Proof. It is easy to see that  is the 1-IN-3-SAT relation N, as deﬁned in Example 2.3,
with elements from A1 playing the role of 1, and elements of A0 playing the role of 0.
Since CSP({N}) isNP-complete (see Example 2.3), CSP({}) isNP-complete as well. By
Theorems 2.12 and 2.15, CSP() is NP-complete. 
It was proved in [8,9] that, to classify the complexity of problems CSP() over all ﬁnite
domains, it is enough to look at the problems CSP() with Pol1() = {idD}, and it was
conjectured (with appropriate reformulation in terms of universal algebras) [5,8,9] that all
NP-complete problems CSP() with Pol1() = {idD} are described in Lemma 5.1, and
that all other problems CSP() with the given property are tractable. This conjecture is
conﬁrmed in many special cases, in particular, it is true when |D|3 [5,22,42] or when 
contains all unary relations [6].
Let f : A → {0, 1} be such that f−1(1) = A1 and f−1(0) = A0. For a relation
 ∈ R{0,1} deﬁne a relation f−1() over A by letting a ∈ f−1() if and only if f (a) ∈ .
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Lemma 5.2. The set 〈{}〉 contains all relations of the form f−1() where  ∈ R{0,1}.
Proof.Consider the relationN from Example 2.3 and note that  = f−1(N). Pick arbitrary
 ∈ R{0,1}. By Example 2.14, we have  ∈ 〈{N}〉, that is,  is expressible by a ﬁrst-order
formula  using only predicates N and =, conjunction, and existential quantiﬁers (see
Deﬁnition 2.11). We may assume that the formula does not use the equality predicate on
{0, 1}, since one can check that
x = y ⇔ (∃v)(∃u)(∃w)(N(v, u, u) ∧N(x, u,w) ∧N(y, u,w)).
Also, we may without loss of generality assume that the formula  is prenex normal form.
It is not hard to see that if one replaces N by  = f−1(N) in  then the new formula will
produce f−1(). By Deﬁnition 2.11, this proves the lemma. 
It follows from Lemma 5.2 that, in Lemma 5.1, if  ∈ 〈〉 for one choice of A1 then the
same is true for the other choice of A1 too.
Theorem 5.3. Suppose that  ⊆ RD satisﬁes the conditions of Lemma 5.1, and A, , and
A1 can be chosen so that A1 is one-element. Then FV-CSP() is DP-complete.
Proof. By Lemma 3.1, we may assume that  ∈ . An instance of the SAT-UNSAT problem
is given by a pair (F, F ′) of propositional formulas. The question is whether it is true
that F is satisﬁable and F ′ is not. This problem is known to be DP-complete [33,35]. A
very similar proof shows that 3SAT-3UNSAT, a restriction of the above problem with F and
F ′ having three literals per clause, is also DP-complete. We will reduce 3SAT-3UNSAT to
FV-CSP().
Let A1 = {a} and  the set of all at most 4-ary relations in 〈〉. Consider the function
f : A → {0, 1} given by f (a) = 1 and f (b) = 0 if b = a. Arbitrarily choose a 3SAT-
3UNSAT instance (F, F ′) and construct an FV-CSP() instance (I, {u})with I = (V ,D, C)
deﬁned as follows.LetVbe the set of variables used in (F, F ′) togetherwith one newvariable
u. For every clause c(x, y, z) in F introduce constraint ((x, y, z), c) where
(a1, a2, a3) ∈ c ⇔ c(f (a1), f (a2), f (a3)) = 1.
Then, every clause in c′(x, y, z) in F ′, introduce a constraint ((x, y, z, u),c′) where
(a1, a2, a3, a4) ∈ c′ ⇔ (c′(f (a1), f (a2), f (a3)) = 1 or f (a4) = 1).
Let C be the collection of constraints obtained in this way. Note that the constraints built
from F mimic clauses in F with a playing the role of 1, and all (indistinguishable) ele-
ments of A0 playing the role of 0. The constraints built from F ′ effectively say that if F ′
is satisﬁed then u can take any value, but if F ′ is not satisﬁed then u must take value a.
Note that, by Lemma 5.2, all constraint relations c and c′ belong to 〈{}〉, and, there-
fore, to . Moreover, since D is ﬁxed, the transformation can be performed in polynomial
time.
We prove that u is frozen in I if and only if (F, F ′) is a ‘yes’-instance of 3SAT-3UNSAT.
Assume that F is not satisﬁable. Then neither is I. Assume that both F and F ′ are satisﬁable.
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Then I has one solution in which u takes value a and one in which u takes some other value.
Finally, assume that F is satisﬁable and F ′ is not. In this case, (u) = a for every solution
 to I. Hence, FV-CSP() isDP-complete. By Lemma 3.1, we conclude that FV-CSP({})
(and, hence, FV-CSP()) is DP-complete. 
Example 5.4. Reconsider relation N from Example 2.3. In this case, DP-completeness
of FV-CSP({N}) follows immediately from Theorem 5.3. Let us now consider the AUDIT
problem which was deﬁned in Section 1. First, the fact that N(x, y, z) holds if and only
if x + y + z = 1 suggests that the AUDIT problem could be viewed as a subproblem
of FV-CSP({N}). However, if the given set of equations has no solution, then the corre-
sponding AUDIT instance is considered to be a ‘yes’-instance (and not a ‘no’-instance). A
straightforwardmodiﬁcation of the proof of Theorem 5.3 solves this problem: simply do the
reduction from the coNP-complete problem 3UNSAT (instead of the DP-complete problem
3SAT-3UNSAT) by removing the 3SAT-formula F from the transformed instance (F, F ′).
This reduction shows that the AUDIT problem is coNP-complete.
We would like to point out that the difference in problem deﬁnition between FV-CSP
and AUDIT (i.e. in the AUDIT problem, we check whether at least one variable is frozen
or not) does not affect the complexity in the example above. We also would like to point
out that the AUDIT problem is coNP-complete for a wider range of statistical queries than
summation queries. In fact, as soon as the set of relations which are expressible by the
statistical queries satisﬁes the preconditions of Theorem 5.3, then the AUDIT problem for
such queries is coNP-complete.
We now give some examples of NP-complete problems FV-CSP(). Let f : D → E
be onto and such that |f−1(e)| > 1 for all e ∈ E. Take any ′ ⊆ RE such that CSP(′)
is NP-complete, and consider  ⊆ RD consisting of all relations f−1(),  ∈ ′, where
a ∈ f−1() if and only if f (a) ∈ .
Proposition 5.5. FV-CSP( ∪ {{d} | d ∈ D}) is NP-complete.
Proof. It is easy to see that CSP() is NP-complete which implies that CSP( ∪ {{d} | d
∈ D} is NP-complete. In every solution  of every satisﬁable instance of CSP(), the
value (x) of any variable x can be changed to any other value a such that f (a) =
f ((x)). Take an arbitrary instance (I, V ′) of FV-CSP( ∪ {{d} | d ∈ D}). If there is a
variable in v ∈ V ′ on which no constraint of the form (v, {d}) is imposed, or if there
are two such constraints with the same v but different d, then V ′ is not frozen in I,
since no solution (if it exists) is unique on V ′. If, in I, there is a unique constraint of
the form (v, {d}) for every v ∈ V ′ then the problem is equivalent to deciding whether I
is satisﬁable. Hence, FV-CSP( ∪ {{d} | d ∈ D}) is in NP. Now the result follows from
Proposition 3.4. 
Example 5.6. Let D = {0, 1, . . . , k}, k3, and f : D → {0, 1} be such that f (0) =
f (1) = 0 and f (a) = 1 otherwise. Reconsider relation N deﬁned in Example 2.3, and let
 = f−1(N). It follows from Proposition 5.5 and Example 2.3 that FV-CSP({, {0}, {1}
, . . . , {k}}) is NP-complete.
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Proposition 5.7. Fix a ∈ D and let D′ = D \ {a}. Let  ⊆ RD′ be such that CSP() is
NP-complete and {d ∈ D′ | f (d) = d for all f ∈ Pol1() } = ∅.Then FV-CSP( ∪ {{a}})
is NP-complete.
Proof. Similar to that of Proposition 5.5. 
Example 5.8. LetD = {0, 1, 2} and letN ′ be as deﬁned inExample 2.3. It is easy to see that
the permutation that swaps 0 and 1 is a polymorphism ofN ′. Therefore, FV-CSP({N ′, {2}})
is NP-complete by Proposition 5.7.
6. Two complete classiﬁcations
In this section, we show how results from the previous sections work. First, we obtain
the following classiﬁcation result.
Theorem 6.1. Let  ⊆ R{0,1}. Then
(1) if Pol() contains both constant operations, 0 and 1, or one of the operations (c)–(g)
from Proposition 2.13 then FV-CSP() is tractable;
(2) else, if exactly one of 0 and 1 is in Pol() then FV-CSP() is coNP-complete;
(3) else, FV-CSP() is DP-complete.
Proof. (1) The cases when Pol() contains both constant operations or the negation op-
eration are trivial by Theorem 3.5. In cases (d)–(g), the problem CSP( ∪ {{0}, {1}}) is
tractable by Theorem 2.16, and we can apply Theorem 4.2.
(2) Assume that 1 ∈ Pol1() and 0 ∈ Pol1() . In this case, CSP() is tractable by
Theorem 2.16. We have Pol1() = {id{0,1}, 1}. Therefore the quasi-order deﬁned before
Theorem 4.2 satisﬁes 0  1 and 1 / 0, and we haveZ = {B1}whereB1 = {0} and a1 = 1.
It follows from Theorem 2.16 that CSP( ∪ {{0}}) is NP-complete. By Theorem 4.2, we
conclude that FV-CSP() is coNP-complete.
(3) If  does not satisfy any of the conditions mentioned in (1) and (2) then, by Propo-
sition 2.13 and Theorem 2.12, we have 〈〉 = R{0,1}. It follows from Lemma 3.1 and
Example 5.4 that FV-CSP() is DP-complete. 
It is easy to see that all conditions in Theorem 6.1 can be veriﬁed efﬁciently for any ﬁnite
 ⊆ R{0,1}. Another interesting consequence of Theorem 6.1 (and of Propositions 5.5 and
5.7) is that NP-complete problems FV-CSP(),  ⊆ RD , exist if and only if |D| > 2.
We note that the ﬁrst two parts of Theorem 6.1 coincide (when appropriately re-stated)
with the corresponding parts of the classiﬁcation for UNIQUE SAT() [25], while the last
part of Theorem 6.1 gives more precise information than the corresponding part in [25].
Now let us consider conservative CSPs that are a generalization of the well-studied LIST
HOMOMORPHISM problems for graphs [6,14,15]. Let D be arbitrary ﬁnite, and suppose that
R
(1)
D ⊆  ⊆ RD , that is  contains all unary relations. This condition means that one can
specify, for each variable in any instance of CSP(), its own domainwithinD. It also follows
that, for every f ∈ Pol()and everyB ⊆ D, f (b1, . . . , bn) ∈ B whenever b1, . . . , bn ∈ B,
and we can therefore consider restrictions of polymorphisms onto arbitrary subsets. The
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complexity of CSP() for such sets  is completely classiﬁed in [6]. Let f |B denote the
restriction of a function f onto a set B.
Theorem 6.2 (Bulatov [6]). Let D be arbitrary ﬁnite and R(1)D ⊆  ⊆ RD . If, for every
two-element B ⊆ D, there is an at most ternary f ∈ Pol() such that f |B (up to the
names of elements) is one of the functions (d)–(g) from Proposition 2.13 then CSP() is
tractable. Otherwise it is NP-complete. Moreover, the tractable cases can be recognized
efﬁciently.
The previous results can be combined in order to prove the following classiﬁcation
result.
Theorem 6.3. LetD be ﬁnite andR(1)D ⊆  ⊆ RD .ThenFV-CSP() is tractable ifCSP()
is tractable, and it is DP-complete otherwise.
Proof. Since {d} ∈  for each d ∈ D, we have Pol1() = {idD}. If CSP() is tractable
then, by Theorem 4.2, so is FV-CSP(). Assume now that CSP() is NP-complete. By
Theorem 6.2, there exists a two-element B ⊆ D (say, B = {0, 1}) such that, for each
f ∈ Pol(), f |B is not of the form (d)–(g) of Proposition 2.13. Using the superposition-
based deﬁnition of a clone, it is easy to show that C = {f |B | f ∈ Pol()} is a clone
on {0, 1}. Since Pol1() = {idD}, it follows that for each f ∈ Pol(), f |B is not of the
form (a)–(c) of Proposition 2.13. Hence, by Proposition 2.13, C consists of all projections
on {0, 1}. Since every relation on {0, 1} is invariant under all projections on {0, 1}, we have
N ∈ Inv(C). By the deﬁnition of C and the fact that every operation in Pol() preserves
{0, 1}, we have N ∈ Inv(Pol()) = 〈〉. The problem FV-CSP({N}) is DP-complete
by Theorem 5.3 (see also Example 5.4). It follows from Lemma 3.1 that FV-CSP() is
DP-complete. 
Moreover, as noticed in [6], all conditions in Theorem 6.2 can be veriﬁed efﬁciently for
any ﬁnite  ⊆ RD .
7. Conclusion
We have continued the study of connections between algebraic theory and the computa-
tional complexity of constraint satisfaction problems. This idea was originally developed
for studying the standard constraint satisfaction problems where the question is to decide
the existence of a solution. This paper clearly shows that this approach leads to general
results for a wider range of problems with different computational properties. For example,
the frozen variable problems in constraint satisfaction can be tractable, NP-, coNP- and
DP-complete.
One of the results in this paper is a characterization of the tractable cases of the frozen
variable problem, which also provides a characterization of coNP-complete cases if the
dichotomy conjecture for the standard CSP holds. We have shown that further progress in
classifying the complexity of the frozen variable problem will strongly, though not com-
pletely, depend on the progress with the standard CSP. Indeed, even assuming dichotomy
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for the standard CSP and also that hard CSPs give rise only toNP-complete orDP-complete
cases of FV-CSP(), it remains open to separate the cases for non-Boolean domains, which
seems to be quite a challenging task. For |D| = 3, this can probably be accomplished
by reﬁning the techniques used in this paper and combining them with the algebraic re-
sults achieved in the process of completely classifying the complexity of the standard CSP
problem over a three-element domain [5].
An interesting direction of future research would also be to ﬁnd out to what extent our
results on the frozen variable problem can be applied to theUNIQUECSP problemwhich is the
problem of recognizing CSP instances with a unique solution. Is it true that tractable cases
of the two problems are the same? Obviously, every tractable case of the frozen variable
problem gives rise to a tractable case of UNIQUE CSP, and implication in the other direction
is also true for |D| = 2, as mentioned in Section 6.
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