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ABSTRACT
Zagier in [21] discusses a construction of a function Fk,D(x) defined for an even integer k ≥ 2, and
a positive discriminant D. This construction is intimately related to half-integral weight modular
forms. In particular, the average value of this function is a constant multiple of the D-th Fourier
coefficient of weight k + 1/2 Eisenstein series constructed by H. Cohen in [2].
In this dissertation, we consider a construction which works both for even and odd positive
integers k. Our function Fk,D,d(x) depends on two discriminants d and D with signs sign(d) =
sign(D) = (−1)k, degenerates to Zagier’s function when d = 1, namely,
Fk,D,1(x) = Fk,D(x),
and has very similar properties. In particular, we prove that the average value of Fk,D,d(x) is again
a Fourier coefficient of H. Cohen’s Eisenstein series of weight k + 1/2, while now the integer k ≥ 2
is allowed to be both even and odd.
In [6] Farkas introduces a new arithmetic function and proves an identity involving this function.
Guerzhoy and Raji [8] generalize this function for primes that are congruent to 3 modulo 4 by
introducing a quadratic Dirichlet character and find another identity of the same type. We look at
the case when p ≡ 5 (mod 8) by introducing quartic Dirichlet characters and prove an analogue of
their generalization.
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CHAPTER 1
BACKGROUND MATERIALS
We begin with a preliminary chapter that gives some basic definitions and theorems from number
theory. We will introduce some elementary number theory in the first section. Then we will
introduce the theory of modular forms in the second section.
1.1 Elementary number theory
1.1.1 The Kronecker symbol
In this section, we will use [1], [3] and [5] as our references. For any positive integer N , let GN
denote the multiplicative group (Z/NZ)∗. A Dirichlet character modulo N is a homomorphism of
multiplicative groups,
χ : GN → C∗.
The set of Dirichlet characters forms a group under multiplication, (χψ)(n) = χ(n)ψ(n). We denote
the Dirichlet character group by GˆN , called the dual group.
Proposition 1.1. Let GˆN be the dual group of GN . Then GˆN is isomorphic to GN . In particular,
the number of Dirichlet character modulo N is φ(N) where φ is the Euler totient.
Every Dirichlet character χ modulo N extends to a function χ : Z/NZ → C where χ(n) = 0
for noninvertible elements n of the ring Z/NZ, and then extends further to a function χ : Z → C
where χ(n) = χ(n mod N) for all n ∈ Z.
Definition 1.2. Let χ be a Dirichlet character modulo N .
(1) If d|N , we say that χ can be defined modulo d if there exists a Dirichlet character χd modulo
d such that χ(n) = χd(n) as soon as gcd(n,N) = 1.
(2) The conductor of a Dirichlet character is the smallest (for divisibility) positive integer f |N
such that χ can be defined modulo f .
(3) We say that χ is primitive if the conductor of χ is equal to N .
Now, we will define a function called the Kronecker symbol which is a real Dirichlet character in
certain cases. Let n be a non-zero integer with prime factorization n = upe11 · · · perr , where u = ±1,
and the pi are primes. Let a be an integer. The Kronecker symbol
(
a
n
)
is defined by
(a
n
)
=
(a
u
) r∏
i=1
(
a
pi
)ei
,
1
where
(
a
pi
)
is the Legendre symbol if pi is odd, i.e.,
(
a
pi
)
=

1 if pi - a and a is a square mod pi,
−1 if pi - a and a is not a square mod pi,
0 if pi|a.
For pi = 2, define
(a
2
)
=

1 if a ≡ ±1 (mod 8),
−1 if a ≡ ±3 (mod 8),
0 if 2|a.
Also, we define
(
a
1
)
= 1 and (
a
−1
)
=
1 if a ≥ 0,−1 if a < 0.
Finally, we define (a
0
)
=
1 if a = ±1,0 if otherwise.
To characterize real primitive Dirichlet characters, we define the following terms. An integer D
is called a discriminant if D ≡ 0 or 1 (mod 4). An integer d is called a fundamental discriminant if
• d ≡ 1 (mod 4) and is square-free, or
• d = 4m, where m ≡ 2 or 3 (mod 4) and m is square-free.
We have the following theorem (see [3, Theorem 2.2.15]).
Theorem 1.3. If d is a fundamental discriminant, the Kronecker symbol
(
d
n
)
defines a real prim-
itive Dirichlet character modulo N = |d|. Conversely, if χ is a real primitive character modulo N
then d = χ(−1)N is a fundamental discriminant and χ(n) = ( dn).
Specifically, if p is a prime congruent to 1 modulo 4, then χ(n) =
( p
n
)
is a real primitive
(quadratic) Dirichlet character.
The following proposition (see [3, Proposition 2.2.6]) is known as quadratic reciprocity.
Proposition 1.4. For two nonzero integers m and n write m = 2v2(m)m1 and n = 2
v2(n)n1 with
m1 and n1 odd. Then ( n
m
)
= (−1) (m1−1)(n1−1)+(sign(m)−1)(sign(n)−1)4
(m
n
)
.
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Here we give a proposition related to a sum of Kronecker symbols.
Proposition 1.5. Let p be an odd prime. Then
p−1∑
y=0
(
y2 + a
p
)
=
−1 if p - a,p− 1 if p|a. (1.1)
Proof. The equation x2−y2 ≡ a (mod p) or x2 ≡ y2 +a (mod p) has ∑p−1y=0 (1 + (y2+ap )) solutions
because as y runs through 1 to p, if y2 + a 6= 0 is a square mod p, then there are two solutions x
and −x. Otherwise, it has no solution. And if y2 + a = 0, there is only one solution for x. On the
other hand, let u = x + y and v = x − y. The equation becomes uv ≡ a (mod p). If p - a, the
solutions are 1 · a, 2 · a2 , ..., (p− 1) · ap−1 . Each solution (u, v) gives a solution to (x, y). Thus, there
are p− 1 solutions. If p|a, then uv ≡ 0 (mod p). The solutions are u = 0 and v = 1, 2, ..., p− 1 or
v = 0 and u = 1, 2, ..., p− 1 or u = v = 0. Thus there are 2p− 1 solutions. Therefore,
p−1∑
y=0
(
1 +
(
y2 + a
p
))
= p+
p−1∑
y=0
(
y2 + a
p
)
=
p− 1 if p - a,2p− 1 if p|a,
and thus,
p−1∑
y=0
(
y2 + a
p
)
=
−1 if p - a,p− 1 if p|a
as required.
1.1.2 L-functions associated to quadratic fields
Now, we will quote some formulas and theorems related to the gamma function from [1] which will
be used in later chapters. For z ∈ C with <(z) > 0, let Γ(z) be the gamma function defined by
Γ(z) =
∫ ∞
0
xz−1e−xdx.
Extend this function by analytic continuation to all complex numbers except the non-positive
integers. From [1, p.260], we have, for all s ∈ C,
pi−s/2Γ
(s
2
)
ζ(s) = pi−(1−s)/2Γ
(
1− s
2
)
ζ(1− s), (1.2)
3
where ζ(s) is the Riemann zeta function,
ζ(s) =
∞∑
n=1
1
ns
.
Replacing s by 2s in (1.2), we get
1
ζ(2s)
=
Γ(s)
pi2s−
1
2 Γ
(
1−2s
2
)
ζ(1− 2s)
. (1.3)
We also have
Γ
(s
2
)
Γ
(
1− s
2
)
=
pi
sin pis2
. (1.4)
If we replace s by 1 + 2k where k is an integer, then we can get
Γ
(
1
2
+ k
)
Γ
(
1
2
− k
)
= (−1)kpi. (1.5)
Here is another formula:
2spi1/2Γ(1− s) = Γ
(
1− s
2
)
Γ
(
1− s
2
)
. (1.6)
Substitute s = 1− k and then square the equation, we get
Γ(k)2
Γ
(
k+1
2
)2 = Γ
(
k
2
)2
22−2kpi
. (1.7)
For each fundamental discriminant d, we define two Dirichlet series. Let χd(n) =
(
d
n
)
. For
s ∈ C with <(s) > 1, we define the Dirichlet L-series with χd and the Dedekind zeta-function by
Ld(s) = L(s, χd) =
∞∑
n=1
χd(n)
ns
, and ζd(s) =
∑
a
1
N(a)s
,
where the second sum is over all non-zero ideals a in the ring of integers of K = Q(
√
d) and N(a)
is the norm of the ideal. For other s ∈ C, they are defined by analytic continuation. For any
discriminant D, see [20] and [21] for general definitions and properties of LD(s) and ζD(s).
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Here we give two functional equations and a relation for any discriminant D (see [21]):
LD(1− s) =
|D|s−1/2Γ ( s2)
pis−1/2Γ
(
1−s
2
)LD(s), (1.8)
ζD(1− s) =
|D|s−1/2Γ ( s2)2
pi2s−1Γ
(
1−s
2
)2 ζD(s), (1.9)
ζD(s) = ζ(s)LD(s). (1.10)
1.1.3 Polynomial congruences
Now, we will quote two theorems related to polynomial congruences. See [1, Theorem 5.28] for the
following one which is a consequence of the Chinese remainder theorem.
Theorem 1.6. Let f be a polynomial with integer coefficients, let m1,m2, ...,mr be positive integers
relatively prime in pairs, and let m = m1m2 · · ·mr. Then the congruence
f(x) ≡ 0 (mod m) (1.11)
has a solution if, and only if, each of the congruences
f(x) ≡ 0 (mod mi) (i = 1, 2, ..., r) (1.12)
has a solution. Moreover, if v(m) and v(mi) denote the number of solutions of (1.11) and (1.12),
respectively, then
v(m) = v(m1)v(m2) · · · v(mr). (1.13)
For the following, see [1, Theorem 5.30].
Theorem 1.7. Let p be prime. Assume α ≥ 2 and let r be a solution of the congruence
f(x) ≡ 0 (mod pα−1)
lying in the interval 0 ≤ r < pα−1.
(a) Assume f ′(r) 6≡ 0 (mod p). Then r can be lifted in a unique way from pα−1 to pα. That is,
there is a unique a in the interval 0 ≤ a < pα congruent to r mod pα−1 such that a satisfies the
congruence
f(x) ≡ 0 (mod pα). (1.14)
(b) Assume f ′(r) ≡ 0 (mod p). Then we have two possibilities:
(b1) If f(r) ≡ 0 (mod pα), r can be lifted from pα−1 to pα in p distinct ways.
(b2) If f(r) 6≡ 0 (mod pα), r cannot be lifted from pα−1 to pα.
Theorem 1.7 is also known as Hensel’s lemma.
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1.2 Modular Forms
In this section, we will give a brief overview of the theory of modular forms. We will use [5], [10]
and [22] as our references. Let H be the upper half complex plane, i.e.,
H = {z ∈ C|I(z) > 0}.
Let SL2(Z) be the group of 2 × 2 matrices with integer coefficients with determinant 1. We also
call SL2(Z) the full modular group. It acts on H by Mo¨bius transformations, i.e., for γ ∈ SL2(Z),
γ =
(
a b
c d
)
: H→ H, z 7→ γz = az + b
cz + d
.
To see that the action is well-defined, we compute
I(γz) =
I(z)
|cz + d|2 .
Since the denominator is positive, we know that γz ∈ H.
Definition 1.8. Let k be an integer. A holomorphic function f : H → C is a modular form of
weight k for SL2(Z) if
(1) f satisfies
f
(
az + b
cz + d
)
= (cz + d)kf(z) (1.15)
for all γ =
(
a b
c d
)
∈ SL2(Z), and
(2) f is holomorphic at ∞.
We will explain what it means for f to be holomorphic at ∞ in the following. Since f satisfies
(1.15) for all γ ∈ SL2(Z), it satisfies (1.15) for T =
(
1 1
0 1
)
specifically, i.e., f(x+1) = f(x). Thus,
f is periodic with period 1 and has a Fourier expansion in a neighborhood of the origin:
f(q) =
∑
n∈Z
anq
n, with q := e2piiz.
If an = 0 for n < 0, then we say f is holomorphic at ∞. If an = 0 for n < −N for some positive
integer N , we say f is meromorphic at ∞.
Let N be a positive integer. The principal congruence subgroup of level N is
Γ(N) =
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(
1 0
0 1
)
(mod N)
}
.
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Definition 1.9. A subgroup Γ of SL2(Z) is a congruence subgroup if Γ(N) ⊂ Γ for some
N ∈ Z+, in which case Γ is a congruence subgroup of level N .
The following are two important congruence subgroups:
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(
∗ ∗
0 ∗
)
(mod N)
}
and
Γ1(N) =
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(
1 ∗
0 1
)
(mod N)
}
.
We have
Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) ⊂ SL2(Z) = Γ(1).
Now, for γ =
(
a b
c d
)
∈ Γ(1) and any integer k, we define the weight-k operator [γ]k on functions
f : H→ C by
(f [γ]k)(z) = (cz + d)
−kf(γz), z ∈ H.
We also say f is weight-k invariant under a congruence subgroup Γ if
f [γ]k = f for all γ ∈ Γ.
Now we can define a modular form of weight k with respect to a congruence subgroup. To
avoid some technical details, we restrict our congruence subgroups to those that contain Γ1(N)
throughout this chapter.
Definition 1.10. Let Γ be a congruent subgroup of Γ(1) and let k be an integer. A holomorphic
function f : H→ C is a modular form of weight k with respect to Γ if
(1) f is weight-k invariant under Γ,
(2) f [γ]k is holomorphic at ∞ for all γ ∈ Γ(1).
Note: We say f [γ]k is holomorphic at ∞ if the Fourier expansion of f [γ]k (over q1/N ) has
coefficients an = 0 for n < 0. Condition (2) above is sometimes phrased f is holomorphic at all
cusps. If in addition, a0 = 0 in the Fourier expansion of f [γ]k for all γ ∈ Γ(1), then f is a cusp
form of weight k with respect to Γ.
We denote the set of modular forms and cusp forms of weight k with respect to Γ by Mk(Γ) and
Sk(Γ) respectively. The set Mk(Γ) of modular forms of weight k with respect to Γ forms a vector
space over C and the set Sk(Γ) forms a vector subspace of Mk(Γ). Even more, Mk(Γ) forms a finite
dimensional vector space. The dimension formulas can be found, for example, in [17, Chapter 6].
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Proposition 1.11. Let k and l be integers and Γ be some congruence subgroup of Γ(1). If f ∈
Mk(Γ) and g ∈Ml(Γ), then fg ∈Mk+l(Γ).
Now, for each Dirichlet character χ modulo N , define the χ-eigenspace of Mk(Γ1(N)),
Mk(N,χ) = {f ∈Mk(Γ1(N)) : f [γ]k = χ(dγ)f for all γ ∈ Γ0(N)}.
Here dγ denotes the lower right entry of γ. In particular, the eigenspace Mk(N,1N ) is Mk(Γ0(N))
where 1N denotes the principal character modulo N . Note that Mk(N,χ) is just {0} unless χ(−1) =
(−1)k. It is also true that Mk(Γ1(N)) decomposes as the direct sum of the eigenspaces,
Mk(Γ1(N)) =
⊕
χ
Mk(N,χ).
Proposition 1.12. Let k and l be integers. Let N be a positive integer, χ and ψ be Dirichlet
characters modulo N . If f ∈Mk(N,χ) and g ∈Ml(N,ψ), then fg ∈Mk+l(N,χψ).
From the definition of modular forms of weight k with respect to a congruence subgroup, we
can see that Mk(Γ1(N)) ⊃Mk(Γ0(N)). We will now introduce an operator, called Hecke operator,
on the larger space Mk(Γ1(N)). Denote GL
+
2 (Q) the group of 2-by-2 matrices with rational entries
and positive determinant. We define the following.
Definition 1.13. For congruence subgroups Γ1 and Γ2 of Γ(1) and α ∈ GL+2 (Q), the weight-k
Γ1αΓ2 operator takes functions f ∈Mk(Γ1) to
f [Γ1αΓ2]k =
∑
j
f [βj ]k
where {βj} are orbit representatives, i.e., Γ1αΓ2 =
⋃
j Γ1βj is a disjoint union.
The double coset operator is well defined, i.e., it is independent of how the βj are chosen. It
takes modular forms with respect to Γ1 to modular forms with respect to Γ2,
[Γ1αΓ2]k : Mk(Γ1)→Mk(Γ2).
It also takes cusp forms to cusp forms,
[Γ1αΓ2]k : Sk(Γ1)→ Sk(Γ2).
Now, the pth Hecke operator is a weight-k double coset operator [Γ1αΓ2]k where Γ1 = Γ2 = Γ1(N),
with
α =
(
1 0
0 p
)
, p prime.
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This operator is denoted Tp. Thus,
Tp : Mk(Γ1(N))→Mk(Γ1(N)), p prime
is given by
Tpf = f [Γ1(N)
(
1 0
0 p
)
Γ1(N)]k.
To describe the effect of Tp on Fourier coefficients, see the following [5, Proposition 5.2.2].
Proposition 1.14. Let f ∈Mk(Γ1(N)) with a Fourier expansion
f(z) =
∞∑
n=1
an(f)q
n, q = e2piiz.
Let χ be a Dirichlet character modulo N . If f ∈ Mk(N,χ), then also Tpf ∈ Mk(N,χ), and its
Fourier expansion is
Tpf(z) =
∞∑
n=1
anp(f)q
n + χ(p)pk−1
∞∑
n=1
an(f)q
np.
For an arbitrary positive integer n, Tn can be defined inductively if n is a prime power and
multiplicatively for all n. To keep it simple, we will not include the definition here. A non-zero
modular form f ∈Mk(Γ1(N)) is called a Hecke eigenform if it is a simultaneous eigenform for the
Hecke operators Tn for all n ∈ Z+, i.e., for each n ∈ Z+,
Tnf = cnf,
for some cn ∈ C.
Now, we will introduce an inner product on the space of cusp forms Sk(Γ1(N)). Define the
hyperbolic measure on the upper half plane,
dµ(τ) =
dxdy
y2
, τ = x+ iy ∈ H.
For a congruence subgroup Γ of Γ(1), we define the modular curve Y (Γ) as the quotient space of
orbits under Γ,
Y (Γ) = Γ \ H = {Γτ : τ ∈ H}.
To compactify the modular curve Y (Γ) = Γ \ H, define H∗ = H ∪Q ∪ {∞} and take the extended
quotient
X(Γ) = Γ \ H∗ = Y (Γ) ∪ Γ \ (Q ∪ {∞}).
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Define the volume of X(Γ) to be
VΓ =
∫
X(Γ)
dµ(τ)
Now, we are ready to define the inner product on cusp forms.
Definition 1.15. Let Γ ⊂ Γ(1) be a congruence subgroup. The Petersson inner product,
〈·, ·〉Γ : Sk(Γ)× Sk(Γ)→ C,
is given by
〈f, g〉Γ = 1
VΓ
∫
X(Γ)
f(τ)g(τ)(=(τ))kdµ(τ).
The following theorem (see [5, Theorem 5.5.4]) tells us the existence of an orthogonal basis of
Hecke eigenforms.
Theorem 1.16. The space Sk(Γ1(N)) has an orthogonal basis of simultaneous eigenforms for the
Hecke operators {Tn : (n,N) = 1}.
Before we move to half integral weight modular forms, we want to introduce the L-functions
of modular forms of integral weight. For a modular form f =
∑∞
n=0 anq
n ∈ Mk(Γ1(N)) and a
Dirichlet character χ, the associated L-functions are defined as the analytic continuations of
L(s, f) =
∞∑
n=0
ann
−s, L(s, f, χ) =
∞∑
n=0
χ(n)ann
−s.
Convergence of L(s, f) in a half plane of s-values follows from estimating the Fourier coefficients
of f . We give the following proposition (see [5, Proposition 5.9.1]).
Proposition 1.17. If f ∈ Mk(Γ1(N)) is a cusp form, then L(s, f) converges absolutely for all
s with <(s) > k/2 + 1. If f is not a cusp form, then L(s, f) converges absolutely for all s with
<(s) > k.
We will now introduce half integral weight modular forms (see [13]). To define these forms, we
let
(
c
d
)
be the Kronecker symbol and define the symbol d. Define d, for odd d, by
d :=
1 if d ≡ 1 (mod 4),i if d ≡ 3 (mod 4).
Here, we let
√
z be the branch of the square root having argument in (−pi/2, pi/2]. Hence, √z
is a holomorphic function on the complex plane with negative real axis removed.
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Definition 1.18. Suppose that λ is a nonnegative integer and that N is a positive integer. Fur-
thermore, suppose that χ is a Dirichlet character modulo 4N . A meromorphic function g(z) on H
is called a meromorphic half-integral weight modular form with Nebentypus χ and weight
λ+ 12 if it is meromorphic at the cusps of Γ0(4N), and if
g
(
az + b
cz + d
)
= χ(d)
[( c
d
)]2λ+1
−1−2λd (cz + d)
λ+ 1
2 g(z)
for all
(
a b
c d
)
∈ Γ0(4N). If g(z) is holomorphic on H and at the cusps of Γ0(4N), then g(z) is
referred to as a (holomorphic) half-integral weight modular form.
We denote the C-vector space of weight λ+ 12 modular forms on Γ0(4N) with Nebentypus χ by
Mλ+ 1
2
(Γ0(4N), χ).
If χ is the trivial character modulo 4N , then we use the notation
Mλ+ 1
2
(Γ0(4N)).
The theta-function θ0(τ) given by the Fourier series
θ0(τ) :=
∞∑
n=−∞
qn
2
= 1 + 2q + 2q4 + 2q9 + · · · , q = e2piiτ ,
provides the first example of a half integral weight modular form. See [13, Proposition 1.31].
Proposition 1.19. We have that
θ0(τ) ∈M 1
2
(Γ0(4)).
The idea of a half integral weight modular form is that when you square it, it becomes an
integral weight modular form. In this case, θ0(z)
2 is a modular form of weight one.
In [2], Cohen defined some numbers, denoted by H(k,N), with k and N non-negative integers.
We call them Cohen’s numbers here. They are equal to values of Dirichlet L-functions at negative
integers, up to some constant multiples. More importantly, they are coefficients of certain modular
forms of half integral weight.
Let k and N be non-negative integers with k ≥ 1. For N ≥ 1, we define
h(k,N) =
(−1)[k/2](k − 1)!Nk−1/221−kpi−kL(k, χ(−1)kN ) if (−1)kN ≡ 0 or 1 (mod 4),0 if (−1)kN ≡ 2 or 3 (mod 4), (1.16)
where we write χD for the character χD(d) =
(
D
d
)
.
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Define
H(k,N) =

∑
d2|N h(k,N/d
2) if (−1)kN ≡ 0 or 1 (mod 4), N > 0,
ζ(1− 2k) if N = 0,
0 otherwise.
(1.17)
A few facts (see [2]) about Cohen’s numbers are:
a) H(k,N) are rational numbers.
b) If D = (−1)rN is a fundamental discriminant,
H(k,N) = L(1− k, χD).
c) More generally if we set (−1)kN = Df2 with a fundamental discriminant D, we have
H(k,N) = L(1− k, χD)
∑
d|f
µ(d)χD(d)d
k−1σ2k−1(f/d),
where µ is the Mo¨bius function and σx is the sum of positive divisors to the x-th power function.
Now, set
Hk(τ) =
∑
N≥0
H(k,N)qN with q = e2piiτ .
Then we have the following theorem (see [2, Theorem 3.1]),
Theorem 1.20. For k ≥ 2, Hk(τ) ∈Mk+1/2(Γ0(4)).
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CHAPTER 2
SUMS OF QUADRATIC FUNCTIONS WITH TWO
DISCRIMINANTS
2.1 Introduction
Let QD be the set of all quadratic functions Q = ax
2 + bx + c = [a, b, c] with integer coefficients
and of non-square discriminant D = b2 − 4ac > 0. For an even positive integer k ≥ 2, Zagier [21]
defines the function Fk,D : R→ R by
Fk,D(x) :=
∑
Q∈QD
a<0<Q(x)
Q(x)k−1
and investigates its striking properties, including the following:
• For fixed D and k, with k small, the function Fk,D(x) is constant.
• For fixed D and k, Fk,D(x), being a periodic function, has an average value related to values
of the Riemann zeta function and Dirichlet L-functions.
• For a fixed k and a fixed input x, Fk,D(x) are coefficients of a half integral weight modular
form as D varies.
The construction raises an obvious question, what happens if k is odd: the function Fk,D(x)
fails to have all these properties then. In [21, Section 9], Zagier explains how one can gain the extra
freedom and allow k to be odd: he suggests to consider a symmetrization
Fk,A(x) :=
∑
Q∈A
a<0<Q(x)
Q(x)k−1 + (−1)k
∑
Q∈−A
a<0<Q(x)
Q(x)k−1
where the summation is restricted to quadratic forms in one equivalence class A ⊂ QD which is an
orbit in QD under the action of PSL2(Z), and
−A = {−Q | Q ∈ A} .
However, restricting to one class A does not allow for a generalization to odd k of one of important
properties of Fk,D(x) which is discussed in [21, Section 14]. Namely, one can define a constant Fk,0
such that for every x, for even k ≥ 2, the generating function Fk,0 +
∑
D Fk,D(x)q
D, where the sum
is taken over all discriminants D > 0, is the q-expansion of a modular form of weight k+ 1/2. The
functions Fk,D(x) are 1-periodic, and their average values are calculated by Zagier in [21, Section
13
8]. These are, up to a common multiple, q-expansion coefficients of H. Cohen’s Eisenstein series
Hk(τ). In order to state the result of this calculation, we recall that
Hk(τ) = ζ(1− 2k) +
∑
(−1)kD>0
H(k, |D|)q|D| with q = exp(2piiτ) and =(τ) > 0 throughout.
The summation runs over discriminants D such that (−1)kD > 0, and H(k, |D|) denote Cohen’s
numbers as defined in the previous section. These numbers are essentially the values at nega-
tive integers of Dirichlet L-function of the quadratic character associated with the field extension
Q(
√
D)/Q.
The result of Zagier’s calculation in [21, Section 8] can now be stated as the identity
ζ(1− 2k)
ζ(1− k)
(
1
2
ζ(1− k) +
∑
D>0
∫ 1
0
Fk,D(x)dx q
D
)
=
1
2
Hk(τ) (2.1)
which holds for even k ≥ 2.
In this chapter, we present a generalization of Fk,D(x) which allows us to produce an exact
analogue of (2.1) for odd k.
Let D be any discriminant, d be a fundamental discriminant such that ∆ := Dd > 0. For a
quadratic form Q = ax2 + bx+ c = [a, b, c] with integer coefficients and of discriminant
b2 − 4ac = ∆,
the value of the genus character χd(Q) is defined (cf. [7]) by
χd(Q) =
0 if (a, b, c, d) > 1,(d
r
)
if (a, b, c, d) = 1,
where r is an integer represented by Q (i.e., there exists an integer n such that an2 + bn + c = r)
with (r, d) = 1. Such an r exists and the value of
(
d
r
)
is independent of the choice of r.
We now assume that k > 1 is an integer, and
sign d = signD = (−1)k.
We define
Fk,D,d(x) :=
∑
Q∈Q∆
a<0<Q(x)
χd(Q)Q(x)
k−1.
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Note that our Fk,D,d(x) generalizes Zagier’s Fk,D(x) directly. Namely, for even k > 1, we have
Fk,D,1(x) = Fk,D(x).
In section 2.2, we will show some basic properties of our functions Fk,D,d(x), including 1-
periodicity and continuity for k > 1, using the same argument as in [21], and thus their average
values make sense. The main result of this chapter is the following generalization of (2.1).
Theorem 2.1. For an integer k > 1, and a fundamental discriminant d such that sign d = (−1)k,
ζ(1− 2k)
H(k, |d|)
1
2
H(k, |d|) +
∑
(−1)kD>0
∫ 1
0
Fk,D,d(x)dx q
|D|
 = 1
2
Hk(τ).
It is quite natural to ask about the boundary case k = 1. It follows from [9] that F1,D,d(x) is
defined if and only if x is rational, so no averaging is possible. At the same time, the series H1 is
not modular (see [2, 19]). Thus, there is no direct analogue for Theorem 2.1 for k = 1. We prove
that F1,D,d(x) is zero in the following theorem.
Theorem 2.2. For a fundamental discriminant d < 0 and a discriminant D < 0 with Dd being
non-square, and x ∈ Q, we have that
F1,D,d(x) = 0.
The proof of Theorem 2.1 is presented in Section 2.3. Equality of constant terms of q-series in
Theorem 2.1 follows directly from the definition of Cohen’s numbers H(k,N) in [2]. Thus Theorem
2.1 is equivalent to the term-by-term identity∫ 1
0
Fk,D,d(x)dx =
H(k, |D|)H(k, |d|)
2ζ(1− 2k) , (2.2)
and that is what we prove in Section 2.3. This proof depends on two technical propositions (Propo-
sition 2.7 and 2.8 in Section 2.4) which claim a decomposition of a certain Dirichlet series into an
Euler product, and calculate its Euler factors. The proofs of these propositions are presented in
Section 2.4 of the chapter.
The value of the the genus character χd(Q) = χd(A) depends only on the class A ∈ Q∆ such
that Q ∈ A, not on the individual form Q (see [7] for details). It follows that
Fk,D,d(x) =
∑
A
χd(A)F ∗k,A(x), (2.3)
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where the sum is taken over all classes A of quadratic forms of discriminant ∆, and
F ∗k,A(x) =
∑
Q∈A
a<0<Q(x)
Q(x)k−1.
The functions F ∗k,A(x) are introduced and briefly discussed in [21, Section 9]. In particular, since
F ∗k,A(x) are periodic functions with period 1, so are our Fk,D,d(x), and the integrals in the left of
(2.2) may be interpreted as average values of these functions.
In Section 2.5, we address the case when k = 1.
2.2 Basic Properties of Fk,D,d(x)
First of all, we want to explain that the function Fk,D,d(x) is well-defined for any integer k > 1.
Then we will talk about several properties of Fk,D,d(x).
We will quote the following properties (see [7, Proposition 1]) of the genus character that we
will use in this chapter.
Proposition 2.3. Let D be a discriminant and d be a fundamental discriminant with ∆ = Dd.
Let Q = [a, b, c] ∈ Q∆. Denote χd the genus character on Q∆. Then
(1) (Multiplicativity)
χd([a, b, c]) = χd([a1, b, ca2])χd([a2, b, ca1]) if a = a1a2 and (a1, a2) = 1. (2.4)
(2) (Invariance under the Fricke involution):
χd([a, b, c]) = χd([c,−b, a]). (2.5)
(3) (Explicit formula)
χd([a, b, c]) =
(
d1
a
)(
d2
c
)
(2.6)
for any splitting d = d1d2 of d into discriminants (necessarily fundamental and coprime) and
(d1, a) = (d2, c) = 1.
From the third property above, if (a, b, c, d) = 1, we can derive
χd([a,−b, c]) =
(
1
a
)(
d
c
)
= χd([a, b, c]), (2.7)
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and
χd([−a,−b,−c]) =
(
1
−a
)(
d
−c
)
=
(
1
a
)(
d
c
)(
d
−1
)
=
(
d
−1
)
χd([a, b, c])
=
χd([a, b, c]) if d > 0,−χd([a, b, c]) if d < 0. (2.8)
Throughout the chapter, denote ∆ = Dd. We know that
∑
Q∈Q∆
a<0<Q(x)
χd(Q)Q(x)
k−1 is a finite sum
if and only if x ∈ Q (see [9]). Thus, Fk,D,d(x) is well-defined for rational x. We consider∑
Q∈Q∆
a<0<Q(x)
|χd(Q)Q(x)k−1| ≤
∑
Q∈Q∆
a<0<Q(x)
Q(x)k−1 = Fk,∆(x).
We know that Fk,∆(x) converges for even k as shown in [21], but the same reasoning works for odd
k as well. Thus, Fk,D,d(x) converges for all x ∈ R for any k > 1.
In fact, our function Fk,D,d(x) is continuous. With the same reasoning in [21], the sum∑
Q∈Q∆
a<0<Q(x)
χd(Q)Q(x)
k−1 converges uniformly for all x for k > 2. For k = 2, we know that F2,D,d(x)
is a linear combination of F2,Ai(x) where Ai are equivalence classes of Q∆ under the action of
PSL2(Z). Since F2,Ai(x) are constant functions, F2,D,d(x) is a constant function which is continu-
ous.
Note that in our proofs, we will use the following equivalent sum for Fk,D,d(x),
Fk,D,d(x) =
∑
Q∈Q∆
a<0<Q(x)
χd(Q)Q(x)
k−1 =
∑
Q=[a,b,c]∈Z3
b2−4ac=∆
a<0
χd(Q)[max(0, ax
2 + bx+ c)]k−1.
Although we mentioned that Fk,D,d(x) is periodic as a linear combination of periodic functions
F2,Ai(x), we will give a direct proof below.
Proposition 2.4. For any integer k > 1, let D be a discriminant and d be a fundamental discrim-
inant with (−1)kD > 0 and (−1)kd > 0. Then Fk,D,d(x) is periodic with period 1.
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Proof. Consider
Fk,D,d(x+ 1) =
∑
Q=[a,b,c]∈Z3
b2−4ac=∆
a<0
χd(Q)[max(0, a(x+ 1)
2 + b(x+ 1) + c)]k−1
=
∑
Q=[a,b,c]∈Z3
b2−4ac=∆
a<0
χd(Q)[max(0, ax
2 + (2a+ b)x+ (a+ b+ c))]k−1.
Let A = a, B = 2a+ b and C = a+ b+ c. Then B2 − 4AC = (2a+ b)2 − 4a(a+ b+ c) = b2 − 4ac.
Also, χd([a, b, c]) = χd([A,B,C]) because χd is invariant under the action of SL2(Z). Thus,
Fk,D,d(x+ 1) =
∑
Q=[A,B,C]∈Z3
B2−4AC=∆
A<0
χd(Q)[max(0, Ax
2 +Bx+ C)]k−1 = Fk,D,d(x)
as required.
As an analogue of [21, Theorem 3], we will prove the following theorem.
Theorem 2.5. Let k be a positive integer. Let D be a discriminant and d be a fundamental
discriminant such that (−1)kD > 0 and (−1)kd > 0. Suppose ∆ = Dd is not a perfect square. The
function Fk,D,d : R→ R defined by
Fk,D,d(x) :=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
χd(Q)[max(0, ax
2 + bx+ c)]k−1
is a linear combination, with coefficients depending on D, d and k, of a finite collection of functions
depending only on k.
Proof. Consider
x2k−2Fk,D,d
(
1
x
)
− Fk,D,d(x)
=x2k−2
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
χd(Q)
[
max
(
0, a
(
1
x
)2
+ b
(
1
x
)
+ c
)]k−1
−
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
χd(Q)[max(0, ax
2 + bx+ c)]k−1
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
χd(Q)[max(0, a+ bx+ cx
2)]k−1 −
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
χd(Q)[max(0, ax
2 + bx+ c)]k−1
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=
∑
[a,b,c]∈Z3
b2−4ac=Dd
c<0
χd([c, b, a])[max(0, ax
2 + bx+ c)]k−1 −
∑
[a,b,c]∈Z3
b2−4ac=Dd
a<0
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1
=
∑
[a,b,c]∈Z3
b2−4ac=Dd
c<0
χd([a,−b, c])[max(0, ax2 + bx+ c)]k−1 −
∑
[a,b,c]∈Z3
b2−4ac=Dd
a<0
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1
=
∑
[a,b,c]∈Z3
b2−4ac=Dd
c<0
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1 −
∑
[a,b,c]∈Z3
b2−4ac=Dd
a<0
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1
=
∑
[a,b,c]∈Z3
b2−4ac=Dd
c<0<a
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1 −
∑
[a,b,c]∈Z3
b2−4ac=Dd
a<0<c
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1
(the terms with a and c both negative in the two sums cancel;
also note that ac can never vanish since Dd is not a square.)
=
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1
−
∑
[a,b,c]∈Z3
b2−4ac=Dd
a<0<c
χd([a, b, c])[−min(0,−ax2 − bx− c)]k−1
=
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1
− (−1)k−1
∑
[a,b,c]∈Z3
b2−4ac=Dd
a<0<c
χd([a, b, c])[min(0,−ax2 − bx− c)]k−1
=
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1
(−1)k
∑
[a,b,c]∈Z3
b2−4ac=Dd
a<0<c
(−1)kχd([−a,−b,−c])[min(0,−ax2 − bx− c)]k−1
=
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1
+
∑
[a,b,c]∈Z3
b2−4ac=Dd
a<0<c
χd([−a,−b,−c])[min(0,−ax2 − bx− c)]k−1
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=
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])[max(0, ax
2 + bx+ c)]k−1 +
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])[min(0, ax
2 + bx+ c)]k−1
=
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])(ax
2 + bx+ c)k−1.
Define Pk,D,d(x) :=
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])(ax
2 + bx + c)k−1. Now, Pk,D,d(x) belongs to the (finite-
dimensional) vector space M+2k−2 of all polynomials satisfying the functional equation P (x+ 1) =
P (x)+x2k−2P
(
1 + 1x
)
. In fact, dimM+2k−2 = dimM2k(Γ(1)), the dimension of the space of modular
forms of weight 2k on Γ(1) (see [21]). Thus,
dimM+2k−2 =

[
2k
12
]
, if 2k ≡ 2 (mod 12),[
2k
12
]
+ 1, otherwise
=

[
k
6
]
, if k ≡ 1 (mod 6),[
k
6
]
+ 1, otherwise.
It follows that Fk,D,d(x) is a linear combination of finitely many (≤ dimM+2k−2) functions of x
depending only on k, the coefficients being simply the coordinates of the polynomial Pk,D,d(x)
with respect to some fixed basis of a subspace of M+2k−2. In fact, consider Fk,D,d(x) and the
corresponding Pk,D,d(x). Since any subspace of M
+
2k−2 is a finite dimensional space, there are
finitely many values of Di such that the corresponding functions Pk,Di,d span the subspace. Then
Pk,D,d(x) = a1Pk,D1,d(x) + · · · + anPk,Dn,d(x). Now consider the function F (x) = Fk,D,d(x) −
(a1Fk,D1,d(x)+· · ·+anFk,Dn,d(x)). We can see that x2k−2F
(
1
x
)−F (x) = Pk,D,d(x)−(a1Pk,D1,d(x)+
· · · + anPk,Dn,d(x)) = 0. Thus, x2k−2F
(
1
x
)
= F (x). Also, F (x + 1) = F (x). Since F (0) =
Fk,D,d(0)−(a1Fk,D1,d(0)+ · · ·+anFk,Dn,d(0)) = −Pk,D,d(0)+(a1Pk,D1,d(0)+ · · ·+anPk,Dn,d(0)) = 0,
we can deduce that F (x) = 0 for all x ∈ R.
Now, we will give a direct proof that Fk,D,d(x) is a constant function for small k.
Theorem 2.6. For k = 2, 3, 4, 5 and 7, Fk,D,d(x) is a constant function for any discriminant D
and fundamental discriminant d with Dd not a perfect square, (−1)kD > 0 and (−1)kd > 0.
Proof. For k = 2, 4, we know that Fk,D,d(x) is constant because it is a linear combination of constant
functions. Now, we will show that it is constant for k = 3, 5 and 7 directly although Zagier claimed
that for those odd k, Fk,A(x) are constant functions with A any equivalent class of quadratic forms
with discriminant Dd.
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First of all, note that Pk,D,d(x) is a polynomial of degree 2k − 2. It is even and anti-invariant
under Pk,D,d(x) 7→ x2k−2Pk,D,d
(
1
x
)
since
x2k−2Pk,D,d
(
1
x
)
= x2k−2
(
1
x2k−2
Fk,D,d(x)− Fk,D,d
(
1
x
))
= Fk,D,d(x)− x2k−2Fk,D,d
(
1
x
)
= −Pk,D,d(x).
Let k = 3. We have
x4F3,D,d
(
1
x
)
− F3,D,d(x) = P3,D,d(x) =
∑
[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
χd([a, b, c])(ax
2 + bx+ c)2.
The right-hand side is a polynomial of degree 4, even, and anti-invariant under P3,D,d(x) 7→
x4P3,D,d(
1
x), so it must have the form P3,D,d(x) = αD,dx
4 − αD,d. Since P3,D,d(0) = F3,D,d(0),
we have P3,D,d(x) = F3,D,d(0)x
4 − F3,D,d(0). Now let F 03,D,d(x) = F3,D,d(x) − F3,D,d(0). Thus, the
function F 03,D,d(x) vanishes for x = 0 and satisfies the functional equations F
0
3,D,d(x+1) = F
0
3,D,d(x)
and x4F 03,D,d(1/x) = F
0
3,D,d(x). It follows that F
0
3,D,d(x) = 0 for all rational x. Since F
0
3,D,d(x) is
continuous, F 03,D,d(x) = 0 for all real x. This shows F3,D,d(x) is a constant function.
For k = 5, we have P5,D,d(x) = γD,dx
8 + γ′D,dx
6 − γ′D,dx2 − γD,d where γD,d = F5,D,d(0) and
γ′D,d is some constant. Consider
P5,D,d(x+ 1)− P5,D,d(x) =(x+ 1)8F5,D,d
(
1
x+ 1
)
− F5,D,d(x+ 1)− x8F5,D,d
(
1
x
)
+ F5,D,d(x)
=(x+ 1)8F5,D,d
(
1
x+ 1
)
− x8F5,D,d
(
1
x
)
=(x+ 1)8F5,D,d
(
1− 1
x+ 1
)
− x8F5,D,d
(
1
x
+ 1
)
=x8
[(
1
x
+ 1
)8
F5,D,d
(
1
1
x + 1
)
− F5,D,d
(
1
x
+ 1
)]
=x8P5,D,d
(
1
x
+ 1
)
.
Since x8 − 1 satisfies P (x+ 1)− P (x) = x8P ( 1x + 1) but x6 − x2 does not, we have γ′D,d = 0 and
P5,D,d(x) = γD,dx
8−γD,d. With the same argument, it follows that F5,D,d(x) is a constant function.
For k = 7, P7,D,d(x) = δD,d(x
12− 1) + δ′D,d(x10−x2)− δ′′D,d(x8−x4) where δD,d = F7,D,d(0) and
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δ′D,d, δ
′′
D,d are some constants. We have
P7,D,d(x+ 1)− P7,D,d(x) = x12P7,D,d
(
1
x
+ 1
)
Write δ′ = δ′D,d and δ
′′ = δ′′D,d. Now substitute P7,D,d(x) = δD,d(x
12 − 1) + δ′D,d(x10 − x2) +
δ′′D,d(x
8 − x4) into this equation; we get
(−8δ′ − 4δ′′)x11 + (−44δ′ − 22δ′′)x10 + (−110δ′ − 52δ′′)x9 + (−165δ′ − 69δ′′)x8+
(−132δ′ − 48δ′′)x7 + (132δ′ + 48δ′′)x5 + (165δ′ + 69δ′′)x4 + (110δ′ + 52δ′′)x3+
(44δ′ + 22δ′′)x2 + (8δ′ + 4δ′′)x = 0.
This implies δ′ = δ′′ = 0. Thus, P7,D,d(x) = δD,d(x12 − 1). With the same argument, F7,D,d(x) is
constant.
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2.3 Proof of Theorem 2.1
In this section, we prove Theorem 2.1.
All we need is to prove (2.2). As in [21, Section 8], we have∫ 1
0
Fk,D,d(x)dx =
∑
Q=[a,b,c]∈QDd/Γ∞
a<0
χd(Q)βk(Q),
where βk(Q) :=
∫∞
−∞[max(0, Q(x))]
k−1dx. We evaluate this integral using the substitution x =
−b+t√Dd
2a with dx =
√
Dd
2a dt:
βk(Q) : =
∫ ∞
−∞
[max(0, Q(x))]k−1dx
=
∫ −∞
∞
max
0, a(−b+ t√Dd
2a
)2
+ b
(
−b+ t√Dd
2a
)
+ c
k−1 √Dd
2a
dt
=
∫ ∞
−∞
[
max
(
0,
(
b2 − 2bt√Dd+ t2Dd
4a
+
−b2 + bt√Dd
2a
+ c
))]k−1 √
Dd
2|a| dt
=
∫ ∞
−∞
[
max
(
0,
(
b2
4a
− bt
√
Dd
2a
+
t2Dd
4a
+
−b2
2a
+
bt
√
Dd
2a
+ c
))]k−1 √
Dd
2|a| dt
=
∫ ∞
−∞
[
max
(
0,
(
t2Dd
4a
+
4ac− b2
4a
))]k−1 √
Dd
2|a| dt
=
∫ ∞
−∞
[
max
(
0,
(
(t2 − 1)Dd
4a
))]k−1 √
Dd
2|a| dt
=
∫ 1
−1
(
(1− t2)Dd
4|a|
)k−1 √
Dd
2|a| dt
=
∫ 1
−1
(1− t2)k−1(Dd)k− 12
22k−1|a|k dt
=
(Dd)k−
1
2
22k−1|a|k
∫ 1
−1
(1− t2)k−1dt
= (Dd)k−
1
2 |a|−kck with ck := 1
22k−1
∫ 1
−1
(1− t2)k−1dt = 1
22k−1
Γ(k)Γ(12)
Γ(k + 12)
.
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It follows that∫ 1
0
Fk,D,d(x)dx = ck|Dd|k−1/2
∑
Q=[a,b,c]∈QDd/Γ∞
a<0
χd(Q)
|a|k
= ck|Dd|k−1/2
∞∑
n=1
 ∑
0≤b≤2n−1
b2≡Dd (mod 4n)
χd
([
−n, b, Dd− b
2
4n
]) 1nk .
Proposition 2.7. Let k > 1 be an integer. Let d be a fundamental discriminant and D be a
discriminant such that (−1)kd > 0 and (−1)kD > 0. For a positive integer n, let
ND,d(n) :=
∑
0≤b≤2n−1
b2≡Dd (mod 4n)
χd
([
−n, b, Dd− b
2
4n
])
.
The function (−1)kND,d : N→ Z is multiplicative.
We postpone a proof of Proposition 2.7 until Section 2.4, and continue with our proof of Theo-
rem 2.1.
Proposition 2.7 allows us to write an Euler product expansion for the series
∑∞
n=1(−1)kND,d(n)n−k
with absolutely convergence, and we have that∫ 1
0
Fk,D,d(x)dx = ck|Dd|k−1/2
∞∑
n=1
ND,d(n)
nk
= (−1)kck|Dd|k−1/2
∞∑
n=1
(−1)kND,d(n)
nk
= (−1)kck|Dd|k−1/2
∏
p
∞∑
n=0
(−1)kND,d(pn)
pnk
.
Our next proposition calculates the Euler factors in the above product.
Proposition 2.8. Let p be a prime. Let D = D0f
2 with a fundamental discriminant D0. Let e ≥ 0
be the integer defined by pe||f . Then
∞∑
n=0
(−1)kND,d(pn)
pnk
=
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) 1
(pe)2k−1
(
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
)
,
(2.9)
where we adopt the usual convention σ2k−1(1/p) = 0.
We postpone a proof of Proposition 2.8 until Section 2.4, and continue with our proof of Theo-
rem 2.1.
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Assume thatD = D0f
2 with a fundamental discriminantD0, and let f =
∏m
i=1 p
ei
i . An inductive
argument on the number of prime factors of f allows us to conclude that
1
f2k−1
∑
r|f
µ(r)
(
D0
r
)
rk−1σ2k−1
(
f
r
)
=
m∏
i=1
1
(peii )
2k−1
(
σ2k−1(peii ) + µ(pi)
(
D0
pi
)
pk−1i σ2k−1(p
ei−1
i )
)
.
We take this equality into the account and use Proposition 2.8 to find that∫ 1
0
Fk,D,d(x)dx
=(−1)kck|Dd|k−1/2
∏
p
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
)
 1
f2k−1
∑
r|f
µ(r)
(
D0
r
)
rk−1σ2k−1
(
f
r
)
=(−1)kck|Dd|k−1/2LD0(k)Ld(k)
1
ζ(2k)
1
f2k−1
∑
r|f
µ(r)
(
D0
r
)
rk−1σ2k−1
(
f
r
)
=(−1)kck|D0d|k−1/2LD0(k)Ld(k)
1
ζ(2k)
∑
r|f
µ(r)
(
D0
r
)
rk−1σ2k−1
(
f
r
)
.
If k is even,∫ 1
0
Fk,D,d(x)dx = ck|D0d|k−1/2 ζD0(k)
ζ(k)
ζd(k)
ζ(k)
1
ζ(2k)
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
ck|D0|k−1/2 ζD0 (k)ζ(2k) · ck|d|k−1/2 ζd(k)ζ(2k)
ck
ζ(k)2
ζ(2k)
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
ζD0 (1−k)
2ζ(1−2k) · ζd(1−k)2ζ(1−2k)
ζ(1−k)2
2ζ(1−2k)
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
ζD0 (1−k)
ζ(1−k) · ζd(1−k)ζ(1−k)
2ζ(1− 2k)
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
LD0(1− k)Ld(1− k)
2ζ(1− 2k)
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
H(k, |D0|)H(k, |d|)
2H(k, 0)
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
H(k, |D|)H(k, |d|)
2H(k, 0)
.
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If k is odd,∫ 1
0
Fk,D,d(x)dx = (−1)kck|D0d|k−1/2LD0(k)Ld(k)
1
ζ(2k)
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
= (−1)kck|D0d|k−1/2
pik−
1
2 Γ
(
1− k2
)
|D0|k− 12 Γ
(
k+1
2
) · pik− 12 Γ (1− k2)|d|k− 12 Γ (k+12 ) ·
L(1− k, χD0)L(1− k, χd)
ζ(2k)
·
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
= (−1)kck
pi2k−1Γ
(
1− k2
)2
Γ
(
k+1
2
)2 · L(1− k, χD0)L(1− k, χd)ζ(2k) ·∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
(−1)kpi2k−1
22k−1
· Γ(k)Γ
(
1
2
)
Γ
(
1− k2
)2
Γ
(
k + 12
)
Γ
(
k+1
2
)2 · Γ(k)
pi2k−
1
2 Γ
(
1
2 − k
)
ζ(1− 2k)
L(1− k, χD0)L(1− k, χd)
·
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
(−1)k
22k−1
· Γ(k)
2Γ
(
1− k2
)2
Γ
(
k + 12
)
Γ
(
k+1
2
)2
Γ
(
1
2 − k
) · L(1− k, χD0)L(1− k, χd)
ζ(1− 2k)
·
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
(−1)k
22k−1
· Γ(k)
2Γ
(
1− k2
)2
(−1)kpiΓ (k+12 )2 ·
L(1− k, χD0)L(1− k, χd)
ζ(1− 2k) ·
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
1
22k−1pi
· Γ
(
1− k2
)2
Γ
(
k
2
)2
22−2kpi
· L(1− k, χD0)L(1− k, χd)
ζ(1− 2k) ·
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
1
2pi2
· pi
2
sin2
(
pik
2
) L(1− k, χD0)L(1− k, χd)
ζ(1− 2k) ·
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
L(1− k, χD0)L(1− k, χd)
2ζ(1− 2k) ·
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
H(k, |D0|)H(k, |d|)
2H(k, 0)
∑
r|f
µ(r)χD0(r)r
k−1σ2k−1
(
f
r
)
=
H(k, |D|)H(k, |d|)
2H(k, 0)
.
26
2.4 Proofs of Propositions 2.7 and 2.8
Proof of Proposition 2.7. Let n1 and n2 be two positive integers such that (n1, n2) = 1. We want
to prove that
ND,d(n1n2) = ND,d(n1)ND,d(n2).
Without loss of generality, assume that n2 is odd. Thus, (n2, 4) = 1 and (4n1, n2) = 1.
We use our definition of ND,d(n) to transform these quantities. We obtain
ND,d(n1n2) =
∑
0≤b≤2n1n2−1
b2≡Dd (mod 4n1n2)
χd
([
−n1n2, b, Dd− b
2
4n1n2
])
=
∑
0≤b≤2n1n2−1
b2≡Dd (mod 4n1n2)
χd
([
−n1, b, Dd− b
2
4n1n2
· n2
])
χd
([
n2, b,
Dd− b2
4n1n2
· (−n1)
])
=
∑
0≤b≤2n1n2−1
b2≡Dd (mod 4n1n2)
χd
([
−n1, b, Dd− b
2
4n1
])
χd
([
n2, b,−Dd− b
2
4n2
])
= (−1)k
∑
0≤b≤2n1n2−1
b2≡Dd (mod 4n1n2)
χd
([
−n1, b, Dd− b
2
4n1
])
χd
([
−n2, b, Dd− b
2
4n2
])
. (2.10)
Now consider
ND,d(n1)ND,d(n2) =
∑
0≤b1≤2n1−1
b21≡Dd (mod 4n1)
χd
([
−n1, b1, Dd− b
2
1
4n1
]) ∑
0≤b2≤2n2−1
b22≡Dd (mod 4n2)
χd
([
−n2, b2, Dd− b
2
2
4n2
])
=
∑
0≤b1≤2n1−1
b21≡Dd (mod 4n1)
0≤b2≤2n2−1
b22≡Dd (mod 4n2)
χd
([
−n1, b1, Dd− b
2
1
4n1
])
χd
([
−n2, b2, Dd− b
2
2
4n2
])
. (2.11)
Note that the sums (2.10) and (2.11) have same number of summands. Indeed, denote by v(n)
the number of solutions of b2 −Dd ≡ 0 (mod n). Then the number of summands in (2.10) is
1
2
v(4n1n2) =
1
2
v(4n1)v(n2)
while the number of summands in (2.11) is
1
2
v(4n1) · 1
2
v(4n2) =
1
2
v(4n1) · 1
2
v(4)v(n2) =
1
2
v(4n1)v(n2).
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We now establish a one-to-one correspondence between these sets of summands such that cor-
responding summands are equal.
Summands in (2.11) are numerated by pairs (b1, b2) of residues modulo 2n1 and 2n2 corre-
spondingly (which satisfy additional congruence conditions modulo 4n1 and 4n2). The Chinese
Remainder Theorem allows us to find B (unique modulo 4n1n2) such that
B ≡ b1 (mod 4n1) and B ≡ b2 (mod n2).
We now lift B to an integer, which we also denote by B such that 0 ≤ B < 4n1n2, and set
b =
B if B < 2n1n2,4n1n2 −B if B ≥ 2n1n2.
It is easy to see that the above procedure establishes a one-to-one correspondence between the sets
of summands in (2.10) and (2.11), and we now want to check that corresponding summands are
equal.
Since b ≡ ±b1 (mod 4n1), we set b = ±b1 + 4n1m = ±b1 + (2n1)(2m) for some integer m and
find that
χd
([
−n1, b1, Dd− b
2
1
4n1
])
= χd
([
−n1, b, Dd− b
2
4n1
])
.
Since b ≡ ±b2 (mod n2), we set b = ±b2 + n2m for some integer m. The congruence b22 ≡ Dd
(mod 4) implies b2 ≡ Dd (mod 2). Similarly, b2 ≡ Dd (mod 4) implies b ≡ Dd (mod 2) and b ≡ b2
(mod 2). Since n2 is odd, m must be even, m = 2m
′. Thus, b = ±b2 + n2m = ±b2 + n2(2m′) =
±b2 + 2n2(m′). Now we have
χd
([
−n2, b2, Dd− b
2
2
4n2
])
= χd
([
−n2, b, Dd− b
2
4n2
])
.
It follows that
ND,d(n1n2) = (−1)kND,d(n1)ND,d(n2),
therefore
(−1)kND,d(n1n2) = [(−1)kND,d(n1)][(−1)kND,d(n2)]
as required.
We now turn to the proof of Proposition 2.8. This proof varies slightly depending on whether
the involved quantities are or are not divisible by p. Also, the case p = 2 has to be considered
separately. In particular, we say that we are in Case 1 if p - f , and in Case 2 if p|f . In each case,
we consider the following sub-cases
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(i) p - d, p - D0
(ii) p - d, p|D0
(iii) p|d, p - D0
(iv) p|d, p|D0,
and in every sub-case we will have part (a) if p is odd, and part (b) for p = 2.
2.4.1 Case 1(i)(a)
Proof of Proposition 2.8 in Case 1(i)(a). Recall the assumptions: p - f , p - d and p - D0 with p
odd.
In case 1, since p - f , we have e = 0. Thus, the identity (2.9) reads
∞∑
n=0
(−1)kND,d(pn)
pnk
=
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) ,
which is what we need to prove.
In all cases, the main part is to compute
ND,d(p
n) =
∑
0≤b≤2pn−1
b2≡Dd (mod 4pn)
χd
([
−pn, b, Dd− b
2
4pn
])
.
Once we know ND,d(p
n) for all n ≥ 1, we can compute the series ∑∞n=0 (−1)kND,d(pn)pnk .
As long as p - d, we can use the explicit formula (2.6) for the genus character to get
χd([−pn, b, c]) =
(
d
−pn
)(
1
c
)
=
(
d
−pn
)
.
We thus have that
ND,d(p
n) =
∑
0≤b≤2pn−1
b2≡Dd (mod 4pn)
χd
([
−pn, b, Dd− b
2
4pn
])
=
(
d
−pn
) ∑
0≤b≤2pn−1
b2≡Dd (mod 4pn)
1.
We make use of notation (cf. [21, Section 8])
N∆(n) =
∑
0≤b≤2n−1
b2≡∆ (mod 4n)
1
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to obtain
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(−1)k
(
d
−pn
)
NDd(p
n)
pnk
=
∞∑
n=0
(−1)k
(
d
−1
)(
d
pn
)
NDd(p
n)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
. (2.12)
Let v(n) be the number of solutions of f(b) = b2 −Dd ≡ 0 (mod n). Since p is odd,
NDd(p
n) =
1
2
· v(4pn) = 1
2
· v(4) · v(pn) = 1
2
· 2 · v(pn) = v(pn).
If
(
d
p
)
6=
(
D
p
)
=
(
D0
p
)
, then
(
Dd
p
)
= −1, i.e., Dd is a quadratic non-residue modulo p.
Therefore v(p) = NDd(p) = 0. That implies NDd(p
n) = v(pn) = 0 for n ≥ 1, and
∞∑
n=0
(−1)kND,d(pn)
pnk
= 1 =
(1 + p−k)(1− p−k)(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
)
as required.
If
(
d
p
)
=
(
D
p
)
, then
(
Dd
p
)
= 1 and Dd is a quadratic residue modulo p. Thus, the equation
f(b) = b2−Dd ≡ 0 (mod p) has two solutions and we label them {±b1}. Then v(p) = NDd(p) = 2.
Since f ′(b) = 2b, and f ′(±b1) = ±2b1 6≡ 0 (mod p), by Hensel’s lemma (Theorem 1.7(a)) we have
NDd(p
n) = v(pn) = 2 for n ≥ 1. Thus, we get
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
= 1 +
(
d
p
)
· 2
pk
+
(
d
p2
)
· 2
p2k
+
(
d
p3
)
· 2
p3k
+ · · ·
which is a geometric series and transforms to
1 +
2
(
d
p
)
p−k
1−
(
d
p
)
p−k
=
1 +
(
d
p
)
p−k
1−
(
d
p
)
p−k
=
(
1 +
(
d
p
)
p−k
)(
1−
(
d
p
)
p−k
)
(
1−
(
d
p
)
p−k
)(
1−
(
d
p
)
p−k
)
=
(1 + p−k)(1− p−k)(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) .
as required.
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2.4.2 Case 1(i)(b)
Proof of Proposition 2.8 in Case 1(i)(b). Recall the assumptions: p - f , p - d and p - D0 with
p = 2.
As the previous part of the sub-case, we have the equation (2.12)
∞∑
n=0
(−1)kND,d(2n)
2nk
=
∞∑
n=0
(
d
2
)n
NDd(2
n)
2nk
.
Note that NDd(2
n) = 12 · v(2n+2). We will first find NDd(2) = v(8). Since D, d ≡ 1 (mod 4), we
have D, d ≡ 1 or 5 (mod 8). Note that the equation b2 −Dd ≡ 0 (mod 8) only has solutions when
d ≡ D (mod 8). Thus, if d 6≡ D (mod 8), we have NDd(2) = 0 and NDd(2n) = 0 for n ≥ 1. Then,
we have
∞∑
n=0
(−1)kND,d(2n)
2nk
= 1 =
(1 + 2−k)(1− 2−k)(
1− (D02 ) 2−k) (1− (d2) 2−k)
because
(
d
2
) 6= (D02 ). Now, if d ≡ D (mod 8), we have Dd ≡ 1 (mod 8). That means b2 ≡
Dd (mod 8) has 4 solutions, {1, 3, 5, 7} = {±1,±5}. Thus, v(8) = 4 and NDd(2) = 2. Now, we
claim that v(2n+2) = 4 for n ≥ 1, i.e., b2 ≡ Dd (mod 2m) has 4 solutions for m ≥ 3 where m = n+2.
We show this by induction. We have already shown the first case when m = 3. Suppose
{±b1,±b2} is the solution set for f(b) = b2 −Dd ≡ 0 (mod 2m) with 2 - b1, b2 and b2 = b1 + 2m−1.
Since f ′(b) = 2b ≡ 0 (mod 2), we will check which solution satisfies the equation b2 − Dd ≡
0 (mod 2m+1).
We know that b2i − Dd ≡ 0 (mod 2m) with i ∈ {1, 2}, thus b2i − Dd ≡ 0 or 2m (mod 2m+1).
Suppose b21 −Dd ≡ b22 −Dd (mod 2m+1). Then,
b21 ≡ b22 (mod 2m+1)
⇐⇒b21 − b22 ≡ 0 (mod 2m+1)
⇐⇒(b1 + b2)(b1 − b2) ≡ 0 (mod 2m + 1)
⇐⇒(b1 + b1 + 2m−1)(−2m−1) ≡ 0 (mod 2m+1)
⇐⇒2b1 + 2m−1 ≡ 0 (mod 22)
⇐⇒2b1 ≡ 0 (mod 22)
⇐⇒b1 ≡ 0 (mod 2)
which is a contradiction.
Thus, we have either b21 −Dd ≡ 0 (mod 2m+1) or b22 −Dd ≡ 0 (mod 2m+1) but not both. By
Theorem 1.7(b), only two solutions are lifted, each in two distinct ways. This proves v(2n+2) = 4
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for n ≥ 1 and thus NDd(2n) = 2 for n ≥ 1. Now, we have
∞∑
n=0
(−1)kND,d(2n)
pnk
=
∞∑
n=0
(
d
2n
)
NDd(2
n)
pnk
= 1 +
(
d
2
) · 2
2k
+
(
d
2
)2 · 2
22k
+
(
d
2
)3 · 2
23k
+ · · ·
=
(1 + 2−k)(1− 2−k)(
1− (D02 ) · 2−k) (1− (d2) · 2−k)
as required.
2.4.3 Case 1(ii) and 1(iii)
Proof of Proposition 2.8 in Case 1(ii)(a). Recall the assumptions: p - f , p - d and p|D0 with p
odd.
From the equation (2.12), we have
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
.
We first computeNDd(p) = v(p). The equation f(b) = b
2−Dd ≡ 0 (mod p) has only one solution
which is b = 0, so NDd(p) = 1. Now, f(0) = −Dd 6≡ 0 (mod p2) because D0 is a fundamental
discriminant. Therefore, by Theorem 1.7, 0 cannot be lifted. The equation b2 −Dd ≡ 0 (mod p)2
has no solution and NDd(p
2) = v(p2) = 0. This implies NDd(p
n) = v(pn) = 0 for n ≥ 2. We have
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
= 1 +
(
d
p
)
p−k
=
(
1 +
(
d
p
)
p−k
)(
1−
(
d
p
)
p−k
)
1−
(
d
p
)
p−k
=
(1 + p−k)(1− p−k)(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
)
because
(
D0
p
)
= 0.
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Proof of Proposition 2.8 in Case 1(ii)(b). Recall the assumptions: p - f , p - d and p|D0 with
p = 2.
We will start with computing NDd(2) =
1
2v(8). Since 2|D0, it implies D0 = 4m where m ≡ 2 or
3 (mod 4) and m squarefree.
Assume m ≡ 2 (mod 4). Then D0 ≡ 0 (mod 8) and Dd ≡ 0 (mod 8). Thus, the equation
f(b) = b2−Dd ≡ 0 (mod 8) has only two solutions, namely b = 0 and b = 4. We have v(8) = 2 and
NDd(2) = 1. Now consider the equation b
2−Dd ≡ 0 (mod 16). We have f ′(b) = 2b ≡ 0 (mod 2) for
any b. Note that f(0) = −Dd = −4mf2d 6≡ 0 (mod 16) since f and d are odd. Thus, by Theorem
1.7, the solution 0 cannot be lifted. On the other hand, f(4) = 16 − Dd ≡ −Dd 6≡ 0 (mod 16).
Thus, 4 cannot be lifted neither. We have v(16) = 0 and NDd(4) = 0. This implies v(2
n+2) = 0
and NDd(2
n) = 0 for n ≥ 2.
Assume m ≡ 3 (mod 4). Then Dd = 4mf2d ≡ 4 (mod 8). Then the equation f(b) = b2−Dd ≡
0 (mod 8) has only two solutions, namely b = 2 and b = 6. We have v(8) = 2 and NDd(2) = 1.
Now consider the equation b2 − Dd ≡ 0 (mod 16). Note that f(2) = 4 − Dd = 4 − 4mf2d =
4(1 −mf2d) 6≡ 0 (mod 16) since mf2d ≡ 3 (mod 4) and 1 −mf2d ≡ 2 (mod 4). Thus, 2 cannot
be lifted. On the other hand, f(6) = 36 −Dd = 36 − 4mf2d = 4(9 −mf2d) 6≡ 0 (mod 16) since
9 − mf2d ≡ 1 − mf2d ≡ 2 (mod 4). Thus, 6 cannot be lifted neither. We have v(16) = 0 and
NDd(4) = 0. This implies v(2
n+2) = 0 and NDd(2
n) = 0 for n ≥ 2. Therefore, for both cases, we
have
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
= 1 +
(
d
p
)
p−k
=
(
1 +
(
d
p
)
p−k
)(
1−
(
d
p
)
p−k
)
1−
(
d
p
)
p−k
=
(1 + p−k)(1− p−k)(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
)
because
(
D0
p
)
= 0.
Case 1(iii): p - f , p|d and p - D0
In this case, we can switch the role of d and D0 since χd = χD0 on primitive quadratic functions
(see [7]). Thus, it is the same as Case 1(ii).
33
2.4.4 Case 1(iv)(a)
Proof of Proposition 2.8 in Case 1(iv)(a). Recall the assumptions: p - f , p|d and p|D0 with p
odd.
In this sub-case, since p|d and p|D0, we have to compute ND,d(pn) explicitly and cannot simply
count solutions of the equation x2 −Dd ≡ 0 (mod 4pn) like the previous 3 sub-cases.
We make the following claims and will prove them after:
I. ND,d(p) = 0.
II. ND,d(p
2) = (−1)k+1.
III. ND,d(p
n) = 0 for n ≥ 3.
Thus, we have
∞∑
n=0
(−1)kND,d(pn)
pnk
= 1− 1
p2k
= 1− p−2k = (1 + p−k)(1− p−k)
=
(1 + p−k)(1− p−k)(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
)
since
(
D0
p
)
=
(
d
p
)
= 0.
Proof of Claim I. First, consider the equation f(b) = b2 − Dd ≡ 0 (mod p) which has only one
solution b = 0 because p|Dd. On the other hand, b2 −Dd ≡ 0 (mod 4) always has two solutions.
So f(b) ≡ 0 (mod 4p) has two solutions {m1p,m2p} where m1 = 0, m2 = 2 or m1 = 1, m2 = 3.
Now,
ND,d(p) =
∑
0≤b≤2p−1
b2≡Dd (mod 4p)
χd
([
−p, b, Dd− b
2
4p
])
= χd
([
−p,m1p, Dd− (m1p)
2
4p
])
= 0
because p2|Dd− (m1p)2 and thus p|Dd−(m1p)
2
4p .
Proof of Claim II. We will first show the case when k is even.
We know that the only solution to f(b) = b2−Dd ≡ 0 (mod p) is b = 0 and since f ′(0) = 0, the
solution b = 0 is lifted from p to p2 in p distinct solutions. Thus, the equation b2−Dd ≡ 0 (mod p2)
has the solution set {tp}p−1t=0 . On the other hand, b2 −Dd ≡ 0 (mod 4) always has two solutions.
Now, by Theorem 1.6, the equation b2 ≡ Dd (mod 4p2) will have v(4)v(p2) = 2p solutions and the
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solution set is {tp+mtp2, tp+ (mt + 2)p2)}p−1t=0 where mt,1 = 0 or 1. Now, let bt = tp+mt,1p2 and
ct =
Dd−(tp+mt,1p2)2
4p2
. Thus, we have
ND,d(p
2) =
p−1∑
t=0
χd([−p2, bt, ct]).
Note that by the explicit formula (2.6),
χd([−p2, bt, ct]) =

(
d
p
−p2
)(
p
ct
)
if p ≡ 1 (mod 4),(
d
−p
−p2
)(
−p
ct
)
if p ≡ 3 (mod 4)(
since both
d
p
and p or both
d
−p and − p are congruent to 1 (mod 4)
)
=

(
d
p
−1
)(
p
ct
)
if p ≡ 1 (mod 4),(
d
−p
−1
)(
−p
ct
)
if p ≡ 3 (mod 4)
=

(
p
ct
)
if p ≡ 1 (mod 4),
−
(
−p
ct
)
if p ≡ 3 (mod 4).
If p ≡ 1 (mod 4), by quadratic reciprocity, we have
χd([−p2, bt, ct]) =
(
p
ct
)
=
(
ct
p
)
=
(−1
p
)(
ct
p
)
=
(−ct
p
)
.
Consider p ≡ 3 (mod 4). If ct ≥ 0, by quadratic reciprocity, we have(−p
ct
)
=
(
ct
−p
)
=
(
ct
p
)(
ct
−1
)
=
(
ct
p
)
.
If ct < 0, by quadratic reciprocity, we have(−p
ct
)
= −
(
ct
−p
)
= −
(
ct
−1
)(
ct
p
)
=
(
ct
p
)
.
Thus, for p ≡ 3 (mod 4), we have
χd([−p2, bt, ct]) = −
(
ct
p
)
=
(−1
p
)(
ct
p
)
=
(−ct
p
)
.
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Therefore, we have
ND,d(p
2) =
p−1∑
t=0
(−ct
p
)
.
We have
ct =
Dd− (tp+mtp2)2
4p2
=
Dd− (t2p2 + 2tpmtp2 +m2t p4)
4p2
=
Dd− t2p2 − 2tmtp3 −m2t p4
4p2
.
Thus,
(−ct
p
)
=
 t2p2+2tmtp3+m2t p4−Dd4p2
p
 = ( t2 + 2tmtp+ t2p2 − Dp · dp
p
)
=
(
t2 − Dp · dp
p
)
.
Note that p - Dp
d
p and by Proposition 1.5,
∑p−1
t=0
(
t2−D
p
· d
p
p
)
= −1. Thus,
ND,d(p
2) = t
p−1∑
t=0
(−ct
p
)
= −1.
When k is odd, everything follows except we have
ND,d(p
2) =

∑p−1
t=0 −
(
ct
p
)
if p ≡ 1 (mod 4),∑p−1
t=0
(
ct
p
)
if p ≡ 3 (mod 4)
= −
p−1∑
t=0
(−ct
p
)
because now
(
d
p
−p2
)
= −1 if p ≡ 1 (mod 4) while
(
d
p
−p2
)
= 1 if p ≡ 3 (mod 4). So, we have
ND,d(p
2) = 1 when k is odd.
Proof of Claim III. Remember the claim is that ND,d(p
n) = 0 for n ≥ 3.
We have seen that {tp}pt=1 is the set of solutions for the equation f(b) = b2−Dd ≡ 0 (mod p2).
Also, f ′(tp) = 2tp ≡ 0 (mod p) for any t ∈ {1, ..., p}. Then we have the following equivalent
statements:
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tp is lifted from p2 to p3 in p different ways
⇐⇒ (tp)2 −Dd ≡ 0 (mod p3)
⇐⇒ t2p2 −Dd ≡ 0 (mod p3)
⇐⇒ t2 − Dd
p2
≡ 0 (mod p)
⇐⇒ Dd
p2
≡ t2 (mod p)
⇐⇒
(
Dd
p2
p
)
= 1.
Thus, if
(
Dd
p2
p
)
6= 1, then there are no solutions for b2 −Dd ≡ 0 (mod p3) and ND,d(p3) = 0.
Thus, ND,d(p
n) = 0 for all n ≥ 3.
If
(
Dd
p2
p
)
= 1, then two non-zero solutions from b2−Dd ≡ 0 (mod p2) will be lifted from p2 to p3.
We will call them t1p and −t1p with 1 ≤ t1 ≤ p−1. Then the solution set to the equation b2−Dd ≡
0 (mod p3) will be B3 = {±t1p+tp2}p−1t=0 which is equivalent to B3 = {±(t1p+tp2)}p−1t=0 . To see this,
B3 = {±t1p+tp2}p−1t=0 = {t1p+tp2,−t1p+tp2}p−1t=0 = {t1p+tp2,−t1p+tp2−p3}p−1t=0 = {t1p+tp2,−t1p+
(t− p)p2}p−1t=0 = {t1p+ tp2,−t1p− (p− t)p2}p−1t=0 = {t1p+ tp2,−t1p− tp2}p−1t=0 = {±(t1p+ tp2)}p−1t=0 .
Another simple way to see this is if b′ is a non-zero solution to b2 − Dd ≡ 0 (mod p3), −b′ must
be another solution. Thus, the equation b2 −Dd ≡ 0 (mod 4p3) will have 4p solutions since each
element in B3 gives two different solutions by adding different multiples of p
3. Similar to what we
did, we can label them {bi}4pi=1 = {±(t1p+ tp2 +mt,1p3),±(t1p+ tp2 +mt,2p3)}p−1t=0 . Let ci = b
2
i−Dd
4(−p3)
and ct,j =
b2t,j−Dd
4(−p3) where bt,j = t1p + tp
2 + mt,jp
3 with 1 ≤ j ≤ 2. Then, by the explicit formula
(2.6) and quadratic reciprocity again, we have
ND,d(p
3) =
1
2
4p∑
i=1
χd([−p3, bi, ci]) =

1
2
∑4p
i=1
(
d
p
−p3
)(
p
ci
)
if p ≡ 1 (mod 4),
1
2
∑4p
i=1
(
d
−p
−p3
)(
−p
ci
)
if p ≡ 3 (mod 4)
=

1
2
(
d
p
−p
)∑4p
t=1
(
ci
p
)
if p ≡ 1 (mod 4),
1
2
(
d
−p
−p
)∑4p
t=1
(
ci
p
)
if p ≡ 3 (mod 4)
=
1
2
(
d
p
p
)
4p∑
t=1
(
ci
p
)
.
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Note that
(
ct,j
p
)
=
 (t1p+tp2+mt,jp3)2−Dd−4p3
p
 =
 (t1p+tp2+mt,jp3)2−Dd−p3
p
 =
 t21p2+2t1tp3−Dd−p3
p
 =
 t21p2−Dd−p3 − 2t1t
p
 .
Since p - 2t1, we have
∑p
t=1
(
ct,j
p
)
= 0. Therefore,
ND,d(p
3) =
1
2
(
d
p
p
)
4p∑
i=1
(
ci
p
)
=
1
2
(
d
p
p
)
p∑
t=1
2
2∑
j=1
(
ct,j
p
)
=
(
d
p
p
)
2∑
j=1
p∑
t=1
(
ct,j
p
)
= 0.
Thus, ND,d(p
3) = 0.
Recall that the set of solutions to the equation b2−Dd ≡ 0 (mod p3) is B3 = {±(t1p+ tp2)}pt=1.
To find ND,d(p
4), we repeat the same process. By Theorem 1.7, we have the following equivalent
statements:
The solutions ± (t1p+ tp2) can be lifted from p3 to p4 in p different ways.
⇐⇒[±(t1p+ tp2)]2 −Dd ≡ 0 (mod p4)
⇐⇒(t1p+ tp2)2 −Dd ≡ 0 (mod p4) (2.13)
⇐⇒(t1p)2 + 2t1tp3 −Dd ≡ 0 (mod p4)
⇐⇒2t1t ≡ −(t1p)
2 −Dd
p3
(mod p).
⇐⇒2t1t ≡
(
Dd
p2
− t21
)
p
(mod p).
We know that
(
Dd
p2
−t21
)
p is an integer because
Dd
p2
≡ t21 (mod p). There is a unique t, say t2, that
satisfies the equation (2.13) since it is a linear equation (with p - 2t1). Thus, each of the two solutions
±(t1p+ t2p2) is lifted from p3 to p4 in p distinct ways and now the equation b2 −Dd ≡ 0 (mod p4)
has the solution set B4 = {±(t1p+ t2p2) + tp3}p−1t=0 = {±(t1p+ t2p2 + tp3)}p−1t=0 . Similarly,
The solutions ± (t1p+ t2p2 + tp3) are lifted from p4 to p5 in p different ways.
⇐⇒[±(t1p+ t2p2 + tp3)]2 −Dd ≡ 0 (mod p5)
⇐⇒(t1p+ t2p2 + tp3)2 −Dd ≡ 0 (mod p5)
⇐⇒(t1p+ t2p2)2 + 2t1tp4 −Dd ≡ 0 (mod p5)
⇐⇒2t1t ≡ −(t1p+ t2p
2)2 −Dd
p4
(mod p). (2.14)
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From the equation (2.13), we know (t1p+t2p
2)2−Dd
p4
is an integer and thus there is a unique t,
say t3 that satisfies the equation (2.14) since it is a linear equation (with p - 2t1). Thus, the
solutions ±(t1p + t2p2 + t3p3) are lifted from p4 to p5 in p distinct ways and now the equation
b2 −Dd ≡ 0 (mod p5) has the solution set B5 = {±(t1p+ t2p2 + t3p3 + tp4)}p−1t=0 .
By an induction process, we have the relation
(t1p+ t2p
2 + · · ·+ tn−2pn−2)2 −Dd ≡ 0 (mod pn)
⇐⇒2t1tn−2 ≡ −(t1p+ t2p
2 + · · ·+ tn−3pn−3)2 −Dd
pn−1
(mod p).
and the equation b2 − Dd ≡ 0 (mod pn) with n ≥ 4 have the solution set Bn = {±(t1p + t2p2 +
· · · + tn−2pn−2 + tpn−1)}p−1t=0 with 2p solutions. Then the equation b2 − Dd ≡ 0 (mod 4pn) will
have 4p solutions {bi}4pi=1 = {±(t1p + tp2 + · · · + tn−2pn−2 + tpn−1 + mt,1pn),±(t1p + tp2 + · · · +
tn−2pn−2 + tpn−1 +mt,2pn)}. Note that we abuse the notations here by using {bi}, mt,1 and mt,2.
Let ci =
b2i−Dd
4(−pn) and ct,j =
b2t,j−Dd
4(−pn) where bt,j = t1p + tp
2 + · · · + tn−2pn−2 + tpn−1 + mt,jpn with
1 ≤ j ≤ 2.
Then, by the explicit formula (2.6) and quadratic reciprocity again, we have
ND,d(p
n) =
1
2
4p∑
t=1
χd([−pn, bi, ci]) =

1
2
(
d
p
−pn
)∑4p
t=1
(
ci
p
)
if p ≡ 1 (mod 4),
1
2
(
d
−p
−pn
)∑4p
t=1
(
ci
p
)
if p ≡ 3 (mod 4).
Note that
(
ct,j
p
)
=
 (t1p+tp2+·tn−2pn−2+tpn−1+mt,jpn)2−Dd−4pn
p

=
 (t1p+tp2+·tn−2pn−2+tpn−1+mt,jpn)2−Dd−pn
p

=
 (t1p+t2p2+···+tn−2pn−2)2−Dd−pn − 2t1t
p
 .
Since p - 2t1, we have
∑p−1
t=0
(
ct,j
p
)
= 0. Therefore,
ND,d(p
n) =
1
2
( ±dp
−pn
)
4p∑
i=1
(
ci
p
)
=
1
2
( ±dp
−pn
)
p∑
t=1
2
2∑
j=1
(
ct,j
p
)
=
( ±dp
−pn
)
2∑
j=1
p∑
t=1
(
ct,j
p
)
= 0.
Thus, ND,d(p
n) = 0 for n ≥ 4.
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2.4.5 Case 1(iv)(b)
Proof of Proposition 2.8 in Case 1(iv)(b). Recall the assumptions: p - f , p|d and p|D0 with p =
2.
In this part of the sub-case, we will prove the same claims as the previous part:
I. ND,d(2) = 0.
II. ND,d(2
2) = (−1)k+1.
III. ND,d(2
n) = 0 for n ≥ 3.
Then, we have
∞∑
n=0
(−1)kND,d(2n)
2nk
= 1− 1
22k
= 1− 2−2k
= (1 + 2−k)(1− 2−k)
=
(1 + 2−k)(1− 2−k)(
1− (D02 ) · 2−k) (1− (d2) · 2−k)
since
(
D0
2
)
=
(
d
2
)
= 0.
Proof of Claim I. In this case, we know d = 4m1 and D0 = 4m2 for mi ≡ 2 or 3 (mod 4) and
mi squarefree. To determine ND,d(2), we look at the equation b
2 −Dd ≡ 0 (mod 8). Since Dd is
divisible by 16, the equation has two solutions, namely b = 0 or 4. Thus,
ND,d(2) =
∑
0≤b≤3
b2≡Dd (mod 8)
χd
([
−2, b, Dd− b
2
8
])
= χd
([
−2, 0, Dd
8
])
. (2.15)
Since 2|Dd8 , ND,d(2) = χd
([−2, 0, Dd8 ]) = 0.
Proof of Claim II. Now, to determine ND,d(4), we look at the equation b
2 − Dd ≡ 0 (mod 16).
Since 16|Dd, we have b2 ≡ 0 (mod 16) and the solutions are 0, 4, 8 and 12. Let c0 = Dd16 = m1m2f2.
Thus,
ND,d(4) = χd
([
−4, 0, Dd
16
])
+ χd
([
−4, 4, Dd− 16
16
])
= χd
([
−4, 0, Dd
16
])
+ χd
([
−4, 4, Dd
16
− 1
])
= χd ([−4, 0, c0]) + χd ([−4, 4, c0 − 1]) .
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First consider the case thatm1 ≡ m2 ≡ 3 (mod 4). Then, c0−1 is even and χd([−4, 4, c0−1]) = 0.
Thus, we have
ND,d(4) = χd ([−4, 0, c0])
=
(−m1
−4
)(−4
c0
)
=
(−m1
−1
)(−1
c0
)
= (−1)k+1(−1) c0−12
= (−1)k+1.
because c0 ≡ 1 (mod 4).
Now, we consider the case that only one of the mi is congruent to 2 modulo 4. In this case, c0
is even and χd([−4, 0, c0]) = 0. Thus, we have
ND,d(4) =χd([−4, 4, c0 − 1])
=

(
−m1
−4
)(
−4
c0−1
)
if m1 ≡ 3 (mod 4),m2 ≡ 2 (mod 4),( m1
2
−4
)(
8
c0−1
)
if m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4),(−m1
2
−4
)(
−8
c0−1
)
if m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4)
=

(
−m1
−1
)(
−1
c0−1
)
if m1 ≡ 3 (mod 4),m2 ≡ 2 (mod 4),( m1
2
−1
)(
2
c0−1
)
if m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4),(−m1
2
−1
)(
−2
c0−1
)
if m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4)
=

(−1)k+1(−1) c0−1−12 if m1 ≡ 3 (mod 4),m2 ≡ 2 (mod 4),
(−1)k ( c0−12 ) if m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4),
(−1)k+1
(
−1
c0−1
) (
c0−1
2
)
if m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4)
=

(−1)k+1(1) if m1 ≡ 3 (mod 4),m2 ≡ 2 (mod 4),
(−1)k(−1) if m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4),
(−1)k+1(1)(1) if m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4)
=(−1)k+1.
41
Now we consider the case m1 ≡ m2 ≡ 2 (mod 4). It is similar to the previous case and we have
ND,d(4) =χd([−4, 4, c0 − 1])
=
(−1)k
(
c0−1
2
)
if m1 ≡ 2 (mod 8),m2 ≡ 2 (mod 4),
(−1)k+1
(
−1
c0−1
) (
c0−1
2
)
if m1 ≡ 6 (mod 8),m2 ≡ 2 (mod 4)
=
(−1)k(−1) if m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4),(−1)k+1(−1)(−1) if m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4)
=(−1)k+1.
Proof of Claim III. To find ND,d(8), we consider the equation b
2 −Dd ≡ 0 (mod 32). Recall that
the equation b2 −Dd ≡ 0 (mod 16) has the solution set {0, 4, 8, 12}.
If m1 ≡ m2 ≡ 3 (mod 4), then 0 and 8 are not solutions to the equation b2 −Dd ≡ 0 (mod 32)
but 4 and 12 are. So they are lifted and now the equation b2 −Dd ≡ 0 (mod 32) has the solution
set {4, 12, 20, 28}. Let c0 = m1m2f2−12 Then, we have
ND,d(8) = χd
([
−8, 4, Dd− 16
32
])
+ χd
([
−8, 12, Dd− 144
32
])
= χd
([
−8, 4, 16m1m2f
2 − 16
32
])
+ χd
([
−8, 12, 16m1m2f
2 − 144
32
])
= χd
([
−8, 4, m1m2f
2 − 1
2
])
+ χd
([
−8, 12, m1m2f
2 − 9
2
])
= χd ([−8, 4, c0]) + χd ([−8, 12, c0 − 4]) .
Note that c0 and c0 − 4 are both even because m1m2f2 ≡ 1 (mod 4). Thus χd([−8, 4, c0]) =
χd([−8, 12, c0 − 4]) = 0 and ND,d(8) = 0.
If at least one of the mi is congruent to 2 modulo 4, then 0 and 8 are solutions to the equation
b2 − Dd ≡ 0 (mod 32) but not 4 and 12. Thus, 0 and 8 are lifted and the equation b2 − Dd ≡
0 (mod 32) has the solution set {0, 8, 16, 24}. Let c0 = m1m2f22 . Thus,
ND,d(8) = χd
([
−8, 0, 16m1m2f
2
32
])
+ χd
([
−8, 8, 16m1m2f
2 − 64
32
])
= χd([−8, 0, c0]) + χd([−8, 8, c0 − 2]).
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We first consider the case m1 6≡ m2 (mod 4). Since c0 is odd, both χd([−8, 0, c0]) 6= 0 and
χd([−8, 8, c0 − 2]) 6= 0. Thus, we have
ND,d(8) =

(
−m1
−8
)(
−4
c0
)
+
(
−m1
−8
)(
−4
c0−2
)
if m1 ≡ 3 (mod 4),m2 ≡ 2 (mod 4),( m1
2
−8
)(
8
c0
)
+
( m1
2
−8
)(
8
c0−2
)
if m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4),(−m1
2
−8
)(
−8
c0
)
+
(−m1
2
−8
)(
−8
c0−2
)
if m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4)
=

(
−m1
−8
) [(
−1
c0
)
+
(
−1
c0−2
)]
if m1 ≡ 3 (mod 4),m2 ≡ 2 (mod 4),( m1
2
−8
) [(
2
c0
)
+
(
2
c0−2
)]
if m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4),(−m1
2
−8
) [(
−2
c0
)
+
(
−2
c0−2
)]
if m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4)
=

(
−m1
−8
) [
(−1) c0−12 + (−1) c0−2−12
]
if m1 ≡ 3 (mod 4),m2 ≡ 2 (mod 4),( m1
2
−8
) [(
c0
2
)
+
(
c0−2
2
)]
if m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4),(−m1
2
−8
) [(
−1
c0
) (
c0
2
)
+
(
−1
c0−2
) (
c0−2
2
)]
if m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4).
For the case m1 ≡ 3 (mod 4),m2 ≡ 2 (mod 4), we see that (−1)
c0−1
2 + (−1) c0−2−12 = 0.
For the case m1 ≡ 2 (mod 8),m2 ≡ 3 (mod 4), we see that
(
c0
2
)
+
(
c0−2
2
)
= 0 because
c0 ≡ 3 (mod 4).
For the case m1 ≡ 6 (mod 8),m2 ≡ 3 (mod 4), we see that(−1
c0
)(c0
2
)
+
( −1
c0 − 2
)(
c0 − 2
2
)
=
(−1
c0
)[(c0
2
)
−
(
c0 − 2
2
)]
= 0
because c0 ≡ 1 (mod 4).
Now we look at the case m1 ≡ m2 ≡ 2 (mod 4). We have
ND,d(8) = χd([−8, 0, c0]) + χd([−8, 8, c0 − 2]) = 0
because c0 is even.
Now, we will prove ND,d(2
n) = 0 for n ≥ 4. We have seen that the equation b2 − Dd ≡
0 (mod 4·22) has the solution set {0, 4, 8, 12} = {0, 23,±22} and the equation b2−Dd ≡ 0 (mod 4·23)
has the solution set{4, 12, 20, 28} = {±22,±(22 + 24)} if m1 ≡ m2 ≡ 3 (mod 4) and,{0, 8, 16, 24} = {0, 24,±23} if m1 ≡ 2 (mod 4) or m2 ≡ 2 (mod 4). (2.16)
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We will first consider the case m1 ≡ m2 ≡ 3 (mod 4). Rewrite the solution set {±22,±(22 +
24)} = {±22(22m + 1)}m=1m=0 for the equation b2 − Dd ≡ 0 (mod 4 · 23). Then, for the equation
b2 −Dd ≡ 0 (mod 4 · 24), we see that
[22(22m+ 1)]2 − 24m1m2f2 ≡ 0 (mod 4 · 24)⇐⇒(22m+ 1)2 −m1m2f2 ≡ 0 (mod 22)
⇐⇒1−m1m2f2 ≡ 0 (mod 22),
which is always true. Thus, the solution set {±22(22m + 1)}m=1m=0 is lifted. Then, the equation
b2 −Dd ≡ 0 (mod 4 · 24) has the solution set
{±22(22m+ 1),±[22(22m+ 1) + 25}m=1m=0 = {±22(22m+ 1),±22[(22m+ 1) + 23]}m=1m=0
= {±22(22m+ 1),±22[22(m+ 2) + 1]}m=1m=0
= {±22(22m+ 1)}m=3m=0.
Note that in ND,d(2
n), it sums over the first half solutions 0 ≤ b ≤ 2 · 2n − 1. If we write
the solution set as {±bi}, it is the same that we sum over the positive solutions. Let cm =
Dd−(22(22m+1))2
4·24 =
m1m2f2−1
4 − 4m2 − 2m = c0 − 4m2 − 2m. Then,
ND,d(2
4) =
3∑
m=0
χd([−24, 22(4m+ 1), cm])
=
3∑
m=0
(
−d4
−24
)(−4
cm
)
=

(
− d
4
−24
)∑3
m=0
(
−1
cm
)
if c0 is odd,
0 if c0 is even
=

(
− d
4
−24
)[
(−1) c0−12 + (−1) c0−6−12 + (−1) c0−20−12 + (−1) c0−42−12
]
if c0 is odd,
0 if c0 is even
= 0.
For the equation b2 −Dd ≡ 0 (mod 4 · 25), we see that
[22(22m+ 1)]2 − 24m1m2f2 ≡ 0 (mod 4 · 25)⇐⇒(22m+ 1)2 −m1m2f2 ≡ 0 (mod 23)
⇐⇒1−m1m2f2 ≡ 0 (mod 23),
which is true only if m1m2f
2 ≡ 1 (mod 23). If m1m2f2 ≡ 5 (mod 23), 1−m1m2f2 ≡ 0 (mod 23) is
not true. Thus, the solution set {±22(22m+1)}m=3m=0 is lifted only if m1m2f2 ≡ 1 (mod 23), otherwise
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there is no solution. Thus, if m1m2f
2 ≡ 1 (mod 23), the equation b2−Dd ≡ 0 (mod 4 · 25) has the
solution set
{±22(22m+ 1),±[22(22m+ 1) + 26}m=3m=0 = {±22(22m+ 1),±22[(22m+ 1) + 24]}m=3m=0
= {±22(22m+ 1),±22[22(m+ 22) + 1]}m=3m=0
= {±22(22m+ 1)}m=7m=0.
So, if m1m2f
2 ≡ 5 (mod 23), ND,d(25) = 0 and ND,d(2n) = 0 for n ≥ 5. Assume m1m2f2 ≡
1 (mod 23). Let cm =
Dd−(22(22m+1))2
4·25 =
m1m2f2−1
8 − 2m2 −m = c0 − 2m2 −m. Then,
ND,d(2
5) =
7∑
m=0
χd([−24, 22(22m+ 1), cm])
=
7∑
m=0
(
−d4
−25
)(−4
cm
)
=

(
− d
4
−25
)[(
−1
c0
)
+
(
−1
c2
)
+
(
−1
c4
)
+
(
−1
c6
)]
if c0 is odd,(
− d
4
−25
)[(
−1
c1
)
+
(
−1
c3
)
+
(
−1
c5
)
+
(
−1
c7
)]
if c0 is even
=

(
− d
4
−25
)[
(−1) c0−12 + (−1) c0−10−12 + (−1) c0−36−12 + (−1) c0−78−12
]
if c0 is odd,(
− d
4
−25
)[
(−1) c0−3−12 + (−1) c0−21−12 + (−1) c0−55−12 + (−1) c0−105−12
]
if c0 is even
= 0.
For the equation b2 −Dd ≡ 0 (mod 4 · 26), we see that
[22(22m+ 1)]2 − 24m1m2f2 ≡ 0 (mod 4 · 26)⇐⇒(22m+ 1)2 −m1m2f2 ≡ 0 (mod 24)
⇐⇒23m+ 1−m1m2f2 ≡ 0 (mod 24).
If m1m2f
2 ≡ 1 (mod 24),
23m+ 1−m1m2f2 ≡ 0 (mod 24)⇐⇒23m ≡ 0 (mod 24)
⇐⇒m is even.
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Thus, the solution set will be
{±22(22m+ 1),±[22(22m+ 1) + 27]}m=0,2,4,6 = {±22(23m+ 1),±[22(23m+ 1) + 27]}m=3m=0
= {±22(23m+ 1),±22[(23m+ 1) + 25]}m=3m=0
= {±22(22m+ 1),±22[23(m+ 22) + 1]}m=3m=0
= {±22(23m+ 1)}m=7m=0.
If m1m2f
2 ≡ 23 + 1 (mod 24),
23m+ 1−m1m2f2 ≡ 0 (mod 24)⇐⇒23m− 23 ≡ 0 (mod 24)
⇐⇒23(m− 1) ≡ 0 (mod 24)
⇐⇒m− 1 ≡ 0 (mod 2)
⇐⇒m is odd.
Thus, the solution set will be
{±22(22m+ 1),±[22(22m+ 1) + 27]}m=1,3,5,7 = {±22(22(2m+ 1) + 1),±[22(22(2m+ 1) + 1) + 27]}m=3m=0
= {±22(23m+ 22 + 1),±22[23m+ 22 + 1 + 25]}m=3m=0
= {±22(23m+ 22 + 1),±22[23(m+ 22) + 22 + 1]}m=3m=0
= {±22(23m+ 22 + 1)}m=7m=0.
From now on, the pattern is similar. For the equation b2 −Dd ≡ 0 (mod 4 · 2n) with n ≥ 6, if
m1m2f
2 ≡ 23r + 1 (mod 2n−2) for some r ∈ {0, 1, ..., 2n−5 − 1}, it has the solution set of the form
{±22(2n−3m+ 22t+ 1)}m=7m=0 for some t ∈ {0, 1, ..., 2n−5 − 1} with (22t+ 1)2 ≡ 23r+ 1 (mod 2n−2).
We will show this by induction.
We have shown the first case is true when n = 6. Now for the equation b2−Dd ≡ 0 (mod 4·2n+1),
we see that
[22(2n−3m+ 22t+ 1)]2 − 24m1m2f2 ≡ 0 (mod 4 · 2n+1)⇐⇒(2n−3m+ 22t+ 1)2 −m1m2f2 ≡ 0 (mod 2n−1)
⇐⇒2n−2m+ (22t+ 1)2 −m1m2f2 ≡ 0 (mod 2n−1).
If m1m2f
2 ≡ 23r + 1 (mod 2n−1) and (22t+ 1)2 ≡ 23r + 1 (mod 2n−1), then
2n−2m+ (22t+ 1)2 −m1m2f2 ≡ 0 (mod 2n−1)⇐⇒2n−2m ≡ 0 (mod 2n−1)
⇐⇒m is even.
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If m1m2f
2 ≡ 2n−2 + 23r + 1 (mod 2n−1) and (22t+ 1)2 ≡ 2n−2 + 23r + 1 (mod 2n−1), then
2n−2m+ (22t+ 1)2 −m1m2f2 ≡ 0 (mod 2n−1)⇐⇒2n−2m ≡ 0 (mod 2n−1)
⇐⇒m is even.
In either case, the solution set will be
{±22(2n−3m+ 22t+ 1),±[22(2n−3m+ 22t+ 1) + 2n+2]}m=0,2,4,6
={±22(2n−2m+ 22t+ 1),±[22(2n−2m+ 22t+ 1) + 2n+2]}m=3m=0
={±22(2n−2m+ 22t+ 1),±22[(2n−2m+ 22t+ 1) + 2n]}m=3m=0
={±22(2n−2m+ 22t+ 1),±22[2n−2(m+ 22) + 22t+ 1]}m=3m=0
={±22(2n−2m+ 22t+ 1)}m=7m=0.
If m1m2f
2 ≡ 2n−2 + 23r + 1 (mod 2n−1) and (22t+ 1)2 ≡ 23r + 1 (mod 2n−1), then
2n−2m+ (22t+ 1)2 −m1m2f2 ≡ 0 (mod 2n−1)⇐⇒2n−2m− 2n−2 ≡ 0 (mod 2n−1)
⇐⇒m is odd.
If m1m2f
2 ≡ 23r + 1 (mod 2n−1) and (22t+ 1)2 ≡ 2n−2 + 23r + 1 (mod 2n−1), then
2n−2m+ (22t+ 1)2 −m1m2f2 ≡ 0 (mod 2n−1)⇐⇒2n−2m+ 2n−2 ≡ 0 (mod 2n−1)
⇐⇒m is odd.
Either case, the solution set will be
{±22(2n−3m+ 22t+ 1),±[22(2n−3m+ 22t+ 1) + 2n+2]}m=1,3,5,7
={±22(2n−3(2m+ 1) + 22t+ 1),±[22(2n−3(2m+ 1) + 22t+ 1) + 2n+2]}m=1,3,5,7
={±22(2n−2m+ 2n−3 + 22t+ 1),±[22(2n−2m+ 2n−3 + 22t+ 1) + 2n+2]}m=3m=0
={±22(2n−2m+ 2n−3 + 22t+ 1),±22[(2n−2m+ 2n−3 + 22t+ 1) + 2n]}m=3m=0
={±22(2n−2m+ 2n−3 + 22t+ 1),±22[2n−2(m+ 22) + 2n−3 + 22t+ 1]}m=3m=0
={±22(2n−2m+ 2n−3 + 22t+ 1)}m=7m=0
={±22(2n−2m+ 22(2n−5 + t) + 1)}m=7m=0.
Thus, the equation b2 − Dd ≡ 0 (mod 4 · 2n+1), if m1m2f2 ≡ 23r + 1 (mod 2n−1) for some
r ∈ {0, 1, ..., 2n−4 − 1}, it has the solution set of the form {±22(2n−2m + 22t + 1)}m=7m=0 for some
t ∈ {0, 1, ..., 2n−4 − 1} with (22t+ 1)2 ≡ 23r + 1 (mod 2n−1). The induction is done.
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Let cm =
Dd− [22(2n−3m+ 22t+ 1)]2
4 · 2n =
m1m2f
2 − (2n−3m+ 22t+ 1)2
2n−2
=
m1m2f
2 − 1− 8t− 16t2
2n−2
−
2n−4m2 − 4tm−m = c0 − 2n−4m2 − 4tm−m.
ND,d(2
n) =
7∑
m=0
χd([−2n, 22(1 + 4t+ 2n−3m), cm])
=
7∑
m=0
(
−d4
−2n
)(−4
cm
)
=

(
− d
4
−2n
)[(
−1
c0
)
+
(
−1
c2
)
+
(
−1
c4
)
+
(
−1
c6
)]
if c0 is odd,(
− d
4
−2n
)[(
−1
c1
)
+
(
−1
c3
)
+
(
−1
c5
)
+
(
−1
c7
)]
if c0 is even
=

(
− d
4
−2n
)[
(−1) c0−12 + (−1) c0−2
n−2−8t−2−1
2 if c0 is odd,
+(−1) c0−2
n−16t−4−1
2 + (−1) c0−2
n−232−24t−6−1
2
](
− d
4
−2n
)[
(−1) c0−2
n−4−4t−1−1
2 + (−1) c0−2
n−432−12t−3−1
2 if c0 is even
+(−1) c0−2
n−452−20t−5−1
2 + (−1) c0−2
n−472−28t−7−1
2
]
= 0.
Thus, ND,d(2
n) = 0 for n ≥ 6.
Now, assume m1 ≡ m2 ≡ 2 (mod 4). The process is similar. Remember the equation b2−Dd ≡
0 (mod 4 · 23) has the solution set {0, 24,±23} = {23m}m=3m=0. We check that each solution is lifted
and thus the equation b2 −Dd ≡ 0 (mod 4 · 24) has the solution set {0, 25,±24,±23,±(23 + 25)} =
{±23m}m=3m=0. Now, we have
ND,d(2
4) =
3∑
m=0
χd([−24, 23m, cm]) where cm = Dd− (2
3m)2
4 · 24 =
m1
2
m2
2
f2 −m2 = c0 −m2,
=

∑3
m=0
(
d
8
−24
)(
8
cm
)
if m12 ≡ 1 (mod 4),∑3
m=0
(
d
−8
−24
)(
−8
cm
)
if m12 ≡ 3 (mod 4)
=

(
d
8
−24
)∑3
m=0
(
2
cm
)
if m12 ≡ 1 (mod 4),(
d
−8
−24
)∑3
m=0
(
−2
cm
)
if m12 ≡ 3 (mod 4).
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Consider that
3∑
m=0
(
2
cm
)
=
3∑
m=0
(cm
2
)
=
(c0
2
)
+
(
c0 − 1
2
)
+
(
c0 − 4
2
)
+
(
c0 − 9
2
)
=
(c0
2
)
+
(
c0 − 4
2
)
since c0 =
m1
2
m2
2
f2 is odd.
= 0.
Also consider
3∑
m=0
(−2
cm
)
=
3∑
m=0
(−1
cm
)(
2
cm
)
=
3∑
m=0
(−1
cm
)(cm
2
)
=
(−1
c0
)(c0
2
)
+
( −1
c0 − 1
)(
c0 − 1
2
)
+
( −1
c0 − 4
)(
c0 − 4
2
)
+
( −1
c0 − 9
)(
c0 − 9
2
)
=
(−1
c0
)(c0
2
)
+
( −1
c0 − 4
)(
c0 − 4
2
)
=(−1) c0−12
(c0
2
)
+ (−1) c0−4−12
(
c0 − 4
2
)
=(−1) c0−12
[(c0
2
)
+
(
c0 − 4
2
)]
=0.
Thus, ND,d(2
4) = 0.
For the equation b2−Dd ≡ 0 (mod 4 ·25), the solutions 0,±24 and 25 from before are not lifted
but the others are, so we have the solution set {±23,±(23 + 25),±(23 + 26),±(23 + 25 + 26)} =
{±23(22m + 1)}m=3m=0. Let cm =
Dd− [23(22m+ 1)]2
4 · 25 =
m1
2
m2
2 f
2 − (4m+ 1)2
2
=
m1
2
m2
2 f
2 − 1
2
−
8m2 − 4m = c0 − 8m2 − 4m. Then,
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ND,d(2
5) =
3∑
m=0
χd([−25, 23(4m+ 1), cm])
=

∑3
m=0
(
d
8
−25
)(
8
cm
)
if m12 ≡ 1 (mod 4),∑3
m=0
(
d
−8
−25
)(
−8
cm
)
if m12 ≡ 3 (mod 4)
=

(
d
8
−25
)∑3
m=0
(
2
cm
)
if m12 ≡ 1 (mod 4),(
d
−8
−25
)∑3
m=0
(
−2
cm
)
if m12 ≡ 3 (mod 4).
Consider that
3∑
m=0
(
2
cm
)
=
3∑
m=0
(cm
2
)
=
(c0
2
)
+
(
c0 − 12
2
)
+
(
c0 − 16
2
)
+
(
c0 − 60
2
)
= 2
[(c0
2
)
+
(
c0 − 4
2
)]
= 0.
Also consider
3∑
m=0
(−2
cm
)
=
3∑
m=0
(−1
cm
)(
2
cm
)
=
3∑
m=0
(−1
cm
)(cm
2
)
=(−1) c0−12
(c0
2
)
+ (−1) c0−12−12
(
c0 − 12
2
)
+ (−1) c0−16−12
(
c0 − 16
2
)
+ (−1) c0−60−12
(
c0 − 60
2
)
=2(−1) c0−12
[(c0
2
)
+
(
c0 − 4
2
)]
=0.
Thus, ND,d(2
5) = 0.
50
For the equation b2−Dd ≡ 0 (mod 4 · 26), all solutions from before are lifted only if m12 m22 f2 ≡
1 (mod 22) and otherwise the equation b2 −Dd ≡ 0 (mod 4 · 26) has no solution and ND,d(2n) = 0
for n ≥ 6. Thus, assume m12 m22 f2 ≡ 1 (mod 22). Then the solution set will be {±23(22m+ 1)}m=7m=0.
Let cm =
Dd−(23(22m+1))2
4·26 =
m1
2
m2
2
f2−(22m+1)2
4 =
m1
2
m2
2
f2−1
4 − 4m2 − 2m = c0 − 4m2 − 2m. Then,
ND,d(2
6) =
7∑
m=0
χd([−26, 23(2m+ 1), cm]) =

∑7
m=0
(
d
8
−26
)(
8
cm
)
if m12 ≡ 1 (mod 4),∑7
m=0
(
d
−8
−26
)(
−8
cm
)
if m12 ≡ 3 (mod 4)
=

(
d
8
−26
)∑7
m=0
(
2
cm
)
if m12 ≡ 1 (mod 4),(
d
−8
−26
)∑7
m=0
(
−2
cm
)
if m12 ≡ 3 (mod 4).
Consider that
7∑
m=0
(
2
cm
)
=
7∑
m=0
(cm
2
)
=
(c0
2
)
+
(
c0 − 6
2
)
+
(
c0 − 20
2
)
+
(
c0 − 42
2
)
+(
c0 − 72
2
)
+
(
c0 − 110
2
)
+
(
c0 − 156
2
)
+
(
c0 − 210
2
)
=2
[(c0
2
)
+
(
c0 − 2
2
)
+
(
c0 − 4
2
)
+
(
c0 − 6
2
)]
=0.
Also consider
7∑
m=0
(−2
cm
)
=
7∑
m=0
(−1
cm
)(
2
cm
)
=
7∑
m=0
(−1
cm
)(cm
2
)
=(−1) c0−12
(c0
2
)
+ (−1) (c0−2)−12
(
c0 − 2
2
)
+ (−1) (c0−6)−12
(
c0 − 6
2
)
+ (−1) (c0−12)−12
(
c0 − 12
2
)
(−1) (c0−20)−12
(
c0 − 20
2
)
+ (−1) (c0−30)−12
(
c0 − 30
2
)
+ (−1) (c0−42)−12
(
c0 − 42
2
)
+ (−1) (c0−56)−12
(
c0 − 56
2
)
(we can assume c0 is odd.)
=(−1) c0−12
(c0
2
)
+ (−1) c0−12 −1
(
c0 − 2
2
)
+ (−1) c0−12 −1
(
c0 − 6
2
)
+ (−1) c0−12
(
c0 − 4
2
)
(−1) c0−12
(
c0 − 4
2
)
+ (−1) c0−12 −1
(
c0 − 6
2
)
+ (−1) c0−12 −1
(
c0 − 2
2
)
+ (−1) c0−12
(c0
2
)
=2(−1) c0−12
[(c0
2
)
−
(
c0 − 2
2
)
−
(
c0 − 6
2
)
+
(
c0 − 4
2
)]
=0.
51
Thus, ND,d(2
6) = 0.
For the equation b2 − Dd ≡ 0 (mod 4 · 27), all solutions from before are lifted if m1m2f2 ≡
4 (mod 25) and otherwise no solution. Thus, assume m1m2f
2 ≡ 4 (mod 25). Then the solution set
will be {±23(22m+1)}m=15m=0 . Let cm = Dd−(2
3(22m+1))2
4·27 =
m1
2
m2
2
f2−(4m+1)2
8 =
m1
2
m2
2
f2−1
8 −2m2−m =
c0 − 2m2 −m.
ND,d(2
7) =
15∑
m=0
χd([−27, 23(22m+ 1), cm]) =

∑15
m=0
(
d
8
−27
)(
8
cm
)
if m12 ≡ 1 (mod 4),∑15
m=0
(
d
−8
−27
)(
−8
cm
)
if m12 ≡ 3 (mod 4)
=

(
d
8
−27
)∑15
m=0
(
2
cm
)
if m12 ≡ 1 (mod 4),(
d
−8
−27
)∑15
m=0
(
−2
cm
)
if m12 ≡ 3 (mod 4).
Consider that
15∑
m=0
(
2
cm
)
=
15∑
m=0
(cm
2
)
=
(c0
2
)
+
(
c0 − 3
2
)
+
(
c0 − 10
2
)
+
(
c0 − 21
2
)
+
(
c0 − 36
2
)
+
(
c0 − 55
2
)
+
(
c0 − 78
2
)
+
(
c0 − 105
2
)
+
(
c0 − 136
2
)
+
(
c0 − 171
2
)
+
(
c0 − 210
2
)
+
(
c0 − 253
2
)
+
(
c0 − 300
2
)
(
c0 − 351
2
)
+
(
c0 − 406
2
)
+
(
c0 − 465
2
)
=
(c0
2
)
+
(
c0 − 3
2
)
+
(
c0 − 2
2
)
+
(
c0 − 5
2
)
+
(
c0 − 4
2
)
+
(
c0 − 7
2
)
+
(
c0 − 6
2
)
+
(
c0 − 1
2
)
+
(c0
2
)
+
(
c0 − 3
2
)
+
(
c0 − 2
2
)
+
(
c0 − 5
2
)
+
(
c0 − 4
2
)
(
c0 − 7
2
)
+
(
c0 − 6
2
)
+
(
c0 − 1
2
)
=0.
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Also consider
15∑
m=0
(−2
cm
)
=
15∑
m=0
(−1
cm
)(
2
cm
)
=
15∑
m=0
(−1
cm
)(cm
2
)
=
2(−1)
c0−1
2
[(
c0
2
)− ( c0−62 )− ( c0−22 )+ ( c0−42 )] if c0 is odd,
2(−1) c0−22 [( c0−12 )− ( c0−32 )− ( c0−72 )+ ( c0−52 )] if c0 is even
=0.
Thus, ND,d(2
7) = 0.
For the equation b2 − Dd ≡ 0 (mod 4 · 28), if m12 m22 f2 ≡ 1 (mod 26), the solution set is
{±23(23m+ 1)}m=15m=0 . If m12 m22 f2 ≡ 23 + 1 (mod 24), the solution set is {±23(23m+ 22 + 1)}m=15m=0 .
From now on, the pattern is similar. By the same induction argument, for the equation b2−Dd ≡
0 (mod 4 · 2n) with n ≥ 8, if m12 m22 f2 ≡ 23r + 1 (mod 2n−4) for some r ∈ {0, 1, ..., 2n−7 − 1}, the
solution set is of the form {±23(2n−5m + 22t + 1)}m=15m=0 for some t ∈ {0, 1, ..., 2n−7 − 1} with
(22t+ 1)2 ≡ 23r + 1 (mod 2n−2).
Let cm =
Dd−[23(2n−5m+22t+1)]2
4·2n =
m1
2
m2
2
f2−(2n−5m+4t+1)2
2n−4 =
m1
2
m2
2
f2−1−8t−16t2
2n−4 −2n−6m2−4tm−
m = c0 − 2n−6m2 − 4tm−m.
ND,d(2
n) =
15∑
m=0
χd([−2n, 23(1 + 4t+ 2n−5m), cm])
=

∑15
m=0
(
d
8
−2n
)(
8
cm
)
if m12 ≡ 1 (mod 4),∑15
m=0
(
d
−8
−2n
)(
−8
cm
)
if m12 ≡ 3 (mod 4)
=

(
d
8
−2n
)∑15
m=0
(
2
cm
)
if m12 ≡ 1 (mod 4),(
d
−8
−2n
)∑15
m=0
(
−2
cm
)
if m12 ≡ 3 (mod 4)
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Consider that
15∑
m=0
(
2
cm
)
=
15∑
m=0
(cm
2
)
=

∑7
m=0
(
c2m
2
)
if c0 is odd,∑7
m=0
( c2m+1
2
)
if c0 is even
=
2
[(
c0
2
)
+
(
c0−2
2
)
+
(
c0−4
2
)
+
(
c0−6
2
)]
if c0 is odd,
2
[(
c0−2n−6−4t−1
2
)
+
(
c0−2n−6−4t−3
2
)
+
(
c0−2n−6−4t−5
2
)
+
(
c0−2n−6−4t−7
2
)]
if c0 is even
=0.
Also consider
15∑
m=0
(−2
cm
)
=
15∑
m=0
(−1
cm
)(
2
cm
)
=
15∑
m=0
(−1
cm
)(cm
2
)
=

2(−1) c0−12 (( c02 )− ( c0−62 )− ( c0−22 )+ ( c0−42 )) if c0 is odd,
2(−1) c02 −1
[ (
c0−2n−6−4t−1
2
)
−
(
c0−2n−6−4t−3
2
)
if c0 is even
+
(
c0−2n−6−4t−5
2
)
−
(
c0−2n−6−4t−7
2
) ]
=0.
Thus, ND,d(2
n) = 0 for n ≥ 8.
For the cases that only one mi ≡ 2 (mod 4), the process is the same.
2.4.6 Case 2(i)(a)
Proof of Proposition 2.8 in Case 2(i)(a). Recall the assumptions: p|f , p - d and p - D0 with p odd.
Since we have p - d, we have
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
.
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Thus in this part of the sub-case, we have to prove
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
=
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) 1
(pe)2k−1
(
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
)
.
(2.17)
We need to compute NDd(p
n) = v(pn). We write f = pem with e ≥ 1 and p - m. Then,
Dd = D0p
2em2d. In this part of the sub-case, we will prove the claims:
I. NDd(p
2n) = NDd(p
2n+1) = pn for 0 ≤ n ≤ e− 1.
II. NDd(p
2e) = pe.
III. For n ≥ 2e+ 1, NDd(pn) =
0 if
(
D0d
p
)
= −1,
2pe if
(
D0d
p
)
= 1.
Then, if
(
D0d
p
)
= −1, i.e.,
(
D0
p
)
= −
(
d
p
)
, comparing two sides of the identity (2.17), we have
L.H.S. =
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
=1 +
(
d
p
)
pk
+
p
p2k
+
(
d
p
)
p
p3k
+
p2
p4k
+
(
d
p
)
p2
p5k
+ · · ·
+
pe−1
p(2e−2)k
+
(
d
p
)
pe−1
p(2e−1)k
+
pe
p2ek
=1 +
(
d
p
)
pk
+
1
p2k−1
+
(
d
p
)
p2k−1+k
+
1
p2(2k−1)
+
(
d
p
)
p2(2k−1)+k
+ · · ·
+
1
p(e−1)(2k−1)
+
(
d
p
)
p(e−1)(2k−1)+k
+
1
pe(2k−1)
=1 +
1
p2k−1
+
1
p2(2k−1)
+ · · ·+ 1
p(e−1)(2k−1)
+
1
pe(2k−1)
+
(
d
p
)
p−k
(
1 +
1
p2k−1
+
1
p2(2k−1)
+ · · ·+ 1
p(e−1)(2k−1)
)
=
1
p2(2k−1)
(
1 + p2k−1 + p2(2k−1) + · · ·+ p(e−1)(2k−1) + pe(2k−1)
)
+
(
d
p
)
p−k
1
p(e−1)(2k−1)
(
1 + p2k−1 + p2(2k−1) + · · ·+ p(e−1)(2k−1)
)
=
1
pe(2k−1)
(
σ2k−1(pe) +
(
d
p
)
p−kσ2k−1(pe−1)p2k−1
)
=
1
pe(2k−1)
(
σ2k−1(pe) +
(
d
p
)
pk−1σ2k−1(pe−1)
)
.
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R.H.S. =
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) 1
(pe)2k−1
(
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
)
=
1
(pe)2k−1
(
σ2k−1(pe) +
(
d
p
)
pk−1σ2k−1(pe−1)
)
= L.H.S.
Now, if
(
D0d
p
)
= 1, i.e.,
(
D0
p
)
=
(
d
p
)
, comparing two sides of the identity (2.17), we have
L.H.S. =
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
=1 +
(
d
p
)
pk
+
p
p2k
+
(
d
p
)
p
p3k
+
p2
p4k
+
(
d
p
)
p2
p5k
+ · · ·
+
pe−1
p(2e−2)k
+
(
d
p
)
pe−1
p(2e−1)k
+
pe
p2ek
+
(
d
p
)
2pe
p(2e+1)k
+
2pe
p(2e+2)k
+ · · ·
=
1
pe(2k−1)
(
σ2k−1(pe) +
(
d
p
)
pk−1σ2k−1(pe−1)
)
+
2
(
d
p
)
pe
p(2e+1)k
1−
(
d
p
)
p−k
=
(
σ2k−1(pe) +
(
d
p
)
pk−1σ2k−1(pe−1)
)
pe(2k−1)
+
2
(
d
p
)
pe−2ek
pk −
(
d
p
)
=
(
pk −
(
d
p
))(
σ2k−1(pe) +
(
d
p
)
pk−1σ2k−1(pe−1)
)
+ 2
(
d
p
)
pe(2k−1)
(
pk −
(
d
p
))
=
pkσ2k−1(pe)−
(
d
p
)
σ2k−1(pe) +
(
d
p
)
p2k−1σ2k−1(pe−1)− pk−1σ2k−1(pe−1) + 2
(
d
p
)
pe(2k−1)(pk − (dp))
=
pkσ2k−1(pe)− pk−1σ2k−1(pe−1) +
(
d
p
)
(p2k−1σ2k−1(pe−1)− σ2k−1(pe) + 2)
pe(2k−1)
(
pk −
(
d
p
))
=
pkσ2k−1(pe)− pk−1σ2k−1(pe−1) +
(
d
p
)
pe(2k−1)
(
pk −
(
d
p
)) .
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R.H.S. =
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) 1
(pe)2k−1
(
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
)
=
1 +
(
d
p
)
p−k
1−
(
d
p
)
p−k
σ2k−1(pe)−
(
d
p
)
pk−1σ2k−1(pe−1)
(pe)2k−1
=
(
pk +
(
d
p
))(
σ2k−1(pe)−
(
d
p
)
pk−1σ2k−1(pe−1)
)
(pe)2k−1
(
pk −
(
d
p
))
=
pkσ2k−1(pe) + (dp)σ2k−1(p
e)−
(
d
p
)
p2k−1σ2k−1(pe−1)− pk−1σ2k−1(pe−1)
(pe)2k−1
(
pk −
(
d
p
))
=
pkσ2k−1(pe)− pk−1σ2k−1(pe−1) +
(
d
p
) (
σ2k−1(pe)− p2k−1σ2k−1(pe−1)
)
(pe)2k−1
(
pk −
(
d
p
))
=
pkσ2k−1(pe)− pk−1σ2k−1(pe−1) +
(
d
p
)
(pe)2k−1
(
pk −
(
d
p
))
= L.H.S.
as required.
Proof of Claim I and II. First of all, the equation f(b) = b2−Dd ≡ 0 (mod p) has only one solution
b = 0 since p|D. Thus, NDd(p) = 1. Now f ′(b) = 2b ≡ 0 (mod p) if and only if p divides b. We
have p|0 and (0)2−Dd ≡ 0 (mod p2). Thus, 0 is lifted and the equation b2−Dd ≡ 0 (mod p2) has
the solution set {t1p}t1=p−1t1=0 . Thus, NDd(p2) = p.
Now, we claim that for 1 ≤ n ≤ e, the equation b2 − Dd ≡ 0 (mod p2n) has the solution set
{tnpn + tn+1pn+1 + · · ·+ t2n−1p2n−1} with ti ∈ {0, ..., p− 1}.
If e = 1, then we have n = 1 and the claim is true. Thus, assume e ≥ 2. We will prove by
induction for 1 ≤ n ≤ e − 1. We have proved the first case when n = 1. Consider the equation
b2 −Dd ≡ 0 (mod p2n+1). Write f = mpe with p - m. We see that
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(tnp
n + tn+1p
n+1 + · · ·+ t2n−1p2n−1)2 −D0p2em2d ≡ 0 (mod p2n+1)
⇐⇒p2n(tn + tn+1p+ · · ·+ t2n−1pn−1)2 −D0p2em2d ≡ 0 (mod p2n+1)
⇐⇒(tn + tn+1p+ · · ·+ t2n−1pn−1)2 −D0p2e−2nm2d ≡ 0 (mod p)
⇐⇒t2n −D0p2e−2nm2d ≡ 0 (mod p)
⇐⇒t2n ≡ 0 (mod p)
⇐⇒tn = 0.
Thus, the solutions {tn+1pn+1 + · · · + t2n−1p2n−1} with ti ∈ {0, ..., p − 1} are lifted. The equation
b2 − Dd ≡ 0 (mod p2n+1) has the solution set {tn+1pn+1 + · · · + t2n−1p2n−1 + t2np2n} with ti ∈
{0, ..., p− 1}.
Now, consider the equation b2 −Dd ≡ 0 (mod p2n+2). We see that
(tn+1p
n+1 + tn+2p
n+2 · · ·+ t2n−1p2n−1 + t2np2n)2 −D0p2em2d ≡ 0 (mod p2n+2)
⇐⇒p2n+2(tn+1 + tn+2p · · ·+ t2npn−1)2 −D0p2em2d ≡ 0 (mod p2n+2)
⇐⇒−D0p2em2d ≡ 0 (mod p2n+2),
which is always true since 2e ≥ 2n+2. Thus, the equation b2−Dd ≡ 0 (mod p2n+2) has the solution
set {tn+1pn+1+· · ·+t2n−1p2n−1+t2np2n+t2n+1p2n+1} with ti ∈ {0, ..., p−1}. The induction process
shows that NDd(p
2n) = NDd(p
2n+1) = pn for 1 ≤ n ≤ e− 1 and NDd(p2e) = pe.
Proof of Claim III. We just show that the equation b2 − Dd ≡ 0 (mod p2e) has the solution set
{tepe + te+1pe+1 + · · ·+ t2e−1p2e−1}. Now, for the equation b2 −Dd ≡ 0 (mod p2e+1), we see that
(tep
e + te+1p
e+1 + · · ·+ t2e−1p2e−1)2 −Dd ≡ 0 (mod p2e+1)
⇐⇒p2e(te + te+1p+ · · ·+ t2e−1pe−1)2 −D0p2em2d ≡ 0 (mod p2e+1)
⇐⇒(te + te+1p+ · · ·+ t2e−1pe−1)2 −D0m2d ≡ 0 (mod p)
⇐⇒t2e −D0m2d ≡ 0 (mod p)
⇐⇒
(
D0d
p
)
= 1.
Thus, if
(
D0d
p
)
= 1, the solutions ±(tepe + te+1pe+1 + · · · + t2e−1p2e−1) (with a specific te 6= 0) is
lifted and the equation b2 − Dd ≡ 0 (mod p2e+1) has the solution set {±(tepe + te+1pe+1 + · · · +
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t2e−1p2e−1 + t2ep2e)} with te+1, ..., t2e ∈ {0, ..., p− 1}. Thus,
NDd(p
2e+1) =
0 if
(
D0d
p
)
= −1,
2pe if
(
D0d
p
)
= 1.
So, if
(
D0d
p
)
= 1, we can look at NDd(p
2e+2). Now,
(tep
e + te+1p
e+1 + · · ·+ t2ep2e)2 −Dd ≡ 0 (mod p2e+2)
⇐⇒(te + te+1p+ · · ·+ t2epe)2p2e −D0p2em2d ≡ 0 (mod p2e+2)
⇐⇒(te + te+1p+ · · ·+ t2epe)2 −D0m2d ≡ 0 (mod p2)
⇐⇒(te + te+1p)2 −D0m2d ≡ 0 (mod p2)
⇐⇒t2e + 2tete+1p−D0m2d ≡ 0 (mod p2)
⇐⇒ t
2
e −D0m2d
p
+ 2tete+1 ≡ 0 (mod p) since t2e −D0m2d ≡ 0 (mod p).
Since it is just a linear equation in te+1 with p - 2te, there is a unique te+1 that will satisfy the
equation. Thus, the solutions with a specific te+1 are lifted and the equation b
2−Dd ≡ 0 (mod p2e+2)
has the solution set {±(tepe+te+1pe+1 + · · ·+t2e−1p2e−1 +t2ep2e)+t2e+1p2e+1} with te+2, ..., t2e+1 ∈
{0, ..., p− 1}. Thus, NDd(p2e+2) = 2pe.
Again, we write the solution set as {±(tepe + te+1pe+1 + · · ·+ t2e−1p2e−1 + t2ep2e + t2e+1p2e+1)}.
Now,
(tep
e + te+1p
e+1 + · · ·+ t2e+1p2e+1)2 −Dd ≡ 0 (mod p2e+3)
⇐⇒(te + te+1p+ · · ·+ t2epe)2p2e −D0p2em2d ≡ 0 (mod p2e+3)
⇐⇒(te + te+1p+ · · ·+ t2epe)2 −D0m2d ≡ 0 (mod p3)
⇐⇒(te + te+1p+ te+2p2)2 −D0m2d ≡ 0 (mod p3)
⇐⇒t2e + 2tete+1p+ t2e+1p2 + 2tete+2p2 −D0m2d ≡ 0 (mod p3)
⇐⇒ t
2
e + 2tete+1p−D0m2d
p2
+ t2e+1 + 2tete+2 ≡ 0 (mod p).
Again it is just a linear equation in te+2 with p - 2te. There is a unique te+2 that will satisfy
the equation. Thus, the solutions with a specific te+2 are lifted and the equation b
2 − Dd ≡
0 (mod p2e+3) has the solution set {±(tepe+ te+1pe+1 + · · ·+ t2ep2e+ t2e+1p2e+1 + t2e+2p2e+2)} with
te+3, ..., t2e+2 ∈ {0, ..., p− 1}. Thus, NDd(p2e+3) = 2pe. We see that this pattern will continue and
thus NDd(p
n) = 2pe for all n ≥ 2e+ 1.
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2.4.7 Case 2(i)(b)
Proof of Proposition 2.8 in Case 2(i)(b). Recall the assumptions: p|f , p - d and p - D0 with
p = 2.
Similar to the previous part of the sub-case, since we have 2 - d, we have
∞∑
n=0
(−1)kND,d(2n)
2nk
=
∞∑
n=0
(
d
2
)n
NDd(2
n)
2nk
.
Thus in this part of the sub-case, we have to prove
∞∑
n=0
(
d
2
)n
NDd(2
n)
2nk
=
1− 2−2k(
1− (D02 ) 2−k) (1− (d2) 2−k) 1(2e)2k−1
(
σ2k−1(2e)−
(
D0
2
)
2k−1σ2k−1(2e−1)
)
.
(2.18)
We need to compute NDd(2
n) = 12v(2
n+2). We write f = 2em with e ≥ 1 and 2 - m. Then,
Dd = D02
2em2d.
In this part of the sub-case, we will prove the same claims as the previous part:
I. NDd(2
2n) = NDd(2
2n+1) = pn for 0 ≤ n ≤ e− 1.
II. NDd(2
2e) = 2e.
III. For n ≥ 2e+ 1, NDd(2n) =
0 if
(
D0d
2
)
= −1,
2 · 2e if
(
D0d
2
)
= 1.
Then, the rest is exactly the same as the previous part of the sub-case and thus the equation
(2.18) is true.
Proof of Claim I and II. We first assume e ≥ 2. Consider the equation
b2 −Dd ≡ 0 (mod 4 · 2)⇐⇒b2 −D022em2d ≡ 0 (mod 8)
⇐⇒b2 ≡ 0 (mod 8)
⇐⇒b = 0 or 4.
Thus, the equation b2 −Dd ≡ 0 (mod 4 · 2) has the solution set {22t}t=1t=0. Therefore, NDd(2) = 1.
For the equation b2 −Dd ≡ 0 (mod 4 · 22), we see that
(22t)2 −Dd ≡ 0 (mod 4 · 22)⇐⇒24t2 −D022m2d ≡ 0 (mod 2)4
⇐⇒0 ≡ 0 (mod 4),
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which is always true. Thus both solutions are lifted and the equation b2 −Dd ≡ 0 (mod 4 · 22) has
the solution set {22t, 22t+ 23}t=1t=0 = {22t, 22(t+ 2)}t=1t=0 = {22t}t=3t=0. Thus, NDd(22) = 2.
Now, we claim that the equation b2−Dd ≡ 0 (mod 4 ·22n) has the solution set {2n+1t}t=2n+1−1t=0
for 1 ≤ n ≤ e− 1. To see this, note that
b2 −Dd ≡ 0 (mod 4 · 22n)⇐⇒b2 −D022em2d ≡ 0 (mod 22n+2)
⇐⇒b2 ≡ 0 (mod 22n+2) since 2e ≥ 2n+ 2
⇐⇒t is a multiple of 2n+1.
Thus, the equation b2 − Dd ≡ 0 (mod 4 · 22n) has the solution set {2n+1t}t=2n+1−1t=0 . This shows
NDd(2
2n) = 2n for 1 ≤ n ≤ e− 1.
For the equation b2 −Dd ≡ 0 (mod 4 · 22n+1) for 1 ≤ n ≤ e− 2, we see that
(2n+1t)2 −Dd ≡ 0 (mod 4 · 22n+1)⇐⇒22n+2t2 −D022em2d ≡ 0 (mod 2)2n+3
⇐⇒22n+2t2 ≡ 0 (mod 2)2n+3 since 2e ≥ 2n+ 4
⇐⇒t2 ≡ 0 (mod 2)
⇐⇒t is even.
Thus, the solutions with even t are lifted. The equation b2−Dd ≡ 0 (mod 4·22n+1) for 1 ≤ n ≤ e−2
has the solution set
{2n+1t, 2n+1t+ 22n+2}t=0,2,...,2n+1−2 = {2n+2t, 2n+2t+ 22n+2}t=2
n−1
t=0
= {2n+2t, 2n+2(t+ 2n)}t=2n−1t=0
= {2n+2t}t=2n+1−1t=0 .
This shows NDd(2
2n+1) = 2n for 1 ≤ n ≤ e− 2.
Now, to find NDd(2
2n+1) for n = e− 1, i.e., NDd(22e−1), for all e ≥ 1, we consider the equation
b2 −Dd ≡ 0 (mod 4 · 22e−1). Recall that the equation b2 −Dd ≡ 0 (mod 4 · 22e−2) has the solution
set {2et}t=2e−1t=0 . We see that
(2et)2 −Dd ≡ 0 (mod 4 · 22e−1)⇐⇒22et2 −D022em2d ≡ 0 (mod 2)2e+1
⇐⇒t2 −D0m2d ≡ 0 (mod 2)
⇐⇒t2 − 1 ≡ 0 (mod 2)
⇐⇒t is odd.
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Thus, the solutions with odd t are lifted and the equation b2 −Dd ≡ 0 (mod 4 · 22e−1) has the
solution set
{2et, 2et+ 22e}t=1,3,...,2e−1 = {2e+1t+ 2e, 2e+1t+ 2e + 22e}t=2e−1−1t=0
= {2e+1t+ 2e, 2e+1(t+ 2e−1) + 2e}t=2e−1−1t=0
= {2e+1t+ 2e}t=2e−1t=0
= {2e(2t+ 1)}t=2e−1t=0 .
This shows NDd(2
2e−1) = 2e−1.
Now, in order to find NDd(2
2e−1), we consider the equation b2 −Dd ≡ 0 (mod 4 · 22e). We see
that
[2e(2t+ 1)]2 −Dd ≡ 0 (mod 4 · 22e)⇐⇒22e(2t+ 1)2 −D022em2d ≡ 0 (mod 2)2e+2
⇐⇒(2t+ 1)2 −D0m2d ≡ 0 (mod 4)
⇐⇒1−D0m2d ≡ 0 (mod 4),
which is always true. Thus, all solutions are lifted. The equation b2−Dd ≡ 0 (mod 4 · 22e) has the
solution set
{2e(2t+ 1), 2e(2t+ 1) + 22e+1}t=2e−1t=0 = {2e(2t+ 1), 2e(2t+ 1 + 2e+1)}t=2
e−1
t=0
= {2e(2t+ 1), 2e[(2(t+ 2e) + 1]}t=2e−1t=0
= {2e(2t+ 1)}t=2e+1−1t=0 .
This shows NDd(2
2e) = 2e.
Proof of Claim III. Now we look at the equation b2 −Dd ≡ 0 (mod 4 · 22e+1) and consider
[2e(2t+ 1)]2 −Dd ≡ 0 (mod 4 · 22e+1)⇐⇒22e(2t+ 1)2 −D022em2d ≡ 0 (mod 22e+3)
⇐⇒(2t+ 1)2 −D0m2d ≡ 0 (mod 23)
⇐⇒4t2 + 4t+ 1−D0m2d ≡ 0 (mod 23).
Note that D0m
2d ≡ 1 or 5 (mod 8). If D0m2d ≡ 5 (mod 8), we have
4t2 + 4t+ 1−D0m2d ≡ 0 (mod 23)⇐⇒4t2 + 4t ≡ 4 (mod 8)
⇐⇒t2 + t ≡ 1 (mod 2)
⇐⇒t(t+ 1) ≡ 1 (mod 2),
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which is never true. Thus, no solution is lifted. We have NDd(2
2e+1) = 0 and NDd(2
n) = 0 for
n ≥ 2e+ 1.
If D0m
2d ≡ 1 (mod 8), we have
4t2 + 4t+ 1−D0m2d ≡ 0 (mod 23)⇐⇒4t2 + 4t ≡ 0 (mod 8)
⇐⇒t2 + t ≡ 0 (mod 2)
⇐⇒t(t+ 1) ≡ 0 (mod 2),
which is always true. Thus, all solutions are lifted and the equation b2 −Dd ≡ 0 (mod 4 · 22e+1)
has the solution set
{2e(2t+ 1), 2e(2t+ 1) + 22e+2}t=2e+1−1t=0 = {2e(2t+ 1), 2e(2t+ 1 + 2e+2)}t=2
e+1−1
t=0
= {2e(2t+ 1), 2e[(2(t+ 2e+1) + 1]}t=2e+1−1t=0
= {2e(2t+ 1)}t=2e+2−1t=0 .
This shows NDd(2
2e+1) = 2e+1.
To continue the process, we first rewrite the above solution set. Note that
{2e(2t+ 1)}t=2e+2−1t=0 = {2e(4t+ 1), 2e(4t+ 3)}t=2
e+1−1
t=0
= {2e(4t+ 1), 2e(4t+ 3)− 22e+3}t=2e+1−1t=0
= {2e(4t+ 1),−2e(−4t− 3 + 2e+3)}t=2e+1−1t=0
= {2e(4t+ 1),−2e[4(2e+1 − t)− 3]}t=2e+1−1t=0
= {2e(4t+ 1),−2e[4(2e+1 − 1− t) + 1]}t=2e+1−1t=0
= {2e(4t+ 1),−2e[4(2e+1 − 1− t) + 1]}t=2e+1−1t=0
= {2e(4t+ 1),−2e(4t+ 1)}t=2e+1−1t=0
= {±2e(4t+ 1)}t=2e+1−1t=0 .
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+2), we see that
[2e(4t+ 1)]2 −Dd ≡ 0 (mod 4 · 22e+2)⇐⇒22e(4t+ 1)2 −D022em2d ≡ 0 (mod 22e+4)
⇐⇒(4t+ 1)2 −D0m2d ≡ 0 (mod 24)
⇐⇒8t+ 1−D0m2d ≡ 0 (mod 16)
⇐⇒8t+ 1 ≡ D0m2d (mod 16).
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If D0m
2d ≡ 1 (mod 24), we have
8t+ 1 ≡ D0m2d (mod 16)⇐⇒8t ≡ 0 (mod 16)
⇐⇒t ≡ 0 (mod 2)
⇐⇒t is even.
Thus, the solutions with even t are lifted and the equation b2 − Dd ≡ 0 (mod 4 · 22e+2) has the
solution set {±2e(23t+ 1)}t=2e+1−1t=0 .
If D0m
2d ≡ 23 + 1 (mod 24), we have
8t+ 1 ≡ D0m2d (mod 16)⇐⇒8t ≡ 8 (mod 16)
⇐⇒t ≡ 1 (mod 2)
⇐⇒t is odd.
Thus, the solutions with odd t are lifted and the equation b2 − Dd ≡ 0 (mod 4 · 22e+2) has the
solution set {±2e(23t+ 22 + 1)}t=2e+1−1t=0 .
For each case, NDd(2
2e+2) = 2e+1. We can generalize the above phenomenon to the claim: For
the equation b2 − Dd ≡ 0 (mod 4 · 22e+1+n), n ≥ 1, if D0m2d ≡ 23r + 1 ≡ 2n+3 for some r ∈
{0, 1, ..., 2n−1}, it has the solution set {±2e(2n+2t+22s+1)}t=2e+1−1t=0 for some s ∈ {0, 1, ..., 2n−1}
with (22s+ 1)2 ≡ 23r + 1.
We have just proved the case with n = 1. We can use an induction argument to prove this as
in Case 1(iv)(b). This will prove Claim III.
2.4.8 Case 2(ii)(a)
Proof of Proposition 2.8 in Case 2(ii)(a). Recall the assumptions: p|f , p - d and p|D0 with p odd.
We still have p - d, so we have
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
.
Thus in this part of the sub-case, we have to prove the same identity
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
=
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) 1
(pe)2k−1
(
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
)
.
(2.19)
We need to compute NDd(p
n) = v(pn). We write f = pem with e ≥ 1 and p - m. Then,
Dd = D0p
2em2d.
64
In this part of the sub-case, we will prove the claims:
I. NDd(p
2n) = NDd(p
2n+1) = pn for 0 ≤ n ≤ e.
II. NDd(p
n) = 0 for n ≥ 2e+ 2.
Thus, comparing two sides of the identity (2.19) we have
L.H.S. =
∞∑
n=0
(−1)kND,d(pn)
pnk
=
∞∑
n=0
(
d
p
)n
NDd(p
n)
pnk
=1 +
(
d
p
)
pk
+
p
p2k
+
(
d
p
)
p
p3k
+
p2
p4k
+
(
d
p
)
p2
p5k
+ · · ·+ p
e
p2ek
+
(
d
p
)
pe
p(2e+1)k
=1 +
(
d
p
)
pk
+
1
p2k−1
+
(
d
p
)
p2k−1+k
+
1
p2(2k−1)
+
(
d
p
)
p2(2k−1)+k
+ · · ·+ 1
pe(2k−1)
+
(
d
p
)
pe(2k−1)+k
=1 +
1
p2k−1
+
1
p2(2k−1)
+ · · ·+ 1
p(e−1)(2k−1)
+
1
pe(2k−1)
+
(
d
p
)
p−k
(
1 +
1
p2k−1
+
1
p2(2k−1)
+ · · ·+ 1
pe(2k−1)
)
.
R.H.S. =
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) 1
(pe)2k−1
(
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
)
=
(
1 +
(
d
p
)
p−k
)
σ2k−1(pe)
(pe)2k−1
=
1 +
(
d
p
)
pk
(1 + 1
p2k−1
+ · · ·+ 1
pe(2k−1)
)
= L.H.S.
as required.
Proof of Claim I. Note that everything follow as Case 2(i)(a) up to the point that the equation
b2−Dd ≡ 0 (mod p2e) has the solution set {tepe+te+1pe+1+· · ·+t2e−1p2e−1} with ti ∈ {0, 1, ..., p−1}.
Therefore, we have NDd(p
2n) = NDd(p
2n+1) = pn for 0 ≤ n ≤ e − 1 and NDd(p2e) = pe. To find
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NDd(p
2e+1), we consider the equation b2 −Dd ≡ 0 (mod p2e+1). We see that
(tep
e + te+1p
e+1 + · · ·+ t2e−1p2e−1)2 −Dd ≡ 0 (mod p2e+1)
⇐⇒p2e(te + te+1p+ · · ·+ t2e−1pe−1)2 −D0p2em2d ≡ 0 (mod p2e+1)
⇐⇒p2e(te + te+1p+ · · ·+ t2e−1pe−1)2 ≡ 0 (mod p2e+1)
⇐⇒(te + te+1p+ · · ·+ t2e−1pe−1)2 ≡ 0 (mod p)
⇐⇒t2e ≡ 0 (mod p)
⇐⇒te = 0.
Thus, the solutions {tepe + te+1pe+1 + · · · + t2e−1p2e−1} are lifted and the equation b2 − Dd ≡
0 (mod p2e+1) has the solution set {tepe+te+1pe+1+· · ·+t2e−1p2e−1+t2ep2e} with ti ∈ {0, 1, ..., p−1}.
That shows NDd(p
2e+1) = pe. Thus, Claim I is proved.
Proof of Claim II. For equation b2 −Dd ≡ 0 (mod p2e+2), we see that
(te+1p
e+1 + te+2p
e+2 + · · ·+ t2ep2e)2 −Dd ≡ 0 (mod p2e+2)
⇐⇒p2e+2(te+1 + te+2p+ · · ·+ t2epe−1)2 −D0p2em2d ≡ 0 (mod p2e+2)
⇐⇒−D0p2em2d ≡ 0 (mod p2e+2)
⇐⇒−D0m2d ≡ 0 (mod p2)
⇐⇒− D0
p
m2d ≡ 0 (mod p),
which is always false. So no solution is lifted and the equation b2 − Dd ≡ 0 (mod p2e+2) has no
solution. Thus, NDd(p
2e+2) = 0 and NDd(p
n) = 0 for n ≥ 2e+ 2.
2.4.9 Case 2(ii)(b)
Proof of Proposition 2.8 in Case 2(ii)(b). Recall the assumptions: p|f , p - d and p|D0 with p = 2.
Similar to the previous part of the sub-case, since we have 2 - d, we have
∞∑
n=0
(−1)kND,d(2n)
2nk
=
∞∑
n=0
(
d
2
)n
NDd(2
n)
2nk
.
Thus in this part of the sub-case, we have to prove
∞∑
n=0
(
d
2
)n
NDd(2
n)
2nk
=
1− 2−2k(
1− (D02 ) 2−k) (1− (d2) 2−k) 1(2e)2k−1
(
σ2k−1(2e)−
(
D0
2
)
2k−1σ2k−1(2e−1)
)
.
(2.20)
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We need to compute NDd(2
n) = 12v(2
n+2). We write f = 2em with e ≥ 1 and 2 - m. Then,
Dd = D02
2em2d.
In this part of the sub-case, we will prove the same claims as the previous part:
I. NDd(2
2n) = NDd(2
2n+1) = 2n for 0 ≤ n ≤ e.
II. NDd(2
n) = 0 for n ≥ 2e+ 2.
Thus, the rest is exactly the same as the previous part of the sub-case and the identity (2.20)
is true.
Proof of Claim I. Everything follows exactly as in Case 2(i)(b) up to the point that the equation
b2−Dd ≡ 0 (mod 22e) has the solution set {2et}t=2e−1t=0 . Thus, we have NDd(22n) = NDd(22n+1) = 2n
for 0 ≤ n ≤ e− 2 and NDd(22e−2) = 2e−1.
To determine NDd(2
2e−1), we consider the equation b2 −Dd ≡ 0 (mod 22e+1). We see that
(2et)2 −Dd ≡ 0 (mod 22e+1)⇐⇒22et2 − 22e+2m2m2d ≡ 0 (mod 22e+2)
⇐⇒22et2 ≡ 0 (mod 22e+2)
⇐⇒t2 ≡ 0 (mod 22)
⇐⇒t is even.
Thus, all solutions are lifted and the equation b2 −Dd ≡ 0 (mod 22e+1) has the solution set
{2et, 2et+ 22e}t=0,2,...,2e−2 = {2e+1t, 2e+1t+ 22e)}t=2e−1−1t=0
= {2et, 2e+1(t+ 2e−1)}t=2e−1−1t=0
= {2e+1t}t=2e−1t=0 .
This shows N(22e−1) = 2e−1.
To determine NDd(2
2e), we consider the equation b2 −Dd ≡ 0 (mod 22e+2). We see that
(2e+1t)2 −Dd ≡ 0 (mod 22e+2)⇐⇒22e+2t2 − 22e+2m2m2d ≡ 0 (mod 22e+2)
⇐⇒0 ≡ 0 (mod 22e+2),
which is always true. Thus, all solutions are lifted and the equation b2 −Dd ≡ 0 (mod 22e+2) has
the solution set
{2e+1t, 2e+1t+ 22e+1)}t=2e−1t=0 = {2e+1t, 2e+1(t+ 2e)}t=2
e−1
t=0
= {2e+1t}t=2e+1−1t=0 .
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This shows N(22e) = 2e.
To determine NDd(2
2e+1), we consider the equation b2 −Dd ≡ 0 (mod 22e+3). We see that
(2e+1t)2 −Dd ≡ 0 (mod 22e+3)⇐⇒22e+2t2 − 22e+2m2m2d ≡ 0 (mod 22e+3)
⇐⇒t2 −m2m2d ≡ 0 (mod 2)
⇐⇒t2 −m2 ≡ 0 (mod 2)
If m2 ≡ 2 (mod 4), then we have
t2 ≡ 0 (mod 2)⇐⇒ t is even.
Thus, the solutions with even t are lifted and the equation b2−Dd ≡ 0 (mod 22e+3) has the solution
set
{2e+1t, 2e+1t+ 22e+2}t=0,2,...,2e+1−2 = {2e+2t, 2e+2t+ 22e+2)}t=2
e−1
t=0
= {2e+2t, 2e+2(t+ 2e)}t=2e−1t=0
= {2e+2t}t=2e+1−1t=0 .
This shows N(22e+1) = 2e.
If m2 ≡ 3 (mod 4), then we have
t2 − 1 ≡ 0 (mod 2)⇐⇒ t is odd.
Thus, the solutions with odd t are lifted and the equation b2−Dd ≡ 0 (mod 22e+3) has the solution
set
{2e+1t, 2e+1t+ 22e+2}t=1,3,...,2e+1−1 = {2e+2t+ 2e+1, 2e+2t+ 2e+1 + 22e+2)}t=2
e−1
t=0
= {2e+1(2t+ 1), 2e+1(2t+ 1 + 2e+1)}t=2e−1t=0
= {2e+1(2t+ 1), 2e+1[2(t+ 2e) + 1]}t=2e−1t=0
= {2e+1(2t+ 1)}t=2e+1−1t=0 .
This shows N(22e+1) = 2e.
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Proof of Claim II. To determine NDd(2
2e+2), we consider the equation b2 −Dd ≡ 0 (mod 22e+4).
If m2 ≡ 2 (mod 4), we see that
(2e+2t)2 −Dd ≡ 0 (mod 22e+4)⇐⇒22e+4t2 − 22e+2m2m2d ≡ 0 (mod 22e+4)
⇐⇒−m2m2d ≡ 0 (mod 22)
⇐⇒− m2
2
m2d ≡ 0 (mod 2),
which is never true. Thus, N(22e+2) = 0 and N(2n) = 0 for all n ≥ 2e+ 2.
If m2 ≡ 3 (mod 4), we see that
[2e+1(2t+ 1)]2 −Dd ≡ 0 (mod 22e+4)⇐⇒22e+2(2t+ 1)2 − 22e+2m2m2d ≡ 0 (mod 22e+4)
⇐⇒(2t+ 1)2 −m2m2d ≡ 0 (mod 22)
⇐⇒1−m2m2d ≡ 0 (mod 4)
⇐⇒1− 3 ≡ 0 (mod 4)
⇐⇒− 2 ≡ 0 (mod 4),
which is never true. Thus, N(22e+2) = 0 and N(2n) = 0 for all n ≥ 2e+ 2.
2.4.10 Case 2(iii)(a)
Proof of Proposition 2.8 in Case 2(iii)(a). Recall the assumptions: p|f , p|d and p - D0 with p
odd.
Since we have p|d here, we have to compute ND,d(pn) explicitly again.
We make the following claims in this part of the sub-case:
I. ND,d(p
2n+1) = 0 for 0 ≤ n ≤ e− 1.
II. ND,d(p
2n) = (−1)k(pn − pn−1) for 1 ≤ n ≤ e.
III. ND,d(p
2e+1) = (−1)k
(
D0
p
)
pe.
IV. ND,d(p
n) = 0 for n ≥ 2e+ 2.
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Thus, we have that
∞∑
n=0
(−1)kND,d(pn)
pnk
=1 +
p− 1
p2k
+
p2 − p
p4k
+
p3 − p2
p6k
+ · · ·+ p
e − pe−1
p2ek
+
(
D0
p
)
pe
p(2e+1)k
=1 +
1
p2k−1
+
1
p2(2k−1)
+ · · ·+ 1
pe(2k−1)
−
(
1
p2k
+
1
p4k−1
+
1
p6k−2
+ · · ·+ 1
p2ek−e+1
)
+
(
D0
p
)
pe
p(2e+1)k
=
σ2k−1(pe)
pe(2k−1)
− p
(e−1)(2k−1) + p(e−2)(2k−1) + · · ·+ p2k−1 + 1
pe(2k−1)+1
+
(
D0
p
)
pe
p(2e+1)k
=
σ2k−1(pe)
pe(2k−1)
− σ2k−1(p
e−1)
pe(2k−1)+1
+
(
D0
p
)
pe(2k−1)+k
=
pkσ2k−1(pe) +
(
D0
p
)
σ2k−1(pe)−
(
D0
p
)
p2k−1σ2k−1(pe−1)− pk−1σ2k−1(pe−1)
pe(2k−1)+k
=
pk +
(
D0
p
)
pk
·
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
pe(2k−1)
=
(
1 +
(
D0
p
)
p−k
)
1
pe(2k−1)
(
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
)
=
1− p−2k(
1−
(
D0
p
)
p−k
)(
1−
(
d
p
)
p−k
) 1
(pe)2k−1
(
σ2k−1(pe)−
(
D0
p
)
pk−1σ2k−1(pe−1)
)
as required.
Proof of Claim I and II. Note that in this case the solutions to b2 − Dd ≡ 0 (mod pn) for any n
are the same as those in Case 2(ii)(a). For n = 1, there is only one solution b = 0 to the equation
b2 − Dd ≡ 0 (mod p). On the other hand, the equation b2 − Dd ≡ 0 (mod 4) always has two
solutions. Thus, there is only one solution to b2 −Dd ≡ 0 (mod 4)p with 0 ≤ b ≤ 2p2 − 1 and it
looks like t′p for some integer t′. Then,
ND,d(p) =
∑
0≤b≤2p−1
b2≡Dd (mod 4p)
χd
([
−p, b, Dd− b
2
4p
])
= χd
([
−p, t′p, Dd− (t
′p)2
4p
])
= 0.
We have seen that the solution set to b2 −Dd ≡ 0 (mod p2) is {t1p} with t1 ∈ {0, 1, ..., p− 1}.
Then the solution set to b2 −Dd ≡ 0 (mod 4p2) with 0 ≤ b ≤ 2p− 1 looks like {t1p+mt1p2} with
t1 ∈ {0, 1, ..., p− 1} and mt1 fixed. Let ct1 = Dd−(t1p+mt1p
2)2
4p2
. Thus,
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ND,d(p
2) =
∑
0≤b≤2p−1
b2≡Dd (mod 4p)
χd([−p2, b, c])
=
p−1∑
t1=0
χd([−p2, t1p+mt1p2, ct1 ])
=

∑p−1
t1=0
(
d
p
−p2
)(
p
ct1
)
if p ≡ 1 (mod 4),∑p−1
t1=0
(
− d
p
−p2
)(
−p
ct1
)
if p ≡ 3 (mod 4)
=
(−1)
k
∑p−1
t1=0
(
p
ct1
)
if p ≡ 1 (mod 4),
(−1)k+1∑p−1t1=0 (−pct1 ) if p ≡ 3 (mod 4)
=
(−1)
k
∑p−1
t1=0
(
ct1
p
)
if p ≡ 1 (mod 4),
(−1)k+1∑p−1t1=0 ( ct1p ) if p ≡ 3 (mod 4).
Then, we have
p−1∑
t1=0
(
ct1
p
)
=
p−1∑
t1=0
 Dd−(t1p+mt1p2)24p2
p

=
p−1∑
t1=0
 Dd−(t1p+mt1p2)2p2
p

=
p−1∑
t1=0
(
Dd
p2
− (t1 +mt1p)2
p
)
=
p−1∑
t1=0
(−t21
p
)
(since p|Dd
p2
)
=
(−1
p
) p−1∑
t1=0
(
t21
p
)
=
(−1
p
)
(p− 1).
Thus, ND,d(p
2) = (−1)k(p− 1).
For 2 ≤ n ≤ e, the solution set for b2−Dd ≡ 0 (mod p2n−1) is {tnpn+tn+1pn+1+· · ·+t2n−2p2n−2}
with tn, tn+1, ..., t2n−2 ∈ {0, 1, ..., p − 1}. Thus, the equation b2 − Dd ≡ 0 (mod 4p2n−1) with
0 ≤ b ≤ 2p2n−1 also has pn−1 solutions, bt = tnpn + tn+1pn+1 + · · ·+ t2n−2p2n−2 +mtp2n−1 for some
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fixed integer mt. Let ct =
Dd−b2t
4p2n−1 . Thus,
ND,d(p
2n−1) =
pn−1∑
t=0
χd([−p2n−1, bt, ct])
=

∑pn−1
t=1
(
d
p
−p2n−1
)(
p
ct
)
if p ≡ 1 (mod 4),∑pn−1
t=1
(
− d
p
−p2n−1
)(
−p
ct
)
if p ≡ 3 (mod 4).
However,
ct =
Dd− (tnpn + tn+1pn+1 + · · ·+ t2n−2p2n−2 +mtp2n−1)2
4p2n−1
=
D0p
2em2d− (tn + tn+1p+ · · ·+ t2n−2pn−2 +mtpn−1)2p2n
4p2s−1
=
D0p
2e−2n+1m2d− (tn + tn+1p+ · · ·+ t2n−2pn−2 +mtpn−1)2p
4
.
Therefore p divides ct and ND,d(p
2n−1) = 0 for 2 ≤ n ≤ e.
For 1 ≤ n ≤ e, the solution set for b2−Dd ≡ 0 (mod p2n) is {tnpn+tn+1pn+1 + · · ·+t2n−1p2n−1}
with tn, tn+1, ..., t2n−1 ∈ {0, 1, ..., p−1}. Thus, the equation b2−Dd ≡ 0 (mod 4p2n) has pn solutions,
bt = tnp
n + tn+1p
n+1 + · · ·+ t2n−1p2n−1 +mtp2n, with mt fixed. Let ct = Dd−b
2
t
4p2n
. Then,
ND,d(p
2n) =
pn∑
t=0
χd([−p2n, bt, ct])
=

∑pn
t=1
(
d
p
−p2n
)(
p
ct
)
if p ≡ 1 (mod 4),∑pn
t=1
(
− d
p
−p2n
)(
−p
ct
)
if p ≡ 3 (mod 4)
=
(−1)
k
∑pn
t=1
(
ct
p
)
if p ≡ 1 (mod 4),
(−1)k+1∑pnt=1 ( ctp ) if p ≡ 3 (mod 4).
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Now, we have
pn∑
t=1
(
ct
p
)
=
p−1∑
tn=0
p−1∑
tn+1=0
· · ·
p−1∑
t2n−1=0
 Dd−(tnpn+tn+1pn+1+···+t2n−1p2s−1+mtp2n)24p2n
p

=
p−1∑
tn=0
p−1∑
tn+1=0
· · ·
p−1∑
t2n−1=0
 D0p2em2d−(tn+tn+1p+···+t2n−1pn−1+mtpn)2p2np2n
p

=
p−1∑
tn=0
p−1∑
tn+1=0
· · ·
p−1∑
t2n−1=0
(
D0p
2e−2nm2d− (tn + tn+1p+ · · ·+ t2n−1pn−1 +mtpn)2
p
)
=
p−1∑
tn=0
p−1∑
tn+1=0
· · ·
p−1∑
t2n−1=0
(−t2n
p
)
(since p|D0p2e−2nm2d)
=
(−1
p
) p−1∑
tn=0
p−1∑
tn+1=0
· · ·
p−1∑
t2n−1=0
(
t2n
p
)
=
(−1
p
) p−1∑
tn+1=0
· · ·
p−1∑
t2n−1=0
p−1∑
tn=0
(
t2n
p
)
=
(−1
p
) p−1∑
tn+1=0
· · ·
p−1∑
t2n−1=0
(p− 1)
=
(−1
p
)
pn−1(p− 1)
=
(−1
p
)
(pn − pn−1).
Thus, ND,d(p
2n) = (−1)k(pn − pn−1).
Proof of Claim III. Recall that the equation b2−Dd ≡ 0 (mod p2e+1) has the solution set {te+1pe+1+
te+2p
e+2 + · · · + t2ep2e} with ti ∈ {0, 1, ..., p − 1}. Thus, the equation b2 − Dd ≡ 0 (mod 4p2e+1)
with 0 ≤ b ≤ 2p2e+1 has pe solutions, bt = te+1pe+1 + te+2pe+2 + · · · + t2ep2e + mtp2e+1 for some
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fixed integer mt. Let ct =
Dd−b2t
4p2e+1
. Then,
ND,d(p
2e+1) =
pe∑
t=0
χd([−p2e+1, bt, ct])
=

∑pe
t=1
(
d
p
−p2e+1
)(
p
ct
)
if p ≡ 1 (mod 4),∑pe
t=1
(
− d
p
−p2e+1
)(
−p
ct
)
if p ≡ 3 (mod 4)
=

(
d
p
−p
)∑pe
t=1
(
ct
p
)
if p ≡ 1 (mod 4),(
− d
p
−p
)∑pe
t=1
(
ct
p
)
if p ≡ 3 (mod 4)
=

(−1)k
(
d
p
p
)∑pe
t=1
(
ct
p
)
if p ≡ 1 (mod 4),(
−1
p
)( d
p
p
)(
− d
p
−1
)∑pe
t=1
(
ct
p
)
if p ≡ 3 (mod 4)
=

(−1)k
(
d
p
p
)∑pe
t=1
(
ct
p
)
if p ≡ 1 (mod 4),
(−1)k
(
d
p
p
)∑pe
t=1
(
ct
p
)
if p ≡ 3 (mod 4)
= (−1)k
(
d
p
p
)
pe∑
t=1
(
ct
p
)
.
Then, we have
pe∑
t=1
(
ct
p
)
=
p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e=0
 Dd−(te+1pe+1+te+2pe+2+···+t2ep2e+mtp2e+1)24p2e+1
p

=
p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e=0
 D0p2em2d−(te+1+te+2p+···+t2epe−1+mtpe)2p2e+2p2e+1
p

=
p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e=0
(
D0m
2 d
p − (te+1 + te+2p+ · · ·+ t2epe−1 +mtpe)2p
p
)
=
p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e=0
(
D0m
2 d
p
p
)
=
(
D0
d
p
p
)
pe.
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Thus, ND,d(p
2e+1) = (−1)k
(
D0
p
)
pe.
Proof of Claim IV. As in Case 2(ii)(a), b2−Dd ≡ 0 (mod pn) for n ≥ 2e+2 has no solution. Thus,
ND,d(p
n) = 0 for n ≥ 2e+ 2.
2.4.11 Case 2(iii)(b)
Proof of Proposition 2.8 in Case 2(iii)(b). Recall the assumptions: p|f , p|d and p - D0 with
p = 2.
In this part of the sub-cases, we will prove the same claims as the previous part:
I. ND,d(2
2n+1) = 0 for 0 ≤ n ≤ e− 1.
II. ND,d(2
2n) = (−1)k(2n − 2n−1) for 1 ≤ n ≤ e.
III. ND,d(2
2e+1) = (−1)k (D02 ) 2e.
IV. ND,d(2
n) = 0 for n ≥ 2e+ 2.
Then the rest will be exactly the same as the previous part of the sub-cases.
Proof of Claim I and II. The solutions to the equation b2 −Dd ≡ 0 (mod 4 · 22n) for all n in this
case are the same as those in Case 2(ii)(b) except that for n = 2e+ 1, we switch m2 to m1.
Recall the the equation b2 − Dd ≡ 0 (mod 4 · 22n+1) for 0 ≤ n ≤ e − 1 has the solution set
{2n+2t}t=2n+1−1t=0 . Let ct = Dd−(2
n+2t)2
4·22n+1 . Then,
ND,d(2
2n+1) =
∑
0≤b≤2·22n+1−1
b2≡Dd (mod 4·22n+1)
χd
([
−22n+1, b, Dd− b
2
4 · 22n+1
])
=
2n−1∑
t=0
χd([−22n+1, 2n+2t, ct]).
We have
ct =
Dd− (2n+2t)2
22n+3
=
D02
2e+2m2m1 − 22n+4t2
22n+3
= D02
2e−2n−1m2m1 − 2t2.
Since 2e− 2n− 1 ≥ 1, 2|ct. Thus, ND,d(22n+1) = 0 for 0 ≤ n ≤ e− 1.
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Now, recall that the equation b2 − Dd ≡ 0 (mod 4 · 22n) for 1 ≤ n ≤ e has the solution set
{2n+1t}t=2n+1−1t=0 . Let ct = Dd−(2
n+1t)2
22n+2
= D02
2em24m1−22n+2t2
22n+2
= D0m
2m12
2e−2n− t2 = c0− t2. Thus,
ND,d(2
2n) =
∑
0≤b≤2(22n)−1
b2≡Dd (mod 4·22n)
χd
([
−22n, b, Dd− b
2
4 · 22n
])
=
2n−1∑
t=0
χd([−22n, 2n+1t, ct])
=

∑2n−1
t=0
(
−m1
−22n
)(
−4
ct
)
if m1 ≡ 3 (mod 4),∑2n−1
t=0
( m1
2
−22n
)(
8
ct
)
if m12 ≡ 1 (mod 4),∑2n−1
t=0
(−m1
2
−22n
)(
−8
ct
)
if m12 ≡ 3 (mod 4)
=

(−1)k+1∑2n−1t=0 (−4ct ) if m1 ≡ 3 (mod 4),
(−1)k∑2n−1t=0 ( 2ct) if m12 ≡ 1 (mod 4),
(−1)k+1∑2n−1t=0 (−2ct ) if m12 ≡ 3 (mod 4).
First consider n 6= e. If m1 ≡ 3 (mod 4), we have
ND,d(2
2n) = (−1)k+1
2n−1∑
t=0
(−4
ct
)
= (−1)k+1
∑
t=1,3,...,2n−1
(−4
ct
)
= (−1)k+1
∑
t=1,3,...,2n−1
(−1
ct
)
= (−1)k+1
∑
t=1,3,...,2n−1
(−1) ct−12
= (−1)k+1
∑
t=1,3,...,2n−1
(−1) c0−t
2−1
2
= (−1)k+1
∑
t=1,3,...,2n−1
(−1)−t
2−1
2
= (−1)k+1
∑
t=1,3,...,2n−1
(−1) t
2+1
2
= (−1)k+1
∑
t=1,3,...,2n−1
(−1)
= (−1)k+1(−2n−1)
= (−1)k(2n − 2n−1).
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If m1 ≡ 2 (mod 8), we have
ND,d(2
2n) = (−1)k
2n−1∑
t=0
(
2
ct
)
= (−1)k
2n−1∑
t=0
(ct
2
)
= (−1)k
∑
t=1,3,...,2n−1
(ct
2
)
= (−1)k
∑
t=1,3,...,2n−1
(
c0 − t2
2
)
= (−1)k
(
c0 − 1
2
)
(2n−1)
= (−1)k(2n−1) since 8|c0
= (−1)k(2n − 2n−1).
If m1 ≡ 6 (mod 8), we have
ND,d(2
2n) = (−1)k+1
2n−1∑
t=0
(−2
ct
)
= (−1)k+1
∑
t=1,3,...,2n−1
(−2
ct
)
= (−1)k+1
∑
t=1,3,...,2n−1
(−1
ct
)(
2
ct
)
= (−1)k+1
∑
t=1,3,...,2n−1
(−1)
(ct
2
)
= (−1)k
∑
t=1,3,...,2n−1
(ct
2
)
= (−1)k(2n − 2n−1).
Now consider n = e.
If m1 ≡ 3 (mod 4), we have
ND,d(2
2n) = (−1)k+1
∑
t=0,2,4,...,2n−2
(−4
ct
)
= (−1)k+1
∑
t=0,2,4,...,2n−2
(−1
ct
)
= (−1)k+1
∑
t=0,2,4,...,2n−2
(−1)D0m
2m1−t2−1
2
= (−1)k+1
∑
t=0,2,4,...,2n−2
(−1)
= (−1)k+1(−2n−1)
= (−1)k(2n − 2n−1).
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If m1 ≡ 2 (mod 8), we have
ND,d(2
2n) = (−1)k
2n−1∑
t=0
(
2
ct
)
= (−1)k
2n−1∑
t=0
(ct
2
)
= (−1)k
∑
t=1,3,...,2n−1
(ct
2
)
= (−1)k
∑
t=1,3,...,2n−1
(
c0 − t2
2
)
= (−1)k
(
c0 − 1
2
)
(2n−1)
= (−1)k(2n−1) since c0 ≡ 2 (mod 8)
= (−1)k(2n − 2n−1).
If m1 ≡ 6 (mod 8), it is exactly the same as before.
Proof of Claim III. Recall that the equation b2 −Dd ≡ 0 (mod 22e+3) has the solution set{2e+2t}t=2
e+1−1
t=0 if m1 ≡ 2 (mod 4),
{2e+1(2t+ 1)}t=2e+1−1t=0 if m1 ≡ 3 (mod 4).
First consider m1 ≡ 2 (mod 4). Let ct = Dd−(2
e+2t)2
22e+3
= D0m
2m1
2 − 2t2 = c0 − 2t2. Then,
ND,d(2
2e+1) =
2e−1∑
t=0
χd([−22e+1, 2e+2t, ct])
=

∑2e−1
t=0
( m1
2
−22e+1
)(
8
ct
)
if m12 ≡ 1 (mod 4),∑2e−1
t=0
( −m1
2
−22e+1
)(
−8
ct
)
if m12 ≡ 3 (mod 4)
=
(−1)
k
( m1
2
2
)∑2e−1
t=0
(
2
ct
)
if m12 ≡ 1 (mod 4),
(−1)k+1
( m1
2
2
)∑2e−1
t=0 (−1)
ct−1
2
(
2
ct
)
if m12 ≡ 3 (mod 4).
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First consider m12 ≡ 1 (mod 4). If
( m1
2
2
)
=
(
D0
2
)
, i.e., m12 ≡ 1 (mod 8) and D0 ≡ 1 (mod 8) or
m1
2 ≡ 5 (mod 8) and D0 ≡ 5 (mod 8), then
2e−1∑
t=0
(ct
2
)
=
2e−1∑
t=0
(
D0m
2m1
2 − 2t2
2
)
=2e−1
[(
D0m
2m1
2
2
)
+
(
D0m
2m1
2 − 2
2
)]
=2e−1
[(
1
2
)
+
(
7
2
)]
=2e.
Thus, ND,d(2
2e+1) = (−1)k (D02 ) 2e.
If
( m1
2
2
)
6= (D02 ), i.e., m12 ≡ 1 (mod 8) and D0 ≡ 5 (mod 8) or m12 ≡ 5 (mod 8) and D0 ≡
1 (mod 8), then
2e−1∑
t=0
(ct
2
)
=2e−1
[(
D0m
2m1
2
2
)
+
(
D0m
2m1
2 − 2
2
)]
=2e−1
[(
5
2
)
+
(
3
2
)]
=− 2e.
Thus, we still have ND,d(2
2e+1) = (−1)k (D02 ) 2e.
Now consider m12 ≡ 3 (mod 4). If
( m1
2
2
)
=
(
D0
2
)
, i.e., m12 ≡ 3 (mod 8) and D0 ≡ 5 (mod 8) or
m1
2 ≡ 7 (mod 8) and D0 ≡ 1 (mod 8), then
2e−1∑
t=0
(−1) ct−12
(ct
2
)
=
2e−1∑
t=0
(−1)
D0m
2m1
2 −2t
2−1
2
(
D0m
2m1
2 − 2t2
2
)
=
2e−1∑
t=0
(−1)
D0m
2m1
2 −1
2
−t2
(
D0m
2m1
2 − 2t2
2
)
= 2e−1
[
(−1)
D0m
2m1
2 −1
2
(
D0m
2m1
2
2
)
− (−1)
D0m
2m1
2 −1
2
(
D0m
2m1
2 − 2
2
)]
= 2e−1
[
−
(
7
2
)
+
(
5
2
)]
= −2e.
Thus, ND,d(2
2e+1) = (−1)k (D02 ) 2e.
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If
( m1
2
2
)
6= (D02 ), i.e., m12 ≡ 3 (mod 8) and D0 ≡ 1 (mod 8) or m12 ≡ 7 (mod 8) and D0 ≡
5 (mod 8), then
2e−1∑
t=0
(−1) ct−12
(ct
2
)
= 2e−1
[
(−1)
D0m
2m1
2 −1
2
(
D0m
2m1
2
2
)
− (−1)
D0m
2m1
2 −1
2
(
D0m
2m1
2 − 2
2
)]
= 2e−1
[
−
(
3
2
)
+
(
1
2
)]
= 2e.
Thus, we still have ND,d(2
2e+1) = (−1)k (D02 ) 2e.
Now, we consider m1 ≡ 3 (mod 4). We have the solution set {2e+1(2t + 1)}t=2e+1−1t=0 . Let
ct =
Dd−[2e+1(2t+1)]2
22e+3
= D0m
2m1−1
2 − 2t2 − 2t = c0 − 2t2 − 2t. Thus, we have
ND,d(2
2e+1) =
2e−1∑
t=0
χd([−22e+1, 2e+1(2t+ 1), ct])
=
2e−1∑
t=0
( −m1
−22e+1
)(−4
ct
)
=(−1)k+1
(m1
2
) 2e−1∑
t=0
(−4
ct
)
=(−1)k+1
(m1
2
) 2e−1∑
t=0
(−1
ct
)
=(−1)k+1
(m1
2
) 2e−1∑
t=0
(−1) ct−12
=(−1)k+1
(m1
2
) 2e−1∑
t=0
(−1)
D0m
2m1−1
2 −2t
2−2t−1
2
=(−1)k+1
(m1
2
) 2e−1∑
t=0
(−1)
D0m
2m1−1
2 −1
2
=(−1)k+1
(m1
2
)
· 2e · (−1)
D0m
2m1−1
2 −1
2 .
If
(
m1
2
)
=
(
D0
2
)
, i.e., m1 ≡ 3 (mod 8), D0 ≡ 5 (mod 8) or m1 ≡ 7 (mod 8), D0 ≡ 1 (mod 8),
then (−1)
D0m
2m1−1
2 −1
2 = −1.
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If
(
m1
2
)
= − (D02 ), i.e., m1 ≡ 3 (mod 8), D0 ≡ 1 (mod 8) or m1 ≡ 7 (mod 8), D0 ≡ 5 (mod 8),
then (−1)
D0m
2m1−1
2 −1
2 = (−1)
8`+3−1
2 −1
2 = (−1)2` = 1. Either case, we have
ND,d(2
2e+1) =(−1)k
(
D0
2
)
2e.
Proof of Claim IV. Since the equation b2 −Dd ≡ 0 (mod 4 · 2n) for n ≡ 2e+ 2 has no solution as
in Case 2(ii)(b), ND,d(2
n) = 0 for n ≡ 2e+ 2.
2.4.12 Case 2(iv)(a)
Proof of Proposition 2.8 in Case 2(iv)(a). Recall the assumptions: p|f , p|d and p|D0 with p odd.
We also compute ND,d(p
n) here. We make the following claims in this part of the sub-case:
I. ND,d(p
2n+1) = 0 for 0 ≤ n ≤ e− 1.
II. ND,d(p
2n) = (−1)k(pn − pn−1) for 1 ≤ n ≤ e.
III. ND,d(p
2e+1) = 0.
IV. ND,d(p
2e+2) = (−1)k+1pe.
V. ND,d(p
n) = 0 for n ≥ 2e+ 3.
Then, we have
L.H.S. =1 +
p− 1
p2k
+
p2 − p
p4k
+
p3 − p2
p6k
+ · · ·+ p
e − pe−1
p2ek
− p
e
p(2e+2)k
=1 +
1
p2k−1
+
1
p2(2k−1)
+ · · ·+ 1
pe(2k−1)
−
(
1
p2k
+
1
p4k−1
+
1
p6k−2
+ · · ·+ 1
p2ek−e+1
+
1
p2ek+2k−e
)
=
σ2k−1(pe)
pe(2k−1)
−
(
1
p2k
+
1
p2k−1+2k
+
1
p2(2k−1)+2k
+ · · ·+ 1
p(e−1)(2k−1)+2k
+
1
pe(2k−1)+2k
)
=
σ2k−1(pe)
pe(2k−1)
− 1
p2k
σ2k−1(pe)
pe(2k−1)
=(1− p−2k) 1
pe(2k−1)
σ2k−1(pe)
=R.H.S.
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Proof of Claim I and II. In this case, everything follows as same as Case 2(iii)(a) up to the point
that the equation b2−Dd ≡ 0 (mod p2e+1) has the solution set {te+1pe+1 + te+2pe+2 + · · ·+ t2ep2e}
with ti ∈ {0, 1, ..., p− 1}. Thus, ND,d(p2n+1) = 0 for all 0 ≤ n ≤ e− 1 and ND,d(p2n) = (−1)kpn −
pn−1 for all 0 ≤ n ≤ e.
Proof of Claim III. Recall that the equation b2−Dd ≡ 0 (mod p2e+1) has the solution set {te+1pe+1+
· · ·+ t2e−1p2e−1 + t2ep2e} with ti ∈ {0, 1, ..., p− 1}. Then, the equation b2 −Dd ≡ 0 (mod 4p2e+1)
with 0 ≤ b ≤ 2p2e+1 also has pe solutions, bt = te+1pe+1 + · · · + t2e−1p2e−1 + t2ep2e + mtp2e+1 for
some fixed integer mt. Let ct =
Dd−b2t
4p2e+1
. Then
ND,d(p
2e+1) =
pe∑
t=1
χd([−p2e+1, bt, ct])
=

∑pe
t=1
(
d
p
−p2e+1
)(
p
ct
)
if p ≡ 1 (mod 4),∑pe
t=1
(
− d
p
−p2e+1
)(
−p
ct
)
if p ≡ 3 (mod 4)
=

(
d
p
−p
)∑pe
t=1
(
ct
p
)
if p ≡ 1 (mod 4),(
− d
p
−p
)∑pe
t=1
(
ct
p
)
if p ≡ 3 (mod 4).
However,
ct =
Dd− (te+1pe+1 + te+2pe+2 + · · ·+ t2ep2e +mtp2e+1)2
4p2e+1
=
D0p
2em2d− (te+1 + te+2p+ · · ·+ t2epe−1 +mtpe)2p2e+2
4p2e+1
=
D0
p m
2d− (te+1 + te+2p+ · · ·+ t2epe−1 +mtpe)2p
4
,
and p|ct. Thus, ND,d(p2e+1) = 0.
Proof of Claim IV. For the equation b2 −Dd ≡ 0 (mod p2e+2), we see that
(te+1p
e+1 + te+2p
e+2 + · · ·+ t2e−1p2e−1 + t2ep2e)2 −Dd ≡ 0 (mod p2e+2)
⇐⇒(te+1 + te+2p+ · · ·+ t2epe−1)2p2e+2 −D0p2em2d ≡ 0 (mod p2e+2)
⇐⇒0 ≡ 0 (mod p2e+2),
which is always true. Thus, the equation b2−Dd ≡ 0 (mod p2e+2) has the solution set {te+1pe+1 +
te+2p
e+2 + · · · + t2ep2e + t2e+1p2e+1} with ti ∈ {0, 1, ..., p − 1}. Then, the equation b2 − Dd ≡
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0 (mod 4p2e+2) with 0 ≤ b ≤ 2p2e+1 also has pe+1 solutions, bt = te+1pe+1 + · · · + t2e−1p2e−1 +
t2ep
2e + t2e+1p
2e+1 +mtp
2e+2 for some fixed integer mt. Let ct =
Dd−b2t
4p2e+2
. Now,
ND,d(p
2e+2) =
pe+1∑
t=1
χd([−p2e+2, bt, ct])
=

∑pe+1
t=1
(
d
p
−p2e+2
)(
p
ct
)
if p ≡ 1 (mod 4),∑pe+1
t=1
(
− d
p
−p2e+2
)(
−p
ct
)
if p ≡ 3 (mod 4)
=
(−1)
k
∑pe+1
t=1
(
ct
p
)
if p ≡ 1 (mod 4),
(−1)k+1∑pe+1t=1 ( ctp ) if p ≡ 3 (mod 4).
Then, we have
pe+1∑
t=1
(
ct
p
)
=
p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e+1=0
 Dd−(te+1pe+1+te+2pe+2+···+t2e+1p2e+1+mtp2e+2)24p2e+2
p

=
p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e+1=0
 D0p2em2d−(te+1+te+2p+···+t2e+1pe+mtpe+1)2p2e+2p2e+2
p

=
p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e+1=0
(
D0
p m
2 d
p − (te+1 + te+2p+ · · ·+ t2e+1pe +mtpe+1)2
p
)
=
p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e+1=0
(
D0
p m
2 d
p − t2e+1
p
)
=
(−1
p
) p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e+1=0
(
t2e+1 − D0p m2 dp
p
)
=
(−1
p
) p−1∑
te+1=0
p−1∑
te+2=0
· · ·
p−1∑
t2e+1=0
(−1)
=
(−1
p
)
(−pe).
Thus, ND,d(p
2e+2) = (−1)k(−pe) = (−1)k+1pe.
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Proof of Claim V. For the equation b2 −Dd ≡ 0 (mod p2e+3), we see that
(te+1p
e+1 + te+2p
e+2 + · · ·+ t2e+1p2e+1)2 −Dd ≡ 0 (mod p2e+3)
⇐⇒(te+1 + te+2p+ · · ·+ t2e+1pe)2p2e+2 −D0p2em2d ≡ 0 (mod p2e+3)
⇐⇒(te+1 + te+2p+ · · ·+ t2e+1pe)2 − D0
p
m2
d
p
≡ 0 (mod p)
⇐⇒t2e+1 −
D0
p
m2
d
p
≡ 0 (mod p)
⇐⇒
(
D0
p
d
p
p
)
= 1.
Thus, if
(
D0
p
d
p
p
)
= −1, no solution is lifted and ND,d(pn) = 0 for all n ≥ 2e+ 3. If
(
D0
p
d
p
p
)
= 1,
then the solutions ±(te+1pe+1 + te+2pe+2 + · · ·+ t2e+1p2e+1) (with specific te+1 6= 0) is lifted. Thus,
the equation b2−Dd ≡ 0 (mod p2e+3) has the solution set {±(te+1pe+1+te+2pe+2+· · ·+t2e+1p2e+1+
t2e+2p
2e+2)} with te+2, te+3..., t2e+2 ∈ {0, 1, ..., p− 1} and there are 2pe+1 solutions.
For the equation b2 −Dd ≡ 0 (mod p2e+4), consider
(te+1p
e+1 + te+2p
e+2 + · · ·+ t2e+2p2e+2)2 −Dd ≡ 0 (mod p2e+4)
⇐⇒(te+1 + te+2p+ · · ·+ t2e+2pe+1)2p2e+2 −D0p2em2d ≡ 0 (mod p2e+4)
⇐⇒(te+1 + te+2p+ · · ·+ t2e+1pe)2 − D0
p
m2
d
p
≡ 0 (mod p2)
⇐⇒(te+1 + te+2p)2 − D0
p
m2
d
p
≡ 0 (mod p2)
⇐⇒t2e+1 + 2te+1te+2p−
D0
p
m2
d
p
≡ 0 (mod p2)
⇐⇒
t2e+1 − D0p m2 dp
p
+ 2te+1te+2 ≡ 0 (mod p).
Thus, we have a linear equation here and there is a specific solution te+2 that works. Thus, the
equation b2−Dd ≡ 0 (mod p2e+4) has the solution set {±(te+1pe+1 + te+2pe+2 + · · ·+ t2e+2p2e+2 +
t2e+3p
2e+3)} with te+3, te+4..., t2e+3 ∈ {0, 1, ..., p − 1}, and there are 2pe+1 solutions. Similar to
before, the equation b2−Dd ≡ 0 (mod p2e+s) for s ≥ 3 always has 2pe+1 solutions with the solution
set {±(te+1pe+1 + te+2pe+2 + · · ·+ t2e+s−1p2e+s−1)} with te+s−1, te+s..., t2e+s−1 ∈ {0, 1, ..., p− 1}.
Then, the equation b2 − Dd ≡ 0 (mod 4p2e+s) with 0 ≤ b ≤ 2p2e+1 has 2pe+1 solutions,
bt = ±(te+1pe+1 + te+2pe+2 + · · · + t2e+s−1p2e+s−1 + mtp2e+s) for some fixed integer mt. Let
ct =
Dd−b2t
4p2e+s
.
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Now,
ND,d(p
2e+s) =
2pe+1∑
t=1
χd([−p2e+s, bt, ct])
=

∑2pe+1
t=1
(
d
p
−p2e+s
)(
p
ct
)
if p ≡ 1 (mod 4),∑2pe+1
t=1
(
− d
p
−p2e+s
)(
−p
ct
)
if p ≡ 3 (mod 4)
=

(
d
p
−ps
)∑2pe+1
t=1
(
ct
p
)
if p ≡ 1 (mod 4),(
− d
p
−ps
)∑2pe+1
t=1
(
ct
p
)
if p ≡ 3 (mod 4).
Now, we have
2pe+1∑
t=1
(
ct
p
)
=
p−1∑
te+s−1=0
p−1∑
te+s=0
· · ·
p−1∑
t2e+s−1=0
 Dd−(te+1pe+1+te+2pe+2+···+t2e+s−1p2e+s−1+mtp2e+s)24p2e+s
p

=
p−1∑
te+s−1=0
p−1∑
te+s=0
· · ·
p−1∑
t2e+s−1=0
 Dd−(te+1pe+1+te+2pe+2+···+t2e+s−1p2e+s−1)2p2e+s
p

=
p−1∑
te+s−1=0
p−1∑
te+s=0
· · ·
p−1∑
t2e+s−1=0

D0
p
m2 d
p
−(te+1+te+2p+···+t2e+s−1pe+s−2)2
ps−2
p

=
p−1∑
te+s−1=0
p−1∑
te+s=0
· · ·
p−1∑
t2e+s−1=0

D0
p
m2 d
p
−(te+1+te+2p+···+t2e+s−2pe+s−3)2
ps−2 + 2te+1te+s−1
p

=0 (since the top is always a linear equation in te+s−1).
Thus, ND,d(p
2e+s) = 0 for all s ≥ 3.
2.4.13 Case 2(iv)(b)
Proof of Proposition 2.8 in Case 2(iv)(b). Recall the assumptions: p|f , p|d and p|D0 with p = 2.
In this part of the sub-case, we make the same claims as the previous part:
I. ND,d(2
2n+1) = 0 for 0 ≤ n ≤ e− 1.
II. ND,d(2
2n) = (−1)k(2s − 2s−1) for 1 ≤ n ≤ e.
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III. ND,d(2
2e+1) = 0.
IV. ND,d(2
2e+2) = (−1)k+12e.
V. ND,d(2
n) = 0 for n ≥ 2e+ 3.
Thus, the rest is exactly the same as the previous part of the sub-case.
Proof of Claim I and II. Write d = 4m1 and D0 = 4m2. Then Dd = 2
2e+4m1m2m
2. The solution
sets stay the same as in Case 2(iii)(b) up to the point that the equation b2 −Dd ≡ 0 (mod 4 · 22e)
has the solution set {2e+1t}t=2e+1−1t=0 . Thus, everything in Claim I and Claim II follows as in Case
2(iii)(b) except that in the calculation of ND,d(2
2e), we have ct is even if t is even. Then it follows
from calculating ND,d(2
2n) for n ≤ e.
Proof of Claim III, IV and V. For this and the rest claims, we will consider three cases: m1 ≡
m2 ≡ 3 (mod 4), m1 or m2 ≡ 2 (mod 4) and m1 ≡ m2 ≡ 2 (mod 4).
First consider the case m1 ≡ m2 ≡ 3 (mod 4). We use the same technique to determine the
solution sets for the equation b2 −Dd ≡ 0 (mod 4 · 22e+n) for n ≥ 1.
For the equation b2−Dd ≡ 0 (mod 4 ·22e+1), all the previous solutions are lifted to the solution
set {2e+2t}t=2e+1−1t=0 .
For the equation b2−Dd ≡ 0 (mod 4 ·22e+2), all the previous solutions are lifted to the solution
set {2e+2t}t=2e+2−1t=0 .
For the equation b2 − Dd ≡ 0 (mod 4 · 22e+3), half of the previous solutions are lifted to the
solution set {2e+2(2t+ 1)}t=2e+2−1t=0 .
For the equation b2 − Dd ≡ 0 (mod 4 · 22e+4), all of the previous solutions are lifted to the
solution set {2e+2(2t+ 1)}t=2e+3−1t=0 = {±2e+2(4t+ 1)}t=2
e+2−1
t=0 .
For the equation b2 − Dd ≡ 0 (mod 4 · 22e+5), if m1m2m2 ≡ 1 (mod 8), all of the previous
solutions are lifted to the solution set {±2e+2(4t+ 1)}t=2e+3−1t=0 , otherwise there is no solution.
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+5+n), n ≥ 1, if m1m2m2 ≡ 23r + 1 (mod 2n+3) for
some r ∈ {0, 1, ..., 2n−1}, half of the previous solutions are lifted to the solution set {±2e+2(2n+2t+
22s+ 1)}t=2e+3−1t=0 for some s ∈ {0, 1, ..., 2n − 1} such that (22s+ 1)2 ≡ 23r + 1 (mod 2n + 3).
To find ND,d(2
2e+1), we note that the equation b2−Dd ≡ 0 (mod 4 · 22e+1) has the solution set
{2e+2t}t=2e+1−1t=0 . Let ct = Dd−b
2
t
4·22e+1 =
22e+4m1m2m2−22e+4t2
22e+3
= 2m1m2m
2 − 2t2. Since 2|ct, we have
ND,d(2
2e+1) =
2e−1∑
t=0
χd([−22e+1, 2e+2t, ct]) = 0.
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To find ND,d(2
2e+2), we note that the equation b2 − Dd ≡ 0 (mod 4 · 22e+2) has the solution set
{2e+2t}t=2e+2−1t=0 . Let ct = Dd−(2
e+2t)2
4·22e+2 =
22e+4m1m2m2−22e+4t2
22e+4
= m1m2m
2 − t2. Then,
ND,d(2
2e+2) =
2e+1−1∑
t=0
χd([−22e+2, 2e+2t, ct])
=
2e+1−1∑
t=0
( −m1
−22e+2
)(−4
ct
)
=
(−m1
−1
) ∑
t=0,2,...,2e+1−2
(−1
ct
)
= (−1)k+1
∑
t=0,2,...,2e+1−2
(−1) ct−12
= (−1)k+1
∑
t=0,2,...,2e+1−2
(−1)m1m2m
2−t2−1
2
= (−1)k+1
∑
t=0,2,...,2e+1−2
1
= (−1)k+12e
= (−1)k(−2e).
To find ND,d(2
2e+3), we note that the equation b2 − Dd ≡ 0 (mod 4 · 22e+3) has the solution
set {2e+2(2t + 1)}t=2e+2−1t=0 . Let ct =
Dd− (2e+2(2t+ 1)2
4 · 22e+3 =
22e+4m1m2m
2 − 22e+4(2t+ 1)2
22e+5
=
m1m2m
2 − (2t+ 1)2
2
=
m1m2m
2 − 1
2
− 2t2− 2t. We know that m1m2m2−12 is divisible by 2 because
m1m2m
2 ≡ 1 (mod 4). Thus, 2|ct. Then,
ND,d(2
2e+3) =
2e+1−1∑
t=0
χd([−22e+3, 2e+2(2t+ 1), ct]) = 0.
To find ND,d(2
2e+4), we note that the equation b2 − Dd ≡ 0 (mod 4 · 22e+4) has the so-
lution set {±2e+2(4t + 1)}t=2e+2−1t=0 . Let bt = 2e+2(4t + 1) and ct =
Dd− (2e+2(4t+ 1)2
4 · 22e+4 =
22e+4m1m2m
2 − 22e+4(4t+ 1)2
22e+6
=
m1m2m
2 − (4t+ 1)2
4
=
m1m2m
2 − 1
4
− 4t2 − 2t = c0 − 4t2 − 2t.
If c0 is even, then so is ct and ND,d(2
2e+4) = 0. So we can assume c0 is odd. Then,
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ND,d(2
2e+4) =
2e+2−1∑
t=0
χd([−22e+4, 2e+2(4t+ 1), ct])
=
2e+2−1∑
t=0
( −m1
−22e+4
)(−4
ct
)
= (−1)k+1
2e+2−1∑
t=0
(−1
ct
)
= (−1)k+1
2e+2−1∑
t=0
(−1) ct−12
= (−1)k+1
2e+2−1∑
t=0
(−1) c0−4t
2−2t−1
2
= (−1)k+1
2e+2−1∑
t=0
(−1) c0−12 −2t2−t
= (−1)k+1(−1) c0−12
2e+2−1∑
t=0
(−1)−t
= 0.
To find ND,d(2
2e+5), we note that the equation b2 − Dd ≡ 0 (mod 4 · 22e+5) has the solution set
{±2e+2(4t+1)}t=2e+3−1t=0 if m1m2m2 ≡ 1 (mod 8). Otherwise, there is no solution and ND,d(22e+4) =
0. Thus, assume m1m2m
2 ≡ 1 (mod 8). Indeed, we can consider ND,d(22e+5+n) for n ≥ 0 all at
once.
For n ≥ 1, if m1m2m2 ≡ 23r + 1 (mod 2n+3) for some r ∈ {0, 1, ..., 2n − 1}, the equation
b2 − Dd ≡ 0 (mod 4 · 22e+5+n) has the solution set {±2e+2(2n+2t + 22s + 1)}t=2e+3−1t=0 for some
s ∈ {0, 1, ..., 2n − 1} such that (22s + 1)2 ≡ 23r + 1 (mod 2n + 3). For n = 0, we take r = s = 0.
Then, let bt = 2
e+2(2n+2t+ 22s+ 1) and
ct =
22e+4m1m2m
2 − 22e+4(2n+2t+ 22s+ 1)2
4 · 22e+5+n
=
m1m2m
2 − (2n+2t+ 22s+ 1)2
2n+3
=
m1m2m
2 − 22n+4t2 − 2n+3t(4s+ 1)− (4s+ 1)2
2n+3
=
m1m2m
2 − (4s+ 1)2
2n+3
− 2n+1t2 − (4s+ 1)t
= c0 − 2n+1t2 − (4s+ 1)t.
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Then, we have
ND,d(2
2e+5+n) =
2e+3−1∑
t=0
χd([−22e+5+n, bt, ct])
=
2e+3−1∑
t=0
( −m1
−22e+5+n
)(−4
ct
)
=
( −m1
−2n+1
) 2e+3−1∑
t=0
(−4
ct
)
.
Consider
2e+3−1∑
t=0
(−4
ct
)
=

∑
t odd
(
−4
ct
)
if c0 is even,∑
t even
(
−4
ct
)
if c0 is odd
.
We see that ∑
t odd or even
(−4
ct
)
=
∑
t odd or even
(−1
ct
)
=
∑
t odd or even
(−1) ct−12
=
∑
t odd or even
(−1) c0−2
n+1t2−(4s+1)t−1
2
=
∑
t odd or even
(−1) c0−t−12 −2nt2−2st
=
∑
t odd or even
(−1) c0−t−12 −2nt2
= 0.
Thus, ND,d(2
2e+5+n) = 0 for all n ≥ 0.
Now consider the case m1 or m2 ≡ 2 (mod 4).
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+1), the solution set is {2e+2t}t=2e+1−1t=0 .
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+2), the solution set is {2e+2t}t=2e+2−1t=0 .
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+3), the solution set is {2e+3t}t=2e+2−1t=0 .
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+4), there is no solution.
To find ND,d(2
2e+1), we note that the equation b2−Dd ≡ 0 (mod 4 · 22e+1) has the solution set
{2e+2t}t=2e+1−1t=0 . Let ct = Dd−b
2
t
4·22e+1 =
22e+4m1m2m2−22e+4t2
22e+3
= 2m1m2m
2 − 2t2. Since 2|ct, we have
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ND,d(2
2e+1) =
2e−1∑
t=0
χd([−22e+1, 2e+2t, ct]) = 0.
To find ND,d(2
2e+2), we note that the equation b2−Dd ≡ 0 (mod 4 · 22e+2) has the solution set
{2e+2t}t=2e+2−1t=0 . Let ct = Dd−(2
e+2t)2
4·22e+2 =
22e+4m1m2m2−22e+4t2
22e+4
= m1m2m
2 − t2 = c0 − t2. Then,
ND,d(2
2e+2) =
2e+1−1∑
t=0
χd([−22e+2, 2e+2t, ct])
=

∑2e+1−1
t=0
(
−m1
−22e+2
)(
−4
ct
)
if m1 ≡ 3 (mod 4),∑2e+1−1
t=0
( m1
2
−22e+2
)(
8
ct
)
if m1 ≡ 2 (mod 8),∑2e+1−1
t=0
( −m1
2
−22e+2
)(
−8
ct
)
if m1 ≡ 6 (mod 8)
=

(−1)k+1∑2e+1−1t=0 (−4ct ) if m1 ≡ 3 (mod 4),
(−1)k∑2e+1−1t=0 ( 2ct) if m1 ≡ 2 (mod 8),
(−1)k+1∑2e+1−1t=0 (−2ct ) if m1 ≡ 6 (mod 8).
If m1 ≡ 3 (mod 4), we have
ND,d(2
2e+2) = (−1)k+1
2e+1−1∑
t=0
(−4
ct
)
= (−1)k+1
∑
t=1,3,...,2e+1−1
(−1
ct
)
= (−1)k+1
∑
t=1,3,...,2e+1−1
(−1) ct−12
= (−1)k+1
∑
t=1,3,...,2e+1−1
(−1)m1m2m
2−t2−1
2
= (−1)k+1(−1)m1m2m
2
2
∑
t=1,3,...,2e+1−1
(−1)−t
2−1
2
= (−1)k
∑
t=1,3,...,2e+1−1
(−1) t
2+1
2
= (−1)k
∑
t=1,3,...,2e+1−1
(−1)
= (−1)k(−2e)
= (−1)k+12e.
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If m1 ≡ 2 (mod 8), we have
ND,d(2
2e+2) = (−1)k
2e+1−1∑
t=0
(
2
ct
)
= (−1)k
2e+1−1∑
t=0
(ct
2
)
= (−1)k
∑
t=1,3,...,2e+1−1
(ct
2
)
= (−1)k
∑
t=1,3,...,2e+1−1
(
m1m2m
2 − t2
2
)
= (−1)k
(
m1m2 − 1
2
)
(2e)
= (−1)k(−1)(2e)
= (−1)k+12e.
If m1 ≡ 6 (mod 8), we have
ND,d(2
2e+2) = (−1)k+1
2e+1−1∑
t=0
(−2
ct
)
= (−1)k+1
∑
t=1,3,...,2e+1−1
(−2
ct
)
= (−1)k+1
∑
t=1,3,...,2e+1−1
(−1
ct
)(ct
2
)
= (−1)k+1
∑
t=1,3,...,2e+1−1
(−1)m1m2m
2−t2−1
2
(ct
2
)
= (−1)k+1
∑
t=1,3,...,2e+1−1
(ct
2
)
= (−1)k+12e.
To find ND,d(2
2e+3), we note that the equation b2−Dd ≡ 0 (mod 4 · 22e+3) has the solution set
{2e+3t}t=2e+2−1t=0 . Let ct =
Dd− b2t
4 · 22e+3 =
22e+4m1m2m
2 − 22e+6t2
22e+5
=
m1m2
2
m2− 2t2 = c0− 2t2. Then,
we have
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ND,d(2
2e+3) =
2e+1−1∑
t=0
χd([−22e+3, 2e+3t, ct])
=

∑2e+1−1
t=0
(
−m1
−22e+3
)(
−4
ct
)
if m1 ≡ 3 (mod 4),∑2e+1−1
t=0
( m1
2
−22e+3
)(
8
ct
)
if m1 ≡ 2 (mod 8),∑2e+1−1
t=0
( −m1
2
−22e+3
)(
−8
ct
)
if m1 ≡ 6 (mod 8)
=

(
−m1
−2
)∑2e+1−1
t=0
(
−1
ct
)
if m1 ≡ 3 (mod 4),( m1
2
−2
)∑2e+1−1
t=0
(
2
ct
)
if m1 ≡ 2 (mod 8),(−m1
2
−2
)∑2e+1−1
t=0
(
−2
ct
)
if m1 ≡ 6 (mod 8).
If m1 ≡ 3 (mod 4), we have
2e+1−1∑
t=0
(−1
ct
)
=
2e+1−1∑
t=0
(−1) c0−2t
2−1
2 =
2e+1−1∑
t=0
(−1) c0−12 −t2 = (−1) c0−12
2e+1−1∑
t=0
(−1)t2 = 0.
If m1 ≡ 2 (mod 8), we have
2e+1−1∑
t=0
(
2
ct
)
=
2e+1−1∑
t=0
(ct
2
)
=
2e+1−1∑
t=0
(
c0 − 2t2
2
)
= 2e
[(c0
2
)
+
(
c0 − 2
2
)]
= 0
since c0 ≡ 3 or 7 (mod 8).
If m1 ≡ 6 (mod 8), we have
2e+1−1∑
t=0
(−2
ct
)
=
2e+1−1∑
t=0
(−1
ct
)(ct
2
)
=
2e+1−1∑
t=0
(−1) c0−2t
2−1
2
(ct
2
)
= (−1) c0−12
2e+1−1∑
t=0
(−1)t2
(
c0 − 2t2
2
)
= (−1) c0−12 2e
[(c0
2
)
−
(
c0 − 2
2
)]
= 0
since c0 ≡ 1 or 5 (mod 8).
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We know that ND,d(2
e + 4) = 0 because the equation b2 − Dd ≡ 0 (mod 4 · 22e+4) has no
solution.
We now consider the last case when m1 ≡ m2 ≡ 2 (mod 4).
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+1), the solution set is {2e+2t}t=2e+1−1t=0 .
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+2), the solution set is {2e+2t}t=2e+2−1t=0 .
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+3), the solution set is {2e+3t}t=2e+2−1t=0 .
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+4), the solution set is {2e+3t}t=2e+3−1t=0 .
For the equation b2 −Dd ≡ 0 (mod 4 · 22e+5), the solution set is {2e+3(2t+ 1)}t=2e+3−1t=0 .
For the equation b2 − Dd ≡ 0 (mod 4 · 22e+6), the solution set is {2e+3(2t + 1)}t=2e+4−1t=0 =
{±2e+3(4t+ 1)}t=2e+3−1t=0 if m1m2m
2
4 ≡ 1 (mod 4). Otherwise, there is no solution.
For the equation b2 − Dd ≡ 0 (mod 4 · 22e+7), the solution set is {±2e+3(4t + 1)}t=2e+4−1t=0 if
m1m2m2
4 ≡ 1 (mod 8). Otherwise, there is no solution.
For the equation b2−Dd ≡ 0 (mod 4 ·22e+7+n), n ≥ 1, if m1m2m24 ≡ 23r+1 (mod 2n+3) for some
r ∈ {0, 1, ..., 2n−1}, the solution set is {±2e+3(2n+2t+22s+1)}t=2e+4−1t=0 for some s ∈ {0, 1, ..., 2n−1}
such that (22s+ 1)2 ≡ 23r + 1 (mod 2n + 3).
To find ND,d(2
2e+1), it is the same as the previous case.
To find ND,d(2
2e+2), it is the same as the previous case except there is no m1 ≡ 3 (mod 4).
To find ND,d(2
2e+3), we note that the equation b2−Dd ≡ 0 (mod 4 · 22e+3) has the solution set
{2e+3t}t=2e+2−1t=0 . Let ct = Dd−b
2
t
4·22e+3 =
22e+4m1m2m2−22e+6t2
22e+5
= m1m22 m
2− 2t2 = c0− 2t2. However, c0 is
even and ND,d(2
2e+3) = 0.
To find ND,d(2
2e+4), we note that the equation b2−Dd ≡ 0 (mod 4 · 22e+4) has the solution set
{2e+3t}t=2e+3−1t=0 . Let ct =
Dd− b2t
4 · 22e+4 =
22e+4m1m2m
2 − 22e+6t2
22e+6
=
m1m2m
2
4
− t2 = c0 − t2. Then,
we have
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ND,d(2
2e+4) =
2e+3−1∑
t=0
χd([−22e+4, 2e+3t, ct])
=

∑2e+3−1
t=0
( −m1
2
−22e+4
)(
−8
ct
)
if m12 ≡ 3 (mod 4),∑2e+3−1
t=0
( m1
2
−22e+4
)(
8
ct
)
if m12 ≡ 1 (mod 4)
=
(−1)
k+1
∑2e+3−1
t=0
(
−2
ct
)
if m12 ≡ 3 (mod 4),
(−1)k∑2e+3−1t=0 ( 2ct) if m12 ≡ 1 (mod 4)
=
(−1)k+1
∑
t=0,2,...,2e+3−2(−1)
c0−t2−1
2
(
c0−t2
2
)
if m12 ≡ 3 (mod 4),
(−1)k∑t=0,2,...,2e+3−2 ( c0−t22 ) if m12 ≡ 1 (mod 4)
=
(−1)
k+1(−1) c0−12 ∑t=0,2,...,2e+3−2 ( c0−t22 ) if m12 ≡ 3 (mod 4),
(−1)k∑t=0,2,...,2e+3−2 ( c0−t22 ) if m12 ≡ 1 (mod 4).
However,
∑
t=0,2,...,2e+3−2
(
c0 − t2
2
)
= (2e+2)
[(c0
2
)
+
(
c0 − 4
2
)]
= 0.
Thus, ND,d(2
2e+4) = 0.
To find ND,d(2
2e+5), we note that the equation b2−Dd ≡ 0 (mod 4 · 22e+5) has the solution set
{±2e+3(4t + 1)}t=2e+2−1t=0 . Let ct =
Dd− b2t
4 · 22e+5 =
22e+4m1m2m
2 − 22e+6(4t+ 1)2
22e+7
=
m1m2m
2 − 4
8
−
8t2 − 4t = c0 − 8t2 − 4t. If c0 is even, ND,d(22e+5) = 0. Assume c0 to be odd. Then, we have
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ND,d(2
2e+5) =
2e+2−1∑
t=0
χd([−22e+5, 2e+3(4t+ 1), ct])
=

∑2e+2−1
t=0
( −m1
2
−22e+5
)(
−8
ct
)
if m12 ≡ 3 (mod 4),∑2e+2−1
t=0
( m1
2
−22e+5
)(
8
ct
)
if m12 ≡ 1 (mod 4)
=

(−m1
2
−2
)∑2e+2−1
t=0
(
−2
ct
)
if m12 ≡ 3 (mod 4),( m1
2
−2
)∑2e+2−1
t=0
(
2
ct
)
if m12 ≡ 1 (mod 4)
=

(−m1
2
−2
)∑2e+2−1
t=0 (−1)
c0−4t−8t2−1
2
(
ct
2
)
if m12 ≡ 3 (mod 4),( m1
2
−2
)∑2e+2−1
t=0
(
ct
2
)
if m12 ≡ 1 (mod 4)
=

(−m1
2
−2
)
(−1) c0−12 ∑2e+2−1t=0 ( ct2 ) if m12 ≡ 3 (mod 4),( m1
2
−2
)∑2e+2−1
t=0
(
ct
2
)
if m12 ≡ 1 (mod 4).
Now, we have
2e+2−1∑
t=0
(ct
2
)
=
2e+2−1∑
t=0
(
c0 − 4t− 8t2
2
)
=
2e+2−1∑
t=0
(
c0 − 4t
2
)
= 2e+1
[(c0
2
)
+
(
c0 − 4
2
)]
= 0.
Thus, ND,d(2
2e+5) = 0.
To find ND,d(2
2e+6), we note that if 1 − m12 m22 m2 6≡ 0 (mod 22), ND,d(22e+n) = 0 for n ≥ 6.
If 1 − m12 m22 m2 ≡ 0 (mod 22), the equation b2 − Dd ≡ 0 (mod 4 · 22e+6) has the solution set
{±(2e+3(4t + 1)}t=2e+3−1t=0 . Let ct =
Dd− (2e+3(4t+ 1))2
22e+8
=
22e+6m12
m2
2 m
2 − 22e+6(4t+ 1)2
22e+8
=
m1
2
m2
2 m
2 − (4t+ 1)2
4
=
m1
2
m2
2 m
2 − 1
4
− 4t2 − 2t = c0 − 4t2 − 2t. If c0 is even, ct is even and
ND,d(2
2e+6) = 0. Assume c0 is odd. Then,
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ND,d(2
2e+6) =
2e+3−1∑
t=0
χd([−22e+6, 2e+3(4t+ 1), ct])
=

∑2e+3−1
t=0
( −m1
2
−22e+6
)(
−8
ct
)
if m12 ≡ 3 (mod 4),∑2e+3−1
t=0
( m1
2
−22e+6
)(
8
ct
)
if m12 ≡ 1 (mod 4)
=
(−1)k+1
∑2e+3−1
t=0 (−1)
ct−1
2
(
ct
2
)
if m12 ≡ 3 (mod 4),
(−1)k∑2e+3−1t=0 ( ct2 ) if m12 ≡ 1 (mod 4)
=
(−1)k+1
∑2e+3−1
t=0 (−1)
c0−4t2−2t−1
2
(
c0−2t−4t2
2
)
if m12 ≡ 3 (mod 4),
(−1)k∑2e+3−1t=0 ( c0−4t2−2t2 ) if m12 ≡ 1 (mod 4)
=
(−1)
k+1
∑2e+3−1
t=0 (−1)
c0−1
2
−2t2−t
(
c0−4t2−2t
2
)
if m12 ≡ 3 (mod 4),
(−1)k∑2e+3−1t=0 ( c0−4t2−2t2 ) if m12 ≡ 1 (mod 4)
=
(−1)
k+1(−1) c0−12 ∑2e+3−1t=0 (−1)−t ( c0−2t−4t22 ) if m12 ≡ 3 (mod 4),
(−1)k∑2e+3−1t=0 ( c0−2t−4t22 ) if m12 ≡ 1 (mod 4)
=
(−1)k+1(−1)
c0−1
2 2e+1
[(
c0
2
)− ( c0−62 )+ ( c0−42 )− ( c0−22 )] if m12 ≡ 3 (mod 4),
(−1)k2e+1 [( c02 )− ( c0−62 )+ ( c0−42 )− ( c0−22 )] if m12 ≡ 1 (mod 4)
= 0.
To findND,d(2
2e+7+n) for n ≥ 0, we assume that m12 m22 m2 ≡ 1 (mod 8). Otherwise, ND,d(22e+7+n) =
0.
For n ≥ 1, if m12 m22 m2 ≡ 23r + 1 (mod 2n+3) for some r ∈ {0, 1, ..., 2n − 1}, the solution
set is {±2e+3(2n+2t + 22s + 1)}t=2e+4−1t=0 for some s ∈ {0, 1, ..., 2n − 1} such that (22s + 1)2 ≡
23r + 1 (mod 2n + 3). For n = 0, we take r = s = 0. Let bt = 2
e+3 + t12
e+5 + t2e+s−2 and
ct =
Dd− b2t
4 · 22e+7+n =
22e+6m12
m2
2 m
2 − [2e+3(2n+2t+ 22s+ 1)]2
22e+9+n
=
m1
2
m2
2 m
2 − (2n+2t+ 22s+ 1)2
2n+3
=
m1
2
m2
2 m
2 − 22n+4t2 − 2n+3(4s+ 1)t− (4s+ 1)2
2n+3
=
m1
2
m2
2 m
2 − (4s+ 1)2
2n+3
− 2n+1t2 − (4s+ 1)t
= c0 − 2n+1t2 − (4s+ 1)t.
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Then, we have
ND,d(2
2e+7+n) =
2e+4−1∑
t=0
χd([−22e+7+n, bt, ct])
=

∑2e+4−1
t=0
( −m1
2
−22e+7+n
)(
−8
ct
)
if m12 ≡ 3 (mod 4),∑2e+4−1
t=0
( m1
2
−22e+7+n
)(
8
ct
)
if m12 ≡ 1 (mod 4)
=

( −m1
2
−2n+1
)∑2e+4−1
t=0 (−1)
c′t−1
2
(
ct
2
)
if m12 ≡ 3 (mod 4),( m1
2
−2n+1
)∑2e+4−1
t=0
(
ct
2
)
if m12 ≡ 1 (mod 4).
The notation c′t means the odd part of ct.
If m12 ≡ 1 (mod 4),
2e+4−1∑
t=0
(ct
2
)
=
2e+4−1∑
t=0
(
c0 − 2n+1t2 − (4s+ 1)t
2
)
=2e+1
[ (c0
2
)
+
(
c0 − 2n+1 − 4s− 1
2
)
+
(
c0 − 2
2
)
+
(
c0 − 2n+1 − 4s− 3
2
)
+
(
c0 − 4
2
)
+
(
c0 − 2n+1 − 4s− 5
2
)
+
(
c0 − 6
2
)
+
(
c0 − 2n+1 − 4s− 7
2
)]
=0.
Consider m12 ≡ 3 (mod 4). If c0 is odd, we only need to sum over even t.
2e+4−1∑
t=0
(−1) c
′
t−1
2
(ct
2
)
=
∑
t=0,2,...,2e+4−2
(−1) c0−2
n+1t2−4st−t−1
2
(
c0 − 2n+1t2 − 4st− t
2
)
=(−1) c0−12
∑
t=0,2,...,2e+4−2
(−1)− t2
(
c0 − 2n+1t2 − 4st− t
2
)
=(−1) c0−12 2e+1
[ (c0
2
)
−
(
c0 − 2
2
)
+
(
c0 − 4
2
)
−
(
c0 − 6
2
)]
=0.
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If c0 is even, we only need to sum over odd t.
2e+4−1∑
t=0
(−1) c
′
t−1
2
(ct
2
)
=
∑
t=1,3,...,2e+4−1
(−1) c0−2
n+1t2−4st−t−1
2
(
c0 − 2n+1t2 − 4st− t
2
)
=(−1) c02
∑
t=1,3,...,2e+4−1
(−1) 2
n+1t2+t+1
2
(
c0 − 2n+1t2 − 4st− t
2
)
=(−1) c02
∑
t=1,3,...,2e+4−1
(−1) t+12 +2nt2
(
c0 − 2n+1t2 − 4st− t
2
)
=(−1) c02 +r(n)
∑
t=1,3,...,2e+4−1
(−1) t+12
(
c0 − 2n+1t2 − 4st− t
2
)
(where r(0) = 1 and r(n) = 0 for n ≥ 1)
=(−1) c02 +r(n)2e+1
[
−
(
c0 − 1− 4t1 − 2s−6
2
)
+
(
c0 − 3− 4t1 − 2s−6
2
)
−
(
c0 − 5− 4t1 − 2s−6
2
)
+
(
c0 − 7− 4t1 − 2s−6
2
)]
=0.
Thus, ND,d(2
2e+7+n) = 0 for n ≥ 0.
2.5 Proof of Theorem 2.2
Proof. The statement follows easily from
F1,D,d(x+ 1) = F1,D,d(x), (2.21)
F1,D,d(0) = 0 (2.22)
and
F1,D,d
(
1
x
)
= F1,D,d(x) (2.23)
for every x ∈ Q.
It is easy to verify that (2.21) holds.
In order to check (2.22), notice that
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0<c
χd([a, b, c]) =
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
c<0<a
χd([a, b, c]) = 0 (2.24)
since if [a, b, c] appears in the sum, so does [−c, b,−a] and χd([a, b, c]) = −χd([−a,−b,−c]) =
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−χd([−c, b,−a]). Equation (2.22) follows immediately because the first sum equals F1,D,d(0).
We now prove (2.23). We start with a transformation of F1,D,d(1/x):
F1,D,d
(
1
x
)
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
Q( 1x)>0
χd([a, b, c])
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
a( 1x)
2
+b( 1x)+c>0
χd([a, b, c])
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
a+bx+cx2>0
χd([a, b, c])
=
∑
Q=[c,b,a]∈Z3
b2−4ac=Dd
c<0
ax2+bx+c>0
χd([c, b, a]) (switched the names a and c)
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
c<0
ax2+bx+c>0
χd([a, b, c]) (by properties of χd).
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It follows that
F1,D,d
(
1
x
)
− F1,D,d(x)
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
c<0
ax2+bx+c>0
χd([a, b, c])−
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0
ax2+bx+c>0
χd([a, b, c])
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
c<0<a
ax2+bx+c>0
χd([a, b, c])−
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a<0<c
ax2+bx+c>0
χd([a, b, c]) (ac 6= 0 since Dd is not a square)
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
c<0<a
ax2+bx+c>0
χd([a, b, c]) +
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
−a>0>−c
−ax2−bx−c<0
χd([−a,−b,−c])
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
c<0<a
ax2+bx+c>0
χd([a, b, c]) +
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
a>0>c
ax2+bx+c<0
χd([a, b, c])
(replaced −a,−b,−c by a, b, c
in the second sum)
=
∑
Q=[a,b,c]∈Z3
b2−4ac=Dd
c<0<a
χd([a, b, c]) (ax
2 + bx+ c 6= 0 since Dd is not a square)
=0 by (2.24)
as required.
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CHAPTER 3
FARKAS’ IDENTITIES WITH QUARTIC CHARACTERS
3.1 Introduction
In 2004, Farkas [6] introduced an arithmetic function, denoted by δF (n), which is defined as the
difference between the number of positive divisors of n that are congruent to 1 and −1 mod 3. He
proved that for all positive integers n,
δF (n) + 3
n−1∑
j=1
δF (j)δF (n− j) = σ′3(n), (3.1)
where σ′3(n) =
∑
d|n
3-d
d.
This identity attracted interest, and was generalized in various directions by several authors.
For a Dirichlet character χ, define a function on positive integers by
δχ(n) =
∑
d|n
χ(d). (3.2)
Then
δF (n) = δχ(n)
when χ is the quadratic character modulo 3. Recently K. Williams in [18] used elementary com-
binatorial arguments to prove 12 identities similar to (3.1) while somehow less elegant. In these
identities, the function δχ is associated with odd quadratic Dirichlet characters of small conductor
such as 3, 4, 8 and 11. In order to keep our identities as elegant as Farkas’ original identity, we stick
to characters χ of prime conductor.
It is convenient to define the quantities δF (0) = 1/6 and σ
′
3(0) = −1/12 so that Farkas’ identity
(3.1) becomes
n−1∑
j=0
δF (j)δF (n− j) = 1
3
σ′3(n) (3.3)
for n ≥ 0. For an odd quadratic character modulo a prime p ≡ 3 (mod 4), P. Guerzhoy and W.
Raji in [8] proved that an exact analogue of Farkas’ identity (3.3) holds if and only if p = 7. They
defined
σ′p(n) =
∑
d|n
p-d
d (3.4)
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and rewrote Farkas’ identity as an identity between generating functions of δχ(n) and σ
′
p(n)( ∞∑
n=0
δχ(n)q
n
)2
= α
∞∑
n=0
σ′p(n)q
n, (3.5)
for some complex number α. In that way, if one proves the identity (3.5), Farkas’ identity
n∑
j=0
δχ(j)δχ(n− j) = ασ′p(n) for n ≥ 0 (3.6)
follows by comparing the coefficients in both sides of (3.5).
The proof that the identity (3.5) holds for p = 3 or 7 is easy. Let G1,χ be the generating function
of δχ and G2 be the generation function of σ
′
p, i.e.,
G1,χ =
∞∑
n=0
δχ(n)q
n and G2 =
∞∑
n=0
σ′p(n)q
n.
It is known (see [11] and [12]) that
G1,χ ∈M1(p, χ) and G2 ∈M2(p).
Thus, both G21,χ and G2 lie in the same space M2(p). When p = 3 and 7, we have dimM2(p) = 1
(see Proposition A.1) and thus
G21,χ = αG2
for some complex number α. When p > 7, we have dimM2(p) > 1 because the subspace of cusp
forms is non-zero. The modular form G2 is always in the one-dimensional Eisenstein subspace,
but now G21,χ is not guaranteed to be in the Eisenstein subspace. Heuristically, the chance of G
2
1,χ
lying in the Eisenstein subspace is getting less and less when the dimension of the subspace of
cusp forms increases as p increases. However, it is, of course, not a proof for the non-existence of
the identity (3.5) for p > 7. The proof must be more complicated, in particlar, because it leads
to a non-trivial corollary (see [8, Theorem 4]) about non-vanishing of the central special values of
L-functions related to modular forms.
The modular forms interpretation of Farkas’ identities introduced by Guerzhoy and Raji requires
the character χ to be odd. Since they consider quadratic characters of prime conductor, these primes
were congruent to 3 modulo 4. We want to consider other primes using a similar approach, therefore
we must drop the assumption that χ is quadratic. The next simplest object is a quartic (of exact
order four) character χ, and since we want this character to have a prime conductor p and to be
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odd, we must have p ≡ 5 (mod 8). For such a character χ, we denote by χ¯ its complex conjugate.
A direct generalization of (3.5) is( ∞∑
n=0
δχ(n)q
n
)( ∞∑
n=0
δχ(n)q
n
)
= α
∞∑
n=0
σ′p(n)q
n. (3.7)
(for quadratic, therefore real, χ, we have that χ = χ¯).
Equivalently, equating like powers of q in (3.7), we obtain a direct generalization of (3.6) for a
quartic character χ modulo p
n∑
j=0
δχ(j)δχ(n− j) = ασ′p(n) for n ≥ 0. (3.8)
In Section 3.2 we prove the following direct analogue of the principal result from [8].
Theorem 3.1. Let p ≡ 5 (mod 8) be a prime, and let χ be a quartic Dirichlet character modulo
p. The equivalent identities (3.7), (3.8) hold exactly in the following two cases.
• p = 5. In this case α = 3/5.
• p = 13. In this case α = 1.
While the proof of the identities is easy and similar to that in [8], the proof of their absence for
p > 13 requires a different approach. Our new approach is also applicable to the setting considered
in [8], and we produce another proof of the principal result from [8].
We illustrate the non-triviality of the fact that identities do not hold for p > 13 with the
following corollary from this fact which is also proved in Section 3.2.
Corollary 3.2. For every prime p > 13 satisfying p ≡ 5 (mod 8), and any quartic Dirichlet
character χ modulo p, there exists a cusp Hecke eigenform f ∈ S2(p) such that
L(1, f)L(1, f, χ) 6= 0.
Besides (3.7), there is another generalization of (3.6) to the case when the character χ is not
real: one can simply square the generating function
∑∞
n=0 δχ(n)q
n instead of multiplying it by its
conjugate. Interestingly, similar, though quite different identities (see (3.29) and (3.32) below) do
hold again exactly in the same cases, namely p = 5, and 13. We formulate and prove this result in
Section 3.3.
Our interpretation of Farkas’ identity and its various generalizations requires χ to be an odd
Dirichlet character. Numerical evidence indicates that no similar identities hold true when χ is an
even character. We obtained the following theoretical result in this direction.
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Theorem 3.3. For a prime p = 2q+1 where q is prime and q ≡ 1 (mod 4), the equivalent identities
(3.7) and (3.8) do not hold for any even Dirichlet character modulo p.
The proof of Theorem 3.3 will be given in Section 3.4.
3.2 Proofs of the main facts
First of all, let us quote the following proposition, theorem and corollary from [8].
Proposition 3.4. Let p be a prime congruent to 3 modulo 4 and χ be a Dirichlet character modulo
p. If for a complex number α, ( ∞∑
n=0
δχ(n)q
n
)2
= α
∞∑
n=0
σ′p(n)q
n, (3.9)
then
δχ(0) = − 1
2p
p−1∑
a=1
χ(a)a, (3.10)
σ′p(0) =
p− 1
24
(3.11)
and α = δχ(0)
2/σ′p(0).
Rewriting the formal power series identity (3.9) as identities for their coefficients, we get
n∑
j=0
δχ(j)δχ(n− j) = ασ′p(n) for n ≥ 0. (3.12)
Theorem 3.5. The equivalent identities (3.9) and (3.12) hold exactly in the following two cases.
• p = 3. In this case α = 1/3, and the identities reduce to the original Farkas’ identity.
• p = 7. In this case α = 1.
In [8], the proof that the identity (3.9) does not hold for p > 7 uses a bound on class numbers
of quadratic number fields. Here we give a simple proof of this fact without using class numbers of
quadratic number fields.
Proof. Assume (3.9) holds for p > 7. Equate the coefficients of q in (3.9) to obtain
2δχ(1)2δχ(0) =
δχ(0)
2
σ′p(0)
σ′p(1).
We have δχ(1) = σ
′
p(1) = 1 and σ
′
p(0) =
p−1
24 . After simplifying the equation, we have
δχ(0) =
p− 1
12
.
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Now we equate the coefficients of q2 in (3.9) to obtain
2δχ(2)δχ(0) + δχ(1)δχ(1) =
δχ(0)
2
σ′p(0)
σ′p(2).
We have δχ(2) = 1 + χ(2) = 1 +
(−p
2
)
and σ′p(2) = 3. Thus, the equation becomes
2
[
1 +
(−p
2
)]
δχ(0) + 1 = δχ(0)
2 · 24
p− 1 · 3.
Now plug in δχ(0) =
p−1
12 and simplify. Then we obtain[
1 +
(−p
2
)]
p− 1
6
+ 1 =
p− 1
2
.
If p ≡ 3 (mod 8), then (−p2 ) = −1 and p = 3. If p ≡ 7 (mod 8), then (−p2 ) = 1 and p = 7.
Then, we have the following corollary.
Corollary 3.6. For every prime p > 7 satisfying p ≡ 3 (mod 4), and the quadratic Dirichlet
character χ modulo p, there exists a cusp Hecke eigenform f ∈ S2(p) such that
L(1, f)L(1, f, χ) 6= 0.
For the proof of Proposition 3.4 and Corollary 3.6, see [8].
Now, before we prove Theorem 3.1, we will prove the following proposition which is an analogue
of Proposition 3.4.
Proposition 3.7. Let p be a prime congruent to 5 modulo 8 and χ be a Dirichlet character modulo
p. If for a complex number α,( ∞∑
n=0
δχ(n)q
n
)( ∞∑
n=0
δχ(n)q
n
)
= α
∞∑
n=0
σ′p(n)q
n, (3.13)
then
δχ(0) = − 1
2p
p−1∑
a=1
χ(a)a, (3.14)
σ′p(0) =
p− 1
24
(3.15)
and α = |δχ(0)|2/σ′p(0).
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Proof. It is known (see [11]) that the series
G1,χ = − 1
2p
p−1∑
a=1
χ(a)a+
∑
n≥1
δχ(n)q
n
is the Fourier expansion of a modular form which belongs toM1(p, χ). Denote A = − 12p
∑p−1
a=1 χ(a)a.
It is also known (see [12]) that the series
G2 =
p− 1
24
+
∑
n≥1
σ′p(n)q
n
is the Fourier expansion of a modular form which belongs to M2(p). Denote B =
p−1
24 . Assume
that (3.13) holds for some α ∈ C and with δχ(0) and σ′p(0) not necessarily given by the formulas
(3.14), (3.15), namely
(G1,χ −A+ δχ(0))(G1,χ −A+ δχ(0)) = α(G2 −B + σ′p(0)). (3.16)
Note that δχ(0) = δχ(0). After rearranging (3.16), we obtain
(G1,χG1,χ − αG2) + (δχ(0)−A)G1,χ + (δχ(0)−A)G1,χ = α(σ′p(0)−B)− |A− δχ(0)|2.
Since χ and χ are conjugates, the product χχ is equal to the principal character. Thus G1,χG1,χ ∈
M2(p). Therefore, G1,χG1,χ − αG2 ∈ M2(p). However, (δχ(0) − A)G1,χ ∈ M1(p, χ) and (δχ(0) −
A)G1,χ ∈ M1(p, χ). The latter two forms belong to the same space of modular forms of weight 1
with a smaller congruence subgroup, namely (δχ(0)−A)G1,χ+(δχ(0)−A)G1,χ ∈M1(Γ1(p)). Thus,
we have a sum of two forms of different weights which is equal to a constant. That only happens
when both forms are zero. Thus, we have (δχ(0) − A)G1,χ = −(δχ(0) − A)G1,χ. That implies
A = δχ(0) because (δχ(0) − A)G1,χ and −(δχ(0) − A)G1,χ are in different subspaces of M1(Γ1(p))
and cannot be constant multiples of each other unless they are zero. This establishes (3.14), (3.15)
and the claim about α follows when comparing the constant terms of (3.13).
Now, we give the proof of Theorem 3.1.
Proof. We first prove (3.13) holds for p = 5 or 13. We know that G1,χ ∈ M1(p, χ) and G1,χ ∈
M1(p, χ). Therefore, G1,χG1,χ ∈M2(p), as well as G2. When p = 5 or 13, the dimension of M2(p)
is one (see Proposition A.1). Thus, the identity (3.13) must be true for some complex number α.
After comparing some coefficients in the identity (3.13), we found that α = 3/5 when p = 5 and
α = 1 when p = 13.
Now we prove the identity (3.13) does not hold for all n ≥ 1 if p > 13. We actually shall show
that if p > 13, the identity (3.13) already cannot hold simultaneously for n = 1 and n = 2. For
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n = 1, the identity reads
δχ(1)δχ(0) + δχ(0)δχ(1) =
|δχ(0)|2
σ′p(0)
σ′p(1). (3.17)
Note that δχ(1) = σ
′
p(1) = 1 and σ
′
p(0) =
p−1
2 . We abbreviate
δχ(0) = − 1
2p
p−1∑
a=1
χ(a)a =
L
2
∈ Q(i),
where L = L(0, χ) (see [1, Theorem 12.20]). Substitute all these quantities and into (3.17), we can
derive the equality
p− 1
6
· <(L) = |L|2 (3.18)
For n = 2, the identity (3.13) reads
δχ(2)δχ(0) + δχ(1)δχ(1) + δχ(0)δχ(2) =
|δχ(0)|2
σ′p(0)
σ′p(2). (3.19)
Note that the modulo p character χ2 must be a non-trivial quadratic character modulo p, therefore
χ2 must coincide with Kronecker symbol. In particular,
χ2(2) =
(p
2
)
= −1
since p ≡ 5 (mod 8), and therefore
χ(2) = ±i.
Since obviously σ′p(2) = 3, our indentity for n = 2 transforms to
p− 1
18
[<(L)±=(L) + 1] = |L|2. (3.20)
Now, equating (3.18) and (3.20), we get =(L) = ±[2<(L) − 1]. Denote R = <(L) and note that
R ∈ Q since L ∈ Q(i). We thus have
L(0, χ) = R± (2R− 1)i
and equation (3.18) now becomes
p− 1
6
·R = R2 + (2R− 1)2
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which transforms to
30R2 − (p+ 23)R+ 6 = 0. (3.21)
Since a rational R satisfies this quadratic equation, its discriminant (p + 23)2 − 4(30)(6) = (p +
23)2 − 720 being an integer, must be a perfect square, that is
(p+ 23)2 − 720 = x2,
with a positive integer x. Equivalently,
(p+ 23 + x)(p+ 23− x) = 720.
We look at all different factorizations of 720 into a product of two positive integers and find all
possible values of p and x. We find that p = 5 and p = 13 are the only possibilities.
Before we prove Corollary 3.2, we will prove the following two theorems which are analogues of
Theorem 2 and Theorem 3 in [8]. As it is observed in [8, Theorem 2], identity (3.13), though it never
holds except for the two primes, is always not far from being true: the orders of magnitude of the
left and right hand sides are the same. That happens because the obstruction for these identities to
hold comes from cusp forms whose Fourier coefficients grow slower than those of Eisenstein series.
In order to formulate a precise result, abbreviate the left-hand sides of our identities:
Fχ(n) =
n∑
j=0
δχ(j)δχ(n− j).
Theorem 3.8. Let p be a prime congruent to 5 modulo 8. Let χ be a quartic Dirichlet character
modulo p. For (p, n) = 1,
lim
n→∞
Fχ(n)
σ′p(n)
=
|δχ(0)|2
σ′p(0)
.
Proof. Since G1,χG1,χ ∈M2(p) and M2(p) = E2(p)⊕ S2(p), we may write
G1,χG1,χ = αG2 + f (3.22)
with α =
|δχ(0)|2
σ′p(0)
, G2 ∈ E2(p) and f ∈ S2(p). Let f =
∑
n>0 a(n)q
n. Equating the coefficients of
qn, we obtain for n ≥ 0
Fχ(n) = ασ′p(n) + a(n). (3.23)
We can see that σ′p(n) > n if (p, n) = 1 from the definition. Now we need an upper bound for
the Fourier coefficients of cusp forms. The Ramanujan-Petersson conjecture (see [12]) proved by
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Deligne implies that, for n big enough and (n, p) = 1,
|a(n)| < M√n (3.24)
with some constant M . Now, if we divide (3.23) by σ′p(n) and take the limit, the theorem follows.
We make a remark that the special case of Ramanujan-Petersson conjecture for weight 2 which we
make use of here was proved by Shimura [15].
The next theorem gives a generalization of Theorem 3.1 that for p > 13, there exist similar
identities. This theorem allows us to generate infinitely many similar identities for p > 13. Let tp
be the dimension of S2(p).
Theorem 3.9. Let p be a prime congruent to 5 modulo 8. Let χ be a quartic Dirichlet character
modulo p. There exist a set of complex numbers Ai and two sets of positive integers Bi and Ci for
i = 1, ..., 3tp (all three sets depend on p) such that for any positive integer n
3tp∑
i=1
AiFχ
(
n
Bi
Ci
)
= σ′p(n),
where we assume
Fχ
( n
B
C
)
= 0
if n is not divisible by B.
Proof. We rewrite (3.22) as an eigenform decomposition
G1,χG1,χ = αG2 +
tp∑
i=1
µigi, (3.25)
such that gi =
∑
n≥1 ci(n)q
n with ci(1) = 1. We know that G2 and gi are simultaneous Hecke
eigenforms, i.e., for a prime ` 6= p, the Hecke operator T` acts on them and we have
G2|T` = (`+ 1)G2 and gi|T` = ci(`)gi.
For p 6= 5, 13, µi are not all zero by Theorem 3.1. Pick j such that µj 6= 0. Then choose ` such
that cj(`) 6= `+ 1 and apply the operator T` − cj(`) to (3.25) to obtain
G1,χG1,χ|Tl − cj(l)G1,χG1,χ = α′G2 +
tp∑
i=1
µ′igi
with α′ 6= 0 and µ′j = 0. Repeat the process. After eliminating the forms gi one by one, we obtain
the claimed identities.
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We give an example of such identity for p = 37. We have dimS2(37) = 2, and the space admits
a basis out of two Hecke eigenforms with rational integer coefficients. We make use of the fact that
one of these cusp forms has zero Hecke eigenvalues at primes p1 = 2 and 5, while another one has
zero Hecke eigenvalues at p2 = 17 and 19. That allows us to produce the identities for n > 0:
Fχ(p1p2n) + p1Fχ(p2n/p1) + p2Fχ(p1n/p2) + p1p2F(n/(p1p2)) = 1 + p1 + p2 + p1p2
3
σ′37(n),
where χ is a quartic character modulo 37, and one may pick any p1 ∈ {2, 5} and p2 ∈ {17, 19}.
Now, we prove Corollary 3.2.
Proof. For f ∈ S2(p) with q-expansion f(τ) =
∑
n≥1 b(n)q
n, we write fρ(τ) = f(−τ) =
∑
n≥1 b(n)q
n.
It is known that fρ ∈ S2(p). Also, it is known that if f is a Hecke eigenform, then so is fρ. Since
p > 13, Theorem 3.1 implies that there exists j such that µj 6= 0 in decomposition (3.25). Put
fρ = gj . Take the Petersson scalar product of both sides of (3.25) with fρ. Since the scalar product
is Hermitian, we have on the right hand side〈
fρ, αG2 +
tp∑
i=1
µigi
〉
= µj〈fρ, fρ〉 6= 0. (3.26)
On the other side, the Rankin method (see [16]) implies
〈fρ, G1,χG1,χ〉 = ΩL(1, f)L(1, f, χ)
with some Ω ∈ C. Now the result follows.
3.3 Squaring the generating function of δχ
As mentioned in the introduction, we may also consider squaring the generating function of δχ. To
do this, for any n ≥ 1, we define
σ˜p(n) =
∑
0<d|n
(p
d
)
d. (3.27)
and
σˆp(n) =
∑
0<d|n
(p
d
)
n/d (3.28)
Proposition 3.10. Let p be a prime congruent to 5 modulo 8, χ be a Dirichlet character modulo
p and ψ = χ2 =
(p
·
)
. If for complex numbers α′ and β′,
( ∞∑
n=0
δχ(n)q
n
)2
= α′
∞∑
n=0
σ˜p(n)q
n + β′
∞∑
n=1
σˆp(n)q
n, (3.29)
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then
δχ(0) = − 1
2p
p−1∑
a=1
χ(a)a, (3.30)
σ˜p(0) = −1
4
B2,ψ (3.31)
and α′ = δχ(0)2/σ˜p(0), β′ =
2δχ(0)δχ(1)−ασ˜p(1)
σˆp(1)
= 2δχ(0)− α.
Proof. As mentioned in Proposition 3.7, the series
G1,χ = − 1
2p
p−1∑
a=1
χ(a)a+
∑
n≥1
δχ(n)q
n
is the Fourier expansion of a modular form which belongs toM1(p, χ). Denote A = − 12p
∑p−1
a=1 χ(a)a.
It is also known (see [11] and [12]) that the series
E˜2,p = −1
4
B2,ψ +
∑
n≥1
σ˜p(n)q
n
and
Eˆ2,p =
∑
n≥1
σˆp(n)q
n
are the Fourier expansions of modular forms which belong to M2(p, ψ). Denote B = −14B2,ψ.
Assume that (3.29) holds for some α′, β′ ∈ C with δp(0) and σ˜p(0) not necessarily given by the
formulas (3.30), (3.31), namely
[G1,χ −A+ δχ(0)]2 = α′[E˜2,p −B + σ˜p(0)] + β′Eˆ2,p.
After rearranging, we obtain
(G21,χ − α′E˜2,p − β′Eˆ2,p) + 2[δχ(0)−A]G1,χ = α′[σ˜p(0)−B]− [δχ(0)−A]2.
Now, we have G21,χ ∈ M2(p, ψ). Therefore, G21,χ − α′E˜2,p − β′Eˆ2,p ∈ M2(p, ψ). However, 2[δχ(0)−
A]G1,χ ∈ M1(p, χ) and α′[σ˜p(0)− B]− [δχ(0)− A]2 is a constant. The sum of two modular forms
of different weights may be a constant only if both forms are zero. This establishes (3.30), (3.31)
and the claim about α′ and β′ follows when comparing the constant terms and the coefficients of q
terms in (3.29).
To rewrite the formal power series identity (3.29) as identities for their coefficients, for n ≥ 0,
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we let
Hχ(n) =
n∑
j=0
δχ(j)δχ(n− j).
Then the identity (3.29) is equivalent to
Hχ(n) =
n∑
j=0
δχ(j)δχ(n− j) = ασ˜p(n) + βσˆp(n) for n ≥ 0. (3.32)
Theorem 3.11. The equivalent identities (3.32), (3.29) hold exactly in the following two cases.
• p = 5. In this case α′ = −4+3χ(2)10 and β′ = 2+χ(2)2 .
• p = 13. In this case α′ = −χ(2)2 and β′ = 2+3χ(2)2 .
Proof. We first prove (3.29) holds for p = 5 or 13. We know that G1,χ ∈ M1(p, χ). Therefore,
G21,χ ∈ M2(p, ψ) where ψ = χ2. When p = 5 or 13, we have dimM2(p, ψ) = 2 (see Proposition
A.1) and the space is generated by E˜2,p and Eˆ2,p. Thus, the identity (3.29) must be true for some
complex numbers α and β. After comparing some coefficients in the identity (3.29), we found that
α′ = −4+3χ(2)10 and β′ = 2+χ(2)2 when p = 5, and α = −χ(2)2 and β = 2+3χ(2)2 when p = 13.
We will now show that the identity (3.29) does not holds for all n ≥ 0 if p > 13. Specifically,
we want to show that, if p > 13, the identity cannot hold simultaneously for n = 2 and 3.
For n = 2, the identity (3.29) reads
2δχ(0)δχ(2) + δχ(1)δχ(1) =
δχ(0)
2
σ˜p(0)
σ˜p(2) +
2δχ(0)δχ(1)− δχ(0)
2
σ˜p(0)
σ˜p(1)
σˆp(1)
σˆp(2). (3.33)
Note that δχ(1) = σ˜p(1) = σˆp(1) = 1, δχ(2) = 1χ(2), σˆp(2) = 1 and σ˜p(2) = −1 along with
σ˜p(0) = −14B2,ψ. Substituting these quantities and into (3.33), we can derive the equality
δχ(0)
2
−14B2,ψ
= −χ(2)δχ(0)− 1
2
. (3.34)
A similar calculation simplifies the identity (3.29) for n = 3 to
2[1 + χ(3)]δχ(0) + 2(1 + χ(2)) =
δχ(0)
2
−14B2,ψ
[1 + 3ψ(3)] +
(
2δχ(0)− δχ(0)
2
−14B2,ψ
)
[3 + ψ(3)], (3.35)
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and we combine it with (3.34) to obtain
2[1 + χ(3)]δχ(0) + 2(1 + χ(2)) =
(
−χ(2)δχ(0)− 1
2
)
[1 + 3ψ(3)] +
(
2δχ(0) + χ(2)δχ(0) +
1
2
)
[3 + ψ(3)].
(3.36)
Since χ is a quartic character, χ(3) ∈ {±1,±i}. The above equation allows us to find the
quantity δχ(0) which corresponds to every one of these four values. With this quantity, we make
use of equation (3.34) to find the corresponding values of B2,ψ. These turn out to be either 4, or
4/5, or a complex number which is not rational. However, Proposition 3.12, which we will prove
next, says B2,ψ is a rational number bigger than 4. This finishes the proof.
Proposition 3.12. For a prime p ≡ 5 (mod 8) with p > 13 and the quadratic Dirichlet character ψ
modulo p, the generalized Bernoulli number B2,ψ is a rational number bigger than 4. When p = 5,
B2,ψ = 4/5 and when p = 13, B2,ψ = 4.
Proof. Let p be a prime congruent to 5 mod 8 and let ψ be a quadratic Dirichlet character modulo
p, i.e.,
(p
·
)
. Recall from Chapter 1 that Cohen [2] defined a quantity H(r,N) for integers r ≥ 1
and N ≥ 0 such that H(r,N) = L(1 − r, χD) if D = (−1)rN is a fundamental discriminant and
χD =
(
D
·
)
. If we take r = 2 and D = p, then we have H(2, p) = L(−1, ψ). It is also well-known
that L(−1, ψ) = −B2,ψ2 (see [4, Theorem 10.3.1]). Therefore, we have B2,ψ = −2H(2, p). From [2],
we know that H(2, p) is a rational number and has the explicit formula,
H(2, p) = −1
5
∑
s
σ1
(
p− s2
4
)
,
where s runs through all integers such that p − s2 ≥ 0, and σ1 is the sum of positive divisors
function with σ1(0) =
1
2ζ(−1). Also, if p−s
2
4 is not an integer, σ1(
p−s2
4 ) = 0. Since p ≡ 5 (mod 8),
if s = 0, σ1
(p
4
)
= 0. Also note that s2 stays the same no matter s is positive or negative. Thus,
we can just sum over all positive integers s and then double the sum. In other words, we have
B2,ψ =
4
5
∑
s>0 σ1
(
p−s2
4
)
. It is a direct calculation for p = 5 and 13 that B2,ψ = 4/5 and B2,ψ = 4
respectively.
If p > 13, then p ≥ 29, and we have
B2,ψ =
4
5
∑
s>0
σ1
(
p− s2
4
)
≥ 4
5
σ1
(
p− 1
4
)
≥ 4
5
σ1(7) ≥ 32
5
> 4
because p−14 ≥ 7 and σ1
(
p−1
4
)
≥ 1 + 7 = 8.
Now, we present the following theorem which is an analogue of Theorem 3.8.
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Theorem 3.13. Let p ≡ 5 (mod 8) and χ be a quartic Dirichlet character modulo p. For (p, n) = 1,
lim
n→∞
Hχ(n)
σ˜p(n)
= α′ +
( p
n
)
γ,
with some γ ∈ C.
The proof of this theorem is more subtle both because the will have to deal with two arithmetic
functions, σ˜p and σˆp, instead of just σ
′
p, and because the functions themselves are slightly more
complicated. We start with a proposition which relates these two functions.
Proposition 3.14. For a prime p and a positive integer n not divisible by p,
σˆp(n) =
( p
n
)
σ˜p(n).
Proof. Since σˆp(n), σ˜p(n) and
( p
n
)
are all multiplicative functions, we only need to consider the
case when n is a prime power. Let n = lr for some prime l 6= p and some positive integer r. By
definition, we have
σˆp(n) = σˆp(l
r) =
r∑
t=0
( p
lt
)
lr−t =
r∑
t=0
(p
l
)t
lr−t =
r∑
u=0
(p
l
)r−u
lu =
(p
l
)r r∑
u=0
(p
l
)−u
lu
=
( p
lr
) r∑
u=0
(p
l
)u
lu =
( p
n
)
σ˜p(n)
because for a positive integer u( p
lu
)
=
(p
l
)u
and
(p
l
)−u
=
(p
l
)u
,
followed from the definition of Kronecker symbol.
We thus have that |σˆp(n)| = |σ˜p(n)|, for p - n. and we will use a lower bound for this quantity
given in the next proposition.
Proposition 3.15. For a positive integer n not divisible by p,
|σ˜p(n)| ≥ n(1/2)ω(n),
where ω(n) is the number of distinct prime factors of n.
Proof. Since the arithmetic functions σ˜p(n) and (1/2)
ω(n) are multiplicative, it suffices to prove
that, for a prime l and a positive integer r,
|σ˜p(lr)| ≥ 1
2
lr.
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Indeed,
|σ˜p(lr)| =
∣∣∣∣∣
r∑
u=0
(p
l
)u
lu
∣∣∣∣∣ =
∣∣∣∣∣1−
(p
l
)u+1
lu+1
1− (pl ) l
∣∣∣∣∣ ≥ lr+1 − 1l + 1 ≥ 12 lr,
where the latter inequality is equivalent to l ≥ 1 + 2l−r.
We are now in a position to prove Theorem 3.13.
Proof. Since G21,χ ∈M2(p, ψ) with
ψ(n) = χ2(n) =
( p
n
)
,
we can write
G21,χ = α
′E˜2,p + γEˆ2,p + f (3.37)
with some γ ∈ C, a cusp form f ∈ S2(p, ψ), and
α′ =
δχ(0)
2
σ˜p(0)
because neither f not Gˆ2,ψ has constant term in the Fourier expansion.
We equate the coefficients of qn, divide both parts of the equation by σ˜p(n), and use Proposition
3.14 to obtain
Hχ(n)
σ˜p(n)
= α′ +
( p
n
)
γ +
a(n)
σ˜p(n)
.
In order to finish the proof, it now suffices to show that
lim
n→∞
a(n)
σ˜p(n)
= 0. (3.38)
As in part (a) above, we still have that |a(n)| ≤ L√n for some constant L, and we make use of
Proposition 3.15 to get, for n big enough,∣∣∣∣ a(n)σ˜p(n)
∣∣∣∣ ≤ L√n(1
2
)ω(n)
n
=
L2ω(n)√
n
.
We now make use of a bound proved in [14]
ω(n) < 13841
lnn
ln(lnn)
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to obtain that ∣∣∣∣ a(n)σ˜p(n)
∣∣∣∣ < L · 213841 lnnln(lnn)√n = L · n
13841 ln 2
ln lnn√
n
= L · n 13841 ln 2ln lnn − 12 → 0
as n→∞. That implies (3.38) and concludes the proof.
The following theorem again says we have infinitely many similar, though less elegant, identities
which hold for primes bigger than 13.
Theorem 3.16. There exist a set of complex numbers Ai, two sets of positive integers Bi and Ci
for i = 1, ..., 3tp (all three sets depend on p), and two complex numbers, α′′ and β′′, such that for
any positive integer n
3tp∑
i=1
AiHχ
(
n
Bi
Ci
)
= α′′σ˜p(n) + β′′σˆp(n),
where we assume
Hχ
( n
B
C
)
= 0
if n is not divisible by B.
Proof. The proof is similar to the proof of Theorem 3.9. We rewrite (3.37) as an eigenform decom-
position
G21,χ = α
′E˜2,p + γEˆ2,p +
tp∑
i=1
µigi, (3.39)
with gi =
∑
n≥1 ci(n)q
n. For p 6= 5, 13, µi are not all zero by Theorem 3.11. Pick j such that µj 6= 0
and apply the operator Tl − cj(l), for some prime l 6= p, to obtain
G21,χ|Tl − cj(l)G21,χ = α′′E˜2,p + β′′Eˆ2,p +
tp∑
i=1
µ′igi
for some complex numbers α′′ and β′′ with either α′′ 6= 0 or β′′ 6= 0 but µ′j = 0. Repeat the process.
After eliminating the forms gi one by one, we obtain the claimed identities.
Below is a corollary to Theorem 3.11 about nonvanishing central values of L-functions.
Corollary 3.17. For every prime p > 13 satisfying p ≡ 5 (mod 8), and any quartic Dirichlet
character χ modulo p, there exists a cusp Hecke eigenform f ∈ S2(p, ψ) with ψ = χ2 such that
L(1, f)L(1, f, χ) 6= 0.
Proof. For f ∈ S2(p, ψ) with q-expansion f(τ) =
∑
n≥1 b(n)q
n, we write fρ(τ) = f(−τ) =∑
n≥1 b(n)q
n. Since p > 13, Theorem 3.11 implies that there exists j such that µj 6= 0 in the
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eigenform decomposition G21,χ = α
′E˜2,p + γEˆ2,p +
∑tp
i=1 µigi. Put fρ = gj . Take the Petersson
scalar product of both sides of (3.39) with fρ. Since the scalar product is Hermitian, we have on
the right hand side 〈
fρ, α
′E˜2,p + γEˆ2,p +
tp∑
i=1
µigi
〉
= µj〈fρ, fρ〉 6= 0. (3.40)
On the other side, the Rankin method (see [16]) implies
〈fρ, G21,χ〉 = ΩL(1, f)L(1, f, χ)
with some Ω ∈ C. Now the result follows.
3.4 Even characters
In this section, we prove Theorem 3.3. We want to prove that, for an even character χ, the identity
(3.8) does not hold simultaneously already for n = 1 and n = p. Specifically, assuming (3.8) is true
for n = 1, we find that α = δχ(0) + δχ¯(0), and the identity for n = p simplifies to
p−1∑
j=1
δχ(j)δχ¯(p− j) = 0. (3.41)
Theorem 3.3 follows immediately from the following proposition.
Proposition 3.18. Let p = 2q + 1 and q ≡ 1 (mod 4) be a prime. Let ψ be an even Dirichlet
character modulo p. Then
p−1∑
j=1
δψ(j)δψ¯(p− j) 6= 0. (3.42)
The rest of this section is devoted to the proof of Proposition 3.18.
Our following first proposition implies, in particular, that (3.41) is always true if the character
χ is odd.
Proposition 3.19. (a) Let p be a prime and χ be a Dirichlet character modulo p. For any 1 ≤
j ≤ p− 1, the expression δχ(j)δχ(p− j) is purely imaginary if χ is odd, and real if χ is even.
(b) If the character χ is odd, then
p−1∑
j=0
δχ(j)δχ¯(p− j) = 0.
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Proof. The expression in question can be rewritten as a sum
δχ(j)δχ(p− j) =
∑
d|j
∑
d′|p−j
χ(d)χ¯(d′) =
1
2
∑
d|j, d′|(p−j)
(
χ(d)χ¯(d′) + χ(j/d)χ¯((p− j)/d′)) .
Making use of χ(j)χ¯(−j) = χ(−1), we transform every summand
χ(d)χ¯(d′) + χ(j/d)χ¯((p− j)/d′) = χ(d)χ¯(d′) + χ(j)χ¯(d)χ¯(−j)χ(d′) = χ(d)χ¯(d′) + χ(−1)χ(d)χ¯(d′),
and assertion (a) becomes clear term-by-term. Assertion (b) follows from that since the sum is real
(because it is equal to its conjugate).
Our next proposition exploits some specifics of our assumptions about the prime p.
Proposition 3.20. Let p = 2q + 1 and q ≡ 1 (mod 4) be a prime. Then 2 is a primitive root
modulo p (i.e., a generator of (Z/pZ)∗).
Proof. The subgroup of squares has index 2 in (Z/pZ)∗, thus there are exactly (p − 1)/2 = q
non-squares modulo p. At the same time, there are exactly
ϕ(ϕ(p)) = ϕ(p− 1) = ϕ(2q) = ϕ(2)ϕ(q) = q − 1
primitive roots modulo p. Since no square can be a primitive root, all but one non-squares must
be primitive roots. The non-square which is not a primitive root is −1 (since p ≡ 3 mod 4, the
residue −1 is indeed a non-square modulo p). By quadratic reciprocity, 2 is a quadratic non-residue
modulo p, and since it is different from −1, it must be a primitive root modulo p.
From now on we assume that our prime p = 2q + 1, where q ≡ 1 (mod 4) is a prime, and let
ζ = exp(2pii/(p− 1)). The group of Dirichlet characters modulo p is cyclic of order p− 1 generated
by the (odd) character χ defined by
χ(2) = ζ.
We now construct certain polynomials associated with a Dirichlet character ξ modulo p. For
an arbitrary Dirichlet character ξ modulo p, define integers
0 ≤ t(ξ, d) ≤ p− 2
by
ξ(d) = ζt(ξ,d).
Note that, for any positive integers k and d,
t(ξk, d) ≡ kt(ξ, d) mod (p− 1). (3.43)
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For a positive integer j ≤ p− 1, let
hξ,j(x) :=
∑
d|j
xt(ξ,d).
The function hξ,j(x) is a polynomial in x of degree at most p− 2. Let
fξ(x) :=
p−1∑
j=1
hξ,j(x)hξ¯,p−j(x) = b2p−4x
2p−4+b2p−3x2p−3+· · ·+bpxp+bp−1xp−1+bp−2xp−2+· · ·+b1x+b0
be a polynomial of degree at most 2p− 4.
The polynomials just introduced allow us to reformulate Proposition 3.18. Clearly,
hξ,j(ζ) = δξ(j),
and, for a positive integer k, we use (3.43) to obtain
hχk,j(ζ) = δχk(j) =
∑
d|j
χk(d) =
∑
d|j
[χ(d)]k =
∑
d|j
[ζt(χ,d)]k =
∑
d|j
[ζk]t(χ,d) = hχ,j(ζ
k).
It follows that
p−1∑
j=0
δχk(j)δχ¯k(p− j) = fχk(ζ) = fχ(ζk).
Since every Dirichlet character ξ modulo p can be written as ξ = χk, where the parity of ξ coincides
with the parity of k, we deduce from Proposition 3.19 that fχ(ζ
k) = 0 if k is odd, and our target
Proposition 3.18 can be reformulated as follows.
Proposition 3.21. The quantity ζk = exp(2kpii/(p − 1)) with a positive integer k is a root of
the polynomial fχ(x) associated as above to the character χ modulo p defined by χ(2) = ζ =
exp(2pii/(p− 1)) if and only if k is odd.
Our ultimate goal now is to prove Proposition 3.21. We need some specific information about
the coefficients of fχ(x) given in the following proposition.
Proposition 3.22. The polynomial fχ(x) has positive integer coefficients. Furthermore,
b0 = p− 1, b1 = p− 1
2
+ 1, bp = bp−1 = 0.
We postpone the proof of Proposition 3.22 and prove Proposition 3.21 (therefore Proposition
3.18, therefore Theorem 3.3 now).
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Proof of Proposition 3.21. Let
g(x) = bp−2xp−2 + (b2p−4 + bp−3)xp−3 + · · ·+ (bp + b1)x+ (bp−1 + b0).
Then fχ(x) − g(x) = h(x)(xp−1 − 1), and therefore ζk is a root of fχ(x) if and only if it is a root
of g(x). Note the factorization
xp−1 − 1 = x2q − 1 = (xq − 1)(xq + 1)
with ζk with odd k are exactly the roots of the second factor (while those with even k are exactly
the roots of the first factor). Since fχ(ζ
k) = 0 if k is odd, we have that
g(x) = (xq + 1)P (x)
with a polynomial P (x) with integer coefficients of degree at most q − 1. If an even power of ζ
was a root of g(x), it would be a root of P (x) thus P (x) would be divisible by the cyclotomic
polynomial Φq(x) = x
q−1 +xq−2 + · · ·+x2 +x+1 because q is a prime. Since, however, degP (x) ≤
deg Φ(x) = q − 1, the two polynomials would differ by a constant factor. If this was the case then,
for P (x) = aq−1xq−1 + . . .+ a1x+ a0, we would have a1 = a0, which translates immediately to
bp + b1 = bp−1 + b0
for the coefficients of fχ(x) in contradiction with Proposition 3.22.
We are left only to prove Proposition 3.22.
Proof Proposition 3.22. We start with recording some values of the character χ. Since
χ(2) = ζ,
ζχ(q) = χ(2q) = χ(p− 1) = −1 = ζq implies χ(q) = ζq−1;
χ(2)χ(q + 1) = χ(2q + 2) = χ(p+ 1) = 1 implies χ(q + 1) = ζp−2.
We thus have the following values of t(χ, d):
d t(χ, d)
1 0
2 1
q q − 1
q + 1 p− 2
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By definition,
fχ(x) =
p−1∑
j=1
hχ,j(x)hχ¯,p−j(x)
and since both hχ,j(x) and hχ¯,p−j(x) have constant terms 1, the constant term of fχ(x) is
b0 = p− 1.
In order to calculate b1, note that hχ,j(x) has an x-term (with coefficient 1) whenever 2|j, while
hχ¯,p−j(x) has an x-term (with coefficient 1) only when j = q (otherwise (q+1) - (p−j) = 2q+1−j).
We thus have all together
b1 =
p− 1
2
+ 1.
Note that for every d such that 1 < d ≤ p − 1, there exists exactly one solution u such that
1 < u ≤ p− 1 and t(χ, d) + t(χ¯, u) = p− 1, and that is u = d since χ(d)χ¯(d) = 1. It follows that
bp−1 = 0
because no d > 1 can divide simultaneously j and p− j.
We now claim that bp = 0. Otherwise we would have that
t(χ, d) + t(χ¯, y) = p.
That implies
t(χ, y) = t(χ, d)− 1,
therefore
d ≡ 2y mod p.
Since both 2 ≤ d, y ≤ p− 1, either d = 2y or d = 2y − p with y > (p+ 1)/2.
However, d = 2y is not possible since 2y|j and y|p− j at the same time would imply y|p.
We are thus left with the only option that y|(p − j) and (2y − p)|j while y > (p + 1)/2 which
implies y = p− j. Then 2y − p = p− 2j and we can write
(p− 2j)t = j
with some positive integer t. We find that
j =
pt
1 + 2t
,
121
and conclude that p = 2t+ 1 because (t, 2t+ 1) = 1. Thus
(p− 2j)p− 1
2
= j,
and that implies
j =
p− 1
2
therefore y = p− j = p+ 1
2
in contradiction with y > (p+ 1)/2 above.
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APPENDIX A
DIMENSION
In this section, we compute the dimension of M2(p) and M2(p, ψ) for p = 5, 13 and a quadratic
Dirichlet character ψ of conductor p. Since dimM2(p) = dimE2(p)+dimS2(p) and dimM2(p, ψ) =
dimE2(p, ψ) + dimS2(p, ψ), we compute dimE2(p), dimS2(p), dimE2(p, ψ) and dimS2(p, ψ).
Proposition A.1. Let p be a prime with p ≡ 1 (mod 4). We have dimE2(p) = 1 for all p and
dimS2(p) = 0 for p = 5 and 13 while dimS2(p) ≥ 1 if p > 13. For a quadratic Dirichlet character
of conductor p, we have dimE2(p, ψ) = 2 for all p and dimS2(p, ψ) = 0 for p = 5 and 13 while
dimS2(p, ψ) ≥ 1 if p > 13.
Proof. Using the dimension formula of modular forms for Γ0(p) (see [17]), we have
dimE2(p) = c0(p)− 1
=
∑
d|p
ϕ
(
gcd
(
d,
p
d
))
− 1
= ϕ(gcd(1, p)) + ϕ(gcd(p, 1))− 1
= ϕ(1) + ϕ(1)− 1
= 1.
For S2(p), we have
dimS2(p) = g0(p)
= 1 +
µ0(p)
12
− µ0,2(p)
4
− µ0,3(p)
3
− c0(p)
2
= 1 +
p+ 1
12
−
1 +
(
−4
p
)
4
−
1 +
(
−3
p
)
3
− 2
2
= 1 +
p+ 1
12
− 2
4
−
1 +
(
3
p
)
3
− 1
=
p+ 1
12
− 1
2
−
1 +
(
3
p
)
3= 0 if p = 5 or 13,≥ 1 if p > 13.
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For E2(p, ψ), we have dimE2(p, ψ) = dimM2(p, ψ)− dimS2(p, ψ). On the other hand,
dimS0(p, ψ)− dimM2(p, ψ) = −1
12
µ0(p)− 1
2
λ(p, p, 1) + γ4(0)
∑
x∈A4(p)
ψ(x) + γ3(0)
∑
x∈A3(p)
ψ(x)
−dimM2(p, ψ) = −(p+ 1)
12
− 1 + 1
4
∑
x∈A4(p)
ψ(x) +
1
3
∑
x∈A3(p)
ψ(x)
dimM2(p, ψ) =
(p+ 1)
12
+ 1− 1
4
∑
x∈A4(p)
ψ(x)− 1
3
∑
x∈A3(p)
ψ(x).
We also have
dimS2(p, ψ)− dimM0(p, ψ) = 1
12
(p+ 1)− 1− 1
4
∑
x∈A4(p)
ψ(x)− 1
3
∑
x∈A3(p)
ψ(x)
dimS2(p, ψ) =
1
12
(p+ 1)− 1− 1
4
∑
x∈A4(p)
ψ(x)− 1
3
∑
x∈A3(p)
ψ(x).
Thus, dimE2(p, ψ) = dimM2(p, ψ)− dimS2(p, ψ) = 2.
We also see that
dimS2(p, ψ)
= 0 if p = 5 or 13,≥ 1 if p > 13.
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