processing applications such as image/video compression and image reconstruction, since it directly indicates the actual human perception of an image. However, fuzziness due to human judgment is neglected in current methodologies for predicting subjective IQA, where the fuzziness indicates assessment uncertainty. In this article, we propose a fuzzy regression method that accounts for fuzziness introduced through human judgment and the limitations of widely-used psychometric quality scales. We demonstrate how fuzzy regression models provide fuzziness information regarding subjective IQA. We benchmark the fuzzy regression method against the commonly used explicit modeling method for subjective IQA namely statistical regression by considering three real situations involving subjective image quality experiments where: a) the number of participants is insufficient; b) an insufficient amount of data is used for modelling; and c) variant fuzziness is caused by human judgment. Results indicate that fuzzy regression models achieve more effective data fitting and better generalization capability when predicting subjective IQA under different types and levels of image distortion.
expected that 880 billion digital images would be captured in 2014 [26] . In the past decade, we have experienced great technological advancements of new devices for capture, storage, compression, transmission, and display of digital images, mostly resulting in significant increases of image quality. The raw visual information typically passes through multiple steps in an imaging pipeline, each of which affects the quality of the image at the receiver end. With these increasingly complex multimedia applications, perceived image quality evaluation has been receiving significant attention as a means of ensuring certain levels of quality of service. Given the abundancy of visual data, it is essential to develop efficient computational prediction models to automatically evaluate image quality and to control the perceptual quality of the visual content by tuning the multi-parameters of the imaging pipeline.
However, it is challenging to develop prediction models that accurately represent image quality perceived by a human. Subjective image quality assessment (IQA) is typically used as a ground truth to develop computational image quality prediction models [6] as humans are considered to be the observers and consumers of most systems and products involving digital images. In subjective IQA, a group of interviewers typically scores the quality of a number of images. Subjective IQA provides a useful tool for evaluating the visual effect of a wide range of artifacts which are imposed on digital images for image acquisition, processing, transportation, compression, and storage [22] . However, it is not possible to implement subjective IQA in real time or as a systematic evaluator for image enhancement. It cannot be incorporated into the design and optimization of image processing algorithms in order to enhance image quality. For this reason, there has been an increasing interest in correlating subject IQA with the objective IQA metrics in order to automatically predict or estimate the perceived image quality [6] , where the objective IQA metrics range from simple numerical measures [8] such as the signal-to-noise ratio and the bit error rate [24] to highly complex models incorporating those characteristics of the human visual system that are considered crucial for visual quality perception [11, 21, 27, 34, 35] . These prediction models aim to automatically predict perceived image quality as obtained in subjective experiments. Currently, there are no image quality prediction models that work well across a wide range of visual content and distortion types; typically, they perform well only on subsets of the above [6] .
To develop quality prediction models, implicit modelling methods based on artificial intelligence have been used based on experimental data of subjective image quality experiments, which are typically based on n-point psychometric scales, such as the Likert scale [19] , to record responses from a number of participants who judge the opinion scores of images presented to them. The opinion scores are then combined into Mean Opinion Scores (MOS) for all images, which in turn are instrumental in the training and validation of computational image quality prediction models. Neural networks [7, 9] have been used to develop models for predicting subjective IQA, but these approaches lack transparency since they are black-box in nature. Explicit information cannot be indicated in the neural networks. Also, the training time required by the neural networks is much longer compared with the statistical regression, when the network size is large. Fuzzy modeling-based approaches have also been applied to develop prediction models for IQA [4] . However, compared with statistical regression methods, more explicit information can be found in statistical regression models which are in a polynomial form. Hence, variable significances and variable interactions can be determined in the polynomial of the regression models [28] .
To generate explicit models, statistical regression [28] is commonly used. Engineers, in general, prefer to use statistical methods because more explicit information can be found than using the fuzzy modeling-based approaches or the neural networks. However, subjective image quality experiments involve human opinion judgments which are inherently imprecise, inconsistent over time, and often non-consensual when involving a group of individuals [5] . Hence, the assessment represents a source of uncertainty that is typically neglected in the development of quality prediction models that correlate subjective IQA and objective IQA. Therefore, the judging process inherently represents a source of uncertainty and bias that is neglected in statistical regression used to match predicted quality with MOS [6, 23] . Also, the regression models may not be performed accurately, as they can only be applied accurately within the range for which they are developed [14] . They can be applied only if the given experimental data is normally distributed according to the developed regression model. They can represent a crisp relationship only between the objective image quality metrics and subjective image quality measure, while the uncertainty of the relationship cannot be addressed. Instead, in this paper, we propose to use fuzzy regression to overcome these shortcomings.
In new product development, fuzzy regression [3, 13, 15, 18, 29, 30] has commonly been used to model correlations between subject customer satisfaction and objective engineering characteristics of new products, where settings of engineering characteristics can affect customer satisfaction with the product. Based on the correlation models, the engineering characteristics can be specified by optimizing customer satisfaction.
Fuzzy regression has a distinct advantage over statistical regression as it can address the fuzziness of subjective judgments and it can perform effectively using a small or even incomplete data set [32] . In this article, we propose a novel image quality assessment technique based on fuzzy regression that attempts to account for the 'fuzziness' of human judgment introduced through subjective IQA. Indeed, the approach of fuzzy regression is the first time to be developed in order to model the relationship between objective image quality metrics and subjective image quality measure, where the fuzzy regression model attempts to address the fuzziness caused by the subjective IQA. Three validations with three conditions in MOS data sets were performed in order to evaluate whether fuzzy regression outperforms statistical regression in term of generalization capability: 1) varying number of participants; 2) varying data sizes; and 3) varying amount of fuzziness. These three conditions simulated the real situations in subjective image quality experiments where: insufficient numbers of participants are involved; insufficient amount of MOS data is used for modelling; and different amounts of fuzziness are caused by human evaluation of MOS. Experimental results shows that the proposed method overcomes the shortcomings of more widely adopted statistical regression techniques which disregard fuzziness of human judgment and require large data sets with normal distribution assumption.
The rest of the article can be organized as follows: Section II and III discuss fuzziness in IQA and fuzzy regression in developing prediction models for MOS. Section IV validates the fuzzy regression on an extensive image quality database and benchmarks it against statistical regression. Section V concludes the article.
II. FUZZINESS IN SUBJECTIVE IQA
Perception of subjective IQA is inherently imprecise as, typically, only an approximate judgment is made. The widely used N-point psychometric scales, however, usually map qualitative judgments onto opinion scores [19] . It has been shown in [33] that on a continuous rating scale with N opinion scores, people tend to judge quality around the integers with some degree of uncertainty. One may refer to judgments 'about' a particular integer X on psychometric scales. For instance, one may judge quality to be 'about 2' on a 5-point scale when one feels that the image quality is 'Poor' and 'about 3' when one feels that the image quality is 'Fair'. The question then arises: what does 'about X' actually mean in opinion scores for image quality?
Based on the fuzzy set theory [32] , the linguistic term 'about ' 
The commonly used MOS for subjective IQA namely conventional MOS [6] , i y , for the i-th image can be computed by (3) which accounts only the crisp opinion scores (i.e. center of the fuzzy number,   Unlike the fuzzy MOS, it can be noted from (3) that the fuzziness of the opinion scores for the image quality cannot be determined by the conventional MOS, which is its limitation. Without determining the fuzziness, the uncertainty in human judgments cannot be indicated.
III. SUBJECTIVE IQA MODELS

A. Statistical regression for MOS
The statistical regression model in (4) ...
where  j are the M+1 regression coefficients and The normal distribution assumption is usually violated for very high or low ratings, due to the inherent limits of quality scales. It is also only satisfied for large data sets and often results in misleading confidence intervals otherwise. As a result, one needs to balance a trade-off between the accuracy, and cost and time in collecting data when using statistical regression [1] , as a large data size is usually required for the developing the models. Also, the fuzziness of the subjective IQA (i.e. and l r i i y y illustrated in (3)) cannot be addressed by the regression model which only accounts the MOS crisp (i.e. i y in (2)).
B. Fuzzy regression for fuzzy MOS
Fuzzy regression attempts to overcome the limitations of statistical regression as it accounts for fuzziness of human judgments. It is also less error-prone when only a small number of imprecise data are used to estimate the fuzzy MOS [10] . The fuzzy MOS,
y y y y for the i-th image can be estimated using fuzzy regression [16] as follows: a a a are determined by minimizing the sum of residual errors [3] between the real fuzzy MOS data,  i y , and the fuzzy MOS estimates,  i y , as:
, , 
The expression in (7) can be expanded based on the weighted fuzzy arithmetic operations for asymmetric triangular membership functions as (8) . The detailed steps of the expression can be referred to [3] . 
The Error is minimized by deriving (8) 
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IV. ALGORITHMIC PERFORMANCE
This section discusses how the fuzzy regression can be used to indicate the fuzziness of IQA and also this section evaluates the algorithmic performance of the fuzzy regression by benchmarking it against the commonly used statistical regression for developing subjective IQA models [6] .
A. Image quality database
Both approaches are evaluated using Zaric et al. [37] 's extensive image quality database which is developed for evaluating the effectiveness of image quality metrics. The database is based on subjective opinion of human observers for undistorted and distorted images, where the subjective evaluations were conducted in accordance with Recommendation ITUR BT.500-11 [12] . The database is the subsequent work from the frequently used Sheikh et al. [31] [36] . These labels can be related to five fuzzy numbers [20] 
B. Model performance
To demonstrate the effectiveness of the fuzzy regression method, we optimized the statistical regression models individually for the four distortion types. For this purpose, we chose five feature metrics that were previously shown [6] to capture well these image distortions namely, block boundary differences 
C. Model generalization capability
We evaluate the generalization capability of the fuzzy regression models in predicting MOS in order to estimate the model accuracies with respect to untrained datasets. Each distortion type was considered individually. Leave-oneout cross-validation (LOOCV) was conducted, in order to validate the generalization capability of statistical and fuzzy regression models, where it uses one single observation as the validation set and the remaining observations as the training set. LOOCV is repeated for each of the observations as a validation set and for the remaining observations as the training set. The MAE and PLCC are again used as performance indicators.
Three validations with three conditions in the MOS data sets were performed in order to evaluate whether fuzzy regression outperforms statistical regression in term of generalization capability: 1) varying number of participants contributing to the MOS; 2) varying amount of MOS data; and 3) different amount of fuzziness of the MOS data.
These three conditions simulated the real situations in subjective image quality experiments where insufficient numbers of participants are involved; an insufficient amount of MOS data is used for modelling; and different amounts of fuzziness are caused by human evaluation of MOS. These validations further determine whether fuzzy regression outperforms statistical regression when the assumption of normal distribution in MOS data cannot be ensured and also small and uncertain data sets are used for modelling.
1) Varying number of participants contributing to the MOS
We evaluate whether the number of participants influences the relative performance of fuzzy regression compared with statistical regression, as the number of participants affects the standard error to the mean of the IQA, and thus the standard error affects the confidence intervals of the statistical regression on estimating the MOS. When the number of participants is large, the standard error is generally small. When the number of participants is small, the standard error is generally large. Based on the data sets generated by different numbers of participants, we can evaluate whether fuzzy regression can outperform statistical regression in different standard errors. For this purpose, we compute the conventional MOS and fuzzy MOS based on 5 participants and 14 participants. We note that we were limited to a maximum of 14 participants as that was the highest number of ratings for a subset of the images.
In the LOOCV, the MOS of 22 original images and their corresponding distorted images are used for training, and the remaining image and its corresponding distorted images are used for validation. The MAE and PLCC are again used as performance indicators. Figures 5 and 6 show the results for the MOS and PLCC based on 5 and 14 participants, respectively. These results confirm that the fuzzy regression performs consistently better than the statistical regression on a validation set. This holds across a range of distortion types and is independent of the number of participants involved to compute the MOS and PLCC. 
2) Varying amount of MOS data
We evaluate whether different MOS data sizes impact on the training of the models. It attempts to validate whether the fuzzy regression outperforms the statistical regression when small or large MOS data sizes were used on developing the fuzzy regression models. In particular, the assumption of normal distribution of the MOS data sets cannot be ensured when the data sizes are small. Two MOS data sets with two difference sizes were used to develop the MOS models. The four distortion types were considered individually.
The first MOS data set comprised the first 12 original images, In this article, we present a fuzzy regression method to address fuzziness in subjective IQA, which is neglected in current research that considers only the crisp values for MOS. We demonstrate how the fuzziness in the MOS can be predicted from the fuzzy regression models. Also, we have benchmarked the fuzzy regression against the commonly used statistical regression method. MOS data was collected under three different: 1) different numbers of participants; 2) different sizes of the MOS data; and 3) varying amounts of fuzziness. These three conditions usually exist in the collection of the MOS data as the number of participants, data sizes and fuzziness of the data are correlated to the collection cost of MOS data. The validation results indicate that better data fitting and generalization capabilities can be achieved with fuzzy regression models. Therefore, the fuzzy regression outperforms statistical regression when small data sets containing fuzzziness are used for modelling the MOS.
In future work, we will further validate the generalization capability of the fuzzy regression using a mix of several image databases which have less distortion bias, and larger samples of image data. Based on the mixed database, more convincing validation can be conducted. We will also develop an image quality database based on the quantity and the fuzziness for the subjective image quality experiments. Using this image quality database, the effectiveness of the fuzzy regression can be further validated when the inconstant fuzziness is used. Also, we will study the correlation between fuzziness in human quality assessment and human observer confidence, and a two-dimensional fuzzy regression will be developed based on interval type-two fuzzy mechanisms. 
