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Abstract
Les re´sultats de cet article concernent le proble`me de l’existence
de repre´sentations d’un groupo¨ıde topologique sur un fibre´ princi-
pal et leur classification a` transformation de jauge pre`s. De telles
repre´sentations interviennent naturellement dans divers contextes (the´o-
ries de jauge classiques ou sur graphe, fibre´s e´quivariants, etc).
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1 Pre´sentation des re´sultats
Soit X un espace topologique. Un X-groupo¨ıde est un espace topologique
C muni de :
a) deux applications continues α, β : C → X (source et but). Pour
x, y ∈ X, on note Cx := α
−1({x}), Cy := β−1({y}) et Cyx := Cx ∩ C
y. Le
groupo¨ıde C est dit transitif si Cyx 6= ∅ pour tout x, y ∈ X.
b) une composition partiellement de´finie
C×XC := {(c1, c2) ∈ C | α(c1) = β(c2)} → C , (c1, c2) 7→ c1c2
qui est continue, C ×X C e´tant un sous-espace de C × C avec la topolo-
gie produit. On demande que α(c1c2) = α(c2), β(c1c2) = β(c1) et que la
composition soit associative.
c) une application continue i : X → C, associant a` x l’unite´ ix ∈ C
x
x qui
est e´le´ment neutre a` gauche et a` droite pour la composition.
d) une anti-involution continue c 7→ c−1 de C, envoyant Cyx sur C
x
y , telle
que cc−1 = iα(c) et c
−1c = iβ(c).
On suppose que X est muni d’un point base ∗ ∈ X. En vertu de d),
l’espace C∗∗ est un groupe topologique que l’on note ΩC .
On peut voir C comme l’espace des morphismes (tous inversibles) d’une
petite cate´gorie topologique dont l’espace des objets est X. C’est le point
de vue de [Ma]. Si l’on pre´fe`re les groupo¨ıdes ”sans objets” [Co, II.5], on
pre´sentera C comme un groupo¨ıde topologique dont l’espace des unite´s est
identifie´ a` X.
Soit G un groupe topologique et soit ξ := (E
p
−→ X) un G-espace
principal au dessus de X. On entend par la` que p est continue et que l’on
s’est donne´ une action continue libre E × G → E telle que p induise une
bijection continue du quotient E/G surX. Par exemple, unG-fibre´ principal
sur X est un G-espace au dessus de X qui est localement trivial. On suppose
que l’espace E est pointe´ par ∗˜ ∈ p−1(∗).
Une repre´sentation d’un X-groupo¨ıde C sur un G-espace ξ est une
application continue w : C ×X E → E (ou` C est vu au dessus de X via α)
telle que, pour tout c, d ∈ C, z ∈ E et g ∈ G, on ait
1. p(w(c, z)) = β(c).
2. w(c d, z) = w(c, w(d, z)).
3. w(c−1, (w(c, z)) = z.
2
4. w(c, z · g) = w(c, z) · g.
Par exemple, si X = ∗, alors C est un groupe topologique et w corre-
spond a` une repre´sentation (= homomorphisme continu) de C dans G. Plus
ge´ne´ralement, si w est une repre´sentation de C sur ξ, l’e´quation w(c, ∗˜) =
∗˜ ·h(c) de´finit un homomorphisme continu hw : ΩC → G appele´ l’holonomie
de w.
Les re´sultats de cet article concernent l’existence et la classification de
repre´sentations d’un X-groupo¨ıde C sur un G-fibre´ principal ξ donne´s. Nos
hypothe`ses principales seront que C est un X-groupo¨ıde localement trivial
et G un groupe SIN (de´finitions ci-dessous).
Soit C un X-groupo¨ıde. Une C-contraction est une application continue
ρ : Uρ → C
∗, ou` Uρ est un ouvert de X, telle que α(ρ(x)) = x. Soit
Cont C(X) l’ensemble des C-contractions. Le X-groupo¨ıde C est dit locale-
ment trivial si {Uρ | ρ ∈ Cont C(X)} est un recouvrement ouvert de X
([Ma, p. 32]; cette de´finition co¨ıncide avec la terminologie de [Eh] si C est
transitif). Si le recouvrement {Uρ} est de plus nume´risable
1, c’est-a`-dire s’il
existe une partition de l’unite´ {µρ : X → [0, 1]} qui lui est subordonne´e, on
dira que C est un X-groupo¨ıde localement trivial nume´risable. Plusieurs
exemples naturels de tels groupo¨ıdes sont pre´sente´s au paragraphe 6.
Reprenant les ide´es de Ch. Ehresmann [Eh], nous de´montrerons au § 2
l’existence d’une repre´sentation universelle de C et d’un principe de recon-
struction :
The´ore`me 1.1 (The´ore`me A) Soit C un X-groupo¨ıde localement trivial
nume´risable. Alors :
a) l’application β : C∗ → X est un ΩC-fibre´ principal nume´risable (que
nous appellerons ξC). La formule w˜(c, u) := c u de´finit une repre´sentation
de C sur ξC .
b) soit ξ := (E
p
−→ X) un G-espace principal muni d’une repre´sentation
w de C. Alors ξ est le fibre´ associe´ a` ξC
E = C∗ ×ΩC G = C∗ ×hw G ,
ou` ΩC agit a` gauche sur G via l’holonomie h
w de w. En particulier, ξ est
un G-fibre´ principal nume´risable. De plus, la repre´sentation w est obtenue
de w˜ par la formule w(c, [u, g]) = [w˜(c, u), g] = [cu, g].
1Nous utilisons “nume´risable” pour e´quivalent franc¸ais du ne´ologisme anglais “numer-
able” introduit par Dold [Do]. De meˆme, un fibre´ sera dit nume´risable s’il admet un
recouvrement nume´risable d’ouverts trivialisants.
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Rappelons qu’un G-fibre´ principal nume´risable ξ sur X est induit du
fibre´ universel EG→ BG sur le classifiant de Milnor BG par une application
continue (unique a` homotopie pre`s) νξ : X → BG. En particulier, d’apre`s le
the´ore`me A, un X-groupo¨ıde localement trivial nume´risable C donnera une
application νC := νξC : X → BΩC induisant ξC . Le the´ore`me d’existence
d’une repre´sentation de C sur ξ, qui de´coule facilement du the´ore`me A, est
le suivant :
The´ore`me 1.2 (The´ore`me d’existence) Soit C un X-groupo¨ıde locale-
ment trivial nume´risable et ξ un G-fibre´ principal. Alors, ξ admet une
repre´sentation de C si et seulement si il est nume´risable et s’il existe un
homomorphisme continu φ : ΩC → G tel que Bφ◦νC soit homotope a` νξ.
Ayant re´solu la question de l’existence, inte´ressons-nous a` l’ensemble
R(C, ξ) des repre´sentations de C sur ξ. Il est muni d’une action du groupe
de jauge G de ξ. Les e´le´ments de G, les transformations de jauge, sont les
automorphismes G-e´quivariants de E au dessus de idX . Pour w ∈ R(C, ξ)
et χ ∈ G, on de´finit wχ par
wχ(c, z) := χ−1(w(c, χ(z)).
ce qui donne une action a` droite de G sur R(C, ξ). Le sous-groupe invariant
G1 de G forme´ des transformations de jauge ∗˜ joue un roˆle important car il
agit librement sur R(C, ξ) (voir 5.5).
Les ensembles R(C, ξ) et G sont munis de la topologie compact-ouvert
(CO-topologie). Nous de´montrerons, au § 3 que G est un groupe topologique
et que l’action R(C, ξ) × G → R(C, ξ) est continue, ceci sous l’hypothe`se
que G est SIN. Rappelons qu’un groupe topologique est SIN, si son e´le´ment
neutre admet un syste`me fondamental de voisinages qui sont G-invariants
(par conjugaison; SIN = small invariant neighbourhood). Par exemple, les
groupes compacts, abe´lien ou discrets sont SIN (voir [Pa], pour la litte´rature
classique sur ces groupes). Nous montrerons que si G est SIN, la CO-
topologie sur R(C, ξ) et G provient de structures uniformes et que toutes les
ope´rations sont uniforme´ment continue (voir § 3).
Pour e´tudier les quotients R(C, ξ)/G1 etR(C, ξ)/G, introduisons l’espace
R(ΩC , G) des repre´sentations (i.e. homomorphismes continus) de ΩC dans
G, muni de la CO-topologie. SoitR(ΩC , G)ξ le sous-espace des φ ∈ R(ΩC , G)
tels que l’application compose´e n(φ) := Bφ◦νC soit homotope a` νξ (R(ΩC , G)ξ
est une union de componates connexes par arc de R(ΩC , G)).
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Au niveau des espaces classifiants, on de´signe par Map •(X,BG)ξ l’espace
des applications continues pointe´es de f : X → BG qui induisent ξ, muni
de la CO-topologie.
Un espace topologique Z est dit semi-localement contractile si tout z ∈
Z admet un voisinage Uz dont l’inclusion Uz →֒ Z est homotope a` une
application constante. Cette condition ne de´pend que du type d’homotopie
de Z.
The´ore`me 1.3 (The´ore`me B) Soit C un X-groupo¨ıde localement trivial
nume´risable et se´pare´. Soit ξ un G-fibre´ principal nume´risable sur X. On
suppose que G est SIN, que X est localement compact et que Map •(X,BG)ξ
est semi-localement contractile. Soit h : R(C, ξ) → R(ΩC , G)ξ l’application
qui a` une repre´sentation de C w associe son holonomie hw. Alors h est est
un G1-fibre´ principal.
Nous ne savons pas si l’hypothe`se “Map •(X,BG)ξ semi-localement con-
tractile” est toujours ve´rifie´e. Observons que cette condition ne de´pend que
des types d’homotopie de X et de G. Elle est vraie si, par exemple, X
est compact et G est un groupe de Lie compact. En effet, BG a alors le
type d’homotopie d’un CW-complexe de´nombrable, limite inductive quo-
tients de varie´te´ de Stiefel [St, § 19.6]. L’espace Map •(X,BG)ξ est ainsi
semi-localement contractile par [Mi1, lemmes 2 et 3 p. 277]. D’autre part,
tout recouvrement d’un espace compact est nume´risable, ce qui prouve le :
Corollaire 1.4 Soit C un X-groupo¨ıde localement trivial et se´pare´, avec
X compact. Soit ξ un G-fibre´ principal sur X avec G un groupe de Lie
compact. Alors h : R(C, ξ)→R(ΩC , G)ξ est est un G1-fibre´ principal.
Le the´ore`me B montre que le quotient R(C, ξ)/G1 est home´omorphe a`
R(ΩC , G)ξ . Pour de´crire R(C, ξ)/G, on conside`re l’action a` droite de G sur
R(ΩC , G) par conjugaison. Si G est connexe par arc, cette action pre´serve
R(ΩC , G)ξ .
The´ore`me 1.5 (The´ore`me C) Avec les hypothe`ses du the´ore`me B, l’appli-
cation h induit un home´omorphisme R(C, ξ)/G1
∼=−→ R(ΩC , G)ξ. Si, de
plus, G est connexe par arc, elle induit un home´omorphisme R(C, ξ)/G
∼=−→
R(ΩC , G)ξ/G.
Les the´ore`mes B et C pre´sentent une analogie avec des re´sultats de la
the´orie de jauge qu’il serait inte´ressant d’e´tudier plus a` fond. On sait que, si
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ξ est un G-fibre´ diffe´rentiable sur une varie´te´ compacte X (G groupe de Lie
compact connexe), alors l’espace des connexions sur ξ modulo G1 a le type
d’homotopie faible de Map •(X,BG)ξ [DK, Prop. 5.1.4]. On verra au § 6.4
qu’une connexion donne une repre´sentation d’un groupo¨ıde D(X) construit
a` l’aide des chemins dans X lisses par morceau. Pour l’instant, observons
que les espaces R(ΩC , G)ξ et Map
•(X,BG)ξ sont relie´s par une application
continue n : R(ΩC , G)ξ → Map
•(X,BG)ξ (de´tails en 5.3) dont on peut
de´crire la fibre homotopique lorsque X est “bien pointe´” :
The´ore`me 1.6 (The´ore`me D) Supposons que l’on ait les hypothe`ses du
the´ore`me B et que l’inclusion {∗} ⊂ X soit une cofibration. Alors, la fibre
homotopique de n : R(ΩC , G)ξ → Map
•(X,BG)ξ a le type d’homotopie
faible de R(C, ξ).
Le § 2 est consacre´ a` la preuve du the´ore`me A et du the´ore`me d’existence.
Les § 3 et 4 pre´parent aux preuves des the´ore`mes B,C et D qui sont donne´es
dans le § 5. Enfin, le § 6 pre´sente quelques exemples et applications.
Remerciements : Ce travail a be´ne´ficie´ du support du Fonds National
Suisse de la Recherche Scientifique. L’auteur tient e´galement a` remercier E.
Dror-Farjoun, P. de la Harpe et R. Vogt pour d’utiles discussions.
2 Preuve des the´ore`mes A et d’existence
Lemme 2.1 Soit C un X-groupo¨ıde localement trivial nume´risable. Soit
ξ : (E
p
−→ X) un G-espace principal admettant une repre´sentation w de C.
Alors, ξ est un G-fibre´ principal avec recouvrement trivialisant (nume´risable)
{Uρ | ρ ∈ Cont C(X)}. Plus pre´cise´ment, ξ restreint a` Uρ admet la triviali-
sation ψwρ : p
−1(Uρ)→ Uρ ×G donne´e par
ψwρ (z) := (p(z), λw(z)) ou` w(ρ(p(z)), z) = ∗˜λw(z). (1)
Preuve: Il est banal que ψwρ est G-equivariante et on ve´rifie que inverse
de ψwρ est (ψ
w
ρ )
−1(x, g) := w(ρ(x)−1, ∗˜) · g .
Preuve du the´ore`me A Observons que l’application β : C∗ → X est
surjective si C est localement trivial. En effet, si x ∈ X, il existe ρ ∈
Cont C(X) telle que x ∈ Uρ et alors x = β(ρ(x)
−1). L’action de ΩC sur C∗
est de´finie par u · c := u c. Si β(u) = β(u¯), alors u¯ = u¯ · c avec c := (u¯−1 u).
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L’application β induit donc une bijection continue β¯ : C∗/ΩC → X. Les
trivialistions construites ci-dessous font que β est ouverte et donc β¯ est un
home´omorphisme.
Pour ρ ∈ ContC(X), on de´finit la trivialisation ψˆρ : β
−1(Uρ)→ Uρ×ΩC
de la manie`re suivante:
ψˆρ(u) = (β(u), ρ(β(u))u). (2)
Elle admet pour inverse
ψˆ−1ρ (x, c) = ρ(x)
−1c. (3)
La ΩC-equivariance de l’home´omorphisme ψˆρ est banale. Ceci montre que
β : C∗ → X est un fibre´ ΩC-principal avec recouvrement trivialisant nume´risable
{Uρ}. Le fait que la formule w˜(c, u) = c u de´finisse une repre´sentation de C
sur ce fibre´ provient des axioˆmes de groupo¨ıde .
Passons au point b) du the´ore`me A. Soit w une repre´sentation de C sur
un G-espace principal ξ := (E
p
−→ X). Le Lemme 2.1 montre que ξ est
un fibre´ principal nume´risable. L’espace E e´tant pointe´ par ∗˜ ∈ p−1(∗), on
de´finit Φ : C∗ ×ΩC G→ E par
Φ(u, g) = w(u, ∗˜) · g (4)
a) Φ est bien de´finie : Soit c ∈ ΩC . On a
Φ(u c, g) = w(u c, ∗˜) · g = w(u,w(c, ∗˜)) · g = w(u, ∗˜ · h(c)) · g =
= w(u, ∗˜) · (h(c)g) = Φ(u, h(c)g).
b) Φ est G-equivariante : e´vident.
c) Φ est surjective : Soit z ∈ E. Soit ρ ∈ Cont C(X) telle que p(z) ∈ Uρ.
Posons u := ρ(p(z))−1 ∈ C
p(z)
∗ . On a ainsi p(Φ(u, 1)) = β(u) = p(z). Il
existe donc un unique g ∈ G tel que Φ(u, g) = Φ(u, 1) · g = z.
d) Φ est injective : Supposons que Φ(u, g) = Φ(u¯, g¯). On a donc u¯ = u c
avec c := u−1u¯ ∈ ΩC et
Φ(u¯, g¯) = w(u c, ∗˜) · g¯ = w(u,w(c, ∗˜)) · g¯ =
= w(u, ∗˜) · (h(c)g¯)
Comme d’autre part
Φ(u¯, g¯) = Φ(u, g) = w(u, ∗˜) · g,
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il s’en suit que g = h(c)g¯. Dans C∗ ×ΩC G, on aura ainsi les e´galite´s
(u¯, g¯) = (u c, g¯) = (u, h(c)g¯) = (u, g).
e) Φ est un home´omorphisme : Soit ρ ∈ ContC(X)}. Avec les triviali-
sations ψρ et ψˆρ introduites en (1) et (2), l’application
Φρ := ψρ◦Φ◦ψˆ
−1
ρ : Uρ × (ΩC ×ΩC G)→ Uρ ×G
s’e´crit Φρ(x, (c, g)) = (x, h(c) g). L’application Φρ est donc un home´omor-
phsime pour tout ρ, ce qui implique que Φ est un home´omorphisme.
Preuve du the´ore`me d’existence Supposons que ξ admette une repre´-
sentation w de C. Par le point b) du the´ore`me A, ξ est obtenu du fibre´ ξC
par la construction de Borel avec l’holonomie hw. Cela implique que νξ est
homotope a` Bhw ◦νC .
Re´ciproquement, supposons qu’il existe un homomorphisme continu φ :
ΩC → G tel que νξ est homotope a` Bφ◦νC . L’espace total du fibre´ in-
duit νxi
∗(EG) est de la forme C∗ ×ΩC G et admet donc la repre´sentation
w(c, [u, g]) = [cu, g]. Le fibre´ νxi
∗(EG) e´tant isomorphe a` ξ, cela donne une
repre´sentation de C sur ξ.
3 Structures uniformes sur G et R(C, ξ)
Dans ce paragraphe, ξ : E
p
−→ X de´signe un G-fibre´ principal nume´risable
et G son groupe de jauge, muni de la CO-topologie. Le fait que G est un
groupe topologique est non-trivial, car E n’est meˆme pas suppose´ localement
compact. Pour de´montrer ce fait, nous allons, lorsque G est SIN, munir G
d’une structure uniforme UG , dont on montrera, si X est se´pare´, qu’elle
induit la CO-tolopogie (Proposition 3.5). La meˆme strate´gie sera utilise´e
pour l’action de G sur R(C, ξ).
Pour de´crire UG , conside´rons l’application continue γ : E ×X E → G
de´finie par l’e´quation
y = z · γ(y, z) , (y, z) ∈ E ×X E. (5)
Soit VG l’ensemble des ouverts V de G contenant l’e´le´ment neutre et tels
que V = V −1. Pour V ∈ VG et K un compact de X, on de´finit
OG(K,V ) := {(χ, χ˜) ∈ G × G | γ(χ(z), χ˜(z)) ∈ V pour tout z ∈ p−1(K)}.
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Comme OG(K1, V1) ∩ O
G(K2, V2) contient O
G(K1 ∪K2, V1 ∩ V2), la famille
OG(K,V ) est un syste`me fondamental d’entourages de la diagonale dans
G × G, de´terminant, par de´finition, la structure uniforme UG sur G.
Proposition 3.1 Si G est un groupe SIN, le groupe de jauge G, muni de la
structure uniforme UG , est un groupe topologique. De plus, G est alors SIN.
Preuve: Nous allons tout d’abord de´montrer que la multiplication G×G →
G et le passage a` l’inverse sont uniforme´ment continus. La topologie induite
par UG fera donc de G un groupe topologique dont on ve´rifiera directement
qu’il est SIN.
Soient χ1, χ2, χ˜1, χ˜2 des e´le´ments de G. Par de´finition de l’application
γ : E ×X E → G, on a, pour z ∈ E :
χ˜1◦ χ˜2(z) = χ1◦χ2(z) · γ(χ˜1 ◦χ˜2(z), χ1 ◦χ2(z)).
Par G-equivariance des transformations de jauge, on a :
χ˜1◦ χ˜2(z) = χ˜1(χ2(z) · γ(χ˜2(z), χ2(z))) = χ˜1(χ2(z)) · γ(χ˜2(z), χ2(z)) =
= χ1(χ2(z)) · γ(χ˜1(χ2(z)), χ1(χ2(z))) · γ(χ˜2(z), χ2(z))
.
On en de´duit que
γ(χ˜1 ◦χ˜2(z), χ1 ◦χ2(z)) = γ(χ˜1◦χ2(z), χ1 ◦χ2(z)) γ(χ˜2(z), χ2(z)).
Soit V ∈ VG. Comme G est un groupe topologique, il existe W ∈ VG tel que
W ·W ⊂ V . La condition (χ˜1◦ χ˜2, χ1 ◦χ2) ∈ O
G(K,V ) sera vraie si (χ˜1, χ1)
et (χ˜2, χ2) sont dans O
G(K,W ). Ceci de´montre la continuite´ uniforme de
la composition G × G → G.
Pour le passage a` l’inverse, soient χ, χ˜ ∈ G. Les e´quations
χ(z) = z · γ(χ(z), z) , χ˜(z) = z · γ(χ˜(z), z)
donnent
χ˜(z) = χ(z) · γ(χ(z), z)−1 · γ(χ˜(z), z)
d’ou`
γ(χ˜(z), χ(z)) = γ(χ(z), z)−1 γ(χ˜(z), z). (6)
Observons que
χ1(χ2(z)) = χ1(z) · γ(χ2(z), z) = z · γ(χ1(z), z) · γ(χ2(z), z)
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et donc
γ(χ1◦χ2(z), z) = γ(χ1(z), z) γ(χ2(z), z). (7)
On en de´duit que γ(χ−1(z), z) = γ(χ(z), z)−1. En changeant χ, χ˜ en χ−1, χ˜−1
dans (6), on obtient ainsi
γ(χ˜−1(z), χ−1(z)) = γ(χ(z), z) γ(χ˜(z), z)−1 =
= γ(χ(z), z) γ(χ˜(z), χ(z))−1 γ(χ(z), z)−1.
(8)
Soit V ∈ VG etK un compact deX. Comme G est SIN, il existe un voisinage
invariant W de l’e´le´ment neutre contenu dans V . En remplac¸ant au besoin
W par W ∪ W−1, on peut supposer que W = W−1. Graˆce a` l’e´quation
(8), si (χ˜, χ) ∈ OG(K,W ), alors (χ˜−1, χ−1) ∈ OG(K,V ), ce qui prouve la
continuite´ uniforme de χ 7→ χ−1.
Pour voir que G est SIN, on utilise que tout voisinage de idE contient
un voisinage du type H(K,W ) := {χ | (χ, idE) ∈ O
G(K,W )} ou` K est un
compact de X et W un voisinage invariant de l’e´le´ment neutre dans G. Par
la formule (7), on a, pour tout χ˜ ∈ G et tout z ∈ E
γ(χ˜−1◦χ◦χ˜(z), z) = γ(χ˜(z), z)−1 γ(χ(z), z) γ(χ˜(z), z).
On en de´duit imme´diatement que H(K,W ) est G-invariant.
De´finissons res : G → G par la formule
χ(∗˜) = ∗˜ · res (χ). (9)
L’e´quation 7 implique que res est un homomorphisme. Le noyau de res est
e´videmment G1. Le groupe G est muni de sa structure uniforme naturelle :
une base d’entourages est donne´e par OV := {(g˜, g) | g˜g−1 ∈ V }. On obtient
la meˆme structure uniforme avec la condition g˜−1g ∈ V lorsque G est SIN.
Proposition 3.2 Si G est SIN, l’homomrophisme res est uniforme´ment
continu. Si G est connexe par arc, res est surjectif.
Preuve: Pour tout V ∈ VG, on a res (O
G({∗}, V ) ⊂ V , ce qui prouve
la continuite´ uniforme de res (ceci ne semble pas utiliser que G est SIN
mais rappelons que cette condition est ne´cessaire pour que G soit un groupe
topologique par la proposition 3.1).
La preuve de la surjectivite´ de res utilise que ξ est nume´risable. Soit
µ : X → R une application continue telle que µ(∗) 6= 0 et dont le support
est contenu dans un ouvert trivialisant U . Soit ψ : p−1(U) → U × G une
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trivialisation. Posons ψ(z) = (p(z), δ(z)). En divisant µ par µ(∗), on peut
supposer que µ(∗) = 1. Soit g ∈ G. Comme G est connexe par arc, il existe
un chemin continu g(t) avec g(0) = e et g(1) = g. On de´finit alors χ ∈ G
par
χ(z) :=
{
ψ−1(p(z), g(µ(p(z)) δ(z)) si p(z) ∈ U
z sinon.
Il est clair que res (χ) = g.
Nous allons maintenant munir l’espace R(C, ξ) des repre´sentations de
C sur ξ de la structure uniforme UR(C, ξ) dont une base d’entourages est
donne´e par
OR(L, V ) := {(w, w˜) ∈ R(C, ξ)×R(C, ξ) | γ(w(c, z), w˜(c, z)) ∈ V ∀(c, z) ∈ L×XE}
ou` V ∈ VG et L est un un compact de C.
Proposition 3.3 L’action R(C, ξ) × G → R(C, ξ) est uniforme´ment con-
tinue.
Preuve: Soient χ, χ˜ ∈ G et w, w˜ ∈ R(C, ξ). Pour (c, z) ∈ C ×X E, on
de´montre, comme dans la preuve de la proposition 3.3 que γ(w˜χ˜(c, z), wχ(c, z))
est le produit γ1 γ2 γ3 avec
γ1 = γ(χ˜
−1(w(c, χ(z))), χ−1(w(c, χ(z))))
γ2 = γ(w˜(c, χ(z)), w(c, χ(z)))
γ3 = γ(χ˜(z), χ(z))).
Soit L un compact de C et V ∈ VG. Si W ∈ VG est G-invariant et satis-
fait W ·W ·W ⊂ V , cela prouve, en utilisant la formule (8), que si (χ˜, χ) ∈
OG(α(L),W )∩OG(β(L),W ) et (w˜, w) ∈ OR(L,W ), alors (w˜χ˜, wχ) ∈ OR(L, V ).
Enfin, l’epace R(ΩC , G) peut eˆtre muni d’une structure uniforme UR
ayant pour base d’entourages
OR(K,V ) := {(h, h˜) ∈ R(ΩC , G)×R(ΩC , G) | h˜(c)h(c
−1) ∈ V, ∀c ∈ K}
ou` V ∈ VG et K est un un compact de ΩC .
Proposition 3.4 Si G est SIN, l’action de G sur R(ΩC , G) par conjugaison
est uniforme´ment continue.
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Preuve: Soit V ∈ VG. Soit W ∈ VG tel que W soit G-invariant et
W ·W ·W ⊂ V . Soient ϕ, ϕ˜ ∈ R(ΩC , G) et g, g˜ ∈ G. Soit L un compact de
ΩC et c ∈ L. La formule
(g˜−1ϕ˜(c)g˜)(g−1ϕ(c)g)−1 = g˜−1ϕ˜(c)(g˜g−1)ϕ˜−1(c)(ϕ˜(c)ϕ−1(c))g˜ (g˜−1g)
montre que g˜ g˜−1 ∈W et (ϕ˜, ϕ) ∈ OR(L,W ) impliquent que
(g˜−1ϕ˜g˜, g−1ϕg) ∈ OR(L, V ).
Nous terminons ce paragraphe en montrant que les structures uniformes
conside´re´es induisent la CO-topologie. Rappelons que, par de´finition, une
sous-base de la CO-topologie sur l’espace fonctionnel map (X,Y ) est forme´e
des ensembles CO(K,U) := {f ∈ map (X,Y ) | f(K) ⊂ U}, ou` K parcourt
l’ensemble des compacts de X et U celui des ouverts de Y .
Proposition 3.5 Si G est SIN et X est un espace se´pare´, les topologies sur
G, R(C, ξ) et R(ΩC , G) induites par les structures uniformes UG , UR(C, ξ)
et UR co¨ıncident avec la CO-topologie.
Nous aurons besoin d’un analogue du lemme de Lebesgue (voir aussi [Bo,
II.4.3]) :
Lemme 3.6 Soit f : K → E une application continue d’un compact dans
l’espace total de ξ. Soit U un ouvert de E avec f(K) ⊂ U . Alors, il existe
V ∈ VG tel que f(K) · V ⊂ U .
Preuve: Pour tout z ∈ K, il existe un ouvert Sz de E et Vz ∈ VG
tels que f(z) ∈ Sz ⊂ U et Sz est de la forme σ(p(Sz)) × (f(z) · Vz · Vz),
ou` σ est une section locale de ξ au voisinage de p(f(z)). Comme K est
compact, on a f(K) =
⋃
z∈K0 Sz pour un sous-ensemble fini K0 de K. Soit
V :=
⋂
z∈K0 Vz ∈ VG. Alors, pour tout z ∈ K, on a f(z) · V ⊂ U . En effet,
il existe y ∈ K0 tel que f(z) ∈ f(y)V˙y d’ou`
f(z)V˙ ⊂ f(y) · Vy · V ⊂ f(y) · Vy · Vy ⊂ U.
Preuve de 3.5 : L’affirmation pour R(ΩC , G) est un fait classique pour
les applications dans un espace uniforme [Bo, X.3.4, the´ore`me 2].
Preuve pour G : Soit χ ∈ G, K un compact de E et U un ouvert de E tels
que χ(K) ⊂ U . Par le lemme 3.6, il existe V ∈ VG tel que χ(K) · V ⊂ U .
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On a χ ∈ OG(p(K), V )(χ) ⊂ CO(K,U) (observons que p(K) est compact
puisque X est se´pare´).
Re´ciproquement, soit χ ∈ G, L un compact de X et V ∈ VG. Il faut
trouver un ouvert Σ pour la CO-topologie tel que χ ∈ Σ ⊂ OG(L, V )(χ), ou`
OG(L, V )(χ) := {χ˜ ∈ G | (χ, χ˜) ∈ OG(L, V )}. Comme G est SIN, il existe
W ∈ VG qui est G-invariant avec W ⊂ V .
Conside´rons tout d’abord le cas ou` L est contenu dans un ouvert Y de
X au dessus duquel ξ admet une section σ. L’ensemble χ(σ(L)) ·W est un
ouvert de p−1(L). Il existe donc un ouvert U de E tel que χ(σ(L)) ·W =
U ∩ p−1(L). Soit χ˜ ∈ CO(σ(L), U). Si z ∈ p−1(L), il existe g ∈ G tel que
z = σ(p(z)) · g. La G-e´quivariance de χ˜ donne, pour tout u ∈ E, la formule
γ(χ˜(u · g), χ(u · g)) = g−1 γ(χ˜(u), χ(u)) g. (10)
Comme W est G-e´quivariant, la formule (10) applique´e a` u := σ(p(z))
entraˆıne que γ(χ˜(z), χ(z)) ∈ W , ce qui prouve que χ ∈ CO(σ(L), U) ⊂
OG(L, V )(χ).
Dans le cas ge´ne´ral on recouvre L par un nombre fini d’ouverts trivial-
isants, L ⊂ Y1 ∪ · · ·Yn, au dessus desquels on choisit des sections σi de ξ.
On construit comme ci-dessus les χ(σi(Li)) ·W ⊂ Ui et on aura
χ ∈
n⋂
i=1
CO(σi(L), Ui) ⊂ O
G(L,W )(χ) ⊂ OG(L, V )(χ).
Preuve pour R(C, ξ) : Soit w ∈ R(C, ξ). Soit L un compact de C ×X E et
U un ouvert de E tel que w(L) ⊂ U . Par le lemme 3.6, il existe V ∈ VG tel
que w(L) · V ⊂ U et l’on a w ∈ OR(L, V )(w) ⊂ CO(L,U).
Re´ciproquement, soit w ∈ R(C, ξ), K un compact de C et V ∈ VG.
Comme G est SIN, il existe W ∈ VG qui est G-invariant avec W ⊂ V .
Conside´rons tout d’abord le cas ou` α(K) est contenu dans un ouvert Y de X
au dessus duquel ξ admet une section σ. L’ensemble w(σ(α(K))) ·W est un
ouvert de p−1(β(K)). Il existe donc un ouvert U de E tel que w(σ(α(K))) ·
W = U ∩ p−1(L). On de´montre, comme dans la preuve pour G ci-dessus,
que w ∈ CO(σ(α(K)), U) ⊂ OG(K,V )(w). Le cas ge´ne´ral s’obtient aussi
comme dans la preuve pour G.
4 Groupe de jauge et classifiant de Milnor
Les re´sultats de ce paragraphe seront utilise´s pour la preuve du the´ore`me D
et les techniques se retrouveront dans la preuve du the´ore`me C.
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Soit ξ : E
p
−→ X et η : A
p¯
−→ B deux G-fibre´ principaux nume´risables.
Tous les espaces sont pointe´s. De´signons par Map •G(E,A) l’espace des ap-
plications continues pointe´es G-e´quivariantes de E dans A, muni de la CO-
topologie. Le passage au quotient donne une application q : Map •G(E,A)→
Map •(X,B)ξ ou` Map
•(X,B)ξ est l’espace des applications continues pointe´es
h : X → B telles que h∗η ≈ ξ, muni de la CO-topologie. Le groupe de jauge
G1 de ξ agit a` droite sur Map
•
G(E,A) par pre´-composition et q(f ◦χ) = q(f).
The´ore`me 4.1 Supposons que X est localement compact, queMap •(X,B)ξ
est semi-localement contractile et que G est SIN. Alors, l’application q :
Map •G(E,A)→ Map
•(X,B)ξ est un G1-fibre´ principal.
Pour de´montrer le the´ore`me 4.1, on utilise, dans l’esprit du § 3, une
sous-base particulie`re de la CO-topologie sur Map •G(E,A). Conside´rons
l’ensemble T des applications G-equivariantes τ : q−1(Uτ ) → G ou` Uτ est
un ouvert deB. Comme η est un G-fibre´ principal, la collection {Uτ | τ ∈ T }
est un recouvrement ouvert deB. Soit f ∈ Map •G(E,A). SoitK un compact
de X et τ ∈ T tel que f(p−1(K)) ∈ q−1(Uτ ). Soit encore V ∈ VG. On de´finit
W(f,K, τ, V ) comme l’ensemble des f˜ ∈ Map •G(E,A) telles que , pour tout
z ∈ p−1(K) on ait q◦ f˜(z) ⊂ Uτ et τ(f˜(z)) ∈ τ(f(z)) · V .
Lemme 4.2 Si G est SIN, les ensembles W(f,K, τ, V ) forment une sous-
base de la CO-topologie sur Map •G(E,A).
Preuve: Appelons T la topologie engendre´e par les W(f,K, τ, V ) et Tco
la CO-topologie. Pour L un compact de E et S un ouvert de A, notons
CO(L,S) := {h ∈ Map •G(E,A) | h(L) ⊂ S}. Les ensembles CO(L,S)
forment la sous-base standard de Tco.
Soit W(f,K, τ, V ). Soit σ : Uτ → A une section de η restreint a` Uτ .
Comme l’application quotient q(f) ∈ Map •(X,B)ξ envoie K dans Uτ , le
fibre´ ξ admet une section σˆ au dessus de K telle que f ◦σˆ = σ◦q(f). Soit
L := σˆ(K) et S := σ(U) ·W ou` W ∈ VG est G-invariant et contenu dans V .
Soit f˜ ∈ CO(L,S). Si z ∈ p−1(K), on a z = z0 · g avec z0 := σˆ(p(z)) ∈ L et
f˜(z) := f˜(z0) · g ∈ f(z0) ·W · g = f(z0) · g · (g
−1W g) = f(z) ·W.
Ceci montre que f ∈ CO(L,S) ⊂W(f,K, τ, V ) et donc T ⊂ Tco.
Re´ciproquement, soient L un compact de E et S un ouvert de A avec
f(L) ⊂ S. Supposons tout d’abord que S = S(τ, V ) := σ(Uτ ) × V pour
V ∈ VG et σ la section de η restreint a` Uτ telle que τ ◦σ(y) = e, l’e´le´ment
14
neutre de G. On a donc τ ◦f(L) ⊂ V . Par l’analogue du lemme de Lebesgue
[Bo, II.4.3], il existe W ∈ VG tel que pour τ(f(z)) ·W ⊂ V pour tout z ∈ K.
Il est alors clair que f ∈W (f, p(L), τ,W ) ⊂ CO(L;S).
Comme les ouverts S(τ, V ) forment une base de la topologie de A, on
aura, en ge´ne´ral
CO(L,S) =
m⋂
i=1
CO(Li, S(τi, Vi)) ⊃
m⋂
i=1
W(f, p(Li), τi,Wi) ∋ f.
On a ainsi prouve´ T ⊃ Tco.
Preuve du the´ore`me 4.1 :
4.3 Principe de la de´monstration : on va montrer que :
1. q est continue, G1-e´quivariante et induit une injection de Map
•
G(E,A)/G1
dans Map •(X,B)ξ.
2. l’action Map •G(E,A) × G1 → Map
•
G(E,A) est libre et continue.
3. si f1, f2 ∈ Map
•
G(E,A) satisfont q(f1) = q(f2), les points 1) et 2)
donnent un unique δ(f1, f2) ∈ G1 tel que f2 = f1◦δ(f1, f2). Ceci de´finit
une application δ : Map •G(E,A) ×Map •(X,B)ξ Map
•
G(E,A) → G1. On
de´montre que δ est continue.
4. l’application q admet des sections locales continues.
Les points ci-dessus permettent de de´montrer que q est un G1-fibre´ prin-
cipal. En effet, pour construire des trivialisations locales, on choisit une
section continue s : T → Map •G(E,A) de q au dessus d’un ouvert T de
Map •(X,B)ξ . La correspondance (f, χ) → s(f)◦χ donne une bijection
continue G1-e´quivariante τ : T × G1 → q
−1(T ). Son inverse τ−1(f˜) =
(q(f˜), δ(s(q(f˜ )), f˜)) e´tant continue par 3), l’application τ est un home´o-
morphisme.
4.4 L’application q : Map •G(E,A) → Map
•(X,B)ξ est continue : Soit
f ∈ Map •G(E,A). Soit K un compact de X et U un ouvert de B avec
q(f) ∈ CO(K,U). On peut e´crire K =
⋃m
i=1Ki ou` Ki est un compact
contenu dans le domaine de de´finition d’une section locale σi de ξ. On a
alors
q(
m⋂
i=1
CO(σi(Ki), p
−1(U)) ⊂
m⋂
i=1
CO(Ki, U) = CO(K,U).
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4.5 L’action Map •G(E,A)×G1 → Map
•
G(E,A) est libre et continue : Il est
banal que cette action est libre. Soit (f, χ) ∈ Map •G(E,A)×G1. Conside´rons
un voisinage de f ◦χ de la forme W(f ◦χ,K, τ, V ). Soit W ∈ VG tel que
W ·W ⊂ V . Comme dans la preuve de la proposition 3.1, on ve´rifie que
f˜ ◦ χ˜ ∈W(f ◦χ,K, τ, V ) si f˜ ∈W(f,K, τ,W ) et (χ˜, χ) ∈ OG(K,W ).
4.6 L’application q induit une injection continue de Map •G(E,A)/G1 dans
Map •(X,B)ξ : Il est clair que q est G-invariante. Supposons que q(f1) =
q(f2) =: f . On a alors des uniques isomorphismes fˆi : E
≈
−→ E(f∗η),
(i = 1, 2). La composition φ := fˆ−12 ◦ fˆ1 est un e´le´ment de G et f1 = f2◦φ.
(Observons que q est e´videmment surjective. Nous omettons ce fait car il est
redonne´ par le point 4.8. Cette e´conomie sera avantageuse dans la preuve
du the´ore`me B).
4.7 Continuite´ de l’application δ : Soient f1, f2 ∈ Map
•
G(E,A) telles que
f2 = f1◦χ. Il s’agit de montrer que χ de´pend continuˆment du couple (f1, f2).
Soient K un compact de X et V ∈ VG. Soit W ∈ VG tel que W ·W ⊂ V .
Supposons tout d’abord qu’il existe τ telle que K ⊂ f−11 (Uτ ) ∩ f
−1
2 (Uτ ).
Soient f˜i ∈W(fi,K, τ,W ) (i = 1, 2) avec f˜2 = f˜1◦χ˜. Pour z ∈ p
−1(K), on
a
τ(f˜2(z)) ∈ τ(f2(z)) ·W = τ(f1(χ(z))) ·W ∈ τ(f˜1(χ(z))) ·W ·W.
D’autre part :
τ(f˜2(z)) = τ(f˜1(χ˜(z))) = τ(f˜1(χ(z)))γ(χ˜(z), χ(z)).
Comme V = V −1, on aura χ˜(z) ∈ χ(z)·V . Dans le cas ge´ne´ral, on utilise que
K est une re´union finie de compacts Ki tels que K ⊂ f
−1
1 (Uτi) ∩ f
−1
2 (Uτi).
4.8 Construction de sections locales : Nous allons construire une section
locale au dessus de chaque ouvert T de Map •(X,B)ξ dont l’inclusion T ⊂
Map •(X,B)ξ est contractile. On suppose donc qu’il existe une application
H : I × T → Map •(X,B)ξ , ou` I = [0, 1], telle que H(0, f) = f et H(1, f) =
f1. Comme X est localement compact, H donne naissance a` une application
continue h : I × T ×X → B [Du, p. 261] telle que h(t, f, ∗) = ∗. De´signons
par ht : T × X → A l’application continue ht(f, x) = h(t, f, x) et par Et
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l’espace total du fibre´ induit sur T × X par ht : Et := E(h
∗
t η). Vu que
ht(f, ∗) = ∗, l’espace Et est pointe´ par (∗, ∗˜).
Comme η est nume´risable, le rele`vement des homotopies donne un iso-
morphisme de G-fibre´s pointe´s de h∗1η sur h
∗
0η. D’autre part, on a des
isomorphismes de G-fibre´s pointe´s h∗1η ≈ T × f
∗
1η ≈ T × ξ. Tout ceci forme
un diagramme commutatif
T × E
≈
−→ T × E(h∗1η)
≈
−→ E1
≈
−→ E0 −→ A
↓ ↓ ↓ ↓ ↓
T ×X
id
−→ T ×X
id
−→ T ×X
id
−→ T ×X
h0−→ B.
Comme Map •G(E,A) est munie de la CO-topologie, la ligne supe´rieure de´ter-
mine une application continue T → Map •G(E,A) au dessus de l’inclusion
T ⊂ Map •(X,B)ξ, c’est-a`-dire une section locale continue au dessus de T .
Par 4.8, la de´monstration du the´ore`me 4.1 est ainsi termine´e. De la
meˆme manie`re, on de´montre le re´sultat analogue pour les applications non-
pointe´es q : MapG(E,A)→ Map (X,B)ξ :
The´ore`me 4.9 Supposons que X est localement compact, que Map (X,B)ξ
est semi-localement contractile et que G est SIN. Alors, l’application
q : MapG(E,A)→ Map (X,B)ξ est un G-fibre´ principal.
Le cas particulier ou` η est le fibre´ de Milnor EG → BG est inte´ressant
a` cause de la proposition suivante, utilise´e pour de´montrer le the´ore`me D :
Proposition 4.10 Soit ξ un G-fibre´ principal nume´risable sur X. Alors,
l’espace Map G(E,EG) est contractile. Si, de plus, X est localement compact
et que l’inclusion {∗} ⊂ X soit une cofibration, Map •G(E,EG) est faiblement
contractile (i.e. ses groupes d’homotopie sont ceux d’un point).
Preuve: La preuve habituelle que deux applications G-equivariantes f0, f1 :
E → EG sont toujours homotopes fournit une homotopie canonique en-
tre f0 et f1, qui de´pend continuˆment de (f0, f1) (voir [Hu, prop. 12.3]).
L’espace Map G(E,EG) est donc contractile (convexe), de meˆme que EG =
Map G(G,EG). Pour montrer l’assertion sur Map
•
G(E,EG), il suffit de mon-
trer que la suite
Map •G(E,EG) →֒ Map G(E,EG)
ev
−→ EG
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est, avec nos hypothe`ses sur X, une fibration de Hurewicz, ou` ev est l’e´va-
luation sur le point base ∗˜.
Soit f : A→ MapG(E,EG) une application continue et F∗˜ : [0, 1]×A×
{∗˜} → EG une homotopie de ev◦f . Par passage au quotient, on obtient
f¯ : A → Map (X,BG) et F¯ : [0, 1] × A × {∗} → BG. Comme X est
localement compact, ces applications induisent des applications continues
f¯ˇ : A × X → BG et F¯∗ˇ : [0, 1] × A × {∗} → BG. Etant e´quivariante,
l’application induite fˇ: A× E → EG est donc aussi continue (bien que E
ne soit pas suppose´ localement compact).
Comme ∗ ⊂ X est une cofibration, il existe une re´traction de [0, 1] ×X
sur {0}×X∪[0, 1]×{∗} qui permet d’e´tendre F¯∗ˇ en F¯ˇ : [0, 1]×A×X → BG.
Ceci prouve que Map •(X,BG)→ Map (X,BG)→ BG est une fibration de
Hurewicz. Par releˆvement des homotopies, l’espace total du fibre´ induit sur
[0, 1]×A×X par F¯ˇ est G-home´omorphe a` [0, 1]×A×E, ce qui produit une
homotopie F˜ : [0, 1] ×A→ Map G(E,EG) partant f et au dessus de F .
4.11 Remarque : On de´duit de 4.1, 4.9 et 4.10 que πi(Map
•(X,BG)ξ) ≈
πi(BG1) et πi(Map (X,BG)ξ) ≈ πi(BG). Nous ne savons pas, en ge´ne´ral, si
ces isomorphismes sont induits par une application Map (X,BG)ξ → BG.
Observons que des re´sultats analogues ont e´te´ obtenus dans d’autres con-
textes ([DDK], [DK, Prop. 5.1.4]).
5 Preuve des the´ore`mes B, C et D
Pre´paratifs :
5.1 Continuite´ des foncteurs de Milnor. Nous aurons besoin de savoir que
les foncteurs E et B de Milnor sont continus, ce qui ne semble pas figurer
dans la litte´rature :
Lemme 5.2 Soient R(F,G) l’espace des homomorphismes continus entre
les groupes topologiques F et G. Supposons que F est se´pare´. Alors les
applications
E : R(F,G)→ Map •F (EF,EG) (φ 7→ Eφ)
et
B : R(F,G)→ Map •(BF,BG) (φ 7→ Bφ)
sont continues (tous les espaces e´tant munis de la CO-topologie).
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Preuve: Comme l’application Map •F (EF,EG) → Map
•(BF,BG) est
continue (se de´montre comme 4.4), il suffit de donner une preuve pour
l’application E.
Rappelons que si P est un groupe toplogique, les e´le´ments de EP sont
repre´sente´s par des suites (tjpj), ou` j ∈ N, tj ∈ [0, 1] et pj ∈ P . On de´signe
par τi : EP → [0, 1] l’application τi((tjpj)) := ti et par γi : τ
−1
i (]0, 1]) → P
l’application γi((tjpj)) := pi (on utilise les meˆmes notations τi et γi pour
tout groupe P ). L’espace EP est muni de la topologie la plus grossie`re
telle que les applications τi et γi soient continues. Une sous-base S de cette
topologie est donc constitue´e par les ouverts du type
1. τ−1i (J) ou` J est un ouvert de [0, 1].
2. γ−1i (V ) ou` V est un ouvert de P .
Soit φ0 ∈ R(F,G), K un compact de EF et U un ouvert de EG tel que
φ0(K) ⊂ U . Soit CO(K,U) := {α ∈ Map
•
F (EF,EG) | α(K) ⊂ U}. Il faut
montrer que E−1(CO(K,U)) est un voisinage de φ0 dans R(F,G). Il suffit
de le faire pour U ∈ S (voir [Bo, X.3.4, remarque 2].
Si U est du type 1 ci-dessus, cela ne pose pas de proble`me. En effet,
τi◦E = τi, d’ou` E
−1(CO(K,U)) = R(F,G). Si U = γ−1i (V ) avec V un
ouvert de G, on pose Ki := γi(K) (γi est de´finie sur K puisque τi◦E = τi).
L’espace Ki est compact puisque F est se´pare´. Comme γi◦Eφ = φ◦γi, on a
φ0 ∈ CO(Ki, V ) ⊂ E
−1(CO(K,U)).
5.3 L’applcation n : R(ΩC , G)ξ → Map
•(X,BG)ξ. En choisissant une
partition de l’unite´ µρ subordonne´e au recouvrement Uρ (ρ ∈ ContC(X)),
on de´termine, graˆce aux trivialisations ψˆρ de (2), une application classifiante
νC : X → BΩC (voir [Hu, ch. 4, prop. 12.1 et th. 12.2]). Il est possible
de faire ce choix de manie`re que νC soit pointe´e (le point base de EF , pour
un groupe topologique F , est toujours la suite (1e, 0, 0, . . .), ou` e e´le´ment
neutre de F ; le point base de BF est l’image de celui de EF ). Pour cela, il
faut tout d’abord avoir une partition de l’unite´ de´nombrable et trivialisante
µi (i = 1, 2, . . .) telle que µ1(∗) = 1. Or, une telle partition existe car :
a) il existe une partition de l’unite´ µˆρ et ρˆ ∈ Cont C(X) tels que µˆρˆ(x) = 1
au voisinage de ∗. Pour voir cela, on choisit ρˆ tel que µρˆ(∗) 6= 0. On conside`re
une fonction δ : [0, 1] → [0, 1] telle que δ(t) = 0 si t ≥ µρˆ(∗)/2 et δ(t) > 0 si
t < µρˆ(∗)/2. On pose
µ′ρ(x) :=
{
µρˆ(x) si ρ = ρˆ
δ(µρˆ(x))µρ(x) sinon.
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Avec ces de´finitions,
µˆρ(x) :=
µ′ρ(x)∑
σ µ
′
σ(x)
est une partition de l’unite´ avec µˆρˆ(x) = 1 au voisinage de ∗.
b) le proce´de´ de [Hu, ch. 4, prop. 12.1] fournit, a` partir de la partition
µˆρ une partition de l’unite´ µi (i = 1, 2, . . .) telle que µ1(x) = 1 au voisinage
de ∗.
On peut supposer que ρˆ(∗) = iρˆ(∗). Sinon, ρˆ(∗) = b ∈ ΩC et l’on remplace
ρˆ par b−1 ρˆ. Dans ces conditions, l’application νC obtenue par [Hu, ch. 4,
prop. 12.1] est pointe´e.
Ayant fixe´ νC ∈ map (X,BΩC) comme ci-dessus, on de´finit n : R(ΩC , G)ξ →
Map •(X,BG)ξ par n(φ) := Bφ◦νC . Comme C est se´pare´, l’application
φ 7→ Bφ est continue (lemme 5.2), d’ou` la continuite´ de n.
Preuve du the´ore`me B : Par le the´ore`me d’existence, on a R(C, ξ) = ∅
si et seulement R(ΩC , G)ξ = ∅. Dans ce cas, le the´ore`me B est banal. On
suppose donc que R(C, ξ) 6= ∅. Le the´ore`me A implique que l’image de h
est dans R(ΩC , G)ξ . Le principe de la preuve du the´ore`me B est alors le
meˆme que celui du the´ore`me 4.1 (voir 4.3).
5.4 h est continue. Soit w ∈ R(C, ξ). Soit K un compact de ΩC , U un
ouvert de G tels que hw(K) ⊂ U . En utilisant une trivialisation locale de ξ
au voisinage de ∗, on peut trouver un ouvert U˜ de E tel que U˜ ∩E∗ = ∗˜ ·U .
Alors w ∈ CO(K × {∗˜}, U˜ ) qui est un ouvert de R(C, ξ) et
h(CO(K × {∗˜}, U˜ ) ⊂ CO(K,U).
5.5 l’action R(C, ξ) × G1 → R(C, ξ) est continue et libre. La continuite´,
utilisant le fait que G est SIN, a e´te´ de´montre´e dans la proposition 3.3. Soit
w ∈ R(C, ξ) et χ ∈ G. Si χ 6= idE , il existe z ∈ E tel que χ(z) 6= z. Soit θ ∈
C∗
p(z). Comme χ restreinte a` p
−1(∗) est l’identite´, on aura wχ(θ, z) 6= w(θ, z)
ce qui montre l’assertion 5.5.
5.6 G-invariance de h : Soit χ ∈ G. Posons χ(∗˜) = ∗˜ g, autrement dit :
g := res (χ). Pour c ∈ ΩC , on a
∗˜h(w
χ)(c) = wχ(c, ∗˜) = χ−1(w(c, ∗˜ · g)) = χ−1(∗˜ · hw(c)) · g =
= χ−1(∗˜) · (hw(c) g) = ∗˜ · (g−1 hw(c) g)
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d’ou`
h(w
χ)(c) = res (χ)−1 hw(c) res (χ) (11)
et h induit des applications
h¯1 : R(C, ξ)/G1 →R(ΩC , G)ξ et h¯ : R(C, ξ)/G → R(ΩC , G)ξ/G.
5.7 Injectivite´ de h¯1 : Soient w, w˜ ∈ R(C, ξ) telles que h
w = hw˜. Soit
z ∈ E. Choisissons ρ ∈ Cont C(X) tel que p(z) ∈ Uρ et notons θ := ρ(p(z)) ∈
C∗p(z). On de´finit
χ(z) := w˜(θ−1, w(θ, z)). (12)
Nous allons montrer que l’e´galite´ hw = hw˜entraˆıne que χ(z) ne de´pend pas
du choix de ρ. Soit ρ¯ une autre C-contraction, donnant θ¯ et χ¯(z). Rappelons
que la fibre p−1(∗) est identifie´e a` G par g 7→ ∗˜·g. Via cette identification, G
agit a` gauche sur p−1(∗) et, si c ∈ ΩC et y ∈ p
−1(∗), on a w(c, y) = hw(c) ·y.
Avec ces conventions, on a
χ¯(z) = w˜(θ¯−1, w(θ¯, z)) = w˜(θ¯−1, w(θ¯θ−1θ, z)) =
= w˜(θ¯−1, w(θ¯θ−1, w(θ, z))) = w˜(θ¯−1, hw(θ¯θ−1) · w(θ, z)) =
= w˜(θ−1θθ¯−1, hw(θ¯θ−1) · w(θ, z)) =
= w˜(θ−1, hw˜(θθ¯−1)hw(θ¯θ−1)︸ ︷︷ ︸
=1
·w(θ, z)) = w˜(θ−1, w(θ, z)) = χ(z).
On a ainsi de´fini une application χ : E → E qui, par la formule (12) est
continue. Son inverse s’obtient en e´changeant w et w˜. Les formules χ(z ·g) =
χ(z) · g, pour g ∈ G et p(χ(z)) = p(z) sont banales. De plus, on a χ(∗˜) = ∗˜,
d’ou` χ ∈ G1.
Voyons maintenant que w˜χ = w. Soit z ∈ E et c ∈ Cp(z). Observons que,
dans la la formule (12), on n’utilise la C-contraction ρ que pour garantir la
continuite´. La de´finition de χ(z) ne ne´cessite que l’e´le´ment θ ∈ C∗p(z) et χ(z)
ne de´pend pas de θ. En choisissant θ pour la de´finition de χ(z) et θc−1 pour
celle de χ−1(w˜(c, χ(z)), on aura
w˜χ(c, z) = χ−1(w˜(c, χ(z))) = χ−1(w˜(c, w˜(θ−1, w(θ, z))) =
= χ−1(w˜(cθ−1, w(θ, z)) = w(cθ−1, w˜(θc−1, w˜(cθ−1, w(θ, z)) =
= w(cθ−1, w(θ, z)) = w(c, z).
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5.8 L’application δ : R(C, ξ) ×R(ΩC ,G)ξ R(C, ξ) → G est uniforme´ment
continue : Soit V ∈ VG et K un compact de X. Supposons d’abord que
K ⊂ Uρ pour une C-contraction ρ ∈ Cont C(X). Comme C est se´pare´, les
sous-espaces L et L−1 de C de´finis par
L := {ρ(x) | x ∈ K} ⊂ C∗ et L−1 := {ρ(x)−1 | x ∈ K} ⊂ C∗.
sont compacts. Soit W ∈ VG tel que W ·W ∈ V . Soient w˜1, w˜2 ∈ R(C, ξ).
Il suit de 5.7 que δ satisfait, pour z ∈ p−1(K), a` l’e´quation
δ(w˜1, w˜2)(z) = w˜1(θ
−1, w˜2(θ, z)) (13)
avec θ := ρ(p(z)) ∈ C∗p(z). Il s’en suit que si (w˜1, w1) ∈ O
R(L−1,W ) et
(w˜2, w2) ∈ O
R(L,W ), alors (δ(w˜1, w˜2), δ(w1, w2)) ∈ O
G1(K,V ).
Dans le cas ge´ne´ral, on utilise que K :=
⋃
ρ∈P Kρ ou` P est un ensemble
fini dans ContC(X) et Kρ est un compact de Uρ. On de´finit, comme ci-
dessus, Lρ := ρ(Kρ) et L
−1
ρ := ρ(Kρ)
−1 et on aura
(w˜1, w1) ∈
⋂
ρ∈P
OR(L−1ρ ,W )
et
(w˜2, w2) ∈
⋂
ρ∈P
OR(Lρ,W )

⇒ (δ(w˜1, w˜2), δ(w1, w2)) ∈ O
G1(K,V ).
5.9 Sections locales : Soit T un ouvert de Map •(X,BG)ξ tel que l’inclusion
T ⊂ Map •(X,BG)ξ soit contractile. Soit S := n
−1(T ), ou` n : R(ΩC , G)ξ →
Map •(X,BG)ξ est l’application de´finie en 5.3. Conside´rons l’application
compose´e
N : S ×X
n×id
−→ T ×X
evX−→ BG (14)
Comme X est localement compact, l’e´valuation evX est continue et N est
continue. De´signons par E := N∗EG, l’espace total du G-fibre´ principal sur
S ×X induit par N .
Observons que N est aussi la composition
N : S ×X
idS×νC−→ S ×BΩC
evΩ−→ BG (15)
de idS × νC avec l’application d’e´valuation (peut-eˆtre non-continue) evΩ.
Comme le ΩC-fibre´ induit sur X par νC est ξC : C∗
β
−→ X, on obtient, en
utilisant (15), que l’espace E est le quotient de S × C∗ × G par la relation
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d’e´quivalence (φ, ub, g) ∼ (φ, u, φ(b)g), ou` (φ, u, g) ∈ S × C∗ × G et b ∈
ΩC . Conside´rons E comme un espace au dessus de X par l’application
(φ, u, g) 7→ β(u) et de´finissons l’application continue v : C ×X E → E par
v(c, (φ, u, g)) := (φ, cu, g).
Comme l’application S → Map •(X,BG)ξ est homotope a` une applica-
tion constante, on montre, comme dans 4.8, qu’il existe un home´omorphisme
G-equivariant S × E
≈
−→ E au dessus de idS×X . Via cet home´omorphisme
et en composant avec la projection S × E → E, l’application v donne une
application continue vˆ : C ×X (S × E) → E. A son tour, vˆ de´termine une
application continue w : S → map (C ×X E,E). On ve´rifie facilement que
l’image de w est dans R(C, ξ). La pre´servation des points base par les divers
isomorphismes utilise´s ♣entraˆıne que w est une section locale de h au dessus
de S.
Ayant e´tabli les points 5.4 a` 5.9, la de´monstration du the´ore`me B se
termine comme explique´ dans 4.3.
Preuve du the´ore`me C : Soient w, w˜ ∈ R(C, ξ) et g ∈ G tels que
hw = g−1hw˜g. Comme G est connexe par arc, il existe, par le lemme 3.2,
un e´le´ment χ ∈ G tel que χ(∗˜) = ∗˜ · g. L’e´quation (11) montre qu’alors
hw
χ
= hw˜. Comme h¯1 est injective par 5.7, les repre´sentations w
χ et w˜
sont dans la meˆme classe modulo G1. Cela prouve l’injectivite´ de h¯. Le
diagramme commutatif
R(C, ξ)/G1
h¯1−→ R(ΩC , G)ξ
↓ ↓
R(C, ξ)/G
h¯
−→ R(ΩC , G)ξ/G
(16)
et le fait que h¯1 soit un home´omorphisme (vu le the´ore`me B) font que h¯ est
un home´omorphisme.
Preuve du the´ore`me D :
Lemme 5.10 L’application n est couverte par un morphisme de G1-fibre´s
principaux
R(C, ξ)
nˆ
−→ Map •G(E,EG)
↓h ↓
R(ΩC , G)ξ
n
−→ Map •(X,BG)ξ .
(17)
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Le the´ore`me D de´coulera du lemme 5.10 puisque, i l’inclusion {∗} ⊂
X est une cofibration, l’espace Map •G(E,EG) est faiblement contractile
(Proposition 4.10). En fait, l’application n est classifiante pour le G1-fibre´
principal h : R(C, ξ)→R(ΩC , G)ξ .
Preuve du lemme 5.10 : Le proce´de´ pour fixer l’application νc vu
en 5.3 produit en fait un diagramme commutatif
C∗
νˆC−→ EΩC
↓β ↓
X
νC−→ EΩC
ou` νˆC ∈ map
•
G(C∗, EΩC). L’application nˆ ∈ map G(R(C, ξ),Map
•
G(E,EG))
est de´finie par nˆ(w) := Ehw ◦ νˆC . Le diagramme 17 est bien commutatif.
Observons que nˆ est obtenue par le proce´de´ de [Hu, ch. 4, prop. 12.1] a`
l’aide de la partition de l’unite´ µˆρ construite en 5.3 et des trivialisations ψ
w
ρ
du lemme 2.1.
6 Exemples et applications
6.1 Le groupo¨ıde associe´ a` un fibre´ principal
Soit ξ : E
p
−→ X un G-fibre´ principal. Soit EE := EE(ξ) := (E × E)/G, le
quotient de E × E par l’action diagonale de G. De´notons par 〈a, b〉 l’orbite
de (a, b) dans EE. On fait de EE un X-groupo¨ıde en posant α(〈a2, a1〉) :=
p(a1), β(〈a2, a1〉) := p(a2), ix := 〈a, a〉 avec p(a) = x; la composition vient
de la formule 〈a3, a2〉〈a2, a1〉 = 〈a3, a1〉, ou, plus ge´ne´ralement,
〈a3, a
′
2〉〈a2, a1〉 = 〈a3 · γ(a
′
2, a2), a1〉
ou` γ est l’application de´finie en (5). L’inverse est e´videmment donne´ par
〈a, b〉−1 = 〈b, a〉. Le X-groupo¨ıde ainsi obtenu s’appelle le X-groupo¨ıde
associe´ a` ξ [Ma, p. 5].
Le groupe structural G de ξ est isomorphe a` ΩEE par g 7→ 〈∗˜ · g, ∗˜〉.
Observons que EE est localement trivial nume´risable si ξ est nume´ridable.
En effet, x 7→ 〈∗˜, σ(x)〉 est une EE-contraction lorsque σ est une section
locale de ξ.
LeX-groupo¨ıde EE a une repre´sentation tautologique v sur ξ de´termine´e
par l’application continue v : (E × E) × E → E de´finie par v((a, b), z) :=
a · γ(b, z); son holonomie est idG. Pour un X-groupo¨ıde C, de´signons par
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Mor (C,EE) l’ensemble des morphismes continus de C dans EE (au dessus
de idX).
Proposition 6.1 La composition avec la repre´sentation tautologique donne
une bijection de Mor (C,EE(ξ)) sur R(C, ξ).
Preuve: La bijection inverse w 7→ Ψw est donne´e par Ψw(c) := 〈w(c, z), z〉
(z ∈ Eα(c)). La seule chose non-triviale a` ve´rifier est que Ψw est continu.
Soit c ∈ C et T ∋ Ψw(c) un ouvert de EE. Soit z ∈ Eα(c). Il existe
• V un ouvert de E contenant w(c, z),
• U un ouvert de X contenant x := α(c) = p(z) et σ : U → E une
section continue locale de ξ avec σ(x) = z et
• W ∈ VG
tels que π(V × (σ(U) ·W )) ⊂ T , ou` π de´signe la projection de E × E sur
EE. Par continuite´ de w, il existe A un ouvert de C contenant c et R un
ouvert de E contenant z tels que w(A × R) ⊂ V . Soient U ′ un ouvert de
X et W ′ ∈ VG tels que x ∈ U
′ ⊂ U , W ′ ⊂ W et σ(u′) · W ′ ⊂ R. Soit
A′ := A∩α−1(U ′). On a c ∈ A′ et Ψw(A
′) ⊂ π(V × (σ(U ′) ·W ′) ⊂ T , ce qui
prouve la continuite´ de Ψw en c.
6.2 Pre´groupo¨ıdes
Comme nous le verrons plus loin, une fac¸on commode de de´finir un groupo¨ıde
topologique est de partir d’une cate´rorie topologique avec anti-involution
(pre´groupo¨ıde ). Soit X un espace topologique muni d’un point base ∗ ∈ X.
Un X-pre´groupo¨ıde est un espace topologique C˜ muni de deux applications
continues α, β : C˜ → X, d’une composition partiellement de´finie et d’une
application x 7→ ix de X dans C˜ qui satisfont aux proprie´te´s a), b) et c) de
la de´finition du § 1 d’un X-groupo¨ıde . En revanche, la condition d) consiste
seulement en
d’) C˜ est muni d’une anti-involution continue c 7→ c¯, envoyant C˜yx sur
C˜xy .
Une repre´sentation d’un X-pre´groupo¨ıde C˜ sur un G-espace ξ est une
application continue w : C˜ ×X E → E (ou` C˜ est vu au dessus de X via α)
telle que, pour tout c, d ∈ C˜, z ∈ E et g ∈ G, on ait
1. p(w(c, z)) = β(c).
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2. w(c d, z) = w(c, w(d, z)).
3. w(c¯, (w(c, z)) = z.
4. w(c, z · g) = w(c, z) · g.
Si X est se´pare´, un X-pre´groupo¨ıde de´termine un X-groupo¨ıde se´pare´,
avec la proprie´te´ suivante :
Proposition 6.2 Soit C˜ un X-pre´groupo¨ıde localement trivial nume´risable
avec X se´pare´. Alors, il esiste un unique X-groupo¨ıde se´pare´ localement
trivial nume´risable C avec un morphisme continu surjectif C˜ → C sat-
isfaisant a` la condition suivante : toute repre´sentation de C˜ sur un G-
fibre´ principal ξ au dessus de X, avec G se´pare´, est induite par une unique
repre´sentation de C.
La de´monstration de 6.2 utilise le lemme suivant :
Lemme 6.3 Soit C un X-groupo¨ıde localement trivial. Alors, C est se´pare´
si et seulement si X et ΩC le sont.
Preuve: Supposons que X et ΩC soient se´pare´s (l’autre sens est banal).
Comme C est localement trivial, β : C∗ → X est un ΩC-fibre´ principal,
par le the´orme A. L’espace C∗ est donc se´pare´. Il en est e´videmment de
meˆme pour C∗. On utilise alors que C = C∗ ×ΩC C
∗ pour e´tablir que C est
se´pare´.
Preuve de la proposition 6.2 : Soit Cˆ l’ensemble quotient de C˜ par
la relation d’e´quivalence engendre´e par cu¯ud ∼ cd, pour tout c, d, u ∈ C˜
avec β(d) = α(u) = α(c). Il est clair que la structure (alge´brique) de X-
pre´groupo¨ıde descend sur Cˆ et que Cˆ est un X-groupo¨ıde (alge´brique),
avec [c]−1 = [c¯]. La topologie sur Cˆ sera obtenue de la manie`re suivante :
conside´rons l’ensemble K des paires (K,T ), ou`
• K est un sous-groupe normal de Ω
Cˆ
. Le quotient de Cˆ par le sous-
groupo¨ıde normal NK := {uKu
−1 | u ∈ Cˆ∗} est alors unX-groupo¨ıde.
• T est une topologie sur Cˆ/NK qui fait de Cˆ/NK un groupo¨ıde topologique
et telle que la projection C˜ → Cˆ/NK soit continue.
26
Les projections Cˆ → Cˆ/NK ((K,T ) ∈ K) forment un syste`me projectif
de X-groupo¨ıdes au dessous de Cˆ (non-vide, car on peut prendre pour T
la topologie grossie`re). On munit Cˆ de la topologie de limite projective
pour ce syste`me de projections. On ve´rifie que Cˆ est alors un X-groupo¨ıde,
que C˜ → Cˆ est continue et que tout morphisme continu de C˜ dans un
X-groupo¨ıde se factorise de fac¸on unique par l’un des quotient Cˆ/NK .
Comme C˜ est localement trivial nume´risable, Cˆ l’est aussi. Nous ignorons
si la topologie ainsi obtenue sur Cˆ est la topologie quotient de celle de C˜.
Comme X est se´pare´, l’adhe´rence de {i∗} est contenue dans ΩC ou` elle
constitue un sous-groupe ferme´. En quotientant Cˆ par le sous-groupo¨ıde
normal engendre´ par {i∗}, on obtient, avec la topologie quotient, un X-
groupo¨ıde C [Ma, Th. 2.15, p. 38]. Comme {i∗} est ferme´ dans ΩC , le
groupe ΩC est se´pare´. On en de´duit que C est se´pare´ par le lemme 6.3. Il
est aussi clair que que tout morphisme continu de C˜ dans un X-groupo¨ıde
se´pare´ factorise de fac¸on unique par C˜ → C.
Soit w˜ : C˜ × E → E une repre´sentation de C˜ sur un G-fibre´ principal
ξ. Comme dans la proposition 6.1, w˜ de´termine un morphisme continu
Ψw˜ de C˜ dans EE := EE(ξ) tel que Ψw˜(c¯) = Ψw˜(c)
−1. Puisque EE est
localement trivial et que X et G sont se´pare´s, l’espace EE est se´pare´ par le
lemme 6.3. Le morphisme Ψw˜ se factorise en un unique morphisme continu
Ψw : C → EE correspondant, par la proposition 6.1, a` w ∈ R(C, ξ).
6.3 Groupo¨ıdes de chemins
6.4 Chemins de Moore : Soit X un espace topologique se´pare´. Soit C˜ =
C˜h(X) la cate´gorie des chemins de Moore dans X. Un chemin de Moore est
un couple (a, c) ou` a ∈ R≥0 et c : [0, a] −→ X est une application continue.
La topologie sur C˜ est induite par l’application (a, c) 7→ c♯ de C˜ dans
map ([0, 1],X), ou` c♯(t) = c(at), avec la CO-topologie sur map ([0, 1],X)).
(Observons que C˜ n’est pas se´pare´ puisque tous les chemins constants ont
meˆme image dans map ([0, 1],X)). Les applications α, β : C → X sont
donne´es par α(a, c) = c(a) et β(a, c) = c(0). L’espace Cyx est donc l’ensemble
des chemins allant de y a` x (cette malencontreuse inversion est due a` la
convention usuelle de la re`gle de composition des chemins). La composition
(a, c) = (a2, c2)(a1, c1), lorsque β(a1, c1) = α(a2, c2) est de´finie par a :=
a2 + a1 et
c(t) =
{
c2(t) si t ≤ a2
c1(t− a2) si t ≥ a2
Cette composition est bien associative et l’unite´ ix est donne´e par le chemin
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constant [0, 0] −→ {x}. La de´finition de l’involution est donne´e par (a, c) :=
(a, c¯) ou` c¯(t) := c(a−t). On ve´rifie facilement queCh(X) est un pre´groupo¨ıde.
Il est localement trivial si et seulement si X est connexe par arc et semi-
localement contractile.
Le groupo¨ıde se´pare´ associe´ a` C˜h(X) par la proposition 6.2 sera note´
Ch(X) et appele´ le groupo¨ıde des chemins de Moore dans X.
6.5 Le groupo¨ıde fondamental : Soit Ch1(X) ⊂ Ch(X) l’ensemble des
classes de chemins (a, c) qui sont des lacets (c(0) = c(a)) et tels qu’il existe
une homotopie H : [0, a] × [0, 1] → X telle que H(0, s) = H(a, s) = c(0),
H(t, 0) = c(t) et H(t, 1) = c(0). Les e´le´ments de Ch1(X) forment un sous-
X-groupo¨ıde normal totalement intransitif de Ch(X). L’espace quotient
π(X) he´rite donc d’une structure deX-groupo¨ıde et la projection Ch(X)→
π(X) est un morphisme continu [Ma, Th. 2.15, p. 38].
Il est clair qu’alge´briquement, π(X) s’identifie au groupo¨ıde fondamental
de X et Ωπ(X) au groupe fondamental π1(X, ∗) [Sp, Ch. 1, § 7]. Cepen-
dant, π(X) est ici muni d’une topologie. Il est localement trivial si X est
connexe par arc et semi-localement simplement connexe [Sp]. Si, de plus,
X est localement connexe par arc, on peut montrer que Ωπ(X) = Π1(X, ∗)
est discret, que le Ωπ(X)-fibre´ principal du the´ore`me A est le reveˆtement
universel de X et que la topologie sur π(X) s’identifie a` celle de [BD]. Nous
n’utiliserons pas ces re´sultats. La proposition suivante est inte´ressante pour
les G-fibre´s principaux avec G un groupe de Lie.
Proposition 6.6 Soit G un groupe topologique admettant un voisinage de
son e´le´ment neutre qui ne contienne aucun sous-groupe non-trivial. Alors,
toute repre´sentation de Ch(X) sur un G-espace principal ξ au dessus de X
se factorise par une repre´sentation du groupo¨ıde fondamental π(X) de X.
Preuve: Soit w ∈ R(Ch(X), ξ). On regarde w comme un morphisme
continu w : Ch(X) → EE(ξ) par le lemme 6.1. Il s’agit de montrer que
Ch1(X) ⊂ kerw.
Pour x ∈ X, de´signons par Vois x l’ensemle des voisinages ouverts de
x. Observons que l’ensemble {C˜h(W )xx | W ∈ Vois x} constitue un syste`me
fondamental de voisinages ouverts de ix dans le mono¨ıde C˜h(X)
x
x. En choi-
sissant x˜ ∈ Ex, on obtient une holonomie h
w
x : C˜h(X)
x
x → G en x qui
est un morphisme continu de mono¨ıdes avec anti-involution. Comme il ex-
iste un voisinage de l’e´le´ment neutre dans G qui ne contient aucun sous-
groupe non-trivial et que chaque e´le´ment de {C˜h(W )xx | W ∈ Vois x} est
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un sous-mono¨ıde avec anti-involution de C˜h(X)xx, on en de´duit qu’il existe
Ux ∈ Vois x tel que C˜h(Ux)
x
x ⊂ ker h
w
x . Soit Chloc(X) le sous-groupo¨ıde
normal de Ch(X) engendre´ par l’image des C˜h(Ux)
x
x pour tous les x ∈ X.
Par ce qui pre´ce`de, on a Chloc(X) ⊂ kerw.
Soit γ ∈ Ch1(X)
x
x repre´sente´ par un lacet c : [0, a] → X en x. Par
de´finition deCh1(X), il existe une homotopie de lacets H : [0, a]×[0, 1] → X
entre c et le lacet constant. Par l’argument habituel du nombre de Lebesgue,
on peut de´composer [0, a]× [0, 1] en petits rectangles Ri (1 = 1, . . . , N) tels
que H(Ri) ⊂ Ux(i). Il s’en suit facilement que γ ∈ Chloc(X) ⊂ kerw, ce qui
prouve que Ch1(X) ⊂ kerw.
6.4 Chemins lisses par morceaux – Connexions
Soit X une varie´te´ diffe´rentiable C1 paracompacte. On de´notera par D˜ =
D˜(X) l’espace des chemins C1 par morceau sur X. En tant qu’ensemble,
D˜ est le sous-pre´groupo¨ıde de C˜hX forme´ des chemins qui sont des com-
positions de chemins C1. La topologie, plus fine, s’obtient via l’application
(a, c) 7→ c♯ en topologisant l’ensemble M♯ des applications C1 par morceau
de [0, 1] dans X. Pour cela, soit
P = {t0 = 0 < t1 < · · · < tk = 1}
un partage de [0, 1]. Soit
M♯P := {c ∈M
♯ | c | [ti,ti+1] ∈ C
1([ti, ti+1],X)}
ou` C1([a, b],X) est l’espace des applications C1 de [a, b] dans X muni de la
topologie C1. On a une application M♯P → C
1([0, 1],X)k donne´ par
c 7→ (c ♯| [t0,t1], c
♯
| [t1,t2]
, . . . , c ♯| [tk−1,tk])
en e´tendant la de´finition de c♯ a` une chemin c : [a, b] −→ X par c♯(t) :=
c(a+ (b− a)t). L’application (a, c) 7→ c♯ induit une topologie (non-se´pare´e)
sur M♯P . Si P
′ est un partage plus fin que P (i.e. P ⊂ P ′), on ve´rifie que
l’inclusion naturelle M♯P ⊂ M
♯
P ′ est continue. La topologie sur M est, par
de´finition, celle de limite inductive des M♯P pour tous les partages de [0, 1].
Le groupo¨ıde se´pare´ associe´ a` D˜(X) sera note´D(X) et appele´ le groupo¨ıde
des chemins lisses par morceaux dans X. Si X est connexe, alors D(X) est
localement trivial nume´risable. On a un morphisme e´vident de groupo¨ıdes
topologiques de D(X) dans Ch(X).
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Proposition 6.7 Soit G un groupe de Lie et ξ : E
p
−→ X un G-fibre´ prin-
cipal diffe´rentiable C1 au dessus d’une varie´te´ X. Soit A une connexion
sur ξ [KN, Ch. II]. Alors, le transport paralle`le associe´ a` A de´termine une
repre´sentation de D(X) sur ξ.
Preuve: Par la proposition 6.2, il suffit de voir qu’une connexion A de´finit
une repre´sentation wA : D˜(X) × E → E de D˜(X), le point wA(c, z) e´tant
le re´sultat du transport A-paralle`le de z au dessus de c. Les conditions
1. a` 4. de la de´finition d’une repre´sentation de´coulent imme´diatement des
proprie´te´s classiques du transport paralle`le [KN, Ch. II, prop. 3.2. et 3.3].
La seule chose a` ve´rifier est que wA est continue en tout (c, z) ∈ D˜(X)×E.
Vu la topologie sur D˜(X), il est suffisant de la faire pour c :∈ C1([0, 1], U)
ou` U est un ouvert de X trivialisant pour ξ et domaine d’une carte. On
peut donc supposer que E = U×G ou U est un ouvert d’un espace euclidien
et z = (c(0), e). Le releve´ horizontal c˜ de c partant de z s’e´crit alors c˜(t) =
(c(t), g(t)) ou` g ∈ C1([0, 1], G) avec g(0) = e.
Conside´rons un voisinage ouvertQ dans E de wA(c, z) = c˜(1) = (c(1), g(1)).
Il s’agit de tourver un voisinage T de (c, z) dans C1([0, 1], U) × E tel que
wA(T ) ⊂ Q. On peut supposer que Q est de la forme S × (g(1) · V ) ou`
V ∈ VG ou` S est un ouvert de U . Soit ε > 0 tel que la boule ouverte
B(0, ε) de centre 0 et de rayon ε dans TeG = Lie (G), muni de la me´trique
de Killing, est envoye´e diffe´omorphiquement sur W ∈ VG avec W ·W ⊂ V .
Par [KN, Ch. II, prop. 1.1], la connexion A est donne´e par une 1-
forme γA ∈ Ω
1(E,Lie (G)) et l’on a γA(˙˜c(t)) = 0 pour tout t puisque c˜ est
horizontal. Par continuite´ de γA, il existe δ > 0 tel que B(c(1), δ) ⊂ S et
sup
t∈[0,1]
{‖c1(t)− c(t)‖, ‖c˙1(t)− c˙(t)‖} < δ ⇒ ‖γA( ˙¯c1(t))‖ < ε (18)
ou` c¯1(t) := (c1(t), g(t)). Soit h ∈ C
1([0, 1], G) la courbe telle que cˆ1(t) · h(t)
soit horizontal. Par [KN, preuve du lemme p. 69], la courbe h satisfait
h(0) = e et h˙(t) = TeRh(t)(γA( ˙¯c1(t)), ou` Ra est la translation a` droite
g 7→ ag. On de´duit de (18) que ℓ(h) est < ε, ou` ℓ(h) est la longueur de h
pour la me´trique riemannienne sur G obtenue par translations a` droite de
la me´trique de Killing. L’exponentielle des rayons donnant des ge´ode´siques
minimisantes pour cette me´trique riemannienne, on en de´duit que h(1) ∈W .
L’ouvert T := Tδ×(B(c(0), δ)×W ) de C
1([0, 1], U)×G, ou` Tδ est l’ouvert de
C1([0, 1], U) apparaissant dans (18), contient (c, z) et satisfait wA(T ) ⊂ Q.
Le langage des repre´sentations de groupo¨ıdes permet de bien poser le
proble`me suivant : quand est-ce que le transport paralle`le associe´ a` une
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connexion sur un fibre´ diffe´rentiable s’e´tend aux chemins C0 ? La re´ponse
est la suivante :
Proposition 6.8 Soient G, ξ et A comme dans la proposition 6.7. Alors,
la repre´sentation wA ∈ R(D(X), ξ) induite par le transport paralle`le de A
s’e´tend en un repre´sentation de Ch(X) sur ξ si et seulement si A est une
connexion plate.
Preuve: Par de´finition, A est plate si et seulement si et seulement si E
est feuillete´e en varie´te´s horizontales [KN, II.9]. Il est clair que dans ce cas
le transport paralle`le de A s’e´tend en un repre´sentation w¯A ∈ R(Ch(X), ξ).
Re´ciproquement, si une telle extension existe, comme le groupe de Lie G n’a
pas de petits sous-groupes, la proposition 6.6 assure que w¯A se factorise par
le groupo¨ıde fondamental Π(X). Le the´ore`me de re´duction classique [KN,
II, th. 7.1] montre qu’alors le fibre´ ξ|U : p
−1(U) → U , au dessus de tout
ouvert contractile U de X, admet une re´duction de son groupe structural
au groupe trivial et que A restreinte a` p−1(U) est plate.
6.5 The´orie de jauge sur graphes
Rappelons qu’un graphe (non-oriente´) Γ consiste en une paire d’ensembles
(S(Γ), A(Γ)) (sommets et areˆtes) avec deux applications α, β : A(Γ)→ S(Γ)
et une involution a 7→ a¯ sur A telle que α(a¯) = β(a) et β(a¯) = α(a). Par
exemple, pour n ∈ N, le graphe [n] se de´finit par S([n]) := {0, 1, . . . , n},
A([n]) := {(i, j) | |i− j| = 1}, α(i, j) := j, β(i, j) := i et (i, j) := (j, i).
Un chemin (de longueur n) dans Γ est un morphisme de graphes de [n]
dans Γ. L’ensemble des chemins dans Γ forment un S(Γ)-pre´groupo¨ıde C˜Γ,
muni de la topologie discre`te. Les applications source et but, la composition
et l’anti-involution sont de´finies comme pour les chemins de Moore dans
un espace topologique (voir §6.3). Observons que A(Γ) s’identifie naturelle-
ment au sous-ensemble de C˜Γ forme´ des chemins de longueur 1. Le S(Γ)-
groupo¨ıde associe´ par la proposition 6.2 sera note´ C(Γ). Il est e´galement
discret et s’identifie au groupo¨ıde fondamental de la re´alisation ge´ome´trique
|Γ| de Γ. De meˆme, ΩC(Γ) s’identifie au groupe fondamental π1(|γ|, ∗). Nous
supposerons que |Γ| est connexe.
Ce qui s’appelle en anglais un ”G-valued lattice gauge field” sur Γ cor-
respond a` un G-fibre´ ξ sur S(Γ) muni d’une repre´sentation w ∈ R(C(Γ), ξ).
Comme S(Γ) est discret, le fibre´ ξ est trivial. Une trivialisation peut en eˆtre
obtenue a` a` l’aide de w en choisissant un arbre maximal T dans Γ. En effet,
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T donne une C(Γ)-contraction sur tout S(Γ). En fixant une trivialisation
E(ξ) = S(Γ) × G de ξ, la repre´sentation w est de´termine´e par la donne´e
d’une application w1 : A(Γ) → G telle que w1(a¯) = w1(a)
−1. La formule
reliant w a` w1 est la suivante :
w(a, (α(a), g)) = (β(a), w1(a) g) , a ∈ A(Γ). (19)
Dans la litte´rature sur le sujet, l’application w1 est prise comme de´finition
d’un ”G-valued lattice gauge field” ([Cr, Ch. 7], [PS, § 3]).
Si γ est fini, le groupe π1(|γ|, ∗) est libre de rang 1 − χ(|Γ|), ou` χ(|Γ|)
est la caracte´ristique d’Euler de |Γ|. Le the´ore`mes B et C donnent ainsi des
home´omorphismes
R(C(Γ), ξ)/G1 ≈ R(π1(|γ|, ∗), G) ≈ G
1−χ(|Γ|). (20)
et
R(C(Γ), ξ)/G ≈ G1−χ(|Γ|)/conjugaison. (21)
Sous certaines hypothe`ses, la donne´e de (ξ, w) de´termine un G-fibre´
principal ξw sur |Γ| qui n’est pas trivial (voir, par exemple, [PS]). Par
(21), on obtient une partition de G1−χ(|Γ|)/conjugaison en fonction des classes
d’isomorphisme de ξw qu’il serait inte´ressant d’e´tudier.
6.6 Fibre´s e´quivariants
Soit Γ un groupe topologique agissant a` gauche sur X. Le graphe de l’action
C := {(y, γ, x) ∈ X × Γ×X | y = γx}
est un X-groupo¨ıde par les donne´es suivantes : α(y, γ, x) := x, β(y, γ, x) :=
y, ix := (x, e, x), (z, γ2, y)(y, γ1, x) := (z, γ2γ1, x) et (y, γ, x)
−1 := (x, γ−1, y).
Le groupe ΩC est banalement isomorphe au groupe d’isotropie Γ
{∗} de ∗. Le
X-groupo¨ıde C est localement trivial si l’action de Γ sur X est transitive
et si l’application q : Γ→ X donne´e par γ 7→ γ ∗ admet des sections locales
continues. Cette application sera alors un Γ{∗} (le fibre´ ξC du the´ore`me A).
On sait que cette situation se produit si, par exemple, X est le quotient
Γ/Γ0 d’un groupe de Lie Γ par un sous-groupe ferme´ Γ0 [St, § 7.5].
Soit ξ : E
p
−→ X un G-fibre´ principal sur X. Une repre´sentation de
C sur ξ est simplement une action a` gauche de Γ sur E telle que la pro-
jection p : E → X soit e´quivariante. On parle de G-fibre´ principal Γ-
e´quivariant ou d’action de Γ sur ξ. L’espace R(C, ξ) classe ces Γ-actions sur
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ξ a` conjugaison par une transformation de jauge pre`s. Par le the´ore`me B,
R(C, ξ) ≈ R(Γ{∗}, G)ξ . Remarquons que B ×Γ{∗} EΓ ≈ BΓ
{∗}; dans le cas
ou` G est abe´lien, on retrouve ainsi le the´ore`me A de [LMS]. Les relations
avec d’autres approches de fibre´s e´quivariants, comme par exemple [BH],
restent a` e´tudier.
Voici quelques exemples :
6.9 Γ = SO(3) agissant sur X = S2 et G = S1. On a ΩC = S
1 et le
fibre´ principal ξC du the´ore`me A est le fibre´ tangent unitaire a` S
2, dont
la classe d’Euler est 2. Par le the´ore`me d’existence, un S1-fibre´ principal
sur S2 admettra une SO(3)-action si et seulement si sa classe d’Euler est
paire. Dans ce cas, l’espace R(S1, S1) e´tant discret (home´omorphe a` Z par
le degre´), le the´ore`me B implique qu’il y a exactement une classe d’action de
SO(3) sur ξ a` conjugaison par une transformation de jauge pre`s. Observons
qu’il n’y a aucun choix possible pour l’action sur la fibre au dessus de ∗ ;
cette action est de´termine´e par ξ.
6.10 Γ = SU(2) agissant sur X = S2 et G = S1. Le fibre´ ξC du the´ore`me
A est alors le fibre´ de Hopf S3 → S2. On en de´duit que tout S1-fibre´ principal
sur S2 admet une SU(2)-action unique a` conjugaison par une transformation
de jauge pre`s.
6.11 Γ = SU(2) agissant sur X = S2 et G = SO(3). Il y a deux SO(3)-
fibre´s principaux ξ0 et ξ1 sur S
2, ξ0 e´tant le fibre´ trivial. Tout deux as-
socie´s au fibre´ de Hopf, ils admettent des SU(2)-actions mais seul ξ0 ad-
met des SO(3)-actions. Un homomorphisme continu de S1 dans SO(3)
est diffe´rentiable, donc un e´le´ment de R(S1, SO(3)) est un sous-groupe a`
un parame`tre dont l’image est un tore maximal de SO(3). On en de´duit
que si l’on identifie l’alge`bre de Lie so(3) a` R3 (quaternions purs), l’espace
R(S1, SO(3)) est la re´union des sphe`res de rayons entiers n = 0, 1, 2, . . ..
Donc, R(C, ξ0)/G1 est home´omorphe a` la re´union des 2-sphe`res de rayons 2n
(n = 0, 1, 2, . . .) et R(C, ξ1)/G1 a` celles de rayon 2n+1. Quant a` R(C, ξi)/G,
ils sont tout deux discrets de´nombrables.
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