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LINEAR PROGRAMMING ON NON-COMPACT
POLYTOPES AND THE KURATOWSKI CONVERGENCE
WITH APPLICATION IN ECONOMICS
ANNA DENKOWSKA, MACIEJ DENKOWSKI AND MARTA KORNAFEL
Abstract. The aims of this article are two-fold. First, we give a geo-
metric characterization of the optimal basic solutions of the general lin-
ear programming problem (no compactness assumptions) and provide a
simple, self-contained proof of it together with an economical interpre-
tation. Then, we turn to considering a dynamic version of the linear
programming problem in that we consider the Kuratowski convergence
of polyhedra and study the behaviour of optimal solutions. Our methods
are purely geometric.
1. Introduction
A classical problem in optimization theory and one that has a wide range
of applications economics, is the linear programming problem (LP for short).
In the canonical form it is written as:

cTx→ min
Ax = b
x ≥ 0,
where c ∈ Rn is the cost vector, cT is its transposed (thus cTx = 〈c, x〉
denotes the usual inner product), A is the matrix of a linear function
A : Rn → Rm, b ∈ Rm, x ≥ 0 means xi ≥ 0 for i = 1, . . . , n, and it is usually
assumed that the set of feasible solutions FA,b := {x ∈ R
n | Ax = b, x ≥ 0}
is compact, so that a solution necessarily exists.
The classical solution to this PL problem is given by the so called simplex
method. Observe that even a discrete LP problem, that is one in which we
consider F dA,b := FA,b ∩ Z
n can be reduced to the above one by considering
the LP problem on the convex hull conv(F dA,b). It is a classical and easy to
show fact that the solutions to the LP problem lie all on the boundary ∂FA,b
(more accurately: on the relative boundary computed in the unique affine
space of the lowest possible dimension containing FA,b) and it is sufficient
to look for them among the extremal points of FA,b. Recall that given a
closed, convex set F ⊂ Rn, a point x0 ∈ F is called extremal — we write
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then x0 ∈ F
∗ — if
∃x1, x2 ∈ F, ∃t ∈ (0, 1) : x0 = (1− t)x1 + tx2 ⇒ x1 = x2.
The following fact is well-known:
Proposition 1.1. Assuming that the rank rkA = m < n (which is not
really restrictive), a point x ∈ FA,b is extremal if and only if it is a basic
feasible solution.
Of course, a basic feasible solution is a point x ∈ FA,b such that either
x = 0, or the columns of A corresponding to the non-zero coordinates of x
are linearly independent.
Notation. Given an m× n matrix A we denote by A(i1,...,ik) the matrix A
without the rows with indices 6= ij . On the other hand A
j will denote the
j-th column of A. Finally, we write A = (A1, . . . , Am) with Ai : R
n → R
that are linear forms.
Let us stress that we will use interchangeably the words linear polytope
and polyhedron meaning actually convex polyhedron in the following sense:
Definition 1.2. A nonempty set E ⊂ Rn is called a convex polyhedron or
just polyhedron, if there is a non-zero linear mapping A : Rn → Rm and a
vector b ∈ Rm such that E = {x ∈ Rn | Ax ≤ b}.
Observe that this definition excludes Rn and that a polyhedron need not
be compact (1)
For a point x ∈ E,we denote by J(x) = {i ∈ {1, . . . , m} | Aix = bi} the
set of active constraints at x.
Of course, the describing linear mapping A is not uniquely determined,
unless we require it to be minimal in the following sense. Let d be the di-
mension of the convex polyhedron E. Then there is an affine d-dimensional
subspace V ⊂ Rn containing E (the affine hull or envelope of E, denoted
also by Aff(E)) and such that E = intV E. This affine hull is described
by n − d equations 〈wj, x〉 = uj. Now, let fk(E) denote the number of
k-dimensional faces of E. In particular, f0(E) = #E
∗ is the number of ver-
tices or extremal points, whereas fd−1(E) is the number of facets (faces of
maximal possible dimension) (2). Then in V ≡ Rd we need exactly fd−1(E)
linear inequalities Aix ≤ bi to describe E, as this set is the intersection of
as much half-spaces as it has facets. Therefore, a minimal description of E
is given by n− d linear equations together with fd−1(E) linear inequalities.
Hereafter we will deal with the general linear programming problem:
(GLP )
{
cTx→ min
Ax ≤ b
with A : Rn → Rm linear with m ≥ n. This is somehow motivated by the
following proposition, that we prove for the convenience of the reader.
1A compact convex polyhedron is usually called a polytope.
2Note that f0(E) may be zero, unlike fd−1(E).
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Proposition 1.3. Let EA,b = {x ∈ R
n | Ax ≤ b} with A as above. Then
x¯ ∈ E∗A,b implies that m ≥ n and there are indices i1 < . . . < in such that
A(i1,...,in)x¯ = (bi1 , . . . , bin) and detA
(i1,...,in) 6= 0. In particular,
⋂
i∈J(x¯)
{x ∈ Rn | Aix = bi} = {x¯}
where J(x¯) = {i ∈ {1, . . . , q} | Aix = bi} are the indices of the active
constraints at x¯.
The point x¯ ∈ E∗A,b is called a vertex of the polytope EA,b. In the usual
terminology x¯ is called a basic optimal solution.
Proof of Proposition 1.3. The point x¯ being extremal, it cannot lie in the
interior of EA,b. Thus, there is an index i ∈ J(x¯). We may assume that
i = 1. Now, we use the fact that for linear subspaces V,W ⊂ Rn we have
dimV ∩W ≥ dimV + dimW − n.
The case n = 1 being obvious, we may assume that n ≥ 2. Moreover,
no harm will be inflicted on generality, if we assume that Aj 6≡ 0. Thus
dimKerAj = n− 1 for all j.
Had we Aix¯ < bi for all i > 2, we would find a ball B centred at x¯ and
such that B ∩A−11 (b1) ⊂ EA,b. But this set has dimension n− 1 > 0 and so
x¯ is not extremal. Therefore there is i > 1 in J(x¯). We may assume that
i = 2. Since dimA−11 (b1)∩A
−1
2 (b2) ≥ n− 2, we conclude that this has to be
an equality for some index i > 1 (otherwise x¯ would not be extremal). Then
we may repeat the preceding argument in order to conclude that either there
must be an index i > 2 in J(x¯), or n = 2 and we have the equality sought
for. It is then clear that the procedure must end and that x¯ would not
be extremal if we needed less than n steps. Hence we have A1, . . . , An such
that
⋂n
i=1A
−1
i (bi) = {x¯}. This in turn implies that
⋂n
i=1KerAi = {0} which
means that A1, . . . , An are linearly independent which ends the proof. 
Remark 1.4. In this article we do not assume that EA,b is compact. Note
that in real life we often do not know exactly all the constraints (we lack
data) of a given engineering or economics problem and actually we are
dealing with a non-compact EA,b.
Note that the interest in matters conerning linear programming is still
quite important (see e.g. [6]). Our approach is very basic, nevertheless it
gives some applicable results.
We have two aims: to explain under which condition the GLP problem is
solvable and give a geometric solution to it, and to study what happens when
we approximate the polyhedron EA,b by similar polyhedra, in particular —
how do the solutions behave.
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2. Solving the GLP problem using normal cones
For a given set E ⊂ Rn and a point a ∈ E \ {a} we define the usual
Peano tangent cone of E at a as the cone
Ca(E) = {v ∈ R
n | ∃E ∋ xν → a, λν > 0: λν(xν − a)→ v},
and the normal cone of E at a as the cone
Na(E) = {w ∈ R
n | ∀v ∈ Ca(E), 〈v, w〉 ≤ 0},
which means that any vector w ∈ Na(E) forms with any vector v ∈ Ca(E)
an angle greater than or equal to π/2.
Keeping the notations introduced so far we obtain first:
Lemma 2.1. Let w ∈ EA,b. Then
Cw(EA,b) =
⋂
i∈J(w)
{x ∈ Rn | Aix ≤ 0}.
Proof. Both sets contain the origin. Take a non-zero vector v from the
tangent cone. Let EA,b ∋ xν → w and λν > 0 be the sequences yielding
λν(xν − w)→ v. For i ∈ J(w) we have
Ai(λν(xν − w)) = λν(Aixν − bi) ≤ 0,
for λν are positive. Therefore, Ai being continuous, we obtain Aiv ≤ 0, as
required.
Take now v 6= 0 belonging to the set on the right-hand side. Then for
i ∈ J(w) we have Aiw = bi and so for any ε > 0, we obtain
Ai (εv + w) = εAiv + bi ≤ bi.
If in turn i /∈ I(w), then Aiw < bi, and so suitably small ε ensure that
Ai (εv + w) = εAiv + Aiw < bi
still holds. Now, taking εν decreasing to zero and λν :=
1
εν
we conclude that
xν := ενv + w ∈ EA,b and λν(xν − w) = v. 
In particular, we can reconstruct EA,b from its vertices:
Proposition 2.2. If E∗A,b 6= ∅, then
EA,b =
⋂
w∈E∗
A,b
(Cw(EA,b) + w).
Proof. The inclusion ‘⊂’ is obvious (compare with the previous proof).
Take now a point x from the set on the right-hand side. Then for any
i ∈
⋃
w∈E∗
A,b
J(w) =: J we obtain Ai(x − w) ≤ 0, i.e. Aix ≤ bi. It remains
to observe that if there is an index j ∈ {1, 2, . . . , m} \ J , then the corresp-
ponding inequality Ajx ≤ bj is superfluous in the description of EA,b. We
may thus conclude that x ∈ EA,b. 
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It follows also from the lemma above that for w ∈ EA,b, Nw(EA,b) =
{
∑
i∈J(w) λiai | λi ≥ 0, i ∈ J(w)} where Ai(x) = 〈ai, x〉. Therefore, we
easily obtain the following remark.
Corollary 2.3. The polyhedron EA,b is unbounded iff either E
∗
A,b = ∅, or
E∗A,b 6= ∅ and ⋃
w∈E∗
A,b
Nw(EA,b) 6= R
n.
Now we are ready to prove in an elementary fashion the following basic
theorem:
Theorem 2.4. Let a linear mapping A : Rn → Rm of rank n define a (pos-
sibly unbounded) polyhedron EA,b. Then the functional f(x) = c
Tx attains
its minimum on EA,b, if and only if
−c ∈
⋃
w∈E∗
A.b
Nw(EA,b).
In particular, the minimum is attained at those vertices w ∈ EA,b for which
−c ∈ Nw(EA,b).
Note that such a result can of course be deduced from some much more
general results in convex analysis involving subgradients and so on (compare
e.g. [1]). In our opinion, however, it is rather useful – in view of the
importance of linear programming – to have a straightforward and self-
contained proof, based on simple geometric notions.
Before proving the theorem, we note the following lemma:
Lemma 2.5. Let f(x) = cTx and consider a nonempty closed set C ⊂ Rn.
Let V be the affine envelope of C. Then f attains infx∈C f(x) iff there is a
point in the relative boundary x0 ∈ ∂VC for which f(x0) = infx∈C f(x).
Proof of Theorem 2.4. Using the previous lemma it is easy to check the
well-known fact that f attains its minimum on EA,b iff there is a vertex
w ∈ E∗A,b such that f(w) = infEA,b f .
Therefore, it suffices to prove that for a given vertex w, 〈c, x〉 ≥ 〈c, w〉 for
all x ∈ EA,b iff −c ∈ Nw(EA,b), i.e. 〈−c, v〉 ≤ 0 for all v ∈ Cw(EA,b).
We begin with the ‘if’ part. By Proposition 2.2, for any x ∈ EA,b we have
x−w ∈ Cw(EA,b). Now, 〈c, w〉 ≤ 〈c, x〉 is equivalent to 〈c, w− x〉 ≤ 0, or in
other words 〈−c, x− w〉 ≤ 0. The latter we know to be true.
Now, for the ‘only if’ part, to prove that −c ∈ Nw(EA,b) we take any point
v ∈ Cw(EA,b). Then we consider the approximating sequence λν(xν−w)→ v
with EA,b ∋ xν → w and λν > 0. We have 〈c, xν〉 ≥ 〈c, w〉 and this remains
true when we multiply both sides by λν , whence 〈c, λν(xν −w)〉 ≥ 0. After
multiplying both sides by −1 and passing to the limit we obtain 〈−c, v〉 ≤ 0
as required. 
Remark 2.6. The theorem above has a straightforward real-life application.
It says that any functional cTp x, where p is a parameter, attains its minimum
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(or maximum — by duality) at a fixed vertex w ∈ E∗A,b as long as the cost
vectors −cp remain in the normal cone Nw(EA,b). Moreover, we do not
need the compactness of EA,b to obtain this, which means that some of the
constraints are negligible.
For instance, suppose that a factory produces n products selling them at
prices cj that could vary, as dictated by the market, in the intervals [aj , bj ]
(j = 1, . . . , n) and the constraints Ax ≤ b correspond to how the machines
can be set up (and the data may be incomplete, as they are in real life, i.e.
EA,b can be non-compact). Assuming that the set up x¯ ∈ EA,b is optimal
for the profit cTx to be maximal, the theorem says precisely how may the
prices evolve without raising the need of changing the set up x¯ in order to
keep the profit maximal: to do this we only need to compute the normal
cone at x¯ (or more accurately, at the vertex corresponding to this optimal
point).
3. Kuratowski convergence and LP problem
First, let us recall the notion of convergence of sets we will be using. We
will state the definition for a natural type of nets (generalized sequences).
Consider a set E ⊂ Rkt × R
n
x and denote by Et := {x ∈ R
n | (t, x) ∈ E}
its section at t ∈ Rk. Also, let π(t, x) = t be the natural projection and fix
t0 ∈ π(E).
Definition 3.1. We write x ∈ lim supt→t0 Et iff for any neighbourhood
U ∋ x and for any neighbourhood V ∋ t0 there exists a point t ∈ V ∩ π(E)
different from t0 and such that Et ∩ U 6= ∅. We call the resulting set the
Kuratowski upper limit of Et at t0.
We write x ∈ lim inf Et iff for any neighbourhood U ∋ x there is a neigh-
bourhood V ∋ t0 such that for all t ∈ V ∩π(E) \ {t0}, we have Et ∩V 6= ∅.
We call the resulting set the Kuratowski lower limit of Et at t0.
We say that Et converges to the set F ⊂ R
n iff
lim sup
t→t0
Et = lim inf
t→t0
Et = F.
We write then F = limt→t0 Et or Et
K
−→ F (t→ t0).
Remark 3.2. Of course, lim inft→t0 Et ⊂ lim supt→t0 Et and both sets are
closed. Moreover, they do not change, if we take Et instead of Et. Therefore,
it is natural to restrict ourselves only to closed sets. Observe also that
F = lim
t→t0
Et ⇐⇒ lim sup
t→t0
Et ⊂ F ⊂ lim inf
t→t0
Et.
Note that a sequence of sets (Eν) can be identified with the t-sections of
the set E =
⋃
ν{1/ν} × Eν ⊂ R× R
n and thus the upper and lower limits
of (Eν) for ν → +∞ may be understood as lim supt→0Et and lim inft→0Et,
respectively. In this case it is easy to see that lim inf Eν consists of all the
possible limits of converging sequences xν ∈ Eν , while lim supEν consists
of all the possible limits of converging subsequences xνs ∈ Eνs.
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Remark 3.3. For compact sets, the Kuratowski convergence is exactly the
convergence in the usual Hausdorff measure. Note also that for a given set
E ⊂ Rn and a ∈ E we have
Ca(E) = lim sup
ε→0
E − a
ε
.
We will denote by H(a; b) the affine hypersurface 〈a, x〉 = b, where
||a|| = 1 and by Hˆ(a; b) the half-space defined by 〈a, x〉 ≤ b. Observe
that Hˆ(aν ; bν)
K
−→ Hˆ(a; b), whenever aν → a, bν → b and the same is true
for the corresponding hypersurfaces.
Recall that we say that two sets E1, E2 ⊂ R
n can be separated, if there
are a, b such that Ei ⊂ Hˆ((−1)
ia; (−1)ib), i = 1, 2 which for convex sets
is equivalent to 0 not being an interior point of E1 − E2 (cf. [8] Theorem
2.39).
Let us also note the following easy Proposition:
Proposition 3.4. The Kuratowski limit of a converging sequence of convex
set is a convex set.
Proof. Let Cν be convex sets converging to a set C0. Take x, y ∈ C0.
Then, due to the convergence, these points are limits of some sequences
xν , yν ∈ Cν , respectively. But [xν , yν] ⊂ Cν and clearly, the limit of a
sequence of segments is a segment (maybe reduced to a point). It follows
easily that [x, y] ⊂ C0. 
We start this section with a short discussion of the following question:
Assume that∅ 6= C ⊂ Rn is a closed, convex set and f : C → R a continuous
function with M := supx∈C f(x) < +∞. When does there exist a point
x0 ∈ C such that f(x0) =M?
Of course, the question makes sense in particular for an unbounded set
C. In general there is not much hope to obtain a positive answer: for n = 1
and C = [0,+∞) take f(x) = arctan x. If f were linear, we would have a
realizing point in this case.
Even though f is linear, such a realizing point x0 may not exist in general,
unless C is a polyhedron. Take n = 2, C = {(x, y) | x > 0, y ≥ 1/x} and
f(x, y) = −y.
Nevertheless, the following is true:
Proposition 3.5. Let C = {x ∈ Rn | 〈ai, x〉 ≤ bi, i = 1, . . . , k} be a
nonempty polyhedron and f(x) = 〈c, x〉 with M := supx∈C f(x) < +∞.
Then, independently of the fact whether C is bounded or not, there is a
point x0 ∈ C such that f(x0) = M .
Proof. If f 6≡ 0, we may assume that ||c|| = 1 and C is unbounded. Then we
have C ⊂ Hˆ(c;M) and clearly dist(f−1(M), C) = 0. Take a sequence (xν) ⊂
C for which f(xν) → M . Each point xν can be written as
f(xν)
||c||2
c + zν =
f(xν)c + zν where zν ∈ Kerf . This gives us points Mc + zν ∈ f
−1(M) and
yν ∈ C realizing their distance to C. Then it is easily seen that f(yν)→M .
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We may assume now that ||yν|| → +∞ (otherweise the limit of a conver-
gent subsequence yields a point in C realizing M for f). Since yν ∈ ∂C,
then passing to a subsequence we may assume furhter that 〈ai, yν〉 = bi for
i = 1, . . . , N with N ≥ 1, while 〈ai, yν〉 < bi for i = N + 1, . . . , k. Then
choosing a subsequence we will get yν−y1
||yν−y1||
→ v and of course [y1, yν ] ⊂ C
for each ν. Then ℓ := y1+R+v ⊂ C and we obtain dist(ℓ, f
−1(M)) = 0, i.e.
ℓ ⊂ f−1(M). 
Suppose that Sν is the set of solutions of c
Tx→ min on EA,bν . When do
these sets converge to the set of solutions of cTx → min on EA,b and what
can guarantee that the latter is nonempty?
The main theorem of the preceding section gives a possible answer to this
problem. Namely, if we know how do behave the normal cones and if we
know that the cost vectors are ‘nicely’ related to them, then we can say that
the limit problem has a solution and even give the vertex realizing it.
Theorem 3.6. Let Eν ⊂ R
n be a sequence of convex polyhedra such that
Eν
K
−→ E 6= ∅ where ∅ ( E ( Rn, and one of the following conditions is
satisfied: either E is compact and there is a uniform bound #E∗ν ≤ M , or
there is a uniform bound fdimEν−1(Eν) ≤M . Then
(1) E is a convex polyhedron, too, and #E∗ ≤ #E∗ν , for almost all
indices;
(2) For any vertex v ∈ E∗ there is a sequence of vertices E∗ν ∋ vν → v
and Cvν (Eν)
K
−→ Cv(E), as well as Nvν (Eν)
K
−→ Nv(E);
(3) If fν : R
n → R is a sequence of linear forms converging to f : Rn → R
and such that each fν attains its maximum on Eν, then f attains its
maximum on E; moreover, argmax fν
K
−→ argmax f , provided one
of the following conditions holds: either E is compact, or #E∗ =
#E∗ν for indices large enough, or maxE f exists and is the limit of
maxEν fν.
Remark 3.7. In the noncompact case a uniform bound on the number of
vertices is in general not enough to obtain a polyhedron as the limit. Con-
sider an approximation of the unit circle in R2 by ν-gones inscribed in it.
Embed the plane R2 × {0} → R3 and consider the infinite cones spanned
over the ν-gones from the vertex at (0, 0, 1) — these are the sets Eν . Of
course, they are convex, non-compact polyhedra converging to the regular
cone spanned over the circle from the point (0, 0, 1). Not only the limit is
no longer a polyhedron, but it has infinitely many extremal points, while
E∗ν = {(0, 0, 1)}.
Of course, the assumption that ∅ ( E ( Rn is unavoidable, too, cf.
(−∞, ν]
K
−→ R, while (−∞,−ν]
K
−→ ∅ — in both cases the limit is not a
polytope according to our definition.
Finally, the last point can be illustrated by the following example in R2:
let fν(x, y) = f(x, y) = −y and let Eν = {(x, y) ∈ R
2 | x, y ≥ 0, νy ≥ ν−x}.
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Then Eν converges to E = {(x, y) | x ≥ 0, y ≥ 1}, but the maximizers do
not converge.
In the course of the proof we shall be using the following notions.
Definition 3.8. Two linear inequalities 〈ai, x〉 ≤ bi with ||ai|| = 1, i = 1, 2
are called inverse equivalent (i-e for short), if a1 = −a2 and b1 = −b2.
Put together, two i-e inequalities describe the affine hypersurfaceH(a1; b1) =
H2(a2, b2).
Let a1, a2 ∈ R
n be non-colinear unit vectors. We put v(a1, a2) :=
a1 + a2
|||a1 + a2||
.
Lemma 3.9. Let Vν and V be real cones (
3) in Rn with Vν
K
−→ V . Then
the normal cones N(Vν) converge to N(V ).
Proof. Take w ∈ lim supN(Vν) and v ∈ V . Then there is a sequence Vν ∋
vν → v and a subsequence N(Vνk) ∋ wνk → w. Since 〈wνk , vνk〉 ≤ 0, we get
〈w, v〉 ≤ 0, i.e. w ∈ N(V ).
Fix now w ∈ N(V ). Without loss of generality we may assume that
||w|| = 1. Then V ⊂ Hˆ(w; 0) and the type of convergence implies that for
large indices, Vν ⊂ Hˆ(w, 0). Indeed, Vν ∩ R
n \ {0} = Vν \ {0} converge to
V \ {0}, whence Vν \ {0} ∩ intHˆ(w, 0) converge to V \ {0} ∩ intHˆ(w; 0) =
V \ {0}. It follows that w ∈ N(Vν), for almost all indices, i.e. N(V ) ⊂
lim inf N(Vν). 
Proof of Theorem 3.6. If E is compact, then so are the sets Eν , from some
index onward (this follows directly from the definition of the convergence,
compare e.g. [5]). Then it is easy to see that fk(Eν) ≤
(
f0(Eν)
k+1
)
, since a k-
dimensional face must contain k+1 affinely independent points that define
it. Therefore, we will be working under the assumption that the number of
facets is uniformly bounded.
By passing to a subsequence, we may assume that all the polyhedra Eν
have the same dimension d and then that the numbers fk(Eν), k = 0, . . . , d−
1 are independent of the index, both in the compact and non-compact case.
What is more, we may assume that d = n due to the following argument.
Let Vν = Aff(Eν) and let ~Vν be the underlying vector space. Then by
the Zarankiewicz Theorem (i.e. sequential compacity), after passing to a
subsequence we can find a limit ~V0 = lim ~Vν which is, obviously, also a
d-dimensional vector space. But if we fix a point x0 ∈ E and take any
sequence Eν ∋ xν → x0, then we see that Vν converge to V0 := ~V0 + x0 and
of course, V0 ⊃ E.
It follows now easily from the definition of the Kuratowski convergence
that we may assume that all the sets Eν lie in the same d-dimensional space
V0, or rather that, actually, we are dealing with n-dimensional polyhedra.
3I.e. tV ⊂ V for any t ≥ 0.
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This implies that we can describe the sets Eν in the following manner:
Eν : 〈ai,ν , x〉 ≤ bi,ν , i = 1, . . . , N = fn−1(Eν),
with ||ai,ν || = 1 for all i, ν. Again, passing to a subsequence, we may assume
that ai,ν → ai for each i when ν → +∞.
Now, each sequence (bi,ν)ν may be bounded or unbounded. Note that
since E 6= ∅, we cannot have bi,ν → −∞. On the other hand, if bi,ν → +∞,
then from the set-theoretical point of view, the corresponding i-th constraint
stops playing any role in the description, i.e. we may forget it in the limit.
The only interesting case is when (for a subsequence) bi,ν → bi ∈ R.
Assume that, passing to a subsequence, (bi,ν)ν have limits bi for i =
1, . . . , N ′ and diverge to +∞ for i = N ′ + 1, . . . , N . Observe that there
must be N ′ ≥ 1, because E 6= Rn. Consider first the set
E ′ : 〈ai, x〉 ≤ bi,ν , i = 1, . . . , N
′.
It may happen that some pairs of the constraints above are i-e. Suppose
that this is the case for the indices i, j. It may happen that ai,ν = −aj,ν for
all indices (but, of course, bi,ν 6= bj,ν due to the assumption that dimEν =
n) — we will say then that the pair of constraints (i, j) is parallel i-e.
Suppose, however, that it is not the case, i.e. we can assume that ai,ν , aj,ν
are not colinear, for all indices (as usual, by extracting a subsequence).
Then vij,ν = v(ai,ν , aj,ν) make sense and due to the type of convergence,
the positive cones R+ai,ν + R+aj,ν must converge to an affine half-plane.
Therefore, the vectors vij,ν have a well-defined limit vij (for once there is no
need to extract a subsequence).
In this situation, adding to the description of Eν the inequality 〈vij,ν, x〉 ≤
uij,ν where uij,ν is the value at a point x0 satisfying 〈ai,ν , x0〉 = bi,ν and
〈aj,ν, x0〉 = bj,ν (
4), does not change Eν . We may assume that vij,ν → vij.
We face again two possibilities. NamelyWij,ν := H(ai,ν , bi,ν)∩H(aj,ν, bj,ν)
may converge (after passing to a subsequence) to an affine n−2-dimensional
subspace Wij, or to the empty set: this depends on whether the translating
vectors wij,ν in Wij,ν = wij,ν + ~Wij,ν with ||wij,ν|| = dist(0,Wij,ν) have a
bounded subsequence or not. Clearly, this corresponds to the behaviour
of uij,ν, i.e. we will obtain Wij, provided the uij,ν converge to some uij ∈
R. Otherwise, if Wij,ν
K
−→ ∅, then Hˆ(ai,ν , bi,ν) ∩ Hˆ(aj,ν, bj,ν) converge to
an affine hyperplane and we do not need to bother adding the additional
constraint 〈vij,ν, x〉 ≤ uij,ν to the description of Eν , as it does not play any
role in the limit.
We introduce now the set
E ′′ := E ′ ∩ {x ∈ Rn | 〈vij, x〉 ≤ uij, (i, j) ∈ I}
where I is the set of all pairs of indices from {1, . . . , N ′} that are i-e but
not parallel i-e and for which uij is well-defined. We claim that E = E
′′.
4There must necessarily exist such a point for large indices ν, for by assumptions
H(ai,ν ; bi,ν) and H(aj,ν ; bj,ν) are not parallel.
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It is obvious that E ⊂ E ′′: for E = lim inf Eν , whence any x0 ∈ E is the
limit of some sequence of points xν ∈ Eν and we just pass to the limit in
the description (5). To prove the converse, take a point x0 ∈ E
′′. There is
x0 ∈ E
′ and if we had only strict inequalities in the description, we would
be able to move ai and bi to ai,ν and bi,ν , for sufficiently large indices ν,
without changing the inequalities; i.e. x0 ∈ E in such a case. Assume,
however, that there is
〈ai, x0〉 = bi, i = 1, . . . , N
′′
〈ai, x0〉 < bi, i = N
′′ + 1, . . . , N ′,
where 1 ≤ N ′′ ≤ N ′. We may also assume that for ν ≫ 1,
〈ai,ν , x0〉 > bi,ν i = 1, . . . , N
′′′
〈ai,ν , x0〉 ≤ bi,ν , i = N
′′′ + 1, . . . , N ′,
for some 1 ≤ N ′′′ ≤ N ′′. Observe that it implies that for the distance
dν := dist(x0, Eν) which is realized by exactly one point xν ∈ Eν (due to
the convexity of the sets Eν), we necessarily have 〈aiν ,ν, xν〉 = biν ,ν, for some
iνthatnecessarily belongs to {1, . . . , N
′′′} (the point realizing the distance
has to lie on the boundary). Then we may assume that iν =: i0 does
not depend on ν, i.e., to be more specific, that we have (possibly after a
permutation of {1, . . . , N ′′′})
〈ai,ν , xν〉 = bi,ν , i = 1, . . . , i0
〈ai,ν , xν〉 < bi,ν , i = i0 + 1, . . . , N
′.
Now, dν → d := dist(x0, E), because, if ε > 0, then B(x0, d− ε)∩E = ∅,
while B(x0, d + ε) ∩ E 6= ∅ and these conditions hold also for ν ≫ 1, due
to the convergence (cf. [5] Lemma 2.1). This implies d − ε < dν < d + ε,
ν ≫ 1, as required. Moreover, (xν) has to be a bounded sequence, since
dν = ||x0 − xν ||, so that we may assume that xν → x¯0. Of course, x¯0 ∈ E
and it realizes d. This realizing point is unique, because E is a convex set,
too.
Suppose that all the points xν lie on a facet of the corresponding set Eν ,
i.e. i0 = 1. Then, there must be x0 = xν + dνai0,ν , which means that
〈ai0,ν , xν〉 = bi0,ν yields
〈ai0,ν , x0〉 − dν = bi0,ν .
By passing to the limit, we get
〈ai0 , x0〉 − d = bi0 .
But 〈ai0, x0〉 = bi0 , whence d = 0, i.e. x0 = x¯0 ∈ E.
Suppose that i0 > 1 and let xν,i denote the orthogonal projections of
x0 onto H(ai,ν; bi,ν) for i = 1, . . . , i0 and dν,i = dist(x0, H(ai,ν; bi,ν)). By
the argument above, dν,i → 0. Now, if {1, . . . , i0} × {1, . . . , i0} ∩ I = ∅,
5Remember that we are working on a subsequence of Eν chosen by taking into account
I, among other conditions.
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then this implies that xν → x0, i.e. x0 = x¯0. Otherwise, let us consider
the corresponding additional constraints 〈vij,ν , x〉 ≤ uij,ν together with the
orthogonal projections xν,ij toH(vij,ν, wij,ν) and the corresponding distances
dν,ij. Note that we necessarily have 〈vij,ν, xν〉 = uij,ν, whence, as earlier,
we obtain dν,ij → 0. Nowarguing similarly asin the proof of [2] Theorem
1.1 based on [7] Formula (13) (compare [2] Theorem 1.3;in particular the
constant in this theorem is bounded), this is sufficient to conclude that
xν → x0 (
6). This ends the proof of (1).
Once we have obtained (1) with the convergence of the facets, we di-
rectly get (2) from simple linear algebra (compare Proposition 1.3): if E is
n-dimensional, then a vertex is described by n linearly independent inequal-
ities. Then thenearby inequalities are linearly independent and it follows
that they define a vertex approaching the one in question. If, however, we
had some i-e inequalities so that dimE = k < n, then the same kind of
argument works for k describing functions restricted to Aff(E). If we take
into account also the i-e inequalities, then we see that the vertex must be a
limit of vertices. Proposition 2.1 implies now the convergence of the tangent
cones, while Lemma 3.9 yields the assertion concerning the normal cones.
Finally, the first part of (3) holds, because f(x) = 〈c, x〉 attains a maximum
on E iff Hˆ(c/||c||, b) ⊃ E for some b; since this holds foreach index ν, it will
hold also in the limit. For the second part, the compactness of E implies
the compactness of Eν and Theorem 2.4 gives the result. The same argu-
ment is valid, if the number of vertices is constant, since the maximum is
realized in a vertex. If we know that the maxima Mν converge to the max-
imum M of f on E, then we easily get the convergence of the maximizers
H(cν/||cν||;Mν/||cν ||) ∩ Eν to H(c/||c||,M/||c||) ∩ E using the half-spaces
(compare [8] Theorem 4.32). 
Remark 3.10. Let us observe that a particular case of this theorem can be
directly derived from [8] Theorem 4.32 (a). Essentially, this theorem states
that if Aν → A for linear maps Aν , A : R
n → Rm and the sets A(Rn) and∏m
i=1(−∞, bi] cannot be separated, then EAν ,bν
K
−→ EA,b when bν → b. This,
however, does not cover entirely our result.
The last point of the Theorem is a particular instance of the De Giorgi-
Franzoni Theorem, namely:
Theorem 3.11. Assume that the vectors cν ∈ R
n converge to c and let Mν
denote the set of minimizers of fν(x) = c
T
ν x in E = EA,b. ThenMν converge
in the sense of Kuratowski to the set M ⊂ E being the set of minimizers
for the limiting functional f(x) = cTx.
It follows from the proof of Theorem 3.6 that for linear polytopes we have
also the following strong result.
6Essentially, what is taken care of here may be illustrated by the following simple
example in the plane: let Eν be given by −y ≤ 0 and y − (1/ν)x ≤ 0 which are i-e
constraints; these sets converge to E = [0,+∞)× {0} but E′ is the whole x-axis.
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Theorem 3.12. A sequence of linear polytopes Eν converges iff their bound-
aries ∂Eν converge and then
∂ lim
ν→+∞
Eν = lim
ν→+∞
∂Eν .
Moreover, if the polytopes Eν have nonempty interiors, then R
n \ Eν con-
verges to the complement of the limit of the sets Eν.
Remark 3.13. Of course, this type of result necessarily requires at least
a convexity assumption. Indeed, if K is the unit disc in the plane, then
K \
1
ν
K converges toK but the boundaries do not converge to the boundary
of the limit.
4. Examples of application
We end our paper with some simple examples of application. Let us start
with an economical one that illustrates Theorem 2.4.
Example 4.1. A factory produces n articles that are sold at prices c1, . . . , cn
per unit. Of course, the prices are subject to some variations. We denote
by aij the coefficient encoding how much of the j-th raw material is used
to produce the i-th article. Let βj be an upper bound for the stock of the
j-th raw material.
As is well-known, in order to maximize the profit we have to solve a linear
programming problem given by

cTx→ max
[aij ]x ≤ β
x ≥ 0,
where c = (c1, . . . , cn) is the cost vector and x = (x1, . . . , xn) gives the
number of articles produced.By passing to the dual problem, we may rewrite
this as −cTx→ min. Here
A =


a11 . . . a1n
. . .
. . . . . .
am1 . . . amn
−1 . . . 0
. . .
. . . . . .
0 . . . −1


and b = (β, 0, . . . , 0)T .
Ifi x¯ denotes an optimal point, it implies a certain regulation of the ma-
chines in the factory. Now, Theorem 2.4 tells us that this regulation is
optimal (gives a maximal profit) as long as the prices represented by the
cost vector c do not leave the cone Na(E) for an appropriate choice of the
vertex a in the feasible set E. Note that computing the cones from initial
data is an easy task.
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Example 4.2. Consider the producer’s system [4], where the production set
Y is given by constraints Ay ≤ b with the properties Y ∗ 6= ∅ and Y ∩(−Y ) ⊂
{0}. The goal is to maximize the producer’s profit pTy. Therefore taking
f(y) = −pTy we look for minimum over the set Y . By theorem 2.4 the
optimal production plan is at some y∗ ∈ Y ∗ and the optimal price is the
one satisfying p ∈ Ny∗(Y ).
In the next picture we present this example in two-dimensional space of
goods. Pay attention that we do not have any returns to scale, i.e. in
contrast to [4] we waive the assumption about the convexity of production
set Y . Additionally, the constants below satisfy b > a > 0, b > 1(7).
Y = Y1 ∪ Y2 = {(y1, y2) ∈ R
2 : y2 ≤ a ∧ y2 ≤ −
1
2
y1 ∧ y2 ≤ −2y1}∪
{(y1, y2) ∈ R
2 : y2 ≤ −b ∧ y2 ≤ −2y1 + 2}
Then Y ∗ = {(−2a, a), (0, 0), (b,−2b), (b+ 1,−2b)} and:
N(−2a,a)(Y ) = {(p1, p2) ∈ R
2 : p2 ≥ 0 ∧ p2 ≥ 2p1}
N(0,0)(Y ) = {(p1, p2) ∈ R
2 : 2p1 ≥ p2 ≥
1
2
p1}
N(b,−2b)(Y ) = ∅
N(b+1,−2b)(Y ) = {(p1, p2) ∈ R
2 : p2 ≥ 0 ∧ p2 ≥
1
2
p1}
For the prices from the corresponding cones the profit from production
is:
π(−2a,a)(p1, p2) = −2ap1 + ap2 =: π1
π(0,0)(p1, p2) = 0
π(b+1,−2b)(p1, p2) = (b+ 1)p1 − 2bp2 =: π2
Moreover, the constraint b > 1 implies π1 > π2. Therefore the optimal
producion plan is y∗ = {(−2a, a)} giving the maximal profit π∗ = π1.
4.1. Kuratowski convergence and LP problem.
Example 4.3. Continuing the 4.2, consider the producer’s system, in which
the producer is introducing some innovations. The innovations may be
understood as the employment of some new technologies into the production
process, rearrengement of the existing production process in the way that
increases production abilities, etc. All of them result in extension of the set
of possible production plans, denoted as Yν . We naturally ask about the
influence of those changes on the optimal plans. When can we assure that
realisation of a current producer’s optima leads to the optimal production
in the final set Y ? The positive answer is given by Theorem 3.6, provided
the sets Yν converge to the set Y in Kuratowski sense.
To illustrate the example let’s consider again the following numerical
example in two-dimensional space of goods. As before, the constants below
satisfy b > a > 0, b > 1.
7This assumption is only technical. The fact that a, b > 0 implies that in the considered
example the production set meets the standard economic expectations. Thanks to the
fact that b > a and b > 1 it is possible to determine the optimal production plan
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Yν = Y1,ν ∪ Y2,ν = {(y1, y2) ∈ R
2 : y2 ≤ a ∧ y2 ≤ −
ν
2
y1 ∧ y2 ≤ −
2
ν
y1}∪
{(y1, y2) ∈ R
2 : y2 ≤ −b ∧ y2 ≤ −
2
ν
y1 + 2}
Then the Kuratowski limit of the sequence (Yν) when ν ր 1 is the set
Y defined in the example 2.2. Moreover, the sequence (Yν) is ascending,
i.e. for µ > ν it holds Yν ⊂ Yµ. This represents the described expansion of
production set.
The candidates for ν-optimal production plans are Y ∗ν = {(−
2a
ν
, a), (0, 0), (νb,−2b),
(νb+ 1,−2b)}, while the corresponding normal cones are:
N(− 2a
ν
,a)(Y ) = {(p1, p2) ∈ R
2 : p2 ≥ 0 ∧ p2 ≥
2
ν
p1}
N(0,0)(Y ) = {(p1, p2) ∈ R
2 : 2
ν
p1 ≥ p2 ≥
ν
2
p1}
N(νb,−2b)(Y ) = ∅
N(νb+1,−2b)(Y ) = {(p1, p2) ∈ R
2 : p2 ≥ 0 ∧ p2 ≥
ν
2
p1}
The profits generated by the production plans and price vectors from
corresponding normal cones are:
π(− 2a
ν
,a)(p1, p2) = −
2a
ν
p1 + ap2 =: π1,ν
π(0,0)(p1, p2) = 0
π(νb+1,−2b)(p1, p2) = (νb+ 1)p1 − 2bp2 =: π2,ν
By similar arguments as before y∗ν = (−
2a
ν
, a) and π∗ν = π1,ν . Clearly,
lim
νր1
y∗ν = y
∗ and lim
νր1
π∗ν = π
∗.
Now we present an example in which the number of vertices is reduced
in the limit passing.
Example 4.4. Consider the descending sequence of production sets:
Yν = {(y1, y2) ∈ R
2 : y2 ≤ a ∧ y2 ≤ −νy1−2a ∧ y2 ≤ −
1
ν
y1−
(ν + 1)2
ν
·a ∧ p1 ≤ 0}
with ν ր 1. Then for any 1 > ν > 0 the set of veritices is
Y ∗ν =
{
(−
3a
ν
, a), (−a,−(2 + ν)a),
(
0,−
(ν + 1)2
ν
· a
)}
.
The Kuratowski limit of the sequence (Yν) when ν ր 1 is the set
Y = {(y1, y2) ∈ R
2 : y2 ≤ a ∧ y2 ≤ −y1 − 2a ∧ p1 ≤ 0},
for which Y ∗ = {(−3a, a), (0,−4a)}. Clearly, for any ν ∈ (0, 1) the optimal
plans are y∗ν = (−
3a
ν
, a), which converges to the optimal production plan in
the limiting set y∗ = (−3a, a) ∈ Y .
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