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Abstract
The goal of this project is to study the results of the paper Macroscopic Description for Networks of
Spiking Neurons by Ernest Montbrió, Diego Pazó and Alex Roxin published in Physical Review X in
2015 [1]. We will review the main points of their paper and replicate their results numerically. The
goal of their paper is to obtain a robust model to describe the behaviour of neuronal networks by
means of a system of ordinary differential equations involving two macroscopic variables: the mean
membrane potential and the firing rate. The study starts from a neuronal network of N neurons
all-to-all coupled, each one modelled by an equation of Quadratic Integrate-and-Fire type. In the
thermodynamic limit, i.e., when N tends infinity, one can use a continuity equation. Assuming an
ansatz for this equation, one can obtain a 2-dimensional system of ODEs, which we refer to as
rate model, that has the mean membrane potential and firing rate as its variables. For this system,
we study the fixed points and periodic orbits and their stability, as well as bifurcations for the
parameters that model the strength of the coupling and the heterogeneity in the network. Once
we have studied the reduced rate model, we check the precision of the reduced system comparing
with the numerical simulations of the whole network.
Keywords
• "Spike" o potencial d’acció: canvi ràpid en el potencial de membrana d’una neurona, que
consisteix en un augment del potencial seguit d’una disminució en un cicle que dura uns pocs
mil·lisegons.
• Potencial mitjà de membrana: mitjana aritmètica del potencial de membrana d’un conjunt
de neurones en un instant de temps donat.
• Freqüència de descàrrega: fracció de neurones que emeten un spike en un determinat
interval de temps, dividit aquest intèrval.
• Quadratic "Integrate-and-Fire"(QIF): model per a l’evolució del voltatge d’una neurona
consistent en una equació diferencial quadràtica per al voltatge de la neurona i un terme de
reinicialització quan s’assoleix un cert potencial llindar.
• Sinapsis: connexió entre neurones on té lloc la transmissió dels impulsos nerviosos entre
neurones.
1. Introducció
La neurociència computacional utilitza eines quantitatives per a l’estudi del cervell. Un dels seus
principals objectius és entendre el funcionament de les xarxes neuronals, responsables de l’activitat
cerebral. A nivell quantitatiu, aquest aspecte es pot tractar des de dos perspectives diferents: amb
grans simulacions numèriques a partir de variables microscòpiques o bé des d’un punt de vista
teòric, a partir de variables macroscòpiques. Les variables microscòpiques són les variables que
caracteritzen una neurona en particular com per exemple el voltatge. En canvi, les variables ma-
croscòpiques són variables que caracteritzen propietats d’un conjunt de neurones com, per exemple,
l’activitat promig d’una xarxa, i que es poden calcular a partir de les variables microscòpiques.
L’objectiu d’aquest treball és estudiar i replicar els resultats de l’article d’Ernest Montbrió, Diego
Pazó i Alex Roxin a Macroscopic Description for Networks of Spiking Neurons publicat a Physical
Review X al 2015, [1], introduint els conceptes claus per a comprendre l’article i reproduint-ne els
càlculs tant analítics com computacionals.
L’objectiu del seu estudi és aconseguir un model robust que descrigui el comportament d’una
xarxa neuronal mitjançant un sistema d’equacions diferencials reduït, que descrigui la dinàmica de
dos variables macroscòpiques: el potencial mitjà de membrana (v) i la freqüència de descàrrega (r).
El potencial mitjà de membrana és simplement la mitjana aritmètica del potencial de membrana
de les neurones de la xarxa neuronal en un instant de temps donat i la freqüència de descàrrega és
la fracció de neurones que emeten un spike en un determinat instant de temps, terme que sovint
s’associa a l’activitat de la xarxa. Consideren una xarxa de neurones de tipus Quadratic Integrate-
and-Fire (QIF), on cada neurona és modelitzada per una equació diferencial ordinària on la variable
microscòpica que defineix el comportament de la neurona és el seu potencial de membrana, V. Es
considera que les neurones estan totes acoblades entre ellesa partir d’excitació. Prenent el límit
termodinàmic, és a dir, suposant que el nombre de neurones de la xarxa tendeix a infinit, s’obté
una descripció de l’evolució de les variables macroscòpiques v i r a partir d’un sistema d’equacions
diferencials ordinàries de dimensió 2, després d’haver realitzat diverses suposicions. Aquest sistema
l’anomenarem model de rate. Estudiarem els mètodes matemàtics per arribar a les equacions de
rate que governen el model i treballarem amb elles per a demostrar-ne la validesa, comparant
els resultats d’aquestes equacions amb els resultats que obtindrem de fer simulacions amb una
xarxa neuronal amb un gran nombre de neurones QIF. A més a més, estudiarem les diferents
dinàmiques quan variem els paràmetres a les equacions del model de rate, en concret, la força
d’acoblament entre neurones i l’heterogeneïtat de les neurones de la xarxa. Finalment, analitzarem
el comportament caòtic del sistema en certs valors dels paràmetres a partir del càlcul d’exponent de
Lyapunov i compararem les prediccions analítiques amb les simulacions de la xarxa amb un nombre
gran de neurones.
Per a aconseguir l’objectiu, utilitzarem eines de càlcul integral, equacions en derivades parcials
i variable complexa per arribar al model de rate, eines de sistemes dinàmics per estudiar el sistema
resultant i mètodes numèrics, tant per simular la xarxa de N neurones QIF com per resoldre
equacions i estudiar el caos del sistema. El programa que utilitzaré per obtenir els resultats numèrics
serà el MATLAB.
2
32. Descripció del model
2.1 Conceptes previs
Les neurones són les principals components del cervell, s’estima que hi ha al voltant de 1011
neurones al cervell. Són les principals cèl·lules del sistema nerviós, les quals tenen la funció de
rebre i transmetre informació mitjançant senyals elèctriques gràcies a l’excitabilitat elèctrica de la
seva membrana. Reben informació i condueixen l’impuls nerviós (en forma de potencial d’acció
o impuls elèctric) mitjançant conexions interneuronals anomenades sinapsis. Una xarxa neuronal
és un conjunt de neurones conectades mitjançant sinapsis, les sinapsis poden ser excitadores o
inhibidores en funció de si l’efecte que tenen és el de promoure o prevenir la generació d’un spike.
Si una neuona rep un estimul prou intens, direm que la neurona es excitada emetent el que es coneix
com a spike o potencial d’acció. Un spike és una variació ràpida en el potencial de membrana d’una
neurona que es produeix en un curt període de temps amb un augment sobtat i una caiguda ràpida
del seu potencial. S’ha estudiat el comportament de les xarxes neuronals des de dos punts de vista:
• Microscòpic: estudi individual de cada neurona, modelitzant cada neurona amb una equació
diferencial per a la variable V , que és el potencial de membrana de la neurona. Aquesta
variable la considerem una variable microscòpica.
• Macroscòpic: estudi del comportament d’una xarxa neuronal mitjançant variables globals
dins el conjunt de neurones. Les variables macroscòpiques que utilitzarem en aquest treball
són:
– Freqüència de descàrrega, en anglés firing rate: variable que indica l’activitat global
de la xarxa i que es calcula com la fracció de neurones que emeten un spike en un
determinat interval de temps dividit per aquest interval.
– Potencial mitjà de membrana: variable que indica la mitjana aritmètica del potencial
de membrana de les neurones de la xarxa neuronal en un instant de temps donat.
2.2 Model Quadratic Integrate-and-fire
En la literatura existeixen diversos models per a descriure l’evolució del potencial de membrana
d’una neurona [3],[4]. En aquest treball, usarem el model Quadratic Integrate-and-Fire (QIF) que
és el model canònic per descriure el comportament d’una neurona de classe I prop del spike [4]. A
partir d’ara, una neurona modelitzada per QIF l’anomenarem neurona QIF.
El model QIF consisteix d’una equació diferencial quadràtica pel voltatge i un terme de reinicialit-
zació. Quan el potencial de membrana V superi el valor llindar Vp, considerarem que la neurona
ha realitzat un spike i inmediatament el potencial de membrana de la neurona es reinicialitzarà al
valor Vr . Per aquest model usarem Vr = -Vp. Així:
V˙ = V 2 + I , si V ≥ Vp llavors V ← Vr , (1)
on I és el corrent que rep aquesta neurona, que pot ser extern o provinent d’altres neurones.
Analitzarem primer primer l’equació (1), estudiant els seus posibles punts fixos segons el signe del
paràmetre I. Per a l’anàlisi de l’equació (1) es pren Vp = −Vr = 1. Si I ≥ 0, l’equació no té punts
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fixos i per tant, les trajectòries sern una funcions periòdiques amb valors entre Vr i Vp. Notem
que V + I > 0 per a qualsevol valor de V el potencial de membrana sempre és creixent fins que
es reinicialitza a Vr = −1 com mostra la Figura 1 (dreta) . En canvi, si I ≤ 0, el sistema té un
punt fix estable a Vpfe = −
√−I i un punt fix inestable a Vpfi =
√−I , amb V 2 + I > 0 per a
V >
√−I i per V < −√−I , així que quan el potencial de membrana inicial V0 sigui major que√
I la neurona realitzarà un spike. Altrament, el potencial de membrana convergirà cap al punt fix
sense emetre cap spike, com es mostra a la Figura 1 (esquerra). La Figura 2 mostra els diferents
retrats de fases que hi ha segons el signe de I i on es veu que per I = 0 té lloc una bifurcació de
sella-node (Figura 2 (centre)).
Figura 1: A l’esquerra l’evolució de V per al sistema (1), amb I < 0 i a la dreta, amb I > 0.
Figura 2: A l’esquerra el gràfic de V˙ respecte V amb I<0, al mig amb I = 0 i a la dreta, I > 0.
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2.3 Xarxa de N neurones QIF
El nostre escenari inicial és un conjunt de N neurones QIF, cada una d’elles es modelitza amb
la variable microscòpica Vj que indica el potencial de membrana de la j-èssima neurona i amb
una variable que indica l’entrada de corrent per a cada neurona, Ij . Per tant, obtenim la següent
equació diferencial ordinària per a cada neurona:
V˙j = V
2
j + Ij , si Vj ≥ Vp llavors Vj ← Vr , j = 1, ...,N. (2)
El model considerat a [1] descomposa el corrent d’entrada en tres components diferents:
Ij = ηj + J s(t) + I (t), (3)
• ηj ∈ R, és un paràmetre que descriu un corrent d’entrada constant i que s’escollirà diferent
per a cada neurona per tal d’introduir heterogeneïtat a la xarxa neuronal.
• s(t): és una funció que descriu l’acoblament entre neurones, és a dir, mesura el corrent que
originen els spikes de les neurones de la xarxa a les quals està connectada. En aquest cas
suposarem que estan totes connectades entre elles. La funció es defineix com:
s(t) =
1
N
N∑
i=1
∑
k|tkj <t
∫ t
−∞
dt ′
e
−(t−t′)
τ
τ
δ(t ′ − tkj ),
on tkj és l’instant de temps del k-èssim spike de la j-èssima neurona, δ(t) és la funció Delta
de Dirac.
• J ∈ R: és un paràmetre que modela la força de l’acoblament entre neurones. Quan J > 0
l’acoblament és excitatori i quan J < 0 és inhibitori.
• I(t): és una funció que depèn del temps i descriu l’entrada de corrent extern comú per a
totes les neurones.
2.4 Interacció entre neurones QIF
En aquesta secció analitzarem les equacions (2)-(3) per a una xarxa neuronal de N > 1 neurones
de manera que mostrarem com afecta l’spike d’una neurona a la resta de neurones de la xarxa
neuronal.
La Figura 3 mostra el comportament del potencial de membrana de dos neurones modelitzades
amb l’equació (2)-(3) sense cap corrent extern (I(t) = 0), i J = 2. El terme s(t) el calculem
comptant el nombre d’spikes a la xarxa en l’interval de temps [t − τ ,t] amb τ = 0.2, dividit pel
nombre de neurones de la xarxa. Podem veure l’efecte de l’spike d’una neurona sobre el potencial
de l’altra a les Figures 3 i 4. La Figura 4 mostra la interacció neuronal amb sis neurones, al gràfic
superior s’observa com augmenta el potencial de les neurones de la xarxa quan una de les neurones
assoleix el valor llindar Vp = 1 i per tant, té un spike. La part inferior mostra un raster plot on
en l’eix de les abscisses es representa el temps i cada fila de l’eix de les ordenades correspon a una
neurona de la xarxa, cada punt correspon a un spike.
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Figura 3: Interacció del po dos neurones QIF.
Figura 4: Evolució del potencial de membrana de sis neurones diferents al gràfic superior i un gràfic de
dispersió dels spikes a la part inferior.
3. Equacions de rate
3.1 Equació de continuïtat
En aquesta secció enunciarem l’equació en derivades parcials que han de satisfer les neurones,
passant del sistema discret on cada neurona es modelitzada per una equació diferencial a una
formulació contínua on no mirarem les neurones individualment, sinó com a conjunt. Al límit
termodinàmic N →∞, és a dir, suposant que hi ha infinites neurones QIF, denotem ρ(V |η, t)dV
com la fracció de neurones amb potencial de membrana entre V i V + dV a temps t, amb un
paràmetre η fixat. Seguint aquesta notació, la fracció de neurones que emeten un spike serà
limV→∞ ρ(V |η, t) i limV→−∞ ρ(V |η, t) es referirà a les neurones que acaben de realitzar un spike
i es troben en un període refractori (just després de realitzar un spike la neurona tarda un temps
a retornar a l’estat excitable). Prenent el paràmetre η com una variable aleatòria amb funció de
distribució de probabilitat g(η), obtenim que la densitat del voltatge és
∫∞
−∞ ρ(V |η, t)g(η)dη.
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Usant que el nombre de neurones es conserva obtenim la següent equació de continuïtat:
∂tρ+ ∂V [(V
2 + η + Js + I )ρ] = 0. (4)
D’aquesta manera tenim una equació per a la nostra funció incògnita ρ(V |η, t), que és la funció
que ens interessarà conèixer.
3.2 Derivació d’equacions de rate pel model
En aquesta secció formularem el sistema d’equacions diferencials que descriuen el comportament
macroscòpic de la xarxa neuronal partint de l’EDP enunciada en la secció anterior. L’equació
en derivades parcials (4) té una solució estacionària trivial ρ0 quan I (t) = 0. Com que ρ0 és
estacionària tenim que ∂tρ0 = 0 i imposant que el producte (V 2 + η + Js)ρ0 sigui constant en V
per a que la seva derivada parcial en V sigui 0 obtenim que:
ρ0(V |η) ∝ 1
V 2 + η + Js
.
Aquesta solució ens diu que les neurones amb una mateixa η estan distribuïdes de manera més
dispersa com més alta és la velocitat de canvi del potencial de membrana, notant que el denomina-
dor de la solució ρ0 és la derivada temporal del potencial de membrana per l’equació (2). Llavors,
basant-se en el fet que la solució estacionària té la forma d’una distribució de Lorentz (o de Cauchy)
i usant resultats tècnics que s’escapen de l’objectiu d’aquest projecte (vegi’s [1]), podem suposar
que l’EDP (4) té una solució amb forma d’una funció de Lorentz. Per això suposem una solució
de la forma:
ρ(V |η, t) = 1
pi
x(η, t)
(V − y(η, t))2 + x(η, t)2 , (5)
on y(η, t) és el centre de la funció de densitat de probabilitat i x(η, t) és l’amplada a la meitat de
l’alçada de la distribució.
Imposant la solució (5) a l’equació diferencial (4) s’obté una equació complexa. Concretament,
escrivint-la com a polinomi de variable V i igualant els coeficients del polinomi a 0, s’arriba a un
sistema de dos equacions ja que de les 3 equacions n’hi ha una que és combinació lineal de les
altres dos. De manera que podem escriure el sistema en forma complexa amb aquesta equació (a
A hi ha els detalls de l’obtenció de l’equació (6)):
∂tw(η, t) = i [η + Js(t)− w(η, t)2 + I (t)] on w(η, t) = x(η, t) + iy(η, t). (6)
A continuació, es relacionen les variables x(η, t) i y(η, t) amb les variables macroscòpiques fre-
qüència de descàrrega, r(t) i potencial mitjà de membrana, v(t). Recordem que r(t) és la fracció de
neurones que emeten un spike en un instant de temps i v(t) és la mitjana aritmètica del potencial de
membrana de les neurones de la xarxa neuronal a l’instant de temps t. Notem r(η, t) la freqüència
de descàrrega a l’instant de temps t per una η fixada i anàlogament, v(η, t). Per cada valor de η
podem calcular la freqüència de descàrrega com el flux de probabilitat a l’infinit. S’utilitza el límit
V → ∞ per a referir-se a l’escenari que una neurona emet un spike. Aleshores la freqüència de
descàrrega ve donada per:
r(η, t) = ρ(V →∞|η, t)V˙ (V →∞|η, t).
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Prenent límits:
r(η, t) = lim
V→∞
ρ(V |η, t)V˙ (V |η, t),
r(η, t) = lim
V→∞
1
pi
x(η, t)
(V − y(η, t))2 + x(η, t)2 (V
2 + Js + η + I (t)),
r(η, t) =
x(η, t)
pi
,
x(η, t) = pir(η, t).
Tenint en compte la distribució de la variable aleatòria η, s’obté que la freqüència de descàrrega
total és:
r(t) =
1
pi
∫ ∞
−∞
x(η, t)g(η)dη. (7)
A més a més, y(η, t) és la mitjana del potencial de membrana per un η donat i es calcula com el
valor esperat de la distribució ρ:
y(η, t) = lim
V¯→∞
∫ V¯
−V¯
ρ(V |η, t)VdV .
La variable v(t) és el potencial mitjà de membrana de la xarxa neuronal a un temps t donat. Així
de la mateixa manera que es calcula r(t) amb la variable x(η, t), considerant g(η) la funció de
distribució de la variable η,tenim:
v(t) =
∫ ∞
−∞
y(η, t)g(η)dη. (8)
Prenent una funció de distribució g(η) concreta es poden calcular les integrals (7) i (8). La funció
de distribució escollida és una funció de Lorentz centrada a η¯ i amb amplada a la meitat de l’alçada
∆:
g(η) =
1
pi
∆
(η − η¯)2 + ∆2 . (9)
Usant les equacions (7) i (8) i la definició de la funció w(η, t):
pir(t) + iv(t) =
∫ ∞
−∞
(x(η, t) + iy(η, t))g(η)dη,
pir(t) + iv(t) =
∫ ∞
−∞
w(η, t)g(η)dη,
pir(t) + iv(t) =
1
pi
∫ ∞
−∞
w(η, t)
∆
(η − η¯)2 + ∆2 dη.
La funció w(η, t) ∆
(η−η¯)2+∆2 té dos pols, en aquest cas, dos valors de η on el denominador s’anul·la:
0 = (η − η¯)2 + ∆2,
0 = η2 − 2η¯η + η¯2 + ∆2,
resolent s’obté els punts η+ = η¯ + i∆ i η− = η¯ − i∆.
Escrivint η = ηr + iηi i usant que w(η, t) = x(η, t) + iy(η, t) a l’equació (6) tenim:
∂tx(η, t) + i∂ty(η, t) = i [ηr + iηi + Js(t)− w(ηr + iηi , t)2 + I (t)],
∂tx(η, t) + i∂ty(η, t) = −ηi + 2xy + i [ηr + Js(t)− x2 + y2 + I (t)].
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Prenent només la part real s’obté l’equació ∂tx(η, t) = −ηi + 2xy i usant la restricció r(η, t) ≥ 0 i
l’equació x(η, t) = pir(η, t), tenim que quan x(η, t) = 0, la seva derivada temporal és ∂tx(η, t) =
−ηi , i imposant ∂tx ≥ 0 ja que el valor de x(η, t) no pot ser més petit que 0, aleshores ηi ≤ 0.
Això restringeix la integral (10) al semiplà complex negatiu. Per tant, només es pren el pol η− per
al càlcul de la integral.
Recordem que l’objectiu és el calcul de l’integral:∫ ∞
−∞
w(η, t)g(η)dη. (10)
Definim G (η, t) := w(η, t)g(η), i notem que és una funció analítica en el semicercle de radi R > 0
del semiplà complex negatiu, excepte al pol η−, és a dir, G és analítica en un domini simplement
connex de manera que es pot aplicar la fórmula integral de Cauchy. Prenem la corba tancada C
que contingui el pol definida com la unió de dos corbes, C = C1 ∪ C2 on:
• C1: és el segment de recta real (-R,R).
• C2: és el semiarc de circumferència de radi R.
Escrivint la funció G (η, t) com:
G (η, t) =
w(η, t)
pi
∆
(η − η−)(η − η+) =
g(η, t)
(η − η−) ,
i aplicant la fórmula integral de Cauchy, s’obté:∮
C
G (η, t)dη =
∮
C
g(η, t)
(η − η−)dη = 2piig(η−, t). (11)
La part dreta de l’equació (11) és calcula ràpidament com:
2piig(η−, t) = 2pii
∆w(η−, t)
pi(η− − η+) = 2pii
∆w(η−, t)
−2pii∆ = −w(η−, t).
Separant la part esquerra en les dos corbes C1 i C2, prenent orientació positiva s’obté:∮
C
G (η, t)dη =
∮
C1∪C2
G (η, t)dη =
∫
C1
G (η, t)dη +
∫
C2
G (η, t)dη = w(η−, t).
Calculant les dos integrals per separat, tenim:
AC1 =
∫
C1
G (η, t)dη =
∫ −R
R
w(η, t)g(η)dη,
AC2 =
∫
C2
G (η, t)dη ≤
∣∣∣∣∫
C2
w(η, t)
∆
(η − η¯)2 + ∆2 dη
∣∣∣∣ ≤ MR∆R2 + ∆2 ,
on es suposa que la funció w(η, t) està fitada, |w(η, t) ≤ M|. Prenent el límit R → ∞ s’obté
AC2 = 0 i la igualtat:
w(η − i∆, t) =
∫ ∞
−∞
w(η, t)g(η)dη = pir(t) + iv(t). (12)
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Amb la funció w trobada a l’equació (12) i imposant que w compleixi l’equació diferencial (6):
pir˙(t) + i v˙(t) = ∆ + 2pir(t)v(t) + i [η + Jr(t)− pi2r(t)2 + v(t)2 + I (t)]
Separant la part real de la part imaginària, s’obté:
r˙ =
∆
pi
+ 2rv , (13)
v˙ =v2 + η¯ + Jr + I (t)− pi2r2. (14)
Finalment, s’ha arribat a les equacions que governen el comportament macroscòpic de les variables
macroscòpiques r(t) i v(t) per a una xarxa de neurones QIF. A aquestes equacions les anomenarem
les equacions de rate o model de de rate. Abans de comprovar que tenen el mateix comporta-
ment que les obtingudes a partir del comportament microscòpic d’un gran nombre de neurones,
analitzarem les equacions per a caracteritzar-les.
4. Anàlisi de les equacions del model de rate
En aquesta secció analitzarem i estudiarem les equacions (13)-(14) en funció dels paràmetres η¯, ∆
i J, considerant que no hi ha corrent extern,és a dir, I(t) = 0. Recordem que el paràmetre (¯η) és
la mediana de la distribució de la variable aleatòria η, ∆ és l’amplada a la meitat de l’alçada de la
distribució g(η) i J és la força de l’acoblament entre neurones.
Realitzarem el següent escalat, definint les noves variables r¯ , v¯ i t¯ per a que els paràmetres η¯, ∆ i
J es puguin tractar millor:
r¯ =
r√
∆
, v¯ =
v√
∆
, t¯ =
√
∆t,
El sistema en les noves variables s’escriu:
dr¯
d t¯
=
1
pi
+ 2r¯ v¯ , (15)
dv¯
d t¯
= v¯2 +
η¯
∆
+
J√
∆
r¯ + I (t)− pi2r¯2. (16)
Definim els paràmetres α i β, i exclusivament per simplicitat, traiem la barra de les variables r¯ i v¯
r := r¯ , v := v¯ , α :=
η¯
∆
, β :=
J√
∆
,
de manera que obtenim el següent sistema:
r ′ =
1
pi
+ 2rv , (17)
v ′ = v2 + α + βr + I (t)− pi2r2, (18)
on ’ denota ddt¯ .
A continuació estudiarem els punts fixos del sistema (17)-(18).
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4.1 Punts fixos
Imposem (r’,v’) = (0,0) en el sistema (17)-(18) amb I(t) = 0, per obtenir els punts fixos del sistema
en funció dels paràmetres α i β, amb les restriccions α < 0 i β > 0,
v =− 1
2pir
, (19)
0 =− 4pi4r4 + 4βpi2r3 + 4αpi2r2 + 1. (20)
Definim el següent polinomi:
f (r) = −4pi4r4 + 4βpi2r3 + 4αpi2r2 + 1
Com f (r) és contínua a R i:
lim
r→−∞ f (r) = −∞,
f (0) = 1,
aleshores podem aplicar el teorema de Bolzano per afirmar que el polinomi f(r) té una solució r− a
l’interval r− ∈ (−∞, 0). Com que en el nostre cas r≥0, aleshores podem assegurar que el sistema
(17)-(18) té com a màxim tres punts fixos.
La Figura 5 mostra el nombre de punts fixos en funció dels paràmetres α i β. El càlcul del nombre
de punts fixos s’ha realitzat resolent el polinomi f(r) numèricament per a diferents valors dels
paràmetres. Canvis en el nombre de punts fixos corresponen a bifurcacions del sistema. Anem a
estudiar amb més detall per quins valors d’α i β hi ha bifurcacions al sistema. Recordem que ens
interessa detectar valors dels paràmetres pels quals la Jacobiana del sistema evaluada en el punt
fix té un valor propi nul o amb part real nul·la [2].
Figura 5: Un punt fix en color verd i tres punts fixos en color blau.
Calculem la Jacobiana del sistema i obtenim:
J(r , v) =
(
2v 2r
β − 2pi2r 2v
)
,
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amb valors propis λ± = 2v±
√
2(rβ − 4pi2r2). Notem que tots els punts fixos tenen v < 0 a causa
de (19) i r ≥ 0 de manera que l’únic valor propi que es pot anul·lar és λ+ = 2v +
√
2(rβ − 4pi2r2)
i imposant que aquest valor propi sigui 0 en un punt fix obtenim el sistema:
v = − 12pir ,
0 = −4pi4r4 + 4βpi2r3 + 4αpi2r2 + 1,
0 = 2v +
√
2rβ − 4pi2r2.
(21)
Fixem-nos que hem suposat que λ+ és real. Imposant que la part s’anul·li el descriminant dels
valors propis de la matriu, detectem quan passem de valors propis reals a valors propis complexos.
Així, obtenim el següent sistema:
v = − 12pir
0 = −4pi4r4 + 4βpi2r3 + 4αpi2r2 + 1
0 = β − 2pi2r
(22)
Resolem els sistemes (21) i (22) per α i β en funció de la variable r. La Figura 6 mostra les
corbes on hi ha una bifurcació de sella-node (en vermell) i on hi ha canvi de valors propis reals a
complexos (en blau discontinu), que venen definides per les equacions (21) i (22) respectivament.
Notem que coincideixen amb els resultats de la Figura 5, ja que la zona central de la Figura 6
coincideix amb la zona que hi havia tres punts fixos al sistema (17)-(18). Notem que malgrat no
s’aprecia en el dibuix la corba en blau passa molt a prop de la barra esquerra de la corba en vermell.
Figura 6: En vermell, bifurcació sella-node i en blau canvi de valors propis reals a complexos.
Fixant β = 15 i variant el paràmetre α, calculem les coordenades (rf , vf ) dels punts fixos del
sistema (17)-(18) numèricament amb el mètode dels extrems condicionats (B), com es mostra a
la Figura 7.
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Figura 7: Valor de les coordenades dels punts fixos de r (esquerra) i v (dreta) per a diferents valors del
pàrametre α; β està fixat a 15.
Recordem que α = η¯∆ . Quan ∆ és fixat, variar α correspon a variar η¯, que és la mediana de la
distribució (9) de la variable aleàtoria η que és el paràmetre de l’equació (3). Per tant, com més
gran sigui α, més alta és la intensitat interna diferent per cada neurona. Veiem que per valors d’α
petits la xarxa neuronal té baixa acticitat (r és pròxima a 0, per tant, gairebé no hi ha spikes i el
potencial mitjà de la xarxa neuronal és baix) i per valors d’α grans (propers a 0) els punts fixos
tenen una freqüència de descàrrega, r , significativament més gran amb r ≈ 1. De manera que els
resultats numèrics coincideixen amb el que és lògic per la definició de les variables. Per a valors
d’α intermitjos hi ha 3 punts fixos, i estats de baixa i alta activitat.
4.2 Estabilitat dels punts fixos
En aquesta secció analitzarem l’estabilitat dels punts fixos en funció dels paràmetres α i β sabent les
regions on hi ha un o tres punts fixos. Per a estudiar-los analitzarem les bifurcacions de punts fixos.
Recordem que per a un sistema d’equacions diferencials ordinàries de dimensió 2 les bifurcacions
de punts fixos corresponen a valors dels paràmetres pels quals la Jacobiana del sistema evaluada
en el punt fix té un valor propi nul o amb part real nul·la [2]. Considerem dos casos:
• El determinant de la matriu Jacobiana és 0, que són els punts que hem calculat a la Figura
6. En aquest cas un valor propi real es fa 0 i hi ha genèricament una bifurcació sella-node,
és a dir, una sella i un node col·lisionen i desapareixen o apareixen.
• La traça de la matriu Jacobiana és 0, i com tenim un sistema en coeficients reals que
implica que els valors propis són reals o complexos conjugats, la traça és 0 si els dos valors
propis tenen part real 0, Re(λ±). Recordem que λ± = 2v ±
√
2(rβ − 4pi2r2), aleshores
Re(λ±) = 0 ⇔ v = 0 i això és impossible ja que el punt fix ha de complir l’equació (19) i
per aquest valor l’equació no està definida.
Per tant, estudiarem l’estabilitat del sistema per uns valors fixats dels paràmetres α i β en cada
una de les tres regions de la Figura 6.
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A la regió esquerra de la Figura 6, fixant α = −10 i β = 15, el punt fix és (rf , vf ) = (0.05,-3.04).
Els valors propis de la matriu Jacobiana són λ± = −6.08± 1.17<0, els dos valors propis són reals
i negatius de manera que el sistema té un node atractor al punt (rf , vf ) com mostra la Figura 8.
Figura 8: Node atractor al punt (0.05,-3.04) amb α = -10 i β = 15.
A la regió central superior de la Figura 6, fixant α = −5 i β = 15, els punts fixos són les solucions
del polinomi f(r)=−4pi4r4 + 60pi2r3−20pi2r2 + 1. Com ja sabíem per la Figura 5, aquest polinomi
té tres solucions reals positives que són r1 = 0.08, r2 = 0.47 i r3 = 1.03, per tant els punts que
anul·len el sistema són p1 = (0.08, 1.96), p2 = (0.47, 0.34) i p3 = (1.03, 0.15). Substituïnt cada
punt en la matriu Jacobiana obtenim que els seus valors propis són:
• Per a p1, λ+ = −2.45 i λ− = −5.4, els dos valors propis són reals i negatius de manera que
el punt és un node atractor.
• Per a p2, λ+ = 1.64 i λ− = −2.99, un valor propi negatiu i un valor propi positiu de manera
que es tracta d’un punt de sella.
• Per a p3, λ+ = −0.31 + 3.32i i λ− = −0.31 − 3.32i , els dos valors propis tenen part real
negativa i són complexos conjugats de manera que el punt és un focus atractor.
La Figura 9 mostra les varietats invariants del punt de sella. Podem veure que una branca de la
varietat inestable (corba verda) tendeix al node atractor, l’altra branca (corba groga) tendeix cap
al focus atractor i les branques de la varietat estable correspon a les corbes vermella i blava.
Per últim, a la regió de la dreta de la Figura 6, fixant α = −1 i β = 15, els punts crítics són les
solucions del polinomi f(r)=−4pi4r4 + 60pi2r3 − 4pi2r2 + 1 que s’anul·la a r = 1.45. Aleshores el
punt fix és (rf , vf ) = (1.45,-0.11). Els valors propis de la matriu Jacobiana són λ± = −0.22±6.3i ,
els dos valors propis tenen la part real negativa i són complexos conjugats de manera que el punt
és un focus atractor com mostra la Figura 10.
5. Simulació d’una xarxa de neurones QIF
En aquesta secció simularem el comportament d’una xarxa de 104 neurones totes acoblades entre
elles amb excitació i cadascuna modelitzada per una equació diferencial QIF (2)-(3). Calcularem
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Figura 9: Varietats invariants del punt de sella p2 = (0.47, 0.34).
Figura 10: Focus atractor al punt (1.45,-0.11) amb α = -1 i β = 15.
les variables macroscòpiques de la xarxa a partir de la informació que obtindrem de cada neurona,
per a comparar-ho amb el model presentat a (13)-(14) i mostrarem el raster plot resultant de les
simulacions on només prenem aleatòriament 300 neurones de les 104 de la xarxa.
Cadascuna de les equacions diferencials QIF es resoldrà tal i com es fa a [1] pel mètode d’Euler
amb un pas h = 10−4. A cada pas de temps es calcula el potencial mitjà de la xarxa excloent
les neurones que acaben de realitzar l’spike (tal com es veu a [1]) i la freqüència de descàrrega es
calcula com la fracció de neurones que han emés un spike en l’interval de temps [t − 2.10−2, t]
dividit per la longitud de l’interval, 2.10−2. Recordem que quan el potencial d’una neurona QIF
supera un valor llindar (en les nostres simulacions Vp = 100) es reinicialitza a Vr = −Vp.
La variable aleatòria ηj l’escollirem de la forma següent:
ηj = η¯ + tan
(
pi
2
2j − N − 1
N + 1
)
,
on N=104 és el nombre total de neurones de la xarxa. Prenem s(t) la funció:
s(t) =
#spikes a [t − 10−3, t]
N · 10−3 .
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Notem que cada spike d’una neurona contribueix a s(t) amb 0.1 durant 10−3 unitats de temps.
En paral·lel, integrarem numèricament el model de rate usant la funció ode45 de MATLAB.
Per veure el comportament del model en diferents casos, distingirem tres situacions diferents amb
diferents funcions I (t).
5.1 Simulació sense corrent extern
En aquesta secció es pren I (t) = 0. La Figura 11 mostra com evolucionen les variables macroscòpi-
ques calculades a partir de la integració de les equacions del model de rate (blau) i es compara amb
les calculades a partir de les simulacions realitzades amb neurones QIF, amb paràmetres α = −2 i
β = 15 (vermell). D’altra banda la Figura 12 mostra el comportament per α = 5, β = 10 quan el
sistema té un únic node atractor.
Figura 11: A dalt, trajectòries de les solucions del model de rate (blau) comparat amb els resultats
obtinguts de la simulació de la xarxa (en vermell) amb α = −2 i β = 15. A baix, el raster plot de 300
neurones de les 104 neurones de la xarxa neuronal de la simulació on cada punt correspon a un spike d’una
neurona.
5.2 Simulació amb corrent extern amb funció esglaó
En aquesta secció prenem:
I (t) =
{
3, si 0 ≤ t ≤ 30
0, altrament,
i fixem els paràmetres α = −5 i β = 15. La Figura 13 mostra com la trajectòria de les solucions
comença a un punt fix amb poca activitat neuronal abans d’aplicar el corrent extern. Mentre el
corrent extern és 3 hi ha oscil·lacions i finalment quan es deixa d’aplicar corrent la solució convergeix
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Figura 12: Trajectòries de les solucions del model de rate (blau) amb α = −5 i β = 10.
a un altre punt fix on hi ha més activitat neuronal mostrant la biestabilitat del sistema. Veiem la
coincidència del model de rate amb les simulacions de la xarxa.
Figura 13: En blau les trajectòries de les solucions del model de rate i en vermell les simulacions de la
xarxa, raster plot i la funció esglaonada corresponent al corrent extern aplicat.
5.3 Simulació amb corrent extern sinusoidal
Per a la Figura 14, amb paràmetres I0 = 3 i ω = pi20 fixats, tenim la funció:
I (t) =
{
I0sin(ωt), si t ≥ 0
0, altrament
(23)
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i fixem els paràmetres α = −5 i β = 15. La Figura 14 mostra com la trajectòria és una òrbita
periòdica quan li apliquem el corrent extern periòdic. Els resultats de les simulacions coincideixen
amb els obtinguts amb les equacions del model de rate.
Figura 14: A dalt, trajectòries de les solucions del model de rate (blau) comparat amb els resultats
obtinguts de la simulació de la xarxa (en vermell) amb α = −5 i β = 15. A baix, el raster plot de 300
neurones de les 104 neurones de la xarxa neuronal de la simulació on cada punt correspon a un spike d’una
neurona i la funció periòdica corresponent al corrent extern amb I0 = 3 i ω = pi20 .
6. Estudi d’òrbites periòdiques
En aquesta secció estudiarem l’existència d’òrbites periòdiques del sistema no autònom (17)-(18) i
I(t) periòdica definida a (23) en funció dels paràmteres α i β. Usarem l’aplicació de Poincaré o mapa
estroboscòpic i després analitzarem si les òrbites periòdiques trobades són estables o inestables amb
el concepte d’exponent característic.
6.1 Aplicació de Poincaré o Mapa estroboscòpic
Considerem el sistema (17)-(18) amb I (t) = I0sin(ωt) on I0 és l’amplitud i ω és la freqüència
del corrent extern de manera que T = 2piω és el període. Definim γt(t0, r0, v0) com la solució
del sistema (17)-(18) amb les condicions inicials γt0(t0, r0, v0) = (r0, v0) i aleshores es defineix
l’aplicació de Poincaré P : R2 → R2 com:
P(r0, v0) = γt0+T (t0, r0, v0). (24)
6.2 Derivada de l’aplicació de Poincaré 19
Notem que buscant els punts fixos de l’aplicació P s’obtenen punts sobre una òrbita periòdica
del sistema (17)-(18)-(23). Per buscar aquests punts fixos s’implementa l’algoritme de Newton-
Raphson per trobar solucions de l’equació:
P(r0, v0)− (r0, v0) = (0, 0). (25)
Com que per implementar aquest mètode necessitem conèixer la derivada, a la secció següent
explicarem les dos posibles maneres d’obtenir la derivada de l’aplicació de Poincaré.
6.2 Derivada de l’aplicació de Poincaré
Hi ha dos formes de calcular la matriu DP:
• Calcular la seva derivada numèrica:
DP(r , v) =
(
(P(r+h,v)−P(r ,v))1
h
(P(r ,v+h)−P(r ,v))1
h
(P(r+h,v)−P(r ,v))2
h
(P(r ,v+h)−P(r ,v))2
h
)
on el subíndex 1,2 es refereix a la coordenada r i v respectivament i h és un valor petit.
• Usant la definició en (24) tenim que DP(r0, v0) = Dγt0+T (t0, r0, v0). Recordem que
Dγt(t0, r0, v0) satisfà les equacions variacionals:{
d
dtDγt(t0, r0, v0) = DF (γt(t0, r0, v0))Dγt(t0, r0, v0)
Dγt0(t0, r0, v0) = Id
on DF és la diferencial del camp. Per tant, denotem
Dγt(t0, r0, v0) =
(
a(t) b(t)
c(t) d(t)
)
,
i resolem el sistema d’equacions diferencials:
r˙ = 1pi + 2rv
v˙ = v2 + α + βr + I0sin(ωt)− pi2r2
a˙ = 2va + 2rc
b˙ = 2vb + 2rd
c˙ = (β − 2pi2r)a + 2vc
d˙ = (β − 2pi2r)b + 2vd
amb condicions inicials r(t0) = r0, v(t0) = v0, a(t0) = 1, b(t0) = 0, c(t0) = 0, d(t0) = 1.
La matriu que estem buscant ve donada per:
DP(r0, v0) =
(
a(t0 + T ) b(t0 + T )
c(t0 + T ) d(t0 + T )
)
.
A la següent secció explicarem com detectar si una solució periòdica és estable o inestable.
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6.3 Exponent característic d’una òrbita periòdica
Suposem que x˙ = F (x) té una òrbita periòdica de període T aleshores ∃ γt(0, r0, v0) =: ψ(t) tal
que ψ(T ) = γT (0, r0, v0) = (r0, v0).
Sigui x(t) = ψ(t) + v(t), on v és un vector petit:
x˙ = ψ˙ + v˙ = F (ψ + v) = F (ψ) + DF (ψ(t))v(t) + O(‖v‖2).
Aleshores com que ψ(t) és solució del sistema x˙ = F (x), i per tant ψ˙ = F (ψ), prenent l’aproximació
lineal obtenim l’equació de les primeres variacionals:
v˙ = DF (ψ(t))v ,
on DF (ψ(t)) és una matriu T-periòdica. Prenem un vector inicial v(0) =: ξ, i ens interessa veure
com varia v al cap d’un període T, és a dir, quin és el valor de v(T ) =: η. Sigui B la matriu
que compleix B˙ = DFψ(t)B amb B(0) = Id , anomenem M = B(T ) la matriu de monodromia.
Aleshores tenim η = Mξ. Notem que M és la matriu DP(r0, v0) calculada en la secció anterior.
Aleshores l’òrbita periòdica és inestable si ∃λ ∈ σ(M) tal que |λ| > 1 on σ(M) és l’espectre de M.
Per contra si ∀λ ∈ σ(M)|λ| < 1 l’òrbita periòdica és estable.
Definim l’exponent característic d’una òrbita periòdica:
Λ =
log(max |λ|)
T
on λ ∈ σ(M)
Aleshores pel que hem dit anteriorment, tenim que:
• Si Λ > 0, l’òrbita periòdica és inestable,
• Si Λ < 0, l’òrbita periòdica és estable.
6.4 Estabilitat de les òrbites periòdiques
En aquesta secció estudiarem l’estabilitat de les posibles òrbites periòdiques que trobarem resolent
l’equació (35) per a diferents valors dels paràmetres α i β.
Fixem els paràmetres ω i I0 de la funció I (t) = I0sin(ωt) a I0 = 3 i ω = pi. Fem una malla en
l’espai de paràmetres α i β i per cadascun dels punts de la malla apliquem el següent algoritme:
• Càlcul d’un punt fix de l’aplicació P amb el mètode de Newton-Raphson (amb tolerància de
10−5) amb diferents condicions inicials per assegurar-nos que si el mètode no convergeix no
sigui per les condicions inicials.
• Estudi de l’estabilitat de l’òrbita periòdica evaluant la matriu DP al punt trobat (rp, vp) i
calculant-ne l’exponent característic maximal integrant el sistema amb la funció delMATLABode45.
Finalment, mostrarem exemples d’una òrbita periòdica estable i d’una altra inestable. A la Figura
15, amb els parametres α = −3 i β = 10, es mostra una òrbita periòdica. Notem que la simulació
de la xarxa neuronal també presenta una òrbita estable. La Figura 16 es mostra una òrbita periòdica
no estable amb paràmetres α = −3 i β = 14, veiem que la simulació divergeix als últims períodes.
6.4 Estabilitat de les òrbites periòdiques 21
Figura 15: En blau les trajectòries de les solucions del model de rate i en vermell les simulacions de la
xarxa, raster plot i la funció esglaonada corresponen al corrent extern.
Figura 16: En blau les trajectòries de les solucions del model de rate i en vermell les simulacions de la
xarxa, raster plot i la funció esglaonada corresponen al corrent extern.
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7. Caos macroscòpic
En aquesta secció introduïrem el concepte de caos mitjançant el concepte d’exponent de Lyapunov
i estudiarem per quins valors dels paràmetres α i β el sistema presenta caos. El concepte de caos
sovint s’associa de manera informal al fet que petites variacions en les condicions inicials donen
lloc a diferències significatives en les trajectòries a llarg termini.
7.1 Exponents de Lyapunov d’una òrbita qualsevol
Els exponents de Lyapunov són una mesura de com difereixen òrbites amb condicions inicials
properes. En aquesta secció explicarem com calcular-los.
Sigui l’equació diferencial x˙ = F (x) i ϕ(t) una solució amb condició inicial ϕ(t0) = x0. Considerem
el sistema d’equacions variacionals:
B˙ =Df (ϕ(t))B,
B(0) = Id .
Definim l’exponent maximal de Lyapunov com:
Λ := lim
t→∞
max
‖ξ‖=1
‖B(t) · ξ‖
t
.
Aleshores,
• Si Λ > 0, el sistema presenta caos,
• Si Λ < 0, el sistema no presenta caos.
Per calcular l’exponent maximal de Lyapunov utilitzarem un mètode numèric basat en el mètode
de la potència.
Definim B(i−1)T→iT (r , v) := DP(r((i−1)T ), v((i−1)T ))(r , v)T per i ∈ N amb r(0) = r0, v(0) =
v0 i (r , v) ∈ R2 on DP és la diferencial de Poincaré definida a la secció 6.2. Així B0→T (r , v) =
DP(r0, v0)(r , v)
T . Prenem un vector inicial u0 = (u01, u02) i considerem la seqüència:
u0 → u1 = B0→T (u0)→ u2 = BT→2T (u1).
Per evitar que la seqüència creixi molt, normalitzarem cada vector abans de multiplicar-lo per la
matriu B. L’algoritme depèn de la condició inicial (r0, v0) de manera que per a cada condició inicial
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l’algoritme de la potència és:
u0 :=
u0
‖u0‖
LSN := 0
for i = 1 : Ni ter
ui := B(i−1)T→iT (ui−1)
LSN = LSN + log(
ui
ui−1
)
ui :=
ui
‖ui‖
end
Λ1 =
LSN
T · Niter .
7.2 Estudi del comportament caòtic del sistema
En aquesta secció estudiarem el comportament caòtic del model de rate (17)-(18)-(23) en funció
dels paràmetres α i β fixant els paràmetres I0 = 3 i ω = pi del corrent extern I (t) = I0sin(ωt).
Prenent una malla a l’espai dels paràmetres α i β, per cada punt (α,β) de la malla, apliquem el
següent algoritme:
Figura 17: L’eix de les abscisses correspon al paràmetre α i l’eix de les ordenades al paràmetre β. Els
punts amb comportament caòtic en negre, els punts estables en verd i on coexisteix trajectòries estables i
caòtiques en blau.
• Prenem una malla de punts amb diferents condicions inicials (r0, v0), calculem l’exponent
maximal de Lypaunov per a cada condició inicial.
• Per a cada punt (α,β) s’indica:
– Si l’exponent maximal de Lyapunov és negatiu per a totes les condicions inicials i per
tant, el sistema és estable.
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Figura 18: Evolució de la freqüència de descàrrega amb I0 = 3 i ω = pi .
– Si l’exponent maximal de Lyapunov és positiu per alguna condició inicial (r0, v0) i per
tant, el sistema presenta caos.
– Si l’exponent maximal de Lyapunov és positiu o negatiu segons la condició inicial que
prenem i per tant, coexisteix un sistema estable amb el caos.
Usant aquest algoritme obtenim el gràfic de la Figura 17 on els punts verds corresponen a sistemes
estables, els punts negres corresponen a sistemes que presenten caos i els punts blaus corresponen a
sistemes on coexisteixen trajectòries caòtiques amb estables. . La Figura 18 mostra la comparació
de les trajectòries del sistema (17) i (18) per a α = −3 i β = 14 amb el valor de la freqüència
de descàrrega que obtenim a partir de la simulació d’una xarxa amb 104 neurones QIF. Així que,
veiem el gran potencial del model per a predir el comportament caòtic.
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8. Conclusions
En aquest projecte he estudiat el treball presentat a [1] i he descrit les perspectives diferents per
estudiar el funcionament de les xarxes neuronals explicant el model Quadratic integrate-and-Fire
per descriure el comportament d’una neurona, i partint d’una xarxa neuronal amb un nombre gran
de neurones modelitzades per l’equació (2) he arribat a un sistema d’equacions diferencials de
dos variables (model de rate) replicant detalladament el procés d’obtenció d’aquestes equacions
fet a [1]. Després he analitzat el sistema (sense corrent extern, I(t) = 0) (17)-(18) estudiant el
nombre de punts fixos i la seva estabilitat per poder acabar obtenint l’espai de fases en funció dels
paràmetres α i β. Després he comparat la solució del sistema (17)-(18) amb els resultats obtinguts
en simular una xarxa neuronal de 104 neurones QIF per a diferents funcions del corrent extern, I (t).
Per últim, he estudiat tant l’estabilitat de les òrbites periòdiques com el comportament caòtic de
les equacions del model de rate((17)-(18)) mitjançant l’exponent de Lyapunov i ho he comparat
amb els resultats obtinguts amb les simulacions.
Per a realitzar aquest treball he hagut d’utilitzar eines estudiades en assignatures molt diferents
del grau durant l’elaboració dels resultats del treball: equacions diferencials ordinàries i sistemes
dinàmics durant tot el treball, variable complexa en l’obtenció de les equacions (17)-(18), conceptes
de models matemàtics de la tecnologia, càlcul en diverses variables i càlcul numèric.
Finalment, per a possibles ampliacions del treball es podria aprofundir en els apartats de les
òrbites periòdiques i el caos macroscòpic segons les condicions inicials, analitzant per a quines
condicions inicials el sistema tendeix a presentar un comportament caòtic quan aquest coexisteix
amb trajectòries periòdiques i buscar una explicació tenint en compte la definició d’α, que es
correspon a la mediana de la distribució de la variable aleatòria de la component diferenciadora de
cada neurona, i de β que controla la força d’acoblament entre neurones. També es podria prendre
distribucions diferents per a la variable aleatòria η (els autors ho mostren a [1]).
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A. Obtenció de l’equació complexa
En aquest apèndix donarem els detalls per a l’obtenció de l’equació complexa:
∂tw(η, t) = i [η + Js(t)− w(η, t)2 + I (t)] on w(η, t) = x(η, t) + iy(η, t). (26)
Assagem la solució:
ρ(V |η, t) = 1
pi
x(η, t)
(V − y(η, t))2 + x(η, t)2 , (27)
per a l’EDP:
∂tρ+ ∂V [(V
2 + η + Js + I )ρ] = 0. (28)
Derivant cada funció per separat, on ’ correspon a ∂∂t :
∂tρ =
1
pi
x ′(V − y)2 + x ′x2 + 2(V − y)xy ′ − 2x2x ′
[(V − y)2 + x2]2 ,
∂V (V
2 + η + Js + I ) = 2V ,
∂V ρ =
1
pi
−2x(V − y)
[(V − y)2 + x2]2 ,
Denotem λ = (V −y)2 +x2, i imposant que l’assaig de solució (27) compleixi l’EDP (28) obtenim
l’equació:
x ′V 2 − 2x ′yV + x ′y2 − x ′x2 + 2xy ′V − 2xyy ′
λ2
+
2xVλ
λ2
+
(2xy − 2xV )(V 2 + η + Js + I )
λ2
= 0
Suposant que λ no s’anul·la mai, obtenim un polinomi de grau 2 en la variable V, on els coeficients
de cada terme són els següents:
V 3 : 2x − 2x = 0,
V 2 : x ′ − 4xy + 2xy = x ′ − 2xy ,
V 1 : −2x ′y + 2xy ′ + 2x3 + 2xy2 − 2xη − 2xJs − 2xI ,
V 0 : x ′y2 − x ′x2 − 2xyy ′ + 2xyη + 2xyJs + 2xyI .
Imposant que tots els coeficients siguin 0, obtenim el sistema:
x ′ = 2xy , (29)
0 = −2x ′y + 2xy ′ + 2x3 + 2xy2 − 2xη − 2xJs − 2xI , (30)
0 = x ′y2 − x ′x2 − 2xyy ′ + 2xyη + 2xyJs + 2xyI . (31)
Substituint l’equació (29) a les equacions (30) i (31) obtenim les següents equacions linealment
dependents:
0 = −2xy2 + 2xy ′ + 2x3 − 2xη − 2xJs − 2xI ,
0 = +2xy3 − 2xyy ′ − 2x3y + 2xyη + 2xyJs + 2xyI .
De manera que simplificant la primera equació (suposant que 2x 6= 0) ens queda el sistema de dos
equacions:
x ′ = 2xy , (32)
y ′ = y2 + η¯ + Js + I − x2 (33)
que és equivalent a l’equació (26).
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B. Algoritme dels extrems condicionats
El mètode dels extrems condicionats és un mètode numèric per resoldre sistemes d’equacions
restringits a alguna condició. L’hem utilitzat per als càlculs de la Figura 7.
Fixant β = 15 en el sistema (17)-(18), els punts fixos del sistema són els zeros de la funció
G : R3 → R2
G (r , v ,α) = (
1
pi
+ 2rv , v2 + α + 15r − pi2r2), (34)
que defineix una corba pel Teorema de la Funció Implícita als punts que la Jacobiana tingui rang
màxim:
JG =
(
2v 2r 0
15− 2pi2r 2v 1
)
La Jacobiana té rang màxim ∀(r , v ,α) 6= (0, 0,α).
Per trobar la corba que defineix la funció G hem de buscar els seus zeros, per a això usarem
l’algoritme dels extrems condicionats.
Sigui w* una solució aproximada de la funció G aleshores ‖G (w∗)‖ és pròxim a 0. Volem usar el
mètode de Newton-Raphson per trobar solucions de la funció G.
Sigui w1 = w0 + ∆w , l’algoritme de Newton segueix la següent equació per a triar el pas d’un
punt a l’altre, :
JG (w0)∆w + G (w0) = 0. (35)
En el nostre cas, és un sistema amb 3 variables i 2 equacions i per tant, té un grau de llibertat.
L’algoritme dels extrems condicionats imposa que el pas ∆w sigui mínim, és a dir, escull la solució
de (35) amb ∆w mínim. Per a això, utilitzem el Lagrangià.
Prenent w = (r0, v0,α0), denotem A=JG (w), b = G(w), p = ∆w volem Ap + b = 0 amb
b ∈ R2, p ∈ R3 i ‖p‖2 mínim. Definim el Langrangià L = pTp + µT (Ap + b) i calculem la seva
derivada respecte p:
∂L
∂p
= 2p + µA, (36)
igualant (36) a 0 i amb la restricció del mètode de Newton obtenim el sistema:{
Ap + b = 0,
p = −12ATµ,
d’on obtenim el pas p=∆w=-AT (AAT )−1b
