There are multiple tests of homogeneity of binomial proportions in the statistics literature.
Introduction
We consider the problem of testing the homogeneity hypothesis for k binomial populations of possibly unequal sample sizes based on observing one data point on each of the k populations. That is, our data consist of X 1 , . . . , X k which are distributed such that X i ∼ Binomial(n i , π i ), independently, for i = 1, . . . , k, (1) where n 1 , . . . , n k are known, and 0 ≤ π 1 , . . . , π k ≤ 1 are unknown. The null hypothesis of homogeneity is to be tested against a general alternative; thus we wish to test H 0 : π 1 = · · · = π k ≡ π against H 1 : π i = π j for some i = j,
where the common value π under H 0 is not specified. Throughout, we let α denote the nominal level of the test, and we let n + = k i=1 n i and X + = k i=1 X i . There is an extensive literature on this basic testing problem, especially in the case of k = 2 (i.e., a 2 × 2 contingency table) where, for instance, Upton (1982) evaluated 22 different tests. Starting with the likelihood ratio and Pearson's chi-squared tests (Pearson, 1932; Wilks, 1928) , various modifications of them have been suggested (Farrington, 1996; McCullagh, 1985; Paul and Deng, 2013) . Some new tests have also been developed, especially in the case of sparse data situations, (Nass, 1959; Potthoff and Whittinghill, 1966;  Xu, 2011) since the standard tests can perform poorly in sparse data scenarios (Xu, 2011) .
Sparse data situations can arise when some of the n i 's are small or when some of the π i 's are close to zero or one.
The scope of applications of the above testing problem is equally vast. The literature of statistical meta-analysis (e.g., Hedges and Olkin, 1985; Hartung, Knapp and Sinha, 2008) dwells upon testing homogeneity of the underlying effect sizes with proportion as a very important and useful component. The sparse data scenario arises when dealing with rare outcomes such as a rare disease or death in medical experiments. In a different context, statistical agencies may be interested in creating and releasing synthetic microdata for public use in order to provide useful information to the public while protecting confidentiality of respondents. In a synthetic data set, some or all of the original data values are replaced by random draws from an appropriate distribution for the purpose of statistical disclosure control; we refer to Drechsler (2011) , Raghunathan, Reiter, and Rubin (2003) , Reiter (2003) , and Rubin (1993) for details. Generation of synthetic count data in cross-classified contingency tables can be based on an ANOVA type log-linear model for cell probabilities along with a multinomial assumption for the joint distribution of the cell counts. Bhapkar and Koch (1968) and Bishop, Fienberg, and Holland (1977) discuss many aspects of model selections in this context, including choice and interpretation of interaction terms in these models. While a fully saturated log-linear model provides little flexibility, under 2 the independence model, interaction terms are set to zero. This precisely corresponds to the homogeneity of associated cell probabilities across rows or columns in the contingency table, and suggests testing of homogeneity of proportions across rows or columns before using the independence model. The simplest case of homogeneity of binomial proportions arises when testing for absence of interaction in a k × 2 dimensional contingency table.
The primary focus of this article is to provide a comprehensive comparison by simulation among the available tests in terms of type I error probability and power in sparse data settings. The outline of the rest of the article is as follows. We review several test procedures in Section 2. In Section 3 we compare the procedures empirically based on type I error probability and power, and offer some guidance based on these results. We provide some concluding remarks in Section 4. The Appendix contains tables that summarize the simulation results.
Test Procedures
In this section we review several procedures for testing the hypotheses (2) . We first note that the likelihood function for (π 1 , . . . , π k ) under the model (1) is
and the likelihood function for π under the restriction of the parameter space defined by the null hypothesis H 0 is
Thus, under model (1), the maximum likelihood estimator of π i isπ i = X i /n i for i = 1, . . . , k, and under the null hypothesis H 0 , the maximum likelihood estimator of π isπ = X + /n + .
Standard chi-squared and likelihood ratio tests
Pearson's chi-squared test (Pearson, 1932) and the usual likelihood ratio test (Wilks, 1928) are two standard tests of the hypotheses (2); the test statistics are defined, respectively, by
T L ≡ T L (X 1 , . . . , X k ) = −2 log L 0 (π; X 1 , . . . , X k ) L(π 1 , . . . ,π k ; X 1 , . . . , X k )
Pearson's chi-squared test rejects H 0 if T P is large and the likelihood ratio test rejects H 0 if T L is large. Under the null hypothesis, for fixed k and large n i , the asymptotic distributions of both T P and T L are chi-squared on k−1 degrees of freedom, and their difference converges in probability to zero (Agresti, 2002) . Therefore, letting t P and t L denote the observed values of T P and T L , respectively, the P -values for Pearson's chi-squared test and the likelihood ratio test are Pr{χ 2 k−1 ≥ t P } and Pr{χ 2 k−1 ≥ t L }, respectively. These tests are justified by an asymptotic theory in which k is fixed and the n i 's are large; therefore they may not perform well in sparse data settings with small cell counts (Haberman, 1988; Mielke, Berry, and Johnston, 2004; Xu, 2011) . In fact, when data are sparse, we may not be able to compute T L as defined in (6) since it is likely that at least oneπ i will equal zero or one.
Below we review several alternative test procedures that have appeared in the literature.
Exact tests
In the sparse data setting where the asymptotic framework of the standard chi-squared and likelihood ratio tests generally does not hold, exact tests provide a natural alternative.
These tests are referred to as exact because they use an exact finite sample distribution of the test statistic as opposed to an approximation. We refer to Agresti (1992 Agresti ( , 2001 Agresti ( , 2002 for an in-depth presentation and discussion of exact methods of inference. Here we will describe a conditional and an unconditional exact procedure for testing (2) using the Pearson statistic T P defined in (5) . Throughout we let t P denote the observed value of T P .
Conditional test. Under the null hypothesis, it readily follows from (4) that X + is a sufficient statistic for π and hence the conditional distribution of X 1 , . . . , X k given X + is free of π.
The probability mass function of this conditional distribution is given by (Agresti, 2002) 
where
Then an exact test can be obtained using the P -value defined by Pr{T P ≥ t P | X + } where this probability is computed with respect to the conditional probability distribution (7) , i.e.,
When k = 2, this procedure is a two-sided version of Fisher's exact test. Unless k and the n i 's are small, the probability (8) is difficult to compute due to the large number of atoms in the sample space A X + , but we can approximate it via Monte Carlo (Robert and Casella, 2004 k ) denote m random vectors drawn independently from the distribution (7) , then a Monte Carlo estimator of (8) is
where I[A] is the indicator of the event A. Mehta, Patel, and Senchaudhuri (1988) show that importance sampling can be used to obtain an improved Monte Carlo estimator.
Unconditional test. Under the null hypothesis, the joint distribution of (X 1 , . . . , X k ) is given by 
This test was introduced by Barnard (1945 Barnard ( , 1947 in the case of k = 2 (later, Barnard [1949] wrote in favor of Fisher's exact test over his unconditional test). When either k or the n i 's are large, the above probability is difficult to compute due to the large number of atoms in B, and hence the P -value is extremely difficult to compute due to the presence of sup π∈ [0, 1] .
Remark. The question of whether one should use the conditional or unconditional test is controversial. There is much debate on this issue in the statistical literature, especially for the case of k = 2, and we refer to Little (1989) using the statistic
and assumed n = n 1 = n 2 and a one-sided alternative hypothesis. Under these conditions, Suissa and Shuster (1985) derived a method for computing the unconditional P -value and found the unconditional test to be more powerful than Fisher's exact test. Mehta and Hilton (1993) considered the case of k = 3, and compared the conditional and unconditional tests 5 based on the Pearson statistic T P when n = n 1 = n 2 = n 3 . They concluded that while the unconditional test appeared to hold a power advantage over the conditional test when k = 2, when k = 3 the power advantage of the unconditional test rapidly diminishes for moderately large values of the common sample size n. Nass (1959) considered an adjustment to the standard chi-squared test to improve the approximation for sparse data. This approach approximates the conditional distribution of T P given X + , under the null hypothesis. Under the null hypothesis, the distribution of c×T P is approximated by a chi-squared density on v degrees of freedom, where c and v are chosen so that the conditional mean and variance of c × T P match the mean and variance of the approximating chi-squared distribution. In our setting of independent binomial sampling, the approximation is defined by
Test of Nass (1959)
or equivalently,
Under the null hypothesis, the mean and variance of T P , conditional on X + , were derived by Haldane (1940) and simplified by Dawson (1954) into the following form:
Thus the P -value of the test is computed as Pr{χ 2 v ≥ c t p } with c and v defined by (12).
Test of Potthoff and Whittinghill (1966)
Potthoff and Whittinghill (1966) derived a test procedure based on the following argument.
First, they suppose that π is known, and the alternative hypothesis specifies the distribution of X 1 , . . . , X k such that
and conditionally on (π 1 , . . . , π k ), the variables X 1 , . . . , X k are distributed as in (1) . Then a locally most powerful test (locally in the sense that a is such that the variance of the Beta[πa, (1 − π)a] distribution is small) rejects the null hypothesis for large values of the
under the null hypothesis is approximated as
, and the constants e(π), f (π) and v(π) are chosen such that
i.e., the mean, variance, and third central moment of eV(π) + f match those of the approx-
To handle the case of unknown π, Potthoff and Whittinghill (1966) obtained a test by setting π equal to the value which minimizes V(π); the resulting values of π and V(π) are
The P -value of the test is thus computed as Pr{χ 2 v(π min ) ≥ e(π min )V(π min )+f (π min )}, where of course, e(π min )V(π min ) + f (π min ) and v(π min ) are fixed at their observed values in the probability computation.
Adjustment to the Potthoff and Whittinghill (1966) test using the method of Berger and Boos (1994)
In the context of testing a general composite hypothesis of the form H 0 : ψ = ψ 0 in the presence of nuisance parameters θ, Berger and Boos (1994) 
We note that several other confidence intervals are also available for the binomial proportion;
C β as defined above is one of the intervals recommended by Brown, Cai, and DasGupta
For a given π, the P -value for the Potthoff and Whittinghill (1966) test described in Section 2.4 is
where the quantities e(π), f (π) and v(π) are defined in (13) . The supremum value P β displayed in (14) is now obtained by computing P (π) with the minimum value of Q(π) = e(π)V(π)+f (π)−v(π) [2v(π)] 1/2 with respect to π ∈ C β and adding β. It is easy to verify that Q(π) simplifies to Q(π) = V(π)−N [2N ] 1/2 , and we compute its minimum subject to π ∈ C β . Denoting this minimum value by Q * β and following (14) , it follows that the test based on the method of Berger and Boos (1994) rejects H 0 for small values of
Obviously we choose only small values of β in applications. 8 
Test of Xu (2011)
Xu (2011) proposed an unconditional test which was motivated as follows. First note that
Thus defining
and thus proposes the test statistic 
Test of Paul and Deng (2013)
Extending work of Farrington (1996) , Paul and Deng (2013) present a general method for testing goodness of fit of a generalized linear model to sparse data. As discussed by Paul and Deng (2013), their method, which is based on an Edgeworth approximation of the distribution of the modified Pearson χ 2 statistic conditional onπ, can be used to test the hypotheses (2) . The test statistic is the standardized quantity
where X 2 * is the modified Pearson statistic proposed by Farrington (1996) . In our setting, the modified Pearson statistic takes the form:
The conditional distribution of the test statistic Z under the null hypothesis is approximated by the Edgeworth series:
As usual, φ(s) = e −s 2 /2 / √ 2π and Φ(s) = s −∞ φ(u)du denote the standard normal probability density and cumulative distribution functions, respectively. The Edgeworth series involves ρ 3 (X 2 * |π) and ρ 4 (X 2 * |π) which are the standardized conditional third and fourth cumulants of X 2 * , respectively, under the null hypothesis. That is, if κ j (X 2 * |π) denotes the jth cumulant of X 2 * conditional onπ, then
Paul and Deng (2013) provide the following approximate expressions for the first four conditional cumulants of X 2 * under the null hypothesis:
Finally, with z denoting the observed value of the test statistic Z, the P -value is computed by evaluating the right hand side of (15) using the expressions above for the cumulants. This test is designed under a sparse asymptotic framework as mentioned at the end of Section 2.6. The higher order corrections are designed to improve the approximation for moderate values of k.
Empirical Comparison of the Tests
In Section 2 we introduced nine different tests for the hypotheses (2) . In this section we use simulation to evaluate and compare seven of these tests based on type I error probability and power. We conducted all simulations using the statistical computing software R (R Development Core Team, 2011). Below we list the seven tests included in the comparison, and we give a short name for each test. The short name is used to refer to each test in the following discussion, and in Tables 1 -12 which summarize the simulation results. In our empirical study we consider twelve different settings where each is of the form:
π i = π 0 , for i = 1, . . . , k − 1,
The values of π 0 , k, and n 1 , . . . , n k used in the twelve simulation settings are as follows.
Setting 1. π 0 = 0.05, k = 3, n 1 = n 2 = n 3 = 10
Setting 2. π 0 = 0.05, k = 3, n 1 = n 2 = 10, n 3 = 60
Setting 3. π 0 = 0.05, k = 3, n 1 = n 2 = 60, n 3 = 10
Setting 4. π 0 = 0.05, k = 3, n 1 = n 2 = n 3 = 60
Setting 5. π 0 = 0.001, k = 8, n i = 20 × 2 i−1 Setting 6. π 0 = 0.001, k = 8, n i = 20 × 2 8−i Setting 7. π 0 = 0.001, k = 8, n 1 = · · · = n 8 = 2560
Setting 8. π 0 = 0.016, k = 8, n i = 20 × 2 i−1 Setting 9. π 0 = 0.001, k = 40, n i = 20 × 2 (i−1) mod 8
Setting 10. π 0 = 0.001, k = 40, n i = 20 × 2 (40−i) mod 8
Setting 11. π 0 = 0.001, k = 40, n 1 = · · · = n 40 = 2560
Setting 12. π 0 = 0.008, k = 40, n i = 20 × 2 (i−1) mod 8
For each of the seven tests, we use Monte Carlo simulation to estimate the probability of rejecting the null hypothesis in each of the settings 1 -12. These probabilities are computed for several values of δ; and we report the probabilities for settings 1 -12 in Tables 1 -12, respectively. In all cases, the nominal level of the test is taken as α = 0.05, and 10000
iterations are used to obtain the Monte Carlo estimates of type I error probability and power. For the ExactC test, in settings 1 and 2 we compute the P -value directly using (8) . In the remaining settings 3 -12, direct computation of the P -value as defined in (8) is difficult due to larger values of k and/or the n i 's; therefore, in these settings, we obtain the P -value using the Monte Carlo estimator (9) with m = 10000 iterations. Notice that in each table, the first row, which corresponds to δ = 0, gives the probability of type I error for a particular value of the common π. As we move down the rows of each table δ increases, and hence we would expect the power to increase because in this way we move further from the null hypothesis of homogeneity. In any particular iteration of the simulation, if the observed value of X + equals 0 or n + , then we do not reject the null hypothesis under any test. Below is a summary of the findings of the simulation study.
1. In setting 1 where we have sparse data and a very small k, we see that all seven tests have type I error probability well below α = 0.05. While none of the tests perform ideally in setting 1, we notice here that the probability of type I error and power of the three tests ExactC, PW, and PWBB is similar and well below that of the other four tests.
In this setting, the performance of the four tests Pearson, Nass, Xu, and PD is comparable. the P -value directly using the conditional distribution (7) , while the Nass test uses (12) to obtain a scaled chi-squared distribution that approximates (7) , and then computes the Pvalue with respect to this approximating distribution. Thus, as one would expect, in each of our simulation settings we find that the ExactC and Nass tests generally yield similar performance and both maintain their level at or below the nominal α = 0.05. In settings 1 -4, we find that the probability of type I error is slightly closer to α = 0.05 under the Nass test in comparison with the ExactC test; and also in these settings the power of the Nass test is slightly higher than that of the ExactC test. Notice that in settings 1 -4, k is quite small, and hence the discrete distribution (7) has a small sample space which makes it difficult for the test to achieve size α = 0.05. On the other hand, in setting 5 the ExactC test performs slightly better than the Nass test in terms of both type I error probability and power. In the remaining settings 6 -12, the performance of the ExactC and Nass tests is nearly identical, indicating that Nass's (1959) chi-squared approximation of (7) works well in these settings. Generally the performance of the ExactC and Nass tests is adequate in the settings we considered.
6. We find that the Xu test performs adequately in each of the simulation settings in terms of both type I error probability and power, though the test tends to be conservative in some settings (e.g., settings 1 -6). Even in these settings, the power of the Xu test still tends to compare favorably (though it is not always the best) with several of the other test procedures.
7. Since the ExactC, Nass, and Xu tests each tend to perform adequately in the chosen simulation settings, a comparison of the three tests seems appropriate. We have already noted that the ExactC and Nass tests are similar to each other. The choice between the Xu test versus either ExactC or Nass is not so clear, as none dominates the other in power or type I error probability. For instance, in settings 2, 5, 8, 9, and 12, the Xu test has a power advantage over both the ExactC and Nass tests; in settings 3, 6, and 10, the ExactC and Nass tests have a power advantage over the Xu test; and in settings 4, 7, and 11, the ExactC, Nass, and Xu tests all perform similarly. To complement these findings, it is interesting to observe that in settings 2, 5, 8, 9, and 12, one of the populations with the largest n i differs from the rest; in settings 3, 6, and 10, one of the populations with the smallest n i differs from the rest; and in settings 4, 7, and 11, all n i 's are equal. These observations may help to provide some guidance as to when the Xu test is preferable to the ExactC and Nass tests or vice versa.
Concluding Remarks
In this article we have reviewed nine procedures for testing the hypothesis of homogeneity of k binomial proportions. In Section 2 we presented the justification for each test, and showed how to calculate each P -value. In Section 3 we used simulation to assess and compare seven of these tests on the basis of type I error probability and power. Through the simulation studies, we located sparse data scenarios in which the otherwise reasonable tests Pearson, PW, PWBB, and PD, performed inadequately. We noted that the ExactC, Nass, and Xu tests exhibited adequate performance in all simulation settings that we considered, and we provided some guidance regarding the choice between these three tests in sparse data situations. As expected, we found the ExactC and Nass tests to be generally similar, but some distinctions emerged between these two tests and the Xu test.
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