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We investigate a nonequilibrium phase transition in a dissipative and coherent quantum spin system using the
quantum Langevin equation and mean-field theory. Recently, the quantum contact process (QCP) was theoret-
ically investigated using the Rydberg antiblockade effect, in particular, when the Rydberg atoms were excited
in s-states so that their interactions were regarded as being between the nearest neighbors. However, when the
atoms are excited to d-states, the dipole–dipole interactions become effective, and long-range interactions must
be considered. Here, we consider a quantum spin model with a long-range QCP, where the branching and coag-
ulation processes are allowed not only for the nearest-neighbor pairs, but also for long-distance pairs, coherently
and incoherently. Using the semiclassical approach, we show that the mean-field phase diagram of our long-
range model is similar to that of the nearest-neighbor QCP, where the continuous (discontinuous) transition is
found in the weak (strong) quantum regime. However, at the tricritical point, we find a new universality class,
which was neither that of the QCP at the tricritical point nor that of the classical directed percolation model with
long-range interactions. Implementation of the long-range QCP using interacting cold gases is discussed.
I. INTRODUCTION
Nonequilibrium phase transitions into an absorbing state
have been extensively studied [1–11]. However, in recent
years, they have attracted a significant amount of attention
because some of these transitions have been experimentally
realized in turbulence [12, 13] and dissipative Rydberg atom
quantum systems [14]. One of the most robust classes of ab-
sorbing transitions is the directed percolation (DP) class [6–
10], in which the dynamics spreads by a contact process (CP).
An active particle becomes inactive at a rate γ, whereas an
inactive particle becomes active at a rate κ when it contacts a
neighboring active particle. If κ/γ is small, the system falls
into an absorbing state. Otherwise, it is in an active state. The
CP model can be used for modeling the epidemic spread of
infectious disease and the reaction–diffusion process of inter-
acting particles. On the other hand, the Reggeon field theory
reveals the universal properties of the DP class [15, 16].
The CP can be generalized in various ways. Here, we in-
troduce two cases associated with the main topic of this pa-
per. One is the long-range CP. This process was inspired by
disease contagion by long-distance insect flight. We recall a
simple lattice model associated with the long-range CP [17–
22], in which the activation process is modified as follows. At
a rate κP(x), each active particle activates an inactive parti-
cle at distance |x| in a random direction. P(x) is thought to
follow the power law P(x) ∼ 1/|x|d+p, where d is the spatial
dimension, and p > 0 is a control parameter. Owing to the
long-range interaction, the transition property of the DP class
can be changed when p < pc, where pc depends on the di-
mension d [18]. When p > pc, the long-range interaction is
irrelevant. The other variant is the so-called tricritical CP [23–
28]. In this modification, in addition to the ordinary CP, an
inactive particle becomes active at a rate ω when it contacts
two consecutive active particles. This tricritical CP exhibits a
first-order transition for κ < ω and a second-order transition
∗ bkahng@snu.ac.kr
for κ > ω. Thus, a tricritical point occurs at κ = ω with the
tricritical directed percolation (TDP) class.
Although the DP class is theoretically well established, ex-
perimental realization of DP behavior has been elusive [29].
It was only recently that two experiments associated with this
DP class were implemented [12–14]. We are particularly in-
terested in the experiment in dissipative quantum systems of
Rydberg atoms. An essential factor for realizing the DP class
in Rydberg atoms is the antiblockade effect. An inactive spin
is activated by detuning the excitation energy so that it is com-
parable to the energy of interaction with the active spin of the
nearest neighbor [30–32]. This is reminiscent of the branch-
ing process in the CP. We remark that the antiblockade dynam-
ics can be implemented incoherently when strong dephasing
noise is applied. Then, quantum coherence becomes negligi-
ble, and the dynamics is reduced to the classical DP process.
When quantum coherence is effective, this case is called the
quantum contact process (QCP), and coherent and incoherent
CPs can be realized simultaneously [33–35]. Competition be-
tween the two types of process leads to the TDP class at the
tricritical point. This resembles the behavior of spin glass sys-
tems, in which competing interactions between spins generate
a negative cubic term of the Landau free energy and a tricriti-
cal point. In the strong quantum regime, the system undergoes
a discontinuous transition.
When Rydberg atoms interact via the dipole–dipole inter-
action, it is natural to consider cold atomic systems with long-
range interaction. Similar studies of dipole–dipole interac-
tions were performed in quantum systems associated with
several phenomena, for instance, quantum magnetism [36–
39], Anderson localization [40–43], Rydberg energy trans-
port [44], and Rydberg blockade [45]. However, the long-
range Rydberg atom system under the antiblockade condition
has not been investigated yet, even though the results are ex-
pected to contribute to theoretical development of the QCP. In
this paper, we consider the long-range QCP in the open quan-
tum spin system. We set up the Lindblad equation for the den-
sity matrix in terms of the Hamiltonian with long-range inter-
action and the dissipators for decay and long-range branching
and coagulation. Using mean-field (MF) theory, we obtain a
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2phase diagram including absorbing and active states, and dis-
continuous and continuous transition curves with a tricritical
point. This diagram is similar to that of the classical TDP
model. However, the continuous transition changes from the
ordinary DP to the long-range DP class [17, 21]. The TDP
transition at the tricritical point also changes. We expect it to
be in a long-range TDP class corresponding to the TDP; how-
ever, it has not been explored yet. Using the scaling argument,
we determine the critical exponents of the long-range TDP in
the MF limit. Moreover, we determine the upper critical di-
mension.
The remainder of this paper is organized as follows. In
Sec. II B, we derive the quantum Langevin equation of the
long-range QCP. The MF equation and its phase diagram are
presented in Sec. III, and the scaling behavior and upper crit-
ical dimension are presented in Sec. IV. Finally, we conclude
our work and discuss the relationship between our model and
the behavior of interacting cold gases in Sec. V.
II. EQUATIONS OF MOTION FOR THE LONG-RANGE
QUANTUM CONTACT PROCESS
A. Lindblad equation
The Lindblad equation describes a quantum system cou-
pled to the environment in the context of the Born–Markov
approximation [46]. We consider a quantum spin model on a
d-dimensional lattice, where each spin state denotes the state
of a single atom at a site with |↑〉 , that is, an active state, and
|↓〉 , that is, an inactive state. Interactions between atoms and
between atoms and the baths may result in the dynamics of
the QCP, which are described by the Lindblad equation. The
equation is generally composed of the Hamiltonian and dissi-
pative terms. Our equation also contains the coherent terms
for branching and coagulation and incoherent ones for not
only branching and coagulation, but also decay of active states
(see Fig. 1), and is given by
∂tρˆ = −i
[
HˆS , ρˆ
]
+
∑
l
[
Lˆ(d)l ρˆLˆ
(d)†
l −
1
2
{
Lˆ(d)†l Lˆ
(d)
l , ρˆ
}]
+
∑
i=b,c
∑
l,m
[
Lˆ(i)ml ρˆLˆ
(i)†
ml −
1
2
{
Lˆ(i)†ml Lˆ
(i)
ml, ρˆ
}]
, (1)
where the Hamiltonian HˆS is defined as
HˆS = ω
∑
l,m
P(|xm − xl|)
(
nˆmσˆ+l + nˆmσˆ
−
l
)
, (2)
and the Lindblad jump operators of decay, branching, and co-
agulation are given by
Lˆ(d)l =
√
γσˆ−l , (3)
Lˆ(b)ml = [κP(|xm − xl|)]1/2 nˆmσˆ+l , (4)
Lˆ(c)ml = [κP(|xm − xl|)]1/2 nˆmσˆ−l , (5)
respectively. Here, σˆ+l and σˆ
+
l are the raising and lowering
operators of the spin at site l, respectively, which are defined
in terms of the spin basis as σˆ+ = |↑〉〈↓| and σˆ− = |↓〉〈↑|.
incoherent  coherent
incoherent  
l lγ
̂d†l,q
m l
lmlmlmlm
κPml
κPml
ωPml
b̂†l,q
̂c†l,q
FIG. 1. Schematic of QCP with long-range interaction in one di-
mension. In this model, there are two incoherent processes and one
coherent process, which are represented by the total Hamiltonian in
Eq. (7). The incoherent processes are induced by interaction with
harmonic baths. The first incoherent process decays each site (de-
noted as l) by raising the harmonic bath’s state at the rate γ, given
by the second summation term in Eq. (8). The second incoherent
process consists of branching and coagulation. Specifically, if site
m is in an active state, site l branches (coagulates) at a rate κPml via
directional links (denoted as ml) by raising the bath’s state, which
is given by the second summation term in Eqs. (9) and (10). The
rate decreases algebraically as the distance increases. Similarly, the
coherent process, which consists of quantum long-range branching
and coagulation and involves the off-diagonal elements of the den-
sity matrix during the dynamics, is induced by the system Hamilto-
nian [Eq. (2)].
Because nˆl is the number operator of the active state, nˆ =
|↑〉〈↑|, the composite operator nˆmσˆ+l or nˆmσˆ−l with l , m means
that the active state at site m activates or deactivates the state
at l, representing the branching and coagulation processes, as
seen in Eqs. (2), (4), and (5). Instead, Lˆ(d)l denotes the decay
dynamics of the active state at l. Therefore, if there is no ac-
tive state, no further dynamics occurs, implying an absorbing
state. Note that m and l need not be a nearest-neighbor pair in
the interaction. Indeed, P(|xm − xl|) in the dynamic equation
[Eq. (1)] represents the Le´vy distribution, which decays as
P(|xm − xl|) ∼ 1/|xm − xl|p+d , (6)
and which determines the amplitude of the long-range inter-
action. Here, we set P(|xm − xl|) = 0 when m = l. In addition,
the distribution satisfies the normalization condition,∑
m
P(|xm − xl|) =
∑
l
P(|xm − xl|) = 1 .
It is obvious that the dynamics of populations (the diagonal
elements of ρˆ) in Eq. (1) in the absence of coherent dynam-
ics is equivalent to the ordinary long-range contact process.
Consequently, depending on parameters such as κ and γ, the
steady state for ω = 0 shows the active or inactive phase, and
the transition between them belongs to the long-range DP uni-
versality class. If ω is increased, the coherence may change
the nature of the transition in the system. Note that in the
limit p → ∞, our model becomes equivalent to the nearest-
neighbor QCP in previous works [34, 35].
3B. Total Hamiltonian
By solving the Lindblad equation, Eq. (1), one may find the
phase diagram of the system; however, this is not easy when
system size N becomes large, N  1. Instead, in this work
we take the semiclassical approach starting with the quantum
Langevin equation, as seen in previous works for the nearest-
neighbor QCP [34, 35].
To derive the Langevin equations, we first set the equivalent
Hamiltonian for a system with N spins, Nb harmonic baths,
and their interactions, where Nb is given by Nb = 2N2 − N, as
follows. The total Hamiltonian should be given by
Hˆtot = HˆS +
∑
l
Hˆd(l) +
∑
m,l
[
Hˆb(m, l) + Hˆc(m, l)
]
, (7)
where HˆS is the same as in Eq. (2). There are three types of
Hamiltonians for the baths and interactions (see Fig. 1). First,
the Hamiltonian Hˆd, which corresponds to the decay process,
is assigned to each spin, and Hˆd(l) defined on spin l is then
given by
Hˆd(l) =
∑
q
θqdˆ
†
l,qdˆl,q +
∑
q
[
λqdˆ
†
l,qσˆ
−
l + h.c.
]
, (8)
where θq denotes the energy of bath particles with momentum
q, and h.c. stands for the Hermitian conjugate. Here, dˆ†l,q and
dˆl,q are the creation and annihilation operators, respectively,
of particles of the bath associated with spin l, and λq is the
coupling strength of the decay process of the active state ac-
companied by emission of a single bath particle. Note that
baths having different site indices are mutually independent,
which is represented in the commutation relation for dˆ†l,q and
dˆl,q, that is, [dˆl,q, dˆ
†
m,q′ ] = δl,mδq,q′ .
The other Hamiltonians, for branching (Hˆb) and coagula-
tion (Hˆc), are defined at each link (l,m) with direction, which
means Hˆb(c)(m, l) , Hˆb(c)(l,m). The branching and coagula-
tion Hamiltonians are also given by the bath energy and inter-
actions, similar to that of the decay process. Because branch-
ing and coagulation are allowed between long-distance spins,
the interaction between the system and bath particles contains
the distribution P(|xm − xl|), so the Hamiltonians are given by
Hˆb(m, l) =
∑
q
φqbˆ
†
ml,qbˆml,q +
∑
q
[
χq
√
Pml bˆ
†
ml,q nˆmσˆ
+
l + h.c.
]
,
(9)
Hˆc(m, l) =
∑
q
φqcˆ
†
ml,qcˆml,q +
∑
q
[
χq
√
Pml cˆ
†
ml,q nˆmσˆ
−
l + h.c.
]
,
(10)
where Pml is shorthand notation for the Le´vy distribution. Fur-
ther, bˆml,q and cˆml,q are also operators of the harmonic baths
defined on the directional link, which satisfy the commuta-
tion relation, [bˆml,q, bˆ
†
m′l′,q] = δl,l′δm,m′ (the relations for cˆlm,q
and cˆ†lm,q are obtained by replacing bˆ and bˆ
† with cˆ and cˆ†,
respectively). Further, φq and χq are the energy function and
coupling between the system and baths, respectively, where
the branching and coagulation Hamiltonians share the same
functions. Note that we have thus used Nb independent baths,
including N decay, N(N − 1) branching, and N(N − 1) coagu-
lation baths.
To obtain Eq. (1) for the density operator, we consider that
the bath is in a pure state |0〉B with zero temperature such that
dˆ|0〉B = bˆ|0〉B = cˆ|0〉B = 0. Following the Born–Markov
approximation, where the density operator of the total system
can be given approximately by the product state, ρˆ(t) ⊗ ρˆB,
with the stationary bath density ρˆB = |0〉〈0|B [46], the density
operator ρˆ(t + dt) is given by
ρˆ(t + dt) = trB
{
e−idtHˆtot ρˆ(t) ⊗ |0〉〈0|BeidtHˆtot
}
. (11)
Expanding the evolution operators up to the second order of dt
and using 〈HˆI〉B, where HˆI is the part of Eq. (7) representing
the interaction between the system and bath, and 〈·〉B denotes
〈0| · |0〉B with the bath state, we write Eq. (11) up to the order
of dt2:
ρˆ(t + dt) = ρˆ(t) − idt
[
HˆS , ρˆ(t)
]
(12)
+dt2
(
HˆS ρˆ(t)HˆS − 12
{
Hˆ2S , ρˆ(t)
})
+dt2
(
〈HˆI ρˆ(t) ⊗ |0〉〈0|BHˆI〉B − 12
{
〈Hˆ2I 〉B, ρˆ(t)
})
.
Because 〈dˆqdˆ†q〉B = 1, 〈bˆqbˆ†q〉B = 1, and 〈cˆqcˆ†q〉B = 1, and
otherwise the correlators of bath particles are zero, the third
line in Eq. (12) can be written as
dt2
∑
l
∑
q
λ2q
[
σˆ−l ρˆ
(
σˆ−l
)† − 1
2
{(
σˆ−l
)†
σˆ−l , ρˆ
}]
+dt2
∑
l,m
∑
q
χ2qPml
[
nˆmσˆ+l ρˆ
(
nˆmσˆ+l
)† − 1
2
{(
nˆmσˆ+l
)†
nˆmσˆ+l , ρˆ
}]
+dt2
∑
l,m
∑
q
χ2qPml
[
nˆmσˆ−l ρˆ
(
nˆmσˆ−l
)† − 1
2
{(
nˆmσˆ−l
)†
nˆmσˆ−l , ρˆ
}]
.
In accordance with the Weisskopf–Wigner theory [47], we ex-
tract the slow mode of bath particles around q = 0 by set-
ting λq ≈ λq=0 and χq ≈ χq=0. Then, the summations over
q become
∑
q λ
2
q ≈ λ20
∑
q and
∑
q χ
2
q ≈ χ20
∑
q. To eval-
uate
∑
q, we use the definition of the Dirac delta function,
(2pi)−1
∑
q exp(−iωqτ) = δ(τ), with a linear function ωq of q.
Inserting τ = 0 in both exp(−iωqτ) and δ(τ), one can see
dt2 λ20
∑
q
→ dt 2piλ20 , dt2 χ20
∑
q
→ dt 2piχ20 ,
where we have used the fact that δ(0) → 1/dt as dt → 0.
Therefore, we can reduce dt2 to dt in the third line of Eq. (12).
Defining γ = 2piλ20 and κ = 2piχ
2
0, and retaining the order of
dt, we arrive at the Lindblad equation [Eq. (1)] from Eq. (12).
C. Quantum Langevin equation
Now, we derive the equations of motion for the system de-
grees of freedom from the Heisenberg equation in the total
4Hilbert space. During the procedure, noise and the influence
of heat baths will be defined so that the quantum Langevin
equation, which is the starting point for the semiclassical the-
ory of the long-range QCP, can be obtained.
For the system operators aˆl = σˆxl , σˆl
y, nˆl, which are Hermi-
tian operators, the Heisenberg equation is given by ∂taˆl(t) =
i[Hˆ, aˆl(t)]; then
∂taˆl = i
[HˆS , aˆl] + [Hˆd(l), aˆl] + ∑m, j=b,c
[
Hˆ j(m, l) + Hˆ j(l,m), aˆl
] .
(13)
The first term in Eq. (13) consists only of system operators:
i
[
HˆS , aˆl
]
= iω
∑
m
Pml
([
nˆmσˆ+l , aˆl
]
+
[
nˆlσˆ+m, aˆl
]
+ h.c.
)
, (14)
and the other terms, which are obtained from commutation
with the interaction terms, are mixtures of the system and bath
operators, as shown below. The commutation with the decay
Hamiltonian reads
i
[
Hˆd(l), aˆl
]
=
∑
q
λq
(
idˆ†l,q
[
σˆ−l , aˆl
]
− i
[
aˆl, σˆ+l
]
dˆl,q
)
, (15)
that with the branching Hamiltonian is
i
[
Hˆb(m, l), aˆl
]
=
∑
q
χq
√
Pml
(
ibˆ†ml,q
[
nˆmσˆ+l , aˆl
]
+ h.c.
)
, (16)
and finally, that with the coagulation Hamiltonian is
i
[
Hˆc(m, l), aˆl
]
=
∑
q
χq
√
Pml
(
icˆ†ml,q
[
nˆmσˆ−l , aˆl
]
+ h.c.
)
. (17)
Note that i[Hˆb(c)(l,m), aˆl] can be obtained by replacing l and
m with each other, except for aˆl, in Eqs. (16) and (17). Here,
the Heisenberg picture has been used for all operators such
that aˆl ≡ aˆl(t) = eiHˆtaˆl(0)e−iHˆt, where aˆl(0) denotes the
Schro¨dinger operator. Henceforth, an operator without an ex-
plicit time represents the Heisenberg operator at time t.
To proceed a step further, we need functional forms of bˆml,q,
cˆml,q, and dˆl,q, whose equations of motion are also obtained
from the Heisenberg equations, ∂tdˆl,q = i[Hˆd(l), dˆl,q], ∂tbˆml,q =
i[Hˆb(m, l), bˆml,q], and ∂tcˆml,q = i[Hˆc(m, l), cˆml,q], respectively.
It is easy to show that the solutions are given by
dˆl,q = dˆl,q(0)e−iθqt − iλq
∫ t
0
dτ σˆ−l (τ)e
−iθq(t−τ) , (18)
bˆml,q = bˆml,q(0)e−iφqt
− iχq
√
Pml
∫ t
0
dτ nˆm(τ)σˆ+l (τ)e
−iφq(t−τ) , (19)
cˆml,q = cˆml,q(0)e−iφqt
− iχq
√
Pml
∫ t
0
dτ nˆm(τ)σˆ−l (τ)e
−iφq(t−τ) . (20)
Plugging Eqs. (18)–(20) into Eqs. (15)–(17) reveals that the
equation of motion for aˆl can be divided into two parts, where
one part is composed only of the system operators, and the
other contains both system and bath operators. For example,
inserting Eq. (18) into Eq. (15), we get
i
[
Hˆd(l), aˆl
]
=
∑
q
λq
(
idˆ†l,q(0)
[
σˆ−l , aˆl
]
eiθqt + h.c.
)
(21)
−
∑
q
λ2q
∫ t
0
dτ
(
σˆ+l (τ)
[
σˆ−l , aˆl
]
eiθq(t−τ) + h.c.
)
,
where the first line gives the quantum noise from the bath,
and the second line is the dissipative term. Employing
the Weisskopf-Wigner theory as shown in the previous sec-
tion (II B), we let λq be constant in Eq. (21), which leads to
λ20
∑
q eiθq(t−τ) ≈ 2piλ20δ(t − τ). Therefore, Eq. (21) reads√
γ
2pi
∑
q
(
idˆ†l,q(0)e
iθqt
[
σˆ−l , aˆl
]
− i
[
aˆl, σˆ+l
]
dˆl,q(0)e−iθqt
)
− γ
2
(
σˆ+l
[
σˆ−l , aˆl
]
+
[
aˆl, σˆ+l
]
σˆ−l
)
, (22)
because
∫ t
0 dτδ(t − τ) = 1/2, and γ = 2piλ20. For Eqs. (16) and
(17), one can also obtain similar expressions with κ = 2piχ20.
Because the second line in Eq. (22) can be rewritten as(√
γσˆ−l
)†
aˆl
√
γσˆ−l −
1
2
{(√
γσˆ−l
)† √
γσˆ−l , aˆl
}
≡ Fˆ(aˆl, √γσˆ−l ),
by combining Eqs. (14)–(17) with the Weisskopf–Wigner the-
ory, we obtain the equations of motion for aˆl, which are given
by
∂taˆl = iω
∑
m
Pml
([
nˆmσˆ+l , aˆl
]
+
[
nˆlσˆ+m, aˆl
]
+ h.c.
)
+
∑
α,m
Fˆ
(
aˆl, Iˆαlm
)
+ ηˆ(aˆl) , (23)
where for convenience we defined the interaction operators Iˆαlm
as
Iˆ1lm =
√
γ σˆ−l δl,m ,
Iˆ2lm =
√
κPml nˆmσˆ+l , Iˆ
3
lm =
√
κPml nˆlσˆ+m ,
Iˆ4lm =
√
κPml nˆmσˆ−l , Iˆ
5
lm =
√
κPml nˆlσˆ−m . (24)
The Kronecker delta function δlm = 1 for l = m and is zero
otherwise. Although Iˆαlm has the same form as the Lindblad
jump operators in Eqs. (3)–(5), it is composed of the Heisen-
berg operators defined at time t, which are different from the
Lindblad operators. Finally, the noise operator ηˆ(aˆl, t) is also
written in terms of Iˆαlm and the corresponding bath operators.
We redefine the bath operators Bˆαlm,q(t) with the original oper-
ators as
Bˆ1lm,q(t) = dˆl,q(0) δl,me
−iθqt ,
Bˆ2lm,q(t) = bˆml,q(0)e
−iφqt , Bˆ3lm,q(t) = bˆlm,q(0)e
−iφqt ,
Bˆ4lm,q(t) = cˆml,q(0)e
−iφqt , Bˆ5lm,q(t) = cˆlm,q(0)e
−iφqt . (25)
Then, one can write the noise operator in the compact form
ηˆ(aˆl) =
i√
2pi
∑
α
∑
m,q
(
Bˆαlm,q(t)
)† [
Iˆαlm, aˆl
]
+ h.c. (26)
Obviously, the quantum average of the noise operators be-
comes zero: 〈ηˆ(aˆl)〉B = 0.
5III. MEAN-FIELD RESULT
A. Mean-field equations
To explore the MF phase transition of the QCP, we ex-
tract the MF equation from the quantum Langevin equation,
Eq. (23), by taking the trace of the equations of the opera-
tors with the initial density operator given by ρˆ(0) ⊗ ρˆB. By
defining
al(t) ≡ 〈aˆl(t)〉 = tr aˆl(t)ρˆ(0) ⊗ ρˆB , (27)
the equations of the fields can be obtained; for example, the
equation of motion for nl is given by
n˙l = ω
∑
m
Pml〈nˆmσˆyl 〉 − γnl + κ
∑
m
Pml (nm − 2〈nˆmnˆl〉) . (28)
One can also derive similar equations for σxl (t) and σ
y
l (t). Ig-
noring correlations such as 〈nˆmσˆyl 〉 → nm(t)σyl (t) and taking
uniform fields, nl(t) → n(t), σxl (t) → σx(t), and σyl (t) →
σy(t), we arrive at the MF equations, which are given by
n˙ = ωnσy + (κ − 1)n − 2κn2 ,
σ˙x = −ωσxσy − 1 + κ
2
σx − κnσx ,
σ˙y = ω
{
2n + (σx)2 − 4n2
}
− 1 + κ
2
σy − κnσy , (29)
where we rescale time, tγ → t, ω/γ → ω, and κ/γ → κ.
Note that the above equations are equivalent to the MF equa-
tion used in previous studies for the nearest-neighbor QCP
model [34, 35].
B. Phase diagram
In this section, we review the previous MF result, which is
also similar to those in previous studies of TDP [10, 15, 23,
24]. It is found that the steady-state solutions or fixed points,
n0, σx0, and σ
y
0, satisfying a˙ = 0 in Eq. (29), form two groups
as follows. One is given by
σx0 = 0 , σ
y
0 =
4ωn0(1 − 2n0)
1 + κ + 2κn0
, (30)
n0 = 0 ,
ω2 − κ ± √(ω2 − κ)2 + (κ2 + 2ω2)(κ2 − 1)
4ω2 + 2κ2
,
and the other is given by
σx0 = ±
√
4n20 − 2n0 − (1 + κ + 2κn0)2 /(2ω)2 , (31)
σ
y
0 = −
1 + κ + 2κn0
2ω
, n0 = 0 ,
1
6
− 1
2κ
.
Note that if only real solutions are required, the latter should
be ruled out because solutions n0 do not give real val-
ues of σx0 in Eq. (31). Moreover, the nonzero solutions
n0 = n+0 ≡
ω2−κ+
√
(ω2−κ)2+(κ2+2ω2)(κ2−1)
4ω2+2κ2 and n0 = n
−
0 ≡
FIG. 2. Phase diagram of QCP. This diagram is represented as a plot
of the classical rate κ and the quantum rate ω. In the weak quantum
regime, the second-order transition is observed [(red) solid vertical
line and (red) filled circle; Eq. (34)]. In contrast, in the strong quan-
tum regime, the absorbing transition is found to be of the first-order
type [upper dashed (blue) curve between bistable and inactive states;
Eq. (35)]. The (red) filled circle, at which the two transitions inter-
sect, is the tricritical point. (Black) dotted vertical line represents the
boundary of the number of the stable solutions and (black) lower dot-
ted curve inside the inactive region represents the boundary between
the existence and nonexistence of multiple solutions.
ω2−κ−
√
(ω2−κ)2+(κ2+2ω2)(κ2−1)
4ω2+2κ2 in Eq. (30) does not exist when
(ω2 − κ)2 < (κ2 + 2ω2)(1 − κ2), which is inside the (blue)
dashed curve and lower (black) dotted curve in Fig. 2.
Now, we check the stability of Eq. (30) through lineariza-
tion of Eq. (29) around the fixed points. Inserting n = n0 + δn,
σy = σ
y
0 + δσ
y, and σx = σx0 + δσ
x into Eq. (29), and expand-
ing up to the linear order of perturbations, we then obtain the
linear equation δ˙a = Mδa, where
δa = (δn, δσy, δσx)T , (32)
and the matrix M is
M =

ωσ
y
0 − 4κn0 + κ − 1 ωn0 0
−8ωn0 − κσy0 + 2ω − 2κn0+κ+12 0
0 0 − 2ωσ
y
0+2κn0+κ+1
2
 .
(33)
For n0 = σ
y
0 = σ
x
0 = 0, all the eigenvalues of M are negative
at κ < 1, meaning that the fixed point is stable, whereas one
of the eigenvalues becomes positive when κ > 1. Thus, κ = 1
is the boundary for the fixed point, n0 = σ
y
0 = σ
x
0 = 0.
For the nonzero solutions n0 = n
+(−)
0 in Eq. (30), by investi-
gating the eigenvalues of Eq. (33), one can note that n0 = n+0
and n0 = n−0 are stable when n
+
0 > 0 and n
−
0 < 0, respec-
tively. More precisely, n0 = n+0 , σ
y
0 = σ
y
0(n
+
0 ), σ
x
0 = 0 is the
stable fixed point when n+0 > 0 and n
+
0 >
1
6 − 12κ . Because
negative density, n < 0, is not physically allowed, the fixed
point n0 = n−0 < 0 should be ruled out in this analysis. To
find the stable region of n+0 , first we note that n
+
0 ≥ 0 becomes
6marginal along two curves. One is the (red) solid vertical line
including a (red) filled circle in Fig. 2,
κ = 1 , ω ≤ 1 , (34)
where n+0 = n0 = 0, and the other is the dashed (blue) curve,
given by
ω =
(
1 + κ − κ2 +
√
(1 + κ − κ2)2 − κ4
)1/2
at κ ≤ 1 , (35)
where n+0 = n
−
0 ≥ 0. n+0 is found to be stable outside of the
region enclosed by the two curves, Eqs. (34) and (35). Thus,
the stability analysis yields the phase diagram shown in Fig. 2.
With the boundaries described by Eqs. (34) and (35), there
are three regions: (i) the inactive phase, n0 = 0, (ii) the active
phase, n0 = n+0 , divided by Eq. (34) with a single stable fixed
point, and (iii) a bistable phase possessing two stable fixed
points, n0 = 0 and n0 = n+0 , with the boundary curves of
Eq. (35) and κ = κc with ω > 1. The solutions of Eq. (30)
show that between (i) and (ii) there exist second-order phase
transitions with the order parameter exponent β = 1 for ω < 1
and β = 1/2 at ω = 1. Moreover, one can observe that the
first-order transition may occur between (i) and (iii), implying
that (κ, ω) = (κc, 1) where the boundaries meet at the tricritical
point.
By substituting the expression for σy0 in Eq. (30) into the
equation for n [Eq. (29)], one may expand the equation with
small n0 near the critical line Eq. (34) as
n˙ = 0 = −u2n0 − u3n20 − u4n30 + O(n40), (36)
where u2 = (κc − κ), and u3 and u4 are given by
u3 =
2κ(1 + κ) − 4ω2
1 + κ
, u4 =
8ω2(1 + 2κ)
(1 + κ)2
, (37)
respectively. Note that Eq. (36) implies an effective MF po-
tential defined as
UMF =
∑
k=2
uk
k
nk , (38)
where uk is defined in Eq. (36). Then, the solution n0 satis-
fying Eq. (36) is also the steady-state solution of the single
effective equation of the order parameter, which is given by
n˙ = −∂UMF/∂n. (39)
By expanding UMF up to the fourth order, it is found that when
ω < 1, u3 and u4 are positive near κ = κc. Consequently,
n0 = 0 becomes unstable, and the stable fixed point is given
by n0 ≈ (κ − κc)/u3 at κ > κc; consequently, the DP critical
exponent β = 1. On the other hand, at ω = 1, it is found that
u3 = 0 at κ = κc yields a different universality, called the TDP
class, where the fixed point is given by n0 ≈
√
(κ − κc)/u4
with β = 1/2. We conclude that the effective single equation
Eq. (39) well describes the critical behavior in the steady state,
which is consistent with the linear stability analysis based on
the MF equations of all the system variables in Eq. (29).
We also observe that the effective equation Eq. (39) cap-
tures a change in the nature of the transition at the tricritical
point (κ, ω) = (κc, 1). Expanding UMF up to the fourth order
again, as shown in Eq. (36), one can see that all the positive
coefficients uk yield the single fixed point n0 = 0, but given
negative u3, an additional positive and stable fixed point can
exist as
n0 =
−u3 +
√
u23 − 4u2u4
2u4
, (40)
where u23 ≥ 4u2u4 is also satisfied. Because we consider only
the limits κ → κc and ω → 1, the discriminant u23 = 4u2u4
may give the curve near the tricritical point,
ω = 1 +
√
3(κc − κ)/2 , (41)
which is also obtainable by expanding Eq. (35) at κ = κc. Of
course, there is another solution, ω = 1 − √3(κc − κ)/2, but it
does not satisfy u3 < 0. If ω > 1 +
√
3(κc − κ)/2 at κ < κc,
there are two stable fixed points, n0 = 0 and Eq. (40), which
is consistent with the previous discussion of the linear stabil-
ity analysis. Because the fixed point of Eq. (40) disappears
abruptly, and n0 = 0 becomes the only fixed point crossing
the curve of Eq. (41) from right to left, one may observe the
first-order phase transition in this regime. Although the anal-
ysis of the MF potential for the first-order transition is valid
near the tricritical point, the entire analysis of linear stability
with Eq. (32) implies a first-order transition with the transition
line described by Eq. (35).
IV. SCALING BEHAVIOR
A. Phenomenological equation
To investigate the low-dimensional QCP, one may add spa-
tiotemporal fluctuations to the MF equations, Eq. (29), as
seen in previous works [34, 35], where the action for n, σx,
and σy is obtained by the so-called Martin–Siggia–Rose–
Janssen–de Dominicis (MSRJD) field theory [48–52]. In this
work, instead we start with the effective MF equation of n,
Eq. (39), which is a plausible assumption near the critical
line in Eq. (34) because σx and σy may arrive quickly in the
steady state [Eq. (30)] owing to the finite gap energy, as seen
in Eq. (29). Near the critical line, by plugging n0 ≈ σy0 ≈ 0
and σx0 = 0 into Eq. (29), one can see that the excitation gap
for σx and σy is given by (1 + κc)/2. Then, the critical dy-
namics can be described by a single equation associated with
n and based on Eq. (39) with fluctuations. Using the standard
MSRJD theory and the scaling theory, we will show the criti-
cal exponents and upper critical dimensions of the long-range
QCP.
The phenomenological Langevin description has been re-
garded as a very useful method to study the critical phenom-
ena of DP-type models [9, 10], where the strength of the white
noise is proportional to the density of active states because
stochasticity is induced by the active states. We also follow
the phenomenological approach to obtain the Langevin-type
effective equation. Note that the field n in the MF equations
7is the expectation value of the operator obtained by the trace
over the density operator, as seen in Eq. (27), implying that
n can also be thought of as an averaged field over the quan-
tum noise manifested in the noise operator in Eq. (23). To
describe the noise, one may start from the equations of opera-
tors. Instead of using the quantum noise operators [Eq. (26)]
directly, we introduce a stochastic density field ξ satisfying
ξ = n, where the overbar denotes the average over a phe-
nomenological noise η. We regard ξ as a coarse-grained field
of the active sites measured in a single realization, and take η
as the white Gaussian noise, which is plausible in thermody-
namic limit. Near the critical point, ξ may be governed by the
effective Langevin equation keeping the low energy fluctua-
tions, given by
∂tξl = κ
∑
m
Pmlξm − κξl − ∂UMF(ξl)
∂ξl
+ ηl , (42)
where the first term is the lowest order contribution of Le´vy
flight, and the potential UMF(ξ) is defined as having the same
form as in Eq. (38),
UMF(ξ) =
∑
k=2
uk
k
ξk . (43)
Setting η = 0, taking the average of η in Eq. (42), and ignoring
correlations such that ξk ≈ nk with k ≥ 2 and fluctuations,
one can obtain the same MF equation as Eq. (39) from the
equation for ξ, Eq. (42).
The noise η should be invoked by the original quantum dy-
namics so that Eq. (42) reflects the original dynamics of nˆ.
In the original dynamics, existing active states can generate
stochastic processes such as decay and branching via interac-
tions with the baths. Therefore, we require that the strengthD
defined in
ηl(t)ηm(t′) = Dl δm,l δ(t − t′) (44)
depends on the density ξl as Dl ∝ ξl, implying also that
when ξ = 0, there is no fluctuation, so the absorbing state is
achieved. Moreover, one may suspect that the original quan-
tum noise itself also obeys the similar relation
〈ηˆ(nˆl(t)) ηˆ(nˆ′m(t′))〉B ≈ Dˆl δm,l δ(t − t′) , (45)
with Dˆl ∝ 〈nˆl〉B, where Dˆ is the strength of the quantum
noise [47, 53]. Indeed, it has been revealed that the quantum
noise strength in the nearest-neighbor QCP is proportional to
〈nˆ〉B [34, 35]. If this is also true in our case, we can assume
that the phenomenological noise η originates from the quan-
tum noise operator ηˆ with a strength D = 〈Dˆ〉, at least up to
the leading order.
Now, we check the strength of the quantum noise in the
long-range QCP, which is given by the correlators of the noise
operators in Eq. (26):
〈ηˆ(aˆl(t)) ηˆ(aˆ′k(t′))〉B = trB
1
2pi
∑
α,β
∑
m,q
∑
m′,q′
[
aˆl(t),
(
Iˆαlm(t)
)†]
(46)
×Bˆαlm,q(t)
(
Bˆβkm′,q′ (t
′)
)† [
Iˆβkm′ (t
′), aˆ′k(t
′)
]
ρˆB ,
where again ρˆB = |0〉〈0|B. By using the commutation relations
of Bˆα, Eq. (46) can be divided into three parts:
Dˆ1δl,k δ(t − t′) + Dˆ2δ(t − t′) + Dˆ3δt,t′ , (47)
where the first term is given by
Dˆ1 = trB
∑
α
∑
m
[
aˆl,
(
Iˆαlm
)†] [
Iˆαlm, aˆ
′
l
]
ρˆB , (48)
the second term Dˆ2 reads
Dˆ2 = trB
{[
aˆl,
(
Iˆ2lk
)†] [
Iˆ3kl, aˆ
′
k
]
+
[
aˆl,
(
Iˆ3lk
)†] [
Iˆ2kl, aˆ
′
k
]
+
[
aˆl,
(
Iˆ4lk
)†] [
Iˆ5kl, aˆ
′
k
]
+
[
aˆl,
(
Iˆ5lk
)†] [
Iˆ4kl, aˆ
′
k
]}
ρˆB , (49)
and finally,
Dˆ3 = trB 14
∑
α,β
∑
m,m′
[[
aˆl,
(
Iˆαlm
)†]
,
(
Iˆβkm′
)†] [
Iˆαlm,
[
Iˆβkm′ , aˆ
′
k
]]
ρˆB ,
(50)
where we omitted the site indices in Dˆ1,2,3. To obtain Dˆ3,
we used the fact that the system operators and bath opera-
tors commute when they are at the same time, for instance,
nˆl(t)dˆl,q(t) = dˆl,q(t)nˆl(t). Further, using the solutions of the
bath particles, Eqs. (18)–(20), with the Weisskopf–Wigner
theory, one can obtain the above form of Dˆ3.
In Eq. (47), the contribution of Dˆ3 can be ignored because
δ(t − t′)  δt,t′ at t = t′. Moreover, Dˆ2 contains the contri-
butions of only the pair (l, k), whereas l-to-all coupling con-
tributes to Dˆ1. Therefore, the strength of the noise, including
Dˆ in Eq. (45), may be determined mainly by Dˆ1. Because Dˆ1
is not a Hermitian operator, to obtain a real value, we take
Re〈Dˆ1〉 ≡ 〈Dˆ1 + Dˆ†1〉/2. (51)
Now, we can obtain the noise strength Re〈Dˆl〉 for ηˆ(nˆl) from
Eq. (51) by setting aˆl = aˆ′l = nˆl:
Re〈Dˆl〉 = nl + κ
∑
m
Pmlnm . (52)
Because we are interested in the critical dynamics, where
long-wavelength excitation is crucial, we use the approxima-
tion nm ≈ nl for all m in the summation term in Eq. (52), which
leads to
Re〈Dˆl〉 ≈ (1 + κ)nl . (53)
This is what we expected, and now we takeDl = (1 + κ)ξl for
the noise strength in our Langevin equation [Eq. (42)].
We point out that the leading order of the noise strength for
σˆx or σˆx is given by a constant; more precisely,
Re 〈ηˆ(σˆxl (t)) ηˆ(σˆxl (t′))〉 ≈ Re 〈ηˆ(σˆyl (t)) ηˆ(σˆyl (t′))〉 ≈ (1+κ)δ(t−t′) .
Moreover, the noise operator ηˆ(nˆ) is correlated with ηˆ(σˆx) and
ηˆ(σˆy) as follows:
Re 〈ηˆ(nˆl(t)) ηˆ(σˆxl (t′))〉 ≈ σxl δ(t − t′)/2 ,
Re 〈ηˆ(nˆl(t)) ηˆ(σˆyl (t′))〉 ≈ σyl δ(t − t′)/2 .
8Thus, even if there is no active state at some point, active
states can be induced by fluctuations of σˆx and σˆy, which
implies that the absorbing state cannot be achieved. This is
reminiscent of the quantum fluctuation induced by the uncer-
tainty relations between the Pauli spin operators. Therefore,
our semiclassical approach must be associated with a proper
time scale, where the quantum fluctuation is negligible. At
this stage, we assume the time scale without proof.
In short, we introduced the stochastic field ξ as the den-
sity field of active states and its phenomenological Langevin
equation. To capture the critical dynamics of QCP, we took
the lowest-order fluctuation in the long-range interaction to
the MF equation of the order parameter n. Since the origi-
nal dynamics shows the absorbing transition, we assumed that
the strength of the white Gaussian noise is proportional to the
density field. Indeed, we confirmed that the original quan-
tum noise also has the multiplicative nature, so we adopted
the functional form of the quantum-noise strength in the low-
est order as one of our phenomenological noise η. Because
the Langevin equation of ξ is the classical field equation, one
can apply the classical field theory to the QCP effectively at
least near the critical point. Finally, we remark that the quan-
tum Langevin equation can be transformed to the c-number
Langevin equation [53, 54]. One may apply the conversion
method in this work and expect to obtain a similar equation
to ours, Eq. (42). To check whether our assumptions are
adequate and resolve the problem of time scale, it is worth
studying the relationship between the phenomenological and
c-number Langevin equations.
B. Critical exponents and upper critical dimensions
To apply the scaling theory, the equation for continuous
fields is more convenient than the discrete equation. Tak-
ing the continuum limit with an appropriate rescaling like
∂t → τ∂t, where τ is a scaling parameter, and expanding the
Le´vy term up to two leading orders, as in previous works [17–
22, 55], we write the Langevin equation of the continuous
density field ξ = ξ(r, t) up to the u4 term as
τ∂tξ = D∇2ξ + Dp∇pξ − u2ξ − u3ξ2 − u4ξ3 + η . (54)
Here D and Dp are the diffusion constants, obtained from the
expansion, given by κ
∫
dr′P(|r − r′|)ξ(r′) ≈ κξ + D∇2ξ +
Dp∇pξ, and the noise η(r, t) in the continuum limit obeys
η(r1, t1)η(r0, t0) = Γξ(r0, t0) δ(r1 − r0) δ(t1 − t0) , (55)
where Γ = (1 + κ). Note that uk in Eq. (54) was also rescaled
appropriately.
Setting Γ = 0, which yields ξ = n, one can obtain the MF
exponents for the correlation length, ν⊥, and time, ν‖ = zν⊥.
Under the scaling transformations, which are given by
|r| → |r′| = s|r| , t → t′ = szt , ξ → ξ′ , (56)
where s > 1, the transformed equation is written as
τs−z∂tξ′ = Ds−2∇2ξ′+Dps−p∇pξ′−u2ξ′−u3ξ′2−u4ξ′3 . (57)
Because near the critical point the order parameter obeys the
scaling form of ξ′(r′) = s−β/ν⊥ξ(r) [9, 10], we rewrite Eq. (57)
in terms of ξ as
τ∂tξ = Dsz−2∇2ξ+Dpsz−p∇pξ−u2szξ−u3sz−β/ν⊥ξ2−u4sz−2β/ν⊥ξ3.
When p > 2 and u3 > 0, one may set z = 2 and β/ν⊥ = z = 2;
then, at the critical point where u2 = 0, the equation given by
τ∂tξ = D∇2ξ − u3ξ2
is invariant under the scaling transformation because
Dpsz−p∇pξ and u4sz−2β/ν⊥ξ3 vanish by repeated transforma-
tions. Using the value β = 1, we obtain the exponents,
ν⊥ = 1/2, and thus ν‖ = 1. These exponents belong to the
DP class.
For p > 2 and u3 = 0, however, the relevant equation is
given by
τ∂tξ = D∇2ξ − u4ξ3 ,
so β/ν⊥ = z/2 = 1. Using β = 1/2 at the tricritical point
corresponding to u3 = 0, we obtain the exponents ν⊥ = 1/2
and ν‖ = 1, which correspond to the TDP universality. There-
fore, if p > 2, the long-range term becomes irrelevant for
both u3 > 0 and u3 = 0, so the universality is equal to that
in the short-range model. On the other hand, if p < 2, one
can see that the relevant term becomes Dpsz−p∇pξ instead of
Dsz−2∇2ξ, leading to the dynamic exponent z = p. Conse-
quently, β/ν⊥ = z = p for u3 > 0, whereas β/ν⊥ = z/2 = p/2
for u3 = 0, yielding ν⊥ = 1/p for both cases. The MF expo-
nents for the short-range and long-range cases are summarized
in Table I.
To check the relevance of the noise, we employ the path
integral formalism including the noise term in Eq. (54). Using
the MSRJD theory for the Langevin equation, we obtain the
action S = S [ξ, ξ˜] for Eq. (54), where ξ˜ is the response field,
as follows:
S =
∫
dx ξ˜
[
τ∂t − D∇2 − Dp∇p + u2 + u3ξ + u4ξ2 − Γ2 ξ˜
]
ξ ,
(58)
where x = (r, t). Under the transformation given by Eq. (56),
S [ξ, ξ˜]→ S ′[ξ′, ξ˜′], where S ′ can be written in terms of ξ and
ξ˜ using the relations ξ′ = s−bξ and ξ˜′ = s−b˜ξ˜, and is given by
S ′ =
∫
dx sd+zξ˜
[
τs−z−b−b˜∂t − Ds−2−b−b˜∇2 − Dps−p−b−b˜∇p
+u2s−b−b˜ + u3s−2b−b˜ξ + u4s−3b−b˜ξ2 − Γ2 s
−b−2b˜ξ˜
]
ξ . (59)
Therefore, we obtain the following relations of the parameters
under the scaling transformation:
τ→ τ′ = sd−b−b˜ τ ,
D→ D′ = sd+z−2−b−b˜ D ,
Dp → D′p = sd+z−p−b−b˜ Dp ,
u2 → u′2 = sd+z−b−b˜ u2 ,
u3 → u′3 = sd+z−2b−b˜ u3 ,
u4 → u′4 = sd+z−3b−b˜ u4 ,
Γ→ Γ′ = sd+z−b−2b˜ Γ . (60)
9TABLE I. MF critical exponents. These critical exponents are obtained using the scaling transformation of Eq. (58). The universality classes
are determined by the power of the long-range interaction (p) and the strength of the coherent dynamics (ω in Hˆs). The long-range interaction
is relevant (irrelevant) for p ≤ 2 (p > 2). Depending on whether u3 = 0 or u3 > 0, dc and β can vary.
dc β ν⊥ ν‖ z
κ = κc , ω = 1
p > 2 (TDP) 3 1/2 1/2 1 2
(u3 = 0) p ≤ 2 (long-range TDP) 3p/2 1/2 1/p 1 p
κ = κc , ω < 1
p > 2 (DP) 4 1 1/2 1 2
(u3 > 0) p ≤ 2 (long-range DP) 2p 1 1/p 1 p
Note that the transformations of the parameters in Eq. (60)
correspond to the Wilson renormalization group (RG) proce-
dure [9, 56].
One can choose b + b˜ = d so that τ is invariant under the
transformation in Eq. (60). Moreover, the relations for D and
Dp suggest that the dynamic exponent z = 2 for p > 2 and
z = p for p < 2. If z = 2 at p > 2, the long-range term with
Dp becomes irrelevant, whereas the short-range term with D is
relevant, and vice versa for p < 2 with z = p. Above the upper
critical dimension, d > dc, the higher-order potential terms
and noise term are irrelevant, so the Gaussian fixed point is
stable. Therefore, the relevance of u3, u4, and Γ determines
the upper critical dimension. The case of finite u3 is well-
known, as follows [17–22]. If u3 is finite, u4 is automatically
irrelevant at dc, which implies that at d . dc, u3 and Γ are
relevant. Thus, one may infer that at d = dc, b = b˜ = z,
leading to b = dc/2 = z. Because z = 2 or z = p, the upper
critical dimensions of the short-range and long-range QCPs
are given by dc = 4 and dc = 2p, respectively. Note that by
using b = β/ν⊥ with β = 1, one can obtain the MF exponents
obtained in the noiseless equation, Eq. (57).
Finally, we discuss the TDP universality with the long-
range interaction. In this case, u3 = 0; thus, u4 and Γ be-
come relevant terms at d . dc. Similar to the case of DP, at
d = dc, the invariance of u4 and Γ in Eq. (60) yields b = z/2
and b˜ = z. Because b+ b˜ = dc, the upper critical dimension of
TDP is given by dc = 3z/2. Therefore, for short-range TDP, it
is found that dc = 3, as shown in previous works [15, 23, 24],
and for long-range TDP with p < 2, it is found that dc = 3p/2,
which is similar to the long-range DP case, but the constant
differs from 2 for the DP class. Again, with b = β/ν⊥ and
β = 1/2, we obtain the MF exponents for the TDP universal-
ity. Because it is well known that the tricritical point does not
exist in the one-dimensional DP-type model in the absence of
the long-range interaction [57], one may ask whether the tri-
critical point is sustained when d = 1 is below the upper crit-
ical dimension or p > 2/3. To answer that, numerical studies
and RG approaches to long-range TDP are needed.
V. DISCUSSION AND CONCLUSION
Now, we discuss how the long-range QCP can emerge from
the cold atomic system. We start with the Hamiltonian of Ry-
dberg atoms under the antiblockade effect [33]:
HˆR = Ω
N∑
l
σˆxl + ∆
N∑
l
nˆl +
∑
l,m
Vlm
2
nˆlnˆm , (61)
where Ω is the Rabi oscillation frequency, ∆ denotes the de-
tuning energy, and Vlm is the long-range interaction between
excited atoms. Because ∆ is very large, Rabi oscillation is
suppressed, but if we set Vlm = −∆ for the nearest-neighbor
pairs, the excitation can be enhanced by the interaction. This
mechanism leads to coherent and incoherent CPs, where the
long-range nature of Vlm is usually neglected to realize the
absorbing state on long time scales [33–35]. However, these
approaches are based on the low-density limit; therefore, one
spin can interact with approximately only one particle. As
pointed out in a previous work [33], when one spin simulta-
neously interacts with not only the nearest-neighbor spins, but
also long-distance spins, the long-range effect may change the
universality of the system.
We investigated the critical behavior of the quantum long-
range CP, which is realized by coherently and incoherently
driven interacting cold atomic systems. We derived the
Heisenberg equations from the total Hamiltonian consisting
of the system, the baths, and their interaction. Using the semi-
classical approach, we obtained the MF equation for the long-
range QCP, where branching and coagulation are realized as
Le´vy flight. Then we obtained a phase diagram similar to
that for the short-range QCP. Next, we set up the phenomeno-
logical Langevin equation and built the Martin–Siggia–Rose–
Janssen–de Dominicis action. Using scaling theory, we de-
termined the critical exponents in the MF limit. Depending
on the model parameters, the DP-type and TDP-type transi-
tions occur. For the DP-type case, the critical exponents were
obtained as those of the long-range DP [17, 21]. For the TDP-
type case at the tricritical point, new critical exponents were
obtained, the universality class of which we identify as the
long-range TDP class. Moreover, we determined the upper
critical dimension for the long-range TDP, dc = 3p/2, which
is different from that of the long-range DP class, dc = 2p. The
critical exponents for the ordinary DP and TDP and the long-
range DP and TDP classes are compared in Table I. Recently
a similar result that a first and second-order phase transition
coexist has been reported in the quantum epidemic model, re-
alizable in a dissipative atomic system with long-range inter-
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action [58]. We expect that our semi-classical approach is also
applicable to the epidemic model using a three-state quantum
spin system.
In this study, we focused on the long-range nonequilibrium
absorbing phase transition in the dissipative quantum spin sys-
tem. We obtained the phase diagram and determined the tran-
sition properties within the analytic theoretical framework in
the MF limit. However, the transition behavior below the up-
per critical dimension has not been determined yet. The renor-
malization group approach to this problem seems to be chal-
lenging, yet numerical simulation studies remain as the next
problem.
ACKNOWLEDGMENTS
This research was supported by the NRF, Grant
No. NRF-2017R1D1A1B03030872 (JU) and No. NRF-
2014R1A3A2069005 (BK).
[1] J. Marro and R. Dickman, Nonequilibrium Phase Transition
in Lattice Models, (Cambridge University Press, Cambridge
2005).
[2] T. E. Harris, Ann. Prob. 2, 969 (1974).
[3] W. Kinzel, Z. Phys. B 58, 229 (1985).
[4] R. M. Ziff, E. Gulari, and Y. Barshad, Phys. Rev. Lett. 56, 2553
(1986).
[5] R. Dickman and I. Jensen, Phys. Rev. Lett. 67, 2391 (1991).
[6] P. Grassberger and K. Sundermeyer, Phys. Lett. B, 77, 220
(1978).
[7] S. P. Obukhov, Physica A 101, 145 (1980).
[8] J. L. Cardy and R. L. Sugar, J. Phys. A 13, L423 (1980).
[9] H. Hinrichsen, Adv. Phys. 49, 815 (2000).
[10] M. Henkel, H. Hinrichsen, and S. Lu¨beck, Non-Equilibrium
Phase Transition, Theoretical and Mathematical Physics, Vol.
1 (Springer, Netherlands 2009).
[11] G. O´dor, Rev. Mod. Phys. 76, 663 (2004).
[12] K. A. Takeuchi, M. Kuroda, H. Chate´, and M. Sano, Phys. Rev.
Lett. 99, 234503 (2007)
[13] M. Sano and K. Tamai, Nat. Phys. 12 249, (2016).
[14] R. Gutie´rrez, C. Simonelli, M. Archimi, F. Castellucci, E. Ari-
mondo, D. Ciampini, M. Marcuzzi, I. Lesanovsky, and O.
Morsch, Phys. Rev. A 96, 041602 (2017).
[15] P. Grassberger, Z. Phys. B 47, 365 (1982).
[16] H. K. Janssen, Z. Phys. B 42, 151 (1981).
[17] H. Hinrichsen and M. Howard, Eur. Phys. J. B 7, 635–643
(1999).
[18] H. Hinrichsen, J. Stat. Mech. (2007) P07006.
[19] H. K. Janssen, K. Oerding, F. van Wijland, and H. J. Hilhorst,
Eur. Phys. J. B 7, 137–145 (1999).
[20] H. K. Janssen and O. Stenull, Phys. Rev. E. 78, 061117 (2008).
[21] H. K. Janssen, Phys. Rev. E. 58, R2673 (1998).
[22] F. Ginelli, H. Hinrichsen, R. Livi, D. Mukamel and A Torcini,
J. Stat. Mech. (2006) P08008.
[23] S. Lu¨beck, J. Stat. Phys. 123, 193 (2006).
[24] P. Grassberger, J. Stat. Mech. P01004. (2006).
[25] T. Ohtsuki and T. Keyes, Phys. Rev. A 35, 2697 (1987).
[26] T. Ohtsuki and T. Keyes, Phys. Rev. A 36, 4434 (1987).
[27] A. Windus and H. J Jensen, J. Phys. A: Math. Theor. 40, 2287
(2007).
[28] A. Windus and H. J Jensen, New J. Phys. 10, 113023 (2008).
[29] H. Hinrichsen, Braz. J. Phys. 30, 69 (2000).
[30] C. Ates, T. Pohl, T. Pattard, and J. M. Rost, Phys. Rev. Lett. 98,
023002 (2007).
[31] C. Ates, T. Pohl, T. Pattard, and J. M. Rost, Phys. Rev. A 76,
013413 (2007).
[32] T. Amthor, C. Giese, C. S. Hofmann, and M. Weidemu¨ller,
Phys. Rev. Lett. 104, 013001 (2010).
[33] M. Marcuzzi, E. Levi, W. Li, J. P. Garrahan, B. Olmos, and I.
Lesanovsky, New J. Phys. 17, 072003 (2015).
[34] M. Marcuzzi, M. Buchhold, S. Diehl, and I. Lesanovsky, Phys.
Rev. Lett. 116, 245701 (2016).
[35] M. Buchhold, B. Everest, M. Marcuzzi, I. Lesanovsky, and S.
Diehl, Phys. Rev. B 95, 014308 (2017).
[36] T. Lahaye, C. Menotti, L. Santos, M. Lewenstein, and T. Pfau,
Rep. Prog. Phys. 72, 126401 (2009).
[37] A. de Paz, A. Sharma, A. Chotia, E. Marechal, J. H. Huckans, P.
Pedri, L. Santos, O. Gorceix, L. Vernac, and B. Laburthe-Tolra,
Phys. Rev. Lett. 111, 185305 (2013).
[38] B. Yan, S. A. Moses, B. Gadway, J. P. Covey, K. R. A. Haz-
zard, A. M. Rey, D. S. Jin, and J. Ye, Nature (London) 501, 521
(2013).
[39] K. R. A. Hazzard, S. R. Manmana, M. Foss-Feig, and A. M.
Rey, Phys. Rev. Lett. 110, 075301 (2013).
[40] X. Deng, B. L. Altshuler, G. V. Shlyapnikov, and L. Santos,
Phys. Rev. Lett. 117, 020401(2016).
[41] I. L. Aleiner, B. L. Altshuler, and K. B. Efetov, Phys. Rev. Lett.
107, 076401 (2011).
[42] V. E. Kravtsov, O. M. Yevtushenko, P. Snajberk, and E. Cuevas,
Phys. Rev. E 86, 021136 (2012).
[43] G. A. lvarez, D.-Sauter, and R. Kaiser, Science 349, 846 (2015).
[44] G. Gu¨nter, H. Schempp, M. Robert-de-Saint-Vincent, V.
Gavryusev, S. Helmrich, C. S. Hofmann, S. Whitlock, and M.
Weidemu¨ller, Science 342, 954 (2013).
[45] E. Urban, T. A. Johnson, T. Henage, L. Isenhower, D. D. Yavuz,
T. G. Walker, and M. Saffman, Nat. Phys. 5, 110 (2009)
[46] H. Breuer and F. Petruccione, The Theory of Open Quantum
Systems, (Oxford University Press, Oxford 2007).
[47] M. Scully and M. Zubairy, Quantum Optics, (Cambridge Uni-
versity Press, Cambridge 1997).
[48] P. C. Martin, E. D. Siggia, and H. A. Rose, Phys. Rev. A 8, 423
(1973).
[49] H. K. Janssen, Z. Phys. B 23, 377 (1976).
[50] C. de Dominicis, J. Phys. (Paris) 37/C1, 247 (1976).
[51] Uwe C. Tauber, Critical Dynamics (Cambridge University
Press 2014).
[52] A. Kamenev, Field Theory of Non-Equilibrium Systems (Cam-
bridge University Press 2011).
[53] W. H. Louisell, Quantum Statistical Properties of Radiation,
(John Wiley & Sons, Canada 1990).
[54] For example, D. Banerjee, B. Chandra Bag, S. Kumar Banik,
and D. Shankar Ray, J. Chem. Phys. 120, 8960 (2004).
[55] E. W. Montroll and B. J. West, Fluctuation Phenomena, (North-
Holland, Amsterdam 1979).
[56] K. G. Wilson and J. Kogut, Phys. Rep. C 12, 75 (1974).
[57] H. Hinrichsen, arXiv:cond-mat/0006212, (2000).
[58] C. Pe´rez-Espigares, M. Marcuzzi, R. Gutie´rrez, and I.
Lesanovsky, Phys. Rev. Lett. 119, 140401 (2017).
