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Abstract 
Based on matrix theory notions, we assign to an undirected finite ( n general, signed) graph G 
on n vertices and each integer k, 1 <~k<~n, the kth additive compound graph G tkl. This is again 
an undirected signed graph on (~) vertices. We investigate the basic properties of hese graphs, 
e,g. show that they preserve connectedness of G, prove that the path P, is the only connected 
graph G with all edges positive for which G Ell has only positive edges. The corresponding graphs 
p tkl as well as their spectral properties are completely described. (~) 1998 Elsevier Science B.V. 
All rights reserved 
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I. Introduction and preliminaries 
The main purpose of this note is to bring to attention some combinatorial properties 
of (usual and additive) compound matrices and apply these to finite undirected graphs. 
Let us briefly recall the notion of the kth compound matrix to a given matrix. Let 
A =(aij), i= 1,...,m, j=  1,...,n be a (real or complex) m x n matrix, and let k be 
an integer, 1 ~<k~< min(m,n). Denote by M, N, respectively, the sets {1 . . . . .  m}, resp. 
{ 1 ....  , n}, by M (k), resp. N (k), the lexicographically ordered sets of ordered k-tuples 
from M, resp. N. 
The k th compound matrix A (k) of A is then the (7) × (~) matrix, with rows indexed 
by elements from M (k) and columns indexed by elements from N (k) such that the entry 
A~k)(LJ), I CM (k), J EN (k) is the determinant detA(LJ); the symbol A(I,J) means 
the submatrix of A formed by the rows in I and the columns in J (in a clear sense). 
Example 1.1. For m=4,  n=3,  k=2,  and A =(a;k), the first row of A (2) is 
al l  a12 [ C/ll a13 a12 a13 
I a21 a22 a21 a23 a22 a23 
l This research was supported by grant GACR 201/95/1484. 
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the sixth row 
a31 a32 a31 a33 a32 a33 
a41 a42 a41 a43 a42 a43 
Let us briefly list the most important properties of kth compound matrices (cf. [3, 
p. 142, 1]). 
(C1) IfA and B can be multiplied and A (k), B (k) exist, then 
A(k)B (k) = (AB) (k). 
(C2) IfA is upper (resp., lower) triangular, then for each k, A Ck) is again upper (resp., 
lower) triangular. In these cases, the diagonal entries of A (k) are (all possible) 
products of k diagonal entries of A. 
Example 1.2. For 
all a12 al3 a14 / 
A = _ 0_ a22 a23 a24 , 
0 a33 a34 
0 0 a44 
we obtain 
g a l la22 
A (2) = 
* * * * * 
0 a l ia33 * * * * 
0 0 ana44 * * * 
0 0 0 a22a33 * * 
0 0 0 0 a22a44 * 
0 0 0 0 0 a33a44 
(we do not mark the entries above the diagonal). 
Consequently, we obtain 
(C3) For identity matrices, 
I(k) = I(7 ) . 
(C4) If A is nonsingular, then A (k) is also nonsingular and 
(A(k)) -1  = (A -1) (k ) .  
Since every complex square matrix is similar to an upper triangular matrix and since 
the eigenvalues of an upper triangular matrix are the diagonal entries, we obtain by 
(C1), (C2), and (C4): 
(C5) If the complex n × n matrix A has eigenvalues ~1 .... , an (including multiplicities), 
then A Ck) has as eigenvalues all possible products ~i,cti2..-~ik, 1 ~<il i2 <- . .  < 
ik ~<n of k eigenvalues of A. (Of course, some of them can coincide.) 
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Let us recall now a less known notion of the additive kth compound matrix of a 
square matrix A [1; 5, p.351]. The matrix (1 + tA) (k) is an (~) × (~) matrix, each 
entry of which is a polynomial in t of degree at most k. Putting together the terms 
having the same degree in t, we can write 
(I + tA) ~k) =A (k'°) + tA (k'~) + • .. + tkA ~k'k), 
where the matrices A~k's) do not depend on t.
The matrix A (k,l) is then called the additive kth compound matrix of A and for 
simplicity will be denoted by A [k]. It is immediate that it satisfies also the less algebraic 
condition 
A[k]= l im{! [ ( l+d) (k ) - - I (k ) ]}  " ~ - o  
Using this property, one can show [3, p. 162]: 
(C6) If the complex n × n matrix A has eigenvalues al. . . . .  an (including multiplicities), 
then A [k] has as eigenvalues all possible sums ai, +~i2 +" • -+aik, 1 ~< il < i2 < ..- < 
ik ~<n of k eigenvalues of A. (Of course, some of them can coincide.) 
In [2], an explicit formula for the entries ofA [k] was proved; we shall list it as (C7): 
(C7) If A --- (apq), then for I, J EN (k), 
{ ~app i f J= l ,  
pEI 
A[k](I,J) = 0 if II AJ  I ~<k - 2, 
(-1)~apq if [ IN J [=k-  1, 
where p is the entry in I \ ( I  A J), q is the entry in J \ ( l  N J), and a is the number 
of elements from I N J between p and q. 
This implies immediately: 
(C8) The nunaber of nonzero offdiagonal entries of A [k] is equal to the (~_~)-multiple 
of the number of nonzero off-diagonal entries of A. 
For completeness, we list: 
(C9) For k= 1, A Ill =A. For k=n,  A["]--trA, the trace of A. 
In the sequel, we shall need the following facts: 
(C10) If P is a permutation matrix (i.e. has a single nonzero entry, equal to one, in 
every row and every column), then p(k) has nonzero entries distributed like in 
a permutation matrix, but instead of one, some can also be equal to -1.  
(C11) If A is square and S nonsingular of the same order, then 
(SAS-1)[k] = s(k)A[k](s-I )(k). 
Under a signed graph we shall understand, as usual, a finite undirected graph each 
edge of which is assigned with a sign which is either +, or - .  This means that the 
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set of edges E of such a graph is decomposed into two disjoint subsets, the set E + of 
positive edges and the set E -  of negative dges. (To draw such a graph, we shall use 
full lines for positive edges and dashed lines for negative dges.) The set of vertices 
of such graph will always be considered as (linearly) ordered; equivalently, it will be 
the set N = {1 .. . . .  n}. 
With such a signed graph Gs = (N, E +, E - ) ,  we can associate the adjacency matrix 
A(Gs) which will be a symmetric n × n matrix with entries in the set {0, 1,-1}; all 
diagonal entries aii will be zero, the off-diagonal entry aij corresponding to an edge 
i jEE +, resp. E -  will be 1, resp. -1,  otherwise zero. 
We shall, however, be also interested in spectral properties of the adjacency matrices. 
To this end, we shall assign to a signed graph Gs a whole class of signed graphs (Gs) 
in a natural (and well known, cf. [4]) way: two signed graphs Gsl and Gs2 will belong 
to the same class if Gs2 can be obtained from G~l by a chain of switchings at vertices; a
switching at the vertex i means that the new graph will have the same edges, but those 
adjacent to i will have opposite signs. It is immediate that an equivalent formulation 
is: there exists a diagonal matrix S of order n with diagonal entries in { 1,-  1 }, such 
that the adjacency matrices atisfy 
A( Gs2 ) = SA( Gsl )S. 
Thus, since S=S -1, the adjacency matrices of all signed graphs in one switch- 
ing class will have the same spectrum (i.e. the set of eigenvalues, with multiplicities 
included). 
It is also evident hat this spectrum does not depend on the ordering of vertices. 
Such a new ordering is determined by a permutation of the set N and the adjacency 
matrices A(Gs) and A(G~) satisfy the relation 
A(G~) = PA(Gs)P T, 
where P is the permutation matrix of the reordering and pT its transpose, equal to p - l .  
These facts allow us to call the spectrum of A(Gs) also the spectrum of Gs. 
In [2], the author introduced the notion of the additive compound graph of a di- 
rected graph. We shall now define the additive kth compound graph G~ k] of a signed 
undirected graph Gs=(N,E+,E -)  as follows: The set of vertices of G~ k] is N (k), its 
adjacency matrix is (A(G~)) [k]. 
It follows immediately from (C7) that there always exists a signed graph whose 
adjacency matrix is (A(Gs)) [k]. 
We conclude this introduction by recalling the following well-known result from 
matrix theory where we denote by p(C) the spectral radius of the matrix C, i.e. the 
maximum of the moduli of all eigenvalues of C, and by ]C I the matrix whose entries 
are the moduli of the corresponding entries of C. 
Theorem 1 (Fiedler [3, p. 89]). Let A be a square (real or complex) matrix. Then 
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2. Results 
Theorem 2.1. Let signed graphs Gsl and Gs2 belong to the same class. Then the 
~[k] and ~[k] also belong to the same class. signed graphs sl s2 
Proof. Follows immediately from the fact that if A(Gs2) --- SA(Gsl )S, then 
(A(Gs2)) [k] = SCk)(A(Gsl ))[k]S(k) 
by (Cl l )  since S (k) is again a diagonal matrix with diagonal entries in {1,-1}. [] 
Remark 2.2. It is easily seen that reordering the set of vertices of G~ can lead to a 
graph G~ k] which is not obtained from the original G~ kl by reordering its vertices. This 
is caused by the fact that if P is a permutation matrix, then the matrix p(k) can have 
entries from {1,-1} of both types. However, by (C10), both graphs have the same 
spectrum. 
Corollary 2.3. The eigenvalues of G~ k] are all possible sums of k eigenvalues of Gs. 
Example 2.4. In Figs. 1-4, positive edges are drawn as full lines, negative dges as 
dashed lines. We denote by Pn the positive path with n vertices, by Cn the positive 
circuit with n vertices, by (~n the circuit (1,2 .. . . .  n, 1) with n - 1 positive edges and 
one negative dge (n, 1), by Km,, the complete bipartite graph whose parts have m, 
resp. n vertices. 
Let us introduce now the modulus IGsl of a signed graph Gs as that undirected graph 
which has the same set of vertices and the same set of edges independently of their 
signs. 
Theorem 2.5. Let Gs be a signed graph with n vertices and m edges. Then for 
k = 1 ..... n - 1, both graphs G~ kl and Ia&kl I have (~) vertices and m(k_l)n-2 edges. 
Proof. The assertion about the number of vertices being clear, the second follows 
from (C8). [] 
As usual, we say that an undirected graph G2 = (N2, E2) is a subgraph of the graph 
G1 =(N1,E1) if N2C_NI and E2CE1. If Ni =N2 and if E1 and E2 are disjoint, the 
union G1 UG2 is the graph G=(N1,EI t_JE2). We use the same terminology also for 
signed graphs. 
Theorem 2.6. Let Gsl and Gs2 be signed graphs. 
(a) I f  Gs2 is an induced subgraph of Gsl, then UsE~tkl is an induced subgraph of ~sl 
for each admissible k. 
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(b) I f  ]Gs2[ is a sub#raph of IGsll, then for each admissible k, c;'-[k] is a suboraph "-'s2 ~[k] Of l. 
(c) I f  Gsl and Gs2 have the same set of vertices and disjoint edge sets, then for each 
~[k] and ctk] disjoint as admissible k, the edge sets of t_rsl ~s2 are well. In addition, in 
such case 
G[k] U ~[k] = (Gsl U Gs2) [k]. s2 "-'s2 
Proof. The assertion (a) is immediate. To prove (b), (a) implies that we can restrict 
ourselves to the case that the sets of vertices are identical. Then it follows from (C7) 
that whenever an off-diagonal entry in the matrix (,4(Gs2)) [kl is different from zero, 
then the same holds about the corresponding entry of (A(Gsl))[k] since this is true for 
A(Gs2) and A(Gsl). The assertion (c) follows again from (C7). [] 
Remark 2.7. It it also easily checked that reordering of the set of vertices of Gs leads 
just to reordering of the vertices in the modulus IG~kl]. Having this in mind, we can 
define the absolute additive kth compound 9raph of an undirected graph G as the 
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modulus of the graph G~ k]. Then, this graph is already independent of the ordering of 
vertices. It is also evident hat this graph depends only on I Gsl and not on the signs 
of the edges of Gs. Observe that I a~k] I can be defined as the graph whose vertices are 
ordered k-tuples of vertices of JGsl and edges between those pairs of k-tuples whose 
symmetric difference consists of two vertices of [GsI connected by an edge in IGsl. 
Let us emphasize, however, that the modulus will, in general, lose the spectral prop- 
erty of Corollary 2.3. 
Let us also mention that the absolute additive kth compound graph coincides with the 
additive compound graph from [2] in the case that the undirected graph is considered 
as a directed graph with a pair of directed edges instead of each undirected edge. 
It is natural to say that a signed graph is connected if its modulus is connected. 
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Theorem 2.8. Let P~ denote a path with standard ordering of vertices 1 ... . .  n. Let 
an integer k satisfy 1 <~ k < n. The additive compound graph Pn [k] of P~ can then be 
geometrically described ( cf Fig. 3) as follows: 
lts set of vertices is the set S[~ k] of all those integral points (xl . . . . .  xk ) in a Euclidean 
k-space (endowed with cartesian coordinates) which satisfy 
O~Xl~ " ' "  <~xk<.n-k. 
Here, the 1-1-correspondence b tween N (k) and St, k] is given by 
(il . .... ik )EN (k), l~<i l<. . -<ik<~n *-~ ( i l -1  ..... i k -k )ES~ k]. 
The set of edges of p[k] is the set of the usual edges in the integral grid between 
the points in Stnk], i.e. the set of such pairs of points in St, k] which have the same k - 1 
coordinates whereas the remaining coordinates differ by one. 
In addition, all edges are positive and p[k] is always an undirected bipartite graph. 
Proof. The correspondence between the sets of vertices being clear, let us turn to the 
edges. By (C7) applied to Pn, an edge in p[k] is obtained by taking two consecutive 
integers p, p+ 1, 1 <<.p<<.n- 1, and an ordered (k -  1)-tuple S=( i l  . . . . .  ik-l) disjoint 
with {p, p + 1}; the edge will then be (11,12) where 11, 12, respectively, arise from S 
by completion by p, resp. p + 1. It follows from the consecutivity of p and p + 1 that 
the edge is positive, and also, that the corresponding points in Sn [k] will coincide in all 
coordinates except one, in which these will differ by one. The bipartiteness follows, 
the classes of bipartiteness consist of vertices with even or odd sum of elements in the 
vertices. [] 
Corollary 2.9. The additive compound graph p[k] of the path P, is a connected graph 
for each k = 1 ... . .  n - 1. 
Let us now observe the following fact: 
For each k, the lexicographically ordered sets N (k) and N (n-k) are closely related. 
They have the same number of elements and if we reorder the numbers 1 . . . . .  n in one 
of them in the reverse order, the members in the sequence of k-tuples in one of them 
and those in the sequence of (n -  k)-tuples contain complementary subsets of N. This 
property is reflected in the fact that there is a a one-to-one mapping J¢ between the 
sets of vertices of the additive kth compound graph G~ k] and of the additive (n -  k)th 
compound graph G} n-k]. We now show that this mapping extends in a natural way to 
an isomorphism between the moduli of these graphs. 
Theorem 2.10. Let Gs be a signed graph on n vertices, let k be an integer, 1 <~ k <~ 
n-  1. Then the moduli of  the graphs G~ k] and G~ n-k] are isomorphic. This isomorphism 
is generated by the aforementioned mapping J¢. 
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Proof. We already know that to every ordered subset I from N Ck) there corresponds 
the complementary subset i from ~tn-k) where N means the reversely ordered set N. 
It then follows from (C7) that between/1 and 12 there is an edge in G~ k] if and only 
if there is an edge between [l and [2 in G~ n-k]. [] 
Remark 2.11. It can be shown that the signs of the related edges in G~ kl and G~ n-kl 
differ by the factor ( -1 )  i+j+l where (i, j) is the corresponding edge in Gs (cf. 
Remark 2.7). 
Remark 2.12. Theorem 2.10 and Remark 2.11 show that for studying the kth com- 
pound graph on n vertices, it suffices to restrict oneself to the case k <~n/2. 
The next heorem is essentially a special case of Theorem 2.3 in [2]. We give 
here another p oof using the following notion. If (p, q) is an edge in the graph Gs, 
V=( i l  . . . . .  ik) a vertex of G~ kl such that p is in V (i.e., p=i j  for some j )  but q is 
not, then there exists a vertex W in G~ k] obtained from V by substituting q instead of 
p into V (and performing a proper ordering). Clearly, (W, V) is an edge in G~ k]. We 
shall then say that W arose from V by the exchange along the edge (p, q). 
Theorem 2.13. Let G~ be a connected signed graph on n vertices. Then for every k, 
1 <~ k < n, its kth additive compound graph G~ k] is also connected Conversely, if for 
some such k, G] k] is connected, then Gs is connected 
Proof. We shall suppose that k is fixed, and use induction with respect o n, starting 
with n=k + 1. By Theorem 2.10, the result in this case is correct. Let thus n>k + 1 
for a connected graph Gs and suppose the assertion true for all connected graphs with 
n - 1 vertices. By Remark 2.7, we can reorder the vertices of Gs in such a way that n 
is a vertex with the property that if we remove this vertex and all incident edges, the 
resulting raph Go will again be connected. The kth additive compound graph G~ k] of 
Go is thus connected by the induction hypothesis and we shall show that every vertex 
of G~ k] which is' not in~[k] G°[i] can be joined to G~ k] by a path in G~ k]. 
If V is a vertex of trs , i.e. V=(i l  .... ,ik), then it is a vertex in G~ kl and not in 
G~ kl if and only if ik = n. Let thus V be such a vertex. Since k < n - 1, there exists 
in Go a vertex p different from all ij, j = 1 . . . . .  k - 1. Let p -- P0, Pl . . . . .  ps = n be 
a path from p to n in G, let t be the last index in {0 .. . . .  s} for which pt is not 
in {il . . . . .  it,-t}. The sequence of exchanges along the edges (pt, Pt+l ) . . . . .  (Ps-1, Ps) 
leads to a path in G~ k] from V to a vertex in G~ k]. 
To prove the converse, let Gs be disconnected and H~ its component with m vertices. 
Let k be fixed, 1 ~< k < n. If k ~< m, the subgraph Hs [kl of G~ k] is a component of G] k]. If 
k > m, the subgraph of G~ k] induced on the set of all vertices V whose k-tuple contains 
all elements in Hs is again a (proper) component of G~ k]. [] 
We can now ask the question for what graphs (in fact, even for which ordering of 
such graph) for k = 2 the notion of the additive kth compound and of the absolute 
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additive kth compound coincide. Before we shall answer this question, we formulate a 
simple criterion. 
Lemma 2.14. Let Gs be a signed graph. I f  G~ k] contains a circuit with an odd number 
of negative dges, then no reordering of vertices of Gs and no switching in the resulting 
G~ k] can remove all negative dges in this compound graph. 
Proof. This is immediate for the case of switching. To show the result for reorderings, 
it suffices to prove it for any transposition of consecutive lements in N. Let thus p 
and p + 1 form such a pair, and let, in a clear notation, (I1,...,It,11) be a circuit in 
G[k] s • Let us define rj =[l jA {p, p + 1}1, j=  1 . . . . .  t, and define the transformed sets 
Ij as lj if rj = 0 or 2; if rj -- 1 and p EIj ,  let l j  = {p + 1} n ( I j \{p}) ,  and similarly if 
p + 1 Elj. Consider now the edge (Ik,Ik+l) of the circuit. We shall show that (I~,I~+ 1 ) 
is an edge in the transformed compound graph and that the sign of this edge will be 
changed if and only if one of the numbers rk, rk+l is two and the other one. Let first 
rk =2,  rk+l = 1 and, say, pElk+l. Then p+l  Elk\(IkNIk+l), and for some q # p, we 
have q E Ik+l \(Ik A Ik+1 ). It is then easy to see that if q > p+ 1, there is by one element 
more elements from I~ Al l+ I between q and the new p than there were elements from 
Ik AIk+t between q and p. By (C7), the sign of the edge (Ik,lk+l) will be changed. 
I f  q < p + 1, a similar observation shows that between q and the new p will then be 
by one less elements from I[ ¢3 I[+ 1 than before, with the same effect. I f  p + 1 E lk+1, 
we obtain the same result. 
Let us now discuss the case that none of the elements p and p -4- 1 belongs to 
Ik Nlk+l. Then it follows that the number a from (C7) is the same for both the original 
and the transformed case; the signs of the edges (Ik,lk+l) and (I~,I~+1) are thus the 
same. 
This solves the case that at least one of the numbers rk and rk+l is zero, as well as 
the case that rk = rk+l = 1 and one of the elements p, p-4- 1 is in Ik, the other in Ik+l. 
The only remaining case is that rk=- rk+l=l  and, say, pElkAlk+l.  Then p + 
1CliNIC+ 1 and for some u, v different from p, UEIk\(Iknlk+l), VEIk+I\(lkNIk+1). 
The number of entries of Ik ~Ik+l between u and v is then the same as the number 
of entries of I~NI~+~, the signs of edges (Ik,lk+l) and (1~,I~+~) coincide. The case 
p + 1 c lk  f3Ik+l is analogous. 
Since the case that rk and rk+l differ by two is impossible, it follows that the 
number of changes of signs in the circuit is equal to twice the number of r 's  equal to 
two. [] 
Theorem 2.15. The path is the only (positive) connected graph whose second additive 
compound graph is positive as well. 
Proof. By Theorem 2.8, the second compound of a path is a positive-signed graph. 
Let now G be a connected graph with positive second compound. Let us state 
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two observations: 
(A) Let Cm be a (positive) circuit (1,2,...,m, 1) with vertices numbered in the natu- 
ral way. Then, ((12),(13) . . . . .  (lm),(2m),(12)) is a circuit in C[m 2] with a single 
negative dge ((2m), (12)). 
(B) Let KI3 be the complete bipartite graph with vertices 1, 2, 3 in one class and 4 
in the other class. Then (cf. Fig. 4) ((12), (24), (23), (34), (13), (14), (12)) is a 
circuit in K[~ ] with three negative dges ((12), (24)), ((23), (34)), ((34, (13)). 
By these observations, Theorem 2.6, and Lemma 2.14, G can contain neither a 
circuit, nor a vertex with valency greater than two. Thus, G is a path. [] 
Remark 2.16. Returning to Example 2.4, observe that for each n, the graph ff[23 has 
only positive edges (cf. Fig. 2b). This follows easily from (C7). 
We can now formulate some results about the spectral radius p(Q), by which we 
mean the spectral radius of the matrix A(G~). 
Theorem 2.17. For every signed graph Gs, 
p(Gs)<~p(IGs[). 
I f  Gs has n vertices and eigenvalues ~1 >~ a2 >t . . .  >~ an, then for  every k = 1 .. . .  , n -  1 
~1 "Jr- ~2 J r - ' ' '  -~- ~k <~P( G~kl) <~ k(n - k ). 
Proof. The first assertion follows from Theorem 1. The left inequality in the second 
assertion is a consequence of Corollary 2.3. To prove the right inequality, observe 
that for the complete graph Cn on n vertices, the graph IC.tkJ I is regular, each vertex 
having valency k(n -  k). Therefore, its adjacency matrix has constant row sums, equal 
to k(n - k): 
p( I f tk l [ )= k(n - k ). 
Since Iasl is a subgraph of C,, we obtain, by the first assertion and Theorem 1, the 
right inequality in the second assertion. 
Theorem 2.18. The spectral radius of  the graph p[kl is 
p(pn[k]) = sin((2k + 1)/(n + 1))~ _ 1. 
sinQt/(n + 1)) 
Proof. It is easily checked that the eigenvalues of Pn are 2 cos sn/(n + 1), s = 1 . . . . .  n. 
Thus, by Corollary 2.3, the result follows by induction with respect o k. [] 
Theorem 2.19. Let cq >~ct2 >1... >~n be the eigenvalues of  an undirected graph G. 
Then the spectral radius of  the absolute additive kth compound graph IGtka I satisfies 
O~ 1 "4"- O~ 2 -~ "'" -~ O~ k <~ p(IG[k] l ) <~ k(n - k ). 
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Proof. This is an immediate consequence of Theorem 2.17. [] 
Theorem 2.20. Let an undirected graph G with n vertices have a cut formed by m 
edges, between the sets of vertices W and N\W; let W have t vertices. Then, in the 
interval [-re, m] there is at least one eigenvalue of the graph lain I. 
Proof. We can order the set of vertices of G in such a way that V/contains the first t 
vertices. The adjacency matrix (A(G)) It] has by (C7) in the first row exactly m nonzero 
entries, all equal 1 or -I; the diagonal entry is zero. By  a well-known result (e.g. [I, 
Corollary 3.1]), the interval [-re, m] contains at least one eigcnvalue of that matrix, 
thus at least one eigenvaluc of G [0. [] 
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