In this paper, we study the performances of the NEW Unconstrained Optimization Algorithm (NEWUOA) with different numbers of interpolation points. NEWUOA is a trust region method, the number of points used to build the surrogate model is an input parameter of the algorithm. We compare the performances of NEWUOA using three different number of points in search spaces of dimension from two to forty on problems from the BBOB 2009 noisy function testbed. Using the maximum number of interpolation points grants the better results in this noisy setting.
INTRODUCTION
The NEWUOA, for NEW Unconstrained Optimization Algorithm was introduced in [5] as a method for unconstrained derivative-free optimization. NEWUOA is a trustregion method which uses m points to build a quadratic approximation of the objective function. The approximation is considered reliable within the radius of the current trust region. In this paper, we study the effect of the number of interpolation points m on the performances of NEWUOA on a testbed of noisy functions.
We use three different values for m which will be denoted NEWUOA, avg-NEWUOA and full-NEWUOA.
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These variants are sorted by ascending numbers of interpolation points. The number of interpolation points of these variants depends on the dimension of the search space n. The variant denoted NEWUOA uses 2n + 1 interpolation points as recommended in [5] . The avg-NEWUOA uses the rounded value of p (n + 1/2)(n + 1)(n + 2) interpolation points which is intermediate. The full-NEWUOA uses the maximum number (n+1)(n+2) 2
. These three settings were already compared on a few test problems in [5] .
The performances of the avg-NEWUOA are obtained on the BBOB 2009 testbed of noiseless functions. The avg-NEWUOA is successively compared to NEWUOA and full-NEWUOA. The performances of both NEWUOA and full-NEWUOA on the BBOB 2009 noiseless functions were presented in [7] .
EXPERIMENTAL PROCEDURE
To benchmark the avg-NEWUOA, we use the exact same experimental procedure that was presented in [7] . In particular the algorithm uses an independent multi-start procedure, as do NEWUOA and full-NEWUOA. The crafting effort [3] is equal to CrE = 0 for all three variants of the NEWUOA.
RESULTS
Results of the CPU-timing experiments are given in the paper benchmarking NEWUOA with all three settings of m on the BBOB noiseless testbed submitted to the same workshop.
Results from experiments according to [3] on the benchmark functions given in [1, 4] are presented in this section. The Figures 1 and 2 and the Table 1 compare the  avg-NEWUOA to NEWUOA. The Figures 3 and 4 and the  Table 2 compare the avg-NEWUOA to full-NEWUOA. The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + Δft, and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [3, 6] . Statistical significance is tested with the rank-sum test for a given target Δft (10 −8 in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach Δft (inverted and multiplied by −1), or, if the target was not reached, the best Δf -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
The success probability of avg-NEWUOA reaching the precision 10 −8 is only slightly larger than that of NEWUOA: in 5-D avg-NEWUOA is successful on 52 function instances (out of 450) in 5-D and NEWUOA only on 42; in 20-D avg-NEWUOA is successful on 30 function instances and NEWUOA only on 15. On functions f101, f102 and f103 which both NEWUOA and avg-NEWUOA solve in 5-D, the NEWUOA is slower faster than avg-NEWUOA.
To reach the precision 10 −8 , full-NEWUOA has the best success probability out of the three variants of NEWUOA: it solves 77 function instances in 5-D, 31 in 20-D. Also, the full-NEWUOA solves in 5-D the Rosenbrock function f106 and the Sphere function f109, both with moderate Cauchy noise, whereas avg-NEWUOA does not.
In 20-D, the NEWUOA only solves the Sphere function with moderate noise. The full-NEWUOA solves the Sphere function with all three noise models and is the fastest out of the three NEWUOA variants. In 20-D again, avg-NEWUOA does not solve f103, NEWUOA does not solve neither f102 nor f103 and is the slowest out of the three variants of NEWUOA on f101.
Overall the full-NEWUOA variant which uses the largest number of interpolation points performs better than the avg-NEWUOA and the NEWUOA on the BBOB 2009 noisy testbed. 108 Sphere unif
Step-ellipsoid unif
103 Sphere moderate Cauchy
106 Rosenbrock moderate Cauchy
109 Sphere Cauchy
Step-ellipsoid Cauchy
119 Sum of different powers Gauss
121 Sum of different powers Cauchy
130 Gallagher Cauchy 
