Abstract-Recent trends of aggressive technology scaling have greatly exacerbated the occurrences and impact of faults in computing systems. This has made 'reliability' a first-order design constraint. To address the challenges of reliability, several techniques have been proposed. This paper provides a survey of architectural techniques for improving resilience of computing systems. We especially focus on techniques proposed for microarchitectural components, such as processor registers, functional units, cache and main memory etc. In addition, we discuss techniques proposed for non-volatile memory, GPUs and 3D-stacked processors. To underscore the similarities and differences of the techniques, we classify them based on their key characteristics. We also review the metrics proposed to quantify vulnerability of processor structures. We believe that this survey will help researchers, system-architects and processor designers in gaining insights into the techniques for improving reliability of computing systems.
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INTRODUCTION
R ECENT trends in processor design have made them increasingly vulnerable to faults. Ongoing scaling of transistors and operating voltages have led to a dramatic rise in susceptibility of processors to faults. For example, the soft-error failure rate at 16 nm is expected to be more than 100 times that at 180 nm [1] . Further, as computing systems ranging from mobile devices to large data centers and supercomputers become increasingly employed, a system malfunction is likely to have more severe financial and social consequence than ever before. For example, it has been reported that in one incident, a single soft error crashed an interleaved system farm, while in another incident, a single soft error disrupted the operation of a billion-dollar automotive factory every month [2] . Several other incidents have also been reported [3] , [4] . Even short duration disruptions can have major impact in large-scale enterprises, for example, merely one hour of downtime can cost more than $6,450,000 and $2,600,000, in brokerage operations and credit card authorization, respectively [5] . Thus, ensuring the reliability of computing systems has become the primary requirement to achieve exascale performance [6] . These trends and incidents clearly indicate that partial retrofitting of existing techniques to address reliability is likely to be insufficient. Instead, the designers need to consider reliability as the first-order design constraint.
To address this challenge, design of reliable processors has received significant amount of interest in recent years. In this paper, we present a survey of architectural techniques for modeling and improving reliability of computing systems. We especially focus on techniques for improving reliability of microarchitectural components, such as registers, functional units, cache and main memory etc. We discuss techniques proposed for both CPU and GPU, and those proposed in context of non-volatile memories and 3D integration technologies. Further, we discuss various metrics proposed for modeling and quantifying the vulnerability (or reliability) of computing systems. We classify the techniques based on several key characteristics to highlight their similarities and differences. We discuss techniques evaluated using both real machines and architectural simulators.
To keep a balance between the breadth (coverage) and depth (detail), we limit the scope of the paper in the following manner. We discuss (micro)architecture level techniques and not circuit/device-level or algorithm/application-level techniques for characterizing and improving reliability. Out of hard and soft errors, we mainly focus on techniques dealing with soft errors, since their mitigation at architectural level presents interesting challenges and opportunities (refer Section 3 for a background on the errors). We do not include works which intentionally compromise reliability for achieving performance/energy gains, e.g. near-threshold voltage operation. Of different NVMs, viz. Flash memory, phase change RAM (PCM), spin transfer torque RAM (STT-RAM), resistive RAM (ReRAM), we only discuss techniques proposed for the last three NVMs, since given the huge amount of research work done to improve reliability of Flash memory, doing full justice to it in a paper of this length is not possible.
The rest of the paper is organized as follows. Section 2 motivates the need of techniques for addressing reliability challenges. Section 3 presents a brief background on errors and a classification of techniques on several dimensions. Sections 4 and 5 discuss the techniques for modeling and improving reliability. Finally, Section 6 discusses conclusion and future challenges.
NEED OF DESIGNING FOR RELIABILITY
The design of processors has traditionally been optimized for performance. However, several factors and recent trends present compelling reasons for significantly improving the reliability of computing systems.
Trends of Device Scaling
With shrinking transistor sizes, the processor circuits and components are becoming increasingly susceptible to softerrors. With scaling of operating voltage, the critical charge required to flip a stored value has been decreasing [7] . Further, in atmospheric radiation, particles of lower energy occur far more frequently than those of higher energy and hence, with voltage scaling more particles can cause soft errors [4] . Since a single energetic particle can lead to burst of consecutive errors, the likelihood of multi-bit errors is also on rise [8] , [9] .
With increasing system core-count, the size of last level cache (LLC) in modern processors has also been increasing [10] . As an example, Intel's 32 nm Itanium processor had a 32 MB SRAM LLC [11] while the 22 nm Ivytown processor has a 37.5 MB SRAM LLC [12] . Similarly, IBM's 32 nm POWER7+ processor had an 80 MB eDRAM (embedded DRAM) LLC [13] , while the 22 nm POWER8 processor has a 96 MB eDRAM LLC [14] . Similarly, while NVIDIA's GT200 architecture GPU did not feature an L2 cache, the Fermi GPU has 768 KB LLC, the Kepler GPU has 1,536 KB LLC and the Maxwell GPU has 2,048 KB LLC [15] . Increasing the size of a cache can, however, lead to a superlinear increase in its soft error rate [16] , [17] , [18] . Further, with increasing cache size, the overhead of protection techniques such as scrubbing or flushing will grow since an increasingly large number of blocks need to be accessed within a fixed time to maintain reasonable error rates [19] , [20] . The similar trends are also true for other structures such as main memory [21] .
Vulnerability of Emerging Memory Technologies
Non-volatile memories, such as STT-RAM consume nearzero static power and are generally considered immune to radiation-induced soft-errors [22] , [23] . However, recent research has shown that retention failure can lead to stochastic bit-flips in STT-RAM and ReRAM [24] , a phenomenon which resembles soft-errors in charge-based memories (e.g. SRAM). Similarly, the resistance of a PCM cell increases with time. In multi-level cell (MLC) PCM cells, this drift can lead to errors, since over time, a memory cell can start representing different value than what was originally stored in it [21] . Due to this, a four-level PCM may show 10 6 times higher soft errors than the DRAM [25] . Further, the peripheral circuits of NVMs still use CMOS which are susceptible to soft errors. For these reasons, a drop-in replacement of conventional chargebased memories with NVMs is unlikely to solve the reliability issues.
High Demands of Reliability in Several Applications
Several mission-critical applications/domains such as medical equipments demand very high reliability. Similarly, several equipments are operated at high altitudes or under harsh environments where the error-rates are high. For example, compared to sea level, the rate of neutron flux is 3.5 times higher at 1.5 km [3] and 300 times higher at 10-12 km [4] which is the typical altitude where airplanes fly. For ensuring reliability under such scenarios, the device vendors need to perform rigorous and costly quality assurance tests which increase the cost of the system.
Performance/Energy Consequences of Errors
To handle errors, chip-designers typically use complex error-correction and detection circuits. However, these circuits cause additional slowdowns on each access and their overheads grow rapidly as their correction capability is increased. Due to the latency-optimized design of L1 cache, use of complex error-correcting code (ECC) in L1 cache imposes prohibitive overheads. Further, in the case of an actual error, modern processors raise an interrupt that must be serviced by the system firmware which incurs a latency three to four orders of magnitude higher than the cache/ memory access latency and thus, leads to unpredictable slowdowns. When errors in a page exceed a certain threshold, the page needs to be retired to avoid error-correction overheads. This, however, degrades the capacity of the memory. Uncorrectable errors can lead to machine failure and undetected errors can cause even more severe harms.
A BACKGROUND ON AND CLASSIFICATION OF TECHNIQUES FOR RELIABILITY
We now briefly discuss about the errors and some ideas used in techniques for improving reliability. We refer the reader to previous work for a detailed background and taxonomy of related terms [6] , [7] , [26] . There are two main types of errors, namely hard (or recurring) errors and soft (or transient) errors. Hard errors are permanent faults in the system and they occur due to thermal stress, wearout, and process variation. Soft errors are logical faults in circuit's operation and they occur at random due to charged particle emissions from atmosphere or resistance drift in MLC NVMs etc. [2] , [21] .
To make an estimate of actual system errors, researchers utilize an important observation that several soft errors occurring at "lower" level (e.g. circuit level) are masked at "higher" level (e.g. architectural level) and thus, they do not result in a visible system error. Based on this, several metrics have been proposed which measure the probability that a fault within a structure will result in a visible system error (Section 4.2).
In a write-back cache, clean and dirty data have different vulnerability to soft errors. Since dirty data will be written back to lower caches, a fault in it will propagate to memory hierarchy. Conversely, a fault in a clean block can be corrected by consulting other copies in the memory hierarchy, however, the dirty block stores the only updated value available in the memory hierarchy and hence, a fault in it cannot be corrected. For this reason, several techniques provide extra or exclusive protection to dirty data in the cache (e.g. [7] , [18] , [27] , [28] , [29] , [30] ). Since an instruction cache is mainly read-only, while a data cache sees both reads and writes, error detection/correction is more critical for data caches. Table 1 presents a classification of the research works based on several dimensions, such as the processor component they protect, their essential approach and objective etc. Several works use redundancy for detection and correction of errors (refer Table 1 ). For example, since storage structures have regular patterns, they are easily protected by parity and error correction codes. By comparison, combinational logic structures have irregular patterns and hence, they are protected using redundant execution, e.g., by executing an application on multiple disjoint structures or multiple times on the same structure. Some researchers study cache scrubbing, where the cache blocks are periodically examined for errors using ECC and an inline correction of errors is performed to prevent the number of errors from becoming larger than the correction capability of ECC (refer Table 1 ).
In Table 1 , we also classify the works based on whether they are evaluated on a simulator or on a real machine. While the simulators provide the flexibility to experiment with certain components, techniques or fault-injection campaigns within reasonable amount of time and in a repeatable manner, their modeling inaccuracies and simplifying assumptions may lead to misleading conclusions. On the other hand, while the field studies on real machines provide valuable data and insights, they also require experiments over a large number of machines over a large period of time to draw statistically significant conclusions. Field study of fault-injection experiments is particularly challenging, since it requires controlled experiments and availability of neutron (or proton) beam sources [17] which may incur significant financial overheads and may not be commonly [7] , [8] , [16] , [17] , [19] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , [34] , [35] , [36] , [37] , [38] , [39] , [40] , [41] , [42] , [43] , [44] , [45] , [46] , [47] , [48] , [49] , [50] , [51] , [52] , [53] , [54] , [55] , [56] , [57] , [58] , [59] Register file [46] , [48] , [54] , [60] , [61] , [62] , [63] , [64] , [65] , [66] , [67] , [68] , [69] , [70] , [71] , [72] , [73] , [74] , [75] , [76] , [77] , [78] , [79] Main memory [21] , [25] , [43] , [46] , [57] , [59] , [80] , [81] , [82] , [83] , [84] , [85] , [86] Other components [3] , [58] , [66] , [69] , [73] , [74] , [75] , [76] , [78] , [79] , [87] , [88] , [89] , [90] , [91] , [92] , [93] Key approach/feature Reliability metrics proposed [3] , [36] , [37] , [41] , [46] , [48] , [53] , [54] , [61] , [62] , [66] , [79] , [80] , [91] , [94] , [95] , [96] , [97] Computing reliability metrics [9] , [35] , [66] , [72] , [73] , [75] , [88] , [93] , [95] , [98] Use of compiler [38] , [43] , [49] , [60] , [61] , [62] , [65] , [77] , [79] , [89] , [97] , [99] Use of redundancy/duplication [8] , [27] , [28] , [44] , [50] , [51] , [55] , [58] , [59] , [64] , [68] , [71] , [73] , [76] , [77] , [90] , [96] , [99] , [100] , [101] , [102] , [103] , [104] , [105] Use of error correcting code [7] , [8] , [21] , [27] , [29] , [40] , [45] , [55] , [56] , [59] , [62] , [63] , [71] , [81] , [82] , [83] , [84] , [86] Use of cache scrubbing or flushing (write-back) [7] , [18] , [19] , [29] , [30] , [37] , [49] , [53] , [55] , [57] Main memory scrubbing [21] , [57] , [83] , [86] Exploiting narrow data values [52] , [63] , [68] , [74] , [76] , [78] Backup in or from protected/ reliable memory [33] , [60] , [90] Use or context of NVMs [21] , [23] , [25] , [82] , [90] , [106] Fault injection experiments [7] , [9] , [16] , [17] , [27] , [43] , [45] , [46] , [47] , [63] , [66] , [67] , [68] , [70] , [71] , [72] , [75] , [81] , [87] , [96] , [97] , [99] , [104] , [107] , [108] Multi-bit faults [7] , [9] , [19] , [21] , [30] , [32] , [34] , [42] , [43] , [55] , [57] , [81] , [83] , [86] , [104] Selectively protecting more vulnerable components/data [7] , [8] , [27] , [29] , [31] , [45] , [55] , [56] , [58] , [62] , [64] , [70] , [77] , [92] , [104] Trade-off with energy [7] , [16] , [25] , [49] , [51] , [71] , [78] , [91] , [106] , [109] Trade-off with QoS [45] , [50] , [70] , [77] Effect of cache size on reliability [16] , [18] , [19] , [35] , [39] , [44] , [45] , [49] Effect of 3D design on reliability [55] , [56] , [74] , [103] , [106] Techniques for GPU [59] , [66] , [69] , [70] , [87] , [101] , [110] Evaluation platform Simulator [3] , [8] , [9] , [16] , [17] , [18] , [21] , [25] , [26] , [27] , [28] , [29] , [30] , [33] , [35] , [37] , [38] , [39] , [40] , [41] , [42] , [45] , [46] , [47] , [48] , [49] , [50] , [51] , [52] , [53] , [54] , [55] , [56] , [58] , [60] , [61] , [62] , [63] , [64] , [65] , [66] , [67] , [68] , [69] , [70] , [71] , [72] , [73] , [74] , [76] , [77] , [79] , [80] , [82] , [84] , [87] , [88] , [89] , [90] , [91] , [92] , [93] , [95] , [96] , [97] , [99] , [100] , [101] , [102] , [103] , [104] , [105] , [107] , [109] Real hardware [17] , [57] , [81] , [83] , [85] , [86] , [87] , [110] available. For these reasons, a large number of studies have been conducted using simulators.
TECHNIQUES FOR MODELING RELIABILITY

Reliability Metrics
Several researchers propose metrics which enable a systematic and quantitative evaluation of vulnerability (or reliability) and thus, allow the designers to avoid both under-protection and over-protection. We now discuss a few of these works. Mukherjee et al. [3] propose "architectural vulnerability factor" (AVF) to evaluate the susceptibility to soft errors of a processor structure. AVF is estimated by tracking the bits in the structure which are needed for architecturally correct execution (ACE), which implies that an error in ACE bits will lead to an error in the final application output. Unless proven otherwise, all bits are considered as ACE and using this, an upper bound on AVF can be determined. The bits which are unnecessary for ACE are referred to as unACE bits. Using this, the error rate of a structure is computed as the product of its raw error rate and the AVF.
The AVF metric measures full-system vulnerability. Several researchers have defined metrics which quantify vulnerability of individual layers in the system stack. Sridharan and Kaeli [79] propose program vulnerability factor (PVF) which is a microarchitecture-independent method to quantify fault-masking inherent to a program. Sridharan and Kaeli [95] also propose hardware vulnerability factor (HVF) which quantifies the hardware portion of AVF, independent of program-level masking. The advantage of defining PVF and HVF is that they provide useful insights into the application behavior and the hardware design, respectively and using them, AVF can be computed as the product of HVF and PVF. Further, runtime monitoring of HVF enables runtime estimation of AVF by combining this with compile-time estimate of PVF. Sridharan and Kaeli [95] further introduce the notion of "system vulnerability stack", which enables calculation of a vulnerability factor for each layer of the system stack to finally compute AVF from its individual components.
Yan and Zhang [62] propose register vulnerability factor (RVF) which measures the probability that soft errors in registers can impact the system reliability. RVF is defined as the average time the register values are susceptible to errors. They also propose two compiler-guided techniques which aim to improve the register file reliability by lowering the RVF value. The first technique delays the write operations as late as possible and schedules the read operations as early as possible. To avoid performance loss, the compiler analyzes the dependence graph to exploit the scheduling slack. The second technique works for the case where only a few registers are protected by ECC due to the overhead of ECC. This technique uses profiling to direct the register allocation such that the registers with ECC always have the highest RVF values which improves the reliability of the register file.
Borodin and Juurlink [96] propose instruction vulnerability factor (IVF) which shows the probability that an error in instruction affects the final program output. IVF is computed by offline profiling using simulation or fault-injection experiments. Using the AVF value, at runtime, each instruction can be protected at the level required by its AVF value.
Zhang [37] defines the cache vulnerability factor (CVF) as the probability that a fault in the cache can propagate to other components of the processor. This is computed based on the average time the cache blocks are susceptible to soft errors. Using CVF as a quantitative metric, he shows that the vulnerability of a write-through L1 cache is much smaller than that of a write-back L1 cache. Since a write-back cache provides higher performance than a write-through cache, Zhang [37] also shows that using early write-back of dirty data, the reliability of a write-back cache can be improved at the cost of a small loss in its performance.
Asadi et al. [18] present a method to compute the reliability of cache memory. They define the notion of 'critical word' (CW), which is a cache word that is guaranteed to propagate to other locations in memory hierarchy or CPU. The critical time associated with a CW is the time period in which the context of that CW is important. Using this, the vulnerability factor of cache is defined as the average critical time of all the critical words. Using this metric, they observe that the reliability of cache varies widely with applications. They show that increasing the cache size can cause superlinear increase in vulnerability and thus, by computing the vulnerability factor for a given cache size, a designer can balance the performance and reliability of a processor.
Soundararajan et al. [91] study the impact of several DVFS (dynamic voltage/frequency scaling) algorithms on the architectural vulnerability of GALS (globally asynchronous, locally synchronous) architectures. They note that DVFS affects the utilization of structures and also changes the instruction flow through the pipeline and hence, DVFS impacts the AVF. They define "vulnerability efficiency" of a DVFS algorithm as AVF Â Watts/IPC, which shows the ability of a DVFS algorithm to reduce AVF and power without degrading the performance (IPC = instruction per cycle). They observe that most DVFS algorithms increase AVF and thus, applying DVFS can increase the failure rate of a system. In comparison, non-DVFS (where all domains are run at same frequency) performs better in the terms of vulnerability efficiency.
Mukherjee et al. [3] also discuss timing vulnerability factor (TVF). For example, if a circuit accepts data instead of holding data, and operates 50 percent of the time, its TVF is 50 percent, since for remaining time, an erroneous value will be overridden by a correct value. TVF is generally assumed to be included in the raw error rate.
Weaver et al. [36] present a technique to reduce the probability of a transient fault affecting the ACE state (e.g., an instruction) by keeping them in protected memory and bringing them in vulnerable structures only when needed. A cache miss on load stalls the processor and during this time, instructions stay in pipeline for extended periods. To reduce their vulnerability, their technique squashes those instructions that are younger than the load that missed. To study its trade-off with performance, they propose a metric named mean instructions to failure (MITF). They show that as long as the decrease in IPC due to their technique is smaller than the decrease in the vulnerability, their technique allows the processor to complete more work on average before seeing an error.
Methods for Computing Reliability Metrics
Several researchers present methods for accurate/efficient estimation of these metrics, as shown in Table 1 . Some of these studies use fault-injection campaigns [9] , [66] , [72] , [75] . Others use offline-analysis based estimation [73] , [88] , [95] , [98] and runtime-only estimation [35] , [79] , [93] approaches.
Biswas et al. [35] present lifetime analysis approach for computing AVF of address-based structures, such as data cache, data translation buffer and store buffer. Whether a bit in the cache is ACE depends on the sequence of accesses to the cache. For a write-back cache, a cache block is ACE between Fill/Read/Write ) Read and Write ) Evict. During other sequences, such as Fill/Read/Write ) Write and Fill/Read ) Evict, the block is unACE. Using this, the AVF of a bit can be computed as the fraction of its lifetime during which it contained ACE state. The AVF of a structure is defined as the average AVF of all its bits.
Li et al. [72] present an approach for computing AVF of both logic and storage structures of the processor at runtime. Their approach works by injecting a fault in a structure during program execution and determining whether the fault propagates to create a failure. Several such faultinjections are performed and the percentage of injections that lead to failure gives an estimate of AVF.
Nair et al. [88] present a first-order mechanistic analytical model for computing AVF of important microarchitecture structures (such as reorder buffer, load and store queues, issue queue, and functional units) by correlating their utilization with the AVF. They logically divide the program execution into multiple intervals and model the occupancy of state in each interval. A weighted average of occupancy of correct-path state during each interval is computed. Using this, the AVF of a structure is estimated by derating the occupancy with the average proportion of un-ACE bits induced in the structure by the workload.
Walcott et al. [73] use regression to study the relationship between AVF and various microarchitectural variables such as number of instructions executed, structure occupancy etc. In their approach, regression analysis is performed in an offline manner to identify the relevant subset of processor events which can help in lightweight prediction of AVF at runtime. Using their approach, they compute AVF of load/store queue, issue queue and the combined reorder buffer and physical register file. Based on their analysis, they enable redundancy only when the vulnerability of multiple processor structures goes above a threshold. This helps in mitigating the overhead of redundancy in case of low vulnerability, which translates into performance improvement. Similarly, Duan et al. [98] use boosted regression trees to identify correlation between a small set of processor metrics and AVF, using which AVF can be quickly computed.
Simulation Methodology for Modeling Reliability
Coskun et al. [109] present a simulation methodology to analyze reliability of multi-core SoCs (system-on-chip). They note that both statistical-and architectural-level models have limitations, since statistical models use high abstraction level, while architectural models are too detailed and time-consuming to be feasible for large multi-core SoCs.
Their simulation methodology fills this gap by analyzing reliability at core level. It allows studying the reliability implications of design-choices such as thermal packaging and placement, workload distribution and different power management strategies.
TECHNIQUES FOR IMPROVING RELIABILITY
We now discuss several techniques for improving reliability. For convenience, we roughly divide them in several categories.
Redundancy Based Techniques
Kim and Somani [31] propose an error protection approach for L1 caches. Due to temporal locality of caches, a small portion of data items are frequently accessed. Based on this observation, their technique uses separate circuits to provide error protection for only the frequently accessed cache blocks. Compared to the conventional approach of providing error correction for all cache blocks, their technique reduces the area overhead of error protection.
Zhang et al. [27] propose an in-cache replication scheme for protecting caches. In their technique, the blocks which have not been used for a certain period as marked as dead. The space of these blocks is used to hold replicas of the active cache block. They explore two replication strategies. In the first strategy, a block is replicated at cache misses and write-accesses, while in the second, a block is replicated only at write-accesses. The second strategy does not replicate the read-only data, and hence, it can replicate a higher percentage of modified data. For this reason, it provides a good balance of performance and reliability.
Zhang [28] present replication cache (R-cache) where a small fully associative cache is added to keep the replica of every write to the L1 data cache. Due to the high temporal locality in L1 cache, only a few (e.g. 8) blocks can provide replicas for almost all the read hits in L1 cache. However, using a R-cache for L2 cache (or LLC) becomes infeasible due to the reduced temporal locality in L2 caches [22] , [111] . Due to this, a large-sized R-cache would be required which, due to its fully-associative design will also incur high dynamic energy overheads.
Kim [29] proposed an approach to ensure cache reliability with minimal area overhead. In his scheme, only dirty cache blocks are protected using ECC. The clean blocks are protected using parity check code only, which reduces the requirement of ECC protection. Further, periodically the dirty cache blocks which are not expected to be modified in near future are written back. This reduces the number of dirty cache blocks in a manner that does not significantly increase the traffic to main memory.
Sugihara et al. [44] present two schemes for improving the reliability of caches. In the error-detection approach, the data of one cache way is copied in another way and thus, two cache ways are regarded as a redundant pair to constitute a single reliable cache way. By comparing the contents of these cache ways, any error can be detected. In the errorcorrection approach, the data of one cache way is copied in two other cache ways and thus, three cache ways constitute a redundant pair. If an error occurs in a cache way, it is detected and corrected by using the data value from majority of cache ways. The limitation of their schemes is that error-detection and error-correction schemes reduce the cache capacity to 50 and 33 percent, respectively.
Lee et al. [45] present an approach for error protection using partially protected caches. In embedded systems, multiple (e.g. two) caches are used at the same level of memory hierarchy and each memory address is mapped exclusively to one of these caches. They propose protecting one of the caches against soft errors by ECC and leaving the other one unprotected against soft errors. They partition the application data into failure critical and failure non-critical and map the former into the protected cache while the latter into the unprotected cache. Using this, the failure rates of multimedia applications can be kept same as that in an architecture with a single ECC protected cache while also minimizing the overheads with minimal degradation in the quality of service (QoS).
Sundaram et al. [77] use a selective instruction replication approach for multimedia applications to minimize the overhead of replication while incurring only small loss in fidelity. Their technique uses compiler to identify the instructions that are intolerant to errors and then protects only such instructions. Address calculations and conditional branches are protected since an error in them may lead to segmentation fault or loading of incorrect data values. The instructions that operate on data are not protected since small errors can be tolerated in multimedia applications.
Memik et al. [71] note that during the execution of applications, many registers are not used. Based on this, they propose two strategies for duplication of actively-used physical registers in unused registers. In the 'conservative' strategy, the active registers are duplicated in the inactive registers without affecting the performance of the processor. During high register pressure, this strategy does not perform any duplication. The 'aggressive' strategy marks the registers which are not used for a long time as dead and uses them for duplicating the active registers. This strategy aims to increase the accesses to registers with duplicates at the cost of small performance loss.
Many embedded processors use heterogeneous register files, consisting of general purpose and special purpose registers. Tabkhi and Schirner [64] note that in several applications, general purpose registers are frequently used and are thus susceptible to errors, while special purpose registers remain mostly unused. For such use patterns, they propose mirroring the contents of vulnerable registers into unused registers for improving the overall reliability of register file.
Wells et al. [105] note that in systems using redundant execution for ensuring reliability, not all applications may require high reliability; in fact, some applications may require high-performance and hence, incurring the overhead of redundant execution for such applications is wasteful. They propose a technique which allows the applications that demand high performance to avoid the penalty of dualmode redundancy (DMR), while ensuring that most applications, including the system software can run with high reliability in DMR mode. For performance-oriented applications, their technique turns off the DMR mode. To preserve the integrity of reliability-oriented application's memory and register state, they maintain a small amount of redundancy for non-DMR (i.e. performance-oriented) applications by revalidating permission for any stores that miss in L1 cache. If access happens to a physical address which is not owned by the non-DMR application, suitable actions can be taken to avoid any corruption. To allow additional software threads for performance-oriented applications, their technique uses hardware virtualization approach to flexibly assign threads to cores. Their technique also ensures that all privileged software always runs in reliable mode. They show that compared to a DMR system, their technique improves performance significantly.
Minimizing Vulnerability and Protecting
Vulnerable Data/Components [92] propose a technique to reduce vulnerability of issue queue in simultaneous multithreaded (SMT) processors. Their technique performs offline profiling to identify reliability-critical instructions and prioritizes their scheduling to reduce the residency time of vulnerable bits in the issue queue. Further, when an instruction is in the dispatch stage, the processor checks for a free entry in the issue queue. An instruction is dispatched to the issue queue only when its utilization drops below a threshold. Using this, the quantity of vulnerable bits that can enter into the issue queue is controlled.
A large number of blocks in the cache store "dead" data, which will not be used in the future [10] , [20] , [112] . These data blocks remain vulnerable to soft errors. To address this, some researchers present techniques to write-back dirty data or flush the cache to reduce the chances of vulnerable blocks in the cache getting corrupted. Asadi et al. [18] propose periodically (e.g. every 1M cycles) writing the dirty data of L1 cache back to the L2 cache. Li et al. [7] propose an early-write-back policy which writes-back the dirty data of L1 cache after a fixed time period (e.g. 10 K cycles) have elapsed from the last write operation to a block. Gold et al. [30] present a prediction mechanism which accurately determines when a cache block is written for the last time and initiates an early write-back of the data.
Kadayif and Kandemir [53] present techniques to improve the reliability of caches. Their first technique writes-back only the modified words of a cache block to prevent an error from propagating to lower levels of memory hierarchy. Their second technique selectively invalidates cache blocks to reduce their vulnerable periods, which decreases their chances of catching soft errors. To minimize the performance overhead of cache block invalidations, they propose another technique which attempts to bring a fresh copy of the invalidated block into the cache via prefetching, although this technique also loses a portion of the reliability enhancement achieved by the second technique.
Sridharan et al. [33] present a technique for writethrough L1 cache which is not protected by ECC, assuming that the L2 cache and main memory are protected by ECC. They note that the utilization of L2 bus remains low which provides scope for slightly increasing L2 accesses to reduce the vulnerability of L1 cache. Their technique selectively refetches cache blocks from the L2 cache to the L1 cache to refresh the cache blocks which reduces the vulnerability of the L1 cache. They propose two refetch strategies. The 'static' strategy refetches selected cache blocks at a fixed frequency. The 'event-driven' strategy triggers a refetch on an L1 read hit to those blocks which are expected to be accessed in near future. Compared to the first strategy, the second strategy aims to take the workload access pattern into account to effectively reduce the vulnerability.
Yoon and Erez [8] observe that due to low soft-error rate, an error occurs only once a few weeks or months in a processor, and hence, a high latency of error-correction at lastlevel cache can be tolerated. Also, a large fraction of clean data stored in LLC is also stored elsewhere in the memory hierarchy, and such data can be easily corrected by restoring from a copy. Based on these, they propose decoupling errordetection from error-correction and storing the ECC in the low-cost off-chip DRAM instead of dedicated SRAM arrays. Further, since on-chip resources are not employed for errorcorrection, stronger ECC codes can be used for providing higher protection level. Sadler and Sorin [40] also decouple error-detection from error-correction and use low-cost error detection code (EDC) for reads and compute ECC for every write. This ECC is used for correcting an error.
Li et al. [7] study the impact of soft errors on a cache with no leakage energy optimization, and with state-preserving (viz. drowsy cache [113] ) and state-destroying (viz. decay cache [112] ) leakage control techniques [10] , [111] . Drowsy cache technique uses dynamic voltage scaling to reduce leakage power while still retaining the data. When in a reduced voltage ("drowsy") state, the cache cells are more susceptible to soft errors since the charge required to flip the value is also reduced. Decay cache technique detects dead cache blocks and scales the supply voltage to these blocks to zero. This reduces the residency time of dead blocks in cache which reduces the susceptibility of cache to soft errors. Due to these factors, they observe that compared to a baseline cache, drowsy cache technique, while bringing large leakage energy savings, also sees significant increase in soft errors. By comparison, decay cache technique reduces both the leakage energy and the soft errors and thus, optimizes for both reliability and energy efficiency.
Compiler Based Techniques
Compiler optimizations can impact reliability in several ways, e.g. by changing the memory access pattern of a program or the occupancy of a processor component, reducing the execution time which reduces the time an application is exposed to errors etc. Similarly, code transformations such as loop interchange and loop fusion, data layout transformations such as array placement and interleaving change the read/write pattern of variables in the cache. Some researchers study these interactions in detail [38] , [61] , [79] , [89] and show that by carefully selecting the compiler optimizations, a fine balance between performance and reliability can be obtained.
Feng et al. [99] present a compiler-based technique for finding static instructions that are likely to result in user-visible faults without first exhibiting symptomatic behavior such as memory access exceptions. Their technique protects only these instructions using software-based duplication. Their approach trades-off full coverage of errors for reducing the performance and cost overhead of duplication and hence, their approach is not suitable for mission-critical systems.
Xu et al. [65] present a compiler optimization approach to improve the reliability of register files by reordering the instructions. Their basic-block scheduling algorithm uses dynamic programming strategy under the constraint of instruction dependencies. Their approach aims to decrease the time periods during which registers are susceptible to soft errors by re-arranging the code execution flow. For example, for an operand, the using instructions is moved closer to the defining instruction.
Lee and Shrivastava [60] present a compiler technique which uses inter-procedural code analysis to reduce the register file vulnerability by temporarily writing live variables to protected memory. Their technique uses integer linear programming to find the program points where save/restore instructions can be inserted to maximally reduce register vulnerability for a given performance bound and with minimum code size transformation overhead. Their technique tries to identify long vulnerable intervals and the variables with long live-range and then selects the most profitable ones using a cost-benefit analysis. They also use several optimizations to reduce the overhead of code transformations.
Tavarageri et al. [43] present a compiler technique to detect soft errors. They note that between the definition of a variable and its subsequent uses, the variable is susceptible to errors. In their technique, a variable definition contributes to a definition checksum and each use of the variable contributes to a use checksum. The number of uses of the variable is also tracked. At program termination, an error can be detected if the definition checksum scaled by the number of uses does not equal the use checksum. In presence of multiple errors, a seemingly correct checksum may still be produced. To increase the fault coverage by addressing this issue, they propose use of multiple (e.g. two) checksums.
Exploiting Narrow Data Values
Ergin et al. [52] note that many data values generated in a processor are narrow. Based on this, they use additional flags to identify the narrow values and any soft error in zero portions of these values are detected by using these flag bits. Further, the soft errors in the narrow values can be detected or corrected by replicating the vulnerable portion of the data values inside the storage space of the zero bits.
Amrouch and Henkel [63] present a technique to improve the reliability of register files by exploiting narrow values. They propose using the upper unused bits of a register to store the ECC bits. This avoids the need of extra bits, which reduces the area and power overhead.
Hu et al. [68] present an approach to exploit narrowwidth register values by making a duplicate of the value within the same data item. For example, for a 64-bit processor, the narrow-width values which require no more than 32 bits can be easily duplicated in the 64-bit register. To avoid signaling unnecessary errors in the duplicate value, their technique checks the parity bit of only the lower 32-bit half for error detection and utilizes the duplicate value in the upper half for error recovery. Thus, their technique eliminates the requirement of additional copy registers and its impact on bandwidth.
Reducing the Overhead of Reliability Improvement Approaches
Hari et al. [67] present an approach termed 'Relyzer' to reduce the number of faults that require detailed simulation in a fault-injection campaign. Their approach systematically analyzes all application fault sites and selects a small subset to perform transient fault injections. For pruning the faults, they use static analysis and dynamic profiling of the faultfree execution to predict the outcome of faults or show them equivalent to other faults. Hari et al. [107] present an approach named 'GangES' to reduce the simulation time of fault-injection experiments. Their approach is based on the observation that a set of fault simulations that result in the same intermediate execution state after fault-injections will produce the same outcome and hence, only one of those faults need to be simulated. The decision about when to compare simulations and what state to compare is made based on the program structure. They have also shown that using GangES in conjunction with Relyzer can further reduce the simulation requirements of fault-injection experiments.
Luo et al. [81] present an approach to improve the reliability of the memory system while reducing the overall system-cost. They show that due to masking of errors, dataintensive applications show different amount of tolerance to memory errors, both within an application's data and among different applications. For example, in WebSearch application, an error in stack memory region is much more likely to lead to a crash than one in the heap and private memory regions. Thus, applying uniform protection to all memory-regions/applications is cost-inefficient. Towards this, they propose classifying the applications based on the memory error tolerance and then mapping the application to heterogeneous-reliability memory system. For example, error-tolerant portions of data from an application can reside in inexpensive less-tested memory with no ECC and the portions of data which are vulnerable to errors can reside in ECC memory.
Techniques Related to NVMs
Swaminathan et al. [90] use STT-RAM as a soft-error immune memory to provide protection to storage structures such as reorder buffer, issue queue and load-store queue. Their method identifies time periods when a snapshot of the invariant micro-architectural state can be stored in the STT-RAM and later restored to reduce soft error vulnerability. Their technique tracks the AVF of storage structures and the system throughput. Using this, protection is provided during periods of high AVF and low throughput, to maximally reduce the vulnerability while incurring minimal performance loss since the writes to STT-RAM are slow and hence, a snapshot should be written to STT-RAM when the throughput of the pipeline is low. The checkpoint is restored after a fixed time period. The benefit of STT-RAM is that it can be power-gated when idle without losing the data which isolates it from supply voltage fluctuations and leakage concerns.
Sun et al. [106] study the use of STT-RAM technology in improving the reliability of caches since STT-RAM is immune to particle-strike induced soft errors. 3D stacking technology enables modular integration of STT-RAM caches with minimal impact on processor design [114] . They evaluate several configurations where different levels of cache hierarchy are implemented in SRAM, STT-RAM etc. For example, they study (a) STTRAM L2 + STTRAM L3, (b) SRAM L2 + STTRAM L3 and (c) SRAM L2 + STTRAM L3 with ECC of L2 in L3 cache. To reduce the soft errors in L1, they also study an STT-RAM L1 design. Each configuration shows different trade-off between performance, reliability, temperature and power characteristics. For example, they observe that replacing all levels of caches with STT-RAM eliminates nearly all soft errors and also improves performance and energy efficiency.
Awasthi et al. [21] present architectural scrub mechanisms to address drift phenomenon in MLC PCM. On using an ECC code which can correct Z errors, if a scrubbing operation can be performed after Z errors but before the occurrence of Z þ 1 th error, the data can be protected. They note that with increasing Z value, the gap between Z th and Z þ 1 th error also increases and hence, they suggest use of multi-bit ECCs which can allow longer scrub intervals. They also propose optimizations to simple scrub mechanisms. For example, if the Z th and Z þ 1 th errors happen in quick succession, the data value becomes uncorrectable. To avoid this, they propose a 'headroom' scheme, where a scrub operation is triggered on detecting Z À h errors (instead of Z errors), where h signifies the headroom. Since scrub operations introduce extra writes and thus increase hard error rates due to limited write endurance of PCM, the choice of h allows a tradeoff between hard error rates and uncorrectable soft error rates.
Seong et al. [25] note that one of the four states (levels) in a four-level PCM sees rapidest resistance drift. By removing this state, the errors produced by this state itself and the nearby state can be removed. Based on this, they propose a three-level PCM which achieves five orders of magnitude reduction in the error rate over the four-level PCM by removing the most error-prone state. They show that the three-level PCM achieves performance close to that of single-level cell (SLC) PCM and the soft error rate lower than that of DRAM without requiring ECC or scrubbing schemes. To utilize three-level cells, they also present methods to convert binary information to the ternary number system and vice versa.
Effect of 3D on Reliability
3D integration technology brings novel opportunities and challenges for ensuring reliability. For 2D planar chips, energetic particles have an unobstructed path to the active surface of the entire chip. In a 3D chip, multiple dies are stacked on top of each other and thus, the particles need to penetrate through multiple layers before reaching the inner layers. Due to this, different layers have different vulnerability to errors. At the same time, for a 3D die-stacked memory, a failed dual in-line memory module (DIMM) cannot be easily replaced since this may destroy the whole package including the processor die. To address these issues, several techniques have been proposed, as shown below.
Zhang and Li [74] characterize soft error vulnerabilities across the stacked layers under 3D integration technology. They show that the outer-dies can shield more than 90 percent particle strikes for the inner-dies which leads to a heterogeneous error rate across layers in a 3D chip. 3D integration also provides opportunities of heterogeneous integration, since different layers can be designed using different technologies [114] . Using this feature, the outer layer can be designed using silicon-on-insulator (SOI) technology which is more resilient to particle strikes. This helps in achieving the reliability target with significantly lower costs. They also propose microarchitecture design optimizations to take advantage of the 3D integration for improving the reliability. For example, mapping ACE bits to the robust layers while leaving unACE bits to the vulnerable layers leads to protection of vulnerable program states by the shielding effect of 3D integration. Further, for narrow-width operands, the most significant bits (MSBs) are likely to be zero, and hence, they use reliability hardened circuits to implement the MSB segments of the 3D register file entries. These circuits make it harder for cell value to flip from 0 to 1 and thus reduce the soft error rate of the 3D register files.
Sun et al. [56] note that in a four-layer 3D stacked architecture, the innermost layer is invulnerable to soft-errors. Based on this, they propose allocating the most vulnerable component of cache memory onto the invulnerable layer to improve reliability and using no ECC for that layer which reduces the latency and energy incurred in accessing that layer. To maximize the accesses to the invulnerable layer, they propose dynamically moving the most recently used data-items to the invulnerable layers since they are likely to be reused [10] , [22] .
Madan and Balasubramonian [103] propose using 3D stacking to facilitate redundant execution. They implement a checker core on the die which is placed above the CPU die in a 3D stacked architecture to verify the execution results. The benefit of this is that the CPU die and the checker die can be independently fabricated and the checker core can be implemented with older process technology that is more resilient to soft errors and also helps in reducing the temperature and power-density. Further, 3D stacking allows use of shorter inter-die wires [114] which enables efficient communication of results between cores.
Sim et al. [55] note that in a 3D die-stacked DRAM lastlevel cache architecture, adding an extra chip in the stack for storing ECC information may not be practical since this leads to significant bottleneck for ECC check. To avoid this, they propose relying on main memory to correct errors in clean blocks in the DRAM cache and use duplication of dirty blocks in other banks to provide error-correction for those blocks. Further, to avoid the capacity overhead of duplication, they propose writing dirty blocks from the DRAM cache to main memory. To further optimize it, they suggest providing duplication to only critical applications or memory regions.
Studies on Real Machines
Several researchers perform reliability studies on real machines which provide valuable insights and directions for designing resilient systems. We now summarize a few of them.
Hwang et al. [86] study data on DRAM errors collected from a wide range of production systems. They analyze the characteristics of the errors, including their type (e.g. soft or hard error), their distribution to different components of the system, and their correlation etc. Based on the error patterns observed, they also evaluate the potential of different protection mechanisms. For example, they observe that simple page retirement policies can mask a large number of errors while sacrificing only a small amount of available DRAM.
Using experiments on real hardware, Biswas et al. [17] confirm the results obtained from simulations [16] , [18] that an increase in cache size can lead to superlinear increase in its soft error ratio. The larger-sized cache sees fewer early write-backs due to lower miss-rate which increases the ACE residency times of dirty data in the cache and thus, increases the vulnerability of the cache.
Sridharan et al. [57] study DRAM and SRAM faults in large-scale computing systems to get insights into the factors that affect the faults in production settings. They observe that both transient and permanent fault rates vary significantly across different DRAM vendors. They study the effect of aging on DRAM and observe that over time, the nature of faults observed changes from primarily permanent faults to primarily transient faults. Further, the faults were observed to be uniformly distributed across DRAM (e.g. row, column and bank addresses). Furthermore, based on the study of faults in SRAM, they confirm that higher fault-rates are observed at higher altitude which is due to increased cosmic ray-induced neutron strikes at higher altitude.
Techniques for GPUs
GPUs have been conventionally used for graphics applications such as video gaming, where 100 percent accuracy is not necessary. Due to this and performance-optimized design of GPU, the reliability improvement techniques in GPU have received less attention. However, as GPUs become employed in general-purpose applications, their architecture is undergoing major changes [15] and hence, improving their reliability has become an issue of paramount importance. We now discuss a few techniques proposed specifically for GPUs.
Palframan et al. [70] present a technique for improving reliability of GPUs. They note that for several floating-point intensive GPU applications, small magnitude errors have negligible effect on results while large magnitude errors may get amplified to have a significant negative impact. Based on this, they propose a precision-aware protection approach for GPU register file and execution logic to mitigate large magnitude errors. Their approach uses selective logic hardening to protect significand value in a fused multiply-add (FMA) floating-point unit, such that the choice of gates to be hardened is made depending on the relative magnitude of error that a fault in that gate can create. Further, a low-cost checker circuit is used to perform redundant computations for verifying only the MSBs of the significand computation. Furthermore, for protecting the register file, the most significant bits of the register are stored in the hardened cells which allows protection against large magnitude errors.
Farazmand et al. [66] perform fault injection experiments for three GPU structures, namely register file, local memory and active mask stack (AMS) to compute their AVF. Since their benchmarks do not fully utilize these structures, they observe low AVF values for these structures, for example, the AVF of AMS was only 0.58 percent. To address this, they propose 'AVF-util' metric which is computed by limiting the fault injection to 'utilized' portions of the structures and this value for AMS was found to be 40 percent. They note that structures with similar function in GPU and CPU are not necessarily similar in terms of AVF which highlights the need of performing GPU-specific study of reliability improvement techniques.
Tan et al. [69] study soft error vulnerability of GPUs. They observe that several microarchitectural structures in GPUs such as warp scheduler, registers, and streaming processors (SPs) exhibit high vulnerability. Also, the vulnerability depends on workload characteristics such as its memory access pattern, branch divergence etc. Further, since the threads running in different SMs have different memory access pattern and utilization, the vulnerability also varies across the SMs. They also study the effect of different architectural policies and optimizations on the vulnerability of GPUs. For example, the number of threads supported by GPU has significant effect on the vulnerability while the warp scheduling policy has little effect on the vulnerability.
Tan and Fu [101] note that while running GPU applications, the streaming processors remain idle for a large fraction of execution time. They propose two techniques which utilize these idle resources for soft error detection via redundant execution. The first technique reuses the fully idle SPs caused by long latency memory accesses and load imbalance among the streaming multiprocessors (SMs). During branch divergence, several SPs become partially idle and their second technique utilizes such SPs. This technique uses idle SPs in the diverged warp to redundantly execute threads of another warp for improving reliability.
Dimitrov et al. [59] present three techniques to improve the reliability of GPUs. First technique simply duplicates the GPU kernel and thus, reduces the throughput of the program by half. Remaining two techniques take advantage of the parallelism between the original code and its redundant version to interleave their execution. The second technique is based on the fact that redundant instructions are independent from the original code and thus, can be interleaved to create compact schedules. The third utilizes unused threadlevel parallelism and thus, uses extra threads to fully utilize the GPU hardware. Using experiments, they show that while the first technique provides consistent performance, the benefit of the last two techniques varies across the applications and the GPU devices.
Fang et al.
[87] present a fault-injection technique for measuring reliability of GPU applications. In their technique, the threads are grouped based on similarity of behavior and one thread is chosen from each group. Then, the GPU execution trace is obtained for the chosen thread. This information is used to map the CUDA source-code lines to the corresponding assembly instructions. Then, the application is executed and their technique chooses an instruction to inject a fault using information from the profiling phase. At this instruction, a conditional breakpoint is set up using cuda-gdb. When the chosen thread reaches the chosen source line, the breakpoint is triggered. When this happens and the chosen instruction is reached, a fault is injected into the application. Afterwards the application is monitored to determine if the fault is activated within a window of certain instructions (1,600 in their experiments). The fraction of injection runs where the fault is not activated shows the resilience of the application. Using this approach, they characterize error resilience of several GPU applications.
FUTURE CHALLENGES AND CONCLUSION
With recent growth in the use of internet, several services are now provided online in a 24 Â 7 manner to users situated across the globe. These services include e-learning, e-commerce, entertainment, and social-networking etc. The sheer volume and scale of infrastructure (e.g. data-centers, networks, storage etc.) required to support these services, along with the social and financial consequence of a failure, indicate that resiliency will become even more important in the design of next-generation computing systems.
The ever-increasing demands of computational capability has motivated the researchers towards design of extremeend supercomputers. These systems will deal with hundreds of exabytes of data and will use aggressive power-management techniques. Under such constraints, approaches such as redundant execution and frequent data-backup will incur prohibitive overhead. Under high error rates, these systems may only run a few days before some part requires rebooting. To ensure reliability at such extreme-scale, highly effective and low-overhead solutions will be required. At the same time, these solutions need to be economical to justify their use in mainstream computing market.
We believe that in near future, the challenges of reliability need to addressed simultaneously at different abstraction levels. At circuit level, novel fault models need to be developed based on a rigorous understanding of modern fabrication technologies. At architecture and application level, efficient error correction and mitigation mechanisms need to be designed while also leveraging the error-resiliency of underlying algorithms. Finally, at system-node and cluster level, intelligent assignment of "reliability quota" across different cores or servers need to be done to balance reliability, performance, power and financial cost. Ensuring synergistic design and operation of techniques operating at different levels is a major research challenge.
In this paper, we presented a survey of techniques for improving the reliability of computing systems. We underscored the crucial importance of reliability in future systems and identified research directions that merit further exploration. We also classified the works based on several key parameters to highlight their similarities and differences. We hope that this survey will spark interesting future work in the area of design of resilient computing systems.
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