Channel coupling via decay products is developed to describe energy shifts, level mixing as well as the possibility of new resonances in cc, bb systems. The new ingredients involve: 1) the Weinberg eigenvalue method to describe coupled-channel resonances and wave functions in a unitary way; 2) the pair creation vertex, derived nonperturbatively, having the 3 P 0 form with calculable coefficient; 3) relativistic as well as nonrelativistic decay matrix elements are constructed; 4) conditions for creation of new states due to channel coupling are formulated; 5) realistic wave functions for all resonances. Theoretical methods used in the paper do not contain fitting parameters and are checked vs experiment. Examples of level shifts, widths and mixing are presented. Two peaks in the 3 P 1 state are found: one narrow at 3.872 GeV and another around 3.935 GeV with width Γ ≈ 30 MeV.
Introduction
Most hadron states are coupled by strong interaction to closed or open decay channels, and thus are subjects of the Theory of Strongly Coupled Channels (TSCC).
In the paper we systematically apply WEM to find the shifts and widths of (n 3 S 1 ) energy levels, as well as mixing between them. We find the method to be especially useful to discover the analytic structure and pole positions in the case of strong CC. The particular example of 3 P 1 level appears to be a good illustration of our analysis, where we find two peaks due to a single eigenvalue, possibly corresponding to X(3872) and X(3940) resonances.
The plan of the paper is as follows. In the next section we introduce the general formalism for the Green's functions of charmonia and bottomonia with inclusion of decay channels. We are writing equations for wave functions (Green's functions) both in channel QQ and in channel (Qq)(Qq).
In section 3 the coupled-channel (CC) resonances are considered in the decay channel and condition for existence of a CC resonance is formulated. In section 4 the rigorous Weinberg theory of CC resonances is given.
In section 5 the mixing of states in WEM is considered. In section 6 the analytic structure of WEM amplitudes and pole positions are derived. In section 7 results of level shifts and widths, resonances found by our method in the 3 P 1 state are discussed. In section 8 summary and prospectives are given.
General formalism of string-breaking channel coupling
We consider two sectors of hidden and open flavor with initial and final bare gauge invariant operators, for heavy quarkonium sector:
I. j one generates bare mesons and as shown in [13, 22] one can project physical amplitudes 1 (Green's functions) with physical wave functions Ψ
Qq , ψ (n 3 ) Qq . For stationary states one can use Green's functions in energy representation, e.g.
Here superscript (0) refers to the bare case, when sector II is switched off, and Ψ (n 1 ) , E n 1 refer to the eigenfunctions and eigenvalues of relativistic Hamiltonian H 0 [9] , for charmonium those were calculated in [12] and for bottomonium in [24] . In sector II the counterpart of (1) consists of Green's function of the pair (Qq), (qQ). We neglect in the first approximation interaction of two white mesons, and write the c.m. Green's function as G (0) QqqQ (11|22; E) = n 2 ,n 3 Ψ n 2 n 3 (1,1)Ψ + n 2 n 3 (2,2) E n 2 n 3 (p) − E dΓ(p).
At this point we must take into account possible transition (decay) of states in sector I into states of sector II, which can be done in several ways, e.g. in literature it is common to assume one of several types of phenomenological decay Lagrangians, e.g.
3 P 0 type [20] , with vector confinement vertex [1] , or with scalar confinement vertex, studied in [19] .
For bottomonium a relativistic string decay vertex of the following form was used in [13] - [16] 
where M ω was taken to be constant, M ω ≈ 0.8 GeV from decays of bottomonium into BB, BB * , ... [15, 16] . Recently it was derived in the framework of FCM [17] that M ω is actually calculated via quark masses and energies
where ε D (m q ) is the Dirac energy of light quark in the heavy-light meson.
As will be seen, both inputs M ω = const ∼ = 0.8 GeV and (4) lead to similar results. It is important, that we work in the c.m. system and consider both wave functions and Hamiltonian obtained in the instantaneous hyperplane, when all time coordinates of all particles are the same. Therefore the vertex L sd enters between instantaneous wave functions of QQ on one side and product of Qq, qQ on another side
At this point one should define exactly how spin, momentum and coordinate degrees of freedom entering in (5), which we denote by additional factorȳ 123 and yet undefined phase space factor dτ . There are several ways for that; one way is to exploit nonrelativistic-type decomposition which is used in 3 P 0 calculations. Below we shall work either in the nonrelativistic 2 × 2 spin-tensor formalism, explained in Appendix 2, or else in the fully relativistic formalism of Dirac traces and projection operators, started in [22] for decay constants and in [13] for dipion transitions. Note that this latter formalism is close to that used in lattice calculations for transition matrix elements, see e.g. [23] .
In the formalism one considers initial and final meson creation operators I,II, given above (see Appendix 2 for the Table of lowest operators and their nonrelativistic counterparts) , and compose the decay matrix element as shown in Figure 1 where vertices 1, 2, 3, x are operators Γ i , i = 1, 2, 3, x entering in the bilinears j i =ψΓ i ψ, and lines (1, 2), (2, x), ... denote quark Green's functions S Q (1, 2), Sq(2, x), etc. so that matrix element corresponding to Fig.1 is As was shown in [22, 13] in the approximation where one neglect influence of spin forces on wave functions, one can replace
where G Q,q is quadratic spin-independent Green's function and signs ± refer to quark and antiquark Green's functions respectively. Our physical matrix element corresponding to the decay Ψ
can be obtained from (6) by projecting the chosen intermediate states, as shown by dashed lines in Figure 1 .
As a result as shown in [13, 14] (see Appendix 1 for details) the physical projected matrix element has the form (in the relativistic formalism of (6), (7), and we write in this caseȳ
where
, and the expressions for Z 123 , Z i are given in Appendix 1. Important role is played by average values of quark kinetic energies, ω Q,q = m 2 Q,q + p 2 inside heavy-light mesons in their c.m. systems (if one neglects c.m. motion of these mesons in the decay considered, otherwise it should be computed in the corresponding system). The tables of ω Q , ω q computed from relativistic Hamiltonian in [12, 24] are given in the Appendix 1 for the convenience of the reader. In practical calculations it is more useful to exploit the 2 × 2 reduction of the bispinor Table 4 .
Note, that due to this fact J(p) are different in relativistic and reduced (2 × 2) formalism, as can be seen in Figures 4 and 11 . Now one can define the selfenergy part in sector I due to sector II, which is
and the total Green's function in sector I can be written as
where ellipsis implies terms of higher order in w nm and this can be summed up as
where matrix (Ê) nm = E n δ nm . Note, that in (11) the Green's function is actually a projection of the coupled-channel system on the original unperturbed QQ wave functions Ψ (n) QQ . In reality wave functions of the coupled-channel system differ from the latter and acquire continuous spectrum pieces above the decay threshold, and hence need a special treatment to be discussed below.
The new spectrum is obtained from (11) as
for one level in sector I it simplifies E = E n + w nn (E) (13) which yields energy shift and width in the first order approximation inŵ:
In the next order one should solve the transcendental in E one-channel equation (13), which is valid when w nn is large, but |w nm | ≪ |E n − E m |. Below the decay threshold one can diagonalize the matrix in (11) with unitary matrices
and the Green's function acquires the form
In this way Φ η become new orthogonal states comprising all effects of mixture between bound states due to closed channels. The same procedure can be applied for open channels (above the decay threshold) when one neglects the widths of the levels, i.e. imaginary part ofŵ. One can define interaction V 121 in sector I due to sector II,
with
or, in momentum space
. Now the relativistic string Hamiltonian H 0 derived in one-channel case in [9] and exploited for dedicated precision calculations in [12, 24] is augmented by the term V 121 ,
and ω 1,2 are to be found from the extremum condition, which with accuracy of few percent can be taken as extremum of eigenvalues E n (ω 1 , ω 2 ).
Note, that the coupled-channel (CC) interaction can be strong enough to support its own bound states, as was studied in [5] , where this type of resonances was called the CC resonances.
Resonances in decay sector
As it was discussed in [5] it is clear that our situation of coupled two sectors I,II QQ and (Qq)(Qq) can be treated in two ways: 1) as a coupled system of matrix Green's functions,
2) as a reduction of two-sector problem to the one-sector problem with energy-dependent "potential" V 121 or V 212 . We shall continue our one-channel treatment from the point of view of Sector II. In the same way as it was done before, one can define the "potential"
Defining also
and as a result one obtains a system of equations in sector II
where V 22 (r) is a direct interaction between two white mesons, which we neglect in the first approximation, H 0 is the same as in (22) but for m 1 , m 2 equal to masses of mesons with quantum numbers n 2 , n 3 , H 0 = H 0 (n 2 n 3 ). Neglecting V 22 , one can easily solve (25) for the separable interaction (24)
Introducing ϕ n ≡ J nn 2 n 3 (r)Ψ n 2 n 3 (r)d 3 r, and integrating both sides of (26) with J mn 2 n 3 (r)dr, one has from (26)
with the same w mn as in (9) , and the equation for eigenvalues is again (12) . Since the CC interaction (24) is separable, one can study the structure of the spectrum of our CC problem in more detail, in particular, whether there can appear poles (CC resonances in terminology of [5] ) due to strong CC interaction, which are additional to the one-sector spectrum of poles E n , the latter being simply shifted by CC. As was argued in [5] , we define the integral
According to [5] , the bound state in a single channel n 2 n 3 due to CC with sector I exists if in a region where (29) is real (below threshold E th (n 2 , n 3 )) it becomes larger than one
In the momentum space one has
which yields the same equation (28) . As before in Eq. (12), from (31) one obtains an equation det(E − E n −ŵ) = 0, which defines all poles in the cut E plane below thresholds and on the second, and higher Riemann sheets.
Theory of coupled-channel resonances based on WEM
We now turn to the question of the rigorous definition of the resonance wave function and start with the one-channel situation, when only one channel is considered in sector II, with fixed n
′ , E) has the form (24) and direct interaction V 22 is neglected for simplicity. One can exploit the rigorous Weinberg method [21] and consider instead of Eq. (25) another one
with the boundary conditions
for E < E th one has instead Ψ ν (r → ∞) ∼ c e −κr r .
The normalization of wave functions is
Note, thatV 212 (E) is real analytic for all E except for pole positions, and one can expect the unitary representation of the S matrix in the sector II:
whereas the off-shell t-matrix looks as (see Appendix 4 for a derivation)
and the Green's function (11) has the form
From (35) 
Note, that the corresponding ψ ν 0 (r, E) serves as the normalized resonance wave function and can be used e.g. to calculate average values of some operator or perturbative shift of resonance position. The QQ Green's function with account of channel coupling can be written near the pole E = E * (resonance) as
As it is seen from (32), the introduction of WEM eigenvalue in equations reduces to the replacement
, hence the resulting equation for the calculation of η(E) is
Eq. (40) is of the n-th power in η, when n levels (QQ) are taken into account, and this yields n root η (k) (E), k = 1, ...n, Total number of poles is given by solutions
. We started formally with the one channel in sector II, i.e. with fixed n 2 n 3 , hence inŵ(E) in Eq. (40) the sum over n 2 , n 3 (cf. Eq. (9)) reduces to one term. However, for several states n 2 , n 3 one has equation (25) with interaction kernelV 212 as a matrix in indices n 2 n 3 , n ′ 2 n ′ 3 , and if η ν (E) in (32) does not depend on n 2 , n 3 , then as a result one has for η(E) the same Eq. (40), but now withŵ(E), which corresponds fully to (9), i.e. contains the sum over n 2 , n 3 .
The S-matrix (35) in this case refers to the "compound state" of hadron-hadron system , with partial widths for each specific channel n 2 n 3 .
Let us discuss how the basic equation (40) changes for many channels n 2 n 3 . We start with Eq. (26), which is equivalent to (26) when one introduces in (26) when one introduces in (26) in the denominator on the r.h.s. the factor η ν (E). Multiplying both sides of this modified Eq. (26) with J mn 2 n 3 (r) and integrating and summing over n 2 , n 3 one obtains equation similar to (28) 
3 r, and w mn (E) is the same, as in (9), i.e. again with the sum over n 2 , n 3 . The resulting equation to determine η(E) is again (40), and all derivations in (32)-(34) are of the same form, if one takes into account, that ψ ν is a column of ψ n 2 n 3 components andV 212 is a matrix in n 2 n 3 , n ′ 2 n ′ 3 . Finally, the separate components ψ n 2 n 3 are found through ϕ n (E) via (cf. (26) )
and partial widths of the resonance are found in lowest approximation as (for one channel n in sector I)
To understand the possible origin and position of resonances in our CC problems, one can consider several typical cases, depending on relative positions of bare resonances E n and thresholds E th (n 2 n 3 ): 1) one state in sector I, one channel in sector II, then w nn (E) < 0 for E < E th , and Re(w nn (E)) changes sign at E = E * . Then the qualitative picture of η(E) = wnn(E) E−En is shown in Figure 2 , 3 for three cases: E n < E th ( Fig. 2(a) ); E th < E n < E * ( Fig. 2(b) , Fig. 3(b) ); E n > E * ( Fig. 3(a) ). Note, the possibility of a pair of additional roots of equation η(E) = 1, when E n > E * and
This condition (44) defines the strength of CC interaction in the situation depicted in Fig. 3 (a,b) with two additional poles.
2) Consider now the case of two channels (levels) in sector I, E 1 and E 2 ; and one (or more) channels in sector II. The equation for η(E) has the form 
, with the result
Near E = E 1 , η ± (E) can be identified with the one-channel eigenvalues η 1 (E) ≡
, namely for E < E 1 and E → E 1 one has
and for E → E 2 one should change in (47), (48) 1 ↔ 2. The situation with trajectories η ± (E) is in general rather complicated, and we describe below only one case when E 1 < E 2 < E * ik , i, k = 1, 2 where Re w ik (E * ik ) = 0, and in case of strong mixing of channels 1 and 2 the point E 0 , where Re η + (E 0 ) = Re η − (R 0 ) lies between E 1 and E 2 . (The position of E th is irrelevant for the situation where all imaginary parts are neglected). However for weak mixing of channels 1,2 roots η + , η − never coincide. One can see, that in the weak mixing case only two poles remain, corresponding to shifted levels E 2 , E 2 and no new resonances appear at least for E < E * ik . 
E th E
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Mixing of states in the Weinberg formalism
The WEM solves the important problem of constructing the full set of orthogonal states in the coupled channel problem, and thus the problem of mixing of states. This is nontrivial in the situation under investigation, since the interaction in the sector I induced by the coupling to the sector II, V 121 (r, r ′ ), Eq. (17), is energy dependent and hence violates the orthogonality of eigenstates. In addition, for energies above threshold, this interaction is complex and makes the corresponding states the resonances, which cannot be normalized and orthogonalized to each other in the ordinary way. Happily, WEM allows to define all states and their mixing in the mathematically rigorous way, as we shall now show.
We start with the formulation in sector I and write starting from (21) the WEM equation
while the unperturbed states Ψ n (r) satisfy
Note, that Ψ ν (r, E) depend on energy E, while Ψ n do not. Similarly to (34), the orthogonality condition is
Consider now the expansion of a WEM state in the set of Ψ n states,
Taking into account, that
and multiplaying both sides of (49) with Ψ ν ′ (r, E) and integrating over dr, one obtains
Thus one obtains the equation for eigenvalues η ν (E)
which coincides with (40), obtained in sector II. Now we are specifically interested in the coefficients {c ν n }, {c
It is convenient to introduce reduced coefficients:
Then the solution for two eigenvalues in (55) is
and normalization condition
Keeping only two states n = 1, 2 e.g. for (2 3 S 1 ) and (1 3 D 1 ), one can write for c 
Note, that the appearance of O(2) coefficients is not accidental since w nm is symmetric in n, m. We are thus e.g. looking for the shifted and mixed (2 3 S 1 ) state, denoted by α, and the same for (1 3 D 1 ) state, denoted by β.
To find cos ϕ, one can use the second equation in (59), which yields sin 2 ϕw 11 − cos ϕ(w 12 +w 21 ) + cos 2 ϕw 22 = −η β cos 2 ϕw 11 − cos ϕ(w 12 +w 21 ) + sin
This gives the conditionw 11 +w 22 = −(η α + η β ), which is identically satisfied, and the final result for cos 2 ϕ
Note, that the sign of D is connected with the corresponding choice of the root in (58), for η α (lower in energy state) we have chosen the sign +.
It is clear, that cos ϕ depends on E and therefore to define finally the mixing coefficient, one should fix the energy. E.g. for the state β, the eigenvalue η β (E) crosses the line η = 1 at the resonance position E = E * β , complex in general, and the mixing coefficient of interest from (60) is c
, while the mixing coefficient of the state α is to be taken at
Hence, for small shifts E * β ∼ = E 2 , E * α ≈ E 1 , and energy independent ϕ, one recovers the symmetry condition |c
Finally, one should connect normalizations of Ψ n and Ψ α,β . This can be done, if one considers the limiting case of one channel ν, where according to (53), (51), one has
and for E = E * ν ( at the resonance position), η ν (E * ν ) = 1, and for one level n from (55) one has w nm (E * ν ) = E * ν − E n ≡ −∆E n . Hence in the one-channel -one-level limit we have
Therefore the if only one level n is kept, then the normalized WEM states can be defined as
and finally the standard normalized mixing coefficients arẽ
One can see, that in general coefficients are less than unity due to ratios of square roots. We finally write for sin ϕ
Another (and physically more motivated) normalization for Ψ α (E * α ) follows from (4), which can be written as
, and the defacto wave
, which is close to (67) for ξ ≪ 1.
Analytic structure and pole positions in physical amplitudes
In this section we study the analytic structure of production and scattering amplitudes induced by CC resonances. We consider two types of amplitudes, the scattering amplitude in the sector II, e.g. A(DD * → DD * ), and production amplitude of the type (QQ) → (Qq)(Qq), which appears in processes e.g. e + e − → DD * , ... or B → K)(QQ) → K(DD * ). In the first case the relevant part of amplitude is given in (35) or (36), and can be written as
In the second case one can start from (A4.7) for (QQ) Green's function and persuade oneself that neglecting mixing of states one returns to the expression (11) . The production crossection is proportional to the imaginary part of G QQ on the cut, starting from the threshold of interest (e.g. DD * ) and can be written as
One can easily find, that the latter expression is proportional to ψ ν (1) Imην(E) |1−ην (E)| 2 ψ ν (2), so that of the crucial importance is the analytic structure of 1 
1−ην (E)
. We consider the case, when only one bare QQ state E n is retained, assuming that other states are far off and mixing of states, discussed in previous section is unimportant as compared to the direct influence of the decay channel. In this case one can write
and we use for w nn (E) the representation, where the nonanalytic (square root) part of w nn (E) is separated out (see Appendix 5, Eq. (A5.4)),
Herec =M π 2 , E(p) = E th +
, z p = (E n − E th )2M , z = (E − E th )2M, and f (z) = (J(p 2 )) 2 , while F (z) is Taylor expanded near z = 0.
As a result one has
with b = πMc. The denominator in (74) can be expanded as follows (see Eq. (A5.6))
Hence for A 1 (E) one has the following representation
and for A 3 (E)
One can recognize in (78) the so-called Flatté term and higher terms, similar to those written and discussed in [6] . As shown in Appendix 5, neglecting higher terms two limiting situations occur, one, when the bare pole E n is far from threshold, then only shifted Breit-Wigner poles appear, and another, when bare pole is close to threshold, in this case two virtual, or virtual and real pole appear yielding CC resonance peak at threshold of nearly zero width, another peak, possibly associated with the bare pole E n . QQ + π, φ..
Hadron interaction with heavy quarkoniā
It was found in experiment [26, 27, 28] that resonances may appear in the system of a hadron and heavy quarkonium, which may be called hadroquarkonium, see [30] for a review. In particular, in the phenomenon of X(3872) may take part ωJ/ψ and ρJ/ψ systems with the thresholds near those of (DD * + h.c.) states. Below we extend the formalism of WEM to the case of a hadron h = π, φ, η, ρ, ω, ... interesting with the QQ state.
We start with the sector II and consider the scattering states of two heavy-light mesons with quantum numbers n 2 , n 3 . The interaction term connecting this sector with the hadroquarkonium state of h + (QQ) n , has the form (23), where we now must take into account the two-body intermediate state,
Here ω h (k) = k 2 + m 2 h , and J (h) nn 2 n 3 (p, k) are defined similarly to (8) , but now with account of additional hadron h, for pions it was done in [13] - [16] ,
123 is computed in the same way as for the pion in [13, 14] , taking into account the interaction Lagrangian of the hadron h with light quarks,
and for ω, t ω = e µ γ µ g 
and the equivalent of Eqs. (40), (41) now reads
wherem;n = n 2 n 3 p; n
One can specifically consider the Z(4430) case, where one has for the case of n, 1 −− QQ state (of Eq. (9) of [14] ).ȳ , i, k refer to the spin states of (QQ), and we have factored out
to write it explicitly in (79). The sum in (79) implies summation over spin states of (QQ) and hadrons h.
Several comments are now in order on specific systems h(QQ) n . In case of ππ(QQ) n the situation was considered in [13, 14] in lowest order of CC interaction, i.e. resonances due to ππ(QQ) n intermediate state were not studied, assuming this state is not strongly coupled. Indeed, the corresponding width is small as compared to the width of decay into (Qq)(qQ). Note, that in all cases we neglect the interaction between white hadrons, which is suppressed in the 1/N c expansion. Therefore e.g. in case of φJ/ψ ↔ D s D * s the possible resonance is a pure CC resonance suggested in [5] . Coming now to ωJ/ψ, ρJ/ψ systems, the possible resonances (again of a pure CC nature) couple differently to the sum and difference of DD * states and corresponding thresholds. This makes the whole picture of X(3872) very complicated. Note, however, that the mechanism, considered here has nothing to do with molecular, four-quark or hybrid, and its based solely on the strong CC interaction.
Results and discussion
The formalism given in the paper above is based on the explicit knowledge of wave functions in both sectors I and II and yields the CC interaction operatorŵ(E) expressed via the overlap integrals, see Eq.(4). The resulting effective interaction in each sector is energy dependent due toŵ(E), and violates usual orthonormality properties for wave functions. Moreover, for energies above states appear, and one needs a rigorous formalism to treat complete set of eigenfunctions for such operators. The WEM is indispensable for this purpose, and in EQ. (40) and (45) explicit conditions are written down for Weiberg eigenvalues η ν (E). It is important, that η ν (E) has simple analytic properties in the E-plane, therefore physical quantities expressed via η ν (E), like scattering amplitude (70) or production crosssection (71) have a definite analytic expression near the pole(s), different from the Breit-Winger form in general. This property is more important for complicated arrangement of thresholds and poles, as it is in the case of X(3872), see below.
Another practical advantage of WEM is the complete set of states for each energy E, which allows to define unambiguously symmetric mixing coefficients, as it was explained in section 5.
Below in this section we give the first several examples of WEM application to different problems in CC dynamics. We shall consider i) How CC interaction changes n 3 S 1 states as compared to one-channel calculations. We shall calculate energy shifts and widths for 3 3 S 1 state and also mixing between this and 2 3 S 1 state. ii) We calculate eigenvalues and amplitudes in the 1 ++ state in connection with the bare 2 3 P 1 level and resulting X(3872) resonance.
To illustrate this formalism we will consider situation with one level in sector I and one(or many) level(s) in sector II. In Table 1 we present charmonium mass spectrum in the single-channel approach (SCA) (see for example [12] ) in comparison with experimental data and showing the thresholds. 
(δ ij q k − δ jk q i + δ ik q j ) (see the Appendix 2) and the transition matrix element is given by
where m q is the light quark mass, ε 0 is the Dirac energy. The width and mass shifts are obtained from |J(p)| 2 after averaged initial (i) polarization and summed final (k,j) polarization. Note that the final formulas for the DD, DD * and D * D * are identical and the main difference comes from spin factors which finally yields the ratio 1:4:7. From Eq. (14) one can write the width taking into account relativistic corrections
where M 1 , M 2 is the mass of corresponding D mesons; n denotes decay channel. It is important that value of the decay width strongly depends on transition matrix element. E.g. consider behavior of |J(p)| 2 for 3 3 S 1 state. As it can be seen from Figure 4 , |J(p)| 2 is oscillating with two zeros. These zeros originate from w.f. nodes. In the small width approximation (14) the width and shift of E n level will vanish when p(E n ) approaches zero on Figure 4 . It is not a physical situation, and in the next approximation one should solve Eq.(A1.10) in complex plane and take into account possible mixing between states due to open channels. For instance it can be 3S-2S, or 3S-2D mixing. Due to the mixing, the w.f. of the "pure" states changes and minima in Figure 4 can be filled in by admixed states. In Table 2 are given the small width values for 3S state of charmonium, illustrating the zeros discussed above. Note e.g. the small width in the DD channel. In WEM the shifted level positions are defined from Eq. (40) and for 3 3 S 1 one obtains the picture shown in Figure 5 .
The level shifts calculated from Eq.(13) are given in Table 3 . One can note relatively small shifts (∆E < ∼ 100 MeV) as compared to [6, 7] , where 3 P 0 and SHO model was used, whereas in our case more complicated realistic wave functions were exploited.
Also we have considered mixing between 3 3 S 1 and 2 3 S 1 levels via D * D * threshold, which turned out to be ϕ = 5
• . 
Note, that due to even C parity all the S-wave strength is concentrated in the DD * channel. In this case, the situation of Figure 3 a,b is realized. In our calculations we show η(E) in Figure 6 which correspond to different values of vertex constant ±30%. As it can be seen, Re(η) intercepts the line η = 1 three times. However we have to take into account imaginary parts above the thresholds. The simplest way is to calculate factor |η| 2 |1−η| 2 which appears in squared t-matrix. The result is two resonance structures, one of which is near threshold M ∼ 3.872 GeV and another one near M ∼ 3.935 GeV.
We note, that the factor
|1−η| 2 is relevant for the t-matrix of DD * scattering, while new charmonium resonance were observed in production cross sections like e + e − → DD * or B → K(DD * ). . One can see the double peak structure. Thus one can conclude, that in our approximation (D 0 D * 0 and D + D * − thresholds coincide, no connection to ωJ/ψ and J/ψππ channels) the peak at 3.872 GeV is always accompanied by the peak at 3.930-3.945 GeV, the first being the CC resonance in terminology of [5] while the second is the shifted 2 3 P 1 (cc) state. In case, when both thresholds (D 0 D * 0 and D + D * − are taken into account separately, one obtains a double peak at 3.872 GeV and 3.879 GeV and a shifted resonance around 3.935 GeV as before. This situation is illustrated by Figure 8 for η ν (E) and Figure 9 for production cross section.
Summary
We have formulated equations for Green's functions of strongly coupled sectors, where new resonances can appear due to CC interaction -the CC resonances suggested earlier in [5] . We found that the best formalism for the CC induced energy-dependent interaction is the Weinberg eigenvalue method. Conditions for the poles and their positions were systematically studied in case of P -wave and S-wave channel coupling. In the first case one finds only displacement of poles, while in the second new resonances appear, and in 3 P 1 case two peaks at 3872 and 3940 MeV were found. Mixing of n 3 S 1 states was formulated in WEM and found to be small, while shifts of 3 3 S 1 are of the order 50-80 MeV, which signals necessity of mass renormalization.
The formalism was shown to have an easy extension to hadroquarkonium systems, like ωJ/ψ, φJ/ψ, where CC resonances may appear. The method was shown to give a rigorous definition of resonance wave functions and mixings in the case of strongly coupled channels.
Appendix 1 Wave functions
In Eq.(8) Ψ cc , ψ D * are a series of oscillator wave functions which are fitted to realistic wave functions. We obtain them from the solution of the Relativistic String Hamiltonian, described in [9, 12, 24] .
The basic oscillator functions ϕ n (β, r) for l = 0 and l = 1 can be written as:
and the realistic wave function represented as the explanation in the full set of oscillator functions:
The quality of approximations and coefficients (c n , β) can be seen from the The Fourier transform of wave functions is: is calculated in the same way as in [13, 14] , namely from the Dirac trace of the projection operators for the decay process, in our case this is ψ(nS) → D * D * . Identify the creation operators asψ c γ i ψ c ,ψ c γ j ψ d ,ψ c γ k ψ d one has for the decay process
with the projection operators
Here ω k is the average energy of quark in given meson, m k is the pole mass of c and d quarks.
One can identifying the momenta of q,q, Q,Q as in [13, 14] :
Finally one obtains from (A1.4), taking into account that
The factorsZ i computed in [22] and for vector states are:
Overlap integral J(p)
In result of d 3 q integration yields:
The coefficients are equal:
and 
In the nonrelativistic limit one can write wave function as ψ = 
N R (D * ) = σ i √ 2 . Table 5 : Dirac eigenvalues ε 0 (in GeV) for quarks of different masses (in GeV) and α s (taken from [25] ) for σ = 0.18 GeV 2 and also U , V are presented for Here U and V are calculated using relativistic string Hamiltonian in [24] .
Appendix 4
Derivation of Eq.(36) etc. Now we turn to the t-matrix. One has t =V −V GV ; H = H 0 +V (A4.8) whereV = V 121 in sector I. One can rewrite (A4.8)
For the latter sum one writes (14) as it should be. Using (A5.5), (A5.7) one can write the following analytic representation for the Weinberg amplitude in terms of variable k ≡ √ z
Note, that for the CC poles (k + , k − near threshold) the form of A(k) is far from the Breit-Winger type and is of the cusp type, with infinite energy derivative near the pole, which possibly explains the very narrow peak of X(3872).
Finally, we discuss the case of several thresholds, e.g. in X(3872) for isospin zero one has a sum of D 0D * 0 + h.c. and D +D * − +h.c. terms in w, so that in general case one can write for n thresholds. where we have kept notations for z with respect to the lowest threshold, and ∆ i = 2M i (E (i)
th − E
th ). It is important, that for z < ∆ i the argument of the square root term is i π 2 leading to some renormalization of the term z p for large ∆ i , while for small ∆ i the situation is complicated and should be solved explicitly in the complex plane z.
