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ABSTRACT

The work presented herein consist of first studying the instantaneous properties of the detonation
waves in a rotating detonation rocket engine by tracking each individual wave and recording its position,
velocity, and peak intensity as it travels around the annulus. Results for a steady portion of a test performed
on a rotating detonation rocket engine show that the wave properties exhibit oscillatory behavior. Results
obtained from the rotating detonation rocket engine show that the properties are highly dependent on the
azimuthal position. In an attempt to understanding the cause of such a behavior, similar investigations were
performed on an air-breathing rotating detonation engine with a different injection design to see if the
behavior persists. Results show that air-breathing rotating detonation engines do indeed exhibit this
behavior in a more attenuated fashion. It is demonstrated that the pre-detonation hole might be the reason
for the observed combustion instabilities.
After establishing the steady state behavior of a single mode in a rotating detonation rocket engine,
transient analyses of multiple tests were performed in order to capture the relative wave speeds between the
modes. Wave speeds and operational frequency plots showcasing the range of operation of each mode
(single and counter-propagating) were constructed. Moreover, operating maps of the engine were built and
clearly demonstrate where each mode resides.
The mode transition instability phenomenon observed in rotating detonation rocket engines is then
studied. Each mode transition is distinguished by different mechanics and behavior requiring different
diagnostic tools and research techniques to analyse. In this investigation, five possible mode transitions in
rotating detonation engines have been identified and are Types AS, DS, AO, DO and SO and their behavior
is discussed. Also, the counter-propagation wave behavior within an intermidiate period for Type _O mode
transition have been discussed.
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I.

INTRODUCTION

The purpose of this chapter is to refresh the reader’s knowledge on some relevant topics before
embarking into the main focus of this dissertation. A brief description of the physics of deflagrations and
detonations is first considered. A brief historical review on the early contributions to detonation theory then
follows in order to provide the fundamental analytical equations of the field. The early contributions to
detonation-based propulsion are then thoroughly treated to show how the once fundamental physicsoriented field began to branch toward a more application path. A thorough discussion of gas turbines and
their constituents along with a full Brayton cycle analysis of jet engines is considered next. This section
aims to present to the reader the inherent limits that conventional gas turbine engines face and how pressure
gain engines answer those challenges. Finally, the pulsed detonation engine and the rotating detonation
engine, both are designed based on the pressure gain combustion cycle, are compared to each other. Figure
1 summarizes the outline of this chapter.

Figure 1. Introduction Outline

1

Deflagrations and Detonations

The road to the discovery of detonations started between the 15 th and 18th century where high
explosives such as mercury fulminates were developed by alchemists. After further improvements in
explosive substances and industrial manufacturing done by people like A. Nobel and C.F. Shonbein in the
1800s, it was possible for scientist to perform breakthrough research in the field of detonations. In 1869,
F.A. Abel demonstrated that the developed unconfined explosives could burn if subjected to an ignition
source such as a flame. Moreover, Abel demonstrated that these substances detonated when acted upon by
an impulsive force. The following year, M. Berthelot found that explosives exhibit different strengths and
mentions the role of a mechanical shock in the propagation of the detonation. L.P. Roux and E. Sarrau were
the first to categorize explosions in two groups namely; first order (detonations) and second order
(deflagrations). It is now important to describe these two types in more depth before proceeding into the
theoretical framework of this field as they can appear in the same experimental setup for particular operating
conditions. For further information on the historical chronology of detonation research, readers are directed
to [1], [2].
Just like detonations, deflagrations are self-propagating combustion waves that continuously
transforms reactants into products and moves away from the ignition source. This reaction releases the
potential energy stored in the reactants’ chemical bonds and transmits it the products as internal and kinetic
energy. Deflagrations are recognized as low subsonic combustion waves where the initial state of reactants
is influenced by disturbances caused by it. Across the reaction front, the pressure is seen to drop causing
the products to be displaced away downstream. This displacement then causes a disturbance of the reactant
ahead of the combustion wave dictating its direction of propagation. Deflagration waves are also known as
diffusion waves as diffusion of heat and mass is the way that causes them to propagate into and ignite fresh
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reactants. This is derived from the large gradients in thermodynamic properties across the reaction front
enabling such interactions.
Detonations on the other hand are supersonic combustion waves where the thermodynamic
properties across it increased considerably. Unlike deflagrations, the initial condition of reactants in
detonation waves are undisturbed because of the supersonic propagation of the wave reaching the reactants
first. Furthermore, detonation waves are considered as reaction shocks coupled with energy released across
it. The density behind detonation waves increases due to it being a compression wave causing the product
to travel in the same direction as wave. As was discussed above, deflagration exhibit the opposite behavior.
To satisfy mass conservation, a piston or an expansion wave behind the detonation front is required. The
presence of expansion waves attenuates the pressure and velocity of the detonation. Detonations are
categorized into three groups depending on the conditions behind them. When detonations have sonic
conditions in the products area, these are named Chapman-Jouguet detonations. Strong and weak
detonations have subsonic and supersonic conditions behind them, respectively. Diffusion being the
mechanism by which the reactants ignite in deflagrations, reactants ahead of detonations are ignited by the
leading shock wave in the induction zone. In similitude to deflagrations, pressure drops in the reaction zone
of detonations. In addition to this pressure drop, further pressure loss caused by expansion waves following
the detonation provide its thrust to keep moving forward. For more information on the physical distinctions
of deflagrations and detonations, the readers are directed to [3].

Early Detonation Theory Contributions

Soon after the categorization of explosives into detonations and deflagrations made by L.P. Roux
and E. Sarrau, Abel was the first to attempt measuring the velocity of a detonation in guncotton marking
the start of detonation theory development. Measurements of detonation wave speeds in gaseous mixtures
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were first done by Berthelot and Vieille in the 1880s. The deflagration to detonation transition (DDT)
phenomenon was observed by Mallard and Le Chatelier [4], [5] demonstrating that a particular gaseous
mixture can exhibit both modes of combustion.
After diagnostic tools such as drum cameras became available allowing the first detonation waves
velocities to be experimentally measured, efforts towards developing analytical means of computing
detonation velocities for a particular mixture were done by Chapman and Jouguet. The direction by which
they developed the theory paralleled that of Rankine and Hugoniot where conservation equations were
applied across a shock wave. In the case of detonations, species conservation and determining the
composition of products enables for the calculation of energy released through the process. Solving for
these equations gives two solutions for the detonation wave velocity namely; strong and weak solutions.
The strong detonation has a subsonic flow field downstream of the wave relative to it and a weak detonation
has a supersonic flow field relative to it. These two solutions are seen to converge for a minimum detonation
velocity where no solution exits below it. In order to determine the appropriate solution among the two for
a given mixture, a criterion is necessary. Chapman and Jouguet both chose different criterions that
ultimately led to same solutions as proved by Crussard. Chapman’s criterion consisted of choosing the
minimum velocity solution arguing that observations show only one detonation speed and postulated that
the minimum solution must be the appropriate one. Jouguet’s criterion consisted of finding the entropy
variation across all solutions and he postulated that solution that provide the minimum entropy must be the
correct one. The theory developed by Chapman and Jouguet laid out the foundation on which researchers
could build upon as the theory was incomplete and further justifications for the criterion was needed.
Considerable efforts went into investigating various boundary conditions in which detonations are subjected
to and study the solutions resulting from them. G.I. Taylor mentioned the importance and influence of the
boundary condition at the detonation front such that it must lead to a physically sound solution. As such,
various detonation configurations were studied [3]. Before discussing efforts toward developing a model
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detailing the detonation structure, it is beneficial to introduce the basic conservation equations applied to a
one-dimensional steady flow across a combustion wave (Figure 2).

Figure 2. One Dimensional Flow Across a Combustion Wave [3]

Conservation of mass:
𝜌0 𝑢0 = 𝜌1 𝑢1

(1)

𝑝0 + 𝜌0 𝑢0 2 = 𝑝1 + 𝜌1 𝑢1 2

(2)

Conservation of momentum:

Conservation of energy:
ℎ0 +

𝑢0 2
2

= ℎ1 +

𝑢1 2
2

(3)

Caloric equation of state:
ℎ=

𝛾 𝑝
𝛾−1 𝜌

(4)

Where 𝜌 is density, 𝑢 is velocity, 𝑝 is pressure, ℎ is enthalpy and 𝛾 is the specific heat ratio. As
was mentioned above, the CJ theory is incomplete as it does not provide any information on the process by
which reactants turn into products. It was until the 1940s when Zeldovich, von Neumann and Doring
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provided a model (ZND) by which a detonation structure was described. The model is best described by
[3]:
“… The ZND model now provides the mechanism responsible for the propagation of the detonation wave,
namely, ignition by adiabatic compression across the leading shock, which is in turn maintained by the
thrust generated by the expansion of the gases in the reaction zone and in the products.”
The ZND model consists of an adiabatic compression wave (leading shock) where the reactants are
heated to ignition temperatures. This wave is then followed by the so-called induction zone causing the
heated molecule to thermally dissociate and generate radical species. The thermodynamic state of the
mixture in this zone remains relatively constant. Then comes the reaction zone where rapid chemical
reactions occur causing temperature to rise and pressure and density to drop. A sketch of the ZND model
displaying all zones is shown in Figure 3 below.

a)

b)

Figure 3. ZND model a) showing thermodynamic profiles and b) close-up showing CJ plane [3]

After some mathematical manipulations of the above equations, a plane can be constructed to show
where real solutions exist (Figure 4a) using the following equation
𝑚̇ = √(

6

𝑦−1 𝑝0
)
1−𝑥 𝑣0

(5)

Where 𝑣0 is the specific volume and 𝑚̇ is the mass flux per unit area. The above equation is derived
from the Rayleigh line which describes how the initial state proceed toward the final state across a
combustion wave. The Rayleigh line equation is given as follows

𝑝1 −𝑝0
𝑣0 −𝑣1

= 𝜌0 2 𝑢0 2 = 𝜌1 2 𝑢1 2 = 𝑚̇2

(6)

The following equation provides all possible downstream states for a specified upstream condition
and is known as the Hugoniot curve.

1
2

ℎ1 − (ℎ0 − 𝑞) = (𝑝1 − 𝑝0 )(𝑣0 + 𝑣1 )

(7)

Conservation laws require that both the Rayleigh line and Hugoniot curve satisfy it. This is possible
when both curves intersect each other as can be seen in Figure 4b below. Four possible intersections are
shown where two are located in the detonation domain and two in the deflagration domain. The solutions
in the detonation domain are the strong and weak detonation and, similarly, the solutions in the deflagration
domain are the weak and strong deflagration.

a)

b)

Figure 4. 𝑝 − 𝑣 plane a) Domain of detonation and deflagration solutions and b) Rayleigh line and
Hugoniot curve [3]
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Early Detonation-Based Propulsion Research

Harnessing the power of detonations for the purpose of propulsion has been an ambition since the
1940 as the Germans used a pulsejet to propel the V-1 flying bomb during the Second World War. This has
led the United States to invest heavily on developing similar propulsion technologies resulting in research
on detonation-based propulsion. Among these efforts, a conference was held at Princeton University on
November 9th and 10th 1954 in order to promote the exchange of ideas and experience in pulsejets and wave
engines [6]. The conference was supported by United States Army, Navy and Air Force and contained 13
papers. D. Bitondo [7] supported by the US Air Force worked on providing a preliminary performance
analysis of a pulse-detonation-jet engine system across multiple reports. Similar investigations were
initiated by Nicholls et al. [8]–[12] at the University of Michigan where intermittent detonations in a tube
were considered for thrust mechanisms. The research performed consisted of passing a detonation through
a tube that is hung on a structure. As the detonation is fired, the tube acts as a pendulum where thrust and
impulse can then be computed by the measured deflected angle, see Figure 5. This particular setup laid the
found for the development of pulsed detonation engines. Krzycki [13] also investigated the performance
characteristics of an intermittent detonation tube. As research in detonation-based thrust in linear channels
gained momentum, interest in thrust produced by rotating detonations in curved channels grew. Nicholls et
al. [14], [15] investigated the feasibility of a rotating detonation wave engine. In this work, a one-dimension
analytical model of a rotating detonation wave was considered along with a theoretical study of heat transfer
in the engine. Furthermore, a thorough study of the effect of curvature on detonation waves was performed.
A report was written by Shen and Adamson [16] to NASA on a theoretical analysis of a rotating two phase
detonation in a rocket engine. In this study liquid propellants are used and results show that the wave speeds
follow the same trend as the wave pressure ratio.
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a)

b)
Figure 5. Detonation engines a) thrust measurement setup of detonation tube [12] and b) nozzle end of
annular motor [15]

9

Pressure Gain Combustion and Conventional Gas Turbine Engines

Gas turbine engines are propulsion systems that increases the kinetic energy of air passing through
them. In order to produce an important velocity change, the engine is designed to consist of mainly three
components where the working fluid is subjected to various processes. Initially, incoming air from the
atmosphere passes through the first component of the engine, the compressor, where its pressure is
considerably increased through multiple stages. This is done so that the following processes, power
extraction, will be performed more efficiently. Gas turbine compressors are of two types, centrifugal and
axial, where each have advantages over the other. Centrifugal compressors increase air pressure caused by
a rotational motion and are made up of three components: an impeller, a diffuser and a compressor manifold.
Axial compressors on the other hand increases air pressure through a series of rotating rotor blades and
stationary stator vanes. Most compressors used in gas turbines comprise of multiple low- and high-pressure
stages. After the air reaches a prescribed pressure, it then goes into the second component of the engine,
the combustion chamber, where less than one half of the pressurized air entering the burner is mixed with
fuel and then ignited. The remaining air absorbs some of the heat generated and cools the walls of the
combustion chamber. In order for combustion to occur, set by pressure, an average of total air to fuel ratio
where about 15 parts are used in the combustion process is used for newer types of engines. As the fuel-air
mixture gets ignited, it will expend through the third component, the turbine, where it will pass through
multiple stages extracting kinetic energy. The energy is then converted to shaft horsepower where threefourths of it is used to drive the compressor; it is important to note that the turbine is connected to the
compressor through a shaft. The conversion of kinetic energy to mechanical shaft energy occurs through
the interaction of the turbine stator and wheel rotor. The hot gases are then exhausted through a nozzle
where the velocity is considerably faster than the air coming into the compressor creating a force acting
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forward according to Newton’s second law of motion. A schematic diagram of a turbojet, see Figure 6,
highlights the main components discussed above.

Figure 6. Schematic diagram of a turbojet [17]

In order to investigate and monitor the performance of gas turbine engines, thermodynamics concepts
such as the Brayton cycle have been developed. The Brayton cycle gives insight into what parameters
affects the efficiency of the engine. More specifically, the air-standard ideal Brayton cycle will be more
relevant to the current discussion. The ideal “air-standard analysis” an idealization must be made in order
to analyze this system. The idealization consists of three assumptions [18]:

1. Air is the fluid of interest and behaves as an ideal gas.
2. The temperature rise experienced during the combustion chamber stage is assumed to be caused
by a heat transfer from an external source.
3. Irreversibilities are ignored.

Applying these assumptions, the exhaust at the turbine is returned to its original atmospheric
properties closing the loop known as the air-standard ideal gas turbine cycle shown in Figure 7a.
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a)

b)

Figure 7. a) Air-Standard Gas Turbine Cycle b) Air-Standard Ideal Brayton Cycle [18]

The air-standard ideal Brayton cycle is shown in the T-s graph, temperature vs. entropy, provided
in figure 7b where the area enclosed by b-2-3-4-b represents the heat added into the system per unit of mass,
𝑄̇𝑖𝑛 in Figure 3a, while the area enclosed by b-1-4-a-b represents the heat rejected out of the system per
unit of mass, 𝑄̇𝑜𝑢𝑡 in Figure 3a. Therefore, the area enclosed by the contour is the net heat added into the
system per unit of mass. The T-s diagram shows that as the compressor pressure ratio is increased, the cycle
changes from 1-2-3-4-1 to 1-2’-3’-4-1 representing an increase in the heat added per unit mass. This
increase in heat added represents an enhancement in the thermal efficiency of the gas turbine which can be
quantified by the following equation
𝜂𝑇 = 1 −

1
𝑝
( 2⁄𝑝1 )

Or,
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𝑘

(8)

𝜂𝑇 = 1 −

𝑇1
𝑇2

(9)

Where 𝜂 𝑇 is the thermal efficiency, 𝑝1 is the compressor inlet pressure, 𝑝2 is the compressor outlet
pressure, 𝑇1 is the compressor inlet temperature, 𝑇2 is the compressor outlet temperature and k is the specific
heat ratio. It can be observed from equation 1 that as the compressor pressure ratio is increased, the thermal
efficiency of the gas turbine approaches closer to unity. As was stated above, an increase in compressor
pressure ratio translates to a higher turbine inlet temperature. This introduces a main design constraint on
how effective the gas turbine can be caused by metallurgical limits imposed by the turbine blades material.
With growing use of conventional Brayton cycle gas turbine engines for transportation and power
generation and with an increased concern over their adverse contribution to climate change, considerable
efforts went into mitigating greenhouse gas emissions and increasing fuel economy through improving
thermodynamic efficiencies. However, with conventional gas turbines reaching maturity, any efforts result
in small but costly improvements in efficiency. In order to overcome this obstacle and reach much higher
efficiencies, a pressure gain combustion (PGC) based thermodynamic cycle is developed. The PGC concept
consists of transitioning from a constant pressure Brayton cycle to a constant volume cycle, such as the
Humphrey cycle, resulting in a reduced entropy rise thus enabling the turbine to extract more work [19].
Furthermore, idealized thermodynamic cycles at steady state show that a significant increase in
thermodynamic efficiency is achieved when transitioning from constant pressure cycles to constant volume
or detonation cycles [19], [20]. Figure 8 below show the conventional Brayton cycle with a Humphrey
cycle overlapped on a temperature and entropy diagram. As can be seen from the figure that detonation
cycles reach much higher turbine inlet temperatures. A comparison study of three detonation cycles; namely
the Humphrey, Fickett-Jacobs (FJ) and Zel’dovich-von Neumann-Doring (ZND) models, was performed
by Vutthivithayarak et al. [21]. It was found that the Humphrey and FJ cycle underestimated a performance
parameter affecting the entire thermodynamic system. This is due to the fact that these cycles do not
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properly capture the detonation physics. The ZND model, however, seemed to perform better and is
considered to be the most appropriate model to use for analysis. Nordeen et al. [22], [23] have compared a
modified ZND theory to results obtained from a numerical simulation and good agreement was achieved.
Furthermore, it has been stated that the model is also in good agreement with experimental findings. In
addition, detonation engines are mechanically simpler, have shorter combustion time scales and have the
potential to be used as standalone propulsion devices [19], [24], [25]. Of particular interest, the rotating
detonation engine (RDE) has demonstrated various key advantages compared to other detonation engines
such as the pulse detonation engine (PDE). For instance, RDEs operate on detonation waves constantly
consuming fresh reactants providing a continuous flow through the exhaust while PDEs operate relatively
slower due to the need of purging combusted reactants. A knowledge gap regarding the fundamental
operation of RDEs still exists however, despite feasibility having been realized. Considerable efforts have
been accomplished at the University of Central Florida in investigating the operational condition of RDEs
when subjected to various conditions. For instance, it was shown that solid particle seeding (carbon-based
particles from renewable sources) into the RDE has helped in reducing the fuel needed for operation [26]–
[30]. Furthermore, the effect of premixing on RDE operation was studied by [31] and showed that the
performance and RDC operability have been enhanced and expanded respectively. Results obtained show
promising contributions towards lower gas emissions by reducing fuel consumption without compromising
the operability nor performance of RDEs. In addition to experimental efforts, novel numerical models and
methodologies such as [32] have been developed to further understand RDEs fundamental operations.

14

Figure 8. Brayton and Humphrey thermodynamic cycle comparison [33]

Efforts in investigating the feasibility of incorporating the RDE into a gas turbine engine have been
made. Tellefsen et al. [34] attempted to combine a RDE with a Jet Cat P-200 turbine. In an effort to simulate
back pressurization (turbine operating condition) when connecting a turbine at the back of an RDE, a
convergent nozzle was placed at the RDE exit. Results show that ignition occurs in the turbine at the start
of a test which can cause detrimental effects and even failure. Furthermore, the convergent nozzle was seen
to have significant influences on the detonations such as destabilizations and lower wave speeds. Naples et
al. [35] have investigated the implementation of a RDE into an open-loop T63 gas turbine engine. Results
show that the RDE compressor and shaft powers were higher than the stock combustor’s for various engine
power settings. The unsteady pressure fluctuations seen in RDEs were found to be mitigated before entering
the turbine. Overall, the turbine performance was found to be comparable if not superior when a RDE is
incorporated in place of a stock combustor.
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Pulsed Detonation Engines and Rotating Detonation Engines

As was discussed earlier, the main detonation-based engines that emerged from the extensive
research efforts are pulsed detonation engines (PDEs) and rotating detonation engines (RDEs). PDEs are
highly performant and have been flight tested. However, the burning process is not continuous and have
low repetition frequencies which present important challenges for application purposes. The process
consists of first filling out the channel with fresh reactants which are then ignited. A detonation then turns
reactants into products results in thrust. The channel is then purged of the products and filled with fresh
reactants for the next cycle. RDEs bypasses these challenges as the consumption of fresh reactants is done
in a continuous fashion via a transverse detonation wave traveling around the combustor’s annulus. This
configuration allows for very high frequency operation of the engine. Moreover, RDEs have a more
compact and simpler geometry allowing for easier incorporation into already existing turbine
configurations. However, RDEs are still underdeveloped and this dissertation is an effort toward improving
the understanding of how these engines operated. Figure 8 shows the operation sequence of both PDEs and
RDEs.

a)

b)

Figure 9. Detonation-based engines a) pulsed detonation engine [36] and b) rotating detonation engine
[37]
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Access to space will become more common in the next few decades as small launch vehicles and
satellite propulsion systems enter the market for lower Earth orbit missions. As the space industry grows,
so does the need for reliable and more efficient rocket engines. Rotating detonation rocket engines are seen
to eventually replace the conventional rockets thus revolutionizing space propulsion through the benefits
of the technology. Furthermore, RDEs will contribute in the defense sector for hypersonic rocket propulsion
field and supersonic travel. The work presented in this dissertation aims at contributing towards achieving
these goals by clearly analysing the wave dynamics inside an RDRE and aiming to gain further
understanding of how they work. The instantaneous wave dynamics during steady state engine operation
was investigated first. This investigation resulted in finding a source for a potential loss in efficiency which
can be addressed via a design approach. Furthermore, wave dynamics were further analysed by extracting
modal trends and engine operational maps. Finally, an instability found in RDREs is carefully observed and
a nomenclature system is built to characterize the instability. Moreover, explanations of how these
instabilities occur are provided. These mentioned contributions enhance understanding of RDREs and
enable their development and making the above-mentioned goals more reachable.
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II.

LITERATURE REVIEW

The main operating conditions and instantaneous wave dynamics of the rotating detonation rocket
engine along with the phenomenon of mode transitions are the main focus of this dissertation. Before
boarding on this topic, a discussion of the available literature on the various computer aided analyses and
methods development is essential. Furthermore, domestic and international efforts on the rotating
detonation engine operability and application will be discussed next. In order to gain a deeper insight into
the influence of the complex flow generated by a passing detonation on fresh reactants, a treatment of
reflected shocks is necessary. Finally, a discussion on detonation structures and diagnostic efforts will
conclude this chapter. Figure 10 summarizes the outline of this chapter.

Figure 10. Literature Review Outline
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Computer Aided Analysis and Methods Development

The use of computers has eased the acquirement of results obtained from measuring instruments
(pressure transducers, thermocouples, highspeed cameras…) in the field of rotating detonation engines and
their usage have been extensive throughout the years. Measurements and data are now run through a
computer code developed to efficiently characterize the detonation wave propagation in rotating detonation
engines. Moreover, computers have allowed researchers the capability of running algorithms developed to
quantify the thermal efficiency from a RDE cycle analysis and compare it to different cycles such as the
Brayton cycle.
Ma et al. [38] performed an analytical and numerical analysis in order to evaluate the propulsive
performance of an airbreathing pulse detonation engine subjected to various flights Mach numbers ranging
from 1.2 to 3.5. In conjunction with the numerical simulation, a flow path analysis for the PDE performance
prediction is developed. This investigation resulted in the construction of a performance map showing that
PDE’s do outperform ramjets within the studied flight conditions. However, it was seen that as the Mach
number is increased the benefit decreases.
Braun et al. [39] conducted a comparison study on the performance of PDEs and RDEs using the
first and second law analysis. The study encompassed a larger Mach number range than was done by [38]
which was from 1 to 5. Results show that the PDE performed better than the RDE at low supersonic speeds.
At those speeds, the RDE was seen to experience relatively large losses from area expansion. However, the
RDE’s efficiency was seen to gradually increase reaching comparable performance with the PDE. The
analysis performed on the models showed the sources of losses found in these engines.
Braun et al. [40] have also developed an analytical procedure that allows for a cycle analysis of an
airbreathing rotating detonation engine. The geometry of the engine in question has an inlet where flight
parameters are specified and is followed by an isolator used to dampen waves propagating upstream. The
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model takes into consideration only one wave travelling around the annulus located after the isolator. The
products are then exhausted through the nozzle and into the atmosphere. Results show the specific impulse
of this ideal airbreathing RDE to be 4000s and 2000s for hydrogen and methane fuels, respectively.
Moreover, peak performance for this engine was seen at a flight Mach number of about 3.5 but was seen to
reach a flight Mach number of five. It was also mentioned that performance was highly dependent on the
area ratio (should be minimum).
Alhussan et al. [41] performed four actual thermodynamic cycle analysis for heat engines under
the same assumptions allowing for reasonable comparison. The four cycles investigated are the Brayton
cycle, Otto cycle, detonation cycle and Carnot cycle. It was concluded that it was not possible for the
detonation cycle to outperform the other three cycles under any conditions without restrictions. Moreover,
it was seen that that increase in thermal efficient displayed by the Brayton and Otto cycles due to the
increased maximum temperature caused a significant increase in the irreversibility criterion showing a
thermodynamic imperfection greater than that shown by the detonation cycle. In fact, the detonation cycle
showed a distinct advantage compared to the other cycles which is its near zero irreversibility criterion.
Finally, it was concluded that detonation-based engines can be used but is dependant on clearly determined
conditions.
Bach et al. [42] performed a performance analysis on a RDE based on stagnation pressure
measurements over a mass flux range of 51 to 210

𝑘𝑔
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and various equivalence ratios. The stagnation

pressure change between the air plenum and the outlet throat is considered to express the pressure gain in
the engine. Results show that the injector and outlet geometries along with the specific RDE’s mode of
operation, can greatly decrease the overall performance of the RDE. It was shown that a rise in stagnation
pressure corresponded to an increase in thermal power. Furthermore, it was seen that when the outlet throat
was choked, it correlated with a mode transition from a two-wave to a single wave mode.
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In order to extract wave characteristics from a successful RDE test, laboratories across the world
have use various methods. A well-known method consists of capturing highspeed images of the RDE’s
back-end and running them through an algorithm in a computer where the wave dynamics are resolved such
as the operational frequency of the engine and the detonation wave speed. However, highspeed cameras are
quite expensive and are not easily accessible worldwide. Fortunately, a more affordable and widely method
of characterizing the wave dynamics of a RDE test consists of placing a number of pressure transducers
around the annulus at known locations. When the detonation passes by the transducer, a clear spike in
pressure a recorded. The pressure readings can then be passed through a computer algorithm where the
operation frequency of the engine and the detonation wave speeds are resolved.
Anand et al. [43] used pressure measurements from three transducers to characterize instabilities
observed in rotating detonation combustors. In order to qualitatively identify these instabilities and discuss
them, pressure-time traces and detonation wave speeds are used. The authors have modified and developed
upon an algorithm that was previously used by other researchers [44], [45] to take on the pressure readings
and compute the detonation wave speed. This development was done to improve the estimated average
detonation wave speed for the test. This investigation helped the researchers in identifying four distinct
instabilities found in RDEs. The four types of instability recognized are the chaotic instabilities, waxing
and waning instabilities, mode switching and longitudinal pulsed detonation instability. Chaotic instabilities
are identified by random high fluctuations in pressure readings often occurring in lean operating conditions,
low air injection pressure ratio and/or large fuel injection holes. The second type is recognized by the low
frequency periodic behavior exhibited by the pressure readings. It was suggested that the cause of this
instability might emerge from Helmholtz resonance generated in the air inlet. Next comes mode transitions
where optically accessible walls are necessary in determining the causes of this instability. It was found
that more detonations travelling provides better operational stability of RDEs. Finally, the last instability
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identified is pulsed detonation in the longitudinal direction. The mechanisms believed to cause this
instability is subsonic air injection and back-pressure.
In another investigation, Anand et al. [46] attempted to quantify the detonation instabilities in an
RDE using statistical methods. The study was based on a hydrogen and air mixture at various flow rates
and equivalence ratios. Moreover, the fuel injector sizes and air injector gap width were varied. Results
suggest that the fuel plenum pressure is connected to detonation instabilities because it was observed that
as the equivalence ratio is increased, the number of waves in a waxing and waning period increased as well.
Furthermore, it was found that the length to diameter ratio of fuel injectors had a major influence on the
stability of the RDE. The instabilities were found to be attenuated when smaller fuel injectors were used
and it was postulated that smaller orifices have the advantage of enabling the plenum to recover faster from
the disturbances caused by a passing detonation. This in turn allows for a steadier fuel flow across the
injectors and reduces pressure fluctuations. Furthermore, it was found that as the air injector width is
increased, they become unchoked causing wave propagation instabilities.
As was mentioned above, results acquisition methods used for RDEs depend on the experimental
setup used. Multiple institutions including the Propulsion and Energy Research Laboratory (PERL) at the
University of Central Florida, use back-end imaging acquired with high-speed camera in order to extract
required values such as the operational frequency of the engine, the detonation wave speeds and wave
orientations.
Bennewitz et al. [47] have developed an automated image processing technique capable of
characterizing detonation wave dynamics such as the operational frequency, wave speed, wave number and
orientation from images captured with the help of a high-speed camera. The detailed description of the
processing technique in question is left in the “Experimental Setup” chapter of this dissertation as this
method was used to acquire the data in this work. The developed image processing technique was
successfully validated against experimental and synthetic data before it was used in conjunction with
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performance results. In this study, the authors studied an RDE operating on a methane and oxygen mixture
at an equivalence ratio ranging from 0.3 to 2.5 and a total mass flow rate of 0.2
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Furthermore, four

different impinging injectors with varying injection areas were studied in order to capture the effect of
pressure drop across the injectors on the overall performance of the engine and the wave characteristics.
Despite the existence of pressure drop, results show that the performance of the engine is unhindered across
the impinging injectors but did influence the wave dynamics such as wave speed and wave number. In fact,
the RDE contained the lowest number of waves when the largest injectors where used.
Bennewitz et al. [48] further investigated their automated image processing technique in order to
quantify the detonation wave behavior in RDEs. In this investigation, the authors have tested the processing
technique where six annulus sectors were tried. The sectors were 100%, 50%, 25%, 12.5%, 3.5% and 3%
where a sensitivity analysis depicting a frequency spectrum was performed on all of them. In order to
guarantee the accurate extraction of the operational frequency of the engine, the authors recommend not
going below 25% annulus sector. The method was again validated against synthetic and experimental data
for counter-propagating waves with excellent agreement. Once a detonation surface is built, the authors
extracted instantaneous wave properties from it using a method for determining the numerical derivative of
inherently noisy data developed by Chartrand [49]. Results were able to successfully capture the
instantaneous wave velocity of some instabilities in order to further enhance understanding of a descending
mode transition where galloping is witnessed.
Wolanski [50] performed an analysis of the stability of RDEs in a cylindrical channel. His
theoretical work consisted of predicting the stability of the propagating detonation waves and their required
number through the use of a dimensionless parameter “W” called the detonation wave number. This
proposed parameter compares the times of detonation revolutions with the time of new mixture creation in
space. Values of “W” that are equal or greater than one indicates stable operation of one or multiple
detonations. However, values slightly lower than one translates to a galloping behavior of the waves
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signaling a near mode transition. Finally, values much smaller than one indicate a deflagration mode of
operation.
The study of mode transitions in rotating detonation rocket engines (RDREs) using the methods
developed above was performed by Bennewitz et al. [51]. This investigation consisted of characterizing the
various types of mode transitions observed through running tests. The types discussed are the reversal in
the direction of rotation, an increase and decrease in the number of detonation waves. The reversal in the
direction of rotation was studied via a cross-correlation function for the detonation surface. Results for this
mode transition type reveals that it is characterized by an intermittent counter-rotating propagation. The
opposing mode then grows in strength and eventually becomes the dominant mode while the original mode
loses strength and eventually vanishes. The ascending and descending mode transition were found to both
exhibit galloping behavior through the use of the instantaneous wave properties technique developed in
[48]. However, the behavior by which the galloping occur in each scenario differs. Descending mode
transition experience exponential growth in the spacing between the waves while ascending mode
transitions experience the opposite. It was also observed that for ascending mode transitions, one of the
waves elongate and splits into two waves that show a decaying galloping behavior. Comparing their results
with the theoretical work done by Wolanski [50], the authors found great agreement with the predicted
wave numbers.
Goto et al. [52] experimentally investigated the effect of injector configurations on the performance
of RDEs. As was mentioned above [53], injectors play a significant role in enabling high engine
performance due to filling sufficiently mixed layer of reactants capable of sustaining a detonation. During
this investigation, the authors used a similar technique as used by [53] for the extraction of the RDE’s
operational condition. Results show that adding more fuel injectors did not have a significant effect on the
overall detonation wave propagation.
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Huang et al. [54] leveraged decomposition and data processing techniques that are based on the
proper orthogonal decomposition (POD) and dynamic mode decomposition (DMD) in order to analyse selfexited combustion instabilities in single-element gas turbines and rocket combustors. Results demonstrate
that the proper orthogonal decomposition has proved to be less efficient and more qualitative technique
since specific modes of pressure and heat release are not related. Furthermore, POD results were found to
be inaccurate when only a portion of the spatial information is provided. The DMD technique, however,
proved to be more robust than POD as it generates a global frequency spectrum where each mode belongs
to a discrete frequency and different dynamics can then be correlated. The authors concluded that DMD
provided more reliable results for self-exited combustion instabilities.
Koch et al. [55] have studied the kinematic behavior of mode-locked rotating detonation waves
through experimental data and have developed a model equation capable of describing the behavior. This
was done by recasting the Majda detonation analog [56] as an autowave process. The model captures the
processes of wave formation, mode locking and bifurcation and represented by gain depletion, gain
recovery and dissipation terms. Results obtained from the model effectively replicates what has been
observed from experimental data. The model marks a significant department from computation fluid
dynamic simulations allowing for an extensive exploration of detonation wave behavior within an RDE.
Kock et al. [57] further developed the theoretical framework that characterizes multiple physical
phenomena observed in RDEs such as the genesis and formation of combustion pulses and the interactions
seen between detonation waves. Upon observation of the results, the authors noted that the waves underwent
nonlinear interactions that are inherent to solitons such as phase shifting and amplitude exchange. The
detonation waves in RDEs were found to be held together by global gain dynamics where the processes of
injection, mixing, combustion, exhaust and wave propagation are coupled and interact in a non-linear
fashion. The theoretical model developed was found to successfully reproduce these physical phenomena
and replicate the behaviors observed in RDEs.
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Rotating Detonation Engine Operation

As computational fluid dynamics models grow in power and scale, validation of these models’
results become of greater importance. A significant effort in the combustion community for model
validation is in the Model Validation for Propulsion (MVP) workshops, which have coincided with annual
AIAA SciTech Forum and Exposition since 2017. These public workshops sought to identify and improve
current reacting Larger Eddy Simulations (LES) for turbulence and combustion models, directed by a
committee of researchers from the U.S. Air Force Research Laboratory (AFRL), the Air Force Office of
Scientific Research (AFOSR), and faculty of various research universities in the United States. Two major
projects have grown from the five workshops that have transpired: the Bluff-Body Premixed Flame
experiment and the Rotating Detonation Rocket Engine experiment. Outside of these two projects, the MVP
Workshops have also worked closely with other associated workshops such as the International Workshop
on High Order CFD Methods, the Turbulent Non-Premixed Flames Workshop, and International Workshop
on Flame Chemistry, each held across numerous combustion conferences. Starting with the bluff-body
experiment, the MVP Workshops pursued validation of bluff-body premixed flame test cases conducted by
Volvo in the 1990s [58], [59]. Simulation conditions for Volvo’s test results were established by the MVP
committee and provided to the public to coordinate a collaboration of turbulence models [60], [61] and to
develop a similarly scaled bluff-body experiment at AFRL, Over the subsequent MVP Workshops, the
boundary conditions, grid convergence, and turbulence physics were refined as this work involved more
researchers with LES for a premixed bluff-body [62], [63]. By MVP Workshop 3 in 2019, experimental
data for the AFRL scaled bluff-body rig had been disseminated to the MVP community for similar LES
validation, with this newer experimental data becoming the focus for this project. The second major project,
beginning with MVP Workshop 5 in 2020, shifted focus to the Rotating Detonation Rocket Engine (RDRE),
a small-scale Rotating Detonation Engine for upper-stage rocket propulsion. A select group of identical
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experimental rigs across AFRL and research universities have been accruing test data to provide boundary
conditions and validation data sets for modeling efforts.
Over the past decade significant progress has been made in the research and development of
rotating detonation engines [64]–[66]. Particularly, the U.S. Air Force Research Laboratory, WrightPatterson AFB, has led a significant effort to assess the operation, performance, and application of airbreathing rotating detonation engines [67]. A wide series of experimental investigations have been
performed using six-inch radial injection rotating detonation engine at the Detonation Engine Research
Facility (DERF), AFRL Wright-Patterson AFB. The basic operation of the radially injected configuration
was initially shown by Shank et al. with the focus of mapping the mass flow rate and equivalence ratio
operating space of the RDE [68]. This configuration was further examined by Naples et al., using a quartz
outer body and high-speed chemiluminescence imaging to provide basic data of the various wave angles
for validation of modeling efforts [69]. Experimental studies using this configuration has detailed the
ignition characteristics [70]–[72], operability and performance [73]–[76], injection response [77]–[79],
fundamental detonation structure [80]–[82], effect of fuel and oxidizer compositions [83], [84], exhaust
nozzles [85]–[87], RDE system integration [88]–[90], and measurement techniques [91]–[95]. Although
there is a large body of work characterizing many aspects of this RDE configuration, with government
research laboratories such as the Department of Energy (DoE), National Energy Technology Laboratory
(NETL) [96], [97], and academic research institutions such as the University of Michigan Ann arbor [98],
[99] and University of Central Florida [26], [100]–[104] contributing additional experimental efforts with
nearly identical configurations; there remains to be a coordinated effort to unify the results gathered under
perfectly matching conditions for both the RDE and the flow circuits feeding the fuel and oxidizer for
verification and validation purposes.
Outside of the AFRL Wright-Patterson AFB six-inch RDE hardware, important experimental and
numerical collaborations had also been found, such as Cocks et al. [105] and Paxson et al. [106].
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International collaborative efforts toward RDE operation. Experimental studies investigating the effect that
various injection configurations and geometries have on RDE wave dynamics and performance were
performed [52] through a collaboration effort between Nagoya University, Keio University and the Institute
of Space and Astronautical Science in Japan. The hardware used is similar to that developed by AFRL
where the oxidizer is fed radially through a slot. Experimental efforts towards studying the effect of varying
the RDE’s inner radius on the engine’s performance were also conducted [107]. Greater specific impulses
and thrust were reported for higher inner radii. Moreover, the performance of a RDE with an aerospike
nozzle was numerically resolved through group effort [108] and evaluations of specific thrust and thrust
coefficients were reported. The computational domain was tested with gaseous hydrogen/oxygen and
hydrogen/air mixtures. The above reported results show insight into RDE flow structure physics and
operation. French contributions to the development of pulsed and rotating detonation engines [109]–[115]
were carried out by multiple laboratories and compagnies namely; Office National d’Etude et de Recherche
Aerospatiales (ONERA), Matra Defense and Bae Dynamics (MBDA), ROXEL, CNRS laboratories:
Laboratory of Combustion and Detonation (LCD) in Poitiers and Laboratoire de Combustion et Systemes
Reactifs (LCSR) in Orleans. The research conducted at ONERA is mainly concerned with numerical
investigations where they contribute in the development of motors, the study of components such as
nozzles, processing field measurements, flow visualizations and the evaluation of flow structures. In terms
of PDE application, they have developed and validated several codes. The LCD have developed and
designed an RDE operating on ethylene and gaseous oxygen. The mode of combustion is non-premixed
where the propellants are injected separately through adjustable slits and the engine is cooled by water
running through cavities. The tests were run for a duration between 0.25s and 1.9s to mitigate thermal stress.
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Reflected Shocks Interactions

As was mentioned above, detonation waves are considered as reaction shocks coupled with energy
released across it. This entails the rotating detonation engines are laden with shocks reflecting off of
boundaries and complex flow phenomena result from them. Shocks in rotating detonation engines can
reflect off of solid boundaries or free surfaces and depending on the whether the shocks are of the
compression or expanding type, the reflected shocks can change their type. Moreover, their influence on
both the hardware and the operability of the engine is of great importance. Some studies [116], [117] have
shown numerically and experimentally that reflected shocks have an adverse effect on solid surfaces. It was
shown that very high radiant fluxes are present of the order of 107
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when strong shock waves are

reflected off of a rigid wall in a gas mixture. Moreover, it was experimentally shown that a significant
amount of material was removed from a surface due the high temperature generated by the plasma of a
reflected shock caused by an explosion.
Kirko et al. [118] studied how material was removed form the a solid surface that is under the action
of a reflected shock wave. In this investigation, the authors presented experimental values of the material
removal depth from the surfaces of plasma-processed specimens. The materials tested were copper,
aluminum and iron. These specimens were subjected to the action of reflected shocks for various periods
of time. The causes of material removal are mentioned to be through evaporation when sufficient time
above a particular criterion is met and through boiling. The authors mention that the presence of a
superheated layer defines a porous zone where it can affect the amount of mass removed.
Gilbert and Strehlow [119] predicted the properties of detonation initiation occurring behind a
reflected shock wave in a hydro and oxygen mixture diluted with argon by developing a simulation
leveraging the Methods of Characteristics for non-steady one-dimensional flow with heat addition. The
authors postulated that the reflected shocks compress the gas mixture causing it to emit heat after a delay
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period. In this investigation, the authors assumed that the locus of points where reactions begin form a wave
propagating through the gas mixture a velocity determined by the reaction kinetics and the motion of the
initiating reflected shock. It was observed that due to heating in the reaction region, a reaction and shock
wave is formed upstream of the reaction wave. Moreover, it was found that the accelerations of the
reaction/shock wave and the reaction wave are coupled through a variable delay time. Results were found
to be in good agreement with experimental data.
Gelfand et al. [120] experimentally studied the process of detonation initiation through shock wave
focusing in a hydrogen and air mixture. Similar to other observations, self ignition occurs due to the
compression effect caused by the shock waves generating enough heat. The authors made three observations
related to this particular mode of ignition. The first observation consists of hot spots in the mixture behind
a shock wave. Inside of the reflector cavity, a zone of turbulent combustion was seen. Finally, it was
observed that a combustion zone located behind the reflected shock waves developed in time.
Oran et al. [121] numerically investigated the complex and dynamic shock-detonation structures
that are formed by the interaction of a primary detonation and secondary explosive. In this investigation,
the oblique shock wave from the primary detonation reflects off of the opposite rigid wall and interacts with
the secondary explosive located behind it. The gas mixture was considered to be stoichiometric hydrogen
and oxygen with argon. Four configurations were tested where the condition of the mixture for both zones
were varied between lean and stoichiometric. The configurations were that 1) the primary mixture is
stoichiometric while the secondary is inert, 2) both mixtures are the same and stoichiometric, 3) the primary
is lean while the other is stoichiometric and 4) the primary is stoichiometric while the other is lean.
Observations of the results show that the detonation expands to the lower tube and experiences the leading
shock to decouple from the reaction front due to the sudden expansion and side relief. The reflected shock
is seen to heat and compress the unreacted material to the point of ignition.
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As a continuation to the work performed by Oran et al. [121], Jones et al. [122] numerically studied
the reignition phenomenon of detonations by reflected shocks. The detonation propagates through a
rectangular tube where the effects of diffraction, decay and reignition in an argon-diluted hydrogen and
oxygen mixture are studied. Results show that the reaction front decouples from the leading shock and
forms a blast wave. It was observed for various initial conditions that the detonation reignites as the blast
wave reflects from the rigid walls. The authors mention that for strong detonations the reignition process
happen through an interaction between the blast wave and the original contact surface. Furthermore, the
reignition process in weak detonation was seen to happen in two ways namely; 1) in the slip line and Mach
stem of the reflection that is formed when the blast reflects off of the rigid wall and 2) multiple shock
interactions when the blast overtakes the detonation front.
Williams et al. [123] numerically investigated the mechanisms of self-ignition in low-overdrive
detonations. Results show that a ZND detonation initially fails when the Euler equations are used with
single step chemistry. The detonation was seen to split into a weaker shock where the reacted fluid is
separated from the unreacted. Furthermore, a detonation was seen to be re-ignited by an explosion
originating from a small pocket of reactants in a similar fashion to deflagration to detonation transition. It
was found that small changes in the initial temperature results in large differences in reaction times where
it is sufficient for a reactant pocket to explode. Results for a two-dimensional numerical simulation show
that these pockets explode sooner due the development of oblique shock structures that unevenly heats the
fluid when the leading shock propagated through.
Rose et al. [124] numerically studied the ignition of a reactive gas through shock wave focusing
using an adaptive mesh refinement technique. This study describes the flow field using the reactive Euler
equations for a two-dimensional geometry where a hydrogen and oxygen gas mixture at stoichiometric
conditions is used. The simulations are run for shock Mach numbers of 1.6 and 1.9. Results of local peak
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pressures and temperature show that the conditions caused by a shock Mach number of 1.9 enables the gas
mixture to ignite and cause a spherical detonation wave to form.
Ettner et al. [125] investigated detonation Mach reflections when propagating through a hydrogen
and oxygen mixture with a concentration gradient. The authors investigate the detonation fronts,
instabilities and the pressure distributions as they propagate. In order to characterize the detonation fronts,
the Huygens’ principle is used in conjunction to a correction that allows for enclosed walls. Results show
that the detonation front adapts to the walls by either bending or reflecting. The effects that concentration
gradients have on detonation instabilities are studied by resolving Euler computations. One of the effects
observed from the results is the appearance of unusual soot prints caused of Mach reflections for cases with
high concentration gradients. Moreover, it has been concluded that in a transversal concentration gradient
a fuel deficiency does not translate to a decrease in pressure but can have the opposite effect.
Zhou and Wang [126] numerically investigated shock wave reflections near the head ends in
rotating detonation engines. This investigation comprised of a hydrogen and air mixture and various
chamber geometries were tested. Results show that for small chamber widths the radial variation of the
flow field is negligible. However, as the chamber width increases the radial variation increases and the
inner curvature will have more influence as will be discussed in more details later in the “detonation
structure” section of this literature review. The authors observed that both Mach reflections and regular
reflections were present behind the detonation fronts. These shocks were seen to repeatably reflect off of
the inner and outer walls of the engine. Furthermore, it was found that as the annulus gap length increased
the length of the Mach stem increased as well. Moreover, the authors observed more shock reflections when
the injector parameters, engine width and annulus gap length were the same. On the other hand, weaker
shock reflections were witnessed when a greater ratio of annulus width to inner radius is chosen.
Khokhlov et al. [127] numerically investigated the development of hot spots and ignition effects
behind reflected shocks in a hydrogen and oxygen mixture. The computational domain consists of a straight
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rectangular cross-sectional channel where a detonation wave propagates through. The authors aimed at
studying hot spots located behind the detonation as they were believed to lead to mild and strong ignitions
in reactive gases. Furthermore, they believed that the transition between mild and strong ignition regime
might caused by the generation of pressure waves located in the recirculation area of the bifurcated reflected
shock. It was seen that the shock Mach number has great influence on the average temperature of the
reactants and determines whether the ignition is strong and leads to a detonation or mild ignitions to
deflagrations.
Huete et al. [128] analytically and numerically investigated the oblique shock induced ignition
phenomena in a supersonic mixing layer. The authors study a post-shock ignition kernel located around the
maximum temperature point. Depending on the fuel concentration, temperature and Mach number, this
kernel maybe found around the edge of the mixing layer or inside it. Results from the analysis indicate the
ignition kernel develops as a fold bifurcation which provides the critical condition for ignition. Furthermore,
an explicit expression for the critical Damkohler number that signifies ignition occurring inside a mixing
layer has been derived. However, if the ignition kernel is locating at the edge, then numerical integration is
necessary. Results show that after ignition the lead shock turns into a thin detonation propagating on the
fuel side of the kernel.
Smirnov et al. [129] numerically and experimentally studied the initiation of detonations caused by
the focusing of reflected shock waves inside a cone. The tests were performed in a hydrogen-air mixture
where several scenarios were tested. The flow results observed were multiple including combustion zones
lagging behind the reflected shocks, the initiation of a detonation waves from the focused reflected shocks
and other transient regimes. Results of the reflected shock waves’ velocities were found to higher than that
of the CJ detonation velocities. The authors argue that these discrepancies are due to assuming that the
velocity was uniform while in reality the flow is much slower at the wall due to viscous forces. This velocity
gradient caused the detonation to overtake the center causing the average velocity to be higher than CJ.
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Kiverin and Yakovenko [130] analysed and described the process of ignition and the following
detonation initiation occurring behind a shock wave inside a shock tube. Numerical simulations were
carried out using a dissipation-free techniques and reveal that one of the major contributors to the formation
of an ignition kernel is the complex transient flow dynamics that occurs behind a shock wave. Moreover, it
was observed that the boundary layer determined a temperature re-distribution and that the region with the
most intense heat was seen to occur between the inner margin of the boundary layer and the surface
separating the driver gas and the test mixture. Furthermore, a reaction wave was observed to propagate out
from the ignition origin and behind the compression wave. The test mixture now experiences a compression
wave that goes through an acceleration where it eventually transitions from a deflagration to a detonation.
Mathieu et al. [131] experimentally investigated the reactivity of ethanol behind reflected shock
waves where ignition delay times were measured and water time history profiles acquired. In this
investigation, the equivalence ratios studied were 0.5, 1.0 and 2.0 for a pressure range from 1.3 to 53 atm.
Results show inhomogeneous ignition events occurring for fuel lean and stoichiometric conditions at 13
atm with argon as a bath gas. The authors explain that thermal diffusivity and flame thickness are the
reasons for this inhomogeneous ignition. The authors compared their experimental data for homogeneous
ignition with well-established detailed kinetics models and found that they agreed fairly well. However,
deviations were observed when they compared water time history profiles.
Wang et al. [132] experimentally studied the propagation of shock waves and the spontaneous
ignition of a mixture caused by sudden release of high-pressure hydrogen into T-shaped tubes. Different
tube lengths leading to the T-shaped tubes were investigated at pressures ranging from 4 to 10 MPa. The
authors found that T-shaped tubes greatly influence the occurrence of ignition spontaneity. In fact, it was
observed that the pressure required for the hydrogen mixture to self-ignite was lower than that of straight
tubes due to the heat generated by the reflected shocks. Moreover, it was found that the minimum pressure
for self-ignition in T-shaped tubes increased when tube length increased. The authors explain that this is
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due to the increased distance between the shock and the contact surface causing the reflected shock to not
generate enough heat to ignite the mixture.
Cook et al.[133] used laser absorption to measure species concentration time-histories during
monomethyl hydrazine (MMH) pyrolysis and oxidation occurring behind reflected shock waves. These
time-histories were then compared with detailed MMH reaction models. Successful results were obtained
when the experimental data was used to refine the Catoire oxidation as important differences between the
measurements and the models were found. The authors attribute these differences to uncertainties in the
rate constants and branching ratios for MMH decomposition.
Jackson et al. [134] experimentally investigated the detonation and deflagration initiation by shock
reflections and focusing from a parabolic end wall tube. The main motivation behind this investigation
focused on the type of fuel used. The authors mention that most effort focused on hydrogen-oxygennitrogen mixtures which were relatively simple to detonate. However, the fuels of interest revolved around
what was needed for pulsed detonation engines at the time which were JP10 and JetA. The authors then
tested various fuels by filling the end wall with stoichiometric hydrogen, ethylene and propane with oxygen.
Propane was chosen as they exhibit similar detonation properties as JP10 and JetA. The goal of the
investigation was to determine the critical shock strength necessary to initiate detonations and deflagrations
in hydrocarbon mixtures. Results show that as the mixture was further diluted the Mach number needed for
detonation initiation increased. Moreover, it was observed that for combustion to occur a minimum Mach
number was needed where deflagrations were seen above that number. Further increasing the Mach number
would trigger DDT processes and for high Mach numbers on the order of two a detonation initiates inside
the reflector. Results showed that deeper reflectors were more effective in initiating detonations and
deflagrations by shock wave focussing. It is interesting to note the reflector depth did not affect the critical
Mach number necessary to initiate detonations and deflagrations. As expected, the critical Mach number
for the hydrogen and oxygen mixtures were found to be the lowest while being the highest for propane and
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oxygen mixtures. In fact, detonation initiation for the ethylene and propane mixtures were possible only for
deeper reflectors and significantly higher Mach numbers were needed.

Detonation Structure

Gaining understanding of the fundamental operation of rotating detonation engines require
extensive investigations in detonation structure characterizations. Efforts in this regard have been pursued
since the onset of detonation theory development. Voitsekhovskii et al. [135] wrote a literature review on
the early efforts towards characterizing the structure of detonation fronts in gases. From previous
experimentations, it has been shown that it was not possible to have a smooth detonation front with a
homogeneous reaction zone. Instead, it was observed that a complex multifront wave was responsible for
the conversion of chemical energy. Moreover, a lot of interest from the early researchers went towards
understanding the stability of the shock wave-reaction zone complex and resulted in many models aiming
to describe it.
Voitsekhovskii et al. [136] explored the structure of spinning detonation fronts in gases where
acquiring the locations of the shocks was made possible by the help of then advanced compensating
methods of photography. The experimental setup consisted of passing a detonation wave through a
detonation tube in a spiral motion where an axial screen with a split was placed between the tube and a
rotating drum camera. In this investigation, flow measurements near the triple points caused by an
interaction of the transverse front and the main shock were made. Results show that transverse waves may
be the cause of burning in detonations. Furthermore, the authors were capable of obtaining a continuous
detonation via further studying transverse waves.
Ar’kov et al. [137] have further discuss spinning detonations and their similar behavior in high
frequency tangential oscillations in combustion chambers in liquid fuel rocket engines. It has been noted
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that acoustic waves in liquid fuel rocket engines are similar to detonation waves in that they are intensified
when the heat release and pressure variations are in phase. Moreover, various phenomena of high frequency
instabilities (HFI) in combustion chambers such as there damaging capabilities were discussed and their
similarities to spinning detonations were mentioned. The comparisons led the authors to conclude the high
frequency instabilities observed in the combustion chambers of liquid fuel rocket engines (LRE) are
actually spinning detonations.
Collins [138] experimentally investigated the initiation of detonations in unconfined fuel-air
mixtures. The hydrocarbon fuel tested consisted of methylacetylene, propadiene, propane and propylene.
In this investigation, the critical energy threshold of the detonation initiation was studied when fuel
concentration in air varied. The author observed that for steady detonations, a thin and highly luminous
region was followed by a lower intensity area. Moreover, the high-pressure waves were observed to have
low-pressure relief waves behind them.
It has been noted by previous researchers that as the pressure of the mixture is increased, the
detonation front has been observed to gradually smooth out and inhomogeneities to become less significant.
However, tests where the initial pressure of the gas mixture are higher than 1 atm were not abundant.
Manzhalei et al. [139] measured inhomogeneities of detonation fronts in gas mixtures for elevated
pressures. The authors have tested pressures up to 10 atm and stated that no qualitative changes of the front
structure were observed. Measurements of the height of the roughness on detonation fronts were ranging
around 0.12 using different methods.
Nicholls et al. [140] investigated the fundamental aspects of unconfined explosions where a
homogeneous combustible cloud is considered. The initiation of the detonation and the influence of side
relief on the ground impulse is explored. Furthermore, varying the fuel concentrations and the detonation
source energy was found to have predictable effects on wave dynamics such as the propagation velocity,
wave transition structure and wave pressure. The authors have developed simple relations for the
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computation of the impulse of a detonation with side relief on the ground. This effort made it possible to
examine the effects of fuel properties, side relief on impulse and the reactants geometry.
Fishburn [141] numerically investigated some aspects of blast waves from fuel-air explosive
charges. Three types of initiations were studied and differences in their peak pressure, static and dynamic
impulses were noted. The three types of idealized initiation are centrally initiated, edge initiated spherical
implosion and constant volume energy release with venting to the environment. Results show that using the
heat of combustion as the point source explosion energy causes an overestimation in the damage.
Furthermore, it was observed that peak pressures were greater beyond a certain radius if the charger
imploded as opposed to exploding.
Sichel and Foster [142] developed an analytical theory that makes it possible to predict the ground
impulse generated by a detonation in an unconfined fuel-air clouds. The theory in question was validated
against experimental measurements an consists of acquiring the reflection of a centered expansion wave at
a solid surface. The wave was assumed to propagate through a one-dimensional fuel-air mixture and
maintaining contact with the ground and the inert atmosphere above it. Results from the theoretical analysis
show good agreement with experimentally measured pressure signatures and ground impulses. The results
displayed in their work suggest that many aspects of fuel-air detonations can be tackled via simple analytical
models instead of resorting directly to more expensive numerical approaches.
Lee [143] has studied the dynamic and important parameters concerning gaseous detonations.
Among the parameters, the detonation cell size was demonstrated to be the most fundamental of them as it
characterizes the dynamic detonation properties where knowledge of the cell size warrants the knowledge
of the dynamic parameters. However, relations between the detonation cell size and the dynamic parameters
were mostly empirical. The author argues that a correct theoretical model explaining these empirical
correlations will help in developing quantitative theories of other dynamic parameters. Moreover, numerical
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computations are not leading to the solution of the problem as they do not provide additional physics that
can be learned.
Bykovskii et al. [144] explored the effect of radial annular chambers on detonation combustion for
gas mixtures. The investigation aimed at containing the spinning detonation research before into a chamber
where a detonation can continuously propagate. This experiment comprised two types of tests where the
fuel was introduced through the outer cylindrical walls where the products are evacuated through the free
surface at the inner cylindrical walls. The second type of tests comprised of reversing the radial flow where
the products evacuated with no outer cylindrical wall. By conducting both tests, detonation waves were
seen to rotate around the annulus demonstrating the ease of operation. Results for the first type of tests
reveal detonation wave velocity close to the ideal CJ velocity near the wall. The authors mentioned that the
ratio between the inner and outer diameter have an optimal value where a detonation can be facilitated. The
second type of tests show that the detonation process was ideal and were sustained by oblique precursor
shock waves but their nature was still not understood.
Bykovskii et al. [145] further explored the continuous propagation of detonations in an annular gas
mixture layer. Herein, the authors explore a continuous detonation in an acetylene and oxygen mixture
without lateral walls. Results showed that the insertion of a radial wall near the plane of the injectors
affected the dynamics of the waves as the phenomenon is three-dimensional. Furthermore, it was observed
that one to three regular waves travelled around the annulus in the same direction at a velocity of 1100 to
1230 m/s instead of head detonation waves. Moreover, it was seen that outside of the pressure range of
0.05 × 105 𝑃𝑎 to 0.85 × 105 𝑃𝑎 the mode of combustion happened through deflagrations.
Ciccarelli et al. [146] performed measurements of detonation cell size for hydrogen-air-steam
mixtures at elevated temperatures. It has been clearly demonstrated through the measurements of detonation
cell size for the temperature range of 300 to 650 K that the subsequent effect is to decrease cell size and
increasing the sensitivity of the mixture for detonation operational regimes. Concretely, the hydrogen-air
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detonability limits were seen to decrease from 15% hydrogen at 300K to 9% hydrogen at 650 K. However,
it was observed that the effect of the steam increased the detonation cell size which decreased the sensitivity
for detonation operational regime.
Thomas et al. [147] studied the behavior of detonation waves propagating in tubes at varying
mixture concentration gradients. The results for the initial strength of the shock caused by an interaction of
the detonation and the planar interface with an inert gas was found to agree well with values computed from
the Paterson-Glass model. This model does not take into account the Taylor expansion wave and the wall
losses. Furthermore, it was found that a Random Choice Method (RCM) predicted the influences of the
losses on the pressure profile. It was also observed that imperfections in the interface between the reactants
and the inert gas causes some of the reactants to be trapped in pockets that eventually causes them to explode
due to heat from the detonation. In turn, these explosions initiate a secondary pressure pulse to propagate
upstream. Moreover, the velocity of the detonation was seen to adjust rapidly in region with varying fuel
concentrations.
The study of the detonation phenomenon inside the rotating detonation engine is challenging as the
hardware encloses the area of interest in a circular fashion making optical diagnostics very limited. The
engines currently being studied are only optically accessible through the back-end or through a small
window on the side. A fully optically accessible RDE made of quartz have been built and studied by [67],
[78], [81], [82], [148]. However, building a fully accessible RDE is very expensive and still does not allow
for full optical diagnostic techniques, such as Shlieren and Particle Induced Velocimetry (PIV), to be used
to study the detonation waves. A solution to this problem was to build an unwrapped version of the RDE
with the same geometry where windows can now be positioned in place of the walls. Extensive efforts went
into computational fluid dynamics using the unwrapped RDE [109]–[112], [114], [115], [149]–[151], [108],
[152], [161]–[169], [153]–[160]. However, unwrapping the RDE takes the effect of curvature away from
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the detonation dynamics. Therefore, other researchers have built test facilities with curvatures allowing for
diagnostics in order to gain understanding of curvature on detonation propagation.
Kudo et al [170] experimentally investigated the behavior of oblique detonation waves propagating
through rectangular cross-section tubes. The tubes had visual access and the structures of the detonations
could be captured. The oblique detonations were seen to stabilize for high initial pressures and high inner
tube curvature. The authors have derived equations capable of computing geometrical shapes that enhance
the stability of oblique detonation waves in tubes and results were agreeing with experiments. In fact,
observations show that to maintain a stable oblique detonation wave in the tubes, the inner wall curvature
needs to be within 14 to 40 times the detonation cell width.
Nakayama et al. [171] have also investigated the stability of detonation wave propagation in curved
channels with a rectangular cross-section. In this study the detonation propagates in an ethylene and oxygen
mixture and five different inner wall curvatures are tested for the rectangular cross-section channel.
Furthermore, optical diagnostic tools where available to capture the detonation wave structure and study
the triple point trajectory. Similarly to the results obtained from [170], more stable conditions were observed
when high reactant filling pressure were tested and/or lager inner wall curvatures were used. The authors
mentioned that having an inner curvature of 21 to 32 times the detonation cell width change the detonation
propagation from unstable to stable.
Nakayama et al. [172] experimented further and studied the behavior of front shocks in stable
detonation waves propagating in rectangular cross-section curved channels. Three gas mixtures were tested
at stoichiometric conditions and are ethylene-oxygen, hydrogen-oxygen and ethyne-oxygen diluted with
argon. The authors found that the ratio of inner wall curvature and the detonation cell width is an important
factor in determining stability of detonation waves in curved channels. In fact, it was found that the lower
stability limit for the ratio is 23 independent of gas mixtures. Based on the acquired results, the authors
developed expressions relating the detonation velocity and the curvature of the channel. Moreover, both the
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detonation velocity and the curvature of the channel were nondimensionalized by the CJ velocity and inner
channel radius respectively and results show that that this relation does not depend on the gas mixture.
Furthermore, it was found that the propagation behavior of detonation waves in rectangular cross-section
channels is governed by this relation.
Recently, Melguizo-Gavilanes et al. [173] investigated both numerically and experimentally the
dynamics of detonation transmission and propagation in a curved chamber. The phenomenon of interest is
how the detonation wave transitions from a straight channel into a curved one for a hydrogen and oxygen
gas mixture at stoichiometric conditions. For low pressures, less than 15 kPa, the detonations were found
to be adversely affected by diffraction where waves reflections and re-ignition attempts were observed.
However, when the pressure is increased between 15kPa and 26 kPa, the detonation waves were seen to be
less sensitive to diffraction. The authors observed that the transition happened when the reaction zone and
the leading shock wave decoupled and results in a transition from a regular reflection to a complex wave
structure. Moreover, the authors indicated that the detonation wave dynamics in curved rectangular crosssection channels are mainly driven by the geometry and initial pressure of the channel.
Burr et al. [174] aimed to study relevant flow structure in RDEs for detonations in crossflow where
the incorporated a row of linear injectors enclosed by windows. A detonation was introduced to the test
section using a pre-detonation located on the side of the facility. The reactants used to go through the
injectors consisted of a hydrogen and oxygen mixture diluted with helium. In order to get desired cross-jet
heights corresponding to a wanted factor of detonation cell width, the wave arrival time was carefully set.
Shlieren flow visualization was used to capture the structure of the partially confined detonation. Results
show that for some conditions the blast wave is driven forward by the ignited jets. Furthermore, it was
shown that when a blast heigh reaching around 10 detonation cell width was needed to re-energize it.
Fotia and Hoke [175] experimentally investigated the propellant plenum dynamics in an unwrapped
RDE where the plenum was optically accessible. This facility was design as to resemble the geometry of a
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conventional rotating detonation engine design and was constructed of transparent polycarbonate.
Observations of high-speed shlieren images of the detonation wave propagating reveal that the induced
back pressure on the plenum causes an adverse effect on reactants refill quality as a bulk fluid motion is
created. It is believed that the bulk fluid motion is caused by a travelling pressure wave propagating in the
direction of the detonation wave. Furthermore, the authors found that these two waves travel at different
speeds and believe that secondary effects arise from an interaction between them. It was also observed that
great damage was done to the polycarbonate windows due to a deflagration period after each test caused by
inhomogeneities and vortical structures along the injectors.
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III.

PROBLEM STATEMENT

This chapter aims at presenting the experimental setup and facility used at the Propulsion and Energy
Research Laboratory (PERL) at UCF. The general RDRE setup including the piping, tanks, valves, test
timings, sonic nozzle calibrations are first considered. A thorough discussion of how detonation wave
operational frequencies and speeds are extracted is then deliberated. The process of how mass flow rate and
equivalence ratio was computed will then be discussed. Finally, this chapter will conclude with a discussion
of how uncertainties were computed. Figure 11 summarizes the outline of this chapter.

Figure 11. Problem Statement Outline

44

Experimental Setup

General Setup

Images used in the current study were captured at the University of Central Florida, within the
Propulsion and Energy Research Laboratory. The RDRE has a channel gap 0.2 inch, center body diameter
of 2.8 inch, axial length of 3 inch and an outer wall of 3 inch. Detonations in the RDRE are initiated with
the help of a Shchelkin spiral tube that is oriented azimuthally. The deflagration event accelerates from the
pseudo-spiral which induces initial turbulence and then excites a deflagration to detonation. The predetonator is run on a stoichiometric hydrogen-air mixture, in order to induce the smaller detonation cell
size. The RDRE is operated on a methane and oxygen mixture.
The setup consists of a Fastcam Photron SA-Z, as seen in Figure 12, which was operating at 150,000
FPS with an exposure time of 1/FPS, and an image size of 128x128 pixels. In order to protect the highspeed camera from the RDRE’s exhaust, a mirror was mounted downstream instead tilted to the side where
the camera was positioned, see Figure 12. This setup enabled safe and successful capture of high-speed
imaging of the detonation waves.

Figure 12. Experimental Setup
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A similar setup was performed for the air-breathing RDE. The air is injected through a slot that is
1.40 mm in height with a diameter of 123 mm. Hydrogen fuel is injected perpendicularly with respect to
the air slot through 80 discrete holes (Figure 13a). The channel width is 7.62 mm with a height of 102.15
mm. For the air-breathing RDE, the Fastcam Photron SA-Z was set to operate at 67,500 FPS with an
exposure time of 1/FPS, and an image size of 256x256 pixels.

a)

b)

Figure 13. Rotating Detonation Engine a) Air-breathing and b) Rocket Application

Piping, Tanks and Valves

The piping system used in this investigation consists of mainly five lines namely; the main oxygen
line, the main fuel line, the pre-detonator oxygen line, the pre-detonator fuel line and the nitrogen purge
line. The general outline of the pipes in the experimental facility is shown in Figure 14 below. The main
oxygen line starts from the oxygen bottles to a dome pressure regulator. A solenoid valve is placed
downstream of the dome to allow flow through the pipes. In order to measure mass flow rate through the
pipe a sonic nozzle is placed downstream of the solenoid valve. A check valve is then positioned for security
purposes such that the gas does not flow upstream. Finally, the piping is then connected to the RDRE where
the gas is released to the atmosphere. The main fuel pipe line has the same configuration as the main oxygen
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pipe line. The diameters of the main oxygen and fuel pipe lines are ¾ inch and 1 inch respectively.
Moreover, the total volume starting at pipe length required after sonic nozzle and hose length from the
ground up to the mounted RDRE is 24.952 in 3 and 17.2165in3 for the fuel and oxygen respectively. The
pre-detonator is operated by separate fuel and oxygen lines. Detailed descriptions of the components seen
in Figure 14 is given in Table 1.
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Figure 14. Geometry of the Perfect and Imperfect Hole
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Table 1 University of Central Florida (UCF) 3-in RDRE Piping and Instrumentation Diagram
Components
Component

Description

PT-F0

Pressure gauge, USG, 0-4000 psig, 100 psig accuracy

PT-F1

Pressure transducer, Omega 0-3000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms response

PT-F2

Pressure transducer, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms response

PT-F3

Pressure transducer, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms response

PT-F4

Pressure transducer, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms response

PT-O0

Pressure gauge, Ashcroft, 0-3000 psi, 100 psig accuracy

PT-O1

Pressure transducer, Omega 0-3000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms response

PT-O2

Pressure transducer, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms response

PT-O3

Pressure transducer, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms response

PT-O4

Pressure transducer, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms response

PTH-O1

Pressure transducer, Platinum Stock Products, High frequency ICP® pressure sensor,
500 psi, 10 mV/psi, 0.218” dia. diaphragm

PTH-F1

Pressure transducer, Platinum Stock Products, High frequency ICP® pressure sensor,
500 psi, 10 mV/psi, 0.218” dia. diaphragm

PT-C1

Pressure transducers, CTAP, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms
response

PT-C2

Pressure transducers, CTAP, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms
response

PT-C3

Pressure transducers, CTAP, Omega 0-2000 psig, 0-5V, +/-0.25% BSFL accuracy, 1ms
response
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Component

Description

TC-F1

Thermocouple, Omega 0-650 C, type T, 0-2500 psig rated, +/-0.75% accuracy

TC-O1

Thermocouple, Omega 0-650 C, type T, 0-2500 psig rated, +/-0.75% accuracy

VH-F1

Valve, hand, ball-valve, stainless steel

VH-F2

Valve, hand, ball-valve, stainless steel

VH-O1

Valve, hand, ball-valve, stainless steel

VH-N1

Valve, hand, ball-valve, stainless steel

VS-F1

Valve, solenoid, pneumatically actuated, Marwin, 120 psi actuation

VS-O1

Valve, solenoid, pneumatically actuated, WIC, 120 psi actuation

VS-PD1

Valve, solenoid, electrically actuated

VS-PD2

Valve, solenoid, electrically actuated

VT-F1

Vent, needle, Harrison, 6000 psig, stainless steel

VT-F2

Vent, needle, Harrison, 6000 psig, stainless steel

VT-O1

Vent, needle, Harrison, 6000 psig, stainless steel

VT-O2

Vent, needle, Harrison, 6000 psig, stainless steel

VT-N1

Vent, needle, Harrison, 6000 psig, stainless steel

VT-PD1

Vent, needle, Harrison, 6000 psig, stainless steel

VT-PD2

Vent, needle, Harrison, 6000 psig, stainless steel

RH-F1

Regulator, hand, Tescom, 0-2500 psi, 5000 psi max

RD-O1

Regulator, dome, Tescom, 26-1200 Series, 0-6000 psi, 9000 psi max, stainless steel

RH-N1

Regulator, hand, Tescom, 0-2500 psi, 5000 psi max

RH-PD1

Regulator, hand, Tescom, 0-2500 psi, 5000 psi max

RH-PD2

Regulator, hand, Tescom, 0-2500 psi, 5000 psi max
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Component

Description

SN-F

Sonic nozzle, Flowdyne, 0.11 inch throat diameter, stainless steel

SN-O

Sonic nozzle, Flowdyne, 0.175 inch throat diameter, stainless steel

VC-F1

Valve, check-valve, in-line, 5000 psi max, 5 psi shut-off

VC-O1

Valve, check-valve, in-line, 5000 psi max, 5 psi shut-off

Test Timing

The proper sequence of the flows through the main and pre-detonator pipes and the highspeed
camera starting is crucial. It is important that the oxygen start before and gets shut down after the fuel line
as to ensure that no fuel gets into the oxygen manifold and cause an explosion. Furthermore, to ensure that
the camera triggers right before the pre-detonator engages, a timebox is used. All operations are run through
a computer via the “LabView” software. Once the software starts the oxygen is set to flow at 0.6s and close
at 3s for a total run time of 2.5s. The fuel is set to flow at 1s and closes at 2.5s for a total run time of 1.5s.
Therefore, the oxygen has a 0.4s lead over the fuel and shuts off 0.5s after it. The camera and pre-detonator
are triggered at the same time at 2.5s. A typical test timeline with all the required components is shown in
Figure 15 below.
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Figure 15. Typical Test Timeline

Sonic Nozzle Calibrations

The sonic nozzles placed in the fuel pipe lines are of 0.110 inch and 0.175 inch respectively and
are used to calculate the mass flow rate passing through the pipes. The sonic nozzles need to be calibrated
by measuring their discharge coefficients. A method used by the Air Force Research Laboratory, is to
calibrate a sonic nozzle by place a second nozzle with know discharge coefficient upstream of it, see Figure
16. While installing the sonic nozzles in series, the smaller sized sonic nozzle with the known discharge
coefficient is placed upstream in order to minimize the error in the computation of mass flow rate by
maximizing the set pressures. Furthermore, measurements are taken for set pressures on the upstream sonic
nozzle where pressure is incremented over a desired range. Data is taken when temperature equilibrates and
are recorded over a 5s interval. Mass flow rate for both sonic nozzles is computed where a discharge
coefficient of one is assumed for the uncalibrated nozzle.
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Figure 16. Geometry of the Perfect and Imperfect Hole

After measuring the actual mass flow rate, the discharge coefficient of the concerned sonic nozzle
is computed using the following equation

𝐶𝐷 =

𝑚̇𝑎𝑐𝑡𝑢𝑎𝑙
𝑚̇𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙

(10)

Figures 17 and 18 below demonstrate the procedure described above on an uncalibrated sonic
nozzle with a diameter of 0.075 inch. Two calibrated sonic nozzles were used upstream with diameters
0.047 inch and 0.100 inch with discharge coefficients of 0.994±0.002 and 0.996±0.002 respectively.
Pressures upstream of the nozzles were recorded at a sampling frequency of 1000Hz for 5s where the
temperature was allowed to equilibrate. The average property value from the 5s interval for both the
calibrated and non-calibrated nozzles were computed and plotted as seen in Figure 17 a) for pressure and
Figure 17 b) for temperature resulting in one point on each of the graphs. This procedure was repeated over
a range of pressures that are typically seen in tests.
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a)

b)

Figure 17. Data Acquisition for Sonic Nozzle Calibration a) Pressures and b) Temperatures

After acquiring the desired pressure and temperature measurements, the mass flow rates are then
computed at each point. For the uncalibrated sonic nozzle, the theoretical mass flow rate is calculated
assuming a discharge coefficient of unity. The mass flow rate of the uncalibrated sonic nozzle is then plotted
against the mass flow rate of the calibrated nozzles as seen in Figure 18 a). The mass flow rates were
computed using thermodynamic constants obtained from RefProp. A linear fit with a zero y-intercept is
done for each point in order to determine the discharge coefficient of the uncalibrated sonic nozzle. Figure
18 b) shows the calculated discharge coefficients as a function of calibrated mass flow rate. It is important
to note that outliers can be present and should never be trusted. Therefore, an average is taken resulting in
a discharge coefficient of 1.0122.
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a)

b)

Figure 18. Sonic Nozzle Calibration a) Mass Flow Rate Comparison and b) Point by Point Discharge
Coefficients

Following the same procedure outlined above, the sonic nozzles used at UCF (0.110 inch and 0.175
inch) are calibrated. Three and two calibrated sonic nozzles were used for the 0.110 inch and 0.175 inch
nozzles respectively. The discharge coefficients for the 0.110 inch and 0.175 inch nozzles were computed
to be 0.9930 and 0.9948 respectively. Table 2 and Table 3 displays the calibration configurations for the
two sonic nozzles.

Table 2 Calibration of the 0.110 inch Sonic Nozzle
0.110 inch - 𝐶𝐷 =0.9930
Upstream

Downstream

0.070 inch - 𝐶𝐷 =0.990

0.110 inch

0.075 inch - 𝐶𝐷 =1.012

0.110 inch

0.100 inch - 𝐶𝐷 =0.996

0.110 inch

55

Table 3 Calibration of the 0.175 inch Sonic Nozzle
0.175 inch - 𝐶𝐷 =0.9948
Upstream

Downstream

0.100 inch - 𝐶𝐷 =0.996

0.175 inch

0.120 inch - 𝐶𝐷 =1.009

0.175 inch

Linear RDRE

A linear RDRE with the same dimensions and injectors as the regular RDRE was designed and
built for the purpose of studying the detonation structure and the interactions between reflected shock waves
and fresh reactant. This is performed in an attempt to gain understanding on how mode transitions occur in
a regular RDRE. As was mentioned above, this configuration allows for important diagnostic techniques to
be used such as particle image velocimetry (PIV), chemiluminescence and schlieren imaging. PIV is a flow
visualization technic where instantaneous velocity measurements are obtained by introducing fine particles
into the flow and shining a laser sheet through it. Chemiluminescence consist of capturing the light
occurring during a chemical reaction. Finally, the schlieren technique consist of capturing the variations in
density throughout a flow. An isometric view and top view of the Linear RDRE designed and built at the
PERL laboratory at UCF are shown in Figure 19 below.
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a)

b)

Figure 19. UCF Linear Rotating Detonation Rocket Engine a) Isometric View and b) Top View

As seen in Figure 20 a), the facility is built in such a way that alloys for all three image diagnostic
techniques to be used at the same time for a given test. An optical table located besides the linear RDRE
supports three cameras with specifically placed dichroic mirror that will reflect specific wavelength light
towards a camera. A 532 nm notch dichroic is used for PIV while a 505 nm long pass dichroic is used for
CH* chemiluminescence. The remaining light is cut using a knife edge for schlieren as can be seen in Figure
20 b).
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a)

b)
Figure 20. Linear RDRE Experimental Setup a) Overall View and b) Optical Table
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Detonation Wave Speed Characterization

Back-Imaging Analysis Method

The image processing methodology brought forth by Bennewitz et al. [47] consists of the following
five major steps:
1) Average background subtraction: this step corrects the images (i.e. noise removal) resulting in the
clear distinction of individual detonation waves. The quality of images produced in this step is a
key component of producing accurate detonation and 2D FFT surfaces.
2) Cartesian mesh integration: this step generates a coarse grid and integrates all pixels located within
each cell in order to increase the signal to noise ratio (i.e. reduce noise).
3) Annulus location determination: by comparing the fluctuations of individual cells over 1000
frames, the top 100 cells experiencing the most fluctuations are chosen to generate a circle using
the Taubin fit. This results in one circle tracing the annulus and is valid for a 1000 frames interval.
4) Polar mesh integration: in a similar fashion to step 3, a polar grid is generated along the Taubin
fitted circle where pixels located within cells are integrated. Plotting the intensity values of each
cell across all frames results in a detonation surface.
5) Frequency domain analysis: performs a 2D FFT on the detonation surface (all frames) and displays
the dominant spatial and temporal frequencies. The temporal frequency is the operational frequency
of the engine while the number of waves can be acquired from the spatial frequency.
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a)

b)

c)

Figure 21. Taubin Fit a) Original Image, b) By Top Frequency Cells and c) By High Intensity Cells

The optical setup used by Bennewitz et al. [47] consists of placing a highspeed camera downstream
of the exhaust capturing images at 200 kfps. This configuration enables for minimal annulus movement in
the camera’s field of view. For tests containing tens of thousands of frames, it is found that for 1000 frames
intervals the location of the annulus varies minimally. Therefore, using the method used in the third step
above is valid.
The optical setup used at the PERL consists of a mirror placed downstream of the exhaust tilted
towards a highspeed camera located to the side. The mirror is found to experience some wobbling/vibrations
due to strong exhaust. Observations of the images show fluctuations occurring in the annulus location
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causing an unprecise fit, see Figure 21 b). This happens even if the camera is placed directly downstream
of the exhaust as the strong gases tilts it. An alternative method in locating the annulus was developed.
The proposed method for the determination of the annulus location consists of generating a circle
using the Taubin fit for each frame individually by tracking and selecting a range of high intensity cells
using a pre-set parameter found through trial and error. This method leads to more accurate annulus location
compared to the 1D FFT technique (Figure 21 c)). The modified code was tested and validated with the
same synthetic and experimental data used by [47] and are found to provide excellent agreement. However,
because a Taubin fit is generated for every frame instead of one for a thousand, it is expected that the code
takes longer to run. The graph seen in Figure 22 provides a relationship of the code’s run time with the
number of frames for 192 by 192 and 256 by 256 image sizes. The code was run serially on an Intel® Core
(TM) i5-7500 CPU.

Figure 22. Code Run Time as a Function of Frame Number

A great advantage of this modification consists of processing any number of images at one time
and decreasing the bin size, see Figure 23. Analyzing large amounts of images at one time, however, might
cause noisy results due to transient behavior experienced by the detonations such as great fluctuations in
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speeds. Therefore, 2000 frames per interval was chosen for a bin size of 73.24 Hz. This bin size corresponds
to ±8.18 m/s and ±5.45 m/s in detonation wave speed for a two and three-wave mode respectively. This
interval size was considered small enough for any major transient behavior but large enough for a
sufficiently small bin size.

Figure 23. Bin Size as a Function of Frame Number

Validation of the Back-End Imaging Analysis Code

In order to validate the back-end imaging analysis method discussed above, a 30 ms synthetic data
set with know values was constructed. The set contains 6000 frames and consists of six intervals that
simulate co-rotating and counter-propagating detonation modes. Table 4 below summarizes the operational
conditions in each interval. The first, fifth and sixth intervals consist of a single mode operation while the
other intervals have counter propagations. The second interval have the CCW mode linearly increasing in
intensity across it while the third interval maintains the same intensity for both modes. The CW mode in
the fourth interval is set to fade away linearly.
The sampling rate was chosen to be 200 kHz, the annulus center diameter is 2.8 inch, the angular
bins for the polar mesh integration was set to 360 and the interval size at 5 ms or 1000 frames.
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Table 4 RDRE Image Processing Test Data
Interval

Operational Condition

1

3CW @ 32 kHz

2

3CW @ 30 kHz and 4CCW @ 35 kHz

3

3CW @ 28 kHz and 4CCW @ 40 kHz

4

3CW @ 28 kHz and 4CCW @ 40 kHz

5

4CCW @ 38 kHz

6

4CCW @ 36 kHz

Figure 24 below displays the entire detonation surface of the synthetic data where each interval
corresponds to 5 ms. Furthermore, Figure 25 displays the results obtained from the code and compares it
with values acquired by the Air Force Research Laboratory (AFRL). The results consist of wave number,
operational frequency and wave speed. As can be seen from Figure 25, all results have excellent agreement
with AFRL stated values.

Figure 24. Synthetic Data Detonation Surface

Results including detonation surfaces, 2D FFTs and psi plots for each of the six intervals are made
available in Appendix A.
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a)

b)

c)
Figure 25. UCF Back-End Image Code Validation a) Wave Number, b) Operational Frequency and c)
Wave Speed
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Instantaneous K-means Algorithm Method

K-means clustering is an unsupervised machine learning technique that enables the determination
of clusters or groups in a particular data set. This is done by finding the center of mass of the clusters and
drawing a line between them deciding which cluster a particular data point belongs to. However, in order
to perform the k-means algorithm on a particular set of data, a prior knowledge of the number of clusters is
required which is given through the high-speed images. The algorithm first guesses by picks a number of
random points according to the number of chosen clusters and assign them as centroids of the clusters. The
data points are then labeled according to how near they are to the centroids. Now new centroids for the data
points in each cluster is computed, see Figure 26. Due to the large amount of frames, the k-means algorithm
is well suited to extract the instantaneous wave properties as it requires no supervision and it is a fast
heuristic algorithm [176].

Figure 26. Illustration of the K-Means Algorithm When Two Clusters are Chosen [176]

Due to the nature of the images where detonations are separated by a distance, clusters are clearly
distinct and are spaced enough from each other that they can be easily defined. After defining the clusters
in an image, the positions of the detonation fronts can be retrieved by finding the data point within the group
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that has the highest angle with respect to the x axis. From that information, the distances between the
detonation fronts can be computed. Furthermore, the data point providing the maximum pixel intensity
captured or an average intensity within a detonation can be known. Therefore, by performing the k-means
algorithm to all frames it is possible to collect the instantaneous positions and maximum pixel intensities
of the detonation waves. From that information, the instantaneous velocities and accelerations of individual
waves can be derived. However, it is imperative to match the clusters of the present frame to the ones from
the previous frame to be able to acquire valid velocities and accelerations. To be able to perform this task,
an algorithm was developed and will be described next.
In a similar fashion to the back-end imaging method discussed above, the frames are first subject
to average background subtraction in order to remove noise and make the detonations as distinct as possible.
Furthermore, the location of the annulus is then determined as the positions of the waves are referenced
according to this information. The next step consists of performing the k-means algorithm on the images.
However, due to the random nature of the algorithm of assigning clusters, it is important to make the first
frame as a reference. Now all randomly assigned clusters of subsequent frames are matched with the clusters
of the first frame. In order to match the clusters of the present frame to the ones from the previous frame,
all the combinations of the wave position differences across both frames are computed. The angles that
provide the minimum difference are matched together. For instance, see Figure 27,

Figure 27. Detonation Wave Positions at Times t and t+Δt
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𝑚𝑖𝑛{|𝜃1 − 𝜃3 |, |𝜃1 − 𝜃4 |}

(11)

𝑚𝑖𝑛{|𝜃2 − 𝜃3 |, |𝜃2 − 𝜃4 |}

(12)

where these criteria will dictate which cluster in the present frame belongs to in the previous frame.
This procedure is continued for all frame where the positions and intensities are recorded, see Figure 28.
The distances between waves and the instantaneous speeds can then be computed knowing the sampling
rate as follows

|𝜃2 − 𝜃1 | 𝑎𝑛𝑑 |𝜃3 − 𝜃4 |

(13)

And

𝑣1 =

𝜃3 −𝜃1
∆𝑡

𝑎𝑛𝑑 𝑣2 =

𝜃4 −𝜃2
∆𝑡

(14)

As detonation waves are considered as reaction shocks coupled with energy released across it, the
method is capable of accurately locating the detonation front distinguished by chemiluminescence.
Furthermore, highspeed imaging allows for the capture of multiple detonation front locations as the
detonation travels once around the annulus. This allows for more resolution in the transient behavior of the
waves. Standalone physical measurements such as pressure transducers are limited in the number of ports
available in the RDRE and only a few of them can be placed around the annulus.
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a)

b)

c)

d)

Figure 28. Detonation Wave Clustering at Time a) t, b) t+Δt, c) t+2Δt and d) t+3Δt

On the other hand, highspeed cameras have the capability of increasing the resolution by increasing
the frame rate which is 150000 FPS. This is the equivalent of placing much more pressure transducers
around the engine. Therefore, the resolution of wave properties provided by these physical measurements
are much lower than those that can be extracted from highspeed images.
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Validation of the Instantaneous Code

Results obtained from the k-means method described above are then compared to back-end
processing values. Because of the unsteady nature of instantaneous results, an average of the two-wave
speeds was taken. A stable portion of the test was chosen for the investigation containing a total of 1000
frames. The back-end imaging resulted in the detonation surface, shown in Figure 29 a), where the
operational frequency, the detonation wave speed, wave number and wave orientation are 15234.375 Hz,
1701.91 m/s, two waves and counter clockwise respectively. The averaged instantaneous wave speed found
with the k-means approach was computed by performing a numerical differentiation on the collected wave
positions using both the forward and central difference. Results are shown to be 1704.09 m/s and 1701.9
m/s for the forward and central differences respectively. This is only a 0.128% and 0.00059% difference
showing an excellent agreement. Figure 29 b) shows the instantaneous wave speeds for one wave computed
using the forward and central differences. It can be shown from the figure that large fluctuations caused by
the forward difference are attenuated when using the central difference showing significant noise reduction.
Similarly, the same process was performed for a three-wave case traveling counter clockwise. The
operational frequency extracted from its detonation surface is 18750 Hz corresponding to a wave speed of
1396.437935 m/s. The average instantaneous wave speed was found to be 1396.859364 m/s and 1397.48
m/s resulting in 0.03% and 0.07% difference respectively. Traces of the striations found in the detonation
surface (Figure 29a) were constructed from the information acquired solely from the k-means clustering
approach and are plotted in Figure 30 a). Figure 30 b) show the unwrapped striations into straight lines
providing a more holistic view of the wave propagations. A closer look at the wave speed behavior and
wave light intensities, for both two and three-wave modes, as they travel around the annulus with respect
to both time and space will be discussed next.
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a)

b)
Figure 29. a) Two-Wave Mode Detonation Surface and b) Instantaneous Wave Speed Computed by
Forward and Central Differences

a)

b)

Figure 30. Instantaneous Wave Positions a) Detonation Surface Striation Traces and b) Unwrapped
Traces
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Flow Properties Characterization

The mass flow rate of a test is computed using pressure and temperature measurements taken
upstream of a sonic nozzle. An expression for mass flow rate will now be derived starting with the mass
conservation equation.

𝑚̇ = 𝜌𝑉𝐴

(15)

Where 𝑚̇ is mass flow rate, 𝜌 is the fluid’s density, 𝑉 is the fluid’s velocity and 𝐴 is the flow area.
The velocity of the flow in terms of Mach number is

𝑉 = 𝑀𝑎 = 𝑀√𝛾𝑅𝑇

(16)

Where 𝑀 is the fluid’s Mach number, 𝑎 is the speed of sound, 𝛾 is the specific heat ratio, 𝑅 is the
universal gas constant and 𝑇 is the temperature of the fluid. Substituting equation (16) into equation (15)
gives

𝑚̇ = 𝜌𝐴𝑀√𝛾𝑅𝑇

(17)

From the ideal gas law an expression for fluid density can be acquired.

𝜌=

𝑃
𝑅𝑇
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(18)

Substituting equation (18) into equation (17) gives

𝑚̇ = 𝐴𝑀√𝛾𝑅𝑇

𝑃
𝛾
𝑃
= 𝐴√ 𝑀
𝑅𝑇
𝑅 √𝑇

(19)

From the isentropic flow relations, an expression for pressure can be formulated.

𝛾

𝑇 𝛾−1
𝑃 = 𝑃0 ( )
𝑇0

(20)

Substituting equation (20) into equation (19) gives

𝛾+1

𝐴𝑃0

𝛾
𝑇 2(𝛾−1)
√ 𝑀( )
𝑚̇ =
𝑇0
√𝑇0 𝑅

(21)

From the isentropic flow relations, an expression for temperature can be formulated.

−1
𝑇
𝛾−1
2
= (1 + (
)𝑀 )
𝑇0
2

(22)

Finally, substituting equation (22) into equation (21) gives

𝛾+1

−
2(𝛾−1)
𝛾
𝛾−1
2
√
𝑚̇ =
𝑀 (1 + (
)𝑀 )
2
√𝑇0 𝑅

𝐴𝑃0
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(23)

Mass flow rate through the sonic nozzles is at a maximum when the Mach number at the nozzle’s
throat is unity. Therefore, when the flow is choked the mass flow rate becomes

𝛾+1

𝛾 𝛾 + 1 −2(𝛾−1)
√ (
𝑚̇ =
)
2
√𝑇0 𝑅
𝐴𝑃0

(24)

The equivalence ratio is a parameter used to determine whether the reactant mixture is rich, lean or
stoichiometric and is given as

𝜑=

(𝐹 ⁄𝐴)
(𝐹 ⁄𝐴)𝑠𝑡𝑜𝑖𝑐

(25)

Where (𝐹 ⁄𝐴) is defined by

𝑚𝑓𝑢𝑒𝑙
(𝐹 ⁄𝐴) = (
)
𝑚𝑜𝑥𝑖𝑑𝑖𝑧𝑒𝑟

(26)

Uncertainty Considerations

The uncertainties for the wave properties and experimental parameters are computed using the
methodology outlined by Lightfoot [177]. The steps consist of first calculating the individual uncertainties
of the choke area, critical flow factor, discharge coefficient, pressure and temperature. The uncertainties
are then plugged into the following equation
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𝑢(𝑚̇𝑜𝑥 ) = 𝑚̇𝑜𝑥 √

𝑢2 (𝐴𝑠𝑛 )
𝐴𝑠𝑛

2

+

𝑢2 (𝐶𝐷 )
𝐶𝐷

2

+

𝑢2 (𝐶𝐹𝐹 )
𝐶𝐹𝐹

2

+

𝑢2 (𝑃) 𝑢2 (𝑅) 𝑢2 (𝑇)
+
+
𝑃2
4𝑅 2
𝑇2

(27)

Where the mass flow rate is

𝑚̇𝑜𝑥 =

𝐴𝑠𝑛 𝐶𝐷 𝐶𝐹𝐹 𝑃
√𝑅𝑇

(28)

The uncertainties for the choke area and the gas constant are negligible causing the two terms
involving them in equation 27 to be ignored. The discharge coefficient uncertainty was found from flow
tests of sonic nozzles and are around 0.002. The critical flow factor values are computed for a range of
temperatures and pressures and are acquired from a data table constructed using REFPROP. The
temperature and pressure are incremented by 1 K and 1 psi respectively. In order to obtain a specific critical
flow factor value, pressure and temperature values are rounded to the nearest psi and K respectively where
the value from the table can then be extracted. In order to compute the uncertainty of the critical flow factor
and accounting for the maximum error occurring the pressure and temperature increments and rounding, a
summed quadrature of the combined critical flow factor differences was performed. Depending on the
working fluid used, the critical flow factor uncertainties varied between 0.005% to 0.01%. The uncertainty
for the temperature was directly taken from the manufacturer (Omega) for their type-T thermocouples as 1
K. Computing the uncertainty for pressure readings involve solving the following equations
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𝑢(𝑃) = √𝐶1 2 𝑢2 (𝑉) + 𝑉 2 𝑢2 (𝐶1 ) + 𝑢2 (𝐶0 ) + 𝑢2 (𝑃𝑎𝑡𝑚 ) + 2𝑉𝑐𝑜𝑣 (𝐶0 , 𝐶1 )

(29)

𝑃𝑠𝑢𝑝𝑝𝑙𝑦 = 𝑃𝑎𝑡𝑚 + 𝐶1 𝑉 + 𝐶0

(30)

And

Here, the coefficients 𝐶1 and 𝐶0 are acquired from Omega calibration sheets for the pressure transducers
and are 601.49 and 0.008 respectively. The uncertainties for 𝐶1 and 𝐶0 are also given to be 1.49 and 4.8
respectively. The last term in equation 29 is negligible and is therefore ignored. The pressure transducer
voltages and voltage uncertainty were acquired from the Data Acquisition system (DAQ) and its resolution
resulting in a voltage uncertainty of 1mV. Finally, the uncertainty for the atmospheric pressure was taken
from a Dwyer absolute pressure transducer and is 0.25% of the atmospheric pressure or 0.0367 psi. The
measured wave speed uncertainty and operational frequency uncertainty for a sampling frequency 150000
Hz and 1000 frames interval are 7.5 m/s and 75 Hz respectively. Transient tests were performed using 2000
frame intervals which are overlapped by 50%.
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IV.

RESULTS AND DISCUSSION

Now that the experimental setup and analytic tools have been discussed, this chapter presents the results
obtained from tests. The detonation wave instantaneous properties during steady state operation are first
investigated and a discussion on how these properties are extracted is then provided. Next, the major
operational modes in RDREs are treated. Finally, the chapter will conclude with a discussion on mode
transition instabilities found in RDEs. Figure 31 summarizes the outline of this chapter.

Figure 31. Results and Discussion Outline
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Instantaneous Wave Properties

Steady State Study

Completing the process described above, a signal concerning the instantaneous speeds of the
detonation waves can be retrieved and is shown in Figure 32. Figure 32 a) displays the signals of the wave
speeds and their average over a considerable portion of time. It can be seen that the wave speeds oscillate
around a certain value throughout the test run. This value is the modal wave speed that the RDRE is
operating on given a particular mass flow and equivalence ratio. Moreover, this is the value computed using
the back-end imaging method. Of interest, the waves are seen to greatly fluctuate reaching speed of around
3000 m/s and 900 m/s for the high and low ends respectively. Figure 32 b) shows a close up view of the
signals and it is interesting to note that in general, when a wave reaches a peak speed the other wave speed
is found to be in a minimum. The question now is whether these peaks are an occurrence due to the transient
nature of the system or they are caused by other sources. The same signals are then plotted with respect to
the azimuthal position around the annulus and displayed in Figure 32 c). Here the wave speed peaks are
seen to coincide suggesting that these occur at specific azimuthal locations around the annulus.
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a)

b)

c)
Figure 32. Instantaneous Two-Wave Speed a) Portion of Signal with Mean Speed, b) Signal Closeup as
a Function of Time and c) Signal Closeup as a Function of Azimuthal Position
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The oscillations and the peak velocity locations are further investigated by studying how the
detonation wave’s peak intensity behaves. It is assumed here that pixel intensity correlates to the
combustion process where higher intensities correspond to higher heat release [15] and detonation heights.
The results of the study of wave peak intensities are displayed in Figure 33. As can be seen from Figure 33
a), the oscillatory behavior where the maximum value for one wave corresponds to the minimum of the
other waver is much more distinct. It is also interesting to note that the cyclic behavior of the signal is much
more defined here. Figure 33 b) shows the wave peak intensities plotted as a function of azimuthal position.
It can be seen here that the signals overlap nicely where the maximums and the minimums happen around
the same location in the annulus. As higher detonation experience faster speeds and higher heat release as
seen in [7], and with the assumption made above about the wave high and intensity being correlated, it can
be deduced from Figure 33 a) and b) that in a mode locked regime the height of the detonations are
constantly oscillating. The highest detonation will accelerate and travel faster than the shorter one. As the
faster detonation covers more distance the slower one will now have more reactants to consume in front of
it and its height become taller and so on. In order to observe this effect, Figure 33 c) shows the wave peak
intensities with the wave speed for one wave plotted together as a function of azimuthal position. It can be
seen here that the detonation wave starts to accelerate right after a maximum peak intensity occurs.
Moreover, the detonation speed is seen to reach a maximum as it nears the other side of the annulus where
the peak intensity is a minimum. However, as the wave traverses that point the detonation is seen to
decelerate until it reaches the next point.
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a)

b)

c)
Figure 33. Instantaneous Two-Wave Intensity Peaks a) as a Function of Time, b) as a function of
azimuthal position and c) Comparison Between Wave Speed and Intensity
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Instantaneous speeds for a three-wave mode were computed and the signals are plotted in Figure
34 a). As previously seen with the two-wave case, the wave speeds exhibit cyclic behavior and oscillate
around the modal speed of 1396 m/s. Moreover, the wave speeds do fluctuate within the same range as that
found in Figure 32 a). Figure 34 b) shows a close up view of the signals where it can be observed that the
pattern is different from that seen for a two-wave case where the waves were 180° out of phase and followed
a back-and-forth sequence. Now the waves are seen to be 120° out of phase where the waves reach
maximum and minimum speeds in successively. Plotting the signals as a function of the azimuthal position,
Figure 34 c), shows that the waves’ speeds overlap and are dependent on their location azimuthally. This
behavior was also observed for the two-wave case in Figure 32 c).
The instantaneous wave peak intensities for the three-wave mode are displayed in Figure 35. Figure
35 a) shows the temporal variation of the peak pixel intensities. The 120° out of phase sequence can be
observed clearly in this figure. When plotting the wave peak intensities as a function of the azimuthal
position, Figure 35 b), the signals overlap indicating the importance of the azimuthal location on wave
dynamics.
Through observations of the cyclic patterns exhibited by the cases discussed above, the out
of phase sequencing behavior with other wave numbers can be predicted by

2𝜋
𝑛

in radians where n is the

number of waves. It is interesting to note from the results discussed above that as the wave number
increases, the overall fluctuations are contained within a smaller range. Comparing Figure 31 a) and Figure
33 a), on average the wave speeds range from 900 m/s to 3000 m/s and 1000 m/s to 2000 m/s respectively.
This attenuation can also be observed through the larger periods and smaller amplitudes of the peak
intensities in Figure 34 compared with those in Figure 32.
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a)

b)

c)
Figure 34. Instantaneous Three-Wave Speed a) Portion of Signal with Mean Speed, b) Signal Closeup
as a Function of Time and c) Signal Closeup as a Function of Azimuthal Position
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a)

b)
Figure 35. Instantaneous Three-Wave Intensity Peaks a) as a Function of Time and b) as a Function of
Azimuthal Position

Oscillations in RDREs and Air-Breathing RDEs

RDRE results are shown first in Figure 36 below. Figures 36a and 36b show the instantaneous speeds
of two detonation waves as a function of time and azimuthal position respectively. A cyclic behavior can
be seen in Figure 36a where the wave speeds are alternating. However, when the detonation wave speeds
are plotted against the RDRE’s azimuthal position the plots are seen to overlap. This shows the dependence
of the wave dynamics on the location around the annulus. The instantaneous peak intensity traces in Figures
36c and 36d show a more pronounced dependence.
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a)

b)

c)

d)

Figure 36. RDRE Instantaneous Properties a) Wave Speed as a Function of Time, b) Wave Speed as a
Function of Azimuthal Position, c) Intensity as a Function of Time and d) Intensity as a Function of
Azimuthal Position.

Air-breathing RDE instantaneous results are shown in Figure 37 below. Figures 37a and 37b show the
instantaneous speeds of two detonation waves as a function of time and azimuthal position respectively.
Here, the cyclic and alternating behaviors are not as distinct as seen in the RDRE probably due to the lower
image sampling rate chosen for the air-breathing RDE. However, Figure 37b show a clear overlap of the
plots indicating that wave speed is strongly dependent on the azimuthal position. The peak intensity plots
for both waves given in Figures 37c and 37d confirms this dependence and the cyclic behavior seen in
RDREs.
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a)

b)

c)

d)

Figure 37. Air-Breathing RDE Instantaneous Properties a) Wave Speed as a Function of Time, b) Wave
Speed as a Function of Azimuthal Position, c) Intensity as a Function of Time and d) Intensity as a
Function of Azimuthal Position.

In an attempt to understanding the cause of the detonation wave instability witnessed in both engines,
locations of a few points where the maximum and minimum intensities where acquired. The minimum and
maximum intensities around the RDRE’s annulus were found to be approximately at 1 rad and 4 rad
respectively. Moreover, the minimum and maximum intensities around the air-breathing RDE’s annulus
were found to be approximately at 5 rad and 3 rad respectively. An interesting observation shows that the
detonation wave minimum intensity occurs around the pre-detonation tube location. More thorough
investigation in the effect of the pre-detonation tube might have on the operating condition of the rotating
detonation engine needs to be done.
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a)

b)

Figure 38. Maximum and Minimum Intensity Locations in a) RDRE and b) Air-Breathing RDE.

The peaks and troughs of the maximum intensities were documented for an air-breathing RDE and
RDRE. The air breathing RDE has a different injection scheme where the air/oxidizer is fed through a
continuous slot 90° to the fuel injectors. Furthermore, the pre-detonator is introduced at different locations
for both setups, see Figure 38. For both configurations, the peaks and troughs were seen to occur roughly
opposite to each other and around the same location. It is interesting to note that the throughs happen around
the pre-detonator where the wave is seen to weaken in intensity. This happens at approximately 1 rad and
5 rad for the RDRE and air-breathing RDE respectively. The pre-detonator can then be the cause of this
oscillation where the sudden expansion experienced by the wave as it passes near the hole causes it to
weaken and decelerate.
The proposed method is intended to be used in conjunction with images captured inside the RDE
at a particular point in the annulus. Although these images contain valuable information about the structure
of the waves such as their height, they do not contain information about their speed. In addition, information
provided by the back-end imaging method are averaged properties and do not reflect the instantaneous
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properties of the waves as seen from the results in this paper. Thus, the proposed method is capable of
providing the spatial and temporal instantaneous information matching the structure of the wave. This
investigation will help understand fundamental physics of RDE operations. However, this method in its
current form has limitations as it cannot resolve instantaneous wave properties when counter-propagation
is present. This limitation might be overcome via modifications of the algorithm.
Obtaining instantaneous wave properties via detonation surfaces involves finding the detonation
surface first which has computational cost. With hundreds of tests performed and millions of images, the
application of such method is computationally limited. The proposed method generates results in a fraction
of the time making the extraction of instantaneous properties for large amount of data a possibility.

Transient Wave Study

Three Periods of Testing with Different Timings

Transient analysis was performed on a one second of a complete test over around a hundred tests.
These tests were taken over three time periods and constitutes different time configurations. The first gas
to flow is oxygen followed by methane where pressure is then allowed to stabilize. The pre-detonator is
then activated in order to start the hot flow after which the fuel flow is shut off followed by the oxygen.
Figure 39 below displays the variation of mass flow rate during a typical test for the three different periods
where the oxygen and fuel flow start and end are clearly highlighted. Furthermore, the analysed test portion
is highlighted in red where the transient analysis starts at 2.6s and ends at 3.6s. This portion was held
constant for all tests across all three periods.
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Figure 39. Mass Flow Rate Profiles for the Three Test Periods (Complete Test)

As can be seen in Figure 39, the length of the test was extended as the period went on. The analysed
portion in period 1 include a steady portion of the test and the entirety of the closing of the flow. As will be
shown, detonation waves will exhibit counter rotating behavior during this event and gives insight into
instabilities observed in the engine such as mode transitions. The second period encompasses more of the
steady portion of the test and contains only the fuel flow end part. Finally, the third period is concerned
only with the steady portion of the test.
A closeup of the analysed test portion highlighted in red is shown in Figure 40 below for both
mass flow rate and equivalence ratio. It is interesting to note how the equivalence ratio varies in period one
as the oxidizer and fuel valve are shut. As the oxygen line is shut, the equivalence ratio increases and the
mixture becomes fuel rich.
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Figure 40. Mass Flow Rate and Equivalence Ratio Profiles for the Three Test Periods During the
Analysed Test Portion

Wave Properties Results

Results for transient analysis were acquired for each period and trends were built in order to extract
information on rotating detonation wave dynamics. Each test was analysed where a wave’s history of speed,
operational frequency and wave number were recorded and plotted. Moreover, unique speeds and
operational frequencies for a given test were isolated and plotted. Furthermore, plots showing how wave
speed varies with mass flow rate and equivalence ratio were done. As this work was performed on all tests,
then the culmination of those results provided trends on how mode regimes compared to each other. Finally,
this also resulted in the construction of operational maps of the engine. Figures 41 to 43 below are typical
results obtained from a test. Single mode for the first period. Figures 44 to 53 below display the wave speed
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and operational frequency extents of every observed mode. It is interesting to note that wave orientation
around the annulus does not affect wave speed.

a)

b)

c)
Figure 41. Typical Transient Test Wave Dynamics Results a) Wave Speed, b) Operation Frequency
and c) Wave Number as a function of time.
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a)

b)
Figure 42. Typical Transient Test Unique a) Wave Speeds, b) Operation Frequencies.
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a)

b)

c)
Figure 43. Typical Transient Test Wave Dynamics Results a) Mass Flow Rate and Equivalence Ratio
as a Function of Time, b) Wave Speed as a Function of Mass Flow Rate and c) Wave Speed as a
Function of Equivalence Ratio.
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a)

b)
Figure 44. Mode Speeds for Single Mode for the First Period a) Wave Speed Ranges and b) Boxplots
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a)

b)
Figure 45. Operational Frequency for Single Mode for the First Period a) Operational Frequency
Ranges and b) Boxplots
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a)

b)
Figure 46. Mode Speeds for Single Mode for the Second Period a) Wave Speed Ranges and b)
Boxplots
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a)

b)
Figure 47. Operational Frequency for Single Mode for the Second Period a) Operational Frequency
Ranges and b) Boxplots
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a)

b)
Figure 48. Mode Speeds for Single Mode for the Third Period a) Wave Speed Ranges and b) Boxplots
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a)

b)
Figure 49. Operational Frequency for Single Mode for the Third Period a) Operational Frequency
Ranges and b) Boxplots
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a)

b)
Figure 50. Wave Speed Comparison of Wave Orientation in Counter Propagating Modes for the First
Period a) Wave Speed Ranges and b) Boxplots
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a)

b)
Figure 51. Operational Frequency Comparison of Wave Orientation in Counter Propagating Modes for
the First Period a) Operational Frequency Ranges and b) Boxplots
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a)

b)
Figure 52. Wave Speed Comparison of Wave Orientation in Counter Propagating Modes for the Third
Period a) Wave Speed Ranges and b) Boxplots
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a)

b)
Figure 53. Operational Frequency Comparison of Wave Orientation in Counter Propagating Modes for
the Third Period a) Operational Frequency Ranges and b) Boxplots
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Engine Operational Maps

Detonation wave speeds for each test were plotted against both the corresponding mass flow rate
and equivalence ratio. The results were then culminated to form the operational maps seen in Figures 54
and 55. The maps clearly displays where the various wave modes resides and what conditions are needed
to get a particular mode for a methane and oxygen mixture. Furthermore, it is interesting to note the clear
delineation between the different modes.
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Figure 54. Detonation Wave Speed as Mass Flow Rate Varies
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Figure 55. Detonation Wave Speed as Equivalence Ratio Varies
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Mode Transition

Nomenclature

In order to extract wave characteristics from a successful RDE test, laboratories across the world
have use various methods. A well-known method consists of capturing highspeed images of the RDE’s
back-end and running them through an algorithm in a computer where the wave dynamics are resolved such
as the operational frequency of the engine and the detonation wave speed. Multiple institutions including
the Propulsion and Energy Research Laboratory (PERL) at the University of Central Florida [12]–[16], use
back-end imaging acquired with a high-speed camera in order to extract required values such as the
averaged operational frequency of the engine, the detonation wave speeds and wave orientations. The
method consists of first removing noise from the images in order for the waves to be clearly distinguished.
The images are then discretized into cells where the pixels are integrated to further reduce noise. For each
1000 frames, the top 100 cells exhibiting the most fluctuations are recorded and used to locate the annulus
of the RDE. The next step consists of discretizing the annulus into a polar mesh where the pixels within
each cell are integrated and stored in a matrix and contour plotted into a detonation surface as that shown
in Figure 56a. In order to extract the modal operational frequency, wave number and orientations a 2dimensional FFT was performed on the detonation surface and is shown in Figure 56b. The averaged wave
velocity can then by easily computed with the obtained operational frequency and wave speed.
Across the rotating detonation community, the detonation wave mode transition is still a difficult
phenomenon to describe. Not only is the mode transition a sporadic and temperamental occurrence, but of
the few reports on mode transition, the means of conveying what happens during the mode transition is
different between each paper. This makes the understanding of mode transitions unnecessarily complex,
thus limiting the impact of said research. In this research, a simple yet robust nomenclature is presented in
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order to dissect some of the investigated wave mode transitions. It is also the hope that this wave mode
nomenclature can be used across the rotating detonations community, thus providing a shared language that
can unify future detonation wave mode research.
Observations of hundreds of successful tests led to the development of a nomenclature system
capable of encompassing all possible types of mode transitions. The system consists of using two letters
where the first describes the change of wave number that the mode is transitioning into. Therefore, the first
letter can be either A, D or S for Ascending, Descending or Same respectively. The second letter describes
the direction of rotation of the waves in which the mode transitions into and can be either S or O for Same
or Opposite respectively. Then, a mode transition of two waves propagating clockwise into three waves
propagating in the same direction is described by “Type AS” which means that the transition consists of an
ascension in wave number and the wave number is the same. This system results in a total of five types that
can be encountered and have been observed in a RDE excluding the Type SS. Table 5 summarizes the mode
transition classifications with examples.

a)

b)

Figure 56. a) Detonation Surface and b) 2D FFT Surface
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As had been described earlier in this paper, the detonation wave mode simply consists of a set of
detonation wave or waves that are continuously propagating within the combustion channel. The wave
mode can be simplified down to only three parameters: (1) the number of waves, (2) the relative propagation
speeds of the waves, and (3) the direction of wave propagation. Thus, a wave mode is presented in the
following format.

∏ 𝑁(−
)( 𝐶𝑊 )(: )
~ 𝐶𝐶𝑊

(30)

Starting with the terms in this format, (N) denotes the number of propagating waves in a single set
of waves, which altogether would be propagating in the same direction. The next term being the (~ / -)
combination is a selection between the dash - indicating all of the waves in the set are propagating at a
similar speed, varying within 1σ of the average speed over the course of the described wave mode. The
next term being the (CW / CCW) combination indicates the direction of propagation of the set of waves,
being clockwise (CW) and counterclockwise (CCW) respectively when viewing the combustion annulus
from the back-end. Counterclockwise can also be described as the direction of positive curl when aligned
with the axial exhaust direction; clockwise then being the opposite direction. The final term of the format,
being the colon (:) simply signifies a marker separating multiple wave sets that may make up a wave mode.
A wave mode can then be fully described with this simple nomenclature. For example, a RDE operating
with five detonation waves, each propagating at the same speed and in the same counterclockwise direction
can be simply described as a 5-CCW mode. Another example, a RDE operating with two detonation waves
propagating at a similar speed counterclockwise with three detonation waves propagating at varying speeds
in a clockwise direction can altogether be described as a 2-CCW:3~CW mode. Additional examples will
be shown in this research, used to further familiarize this nomenclature and to show the application to realworld experimental detonation data.
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A wave mode transition describes the varying process of the engine changing from one detonation
wave mode to another. This transition will often be used to describe a change from one stable wave mode
to another stable wave mode—a stable wave mode consisting of any number of detonations each
propagating at a similar wave speed and all in the same direction—such as a single N-CW or N-CCW. In
its simplest form, two mode transitions can be described: the ascending wave number transition, N-CW →
(N+1)-CW, and the descending wave number transition, N-CW → (N-1)-CW. Ascending and descending
examples could be a 2-CW → 3-CW and a 2-CCW → 1-CCW transition, respectively. Experimentally,
these transitions are naturally more complex, often also involving a propagation direction transition such
as 2-CW → 3-CCW. So far, these wave mode transitions have been described as 1-step mechanisms;
however, the wave mode transition looks more like 2-CW → … → 3-CW, where there are any number of
intermediate wave modes that the RDE cycles through before completing a transition from one stable wave
mode to another stable wave mode. These intermediate modes are repeatable for a specific wave mode
transition.
Table 5 Mode Transition Classifications
Type

Description

Example

AS

Ascending wave number with the Same orientation

2-CW:3-CW

AO

Ascending wave number with the Opposite orientation

4-CW:5-CCW

DS

Descending wave number with the Same orientation

2-CW:1-CW

DO

Descending wave number with the Opposite orientation

6-CW:5-CCW

SO

Same wave number with the Opposite orientation

2-CW:2-CCW
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Some other commonly seen wave modes that are known by other names in the community are the
slapping and galloping wave modes. These are typically seen in the intermediate wave modes of a transition
and occur in repeated, brief intervals. The slapping mode can be described as a N-CW:N-CCW mode, in
which two sets of waves, equivalent in number, propagate in opposing directions at a similar speed such
that the detonation waves cross in-sync. An example would be a 2-CW:2-CCW mode, which typically
appears during a 2-CW → 2-CCW mode transition. Both sets of two waves would be propagating at the
same relative speed, so their crossings seem as if the waves are simply bouncing back and forth within the
annulus. The galloping mode can be described as a N~CW mode, in which the waves within a set are not
all propagating at the same speed over the time of the mode. The wave speed variation is cyclic such that
one or more waves speeds up at certain times during propagation, only then to slow back down, but never
passing or being passed by another wave. This oscillatory behavior is likened to the steps of a horse’s canter,
hence the name. Other mode transitions will be described in this paper.

Observations of Types

Key observations of the behavior of waves as they are about to transition to another mode have
been made. In agreement with the finding of [9], mode transitions of Type _O exhibit an intermediate period
where the modes coexist in a counter-rotating fashion. The original mode starts as the dominant one while
the other starts weak but gains strengths. Eventually the emerging mode gains enough strength that it
becomes dominant while the original mode weakens and fades away. The detonation surface for a Type SO
mode transition (4-CCW:4-CW) is displayed in Figure 57 below. The slopes of the striations indicate the
direction of propagation of the waves where positive slopes are CCW and negative ones are CW. The
counter-propagation can be seen within the enclosed red oval. It is common to see this intermediate period
to persist for some considerable amount of time. It is believed that Type _O mode transitions are initiated
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due to a flow instability through the injectors affecting jet mixing. It is interesting to note that the
intermediate period does not necessarily result in a mode transition and the emerging mode can fade away.
However, during the intermediate period, the emerging mode is seen to start with the same operational
frequency as that of the original mode when the emerging mode is of higher wave number. This behavior
is not seen when the emerging mode have the same number of waves as the original mode.

Figure 57. Type SO Mode Transition with Counter Propagation

In agreement with past observations, Type DS mode transitions exhibit a galloping wave behavior
where the detonations in the original mode are seen to experience erratic velocity change. As a detonation
gets close to the one in front of it, its fuel supply diminishes and experiences a significant deceleration. The
detonation in front will then have a much higher supply of reactants in front of it and experiences great
acceleration. This behavior continues until a detonation gets too close to the wave in front of it causing it
to slow down enough where it cannot recover before it gets engulfed from the detonation behind it. Type
AS mode transitions observations show that the detonations experience a deceleration and elongates where
a new wave emerges behind one of the main detonations. The authors believe that this wave is initiated
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from an interaction between the complex shock configuration caused by the parent detonation and the fresh
reactants behind it.
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V.

CONCLUSIONS AND FUTURE RECOMMENDATIONS

The use of the k-means algorithm in acquiring instantaneous detonation waves properties was
proven to be successful. The method was validated against a back-end imaging code and was found to be
in excellent agreement. The instantaneous wave speeds were seen to oscillate around an averaged mode
locked value and it was found that in general that a maximum speed for one wave corresponded to a
minimum for the other. Furthermore, the peak intensities of the waves were shown to exhibit this behavior
more distinctly.
The oscillatory behavior of detonation waves found in the RDRE hardware found through the use of a
machine learning method was compared to results found in air-breathing RDEs with a different injector
design. Results showed that air-breathing RDEs exhibited similar but attenuated oscillatory behavior and
the same dependence on azimuthal dependence. Moreover, results showed that the minimum intensities for
both engines occurred around the pre-detonation tube area suggesting its potential influence on the engine’s
operating condition.
The work presented in this paper aims to unify the nomenclature of mode transitions and help
combine all the detonation mode efforts in order to help localize research effort towards more clearly
defined problems. As was discussed, each mode transition is distinguished by different mechanics and
behavior requiring different diagnostic tools and research techniques to analyse. In this investigation, five
possible mode transitions in RDEs have been identified and are Types AS, DS, AO, DO and SO and their
behavior discussed. Also, the counter-propagation wave behavior within an intermediate period for Type
_O mode transition have been discussed.
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APPENDIX: BACK-END IMAGING ANALYSIS CODE VALIDATION
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The back-end imaging code was validated using synthetic data with six intervals where the
wave dynamics were varied. A detonation surface and a 2D Fast Fourier Transform is provided
below for each interval for Figure 58 to 79.
Interval 1

a)

b)

Figure 58. Interval 1 a) Detonation Surface and b) 2D FFT

a)

b)

Figure 59. Interval 1 a) Normalized 2D FFT and b) Non-Normalized 2D FFT
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Interval 2

a)

b)

Figure 60. Interval 2 a) Detonation Surface and b) 2D FFT

a)

b)

Figure 61. Interval 2 a) Normalized 2D FFT and b) Non-Normalized 2D FFT
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Interval 3

a)

b)

Figure 62. Interval 3 a) Detonation Surface and b) 2D FFT

a)

b)

Figure 63. Interval 3 a) Normalized 2D FFT and b) Non-Normalized 2D FFT
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Interval 4

a)

b)

Figure 64. Interval 4 a) Detonation Surface and b) 2D FFT

a)

b)

Figure 65. Interval 4 a) Normalized 2D FFT and b) Non-Normalized 2D FFT
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Interval 5

a)

b)

Figure 66. Interval 5 a) Detonation Surface and b) 2D FFT

a)

b)

Figure 67. Interval 5 a) Normalized 2D FFT and b) Non-Normalized 2D FFT

119

Interval 6

a)

b)

Figure 68. Interval 6 a) Detonation Surface and b) 2D FFT

a)

b)

Figure 69. Interval 6 a) Normalized 2D FFT and b) Non-Normalized 2D FFT
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Figure 70 are the psi plots for each interval showing the number of waves and their intensity
history.
Psi Plots

a)

b)

c)

d)

e)

f)

Figure 70. Psi Plots a) Interval 1, b) Interval 2, c) Interval 3, d) Interval 4, e) Interval 5 and f) Interval 6
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