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ABSTRACT
Research on structure determination and parameter estimation of hierarchical Ar-
chimedean copulas (HACs) has so far mostly focused on the case in which all ap-
pearing Archimedean copulas belong to the same Archimedean family. The present
work addresses this issue and proposes a new approach for estimating HACs that
involve different Archimedean families. It is based on employing goodness-of-fit test
statistics directly into HAC estimation. The approach is summarized in a simple
algorithm, its theoretical justification is given and its applicability is illustrated by
several experiments, which include estimation of HACs involving up to five different
Archimedean families.
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1. Introduction
Copulas, i.e., multivariate distribution functions with standard uniform univariate
margins, establish a connection between general joint distribution functions (d.f.s)
and their univariate margins through Sklar’s Theorem; see [1]. A popular class of cop-
ulas are Archimedean copulas (ACs) [2, p. 109] or their asymmetric generalization,
hierarchical Archimedean copulas (HACs); note that HACs are also called nested Ar-
chimedean copulas, see, e.g., [3, p. 87]. For a motivation addressing the advantages
of hierarchical over exchangeable Archimedean copulas in applications, see, e.g., [4].
HACs are popular due to their flexibility but conveniently limited number of param-
eters. Fast sampling methods have already been proposed for them, see, e.g., [5, 6],
whereas efficient methods for their estimation are still a matter of research, see, e.g., [7–
10], which concern both structure determination and parameter estimation of HACs.
This research is largely restricted to the most commonly used HACs that are con-
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structed by nesting of a single one-parametric family of Archimedean copulas. In what
follows, we call a HAC consisting of ACs of the same family a homogeneous HAC,
otherwise, a heterogeneous HAC. Although the above-mentioned papers briefly men-
tion the possibility of heterogeneous HACs estimation, they are focused mainly on the
case of homogeneous HACs and all reported experiments involve only homogeneous
HACs. From this point of view, estimation of heterogeneous HACs is still an open
task and our work is an attempt that addresses this challenging case in detail. Note
that the generalization of homogeneous HACs to heterogeneous HACs brings several
advantages, such as the possibility of having bivariate margins from different Archime-
dean copula families rather than only having different parameters but belonging to the
same parametric Archimedean family. This is of interest when modeling pairwise tail
dependence, see [11], but also when Archimedean families are restricted in their range
concerning concordance (e.g., the family of Ali-Mikhail-Haq only allows for Kendall’s
tau in [0, 13)).
In this work, we propose a new approach to estimating heterogeneous HACs, which
is based on extending a homogeneous HAC estimation approach by involving goodness-
of-fit test statistics directly into the estimation. Whereas such an extension is rather
simple and straightforward, assuring that a resulting estimate satisfies the sufficient
nesting condition, which guarantees that a proper copula results, is a substantially
more complex problem compared to its counterpart for the homogeneous case. How-
ever, we provide an algorithm in pseudo-code and its theoretical justification repre-
sented by Theorem 6.8, which shows that under weak conditions, the algorithm returns
a function satisfying the sufficient nesting condition. Those weak conditions are ad-
ditionally addressed by Theorems 6.10 and 6.13, which explicitly present two general
scenarios under which the algorithm guarantees to satisfy the sufficient nesting con-
dition. We also show that the proposed extension to the heterogeneous case is not
restricted to a specific homogenous HAC estimation approach and by application to
another homogeneous estimator, we can easily construct an alternative heterogeneous
HAC estimator, i.e., we actually introduce a whole new framework of HAC estimators.
Complementary to this theoretical part, the validity of the proposed approach is
illustrated by experiments on simulated data which involve heterogeneous HAC models
with up to five different parametric families of Archimedean generators. The results of
these experiments confirm that the proposed approach is able to properly determine
the structure and estimate the parameters of a HAC, as well as properly estimating
different parametric families of Archimedean generators of a heterogeneous HAC.
Moreover, this work also contributes to the topic that is frequently called collapsing
of HAC structures, which, informally speaking, serves to turning binary HAC struc-
tures (binary trees), which often result from estimation processes, to non-binary ones,
allowing to access all possible HAC structures. Our contribution it to introduce a novel
approach, which, by contrast to the collapsing approaches proposed, e.g., in [7, 12],
does not force the user to specify any threshold before a collapsing process begins
and lets one to choose an appropriate collapsed HAC after the collapsing process has
been finished. Complementary to this approach, an automated heuristic procedure for
choosing an appropriate collapsed HAC is proposed, which is again not dependent on
any pre-defined threshold. Also, a new re-estimation procedure for re-estimating the
parameters of a collapsed HAC is introduced and compared to the approach proposed
in [12]. All these contributions are then intensively tested and the obtained results are
reported in the experimental part of this work.
This work also addresses a close relationship between an existing HAC structure
estimator and the sufficient nesting condition. We show that this structure estimator
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inherently assures the latter condition, and that such a property is unique among
existing structure estimators. This finding is also theoretically justified by Theorem 6.3,
which shows that by using the considered structure estimator, a proper homogeneous
HAC can be obtained under relatively weak conditions.
As a by-product, two existing approaches for homogeneous HAC estimation are
experimentally compared, showing not only their precision in structure and param-
eter estimation, but also their robustness against misspecification of the underlying
families.
This work is structured as follows. Sections 2 and 3 recall the necessary theoretical
concepts concerning ACs and HACs, respectively. An AC estimator based on the in-
version of Kendall’s tau is recalled in Section 4, and an aggregated goodness-of-fit test
statistic is introduced in Section 5. Section 6 represents the theoretical part of this
work. In Section 6.1, the new approach to collapsing is addressed, in Section 6.2, the
relationship between the existing structure estimator and the sufficient nesting condi-
tion is addressed, in Section 6.3, an existing approach to homogeneous HAC estimation
is recalled and the findings from Section 6.2 are applied to this estimator, which re-
sults in Theorem 6.3. Finally, in Section 6.4, our new approach to heterogeneous HAC
estimation is introduced. The proofs of all theorems and lemmas are presented in Ap-
pendix. Section 7 describes the design and the results of the performed experiments
and Section 8 concludes. Note that a part of the experimental results is included in
an attachment.
2. Archimedean Copulas
To construct ACs in arbitrary dimensions, we need the notion of an Archimedean
generator and of complete monotonicity.
Definition 2.1. An Archimedean generator (shortly, generator) is a continuous, non-
increasing function ψ : [0,+∞]→ [0, 1], which satisfies ψ(0) = 1, ψ(+∞) = limt→+∞
ψ(t) = 0 and which is strictly decreasing on [0, inf{t | ψ(t) = 0}]. We denote the set
of all generators by Ψ. If ψ satisfies (−1)kψ(k)(t) ≥ 0, for all k ∈ N, t ∈ [0,+∞), ψ is
called completely monotonic (c.m.). Note that ψ(k) denotes the k-th derivative of ψ.
Finally, we denote the set of all c.m. generators by Ψ+∞.
Definition 2.2. Any d-dimensional copula (simply d-copula) C is an Archimedean
copula based on a generator ψ ∈ Ψ (we denote it d-AC), if it admits the form
C(u) := Cψ(u) := ψ(ψ
−(u1) + ...+ ψ−(ud)),u ∈ Id, (1)
where ψ− : [0, 1]→ [0,+∞] is defined by ψ−(s) = inf{t | ψ(t) = s}, s ∈ I.
Note that if ψ is strictly decreasing, ψ− is the ordinary inverse.
Remark 1. As can be seen from from their definition, ACs are invariant to permu-
tation of their arguments, e.g., for any 2-AC C, C(u1, u2) = C(u2, u1) for all u ∈ I2.
A condition sufficient for (1) to be a proper copula in arbitrary dimensions is stated
in the following theorem.
Theorem 2.3. [13] If ψ ∈ Ψ+∞, then the function Cψ given by (1) is a copula for all
d ≥ 2.
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Note that in [13], given d > 2, the authors present a condition that is both necessary
and sufficient for Cψ to be a d-copula. In this work, we will however build HACs
only from ACs based on completely monotonic generators. The reason for it, which
is connected to a sufficient condition assuring that a HAC-like function is a proper
copula, is addressed in detail in Section 3.
Assuming complete monotonicity of generators implies that ACs are restricted to
be models for positively dependent random vectors only, in other words, the pairwise
rank correlations of such ACs are non-negative. This follows from the fact that if a
generator ψ ∈ Ψ is c.m., then, according to [14, p. 167], ψ is logarithmically convex.
Thus − lnψ is concave. Defining ψΠ(t) = exp(−t) and considering that CψΠ is the
independence copula, it follows from Theorem 2.3.1 in [15] that ψ−1Π ◦ψ is subadditive,
which in turn implies that Cψ(u) ≥ CψΠ(u) for all u ∈ Id, and thus that pairwise rank
correlations are non-negative; see Remark 2.3.2 in [15].
In practice, one often works with families of generators (families of ACs). E.g., in
[2, p. 116], the reader can find 22 c.m. families parametrized by a real parameter.
Generally, a one-parametric family of generators can be represented by a bivariate
function ΨΘ, Θ ⊆ R such that for all θ ∈ Θ the function ΨΘ(·, θ) is the generator from
the considered family with the parameter θ. This idea is formalized in the following
definition.
Definition 2.4. Let Θ ⊆ R. If ΨΘ : [0,+∞]×Θ→ I is such that
∀θ ∈ Θ, ΨΘ(·, θ) ∈ Ψ+∞, (2)
then ΨΘ is called parametric family of Archimedean generators, and Θ is called its
parameter range. In order to formalize the relationship describing whether or not a
given generator is from a given parametric family, we define a relationship (denoted
∈¯) between a generator ψ ∈ Ψ+∞ and a parametric family of Archimedean generators
ΨΘ given by
ψ ∈¯ ΨΘ ⇔ ∃θ ∈ Θ,∀t ∈ [0,+∞], ψ(t) = ΨΘ(t, θ). (3)
Note that ΨΘ is a bivariate function, hence the term ψ ∈ ΨΘ cannot be used.
As we will work with several parametric families of Archimedean generators at the
same time, we denote each of these families by Ψ(a,Θa), where a is a unique label (that
will be called family label) corresponding to the parametric family of Archimedean
generators ΨΘa , Θa ⊆ R. Completely monotonic parametric families of Archimedean
generators (shortly, families) we use in our work include Ali-Mikhail-Haq (a = A) and
Clayton (a = C); see Table 1. In connection with this fact, we denote Fall = {A, C, 12,
14, 19, 20}, where the numbers corresponds to the numbers of AC families presented
in [2, p. 116]. The density functions of ACs Cψ(a,θ) , a ∈ {A, C, 20} such that Kendall’s
tau equals 0.25 are depicted in Figure 1, and the density functions for a ∈ {C, 12,
14, 19 20} such that Kendall’s tau equals 0.5 are depicted in Figure 2. These density
functions illustrate that such ACs differ particularly in the tails. Note that dependence
models which can capture tail dependence are of interest particularly in finance, see,
e.g., [16].
Remark 2. If ψ ∈¯ Ψ(a,Θa), then ψ is uniquely given by the pair of the label a and
the parameter θ ∈ Θa, hence, we denote the generator ψ by ψ(a,θ).
As we work with c.m. generators only, the parameter ranges in Table 1 are hence
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Figure 1. The density functions of 2-ACs belonging to the Ali-Mikhail-Haq family, the Clayton family and
the family labeled 20. All depicted densities correspond to Kendall’s tau = 0.25.
Table 1. Completely monotonic (c.m.) parametric families of Archimedean generators (taken over from [2,
p. 116]). The table contains the family labels (a), the corresponding parameter ranges Θa ⊂ [0,+∞), the
explicit forms of ψ(a,θ) ∈¯ Ψ(a,Θ), the sufficient nesting conditions, see Table 1 in [5], where the sufficient nesting
condition involves two generators ψ(a,θ1), ψ(a,θ2) ∈¯ Ψ(a,Θa) and the set Ψ˜2+∞ is given by (8), and the lower and
upper tail-dependence coefficients Λl(θ) = limt↓0 Cψ(a,θ) (t, t)/t and Λu(θ) = limt↓0(1−2t+Cψ(a,θ) (t, t))/(1−t),
respectively, where Cψ(a,θ) is a 2-AC, see Section 1.7.4 in [15].
a Θa ψ
(a,θ)(t) (ψ(a,θ1), ψ(a,θ2)) ∈ Ψ˜2+∞ Λl Λu
A [0, 1) (1− θ)/(et − θ) θ1 ≤ θ2 0 0
C (0,+∞) (1 + t)−1/θ θ1 ≤ θ2 2−1/θ 0
12 [1,+∞) (1 + t1/θ)−1 θ1 ≤ θ2 2−1/θ 2− 2−1/θ
14 [1,+∞) (1 + t1/θ)−θ unknown 1/2 2− 2−1/θ
19 (0,+∞) θ/ln (t+ eθ) θ1 ≤ θ2 1 0
20 (0,+∞) ln−1/θ(t+ e) θ1 ≤ θ2 1 0
restricted to the values for which the corresponding ACs are models for a positively
dependent random vector. This means that, e.g., for a Clayton generator ψ(C,θ) with
θ ∈ [−1, 0), although the function Cψ(C,θ) is a copula for d = 2, we do not consider
such a generator in this work, which is described later in Section 3. Note that this
restriction can often be (but not always) solved by appropriately transforming selected
input variables (through sign changes, for example) and using the fact that, if X and
Y are continuous random variables and τX,Y denotes the value of Kendall’s tau for
the random vector (X,Y ), then τ−X,Y = τX,−Y = −τX,Y . For more details on this
approach allowing to model negatively dependent random vectors by HACs based on
c.m. generators, see, e.g., the inverting procedure described in Algorithm 4 in [10].
3. Hierarchical Archimedean Copulas
A d-copula C is called hierarchical Archimedean (HAC) if it is an AC with arguments
possibly replaced by other HACs [5]; also, see, e.g., [6, 7, 10]. In the last two articles,
which address homogenous HAC estimation, the authors use, apart from the HAC
definition, various auxiliary concepts addressing necessary properties of HAC struc-
tures, e.g., the HAC structures representation through sequences of reordered indices
grouped through parentheses. In this work, we extend those articles to heterogeneous
HACs. This inevitably involves more notation and we consider introducing it directly
in the HAC definition more transparent than introducing it as auxiliary concepts later.
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Figure 2. The density functions of 2-ACs belonging to the Clayton family and the families labeled 12, 14,
19 and 20, respectively. All depicted densities correspond to Kendall’s tau = 0.5.
Hence, we propose a definition of HACs, which is a slight modification of the one orig-
inally proposed in [17], and we explicitly refer to the tree structure through concepts
from graph theory. This is mainly motivated by the fact that these concepts will be
needed both in the construction of the algorithm for heterogeneous HACs estimation
presented in Section 6 and in its theoretical justification represented by Theorem 6.8.
In order to get familiar with this alternative HAC definition, we first illustrate
it in an example. Consider a HAC Cψ1,ψ2(u1, u2, u3) = Cψ1(u1, Cψ2(u2, u3)) for two
generators ψ1, ψ2 ∈ Ψ+∞; its tree structure is depicted in Figure 3(a). In the lan-
guage of graph theory, an undirected tree is a pair (V, E), where V is a set of nodes
{1, ...,m}, m ∈ N and E is a set of pairs of different nodes from V. For the representa-
tion depicted in Figure 3(a), we can derive a tree with the same structure such as the
one depicted in Figure 3(b) just by assigning different numbers to all of its nodes. For
this tree, we have V = {1, ..., 5} and E = {{1, 5}, {2, 4}, {3, 4}, {4, 5}}. As we can ob-
serve, not all nodes correspond to the same objects. More precisely, the leaves {1, 2, 3}
correspond to the variables, whereas the non-leaf nodes {4, 5} (we will call them forks)
correspond to the ACs (uniquely determined by the corresponding generators) nested
in Cψ1,ψ2 . As each fork corresponds to a generator, we represent this relationship us-
ing a labeling denoted λ, which maps the forks to corresponding generators. In our
example, it would be λ(4) = ψ2 and λ(5) = ψ1. Using this notation, Cψ2(u2, u3) turns
into Cλ(4)(u2, u3) and Cψ1(u1, Cψ2(u2, u3)) into Cλ(5)(u1, Cλ(4)(u2, u3)).
Finally, having the structure and the involved generators encoded in (V, E) and
λ, respectively, we can for a given u = (u1, u2, u3) ∈ I3, explicitly express the value
Cψ1,ψ2(u1, u2, u3), which we assign to the node 5 using the values assigned to its chil-
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Figure 3. (a) A tree-like representation of a 3-HAC given by Cψ1,ψ2 (u1, u2, u3) = Cψ1 (u1, Cψ2 (u2, u3)). (b)
A binary tree (V, E), V = {1, ..., 5}, E = {{1, 5}, {2, 4}, {3, 4}, {4, 5}} corresponding to the structure of the
3-FNAC C(V,E,λ). (c) Our representation of a {a4, a5}-heterogeneous 3-FNAC C(V,E,λ) with λ(4) = ψ(a4,θ4)
and λ(5) = ψ(a5,θ5) and the structure (V, E) corresponding to the left of this figure.
dren. These values are defined by xui = ui for i ∈ {1, ..., 3} for the variables, and,
for the generators (or forks), going from the bottom to the top of the structure,
xu4 = Cλ(4)(x
u
2 , x
u
3 ) and x
u
5 = Cλ(5)(x
u
1 , x
u
4 ). Clearly, x
u
5 = Cψ1,ψ2(u1, u2, u3). Now con-
sider that {2, 3} are the children of the node 4 and {1, 4} are the children of the node 5.
Using this notation, the (inner) copula values, (V, E) and λ are glued together through
x4 = Cλ(4)(@{2,3}) and x5 = Cλ(5)(@{1,4}), where @{i,j} = (xi, xj). For clarity, also
note that, e.g., node 2 (or node 3) is not a child of the node 5.
Definition 3.1. Let d, k ∈ N, d ≥ 2, k ∈ {1, ..., d − 1}, (V, E) be a labeled tree
with nodes V = {1, ..., d+ k}, edges E ⊂ V × V and rooted in the node d+ k. Let the
nodes {1, ..., d} be the leaves of (V, E) and the nodes {d+ 1, ..., d + k}, which will be
called forks, have at least two children each. In connection with (V, E), the following
notation will be used:
• For v ∈ V, denote by ∧(v) the set of children of v; thus the cardinality of ∧(v)
fulfills #∧ (v) ≥ 2 for v ∈ {d+ 1, ..., d+ k}, i.e., v being a fork, and #∧ (v) = 0
for v ∈ {1, ..., d}, i.e., for v being a leaf.
• For S ⊂ V and @u ∈ Id+k, the simplified notation
@S = (xv1 , ..., xv#S), where S = {v1, ..., v#S}, (4)
will be used with a further simplification @v = @{v} for v ∈ V.
Finally, let λ : {d+1, ..., d+k} → Ψ+∞ be a labeling of forks with c.m. Archimedean
generators such that for each u ∈ Id, there exists @u ∈ Id+k with the following two
properties:
(i) ∀v ∈ {d+ 1, ..., d+ k}, @uv = Cλ(v)(@u∧(v));
(ii) ∀v ∈ {1, ..., d}, @uv = uv.
Then:
a) if the function C(V,E,λ) : Id → I, defined
∀u ∈ Id, C(V,E,λ)(u) = @ud+k, (5)
is a d-copula, it is called hierarchical Archimedean d-copula (d-HAC) with the (tree)
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structure (V, E) and the labeling λ;
b) if (V, E) is binary, then C(V,E,λ) is called binary ;
c) given a finite set of family labels F = {a1, ..., a#F} such that Ψ(ai,Θai ) is a para-
metric family of Archimedean generators for all i ∈ {1, ...,#F}, if (V, E , λ) fulfill
∀v ∈ {d+ 1, ..., d+ k}, ∃iv ∈ {1, ...,#F}, λ(v) ∈¯ Ψ(aiv ,Θiv ), (6)
then C(V,E,λ) is called F−parametric;
d) given that C(V,E,λ) is F−parametric, if (V, E , λ) fulfill
∃i ∈ {1, ...,#F}, ∀v ∈ {d+ 1, ..., d+ k}, λ(v) ∈¯ Ψ(ai,Θai ), (7)
then C(V,E,λ) is called ai-homogeneous, otherwise, C(V,E,λ) is called F-heterogeneous.
Remark 3. 1) If C(V,E,λ) is a binary d-HAC then the number of forks in the structure
(V, E) (denoted by k in Definition 3.1) is d− 1. 2) An F-parametric C(V,E,λ) is a HAC
with generators from the families in F . A heterogeneous HAC involves generators from
different families, whereas a homogenous HAC from a single family. 3) The vector
variable @u is used only for clarity and notational convenience and is not used in the
algorithms below.
Remark 4. In the rest of our work, especially in Section 6.4.2, given a set F ⊆ Fall
and an F-parametric function C(V,E,λ), we use the convention that λ(i) = ψ(ai,θi),
where ai ∈ F , θi ∈ Θai , i = d+ 1, ..., d+ k, unless stated otherwise.
If a function C(V,E,λ) is F-parametric, we use a graphical representation following
from Remark 4 that uniquely determines it. Given two family labels {a4, a5} ⊂ Fall,
an example of a {a4, a5}-heterogeneous trivariate function C(V,E,λ) is depicted in
Figure 3(c). Clearly, its structure (V, E) is the one depicted in Figure 3(b), and the
convention stated in Remark 4, i.e., λ(4) = ψ(a4,θ4) and λ(5) = ψ(a5,θ5), is used.
As in the case of ACs, we can ask for necessary and sufficient conditions for the
function given by (5) to be a proper copula. As has already been mentioned before,
such a condition is not known. However, several sufficient conditions are known. An
early one has been proposed in [18], see Theorem 4.4 therein, which is proven for a
subclass of HACs called fully nested Archimedean copulas. Its generalization to all
HACs, which has been proposed in [19], is recalled in the following theorem.
Theorem 3.2. [19] Let (V, E) and λ be the tree and the mapping from Definition 3.1,
respectively. Define
Ψ˜2+∞ = {(ψ1, ψ2) | (ψ1, ψ2) ∈ Ψ+∞ ×Ψ+∞ & (ψ−11 ◦ ψ2)′ is c.m.} (8)
and let λ fulfills
∀v ∈ {d+ 1, ..., d+ k}, ∀v˜ ∈ ∧(v) ∩ {d+ 1, ..., d+ k}, (λ(v), λ(v˜)) ∈ Ψ˜2+∞, (9)
Then C(V,E,λ) is a copula.
Another, weaker sufficient condition has appeared recently in [20]. In this condition,
neither λ(v) nor λ(v˜) nor (λ(v)−1 ◦ λ(v˜))′ are required to be c.m., but it is sufficient
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Table 2. All family combinations of the completely monotone generators of [2, pp. 116–119], which result in
proper HACs according to the sufficient nesting condition given by (9). Taken over from [15], see Theorem 4.3.2
therein. The table contains the family labels (introduced in Section 2) in a parent-child family combination
(a1, a2) with the corresponding parameter ranges Θa1 and Θa2 . The last column contains the sufficient nesting
conditions in terms of the parameters of two generators ψ(a1,θ1) ∈¯ Ψ(a1,Θa1 ), ψ(a2,θ2) ∈¯ Ψ(a2,Θa2 ).
(a1, a2) Θa1 Θa2 (ψ
(a1,θ1), ψ(a2,θ2)) ∈ Ψ˜2+∞
(A, C) [0, 1) (0,+∞) θ2 ∈ [1,+∞)
(A, 19) [0, 1) (0,+∞) any θ1, θ2
(A, 20) [0, 1) (0,+∞) θ2 ∈ [1,+∞)
(C, 12) (0,+∞) [1,+∞) θ1 ∈ (0, 1]
(C, 14) (0,+∞) [1,+∞) θ1θ2 ∈ (0, 1]
(C, 19) (0,+∞) (0,+∞) θ1 ∈ (0, 1]
(C, 20) (0,+∞) (0,+∞) θ1 ≤ θ2
that these three functions are d-monotone or ‘less than’ d-monotone, where d < +∞,
see [20] for details. Relaxing the requirement of the complete monotonicity allows to
construct more HACs then under (9), e.g., [20] provides 151 new 5-HACs in Example
2.4. However, even if the article addresses parametric families of generators in that
example, no simplification of the proposed condition in terms of the parameters of
the generators similar to, e.g., the fourth column in Table 2, is provided. Without
it, d-monotonicity has to be directly checked for each pair of parent-child generators,
which makes the estimation process at least challenging, especially in high dimensions
and under consideration that the condition, by contrary to the complete monotonic-
ity, depends on d. Also, no efficient sampling strategies, similar to the ones proposed,
e.g., in [5, 6], are known. Without these tools at hand, performing estimation exper-
iments seems to be at least an intricate task. Due to these reasons, we restrict to
HACs satisfying the condition (9), which will be called the sufficient nesting condition
(s.n.c.).
Observing the s.n.c.s in Table 1, we can see that, for an a-homogeneous function
C(V,E,λ), (9) simplifies to
∀v ∈ {d+ 1, ..., d+ k}, ∀v˜ ∈ ∧(v) ∩ {d+ 1, ..., d+ k}, θv ≤ θv˜, (10)
for all a ∈ Fall\{14}. Assuming an F-heterogeneous C(V,E,λ), where F ⊆ Fall, such
a simplification of (9) is not possible as the s.n.c.s vary depending on the family
combination (av, av˜) of a particular pair (λ(v), λ(v˜)), which can be seen from the last
column in Table 2. Table 2 lists all family combinations of the completely monotone
generators of [2, pp. 116–119], which result in proper HACs according to the s.n.c.,
see [21] or Theorem 4.3.2 in [15] for more details; see also Sections 4.2.3 and 4.3 in
[15], which show how so-called general nesting transformations of generators can be
used for constructing such family combinations. Hence, we will consider the following
family combinations
F2nest = {(A, A), (C, C), (12, 12), (19, 19), (20, 20),
(A, C), (A, 19), (A, 20), (C, 12), (C, 14), (C, 19), (C, 20)} . (11)
Finally, note that all generators compatible with a given generator can be con-
structed and characterized as in [22].
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Table 3. [15, p. 65] Kendall’s tau for the parametric families of Archimedean generators in Table 1. The
columns show: the family label a; the parameter range Θa; τ(a)(θ); the range of τ(a)(θ) for θ ∈ Θa.
a Θa τ(a)(θ) τ(a)(Θa)
A [0, 1) 1− 2(θ + (1− θ)2 log(1− θ))/(3θ2) [0, 13)
C (0,+∞) θ/(θ + 2) (0, 1)
12 [1,+∞) 1− 2/(3θ) [13 , 1)
14 [1,+∞) 1− 2/(1 + 2θ) [13 , 1)
19 (0,+∞) 1/3 + 2θ(1− θeθ ∫ +∞θ e−t/t dt)/3 (13 , 1)
20 (0,+∞) 1− 4/θ(1/(θ + 2)− e ∫ 10 tθ+1/et−θ dt) (0, 1)
4. An Archimedean copula estimator based on inversion of Kendall’s tau
Assume i.i.d. random vectors Xi = (Xi1, ..., Xid), i ∈ {1, ..., n}, distributed according
to a joint distribution function H with continuous margins Fj , j ∈ {1, ..., d}, and the
copula C. Now consider that, as Ui = (Ui1, ..., Uid), i = 1, ..., n is a random sample
from C, where Uij = Fj(Xij), i ∈ {1, ..., n}, j ∈ {1, ..., d}, one can base estimation
of C directly on Ui, i = 1, ..., n, if the margins Fj , j ∈ {1, ..., d} are known. In
practice, the margins are typically unknown and must be estimated parametrically or
non-parametrically. In the following, we will work under unknown margins and thus
we consider the pseudo-observations
Uij =
n
n+ 1
Fˆn,j(Xij) =
Rij
n+ 1
(12)
where Fˆn,j denotes the empirical distribution function corresponding to the jth margin
and Rij denotes the rank of Xij among X1j , ..., Xnj .
In the following, we refer to
τ(C) = 4
∫
I2
C(u1, u2)dC(u1, u2)− 1, (13)
as to the population version of Kendall’s tau. If Cψ is a 2-AC and ψ is a twice contin-
uously differentiable generator with ψ(t) > 0 for all t ∈ [0,+∞), Kendall’s tau can be
represented as [3, p. 91], [2, p. 163]
τ(ψ) = τ(Cψ) = 1− 4
∫ +∞
0
t(ψ′(t))2dt = 1 + 4
∫ 1
0
ψ−(t)
(ψ−)′(t)
dt. (14)
For a generator ψ(a,θ) from a family a, (14) states a functional relationship between θ
and τ (denoted by τ(a)(θ)), which involves at most a one-dimensional integration, e.g.,
for a ∈ {19, 20}, or even no integration, e.g., τ(a)(θ) is in a closed form for a ∈ {A,
C, 12, 14}, see Table 3 (the relationship between θ and τ for other generators can be
found, e.g., in [15]). Note that the forms of the functions τ(a)(θ) presented in Table 3
are taken from [15, p. 65] for all considered families except for the family 20, which is
introduced here. The graphs of τ(a)(θ) for a ∈ Fall are depicted in Figure 4.
In connection to (14), using Remark 2.3.2 in [15] and its generalization given by
Proposition 2 in [10], it follows that if the function C(V,E,λ) given by (5) satisfies (9),
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Figure 4. The graphs of τ(a)(θ) for a ∈ {A, C, 19, 20} (left side) and a ∈ {12, 14} (right side).
then
(∀v ∈ {d+ 1, ..., d+ k})(∀v˜ ∈ ∧(v) ∩ {d+ 1, ..., d+ k}) τv ≤ τv˜, (15)
where τi = τ(λ(i)) for all i ∈ {d+ 1, ..., d+ k}. This condition is clearly not equivalent
to the s.n.c., e.g., considering the function C(V,E,λ) in Figure 3 with (a5, θ5) = (A, 0.25)
and (a4, θ4) = (C, 0.5), it satisfies (15) as τ5 ≈ 0.06 and τ4 = 0.2 but violates (9), see
Table 2. However, assuming a homogenous HAC from a family such that the s.n.c. is
in the form θ1 ≤ θ2, see Table 1, (15) combined with relatively weak assumptions turns
to the s.n.c., as is shown in the following lemma.
Lemma 4.1. Let (V, E) be a tree with d leaves and k forks, (τi)d+kd+1 ∈ [−1, 1]k and
a be a family with the parameter range Θa such that 1) τ(a)(θ) = τ(ψ
(a,θ)) for all
θ ∈ Θa, 2) τ(a) is strictly increasing on Θa, and 3) (ψ(a,θ1), ψ(a,θ2)) ∈ Ψ˜2+∞ is equivalent
to θ1 ≤ θ2 for all θ1, θ2 ∈ Θa. If
(∀i ∈ {d+ 1, ..., d+ k}) τi ∈ τ(a)(Θa), (16)
then let C(V,E,λ) be an a-homogeneous function given by (5) with the labeling λ defined
λ(i) = ψ(a,τ
−1
(a)(τi)) for all i ∈ {d+ 1, ..., d+ k}, and then it holds that (15) implies (10).
The three assumption on a in Lemma 4.1 holds for all a ∈ Fall/{14}, see Table 1,
but also for many other families, e.g., for the three popular families of Frank, Gumbel
and Joe copulas, see Table 2.3 in [15]. With this lemma at hand, one can aim, in
homogenous HAC estimation, to assure (15) instead of (10), which is one of the key
ideas we use in our approach to homogenous HAC estimation addressed in Section 6.3.
Also, assuming a heterogeneous HAC, note that satisfying (15) does not impose, by
contrary to (9) (see Tables 1 and 2), any assumptions on the underlying families of the
generators but just requires a particular ordering of the strength of the dependence
of the generators in the structure. Hence, even if there are not known any additional
conditions (like in the homogeneous case) that would turn it into the s.n.c., one can
find its particular use also in heterogeneous estimation, as we show in Section 6.4.
As noted in Section 1, some of the considered families cannot model dependencies
for all τ ∈ (0, 1), e.g., (0, 1) 6⊆ τ(a)(Θa) for all a ∈ {A, 12, 14, 19}. This fact illustrated
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by Figure 4 explicitly addresses the fourth column in Table 3, which shows the ranges
of τ(a)(θ) for θ ∈ Θa, a ∈ Fall. It also clarifies the selection of the families in Figures
1 and 2.
If it exists, the inversion of τ(a)(θ) establishes a method-of-moments-like estimator
of the parameter θ given by θˆn = τ
−1
(a) (τ
n), based on the sample version of Kendall’s
tau
τn =
4
n(n− 1)
(
n∑
k=1,l=1
1{(Uk1−Ul1)(Uk2−Ul2)>0}
)
− 1; (17)
see [23]. Note that we use the notation τn for notational convenience related to the
sample version of Kendall correlation matrix defined in Section 6.1. If τ(a)(θˆn) = τ
n
has no solution, this estimation method does not lead to an estimator. Unless there is
an explicit form for τ−1(a) , θˆn is computed by numerical root finding [4].
In [4], a comparison of 10 estimators for ACs in precision of estimation of the param-
eter is provided, which includes Kendall’s tau, Blomqvist’s beta, minimum distance
estimators, the maximum-likelihood estimator, a simulated maximum-likelihood es-
timator, and a maximum-likelihood estimator based on the copula diagonal. There,
e.g., in Figure 4, one can observe that the Kendall’s tau-based estimator recalled above
(there denoted by τ¯ˆτ ) together with the ML estimator perform well when compared
with the remaining estimators. For this reason, these two estimators are considered
in this work. Also, in [12], an HAC estimator based on Hoeffding’s D is investigated,
however, this estimator was clearly outperformed by its analogous based on Kendall’s
tau in the ability to estimate the structure of the true copula. Finally, note that for
Spearman’s rho, there is no explicit formula analogous to (14) known for ACs [15, p.
62], which makes its application in our context at least challenging.
5. An aggregated goodness-of-fit test statistic
Once we have the parameters estimated, we can ask how well our estimated model
fits the data, that is, we can conduct a goodness-of-fit test (GoF test). In this work,
we use three GoF tests based on statistics similar to Crame´r-von Mises statistics [24].
These are the statistics from [25] denoted by Sn, S
(K)
n or S
(C)
n . In this work, we denote
the (empirical copula based) statistic Sn by S
(E)
n and the (Rosenblatt’s transformation
based) statistic S
(C)
n by S
(R)
n . Given pseudo-observations (12) and a d-copula estimate
Cθn with parameter(s) θn, they are given
S(E)n =
n∑
i=1
(Cn(Ui)− Cθn(Ui))2, (18)
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where Cn(u) =
1
n
∑n
i=1 1{Ui1≤u1,...,Uid≤ud} is the empirical copula and u = (u1, ..., ud) ∈
Id,
S(K)n =
n
3
+ n
n−1∑
j=1
K2n
(
j
n
){
Kθn
(
j + 1
n
)
−Kθn
(
j
n
)}
− n
n−1∑
j=1
Kn
(
j
n
){
K2θn
(
j + 1
n
)
−K2θn
(
j
n
)}
, (19)
where Kn(v) =
1
n
∑n
i=1 1{Vi≤v}, v ∈ I, V1 = Cn(U1), ..., Vn = Cn(Un) and Kθn denotes
the distribution function of Cθn(U1, ..., Ud), and
S(R)n =
n∑
i=1
{Dn(Ei)− CΠ(Ei)}2, (20)
where Dn(u) =
1
n
∑n
i=1 1{Ei≤u}, u ∈ Id, CΠ(u) = u1u2...ud is the d-variate inde-
pendence copula and E1 = Rθ(U1), ...,En = Rθ(Un), where Rθ is the Rosenblatt’s
transform based Cθn .
A large value of such statistics leads to the rejection of H0 : C ∈ C0, where C0 =
{Cθ : θ ∈ O} and O is an open subset of Rk, k ≥ 1. Thus for measuring the fitting
quality of copula models, we can, informally, evaluate copula models with lower value
of such statistics as ‘better’. All these three test statistics performed well in a large
scale simulation study conducted at [25] in the bivariate case. We thus choose them
as candidates for our purpose of goodness-of-fit evaluation.
We now introduce an g-aggregated statistic. Note that a slightly different version of
this statistic has originally appeared in [10]. We later use such generalized statistics
in Section 6.4. The one that follows is used directly in the HAC estimation process,
where it is applied at each stage for evaluating which generator from some considered
families fits the data best. In contrast, the one proposed in [10] is used for evaluating
the fit of a whole HAC estimate after its estimation is done, i.e., the evaluations
computed for all generators involved in that HAC are gatherer and aggregated using
a [0,+∞)-aggregation function, which is defined as follows.
Definition 5.1. Let either r = [0, a], where a ∈ R and a > 0, or r = [0,+∞).
Any function g : rk → r, k ∈ N, satisfying 1) g(x, ..., x) = x for all x ∈ r and
2) g is exchangeable (i.e., g(xp1 , ..., xpk) = g(x1, ..., xk) for all x1, ..., xk ∈ I and all
permutations (p1, ..., pk) of (1, ..., k)) is called an r-aggregation function.
Examples of, e.g., [0,+∞)-aggregation functions are the functions maximum, mini-
mum or average restricted to [0,+∞)k. Note that this type of aggregation functions
is used in Algorithm 3 for the input g.
Definition 5.2. Let uIJ = {(U•i, U•j)|(i, j) ∈ I × J}, where U•k = (U1k, ..., Unk)> (a
column vector) for all k ∈ {1, ..., d}. Also, let g be an [0,+∞)-aggregation function
and Sn((U•i, U•j), Cψ) be the statistic corresponding to a GoF test, e.g., S
(E)
n , S
(K)
n
or S
(R)
n , for a 2-AC Cψ and a pair (U•i, U•j), i 6= j. A g-aggregated statistics Sgn is
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defined
Sgn
(
uIJ , ψ
)
=

Sn((U•i, U•j), Cψ) if I = {i}, J = {j},
g
(
Sn((U•i1 , U•j1), Cψ),
Sn((U•i1 , U•j2), Cψ), ...,
Sn((U•im , U•jq), Cψ)
)
, otherwise,
(21)
where I = {i1, ..., im}, J = {j1, ..., jq} are non-empty disjoint subsets of {1, ..., d}.
Since the choice of Sgn substantially affects results of Algorithm 3 and in turn the
results of all experiments reported in Section 7, we now discuss the idea behind this
concept in more detail. Given a binary d-HAC C(V,E,λ), let (U1, ..., Ud) ∼ C. According
to Proposition 3 in [10], it follows that, given leaves i, j ∈ {1, ..., d}, the bivariate
margin (Ui, Uj) is distributed according to the 2-AC Cψ, where ψ = λ(m) and m is the
youngest common ancestor (see Definition 9 in [10]) of the leaves i and j. E.g., for the
3-HAC depicted in Figure 3, since the node 5 is the youngest common ancestor of the
pairs (1, 2) and (1, 3), it follows that (U1, U2) ∼ Cλ(5) and (U1, U3) ∼ Cλ(5). Similarly,
as the node 4 is the youngest common ancestor of the pair (2, 3), (U2, U3) ∼ Cλ(4).
Now, assume that we are estimating the generator λ(5). Assuming a given family to
consider for λ(5), we can use some homogeneous HAC estimator, e.g., the one proposed
in [10] (and here recalled in Algorithm 2), which provides us with an estimate of
its parameter. If we consider heterogeneous HACs and thus λ(5) can be a member
of one of more than one families, we can repeat the homogeneous HAC process for
each of the possible families, which results in obtaining a corresponding number of
generator estimates from these families. E.g., assume two possible families a1 and a2,
which would result in two parameter estimates and in turn in two generator estimates,
denoted by ψa1 , ψa2 . To decide which of these two estimates are more appropriate for
modeling λ(5), we can, e.g., evaluate how well a generator estimate fits the data. For
this purpose, we suggest to use the aggregated statistic Sgn for this purpose. E.g.,
assume that Sn = S
(E)
n and g = max, i.e., S
g
n = S
(E),max
n . As we know, both (U1, U2)
and (U1, U3) are distributed according to Cλ(5). Thus it is reasonable to evaluate an
estimate of λ(5) on the data that correspond to these two bivariate margins, i.e., on
the two pairs of data columns (U•1, U•2) and (U•1, U•3) (note that we use the same
idea also for the parameter estimation in Algorithms 2 and 3). This can be done by
setting I = {1} and J = {2, 3}. Hence, for ψa1 , we evaluate S(E),maxn
(
u{1}{2,3}, ψa1
)
=
max(S
(E)
n ((U•1, U•2), ψa1), S
(E)
n (U•1, U•3), ψa1)), i.e., a rank-based Crame´r-von Mises
statistic is computed for the two bivariate margins and the maximum is returned.
Similarly for ψa2 . As S
(E)
n measures a certain type of a distance between the empirical
copula corresponding to considered data and a 2-copula model (e.g., Cψ), we choose
the estimate with the lower value of the aggregated statistic.
6. Estimation of hierarchical Archimedean copulas
In this section, we propose a new approach to HACs estimation that allows to estimate
both homogeneous and heterogeneous HACs. This approach is a generalization of the
approach to homogeneous HACs estimation proposed in [10], which was experimentally
compared with other state-of-the-art approaches to HACs estimation. This comparison
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shows that it outperforms the other approaches in terms of the ability to determine
the true structure, goodness-of-fit and run-time [10]. In Section 6.3, we first introduce
its new version, where one superfluous step from the original version is removed, which
can be done due to the findings summarized by Theorem 6.3. Then, we use it as a
basis for the generalization to heterogeneous HACs proposed in Section 6.4.
Concerning only the structure estimation, a recent performance study comparing
11 available HAC structure estimators has been reported in [12]. There, the estimator
named kt kagg has shown the best performance in the ability to determine the true
structure, as well as the lowest computation times. This estimator merges the estima-
tion approach proposed in [10] with the idea for collapsing tree structures proposed
in [7]. Due to this, the estimation process of kt kagg is divided in two steps. In the
first step, a binary tree is obtained using hierarchical agglomerative clustering. In the
second step, it is collapsed if necessary, according to some strategy, see Algorithm 1 in
[12]. In this work, we also use such a two-step approach. First, we obtain a binary HAC
using Algorithm 2 or 3, and then, we use a collapsing strategy inspired in the strategy
proposed in [12], which however differs in several of its aspects. This is discussed in
Section 6.1.
As our definition of HACs explicitly employs a tree structure (V, E), we can directly
adopt some necessary concepts from graph theory and denote, for a node v ∈ V, by
↑ (v) its parent and by ⇑ (v) the set of all its ancestor forks. For a fork v, denote
by ⇓ (v) the set of all its descendant forks and by ↓ (v) the set of all its descendant
leafs. For a leaf v, define ↓ (v) = {v}. E.g., given the 3-HAC depicted in Figure 3,
↑ (1) =↑ (4) =⇑ (1) =⇑ (4) = 5, ↑ (2) =↑ (3) = 4, ⇑ (2) =⇑ (3) = {4, 5}. Also,
⇓(5) = 4, ⇓(4) = ∅, ↓(5) = {1, 2, 3} and ↓(4) = {2, 3}.
6.1. Collapsing a binary structure to a non-binary one
Briefly, all the collapsing strategies proposed in [12] involve a process in which all
parent-child pairs of forks that are close enough according to some parent-child dis-
tance δ are found, and each is collapsed into one fork. After a pair is collapsed into a
fork, the parameter corresponding to this fork is re-estimated. Due to that, there might
appear new parent-child pairs to collapse and thus the process repeats until there is
nothing left to collapse. Concerning δ, the estimator kt kagg employs a distance given
by δ(τ1, τ2) = |τ1 − τ2|, where τ1 and τ2 are the Kendall’s tau corresponding to the
generators to collapse. The condition δ(τ1, τ2) < τc for a threshold τc then determines
whether these two nodes are close enough. However, no suggestions of how to set τc
are provided in [12], which may make such an approach difficult to apply.
To overcome this drawback, we introduce a different approach inspired by the prun-
ing of decision trees proposed in [26], in which we look for and collapse only one
parent-child pair corresponding to the minimum according to δ (below, we refer to
this minimum as to the minimal distance), and repeat this process until there is noth-
ing left to collapse, i.e., until a one-node structure is obtained. Note that if the families
in a collapsing parent-child pair are different, we assign to the collapsed fork the family
of the collapsing parent fork, which we do in an effort to satisfy the s.n.c. Once the
collapsing process is finished, we obtain a set of structures with decreasing number
of nodes, from which the user can choose, similarly to [26], the most suitable struc-
ture according to his/her needs, e.g., according to goodness-of-fit or complexity of the
model. This implies that the user is indeed not forced to specify any threshold before
performing the collapsing step.
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However, in some cases, e.g., if one works with a lot of HAC estimates (see our
Section 7), some automatized procedure that estimates the number of forks in an
underlying non-binary HAC (which in turn determines which one to choose from the
set of structures obtained in the collapsing step) would be desirable. For this purpose,
we introduce a procedure based on a simple heuristic, which estimates the number of
forks using the minimal distances generated during the collapsing process. Let d ≥ 3
and C1 be a binary d-HAC, i.e., C1 has d − 1 forks. Let δ1 = 0. Collapse C1 to C2
using the approach described in the previous paragraph, i.e., C2 has d− 2 forks, and
store the minimal distance from from C1 in δ2. Repeating this process until we get a
d-AC Cd−1, we obtain the series (δ1, ..., δd−1), which we use for the estimation of the
number of forks in the true copula. To get this estimate, we simply find the lowest iˆ
from {1, ..., d− 2} such that δiˆ+1 − δiˆ ≥ δd−1d−1 . Note that such an iˆ alway exists, which
follows from the consideration that some of the steps δiˆ+1 − δiˆ, iˆ ∈ {1, ..., d− 2} have
to be larger than or equal to the average step δd−1d−1 . Then Ciˆ is considered to be the
estimate of the true copula and thus kˆ = d− iˆ the estimate of the number of forks in
the true copula.
It follows from the construction of the procedure that kˆ 6= 1, i.e., the procedure
does not allow for collapsing an HAC into an AC. We thus suggest to always consider
Ciˆ and also Cd−1, where Cd−1 might be preferred if the difference between the lowest
and the highest τ of the forks in C1 is very ‘low’, where ‘low’ has to be determined by
the user based on a particular data. Together with these two copulas, we also suggest
to consider another one, namely C1. This follows from our observation that if the true
copula is binary, the suggested procedure frequently misses to estimate kˆ = d − 1.
Here, C1 might be preferred if the lowest difference between the τ of a parent and a
child in C1 is very ‘large’, where, again, ‘large’ has to be determined by the user based
on a particular data. One should thus always consider Ciˆ and these two extremes.
However, note that such a consideration can always be done after a collapsing process
has been finished, i.e., after some insights to the data have been gained by the user,
on the contrary to the procedures suggested in [7, 12].
To illustrate our procedure, we generated a sample of n = 1200 observations from the
{C, 12, 14, 19, 20}-heterogeneous 15-HAC depicted in Figure 5(a), and, using one of the
binary HAC estimation approaches introduced below in Section 6.4, we obtained the
binary 15-HAC depicted in Figure 5(b). Then, using the collapsing approach described
above, we generated the series (δ1, ..., δ14) depicted in Figure 5(c). Observe the large
difference between δ9 and δ10. This difference means that the minimal distance is
substantially larger when collapsing from C9 to C10 than when collapsing from C8
to C9. Less formally, when collapsing from C9 to C10, there might be collapsed forks
that are far from each other in the δ distance and possibly should not be collapsed.
Such a statement can be supported by the fact that iˆ = 9, and thus the estimate
of the number of forks in the model is kˆ = 6. The HAC C9 is depicted in Figure
5(d). For deeper insight, we repeat this estimation process 100 times for each n ∈
{60, 120, 180, 300, 1200} (multiplications of 60, which are taken from the experiments
described in Section 7) and show the results in the histograms depicted in Figure 6.
Observe that the frequency of kˆ = 6 is getting closer to 100 as n grows. In Section 7
we show, how successful such an approach is compared to the (unrealistic) assumption
that the number of forks in the true copula is known.
As another improvement, we propose the re-estimation of the parameter of a col-
lapsed fork. The re-estimation process used in kt kagg is such that the Kendall’s tau
corresponding to the collapsed fork τv˜ is set to τv˜ = min{τv, τw}, where τv is the
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Figure 5. Collapsing of a 15-HAC.
Kendall’s tau corresponding to the collapsing parent fork and τw corresponds to the
Kendall’s tau of the collapsing child fork. If the s.n.c. holds in the collapsing HAC,
then τv ≤ τw, which implies that τv˜ = τv. On the one hand, such an approach (denoted
by TauMin in the following) guarantees the s.n.c. to hold also for the collapsed HAC.
On the other hand, it does not take into account the value of the child parameter,
which might unnecessarily lead to biasing the collapsed HAC estimate. Hence, in the
following paragraph, we introduce a new re-estimation procedure (denoted KTauAvg),
which involves all τnij values related to the collapsed node and thus takes into account
also the value of the child parameter. These two approaches are compared below in
Section 7. Considerations about assuring the s.n.c. for the collapsed HAC while using
our collapsing strategy described above are addressed in Section 6.3 (the paragraph
containing (29)) and Section 6.4.5.
Denote the sample version of Kendall correlation matrix by (τnij), where τ
n
ij denotes
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Figure 6. Distributions of kˆ (= d− iˆ) for 100 repetitions and for n ∈ {60, 120, 180, 300, 1200}.
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the sample version of Kendall’s tau between (U1i, ..., Uni) and (U1j , ..., Unj) defined by
(17). Let v be a fork and ∧(v) = {w1, ..., wk}, k ≥ 2 be the set of its children. Then
the proposed (re-)estimator is given by
θˆv = τ
−1
(a)
(
avg
(
(τn
i˜j˜
)(˜i,j˜)∈↓(w1)×↓(w2), (τ
n
i˜j˜
)(˜i,j˜)∈↓(w1)×↓(w3)
)
, ..., (τn
i˜j˜
)(˜i,j˜)∈↓(wk−1)×↓(wk)
)
,
(22)
where a is the family of λ(v) and avg is the average function. This estimator is just
a generalization of the binary estimator based on Kendall’s tau inversion proposed
in [10] to the non-binary case. Note that, given a node v with two children, (22)
simplifies to the estimator used in Step 1 of Algorithm 2, see Section 6.3. Also note
that if the employed values τnij have already been computed, which always happens in
our approach as we use them to estimate the HAC structure, the computation time of
this estimator is negligible. Let us illustrate the estimator using the 3-HAC depicted
in Figure 3. Given a family a, assume that a4 = a5 = a and collapse the nodes 4 and
5. Denote the collapsed node by v and consider that ∧(v) = {1, 2, 3}. Then (22) turns
into θˆv = τ
−1
(a) (avg(τ
n
12, τ
n
13, τ
n
23)).
6.2. HACs structure estimation
Given an input matrix (τnij), Algorithm 1 returns a binary structure estimate (Vˆ, Eˆ)
and a sequence (τˆk)
2d−1
d+1 ∈ [−1, 1]d−1, where τˆk is an estimate of τ(λ(k)), k ∈ {d +
1, ..., 2d−1}. This algorithm, which is based on the ideas from [27], has been proposed
in [10] (see Algorithm 2 therein). According to our new findings summarized below
by Lemma 6.1, it is actually an agglomerative hierarchical clustering (AHC) method
[28, p. 414], which is a member of a broad class of AHC methods defined as follows.
If Drs denotes a dissimilarity between objects or clusters r and s and Dr(s,t) is the
dissimilarity between r and the combined cluster (s, t), then
Dr(s,t) = αsDrs + αtDrt + βDst + γ|Drs −Drt| (23)
defines the clustering method for suitable coefficients (αs, αt, β, γ). Due to notational
convenience, we will use the similarity −Drs instead of a dissimilarity Drs in the
following.
From the point of view of Algorithm 1, objects in AHC refer to leaves and clusters
refer to sets of descendant leaves (i.e., to ↓ (·)). Given two clusters or leaves ↓ (r), ↓ (s),
the similarity (simply denoted by −Drs) between ↓ (r) and ↓ (s) used in the algorithm
is
−Drs = avg((τni˜j˜)(˜i,j˜)∈↓(r)×↓(s)), (24)
see Step 2.
Now consider that a dendrogram obtained by an AHC method is a binary tree where
the value Dv defined Dv = Drs is assigned to each fork v in the tree assuming that
∧(v) = {r, s}. Monotonicity of dendrogram means that if vq1 , ..., vqk is a branch in a
dendrogram such that vq1 is a leave and vqk is the root, then Dvq2 ≤ Dvq3 ≤ . . . ≤ Dvqk
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Algorithm 1 HACs structure estimation
Input:
1) (τnij) ... the sample version of a Kendall correlation matrix
The estimation:
1. Vˆ := {1, ..., 2d− 1}, Eˆ := ∅, I := {1, ..., d}
recall that ↓(i) = {i} for i ∈ {1, ..., d}
for k = 1, ..., d− 1 do
2. find two nodes from I to join, i.e,
(i, j) := argmax
i˜<j˜, i˜∈I, j˜∈I
avg((τn˜˜i˜˜j
)
(˜˜i,˜˜j)∈↓(˜i)×↓(j˜))
3. set the children of the fork d+ k to {i, j}, i.e.,
Eˆ := Eˆ ∪ {{i, d+ k}, {j, d+ k}},
which implies that ∧(d+ k) = {i, j} and ↓(d+ k) =↓(i)∪ ↓(j)
4. remove the nodes i and j from the clustering process (as they have been
already joined) and add the fork d+ k to be considered for joining in
the following steps, i.e.,
I := I ∪ {d+ k}\{i, j}
5. estimate the Kendall’s tau corresponding to the fork d+ k, i.e.,
τˆd+k := avg((τ
n
i˜j˜
)(˜i,j˜)∈↓(i)×↓(j))
end for
Output:
(Vˆ, Eˆ , (τˆk)2d−1d+1 )
holds. In other words, if a dendrogram with d leaves is monotonic, then
(∀v ∈ {d+ 1, ..., 2d− 1})(∀v˜ ∈ ∧(v) ∩ {d+ 1, ..., 2d− 1}) Dv ≥ Dv˜. (25)
Due to connection of (24) and Step 5, i.e., −Dv = τˆv for all v ∈ {d+1, ..., 2d−1}, (25)
turns to (15) providing k = d−1 and τv = τˆv for all v ∈ {d+1, ..., 2d−1}. In other words,
if the clustering method based on the dissimilarity Drs = − avg((τni˜j˜)(˜i,j˜)∈↓(r)×↓(s)) pro-
duces a monotonic dendrogram, then the output (Vˆ, Eˆ , (τˆk)2d−1d+1 ) of Algorithm 1 sat-
isfies (15). The next question is clear: Can we somehow assure that an AHC method
produces only monotonic dendrograms? Fortunately, there exists a sufficient and nec-
essary condition answering this question.
In [29], it was shown that a hierarchical clustering method given by equation (23)
is monotonic, if and only if the following conditions hold:
(1) γ ≥ −min(αt, αs);
(2) αs + αt ≥ 0;
(3) αs + αt + β ≥ 1.
The following lemma shows that Drs given by (24) admits the representation by
(23).
Lemma 6.1. Let r, s and t be nodes in a binary tree with d leaves such that ↓ (r), ↓
(s) and ↓ (t) are disjoint subsets in {1, ..., d} and there exists a fork p satisfying
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Algorithm 2 The homogeneous HAC estimation
Input:
1) (Vˆ, Eˆ , (τˆk)2d−1d+1 ) ... i.e., an output of Algorithm 1
2) a ... an Archimedean family
The estimation:
for k = 1, ..., d− 1 do
1. estimate the parameter corresponding to the fork d+ k, i.e.,
θˆd+k := τ
−1
(a) (τˆd+k) ... see Remark 5
2. store the estimated parameter and the input family a in the labeling
λˆ, i.e.,
λˆ(d+ k) := ψ(a,θˆd+k)
end for
Output:
(Vˆ, Eˆ , λˆ)
∧(p) = {s, t}. Let Drs be given by (24). Then
Dr(s,t) = αsDrs + αtDrt, (26)
where αs > 0, αt > 0 and αs + αt = 1.
Observing that coefficients (αs, αt, β, γ) such that αs > 0, αt > 0, αs + αt = 1 and
β = γ = 0 satisfy the conditions on monotonicity implies the following corollary.
Corollary 6.2. Given an matrix (τnij), the output (Vˆ, Eˆ , (τˆk)2d−1d+1 ) of Algorithm 1
satisfies (15) provided τi = τˆi for all i ∈ {d+ 1, ..., 2d− 1}.
As follows from Lemma 4.1, (15) can be turned to (10) under relatively weak as-
sumptions for a lot of families. This fact is essential in the construction of a new
homogenous HAC estimator described in the following section.
6.3. Homogeneous HACs estimation
This section proposes an improved version of the approach for homogeneous HACs
estimation introduced in [10]. The new approach summarized by Algorithm 2 is a
version of Algorithm 3 proposed in [10] rewritten using our notation and, as will be
explained below, one step has been removed.
As mentioned above, Algorithm 3 in [10] includes one more step that serves to
guarantee that the resulting estimate is a copula. This step, which is stated as
θˆd+k = min{θˆd+k, θˆi, θˆj}, (27)
where θˆi and θˆj denote the parameters of the children of the fork d+k, would be placed
between Step 1 and Step 2 in our new version. Such a step manually forces (10) to be
fulfilled, which however might lead to a bias in estimation. Assuming a homogenous
HAC from a family with the s.n.c. in the form θ1 ≤ θ2, see Table 1, such a step is not
necessary under relatively weak assumptions as the following theorem reveals.
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Theorem 6.3. Let a be a family such the assumptions 1)-3) from Lemma 4.1 hold.
Also, let (Vˆ, Eˆ , (τˆk)2d−1d+1 ) be a triplet obtained by Algorithm 1. If
∀i ∈ {d+ 1, ..., 2d− 1}, τˆi ∈ τˆ(a)(Θa) (28)
then the triplet (Vˆ, Eˆ , λˆ) returned by Algorithm 2 satisfies (10), i.e, C(Vˆ,Eˆ,λˆ) is a copula.
Note that in Steps 2 and 5 of Algorithm 1, one can consider also other aggregation
functions instead of avg, e.g., the minimum or maximum. However, according to the
experiments reported in [10], setting the aggregation function avg provides better
results than, e.g., for the minimum or maximum. We thus do not provide analogues
to Theorem 6.3 for these alternative aggregation functions.
Considering other homogenous estimators available in the literature, analogues to
Theorem 6.3 do not exist and thus (15) either must be manually forced or it cannot
be assured that the resulting estimate satisfies (10). To illustrate this fact, we now
consider the following two estimators:
(1) Step 5 of Algorithm 1 together with Step 1 of Algorithm 2 imply that θˆd+k :=
τ−1(a)
(
avg((τn
i˜j˜
)(˜i,j˜)∈↓(i)×↓(j))
)
. Another Kendall’s tau based estimator can be con-
structed just by changing the ordering of the use of avg and τ−1(a) , i.e., by letting
θˆd+k := avg
(
(τ−1(a) (τ
n
i˜j˜
))(˜i,j˜)∈↓(i)×↓(j)
)
. Such an estimator can be found in [30].
In the context of ACs, it is experimentally shown in [4], see Tables 5, 6 and 7
therein, that although this estimator (denoted there by τ ¯ˆ
θ
) has a bias that is
similar to the bias of our estimator (denoted there by τ¯ˆτ ), τ ¯ˆθ is computationally
less efficient than τ¯ˆτ . The following observation that this estimator does not as-
sure that the resulting estimates satisfy (10) can thus be considered as another
evidence against choosing this estimator for HAC estimation;
(2) The HAC estimator introduced in [7] with an improvement proposed in [9]. In
this estimator, we use the maximum likelihood (ML) estimation method for the
estimation of θd+k at each step k ∈ {1, ..., d − 1}. An implementation of this
estimator in R can be found in [31] and one of its applications is described in
[32]. For a detailed implementation in a pseudo-code (already generalized to the
heterogeneous case), see Appendix B.
To quantify how many times an estimator returns an estimate that violates (10), we
have done a small experiment, which is described below. According to our observations,
the closer the parameters of the parent-child pairs in a HAC model are, the more the
considered estimators are prone to violate (10) for a data sampled according to this
model. When choosing a HAC model that would be appropriate for this experiment,
we went to an extreme and set all its parameters equal, which results in turning
this HAC model to an AC. Hence, we generated 1000 times a sample of 100 (n = 100)
observations according to the 10-AC from the Clayton family with the parameter θ = 1
(τ(C)(1) =
1
3). The first considered estimator violated (15) 7 times and the latter 958
times. Our estimator does not show this problem. Clearly, these results do not imply
anything about overall performance of the considered estimators but rather serve for
illustrating a desirable property of our estimator that is unique among the considered
ones. Also note that other HAC estimators could be created, e.g., by replacing the
ML AC estimator in the latter HAC estimator by the inversion of Kendall’s tau or by
doing just the opposite in Algorithm 2. However, consider that such HAC estimators
would be dependent directly on the pseudo-observations (due to the ML estimation or
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the diagonal transformation), in contrast to Algorithm 2, which directly depends only
on the Kendall correlation matrix. This would imply that they would not admit (23)
and thus the s.n.c. would not be guaranteed.
Remark 5. As τ(A)([0, 1)) = [0,
1
3), i.e., the family A is unable to model dependencies
that correspond to τ ≥ 13 , we set arbitrarily θˆd+k = 1 −  in cases where τˆd+k ≥ 13 ,
where 1 −  denotes the highest real allowed by the computing system lower than
1. E.g., in MATLAB, 1 −  would be 1 - 2.2204e-16. A similar approach is used for
a ∈ {12, 14, 19}, i.e., if τˆd+k ≤ 13 , we set arbitrarily θˆd+k =  for a = 19, and, if
τˆd+k <
1
3 , we set arbitrarily θˆd+k = 1 for a ∈ {12, 14}. Also, as HACs satisfying (9)
are unable to model pairwise dependencies such that the corresponding τ is negative,
if τˆd+k < 0, we set arbitrarily θˆd+k = 0 for a = A, and θˆd+k = ε for a ∈ {C, 20}.
Clearly, setting the parameter arbitrarily to some value causes a bias. We distinguish
two attitudes to cope with this problem:
(1) The optimistic attitude, in which we allow, if necessary, to set the parameter
to some arbitrary value, accepting that the resulting estimate is biased. This
attitude is motivated by the fact that a) the parameter estimation is relatively
fast (it is a matter of milliseconds rather than days or weeks) and b) there are
instruments available that can measure how well the resulting estimate fits the
data, e.g., the GoF statistics recalled in Section 5. Thus, in the case that we
have a collection of biased estimates from different families, we can choose the
best fitting one using these instruments;
(2) The pessimistic attitude, in which, given a family a, we stop the estimation
process whenever τˆd+k /∈ τ(a)(Θa), accepting that the estimation process may
not result in any (H)AC at all.
It is important to note that in some cases, even if we set the parameter estimate
arbitrarily to some value and thus caused bias, it might happen that the resulting
estimate fits the data better than another estimate corresponding to some other family
that does not need to be trimmed to some interval. E.g., let τˆd+k = 0.34. In this case,
for the family A, we arbitrarily set θˆd+k to 1−ε , i.e., τ(A)(θˆd+k) = τ(A)(1−ε) < 13 . For
the family C, such a trimming is not needed and the estimate τ−1(C)(0.34) is provided.
But, if the copula underlying the data is more like a copula from the family A, e.g.,
in tails, GoF might show lower value, i.e., better fit, for the estimate corresponding to
the family A despite it is biased. Hence, to avoid omitting such biased estimates that
provide better fit, even if they appear rather rarely, we use the optimistic attitude.
For more examples in the heterogeneous case, see Section 6.4.6.
Concerning the collapsing procedure we proposed in Section 6.1, we will now show
that if (28) holds for the input of Algorithm 2, the construction of this re-estimator in-
herently assures that the collapsed HAC satisfies the s.n.c. Assume an a-homogeneous
(possibly non-binary) d-HAC with k forks, k ≤ d − 1 satisfying (10), and denote
by τm the quantity τ(λ(m)) for all m ∈ {d + 1, ..., d + k}. Let v be a fork and
∧(v) = {w1, ..., ws}, s ≥ 2 be the set of its children. Now denote by v˜ the fork that
is created by collapsing the forks v and (without a loss of generality) w1, i.e., τw1 is
closer (in |τv − τ·|) to τv than τw2 , ..., τws . Assume that ∧(w1) = {w1,1, ..., w1,l}, l ≥ 2,
which implies ↓(w1) =↓(w1,1)∪ ...∪ ↓(w1,l) and ∧(v˜) = {w1,1, ..., w1,l, w2, ..., ws}. Now,
rewriting τv˜, τv and τw1 using (22), it can be observed (similarly to the proof of Lemma
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6.1) that (simplifying (τn
i˜j˜
)(˜ij˜)∈↓(wi)×↓(wj) to (·)wi×wj )
τv˜ = avg
(
(·)w1,1×w1,2 , ..., (·)w1,1×w1,l , (·)w1,1×w2 , ..., (·)w1,1×ws ,
(·)w1,2×w1,3 , ..., (·)w1,2×w1,l , (·)w1,2×w2 , ..., (·)w1,2×ws ,
...,
(·)w1,l−1×w1,l , (·)w1,l−1×w2 , ..., (·)w1,l−1×ws ,
(·)w1,l×w2 , ..., (·)w1,l×ws ,
(·)w2×w3 , ..., (·)w2×ws , ..., (·)wk−1×ws
)
(29)
is just a weighted average of τv and τw1 , which in turn implies that τv ≤ τv˜ ≤ τwi as
τv ≤ τwi due to the s.n.c. The left hand inequality τv ≤ τv˜ implies that the s.n.c. for
the parent of v˜ (which is the same as the parent of v) remains satisfied after collapsing.
As w1 is chosen in the way that it is the closest one (in τ distance) to v, it holds that
τw1 ≤ τwj for all j ∈ {2, ..., k}. Hence, as τv˜ ≤ τw1 , it follows that τv˜ ≤ τwj for all
j ∈ {2, ..., k}. Thus the s.n.c. remains satisfied also for the children of v˜. Note that
under the optimistic attitude, if (28) does not hold for the input of Algorithm 2, we
apply the trimming described in Remark 5.
Note that even if the estimation of the parameters depends on the input family a,
the structure determination is independent on a because Algorithm 1 aims to assure
(15) instead of (10), which does not involve the families of the underlying generators.
As shows Theorem 6.3, such an approach leads to a proper copula for a lot of families.
Moreover, as no assumptions on families are necessary, this structure determination
approach can be directly used for heterogeneous HAC estimation, which is addressed
in the following section. Note that this independence on the underlying families can
also be seen in the approach presented in [33] or in the supertree-based approach in
[12], which, however, do not cover parameter estimation.
Also, due to this independence, one can consider to collapse an estimated binary
structure before (below denoted as pre-collapsing) or after (below denoted as post-
collapsing) the parameters are estimated. To clarify, Algorithm 2 corresponds to the
latter approach, i.e., a binary HAC (=its structure + its parameters) is first estimated,
and then it is collapsed using the approach introduced in Section 6.1. Here, it is
important to consider that the parameters are re-estimated, e.g., using (22) if one
chooses the KTauAvg re-estimation procedure. In the pre-collapsing approach, one
first collapses the structure obtained by Algorithm 1, and then it is passed as an input
to Algorithm 2. Here, for the KTauAvg re-estimation procedure, we use an analogoue
of (22) given by τ(a)(θˆv), where θˆv is defined by (22). Hence, given a data sample, two
different collapsed HAC estimates can result (one using pre-collapsing and another
using post-collapsing), particularly if one consider the attitudes. E.g, assuming the
family A and the pessimistic attitude, it can happen that the Kendall’s tau for the
root in the binary structure obtained by Algorithm 1 is estimated to be -0.05. Using
the post-collapsing approach, this implies that Algorithm 2, as −0.05 /∈ τ(A)(ΘA),
necessarily ends up without returning any HAC estimate. However, using the pre-
collapsing approach, that binary structure is first collapsed, and it is possible that
during the re-estimation process, the Kendall’s tau estimate corresponding to the root
has changed to 0.05, which a value from τ(A)(ΘA), and thus Algorithm 2 does not
necessarily ends up without returning any HAC estimate. For this reason, we also
consider these two approaches in the experiments described in Section 7.
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6.4. Heterogeneous HACs estimation
This section describes, how a HAC that possibly involves generators from different
completely monotonic parametric families of Archimedean generators (simply, fami-
lies) can be estimated. As the structure estimator implemented by Algorithm 1 does
not require any assumptions on the families of the underlying generators, we use it
as a basis of our new heterogeneous estimator, which is summarized by Algorithm
3 at page 28. Simply speaking, given a set of families F , the algorithm returns an
F-heterogeneous HAC estimate for observations (Ui1, ..., Uid), i = 1, ..., n. If #F = 1,
then the algorithm turns into a homogenous estimator. In the rest of this section, we
will describe in detail all parts of the algorithm.
Steps 1 and 2 of the algorithm imply that the resulting structure estimate (Vˆ, Eˆ) is
computed by Algorithm 1. Then, for the parameter estimation, we use the approach
from Algorithm 2 (see Step 1 there and Step 5 here) and extend it by involving the
aggregated GoF statistics introduced in Definition 5.2. This extension, which is rather
straightforward, is described in Section 6.4.1. In Section 6.4.2, we deal with the main
problem arising from the extension to heterogeneous HACs, which is how to assure
the s.n.c. and in turn that a proper copula results. For this reason, we introduce
new concepts that enable assuring the s.n.c. under the optimistic approach, which is
justified by Theorem 6.8. Two major cases allowing for up to five different families in
a single HAC are then discussed in Sections 6.4.3 and 6.4.4. Finally, in Section 6.4.6,
we provide an example illustrating the whole heterogeneous estimation process.
6.4.1. Choosing the appropriate family
Contrary to the homogeneous case, the family of each generator in a heterogeneous
estimate can be chosen from a whole set of families. To choose the appropriate family,
we evaluate all admissible ones using the GoF test statistic Sgn given as an input of
Algorithm 3 (inputs 5 and 6) and choose the best fitting one, see also Section 5 for
an example. To implement this approach, we added the inner loop (for l = 1, ...,#N ),
where #N is related to the s.n.c. and is addressed in detail in Section 6.4.2. In this
inner loop, in Step 5, we compute the parameter estimates θˆ1, ..., θˆ#N for all admissible
families a1, ..., a#N in the same way as we do for homogenous HACs. Then, having
estimated the generators ψ(θˆ1,a1), ..., ψ(θˆ#N ,a#N ), we select the best fitting one and in
turn the best fitting family according to the GoF evaluation of these generators, which
is performed in Step 7. Note that Step 6 is closely related to the s.n.c. and is thus
described in the following section.
6.4.2. Dealing with the s.n.c.
In homogenous estimation, one can use Theorem 6.3 for a lot of families to deal with
the s.n.c., i.e., having a triplet (Vˆ, Eˆ , (τˆk)2d−1d+1 ) obtained by Algorithm 1, checking (28)
to hold assures that a proper copula results, which can be done before Algorithm 2
has been performed.
In the heterogeneous estimation, no analogue to Theorem 6.3 is known, i.e., there is
no condition known that would assure that a proper copula results before the estima-
tion process has been started and one have to check the s.n.c. during the estimation
process.
In our approach, such a checking process is performed after Step 5. Under the
pessimistic attitude (not included in the algorithm as it could be easily derived from
24
the optimistic version described below), if θˆl /∈ rl, we remove the family al from the
set of families admissible for the actual generator. If there is no admissible generator
left, the algorithm stops without any result. Under the optimistic attitude, in Step 6,
we assure the s.n.c. by forcing that θˆl lies in the interval rl using an auxiliary function
defined by
trim(θ, r)=max{min{θ, β}, α},where r = [α, β], α, β, θ ∈ R, (30)
If r is an opened or semi-opened interval, e.g., r = (α0, β], we first turn it to the closed
interval [α, β], where α is the smallest real allowed by the computing system higher
than α0, and then we use the trim function given by (30).
Even under the optimistic attitude, assuring the s.n.c. is not a trivial task, as can
be anticipated from different forms of the s.n.c.s listed in Table 2 or can be seen in the
example below Lemma 6.11. However, in Theorem 6.8, we propose specific conditions
under which it is assured that a proper copula results before the estimation process
has been started, i.e., a situation similar to Theorem 6.3 but taking into consideration
that the estimate might be biased. In addition to Theorem 6.8, we will derive explicit
forms of these specific conditions for two major cases, in which one is allowed to nest
up to 4 or 5 families into a HAC, which are presented in Theorems 6.13 and 6.10,
respectively.
As follows from the previous paragraphs, the selection of the interval rl plays a
crucial role in our approach to dealing with the s.n.c. Now, we will introduce several
concepts that help to select rl that, on the one hand, assures the s.n.c. to hold, and,
on the other hand, is as wide as possible in order to reduce biasing of the parameter
estimates.
Regarding the nature of the parameter constraints following from the s.n.c. and
the iterative approach of the estimation process, we introduce a parameter constraint
representation which considerably simplifies dealing with different forms of the s.n.c.
The idea is to represent the parameter range of a given family by a pair (family label,
parameter range), e.g., for the six families from Fall, this representation would be a
set with six pairs {(A, [0, 1)), (C, (0,+∞)), (12, [1,+∞)), (14, [1,+∞)), (19, (0,+∞)),
(20, (0,+∞))}, which is obviously derived from Table 1. The following definition in-
troduces a semigroup that contains such set representations of the parameter ranges.
Definition 6.4. 1) Let F ⊆ Fall, R˜+0 := {[α, β], (α, β], [α, β), (α, β) | α ∈ [0,+∞), β ∈
[0,+∞], α ≤ β}, and FR˜+0 =
{{(a1, r1), ..., (am, rm)} | {a1, ..., am} ⊆ F & r1, ..., rm ∈
R˜+0 & m ∈ N
}
. 2) Let ∩˜ be the operation on FR˜+0 defined for all N1 ∈ FR˜+0 , N2 ∈ FR˜+0
by
N1∩˜N2 = {(a, r)|(∃r1 ∈ R˜+0 , r2 ∈ R˜+0 )
(r1 ∩ r2 = r & (a, r1) ∈ N1 & (a, r2) ∈ N2)}. (31)
Then we call the ordered pair (FR˜+0 , ∩˜) the nesting semigroup.
Remark 6. (FR˜+0 , ∩˜) is a commutative semigroup, i.e., the operation ∩˜ is commuta-
tive, associative and the identity element is FR˜+0 . This also means that the ordering in
which two or more elements of FR˜+0 are intersected by ∩˜ is not important. Also note
that for all N ∈ FR˜+0 is N∩˜N = N .
Hence, e.g., assuming F = Fall and defining Nall = {(A, [0, 1)), (C, (0,+∞)), (12,
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(C, 0.5)
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(a, θ)
Figure 7. An {C,12}-heterogenenous 4-HAC with λ(5) = ψ(12,3.0), λ(6) = ψ(C,0.5) and λ(7) = ψ(a,θ).
[1,+∞)), (14, [1,+∞)), (19, (0,+∞)), (20, (0,+∞))}, it is clear that Nall ∈ FR˜+0 .
Generally, an element from FR˜+0 represents generators from different families of gen-
erators. However, note that an element from FR˜+0 does not necessarily corresponds to
a set of generators, i.e., two or more representations can refer to the same generator.
E.g., concerning Nall, this follows from the fact that ψ(C,1)(t) = ψ(12,1)(t) = ψ(14,1)(t)
or ψ(19,1)(t) = ψ(20,1)(t) for all t ∈ [0,+∞), see Table 1. But, removing the represen-
tation of these five generators out of Nall, Nall becomes a representation of a set of
generators, see Table 1 again.
Now consider a generator ψ(a,θ) and a set N ∈ FR˜+0 . To decide, whether or not ψ(a,θ)
is one of the generators represented by the set N , one needs only the pair (a, θ) (and
does not need a functional form of ψ(a,θ)). Based on this observation, a relationship,
similar to the relationship ∈¯ introduced in Definition 2.4, is now introduced.
Definition 6.5. Let F ⊆ Fall, a ∈ F , θ ∈ R and N ∈ FR˜+0 . Then define the relation
∈˜ by
(a, θ)∈˜N ⇔ (∃r ∈ R˜+0 ) (a, r) ∈ N & θ ∈ r. (32)
By convention, ¬((a, θ)∈˜N ) is simply denoted by (a, θ) /˜∈N . It follows from the defini-
tion that, e.g., (C, 0.5) ∈˜Nall states that ψ(C,0.5) is one of the generators represented
by Nall. Similarly, (C, -0.5) /˜∈Nall states that ψ(C,−0.5) is not one of the generators
represented by Nall
Now, let us have a look at the operation ∩˜. Assume that we are estimating a {C,
12}-heterogeneous 4-HAC and we have already estimated its structure and two of its
generators. E.g., let these two generators be ψ(C,0.5) and ψ(12,3.0), which are assigned
in the estimation process to be the two children of a generator ψ(a,θ), which is still un-
known, i.e., the values of the pair (a, θ) have not been estimated yet. Such a case corre-
sponds to the one depicted in Figure 7. The question is, which family-parameter values
(a, θ) are admissible in order to the function corresponding to Figure 7 be a copula, i.e.,
the s.n.c to be satisfied for both parent-child pairs of generators. Considering the pair
(ψ(a,θ), ψ(C,0.5)), according to Tables 1 and 2, if (a, θ)∈˜{(C, (0, 0.5])}, the s.n.c. to satis-
fied. Similarly, considering the pair (ψ(a,θ), ψ(12,3.0)), if (a, θ)∈˜{(C, (0, 1]), (12, [1, 3.0])},
the s.n.c. is satisfied. According to Theorem 3.2, if both conditions are satisfied, i.e.,
if (a, θ)∈˜{(C, (0, 0.5])} as well as (a, θ)∈˜{(C, (0, 1]), (12, [1, 3.0])}, then a copula re-
sults. To compose these conditions into one, we can use the ∩˜ operation. Observe
that {(C, (0, 0.5])}∩˜ {(C, (0, 1]), (12, [1, 3.0])} = {(C, (0, 0.5])}. Using Tables 1 and 2
again, we can verify that for all (a, θ)∈˜{(C, (0, 0.5])}, the s.n.c. for both parent-child
pairs is satisfied and thus a proper copula results. Such an approach can be generally
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used to assure that a proper copula results when a parent (generator) of one or more
generators is estimated, which is later shown in connection with Theorem 6.8.
Now, consider two special classes of elements from FR˜+0 .
Definition 6.6. Let F ⊆ Fall. An N ∈ FR˜+0 is called Archimedean, if
∀(a, θ)∈˜N , ψ(a,θ) ∈ Ψ+∞ (33)
Further, an N ∈ FR˜+0 is called F-Archimedean, if for all Archimedean N+ ∈ FR˜+0 holds
that
(a, θ)∈˜N+ ⇒ (a, θ)∈˜N . (34)
In other words, an Archimedean N represents a set of c.m. generators from the
families from F . An F-Archimedean N represents the set of all c.m. generators from
the families from F . E.g., Nall is Fall-Archimedean.
Now, consider again the estimation process related to Figure 7. Having a child
generator estimated, e.g., the generator ψ(12,3.0), it would be desirable to have a simple
tool that would provide us values of (a, θ) that are admissible in order to the s.n.c. be
satisfied without the need of inspecting Tables 1 and 2. E.g., this tool would provide us
the set {(C, (0, 1]), (12, [1, 3.0]))} when concerning the child generator ψ(12,3.0). Such a
tool in a form of a mapping that relates to the pairs of families from F2nest, see (11),
is introduced in the following definition.
Definition 6.7. Let F ⊆ Fall and NF ∈ FR˜+0 be F-Archimedean. Then the mapping
N 2F : F × [0,+∞) 7→ FR˜+0 is defined for all (a2, θ2)∈˜NF by
N 2F (a2, θ2) = {(a1, θ1)∈˜NF | (a1, a2) ∈ F2nest & (ψ(a1,θ1), ψ(a2,θ2)) ∈ Ψ˜2+∞}. (35)
Hence, given a child generator representation (a2, θ2), N 2F (a2, θ2) simply contains
representations of all known c.m. generators that can be parents of ψ(a2,θ2) such that
the s.n.c. is satisfied. Clearly, if there appear some other families of c.m. generators
that can be parents of ψ(a2,θ2) such that the s.n.c. is satisfied, a generalization of N 2F
for these families can be simply done by adding these families to F2nest. Returning to
the example related to Figure 7, one can easily see, using Tables 1 and 2, that, e.g.,
N 2{C,12}(12, 3.0) = {(C, (0, 1]), (12, [1, 3.0]))} or N 2{C,12}(C, 0.5) = {(C, (0, 0.5])}.
Based on these ideas, i.e., using the nesting semigroup (FR˜+0 , ∩˜), the mapping N 2F
and the function trim, we are able, for some appropriately selected N0 ∈ FR˜+0 (its
choice is discussed below), to assure that Algorithm 3 always returns a triplet (Vˆ, Eˆ , λˆ)
satisfying (9), as states the main theorem of this work.
Theorem 6.8. Let F ⊆ Fall, N0 ∈ FR˜+0 be Archimedean, N 2F be given by Definition
6.7 and the condition
∃(a1, θ1), a1 ∈ F , θ1 ∈ [0,+∞) such that (a1, θ1) ∈˜ N0∩˜N 2F (a2, θ2)∩˜N 2F (a3, θ3) (36)
holds for all (a2, θ2)∈˜N0 and (a3, θ3)∈˜N0. Then, for given inputs 1), 5) and 6), Algo-
rithm 3 returns a triplet (Vˆ, Eˆ , λˆ) satisfying (9), i.e., C(Vˆ,Eˆ,λˆ) is a copula.
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Algorithm 3 The heterogenous HAC estimation
Input:
1) (Ui1, ..., Uid), i = 1, ..., n ... pseudo-observations
2) F ... a set of parametric Archimedean families
3) N0 = {(a1, r1), ..., (a#N0 , r#N0)} ∈ FR ... defined in Definition 6.4
4) N 2F ... defined in Definition 6.7
5) g ... an [0,+∞)-aggregation function (used in the GoF evaluation)
6) Sn ... a GoF test statistic for a 2-AC, e.g. S
(E)
n , S
(K)
n or S
(R)
n
The estimation:
1. compute (τnij) for (Ui1, ..., Uid), i = 1, ..., n
2. get (Vˆ, Eˆ , (τˆk)2d−1d+1 ) using Algorithm 1
3. set the admissible parents for each leave, i.e., N 1(k) := N0, k = 1, ..., d
for k = 1, ..., d− 1 do
3. find two nodes to join, i.e.,
(i, j) := ∧(d+ k)
4. (*) intersect the sets of the admissible parents corresponding to
the nodes i and j and denote the resulting set N
by {(a1, r1), ..., (a#N , r#N )}, i.e.,
{(a1, r1), ..., (a#N , r#N )} = N := N 1(i)∩˜N 1(j)
for l = 1, ...,#N do
5. estimate the parameter assuming the family al, i.e.,
θˆl := τ
−1
(al)
(τˆd+k) ... see Remark 5, where θˆd+k = θˆl
6. assure the s.n.c. by trimming the parameter to the interval rl, i.e.,
θˆl := trim(θˆl, rl)
end for
7. find the best fitting family al∗ according to S
g
n, i.e.,
l∗ := argmin
l∈{1,...,#N}
Sgn(u↓(i)↓(j), ψ(al,θˆl)) ... S
g
n and u{·}{·} are defined in Definition
5.2
8. store the best fitting family and the estimated parameter to λˆ, i.e.,
λˆ(d+ k) := ψ(al∗ ,θˆl∗ )
9. (**) compute the admissible parents for the fork d+ k, i.e.,
N 1(d+ k) := N∩˜N 2F (al∗ , θˆl∗)
end for
Output:
(Vˆ, Eˆ , λˆ)
(*) if N computed in this step is empty, stop
(**) if N 1(d+ k) computed in this step is empty, stop
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In other words, Algorithm 6.8 returns a proper copula provided the condition (36)
holds. Note that this condition assures that, given two children (represented by (a2, θ2)
and (a3, θ3)) of a parent generator in an estimated HAC, there always exists an admis-
sible pair (a1, θ1) representing the parent generator such that the s.n.c. holds with its
child generators. Without satisfying this condition, it might happen that Algorithm
6.8 stops before the estimation process is finished without any resulting copula, which
is discussed in detail in Section 6.4.4.
Theorem 6.8 opens two questions: 1) how to appropriately select N0 for a consid-
ered F in order to (36) be satisfied? and 2) does there exist some simple, i.e., easy
to implement, expression of the range of the mapping N 2F? Both questions can be
satisfactorily answered.
Consider the family combinations F2nest\{(a, a)|a ∈ Fall\{14}}, i.e., the pairs in
Table 2. These pairs can be separated according to the nature of the parameter con-
straints following from the corresponding s.n.c. shown in the fourth column in Table
2:
(1) the L1 class – no constraints on the parameters θ1, θ2 following from the corre-
sponding s.n.c. L1 ={(A, 19)}.
(2) the L2 class – the s.n.c. results in the constraint on the parameter θ1 of the
parent generator. L2 = {(C, 12), (C, 19)}.
(3) the L3 class – the s.n.c. results in the constraint on the parameter θ2 of the child
generator. L3 = {(A, C), (A, 20)} .
(4) the L4 class – the s.n.c. results in the constraint both on the parameter θ1 of the
parent generator and on the parameter θ2 of the child generator. L4 = {(C, 14),
(C, 20)}.
Using this classification, we answer the questions stated above for major two cases.
6.4.3. The L24 case
We start with F24 = {C, 12, 14, 19, 20}, which contains as subsets all combinations
from L2 and L4.
Lemma 6.9. Let NF24 ∈ FR˜+0 be F24-Archimedean. Then the mapping defined by
N 2F24(a, θ) =

{(C, (0, θ])} if a = C
{(C, (0, 1]), (12, [1, θ]} if a = 12
{(C, (0, 1θ ])} if a = 14{(C, (0, 1]), (19, (0, θ]} if a = 19
{(C, (0, θ]), (20, (0, θ])} if a = 20
(37)
for all (a, θ)∈˜NF24 is the mapping given by Definition 6.7 for F = F24.
Now we can discuss the appropriate N0. In the L24 case, we can allow
that the appropriate N0, denote it NF24 , is the broadest possible, i.e., NF24
is F24-Archimedean. Explicitly, NF24 = {(C, (0,+∞)), (12, [1,+∞)), (14, [1,+∞)),
(19, (0,+∞)), (20, (0,+∞))}. This is confirmed by the following theorem.
Theorem 6.10. Given the inputs F = F24, N 2F = N 2F24 , N0 = NF24 and any inputs
1), 5) and 6), Algorithm 3 returns the triplet (Vˆ, Eˆ , λˆ) satisfying (9).
Remark 7. The corresponding version of Theorem 6.10 for any F ⊂ F24 containing
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Figure 8. An Fall-heterogeneous 8-HAC that involves family combinations both from L2 and L3.
a pair combination from L2 or L4 can be proved analogously. Note that such F always
contains the family C.
6.4.4. The L1234 case
Answering the questions is more complicated, if we also involve some family combina-
tion from L3, i.e., if {A, C} ⊂ F or {A, 20} ⊂ F . In this case, it is not possible that
the appropriate N0 is F-Archimedean. This fact is explained by the following lemma,
which generalizes to an arbitrary d-HAC the idea of nesting the family combinations
{A, C} and {A, 20} in a 3-HAC proposed in Theorem 4.3.2 in [15, p. 118].
Lemma 6.11. Let F ⊆ Fall be such that C ∈ F or 20 ∈ F , C(V,E,λ) be an F-
heterogeneous binary d-HAC satisfying (9). By convention, λ(i) = ψ(ai,θi) for all i ∈
{d+1, ..., 2d−1}. Also, let (ai, aj) ∈ F2nest (see (11)) for all i, j ∈ {d+1, ..., 2d−1} such
that i =↑ (j). Then it holds that, if ai = C or ai = 20 for some i ∈ {d+ 1, ..., 2d− 1}
and θi < 1, then aj 6= A for all j ∈ {d+ 1, ..., 2d− 1}.
In other words, Lemma 6.11 says that if we want to allow that the family A is
involved in the output of Algorithm 3, we have to restrict the parameters of all gener-
ators from families C and 20 to be ≥ 1. Otherwise, no copula function satisfying the
s.n.c. can be constructed. Study the following example. Assume F = {A, C} and two
child generators ψ(A,0.5) and ψ(C,0.5) in the same 4-HAC structure as in the one de-
picted in Figure 7. Observing that N 2{A,C}(A, 0.5)∩˜N 2{A,C}(C, 0.5) = ∅, it follows that
there is no admissible choice of the family and the parameter of their parent in order
to the s.n.c. be satisfied. Hence, for this choice of F , if we want to assure that Algo-
rithm 3 returns a copula, we cannot allow (by setting of the input N0) all generators
from the F-Archimedean set {(A, [0, 1)), (C, (0,+∞))} and have to set the input N0
to some smaller subset. According to Lemma 6.11, we suggest to choose (as N0) the
set {(A, [0, 1)), (C, [θC,+∞))}, where θC = 1. Obviously, setting θC < 1, we cannot
assure that a copula results with the same argument as above in this paragraph. By
contrary, setting θC > 1, we unnecessarily avoid some generators in the estimation
process, which in turn could lead to an unnecessarily bias.
Our next consideration concerns the 8-HAC depicted in Figure 8. It is a Fall-
heterogeneous binary 8-HAC that involves family combinations both from L2 and
L3. Now consider the constraints for the parameters following from the s.n.c. As fol-
lows from Lemma 6.11, θ11 and θ14 must be ≥ 1 in order to allow for the family A in
an output of Algorithm 3. Also, θ14 must be ≤ 1 due to s.n.c. corresponding to the
fact that one of its child is a generator from the family 12, see Table 2. Thus θ14 must
equal to 1. Next, θ12θ14 must be ≤ 1 due to the s.n.c. for the combination (C, 14). As
θ14 = 1 and θ12 ≥ 1 (following the parameter range of the family 14), it implies that
θ12 = 1. Such a HAC with two parameters restricted to 1 is an extremely constrained
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model and is rarely feasible in practical applications. Considering other d-HACs, d ≥ 8
that involve all families from Fall, such HACs could be even more constrained, hence,
we do not consider them in the following.
We rather consider a smaller subset of Fall, the set F = F1234 := {A, C, 19, 20}
that contains (as subsets) at least one family combination from each L1, ..., L4.
Lemma 6.12. Let N˜F1234 ∈ FR˜+0 be F1234-Archimedean. Then the mapping defined
by
N 2F1234(a, θ) =

{(A, [0, θ])} if a = A
{(C, (0, θ])} if a = C, θ < 1
{(A, [0, 1)), (C, (0, θ])} if a = C, θ ≥ 1
{(A, [0, 1)), (C, (0, 1]), (19, (0, θ]} if a = 19
{(C, (0, θ]), (20, (0, θ])} if a = 20, θ < 1
{(A, [0, 1)), (C, (0, θ]), (20, (0, θ])} if a = 20, θ ≥ 1
(38)
for all (a, θ)∈˜N˜F1234 is the mapping from Definition 6.7 for F = F1234.
Following the previous considerations, the broadest possible N0 is thus not N˜F1234
used in Lemma 6.12, but NF1234 = {(A, [0, 1)), (C, [1,+∞)), (19, (0,+∞)), (20, [1,
+∞))}. The values in bold are the adjustments of the parameter ranges due to the
consequences of Lemma 6.11.
Theorem 6.13. Given the inputs F = F1234, N 2F = N 2F1234 , N0 = NF1234 and any
inputs 1), 5) and 6), Algorithm 3 returns the triplet (Vˆ, Eˆ , λˆ) satisfying (9).
Remark 8. The corresponding version of Theorem 6.13 for F = {A, C, 19} ⊂ F1234
containing a pair combination from each L1, ..., L4 can be shown analogously. Also,
the corresponding version of Theorem 6.13 for any F ⊂ F1234 containing a pair com-
bination from each L2, ..., L4 can be shown analogously as the combination (A, 19)
from L1 do not involve any constraints following from the s.n.c. that must be dealt
with.
6.4.5. A general strategy, assuring the s.n.c. and pre-collapsing
Finally, we propose a strategy for heterogeneous HACs estimation concerning the L24
and L1234 cases:
(1) If we want to allow a generator from the family C or 20 to have its parameter
value lower than 1, execute the algorithm with F = F24 and N0 = NF24 , i.e.,
then the family A is not allowed in the resulting estimate;
(2) If we want to allow the family A in the resulting estimate, execute the algorithm
with F = F1234 and N0 = NF1234 ;
(3) If we aim to get the best possible fit of the resulting estimate no matter if
the family A is involved or not, generate two HAC estimates using both of the
previous cases and choose the one that better fits the data using, e.g., some of
the GoF test statistics described in Section 5.
Considering the problem of assuring the s.n.c. while collapsing a heterogeneous
HACs using our collapsing strategy proposed in Section 6.1, we use an approach that
is analogous to what we do in Step 6 of Algorithm 3. I.e., we compute rl (originally
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computed in Step 4) by
{(a1, r1), ..., (a#N , r#N )} = N := N 1(i1)∩˜...∩˜N 1(im), (39)
where i1, ..., im are the children of the collapsed node, which assures that the new col-
lapsed fork satisfies the s.n.c with all of its children. Also, for pre-collapsing (see Section
6.3), Step 3 is substituted by (i1, ..., im) := ∧(d+ k), Step 4 is substituted by (39) and
the term u↓(i)↓(j) in Step 7 is substituted by u↓(i1)↓(i2),u↓(i1)↓(i3), ...,u↓(im−1)↓(im), which
is a construction analogous to (22).
6.4.6. An example
Compared to the homogenous HAC estimation, the heterogeneous HAC estimation is
significantly more complex partly due to the involvement of GoF testing but mainly
due to the need to deal with the s.n.c. for different family combinations. Hence, to
clarify the whole heterogeneous estimation process, we illustrate it by the following
example.
Let d = 5 and C(V,E,λ) be the {A, C, 19, 20}-heterogeneous binary 5-HAC depicted
in Figure 9(b). We sample n = 1000 observations according to C(V,E,λ) using the
approach described in [5]. These observations are depicted in Figure 9(a). Now assume
that C(V,E,λ) is unknown and we are interested in its estimate based on the data sample.
We set the inputs of Algorithm 3 as follows: F = F1234, N0 = NF1234 and N 2F =
N 2F1234 . We also set g to be the maximum function and Sn to be S
(R)
n . Recall that the
algorithm is constructed under the optimistic attitude.
The Kendall’s correlation matrix (τnij) computed in Step 1 can be seen in Fig-
ure 9(a). In Step 2, Algorithm 1 returns the triplet (Vˆ, Eˆ , (τˆk)2d−1d+1 ) = ({1, ..., 9},{{4, 6}, {5, 6}, {1, 7}, {2, 7}, {3, 8}, {6, 8}, {7, 9}, {8, 9}}, (0.685, 0.527, 0.406, 0.212)).
This result follows (recall that ↓ (m) = {m} for all m ∈ {1, ..., d} by the defini-
tion) from the matrices depicted in Figures 9(a) and 10 corresponding to the loops
k = 1, 2, 3 of Algorithm 1, respectively, and the consideration that Algorithm 1 just
joins two leaves or forks {i, j} corresponding to the maximum in these matrices. Note
that in the loop k = 4 of Algorithm 1, I = {7, 8} and thus (i, j) = (7, 8) in Step 2
there and in turn avg((τn
i˜j˜
)(˜i,j˜)∈↓(7)×↓(8)) = avg((τ
n
i˜j˜
)(˜i,j˜)∈{1,2}×{3,4,5}) = 0.212. Observe
that (Vˆ, Eˆ) is the true structure (V, E).
Continue with Algorithm 3. Step 3 says that each leave can be assigned to any
parent generator from N0, i.e, generators (but not all of them) from the families A,
C, 19 and 20.
Now, start the outer loop with k = 1. In Step 3, as ∧(6) = {4, 5}, it is (i, j) = (4, 5).
In Step 4, N := N 1(4)∩˜N 1(5) = N0∩˜N0 = N0. Thus, {(a1, r1), ..., (a4, r4)} =
{(A, [0, 1)), (C, [1,+∞)), (19, (0, +∞)), (20, [1,+∞))} assuming the lexicographical
ordering of the families, i.e., (a1, .., a4) = (A, C, 19, 20). As #N = 4, we com-
pute in Step 5 the estimates θˆl, l = 1, ..., 4 for the families {A, C, 19, 20}. As
θˆl := τ
−1
(al)
(τˆ6) = τ
−1
(al)
(0.685), we should compute θˆl for all l = 1, ..., 4. But, as
τ(A)(ΘA) = [0,
1
3), see Table 3, and we assume the optimistic attitude, we artifi-
cially set the θˆ1 = 1− , similarly to our approach to homogeneous HAC estimation,
see Section 6.3. Note that 1 −  denotes the highest real allowed by the computing
system (we used MATLAB for this example) lower than 1. Hence, we get the pa-
rameter estimates (a1, ..., a4) = (1 - , 4.339, 1.761, 1.306). Due to the fact that all
32
U1
τ
n
12
=
0.527
U2
τ
n
13
=
0.215
τ
n
23
=
0.213
U3
τ
n
14
=
0.212
τ
n
24
=
0.217
τ
n
34
=
0.414
U4
τ
n
15
=
0.208
τ
n
25
=
0.206
τ
n
35
=
0.398
τ
n
45
=
0.685
U5
(a) All 2-dimensional projections of the example data (see Section 6.4.6) with 1000 observations sampled accord-
ing to the 5-HAC model depicted in Figure 9(b)
u1 u2
λ(7)
(19, 0.446)
τ = 0.500
u3
u4 u5
λ(6)
(20, 1.377)
τ = 0.700
λ(8)
(C, 1.333)
τ = 0.400
λ(9)
(A, 0.713)
τ = 0.200
(b) The example 5-HAC model
u1 u2
λ(7)
(19, 0.562)
τ = 0.527
u3
u4 u5
λ(6)
(20, 1.306)
τ = 0.685
λ(8)
(C, 1.306)
τ = 0.395
λ(9)
(A, 0.745)
τ = 0.212
(c) The estimate obtained using Algorithm 3 for the
data depicted in Figure 9(a) provided F = {A, C,
19, 20} and under the optimistic attitude.
Figure 9. The example data, their true 5-HAC model and its estimate described in Section 6.4.6.
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j 1 2 3 6
i ↓(·) 1 2 3 {4, 5}
1 1 · 0.527 0.215 0.210
2 2 · · 0.214 0.212
3 3 · · · 0.406
6 {4, 5} · · · ·
j 3 6 7
i ↓(·) 3 {4, 5} {1, 2}
3 3 · 0.406 0.214
6 {4, 5} · · 0.211
7 {1, 2} · · ·
Figure 10. The similarity avg((τn
i˜j˜
)(˜i,j˜)∈↓(i)×↓(j)) computed in the loops k = 2 (at the left hand) and k = 3
(at the right hand) of Algorithm 1 for the data depicted in Figure 9(a), where i, j ∈ I are shown in the first
column and the first row, respectively, and ↓ (i), ↓ (j) are shown in the second column and the second row,
respectively. The maximum in a matrix is in bold.
the parameters belong to the corresponding parameter ranges stored in N , the val-
ues θˆl, l = 1, ..., 4 remain unchanged in Step 6. In Step 7, we compute the statistics
S
(R) max
n (u{4}{5}, ψ(al,θˆl)), l = 1, ..., 4 and get the values (11.732, 3.002, 0.690, 0.355).
Note that, assuming (U1, ..., U5) ∼ C(V,E,λ), u{4}{5} are the observations of (U4, U5).
Based on the GoF values, the generator ψ(20,1.306) corresponding to the minimal value
0.355 is selected as the best fitting estimated generator. Thus, in Step 8, λˆ(6) :=
ψ(20,1.306). In Step 9, as N 2F (20, 1.306) = {(A, [0, 1)), (C, (0, 1.306], (20, (0, 1.306])},
the parameter constraints for the (still unknown) parent of the fork 6 are computed
N 1(6) = N∩˜N 2F (20, 1.306) = {(A, [0, 1)), (C, [1, 1.306], (20, [1, 1.306])}. The reader
can compare this result with the s.n.c.s shown for the child generator from the family
20 in Tables 1 and 2.
Now consider the second loop (k = 2). In Step 3, (i, j) = (1, 2). In Step
4, again, N := N 1(1)∩˜N 1(2) = N0∩˜N0 = N0. Thus, {(a1, r1), ..., (a4, r4)} =
{(A, [0, 1)), (C, [1,+∞)), (19, (0, +∞)), (20, [1,+∞))}. In Step 5, as #N = 4, we com-
pute the parameters estimates (θˆ1, ..., θˆ4) = (1 - , 2.225, 0.562, 0.788). In Step 6, the
trim function applies to θˆ4 and changes it to 1. Recall that this adjustment follows
from Lemma 6.11, which says that if one wants to involve the family A in a HAC,
it is not possible to have a generator from family 20 with parameter lower than 1.
In Step 7, we compute S
(R) max
n (u{1}{2}, ψ(al,θˆl)), l = 1, ..., 4 resulting in the values
(3.528, 0.656, 0.0527, 1.187) and thus l∗ = 3. In Step 8, λˆ(7) := ψ(19,0.562). In Step 9,
N 1(7) = N∩˜N 2F (19, 0.562) = {(A, [0, 1)), (C, [1, 1], (19, (0, 0.562])}, see Tables 1 and 2
to check this result.
In the third and fourth loop, the s.n.c. comes into play more significantly. Con-
sider the third loop (k = 3). In Step 3, (i, j) = (3, 6). In Step 4, as j = 6 is a
fork and not a leaf as in the previous loops, additional constraints following from
the s.n.c. come into play. Hence, N := N 1(3)∩˜N 1(6) = {(A, [0, 1)), (C, [1,+∞)),
(19, (0,+∞)), (20, [1,+∞))} ∩˜{(A, [0, 1)), (C, [1, 1.306], (20, [1, 1.306])} = {(A, [0, 1)),
(C, [1, 1.306], (20, [1, 1.306])}. In Step 5, as #N = 3, we compute the estimates
(θˆ1, ..., θˆ3) = (1 − , 1.368, 0.534) assuming (a1, a2, a3) = (A, C, 20). Observe that
two of the parameters are out of the corresponding parameter ranges, thus in Step 6,
we set θˆ2 to trim(1.368, [1, 1.306]) = 1.306 and θˆ3 to trim(0.534, [1, 1.306]) = 1. Note
that under the pessimistic attitude, the estimation process would stop here with no
result, as all parameter estimates have been trimmed/biased. In Step 7, we compute
the statistic S
(R) max
n (u{3}{4,5}ψ(al,θˆl)), l = 1, 2, 3 resulting in (0.287, 0.033, 6.331) and
thus l∗ = 2, i.e., ˆλ(8) := ψ(C,1.306) in Step 8. Recall that S(R) maxn (u{3}{4,5}ψ(al,θˆl)) =
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max
(
S
(R)
n ((U•3, U•4), ψ(al,θˆl)), S
(R)
n ((U•3, U•5), ψ(al,θˆl))
)
, i.e., two 2-AC GoF test statis-
tics computed for the bivariate margins (U3, U4) and (U3, U5) are aggregated by the
maximum function. In Step 9, as N 2F (C, 1.306)) = {(A, [0, 1)), (C, [0, 1.306]}, the pa-
rameter constraints for the parent of the fork 8 are computed as N 1(8) = {(A, [0, 1)),
(C, [1, 1.306], (20, [1, 1.306])}∩˜ {(A, [0, 1)), (C, [0, 1.306]} = {(A, [0, 1)), (C, [1, 1.306]}.
The reader can compare this result with the s.n.c.s shown in Tables 1 and 2.
Now consider the last loop (k = 4). In Step 3, (i, j) = (7, 8), i.e., both i = 7 and
j = 8 are forks. Hence, in Step 4,N 1(7)∩˜N 1(8) = {(A, [0, 1)), (C, [1, 1], (19, (0, 0.562])}
∩˜{(A, [0, 1)), (C, [1, 1.306]} = {(A, [0, 1)), (C, [1, 1])}. In Step 5, we compute (θˆ1, θˆ2) =
(0.745, 0.538) assuming (a1, a2) = (A, C) . In Step 6, trimming applies to θˆ2 and thus
θˆ2 = trim(0.538, [1, 1]) = 1. Again, this change relates to Lemma 6.11. In Step 7,
the statistic S
(R) max
n (u{1,2}{3,4,5}ψ(al,θˆl)), l = 1, 2) results in (0.030, 0.674) and thus
l∗ = 1. Recall that u{1,2}{3,4,5} are the observations corresponding to the bivariate
margins (U1, U3), (U1, U4), (U1, U5), (U2, U3), (U2, U4) and (U2, U5). In Step 8, λˆ(9) :=
ψ(A,0.745). Step 9 in this loop does not influence the result.
Observe that we have obtained the same families for the same forks as in the model,
and that the triplet (Vˆ, Eˆ , λˆ) is satisfying (9), see also Figure 9(c).
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(a) The estimate obtained assuming F = {C, 19,
20} and the optimistic attitude.
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(b) The estimate obtained assuming F = {C, 19,
20} and the pessimistic attitude.
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(c) The estimate obtained assuming F = {A, C, 19}
and the optimistic attitude.
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τ = 0.685
λ(8)
(19, 0.146)
τ = 0.406
λ(9)
(A, 0.745)
τ = 0.212
(d) The estimate obtained assuming F = {A, C, 19}
and the pessimistic attitude.
Figure 11. Four other estimates obtained using Algorithm 3 for the data depicted in Figure 9(a) for different
settings of F and attitudes.
Finally, we evaluated the resulting estimate using S
(E)
n and we obtained the value
0.032. As a comparison, we used Algorithm 3 to obtain other 4 estimates assuming
different settings of the set F and attitudes. These estimates are depicted in Figures
11(a), 11(b), 11(c) and 11(d), and the corresponding values of S
(E)
n are 0.060, 0.110,
3.248 and 0.037, respectively. As mentioned above, the estimation process for F = {A,
C, 19, 20} under the pessimistic attitude terminated in the loop k = 3 without any
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result. These results show that:
(1) Allowing for more families enables for better flexibility and thus for better fit,
which follows from the fact that even if the {A, C, 19, 20}-heterogeneous estimate
is slightly biased (the generator λˆ(8) in the estimate depicted in 9(c)), it can fit
the data better than the other estimates with a more restricted choice of families
no matter if biased or unbiased;
(2) Comparing the values of S
(E)
n for the two estimates in Figure 11 obtained under
the optimistic attitude with the two estimates depicted in the same figure ob-
tained under the pessimistic attitude, i.e., we observe that the optimistic one for
F = {C, 19, 20} shows better fit that the pessimistic one but just the opposite
for F = {A, C, 19}, one should always consider estimates obtained under both
of the attitudes as none of the attitudes may assure the better fit.
7. Experiments
To show abilities of the proposed approach to heterogeneous HAC estimation repre-
sented by Algorithm 3, we perform an experimental study on data simulated from 12
different heterogeneous HACs with dimensions up to d = 15 and involving up to five
parametric families of Archimedean generators in a single HAC. To the best of our
knowledge, there does not exist any other implemented methods suitable for heteroge-
neous HACs estimation. to have at least one heterogeneous estimator to compare, we
thus made use of the homogeneous estimator introduced in [7] with an improvement
proposed in [9], and generalized it to the heterogeneous case applying the findings
reported in Section 6.4. A detailed description of this alternative heterogeneous esti-
mator can be found in Appendix B.
In the rest of this section, several variants of these estimators, generated by differ-
ent input settings and by using different collapsing approaches, are compared. This
comparison concerns success in estimating the structure and the families of the true
copula, precision of the estimated parameters and goodness-of-fit. The comparison was
implemented and performed in MATLAB.
7.1. Design of the performed experiments
The estimator represented by Algorithm 3 will be denoted by PT as it is based on
pairwise correlation coefficients and the inversion of Kendall’s tau. Similarly, the es-
timator represented by Algorithm 4 will be denoted by DM as it is based on the
diagonal transformation and the ML estimation. Both these estimators (algorithms)
depend, apart from other input settings addressed below, on Sn (Input 6) and the PT
estimator also depends on g (Input 5). In the experiments, we use three settings of Sn
– the GoF statistics S
(E)
n , S
(K)
n and S
(R)
n recalled in Section 5 – and two settings of
g – the maximum and the average. Hence, these settings generate 9 basic estimators
denoted E PT avg, E PT max, E DM, K PT avg, K PT max, K DM, R
PT avg, R PT max and R DM, where each name obviously addresses the corre-
sponding type of Sn, the underlying algorithm and, for the PT case, the setting of g
for a given estimator. We also consider the two attitudes – the optimistic (denoted
opt) and the pessimistic (denoted pes), which doubles the number of these estima-
tors. Finally, as these 18 estimators serve only for estimation of binary structured
HACs, we use for each of these estimators the following collapsing strategies. These
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strategies are based on the re-estimation approaches KTauAvg and TauMin (denoted
Re-est=KTauAvg and Re-est=TauMin, respectively); see Section 6.1. Using any
of these two approaches, a set of HACs with decreasing number of generators is gener-
ated from a binary HAC estimate and it is up to the user, which one of these collapsed
HACs will be used as the final estimate. To automatize this choice, we use the two
following approaches. In the first one (denoted #Forks=known), we assume that we
know the number of generators (forks) in the true copula and simply choose out of
the generated set the estimate with this number of forks. This approach is of course
unrealistic, but useful for comparison of the KTauAvg and TauMin approaches inde-
pendently on how one chooses a final collapsed HAC from the mentioned set of HACs.
In the second approach (denoted #Forks=unknown), we assume the number of the
generators to be unknown, i.e., a realistic assumption, and choose out of the generated
set the estimate with the number of generators estimated by the heuristic procedure
proposed in Section 6.1. Combining KTauAvg and TauMin with #Forks=known and
#Forks=unknown thus generates four collapsing strategies applicable for all 18 binary
estimators. Also, as addressed in the last paragraph of Section 6.3, for the PT-based
estimators, a collapsing strategy can be applied before (and hence denoted Coll=pre)
the families and the parameters of a HAC is estimated, and the final non-binary HAC
estimate is then obtained using Algorithm 3, where in Step 2, a non-binary structure
can be assumed; see also Section 6.4.5. The approach where the HAC is collapsed after
its families and parameters are estimated is denoted Coll=post. Note that in Algo-
rithm 4, due to involvement of the diagonal transformation and the ML estimation,
an assumption on the families have to be done before starting the algorithm, which
implies that estimation of the structure cannot be done separately from estimation of
the parameters and families. This in turn implies that no pre-collapsing is possible for
the DM estimators and thus it is not considered in the experiments.
All in all, we consider 18 × 4 = 72 estimators for Coll=post plus 12 × 4 = 48
estimators for Coll=pre, i.e., 120 heterogeneous estimators, which we compare on data
simulated from the 12 models depicted in Figures 12 and 13.
These models are designed as follows. As we want to study how the estimators
behave when parameters in a model get closer (measured by the δ, see Section 6.1) to
each other, the parameters of the six models depicted in Figure 12 are set in a way
that they differ more (we denote them by τ -spread=high) than in the remaining six
models (these are denoted by τ -spread=low) depicted in Figure 13. Observe that we
mostly shift the parameters in the first and in the last levels of the structures keeping
the parameters in the second level (for d ∈ {10, 15}) unchanged. Also note that the
parameters were chosen in a way that the s.n.c. is satisfied.
To allow for studying the behavior of the estimators depending on the number of
involved families, each two models for a given d and τ -spread are chosen such that
the number of different families in a model varies, precisely, three and two families
for d = 5, four and three families for d = 10 and five and three families for d = 15.
Note that some of these models involve all families from F1234 (d = 10) and also all
families from F24 (d = 15). Despite the fact that it is possible to nest even 6 different
families in a HAC, we do not consider such models because of extreme restrictions of
the parameters, as addressed in Section 6.4. From this point of view, the considered
models thus contain the largest possible sets of families that are reasonable to nest
into a single HAC. Also note that the leaves in all models are always ordered from 1
to d (left to right) as their permutation does influence the results reported below.
Given a data sample and an estimator, we consider the following two scenarios for
the input F of the estimator:
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(a) The {19, A, C}-heterogeneous 5-HAC model
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u 1 u 2
λ (13 )
(19 , 1 .96 )
τ = 0 .7
u 3 u 4 u 5
λ (14 )
(19 , 1 .96 )
τ = 0 .7
u 6 u 7
λ (11 )
(20 , 2 .02 )
τ = 0 .8
u 8 u 9 u 10
λ (12 )
(20 , 2 .02 )
τ = 0 .8
λ (15 )
(C , 1 .33 )
τ = 0 .4
λ (16 )
(A , 0 .40 )
τ = 0 .1
(c) The {19, 20, A, C}-heterogeneous 10-HAC
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(d) The {19, A, C}-heterogeneous 10-HAC model
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model
u 1 u 2
u 3 u 4 u 5
λ (1 8 )
(1 2 , 2 .2 2 )
τ = 0 .7
u 6 u 7
λ (1 7 )
(C , 4 .6 7 )
τ = 0 .7
u 8
u 9 u 1 0 u 1 1
λ (1 9 )
(C , 4 .6 7 )
τ = 0 .7
u 1 2 u 1 3 u 1 4 u 1 5
λ (1 6 )
(2 0 , 1 .3 8 )
τ = 0 .7
λ (2 0 )
(C , 0 .8 6 )
τ = 0 .3
λ (2 1 )
(C , 0 .2 2 )
τ = 0 .1
(f) The {12, 20, C}-heterogeneous 15-HAC model
Figure 12. The τ -spread=high models for d ∈ {5, 10, 15}.
(1) F-known: This scenario assumes that the set of families in the model underlying
the data is known, and F is thus set equal to this set. This scenario is unrealistic,
however, it allows us to study the precision of the estimators if the underlying
families are chosen correctly.
The inputs N0 and N 2F are set as proposed in Section 6.4, e.g., see Lemmas
6.9 and 6.12 for F = F24 and for F = F1234, respectively. For other sets of
families, N0 and N 2F are narrowed from the ones corresponding to F1234 or F24
just by removing the families that are not in F . Note that, if A ∈ F , N0 and
N 2F are narrowed from the ones corresponding to F1234, otherwise, these inputs
are narrowed from the ones corresponding to F24;
(2) F-unknown: F is chosen to be a family from {C, F, G}, where F and G denote
the Frank and Gumbel family of generators, respectively; see, e.g., [2, 5] for their
definitions. This realistic scenario allows to study how robust the estimators are
when misspecifying the underlying distribution (family). Note that we choose
those three families as they cover a variety of different tail dependencies, more
precisely, C allows for modeling lower tail dependency while being upper tail
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(a) The {19, A, C}-heterogeneous 5-HAC model
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(b) The {19, A}-heterogeneous 5-HAC model
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model
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(d) The {19, A, C}-heterogeneous 10-HAC model
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(f) The {12, 20, C}-heterogeneous 15-HAC model
Figure 13. The τ -spread=low models for d ∈ {5, 10, 15}.
independent, F is both lower and upper tail independent and G represents the
opposite of C.
Hence, this scenario generates additional homogeneous estimators, which are
constructed as follows. We consider the three families mentioned above, the two
homogeneous version of the PT and ML estimators, and, similarly to the previous
scenario, the two attitudes and the four collapsing strategies. Also we consider
Coll=pre and Coll=post for the PT estimator. This gives 3× 3(={PT post, PT
pre, ML})×2×4 = 72 estimators. Note that the homogeneous version of the PT
estimator is not dependent on g; compare Algorithms 2 and 3. Also note that
the results for this scenario serve as benchmark results for the previous scenario.
For each of the 12 considered models, we generate N = 100 samples of sizes n ∈
{n1, ..., n20} according to the sampling approach proposed in [5]. The value ni depends
on d and is chosen as ni = d ∗ 4 ∗ i, i ∈ {1, ..., 20}. This choice follows from our
observation that the estimators’ abilities, e.g, the ability to detect the structure of
the true copula, strongly depend on the amount of available data. Also, this choice
allows to see some progress (according to n) for most of the considered evaluations.
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Thus we generate 100×20 = 2 000 data samples for each model, i.e., 24 000 data
samples in total. Applying the 120 heterogeneous estimators and the 72 homogeneous
estimators for each of these samples, we finally obtained 4 608 000 HAC estimates,
where each one is evaluated using the following criteria. Given an estimator, a model
and i ∈ {1, ..., 20}, which correspond to N = 100 generated samples and estimates, we
consider the following evaluation criteria:
• False structure ratio (in %): expresses how many times the estimator missed the
true structure (= the structure of the model) out of all times it has returned an
estimate (note that under the pessimistic attitude, the estimator may not return
any estimate, which is studied by the criterion called Rejection rate, which is
described in next item);
• Rejection rate: denotes the number of times the estimator has not returned (has
rejected) an estimate out of N = 100 under the pessimistic attitude;
• False families ratio (in %): expresses how many times the estimator missed the
true families (= the families of the model) out of the times it has returned the
true structure. To clarify, to miss the true families, it is enough that the estimated
and the true family corresponding to a fork in the true structure differ at least
once. Note that this ratio is not considered for the F-unknown scenario;
• Tau distance median: denotes the median of the N = 100 realizations of ∑di=1∑d
j=i+1(τ
n
ij − τˆij)2, where (τnij) and (τˆij) denote the Kendall correlation matrices
corresponding to a data sample and the estimate based on this sample, respec-
tively;
• GoF median: denotes the median of the S(E)n values, see (18), computed for
the N = 100 pairs of the data samples and estimates. Note that for d > 2,
particularly for the dimensions we consider in our experiments, using S
(K)
n or
S
(R)
n directly instead of S
(E)
n would be at least a challenging task. For more
details on this problem, see Section 2.5 in [10]. Also note the in Algorithms 3
and 4, we do not use the above-mentioned statistics directly, but we use their
aggregated version; see Definition 5.2.
7.2. Results of the performed experiments
An evaluation of the 120 heterogeneous estimators for the four d-HAC models corre-
sponding to a given d ∈ {5, 10, 15} is always depicted in two figures, e.g., see Figures
14 and 15 for the false structure ratio and d = 15. One of these two figures corresponds
to the optimistic estimators, the latter to the pessimistic ones. Given an attitude, the
corresponding figure shows four sub-figures each corresponding to one of the four con-
sidered collapsing strategies. More precisely, the left-hand sub-figures correspond to
#Forks=known, whereas the right-hand to #Forks=unknown, and the top sub-figures
correspond to KTauAvg whereas the bottom sub-figures correspond to TauMin. Next,
in each sub-figure, there are four plots, each of which corresponds to one of the four
models for the given d. The corresponding models are identified by F and τ -spread.
Finally, each plot shows the evaluation of the corresponding fifteen (nine for Coll=post
and six for Coll=pre) estimators for all n ∈ {n1, ..., n20}. Note that showing all these
results for all considered dimensions would make this work excessively large. We thus
show only the results for d = 15, and the results for d ∈ {5, 10} are included in the
attachment.
For the false structure ratio, tau distance median and GoF median, we also add a
40
020
40
60
80
100
τ
-s
p
re
a
d
=
h
ig
h
F = {12, 14, 19, 20, C}
0
20
40
60
80
100
F = {12, 20, C}
 
 
post E PT avg
post E PT max
post E DM
post K PT avg
post K PT max
post K DM
post R PT avg
post R PT max
post R DM
pre E PT avg
pre E PT max
pre K PT avg
pre K PT max
pre R PT avg
pre R PT max
homo min in avg
0 240 480 720 960 1200
0
20
40
60
80
100
n
τ
-s
p
re
a
d
=
lo
w
0 240 480 720 960 1200
0
20
40
60
80
100
n
0
20
40
60
80
100
τ
-s
p
re
a
d
=
h
ig
h
F = {12, 14, 19, 20, C}
0
20
40
60
80
100
F = {12, 20, C}
 
 
post E PT avg
post E PT max
post E DM
post K PT avg
post K PT max
post K DM
post R PT avg
post R PT max
post R DM
pre E PT avg
pre E PT max
pre K PT avg
pre K PT max
pre R PT avg
pre R PT max
homo min in avg
0 240 480 720 960 1200
0
20
40
60
80
100
n
τ
-s
p
re
a
d
=
lo
w
0 240 480 720 960 1200
0
20
40
60
80
100
n
0
20
40
60
80
100
τ
-s
p
re
a
d
=
h
ig
h
F = {12, 14, 19, 20, C}
0
20
40
60
80
100
F = {12, 20, C}
 
 
post E PT avg
post E PT max
post E DM
post K PT avg
post K PT max
post K DM
post R PT avg
post R PT max
post R DM
pre E PT avg
pre E PT max
pre K PT avg
pre K PT max
pre R PT avg
pre R PT max
homo min in avg
0 240 480 720 960 1200
0
20
40
60
80
100
n
τ
-s
p
re
a
d
=
lo
w
0 240 480 720 960 1200
0
20
40
60
80
100
n
0
20
40
60
80
100
τ
-s
p
re
a
d
=
h
ig
h
F = {12, 14, 19, 20, C}
0
20
40
60
80
100
F = {12, 20, C}
 
 
post E PT avg
post E PT max
post E DM
post K PT avg
post K PT max
post K DM
post R PT avg
post R PT max
post R DM
pre E PT avg
pre E PT max
pre K PT avg
pre K PT max
pre R PT avg
pre R PT max
homo min in avg
0 240 480 720 960 1200
0
20
40
60
80
100
n
τ
-s
p
re
a
d
=
lo
w
0 240 480 720 960 1200
0
20
40
60
80
100
n
Figure 14. False structure ratio (in %) for the four 15-HAC models and the optimistic estimators. The left-
hand and right-hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and the
top and bottom sub-figures correspond to KTauAvg and to TauMin, respectively.
benchmark evaluation obtained for the F-unknown scenario. For simplicity, in each
plot, we show only the evaluation of the estimator that has shown to be the best (the
lowest) in average rank (along n) among the corresponding 9 homogeneous estimators
according to a given criterion. This evaluation is denoted homo min in avg. Also, for
the tau distance median and GoF median, we add a benchmark evaluation showing
the corresponding result for the underlying copula model. This benchmark evaluation
is denoted true copula. Note that for a given model, its graph is the same for both
attitudes and all collapsing strategies.
7.2.1. Structure and Rejections
Success of the estimators in identifying the true structure is evaluated by the false
structure ratio. This ratio is depicted in Figures 14 and 15 for d = 15.
The following can be observed:
• For the optimistic estimators, the ratio decreases as n increases. This decrease
depends on #F . In most of the cases, the lower #F , the faster the ratio de-
creases. Also, this decrease depends on the τ -spread. The ratio for τ -spread=low
is mostly larger than for τ -spread=high. Less formally, the estimators are more
successful to find the true structure if there are less families and the parame-
ters are far from each other. A next observation is that the Coll=pre estimators
clearly outperform the Coll=post estimators. Also, the ratio is the same for
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Figure 15. False structure ratio (in %) for the four 15-HAC models and the pessimistic estimators. The
left-hand and right-hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and
the top and bottom sub-figures correspond to KTauAvg and to TauMin, respectively.
all Coll=pre estimators. This is due to the fact that all these estimators esti-
mate the structure independently on Sn and g, and always 100 out of N = 100
estimates are obtained (note that the latter statement does not hold for the
pessimistic estimators and thus the ratio for the Coll=pre pessimistic estima-
tors can differ). Then, as expected, the #Forks=unknown estimators are less
successful to estimate the true structure than the #Forks=known estimators.
However, this difference vanishes as n increases, which justifies viability of our
collapsing approach introduced in Section 6.1. To support this claim, we provide
Figure 16. There, all information from Figure 14 is aggregated along each plot,
and each plot shows the average of the 15 corresponding evaluations, e.g., the
graph denoted #Forks=known & Re-est=KTauAvg corresponds to the average
(for each n) of all 15 evaluation depicted in the corresponding plot in Figure 14.
The underlying model can be identified in the same way as in Figure 14. Also,
observe that for #Forks=unknown, the KTauAvg estimators mostly show lower
average ratio than the TauMin estimators. Finally, observe that the benchmark
homogeneous evaluation coincide with the Coll=pre evaluations.
• For the pessimistic estimators, most of the claims for the optimistic estimators
can be adopted. What differs is that the evaluations for these estimators are
more similar than for the optimistic estimators, e.g., observe that the Coll=post
estimators are much closer (lower in the ratio) to the Coll=pre estimators than
their optimistic counterparts for a given n. This observation is also visible in
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Figure 16, e.g, compare the ratio for #Forks=known and a low n. One can
also observe that, frequently, DM-based estimators are substantially higher in
the ratio than the PT-based estimators. This is mostly given by the fact that
for this attitude, very few (out of N = 100) estimates are returned, which is
illustrated in Figure 19. If some of these few ones do not have the true structure,
this can substantially affect the ratio. Another observation following from Figure
19 is that there are three clearly distinct groups of estimators, namely 1) the
Coll=pre group, 2) the Coll=post & Alg=PT group and 3) the Coll=post &
Alg=DM group, where the first one led the the least rejections, the second led
to more rejections, and the third one even does not decrease in the rejection rate
below 80% no matter how high n is. This observation is very similar to what can
be observed in the small experiment described in Section 6.3.
Considering again the plots in Figures 14 and 15, one can see that some groups of
the heterogeneous estimators perform better more frequently than other groups. This
is evident particularly for the optimistic estimators. To quantify this observation, we
provide a regression tree [26], which shows the features of an estimator that substan-
tially affect the false structure ratio and how they affect this ratio. The regression
tree is trained on a data table that contains 6 columns, where the first 5 columns
are the inputs [26] of the tree. They describe an estimator by its features, which are
Coll ∈ {pre, post} determining if pre- or post-collapsing is used, respectively, Re-est
∈ {KTauAvg, TauMin}, Att(itude) ∈ {opt(imistic), pes(simistic)}, Sn ∈ {E, K, R}
determining which one of the statistics S
(E)
n , S
(K)
n and S
(R)
n is used as Input 6, and
Alg(orithm) ∈ {PT(avg), PT(max), DM} determining the algorithm and g (Input 5)
if the algorithm is PT. We omit the feature #Forks as it is unrealistic to choose an
estimator such that #Forks=known. Also, given a data sample, it is unrealistic to
arbitrarily choose d, n, τ -spread or #F . Hence the features used for building the tree
are those that one can arbitrarily choose when looking for an appropriate estimator
out of the considered ones. The last column is the output of the tree and contains,
given an estimator, its rank among the 60 heterogeneous #Forks=unknown estimators
according to a selected evaluation criterion for each HAC model and i ∈ {1, ..., 20},
i.e., the table contains 60× 12× 20 = 14 400 rows, which are thus based on the realis-
tic half (#Forks=unknown) of all (d ∈ {5, 10, 15}) generated heterogeneous estimates.
Also, in other words, given an estimator, such a tree predicts the rank of the estimator
among the 60 heterogeneous estimators according to a given evaluation criterion. Fi-
nally, note that all regression trees depicted below are generated using the fitrtree
function implemented in MATLAB and have been pruned to the the best level [26]
using the 10-fold cross-validation.
The regression tree obtained for the false structure ratio is depicted in Figure 17.
Observe that it confirms the observations mentioned above, i.e., the best (lowest in
rank) estimators are the ones with Coll=pre and we can moreover infer from that
the feature Coll is for the false structure ratio the most affecting feature out of the
considered ones. If Coll=post, the tree predicts for the Att=pes estimators a rank
better than for the Att=opt estimators. Finally, if Coll=post & Att=opt, the tree
predicts a better rank for the Alg=PT estimators, no matter if g=avg or g=max.
Also, as a rank predicted by the tree does neither depend on the features Re-est, Sn
nor g, we can infer that these features do not affect the rank as much as the remaining
ones.
Finally, to address the robustness of the estimation approaches against misspecifi-
cation of the underlying families, we show the ratio for the homogeneous estimators,
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Figure 16. Aggregated (by the average) false structure ratio computed for the evaluations depicted in Figure
14 - the optimistic attitude, here depicted at the left-hand - and Figure 15 - the pessimistic attitude, here
depicted at the right hand.
23.2031
27.2104
 39.647 50.2385
Coll = pre   
Att = pes   
Alg in {PT−avg, PT−max}   
   Coll = post
   Att = opt
   Alg = DM
Figure 17. The regression tree for the false structure ratio ranks based on the five features of the heteroge-
neous estimators.
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Figure 18. The false structure ratio for the Re-est=KTauAvg and #Forks=unknown homogenous estimators
for the four 15-HAC models. The optimistic ones are at the left-hand and the pessimistic ones at the right-hand.
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Figure 19. Rejection rate for the four 15-HAC models and the pessimistic estimators. The left-hand and
right-hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and the top and
bottom sub-figures correspond to KTauAvg and to TauMin, respectively.
but, for simplicity, only for the Re-est=KTauAvg and #Forks=unknown estimators,
see Figure 18. Note that also the best and the worst heterogeneous evaluation (chosen
analogously to homo min in avg) is shown, denoted by hetero min in avg and hetero
max in avg, respectively. The observations are quite clear. The Alg=PT estimators
are robust in the structure estimation against misspecification of the underlying fam-
ily(ies), whereas the Alg=ML estimators are not. E.g., observe the similarity of the
evaluations for the homogeneous Alg=PT estimators and hetero min in average, and
also that the Alg=ML estimators show worse results then the worst heterogeneous
estimator. Considering the Alg=ML pessimistic estimators, the estimators assuming
the Gumbel or the Clayton family are very prone to rejection, and for higher n, no
structure was returned by such an estimator – note that if none of the N = 100 esti-
mates for a given n and estimator was returned, no evaluation mark is shown. Finally,
observe that the evaluation of the Coll=pre and Coll=post estimators look identical,
however note that generally they are not the same.
7.2.2. Families
The performance of the estimators for estimating the true families is evaluated by the
false families ratio. This evaluation for d = 15 is depicted in Figures 20 and 21.
The following can be observed:
• For the optimistic estimators, the ratio decreases as n increases. This decrease
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Figure 20. The false families ratio (in %) for the four 15-HAC models and the optimistic estimators. The
left-hand and right-hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and
the top and bottom sub-figures correspond to KTauAvg and to TauMin, respectively.
strongly depends on #F , e.g., compare each two plots corresponding to τ -
spread=low, i.e., removing two families out of F substantially influences the
ability of the estimators to estimate the true families. Dependence of the ratio on
τ -spread is also evident, e.g., compare each two plots corresponding to #F = 5.
Considering the Re-est and #Forks features, differences are better visible from
Figure 22. This figure shows for the #Forks=unknown & Re-est=KTauAvg (re-
alistic) estimators better results than for the #Forks=known & Re-est=TauMin
(unrealistic) estimators, which is an interesting observation that suggests domi-
nance of the KTauAvg approach over the TauMin approach under the optimistic
attitude. Also, to get the ratio close to 0, the estimators need much more data
(n) for #F = 5 then for #F = 3, however, this also depends on Sn, see again
Figure 20. There, for Alg=PT, we observe that the Sn=R estimators frequently
perform better than the Sn=K estimators, and the latter ones perform better
than the Sn=E estimators. We also observe that the Alg=PT estimators perform
better than the Alg=DM estimators.
• For the pessimistic estimators, a majority of the observations for the optimistic
estimators can be adopted. The most visible difference is that the Alg=DM
estimators perform worse then in the optimistic case, which can be explained
by looking at Figure 19, i.e., as these estimators show the rejection rate close
to 100, it frequently happens that none of the few ones that have not been
rejected has the true families and thus the ratio is equal to 100%. In Figure
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Figure 21. The false families ratio (in %) for the four 15-HAC models and the pessimistic estimators. The
left-hand and right-hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and
the top and bottom sub-figures correspond to KTauAvg and to TauMin, respectively.
22, we observe more similar results among the considered averages than for the
optimistic attitude, e.g, compare the plots for #F = 3.
We now provide a regression tree created analogously to the one provided in Section
7.2.1, with the only change that the false families ratio is used instead of the false
structure ratio. The tree is depicted in Figure 23. From the tree, we can infer that
the most influencing feature on the ratio is Sn, where R shows results better than
for E and K, and also K show better results than E. Note that this is seemingly a
discrepancy between our results and the results presented in [25], where S
(E)
n performed
in general better than S
(K)
n and S
(R)
n . A closer look, however, reveals that for their
results concerning only Archimedean copulas, S
(K)
n and S
(R)
n performed well compared
with S
(E)
n . Another observation based on the tree is that if Sn=R, the tree predicts
the best rank for the Alg=PT estimators. Also note that as the tree does not contain
Re-est nor dependency on g, we can infer that these features do not affect the rank as
much as the remaining ones.
7.2.3. Parameters
Precision of the estimators in the estimation of the parameters is evaluated by the tau
distance median. This evaluation for d = 15 is depicted in Figures 24 and 25. As this
evaluation is not restricted to some limited interval, we do not show 10% of the largest
evaluations, to allow one to better distinguish among the other results.
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Figure 22. Aggregated (by the average) false families ratio computed for the evaluations depicted in Figure
20 - the optimistic attitude, here depicted at the left-hand - and Figure 21 - the pessimistic attitude, here
depicted at the right hand.
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   Coll = post    Coll = post
   Att = opt    Att = opt    Alg = DM
Figure 23. The regression tree for the false families ratio ranks based on the five features of the heterogeneous
estimators.
The following can be observed:
• For the optimistic estimators, the ratio converges to 0 as n increases. For Re-
est=KTauAvg, we observe very similar results for all corresponding estimators.
Also, the results are mostly better than for the true copula. Here, consider that
we work on the pseudo-observations given by (12), see also Input 1 in Algorithm
3, and not directly on the observations from the model. For more details on
this issue, see also [4]. This realistic approach however substantially affects the
data, particularly for low n, which explains our observation. On the other hand,
this observation justifies viability of these estimators for parameter estimation.
We also observe that the benchmark homogeneous evaluation sometimes shows
better results than for the best heterogeneous estimator. As we assume the opti-
mistic attitude, the parameters in the heterogeneous estimates might be biased
more by the trim function than in the homogeneous estimates as the s.n.c. is
more restrictive in the heterogeneous case; compare Tables 1 and 2. We thus get
slightly worse precision for the parameters. However, as will be seen in Section
7.2.4, this is a trade-off for better fit than of the homogeneous estimators. For
Re-est=TauMin, we observe a difference between the Coll=pre estimators and
the remaining ones. The results are relatively similar for #F = 5 and #F = 3.
For different τ -spreads, a better performance can be observed for τ -spread=high.
In average, KTauAvg clearly outperforms TauMin, as is additionally illustrated
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Figure 24. The tau distance median for the four 15-HAC models and the optimistic estimators. The left-hand
and right-hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and the top
and bottom sub-figures correspond to KTauAvg and to TauMin, respectively.
by Figure 26;
• For the pessimistic estimators, a majority of the claims for the optimistic estima-
tors can be adopted. The most visible difference is that the Alg=DM estimators
perform worse then in the optimistic case, which can be explained in the same
way in Section 7.2.2, and also by looking at Figure 19. Considering the aggre-
gated results depicted in Figure 26, we observe slightly greater difference between
KTauAvg and TauMin.
In Figure 26, also observe how the difference between #Forks=known and
#Forks=unknown vanishes for both attitudes with increasing n.
We again provide a regression tree created analogously to the one provided in Sec-
tion 7.2.1, with the only change that the tau distance median is used instead of the
false structure ratio. The tree is depicted in Figure 27. The tree again confirms our
observations for d = 15. Moreover, we observe that the best estimators are those with
Alg in {PT-avg, PT-max} (or simply Alg=PT) & Re-est=KTauAvg & Att=pes. Con-
sidering the best optimistic estimators, the Alg=PT & Re-est=KTauAvg ones with
Coll=pre show the better rank. Also note that a prediction according to the tree is
neither dependent on Sn nor on g.
To address the robustness of the estimation of the parameters against misspecifica-
tion of the underlying families, an analogue of Figure 18 for the tau distance median
is depicted in Figure 28. The observations are again quite clear. The Alg=PT estima-
tors are robust in the parameter estimation against misspecification of the underlying
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Figure 25. The tau distance median for the four 15-HAC models and the pessimistic estimators. The left-
hand and right-hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and the
top and bottom sub-figures correspond to KTauAvg and to TauMin, respectively.
family(ies), whereas the Alg=ML estimators not. Also, considering the Alg=ML pes-
simistic estimators, the estimators assuming the Gumbel or the Clayton family are
very prone to rejection and thus most of estimates have been rejected for for larger n
and thus no evaluation mark is presented in these cases. The evaluations for Coll=pre
and Coll=post again look identical.
7.2.4. Goodness of fit
The overall fit generated by the estimators is evaluated by the GoF median. This
evaluation for d = 15 is depicted in Figures 29 and 30. As this evaluation is not
restricted to some limited interval, we do not show 2% of the largest evaluations to
allow for better distinguishing among the other results.
The following can be observed:
• For the optimistic estimators, the evaluation mostly decreases as n increases. For
Re-est=KTauAvg, if #F = 3, the evaluations are substantially lower than for
the true copula evaluation. If #F = 5, such an observation can be done for the
Coll=pre estimators. For τ -spread=low and #F = 5, we observe that the estima-
tors need much more data than for the other variants of τ -spread and #F to be
get smaller than the true copula (in the evaluation). The homo min in avg eval-
uation mostly increases as n increases, i.e., as the amount of the data increases,
misspecification of the underlying families has increasing impact on GoF. Also,
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Figure 26. Aggregated (by the average) tau distance median computed for the evaluations depicted in Figure
24 - the optimistic attitude, here depicted at the left-hand - and Figure 25 - the pessimistic attitude, here
depicted at the right hand.
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Figure 27. The regression tree for the tau distance median ranks based on the five features of the heteroge-
neous estimators.
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Figure 28. The tau distance median for the Re-est=KTauAvg and #Forks=unknown homogenous estimators
for the four 15-HAC models. The optimistic ones are at the left-hand and the pessimistic ones at the right-hand.
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Figure 29. GoF median for the four 15-HAC models and the optimistic estimators. The left-hand and right-
hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and the top and bottom
sub-figures correspond to KTauAvg and to TauMin, respectively.
recall that in Section 7.2.3, we frequently observed for homo min in avg better
results in the tau distance median than for the best heterogeneous estimators.
Here, we observe the other side of the mentioned trade-off, i.e., even if the pa-
rameters are for the best homogeneous estimator closer to the true parameters
than for the best heterogeneous estimators, the best heterogeneous estimators
still show better results in GoF than the best heterogeneous estimator. This ob-
servation confirms that correct estimation of the underlying families is crucial for
GoF. For Re-est=TauMin, we observe substantially worse performance for the
estimators that are not Coll=pre. This confirms the dominance of the Coll=pre
estimators in GoF over the remaining ones. The difference between KTauAvg
and TauMin is also visible from the aggregated evaluations depicted in Figure 31,
where also the supremacy of KTauAvg over TauMin is obvious. This supremacy
of KTauAvg is also supported by the observation that the difference between the
evaluations for #Forks=known and #Forks=unknown is much smaller than for
TauMin.
• For the pessimistic estimators, almost all claims done for the optimistic esti-
mators can be adopted. The main difference can be observed for the Alg=DM
estimators, which now differ more from the remaining ones. In Figure 31, we do
not observe any substantial deviations from the optimistic version.
We again provide a regression tree created analogously to the one provided in Section
7.2.1, with the only change that the GoF median is used instead of the false structure
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Figure 30. GoF median for the four 15-HAC models and the pessimistic estimators. The left-hand and right-
hand sub-figures correspond to #Forks=known and to #Forks=unknown, respectively, and the top and bottom
sub-figures correspond to KTauAvg and to TauMin, respectively.
ratio. The tree is depicted in Figure 32. The tree is again in accordance with our
observations done for d = 15. Moreover, it shows the best predicted rank for the
Coll=pre & Att=pes estimators. If one wants to consider an optimistic estimator, the
best rank is predicted for the Coll=pre & Alg=PT-avg estimators. Note that this is
the only time we observe a substantial influence of g on a predicted rank, and the
better rank is predicted for g=avg.
To address robustness of the estimators against misspecification of the underlying
families, an analogue of Figure 18 is depicted in Figure 28 for the GoF median. The
following can be observed. The more the family assumed by an estimator is distinct
from the underlying families, the worse fit for these estimates is obtained. Again,
considering the Alg=ML pessimistic estimators, the estimators assuming the Gumbel
or the Clayton family are very prone to rejection and thus most of the estimates have
been rejected for larger n (and thus no evaluation mark is presented in these cases). We
again do not observe any difference between the Coll=pre and Coll=post estimators.
7.2.5. Summary
• If the underlying families are specified correctly, as n increases, all considered
estimators improve (in n) in finding the true structure and families and in the
precision of the estimated parameters. Considering GoF, the Coll=pre estima-
tors show mostly better results than the remaining estimators including the
homogeneous estimators.
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Figure 31. Aggregated (by the average) GoF median computed for the evaluations depicted in Figure 29 -
the optimistic attitude, here depicted at the left-hand - and Figure 30 - the pessimistic attitude, here depicted
at the right hand.
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Figure 32. The regression tree for the GoF median ranks based on the five features of the heterogeneous
estimators.
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Figure 33. The GoF median for the Re-est=KTauAvg and #Forks=unknown homogenous estimators for
the four 15-HAC models. The optimistic ones are at the left-hand and the pessimistic ones at the right-hand.
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• If the underlying families are not specified correctly, the homogeneous Alg=PT
estimators improve (in n) in finding the true structure and in the precision of
the estimated parameters. Such a claim cannot be done for the homogeneous
Alg=DM estimators. Considering GoF, the more the underlying families are
distinct from the family assumed by an estimator, the worse fit of the estimates
is obtained.
• The improvement based on increasing n substantially depends on how many
different underlying families are in the underlying HAC and how close the pa-
rameters in the underling HAC are.
• As n increases, we mostly observe vanishing differences between the results ob-
tained for #Forks=known and #Forks=unknown. This suggests viability of our
collapsing approach proposed in Section 6.1.
• In most of the evaluations, we observe dominance of Coll=pre over Coll=post,
most significantly for the GoF median evaluation criterion. For the homogeneous
estimators, influence of the feature Coll has not been observed.
• In most of the evaluations, we observed dominance of Re-est=KTauAvg over Re-
est=TauMin. This illustrates how important it is to re-estimate the parameter
after collapsing two nodes into one.
• In most of the evaluations, we observed dominance of Alg=PT over Alg=DM. For
the homogeneous Alg=PT estimators, we also observed the robustness against
misspecification of the underlying families in estimating the true structure and
parameters.
• Considering the Alg=PT estimators and g, a substantial difference between the
performance of the Alg=PT-avg and Alg=PT-max estimators has been observed
only once for the Coll=Pre & Att=opt estimators in the tree obtained for the
GoF median evaluation criterion, where g=avg has shown better performance
than g=max.
• Considering the attitude, on the one hand, the construction of the optimistic
estimators assures that an estimate is always returned. On the other hand, the
pessimistic estimators show better results more frequently than the optimistic
ones. This can be expected as the pessimistic estimators never trim parameters to
satisfy the s.n.c. However, as there is no guarantee that a pessimistic estimator
will be better than its optimistic version, see Section 6.4.6 for two opposing
examples, we suggest to use both (optimistic and pessimistic) versions of an
estimator, and if the pessimistic one returns an estimate, choose the better one
according to some selected evaluation, e.g., according to GoF. We also observed
that the rejection rate of the pessimistic estimators strongly depends on the
features Coll and Alg, see the discussion related to Figure 19 in Section 7.2.1.
• Considering Sn, we observed better results in the false families ratio for the Sn=R
estimators than for the Sn=K estimators, and also better results in the same
ratio for the Sn=K estimators than for the Sn=E estimators. In the regression
trees generated for the remaining evaluation criteria, we have not observed any
dependency on Sn.
• Considering d, while analyzing the results for d ∈ {5, 10}, we have not observed
any substantial discrepancies from the observations made for d = 15.
To summarize, we suggest the Coll=pre & Re-est=KTauAvg & Alg=PT-avg &
Sn=R estimators as they have shown good results throughout all of the considered
evaluation criteria and due to the robustness of the homogeneous Alg=PT estimators
against misspecification of the underlying families. If one is interested in a particu-
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lar evaluation criterion, the regression trees provided above can serve as a guide for
choosing an appropriate heterogeneous HAC estimator.
It is also important to note that, even if we observed substantially better results
for the estimators based on the inversion of Kendall’s tau (Alg=PT) than for the ML
estimators, one cannot conclude that one should rather avoid using ML estimation in
HAC estimation. We have not given any supporting evidence for such a claim. Con-
sider that the two proposed algorithms involve many other aspects that substantially
affect a resulting estimate, e.g., the diagonal transformation, hence one cannot draw
a conclusion about a particular aspect of an algorithm (but only about the whole
algorithm).
However, the results can be considered as an evidence supporting the claim that it
is an advantage to estimate as many components of a HAC (e.g., the structure and the
parameters, more precisely, the τ -version of the parameters, including collapsing and
re-estimation, i.e., using the Coll=pre & Alg=PT & Re-est=KTauAvg estimators) as
possible without making an assumption about the underlying families. Such a claim
is in accordance with the results for both F-known and F-unknown scenarios.
8. Conclusion
We presented a new approach for estimating HACs, with focus on heterogeneous HAC
estimation. It generalizes an existing approach to homogeneous HACs estimation pre-
sented in [10], but can equally well be applied to other homogeneous HAC estimators.
The latter was done in Appendix B, where the proposed framework was applied to
another existing ML-based homogeneous HAC estimator [7, 9, 34]. The new approach
was summarized by an algorithm in pseudo-code and its theoretical justification was
given by Theorem 6.8, which shows that under weak conditions the algorithm returns
a function satisfying the sufficient nesting condition in arbitrary dimensions. Two
scenarios of Theorem 6.8 allowing for estimation of HACs involving up to five and
up to four different Archimedean families are presented in Theorems 6.10 and 6.13,
respectively.
Moreover, a contribution concerning collapsing of HAC structures was proposed.
The proposed collapsing strategy has an advantage that, by contrast to the strategies
proposed in [7, 12], no pre-defined threshold is needed before a collapsing process
has begun. Also, a complementary contribution concerning re-estimation of collapsed
HACs based on the Kendall correlation matrix was proposed, together with a new
theory describing a close relationship between clustering-based estimation of HAC
structures and the sufficient nesting condition. The latter was summarized in Theorem
6.3 and led to a simplification of an existing method for homogeneous HAC estimation
proposed in [10].
Complementary to these theoretical contributions, precision and robustness of the
proposed approaches were illustrated by experiments on simulated data, based on
12 heterogeneous HAC models with up to five different parametric families of Ar-
chimedean generators involved in a single HAC model, 120 heterogeneous and 72
homogeneous HAC estimators. The results of these experiments confirmed that the
proposed approach is able, apart from properly determining the structure and esti-
mating the parameters of a HAC, to properly estimate different parametric families of
Archimedean generators of a heterogeneous HAC. The results also confirmed viability
of the proposed approach to collapsing, and supremacy of the proposed approach to
re-estimation over the approach proposed in [12]. Moreover, the considered estimators
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were compared among each other according to five evaluations criteria, and suggestions
about which estimator to choose were provided, also in a form of regression trees.
This work, of course, opens many new questions, e.g.:
• What if one uses in Step 5 of Algorithm 3 the ML estimator instead of the
inversion of Kendall’s tau? Or, what if one does exactly the opposite in Step 5
of Algorithm 4?
• What if one substitutes the approach to GoF testing used in Algorithm 4 by
the approach to GoF testing used in Algorithm 3? In other words, what if one
substitutes Step 7 of Algorithm 4 by Step 7 of Algorithm 3?
• What if one uses the pre-collapsed structure obtained using Algorithm 1 and
KTauAvg in Algorithm 4 instead of the structure estimated there based on the
diagonal transformation?
• Can these variants be somehow merged (e.g., using some weight for each variant)
together in order the get even better fits?
• In [5, 15], an approach allowing to construct HACs in even more generality (based
on general nesting transformations of generators [15, p. 110]) is proposed. To
which extent can the results proposed in this work be applied to these HACs?
• Or how will the proposed estimators behave on real-world data?
Answering these questions should be considered in further research.
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Appendix A Proofs (Lemmas 4.1, 6.1, 6.9, 6.11, 6.12 and Theorems 6.3,
6.8, 6.10, 6.13)
Proof 1. (of Lemma 4.1) Let (16) holds and C(V,E,λ) be an a-homogeneous function
given by (5) with the labeling λ defined λ(i) = ψ(a,τ
−1
(a)(τi)) for all i ∈ {d+ 1, ..., d+ k}.
Let v and v˜ be two forks from V such that v˜ ∈ ∧(v). Assume that τ(λ(v)) ≤ τ(λ(v˜)),
i.e., assume (15) for particular v and v˜. This can be rewritten to τ(ψ(a,τ
−1
(a)(τv))) ≤
τ(ψ(a,τ
−1
(a)(τv˜))). Using 1), it follows that τ(a)(τ
−1
(a) (τv))) ≤ τ(a)(τ−1(a) (τv˜)). Using 2),
it follows that τ−1(a) (τv) ≤ τ−1(a) (τv˜). Using 3), τ−1(a) (τv) ≤ τ−1(a) (τv˜) is equivalent to
(ψ(a,τ
−1
(a)(τv)), ψ(a,τ
−1
(a)(τv˜))) ∈ Ψ˜2+∞, which establishes the proof.

Proof 2. (of Lemma 6.1) Clearly, p represents the combined cluster (s, t) (through
↓ (p)), i.e., Dr(s,t) = Drp. As −Drp = avg((τni˜j˜)(˜i,j˜)∈↓(r)×↓(p)), and as ↓ (p) =↓ (s)∪ ↓
(t), −Drp turns to avg((τni˜j˜)(˜i,j˜)∈↓(r)×(↓(s)∪↓(t))) = avg((τni˜j˜)(˜i,j˜)∈(↓(r)×↓(s))∪(↓(r)×↓(t)))) =
avg((τn
i˜j˜
)(˜i,j˜)∈↓(r)×↓(s), (τ
n
i˜j˜
)(˜i,j˜)∈↓(r)×↓(t)). Let
m = # ↓ (r) ·# ↓ (s) + # ↓ (r) ·# ↓ (t). (40)
Consider that avg((τn
i˜j˜
)(˜i,j˜)∈↓(r)×↓(s)) =
1
#↓(r)#↓(s)
∑
((τn
i˜j˜
)(˜i,j˜)∈↓(r)×↓(s))
and avg((τn
i˜j˜
)(˜i,j˜)∈↓(r)×↓(t)) =
1
#↓(r)#↓(t)
∑
((τn
i˜j˜
)(˜i,j˜)∈↓(r)×↓(t)), where∑
(a1, ..., aw) denotes
∑w
i=1 ai. Hence, we continue with avg((τ
n
i˜j˜
)(˜i,j˜)∈↓(r)×↓(s),
(τn
i˜j˜
)(˜i,j˜)∈↓(r)×↓(t)) =
1
m
(∑
((τn
i˜j˜
)(˜i,j˜)∈↓(r)×↓(s)) +
∑
((τn
i˜j˜
)(˜i,j˜)∈↓(r)×↓(t))
)
=∑
(( 1mτ
n
i˜j˜
)(˜i,j˜)∈↓(r)×↓(s))+
∑
(( 1mτ
n
i˜j˜
)(˜i,j˜)∈↓(r)×↓(t)) =
∑
(( #↓(r)#↓(s)m#↓(r)#↓(s)τ
n
i˜j˜
)
(˜i,j˜)∈↓(r)×↓(s))+
∑
(( #↓(r)#↓(t)m#↓(r)#↓(t)τ
n
i˜j˜
)(˜i,j˜)∈↓(r)×↓(t)) =
#↓(r)#↓(s)
m avg((τ
n
i˜j˜
)(˜i,j˜)∈↓(r)×↓(s)) +
#↓(r)#↓(t)
m avg((τ
n
i˜j˜
)(˜i,j˜)∈↓(r)×↓(t)) which finally turns to −#↓(r)#↓(s)m Drs− #↓(r)#↓(t)m Drt.
Thus Dr(s,t) =
#↓(r)#↓(s)
m Drs +
#↓(r)#↓(t)
m Drt. Considering (40) establishes the proof.

Proof 3. (of Theorem 6.3) Corollary 6.2 implies that for any (τnij) the triplet
(Vˆ, Eˆ , (τˆk)2d−1d+1 ) returned by Algorithm 1 satisfies (15) provided τk = τˆk for all k ∈{d + 1, ..., 2d − 1}. Under (28) and the assumptions on a, it follows from Lemma 4.1
that C(Vˆ,Eˆ,λˆ) with the labeling λˆ defined λˆ(k) = ψ
(a,τ−1(a)(τˆk)) for all k ∈ {d+1, ..., 2d−1}
satisfies (10).

Proof 4. (of Theorem 6.8)
We will show that the output (Vˆ, Eˆ , λˆ) satisfies (9) for any inputs 1), 5) and 6).
Given k ∈ {1, ..., d − 1}, the children of the fork d + k is {i, j} (Step 3). Without a
loss of generality, we can assume that i < j. Hence showing that (Vˆ, Eˆ , λˆ) satisfies (9)
transforms to showing either, if i ≤ d and j > d, then
(λˆ(d+ k), λˆ(j)) ∈ Ψ˜2+∞, (41)
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or, if i, j > d, then
(λˆ(d+ k), λˆ(i)) ∈ Ψ˜2+∞ & (λˆ(d+ k), λˆ(j)) ∈ Ψ˜2+∞, (42)
for all k ∈ {1, ..., d− 1}.
The proof is performed by induction according to k ∈ {1, ..., d − 1}. Assume
the first loop (k = 1). In Step 4, as i, j ∈ {1, ..., d} (see Step 3), it follows that
N = N 1(i)∩˜N 1(j) = N0∩˜N0 = N0, i.e, N is Archimedean. Due to trimming in Step
6, it holds that (al, θˆl)∈˜N , l = 1, ...,#N , what assures that λˆ(d + 1) (Step 8) is a
c.m. generator, see Definition 6.6. In Step 9, define N 1(d+ 1) := N∩˜N 2F (al∗ , θˆl∗). As
N∩˜N 2F (al∗ , θˆl∗) = N∩˜N 2F (al∗ , θˆl∗)∩˜N 2F (al∗ , θˆl∗), see Remark 6, and (al∗ , θˆl∗) ∈ N0, it
follows from (36) that N 1(d + 1) 6= ∅. Hence, for any (a, θ)∈˜N 1(d + 1) holds that
(ψ(a,θ), ψ(al∗ ,θˆl∗ )) ∈ Ψ˜2+∞, see Definition 6.7.
The induction step. In a k-th loop, k ≥ 2, assume that for all (a, θ)∈˜N 1(d+ q), the
pair (ψ(a,θ), λˆ(d + q)) ∈ Ψ˜2+∞ for all q ∈ {1, .., k − 1}. After Step 3 (without loss of
generality, assume i < j), distinguish 3 cases:
(1) i, j ≤ d. In this case, the computation of λˆ(d+k) is analogous to the first (k = 1)
loop, and thus λˆ(d + k) ∈ Ψ+∞. Step 9 assures that for any (a, θ)∈˜N 1(d + k)
holds that (ψ(a,θ), λˆ(d+k)) ∈ Ψ˜2+∞. Also, it follows from (36) that N 1(d+k) 6= ∅.
(2) i ≤ d and j > d. Thus N 1(i) = N0. Use the induction, which assures
that ∀(a, θ)∈˜N 1(j), (ψ(a,θ), λˆ(j)) ∈ Ψ˜2+∞. Then in Step 4, N := N0∩˜N 1(j).
Due to trimming in Step 6, it holds that (al, θˆl)∈˜N , l = 1, ...,#N . Hence,
λˆ(d + k) (obtained in Step 8) is a c.m. generator (it follows from the fact
that (al, θˆl)∈˜N0, l = 1, ...,#N ), and that (λˆ(d + k), λˆ(j)) ∈ Ψ˜2+∞ (this fol-
lows from the fact that (al, θˆl)∈˜N 1(j), l = 1, ...,#N ). Step 9 assures that for
any (a, θ)∈˜N 1(d + k) holds that (ψ(a,θ), λˆ(d + k)) ∈ Ψ˜2+∞. The condition (36)
assures that N 1(d+ k) 6= ∅.
(3) i, j > d. Use the induction, which assures that ∀(a, θ)∈˜N 1(i), (ψ(a,θ), λˆ(i)) ∈
Ψ˜2+∞ and ∀(a, θ)∈˜N 1(j), (ψ(a,θ), λˆ(j)) ∈ Ψ˜2+∞. In Step 4, N := N 1(i)∩˜N 1(j).
Due to trimming in Step 6, it holds that (al, θˆl)∈˜N , l = 1, ...,#N . Consequently,
λˆ(d+k) (obtained in Step 8) is a c.m. generator and holds that (λˆ(d+k), λˆ(i)) ∈
Ψ˜2+∞ and (λˆ(d+ k), λˆ(j)) ∈ Ψ˜2+∞. Step 9 assures that for any (a, θ)∈˜N 1(d+ k)
holds that (ψ(a,θ), λˆ(d + k)) ∈ Ψ˜2+∞ and and the condition (36) assures that
N 1(d+ k) 6= ∅.
Finally, let k ∈ {1, ..., d − 1} and ∧(d + k) = {i, j}, i < j. Also, let, analogously
to the convention stated in Remark 4, λˆ(d + k) = ψ(ad+k,θd+k). Then, it holds that
(ad+k, θd+k)∈˜N 1(j) provided i ≤ d and j > d, and thus (λˆ(d+ k), λˆ(j)) ∈ Ψ˜2+∞. Also,
it holds that (ad+k, θd+k)∈˜N 1(i)∩˜N 1(j) provided i, j > d and thus (λˆ(d + k), λˆ(i)) ∈
Ψ˜2+∞ and (λˆ(d+ k), λˆ(j)) ∈ Ψ˜2+∞.

Proof 5. (of Lemma 6.9) Start with the a = C case. We show for all (C, θ1),
(C, θ2)∈˜NF24 that (C, θ1)∈˜N 2F24(C, θ2), if and only if (ψ(C,θ1), ψ(C,θ2)) ∈ Ψ˜2+∞. Note
that it follows from Definition 6.7 that (a1, θ1)∈˜N 2F24(C, θ2) does not hold for any
a1 ∈ {12, 14, 19, 20}, θ1 ∈ [0,+∞), θ2 ∈ (0,+∞).
60
(⇒) Assume that (C, θ1)∈˜N 2F24(C, θ2), θ2 ∈ (0,+∞). As N 2F24(C, θ2) = {(C, (0, θ2])},
according to Definition 6.4, there exists r ∈ R˜+0 such that (C, r) ∈ {(C, (0, θ2])}
and θ1 ∈ r. It implies that r = (0, θ2] and thus θ1 ∈ (0, θ2] and hence,
(ψ(C,θ1), ψ(C,θ2)) ∈ Ψ˜2+∞, cf. Table 1.
(⇐) For any θ1, θ2 ∈ (0,+∞), assume that (ψ(C,θ1), ψ(C,θ2)) ∈ Ψ˜2+∞. Then θ1 ≤ θ2,
which assures that (C, θ1)∈˜N 2F24(C, θ2).
Now the a = 12 case. Firstly, we show, similarly to the a = C case, for all (12, θ1),
(12, θ2)∈˜NF24 that (12, θ1)∈˜N 2F24(12, θ2), if and only if (ψ(12,θ1), ψ(12,θ2)) ∈ Ψ˜2+∞.
(⇒) Assume that (12, θ1)∈˜N 2F24(12, θ2), θ2 ∈ [1,+∞). As N 2F24(12, θ2) = {(C, (0, 1]),
(12, [1, θ2])}, according to Definition 6.4, there exists (12, r) ∈ {(C, (0, 1]), (12, [1, θ2])}
such that θ1 ∈ r. It implies that θ1 ∈ [1, θ2] and hence, (ψ(12,θ1), ψ(12,θ2)) ∈ Ψ˜2+∞, cf.
Table 1.
(⇐) For any θ1, θ2 ∈ [1,+∞), assume that (ψ(12,θ1), ψ(12,θ2)) ∈ Ψ˜2+∞. Then θ1 ≤ θ2,
which assures that (12, θ1)∈˜N 2F24(12, θ2).
Now we show for all (C, θ1), (12, θ2)∈˜F24 that (C, θ1)∈˜N 2F24(12, θ2), if and
only if (ψ(C,θ1), ψ(12,θ2)) ∈ Ψ˜2+∞. Note that it follows from Definition 6.7 that
(a1, θ1)∈˜NF24(12, θ2) does not hold for any a1 ∈ {14, 19, 20}, θ1 ∈ [0,+∞), θ2 ∈
[1,+∞).
(⇒) Assume that (C, θ1)∈˜N 2F24(12, θ2), θ2 ∈ [1,+∞). As N 2F24(12, θ2) = {(C, (0, 1]),
(12, [1, θ2])}, according to Definition 6.4, there exists (C, r) ∈ {(C, (0, 1]), (12, [1, θ2])}
such that θ1 ∈ r. It implies that θ1 ∈ (0, 1] and hence, (ψ(C,θ1), ψ(12,θ2)) ∈ Ψ˜2+∞, cf.
Table 2.
(⇐) For any θ1 ∈ (0,+∞), θ2 ∈ [1,+∞), assume that (ψ(C,θ1), ψ(12,θ2)) ∈ Ψ˜2+∞. Then
θ1 ∈ (0, 1], cf. Table 2, which assures that (C, θ1)∈˜N 2F24(12, θ2).
The proof for the rest of the cases (a = 14, 19, 20) is analogous.

Proof 6. (of Theorem 6.10) Firstly, we will show that (36) holds for all
(a2, θ2)∈˜NF24 and (a3, θ3)∈˜ NF24 . We know that (C, (0,+∞)) ∈ NF24 . Also, it fol-
lows from the explicit representation of N 2F24 given in Lemma 6.9 that there exist
θ1, θ2 ∈ (0,+∞) such that (C, θ1)∈˜N 2F24(a2, θ2) and (C, θ2)∈˜N 2F24(a3, θ3). Hence, for
any 0 < θ ≤ min(θ1, θ2), it holds that (C, θ) ∈˜ NF24∩˜N 2F24(a2, θ2)∩˜N 2F24(a3, θ3), see
also Lemma 6.9. Now, applying Theorem 6.8 for F = F24, N 2F = N 2F24 and N0 = NF24 ,
the statement is proved.

Proof 7. (of Lemma 6.11) Consider i, j ∈ {d + 1, ..., 2d − 1} such that i =↑ (j). If
aj = A, then ai = A, cf. Tables 1, 2. It in turn implies that for all m ∈⇑ (q) holds
that am = A provided q ∈ {d + 1, ..., 2d − 1} such that aq = A. Similarly, if aj = C
such that θj < 1, then ai = C and θi ≤ θj . Note that it is not possible that aj = A
as the assumed value of θj violates the s.n.c. for the combination (A, C), cf. Table
2. It in turn implies that for all m ∈⇑ (q) holds that am = C and θm < 1 provided
q ∈ {d + 1, ..., 2d − 1} such that aq = C and θq < 1. The same consideration can be
made for aj = 20, i.e., for all m ∈⇑ (q) holds that am = 20 and θm < 1 provided
q ∈ {d+ 1, ..., 2d− 1} such that aq = 20 and θq < 1.
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Now assume that {A, C} ⊆ F and ai = A, aj = C, θj < 1, and i, j ∈ {d+ 1, ..., 2d−
2}, i 6= j. As mentioned above, it holds that for all m ∈⇑ (i) that am = A and for all
q ∈⇑ (j) that aq = C. However, this contradicts for a2d−1 as 2d− 1 ∈⇑ (i)∩ ∈⇑ (j). A
proof for the case in which a2d−1 = A or for the case when a2d−1 = C and θ2d−1 < 1
is clear. A proof for the case {A, 20} ⊆ F is analogous.

Proof 8. (of Lemma 6.12) Using the consequences of Lemma 6.11, the proof is
analogous to the proof of Lemma 6.9.

Proof 9. (of Lemma 6.13) Firstly, we will show that (36) holds for all (a2, θ2)∈˜NF1234
and (a3, θ3) ∈˜NF1234 . We know that (A, [0, 1)) ∈ NF1234 . Also, it follows from the
explicit representation of N 2F1234 given in Lemma 6.12 (and regarding the consequences
of Lemma 6.11) that there exist θ1, θ2 ∈ [0, 1) such that (A, θ1)∈˜N 2F1234(a2, θ2) and (A,
θ2)∈˜N 2F1234(a3, θ3). Hence, for any 0 ≤ θ ≤ min(θ1, θ2), it holds that (A, θ) ∈˜ NF1234
∩˜N 2F1234(a2, θ2)∩˜N 2F1234(a3, θ3), see also Lemma 6.12. Now, applying Theorem 6.8 for
F = F1234, N 2F = N 2F1234 and N0 = NF1234 , the statement is proved.
Appendix B The diagonal heterogeneous HAC estimator
This section introduces another heterogeneous HAC estimator, which is based on
the transformation using the diagonal of the AC proposed in [9] and is generalized to
the heterogeneous case using the approach proposed here in Section 6.4. The estimator
is summarized by Algorithm 4 (note that the steps that are the same as in Algorithm
3 are left without a comment). There, the key step implementing the transformation
is Step 10, where the diagonal transformation is used to compute a new vector of
observations representing the copula corresponding to the fork d + k. Observe that
the new vector is then used for the structure determination (Step 3), which is hence
included directly in the algorithm (see Steps 2, 12 and 13). Due to the transformation,
no aggregation functions, like avg or g in Algorihtm 3, are needed as the parameter
estimation (Step 5) and the GoF evaluation (Step 7) are always based only on one pair
(i-th and j-th) of the data columns and not on (possibly) more than one pair (the pairs
in ↓(i)× ↓(j) used in Algorithm 3). This, on the one hand, simplifies its implementa-
tion, but, on the other hand, does not assures the s.n.c. even in the homogenous case
(assuming #F = 1), which thus has to be manually forced, as addressed in Section
6.3. In Step 5, we use the ML estimation, where MLE((U•i, U•j), ψ(al,θ)) denotes the
2-AC ML parameter estimator based on the pair of data columns (U•i, U•j) (see Defi-
nition 5.2) provided the 2-AC model is from the family al. We choose this estimator to
form an alternative to the τ -based estimator we use in Algorithm 3. Of course, other
AC estimators can be used, however, note that these two (the ML and the τ -based)
estimators have shown the best efficiency in the experimental evaluation reported in
[4].
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Algorithm 4 The diagonal heterogeneous HAC estimation
Input:
the same inputs as for Algorithm 3 except 5), which is not necessary here
The estimation:
1. compute (τnij) for (Ui1, ..., Uid), i = 1, ..., n
2. Vˆ = {1, ..., 2d− 1}, Eˆ = ∅, I = {1, ..., d}
3. N 1(k) := N0, k = 1, ..., d
for k = 1, ..., d− 1 do
3. find two nodes corresponding to the maximum to join, i.e.,
(i, j) := argmax
i˜<j˜, i˜∈I, j˜∈I
(τn
i˜j˜
)
4. (*) {(a1, r1), ..., (a#N , r#N )} = N := N 1(i)∩˜N 1(j)
for l = 1, ...,#N do
5. estimate the parameter using ML assuming the family al, i.e.,
θˆl := MLE((U•i, U•j), ψ(al,θ))
6. θˆl := trim(θˆl, rl)
end for
7. l∗ := argmin
l∈{1,...,#N}
Sn((U•i, U•j), ψ(al,θl))
8. λˆ(d+ k) := ψ(al∗ ,θˆl∗ )
9. (**) N 1(d+ k) := N∩˜N 2F (al∗ , θˆl∗)
10. compute new observations corresponding to the joint of i and j, i.e.,
Um,d+k := λˆ(d+ k)(2λˆ(d+ k)
−1(max{Umi, Umj}) for all m ∈ {1, ..., n}
11. compute τnd+k,s(= τ
n
s,d+k) from (U•d+k, U•s) for all s ∈ {1, ..., d+ k − 1}
12. I := I ∪ {d+ k}\{i, j}
13. Eˆ := Eˆ ∪ {{i, d+ k}, {j, d+ k}}
end for
Output:
(Vˆ, Eˆ , λˆ)
(*) if N computed in this step is empty, stop
(**) if N 1(d+ k) computed in this step is empty, stop
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