Abstract-In this work, we focus on methods for the preprocessing of neurons from three-dimensional (3-D) confocal microscopy images, which are needed for a subsequent detailed morphologic analysis [7] . Due to the specific image properties of confocal microscopy scans, we had to include several heuristic approaches which are based on multiscale edges [17] to guarantee meaningful results: 1) a reliable segmentation of objects of different sizes independent of image contrast, and, based on it, 2) the computation of skeleton points along the branch central axes, and 3) the reliable detection of branching points and of problematic regions. These are preprocessing steps to gather information which is needed by the subsequent construction of a graph representing the geometry of the neuron [27] and a final surface reconstruction [31] .
Automatic Segmentation and Skeletonization of Neurons From Confocal Microscopy Images
Based on the 3-D Wavelet Transform
I. INTRODUCTION

C
ONFOCAL microscopy is a scanning laser technique which allows the recording of three-dimensional (3-D) images of small objects usually stained with a fluorescent dye. During scanning, each voxel is illuminated in turn by a focused laser beam. The photons emitted by the fluorescent dye are filtered by a small pinhole, and the remaining photons are detected by a photomultiplier. The method has several advantages compared to standard light microscopy: 1) it is 3-D, i.e., whole-mount preparations can be scanned, avoiding thus tissue deformations due to cutting; 2) signal-to-noise ratio is improved; 3) blurring is reduced; 4) axial resolution is considerably higher.
One important application area of confocal microscopy is neuroanatomy [1] . Due to their great complexity and anisotropic spatial extents and their inherent 3-D structure, neurons are very difficult to analyze with conventional light microscopy, which usually results in a 2(1/2)-D image only. Compared to standard visualization techniques, confocal microscopy [2] has improved medical diagnosis of neurological diseases [3] , [4] . But-although delivering a full 3-D scan-confocal microscopy also faces a major problem. The voxel image has yet to be traced. Computer-assisted tracing tools like Eutectic (Eutectic Electronics, Inc.) or Neurolucida (Micro Brightfield, Inc.) facilitate the hand drawing of the probe and their storage in a digitized form. Still, for complicated objects like neurons, which may have 1000 or more branches, this may take several man-days, severely limiting the applicability of the method in comparative neuroanatomic studies. The strong demand for these reconstructions is proofed by the available neuronal databases (http://www.cerebellum.org and http://www.cns.soton.ac.uk/~jchad/cellArchive/cellArchive. html) containing thousands of traced neurons and the large number of neuroanatomists involved [5] - [8] . For this reason, a precise automatic reconstruction of neurons from 3-D confocal microscopy scans is needed.
Although the image quality of confocal microscopy scans is higher than the image quality of conventional light microscope recordings, designing tools for the automated study of the morphology of nerve cells is still a very difficult task. Problematic are 1) large variations in object size (from the thick dendrites to the smallest processes), from several tens of microns down to the resolution limit; 2) large variations in image contrast (thick versus thin dendrites); 3) unequal staining of the biological objects and large fluctuations of gray-values along the objects; 4) noise of various sources (autofluorescence, photon shot noise, detector noise) and various spatial and temporal properties. Several authors studied the inherent problems of the confocal microscopy techniques and proposed correction methods [9] - [11] .
Here, we focus on the analysis of intracellulary stained neurons which is the common source for neuron digitization. This staining method allows the imaging of highly complex single neurons from neuronal tissue. Due to the large variety of cells and probe characteristics (differences in staining, mounting, and scanning procedures) no general solution can be given. The early work of Cohen et al. [13] showed that it is, in principle, possible to design automatic cell tracking procedures. Some attempts of automatic reconstruction of 3-D neurons rely on a previous segmentation of the image [12] - [14] , [16] , usually obtained by a thresholding step, which either loses information or includes too much noise, whereas skeletonization based on both thinning [12] , [14] , [18] , and surface shrinking [16] , is sensitive to border irregularities of the object. The work of Herzog et al. [15] tries to overcome this problem by tracking on highest gray values. Still, at points of sudden contrast decrease inside the branches, this method stops the tracking, losing, thus, the foreground data lying behind these critical points.
The methods we describe in the current work are less sensitive to the fluctuating contrast of the foreground objects, and have global character, such that they do not get stuck in local difficult regions. Therefore, to obtain object boundaries of even the finest and lowest contrasted neuronal processes we use a multiscale edge detection based on the 3-D wavelet transform [17] (briefly presented in Section II-A), and show that an across-scales validation of edges (Section II-B), contributes to the robustness against noise, variations in contrast, and the diversity of object sizes of the newly derived methods for 1) segmentation (Section II-C); 2) skeletonization (i.e., the extraction of points lying along the branches' central axes-Section II-D), which emerges as a side-result of edge-dependent segmentation; 3) detection of branching points and other points of high curvature (e.g., bends of dendrites), which are extracted independently from the skeletonization step, being thus more reliable. Fig. 1 gives a flow diagram of the applied methods. The intermediate results of the different processing steps and comparisons between alternative strategies at certain stages are illustrated in Section III, and conclusions are drawn in Section IV. Finally, all mathematical details can be seen in the Appendix. The presented steps gather the information needed for the subsequent construction of a neuronal graph, which describes the neuron's 3-D geometry [27] . The surface reconstruction based on this preliminary graph [31] can subsequently be used for the construction of compartment models [7] and also for the generation of a dendogram (i.e., a tree labeled with geometrical measurements) [21] .
II. METHODS
Following the work flow summarized in Fig. 1 , we will describe in Section II-A the multiscale wavelet edge detection algorithm [17] we use. In order to separate the boundary edges of the neuron from noise, we subsequently construct an edge validation scheme which combines edge and gradient information across scales (Section II-B). The validated edges are used for the derivation of a segmentation algorithm which separates foreground from background voxels (Section II-C). The calculation of the skeleton and methods for the estimation of branching points and sharp bending points are described in Section II-D. Fig. 1 . Processing steps for the automatic segmentation and skeletonization of neurons from confocal microscopy images. Procedures which are indicated by solid arrows are described in this paper; dotted arrows indicate procedures which are described in [27] .
A. Edge Detection Using the 3-D Wavelet Transform
Let us consider an image where is the 3-D coordinate vector of a voxel and the gray value assigned to this voxel. In order to detect edges on multiple scales, we consider low-pass filtered versions of with , a smoothing function, and . In the following, we will choose octave bands and for simplicity we will change the notation for into from here on. Let be the gradient's direction and its absolute value. Then, we construct the binary edge image, as shown in (1) at the bottom of the page. The gradients are calculated using the 3-D extension of the fast , where is the number of voxels in the image) "A Trous" pyramidal decomposition scheme [17] (as in Appendix A).
Edge detection as described in this section depends on local intensity variations and therefore allows the detection of even the weakest and thinnest neuronal processes. However, the method is prone to noise and small background fluctuations are detected as well. In the next section, we describe a method to separate the edges which correspond to object boundaries from noise. if else (1)
B. Edge Validation Across Scales
Edges on multiple scales are thus detected by filtering the image with low-pass filters of different size followed by an application of the gradient operator. The low-pass filtering reduces noise, but it also changes the location of edges due to a blurring effect, such that gradient extrema corresponding to the same edge may be found in a certain neighborhood at the adjacent scale (see Appendix C). According to Mallat's theory [17] , the wavelet coefficients generated by speckle noise (i.e., sharp narrow peaks) decrease and finally disappear from higher to lower resolution scales whereas step edges or smoother edges generate constant or increasing wavelet coefficients.
Considering this, we developed a confidence measure in order to separate edges which belong to object boundaries from edges which derive from noise. assumes high values for edges which can be found on two or more neighboring scales and becomes small for edge points which lack those correspondences. The measure is based on the following assumptions about edges which result from object boundaries.
1) Edges are present in neighboring primary edge images and .
2) The locations and of corresponding edges are spatially close. 3) Two corresponding edges have similar gradient directions, . 1 Since we use scale discretization into octave bands, the spatial drift of corresponding edges between two adjacent scales is large, such that the correspondences cannot be determined uniquely and only adjacent scales can be used for edge validation. Therefore, we establish a measure to determine the consistency degree between two nearby edges belonging to adjacent scales (2) (3) where and are the absolute values of the gradient at scales and locations is the whole image, and is the neighborhood considered at scale for every location at scale . The size of the neighborhood depends on the spatial extent of the low-pass and high-pass filters used for the wavelet transform and is given in Appendix C.
In (2) and (3), Assumption 1 is implemented by the terms and , which are zero, if no edge is present, Assumption 2 is implemented by the exponential term in , and Assumption 3 is implemented by the scalar product between and in . According to scale space theory [20] , gradients corresponding to boundary edges are largest at scales which correspond to the extent of the blurring of an edge. The characterization of the edge at its most representative scale is accomplished in by a factor proportional to the maximal absolute value of the gradients at the two scales and . Depending on the object sizes, their contrast levels, and the noise level, edges only at the higher, or only at the lower resolution scales, or on both scales could reflect better the analyzed objects. Since the consistency measure is asymmetric w.r.t. the scales and , there are three ways to define the confidence measure for an edge, upon which the boundary edges are separated from noise in a later step: 1) evaluation of from high to low resolution (i.e., preference of higher resolution edges)
if (4) 2) evaluation of from low to high resolution (i.e., preference of lower resolution edges)
if (5) 3) symmetric evaluation of (adaptive choice of edges from both scales-)
The "symmetric" method places the boundary edge at the location found in the scale for which the absolute value of the gradient is largest and therefore Method 3 automatically selects the scale at which a feature is present. Method 3 is illustrated in However, since Method 3 completes boundaries detected at low resolution with points taken from the higher resolution at their respective locations, global edges are more fringed than those computed by Methods 1 and 2. Noise is reduced by eliminating all edges in the boundary edge image, whose confidence measure is below an appropriate chosen threshold (an example is given in Fig. 7 ). However, since boundary edges have been enhanced strongly by , the choice of the threshold is not critical any more (as will be shown in Section III-B), allowing a reliable separation of the foreground from the background. The computational complexity of these methods is , where is the number of edge points in the image and is the size of the considered neighborhood.
C. Segmentation
Most segmentation algorithms are based on thresholding schemes [12] - [14] . Therefore, usually either the very thin and low contrasted, but biologically important structures like spines and terminals are cut off, or a considerable amount of noise is left in the image.
Since the across-scales edge validation method reliably extracts boundary edges, we will use the boundary edges and their associated gradients to determine the voxels which belong to the object (foreground voxels) in a two step procedure: 1) the pairs of edge points which are located on opposite boundaries of the object have to be determined and 2) all voxels which are located on the line connecting both edges are labeled as "foreground." The procedure is implemented as follows (cf. Fig. 3 ).
1) Choose an edge point and follow the direction of its gradient as long as the crossed points, are edge points with similar gradient direction (i.e., the direction of their gradient points into the same half space). If a voxel is encountered which is not an edge point, proceed to step 2. 2) Continue to follow the gradient direction until either A) an edge point is hit, whose gradient points into the opposite half-space, B) an edge point is hit, whose gradient points into the same half-space, or C) a maximal search length is exceeded. 3) If either 2B or 2C is fulfilled, the starting edge point is background noise and is discarded. 4) If condition 2A is fulfilled, all voxels located on the line are labeled foreground. The final edge point is the outermost corresponding edge point on the opposite boundary of the object (i.e., the original direction is followed as long as condition 2A is fulfilled). The procedure is illustrated in Fig. 4(a) . Since gradient directions may not be accurate and edge points may be missing due to noise, false pairing situations can appear [ Fig. 4(b) ]. One way to avoid the false pairings is to limit the search distance to a certain length, which should be at least big enough to "fill" the thickest structures in the image, even if gradients are not orthogonal to the boundaries. Another way is to remove false pairings in a second pass of the algorithm, by suppressing every ray between two points which is isolated on a larger part. This segmentation procedure works well for cylindrical structures, like dendrites and axons of neurons. For broad structures, gaps in the segmentation may arise which have to be corrected for by a gray value based seed fill algorithm [27] . The computational complexity of this procedure scales with where is now the number of boundary edge points after thresholding and is the maximal search distance in voxels for the pairing edge point.
D. Neuron Skeletonization and Branching Point Detection
The skeletonization of 3-D neuron scans is currently performed either by an electronically surveilled manual procedure, which is for big but usual datasets like 512 512 100 voxels very tedious and time consuming [22] or by thinning or seed-fill procedures [18] , [23] which assume that segmentation was already performed. It is important to construct an automatic skeletonization algorithm which traces all fine neuronal branches but does not generate supplementary structures due to the irregularities of the thick branches, i.e., it has to be fine tuned as well as noise robust, which are two complementary issues.
Due to our approach, the neuron's skeleton and its branching points can be computed from the segmentation, which constructs at each voxel the list of rays which intersect each other. 1) Let be the set of rays which intersect at foreground voxel . 2) Let and be the set of rays intersecting ray .
3) The skeleton is formed by the centers of mass of all the endpoints of the rays in . 4) All sets having the same center of mass form a center set . Therefore, associate to every the number, , of vectors . 5) The axial direction for each skeleton point is the mean of all normalized vector products , with , for all , i.e.,
where is the number of terms in the sum. 6) A measure of the directional variation of the 's can then be defined by (8) For ideal cylindrical objects all rays which intersect ray are located in a plane perpendicular to the cylinder axis [ Fig. 4(d)] , and , as well as all are always parallel to the cylinder axis. The measure is then zero. At points of high curvature (i.e., branching points, sharp bends, and terminal points), the rays will no longer be coplanar and the measure will become large. is therefore a measure of confidence for the respective axial direction. We have thus obtained a few voxels wide trace of the neuron, consisting of points lying along the branches' central axes, which can subsequently be used to construct a graph representing the neuron. A comparison of the performance of the thinning procedure applied on segmented neurons versus our skeletonization procedure and a graph construction method are presented in [27] .
1) Detection of High Curvature Points: Points of high curvature are characterized by a large number of intersections and a large value of [cf. Fig. 4(c) ]. Therefore, we can define a measure of curvature via (9) where the estimate of the cross section is the sum of the length of all contributing rays, and is defined at step 4.
The normalization with is needed since depend on the thickness of the branch. The computational complexity of skeletonization scales with , where is the number of segmented "foreground" voxels.
2) Branching Points and Sharp Bending Points: However, in order to obtain a labeled graph representation from the neuronal skeleton, we need to identify branching points and sharp bends more precisely. These correspond to points on the object boundary with extremal negative Gaussian curvature.
Let be the low-pass filtered image of the binary segmented neuron at a certain scale. Then the Gaussian curvature computed at points of sharp gray value variation is [24] ( 10) where denotes all the terms obtained from the previous ones, by the cyclic permutation of the coordinates . are the first-and second-order derivatives of . The second-order derivatives of a smoothed function may be approximated in the wavelet framework similarly to the approximation of the first derivative. Analytic expressions of the needed filter are derived in Appendix B.
III. RESULTS
A. Datasets
In order to show the noise robustness and general applicability of our methods we use here two low resolution scans (20 air lens, NA 0.4) of insect neurons. Scans taken with oil immersion lenses at higher magnification have far less noise, but the use of such lenses is limited by their short working distance ( m). The first dataset shows part of a stained neuron from the brain of a honey bee. 2 Due to the big spatial extent of the cell (the image is 264 256 160 voxels in size, each voxel covering 0.977 m in and directions and 1.99 m in direction), lateral scanning resolution had to be reduced in order to limit the amount of acquired data. Considering the long exposition time of the neuron to the scanning light, laser intensity was kept small in order to reduce photo-bleaching and tissue damage, which explains the presence of areas with low contrast in the image. Fig. 5 shows a volume rendering as well as an --slice through the dataset. Note the difference in contrast between the thin and the thick dendrites of the neuron.
The second dataset shows an A4I1 neuron from the Meso1 ganglion of the locust 3 and is characterized by a high noise level. It is 512 512 135 voxels in size, each voxel covering 0.98 0.98 0.98 m. Branch diameters range between 3 and 20 voxels in directions, and between 6 and 40 voxels in direction. The noise has locally the same gray values as the neuronal branches and is therefore very difficult to distinguish from the neuronal processes [ Fig. 14(a) ]. Fig. 6 shows the result of the wavelet transform, i.e., the primary edge images for the first three spatial scales. On the high-resolution scale [ Fig. 6(a) ], edges which correspond to the neuron's boundary are not connected and are almost indistinguishable from the noise. At lower resolution scales [ Fig. 6(b) , (c)] the noise is less prominent and primary edges are smoother but wider. The edges are sometimes disconnected, because high local dye concentrations lead to bright spots in the middle of the dendrites which in turn give rise to spherically aligned edge elements. The gaps are largest at low-resolution scales. Fig. 7 shows a comparison of the three edge validation methods from Section II-B applied on the neuron data. If validation is performed in the direction from higher to lower resolution [Method 1 and Fig. 7(b) ] narrow boundary edges are extracted reliably. Validation from lower to higher resolution [Method 2 and Fig. 7(c) ] produces wider and smoother structures than Method 2, but the gaps between the boundary edge elements become larger. The symmetric validation method [Method 3 and Fig. 7(d) ] automatically finds the scale at which an object is represented best. For narrow structures, edges at the higher resolution scale are preferentially detected by the symmetric method. Since edge points come from locations of both analyzed scales, edges which have similar strengths in both scales could be set at locations of either scales and therefore could be more fringed than the edges detected by Methods 1 and 2. Method 3 has thus adaptively chosen the most representative scale for the objects. To demonstrate how the validation method enhances boundary edges, all edges contained in Fig. 7 (b) are shown binarized in Fig. 7(a) , whereas in Fig. 7(b)-(d) , the gray values are mapped between zero and 0.01% times the maximum confidence value. Hence, setting a threshold at 0.01% times the maximum confidence value will suppress noise almost completely and preserve all boundary edges. Fig. 8 shows the histogram of the absolute values of the confidence values of the boundary edges from Fig. 7(c) . Fig. 9 shows the honey bee dataset preprocessed using edgevalidation Method 2 (5) and the segmentation algorithm of Sec- tion II-C. The gaps between the boundary edges remain, which leads to gaps in the segmented dendrites. These artifacts have to be corrected using a gray value based seed fill algorithm [27] .
B. Edge Validation Across Scales
C. Segmentation, Skeletonization, and Detection of Points With Extremal Curvature
The augmented segmentation procedure (Section II-D) enables us to calculate the skeleton of the neuron. Each skeleton point corresponds to the center of mass of an approximated transversal sectioning plane of the branch. Due to the noise in the edges and the discrete gradient directions, we obtain a skeleton which is a few voxels wide (Figs. 10 and 14) and contains gaps at low contrasted regions. Nevertheless, the obtained neuron trace follows correctly the course of the underlying neuronal processes. Fig. 11 shows the centerline axes (Section II-D) calculated in each skeleton point through three slices of the neuron. Long vectors indicate axes of low variance and short vectors indicate axes of high variance (cf. [8] ). The axes are 5), and (d) 3, (6). Edges with a confidence measure larger than 0.01% times its maximal value are mapped to black. Stars mark zones where the confidence associated to noisy edges is so low, such that those are not visible any more. Arrows indicate locations where edge points derived from the third rather than the second scale of the pyramid were detected by Method 3. following the branch directions tangentially even at branching points and at sharp bending points consistently. The points Fig. 7(c) . The x-axis shows the percentage of the maximum value of the confidence measure. The right histogram bar contains all values above 0.1% times the maximum value. All edge points with values below 0.01% times the maximum value (at the left of the dotted line) were set to zero. The choice of the threshold depends on the underlying data and was done by visual inspection. Fig. 9 . Segmentation of foreground from background for the honey bee dataset. Preprocessing was done as described in Fig. 7(c) . Segmentation was performed using the method described in Section II-C. The image shows an additive superposition of the x-y slices with z 2 [91; 110] (lower half).
Black indicates maximal values of the number of rays which intersect in the respective voxels.
of high gray value fluctuations, which were detected as blobs, do contain vectors of all spatial directions. Nevertheless, since the associated variance for these vectors is high, blob zones can be detected using the curvature measure from (9) . High curvature zones correspond in this image to regions where exceeds a value of 0.018 times the highest value [ Fig. 13(a) ]. This threshold was chosen visually. If a higher threshold is chosen, some of the high curvature points may be lost. In reverse, if the threshold is lower, then simple skeleton points may be falsely characterized as high curvature points. Fig. 12(a) shows the points of minimal negative curvature calculated using the method described in Section II-D2 for the binary segmented neuron. At branching points two or three points of minimal curvature are located on different sides of the branching and at sharp bending points there is a cluster of points of minimal curvature on only one side of the branch. When the curvature calculation is applied to the gray level image before segmentation branching points and sharp bending points are not detected, even if the foreground voxels are extracted using the segmented image as a mask. Instead the procedure finds the points of high gray level variations [ Fig. 12(b) ]. The authors mention in [25] stability problems of the method too.
Since the extrema of the curvature measures (Section II-D1 [9] ) and (Section II-D2 [10] ) are located closely on the dendrite a reciprocal validation method which matches neighboring skeleton maxima and differential curvature minima would give a confident determination of the branching points and the sharp bending points of the neuronal skeleton. Fig. 13(b) shows an overlay of the skeleton maxima and differential curvature points.
IV. CONCLUSION
In this work, we have presented and evaluated a new method for the automatic segmentation of single stained neurons from 3-D confocal microscopy scans and for the extraction of their skeleton. Reliable segmentation and skeletonization was attained despite the fact that structures come in widely different sizes and contrast levels, that noise is strong and that the staining is not homogeneous. This performance was accomplished because segmentation was based on boundary Fig. 9 . White dots indicate voxels for which the curvature is smaller than 0.2 times its minimal value. Curvature was calculated on the binary segmented image as described in Section II-D2 (10). As expected, two or more minimal negative curvature regions are detected at branching points (circles) and only one negative curvature region is detected at high bending points (rectangles). (b) Points of minimal curvature overlaid with the image of the neuron before segmentation. In contrast to Fig. 12(a) , curvature was here calculated on the masked original gray-level image. When calculating curvature before segmentation (i.e., on the raw image) highest curvature is detected in regions of high gray value variations (i.e., blobs). At branching points, results are therefore difficult to interpret (circles) and sharp bending points are not detected (rectangles). The curvature values are computed in both images at the third wavelet scale of the underlying analyzed data. Both images are additive superpositions of (x; y)-slices for z 2 [91; 110] . edges rather than gray values. In the following, we will briefly describe the principal achievements.
As we have shown, the used algorithms are very fast, since all have near linear complexity and they are applied on point sets which are from step to step sparser. Therefore they are well suited for the processing of large datasets.
A. Across-Scales Edge Validation
The multiscale edge detection with wavelets used in this work is equivalent with a multiple application of single-scale edge detection (which would provide either of the edges shown in Fig. 6 , if the appropriate smoothing filter would be applied). But noise cannot be eliminated completely by low-pass filtering. Therefore an across-scales edge validation measure was introduced to distinguish real "boundary" edges from noise. This is the advantage brought by the multiscale approach as compared to the single-scale approach. In particular, the validation measure presented here enhances boundary edges over noisy edges [stars in Figs. 6(c) and 7(d)] ; note also the 10 times stronger gray mapping in Fig. 7 ), such that a global Fig. 13(a) and Fig. 12(a) . As expected, at branching points and sharp bending points there is co-occurrence of minimal negative curvature and high variance at skeleton points (circles), whereas at blobs only skeleton points have high variance measure (rectangles).
threshold can be applied safely to cut off noise without loosing foreground data. This would not be possible on any of the three single-scale edge datasets from Fig. 6 . Additionally, our validation measure is a compromise between computational simplicity and analytic exactness. More exact but computationally more expensive possibilities of across-scales validation on wavelet decompositions using continuous scales are presented for the 2-D case in [26] . For 3-D data having sizes as those presented here, such methods would be computationally intractable. The novelty of our edge validation measure lies in the comparison of the gradient directions and orientations of edge points to be validated across scales. This leads to a strong enhancement of boundary edges, such that a subsequent threshold segmentation is not critical, allowing us to obtain clean images without throwing away information about the object boundaries. Comparing three different methods of across-scales edge validation we found that the "symmetric" method provides often better results or at least equally good results as the other two methods.
Since edge detection is performed in the wavelet framework, the low-pass filter (quadratic splines with four coefficients), the first-order (two coefficients), and second-order derivative filters (five coefficients) have narrow support, making the method computationally cheaper than the scale-space framework of Lindeberg [20] which requires approximations with 7-20 coefficients-size depends on the analyzed scale-for the low-pass filters. In general, small neuronal processes which lie near to each other can be lost by a low-pass filtering as done by the wavelet transform. Using splines as done here, branches with minimal distances of three voxels between each other can still be resolved at the second highest resolution scale (i.e., after one four tap low-pass the minimal resolved distance is half of the support plus one). Therefore, depending on the underlying data, the choice of the preferred analysis scales should represent a compromise between the obtained smoothness of edges and the loss of data. Since our skeletonization algorithm is tolerant to irregular borders, higher resolution scales can be chosen for analysis, such that no data is lost.
B. Segmentation
Segmentation is based on object boundaries rather than on the gray-values of the voxels. The across-scales validation of edges and the almost blind elimination of noisy edges makes our method less affected by varying image contrast as opposed to other currently available methods using threshold segmentation [12] - [14] . Border irregularities and noisy gradients do not disturb the segmentation process either, since opposite border points are defined to be edge points having gradients lying in different half planes, which confers the algorithm a certain tolerance to imperfect data. Additionally, our method is fast.
C. Skeletonization
Skeletonization was also performed using edges rather than gray-values. An extension of the segmentation procedure pro-vided the skeleton voxels, an estimate of the local direction of the skeleton and a measure of the variance of this estimate. The calculation of a mean axial direction from several contributing gradient vector products and the estimate of the variance of their direction increases the tolerance of the algorithm against noise and provides a measure of the local degree of uncertainty in the underlying data.
D. Branching Points
Branching points are characterized by a large value of the variance of the axial directions. They are therefore points of high directional uncertainty. Using the directional variance (Section II-D1), points of high curvature, but also difficult regions, where edges may be false, can automatically be detected, without any computational overhead. These can be used subsequently as hints in the graph construction algorithm [27] which then ignores directional information at these locations. We have thus built a powerful skeletonization procedure, which gives much more information than the classic skeletonization algorithms.
Branching points and sharp bending points also correspond to regions of extremal (negative) 3-D Gaussian curvature of iso-intensity surfaces. Due to the sensitivity of the curvature calculation to gray level fluctuations, the method has to be applied to the binarized image after segmentation. This led to the first successful application of this method to real world 3-D data (for application to artificial data, see [28] ). Note that we are able to detect the key points of the neuron's skeleton independently of the skeleton computation itself, hence artifacts from the skeleton calculation do not impair the detection of key points as in previous work (cf. [23] , [29] , and [30] for 2-D and 3-D). This is a novelty for real neuronal image processing which will greatly simplify subsequent work.
The two branching point detection methods, (i.e., coming from the skeletonization and from the iso-intensity transform) can be used for reciprocal validation, in order to eliminate noisy points detected by any of the two methods, and giving therefore points of high confidence.
E. Final Remarks
The algorithms developed here represent preprocessing steps for information accumulation. Therefore, even though the skeleton still has gaps, using the redundant information contained in the multiple skeleton voxels, the associated axial directions, and the locations of high curvature (or "critical") regions, together with the original gray value image, we are able to bridge most of the gaps in the skeleton and to construct a clean and sparse graph representation of the neuron [27] , which itself is used further for a complete surface reconstruction (i.e., a reliable segmentation) of the neuron [31] . The final goal is to develop an interactive system, which, after automatic reconstruction, will point to the user the "difficult regions" the algorithm encountered and allow him to correct the results.
Given the segmented image and its skeleton, a quantitative evaluation of the geometrical properties of the neuron may then be performed as described in the literature [13] , [22] , allowing a further construction of compartment models and a now straight forward dendogram generation.
APPENDIX
A. The "A Trous" Algorithm [17] For all scales , compute the low-pass filtered image ( is the image itself) and the wavelet images in the three Cartesian directions , where is the Dirac filter. The low-pass filter and the high-pass filter and compensation coefficients are given in Tables I and II .
B. Calculation of Second-Order Derivatives Using the Wavelet Framework
The second-order derivative of a smoothed function is given by . If is the cubic spline, then the Fourier transform of its second-order derivative is given by . Expressing as a convolution between the father wavelet and a filter , with allows the fast computation of the second-order derivatives ( is the direction of differentiation) of in a pyramidal manner The filters and are described in Appendix A. Using the discrete inverse Fourier transform and trigonometric equations we obtain the following expressions for the filter coefficients of the -Transform of , which has not any more a compact support: , for . Fortunately, the amplitude of its coefficients decreases rapidly, such that by cutting off all coefficients with absolute value below 0.01 times the maximal coefficient one obtains five significant coefficients:
.
C. The Cone of Influence
To validate edges across scales we have to establish the spatial correspondences between scales. The edge at scale corresponding to the original edge at location can be found in a neighborhood of radius , where is half the , and therefore grows from high to low resolution like a cone. When using the discrete "A Trous" algorithm, the width of the discrete filter grows by a factor of two for each scale, i.e., , where is the size of the filter at scale and is the size of the original filter. In order to identify edges which correspond to the same boundary across two adjacent scales, and , one has to search within a neighborhood with radius or between two low-pass filtered images, and between neighboring high-pass images, or between high-pass at scales and
