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Abstrakt
Cílem práce je navrhnout aplikaci pro mobilní platformu s možností vkládání virtuálních
předmětů do záběru kamery s minimální rušivostí ve scéně. Aplikace je implementovaná
na platformě Windows 8.1 a Windows Phone 8.1. Samotné vykreslování objektů je řešené
pomocí DirectX v programovacím jazyce C++ a uživatelské rozhraní je navržené v XAML.
V práci jsou rozebrané potřebné základy pro znalost programování rozšířené reality pro daný
systém a pokročilé programovací techniky, jako asynchronní načítání zdrojů nebo pokročilé
zobrazování scény pomocí techniky post processing. Výsledkem projektu je mobilní aplikace,
která umožňuje vložení virtuálního objektu a jeho stínu do záběru kamery. Dále je možné
nastavit vlastnosti světla a pořídit výslednou fotografii s virtuálním objektem ve vysokém
rozlišení.
Abstract
The aim of this project is to design an application for mobile platform which can insert
virtual objects to camera shots without disturbing the scene. The application is implemen-
ted on Windows 8.1 and Windows Phone 8.1 platforms. The scene rendering is done in
DirectX with C++ programming language and the user interface is created in XAML. This
text describes the relevant fundamentals of augmented reality and the selected platform
and it describes advanced programming techniques such as asynchronous resources loading
or advanced post processing rendering techniques. The result of this project is a mobile
application for inserting a virtual object with its shadow to camera shot. It is possible to
set some aspects of the light and take a picture with the virtual object in high resolution.
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Kapitola 1
Úvod
Cílem diplomové práce je vytvořit aplikaci pro mobilní platformu, která umožňuje vložit
virtuální objekt do záběru videokamery v reálném čase tak, aby objekt do scény zapadl a
také pořídit výslednou fotografii ve vysokém rozlišení. Dalším cílem je zaměření na uživa-
telské testování a přizpůsobení prvků aplikace dle potřeb uživatelů a docílit toho, aby byla
aplikace uživatelsky přívětivá.
Výsledkem práce je uživatelsky přívětivá aplikace spustitelná na platformě Windows 8.1
a Windows Phone 8.1. Aplikace umožňuje pomocí několika málo nastavení pořídit fotografii
s vykresleným virtuální objektem a jeho stínem ve vysoké kvalitě.
Text popisuje studované metody a základy pro implementaci aplikace s vkládáním vir-
tuálních předmětů do záběru kamery. Na začátku je popsán úvod do rozšířené reality, ve
kterém je postupné vysvětlení základních pojmů od oslabené reality, až pro virtuální realitu.
Následuje úvod do platformy Windows 8.1 a Windows Phone 8.1, který rozebírá minimální
znalosti pro implementaci aplikace. V úvodu do platformy jsou popsány využívané kompo-
nenty DirectX, vývojové prostředí pro Windows a dostupné mobilní emulátory pro Windows
Phone. Dále se úvod zabývá frameworkem Media Foundation, který umí efektivně pracovat
s kamerou. Také je zde popsán životní cyklus aplikace a Windows Runtime komponenty,
které dovolují psát UI v XAML/C# a vykreslování pomocí DirectX/C++. Po úvodu do
platformy jsou popsané potřebné základy 3D grafiky, mezi které patří matematický apa-
rát pro transformace objektů nebo zobrazovací techniky použité v aplikaci, jako je normal
mapping nebo post processing. Následuje návrh aplikace, ve kterém se rozebere analýza již
existujících řešení a principy využité v aplikaci. Po návrhu následuje popis implementace
na platformě Windows 8.1 a Windows Phone 8.1. V sekci implementace je také ukázka
a vysvětlení některých důležitých tříd. Předposlední kapitola popisuje dosažené výsledky
aplikace, její závěrečné testování na uživatelích a také jsou zde uvedeny výsledné možnosti
aplikace. V závěru je zhodnocení výsledku práce a popis pokračování projektu.
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Kapitola 2
Základní pojmy rozšířené reality
Rozšířená realita je v dnešní době úspěšný a rozvíjející se směr počítačového zobrazování.
Je dobré si uvést postupný rozvoj od reality bez úpravy počítačem, až po čistou virtuální
realitu a vysvětlit jednotlivé pojmy. Pojmy lze postupně rozepsat [6]:
1. Realita – Klasické vnímání okolí člověkem bez přidaných virtuálních objektů nebo
úpravy počítačem.
2. Oslabená virtuální realita – Jedná se o přístup, který umožňuje odstraňovat věci
z reálné scény. Na základě analýzy pozadí je možné vybírat předměty, které budou ze
scény odebrány.
3. Rozšířená realita – Vzniká přidáním virtuálních objektů do reálné scény.
4. Rozšířená virtuální realita – Do virtuálního prostředí jsou přidané prvky reálného
světa.
5. Virtuální realita – Je čistě virtuální prostředí. Příkladem mohou být počítačové
hry.
6. Smíšená realita – Různé prvky výše uvedených realit.
Rozšířená realita je tedy normální realita rozšířená o virtuální objekty. Daného výsledku
lze dosáhnout například pomocí brýlí, na jejichž sklo se promítají vykreslené 3D virtuální
objekty. Existují také technologie, které kreslí rastrový obraz přímo na sítnici oka. V pro-
jektu se budu zabývat technikou, které na základě kamery načte obraz reality a vykreslí do
něj virtuální objekt na mobilním zařízením.
2.1 Důležité aspekty rozšířené reality v aplikaci
Důležitý aspekt rozšířené reality v aplikaci je chápání objektu v dané scéně. Je vyžadováno,
aby uživatel měl pocit, že do scény daný objekt zapadá. Cílem je tedy implementovat
osvětlovací aspekty virtuálního objektu tak, aby uživatel mohl pomocí pár kliknutí objekt
vnést do scény s pocitem, že do ní patří.
Důležitý aspekt při vývoji aplikace jsou také technické parametry zařízení. Aplikace je
zamýšlena pro střední třídu mobilů, aby ji mohl využívat běžný uživatel. Nějaké aspekty
nastavení scény jsou tedy cílené na uživatelskou interakci místo výkonově náročné aplikace.
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Kapitola 3
Platforma Windows z hlediska
vývoje
Kapitola popisuje teoretické znalosti, které vychází převážně z uvedené literauty. Hlavní
myšlenka není mým vlastním dílem nýbrž interpretací studovaného problému z uvedených
literárních děl.
Dříve byly Windows a Windows Phone úplně odlišné platformy. V dnešní době se Micro-
soft snaží tuto platformu sjednotit a vytvořit tak obecnou platformu pro zařízení od mobilů,
tabletů až po stolní počítače.
S nástupem Windows 8.1 (Win8.1) a Windows Phone 8.1 (WP8.1) se situace této myš-
lence zase o krok přiblížila. Zlepšila se podpora nativního kódu v DirectX a technologie
jako Microsoft Silverlight jsou na ústupu. WP8.1 sice stále Silverlight podporuje, ale je
kladen důraz na to, aby programátoři začali používat Windows Runtime (WinRT) API,
které vzniklo pro Windows. Díky tomu se platformy k sobě přiblížily na tolik, že lze psát
aplikaci se sdíleným kódem, která umožňuje sdílet téměř celý kód pro oboje platformy.
Dalším krokem jsou Windows 10, které se snaží platformy sjednotit úplně.
3.1 Component Object Model a Windows Runtime
Component Object Model (COM) byl navržen firmou Microsoftu a je to platformně nezá-
vislý objektově orientovaný standard. COM objekt tvoří binární spustitelný kód, se kterým
lze komunikovat pomocí COM rozhraní například v C++. V této práci jsou COM objekty
využívány ke komunikaci s grafickým adaptérem přes sadu rozhraní DirectX pro získání
náhledu kamery v reálném čase.
Pro lepší práci s COM objekty přišel Microsoft s návrhem C++ Component Extensions
(C++/CX), který se používá jako rozšíření C++ standardu. C++/CX vyžaduje speciální
překladač a nelze toto rozšíření používat bez speciálního překládacího příznaku /clr.
Při zapnutí C++/CX rozšíření lze pak psát v C++ ref třídy, které oproti klasickému
C++ podporují události a veřejně přístupné atributy třídy, jako jsou například v C#. Díky
tomu se pak programování stává o něco přehlednější a pohodlnější.
WinRT API, je sada rozhraní založených na COM objektech a výše uvedených ref
třídách. WinRT obsahuje mnoho funkcí, které byly vyvíjeny s cílem snadného vývoje apli-
kací ve Windows. Schéma platformy Windows 8.1 z pohledu vývojáře lze pak vidět na
obrázku 3.1.
Koncept WinRT posouvá COM objekty na vyšší úroveň. WinRT API s kombinací COM
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Obrázek 3.1: Schéma platformy Win 8.1 z pohledu programátora, kde je možné vidět zá-
kladní rozdělení WinRT API [28].
objektů umožňuje psát komponenty, které obsahují metadata pro daný program. Ve vý-
sledku je tak možné psát komponentu WinRT v jazyce C++ a volat ji například z kódu
v jazyce C#. Díky tomu je v projektu vykreslování aplikace řešeno v DirectX/C++ a
uživatelské rozhraní v XAML/C#.
Pro práci na nízké úrovni s WinRT přišela firma Microsoft s Windows Runtime C++
Template Library (WRL), která usnadňuje využívání COM objektů. WRL obsahuje také
pro přímou práci s COM ukazateli, které se využívají například v DirectX. Příkladem je
třída ComPtr<T>, která se stará o automatické volání metod Add a Release u COM
objektů. Programátor pak nemusí řešit uvolňování a přidávání instancí do rozhraní.
3.2 Využité komponenty DirectX
DirectX je nástroj převážně pro práci s 2D nebo 3D grafikou. Dále je možné v DirectX
pracovat se zvuky, hudbou nebo vstupními a výstupními zařízeními. Diplomová práce se
věnuje 2D a 3D rozhraním a konkrétně bude popsán přístup k vykreslování do SwapChain
panelu, který je komponentou XAML. Práce se věnuje rozhraní DirectX verze 11.
V DirectX 11 lze pak rozdělit komponenty do tříd [26]:
∙ DirectX 2D – Je rozhraní pro 2D grafiku, které umožňuje práci s vektorovou grafikou.
Výsledný obraz je pak rendrován do bitmapy. Dále je možné provádět pomocí DirectX
2D efekty nad bitmapou, které lze skládat do celků a vytvořit tak komplexní 2D efekt,
ale zároveň je i možnost vytvořit vlastní efekt.
∙ DirectWrite – API, které se věnuje vykreslování textu na obrazovku. Díky tomu je
pak možné jednoduše nastavovat fonty a vlastnosti textu, který je vykreslen.
∙ DXGI – Základní rozhraní pro přístup ke grafické infrastruktuře. DXGI umožňuje
vytvořit Direct 3D swap chains nebo komponenty pro přístup k adaptéru a kontextům.
∙ DirectX 3D – Stěžejní část API pro moderní počítačovou grafiku. DirectX 3D se
tato práce věnuje nejvíce. Mezi základní rozhraní pak patří práce s texturou, pole pro
uchování sítě objektu a důležitá rozhraní pro shadery.
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∙ XAudio2 – Lower-level audio API, které umí pracovat se zvukem na nízké úrovni.
∙ XACT3 – Higher-level auto API, které je založeno na XAudio2. Umožňuje práci
s audio soubory na abstraktnější úrovni.
∙ DirectInput – Umožňuje detekci vstupních zařízení, jako jsou klávesnice, myš nebo
ovladače. V dnešní době se využívá převážně pro obsluhu ovladačů. Odchytávání udá-
lostí klávesnice, myši nebo dotyků je řešeno přímo pomocí komponent WinRT.
∙ XNA Math – Jedná se o novou část, která není přímo API. Je to spíše knihovna,
která implementuje optimalizované běžné matematické operace pro práci v DirectX.
XNA Math využívá Single Instruction Multiple Data (SIMD) pro rychlé a efektivní
počítání jednotlivých operací a bude v aplikaci hojně využívaná.
DirectX umožňuje interoperabilitu mezi DirectX 3D a DirectX 2D. Je pak možné vytvo-
řit 3D texturu a z ní získat rozhraní 2D bitmapy, do které lze vykreslit pomocí DirectX 2D
a matematického popisu základních primitiv výslednou 2D grafiku s efekty. Následně pak
3D textura může být nanesena na objekt nebo použita jako pozadí 3D scény. Další varianta
je vykreslení 3D scény do textury, z 3D textury dále získat rozhraní 2D bitmapy provést
post processing jako například rozmazání a opět vykreslit na obrazovku. Díky tomu je pak
možné provádět rychlé a optimalizované efekty, které by se v čistém 3D rozhraní dělaly
obtížně.
3.3 Moderní přístup v C++
V poslední době s velkým nárůstem multiprocesorů se v DirectX, a celkově i při vývoji
aplikací pro Windows, klade velký důraz na paralelizmus. Proto je nutné zmínit také jmenný
prostor Concurrency, který je ve WinRT využívaná pro asynchronní operace, jako je načítání
zdrojů aplikace. Ve výsledné aplikaci je pak využitý i speciální proces pro smyčku kreslení
3D scény nebo pro zpracování vstupu. Jedná se tedy o paralelní přístup programování
aplikací a zároveň je nutné řešit výlučný přístup ke zdrojům.
Jmenný prostor Concurrency využívá moderní přístup programování v C++, je tedy pro
práci s ním vhodná základní znalost lambda funkcí a navazování proměnných uvnitř lambda
funkce. Pro přehlednější práci s ukazateli vznikly speciální třídy, jako je std::shared_ptr<T>
nebo std::weak_ptr<T>, které řeší uvolňování ukazatelů a jejich řízení.
Využívání moderního přístupu zpřehlední a díky paralelnímu přístupu i zefektivní kód.
Porovnání přístupů je pak možné vidět v ukázkách 3.1 a 3.2.
V jmenném prostoru Concurrency nalezneme nalezneme funkci create_task pro vytvo-
ření asynchronní metody, která navrátí task<type> a je pak možné volat její metodu then.
Metoda slouží pro synchronizaci a provádění operací po provedení asynchronní operace.
Jako argument přijme funkci nebo lambda funkci, která je provedena až po provedení první
asynchronní funkce. Je možné v lambda funci navrátit opět asynchronní funkci a takto ře-
tězit asynchronní metody a výsledek se pak tváří, jako jedna asynchronní metoda. Řetězení
metod je možné vidět v kódu 3.3.
Výše uvedený přístup slouží k synchronizaci více asynchronních operací. Dalším přístu-
pem je paralelní načítání zdrojů, které je v projektu dost využívané. Při paralelním načítání
zdrojů je nutné vytvořit vektor operací a počkat na jeho ukončení, jak je vidět v ukázce 3.4.
Dále je třeba správně využívat třídu critical_section pro přístup do sdílené kritické sekce,
kterou Concurrency také nabízí.
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1 // circle and shape are user -defined types
2 circle* p = new circle( 42 );
3 vector <shape*> v = load_shapes ();
4
5 for(vector <circle *>:: iterator i = v.begin ();
6 i != v.end(); ++i ) {
7 if( *i && **i == *p )
8 cout << **i << "is a match\n";
9 }
10
11 delete p;
Zdrojový kód 3.1: Ukázka klasického přístupu programování v C++ [5].
1 #include <memory >
2 #include <vector >
3
4 // circle and shape are user -defined types
5 auto p = make_shared <circle >( 42 );
6 vector <shared_ptr <shape >> v = load_shapes ();
7
8 for_each(begin(v), end(v), [&]( const shared_ptr <shape >& s) {
9 if( s && *s == *p )
10 cout << *s << "is a match\n";
11 } );
Zdrojový kód 3.2: Ukázka moderního přístupu programování v C++ [5].
1 create_task(async_task(arg_type arg))
2 .then([this]( return_type ret)
3 {
4 // operace volane po provedeni prvni asynchronni metody
5
6 return async_task2(arg_type arg);
7 }). then([this]( return_type2 ret)
8 {
9 // operace volane po provedeni druhe asynchronni metody
10
11 return true;
12 });
Zdrojový kód 3.3: Ukázka synchronizace asynchronních metod v C++. Návratový typ
funkce create_task je task<bool>. Po provedení funkce async_task se provede lambda
funkce, která je definovaná jak parametr metody then, poté je možné volat další asyn-
chronní metody a provést jejich synchronizaci stejným způsobem.
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1 std::vector <task <void >> tasks;
2
3 // ulozeni asynchronnich metod do vektoru
4 tasks.push_back(load_async(load_async_arg arg ));
5 tasks.push_back(load_async2(load_async_arg2 arg ));
6
7 Concurrency :: when_all(tasks.begin(), tasks.end ()). then([this]
8 {
9 m_loadingComplete = true;
10 });
Zdrojový kód 3.4: Ukázka paralelního provádění asynchronních metod v C++. Nejdříve
se vytvoří vektor asynchronních metod tasks a poté se pomocí metody when_all čeká na
ukončení všech metod, které probíhají paralelně. V těle metody when_all se provede akce
teprve po vykonání všech asynchronních metod.
V jemném prostoru Concurrency se nachází mnoho dalších možností práce s multipro-
cesory, jako jsou paralelní cykly nebo rušení právě probíhajících metod. Protože je téma
nad rámec diplomové práce a samotná práce se tématem zabývá pouze okrajově, je možné
podrobnější informace o paralelním programování nalézt v [8] nebo o moderním přístupu
C++ programování v [5].
Při programování na WP8.1 je nutné dodržovat navržený koncept, v kterém je vytvo-
řeno speciální vlákno pro práci s UI a ostatní výpočty se provádějí v jiných vláknech. To
znamená, že nelze volat přímo metody nebo měnit proměnné UI v odchycených událostech
z komponenty XAML. K tomu účelu slouží Dispatcher, přes který je možné aktualizovat
UI.
3.4 Media Foundation
Media Foundation (MF) je multimediální framework, který je založen na COM objektech,
podobně jako DirectX. Nahrazuje zastaralé multimediální frameworky například Direct-
Show, Windows Media SDK nebo DirectX Media Objects, které se využívaly s předchozími
verzemi DirectX. Programování MF probíhá na nízké úrovni při použití programovacího
jazyka C++. Media Foundation (MF) je multimediální framework, který je založen na
COM objektech, podobně jako DirectX. Nahrazuje zastaralé multimediální frameworky na-
příklad DirectShow, Windows Media SDK nebo DirectX Media Objects, které se využívaly
s předchozími verzemi DirectX. Programování MF probíhá na nízké úrovni při použití pro-
gramovacího jazyka C++.
Media Foundation si také lze představit jako řetězec komponent (anglicky pipline), které
se starají od načtení videa po jeho zobrazení. Schéma je vidět na obrázku 3.2.
Jak je patrné z obrázku, Media Founaditon pipline obsahuje standardizované kompo-
nenty, které lze rozdělit na:
∙ MF sources – Jedná se o komponenty, které načítají data ze vstupního úložiště
například ze souboru, internetu nebo přímo z kamery.
∙ Media Foundation transforms (MFTs) – Komponenty, které transformují tok
videa. Vstupem je komprimovaný formát. Provádí se zde komprese a dekomprese
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Obrázek 3.2: Pipline Media Foundation [24].
různých formátů videa. Dále je možné pomocí MFTs vytvářet video efekty, které
se aplikují na stream a posílají dalším komponentám. S MFTs je také možné posí-
lat stream do digitálních signálových procesorů (DSPs) a provádět transformace na
úrovni signálu. Každá část MFTs obsahuje alespoň jednu vstupní komponentu, která
dekomprimuje data a jednu výstupní, která odesílá data v požadovaném výstupním
formátu, který může být i nekomprimovaný.
∙ MF sinks – Tyto komponenty pak získají vstupní stream a provedou výslednou akci
celé série komponent. Výstupem pak může být zobrazení streamu na monitor nebo
přehrání audio souboru. Další možností je samozřejmě uložení streamu do souboru
nebo jeho odeslání na internet.
Každý blok komponent se pak nazývá sezení (anglicky MF session). MF session se
musí skládat z výše uvedené struktury komponent a musí tvořit validní MF pipline. Do MF
pipline je možné různě kombinovat již existující MF komponenty nebo vytvořit komponenty
úplně nové, které jsou přesně přizpůsobené danému formátu.
3.5 Časté formáty videokamer
Video nebo audio uložené na disku je komprimované z důvodu ušetření místa. Video uložené
bez komprese by tak zabíralo mnoho prostoru na disku. Například nekomprimované HD
video by mohlo zabírat 5 až 15 GB za vteřinu. Pro kompresi videa existuje mnoho algoritmů
a formátů, které lze využít. Nejčastějším formátem komprimovaného obrazu videokamer je
YUY2, NV12 a UYVY. V aplikaci je implementovaná podpora těchto formátů a je třeba
uvést alespoň úvod do barevných modelů RBG a YCbCr.
Klasický barevný model využívaný při vykreslování je RGB. Ovšem obrázkový proud,
který by měl v paměti uložené všechny 3 složky, by musel mít mnohem vyšší datový tok.
U některých typů obrázků není vhodné kompresi provádět. Příkladem mohou být grafy,
avšak u video sekvence není komprese tolik znatelná a proto náhled z videokamery je kom-
primovaný. Používá se barevný model YCbCr, který vznikne transformací z RGB modelu
viz obrázek 3.3.
Lidské oko je je nejvíce citlivé na 𝑌 složku a naopak není tolik citlivé na CbCr složky,
proto se pro kompresi využívá podvzorkování právě těchto složek. Při rekonstrukci obrázku
je ztráta informace člověkem běžně nepozorovatelná.
Podvzorkování může být jak v horizontálním směru, tak i vertikálním směru nebo v obou
směrech zároveň. Nejčastěji se používá podvzorkování pouze horizontální (označení 4:2:2)
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Obrázek 3.3: Ukázka barevných modelů RRG a transformovaného modelu YCbCr [2].
nebo případně horizontální i vertikální (označení 4:2:0). Princip podvzorkování a označení
je na obrázku 3.4. Pixely, které mají společnou některou složku se nazývají makropixely.
4:4:4 4:2:2 4:2:0
Obrázek 3.4: Podvzorkování barevného modelu YCbCr, kde křížek znamená jasovou složku
Y a kolečko chromatické složky CbCr. Označení 4:4:4 je bez podvzorkování, 4:2:2 je hori-
zontální podvzorkování a 4:2:0 je horizontální i vertikální podvzorkování [3].
Podle toho, jak je barevný model YCbCr uložen v paměti, hovoříme o prokládaném
formátu nebo o planárním formátu. Prokládaný formát je v paměti uložen tak, že jednotlivé
makropixely obsahují všechny složky uložené vedle sebe a po jednom přístupu do paměti
se v okolí nacházejí ostatní složky. Naproti tomu planární formát nejdříve uloží matici Y
složek a pak následuje matice CbCr složek.
Existuje mnoho formátů, jak uložit barevný model YCbCr do paměti. Zde si uvedeme
pouze podporované formáty aplikací a to YUY2, NV12 a UYVY, kde složka U je označení
pro Cb a složka V je označení pro Cr.
Formáty YUY2 a UYVY jsou prokládané s horizontálním podvzorkováním a jejich ozna-
čení je 4:2:2. Formát NV12 je planární s horizontálním i vertikálním podvzorkováním a jeho
označení je 4:2:0. Uložení formátů v paměti je znázorněno na obrázku 3.5.
3.6 Vývojové prostředí
Aplikace je vyvíjena ve Visual Studio 2015, které je dostupné zdarma v rámci programu
Microsoft Developer Network Academic Alliance (MSDNAA).
Visual Studio 2015 přináší mnoho novinek oproti předešlé verzi. Například bylo vylep-
šeno odchytávání výjimek při psaní programu nebo interaktivní debugger, který usnadňuje
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Obrázek 3.5: Způsoby uložení formátů YUY2, NV12 a UYVY v paměti, kde složka U je
označení pro Cb a složka V je označení pro Cr [3].
a urychluje samotný vývoj aplikace. Je pak tedy možné se více soustředit na samotný cíl,
než se rozptylovat detaily při vytváření. Za povšimnutí také stojí inteligentní našeptávač,
který umí automaticky generovat kostru pro cykly nebo vytvořit kostru pro automatické
větvení typového výčtu.
Ve Visual Studiu 2015 je ze strany Microsoftu kladen velký důraz na emulátory, na
kterých lze aplikaci testovat. Přibyl emulátor tabletu a bylo provedeno vylepšení stávajících
emulátorů.
Emulátor je postaven na technologii Hyper-V, která emuluje daný systém na úrovni
hardware. Díky tomu je emulátor velice rychlý a používaní je pohodlné. Jedinou nevýho-
dou je nutnost podpory technologie Second Level Address Translation (SLAT) procesorem.
AMD a INTEL tuto technologii nazývají různě. Intel SLAT nazývá Extended Page Tables
(EPT) a AMD Rapid Virtualization Indexing (RVI).
Emulátory jsou dostupné v různých variantách. Je pak možné testovat aplikace na
zařízení s méně RAM paměti a menším displayem nebo na FullHD rozlišení a studovat
patřičná chování aplikace.
3.7 XAML
Jak již bylo výše uvedeno s využitím WindowsRT komponent je vykreslování 3D scény
řešeno pomocí DirectX a uživatelské rozhraní je implementováno v XAML (celý název
Extensible Application Markup Language). Díky tomu bylo možné více úsilí věnovat sa-
motnému problému.
XAML je základní stavební prvek pro vývoj uživatelských rozhraní. Jedná se o znač-
kovací jazyk, který je kompatibilní s jazykem C# a nově také do C++. Aplikaci lze pak
ovládat vybraným programovacím jazykem na pozadí dané XAML stránky. Při vytvoření
XAML stránky se vytvoří 2 soubory s koncovkami .xaml a jmeno.xaml.(cs|cpp). Do souboru
.xaml se ukládají značky daných komponent a do .xaml.(cs|cpp) je možné psát kód, který
ovládá logiku dané stránky a XAML komponenty, ke kterým lze přistupovat.
V XAML je možné si psát také vlastní komponenty, které musí splňovat určitá rozhraní.
Na základě toho je v aplikaci naprogramovaná komponenta D3DPanel, která dědí vlastnosti
komponenty SwapChainPanel a je vložena přímo do kódu XAML.
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Důležitou součástí XAML je mechanismus binding, který se stará o propojení vlastností
jednotlivých komponent mezi sebou. Je pak tedy možné oddělit logiku aplikace od návrhu
vzhledu aplikace nebo propojit jednotlivé komponenty mezi sebou. Příkladem pak může
být propojení zaškrtávacího políčka s libovolným elementem, který zakazuje nebo povoluje
funkcionalitu určitého prvku. Toho lze docílit pomocí mechanismu binding bez jediného
zápisu do xaml.(cs|cpp) souboru.
Mechanismus binding se spojí s určitým datovým kontextem, například kořenem stránky
a je možné vytvořit ho v těchto režimech:
∙ OneTime – Přiřazení hodnoty proměnné v XAML pouze jednou, a to v době vy-
tváření XAML stránky. Ostatní změny v XAML stránce nebo v propojeném datovém
kontextu se neprojeví. Režim je vhodný na propojení příkazů, které jsou již vytvořeny
v době překladu stránky a v průběhu aplikace jsou statické.
∙ OneWay – Změna probíhá pouze při změně proměnné v datovém kontextu a změna
v XAML se nepromítne do proměnné datového kontextu. Režim se hodí pro hodnoty
proměnných, které není možné měnit pomocí UI a jsou dynamické například popisky.
∙ TwoWay – Svázání proměnných na obou stranách. Datový kontext musí mít imple-
mentovanou obsluhu události PropertyChangedEventHandler, která se stará o noti-
fikaci v případě změny proměnné v datovém kontextu. Při změně proměnné se pak
programátor musí postarat o korektní volání události.
3.8 Návrhový vzor Model-View-ViewModel
Aplikace využívá nový návrhový vzor vyvinutý firmou Microsoft, který je přizpůsobený
XAML. Návrhový vzor se jmenuje Model-View-ViewModel (MVVM) a jedná o podobný
vzor, jako Model-View-Controller, který rozděluje odlišné vrstvy návrhu aplikace na násle-
dující vrstvy:
∙ Model – Model obsahuje načítání dat a manipulaci s nimi. Díky této vrstvě logika
aplikace dostane již připravená data pro danou stránku. Model může data načítat
z různých zdrojů, jako je databáze nebo internet.
∙ View – View slouží pro návrh vzhledu aplikace. Díky programuMicrosoft Blend, který
je dodáván s Visual Studiem, lze úplně oddělit logiku od návrhu vzhledu aplikace.
Dále má XAML z tohoto pohledu rozšířenou podporu animací a ovládání chování
komponent XAML.
∙ ViewModel – Obsahuje celou logiku propojení vrstev a výsledné chování stránky.
Návrhový vzor MVVM byl implementován bez použití knihoven a implementace bude
popsaná v sekci 6.4. Výsledné schéma a komunikace jednotlivých vrstev je pak vidět na
obrázku 3.6
3.9 Životní cyklus aplikace na platformě
Životní cyklus byl ve WindowsRT oproti aplikacím Silverlight pozměněn. Schéma je možné
vidět na obrázku 3.7.
13
View ViewModel Model
Příkazy
Binding
Upozornění o změně
UI Logika UI
(Code Behind)
Prezentační 
logika
Data
Obrázek 3.6: Schéma propojení jednotlivých komponent návrhu MVVM a jejich komuni-
kace [1].
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Obrázek 3.7: Životní cyklus aplikace na Windows 8.1 a Windows Phone 8.1 platformách
při vývoji s pomocí WinRT [19].
Pokud je program ve stavu Not Running a nastane událost Activated, Windows zobrazí
úvodní logo programu, následně program načte všechny zdroje a tím se dostane do stavu
Running. V případě minimalizování aplikace na pozadí nastane událost Suspend. Aplikace
má následně pár vteřin na to, aby uložila svůj kontext. Pokud aplikace potřebuje delší
dobu pro uložení kontextu, musí vyžádat proces na pozadí, v které může ukládat svá data.
Ve stavu Suspend nejsou aplikaci odebrány všechny systémové prostředky, proto je možné
rychlé přepnutí aplikace do stavu Running.
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Kapitola 4
Práce s 3D grafikou při vývoji
aplikace
Přístup k vykreslování 3D grafiky pomocí počítače může být různý. Například definice ob-
jektu může být pomocí vrcholů v prostoru, které tvoří trojúhelníky a následně proběhne
rasterizace trojúhelníkové sítě. Alternativou je metoda vrhání paprsků, kde model je defi-
nován pomocí matematického popisu. Pro každý pixel na obrazovce se pak vrhne paprsek
do scény a na základě odrazů se vypočítá výsledná barva pixelu.
Metoda využitá v práci je rasterizace trojúhelníkové sítě. Síť je pak vykreslena přímo
na grafické kartě. Protože se dnes 3D grafika ubírá převážně touto cestou, mají grafické
karty přímou podporu pro výpočet výsledné scény na 2D průmětnu v hardware. Existuje
takzvaný zobrazovací řetězec, kde se umístí sítě, naprogramují programovatelné části a daná
scéna se vykreslí do barevného bufferu, který se nechá zobrazit na monitor. Hlavní části
zobrazovacího řetězce jsou:
∙ Vertex shader – Programovatelná část zobrazovacího řetězce, která manipuluje
s jednotlivými vrcholy sítě ve scéně. Vrcholy je možné posouvat, ale nelze je zahazovat.
∙ Skládání primitiv – Dochází ke složení primitiv z jednotlivých bodů.
∙ Rasterizace – Rasterizace má k dispozici primitiva, které se mají vykreslit. Podle
primitiv a pohledu kamery rozdělí scénu na jednotlivé pixely.
∙ Pixel shader – Programovatelná část, která vypočítá výslednou barvu pixelu.
V zobrazovacím řetězci existují další programovatelné části, které jsou nad rámec této
práce. S výslednou barvou lze provádět per-pixel operace, které dovolují například zahození
pixelu. Finální pixel je vykreslen na obrazovku.
4.1 Matematický 3D aparát transformací
Nejprve je důležité upřesnit využívaný souřadný systém. I když existuje mnoho možností
definice souřadného systémů, nejvíce se používá kartézský pravoruký nebo levoruký systém,
kde osa 𝑋 směřuje vlevo, osa 𝑌 nahoru a osu 𝑍 lze určit podle pravidla levé nebo pravé
ruky, jak je vidět na obrázku 4.1. V aplikaci je využit pravoruký souřadný systém.
Protože by bylo velice paměťově a časově náročné modelovat všechny pozice a možnosti
natočení nebo zkosení objektu, využívá se matematický aparát transformace pomocí matic.
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Obrázek 4.1: Obrázek zobrazuje kartézský pravoruký a levoruký souřadný systém a jeho
určení na základě pravé a levé ruky, kde směr palce ukazuje směr osy 𝑋, směr ukazováčku
ukazuje směr osy 𝑌 a prostředníček určuje směr osy 𝑍 [23].
Objekt je pak namodelován pouze v základních polohách a je umístěn do světa pomocí
transformací. Pro přehlednost kódu a jasné rozdělení jednotlivých etap modelu existují 3
základní typy matic:
∙ Model – Matice, která transformuje daný model do prostoru světa. Můžou zde vzni-
kat různá natočení, zkosení nebo rotace modelu. Každá instance modelu má svoji
transformační Model matici.
∙ View – Provádí transformaci do pohledu kamery. Protože by bylo velice náročné
počítat projekci, pokud se kamera nenachází ve středu souřadného systému, je celý
svět převeden do souřadného systému kamery. Tím pak lze jednoduše vyjádřit pohyb
kamery po světě.
∙ Projection – Projekční matice provede transformaci do pohledu kamery. Nejčastěji
se jedná o prespektivní projekci. Tedy stejnou projekci, jako vnímaní obrazu člověkem.
Další kritérium na projekční matici je, aby transformovala objekty do normalizovaného
prostoru a to < −1, 1 >, kde střed obrazovky je bod (0, 0). Dále musí brát v potaz
hloubku, která musí být také normalizovaná.
Transformace probíhají v programovatelné části zobrazovacího řetězce Vertex Shader a
počítají se pro každý bod sítě.
Pokud modely obsahují normály, musejí být také transformované pomocí matic, ale
zároveň musejí být transformované korektně. Proto se používají inverzní transponované
příslušné matice, které transformují normály modelu korektně. Jednotlivé normály jsou
pak pro dané pixely interpolovány.
4.2 Transformační matice planárního stínu
Zobrazení stínu v projektu je řešeno pomocí transformační matice, která zploští model do
roviny. U modelu se nejdříve provede rotace, roztažení a pak se transformuje do roviny.
Takto se získá výsledná síť stínu.
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Při vytváření transformační matice planárního stínu se počítá s pozicí světla 𝐿 =
(𝐿𝑥, 𝐿𝑦, 𝐿𝑧, 𝐿𝑤), kde složka 𝐿𝑤 určuje, zda se jedná o světlo s rovnoběžnými paprsky
v případě 𝐿𝑤 = 0 nebo o bodové světlo v případě 𝐿𝑤 = 1. Důsledek nastavení 𝐿𝑤 je vi-
dět na obrázku 4.2. Dále je nutné znát normálovou rovnici roviny 𝑛 = (𝑛𝑥, 𝑛𝑦, 𝑛𝑧, 𝑛𝑤), na
kterou je model zploštěn vzhledem k světlu zadaného vektorm 𝐿. Výslednou transformační
matici založenou na vektorech 𝐿 a 𝑛 lze vyjádřit pomocí matice (4.1).
L
L
s s
p p
Obrázek 4.2: Princip projekce stínu bodového světla (vlevo) a světla s rovnoběžnými paprsky
(vpravo) [16].
⎡⎢⎢⎣
n · L+ 𝑛𝑤𝐿𝑤 − 𝐿𝑥𝑛𝑥 −𝐿𝑦𝑛𝑥 −𝐿𝑧𝑛𝑥 −𝐿𝑤𝑛𝑥
−𝐿𝑥𝑛𝑦 n · L+ 𝑛𝑤𝐿𝑤 − 𝐿𝑦𝑛𝑦 −𝐿𝑧𝑛𝑦 −𝐿𝑤𝑛𝑦
−𝐿𝑥𝑛𝑧 −𝐿𝑦𝑛𝑧 n · L+ 𝑛𝑤𝐿𝑤 − 𝐿𝑧𝑛𝑧 −𝐿𝑤𝑛𝑧
−𝐿𝑥𝑛𝑤 −𝐿𝑦𝑛𝑤 −𝐿𝑧𝑛𝑤 n · L
⎤⎥⎥⎦ (4.1)
4.3 Logické rozměry aplikace
Při programování 3D aplikací je důležité pochopit koncept, který se nazývá pixely nezávislé
na zařízení (anglicky Device-Independent Pixel nebo zkráceně DIPs).
V téměř každé aplikaci je potřeba pohybovat s objekty, rotovat s kamerou nebo vykres-
lovat velikost objektů na základě velikosti obrazovky. Při dnešních možnostech hardwaru
není zaručeno, na jakém displeji je program spouštěn. Není tedy vhodné velikosti defino-
vat napevno v závislosti na skutečných pixelech. Aplikace bude nejspíš fungovat pro různá
zařízení jinak. Například při velkém rozlišení můžou vznikat problémy, jako nesprávné zob-
razení vzhledu aplikace, špatné zobrazování bitmapových komponent nebo zpracování špat-
ných souřadnic myši, a tím může následně vzniknout nekorektní posouvání nebo označování
objektů.
Pokud je známé rozlišení displeje v pixelech, není stále zaučeno korektní zobrazení,
proto je další důležitý údaj hustota bodů na jednotku vzdálenosti. Hlavní jednotou je počet
bodů na palec (anglicky známo jako Dots Per Inch nebo zkráceně DPI). Protože se musejí
zobrazovat texty korektně na různých displejích a každý uživatel má jiné preference velikosti
textu využívá Microsoft po mnoho let faktor roztažení rovný 96 DPI, který je rovný 100%.
Na základě toho lze vyjádřit přepočet logické velikosti z pixelů obrazovky na DPI a zpět
pomocí následujícího vzorce:
𝐷𝐼𝑃𝑠 = 𝑝𝑖𝑥𝑒𝑙𝑠/(𝐷𝑃𝐼/96.0) (4.2)
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Celý DirectX 2D a pozice myši, kterou přijme aplikace od WinRT API, je pak vypočí-
taná na základě DIPs. Proto je koncept DIPs důležitý při programování aplikací DirectX.
Nakonec je nutné převádět měřítko souřadného systému modelu podle vzdálenosti modelu
od kamery a přepočítávat ji v závislosti na DIPs.
4.4 Osvětlovací model a stínování
Výsledná aplikace je zaměřená především na střední třídu mobilní platformy, proto byl vy-
brán Phongův osvětlovací model s kombinací techniky normal mapping, která bude popsaná
v následující sekci.
V počítačové grafice se převážně používá barevný model RGB, kde je světlo popsáno
pomocí intenzit červené, zelené a modré barvy. Dále lze světlo rozlišovat podle toho, jaký
zdroj světla je přítomen. Je rozdíl, pokud na model svítí sluneční světlo, které má světelné
paprsky rovnoběžné na rozdíl od bodového světla, kde paprsky vycházejí z jednoho bodu a
zajímá nás jak směr paprsků, tak vzdálenost světelného zdroje.
V reálném světě se světlo odráží od různých povrchů a proto objekt vyzařuje barvy, i
když je normála odvrácená ke světlu. Bylo by výpočetně náročné modelovat všechny odrazy
světla ve scéně, proto se výpočet osvětlení zjednodušuje a konstantní vyzářené světlo od
objektu se jmenuje ambientní světlo nebo také okolní světlo. Ambientní světlo je nezávislá
na směru světla.
Pokud by byl model vyjádřen pouze konstantním světlem, nebylo by možné podvědomě
rozeznat 3D tvar objektu, proto je tedy nutné přidat další složky a to difúzní složku a lesklou
složku (anglicky specular). Difúzní složka určuje intenzitu odraženého světla v závislosti na
pozici objektu a směru světla, tím je docílen 3D vjem objektu. Poslední část je lesklá složka,
která se odráží v úzkém směru dle zákona odrazu a nemusí být jeho přítomnost vyžadovaná
u všech materiálů. Vizuální výsledek jednotlivých složek je pak vidět na obrázku 4.3.
(a) (b) (c)
Obrázek 4.3: Jednotlivé složky vyzařované objektem na základě osvětlení (a) ambientní
složka (b) ambientní + difůzní složky (c) ambientní + difůzní + spekulární složky [27]
Phongův osvětlovací model je empirický lokální osvětlovací model založený na základě
ambientní, difůzní a spekulární složky. Výpočet se provádí na základě těchto vektorů:
∙ R – Vektor určující směr nejintenzivnějšího odrazu. Je odvozen od normály a úhlu
vektoru L.
∙ V – Směr od daného bodu k pozorovateli.
∙ N – Normála k povrchu.
∙ H – Poloviční vektor z N a L. Využívá se ve variantě Bilinn-Phong.
∙ L – Směr od bodu ke světlu.
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Naznačení vektorů je vidět na obrázku 4.4. Před uvedením matematické definice je třeba
definovat funkci ⊗ nad vektory, jejíž definice je v rovnici (4.3). Výslednou barvu můžeme pak
vypočítat dosazením do rovnice (4.6), kde 𝑚 znamená materiál, 𝑙 světlo a 𝑎, 𝑠, 𝑑 ambientní,
difuzní a spekulární část.
Obrázek 4.4: Phongův osvětlovací model. [27]
⊗ (𝐴,𝐵) = 𝐴 ⊗𝐵 = (𝑎1, 𝑎2, ..., 𝑎𝑛)⊗ (𝑏1, 𝑏2, ..., 𝑏𝑛) = (𝑎1 · 𝑏1, 𝑎2 · 𝑏1, ..., 𝑎𝑛 · 𝑏𝑛) (4.3)
𝑘𝑑 = 𝑚𝑎𝑥(𝐿 ·𝑁, 0) (4.4)
𝑘𝑠 =
{︃
𝑚𝑎𝑥(𝑉 ·𝑅, 0)𝑝 if 𝐿 ·𝑁 > 0
0 otherwise
(4.5)
𝑐𝑜𝑙𝑜𝑟 = 𝑙𝑎 ⊗𝑚𝑎 + 𝑘𝑑 · 𝑙𝑑 ⊗𝑚𝑑 + 𝑘𝑠 · 𝑙𝑠 ⊗𝑚𝑠 = 𝐴 + 𝑘𝑑 ·𝐷 + 𝑘𝑠 · 𝑆 (4.6)
4.5 Normal mapping
Obecně je normal mapping technika, která předem vypočítá normály pro low-poly model,
na základě high-poly modelu.
To znamená, že se nejdříve vytvoří detailní model, který se zjednoduší a ve výsledku
obsahuje podstatně méně trojúhelníků. Z detailního modelu se pak vypočítají normály,
které se zapíší do textury. Výslednou texturu lze získat v následujících režimech:
∙ Tangent – Jedná se o nejobecnější přístup. S objektem lze posouvat i provádět de-
formace.
∙ Object – Normály jsou počítány v souřadnicích modelu. S modelem lze posouvat, ale
není možné provádět deformace.
∙ Camera – Výpočet probíhá na základě kamery a modelu. S modelem nelze pohybovat
ani ho deformavat.
Nevýhodou techniky normal mapping je, že povrch objektu není změněn. Pokud je
kamera kolmá na vykreslovaný trojúhelník vše se jeví v pořádku. Problém nastane tehdy,
když je kamera téměř rovnoběžná s vykreslovaným trojúhelníkem. Pak nejsou vidět různé
výstupy a propadliny povrchu.
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Lepší vizuální výsledky dosahuje technika displacement mapping, kde povrch objektu
je teselován a pokřiven. Nevýhodou techniky displacement mapping je její náročnost.
Textura v tangentním prostoru má typický namodralý tón, který je dán tím, že modrá
barva reprezentuje osu 𝑧, tedy směr od povrchu. Normálový vektor je zakódován do RGB
složek textury. Normálová mapa a příslušná barevná mapa pro model Standford bunny je
vidět na obrázku 4.5. Výslednou normálu v tangentním prostoru modelu lze vypočítat dle
vzorce (4.7).
Obrázek 4.5: Barevná mapa [17] (v levo) a normálová mapa (v pravo).
𝑁 = (2 * 𝑐𝑜𝑙𝑜𝑟)− 1 (4.7)
Výsledek techniky normal mapping je možné vidět na obrázku 4.6. Jedná se o low-
poly model, který má vygenerovanou normálovou mapu z high-poly modelu. Na obrázku
je pak vidět rozdíl vykresleného low-poly modelu bez normálové mapy a samého modelu
s normálovou mapou.
Obrázek 4.6: Low-poly model bez normal mapping (v levo) a s využitím normal mapping
(v pravo).
Tangentí prostor je někdy nazýván jako prostor obrazu, aby se s normálou mohlo počítat
je nutné ji převést do pohledu kamery. K tomu je potřeba uvést pojmy jako tengenta (T)
a bitangenta (B).
Tangenta je kolmá k normále a bitangenta je kolmá k oběma vektorům (T i N). Pro-
tože existuje nekonečně mnoho reprezentací tangenty, vychází se ze směru texturovacích
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souřadnic, jak lze vidět na obrázku 4.7.
v0, t0
v1, t1
v2, t2
(a) (b)
Obrázek 4.7: (a) Ukázka odvození tangenty a bitangenty z normály na základě texturovacích
souřadnic. (b) Umístění vrcholů a jejich texturovacích souřadnic. [4]
Po vyjádření jednotlivých diferencí (4.8) až (4.11), pak stačí vyřešit soustavu rov-
nic (4.12). Výsledný vztah pro výpočet tangenty a bitangenty po vyřešení a zjednodušení
uvedených rovnic je v rovnicích (4.13) a (4.14).
𝑑𝑒𝑙𝑡𝑎𝑃𝑜𝑠1 = 𝑣1− 𝑣0 (4.8)
𝑑𝑒𝑙𝑡𝑎𝑃𝑜𝑠2 = 𝑣2− 𝑣0 (4.9)
𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1 = 𝑡1− 𝑡0 (4.10)
𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2 = 𝑡2− 𝑡0 (4.11)
𝑑𝑒𝑙𝑡𝑎𝑃𝑜𝑠1 = 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1.𝑥 * 𝑇 + 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1.𝑦 *𝐵 (4.12)
𝑑𝑒𝑙𝑡𝑎𝑃𝑜𝑠2 = 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2.𝑥 * 𝑇 + 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2.𝑦 *𝐵
𝑇 =
𝑑𝑒𝑙𝑡𝑎𝑃𝑜𝑠1 * 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2.𝑦 − 𝑑𝑒𝑙𝑡𝑎𝑃𝑜𝑠2 * 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1.𝑦
𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1.𝑥 * 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2.𝑦 − 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1.𝑦 * 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2.𝑥 (4.13)
𝐵 =
𝑑𝑒𝑙𝑡𝑎𝑃𝑜𝑠2 * 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1.𝑥− 𝑑𝑒𝑙𝑡𝑎𝑃𝑜𝑠1 * 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2.𝑥
𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1.𝑥 * 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2.𝑦 − 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 1.𝑦 * 𝑑𝑒𝑙𝑡𝑎𝑈𝑉 2.𝑥 (4.14)
Po vypočítání tangenty a bitangenty lze vektory rozepsat do matice a pak je možné
vyjádřit výslednou transformační matici TBN (4.15), která převádí z tangentního prostoru
do prostoru modelu.
𝑇𝐵𝑁 =
⎡⎣𝑇𝑥 𝐵𝑥 𝑁𝑥𝑇𝑦 𝐵𝑦 𝑁𝑦
𝑇𝑦 𝐵𝑧 𝑁𝑧
⎤⎦ (4.15)
4.6 Postprocessing a rozmazání
Postprocessing je technika, která provádí operace s vykresleným obrazem. Tím lze dosáh-
nout efektů jako rozmazání (anglicky blur), Bloom nebo Motion Blur. K tomu je potřeba
vykreslení do textury, kdy je místo vykreslení na monitor obrázek vykreslen do textury nad
kterou se provedou další operace a znovu se nechá vykreslit na monitor.
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Pro efekt rozmazání se používá čtvercová matice vah liché délky, která se postupně
přikládá na jednotlivé body (zkratka 𝑃𝑖,𝑗) vykreslené scény a pro výpočet výsledné barvy
bodu provede konvoluci. Pokud se maska dostane mimo vykreslený obraz, a to v případě
výpočtu hodnot krajních bodů, počítá se s hodnotou 0. Váhová matice musí být normali-
zovaná. Výsledná definice je pak v rovnici (4.16), kde 𝑎 je velikost hrany čtvercové matice
vah.
𝐵𝑙𝑢𝑟(𝑃𝑖,𝑗) =
𝑎∑︁
𝑘=−𝑎
𝑎∑︁
𝑙=−𝑎
𝑤𝑘,𝑙 · 𝑃𝑖+𝑘,𝑗+𝑙 for
𝑎∑︁
𝑘=−𝑎
𝑎∑︁
𝑙=−𝑎
𝑤𝑘,𝑙 = 1 (4.16)
Pro rozmazání lze využít libovolnou klesající symetrickou funkci. Střed funkce se pak
umístí do středu masky. Dobrá funkce popisující rozmazání je Gaussova funkce. Definice
funkce pro 1D má vzorec (4.17), kde 𝜎 určuje roztažení.
𝐺(𝑥) = 𝑒−
𝑥2
2𝜎2 (4.17)
Takto definovaná čtvercová matice vah se také nazývá filtr. Gaussův filtr má další vý-
hodu v tom, že je separabilní a je možné ho převést na dvouprůchodový 1D filtr místo
jednoprůchodového 2D filtru, jak je vidět v rovnici (4.20), kde 𝐼 je celý vstupní obraz a 𝐻
s 𝑉 znamenají horizontální a vertikální průchod 1D filtru. Tím se znatelně ušetří výpočetní
čas.
𝐵𝑙𝑢𝑟𝑉 (𝑃𝑖,𝑗) =
𝑎∑︁
𝑘=−𝑎
𝑤𝑘 · 𝑃𝑖,𝑗+𝑘 for
𝑎∑︁
𝑘=−𝑎
𝑤𝑘 = 1 (4.18)
𝐵𝑙𝑢𝑟𝐻(𝑃𝑖,𝑗) =
𝑎∑︁
𝑘=−𝑎
𝑤𝑘 · 𝑃𝑖+𝑘,𝑗 for
𝑎∑︁
𝑘=−𝑎
𝑤𝑘 = 1 (4.19)
𝐵𝑙𝑢𝑟(𝐼) = 𝐵𝑙𝑢𝑟𝑉 (𝐵𝑙𝑢𝑟𝐻(𝐼)) (4.20)
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Kapitola 5
Návrh aplikace
Tato kapitola popisuje iterativní proces návrhu aplikace, který je nezávislý na konkrétní
platformě. Nejdříve je uvedena analýza již existujících řešení v které je popis aplikací, ze
kterých vznikly některé principy ovládání aplikace. Poté následuje popis návrhu uživatel-
ského rozhraní s popisem některých faktů, na které se bylo třeba zaměřit. Návrh aplikace
také obsahuje popis podporovaných gest na vícedotykovém zařízení a popis alternativního
ovládání s klávesnicí a myší. Poslední část návrhu se věnuje ovládání virtuálního modelu a
nastavení stínu.
5.1 Analýza již existujících řešení
Před samotným začátkem návrhu aplikace jsem provedl analýzu již existujících řešení. Pro-
tože obor rozšířené reality na mobilní platformy je poměrně mladý, není dostupných příliš
mnoho podobných řešení, přesto bylo nalezeno pár principů, které jsou využity v aplikaci.
Rotaci modelu lze řešit různými způsoby. Například v 3D modelovacím programu Blen-
der se při rotaci scény rotuje s globální osou 𝑍 nebo s osou kolmou k pozorovateli ležící
v rovině globálních os 𝑋 a 𝑌 . To ovšem přináší nevýhodu v tom, že objekt nelze zobrazit
ve všech jeho polohách, pokud není provedena jeho přímá rotace v editačním módu. Pro-
tože v projektu se kvůli jednoduchosti používání aplikace nebude pohybovat s kamerou, byl
zvolen přístup stejný jako při rotaci v režimu editace modelu, kde transformační orientace
je nastavena na view. Podrobnější vysvětlení bude následovat v kapitole 5.4.
Další aplikací, kterou byl projekt inspirován je aplikace Sunrise Sunset pro Android.
Jak je vidět na obrázku 5.1, princip poměrně jednoduše zobrazuje aktuální polohu slunce
v daném čase. První návrh ovládání slunce obsahoval také rovinu, na kterou byl vržen stín
sloupku a možnost posunutí slunce na ose. Při uživatelských testech se ukázalo, že lepším
řešením je odstranit sloupek s rovinou úplně a vložit náhled přímo virtuálního objektu ve
scéně. Uživatel tak přímo viděl, jaký bude mít nastavení efekt s jeho aktuální pozicí modelu
a stínu.
Výsledný obrázek principu nastavení slunce je vidět také v obrázku 5.1. V aplikaci je
tedy možné posouvat slunce po ose nebo otáčet s rovinou a zároveň vidět aktuální náhled
virtuálního objektu a jeho stínu ve scéně.
Při analýze výchozí aplikace fotoaparát na Windows 8.1 jsem se inspiroval přepínáním
režimů a vizuálním odlišení aktuálního režimu. Aplikace využívá 3 režimy, kde každý režim
má své specifické tlačítko. Aktivní režim je označen zvětšením daného tlačítka a při změně
režimu se objeví nápis dle režimu, který po chvíli zmizí. Aplikaci fotoaparát a její výběr
23
z x
y
rotace podél osy Y
po
hy
b 
sl
un
ce
 n
a 
os
e
Obrázek 5.1: Ukázka aplikace Sunrise Sunset pro Android (vlevo) a upravený převzatý
princip ovládání pozice slunce (vpravo).
režimů je možné vidět na obrázku 5.2.
Obrázek 5.2: Výchozí aplikace fotoaparát na platformě Windows Phone 8.1, kde je vidět
změna režimu zvětšením ikony aktivního režimu.
Dále byl tento princip přepínání režimů změněn a to tak, že byl odebrán text objevující
se při aktivaci režimu a přidané tlačítko nápověda. Při zmáčknutí tlačítka nápovědy se
objeví text s podrobnějším popisem o režimu. Díky tomu zkušenějšího uživatele neobtěžuje
objevující se text při změně režimu a méně zkušení uživatelé mohou u každého režimu
vyvolávat nápovědu, jak často potřebují.
5.2 Návrh uživatelského rozhraní aplikace
Při návrhu aplikace bylo vymyšleno více vzhledů aplikace a zároveň byly předkládány po-
tenciálním uživatelů. Výsledný návrh uživatelského rozhraní, který prošel několika iteracemi
je možné vidět na obrázku 5.3.
Dále byla v průběhu návrhu vytvořena slovní specifikace návrhu. Všechny texty, které
jsou v aplikaci zobrazené, mají výchozí barvu textu daného tématu (bílá nebo černá). Texty
v aplikaci mají průhledný podklad inverzní barvy a nápověda má kolem podkladu rámeček
v barvě textu.
Tlačítka uživatelského rozhraní mají ikonu v barvě tématu a jsou v kruhu té samé barvy.
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Obrázek 5.3: Výsledný návrh uživatelského rozhraní, který prošel několika iteracemi názorů
uživatelů s jednoduchými popisky.
Podklad tlačítka je průhledný v inverzní barvě. Při najetí na tlačítka nebo stisknutí musí
být tlačítka vizuálně odlišena. Všechny animace, které jsou v uživatelském rozhraní musí
být nelineární a nesymetrické. Díky tomu působí ovládání aplikace přirozeně.
V dolní části se nachází posuvník s popiskem. V programu je pouze jeden velký posuvník
pro všechna nastavení. Při změně typu posuvníku musí starý posuvník zajet i s popiskem
a znovu vyjet s novým popiskem. Tím je uživateli jasně naznačena změna kontextu. Vedle
posuvníku na pravé straně se nachází tlačítko, které zobrazí/skryje menu. Menu musí mít
dostatečně velké položky na klikání a při kliknutí nebo najetí na položku musí být provedena
charakteristická animace položky. Menu má stejný podklad, jako text.
Na pravé straně se nachází tlačítko pro pořízení fotografie, které je zvětšené. Nad ním se
nachází tlačítko pro pozastavení scény. Při pozastavení scény musí být deaktivováno tlačítko,
které pořídí fotografii scény. Horní lišta obsahuje editační tlačítka s výběrem editačního
režimu a tlačítko pro zobrazení informací aktuálního režimu. Pokud je změněn režim, musí
se provést animace zvětšení požadovaného režimu a zároveň animace zmenšení aktivního
režimu.
5.3 Podporovaná gesta v aplikaci
Tato sekce řeší otázku, jak intuitivně převést 2D souřadnice dotyku na ovládání 3D mo-
delu. Posun a zvětšení je jednoduché. Posun musí odpovídat přesně na pixely lokálnímu
souřadnému systému a zvětšení probíhá současně ve všech 3 osách stejnou hodnotou. Při
ovládání byly do aplikace zakomponovány základní gesta s jedním nebo dvěma prsty.
Podporovaná gesta aplikaci jedním dotykem jsou posun (anglicky drag) nebo škubnutí
určitým směrem (anglicky flick). Dále aplikace rozeznává při manipulaci s objekty dvou do-
tyková gesta posun, zvětšení (anglicky spread), zmenšení (anglicky pinch), rotaci (anglicky
rotate) a škubnutí. Vizualizace podporovaných gest je vidět na obrázku 5.4.
Alternativně pak funguje ovládání myší. Levé tlačítko odpovídá manipulací jednoho
prstu a lze provést posun i škubnutí. Levé tlačítko odpovídá manipulaci dvěma prsty a lze
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Obrázek 5.4: Na obrázku jsou vidět gesta podporovaná aplikací.
také provést posun i škubnutí. Zvětšení a zmenšení je realizováno na myši pomocí kolečka.
5.4 Ovládání modelu a jeho stínu
Ovládání modelu probíhá pouze v režimu editace modelu a je možné gesto začínat i v jiném
místě, než se nachází virtuální objekt. Při provádění rotace je střed geometrie modelu
umístěn do středu souřadného systému a poté se provádí rotace tak, že rotování probíhá
podél os zarovnaných z pohledu kamery, jak lze vidět na obrázku 5.5. Při rotaci je rozlišeno
gesto škubnutí a posun. Při gestu posun se provádí rotace modelu bez setrvačnosti a při
gestu škubnutí se provádí rotace se setrvačností.
Dále je možné použít gesta se dvěma doteky, konkrétně zvetšení, zmenšení, rotaci, posun
dvěma prsty nebo škubnutí dvěma prsty. Při zvětšování a zmenšování musí být provedena
kontrola limitu velikosti virtuálního objektu. Nestane se pak tedy, že by se objekt zvětšil
nebo zmenšil neúměrně obrazovce. Při posunu dvěma prsty se objekt posouvá a jeho střed
je zastaven na hranicích obrazovky. Při setrvačnosti lze s objektem hodit s tím, že je opět
zastaven o hranu obrazovky.
Při prvním návrhu ovládání stínu bylo pro uživatele obtížné nastavit stín, protože sa-
motný stín nepředstavuje hmatatelný objekt. V určitých situacích se stín choval podivně a
pro uživatele bylo obtížné nastavit stín správně. Po několika iteracích vznikl návrh s mříž-
kou, která byla ve středu stínu a symbolizovala polohu roviny, na kterou je stín vržen. Pro-
tože mřížku stínu lze zarovnat s hmatatelnou plochou, kde se stín má nacházet, bylo pro
uživatele ovládání jednodušší. Rozdíl při špatném nastavení stínu s mřížkou a bez mřížky
je vidět na obrázku 5.6.
Ovládání stínu probíhá tedy nastavením mřížky, která představuje rovinu, na kterou je
stín vržen. Rovinu je možné oddalovat nebo přibližovat a její velikost se mění se zvětšením
nebo zmenšením virtuálního objektu. U mřížky není umožněna libovolná rotace, protože
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Obrázek 5.5: Obrázek ukazuje princip rotace modelu a princip rotace stínu z pohledu uži-
vatele. Stín je rotován podél vertikální osy z pohledu uživatele a podél jedné osy mřížky
na rozdíl od modelu, který je rotován vždy horizontálně a vertikálně bez závislosti na jeho
natočení.
Obrázek 5.6: Na obrázku je vidět špatné nastavení stínu s mřížkou (vpravo) a bez mřížky
(vlevo). V případu bez mřížky je jasné, že stín by neměl takto vypadat, ale není hned zřejmé
proč. Při zobrazení mřížky je pak hned jasné, že projekční rovina by procházela virtuálním
objektem a to nedává smysl.
stín je závislý na poloze slunce, virtuálnímu objektu a pozici kamery.
Při testování se ukázalo, že vhodný způsob převodu z 2D souřadného systému obrazovky
na ovládání mřížky v 3D je ponechání rotace, jako u modelu, při pohybu po ose 𝑋 na
obrazovce a měnění sklonu roviny při pohybu na ose 𝑌 viz obrázek 5.5. Tedy mřížka stínu
se chová v jedné ose odlišně, než ovládání modelu. Vhledem k omezení pohybu mřížky se
jeví tento způsob pro uživatele srozumitelnější.
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Kapitola 6
Implementace aplikace
Kapitola se zabývá implementací uživatelského rozhraní v jazyce XAML/C# a vytvoření
vlastní WinRT komponenty, na vykreslování virtuálního objektu v C++/CX pomocí Di-
rectX 11 API. V první řadě je popsán způsob načítání virtuálního modelu. Následuje rozbor
implementovaných možností získávání náhledu z videokamery v reálném čase a vyhodno-
cení výsledků. Další téma se věnuje návrhu tříd a samotnému vykreslování pomocí grafické
karty. Dále je popsaná vlastní implementace návrhového vzoru MVVM pro přehlednost a
jednoduší rozšíření projektu. Závěr kapitoly se věnuje propojení uživatelského rozhraní a vy-
kreslovací komponenty pomocí třídy Properties a získávání fotografií ve vysokém rozlišení.
V kapitole jsou zobrazeny mapy kódu a jejich legendu je možné nalézt v příloze A.
6.1 Načítání virtuálních objektů
Aplikace podporuje načítání objektů ve formátu VBO. VBO je jednoduchý formát popi-
sující geometrii objektu a lze ho vygenerovat z OBJ formátu například pomocí programu
meshconvert, který je součástí DirectX tools.
OBJ formát je poměrně rozsáhlý standard pro 3D modelovací programy. V aplikaci jsou
dostupné 4 ukázkové objekty, které jsou pod volnou licencí a jsou upravované v programu
Blender. Z 3D modelovacího programu je nutné exportovat do formátu OBJ reprezentaci
geometrie tak, aby byla popsaná trojúhelníky a ke každý bod obsahoval bod odkazující se
do textury a jeho normálu. Je také nutné vygenerovat výslednou texturu obsahující barvy
a případně volitelně texturu obsahující normály pro normal-mapping.
Při konverzi z OBj na VBO je tedy nutné, aby OBJ objekt obsahoval následující infor-
mace:
∙ v – Vrchol objektu v prostoru. Následuje trojice reálných čísel oddělené mezerami.
Všechny vrcholy v souboru pak tvoří pole bodů v prostoru.
∙ vt – Texturovací souřadnice. Následuje dvojice reálných čísel, které se odkazují do
textury obsahující barvy virtuálního objektu nebo normálu v případě využití techniky
normal mapping.
∙ vn – Normály pro daný bod modelu. Následuje trojice reálných čísel oddělených
mezerou, která symbolizuje směr normály.
∙ f – Trojúhelníky, které se odkazují do bufferů. Jsou to tedy trojice trojic vx/vtx/vnx
oddělené mezerou a x značí index do pole.
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VBO objekt je binární objekt, který obsahuje přímou reprezentaci polí vertex buffer,
index buffer a zároveň počet položek v polích. Po načtení je možné data předat přímo gra-
fické kartě. Tím se urychlí načítání objektu na úkor velikosti aplikace. Vzhledem k tomu, že
modely nemají extrémní velikosti a jejich velikost je v řádu kB, je VBO poměrně využívaný
formát v aplikacích DirectX, které obsahují jednoduchý popis geometrie. Jako rozšíření pro-
jektu je plánováno vytvořit načítání komplexního objektu, který se skládá z více objektů
nebo možnost definice složitějších materiálů.
6.2 Získávání náhledu z kamery
Kapitola popisuje různé přístupy získávání náhledu z fotoaparátu. Nejdříve bylo implemen-
továno více variant a na základě měření rychlosti a vyhodnocení výhod jednotlivých variant,
byl vybrán přístup s implementací vlastní komponenty Meida Sink do MF pipline.
6.2.1 Lumia Imaging SDK
Nejdříve bylo získávání náhledu implementováno naivním způsobem, a to pomocí Lumia
Imaging SDK, které slouží také pro aplikování jednoduchých předprogramovaných filtrů.
Pomocí dostupných funkcí bylo možné jednoduše získat texturu z náhledu fotoaparátu.
Stačilo inicializovat třídu CameraPreviewImageSource a registrovat událost PreviewFrame-
Available, v které byl proveden zápis dat do WriteableBitmap. Nevýhodou však bylo, že
nelze přesněji nastavit vlastnosti náhledu nebo se dostat k interní reprezentaci textury ob-
rázku. Lumia Imaging SDK si tak nejdříve načetlo náhled z fotoaparátu, který byl převeden
do barevného modelu RGR a znovu uložen do bitmapy. Naštěstí vše probíhalo asynchronně,
tak nebylo blokováno UI. Ve výsledku ale byly velké prodlevy při pořízení náhledu a na
mobilní platformě tyto prodlevy byly dost znatelné a využití Lumia Imaging SDK bylo
nedostačující.
6.2.2 Vlastní Media Sink
Kvůli pomalému zobrazování náhledů pomocí Lumia Imaging SDK bylo potřeba nastudovat
nízkoúrovňové programovaní COM komponent ve frameworku Media Foundation. Všechny
komponenty a jejich metody ve frameworku jsou asynchronní, proto je nutné hlídat výlučný
přístup k proměnným třídy i v rámci provádění vlastních metod.
Komponenta musí mít své GUID a musí implementovat rozhraní IMediaExtension, IM-
FMediaSink, IMFClockStateSink a také rozhraní FtmBase. Komponenta musí také obsaho-
vat Stream Sink pro každý zpracovávaný stream v celém datovém toku. Každý Stream Sink
musí implementovat rozhraní IMFStreamSink, IMFMediaEventGenerator a IMFMedia-
TypeHandler.
Jednotlivá rozhraní pak mají následující význam:
∙ IUnknown – Výchozí rozhraní pro COM objekty. Obsahuje bázové metody
QueryInterface, AddRef a Release.
∙ IMediaExtension – Rozšíření původního frameworku o metodu SetProperties a zá-
roveň možnost předání vlastností, které může měnit aplikace za běhu a změny je
možné reflektovat v komponentě.
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∙ IMFMediaSink – Rozhraní poskytuje metody, díky kterým se MF pipline domlouvá
na datovém formátu, počtu podporovaných toků nebo jejich dynamické přidávání a
odstraňování. Důležitou metodou v rozhraní je GetCharacteristics, která vrátí vlast-
nosti komponenty.
∙ IMFClockStateSink – Rozhraní, jehož metody mají za úkol starat se o pozastavení,
spuštění nebo obnovení chodu komponenty. Implementované metody jsou například
OnClockStart, OnClockStop, OnClockPause nebo OnClockRestart.
∙ FtmBase – Jedná se o rozhraní, které není přímo nutné pro komponentu, ale stará
se například o serializaci a deserializaci objektu pří předávání mezi více vlákny.
∙ IMFStreamSink – Metody rozhraní se starají například o umisťování značení do
datového toku nebo o zpracování vzorku.
∙ IMFMediaEventGenerator – Rozšíření obsahuje metody, které ovládají frontu
událostí asynchronního zpracování vzorků.
∙ IMFMediaTypeHandler – Metody pro určení formátu datového toku.
Při nastavování formátu, který bude mít datový tok, se komponenty domlouvají. Napří-
klad Stream Sink nejdříve obdrží pole podporovaných formátů a musí reagovat dle svých
možností. Nakonec je ještě provedeno přijmutí datového typu všech komponent, které na
sebe navazujících. Pokud kamera podporuje pouze formáty nepodporující komponentami
datového toku, je celé sezení Media Foundation ukončeno s chybou.
Implementovaný Media Sink v aplikaci podporuje datové formáty NV12, YUY2, UYVY
a má charakteristiky nastavené na MEDIASINK_RATELESS a MEDIASINK_FIXED_-
STREAMS, které mají následující význam:
∙ MEDIASINK_RATELESS – Zpracování snímků v co nejrychlejším čase a zá-
roveň neprobíhá synchronizace s prezentačními hodinami. Flag je tedy vhodný pro
zobrazování náhledu v reálném čase.
∙ MEDIASINK_FIXED_STREAMS – Media Sink obsahuje fixní počet zpraco-
vávaných toků. Nepodporuje tedy metody AddStreamSink a RemoveStreamSink roz-
hraní IMFMediaSink.
V aplikaci je také implementován mechanizmus poslání snímku pouze v případě potřeby
a zahazování ostatních snímku. Díky tomu na pomalejších zařízeních nedojde k zahlcení
fronty snímků a následnému zpožďovaní obrazu. U rychlejších modelů je pak využit téměř
každý snímek. V aplikace je implementován double buffering, kde jeden náhled je vykreslo-
ván a mezitím se asynchronně načítá další náhled. Po vykreslení se buffery vymění, následně
proběhne žádost o další náhled a začne se opět vykreslovat.
Datový tok komponenty probíhá následujícím způsobem:
1. MF pipline nastaví podporovaný formát médií a prezentační čas. Media Sink se zare-
gistruje do prezentačních hodin, aby dostával notifikace o změně stavu prezentačních
hodin.
2. Volitelně Media Sink zažádá o předběžné vzorky. V aplikaci není tato možnost imple-
mentovaná.
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3. MF pipline spustí prezentační hodiny.
4. Prezentační hodiny provedou notifikaci pomocí volání metody OnClockStart v roz-
hraní IMFClockStateSink.
5. Pro získání více dat musí každý datový tok poslat událost MEStreamSinkRequest-
Sample. Po zpracování vzorku zavolá MF pipline metodu ProcessSample příslušných
toků. Krok je opakován do konce prezentačního času.
Starý přístup implementace komponent pomocí klasických COM objektů, který je uve-
dený v [24] je poměrně komplikovaný a zastaralý, proto jsem nastudoval nejnovější dostupné
příklady a jemný prostor Microsoft::WRL. Díky předprogramovaným šablonám a makrům
je programování o něco jednodušší, přehlednější a méně náchylné na chyby. Nemusí se na-
příklad ručně definovat GUID, implementovat rozhraní IUnknown. Příklad využíti Micro-
soft::WRL při vytváření hybridního COM objektu je vidět v ukázce kódu 6.1. Pokud se při
kompilaci zapne automatické vytváření metadat, není nutné definovat soubor DEF u kom-
ponenty.
1 class TextureSink :
2 public Microsoft ::WRL:: RuntimeClass
3 <
4 Microsoft ::WRL:: RuntimeClassFlags
5 <
6 Microsoft ::WRL:: RuntimeClassType :: WinRtClassicComMix
7 >,
8 ABI:: Windows :: Media:: IMediaExtension ,
9 IMFMediaSink ,
10 IMFClockStateSink ,
11 Microsoft ::WRL:: FtmBase
12 >
13 {
14 InspectableClass(L"MFExtensions :: TextureSink", BaseTrust)
15
16 // definice tridy
17
18 }
19
20 ActivatableClass(TextureSink );
Zdrojový kód 6.1: Ukázka využití šablon a maker jemného prostoru Microsoft::WRL při
vytváření hybridních COM objektů.
Media Sink je v aplikaci implementován třídou TextureSink a celý je abstrahovaný do
třídy CameraCapture, která se stará o uvolňování a inicializaci zdrojů kamery. Dále se
stará o pořízení fotografie a nastavení profilů, kde pro náhled je nalezen nejmenší formát
odpovídající rozlišení obrazovky mobilního zařízení a pro pořízení fotografie je nalezen
formát s největším možným rozlišení stejného poměru stran.
Předávání dat vzorku je řešeno pomocí rozhraní ICameraCaptureNotify. Media Sink
definuje rozhraní, které zajišťuje předání vzorků opět do vyšší úrovně. V DirectX kompo-
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nentě třída BackgroundRenderer implementuje toto rozhraní a pak volá pouze vyžadování
vzorku a ve své metodě OnPreviewReady z rozhraní ICameraCaptureNotify a náhled dále
zpracuje.
Pro převod z NV12, YUY2 a UYVY do BGRA32 formátu se využívá knihovna Win-
dows Imaging Component (WIC), kde neplanární formáty YUY2 a UYVY jsou převedeny
paralelně na planární, poté je možné převést náhled pomocí WIC na 2D texuru. Při získání
náhledu se také zjistí, zda jde o externí videokameru, videokameru na zadní straně přístroje
nebo videokameru na přední straně přístroje a v případě kamery na přední straně se zrcadlí
náhled. Tím je docíleno přirozeného vnímání náhledu v případě přední kamery. Takovéto
chování je například standardně nastaveno při zobrazování náhledu přední a zadní kamery
u výchozí aplikace Fotoaparát na platformě Windows Phone 8.1.
6.2.3 Vlastní Media Foundation Transformation
V aplikaci je také implementovaná jednoduchá vlastní MF Transformace (MFT), která umí
pomocí předaných vlastností pozastavit náhled. Byla implementována v C++/CX a využita
v C# tak, že v XAML byl definovaný element, který umí přehrát datový proud náhledu.
Pozastavení je implementováno tak, že je uložen aktuální snímek a od té doby je posílán
tento sníme s korektním časovým razítkem a příchozí snímky se zahazují. To probíhá, dokud
není náhled znovu spuštěn. Element je pak spuštěn na pozadí DirectX komponenty, která
má nastavené transparentní pozadí při vykreslování.
Implementace metody začlenění a komunikace do Media Founadtion pipline probíhá
obdobně, jako u Media Sink. Metoda je velice rychlá, ale vše probíhá interně. Výsledkem
je vytvoření DDL souboru a souboru s metadaty, které jsou přiložené k projektu. Soubor
DDL je nutné zaregistrovat do souboru Package.appxmanifest.
6.2.4 Vyhodnocení metod
Měření dosažených výsledků bylo provedeno na platformě Windows 10 ve Visual Studio
2015. Čas byl měřen mezi získáním jednotlivých náhledů. Bylo provedeno 15 měření a
výsledný čas byl průměrován. Dále bylo provedeno měření náročnosti paměti pomocí Dia-
gnostic Tools v režimu Memory Usage.
Tabulka 6.1: Výsledky měření rychlosti získávání náhledu pro měření 1 – 8
měření 1 2 3 4 5 6 7 8
Lumia Imagining SDK [ms] 292 293 284 334 184 232 205 253
Media Sink [ms] 75 83 87 84 105 79 83 70
Tabulka 6.2: Výsledky měření rychlosti získávání náhledu pro měření 9 – 15
měření 9 10 11 12 13 14 15 průměr
Lumia Imagining SDK [ms] 256 310 174 241 239 307 326 262,00
Media Sink [ms] 73 83 78 86 89 79 51 80,33
Z testů plyne, že při implementaci vlastní komponenty do Media Foundation se řešení
zrychlilo 3,26 krát oproti využití Lumia Imaging SDK. V paměťových testech Lumia Ima-
ging SDK využívala průměrně celá aplikace 119 MB paměti a při implementaci Media Sink
aplikace využívala průměrně 98 MB, což je o 21 MB zlepšení.
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Přístup s implementací vlastní MFT byl očividně dle subjektivního názoru rychlejší,
ale vzhledem k tomu, že vše probíhá interně pomocí DLL, nedalo se provést směrodatné
měření času získávání snímků a velkou nevýhodou bylo to, že aplikace neměla kontrolu nad
vykreslením snímků. V rozšíření je plánované udělat průhledné materiály tak, že se posune
texturovací souřadnice podle normály v daném bodě a toho pomocí MFT nelze docílit.
Z důvodu výše uvedené nevýhody MFT komponenty a přijatelné rychlosti přístupu
s implementací komponenty Media Sink, je v aplikaci získávání náhledu řešeno pomocí
vlastní komponenty Media Sink.
6.3 Implementace DirectX komponenty
Komponenta D3DPanel implementovaná v DirectX je jádrem celé aplikace. Stará se o vy-
kreslování virtuálního objektu v XAML. Komponenta se po načtení do C#/XAML jmenuje
D3DPanel a nachází se ve jmenném prostoru DirectXWinRT. D3DPanel zastřešuje celou
vykreslovací strukturu. Globálně je možné vidět pouze třídu pro vytvoření instance panelu,
třídu pro práci s jeho vlastnostmi a veřejné struktury pro nastavení vlastností panelu.
D3DPanel dědí z komponenty SwapChainPanel a má dostupné nové metody Start-
RenderLoop a StopRenderLoop, které se starají o pozastavení a znovu spuštění vykreslo-
vaní. Při pozastavení se panel postará o uvolnění prostředků grafické karty. Dále je dostupný
veřejný atribut, díky kterému lze nastavit vlastnosti vykreslování, jako je načítání modelu,
aktuální ovládací režim nebo vlastnosti osvětlení.
Samotný panel se stará o správu zdrojů grafické karty a o vstupy XAML komponenty
jako například doteky, roztažení okna nebo jeho viditelnost. Panel také obsahuje instanci
třídy DirectXWinRTMain, která se stará vykreslování. Výsledné schéma důležitých tříd,
které řídí chod panelu je vidět na obrázku 5.6. Třída DirectXWinRTMain dostane v kon-
struktoru následující třídy:
∙ DeviceResources – Třída, která uchovává všechny reference na DirectX COM ob-
jekty a stará se o jejich uvolňování a inicializaci. Obsahuje základní reference na
rozhraní pro práci s 3D jako jsou ID3D11Device2 nebo ID3D11DeviceContext2. Dále
obsahuje reference ID2D1Device1 a ID2D1DeviceContext1 na rozhraní pro práci s 2D
a mnoho dalších referencí pro práci s DirectX.
∙ InputController – Vstupní komunikační vrstva s uživatelem. Abstrahuje podpo-
rovaná vstupní zařízení a zpracovává jejich události, které transformuje na jednotné
události aplikace. Tím je pak možné upravovat vstupní zařízení bez změny kódu logiky
vykreslování. Instance třídy InputController je spuštěná ve vlastním vlákně.
Třída DirectXWinRTMain využívá asynchronní přístup a proto je nutné využívat vý-
lučný přístup při volání některých metod nebo při modifikaci proměnných. Například vy-
kreslovací smyčka je spuštěná asynchronně a její zastavení nebo znovu spuštění musí být
synchronizováno. Výsledná struktura důležitých tříd je na obrázku 6.1.
Třída SceneRenderer slouží pro vykreslení DirectX scény a je složena z dílčích tříd,
které se starají o vykreslení menšlích logických celků. Při inicializaci obdrží instance třídy
DeviceResources a InputController a vytvoří instanci třídy Camera, která se stará o pozici
a projekční matice scény. Tyto třídy jsou předány dílčím podtřídám dle potřeby.
Třída Camera je automaticky upravovaná v případe otočení displeje. Dále uchovává jak
matice pro perspektivní projekci, tak matice pro ortogonální projekci, která je například
využita pro zobrazení pivotu, který určuje polohu slunce.
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DirectXWinRT
ShadowGridRenderer
BackgroundRenderer
ModelRenderer
SceneRenderer
DirectXWinRTMain
TextureSink
TextureStreamSink
ICameraCaptureNotify
SunPositionRendererShadowRenderer
PreviewReadyEventArgs
CameraCapture
Obrázek 6.1: Důležité třídy vykreslovací komponenty D3DPanel. Legendu je možné nalézt
v příloze A
SceneRenderer obsahuje tyto metody:
∙ Update – V metodě se provede odchyceni všech událostí zpracované třídou Input-
Controller a přepočítání interních proměnných. Povinná metoda pro všechny dílčí
vykreslovací třídy.
∙ Render – Metoda, kterou také musejí mít všechny dílčí vykreslovací tříd a postupně
provede vykreslení aktuální scény.
∙ CreateDeviceDependentResources – Asynchronní vytvoření všech zdrojů závis-
lých na zařízení. Metoda vytvoří vektor asynchronních operací, který spustí a po
provedení nastaví flag načtení zdrojů.
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∙ CreateWindowSizeDependentResources – Změna vlastností instance třídy
Camera v závislosti na velikosti panelu a natočení displeje.
∙ ReleaseDeviceDependentResources – Odstranění všech zdrojů, které jsou závislé
na grafickém adaptéru.
∙ SaveInternalState – Metoda volaná v případě vypnutí nebo pozastavení panelu.
∙ LoadInternalState – Metoda volaná v případě zapnutí nebo znovu spuštění panelu.
V následujících podkapitolách bude popis implementace dílčích vykreslovacích tříd.
6.3.1 Vykreslení virtuálního modelu
O vykreslení modelu se stará třída ModelRenderer. Pro načítání virtuálního modelu
slouží pomocná funkce LoadMeshAsync, která načte model do struktury potřebné v Di-
rectX. Základní vstupní parametry jsou jméno souboru a flag, jestli má být vypočítaná
tangenta a bitangenta u každého bodu modelu. Dalšími vstupními parametry jsou ukaza-
telé uchovávající rozhraní ID3D11Buffer, které obsahují data modelu a ukazatelé na celkové
počty položek v polích.
V případě nezadání flagu při načítání modelu se vytvoří vrcholy, které obsahují pozici,
normálu a barvu. V opačném případě vrcholy obsahují navíc tangentu a bitangentu. To je
pak výhodné při využití techniky normal mapping v tom, že výsledná tangenta a bitangenta
je počítaná pouze jednou a to při načítání modelu. V případě výpočtu tangenty a bitangenty
na grafické kartě by byl výpočet rychlejší, ale za předpokladu, že by se model vykreslil pouze
jednou. Pokud je model vykreslován periodicky, je předvypočítání tangenty a bitangenty
přínosné.
Aby bylo ovládání modelu korektní, modely jsou upravené tak, že střed geometrie je
v bodě (0, 0, 0). U modelu je oddělená matice posunu, tím nedochází k nekorektní rotaci,
zvětšení a zmenšení. Objekt je tedy vždy rotován, zvětšován nebo zmenšován, když je model
ve středu souřadného systému.
Při výpočtu posunu, který je udaný v DIPs, je braná v úvahu vzdálenost od kamery. Při-
jaté souřadnice posunu jsou přepočítané do lokálního souřadného systému. Tím by mělo být
zajištěno korektní ovládání přesně na pixely při různých rozlišeních displejů, i při různých
velikostech displejů.
Protože projekt obsahuje zvláštní vlákno pro nezávislý vstup, můžou být přijaté udá-
losti pro změnu rotace, zvětšení, zmenšení nebo posunu téměř v libovolném čase. Proto
se při přijetí ukládají informace do manipulačních proměnných, které se kumulují. Při vo-
lání metody Update se provede aplikace aktuálních kumulovaných proměnných na uložené
transformační matice hodnot a resetování manipulačních proměnných.
Aby byl oddělen post processing stínu a návrh byl přehlednější, obsahuje model metody,
které vrací aktuální transformační matice modelu. Dále obsahuje následující metody, které
jsou využity v tříddě pro vykreslení stínu:
∙ SetModelToGraphicCard – Uloží aktuální buffery s daty aktuálního modelu do
grafické karty.
∙ DrawIndexed – Třída vykreslující model zavolá příkaz DrawIndexed s patřičnými
parametry.
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Tím se odděluje vykreslení modelu od vykreslení stínu. Třída pro vykreslování stínu nemusí
znát žádné parametry modelu ani získávat načtená data a nastavovat je do grafické karty.
V pixel shaderu se vypočítá výsledná barva pomocí Phongova osvětlovacího modelu a
případně techniky normal mapping. Vlastnosti, které jsou při výpočtu nastavitelné jsou vi-
dět ve struktuře, která je v ukázce kódu 6.2. Struktura LightCB ovlivňuje výsledné osvětlení
a může být změněna z uživatelského rozhraní.
1 struct LightCB
2 {
3 DirectX :: XMFLOAT4 la; // ambientni slozka svetla
4 DirectX :: XMFLOAT4 ld; // difuzni slozka svetla
5 DirectX :: XMFLOAT4 ls; // spekularni slozka svetla
6 DirectX :: XMFLOAT4 fading; // celkova sytost modelu
7 DirectX :: XMFLOAT3 lightColor; // barva svetla
8 float pad1; // nutne zarovnani
9 DirectX :: XMFLOAT3 lightDir; // smer svetla
10 float pad2; // nutne zarovnani
11 };
Zdrojový kód 6.2: Ukázka struktury pro PixelShader při vykreslování modelu.
6.3.2 Vykreslení stínu virtuálního modelu
Vykreslení stínu je implementováno ve třídě ShadowRenderer a stará se o nastavení roviny
stínu a její vlastnosti, ale také o rozmazání a intenzitu stínu. Je zde implementován post
processing a určité operace jsou prováděny pomocí grafu scény v DirectX 2D.
DirectX 2D je navržen pro efektivní 2D operace. Některé operace se v DirectX 3D dělají
zdlouhavě, například práce s obrázky, proto je v projektu vykreslení stínu provedeno pomocí
kombinace DirectX 3D a DirectX 2D API.
Nezávislý vstup je v projektu řešen principiálně, jako u modelu. Pro sestavení grafu scény
jsou vytvořeny efekty rozmazání (CLSID_D2D1GaussianBlur) a efekt aritmetické kompo-
zice efektů (CLSID_D2D1ArithmeticComposite). Také je vytvořena bitmapa o velikosti
zobrazovací plochy obsahující intenzitu stínu v alpha kanálu, která představuje transpa-
rentní masku. Dále je vytvořena textura, také o velikosti zobrazovací plochy. Z textury je
vytvořen ukazatel na bitmapu, který ukazuje na totožné místo v grafické paměti. Je tedy
možné využívat bitmapu v 2D a texturu v 3D a všechny změny se vzájemně reflektují. Díky
tomu je možné kombinovat DirectX 2D a DirectX 3D API.
Pro výpočet planárního stínu se využívá funkce z knihovny XNA Math funkce XMMAT-
RIX XMMatrixShadow([in] XMVECTOR ShadowPlane, [in] XMVECTOR LightPosition),
která vypočítá projekci planárního stínu do roviny. Plánovaným jednoduchým rozšířením
aplikace je možnost nastavení bodového světla.
Při vykreslování je nastavena textura s transparentním pozadím, jako vykreslovací cíl
DirectX 3D. Pomocí ModelRenderer je nastavena geometrie modelu do grafické kary. Ná-
sledně je nastavena transformační matice planárního stínu, veretex shader a pixel shader,
který vykreslí neprůhlednou černou barvu na místa stínu. Protože se nejdříve vykreslí neprů-
hledná černá barva a pak je stín upravován, není nutné řešit dvojité zastínění jednotlivých
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trojúhelníků složitých těles. Nakonec se zavolá ModelRenderer pro vykreslení modelu a
v textuře se bude nacházet černý ostrý stín modelu na korektním místě.
Poté se využije DirectX 2D. Nejdříve se nastaví transparentní maska a pak se složí graf
scény následovně: Efekt rozmazání se aplikuje na bitmapu, která reflektuje 3D texturu,
následně se složí výsledek pomocí aritmetické kompozice efektů s transparentní maskou.
Stín je možné nechat i zcela průhledný a tím se docílí úplného odstranění stínu. Příklad
možností výsledných stínů je na obrázku 6.2.
Obrázek 6.2: Ukázka různých možností nastavení stínu. Jsou zde vidět různá nastavení
intenzity a ostrosti stínu.
6.3.3 Vykreslení pivotu slunce a mřížky stínu
V aplikaci je pro režim nastavování pozice zdroje světla zobrazen pivot, který umožňuje
jeho globální nastavení. Vykreslení pivotu probíhá v ortogonální projekci na rozdíl od mo-
delu, který se vykresluje v perspektivní projekci. Změna pivotu je okamžitě reflektovaná do
výsledného osvětlení virtuálního modelu a výsledného stínu. Pivot vždy zůstává ve středu
obrazovky, aby bylo naznačeno, že se jedná o globální nastavení pozice zdroje světla.
Mřížka stínu je zvětšovaná dle velikosti modelu a je zobrazovaná i v režimu nastavení
slunce. Naopak při režimu nastavení roviny stínu není zobrazené globální nastavení slunce.
Výsledek pomocných prvků pro lepší nastavení aplikace je vidět na obrázku 6.3.
Obrázek 6.3: Ukázka režimu nastavení pozice zdroje světla a mřížky stínu. Je možné vidět
okamžité ovlivnění modelu a stínu změnou pozice zdroje světla.
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6.4 Návrhový vzor Model-View-ViewModel implementovaný
v aplikaci
V aplikaci je implementován návrhový vzor MVVM, který využívá pokročilých technik
C#. Návrhový vzor usnadňuje implementaci aplikace a také usnadní implementaci rozšíření
uživatelského rozhraní. Strukturu návrhu tříd, ze které bude popis vycházet, je možné vidět
na obrázku 6.4. Implementace byla přizpůsobena životnímu cyklu aplikace na platformách
Win8.1 a WP 8.1 a možnostem WinRT API.
XAML
XAML .CommandParameters
XAML .Views XAML .ViewModels
XAML .Common
MainPage MainPage
ViewModelBase
ViewBaseNotifyPropertyBase
NavigationHelper
RelayCommandLoadStateEventArgs SaveStateEventArgs
Obrázek 6.4: Schéma struktury návrhového vzoru Model-View-ViewModel. Legendu je
možné nalézt v příloze A.
Třída NotifyPropertyBase implementuje rozhraní INotifyPropertyChanged a události
potřebné pro binding v režimu TwoWay. V první variantě byla implementovaná notifikace
dle klasického způsobu, a to pomocí řetězce se jménem proměnné, jak je vidět v ukázce
kódu 6.3. To však bylo nevýhodné v tom, že při změně jména proměnné se muselo myslet na
změnu řetězce a například při refaktorování kódu se vyskytl problém. Překladač nezahlásil
chybu a UI se nechovalo tak, jak mělo.
Při hledání vhodného řešení je za pomocí speciálního atributu [CallerMemberName]
vytvořena funkce, která automaticky zjistí aktuální jméno z reference proměnné a provede
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1 public class MyPage : ViewModelBase
2 {
3 // promenna v logice stranky a jeji implementace
4 private dataType _varName;
5 public dataType VarName
6 {
7 get { return _varName; }
8 set { OnPropertyChanged("VarName"); }
9 }
10 }
Zdrojový kód 6.3: Ukázka využití první varianty implementace NotifyPropertyBase
1 public class MyPage : ViewModelBase
2 {
3 // promenna v logice stranky a jeji implementace
4 private dataType _varName;
5 public dataType VarName
6 {
7 get { return _varName; }
8 set { SetProperty(ref _varName , value); }
9 }
10 }
Zdrojový kód 6.4: Ukázka využití finální implementace NotifyPropertyBase
notifikaci pomocí řetězce interně. Výsledný kód použití finální implementace NotifyProper-
tyBase je v ukázce kódu 6.4. Vytvoření veřejného atributu v ViewModel je pak jednoduché
a při refaktorování kódu nevznikají žádné vedlejší efekty.
Další implementované třídy jsou RelayCommand a RelayCommand<T>. Třídy imple-
mentují rozhraní ICommand, které umožňuje provést binding příkazu s XAML. Třídy se liší
v tom, že generická třída umožňuje volání příkazu s T parametrem, kde T musí být třída.
V XAML je pak možné provést binding elementu, který má atribut Command případně
atribut CommandParameter.
V případě, že element neobsahuje Command attribut je možné pomocí Behaviours SDK
a v něm obsaženými XAML elementy Interaction.Behaviors a EventTriggerBehavior provést
Command Binding na určitou událost, například kliknutí na text viz ukázka kódu 6.5.
Třída NavigationHelper usnadňuje navigaci mezi stránkami. Tato třída implementuje
základní navigační funkce, které může využívat každá existující stránka. Využití třídy, je
pak možné vidět v ukázce kódu 6.6. V ukázce je konkrétně příklad využití navigace na
následující stránku PageName a předání parametru.
Dále se NavigationHleper stará o abstrakci práce na stolním počítači a na mobilním
zařízení. Na mobilním zařízení odchytává události vyvolané tlačítkem zpět a transformuje
je na interní události. Pro aplikaci se pak jeví jednotně akce zpět jako virtuální tlačítko jak
na stolním počítači, tak fyzická tlačítka na mobilu a není nutné ošetřovat v každé stránce
odchytávání těchto událostí zvláště pro mobil a pro stolní počítač.
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1 <TextBlock
2 DataContext="{Binding DataContext ElementName=pageRoot}">
3 <i:Interaction.Behaviors >
4 <ic:EventTriggerBehavior EventName="Tapped">
5 <ic:InvokeCommandAction
6 Command="{Binding CommandName , Mode=OneTime}"/>
7 </ic:EventTriggerBehavior >
8 </i:Interaction.Behaviors >
9 </TextBlock >
Zdrojový kód 6.5: Ukázka provázání elementu, který neobsahuje Command attribut pomocí
Behaviours SDK, kde i je zkratka pro jmenný prostor Microsoft.Xaml.Interactivity a ic pro
Xaml.Interactions.Core.
1 <AppBarButton
2 DataContext="{Binding ElementName=pageRoot}"
3 Command="{Binding GoTo , Mode=OneTime}"
4 CommandParameter="PageName?param=val"/>
5 </AppBarButton >
Zdrojový kód 6.6: Ukázka využití třídy NavigationHelper v XAML, kde i je zkratka pro
jmenný prostor Microsoft.Xaml.Interactivity a ic pro Xaml.Interactions.Core.
Třídy SaveStateEventArgs a LoadStateEventArgs slouží k ukládání/načítání stavu stránky.
Třídy obsahují slovník, který serializují/deserializují z lokální paměti aplikace. Paměť přetr-
vává i po vypnutí aplikace. Je tak možné uložit stav stránek a po vypnutí i zapnutí aplikace
uchovávat některé informace.
Základem celého MVVM jsou implementované třídy ViewBase a VievModelBase, které
musí být zděděny. Pro model Model neexistuje bázová třída, protože Model dědí dle potřeby.
Příkladem může být databáze nebo interní úložiště. Při vytváření stránky je potřeba umístit
soubory s implementací tříd do správných složek struktury MVVM. V projektu jsou tedy
připravené složky Models, ModelViews a Views a je nutné vytvořit soubory s jednotným
jménem (například NewPage) a umístit je do složek následujícím způsobem:
∙ Models – Soubor jménem NewPage.cs, který obsahuje třídu NewPage ve jmenném
prostoru XAML.Model. Třída může uchovávat například kontext databáze nebo na-
čítat data z internetu.
∙ ViewModels – Musí obsahovat také soubor se jménem NewPage.cs, ale s třídou
NewPage, která dědí z bázové třídy VievModelBase a je ve jmenném prostoru
XAML.Model. Třída pak obsahuje celou logiku a propojené proměnné a příkazy po-
mocí mechanismu Binding.
∙ Views – Obsahuje soubory NewPage.xaml a NewPage.xaml.cs. NewPage.xaml musí
vycházet z kořenového prvku <common:ViewBase> a NewPage musí být defino-
vaná jako public sealed partial class NewPage : ViewBase ve jmenném prostoru
XAML.Views.
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Propojení jednotlivých tříd (viz sekce 3.8) je pak provedeno automaticky promocí reflexe
jazyka C#. Po vytvoření stránky je pak možné oddělit vývoj vzhledu aplikace s animacemi
od celkové logiky stránky a modelu získávání a ukládání dat.
6.5 Propojení komponenty WinRT a UI pomocí třídy Pro-
perites
Propojení UI a vykreslovací komponenty je provedeno pomocí třídy D3DP_Properties.
Třída je vytvořena podle návrhového vzoru Singleton. Konstruktor není dostupný ani
v rámci sestavení. Jediný možný přístup ve vykreslovací komponentě je přes statickou pro-
měnou Instance, která je pouze pro čtení a vrátí ukazatel na třídu D3DP_Properties. Tím
je možné si kdekoliv ve vykreslovacím panelu zaregistrovat například událost na změnu edi-
tačního režimu nebo nastavovat pozici slunce. Každá třída vidí globální vlastnosti projektu
a může s nimi pracovat.
V konstruktoru vykreslovacího panelu je do veřejného atributu Properties nastaven
ukazatel na jedinou instanci třídy D3DP_Properties. V UI je pak možné volat veřejné
metody, jako je pozice slunce na ose, či vzdálenost stínu od virtuálního objektu a nastavovat
veřejný atribut StopPreview, který se stará o pozastavení či spuštění náhledu. Také je možné
si z UI zaregistrovat události, jak je indikace inicializované kamery nebo událost, že je hotová
fotografie.
V rámci UI je nutné zpracovávat tyto události pomocí CoreDispatcher. Protože vykres-
lování probíhá jinde, než v hlavním uživatelském vlákně a událost je tedy volaná z jiného
vlákna, je potřeba pro přístup k uživatelským prvkům využít metodu RunAsync, která se
zavolá ve vlákně UI.
V UI není tedy možné přímé vytvoření instance, ani není dostupný statický atribut
Instance. Z UI je instance třídy D3DP_Properties dostupná pouze pomocí atributu Proper-
ties vykreslovacího panelu. Tím je docílena potřebná abstrakce. Interně v rámci sestavení
jsou dostupné další atributy, události a instance třídy.
6.6 Pořízení fotografie
Tlačítko pro pořízení fotografie je zpočátku deaktivované. UI si musí registrovat události,
které značí aktivaci a deaktivaci tlačítka. Po zmáčknutí tlačítka se všechny ovládací prvky
překrývají průhledným prvkem tak, aby nebylo možné zmáčknout žádné jiné tlačítko a
postupně zmizí. Zmizí také pomocné ovládací prvky tak, aby byl vidět náhled výsledné
fotografie. UI pak čeká na událost ukončení pořízení fotky z fotoaparátu. V tu chvíli se
přepne vizuální stav na zpracování fotografie a vykreslení objektu v plné velikosti.
Při vykreslování do fotografie se změní velikost vykreslovacího bufferu. Protože fotografie
nemusí mít vždy stejný poměr jako vykreslovací plocha, je nutné zachovat poměr stran
vykreslovacího bufferu při zvětšení, aby nedošlo k deformaci objektu na fotce. Následně se
nastaví DPI na hodnotu 96, aby 1 px odpovídal 1 DIPs; tím je zaručeno přesné vykreslení
virtuálního objektu a jeho stínu do míst, kde se nacházel v náhledu. V poslední fázi se
provede případné oříznutí a otočení fotografie dle aktuálního natočení mobilního zařízení.
Následně se uloží fotografie do interní paměti.
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Kapitola 7
Výsledky aplikace
První část kapitoly se věnuje ukázkám výsledné aplikace a využití, jak dostupných prvků,
tak implementovaných prvků. Ukázka bude přímo na platformě Windows Phone 8.1. Ná-
sleduje sada obrázků, které byly pořízené ve scénách s různým charakterem a je tak možné
vidět přizpůsobení virtuálního objektu dané scéně. V poslední části je uveden finální test
měření užití aplikace uživateli.
7.1 Výsledek uživatelského rozhraní
Výsledný vzhled prvků uživatelského rozhraní je možno vidět na obrázcích 7.1 a 7.2. Při
implementaci byly také využity již existující uživatelské prvky, které je možné stáhnout
jako knihovnu přes NuGet Package Manager. Například na obrázku 7.1 vlevo je možné
vidět komponentu RadialColorPickerCV od autora Shivam Shing. Komponenta umožňuje
jednoduchý výběr barvy a ukazuje výsledný náhled vybrané barvy. Při využití komponenty
je nejdříve možné vybrat hrubou barvu světla a tu poté upřesnit na konkrétní barvu.
Komponenta funguje jak na platformě Windows 8.1, tak na platformě Windows Phone 8.1.
Na obrázku 7.1 vpravo je možné vidět ztmavení obrazovky při pořizování a vykreslo-
vání virtuálního objektu do výsledné fotografie. Je využit typický kruhový progress bar
pro platformu Windows. Tím je docíleno toho, aby uživatel neměl pocit, že aplikace za-
mrzla při pořizování fotografie. Dále jsou zakrytá tlačítka tak, aby nedocházelo po stisku
k nekorektnímu stavu aplikace při pořizování fotografie.
Obrázek 7.1: Ukázka využití volně dostupné komponenty RadialColorPickerCV na nasta-
vení barvy světla od autora Shivam Shing vlevo. Vpravo je možné vidět ztmavení obrazovky
a kruhový progress bar při pořizování fotografie.
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Následující obrázek 7.2 ukazuje zobrazování textů a uživatelského menu. Vlevo je možné
vidět menu, které má zaoblené rohy a pod textem je průhledný tmavý podklad dle spe-
cifikovaného návrhu. Menu je možné vysouvat a zasouvat pomocí tlačítka vlevo dole pod
menu. Pří kliknutí je pomocí nelineární animace zasunuto menu a změněno tlačítko. Vpravo
je pak možné vidět nápovědu, kterou uživatel může kdykoliv v průběhu užívání aplikace
při stisku tlačítka informace.
Obrázek 7.2: Na obrázku je možné vidět uživatelské menu (vlevo) a možnost zobrazení
nápovědy k aktuálnímu režimu aplikace (vpravo).
7.2 Fotografie pořízené aplikací
Při získání fotografií byl kladen důraz na demonstrování různých možností nastavení scény.
Obrázek 7.3: Výsledná fotografie, kde stín je přímo pod objektem. Stín je ostrý a poloprů-
hledný. Celkové osvětlení je nastaveno na vysoké hodnoty.
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Obrázek 7.4: Vložení virtuálního objektu tak, aby vrhal stín na vertikální plochu. Virtuální
objekt není příliš osvětlen z důvodů umístění zdroje světla za objekt.
Obrázek 7.5: Letadlo přistávající na nádvoří FIT. Je možné vidět oddálení stínu od virtu-
álního objektu tak, aby letadlo budilo dojem, že se vznáší.
7.3 Výsledné testování uživatelského rozhraní
V poslední řadě byly provedeny uživatelské testy se zaměřením na intuitivní ovládání apli-
kace a schopnost uživatelů naučit se ovládat aplikaci. Byli osloveni dva nový uživatelé, kteří
s aplikací doposud nepracovali a jeden uživatel, který v aplikaci vytvořil již dost výsled-
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Obrázek 7.6: Tmavá scéna s virtuálním objektem. Stín je rozmazaný a poměrně intenzivní.
Výsledné světlo je nastaveno tak, aby virtuální objekt zapadla do tmavé scény.
ných fotografií. Dvěma novým uživatelům byly řečeny pouze základní informace o aplikaci
a uživatelé dostali dvě a půl minuty na to, aby se s aplikací seznámili bez bližších informací.
Testovaní spočívalo v provedení dvou jednoduchých úkolů, které musely být bod po
bodu splněny. Zadání úkolů bylo následující:
Úkol 1:
∙ nastavit správný směr světla
∙ dorovnat rovinu stínu na vodorovnou
∙ nastavit intenzitu světla
∙ zmenšit výchozí model standford bunny a rotovat ho tak, aby koukal směrem k uži-
vateli
∙ vyfotit fotografii
Úkol 2:
∙ změnit model
∙ nastavit pozici slunce
∙ zmenšit výchozí model na jiný a přesunout ho ke stěně
∙ nastavit stín horizontálně na stěnu
∙ rozostřit stín
∙ pořídit fotografii
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Poté byl změřen čas provádění jednotlivých úloh. Následně uživatelé provedli danou
úlohu znovu a opět byl změřen čas. Výsledek je možné vidět v tabulce 7.1. Je vidět, že
první použití různých prvků stálo uživatele čas. Například první úloha nevyžadovala složité
nastavení projekční mřížky stínu. Uživatelé se při prvním pokusu zdrželi v prvním úkolu
s nastavením objektu a v druhém úkolu se pro změnu zdrželi na nastavení stínu, který byl
vybrán tak, aby vyžadoval složitější interakci.
Tabulka 7.1: Měření vykonání jednotlivých úkolů oslovenými uživateli v sekundách.
první neznalý uživatel druhý neznalý uživatel znalý uživatel
úloha 1 – první pokus 151 170 39
úloha 1 – druhý pokus 69 64 -
úloha 2 – první pokus 160 176 48
úloha 1 – druhý pokus 58 66 -
Při měření bylo také možné pozorovat, že hodně záleží na preciznosti uživatele a jeho
dojmu hotové scény. První fotografie, ač trvaly déle, nebyly příliš pěkné. Při druhém pokusu
vypadaly výsledné fotografie o poznání lépe. To bylo možná způsobené tím, že už uživatelé
tušili, jaká nastavení mají provést, aby dosáhli lepšího výsledku. Z testu lze tedy usoudit,
že uživatelské rozhraní není úplně jednoduché pro začátečníky, ale lze se v něm naučit a po
chvíli praxe je uživatel schopný pořídit dobře vypadající fotografie.
7.4 Zhodnocení možností aplikace
Při návrhu a vymýšlení konceptu jsem si položil otázku, v čem je aplikace vůbec přínosná
a jaké jsou její výhody oproti jiným podobným aplikacím. Nebylo by lepší vzít například
známý Photoshop a ořezat již existující model s tím, že bych uměle v rychlosti nakreslil stín,
který bych rozmazal a pomocí vrstev dal všechno dohromady? Z počátku byly otázky trochu
nejasné, ale s postupem času se ukázal možný potenciál aplikace. V první implementaci byly
stíny řešené pouze elipsou a možnosti nastavení scény byly dost omezené. V tom případě
by vyšlo možná i lépe využít jiný program.
Ve výsledné aplikaci je však možné provádět libovolné operace s virtuálním objektem
a také nastavit libovolnou polohu projekční roviny stínu v závislosti na objektu a zdroji
světla. Je pak tedy možné docílit různých možností nastavení jak virtuálního objektu, tak
jeho stínu. Kdybych chtěl například vytvořit fotomontáž komplikovanějšího objektu (viz
letadlo v minulé sekci) a použil bych například zmiňovaný Photoshop, musel bych sehnat
model vyfocený z více stran a načrtnutí stínu by nebylo až tak jednoduché. Navíc bych
celý proces musel opakovat vícekrát. Dalším problémem by mohlo být vyfocení scény ze
špatného úhlu.
Výhodou aplikace je tedy možnost nastavení scény s náhledem v reálném čase. Navíc po
pořízení fotografie je možné rotovat objekt a stín je automaticky přepočítán. Po pořízení
první fotografie je možné v relativně rychlém čase pořídit druhou fotografii s virtuálním
objektem v jiné poloze. Jak je vidět v předchozí podkapitole, aplikace je reálně použitelná.
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Kapitola 8
Závěr
Cílem práce bylo implementovat aplikaci, která umožní vložení virtuálního objektu do ná-
hledu scény z videokamery reálném čase a umožní pořízení výsledné fotografie ve vysokém
rozlišení. Dále je přiloženo video demonstrující ovládání a možnosti aplikace s plakátkem.
Cíl byl tedy splněn a na základě výše rozebraných výsledků aplikace je patrné, že je aplikace
využitelná.
Výstupem iterativního vývoje a řadou interakcí s uživateli vznikla aplikace, která pod-
poruje platformyWindows 8.1 a Windows Phone 8.1. Aplikace umožňuje vložení virtuálního
objektu do záběru z videokamery v reálném čase. Objekt je možné různě natáčet, zvětšit
nebo zmenšit tak, aby odpovídal očekávanému výsledku. Dále je možné nastavit projekční
rovinu stínu a jeho vlastnosti, jako rozostření nebo intenzitu. Uživatel může také nastavit
různé aspekty světla a tím tak změnit výsledný vzhled virtuálního objektu. Aby aplikace
působila přirozeným dojem, jsou přidané prvky jako setrvačnost při ovládání modelu nebo
nelineární a nesymetrické animace. Aplikace také umožňuje pozastavení náhledu a nastavení
všech aspektů výsledné scény, následné znovu spuštění scény a pořízení výsledné fotografie.
Při vývoji vzniklo mnoho nápadů, jak projekt vylepšit. Mnoho jich bylo implemento-
váno přímo do výsledného řešení, ale mnoho nápadů bude implementovaných jako rozšíření
projektu. Například po vyfocení výsledné fotografie by se mohlo zobrazit okno s výslednou
fotografií, kterou je možné přiblížit či oddálit. V okně by bylo tlačítko pro uložení nebo pro
zrušení akce.
Další otevřenou kapitolou je možnost rozšíření virtuálních objektů. Při větším množ-
ství virtuálních objektů by mohlo být implementováno vyhledávání, které by umožňovalo
filtrovat objekty podle jména, různých tagů a zobrazovat jejich náhledy. Dalším zajímavým
rozšířením by mohla být možnost načtení virtuálního objektu uživatelem aplikace. Aplikace
by pak načetla objekt, zkontrolovala, zda jsou data validní a nabídla uživateli možnost za-
dání jména a příslušných tagů. Uživatelé by pak sami mohli vytvářet 3D modely. Dále by
bylo možné rozšíření, které by umožňovalo vkládat složitější objekty. Objekty by pak mohli
obsahovat více textur a složitější materiály, jako například průhledný materiál.
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Příloha A
Legenda Visual Studio Code Map
Property
Method
Event
Field
Out Parameter
Parameter
Local Variable
Externals
Inherits From
Implements
Calls
Function Pointer
Field Read
Field Write
Project Reference
External Reference
Results
Test Project
Web Project
Windows Store Project
Phone Project
Portable Library
WPF Project
VSIX Project
Modeling Project
Assembly
Namespace
Interface
Struct
Enumeration
Delegate
Class
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