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Abstract 
This paper presents an approach for estimating clusters of points from a sequence of data with false alarms. The 
cluster process is characterised by a hierarchical point process, where each member of the cluster is conditioned on a 
parent centre process. An explicit formula for the Bayesian estimation of the intensity function of an independent 
cluster process is presented. An analytic form for this approach is proposed based upon the assumption that the 
observations of the cluster process have Gaussian noise, conditioned on the cluster centre. Simulated results are 
presented demonstrating the effectiveness of the formulation along with suggested methods such as gating for 
ensuring that the estimation process is computationally tractable. 
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1. Introduction 
Due to the inherent combinatorial complexity of probabilistic approaches for optimal Bayesian 
estimation of spatial point processes, research in the spatial point process theory community tends to focus 
instead on the estimation of the first-order statistical moment, known as the intensity function, or risk 
surface, of a point process. In the aerospace and signal processing communities, Bayesian filtering 
methods for propagating the intensity function have led to the development of mathematically principled 
target tracking algorithms, though these approaches have not received widespread attention in the spatial 
statistics community. This approach was pioneered by Ron Mahler, who defined a new engineering-
focused calculus for operating on random sets, or point processes [1, 2]. The algorithms for propagating 
the intensity surface are known as Probability Hypothesis Density (PHD) filters [3, 4], which are typically 
implemented using sequential Monte Carlo techniques [5, 6] or Gaussian mixture approaches [7, 8]. 
 
This paper proposes an analytic solution for the Bayesian estimation of the intensity function for a special 
case of the independent cluster process, namely the single cluster process, the formulation for which, we 
describe in Section 3. Before that, we summarise concepts from point process theory needed to construct 
the recursion for the Bayesian estimation of a single cluster process and the corresponding intensity 
surface. 
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2. Background 
In this section we give a description of the single cluster process in terms of spatial point processes. We 
provide details for the Bayesian estimation of the single cluster process through the application of Bayes 
rule. The probability distribution propagated by the Bayesian estimation of this process is uniquely 
characterised by its probability generating functional (p.g.fl.), an important concept in point process 
theory, which we summarise in Section 2.3. We then explain how this p.g.fl. is used to derive the 
intensity function for the Bayesian estimation of a single cluster process, a result that we present for a 
special case in Section 2.4. 
2.1. The single cluster process 
A cluster process in which there is one cluster centre in the parent process with an associated 
component (daughter) process is referred to here as a single cluster process. We represent a single-cluster 
process by the state variable given by X = {(c, X)} where c is the cluster centre state vector located in 
some parent state-space and X is the random finite set of component state vectors x1,…,xn located in some 
daughter state-space. 
2.2. Bayesian estimation of the single cluster process 
Let Z1:k : Z1 ,…, Zk be a time-sequence of observation sets at time-steps 1,…, k. Each observation set is 
a random finite set of observation vectors z1,k ,…, zm,k at time step k which are located in some observation 
space. Given a single cluster process with state variable given by X={(c, X)} has probability density 
function pk (X | Z1:k) at time-step k we estimate the process at the next time-step using Bayes rule with the 
following recursive equation 
pk+1 (X | Z1:k+1) = -1 gk+1 (Zk+1 | X) pk (X | Zk)  (1) 
 
where gk+1 (Zk+1 | X) is a function describing the likelihood that the random finite set Zk+1 contains vectors 
z1,…,zm observed from the component state vectors in X, referred to as the single cluster multi-component 
likelihood and  is the normalising constant defined by  = gk+1 (Zk+1 | X) pk (X | Zk) X. The integral is a 
generalisation of the non-conventional set integral [2]. The combinatorial nature of computing the density 
pk (X | Z1:k) via set integral makes the Bayesian estimation for a single cluster process computationally 
intractable. Instead this paper focuses on the estimation of the first-order statistical moment of equation 
(1), otherwise known as its intensity function, for which it is necessary to define the probability 
generating functional of the probability distribution pk+1 (X | Z1:k+1). 
2.3. Probability generating functional & first-order moment of pk+1 (X | Z1:k+1) 
Probability generating functionals are a descriptor of a point process that can uniquely characterise 
multi-object probability distributions. The p.g.fl. of pk+1 (X | Z1:k+1), for X = {(c, X)} where X is the set of 
component points {x1,…,xn}is defined as the expectation of the symmetric function 
 
  
hX =
1 for X =
h(c,x)
xX for X = (c,X){ }, X = x1,K,xn{ }
 
 
  (2) 
 
for any test function such that 0  h(c, x)  1. That is 
 
Gk+1[h] = E h
X( ) = hX pk+1 X Z1:k+1( )X =1 hXgk+1 Zk+1 X( )pk X Z1:k( )X  (3) 
 
Probability generating functionals are a useful mathematical tool and can be used to derive statistical 
moments of probability distributions [9]. In particular, for the probability density pk (X | Z1:k+1), the first-
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order statistical moment can be obtained by taking the functional derivative of the p.g.fl. Gk+1 [h] given in 
(3) with respect to {(c, x)} and evaluating at h = 1. Using the shorthand notation for the functional 
derivative from [2], the first-order moment, otherwise known as the intensity function, of pk (X | Z1:k+1) is 
 
Dk+1(c,x) =
Gk+1
 (c,x)
[h]
h=1 (4) 
2.4. Intensity function for the Bayesian estimation of the single cluster process 
Swain and Clark recently derived explicit formulae for the Bayesian estimation of the intensity 
function for an independent cluster process [11]. Independent cluster processes are defined so that the 
parent and daughter processes are both independent, identically distributed (i.i.d.) clusters [10]. The 
intensity function for the Bayesian estimation of the single cluster process given by the recursion in (1), is 
a special case of the result in [11, Theorem 2]. Given a single cluster process, where the daughter process 
is Poisson, has probability distribution pk (X | Z1:k) at time-step k, and an observation set at time-step k+1 
that includes false alarms which are also modelled as Poisson point process, the intensity function of 
pk+1(X | Z1:k+1), denoted Dk+1 (c, x), is 
 
Dk+1(c,x) =
D1(c)LZk+1 (c)
D1 LZk+1[ ]
D2 (x | c)Lz (x | c)
c(z) +D2 Lz | c[ ]zZk+1

 (5) 
 
In (5) we denote D1 (c) = Dk (c) as the intensity function for the parent process at time-step k, D2 (x | c) = 
Dk (x | c) = μ s2 (x | c) as the intensity function for the Poisson daughter process at time-step k where μ is 
the expected number and s2 (x | c) the spatial distribution of component points in the cluster. In addition 
we denote Lz (x | c) = gk+1 (z | x, c) as the single-component likelihood for individual observation z  Zk+1 
conditioned on the cluster centre c, and the multi-component likelihood is 
 
LZk+1 (c) = c(z) +D2 Lz | c[ ]( )zZk+1   (6) 
 
In the Poisson false alarm process we denote 
 as the expected number of false alarm observations and 
c(z) as the spatial distribution. Finally, the square brackets denote a functional such that for two real-
valued functions f and h we have f [h] = f (x)h(x)dx . 
 
The intensity function in equation (5) consists of the Bayesian estimation of the intensity for the parent 
process (the term outside the summation) and the multiple Bayesian estimation of the intensity for the 
daughter process (the term within the sum over the observations z). In the next section we propose an 
analytic solution for this approach based upon linear Gaussian assumptions.  
3. Joint Gaussian mixture formulation 
For the analytic solution it is necessary to re-write the recursion given by equation (5) as follows, 
 
Dk+1(c,x) = D1(c)
D2 (x | c)Lz (x | c)
c(z)
D2 Lv c[ ]
c(v)vV

V Z \{z}

zZ


 
 
  
 
 
  D1
D2 Lz c[ ]
c(z)zW

W Z

 
 
 
 
 
	 
 
 (7) 
 
where we denote Z = Zk+1. Now since Dk+1 (c, x) consists of the Bayesian estimation of the intensity for 
the parent and daughter as described in the previous section, we formulate the analytic solution in two 
stages. The first step is to consider the Bayesian estimation of the intensity for the daughter, for which we 
require the following assumption on the observations of the cluster. 
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Suppose that observations of the components of the cluster have linear Gaussian noise, conditioned on the 
cluster centre. That is the likelihood Lz (x | c) can be modelled as a linear conditional Gaussian defined as 
  
Lz (x | c) = N z ;Hx x + R12R22
1 x H c c( ) ,RSchur( ) , RSchur = R11  R12R221R22T  (8) 
where Hx is the projection matrix from daughter state-space to observation space and Hc is the projection 
matrix from parent to daughter state-space. R11, R12 & R22 are observation noise covariance matrices. 
 
In order to reduce the computation it is desirable at this stage to introduce a procedure referred to as 
Parent gating, which filters out some of the false alarm measurements as follows. Suppose the intensity 
function for the parent process at time-step k is a Gaussian of the form 
 
D1(c) = Dk (c) = N c ;mc,k ,P22,k( )  (9) 
 
and given a gating threshold T we define a single subset W  Z 
 
W = z  Z z HxHcmc,k( )
T
Hx HcP22,kHc
T + R22( )HxT + R11( )
1
z HxHcmc,k( ) T
 
 
 
 
 
	  (10) 
 
This procedure removes the summation over all subsets W   Z in equation (7) and the summation over all 
observations z  Z becomes the summation over all observations z  W. We now present the first part of 
the formulation for the analytic solution of the recursion in the following Lemma. 
 
Lemma 1. Suppose that the assumption on the observations holds and that the intensity function for the 
daughter process at time-step k is a weighted mixture of conditional Gaussians of the form 
  
D2 (x | c) = Dk (x | c) = k(i)N x ;mx,k(i) + P12,k(i) P22,k1 c mc,k( ) ,PSchur,k(i)( )
i=1
Jk

 (11) 
 
where PSchur,k
(i) = P11,k
(i)  P12,k(i) P22,k1 P12,k(i)( )
T
. Then the intensity function of pk+1 (X | Zk+1) becomes 
  
Dk+1(c,x) =
D1(c)
D1 LW[ ]
k
( j )q( j ) (w;c)
c(w)j=1
Jk

wW \{z}

 
	 
  

 
 
  
zW

 k
(i)q(i) (z ;c)
c(z)
N x ;m x
(i) + P 12
(i)P22,k
1 c mc,k( ) ,P 11(i)  P 12(i)P221 P 12(i)( )
T 
	  

 
  i=1
Jk
  (12) 
 
where, for R i = RSchur + Hx + R12R22
1( )PSchur,k(i) Hx + R12R221( )
T
, we have 
 
  
q(i) (z ;c) = N z ; Hx + R12R22
1( ) mx,k(i) + P12(i)P221 c mc,k( )( ) R12R221H cc ,R i( )  (13) 
 
and 
 
m x
(i) = mx,k
(i) + Kx
(i) z  Hx + R12R221( ) mx,k(i) + R12R221Hcmc,k( )
P 12
(i) = I  Kx(i) Hx + R12R221( )( )P12,k(i) + Kx(i)R12R221HcP22,k
P 11
(i) = I  Kx(i) Hx + R12R221( )( )P11,k(i) + Kx(i)R12R221Hc P12(i)( )
T
 P 12(i)P22,k1 P12,k(i)  P 12(i)( )
T
Kx
(i) = PSchur,k
(i) Hx + R12R22
1( )
T
R i
1
 (14) 
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Note that the result in Lemma 1 can be derived by applying a standard result for Gaussian functions [7, 
Lemma 2, p. 6] and requires some algebraic manipulation to convert the Gaussian functions in the mixture 
of the intensity for the daughter back to conditional Gaussian form. Furthermore combining the Gaussian 
representation of the intensity for the parent and the mixture of conditional Gaussian representation of the 
intensity for the daughter gives us a mixture of joint Gaussians formulation of Dk (c, x). 
 
The analytic solution is completed by performing a similar operation to the Bayesian estimation of the 
intensity for the parent process. It requires the multi-component likelihood LW, which comprises the 
following product of Gaussian sums within the sum over the observations in equation (12) 
 
k(i)q(i) (z ;c)
c(z)
k
( jw )q( jw ) (w;c)
c(w)jw =1
Jk

wW \{z}

 
 

 
 
 
	 
  
i=1
Jk

 (15) 
 
where q
(i) 
(z ; c) is as defined in Lemma 1. Suppose W = {z, w1,…,wn}, then the product of Gaussian sums 
in the multi-component likelihood given by equation (15) can be re-written as the following sum of 
Gaussian products 
 
 
k
( j )q( j ) (z ;c)
c(z)( j, j1 ,K, jn )
 k
( ji )q( ji ) (wi ;c)
c(wi)i=1
n

 
 
	 	 
 
 

 
  (16) 
 
By sequentially applying the same standard result for Gaussian functions as used for the result in Lemma 
1 to the multiplication of the intensity for the parent in (9) with the multi-component likelihood in (16), 
the intensity function for the parent at time-step k+1 can be derived. 
 
Since we are considering a single cluster case, we collapse the resulting Gaussian components 
representing the intensity for the parent into a single Gaussian by averaging the means and covariances. 
Consequently this can be combined with the mixture of conditional Gaussian representing the intensity 
for the daughter in (12) to give a mixture of joint Gaussian and this completes the formulation of the 
analytic solution of Dk+1 (c, x). 
3.1. Simulated results 
For illustration purposes we consider a single cluster with 30 component points, observed in clutter 
over the region [50, 350]  [50, 350] for 50 time-intervals. The cluster centre has state vector ck = [xc,k , 
yc,k]
T
 consisiting of 2-D coordinate position (xc,k , yc,k) and the component points each have state vector xk 
= [xx,k , yx,k]
T
 consisting of 2-D coordinate position (xx,k , yx,k). The observations (shown in Fig. 2 plotted 
  
Fig. 2. Observations (green ‘x’) and Cluster Position (daughter – black ‘’, parent – black ‘’) 
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along with the cluster position against time) are modelled as a conditional Gaussian of the form given in 
equation (6) with Hx = Hc = I2, R11 = (1)2  I2, R12 = (2)2  I2 & R22 = 	  1 2 I2 where I2 denotes 
the 22 identity matrix, 1 = 1.5 m and 2 = 600 m are the standard deviations of the observation noise 
associated with the daughter and parent state, and 	 > 1 is a scalar such that RSchur  0. 
 
The proposed joint Gaussian mixture (JGM) formulation is applied with parameter T = 9 in equation (10). 
To avoid an explosion in the number of Gaussian components a similar gating procedure for the 
observations is performed [12] as well as a simple pruning procedure as proposed in [7, Table III, p. 7] 
for the daughter Gaussian components. From the position estimates in Fig. 3 it can be seen that the JGM 
formulation provides accurate estimation over time as more observations are received. 
 
  
Fig. 3.  Position estimates for daughter state (blue ‘o’) and parent state (red ‘+’) 
Acknowledgements 
The authors are members of the Joint Research Institute of Signal and Image Processing within the 
Edinburgh Research Partnership. Anthony Swain is funded by an EPSRC Industrial CASE Award PhD 
studentship with SELEX Galileo Ltd. Daniel Clark is a Royal Academy of Engineering/EPSRC Research 
Fellow. 
References 
[1] Goodman I, Mahler R, Nguymen H. Mathematics of data fusion. Kluwer Academic Press, Boston, 1997. 
[2] Mahler R. Statistical multisource multitarget information fusion. Artec House, 2007. 
[3] Mahler R. Multitarget Bayes filtering via first-order multitarget moments. IEEE Trans. AES, 39 No. 4 (2003) p. 1152-1178. 
[4] Mahler R. PHD filters of higher order in target number. IEEE Trans. AES, 43 No. 4 (2007) p. 1523-1543. 
[5] Zajic T, Mahler R. A particle-system implementation of the PHD multi-target tracking filter. SPIE, 5096 (2003) p. 291-299. 
[6] Vo B-N, Singh S, Doucet A. Sequential Monte Carlo methods for multi-target filtering with random finite sets. IEEE Trans 
AES, 41 No. 4 (2005) p. 1224-1245. 
[7] Vo B-N, Ma WK. The Gaussian mixture probability hypothesis density filter. IEEE Trans. Signal Proc. 54 (2006) p. 4091-
4104 
[8] Vo B-T, Vo B-N, Cantoni A. Analytic implementations of the cardinalized probability hypothesis density filter. IEEE Trans. 
Signal Proc. 55 No. 7 (2007) p. 3553-3567. 
[9] Moyal JE. The general theory of stochastic population processes. Acta Mathematica. 108 (1962) p. 1-31. 
[10] Daley D, Vere-Jones D. An introduction to the theory of point processes. Springer; 1988. 
[11] Swain A, Clark D. First-moment filters for spatial independent cluster processes. SPIE, 7697 (2010). 
[12] Bar-Shalom Y, Fortmann TE. Tracking and Data Association. Academic Press, San Diego, 1988. 
