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Abstract
Statistical Decision Theory represents the latest attempt on the part of the statisti-
cian to formulate a general theory of experiment design. The theory allows for sequen-
tial experimentation, multivalued terminal decisions, and the use of several different
types of experiment. An interesting and fairly broad class of decision problems can be
conveniently described in the language of Communication Theory as follows: An experi-
menter is given a discrete, memoryless communication channel that is known to be one
of a finite number of completely specified channels. His problem is to decide what
sequence of input symbols to send over the channel and how to interpret the resulting
output symbols in such a way as to yield an optimum procedure for guessing which chan-
nel is being used. An optimum procedure is understood to be one which, on the average,
takes the shortest possible time commensurate with a given probability of guessing the
wrong channel.
There exists a solution to this problem in the form of an iterative technique for
determining the optimum experiment with any desired degree of accuracy. Since the
number of iterations necessary to produce a good approximation is of the order of the
expected duration of the experiment, this technique is useful only in small-sample
situations. The present investigation, accordingly, is devoted to the development of
a large-sample theory of experiment design. The main achievements of this theory
are a limit theorem that describes the asymptotic behavior of the optimum experiment,
and a specific experiment design that realizes this behavior. The theory sheds light on
the behavior of sequential procedures, in general, and should prove useful in the solu-
tion of problems other than the specific one that is considered here.
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I. A CLASS OF DECISION PROBLEMS
1.1 INTRODUCTION
Statistical Decision Theory is a recently developed body of mathematics whose
objective is to provide a rationale for the design of statistical experiments. The guiding
principle of the theory is that the worth of a statistical experiment is determined solely
by the ultimate use of the data derived from the experiment and cannot, therefore, be
evaluated exclusively in terms of intrinsic properties of the experiment itself. Stated
somewhat more mundanely, a given experiment may be of more value to experimenter A
than to experimenter B because the experiment is "inaccurate" in just those situations
in which A is not overly concerned with accuracy but B is, and vice versa. An analo-
gous situation arises in Information Theory when the rate at which a stochastic source
generates information depends on the combined characteristics of both the source and
the information user and is not simply a property of the source itself. For a more
detailed discussion of the philosophy of Statistical Decision Theory, the reader is
referred to the excellent exposition given by Luce and Raiffa (1). The rest of Section I
will be devoted to giving a precise formulation of the central problem of this report, in
terms of which the concepts mentioned above will assume a concrete and, it is hoped,
more understandable form.
1.2 THE CHANNEL N-CHOTOMY
An interesting and fairly broad class of decision problems can be stated as follows.
A scientist wishes to determine something concerning the state of nature by performing
a series of experiments. He has at his disposal a set of M different experiments each
.th
of which he can perform as many times as he sees fit. Corresponding to the j experi-
ment is a set of possible outcomes X and a set of probability distributions over a set
of possible outcomes p)(x), where i denotes the state of nature, and x is a member
of X. To prevent purely technical problems from obscuring the issue, we shall assume
that there are only N possible states of nature, and that the set X is finite. The
scientist's problem is to determine which experiments to perform, in what order to
perform them, and how to process the experimental data in such a manner as to arrive
at an "accurate" estimate of i in the most "efficient" way. The words accurate and
efficient will be given a precise meaning later.
The problem just described has received some attention in the literature of statis-
tics (2, 3), but, thus far, no distinguishing name seems to have been coined for it. In
this report we shall refer to the problem as the "Channel N-Chotomy" for reasons that
will presently become apparent.
A discrete, memoryless communication channel, as defined in Information
Theory (4), is a probabilistic device having a finite number of input and output symbols
and a matrix of transition probabilities p(j)(x) that gives the probability that output
1
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symbol x will occur, given that input symbol j was sent. The probability of a block of
output symbols x, x 2, ... , x m , given that the block of input symbols il i2 , i m
was sent, is defined as p 1 (x) p (x 2 ) . p m (x). Such channels are often used
as models for a noisy communication medium in which the transmission of a particular
input symbol does not define a unique output symbol, but rather a probability distribu-
tion over the set of all possible output symbols.
In terms of the channel concept, the problem to be considered can be restated:
We are given a discrete memoryless channel whose matrix of transition probabil-
ities is unknown to us but which must be one of a finite number of known matrices
Pi,' P2'..., PN' Our problem is to decide what sequence of input symbols to send, and
how to interpret the resulting sequence of output symbols in such a manner as to yield
an "accurate" and "efficient" procedure for determining the true value of the channel
matrix. This restatement of the problem in the language of information theory may
seem strange and unnatural to a reader who is unfamiliar with this discipline. However,
doing so provides us with a model of the problem that is, in many ways, easier to talk
about than the original.
Before attempting to solve our problem, we must, of course, give a precise math-
ematical description of the allowable procedures for determining the true value of the
channel matrix, and we must assign precise meanings to the words "efficient" and
"accurate" that are used in the statement of the problem. To this end, we define a
test, or measuring, procedure for the channel N-chotomy to be a triple (g, s, d), where
g denotes a go-ahead rule; s, a stopping rule; and d, a decision rule. A go-ahead rule
is a collection of functions go, gl. . . }, where gm maps the set of all sequences of
channel output symbols of length m into the set of M channel input symbols. A stopping
rule is a collection of functions {s, s . . }, where sm maps the set of all sequences
of channel output sequences of length m into either 0 or 1. Finally, a decision rule
is a collection of functions {do, d . .. }, where dm maps the set of all sequences of
channel output symbols of length m into the set of N possible channel matrices. These
definitions still leave some confusion about the meaning of the symbols go, so, and
do, whose function is to describe the beginning of the test. Accordingly, we define go
to be any channel input symbol, s o to be either 0 or 1, and do to be any one of the N
possible channel matrices.
In terms of these definitions, the test procedure can be described inductively as
follows: After the mt channel output symbol has been received, we compute the value
of Sm(X1 , ... , m) and, according to whether this value is 0 or 1, we either decide to
stop further testing and decide that channel matrix dm(Xi . . ., Xm) is present or to con-
tinue testing by sending channel input symbol g(xl, ... , xm). In the latter case, the
value of sm+l(Xl ... ,xm+l ) is then computed, and the entire procedure repeated. The
reader should note carefully that the tests that are being considered are sequential tests,
in that the number of observations made is not fixed in advance but depends, in general,
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on what the observed output symbols are. It will be appreciated that the concept of a
test as defined above admits any reasonable scheme for extracting information from
the unknown channel that we can possibly concoct.
Now that a precise description of the universe of tests to be considered has been
given, we must decide on some basis for choosing one test in preference to another.
For this purpose, we now introduce the concept of a loss function L(i, k), which is
defined as a mapping of all pairs of possible channel matrices into the space of non-
negative real numbers. L(i, k) is to be interpreted as a numerical index of our dis-
pleasure when we guess that channel k is present and then learn that channel i is
actually present. A simple example of such a loss function is given by
l' i ~ k
L(i, k) = (1)
0, i= k
which expresses the fact that all errors in guessing the true value of the channel matrix
are equally undesirable. It should be made clear, now, that the selection of an appro-
priate loss function is not a statistical problem, but rather a reflection of the test
designer's evaluation of how badly errors will affect the user of the data derived from
the test.
Given any test T = (g, s, d) and any loss function L(i, k), we can define the expected
loss of the test when channel i is present:
0o
EiT(L) = L[i, dk(Xl...,Xk)] Pi(Xl'.. .,k) (2)k=O Sk
where
Sk Sk(X 1 ... Xk)=l, Sk-l(Xl' .. Xk-l)=0..* So=°}
Pi(Xl ... k) = probability of output sequence xl, ... , Xk'
given that channel i is present
and EiT(L) is a convenient measure of the average accuracy of test T when channel i is
the true channel and will play an important part in the forthcoming analysis. Through-
out this report the symbol {C} will be used to denote the set of all points satisfying
condition C.
There is still another facet of test behavior that is of interest; this is the length of
time it takes the test to come to the decision point. This length of time is not, in gen-
eral, a fixed quantity, but rather a random variable n(xl, x 2 , . . . ) which depends on the
particular sequence of channel output symbols observed. In keeping with our definition
of the expected loss of a test, we now define the expected length of a test T when chan-
nel i is present:
00oo
EiT(n) S= k p(xl..., k) (3)k=O Sk
3
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We are now almost at the point where we shall be able to state precisely what it is
that distinguishes a "good" test from a "bad" one. It should be obvious from defini-
tions 2 and 3 that we are seeking tests that, in some sense, minimize expected length
for a given expected loss. The difficulty involved in making such a definition is that
pertinent expected lengths and losses all depend on which channel is actually present
and, therefore, there may not, and usually there does not, exist a test that simultane-
ously minimizes all the EiT(n) for, say, a given set of EiT(L). This situation is sim-
ilar to the one that arises in connection with the problem of uniformly most powerful
tests in the theory of the Neyman-Pearson observer.
The difficulty completely disappears if we are willing to make the assumption that
there exists an a priori probability distribution {i} over the set of all possible channel
matrices. In that case, we can define
N
ET(L) = i EiT(L)
i=1
and
N
ET(n) = i 1i EiT(n)
and then say that an optimum test is one that minimizes ET(n) for a given ET(L). More
precisely, an optimum test is one that minimizes ET(n), subject to the constraint that
ET(L) L, where iL is a preassigned allowable loss level. The optimum tests so
defined are referred to as "Bayes tests" for the channel N-chotomy.
Several serious objections to the use of a priori distributions in statistical problems
have been raised, but the fact remains that the only really adequate criterion for
choosing a "best" test is the one we have just given. A much stronger justification for
discussing Bayes tests is contained in Wald's study of complete classes of tests, in
which he shows that corresponding to any test that is not Bayes there is a Bayes test,
which, in a certain sense, is better than the given test, regardless of which channel is
actually present. We shall not make any attempt to pursue this highly controversial
topic here, and merely refer the interested reader to either Luce and Raiffa (1) or
Blackwell and Girschick (3) for a complete discussion of the issue.
The mathematical statement of the problem is now complete and can be described
as the study of Bayes tests for the channel N-chotomy.
1.3 SMALL-SAMPLE THEORY
The main purpose of this section is to give a brief resume of what is known about
the structure of Bayes tests for the channel N-chotomy. The main results in this
direction are usually associated with the name of Wald, and the reader who is interested
in a more detailed exposition of this subject than will be given here is referred to either
Wald (2) or to Blackwell and Girschick (5).
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The first result that we want to discuss gives a characterization of the Bayes tests
which, in many ways, is more convenient to work with than the (g, s, d) characteriza-
tion that we have used thus far. To state this result, we recall the well-known fact
that any probability distribution over the set of N possible channel matrices can be
represented as a point in an N-1 dimensional simplex S. It can be shown that every
Bayes test corresponds to a division of S into (a) N convex stopping regions, each of
which contains one, and only one, vertex of the simplex; and (b) a number of disjoint
go-ahead regions, each labeled with some channel input symbol, whose union is equal
to that part of the simplex external to the stopping regions. In terms of this division
of S, the operation of the test is as follows: The point in S corresponding to the given
a priori distribution {i} is located. This point must lie either in a stopping region or
in a go-ahead region. In the first case, the point lies in, say, the i t h stopping region,
and the test is terminated with the decision that the ith channel is present. In the
second case, an observation is made by sending the channel input symbol corresponding
to the pertinent go-ahead region, and then observing the resultant output symbol x 1 .
The a posteriori distribution given xl, {il } , is then computed from the formula
(j 1)(x I -1
rz k Pk )
k*i Pi (xl)
where jl denotes the input symbol used, and the point in S corresponding to this dis-
tribution is located. The procedure just described is now repeated with the use of this
new point instead of the point corresponding to the a priori distribution. It can be shown
that not only does this procedure terminate with probability unity, but, in addition, the
expected duration of the test ET(n) is finite. The finiteness of ET(n) is the only fact
mentioned in this section that will explicitly be made use of hereafter.
The next result that we want to mention is closely related to the first, in that it
describes an iterative procedure for determining the stopping and go-ahead regions
with any desired degree of accuracy. The basic idea underlying this procedure is that
a Bayes test can be regarded as the limit of a certain sequence of tests {Tm}, where
T has the property that it terminates after no more than m observations have been
m
made. The important point here is that the sequence {Tm} can be constructed induc-
tively, that is to say, T can be given explicitly, and Tm can be computed from Tm_ 1.
Since Tm requires no more than m observations, it is obvious that the number of itera-
tions necessary to produce a good approximation to T is of the order of ET(n). This
property is one of the major drawbacks of the iterative procedure because it limits its
application to small-sample situations. Another unpleasant feature of this technique is
that the sequence of approximating tests {Tm} depends on the a priori distribution, so
that even if we had succeeded in determining the structure of a particular Bayes test,
we should have to repeat the entire procedure if the a priori distribution were altered.
5
_ 
__
1.4 OUTLINE OF A LARGE-SAMPLE THEORY
In view of the difficulties involved in attempting to construct a Bayes test iteratively,
it is natural to inquire whether there exist direct methods for designing tests which,
although not themselves optimum, are, in some sense, close enough to optimum to be
of use. The most reasonable way to attack this problem appears to be to attempt to
exploit the familiar fact that large samples drawn from a statistical universe tend to
behave in a strikingly regular manner. This regularity should evidence itself in our
problem as a simplification of the structure of the Bayes tests when ET(n) is large.
This idea was applied with great success by Wald (6) in his analysis of the channel
dichotomy with one input symbol.
The rest of this report is devoted to the development of a large-sample theory of
Bayes tests for the channel N-chotomy. The main achievements of this theory are a
limit theorem that, in a well-defined sense, describes the asymptotic behavior of
Bayes tests for large ET(n), and a specific test design that exhibits the same asymp-
totic behavior as the Bayes test. The theory sheds a great deal of light on the internal
mechanics of sequential decision procedures, in general, and should provide some
useful ideas pertinent to the solution of sequential problems other than the specific one
considered here.
Before plunging into the mathematical details of the theory, we pause to make a
few simplifying assumptions. First, we shall use only the particular loss function
defined by Eq. 1 in the rest of this report. This loss function is used so frequently in
statistics that its expected value is denoted by a special symbol, PeT' and is referred
to as the probability of error of test T. For reasons that will become clear in
Section III, the asymptotic behavior of PeT is the same as that for (almost) any other
loss function, and hence restricting ourselves to a study of PeT implies little loss of
generality.
The next assumptions are aimed at ridding the theory of some pathological cases
that otherwise might tend to obscure the main ideas involved. To this end, we assume
that the channel transition probabilities have the property that p)(x) = 0 if, and only
if, p (x) = 0 for all k and, furthermore, we assume that there do not exist i, j and k,
i # k, such that pi)(x) = p(k)(x) for all x. The first half of this assumption excludes
from consideration all cases in which there is a nonzero probability of being able to
definitely eliminate one, or more, of the N possible channels from consideration, after
a finite number of observations. In other words, we are demanding that there be zero
probability for an N-chotomy to become an (N-l)-chotomy, or lower, after a finite num-
ber of observations. Situations in which this is not the case obviously exhibit an anom-
alous large-sample behavior which, in extreme cases, may even result in the probability
of error going to zero after a finite number of observations.
The second assumption states that all the channel symbols, when used singly, must
be capable of separating the true channel from its environment of N possible channels.
6
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In these words, this assumption looks completely different from the first one. However,
the basic objective of both assumptions is to insure that the N-chotomy that is under
consideration is really a situation involving N-fold ambiguity, and not one that can be
decomposed into a collection of situations in which the degree of ambiguity is smaller
than N.
The final justification for these assumptions is, of course, the fact that they enable
us to prove some interesting theorems without unduly restricting their domain of val-
idity. In this connection, it should be mentioned that our assumptions are of an almost
purely technical character in that any N-chotomy that violates them can be transformed
into one that does not, by means of a slight alteration of the pertinent channel matrices.
This alteration can be effected, for example, by replacing zero elements of a channel
-100 -100
matrix by, say, 10 , and equal elements by those that differ by, say, 10 . Thus
our assumptions in no way affect the practical applications of the theory.
7
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II. CHANNEL PROCESSES
2.1 DEFINITIONS
In order to study the asymptotic behavior of the Bayes tests for the channel
N-chotomy, we must first obtain some information about the stochastic processes that
arise in the problem. We define a channel process to be any stochastic process that can
be generated by the application of a go-ahead rule to a discrete, memoryless channel.
The output symbols of a channel process are, of course, not independently distrib-
uted. However, the type of dependence exhibited by such processes is of a particularly
simple form. The probability that an output symbol xm occurs at time m is given by
(jm)
pm (xm), the channel transition probability for some input symbol m. The particular
input symbol to be used in this formula is determined by the past history of the process,
Xl, . .. , Xm 1l through the go-ahead rule. Thus, only one out of M possible distributions
can obtain at any given time, and the go-ahead rule is the mechanism that determines
which one. The probability of a block of m output symbols xl, ... , x is given by
(J1) (J2) (J )
p (l 1 ) ( (x 2 ) ... p m (Xm), where Jk depends on the output symbols xl, ... , Xk1.
To illustrate the breadth of this definition, we note that any finite-order, discrete,
stationary Markov process is a channel process. For a kth-order Markov process, the
channel input symbols may be taken to be the set of all sequences of output symbols from
the Markov process of length k, and the channel output symbols may be taken to be the
set of output symbols from the Markov process. The channel transition probabilities
are defined to be the Markov-process transition probabilities P(Xm Xm_ 1 . .. Xm-k).
The go-ahead rule consists in remembering the last k output symbols from the channel,
and then choosing the corresponding channel input symbol. (A slight broadening of our
definition of channel processes is necessary if we want the argument given above to
encompass Markov processes whose initial state is chosen according to some a priori
distribution.) The converse of this statement is not true; not every channel process is
a finite-order Markov process.
2.2 A LIMIT THEOREM
Channel processes behave, in some respects, much as independent processes do.
In particular, if f(x) is a real valued function of a single output symbol x of the process,
m
it is possible to make rather strong statements about the behavior of m f(xi) for
i=1
large m. Before stating the theorem that we have in mind, we define a function cj(x)
by means of the formula,
1 if the input symbol that produced
the output x was symbol j
cj(X) =
0 otherwise
8
The notation cj(x) is somewhat deceiving because cj(x) is actually a function of the
entire past history of the process, and is not a function of the single output symbol x.
This slight abuse of notation will not, however, lead to any confusion in the sequel. In
terms of this definition, we see that the expression
m
= c(xi)i i=l I
defines mj as the number of times input symbol j was sent when output sequence
x 1, . ., xm was received. If we are now given a set of M functions of a single output
symbol fj(x), one for each of the possible input symbols, we can state the following
theorem of Shannon (7).
THEOREM 1. Given any E > 0, there exists a g > 0 such that for all n,
m M M
P i=l cj(xi) fj(xi) - m Ej(fj) > m Zegm
where
Ej(fj) = p(i)(x) f(x)
The proof of this theorem rests on the following lemma.
LEMMA 1. Let y denote a real, discrete, random variable whose range consists
of the points y 1' ... YN and whose expected value is zero. It follows that the moment-
generating function of y, defined by
N yis
G(s) = E p(yi) e
i=l
for all real s
satisfies the inequality G(s) G*(s), where
G*(s) = 1 eas +1 e-as2 2
and
a > maxilYil
Note carefully that G(s) does not depend on p(yi).
PROOF OF LEMMA 1. For each i there exists a real number qi' 0 < qi 1, with
the property that Yi = qa + (l-q i )(-a). It now follows from the convexity of the function
e s that
SYi s[gia-( -gi)a]
e = e < gi e a s + (l-g i ) e-as
Therefore,
9
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G(s) < X
i=l
P(Yi) [gieaS+( 1-gi)e as]
The truth of lemma 1 now follows from the identities
N
P(Yi ) gi = -a i P(Yi)[Yi+(l-g i)a] =
i= 1
N
P(i)( 1-gi)
i=l
N
P(Yi ) gi +
i= 1
N
P(Yi)( - g i ) = 1i=l 1
PROOF OF THEOREM 1. We first note that the random variable defined by
M
g(x) = cj(x)[fj(x)-Ej(fj)]
i=has the property that for any m,
has the property that for any m,
g(xm) P(Xm Xml, ... X) = 0 for all xm- 1, , x
This equation follows directly from the fact that the probability of x_,
(j )
Xm1, ... xl, is equal to p (xm), where the m depends on Xml,
the go-ahead rule. We now compute the moment-generating function.
G(s) =
given
11l
. ., x1, through
sF
m
Xl, Xm
where
m
Fm I g(x i )i= 1
It follows from lemma 1 that
sg(x1)
p(xl) e . . .
m
P(xmIXm_ 1 , ., x l ) 
sg(x) G*s
< [G(s)]m
G(s) = 2eas +1 e -as2 2
and
a = maxxIg(x)l
10
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i= 1
and
X
m
G(s) = 
X1
where
Next, we note that
G(s) = E e Fm i uL] P(U)
for any set of sequences U. In particular, we choose U to be the set defined by
U = {F >me}
It now follows that
G(s) esmE P(U), s 
or
P(U) < eg(s) - smE s > 0
where g(s) = log G(s). Therefore
P(U) < em [g*(s) - s E] 5> O
where g (s) = log G*(s).
dg (O)
A simple calculation now shows that ds > 0, from which it follows that an
s > 0 can be found for which g (s) - se < O. Therefore, there exists a g > 0 for which
P{F >m E} < e-gm
m
A repetition of the preceding argument, with the use of -Fm instead of F m , yields the
result
P{F <-mE} < e- gm
m
for some g > 0. Combining these two results completes the proof of theorem 1.
An important special case of theorem 1 - which we shall make use of in the sequel -
is obtained by defining
fj(x) = -log p(j)(x)
It follows directly from this definition that
m M
E E cj(xi) fj(xi) = log p-l(xl,., xm)
and that
E.(f.) = -E p()(x) log p(J)(x) = H(j )
J X
where H(j ) denotes the entropy of the output process when only input symbol j is used.
11
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Theorem 1 now reads
lomgp (x X) Z H(i) > E}2e - g (4)m m
j=1
for some g > 0. The importance of this theorem lies in the fact that it gives us some
precise information about how the go-ahead rule controls the behavior of the probability
of blocks of output symbols when m is large.
2.3 CHANNEL PROCESSES WITH A STOPPING RULE
At this point, we must study how the addition of a stopping rule to a channel process
affects the structure of the process. In particular, we shall be concerned with the
behavior of random variables of the form
n M
Fn = Cj(xi ) f.( xi )n i=1 j=1 i j
where cj(x) and fj(x) are as defined in section 2.2, and n = n(xl, x2 , ... ) denotes the ran-
dom variable that gives the termination length of the test when the sequence of output
symbols x, x2 , . .. is observed. Thus the only difference between the random vari-
ables to be considered in this section and those that were discussed in section 2.2 is
that the number of terms in the summation is now a random variable. We can now
state the following theorem.
THEOREM 2. If E(n) < o, then
Fn M M
E >l3 c(xi) fj(x i) = _ E(n) E(f
1 j=l j =
where nj denotes the number of times input symbol j was used before the process
terminated. For notational convenience, we have dropped the subscript T from the
pertinent expectation symbols.
This theorem was first proved by Wald (6) for the special case in which there is
only one channel input symbol. The only new thing in our version of this theorem is
the removal of this restriction.
PROOF OF THEOREM 2. We define
m
F = E cj(xi)[fj(xi)-Ej (fj)]
for any integer, or any integral valued random variable, m. We choose an integer N
and compute
N
E[FN] = >3 E{cj(xi)[fj(xi)-Ej(f)] = 0
i= 1
12
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in which the last equality follows directly from the definitions of the quantities involved.
The next step is to note that
E[FN] = E[FN In<N] P{n<N} + E[FNIn>N] p{n>N}
However,
E[FN n>N]P{n>N} _< NA P{n>N}
where A = maxxIfj(x)-Ej(fj)I < oo. Since E(n) < oo, it follows that
lim N N P{n>N} = 0
We can now conclude that
limN E[FN In>N] P{n>N} = 0
and, furthermore, since E[FN] = 0,
limN E[FN In<N] p{n-N} = 0
We now introduce the random variable F = F N - Fn. Note that if n < N,n N n
N
F' = E cj(x)[fj(xi)-Ej(fj) ]
n i=n+ 1 
and, furthermore, the discreteness of the process and the fact that E(n) < oo imply that
both E[FN] and E[Fn] exist. We now write
E[FN n n<N] = E[Fn n<N] + E[Fn| n<N]
and note that the second term on the right vanishes.
random variable n depends only on the past of the
sequence xl, x 2 , ... is contained in the set {n-<N},
that agrees with xl, x2 , . .. in the first n = n(xl, x2,
in the set {n-<N}. Therefore, for any fixed m < N,
are used in forming the sum F, and it follows that
We have now shown that
This follows from the fact that the
output. In other words, if the
then any other sequence yl, y 2 , ...
... ) places will also be contained
all possible values of xm+l1 ..., xN
E[Fn' In<N] = 0.
limN E[Fn I n<N] p[n<N] = 
However, by definition, the left-hand side is equal to E[Fn], and it follows that E[Fn] = 0.
In other words,
E cic(xi) fj(xi) = E(nj) Ej(fj)
If we now sum over j, we obtain theorem 2.
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A particular version of theorem 2 that we shall need later can be obtained by setting
f.(x) = -log p(J)(x). Theorem 2 then reads
M
E[log p (xl, *., xn)] = E(nj) H( j ) (5)
j=l 
in which the same notation that was employed in section 2.2 is used. In Section III, Eq. 5
will be used to obtain a relationship between the probability of error and the expected
length associated with any test for the channel N-chotomy.
Some additional insight into the meaning of theorem 2 can be obtained by pointing out
its relationship to the theory of random walks. Consider, for this purpose, a one-
dimensional walk defined as follows: We are given a discrete space X, a set of M prob-
ability distributions p(j)(x) over X, a set of M real valued functions f(j)(x) defined on X,
and a mapping g(y) of the real line Y into the set of integers 1, 2, . . ., M. The random
walk starts from the origin by taking a step of length f (x) with probability p (x),
where l = g(O). After m steps have been taken, an m + 1th step of length fm) (x) is
(Jm)
taken with probability p m (x), where m = g(Ym ) and Ym denotes the sum of the first
m steps. In other words, this is a random walk in which both the size of the allowable
steps and the probabilities with which these steps are taken depend on the location of the
point from which the step is to be taken. It can be easily verified that the sequence
Y1 Y2 ..''' is a channel process. If we now agree to stop the walk the first time we
progress A units, or more, to the right of the origin, or the first time we progress
B units, or more, to the left of the origin, we shall have a channel process on which a
stopping rule has been imposed. Theorem 2 can now be translated to yield the state-
ment: If the average length of the random walk is finite, it is equal to the sum over j
of the average length of a type-j step multiplied by the average number of times we took
a type-j step. A type-j step is, of course, a step taken from a point y on the line for
which g(y) = j. From this viewpoint, the truth of theorem 2 seems intuitively obvious.
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III. ASYMPTOTIC BEHAVIOR
3. 1 INTRODUCTION
Now that we have obtained some understanding of channel processes, we can go on
to attack the main problem - the asymptotic behavior of Bayes tests. To accomplish
this end, we shall first derive an asymptotic lower bound for the probability of error
obtainable with any test having a finite expected length. After having established this
bound, we shall then show that there exist tests which achieve it. The proof of this fact
will be carried out by actually exhibiting a test that has the required asymptotic behav-
ior. Since the proofs are somewhat lengthy, it is a good idea to state the final result
in advance. If P and E(n) denote the probability of error and the expected length of
a given test (the subscript T has been dropped for notational convenience), then, as we
shall show,
log p-1
lim I
E(n)
as E(n) - c, where I is some positive number that can be computed from the given
channel parameters. An explicit formula for I will be included, together with the proof
of this statement.
3.2 AN ASYMPTOTIC LOWER BOUND
Before formally stating and proving the theorems that we have in mind, we introduce
some useful notation.
As part of the definition of a channel N-chotomy we are given N sets of channel
transition probabilities, p)(x), i = 1, . . ., N, j = 1, M. In terms of these transi-
tion probabilities, we define the quantities
-Z ?)(x (6)Hik i (x) log Pk()x (6)
X
we shall refer to ik as the i-k cross entropy for channel input symbol j. Next, we
let {aj} = {a l l . .. , aM} denote any probability distribution with M terms, and we define
M
Ii = maX{a.} minki I (7j)
1 {j =l ik 
where
I(i) = H() - H(J)ik ik ii
In Section I, we stated that, in order to avoid certain obvious pathologies, we would only
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consider channel N-chotomies for which p?)(x) = if, and only if, p)(x) = 0 for all k.
If we make use of this fact, it follows that Hj) < o, and therefore I. < co. Finally, it isik 1
an almost trivial exercise to show that H( H (j ) and that the equality holds if, and onlyii ik
if, pj)(x) = pk)(x) for all x. It now follows directly from the "separability" assumption
of Section I that Iik > 0 for all k i and all j, and, then, from this it follows that Ii > 0.
Now that these facts have been established, we can state the following theorem.
THEOREM 3. Given any E > 0 there exists an A > 0 such that any test for the chan-
nel N-chotomy that satisfies A < E(n) < oo also satisfies
log P1
e I(1+e) (8)
E(n)
where
N N i
i= 1 i
PROOF OF THEOREM 3. We shall prove that relation 8 holds for the Bayes test
associated with the loss level Pe. Since, for any given Pe, the Bayes test has the
smallest possible E(n), it will follow that relation 8 holds for any test that has a finite
expected length. Throughout this proof, subscripts on probabilities and expectations
will refer to the fact that these quantities are to be computed from the probability dis-
tributions that obtain when the channel corresponding to the subscript is actually pres-
ent. All quantities referring to a specific test, such as Pe, E(n), and so on, will be
understood to refer to the optimum (Bayes) test.
To begin the proof, we define Qi' for i = 1, ... , N, to be the set of all (infinite)
sequences of channel output sequences that lead to the decision that channel i is present.
It then follows that
Ei kn Q Pk(Qi)
- Pi(Q)
and (9)
_kn I- _ Pk(Qi)
Pi(QdP in i P(Q.)
where Qi denotes the complement of Qi' P(Qi) denotes the probability of set Qi when
channel i is present, and Pin is a condensed notation for Pi(xl, ... , Xn). To avoid any
possible misunderstandings that might arise from our notation, we remark that the
symbol E[Pkn/pin IQi] denotes the sum of the quantity Pkn/Pin weighted by the proba-
bility Pin/Pi(Qi) over the set Qi. The relationships Eqs. 9 are thus seen to be trivial
consequences of the definition of conditional expectation.
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Now, since a Bayes test has the property that E(n), and thus Ei(n), are finite, we
can apply theorem 2 in a form similar to that given by Eq. 5 to obtain
Ei[l o g Pkn]= j Enj) Hik (10)
From Eq. 10 it follows that
Ei og Pkn] j Ei) j) (11)
Pin j=l
Next, we make use of Jensen's inequality, which states that for any random variable
u, E (log u) < log E(u), to obtain
Eilog pkj Eilog pji Pn Q i(Qi + E i og Pi iknl Pi(Qi)
Pin Pin Pi
P i(Qi) log E Lp Qi + Pi(Qi) log Ei -iQ
Pk(Qi ) Pk(Qi)
Pi(Qi) log p(Qi) + Pi(Qi ) log (
By means of some elementary inequalities, we can transform this expression to read
Eiog Pkin i(Qi ) log P (Qi) + log 2
Next, we note the obvious relationships
Pek > Pk(Qi ), k i
and
Pei 1 - Pi(Qi)
where, as usual, Pei denotes the probability of error, given that channel i is present.
Since the Bayes tests surely have the property that their expected length increases with-
out bound as the probability of error goes to zero, it follows that given any E > 0, there
exists an A with the property that any Bayes test satisfying P(n) A also satisfies
EPek 1 + E' k = 1, ... , N. Therefore, we can write
E. ogPkn 1+E logP +logZEiF·· p < 1 + log Pek 
for k i and E(n) > A. This result can now be used to bound the left-hand side of Eq. 11
to yield
17
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ik Ei(n;) - +E Ilog 2 Pek
j=l 1
or
Pek > exp(l1+E) Ei(nj) ik)j=l
Since the last inequality holds for k i, we can sum over i, with the result that
2 Pek N iexp (1+E) Ei(nj) Iiki*k j=l
which can then be averaged with respect to the a priori distribution, which, in turn,
yields the inequality
e>2N 1 l ki > k exp -(1+e) Ei (nj) I(J)
I N M 
2 N M(j) Ei(nj)1 N exp (M+) Ei(n) ) 1 11=1~~~ ki j=1 E i(n)
which is valid for E(n) > A.
Now, we notice that if we delete all the terms in the k i summation except the one
with the least negative exponent, we shall obtain an even smaller lower bound. Thus
N M E.(n.)
e 2N 1'' jex[- +ik E.(n) E(12)j=l 1
where I = min.i i (We tacitly assume throughout this report that the a priori dis-
tribution is not degenerate because, if it were, we would actually have an (N-1)-chotomy,
or lower.)
.th
Next, we minimize the 1 exponent in relation 12 with respect to the variables
M
Ei(nj)/Ei(n), j = 1, ., M, subject to the constraint Ei(n)/Ei(n) = 1, and obtain
the result j
* N
P >2 1 exp[-(l+E,)I.Ei(n)] (13)
e 2N .=
where I is the quantity defined previously.
The final step in the proof is to minimize the right-hand side of relation 13 with
N
respect to the variables Ei(n), i = 1, ... , N, subject to the constraint > ~Ei(n) = E(n).
The details of this minimization problem are carried out in Appendix A, and the result
given there is
18
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P > e- ( l+ E ) I E ( n )e 2N
where
N
i= 1 1
We have now shown that corresponding to any E > 0, there is an A with the property
that E(n) > A implies
log P-1 log [2N/ *]
E(n) (+E) I + E(n)
Since E(n) can be made arbitrarily large, the validity of theorem 3 follows.
3.3 THE EFFICIENCY OF A TEST
Theorem 3 is of fundamental importance in the design of tests for the channel
N-chotomy because it gives a measure of the ultimate performance that can be expected
from any test. Stated somewhat loosely, theorem 3 tells us that any test that achieves
a probability of error Pe must require, on the average, at least log Pel/I observa-
tions. Thus the quantity I provides an absolute standard of performance that can be
used to judge the merit of any particular test for which E(n) is sufficiently large.
In the light of the preceding discussion, it seems reasonable to define the efficiency
of a particular test to be the quantity
log P 1
e
eT IE(n)
where P and E(n) are to be computed with respect to the test T. Theorem 3 provides
e
us with partial justification for the use of the word "efficiency" in connection with the
quantity eT because it states that no long test can have an efficiency essentially greater
than unity.
3.4 AN ASYMPTOTIC UPPER BOUND
The question that naturally arises is whether or not there exist tests with efficien-
cies arbitrarily close to unity. An affirmative answer, providing full justification for
the definition of efficiency, is given by the following theorem.
THEOREM 4. Given any E > 0, there exist tests with arbitrarily large expected
lengths for which
log P 1
e > I(1-E)E(n)
In particular, the Bayes test has this property, provided only that its expected
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length is sufficiently large.
PROOF OF THEOREM 4. The method of proof will be to actually construct a test
having the desired property. The test that we have in mind is defined by the following
go-ahead, stopping, and decision rules.
(a) The Go-Ahead Rule
A solution of the maximin problem given by Eq. 7 consists of an integer k(i), and
an M term probability distribution {a ij} having the property that
M
= 
) a i = ,...,N (14)
The k(i) and a.i defined by Eqs. 7 and 14 may not be unique, and this complicates the
argument somewhat. If the solution is not unique, we pick for the aij to be used in the
following argument any set that satisfies Eq. 14. Corresponding to this choice of the
aij, there will be one or more integers k(i); we denote the set of all of these integers
by S.. This freedom of choice of the a.i in the case of multiple solutions may actually
be to our advantage, in some cases, because one set of a.i may lead to a much simpler
test than another, as will soon become apparent.
We are going to assume that the ai are all rational numbers, and therefore repre-
sentable in the form aij = rij/r, where the rij and r are integers. In case the aij were
not rational, they could be replaced by rationals without altering the right-hand side of
Eq. 14 by more than any preassigned . The replacement of I i by I i i E in no way
alters the theorem we are trying to prove; therefore the assumption of rationality does
not imply a loss of generality.
The go-ahead rule examines the a posteriori distribution {im} at every r h step,
and then decides what the next r input symbols are to be in the following way. If im
is the maximum component of { im}, then input symbol 1 is sent ril times, input sym-
bol 2 is sent rig times, and, finally, input symbol M is sent riM times during the
course of the next r observations. This works out exactly right because of the fact
M
that r = r.
j=l 1
(b) The Stopping and Decision Rules
The stopping rule is much simpler to describe than the go-ahead rule. We select
a number 6, 0 < 6 < 1, and then agree to stop the test the first time any component of
the a posteriori distribution {im} rises above the threshold level 1 - 6. For reasons
of analytical simplicity, we shall assume that the a posteriori distribution is only exam-
ined every rth step so that the termination length of the test is always an integral mul-
tiple of r. The decision rule corresponding to this stopping rule consists of guessing
that channel i is present if im is the component of {im} that caused the test to stop.
We shall now proceed to show that as long as 6 is chosen sufficiently small, the
test just defined will have the desired behavior. The first fact to note in this connec-
tion is that P is obviously less than or equal to 6, as long as it can be shown that the
e
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test terminates with probability one. That this is indeed the case follows from the fact
that E(n) is finite; this will be demonstrated in the course of the proof.
The bulk of the following argument will be concerned with obtaining upper and lower
bounds for probability ratios of the form Pkm/Pim
.
The motivation for this is the fact
that the a posteriori distribution { im} can be written in the form
= + ~k Pkm] (15)
imk*i i PimJ
so that anything we know about the behavior of Pkm/Pim can be used to tell us some-
thing about the behavior of the a posteriori distribution, and vice versa. In the discus-
sion that follows, the integer i is some fixed integer between 1 and N.
The first fact that we need can be obtained as a special case of theorem 1. More
precisely, it follows from theorem 1 that given any E > 0, there exists a g > 0 for which
log km Mmj ) >g
j=l m ikp~ m'~ {as X m H(.ik >Ef } 2 e gm (16)
The technique used here is similar to that used in deriving Eq. 4.
If we start from Eq. 16, it is possible to show that
i. E(n) is finite.
ii. Given E > 0, there exists a g > 0 and an mo with the property that m > mo
implies
Pi 2 A> E A e-gm{ m r
where A is some constant. The g in this theorem can obviously be made equal to the
g in Eq. 16, simply by using the smaller of the two in both places.
iii. Given any E > 0, there exists a 6 > 0 with the property that 6 60 implies
Ei(nj ) rij
Ei(n) ( 1- E) r
The proofs of these statements are given in Appendix B.
We can now combine Eq. 16 and result (ii) to obtain the result that given any E > 0,
there exists an m with the property that m > mo implies
Pi log - 1 M r1 I· E2 1 iB,-gm (17)
where B is some constant. If w e let m (17)
where B is some constant. If we let Rim denote the set of sequences of channel out-
put symbols defined by
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N -1 r..N log Pkm H(j) 13
R. H= log<-i{m k=l m ik r 2j=l
it follows from relation 17 that m > mo implies
Pi(Rim) - B e-gm
(18)
(19)
where Rim denotes the complement of Rim
We have succeeded, thus far, in showing that the set Rim contains an overwhelming
majority of the channel output sequences if channel i is present, and if m is large.
We now complete this phase of the analysis by showing that sequences in Rim behave
in a very simple manner. Indeed, for any sequence in Rim and m m 0o, it follows
that for any k,
(20)exp m ( ) ] kmexp -m _7 (I(j) k 1 ., Pj= ik Pim
from which it is easily seen that
ak Pkm
kii i Pim
1+
1k(i) Pk(i), m
Si Pim
exp -m E (I(k)-E) r]j=l ik rik(ik~i, k(i) ti
ak(i)
i exp1
M
mE
j=l
r..
ik(i) + r ik(i) / r j
= 1 + exp -m
kti, k(i) k(i) L
+ mI.j (J)_26) 1J1 (ik / r
for any k(i) in Si . The
Those terms of the sum
because for such values
last equality follows directly from the definitions of Ii and S..
in Eq. 21 for which k is not in Si all have negative exponents
of k,
r.
I < E I(j) Ii j= ik r
The remaining terms in the sum can be bounded above by an expression of the form
C exp(2mE). It now follows that if m > mo,
k Pkm k(i) Pk(i),m2m
k i 1 i .i Pim i kki i
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(22)
(21)
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M r..
_< xp in (Ij)-) 1
for all sequences in Rim. Inequality 22 can obviously be replaced by
Z gk Pkm < D e 2 m E Pk(i),m (23)
kfi i Pim Pim
where D is some positive constant. An analogous argument can be used to derive a
lower bound similar to Eq. 23, except for a minus sign in front of the E. In other words,
the logarithm of the left-hand side of Eq. 23 divided by m behaves essentially like the
logarithm of Pk(i), m/Pim divided by m, provided only that the pertinent sequences of
channel symbols are in the set Rim, and that m is large. This fact is the crux of our
entire argument.
It is a direct consequence of Eq. 20 that the probability ratios Pkm/Pi m approach
zero with increasing m for sequences in Rim. It follows that we can choose an m
3
sufficiently large that m > mo implies that im >_ for all sequences in Rim. This
is the last condition that we are going to impose on mo , hence we can now choose the 6
for our test sufficiently small to force the minimum length at which the test can termi-
nate to be greater than mo. This can always be done, since there are only a finite num-
ber of channel output symbols. As a result of this choice of 6, we can say that any
(infinite) channel output sequence x that is contained in the set Rin(x ), where n(x)
denotes the termination length of the test when x is the output sequence, has the prop-
erty that it leads to the decision that channel i is the channel present.
We have now assembled enough information about the proposed test to enable us to
begin the final phase of the proof. Our main tool for this purpose will be a special case
of theorem 2, which reads
Eiiog _)] - Ei(nj) ik(i) (24)
in j 1 ij=l
The derivation of Eq. 24 follows the same lines as the derivation of Eq. 5.
We are now going to place bounds on both sides of Eq. 24, as follows: If x denotes
an (infinite) channel output sequence that is contained in the set Rin(x ), then x leads to
the decision that channel i is present, and it follows that in > 1 - 6, and therefore
that i, n < 1 - 6. Equation 15 tells us that this implies that
1, n-r
Z k Pk,n-r> 8
kZi i Pi, n-r 1 6
which, after we have applied Eq. 23, yields
D e2(n-r)E Pk(i), n-r > 6 (25)
Pi, n-r 1 - f
Inequality 25 can be rewritten in the form
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k(i), n-r 5log Pk(i), n-r > log 1 - 6 log D - 2(n-r) E
Pi, n-r
Since there are only a finite number of output symbols,
= min
1 X,
(j)
Pk(i)
j log p)()
exists, and we obtain
log k(i) n log 1 6 log
Pin -
which can be rewritten in the form
log Pk(i), n > log - 2n + E
Pin
D + ri - 2(n-r) E
where E is some positive constant.
We can now bound the left-hand side of Eq. 24 by writing
Pk(i)nln= m, Rim
Pin Pi{n=m, Rim}
+ E og Pk(i), nn = n
00oo
> E [log 6 + E - 2m]
m=O
1, Rim Pin=mRim j
Pi{n=m, Rim} +
> log + F - 26 Ei(n) (29
where F denotes some positive constant. In deriving relation 29 use was made of the
easily verified fact that i is negative.
The last step in the proof consists in applying result (iii) to the right-hand side of
Eq. 24 to obtain the fact that, for small 6,
M
- X Ei(n) ik(i) -(1-) I E(n) (30j=1
Relation 30 combined with relation 29 yields
log 6 + F - 2E Ei(n) _< -(1-E) I i Ei(n) (31
The fact that P < 56 can now be used to rewrite relation 31 in the form
e
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(26)
(27)
(28)
m=oo
m=O
E i og
00
B . E
m=0
me-gme
III I
A)
)
)
E i Og ~) Pin 
log Pe _< -Ei(n)[(1-E)Ii-2E] - F (32)
which, we recall, is valid for all sufficiently small 6. Since E is arbitrary, and since
Ei(n) -oo as 6 - 0, it follows from relation 32 that we can find a 6o with the property
that 6 < O implies
log P 1
Ei(n) i
Relation 33 holds for all i; therefore it follows that to every E > 0 there corresponds
a 6 > 0 with the property that < 60 implies
log P
e I(1-E)
E(n)
where
N i1 No Hi
i - i ' Ii
COROLLARY 1. The Bayes tests have the property that
log P 1
e
E(n)
as E(n)- oo.
COROLLARY 2. Given any loss function L(i, k) with the property that L(i, k) > 0 if,
and only if, i k, the Bayes tests have the property that
-log E(L)
E(n)
as E(n) - oo.
PROOF OF COROLLARY 2. The proof follows immediately from the inequalities
_L (i, k) L(i, k) < L (i, k)
where
L = maxi k L(i, k)
L = mini k L(i, k)
and (i, k) is defined by Eq. 1.
Analogs of the last two theorems hold for more general loss functions than we have
considered (8). We omit the detailed proofs, since they entail only slight modifications
of those already given.
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IV. CONCLUDING REMARKS
4.1 COMMENTS ON THEOREM 4
In proving theorem 4 we constructed a test that was asymptotically optimum in the
sense that its efficiency approached unity as its expected length increased. There is
one other aspect of this test that deserves special attention; this is the fact that the test
structure is independent of the a priori distribution. In fact, the entire test is charac-
terized by the number 6 which defines the stopping threshold, so that specifying the
allowable probability of error of the test completely determines it. The Bayes test does
not enjoy this independence of the a priori distribution, and thus we see that our asymp-
totically efficient test has at least the advantage of increased simplicity to compensate
for the fact that it is not the best possible test. It is also gratifying to know that even
though we have assumed the existence of an a priori distribution, it is possible to find
tests whose behavior is near the optimum, in some sense, but whose structure is inde-
pendent of this distribution. Viewed in this light, the objections that have been raised
against the use of a priori distributions become much less serious than they would be
if the structure of any "good" test depended very heavily on the particular a priori dis-
tribution chosen.
4.2 VARIABLE-DURATION CHANNEL SYMBOLS
The foregoing discussion has been concerned with the structure of Bayes tests,
which, it will be recalled, were defined as those tests having the smallest expected
length commensurate with a given probability of error. When defining the expected
length of a test, we tacitly assumed that the length of time it takes to make a single
observation of the channel is independent of which particular channel input symbol is
used. In this section, we shall remove this restriction and consider channels for which
a single observation with the use of channel input symbol j takes t. units of time.
(Another common usage is to refer to t as the "cost" of performing experiment num-
ber j.) The duration of a sequence of m observations is defined as
M
t = t. m.
j=l J J
where, as usual, m. denotes the number of times channel input j was used in the course
of m observations. In accordance with this definition of test duration, we define a
Bayes test to be any test that minimizes E(t) for a given value of Pe
The large-sample behavior of this extended class of Bayes tests can be analyzed,
theorem for theorem, by the methods developed in Sections II and III. In particular, it
is an almost trivial exercise to verify that theorems 3 and 4 hold exactly as before
if E(n) is replaced by E(t) and if the value of I is defined by
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1 N iI i=1 Ii
where
M I(j)
I = max mink i. tik a{aij k i
and a is a probability distribution on j for each i.
4.3 SUGGESTIONS FOR FURTHER RESEARCH
The large-sample theory developed in this report has several important drawbacks
and should be regarded only as a first step toward a complete understanding of the
asymptotic behavior of sequential decision processes. The most serious drawback is
the fact that the theory does not yield any information concerning how large the expected
length of a test must be in order to insure that the behavior of the probability of error
is close to the large-sample limit predicted by the theory. What is needed here are
sharp upper and lower bounds (rather than only asymptotic upper and lower bounds) on
-1
the behavior of log Pe or, better still, bounds on Pe itself. Also, it would be very
worth while to attempt to determine the asymptotic behavior of Pe, in the hope that such
a study would yield some simple tests whose large-sample Pe behavior was optimum. A
successful investigation along these lines would constitute a fairly complete solution to
the problem of large-sample test design.
An interesting question about which very little is known deals with the effect of
truncating the length of a Bayes test by placing an upper bound on the number of observa-
tions to be made. Since no practical application of the tests described in this report
can be made without some form of truncation, it is essential to determine to what extent
truncation alters the probability of error and the expected length of the nontruncated
test. A possible attack on this problem would be to attempt to determine the large-
sample distribution on the termination length n. This information could then be used
to determine, among other things, where to set the truncation level so as to obtain a
truncated test whose behavior differs but little from that of the nontruncated test.
Another valuable line of research would be to extend the results of this report to
channels with a continuum of output symbols. The interest in such channels is far from
being purely academic; it stems from a desire to attack some of the many practical
problems which, it seems, are most easily couched in terms of continuous distributions.
Judging from the discrete theory, it appears that the hypotheses necessary to obtain
continuous analogs of theorems 3 and 4 will take the form of restrictions on the manner
in which the probability ratios pk(j)(x)/Pii)(x) approach infinity, when they do so. The
case for which all of the probability ratios remain bounded seems to present no diffi-
culties over and above the discrete case; but this type of restriction excludes from
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consideration many of the really interesting distributions such as the Gaussian.
This report has been concerned exclusively with sequential tests, rather than with
the older fixed-length tests that dominated the scene until the appearance of Wald's
pioneering papers on sequential analysis. A fixed-length test is defined exactly as
the tests described in Section I, except for the fact that the stopping rule is chosen in
such a manner that the test always requires the same number of observations, regard-
less of what the results of these observations are. The (sequential) Bayes test that we
have analyzed is obviously a better test than the fixed-length Bayes test, in the sense
that the sequential test requires, on the average, fewer observations to achieve a
given probability of error than the fixed-length test. However, since the sequential
test is more difficult to implement than the fixed-length test, it is natural to ask how
much better- the sequential test is, so that we can judge whether the improved per-
formance is worth the effort. No really definitive answers to this qestion have yet
been obtained, except in the case of a one-input-symbol dichotomy (9). This-special
case indicates that the large-sample efficiency of the fixed-length test is considerably
smaller than that of the sequential test, and there is every reason to suspect that this
is true in general.
As a final remark, we should like to say a few words about some of the possible
applications of the theory developed in this report. The original motivation for the
present study of sequential decision theory came from a desire to investigate the
problem of communication over noisy channels whose statistics are unknown at both
the transmitter and receiver. A reasonable way of attacking this problem seems
to be to divide the transmitting time into two parts: the first part to be used for
measuring the channel statistics; and the second part to be used for transmitting
information. By means of such an arrangement, the statistical knowledge gained
as a result of the initial measurement can be used to combat the noise present when
the information-bearing signal is sent. These considerations suggest that the study
of ways and means for efficiently measuring channel statistics may perhaps provide
valuable insight into some important, and still unsolved, communication problems.
Another more direct application arises in connection with the design of radar
systems. The basic radar problem may be looked at as a channel-measurement
problem, in which the channel statistics are determined by the ranges and velocities
of the targets present and the channel input symbols are determined by the different
waveforms which the radar can transmit. It is well known (10) that the shape of
the transmitted waveform governs the radar's ability to resolve different targets.
For example, a short pulse is excellent for discriminating between targets that are
close in range, but very poor for targets that are close in velocity; and a long
pulse has exactly the opposite effect. A great deal of effort has been expended on
the problem of designing radar waveforms that are suitable for various purposes,
but, apparently, very little consideration has been given to the possibility of making
a group of waveforms available at the transmitter, and then letting the transmitter
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decide, on the basis of the received data, which waveforms to employ, and in what
order to employ them in order to best resolve the targets present. The theory
developed in this report seems ideally suited for handling this problem.
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APPENDIX A
DETAILS OF THE PROOF OF THEOREM 3
We wish to minimize the expression
N -a.x.
e 1 1
i=l 1
subject to the constraint
N
i=1 1
To this end, we use the method of Lagrange multipliers, and proceed to minimize the
expression
N r-a.x.
l+ k~ixii=le 1 i
The equations for the minimum are
-a.x.
-a. e + O, i= 1,... N
and their solution is
x. =a log a
The value of X is determined from the constraint equation by writing
The value of X is determined from the constraint equation by writing
N h.
_- i log 1
i=1 1i 
from which it follows that
-log X a +
i=l i
where A is some constant. It now follows that
-a.x. _-1
e = - B exp
a t in a iLi1
and that the desired minimum is of the form
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C exp N
i=l aii
where B and C are constants.
It is now obvious that if the constraint equation is replaced by
N
z i xi =x
i=l
then the minimum is of the form
C exp Iai 
31
_
APPENDIX B
DETAILS OF THE PROOF OF THEOREM 4
(a) Proof of Result (i)
Let Sim denote the set of channel output sequences defined by
-1 j=N log Pkm ZH }
im k=l m j=l m ik
It now follows from relation 16 that
Pi(Sim) - 2N egm
For any sequence in Sim'
Pkm < exp -M I (j)- 2E) mj
Pim 1 iJ
and it is seen that the ratio Pkm/Pim, for i k, can be made as small as desired,
uniformly over Sim, simply by choosing m sufficiently large. (Recall that the assump-
tions of Section I imply that I > 0 if i * k.) In particular, the integer mo can be
chosen sufficiently large that sequences in Sim have the property that the a posteriori
distribution {(im} satisfies im > 4 if m m . This value of m will be used in
the proof of results (ii) and (iii). For the proof of result (i) we choose an m' large0
enough so that for m > m o , all sequences in Sim have the property that im > 1 - 6,
where 1 - is the threshold level defined by the stopping rule for the test. As a con-
sequence of this choice of m, it follows that if x denotes an output sequence that ter-
minates the test at step m, and if m > m' + r, then x must be contained in the set0
S. because all sequences in S. terminate the test at step m - r, or earlier.1, m-r 1, m-r
Therefore, we can write
Pi.{n=m} Pi(S ) 2N e gm m m' + r
and use this fact to compute
m' +r-1
00oo 0 00
Ei(n) = E mPi{n=m} = E mPi{n=m} + E mPi{n=m}
m=0 m=m' +r
o
m' +r-1
< Ez mPi{n=m} + m e<g(mr)
m=O m=m +r
0
from which it follows at once that E(n) is finite.
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(b) Proof of Result (ii)
It is obvious that for m > m' + r,
0
Pi{ im<l-0} < Pi(Sim) Z 2N eg( )
In other words, im converges in probability Pi to unity. It can be shown (11) that im
converges almost everywhere (with respect to Pi) to some random variable, and it
follows at once that this random variable must be the constant unity. From these facts,
it follows that im eventually becomes the maximum component of {im } , and remains
so for all succeeding m. It is now obvious from the definition of the go-ahead rule that
mj/m converges almost everywhere to rij/r (with respect to Pi). It now follows, of
course, that im converges in probability P to ri /r. All that remains to be done is
to estimate the rapidity of convergence. To do this, we define Tim as the set of all
output sequences for which im is the maximum component of It follows that
if m > m o , Tim D Sim, and therefore that
P(Tim) < P.(S. ) s ZN egm
Next, we define
ik Ti,k-l n Tik nTi, k+l n ...
which means that Vik is the set of all sequences for which .im becomes the maximum
component of }im} at the k t h step, and remains so for all succeeding steps. It is
obvious that
Pi(Vik) < ZN e- g( k- 1 ) if k m + 1
and
vik n Vj if k j
Now, any sequence in Vik satisfies
r.. m. r
m - k j _J m - k
m r m m r m
(m is assumed to be an integer multiple of r). This can be rewritten as
m. r k
_ r m
Therefore, if a sequence is in Vik and if k < [me] ([me] denotes the largest integer
contained in me), it follows that
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m.
m
m
r..ii
r
Result (ii) now follows from
i m
rj 
r k=O r
oo
k= [mE]+ 1
0o
k=[mE]+1
e-g[mE]
1 -e 
mj
P i m
r..
13
- - > E,
r Vk}
e-g(k
-
1 )
(c) Proof of Result (iii)
First, we define the set Vi to be
tim - l[Pi] implies that Pi(Vi) = 1.
00
n Vik
k=l
and then we note that the fact that
Therefore, result (iii) follows from
oo
Ei(nj ) = Ei(nj.V i ) =
k=1
r..
rii12
r
r..
r
Ei(nj Vik) Pi(Vik)
00
, Ei(n-k{Vik)Pk=l
r..1J o00
E (n) Z k]Ei(n) r k= 1
r..
rij
rKL'in
m -1
o
k=l
i(Vik)
?i(Vik)
oo
k- 
k=m
o
k e - g (k - 1) ]
r..
13
= [Ei(n)-A ]
where A is a constant independent of [and thus independent of Ei(n)].
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