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Opis:
Kvadrokopterji postajajo vse bolj dostopni in primerni za uporabo v različne
namene. S tem se veča tudi želja po bolj naravnem upravljanju teh naprav.
Eden najbolj naravnih načinov je upravljanje z gestami. Implementirajte
sistem sestavljen iz nizkocenovnega kvadrokopterja in pametnega mobilnega
telefona, ki bo omogočal upravljanje kvadrokopterja z gestami. Kvadrokopter
naj s kamero zajema video dogajanja, ki naj ga nato mobilni telefon obdela
in na njem detektira človeka in pozo njegovega telesa. Na osnovi ocenjene
poze naj razpozna gesto in njej ustrezno izda kvadrokopterju ukaz za premik.
Implementiran sistem tudi ustrezno preizkusite in evalvirajte.
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Povzetek
Cilj diplomske naloge je razviti rešitev za usmerjanje kvadrokopterja s pomočjo
telesnih gest. Rešitev smo implementirali v obliki mobilne aplikacije za ope-
racijski sistem Android. Uporabili smo kvadrokopter podjetja Ryze Robo-
tics, ki ponuja omrežni vmesnik, preko katerega ga je možno usmerjati ter
pridobivati video tok iz njegove vgrajene kamere. Naša implementacija je
strukturirana kot zaprta zanka, ki je zgrajena iz treh zaporednih faz oz. mo-
dulov — dekodiranja in pretvorbe slike v ustrezen format, ocene poze telesa
ter klasifikacije geste. Na podlagi rezultata tega cevovoda se določi akcija za
kvadrokopter, ki jo mora ta izvesti. Delovanje končne rešitve smo evalvirali
z merjenjem latenc posameznega dela zanke, kot tudi empirično na dejan-
skih primerih ukazovanja z gestami. Pokazali smo, da je naš sistem zmožen
upravljanja kvadrokopterja v praksi. Izpostavili smo posamezne težave, za
katere smo predlagali možne rešitve. Prvi tip težav se pojavi zaradi raznih
nejasnosti na vhodnih slikah. Te so rešljive s predprocesiranjem slike. Ostale
težave so povezane z arhitekturo modela za klasifikacijo gest, ki ni optimalna
za naš problem.




The goal of this thesis is to develop a solution for controlling a drone by
using body gestures. We developed the solution in the form of a mobile
application for Android devices. We used a Tello drone, produced by the
company Ryze Robotics. This drone offers a network interface for receiving
commands. It also has a built-in camera for capturing a video feed, which
can be streamed to a connected device. Our implementation is structured
as a closed loop, which contains three consecutive phases or modules. These
are image decoding, pose estimation and gesture classification. Based on
the results of the gesture classifier, a command is defined and issued to the
drone. We evaluated the analyzed system by measuring latencies across
modules of the loop and also by using empirical methods on actual examples
of controlling the drone with gestures. We demonstrated, that our is able
to function properly in practice. At the end we expose current issues of
our solution and suggest possible improvements. The first group of issues
occur because of ambiguities in the input images. These can be resolved by
preprocessing the image. The other issues are related to the gesture classifiers
architecture, which is not optimal for our problem.






Pametni telefoni postajajo vse zmogljiveǰsi. Na sodobnih pametnih telefonih
je običajno dovolj procesorske moči za izvajanje tudi najzahtevneǰsih progra-
mov, kot so recimo računalnǐske igre in modeli strojnega učenja. To odpira
nove možnosti za uporabnika, saj lahko stvari, za katere bi pred nekaj leti
potreboval stacionarni računalnik ali pa oddaljen strežnik, procesira na mo-
bilni napravi, dobesedno v žepu. S tem se omogoči uporaba strojnega učenja
in računalnǐskega vida na prostem, kjer pogosto ne najdemo stabilne viso-
kopasovne internetne povezave, da bi za procesiranje potrebovali strežnik.
Prav tako se lahko izognemo visoki latenci omrežja, ki je lahko ovira pri
marsikateri rešitvi. Dober primer sistemov, kjer bi lahko te prednosti izkori-
stili, so sistemi v realnem času, kjer je potrebno vhodne podatke čim hitreje
obdelati, da lahko pravilno reagirajo na spremembe okolja. Mi smo se za de-





Poskusov usmerjanja kvadrokopterja z gestami je bilo precej. Pri večini teh
del se je procesiranje zgodilo, ali na majhnem vgrajenem računalniku na
kvadrokopterju, ki je bil ponavadi prepočasen za izvajanje zahtevneǰsih mo-
delov, ali pa na stacionarnih oz. prenosnih osebnih računalnikih, ki imajo
omejeno mobilnost [18][16][5][17]. Ker je procesiranje, ki ga bomo uporabili
v našem sistemu, računsko precej zahtevno, implementacija na vgrajenem
računalniku, pritrjenim na kvadrokopter, odpade, saj bi le-ta moral biti do-
volj lahek, da majhnega kvadrokopterja, kot ga bomo uporabili, med letom
ne bi obremenjeval. Računalniki, ki so sposobni naše izbrane modele izvajati,
tehtajo vsaj 50 g, mi pa bi potrebovali računalnik, ki tehta pod 10 g. Takega
računalnika na trgu zaenkrat še ni (vsaj ne v nizkocenovni kategoriji). Pri
prenosnih osebnih računalnikih pa nastopi problem omejenosti gibanja, saj
takega računalnika ni možno enostavno uporabljati med hojo ali tekom, tako
da smo omejeni na radij brezžičnega signala ene lokacije. Na podlagi teh
razmislekov, lahko sklepamo, da mobilni telefoni nudijo najbolǰse razmerje
med zmogljivostjo in mobilnostjo.
Obstajajo tudi dela, kjer so video tok procesirali na mobilnih telefonih [14][31].
V njih so za manevriranje kvadrokopterja uporabili zgolj zaznavanje pred-
metov.
1.3 Cilj diplomske naloge
Cilj naše diplomske naloge je implementacija mobilne aplikacije, ki bo kva-
drokopter usmerjala na podlagi analize video toka, ki preko mreže prihaja
iz njegove vgrajene kamere. Na posameznih slikah video toka bo aplikacija
morala oceniti pozo osebe in klasificirati gesto, ki jo prikazuje. Uporabili
bomo dovolj zmogljiv mobilni telefon, ki bo sposoben v čim kraǰsem času
izvesti procesiranje nad posameznimi slikami video toka. Za olaǰsanje dela
smo si izbrali kvadrokopter, ki ima že vgrajen omrežni vmesnik za usmerjanje
in komunikacijo video toka. Cilj je, da bo naša rešitev sposobna z zadostno
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Slika 1.1: Shema naše rešitve.
natančnostjo klasificirati gesto, ki jo oseba pred kvadrokopterjem prikazuje,
ter na podlagi te klasifikacije na ustrezen način usmeriti kvadrokopter.
1.4 Oris rešitve
Za naš sistem potrebujemo dovolj zmogljiv, sodoben pametni telefon in kva-
drokopter s kamero in brezžičnim omrežnim vmesnikom. Kvadrokopter mora
biti sposoben preko omrežja poslušati ukaze in pošiljati video tok povezani
napravi. Na telefonu se bo izvajala mobilna aplikacija, ki bo vsebovala kom-
ponente za obdelovanja video toka, kot je prikazano na sliki 1.1.
Aplikacija bo za vsako sliko, ki jo prejme od kvadrokopterja, zaznala, če
je na njej oseba, ocenila njeno pozo s pomočjo detekcije položaja 14 telesnih
delov, nato pa na podlagi le-teh klasificirala gesto, ki jo te točke prikazujejo.
Aplikacija bo klasificirala med sedmimi možnimi gestami. Vsaka od teh gest
(razen ene, ki je nevtralna) bo povezana z akcijo za kvadrokopter, ki jo bo
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moral ob pojavu geste izvesti. Za oceno poze telesa bomo uporabili model
CPM [34], za klasifikacijo gest pa bomo zasnovali svojo nevronsko mrežo.
Celotno procesiranje slike se bo izvajalo na telefonu. Uporabnik bo prav tako
imel na voljo grafični vmesnik, preko katerega bo lahko sprožil vzlet in pri-
stanek kvadrokopterja. Zaradi računske zahtevnosti naše rešitve, je ključna
čim vǐsja optimizacija izvajanja. Ko bo možno, bomo uporabili strojno po-
speševanje izvajanja. Z optimizacijami bomo skraǰsali čas izvajanja posame-
znih komponent, kar bo uporabnik občutil kot nižjo latenco med prikazom
geste ter odzivom kvadrokopterja.
1.5 Zgradba diplomske naloge
V drugem poglavju bomo opisali posamezne gradnike, ki smo jih pri izdelavi
naše rešitve uporabili. To vključuje strojno opremo, torej kvadrokopter in
mobilni telefon, kot tudi programsko opremo. Pri strojni opremi opǐsemo la-
stnosti posamezne naprave, pri programski opremi pa naštejemo in opǐsemo
vsa orodja in programske pakete, ki smo jih uporabili. To vključuje knjižnice,
ki jih naša aplikacija pri izvajanju kliče, kot tudi orodja za izdelavo same apli-
kacije.
V tretjem poglavju opǐsemo algoritmične postopke, ki nas pripeljejo vse do
klasificirane telesne geste. Poglavje vsebuje opise treh postopkov, ki so ključni
del cevovoda procesiranja slike iz video toka. To so pretvorba slike iz formata
YUV v format RGB, ocenjevanje poze z modelom CPM in klasifikacija gest.
Četrto poglavje opisuje postopek implementacije mobilne aplikacije. V po-
glavju najprej na grobo opǐsemo strukturo celotnega sistema, torej vseh mo-
dulov in kako le-ti med seboj sodelujejo, nato pa se poglobimo v implemen-
tacijo vsakega modula posebej. V poglavje smo vključili tudi posamezne
odseke programske kode, ki služijo za enostavneǰso razlago sheme sistema.
V petem poglavju predstavimo rezultate evalvacije našega sistema. Najprej
smo izmerili čas procesiranja posameznega modula. Nato smo testirali zane-
sljivost sistema tako, da smo izvedli nekaj poskusov, sestavljenih iz zaporedja
Diplomska naloga 5
gest, na katere se kvadrokopter mora pravilno odzvati. Opisali smo težave,
na katere smo med izvajanjem poskusov naleteli ter komentirali njihov vzrok
in za vsako predlagali rešitev. Zadnje poglavje vsebuje naše ugotovitve in




V tem poglavju opǐsemo uporabljena orodja in gradnike. To vključuje strojno
opremo, tj. mobilni telefon in kvadrokopter, kot tudi programsko opremo,
med katerimi so programske knjižnice in programska orodja.
2.1 Strojna oprema
2.1.1 Kvadrokopter
Kvadrokopter, ki smo ga uporabili, se imenuje Tello [13]. Spada med niz-
kocenovne kvadrokopterje, namenjene začetnikom. Ta kvadrokopter smo si
izbrali, ker je precej stabilen med letenjem in ponuja vse funkcionalnosti,
ki smo jih potrebovali. Te so ukazovanje oz. usmerjanje in zajemanje video
toka preko brezžične IP povezave. Kvadrokopter je prikazan na sliki 2.1, po-
leg njega pa za demonstracijo velikosti leži kovanec. Tello tehta 80 g in je
lahko v zraku malo več kot 10 minut, preden mu zmanjka baterije. Vgrajene
ima različne senzorje, ki mu pomagajo pri letenju, kot so barometer in IR
senzor za vǐsino. Video kamera zajema video ločljivosti 960 x 720 pikslov s
hitrostjo 30 slik na sekundo (FPS).
Tello ponuja svoje lastno Wi-Fi omrežje, na katerega se lahko poveže po-
ljubna naprava. V našem primeru je to mobilni telefon.
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Slika 2.1: Kvadrokopter Tello.
2.1.2 Mobilni telefon
Pri nalogi smo uporabljali mobilni telefon Sony Xperia XZ Premium [24].
Izdan je bil leta 2017, ko je veljal za vodilni telefon proizvajalca Sony.
Telefon poganja sistem na čipu (SOC) Qualcomm Snapdragon 835, ki
vsebuje osem jedrno CPE (4 x 2.45 GHz Kryo & 4 x 1.9 GHz Kryo) in
Adreno 540 GPE. Procesorju je dodeljenih 4 GB delovnega pomnilnika [25].
Telefon je prikazan na sliki 2.2.
2.2 Programska oprema
2.2.1 Programski vmesnik kvadrokopterja — Tello SDK
Kvadrokopter Tello ima dokumentirani programski vmesnik (API), s pomočjo
katerega ga je možno nadzorovati in usmerjati. Dokumentacija je v doku-
mentu, imenovanem “Tello SDK User Guide” [28]. Ta dokument vsebuje
opise vseh ukazov in funkcionalnosti, ki jih Tello ponuja.
Tello ponuja svoje lastno Wi-Fi omrežje, na katerega se lahko poveže po-
ljubna naprava. V našem primeru je to mobilni telefon. Na tem omrežju
je Tello dostopen preko IP naslova 192.168.10.1. Na transportni plasti se
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Slika 2.2: Sony Xperia XZ Premium.
za prenos podatkov, kot tudi video toka uporablja izključno protokol UDP.
Tello posluša ukaze na vratih 8889, povezani napravi pa pošilja video tok na
vrata 11111. Tello povezani napravi pošilja tudi njegovo trenutno stanje, in
sicer na vrata 8890.
Ukazi so navadni nizi, zakodirani v format UTF-8 [30]. Na vsakega od teh
ukazov kvadrokopter vrne odgovor, ki nakazuje, ali je ukaz uspel izvesti. Vi-
deo tok, ki ga pošilja, je formata YUV420p, zakodiran v format H.264 oz.
AVC [8]. Kvadrokopter je možno usmerjati s pomočjo neposrednih ukazov,
kot so recimo “poleti pol metra naprej” (“forward x 50”) in “rotiraj se 90
stopinj okrog Z osi” (“cw x 90”). Drug način usmerjanja pa je z uporabo
ukazov, ki nastavijo parametre letenja. Primer tega je ukaz “rc”, ki nastavi
hitrosti premikanja kvadrokopterja v posamezne smeri, kot bi ga pilot z ana-
lognim krmilnikom oz. igralno palico. S tem ukazom torej nastavimo hitrosti
v smeri X, Y in Z, kot tudi hitrost rotiranja okrog osi Z. Poleg tega kva-
drokopter podpira še razne druge ukaze, kot so ukazi za preverjanje stanja
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baterije, časa letenja, menjave WiFi gesla, itd..
Če kvadrokopter ne prejme nobenega ukaza v 15 sekundah, bo samodejno
pristal v primeru, da se nahaja nad primerno površino. Isto bo storil, če se
prekine povezava z usmerjevalno napravo.
2.2.2 Okolje za razvoj mobilnih aplikacij za sistem An-
droid
Ker smo našo rešitev implementirali v obliki mobilne aplikacije za telefon, ki
se izvaja na operacijskem sistemu Android, smo uporabili programsko ogrodje
Android SDK, ki pride pakirano skupaj z integriranim razvojnim okoljem
(IDE) za razvoj aplikacij, imenovanim Android Studio [4]. Ta ponuja vsa
orodja za pisanje, prevajanje in testiranje mobilnih aplikacij za Android.
Aplikacije je možno pisati v jeziku Java oz. Kotlin. Mi smo uporabili je-
zik Java. Prav tako je možno uporabiti jezik C oz. C++. Kodo teh dveh
jezikov je možno klicati preko vmesnika “Java Native Interface (JNI)” [32],
z njima pa je tudi možno razviti kar celotno aplikacijo z uporabo Android
NDK (“Native Development Kit”) [2]. V naši aplikaciji smo uporabili JNI
za klicanje knjižnic, kot sta OpenCV [12] in Mace [10].
2.2.3 Knjižnica za računalnǐski vid OpenCV
OpenCV (“Open Source Computer Vision Library”) je programska knjižnica,
namenjena razvoju aplikacij s področja računalnǐskega vida [12]. Knjižnica
vsebuje več kot 2500 optimiziranih algoritmov. Ta nabor vključuje vse od
preprosteǰsih osnovnih algoritmov, kot je recimo Gaussovo glajenje slike [1],
do najsodobneǰsih algoritmov, kot so modeli globokega učenja. OpenCV je
na voljo zapakiran v obliko, primerno za uporabo v sistemu Androi, tako da
nam ni bilo potrebno napisati nobenih vmesnikov za dostop iz Java okolja.
V aplikaciji smo knjižnico OpenCV uporabili za razne transformacije slik, kot
tudi za risanje po slikah, npr. točke, ki predstavljajo ocene lokacij telesnih
delov.
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2.2.4 Knjižnica za strojno učenje PyTorch
PyTorch je knjižnica za učenje in izvajanje nevronskih mrež [11]. Ima pod-
poro za strojno pospeševanje procesa učenja, kot tudi izvajanja na grafični
procesni enoti (GPE). To stori s pomočjo ogrodja CUDA, kar jo zaenkrat
omejuje zgolj na grafične procesorje proizvajalca Nvidia. Na napravah, ki
nimajo GPE tega proizvajalca, je učenje in izvajanje modelov omejeno na
veliko počasneǰso CPE.
Knjižnico PyTorch smo uporabili za učenje nevronske mreže za klasifikacijo
gest in tudi za izvajanje le-te na mobilni napravi. Izvajanje na mobilnih
napravah je možno s posebno različico PyTorcha za Android [21].
2.2.5 Ogrodje za pogon modelov strojnega učenja na
mobilnih napravah MACE
MACE (“Mobile AI Compute Engine”) [10] je ogrodje za pogon modelov
strojnega učenja na mobilnih napravah v različnih formatih. Vsebuje opti-
mizacije za pogon modelov na različnih mobilnih procesorjih proizvajalcev,
kot so Qualcomm, MediaTek, Pinecone itd. Modele je zmožen izvajati tudi
na grafičnih procesorjih naprav, z namenom pospešitve izvajanja. MACE
podpira množico formatov modelov, kot so TensorFlow, Caffe in ONNX.
MACE smo uporabili za poganjanje modela za ocenjevanje poze [20], ki je




To poglavje se osredotoči na razlago algoritemskih osnov komponent našega
sistema. Metode predstavimo s teoretičnega vidika, s splošnimi opisi in
enačbami, brez opisa implementacijskih podrobnosti. Te obdelamo v na-
slednjem poglavju.
3.1 Pretvorba slik iz formata YUV v format
RGB
Slike, ki so zakodirane v format YUV, imajo piksle, sestavljene iz treh kanalov
— Y, U in V. Kanal Y predstavlja sivinsko sliko, torej vsaka vrednost Y
določa svetlost piksla. Vrednosti U in V določata koordinate točke na U–V
barvni ravnini. Ta točka določa barvo piksla. Slika 3.1 prikazuje primer te
ravnine pri vrednosit Y = 0,5.
YUV slike so lahko zakodirane z 12, 16 ali 24 biti na piksel. Slike vi-
deo toka kvadrokopterja so zakodirane v različico formata YUV, imenovano
YUV420 (včasih tudi YUV420p), kjer se uporabi 12 bitov za vsak piksel.
Posebnost formata YUV420 je, da vrednosti Y, U in V niso shranjene pre-
pleteno, temveč so razvrščene v tri skupine, kjer najprej pridejo vrednosti Y,
nato sledijo vrednosti U, na koncu pa pridejo še vrednosti V (glej sliko 3.2).
Tak način kodiranja omogoča lažje stiskanje podatkov.
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Slika 3.1: Ravnina U–V pri vrednosti Y = 0,5 [6].
Slika 3.2: Zgradba slike formata YUV420 [6].
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Slika formata YUV420 ima po eno vrednost Y za vsak piksel. Za kanala
U in V pa velja, da vsaka vrednost velja za 2 x 2 blok slike, torej za štiri
piksle. To pomeni, da skupini, ki vsebujeta vrednosti U in V, posamezno
predstavljata le četrtino velikosti skupine z vrednostmi Y.
Slike hočemo pretvoriti v format RGB888, kjer vsak kanal predstavlja 8
bitov, torej 24 bitov na piksel. Za pretvorbo moramo najprej določiti funkciji,
ki za posamezno vrednost Y vrneta indeks vrednosti U in V.
OU = w ∗ h









IU = OU + IUV
IV = OV + IUV
Spremenljivki w in h označujeta širino in vǐsino izvorne slike. OU in OV
predstavljata indeks prvega elementa posameznih skupin vrednosti, IUV pa
predstavlja odmik oz. indeks vrednosti piksla (x, y) znotraj posamezne sku-
pine.
Ko imamo vrednosti Y, U in V za nek piksel, lahko izračunamo vrednosti
kanalov za piksel v formatu RGB:




G = Y − U ∗ 46549
131072
+ 44− U ∗ 93604
131072
+ 91




3.2 Ocenjevanje poze z modelom CPM
“Convolutional Pose Machine” (CPM) je arhitektura modela strojnega učenja,
ki vsebuje več zaporedno povezanih globokih konvolucijskih nevronskih mrež
(CNN) [34]. Te mreže ustvarjajo dvodimenzionalne zemljevide zaupanja, kjer
regije z vǐsjo vrednostjo nakazujejo večjo verjetnost, da se tam nahaja nek
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določen telesni del. Pri vsaki stopnji CPM se kot vhod uporabi zemljevid
zaupanja preǰsnje stopnje. Ta prehod se posebej izvede za 14 telesnih de-
lov, torej je izhod celotnega modela nabor štirinajstih zemljevidov zaupanja.
Telesni deli, ki jih CPM zazna so glava, vrat, ramena, komolci, dlani, boki,
kolena in stopala.
Slika 3.3: Arhitektura CPM [34].












kjer je Yp koordinata piksla p-tega dela telesa na vhodni sliki xz. b
p
1 je ocena,
ki jo vrne klasifikator g1 za p-ti del telesa na prvi sliki. z je množica vseh
lokacij slike.
Kot izhod dobimo P + 1 zemljevidov zaupanja, kjer je P število delov telesa,









bt ∈ IRw×h×(P + 1) .











Slika 3.4: Zemljevida zaupanja skozi različne stopnje [34].
Posamezne stopnje torej popravijo lokacije telesnih delov iz preǰsnjih sto-
penj, kot prikazuje slika 3.4.
Končni rezultat modela je seznam zemljevidov zaupanja. Vsak od teh
vsebuje visoke vrednosti na lokaciji določenega dela telesa na vhodni sliki.
Kot končno lego dela telesa običajno vzamemo koordinate točke na zemlje-
vidu, ki ima najvǐsjo vrednost.
3.3 Klasifikacija geste z nevronsko mrežo
Za klasifikacijo gest smo uporabili preprosto nevronsko mrežo, ki smo jo
naučili z izhodnimi podatki ocenjevanja človeških poz.
Vhodni podatki oz. parametri klasifikatorja so vrednosti v obliki vektorja
koordinat ocen posameznih telesnih delov, kot jih je vrnil model ocenjevanja
poz (CPM). Ta vektor je dolžine 28, saj je ocenjenih 14 točk. Vsaka od teh
točk ima X in Y koordinato:
P =
[




x1, y1, x2, y2, ..., x14, y14
]
.
Koordinate morajo biti normalizirane na vrednosti med 0 in 1. Mreža













Med plastmi mreže imamo dve skupini povezav, in sicer 504 (28 x 18)























b1, b2, ..., b7
]
.
Za nelinearna preslikavo, ki služi kot aktivacijska funkcija posameznega
nevrona, uporabimo sigmoidno funkcijo [23].
Mreža vhodnim podatkom določi enega izmed sedmih razredov. Vsak
razred označuje eno izmed možnih gest, ki jih kvadrokopter mora prepoznati.
Do rezultatov pridemo z naslednjo operacijo:
h1 = sigmoid(W1P
T +B1)
ŷ = sigmoid(W2h1 +B2) .
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Rezultat, torej ŷ, je vektor dolžine 7. Pozicija elementa, ki ima najvǐsjo
vrednost, velja kot dejanska napoved modela. Preden bodo te napovedi upo-
rabne, je treba določiti ustrezne vrednosti oz. uteži v matrikah in vektorjih, ki
predstavljajo povezave in odmike. To operacijo imenujemo učenje nevronske
mreže. Pred učenjem se uteži povezav nastavijo na naključne vrednosti med
0 in 1. Z modelom nato začnemo napovedovati vrednosti za učne primere.
Ob vsaki napovedi s pomočjo funkcije izgube izračunamo magnitudo napake
le-te. Na podlagi te napake model izračuna nove uteži povezav, za katere
meni, da bodo vrnile napoved z manǰso napako, kot preǰsnje. Ta postopek
se ponavlja, dokler se napaka napovedi ne zniža na nek lokalni minimum.
Kot funkcijo izgube smo izbrali funkcijo prečne entropije (angl. “Cross
entropy loss”), ki je primerna za izračun napake pri klasifikacijskih modelih.
Prečna entropija napovedi se izračuna po naslednji formuli:




kjer je ŷ vektor napovedi, ki vsebuje vrednosti med 0 in 1, y pa vektor resnice,
kar pomeni, da vsebuje vrednost 1 na mestu resničnega razreda, drugje pa
vrednost 0.
Ker rešujemo problem, ki je za nevronske mreže relativno preprost, kot
način optimizacije uteži na povezavah uporabimo metodo stohastičnega gra-
dientnega spusta (angl. “Stochastic Gradient Descent” - SGD) [27]. Za
razliko od običajnega gradientnega spusta, ki akumulira spremembe uteži na
povezavah skozi celoten prelet učnih primerov, optimizacija s stohastičnim
gradientnim spustom popravi uteži povezav pri vsakem učnem primeru oz.
majhnem paketu učnih primerov (angl. “mini-batch”). Po določenem številu
epoh, oz. preletov algoritma skozi celoten nabor učnih primerov, se uteži po-
stavijo na vrednosti, ki zagotavljajo minimalno vrednost funkcije izgube in s
tem visoko vrednost klasifikacijske točnosti na učnih primerih. Ob predpo-
stavki, da je bilo učnih podatkov dovolj in so bili dovolj reprezentativni, tako
naučeni model uspešno klasificira tudi nove testne primere, kakršni se v učni






Rešitev smo razvili v obliki mobilne aplikacije za operacijski sistem Android.
Večina programske kode, ki smo jo napisali, je v jeziku Java. Izjema so
knjižnice, ki smo jih uvozili v aplikacijo. Te so napisane v jeziku C++, ki se
običajno uporablja za računsko zahtevne dele aplikacije. Ker se C++ prevede
v optimizirano strojno kodo za CPE, se ta običajno veliko hitreje izvaja kot
pa Java, ki se prevede le v vmesno kodo, ki se nato interpretira v navideznem
stroju [15]. Noveǰse verzije sistema Android podpirajo prevajanje Java kode
v strojno kodo [3], a je le-ta običajno še vedno počasneǰsa od C++, predvsem
zaradi sproščanja neuporabljenih objektov (ang. “garbage collection”) [33].
Aplikacija je razdeljena na več modulov, ki so med sabo povezani tako, da
skupaj s povezanim kvadrokopterjem tvorijo zaprto zanko, kot je prikazana
na sliki 4.1.
Poleg tega ima aplikacija implementirane še razne druge postopke, ki
niso del te zanke. To vključuje postopke za neposredno pošiljanje ukazov
kvadrokopterju, ki so namenjeni za ročno manevriranje kvadrokopterja ob
primeru napake zanke itd.
Prvi korak pri izvajanju zanke je, da prejeto sliko iz kvadrokopterja, ki je
zakodirana, najprej dekodiramo, nato pa še pretvorimo iz formata YUV420
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Slika 4.1: Struktura zaprte zanke
v surovo RGB bitno sliko (angl. “bitmap”). Obe operaciji smo poskusili čim
učinkoviteǰse implementirati, zato smo uporabili orodja za paralelizacijo in
strojno pospeševanje, ki jih ponuja Android knjižnica.
Za ocenjevanje telesne poze smo uporabili model CPM, ki spada med
najzmogljiveǰse metode, ki delujejo v realnem času [34]. Model k vhodu
prejme bitno sliko, vrne pa seznam štirinajstih intenzitetnih slik. Na vsaki
od njih je označena regija z največjo verjetnostjo, da se tam nahaja določen
telesni del. Telesni deli, ki jih CPM zazna, so glava, vrat, ramena, komolci,
dlani, boki, kolena in stopala. Koordinate točke na intenzitetni sliki, ki
ima najvǐsjo vrednost, se smatra kot končno lokacijo telesnega dela. Slika
4.2 prikazuje primer ocene poze. Uporabili smo že naučeni model, ki je
optimiziran za mobilne naprave [20].
Ker model CPM ob odsotnosti osebe ali ob slabši vidnosti na sliki pogosto
napačno oceni pozo in s tem tudi povzroči napačno napoved geste, smo se
odločili za vpeljavo upoštevanja časovne koherence v naš sistem. Implemen-
tirali smo preprost števec, ki šteje, na koliko zaporednih slikah video toka se
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Slika 4.2: Primer ocene poze.
je določena gesta ponovila. Ukaz za gesto se kvadrokopterju posreduje le, če
se je gesta ponovila vsaj N-krat.
Za klasifikacijo geste smo zasnovali in naučili nevronsko mrežo, ki na
osnovi koordinat delov telesa iz preǰsnjega koraka oceni gesto, ki naj bi jo
oseba prikazovala. Model pozi določi eno izmed sedmih možnih gest. Mrežo
smo naučili s podatki, ki smo jih zbrali z uporabo slik iz kvadrokopterjevega
video toka. Ker je teh podatkov bilo relativno malo, smo se jih odločili
obogatiti z uporabo raznih linearnih transformacij točk delov telesa. S temi
transformacijami nam je uspelo količino podatkov povečati za faktor 750.
Na podlagi klasifikacij te mreže se določi naslednja akcija, ki jo bo kva-
drokopter izvedel. Vsaka gesta (razen nevtralne) predstavlja po eno akcijo,
katero mora kvadrokopter izvesti. V tabeli 4.1 so naštete številke gest in
opisane akcije za posamezno gesto.
4.2 Komunikacija
Kvadrokopter Tello ponuja svoje lastno Wi-Fi omrežje, na katerega se poveže
usmerjevalna naprava. To omrežje kot privzeto ni zaščiteno z nobenim ge-






3 Let navzgor (vzpon).
4 Let navzdol (spust).
5 Let desno.
6 Let levo.
Tabela 4.1: Tabela gest in pripadajočih akcij.
Ko je naprava povezana v omrežje, lahko kvadrokopterju začne pošiljati
ukaze. Ta je dosegljiv preko IP naslova 192.168.10.1. Ukaze se pošilja na
UDP vrata 8889. Ukazi so preprosti nizi znakov, zakodirani v format UTF-
8. Kvadrokopter na te ukaze odgovori z “ok”, če se je uspešno izvedel, in z
“error” v nasprotnem primeru.
Prvi ukaz, ki se mora kvadrokopterju poslati, je “command”, ki ga prestavi
v stanje pripravljenosti za sprejem drugih ukazov [28]. Če želimo, da nam
kvadrokopter začne pošiljati video tok njegove kamere, mu moramo poslati
še ukaz “streamon”. Ko ga kvadrokopter prejme, začne pošiljati zakodirani
video tok na UDP vrata 11111 naše naprave.
Ukaze, ki jih kvadrokopter Tello podpira, lahko razdelimo v tri kategorije:
ukazi za neposredno kontroliranje kvadrokopterja, ukazi za nastavitev pa-
rametrov letenja ter ukazi za branje raznih informacij kvadrokopterja. V
tabelah od 4.2 do 4.4 so našteti ukazi, ki smo jih uporabili v naši aplikaciji.
Ob klasifikaciji geste smo akcijo določili z uporabo ukaza “rc”. V tabeli
4.5 so našteti dejanski ukazi, ki jih za določeno gesto posredujemo kvadro-
kopterju.
Ker komunikacija video toka poteka asinhrono, moramo podatke le-tega
zbirati v ločeni niti. Ta nit hrani sinhroniziran objekt z zadnjo sliko, ki ga je





streamon Začni pošiljati video tok.
stream Prenehaj s pošiljanjem video toka.
up x
Vzpon za x cm.
20 ≤ x ≤ 500
down x
Spust za x cm.
20 ≤ x ≤ 500
left x
Polet levo za x cm.
20 ≤ x ≤ 500
right x
Polet desno za x cm.
20 ≤ x ≤ 500
forward x
Polet naprej za x cm.
20 ≤ x ≤ 500
back x
Polet nazaj za x cm.
20 ≤ x ≤ 500
cw x
Rotacija okrog z-osi v smeri urinega kazalca
za x stopinj.
1 ≤ x ≤ 360
ccw x
Rotacija okrog z-osi v nasprotni smeri urinega
kazalca za x stopinj.
1 ≤ x ≤ 360
ok/error




Nastavi hitrost na x cm/s.
10 ≤ x ≤ 100
rc a b c d




d = rotacija desno/rotacija levo
Vse vrednosti so lahko med –100 in 100.
ok/error
Tabela 4.3: Ukazi za nastavitev parametrov kvadrokopterja.
Ukaz Opis Odgovor
speed? Trenutna hitrost kvadrokopterja v cm/s. x (10–100)
battery? Stanje baterije. x (0–100)
time? Čas letenja. čas
wifi? Moč Wi-Fi signala. SNR
Tabela 4.4: Ukazi za branje informacij kvadrokopterja.
Gesta Ukaz
0 rc 0 0 0 0
1 rc 0 50 0 0
2 rc 0 –50 0 0
3 rc 0 0 40 0
4 rc 0 0 –40 0
5 rc 40 0 0 0
6 rc –40 0 0 0
Tabela 4.5: Tabela gest in pripadajočih akcij.
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4.3 Dekodiranje slike
Slike, ki prihajajo iz kvadrokopterja, so zakodirane v format H.264 oz. AVC
[8]. Ta format se uporablja za kompresijo videa. Z njim je možno močno
znižati potrebno bitno hitrost za prenos videa in to z relativno nizkimi izgu-
bami v kakovosti [29].
Podatki slike se v aplikaciji najprej zberejo v tabelo. Ti podatki se zbirajo
preko UDP vtiča, na katerega kvadrokopter pošilja video tok. Kadar prebe-
remo paket, ki ni velikosti 1460 bajtov, to nakazuje na končni del slike, ki se
je trenutno prenašala.
ByteArrayOutputStream bs = new ByteArrayOutputStream(1000000);
byte[] dpData = new byte[2048];





} catch (IOException e) {
Log.e("tello", Log.getStackTraceString(e.getCause()));
}




Slika se nato dekodira s pomočjo orodja oz. razreda “MediaCodec” iz
Android knjižnice [22]. Ta skuša dekodiranje čim bolj optimizirati z uporabo
strojnih pospeševalnikov, če so na voljo. V MediaCodec pošljemo po eno
zakodirano sliko. Slike je možno procesirati sinhrono ali asinhrono. V našem
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primeru smo izbrali sinhrono procesiranje, saj je bila implementacija tega v
našem programskem kontekstu enostavneǰsa.
if (dp.getLength() != 1460) {
/* Input for codec */
int inIndex = mediaCodec.dequeueInputBuffer(0);
if (inIndex >= 0) {
ByteBuffer input = mediaCodec.getInputBuffer(inIndex);
input.put(bs.toByteArray());
mediaCodec.queueInputBuffer(inIndex, 0, bs.size(), 16, 0);
}
/* Output from codec */
MediaCodec.BufferInfo bufferInfo = new MediaCodec.BufferInfo();
int outIndex = mediaCodec.dequeueOutputBuffer(bufferInfo, 0);
if(outIndex >= 0) {







Kot je že razvidno iz imena funkcije “YUV 420 888 toRGB out”, ki jo
kličemo v zgornji programski kodi, so dekodirane slike formata YUV420
[9]. Ker za nadaljnje procesiranje potrebujemo surovo RGB bitno sliko, jo
moramo pretvoriti. To storimo s pomočjo ogrodja “RenderScript” [7], ki
omogoča izvajanje vzporednih programov na Android napravah. Podobno
kot pri OpenCL [26] se tudi pri RenderScriptu napǐsejo “jedra”, ki vsebujejo
programsko kodo, ki jo lahko posamezne delovne enote vzporedno izvajajo na
različnih podatkih. Spodaj je prikazano jedro, ki pretvori vrednost YUV420
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formata v piksel RGBA formata. To jedro se izvede za vsak piksel slike
posebej.
uchar4 __attribute__((kernel)) doConvert(uint32_t x, uint32_t y) {
uint uvIndex= uvPixelStride * (x/2) + uvRowStride*(y/2);
uchar yps= rsGetElementAt_uchar(ypsIn, x, y);
uchar u= rsGetElementAt_uchar(uIn, uvIndex);
uchar v= rsGetElementAt_uchar(vIn, uvIndex);
int4 argb;
argb.r = yps + v * 1436 / 1024 - 179;
argb.g = yps -u * 46549 / 131072 + 44 -v * 93604 / 131072 + 91;
argb.b = yps +u * 1814 / 1024 - 227;
argb.a = 255;




Za ocenjevanje telesnih poz smo se odločili uporabiti metodo CPM [34]. Upo-
rabili smo že naučeni model CPM, ki je bil naučen s 22446-imi slikami, ki
vsebujejo po eno osebo [20][35]. Model smo v aplikacijo uvozili preko ogrodja
MACE.
Model na vhodu prejme barvno sliko velikosti 192 x 192 pikslov. Ker so
slike, ki jih pridobimo iz kvadrokopterja, velikosti 920 x 720, jih moramo
pomanǰsati na ustrezne dimenzije. Razred Bitmap iz Android knjižnice ima
za to že napisano metodo:
img = Bitmap.createScaledBitmap(img, 192, 192, false);
Pomanǰsano sliko moramo nato še raztegniti v enodimenzionalno polje
decimalnih števil. V tej je vsak kanal RGB slike zapisan kot ločeno število.
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Slika 4.3: Primer ene izmed 14 izhodnih slik [34].
RGB slika, dimenzije 192 x 192, bo torej raztegnjena v tabelo, dolžine 110592
(192 x 192 x 3). Ta oblika je ustrezna za nadaljnje procesiranje z modelom
CPM.
Model kot rezultat vrne 14 slik, dimenzije 96 x 96. Te so zapisane v obliki
enodimenzionalne tabele decimalnih števil, dolžine 129024 (96 x 96 x 14).
Vsaka vrednost v teh slikah predstavlja intenziteto oz. stopnjo zaupanja, da
na istoležni točki v vhodni sliki leži določen telesni del. Primer intenzitetne
slike je prikazan na sliki 4.3.
Kot končno lego telesnega dela vzamemo kar koordinate točke slike, ki ima
najvǐsjo vrednost. Da bi telesne dele označili na izvorni sliki, torej sliki, di-
menzije 920 x 720, jim moramo pretvoriti koordinate po naslednjem izračunu:
xNew = Math.floor(x * (920 / 96));
yNew = Math.floor(y * (720 / 96));
Dobljene točke lahko nato prikažemo na izvorni sliki, kot je prikazano na
sliki 4.4.
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Slika 4.4: Točke telesnih delov, označene na izvorni sliki. Vsakemu telesnemu
delu se določi po ena barva.
4.5 Klasifikacija geste
Točkam, ki smo jih pridobili iz modela CPM, moramo zdaj še določiti, katero
izmed sedmih možnih gest dejansko prikazujejo (slika 4.5). Za to klasifika-
cijsko nalogo smo zasnovali nevronsko mrežo. Mreža kot vhod prejme 28
koordinat, ki smo jih pridobili v preǰsnjemu koraku. To pomeni X in Y
koordinate vseh 14 telesnih delov.
Mreža vrne vektor števil dolžine 7. Vsako od števil predstavlja po eno
možno gesto. Število z največjo vrednostjo je naša končna klasifikacija.
4.5.1 Zbiranje podatkov
Za namen učenja nevronske mreže smo zbrali koordinate približno 10.000
telesnih poz. Za olaǰsanje dela smo aplikaciji dodali poseben meni za zbiranje
podatkov, kot je prikazan na sliki 4.6.
Vsak od oranžnih gumbov predstavlja eno možno gesto. Prvi gumb je
namenjen za gesto št. 0, zadnji za gesto št. 6. Ko kliknemo na enega izmed
teh gumbov, se v datoteko na telefonu zapǐsejo koordinate telesnih delov
poze, ki jih aplikacija trenutno zaznava, in številka geste. Če na sliki ni
nobene zaznane osebe, se v datoteko ne zapǐse ničesar.
Podatke smo zbirali v zaprtem prostoru z osebo, ki je stala pred belo steno.
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(a) Gesta 1 — let naprej (b) Gesta 2 — let nazaj
(c) Gesta 3 — let navzgor (d) Gesta 4 — let navzdol
(e) Gesta 5 — let desno (f) Gesta 6 — let levo
(g) Nevtralna gesta
Slika 4.5: Geste, ki jih naš sistem prepozna.
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Slika 4.6: Meni za shranjevanje podatkov poz.
Druga oseba je opazovala napovedi modela CPM. Če je bila napoved pravilna,
je pritisnila gumb, ki je predstavljal tisti trenutek prikazano gesto. Pri tem
je pred kvadrokopterjevo kamero poskušala isto gesto prikazati na čim več
različnih načinov. Med zbiranjem podatkov smo hitrost obdelovanja video
toka zmanǰsali na 3 slike na sekundo, saj smo se tako izognili slučajnemu
shranjevanju napačnih napovedi modela CPM.
4.5.2 Bogatenje podatkov
Podatki so bili zbrani s približno enake razdalje in pod enakim kotom. Če
bi pri učenju nevronske mreže uporabili samo te podatke, bi se jim mreža
preveč prilegala. To pomeni, da bi bila preveč občutljiva na samo pozicijo
celotne poze, kot pa na dejansko razmerje med posameznimi točkami. Da bi
se znebili te težave, smo podatke obogatili s pomočjo linearnih transformacij.
Tako smo prǐsli iz 10.000 učnih primerov na nekaj čez 7,5 milijonov, torej smo
za vsak učni primer ustvarili približno 750 novih.
Transformacije, ki smo jih uporabili, vključujejo translacije, rotacije in ska-
liranja. Pri tem je pogoj, da so na transformirani pozi še zmeraj vse točke
znotraj dovoljenega polja, torej imajo koordinate od 0 do 95. Primer treh
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transformacij točk je prikazan na sliki 4.7.
Slika 4.7: Izvorna poza in tri izmed njenih transformacij.
4.5.3 Učenje nevronske mreže
Nevronsko mrežo smo snovali in naučili z uporabo knjižnice PyTorch [11].
Model nevronske mreže definiramo s pomočjo razreda, ki razširi razred
“nn.module”:
class Neural_Network(nn.Module):
def __init__(self, inputSize, outputSize, hiddenSize):
super(Neural_Network, self).__init__()
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self.W1 = nn.Linear(inputSize, hiddenSize)








V konstruktorju se določijo vse komponente, ki jih bo naša nevronska
mreža vsebovala. V našem primeru sta to matriki: “W1”, ki predstavlja
uteži na povezavah med vhodno plastjo in skrito plastjo (28 x 18) in “W2”,
ki predstavlja uteži povezav med skrito plastjo in izhodno plastjo (18 x 7).
Objektu prav tako nastavimo aktivacijsko funkcijo vozlǐsč. Mi smo uporabili
sigmoidno funkcijo [23]. Potrebno je definirati tudi metodo “forward”, katera
narekuje, kako se vhodni podatki propagirajo skozi celotno mrežo. Ko imamo
definiran razred, ga lahko instanciramo. Prav tako moramo ustvariti objekt,
ki določi funkcijo za izračun napake napovedovanja, in optimizator, ki ob
vsaki iteraciji procesa učenja ponastavi parametre modela tako, da se napake
napovedi nižajo proti nekemu lokalnemu optimumu.
NN = Neural_Network(28, 7, 18)
criterion = nn.CrossEntropyLoss()
optimizer = optim.SGD(NN.parameters(), lr=0.001, momentum=0.9)
Kot funkcijo izgube smo izbrali funkcijo prečne entropije (angl. “Cross
entropy loss”), ki je primerna za izračun napake pri klasifikacijah.
Za optimizator smo izbrali algoritem stohastičnega gradientnega spusta, in si-
cer metodo gradientnega spusta “mini-batch”, saj smo v vsaki iteraciji našega
učenja uporabili skupine z 32 učnimi primeri.
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Ko smo objekte enkrat definirali in imamo pripravljene (normalizirane)
učne primere, lahko model začnemo učiti. Ker se je magnituda napake po
enem preletu oz. epohi učnih podatkov še vedno hitro nižala, smo izvedli dve
epohi:
epochs = 2
for i in range(epochs):
for mini_batch in training_data:
prediction = NN(mini_batch)
loss = criterion(prediction, y)
loss.backward()
optimizer.step()
Na koncu učenja lahko model izvozimo v datoteko:
dummy_input = torch.randn(28)
traced_script_module = torch.jit.trace(NN, dummy_input)
traced_script_module.save("models/gesture-classifier.pt")
To datoteko lahko nato uvozimo na Android napravi.
Pri klasifikacijah gest smo opazili nenatančnost napovedi modela pri razločevanju
med gestami št. 4 (glej sliko 4.5d) in št. 5 in 6 (glej sliki 4.5e in 4.5f). Ta
je večkrat ob dejanskem prikazu geste št. 4 za pozo napačno klasificiral gesti
št. 5 ali 6. Da bi se znebili te napake, smo se odločili implementirati doda-
tna pravila, ki se preverijo po klasifikaciji. Tako se zdaj ob klasifikaciji gesti
št. 5 ali 6 primerja vrednosti X koordinate dlani in komolca. Klasifikacija
se smatra kot pravilna le, če je dlan bližje telesu kot komolec, torej, ko je
vrednost X koordinate komolca večja (ali manǰsa) od X koordinate dlani. Če




float rElbowX = pose[0][3];
Diplomska naloga 37
float rPalmX = pose[0][4];





float lElbowX = pose[0][6];
float lPalmX = pose[0][7];






Da bi zmanǰsali občutljivost sistema na napačne klasifikacije, ki se pogosto
pojavijo zaradi raznih nejasnosti na vhodnih slikah, smo se odločili v rešitev
vpeljati časovno koherenco. To implementiramo s pomočjo števca, ki šteje
enake zaporedne klasifikacije. Ista klasifikacija se mora ponoviti vsaj N-krat,
da se bo ukaz za akcijo dejansko posredoval kvadrokopterju. Če klasifika-
tor napove drugačno gesto od preǰsnje, se vrednost števca ponastavi. Ker
so napačne ocene modela CPM zelo šumne, se hitro spreminjajo in s tem
tudi spreminjajo napoved klasifikatorja gest, bo to vedno znova ponastavilo
števec in tako tudi znižalo število napačnih ukazov, ki se posredujejo kvadro-
kopterju.
Implementacija števca je preprosta. Potrebujemo dve spremenljivki, in
sicer eno za dejansko vrednost števca, drugo pa za število nazadnje klasifi-
cirane geste. Ob vsaki iteraciji povratne zanke preverimo, če je klasifikacija
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trenutne iteracije enaka preǰsnji. Če je enaka, potem ob pogoju, da je števec
dosegel določeno mejno vrednost (v spodnjem primeru je to 3), posredujemo
ukaz kvadrokopterju. Prav tako povečamo vrednost števca za 1. Če trenu-
tna klasifikacija ni enaka preǰsnji, se vrednost števca nastavi na 0. Prav tako
moramo shraniti število trenutne geste.
int lastLabel = 0;




int label = gestureClassifier.predict();
if (label == lastLabel) {












To poglavje je razdeljeno na dva dela. V prvem delu predstavimo rezultate
meritev časa izvajanja oz. latence posameznih komponent našega sistema. S
pomočjo teh meritev izvemo, kateri deli sistema se najdlje izvajajo in s tem
hkrati nudijo največ potenciala za optimizacijo izvajanja. V drugem delu
smo preizkusili delovanje rešitve na zaporedju gest, na katere se mora kva-
drokopter pravilno odzvati. Izpostavili smo napake, na katere smo naleteli,
in za vsako predlagali potencialno rešitev oz. izbolǰsavo.
5.1 Latenca
Latenco posameznih modulov aplikacije smo izmerili tako, da smo izračunali
razliko med časom tik pred klicem modula in časom tik po izvedbi modula.
Rezultate smo merili z milisekundno ločljivostjo. Pri modulu za ocenjevanje
telesnih poz smo izmerili čas izvajanja na CPE kot tudi na GPE. Izmerili smo
tudi čas, ki ga aplikacija porabi za sprejem slike s kvadrokopterja. Nismo pa
izmerili časa potovanja posameznega paketa, saj je le-ta v kontekstu naše
naloge zanemarljivo kratek. Rezultate meritev predstavimo v tabeli 5.1.
Iz podatkov je razvidna preceǰsnja pospešitev modula za ocenjevanje te-
lesnih poz s procesiranjem na GPE. Povprečna pospešitev znaša več kot 1400
%. Ključno pa je tudi, da z izvajanjem na GPE znižamo maksimalno vre-
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Modul Povpr. Mediana Min. Maks.
Prenos slike < 1ms < 1ms < 1ms < 1ms
Dekodiranje in pretvorba slike 12ms 12ms 8ms 32ms
Ocenjevanje poze (GPE) 20ms 20ms 18ms 21ms
Ocenjevanje poze (CPE) 283ms 260ms 257ms 689ms
Klasifikacija geste 1ms 1ms < 1ms 1ms
Tabela 5.1: Tabela rezultatov meritev latenc.
dnost izvajanja tega modula, ki na CPE znaša kar 689 milisekund.
Dejanski čas prenosa slike je kraǰsi od ene milisekunde. Ker pa kvadro-
kopter pošilja video tok s frekvenco 30 slik na sekundo, je časovni razmik
med dvema prenosoma slik malenkost dalǰsi od 33 milisekund.
Ker se slike prenašajo asinhrono na vsakih 33 milisekund (1000ms/30FPS),
povprečen čas procesiranja slike pa je dolg približno 34 milisekund, lahko
rečemo, da je hitrost procesiranja skoraj idealna. To pomeni, da nam ni
potrebno nobene slike video toka zavreči. Sistem lahko obdela vsako sliko.
Pri tem seveda ne smemo pozabiti na števec, ki smo ga implementirali za
znižanje števila napačnih ukazov za kvadrokopter. Pri tem je ključna meja
tega števca, ki določa njegovo minimalno vrednost, ki jo mora imeti, da se
ukaz dejansko posreduje kvadrokopterju. Ker smo pri testiranju imeli mejo
nastavljeno na 3, to pomeni, da je efektivna latenca našega sistema približno
102 milisekunde (3 * 34 ms).
5.2 Klasifikacija gest
Točnost klasifikacije gest smo izmerili s pomočjo podatkov, ki so bili zajeti
pri ukazovanju na prostem, ob sončnih pogojih. Podatki so bili ustvarjeni
na približno 11.000 slikah iz kvadrokopterja. Točnost, ki smo jo izmerili, se
ne nanaša samo na model za klasifikacijo gest, temveč na celoten cevovod
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procesiranja slike.
Najprej predstavimo klasifikacijsko točnost na vseh 11.000 vhodnih slikah,
nato pa z upoštevanjem časovne koherence, tj. števca, ki smo ga opisali v
poglavju 4.
Da bi nam bilo podatke lažje pravilno označiti, smo jih zajemali ločeno,
za vsak tip geste posebej. Zajemanje je tako postalo veliko enostavneǰse, saj
je aplikacija samodejno označevala podatke s številom geste, ki jo je oseba
morala prikazati. Ob vsaki klasifikaciji geste se je v datoteko dodal nov
zapis s številom napovedane geste, številom pravilne geste (tj. oznako) in
vrednostjo števca, namenjenega časovni koherenci. Za vsak tip geste smo
zbrali malo nad 1500 zapisov.










Tako zbrane podatke smo nato analizirali in izračunali matrike zamenjav.
Na sliki 5.1 je razvidno, da se je veliko napak pojavilo predvsem pri napovedih
za geste št. 1 in 5. Pri tem je šlo za razne šumne napovedi zaradi vzrokov, ki
jih bomo opisali v naslednjem poglavju. Klasifikacijska točnost modela brez
uporabe temporalne koherence je pri tem testiranju bila 90,8 %.
Z uporabo temporalne koherence nam je uspelo klasifikacijsko točnost
povečati na 96,9 %. Kot pogoj smo nastavili, da morajo vsaj tri napovedi
po vrsti biti enake, torej morata zadnji dve napovedi biti enaki trenutni, da
se ta dejansko upošteva. Za naše zbrane podatke to pomeni, da moramo
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Slika 5.1: Normalizirana matrika zamenjav napovedi brez temporalne kohe-
rence.
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Slika 5.2: Normalizirana matrika zamenjav napovedi z uporabo temporalne
koherence.
zavreči zapise, kjer je vrednost števca manǰsa od 3. Zavrgli smo približno 13
% zbranih podatkov, ki niso ustrezali temu pogoju.
Pri matriki zamenjav na sliki 5.2 smo tudi opazili preceǰsnji padec napačnih
napovedi, predvsem za gesto št. 1.
5.3 Upravljanje kvadrokopterja
Čas odziva kvadrokopterja na gesto je bil z našimi izbranimi parametri dolg
približno 102 milisekunde. Ta čas je za človeka sicer opazen, ampak v kon-
tekstu našega načina usmerjanja kvadrokopterja ni moteč.
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Da bi preizkusili uporabnost naše končne rešitve, smo sestavili kratko
zaporedje nalog oz. gest, na katere se mora kvadrokopter pravilno odzvati.
Naloge so sledeče:
1. Let naprej (gesta št. 1)
2. Let nazaj (gesta št. 2)
3. Vzpon (gesta št. 3)
4. Let levo (gesta št. 6)
5. Let desno (gesta št. 5)
6. Let navzdol (gesta št. 4)
Vzleta in pristanka nismo upoštevali kot del zaporedja nalog, saj se ju
sproži s pritiskom gumba, namesto s prikazom geste.
Izvajanje zaporedja nalog smo smatrali kot uspešno, če se je izvajanje posa-
mezne naloge zgodilo nemoteno, torej brez prekinitev oz. ponovnega izvajanja
zaradi napak.
Posnetek primera uspešne izvedbe nalog je dostopen na portalu YouTube
[19].
Slika 5.3 prikazuje uspešne primere klasifikacije posamezne geste. Število
v zgornjem levem kotu na vsaki sliki prikazuje rezultat klasifikatorja gest.
Slike demonstrirajo tudi sposobnost modela, da pravilno klasificira geste,
kjer je npr. oseba vidna le iz stranskega kota ali pa ima prekrižane noge (glej
sliki 5.3a in 5.3f).
Naloge smo skušali izvesti na prostem (travnik) pri sončnem in oblačnem
vremenu. Na sliki 5.4 sta prikazana primera slik s sončnim in oblačnim
vremenom.
Rezultati uspešnosti so prikazani v tabeli 5.2, kjer vsak poskus zajema
izvedbo vseh nalog. Vidimo, da je sistem pri obeh vremenskih pogojih pri
17 izmed 20 poskusov vse ukaze zaznal pravilno (torej 17*6=102 ukazov).
V preostalih primerih se je vsaj pri enem izmed šestimi ukazi poskusa nekaj
zalomilo.
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(a) gesta št. 0 (b) gesta št. 1 (c) gesta št. 2
(d) gesta št. 3 (e) gesta št. 4 (f) gesta št. 5
(g) gesta št. 6
(h) gesta št. 1, dodaten
primer
(i) gesta št. 4, dodaten pri-
mer
(j) gesta št. 5, dodaten pri-
mer
Slika 5.3: Slike uspešnih klasifikacij gest.
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(a) Sončno vreme. (b) Oblačno vreme.
Slika 5.4: Demonstracija razlike slik pri sončnem in oblačnem vremenu.
Pogoji Število vseh poskusov Uspešni Neuspešni Uspešnost
Sončno vreme 20 17 3 85 %
Oblačno vreme 20 17 3 85 %
Tabela 5.2: Rezultati izvedb nalog.
Napake, na katere smo pri izvajanju nalog naleteli, smo kategorizirali v
tri tipe.
Prva tip napake je, da ima model za ocenjevanje poze težave pri zaznavanju
osebe, ki se nahaja na kvadrokopterju bolj oddaljeni legi. Če je oseba do-
volj oddaljena, je model sploh ne zazna in ne vrne nobenega rezultata (slika
5.5. Težava se pojavi, ko je oseba dovolj blizu, da jo model zazna, a vse-
eno ni zmožen natančno določiti lege telesnih delov. Pri tem ocene modela
postanejo šumne (slika 5.6). Ker so v takšnih primerih klasifikacije gest
nekonsistentne, se zaradi našega števca zaporednih gest, ki smo ga opisali v
preǰsnjem podpoglavju, ponavadi ne določi nobena akcija za kvadrokopter,
zato le-ta miruje. Vzrok za to težavo ni povsem jasen, ampak sumimo, da
je kriva ločljivost vhoda v model ocenjevanja poze. Ta je dimenzije 192 x
192, kar pomeni, da od izvorne slike, ki je dimenzije 960 x 720, izgubimo ve-
liko količino informacij. Če naša hipoteza drži, bi bilo možno število napak
zmanǰsati tako, da bi uporabili npr. robustni model za zaznavanje oseb. Na
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Slika 5.5: Dovolj oddaljena oseba, tako da je model ne zazna.
Slika 5.6: Oseba, ki je dovolj blizu, da jo model zazna, ampak vrne napačne
rezultate.
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Slika 5.7: Primer napačnega rezultata zaradi temnih oblačil, ki so podobne
ozadju.
podlagi rezultatov le-tega bi izrezali odsek izvorne slike, na katerem je oseba.
Kot vhod modelu za ocenjevanje poze bi nastavili zgolj ta odsek. Na tak
način bi izgubili veliko manj informacij o osebi na izvorni sliki, kot pa če jo
v celoti zmanǰsamo.
Naslednja težava so barve oblačil, ki jih nosi oseba, ki usmerja kvadro-
kopter (slika 5.7). Opazili smo, da model za ocenjevanje poze zmoti, če je
barva oblačil podobna ozadju. Takrat včasih napačno označi lego določenih
telesnih delov. Pogosto kak predmet iz ozadja zazna kot telesni del. Po-
dobno kot pri preǰsnji težavi so tudi tokrat napovedi šumne, torej se hitro
spreminjajo.
Zadnja potencialna težava, ki se sicer pri našem testiranju ni pojavila, se
lahko pojavi, ko je kvadrokopter preblizu osebe, ki ga nadzira. Ker takrat
na sliki ni celotnega telesa osebe, model za ocenjevanje poze napačno določi
lege delov telesa, ki jih ni na sliki (glej sliko 5.8). Ker na slikah ponavadi
manjkajo noge, katere pri naših gestah niso tako pomembne, je v večini
primerov končna klasifikacija gest vseeno pravilna. Vsekakor pa je bolǰse, če
se oseba pomakne za nekaj korakov nazaj.
Če na sliki manjka večji del telesa, potem model za oceno poze običajno
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Slika 5.8: Rezultat, kjer na sliki ni celotnega telesa.
ne vrne nobenega rezultata, saj ne zazna nobene osebe na njej (slika 5.9).
Tabela 5.3 prikazuje, kolikokrat se je določen tip napake pojavil pri obeh
vremenskih pogojih. Iz rezultatov lahko razberemo, da smo pri sončnem
vremenu naleteli na napako, kjer sistem ni bil zmožen osebe ločiti od ozadja.
Ker je oseba pri testiranju nosila temna oblačila, je model CPM ni mogel
ločiti od senc, ki pri sončnem vremenu na sliki izgledajo mnogo temneǰse kot
pri oblačnem (glej sliko 5.10). Ker pri oblačnem vremenu sence niso dovolj
kontrastne, se ta tip napake takrat ni pojavil.
Opazili smo tudi, da so nekatere slike, ki so bile zajete pri sončnem vre-
menu, zaradi bleščeče svetlobe manj izostrene.
50 Mihael Šinkec
Slika 5.9: Slika, za katero model ni vrnil rezultata.
(a) Sončno vreme. (b) Oblačno vreme.
Slika 5.10: Primerjava senc pri sončnem in oblačnem vremenu.




Napaka modela CPM zaradi oblačil
osebe, ki so po barvi podobna ozadju
1 0
Napačna klasifikacija geste
zaradi manjkajočega dela telesa na
sliki
0 0
Tabela 5.3: Kategorizacija napak pri izvedbi poskusov.
Poglavje 6
Zaključek
Cilj naše naloge je bil razviti sistem za usmerjanje kvadrokopterja z gestami.
Želeli smo razviti sistem, ki ima čim kraǰsi odzivni čas.
Uporabili smo kvadrokopter z vgrajeno kamero, ki ga je možno usmerjati
preko brezžičnega omrežja. Rešitev smo implementirali v obliki mobilne
aplikacije za operacijski sistem Android. Aplikacija je sestavljena iz treh
zaporednih modulov za obdelavo slik, ki prihajajo iz video toka kvadrokop-
terjeve kamere. Ti moduli so dekodiranje slike, ocenjevanje poze z modelom
CPM in klasifikacija geste z nevronsko mrežo. Aplikacija na osnovi klasifika-
cij gest določi naslednjo akcijo, ki jo mora kvadrokopter izvesti.
Z našo rešitvijo smo pokazali, da je izvajanje procesa zaznavanja telesnih
gest na mobilnih telefonih povsem možno. Razvit sistem deluje zanesljivo v
približno 85 % primerih ukazovanja. Čas odziva kvadrokopterja na gesto je
v povprečnem primeru dolg 102 milisekunde. Naleteli smo na nekaj težav, ki
so sicer implementacijskega izvora. Menimo, da je te težave možno odpraviti
z različnimi prilagoditvami algoritmov, ki jih v našem sistemu uporabljamo.
Izkazalo se je, da je zanesljivost naše rešitve najbolj odvisna od delovanja
modela za ocenjevanje poze, ki je hkrati tudi najkompleksneǰsi modul, ki ga
uporabljamo.
Predlagamo nekaj možnih izbolǰsav, ki bi našo rešitev naredile robustneǰso
in s tem hkrati primerneǰso za uporabo v konkretnih izdelkih oz. za gradnjo
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kompleksneǰsih sistemov, ki temeljijo na našem. Prva izbolǰsava, ki jo pre-
dlagamo, je predprocesiranje slike, ki jo prejmemo iz kvadrokopterja. Tej je
možno dinamično prilagoditi lastnosti glede na trenutne pogoje, kot je na
primer kontrast. Prav tako bi bilo smiselno izvorno sliko obrezati, tako da
bo večino njene površine predstavljalo človeško telo. S temi popravki bi se
izognili večini težav, ki smo jih opisali v poglavju 5.3.
Veliko prostora za izbolǰsavo je tudi pri modelu za klasifikacijo gest. Ta ima
zaenkrat zelo osnovno arhitekturo, ki ni optimalna za naš problem. Model bi
se dalo izbolǰsati do te mere, da ne bi bilo potrebno implementirati dodatnih
pravil za preverjanje rezultatov le-tega.
Vsekakor pa naša rešitev deluje dovolj odzivno in zanesljivo, da je dobra za
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