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We investigate (0, 1)-matrices which are totally nonnegative and
therefore which have all of their eigenvalues equal to nonnegative
real numbers. Such matrices are characterized by four forbidden
submatrices (of orders 2 and 3). We show that the maximum num-
ber of 0s in an irreducible, totally nonnegative (0, 1)-matrix of order
n is (n − 1)2 and characterize those matrices with this number of
0s. We also show that the minimum Perron value of an irreducible,
totally nonnegative (0, 1)-matrix of order n equals 2 + 2 cos
(
2π
n+2
)
and characterize those matrices with this Perron value.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Using a trace argument, McKay et al. [4] obtained a result which was the starting point of our
investigations and which we formulate as follows.
Theorem 1.1. Let A be a (0, 1)-matrix of order n each of whose eigenvalues is positive. Then there is a
permutation matrix P such that PAPt = In + B where B is a (0, 1)-matrix with 0s on and above the main
diagonal. In particular, the eigenvalues of A all equal 1.
∗ Corresponding author.
E-mail addresses: brualdi@math.wisc.edu (R.A. Brualdi), kirkland@math.uregina.ca (S. Kirkland).
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.11.021
R.A. Brualdi, S. Kirkland / Linear Algebra and its Applications 432 (2010) 1650–1662 1651
As formulated in [4], Theorem 1.1 asserts that a digraph D each of whose eigenvalues is positive has
a loop at each vertex and does not have any cycles of length strictly greater than 1. In Theorem 1.1, the
matrix A is the adjacency matrix of D; the matrix B is the adjacency matrix of an acyclic digraph.
As a corollary of Theorem 1.1 we get the following result.
Corollary 1.2. Let Abe an irreducible (0, 1)-matrix of order n 2 eachofwhose eigenvalues is nonnegative.
Then 0 is an eigenvalue of A and hence A is a singular matrix.
Proof. If all eigenvalues of A are positive, then by Theorem 1.1, there is a permutation matrix P such
that PAPt is triangular, and hence A is not irreducible if n 2. Thus 0 is an eigenvalue of A and A is
singular. 
Since the trace of a (0, 1)-matrix of order n is at most equal to n, the following theorem generalizes
Theorem 1.1.
Theorem 1.3. Let A be a (0, 1)-matrix of order n with trace at most r and with r positive eigenvalues and
n − r zero eigenvalues. Then there is a permutation matrix P such that PAPT = D + B where B is a (0, 1)-
matrix with 0s on and above the main diagonal and D is a (0, 1)-diagonal matrix with r 1s. In particular,
A has r eigenvalues equal to 1, n − r eigenvalues equal to 0, and the trace of A equals r.
Proof. The proof starts by using the technique of [4]. Let the eigenvalues of A be
λ1  λ2  · · · λr > 0 = λr+1 = · · · = λn.
Using the arithmetic/geometric mean inequality, we have
1
trace(A)
r
= λ1 + λ2 + · · · + λr
r
 (λ1λ2 · · · λr)1/r . (1)
The sum αr of the determinants of the principal submatrices of order r of A equals the sum of the
products of the eigenvalues of A taken r at a time and so equals λ1λ2 · · · λr and is positive. Since A is
an integral matrix, αr is an integer and thus αr  1. Thus using (1) we get
1
trace(A)
r
= λ1 + λ2 · · · + λr
r
 (λ1λ2 · · · λr)1/r  1. (2)
Hence we have equality throughout in (2). This implies that λ1 = λ2 = · · · = λr , and this common
value equals 1. Thus A has r eigenvalues equal to 1, and n − r eigenvalues equal to 0, and the trace of A
equals r. Since A is a nonnegative matrix, it follows from the classical Perron–Frobenius theory that A
has r irreducible components A1, A2, . . . , Ar each of which has spectral radius (maximum eigenvalue)
1, and all other eigenvalues equal to 0; the remaining irreducible components, if any, are zeromatrices
of order 1. Since each Ai is irreducible, each Ai has at least one 1 in each row and column. Again by the
Perron–Frobenius theory, each Ai is a permutationmatrix corresponding to a permutation cycle. Since
the eigenvalues of Ai are one 1 and then all 0s, we conclude that each Ai has order 1. Thus A has r 1s
and n − r 0s on the main diagonal, and all 0s above the main diagonal. 
Notice that again we conclude that the digraph whose adjacency matrix is A does not have any
cycles of length strictly greater than 1.
From Theorems 1.1 and 1.3, we conclude that if A is a (0,1)-matrix of order nwith either
(i) n positive eigenvalues (the trace of A then equals n by Theorem 1.1), or
(ii) n − 1 positive eigenvalues, one zero eigenvalue, and trace equal to (or at most equal to) n − 1,
thenA is simultaneouslypermutable to a triangularmatrix.Using thearithmetic/geometricmean
inequality as in the proof of Theorem 1.3, we see that if A has n − 1 positive eigenvalues and
one zero eigenvalue, then the trace of A is n − 1 or n. If in (ii) we replace trace equal to n − 1
with trace equal to n, then A need not be simultaneously permutable to a triangular matrix. For
example, the irreducible matrix
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⎡⎢⎢⎣
1 0 0 1
1 1 0 0
0 0 1 1
1 1 1 1
⎤⎥⎥⎦
of order 4 has trace equal to 4 and eigenvalues 0, 1, (3 ± √5)/2. Since this matrix is irreducible, it
cannot be simultaneously permuted to a triangular matrix.
In this paper we investigate primarily (0, 1)-matrices that are totally nonnegative (see [3] for an
summary of properties of totally nonnegative matrices). Recall that a (rectangular) matrix is totally
nonnegative provided that the determinant of every square submatrix is nonnegative. Each submatrix
of a totally nonnegative matrix is also totally nonnegative.
All the eigenvalues of a square totally nonnegativematrix are real andnonnegative, but the converse
is not true. For example. the matrix
A =
⎡⎣1 0 11 1 0
1 1 0
⎤⎦ (3)
has eigenvalues 0, 2, 2but is not totally nonnegative, as is easily checked. The eigenvalues of amatrix do
not change under simultaneous permutations of its rows and columns, but the property of being totally
nonnegative is not invariant under simultaneous row and column permutations. It is straightforward
to check that the matrix (3) cannot be simultaneously permuted to a totally nonnegative matrix.
2. Characterization of totally nonnegative (0, 1)-matrices
The following lemma is a special case of a result of de Boor and Pinkus [1] and can also be found in
the article by Fallat in [3]. Since it plays a crucial role in our investigations, we give a simple proof in
the case of (0,1)-matrices.
Lemma 2.1. Let A = [aij] be a totally nonnegative (0, 1)-matrix. Assume that no row or column of A
consists entirely of zeros. Then the 1s in each row of A occur consecutively; equivalently, if aij = 1, aik = 1,
and j < k, then aip = 1 for all p with j < p < k. Moreover, the ﬁrst and last 1’s in a row are not to the
left of the ﬁrst and last 1s, respectively, in any preceding row. Similar conclusions hold for the 1s in each
column of A.
Proof. Since A is totally nonnegative, A cannot have any submatrix of order 2 equal to[
0 1
1 1
]
,
[
1 1
1 0
]
or
[
0 1
1 0
]
. (4)
Consider a 0 in A, and write
A =
⎡⎣ αβ 0 γ
δ
⎤⎦ .
Not bothα andβ can contain a 1, and not both γ and δ can contain a 1, for otherwise A has a submatrix
of order 2 with determinant equal to−1. It follows that α is a zero column or β is a zero row, and γ is
a zero row or δ is a zero column. Since A does not have a zero row or column, we have that α is a zero
column and γ is a zero row, or β is a zero row and δ is a zero column. This now implies that the 1s in
each row and in each column occur consecutively. The second conclusion in the lemma now follows
from the nonexistence of submatrices of order 2 of the forms given in (4). 
A matrix A satisfying Lemma 2.1 has a double staircase pattern, and if it is irreducible, there are no
0s on the main diagonal, the superdiagonal, or the subdiagonal. If A is not irreducible, then for some
k 2, A has the form
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⎡⎢⎢⎢⎢⎢⎢⎣
A1 O O · · · O
A21 A2 O · · · O
A31 A32 A3 · · · O
...
...
...
. . .
...
Ak1 Ak2 Ak3 · · · Ak
⎤⎥⎥⎥⎥⎥⎥⎦ , (5)
where A1, A2, . . . , Ak are the irreducible components of A. The signiﬁcance of this assertion is that the
irreducible components appear along the main diagonal without any simultaneous permutations of its
rows and columns. Usually, to bring a reducible matrix to the form (5), simultaneous row and column
permutations are required.
An example of an irreducible matrix with a doubly staircase pattern is the matrix⎡⎢⎢⎢⎢⎢⎢⎣
1 1 0 0 0 0
1 1 1 1 0 0
1 1 1 1 1 0
0 0 1 1 1 0
0 0 0 1 1 1
0 0 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎦ .
In view of Lemma 2.1, to determine whether or not a (0, 1)-matrix is totally nonnegative, we have to
determine whether or not a matrix with a double staircase pattern is totally nonnegative.
Theorem 2.2. Let m and n be integers with m n. Let A = [aij] be an m by n (0, 1)-matrix with no zero
rows or columns. Then A is totally nonnegative if and only if A does not have a submatrix equal to[
0 1
1 1
]
,
[
1 1
1 0
]
,
[
0 1
1 0
]
or F3 =
⎡⎣1 1 01 1 1
0 1 1
⎤⎦ . (6)
Proof. Each of thematrices in (6) has a negative determinant and so cannot be a submatrix of a totally
nonnegative matrix. Now suppose that A does not have any zero rows or columns, and does not have
a submatrix equal to one of the matrices in (6). By Lemma 2.1 we may assume that A has a double
staircase pattern. We use an inductive argument to show that A is totally nonnegative. This is easily
veriﬁed ifm 2. Now letm 3.
If A has only 1s in column 1, then each column of A has all its 0s above its 1s, and it follows easily
that the determinant of each square submatrix of A is 0 or 1. Thuswemay assume that the ﬁrst column
of A contains a 0, and similarly that the ﬁrst row of A contains a 0.
If there is only 1 in row 1 or column 1, then that 1 must be in position (1, 1) and the conclusion
follows by induction. Thus we may assume that a12 = a21 = 1. It follows from the double staircase
pattern that a22 = 1 as well. Let the ﬁrst 0 in column 1 be ap1 = 0 where p 3. Then ai1 = 0 for all
i p. If ap2 = 0, then columns 1 and 2 are identical, and we complete the proof by induction. Thus
we may assume that ap2 = 1. We now consider ap3. If ap3 = 0, then it follows that rows 1 and 2 are
identical, andwe complete the proof by induction.Wenowassume that ap3 = 1.We then have ai3 = 1
for 2 i p for otherwise rows 1 and 2 are identical. We also have a13 = 1, because the submatrix
formed by rows 1, 2, p and the ﬁrst three columns of A is a matrix of type F3 if a13 = 0. We now
repeat the preceding argument with column 4 replacing column 3, and so on. Since A does not have
a submatrix of order 3 equal to F3 in (6), we eventually obtain two identical rows, and complete the
proof by induction. 
It follows from Corollary 1.2 that an irreducible, totally nonnegative (0, 1)-matrix of order n 2 has
an eigenvalue equal to 0 and hence is singular. In fact, much more can be said about the multiplicity
of 0 as an eigenvalue of such a matrix. First we prove the following lemma.
Lemma 2.3. Let A be an irreducible, totally nonnegative (0, 1)-matrix of order n 2. Then each principal
submatrix of A of order k with n k n
2
 + 1 is singular and thus has determinant equal to 0.
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Proof. Since A is irreducible, A has 1s everywhere on themain diagonal, superdiagonal, and subdiago-
nal. Let B be a principal submatrix of A of order k n
2
 + 1 determined by indices i1 < i2 < · · · < ik .
Since k 2, two of these indices must be consecutive, thus determining a principal submatrix of all 1s
of order 2. Thematrix B is totally nonnegative, and so is singular if B is irreducible since k 2. Suppose
that B is not irreducible. As already observed, this implies that B has the form⎡⎢⎢⎢⎢⎢⎢⎣
B1 O O · · · O
B21 B2 O · · · O
B31 B32 B3 · · · O
...
...
...
. . .
...
Bl1 Bl2 Bl3 · · · Bl
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where l 2 and B1, B2, . . . , Bl are the irreducible components of B. Since B has a principal submatrix
of all 1s of order 2, one of the irreducible matrices B1, B2, . . . , Bl must have order at least 2 and hence
is singular. Hence B is singular too. 
Theorem 2.4. Let Abe an irreducible, totally nonnegative (0, 1)-matrix of order n 2.Then themultiplicity
of 0 as an eigenvalues of A is at least  n
2
.
Proof. Let
p(x) =
n∑
k=0
σkx
n−k
be the characteristic polynomial of A. By Lemma 2.3, σk = 0 for all k n2 + 1. Hence
p(x) =
 n
2
∑
k=0
σkx
n−k. 
Since n −  n
2
 =  n
2
, the theorem follows.
3. The (0, 1)-Hessenberg matrix Hn
A lower (0, 1)-Hessenberg matrix is a (0,1)-matrix Xn with 0s everywhere above the superdiagonal.
A lower (0, 1)-Hessenberg matrix is called full provided its entries on and below the main diagonal
and those on the superdiagonal equal 1. Let Hn be the full, lower (0, 1)-Hessenberg matrix of order n.
For example,
H1 = [1] , H2 = [1 11 1
]
and H5 =
⎡⎢⎢⎢⎢⎣
1 1 0 0 0
1 1 1 0 0
1 1 1 1 0
1 1 1 1 1
1 1 1 1 1
⎤⎥⎥⎥⎥⎦ .
It follows from Theorem 2.2 that Hn is a totally nonnegative matrix for all n 1; in particular, all the
eigenvalues of Hn are nonnegative real numbers.
Let pn(λ) = det(Hn − λIn) be the characteristic polynomial ofHn. From the inductive computation
of the characteristic polynomials of general Hessenberg matrices given in [2], we get
pn(λ) = (1 − λ)pn−1(λ) +
n−1∑
j=1
(−1)n−jpj(λ) (n 2),
where p0(λ) = 1 and p1(λ) = 1 − λ. Let qn(λ) = (−1)npn(λ) = det(λIn − Hn). We now determine
explicitly the polynomials qn(λ).
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Theorem 3.1. Let
qn(λ) = det(λIn − Hn) =
n∑
k=0
(−1)khn,kλn−k.
Then hn,k is the number of subsequences of 1, 2, . . . , n of length k with no two numbers in the subsequence
consecutive, and
hn,k =
(
n + 1 − k
k
)
. (7)
Thus
qn(λ) =
 n
2
∑
k=0
(−1)k
(
n + 1 − k
k
)
λn−k. (8)
Proof. The coefﬁcient hn,k equals the sum of the determinants of the principal submatrices
H[j1, j2, . . . , jk] of Hn of order k formed by rows and columns with indices j1, j2, . . . , jk where 1 j1 <
j2 < · · · < jk  n. If such a submatrix has two consecutive indices, then the ﬁrst such pair of consec-
utive indices correspond to identical columns of H[j1, j2, . . . , jk], and hence its determinant equals 0.
Otherwise, no two indices are consecutive. The latter implies that the principal submatrix does not
contain any of the 1s of Hn on the superdiagonal, and hence is a triangular matrix with all 1s on the
main diagonal and has determinant equal to 1.
It follows by induction that the numbers hn,k satisfy the recurrence relation (the two terms corre-
spond to jk = n and jk /= n)
hn,k = hn−2,k−1 + hn−1,k, hn,0 = 1, (9)
a Pascal-like recurrence for which the solution, upon substitution, is as given in (7). The theorem now
follows. 
We remark that (8) implies that themultiplicity of 0 as an eigenvalue ofHn is  n2which, according
to Theorem 2.4, is the smallest possible multiplicity of 0 as an eigenvalue of an irreducible, totally
nonnegative (0, 1)-matrix of order n. We also remark that because of the alternating signs of qn(λ), we
can conclude that qn(λ) has no negative roots, a fact we already know sinceHn is a totally nonnegative
matrix. From the fact that Hn is a totally nonnegative matrix, we know additionally that all roots are
real and nonnegative.
In the next theorem, we observe that Hn is the only irreducible, lower (0, 1)-Hessenberg matrix of
order nwhich is totally nonnegative.
Theorem 3.2. Let Xn be an irreducible, totally nonnegative lower (0, 1)-Hessenbergmatrix of order n. Then
Xn = Hn.
Proof. Since Xn is irreducible, it follows from Lemma 2.1 that Xn has 1’s everywhere on the super-
diagonal, diagonal, and subdiagonal. It follows easily from Theorem 2.2 that, since Xn cannot contain
a submatrix of order 3 equal to the matrix F3 in (6), Xn must be Hn. 
4. Extremal irreducible, totally nonnegative (0, 1)-matrices
The zero matrix On of order n and the matrix Jn of all 1s of order n are totally nonnegative. It
is natural to ask for the maximum number of 0s (equivalently, the minimum number of 1s) in an
irreducible, totally nonnegative matrix. As already observed, such amatrix has only 1s on its diagonal,
superdiagonal, and subdiagonal. A matrix of order n 3 with 1s only on these diagonals is not totally
nonnegative, but as it turns out only a small number of additional 1s leads to a totally nonnegative
matrix.
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Let z(A) denote the number of 0s in a matrix A, and let
zn = max{z(A) : A is an irreducible, totally nonnegative (0, 1)matrix of order n}.
Theorem 4.1. We have zn = (n − 2)2 for each n 2.
Proof. Let A be an irreducible, totally nonnegative (0, 1)-matrix of order n 2. We ﬁrst show by
induction on n, that z(A)(n − 2)2. This is certainly true with equality for n = 2 as J2 is the only
such matrix. Now let n 3. Let
A =
[
B x
yt 1
]
,
where thematrix B of order n − 1 is necessarily a totally nonnegativematrix. By induction, z(B)(n −
3)2. Since A is irreducible, the vectors x and y have a 1 in their last positions. If neither x nor y contained
a 1 in their next from last positions, then A would contain the forbidden submatrix F3 of order 3 in
Theorem 2.2. Therefore
z(A) z(B) + 2n − 5(n − 3)2 + 2n − 5 = (n − 2)2.
We now show how to recursively construct irreducible, totally nonnegative (0, 1)-matrices of order
n 2 with (n − 2)2 0s.
Let A2 = J2, and for k 2, let xk denote the 1 by k (0, 1)-vector with a 1 only in the last position,
and let yk be the 1 by k (0, 1)-vector with 1s only in the last two positions. For n 3, let
An =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[
An−1 xn−1
ytn−1 1
]
if n is odd,
[
An−1 yn−1
xtn−1 1
]
if n is even.
It follows inductively that An has all 1s on its diagonal, superdiagonal, and subdiagonal, and hence An
is irreducible. It also follows inductively that An has a double staircase pattern and thus does not have
any of the forbidden submatrices of order 2 of Theorem 2.2. To verify inductively that it does not have
the forbidden matrix F3 as a submatrix, consider ﬁrst the case of n odd. Then row n of An is identical
to row n − 1. Since F3 does not have two identical rows, if F3 were a submatrix of An, then F3 is a
submatrix of the matrix A′n obtained from An by eliminating its last row. The last column of A′n is a unit
column with a 1 in its last position. Since no column of F3 contains at most one 1, it follows that if A
′
n
has F3 as a submatrix, then so does the matrix obtained from A
′
n by striking out its last column. But
this matrix is An−1. Inductively, An−1 does not have F3 as a submatrix, and hence neither does An. The
case of n even is similar. This completes the proof of the theorem. 
We can also describe the matrices An constructed in Theorem 4.1 by using a construction we call a
J2-join, deﬁned as follows. Let X be an r by smatrix and let Y be a p by qmatrix such that the submatrix
of X of order 2 in its lower right corner is J2 and the submatrix of Y of order 2 in its upper left corner
is J2 Then X ∗ Y is the r + p − 2 by s + q − 2 matrix obtained by “joining” the J2 of X with the J2 of Y
and ﬁlling the remaining positions with 0s. For example, if
X =
⎡⎣1 1 11 1 1
0 1 1
⎤⎦ and Y =
⎡⎢⎢⎣
1 1 0 1
1 1 1 0
0 1 1 1
1 0 0 1
⎤⎥⎥⎦ ,
then
X ∗ Y =
⎡⎢⎢⎢⎢⎣
1 1 1 0 0
1 1 1 0 1
0 1 1 1 0
0 0 1 1 1
0 1 0 0 1
⎤⎥⎥⎥⎥⎦ .
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Note that in general (X ∗ Y)t = Xt ∗ Yt and that the join operation is associative.
Since the matrices An have all 1s on the diagonal, superdiagonal, and subdiagonal, each principal
submatrix of order 2 formed by consecutive rows and columns equals J2. We have
A3 =
⎡⎣1 1 01 1 1
1 1 1
⎤⎦ = H3
and for n 4 we have
An =
{
A3 ∗ At3 ∗ A3 ∗ · · · ∗ A3 ∗ At3 if n is even,
A3 ∗ At3 ∗ A3 ∗ · · · ∗ At3 ∗ A3 if n is odd.
where there are n − 2 factors. For instance,
A4 = A3 ∗ At3 =
⎡⎢⎢⎣
1 1 0 0
1 1 1 1
1 1 1 1
0 0 1 1
⎤⎥⎥⎦
and
A7 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 0 0 0 0
1 1 1 1 0 0 0
1 1 1 1 0 0 0
0 0 1 1 1 1 0
0 0 1 1 1 1 0
0 0 0 0 1 1 1
0 0 0 0 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It follows easily by induction that the rank of An is  n2.
We now characterize those matrices achieving the value zn = (n − 1)2 in Theorem 4.1.
Theorem 4.2. Let A be an irreducible, totally nonnegative (0, 1)-matrix of order n 2 with z(A) =
(n − 2)2. Then A = An or Atn.
Proof. Since A is irreducible, it has all 1s on the diagonal, superdiagonal, and subdiagonal, and these 1s
account for 3n − 2 1s in An. Let Bn be the (0, 1)-matrix of order nwith 3n − 2 1s, all in these positions.
There are n − 2 principal submatrices of Bn of order 3 with consecutive rows and columns. Since An
is a totally nonnegative matrix, by Theorem 2.2, none of these submatrices can equal the forbidden
submatrix F3. None of the 0s in these n − 2 submatrices of order 3 of Bn (they are the 2(n − 2) 0s in
the second superdiagonal and second subdiagonal) overlap. It follows that to get a totally nonnegative
matrix from Bn we have to change at least n − 2 0s to 1s, giving at least (3n − 2) + (n − 2) = 4n − 4
1s, and so atmost n2 − (4n − 4) = (n − 2)2 0s. If we change only n − 2 0s of Bn to 1s, then it is easy to
see that these 1s must alternate between being in the second superdiagonal and second subdiagonal;
otherwise the resulting matrix has F3 as a submatrix. There are two possible ways to begin (either a 1
in the (1,3)-position or a 1 in the (3,1)-position), and these give the matrix An constructed in the proof
of Theorem 4.1, or its transpose. 
The matrix A3 equals the Hessenberg matrix H3. We next show that the J2-joins of Hessenberg
matrices and their transposes of any order all have the same spectrum. Let k1, k2, k3, . . . be integers
with ki  2 (i = 1, 2, . . .). We call matrices of order n of the formHk1 ∗ Htk2 ∗ Hk3 ∗ · · · andHtk1 ∗ Hk2 ∗
Htk3 ∗ · · · generalized, full (0, 1)-Hessenberg matrices. Unless there is only one Hki used, the ki can be
assumed to be at least 3. There are four types of these generalized full Hessenbergmatrices, according
to whether or not we start with a Hessenberg matrix or its transpose, and end with a Hessenberg
matrix or its transpose.
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Lemma 4.3. All generalized full (0, 1)-Hessenberg matrices of order n have the same spectrum, and thus
the same spectrum as the Hessenberg matrix Hn.
Proof. Let Xn = Hk1 ∗ Htk2 ∗ Hk3 ∗ · · · ∗ Hkp . The other three cases can be handled in a similar way.
We prove the lemma by induction on n 3. If n = 3, then Xn = H3, and these two matrices have the
same spectrum. Assume that n 4. Let an,k be the coefﬁcient of λn−k in the characteristic polynomial
det(λIn − Xn) of Xn. To prove the lemma it is enough to show that the coefﬁcients an,k satisfy the same
recurrence
an,k = an−2,k−1 + an−1,k, an,0 = 1
as thecoefﬁcientsof thecharacteristicpolynomial ofHn (see (9)). By induction, the coefﬁcientsan−2,k−1
and an−1,k of the characteristic polynomial of generalized full (0, 1)-Hessenberg matrices of order
n − 2 and n − 1, respectively, depend only on n and k, and not on the particular generalized full
(0, 1)-Hessenberg matrix.
The two principal submatrices of Xn obtained by crossing out row n and column n, and rows n − 1
andn and columnsn − 1 andn are generalized full (0, 1)-HessenbergmatricesXn−1 andXn−2 of orders
n − 1 and n − 2, respectively. Each principal submatrix of order k of Xn−1 is a principal submatrix of
order k ofXn, and this accounts for the term an−1,k in the recurrence. Similarly, eachprincipal submatrix
Y of order k − 1 of Xn−2 gives a principal submatrix Z of order k of Xn by including row and column
n. Since the last column of Z is (0, . . . , 0, 1)T , det Y = det Z . This accounts for the term an−2,k−1 in
the recurrence. It remains to show that the determinants of the principal submatrices of Xn that use
both rows and columns n − 1 and n equal 0. But since rows n − 1 and n of Xn are identical, such
determinants equal 0. This completes the proof. 
It follows from Lemma 4.3 that the extremal matrices An and A
t
n have the same spectrum as the
matrices Hn. However, their ranks are different for n 4, since, for instance, the rank of An is  n2 and
the rank of Hn is n − 1. In particular, An and Hn are not similar. We now determine the spectral radius
(Perron value) of these matrices.
Theorem 4.4. The minimum Perron value of an irreducible, totally nonnegative (0, 1) matrix of order n is
2 + 2 cos
(
2π
n+2
)
. The irreducible, totally nonnegative (0, 1)-matrices of order nwith thisminimumPerron
value are the generalized full (0, 1)-Hessenberg matrices of order n.
Proof. Let
Mn =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 0 · · · 0
1 2 1 0 · · · 0
0 1 2 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 2 1
0 0 0 · · · 1 2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and let
Pn =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 0 . . . 0
1 2 1 0 . . . 0
0 1 2 1 . . . 0
...
...
...
. . .
...
0 0 0 · · · 2 1
0 0 0 · · · 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Set α = π
2
+ π
2n+1 and β = π2 + π2n . Then the vectors
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u = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos(α)
cos
(
α + 2π
2n+1
)
cos
(
α + 4π
2n+1
)
...
cos
(
α + 2(n−1)π
2n+1
)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and v = −
⎡⎢⎢⎢⎢⎢⎢⎢⎣
cos(β)
cos(α + π
n
)
cos
(
β + 2π
n
)
...
cos
(
β + (n−1)π
n
)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
are positive (right) eigenvectors for Mn and Pn, respectively. The corresponding eigenvalues are
2 + 2cos
(
2π
2n+1
)
for Mn and 2 + 2cos
(
π
n
)
for Pn. Since these eigenvectors are positive, it follows
that they are the Perron eigenvectors of these matrices, and the eigenvalues are the Perron values (so
spectral radius).
Nowconsider thematrixAn = H3 ∗ Ht3 ∗ H3 ∗ · · · of ordern. Note that for each i = 1, 2, . . . ,  n−12 ,
rows 2i and 2i + 1 of An are equal, from which it follows that the corresponding entries in the (right)
Perron eigenvector for An are also equal. Hence we ﬁnd that the Perron value of An coincides with that
of P(n+2)/2 if n is even, and of M(n+1)/2 if n is odd. It now follows that for any n 2, the Perron value
of An is 2 + 2cos
(
2π
n+2
)
.
Suppose now that A is an irreducible (0, 1) totally nonnegative matrix of order n. We claim (by
induction on n) that if the Perron value of A is less than 4, then A is entrywise greater than or equal to
an irreducible matrix of order n of the form Hk1 ∗ Htk2 ∗ Hk2 ∗ · · · , or the form Htk1 ∗ Hk2 ∗ Htk3 ∗ · · · ,
for some sequence of parameters k1, k2, k3 . . . . The claim is readily established for n = 4.
Suppose now that n 5. Let r and c denote the ﬁrst row sum and column sum of A, respectively.
Since A must have a double staircase pattern, if min {r, c} 4, then A contains the all 1s matrix J4 of
order 4 as a principal submatrix, contrary to the assumption that the Perron value of A is less than 4.
We deduce then that either min {r, c} = 3 or min {r, c} = 2.
Suppose that min {r, c} = 3, and without loss of generality, we take r = 3 (otherwise we consider
At). Let Â denote the principal submatrix of A on its ﬁrst ﬁve rows and columns. We have
Â =
⎡⎢⎢⎢⎢⎣
1 1 1 0 0
1 1 1 a24 a25
1 1 1 1 a35
a41 a42 1 1 1
a51 a52 a53 1 1
⎤⎥⎥⎥⎥⎦ .
Since A (and hence Â) is totally nonnegative, we ﬁnd that a42 = 1, otherwise the submatrix formed by
rows 1, 3, 4 and columns 2, 3, 4 is of type F3. Similarly, a41 = 1.
Consider the case that a24 = 1. Then necessarily a25 = 0, for if not, then the minimum column
sum for Â is 4, contrary to the hypothesis that the Perron value of A, and hence of Â, is less than 4. Since
a25 must be 0, we have
Â =
⎡⎢⎢⎢⎢⎣
1 1 1 0 0
1 1 1 1 0
1 1 1 1 a35
1 1 1 1 1
a51 a52 a53 1 1
⎤⎥⎥⎥⎥⎦ .
From the fact that A is totally nonnegative, we ﬁnd that a53 = 1, a52 = 1, a51 = 1. But then we see
that Â entrywise dominates the matrix⎡⎢⎢⎢⎢⎣
1 1 1 0 0
1 1 1 1 0
1 1 1 1 0
1 1 1 1 1
1 1 1 1 1
⎤⎥⎥⎥⎥⎦ ,
which has Perron value 4, a contradiction.We conclude that a24 must be 0. Thus we ﬁnd that Â has the
form
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⎡⎢⎢⎢⎢⎣
1 1 1 0 0
1 1 1 0 0
1 1 1 1 a35
1 1 1 1 1
a51 a52 a53 1 1
⎤⎥⎥⎥⎥⎦ .
Let A denote the submatrix of A formed by deleting its ﬁrst row and column. From the induction
hypothesis,we see thatAdominates amatrix of the formHk1 ∗ Htk2 ∗ Hk3 ∗ · · · , or the formHtk1 ∗ Hk2 ∗
Htk3 ∗ · · ·. From the fact that the ﬁrst row of A has just two 1’s, we see that the latter case is impossible.
Hence A dominates a matrix of the form Hk1 ∗ Htk2 ∗ Hk3 ∗ · · · , so that A itself dominates a matrix of
the form Ht3 ∗ Hk1 ∗ Htk2 ∗ Hk3 ∗ · · · , as desired.
Finally, we suppose that min {r, c} = 2, and without loss of generality, we take r = 2 (otherwise
we consider At). Note that in this case, necessarily c  3. Then A has the form
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 . . . 0
1
1 A
a41
...
an1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Applying the induction hypothesis to A,we see that A dominates amatrix of the formHk1 ∗ Htk2 ∗ Hk3 ∗· · · , or of the form Htk1 ∗ Hk2 ∗ Htk3 ∗ · · ·. In the latter case, we see immediately that A itself dominates
H3 ∗ Htk1 ∗ Hk2 ∗ Htk3 ∗ · · · , and so the desired conclusion holds.
Suppose now that A dominates a matrix of the form Hk1 ∗ Htk2 ∗ Hk3 ∗ · · · , and let A˜ denote the
leading principal submatrix of A of order k1 + 1. The ﬁrst three columns of A˜ necessarily have the
form ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0
1 1 1
1 1 1
a41 1 1
a51 1 1
...
...
...
ak1+1,1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since A is totally nonnegative, we thus ﬁnd that ai1 = 1 for i = 4, . . . , k1 + 1. Hence we see that A˜
dominatesHk1+1, fromwhich it follows thatAdominatesHk1+1 ∗ Htk2 ∗ Hk3 ∗ · · · , as desired. Since the
generalized full (0, 1)-Hessenberg matrices are irreducible, it now follows from the Perron–Frobenius
theory that among the irreducible, totally nonnegative (0, 1)-matrices of order n, only they have the
minimal Perron value, The proof is now complete. 
Corollary 4.5. The irreducible, totally nonnegative (0, 1)-matrices of order n with the minimum Perron
value all have the same spectrum.
Proof. The corollary is an immediate consequence of Theorem 4.4 and Lemma 4.3. 
5. Some examples
We have investigated totally nonnegative (0, 1)-matrices, and these matrices must have nonnega-
tive eigenvalues. But there aremany (0, 1)-matriceswhich are not totally nonnegative but nonetheless
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have nonnegative eigenvalues. To conclude, we give several examples of irreducible (0, 1)-matrices
with all of their eigenvalues nonnegative but with a small percentage of positive eigenvalues.
Let A be an irreducible (0, 1)-matrix of order n with nonnegative eigenvalues with exactly one
positive eigenvalue r. Then r is the Perron root of A, and the characteristic polynomial of A is
λn − rλn−1 = (λ − r)λn−1.
Hence
(A − rIn)An−1 = O, (10)
This equation implies that the eigenvalues of A are r with multiplicity 1 and 0 with multiplicity
n − 1. The columns of An−1 are all right eigenvectors of A for its positive eigenvalue r. Since r is a
simple eigenvalue of A and A is a nonnegative matrix, A has a unique (up to scalar multiples) positive
eigenvector corresponding to its eigenvalue r, and hence the nonzero columns of An−1 are positive
multiples of that positive eigenvector.
As examples, let
A =
⎡⎣1 0 11 1 0
1 1 0
⎤⎦ and B =
⎡⎢⎢⎣
1 0 1 0
0 1 0 1
0 1 0 1
1 0 1 0
⎤⎥⎥⎦ .
Then A3 = 2A2 and A has eigenvalues 0, 0, 2. Also B3 = 2B2 and B has eigenvalues 0, 0, 0, 2.
Now let
C =
⎡⎢⎢⎢⎢⎣
0 1 0 1 0
0 1 0 1 0
1 0 1 0 1
1 0 1 0 1
1 1 1 1 1
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
1 0
1 0
0 1
0 1
1 1
⎤⎥⎥⎥⎥⎦
[
0 1 0 1 0
1 0 1 0 1
]
,
where
[
0 1 0 1 0
1 0 1 0 1
] ⎡⎢⎢⎢⎢⎣
1 0
1 0
0 1
0 1
1 1
⎤⎥⎥⎥⎥⎦ =
[
1 1
2 2
]
is a matrix with eigenvalues 0, 3. Hence the eigenvalues of C are 0, 0, 0, 0, 3. In fact, the rank of C equals
2, and
C2 =
⎡⎢⎢⎢⎢⎣
1 1 1 1 1
1 1 1 1 1
2 2 2 2 2
2 2 2 2 2
3 3 3 3 3
⎤⎥⎥⎥⎥⎦ ,
where (1, 1, 2, 2, 3)t is a positive eigenvector of C for its eigenvalue 3. None of the matrices A, B, and C
is totally nonnegative.
Finally, let H′n be the matrix obtained from the (0,1)-Hessenberg matrix Hn by replacing the 0 in
position (1, n) with 1. For instance,
H′4 =
⎡⎢⎢⎣
1 1 0 1
1 1 1 0
1 1 1 1
1 1 1 1
⎤⎥⎥⎦ .
The eigenvalues of H4 are 0, 0, 2 ±
√
2 and are nonnegative, but H′4 is not totally nonnegative. The
eigenvalues of H′5 are 0, 0, 1, 2 ±
√
3. The eigenvalues of H′6 are 0, 0, 0, 1, 1, 4. The eigenvalues of H′7
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are 0, 0, 0, 1.3194 ± 0.49781i, 0.1185, 4.2426. Thus for n = 4, 5, 6, H′n is a matrix with nonnegative
eigenvalues but not totally nonnegative; H′7 does not have all eigenvalues nonnegative.
We plan to further investigate irreducible (0, 1)-matrices with nonnegative eigenvalues in a sub-
sequent paper.
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