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Equations of type (E): x(t) =f(t - 1, x(t - 1)) -f(t, x(f)) occur 
frequently in population dynamics [2 1. When written in an integral form, 
x(t) + 1’ f(s, x(s)) ds = Constant, 
f-1 
they represent the balance of a population with a constant number, split into 
two subclasses, the length of the stay in one of the classes being imposed 
(equal to a unit of time); the passage into this class is ruled by a density 
function f(s, u). 
In this domain, the question of the behaviour of the solutions at the 
infinity is very important. It has been treated notably in [5] for autonomous 
equations x(t) =f(x(t)) --f(x(t - l)), the solutions of which converge, under 
the Lipschitz condition onf; another result was given in [4] for the equation 
x(t) =f(t, x(t - 1)) -f(t, x(t)) + h(t), wheref(t, u) is l-periodic in t, strictly 
increasing in U, h is l-periodic, and ST, h(s) ds = 0: the solutions behave 
asymptotically as jb h(s) ds + Constant. 
The two papers follow the same line; the more general exposition of the 
method is given in [5]: the authors associate to f (defined from R into R) an 
order on R, then study, for each solution x, the evolution of supfx, and 
inffx, which are, respectively, decreasing and increasing; they then show that 
the only solutions x such that supfx, = Constant and inffx, = Constant are 
the constant functions; therefore, the limit-points are constants, and so the 
solutions converge. 
Differing from the quoted authors who deduced their results from a 
qualitative study of each solution in itself, our results are essentially based 
on being able to compare the solutions to one another. First we suppose, as 
in [4], that f(t, U) is increasing with respect to U; this monotony gives the 
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following comparison property: let t, be given in R, x, and x2, two solutions 
defined from I,, - 1, such that 
then 
x,(t) G x2(t), t> t,. 
Second, being of type (E), the equations have a first integral, that is, a map 
can be defined in the set of the solutions, the value of which at a solution x 
depends only on the initial data of x. It is then possible to compare the 
solutions with respect to the value of this map. These two classifying tools 
are compatible, moreover they reinforce each other and both ensure much 
stronger comparison properties, at least when f is assumed regular (enough) 
or strictly monotonous with respect to U. If we assume these hypotheses 
uniformly in t, the comparison goes to the infinity, so can be extended to the 
o-limit sets and thus gives a classification of the behaviours. This is the 
meaning of our main result: the behaviour at the infinity depends only on the 
value of the first integral. When applied to a periodic functionf, whatever its 
period is, this result leads to the conclusion that each solution is 
asymptotically periodic with the same period asf, a result which is notably 
more general than Jehu’s. The plan of the paper is as follows: in Section I, 
we collect a number of elementary facts, such as the comparison property 
due to the monotonicity; in Section II, we introduce new comparison 
properties related to supplementary hypotheses on f and to the first integral; 
in Section III, we discuss some consequences of these properties on 
behaviour, in particular we state and prove our main result. Lastly, in 
Section IV, we apply the preceding result in the case of periodic functions. 
I. PRELIMINARIES 
I. 1. The Problem Set 
We consider the following problem 
qt) =f(t - 1, x(t - 1)) -f(t, x(t)>, 
(E) 
x(t) = v(t - to), to- l<t<to, 
where v, is a continuous given function, defined on [-1, 0] with real values. 
Basic assumptions on A that we shall assume throughout the paper, are: 
(a) f(t, 0) = 0; 
(b) (t, u) -+f(t, U) is continuous; 
(c) u -+f(t, u) is nondecreasing. 
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It is well-known that, under the condition (b), the equation (E) has, for every 
data (to, cp), a solution defined on an interval [t,, t, + r], r > 0. We refer to 
[ 31 for the fundamental results in the theory of the functional differential 
equations, in particular, we will denote, as usual x,, t > t,, the map defined 
on 1-1, O] by xi(s) = x(t + s), and we shall often consider the equation (E) 
as an evolution equation in the C-state-space, where C = C”( [-1, 01, R). 
I.2. 
The expression x(t) + J”- ,f(s, x(s)) ds is constant along the solutions of 
(E); it is a first integral of the equation. It can be associated to the following 
application defined on R x C: 
A@, P> = cp(O) + lo f(s + t, v(s)) ds. 
-I 
We shall represent most of the time its value along a solution x in the form 
A(x). 
1.3. The Fundamental Comparison Property 
Let a, and w be given in C, to in R, x and y the solutions of the equation 
associated to (to, o) and (to, v). Suppose that (D < w, then x(t) <y(t), t > to. 
Proof: We need only verify the inequality on [to, to + 1 ]. Now, the 
assumption (c) made off in I. 1 leads to the ordinary differential inequality 
w> +fk 40) G L’(t) +m Y(t)>3 
for each t, t E [to, to + 1 ], with x(t,) < y(t,). 
Multiplying both members of this inequality by (X -y) + gives 
hence the result follows from (x(tO) -y(t,))+ = 0. 
1.4. The Boundedness of the Solutions 
First, notice that if x is a nonnegative (resp. nonpositive) solution of (E), 
then x is bounded above (resp. bounded below). In fact, suppose x > 0; from 
x(t) + s:- ,f(s, x(s)) ds = C, and since f(s, x(s)) is nonnegative, we deduce 
that x(t) < C. Now, we can say that all the solutions of (E) are bounded. 
Because if (to, cp) is a data, with x as a solution, and M > 0 verifies 
-M < v, ,< M, the solution associated to (to, M) (resp. (to, --M)) is less than 
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A(t,. M) (resp. greater than A(&, --M)). Thus, from the comparison 
property, we have A(&,, -44) < x(t) < A (t,, M), t > t, , which gives the 
desired conclusion. 
II. SOME NEW COMPARISON PROPERTIES 
In analogy to the various stability concepts we introduce in this part some 
new comparison properties which need more than monotonicity. Then, we 
show that some computable conditions give these properties. 
11.1. 
First we shall say that two solutions xi, x, of (E) are comparable (resp. 
strictly comparable) if there exists t,, such that x,(t) < x,(t), t > t, (resp. 
Xl(f) < -Q(t), t 2 43) ( or, the converse inequalities). Now, we shall say that 
the equation (E) satisfies: 
(i) the strict comparison property (s.c.P.) if for every t, in R, (oi, oz 
in C, such that o, 6 oz, o,(O) < oz(0), the solutions xi, x2 associated to 
@,JP,), (to, ~4) verify 
Xl(f) < x*(t), tat,; 
(ii) the eventual strict comparison property (e.s.c.p,) if, under the 
same conditions as above, there exists t,, t, 3 t,, such that 
x,(t) < X?(f), t> t,; 
(iii) the asymptotic strict comparison property (a.s.c.p.) if (E) verifies 
(e.s.c.p.) and, under the same conditions as above, the simultaneous limit- 
points of xi and x2 (that is, for every sequence (t,), n + +m, such that 
x,(t + t,) and x,(t + t,) converge, the limits y,(t) and yJt)) verify 
J’,(q < Y2(f), t E R; 
(iv) the uniform asymptotic strict comparison property (u.a.s.c.p.) if 
(E) satisfies (a.s.c.p.) and if moreover: x\“),x$“) being two sequences of 
strictly comparable solutions of (E), JJ~“‘, yy’, two sequences of 
simultaneous limit-points of xi”), xy), such that, for some m > 0, M > 0. 
I.x~~)~~<M, i= 1,2, HEN; /yjn’-y:“)lE>m, HEN, 
then 
i;f / ye”’ -y:“‘(t)] > 0, tE m. 
The last two properties can be stated without mention of limit-points: 
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a.s.c.p., if x, and x2 are strictly comparable solutions of (E), then 
lim inf, + m (x,(t) -x*(f)/ > 0; u.a.s.p., if (E) has a.s.c.p. and if x(ln), 
xy) are two sequences of strictly comparable solutions of (E) verifying, 
for some m > 0, M>O: Ixj”‘l,<M, i=l,2, nEn\i, and 
lim supI+ + m Ix!“‘(t) - x:“‘(t)/ > m, then 
i;fl)m+i;f Ix’,“‘(t) - x:“‘(t)1 > 0. 
+ 
11.2. 
As a preliminary remark, the two following examples can illustrate that 
the above properties are not implied solely by monotony. 
EXAMPLE 1. 
f(t, u) = (t - 2k + 1)(2k - t) fi, t E (2k - 1,2k], u > 0, 
= 0, t E [2k, 2k + I] or u < 0. 
f is continuous in (t, u), nondecreasing in u,f(t, 0) = 0;fis 2-periodic in t. It 
has solutions of the form given in Fig. 1. These solutions are 2-periodic, for t 
large enough; none of the comparison properties introduced in II. 1 can hold, 
because the solution which is drawn out in Fig. 1 is not strictly comparable 
to zero as it should be if the equation had s.c.p. 
EXAMPLE 2. 
i(t) = e’-‘x(t - 1) - e’x(t); 
all the solutions of this equation go to zero at the infinity: s.c.p. is satisfied, 
a.s.c.p. is not. Obviously conditions for s.c.p. also imply e.s.c.p. We will see 
that these conditions essentially bear on the ordinary differential part in the 
equation. On the other hand, there are cases when e.s.c.p. is satisfied and 
s.c.p. cannot be guaranteed: we will see that it is then the functional part of 
the equation which dominates. Concerning the asymptotic properties, we can 
imagine that a.s.c.p. and u.a.s.c.p. are distinct properties. Nevertheless, we 
have not been able to distinguish them by proper hypotheses or examples. 
FIGURE 1 
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11.3. Some Computable Conditions 
In this paragraph, we will give computable conditions on f to achieve the 
various comparison properties. There are in fact two types of assumptions 
depending on which part of the equation, the ordinary one or the functional 
one, we want to be the leading term. We have not been able to unify these 
two very different aspects, and it seems to us that it could be a very difficult 
task to do so: remember that in [S] the assumptions are of the ordinary type 
whereas they are of the functional type in [4]. Technically proofs are made 
by comparing a solution x to zero instead of two solutions xi, x2. But the 
stated conditions allow, with the same proof, to extend our results to any 
comparable (xi, XJ by changing x1 into zero, x, into x2 - x, ; the equation 
verified by x2 - x, is of the same type as the original one. 
PROPOSITION 1 (s.c.p. due to o.d. effect). Suppose that: for each R > 0, 
there exists a function p defined on IA x IR, such that 
(t/ < R, /u 1 < R, /U ( < R, p being a uniqueness function (6 1. Then the 
equation (E) satisfies (s.c.~.). 
Proof. We have to show that if (to, rp) is given, with u, > 0, o(O) > 0, its 
solution x satisfies x(t) > 0, t > t,. Suppose it is false: then, there exists t,, 
t, > t,, x(t,) = 0. Take t, as the first point with this property. We study x(t), 
t < t,. Set y(t) = x(-t); for every t in l-t,, -t,], we have 
4;(t) < Pk v(t)>. 
Since y(t) > 0 and y(-tl) = 0 and since p is a uniqueness function, we can 
conclude that y(t) = 0, -t, < t < -to and this contradicts the definition oft, . 
PROPOSITION 2 (u.a.s.c.p. due to o.d. effect). Suppose the same as in 
Proposition 1 and also that p can be chosen independent of t. Then, the 
equation (E) satisfies u.a.s.c.p. 
Proof. First we will show a.s.c.p. Let x be a nonnegative solution S.C. to 
zero, let y be a limit-point of x. Set M = A(x); we have M > 0. From the 
majoration, 0 <f (t, u) <p(u), u > 0, we deduce that 
y(t) + .i’ p(.v(s>) ds > M, f-1 
so, y # 0 and does not vanish identically after some t,. From the inequality 
l(f) + p(x(t)) > 0 and the lipschitzean character of x we deduce the 
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corresponding inequalities for D’y(t) and D-y(t) (notations as in [6]); since 
p is a uniqueness function, we conclude that y > 0 at each point. 
To prove u.a.s.c.p., consider a sequence xc”’ S.C. to zero and such that, for 
instance, each x(“’ becomes positive. Let y(“’ denote a sequence of 
simultaneous limit-points of xc”‘. The sequences xc”‘, y(“’ must also verify 
uniform growth conditions (see II. 1): for some m > 0, M > 0, 
lx’“‘l, GM, I yen’ loo > m. 
From the first majoration we deduce that there exists M’ > 0, and, for each 
n, there exists t,, such that 
li-‘“‘(t)l < M’, t>t,, 
and after that the same majorations hold with y”“: 
I Y’n’ln: < M, j pqm < M’. 
Now, if y is a limit-point of a nonnegative solution x and 
,4(x) > m. In fact, observe that 
I A, > m3 then 
Closure Range (v) = n Closure (x( It, fco 1). 
I > 0 
so I y 1, = limj + a7 x(t,), for some sequence (tj), and, by computing A(x) 
along the (tj))s, we obtain A(x) > m. From this, we deduce that 
y(t) + sip, p(y((s)) ds > m, which holds for each y”“. Also, from the 
preceding proof, we have 
y’“‘(t) > 0, Jjcn’(t) + &y’“‘(t) > 0, 
Denote by K the set of the functions y such that 
a.e. 
O<Y<M, ~0) + f P(Y(s>) ds> w I.Gl,<M’, d(t) + dy(t>) a 0. I-I 
K is compact with respect to the topology of the compact convergence. The 
same proof as in Proposition 1 can show that 
v(t) > 03 t’s R, y E K. 
so 
gepfERYw > 0. 
When applied to yen’, it gives inf,., inf,.,y’“‘(t) > 0, and the conclusion 
follows. 
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Remark 1. No doubt that the simplest class of equations satisfying the 
assumptions of Proposition 1 (resp. Proposition 2) is that of functions locally 
lipschitzean in U, locally uniformly in t (resp. uniformly in t). 
PROPOSITION 3 (e.s.c.p. due to the functional effect). Supposing thatf is 
strictI-y increasing with respect to u and, for each R > 0, there exists h, 
nondecreasing, continuous at zero, h(0) = 0, such that 
l/k u) -fk c)l < h(l u - c I), IulGR, IL’IGR. 
Then the equation (E) uerzj?es (e.s.c.p.). 
Remark 2. Before starting a proof, we would like to draw attention to 
the difference between this statement and Proposition 1: the assumption 
must be taken uniformly in t, even for a finite time result. We hope that the 
proof will bring to light why it is so and also why we can only prove the 
eventual s.c.p. 
Proof. (a) Let (to, q) be given, with (o > 0, y?(O) > 0, and suppose that 
the solution x is not strictly comparable to zero. Then, for each t, , t, > t,, 
there exists t, > t, with: x(tJ = 0. But, x(t2) = 0, x > 0 imply x’(tZ) = 0, so 
f(tz - 1, x(t, - 1)) = 0 and, from the strict monotonicity of f, we can 
conclude that x(t, - 1) = 0. If t, - 1 > t,, the same argument leads to: 
x(t, - 2) = 0, and this can be followed down to the first integer p, such that 
t, - 1 < t, -p < t,. Doing this with an unbounded sequence t,, we find that 
for each n E [N, there exists t,, t, - 1 < t, < t, with 
x(t,) = x(t, + 1) = * ” = x(t, + n) = 0. 
From (f”hlEN we can extract a converging subsequence, its limit T satisfying 
x(T)=x(T+ l)=... =x(T+n)= . . . =O. 
(b) To gain more from the result of (a), introduce the following 
sequence of functions: 
z,(t) = f ;- x(t +j), 
;r; 
t,-l<t<tt,. 
Due to the special form of the equation and the majoration off by h, we 
have 
. z, is bounded (since x is bounded); 
. i,(t) = (l/n)(f(t, x(t)) -f(t + n, x(t + n)). 
So lim n~03 i,(t) = 0, uniformly with respect to t in [t, - 1, t,,]. 
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(c) Now we look at the first integral of x. First, notice that it is 
strictly positive: 
A(x) = x(&J + j’” f(s, x(s)) ds 2 x(t,) > 0. 
to- I 
We will obtain a contradiction with the convergence of z, to zero. Taking 
the expression of A(x) at points t, +j gives 
A(X) = f g x(t, +j) + + 2 jto f(s +j, 4s +j>> ds. 
J-1 J-1 I”-] 
Using 
l - 2 f(s +j, x(s +j)) < ; $ ws +A), 
n j=l J-1 
the boundedness of x, the convergence of z, to zero, and the properties of h, 
we can see that lim,,, l/n CT=, h(x(s +j)) = 0, at every point s and it is a 
bounded sequence. From the Lebesgue theorem on the dominated 
convergence, we deduce that 
” 
T’ f(s +j, x(s +j) ds = 0. 
Jr, 
So, we find that A(x) = 0, hence a contradiction. 
PROPOSITION 4 (u.a.s.c.p. due to the functional effect). Suppose that f 
satisfies the assumptions of Proposition 3 and for each R > 0, there exists a 
measurable function g, g(u) > 0, u # 0, such that 
If@, u) -fk VI a &?(I 24 - ZJ I>3 lul<R, Iul<R. 
Then the equation (E) verifies (u.a.s.c.p.). 
We only sketch a prooj First, consider the asymptotic strict comparison 
property. We only need to show that the proof of Proposition 3 can be done 
up to limit-points. Let x be a solution of (E) nonnegative and strictly 
comparable to zero, y, a limit-point of x: y is nonnegative. Suppose that, at a 
point t,, y(t,,) = 0. From the equation verified by x, we can say that y 
satisfies a.e. the following inequality: 
4’(t) 2 g(y(t - 1)) - W(t)). 
From y(tO) = 0, y > 0 and from properties of g and h, we deduce that 
y(to - 1) = * ’ * = y(t, - n) = 0, n E N. 
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The proof can be pursued as in Proposition 3, replacing the sequence z, by 
and noticing that 
lim li,l, = 0. 
n+cc 
To prove u.a.s.c.p., we take a sequence x (n) strictly comparable to zero, 
becoming for instance positive, such that for some m > 0, M > 0, 
lim sup x’“‘(t) > m; 
t-r+02 
from these inequalities we deduce that for any sequence y(“) of limit-points of 
X(n’ 
O<Y (n’ < M, 
p(t) > g(y’“‘(t - 1)) - h(y’“‘(t)), 
y’“‘(t) + 1’ h(y’“‘(s)) ds > m, 
f-l 
and for some (It’ _ M’ > 0 1 JF Im GM’. Also, the sequences zk - 
l/k Cj”=, y’“‘(t -j) verify lip’\, < ek, ck -0, k -+ $00, /zr)I, < M. We are 
then led to a set of “closed” conditions satisfied by the y(“)‘s, which, as in 
the former proof, ensure that any function in the w-limit set of ( y’“‘} is 
strictly positive at each point, therefore, 
infy’“‘(t) > 0, tE R. 
n 
11.4. Concluding Remark on the Conditions Ensuring u.a.s.c.p. 
The “concrete” conditions for u.a.s.c.p. essentially combine lipschitzean 
character (Proposition 2) or strict monotonicity (Proposition 4) uniformly in 
t, with a “growth condition.” This last condition does not appear explicitely 
in the first case because it is stated as part of the Lipschitz condition. It is 
more generally expressed in Proposition 3: 
Growth condition: for R > 0, there exists h nondecreasing, continuous at 
zero, h(0) = 0, s.t. 
It-k u) -f(t, ~11 < h(l u - u I>, lul<R, JulGR. 
In Section III, we will suppose a priori u.a.s.c.p. However, we will also need 
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an effect of “growth condition” which we have not been able to show as a 
consequence of u.a.s.c.p.. So, we will assume u.a.s.c.p. and growth condition, 
eventhough not being sure of the proper relationship between these two 
properties. This remains for us an open question. Our formulation may be 
regarded as a first step in unifying conditions of lipschitzean and strictly 
monotonic types. 
III. COMPARISON OF BEHAVIOURS 
Using the comparison properties introduced in Section II, we will compare 
here the behaviours of the solutions at the infinity. In fact, two S.C. solutions 
have comparable behaviours: under a.s.c.p., their w-limit sets are distinct. 
We will say nothing more in this case. The problem we will look at is the 
comparison of the behaviours of solutions which cannot be discriminated at 
finite times by the order relation: such solutions behave the same way, they 
have the same w-limit set. To be honest this result cannot be imputed only to 
the order relation; it brings in the first integral. In fact, under u.a.s.c.p. and 
growth condition, we characterise the nonstrict comparability of two 
solutions as having the same first integral. Therefore, we only need to prove 
that the behaviour depends solely on the value of the first integral. For 
convenience we will take zero as a reference function; solutions which are 
not strictly comparable to zero are solutions oscillating near to zero. We first 
establish some basic results for such functions: these are deduced from 
e.s.c.p. 
LEMMA 1. Suppose (E) has e.s.c.p.; let x be a solution of(E) not strictly 
comparable to zero. Then either x vanishes after some t,; or, x is oscillating 
near to zero, with the sign changing in each interval of length one. 
The proof follows immediately from the definition of e.s.c.p. 
LEMMA 2. Under conditions of Lemma 1, for each t,, the set of (D’S, such 
that (t,, q) is a data of an oscillating solution near to zero is closed (in C). 
ProojI Let p,, be a sequence of data, such that: the solution x, associated 
to (t,,, cp,) is oscillating near to zero; o, converges towards a function p, 
associated to x. If, for an infinity of q,‘s, x, vanishes after some t,, we have 
A(x,) = 0, so A(&, rp,) = 0, and therefore, A(&, o) = 0, which gives the 
result. Otherwise, the x,‘s have a zero on each interval, so by the uniform 
convergence of x, towards x, we deduce that the same property is true for x. 
LEMMA 3. Under conditions of Lemma 1, let x be a solution oscillating 
near to zero: then, there exist solutions x,,x2 oscillating near to zero, such 
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that x1 <x and x, is minimal with respect to the strict order relation in the 
set of the oscillating solutions less than x (resp. x2 > x and x2 is maximal in 
the corresponding case). 
Proof: We will exhibit a minimal solution x, ; x2 will be deduced either 
by analog computation or by changing the function and the equation as 
follows: x + + -x, f(t, u) + -f(t, -u). To exhibit xi, choose t,, such that x 
is defined on [t, - 1, t,,], M such that A4 < x(t), t E [t, - 1, to]. Consider the 
family cpA = (1 - A) M + Axto, 0 <A. < 1. It is a continuous, strictly 
increasing (with respect to A) family of data; the solution associated to 
‘pO = A4 is negative and x is oscillating near to zero. From Lemma 2, we 
know that the set of the data of oscillating solutions is closed; so the same is 
true of A = (A; (t,, q_\) data of an oscillating solution}. So the greatest lower 
bound 1, of A is in A; 0 < A0 < 1; for each A, 0 < 1 < A,,, the solution xc,‘) 
associated to (to, ~1,~) becomes negative. Let Y be a solution such that: 
y(t) < xCAo)(t), t > t,, for some t,. Then, there exists A,, 1, < A,,, with 
y(t) < x’.‘l’(t), t, - 1 < t < t,, and therefore this inequality is verified at each 
point t, t > t, . Since x (A1) becomes negative, the conclusion follows. 
We now characterise solutions oscillating near to zero with respect to the 
value of the first integral. Before this, we state as lemmas two elementary but 
very useful results. 
LEMMA 4. If x and y are two solutions of(E) such that: y > x after some 
t,, then:A(y)-A(x)>limsup,,+,(y(t)-x(t)). 
LEMMA 5. Under growth condition (given in 11.4), for each R > 0, 
m > 0, there exists n > 0, such that x, y being two solutions of (E) defined 
after t, - 1 with 1x1, <R, / yl, <R, and A(y) -,4(x) > m, then 
sup Y(S) -x(s) > % t> t,. 
t-1<s<r 
PROPOSITION 5. Suppose (E) satisjies u.a.s.c.p. and also the growth 
condition. Then the solutions of(E) oscillating near to zero are exactly those 
with a null first integral. 
Proof: Obviously, the only thing to prove is that if x is a solution of (E) 
oscillating near to zero, then A(x) = 0. We will prove an intermediate result: 
if x is a solution of (E) with A(x) > 0, then ljm+izf x(t) > 0 
(or, if A(x) < 0, then lim supx(t) < 0). + 
L+tm 
(*I 
In fact, this result implies that if A(x) # 0 then x does not oscillate, so the 
40Y/Yh’2 10 
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assertion will follow. Notice first that u.a.s.c.p. implies a.s.c.p. and e.s.c.p. 
Suppose the statement(*) is false, that is, there exists x, a solution of (E), 
with A(x) > 0 and lim infi,, x(t) < 0. As A(x) > 0, we can assert that x 
takes positive values on each interval of length one. With the above 
assumption, we deduce that x is oscillating near to zero. Because, if it were 
not true, we could conclude, from e.s.c.p., that x is positive past some t, and 
from a.s.c.p. that lim inf,,, x(t) > 0. From Lemma 3, we know that there 
exists 2, a solution of (E), oscillating near to zero, with: 2> x and x” is 
maximal with respect to strict order relation in the set of the oscillating 
solutions. Now, let y be a solution of (E), y > 2 From the maximality of x’ 
follows that y is not oscillating near to zero; so, y becomes positives and, 
from a.s.c.p. lim inf,,, m y (t) > 0, that is y is S.C. to zero. Choose a solution 
yO, y, > 2 and restrict the other solutions to the set J = ( y, x’ < y < yO. We 
can find R > 0 and m > 0 (m = A(x), for instance) such that: for y in J, 
1 y Ia, < R and A(y) > m. So, the conclusion of Lemma 5 can be applied to J: 
there exists n > 0 such that for y in .I, lim supI++ ~ y(t) > q. The conditions 
for the elements of .I to be uniformly asymptotically strictly comparable to 
zero are satisfied and since (E) has u.a.s.c.p., it is really the case: there exists 
q’ > 0, such that: lim inf,,,, y (t) > II’, y E J. This implies, using Lemma 4, 
that 
A(y) - A (2) > lim sup (y(f) - 2(t)) 
t+oC 
> lim $f (y(t) - lirnbf x’(t) 
But, from the continuity of A(t, .), we have A(2) = inf,,,A(y), so we set a 
contradiction. We are now ready to give the result on comparison of the 
behaviours: it is an easy corollary of Proposition 5. First we look at 
solutions oscillating near to zero. 
PROPOSITION 6. Under the assumptions of Proposition 5, let x be a 
solution of(E), such that A(x) = 0. Then lim,,,, x(t) = 0. 
Pro05 From Proposition 5, we know that x can be compared to any y, 
solution of (E) with A(y) # 0. Choose t, E R, and define y”‘, for each 
1 E R, as the solution of (E) such that yji’ = ,I. y”’ has the sign of A. 
Moreover, we have 
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and, from the continuity off(s, u), 
lim 1 y(l)],, = 0. 
A+0 
Now, comparing x to y’.” gives that for each A. E R, A# 0, there exists t, , 
with 
so lim supt+ +ol: Ix(t)1 < lim inf,l,o 1 Y’,~‘I~ = 0, which ends the proof. 
THEOREM 1. Suppose the equation satisfies u.a.s.c.p. and the growth 
condition (given in 11.2). Then the behaviour of the solutions at the infinity 
depends only on the value of their first integral: if x, and x2 are two 
solutions with A(x,) = A(x& then x, -x2 goes to zero. Moreover, a 
necessary and sufficient condition for x, and x2 to have the same first 
integral is that x, - x2 oscillates near to zero. 
Proof: We go back to the proofs of Proposition 5 and Proposition 6, by 
changing the functions and the equation as follows: set y = x2 - x,, 
g(t, u> =f (t, u + x1(t)> -f (t, x,(t)>. 
The equation associated to g has the same properties as (E) since its 
solutions differ from the solutions of (E) only by the addition of x, . If B is 
the first integral functional for g, 
By=A(y+x,)-A(x,). 
Therefore, if A(x,) = A(xJ, we have B(xZ - x,) = 0, and from Proposition 6, 
we deduce that lim,,, (x2 -x,)(t) = 0. If x2 -x, oscillates near to zero, we 
know, from Proposition 5, that B(x, -x,) = 0, so A(x,) = A(x2). 
IV. THE PERIODIC CASE 
We now suppose that f (t, u) be periodic in t, with period T. We are then 
able to describe entirely the behaviours of the solutions. For that, we first 
verify u.a.s.c.p., then we show that to each given real number a is associated 
a “stationary” solution, in fact, a T-periodic solution, with a as a first 
integral. 
PROPOSITION 7. Suppose f T-periodic in t, continuous in (t, u), 
nondecreasing in u, and such that either f is locally lipschitzean in u, 
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uniformly with respect to t, or, f is strictly increasing in u. Then the equation 
(E) satisfies u.a.s.c.p. 
Proof. The first assumption corresponds to Proposition 2. If the second 
assumption is satisfied, we must verify the conditions given in Propositions 3 
and 4. It is sufficient, in view of these statements, to exhibit functions g and 
h. For. R > 0, we set 
g(u) = sup If@, U + eu) -f(t, v)i, 
IU <R 
tER 
E= * 1 
h(u) = ,tf:f, 1 f(t, u + EU) -f(t, VI. 
\ 
lER 
E= * 1 
COROLLARY 1. Under the assumptions of Proposition 1 on f, the 
behaviour of the solutions at the infinity depends only on the value of the first 
integral. 
PROPOSITION 8. Under the assumptions of Proposition I on f, the 
equation (E) has, for any given real number a, exactly one T-periodic 
solution, with first integral a. 
Proof. Existence holds assuming only monotonicity of f and its 
continuity with respect to (t, u). In fact, we will first prove the result with f 
monotonous and of class C’. We then observe that, because of an a priori 
bound of the solutions, it can be extended to a more general situation. 
Denote by P, the set of the T-periodic continuous functions, endowed with 
the sup. norm. Consider the operator H defined in P, by 
H(x) = i’ f 6, x(s)) ds, XE P,. 
‘f-1 
The solutions of (E) which are T-periodic and have a first integral equal to a 
are the points x in P, such that (Id + H)(x) = a. We will show that Id + H 
is locally invertible in the neighbourhood of each point of P, and that Range 
(Id + H) contains the set of the constant functions. Let (D be fixed in P,.. 
Setting K = H’(p), we have 
WY)(t) = 1’ f 56, P(s))Y(s) ds, 1-I 
where f 5 denotes the derivative off with respect to the second variable. From 
its regularizing effect we deduce that K is a compact operator. So, to prove 
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the bijectivity of Z + K we only need to prove its injectivity. Let y be in 
Ker(Z + K); we have 
which is an equation of type (E) verifying the assumptions of Theorem 1; y 
is a solution with a null first integral, so, we deduce, from Theorem 1, that 
lim f++mY(t)=o. s ince y is T-periodic, it must be zero, which gives the 
conclusion. (In the same way, we can prove that Z + H) is injective). Notice 
now that the periodic solutions of (E) with first integral a have the same sign 
as a: this follows from Proposition 5 and the periodicity. Moreover, the map 
a + x(a) (x(a) denoting the periodic solution with A(x) = a) is increasing 
and II-%) -xh)ll G I a2 - a, I. Let us now look at the domain of the map 
a + x(a): it is an open set since Z + H is locally invertible at each point; 
moreover the fact that the map takes a bounded set into a bounded set of C’ 
proves that its domain is closed. So, being nonempty since it contains zero, 
the domain is necessarily R. From the estimate Ix(a)loo < I al, we can extend 
the existence result to the equations associated to the functions f which are in 
the closure of the preceding set of functions with respect to the topology of 
the compact convergence in Co@ X R, R). However, we ensure uniqueness 
of the map a + x(a) only under restricted hypotheses, as in Proposition 7. 
Our final result is now a simple corollary. 
THEOREM 2. Suppose that f satisJes the conditions of Proposition 7. 
Then each solution of (E) is asymptotically T-periodic. 
Proof Let x be a solution of (E). From Proposition 8, we know that 
there exists a unique T-periodic solution of (E), y, with A(x) = (y). From 
Proposition 7, we know that the equation has u.a.s.c.p. So, by Theorem 1, we 
conclude that x(t) -y(t) + 0, t + + CD. 
CONCLUSION 
The existence of a first integral can play a crucial role in determining the 
asymptotic behaviours of the solutions of an equation. It is the essential 
feature in the results we have just exposed. However, this property in itself is 
not sufficient: what allowed us to conclude here was the juxtaposition ot this 
comparison criterion to the one given by the monotony. The framework of 
this paper is not the most general possible. Elsewhere [ 1 ] we have considered 
some nonlocal conditions off; also, we have introduced another order in the 
set of the solutions in a neutral-type equation. An open question is the 
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description of the o-limit sets when there is no simple “stationary” solution 
(constant or periodic). We are actually studying this question for certain 
almost-periodic equations. 
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