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Einleitung
Seit mehr als einem Jahrhundert ist die Klassifikation der einfachen Lie-Algebren über
den komplexen Zahlen durch ihre Wurzelsysteme bekannt. Ein Wurzelsystem ist im We-
sentlichen eine Menge von Geraden im Rn, deren gegenseitige Lage durch gewisse Axiome
stark eingeschränkt wird und so die Klassifikation erlaubt. Man kann jedem Wurzelsys-
tem Φ auf natürliche Weise eine Gruppe zuordnen: Die orthogonalen Komplemente (bzgl.
einer symmetrischen, nichtentarteten Bilinearform) zu den durch Φ bestimmten Geraden
sind Hyperebenen und die Spiegelungen an diesen Hyperebenen erzeugen eine Untergrup-
pe der orthogonalen Gruppe. Diese Konstruktion liefert zum Beispiel die sogenannten
Weyl-Gruppen der Lie-Algebren, in denen eine Vielzahl von geometrischen, gruppen-
theoretischen, darstellungstheoretischen und kombinatorischen Informationen über die
Lie-Algebra und die zugehörigen Lie-Gruppen kodiert ist. Aus diesem Grunde waren
Weyl-Gruppen auch schon immer ein zentraler Bestandteil der Theorie der Lie-Gruppen
und in späteren Jahrzehnten auch der Theorie der reduktiven, algebraischen Gruppen.
Ein klassisches Resultat zeigt, dass Spiegelungsgruppen mit den Coxeter-Gruppen iden-
tisch sind, das heißt Gruppen, die sich durch eine spezielle Präsentation mit Erzeugern
und Relationen schreiben lassen: Zu jeder Spiegelungsgruppe W gibt es eine (bis auf
Konjugation eindeutige) Menge von Spiegelungen S ⊆ W derart, dass W die Präsenta-
tion
W = 〈s ∈ S | s2 = 1 und sts . . .︸ ︷︷ ︸
mst
= tst . . .︸ ︷︷ ︸
mst
für alle s, t ∈ S〉
hat. Dabei bezeichnet mst die Ordnung von st in W . Ist umgekehrt für gewisse Zahlen
mst ∈ N eine Gruppe durch eine derartige Präsentation gegeben, dann ist W auch als
Spiegelungsgruppe realisierbar.
Aufgrund von engen Beziehungen zur Knotentheorie werden die hierbei auftretenden
Relationen vom Typ sts . . .︸ ︷︷ ︸
mst
= tst . . .︸ ︷︷ ︸
mst
als Zopfrelationen bezeichnet.
Iwahori-Hecke-Algebren oder kurz Hecke-Algebren sind enge Verwandte der Spiegelungs-
gruppen. Ist etwa (W,S) eine Coxeter-Gruppe, dann ist durch diese Daten eine Z[v±1]-Al-
gebra H = H(W,S) bestimmt, die Hecke-Algebra von (W,S), welche ebenfalls wichtige
Informationen über die Lie- oder reduktive, algebraische Gruppe G kodiert, beispiels-
weise kohomologische Informationen über Fahnenvarietäten G/B, wobei B eine Borel-
Untergruppe von G ist.
Präziser ist die Hecke-Algebra H(W,S) definiert als die Z[v±1]-Algebra mit den Erzeu-
gern (Ts)s∈S und den quadratischen Relationen T 2s = 1 + (v − v−1)Ts für alle s ∈ S
und den Zopfrelationen TsTtTs . . .︸ ︷︷ ︸
mst
= TtTsTt . . .︸ ︷︷ ︸
mst
für alle s, t ∈ S. Man erkennt sofort, dass
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die Präsentation der Gruppe W (genauer der Gruppenalgebra Z[W ]) sich darin wieder-
findet, wenn man auf v = 1 spezialisiert. Es stellt sich heraus, dass, genau wie Z[W ],
auch die Hecke-Algebra eine Basis hat, die mit den Elementen der Gruppe indiziert ist,
üblicherweise mit Tw für w ∈ W bezeichnet wird und durch die Spezialisierung v = 1 in
die Standardbasis von Z[W ] übergeht. Die Hecke-Algebra wird deshalb als „Deformation“
des Gruppenrings Z[W ] bezeichnet. In diesem Sinne sind alle Informationen, die in W
und Z[W ] vorhanden sind, auch in H vorhanden und durch den zusätzlichen Parame-
ter v sogar detaillierter aufgeschlüsselt. Daher sind Hecke-Algebren seit Jahrzehnten ein
ebenso wichtiger Bestandteil der Theorie wie die Coxeter-Gruppen selbst.
Die Hecke-Algebren der symmetrischen Gruppen tragen eine Vielzahl interessanter Struk-
turen und spielen daher in vielen anderen Kontexten eine wichtige Rolle. Unter anderem
war durch die Knuth-Robinson-Schensted-Korrespondenz seit langem eine Eigenschaft
bekannt, die durch Graham und Lehrer 1996 unter dem Namen „zelluläre Algebra“ axio-
matisiert und systematisch untersucht wurde (siehe [GL96]). Im Jahr 2007 bewies Meinolf
Geck, dass nicht nur Hecke-Algebren der symmetrischen Gruppen, sondern alle Hecke-
Algebren endlicher Coxeter-Gruppen zelluläre Algebren sind (unter gewissen, harmlosen
Zusatzvoraussetzungen, siehe [Gec07] und [Gec09] für eine vereinfachte Konstruktion).
Die Zellbasen, die Geck konstruierte, sind von der Wahl bestimmter Matrixdarstellungen
als Eingabedaten abhängig, sogenannter balancierter Darstellungen. Dies sind in einem
gewissen Sinne Darstellungen von minimaler Komplexität. Sie haben unter anderem die
Eigenschaft, dass sie Darstellungen von Lusztigs asympotischer Algebra J induzieren.
Im Jahr 2008 wurden durch Geck und Jürgen Müller die Zerlegungszahlen für die ex-
zeptionellen Spiegelungsgruppen bestimmt, um die Gültigkeit von James’ Vermutung
in diesen Fällen zu bestätigen (siehe [GM09]). Dabei benutzten sie spezielle Matrixdar-
stellungen der Hecke-Algebren, die sogenannten W -Graph-Darstellungen, die eine ver-
blüffende Ähnlichkeit mit denjenigen Matrixdarstellungen aufwiesen, die sich aus den
Eigenschaften zellulärer Algebren ergeben. Es wurde daher vermutet ([GJ11, 2.7.13] und
[GM09, 4.5]), dass in der Tat jede W -Graph-Darstellung gleich einer Zelldarstellung in
Gecks Konstruktion sein müsse für geeignet gewählte Eingabedaten.
W -Graphen sind besonders sparsame, kombinatorisch kodierte Matrixdarstellungen von
H. Sie wurden zuerst von Kazhdan und Lusztig in ihrem wegweisenden Artikel [KL79]
definiert. Es ist nicht unmittelbar klar, aber mit Hilfe der Lusztig-Vermutungen (die
für viele wesentliche Fälle bereits nachgewiesen wurden) beweisbar, dass es zu jedem
Isomorphietyp irreduzibler Darstellungen von H auch mindestens einenW -Graphen gibt,
der eine Matrixdarstellung dieses Isomorphietyps kodiert. Dies wurde zuerst von Gyoja
in [Gyo84] bewiesen. Gyoja definierte dafür eine Algebra, die in dieser Arbeit unter der
Bezeichnung W -Graph-Algebra verallgemeinert betrachtet wird.
In Gyojas Arbeit taucht auch bereits die Vermutung auf, dass der Quotient derW -Graph-
Algebra nach ihrem Jacobson-Radikal wieder die Hecke-Algebra vonW zurückliefern soll-
te. Ich beweise unter anderem, dass die Gültigkeit dieser Vermutung auch die Gültigkeit
der Geck-Müller-Vermutung über W -Graphen nach sich zieht.
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Das Ziel dieser Arbeit ist die genauere Untersuchung und – in Spezialfällen – der Beweis
dieser Vermutungen. Die Arbeit gliedert sich dabei in vier Kapitel.
Das erste Kapitel dient vor allem der Einführung der notwendigen Begrifflichkeiten aus
der Theorie der Coxeter-Gruppen, der Iwahori-Hecke-Algebren und der Kazhdan-Lusztig-
Theorie.
Das zweite Kapitel definiert das Konzept der balancierten Darstellung. Es wird eine Kon-
struktion der asymptotischen Algebra J angegeben, die die Konstruktion durch Geck und
Jacon in [GJ11] in einer naheliegenden Weise verallgemeinert. Das führt unter anderem zu
der Einsicht, dass die asymptotische Algebra von der Wahl der speziellen Basis (Tw)w∈W
unabhängig ist.
Das dritte Kapitel definiert zelluläre Algebren und ihre Zellmoduln. Das Vorgehen ori-
entiert sich dabei sowohl am Originalartikel von Graham und Lehrer ([GL96]) als auch
an den Arbeiten von Steffen König und Changchang Xi ([KX98], [KX99a], [KX99b]).
Im vierten Kapitel werden dann die neuen Ergebnisse über Gyojas W -Graph-Algebra
präsentiert. Es werden zunächst W -Graphen und verschiedene Versionen von W -Graph-
Algebren definiert, die Gyojas ursprüngliche Definition verallgemeinern. Dann wird ei-
ne Verbindung zu Lusztigs asympotischer Algebra aus Kapitel zwei hergestellt, indem
gezeigt wird, dass der Lusztig-Isomorphismus φ : H → J durch die kanonische Ein-
bettung der Hecke-Algebra in die W -Graph-Algebren faktorisiert. Im darauffolgenden
Abschnitt wird eine bislang anscheinend unbekannte, alternative Präsentation von Gyo-
jas W -Graph-Algebra durch Erzeuger und Relationen im Einparameterfall hergeleitet,
die sie als Quotient einer Pfadalgebra realisiert. Der letzte Abschnitt des Kapitels hat
dann das Ziel, die W -Graph-Zerlegungsvermutung zu motivieren und sie mit Hilfe der
zuvor erhaltenen Präsentation für die Spezialfälle I2(m), A3, A4 und B3 zu beweisen.
Im Anhang dieser Dissertation werden Algorithmen für einige der im Hauptteil an-
geschnittenen Probleme und mögliche Optimierungen gegenüber naiven Ansätzen be-
sprochen. Der erste Abschnitt enthält unter anderen einen Algorithmus zur Berechnung
von Bruhat-Intervallen und einen Algorithmus zur Berechnung von Kazhdan-Lusztig-
Polynomen. Der zweite Abschnitt enthält einen Algorithmus zum Auffinden einer äqui-
valenten, balancierten Darstellung zu jeder gegebenen Matrixdarstellung der Hecke-Al-
gebra. Der dritte Abschnitt gibt dann einen Algorithmus zum Bestimmen der Zelldar-
stellungen aus Gecks Konstruktion an und liefert so eine Möglichkeit, die Geck-Müller-
Vermutung in konkreten Fällen computergestützt zu überprüfen.
3
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1. Coxeter-Gruppen und Hecke-Algebren
1.1. Coxeter-Gruppen
1.1.1 Definition (Coxeter-Gruppen, siehe [Bou68]):
Sei S eine endliche Menge. Eine Matrix M = (mst) ∈ (N ∪ {∞})S×S heißt . . . . . . . .Coxeter.-
. . . . . . .Matrix, wenn M symmetrisch ist, mss = 1 und mst ≥ 2 für alle s 6= t aus S gilt.
Es seiW eine Gruppe. Wir nennen das Datum (W,S) eine . . . . . . . .Coxeter.- . . . . . . . .Gruppe, wenn es eine
Coxeter-Matrix gibt derart, dass
W = 〈S | (st)mst = 1 für alle s, t ∈ S〉 .
Dabei wird (st)∞ = 1 als die Abwesenheit einer Relation bzw. als triviale Relation
verstanden.
Wir nennen |S| . . . . .Rang der Coxeter-Gruppe.
Der . . . . . . . .Coxeter .- . . . . . . .Dynkin.-. . . . . . .Graph oder das . . . . . . . .Dynkin-. . . . . . . . . . .Diagramm von (W,S) ist der Graph mit
Eckenmenge S, in dem s, t ∈ S genau dann durch eine Kante verbunden sind, wenn
mst > 2 ist. Wir entscheiden uns dafür, die ungerichtete Variante dieses Graphen zu
benutzen. Wir vereinbaren außerdem, dass die Kante s−t des Graphen mitmst beschriftet
sein soll, falls mst > 3 ist, sodass der Graph die Coxeter-Matrix und damit die Gruppe
eindeutig bestimmt.
1.1.2 Satz (Spiegelungsdarstellung):
Mit den Bezeichnungen aus der Definition definiere V := RS , wobei die Basisvektoren
mit es für s ∈ S bezeichnet seien. Dann gilt:
a.) Definiere die Bilinearform β : V × V → R durch β(es, et) := − cos
(
π
mst
)
(wobei
π
∞ := 0 sei). Dann ist durch
ρ(s)v := v − 2β(es, v)es
eine Darstellung ρ : W → EndR(V ) definiert, die sogenannte . . . . .Spie . .ge . . . . . .lungs . . .dar . . . .stel-
. . . . .lung von W .
b.) ρ ist injektiv.
c.) Die zur Konstruktion verwendete Coxeter-Matrix ist durch (W,S) eindeutig be-
stimmt. Genauer ist mst gleich der Ordnung von st in W für alle s, t ∈ S.
Beweis. Siehe [Hum92, 5.3+5.4].
1.1.1. Kombinatorik I: Wortkombinatorik
1.1.3 Definition (Längenfunktion, reduzierte Wörter):
Jedes w ∈ W lässt sich nach Definition als Produkt w = s1s2 . . . sn für geeignete si ∈ S
schreiben. Das minimale n ∈ N, für das so eine Darstellung existiert, heißt . . . . . .Länge von w
und wird als l(w) notiert. Ein Ausdruck w = s1s2 . . . sn mit n = l(w) heißt . . . . . . . . . . .reduzierter
. . . . . . . . . .Ausdruck für w.
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1.1.4 Satz:
Sei (W,S) eine Coxeter-Gruppe. Es gelten dann folgende Eigenschaften:
a.) Austauscheigenschaft:
Sei w = s1 . . . sn ∈ W und s ∈ S derart, dass l(sw) < l(w). Dann gibt es einen
Index i so, dass
sw = s1 . . . ŝi . . . sn.
b.) Starke Austauscheigenschaft:
Sei w = s1 . . . sn ∈W und t ∈
{
wsw−1
∣∣ w ∈W, s ∈ S } derart, dass l(tw) < l(w).
Dann gibt es einen Index i so, dass
tw = s1 . . . ŝi . . . sn.
c.) Löschungseigenschaft:
Sei w = s1 . . . sn ∈W mit l(w) < n. Dann gibt es Indizes i < j so, dass
w = s1 . . . ŝi . . . ŝj . . . sn.
Umgekehrt ist jede dieser Eigenschaften für eine Gruppe W ′, die von einer Menge von
Involutionen S′ ⊆W ′ erzeugt wird, äquivalent dazu, dass (W ′, S′) eine Coxeter-Gruppe
ist.
Beweis. Siehe [Hum92, 1.9+5.8].
1.1.5 Satz (Tits, siehe [Tit69]):
Sei (W,S) eine Coxeter-Gruppe. Auf der Menge S∗ der formalen Wörter mit Buchstaben
aus S definiere folgende Operationen:
I Lösche ein Teilwort der Form ss.
II Ersetze ein Teilwort der Form sts . . . durch tst . . ., wobei beide Wörter Länge
mst <∞ haben.
Mit diesen Bezeichnungen gilt:
a.) Für jedes w = s1s2 . . . sn ∈ W gibt es dann eine Folge von solchen Operationen,
die das Wort s1 . . . sn ∈ S∗ in einen reduzierten Ausdruck von w überführen.
b.) Je zwei reduzierte Ausdrücke von w ∈ W unterscheiden sich nur durch eine Folge
von Typ-II-Operationen.
Beweis. Siehe [Dav08, 3.4.2].
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1.1.6 Korollar (Satz von Matsumoto, siehe [Mat64]):
Sei (W,S) eine Coxeter-Gruppe und M ein beliebiges Monoid sowie f : S → M eine
Funktion derart, dass für alle s, t ∈ S mit mst <∞ stets
f(s)f(t)f(s) . . .︸ ︷︷ ︸
mst
= f(t)f(s)f(t) . . .︸ ︷︷ ︸
mst
gilt. Dann gibt es genau eine Fortsetzung F : W →M mit F (s1 . . . sn) = f(s1) . . . f(sn)
für alle reduzierten Ausdrücke s1 . . . sn.
Beweis. Siehe z. B. [GP00, 1.2.2].
1.1.7: Dies ist in der Tat äquivalent zur zweiten Aussage des Satzes von Tits. Die Im-
plikation vom Satz von Tits zum Satz von Matsumoto ist offenkundig, die Rückrichtung
folgt, indem man das . . . . .Zopf-. . . . . . . .Monoid, also das Monoid mit der Monoidpräsentation
B+(W,S) := 〈S | sts . . .︸ ︷︷ ︸
mst
= tst . . .︸ ︷︷ ︸
mst
für alle s, t ∈ S mit mst <∞〉 ,
für M einsetzt. Aus der Eindeutigkeit der Fortsetzung F folgt dann, dass jedes w ∈ W
ein eindeutiges Element von B+(W,S) definiert. Das ist genau die Aussage, dass sich
je zwei reduzierte Ausdrücke desselben Elements durch Typ-II-Operationen ineinander
überführen lassen.
Der zitierte Beweis ist jedoch unabhängig vom Satz von Tits.
1.1.8 Lemma (Längstes Element):
Ist (W,S) eine endliche Coxeter-Gruppe, dann existiert genau ein Element w0 ∈ W
maximaler Länge. Es gilt
a.) w20 = 1 sowie
b.) l(ww0) = l(w0)− l(w) = l(w0w) für alle w ∈W .
Beweis. Siehe z. B. [Hum92, 5.6]
1.1.2. Klassifikation der endlichen Coxeter-Gruppen
1.1.9 Lemma und Definition (Parabolische Untergruppen):
Sei (W,S) eine Coxeter-Gruppe und J ⊆ S beliebig. Definiere dann die Untergruppe
WJ := 〈J〉 ≤W . Mit diesen Bezeichnungen ist (WJ , J) eine Coxeter-Gruppe.
Beweis. Siehe z. B. [Hum92, 5.5].
1.1.10 Lemma und Definition (Irreduzible Komponenten):
Eine Coxeter-Gruppe (W,S) heißt . . . . . . . . . . . .irreduzibel, falls das Dynkin-Diagramm von (W,S)
zusammenhängend ist.
Die Zerlegung S =
∐
i=1...n Si in Zusammenhangskomponenten induziert eine Zerlegung
der Gruppe in irreduzible Faktoren W =
∏
i=1...nWSi .
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Beweis. Siehe z. B. [Hum92, 6.1]
1.1.11 Satz (Klassifikation der endlichen Coxeter-Gruppen):
Die endlichen, irreduziblen Coxeter-Gruppen sind genau diejenigen mit den Dynkin-Dia-
grammen in Abbildung 1.1.1.
Die Typen E6, E7, E8, F4, G2 = I2(6), H3,H4 und I2(m) für m ≥ 5 heißen . . . . . . . . . . . . .exzeptionelle
oder . . . . . . . . . . . . . . . . .Ausnahmetypen.
Beweis. Siehe [Hum92, Ch. 2].
1.1.3. Kombinatorik II: Die Bruhat-Chevalley-Ordnung
1.1.12 Satz und Definition (Bruhat-Ordnung):
Sei (W,S) eine Coxeter-Gruppe und w = s1 . . . sn ein reduzierter Ausdruck für w ∈ W .
Sei x ∈ W ein weiteres Gruppenelement. Wir definieren, dass x ≤ w genau dann gelten
soll, falls Indizes 1 ≤ i1 < . . . < ik ≤ n existieren derart, dass x = si1 · · · sik ist.
Dies ist eine partielle Ordnung auf W , die . . . . . . . .Bruhat-. . . . . . . . . .Chevalley.-. . . . . . . . .Ordnung oder kurz . . . . . . .Bruhat.-
. . . . . . . . .Ordnung genannt wird. Es gilt:
a.) Das kleinste Element der Bruhat-Ordnung ist 1 und das größte ist – sofern existent
– das Element maximaler Länge von W .
b.) Ketteneigenschaft:
Zu je zwei x, y ∈ W mit x < y gibt es Elemente x = x0 < x1 < . . . < xk = y so,
dass l(xi) = l(xi−1) + 1 für i = 1, . . . , k gilt. Insbesondere gilt l(x) < l(y) und für
alle s ∈ S gilt weiter sx < x ⇐⇒ l(sx) < l(x).
c.) Liftungseigenschaft:
Für s ∈ S mit l(sx) < l(x) gilt:
w ≤ x ⇐⇒
{
sw ≤ sx falls l(sw) < l(w)
w ≤ sx falls l(sw) > l(w)
Beweis. Beweise können z. B. in [BB05, Ch. 2] gefunden werden.
1.1.13: Der Satz von Tits zeigt, dass das Wort-Problem in Coxeter-Gruppen algorith-
misch lösbar ist, indem reduzierte Darstellungen von Elementen berechnet werden (Er
liefert jedoch nicht die effizienteste Methode dafür!). Es kann also für beliebige x ∈ W
und s ∈ S entschieden werden, welche der Alternativen l(sx) < l(x) oder l(sx) > l(x)
gilt (und analog für Rechtsmultiplikation). Aus der Liftungseigenschaft ergibt sich, dass
auch x < y algorithmisch entschieden werden kann.
Der Algorithmus, um x < y zu entscheiden, funktioniert wie folgt: Durch iteratives
Anwenden der Liftungseigenschaft wird die Länge von y reduziert und in jedem Schritt
x entsprechend der Liftungseigenschaft durch x oder sx ersetzt. Abgebrochen werden
9
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An−1
n ≥ 1
1 2 3 4 n− 2 n− 1
Bn
n ≥ 2
0 1 2 3 4 n− 2 n− 14
Dn
n ≥ 4
0
1
2 3 4 n− 2 n− 1
E6
1
2
3 4 5 6
E7
1
2
3 4 5 6 7
E8
1
2
3 4 5 6 7 8
F4
1 2 3 44
H3
1 2 35
H4
1 2 3 45
I2(m)
m ≥ 3
1 2m
Abbildung 1.1.1.: Die Dynkin-Diagramme endlicher Coxeter-Gruppen.
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kann, sobald l(x) ≥ l(y) ist (d. h. spätestens dann, wenn y vollständig zu y = 1 gekürzt
wurde). In diesem Fall ist x ≤ y genau dann gegeben, wenn x = y ist. Algorithmus A.I
gibt eine Pseudocode-Implementierung dieses Algorithmus an.
Der Algorithmus liefert ebenfalls eine Möglichkeit, um die Definition der Bruhat-Ordnung
effektiv zu machen: Indem man Buch führt, welches s ∈ S in jedem Schritt verwendet
und ob x durch sx ersetzt wurde, findet man eine reduzierte Darstellung von y und ein
Teilwort dieser Darstellung, das gleich x ist. In Algorithmus A.II ist eine Pseudocode-
Implementierung angegeben.
1.1.14: Sei (W,S) eine reduzible Coxeter-Gruppe, etwa S = S1
∐
S2 undW = W1×W2.
Dann gilt (x1, x2) ≤ (y1, y2) genau dann, wenn x1 ≤ y1 und x2 ≤ y2 gelten, d. h. die
Bruhat-Ordnung zerlegt sich ebenfalls als Produkt der Bruhat-Ordnungen. Das kann
man beispielsweise mit Hilfe der Liftungseigenschaft einfach einsehen.
1.1.15 Satz (Bruhat-Intervalle):
Sei (W,S) eine Coxeter-Gruppe, u,w ∈ W so, dass ein s ∈ S existiert mit sw > w und
su > u. Für Elemente x, z ∈W sei das Intervall zwischen x und z in der Bruhat-Ordnung
wie gewohnt mit [x, z] := { y ∈W | x ≤ y ≤ z } bezeichnet. Dann gilt:
Die Abbildung η : [u,w] × { 1, s } → [u, sw] mit
η(x, 1) := x und
η(x, s) :=
{
x falls sx < x
sx falls sx > x
ist surjektiv.
Beweis. Siehe [Rea04, Prop. 5.1].
1.1.16: Dieser Satz liefert nun eine Verfeinerung des Algorithmus zur Entscheidung der
Bruhat-Ordnung, die zusätzlich fähig ist, Bruhat-Intervalle zu berechnen. Algorithmus
A.III gibt eine Pseudocode-Implementierung dieses Algorithmus an.
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1.2. Iwahori-Hecke-Algebren
1.2.1: Für diesen Abschnitt fixieren wir eine Coxeter-Gruppe (W,S). Aus der universel-
len Eigenschaft der Präsentation W = 〈s ∈ S | s2 = 1, sts . . .︸ ︷︷ ︸
mst
= tst . . .︸ ︷︷ ︸
mst
für alle s, t ∈ S〉
lässt sich das folgende Lemma ableiten:
1.2.2 Lemma (W ab und Konjugationsklassen in S):
In jeder Coxeter-Gruppe gilt:
a.) W ab := W/[W,W ] ist isomorph zu (Z/2)z , wobei z die Anzahl der Zusammenhangs-
komponenten des Graphen ist, der entsteht, indem man im Dynkin-Diagramm von
(W,S) alle Kanten s—t mit mst ∈ 2N oder mst =∞ entfernt.
b.) Zwei Elemente s, t ∈ S sind genau dann konjugiert in W , wenn es eine Folge
s = s0, s1, . . . , sk = t gibt so, dass ord(sisi+1) < ∞ und ungerade ist, d. h. wenn
sie in derselben Zusammenhangskomponente dieses Graphen liegen.
1.2.3: Zur Definition der Iwahori-Hecke-Algebra und verwandter Algebren wird folgen-
der vorbereitender Satz benötigt:
1.2.4 Satz (Generische Algebren):
Sei R ein kommutativer Ring und (as, bs)s∈S eine Familie von Elementen von R derart,
dass (as, bs) = (at, bt) gilt, wann immer mst < ∞ und ungerade ist (d. h. wann immer s
und t in W konjugiert sind).
Es gibt eine eindeutig bestimmte, assoziative R-Algebra H := HR(W,S, (as, bs)s∈S), die
durch die folgenden, äquivalenten Präsentationen beschrieben wird:
a.) Erzeuger (Tw)w∈W und die Relationen
∀s ∈ S,w ∈W : TsTw =
{
Tsw falls l(sw) > l(w)
asTsw + bsTw falls l(sw) < l(w)
.
b.) Erzeuger (Ts)s∈S und die Relationen
∀s ∈ S : T 2s = as · 1H + bsTs,
∀s, t ∈ S : TsTtTs . . .︸ ︷︷ ︸
mst
= TtTsTt . . .︸ ︷︷ ︸
mst
.
Dann sind die Elemente Tw durch Ts1 . . . Tsn gegeben, wobei w = s1 . . . sn eine
reduzierte Darstellung ist (vgl. Satz von Matsumoto).
Weiter ist H als R-Modul frei mit Basis (Tw)w∈W .
Beweis. Siehe [Hum92, 7.1-7.3].
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1.2.5 Definition (Gewichtsfunktionen auf Coxeter-Gruppen):
Sei Γ eine total geordnete, abelsche Gruppe. Eine Funktion L : S → Γ heißt . . .Ge . . . . . . .wichts-
. . . . .funk . . . .tion, falls für alle konjugierten s, t ∈ S stets L(s) = L(t) gilt. Die Fortsetzung via
Matsumotos Satz auf ganz W werden wir in diesem Fall ebenfalls mit L bezeichnen.
1.2.6 Beispiel:
Die Längenfunktion l : W → Z ist eine Gewichtsfunktion. Für irreduzible Coxeter-
Gruppen, deren Dynkin-Diagramm keine Kanten s− t mit mst ∈ 2N oder mst =∞ hat,
ist dies im Wesentlichen die einzige Funktion, weil alle Gewichtsfunktionen konstant auf
S sein müssen und damit ein Vielfaches von l sind. Für die anderen irreduziblen Coxeter-
Gruppen (im endlichen Fall sind das nur Bn, F4 und I2(m) mit 2 | m) gibt es hingegen
eine Vielzahl von Gewichtsfunktionen.
Die Gewichtsfunktionen reduzibler Coxeter-Gruppen sind durch beliebige Kombinationen
von Gewichtsfunktionen auf den irreduziblen Komponenten gegeben.
Vereinbarung (Ringe von Laurent-Polynomen):
Wir werden die Bezeichnung Γ für eine total geordnete, abelsche Gruppe ab jetzt festhal-
ten. Zu dieser Gruppe werden wir sehr häufig den Gruppenring R[Γ] (R ein kommutativer
Ring) benutzen. Um die additive Schreibweise in Γ mit der multiplikativen Schreibweise
im Gruppenring zu vereinen, bezeichnen wir das dem Gruppenelement γ entsprechenden
Element der Standardbasis von R[Γ] mit vγ . Es gilt also vγ+γ
′
= vγ · vγ′ .
Falls Γ ∼= Zk ist, wird durch jede Wahl einer Z-Basis ein Isomorphismus zum Ring der
Laurent-Polynome in k Unbestimmten induziert: R[Γ] ∼= R[X±11 , . . . ,X±1k ].
Ist R ein Integritätsbereich, so ist R[Γ] nullteilerfrei für alle torsionsfreien, abelschen
Gruppen Γ: Wählt man wie oben eine Totalordnung auf Γ, dann erhält man eine „Grad-
funktion“ R[Γ] → Γ ∪ { −∞ } und kann den Beweis, dass Polynomringe nullteilerfrei
sind, wörtlich übernehmen. Insbesondere können wir den Quotientenkörper bilden. Ist
R = F ein Körper, so werden wir für diesen Körper die Bezeichnung F (Γ) verwen-
den. Ist Γ ∼= Zk so wird durch Wahl einer Basis, ähnlich wie zuvor, ein Isomorphismus
F (Γ)→ F (X1, . . . Xk) induziert.
Wir heben hervor, dass wir mit R[Γ] stets diesen Gruppenring meinen, in dem also
insbesondere die vγ transzendent über R sind, selbst dann, wenn R selber schon ein
Laurent-Polynomring war.
1.2.7 Definition (Einparameterfall):
Falls in obiger Situation L konstant auf S ist, sprechen wir vom . . . . . . . . . . . . . . . . . .Einparameterfall. Dies
ist im Wesentlichen durch Γ = Z und L(s) = 1 realisiert, alle Betrachtungen in die-
sem Fall können darauf zurückgeführt werden. Dann ist insbesondere Z[Γ] = Z[v±1] der
gewöhnliche Ring der Laurent-Polynome.
Entsprechend sind alle Fälle, in denen L nicht konstant ist, unter der Bezeichnung
. . . . . . . . . . . . . . . . . . . .Multiparameterfall zusammengefasst.
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1.2.8 Definition (Hecke-Algebren):
Sei (W,S,L) eine Coxeter-Gruppe und L : W → Γ eine Gewichtsfunktion. Wir führen
die Abkürzung vs := vL(s) ein.
Die . . . . . . . .Iwahori.-. . . . . .Hecke.- . . . . . . . .Algebra (oder kurz . . . . . .Hecke.- . . . . . . . .Algebra) H = H(W,S,L) ist die Z[Γ]-Al-
gebra mit Erzeugern (Ts)s∈S und den Relationen
T 2s = 1 + (vs − v−1s )Ts sowie
TsTtTs . . .︸ ︷︷ ︸
mst
= TtTsTt . . .︸ ︷︷ ︸
mst
für alle s, t ∈ S.
1.2.9: Dies ist die Definition, die [GJ11] verwendet. Es gibt abweichende Definitionen,
z. B. in [GP00]. Dort wird H als Z[q]-Algebra analog mit Erzeugern T˙s, den gleichen
Zopfrelationen aber den quadratischen Relationen T˙s
2
= q1 + (q − 1)T˙s definiert. Die so
entstehende Algebra hat den Vorteil, auch auf q = 0 spezialisiert werden zu können, ist
aber keine symmetrische Algebra. Unsere Definition liefert hingegen eine symmetrische
Algebra.
Wenn man erst die Koeffizienten in der zweiten Definition zu Z[q±1/2] erweitert hat, erhält
man jedoch dieselbe Algebra. Die Elemente vL(w)Tw erfüllen dann die Relationen der T˙w
in der zweiten Definition, wenn man q := v2 setzt. Umgekehrt erfüllen die Elemente
q−l(w)/2T˙w die Relationen in unserer Definition.
1.2.10: Die diversen Spezialisierungen dieser Algebra (bzw. der anderen Variante) wer-
den ebenfalls als Hecke-Algebren bezeichnet. Wir werden nur diese generischen Varianten
verwenden.
1.2.11: Sei (W,S) eine reduzible Coxeter-Gruppe, etwa S = S1
∐
S2 und W = W1 ×
W2. Ist L : W → Γ eine Gewichtsfunktion, so ist Li := L|Si eine Gewichtsfunktion
für die Coxeter-Gruppe (Wi, Si) und die Hecke-Algebra H := H(W,S,L) zerlegt sich
als Tensorprodukt H = H1 ⊗Z[Γ] H2, wobei Hi := H(Wi, Si, Li) die korrespondierende
parabolische Unteralgebra sei. Der Isomorphismus ist ganz explizit einfach durch die
Einbettung der parabolischen Unteralgebren und Multiplikation h1⊗h2 7→ h1h2 gegeben.
Die Standardbasen werden dabei aufeinander abgebildet, d. h. Tu⊗Tv 7→ Tuv. Mit dieser
Beobachtung lassen sich viele Konstruktionen auf den Fall irreduzibler Coxeter-Gruppen
zurückführen.
Vereinbarung:
Wir werden ab jetzt stets annehmen, dass L(s) ≥ 0 für alle s ∈ S gilt. Dies ist keine
wesentliche Einschränkung, denn definiert man εs := +1, falls L(s) ≥ 0 ist, und εs := −1,
falls L(s) < 0 ist, so ist durch |L|(s) := εsL(s) eine Gewichtsfunktion definiert und
Ts 7→ εsTs ein Isomorphismus H(W,S,L)→ H(W,S, |L|).
Eine Einschränkung auf L(s) > 0 ist hingegen wirklich eine Beschränkung der Allgemein-
heit, jedoch kann man die Darstellungstheorie von solchen Hecke-Algebren zurückführen
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auf die Darstellungstheorie von Hecke-Algebren von (anderen!) Coxeter-Gruppen mit
strikt positiver Gewichtsfunktion. In der Tat erhält man in dieser Situation eine Zerle-
gung H(W,S,L) = H(W1, S1, L1)⋊Ω für zwei Coxeter-Gruppen W1,Ω ≤W (von denen
i. A. nur Ω eine parabolische Untergruppe ist), siehe z. B. [GJ11, 2.4].
1.2.1. Struktureigenschaften
Vereinbarung:
Wir nehmen nun an, dass (W,S) eine endliche Coxeter-Gruppe, L : W → Γ eine Ge-
wichtsfunktion und H = H(W,S,L) ist.
1.2.12 Lemma:
Durch die Spurfunktion τ : H → Z[Γ], Tw 7→ δ1,w wird H zu einer symmetrischen
Z[Γ]-Algebra. Hierbei bilden (Tw)w∈W und (Tw−1)w∈W ein Paar dualer Basen.
1.2.13 Lemma (Ein Antiautomorphismus von H):
Definiere ∗ : H → H durch Z[Γ]-lineare Fortsetzung von
T ∗w := Tw−1 .
Mit dieser Bezeichnung ist ∗ ein involutiver Antiautomorphismus von H.
1.2.14 Satz:
Setze
ZW := Z[2 cos(
2π
mst
) | s, t ∈ S] und
QW := Quot(ZW ).
Dann gilt:
a.) QW ist ein Zerfällungskörper von W .
b.) Für K := QW (Γ) ist KH zerfallend halbeinfach.
Beweis. In [GP00, 6.3.8] wird Teil a. bewiesen und in [GP00, 9.3.5], dass K ein Zerfäl-
lungskörper fürKH ist. Dass KH halbeinfach ist, folgt aus Tits’ Deformationssatz (siehe
[GP00, 7.4.6]), denn vγ 7→ 1 definiert einen Homomorphismus ZW [Γ] → QW bezüglich
dessen H zu QW [W ] spezialisiert. Aufgrund des Satzes von Maschke und Teilaussage a.
ist QW [W ] zerfallend halbeinfach, also ist auch KH halbeinfach.
1.2.15: Aus dem Deformationssatz von Tits folgt außerdem, dass χ 7→ χ1 eine Bijek-
tion Irr(KH) → Irr(W ) ist. Dabei bezeichne χ1 das Bild von χ : H → C[Γ] unter der
Spezialisierung vγ 7→ 1.
Man kann daher eine gemeinsame Indexmenge Λ für die Isomorphietypen der einfachen
Moduln beider Algebren wählen. Wir werden dieser Tradition folgen und die Charaktere
von KH mit χλ bezeichnen.
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1.2.2. Kazhdan-Lusztig-Theorie
1.2.16: Die beiden folgenden Definitionen gehen zurück auf [KL79] im Einparameterfall
und [Lus03] sowie [GJ11] im Multiparameterfall.
1.2.17 Satz und Definition (Kazhdan-Lusztig-Basis):
Definiere : Z[Γ]→ Z[Γ] durch vγ 7→ v−γ .
a.) Durch
∑
w∈W awTw 7→
∑
w∈W awT
−1
w−1
ist ein -semilinearer Ringautomorphismus
von H gegeben, den wir ebenfalls mit bezeichnen.
b.) Es gibt genau eine Z[Γ]-Basis (Cw)w∈W von H mit den Eigenschaften
i.) Cw ∈ Tw +
∑
y∈W Z[Γ>0]Ty und
ii.) Cw = Cw.
c.) Ist W endlich, so ist Cw auch eindeutig bestimmt durch die Eigenschaften
i.) Cw ∈ Tw +
∑
y∈W Z[Γ>0]Ty und
ii.) CwTw0 ∈
∑
y∈W Z[Γ≤0]Ty.
Dabei ist w0 das längste Element von W .
Die Cw werden . . . . . . . . . . . . . . . . . . . . . . . .Kazhdan-Lusztig-Basis von H genannt. Sie haben zusätzlich die folgende
Eigenschaft:
d.) C∗w = Cw−1 .
1.2.18 Satz und Definition (Kazhdan-Lusztig-Polynome, [KL79]):
Sei P ∗y,w ∈ Z[Γ] und µsy,w ∈ Z[Γ] durch
Cw =
∑
y∈W
(−1)l(y)+l(w)P ∗y,wTy
bzw.
CsCw = Csw +
∑
y<w
(−1)l(y)+l(w)+1µsy,wCy
für alle w ∈W ,s ∈ S definiert. Dann gilt:
a.) P ∗w,w = 1, P
∗
y,w ∈ Z[Γ<0] für y < w und P ∗y,w = 0 für y 6≤ w.
b.) Für feste w ∈W und y < w gilt P ∗y,w = P ∗y−1,w−1 sowie
i.) Für alle t ∈ S mit tw < w:
P ∗y,w =

P ∗ty,tw L(t) = 0
v−1t P
∗
ty,w L(t) > 0 ∧ ty > y
vtP
∗
ty,w + P
∗
ty,tw −
∑
z∈W
y≤z<tw
tz<z
P ∗y,zµ
t
z,tw L(t) > 0 ∧ ty < y
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ii.) Für alle t ∈ S mit wt < w:
P ∗y,w =

P ∗yt,wt L(t) = 0
v−1t P
∗
yt,w L(t) > 0 ∧ yt > y
vtP
∗
yt,w + P
∗
yt,wt −
∑
z∈W
y≤z<wt
zt<z
P ∗y,zµ
t
z,tw−1 L(t) > 0 ∧ yt < y
c.) Py,w := vL(w)−L(y)P ∗y,w ∈ Z[Γ≥0]. Falls L(s) > 0 für alle s ∈ S ist, dann ist Py,w 6= 0
und hat konstanten Term 1.
d.) Für alle y,w ∈W, s ∈ S gilt µsy,w 6= 0 =⇒ L(s) > 0 und sy < y < w < sw.
e.) Außerdem gilt für alle y,w ∈W, s ∈ S mit L(s) > 0 und sy < y < w < sw:
i.) µsy,w − vsP ∗y,w +
∑
z∈W
y<z<w
sz<z
P ∗y,zµ
s
z,w ∈ Z[Γ<0].
ii.) µsy,w = µ
s
y,w.
iii.) vsµsy,w ∈ Z[Γ>0].
iv.) Falls L(s) = 1 für alle s ∈ S ist, ist µsy,w ∈ Z und gleich dem Koeffizienten
von v−1 in P ∗y,w ∈ Z[v−1].
Die Py,w heißen . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Kazhdan-Lusztig-Polynome. Die µ
s
y,w werden wir als . . . . . . . . . . . . . . . . . . . .Kazhdan-Lusztig-µ
bezeichnen.
1.2.19 Beispiel: • Man kann zeigen, dass C1 = T1 = 1 sowie Cs = Ts − vs für alle
s ∈ S gilt. Insbesondere ist { Cs | s ∈ S } ein Erzeugendensystem der Z[Γ]-Algebra
H.
• In einer endlichen Coxeter-Gruppe gilt für das längste Element w0 und beliebige
x ∈W stets Px,w0 = 1.
• Man kann ebenfalls zeigen (siehe etwa [Hum92, 7.12.a]), dass für Dieder-Gruppen
im Einparameterfall Px,y =
{
1 fallsx ≤ y
0 sonst
gilt.
1.2.20: Der Satz liefert einen rekursiven Algorithmus, um P ∗y,w und µ
s
y,w simultan zu
berechnen. Indem wir auf der Menge { (y,w) ∈W ×W | y ≤ w } die partielle Ordnung
(y′, w′) ⊏ (y,w) :⇐⇒ w′ < w oder (w = w′ und y′ > y)
definieren, erhalten wir, dass alle Terme der rechten Seite in den Teilaussagen b.i. und
b.ii. beziehungsweise alle Summanden in e.i. echt kleiner bezüglich dieser Ordnung sind.
Das kleinste Element ist (1, 1). Da außerdem jedes Element w ∈ W nur endlich viele
Vorgänger (nämlich ≤ 2l(w)) in der Bruhat-Ordnung hat, hat die partielle Ordnung keine
unendlichen absteigenden Ketten, d. h. wir können diese Rekursion tatsächlich in einen
Algorithmus umwandeln.
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Man beachte, dass aufgrund der großen Anzahl von nicht-verschwindenden Kazhdan-
Lusztig-Polynomen und der Art der Rekursion die Berechnung der Px,y mit diesem Al-
gorithmus eine sehr anspruchsvolle Aufgabe sein kann, falls das Intervall [x, y] sehr groß
ist. Die Berechnung von allen Kazhdan-Lusztig-Polynomen für E8 ist beispielsweise an
der Grenze der Machbarkeit für heutige Computer aufgrund des enormen Zeit- und Spei-
cherplatzbedarfs.
Die Wahl von t ∈ S mit tw < w ist uns in b. und c. freigestellt. Im Sinne einer zeit-
und speicherplatzeffizienten Implementierung der Rekursion ist es wünschenswert, den
jeweils dritten Fall in b. und c. so selten wie möglich tatsächlich zu benutzen und nur
so wenig Werte von P ∗y,w wie möglich dauerhaft zu speichern. Dies kann man dadurch
erreichen, dass man zuerst nach t ∈ S sucht, die tw < w, aber ty > y beziehungsweise
wt < w, aber yt > y erfüllen. Paare (y,w), für die y < w und
∀t : (tw < w =⇒ L(t) > 0 ∧ ty < y) ∧ (wt < w =⇒ L(t) > 0 ∧ yt < y)
gilt, heißen . . . . . . . .kritische. . . . . . .Paare. Es ist mit den ersten beiden Fällen von b.i. und b.ii. pro-
blemlos möglich, aus der Kenntnis von P ∗y,w für alle kritischen Paare die restlichen Werte
zu berechnen. Man sollte daher die Polynome nur für kritische Paare abspeichern und
auch nur für kritische Paare tatsächlich die Summation ausführen.
Im Einparameterfall ist keine gesonderte Berechnung der µsy,w nötig, wie aus e.iv. her-
vorgeht. Man braucht also nur für den Multiparameterfall einen speziellen Algorithmus
für die µ-Werte.
Eine Pseudocode-Implementierung dieses Algorithmus ist in A.V zu finden.
1.2.21: Es sei (W,S) reduzibel, etwa S = S1
∐
S2 und W = W1 × W2. Es seien
weiter Li := L|Si die eingeschränkten Gewichtsfunktionen. Dann ist, wie bereits fest-
gestellt, H := H(W,S,L) das Tensorprodukt der parabolischen Unteralgebren Hi :=
H(Wi, Si, Li). Da sowohl als auch die Standardbasen T der beteiligten Hecke-Alge-
bren mit den parabolischen Einbettungen Hi →֒ H verträglich sind, ist (Cw1 ·Cw2)wi∈Wi
eine Basis von H, die die Bedingungen der Definition erfüllt, also gilt Cw1w2 = Cw1Cw2
für alle wi ∈Wi.
In der gleichen Situation zerlegen sich auch die Polynome P ∗y,w und µ
s
y,w entsprechend:
Es gilt P ∗y1y2,w1w2 = P
∗
y1,w1 · P ∗y2,w2 für alle yi, wi ∈Wi sowie
µsy1y2,w1w2 =

µsy1,w1 falls s ∈ S1 und y2 = w2
µsy2,w2 falls s ∈ S2 und y1 = w1
0 sonst
für alle yi, wi ∈Wi und alle s ∈ S mit s(y1y2) < y1y2 < w1w2 < s(w1w2).
1.2.22 Korollar (Symmetrieeigenschaften):
Sei ein Gruppenhomomorphismus Γ → {±1 } gegeben. Wir bezeichnen ihn der Über-
sichtlichkeit halber mit γ 7→ (−1)γ und definieren einen Automorphismus θ von Z[Γ] via
θ(vγ) := (−1)γvγ . Mit diesen Bezeichnungen gilt:
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a.) θ(P ∗y,w) = (−1)L(w)+L(y)P ∗y,w.
b.) θ(µsy,w) = (−1)L(w)+L(y)+L(s)µsy,w.
Insbesondere folgt:
c.) Py,w ∈ Z[2Γ].
d.) vL(w)−L(y) · vsµsy,w ∈ Z[2Γ].
Beweis. Der Beweis von a. und b. erfolgt durch Induktion entlang der oben definierten
Ordnung ⊑ mittels der Rekursionsformeln. Für y = w und y 6≤ w gilt die Behauptung
sicherlich, da P ∗w,w = 1 bzw. P
∗
y,w = 0 sowie µ
s
y,w = 0 ist.
Gelten die Behauptungen nun für alle (y′, w′) ⊏ (y,w), dann gelten sie auch für (y,w)
aufgrund der Rekursion: Wir wählen ein t ∈ S mit tw < w. Falls L(t) = 0 ist, gilt
θ(P ∗y,w) = θ(P
∗
ty,tw) = (−1)L(tw)+L(ty)P ∗ty,tw = (−1)L(w)+L(y)P ∗y,w.
Falls L(t) > 0 und ty > y ist, gilt
θ(P ∗y,w) = θ(v
−1
t P
∗
ty,w) = (−1)−L(t)v−1t (−1)L(w)+L(ty)P ∗ty,w = (−1)L(w)+L(y)P ∗y,w.
Ist schließlich L(t) > 0 und ty < y, so gilt
θ(P ∗y,w) = θ(vtP
∗
ty,w) + θ(P
∗
ty,tw)−
∑
z
θ(P ∗y,zµ
t
z,tw)
= (−1)L(t)vt(−1)L(w)+L(ty)P ∗ty,w + (−1)L(tw)+L(ty)P ∗ty,tw
−
∑
z
(−1)L(y)+L(z)P ∗y,z(−1)L(z)+L(tw)+L(t)µtz,tw
= (−1)L(w)+L(y) ·
(
vtP
∗
ty,w + P
∗
ty,tw −
∑
z
P ∗y,zµ
t
z,tw
)
= (−1)L(w)+L(y)P ∗y,w.
Eine analoge Anwendung der Rekursionsformel für µ zeigt den Induktionsschritt. Insbe-
sondere ergibt sich daraus nun
θ(Py,w) = θ
(
vL(w)−L(y)P ∗y,w
)
= (−1)L(w)−L(y)vL(w)−L(y)(−1)L(w)+L(y)P ∗y,w = Py,w
und analog ist auch vL(w)−L(y)vsµsxy invariant unter θ.
c. und d. ergeben sich nun, da a. und b. für alle Γ → {±1 } gelten. Da es zu jedem
γ ∈ Γ \ 2Γ einen Homomorphismus Γ → {±1 } mit γ 7→ −1 gibt, folgt aus der eben
bewiesenen Invarianz von Py,w unter allen solchen θ, dass der Koeffizient vor vγ in Py,w
gleich Null sein muss.
1.2.23: In Kontexten wie [Hum92] und [GP00], wo man die Hecke-Algebra mit der
T˙ -Basis und den Relationen
T˙s
2
= qs + (qs − 1)T˙s
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definiert (qs := v2s), erhält man insbesondere, dass die Kazhdan-Lusztig-Polynome in
Z[qs|s ∈ S] liegen. Das Korollar liefert die Möglichkeit, dies direkt einzusehen, ohne die
Z[q]-Form der Hecke-Algebra benutzen zu müssen. Nach meinem Kenntnisstand ist obige
Beweismethode noch nicht (öffentlich) bemerkt worden.
1.2.3. Zellen
1.2.24 Definition (Zellen, siehe [Ste12]):
Sei k ein kommutativer Ring, H eine k-Algebra sowie M ein H-Modul, der als k-Modul
frei ist mit Basis C ⊆ M . Dann definiere eine Quasiordnung auf C wie folgt: Wir legen
fest, dass x ← y genau dann gelten soll, falls ein h ∈ H existiert derart, dass in der
Darstellung hy =
∑
z∈C azyz mit azy ∈ k der Koeffizient axy 6= 0 ist. Die Quasiordnung
 sei dann definiert als der transitive Abschluss von ←.
Die Äquivalenzklassen der von  induzierten Äquivalenzrelation (d. h. x ∼ y genau dann,
wenn x  y ∧ y  x) werden als . . . . . .Zellen von (M,C) bezeichnet.
1.2.25 Lemma und Definition:
Die Quasiordnung kann in der Situation der Definition wie folgt charakterisiert werden:
Für alle y ∈ C ist
{ x ∈ C | x  y } =
⋂
{A ⊆ C | y ∈ A und spankA ist ein H-Untermodul von M } .
Insbesondere kann zu jeder Zelle auf kanonische Weise ein H-Modul-mit-Basis assoziiert
werden. Diese werden . . . . . . . . . . . .Zellmoduln. . . . .von . . . . . . . .(M,C) genannt.
1.2.26: Da ein k-Untermodul genau dann ein H-Untermodul ist, wenn er unter Multipli-
kation mit einem festen k-Algebra-Erzeugendensystem von H abgeschlossen ist, reicht es
in der Definition von← das Element h aus einem solchen Erzeugendensystem zu wählen.
← definiert daher für jedes Erzeugendensystem S ⊆ H einen gerichteten Graphen mit der
Eckenmenge C. Die Zellen sind genau die starken Zusammenhangskomponenten dieses
Graphen.
1.2.27: Sind H1,H2 zwei k-Algebren und (Mi, Ci) jeweils ein Hi-Modul-mit-Basis wie
in der Definition, dann lässt sich der Graph des H1 ⊗k H2-Moduls-mit-Basis (M1 ⊗k
M2, C1 × C2) aus den Graphen von (M1, C1) und (M2, C2) konstruieren:
Ist Si ⊆ Hi je ein Erzeugendensystem der beiden Algebren, dann ist S1 ⊗ 1 ∪ 1 ⊗ S2
ein Erzeugendensystem von H1 ⊗ H2 und der dazugehörige Graph ist das sogenannte
kartesische Produkt der beiden Graphen, d. h. (x1, x2)← (y1, y2) gilt genau dann, wenn
x1 = x2 und y1 ← y2 oder umgekehrt x1 ← x2 und y1 = y2 gilt.
Ist 1 ∈ Si und wählt man { s1 ⊗ s2 | si ∈ Si } als Erzeugendensystem, erhält man das
sogenannte Tensorprodukt der beiden Graphen, d. h. das Produkt im kategorientheore-
tischen Sinne: (x1, x2)← (y1, y2) gilt genau dann, wenn x1 ← x2 und y1 ← y2 gilt.
Insbesondere sind die Zellen des Produkts genau die kartesischen Produkte der Zellen.
Die Quasiordnung erfüllt entsprechend auch (x1, x2)  (y1, y2) ⇐⇒ x1  x2 und
y1  y2 für alle xi, yi ∈Mi.
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1.2.28 Definition (Kazhdan-Lusztig-Zellen, siehe [KL79]):
Sei (W,S) eine Coxeter-Gruppe und H die dazugehörige Hecke-Algebra. Wir fixieren die
Kazhdan-Lusztig-Basis { Cw | w ∈W }.
Die Zellen von (H, { Cw | w ∈W }) aufgefasst als Links-, Rechts- oder Bimodul über H
heißen . . . . . . .Links-, . . . . . . . .Rechts- bzw. . . . . . . . . . . .zweiseitige . . . . . . . . . . . . . . . . . . . . . . . . .Kazhdan-Lusztig-Zellen.
Die in der Definition angegebene Quasiordnung werden wir entsprechend mit L, R be-
ziehungsweise LR sowie die zugehörige Äquivalenzrelation mit ∼L, ∼R beziehungsweise
∼LR bezeichnen.
Den gerichteten Graphen auf W , der durch das Erzeugendensystem { Cs | s ∈ S } defi-
niert ist, nennen wir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Kazhdan-Lusztig-W -Graphen (dies ist tatsächlich ein W -Graph im
Sinne von Definition 4.1.4, wenn man die µsxy als Kantengewichte wählt).
1.2.4. Lusztigs Vermutungen
1.2.29: Die Kazhdan-Lusztig-Basis hat tiefliegende kombinatorische, geometrische und
darstellungstheoretische Interpretationen, wenn W eine Weyl-Gruppe einer Lie-Gruppe
oder reduktiven algebraischen Gruppe ist. Die algebraischen Konsequenzen dieser Eigen-
schaften sind für allgemeine Coxeter-Gruppen und allgemeine Gewichtsfunktionen zum
Teil noch unbewiesen, werden jedoch in der Theorie oft als Voraussetzungen benutzt.
Daher wollen wir die wichtigsten dieser Vermutungen noch einmal in diesem Abschnitt
zusammenfassen.
Wir fixieren dafür eine Coxeter-Gruppe (W,S), eine Gewichtsfunktion L : W → Γ und
die dazugehörige Hecke-Algebra H.
1.2.30 Definition (Strukturkonstanten der KL-Basis. Siehe [KL79]):
Die Strukturkonstanten der Kazhdan-Lusztig-Basis in dieser Hecke-Algebra seien mit
hxyz ∈ Z[Γ] bezeichnet, d. h. es gilt:
CxCy =
∑
z∈W
hxyzCz
für alle x, y, z ∈W .
1.2.31 Vermutung (Positivitätsvermutung von Kazhdan und Lusztig. Siehe [KL79]):
Im Einparameterfall gilt:
a.) Die Kazhdan-Lusztig-Polynome haben nichtnegative Koeffizienten, d. h. Px,y ∈ N[v]
für alle x, y ∈W .
b.) Für alle x, y, z ∈ W haben die nichtverschwindenden Koeffizienten der Struktur-
konstanten hx,y,z dasselbe Vorzeichen. Genauer soll (−1)l(x)+l(y)+l(z)hx,y,z ∈ N[v]
sein.
1.2.32: IstW eine Weyl-Gruppe einer halbeinfachen, komplexen Lie-Algebra, so ist diese
Vermutung unabhängig durch Beilinson und Bernstein ([BB81]) sowie etwa zeitgleich
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durch Brylinski und Kashiwara ([BK81]) bewiesen worden. Diesen Beweisen liegen tiefe
algebro-geometrische Interpretationen der Kazhdan-Lusztig-Polynome zugrunde.
Da man die Kazhdan-Lusztig-Polynome für Diedergruppen kennt und die Strukturkon-
stanten ebenfalls explizit ausschreiben kann, konnte man die Gültigkeit der Vermutung
auch für W = I2(m) für alle m ∈ N≥3 nachweisen (siehe [DC06]).
Durch explizites Nachrechnen ist ein Computerbeweis der Vermutung für die Typen H3
und H4 erbracht worden (siehe [DC06] und [Alv87]).
Ist (W,S) reduzibel, etwa S = S1
∐
S2 und W = W1×W2 und sind weiter Li := L|Si die
eingeschränkten Gewichtsfunktionen, dann sind, wie bereits festgestellt, die Kazhdan-
Lusztig-Basen und Kazhdan-Lusztig-Polynome mit dieser Zerlegung verträglich. Das
überträgt sich auf die Strukturkonstanten: Es gilt hx1x2,y1y2,z1z2 = hx1,y1,z1 · hx2,y2,z2
für alle xi, yi, zi ∈Wi.
Daher reicht es, die beiden Teile der Positivitätsvermutung für irreduzible Coxeter-Grup-
pen nachzuprüfen. Da dies für die nichtkristallographischen Gruppen durch explizite
Rechnungen und für Weyl-Gruppen durch allgemeine Argumente geschehen ist, gilt die
Vermutung somit für alle endlichen Coxeter-Gruppen.
1.2.33: Im Dezember 2012 veröffentlichen Ben Elias und Geordie Williamson einen rein
algebraischen Beweisansatz der Positivitätsvermutung für beliebige Coxeter-Gruppen,
siehe [EW12].
1.2.34: Im Multiparameterfall gilt die Positivitätsvermutung schon in einfachen Fällen
nicht mehr. Es können negative Koeffizienten in den Polynomen auftreten. Als Ersatz für
die Positivitätseigenschaften formulierte Lusztig in [Lus03] eine Reihe schwächerer Ver-
mutungen, die alle wesentlichen algebraischen Konsequenzen der Positivitätsvermutung
implizieren sollen. Um diese Vermutungen formulieren zu können, benötigen wir weitere
Definitionen.
1.2.35 Definition (Lusztigs Funktionen a(z) und ∆(z), siehe [Lus03] und [GJ11, 2.3]):
Definiere für alle x, y, z ∈W nun
a(z) := min { γ ∈ Γ | vγhxyz ∈ Z[Γ≥0] für alle x, y ∈W }
und cx,y,z ∈ Z durch va(z)hx,y,z ≡ cx,y,z−1 mod Z[Γ>0].
Definiere, falls P ∗1,z 6= 0 ist, außerdem
∆(z) := max
{
γ ∈ Γ ∣∣ vγP ∗1,z ∈ Z[Γ≤0] }
sowie nz ∈ Z \ { 0 } durch v∆(z)P ∗1,z ≡ nz mod Z[Γ<0].
1.2.36 Definition (Duflo-Involutionen, siehe [Lus03]):
Mit obigen Bezeichnungen definiere
D := { z ∈W ∣∣ P ∗1,z 6= 0und a(z) = ∆(z) } .
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1.2.37 Vermutung (Lusztig-Vermutungen, siehe [Lus03]):
Für beliebige Gewichtsfunktionen L :W → Γ gilt:
P1 Für alle z ∈W mit P ∗1,z 6= 0 gilt a(z) ≤ ∆(z).
P2 Für alle d ∈ D und x, y ∈W mit cx,y,d 6= 0 gilt x = y−1.
P3 Für alle y ∈W existiert genau ein d ∈ D mit cy−1,y,d 6= 0.
P4 Für alle x, y ∈ W mit x LR y gilt a(x) ≥ a(y). Insbesondere gilt a(x) = a(y),
falls x ∼LR y.
P5 Für alle y ∈W , d ∈ D mit cy−1,y,d 6= 0 gilt cy−1,y,dnd = (−1)l(d).
P6 Für alle d ∈ D gilt d2 = 1.
P7 Für alle x, y, z ∈W gilt cx,y,z = cy,x,z.
P8 Für alle x, y, z ∈W mit cx,y,z 6= 0 gilt x ∼L y−1, y ∼L z−1 und z ∼L x−1.
P9 Für alle x, y ∈W mit x L y und a(x) = a(y) gilt x ∼L y.
P10 Für alle x, y ∈W mit x R y und a(x) = a(y) gilt x ∼R y.
P11 Für alle x, y ∈W mit x LR y und a(x) = a(y) gilt x ∼LR y.
P12 Sei I ⊆ S und WI ≤ W die von I erzeugte parabolische Untergruppe. Für alle
y ∈ WI ist der Wert a(y) unabhängig davon, ob man ihn bezüglich (W,S,L) oder
bezüglich (WI , I, L|I) berechnet.
P13 Jede Kazhdan-Lusztig-Linkszelle C ⊆ W enthält genau ein Element d ∈ D und es
gilt cx−1,x,d 6= 0 für alle x ∈ C.
P14 Für alle z ∈W gilt z ∼LR z−1.
P15 Für alle w,w′, x, y ∈W mit a(x) = a(y) gilt∑
z∈W
hx,w′,z ⊗ hw,z,y =
∑
z∈W
hz,w′,y ⊗ hw,x,z
als Gleichung in Z[Γ]⊗Z Z[Γ].
1.2.38: Die Positivitätsvermutung impliziert P1 bis P15 im Einparameterfall (siehe
[Lus03]). Der allgemeine Beweis dieser Vermutungen, insbesondere im Fall Bn mit belie-
biger Gewichtsfunktion, steht jedoch noch aus.
1.2.39: Auch diese Eigenschaften sind gut verträglich mit einer Zerlegung W = W1 ×
W2 einer reduziblen Coxeter-Gruppe. Man kann zeigen, dass a(z1z2) = a(z1) + a(z2),
∆(z1z2) = ∆(z1)+∆(z2) sowie nz1z2 = nz1nz2 für alle zi ∈Wi gilt (wobei man ∆(z) =∞
setzt, falls P ∗1,z = 0 sein sollte).
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Es folgt dann, dass die Gültigkeit von P1-P15 für beide Faktoren die Gültigkeit von
P1-P15 für das Produkt nach sich zieht. Ist das der Fall, so gilt auch D = D1 ·D2 für die
Duflo-Involutionen. Erneut wäre es also wieder ausreichend, die Lusztig-Vermutungen für
irreduzible Coxeter-Gruppen nachzuweisen.
1.2.40: Anstatt die vollen Lusztig-Vermutungen anzunehmen, haben Geck und Jacon in
[GJ11], drei schwächere Vermutungen formuliert, die für ihre Zwecke ausreichen. Dazu
konstruieren sie ohne weitere Annahmen eine Version von Lusztigs asymptotischer Al-
gebra J , die sie J˜ nennen und welche unter Annahme von P1 und P4 kanonisch zu J
isomorph ist.
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2.0. Setup
2.0.1: Die Abschnitte 2.1 und 2.2 haben den Zweck, die Konstruktion der asympto-
tischen Algebra, die in [GJ11, 1.4+1.5] gegeben wird, auf eine naheliegende Weise zu
verallgemeinern.
Vereinbarung:
Wir legen dazu folgende Voraussetzungen und Notationen für die Abschnitte 2.1 und 2.2
fest:
• K sei ein Körper, ν : K ։ Γ ∪ {∞ } eine Bewertung, O = { x ∈ K | ν(x) ≥ 0 }
der zugehörige Bewertungsring, m = { x ∈ K | ν(x) > 0 } sein maximales Ideal und
F = O/m sein Restklassenkörper.
• Wir werden die Bezeichnung ν auch für die Bewertung von Matrizen, Zeilen-
und Spaltenvektoren mit Einträgen aus K verwenden. Wir definieren also für alle
A ∈ Kn×m die Fortsetzung
ν(A) := min { ν(Aij) | 1 ≤ i ≤ n, 1 ≤ j ≤ m } ∈ Γ ∪ {∞ } .
• H sei eine endlichdimensionale K-Algebra.
• H sei weiter eine symmetrische K-Algebra mit Spurform τ : H → K.
• Λ sei eine Indexmenge für die einfachen H-Moduln.
• H sei zerfallend halbeinfach. Insbesondere hat jeder einfache Modul ein Schur-
Element (siehe [GP00, Ch. 7] für eine Definition von Schur-Elementen und Anwen-
dungen in der Darstellungstheorie symmetrischer Algebren). Wir bezeichnen das
Schur-Element der Moduln mit Isomorphietyp λ ∈ Λ mit cλ.
• ∗ : H → H sei ein K-linearer Antiautomorphismus mit h∗∗ = h.
• Es gebe eine . . . . . . . . . . . . . . . . .∗-symmetrische K-Basis B ⊆ H, d. h. B ist eine Basis mit B∗ = B so,
dass b∗ für alle b ∈ B mit dem dualen Basiselement b∨ übereinstimmt. Mit anderen
Worten soll τ(b · c∗) = δbc für alle b, c ∈ B gelten.
2.0.2: Die Bedingung, dass es eine ∗-symmetrische Basis gibt, impliziert τ(h∗) = τ(h)
für alle h ∈ H: Es gilt τ(bc∗) = δbc = δcb = τ(cb∗) = τ((bc∗)∗) für alle b, c ∈ B. Da
diese Bedingung K-bilinear ist, folgt τ(xy∗) = τ((xy∗)∗) für alle x, y ∈ H und somit
insbesondere für y = 1.
Über Körpern mit hinreichend vielen Quadratwurzeln gilt auch die Umkehrung, falls
char(K) 6= 2. Dazu betrachten wir die Bilinearform (x, y) 7→ τ(x∗y). Ist die Spurform
∗-invariant, so ist diese Bilinearform symmetrisch und eine ∗-symmetrische Basis ist
nichts anderes als eine Orthonormalbasis für diese Bilinearform.
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2.0.3 Beispiel (Laurent-Polynome und rationale Funktionen):
Für jede total geordnete, abelsche Gruppe (Γ,+,≤) und jeden Körper F ist der Grup-
penring F [Γ] ein Integritätsbereich, wie wir schon in 1.2 bemerkt haben. Mit den dort
vereinbarten Schreibweisen ist auf F [Γ] eine kanonische Bewertung durch
ν
(∑
γ∈Γ
rγv
γ
)
:= min { γ ∈ Γ | rγ 6= 0 }
definiert. Sie kann durch ν(fg ) = ν(f)−ν(g) eindeutig auf K := F (Γ) fortgesetzt werden.
Der Restklassenkörper von O kann via∑γ≥0 rγvγ 7→ r0 mit F selbst identifiziert werden.
2.0.4 Beispiel (Hecke-Algebren):
Das Beispiel von vorrangigem Interesse ist das der Hecke-Algebren. Dafür sei (W,S,L)
eine endliche Coxeter-Gruppe mit Gewichtsfunktion L : W → Γ. Wie im vorherigen
Beispiel benutzen wir die kanonische Bewertung auf K := QW (Γ) und identifizieren den
Restklassenkörper F mit QW selbst.
Die Hecke-Algebra H = H(W,S,L) erfüllt nun die Voraussetzungen. Es gibt die Stan-
dardbasis (Tw)w∈W , die kanonische Spurform τ(Tw) := δw,1 sowie den Antiautomorphis-
mus T ∗w := Tw−1 bezüglich dessen (Tw) eine ∗-symmetrische Basis ist.
2.0.5 Lemma:
Sind (bi)i=1...n und (ci)i=1...n zwei ∗-symmetrische Basen von H, dann ist die Basiswech-
selmatrix eine orthogonale Matrix. Umgekehrt liefert jeder Basiswechsel mit A ∈ On(K)
wieder eine ∗-symmetrische Basis.
Beweis. Sei A ∈ Kn×n die Matrix mit bi =
∑n
k=1Aikck. Wenden wir ∗ an, so erhalten
wir
b∨i = b
∗
i =
n∑
k=1
Aikc
∗
k =
n∑
k=1
Aikc
∨
k
und somit:
δij = τ(bib
∨
j )
=
∑
k,l=1...n
AikAjl τ(ckc
∨
l )︸ ︷︷ ︸
=δkl
=
∑
s=1...n
AisAjs
= (AATr)ij
Die Umkehrung ergibt sich aus der analogen Rechnung.
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2.1. Balancierte Darstellungen
2.1.1 Definition (a-Werte):
Betrachte die Schur-Elemente cλ. Wir definieren aλ ∈ 12Γ durch
aλ := −12ν(cλ) ∈ 12Γ.
2.1.2 Definition (Partielle Schnitte, f -Werte):
Ist aλ ∈ Γ für alle λ ∈ Λ, dann setze Γ0 := 〈aλ | λ ∈ Λ〉 ≤ Γ.
Einen Homomorphismus Γ0 → K×, γ 7→ vγ mit ν(vγ) = γ nennen wir einen . . . . . . . . . .partiellen
. . . . . . . .Schnitt. Einen Homomorphismus Γ → K× mit dieser Eigenschaft nennen wir einen
. . . . . . . . .globalen . . . . . . . .Schnitt.
Ist ein partieller Schnitt gewählt worden, dann definieren wir fλ := v2aλcλ. Man beachte,
dass dies wegen ν(cλ) = −2aλ in O× liegt.
2.1.3: Man beachte, dass 12Γ echt größer sein kann als Γ, weil Γ nicht 2-teilbar zu sein
braucht. Im Beispiel der Hecke-Algebren gilt beispielsweise oft Γ ∼= Z, sodass Γ 6= 12Γ
tatsächlich der Fall ist. Es wird sich in diesem Beispiel jedoch herausstellen, dass ν(cλ) ∈
2Γ gilt, sodass aλ ∈ Γ ist.
2.1.4: Partielle Schnitte existieren immer, weil Γ0 ja frei abelsch ist. Globale Schnitte
hingegen brauchen nicht zu existieren, weil beispielsweise Γ teilbar sein könnte, während
K× dies nicht zu sein braucht.
Wenn Γ insgesamt endlich erzeugt ist, kann man sogar einen globalen Schnitt wählen. Im
Fall der Funktionenkörper K = F (Γ) ist durch die Einbettung Γ → F [Γ] → F (Γ) eine
kanonische Wahl eines solchen Schnittes möglich. Weil das bei beliebigen Bewertungs-
ringen nicht der Fall ist, benötigen wir obige Definition. Die meisten der nachfolgenden
Überlegungen sind unabhängig von der Wahl des partiellen Schnittes.
fλ ist jedoch von der Wahl des Schnittes abhängig, aber wegen fλ = v2aλcλ ist die
Nebenklasse von fλ in O×/(O×)2 eindeutig bestimmt. Wählt man nämlich einen ande-
ren Schnitt, dann ist der entsprechende f -Wert f˜λ = (
v˜aλ
vaλ )
2fλ. Falls wir also F ⊆ R
betrachten, ist etwa das Vorzeichen von fλ eindeutig festgelegt.
2.1.5: Ist ρ : H → Kd×d eine Matrixdarstellung von H, so liefern die Bewertungen
ν(ρ(b)) der Matrizen der Basiselemente ein (recht grobes) Maß für die „Komplexität“
dieser Darstellung. Falls K = F (Γ) ein Körper von rationalen Funktionen ist und sogar
ρ(b) ∈ F [Γ]d×d für alle b ∈ B gilt, ist ν(ρ(b)) gleich dem kleinsten in einem Eintrag ρ(b)ij
vorkommenden Exponenten. Minimale und maximale vorkommende Exponenten sind
ein grobes Maß für die Speicherkapazität, die die Speicherung dieser Matrizen benötigen
würde.
Das folgende Lemma liefert eine Abschätzung für dieses Komplexitätsmaß und eine Mo-
tivation für die Definition balancierter Darstellungen als Darstellungen von minimaler
Komplexität.
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2.1.6 Lemma und Definition (Balancierte Darstellungen):
Sei B eine ∗-symmetrische Basis von H. Ist ρ : H → Kd×d eine irreduzible Matrixdar-
stellung vom Isomorphietyp λ ∈ Λ, so gilt
ν(ρ(b)) ≤ −aλ
für mindestens ein b ∈ B.
Wir nennen ρ . . . . . . . . . .balanciert, falls aλ ∈ Γ und für alle ∗-symmetrischen Basen B diese Schran-
ke scharf ist, also
∀b ∈ B : ν(ρ(b)) ≥ −aλ
gilt.
Ist ρ balanciert und γ 7→ vγ ein partieller Schnitt, dann definieren wir die Matrizen der
. . . . . . . . . .führenden. . . . . . . . . . . . . . .Koeffizienten c(x) ∈ F d×d durch
∀x ∈ B : c(x) := vaλρ(x) mod m.
Beweis. Wäre die Schranke verletzt, d. h. wäre ν(ρ(b)) > −aλ für alle b ∈ B, dann folgt
aus den Schur-Relationen:
v2aλcλ =
∑
x∈B
(vaλρ(x)st)(v
aλρ(x∨)ts) ∈ m
Andererseits ist aλ gerade so definiert worden, dass v2aλcλ eben nicht mehr in m liegt.
2.1.7: Ist γ 7→ v˜γ ein weiterer partieller Schnitt, dann gilt ν(vγ) = γ = ν(v˜γ), also
v˜γ
vγ ∈ O×. Die führenden Koeffizienten bezüglich dieser beiden Schnitte unterscheiden
sich genau um die Konstante v˜
aλ
vaλ mod m.
2.1.1. Einschub: Formal reelle Körper
2.1.8: Wir erinnern an die Definition formal reeller Körper und ihre elementaren Eigen-
schaften (siehe etwa [LL07, Ch. 20] für eine ausführlichere Behandlung).
2.1.9 Lemma und Definition:
Für einen Körper L sind äquivalent:
a.) Es gibt eine Totalordnung auf L, mit der L zu einem angeordneten Körper wird.
b.) −1 ist keine Summe von Quadraten in L.
c.) Es gibt ein Element, das keine Summe von Quadraten ist, und L ist nicht von
Charakteristik 2.
d.)
∑n
i=1 x
2
i = 0 =⇒ ∀i : xi = 0.
Gegebenenfalls heißt L . . . . . . .formal . . . . .reell.
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2.1.10 Lemma:
Ist in unserer Situation der Restklassenkörper F formal reell, so ist auch K formal reell.
Beweis. Seien xi ∈ K× mit −1 =
∑k
i=1 x
2
i . Dann setze α := −min { ν(xi) | i = 1, . . . , k }
und wähle ein vα ∈ K mit Bewertung α. Dann erhalten wir:
−v2α =
k∑
i=1
(vαxi︸︷︷︸
∈O
)2
Nach Definition ist vαxi ∈ O× für mindestens ein i. Wenn wir also modulo m reduzieren,
verschwinden auf der rechten Seite nicht alle Quadrate. Weil F formal reell ist, ist die
rechte Seite daher ungleich Null. Das heißt, dass auch die linke Seite ungleich Null modulo
m ist. Daher muss α = 0 sein.
Das hieße aber, dass xi ∈ O für alle i und xi ∈ O× für mindestens ein i ist und somit
−1 ≡ ∑ki=1 x2i mod m gilt im Widerspruch dazu, dass F formal reell ist. Also ist, wie
behauptet, auch K formal reell.
2.1.11 Lemma (Symmetrische, semidefinite Matrizen über formal reellen Körpern):
Ist L ein formal reeller Körper und sind Xi ∈ Ln×m Matrizen, dann gilt:
a.) X :=
∑k
i=1X
Tr
i Xi ist positiv semidefinit in dem Sinne, dass v
TrXv für alle v ∈ Lm
eine Summe von Quadraten ist.
b.) Weiter gilt:
∀v ∈ Lm : vTrXv = 0 =⇒ Xiv = 0
Und somit insbesondere X = 0 =⇒ ∀i : Xi = 0.
c.) Ist L = K und F formal reell, so gilt für die Bewertungen:
i.) ν(X) = 2min { ν(Xi) | 1 ≤ i ≤ k }.
ii.) ν(Xjj) = 2min { ν(Xiej) | 1 ≤ i ≤ k } für alle j = 1, . . . ,m.
Beweis. a. Sei v ∈ Lm. Dann gilt:
vTrXv =
k∑
i=1
(Xiv)
Tr(Xiv)
=
k∑
i=1
n∑
j=1
(Xiv)
2
j
≥ 0
b. ergibt sich dann aus a. wie folgt:
0 = vTrXv
=⇒ ∀i, j : 0 = (Xiv)j
=⇒ ∀i : 0 = Xiv
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Wenn nun also X = 0 ist, gilt vTrXv = 0 für alle v und nach obiger Überlegung auch
Xiv = 0 für alle i und alle v. Das heißt aber Xi = 0.
Setze für c. nun α := min { ν(Xi) | 1 ≤ i ≤ k }. Wähle ein vα ∈ K mit Bewertung α.
Dann ist v−αXi ∈ On×m für alle i und v−αXi 6≡ 0 mod mn×m für mindestens ein i. Es
ist also v−2αX =
∑
i(v
−αXi)
Tr(v−αXi) ∈ Om×m und v−2αX 6≡ 0 mod mm×m aufgrund
von a. Das zeigt ν(X) = 2α.
Es ist Xjj = eTrj Xej =
∑
i(Xiej)
Tr(Xiej). Dieselbe Überlegung angewendet auf die
1×m-Matrizen Xiej ergibt die zweite Behauptung in c.
2.1.12 Lemma (Orthogonale Matrizen über K und O):
Ist in unserer Situation F formal reell, so ist
On(K) = On(O).
Beweis. Die eine Inklusion ist klar. Sei für die andere A ∈ On(K) beliebig. Dann setze
α := −ν(A) und wähle vα ∈ K mit Bewertung α. Dann ist vαA ∈ On×n, vαA 6≡ 0
mod mn×n und v2αI = (vαA)Tr(vαA). Weil F formal reell ist, ist wegen 2.1.11 die Matrix
auf der linken Seite ungleich Null modulo mn×n. Das heißt, dass 2α = 0 sein muss, d. h.
A ∈ On×n, wie behauptet.
2.1.13 Korollar:
Ist F formal reell, dann hängt die Balanciertheit von ρ : H → Kd×d nicht von der Wahl
der ∗-symmetrischen Basis ab.
Beweis. Sind (bi)i=1...n und (ci)i=1...n zwei ∗-symmetrische Basen von H, dann ist die
Basiswechselmatrix A ∈ On(K) = On(O), wie in 2.0.5 gesehen.
Jetzt gilt für alle Matrizendarstellungen:
ρ(bi) =
n∑
k=1
Aikρ(ck)
Wenn also ν(ρ(ck)) ≥ −aλ für alle k gilt, gilt das auch für ρ(bi), weil die Koeffizienten in
O liegen.
2.1.2. Ein Kriterium für Balanciertheit über formal reellen Körpern
2.1.14: Wir beweisen nun ein hinreichendes Kriterium für Balanciertheit.
2.1.15 Satz (Balanciertheit aus invarianten Bilinearformen):
Sei F formal reell. Sei ρ : H → Kd×d eine Matrizendarstellung vom Isomorphietyp λ. Es
gilt:
a.) Gibt es ein Ω ∈ Od×d mit
∀x ∈ B : Ωρ(x) = ρ(x∗)TrΩ
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und ist
D := Ω +md×d
eine Diagonalmatrix D = diag(ds) ∈ GLd(F ), dann ist aλ ∈ Γ und ρ balanciert.
Die Führenden-Koeffizienten-Matrizen erfüllen die zusätzliche Bedingung
∀x ∈ B : dt · c(x∗)ts = ds · c(x)st.
b.) Gibt es ein Ω ∈ GLd(O) mit ΩTr = Ω und
∀x ∈ B : Ωρ(x) = ρ(x∗)TrΩ
dann ist aλ ∈ Γ und ρ balanciert.
Beweis. Wir setzen
a := −min { ν(ρ(x)st) | x ∈ B, s, t = 1, . . . , d }
Wir wählen ein va ∈ K× mit Bewertung a und setzen:
c˜(x) := va · ρ(x) mod md×d
Es gilt jetzt also vaρ(x) ∈ Od×d für alle x ∈ B und vaρ(x) 6≡ 0 mod md×d für mindestens
ein x ∈ B.
Unser Ziel ist es nun, ν(cλ) = −2a, d. h. a = aλ zu zeigen. Wir setzen zunächst in die
Voraussetzungen ein und erhalten:
Ω · c˜(x) = c˜(x∗)Tr · Ω
Weil nun die Restklasse Ω+md×d eine Diagonalmatrix ist, erhalten wir die Gleichungen
∀s, t : dsc˜(x)st = c˜(x∗)Trst dt = c˜(x∨)tsdt
Das setzen wir nun in die Schur-Relationen ein:
v2a · cλ =
∑
x∈B
vaρ(x)st︸ ︷︷ ︸
∈O
· vaρ(x∨)ts︸ ︷︷ ︸
∈O
∈ O =⇒ 2a+ ν(cλ) ≥ 0
=
∑
x∈B
c˜(x)st · c˜(x∨)ts mod m
=
∑
x∈B
c˜(x)st
ds
dt
c˜(x)st
=
ds
dt
∑
x∈B
c˜(x)2st
Weil F nach Annahme formal reell ist, ist die Summe ungleich Null. Weil ds 6= 0 für
alle s ist, ist also der gesamte Term ungleich Null. Das zeigt, dass ν(cλ) + 2a = 0 ist,
wie gewünscht. Die Matrizen c˜(x) sind insbesondere die Führende-Koeffizienten-Matrizen
von ρ. Das zeigt die Behauptung a.
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In der Situation von b. ist Ω mod m symmetrisch und hat eine von Null verschiede-
ne Determinante, induziert also eine nichtentartete, symmetrische Bilinearform auf F d.
Weil char(F ) = 0 ist, können wir eine Orthogonalbasis wählen, d. h. wir finden einen
Basiswechsel P ∈ GLd(O) derart, dass
Ω′ := PTrΩP ≡ diag(ds) mod md×d
ist (finde ein passendes P ∈ GLd(F ) und wähle irgendein Urbild P ∈ GLd(O)). Die
entsprechend geänderte Darstellung ρ′ := P−1ρP erfüllt dann die Voraussetzungen von
a. Weil Balanciertheit unter GLd(O)-Konjugation invariant ist, ist ρ damit balanciert.
2.1.16 Definition:
Eine Matrixdarstellung, die nicht nur balanciert ist, sondern auch die stärkere Bedingung
aus a. erfüllt, wollen wir . . . . . .strikt . . . . . . . . . . .balanciert nennen.
2.1.17: Es bleibt zu zeigen, dass solche invarianten Bilinearformen auch immer existie-
ren:
2.1.18 Satz:
Sei F formal reell. Sei Vλ ein einfacher H-Modul vom Isomorphietyp λ ∈ Λ. Dann gilt:
a.) Es gibt eine symmetrische Bilinearform 〈·, ·〉λ : Vλ × Vλ → K, die H-invariant im
Sinne von
∀h ∈ H : 〈h∗v,w〉λ = 〈v, hw〉λ
und positiv definit ist in dem Sinne, dass 〈w,w〉λ stets eine Summe von Quadraten
ist, die genau dann Null ist, wenn w = 0 ist. Insbesondere ist 〈·, ·〉λ nichtentartet.
b.) Für jedes w ∈ Vλ \ { 0 } gibt es ein γ ∈ Γ mit ν(〈w,w〉λ) = 2γ.
c.) Es gilt aλ ∈ Γ und es gibt eine balancierte Matrixdarstellung vom Isomorphietyp λ.
Beweis. Sei (vi)i=1...d eine K-Basis von V := Vλ. Wir bezeichnen die zugehörige Ma-
trixdarstellung mit ρ.
Dann ist V̂ = HomK(V,K) via h · f : v 7→ f(h∗ · v) ein H-Modul und bzgl. der dualen
Basis (v∗i )i=1...d hat dieser die Matrizendarstellung ρ̂ : H → Kd×d, h 7→ ρ(h∗)Tr.
Wir setzen dann
Ω1 :=
∑
x∈B
ρ(x)Trρ(x) =
∑
x∈B
ρ̂(x∗)ρ(x) =
∑
x∈B
ρ̂(x∨) · 1d×d · ρ(x).
Für eine K-lineare Abbildung f : V → V̂ ist die Gaschütz-Ikeda-Projektion Φ(f) : V →
V̂ durch
Φ(f)v :=
∑
x∈B
x∨ · f(x · v)
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definiert (siehe [GP00, 7.1.9]). Die Matrix Ω1 ist somit die Darstellungsmatrix von Φ(f)
für die durch f(vi) := v∗i definierte lineare Abbildung. Φ(f) ist H-linear (siehe [GP00,
7.1.10]), d. h. Φ(f)(h · v) = h ·Φ(f)(v) für alle h ∈ H. In Matrizenschreibweise heißt das
∀h ∈ H : Ω1ρ(h) = ρ̂(h)Ω1 = ρ(h∗)TrΩ1.
Die durch Ω1 auf V definierte Bilinearform 〈·, ·〉λ ist nach Konstruktion symmetrisch und
aufgrund des eben Bewiesenen auch H-invariant. Wir müssen jetzt noch zeigen, dass Ω1
nichtentartet ist. Das folgt daraus, dass F , und somit auch K, formal reell ist. Dann zeigt
uns das Lemma 2.1.11, dass Ω1 ungleich Null ist. Weil aber V und V̂ einfache Moduln
sind und Ω1 die Darstellungsmatrix von Φ(f) : V → V̂ ist, sagt uns das Lemma von
Schur, dass Ω1 sogar invertierbar sein muss.
Nach Konstruktion ist auch klar, dass wTrΩ1w =
∑
x∈B(ρ(x)w)
Tr · (ρ(x)w) eine Summe
von Quadraten ist.
b. Sei nun 0 6= w ∈ Kd beliebig. Dann ist wTrΩ1w eine Summe von Quadraten. Aus
2.1.11 folgt ν(wTrΩ1w) ∈ 2Γ.
c. Weil 〈·, ·〉λ positiv definit ist, gibt es eine Orthogonalbasis (wi)i=1...d bzgl. 〈·, ·〉λ von
V . Setze jeweils γi := −12ν(wi). Das ist aufgrund von b. in Γ. Wähle nun Elemente
vγi ∈ K mit Bewertung γi und setze ui := vγiwi. Dann ist (ui)i=1...d immer noch eine
Orthogonalbasis von Vλ, aber jetzt ist 〈ui, ui〉λ ∈ O×.
Wenn wir nun Ω als Darstellungsmatrix von 〈·, ·〉λ und ρ als Matrixdarstellung von V bzgl.
der Basis (ui)i=1...d wählen, sind die Bedingungen aus dem vorherigen Satz erfüllt.
2.1.19 Korollar:
Sei F formal reell. Dann gilt für alle λ ∈ Λ:
a.) Für alle h ∈ H ist χλ(h) = χλ(h∗).
b.) Für alle x ∈ B ist ν(χλ(x)) ≥ −aλ mit Gleichheit für mindestens ein x ∈ B.
Beweis. Aufgrund des eben bewiesenen Satzes können wir eine balancierte Matrixdar-
stellung ρ : H → Kdλ×dλ vom Isomorphietyp λ und eine invariante Bilinearform mit
Darstellungsmatrix Ω wählen. Haben wir das, dann erhalten wir
χλ(x) = tr(ρ(x)) = tr(Ω
−1ρ(x∗)TrΩ) = tr(ρ(x∗)Tr) = tr(ρ(x∗)) = χλ(x
∗).
Nun folgt zum Einen
vaλχλ(x) =
∑
s
vaλρ(x)ss︸ ︷︷ ︸
∈O
und zum anderen∑
x∈B
(vaλχλ(x))
2 =
∑
x∈B
v2aλχλ(x)χλ(x
∗) = v2aλcλdλ ≡ fλdλ mod m
Daher muss mindestens ein Summand auf der linken Seite in O× liegen.
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2.1.3. Eigenschaften balancierter Darstellungen
2.1.20 Satz (Schur-Relationen für führende Koeffizienten):
Sei B eine ∗-invariante Basis und F formal reell wie zuvor.
Sind ρλ : H → Kdλ×dλ balancierte Matrizendarstellungen für alle λ ∈ Λ, dann gilt für
die zugeordneten führenden Koeffizienten:
a.) Für alle λ, µ ∈ Λ gilt:
∑
x∈B
cλ(x)stc
µ(x∗)uv =
{
fλδsvδtu λ = µ
0 sonst
b.) Für alle x, y ∈ B gilt:
∑
λ∈Λ
1≤s,t≤dλ
f−1λ c
λ(x)stc
λ(y∗)ts =
{
1 x = y
0 sonst
c.) Falls λ, s, t gegeben sind, gibt es ein x ∈ B mit cλ(x)st 6= 0. Ist umgekehrt x ∈ B
gegeben, so gibt es λ, s, t mit cλ(x)st 6= 0.
Insbesondere ist
−2aλ = min { ν(ρλ(x)st) | x ∈ B, 1 ≤ s, t ≤ dλ }
Beweis. a. folgt sofort, indem man die Schur-Relationen
∑
x∈B
ρλ(x
∨)stρµ(x)uv =
{
cλδsvδtu λ = µ
0 sonst
mit v2aλ multipliziert und modulo m reduziert.
b. folgt aus a., indem man die Gleichung als Matrizengleichung auffasst, wobei B die
Indexmenge für die Spalten und { (λ, s, t) | λ ∈ Λ, 1 ≤ s, t ≤ dλ } die Indexmenge für die
Zeilen ist. Aussage a. behauptet dann eine Gleichung der Form X · Y Tr = diag(fλ) und
b. behauptet die entsprechende Gleichung Y ·XTr diag(fλ)−1 = 1.
c. folgt aus a. und b.
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2.2. Die asymptotische Algebra
Vereinbarung:
Wir nehmen in diesem Abschnitt an, dass F formal reell ist. Wir wählen außerdem ein
für alle Mal einen partiellen Schnitt Γ ⊇ 〈aλ | λ ∈ Λ〉 → K×, γ 7→ vγ .
2.2.1 Definition (J-Algebra nach Geck, vgl. [GJ11, 1.5]):
Sei B eine ∗-symmetrische Basis von H. Definiere in dieser Situation
γx,y,z :=
∑
λ∈Λ
∑
s,t,u
f−1λ c
λ(x)stc
λ(y)tuc
λ(z)us
nx :=
∑
λ∈Λ
∑
s
f−1λ c
λ(x∗)ss
D := {x ∈ B | nx 6= 0 }
für alle x, y, z ∈ B.
Die . . . . . . . . . . . . . . .asymptotische . . . . . . . . .Algebra (bzgl. B) ist nun definiert als die F -Algebra J mit der F -Basis
(tx)x∈B und der Multiplikation
txty :=
∑
z
γx,y,ztz∗ .
2.2.2: Die folgenden beiden Beweise verallgemeinern die Behandlung der asymptotischen
Algebra in [GJ11] von der dort betrachteten konkreten Situation, dass H die Hecke-
Algebra ist, auf den hier betrachteten allgemeinen Fall. Die Beweise sind allerdings fast
wortgleich.
2.2.3 Satz:
In obiger Situation gilt für alle x, y, z ∈ B:
a.) Wohldefiniertheit: γx,y,z und nz sind eindeutig durch H bestimmt und hängen nicht
von der Wahl der ρλ ab. Genauer gilt:
γx,y,z =
∑
λ∈Λ
f−1λ v
3aλχλ(xyz) mod m
nx =
∑
λ∈Λ
f−1λ v
aλχλ(x
∗) mod m
Es gelten weiterhin folgende Rechenregeln:
b.) γx,y,z = γy,z,x
c.)
∑
z∈B
γx∗,y,znz = δxy
d.) γx,y,z = γy∗,x∗,z∗
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e.) nx = nx∗
Beweis. Die Behauptungen in a. ergeben sich direkt aus den Definitionen:
γx,y,z =
∑
λ∈Λ
∑
s,t,u
f−1λ c
λ(x)stc
λ(y)tuc
λ(z)us
=
∑
λ∈Λ
∑
s,t,u
f−1λ (v
aλρλ(x)st)(v
aλρλ(y)tu)(v
aλρλ(z)us) mod m
=
∑
λ
f−1λ v
3aλ
∑
s
ρλ(xyz)ss
=
∑
λ
f−1λ v
3aλχλ(xyz)
nx =
∑
λ∈Λ
∑
s
f−1λ c
λ(x∗)ss
=
∑
λ
f−1λ
∑
s
vaλρλ(x
∗)ss mod m
=
∑
λ
f−1λ v
aλχλ(x
∗)
b. ist erfüllt, weil γx,y,z bereits symmetrisch bzgl. zyklischer Shifts definiert wurde.
c. folgt aus den Schur-Relationen:
∑
z∈B
γx∗,y,znz =
∑
z∈B
(∑
λ∈Λ
∑
s,t,u
f−1λ c
λ(x∗)stc
λ(y)tuc
λ(z)us
)
·
∑
µ∈Λ
∑
v
f−1µ c
µ(z∗)vv

=
∑
λ,µ
∑
s,t,u,v
f−1λ f
−1
µ c
λ(x∗)stc
λ(y)tu
∑
z∈B
cλ(z)usc
µ(z∗)vv︸ ︷︷ ︸
=δλµδuvδsv·fλ=
∑
λ
∑
s,t
f−1λ f
−1
λ c(x
∗)stc(y)ts · fλ
=
∑
λ
∑
s,t
f−1λ c(x
∗)stc(y)ts
= δxy
d.+e. folgen aus a., weil wir bereits festgestellt haben, dass χλ(h) = χλ(h∗) für alle h ∈ H
gilt. Damit gilt:
γx,y,z =
∑
λ
f−1λ v
3aλχλ(xyz) mod m
=
∑
λ
f−1λ v
3aλχλ(z
∗y∗x∗)
=
∑
λ
f−1λ v
3aλχλ(y
∗x∗z∗)
= γy∗,x∗,z∗
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nx =
∑
λ
f−1λ v
aλχλ(x
∗) mod m
=
∑
λ
f−1λ v
aλχλ(x)
= nx∗
2.2.4 Satz:
In obiger Situation gilt:
a.) J ist eine assoziative F -Algebra mit Einselement
1J =
∑
d∈D
ndtd
b.) Durch τ(tx) := nx ist eine Spurform auf J gegeben, die J zu einer symmetrischen
Algebra macht.
c.) Durch t∗x := tx∗ ist ein F -linearer Antiautomorphismus auf J gegeben und (tx)x∈B
ist eine ∗-symmetrische Basis von J .
Beweis. a. folgt wieder aus den Schur-Relationen. Wir formen zunächst die Behauptung
um:
(txty)tz = tx(tytz)
⇐⇒
∑
u
γx,y,utu∗tz =
∑
u
γy,z,utxtu∗
⇐⇒
∑
u,v
γx,y,uγu∗,z,vtv∗ =
∑
u,v
γx,u∗,vγy,z,utv∗
⇐⇒ ∀v ∈ B :
∑
u
γx,y,uγu∗,z,v =
∑
u
γx,u∗,vγy,z,u
und das rechnen wir jetzt nach:∑
u
γx,y,uγu∗,z,v =
∑
λ,µ
∑
s,t,u
a,b,c
f−1λ c
λ(x)stc
λ(y)tu · f−1µ cµ(z)bccµ(v)ca ·
∑
u
cλ(u)usc
µ(u∗)ab︸ ︷︷ ︸
=δλµδubδsa·fλ
=
∑
λ
f−1λ
∑
s,t,u
c
cλ(x)stc
λ(y)tu · cλ(z)uccλ(v)cs
=
∑
λ
f−1λ v
4aλχλ(xyzv) mod m∑
u
γx,u∗,vγy,z,u =
∑
λ,µ
∑
s,t,u
a,b,c
f−1λ c
λ(x)stc
λ(v)us · f−1µ cµ(y)abcµ(z)bc ·
∑
u
cλ(u∗)tuc
µ(u)ca︸ ︷︷ ︸
=δλµδtaδuc·fλ
=
∑
λ
f−1λ
∑
s,t,u
b
cλ(x)stc
λ(v)us · cλ(y)tbcλ(z)bu
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=
∑
λ
f−1λ
∑
s,t,u
b
cλ(x)st · cλ(y)tbcλ(z)bucλ(v)us
=
∑
λ
f−1λ v
4aλχλ(xyzv) mod m
b. und c. folgen aus obigem Lemma. c. folgt z. B. sofort aus γx,y,z = γy∗,x∗,z∗. Mit dessen
Hilfe zeigen wir jetzt, dass (tx) eine ∗-symmetrische Basis von J ist:
τ(tx∗ty) =
∑
z
γx∗,y,zτ(tz∗)
=
∑
z
γx∗,y,znz∗
=
∑
z
γx∗,y,znz
= δxy
2.2.5: Die folgenden beiden Lemmata kommen in der Behandlung der asymptotischen
Algebra bei [GJ11] nicht vor, sind aber auch für sich genommen interessante Ergebnisse,
weil sie zeigen, dass die Konstruktion nicht so unnatürlich ist, wie sie erscheint.
2.2.6 Lemma (Basis-Unabhängigkeit):
Sei (bi)i=1...n die Basis, mit der wir die ganze Zeit gearbeitet haben. Sei b′i =
∑n
j=1Aijbj
eine weitere ∗-symmetrische Basis von H. Definiere dann cλ(x)′, γ′x,y,z, n′x und J ′ analog
wie in 2.2.1.
Bezeichne mit σ, σ′ ∈ Sym(n) die beiden Bijektionen mit b∗i = bσ(i) bzw. (b′i)∗ = b′σ′(i).
Definiere dann α : J → J ′ durch
α(tx) :=
∑
i
Aixt
′
i.
(Man beachte, dass nach 2.1.12 Aij ∈ O ist und J als O/m-Algebra definiert wurde.)
a.) α ist ein Isomorphismus von F -Algebren.
b.) α überführt die Spurformen von J und J ′ ineinander, d. h. τ ′ ◦ α = τ .
c.) α kommutiert mit den Involutionen von J und J ′, d. h. α(x∗) = α(x)∗ für alle
x ∈ J .
Beweis. Wir wissen aus 2.1.12, dass A in On(O) liegt. Die Reduktion liegt also in On(F ).
Insbesondere ist α ein F -Vektorraumisomorphismus mit Darstellungsmatrix A mod m
und α−1(t′i) =
∑
j Aijtj.
Es gilt nach Voraussetzung:
b′i =
n∑
j=1
Aijbj (1)
bj =
n∑
k=1
Akjb
′
k (2)
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Analoges gilt dann auch für die Führenden-Koeffizienten-Matrizen.
Wir werten zunächst (b′i)
∗ auf zwei verschiedene Weisen aus:
(b′i)
∗ = b′σ′(i)
(1)
=
∑
j
Aσ′(i),jbj
=
∑
k
Aσ′(i),σ(k)bσ(k)
(b′i)
∗ (1)= (
∑
k
Aikbk)
∗
=
∑
k
Aikb
∗
k
=
∑
k
Aikbσ(k)
Also ergibt sich für alle i, k ∈ { 1, . . . , n }:
Ai,k = Aσ′(i),σ(k) (3)
Weil (2) analog auch für die Führenden-Koeffizienten-Matrizen gilt, folgt:
γx,y,z =
∑
λ
f−1λ
∑
s,t,u
cλ(x)stc
λ(y)tuc
λ(z)us
=
∑
λ
f−1λ
∑
s,t,u
∑
i,j,k
Aixc
λ(i)′stAjyc
λ(j)′tuAkzc
λ(k)′us
=
∑
i,j,k
∑
λ
∑
s,t,u
f−1λ AixAjyAkzc
λ(i)′stc
λ(j)′tuc
λ(k)′us
=
∑
i,j,k
γ′i,j,kAixAjyAkz (4)
Es ergibt sich:
α(txty) = α
(∑
z
γx,y,ztσ(z)
)
=
∑
z
∑
a
γx,y,zAaσ(z)t
′
a
=
∑
z,a
γx,y,zAσ′(a)σ(z)t
′
σ′(a)
(3)
=
∑
z,a
γx,y,zAazt
′
σ′(a)
(4)
=
∑
z,a
∑
i,j,k
γ′i,j,kAixAjyAkzAazt
′
σ′(a)
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=
∑
i,j,k
∑
a
γ′i,j,kAixAjy
(∑
z
Aaz(A
Tr)zk
)
︸ ︷︷ ︸
=δka
t′σ′(a)
=
∑
i,j,k
γ′i,j,kAixAjyt
′
σ′(k)
=
∑
i,j
AixAjy
(∑
k
γ′i,j,kt
′
σ′(k)
)
=
∑
i,j
AixAjyt
′
it
′
j
= α(tx)α(ty)
Das zeigt a.
Als Algebra-Isomorphismus bildet α insbesondere die Einselemente aufeinander ab, d. h.
wir folgern∑
i
n′it
′
i = 1J ′
= α(1J )
= α
(∑
z
nztz
)
=
∑
i,z
nzAizt
′
i
=⇒ ∀i : n′i =
∑
z
Aiznz (5)
Daraus wiederum können wir b. folgern:
τ ′(α(tx)) = τ
′
(∑
i
Aixt
′
i
)
=
∑
i
Aixn
′
i
(5)
=
∑
i
∑
j
AixAijni
=
∑
j
(∑
i
(ATr)jiAix
)
︸ ︷︷ ︸
=δjx
ni
= nx
= τ(tx)
Damit haben wir b. gezeigt.
Es bleibt c. zu zeigen. Das folgt ebenfalls aus (3):
α(t∗x) = α(tσ(x))
=
∑
i
Aiσ(x)t
′
i
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=
∑
i
Aσ′(i)σ(x)t
′
σ′(i)
(3)
=
∑
i
Aix(t
′
i)
∗
=
(∑
i
Aixt
′
i
)∗
= α(tx)
∗
2.2.7 Lemma (Verträglichkeit mit Tensorprodukten):
Es seien (H1, ∗), (H2, ∗) zwei endlichdimensionale, zerfallend halbeinfache K-Algebren
mit involutiven Antiautomorphismen, τ1, τ2 je eine Spurform, die H1 bzw. H2 zu einer
symmetrischen Algebra macht, B1 = (b1i )i=1...n, B
2 = (b2j )j=1...m je eine ∗-symmetrische
Basis sowie J1, J2 die dazugehörigen asymptotischen Algebren. Es gilt dann:
a.) H := H1⊗KH2 ist eine zerfallend halbeinfache K-Algebra, τ(x⊗y) := τ1(x)τ2(y)
ist eine Spurform, (x ⊗ y)∗ := x∗ ⊗ y∗ ein involutiver Antiautomorphismus und
B := (b1i ⊗ b2j )(i,j)∈{ 1,...,n }×{ 1,...,m } eine ∗-symmetrische Basis von H.
b.) Sei J die asymptotische Algebra von H. Durch tx1⊗x2 ↔ tx1 ⊗ tx2 für alle x1 ∈ B1
und alle x2 ∈ B2 ist ein Isomorphismus von F -Algebren J ↔ J1⊗F J2 gegeben. Die
Involution und die Spurform auf J sind von den Involutionen und Spurformen auf
J1 bzw. J2 induziert, d. h. (a1⊗a2)∗ = (a1)∗⊗ (a2)∗ und τ(a1⊗a2) = τ1(a1)τ2(a2)
für alle a1 ∈ J1, a2 ∈ J2.
Beweis. a. Es ist einfach einzusehen, dass H eine K-Algebra mit involutivem Antiau-
tomorphismus, τ eine Spurform und B1 ⊗ B2 eine ∗-symmetrische Basis von H ist.
Insbesondere ist die Spurform daher nichtausgeartet und H somit eine symmetrische
K-Algebra.
Sind nun V 1 und V 2 einfache Moduln von H1 bzw. H2, dann ist V := V 1 ⊗K V 2
ein H-Modul und man überzeugt sich leicht davon, dass die Schurelemente cV 1⊗V 2 =
cV 1cV 2 erfüllen. Insbesondere sind die Tensorprodukte irreduzibler Moduln selbst absolut
irreduzibel, da ihre Schurelemente ungleich Null sind. Aus einer Dimensionsbetrachtung
folgt, dass H zerfallend halbeinfach ist.
b. Sind Λ1 und Λ2 indizierende Mengen für die einfachen H1- bzw. H2-Moduln, so können
wir daher Λ := Λ1×Λ2 als indizierende Menge für die einfachen H-Moduln wählen. Aus
der Betrachtung der Schurelemente folgt so auch, dass aλ = aλ1+aλ2 und fλ = fλ1fλ2 für
alle λ = (λ1, λ2) gilt. Es gilt außerdem für die Charaktere χλ(h1 ⊗ h2) = χλ1(h1)χλ2(h2)
für alle h1 ∈ H,h2 ∈ H2.
Daher erhalten wir
γx,y,z =
∑
λ∈Λ
f−1λ v
3aλχλ(xyz) mod m
=
∑
λ1∈Λ1
λ2∈Λ2
f−1
λ1
f−1
λ2
v3aλ1 v3aλ2χλ1(x
1y1z1)χλ2(x
2y2z2)
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=
( ∑
λ1∈Λ1
f−1
λ1
v3aλ1χλ1(x
1y1z1)
)
·
( ∑
λ2∈Λ2
f−1
λ2
v3aλ2χλ2(x
2y2z2)
)
= γx1,y1,z1 · γx2,y2,z2
für alle Basiselemente x = x1 ⊗ x2, y = y1 ⊗ y2, z = z1 ⊗ z2 ∈ B. Daraus folgt die
Behauptung, dass die angegebene Abbildung ein Isomorphismus von F -Algebren ist.
Insbesondere werden die Einselemente aufeinander abgebildet, woraus wir nx = nx1 ·nx2
erhalten. Das zeigt die Verträglichkeitsaussage für die Spurformen. Die Verträglichkeit
von den Involutionen folgt, weil es sich für die Basiselemente bereits aus der Definition
ergibt.
2.2.8 Vermutung:
Angesichts dieser letzten beiden Lemmata ist es naheliegend zu vermuten, dass es eine
abstrakte, basisfreie Konstruktion von J aus H geben sollte.
Weitergehend könnte J sogar eine universelle Eigenschaft erfüllen. Vielleicht kann der
folgende Satz dafür als Vorbild dienen.
2.2.1. Darstellungen von J
2.2.9 Satz (Führende Koeffizienten und Darstellungen von J , siehe [GJ11, 1.5.7]):
Ist ρλ eine balancierte Darstellung von H, dann ist durch die Definition
ρλ(tx) := cλ(x)
für alle x ∈ B eine absolut irreduzible Matrixdarstellung ρλ : J → F dλ×dλ gegeben. Jede
irreduzible Darstellung von J kann so erhalten werden. Insbesondere ist J zerfallend hal-
beinfach und die Aussagen in Lemma 2.1.20 sind tatsächlich die echten Schur-Relationen
und fλ die echten Schur-Elemente von J .
Beweis. Das ist einfach nachzurechnen. Nach Definition ist ρλ bereits F -linear. Wir zei-
gen, dass die Abbildung auch mit der Multiplikation verträglich ist:
ρλ(txty)ab =
∑
z
γx,y,zρλ(tz∗)ab
=
∑
z
γx,y,zc
λ(z∗)ab
=
∑
µ
∑
s,t,u
f−1µ c
µ(x)stc
µ(y)tu
∑
z
cµ(z)usc
λ(z∗)ab︸ ︷︷ ︸
=δλµδubδsa·fλ=
∑
t
cλ(x)atc
λ(y)tb
= (cλ(x) · cλ(y))ab
= (ρλ(tx) · ρλ(ty))ab
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Analog beweisen wir auch ρλ(1J) = I:
ρλ(1J)ab =
∑
z
nzρλ(tz)ab
=
∑
z
nzc
λ(z)ab
=
∑
µ
∑
s
f−1µ
∑
z
cµ(z∗)ssc
λ(z)ab︸ ︷︷ ︸
δλµδsaδsb·fλ= δab
Die Schur-Relationen für die Führenden-Koeffizienten-Matrizen (Lemma 2.1.20) zeigen
nun, dass die so definierten J-Moduln absolut irreduzibel und paarweise nichtisomorph
sind. Weil außerdem
∑
λ d
2
λ = dimK H = |B| = dimF J gilt, ist J sogar halbeinfach und
alle irreduziblen Darstellungen kommen in der so konstruierten Liste vor.
2.2.10: J ist von der Basiswahl unabhängig, wie wir oben gesehen haben. Wir haben
nun gesehen, dass J zerfallend halbeinfach ist und die absolut irreduziblen Moduln die
Dimensionen dλ haben. Damit ist der abstrakte Isomorphietyp von J als F -Algebra
von der Wahl des partiellen Schnittes γ 7→ vγ unabhängig. Diese Wahl spielt jedoch
tatsächlich eine kleine Rolle, denn die Schur-Elemente von J , also die fλ, hängen von der
Wahl dieses Schnittes ab. Anders formuliert: Die induzierte Spurform τ hängt von der
Wahl des partiellen Schnittes ab.
2.2.11 Lemma (Elementare Eigenschaften der Darstellungen von J):
Mit den Bezeichnungen von oben gilt:
a.) Für den Charakter χJλ : J → F der irreduziblen J-Darstellung mit Index λ und
den Charakter χHλ : H → K der irreduziblen H-Darstellung mit Index λ gilt:
∀x ∈ B : χJλ(tx) = vaλχHλ (x) mod m
b.) Für zwei balancierte, irreduzible Matrixdarstellungen ρ1, ρ2 : H → Kd×d sind
äquivalent:
i.) ρ1 ∼= ρ2.
ii.) ρ1 ∼= ρ2.
c.) Genauer gesagt können in der Situation von b. Isomorphismen geliftet und reduziert
werden:
i.) IstM ′ ∈ GLd(K) mitM ′ρ1 = ρ2M ′, dann gibt es ein vα ∈ K× mit Bewertung
α so, dass M := vαM ′ ∈ GLd(O) ist und Mρ1 = ρ2M .
ii.) Ist umgekehrtM ∈ GLd(F ) mitMρ1 = ρ2M gegeben, dann gibt es ein Urbild
M ∈ GLd(O) mit Mρ1 = ρ2M .
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Beweis. a. folgt sofort daraus, dass man balancierte Darstellungen wählen kann. Ist näm-
lich ρλ : H → Kdλ×dλ balanciert vom Isomorphietyp λ ∈ Λ, dann ist
χJλ(x) =
∑
s
ρλ(x)ss
=
∑
s
vaλρλ(x)ss mod m
= vaλχHλ (x).
b. Weil H und J beide zerfallend halbeinfach sind, sind die Darstellungen äquivalent
genau dann, wenn ihre Charaktere gleich sind. Zusammen mit den Schur-Relationen
folgt somit
ρλ ∼= ρµ
⇐⇒ χHλ = χHµ
⇐⇒ λ = µ
⇐⇒ χJλ = χJµ
⇐⇒ ρλ ∼= ρµ.
c. Beide Richtungen sind einfach: Falls M ′ ∈ GLd(K) mit M ′ρ1 = ρ2M ′ ist, setze
α := −ν(M ′). Dann ist M := vαM ′ ∈ Od×d und M 6≡ 0 mod md×d. Indem wir die
Gleichung mit vaλ+α durchmultiplizieren (wobei λ ∈ Λ der Isomorphietyp der beiden
Darstellungen sei), erhalten wir:
∀x ∈ B :M(vaλρ1(x)) = (vaλρ2(x))M.
Nach Annahme sind ρ1, ρ2 balanciert, sodass wir nun modulo m reduzieren können und
∀x ∈ B :Mρ1(x) = ρ2(x)M
erhalten. Weil M 6= 0 ist und ρ1, ρ2 absolut irreduzible Darstellungen von J sind, folgt
hieraus M ∈ GLd(F ) und daher auch M ∈ GLd(O). Damit ist eine Richtung gezeigt.
Sei für die andere Richtung M gegeben. Nach Annahme ist ρ1 ∼= ρ2, d. h. nach a., dass
auch ρ1 und ρ2 isomorph sind. Wir erhalten also einX ∈ GLd(K)mit Xρ1 = ρ2X. Indem
wir das obige Argument wiederholen, können wir o. B. d.A. X ∈ GLd(O) annehmen.
Dann ist X ein Isomorphismus ρ1 → ρ2. Weil diese Darstellungen nun absolut irreduzibel
sind, gibt es ein c ∈ F× mitM = cX . Indem wir ein Urbild c ∈ O× wählen undM := cX
setzen, erhalten wir eine Matrix M ∈ Od×d, deren Projektion genau die gegebene Matrix
M ist. Insbesondere ist M invertierbar. Nach Konstruktion gilt auch Mρ1 = ρ2M .
2.2.12: Der folgende Satz verallgemeinert [GJ11, 1.5.11] auf die naheliegende Weise.
2.2.13 Lemma (Invariante Bilinearformen):
Sei R ⊆ F ein Hauptidealring mit F = Quot(R) und f±1λ , γx,y,z, nw ∈ R für alle λ ∈ Λ
und alle x, y, z, w ∈ B. Dann gilt:
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a.) Es gibt zu jedem Isomorphietyp λ balancierte Darstellungen ρλ dieses Typs mit
ρλ(tx) ∈ Rdλ×dλ für alle x ∈ B.
b.) Es gibt eine nichtentartete, symmetrische, invariante Bilinearform Bλ ∈ GLd(R)
für ρλ, d. h.
Bλρλ(a) = ρλ(a
∗)TrBλ
für alle a ∈ J .
Beweis. a. J0 :=
∑
x∈B Rtx ist nach Annahme eine R-Unteralgebra von J mit J = FJ0.
Da R ein Hauptidealring ist, können wir wie gewohnt zu jeder irreduziblen Darstellung V
von J einen J0-Modul V0 ⊆ V mit FV0 = V finden, der als R-Modul frei ist. Durch Wahl
einer R-Basis erhalten wir so, wie gewünscht, eine Matrixdarstellung α : J → F dλ×dλ
vom selben Isomorphietyp mit α(tx) ∈ Rdλ×dλ . Ist nun ρλ : H → Kdλ×dλ eine balancierte
Matrixdarstellung von H mit Isomorphietyp λ, dann ist ρλ eine Darstellung von J vom
Isomorphietyp λ und somit äquivalent zu α, d. h. es gibt eine Matrix P ∈ GLdλ(O) mit
P−1ρλP = α. Das zeigt a.
b. Da (tx)x∈B eine ∗-symmetrische Basis von J ist, ist durch B˜ :=
∑
x∈B ρλ(tx)
Trρλ(tx)
eine positiv semidefinite (im Sinne von 2.1.11) invariante Bilinearform gegeben. Sie ist
auch positiv definit, denn ist u ∈ F dλ ein Vektor mit uTrB˜u = 0, dann folgt aus 2.1.11,
dass ρλ(tx)u = 0 für alle x ∈ B ist. Damit ist insbesondere u = ρλ(1J )u = 0.
Wenn wir nun dabei ρλ wie in a. wählen, folgt B˜ ∈ Rdλ×dλ . Nun setzen wir
Bλ := ggT(˜bij | i, j = 1, . . . , dλ)−1B˜.
Dies ist die gesuchte Matrix. Dazu müssen wir det(Bλ) ∈ R× beweisen. Betrachte da-
zu ein beliebiges Primideal p ∈ Spec(R) und den Quotientenkörper k := Quot(R/p).
Da die Einträge von Bλ teilerfremd sind, ist Bλ 6≡ 0 mod pdλ×dλ . Weil wir f±1λ ∈ R
vorausgesetzt haben, ist fλ ∈ R×. Wir setzen in die Schur-Relationen 2.1.20 ein und
erhalten∑
x∈B
ρλ(t
∗
x)stρλ(tx)uv =
{
fλ mod p falls s = v, t = u
0 sonst
für alle s, t, u, v ∈ { 1, . . . , d }. Da fλ 6≡ 0 mod p ist, folgt aus der Theorie der Schur-
Elemente, dass ρλ : kJ0 → kdλ×dλ eine absolut irreduzible Darstellung ist (siehe [GP00,
Ch. 7]).
Nun ist aber Bλ mod p die Darstellungsmatrix eines J-linearen Operators zwischen den
beiden absolut irreduziblen Matrixdarstellungen a 7→ ρλ(a) und a 7→ ρλ(a∗)Tr von kJ0.
Da Bλ 6≡ 0 mod pdλ×dλ ist, folgt aus dem Lemma von Schur also, dass dieser Operator
invertierbar ist, d. h. det(Bλ) 6≡ 0 mod p. Da p beliebig war, folgt det(Bλ) ∈ R×.
2.2.14: Wie in [GJ11, 1.5.11] bemerkt wurde, ist für die Aussage in b. nicht unbedingt
nötig, dass R ein Hauptidealring ist. Dies tritt z. B. für Hecke-Algebren von nichtkristallo-
graphischen Coxeter-Gruppen auf. Dort ist ZW i. A. kein Hauptidealring mehr, durch die
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explizite Angabe vonW -Graphen kann man jedoch trotzdem jede irreduzible Darstellung
von H über ZW [Γ] und daher jede irreduzible Darstellung von J über ZW realisieren. In
den Fällen, wo das auftritt (dies ist bei irreduziblen Coxeter-Gruppen nur für I2(m) der
Fall), kann eine solche invariante Bilinearform explizit angegeben werden.
2.2.15: Jede invariante Bilinearform Ω ∈ GLd(K) für ρλ liefert auch eine invariante
Bilinearform für ρλ, indem Ω zunächst durch ein geeignetes vαΩ ersetzt wird so, dass
ν(Ω) = 0 ist. Die Reduktion Ω mod m ist dann invariant für ρλ. Da invariante Bili-
nearformen wegen Schurs Lemma bis auf Skalare eindeutig bestimmt sind, folgt, dass
die hinreichende Bedingung aus 2.1.15 sogar notwendig ist: Jede balancierte Darstellung
hat eine invariante Bilinearform, deren Reduktion symmetrisch und nichtentartet (eben
sogar definit) ist.
2.2.2. Beispiele
Nach den langen Vorbereitungen schauen wir uns einige Beispiele an:
2.2.16 Beispiel (Halbeinfache Reduktionen):
Es ist in vielen Beispielen der Fall, dass H als Skalarerweiterung KH0 = K ⊗R H0
gewonnen wurde für einen Unterring R ⊆ K und eine R-Algebra H0, die als R-Modul frei
und endlich erzeugt ist, d. h. es gibt eineK-BasisB ⊆ H bzgl. der alle Strukturkonstanten
in R liegen.
Wir nehmen nun an, dass R = O ist und auch die restliche Struktur bereits über R = O
vorhanden ist, d. h. τ schränkt sich zu einer Spurform H0 → O ein, bzgl. der H0 bereits
symmetrisch ist, ∗ schränkt sich zu einer Involution von H0 ein und B ist ∗-symmetrisch.
Weil dann H0 eine O-Algebra ist, die endlich erzeugt als O-Modul ist, lässt sich jede
endlichdimensionale Darstellung von H bereits über O realisieren, d. h. zu jedem λ ∈ Λ
gibt es Matrixdarstellungen ρλ : H0 → Odλ×dλ , die (als H-Moduln) den Isomorphietyp
λ haben.
Da damit die Schurelemente cλ allesamt in O liegen, ist automatisch aλ = −12ν(cλ) ≤ 0.
Weil sich 1 ∈ H0 als O-Linearkombination von B schreiben lässt, muss in der Tat aλ = 0
sein, denn sonst wäre das Bild ρλ(H0) ja vollständig in einem echten Ideal von Odλ×dλ
enthalten.
Daraus ergibt sich, dass die cλ Einheiten in O und die Darstellungen ρλ bereits auto-
matisch balancierte Darstellungen sind. Es ist 〈aλ〉 = 0 ≤ Γ, d. h. wir müssen keinen
partiellen Schnitt wählen, denn er ist sowieso eindeutig bestimmt: vγ = 1. Es gilt damit:
∀λ ∈ Λ∀x ∈ B : cλ(x) = ρλ(x) mod m
und fλ = cλ.
47
2. Darstellungen I: Balanciertheit
Wenn wir jetzt die Strukturkonstanten ausrechnen, erhalten wir:
γx,y,z ≡
∑
λ∈Λ
f−1λ v
3aλχλ(xyz) mod m
=
∑
λ
c−1λ χλ(xyz)
= τ(xyz)
Das sind nun genau die modulo m reduzierten Strukturkonstanten von H, da
x · y =
∑
z∈B
τ(xyz)z∨ =
∑
z∈B
τ(xyz)z∗.
Mit anderen Worten: J ist nichts anderes als die Reduktion von H0 modulo m, d. h. die
Skalarerweiterung FH0. Auf diese Weise erhalten wir den klassischen modularen Fall. Die
gesamte Konstruktion der asymptotischen Algebra kann also als eine Verallgemeinerung
dieser Standardkonstruktion aus der modularen Darstellungstheorie verstanden werden.
2.2.17 Beispiel (Hecke-Algebren):
Sei (W,S) eine endliche Coxeter-Gruppe und L : W → Γ eine Gewichtsfunktion und
H = H(W,S,L) die dazugehörige Hecke-Algebra.
In dieser Situation stimmt unsere Definition der asymptotischen Algebra genau mit Gecks
Konstruktion der asymptotischen Algebra überein, die in [GJ11] mit J˜ bezeichnet wird.
In [GJ11, 2.3.16] wird bewiesen, dass unter Annahme von Lusztigs Vermutungen P1 und
P4 die Algebra J˜ kanonisch isomorph zu Lusztigs J-Algebra ist.
2.2.18: In der Tat lässt sich J auch im Fall der Hecke-Algebren als Reduktion modulo m
einer geeigneten O-Unteralgebra von KH schreiben, wenn man die Lusztig-Vermutungen
bereits zur Verfügung hat (zu deren Beweis aber natürlich die Lusztig-Algebra verwendet
wurde), denn die Basis Xw := va(w)Cw spannt dank der Definition von a(w) (siehe
1.2.35) eine O-Unteralgebra X von KH auf. Die Lusztig-Vermutungen stellen sicher,
dass auf kanonische Weise X/mX = J gilt, wobei die Restklasse von Xw ∈ X mit tw ∈ J
identifiziert wird.
2.2.3. Zellen in der asymptotischen Algebra
2.2.19: Fixieren wir eine ∗-symmetrische Basis B ⊆ H, so können wir die regulären H-
bzw. J-Moduln bzgl. der Basen B bzw. (tx)x∈B betrachten und wie in Definition 1.2.24
die Zellen dieser Moduln-mit-Basis definieren. Während über die Zellzerlegung von H
wenig Allgemeines ausgesagt werden kann (etwa könnte B ⊆ H× und damit ganz B
eine einzige Zelle sein), können wir für die asymptotische Algebra nichttriviale Aussagen
treffen:
2.2.20 Satz:
Für alle x, y, z ∈ B gilt:
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a.) γx,y,z 6= 0 =⇒ tx ∼L t∗y, ty ∼L t∗z, tz ∼L t∗x.
b.) tx ∼L ty =⇒ x ∼L y. Insbesondere ist die Zerlegung von B, die von der Zerlegung
von { tx | x ∈ B } in J-Linkszellen herkommt, eine Verfeinerung der Zerlegung in
H-Linkszellen.
c.) Analoge Aussagen gelten auch für Rechtszellen und zweiseitige Zellen.
d.) tx ∼LR t∗x.
Beweis. a. Wir nutzen aus, dass zum einen γx,y,z = γy,z,x = γz,x,y und zum anderen
γx,y,z = γy∗,x∗,z∗ gilt (siehe Lemma 2.2.3). Daraus folgt, dass γx,y,z 6= 0 nicht nur ty L t∗z
impliziert wie es nach Definition gilt, sondern auch die rotierten Aussagen tz L t∗x und
tx L t∗y. Aus der zweiten Gleichung folgt, dass mit γx,y,z 6= 0 auch t∗y L tx, t∗x L tz
und tz L t∗y gilt. Das zeigt a.
b. Ist tz L ty, so gibt es ein x ∈ B so, dass 0 6= γx,y,z∗ =
∑
λ∈Λ
s,t,u
f−1λ c
λ(x)stc
λ(y)tuc
λ(z∗)us
ist. Es gibt also λ ∈ Λ und Indizes s, t mit 0 6= ∑u cλ(y)tucλ(z∗)us. Insbesondere muss
0 6=∑u ρλ(y)tuρλ(z∗)us = ρλ(yz∗)ts und daher yz∗ 6= 0 sein.
Da die Spurform τ nichtentartet ist, muss es ein w ∈ B geben mit 0 6= τ(wyz∗). Wenn wir
nun wy =
∑
v hw,y,vv schreiben für hw,y,v ∈ K, dann ist τ(wyz∗) = hw,y,z, weil z∗ der zu
z duale Basisvektor ist. Daher ist z L y. Aus Symmetriegründen folgt die Behauptung.
c. folgt aus x L y ⇐⇒ x∗ R y∗.
d. folgt aus γx,y,z 6= 0 =⇒ x ∼L y∗ ∼R z ∼L x∗.
2.2.21 Korollar: a.) Die Algebra J hat als Links-, Rechts- bzw. Bimodul über sich
selbst die folgenden Zerlegungen in Links-, Rechts- oder Bimoduln:
J =
⊕
L
(∑
x∈L
Ftx
)
=
⊕
R
(∑
y∈R
Fty
)
=
⊕
Z
(∑
z∈Z
Ftz
)
wobei L,R,Z ⊆ B über Links-, Rechts- bzw. zweiseitige Zellen von (J, (tx)x∈B)
läuft.
b.)
∑
d∈D∩L ndtd ist ein Idempotent für jede Linkszelle L ⊆ B. Diese Idempotente sind
paarweise orthogonal.
c.)
∑
d∈D∩Z ndtd ist ein zentrales Idempotent für jede zweiseitige Zelle Z ⊆ B.
Beweis. a. folgt sofort aus obigem Satz, weil dieser zeigt, dass Links-, Rechts- bzw. beid-
seitige Multiplikation mit Basiselementen tw nicht aus den angegebenen Unterräumen
herausführt, dies also wirklich Untermoduln sind.
b. und c. folgen sofort daraus, dass 1J =
∑
d ndtd ist.
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2.2.22 Definition:
Seien eZ die zu den zweiseitigen Zellen von (H,B) assoziierten zentralen Idempotente
aus dem Korollar. Für jede irreduzible Darstellung ρλ : J → F dλ×dλ gibt es dann genau
ein Z derart, dass ρλ(eZ) 6= 0 ist, da die Idempotente zentral und paarweise orthogonal
sind und sich zu 1J aufsummieren.
Auf diese Weise erhalten wir eine Abbildung Λ→ { zweiseitige Zellen von H } , λ 7→ Fλ.
Da die zweiseitigen Zellen von H durch LR partiell geordnet sind, erhalten wir auch
eine partielle Ordnung  auf Λ, für die λ ≺ µ genau dann gilt, wenn Fλ ≺LR Fµ gilt.
2.2.23: Man beachte, dass also λ und µ unvergleichbar sind, wenn λ 6= µ aber Fλ = Fµ
gilt. Das unterscheidet diese Definition auch von der in [GJ11, 2.2.1] getroffenen.
50
2.3. H und J
2.3. H und J
2.3.1: Kehren wir zurück zum konkreten Fall mit einer Coxeter-Gruppe-mit-Gewicht
(W,S,L), ihrer Hecke-Algebra und der asymptotischen Algebra der Hecke-Algebra (siehe
2.2.17). Folgende Definition ist dafür nützlich.
2.3.2 Definition (L-gute Ringe, siehe [GJ11, 1.5.9]):
Ein Ring R heißt . . . . . .L-gut, wenn ZW ⊆ R ⊆ C und fλ ∈ R× für alle λ ∈ Λ gilt.
Vereinbarung:
Wir nehmen für den Rest des Abschnitts an, dass R ein L-guter Ring ist und setzen
weiterhin F = Quot(R) und K = F (Γ).
2.3.3: Als Alternative zu den Lusztig-Vermutungen P1 bis P15 definieren Geck und
Jacon die Bedingungen (♣), (♠) und (♦), die speziell für die Arbeit mit ihrer Variante
der asymptotischen Algebra angepasst sind:
2.3.4 Vermutung (Geck-Jacon, siehe [GJ11, 2.5.3]):
Bezeichne mit γx,y,z die Strukturkonstanten der asymptotischen Algebra, die aus KH
bzgl. der ∗-symmetrischen Basis { Tw | w ∈W } gewonnen wurde.
(♣) Für alle λ, µ ∈ Λ soll aµ < aλ gelten, falls λ ≺ µ ist, und aλ = aµ, falls Fλ = Fµ
ist. Dabei seien  und Fλ wie in 2.2.22 definiert.
(♠) Für alle w,w′, x, y ∈W mit x ∼LR y gilt:∑
z∈W
γx,w′,z−1hw,z,y =
∑
z∈W
hw,x,zγz,w′,y−1 .
(♦) Jede Kazhdan-Lusztig-Linkszelle C enthält genau ein Element d mit nd 6= 0 (dabei
sei nw wie in 2.2.1 definiert).
2.3.5: Da die Charaktere von H Werte in ZW [Γ] annehmen, enthält jeder L-gute Ring
die Strukturkonstanten γx,y,z und nw aus Definition 2.2.1 für alle w, x, y, z ∈ W . In der
Tat ist unter gewissen Voraussetzungen sogar γx,y,z, nw ∈ Z (diese Voraussetzung kann
beispielsweise P1+P4 oder (♣) sein).
J kann also auch als R-Algebra oder sogar Z-Algebra mit der Basis (tx)x∈W aufgefasst
werden. Dies werden wir von Zeit zu Zeit tun. Da wir keine anderen R- oder Z-Formen
dieser Algebra betrachten werden, ist dies ohne Verwechslungsgefahr möglich.
2.3.6: Wie bereits erwähnt, implizieren die Lusztig-Vermutungen die Gültigkeit dieser
drei Vermutungen. Genauer implizieren P1, P4 und P15 gemeinsam (♣) und (♠). Weiter
implizieren P1, P4, P13 gemeinsam (♦).
Im Einparameterfall ist (♠) außerdem eine Konsequenz von (♣). (Siehe [GJ11, 2.5.12].)
2.3.7: Wir wissen bereits, dassKH und FJ zerfallend halbeinfache Algebren sind, gleich
viele einfache Moduln besitzen und die einfachen Moduln dieselben Dimensionen haben.
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Als abstrakte K-Algebren sind KH und KJ also zueinander isomorph. Dieses Argument
liefert jedoch keine kanonische Möglichkeit, einen Isomorphismus konkret anzugeben. Es
gibt mit Hilfe der Kazhdan-Lusztig-Theorie jedoch auch eine explizite Konstruktion eines
Isomorphismus:
2.3.8 Definition (Lusztigs Homomorphismus, siehe [Lus03] und [GJ11, 2.5.5]):
Sei R ein L-guter Ring.
Definiere φ : R[Γ]H → R[Γ]J durch R[Γ]-lineare Fortsetzung von
φ(Cw) :=
∑
z∈W,d∈D
z∼LRd
ndhw,d,ztz.
2.3.9: Falls die nd ganzzahlig sind, ist φ in Wirklichkeit schon über Z[Γ] definiert.
2.3.10 Satz (Lusztig):
Falls (♠) gilt, ist φ ein Homomorphismus. Ist k eine kommutative R[Γ]-Algebra, dann ist
ker(kH
φ−→ kJ) ein nilpotentes Ideal. Insbesondere ist KH φ−→ KJ ein Isomorphismus.
Beweis. Siehe z. B. [Lus03] (verwendet die Lusztig-Vermutungen) oder [GJ11, 2.5.5-2.5.7]
(verwendet nur (♠)).
2.3.11: Wir haben bereits eine Konstruktion von Darstellungen für J aus (balancier-
ten) Darstellungen von H. Lusztigs Homomorphismus bietet eine Möglichkeit für eine
Konstruktion in der umgekehrten Richtung. Die nächsten beiden Lemmata sollten diese
Möglichkeit genauer untersuchen:
2.3.12 Lemma:
Es gelte (♣). Sei ρ : KH → Kd×d eine irreduzible Matrixdarstellung von KH und
f : J → F d×d eine Matrixdarstellung von J . Falls ρ als KH φ−→ KJ f−→ Kd×d faktorisiert,
ist ρ balanciert und f = ρ.
Beweis. Dazu nutzen wir, dass Cw ∈ Tw+
∑
y<w Z[Γ>0]Ty gilt. Somit kann Balanciertheit
auch äquivalent durch die Bedingung ν(ρ(Cw)) ≥ −aλ charakterisiert werden und ggf.
gilt vaλρ(Cw) ≡ vaλρ(Tw) mod m für alle w ∈W .
Der Rest ist Rechnen:
vaλρ(Cw) = v
aλf(φ(Cw))
= vaλf
(∑
z,d
ndhw,d,ztz
)
=
∑
z,d
nd︸︷︷︸
∈F
vaλhw,d,z︸ ︷︷ ︸
∈Z[Γ≥0]
f(tz)︸ ︷︷ ︸
∈F d×d
∈ F [Γ≥0]
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Aufgrund von [GJ11, 2.5.11.] gilt nun vaλhw,d,z ≡ γw,d,z−1 mod F [Γ>0], womit wir
weiter erhalten:
≡
∑
z,d
ndγw,d,z−1f(tz) mod F [Γ>0]
= f
(∑
z,d
ndγw,d,z−1tz
)
= f
(∑
d
ndtwtd
)
= f(tw · 1J )
= f(tw)
Also ist ρ tatsächlich balanciert und f = ρ, wie behauptet.
2.3.13 Lemma:
Diejenigen irreduziblen, balancierten Matrixdarstellungen ρ : H → Kd×d vom Isomor-
phietyp λ ∈ Λ, die als ρ = ρ ◦ φ faktorisieren, bilden eine vollständige GLd(F )-Konjuga-
tionsklasse.
Beweis. Sind ρ1, ρ2 zwei balancierte Matrixdarstellungen vom KH-Isomorphietyp λ, die
beide als ρi = ρi◦φ faktorisieren, so sind ρ1 und ρ2 als J-Moduln vom J-Isomorphietyp λ.
Daher gibt es ein A ∈ GLd(O) mit Aρ1 = ρ2A. Daraus folgt dann Aρ1 = ρ2A. Die Reduk-
tion A ist in GLd(F ). Das zeigt, dass ρ1 und ρ2 in derselben GLd(F )-Konjugationsklasse
liegen.
Sei umgekehrt ρ1 balanciert, irreduzibel und faktorisiere als ρ1◦φ. Sei weiter A ∈ GLd(F )
mit Aρ1 = ρ2A. Dann ist ρ2 ebenfalls balanciert und irreduzibel. Durch Reduktion folgt
Aρ1 = ρ2A und daraus folgt ρ2 = ρ2 ◦ φ.
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3. Zelluläre Algebren
3.1. Definitionen
3.1.1: R sei für das gesamte Kapitel ein kommutativer Ring mit 1.
Wir geben im ersten Abschnitt zwei alternative Definitionen der Zellularität einer R-Al-
gebra.
3.1.1. Kombinatorische Definition
3.1.2 Definition (Zelldatum, siehe [GL96]):
Sei A eine R-Algebra. (Λ,M,C, ∗) heißt . . . . . . . . . .Zelldatum. . . .für. . .A, falls
(C1) Λ ist eine endliche, partiell geordnete Menge, M(λ) ist eine endliche, nichtleere
Menge für alle λ ∈ Λ und
C :
∐
λ∈Λ
M(λ)×M(λ)→ A
ist eine Injektion, deren Bild eine R-Basis von A ist. Wir bezeichnen das Bild von
(s, t) ∈M(λ)×M(λ) unter C mit Cλst.
(C2) ∗ : A→ A ist ein R-linearer, involutiver Antiautomorphismus mit
(Cλst)
∗ = Cλts
(C3) Für alle λ, s, t und alle a ∈ A ist
aCλst ≡
∑
u∈M(λ)
ra(u, s)C
λ
ut mod A(< λ)
mit von a, u, s, aber nicht von t abhängigen Koeffizienten ra(u, s) ∈ R. Dabei ist
A(< λ) der von { Cµvw | µ < λ, v,w ∈M(µ) } erzeugte R-Untermodul von A.
Statt (C3) könnte man aufgrund von (C2) offenbar auch
(C3∗) Für alle λ, s, t und alle a ∈ A ist
Cλtsa
∗ ≡
∑
u∈M(λ)
Cλtura(u, s) mod A(< λ)
mit von a, u, s, aber nicht von t abhängigen Koeffizienten ra(u, s) ∈ R.
fordern.
A heißt . . . . . . . .zelluläre. . . . . . . . .Algebra, falls es ein Zelldatum für A gibt.
3.1.3: Zelluläre Algebren sind insbesondere frei und endlich erzeugt als R-Moduln.
3.1.4: Statt (C2) fordern einige Autoren (siehe etwa [GG11a], [GG11b] oder [GG13])
auch nur die schwächere Bedingung (Cλst)
∗ ≡ Cλts mod A(< λ) und bezeichnen Algebren,
die (C2) erfüllen, als „strikt zellulär“.
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3.1.5 Beispiel (Matrizenringe):
Rn×n ist zellulär mit Zelldatum
Λ := { 1 }
M(1) := { 1, . . . , n }
C1st := Est
a∗ := aT
wobei Est die Standardbasis des Matrizenrings meint. Die Konstanten ra(u, s) sind dabei
ganz einfach durch die Matrizeneinträge von a gegeben: ra(u, s) = aus.
Eine simple Deformation dieser Algebren erhält man, indem man X ◦Y := XAY für eine
feste Matrix A ∈ GLn(R) setzt. Die Einheit ist dann offenkundig A−1. Transponieren ist
genau dann ein Antiautomorphismus dieser Algebra, wenn A symmetrisch ist. In diesem
Fall liefert dieselbe Konstruktion auch ein Zelldatum für die Algebra (Rn×n, ◦). Weil
(Rn×n, ◦)→ Rn×n,X 7→ AX ein Isomorphismus dieser R-Algebren ist, ist daher
Λ := { 1 }
M(1) := { 1, . . . , n }
C1st := AEst
a∗ := aT
ebenfalls ein Zelldatum für Rn×n für alle symmetrischen A ∈ GLn(R).
3.1.6 Beispiel (Polynomringe):
R[x]/(xn) ist zellulär mit Zelldatum
Λ := { 0, 1, . . . , n− 1 } mit der Ordnung n− 1 < . . . < 1 < 0
M(j) := { j }
Cjjj := x
j
a∗ := a
3.1.7: Die beiden Beispiele befinden sich an den Extrempunkten der möglichen zellulären
Algebren. In dem einen Beispiel ist die Ordnung Λ trivial, in dem anderen die Matrizen-
größeM(λ). Allgemeine zelluläre Algebren sind in gewisser Weise zwischen diesen beiden
Beispielen „interpoliert“.
Die Definition sichert, dass die Multiplikation in A sich aus (wie oben deformierten)
Matrizenringen zusammensetzt, die entlang der Ordnung Λ aufgereiht sind. Das stimmt
bis auf Restterme, die kleiner in der Ordnung sind.
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3.1.8 Beispiel (Hecke-Algebren):
Sei (W,S,L) eine Coxeter-Gruppe-mit-Gewicht und R ⊆ R ein „L-guter“ Ring im Sinne
von [GJ11, 1.5.9], d. h. ZW ⊆ R und fλ ∈ R× für alle λ ∈ Λ. Setze F := Quot(R) und
K := F (Γ).
Dann ist ein Zelldatum von F [Γ]H wie folgt gegeben:
• ∗ sei die Involution Tw 7→ Tw−1 .
• Λ = Irr(W ) sei durch λ < µ : ⇐⇒ Fλ LR Fµ,Fλ 6∼LR Fµ partiell geordnet,
siehe 2.2.22.
• Für λ ∈ Λ setze M(λ) := { 1, . . . , dλ }, wobei dλ der Grad des irreduziblen Cha-
rakters λ, d. h. die Dimension der zugehörigen Darstellung sei.
• Die Zellbasis wird wie folgt konstruiert:
Wähle zu jedem λ ∈ Λ eine balancierte Darstellung ρλ : KH → Kdλ×dλ , bezeichne
die dazugehörige Darstellung der J-Algebra wie gewohnt mit ρλ : J → F dλ×dλ und
wähle eine invariante Bilinearform Bλ ∈ GLdλ(F ) für ρλ (siehe 2.2.13). Dann setze:
Cλst :=
∑
w∈W
(Bλ · ρλ(tw))stCw
Dass dies wirklich ein Zelldatum auf F [Γ]H liefert, wird in [GJ11, 2.6.8-2.6.12] bewiesen.
Man erhält sogar ein Zelldatum für R[Γ]H, wenn man ρλ mit ρλ(H) ⊆ R[Γ]dλ×dλ und
ein Bλ ∈ GLdλ(R) wählt. Nach Lemma 2.2.13 ist dies möglich.
3.1.9 Definition (Kanonische Ideale aus einem Zelldatum, siehe [GL96, 1.5+1.6]):
Sei A eine zelluläre Algebra mit Zelldatum wie oben.
Sei weiter Φ ⊆ Λ ein Ordnungsideal, d. h. eine „nach unten abgeschlossene“ Teilmenge:
Für alle λ ∈ Λ und φ ∈ Φ folgt aus λ ≤ φ automatisch auch λ ∈ Φ.
Dann definiere A(Φ) als den von { Cµst | µ ∈ Φ, s, t ∈M(µ) } erzeugten R-Untermodul.
A(Φ) ist offenbar ein zweiseitiges, ∗-invariantes Ideal von A.
Sind Φ′ ⊆ Φ zwei Ideale von Λ, so setze Ψ := Φ \Φ′ und A(Ψ) := A(Φ)/A(Φ′).
3.1.10 Beispiel:
Das in der Definition vorkommende A(< λ) ist eines dieser Ideale.
3.1.11: Offenbar gilt A(Φ) +A(Φ′) = A(Φ ∪Φ′) und A(Φ)∩A(Φ′) = A(Φ ∩Φ′) für alle
Ordnungsideale Φ,Φ′ ⊆ Λ.
3.1.12: Man macht sich leicht klar, dass A(Ψ) tatsächlich nur von Ψ = Φ \Φ′ und nicht
von der konkreten Wahl von Φ und Φ′ abhängt.
Es gibt eine intrinsische Beschreibung der Teilmengen Ψ ⊆ Λ, die sich als Differenz zweier
Ideale schreiben lassen: Ψ ist genau dann von dieser Form, wenn mit jedem Paar x, y ∈ Ψ
auch das ganze Intervall [x, y] := { λ ∈ Λ | x ≤ λ ≤ y } Teilmenge von Ψ ist.
Insbesondere ist A({ λ }) = A(≤ λ)/A(< λ) wohldefiniert.
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3.1.13 Lemma (Vererbung von Zellularität unter Standardoperationen):
Sei A eine zelluläre R-Algebra mit Zelldatum (Λ,M,C, ∗). Dann gelten folgende Verträg-
lichkeiten:
a.) Skalarerweiterungen:
Ist R→ S ein unitärer Ringhomomorphismus, dann ist SA := S⊗RA eine zelluläre
S-Algebra mit Zelldatum (Λ,M, 1 ⊗ C, id⊗∗).
b.) Quotienten:
Ist Φ ⊆ Λ ein Ordnungsideal, so ist A(Λ \ Φ) = A/A(Φ) zellulär mit Zelldatum
(Λ \ Φ,M|Λ\Φ, C|Λ\Φ, ∗).
c.) Duale Algebren:
Aop ist zellulär mit Zelldatum (Λ,M,C, ∗).
d.) Produkte:
Sind A1, . . . , Am zellulär mit Zelldaten (Λi,Mi, Ci, ∗), so ist A = A1 × . . . × Am
zellulär mit Zelldatum (Λ,M,C, ∗), wobei
Λ :=
∐
i
Λi
∀λ ∈ Λi :M(λ) := Mi(λ)
∀λ ∈ Λi, s, t ∈M(λ) : C(s, t) := Ci(s, t)
∀ai ∈ Ai : (a1, . . . , am)∗ := (a∗1, . . . , a∗m)
e.) Tensorprodukte:
Sind A1, . . . , Am zellulär mit Zelldaten (Λi,Mi, Ci, ∗), so ist A = A1 ⊗R . . .⊗R Am
zellulär mit Zelldatum (Λ,M,C, ∗), wobei
Λ :=
∏
i
Λi
∀(λi) ∈ Λ :M(λ) :=
∏
i
Mi(λi)
∀s, t ∈M(λ) : C(s, t) :=
⊗
i
Ci(si, ti)
∀ai ∈ Ai : (a1 ⊗ . . .⊗ am)∗ := a∗1 ⊗ . . .⊗ a∗m
3.1.14: Man kann zeigen, dass (unter einer harmlosen zusätzlichen Voraussetzung) auch
die Umkehrung in d. gilt: Wenn A zellulär ist und sich als Produkt von zwei Algebren
schreiben lässt, sind auch die Faktoren zellulär.
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3.1.15 Beispiel (Spezialisierungen von Hecke-Algebren):
Da das Beispiel 3.1.8 eine Zellbasis für die generischen Hecke-Algebren definiert, folgt aus
der Verträglichkeit mit Spezialisierungen, dass z. B. auch die Gruppenalgebren QW [W ]
ein Zelldatum haben, das durch Spezialisierung aus dem in 3.1.8 hervorgeht. Dies ist im
Wesentlichen die Kazhdan-Lusztig-Basis selbst und somit verschieden vom Zelldatum,
das von einem Wedderburn-Isomorphismus QW [W ] ∼=
∏
λ∈ΛQ
dλ×dλ
W herkäme. Diese Ei-
genschaft der Kazhdan-Lusztig-Basis war das motivierende Beispiel für die Definition
von zellulären Algebren durch Graham und Lehrer (und entsprechend bereits vor der
Definition zellulärer Algebren bekannt).
In der Tat ist dies ja sogar ein Zelldatum für die Gruppenalgebra R[W ] und überträgt sich
daher z. B. auch auf modulare Gruppenalgebren (außer für die sogenannten „schlechten“
Primzahlen, da R ja ein „L-guter“ Ring zu sein hatte für die Konstruktion der Zellbasis
nach Geck).
3.1.2. Idealtheoretische Definition
3.1.16 Definition (Zellideale und Zellketten, siehe [KX98]):
Sei A eine R-Algebra mit einem involutiven Antiautomorphismus ∗ : A → A. Ein zwei-
seitiges Ideal J ⊆ A heißt . . . . . . . .Zellideal (bzgl. ∗), falls
a.) J∗ = J ist,
b.) es ein Linksideal ∆ ⊆ J gibt derart, dass ∆ frei und endlich erzeugt als R-Modul
ist und ein Isomorphismus α : ∆⊗R ∆∗ → J von A-A-Bimoduln existiert, sowie
c.) α und ∗ verträglich sind in dem Sinne, dass das Diagramm 3.1.1 kommutiert. Ex-
∆⊗R ∆∗ ∆⊗R ∆∗
J J
x⊗ y∗ 7→ y ⊗ x∗
∗
α α
Abbildung 3.1.1.: Verträglichkeitsbedingung für Zellideale
plizit soll also α(x⊗ y∗)∗ = α(y ⊗ x∗) gelten.
Eine Kette von zweiseitigen Idealen
0 = J0 ⊆ J1 ⊆ . . . ⊆ Jn = A
heißt . . . . . . . . .Zellkette, falls es eine Zerlegung der Form
A = U1 ⊕ . . . ⊕ Un
in ∗-invariante R-Untermoduln gibt derart, dass Ji =
∑
j≤iUj und Ji/Ji−1EA/Ji−1 für
alle i = 1, . . . , n ein Zellideal bzgl. der induzierten Involution ist.
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3.1.17 Satz (Äquivalenz der Definitionen, siehe [KX98, 3.4]):
Sei (A, ∗) eine R-Algebra mit einem involutiven Antiautomorphismus. Dann sind äqui-
valent:
a.) A ist zellulär mit ∗ als Teil des Zelldatums.
b.) Es gibt eine Zellkette
0 = J0 ⊆ J1 ⊆ . . . ⊆ Jn = A
Beweis. a. =⇒ b.
Sei λ ∈ Λ minimal. Man beachte, dass dann A(< λ) = 0 gilt.
Wir behaupten, dass J := A(≤ λ) ein Zellideal ist. Setze dafür ∆ := ∑s∈M(λ)RCλst für
ein festes t ∈ M(λ). Aufgrund von (C3) ist ∆ ein Linksideal von A. Wegen (C1) ist es
frei über R. Es ist ∆∗ =
∑
s∈M(λ)RC
λ
ts wegen (C2).
Wir definieren α : ∆ ⊗R ∆∗ → J durch α(Cλst ⊗ Cλtu) := Cλsu. Nach Konstruktion ist α
dann bijektiv. Wegen (C3) und (C3∗) ist α ein A-A-Bimodulhomomorphismus. Wegen
(C2) ist die Verträglichkeit mit ∗ gesichert.
Indem wir nun induktiv die Existenz einer Zellkette in A/J annehmen – was ja geht, da
dies eine zelluläre Algebra mit Λ\{ λ } als partieller Ordnung und den von A induzierten
restlichen Daten ist – und mit J kombinieren, erhalten wir eine Zellkette in A. Man
beachte, dass dies wirklich geht: Die ∗-invarianten Unterräume sind alle von der Form∑
s,tRC
µ
st für ein µ ∈ Λ.
b. =⇒ a.
Wir gehen den umgekehrten Weg und konstruieren aus der Idealkette ein Zelldatum mit
Λ = { 1, . . . , n }, versehen mit der natürlichen (totalen!) Ordnung, sowie
M(i) =
{
1, . . . ,
√
dimR Ji/Ji−1
}
für alle i. Man beachte, dass dimR Ji/Ji−1 nach Definition eines Zellideals stets eine
Quadratzahl ist.
Wir wählen eine Zerlegung A = U1⊕ . . .⊕Un so, dass wie in der Definition U∗i = Ui und
Ji =
⊕
j≤iUj ist.
Per Induktion über n ist A/J1 bereits zellulär, d. h. wir finden für A/J1 eine Zellba-
sis
{
Cλst + J1
∣∣ λ > 1, s, t ∈M(λ) }. Wir wählen Urbilder Cλst ∈ U2 ⊕ . . . ⊕ Un. Weil
U2 ⊕ . . .⊕ Un ein Komplement von J1 ist, sind diese Urbilder eindeutig bestimmt. Somit
ist insbesondere (C2) für diese Elemente bereits erfüllt.
(C3) ist für diese Elemente weiterhin erfüllt, weil alle Störterme, die dazukommen können,
ja in J1 liegen und damit nach Definition der Ordnung am unteren Ende.
Seien nun ∆1 ⊆ J1 und α wie in der Definition eines Zellideals. Wähle dann eine Basis
Bs von ∆1 und setze C1st := α(Bs ⊗Bt) für alle s, t ∈M(1).
Da α ein A-A-Bimodulisomorphismus ist, ist C1st eine R-Basis von J1, zusammen mit den
anderen Elementen haben wir damit eine R-Basis von A. Daher ist (C1) erfüllt. (C2) ist
aufgrund der Induktionsvoraussetzung bzw. der Verträglichkeitsforderung an α erfüllt.
(C3) ist erfüllt, weil α A-linear ist.
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3.1.18: Der Beweis zeigt deutlich die Uneindeutigkeit der Basis und der partiell geord-
neten Menge im Zelldatum.
Außerdem wird klar, dass Zellularität gar nicht von Λ,M und C abhängt, sondern nur
von A und ∗. Der Satz rechtfertigt also, in Zukunft „Sei (A, ∗) zellulär“ zu schreiben,
wenn wir auf die Wahl eines konkreten Zelldatums verzichten wollen.
Man beachte aber, dass die Involution tatsächlich einen Einfluss auf die Zellularität hat.
Es gibt Algebren, die bzgl. einer Involution zellulär sind, bzgl. einer anderen aber nicht.
Beispielsweise ist Q[X]/(X2) bezüglich der Identität zellulär (Beispiel 3.1.6), jedoch nicht
bezüglich X 7→ −X, denn wäre dem so, dann müsste (X) ein Zellideal sein (denn es ist das
einzige von Null verschiedene Ideal, dessen Dimension eine Quadratzahl ist), es besitzt
aber keine ∗-invariante Basis. (Dieses Beispiel stammt aus [KX98].)
3.1.19: Jede Zellkette der Länge n liefert ein Zelldatum mit |Λ| = n. Es gibt Algebren,
in denen es Zellketten verschiedener Länge gibt, siehe [KX99b]. Das zeigt, dass nicht nur
die Ordnung selbst, sondern sogar die Größe von Λ uneindeutig ist. Wir werden aber
später sehen unter welchen Bedingungen dem abgeholfen werden kann und dass nichts-
destotrotz ein guter Teil des Zelldatums alleine durch die algebraischen Eigenschaften
von A festgelegt ist.
3.1.20: Die Konstruktion zeigt weiterhin, dass jedes minimale Element λ ∈ Λ ein Zell-
ideal definiert. Allgemeiner ist A({ λ }) = A(≤ λ)/A(< λ) ein Zellideal in der zellulären
Algebra A/A(< λ). Damit gelten alle Sätze über Zellideale auch automatisch für diese
Ideale.
3.1.21: Die Definition über Idealketten macht es möglich, eine weitere Vererbungseigen-
schaft von zellulären Algebren zu beweisen. Das folgende Korollar ist eine naheliegende
Verallgemeinerung von [KX98, 4.3].
3.1.22 Korollar (Kondensationen von zellulären Algebren):
R habe die Eigenschaft, dass endlich erzeugte, projektive R-Moduln bereits frei sind (z. B.
R lokal oder ein Polynomring in endlich vielen Unbestimmen über einem Hauptidealring).
Weiter sei (A, ∗) eine zelluläre R-Algebra.
Ist dann e ∈ A ein Idempotent mit e∗ = e, so ist auch eAe zellulär bzgl. der Einschrän-
kung von ∗.
Beweis. Sei 0 = J0 ⊆ J1 ⊆ . . . ⊆ Jn = A eine Zellkette in A. Wir müssen eine Zellkette
von eAe konstruieren. Dazu zeigen wir, dass für jedes Zellideal J ⊆ A das Ideal eJe ⊆ eAe
auch ein Zellideal ist. Induktiv folgt dann die Behauptung.
Sei also J ein Zellideal, d. h. es gibt einen Linksmodul ∆ ⊆ J und einen Isomorphismus
α : ∆ ⊗R ∆∗ → J , der im Sinne von Definition 3.1.16 mit ∗ verträglich ist. Dann ist
eJe ein zweiseitiges Ideal von eAe, welches wegen e∗ = e invariant unter ∗ ist, e∆ ⊆ eJe
ein eAe-Linksideal und die Einschränkung von α auf e∆⊗R ∆∗e→ eJe immer noch ein
Isomorphismus, der im selben Sinne mit ∗ verträglich ist.
Es gilt ∆ = e∆ ⊕ (1 − e)∆ als R-Moduln, d. h. e∆ ist R-projektiv und endlich erzeugt.
Nach Voraussetzung ist somit e∆ frei und endlich erzeugt als R-Modul. Das zeigt, dass
eJe ein Zellideal von eAe ist.
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3.2. Zellideale und invariante Bilinearformen
3.2.1: Bereits in der Orginalarbeit von Graham und Lehrer sind die invarianten Bili-
nearformen das wesentliche Hilfsmittel, um die Darstellungstheorie zellulärer Algebren
zu kontrollieren. In [GL96] werden die Bilinearformen durch explizite Konstruktion de-
finiert. Folgendes Lemma charakterisiert die invarianten Bilinearformen auf Zellidealen
im abstrakten Kontext nach König und Xi. Die Idee dazu findet sich implizit bereits in
[KX99a] und [GL96].
3.2.2 Lemma und Definition (Invariante Bilinearform zu Zellidealen):
Sei (A, ∗) eine R-Algebra mit einem involutiven Antiautomorphismus und J ⊆ A ein
Zellideal. Seien ∆ ⊆ J ein Linksideal und α : ∆ ⊗R ∆∗ → J ein Isomorphismus wie in
der Definition von Zellidealen 3.1.16.
Es gilt in dieser Situation:
a.) Es gibt genau eine R-lineare Abbildung φ : ∆∗ ⊗A ∆ → R derart, dass das Dia-
gramm 3.2.1 kommutiert.
∆⊗R ∆∗ ⊗A ∆⊗R ∆∗ ∆⊗R ∆∗
J ⊗A J J
β
α⊗ α
x⊗ y 7→ xy
α
Abbildung 3.2.1.: Definition von φ
Dabei ist β(w ⊗ x⊗ y ⊗ z) = φ(x⊗ y) · w ⊗ z.
b.) Wählt man eine Basis (Cs) von ∆, sodass Cst = α(C∗s ⊗ Ct) eine Basis von J ist,
dann ist φ charakterisiert durch
CstCuv = φ(C
∗
t ⊗Cu)Csv.
c.) φ ist A-invariant:
∀x, y ∈ ∆, a ∈ A : φ(x∗a⊗ y) = φ(x∗ ⊗ ay)
d.) φ ist symmetrisch:
∀x, y ∈ ∆ : φ(x∗ ⊗ y) = φ(y∗ ⊗ x)
e.) Für alle x, y, z ∈ ∆ gilt:
α(x⊗ y∗)z = xφ(y∗ ⊗ z)
x∗α(y ⊗ z∗) = φ(x∗ ⊗ y)z∗
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Beweis. Betrachte diese Basis Cs. Weil α ein A-A-Bimodulhomomorphismus ist, gilt
ACst = Aα(Cs ⊗ C∗t ) = α(ACs ⊗ C∗t ) ⊆
∑
u
α(RCu ⊗ C∗t ) =
⊕
u
RCut
und analog CstA ⊆
⊕
vRCsv und die auftretenden Koeffizienten sind jeweils unabhängig
von t bzw. s.
Mit dieser Überlegung ist
CstCuv ∈
(⊕
t′
RCst′
)
∩
(⊕
u′
RCu′v
)
= RCsv
und der Koeffizient ist von s und v unabhängig. Wenn wir diesen Koeffizient mit φ(C∗t ⊗
Cu) bezeichnen, gilt also
CstCuv = φ(C
∗
t ⊗ Cu)Csv,
wie behauptet. Das lässt sich auch schreiben als
α(Cs ⊗ C∗t ) · α(Cu ⊗ C∗v ) = φ(C∗t ⊗ Cu)α(Cs ⊗ C∗v )
Wenn wir φ jetzt als die R-bilineare Fortsetzung dieser Gleichung auffassen, erhalten wir
ganz allgemein
∀w, x, y, z ∈ ∆ : α(w ⊗ x∗) · α(y ⊗ z∗) = φ(x∗ ⊗ y)α(w ⊗ z∗)
Außerdem zeigt uns das die Eindeutigkeit von φ. Da α ein A-A-Bimodulhomomorphismus
ist, erhalten wir weiter:
φ(x∗a⊗ y)α(w ⊗ z∗) = α(w ⊗ x∗a) · α(y ⊗ z∗)
= α(w ⊗ x∗) · a · α(y ⊗ z∗)
= α(w ⊗ x∗) · α(ay ⊗ z∗)
= φ(x∗ ⊗ ay)α(w ⊗ z∗)
d. h. φ ist A-invariant, wie behauptet. Das zeigt nun a., b. und c.
Die Behauptung d. folgt, indem wir ∗ auf beide Seiten von
α(w ⊗ x∗) · α(y ⊗ z∗) = φ(x∗ ⊗ y)α(w ⊗ z∗)
anwenden. Dann erhalten wir nämlich
α(z ⊗ y∗) · α(x⊗ w∗) = α(y ⊗ z∗)∗ · α(w ⊗ x∗)∗
= φ(x∗ ⊗ y)α(w ⊗ z∗)∗
= φ(x∗ ⊗ y)α(z ⊗ w∗).
Weil die linke Seite auch gleich φ(y∗ ⊗ x)α(z ⊗ w∗) ist, zeigt das die Symmetrie.
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e. erhalten wir ebenfalls aus der definierenden Gleichung. Seien nämlich rv ∈ R die
Koeffizienten in
Cst · Cu =
∑
v
rvCv.
Dann folgt:∑
v
rvCvz = α
(∑
v
rvCv ⊗ C∗z
)
= α(CstCu ⊗ C∗z )
= Cst · α(Cu ⊗ C∗z )
= CstCuz
= φ(C∗t ⊗ Cu)Csz
Also ist rv = 0 für v 6= s und rs = φ(C∗t ⊗Cu). Eingesetzt in die ursprüngliche Gleichung
heißt das:
Cst · Cu = φ(C∗t , Cu)Cs = Csφ(C∗t , Cu)
Das heißt unsere gewünschte Gleichung
α(x⊗ y∗)z = xφ(y∗ ⊗ z)
ist für alle Basiselemente richtig. Weil beide Seiten R-trilinear sind, folgt daraus die
allgemeine Gültigkeit. Die andere Gleichung folgt durch Anwenden von ∗.
3.2.3: Der folgende Satz ist eine Verallgemeinerung von [KX98, 4.1] von Körpern auf
allgemeine Koeffizientenringe. Es werden dabei erneut Ideen aus [GL96] in den abstrakten
Kontext von König und Xi gesetzt.
3.2.4 Satz (Multiplikation mit Zellidealen):
Seien A, ∗, J,∆, α : ∆⊗R ∆∗ → J und φ : ∆∗ ⊗A ∆→ R wie oben. Dann gilt:
a.) Für alle z ∈ ∆ ist az := { φ(y, z) | y ∈ ∆∗ } ein Ideal von R. Es gilt:
Jz = ∆az
Insbesondere ist Jz = ∆, falls az = R ist.
b.) a :=
∑
z∈∆ az = im(φ) ist ein endlich erzeugtes Ideal von R und es gilt J∆ = a∆
und J2 = aJ . Insbesondere ist a unabhängig von der Wahl von ∆ und α.
Ist speziell R = K ein Körper, so gilt weiter:
c.) J2 =
{
0 fallsφ = 0
J fallsφ 6= 0 .
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d.) Im Fall J2 = J gibt es außerdem ein primitives Idempotent e ∈ J mit
i.) Ae ∼= ∆ und eA ∼= ∆∗ als A-Links- bzw. A-Rechtsmoduln.
ii.) J = AeA und eAe = Ke.
iii.) Die Multiplikation von A ist ein Isomorphismus Ae⊗K eA→ J von A-A-Bi-
moduln.
Beweis. Dass az und a Ideale sind, ist klar. In a. folgt die behauptete Gleichung aus
J = im(α) und
∀x, y ∈ ∆ : α(x⊗ y∗)z = xφ(y∗ ⊗ z)
Dieselbe Gleichung mit variablem z ∈ ∆ zeigt J∆ = a∆.
In b. folgt die zweite Gleichung aus
CstCuv = φ(C
∗
t ⊗ Cu)Csv
Denn daraus ergibt sich direkt J2 ⊆ aJ . Ist andererseits a = ∑t,u rtuφ(C∗t ⊗ Cu), so ist
aCsv =
∑
t,u rruCstCuv ∈ J2 und daher aJ ⊆ J2.
c. ist klar aufgrund von b. und a 6= 0 =⇒ a = K, da K ein Körper ist.
d.i. und d.ii. zeigen wir gemeinsam:
Ist φ 6= 0, so gibt es u, v mit k := φ(C∗v ⊗ Cu) 6= 0. Es folgt:
CuvCuv = φ(C
∗
v ⊗ Cu)Cuv = kCuv
Daher ist e := k−1Cuv das gesuchte Idempotent in J . Wir behaupten, dass Ae =
∑
sKCsv
ist. Es ist Ae ⊆ ∑sKCsv, weil rechter Hand ein Linksideal steht und e in diesem ent-
halten ist. Umgekehrt ist wegen Csve = k−1CsvCuv = k−1φ(C∗v ⊗ Cu)Csv = Csv jedes
der Basiselemente Csv ∈ Ae. Das zeigt die Gleichheit Ae =
∑
sKCsv und das ist zu ∆
isomorph. Die zweite Gleichheit folgt analog.
AeA ⊆ J und Ke ⊆ eAe sind klar. Da für alle s, y ja
CsveCuy = k
−1CsvCuvCuy = k
−1φ(C∗v ⊗Cu)φ(C∗v ⊗ Cu)Csy = kCsy
und für alle a ∈ A
eae = k−2CuvaCuv ∈ KCuv = Ke
ist, gelten auch die umgekehrten Inklusionen. Insbesondere ist K = eAe = EndA(Ae)
lokal, also Ae unzerlegbar, also e primitiv.
d.iii. Die Multiplikation liefert einen A-A-Bimodulepimorphismus Ae⊗K eA։ AeA = J .
Da dimK Ae = dimK ∆ = dimK ∆∗ = dimK eA, sind die K-Dimensionen auf beiden
Seiten gleich (dimK ∆)2, d. h. der Homomorphismus ist auch injektiv.
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3.3. Zellmoduln
3.3.1: Die Darstellungstheorie zellulärer Algebren ist unter anderem deshalb so gut kon-
trollierbar, weil aus einer Zellbasis bereits alle einfachen A-Moduln explizit abgelesen
werden können. In diesem Abschnitt wollen wir zusammenfassen, wie das geht, und fi-
xieren dafür eine zelluläre R-Algebra A mit Zelldatum (Λ,M,C, ∗).
3.3.2 Definition (Zellmoduln, siehe [GL96, 2.1]):
Definiere für alle λ ∈ Λ den . . . . . . . . . . . . . . . . . .(Links-)Zellmodul W (λ) als den freien R-Modul über der
Basis (Cs)s∈M(λ) und der Multiplikation
aCs =
∑
u∈M(λ)
ra(u, s)Cu
wobei ra(u, s) die Koeffizienten aus der Definition 3.1.2 bezeichne. W (λ) wird auf diese
Weise ein A-R-Bimodul.
Der entsprechende Rechtsmodul ist W (λ)∗ mit derselben Basis, aber der Rechtsmultipli-
kation
C∗s a :=
∑
u∈M(λ)
C∗ura∗(u, s)
W (λ)∗ ist damit ein R-A-Bimodul.
3.3.3 Beispiel (Polynomringe):
Wir betrachten wieder A = R[X]/(Xn). Für alle λ ∈ { 0, . . . , n− 1 } ist
W (λ) = (Xλ)/(Xλ+1) ∼= R[X]/(X).
Es gibt nur eine Operation auf diesem Modul, nämlich X ·W (λ) = 0.
3.3.4 Beispiel (Matrizenringe):
Ist A = Rd×d, dann istW (λ) = Rd×1, wobei A durch Linksmultiplikation aufW operiert.
3.3.5 Beispiel (Hecke-Algebren, siehe [GJ11, 2.6.12]):
Sind wir in der Situation von 3.1.8, dann ist abstrakt W (λ) der irreduzible KH-Modul
vom Isomorphietyp λ. Ganz konkret ist jedoch die Operation gegeben durch (mit den
Bezeichnungen von 3.1.8) die Matrixdarstellung
Cw 7→
∑
z∈W,d∈D
z∼LRd
ndhw,d,zρλ(tz) = ρλ ◦ φ(Cw)
d. h. die Zellmoduldarstellungen KH → Kdλ×dλ faktorisieren durch den Lusztig-Isomor-
phismus φ.
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3.3.6: Aus dieser Darstellung der Zellmoduln von Hecke-Algebren ergibt sich eine un-
mittelbare Folgerung:
Die irreduziblen Matrixdarstellungen ρ : KH → Kd×d, die als Zellmoduln bzgl. einer
Zellbasis nach Geck auftreten, sind genau diejenigen balancierten Darstellungen, die als
ρ = ρ ◦ φ faktorisieren. Insbesondere bilden sie eine vollständige GLd(F )-Konjugations-
klasse (siehe 2.3.13).
3.3.7: Diese Beobachtung liefert uns eine Möglichkeit, algorithmisch zu überprüfen, ob
eine gegebene Matrixdarstellung von KH als Zellmodul auftritt: Zuerst wird getestet,
ob es sich um eine balancierte Darstellung handelt und wenn dies der Fall ist, wird
ρ(Cs) = ρ(φ(Cs)) getestet für alle s ∈ S. Siehe Algorithmus A.X für eine Pseudocodeim-
plementierung dieser Idee.
3.3.8: Die Definition sorgt dafür, dass A({ λ }) = A(≤ λ)/A(< λ) geschrieben werden
kann als⊕
t∈M(λ)
( ∑
s∈M(λ)
RCλst
)
∼=
⊕
t∈M(λ)
W (λ) als A-Linksmoduln
bzw. ⊕
s∈M(λ)
( ∑
t∈M(λ)
RCλst
)
∼=
⊕
s∈M(λ)
W (λ)∗ als A-Rechtsmoduln.
Wir werden die kanonischen Einbettungen
W (λ) →֒ A({ λ }), Cs 7→ Cλst
für ein festes t bzw.
W (λ)∗ →֒ A({ λ }), C∗t 7→ Cλst
für ein festes s von Zeit zu Zeit benutzen.
3.3.9: Man beachte, dass A({ λ }) ein Zellideal von A/A(< λ) im Sinne von 3.1.16 ist:
W (λ) kann als der Linksmodul ∆ gewählt werden, der Isomorphismus α ist in Überein-
stimmung mit obigen Bezeichnungen durch C∗s ⊗Ct 7→ Cλst gegeben (Aus (C3) und (C3∗)
folgt, dass dies wirklich ein A-A-Bimodulisomorphismus ist).
Damit sind alle obigen Überlegungen auf die Zellmoduln anwendbar. Insbesondere gibt
es zu jedem λ ∈ Λ eine invariante Bilinearform φλ : W (λ)∗ ⊗A W (λ)→ R, die durch
CλstC
λ
uv ≡ φλ(C∗t ⊗ Cu)Cλsv mod A(< λ)
gegeben ist. Es gilt dabei nach (C3) und (C3∗):
φλ(C
∗
t ⊗ Cu) = rCλst(s, u) = r(Cλuv)∗(v, t)
Unmittelbare Folgerungen aus dieser Erkenntnis sind in folgendem Lemma zusammen-
gefasst:
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3.3.10 Lemma (Annullatoren, siehe [GL96]):
Seien λ, µ ∈ Λ, s, t ∈M(λ), u, v ∈M(µ) und a ∈ A beliebig.
a.) Für die Multiplikation gilt:
CλstaC
µ
uv ∈ A({ ≤ λ } ∩ { ≤ µ }) ⊆

A(≤ µ) µ ≤ λ
A(< µ) ∩A(< λ) µ, λunvergleichbar
A(≤ λ) µ ≥ λ
b.) Für die Annullatoren der Zellmoduln gilt:
A(6≥ λ) ⊆ Ann(W (λ))
A(6≥ λ) ⊆ Ann(W (λ)∗)
Beweis. a. Wir erhalten die Aussage durch Auswerten auf zwei verschiedene Weisen:
(Cλsta)C
µ
uv =
∑
κ≤λ
p,q∈M(κ)
xaκpqC
κ
pq
Cλst(aC
µ
uv) =
∑
κ≤µ
p,q∈M(κ)
xaκpqC
κ
pq
Die einzigen Summanden, die auf beiden Seiten vorkommen, sind diejenigen, bei denen
κ ≤ λ ∧ κ ≤ µ ist.
b. folgt sofort aus der Zerlegung A(≤ λ)/A(< λ) ∼=⊕tW (λ) bzw. ∼=⊕sW (λ)∗.
3.3.11: Wir haben in 1.2.24 bereits eine Definition von Zellmoduln kennengelernt. Wir
stellen nun fest, dass die beiden Definitionen dieses Begriffs in wichtigen Fällen überein-
stimmen:
3.3.12 Lemma (Zellmoduln sind Zellmoduln):
Sei R ein Körper. Betrachte dann (A, (Cλst)) alsA-Links- bzw. als A-A-Bimodul-mit-Basis.
Für die Quasiordnungen L bzw. LR nach 1.2.24 gilt:
a.) Die partielle Ordnung ≤ auf Λ ist eine Verfeinerung der Ordnung LR auf der
Zellbasis: Cλst LR Cµuv =⇒ λ ≤ µ.
b.) Ist φλ nichtentartet, so ist (W (λ), (Cs)) als Modul-mit-Basis identisch mit einem
Zellmodul des Linksmoduls und (A({ λ }), Cλst) ist ein Zellmodul des Bimoduls.
Beweis. a. folgt direkt aus der Definition der Zellularität und der Ordung LR.
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b. Fixiere ein Basiselement Cλab der Zellbasis.
Die Definition einer Zellbasis liefert uns nun
ACλab ⊆
∑
s
RCλsb +A(< λ).
Alle Basiselemente Cµuv, die L-kleiner als Cλab sind, müssen µ ≤ λ erfüllen. Diejenigen,
deren oberer Index gleich λ ist, müssen weiter den rechten unteren Index gleich b haben.
Und diejenigen, deren oberer Index echt kleiner als λ ist, können nicht L-größer als Cλab
sein, weil A(< λ) ein Ideal ist, d. h. sie können nicht in derselben Zelle liegen. Also muss
die Zelle von Cλab in
{
Cλsb
∣∣ s ∈M(λ) } enthalten sein.
Nun ist aber φλ nichtentartet. Daher gibt es zu jedem u ∈ M(λ) ein t ∈ M(λ) mit
φλ(C
∗
t , Cu) 6= 0. Wegen
CλstC
λ
uv ∈ φλ(C∗t ⊗Cu)Cλsv +A(< λ)
folgt daraus Cλsv L Cλuv für alle s ∈ M(λ). Da u beliebig war, ist
{
Cλsb
∣∣ s ∈M(λ) }
bereits eine volle Zelle. Das analoge Argument zeigt dieselbe Behauptung auch für zwei-
seitige Zellen und Bimoduln.
3.3.13: Eigentlich brauchen wir gar nicht, dass φλ nichtentartet ist, sondern nur, dass
die Darstellungsmatrix Gλ := (φλ(C∗t ⊗ Cu))tu keine Nullzeilen oder -spalten hat. Im
generischen Fall reicht also auch φλ 6= 0 als Voraussetzung.
3.3.14: Um die Klassifikation der einfachen Moduln von zellulären Algebren vorzuberei-
ten, untersuchen wir genauer, was uns das Zusammenspiel von φλ : W (λ)∗⊗AW (λ)→ R
und αλ :W (λ)⊗R W (λ)∗ → A({ λ }) sagt:
3.3.15 Satz (Homomorphismen zwischen Zellmoduln, siehe [GL96, 2.6]):
Seien λ, µ ∈ Λ, U ≤ W (µ) ein A-Untermodul und f : W (λ) → W (µ)/U ein Homomor-
phismus von A-Linksmoduln. Sei weiter φλ 6= 0. Dann gilt:
a.) Ist W (µ)/U torsionsfrei über R und f 6= 0, so folgt µ ≤ λ
b.) Falls λ = µ ist, gibt es r0 ∈ R \ { 0 } und r1 ∈ R so, dass
∀x ∈W (λ) : f(x)r0 = xr1 + U
c.) Ist R ein Integritätsbereich und W (λ)/U frei über R, so ist EndA(W (λ)/U) = R.
Insbesondere ist EndA(W (λ)) = R.
Beweis. a. Wenn µ 6≤ λ wäre, wäre auch Cλst ·W (µ) = 0 für alle s, t ∈ M(λ). Also wäre
dann auch f(CλstW (λ)) = C
λ
stf(W (λ)) = 0, da im(f) ⊆W (µ)/U von allen Cλst annulliert
wird.
Nun gibt es jedoch wegen φλ 6= 0 Elemente y ∈W (λ)∗, z ∈W (λ) so, dass φλ(y⊗ z) 6= 0.
Wenn wir ein x ∈ W (λ) mit f(x) 6= 0 dazu nehmen und die Torsionsfreiheit ausnutzen,
erhalten wir 0 6= f(x)φλ(y ⊗ z) = f(xφλ(y ⊗ z)) = f(αλ(x ⊗ y)z) = 0, da αλ(x ⊗ y) ja
eine Linearkombination der Cλst ist.
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b. Wähle y ∈ W (λ)∗, z, z′ ∈ W (λ) derart, dass r0 := φλ(y ⊗ z) 6= 0 und f(z) = z′ + U .
Dann gilt für alle x ∈W (λ):
f(x)r0 = f(x)φλ(y ⊗ z)
= f(xφλ(y ⊗ z))
= f(αλ(x⊗ y)z)
= αλ(x⊗ y)f(z)
= αλ(x⊗ y)z′ + U
= xφλ(y ⊗ z′) + U
d. h. r1 := φλ(y ⊗ z′) leistet das Gewünschte.
c. Ist R ein Integritätsbereich, so ist jeder freie R-Modul auch torsionsfrei. Wir betrachten
einen beliebigen Homomorphismus f :W (λ)։W (λ)/U →W (λ)/U und wählen r0 und
r1 so, dass wie in b.
∀x ∈W (λ) : f(x)r0 = xr1 + U
gilt. Wähle eine Basis (bi)i∈I von W (λ)/U . Es gibt dann Koeffizienten cij ∈ R so, dass
f(bi) =
∑
j
cijbj =⇒ f(bi)r0 =
∑
j
cijr0bj
gilt. Koeffizientenvergleich liefert cijr0 = 0 für alle i 6= j und ciir0 = r1. Da R ein
Integritätsbereich ist, folgt daraus, dass c := cii unabhängig von i und f(bi) = cbi für
alle i ist, d. h. f(x) = cx + U für alle x ∈ W (λ). Daher ist jeder Endomorphismus von
W (λ)/U eine Multiplikation mit Elementen aus R. c 7→ c · id ist also ein Isomorphismus
R → EndA(W (λ)/U) (Injektivität benutzt erneut, dass R ein Integritätsring und der
R-Modul frei ist).
3.3.1. Flache Moduln
3.3.16: Folgender Satz ist in [GL96] bereits formuliert, dort aber unnötigerweise für
projektive Moduln, obwohl nur Flachheit benutzt wird:
3.3.17 Satz (Zellketten in flachen Moduln, siehe [GL96]):
Sei P ein flacher A-Modul. Für alle Ideale Φ ⊆ Λ definiere
P (Φ) := A(Φ)P
Dann gilt für alle Ideale Φ′ ⊆ Φ ⊆ Λ:
a.) A(Φ)⊗A P ∼= P (Φ) via a⊗ p 7→ ap.
b.) P (Φ)/P (Φ′) ∼= A(Φ \ Φ′)⊗A P .
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c.) P hat eine Filtrierung
0 = P0 ≤ P1 ≤ . . . ≤ Pn = P
derart, dass Pi/Pi−1 ∼= A({ λi })⊗AP ist für eine beliebige topologische Sortierung
λ1, . . . , λn von Λ.
Beweis. Es ist
0→ A(Φ′)→ A(Φ)→ A(Φ \ Φ′)→ 0
exakt, also auch
0→ A(Φ′)⊗A P → A(Φ)⊗A P → A(Φ \ Φ′)⊗A P → 0.
Setzt man Φ = Λ ein, erhält man, dass A(Φ′) ⊗ P via der induzierten Abbildung
zu einem Untermodul von A ⊗ P isomorph ist. Zusammen mit dem Isomorphismus
A⊗ P → P , a⊗ p 7→ ap zeigt das, dass A(Φ′) ⊗ P ∼= A(Φ′)P ist. Das zeigt a. Diesel-
be kurze, exakte Sequenz zeigt die Aussage über den Quotienten in b.
c. folgt aus b. nach Wahl einer topologischen Sortierung λ1 ≤ . . . ≤ λn von Λ und
Pi := P (Φi) mit Φi := { λj | j ≤ i }.
3.3.18 Definition:
Sei P ein beliebiger A-Modul. Definiere den R-Modul P λ dann durch
P λ := W (λ)∗ ⊗A P
3.3.19 Lemma (Siehe [GL96, 2.10]):
In obiger Situation gilt:
a.) A({ λ })⊗A P ∼= W (λ)⊗R P λ als A-Moduln.
b.) Ist R ein Integritätsbereich und φλ 6= 0, so gilt HomA(A({ λ }) ⊗A P,W (λ)) ∼=
HomR(P
λ, R) als R-Moduln.
Beweis. Beides ist nur Rechnen mittels der schon bewiesenen Isomorphien:
A({ λ })⊗A P ∼= (W (λ)⊗R W (λ)∗)⊗A P
= W (λ)⊗R (W (λ)∗ ⊗A P )
= W (λ)⊗R P λ
HomA(A({ λ })⊗A P,W (λ)) ∼= HomA(W (λ)⊗R P λ,W (λ))
∼= HomR(P λ,HomA(W (λ),W (λ)))
∼= HomR(P λ, R)
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3.3.2. Einfache Moduln
3.3.20: Mit Hilfe der invarianten Bilinearformen kann man nun explizite Konstruktionen
von einfachen Moduln aus den Zellmoduln angeben:
3.3.21 Satz (Einfache Moduln in zellulären Algebren, siehe [GL96, Ch. 3]):
Sei R = K ein Körper.
Definiere dann Λ0 := { λ ∈ Λ | φλ 6= 0 } und L0(λ) := W (λ)/ rad(φλ). Dabei ist das Ra-
dikal der Bilinearform wie üblich rad(φλ) := { x ∈W (λ) | ∀y ∈W (λ)∗ : φλ(y ⊗ x) = 0 }.
a.) Für alle λ ∈ Λ0 ist rad(φλ) ein A-Untermodul vonW (λ) und stimmt mit rad(W (λ))
überein.
b.) Für alle λ ∈ Λ0 ist L0(λ) absolut irreduzibel.
c.) Für alle λ, µ ∈ Λ0 mit λ 6= µ ist L0(λ) 6∼= L0(µ).
d.) Jeder irreduzible A-Modul ist zu einem der L0(λ) isomorph.
Beweis. a. und b. Dass rad(φλ) ein A-Untermodul ist, folgt daraus, dass φλ A-invariant
ist. Ist z /∈ rad(φλ), so gibt es ein y ∈ W (α)∗ mit φλ(y ⊗ z) 6= 0, d. h. das in 3.2.4
definierte Ideal az = { φλ(y ⊗ z) | y ∈W (λ)∗ } ist ungleich 0 und somit gleich K, da K
ein Körper ist. Also ist
W (λ) = W (λ)az
3.2.4
= A({ λ }) · z ⊆ A · z
Das zeigt, dass die einzigen echten Untermoduln in rad(φλ) enthalten sein müssen. Daher
ist rad(φλ) der größte echte Untermodul und somit gleich rad(W (λ)). Das zeigt außerdem,
dass L0(λ) einfach ist. 3.3.15 zeigt nun, dass EndA(L0(λ)) = K ist, also ist L0(λ) absolut
irreduzibel.
c. Angenommen, L0(λ)
f−→ L0(µ) wäre ein Isomorphismus. Aus 3.3.15 und f 6= 0 folgt
λ ≥ µ. Aus f−1 6= 0 folgt genauso µ ≥ λ. Daraus folgt die Behauptung.
d. Wähle ein primitives Idempotent e ∈ A so, dass P := Ae eine projektive Überdeckung
des einfachen A-Moduls L ist. Dann gilt aufgrund 3.3.17 einerseits
0 6= P/P (< λ) = P (≤ λ)/P (< λ) ∼= A({ λ })⊗A P
für ein geeignetes λ und andererseits
A({ λ })⊗A P ∼= A({ λ })⊗A Ae ∼= A({ λ })e
als A-Linksmoduln. Nun ist
⊕
tW (λ)
∼= A({ λ }) = A({ λ })e⊕A({ λ })(1− e), d. h. wir
erhalten einen surjektiven Homomorphismus⊕
t
W (λ)։ A({ λ })e ∼=−→ P/P (< λ)։ P/ rad(P ) = L
Also ist L ein einfacher Quotient von
⊕
tW (λ), d. h. ein Quotient von
⊕
t L0(λ), und
daher zu L0(λ) isomorph.
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3.3.22: Man erhält als unmittelbares Korollar: K ist ein Zerfällungskörper für A, d. h.
alle irreduziblen A-Moduln sind absolut irreduzibel. Das wird auch klar, wenn man sich
alle durchgeführten Konstruktionen vor Augen hält: Die Zellbasis und ihre Strukturkon-
stanten ändern sich nicht bei Skalarerweiterung, also sind auch die Darstellungsmatrizen
aller invarianten Bilinearformen sowie die der Operationen auf allen Zellmoduln gleich.
Somit bleiben die Dimensionen der Radikale der Bilinearformen gleich, wenn man zu
Erweiterungskörpern übergeht. Die Größe dieser Radikale bestimmt, wie eben bewie-
sen, ob ein Modul einfach ist oder nicht. Wenn also ein Modul nach Skalarerweiterung
nichteinfach ist, muss er auch vorher schon nichteinfach gewesen sein.
3.3.23 Definition:
Wähle für alle λ ∈ Λ eine Basis (Cs)s∈M(λ) von W (λ) und definiere Gλ als Darstellungs-
matrix von φλ bzgl. dieser Basis, d. h. Gλst = φλ(C
∗
s ⊗ Ct).
Sei p ∈ Spec(R) ein Primideal. Definiere dann:
Λp :=
{
λ ∈ Λ
∣∣∣ Gλ 6≡ 0 mod p }
Λ×p :=
{
λ ∈ Λ
∣∣∣ det(Gλ) 6≡ 0 mod p }
3.3.24: Man macht sich leicht klar, dass Λp und Λ
×
p nicht von der Wahl der Basis ab-
hängen.
Mit diesen Bezeichnungen entspricht das Radikal von φλ dem Kern von Gλ. Insbesondere
ist Λ(0) identisch mit Λ0 wie in Satz 3.3.21 definiert.
Hat man einen allgemeinen Ring R statt eines Körpers, so liefert der Satz also auch eine
Parametrisierung aller modularer Darstellungen, indem man die Algebra modulo eines
p ∈ Spec(R) reduziert und den obigen Satz anwendet.
3.3.25 Korollar (Modulare Darstellungen):
Sei R→ K ein Homomorphismus in einen Körper mit Kern p. Dann gilt:
a.) Die KA-Moduln KLp(λ) := KW (λ)/ ker(KW (λ)
Gλ−−→ KW (λ)) für λ ∈ Λp sind
ein vollständiges Repräsentantensystem der einfachen KA-Moduln.
b.) K ist ein Zerfällungskörper für KA.
3.3.26 Korollar (Halbeinfachheit zellulärer Algebren, siehe [GL96, 3.8]):
Sei R→ K ein Homomorphismus in einen Körper mit Kern p. Dann gilt:
a.) KA ist halbeinfach ⇐⇒ Λ = Λ×p .
Nehmen wir nun KA als halbeinfach an, dann gilt weiter:
b.) |Λ| = |Λp| = |Irr(KA)| und ∀λ ∈ Λ : |M(λ)| = dimK KLp(λ).
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c.) Tits’ Deformationssatz für zelluläre Algebren:
Sei R ein Integritätsbereich und Q := Quot(R) sein Quotientenkörper. Ist die
Spezialisierung KA halbeinfach, so ist auch QA halbeinfach.
Beweis. Ist KA halbeinfach, dann ist es zerfallend halbeinfach und aufgrund obigen
Satzes sind die einfachen KA-Moduln durch Λp parametrisiert. Es gilt wegen der Wed-
derburn-Zerlegung:
dimRA = dimK KA
=
∑
λ∈Λp
(dimK KLp(λ))
2
≤
∑
λ∈Λ
(dimK KW (λ))
2
=
∑
λ∈Λ
|M(λ)|2
= dimRA
Daher gilt Λ = Λp und dimK KLp(λ) = dimK KW (λ) für alle λ ∈ Λ. Das zeigt die
Behauptung b.
Weil deshalb aber auch KW (λ) = KLp(λ) gilt, muss ker(Gλ mod p) = 0 und somit, wie
behauptet, λ ∈ Λ×p sein. Das zeigt die Richtung =⇒ in a.
Für die Umkehrung sei Λ = Λ×p . Dann ist ker(G
λ mod p) = 0, d. h. KW (λ) = KLp(λ)
ist einfach für alle λ. Der Quotient KA/ rad(KA) ist halbeinfach und seine Dimension
ist die Summe der Quadrate der Dimensionen aller einfachen Moduln. Weil das nun aber∑
λ |M(λ)|2 = dimK KA ist, muss rad(KA) = 0 und KA halbeinfach sein.
c. ist einfach: Wegen 0 ⊆ p ist Λ×0 ⊇ Λ×p = Λ. Wegen a. ist QA halbeinfach.
3.3.27: Wenn man sich also fragt, ob eine Algebra zellulär sein könnte, ist man durch
dieses Korollar in der Wahlfreiheit des potentiellen Zelldatums schon sehr eingeschränkt.
Man beachte auch, dass Irr(KA) gar nicht von der zellulären Struktur abhängt. Wenn
es also eine halbeinfache Spezialisierung gibt, ist nicht nur in einer, sondern in jeder
zellulären Struktur |Λ| festgelegt. Insbesondere haben alle Zellketten dieselbe Länge.
Das erklärt z. B., wieso bei Geck die Konstruktion eines Zelldatums für die Hecke-Algebra
H(W,S,L) von vornherein mit |Λ| = |Irr(W )| und |M(λ)| = dλ beginnt (zur Erinnerung:
dλ ist der Grad des irreduziblen Charakters vom Typ λ). Das muss so sein, weil die
Spezialisierung Z[Γ] → F, vγ 7→ 1 der Hecke-Algebra gleich der Gruppenalgebra F [W ]
und diese halbeinfach ist.
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4.1. Definition und Beispiele
Vereinbarung:
In diesem Kapitel fixieren wir eine endliche Coxeter-Gruppe-mit-Gewicht (W,S,L), be-
zeichnen die Gewichtegruppe mit Γ und die dazugehörige Hecke-Algebra mit H. Wir
nehmen außerdem ab jetzt an, dass L(s) > 0 für alle s ∈ S gilt.
Außerdem sei QW ⊆ F ⊆ R und K := F (Γ) der Körper der rationalen Funktionen mit
Exponenten aus Γ und Koeffizienten aus F .
4.1.1 Definition:
Ist k ein kommutativer Ring und C eine beliebige Menge, dann bezeichnen wir mit k(C)
den freien k-Modul mit Basis C.
4.1.2: Es sei darauf hingewiesen, dass alle Endomorphismen von k(C) Darstellungsma-
trizen bzgl. der Basis C haben. Im Gegensatz zum endlichdimensionalen Fall sind jedoch
nicht alle Elemente des Matrizenraums kC×C auch tatsächlich Darstellungsmatrizen von
Endomorphismen. Stattdessen ist End(k(C)) zum Raum der . . . . . . . . . . . . . .spaltenfiniten Matrizen iso-
morph. Spaltenfinit heißen diejenigen Matrizen, welche in jeder Spalte endlich viele von
Null verschiedene Einträge haben.
4.1.3: Seit der ursprünglichen Definition von W -Graphen in Kazhdan und Lusztigs Ori-
ginalarbeit [KL79] sind verschiedene Varianten der Definition benutzt worden. Wir ent-
scheiden uns für die folgende, die eine einfache darstellungstheoretische Interpretation
von W -Graphen zulässt, und die wir direkt danach spezialisieren werden:
4.1.4 Definition (W -Graphen):
Sei k eine kommutative Z[Γ]-Algebra (beispielsweise k = K).
Ein . . . . . . . . . .W -Graph . . . .mit. . . . . . . . . . . . . . . . . . .Kantengewichten . . .in . .k ist eine (auch unendliche) Eckenmenge C zu-
sammen mit Eckenlabeln I : C → 2S und spaltenfiniten Matrizen ms ∈ kC×C für alle
s ∈ S derart, dass:
a.) msxy 6= 0 =⇒ s ∈ I(x) \ I(y).
b.) Die Matrizen
ω(Ts)xy :=

−v−1s · 1k fallsx = y und s ∈ I(x)
vs · 1k fallsx = y und s /∈ I(x)
msxy sonst
induzieren eine Matrixdarstellung H → Endk(k(C)).
Wir fassen dies als gerichteten Graph mit den Ecken C auf, bei dem genau dann eine
Kante y → x existiert, wenn eines der Gewichte msxy 6= 0 ist. Man beachte, dass eine
Kante mehrere Gewichte haben kann, nämlich bis zu |I(x) \ I(y)| viele.
Der . . . . . . . . . .W -Graph .- . . . . . .Modul des W -Graphen (C, I,m) ist der k-Modul-mit-Basis (k
(C),C), auf
dem H durch ω operiert. Wir unterscheiden nicht immer präzise zwischen dem W -Gra-
phen und dem W -Graph-Modul. Offenkundig lässt sich aber das eine aus dem anderen
rekonstruieren.
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4.1.5: Die Bedingung, dass ω eine Matrixdarstellung von H induziert, fordert im We-
sentlichen nur, dass die ω(Ts) die Zopfrelationen erfüllen, weil die quadratische Relation
bereits durch Bedingung a. und die spezielle Form der Matrizen sichergestellt ist, wie
man leicht nachrechnen kann. (Siehe auch Lemma 4.2.15.)
4.1.6: Wir haben Links-W -Graphen definiert. Natürlich kann man auch Rechts-W -Gra-
phen definieren. ZweiseitigeW -Graphen sind dasselbe wieW×W op-Graphen und wurden
ebenfalls bereits von Kazhdan und Lusztig betrachtet (siehe [KL79, 1.3]).
4.1.7 Definition (Geck-W -Graphen, siehe [GJ11, 1.4.11]):
Ein W -Graph (C, I,m) heiße . . . . . . . . . . . . . . . . .Geck-W -Graph, falls er Gewichte in k = A[Γ] hat für
einen kommutativen Ring A, falls zusätzlich die Kantengewichte palindromisch sind (d. h.
msxy = m
s
xy) und sie außerdem die Gradschranke vsm
s
xy ∈ A[Γ>0] erfüllen (d. h. alle in
msxy vorkommenden Exponenten sind echt größer als −L(s) und echt kleiner als +L(s))
für alle x, y ∈ C und alle s ∈ S.
4.1.8 Definition (W -Graphen mit konstanten Koeffizienten):
Sei (C, I,m) ein W -Graph mit Gewichten in k. Wir sagen, der W -Graph habe . . . . . . . . . .konstante
. . . . . . . . . .Gewichte, falls (v
γ · 1k)γ∈Γ linear unabhängig über dem von
{
msxy
∣∣ x, y ∈ C, s ∈ S }
erzeugten Teilring von k ist.
4.1.9: Ist in obiger Situation A der von den msx,y erzeugte Teilring von k, dann ist
A[Γ]→ k eine Einbettung. Wenn wir A[Γ] als Ring von Laurent-Polynomen auffassen,
dann sind W -Graphen mit konstanten Gewichten mit anderen Worten also genau dieje-
nigen W -Graphen, deren Kantengewichte konstante Laurent-Polynome sind. Es ist dann
jeder W -Graph mit konstanten Gewichten ein Geck-W -Graph, da konstante Laurent-
Polynome palindromisch sind und die Gradschranke erfüllen.
Im Einparameterfall, d. h. Γ = Z und L(s) = 1 für alle s ∈ S, hat umgekehrt jeder
Geck-W -Graph mit Kantengewichten in A[v±1] automatisch auch konstante Gewichte,
denn die Bedingung, dass die in msxy vorkommenden Exponenten echt größer als −L(s)
und echt kleiner +L(s) sind für alle s ∈ S, stellt msx,y ∈ A sicher.
4.1.10 Beispiel (Kazhdan-Lusztig-W -Graphen, siehe [KL79]):
Das motivierende Beispiel für die Definition von W -Graphen sind die Kazhdan-Lusztig-
W -Graphen: Der reguläre H-Linksmodul ist eine W -Graph-Darstellung bzgl. der Kazh-
dan-Lusztig-Basis (Cw)w∈W , d. h. die Darstellungsmatrizen bzgl. dieser Basis sind die
Matrizen eines W -Graphen. Die Eckenlabel sind dabei durch die Linksabstiegsmengen
DL(w) := { s ∈ S | sw < w }
gegeben. Die Kantengewichte sind dabei durch die Kazhdan-Lusztig-µ gegeben: Für
s ∈ DL(x) \DL(y) hat dieser W -Graph die Kantengewichte
msxy :=

1 fallsx = sy,
(−1)l(x)+l(y)+1µsxy fallsx < y,
0 sonst.
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Diese W -Graphen erfüllen auch die zusätzliche Bedingung der Palindromität der Kan-
tengewichte und die Gradbeschränkungen, es sind also Geck-W -Graphen (siehe [GJ11,
2.1.8+2.1.10]).
Sie haben jedoch im Allgemeinen keine konstanten Gewichte. Im Einparameterfall muss
das zwar der Fall sein, wie wir eben festgestellt haben, im Multiparameterfall wird es
jedoch fast immer fehlschlagen:
Betrachten wir die Coxeter-Gruppe vom Typ I2(m) mit m ∈ { 4, 6, 8, . . . }∪{∞ }, wobei
die Erzeuger s und t sowie die Gewichte L(s) = a 6= b = L(t) seien. Für die Elemente
y := s, w := ts gilt dann µsy,w = v
a−b+ vb−a, wie man sich leicht mittels der Rekursions-
formeln in 1.2.18 überzeugen kann. Insbesondere ist
{
va−b, v0, vb−a
}
nicht linear unab-
hängig über dem von den µ-Werten erzeugten Teilring, der Kazhdan-Lusztig-W -Graph
ist also kein W -Graph mit konstanten Kantengewichten.
Alle irreduziblen Coxeter-Gruppen, für die der Multiparameterfall überhaupt eintreten
kann, enthalten eine parabolische Untergruppe von dieser Gestalt, sodass auch in all
diesen Fällen der Kazhdan-Lusztig-W -Graph keine konstanten Kantengewichte hat.
Für reduzible Coxeter-Gruppen W = W1 ×W2 gilt
µsy1y2,w1w2 =

µsy1,w1 falls s ∈ S1 und y2 = w2
µsy2,w2 falls s ∈ S2 und y1 = w1
0 sonst
für alle yi, wi ∈ Wi und alle s ∈ S mit s(y1y2) < y1y2 < w1w2 < s(w1w2). Wenn L nun
eine Gewichtsfunktion aufW ist, dann können folgende Fälle eintreten: L ist auf jeder ir-
reduziblen Komponente konstant oder es gibt eine parabolische Untergruppe von obigem
Typ. Im ersten Fall sind alle µ-Werte ganzzahlig und der Kazhdan-Lusztig-W -Graph hat
konstante Kantengewichte. Im zweiten Fall greift erneut das obige Argument.
Ausgangspunkt für dieses Beispiel war ein eMail-Austausch mit Meinolf Geck ([Gec13]).
4.1.11 Beispiel (Spiegelungsdarstellung):
F enthält alle Zahlen der Form ζm + ζ−1m , wobei ζm eine primitive m-te Einheitswurzel
ist und m = ord(st) für s, t ∈ S.
Wähle nun cst ∈ K so, dass folgende Gleichungen erfüllt sind:
css = vs + v
−1
s
cst = cts = 0 fallsm = 2
cstcts =
vs
vt
+ (ζm + ζ
−1
m ) +
vt
vs
fallsm > 2
Dann definiert es 7→ vses − cstet eine Darstellung von H auf KS, die sogenannte . . . . .Spie-
. . .ge . . . . . .lungs . . .dar . . . .stel . . .lung. (Siehe [GP00, 8.1.11+11.1.3]. Man beachte, dass dort die T˙ -Basis
verwendet wird.)
Dies ist eine W -Graph-Darstellung. Der dazugehörige W -Graph hat das Dynkin-Dia-
gramm von (W,S) als zugrundeliegenden (ungerichteten) Graphen, die Eckenlabel I(s) =
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{ s } und die Kantenlabel
msxy :=
{
−cxy falls ord(xy) > 2 und s = x
0 sonst
für alle x, y, s ∈ S.
Da die Wahl der cst nicht eindeutig festgelegt ist, sehen wir insbesondere, dass die
W -Graphen durch den Isomorphietyp des W -Graph-Moduls nicht vollständig festgelegt
sind, weil für alle Wahlen von cst isomorphe H-Moduln herauskommen.
4.1.12 Beispiel (Eindimensionale Darstellungen):
Alle eindimensionalen Darstellungen von H über K sind W -Graph-Darstellungen.
Sei also ρ : H → K1×1 eine eindimensionale Matrixdarstellung. Aufgrund der quadra-
tischen Relationen muss ρ(Ts) ∈
{
vs,−v−1s
}
für alle s ∈ S gelten. Sei I definiert als{
s ∈ S ∣∣ ρ(Ts) = −v−1s }. Der W -Graph mit einer Ecke und dem Eckenlabel I definiert
dann genau die Darstellung ρ (Kantengewichte müssen wir nicht definieren, da laut De-
finition sowieso nur Kanten zwischen Ecken mit verschiedenen Labeln vorkommen).
Insbesondere definieren I := ∅ die triviale und I := S die Signumsdarstellung.
4.1.13 Beispiel (Äußere Potenzen der Spiegelungsdarstellung):
Alle äußeren Potenzen der Spiegelungsdarstellung sind H-Moduln via
Ts ⋄ (v1 ∧ . . . ∧ vr) := v−(r−1)s (Tsv1 ∧ . . . ∧ Tsvr).
(Dies ist einer der Fälle, in denen die T˙ -Basis die Formeln schöner macht, weil dort
wirklich T˙s ⋄ (v1 ∧ . . . ∧ vr) = T˙sv1 ∧ . . . ∧ T˙svr gilt)
Dies kann zu einem W -Graphen gemacht werden, indem man C := { A ⊆ S | |A| = r },
I(A) := A sowie msAB := (−1)rcst setzt, falls A \ B = { s } und B \ A = { t } ist,
bzw. msAB = 0 andernfalls. Dabei sei cst wie in 4.1.11 gewählt. Für r = 0 ist das die
triviale Darstellung, für r = 1 die Spiegelungsdarstellung, für r = |S| − 1 das duale der
Spiegelungsdarstellung und für r = |S| schließlich die Signumsdarstellung.
4.1.14: Eine umfangreichere Liste expliziter Beispiele für W -Graphen für H3, H4, F4 ist
in [GP00, 11.1-11.3] zu finden.
4.1.15 Lemma (Konstruktionen mit W -Graphen):
Sei (C, I,m) einW -Graph mit Kantengewichten in k, V = k(C) der zugehörige W -Graph-
Modul und ω : kH → Endk(V ) die Matrixdarstellung.
Die folgenden Konstruktionen liefern dann ebenfalls W -Graphen:
a.) Zellen:
Ist Z ⊆ C eine Zelle (im Sinne von 1.2.24) von (V,C), dann ist (Z, I|Z,m|Z×Z) ein
W -Graph. Der zugehörige W -Graph-Modul stimmt als Modul-mit-Basis mit dem
Zellmodul V (Z) überein.
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b.) Algebraische Konjugation:
Ist α : k → k′ ein Homomorphismus von Z[Γ]-Algebren, dann ist (C, I, αm) ein
W -Graph mit Kantengewichten in k′.
c.) Dualität:
Falls |C| < ∞ ist, dann ist (C, I ′,m′) ein W -Graph, wobei I ′(x) := S \ I(x) und
(msxy)
′ := −msyx. Der zugehörige Modul ist V † und die Matrixdarstellung durch
ω†(Ts) = ω(−T−1s )Tr gegeben.
d.) Parabolische Restriktion:
Ist J ⊆ S beliebig, dann ist (C, IJ ,m) ein WJ -Graph, wobei IJ(x) := I(x) ∩ J .
Beweis. a. ergibt sich sofort aus den Definitionen: Bei geeigneter Anordnung haben die
Matrizen die Gestalt
ω(Ts) =
∗ ∗ ∗0 As ∗
0 0 ∗

wobei die mittleren Indizes genau zu den Elementen von Z gehören. Das folgt direkt aus
der Definition von Zellen. Aus der Definition von W -Graphen folgt außerdem, dass die
ω|Z(Ts) := As genau die Matrizen zum eingeschränkten Graphen sind. Wenn nun die
ω(Ts) die Zopfrelationen erfüllen, tun es die ω|Z(Ts) auch. Also ist der eingeschränkte
Graph tatsächlich selbst ein W -Graph.
b. Die Matrizen von (C, I, αm) ergeben sich einfach, indem man α auf alle Einträge von
ω(Ts) anwendet, da α(vs) = vs gilt. Da kC×C
α−→ k′C×C sich zu einem Ringhomomorphis-
mus Endk(k(C)) → Endk′(k′(C)) einschränkt, erfüllen mit den ω(Ts) auch die αω(Ts) die
Zopfrelationen, also ist der Graph tatsächlich ein W -Graph.
c. Wenn man die Indizes nach s ∈ I(x) und s /∈ I(x) sortiert, hat ω(Ts) die folgende
Dreiecksgestalt
ω(Ts) =
(−v−1s m
0 vs
)
und die Darstellungsmatrix von (C, I ′,m′) hat die Form(
vs 0
−m −v−1s
)
= −(ω(Ts)− (vs − v−1s ))T .
Nun ist Ts − (vs − v−1s ) = T−1s , d. h. ω†(Ts) = ω(−T−1s )T . Weiter ist Ts 7→ −T−1s ein
Automorphismus von H und Transponieren ein Antiautomorphismus von kC×C, d. h.
wenn die ω(Ts) die Zopfrelationen erfüllen, dann tun es auch die ω†(Ts). In der Tat
folgt aus dieser Darstellung, dass ω† den mit dem obigen Automorphismus getwisteten
Dualmodul Homk(V, k) realisiert.
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d. Die Matrizen ω(Ts) für den WJ -Graphen sind exakt dieselben wie diejenigen für den
W -Graphen, wenn s ∈ J ist. Daher gelten die Zopfrelationen.
4.1.16: Die Kazhdan-Lusztig-Linkszellen sind genau die Zellen des Moduls-mit-Basis
(H, (Cw)w∈W ), d. h. die Linkszellmoduln sind W -Graph-Moduln. Das liefert die Haupt-
quelle von Beispielen für W -Graphen.
{ w0 } und { 1 } sind (zweiseitige) Kazhdan-Lusztig-Zellen. Sie realisieren die Signums-
bzw. die triviale Darstellung.
4.1.17: Nicht nur parabolische Restriktion ResHHJ , auch Induktion Ind
H
HJ
entlang von
parabolischen Unteralgebren liefert wieder W -Graphen. Die entsprechende Konstruktion
ist aber komplex, siehe z. B. [HY03] und [HY04]. Howlett und Yin haben in diesen beiden
Artikeln die Kombination aus Induktion und Zellen-Extraktion genutzt, um W -Graphen
für viele irreduzible Darstellungen zu finden.
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4.2. W -Graph-Algebren
4.2.1 Definition (Zopfkommutator):
Für m ∈ N und zwei Elemente x, y eines beliebigen Ringes A definiere den . . . . . .m-ten
. . . . . . . . . . . . . . . . . .Zopfkommutator als
∆m(x, y) := xyx . . .︸ ︷︷ ︸
m Faktoren
− yxy . . .︸ ︷︷ ︸
m Faktoren
Insbesondere ist also ∆0(x, y) = 1− 1 = 0, ∆1(x, y) = x− y, ∆2(x, y) = xy− yx = [x, y].
Der Bequemlichkeit halber definieren wir außerdem ∆∞(x, y) := ∆0(x, y) = 0.
4.2.2 Definition (W -Graph-Algebren, siehe [Gyo84, 2.4]):
Sei S eine endliche Menge. Definiere die Z-Algebra Ξ wie folgt: Erzeuger seien Symbole
es, xs für s ∈ S. Die Relationen seien zunächst die folgenden:
a.) e2s = es, eset = etes,
b.) esxs = xs und xses = 0
für alle s, t ∈ S.
Sei nun (W,S,L) eine Coxeter-Gruppe-mit-Gewicht. Betrachte die Γ-graduierte Algebra
Z[Γ]⊗Z Ξ. Darin definieren wir das Element
ι(Ts) := −v−1s es + vs(1− es) + xs.
Die . . . . . . . . . . .universelle . . . . . . . . . . .W -Graph .- . . . . . . . .Algebra Ω = Ω(W,S,L) ist definiert als der Quotient von
Z[Γ]⊗Z Ξ nach den Zopfrelationen ∆mst(ι(Ts), ι(Tt)) = 0 für alle s, t ∈ S.
Wir definieren eine weitereW -Graph-Algebra. Dazu fangen wir erneut mit einer Z-Algebra
ΞΓ an, die von es, xs,γ für s ∈ S und γ ∈ Γ erzeugt wird und folgende Relationen hat:
a.) e2s = es, eset = etes,
b.) esxs,γ = xs,γ , xs,γes = 0,
c.) xs,γ = xs,−γ und
d.) xs,γ = 0 falls γ /∈ (−L(s),+L(s))
für alle s, t ∈ S, γ ∈ Γ. Für jede endliche Menge G ⊆ Γ definieren wir ΞG als den
Quotient von ΞΓ nach den zusätzlichen Relationen
e.) xs,γ = 0 falls γ /∈ G.
Wir definieren ebenfalls ein Element ιG(Ts) ∈ Z[Γ]⊗Z ΞG durch
ιG(Ts) := −v−1s es + vs(1− es) +
∑
γ∈G
xs,γv
γ .
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Wir nehmen nun die Zopfkommutatoren und trennen sie nach Γ-homogenen Komponen-
ten, d. h. wir schreiben
∆mst(ιG(Ts), ιG(Tt)) =
∑
γ∈Γ
yγG(s, t)v
γ
mit yγG(s, t) ∈ ΞG und definieren ΩGJG als den Quotienten von ΞG nach den Relationen
yγG(s, t) = 0 für alle s, t ∈ S und alle γ ∈ Γ.
Den Spezialfall G = { 0 } nennen wir . . . . . . .Gyojas. . . . . . . . . . . .W -Graph-. . . . . . . . .Algebra und bezeichnen diese
Algebra als ΩGy := ΩGJ{ 0 }.
4.2.3 Lemma (Universelle Eigenschaft):
Sei k ein kommutativer Ring und G ⊆ Γ eine feste, endliche Teilmenge. Dann hat kΩGJG
die folgende universelle Eigenschaft in der Kategorie der k-Algebren:
Hom(kΩGJG , Y )
∼= {f ∈ Hom(kΞG, Y )∣∣
∀s, t ∈ S : (id⊗f)(∆mst(ιG(Ts), ιG(Tt))) = 0 in k[Γ]⊗k Y }
wobei der natürliche Isomorphismus durch Zurückziehen entlang von kΞG → kΩGJG gege-
ben ist. Dabei ist id⊗f der von f induzierte Homomorphismus k[Γ]⊗k kΞG → k[Γ]⊗k Y .
Beweis. Wir schreiben
∆mst(ιG(Ts), ιG(Tt)) =
∑
γ∈Γ
vγ ⊗ yγG(s, t)
mit yγG(s, t) ∈ ΞG wie in der Definition.
Ist nun f : kΩGJG → Y ein Homomorphismus, dann können wir f als Homomorphismus
kΞG → Y auffassen, für den f(yγG(s, t)) = 0 gilt. Es folgt dann:
0 =
∑
γ
vγ ⊗ f(yγG(s, t))
= (id⊗f)
(∑
γ
vγ ⊗ yγG(s, t)
)
= (id⊗f)(∆mst(ιG(Ts), ιG(Tt)))
wie gewünscht.
Ist umgekehrt f : kΞG → Y mit (id⊗f)
(
∆mst(ιG(Ts), ιG(Tt))
)
= 0 in k[Γ] ⊗k Y , dann
gilt
0 = (id⊗f)
(∑
γ
vγ ⊗ yγG(s, t)
)
=
∑
γ
vγ ⊗ f(yγG(s, t)).
Da in k[Γ]⊗kY nun die vγ⊗1 linear unabhängig über 1⊗Y sind, folgt 1⊗f(yγG(s, t)) = 0
und somit (da y 7→ 1⊗ y injektiv ist) auch f(yγG(s, t)) = 0 für alle s, t ∈ S, γ ∈ Γ. Daher
steigt f zu einem Homomorphismus kΩGJG → Y ab, wie gewünscht.
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4.2.4 Definition (W -Graph-Algebren, Teil II):
Sind Γ ⊇ G1 ⊇ G2 zwei endliche Teilmengen, so existiert ein kanonischer Projektions-
morphismus ΞG1 ։ ΞG2 mit
es 7→ es und xs,γ 7→
{
xs,γ falls γ ∈ G2
0 sonst
.
Dieser induziert aufgrund der universellen Eigenschaft einen Morphismus ΩGJG1 ։ Ω
GJ
G2
.
Ist k ein kommutativer Ring, so definieren wir die . . . . . . . . . . . . . . . . . . . . . .Geck-Jacon-W -Graph.-. . . . . . . .Algebra kΩ
GJ
als den projektiven Limes
kΩGJ := lim
←−
G⊆Γ endl.
(k ⊗Z ΩGJG )
in der Kategorie der topologischen k-Algebren. Dabei versehen wir k und k⊗ZΩGJG jeweils
mit der diskreten Topologie. (Man beachte, dass die Bezeichnung ein Missbrauch von
Notation ist, denn i. A. vertauschen Skalarerweiterungen und Limites nicht miteinander,
d. h. es gibt a priori keinen Grund k ⊗Z ZΩGJG = kΩGJ zu erwarten!)
Die Morphismen Ω → Z[Γ]ΩGJG , es 7→ es, xs 7→
∑
γ∈G xs,γv
γ sind wohldefiniert und mit
den Projektionen ΩGJG1 ։ Ω
GJ
G2
verträglich, induzieren also einen kanonischen Morphismus
Ω→ Z[Γ]ΩGJ.
Ebenso ist die Familie der Homomorphismen ΞΓ ։ ΞG ։ ΩGJG mit den kanonischen Pro-
jektionen ΩGJG1 ։ Ω
GJ
G2
verträglich, d. h. es gibt einen Morphismus kΞΓ → kΩGJ.
Man beachte ebenso, dass es 7→ es, xs 7→ xs,0 einen Isomorphismus Ξ → Ξ{ 0 } definiert
und allgemeiner es 7→ es, xs 7→
∑
γ∈G xs,γv
γ einen Morphismus Z[Γ]Ξ→ Z[Γ]ΞG für alle
endlichen G ⊆ Γ definiert.
Wir werden all diese kanonischen Morphismen sowie auch die Projektionen kΩGJ → kΩGJG
von Zeit zu Zeit ohne weitere Kennzeichnung benutzen (siehe auch Abbildung 4.2.1).
Insbesondere werden wir die Bezeichnungen es, xs und xs,γ gleichermaßen für die ent-
sprechenden Elemente von Ξ, ΞΓ, ΞG, ΩGJG und kΩ
GJ verwenden. Insbesondere gilt etwa
xs =
∑
γ∈G xs,γv
γ in Z[Γ]ΞG und Z[Γ]ΩGJG , xs = xs,0 in Ξ{ 0 } und Ω
Gy etc.
4.2.5: Man beachte, dass Ω eine Z[Γ]-Algebra ist, während ΩGy und ΩGJG als Z-Algebren
definiert wurden.
4.2.6: kΩGJ → kΩGy ist ein Quotient und auch Ω→ Z[Γ]ΩGy ist surjektiv. Jedoch
ist kΩ→ kΩGJ i. A. kein Quotient. Für |S| = 1 und Γ = Q ist CΩGJ beispielsweise
unendlichdimensional, während CΩ = CΞ dreidimensional ist, siehe Beispiel 4.2.10.
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kΞΓ
kΞ kΞG kΞ{ 0 }
kΩ kΩGJ kΩGJG kΩ
Gy
Abbildung 4.2.1.: Kommutatives Diagramm der kanonischen Morphis-
men zwischen den W -Graph-Algebren. Gestrichelte
Pfeile existieren, wenn k eine Z[Γ]-Algebra ist, und
gepunktete Pfeile, wenn 0 ∈ G ist.
4.2.7: Da jede endliche Teilmenge G in der endlichen Teilmenge G ∪ −G enthalten ist,
sind die Mengen mit G = −G kofinal in allen endlichen Teilmengen von Γ. Daher kann
man den projektiven Limes auch nur über solche Mengen laufen lassen.
Da wir die Relationen xs,γ = xs,−γ und xs,γ = 0 für γ /∈ G gefordert haben, ist außerdem
ΩGJG = Ω
GJ
G∩−G.
Wir werden, wann immer es nützlich erscheint, darauf zurückgreifen, dass o. B. d.A.
G = −G angenommen werden kann.
4.2.8: Wenn das Intervall (−L(s), L(s)) für alle s ∈ S endlich ist (was z.B. für Γ ∼= Z der
Fall ist), dann gibt es eine maximale, endliche Teilmenge derart, dass xs,γ = 0 für alle
γ /∈ G gilt, nämlich G = ⋃s∈S(−L(s), L(s)). Dann gilt kΩGJ = kΩGJG für diese maximale
Teilmenge.
4.2.9: Da die Zopfrelationen nur endlich viele von Null verschiedene Γ-Komponenten
haben und nur endlich viele Zopfrelationen existieren, sind alle ΩGJG endlich präsentiert
für endliche G ⊆ Γ.
4.2.10 Beispiel:
Für |S| = 0 ist mangels Erzeugern einfach kΩGJG = kΞG = k für alle endlichen G ⊆ Γ.
Daher ist auch kΩGJ = lim
←−
kΞG = k.
Für |S| = 1 ist die Situation bereits komplizierter. Es gilt ebenfalls kΩGJG = kΞG, weil
keine verschiedenen s, t ∈ S existieren, die nichttriviale Zopfrelationen verursachen könn-
ten.
Es reicht im Limes lim
←−
kΞG o. B. d.A nur solche G ⊆ Γ mit G = −G zu betrachten, da
diese Teilmengen kofinal in der Menge aller endlichen Teilmengen von Γ sind. ΞG ist dann
eine Pfadalgebra über dem Köcher mit den zwei Knoten ∅ und S sowie |G ∩ [0, L(s))|
Kanten von ∅ nach S. Als k-Modul ist dies also kE∅ × kES ×
∏
γ∈G
0≤γ<L(s)
kXs,γS,∅. Durch
87
4. Darstellungen II: W -Graphen
Übergang zum projektiven Limes gilt somit
kΩGJ ∼= kE∅ × kES ×
∏
0≤γ<L(s)
kXs,γS,∅.
Insbesondere ist kΩGJ i. A. weder frei als k-Modul noch endlich erzeugt.
4.2.11 Lemma (Diskrete Darstellungen von ΩGJ):
Sei k ein kommutativer Ring und A eine k-Algebra.
a.) Es sei V ein kΩGJ-A-Bimodul, der als A-Modul endlich erzeugt ist.
Wenn wir V als diskreten topologischen Raum betrachten und V so ein stetiger
kΩGJ-Modul wird, faktorisiert die Darstellung kΩGJ → EndA(V ) durch einen Quo-
tienten kΩGJ → kΩGJG .
b.) Ein Morphismus kΩGJ → A von k-Algebren ist genau dann stetig für die diskrete
Topologie auf A, wenn er durch einen Quotienten kΩGJ → kΩGJG faktorisiert.
Beweis. Wir führen die Bezeichnung πG für die Projektionen kΩGJ → kΩGJG ein und
halten zunächst ein paar Fakten fest:
Fakt 1: In einem diskreten Raum X konvergiert ein Netz (xi)i∈I genau dann gegen x,
wenn ein i ∈ I existiert derart, dass für alle j ≥ i stets xj = x gilt. (Siehe [Kel75] für
eine Einführung in Netze und ihre Konvergenzeigenschaften.)
Fakt 2: Der Limes kΩGJ = lim
←−
kΩGJG ist als topologische k-Algebra gleich{
(xG) ∈
∏
G⊆Γ endl.
kΩGJG | πG(zH) = zG für alle G ⊆ H
}
⊆
∏
G⊆Γ endl.
kΩGJG
d. h. kΩGJ trägt die Topologie der punktweisen Konvergenz: (xi)i∈I konvergiert gegen
x ∈ kΩGJ genau dann, wenn für alle endlichen G ⊆ Γ die Projektionen πG(xi) gegen
πG(x) konvergieren.
Fakt 3: Wenn wir für endliche G ⊆ Γ die Partialsummen
zG :=
∑
γ∈G
xs,γ ∈ kΩGJ
definieren, so erhalten wir ein Netz (zG)G⊆Γ in kΩGJ, wobei die endlichen Teilmengen
durch Inklusion partiell geordnet seien. Weiter definieren wir z :=
(∑
γ∈G xs,γ
)
G
∈ kΩGJ.
Da πG(z) = πG(zH) für alle H ⊇ G gilt, konvergiert das Netz (zG) aufgrund von Fakt 2
gegen z.
Wir folgern daraus nun a.: Ist V ein stetiger kΩGJ-Modul, dann ist insbesondere für
jedes w ∈ V die Abbildung kΩGJ → V, a 7→ aw stetig. Das heißt bedeutet wegen Fakt 3
insbesondere, dass lim zG · w = z · w gelten muss. Da V jedoch diskret ist, muss ein
endliches G ⊆ Γ existieren mit zH · w = z · w für alle H ⊇ G. Indem wir Mengen der
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Form H = G∪˙ { γ } einsetzen, erkennen wir, dass 0 = zw − zw = (zH − zG)w = xs,γw
gelten muss. Deshalb gilt xs,γw = 0 für alle γ /∈ G.
Indem wir für w nun endlich viele Erzeuger des A-Moduls V einsetzen, erhalten wir eine
endliche Menge G mit xs,γw = 0 für alle w ∈ V und alle s ∈ S, γ /∈ G. Das heißt, dass f
durch πG faktorisiert.
b. folgt, indem man in a. den regulären A-Rechtsmodul für V einsetzt, denn ist etwa
f : kΩGJ → A ein stetiger Morphismus für die diskrete Topologie auf A, so ist auch die
Multiplikation m : kΩGJ ×A→ A aufgrund von
m−1({ x }) =
⋃
y,z∈A
x=yz
f−1({ y })× { z }
stetig und A somit ein stetiger kΩGJ-Modul. Da EndMod−A(A) = A gilt, erhalten wir da-
her aus a., dass f durch einen der Quotienten kΩGJ → kΩGJG faktorisiert. Die umgekehrte
Richtung ist trivial.
4.2.12: Sei k nun speziell eine Z[Γ]-Algebra. Analoge Überlegungen wie zu Fakt 3 in
obigem Beweis zeigen, dass das Netz
(∑
γ∈G xs,γv
γ
)
G⊆Γ endl.
∈ kΩGJ gegen xs ∈ kΩGJ
konvergiert. Wir können also in kΩGJ guten Gewissens xs =
∑
γ∈Γ xs,γv
γ schreiben.
4.2.13: Obwohl man beliebige stetige kΩGJ-Moduln betrachten könnte, werden wir auf-
grund des eben bewiesenen Lemmas bevorzugen, ausschließlich diskrete Moduln zu be-
nutzen, da schon ein Beweis der Stetigkeit für beliebige Topologien viel komplizierter
wäre. Für diskrete Moduln kann man hingegen einfach dieses Lemma zitieren.
4.2.1. W -Graphen und Ω-Moduln
4.2.14: Die W -Graph-Algebren sind so definiert, dass in gewisser Weise die W -Graph-
Moduln bis auf eine geeignete Basiswahl Ω-Moduln entsprechen, dass W -Graphen mit
konstanten Gewichten ΩGy-Moduln entsprechen und dass Geck-W -Graphen kΩGJ-Mo-
duln entsprechen.
Ist etwa (C, I,m) ein W -Graph mit W -Graph-Modul V = k(C), dann realisiert es die
Projektion auf den von { x ∈ C | s ∈ I(x) } aufgespannten Unterraum von V und xs die
Anteile von ω(Ts), die nicht von den Projektionen herkommen, d. h. die Nichtdiagonal-
elemente der Matrix. Mit dieser Interpretation ist intuitiv einleuchtend, dass man aus
W -Graphen Ω-Moduln konstruieren kann. Die nächsten Lemmata haben den Zweck dies
zu beweisen.
Der kanonische Homomorphismus kΩGJ → kΩGy ist in dieser Sichtweise eine Mani-
festation der Tatsache, dass W -Graphen mit konstanten Kantengewichten automatisch
Geck-W -Graphen sind.
Wenn L(s) = 1 für alle s ∈ S gilt, ist (−L(s),+L(s)) = { 0 }. Daher ist in dieser
Situation kΩGJ = kΩGJ{ 0 } = kΩ
Gy. Das entspricht der Tatsache, dass Geck-W -Graphen
und W -Graphen mit konstanten Gewichten im Einparameterfall identisch sind.
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4.2.15 Lemma (Siehe [Gyo84, 2.4.3]):
Die Elemente ι(Ts) ∈ Ω induzieren einen Morphismus von Z[Γ]-Algebren ι : H → Ω.
Beweis. Die Definition stellt sicher, dass die Zopfrelationen erfüllt sind. Wir müssen al-
so nur die quadratischen Relationen nachprüfen. Dazu stellen wir zunächst fest, dass
x2s = (esxs)
2 = es xses︸︷︷︸
=0
xs = 0 gilt. Jetzt vergleichen wir die Terme der quadratischen Re-
lation:
ι(Ts)
2 = (−v−1s es + vs(1− es) + xs)(−v−1s es + vs(1− es) + xs)
= v−2s e
2
s︸︷︷︸
=es
− es(1− es)︸ ︷︷ ︸
=0
+(−v−1s ) esxs︸︷︷︸
=xs
− (1− es)es︸ ︷︷ ︸
=0
+v2s (1− es)2︸ ︷︷ ︸
=1−es
+ vs (1− es)xs︸ ︷︷ ︸
=0
−v−1s xses︸︷︷︸
=0
+vs xs(1− es)︸ ︷︷ ︸
=xs
+ x2s︸︷︷︸
=0
= v−2s es + v
2
s(1− es) + (vs − v−1s )xs
1 + (vs − v−1s )ι(Ts) = 1 + (−1 + v−2s )es + (v2s − 1)(1 − es) + (vs − v−1s )xs
= 1− es − (1− es) + v−2s es + v2s(1− es) + (vs − v−1s )xs
= v−2s es + v
2
s(1− es) + (vs − v−1s )xs
4.2.16: Wir werden in Kürze noch sehen, dass ι in der Tat eine Einbettung ist, H also als
eine Unteralgebra von Ω aufgefasst werden kann. In der Tat ist auch H → Ω→ Z[Γ]ΩGJ
eine Einbettung.
4.2.17 Lemma und Definition (Siehe [Gyo84, 2.5]):
In ΞΓ und seinen Quotienten definieren wir folgende Elemente: Für alle I ⊆ S setze
EI :=
(∏
s∈I
es
)(∏
s/∈I
(1− es)
)
sowie für I, J ⊆ S setze
XsIJ := EIxsEJ bzw.
Xs,γIJ := EIxs,γEJ .
Es gilt mit diesen Bezeichnungen:
a.) Die EI sind paarweise orthogonale Idempotente mit
1 =
∑
I⊆S
EI und es =
∑
I⊆S
s∈I
EI .
b.) Es gilt weiterhin
s /∈ I \ J =⇒ XsIJ = 0,Xs,γIJ = 0 sowie
xs =
∑
I,J⊆S
s∈I\J
XsIJ bzw. xs,γ =
∑
I,J⊆S
s∈I\J
Xs,γIJ .
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c.) ΞG ist die Pfadalgebra ZQG, wobei QG der Köcher mit den Ecken I ⊆ S und
|{ (s, γ) ∈ (I \ J)× (G ∩ −G) | 0 ≤ γ < L(s) }| Kanten I ← J sei. Insbesondere ist
Ξ ∼= Ξ{ 0 } die Pfadalgebra auf dem Köcher mit Eckenmenge 2S und |I \ J | Kanten
I ← J .
Beweis. a. Dass sie paarweise orthogonal sind, sieht man der Definition an. Dass sie zur
1 summieren, folgt durch geschicktes Ausmultiplizieren:
1 = 1|S| =
∏
s∈S
(es + (1− es)) =
∑
I⊆S
EI
Die Gleichung für es folgt durch Einsetzen in es · 1.
b. Die zweite Behauptung folgt sofort aus den definierenden Relationen: Wenn s /∈ I ist,
enthält EIxs,γ den Faktor (1 − es)xs,γ = 0. Wenn s ∈ J ist, enthält xs,γEJ den Faktor
xs,γes = 0. Die Darstellung für xs,γ folgt jetzt durch Einsetzen:
xs,γ = 1 · xs,γ · 1 =
∑
I,J⊆S
EIxs,γEJ =
∑
I,J⊆S
s∈I\J
Xs,γIJ
c. Es gilt nach Definition EIEJ = δIJEI und EIX
s,γ
JKEL = δIJX
s,γ
JKδKL.
Die Pfadalgebra ZQG hat genau diese Präsentation durch Erzeuger und Relationen:
ZQG =
Z
〈
E˜I , X˜
s,γ
IJ | I, J ⊆ S, s ∈ I \ J, γ ∈ G ∩ −G ∩ (−L(s),+L(s))
〉
(
E˜IE˜J = δIJ E˜I , 1 =
∑
I E˜I , E˜IX˜
s,γ
JKE˜L = δIJX˜
s,γ
JKδKL,X
s,γ
IJ = X
s,−γ
IJ
)
Daher ist E˜I 7→ EI , X˜s,γIJ 7→ Xs,γIJ ein wohldefinierter Homomorphismus ZQ → Ξ. Man
überzeugt sich leicht davon, dass umgekehrt die Elemente
e˜s :=
∑
I⊆S
s∈I
E˜I und x˜s,γ :=
∑
I,J⊆S
s∈I\J
X˜s,γIJ
die definierenden Relationen von ΞG erfüllen und daher den inversen Morphismus indu-
zieren. ΞG und ZQG sind also isomorph.
4.2.18 Satz (W -Graphen und Ω-Moduln, siehe [Gyo84, 2.7]):
Es gibt die folgenden Entsprechungen zwischen W -Graphen und Moduln von W -Graph-
Algebren:
a.) Von W -Graphen zu Ω-Moduln:
Es sei k eine kommutative Z[Γ]-Algebra und (C, I,m) ein W -Graph mit Kantenge-
wichten in k und W -Graph-Modul V = k(C). Definiere
ω(es)y :=
{
y s ∈ I(y)
0 s /∈ I(y) und ω(xs)y :=
∑
x∈C
s∈I(x)\I(y)
msxy · x
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für alle s ∈ S und alle y ∈ C.
Mit diesen Bezeichnungen gilt:
i.) ω ist eine Matrixdarstellung Ω→ Endk(V ) und
H
ι−→ Ω ω−→ Endk(V )
ist genau die von (C, I,m) induzierte Matrixdarstellung von H.
ii.) Ist A ⊆ k ein Teilring und (C, I,m) ein W -Graph mit konstanten Kantenge-
wichten in A ⊆ k, so induziert ω eine Matrixdarstellung AΩGy → EndA(A(C)).
iii.) Ist A ⊆ k ein Teilring mit A[Γ] = k, (C, I,m) ein Geck-W -Graph und |C| <∞,
dann faktorisiert ω als kΩ→ kΩGJ ̟−→ Endk(V ): Schreibe msxy =
∑
γ m
s,γ
xy ·vγ
mit ms,γxy ∈ A und setze
̟(es)y :=
{
y s ∈ I(y)
0 s /∈ I(y) und ̟(xs,γ)y :=
∑
x∈C
s∈I(x)\I(y)
ms,γxy · x.
In dieser Situation ist V mit der diskreten Topologie ein stetiger kΩGJ-Modul
und AΩGJ
̟−→ EndA(A(C)) macht A(C) ebenfalls zu einem stetigen, diskreten
AΩGJ-Modul.
b.) Von Ω-Moduln zu W -Graphen:
Sei umgekehrt k ein beliebiger kommutativer Ring und V ein kΞ-Modul mit Dar-
stellung ω : kΞ→ Endk(V ).
Dann erhalten wir aus der orthogonalen Zerlegung 1 =
∑
I EI eine Zerlegung
V =
⊕
I⊆S
EIV.
Wir nehmen an, dass EIV als k-Modul frei ist, wählen eine k-Basis CI ⊆ VI und
setzen C :=
⋃
I⊆S CI sowie I(x) := I für x ∈ CI .
Mit diesen Bezeichnungen gilt:
i.) Ist k speziell eine kommutative Z[Γ]-Algebra und V ein kΩ-Modul, dann ist
(C, I,m) ein W -Graph mit Kantengewichten in k, wenn wir die Kantenge-
wichte durch die Darstellungsmatrizen (msxy)x,y∈C von ω(xs) bzgl. der Basis
C definieren. Der zugehörige W -Graph-Modul ist (V,C).
ii.) Ist V ein kΩGy-Modul, dann ist (C, I,m) einW -Graph mit konstanten Kanten-
gewichten in k ⊆ k[Γ], wenn wir die Kantengewichte durch die Darstellungs-
matrizen (msxy)x,y∈C von ω(xs) bzgl. der Basis C definieren. Der zugehörige
W -Graph-Modul ist (k[Γ]⊗k V, 1⊗ C).
iii.) Ist V ein stetiger, diskreter kΩGJ-Modul und als k-Modul endlich erzeugt,
dann ist (C, I,m) ein Geck-W -Graph mit Kantengewichten in k[Γ], wenn wir
zunächst (ms,γxy )x,y∈C als Darstellungsmatrizen von ω(xs,γ) bzgl. der Basis C
und die Kantengewichte dann als msxy :=
∑
γ∈Γm
s,γ
xy · vγ definieren. Der zuge-
hörige W -Graph-Modul ist (k[Γ]⊗k V, 1⊗ C).
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Beweis. a.i. Dass die ω(es) und ω(xs) die Relationen von Ω erfüllen, ist aus der Definition
von W -Graphen klar.
Für a.ii. müssen wir zeigen, dass ω(es) und ω(xs) unter den angegebenen Bedingungen
die Relationen von AΩGy ebenfalls erfüllen. Das folgt aus der universellen Eigenschaft
von AΩGy = AΩGJ{ 0 } (siehe Lemma 4.2.3), da ω(xs) nach Voraussetzung in A
C×C ist.
Für a.iii. sei also k = A[Γ] undmsx,y =
∑
γ∈Γm
s,γ
x,yvγ mitm
s,γ
xy ∈ A wie in der Behauptung.
Ist nun C endlich, dann gibt es nur endlich viele nichtverschwindende ms,γx,y, d. h. wir
können eine endliche Menge G ⊆ Γ mit γ /∈ G =⇒ ms,γx,y = 0 finden.
Weil die ̟(ιG(Ts)) = ω(ιG(Ts)) die Zopf-Relationen erfüllen, folgt aus der universellen
Eigenschaft 4.2.3, dass ̟ ein wohldefinierter Morphismus AΩGJG → EndA(A(C)) ist.
Daher faktorisiert ω als kΩ → kΩGJ → kΩGJG ̟−→ Endk(k(C)) wie behauptet. Gleicher-
maßen faktorisiert die Multiplikation kΩGJ × V → V als kΩGJ × V → kΩGJG × V → V
und ist daher stetig. Somit ist V ein stetiger, diskreter kΩGJ-Modul. Analog ist A(C) ein
diskreter AΩGJ-Modul.
b. Hier muss geprüft werden, dass die Konstruktionen wirklich W -Graphen liefern. Die
Eigenschaft msxy 6= 0 =⇒ s ∈ I(x) \ I(y) folgt dabei aus XsIJ 6= 0 =⇒ s ∈ I \ J . Die
Konstruktion der Kantengewichte sichert außerdem zu, dass die durch (C, I,m) definier-
ten Matrizen gleich ω(ι(Ts)) sind und sie daher die Zopfrelationen erfüllen.
In b.ii. ist offenkundig, dass ein W -Graph mit konstanten Kantengewichten konstruiert
wurde.
Für b.iii. halten wir zum einen fest, dass V als diskreter kΩGJ-Modul wegen Lemma
4.2.11 sogar ein kΩGJG -Modul ist für ein hinreichend großes, aber endliches G ⊆ Γ. Die
Relationen von ΩGJG sichern dann zu, dass ω(xs,γ) = 0 für γ /∈ G ∩ (−L(s),+L(s))
gilt. Zum einen ist daher die Summe
∑
γ∈Γm
s,γ
xy · vγ wohldefiniert. Zum anderen folgt
daraus, dass die Kantengewichte die Gradschranke erfüllen, die in der Definition von
Geck-W -Graphen gefordert wird. Die Relation xs,γ = xs,−γ sichert weiterhin, dass auch
die Symmetriebedingung erfüllt ist.
4.2.19 Korollar:
Sei (W,S,L) eine Coxeter-Gruppe-mit-Gewicht und k eine kommutative Z[Γ]-Algebra.
a.) ι : kH → kΩ ist injektiv.
b.) Die Idempotente EI sind, aufgefasst als Elemente von kΩ, von Null verschieden.
c.) a. und b. gelten auch, wenn |W | < ∞ ist und kΩ durch kΩGJ oder kΩGJG für
hinreichend großes G ⊆ Γ ersetzt wird.
d.) a. und b. gelten auch im Einparameterfall, wenn kΩ durch kΩGy ersetzt wird.
Beweis. Wir betrachten den Kazhdan-Lusztig-W -Graphen (kH, (Cw)). Da es sich um
einen W -Graphen handelt, können wir kH → Endk(kH) dank des eben bewiesenen
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Satzes durch Ω faktorisieren. Wenn W endlich ist, können wir sogar durch kΩGJ faktori-
sieren, da es sich um einen Geck-W -Graphen handelt, und, wenn wir im Einparameterfall
sind, durch kΩGy. Da kH → Endk(kH) injektiv ist, erhalten wir dann, dass ι in allen
drei Fällen injektiv sein muss.
Für b. genügt die Feststellung, dass die I-Invarianten des W -Graphen durch die Links-
abstiegsmengen I(w) := DL(w) gegeben sind. Daher kommt in der Tat jede Teilmenge
I ⊆ S auch in diesem W -Graphen vor und somit kann nicht EI = 0 sein.
Vereinbarung:
Insbesondere werden wir kH von nun an als Unteralgebra von kΩ bzw. kΩGJ auffassen,
ohne ι explizit zu erwähnen, wann immer das nützlich erscheint.
4.2.2. Verschiedene Morphismen
4.2.20 Lemma und Definition (Funktorialität von W -Graph-Algebren):
Es seien (W1, S1, L1) und (W2, S2, L2) zwei Coxeter-Gruppen-mit-Gewicht mit gemein-
samer Gewichtsgruppe Γ. Weiter sei k ein kommutativer Ring.
φ : W1 → W2 sei ein Gruppenhomomorphismus, der sowohl φ(S1) ⊆ S2 ∪ { 1 } als auch
L2(φ(s1)) = L1(s1) für alle s1 ∈ S1 erfüllt.
Wir verwenden die Kurzschreibweisen Ωi für Ω(Wi, Si, Li), Hi für H(Wi, Si, Li) usw. und
bezeichnen mit f die von φ induzierte Abbildung S1 ∪ { 1 } → S2 ∪ { 1 }.
Mit diesen Bezeichnungen gilt:
a.) Wenn k eine Z[Γ]-Algebra ist, existiert ein k-Algebramorphismus kΩ1 → kΩ2, und
wenn k ein beliebiger Ring ist, existiert ein Morphismus kΩGJ1,G → kΩGJ2,G für alle
endlichen G ⊆ Γ sowie ein stetiger Morphismus kΩGJ1 → kΩGJ2 mit
es 7→ ef(s) und xs 7→ xf(s) bzw. xs,γ 7→ xf(s),γ
für alle s ∈ S1 und γ ∈ Γ, wobei wir die Konvention e1 = x1 = x1,γ = 0 verwenden
wollen.
Der Einfachheit halber seien diese Morphismen ebenfalls mit φ bezeichnet. Es gilt:
i.) φ(EI) =

∑
K⊆S2
f−1(K)=I
EK falls f−1(f(I)) = I
0 sonst
und
φ(XsIJ ) =

∑
K,L⊆S2
f−1(K)=I
f−1(L)=J
X
f(s)
KL falls f
−1(f(I)) = I, f−1(f(J)) = J
0 sonst
bzw.
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φ(Xs,γIJ ) =

∑
K,L⊆S2
f−1(K)=I
f−1(L)=J
X
f(s),γ
KL falls f
−1(f(I)) = I, f−1(f(J)) = J
0 sonst
.
ii.) Falls k eine Z[Γ]-Algebra ist, dann gilt weiter φ(ι1(Tw)) = vg(w)ι2(Tφ(w)) für
alle w ∈ W1, wobei die Gewichtsfunktion g : W1 → Γ durch g(s) := L(s) für
f(s) = 1 und g(s) := 0 sonst definiert sei.
b.) Ist k eine Z[Γ]-Algebra und (C, I,m) ein W2-Graph mit Gewichten in k, so ist
(C, f∗I, f∗m) ein W1-Graph mit Gewichten in k, wobei
(f∗I)(x) := f−1(I(x)) und (f∗m)s1xy :=
{
m
f(s1)
xy falls f(s1) 6= 1
0 falls f(s1) = 1
für alle x, y ∈ C und s1 ∈ S1 sei. Die W1-Graph-Darstellungen, die auf diese Weise
entstehen, sind genau diejenigen, die durch kΩ1
φ−→ kΩ2 faktorisieren.
Beweis. φ ist auf jeden Fall als Morphismus kΞ1 → kΞ2 → kΩ2 wohldefiniert. Zunächst
halten wir fest, dass für Z[Γ]-Algebren k stets
φ(ι1(Ts)) = φ(−v−1s es + vs(1− es) + xs)
= −v−L(s)ef(s) + vL(s)(1− ef(s)) + xf(s)
= −v−L(f(s))ef(s) + vL(f(s))(1− ef(s)) + xf(s)
=
{
ι2(Tf(s)) falls f(s) ∈ S2
vs falls f(s) = 1
(∗)
für alle s ∈ S1 gilt.
Seien nun s, t ∈ S1 beliebig, aber fest. Wir nehmen zunächst f(s), f(t) ∈ S2 an. Da
W1
φ−→ W2 ein Gruppenhomomorphismus ist, folgt, dass m2 := ord(f(s)f(t)) ein Teiler
von m1 := ord(st) ist. Die Gültigkeit der Zopfrelation ∆m2(x, y) = 0 impliziert daher die
Gültigkeit von ∆m1(x, y) = 0. Daraus folgt
φ(∆m1(ι1(Ts), ι1(Tt))) = ∆m1(φ(ι1(Ts)), φ(ι1(Tt)))
(∗)
= ∆m1(ι2(Tf(s)), ι2(Tf(t)))
und das ist Null in kΩ2.
Wenn f(s) = 1, aber f(t) 6= 1 gilt, ist φ(ι1(Ts)) = vs zentral in kΩ2 und es gilt
m1 = ord(st) ∈ 2N ∪ {∞ }. Daraus ergibt sich ebenfalls 0 = φ(∆m1(ι1(Ts), ι2(Tt))) für
diese s, t. Dies gilt analog, wenn f(s) 6= 1 und f(t) = 1 ist. Im letzten Fall f(s) = f(t) = 1
ist entweder m1 gerade und
∆m1(φ(ι1(Ts)), φ(ι1(Tt))) = ∆m1(vs, vt) = v
m1/2
s v
m1/2
t − vm1/2t vm1/2s = 0
oder m1 ist ungerade und somit vs = vt, weshalb auch in diesem Fall ∆m1(vs, vt) = 0
folgt.
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Daraus folgt zum einen, dass φ als Homomorphismus kΩ1 → kΩ2 wohldefiniert ist. Wenn
wir nun speziell die Z[Γ]-Algebra k[Γ] betrachten für einen beliebigen kommutativen Ring
k, dann folgt aus dieser Überlegung auch, dass φ : k[Γ]Ξ1 → k[Γ]Ξ2 → k[Γ]ΩGJ2,G die
Zopfrelationen respektiert. Damit ergibt sich aus der universellen Eigenschaft 4.2.3, dass
φ ein wohldefinierter Morphismus kΩGJ1,G → kΩGJ2,G ist, der offenbar mit den Projektionen
verträglich ist und daher einen wohldefinierten, stetigen Morphismus kΩGJ1 → kΩGJ2
induziert.
Die weiteren Aussagen in a. sind leicht nachzuprüfen. Es gilt etwa:
φ(EI) = φ
(∏
s∈I
es
∏
s∈S1\I
(1− es)
)
=
∏
s∈I
ef(s)
∏
s∈S1\I
(1− ef(s))
=
∏
t∈f(I)
et
∏
t∈f(S1\I)
(1− et) da et und 1− et Idempotente sind
Falls nun f−1(f(I)) ) I ist, also ein t ∈ f(I)∩ f(S1 \ I) existiert oder 1 ∈ f(I) ist, dann
ist φ(EI) = 0. Ansonsten formen wir weiter um:
=
∏
t∈f(I)
et
∏
t∈f(S1)\f(I)
(1− et)
∏
t∈S2\f(S1)
(et + (1− et))
=
∑
K ′⊆S2\f(S1)
∏
t∈f(I)
et
∏
t∈f(S1)\f(I)
(1− et)
∏
t∈K ′
et
∏
t∈S2\(K ′∪f(S1))
(1− et)
=
∑
K⊆S2
f−1(K)=I
∏
t∈K
et
∏
t∈S2\K
(1− et)
=
∑
K⊆S2
f−1(K)=I
EK
Daraus folgt auch die Darstellung von φ(XsIJ ).
Dass über Z[Γ]-Algebren k nun φ(Ts) = vg(s)Tf(s) gilt, ist gerade die Aussage (∗). Per
Induktion nach der Länge folgt φ(Tw) = vg(w)Tφ(w) für alle w ∈W1, wie behauptet.
Für b. müssen wir nur nachprüfen, dass die Matrizen ω1(Ts), die zum neuen Gra-
phen (C, f∗I, f∗m) gehören, die Zopfrelationen erfüllen, oder äquivalent, dass ω1(es) und
ω1(xs) die Relationen von Ω erfüllen. Es gilt aber s ∈ (f∗I)(x) ⇐⇒ f(s) ∈ I(x), d. h.
ω1(es) = ω2(ef(s)) = ω2(φ(es)). Ebenso gilt
s ∈ (f∗I)(x) \ (f∗I)(y) = f−1(I(x) \ I(y)) ⇐⇒ f(s) ∈ I(x) \ I(y),
woraus ω1(xs) = ω2(xf(s)) = ω2(φ(xs)) folgt.
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Es ist aber ω2 ◦ φ ein Algebrahomomorphismus, also erfüllen ω1(es) und ω1(xs) die
Relationen von Ω1, d. h. der Graph ist wirklich ein W1-Graph und die Darstellung
kΩ1 → Endk(k(C)) faktorisiert durch φ. Umgekehrt wird durch ω2 ◦ φ eine W1-Graph-
Darstellung mit W1-Graphen (C, f∗I, f∗m) definiert.
4.2.21 Beispiel (Graphautomorphismen):
Wenn α : S → S ein Graphautomorphismus des Dynkin-Diagramms ist, d. h. für alle
s, t ∈ S gilt ord(α(s)α(t)) = ord(st), und wenn zusätzlich L(α(s)) = L(s) erfüllt ist,
setzt sich α zu einem Automorphismus auf den W -Graph-Algebren fort, der
es 7→ eα(s)
xs,γ 7→ xα(s),γ
EI 7→ Eα(I)
Xs,γIJ 7→ Xα(s),γα(I)α(J)
Ts 7→ Tα(s)
abbildet.
4.2.22 Beispiel (Parabolische W -Graph-Algebren):
Ist I ⊆ S, dann setzt sich die Inklusionsabbildung I →֒ S zum . . . . . . . . . . . . . . .parabolischen . . . . . . . . . . . . .Morphismus
jI : Ω(WI , I, L|I) → Ω(W,S,L) (und analog für die anderen W -Graph-Algebren) fort.
Dabei wird wie folgt abgebildet:
es 7→ es
xs,γ 7→ xs,γ
EK 7→
∑
K ′⊆S
K ′∩I=K
EK ′
Xs,γKL 7→
∑
K ′,L′⊆S
K ′∩I=K,L′∩I=L
Xs,γK ′L′
Ts 7→ Ts
Zurückziehen von Ω-Moduln entlang von jI entspricht genau der in Lemma 4.1.15 defi-
nierten parabolischen Restriktion von W -Graphen.
4.2.23 Vermutung:
Es liegt auf der Hand, zu vermuten, dass diese parabolischen Morphismen in der Tat
Einbettungen sind. Auf der Ebene der Hecke-Algebren ist dies ja immer der Fall. In
Spezialfällen kann man das tatsächlich mit Hilfe des obigen Satzes auch für dieW -Graph-
Algebren beweisen, wie folgendes Beispiel zeigt.
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4.2.24 Beispiel (Inflation von W -Graphen):
Ist I ⊆ S derart, dass alle Kanten zwischen I und S\I im Dynkin-Diagramm gerades oder
unendliches Kantengewicht haben (mit anderen Worten ist kein Element von I zu einem
Element von S \I konjugiert), dann induziert die Identität auf S einen Homomorphismus
W → WI ×WS\I . Indem wir mit der Projektion auf WI verketten, erhalten wir somit
eine Faktorisierung von WI
id−→ WI als
WI →֒ W → WI ×WS\I ։ WI ,
die sich auf Ebene derW -Graph-Algebren dank des obigen Satzes zu einer Faktorisierung
der Identität Ω(WI)
id−→ Ω(WI) als
Ω(WI)→ Ω(W )→ Ω(WI ×WS\I)→ Ω(WI)
fortsetzt. Insbesondere ist unter den gegebenen Voraussetzungen der parabolische Mor-
phismus Ω(WI)→ Ω(W ) injektiv.
Das Zurückziehen entlang von πI : W ։ WI entspricht auf Ebene der Gruppen der
Inflation von Darstellungen entlang von πI . Auf Ebene der W -Graph-Algebren sagt uns
Teil b. des obigen Satzes, dass πI uns erlaubt, WI -Graphen als W -Graphen aufzufassen.
Indexmengen oder Kantengewichte werden dabei nicht verändert.
Beispielsweise ist so jeder An-Graph automatisch auch ein Bn+1-Graph.
4.2.25 Lemma und Definition (Ein Antiautomorphismus von W -Graph-Algebren):
Sei (W,S,L) eine Coxeter-Gruppe-mit-Gewicht und k ein kommutativer Ring.
Wenn k eine kommutative Z[Γ]-Algebra ist, existiert ein Antiautomorphismus von kΩ(W,S,L),
und wenn k ein beliebiger kommutativer Ring ist, existiert ein Antiautomorphismus von
kΩGJG (W,S,L) für alle endlichen G ⊆ Γ sowie ein stetiger Antiautomorphismus von
kΩGJ(W,S,L) mit
es 7→ 1− es und xs 7→ −xs bzw. xs,γ 7→ −xs,γ
für alle s ∈ S und γ ∈ Γ. Wir bezeichnen diese Antiautomorphismen jeweils mit δ. Für
diese gilt
a.) δ(EI ) = EIc und δ(XsIJ ) = X
s
JcIc bzw. δ(X
s,γ
IJ ) = −Xs,γJcIc , wobei c : 2S → 2S die
Komplementoperation bezeichne.
sowie, falls k eine Z[Γ]-Algebra ist, außerdem
b.) δ(ι(Tw)) = (−1)l(w)ι(Tw)−1 für alle w ∈W .
c.) Ist (C, I,m) ein W -Graph mit Gewichten in k, |C| <∞, W -Graph-Modul V = kC
und W -Graph-Darstellung ω : Ω → kC×C, so ist ω† = ω(δ(·))Tr ebenfalls eine
W -Graph-Darstellung, siehe 4.1.15.
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Beweis. Dass δ als Abbildung kΞ → kΞ bzw. kΞG → kΞG wohldefiniert ist, ist leicht
einzusehen. Dass sie auf der Heckealgebra die angegebene Form hat, kann man wie folgt
nachrechnen:
δ(ι(Ts)) = δ(−v−1s es + vs(1− es) + xs)
= −v−1s (1− es) + vses − xs
= +v−1s es − vs(1− es)− xs + (vs − v−1s )
= −ι(Ts) + (vs − v−1s )
= −ι(Ts)−1
Es gilt nun ganz allgemein ∆m(x, y) = 0 ⇐⇒ ∆m(−x−1,−y−1) = 0 für invertierbare
Elemente x, y eines Ringes. Da die Zopfrelationen von Antihomomorphismen erhalten
werden, ist δ ein wohldefinierter Antihomomorphismus kΩ→ kΩ.
Dass δ auch auf kΩGJG wohldefiniert ist, wenn k ein beliebiger Ring ist, folgt wie zuvor
aus der universellen Eigenschaft 4.2.3, indem wir die vorherige Überlegung auf k[Γ] statt
k anwenden. Da δ offenbar mit den Projektionen kΩGJG1 → kΩGJG2 verträglich ist, ist auch
δ : kΩGJ → kΩGJ wohldefiniert.
Alle anderen Aussagen folgen nun unmittelbar durch Einsetzen in die Definitionen.
4.2.26 Lemma und Definition:
Sei (W,S,L) eine Coxeter-Gruppe-mit-Gewicht und (W,S) reduzibel, etwa S = S1
∐
S2
und W = W1 ×W2. Definiere dann Li := L|Si und schreibe zur Abkürzung entsprechend
Hi := H(Wi, Si, Li), Ωi := Ω(Wi, Si, Li) usw.
Sei nun k ein kommutativer Ring. Wenn k eine Z[Γ]-Algebra ist, gibt es einen Morphismus
kΩ→ kΩ1⊗k kΩ2, und wenn k ein beliebiger Ring ist, gibt es einen Morphimus kΩGJG →
kΩGJ1,G ⊗k kΩGJ2,G für alle endlichen G ⊆ Γ mit
es 7→
{
es ⊗ 1 falls s ∈ S1
1⊗ es falls s ∈ S2
und
xs 7→
{
xs ⊗ 1 falls s ∈ S1
1⊗ xs falls s ∈ S2
bzw.
xs,γ 7→
{
xs,γ ⊗ 1 falls s ∈ S1
1⊗ xs,γ falls s ∈ S2
.
Diese Morphismen seien jeweils mit τ bezeichnet. Dann gilt:
a.) τ(EI) = EI1 ⊗ EI2 , wobei Ii := I ∩ Si sei,
b.) τ(XsIJ ) =
{
XsI1J1 ⊗EI2EJ2 falls s ∈ S1
EI1EJ1 ⊗XsI2J2 falls s ∈ S2
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bzw.
τ(Xs,γIJ ) =
{
Xs,γI1J1 ⊗ EI2EJ2 falls s ∈ S1
EI1EJ1 ⊗Xs,γI2J2 falls s ∈ S2
.
sowie, falls k eine Z[Γ]-Algebra ist, weiterhin auch
c.) τ(ι(Ts)) =
{
ι1(Ts)⊗ 1 falls s ∈ S1
1⊗ ι2(Ts) falls s ∈ S2
,
d. h. τ schränkt sich zum kanonischen Isomorphismus kH → kH1 ⊗k kH2 ein.
Beweis. Es ist erneut klar, dass τ : kΞ → kΞ1 ⊗k kΞ2 bzw. τ : kΞG → kΞ1,G ⊗k kΞ2,G
wohldefiniert ist. Es ist ebenfalls aus der Definition klar, dass
τ(ι(Ts)) =
{
ι1(Ts)⊗ 1 falls s ∈ S1
1⊗ ι2(Ts) falls s ∈ S2
gilt.
Wenn nun s, t ∈ S1 oder s, t ∈ S2 sind, dann sind die Zopfrelationen für τ(ι(Ts)) und
τ(ι(Tt)) eine Konsequenz der Zopfrelationen für ι(Ts) und ι(Tt). Wenn s ∈ S1 und t ∈ S2
oder umgekehrt ist, dann ist mst = 2 und ∆2(τ(ι(Ts)), τ(ι(Tt))) = ∆2(Ts⊗1, 1⊗Tt) = 0.
Also induziert τ einen Morphismus kΩ→ kΩ1 ⊗k kΩ2, wie behauptet.
Erneut folgt aus dieser Überlegung angewandt auf k[Γ] für einen beliebigen kommutativen
Ring k und der universellen Eigenschaft, dass τ als Abbildung kΩGJG → kΩGJ1,G ⊗k kΩGJ2,G
wohldefiniert ist.
Alle anderen Aussagen folgen wieder durch Einsetzen in die Definitionen.
4.2.27: Es folgt aus diesen Aussagen zwar, dass τ einen Homomorphismus
kΩGJ → lim
←−
G⊆Γ endl.
(kΩ1,G ⊗k kΩ2,G)
induziert. Da Tensorprodukte jedoch i. A. nicht mit Limites vertauschen, folgt hieraus
noch nicht, dass τ auch einen Homomorphismus kΩGJ → kΩGJ1 ⊗ kΩGJ2 induziert.
Wenn man nur an endlichdimensionalen, stetigen Darstellungen interessiert ist, dann
haben wir jedoch bereits festgestellt (Lemma 4.2.11), dass jede solche Darstellung durch
eine der Projektionen kΩGJ → kΩGJG faktorisiert. Daher ist der Homomorphismus τ
trotzdem nützlich.
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4.3. Lusztigs Homomorphismus und W -Graph-Algebren
Vereinbarung:
Wir fixieren für diesen Abschnitt einen L-guten Ring (siehe Definition 2.3.2) ZW ⊆ R ⊆ C
und setzen F := Quot(R) sowie K := F (Γ).
4.3.1: Folgender Satz ist wesentlich für die Verbindung von W -Graph-Algebren und der
Hecke-Algebra. Der Beweis kombiniert die Ideen von [GJ11, 2.7.11] und [Gyo84, 2.9].
4.3.2 Satz (Faktorisierung von Lusztigs Homomorphismus durch ΩGJ):
Es gelte (♠). Wir führen die Bezeichnung msxy für die Kantengewichte des Kazhdan-
Lusztig-W -Graphen ein, d. h. wir setzen
msxy :=

1 falls y < sy = x
(−1)l(x)+l(y)+1µsxy falls sx < x < y < sy
0 sonst
.
Weiterhin seien mit ms,γxy die Koeffizienten von msxy ∈ Z[Γ] bezeichnet. Mit diesen Be-
zeichnungen gilt:
a.) Lusztigs Homomorphismus R[Γ]H
φ−→ R[Γ]J faktorisiert durch R[Γ]H ι−֒→ R[Γ]ΩGJ.
Genauer wird durch
q(es) =
∑
d∈D
sd<d
ndtd
q(xs,γ) =
∑
z∈W,d∈D
z∼LRd
sz<z,d<sd
ndm
s,γ
zd · tz
ein Morphismus q : RΩGJG → RJ definiert für ein hinreichend großes, endliches
G ⊆ Γ, welcher φ = q ◦ ι erfüllt.
b.) Sind nd und γx,y,z ∈ Z (was z.B. unter Annahme von (♣) der Fall ist), so ist q
bereits über Z definiert.
R[Γ]ΩGJ
R[Γ]H R[Γ]J
ι q
φ
Abbildung 4.3.1.: Faktorisierung von Lusztigs Homomorphismus φ
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Beweis. Sei E der freie R[Γ]-Modul mit Basis (bw)w∈W . Wenn wir [Z] für den zur zweisei-
tigen Zelle Z ⊆W gehörigen Zellmodul schreiben, dann können wir mit der Identifikation
bw ↔ Cw die H-Linksmodulstruktur auf⊕
Z⊆W LR-Zelle
[Z]
auf E zurückziehen. Explizit gilt also
Cx · bw =
∑
z∈W
z∼LRw
hx,w,zbz
für alle x,w ∈W . Da dies als Modul-mit-Basis eine direkte Summe von Kazhdan-Lusztig-
Linkszellmoduln ist, handelt es sich dabei um einen endlichen Geck-W -Graph-Modul mit
Gewichten in Z[Γ] ⊆ R[Γ], d. h. wir können diese Operation auf R[Γ]ΩGJG fortsetzen für
ein hinreichend großes, aber endliches G ⊆ Γ. Explizit heißt das, dass für alle LR-Zellen
Z ⊆W und alle w ∈ Z gilt:
es · bw =
{
bw falls s ∈ DL(w)
0 sonst
xs,γ · bw =
∑
z∈Z
ms,γzw · bz
Andererseits können wir E via bw ↔ tw mit R[Γ]J identifizieren und erhalten so eine
R[Γ]J-Rechtsmodulstruktur auf E. Explizit ist sie durch:
bw · ty =
∑
z∈W
γw,y,z−1bz
für alle w, y ∈W gegeben. Da J die direkte Summe der Rechtszellen ist, läuft die Summe
hier in Wirklichkeit nur über die Rechtszelle von w. (Aufgrund von (♠) müssen wir nicht
zwischen H- und J-Zellen unterscheiden, siehe [GJ11, 2.5.9].)
Wir zeigen jetzt, dass diese beiden Modulstrukturen kommutieren, E also ein ΩGJG -J-Bi-
modul ist. Es gilt zunächst für die Idempotente:
es · (bw · ty) = es
∑
z∼Rw
γw,y,z−1bz
=
∑
z∼Rw
γw,y,z−1es · bz
Nun ist jedoch DL(z) = DL(w), da z ∼R w (siehe [GJ11, 2.1.16.] und [Lus03, 8.6]), d. h.
ob es · bz = bz oder es · bz = 0 ist, hängt gar nicht von z ab, sondern nur von w:
. . . =
{∑
z∼Rw
γw,y,z−1bz falls s ∈ DL(w)
0 falls s /∈ DL(w)
=
{
bw · ty falls s ∈ DL(w)
0 falls s /∈ DL(w)
= (es · bw) · ty
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Nun gilt die Bedingung (♠). Dies ist exakt die Behauptung, dass die H-Linksmodul-
und die J-Rechtsmodulstruktur auf E kommutieren (siehe [GJ11, 2.5.4.]), d. h. (♠) ist
äquivalent dazu, dass für alle h ∈ H,w, y ∈W
(h · bw) · ty = h · (bw · ty)
gilt. Da nun die Idempotente es und die Ts ∈ H zusammen bereits ganz Ω erzeugen,
folgt, dass E schon ein R[Γ]Ω-R[Γ]J-Bimodul ist. Es gilt also auch
(xs · bw) · ty = xs · (bw · ty)
für alle s ∈ S und alle w, y ∈ W . Wir wollen aber mehr als das. Wir wollen, dass nicht
nur die Ω-Operation mit der J-Operation kommutiert, sondern auch die ΩGJG -Operation.
Dazu schreiben wir xs =
∑
α∈G xs,αv
α.
Wenn wir nun ausnutzen, dass E sich als R-Modul als
⊕
α∈Γ(
∑
z Rbz)v
α zerlegt, dann
vergleichen wir (xs,α · bw) · ty und xs,α · (bw · ty) wie folgt:
(xs · bw) · ty =
(∑
α∈G
xs,αv
α · bw
)
· ty
=
∑
α∈G
(
(xs,α · bw) · ty
)
vα
xs · (bw · ty) =
(∑
α∈G
xs,αv
α
)
· (bw · ty)
=
∑
α∈G
(
xs,α · (bw · ty)
)
vα
Weil nun sowohl (xs,α · bw) · ty als auch xs,α · (bw · ty) in E0 :=
∑
z Rbz liegen nach
Konstruktion der ΩGJG -Operation, können wir einen Koeffizientenvergleich durchführen
und so auf die gewünschte Gleichheit (xs,α · bw) · ty = xs,α · (bw · ty) schließen. Da die xs,α
zusammen mit den es ganz ΩGJG erzeugen, ist E ein R[Γ]Ω
GJ
G -R[Γ]J-Bimodul. In der Tat
ist schon E0 ein RΩGJG -RJ-Bimodul.
Aufgrund dieser Bimodulstruktur auf E0 gibt es nun einen natürlichen Algebrahomo-
morphismus RΩGJG → EndMod−RJ(E0), nämlich a 7→ (bw 7→ a · bw). Weiter ist E0 als
RJ-Rechtsmodul via bw ↔ tw kanonisch isomorph zum regulären RJ-Rechtsmodul und
EndMod−RJ(RJ) kanonisch isomorph zu RJ selbst mittels f 7→ f(1J) = f(
∑
d∈D ndtd).
Indem wir diese Homomorphismen komponieren, erhalten wir den gewünschten Homo-
morphismus q : RΩGJG → RJ . Wir zeigen nun, dass q ◦ ι = φ ist. Dazu setzen wir die
Kazhdan-Lusztig-Basis ein und rechnen:
ι(Cx) ·
∑
d∈D
ndbd =
∑
d∈D
ndCx · bd
=
∑
d∈D
∑
z∈W,z∼LRd
ndhx,d,zbz
=⇒ q(ι(Cx)) =
∑
d∈D,z∈W,z∼LRd
ndhx,d,ztz
= φ(Cx)
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4.3.3: In [Gyo84] wird die analoge Aussage aus der W ×W op-Graph-Struktur auf den
zweiseitigen Kazhdan-Lusztig-Zellen, d. h. aus P15 gefolgert.
4.3.4: Der folgende Beweis ist von [Gyo84] und [GJ11, 2.7.12] inspiriert und kombiniert
das Beste aus beiden Welten. Wir erhalten so einen Beweis, der auf die Annahme (♦)
verzichtet, die in [GJ11] noch auftaucht.
4.3.5 Korollar (Existenz von Geck-W -Graphen):
Es gelten (♠) und (♣). Sei weiter R ⊆ F ein Hauptidealring mit F = Quot(R).
Ist R ein L-guter Ring, so kann jeder Isomorphietyp von einfachen KH-Moduln durch
einen Geck-W -Graph mit Kantengewichten in R[Γ] realisiert werden, dessen Matrixdar-
stellung balanciert ist.
Beweis. Sei λ ∈ Irr(W ) beliebig, aber fest, und f : FJ → F dλ×dλ eine Matrixdarstellung,
die den FJ-Isomorphietyp λ hat. Weil R ein Hauptidealring ist, können wir die Darstel-
lung sogar über R realisieren, d. h. f(tw) ∈ Rdλ×dλ für alle w ∈ W . Dann ist ρ := f ◦ φ
eine Matrixdarstellung R[Γ]H → R[Γ]dλ×dλ , die den KH-Isomorphietyp λ hat. Weil (♠)
gilt, faktorisiert φ und somit auch ρ durch KΩGJ. Also ist ρ sogar eine Geck-W -Graph-
Darstellung.
Lemma 2.3.12 zeigt, dass ρ sogar balanciert und f = ρ ist. Das zeigt uns die Faktorisie-
rung ρ = ρ ◦ φ.
4.3.6: Für den Typ I2(m) mit m ≥ 7 ist ZW i. A. kein Hauptidealring mehr. Trotz-
dem können alle einfachen Darstellungen als Geck-W -Graphen mit Kantengewichten in
ZW [Γ] realisiert werden. Das folgt aus den expliziten Konstruktionen in 4.1.12, 4.1.11 und
4.1.15, da jede Darstellung von W entweder eindimensional oder algebraisch konjugiert
zur Spiegelungsdarstellung ist.
4.3.7 Satz:
Es gelte (♠). Dann sind folgende Aussagen äquivalent:
a.) Sind X,Y zwei halbeinfache KΩ-Moduln, dann ist jede KH-lineare Abbildung
X → Y bereits KΩ-linear.
b.) Je zwei halbeinfache KΩ-Moduln, deren Einschränkungen aufKH alsKH-Moduln
isomorph sind, sind auch als KΩ-Moduln isomorph.
c.) |Irr(KΩ)| = |Irr(KH)|.
d.) radKΩ = ker(KΩ
q−→ KJ).
e.) KΩ/ radKΩ ∼= KJ .
f.) dimK KΩ/ radKΩ = |W |.
Diese Äquivalenz gilt mutatis mutandis auch für KΩGJ.
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Beweis. a. =⇒ b. ist trivial.
b. =⇒ c. Sei Z ∈ Ω −Mod einfach und ResΩH Z =
⊕
α∈AMα eine Zerlegung in ein-
fache H-Moduln. Da es zu jedem einfachen H-Modul einen W -Graphen gibt, können
wir o. B. d.A. annehmen, dass die Mα Einschränkungen von Zα ∈ Ω −Mod sind. Aus
der Voraussetzung und der Einfachheit von Z folgt |A| = 1, d. h. ResΩH induziert eine
Abbildung Irr(Ω) → Irr(H), die aufgrund der Voraussetzung injektiv ist. Da jede einfa-
che H-Darstellung als W -Graph-Darstellung realisiert werden kann, ist die Verkettung
Irr(H)→ Irr(Ω)→ Irr(H) die Identität, d. h. es handelt sich sogar um eine Bijektion.
c. =⇒ d.
Gilt c., dann sind die einfachen KΩ-Moduln, die durch KΩ→ KJ faktorisieren, bereits
ein vollständiges Vertretersystem der einfachen KΩ-Moduln. Also ist
rad(KΩ) =
⋂
M∈Irr(KΩ)
Ann(M) =
⋂
M∈Irr(KJ)
Ann(M) ⊇ ker(KΩ→ KJ)
Da KJ halbeinfach ist, ist rad(KΩ) jedoch sowieso in ker(KΩ → KJ) enthalten, also
gilt Gleichheit.
d. =⇒ e. =⇒ f. ist dann offensichtlich. f. =⇒ d. ist auch klar, da KJ halbeinfach ist und
somit die Inklusion rad(KΩ) ⊆ ker(KΩ→ KJ) immer gilt.
d. =⇒ a. rad(KΩ) liegt im Annullator jedes einfachen und daher auch jedes halbeinfachen
Moduls, daher sind halbeinfache KΩ-Moduln auch automatisch KΩ/ rad(KΩ)-Moduln.
Wenn KΩ/ rad(KΩ) nun zu der endlichdimensionalen Algebra KJ isomorph ist, sind
umgekehrt auch alle KΩ/ rad(KΩ)-Moduln halbeinfach und somit auch als KΩ-Moduln
halbeinfach, d. h. {M ∈ KΩ−Mod |M halbeinfach } = KΩ/ rad(KΩ)−Mod.
{M ∈ KΩ−Mod |M halbeinfach }
KH −Mod KJ −Mod
ι∗ q∗
φ∗
Abbildung 4.3.2.: φ = q ◦ ι und Auswirkungen auf Modul-Kategorien.
Die Restriktion entlang der natürlichen Homomorphismen liefert das kommutative Dia-
gramm 4.3.2, wobei der untere Pfeil sowieso eine Äquivalenz ist, da er vom Lusztig-
Isomorphismus induziert wird. Der rechte Pfeil ist eine Äquivalenz, weil er vom Iso-
morphismus q : KΩ/ radKΩ → KJ induziert wird. Also muss auch der linke Pfeil
ι∗ eine Äquivalenz sein. Dies ist genau der Restriktionsfunktor. Insbesondere folgt also
HomΩ(X,Y ) = HomH(X,Y ).
Alle Beweise funktionieren offenbar genauso, wenn man KΩ durch KΩGJ ersetzt.
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4.3.8 Vermutung (Gyojas Vermutung, siehe [Gyo84, 2.18] im Einparameterfall):
Die Aussagen a.) bis f.) in obigem Satz treffen für KΩGJ(W,S,L) zu, wenn (W,S,L) eine
endliche Coxeter-Gruppe-mit-Gewicht ist.
4.3.9: Da wir wissen, dass RΩGJ
q−→ RJ durch ein RΩGJG mit hinreichend großem G ⊆ Γ
faktorisiert, kann man problemlos in der Vermutung und im Äquivalenzbeweis KΩGJ
durch solch ein KΩGJG ersetzen.
4.3.10: Dass der Körper gerade K war, spielte offenbar für den Beweis keine größere
Rolle. Man könnte mit demselben Beweis also auch alle analogen Behauptungen für
K ⊆ K ′ beliebig als äquivalent erkennen. Insbesondere könnte man eine C-Variante der
Vermutung formulieren.
Aus [Lam01, 5.13-5.17] folgt, dass in Charakteristik 0 die Kodimension des Radikals bei
Körpererweiterungen höchstens wachsen kann:
Ist K ⊆ K ′ ein Körperturm in Charakteristik 0 und A eine beliebige K-Algebra, so
impliziert 5.14. A∩ rad(K ′A) ⊆ rad(A). Für rein transzendente Erweiterungen impliziert
5.13 rad(K ′A) = K ′(A∩ rad(K ′A)), also K ′Arad(K ′A) = K
′A
K ′(A∩rad(K ′A)) = K
′ A
A∩rad(K ′A) , was
K ′ Arad(A) als Quotienten hat. Also folgt in diesem Fall
dimK ′K
′A/ rad(K ′A) ≥ dimK A/ rad(A).
Aus [Lam01, 5.17] folgt weiterhin die Gleichheit rad(K ′A) = K ′ rad(A) bei algebraischen
Erweiterungen K ⊆ K ′, die wegen char(K) = 0 hier ja automatisch separabel sind.
Haben wir also einen Körperturm K ⊆ K ′ ⊆ K ′′, dann impliziert die Richtigkeit von
Gyojas Vermutung fürK ′′ die Richtigkeit der Vermutung fürK ′ und die beiden Varianten
sind äquivalent, wenn K ′ ⊆ K ′′ algebraisch ist.
4.3.11: Da KΩGJ
q−→ KJ surjektiv ist, muss bereits FΩGJ q−→ FJ surjektiv gewesen
sein. Insbesondere erhalten wir dann die Abschätzung dimFΩGJ/ rad(FΩGJ) ≥ |W | und
aufgrund der Monotonie der Radikal-Kodimension bzgl. Körpererweiterungen impliziert
die Gültigkeit von Gyojas Vermutung für K (oder irgendeinen größeren Körper) dann
auch hierbei die Gleichheit.
Da aber FJ zerfallend halbeinfach ist, wäre dann FJ = FΩGJ/ rad(FΩGJ) und somit
F = EndFJ(X) = EndFΩGJ(X) für jeden einfachen FΩ
GJ-Modul X. Mit anderen Wor-
ten: F wäre bereits ein Zerfällungskörper für FΩGJ.
4.3.12: Für |S| = 0 ist Gyojas Vermutung trivialerweise wahr, weil dann kΩGJ = k gilt
(siehe Beispiel 4.2.10) und die Kodimension des Radikals von KΩGJ daher 1 = |W | ist.
Für |S| = 1 ist Gyojas Vermutung ebenfalls wahr. Es gilt, wie in 4.2.10 gesehen,
kΩGJ = kE∅ × kES ×
∏
0≤γ<L(s)
kXs,γS,∅
als k-Moduln. Nun ist aber Xs,γ1S,∅ · Xs,γ2S,∅ = 0 für alle γ1, γ2 ∈ Γ, d. h. der rechte Faktor
in diesem Produkt ist ein nilpotentes Ideal von kΩGJ. Somit ist die Kodimension des
Radikals von KΩGJ höchstens 2 und daher gilt Gyojas Vermutung.
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4.3.13: Im Zusammenhang mit ihren Berechnungen von Zerlegungszahlen, um die Ja-
mes-Vermutung zu überprüfen, stellten Meinolf Geck und Jürgen Müller außerdem die
folgende Vermutung auf, die die zelluläre Struktur der Hecke-Algebren aus Kapitel Zwei
mit W -Graphen in Verbindung setzt:
4.3.14 Vermutung (Geck-Müller, siehe [GJ11, 2.7.13] und [GM09, 4.5]):
Jeder irreduzible Geck-W -Graph ω : KH → Kd×d ist balanciert und faktorisiert als
ω = ω ◦ φ oder äquivalent (siehe Lemma 2.3.13 und 3.3.6): Jeder Geck-W -Graph kommt
als Zellmodul in Gecks Zellbasiskonstruktion vor für geeignet gewählte Inputdaten.
4.3.15: Selbst die Teilaussage, dass Geck-W -Graphen immer balanciert sind, ist aller-
dings noch unbewiesen im allgemeinen Fall.
4.3.16 Vermutung (Geck-Jacon, siehe [GJ11, 1.4.14]):
Jeder irreduzible Geck-W -Graph ω : KH → Kd×d definiert eine balancierte Matrixdar-
stellung.
4.3.17: Es stellt sich nun heraus, dass die Richtigkeit von Gyojas Vermutung die Gül-
tigkeit der Geck-Müller-Vermutung nach sich zieht:
4.3.18 Satz:
Es gelten (♠) und (♣). Ist Gyojas Vermutung für KΩGJ(W,S,L) richtig, so ist auch die
Geck-Müller-Vermutung richtig.
Beweis. Es sei (C, I,m) ein endlicher Geck-W -Graph mit Kantengewichten in F [Γ] und
die zugehörige Matrixdarstellung ω : KH → KC×C sei irreduzibel.
Dann faktorisiert ω als Darstellung eines endlichen Geck-W -Graphen durchKH
ι−→ KΩGJG
für eine hinreichend große, endliche Teilmenge G ⊆ Γ und definiert daher auch eine ein-
fache Darstellung von KΩGJG . Wir erhalten daher das Diagramm 4.3.3.
KC×C KΩGJG / rad(KΩ
GJ
G )
KΩGJG
KH KJ
∼=q
q
ω
ι
φ
∼=
Abbildung 4.3.3.: Faktorisierung von ω über φ.
Das untere Dreieck kommutiert nach Konstruktion von q. Das rechte Dreieck kommutiert,
weil KJ halbeinfach ist. Das linke Dreieck kommutiert nach Konstruktion. Das obere
Dreieck kommutiert, weil ω als KΩGJG -Modul einfach ist.
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Weil KΩGJG / rad(KΩ
GJ
G )
q−→
∼=
KJ ein Isomorphismus ist, faktorisiert ω also als
KH
φ−→ KJ q
−1
−−→ KΩGJG / rad(KΩGJG )→ KC×C︸ ︷︷ ︸
=:f
.
Das rechte Dreieck in Diagramm 4.3.3 ist schon über F definiert, da ΩGJG
q−→ J schon
über QW ⊆ F definiert ist. Der W -Graph hat Kantengewichte in F [Γ], d. h. das obere
Dreieck ist auch über F definiert (siehe Diagramm 4.3.4). Beides zusammen liefert, dass
f(tw) nicht nur in KC×C, sondern schon in F C×C liegt für alle w ∈ W . Aus 2.3.12 folgt
dann, dass ω balanciert ist und als ω ◦ φ faktorisiert.
F C×C FΩGJG / rad(FΩ
GJ
G )
FΩGJG
FJ
∼=q
q
Abbildung 4.3.4.: f schickt FJ nach F C×C.
4.3.19: Um Balanciertheit algorithmisch zu testen, kann man direkt die Definition ver-
wenden. So kann die Vermutung von Geck-Jacon für jeden konkreten W -Graphen com-
putergestützt getestet werden.
Lemma 2.3.13 und Beobachtung 3.3.6 zeigen uns auch eine algorithmische Möglichkeit,
die Vermutung von Geck-Müller für jeden konkreten W -Graphen zu überprüfen: Man
berechne ω ◦ φ und vergleiche mit ω.
Ob auch Gyojas Vermutung algorithmisch zu überprüfen ist, ist mir indes nicht bekannt.
Eine Analyse aller einfachen Moduln erscheint aussichtslos, da a priori nicht einmal klar
ist, dass es nur endlich viele einfache KΩGJ-Moduln gibt. Wir haben bereits gesehen,
dass bereits für |S| = 1 die Algebra KΩGJ unendlichdimensional sein kann. Daher muss
schon in diesem Fall ein nichttriviales Argument her, um so eine Endlichkeitsaussage zu
beweisen.
Im Einparameterfall, also kΩGJ = kΩGy, ist es einfacher, solche Ergebnisse zu erzielen.
Im nächsten Abschnitt werden wir eine neue Präsentation durch Erzeuger und Relationen
der Algebra ΩGy herleiten. In einigen Fällen lässt sich mit deren Hilfe beispielsweise be-
weisen, dass QWΩGy endlichdimensional ist. Wenn man bereits weiß, dass es sich um eine
endlichdimensionale Algebra handelt, könnten Techniken aus der Theorie nichtkommuta-
tiver Gröbner-Basen (siehe z. B. [Mor94] und [Gre93] für eine Einführung) es ermöglichen,
die Kodimension des Radikals zu bestimmen. Dann könnte Gyojas Vermutung tatsächlich
algorithmisch angreifbar werden, etwa durch die Ideen in [Kin12].
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4.4. ΩGy als Pfadalgebra-Quotient
4.4.1: In Lemma 4.2.17 wurde gezeigt, dass ΞG für jedes G ⊆ Γ eine Pfadalgebra ist.
Wir können also Ω und ΩGJG nicht nur als Quotienten einer freien Algebra betrachten
(was ja schon die Definition durch Erzeuger und Relationen impliziert), sondern auch als
Quotient einer speziellen Pfadalgebra.
Zunächst stellt sich natürlich die Frage, ob wir explizitere Relationen für den Quotienten
Ξ
∼=−→ Ξ{ 0 } ։ ΩGy bestimmen können als bisher, wenn wir sie mit Hilfe der Pfadalgebra
ausdrücken. Dieser Abschnitt hat genau dieses Ziel.
4.4.1. Relationen
4.4.2 Lemma (vgl. [Ste08, Prop. 3.1]):
Definiere τr ∈ Z[X] durch folgende Rekursion:
τ−1 = 0
τ0 = 1
τr = Xτr−1 − τr−2
Mit dieser Definition gilt:
a.) Für r ∈ N ist τr normiert und vom Grad r. Insbesondere ist { τ0, . . . , τr } eine
Z-Basis von { f ∈ Z[X] | deg(f) ≤ r }.
b.) τr ist ein gerades Polynom für gerade r und ein ungerades Polynom sonst, d. h.
τr(−X) = (−1)rτr(X).
c.) A sei ein Ring und x, y ∈ A seien zwei Elemente, die die Gleichung T 2 = 1 + ζT
erfüllen für ein festes ζ ∈ A. Dann gilt für ihre Zopfkommutatoren
∆r+1(x, y) = (−1)rτr(x+ y − ζ) · (x− y).
Beweis. Dass τr normiert und vom Grad r ist, sieht man der Rekursion sofort an. Ebenso
folgt b. sofort aus der Rekursionsformel.
c. ist für r = −1 und r = 0 klar. Damit ist der Induktionsanfang gemacht. Es gilt weiter:
(x+ y)∆r+1(x, y) = x
2 yx . . .︸ ︷︷ ︸
r
−xyx . . .︸ ︷︷ ︸
r+2
+ yxy . . .︸ ︷︷ ︸
r+2
−y2 xy . . .︸ ︷︷ ︸
r
= 1 · yx . . .︸ ︷︷ ︸
r
−1 · xy . . .︸ ︷︷ ︸
r
+ζx yx . . .︸ ︷︷ ︸
r
−ζy xy . . .︸ ︷︷ ︸
r
− (xyx . . .︸ ︷︷ ︸
r+2
− yxy . . .︸ ︷︷ ︸
r+2
)
= −∆r(x, y) + ζ∆r+1(x, y)−∆r+2(x, y)
=⇒ ∆r+2(x, y) = (−1)
(
(x+ y − ζ)∆r+1(x, y)−∆r(x, y)
)
Daraus folgt die Aussage.
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4.4.3: Die τr sind nur leicht modifizierte Tschebyscheff-Polynome zweiter Art. Es gilt
genauer: Un(X) = τn(2X) (siehe [AS64, Ch. 22]).
4.4.4: Gewappnet mit diesem Rüstzeug können wir es in Angriff nehmen, die Relationen
von Ξ→ ΩGy auszurechnen.
Betrachten wir dazu die Z[Γ]-Algebra V := Z[Γ]⊗Z Ξ und wählen s, t ∈ S beliebig, aber
fest. Dann definieren wir
V00 :=
⊕
I⊆S
s/∈I,t/∈S
EIV, V01 :=
⊕
I⊆S
s∈I,t/∈S
EIV, V10 :=
⊕
I⊆S
s/∈I,t∈I
EIV, V11 :=
⊕
I⊆S
s∈I,t∈I
EIV
und beschreiben die Wirkung von Elementen aus Ξ auf V entsprechend dieser Zerlegung
V = V00 ⊕ V01 ⊕ V10 ⊕ V11 durch 4× 4-Matrizen.
Die Matrizen von ι(Ts) = −v−1s es+ vs(1− es)+xs und analog auch von ι(Tt) sind durch
ι(Ts) =

vs
B1 −v−1s A1
vs
D1 C1 −v−1s
 und ι(Tt) =

vt
vt
B2 A2 −v−1t
D2 C2 −v−1t

gegeben, wobei
A1 =
∑
I,J⊆S
s∈I,s/∈J
t/∈I,t∈J
XsIJ und A2 =
∑
I,J⊆S
s/∈I,s∈J
t∈I,t/∈J
XtIJ ,
B1 =
∑
I,J⊆S
s∈I,s/∈J
t/∈I,t/∈J
XsIJ und B2 =
∑
I,J⊆S
s/∈I,s/∈J
t∈I,t/∈J
XtIJ ,
C1 =
∑
I,J⊆S
s∈I,s/∈J
t∈I,t∈J
XsIJ und C2 =
∑
I,J⊆S
s∈I,s∈J
t∈I,t/∈J
XtIJ sowie
D1 =
∑
I,J⊆S
s∈I,s/∈J
t∈I,t/∈J
XsIJ und D2 =
∑
I,J⊆S
s∈I,s/∈J
t∈I,t/∈J
XtIJ
ist.
4.4.5 Satz (Relationen für Ξ→ ΩGy im Einparameterfall):
Sei (W,S,L) eine Coxeter-Gruppe-mit-Gewicht.
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Für k ∈ N, s, t ∈ S und I, J ⊆ S definiere dann die . . . . . . . . . . . . . . .Pfad-Summen als
P kIJ(s, t) := EI xsxtxs . . .︸ ︷︷ ︸
kFaktoren
EJ =

0 k = 0, I 6= J
EI k = 0, I = J∑
I1,...,Ik−1⊆S
XsII1X
t
I1I2
XsI2I3 . . . X
s
Ik−1J
k > 0, 2 ∤ k∑
I1,...,Ik−1⊆S
XsII1X
t
I1I2
XsI2I3 . . . X
t
Ik−1J
k > 0, 2 | k
.
Ist m := ord(st) <∞ und L(s) = L(t), so sind die Relationen von ΩGy(W,S,L), die von
der Zopf-Relation ∆m(Ts, Tt) = 0 herkommen, äquivalent zu den folgenden:
(α) Die Relationen:
0 = Pm−1IJ (s, t)+ am−2P
m−2
IJ (s, t)+ . . .+ a2P
2
IJ(s, t) + a1P
1
IJ(s, t)+ a0P
0
IJ(s, t)
Dabei seien ai die Koeffizienten von τm−1 ∈ Z[Y ], d. h.
τm−1(Y ) = Y
m−1 + am−2Y
m−2 + . . . + a2Y
2 + a1Y
1 + a0.
Dabei laufen I, J über alle Teilmengen mit s ∈ I, t /∈ I, die außerdem s ∈ J, t /∈ J
für ungerade m bzw. s /∈ J, t ∈ J für gerade m erfüllen.
(β) Für alle I, J ⊆ S mit s, t ∈ I \ J die Relationen:
XsIJ = X
t
IJ
(γ) Für alle I, J ⊆ S mit s, t ∈ I und s, t /∈ J die Relationen:
∀2 ≤ r ≤ m : P rIJ(s, t) = P rIJ(t, s)
Insbesondere wird im Einparameterfall der Kern von Ξ→ ΩGy von diesen Relationen für
alle s, t ∈ S mit ord(st) <∞ erzeugt.
Beweis. Schritt 1: Wir setzen zur Abkürzung v := vs = vt sowie z := v + v−1. Wir
behaupten, dass mit den obigen Bezeichnungen für alle r ∈ N
∆r+1(ι(Ts), ι(Tt)) = (−1)r
 0 0 0τr(A)JB τr(A)J(A − z) 0
Xr −Cτr(A)J 0
 (∗)
gilt, wobei
A :=
(
0 A1
A2 0
)
, B :=
(
B1
B2
)
, C :=
(
C2 C1
)
, J :=
(
1 0
0 −1
)
und
Xr :=
r−1∑
i=0
(−1)iCτi(z)τr−1−i(A)JB + (−1)rτr(z)(D1 −D2)
sei.
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Um diese Behauptung zu beweisen, definieren wir
E := ι(Ts) + ι(Tt)− (v − v−1) =
 z 0 0B A 0
D1 +D2 C −z
 und
F := ι(Ts)− ι(Tt) =
 0 0 0JB J(A− z) 0
D1 −D2 −CJ 0
 .
Aus Lemma 4.4.2 folgt ∆r+1(ι(Ts), ι(Tt)) = (−1)rτr(E)F . Wir müssen also nur zeigen,
dass τr(E)F der Matrix in (∗) entspricht. Für r = −1 und r = 0 ist das offenkundig. Für
den Induktionsschritt gilt
τr+1(E)F = Eτr(E)F − τr−1(E)F
IV
=
 z 0 0B A 0
D1 +D2 C −z
 ·
 0 0 0τr(A)JB τr(A)J(A − z) 0
Xr −Cτr(A)J 0

−
 0 0 0τr−1(A)JB τr−1(A)J(A − z) 0
Xr−1 −Cτr−1(A)J 0

=
 0 0 0Aτr(A)JB − τr−1(A)JB H 0
Cτr(A)JB − zXr −Xr−1 K 0

wobei wir die Abkürzungen
H := Aτr(A)J(A − z)− τr−1(A)J(A − z) und
K := Cτr(A)J(A − z) + zCτr(A)J + Cτr−1(A)J
verwendet haben. An den Positionen (2, 1) und (2, 2) ist klar, dass das Gewünschte
herauskommt. Für Position (3, 2) nutzt man JA = −AJ und vereinfacht wie folgt:
K = Cτr(A)JA − Cτr(A)Jz + zCτr(A)J + Cτr−1(A)J
= −Cτr(A)AJ + Cτr−1(A)J
= −Cτr+1(A)J
Nun bleibt noch die Position (3, 1). Wir rechnen wie folgt:
... = Cτr(A)JB − z
r−1∑
i=0
(−1)iCτi(z)τr−1−i(A)JB − (−1)rzτr(z)(D1 −D2)
−
r−2∑
i=0
(−1)iCτi(z)τr−2−i(A)JB − (−1)r−1τr−1(z)(D1 −D2)
= Cτr(A)JB
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+ C
( r−1∑
i=0
(−1)i+1zτi(z)τr−1−i(A)−
r−1∑
i=1
(−1)i−1τi−1(z)τr−1−i(A)
)
JB
+ (−1)r+1(zτr(z)− τr−1(z))(D1 −D2)
= Cτr(A)JB + C
( r−1∑
i=0
(−1)i+1(zτi(z)− τi−1(z))τr−1−i(A)
)
JB
+ (−1)r+1τr+1(z)(D1 −D2)
= (−1)0Cτ0(z)τr(A)JB + C
( r−1∑
i=0
(−1)i+1τi+1(z)τr−1−i(A)
)
JB
+ (−1)r+1τr+1(z)(D1 −D2)
=
r∑
i=0
(−1)iCτi(z)τr−i(A)JB + (−1)r+1τr+1(z)(D1 −D2)
Das zeigt Behauptung (∗).
Schritt 2: Vereinfachen.
Sei nun I = ker(Ξ → ΩGy) das Ideal, für welches wir uns die ganze Zeit interessie-
ren. Nach Definition wird es von den Koeffizienten vor den einzelnen v-Potenzen in
∆m(ι(Ts), ι(Tt)) ∈ Z[v±1]⊗ Ξ aufgespannt. Wir schauen uns also die vier Terme
a.) R1 := τm−1(A)JB,
b.) R2 := τm−1(A)J(A − z),
c.) R3 :=
∑m−2
i=0 (−1)iCτi(z)τm−2−i(A)JB + (−1)m−1τm−1(z)(D1 −D2) und
d.) R4 := Cτm−1(A)J
genauer an. Der höchste Koeffizient in R2 ist −τm−1(A)J . Das ist in I genau dann, wenn
τm−1(A) ∈ I ist, da J invertierbar ist. Daraus erhalten wir umgekehrt auch, dass R1, R2
und R4 in I liegen.
Schauen wir uns R3 genauer an. τr hat den Grad r. Der höchste Koeffizient in R3 ist
(−1)m−1(D1 − D2), also erhalten wir D1 −D2 ∈ I. R3 ist also genau dann in I, wenn
D1−D2 ∈ I und R′3 =
∑m−2
i=0 (−1)iCτi(z)τr−2−i(A)JB ∈ I ist. Indem wir immer wieder
auf den höchsten Koeffizient schauen und den Ausdruck iteriert verkürzen, erhalten wir,
dass R′3 genau dann in I ist, wenn Cτ0(A)JB,Cτ1(A)JB, . . . , Cτm−2(A)JB ∈ I sind.
Da τ0, . . . , τm−2 eine Z-Basis von { f ∈ Z[Y ] | deg(f) ≤ m− 2 } bilden, sind diese Terme
in I genau dann, wenn CA0JB,CA1JB, . . . , CAm−2JB in I sind.
Wir erhalten also das Erzeugendensystem
(α) Rα := τm−1(A),
(β) Rβ := D1 −D2 und
(γ) Rγ,k := CA
kJB für 0 ≤ k ≤ m− 2
für I.
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Schritt 3: Die Relationen.
Nun zerlegen wir V wieder als
⊕
I EIV und nehmen Relationen Rα, Rβ und Rγ,k kom-
ponentenweise auseinander. Dabei nutzen wir, dass R genau dann in I liegt, wenn für
alle I, J ⊆ S auch EIREJ in I ist.
Um EIRαEJ zu bestimmen, schauen wir auf EIAkEJ . Es gilt natürlich A0 = 1 und
1 =
∑
I EI , sodass EIA
0EJ = δIJEI = P
0
IJ gilt. Für k > 0 erhalten wir:
Ak =

(
(A1A2)
k
2 0
0 (A2A1)
k
2
)
falls 2 | k(
0 (A1A2)
k−1
2 A1
(A2A1)
k−1
2 A2 0
)
falls 2 ∤ k
Wir setzen
A1 =
∑
I,J⊆S
s∈I,s/∈J
t/∈I,t∈J
XsIJ , A2 =
∑
I,J⊆S
s/∈I,s∈J
t∈I,t/∈J
XtIJ
ein und erhalten dafür Terme der Gestalt∑
I0,I1,...,Ik⊆S
XsI0I1X
t
I1I2X
s
I2I3 . . .
Dabei wird fürA1A2A1 . . . nur über solche Ii summiert, die s ∈ I2i\I2i+1 und t ∈ I2i+1\I2i
für alle i erfüllen. Da aberXsIJ = 0 ist, wenn s /∈ I\J gilt, sind davon nur die Bedingungen
für I = I0 und Ik = J nichttrivial. Wir können also auch einfach über alle möglichen
Pfade der Länge k summieren, die zwischen diesen I und J verlaufen. Wir erhalten somit:
A1A2 . . .︸ ︷︷ ︸
k
=

∑
I,J⊆S
s∈I,s∈J
t/∈I,t/∈J
P kIJ(s, t) falls 2 | k
∑
I,J⊆S
s∈I,s/∈J
t/∈I,t∈J
P kIJ(s, t) falls 2 ∤ k
Für das andere Produkt erhalten wir analog:
A2A1 . . .︸ ︷︷ ︸
k
=

∑
I,J⊆S
s/∈I,s/∈J
t∈I,t∈J
P kIJ(t, s) falls 2 | k
∑
I,J⊆S
s/∈I,s∈J
t∈I,t/∈J
P kIJ(t, s) falls 2 ∤ k
Wenn wir dies von links mit EI und von rechts mit EJ multiplizieren, erhalten wir also
entweder 0 oder P kIJ(s, t) und P
k
IJ(t, s). Das Element EIτm−1(A)EJ ∈ I ist, wenn es
nicht Null ist, also genau von der behaupteten Gestalt
Pm−1IJ (s, t) + am−2P
m−2
IJ (s, t) + . . .+ a2P
2
IJ(s, t) + a1P
1
IJ(s, t) + a0P
0
IJ(s, t)
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wobei τm−1(Y ) = Y m−1+ am−2Y m−2+ . . .+ a2Y 2+ a1Y 1+ a0 ist, oder es ist gleich der
symmetrischen Variante, in der s und t vertauscht sind.
Der zweite Typ von Relationen ist einfacher: Rβ ist gleich∑
I,J⊆S
s∈I,s/∈J
t∈I,t/∈J
XsIJ −XtIJ .
Für I und J , die in dieser Summe nicht vorkommen, ist EIRβEJ = 0. Für die restlichen
Teilmengen ergeben sich die Relatoren XsIJ −XtIJ .
Kommen wir zum letzten Typ von Relationen Rγ,k = CAkJB. Wir haben oben bereits
die Potenzen von A berechnet und erhalten daraus:
CAkJB =
{
C2(A1A2)
k
2B1 − C1(A2A1)k2B2 falls 2 | k
−C2(A1A2)k−12 A1B2 + C1(A2A1)k−12 A2B1 falls 2 ∤ k
Wir benutzen nun die Definitionen
B1 =
∑
I,J⊆S
s∈I,s/∈J
t/∈I,t/∈J
XsIJ , B2 =
∑
I,J⊆S
s/∈I,s/∈J
t∈I,t/∈J
XtIJ
C1 =
∑
I,J⊆S
s∈I,s/∈J
t∈I,t∈J
XsIJ , C2 =
∑
I,J⊆S
s∈I,s∈J
t∈I,t/∈J
XtIJ
und setzen ein: Falls s, t ∈ I oder s, t /∈ J verletzt ist, ist EICAkJBEJ = 0, weil EIC = 0
bzw. BEJ = 0 ist. Für die anderen Fälle ist:
EICA
kJBEJ =
∑
I0,...,Ik⊆S
XtII0X
s
I0I1 . . . X
t
Ik−1Ik
XsIkJ −XsI,I0XtI0I1 . . . XsIk−1IkXtIkJ
= P k+2IJ (t, s)− P k+2IJ (s, t)
falls 2 | k und
EICA
kJBEJ =
∑
I0,...,Ik⊆S
−XtII0XsI0I1 . . . XsIk−1IkXtIkJ +XsII0XtI0I1 . . . XtIk−1IkXsIkJ
= −P k+2IJ (t, s) + P k+2IJ (s, t)
falls 2 ∤ k ist. Wir erhalten also die Relationen dritten Typs. Damit ist der Satz vollständig
bewiesen.
Vereinbarung:
Aufgrund der Relationen vom Typ (β) erlauben wir es uns, von jetzt an im Einpara-
meterfall XIJ zu schreiben, wenn wir den gemeinsamen Wert von XsIJ ∈ ΩGy für alle
s ∈ I \ J meinen.
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4.4.2. Anwendungen
4.4.6 Korollar (Eine Z/2-Graduierung auf ΩGy):
Im Einparameterfall ist ΩGy auf natürliche Weise Z/2-graduiert mittels
ΩGy+ := spanZ
( {EI | I ⊆ S } ∪ {XI0I1XI1I2 . . . XIk−1Ik ∣∣ Ij ⊆ S, 2 | k } )
und
ΩGy− := spanZ
{
XI0I1XI1I2 . . . XIk−1Ik
∣∣ Ij ⊆ S, 2 ∤ k } .
Beweis. ZQ besitzt die kanonische Z-Graduierung durch die Pfadlänge, also auch eine
Z/2-Graduierung. Da die Polynome τr nur gerade bzw. nur ungerade Potenzen besitzen,
sind die Relationen vom Typ (α) homogen bzgl. dieser Graduierung. Die Relationen vom
Typ (β) und (γ) sind sowieso homogen (schon bzgl. der Z-Graduierung). Also ist ΩGy
ein homogener Quotient und übernimmt damit die Z/2-Graduierung.
4.4.7: Diese Graduierung könnte man auch realisieren durch den Automorphismus σ :
es 7→ es, xs 7→ −xs von Ω und ΩGy, indem man ΩGy± := Eig±1(σ) setzt. Das funktioniert
allerdings nur, wenn man Eig+1(σ) ∩ Eig−1(σ) = 0 zeigen kann (und wenn man einen
unabhängigen Beweis der Wohldefiniertheit von σ findet). Hinreichend dafür wäre etwa,
dass ΩGy keine 2-Torsion hat. Die Vermutung, dass dies tatsächlich so sein muss, liegt
nahe, aber bisher ist mir dafür kein Argument eingefallen. Natürlich könnte man auch
einfach Z[12 ]Ω
Gy betrachten und das Problem so umgehen.
4.4.8: Es gibt eine Interpretation dieser Graduierung in der Sprache derW -Graphen: Ein
ΩGy-Modul V ist genau dann ein graduierbarer Modul, wenn er sich (wieder bis auf Wahl
einer Basis) durch einen bipartiten W -Graphen realisieren lässt. Dies ist Gegenstand des
folgenden Lemmas. Die Beweisideen tauchen bereits in [Gyo84] auf, werden dort aber
nicht als Aussage über graduierte Moduln verstanden.
4.4.9 Lemma (Graduierte Moduln):
Sei k ein kommutativer Ring mit 2 ∈ k×. Für einen kΩGy-Modul V sind äquivalent:
a.) V besitzt eine Zerlegung V = V+⊕V−, mit der V zu einem graduierten kΩGy-Modul
wird bzgl. der obigen Z/2-Graduierung von kΩGy.
b.) Die Darstellung kΩGy → Endk(V ) lässt sich auf kΩGy ⋊ 〈σ〉 fortsetzen, wobei σ
der obige Automorphismus es 7→ es, xs 7→ −xs ist.
Nun habe k zusätzlich die Eigenschaft, dass (endlich erzeugte) projektive k-Moduln stets
frei sind. Weiter sei V als k-Modul frei (und endlich erzeugt). Dann sind auch folgende
Aussagen zu den obigen äquivalent:
c.) V lässt sich durch einen bipartiten W -Graphen mit konstanten Kantengewichten
in k ⊆ k[Γ] realisieren.
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d.) V lässt sich durch einen . . . . . . . .geraden W -Graphen (C, I,m) mit konstanten Kantenge-
wichten in k ⊆ k[Γ] realisieren, d. h. es gibt eine Funktion sgn : C→ {±1 } mit
∀x, y ∈ C : sgn(x) sgn(y)msxy = −msxy
Beweis. a.⇐⇒ b. ist allgemeingültig: Für jede k-Algebra A, jeden kA-Modul V und jede
abelsche Gruppe G ≤ Aut(A) mit der Eigenschaft, dass alle g ∈ G diagonalisierbar auf
A wirken, wird A eine Hom(G, k×)-graduierte Algebra durch
Aχ := { x ∈ A | ∀g ∈ G : gx = χ(g)x }
und ein A-Modul V ist genau dann graduierbar, wenn A → End(V ) so auf A⋊ G fort-
setzbar ist, dass alle g ∈ G diagonalisierbar auf V wirken. Die homogenen Komponenten
der Graduierung V =
⊕
χ Vχ sind in diesem Fall gegeben durch die Eigenräume, also
Vχ := { v ∈ V | ∀g ∈ G : gv = χ(g)v }.
Da 2 ∈ k× ist und σ Ordnung 2 hat, operiert σ immer diagonalisierbar auf ΩGy und V .
Das zeigt die Behauptung.
a. =⇒ c. folgt, weil EI ∈ ΩGy+ ist, denn deshalb gilt EIV± ⊆ V± und man kann die
Zerlegung V =
⊕
EIV somit weiter verfeinern zu V± =
⊕
EIV±. Wählt man eine
Basis C, die an diese Zerlegung angepasst ist, dann definieren V+ und V− eine Partition
der Eckenmenge des W -Graphen. Da XIJ ∈ ΩGy− ist, gilt XIJVJ,± ⊆ VI,∓, d. h. die
Kantengewichte mxy sind höchstens dann ungleich Null, wenn x ∈ V+ und y ∈ V− ist
oder umgekehrt. Das heißt nichts anderes, als dass der Graph bipartit ist.
c. =⇒ d. ist klar, indem man eine Bipartition des W -Graphen wählt und sgn auf der
einen Teilmenge konstant gleich +1 und auf der anderen konstant gleich −1 wählt.
d. =⇒ b. σ operiert auf dem W -Graph-Modul von (C, I,m, sgn) durch σx := sgn(x)x.
Das definiert die Fortsetzung.
4.4.10: Die geraden W -Graphen sind im Einparameterfall genau diejenigen Moduln, die
sich bereits über der Z[v2]-Form von H realisieren lassen: Durch
x˙ :=
{
x sgn(x) = +1
vx sgn(x) = −1
für alle x ∈ C wird eine Basis von V definiert, die T˙sx˙ ∈ spanZ[v2] C für alle s ∈ S erfüllt.
4.4.11 Beispiel (Kazhdan-Lusztig-Zellen):
Wir haben in 1.2.22 gesehen, dass für alle Homomorphismen Γ → {±1 } (mit den dor-
tigen Bezeichnungen) θ(µsxy) = (−1)L(x)+L(y)+L(s)µsxy gilt.
Im Einparameterfall ist µsxy ganzzahlig und daher unter allen Automorphismen σ inva-
riant. Es ergibt sich hieraus u. a. µsxy 6= 0 =⇒ l(x) + l(y) + 1 ≡ 0 mod 2 für alle
x, y ∈ W und alle s ∈ S, d. h. sgn(x) := (−1)l(x) definiert eine Signumsfunktion, die die
Kazhdan-Lusztig-Zellen zu geraden W -Graphen macht. Die Bipartition des W -Graphen
ist durch die Einteilung in Elemente x ∈W gerader und ungerader Länge gegegeben.
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4.4.3. Ein einfacherer Köcher
4.4.12: Wir destillieren eine sehr einfache Folgerung aus den Relationen in Satz 4.4.5:
4.4.13 Lemma und Definition (Kompatibilitätsgraph, siehe [Ste08]):
Es sei (W,S) eine Coxeter-Gruppe. Wir betrachten den Einparameterfall.
Es gilt: Falls XIJ 6= 0 in ΩGy(W,S) ist, muss jedes s ∈ I \ J mit jedem t ∈ J \ I durch
eine Kante im Dynkin-Diagramm von (W,S) verbunden sein.
Der . . . . . . . . . . . . . . . . . . . . . .Kompatibilitätsgraph QW sei wie folgt definiert: Seine Ecken seien die Teilmengen
I ⊆ S. Eine gerichtete Kante I ← J existiere genau dann, wenn die beiden folgenden
Bedingungen erfüllt sind:
a.) I \ J 6= ∅.
b.) Alle s ∈ I \ J sind mit allen t ∈ J \ I im Dynkin-Diagramm von (W,S) durch je
eine Kante verbunden.
Als . . . . . . . . . . . . . . . . . .Inklusionskanten bezeichnen wir alle Kanten I ← J , für die I ⊇ J ist. Im Gegensatz
bezeichnen wir Kanten mit I 6⊇ J als . . . . . . . . . . . .transversale Kanten. Diese treten immer paarweise
auf: Ist I → J transversal, dann existiert auch die transversale Kante J → I.
Beweis. Wenn m = ord(st) = 2 ist, dann ist die Relation vom Typ (α) die Gleichung
XsIJ = 0 für alle I, J ⊆ S mit s ∈ I \ J und t ∈ J \ I, da τ2−1(X) = X gilt.
4.4.14: Die Bedingung im Lemma ist natürlich trivialerweise wahr, wenn J \ I = ∅ ist.
Sie liefert also nur ein Kriterium für die Kanten J → I, die nicht von einer Inklusion
herkommen.
4.4.15: Es folgt insbesondere, dass für transversale Kanten I ⇆ J von der Teilmenge
I∆J ⊆ S des Dynkin-Diagramms ein vollständiger bipartiter Graphen induziert wird mit
I\J und J\I als den beiden Teilen der Bipartition. Unter den endlichen Coxeter-Gruppen
sind nur I2(m), A3, B3, H3 und D4 von dieser Gestalt. Insbesondere folgt |I∆J | ≤ 4.
Das liefert eine wesentliche Einschränkung an die Gestalt des Kompatibilitätsgraphen.
4.4.16: Die Abbildung Ξ = ZQ → ΩGy faktorisiert als ZQ → ZQW → ΩGy, wobei der
erste Pfeil durch E˜I 7→ EI und X˜sIJ 7→ XIJ für alle I, J ⊆ S, s ∈ I \ J definiert ist. Wir
können und werden ΩGy daher als Quotienten von ZQW auffassen.
4.4.17 Beispiel:
In Abbildung 4.4.1 sind die Kompatibilitätsgraphen der endlichen, irreduziblen Coxeter-
Gruppen vom Rang ≤ 4 dargestellt.
Der Übersichtlichkeit halber sind Inklusionskanten nur für Rang 2 und Rang 3 und dort
auch nur die Inklusionskanten zwischen Mengen mit |I \ J | = 1 dargestellt. Außerdem
sind Paare transversaler Kanten zusammengefasst. Statt zwei gerichteter Kanten I → J
und J → I ist nur eine (fette) ungerichtete Kante eingezeichnet.
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Abbildung 4.4.1.: Kompatibilitätsgraphen im Einparameterfall; oben
links für I2(m), oben rechts für A3, B3 und H3, unten
links für A4, B4 und F4 sowie unten rechts für D4.
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4.5. Gyojas Vermutung in Spezialfällen
4.5.1. Vorbereitungen
4.5.1: Gyojas Vermutung stellt eine Verbindung zwischen H- und Ω-Moduln her. Beson-
ders eine der äquivalenten Formulierungen ist interessant: Sind halbeinfache Ω-Moduln,
die als Fortsetzungen von isomorphen H-Moduln entstehen, bereits als Ω-Moduln iso-
morph? Oder anders formuliert ist dies eine Frage nach der Rigidität von W -Graphen:
Wie viel der Struktur eines W -Graphen wird alleine durch den von ihm induzierten
H-Modul bestimmt? Folgendes Lemma gibt eine nützliche Teilantwort auf diese Frage.
4.5.2 Lemma:
Sei k eine kommutative Z[Γ]-Algebra, in der (vs+ v−1s ) · 1k ein Nichtnullteiler ist für alle
s ∈ S. Weiter sei V ein kΩ-Modul, der als k-Modul frei ist. Dann gilt:
esV =
{
x ∈ V ∣∣ Tsx = −v−1s x } = Eig−v−1s (Ts;V )
Ist speziell V der W -Graph-Modul eines W -Graphen (C, I,m), so sind die Vielfachheiten
der Eckenlabel, d. h. die Dimensionen dimk EIV , eindeutig durch den kH-Isomorphietyp
von V bestimmt.
Beweis. Ist u ∈ esV , dann ist:
Tsu = (−v−1s es + vs(1− es) + xs)(esu)
= (−v−1s e2s︸︷︷︸
=es
+vs (1− es)es︸ ︷︷ ︸
=0
+xses︸︷︷︸
=0
)u
= −v−1s esu
= −v−1s u
und daher u ∈ Eig−v−1s (Ts;V ). Wenn umgekehrt Tsu = −v−1s u gilt, folgt:
−v−1s u = −v−1s esu+ vs(1− es)u+ xsu
=⇒ 0 = (vs + v−1s )(1− es)u+ xsu
=⇒ 0 = (vs + v−1s )(1− es)2u+ (1− es)xs︸ ︷︷ ︸
=0
u
= (vs + v
−1
s )(1− es)u
=⇒ 0 = (1− es)u
=⇒ u ∈ esV
Aus es =
∑
s∈I EI folgt, dass sich
⋂
s∈I esV =
⊕
J⊇I EJV eindeutig durch die Operation
der Ts charakterisieren lässt. Wir erhalten insbesondere, dass die Vielfachheit
|{ x ∈ C | I(x) = I }| = dimEIV = dim
⋂
s∈I Eig−v−1s (Ts;V )∑
s/∈I
⋂
t∈I∪{ s } Eig−v−1t
(Tt;V )
eindeutig durch die H-Operation auf V bestimmt ist für alle I ⊆ S.
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4.5.3: Im endlichdimensionalen Fall können wir die Vielfachheiten in der Tat alleine
aus dem Charakter χV von V bestimmen: Wenn wir V =
⊕
χ∈Irr(H) Vχ für die Zer-
legung in homogene Komponenten schreiben, ist die Signumskomponente von V gleich
Vsgn =
⋂
s∈S Eig−v−1s (Ts;V ). Allgemeiner ist
⋂
s∈I Eig−v−1s (Ts;V ) genau die Signumskom-
ponente von ResHHI (V ). Die Dimensionen sind also genau gleich den Vielfachheiten des
Signumscharakters in χV .
In der Tat können wir diese Vielfachheiten schon aus dem Charakter des F [W ]-Mo-
duls bestimmen, welcher entsteht, wenn wir V mit vγ 7→ 1 spezialisieren. Es kann also
ausschließlich mit der Coxeter-Gruppe gerechnet werden, es ist keine Rechnung in H
nötig.
4.5.4: Wir werden auch das folgende einfache Lemma benutzen, um Aussagen über
einfache Moduln von Pfadalgebren oder verallgemeinerten Pfadalgebren zu treffen. Wir
definieren dafür zunächst einmal verallgemeinerte Pfadalgebren.
4.5.5 Definition (Verallgemeinerte Pfadalgebren, siehe [ZZ07]):
Sei K ein Köcher mit endlicher Eckenmenge V . Sei weiter k ein kommutativer Ring und
für jedes v ∈ V sei Av eine k-Algebra.
Dann ist die . . . . . . . . . . . . . . . . .verallgemeinerte . . . . . . . . . . . . .Pfadalgebra. . . .auf. . .K . . . . .mit . . . . . . . . . . . . . . . . .Knotenalgebren . . . .Av wie folgt defi-
niert: Für jeden Pfad P : v0
e1←− v1 e2←− . . . en−1←−−− vn−1 en←− vn in K definiere
AP := Av0 ⊗k Av1 ⊗k . . .⊗k Avn−1 ⊗k Avn .
Insbesondere ist AP = Av0 , wenn n = 0 ist. Der zugrundeliegende k-Modul der Algebra
ist dann definiert als
A :=
⊕
P Pfad in K
AP .
Die Multiplikation ist darauf wie folgt definiert: Ist P wie oben und
Q = v′0
e′1←− v′1
e′2←− . . . e
′
m−1←−−− v′m−1
e′m←−− v′m
ein weiterer Pfad in K, dann definiere zum einen AP ·AQ := 0, falls vn 6= v′0 ist, und zum
anderen definiere die Multiplikation AP ⊗k AQ → APQ durch
(a0 ⊗ . . . ⊗ an) · (a′0 ⊗ . . . ⊗ a′m) := a0 ⊗ . . .⊗ (ana′0)⊗ . . .⊗ a′m,
falls vn = v′0 gilt.
4.5.6: Das Einselement dieser Algebra ist
∑
v∈V 1Av . Daher war die Forderung einer
endlichen Eckenmenge wichtig.
4.5.7: Zu jeder Kante v
e←− w in K existiert ein . . . . . . . . . . . . . . . .Kantenelement xe := 1Av ⊗ 1Aw ∈ Ae ⊆
A. Die Kantenelemente erzeugen zusammen mit den Knotenalgebren Av die gesamte
Algebra A: Die Elemente a1 ⊗ . . . ⊗ an von AP kann man jetzt nämlich eindeutig als
a0xe1a1 . . . an−1xenan mit ai ∈ Avi schreiben.
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4.5.8 Beispiel:
Die gewöhnliche Pfadalgebra kK ergibt sich aus dieser Definition, indem man Av := k
für alle v ∈ V einsetzt.
4.5.9 Beispiel:
Es sei A eine k-Algebra, 1 =
∑n
i=1 fi eine Zerlegung der Eins in paarweise orthogonale
Idempotente, wobei wir o. B. d.A. fi 6= 0 annehmen, und X ⊆ A eine Teilmenge derart,
dass X ∪⋃ni=1 fiAfi ein Erzeugendensystem von A ist.
Dann ist A auf kanonische Weise Quotient einer verallgemeinerte Pfadalgebra A˜: Der Kö-
cher hat die Ecken 1, . . . , n, die Menge der Kanten i← j ist durch { x ∈ X | fixfj 6= 0 }
gegeben und die Algebra an der Ecke i ist fiAfi.
Der Quotient A˜ → A ist an den Ecken durch die Inklusionen fiAfi → A und auf den
Kantenelementen durch (i
x←− j) 7→ fixfj für alle x ∈ X gegeben. Da x =
∑
i,j fixfj im
Bild liegt für alle x ∈ X, ist dies wirklich ein surjektiver Homomorphismus.
4.5.10 Lemma und Definition:
Sei K = (V,E) irgendein Köcher mit endlich vielen Knoten, k ein kommutativer Ring, A
eine verallgemeinerte Pfadalgebra auf diesem Köcher undM ein A-Modul. Dann definiere
einen Teilgraphen KM = (VM , EM ) von K wie folgt: VM sei { v | 1AvM 6= 0 } und die
Kante v
e←− u sei in EM genau dann, wenn xeVM 6= 0.
Mit diesen Bezeichnungen gilt:
a.) Ist M unzerlegbar, so ist KM zusammenhängend.
b.) Ist M einfach, so ist KM stark zusammenhängend.
Beweis. a. Ist VM = U ∪˙W eine Zerlegung in nichtleere Teilmengen, sodass keine Kanten
zwischen U und W in KM verlaufen, dann betrachte die Idempotente 1U :=
∑
v∈U 1Av
und 1W :=
∑
v∈W 1Av . Da U und W disjunkt sind, sind es orthogonale Idempotente. Da
alle v ∈ V \ VM aufgrund der Definition schon 1AvM = 0 erfüllen, operiert 1U + 1W als
Identität auf M . Dann ist also M = 1UM ⊕ 1WM als k-Modul.
Da alle von U ausgehenden Kanten als Null auf M operieren, folgt xe(1UM) ⊆ 1UM
für alle Kanten e ∈ E. Analog gilt das für W , also sind 1UM und 1WM nichttriviale
A-Untermoduln von M .
b. Es gibt stets eine starke Zusammenhangskomponente U ⊆ VM , die nur eingehende,
aber keine ausgehenden Kanten in KM hat. Definiere dann 1U wie zuvor.
Da alle von U ausgehenden Kanten als Null auf M operieren, folgt erneut, dass 1UM ein
nichttrivialer A-Untermodul von M ist. Da M einfach ist, muss 1UM = M sein, d. h.
U = VM , d. h. KM muss stark zusammenhängend sein.
4.5.11: Wir benötigen das folgende Lemma, um Kantengewichte von Kazhdan-Lusztig-
W -Graphen zu kontrollieren:
4.5.12 Lemma (Kantengewichte für ADE-Gruppen, siehe [Ste08, 3.3(c)]):
Sei (W,S) eine Coxeter-Gruppe, deren Coxetermatrix mst = ord(st) ∈ { 1, 2, 3 } für alle
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s, t ∈ S erfüllt (d. h. im endlichen Fall, dass W nur Komponenten vom Typ A, D bzw.
E hat).
Ist dann (C, I,m) ein W -Graph mit msxy ∈ N für alle x, y ∈ C und s ∈ S, dann gilt
msxy = m
s
yx ∈ { 0, 1 } für alle x, y ∈ C, für die I(x) und I(y) im Kompatibilitätsgraphen
durch eine transversale Kante verbunden sind.
Beweis. Schritt 1: Wir zeigen, dass die einzigen Matrizen A,B ∈ Nd×d mit AB = 1 = BA
zueinander inverse Permutationsmatrizen sind.
Aus 1 =
∑d
j=1AijBji folgt nämlich, dass es für alle i genau ein j = f(i)mit Aij = Bji = 1
gibt und Aik = 0 oder Bki = 0 für k 6= j. Aus Symmetriegründen gibt es auch für alle
j genau ein i = g(j) mit Aji = Bij = 1 und Ajk = 0 oder Bkj = 0 für k 6= i. Weil nun
Ai,f(i) = Bf(i),i = 1 ist, muss g(f(i)) = i sein und symmetrisch f(g(j)) = j, d. h. f und
g sind zueinander inverse Permutationen von { 1, . . . , d }.
Fixiere nun i. Dann gilt 0 =
∑d
j=1AijBjk für alle k 6= i. Da für j = f(i) ja Aij = 1 ist,
muss Bjk = 0 sein, d. h. es gilt Bf(i),k = 0 für alle k 6= i. Mit anderen Worten gibt es
in B in jeder Zeile (f ist surjektiv) genau einen von Null verschiedenen Wert und dieser
ist 1. Aus Symmetriegründen gilt das auch für A, d. h. A und B sind zueinander inverse
Permutationsmatrizen, wie behauptet.
Schritt 2: Wir zeigen die Behauptung für W = A2.
Wenn der W -Graph natürliche Kantengewichte hat, dann hat er insbesondere konstante
Kantengewichte und wir können ihn als Matrixdarstellung ω : ΩGy → EndZ(Z(C)) auffas-
sen. Die einzige transversale Kante im Kompatibilitätsgraphen von A2 ist { 1 } ⇆ { 2 }
und es gelten daher in ΩGy die (α)-Relationen
E1 = X1,2X2,1 und E2 = X2,1X1,2.
Ordnen wir C derart, dass die Ecken mit Label ∅, { 1 }, { 2 } bzw. { 1, 2 } in dieser
Reihenfolge auftauchen, dann sind also
ω(X1,2) =

0
0 0 A
0 0 0
0 0 0 0
 und ω(X2,1) =

0
0 0 0
0 B 0
0 0 0 0

Matrizen über N mit AB = 1 und BA = 1. Aus den Überlegungen in Schritt 1 folgt
also, dass A und B 0-1-Matrizen sind und B = AT gilt. Die Kantengewichte von Kanten
{ 1 } ← { 2 } stehen in A, die von Kanten { 2 } ← { 1 } in B, also gilt die Behauptung.
Schritt 3: Der allgemeine Fall.
Wenn eine transversale Kante I(x) ⇆ I(y) im Kompatibilitätsgraphen existiert, dann
gibt es s, t ∈ S mit s ∈ I(x) \ I(y), t ∈ I(y) \ I(x) und mst = 3. Dann ist die parabo-
lische Untergruppe W{ s,t } vom Typ A2. Wir können dann die parabolische Restriktion
(C, I ′,m′) des W -Graphen zu einem W{ s,t }-Graphen betrachten (siehe 4.1.15). Dies ist
ein A2-Graph mit nichtnegativen Kantengewichten und I ′(x) = { s }, I ′(y) = { t }. Aus
dem vorherigen Schritt folgt mxy = myx ∈ { 0, 1 }.
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4.5.13: Man beachte, dass Kazhdan-Lusztig-W -Graphen von irreduziblen Coxeter-Grup-
pen im Einparameterfall (welcher für ADE-Gruppen automatisch gegeben ist für alle ir-
reduziblen Komponenten von (W,S)) natürliche Kantengewichte haben. Dies ist gerade
die Aussage von Lusztigs Positivitätsvermutung (Vermutung 1.2.31).
4.5.14 Definition:
Ist A eine Algebra, so definieren wir die partielle Ordnung ≤ auf der Menge der Idem-
potente von A durch e ≤ f :⇐⇒ e = ef = fe.
4.5.15: Wenn e, f Idempotente mit e ≤ f sind, dann ist auch e′ := f−e ein Idempotent,
e′ ≤ f mit e′e = ee′ = 0 und f = e+ e′. Jedes Idempotent ≤ f liefert also automatisch
eine orthogonale Zerlegung von f .
Vereinbarung:
Wir nehmen ab jetzt für den Rest des Kapitels an, dass wir uns im Einparameterfall
befinden, dass also Γ = Z und L(s) = 1 für alle s ∈ S ist.
4.5.16: Der folgende Beweis ist Vorbild für alle restlichen Beweise dieses Kapitels. Er
zeigt die Grundidee, aus den in Satz 4.4.5 hergeleiteten Relationen von ΩGy Strukturin-
formationen über W -Graphen zu destillieren, um so Gyojas Vermutung zu beweisen.
4.5.17 Satz:
Sei (W,S) vom Typ A3 und V ein einfacher ΩGy(W,S)-Modul.
a.) Der von V im Sinne von Definition 4.5.10 induzierte Teilgraph des Kompatibili-
tätsgraphen QA3 (siehe Abbildung 4.4.1) ist einer der folgenden:
i.) ∅
ii.) 1 2 3
iii.) 2 13
iv.) 23 13 12
v.) 123
b.) Gyojas Vermutung ist für Gruppen vom Typ A3 und über allen Körpern Q(v) ⊆ K
richtig.
Beweis. Die Relationen aus 4.4.5 induzieren nichttriviale Einschränkungen an die Gestalt
eines W -Graphen. Für den Typ A3 lautet z.B. die Relation des Typs (α) mit I := { 1 }
und J := { 2 }:
X1,2X2,1 − E1 = 0
Das heißt E1V
X2,1−−−→ E2V X1,2−−−→ E1V = idE1V , d. h. es muss in jedem A3-Graphen
mindestens so viele Ecken mit Label { 2 } geben wie es Ecken mit Label { 1 } gibt und
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F ′2 := X2,1X1,2 ist ein Idempotent ≤ E2 derart, dass dimF ′2V die Anzahl der Ecken mit
Label { 1 } angibt.
Indem wir den nichttrivialen Graphautomorphismus von A3 anwenden, erhalten wir, dass
dasselbe gelten muss, wenn wir 1 durch 3 ersetzen.
Zwei weitere Relationen vom Typ (α) lauten
X2,1X1,2 +X2,13X13,2 − E2 = 0 und X2,3X3,2 +X2,13X13,2 − E2 = 0,
woraus wir durch Vergleich der beiden Relationen F ′2 = X2,1X1,2 = X2,3X3,2 erhal-
ten. Insbesondere sind also die Dimensionen von E1V und E3V gleich, d. h. in jedem
A3-Graphen muss es gleich viele Ecken mit Label { 1 } und { 3 } geben.
Weiter muss F ′′2 := X2,13X13,2 = E2 − F ′2 ein weiteres Idempotent sein, das zu F ′2 ortho-
gonal ist. Aus der Zerlegung E2 = F ′2+F
′′
2 erkennen wir, dass die Ecken mit Label { 2 },
ggf. nach einem Basiswechsel, in zwei disjunkte, eventuell leere Klassen zerfallen: Dieje-
nigen, die eingehende Kanten von und zu Ecken haben, die mit { 1 } bzw. { 3 } gelabelt
sind, und diejenigen, die eingehende Kanten von mit { 1, 3 } gelabelten Ecken haben.
Aus der (α)-Relation
X13,2X2,1 +X13,23X23,1︸ ︷︷ ︸
=0
= 0
folgt zusätzlich X13,2F ′2 = 0, d. h. dass auch keine Kanten von Ecken in F
′
2V zu Ecken in
E13V gehen.
Indem wir den Antiautomorphismus δ anwenden, erhalten wir analoge Aussagen für
die zweielementigen Mengen: E13 zerfällt in zwei orthogonale Idempotente, nämlich
F ′13 := X13,12X12,13 = X13,23X23,13 und F
′′
13 := X13,2X2,13. Die Ecken mit Label { 1, 3 }
zerfallen ggf. nach einem Basiswechsel ebenfalls in zwei disjunkte Klassen: Diejenigen, die
Kanten von und nach mit { 2, 3 } und { 1, 2 } gelabelten Ecken haben, sowie diejenigen,
die Kanten von und nach mit { 2 } gelabelten Ecken haben.
Indem wir die Zerlegung E2 = F ′2 + F
′′
2 und E13 = F
′
13 + F
′′
13 benutzen, können wir
die Pfadalgebra-Struktur von ΩGy, die im Kompatibilitätsgraphen kodiert ist, verbes-
sern und genauer aufschlüsseln. Wir erhalten den verbesserten Kompatibilitätsgraphen
Q′ in Graphik 4.5.1 (wobei aus Gründen der Übersichtlichkeit nur die Inklusionskanten
zwischen ein- und zweielementigen Teilmengen dargestellt sind).
Aus Lemma 4.5.10 folgt nun Behauptung a., denn ein einfacher Modul induziert einen
stark zusammenhängenden Teilgraphen dieses verbesserten Kompatibilitätsgraphen. Da-
für kommen jetzt nur noch die fünf in der Behauptung genannten Teilgraphen in Fra-
ge. In der Tat kommen alle diese Möglichkeiten wirklich bei den einfachen A3-Graphen
vor. Davon kann man sich überzeugen, indem man für die fünf irreduziblen Charaktere
von A3 mittels Lemma 4.5.2 die Vielfachheiten der Indexmengen in den dazugehörigen
A3-Graphen mit diesen Charakteren ausrechnet.
Gyojas Vermutung für A3-Graphen können wir mit dieser Erkenntnis beweisen. Wir
wissen bereits, dass ΩGy ein Quotient von ZQ′ ist. Nun beweisen wir, dass die (nicht
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∅
1 2 3
2
13
23 13 12
123
(4)
(3, 1)
(2, 2)
(2, 12)
(14)
Abbildung 4.5.1.: Verbesserte Zerlegung von ΩGy(A3) als Pfadalgebra
unitären) Unterringe von ΩGy, die von den stark zusammenhängenden Teilgraphen in-
duziert werden, zu Matrixalgebren isomorph sind. In der einen Richtung sind die fünf
W -Graph-Darstellungen der Kazhdan-Lusztig-Linkszellen zusammengenommen ein Al-
gebrahomomorphismus ΩGy → Z× Z3×3 × Z2×2 × Z3×3 × Z.
Für die andere Richtung benutzen wir, dass sich Zd×d durch Erzeuger und Relationen
schreiben lässt:
Zd×d ∼= Z〈eij |1 ≤ i, j ≤ d〉
(eijekl = δjkeil, 1 =
∑
ieii)
Durch die Abbildungsvorschriften
e11 7→ E123e11 e12 e13e21 e22 e23
e31 e32 e33
 7→
 E23 X23,13 X23,13X13,12X13,23 F ′13 X13,12
X12,13X13,23 X12,13 E12

(
e11 e12
e21 e22
)
7→
(
F ′′2 X2,13
X13,2 F
′′
13
)
e11 e12 e13e21 e22 e23
e31 e32 e33
 7→
 E1 X1,2 X1,2X2,3X2,1 F ′2 X2,3
X3,2X2,1 X3,2 E3

e11 7→ E∅
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wird ein Algebrahomomorphismus Z × Z3×3 × Z2×2 × Z3×3 × Z → ΩGy gegeben, der
linksinvers zum obigen ist. Dabei haben wir Lemma 4.5.12 benutzt. Daher induzieren die
in Abbildung 4.5.1 mit λ ⊢ 4 gekennzeichneten starken Zusammenhangskomponenten
Matrixalgebren Zdλ×dλ in ΩGy.
Indem wir nun mit K tensorieren, ergibt sich, dass die fünf gewählten W -Graph-Darstel-
lungen eine Surjektion α : KΩGy ։ K ×K3×3 ×K2×2 ×K3×3 ×K induzieren.
Außerdem erhalten wir, dass ker(α) als Ideal von den Kanten in Q′ erzeugt wird, die
zwischen verschiedenen starken Zusammenhangskomponenten verlaufen. Die Komponen-
ten sind in Abbildung 4.5.1 mit den Partitionen λ ⊢ 4 gekennzeichnet worden. Da nur
Kanten von λ zu µ verlaufen, wenn λ D µ ist, ist ker(α)m von Elementen der Form
XI0I1a1XI1I2a2 . . . am−1XIm−1Im erzeugt, wobei stets Ij in Komponente λj liegt und
λ0 ⊳ λ1 ⊳ . . . ⊳ λm gilt. Daher muss ker(α)5 = 0 sein, weil es keine solche Ketten der
Länge fünf gibt. Insbesondere ist daher ker(α) im Jacobson-Radikal von KΩGy enthal-
ten. Das Radikal hat also maximal die Kodimension 1+32+23+32+1 = |W | und somit
gilt Gyojas Vermutung.
4.5.2. Die Zerlegungsvermutung
4.5.18: Die Elemente
F (1
4) := E123
F (2,1
2) := E23 + F
′
13 + E12
F (2
2) := F ′′13 + F
′′
2
F (3,1) := E1 + F
′
2 + E3
F (4) := E∅
aus dem vorangegangenen Beweis sind paarweise orthogonale Idempotente von ΩGy(A3),
die zu 1 summieren und F λΩGyF λ ∼= Zdλ×dλ erfüllen.
Mindestens für Coxeter-Gruppen vom Typ A könnte es möglich sein, mit Hilfe geschickter
Anwendung der Relationen in Satz 4.4.5 eine Zerlegung 1 =
∑
λ∈Λ F
λ in orthogonale
Idempotente zu konstruieren, für die analog F λΩGyFµ 6= 0 =⇒ λEµ und F λΩGyF λ ∼=
Zdλ×dλ gelten sollte. In Kürze werden wir das etwa für A2 und A4 auch tun.
Eine völlig analoge Aussage für alle (endlichen) Coxeter-Gruppen zu vermuten, ist wohl
hingegen zu viel verlangt, da der Beweis nur deshalb funktioniert, weil für A3 die Iso-
morphietypen λ ∈ Irr(W ) bereits eindeutig durch die Mengen { I | EIVλ 6= 0 } bestimmt
sind. Bei den exzeptionellen Typen stimmt das nicht mehr. Die beiden vierdimensio-
nalen, irreduziblen Darstellungen von H3 haben beispielsweise die gleichen Eckenlabel
(siehe [GP00]). Das lässt eine explizite Konstruktion der entsprechenden Idempotente
F 4r und F 4
′
r aus den Pfadalgebra-Erzeugern von ΩGy(H3) allein mit dem obigen Ansatz
unmöglich erscheinen.
Dazu kommt, dass selbst im Typ A Indexmengen auch mit höheren Vielfachheiten als
Eins auftreten können. Damit das mit dem Isomorphismus F λΩGyF λ ∼= Zdλ×dλ ver-
träglich sein kann, sollte (EIF λ)ΩGy(EIF λ) selbst schon eine Matrixalgebra Zk×k sein,
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wobei k die Vielfachheit von I in W -Graphen mit Isomorphietyp λ ist. Wie das zustande
kommen soll, ist auch a priori unklar. Da jedoch in keinem W -Graphen Kanten zwischen
Ecken mit demselben Eckenlabel existieren, bleibt die Hoffnung, verschiedene Ecken mit
gleichen Labeln durch die Label benachbarter Ecken (und, sofern nötig, deren Nachbarn
und deren Nachbarn ...) zu unterscheiden.
4.5.19 Vermutung (W -Graph-Zerlegungsvermutung):
Trotz der erwähnten Probleme kann man natürlich hoffen, dass ΩGy(W,S) für eine mög-
lichst große Klasse der endlichen Coxeter-Gruppen (W,S) die folgenden (oder zumindest
ähnliche) Eigenschaften erfüllt.
Wenn k ⊆ C ein guter Ring im Sinne von 2.3.2 ist, sollte es Elemente F λ ∈ kΩGy für
λ ∈ Λ geben, welche zumindest die ersten vier der folgenden Eigenschaften haben. Die
zusätzlichen Eigenschaften könnten sich als nützlich bei der Konstruktion dieser Elemente
erweisen:
(Z1) Die F λ sind eine Zerlegung der 1 in orthogonale Idempotente:
1 =
∑
λ
F λ und F λFµ = δλ,µF
λ
(Z2) Es gibt eine gemeinsame Verfeinerung dieser Idempotentzerlegung und der Zerle-
gung 1 =
∑
I EI :
F λEI = EIF
λ =: F λI
(Z3) Zwischen den F λ existieren nur Kanten „nach unten“: F λxsFµ 6= 0 =⇒ λ  µ
für alle s ∈ S (siehe 2.2.22 für die Definition der Ordnung auf Irr(W )).
(Z4) Es gibt surjektive Homomorphismen ψλ : kdλ×dλ ։ F λkΩGyF λ von k-Algebren.
(Z5) Für alle I, J existieren σλ ∈ k× ∪ { 0 } mit XIJXJI =
∑
λ∈Λ σλF
λ
I .
(Z6) δ(F λ) = F λ
†
.
(Z7) α(F λ) = F λ
α
für alle Graphautomorphismen α, wobei λα der Isomorphietyp der
mit α getwisteten Darstellung sei.
4.5.20: Z5 ist eine sehr starke Aussage, da es in gewisser Weise die Spektralzerlegung der
Endomorphismen XIJXJI auf allen W -Graph-Moduln simultan beschreibt. Vor allem ist
darin die Aussage enthalten, dass alle diese Endomorphismen miteinander kommutieren
und auf ΩGy selbst diagonalisierbar (durch Linksmultiplikation) operieren.
In den wenigen Beispielen, für die ich bisher einen Satz von solchen Idempotenten F λ
explizit kenne, trifft dies zu, daher taucht diese Vermutung in der obigen Liste auf. Ich
habe jedoch bei diesem Punkt der Liste die größten Zweifel, ob er wirklich allgemeingültig
sein kann.
Sollte dies aber tatsächlich gelten, könnte es sein, dass die F λI auf diese Weise eindeutig
bestimmt werden. Das hieße im Umkehrschluss, dass irreduzible W -Graphen und ihre
Isomorphietypen durch die Spektralzerlegung dieser „Schleifenendomorphismen“ XIJXJI
mehr oder weniger eindeutig erkannt werden können.
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4.5.21: Für spätere Überlegungen halten wir fest, dass die Algebren F λΩGyF λ von den
Elementen F λI und F
λXIJF
λ erzeugt werden, wenn Z3 gilt. Das folgt daraus, dass nur
Kanten F λ ← Fµ existierten, wenn λ  µ ist. Wenn wir also F λXI0I1 . . . XIk−1IkF λ als∑
λi
F λXI0I1F
λ1XI1I2 . . . XIk−2Ik−1F
λk−1XIk−1IkF
λ
schreiben, gilt in allen von Null verschiedenen Summanden λ  λ1  . . .  λk−1  λ.
Daraus folgt, dass F λΩGyF λ wirklich von den F λXIJF λ erzeugt wird. Dies wird auch
zum Nachweis von Z4 nützlich sein, wenn wir die Surjektivität prüfen wollen.
4.5.22: Wir halten zunächst einige Folgerungen aus den Vermutungen Z1 bis Z7 fest,
bevor wir zu den Beweisen der Zerlegungsvermutung in den Fällen I2(m), B3 und A4
übergehen.
4.5.23 Lemma:
Es sei (W,S) eine Coxeter-Gruppe, k ⊆ QW sei ein guter Ring und es gelten Z1, Z2 und
Z3. Dann gilt auch:
a.) kΩGy ist ein Quotient einer verallgemeinerten Pfadalgebra auf dem azyklischen
Köcher L, dessen Knotenmenge Λ = Irr(W ) ist und der |S| Kanten λ← µ besitzt,
falls λ ≺ µ ist. Die Algebren an den Knoten sind F λkΩGyF λ.
b.) Jeder W -Graph (C, I,m) mit konstanten Koeffizienten in k, der einen einfachen
kΩGy-Modul V definiert, erfüllt QV ⊆
{
I ⊆ S ∣∣ F λI 6= 0 } für ein λ ∈ Λ. (siehe
4.5.10 für die Definition von QV )
Gilt zusätzlich Z4, so gelten weiterhin:
c.) Die in Z4 auftauchenden Surjektionen ψλ sind Isomorphismen.
d.) rad(KΩGy) ist nilpotent und Gyojas Vermutung ist für KΩGy(W,S) wahr, wobei
K eine beliebige Körpererweiterung von QW (v) ist.
e.) kΩGy als k-Modul endlich erzeugt.
Beweis. a. Es sei Ω˜ die verallgemeinerte Pfadalgebra auf dem Köcher L mit den angege-
benen Knotenalgebren. Wegen Z1 sind die F λ eine orthogonale Zerlegung der 1 in ΩGy.
Wegen Z2 gilt EI =
∑
λ F
λEIF
λ ∈∑λ F λΩGyF λ. Da die EI zusammen mit den xs ganz
ΩGy erzeugen, folgt aus den Überlegungen in 4.5.9 die Behauptung.
b. ergibt sich aus a., denn jeder ΩGy-Modul V ist nun auch ein Ω˜-Modul. Weil Ω˜ eine
verallgemeinerte Pfadalgebra ist, muss V einen stark zusammenhängenden Teilgraphen
LV ⊆ L induzieren (siehe 4.5.10). L ist aber azyklisch, d. h. die einzigen stark zusam-
menhängenden Teilgraphen sind einelementig. Mit anderen Worten: Es gibt ein λ ∈ Λ
derart, dass F λV 6= 0 und FµV = 0 für alle µ 6= λ ist. Für alle I ⊆ S mit EIV 6= 0 muss
also EIF λ 6= 0 sein.
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c. und d. beweisen wir gemeinsam. Wenn wir Surjektionen ψλ : kdλ×dλ ։ F λkΩGyF λ
haben, dann erhalten wir durch Tensorieren mit K Surjektionen Kdλ×dλ ։ F λKΩGyF λ.
Da Matrizenringe über Körpern einfach sind, ist somit F λKΩGyF λ entweder gleich 0
oder zu Kdλ×dλ isomorph für alle λ.
Da wir wissen, dass KΩGy ein Quotient von KΩ˜ ist, können wir die Kodimension des
Radikals abschätzen:
dimK KΩ
Gy/ rad(KΩGy) ≤ dimK KΩ˜/ rad(KΩ˜)
KΩ˜ ist nun eine verallgemeinerte Pfadalgebra auf einem azyklischen Köcher, d. h. das
von den Kanten erzeugte Ideal ist nilpotent und somit im Radikal enthalten. Es ist in
der Tat gleich dem Radikal, weil der Quotient isomorph zu
∏
λ F
λKΩGyF λ und daher
halbeinfach ist. Wir erhalten:
dimK KΩ
Gy/ rad(KΩGy) ≤
∑
λ∈Λ
Fλ 6=0
d2λ
≤
∑
λ
d2λ
= |W |
Nun wissen wir aber, dass das Radikal von KΩGy mindestens die Kodimension |W | haben
muss. Es gelten also überall die Gleichheiten.
Das zeigt c., denn nun muss für alle λ gelten, dass Kdλ×dλ
ψλ−−→ F λKΩGyF λ ein Isomor-
phismus ist. Insbesondere muss ψλ : kdλ×dλ → F λkΩGyF λ schon injektiv gewesen sein,
ist also auch ein Isomorphismus.
Wir erhalten aber auch d., denn wir haben gezeigt, dass das Radikal von KΩ˜ nilpotent
ist und durch die Quotientenabbildung KΩ˜→ KΩGy genau auf das Radikal von KΩGy
abgebildet wird. Also ist auch rad(KΩGy) nilpotent. Wir haben außerdem gezeigt, dass
die Kodimension des Radikals gleich |W | ist, also Gyojas Vermutung für KΩGy wahr ist.
e. Nun ist F λkΩGyF λ ∼= kdλ×dλ , also als k-Modul endlich erzeugt. Da es nur endlich viele
Pfade im Köcher L gibt, ist auch kΩ˜ als k-Modul endlich erzeugt. Als Quotient ist daher
kΩGy ebenfalls als k-Modul endlich erzeugt.
4.5.24: Wir werden verschiedene Techniken benutzen, um die Idempotente F λI zu kon-
struieren. Zum einen werden wir einige Idempotente ad hoc konstruieren. Das folgende
Lemma hilft dann dabei, einmal konstruierte Idempotente weiter zu propagieren.
4.5.25 Lemma (Idempotenttransport):
Es seien I, J ⊆ S beliebig, aber fest. Es seien A eine endliche Indexmenge und (eα)α∈A
paarweise orthogonale Idempotente ≤ EI mit XIJXJI =
∑
α∈A σαeα für σα ∈ k×.
Bezeichne das . . . . . . . . . . . . . . . . .Restidempotent EI −
∑
α eα weiterhin mit e0. Dann gilt:
a.) e˜α := σ−1α XJIeαXIJ und das Restidempotent e˜0 := EJ −
∑
α∈A e˜α sind paarweise
orthogonale Idempotente ≤ EJ .
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b.) Es gilt XIJ e˜α = eαXIJ und XJIeα = e˜αXJI für α ∈ A ∪ { 0 }.
c.) r := XJIe0XIJ erfüllt r2 = 0, r = e˜0re˜0 sowie XJIXIJ =
∑
α∈A σαe˜α + r. Insbe-
sondere ist r = 0, falls XJIXIJ selbst ein Idempotent ist.
d.) XIJ e˜αXJI = σαeα für alle α ∈ A, d. h. erneuter Transport der Idempotente liefert
die ursprünglichen Idempotente zurück.
Beweis. Für α, β ∈ A gilt:
e˜αe˜β = (σ
−1
α XJIeαXIJ)(σ
−1
β XJIeβXIJ)
= σ−1α σ
−1
β XJIeα
(∑
γ∈A
σγeγ
)
eβXIJ
=
∑
γ
σγ
σασβ
XJIeαeγeβXIJ
= δαβXJIσ
−1
α eαXIJ
= δαβ e˜α
Das zeigt a.
b. ergibt sich aus der Rechnung
XIJ e˜α = σ
−1
α XIJXJIeαXIJ
=
∑
β∈A
σ−1α σβeβeα︸︷︷︸
δαβ
XIJ
= eαXIJ
und analog ergibt sich auch e˜αXJI = XJIeα.
c. folgt aus einer ähnlichen Rechnung wie in a., denn für alle α ∈ A ∪ { 0 } folgt
r ·XJIeαXIJ = XJIe0XIJXJIeαXIJ
=
∑
β∈A
XJIσβe0eβ︸︷︷︸
=0
eαXIJ
= 0
sowie analog auch die umgekehrte Gleichung XJIeαXIJr = 0. Speziell für α = 0 ergibt
sich r2 = 0 und für α ∈ A ergibt sich e˜αr = re˜α = 0.
Aus der Definition von e˜α ergibt sich außerdem unmittelbar
XJIXIJ = XJIEIXIJ
=
∑
α∈A∪{ 0 }
XJIeαXIJ
=
∑
α∈A
σαe˜α + r.
d. folgt ebenso direkt aus der Definition der e˜α und der Orthogonalität der eα.
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4.5.26: Wir werden in den folgenden Beweisen das Ziel verfolgen, die Kompatibilitäts-
graphen verschiedener Coxeter-Gruppen zu verfeinern und die Idempotente EI weiter
aufzuspalten, wie wir es für A3 bereits getan haben. In dieser Sichtweise sagt die Teilaus-
sage b. des eben bewiesenen Lemmas etwa aus, dass bei solch einer Aufspaltung von EI
in die Idempotente eα, α ∈ A ∪ { 0 } und beim Transport dieser Aufspaltung nach EJ
aus der transversalen Kante EI ⇆ EJ keine wilden Kanten eα ⇆ e˜β mit α 6= β entste-
hen können, sondern die Kante stattdessen in ≤ |A|+ 1 parallele Kantenpaare eα ⇆ e˜α
(α ∈ A ∪ { 0 }) gespalten wird.
d. zeigt dann insbesondere, dass die |A| Kanten eα ⇆ e˜α (α ∈ A) wirklich existieren,
wenn mit eα 6= 0 begonnen wurde (was natürlich o. B. d.A. angenommen werden darf).
Ob von den zwei möglichen Kanten e0 ⇆ e˜0 keine, eine oder zwei existieren, ist a priori
nicht klar. Dass keine oder eine Kante existiert, kommt in den folgenden Beispielen vor.
Ein Beispiel, in dem beide Kanten existieren, habe ich bisher nicht.
4.5.3. Die Zerlegungsvermutung für I2(m)
4.5.27 Lemma:
Sei m ∈ N≥1 sowie R := Z[2 cos(2πm ), 1m ]. Dann gilt:
a.) 2 cos(k 2πm ), 4 cos(k
π
m)
2 ∈ R für alle k ∈ Z.
b.) 4 cos(k πm )
2 ∈ R× für alle k ∈ Z \ m2 Z.
c.) 4 cos(k πm )
2 − 4 cos(l πm)2 ∈ R× für alle 1 ≤ k < l ≤
⌊
m
2
⌋
.
Beweis. Wir setzen ζn := exp(2πin ) für alle n ∈ N>0. Es gilt dann 2 cos(k 2πn ) = ζkn + ζ−kn .
Da nun jedoch Xk +X−k ∈ Z[X +X−1] ist, folgern wir 2 cos(k 2πn ) ∈ R.
Da 2 cos(θ2)
2 = cos(θ) + 1 gilt, folgern wir auch 4 cos(k πm )
2 ∈ R. Damit haben wir a.
gezeigt.
Wir benutzen für b. und c., dass
Z[2 cos(2πn )] = Z[ζn + ζ
−1
n ] ⊆ Z[ζn] ⊆ Z[ζnl]
ganze Ringerweiterungen sind für alle l ∈ N≥1. Für ganze Erweiterungen R ⊆ S gilt
R ∩ S× = R×, daher genügt es zu zeigen, dass unsere Elemente Einheiten in Z[ζml, 1m ]
sind für irgendein l ∈ N≥1.
Schritt 1: 2 sin(a πm) ist invertierbar für a ∈ Z \mZ.
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Dies folgt aus
m−1∏
a=1
2 sin(a πm ) =
m−1∏
a=1
1
i (ζ
a
2m − ζ−a2m)
= (−i)m−1
m−1∏
a=1
ζa2m ·
m−1∏
a=1
(1− ζ−2a2m )
= (−i)m−1ζ
1
2m(m−1)
2m
m−1∏
a=1
(1− ζam)
=
Xm − 1
X − 1
∣∣∣∣
X=1
= m.
Wir erhalten, dass alle 2 sin(k πm) Einheiten sind für k ∈ Z \mZ. Nun ist c. eine einfache
Folgerung, da 4 cos(k πm)
2 − 4 cos(l πm )2 = 2 sin((k + l) πm ) · 2 sin((k − l) πm ) gilt.
Schritt 2: 4 cos(a πm)
2 ist invertierbar für a ∈ Z \ m2 Z.
Die folgt aus∏
1≤a<
m
2
(2 cos(a πm ))
2 =
∏
1≤a<
m
2
(ζa2m + ζ
−a
2m)
2
=
∏
1≤a<
m
2
(ζ2a2m + 1)ζ
−a
2m · ζa2m(1 + ζ−2a2m )
=
∏
−
m
2 <a<
m
2
a6=0
(1 + ζam)
=
{
(−1)m−1∏ζm=1,ζ 6=1(−1− ζ) falls 2 ∤ m
(−1)m−2∏ζm=1,ζ 6=±1(−1− ζ) falls 2 | m
=

Xm−1
X−1
∣∣∣
X=−1
falls 2 ∤ m
Xm−1
X2−1
∣∣∣
X=−1
falls 2 | m
=
{
1 falls 2 ∤ m
m
2 falls 2 | m
.
Daher ist auch 4 cos(k πm )
2 eine Einheit.
4.5.28 Satz:
Es sei m ∈ N≥3. Die Zerlegungsvermutung gilt für Coxeter-Gruppen vom Typ I2(m).
Beweis. Die Idee des Beweises ist, genau die in Z5 behauptete Eigenraumzerlegung zu
benutzen und so eine Zerlegung des Kompatibilitätsgraphen wie in Abbildung 4.5.2 zu
konstruieren.
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∅
1 2
1 2
1 2
12
...
...
sgn
λ1
λm−3
2
λm−1
2
1 ∅
1 2
1 2
1 2
12
...
...
sgn
λ1
λm−2
2
ǫ1 ǫ2
1
Abbildung 4.5.2.: Verbesserte Zerlegung von ΩGy(I2(m)) als Pfadalge-
bra; links für ungerade m, rechts für gerade m.
Zunächst halten wir fest, dass gute Ringe für I2(m) stets ZW = Z[2 cos(2πm ),
1
m ] enthalten.
Wir können also das obige Lemma über Elemente dieses Rings anwenden.
Eine weitere wichtige Beobachtung ist, dass es nur sehr wenig transversale Kanten im
Kompatibilitätsgraphen gibt, wenn der Rang Zwei ist (siehe Abbildung 4.4.1), nämlich
nur X1,2 und X2,1.
Die einzigen (α)-Relationen sind also
0 =
m−1∑
j=0
aj X1,2X2,1 . . .︸ ︷︷ ︸
j
und 0 =
m−1∑
j=0
aj X2,1X1,2 . . .︸ ︷︷ ︸
j
,
wobei aj die Koeffizienten von τm−1 seien, also τm−1(X) =
∑
j ajX
j .
Schritt 1: Vorbereitungen.
Wir definieren τ˜n ∈ Z[X] durch
τ˜n :=
{
τn(
√
X) falls 2 | n
τn(
√
X)
√
X falls 2 ∤ n
.
Man beachte, dass τn ein gerades Polynom ist, wenn n gerade ist, und ein ungerades,
wenn n ungerade ist. Daher ist τ˜n tatsächlich wieder ein Polynom in X. Es hat den
Grad
⌈
n
2
⌉
und ist normiert. Da die n Nullstellen von τn durch 2 cos( kn+1π) (k = 1, . . . , n)
gegeben sind, sind die Nullstellen von τ˜n durch 4 cos( kn+1π)
2 (k = 1, . . . ,
⌈
n
2
⌉
) gegeben
(siehe [AS64, 22.16]). Insbesondere sind die Nullstellen von τ˜m−1 genau σk := 4 cos(k πm )
2
für k = 1, . . . ,
⌊
m
2
⌋
.
Schritt 2: Konstruktion der Idempotente.
Wennm ungerade ist, dann sind die α-Relationen bereits in der Form τ˜m−1(X1,2X2,1) = 0
bzw. τ˜m−1(X2,1X1,2) = 0. Wenn m gerade ist, dann können wir die Relation mit X1,2
bzw. X2,1 multiplizieren und erhalten ebenfalls diese Gleichungen.
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Indem wir jetzt für k = 1, . . . ,
⌊
m
2
⌋
F1,k :=
∏
l=1,...,⌊m2 ⌋
l 6=k
X1,2X2,1 − σl
σk − σl und F2,k :=
∏
l=1,...,⌊m2 ⌋
l 6=k
X2,1X1,2 − σl
σk − σl (1)
setzen, haben wir Idempotente F1,k, F2,k ∈ RΩGy mit
E1 =
⌊m2 ⌋∑
k=1
F1,k und X1,2X2,1 =
⌊m2 ⌋∑
k=1
σkF1,k
bzw.
E2 =
⌊m2 ⌋∑
k=1
F2,k und X2,1X1,2 =
⌊m2 ⌋∑
k=1
σkF2,k
gefunden. Wir bezeichnen die zweidimensionalen Darstellungen von I2(m) mit λk für
k = 1, . . . , m−12 , falls m ungerade ist, bzw. k = 1, . . . ,
m−2
2 , falls m gerade ist, und mit ǫ1
und ǫ2 die beiden zusätzlichen eindimensionalen Darstellungen, wenn m gerade ist, und
definieren die Idempotente (F λ)λ∈Irr(W ) als
F 1 = E∅,
F λk = F1,k + F2,k,
F sgn = E{ 1,2 }
sowie, falls m gerade ist, außerdem noch
F ǫ1 = F1,m2
und
F ǫ2 = F2,m2
.
Nach Konstruktion gelten dann Z1, Z2, Z5, Z6 und Z7. Es bleiben Z3 und Z4 zu prüfen.
Schritt 3: Wir zeigen Z3. Das folgt aus Lemma 4.5.25, denn die F1,k ergeben sich durch
Idempotenttransport aus den F2,k und umgekehrt: Man beachte, dass σk für 1 ≤ k < m2
invertierbar ist. Für k = m2 ist σk = 0, d. h. F1,m/2 und F2,m/2 sind die Restidempotente.
Daher ist das Lemma für den Idempotenttransport anwendbar und es gilt
⌊m2 ⌋∑
k=0
σkX1,2F2,kX2,1 = X1,2
(∑
k
σkF2,k︸ ︷︷ ︸
=E2
)
X2,1 = X1,2X2,1 =
⌊m2 ⌋∑
k=0
σkF1,k.
Da X1,2F2,kX2,1 ein Idempotent ist für 1 ≤ k < m2 , beschreiben also beide Seiten der
Gleichung
∑
k σkX1,2F2,kX2,1 =
∑
k σkF1,k die Spektralzerlegung von X1,2X2,1. Da die
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σk paarweise verschieden sind, gilt somit insbesondere F1,k = X1,2F2,kX2,1 sowie aus
Symmetriegründen auch X2,1F1,kX1,2 = F2,k für alle 1 ≤ k < m2 . Aufgrund des Lemmas
4.5.25 kann es daher nur Kanten F1,k ⇆ F2,k geben für 1 ≤ k ≤
⌊
m
2
⌋
, aber keine Kanten
F1,k ⇆ F2,l für k 6= l.
Wir zeigen außerdem, dass für gerade m außerdem keine Kanten F1,m/2 ⇆ F2,m/2 exis-
tieren. Nach Konstruktion ist∏
1≤l<m
2
(X2 − σl) = τ˜m−1(X
2)
X2
=
τm−1(X)
X
=
m−1∑
j=1
ajX
j−1.
Indem wir X2,1X1,2 für X2 einsetzen und mit X1,2 multiplizieren, ergibt sich daraus
X1,2
∏
1≤l<m
2
(X2,1X1,2 − σl) =
m−1∑
j=0
ajX1,2X2,1 . . .︸ ︷︷ ︸
j Faktoren
(α)
= 0.
Durch Multiplikation mit dem Nenner von (1) folgt X1,2F2,m/2 = 0. Es gibt also keine
Kante von F2,m/2 zu irgendeiner mit { 1 } gelabelten Ecke und aus Symmetriegründen
auch keine Kante von F1,m/2 zu einer mit { 2 } gelabelten Ecke.
Schritt 4: Wir zeigen Z4.
Wir definieren ψk : Z
2×2
W → F λZWΩGyF λ durch(
e11 e12
e21 e22
)
7→
(
F λk1 F
λkX1,2F
λk
σ−1k F
λkX2,1F
λk F λk2
)
.
Das ist ein wohldefinierter Algebrahomomorphismus nach Konstruktion der F λk . Er ist
surjektiv, da F λkZWΩGyF λk von den Elementen F
λk
I und F
λkXIJF
λk erzeugt wird, die
alle nach Konstruktion im Bild von ψk liegen.
4.5.4. Die Zerlegungsvermutung für A4
4.5.29 Lemma (Relationen für Matrizenringe):
Sei k ein kommutativer Ring und n ∈ N. Es sei M der Köcher
v1 ⇆ v2 ⇆ · · ·⇆ vn−1 ⇆ vn.
Der Matrizenring kn×n ist isomorph zum Quotienten von kM nach den Relationen
(vi ← vi+1 ← vi) = evi für 1 ≤ i < n und
(vi ← vi−1 ← vi) = evi für 1 < i ≤ n,
wobei ev das Idempotent der Ecke v bezeichne.
Beweis. Wir werden die Standardbasis des Matrizenringes mit eij bezeichnen und den
Pfadalgebraquotienten mit X. Wir definieren zunächst den Homomorphismus α : kM→
kn×n durch α(evi ) := eii und α(vi ← vi±1) := ei,i±1. Dies ist wohldefiniert, da e2ii = eii,
1 =
∑n
i=1 eii und ei,i±1 = eiiei,±1ei±1,i±1 gilt, also die Relationen der Pfadalgebra erfüllt
sind. In der Tat gilt auch ei,i±1ei±1,i = eii, sodass α einen Homomorphismus X → kn×n
induziert.
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Umgekehrt definieren wir β : kn×n → X indem wir β(eii) := evi sowie
β(eij) := (vi ← vi+1 ← · · · ← vj)
für i < j und
β(eij) := (vi ← vi−1 ← · · · ← vj)
für i > j definieren. Wir müssen die Relationen eijekl = δjkeil des Matrizenrings nach-
prüfen. Nun gilt β(eij)β(ekl) = 0, falls j 6= k ist, da β(eij) und β(ekl) in diesem Fall
nicht verkettbare Wege im Köcher sind. Für i ≤ j = k ≤ l gilt β(eij)β(ekl) = β(eil) nach
Konstruktion. Ebenso für i ≥ j = k ≥ l. Falls jedoch i < j, j > l gilt, dann erhalten wir
β(eij)β(ejl) = (vi ← · · · ← vj−1 ← vj)(vj ← vj−1︸ ︷︷ ︸
≡ev−1
← · · · ← vl)
= (vi ← · · · ← vj−1)(vj−1 ← · · · ← vl)
= β(ei,j−1)β(ej−1, l)
woraus auch in diesem Fall induktiv die Behauptung β(eij)β(ejl) = β(eil) folgt. Der
letzte verbleibende Fall i > j, j < l folgt analog.
4.5.30 Satz:
Die Zerlegungsvermutung gilt für Coxeter-Gruppen vom Typ A4.
Beweis. Wir benutzen eine analoge Strategie wie zuvor für A3 und nutzen die Relationen
vom Typ (α) aus. Wir schreiben (αst), wenn wir die Relation vom Typ (α) meinen, die
zur Kante s− t des Dynkin-Diagramms gehört.
Der Kompatibilitätsgraph soll letzten Endes wie in Abbildung 4.5.3 zerlegt werden (In-
klusionskanten sind erneut weggelassen worden).
Schritt 1: Konstruktion der F λI , Verifizieren von Z1 und Z2. Unsere Konstruktion wird
auch gleich Z5, Z6 und Z7 zeigen.
Wir beginnen mit F (5) := E∅ und F
(15) := E1234.
Wir setzen F (4,1)1 := E1 und F
(4,1)
4 := E4.
Aus der (α12)-Relation
E1 = X1,2X2,1
folgt, dass F (4,1)2 := X2,1X1,2 ein Idempotent ≤ E2 ist. Aus der folgenden (α12)-Relation
bzw. (α23)-Relation
E2 = X2,1X1,2 +X2,13X13,2
E2 = X2,3X3,2 +X2,13X13,2
folgt, dass F (4,1)2 = X2,3X3,2 ist. Durch Anwenden des nichttrivialen Graphautomorphis-
mus erhalten wir symmetrisch das Idempotent F (4,1)3 := X3,4X4,3 = X3,2X2,3 ≤ E3.
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∅
1 2 3 4
2
13
14
24
3
12 13
14
23
24 34
124
13
23
24
134
123 124 134 234
1234
(5)
(4, 1)
(3, 2)
(3, 12)
(22, 1)
(2, 13)
(15)
Abbildung 4.5.3.: Verbesserte Zerlegung von ΩGy(A4) als Pfadalgebra
Durch Anwenden von δ erhalten wir die entsprechenden Idempotente
F
(2,13)
234 := E234,
F
(2,13)
134 := X134,234X234,134,
F
(2,13)
124 := X124,123X123,124,
F
(2,13)
123 := E123.
Man beachte, dass F (4,1)2 hier durch Idempotenttransport entlang von { 1 } → { 2 } ent-
steht und F (3,2)2 := X2,13X13,2 das Restidempotent ≤ E2 für diesen Transport ist. Indem
wir F (3,2)2 entlang von { 2 } → { 13 } transportieren, erhalten wir somit das Idempotent
F
(3,2)
13 := X13,2F
(3,2)
2 X2,13
= X13,2E2X2,13 −X13,2F (4,1)2 X2,13︸ ︷︷ ︸
=0= X13,2X2,13.
Durch Anwenden von δ erhalten wir das Idempotent F (2
2,1)
13 := X13,124X124,13 ≤ E13.
Aus der (α23)-Relation
E12 = X12,13X13,12
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folgt, dass F (3,1
2)
13 := X13,12X12,13 = X13,12E12X12,13 ein Idempotent ≤ E13 ist.
Wenn wir uns nun die (α32)-Relation
E13 = X13,2X2,13 +X13,12X12,13 +X13,124X124,13 = F
(3,2)
13 + F
(3,12)
13 + F
(22,1)
13
anschauen, dann erkennen wir, dass die Summe von je zwei dieser Idempotente das
Restidempotent ≤ E13 des Idempotenttransports ist, mit welchem wir das jeweils dritte
definiert haben. Insbesondere sind diese drei Idempotente paarweise orthogonal.
Indem wir den Graphautomorphismus anwenden, erhalten wir die Idempotente F (3,1
2)
24 ,
F
(3,2)
24 und F
(22,1)
24 .
Wir brauchen noch die Idempotente an den Ecken { 14 } und { 23 }. Das tun wir ebenfalls
durch Idempotenttransport. Es gilt die (α34)-Relation
E13 = X13,14X14,13 +X13,124X124,13,
d. h. X13,14X14,13 = F
(3,2)
13 + F
(3,12)
13 . Daher erhalten wir durch Idempotenttransport ent-
lang von { 13 } → { 14 } die beiden Idempotente
F
(3,2)
14 := X14,13F
(3,2)
13 X13,14 und
F
(3,12)
14 := X14,13F
(3,12)
13 X13,14
sowie aus Symmetriegründen auch
F
(3,12)
23 := X23,13F
(3,12)
13 X13,23 und
F
(22,1)
23 := X23,13F
(22,1)
13 X13,23.
Aus der (α43)-Relation
E14 = X14,13X13,14
und der (α21)-Relation
E23 = X23,13X13,23
folgt, dass die beiden Restidempotente für diese beiden Idempotenttransporte gleich Null
sind, d. h. wir haben orthogonale Zerlegungen
E14 = F
(3,2)
14 + F
(3,12)
14 und
E23 = F
(3,12)
23 + F
(22,1)
23 .
Damit haben wir alle Idempotente bereits gefunden. Die noch nicht definierten F λI defi-
nieren wir als Null.
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Schritt 2: Verifizieren von Z3.
Wir beweisen dazu, dass nur Inklusionskanten zwischen den verschiedenen in Abbildung
4.5.3 dargestellten Komponenten existieren. Da wir alle Idempotente durch Idempotent-
transport definiert haben, werden transversale Kanten in parallele Kanten aufgespalten.
Das eliminiert bereits fast alle potentiellen transversalen Kanten zwischen den Kompo-
nenten.
Einzig entlang der Kanten { 14 } ⇆ { 24 } und { 23 } ⇆ { 24 } ist dies noch nicht klar,
da wir entlang dieser Kante keinen Idempotenttransport durchgeführt haben, sondern
entlang der Kanten { 13 }⇆ { 14 } und { 13 }⇆ { 23 } gearbeitet haben.
Jedoch liefert die symmetrische Variante
F˜ λ14 := X14,24F
λ
24X24,14 = α(F
λ
14)
F˜ λ23 := X23,24F
λ
24X24,23 = α(F
λ
23)
für alle λ die gleichen Idempotente, wobei α den nichttrivialen Graphautomorphismus
bezeichne. Sei { λ, µ } = { (3, 2), (3, 12) }. Dann gilt
F λ14F˜
µ
14 = (X14,13F
λ
13X13,14) · (X14,24Fµ24X24,14)
= X14,13F
λ
13(X13,14X14,24)F
µ
24X24,14
(γ13)
= X14,13F
λ
13(X13,23X23,24 −X13,124X124,24 +X13,3X3,24)Fµ24X24,14
= X14,13F
λ
13(X13,23X23,24)F
µ
24X24,14
−X14,13F λ13(X13,124X124,24)Fµ24X24,14
+X14,13F
λ
13(X13,3X3,24)F
µ
24X24,14.
Da nun F (3,2)13 X13,23 = 0 und X23,24F
(3,2)
24 = 0 ist und stets entweder λ oder µ gleich
(3, 2) ist, verschwindet der erste Summand. Der zweite Summand verschwindet, da für
λ ∈ { (3, 2), (3, 12) } in beiden Fällen F λ13X13,124 = 0 gilt.
Auch der dritte Summand verschwindet. Für µ = (3, 12) folgt dies aus 0 = X3,24F
(3,12)
24 .
Falls λ = (3, 12) und µ = (3, 2) ist, wenden wir die (γ12)-Relation
X112,2X
2
2,3 = X
2
12,13X
1
13,3
an. Daraus ergibt sich nämlich
F
(3,12)
13 X13,3X3,24 = (X13,12X12,13)X13,3X3,24 nach Konstruktion
= X13,12(X12,13X13,3)X3,24
= X13,12(X12,2X2,3)X3,24 aufgrund von (γ
12)
= X13,12X12,2(X2,3X3,24)
= 0 aufgrund von (α23).
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Da somit alle drei Summanden verschwinden, folgt F λ14F˜
µ
14 = 0 und durch Anwenden
des Graphautomorphismus auch F˜ λ14F
µ
14 = 0. Durch Vertauschen von λ und µ gilt auch
Fµ14F˜
λ
14 = 0. Also ist F˜
λ
14 ≤ E14 − Fµ14 = F λ14. Durch erneutes Anwenden des Graphauto-
morphismus folgt F λ14 ≤ F˜ λ14 und somit die Gleichheit. Durch Anwenden von δ folgt dann
auch F˜ λ23 = F
λ
23.
Daher greift auch hier das Argument, dass Idempotenttransport nur parallele Kanten er-
zeugt. Es bleiben daher, wie behauptet, nur die Inklusionskanten zwischen verschiedenen
Komponenten in Abbildung 4.5.3 übrig.
Schritt 3: Verifizieren von Z4.
Wir wollen also surjektive Homomorphismen ψλ : Zdλ×dλ → F λΩGyF λ konstruieren.
Dazu verwenden wir die Präsentation von Zdλ×dλ aus Lemma 4.5.29.
Wir setzen zur Abkürzung XλIJ := F
λXIJF
λ. Nach Konstruktion gilt XλIJX
λ
JI = F
λ
I für
alle transversalen Kanten I ⇆ J , wenn F λI und F
λ
J nicht verschwinden, sowie X
λ
IJ =
XλJI = 0 andernfalls.
Wenn wir die Knoten der jeweiligen starken Zusammenhangskomponente in 4.5.3 mit der
zugehörigen Indexmenge bezeichnen (was konfliktfrei möglich ist, da keine Indexmenge
mit höherer Vielfachheit als 1 vorkommt), definiert
ψλ : Z
dλ×dλ → F λΩGyF λ, eII 7→ F λI , eIJ 7→ XλIJ
einen Morphismus ψλ : Zdλ×dλ → F λΩGyF λ für diejenigen Komponenten, die ohne
Inklusionskanten eine Gerade bilden (also in alle außer die mit λ = (3, 12) bezeichnete
Komponente).
Es ist die Surjektivität von ψλ zu beweisen, d. h. dass alle XλIJ im Bild von ψλ sind. Für
die transversalen Kanten ist das durch die Konstruktion klar. Für λ = (5), (4, 1), (2, 13)
und (15) ist daher nichts weiter zu tun.
Für λ = (3, 2) müssen wir die Inklusionskanten X13,3 und X24,2 betrachten. Dazu benut-
zen wir die Relation (γ):
X
(3,2)
24,2 = F
(3,2)
24 X24,2F
(3,2)
2
= (X24,3X3,24)X24,2(X2,13X13,2)
= X24,3X3,24(X24,2X2,13)X13,2
(γ42)
= X24,3X3,24(X24,14X14,13 +X24,134X134,13 −X24,23X23,13)X13,2︸ ︷︷ ︸
=0
= X24,3X3,24X24,14X14,13X13,2 +X24,3X3,24X24,134︸ ︷︷ ︸
=0
X134,13X13,2
= X
(3,2)
24,3 X
(3,2)
3,24 X
(3,2)
24,14X
(3,2)
14,13X
(3,2)
13,2 da es Element von F
(3,2)ΩGyF (3,2) ist.
∈ im(ψ(3,2))
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Durch Anwenden des Graphautomorphimus folgt auch X(3,2)13,3 ∈ im(ψ(3,2)), durch Anwen-
den von δ folgt X(2
2,1)
124,24,X
(22,1)
134,13 ∈ im(ψ(22,1)). Also liegen alle XλIJ im Bild von ψλ für
λ = (3, 2), (22 , 1) und wir haben die Surjektivität auch in diesen beiden Fällen bewiesen.
Es bleibt der Fall λ = (3, 12) übrig, d. h. das äußere Quadrat der Spiegelungsdarstellung.
Wir sortieren die sechs zweielementigen Teilmengen in der Reihenfolge { 1, 2 }, { 1, 3 },
{ 1, 4 }, { 2, 3 }, { 2, 4 }, { 3, 4 }. Wir behaupten, dass der folgende Homomorphismus
ψ(3,12) : Z
6×6 → F (3,12)ΩGyF (3,12) wohldefiniert ist:
e11 e12
e21 e22 e23
e32 e33 e34
e43 e44 e45
e54 e55 e56
e65 e66
 7→

Fλ12 X
λ
12,13
Xλ13,12 F
λ
13 X
λ
13,14
Xλ14,13 F
λ
14 X
λ
14,13X
λ
13,23
Xλ23,13X
λ
13,14 F
λ
23 X
λ
23,24
Xλ24,23 F
λ
24 X
λ
24,34
Xλ34,24 F
λ
34

Fast alle Relationen aus 4.5.29 sind dabei durch die Konstruktion der Idempotente bereits
erfüllt. Wir müssen nur noch
Xλ14,13X
λ
13,23 ·Xλ23,13Xλ13,14 = F λ14 und
Xλ23,13X
λ
13,14 ·Xλ14,13Xλ13,23 = F λ23
nachprüfen. Das folgt aus 4.5.25, denn in Xλ13,23 ·Xλ23,13 = F λ(X13,23F λ23Xλ23,13)F λ tritt
der Transport des Idempotents F λ23 entlang der Kante { 23 } → { 13 } auf, welcher genau
der Rücktransport zu demjenigen Idempotenttransport ist, den wir zur Definition von F λ23
benutzt haben. Also liefert er genau das ursprüngliche Idempotent F λ13 zurück. Daraus
folgt Xλ14,13X
λ
13,23 · Xλ23,13Xλ13,14 = F λ(X14,13F λ13X13,14)F λ = F λF λ14F λ = F λ14 aufgrund
der Definition von F λ14. Durch Anwenden von δ ergibt sich auch die Gültigkeit der zweiten
Gleichung.
Wir überzeugen uns erneut von der Surjektivität von ψλ. Nach Definition sind bereits
Xλ13,12, X
λ
14,13, X
λ
24,23 und X
λ
34,24 im Bild. Es gilt außerdem
Xλ23,13 = X
λ
23,13F
λ
13
= Xλ23,13(X
λ
13,14X
λ
14,13)
= (Xλ23,13X
λ
13,14)X
λ
14,13
∈ im(ψλ)
sowie
Xλ24,14 = X
λ
24,14F
λ
14
= Xλ24,14(X
λ
14,13X
λ
13,14)
= (Xλ24,14X
λ
14,13)X
λ
13,14
= (Xλ24,23X
λ
23,13 +X
λ
24,2X
λ
2,13 −Xλ24,134Xλ134,13)Xλ13,14 aufgrund von (γ24)
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= (Xλ24,23X
λ
23,13)X
λ
13,14 +
(
Xλ24,2 F
λ
2︸︷︷︸
=0
Xλ2,13 −Xλ24,134F λ134︸︷︷︸
=0
Xλ134,13
)
Xλ13,14
= (Xλ24,23X
λ
23,13)X
λ
13,14
∈ im(ψλ).
Durch Anwenden des Graphautomorphismus erhalten wir, dass auch Xλ12,13, X
λ
13,14,
Xλ13,23, X
λ
14,24, X
λ
23,24 und X
λ
24,34 im Bild liegen, womit ψλ also surjektiv ist.
4.5.5. Die Zerlegungsvermutung für B3
4.5.31 Satz:
Die Zerlegungsvermutung gilt für Coxeter-Gruppen vom Typ B3.
Beweis. Wir wollen erneut die Relationen vom Typ (α) ausnutzen, um ΩGy als Quoti-
enten einer verbesserten Pfadalgebra darzustellen. Als zugrundeliegenden Köcher wollen
wir dafür den in Abbildung 4.5.4 abgebildeten bekommen (wobei erneut Inklusionskanten
weggelassen wurden).
∅
0 1 2
0 1 2
0 1
02
1
02 12
01 02 12
01 02 12
012
(3), ∅
∅, (3) (2, 1), ∅
(2), (1)
(1), (2) (12), (1)
(1), (12)
∅, (2, 1) (13), ∅
∅, (13)
Abbildung 4.5.4.: Verbesserte Zerlegung von ΩGy(B3) als Pfadalgebra
Fangen wir zunächst an, uns die Idempotente zu beschaffen, d. h. Z1 und Z2 nachzuweisen.
Unsere Konstruktion wird zugleich auch Z6 erfüllen (und Z7 trivialerweise, da es keine
nichttrivialen Graphautomorphismen von B3 gibt). Wir halten fest, dass jeder gute Ring
Z[12 ] enthält, wir dürfen also durch 2 dividieren.
Schritt 0:
Erneut setzen wir F (3),∅ := E∅ und F
∅,(13) := E012.
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Schritt 1:
Aus (α21) folgt
E2 = X2,1X1,2
und daher ist F ′1 := X1,2X2,1 ein Idempotent ≤ E1. Aus (α12) folgt weiterhin
E1 = X1,2X2,1 +X1,02X02,1
sodass also F ′′1 := X1,02X02,1 ein zu F
′
1 orthogonales Idempotent ist. Diese beiden Idem-
potente wollen wir weiter zerlegen.
Schritt 2:
Wir erinnern daran, dass das in den Relationen vom Typ (α) vorkommende Polynom
τm−1 für m = 4 die Form τ4−1(T ) = T 3 − 2T hat. Aus (α01) und (α10) folgt daher:
0 = X0,1X1,0X0,1 +X0,1X1,02X02,1 − 2X0,1 (1)
0 = X1,0X0,1X1,0 +X1,02X02,1X1,0 − 2X1,0 (2)
Indem wir f := X1,0X0,1 setzen, die obere Gleichung von links mit X1,0 und die untere
von rechts mit X0,1 multiplizieren, erhalten wir:
0 = f2 + fF ′′1 − 2f (3)
0 = f2 + F ′′1 f − 2f (4)
Daher gilt
fF ′′1 = F
′′
1 f =: f
′′
und somit auch
fF ′1 = F
′
1f =: f
′
da E1 = F ′1 + F
′′
1 . Wir multiplizieren (3) mit F
′′
1 und (4) mit F
′
1 und erhalten:
0 = f ′′2 − f ′′ (5)
0 = f ′2 − 2f ′ (6)
Das liefert uns die folgende Zerlegung in paarweise orthogonale Idempotente:
E1 = F
′
1 + F
′′
1 =
(
1
2f
′︸︷︷︸
=:F
(2),(1)
1
)
+
(
F ′1 − 12f ′︸ ︷︷ ︸
=:F
(2,1),∅
1
)
+
(
f ′′︸︷︷︸
=:F
(1),(2)
1
)
+
(
F ′′1 − f ′′︸ ︷︷ ︸
=:F
(12),(1)
1
)
(7)
Mit diesen Bezeichnungen gilt X1,0X0,1 = 2F
(2),(1)
1 + F
(1),(2)
1 . Wir definieren die restli-
chen Idempotente durch Idempotenttransport nach Lemma 4.5.25 bzw. Anwenden der
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Dualität, d. h. wir setzen
F
(1),(2)
0 := X0,1F
(1),(2)
1 X1,0,
F
(2),(1)
0 :=
1
2X0,1F
(2),(1)
1 X1,0,
F
∅,(3)
0 := E0 − F (1),(2)0 − F (2),(1)0 ,
F
(2),(1)
2 := X2,1F
(2),(1)
1 X1,2,
F
(2,1),∅
2 := X2,1F
(2,1),∅
1 X1,2,
F λ,µ01 := δ(F
µ′,λ′
2 ),
F λ,µ02 := δ(F
µ′,λ′
1 ),
F λ,µ12 := δ(F
µ′,λ′
0 )
sowie alle anderen F λ,µI := 0.
Schritt 3: Verifizieren von Z3.
Dazu müssen wir uns davon überzeugen, dass F λ,µI XIJF
λ′,µ′
J = 0 gilt, wann immer
(λ, µ) 6 (λ′, µ′) ist (siehe 2.2.22 für die Definition der partiellen Ordnung  auf Irr(B3) =
{ (λ, µ) | λ ⊢ a, µ ⊢ b, a+ b = 3 }). Wir zeigen sogar, dass die einzigen nicht in Abbildung
4.5.4 dargestellten Kanten die Inklusionskanten sind.
Es gilt:
X0,1F
(2,1),∅
1 = X0,1(F
′
1 − 12f ′)
= X0,1(E1 − 12X1,0X0,1)F ′1
= 12(2X0,1 −X0,1X1,0X0,1)F ′1
(1)
= 12 (X0,1F
′′
1 )F
′
1
= 0
X0,1F
(12),(1)
1 = X0,1(F
′′
1 − f ′′)
= X0,1(E1 −X1,0X0,1)F ′′1
= (X0,1 −X0,1X1,0X0,1)F ′′1
(1)
= (X0,1F
′′
1 −X0,1)F ′′1
= 0
Das heißt, dass es keine transversale Kanten von F (2,1),∅1 oder F
(12),(1)
1 zu Ecken gibt, die
mit { 0 } gelabelt sind. Da die Idempotente, die mit { 0 } gelabelt sind, durch Idempo-
tenttransport definiert wurden, folgt aus 4.5.25 auch F ∅,(3)0 X0,1 = 0, d. h. dass auch keine
Kanten von mit { 1 } gelabelten Ecken zu F ∅,(3)0 existieren.
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Ganz analog gilt auch:
F
(2,1),∅
1 X1,0 = (F
′
1 − 12f ′)X1,0
= F ′1(E1 − 12X1,0X0,1)X1,0
= 12F
′
1(2X1,0 −X1,0X0,1X1,0)
(2)
= 12F
′
1(F
′′
1X1,0)
= 0
F
(12),(1)
1 X1,0 = (F
′′
1 − f ′′)X1,0
= F ′′1 (E1 −X1,0X0,1)X1,0
= F ′′1 (X1,0 −X1,0X0,1X1,0)
(2)
= F ′′1 (F
′′
1X1,0 −X1,0)
= 0
Das heißt, dass auch in der umgekehrten Richtung keine Kanten von Ecken, die mit
{ 0 } gelabelt sind, zu F (2,1),∅1 oder F (1
2),(1)
1 existieren. Wieder folgt aus 4.5.25 auch
X1,0F
∅,(3)
0 = 0, d. h. dass auch keine Kanten von F
∅,(3)
0 zu mit { 1 } gelabelten Ecken
existieren.
Da die Idempotente F (1),(2)0 und F
(2),(1)
0 durch Idempotenttransport definiert wurden,
existieren auch keine Kanten F (1),(2)0 ⇆ F
(2),(1)
1 oder F
(2),(1)
0 ⇆ F
(1),(2)
1 . Ebenso existieren
keine Kanten F (2,1),∅2 ⇆ F
(2),(1)
1 oder F
(2),(1)
2 ⇆ F
(2,1),∅
1 , da auch die Idempotente F
(2,1),∅
2
und F (2),(1)2 durch Idempotenttransport definiert wurden.
Da δ ein Antiautomorphismus ist, ergibt sich die symmetrische Situation auch für die
Ecken mit Labeln { 01 } , { 02 } , { 12 }.
Zu prüfen bleibt, ob es Kanten F (1),(2)1 ⇆ F
(12),(1)
02 oder F
(12),(1)
1 ⇆ F
(1),(2)
02 gibt. Dazu
beweisen wir, dass auch die beiden Idempotente F (1
2),(1)
02 und F
(1),(2)
02 durch Idempotent-
transport gegeben sind. Dies folgt erneut aus einem Blick auf die (α)-Relationen.
0 = X02,1X1,0X0,1 +X02,1X1,02X02,1 +X02,12X12,02X02,1 − 2X02,1 (8)
Indem wir von rechts mit X1,02 multiplizieren und X1,0X0,1 = F
(1),(2)
1 + 2F
(2),(1)
1 sowie
X02,12X12,02 = F
(12),(1)
02 + 2F
(1),(12)
02 und F
′′
02 := X02,1X1,02 = δ(F
′′
1 ) benutzen, erhalten
wir:
0 = X02,1(F
(1),(2)
1 + 2F
(2),(1)
1 )X1,02 + F
′′
02F
′′
02 + (F
(12),(1)
02 + 2F
(1),(12)
02 )F
′′
02 − 2F ′′02
= X02,1(F
(1),(2)
1 + 2F
(2),(1)
1 )X1,02 + F
(12),(1)
02 F
′′
02 + 2F
(1),(12)
02 F
′′
02︸ ︷︷ ︸
=0
− F ′′02
= X02,1(F
(1),(2)
1 + 2F
(2),(1)
1 )X1,02 + F
(12),(1)
02 − F ′′02
= X02,1(F
(1),(2)
1 + 2F
(2),(1)
1 )X1,02 + (−F (1),(2)02 )
Wir erhalten also
F
(1),(2)
02 = X02,1F
(1),(2)
1 X02,1 + 2 ·X02,1F (2),(1)1 X1,02.
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Aus der (α2,1)-Relation
0 =
∑
K
X202,KX
1
K,2 = X02,1X1,2
folgt X02,1F ′1 = 0 und, da F
(2),(1)
1 ≤ F ′1 ist, somit auch X02,1F (2),(1)1 = 0, womit wir
schlussendlich
F
(1),(2)
02 = X02,1F
(1),(2)
1 X1,02
erhalten, d. h. F (1),(2)02 ist ein entlang { 02 } ⇆ { 1 } transportiertes Idempotent. Wegen
F ′′1 = F
(1),(2)
1 + F
(12),(1)
1 gilt ebenfalls
F
(12),(1)
02 = X02,1F
(12),(1)
1 X1,02
womit sich dann aus Lemma 4.5.25, wie gewünscht, ergibt, dass es keine außer den in
Abbildung 4.5.4 eingezeichneten Kanten zwischen den mit { 1 } und { 02 } gelabelten
Idempotenten gibt. Das zeigt, dass Z3 gilt.
Schritt 4: Verifizieren von Z4.
Für eindimensionale Darstellungen ist dabei nicht viel zu tun. Wir definieren in die-
sen Fällen ψλ,µ : Z[12 ]
1×1 → F λ,µZ[12 ]ΩGyF λ,µ auf die einzig mögliche Weise durch
ψλ,µ(e11) := F
λ,µ. Die Surjektivität ist hier automatisch gegeben, da innerhalb der vier
Komponenten in Abbildung 4.5.4, die zu den eindimensionalen Charakteren gehören,
keine Kanten vorkommen und daher F λ,µZ[12 ]Ω
GyF λ,µ = Z[12 ]F
λ,µ gilt.
In Tabelle 4.5.1 sind die Morphismen ψλ,µ : Z[
1
2 ]
dλ,µ×dλ,µ → F λ,µZ[12 ]ΩGyF λ,µ für die
zwei- und dreidimensionalen Charaktere angegeben. Die Tabelle ist dabei so zu lesen,
dass die Angabe eij 7→ a in der Zeile für den Charakter χλ,µ für die Abbildungsvorschrift
ψλ,µ(eij) := F
λ,µaF λ,µ steht.
Dabei benutzen wir erneut, dass sich Z[12 ]
d×d als Z[12 ]-Algebra durch die Präsentation
in Lemma 4.5.29 beschreiben lässt. Diese Relationen sind tatsächlich erfüllt, wie aus der
Konstruktion der Idempotente F λ,µ folgt.
Die Konstruktion der Morphismen ψλ,µ sichert zu, dass jedes Idempotent F
λ,µ
I für alle I
und jedes Element F λ,µXIJF λ,µ für transversale Kanten I ⇆ J im Bild von ψλ,µ liegt.
Für (λ, µ) ∈ { (∅, (2, 1)), ((2, 1), ∅), ((2), (1)), ((1), (12 )) } ist das bereits ausreichend, da
alle in der zu F λ,µ gehörigen starken Komponente vorkommenden Kanten transversale
Kanten sind.
Für χ(1),(2) könnte jedoch eine Inklusionskante { 0 } → { 0, 2 } und für χ(12),(1) könnte
eine Inklusionskante { 1 } → { 1, 2 } vorkommen. Wir zeigen nun noch, dass dies nicht
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Charakter χλ,µ Abbildung ψλ,µ
χ(2,1),∅
(
e11 e12
e21 e22
)
7→
(
E1 X1,2
X2,1 E2
)
χ∅,(2,1)
(
e11 e12
e21 e22
)
7→
(
E02 −X02,01
−X01,02 E01
)
χ(2),(1)
e11 e12e21 e22 e23
e32 e33
 7→
 E0 X0,11
2X1,0 E1 X1,2
X2,1 E2

χ(1),(12)
e11 e12e21 e22 e23
e32 e33
 7→
 E12 −X12,02−12X02,12 E02 −X02,01
−X01,02 E01

χ(1),(2)
e11 e12e21 e22 e23
e32 e33
 7→
 E0 X0,1−X1,0 E1 X1,02
X02,1 E02

χ(12),(1)
e11 e12e21 e22 e23
e32 e33
 7→
 E12 X12,02X02,12 E02 −X02,1
−X1,02 E1

Tabelle 4.5.1.: Morphismen ψλ,µ : Z[
1
2 ]
dλ,µ×dλ,µ ։ F λ,µZ[12 ]Ω
GyF λ,µ
der Fall ist, und vollenden damit den Beweis. Wir benutzen dabei die (γ)-Relationen:
X
(1),(2)
02,0 = F
(1),(2)X02,0F
(1),(2)
0
= F (1),(2)X02,0(X0,1F
(1),(2)
1 X1,0)
= F (1),(2)(X02,0X0,1)F
(1),(2)
1 X1,0
(γ20)
= F (1),(2)(X02,2X2,1 +X02,12X12,1 −X02,01X01,1)F (1),(2)1 X1,0
= (X
(1),(2)
02,2 X
(1),(2)
2,1 +X
(1),(2)
02,12 X
(1),(2)
12,1 −X(1),(2)02,01 X(1),(2)01,1 )F (1),(2)1 X1,0
Hier verschwinden alle Summanden in der Klammer, da in der (1), (2) bezeichneten
Komponente in Abbildung 4.5.4 keine Knoten mit Label { 2 }, { 12 } oder { 01 } liegen.
Durch Anwenden von δ folgt ebenso F (1
2),(1)
12 X12,1 = 0.
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A.1. Coxeter-Gruppen und Hecke-Algebren
A.1.1. Bruhat-Ordnung
Vereinbarung:
Wir vereinbaren, dass für alle Funktionen dieses Abschnitts und der folgenden Abschnitte
die Coxeter-Gruppe (W,S) implizit bekannt ist. In praktischen Implementierungen heißt
das möglicherweise, dass entweder zusätzliche Parameter übergeben werden müssen oder
die Datenstukturen anderweitig mit diesem Wissen versehen werden müssen (z. B. durch
geeignete Klassen in einem objektorierentierten Paradigma).
Da wir nicht in die Details einer solchen Implementierung eintauchen wollen, legen wir
außerdem fest, dass eine gewisse Grundfunktionalität für Coxeter-Gruppen und deren
Elemente bereits zur Verfügung steht:
• Der Stern * soll so implementiert sein (z. B. durch Operator-Überladung oder GAPs
Method-Selection-Mechanismus), dass er für Elemente der Coxeter-Gruppe das
Produkt W ×W →W berechnet.
• Eine Funktion Length mit einem Parameter, die die Längenfunktion l : W → Z zur
Verfügung stellt.
• Eine Funktion LeftDescentSet mit einem Parameter, die die Abstiegsmenge
DL(w) := { s ∈ S | sw < w } = { s ∈ S | l(sw) < l(w) }
berechnet.
• Eine Funktion CanonicalLeftAscentSet wird benötigt, um W effizient zu durch-
laufen. Diese Funktion soll für eine anfangs fest gewählte Nummerierung s1, . . . , sn
von S jedem w ∈W die Menge
AL(w) := { si ∈ S | siw > w und für alle j < i : sj(siw) > siw }
zuordnen. Dadurch wird eine Baumstruktur auf W definiert: Die Wurzel ist 1 und
der Vorgänger eines w 6= 1 ist siw, wobei i der kleinste Index mit siw < w ist. Die
Funktion CanonicalLeftAscentSet berechnet also alle Nachfolger von w in diesem
Baum. (Siehe [Ste01] für Details und Anwendungen dieses Konzepts.)
Zusätzlich dazu werden wir eine gewisse Standardfunktionalität voraussetzen, die es in
den meisten Programmierumgebungen gibt oder die trivial zu implementieren ist. Insbe-
sondere werden wir mit Mengen, Listen und Dictionaries als Datenstrukturen arbeiten.
Wir werden dafür stets selbsterklärende Namen wählen. Im ersten Beispiel ist dies etwa
die Funktion SomeElementOf, die einfach irgendein Element der Menge auswählen soll.
A.1.1: Es gibt verschiedene Möglichkeiten, diese Operationen für Elemente von Coxeter-
Gruppen tatsächlich zu implementieren. Am wichtigsten ist dabei eine effiziente Lösung
des Wortproblems und eine effiziente Implementierung der Längenfunktion, da sich alle
anderen notwendigen Operationen darauf zurückführen lassen. Denkbar wären etwa die
folgenden Optionen:
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• Man kann direkt mit reduzierten Worten arbeiten. Dies ist sicherlich der allgemeins-
te Ansatz, der für beliebige Coxeter-Gruppen funktioniert. Dabei ist eine effiziente
Lösung des Wortproblems das größte Hindernis, d. h. der Test, wann zwei reduzier-
te Worte gleich sind. Der Satz von Tits zeigt, dass das Wortproblem für Coxeter-
Gruppen grundsätzlich algorithmisch lösbar ist. Das Finden einer effizienten Lösung
ist jedoch nichttrivial und bedarf detaillierterer Überlegungen.
• Kristallographische Gruppen kann man als Matrizengruppen über den ganzen Zah-
len realisieren, z.B. indem man eine geeignete Version der Spiegelungsdarstellung
betrachtet. Damit kann man alle notwendigen Operationen effizient implementieren
(siehe etwa [Hum92] zu den hier nicht besprochenen Eigenschaften der Spiegelungs-
darstellung). Die Spiegelungsdarstellung für beliebige Coxeter-Gruppen zu verwen-
den, ist theoretisch auch möglich, erfordert aber für unendliche Coxeter-Gruppen
die Fähigkeit, in gewissen Zahlkörpern Q ⊆ K ⊆ Qab ∩ R exakt zu rechnen (das
kann GAP beispielsweise) und exakt zu testen, ob ein Element x ∈ K positiv oder
negativ ist (das kann GAP momentan nicht).
• Endliche Coxeter-Gruppen kann man zusätzlich dazu auch als Permutationsgrup-
pen auf ihrem Wurzelsystem auffassen. Dies ist z. B. in CHEVIE implementiert.
Zu Implementierungsdetails siehe z. B. CHEVIE ([GHL+96]), GAP generell ([S+97] und
[GAP12]) oder Meinolf Gecks PyCox-Implementierung ([Gec12]).
A.1.2: Beginnen wir mit einem einfachen Algorithmus, der mit Hilfe der Liftungseigen-
schaft der Bruhat-Ordnung testet, ob für zwei Elemente y,w ∈W bezüglich der Bruhat-
Ordnung y ≤ w gilt oder nicht.
A.I Algorithmus (Bruhat-Ordnung):
Funktion Bruhat:
• Input-Parameter:
– y: ElementOfW
– w: ElementOfW
• Rückgabe-Wert: Boolean
true falls y ≤ w in der Bruhat-Ordnung gilt, false andernfalls.
function Bruhat(ElementOfW y, ElementOfW w)
returns Boolean
{
ElementOfW s;
Integer Leny := Length(y);
Integer Lenw := Length(w);
while(0 < Leny and Leny < Lenw){
s := SomeElementOf(LeftDescentSet(w));
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w := s*w;
Lenw := Lenw -1;
if(s in LeftDescentSet(y)){
y := s*y;
Leny := Leny -1;
}
}
if(0 = Leny){
return true;
}
if(Leny >= Lenw){
if(y = w){
return true;
}else{
return false;
}
}
}
A.1.3: Folgende Abwandlung des Algorithmus gibt zusätzlich aus, wie y als Teilwort
einer reduzierten Darstellung von w realisiert werden kann.
A.II Algorithmus (Bruhat-Ordnung 2):
Funktion BruhatSubWord:
• Input-Parameter:
– y: ElementOfW
– w: ElementOfW
• Output-Parameter:
– RedWordy: ListOfBooleans
Eine Liste (b1, . . . , bn) ∈ { 0, 1 }n derart, dass die Indizes 1 ≤ i1 < . . . < ik ≤ n
mit bi = 1 ein Teilwort si1 · · · sik von RedWordw definieren, das ein reduzierter
Ausdruck von y ist.
– RedWordw: ListOfElementsOfW
Eine Liste (s1, . . . , sn) mit si ∈ S derart, dass s1 · · · sn ein reduzierter Aus-
druck von w ist.
• Rückgabe-Wert: Boolean
true falls y ≤ w in der Bruhat-Ordnung gilt, false andernfalls.
function BruhatSubword(
Input: ElementOfW y, ElementOfW w,
Output: ListOfBooleans RedWordy , ListOfElementOfWs RedWordw
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)
returns Boolean
{
ElementOfW s;
Integer Leny := Length(y);
Integer Lenw := Length(w);
while(0 < Leny and Leny < Lenw){
s := SomeElementOf(LeftDescentSet(w));
w := s*w;
Lenw := Lenw -1;
RedWordw.Append(s);
if(s in LeftDescentSet(y)){
y := s*y;
Leny := Leny -1;
RedWordy.Append(true);
}else{
RedWordy.Append(false);
}
}
if(0 = Leny){
while(0 < Lenw){
s := SomeElementOf(LeftDescentSet(w));
w := s*w;
Lenw := Lenw -1;
RedWordy.Append(false);
RedWordw.Append(s);
}
return true;
}
if(Leny >= Lenw){
if(y = w){
while(0 < Lenw){
s := SomeElementOf(LeftDescentSet(w));
w := s*w;
Lenw := Lenw -1;
RedWordy.Append(true);
RedWordw.Append(s);
}
return true;
}else{
return false;
}
}
}
A.1.4: Wenn man bereits ein reduziertes Wort von w kennt, kann man natürlich die
Zeile s := SomeElementOf(LeftDescentSet(w)) dadurch ersetzen, dass man jeweils den
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nächsten Buchstaben in diesem Wort auswählt. Auf diese Weise wird y als Teilwort
dieses gegebenen Wortes dargestellt.
A.1.5: Die Schleifenbedingung der ersten while-Schleife ist optimiert, indem beide Rand-
fälle l(y) = 0 und l(y) = l(w) als Abbruchbedingung dienen. Da dann jedoch abgebrochen
werden kann, bevor RedWordw und RedWordy vollständig erstellt wurden, sind in beiden
Fällen noch „Restschleifen“ implementiert, deren Zweck nicht mehr der Test auf y ≤ w
ist, sondern die Vervollständigung von RedWordy bzw. RedWordw.
A.1.6: Der Ablauf des Algorithmus kann aus dem Wort RedWordw und der Information
in RedWordy rekonstruiert werden. Das kann man nutzen, um weitere Dinge zu berech-
nen. Der folgende Algorithmus kann beispielsweise aus zwei solchen Worten, wie sie
BruhatSubword ausgibt, das Bruhat-Intervall [y,w] rekonstruieren.
Man beachte, dass der eben besprochene Algorithmus zwei Folgen yk, wk definiert. Wenn
w = s1 . . . sm das reduzierte Wort ist, das BruhatSubword findet, dann sind diese Folgen
durch die Rückwärtsrekursion
wm := w, wk−1 := sm−k+1wk
ym := y, yk−1 :=
{
sm−k+1yk falls sm−k+1yk < yk
yk falls sm−k+1yk > yk
gegeben. Es folgt in beiden Fällen yk−1 < sm−k+1yk−1 für alle k = 1...m, d. h. die
Voraussetzungen von 1.1.15 sind in jedem Schritt erfüllt und wir können [yk, wk] rekursiv
aus [yk−1, wk−1] berechnen.
A.III Algorithmus (Bruhat-Intervalle):
Funktion BruhatInterval:
• Input-Parameter:
– y: ElementOfW
– w: ElementOfW
• Rückgabe-Wert: SetOfElementsOfW
Das Bruhat-Intervall [y,w] := { z ∈W | y ≤ z ≤ w }.
function BruhatInterval(ElementOfW y, ElementOfW w)
returns SetOfElementOfW
{
ListOfBooleans RedWordy;
ListOfElementsOfW RedWordw;
if(not BruhatSubwords(y,w,out RedWordy ,out RedWordw)){
return ∅;
}
SetOfElementsOfW X := {1};
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ElementOfW s;
ElementOfW u := 1;
for(i := Length(RedWordw)-1; i >= 0; i := i-1){
s := RedWordw[i];
if(RedWordy[i]){
// [u,w] [su, sw]
X := { x ∈ X | su ≤ x } ∪ { sx | x ∈ X, l(sx) > l(x) };
u := s*u;
}else{
// [u,w] [u, sw]
X := X ∪ { sx | x ∈ X, l(sx) > l(x) };
}
}
return X;
}
A.1.7: Die Indizierung ist hier 0-basiert. Das muss man natürlich anpassen, wenn man
mit einer Programmierumgebung arbeitet, die bei 1 zu zählen anfängt anstatt bei 0, wie
es eigentlich sein müsste.
A.1.8: Man kann, indem man von Links- zu Rechtsmultiplikation übergeht, die Schleife
auch so strukturieren, dass RedWordw von vorne nach hinten durchlaufen wird.
Die hier angegebene Variante hat jedoch den Vorteil, dass man die letzten beiden Algo-
rithmen auch kombinieren könnte, wenn man nur an Bruhat-Intervallen, aber nicht an
reduzierten Wörtern interessiert ist. Dann entfiele die Notwendigkeit für eine der beiden
„Restschleifen“. Man kann sie streichen und beginnt die Intervallberechnung dafür direkt
mit X:={y}. Das hat den Vorteil, dass man dann nur noch jeweils l(w)− l(y) Iterationen
für die Ermittlung der Teilwortinformation und des Intervalls benötigt, statt jeweils l(w)
Iterationen, wie es jetzt der Fall ist.
A.1.2. Kazhdan-Lusztig-Algorithmen
Vereinbarung:
Wir vereinbaren nun zusätzlich, dass auf der Coxeter-Gruppe (W,S) eine Gewichtsfunkti-
on L :W → Γ gegeben ist und die folgenden Funktionen implizit wissen, dass sie Berech-
nungen für diese Coxeter-Gruppe-mit-Gewicht durchführen, so wie die obigen Funktionen
wussten, dass sie sich auf (W,S) beziehen.
Zusätzlich wollen wir vereinbaren, dass die folgenden Funktionalitäten bereits vorhanden
sind:
• Die Operatoren + und - sollen für Elemente von Γ die Gruppenverknüpfungen rea-
lisieren. Entsprechend sollen +, - und * auch für Elemente von Z[Γ] implementiert
sein. Des Weiteren sei vPow eine Funktion, die Γ∪{∞ } → Z[Γ], γ 7→ vγ implemen-
tiert, und BarInvolution eine Funktion, die F [Γ]→ F [Γ], f 7→ f implementiert.
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• Wir brauchen außerdem Funktionen PositivePart und NegativePart, die aus einem
α ∈ Z[Γ] den positiven bzw. negativen Anteil extrahieren, d. h. diejenigen Elemente
α+ ∈ Z[Γ>0], α− ∈ Z[Γ<0], für die α = α+ + α0 + α− mit α0 ∈ Z gilt.
• Eine Funktion Weight mit einem Parameter, die die Gewichtsfunktion L : W → Γ
berechnet.
A.1.9: Wir beginnen mit einer Verbesserung des Algorithmus aus [GJ11, 2.1.9] zur Be-
rechung von P ∗y,w und µ
s
y,w. Da die Berechnung immer noch stark rekursiv ist, bietet sich
eine Implementierung durch dynamische Programmierung an, d. h. wir nehmen an, dass
zwei Arrays/Dictionaries/Hash-Tables/... TableP und TableMu verwaltet werden, mit de-
nen die bereits berechneten Werte von P ∗y,w beziehungsweise die von Null verschiedenen
Werten von µsy,w abrufbar sind.
Aus Speicherplatzgründen sollte in TableP nur für kritische Paare (y,w) etwas gespeichert
werden. Zur Erinnerung: . . . . . . . . . .Kritische . . . . . . .Paare sind diejenigen (y,w) ∈W ×W , für die y ≤ w
und
∀t ∈ S : (tw < w =⇒ L(t) > 0 ∧ ty < y) ∧ (wt < w =⇒ L(t) > 0 ∧ yt < y)
gilt. Aus den Eigenschaften in 1.2.18 folgt, dass für nichtkritische Paare (y,w) stets
P ∗y,w = 0 ist oder ein kritisches Paar (y
′, w′) und ein γ ∈ Γ≥0 existieren derart, dass
P ∗y,w = v
−γP ∗y′,w′ gilt.
Der Zweck folgender Hilfsfunktion ist es, genau diese Berechnung von (y′, w′) und γ aus
(y,w) zu bewerkstelligen.
A.IV Algorithmus (Kritische Paare):
Funktion KLCriticalPair:
• Input-Parameter:
– y: ElementOfW
– w: ElementOfW
• Output-Parameter:
– u: ElementOfW
– v: ElementOfW
(u, v) ist ein kritisches Paar, falls γ < ∞ zurückgegeben wird. Ansonsten ist
P ∗y,w = 0 und es werden diejenigen Elemente ausgegeben, an denen dieser Fakt
erkannt wurde.
• Rückgabe-Wert: ElementOfGamma
Ein γ ∈ Γ≥0 ∪ {∞ } derart, dass entweder γ = ∞ und P ∗y,w = 0 oder γ ∈ Γ≥0,
(u, v) ein kritisches Paar ist und P ∗y,w = v
−γP ∗u,v gilt.
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function KLCriticalPair(
Input: ElementOfW y, ElementOfW w,
Output: ElementOfW u, ElementOfW v)
returns ElementOfGamma
{
ElementOfGamma gamma := 0;
while(true){
if(not Bruhat(y,w)){
u := y;
v := w;
return ∞;
}
if(∃t ∈ S : tw < w ∧ L(t) = 0){
w := t*w;
y := t*y;
continue;
}
if(∃t ∈ S : wt < w ∧ L(t) = 0){
w := w*t;
y := y*t;
continue;
}
if(∃t ∈ S : tw < w ∧ L(t) > 0 ∧ ty > y){
y := t*y;
gamma := gamma+Weight(t);
continue;
}
if(∃t ∈ S : wt < w ∧ L(t) > 0 ∧ yt > y){
y := y*t;
gamma := gamma+Weight(t);
continue;
}
break;
}
u := y;
v := w;
return gamma;
}
A.1.10: Haben wir dies, so können wir die Rekursion für die Polynome P ∗y,w und µ
s
y,w
wie folgt implementieren. Diese Algorithmen sind Verfeinerungen von [GJ11, 2.1.9].
A.V Algorithmus (Kazhdan-Lusztig-Polynome P ∗y,w, µ
s
y,w und Py,w):
Funktion KLPoly:
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• Input-Parameter:
– y: ElementOfW
– w: ElementOfW
• Rückgabe-Wert: LaurentPolynomial
Das Polynom P ∗y,w.
Funktion KLMu:
• Input-Parameter:
– y: ElementOfW
– w: ElementOfW
– s: ElementOfS
• Rückgabe-Wert: LaurentPolynomial
Das Polynom µsy,w, falls s ∈ S, L(s) > 0 und sy < y < z < sz ist, andernfalls 0.
Funktion KazhdanLusztigPolynomial:
• Input-Parameter:
– y: ElementOfW
– w: ElementOfW
• Rückgabe-Wert: LaurentPolynomial
Das Polynom Py,w := vL(w)−L(y)P ∗y,w.
function KLPoly(ElementOfW y, ElementOfW w)
returns LaurentPolynomial
{
LaurentPolynomial KLP;
ElementOfW t;
ElementOfW u;
ElementOfW v;
ElementOfW tu;
ElementOfW tv;
BruhatInterval BInterval;
ElementOfGamma gamma := KLCriticalPair(y,w,out u,out v);
if(gamma == ∞){
KLP := 0;
}elif(u == v){
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KLP := vPow(-gamma);
}else{
if([u,v] in TableP ){
KLP := TableP[u,v];
}else{
t := SomeElementOf(LeftDescentSet(v));
tu := t*u;
tv := t*v;
KLP := vPow(Weight(t))*KLPoly(u,tv) + KLPoly(tu ,tv);
if(Length(v) > 2){
BInterval := { z ∈ [u, tv] | tz < z };
foreach(z in BInterval){
KLP := KLP - KLPoly(u,z)*KLMu(z,tv ,tt);
}
}
TableP[u,v]:=KLP;
}
KLP := vPow(-gamma)*KLP;
}
return KLP;
}
function KLMu(ElementOfW y,ElementOfW w,ElementOfW s)
returns LaurentPolynomial
{
SetOfElementsOfW J;
ElementOfGamma gamma;
LaurentPolynomial KLP;
LaurentPolynomial mu;
LaurentPolynomial alpha;
BruhatInterval BInterval;
// Schritt 1: Check
J := SetDifference(LeftDescentSet(y), LeftDescentSet(w));
if(s /∈ J or 0==Weight(s) or y 6≤ w){
return 0;
}
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if([y,w,s] in TableMu){
return TableMu[y,w,s];
}
KLP := KLPoly(y,w);
// Einparameterfall
if(∀si ∈ S : L(s1) = L(si)){
mu := vPow(Weight(s)) * KLP;
mu := mu - NegativePart(mu);
}
// Multiparameterfall
else{
alpha := vPow(Weight(s))*KLP;
alpha := alpha - NegativePart(alpha);
BInterval := { z ∈ [y, w] | z 6= y, sz < z };
foreach(z in BInterval){
alpha := alpha - KLPoly(y,z)*KLMu(z,w,ss);
alpha := alpha - NegativePart(alpha);
}
mu := alpha+BarInvolution(PositivePart(alpha));
fi;
TableMu[y,w,s] := mu;
return mu;
}
function KazhdanLusztigPolynomial(ElementOfW y, ElementOfW w)
returns LaurentPolynomial
{
return vPow(Weight(w)-Weight(y))*KLPoly(y,w);
}
A.1.11: Eine einfache Optimierung ergibt sich, wenn man den Einparameterfall nicht
für ganz S testet, sondern nur testet, ob L auf derjenigen Teilmenge J ⊆ S konstant
ist, welche minimal mit der Eigenschaft w ∈ WJ ist, d.h. J = { si1 , . . . , sil } für ein
reduziertes Wort w = si1 · · · sil .
Eine weitere Optimierung ergibt sich, wenn man die parabolische Untergruppe WJ wei-
ter in ihre irreduziblen Komponenten zerlegt und ausnutzt, dass für eine Zerlegung
WJ = W1 ×W2 die Gleichungen P ∗y1y2,w1w2 = P ∗y1,w1 · P ∗y2,w2 sowie
µsy1y2,w1w2 =

µsy1,w1 falls s ∈ S1 und y2 = w2
µsy2,w2 falls s ∈ S2 und y1 = w1
0 sonst
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für alle yi, wi ∈Wi und alle s ∈ S gelten.
Noch weiter optimieren kann man, wenn man beliebige parabolische Untergruppen von
WJ betrachtet und die Induktionseigenschaften von Kazhdan-Lusztig-Polynomen und
-Zellen benutzt. Je nachdem, an welcher Information man genau interessiert ist, kann
dies eine enorme Zeit- und Speicherplatzeinsparung bedeuten. Für theoretische Details
siehe [HY03], [HY04], [Gec03] sowie [Gec12] für Implementationsdetails.
A.1.12: Hat man erst einmal die µsy,w-Werte kann man auch die Links-, Rechts- und
zweiseitigen Kazhdan-Lusztig-Zellen berechnen, indem man in dem in 1.2.24 definierten
Graphen nach den starken Zusammenhangskomponenten sucht. Dafür gibt es Linear-
zeitalgorithmen mittels Tiefensuche, beispielsweise Tarjans Algorithmus (siehe [Tar72,
Ch. 4]).
Nicht nur die Zellen selbst, auch die Matrixdarstellungen der zugehörigen Zellmoduln
können in dieser Situation einfach bestimmt werden. Indem man direkt die dazugehörigen
W -Graphen abspeichert, spart man Speicherplatz.
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A.2. Balancieren von Matrixdarstellungen
A.2.1: Wir haben in 2.1.18 bewiesen, dass zu jedem Isomorphietyp λ auch eine balan-
cierte Darstellung ρ : H → Kd×d vom Isomorphietyp λ existiert. Der Beweis war sogar
konstruktiv genug, um ihn als Algorithmus zu implementieren. An entscheidender Stelle
wurde jedoch eine Orthogonalbasis für die von Ω ∈ Kd×d auf Kd induzierte Bilinearform
benutzt. In dem Fall, für den wir uns am meisten interessieren, nämlich dass H eine He-
cke-Algebra, F ⊆ R und K := Quot(F [Γ]) ist, führt solch ein Vorgehen jedoch zu einer
Gradexplosion in den Matrixeinträgen. Besonders bei großen Dimensionen erfordert dies
unnötig viel Speicherplatz.
In diesem Abschnitt wollen wir ein alternatives Vorgehen beschreiben, mit dem keine
Gradexplosion stattfindet. Dies basiert im Wesentlichen auf Satz 2.1.15. Wir werden zei-
gen, dass zu jeder irreduziblen Matrixdarstellung: ρ : H → Kd×d mit invarianter Bilinear-
form Ω = ΩTr ∈ GLd(K) ein Basiswechsel Q ∈ GLd(K) existiert, der QTΩQ ∈ GLd(O)
und Ω ≡ diag(. . .) mod m und gleichzeitig deg((QTΩQ)ij) ≤ deg(Ωij) für alle Indizes
i, j erfüllt. Nach Satz 2.1.15 bedeutet dies, dass Q−1ρQ eine balancierte Darstellung ist.
A.2.1. Theorie
A.2.2: Die Idee dafür ist, eine modifizierte Cholesky-Zerlegung von Ω durchzuführen.
A.2.3 Satz (Balanciertheit ohne Gradexplosion):
Sei F ein formal reeller Körper, K := Quot(F [Γ]), ν : K → Γ ∪ {∞ } die kanonische
Bewertung auf K und O ⊆ K der Bewertungsring von ν.
Weiter sei H eine endlichdimensionale, zerfallend halbeinfache K-Algebra, ∗ ein involu-
tiver Antiautomorphismus, τ eine Spurform und B eine ∗-symmetrische Basis von H.
Außerdem sei ρ : H → Kd×d eine irreduzible Matrixdarstellung und Ω ∈ GLd(K) ei-
ne beliebige invariante Bilinearform für ρ mit ν(Ω) = 0 (man beachte, dass dies durch
Multiplikation mit einem geeigneten vγ immer erreicht werden kann).
Dann existiert eine FolgeQ(1), Q(2), . . . , Q(d) ∈ GLd(F [Γ]) so, dass für die durch Ω(0) := Ω
und Ω(i) := Q(i)
Tr · Ω(i−1) ·Q(i) (i = 1, . . . , d) definierte Folge gilt:
a.) Ω(i) = f ·∑x∈B (A(i)x )Tr(A(i)x ) für geeignete A(i)x ∈ Od×d und eine von i unabhängige
Konstante f ∈ O×.
b.) Die Reduktion von Ω(i) ist bereits teilweise diagonal:
Ω(i) ≡
(
D(i) 0
) }
i
0 ∗ }d− i mod m
Dabei ist D(i) ∈ GLi(F ) diagonal.
c.) Die Grade sind monoton fallend:
ν∞
(
Ω(i)
) ≤ ν∞(Ω(i−1))
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Dabei sei ν∞ : K → Γ ∪ { −∞ } die durch ν∞
(∑
γ aγv
γ
)
:= sup { γ | aγ 6= 0 }
definierte und via ν∞
(f
g
)
:= ν∞(f)− ν∞(g) auf K fortgesetzte Gradfunktion.
Insbesondere erfüllt Ω(d) die Voraussetzungen von 2.1.15 und mit Q := Q(1)Q(2) · · ·Q(d)
ist Q−1ρQ eine balancierte Darstellung.
Beweis. Dazu sei an Lemma 2.1.11 erinnert. Wir werden dieses Lemma nun immerzu
benutzen.
Fangen wir zunächst an, a. für i = 0 nachzuprüfen. b. ist trivialerweise wahr für i = 0.
Wir wissen bereits, dass
Ω′ :=
∑
x∈B
ρ(x)Trρ(x)
eine invariante Bilinearform für ρ ist (siehe 2.1.18). Für α := min { ν(ρ(x)) | x ∈ B } gilt
ν(Ω) = 2α aufgrund von 2.1.11. Wenn wir also Ω′ durch Ω′′ := v−2αΩ′ ersetzen, erhalten
wir eine invariante Bilinearform mit ν(Ω′′) = 0.
Da ρ irreduzibel ist, unterscheiden sich Ω und Ω′′ also nur um Multiplikation mit einer
Konstanten f ∈ K. Da ν(Ω) = ν(Ω′′) = 0 ist, muss auch ν(f) = 0 sein, d. h. f ∈ O×.
Daraus folgt, dass Ω die Form
Ω = f
∑
x∈B
ATrx Ax
mit f ∈ O× und Ax ∈ Od×d hat. Wichtig ist nun, dass die Existenz so einer Summendar-
stellung invariant unter Basiswechseln ist: Wenn Ω diese Form hat, so ist auch QTrΩQ
von dieser Gestalt für alle Q ∈ Kd×d.
Wir gehen induktiv vor: Haben wir Ω(i−1) bereits vorliegen, dann konstruieren wir zwei
Matrizen R(i), E(i) ∈ GLd(K) und setzen Q(i) := E(i)R(i).
Wir setzen dafür γi := 12ν
(
Ω
(i−1)
ii
)
, E(i) := diag(1, . . . , 1, v−γi , 1, . . . , 1) und führen einen
Basiswechsel mit E(i) durch, d. h. wir ersetzen Ω(i−1) durch
Ω(i−
1
2
) := E(i)
Tr
Ω(i−1)E(i) = f
∑
x∈B
(
A(i−1)x E
(i)
)Tr(
A(i−1)x E
(i)
)
.
Aufgrund von Lemma 2.1.11 ist γi = min
{
ν(A
(i−1)
x ei)
∣∣∣ x ∈ B }, d. h. wir erhalten
v−γiA
(i−1)
x ei ∈ Od für alle x ∈ B. Daher ist A(i−
1
2
)
x := A
(i−1)
x E(i) ∈ Od×d und somit
auch Ω(i−
1
2
) ∈ Od×d. Außerdem sind die Grade in Ω(i− 12 ) nicht angewachsen, sondern in
der i-ten Zeile und Spalte um γi verringert worden. Es gilt also, wie gewünscht, ebenfalls
ν∞
(
Ω(i−
1
2
)
) ≤ ν∞(Ω(i−1)).
Jetzt ist nach Konstruktion Ω
(i− 1
2
)
ii = v
−2γiΩ
(i−1)
ii ∈ O×. Wir führen nun einen weiteren
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Basiswechsel mit R(i) ∈ F d×d durch, wobei
R(i)xy :=

1 x = y
0 x 6= i oder x > y
−Ω
(i− 12 )
iy
Ω
(i− 12 )
ii
mod m x = iund x < y
.
Also ist
R(i) =

1
. . .
1
1 −Ω
(i− 12 )
i,i+1
Ω
(i− 12 )
ii
· · · −Ω
(i−12 )
i,d
Ω
(i− 12 )
ii
1
. . .
1

.
Jetzt führen wir den Basiswechsel mit R(i) durch, d. h.
Ω(i) := R(i)
Tr
Ω(i−
1
2
)R(i) ≡
 D(i−1) 0 0  }=: D(i)
0 Ω
(i− 1
2
)
ii 0
0 0 ∗
mod m.
Weiter ist auch
Ω(i) = f
∑
x∈B
(
A
(i− 1
2
)
x R
(i)
)Tr(
A
(i− 1
2
)
x R
(i)
)
.
Wegen R(i) ∈ GLd(F ) ist A(i)x := A(i−
1
2
)
x R(i) ∈ Od×d und die Grade haben sich in diesem
Schritt gar nicht geändert, d. h. ν∞(Ω(i)) = ν∞(Ω(i−
1
2
)) ≤ ν∞(Ω(i−1)).
Damit sind alle Behauptungen des Induktionsschritts gezeigt.
A.2.4: War ρ bereits balanciert, dann werden bei diesem Vorgehen alle Q(i) ∈ GLd(F )
gewählt, es findet also wirklich nur eine Cholesky-Zerlegung von Ω mod m statt und
mehr nicht.
A.2.2. Implementierung
Vereinbarung:
Wir vereinbaren, dass für alle Funktionen dieses Abschnitts die Coxeter-Gruppe-mit-
Gewicht (W,S,L) und deren Hecke-Algebra H implizit bekannt sind.
Zusätzlich zu den vorherigen Funktionen wollen wir vereinbaren, dass die folgenden Funk-
tionalitäten bereits vorhanden sind:
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• Eine Funktion Valuation mit einem Parameter, welche die Bewertungsfunktion
ν : F (Γ)→ Γ ∪ {∞ } berechnet, sowie eine Funktion LowestTerm mit einem Pa-
rameter, die jedem Element x = vγ · f von K× mit f ∈ O× das Element f
mod m ∈ F× zuordnet.
• Ein Typ/eine Klasse/... Representation, der/die endlichdimensionale Matrixdar-
stellungen ρ : H → Kd×d speichert. Es soll durch Rep.Dimension die Dimension d
und durch Rep.Generators die Liste der Matrizen ρ(Ts) zugänglich sein.
• Eine Funktion InvariantBilinearForm, die eine solche Matrixdarstellung nimmt
und eine invariante Bilinearform B ∈ GLd(K) berechnet, z. B. indem das lineare
Gleichungssystem Bρ(Ts) = ρ(Ts)TrB gelöst wird.
A.VI Algorithmus (Balancieren von Matrixdarstellungen):
Funktion BalanceRepresentation:
• Input-Parameter:
– rho: Representation
Eine Matrixdarstellung ρ : H → Kd×d.
• Output-Parameter:
– Q: Matrix
Eine Matrix Q ∈ GLd(K) derart, dass ρ′(h) := Q−1ρQ eine balancierte Ma-
trixdarstellung ist.
– Omega: Matrix
Eine symmetrische Matrix Ω ∈ Od×d mit Ωρ′(h) = ρ′(h)TrΩ.
– D: DiagonalMatrix
Die Diagonalmatrix Ω mod m ∈ GLd(F ).
• Rückgabe-Wert: Keiner.
function BalanceRepresentation(
Input: Representation rho ,
Output: Matrix Q,
Matrix Omega ,
DiagonalMatrix D)
returns nothing
{
Omega := InvariantBilinearForm(rho);
Omega := vPow(-Valuation(Omega ))*Omega;
Q := IdentityMatrix(dim x dim);
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for(i := 0; i < Rep.Dimension; i := i+1){
gamma := 1/2* Valuation(Ωii);
Dii := LowestTerm(Ωii);
// Berechnung von Ω(i−
1
2
)
for(j := 0; j < Rep.Dimension; j := j+1){
Ωij := vPow(-gamma)*Ωij;
Ωji := vPow(-gamma)*Ωji;
}
R := IdentityMatrix(dim x dim);
for(j := i+1; j < Rep.Dimension; j := j+1){
gamma := Valuation(Ωij );
if(0 == gamma){
Rij := - LowestTerm(Ωij) / Dii;
}
}
Omega := TransposedMatrix(R)*Omega*R;
for(j := i; j < Rep.Dimension; j := j+1){
Rij := vPow(-gamma)*Rij;
}
Q := Q*R;
}
}
A.2.5: Erneut ist dies eine Implementierung für 0-basierte Indizierung.
A.2.6: Dieser Algorithmus führt im Wesentlichen exakt das aus, was auch im Beweis
von Satz A.2.3 geschieht. Man kann noch optimieren, indem man beispielsweise die Ma-
trixmultiplikationen Omega := TransposedMatrix(R)*Omega*R manuell implementiert, da
R ja sehr dünn besetzt ist.
Außerdem kann man auf Q := Q*R ganz verzichten, wenn man statt Q die Matrix Q−1
berechnet. Diese kann man nämlich direkt angeben und zeilenweise aufbauen. Mit den
Bezeichnungen aus dem Beweis von A.2.3 gilt:
(Q−1)ij =
v
γi ·
(
Ω
(i− 12 )
ij
Ω
(i− 12 )
ii
mod m
)
falls i ≤ j
0 sonst
Dies entspricht dann auch mehr dem Vorgehen bei einer richtigen Cholesky-Zerlegung.
A.2.7: Um Balanciertheit nur zu testen, reicht obiger Algorithmus. Will man aber zu-
sätzlich Führende-Koeffizienten-Matrizen berechnen, dann benötigt man die Werte aλ.
Der folgende Algorithmus berechnet sie mit Hilfe der Formel (siehe Korollar 2.1.19)
aλ = −min { ν(χλ(Tw)) | w ∈W } .
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Um Speicherplatz zu sparen, wird dabei eine rekursive Tiefensuche durch W durchge-
führt. Die Tiefensuche ist so strukturiert, dass man mit einer einzigen d × d Matrix
M = vaλρ(Tw) mit Einträgen aus K auskommt, welche man durch Multiplikation mit
ρ(Ts)
±1 für ein s ∈ S in jedem Schritt anpasst. Die Rekursionstiefe ist durch die Länge
des längsten Elements l(w0) beschränkt.
A.VII Algorithmus (Berechnung von aλ):
Funktion aValue:
• Input-Parameter:
– rho: Representation
Eine Matrixdarstellung ρ : H → Kd×d.
• Rückgabe-Wert: ElementOfGamma
Es wird min { ν(χ(Tw)) | w ∈W } ausgegeben, wobei χ der Charakter von ρ ist.
Dies ist genau min { aλ | λ ∈ Λ, ρ hat einen irreduziblen Konstituenten ρλ }.
function aValue(Representation rho)
returns ElementOfGamma
{
Matrix M := IdentityMatrix(dim x dim);
ElementOfGamma alpha = 0;
function dfs(ElementOfW w)
returns nothing
{
foreach(s in CanonicalLeftAscentSet(w)){
M := rho.Generators[s]*M;
dfs(s*w);
M := rho.Generators[s]^( -1)*M;
}
alpha := Minimum(alpha ,Valuation(Trace(M)));
}
dfs(1);
return -alpha;
}
A.2.8: Der folgende Algorithmus bestimmt die Führenden-Koeffizienten-Matrizen einer
Matrix-Darstellung ρ : H → Kd×d. Es wird dabei die gleiche Tiefensuche benutzt. ρ ist
genau dann balanciert, wenn alle dabei berechneten Matrizen M in Od×d sind und die
führenden Koeffizienten sind gegebenenfalls durch M mod md×d bestimmt.
Da viele dieser Matrizen verschwinden, bietet es sich wieder an, mit einer dünn besetzen
Speicherstruktur zu arbeiten wie einem Dictionary, einer Hash-Table oder etwas Ähnli-
chem.
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A.VIII Algorithmus (Extrahieren von Führenden-Koeffizienten-Matrizen):
Funktion ComputeLeadingCoefficients:
• Input-Parameter:
– rho: Representation
Eine Matrixdarstellung ρ : H → Kd×d. Ist ρ nicht balanciert, wird ein
Fehler ausgegeben. Ist ρ balanciert, so wird ein Dictionary rho.LeadCoeff
angelegt, das die von Null verschiedenen Führenden-Koeffizienten-Matrizen
c(w) = vaλρ(Tw) mod m ∈ F d×d verwaltet.
• Rückgabe-Wert: Keiner.
function ComputeLeadingCoefficients(Representation rho)
returns nothing
{
rho.LeadCoeff := new Dictionary;
Matrix M := aValue(rho) * IdentityMatrix(dim x dim);
ElementOfGamma gamma;
function dfs(ElementOfW w)
returns nothing
{
foreach(s in CanonicalLeftAscentSet(w)){
M := rho.Generators[s]*M;
dfs(s*w);
M := rho.Generators[s]^( -1)*M;
}
gamma := Valuation(M);
if(0 == gamma){
Rep.LeadCoeff[w] := LowestTerm(M);
}elif(gamma < 0){
Error(" Representation not balanced!");
}
}
dfs(1);
}
A.2.9: Die Führenden-Koeffizienten-Matrizen selbst sind ebenfalls dünn besetzt, hier ist
also weiteres Einsparpotential vorhanden.
A.2.10: Man kann beide Algorithmen natürlich auch kombinieren, indem man im Dic-
tionary die Matrizen vαρ(Tw) für die bisher besuchten w ∈W und den bisherigen Mini-
malwert α abspeichert und jedes Mal, wenn eine echt kleinere Bewertung αneu gefunden
wird, das Dictionary zurückgesetzt wird.
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Das erfordert allerdings eine vorsichtigere Behandlung des Fehlerfalls, dass ρ nicht ba-
lanciert ist, da erst am Ende der Berechnung feststeht, ob der Fehler wirklich eingetreten
ist oder nicht.
A.2.11: Wenn man nicht nur eine balancierte Darstellung übergeben hat, sondern eine,
die stark balanciert im Sinne von 2.1.16 ist, kann man den Speicheraufwand aufgrund
der Relation dsc(x)st = dtc(x−1)ts für alle s, t und alle x ∈W noch einmal um die Hälfte
drücken.
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A.3. Zellmoduln
A.3.1. Theorie
A.3.1: Wir wissen aus Lemma 3.3.5 im Prinzip, wie die Zellmoduln von Hecke-Algebren
aussehen. Ich möchte trotzdem einige Vereinfachungen besprechen.
A.3.2 Lemma:
Es gelten (♠), (♣) und (♦). Sei (W,S,L) eine Coxeter-Gruppe-mit-Gewicht, H ihre
Hecke-Algebra, F := QW ,K := F (Γ) und ρ : KH → Kdλ×dλ eine irreduzible, balancierte
Matrixdarstellung von H vom Isomorphietyp λ.
Sei ψ := ρ ◦ φ die zugeordnete Zelldarstellung von H. Es gilt:
ψ(h) =
∑
d∈D
ρ(td)6=0
∑
z∈Cd
ndσCd(h)zd · ρ(tz)
Dabei meint Cd die eindeutige Linkszelle, die d enthält.
Beweis. Es gilt zunächst einmal für alle w ∈W :
ψ(Cw) = ρ(φ(Cw)) =
∑
z∈W,d∈D
z∼LRd
ndhw,d,zρ(tz)
Ist nun in einem der Summanden hw,d,z 6= 0, dann ist z L d. Da jedoch auch z ∼LR d
gilt, folgt z ∼L d (aufgrund von [GJ11, 2.5.9] und (♠)).
Aus (♦) und [GJ11, 1.6.19] folgt ndtd · tz = tz für alle z ∼R d, d. h. ρ(td) 6= 0 genau
dann, wenn ρ(tz) 6= 0 für alle z ∼R d gilt.
Damit reduziert sich unsere Summe zu
ψ(Cw) =
∑
d∈D
ρ(td)6=0
∑
z∈Cd
ndhw,d,zρ(tz).
Nun ist aber per definitionem
CwCd =
∑
z
hw,d,zCz
d. h. hw,d,z ist der Eintrag an der Position (z, d) der Darstellungsmatrix von Cw auf dem
regulären Linksmodul H. Wenn z und d aus der Linkszelle Cd sind, stimmt dies mit dem
Eintrag an Position (z, d) des Linkszellmoduls von Cd überein, d. h. mit σ(Cw)zd. Wir
erhalten:
ψ(Cw) =
∑
d∈D
ρ(td)6=0
∑
z∈Cd
ndσCd(Cw)zdρ(tz)
Da die Cw eine Basis von H sind, folgt die Behauptung.
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A.3.3: Wollen wir also ψ und ρ vergleichen (etwa um die Vermutung von Geck und
Müller über Zellularität von W -Graph-Darstellungen zu überprüfen), dann müssen wir
ρ(Ts) mit ψ(Ts) vergleichen. Dazu brauchen wir alle σCd(Ts), d. h. wir müssen die µ
s
y,w
für alle y,w ∈ Cd berechnen. Das geht mit Algorithmus A.V.
A.3.4: Wenn wir nur an einer Darstellung interessiert sind, ist es nicht effizient, ganz D
zu berechnen und daraus diejenigen d mit ρ(td) 6= 0 auszusondern, denn für die Berech-
nung von D müssen wir entweder alle Isomorphietypen von Darstellungen durchlaufen
und eine Summe für jedes w ∈ W berechnen (siehe 2.2.1) oder die Kazhdan-Lusztig-
Polynome P ∗1,z für alle z ∈W berechnen (siehe 1.2.35).
Besser ist es, eine Vorauswahl zu treffen und erst dann die Kazhdan-Lusztig-Polynome
heranzuziehen. Dafür dient das folgende Lemma.
A.3.5 Lemma:
Es gelten die Lusztig-Vermutungen. Sei (W,S,L) eine Coxeter-Gruppe-mit-Gewicht, H =
H(W,S,L) ihre Hecke-Algebra, F := QW , K := F (Γ) und ρ : KH → Kdλ×dλ eine
irreduzible, balancierte Matrixdarstellung von H vom Isomorphietyp λ.
Sei d ∈ D mit ρ(td) 6= 0. Dann gilt:
a.) L(d)− aλ ∈ 2Γ.
b.) d2 = 1.
c.) ndtd ist ein Idempotent mit projektiven Moduln Jtd = span { tw | w ∼L d } bzw.
tdJ = span { tw | w ∼R d }.
d.) Ist w ∈ W ein Element derart, dass w2 = 1 gilt sowie ρ(tw) ungleich Null und
ηw := ±ρ(tw) für eine Wahl des Vorzeichens ein Idempotent ist, dann gilt mit
diesen Bezeichnungen
i.) ηwηd =
{
0 fallsw 6∼L d
ηw fallsw ∼L d
und
ii.) ηdηw = ηwηd.
Beweis. a. Ist d ∈ D und ρ(td) 6= 0, so gilt laut Definition a(d) = ∆(d) und P ∗1,d 6= 0.
Aus [GJ11, 2.3.14] folgt a(d) = aλ, aus der Definition ∆(d) = ν(P ∗1,d). Nun sagt aber
Lemma 1.2.22, dass alle nichtverschwindenden Koeffizienten in P ∗1,d zu Potenzen gehören
müssen, die dieselbe Parität wie L(d) +L(1) = L(d) haben. Der Koeffizient vor v∆(d) ist
ungleich Null, also gilt aλ = ∆(d) ≡ L(d) mod 2Γ.
b. ist P6.
c. folgt aus [GJ11, 1.6.19].
d. Wenn w ebenfalls eine Involution ist, gilt
tw · ndtd = tw ⇐⇒ w ∼L d
⇐⇒ w = w−1 ∼R d−1 = d
⇐⇒ tw = ndtd · tw
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sowie analog
tw · ndtd = 0 ⇐⇒ w 6∼L d
⇐⇒ w 6∼R d
⇐⇒ 0 = ndtd · tw.
A.3.2. Implementierungen
Vereinbarung:
Wir treffen erneut ein paar Vereinbarungen an unsere Programmierumgebung:
• Das Hecke-Algebra-Objekt soll via H.DistinguishedInvolutions eine Teilmenge von
W verwalten, welche die bereits ermittelten d ∈ D speichert.
A.IX Algorithmus (Duflo-Involutionen):
Funktion GetDistinguishedInvolutions:
• Input-Parameter:
– rho: Representation
Eine Matrixdarstellung ρ : H → Kd×d.
• Rückgabe-Wert: SetOfElementsOfW
{ d ∈ D | ρ(td) 6= 0 }.
function GetDistinguishedInvolutions(Representation rho)
returns SetOfElementsOfW
{
ComputeLeadingCoefficients(rho);
D := { z | ρ(tz) 6= 0 };
if(H.DistinguishedInvolutions∩D 6= ∅){
return H.DistinguishedInvolutions∩D;
}
ListOfMatrices IdemMat;
ListOfSetsOfElementsOfW FibMat;
Matrix E;
Matrix F;
Integer n;
foreach(z in D){
if(z*z != 1 or 1/2*( Weight(z)-rho.aValue) /∈ Γ){
continue;
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}
E := GetLeadingCoefficient(rho ,z);
F := E*E;
if(E == F){
// Nichts tun
}elif(E == -F){
E := -E;
}else{
continue;
}
if(E in IdemMat){
i := Position of E in IdemMat;
AddToSet(FibMat[i],z);
}else{
AddToList(IdemMat ,E);
AddToList(FibMat ,{ z });
}
}
for(i := 0; i < Length(IdemMat); i := i+1){
// In diesem Fall wurde ηz bereits ausgeschlossen.
if(IsEmpty(IdemMat[i])){
continue;
}
E := IdemMat[i];
for(j := i+1; j<Length(IdemMat); j := j+1){
// In diesem Fall wurde ηw bereits ausgeschlossen.
if(IsEmpty(IdemMat[j])){
continue;
}
F := IdemMat[j];
A := E*F;
if(A != F*E){
Empty(IdemMat[i]);
Empty(FibMat[i]);
Empty(IdemMat[j]);
Empty(FibMat[j]);
break;
}
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if(A != 0){
if(A != F){
Empty(IdemMat[i]);
Empty(FibMat[i]);
break;
}
if(A != E){
Empty(IdemMat[j]);
Empty(FibMat[j]);
}
}
}
}
D := [];
for(i := 0; i<Length(IdemMat); i := i+1){
foreach(z in FibMat[ii]){
if( rho.aValue = Valuation(BarInvolution(KLPoly (1,z))) ){
AddToSet(D,z);
// Lusztigs Definition von nz
n := LowestTerm(BarInvolution(KLPoly(1,z)));
// Gecks Definition von n˜z
H.nValue[z] := (-1)^ Length(z)*n;
}
}
}
H.DistinguishedInvolutions := H. DistinguishedInvolutions∪D;
return D;
}
A.X Algorithmus (Zellmoduln nach Geck):
Funktion GetCellRepresentation:
• Input-Parameter:
– rho: Representation
Eine balancierte Matrixdarstellung ρ : H → Kd×d. Falls ρ nicht balanciert ist,
wird ein Fehler ausgegeben.
• Rückgabe-Wert: Representation
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Die Matrixdarstellung ψ := ρ ◦ φ des Zellmoduls, der von ρ definiert wird.
function GetCellRepresentation(Representation rho)
returns Representation
{
Representation psi := Copy(rho);
Representation sigma;
SetOfElementsOfW DcapF := GetDistinguishedInvolutions(psi);
SetOfElementsOfW C;
Matrix A;
// Neue Matrizen anlegen.
foreach(s in CoxeterGenerators(W)){
psi.Generators[s] := 0;
}
foreach(d in DcapF){
C := LeftCell(d);
sigma := LeftCellRepresentation(C);
foreach(z in { z ∈ C | ρ(tz) 6= 0 }){
// GetLeadingCoefficient erzeugt einen Fehler,
// wenn ρ nicht balanciert ist.
A := H.nValue[d]* GetLeadingCoefficient(rho ,z);
foreach(s in CoxeterGenerators(W)){
psi.Generators[s] := psi.Generators[s]
+ sigma.Generators[s][z,d] * A;
}
}
}
return psi;
}
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Symbolverzeichnis
Die Seitenzahlen verweisen auf Orte, an denen das jeweilige Symbol (erneut) definiert
wurde.
(♠), (♦), (♣) . . . . . . . . . . . . . . . . . . . . . . . . 51
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α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60, 97
(α), (β), (γ) . . . . . . . . . . . . . . . . . . . . . . . . .110
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cλ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Cλst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .56, 58
Cw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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E6, E7, E8 . . . . . . . . . . . . . . . . . . . . . . . . . . . .9
EI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .90
es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
F4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
F λ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
Fλ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
fλ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
G2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9
Γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
γx,y,z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Gλ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .70, 74
H3, H4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
H(W,S,L) . . . . . . . . . . . . . . . . . . . . . . . . . . 13
hx,y,z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
I2(m) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9
ι . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
I(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
J . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
jI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
k(C) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
KM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
kΩGJ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Λ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26, 56, 58
Λ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73, 74
Λp, Λ
×
p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Lp(λ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73, 74
l(w) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
177
Symbolverzeichnis
M(λ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56, 58
mst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
µsy,w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
msxy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
ν . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26, 27
ν∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
nz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Ω, ΩGJG , Ω
Gy . . . . . . . . . . . . . . . . . . . . . . . . . 84
ΩGy± . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
ω(Ts) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
On(K) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
P1-P15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
φλ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
P ({ λ }) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
P λ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Py,w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
P ∗y,w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
QW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
QW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
R[Γ] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
ρ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
τ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
τr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
T˙w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
tx . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
vs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
w0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
WJ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
W (λ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .67
(W,S) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
(W,S,L) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
x∨ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .26
Ξ, ΞΓ, ΞG . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
XIJ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
XsIJ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
xs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
[x, y] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11, 58
Z1-Z7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
ZW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Stichwortverzeichnis
∗-symmetrisch 26 f., 31, 38 f., 162
Asymptotische Algebra 36 ff.
Austauscheigenschaft 7
starke 7
Bewertung 26, 162
-sring 26, 162
Bruhat
-Intervall 11, 154
-Ordnung 9, 11, 150 ff.
Charakter 34, 121
Cholesky-Zerlegung 162, 166
Coxeter
-Gruppe 6
-mit-Gewicht 13 f., 78
Abelianisierung 12
exzeptionelle 9
irreduzible 8 f.
Klassifikation 9
Konjugationsklassen 12
Längenfunktion 6, 13
längstes Element 8
Rang 6
reduzible 11, 13 f., 18, 22 f., 160
-Matrix 6
Coxeter-Dynkin-Graph siehe
Dynkin-Diagramm
Darstellung
balancierte29, 31 ff., 43 ff., 53, 107 f.,
162 ff.
strikt 33, 169
duale 81
eindimensionale 81, 83
Dynkin-Diagramm 6, 9, 12, 80
Einparameterfall 13, 21, 23, 79, 93, 110,
115, 124 ff., 160
Führende Koeffizienten 29, 31, 36, 43,
168
formal reell 29 ff.
Gewichtsfunktion 13
Gröbner-Basis 108
Graduierung 116
Graphautomorphismus 97
Halbeinfach 74
Hecke-Algebra 13 f., 27, 58, 60, 67
Z[q]-Form 14, 20, 81, 117
Idempotent
-transport 130
Rest- 130
Induktion 83, 160
Inflation 98
Inklusionskante 118
Invariante Bilinearform 31ff., 45, 63, 68
Radikal 73 f.
Iwahori-Hecke-Algebra siehe
Hecke-Algebra
Kazhdan-Lusztig
-W -Graph 21, 79, 83, 93, 101, 117
-µ 16, 18, 21, 79, 101, 117, 155 ff.
-Basis 16, 18, 21, 58, 60, 67, 93
-Polynom 16, 18, 22, 155 ff.
-Zellen 21, 23, 83, 161, 170 f.
Ketteneigenschaft 9
Kompatibilitätsgraph 118
verbesserter 126, 138, 143
Komplexität 28
179
Stichwortverzeichnis
Kondensation 62
Kritisches Paar 18, 156
Löschungseigenschaft 7
Laurent-Polynome 13, 27
Liftungseigenschaft 9, 11, 151
Lusztig-Isomorphismus 52, 101, 170
Lusztig-Vermutungen 23
Matrix
dünn besetzte 168
orthogonale 27, 31
Permutations- 122
positiv definite 33
positiv semidefinite 30
spaltenfinite 78
symmetrische 30
Multiparameterfall 13
Ordnungsideal 58
palindromisch 79
Parabolische Unteralgebra 83, 97
Parabolische Untergruppe 8, 23, 81
Partieller Schnitt 28
Pfadalgebra 90, 110
verallgemeinerte 121 f., 129
reduzierter Audruck 6
Restriktion 81, 83, 97
Satz von
Matsumoto 8, 12
Tits 7
Tits’ Deformationssatz 15, 74
Wedderburn 75
Schur-Element 26, 28
Schur-Relationen 35
Signum 81, 116, 121
Spiegelung eines Laurent-Polynoms 16
Spiegelungsdarstellung
äußere Potenzen 81
einer Coxeter-Gruppe 6
einer Hecke-Algebra 80
stark zusammenhängend 20, 122
Symmetrische Algebra 15, 26, 38, 162
Tiefensuche 161, 166 f.
Transversale Kante 118
Vermutung
W -Graph-Zerlegungs- 108, 124,
127 ff.
von Geck-Jacon 107 f.
von Geck-Müller 107 f., 171
von Gyoja 104, 106 f., 124, 129
W -Graph 78
-Algebra 84, 86, 94, 110
universelle Eigenschaft 85
-Modul 78, 89, 91
graduierter 116
bipartiter 116
dualer 81, 98
Geck- 79, 89, 102, 104
gerader 116 f.
mit Gewichten in k 78
mit konstanten Gewichten 79, 89
mit natürlichen Gewichten 122
Zurückziehen von 94
Zelldatum 56
Zellideal 60 ff., 65, 68
Zellkette 60
Zellmodul 67 ff., 73 f., 161, 170 ff.
Zellmodul einer Zelle 20, 69, 81
Zelluläre Algebra 56 ff.
strikt zellulär 56
Zerfällungskörper 74
Zopfkommutator 84, 109 f.
Zopfrelationen 8, 12, 79, 84, 109 f.
Zusammenhangskomponente 8
starke 20, 122, 161
180
Literaturverzeichnis
[Alv87] D. Alvis. The left cells of the Coxeter group of type H4. Journal of Algebra,
107(1):160–168, 1987.
[AS64] M. Abramowitz and I.A. Stegun. Handbook of Mathematical Functions: With
Formulas, Graphs, and Mathematical Tables. Applied mathematics series.
Dover Publications, 1964.
[BB81] A. Beilinson and J. Bernstein. Localisation de g-modules. CR Acad. Sci.,
Paris, Sér. I, 292:15–18, 1981.
[BB05] A. Björner and F. Brenti. Combinatorics of Coxeter groups. Graduate Texts
in Mathematics. Springer, 2005.
[BK81] J.L. Brylinski and M. Kashiwara. Kazhdan-Lusztig conjecture and holonomic
systems. Inventiones Mathematicae, 64(3):387–410, 1981.
[Bou68] N. Bourbaki. Éléments de mathématique: Groupes et algèbres de Lie chapitres
4 à 6. Hermann, 1968.
[Dav08] M. Davis. The Geometry and Topology of Coxeter Groups. London Mathe-
matical Society monographs series: London Mathematical Society. Princeton
University Press, 2008.
[DC06] F. Du Cloux. Positivity results for the Hecke algebras of noncrystallographic
finite Coxeter groups. Journal of Algebra, 303(2):731–741, 2006.
[EW12] B. Elias and G. Williamson. The Hodge theory of Soergel bimodules. arXiv
preprint arXiv:1212.0791, 2012.
[GAP12] The GAP Group. GAP – Groups, Algorithms and Programming, V.4.5.7,
2012.
[Gec03] M. Geck. On the induction of Kazhdan–Lusztig cells. Bulletin of the London
Mathematical Society, 35(5):608–614, 2003.
[Gec07] M. Geck. Hecke algebras of finite type are cellular. Inventiones mathematicae,
169(3):501–517, 2007.
[Gec09] M. Geck. Leading coefficients and cellular bases of Hecke algebras. In Proc.
Edinburgh Math. Soc, volume 52, pages 653–677. Cambridge University Press,
2009.
181
Literaturverzeichnis
[Gec12] M. Geck. PyCox: computing with (finite) Coxeter groups and Iwahori–Hecke
algebras. LMS Journal of Computation and Mathematics, 15(1):231–256,
2012.
[Gec13] M. Geck. eMail-Kommunikation, 04/2013.
[GG11a] F. M. Goodman and J. Graber. Cellularity and the Jones basic construction.
Advances in Applied Mathematics, 46(1):312–362, 2011.
[GG11b] F. M. Goodman and J. Graber. On cellular algebras with Jucys Murphy
elements. Journal of Algebra, 330(1):147–176, 2011.
[GG13] T. Geetha and F. M. Goodman. Cellularity of wreath product algebras and
A-Brauer algebras. Journal of Algebra, 389:151–190, 2013.
[GHL+96] M. Geck, G. Hiss, F. Lübeck, G. Malle, and G. Pfeiffer. CHEVIE – A system
for computing and processing generic character tables for finite groups of Lie
type, Weyl groups and Hecke algebras. Appl. Algebra Engrg. Comm. Comput.,
7:175–210, 1996.
[GJ11] M. Geck and N. Jacon. Representations of Hecke algebras at roots of unity.
Algebra and Applications. Springer, 2011.
[GL96] J. J. Graham and G. I. Lehrer. Cellular algebras. Inventiones Mathematicae,
123:1–34, 1996.
[GM09] M. Geck and J. Müller. James’ conjecture for Hecke algebras of exceptional
type, I. Journal of Algebra, 321(11):3274 – 3298, 2009. Special Issue in Honor
of Gus Lehrer.
[GP00] M. Geck and G. Pfeiffer. Characters of finite Coxeter groups and Iwahori–
Hecke algebras. London Mathematical Society Monographs. Clarendon Press,
2000.
[Gre93] E.L. Green. An introduction to noncommutative Gröbner bases. Lecture
Notes in Pure and Applied Mathematics, pages 167–190, 1993.
[Gyo84] A. Gyoja. On the existence of a W-graph for an irreducible representation of
a Coxeter group. Journal of algebra, 84:422–438, 1984.
[Hum92] J. E. Humphreys. Reflection groups and Coxeter groups. Cambridge Studies
in Advanced Mathematics. Cambridge University Press, 1992.
[HY03] R.B. Howlett and Y. Yin. Inducing W-graphs I. Mathematische Zeitschrift,
244(2):415–431, 2003.
[HY04] R.B. Howlett and Y. Yin. Inducing W-graphs II. manuscripta mathematica,
115(4):495–511, 2004.
182
Literaturverzeichnis
[Kel75] J.L. Kelley. General Topology. Graduate Texts in Mathematics. Springer,
1975.
[Kin12] S.A. King. Loewy layers, path algebra quotients, and the F5 algorithm. arXiv
preprint, 2012.
[KL79] D. Kazhdan and G. Lusztig. Representations of Coxeter groups and Hecke
algebras. Inventiones Mathematicae, 53:165–184, 1979.
[KX98] S. König and C. Xi. On the structure of cellular algebras. Algebras and
modules II, CMS conference proceedings, pages 365–386, 1998.
[KX99a] S. König and C. Xi. Cellular algebras: Inflations and Morita equivalences.
Journal of the London Mathematical Society, 60(03):700–722, 1999.
[KX99b] S. König and C. Xi. On the number of cells of a cellular algebra. Communi-
cations in Algebra, 27(11):5463–5470, 1999.
[Lam01] T. Y. Lam. A first course in noncommutative rings. Graduate Texts in
Mathematics. Springer, 2001.
[LL07] F. Lorenz and S. Levy. Algebra: Volume II: Fields with structure, algebras
and advanced topics. Universitext (1979). Springer, 2007.
[Lus03] George Lusztig. Hecke algebras with unequal parameters. Crm Monograph
Series. American Mathematical Society, 2003.
[Mat64] H. Matsumoto. Générateurs et relations des groupes de Weyl généralisés. CR
Acad. Sci. Paris, 258:3419–3422, 1964.
[Mor94] T. Mora. An introduction to commutative and noncommutative Gröbner
bases. Theoretical Computer Science, 134(1):131–173, 1994.
[Rea04] N. Reading. The cd-index of Bruhat intervals. Electronic Journal of Combi-
natorics, 11:74, 2004.
[S+97] Martin Schönert et al. GAP – Groups, Algorithms, and Programming. Lehr-
stuhl D für Mathematik, Rheinisch Westfälische Technische Hochschule, Aa-
chen, Germany, 1997.
[Ste01] John R. Stembridge. Computational aspects of root systems, Coxeter groups
and Weyl characters. In Interaction of combinatorics and representation theo-
ry, volume 11 of MSJ Mem., pages 1–38. Math. Soc. Japan, 2001.
[Ste08] J. R. Stembridge. Admissible W-graphs. Representation theory, 12:346–368,
2008.
[Ste12] J.R. Stembridge. A finiteness theorem for W-graphs. Advances in Mathema-
tics, 229(4):2405–2414, 2012.
183
Literaturverzeichnis
[Tar72] R. Tarjan. Depth-first search and linear graph algorithms. SIAM journal on
computing, 1(2):146–160, 1972.
[Tit69] J. Tits. Le problème des mots dans les groupes de Coxeter. In Symposia
Mathematica (INDAM, Rome, 1967/68), volume 1, pages 175–185, 1969.
[ZZ07] Shouchuan Zhang and Yao-Zhong Zhang. Structures and representations of
generalized path algebras. Algebras and representation theory, 10(2):117–134,
2007.
184
Ehrenwörtliche Erklärung
Hiermit erkläre ich,
• dass mir die Promotionsordnung der Fakultät bekannt ist,
• dass ich die Dissertation selbst angefertigt habe, keine Textabschnitte oder Ergeb-
nisse eines Dritten oder eigenen Prüfungsarbeiten ohne Kennzeichnung übernom-
men und alle von mir benutzten Hilfsmittel, persönlichen Mitteilungen und Quellen
in meiner Arbeit angegeben habe,
• dass ich die Hilfe eines Promotionsberaters nicht in Anspruch genommen habe und
dass Dritte weder unmittelbar noch mittelbar geldwerte Leistungen von mir für
Arbeiten erhalten haben, die im Zusammenhang mit dem Inhalt der vorgelegten
Dissertation stehen und
• dass ich die Dissertation noch nicht als Prüfungsarbeit für eine staatliche oder
andere wissenschaftliche Prüfung eingereicht habe.
Bei der Auswahl und Auswertung des Materials sowie bei der Herstellung des Manuskripts
haben mich folgende Personen unterstützt: Prof. Dr. Burkhard Külshammer, PD Dr.
Jürgen Müller.
Ich habe weder die gleiche, noch eine in wesentlichen Teilen ähnliche, noch eine andere
Abhandlung bereits bei einer anderen Hochschule als Dissertation eingereicht.
Jena, den
