Abstract-Classification of hyperspectral data with high spatial resolution from urban areas is discussed. An approach has been proposed which is based on using several principal components from the hyperspectral data and build morphological profiles. These profiles can be used all together in one extended morphological profile. A shortcoming of the approach is that it is primarily designed for classification of urban structures and it does not fully utilize the spectral information in the data. Similarly, a pixel-wise classification solely based on the spectral content can be performed, but it lacks information on the structure of the features in the image. An extension is proposed in this paper in order to overcome these dual problems. The proposed method is based on the data fusion of the morphological information and the original hyperspectral data: the two vectors of attributes are concatenated. After a reduction of the dimensionality using Decision Boundary Feature Extraction, the final classification is achieved using a Support Vector Machines classifier. The proposed approach is tested in experiments on ROSIS data from urban areas. Significant improvements are achieved in terms of accuracies when compared to results of approaches based on the use of morphological profiles based on PCs only and conventional spectral classification.
I. INTRODUCTION
It is well known that remote sensing images of high spatial resolution are needed for classification of urban areas. The commonly available data of high spatial resolution are singleband panchromatic data. However, using only single-band high-resolution panchromatic data is usually not sufficient for accurate classification of structural information. To overcome that problem, Pesaresi and Benediktsson [1] proposed the use of morphological transformations to build a morphological profile for classification of such data. In [2] the method in [1] was extended for hyperspectral data with high spatial resolution. The approach in [2] is based on using several principal components (PCs) from the hyperspectral data. From each of the PCs, a morphological profile is built. These profiles are used all together in one extended morphological profile, which is then classified by a neural network. The approach in [2] has been shown to perform well in terms of accuracies when compared to more conventional classification approaches. However, a shortcoming of the approach is that it is primarily designed for classification of urban structures and it does not fully utilize the spectral information in the data. The use of spectral information can be critical for classification of non-structured information in urban areas, e.g., vegetation and soil classes. To overcome this shortcoming, an extension to the approach in [2] is proposed in this paper. The proposed method is based on the data fusion of the morphological information and the original data: First, an extended morphological profile is created based on the principal components from the hyperspectral data. Secondly, feature extraction is applied on the original hyperspectral data. Finally, the extended morphological profile and the feature extracted vector from the original data are concatenated into one stacked vector and classified.
Here we use support vector machines (SVMs) for the classification. SVMs aim to discriminate two classes by fitting an optimal separating hyperplane to the training data within a multi-dimensional feature space, by using only the closest training samples. Thus, the approach only considers samples close to the class boundary and work well with small training sets, even when high dimensional data sets are classified.
The proposed approach has been tested in experiments on two different high resolution remote sensing data sets from urban areas. The results are excellent and significant improvements are achieved in terms of accuracies when compared to results of approaches based on the use of morphological profiles based on PCs only and conventional statistical approaches.
The paper is organized as follows. In Section II, we describe the different features that can be extracted from the hyperspectral image: spectral and spatial features, respectively. In Section III, we briefly present the used classifier, namely the Support Vectors Machine (SVM). Results obtained on ROSIS data are presented in Section IV, including visual inspection and quantitative evaluation. Finally, conclusions are drawn.
II. FEATURE EXTRACTION

A. Spectral information
A straight way to address the pixel-wise classification of hyperspectral data is to consider the spectral dimension. The set of spectral values of each pixel is processed as a vector of attributes and is directly used as the input of the classifier. As previously stated, this allows a good classification based on the spectral signature of each material. However, this does not allow to take the spatial structure of the different features in the picture into account.
B. Spatial information
Two commonly used morphological operators are opening and closing [3] . The idea behind opening is to dilate an eroded image in order to recover as much as possible of the eroded image. In contrast, the idea behind closing is to erode a dilated image in order to recover the initial shape of image structures that have been dilated. Previously, a morphological profile approach based on a range of different Structuring Element (SE) sizes for both opening and closing has been used for classification of panchromatic remote sensing data from urban areas [1] .
When the morphological profile approach [1] is applied to hyperspectral data, a characteristic image needs to be extracted from the data. It was suggested in [4] to use the first principal component (PC) of the hyperspectral data for such a purpose. Although that approach seems reasonable because principal component analysis is optimal for data representation in the mean square sense, it should not be forgotten that with only one PC, the hyperspectral data are reduced from potentially several hundred data channels into one single data channel. In addition, although the first PC may represent most of the variation in the image, some important information may be contained in the other PCs. Therefore, an extension to this approach was proposed in [2] where an extended morphological profile was built from several different PCs. In [5] that approach was extended by working with independent components instead of principal components. C. Data fusion and reduction 1) Concatenation: In order to take advantage of the two sets of features that are extracted from the hyperspectral data (the vector of spectral values and the morphological profiles of the first PCAs, respectively), the corresponding vectors are simply concatenated, leading to a very large vector of features for every pixel. The dimension of this vector can be reduced as briefly presented in the next section.
2) Reduction of the dimension: Feature extraction can be viewed as finding a set of vectors that represents an observation while reducing the dimensionality. In pattern recognition, it is desirable to extract features that are focused on discriminating between classes. Although a reduction in dimensionality is desirable, the error increment due to the reduction in dimension has to be without sacrificing the discriminative power of classifiers. In linear feature extraction, the number of input dimensions corresponds to the number of selected eigenvectors [6] . The transformed data are determined by Y = Φ T X, where Φ is the transformation matrix composed of the eigenvectors of the feature matrix, X is the data in the original feature space, and Y is the transformed data in the new feature space. Several feature extraction approaches have been proposed for remote sensing data [7] , including Decision Boundary Feature Extraction (DBFE) proposed by Lee and Landgrebe [8] , and Non-parametric Weighted Feature Extraction (NWFE) which was proposed by Kuo and Landgrebe [9] .
After the feature extraction and the reduction of dimensionality, a reduced set of features is available for every pixel. It is used as the input of a Support Vector Machines (SVM) classifier. In the next section, we briefly recall the principle of SVM.
III. CLASSIFICATION: SVM
The SVM was first investigated as a binary classifier. Given a training set S = {(Φ(x) i , y i ) | i ∈ [1, l]} projected into an Hilbert space H by some mapping Φ, the SVM separates the data by an Optimal Hyperplane H p that maximizes the margin. Allowing some training errors, H p is found by jointly maximizing the margin w and minimizing the sum of errors l i=1 ξ i [10] . The convex optimization problem is solved by considering the dual optimization through the use of Lagrange multipliers.
Using kernel functions k it is possible to compute implicitly the inner product in H in the original space [10] :
. SVM used with a kernel function is a non-linear classifier, where the non-linear ability is included in the kernel. The decision rule is finally using the scale invariance property of the spectral data. Other information, such as texture or spatial context could also improve the kernel definitions, as will be shown in experiments.
The extension of SVM to the multi-class cases is usually done by combining several binary classifier. Two classical procedures are the One versus All and the One versus One.
IV. RESULTS
A. The data
Airborne data from the ROSIS-03 (Reflective Optics System Imaging Spectrometer) optical sensor are used for the experiments. The flight over the city of Pavia, Italy, was operated by the Deutschen Zentrum fur Luft-und Raumfahrt (DLR, the German Aerospace Agency) in the framework of the HySens project, managed and sponsored by the European Union. According to specifications the number of bands of the ROSIS-03 sensor is 115 with a spectral coverage ranging from 0.43 to 0.86µm. The spatial resolution is 1.3m per pixel. The original data set is 610 by 340 pixels. Some channels (12) have been removed due to noise. The remaining 103 spectral dimensions are processed. Nine classes of interest are considered, namely: trees (deep green), asphalt (light grey), bitumen (purple), gravel (blue), metal sheet (pink), shadow (yellow), bricks (red), meadow (green) and soil (brown). Fig. 1(a) presents a threechannel color composite of the original data, where channels 80, 45 and 10 of the original data are used for red, green and blue, respectively. The available reference data is shown in Fig. 1(b) and the number of training and test samples is given in Table I . 
B. Settings of the proposed algorithm
In our experiments we have used the following settings:
• the reduction of the spectral feature is achieved using DBFE and keeping 95% of the variation according to the DBFE criterion.
• the 3 first PCs (over 95% of the variation) are considered: the morphological profile is constructed for each of these PCs.
• the MP is constructed using 4 openings/closings, with a disk SE of initial radius 2 and an increment of 2. The size of the spatial vector of features is thus 3Pcs×(4+1+4)=27. The spatial vector is also reduced using the same DBFE approach.
• SVM parameters are set by cross-validation.
• a one-against-one strategy is used.
• the standard Gaussian kernel is used, after mapping of all the values into [−1, 1].
C. Results using the spectral information only
Table II presents the confusion matrix obtained when the classification is performed using the spectral information only. The corresponding classification map is presented on Fig. 2(b) .
Table V also presents the overall and average accuracies, as well as the Kappa coefficient. These results appear as noisy as the spatial coherence is not taken into account.
D. Results using the spatial information only
Table III presents the confusion matrix obtained when the classification is performed using the spatial information only (Morphological profiles computed on each of the 3 first Principal Components). The corresponding classification map is presented on Fig. 2(c) . Table V also presents the overall (OA) and average accuracies (AA), as well as the Kappa coefficient (κ). Structured classes get better classification results while classes with no specific spatial structures receive degraded performances.
E. Results after the fusion of spectral and spatial information
Table IV presents the confusion matrix obtained when the classification is performed using the fusion of the spectral and the spatial features, after reduction of the dimension using DBFE with 95% of the variation. The corresponding classification map is presented on Fig. 2(d) . Table V also presents the overall and average accuracies, as well as the Kappa coefficient. The classification map is less noisy and the classification performances are increased globally as well as for almost all the classes.
V. CONCLUSIONS Addressing the classification of high resolution hyperspectral data from urban areas, we have presented an algorithm taking simultaneously the spectral and the spatial information into account. This is achieved by concatenating the two vectors of attributes (the spectral values and the Morphological Profiles computed on the first Principal Components, respectively). A reduction of dimension is performed using the DBFE algorithm (a Non-parametric Weighted Feature Extraction (NWFE) has also been considered with similar results but is not presented in the paper due to space restriction). Applied on ROSIS data, this data fusion allows a significant improvement of the classification performances when compared with the two sets of attributes used separately. Similar experiments conducted on a second data set provided similar results that could not be presented either. 
