We analyze M/M/l queueing systems with variable service rates under weak cost and probabilistic assumptions by using semi-Markov decision-process formulations. The methods used in studying the characteristics of optimal policies are induction arguments involving supermodular (or submodular) properties of the objective function. First, we establish monotonicity properties of the optimal policies and sufficient conditions for extremalpolicy optimality for the [mite-horizon problem. The :malyses are then extended to show that the monotone optimal policies carry over to the discounted infinite-horizon and long-run average-return problems.
Introduction
The model in consideration is a generalized version of the models considered by Crabill [3] , Sabeti [14] , Lippman [11] , and Bengtsson [2] . Fu"rther detailed discussion on the service-rate control models can be seen in [5] , [19] , and [21] . In contrast to the previous literature, we use weaker cost assumptions and obtain more extensive characteristics of the (exponential) service-rate control models. Another fe,ature of this paper is to have a unified treatise on the subject, since the previous literature reveals diverse, and often repetitive, arguments on the characteristics of the control model.
The control problem is mode led as a semi-Markov decision process with an infinite denunerable state space S and a closed action space A. The state variable denotes the number of customers ~n the system. We use Lippman's device (see [11] ), so that the time between observations is exponentially distributed wi.th a fixed parameter. The objective is to maximize the expected total return of operating the system, both with and without discounting, starting from each given state. The decision for a given state is to select a service rate for the system. This service rate will be in effect until the next observation point (decision epoch). 147 In section 2 we formulate a semi-Markov decision model of the M/M/1 queueing system with variable service rates. We can eliminate some nonoptimal actions before actual maximization steps, given the structure of the objective function of dynamic programming.
For the finite-horizon problem, we prove, in Section 3, some monotonicity properties of optimal policies. It is shown that the optimal service rate is nondecreasing in the number of customers in the system, nonincreasing in the discount rate, and nondecreasing in the number of remaining periods. The method used in proofs is induction on the horizon length. At each step we establish the supermodularity or submodularity of the objective function (cf. Topkis [24] ) of the dynamic-programming formulation.
In sections 4 and 5 the infinite-horizon problems, with and without discounting, are considered, respectively. The monotonicity results for the finite-horizon problem are, shown to carry over to the infinite-horizon problem with discounting. It is also shown that the n-horizon optimal-value functions as well as optimal policie!s converge to those of the infinite-horizon problem.
We next derive sufficient conditions for extremal pOlicies to be optimal for the infinite-horizon problems by using shift transformations. In section 5 we study the long-run averagt!-return problem. To prove the existence of strongly optimal policies with the property of monotonicity in the number of customers, we use an extremal-policy shift transformation in the proof. 
The reason for assuming C(fJ) to be a left-continuous function is to assure an a-optimal n-period policy for the closed action space. The left continuity of C(fJ) implies that the obj ective function is upper semicontinuous (cf. [18] ).
The continuously discounted one-period return r(', fJ) is given by and the transition probability from state i to state j, for given fJ, is
where leE) is the indicator function of the event E.
As a function of state, define V as the maximal discounted total return n,o~ of operating the system over n remaining periods, n ~ 1 (V O :: 0). For our ,a cost and probability structure, V is well defined for all states i E: Sand n,a n ~ 0 (cf. [9] , [15] , and [17] ). We have the following dynamic programming recursive equation for n ~ 1:
n,Cl n-,Cl n-,Cl
Disregarding the constant terms in the right hand of (2.1), we are only concerned with the following function g(',\.!) of ]l to be maximized
In exploiting the special structure of (2.2), we can use the criterion for exclusion of nonoptimal actions of Crabill [4] . In this context, we state the next theorem and corollary.
Theorem :~.1. A sufficient condition for nonoptimality of decision ]l for any state is that there exist two other decisions fJ' and fJ" such that
where YE:(O,l). In this section we study the characteristics of optimal policies for the finite-horizon problem. Of all characteristics, the monotonicity of optimal policies is perhaps most appealing. We prove that the optimal service rate is nondecreasing in the number of customers, nondecreasing in the horizon length, and nonincreasing in the discount rate. The advantage of using the monotonicity properties of optimal policies is the reduction of the action space to be searched, so that the savings in maximization effort can be considerable. 
Proof: We suppress the subscript a in the expressions of g and 11 n,a n,a We must show for ]12 > ]11 that
Let]1 *(i) be the optimal service rate when there are i customers in n,cl the system, II periods remain, and the discount rate is a. Then the optimal service rate maximizes g (i,]1) among all actions. The ties are resolv.:d by n,a choosing the smallest maximizer. The next theorem establishes the monotonicity of optimal policies in the number of cllstomers in the system. Theorem 3.1. For a c 0, n ~ 0, and i E S, V Ci-1) -V aCi) is a nonn,a n, negative nondecreasing function of i (~, is concave), so that]1 * Ci) is a n,a n,a nondecreasing function of i.
Proof: We drop the subscript a of v. We need to prove
We use an induction on n to prove this. For n
be the optimal action in state i+1 and ]1", in i-1, with n periods remaining.
Then we have
Combining the above inequalities gives This completes the proof. Theorem 3.1 establishes the monotonicity of the optimal policy in the number of customers in the system. Such an optimal policy is also called a switch-over or connected policy (cf. [3] and [11]). We are now interested in seeing how the optimal service rate will be affected if the number of periods remaining increases. Since we are assuming zero terminal rewards, we can verify monotonicity of optimal policies in the number of periods remaining. 
Theorem 3.2 For each i
We drop the subscript a. on V. For n=l, this is trivially true. Assume (3.3)
is true for n-1. Let]1' be an optimal policy associated with V 1 (i-1) and n-,a.
]1", with V (i). Then we have n,a
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nnCombining these two inequalities gives 
n,a decreasing function of n.
We now see how the optimal action behaves when we are allowed to change the parameter a, the discount rate. 
is a nonincreasing function n-,a n-,a of a for each i E S.
Proof: It suffices to show for a 1 < a 2 and ].11 < ].12'
By a direct substitution of (2.2), we have
The converse is also true.
As we vary the discount rate, the corresponding optimal service rate will change monotonically as suggested in the next theorem. 
n,a 1 n,u 1 n,a 2 n,a 2
We use an induction argument as a proof. For n = 1 (3.5) is trivially true, 
and
Combining these two inequalities gives 
the desired result (3.5). By Lemma 3.1 we conclude that II *(i) is a nonn,a increasing function of a ~ O. This completes the proof.
We have established the monotonicity properties of optimal service rate for the finite-horizon problem of M/M/1 control models. In the next sections, we study the infinite-horizon problems with and without discounting to see if some monotonicity results still hold.
Infinite-Horizon Problem with Discounting
In this section, we consider infinite-horizon problems with discounting and show that the monotonicity properties of optimal policies established for the finite-horizon problem also hold under the same cost and probability structure. We also derive a sufficient condition for full-service policy optimality or passive policy optimality using a shift transformation.
Suppose we have an infinite-horizon control model where there is no limit to the operating time and future costs are discounted continuously at rate a > o. Since the expected length of time between observation points is t/A, -a/A -we have a discount factor 6 = e for one per~od. Define V (i) as the IT~xi Cl.
mal expected discounted total return over an infinite horizon starting in state i. For our problem, the expected discounted positive part of the total return at the nth decision epoch is bounded above by zero. Hence, by standard arguments from the theory of dynamic programming (see, e.g., [9] , [15] , and [17] ), V is well defined and satisfies the optimality equation, a (4.1) for i ~ 1,
O~ll~"il
a a Moreover, the stationary policy II *(i) that maximizes the right-hand side of a (4.1) is optimal among all policies.
The next theorem and corollary show that the optimal-value functions and the optimal policies for the n-period problem mono tonically approach those for the infinite-horizon problem as n goes to infinity. Hence the characteristics of optimal policies, especially the monotonicities in a and in i, carry over to the infinite-horizon problem. In addition, jJ~*(i) = Cl n--->oo n ,Cl u lim jJ *(i), so that the limit of a sequence of n-period optimal policies is J1-+OO n,Cl optimal for the infinite-horizon problem.
Proof: By Schal [15] and Serfozo [17] , we conclude that the n-period optimal-value function approaches a well-defined limit as n goes to infinity and that the infinite-horizon optimal policy exists and jJ *(i) = For some cost structure, the optimal policy turns out to be an extreme policy, either a full-service policy or a passive policy. In this CaSE!, we can solve the problem with almost no computational effort. We shall derive the sufficient conditions for the extremal-policy optimality using a shift transformation. Further discussion of shift-transformations is found i.n [7] , [25] , and [22] .
Let g be a stationary policy which selects the service rate jJ'(i) whenever the system is in state i. Under policy g, we have the corresponding value function ~ for the infinite horizon problem with discount rate Cl. We define For an M/M/l queueing model under a full-service policy, we have
From the Appendix, we obtain the expression for V; (i) for the full-service policy case \fith g (i) = ~, (4.6)
For the passive-service case with g Ci) = 0, we have 
(ii) a sufficient condition that a passive policy is optimal for all i E S is (4.9) 
(ii) a suffiCient condition that a passive policy is optimal for all i E S is (4.10 Proof: By Corollary 2.1, the optimal policy is either il or ° for all states. From (4.8) with].! = 0, we have (4.10) after rearrangement. We also obtain (4.11) from (4.9) with )1 = U.
When the value C(il)/il satisfies neither (4.10) nor (4.11) for the control model considered in Corollary 4.2, there exists a critical state above which the full-service option is optimal.
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Long-run Average-Return Problem
Now we consider a long-run average :return problem of our control model.
To prove the existence of strongly optimal policies with monotonicity properties for our control model with infinite denumerable state space and an unbounded return, we use an extremal-policy shift transformation in the proof. 
nondecreasing in i and nondecreasing in n.
Iterating this relation gives min[n-l,i-l] . theorem (see [6] and Ross [13] ).
Left continuity of C(~) and the monotonicity We have established the monotonicity properties of optimal policies for the long-run average-return problem. What distinguishes our arguments from other induction arguments in the monotonicity proofs is that we use the extremal-policy shift transformation.
Our control model is a special case of the right-skip-free Markov decision process (see [23] 
The equality holds for some V (actually p*(i». After simple algebraic manipulation, we have 
Appendix
We compute the functional values under a given policy which uses the same service rate whenever the system is not idle, using regeneration processes (cf. Heyman [e], Bell [1] , Schleef [16] ). Since a fixed service rate is lIsed whenever the s.erver is turned on, the service structure can be regarded as a special case of Bell [1] . The regeneration points for our system are the epochs at which the server begins to be idle.
We consider the holding costs and service costs separately. We use the relation 
