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1. Introduction
Brenti [2] studied certain polynomials Rλ(q) and Tλ(q) deﬁned by
∑
λ
Rλ(q)sλ = 1
1−∑k2(q + q2 + · · · + qk−1)sk , (1)∑
λ
Tλ(q)sλ =
∑
k0 sk
1−∑k2(q + q2 + · · · + qk−1)sk , (2)
showed that they are symmetric unimodal, thus settling a conjecture due to Stanley (see the para-
graph preceding Proposition 13 in [7]), and satisfying∑
λn
f λRλ(q) = dn(q) :=
∑
σ∈Dn
qe(σ ), (3)
and ∑
λn
f λTλ(q) =Sn(q) :=
∑
σ∈Sn
qdesA(σ ), (4)
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respectively by the partitions λ and (k), Dn the set of derangements in the symmetric group Sn
of degree n, e(σ ) the number of excedances of σ ∈Sn , Sn(q) the Eulerian polynomial for Sn , and
desA(σ ) the descent number of σ . Besides their connections with dn(q) and Sn(q) as in (3) and (4),
Rλ(q) and Tλ(q) are also amenable to combinatorial interpretations, as was ﬁrst demonstrated by
Stembridge [10]. Yet other proofs of symmetry and unimodality of Tλ(q) and Rλ(q) are also given
in [10].
Brenti conjectured in [1] that dn(q)’s are real-rooted, and remarked in [3] that this conjecture had
been settled by E. Rodney Canﬁeld (unpublished). A published proof of this conjecture later appeared
in the work of Zhang [11,12] which involved the recurrence relation for dn(q)’s, namely,
dn+1(q) = nq
(
dn(q) + dn−1(q)
)+ q(1− q)d′n(q), n 1,
where d0(q) := 1 and d1(q) := 0.
In another work, Brenti [4] studied yet another class of polynomials T Bλ (x;q) deﬁned by∑
λ
T Bλ (x;q)sλ =
∑
k0(1+ xq)ksk
1−∑k2(x+ x2 + · · · + xk−1)(1+ q)ksk . (5)
He showed that∑
λn
f λT Bλ (x;q) = Bn(x;q),
the specialization q = 1 of which is a type B analogue of (4), where Bn(x;q) is a q-Eulerian polynomial
of type B , and gave a combinatorial interpretation of T Bλ (x;q). This correspondence between types A
and B cases suggests the existence of a type B analogue of (3), which is unavailable in the literature.
Our goal of this work is to ﬁll in the missing pieces in the type B case. In the next section, we
collect notations and preliminary results that will be used in subsequent sections. In Section 3, we
study the properties of a class of type B derangement polynomials by q-counting signed derange-
ments by the number of weak excedances. In Section 4, we consider a unimodal decomposition of
the derangement polynomials arising from a symmetric function identity. In the ﬁnal section, we
enumerate type B derangements by strong excedances via a reciprocity law.
2. Notations and preliminaries
We collect in this section certain notations and results which are needed in the sequel. Let S be a
ﬁnite set. Denote by #S the cardinality of S and by −S := {−s: s ∈ S}.
Let N, P and Q denote, as usual, the set of non-negative integers, positive integers, and rational
numbers, respectively. Let n ∈ N. Denote by [n] the interval of integers {1,2, . . . ,n}.
Denote by Bn the hyperoctahedral group of rank n, which is a Coxeter group of type B generated
by {s0, s1, . . . , sn−1}, where s0 = (1,−1) is the sign change, and si = (i, i + 1), i = 1,2, . . . ,n − 1, are
simple transpositions exchanging i and i+1. Elements σ of Bn are signed permutations of the set [n],
i.e., σ :−[n]∪ [n] → −[n]∪ [n] are bijections such that σ(−i) = −σ(i) for i = 1,2, . . . ,n. We shall rep-
resent an element σ of Bn by the word σ(1) · · ·σ(n). Given σ = σ(1) · · ·σ(n), τ = τ (1) · · ·τ (n) ∈ Bn ,
we let στ = (στ )(1) · · · (στ )(n), where (στ )(i) = σ(τ (i)) = (sgnτ (i))σ (|τ (i)|) (signed composi-
tion) for i = 1,2, . . . ,n. An element σ = σ(1) · · ·σ(n) of Bn is said to have a B-descent at po-
sition i ∈ [0,n − 1] if σ(i) > σ(i + 1), where σ(0) := 0. The number of B-descents is deﬁned by
desB(σ ) := #{i ∈ [0,n− 1]: σ(i) > σ(i + 1)}. The type B Eulerian polynomial Bn(t) is then deﬁned by
Bn(t) =
∑
σ∈Bn
tdesB (σ ) =
n∑
k=0
Bn,kt
k,
where Bn,k := #{σ ∈ Bn: desB(σ ) = k} are the type B Eulerian numbers. It is by now pretty well
known that∑
n0
Bn(t)
xn
n! =
(1− t)ex(1−t)
1− te2x(1−t) ,
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rem 3.4 at q = 1].
A sequence {a0,a1, . . . ,ad} of real numbers is called log-concave if ai−1ai+1  a2i for i = 1,2,
. . . ,d−1. It is unimodal if there exists an index 0 j  d such that ai  ai+1 for i = 0,1, . . . , j−1 and
ai  ai+1 for i = j, j+1, . . . ,d−1. It has no internal zeros if there are not three indices 0 i < j < k d
such that ai,ak = 0 but a j = 0. It is symmetric if ai = ad−i for i = 0, . . . , d/2	. It is a Pólya frequency
sequence of order r (or a PFr sequence) if any minor of order r of the matrix M = (Mij)i, j∈N deﬁned
by Mij = a j−i for all i, j ∈ N (where ak = 0 if k < 0 or k > d) is non-negative. It is a Pólya frequency
sequence of inﬁnite order (or a PF sequence) if it is a PFr sequence for all r  1.
It is clear that a positive sequence {ai} is PF1, and not hard to show (see, e.g., [1] or [7]) that a
log-concave (which is also unimodal and internal-zero free) sequence {ai} is PF2.
A polynomial
∑d
i=0 aixi is symmetric (resp., unimodal, log-concave, with no internal zeros) if the
sequence {a0,a1, . . . ,ad} has the corresponding property. If p(x) is a symmetric unimodal polynomial,
then its center of symmetry C(p) = (deg(p) + mult(0, p))/2, where mult(0, p) is the multiplicity of 0
as a zero of p. If we write p(x) = xnp(x−1), then C(p) = n/2.
An important classical result concerning PF sequences and polynomials having only real zeros is
the following [1, Theorem 2.2.4].
Theorem 2.1 (Aissen–Schoenberg–Whitney). Let p(x) = ∑di=0 aixi ∈ R[x] have non-negative coeﬃcients.
Then p(x) has only real zeros if and only if {a0,a1, . . . ,ad} is a PF sequence.
Denote by P the set of all integer partitions. If λ = (λ1, λ2, . . . , λl) ∈ P then let |λ| := ∑li=1 λi
and l(λ) := l. We write λ  n to mean that λ is a partition of n. Naturally associated to a partition λ
is the diagram Dλ := {(i, j) ∈ Z2: 1 i  l(λ),1 j  λi}, which can be regarded as an array of boxes
in the plane with matrix-style coordinates.
Let q be an indeterminate and denote by Q[q] the ring of polynomials in q with rational coeﬃ-
cients. Let x1, x2, . . . be commuting indeterminates. Let sλ = sλ(x1, x2, . . .) denote the Schur function
in x1, x2, . . . indexed by λ, f λ the number of standard Young tableaux of shape λ. Given an integral
domain R , we denote by ΛR the subring of the formal power series ring Rx1, x2, . . . consisting
of all p ∈ Rx1, x2, . . . such that all the monomials appearing in p have bounded degree and that
p(x1, x2, . . .) = p(xσ(1), xσ(2), . . .) for all bijections σ :P → P.
We shall need to compute products of Schur functions of a particular form. Let λ,ν ∈ P . Then
ν ⊆ λ ⇐⇒ νi  λi for all i. If ν ⊆ λ, then the difference λ/ν of diagrams is called a skew shape.
Deﬁne a horizontal strip to be a skew shape λ/ν with no two squares in the same column. The next
result [9, Theorem 7.15.7] is standard in the theory of symmetric functions.
Theorem 2.2 (Pieri’s rule). We have
sν sn =
∑
λ
sλ,
summed over all partitions λ such that λ/ν is a horizontal strip of size n.
More generally, denote by hμ = hμ1 · · ·hμl the homogeneous symmetric function indexed by μ =
(μ1, . . . ,μl)  n. It is well known [9, Corollary 7.12.4] that
hμ =
∑
λn
Kλ,μsλ, (6)
where Kλ,μ is a Kostka number, which is equal to the number of semistandard Young tableaux (SSYT)
of shape λ and type μ.
3. Counting type B derangements by weak excedances
Brenti [4] introduced a notion of type B weak excedance. Let σ = σ(1) · · ·σ(n) ∈ Bn . We say that
i ∈ [n] is a weak excedance of σ if σ(i) = i or σ(|σ(i)|) > σ(i). When restricted to the symmetric
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number of weak excedances of σ .
Let σ = σ(1) · · ·σ(n) ∈ Bn . We can express σ as a product of disjoint signed cycles. For example,
3¯517¯286¯4¯ ∈ B8 can be written as (3¯,1)(5,2)(8, 4¯, 7¯, 6¯).
We can interpret the deﬁning conditions of weak excedances as follows. Let i ∈ [n] be such that
σ(i) = ±i. Then i and j := |σ(i)| are distinct elements of [n] such that σ(i) and σ( j) are two consec-
utive letters of a cycle of σ . Writing these letters in a two-line array:
i j
σ(i) σ ( j)
,
we have that i is a weak excedance of σ ⇐⇒ σ( j) = σ(|σ(i)|) > σ(i). Thus, if we order the letters of
each cycle of length > 1 of σ in such a way that the last letter has the largest value, then we(σ ) is
equal to sum of the number of rises in each cycle and the number of ﬁxed points of σ .
By an extended fundamental transformation of Foata, Brenti [4] had shown that the above type B
weak excedance is equidistributed with the type B descent on the hyperoctahedral group Bn , i.e., it
is Eulerian.
Let σ = σ(1) · · ·σ(n) ∈ Bn . We say that σ is a type B (or signed) derangement if σ(i) = i for all
i ∈ [n], and denote by D Bn the set of all derangements in Bn . More generally, if S is a subset of [n]
for some positive integer n, we denote by D BS the set of all signed permutations on S which are
derangements. It is clear that D BS is in bijective correspondence with D
B
k , where #S = k.
For n 1, deﬁne a type B derangement polynomial dBn (q) by
dBn (q) =
∑
σ∈DBn
qwe(σ ),
and the corresponding exponential generating function by
D(t,q) :=
∑
n0
dBn (q)
tn
n! ,
where dB0 (q) := 1 by convention.
The ﬁrst seven dBn (q) are listed as follows:
dB1 (q) = 1,
dB2 (q) = 1+ 4q,
dB3 (q) = 1+ 20q + 8q2,
dB4 (q) = 1+ 72q + 144q2 + 16q3,
dB5 (q) = 1+ 232q + 1312q2 + 752q3 + 32q4,
dB6 (q) = 1+ 716q + 9136q2 + 14576q3 + 3456q4 + 64q5,
dB7 (q) = 1+ 2172q + 55624q2 + 190864q3 + 127584q4 + 14912q5 + 128q6.
Unlike their type A counterparts, dBn (q)’s are not symmetric in general. They are, however, unimodal
and log-concave, as will be proved later.
Proposition 3.1. For n 2, the polynomials dBn (q) satisfy
dBn+1(q) = 2nq
(
dBn (q) + dBn−1(q)
)+ dBn (q) + 2q(1− q)(dBn )′(q). (7)
Proof. Let τ = τ (1)τ (2) · · · τ (n + 1) ∈ D Bn+1. Then either
(i) τ (n + 1) = −(n + 1), or
(ii) τ (i) = ε(n + 1) for some i ∈ [n] and ε ∈ {−1,+1}.
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τ (n) ∈ D Bn .
In case (ii), let τ (k) = δi for some k ∈ [n+1] and δ ∈ {−1,+1}. Since |τ (k)| = i  n and |τ (n+1)| <
n + 1,
τ
(∣∣τ (k)∣∣)= τ (i) = ε(n + 1)≷ τ (k) ⇐⇒ ε = ±1
and
τ
(∣∣τ (i)∣∣)= τ (n + 1)≶ ε(n + 1) = τ (i) ⇐⇒ ε = ±1
so that exactly one of i and k is a weak excedance of τ . Let
τ ′′ := τ
(
1 · · · i − 1 i i + 1 · · · n n + 1
1 · · · i − 1 n + 1 i + 1 · · · n i
)
=
(
1 · · · i − 1 i i + 1 · · · n n+ 1
τ (1) · · · τ (i − 1) τ (n + 1) τ (i + 1) · · · τ (n) ε(n + 1)
)
,
which can be identiﬁed with (τ (1) · · ·τ (i − 1)τ (n + 1)τ (i + 1) · · ·τ (n), ε) ∈ Bn × Z2, where Z2 :=
{−1,+1}. So, we shall consider the word τ (1) · · ·τ (i − 1)τ (n + 1)τ (i + 1) · · ·τ (n), which we again
call τ ′′ .
If τ ′′(i) = τ (n + 1) = i, then k = n + 1 and τ ′′′ := τ (1) · · ·τ (i − 1)τ (i + 1) · · ·τ (n) ∈ D B[n]\{i} with
we(τ ) = we(τ ′′′) + 1 (since exactly one of i and k is a weak excedance of τ ), where D B[n]\{i} is in
bijective correspondence with D Bn−1.
If τ ′′(i) = τ (n+1) = i, then τ (k), τ (i) and τ (n+1) are consecutive letters of a cycle of τ , and τ (k)
and τ (n+ 1) are consecutive letters of a cycle of τ ′′ . Denote by wexc(τ ′′) the set of weak excedances
of τ ′′ . Since exactly one of i and k is a weak excedance of τ and other weak excedances of τ remain
intact in τ ′′ , it follows that we(τ ) = we(τ ′′) + χ(k /∈ wexc(τ ′′)), where χ(P ) = 1 if P is true, and 0
otherwise. Putting pieces together, we have
dBn+1(q) =
∑
τ ′∈DBn
qwe(τ ) +
∑
ε∈{−1,+1}
n∑
i=1
[ ∑
τ ′′∈DBn
qwe(τ
′′)+χ(|(τ ′′)−1(i)|/∈wexc(τ ′′)) +
∑
τ ′′′∈DBn−1
qwe(τ
′′′)+1
]
=
∑
τ ′∈DBn
qwe(τ ) + 2
∑
τ ′′∈DBn
[
we(τ ′′)qwe(τ ′′) + (n −we(τ ′′))qwe(τ ′′)+1]+ 2n ∑
τ ′′′∈DBn−1
qwe(τ
′′′)+1
= dBn (q) + 2q
(
dBn
)′
(q) + 2nqdBn (q) − 2q2
(
dBn
)′
(q) + 2nqdBn−1(q),
and the proposition follows. 
It is easy to see that for each n 2, the n-cycle 23 · · ·n1 ∈ D Bn has n − 1 weak excedances so that
the coeﬃcient of qn−1 in dBn (q) is positive. By Proposition 3.1 and induction on n, it is readily shown
that degdBn (q) = n− 1.
Theorem 3.2.We have
D(t,q) = (1− q)e
t
e2qt − qe2t . (8)
Proof. Let σ = σ(1)σ (2) · · ·σ(n) ∈ Bn and S be the set of ﬁxed points of σ . Since each of the ﬁxed
points of σ is a weak excedance, we(σ ) = #S+we(σ ( j1) · · ·σ( jn−k)), where [n]\ S = { j1, j2, . . . , jn−k}
and τ = σ( j1) · · ·σ( jn−k) ∈ D B[n]\S , i.e., σ( jr) = jr for r = 1,2, . . . ,n − k. Therefore, for n 1,
Bn(q) =
∑
S⊆[n]
∑
τ∈DB[n]\S
qwe(τ )+#S =
n∑
k=0
(
n
k
)
qkdBn−k(q).
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eqt
∑
n0
dBn (q)
tn
n! =
∑
n0
n∑
k=0
(
n
k
)
qkdBn−k(q)
tn
n! =
∑
n0
Bn(q)
tn
n! =
(1− q)et(1−q)
1− qe2t(1−q) ,
and the result follows. 
Theorem 3.3. For n 2, the polynomial dBn (q) is simply real-rooted and interlaces dBn+1(q).
Proof. The proof is by induction on n. It is clear that dB2 (q) = 0 ⇐⇒ q = −1/4, and that
dB3 (q) = 0 ⇐⇒ q = (−5 ±
√
23)/4, from which the case n = 2 holds. Assume now that it is true
for n 3. Let qn,1 < qn,2 < · · · < qn,n−1 < 0 be the simple zeros of dBn (q). Deﬁne also qn,0 := −∞ and
qn,n := 0. By a standard argument, we have sgn(dBn )′(qn,i) = (−1)n−i−1, 1 i  n− 1. By the induction
hypothesis and (7), we have sgndBn−1(qn,i) = (−1)n−i−1, 1 i  n − 1, and
dBn+1(qn,i) = 2nqn,i︸ ︷︷ ︸
<0
dBn−1(qn,i) + 2qn,i(1− qn,i)︸ ︷︷ ︸
<0
(
dBn
)′
(qn,i).
It follows that sgndBn+1(qn,i) = (−1)n−i for 1  i  n − 1. Also, sgndBn+1(qn,0) = (−1)n and
sgndBn+1(qn,n) = 1. By the intermediate-value theorem, there exist qn+1,i ∈ (qn,i−1,qn,i) such that
dBn+1(qn+1,i) = 0, where i = 1,2, . . . ,n. It is clear that dBn (q) interlaces dBn+1(q). This completes the
induction. 
Corollary 3.4. For n 1, deﬁne an,k = #{σ ∈ D Bn : we(σ ) = k}. Then {an,k} is a PF sequence. In particular, it
is unimodal and log-concave.
Proof. Combine Theorem 3.3 and Theorem 2.1. 
Letting q = 1, (7) specializes to
dBn+1 = 2n
(
dBn + dBn−1
)+ dBn ,
which is the type B analogue of a recurrence relation for the usual derangement numbers [8, p. 67].
Again by letting q → 1, followed by replacing t by t/2, (8) specializes to∑
n0
dBn
tn
2nn! =
e−t/2
1− t .
This generating function and another recurrence relation for dBn have been obtained recently by
Chow [5].
4. A unimodal decomposition of dBn (q)
We shall relate the derangement polynomials dBn (q) considered in the preceding section to certain
unimodal polynomials via a symmetric function identity. Toward this end, we ﬁrst deﬁne some formal
power series RBλ (q) in q, indexed by partitions λ, by∑
λ
RBλ (q)sλ =
∑
k0 sk
1−∑k2 2k(q + q2 + · · · + qk−1)sk . (9)
Lemma 4.1.We have for each λ  n,
RBλ (q) =
∑
k1+k2+···+kl=n
k10,k2,...,kl2
2n−k1 Kλ,(k1,k2,...,kl)
l∏
j=2
(
q + q2 + · · · + qk j−1) (10)
where the sum on the right ranges over all sequences (k1,k2, . . . ,kl) of integers summing to n with k1  0 and
k2, . . . ,kl  2.
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∑
λ
RBλ (q)sλ =
(∑
k0
sk
)∑
m0
(∑
k2
2k
(
q + q2 + · · · + qk−1)sk)m
=
∑
k10,k2,...,kl2
2k2+···+kl
l∏
j=2
(
q + q2 + · · · + qk j−1)sk1 sk2 · · · skl
=
∑
k10,k2,...,kl2
2k2+···+kl
l∏
j=2
(
q + q2 + · · · + qk j−1)∑
λ
Kλ,(k1,k2,...,kl)sλ,
where the last equality follows from (6) since sn = hn . Comparing now the coeﬃcients of sλ on both
sides, where λ  n, and noting n− k1 = k2 + · · · + kl , (10) follows. 
Let us give an example in which RBλ (q) are explicitly computed. Consider the case n = 4. Since
4= 2+ 2= 1+ 3= 0+ 4= 0+ 2+ 2, (10) then reads∑
λ4
RBλ (q)sλ =
(
1+ 16q + 16q2 + 16q3)s4 + (4q + 16q2)s2s2 + (8q + 8q2)s3s1
= (1+ 16q + 16q2 + 16q3)s4 + (4q + 16q2)(s4 + s31 + s22) + (8q + 8q2)(s4 + s31)
= (1+ 28q + 40q2 + 16q3)s4 + (12q + 24q2)s31 + (4q + 16q2)s22,
from which we conclude that RB4 (q) = 1+28q+40q2 +16q3, RB31(q) = 12q+24q2, RB22(q) = 4q+16q2,
and RB211(q) = RB1111(q) = 0.
In the cases of Rλ(q), Tλ(q) and T Bλ (q) := T Bλ (q;1), which are deﬁned by (1), (2) and (5), respec-
tively, their unimodality was established in [2,4] by invoking [2, Theorem 2]. The above example
reveals that RBλ (q)’s are not symmetric in general. The formal power series R
B
λ (q) are, however, uni-
modal, as will be proved later.
It is clear from (10) that the coeﬃcients of RBλ (q) are non-negative integers so that they are, in
principle, amenable to a combinatorial interpretation. A combinatorial interpretation of T Bλ (q) had
already been given by Brenti [4, Theorem 3.13].
Before presenting the combinatorial interpretation of RBλ (q), we need some notations from
[4, p. 428]. By an extended signed tableau we mean an array T = (Ti, j)i, j∈P such that
(i) Ti, j ∈ Z∪ {−∞,+∞} for all (i, j) ∈ P× P,
(ii) Ti, j = 0 for all but ﬁnitely many (i, j) ∈ P× P,
(iii) 0 < |Ti, j| |Ti, j+1| for all (i, j) ∈ P× P such that Ti, j+1 = 0,
(iv) 0 < |Ti, j| < |Ti+1, j | for all (i, j) ∈ P× P such that Ti+1, j = 0,
where (i, j) are in matrix-style coordinates. The shape of an extended signed tableau T is the integer
partition sh(T ) := (λ1, λ2, . . .), where λi := #{ j ∈ P: Ti, j = 0} for all i ∈ P. The deﬁning conditions
(i)–(iv) above together insure that if T is an extended signed tableau of shape λ, then the contents of
T are non-zero integers or ±∞ weakly increasing in absolute value along rows and strictly increasing
in absolute values along columns; contents outside the diagram Dλ = {(i, j) ∈ P × P: 1  i  l(λ),
1 j  λi} of λ are all zeros.
Given an extended signed tableau T and α ∈ (Z ∪ {−∞,+∞}) \ {0}, we let mα(T ) :=
#{(i, j) ∈ P × P: Ti, j = α}. We say that T is admissible if mi+1(T ) + m−(i+1)(T ) > 0 implies
mi(T ) +m−i(T ) > 0 for all i ∈ P. For example,
−1 −2 2
2 +∞ −∞−∞
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(3,3,1) are not shown), while
−1 1 2 +∞
2 −2
−4
is a non-admissible extended signed tableau of shape (4,2,1).
A rooted extended signed tableau is a pair (T , R) in which T is an extended signed tableau such
that mα(T ) +m−α(T ) 2 for any α ∈ {|Ti, j |: 0 < |Ti, j | < ∞} and that
R ⊆ {(i, j) ∈ P× P: Ti, j = 0,±∞ and j > 1}.
Given a rooted extended signed tableau (T , R), we deﬁne its index to be
ind(T , R) :=
∑
(i, j)∈R
#
{
(a,b) ∈ P× P: |Ta,b| = |Ti, j| and b < j
}
.
It is convenient to represent a rooted extended signed tableau T as an extended signed tableau in
which the rooted entries are overlined. For example,
−1 1 −2 −∞ +∞
2 −2
+∞
is a rooted extended signed tableau of index 1+ 2= 3.
Theorem 4.2. For any partition λ, we have
RBλ (q) =
∑
(T ,R)
qind(T ,R), (11)
where the sum ranges over all rooted admissible extended signed tableaux (T , R) of shape λ such that for all
α ∈ {|Ti, j |: Ti, j = 0,±∞}, exactly one of α and −α is rooted, and that Ti, j = +∞ whenever |Ti, j | = +∞.
Proof. For λ ∈ P , denote by R ′λ(q) the polynomial on the right-hand side of (11) and let
R ′′λ(q) :=
∑
(T ,R)
qind(T ,R), (12)
where the sum ranges over all (T , R) in the sum on the right-hand side of (11) for which
m+∞(T ) +m−∞(T ) = 0. Then it is clear that, for all λ ∈ P ,
R ′λ(q) =
∑
μ
R ′′μ(q), (13)
where the sum is over all partitions μ ⊆ λ such that λ/μ is a horizontal strip. Multiplying both sides
of (13) by sλ , and by virtue of Theorem 2.2, we obtain that∑
λ
R ′λ(q)sλ =
∑
μ
R ′′μ(q)
∑
k0
sμsk
=
∑
μ
R ′′μ(q)sμ
∑
k0
sk. (14)
On the other hand, (12) implies that R ′′∅(q) = 1 and, for all ∅ = λ ∈ P ,
R ′′λ(q) =
∑
μ
R ′′μ(q)2|λ/μ|
(
q + q2 + · · · + q|λ/μ|−1), (15)
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plying now (15) by sλ and summing over all λ ∈ P yields that∑
λ
R ′′λ(q)sλ = 1+
∑
μ
∑
|λ/μ|2
R ′′μ(q)2|λ/μ|
(
q + q2 + · · · + q|λ/μ|−1)sμsk
= 1+
∑
μ
R ′′μ(q)sμ
∑
k2
2k
(
q + q2 + · · · + qk−1)sk, (16)
where we have again exploited Theorem 2.2. Rewriting (16) as∑
λ
R ′′λ(q)sλ =
1
1−∑k2 2k(q + q2 + · · · + qk−1)sk ,
and comparing with (14) and (9), the theorem follows. 
As an illustration of the above combinatorial interpretation of RBλ (q), let us consider the case
λ = (2,2). The rooted extended signed tableaux of shape λ = (2,2) indexing the sum in (11) are:
where the rooted entries are overlined, and whose indices are 1 and 2 of multiplicities 4 and 16,
respectively. Thus, RB22(q) = 4q + 16q2.
It follows from Theorem 4.2 that RBλ (q) is the generating function of a subclass of rooted admissible
extended signed tableaux (T , R) by the statistic ind(T , R)+m−∞(T ). In case of T Bλ (q), it is the gener-
ating function of rooted admissible extended signed tableaux by the same statistic [4, Theorem 3.13].
An immediate consequence of Theorem 4.2 is the following.
Corollary 4.3. Let λ ∈ P . If l(λ) > (|λ| + 1)/2, then RBλ (q) ≡ 0.
Proof. Let Mλ be the set of rooted admissible extended signed tableaux of shape λ indexing the sum-
mands of (11). Suppose that Mλ = ∅ for some λ ∈ P such that l(λ) >
(|λ| + 1)/2. Let (T , R) ∈ Mλ and S+ = {|Ti, j|: 0 < |Ti, j | ∞}. Since T is column strict, #S+  l(λ).
If m+∞(T ) = 0 or m+∞(T )  2, then mα + m−α  2 for every α ∈ S+ so that T contains∑
α∈S+ (mα + m−α)  2(#S+)  2l(λ) > 2((|λ| + 1)/2) = |λ| + 1 boxes of non-zero contents; if
m+∞ = 1, then T contains ∑α∈S+\{+∞}(mα + m−α) + 1  2(#S+ − 1) + 1  2(l(λ) − 1) + 1 >
2((|λ| + 1)/2 − 1) + 1 = |λ| boxes of non-zero contents. Since we have arrived at a contradiction
in both cases, we must have Mλ = ∅ and hence RBλ (q) ≡ 0. 
Let p(x) = ∑i aixi be a polynomial in x with unimodal coeﬃcients. If ar = ar+1 = · · · =
as = max j a j , then let mode(p) := (r + s)/2, where r and s are, respectively, the smallest and the
largest values of i such that ai =max j a j . The proof of the next lemma, being elementary, is omitted.
Lemma 4.4. Let p(x) =∑ j a jx j and q(x) =∑k bkxk be two non-zero unimodal polynomials. Then p + q is
unimodal
(i) with mode(p + q) = i + 1 if mode(p) = i + 12 and mode(q) = i + 1,
(ii) with mode(p + q) = i if mode(p) = i and mode(q) = i + 12 ,
where i is a non-negative integer.
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modal with center of symmetry (= mode) at |λ|/2. One can express RBλ (q) in terms of Rλ(q) as
follows. Replacing xi by 2xi , i = 1,2, . . ., in (1), where sμ = sμ(x1, x2, . . .), we have∑
μ
2|μ|Rμ(q)sμ = 1
1−∑k2 2k(q + q2 + · · · + qk−1)sk .
Multiplying this identity by
∑
k0 sk , we then have
∑
λ
RBλ (q)sλ =
∑
k0 sk
1−∑k2 2k(q + q2 + · · · + qk−1)sk
=
(∑
k0
sk
)(∑
μ
2|μ|Rμ(q)sμ
)
=
∑
λ
sλ
∑
k0
∑
μ
2|μ|Rμ(q),
where, by virtue of Theorem 2.2, the rightmost sum ranges over all partitions μ ⊆ λ such that λ/μ is
a horizontal strip of size k. The linear independence of sλ then yields that
RBλ (q) =
∑
μ
2|μ|Rμ(q), (17)
where the sum ranges over all partitions μ ⊆ λ such that λ/μ is a horizontal strip.
For instance, for λ = (3,2), the sum in (17) ranges over μ of the following shapes. The black dots
indicate the horizontal strips making up μ to λ.
Proposition 4.5. Let λ ∈ P . The formal power series RBλ (q) is a polynomial in q with non-negative unimodal
coeﬃcients such that mode(RBλ (q)) = |λ|/2	 if it is not identically zero.
Proof. The coeﬃcients of RBλ (q) being non-negative follows from (10) or (17). From (1), we have∑
λ
Rλ(q)sλ
(
1−
∑
k2
(
q + q2 + · · · + qk−1)sk)= 1
so that Theorem 2.2 then yields∑
λ
Rλ(q)sλ = 1+
∑
λ
sλ
∑
k2
(
q + q2 + · · · + qk−1)∑
μ
Rμ(q),
where the rightmost sum ranges over all partitions μ ⊆ λ such that λ/μ is a horizontal strip of size k.
Equating the coeﬃcients of sλ with λ = ∅, we have
Rλ(q) =
∑
k2
(
q + q2 + · · · + qk−1) ∑
μ⊆λ
|λ/μ|=k
Rμ(q), (18)
where λ/μ is a horizontal strip of size k 2. Let
f |λ|−k(q) :=
∑
μ⊆λ
|λ/μ|=k
Rμ(q)
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mode |μ|/2, f |λ|−k(q) is symmetric:
c|λ|−k,(|λ|−k)/2	− j = c|λ|−k,(|λ|−k)/2+ j, (19)
and unimodal:
c|λ|−k,(|λ|−k)/2	− j  c|λ|−k,(|λ|−k)/2	−( j+1),
c|λ|−k,(|λ|−k)/2+ j  c|λ|−k,(|λ|−k)/2+( j+1), (20)
for j  0. Note that when |λ| is odd, the symmetry of Rλ(q) implies that aλ,|λ|/2	 = aλ,|λ|/2 so
that aλ,|λ|/2	 is a maximal coeﬃcient. Similarly, c|λ|−k,(|λ|−k)/2	 is a maximal coeﬃcient of f |λ|−k(q).
By (18), we have
aλ,i =
∑
k2
k−1∑
j=1
c|λ|−k,i− j
so that for i  |λ|/2	,
aλ,i − aλ,i−1 =
∑
k2
k−1∑
j=1
(c|λ|−k,i− j − c|λ|−k,i−1− j) =
∑
k2
(c|λ|−k,i−1 − c|λ|−k,i−k). (21)
To prove that RBλ (q) is unimodal with mode |λ|/2	, it suﬃces by Lemma 4.4 and (17) to prove that
gλ(q) := 2|λ|Rλ(q) +
∑
k2
2|λ|−k f |λ|−k(q) (22)
is so. Write gλ(q) =∑ j dλ, jq j . From (22), we have
dλ,i = 2|λ|aλ,i +
∑
k2
2|λ|−kc|λ|−k,i .
Since Rλ(q) and f |λ|−k(q) have maximal coeﬃcients aλ,|λ|/2	 and c|λ|−k,(|λ|−k)/2	 , respectively, their
coeﬃcients with indices  |λ|/2	 are weakly decreasing, hence dλ,i − dλ,i+1  0 for i  |λ|/2	. For
i  |λ|/2	, we have
dλ,i − dλ,i−1 = 2|λ|(aλ,i − aλ,i−1) +
∑
k2
2|λ|−k(c|λ|−k,i − c|λ|−k,i−1)
=
∑
k2
[
2|λ|(c|λ|−k,i−1 − c|λ|−k,i−k) + 2|λ|−k(c|λ|−k,i − c|λ|−k,i−1)
]
=
∑
k2
[
2|λ|−kc|λ|−k,i +
(
2|λ| − 2|λ|−k)c|λ|−k,i−1 − 2|λ|c|λ|−k,i−k],
where the second equality follows from (21). For 0 < k < |λ|, we have
⌊ |λ| − k
2
⌋
=
{
 |λ|2 	 −  k2 	 − 1 if |λ| is even and k is odd,
 |λ|2 	 −  k2 	 otherwise,
(23)
⌊
k
2
⌋
+
⌈
k
2
⌉
= k, and
⌈
k
2
⌉
−
⌊
k
2
⌋
=
{
1 if k is odd,
0 if k is even.
(24)
Since i  |λ|/2	, i = |λ|/2	 − j for some j  0. Consider the case |λ| even and k odd. By (19), (23)
and (24), we have
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c|λ|−k,i−1 = c|λ|−k, |λ|−k2 	−( j− k2 	) = c|λ|−k, |λ|−k2 +( k2 	−( j+1)),
c|λ|−k,i−k = c|λ|−k, |λ|−k2 	−( j+ k2 	) = c|λ|−k, |λ|−k2 +( k2 	+ j).
It follows from (20) and the above ﬁrst equalities that for k  2 such that j >  k2 	, and from the
second equalities that for k 2 such that 0 j   k2 	, c|λ|−k,i  c|λ|−k,i−k and c|λ|−k,i−1  c|λ|−k,i−k so
that
dλ,i − dλ,i−1 =
∑
k2
[
2|λ|−kc|λ|−k,i +
(
2|λ| − 2|λ|−k)c|λ|−k,i−1 − 2|λ|c|λ|−k,i−k]
=
∑
k2
[
2|λ|−k(c|λ|−k,i − c|λ|−k,i−k) +
(
2|λ| − 2|λ|−k)(c|λ|−k,i−1 − c|λ|−k,i−k)]
 0.
The proof of the remaining case |λ| odd or k even, being similar, is omitted. 
Computer evidence supports the following stronger statement.
Conjecture 4.6. For n 1 and λ  n, the polynomials RBλ (q) are log-concave.
The preceding conjecture has been veriﬁed for n 14. One may ask the further question whether
RBλ (q)’s are actually real-rooted. The answer to this question is negative: R
B
61(q) = 124q + 1176q2 +
2480q3 + 2016q4 + 576q5 has only three real zeros.
Theorem 4.7.We have∑
λn
f λRBλ (q) = dBn (q).
Proof. Following [2], we deﬁne a map R :ΛQ[q] → Q[q]t by
R(p) :=
∑
n0
[x1 · · · xn](p) t
n
n! ,
where p ∈ ΛQ[q] and [x1 · · · xn](p) denotes the coeﬃcient of x1 · · · xn in p. It is easy to see that R is a
ring homomorphism. It also follows from the combinatorial interpretation of the Schur functions that,
for any partition λ,
R(sλ) = f λ t
|λ|
|λ|! ,
where f λ denotes the number of standard Young tableaux of shape λ. Applying R to both sides of (9)
and noting that f (k) = 1, we have
∑
λ
f λRBλ (q)
t|λ|
|λ|! =
∑
k0
tk
k!
1−∑k2 2k(q + q2 + · · · + qk−1) tkk!
= e
t
1− 11−q
∑
k2 2k(q − qk) tkk!
= e
t
1− q (e2t − 1− 2t) + 1 (e2qt − 1− 2qt)1−q 1−q
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t
e2qt − qe2t
=
∑
n0
dBn (q)
tn
n! ,
and the theorem follows. 
Corollary 4.8. For n 1, dBn (q) is unimodal with mode(dBn (q)) = n/2	.
Proof. This follows from Proposition 4.5 and Theorem 4.7. 
Back to our running example. Since f 4 = 1, f 31 = 3 and f 22 = 2, we have∑
λ4
f λRBλ (q) =
(
1+ 28q + 40q2 + 16q3)+ 3(12q + 24q2)+ 2(4q + 16q2)
= 1+ 72q + 144q2 + 16q3
= dB4 (q),
thus verifying Theorem 4.7 and Corollary 4.8.
5. Reciprocity results
A notion of type B strong excedance has also been introduced by Brenti [4]. Let σ = σ(1) · · ·
σ(n) ∈ Bn . An integer i ∈ [n] is said to be a strong excedance of σ if σ(i) = −i or σ(|σ(i)|) > σ(i).
Denote by e(σ ) the number of strong excedances of σ . When restricted to the symmetric group Sn ,
this notion of strong excedance coincides with the usual one.
Deﬁne now d˜Bn (q) :=
∑
σ∈DBn q
e(σ ) , and D˜(t,q) :=∑n0 d˜Bn (q)tn/n!, where d˜B0 (q) := 1. We call an
i ∈ [n] an anti-ﬁxed point of σ ∈ Bn if σ(i) = −i. The polynomials dBn (q) and d˜Bn (q) are connected by
a reciprocity law (Theorem 5.1(i)) with which properties of d˜Bn (q) are readily deduced from those of
dBn (q), and vice versa.
Theorem 5.1.We have
(i) dBn (q) = qnd˜Bn (q−1);
(ii) d˜Bn+1(q) = 2nq(d˜Bn (q) + d˜Bn−1(q)) + qd˜Bn (q) + 2q(1− q)(d˜Bn )′(q);
(iii) D˜(t,q) = (1− q)eqt/(e2qt − qe2t);
(iv)
∑
λn f λ R˜λ(q) = d˜Bn (q), where R˜λ(q) are formal power series in q satisfying
∑
λ∈P
R˜λ(q)sλ =
∑
k0 q
ksk
1−∑k2 2k(q + q2 + · · · + qk−1)sk ; (25)
(v) for each λ ∈ P and q = 0, RBλ (q) = q|λ| R˜λ(q−1);
(vi) for each λ ∈ P, R˜λ(q) is a polynomial in q having non-negative unimodal coeﬃcients withmode(R˜λ) =
(|λ| + 1)/2	;
(vii) d˜Bn (q) has only simple real zeros.
Proof. Let σ = σ(1) · · ·σ(n) ∈ D Bn . Observe that i ∈ [n] satisﬁes σ(|σ(i)|) > σ(i) if and only if either
(a) σ 2(i) > σ(i) when σ(i) > 0, or
(b) σ 2(i) < −σ(i) when σ(i) < 0,
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(c) σ 2(i) < σ(i) when σ(i) > 0, or
(d) σ 2(i) > −σ(i) when σ(i) < 0.
For each τ = τ (1) · · ·τ (n) ∈ Bn , let −τ := (−τ )(1) · · · (−τ )(n), where (−τ )(i) := −τ (i) for i =
1,2, . . . ,n. Since (−σ)2(i) = σ 2(i) and −(−σ)(i) = σ(i), conditions (a)–(d) with −σ in place of σ
read: i ∈ [n] satisﬁes (−σ)(|(−σ)(i)|) > (−σ)(i) if and only if either
(a)′ (−σ)2(i) > (−σ)(i) when (−σ)(i) > 0, or
(b)′ (−σ)2(i) < −(−σ)(i) when (−σ)(i) < 0,
and that i ∈ [n] satisﬁes (−σ)(|(−σ)(i)|) < (−σ)(i) if and only if either
(c)′ (−σ)2(i) < (−σ)(i) when (−σ)(i) > 0, or
(d)′ (−σ)2(i) > −(−σ)(i) when (−σ)(i) < 0.
It follows that under the correspondences (a)←→(d)′ , (b)←→(c)′ , (c)←→(b)′ and (d)←→(a)′ , ex-
cedances (resp., non-excedances) of σ are non-excedances (resp., excedances) of −σ . On the other
hand, anti-ﬁxed points of σ are strong, but not weak, excedances of σ . Deﬁne now σˆ ∈ D Bn by, for
i = 1,2, . . . ,n,
σˆ (i) =
{
σ(i) if σ(i) = −i,
−σ(i) otherwise.
The map σ → σˆ is easily seen to be a bijection sending D Bn onto itself such that e(σ ) = n − we(σˆ ).
This establishes that d˜Bn (q) = qndBn (q−1), which is equivalent to (i).
Differentiating (i), we have(
dBn
)′
(q) = nqn−1d˜Bn
(
q−1
)− qn−2(d˜Bn )′(q−1). (26)
By substituting (26), dBn+1(q) = qn+1d˜n+1(q−1), etc., into (7), cancelling qn+1 from both sides and sim-
plifying, we have
d˜Bn+1
(
q−1
)= 2nq−1(d˜Bn (q−1)+ d˜Bn−1(q−1))+ q−1d˜Bn (q−1)+ 2q−1(1− q−1)(d˜Bn )′(q−1).
Replacing q−1 by q, (ii) follows.
From (i), we have d˜Bn (q) = qndBn (q−1) so that by (8),
D˜(t,q) =
∑
n0
dBn
(
q−1
) (qt)n
n! =
(1− q−1)eqt
e2q−1(qt) − q−1e2qt =
(1− q)eqt
e2qt − qe2t ,
which is (iii).
Applying the ring homomorphism R as in the proof of Theorem 4.7 to both sides of (25), we get
∑
λ∈P
f λ R˜λ(q)
t|λ|
|λ|! =
∑
k0(qt)
k/k!
1− 11−q
∑
k2 2k(q − qk)tk/k!
= e
qt
1− q1−q (e2t − 1− 2t) + 11−q (e2qt − 1− 2qt)
= (1− q)e
qt
e2qt − qe2t
=
∑
n0
d˜Bn (q)
tn
n! .
Equating the coeﬃcients of tn on both sides, (iv) follows.
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∑
λ
R˜λ
(
q−1
)
q|λ|sλ =
∑
k0 q
−k(qksk)
1−∑k2 2k(q−1 + q−2 + · · · + q−(k−1))qksk
=
∑
k0 sk
1−∑k2 2k(q + q2 + · · · + qk−1)sk
=
∑
λ
RBλ (q)sλ.
(v) then follows from the linear independence of sλ .
(vi) follows from (v) and Proposition 4.5.
Since dBn (q) is a polynomial of degree n − 1 with positive leading coeﬃcient and constant term, it
follows from (i) that d˜Bn (q) = qfn(q) for some polynomial fn(q) of degree n − 1 with positive leading
coeﬃcient and constant term. By virtue of (i) and Theorem 3.3, the n − 1 simple real zeros qn,1 <
qn,2 < · · · < qn,n−1 < 0 of dBn (q) correspond to the n−1 simple real zeros 0 > q−1n,1 > q−1n,2 > · · · > q−1n,n−1
of d˜Bn (q). Taking into account the simple zero q = 0, d˜Bn (q) has n simple real zeros and (vii) follows. 
A concluding remark concerning the type A version of Theorem 5.1(i) is in order. Let dAn (q) :=∑
σ∈Dn q
we(σ ) and d˜An (q) :=
∑
σ∈Dn q
e(σ ) . Since we(σ ) = e(σ ) for σ ∈ Dn , dAn (q) ≡ d˜An (q) so that the
reciprocity law dAn (q) = qnd˜An (q−1) is equivalent to the symmetry of dAn (q). It is clear that σ ∈ Dn ⇐⇒
σ−1 ∈ Dn . Since i ∈ [n] is a weak excedance of σ ∈ Dn ⇐⇒ j := σ(i) > i ⇐⇒ σ−1( j) = i < j ⇐⇒
j ∈ [n] is not a weak excedance of σ−1, the inversion map is a bijection sending σ ∈ Dn to σ−1 ∈ Dn
with we(σ ) = n−we(σ−1) from which the symmetry of dAn (q) follows.
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