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Abstract: A technique for the reconstruction of the potential for a scalar field in cosmological models
based on induced gravity has recently been developed by Alexander Y. Kamenshchik, Alessandro Tronconi,
and Giovanni Venturi [73]. In this paper, this extended reconstruction method is utilized to investigate
the nature of the scalar potentials of the most extended action of F (T )-gravity context. First, a general
formalism is formulated and then it is utilized for considering some well-known special cases including
‘Barotropic Fluid’, ‘Cosmological Constant’, and ‘Modified Chaplygin Gas’.
The analysis of the results is carried out by the use of the B-function method which has recently been
suggested by the author [74].
As we know, assuming a proportional relation between the scale factor of the x-direction and the scale
factors of y and z directions (i.e. A = Bm ) in dealing with LRS Bianchi-I background is prevalent.
Pursuant to observational data, the correct physical range of m is extracted. It is demonstrated that,
unlike several papers, m is very close to 1.
Some interesting discussions about the modified and generalized Chaplygin gases are performed. The
ranges of the amounts of free parameters of the various types of Chaplygin gases are corrected according
to observational data. It is demonstrated that the generalized Chaplygin gas model namely P = −σ2/ρν
may be developed as P = −σ2/ρν(t) (i.e. ν = const. −→ ν = ν(t)).
Ultimately, by combining ref. [73] and the current paper, a general prescription is recommended for the
reconstruction of the potentials of alternative theories of gravity (especially F (R) and F (T )), and their
relevant analysis.
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1 Introduction
Explanation of the essence and mechanism of the acceleration of our universe, proven by several strong astro-
nomical and cosmological observations including supernova type Ia [1, 2], CMB studies [3], weak lensing [4], baryon
acoustic oscillations [5], and large-scale structure [6], is one of the great and major challenges for physicists.
The accelerating expansion of the universe is driven by so-called dark energy which is a mysterious energy
with negative pressure [7]. Two major problems like ‘fine tuning’ and ‘cosmic coincidence’ are related to dark
energy. The most probable solution to dark energy was thought that is the Einstein’s cosmological constant [8],
but it failed because it cannot resolve the two problems mentioned above. Hence, other feasible theoretical models
by considering the dynamic nature of dark energy like the phantom field [9–14], quintessence [15–17], quintom
[18–21], tachyon field [22], and the interacting dark energy models like holographic models [23, 24], Chaplygin gas
[25], braneworld models [26] and etcetera, have been suggested to interpret our accelerating universe. Another
possibility is to modify Einstein’s general relativity (Modified Gravity) [27, 28]. Indeed, in this approach, the
action of the theory is made dependent on a function of the curvature scalar. As we anticipate, in a certain limit of
the parameters, the theory reduces to general relativity. Theories like F (R)-gravity, F (T )-gravity, F (T )-gravity
with an unusual term [29], and scalar-tensor theories are the fruits of many attempts to this modification by
physicists [30]. This new set of gravity theories passes several solar system and astrophysical tests successfully
[31–34].
Teleparallel gravity is a gravity theory which uses the curvature-free Weitzenbo¨ck connection to define the covari-
ant derivative, instead of the conventional torsion-less Levi-Civita connection of general relativity, and attempts to
describe the effects of gravitation in terms of torsion in lieu of curvature. In order to the sake of unifying gravity
and electromagnetism, teleparallel gravity was initially introduced by Einstein. Though it is equivalent to general
relativity in its simplest form, but it has a different physical interpretation. The field equations in this theory are
second-order differential equations, while for the generalized F (R) theory they are of the fourth order, hence it,
admittedly, is simpler to analyze. One of the modifications of the matter part of the Einstein-Hilbert action is
3F (T ) gravity as an extension of teleparallel gravity. F (T ) gravity has recently received attention in the literature
[35–54], mostly in the context of explaining the observed acceleration of the universe.
In unified theories of interactions and also in inflationary scenarios in cosmology, scalar fields have a substantial
role. Indeed, a rich variety of dark energy and inflationary models may be accommodated phenomenologically by
scalar fields in which the inflations produce the initial acceleration. Hence, the technique of the reconstruction
of the potentials of scalar fields has been taken into account. This technique enables one to find the form of the
scalar field potential as well as the scalar field for a particular value of the Hubble parameter in terms of scale
factor or cosmic time, or particularly the redshift. For instance, in the current paper, the Hubble parameter arisen
from ‘Barotropic fluid’, ‘Cosmological constant’, and ‘Modified Chaplygin gas’ are investigated. Furthermore, the
reconstruction of scalar-field dark energy models from observations has attracted the attention of researchers for a
long time [55–59]. In fact, one can reconstruct the potential and the equation of state of the field by parameterizing
the Hubble parameter H in terms of the redshift z [60]. The Hubble rate H(z) is determined by the luminosity
distance dL(z) by using the relation
H(z) =
[
d
dz
(
dL(z)
1 + z
)]−1
.
If the luminosity distance observationally is measured, the expansion rate of the universe is determined. This
method was generalized to scalar-tensor theories [61–64], F (R) gravity [65–68], and also a dark-energy fluid with
viscosity terms [69]. Recently, a bottom-up F (R) gravity reconstruction technique has also been introduced by
S.D. Odintsov and V.K. Oikonomou [70].
In this paper, we apply a technique for the reconstruction of the potential for a scalar field in F (T )-gravity
context, which has been developed in cosmological models based on induced gravity by Alexander Y. Kamenshchik,
Alessandro Tronconi, and Giovanni Venturi [73]. However, prior to ref. [73], the reconstruction of scalar theory
(actually potentials) for different evolutions was given in [71, 72], but note that there are some differences among
these approaches with [73].
Recently, a new approach to the analysis of the reconstruction methods, phase space, and exact solutions of the
alternative theories of gravity has been suggested [74]. The results of this paper are analyzed through this new
method based on “Class-1” (Decreasing scalar fields with time). It is strongly recommended that the reader first
study the ref. [74] carefully, otherwise, the current paper will be obscure.
2 The Geometry of Background
In this paper, the homogeneous backgrounds (i.e. FRW and Bianchi type) are desired for investigating the
extended action of f(T ) gravity. Hence, we start with the LRS BI (Locally Rotationally Symmetric Bianchi type
I) universe model which is given by
ds2 = dt2 −A2(t)dx2 −B2(t) [dy2 + dz2] , (1)
where the expansion radii A and B are functions of time t . Therefore, the torsion scalar for this background
would be
T = −2
(
2
A˙
A
B˙
B
+
B˙2
B2
)
= −2 (2H1H2 +H22) , (2)
where the dot indicates a differentiation with respect to time and H1 , and H2 are the directional Hubble param-
eters (H1 along x direction while H2 along y and z directions). Before proceeding, let us restrict ourselves to a
well-known physical assumption: A = Bm with m 6= 0. Note that m = 0 is nonphysical because it means that
one of the scale factors is constant (i.e. A = 1), and m = 1 is FRW space-time. This relation arises from the
condition that in a spatially homogeneous model the ratio of shear scalar σ ,
σ2 =
1
2
σabσ
ab =
1
3
(
A˙
A
− B˙
B
)2
, (3)
to expansion scalar Θ,
Θ = ua;a =
A˙
A
+ 2
B˙
B
, (4)
4is constant (i.e. σ/Θ = constant). Using the condition A = Bm , the torsion scalar (2), the shear scalar (3), and
the expansion scalar (4) take the forms
T = −2(2m+ 1) B˙
2
B2
= −2(2m+ 1)H22 , (5)
σ2 =
(m− 1)2
3
H22 , (6)
and
Θ = (m+ 2)H2, (7)
respectively. In the current paper, we take care of calculations to be general and correct for both FRW (m = 1)
and LRS BI (m 6= 1) geometrical backgrounds, but in the case that the formula cannot be held for both cases,
then we consider it separately.
Pursuing the background geometry (1) under the condition A = Bm , the average scale factor, the volume, and
the average Hubble parameter are defined as
a ≡ aave. =
(
AB2
) 1
3 = B
(m+2)
3 , Vol. = a3ave. = B
(m+2),
H ≡ Have. = (m+ 2)
3
H2. (8)
The anisotropy parameter of the expansion is characterized by the mean (H ) and directional Hubble parameters
(Hi ), and it is defined as
∆ =
1
3
3∑
i=1
(
Hi −H
H
)2
= 2
(m− 1)2
(m+ 2)2
. (9)
Therefore, the anisotropy parameter of the expansion and the shear scalar become zero at m = 1 (Flat FRW
universe).
Now, let us perform some simple calculations to define exactly the physically admissible range of m according
to observational data. The condition (σ/H) ≤ N0 , where N0 is about 10−10 (See ref. [122]; and note that total
shear obeys σ2 = σ2Scalar mode + σ
2
Vector mode + σ
2
Tensor mode ), leads to
σ
Hˆ
=
√
3 |m− 1|
(m+ 2)
≤ N0 (10)
So, one has 
if m ≥ 1 : 1 ≤ m ≤
(√
3+2N0√
3−N0
)
≡ N+0
if 0 < m < 1 : N−0 ≡
(√
3−2N0√
3+N0
)
≤ m < 1
(11)
Note that we have focused on the positive values of m since negative amounts of m are nonphysical; in ref. [74],
this fact has been proved. Combining both conditions yields
N−0 ≤ m ≤ N+0 (12)
As we observe, m is very close to 1, and as a result, ∆ would be very close to zero.
By assuming that the cosmic matter is represented by the energy-momentum tensor of a perfect fluid
Tij = (ρ+ P ) vivj + Pgij , (13)
where ρ is the energy density of the cosmic matter, P is its pressure, and vi is the four-velocity vector such that
viv
i = 1, the Einstein field equations would be
2
B¨
B
+
B˙2
B2
= −8piGP + Λ, (14)
5A¨
A
+
B¨
B
+
A˙
A
B˙
B
= −8piGP + Λ, (15)
A¨
A
+
B¨
B
+
A˙
A
B˙
B
= −8piGP + Λ, (16)
2
A˙
A
B˙
B
+
B˙2
B2
= 8piGρ+ Λ. (17)
In this paper, we set 8piG ≡ 1 and Λ = 0. The usual energy conservation equation T ji;j = 0 yields
ρ˙+ (ρ+ P )
(
A˙
A
+ 2
B˙
B
)
= 0. (18)
Under the physical assumption A = Bm , eq. (18) reads
ρ˙+ (m+ 2) (ρ+ P )H2 = 0. (19)
This equation is known as the “conservation” equation for the LRS BI universe. Summing eqs. (14)-(16) lead to
(2m2 + 2m+ 5)H22 + (2m+ 4)H˙2 = −3P. (20)
This equation may be written as (
m2 +m+ 4
2
)
H22 +
(
m+ 3
2
)
H˙2 = −P. (21)
And, eq. (17) simply reads
(2m+ 1)H22 = ρ. (22)
Eqs. (21) and (22) are the Einstein field equations for LRS BI universe model (Under the condition A = Bm ).
3 The Model
A comprehensive treatment of the problem of current interest, namely generalization of the F (T ) term in general
relativity, has recently been done [29] through offering the following action
S =
∫
d4x e
[
f(ϕ)T − U (ϕ,ϕ,µϕ,µ) g(T ) + ω(ϕ)
2
ϕ,µϕ
,µ − V (ϕ)
]
, (23)
where e = det(eiν) =
√−g with eiν being a vierbein (tetrad) basis, f(ϕ) is the generic function describing
the coupling between the scalar field and the scalar torsion T , ϕ,µ represents the covariant derivative of ϕ ,
U (ϕ,ϕ,µϕ
,µ) is the unknown coupling function which has been hypothesized, in general, to depend upon the
scalar field and its gradients. This function has been coupled with an unknown function of torsion g(T ). Here,
ω(ϕ) and V (ϕ) are the coupling function and the scalar potential, respectively. It is worth mentioning that the
scalars here are caused by conformal symmetry [75]. Indeed, the generic action of teleparallel gravity has been
extended by adding the new (unusual) term (i.e. U (ϕ,ϕ,µϕ
,µ) g(T )). Under certain ansa¨tz, this model led to
quite acceptable agreements with observational details and Noether’s theorem used to compute the symmetries
and consequently the conservation laws (See Ref. [29]).
It is worth trying to employ the reconstruction method for investigating the nature of the scalar potentials.
However, our complicated action implies making some changes in the reconstruction procedure proposed by A.Y.
Kamenshchik et al. (See Ref. [73]). According to another paper, ref. [76], it may be argued that there is no
general basic equation for all the cases of interest in F (R)-gravity, nonetheless, we intend to make this technique
applicable to our model and ultimately, obtain a general basic formalism such that it works at least for some
well-known cases.
First of all, knowing the form of g(T ) is necessary for earning a general formalism. In continuation of the paper, it
6is shown that by the form of g(T ) at hand, one is able to formulate a general procedure. There is a physical point
behind it: “The key point of the reconstruction technique is the assumption that Hubble parameter is dependent
on the scalar field ϕ . Therefore, the scalar field has the chief role and within this method, it is linked to the scale
factor instead of time. On the other hand, altogether, each unknown function in the action (23), excluding g(T ),
feeds on the scalar field and its derivatives, so g(T ) must be replaced by its form in which it depends explicitly
upon the Hubble parameter.”. But, ‘Which form do we choose for g(T )?’. Before answering this question, it must
be stated that in the current paper, the cases f(ϕ) = f0 = constant , and f(ϕ) = ξϕ
2 are noteworthy. Both special
cases are perused by taking three different matter contents, namely ‘Barotropic fluid’, ‘Cosmological constant’, and
‘Modified Chaplygin gas’, into account. However, we first formulate a general formalism (by replacing a suitable
function for g(T )) and then study these cases, but when we investigate these special forms, the unknown forms
of the other unknown functions, excluding the potential, are problematic. Hence, it is indispensable to utilize a
standard approach such as Noether symmetry approach — it is a suggestion not more — to determine the forms
of U , g , and ω provided that f(ϕ) be f0 , and ξϕ
2 , and then presenting the scrutiny of special cases would be
feasible. In the “Supplement 1: Noether Symmetry Approach; Sect. (8)” it is demonstrated that in both cases,
g(T ) has the common form as g0
√−2(2m+ 1)T , while the forms of the other functions are different. Note that
the aforementioned forms for f(ϕ) are well-known and physical, therefore, a standard form (i.e. g0
√−2(2m+ 1)T
) for g(T ) is used. It is important to mention that the forms f(ϕ) = f0ϕ
2 , and g(T ) =
√−6T lead to late-time-
accelerated expansion [29]. Besides Noether symmetry approach, this selection has other reasons: For a suitable
form of the actions of F (T ) gravity like
S =
∫
d4x e [T + g(T )] ,
it has been discussed in ref. [77] that a power-law form of correction term g(T ) ∼ Tn (n > 1) such as T 2
may remove the finite-time future singularity. Obviously, the correction term can be regarded as a cosmological
constant when n = 0. The model with n = 1/2 may be helpful in realizing power-law inflation, and also describes
little-rip and pseudo-rip cosmology [77]. Moreover, this form has correspondence with the cosmological constant
Equation of State (EoS) in F (T ) gravity [35]. Due to these further reasons, choosing g(T ) ∼ √−T is completely
reasonable.
One advantageous selection for U(ϕ,ϕ,µϕ
,µ) by assuming that two main parts of U are separable is h(ϕ)ϕ˙
where h(ϕ) is an unknown function of the scalar field. However, as mentioned in ref. [29], there are some reasons
for this choice. Moreover, if the form of U is not specified at first, then the problem poses a very difficult case.
In this paper, we also use this clever choice. In order to have a better understanding of the action (23) and
these discussions, we may refer the readers to study ref. [29]. Therefore, by utilizing the Lagrange’s method of
undetermined coefficients, the action (23) may be written as
S =
∫
d4x e
[
f(ϕ)T − h(ϕ)ϕ˙g(T )− λ
(
T + 2 (2m+ 1)
B˙2
B2
)
+
ω(ϕ)
2
ϕ,µϕ
,µ − V (ϕ)
]
, (24)
where the Lagrange multiplier λ is derived by varying the action (24) with respect to T
λ = f − hϕ˙gτ (25)
in which the τ denotes a differentiation with respect to the torsion T . Thus, the point-like Lagrangian corre-
sponding to the action (23) becomes
L = fTBm+2 − hϕ˙gBm+2 − (f − hϕ˙gτ )(TBm+2 + 2(2m+ 1)B˙2Bm) + 1
2
ωϕ˙2Bm+2 − V Bm+2. (26)
The Euler-Lagrange equations for a dynamical system are
∂L
∂qi
− d
dt
(
∂L
∂q˙i
)
= 0, (27)
where qi are the generalized positions in the corresponding configuration space (i.e. Q = {qi}). The energy
function associated with the Lagrangian is given by
EL =
∑
i
q˙i
∂L
∂q˙i
− L. (28)
7Hence, according to the point-like Lagrangian (26), the corresponding Euler-Lagrange equation for the scale factor
B would be
4(2m+ 1) (f − hϕ˙gτ )
(
B¨
B
)
+ 2m(2m+ 1) (f − hϕ˙gτ )
(
B˙
B
)2
+ 4(2m+ 1)
(
f ′ϕ˙− hgτ ϕ¨− hgττ ϕ˙T˙ − h′gτ ϕ˙2
)( B˙
B
)
+ (m+ 2)(Tgτ − g)hϕ˙+ 1
2
(m+ 2)ωϕ˙2 − (m+ 2)V = 0, (29)
where the prime indicates a derivative with respect to the scalar field ϕ . For the scalar field, ϕ , the Euler-Lagrange
equation takes the following form
4(2m+ 1)hgτ
(
B¨
B
)(
B˙
B
)
+ 2m(2m+ 1)hgτ
(
B˙
B
)3
+ 2(2m+ 1)
(
f ′ + hgττ T˙
)( B˙
B
)2
+ (m+ 2) (ωϕ˙+ hgτT − hg)
(
B˙
B
)
+ hgτT T˙ + ωϕ¨+
1
2
ω′ϕ˙2 + V ′ = 0, (30)
which is the Klein-Gordon equation. The energy function which is the
(
0
0
)
-Einstein equation, associated with the
point-like Lagrangian (26) is found as
2(2m+ 1) (2hgτ ϕ˙− f)
(
B˙
B
)2
+
1
2
ωϕ˙2 + V = 0. (31)
And, the Euler-Lagrange equation for the torsion scalar T reads
hgττ ϕ˙
(
T + 2(2m+ 1)
B˙2
B2
)
= 0. (32)
4 Nature of the Scalar Potentials via the Reconstruction Method
In this section, finding a general formula for investigating the nature of the scalar potentials which works in
at least some well-known cases is our objective. For this purpose, we utilize the extended reconstruction method
proposed by A.Y. Kamenshchik, A. Tronconi, and G. Venturi [73]. As mentioned above, first, for a physical and
reasonable choice of g(T ) (i.e. g0
√−2(2m+ 1)T ), we formulate a general formalism for considering the nature
of the field potential. Substituting this form of g(T ), eqs. (29)-(31) turn out to be
4(2m+ 1)f
(
B¨
B
)
+ 2m(2m+ 1)f
(
B˙
B
)2
+ 4(2m+ 1)f ′ϕ˙
(
B˙
B
)
+ 2g0(2m+ 1)hϕ¨
8+ 2g0(2m+ 1)h
′ϕ˙2 +
(
1
2
m+ 1
)
ωϕ˙2 − (m+ 2)V = 0, (33)
2g0(2m+ 1)h
(
B¨
B
)
+ 2g0(2m+ 1)(m+ 1)h
(
B˙
B
)2
− 2(2m+ 1)f ′
(
B˙
B
)2
− (m+ 2)ωϕ˙
(
B˙
B
)
− ωϕ¨− 1
2
ω′ϕ˙2 − V ′ = 0, (34)
− 2(2m+ 1)fBmB˙2 − 2(2mg0 + 1)hBm+1ϕ˙B˙
+
1
2
ωBm+2ϕ˙2 +Bm+2V = 0, (35)
respectively. From eq. (32), there are three possibilities: i. gττ = 0 which does not hold for the taken form of g ;
ii. ϕ˙ = 0 which leads to a constant scalar field, hence, not only it is not suitable, but also is wrong when we apply
this reconstruction approach (In what follows we show this); and iii. the possibility of T = −2(2m + 1)B˙2/B2
which is the definition of the scalar torsion for LRS BI background under the assumption A = Bm (See eq. (5)).
Therefore, eq. (32) is satisfied automatically because of the last option. Hence, we leave it.
Eq. (35) yields
V (ϕ) = 2(2m+ 1)f
(
B˙
B
)2
+ 2(2mg0 + 1)hϕ˙
(
B˙
B
)
− 1
2
ωϕ˙2. (36)
It will be more convenient to consider all the functions as functions of the scale factor B and not of time t .
Correspondingly, eq. (36) may be rewritten as
V (B) = H22
[
2(2m+ 1)f + 2(2mg0 + 1)hBϕ,B − 1
2
ωB2ϕ2,B
]
. (37)
Note that the notations X,y ≡ dX/dy and also X,yy ≡ d2X/dy2 are used in this paper. The Klein-Gordon
equation, (34), may be written down as
2(2mg0 + 1)hϕ¨+ (m+ 2)ωϕ˙
2 + 2(2mg0 + 1)h
′ϕ˙2
+ 2(2m+ 1) (2f ′ − g0(m+ 2)h)H2ϕ˙
+ 4(2m+ 1)fH˙2 = 0, (38)
in which the derivative of the scalar potential (i.e. V ′ = dV/dϕ) has been eliminated through the following
relation which may be found by using eq. (36):
V ′ =
dV (ϕ)
dϕ
= 2(2mg0 + 1)hH2
ϕ¨
ϕ˙
− ωϕ¨− 1
2
ω′ϕ˙2
+ 2(2mg0 + 1)H2h
′ϕ˙+ 4(2m+ 1)fH2
H˙2
ϕ˙
+ 2(2mg0 + 1)hH˙2 + 2(2m+ 1)H
2
2f
′. (39)
For a general case, it is more appropriate to use the dependence of the scalar field ϕ upon the cosmological radius
B . Therefore, eq. (38) should be rewritten as
2(2mg0 + 1)hϕ,BB + 2(2mg0 + 1)h
′ϕ2,B + (m+ 2)ωϕ
2
,B
+ 2(2m+ 1) (2f ′ − g0(m+ 2)h) ϕ,B
B
+ 2(2mg0 + 1)hϕ,B
H2,B
H2
+ 4(2m+ 1)
f
B
H2,B
H2
= 0. (40)
Introducing the variable χ = χ(B) which we define it as
χ =
ϕ,B
h
, (41)
9eq. (40) turns out to be (
(m+ 2)ω + 4(2mg0 + 1)h
′
2(2mg0 + 1)
)
χ2
+
(2m+ 1)
(2mg0 + 1)
(
2
f ′
h
− g0(m+ 2)
)
χ
B
+
2(2m+ 1)
(2mg0 + 1)
f
h2B
H2,B
H2
+ χ
H2,B
H2
+ χ,B = 0. (42)
It is worth mentioning that choosing a true transformation is the most important part of this procedure and it
is completely model-dependent. However, it is impossible to find a general transformation leading to analytically
solvable general basic equation for all cases of coupling functions, but one may find one that works at least in
several cases.
Now, let us reexpress eq. (42) by assuming a new function M = M(B) as
χ =
(
2(2mg0 + 1)
(m+ 2)ω + 4(2mg0 + 1)h′
)
M,B
M
. (43)
Therefore, we obtain the following basic general formalism(
2(2mg0 + 1)
(m+ 2)ω + 4(2mg0 + 1)h′
)(
M,BB
M
+
M,B
M
H2,B
H2
)
− 2(2mg0 + 1)ϕ,B
(
(m+ 2)ω′ + 4(2mg0 + 1)h′′
((m+ 2)ω + 4(2mg0 + 1)h′)
2
)
×
(
M,B
M
)
+
(
2(2m+ 1)
(m+ 2)ω + 4(2mg0 + 1)h′
)
×
(
2
f ′
h
− g0(m+ 2)
)
1
B
M,B
M
+
2(2m+ 1)
(2mg0 + 1)
f
h2B
H2,B
H2
= 0. (44)
It is important to notice from (41) and (43) that
M =
(
M0
c20
)
h2 exp
[
(m+ 2)
2(2mg0 + 1)
∫
ω
h
dϕ
]
, (45)
where c0 and M0 are the nonzero constants of integration. In section (5), we examine our obtained formulas,
(44) and (45), by considering some well-known cases and show that they work fairly well.
5 Considering some well-known cases
The obtained basic equation is used in this section to investigate two well-known coupling cases (f = f0ϕ
2
and f = f0 ) by taking three different matter contents (‘Barotropic fluid’, ‘Cosmological constant’, and ‘Modified
Chaplygin gas’) into account.
5.1. The case f(ϕ) = f0ϕ
2
In this sub-section, we study the most important coupling function f(ϕ) = f0ϕ
2 . As mentioned earlier, the
form of other unknown coupling functions are fixed by the Noether symmetry approach. According to it (See eq.
(261)), we have:
f(ϕ) = f0ϕ
2, ω(ϕ) = ω0, h(ϕ) = h0ϕ, (46)
10
where, without loss of generality (only for convenience), we have set k1 = 1. Therefore, the basic equation (i.e.
Eq. (44)) takes the following form
λ1
(
M,BB
M
+
M,B
M
H2,B
H2
)
+ λ2
1
B
M,B
M
+ λ3
1
B
H2,B
H2
= 0, (47)
where
λ1 =
2(2mg0 + 1)
(m+ 2)ω0 + 4(2mg0 + 1)h0
,
λ2 =
(
2(2m+ 1)
(m+ 2)ω0 + 4(2mg0 + 1)h0
)(
4
f0
h0
− g0(m+ 2)
)
,
λ3 =
2(2m+ 1)
(2mg0 + 1)
f0
h20
. (48)
Limpidly, if one puts the form of H2,B/H2 in (47), then it may be solved. In what follows, the evolution of the
Hubble parameter is inserted by three different matter contents.
On the other hand, from eq. (45) one has
ϕ = CM
2h0(2mg0+1)
4h0(2mg0+1)+ω0(m+2) , (49)
in which all the constants of integration have been absorbed in C . Therefore, the form of the scalar field, ϕ , is
specified if we identify the form of M(B). It is beneficial to define
θ ≡ 4h0(2mg0 + 1) + ω0(m+ 2)
2h0(2mg0 + 1)
, (50)
because this term appears very much in this paper.
As mentioned earlier, the analysis of this paper would be depended on the “Class-1” of ref. [74]. Hence, according
to the “Table-I” in ref. [74], the coupling functions, f(ϕ) = f0ϕ
2 , and h(ϕ) = h0ϕ , which give the conditions
B[ϕ, 0; f(ϕ)] = 2 ≥ 0 and B[ϕ, 0;h(ϕ)] = 1 ≥ 0, are of decreasing coupling functions with time, ‘Type-I’ (i.e.
They always decrease with time). Therefore, four applicable other conditions, namely
B[A, γ01; f(A)] ≤ 0, B[B, γ02; f(B)] ≤ 0, (51)
B[A, γ03;h(A)] ≤ 0, B[B, γ04;h(B)] ≤ 0, (52)
must also be held. In the following examples, we are able to consider them after obtaining ϕ(B) and ϕ(A).
5.5.1. Barotropic fluid
A particular case of the perfect fluid is the barotropic fluid which its density is a function of pressure only, viz.,
P = Υρ; 0 < Υ < 1, (53)
where P and ρ are pressure and density, respectively, while Υ is the EoS parameter. Using (53) and the
conservation equation (19), one obtains
ρ = ρ0B
−(m+2)(1+Υ), (54)
where ρ0 is a positive integration constant. Inserting (53) into the right side of eq. (21) and combining with (22)
we get (
m2 +m+ 4
2
)(
ρ
2m+ 1
)
+
(
m+ 3
2
)
H˙2 = −Υρ. (55)
Substituting (54) into eq. (55) and solving it (by using H˙2 = BH2H2,B ) leads to
H2(B) = H0b H0b1 B
−(1+Υ)(m+2)
2 , (56)
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where H0b is an integration constant which must be a positive real number due to the expanding nature of the
universe (B[t, 0;B(t)] > 0), and
H0b1 =
√(
m2 +m+ 4
1 + 2m
+ 2Υ
)
2ρ0
(1 + Υ)(m+ 2)(m+ 3)
. (57)
Therefore
H2,B
H2
=
−(1 + Υ)(m+ 2)
2B
, (58)
is obtained. This equation indicates the evolution of the Hubble parameter owing to the barotropic fluid. Conse-
quently, the dimensionless function B[a, 0;H(a)] would be
B[a, 0;H(a)] =
−3(1 + Υ)
2
. (59)
Obviously, we obtain: −3 < B[a, 0;H(a)] < −1.5. Therefore, according to “Table III” and “Figure 1” in ref. [74],
it determines decelerated expansion and quintessence phase for this model which is consistent with the barotropic
fluid. Note that Υ = 1/3 corresponds to the radiation-dominated era in which the universe was of decelerating
nature (i.e. qrad. > 0).
Note that however in ref. [74] it was stated that all the conditions must be considered for each direction in
anisotropic universes and hence, as a rule, we must consider B-function for each direction (i.e. B[A, 0;H1(A)]
and B[B, 0;H2(B)]) and discuss its type of expansion. But, in this paper, it is needless to do it, because according
to the following relations
B[B, 0;H2(B)] =
(
m+ 2
3
)
B[a, 0;H(a)], (60)
B[A, 0;H1(A)] =
(
m(m+ 2)
3
)
B[a, 0;H(a)], (61)
and the factors (m + 2)/3 and m(m + 2)/3 which are positive and very close to 1, and therefore they do not
change the conditions mentioned in ref. [74] for the type of expansion and phase, hence, it is sufficient to discuss
with B[a, 0;H(a)] only. In other words, in our case in which we set the condition A = Bm , there is no difference
that we work with which of B[B, 0;H2(B)] , B[A, 0;H1(A)] , and B[a, 0;H(a)] since they produce the same results
for the status of the expansion and also for the type of the phase of the universe.
With eq. (58) at hand, by taking
s1 =
2(2mg0 + 1)
ω0(m+ 2) + 4h0(2mg0 + 1)
,
s2 =
(
2(2mg0 + 1)
ω0(m+ 2) + 4h0(2mg0 + 1)
)(−(1 + Υ)(m+ 2)
2
)
+
(
2(2m+ 1)
ω0(m+ 2) + 4h0(2mg0 + 1)
)(
4
f0
h0
− g0(m+ 2)
)
,
s3 =
−f0(2m+ 1)(1 + Υ)(m+ 2)
h20(2mg0 + 1)
, (62)
eq. (47) would be
s1
M,BB
M
+
s2
B
M,B
M
+
s3
B2
= 0, (63)
whose solution is
M(B) = c1B
p1 + c2B
p2 , (64)
where c1 and c2 are integration constants, and p1 and p2 are
p1 =
s1 − s2 +
√
s21 − 2s1s2 − 4s1s3 + s22
2s1
,
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p2 =
s1 − s2 −
√
s21 − 2s1s2 − 4s1s3 + s22
2s1
. (65)
Therefore, considering eq. (49), the corresponding scalar field would be
ϕ(B) = C (c1B
p1 + c2B
p2)
1
θ . (66)
Since in general, p1 6= p2 , p1 6= 0, and p2 6= 0, hence we cannot invert this equation to reach the explicit form of
the scale factor. It imposes that we consider two cases: i . c1 = 0, and ii . c2 = 0. They lead to
B(ϕ) =
(
ϕ
Cc1,2
) θ
p1,2
=⇒ A(ϕ) =
(
ϕ
Cc1,2
) mθ
p1,2
. (67)
Note that the subscripts 1 and 2 correspond to c2 = 0 and c1 = 0, respectively. As is observed, the scale
factors have the power law natures. According to the B-function method, the conditions B[t, 0;A(t)] > 0 and
B[t, 0;B(t)] > 0 imply
θ
p1,2
=
4h0(2mg0 + 1) + ω0(m+ 2)
2h0p1,2(2mg0 + 1)
< 0, (68)
and
mθ
p1,2
=
4h0m(2mg0 + 1) + ω0m(m+ 2)
2h0p1,2(2mg0 + 1)
< 0. (69)
Limpidly, these inequalities compel a condition: m > 0. The signs of Cc1 and Cc2 are not important at all,
because they demonstrate the directions of expanding. The positive signs of the Hubble parameters indicate an
expanding universe, not scale factors. The conditions (51)-(52) give p1,2/θ ≤ 0 and mp1,2/θ ≤ 0. But, since the
common range of all conditions must be established, hence, pursuant to (68)-(69), p1,2/θ ≤ 0 and mp1,2/θ ≤ 0
reduce to p1,2/θ < 0 and mp1,2/θ < 0, respectively.
It is worth noting that the condition (68) may be achieved via another way as well:
For the radiation-dominated era, Υ = 1/3, the average scale factor is aave. ' t2/3 . If the scale factors obtained
here, (67), are compared with it, yield
(
ϕ
Cc1,2
) θ
p1,2
(m+2)
3
' t 23 =⇒ ϕ = Cc1,2 t
2
(m+2)
p1,2
θ (70)
where we have used aave. = B
(m+2)/3 . Therefore, in view of B[t, 0;ϕ(t)] < 0, we obtain (p1,2/θ) < 0.
Substituting eqs. (46), (56), and (66), into (37), the scalar field potentials turn out to be
V (B)1,2 = V01,02B
−(1+Υ)(m+2)+ 2p1,2θ (71)
where the subscripts 01 and 02 correspond to the cases 1 and 2, respectively and
V01,02 =H0b
(
m2 +m+ 4
1 + 2m
+ 2Υ
)
×
(
2ρ0C
2c21,2
(1 + Υ)(m+ 2)(m+ 3)
)[
2f0(2m+ 1)
+ 2h0p1,2(2mg0 + 1)θ
−1 − 1
2
ω0p
2
1,2θ
−2
]
. (72)
If we set
−(1 + Υ)(m+ 2) + 2p1,2
θ
< 0, (73)
which is compatible with the condition B[B, γ0 = 0;V (B)] ≤ 0, then according to the expanding nature of the
scale factor, the behavior of the potential versus the scale factor will be physical. Also, it may easily be shown
that we must take the positive ranges of m if we want to have physically acceptable nature for the potential.
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Writing the potentials (71) in terms of the scalar field by using eq. (67) gives
V (ϕ)1,2 = V0ϕ
−(1+Υ)(m+2)p1,2θ−1+2 = V0ϕµ1,2+2, (74)
in which all the coefficients have been absorbed in V0 . The form of the potential obtained from the Noether
symmetry approach (i.e. V = V0ϕ
−2 ) is recovered by putting
µ1,2 =
−(1 + Υ)(m+ 2)p1,2
θ
= −4. (75)
But, establishing this condition is wrong, since according to the aforementioned conditions (i.e. (68)–(69), m > 0,
and 0 < Υ < 1), µ1,2 cannot be negative. Therefore the potential emerged by requiring the existence of Noether
symmetry does not hold here. This paradox occurs in some cases (for example, see [123–126]). Setting µ1,2 =
2N − 2, where N = 2, 3, ... , the well-known potentials (i.e. V = V0ϕ4, ϕ6, ϕ8, ...) are obtained. Note that
2h0p1,2(2mg0 + 1)
4h0(2mg0 + 1) + ω0(m+ 2)
=
p1,2
θ
cannot be zero and infinity (i.e. p1,2 6= 0,∞ ; θ 6= 0,∞ ; g0 6= −1/2m ; and · · · ), otherwise the form of the scale fac-
tors would be undetermined. Therefore, we conclude that µ1,2 > 0. Nonetheless, if we restrict ourselves to a strong
condition as 0 < µ1,2 ≪ 2, then the quadratic form of the potential (i.e. V = V0ϕ2 ) is procured. Taking positive
values of µ , B[ϕ, φ0 = 0;V (ϕ)] ≥ 0 is satisfied as well, because of ϕV ′1,2/V1,2 = µ1,2 + 2 ≥ 0. Note that, however,
it allows µ1,2 ≥ −2, but the common domains of the conditions must be adopted, therefore it reduces to µ1,2 > 0.
Clearly, the type of the potential (74) is of Decreasing Scalar Potential with respect to time (‘D.S.P.’), and there-
fore it can never be of Increasing Scalar Potential with respect to time (‘I.S.P.’) when we reconstruct with ‘Class-1’.
Pursuant to the function [74, 129]
Γ =
V V ′′
(V ′)2
=
B[ϕ, 0;V ′(ϕ)]
B[ϕ, 0;V (ϕ)]
, (76)
where V = V (ϕ), three different solutions are possible for any form of the potentials: Γ < 1, Thawing;Γ = 1, Scaling;Γ > 1, Tracker.
Therefore, the potentials (74) are of ‘Thawing’ type, because we found that µ1,2 > 0, hence
Γ =
µ1,2 + 1
µ1,2 + 2
< 1. (77)
It is clearly observed that the there is no evolution for Γ hence it causes retaining the ‘Thawing’ type for the
potential.
5.5.2. Cosmological constant
Accelerating picture of the expanding nature of the universe requires a negative pressure together with a pos-
itive density. The ‘cosmological constant’ is one of the candidates proposed to this purpose. In the case of a
cosmological constant, we have P = −ρ . Inserting this state equation into the conservation equation (Eq. (19))
leads to a constant energy density (i.e. ρ˙ = 0 −→ ρ = ρ0 > 0).
a. The first case: LRS Bianchi I (A = Bm; m 6= 0, 1):
For the case m 6= 0, 1, after performing the similar calculations to the ‘Barotropic fluid’ case, one may obtain
H2 = H0c
√
2ρ0
m+ 3
(
2− m
2 +m+ 4
2m+ 1
)
ln (B), (78)
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Table I. Different behaviors of expansion of the universe and their corresponding amounts of the scale factors in cosmological
constant case
Conditions The status of the universe
ln−1(B) < ϑ3 Decelerated expansion and Quintessence phase
B = exp(ϑ3) The inflection point and Quintessence phase
ϑ3 < ln
−1(B) < 0 Accelerated expansion and Quintessence phase
ln−1(B) < −ϑ3 Super-accelerated expansion and Phantom phase
where H0c is an integration constant which must be a positive real number, for holding the expansion nature of
the universe, and also one of the options {(m > 2 or 0 < m < 1) & 0 < B < 1} or {1 < m < 2 & B > 1}
must be justified, for having a real-valued Hubble parameter. According to (12), the former one is completely
nonphysical when m > 2, for it is beyond the observational limits, and almost physical when 0 < m < 1 that in
view of (12) must reduce to N−0 ≤ m < 1; and the latter one is somewhat larger than observational limits, so the
physics of the problem implies that we use a stronger bound as 1 < m ≤ N+0 instead of 1 < m < 2. However, in
what follows we show that the first option cannot be true for some reasons and one must pick up 1 < m ≤ N+0 .
Pursuant to (78), we obtain
H2,B
H2
=
1
2B ln(B)
(79)
for corresponding directional Hubble parameters and its evolution. Therefore, the function B[a, 0;H(a)] turns
out to be
B[a, 0;H(a)] =
3
2(m+ 2)
1
ln(B)
. (80)
Hence, we obtain Table (I) in which we have set ϑ3 = −2(m+ 2)/3.
The reason for depending the status of expansion of the universe (Accelerated/Decelerated) upon the scale factor
B is anisotropy property (i.e. m 6= 1) of the background studied (Note that the FRW space-time geometry is
treated separately in what follows). As mentioned earlier, the common domain of all conditions must be considered,
therefore, in this stage one cannot state that which of the conditions in Table (I) is satisfied.
By substituting the formula (79) into (47) we obtain
l1
(
M,BB
M
+
1
2B ln(B)
M,B
M
)
+
l2
B
M,B
M
+
l3
B2 ln(B)
= 0, (81)
where
l1 =
2(2mg0 + 1)
ω0(m+ 2) + 4h0(2mg0 + 1)
, (82)
l2 =
2(2m+ 1)
ω0(m+ 2) + 4h0(2mg0 + 1)
(
4
f0
h0
− g0(m+ 2)
)
, (83)
l3 =
f0(2m+ 1)
h20(2mg0 + 1)
. (84)
Solving this equation without any assumption for the coefficients, l1 , l2 , and l3 , is challenging, since it leads to
a very complicated integral in terms of Whittaker functions. But there are two ways for achieving a suitable
solution: 1- Letting the coefficients to be special constants, such as l1 = l2 = 1 and l3 = −1/4, and 2- Assuming
l1 6= l2 and multiplying both sides of the equation by M(B).
∗1- The First Way l1 = l2 = 1 , and l3 = −1/4 :
Taking l1 = l2 = 1, and l3 = −1/4, the solution would be:
M(B) = c3 exp
[
−
√
ln(B)
]
+ c4 exp
[√
ln(B)
]
, (85)
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where c3 and c4 are integration constants. Since M(B) must be a real function of the scale factor B , therefore,
in each time the scale factor B is in the range (1,+∞). The real numbers of the range [0, 1) lead to phase (i.e.
M = c3 exp[−ic] + c4 exp[ic] where c is a real constant), and B = 1 gives M(B) = constant . However, the
sign of the scale factor can be negative, but it is forbidden here because the real numbers of the range (−∞, 0)
lead to the complex numbers for logarithmic function. Note that other assumptions for the values of l1 , l2 , and
l3 are also considerable (for example: l1 = 0 leads to M(B) = c5 (ln(B))
−l3/l2 , or another case as l2 = l3 = 0
implies M(B) = c6 + c7
∫
dB√
ln(B)
). Because the arguments of the exponential functions are different, hence, we
must choose one of the constants c3 or c4 equal to zero. In this case, we are able to invert the function (85).
It is worth mentioning that there are two other options: i) M(B) = sinh[
√
ln(B)] when one takes c3 = −1/2,
c4 = 1/2 and ii) M(B) = cosh[
√
ln(B)] when c3 = c4 = 1/2; but both cases lead to uninteresting forms for the
potential, hence we leave them. The B-function method can help us to select the true sign of the argument of the
exponential function. Hence, by keeping both, we take (85) as
M(B) = c4,3 exp
[
±
√
ln(B)
]
. (86)
Therefore, according to (49), it yields
ϕ(B) = C
[
c4,3 exp
(
±
√
ln(B)
)] 1
θ
, (87)
and consequently
B(ϕ) = exp
[(
ln
(
1
c4,3
[ϕ
C
]θ))2]
. (88)
In view of B[B,α0 = 0;ϕ(B)] < 0, and also the conditions (51)-(52), both positive and negative signs in (86) are
admissible provided that θ be negative and positive, respectively:
ϕ = C
[
c4,3 exp
(
−√ln(B))] 1θ ⇐⇒ θ > 0;
ϕ = C
[
c4,3 exp
(
+
√
ln(B)
)] 1
θ ⇐⇒ θ < 0.
(89)
Regarding B[ϕ, β0 = 0;B(ϕ)] < 0, we have
2θ ln
(
1
c4,3
[ϕ
C
]θ)
< 0. (90)
This physical condition is satisfied by two ways:
1: 0 < 1c4,3
(
ϕ
C
)θ
< 1, ⇐⇒ θ > 0;
2: 1c4,3
(
ϕ
C
)θ
> 1, ⇐⇒ θ < 0.
(91)
Clearly,
c4,3 > 0, and
ϕ
|ϕ|
C
|C| > 0, (92)
are emerged by both conditions of (91). Inserting (89) into (91) we obtain
1 : 0 < exp
(
−√ln(B)) < 1, ⇐⇒ θ > 0;
2 : exp
(
+
√
ln(B)
)
> 1, ⇐⇒ θ < 0.
(93)
Because we have set B > 1, hence the left parts of the above conditions are automatically satisfied. By the
same way, for another scale factor, A(ϕ), which defined as A(ϕ) = Bm(ϕ), we gain the same conditions and
as well as one another: m > 0 (Note that the scale factor A is not an independent scale factor because of the
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physical condition A = Bm , hence the conditions for the scale factor A do not give further physical conditions
than the scale factor B excluding the condition m > 0, and for this reason, from now on, we ignore to consider
the conditions for A). Therefore, this model indicates super-accelerated expansion together with phantom phase
only, because the last condition in Table (I) is satisfied (Note that m > 0 and in each time B ∈ (1,+∞)). By
comparing this with the options obtained from eqs. (78) and (12), it may easily be found that in order to have a
real-valued Hubble parameter, m must be in (1, N+0 ] .
Because l1 has here been set to 1, so θ = h
−1
0 (See eqs. (82) and (50); l1 = (θh0)
−1 ). Moreover, because we took
l3 = −1/4 and m > 0, thus f0(2mg0 + 1) < 0 (See eq. (84)). Therefore, with regards to the range of m for this
case, (1, N+0 ] , we learn that f0 and g0 are connected together via following conditions:
1: f0 < 0 ⇐⇒ g0 > −12
2: f0 > 0 ⇐⇒ g0 < −12N+0 .
(94)
However, it seems at first sight that the amounts of these parameters are not important and in data analysis
we can set them independently, but here we observe that it is not a true idea. The physical ranges of these
constant parameters are tightly coupled. Moreover, finding the physical domains of the constant parameters is a
time-consuming process, thus, these physical bounds make our work easy in plotting and in the data analysis.
Substituting eqs. (46), (78), and (87), into (37), the scalar field potential in terms of the scale factor would be
V (B) = Vocc
[
exp
(√
ln(B)
)] 2
θ
ln(B), (95)
where
Vocc =
2ρ0H
2
ocC
2c
2
θ
4,3
m+ 3
(
2− m
2 +m+ 4
2m+ 1
)
×
[
2(2m+ 1)f0 +
h0(2mg0 + 1)
θ
− ω0
8θ2
]
. (96)
Pursuant to the “Table I” in ref. [74], one of the sets of the potential conditions must be held at a very short time
interval. Here, we go through both sets of conditions to see which of them would be true.
• The first set of the potential conditions (Type-I of the scalar functions: Decreasing scalar-field
function w.r.t. time):
We start with the condition B[B, γ0 = 0;V (B)] ≤ 0 which here reads√
ln(B) + θ
θ ln(B)
≤ 0. (97)
This condition restricts the parameters further than previous, for it is satisfied only for negative values of θ :
1- If θ > 0 =⇒
√
ln(B)+θ
θ ln(B) is positive!> (See (97)),
so θ > 0 is ineligible;
2- If θ < 0 =⇒
√
ln(B)−|θ|
−|θ| ln(B) can be negative,
so it holds only for B ≥ exp (θ2).
(98)
Therefore, despite B[B,α0 = 0;ϕ(B)] < 0 which allows the existence of both signs in eq. (87), but it has here
been found that B[B, γ0 = 0;V (B)] ≤ 0 accepts only the positive sign of the solution and also B ∈ [θ2,∞), hence
we arrive at θ < −1 (Because we first obtained that B ∈ (1,∞) and here we gained θ < 0 and B ∈ [θ2,∞)).
Using eqs. (88) and (95), the potential in terms of the scalar field turns out to be
V (ϕ) = V˜0cc
 ln
(
c4,3
[
C
ϕ
]θ)
ϕ

2
, (99)
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where V˜0cc = V0ccC
2c
2
θ
4,3 . The Taylor series of this scalar potential function would be
V (ϕ) = V˜0cc
∞∑
j=0
fj(α, θ) (ϕ− 1)j , (100)
where
α = c4,3C
θ,
f0(α, θ) = ln
2(α), f1(α, θ) = −2 ln2(α)− 2θ ln(α),
f2(α, θ) = 3 ln
2(α) + 5θ ln(α) + θ2, · · · . (101)
The interesting feature of this series is that the constant and linear terms of the scalar field exist when α 6= 1.
The condition B[ϕ, φ0 = 0;V (ϕ)] ≥ 0 for this potential, (99), turns out to be
−2
[
θ + ln
(
c4,3
[
C
ϕ
]θ)]
ln
(
c4,3
[
C
ϕ
]θ) ≥ 0. (102)
In (98) we found that θ < 0, therefore, according to (91), one has
1
c4,3
(ϕ
C
)θ
> 1, (103)
or equivalently
0 < c4,3
(
C
ϕ
)θ
< 1 (104)
so
ln
(
c4,3
[
C
ϕ
]θ)
< 0. (105)
Thus, (102) is not held here. Since the conditions (97) and (102) which have been paired in the “Class I” in ref.
[74], did not satisfy through the same conditions, hence we leave this set of conditions. Note that it means that if
the reconstruction procedure is performed by decaying scalar field, then the potential (99) can never be ‘D.S.P.’
type.
• The second set of the potential conditions (Type-II of the scalar functions: Increasing scalar-
field functions w.r.t. time):
The condition B[B, γ0 = 0;V (B)] ≥ 0 for the potential (95) is√
ln(B) + θ
θ ln(B)
≥ 0. (106)
Because it was obtained that B > 1, hence for the positive amounts of θ , this condition is true without any
further assumption. For the negative values of θ , this condition gives an upper bound for the scale factor, that is
B ≤ exp(θ2) and therefore B ∈ (1, eθ2 ] . Another physical condition, which paired with this condition, is obtained
by the use of B[ϕ, φ0 = 0;V (ϕ)] ≤ 0 and (99) as
−2
[
θ + ln
(
c4,3
[
C
ϕ
]θ)]
ln
(
c4,3
[
C
ϕ
]θ) ≤ 0. (107)
According to (91), this condition is satisfied automatically for all real values of θ excluding zero. Therefore, both
positive and negative amounts of θ are admissible, with the difference that in its negative values, the scale factor
has an upper bound. Since θ is a constant, therefore if we accept the negative amounts of it, then indeed we tell
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Table II. Behaviors of the potential V (ϕ) = V˜0ccϕ
−2 ln−2($)
Sign of θ Sign of ln($) Condition Cosmological dynamics of the potential
θ > 0 ln($) > 0 θ >
(
1
2
+
√
5
2
)
ln($) Γ < 1; Thawing
θ < 0 ln($) < 0 θ <
(
1
2
+
√
5
2
)
ln($) Γ < 1; Thawing
θ > 0 ln($) > 0 θ =
(
1
2
+
√
5
2
)
ln($) Γ = 1; Scaling
θ < 0 ln($) < 0 θ =
(
1
2
+
√
5
2
)
ln($) Γ = 1; Scaling
θ > 0 ln($) > 0 θ <
(
1
2
+
√
5
2
)
ln($) Γ > 1; Tracker
θ < 0 ln($) < 0 θ >
(
1
2
+
√
5
2
)
ln($) Γ > 1; Tracker
that expanding of the universe shall end in the future. However, one may take θ≫ to remove this restriction. It
is worth noting that this bound coincides the theory that the geometry of the universe is, at least on a very large
scale, elliptic. In a closed universe, gravity eventually stops the expansion of the universe, after which it starts
to contract until all matter in the universe collapses to a point, a final singularity termed the “Big Crunch”, the
opposite of the “Big Bang”.
For the potential (99), Γ would be
Γ =
θ2 + 5θ ln
(
c4,3
[
C
ϕ
]θ)
+ 3 ln2
(
c4,3
[
C
ϕ
]θ)
2
(
θ + ln
(
c4,3
[
C
ϕ
]θ))2 , (108)
which may be written in the convenient form as
Γ =
(
1
2
θ2
ln2($)
+
5
2
θ
ln($)
+
3
2
)
︸ ︷︷ ︸
> 32
(
ln($)
θ + ln($)
)2
︸ ︷︷ ︸
0<between<1
, (109)
where
$ = c4,3
[
C
ϕ
]θ
. (110)
The behavior of the potential (99) is completely depended upon the amounts of θ and $ . In Table (II), it
has been demonstrated that all three different behaviors of the potential (99) are possible for both positive and
negative values of θ . Note that pursuant to (91), for the positive and negative amounts of θ , we have ln($) > 0
and ln($) < 0, respectively. Therefore, according to the Table (II) and due to the increasing nature of ln($)
with time, if we set |θ| < 1.618 | ln($)| as an initial condition for both signs of θ , then three different dynamics
of potential namely ‘Thawing’, ‘Scaling’, and ‘Tracker’ are achieved, respectively, as the universe ages.
For the cosmological constant case, without knowing the form of the scale factor and also scalar field in terms
of the time, we found out that the positive and negative amounts of θ form two separate families of admissible
solutions. So, one may examine some of the scale factor models to see they belong to which of the two. On the
other hand, since the ‘cosmological constant’ case has been suggested for the accelerating era, hence the scale
factors which presented for this era are only testable.
It is interesting that we can understand one of the admissible ranges of θ via another way:
The known scale factor for the dark energy dominated era is eH0t , where the coefficient H0 in the exponential is
the Hubble constant. We may anticipate that this form of the scale factor and the one obtained, (88), must be
proportional:
aave. = B
(m+2)
3 ∝ exp [H0t]
=⇒
(
exp
[(
ln
(
1
c4,3
[ϕ
C
]θ))2]) (m+2)3
∝ exp [H0t] (111)
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Therefore, the scalar field is achieved as
ϕ(t) ∝ C
(
c4,3 exp
[√
3H0 t
m+ 2
]) 1
θ
. (112)
As mentioned earlier, in this paper, we restrict ourselves to a decaying scalar field versus time, i.e. B[t, 0;ϕ(t)] < 0.
Here, it gives θ < 0 which agrees with the thing was earned, and as discussed above it implies the ‘tracker’ nature
for the potential (99). In view of (91) and (92), negative amounts of θ put an upper and lower bounds on
the scalar field as ϕ < Cc
1/θ
4,3 and ϕ > Cc
1/θ
4,3 when ϕ > 0 (therefore C > 0) and ϕ < 0 (therefore C < 0),
respectively, which regarding (112), both yield a trivial result:
√
3H0 t/(m+ 2) > 0. One of the confirmations of
B[t, 0;ϕ(t)] < 0 is that if unlike its result namely θ < 0, one goes with the positive amounts of θ and the scale
factor (112) ahead, then encounters with a strange outcome:
√
3H0 t/(m+ 2) < 0. As we observe, the physical
ranges of all constant parameters are tightly coupled together.
∗2- The Second Way l1 6= l2 :
Multiplying both sides of eq. (81) by M(B), one has
l1
(
M,BB +
M,B
2B ln(B)
)
+ l2
M,B
B
+ l3
M
B2 ln(B)
= 0. (113)
Assuming l1 6= l2 , this equation generates the following function:
M(B) = c8
√
ln(B)
×KummerM
(
l1 − l2 − 2l3
2l1 − 2l2 ,
3
2
,
(l1 − l2) ln(B)
l1
)
+ c9
√
ln(B)
×KummerU
(
l1 − l2 − 2l3
2l1 − 2l2 ,
3
2
,
(l1 − l2) ln(B)
l1
)
, (114)
where c8 and c9 are integration constants, and KummerM(a, b, z) and KummerU(a, b, z) are Kummer func-
tions. Note that the arguments of both Kummer functions are the same. Obviously, M(B) must be nonzero.
Therefore, if the conditions
0 ≤ 3
2
− l1 − l2 − 2l3
2l1 − 2l2 ≤ 1
or equivalently
−1 ≤ l3
l1 − l2 ≤ 0,
and B 6= 0, 1 are imposed, then the solution (114) will be nonzero and also nonsingular in the throughout of
evolution range of B (See ‘Zeros of KummerM(a, b, z)’ and ‘Zeros of KummerU(a, b, z)’ in ref. [135]). Note
that at the points B = 0, 1 there is no singularity problem for KummerM(a, b, z), rather, due to
√
ln(B), we
have put B 6= 0, 1. Furthermore, again we set B > 1 for the foregoing reasons (i.e. having real-valued Hubble
parameter and etcetera). Manifestly, this solution is not invertible. However, one can do all steps numerically. But,
we would like to perform it through an analytical way. So, let us carry two reasonable choices out for simplification
l1 − l2 − 2l3
2l1 − 2l2 =
3
2
, c9 = 0. (115)
Therefore, the solution (114) turns out to be
M(B) = c8
√
ln(B) KummerM
(
3
2
,
3
2
,
(l1 − l2) ln(B)
l1
)
= c8
√
ln(B) B
l1−l2
l1 (116)
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where we have used the connection formula [135, 136]
KummerM(a, a, z) = ez. (117)
Regarding (49), the corresponding scalar field would be
ϕ(B) = C
(
c8
√
ln(B) B
l1−l2
l1
) 1
θ
. (118)
It may be written as
ln(B) B
2(l1−l2)
l1 =
1
c28
(ϕ
C
)2θ
. (119)
Now, we can invert eq. (118) by solving (119). Limpidly, this equation has a strong connection with the well-known
Lambert equation. Solving it gives the form of the scale factor in terms of the scalar field:
B(ϕ) = exp
[
l1
2 (l2 − l1) LambertW
(
2 (l2 − l1)
l1c28
[ϕ
C
]2θ)]
. (120)
Using (46), (78), and (118) in (37), one obtains
V (B) = V0cc2
(
B
2(l1−l2)
l1 ln(B)
) 1
θ
(
ζ1 ln(B) + ζ2 +
ζ3
ln(B)
)
, (121)
in which
V0cc2 =
C2H20cc
2
θ
8
8θ2l21
[
2ρ0
m+ 3
(
2− m
2 +m+ 4
2m+ 1
)]
,
ζ1 =4
[
4(2m+ 1)f0θ
2 + 4(2mg0 + 1)h0θ − ω0
]
l21
− 8 [2(2mg0 + 1)h0θ − ω0] l1l2 − 4ω0l22,
ζ2 =4 [2(2mg0 + 1)h0θ − ω0] l21 + 4l1l2ω0,
ζ3 =− ω0l21. (122)
Eqs. (120) and (121) give the potential in terms of the scalar field:
V (ϕ) =
−V0cc3
ϕ2
[
ζ4W
2
θ+1 + ζ5W
2
θ + ζ6W
1− 2θ
]
, (123)
where
W = LambertW
(
2(l2 − l1)
l1c28
[ϕ
C
]2θ)
,
V0cc3 =
1
2
V0cc2C
2
(
l1c8
2(l1 − l2)
) 2
θ
,
ζ4 =
lθ1
l1 − l2 ζ1, ζ5 = −6
−1
θ ζ2, ζ6 = 4
(
1− l1− 4θ1
)
ζ3. (124)
The Taylor series of Lambert function around zero can be found using the Lagrange inversion theorem and is given
by
LambertW(x) =
∞∑
j=1
(−j)j−1
j!
xj . (125)
So, the potential (123) may be written as
V (ϕ) =
V0cc3
ϕ2
∞∑
j=1
kj
(
ζ4ϕ
2(2+θ)j + ζ5ϕ
4j + ζ6ϕ
2(θ−2)j
)
, (126)
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Figure 1. Branches Wp(x) (the positive branch) and Wm(x) (the negative branch) of the Lambert W-function. A and B
denote the points −1/e and e , respectively, on the x -axis [135].
in which
kj =
jj−1
j!
(
2(l1 − l2)
l1C2θc28
)j
. (127)
It seems that the form (126) is better and more prevalent than (123). Respecting to the range of θ , one of the
terms ζ4ϕ
2(2+θ)j and ζ6ϕ
2(θ−2)j in the series is removable.
Here, we are again able to discuss the physically admissible domains of parameters. According to B[ϕ, β0 =
0;B(ϕ)] < 0, the scale factor presented in (120) must satisfy this condition:(
l1θ
l2 − l1
)(
W
1 + W
)
< 0. (128)
First of all, see the plot of LambertW function (Fig. (1)). As we observe, the positive branch is more physical
than one another, especially for its widely finite range. So, its argument should here be held positive, viz.,
2(l2 − l1)
l1c28
(ϕ
C
)2θ
> 0 =⇒

1 : l2−l1l1 > 0;
2 : ϕ|ϕ|
C
|C| > 0.
(129)
Since the sign of the scalar field is indeterminate, and on the other hand, we do know the amount of θ — only
for its integer amounts, 2θ is even, not in general —, so it would be better that the sign of C be fixed by ϕ ; the
second resultant condition in (129) has come from here. From (128) and (129), it appears that θ < 0. The first
outcome condition in (129) implies that (l2/l1) > 1, hence l2 and l1 have the same sign and therefore |l2| > |l1| .
In view of B[B,α0 = 0;ϕ(B)] < 0 and (118), we gain another condition for the ratio l2/l1 as
l2
l1
<
1
2 ln(B)
+ 1. (130)
Combining this condition with the previous bound (l2/l1) > 1, we get
1 <
l2
l1
<
1
2 ln(B)
+ 1. (131)
The conditions (51)-(52) also confirm these conditions and do not add further conditions and bounds.
The potential conditions do not present straightforward constraints for the parameters, because of the form of
potential. The conditions are long; see
B[B, 0;V (B)]
=
{
θl1 ln(B)
[
ζ1 ln
2(B) + ζ2 ln(B) + ζ3
]}−1
×
{
2ζ1(l1 − l2) ln3(B) + [((1 + θ)ζ1 + 2ζ2) l1
22
−2l2ζ2] ln2(B) + [(ζ2 + 2ζ3)l1 − 2ζ3l2] ln(B)
− ζ3l1(θ − 1)
}
, (132)
and
B[ϕ, 0;V (ϕ)]
=
{
(1 + W)
(
ζ4W
4
θ+1 + ζ5W
4
θ + ζ6W
)}−1
×
{
−2ζ4W 4θ+2 + [(2θ + 2)ζ4 − 2ζ5] W 4θ+1
+ 2ζ5W
4
θ + 2ζ6 (θ − 3−W) W
}
. (133)
Only in plotting or in the data analysis, these would be helpful. Because we did not set a special value for each
of the constant parameters, hence we ignore to proceed further and for this problem, we have not written the ≥
and ≤ symbols in the above conditions. As mentioned in ref. [74], the conditions have been paired, so we must
take care when one condition is nonpositive, another condition must be nonnegative, and vice-versa.
Considering the function Γ is also ineffectual struggle when we do not determine exactly the amounts of constants.
The taken procedure at the end of the first way, may here be performed for (120) as well. Therefore, for the
reason aforementioned, we start with(
exp
[
l1
2 (l2 − l1)LambertW
(
2 (l2 − l1)
l1c28
[ϕ
C
]2θ)])m+23
= exp [H0t] . (134)
Because finding the physically admissible domains out for the parameters is our objective, thus (134) must hold for
all its true regions, hence we exploite the Taylor expansion for LambertW function up to the first term yielding
1
c28
[ϕ
C
]2θ
=
3H0t
m+ 2
. (135)
Obviously, since we do not know that θ is an integer or not, so for the sake of precaution, the condition which
was found earlier (See the second condition in (129)), viz.,
ϕ
|ϕ|
C
|C| > 0, (136)
should be adopted. Also, the scalar field reads
ϕ(t) = C
(
3c28H0
m+ 2
) 1
2θ
t
1
2θ , (137)
which according to B[t, 0;ϕ(t)] < 0, leads to
θ < 0, (138)
as it emerged previously (See some lines after (129)).
b. The second case: FRW (A = B ; m = 1):
In the FRW case, i.e. m = 1, by inserting P = −ρ into the right side of eq. (21) and combining with (22),
we arrive at H˙ = 0 (B[t, 0;H(t)] = 0) or equivalently H,B = 0 (B[B, 0;H(B)] = 0) because of H˙ = BHH,B .
Therefore, according to “Table (III)” or “Figure 1” in ref. [74], and B[t, 0;H(t)] or B[B, 0;H(B)] we learn that
this case gives ‘Accelerated expansion’ and ‘Phase transition point (Phantom divide line)’. It is worth mentioning
that in this case, the Hubble parameter is constant, so the deceleration parameter turns out to be minus one which
coincides with its present amount according to the observational data.
For this case, the basic equation (44) becomes
c10
M,BB
M
+ c11
1
B
M,B
M
= 0, (139)
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in which
c10 =
2(2g0 + 1)
3ω0 + 4h0(2g0 + 1)
,
c11 =
(
6
3ω0 + 4h0(2g0 + 1)
)(
4
f0
h0
− 3g0
)
. (140)
It leads to the following solution
M(B) = c12 + c13B
c10−c11
c10 , (141)
where c12 and c13 are the integration constants. For simplicity, let us take c12 = 0. From eq. (49) one has
ϕ(B) = C
(
c13B
c10−c11
c10
) 1
θ
, (142)
and consequently
B(ϕ) =
[
1
c13
(ϕ
C
)θ] c10c10−c11
. (143)
For these forms of the B(ϕ) and ϕ(B), the conditions B[ϕ, β0 = 0;B(ϕ)] < 0 and B[B,α0 = 0;ϕ(B)] < 0 imply
θc10
c10 − c11 < 0, (144)
and (
c10 − c11
θc10
)
︸ ︷︷ ︸
<0; cf.(144)
(
c13
c12
)
< 0 =⇒ c13
c12
> 0, (145)
respectively. Therefore, the latter one condition reveals |c13| > |c12| . The conditions (51)-(52) also give (144).
With (142) at hand, the potential in terms of the scale factor is given by (37) as
V (B) = V0cc4C
2c
2
θB
2(c10−c11)
θc10 , (146)
where
V0cc4 =
6H20cc
θ2c210
[(
θ2f20 +
2
3
h0θ
(
g0 +
1
2
)
− 1
12
ω0
)
c210
− 2
3
c10c11
(
h0θ
(
g0 +
1
2
)
− 1
4
ω0
)
− 1
12
c211ω0
]
, (147)
in which H0cc is the Hubble constant. Correspondingly, from (143) and (146) we gain the quadratic form for the
scalar potential:
V (ϕ) = V0cc4 ϕ
2. (148)
The significance and beauty of this result lie with the fact that it has been emerged by the use of Noether symmetry
approach with worthwhile results in ref. [29].
Because we have
B[ϕ, φ0 = 0;V (ϕ)] = 2 ≥ 0, (149)
thus its paired condition namely B[B, γ0 = 0;V (B)] ≤ 0 must be taken into account:
c10 − c11
θc10
≤ 0 (150)
which is compatible with (144), excluding that zero is not admissible. Note that the common domain must be
established (i.e. c10−c11θc10 < 0 is true, not
c10−c11
θc10
≤ 0). Limpidly, also one has θ 6= 0, c10 6= 0, c12 6= 0, c13 6= 0,
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and c10 6= c11 . Under the reconstruction with a decaying scalar field, the potential (148) would always be of
‘D.S.P.’-type because of (149).
Clearly, the potential (148) is of ‘Thawing’-type, because of Γ = 1/2.
5.5.3. Modified Chaplygin gas
In the simplest case, (standard) Chaplygin gas is a perfect fluid characterized by the equation of state
P = −Cchg
ρ
, (151)
where Cchg is a positive constant. Because the Chaplygin gas formally carries negative pressure, it is exploited
in cosmology to describe a transition from a decelerated cosmological expansion to the present epoch of a cosmic
acceleration. Also, it describes a unification of dark matter and dark energy.
Another model that has been discussed in some details in ref. [128] is the generalized Chaplygin gas that has
two free parameters:
P = −Cgchg
ρα1
, (152)
where 0 < α1 ≤ 1 and Cgchg is a positive constant. Clearly, when α1 = 1, the generalized Chaplygin gas (152)
reduces to the Chaplygin gas (151).
Within the framework of Friedman-Robertson-Walker (FRW) cosmology, a model called modified Chaplygin gas
has been proposed by H.B. Benaoum [127], in which his principal assumption is that the energy density ρ and
pressure P are related by the following equation of state:
P = σ1ρ− σ2
ρν
. (153)
In ref. [127], he adopted three assumptions: σ1 and σ2 are positive constants and ν ≥ 1. But, these assumptions
seem to be incorrect, because of the “correspondence principle”. According to the “correspondence principle”, a
new scientific theory (or a generalized theory) must reduce to an earlier scientific theory in appropriate circum-
stances. This requires that the new theory must explain all the phenomena under circumstances for which the
preceding theory was known to be valid, the “correspondence limit”. Here, indeed (153) is a mixture of two things:
perfect fluid (53) and generalized Chaplygin gas (152). Therefore, the assumptions should at least be taken as:
0 ≤ σ1 ≤ 1, 0 < ν ≤ 1, and σ2 is a nonnegative constant (i.e. σ2 ≥ 0). According to the Table (III), it is revealed
that σ1,min. = −0.018, σ1,max. = +0.207, ν1,min. = −0.1832, and ν1,max. = +1.724. Therefore, it would be good
enough to modify the domains of σ1 and ν again as −0.02 < σ1 < 0.21 and −0.2 < ν < 1.8. However, the range
of ν may be restricted further, because, in ref. [133] it has been demonstrated that the generalized Chaplygin
gas correctly describes the cosmological dark sector when |ν| . 0.05, i.e. it has to be very close to the ΛCDM
model which corresponds to ν = 0. Anyway, with these new conditions, some well-known cases would be taken
into account:
1. When σ1 = σ2 = 0 =⇒ P = 0 (Matter-dominated era: Pressure-less matter: Dust; Note that here ρ 6= 0).
2. When σ1 =
1
3 and σ2 = 0 =⇒ P = 13ρ (Radiation-dominated era).
3. When 0 < σ1 < 1 and σ2 = 0 =⇒ P = σ1ρ (Bartropic fluid).
4. When σ1 = 0 and σ2 6= 0 =⇒ P = −σ2ρν (Generalized Chaplygin gas).
5. When σ1 = 0, σ2 6= 0, and ν = 1 =⇒ P = −σ2ρ (Standard Chaplygin gas).
6. When σ1 = 0, and ν = 0 =⇒ P = −σ2 (ΛCDM model)
Substituting P given in (153) into the conservation equation (19), we get the evolution of the energy density of
the modified Chaplygin gas in terms of the scale factor as
ρ =
(
σ2
1 + σ1
+
b0
B(1+σ1)(1+ν)(m+2)
) 1
1+ν
, (154)
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Table III. Constraints on modified Chaplygin gas
σ1 ν The constraints arise from...
0.085 1.724 The best fitted parameters [130]
0.061± 0.079 0.053± 0.089 Constitution + CMB + BAO [131]
0.110± 0.097 0.089± 0.099 Union + CMB + BAO [131]
0.00189+0.00583−0.00756 0.1079
+0.3397
−0.2539 Markov Chain Monte Carlo method at 1σ level [132]
0.00189+0.00660−0.00915 0.1079
+0.4678
−0.2911 Markov Chain Monte Carlo method at 1σ level [132]
where b0 is an integration constant which may be taken as the matter content of the universe at present.
Replacing (153) on the right-hand side of (21) and combining with (22) we obtain
k1H
2+2ν
2 + k2BH
1+2ν
2 H2,B − k3 = 0, (155)
where
k1 =
(
m2 +m+ 4
2
)
+ σ1(1 + 2m),
k2 =
m+ 3
2
,
k3 =
σ2
(1 + 2m)ν
. (156)
In (155), we have used the relation H˙2 = BH2H2,B . Solving eq. (155) gives the form of the Hubble parameter in
terms of the scale factor:
H2 =
(
c14B
−2k1
k2
(1+ν) +
k3
k1
) 1
2(1+ν)
, (157)
where c14 is an integration constant. Setting c14 = 1/k
2
1 , one consequently has
H2,B
H2
=
−1
k4B + k5Bk6+1
, (158)
in which
k4 =
k2
k1
,
k5 = k2k3,
k6 = 2(1 + ν)
k1
k2
=
2(1 + ν)
k4
. (159)
Note that ki > 0 when i = 1, 2, 4, 6 and ki ≥ 0 for i = 3, 5. In what follows, in order to achieve the explicit
forms of functions and amounts, we must multiply or divide by k3 and k5 , hence from now on, we impose k3 > 0
and k5 > 0. The expanding nature of the universe for the amounts of the scale factor in each time of the era of
interest implies
B > (−k1k3)
−k2
2k1(1+ν) = (−k1k3)
−1
k6 , (160)
where we have used B[t, 0;B(t)] > 0 and (157).
Utilizing (158), the function B[a, 0;H(a)] turns out to be
B[a, 0;H(a)] =
−3
(m+ 2)
1
k4 + k5Bk6
. (161)
According to “Table (III)” or “Figure 1” in ref. [74], eq. (161) identifies the amounts of the scale factor for the
different states of the universe. Setting
ϑ1 =
[
1
k5
(
3
(m+ 2)
− k4
)] 1
k6
,
ϑ2 = (−k1k3)
−k2
2k1(1+ν) ,
(162)
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Table IV. Different behaviors of expansion of the universe and their corresponding amounts of the scale factors in modified
Chaplygin gas case
Conditions The status of the universe
k6 = odd & B > 0 & B > ϑ1 Accelerated expansion and Quintessence phase
k6 = odd & B > 0 & B = ϑ1 The inflection point and Quintessence phase
k6 = odd & B > 0 & B < ϑ1 Decelerated expansion and Quintessence phase
k6 = odd & k4k6 = even & k4 + k5B
k6 < 0 & B < 0 & ϑ2 < B < ϑ1 Super-accelerated expansion and Phantom phase
all possible behaviors have been presented in Table (IV). As we observe in Table (IV), phase transition from a
quintessence phase to a phantom phase cannot occur at all, because, from physical point of view, the function
B[a, 0;H(a)] cannot be zero. If one sets B > 0, k6 = odd, and B < ϑ1 at first, then the universe poses from
a decelerated expansion to an accelerated expansion as it ages and within this process, the phase of the universe
remains in quintessence phase. An accelerated expansion which be in phantom phase exists when one considers
the negative amounts of the scale factor B together with the conditions k6 = odd & k4k6 = even &
k4 + k5B
k6 < 0 & ϑ2 < B < ϑ1 .
On substituting (158) into (47), the basic reconstruction equation for this case turns out to be
k7
(
M,BB
M
− 1
k4B + k5Bk6+1
M,B
M
)
+
k8
B
M,B
M
− k9
k4B2 + k5Bk6+2
= 0, (163)
where
k7 =
2(2mg0 + 1)
(m+ 2)ω0 + 4(2mg0 + 1)h0
,
k8 =
(
2(2m+ 1)
(m+ 2)ω0 + 4(2mg0 + 1)h0
)
×
(
4
f0
h0
− g0(m+ 2)
)
,
k9 =
2(2m+ 1)f0
(2mg0 + 1)h20
. (164)
Solution to (163) is given in terms of the hypergeometric function:
M(B) = k16B
k6k10
× hypergeometricF
(
k10, k11; k12;−k5
k4
Bk6
)
+k17B
k6k13
× hypergeometricF
(
k13, k14; k15;−k5
k4
Bk6
)
, (165)
where k16 and k17 are integration constants, and
k10 =u1 +
(k7 − k8)k4 + k7
2k4k6k7
,
k11 =u1 +
(−k7 + k8)k4 + k7
2k4k6k7
,
k12 =2u1 + 1,
k13 =− u1 + (k7 − k8)k4 + k7
2k4k6k7
,
k14 =− u1 + (−k7 + k8)k4 + k7
2k4k6k7
,
k15 =− 2u1 + 1, (166)
in which
u1 =
√
(k7 − k8)2k24 + 2k4k7(k7 − k8 + 2k9) + k27
2k4k6k7
. (167)
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Clearly, M(B) must be nonzero. In general, it is obtained by putting these conditions: k10 > 0 and k13 > 0
(See ‘Zeros of hypergeometric function’ in ref. [135]). To find a solution invertible with respect to the scale factor,
B , one may take one of the integration constants equal to zero (i.e. k16 = 0 or k17 = 0) and then search for
values of the parameters of arguments of hypergeometric function such that it reduces to simple functions or
the hypergeometric series terminates. Physics of the problem restricts our freedoms in using the connectional
formulas. In several papers, some special forms (without any physical reason) have for simplicity been assumed
for the form of the function which connected with hypergeometric functions. But we prefer to set the constants
instead of imposing special forms on M(B) for obtaining an invertible M(B) with respect to B . In order to this,
four options are studied as follows.
• Case 1:
According to the formula
hypergeometricF (1, 1; 2; z) = −z−1 ln (1− z) , (168)
which holds for principal branches when |z| < 1, and by analytic continuation elsewhere [135, 136], if we take
k10 = k11 = 1, k12 = 2, k17 = 0, (169)
and set ∣∣∣∣−k5k4Bk6
∣∣∣∣ = ∣∣k1k3Bk6 ∣∣ < 1
=⇒ −
(
1
k1k3
) 1
k6
< B <
(
1
k1k3
) 1
k6
, (170)
such that in throughout the evolution domain of the scale factor to be correct, then
M(B) =
k16
k1k3
ln
[
1 + k1k3B
k6
]
, (171)
B(ϕ) =
(
1
k6
[ϕ
C
]θ
− 1
k1k3
) 1
k6
, (172)
and
ϕ(B) = C
(
k16
k1k3
ln
[
1 + k1k3B
k6
]) 1θ
(173)
are obtained. Because the approach and calculations are in the same way like the earlier cases, henceforth we
ignore to explain details of calculations. In view of (160), (170), and (171) we arrive at the following conditions
for the lower bound of the scale factor
B > (−k1k3)
−k2
2k1(1+ν) , (174)
B > −
(
1
k1k3
) 1
k6
, (175)
and
B > <
[( −1
k1k3
) 1
k6
]
, (176)
respectively, which must be held for its amounts in all times of interest. Here, <[...] is the real part of [...] . Note
that we have no worry about the upper and also lower bounds mentioned in (170) because the term (k2k3)
−1/k6
can be taken so large in comparison with the scale factor by setting the constant parameters. The present absolute
amount of the average scale factor is one, so, the condition (k1k3)
−1/k6  1 may be established. The importance
of the three bounds in (174), (175), and (176) is that when the positive-valued scale factor is considered, then
B > Supremum
{
(−k1k3)
−k2
2k1(1+ν) , −
(
1
k1k3
) 1
k6
,<
[( −1
k1k3
) 1
k6
]}
, (177)
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must be adopted, and for the negative-valued scale factor, the condition
B < Infimum
{
(−k1k3)
−k2
2k1(1+ν) , −
(
1
k1k3
) 1
k6
,<
[( −1
k1k3
) 1
k6
]}
, (178)
would be the case. Limpidly, both positive and negative sings are admissible for the scale factor, but, for simplicity,
let us consider the positive one. Therefore, (175) is removed automatically and (170) reduces to 0 < B <
(k1k3)
−1/k6 or equivalently 0 < k1k3Bk6 < 1 and consequently, 0 < ln
[
1 + k1k3B
k6
]
< 0.69. According to
B[B,α0 = 0;ϕ(B)] < 0 and B[ϕ, β0 = 0;B(ϕ)] < 0, one has
θ < 0 (179)
and
k1k3
k6
(ϕ
C
)θ
> 1, (180)
respectively. The conditions (51)-(52) also reduce to (179). From (172), (180), and Table (IV) it is argued that
this case of the solution is maintained only for decelerated or accelerated era, depending upon the amounts of k1
and k2 .
Here, the form of the potential in terms of the scale factor and also scalar field are a little inconvenient and
complicated such as F (R)-gravity:
V (B) =C2
(
c14B
−2k1(1+ν)
k2 +
k3
k1
) 1
(1+ν)
×
(
k16
k1k3
ln
[
1 + k1k3B
k6
]) 2θ
×
{
k18 +
Bk6
(1 + k1k3Bk6) ln [1 + k1k3Bk6 ](
k19 + k20
Bk6
(1 + k1k3Bk6) ln [1 + k1k3Bk6 ]
)}
, (181)
V (ϕ) =C2
c14( 1
k6
[ϕ
C
]θ
− 1
k1k3
)−2k1(1+ν)
k2k6
+
k3
k1
 1(1+ν)
×
(
k16
k1k3
ln
[
k1k3
k6
(ϕ
C
)θ]) 2θ
×
k18 +
(
1
k6
(
ϕ
C
)θ − 1k1k3)(
k1k3
k6
(
ϕ
C
)θ)
ln
[
k1k3
k6
(
ϕ
C
)θ]k19 + k20
(
1
k6
(
ϕ
C
)θ − 1k1k3)(
k1k3
k6
(
ϕ
C
)θ)
ln
[
k1k3
k6
(
ϕ
C
)θ]
 , (182)
where
k18 = 2(2m+ 1)f
2
0 , k19 =
2
θ
h0k1k3k6(2mg0 + 1),
k20 =
−ω0
2θ2
k21k
2
3. (183)
However, the explicit expressions for the potential in both versions are cumbersome and long, but it is worth to
note that because 0 < k1k3B
k6 < 1, therefore ln
[
1 + k1k3B
k6
]
and consequently ln
[
k1k3
k6
(
ϕ
C
)θ]
— because of
1 + k1k3B
k6 = k1k3k6
(
ϕ
C
)θ
— can be expressed via Taylor series:
ln [1 + x] =
∞∑
n=1
(−1)n+1
n
xn ; −1 < x ≤ 1. (184)
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It is also needless to run this series from one to infinity, because as mentioned earlier, the scalar field goes down,
so we can use a reasonable approximation (for example O(ϕ2θ)). Furthermore, we kept all constants without any
selections for their values, otherwise, it may be written in the more convenient form:
V (ϕ) 'V0ϕ2
(
ϕ
3
2 |θ| + ϕ
5
2 |θ|
)
= V0ϕ
7
2 |θ|
(
1 + ϕ|θ|
)
, (185)
in which we have taken ν = 1 and c14  k1/k3 , and V0 is a constant. For different amounts of |θ| , different
orders of the scalar potential are available.
The potential conditions do not present straightforward constraints for the parameters in (181) and (182), because
of the form of potential, only in data analysis it would be beneficial.
For the potential (185), the function Γ would be complicated when there is no selection for the amount of θ . But
it is not hard to specify the type of the potential for a given θ , for example θ = 2 acquires ‘Thawing’ type.
• Case 2:
In this case, we want to utilize the formula
hypergeometricF
(
1
2
, 1;
3
2
;−z2
)
= z−1 arctan(z), (186)
which holds for principal branches when |z| < 1, and by analytic continuation elsewhere [135, 136]. Hence by
demanding
k10 =
1
2
, k11 = 1, k12 =
3
2
, k17 = 0, (187)
and ∣∣∣√k1k3Bk6 ∣∣∣ < 1 =⇒ 0 < B < (k1k3)−1k6 , (188)
we arrive at
M(B) =
k16√
k1k3
arctan
[√
k1k3Bk6
]
, (189)
ϕ(B) = C
(
k16√
k1k3
arctan
[√
k1k3Bk6
]) 1θ
, (190)
and
B(ϕ) =
(
1
k1k3
tan2
[√
k1k3
k16
(ϕ
C
)θ]) 1k6
. (191)
In view of (188), there is an upper bound for the scale factor which is not so satisfying. Hence, without loss
of generality, let us take k3 to be too small, roughly near zero. Moreover, this ansa¨tz would be so helpful for
extracting a suitable form for the scalar potential. According to (191) and the domain of the tangent function, by
putting the condition ∣∣∣∣√k1k3k16
(ϕ
C
)θ∣∣∣∣ < pi2 , (192)
we do not have the singular points as the scale factor evolves. The conditions (51)-(52), B[ϕ, β0 = 0;B(ϕ)] < 0,
and B[B,α0 = 0;ϕ(B)] < 0 lead to the following conditions:
θ < 0,
ϕ
|ϕ|
C
|C| > 0, (193)

1: k16 > 0 ⇐⇒ 0 <
√
k1k3
k16
(
ϕ
C
)θ
< pi2 ,
2: k16 < 0 ⇐⇒ −pi2 <
√
k1k3
k16
(
ϕ
C
)θ
< 0,
(194)
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Therefore, (192) reduces to (194). Using (191) and (194) and comparing with Table (IV), it is realized that this
case of the solution is in accelerated or decelerated era, depending upon the values of k1 and k2 .
The form of the scalar potential in terms of the scale factor and scalar field become complicated:
V (B) =
(
c14B
−2k1(1+ν)
k2 +
k3
k1
) 1
(1+ν)
×
(
k16√
k1k3
arctan
[√
k1k3Bk6
]) 2θ
×
{
2(2m+ 1)f0C
2
+
C2k6h0(2mg0 + 1)
√
k1k3Bk6
θ (1 + k1k3Bk6) arctan
[√
k1k3Bk6
]
− C
2ω0k1k3k
2
6B
k6
8θ2 (1 + k1k3Bk6)
2
arctan2
[√
k1k3Bk6
]}, (195)
and
V (ϕ) =
 c14k1k3
tan2
[√
k1k3
k16
(
ϕ
C
)θ] + k3k1
 1(1+ν) (ϕ
C
)2
×
{
2(2m+ 1)f0C
2 +
C2k6k16h0(2mg0 + 1)
θ
√
k1k3
×
tan
[√
k1k3
k16
(
ϕ
C
)θ]
1 + tan2
[√
k1k3
k16
(
ϕ
C
)θ] (ϕC )−θ
− C
2ω0k
2
6k
2
16
8k1k3θ2
tan2
[√
k1k3
k16
(
ϕ
C
)θ](
1 + tan2
[√
k1k3
k16
(
ϕ
C
)θ])2 (ϕC )−2θ
}
, (196)
or put differently
V (ϕ) =
 c14k1k3
tan2
[√
k1k3
k16
(
ϕ
C
)θ] + k3k1
 1(1+ν) (ϕ
C
)2
×
{
2(2m+ 1)f0C
2
+
C2k6k16h0(2mg0 + 1)
2θ
√
k1k3
sin
[
2
√
k1k3
k16
(ϕ
C
)θ](ϕ
C
)−θ
− C
2ω0k
2
6k
2
16
32k1k3θ2
sin2
[
2
√
k1k3
k16
(ϕ
C
)θ](ϕ
C
)−2θ }
. (197)
Propitiously, under the assumption we are using (i.e. k3 ≪), this form of the potential is now simplified enor-
mously as:
V (ϕ) ' V0ch2
(ϕ
C
)2(
βc1
(ϕ
C
) −θ
1+ν
+ βc2
(ϕ
C
)( ν1+ν )θ)
, (198)
where
V0ch2 = 2(2m+ 1)f0C
2 +
C2k6h0(2mg0 + 1)
θ
− C
2ω0k
2
6
8θ2
,
βc1 = c14k14,
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βc2 =
k3c
−ν
1+ν
14 k
1
1+ν
14
k1k16(1 + ν)
. (199)
Note that we have not neglected the terms containing k3 , rather we have used it to approximate the ‘Sinus’ and
‘Tangent’ functions up to their first terms. Thanks to this reasonable assumption, in practice, the well-known
potentials which have the form as V = V0ϕ
2n , where n is a constant, may be extracted:
V (ϕ) ' V˜och2ϕ2n; where V˜och2 = Voch2βc1
C2n
, (200)
provided that we choose
θ = −2n, ν = 2
2n − 2 . (201)
Limpidly, here we cannot accept the range −0.2 < ν < 1.8, rather it must reduce to 0 < ν < 1.8 and hence it
consequently leads to n > 1.637. Consequently, we obtain Γ < 1 (‘Thawing’).
• Case 3:
In this case, we proceed with the formula
hypergeometricF
(
1
2
,
1
2
;
3
2
;−z2
)
= z−1 ln
(
z +
√
1 + z2
)
, (202)
which holds for principal branches when |z| < 1, and by analytic continuation elsewhere [135, 136]. In order to
follow it, we set
k10 = k11 =
1
2
, k12 =
3
2
, k17 = 0, (203)
and ∣∣∣√k1k3Bk6∣∣∣ < 1 =⇒ 0 < B < (k1k3)−1k6 . (204)
Therefore, the forms of M(B), ϕ(B), and B(ϕ) turn out to be
M(B) =
k16√
k1k3
ln
[√
k1k3Bk6 +
√
1 + k1k3Bk6
]
=
k16√
k1k3
arcsinh
[√
k1k3Bk6
]
, (205)
ϕ(B) =C
(
k16√
k1k3
ln
[√
k1k3Bk6 +
√
1 + k1k3Bk6
]) 1θ
=
(
k16√
k1k3
arcsinh
[√
k1k3Bk6
]) 1θ
, (206)
and
B(ϕ) =
(
1
k1k3
sinh2
[√
k1k3
k16
(ϕ
C
)θ]) 1k6
, (207)
respectively. Clearly, such as ‘Case 2’, we have no worry about the upper bound of the scale factor, for it may
be removed by setting the constants, for instance assuming k3 ≪ . The conditions (51)-(52) and B[B,α0 =
0;ϕ(B)] < 0 give
θ < 0, (208)
and the conditions 
1 : k16 > 0⇐⇒
√
k1k3
k16
(
ϕ
C
)θ
> 0,
2 : k16 < 0⇐⇒
√
k1k3
k16
(
ϕ
C
)θ
< 0,
3 : ϕ|ϕ|
C
|C| > 0,
(209)
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are emerged by B[ϕ, β0 = 0;B(ϕ)] < 0. Now, we return to the form of the scale factor. As is observed, the form
of the scale factor is interesting. For comparison this form of the scale factor with the scale factor of the standard
cosmological model, let us review the standard model of the expanding universe, filled with nonrelativistic matter
and using the Λ-term, dark energy, as the source of acceleration of cosmological expansion. The metric of the
standard model is that of the space-flat FRW universe as ds2 = dt2 − a2(t)[dx2 + dy2 + dz2] . The scale factor
a(t) is determined from the Friedmann equation, which may be written in the form:(
a˙(t)
a(t)
)2
= H20
[
Ωm
(
a(t0)
a(t)
)3
+ ΩΛ
]
, (210)
where H0 and a(t0) are the current amounts of the Hubble parameter and scale factor, and Ωm and ΩΛ are the
current values of the matter and cosmological constant densities, respectively. It has been demonstrated in ref.
[134] that a solution to (210) is
a(t) =
(
Ωm
ΩΛ
) 1
3
(
sinh
[
3
2
√
ΩΛH0t
]) 2
3
. (211)
It is an established common knowledge in gravity that this form of the scale factor is successful in explaining
the elaborations of important events such as phase crossing from quintessence to phantom, and shifting from
decelerated to accelerated expansion. Furthermore, the two limiting cases of this scale factor namely H0t  1
and H0t 1 which lead to a(t) = (9Ωm/4)1/3(H0t)2/3 and a(t) = (Ωm/4ΩΛ)1/3 exp
[√
ΩΛH0t
]
, respectively, are
also notable as the former one corresponds to the scale factor in the stage of matter domination and the later one
corresponds to the scale factor of a universe with a de Sitter expansion law. The interesting point here is that the
scale factor (207) to the power of (m+ 2)/3, (Note that aave. = B
(m+2)/3 ), recovers (211) by taking
θ = −1, m+ 2
k6
= 1, ϕ(t) =
ϕ0
t
,
k1k3 =
(
Ωm
ΩΛ
) 1
3
,
C
ϕ0k16
=
3
2
H0Ω
1
6
mΩ
1
3
Λ, (212)
where ϕ0 is a positive constant. It must be noted that these assumptions are compatible with the conditions
obtained by the conditions B[B,α0 = 0;ϕ(B)] < 0 and B[ϕ, β0 = 0;B(ϕ)] < 0.
This case such as the previous cases produces uncomfortable forms for the potential in terms of the scale factor
and also the scalar field:
V (B) =C2
(
c14B
−2k1(1+ν)
k2 +
k3
k1
) 1
(1+ν)
×
(
k16√
k1k3
arcsinh
[√
k1k3Bk6
]) 2θ
×
{
2(2m+ 1)f0
+
h0k6(2mg0 + 1)
√
k1k3Bk6
θ
√
1 + k1k3Bk6arcsinh
[√
k1k3Bk6
]
− ω0k
2
6k1k3B
k6
8θ2 (1 + k1k3Bk6) arcsinh
2
[√
k1k3Bk6
]} (213)
V (ϕ) =ϕ2
(
c14k1k3 sinh
−2
[√
k1k3
k16
(ϕ
C
)θ]
+
k3
k1
) 1
(1+ν)
×
{
2(2m+ 1)f0 +
h0k6k16(2mg0 + 1)
θ
√
k1k3
(ϕ
C
)−θ
× tanh
[√
k1k3
k16
(ϕ
C
)θ]
− ω0k
2
6k
2
16
8θ2k1k3
(ϕ
C
)−2θ
tanh2
[√
k1k3
k16
(ϕ
C
)θ]}
. (214)
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Taking c14 = 1/k
2
1 , (214) yields
V (ϕ) =ϕ2
(
k3
k1
) 1
(1+ν)
coth
2
(1+ν)
[√
k1k3
k16
(ϕ
C
)θ]
×
{
2(2m+ 1)f0 +
h0k6k16(2mg0 + 1)
θ
√
k1k3
(ϕ
C
)−θ
× tanh
[√
k1k3
k16
(ϕ
C
)θ]
− ω0k
2
6k
2
16
8θ2k1k3
(ϕ
C
)−2θ
tanh2
[√
k1k3
k16
(ϕ
C
)θ]}
. (215)
Such as ‘case 2’, since the physics of the problem implies that k3 to be very small — so that we have
(
√
k1k3/k16)(ϕ/C)
θ ≪ —, the form of the potential would be the case of interest as:
V (ϕ) = V0ch3ϕ
2+
2|θ|
(1+ν) , (216)
where
V0ch3 =
(
k16
k1C |θ|
) 2
(1+ν)
(
2f0(2m+ 1) +
h0k6(2mg0 + 1)
θ
− ω0k
2
6
8θ2
)
. (217)
Another limiting case namely (
√
k1k3/k16)(ϕ/C)
θ ≫ , where we have assumed that k1 ∼ 1/k3 (To cancel very
small value of k3 ) and (C
|θ|/k16) ≫ , leads to
V (ϕ) = ϕ2
(
αc31 + αc32ϕ
|θ| + αc33ϕ2|θ|
)
, (218)
where
αc31 = 2f0(2m+ 1)
(
k3
k1
) 1
(1+ν)
, (219)
αc32 =
h0k6k16k
(1−ν)
2(1+ν)
3 (2mg0 + 1)
θC |θ|k
(3+ν)
2(ν+1)
1
, (220)
αc33 =
−ω0k26k216
8θ2C2|θ|k
(2+ν)
(1+ν)
1 k
ν
(1+ν)
3
. (221)
This form of the potential may be written in a good closed form as
V (ϕ) = αc32ϕ
2
(√
αc31
αc32
+ ϕ|θ|
)2
, (222)
where we have set αc32 = 2
√
αc31αc32 . It is worth noting that unlike the first limiting case, here the parameter ν
does not have an effect on the power of the scalar field. This means that in the de Sitter universe, both generalized
and standard Chaplygin gases lead to the same potential up to a constant factor.
Let us carry another challenging discussion out: Suppose that in (222), the constant
√
αc31/αc32 is negligible in
comparison with ϕ|θ| in the throughout of the evolution range of the scalar field. Now, compare it with the first
limiting case: 
V (ϕ)1 ∼ ϕ2+
2|θ|
(1+ν) The first limiting case
(which corresponds to matter
dominated era);
V (ϕ)2 ∼ ϕ2+2|θ| The second limiting case
(which corresponds to de Sitter)
with a further assumption at
all times of interest:√
αc31/αc32 ≪ ϕ2|θ|
(223)
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From the unification vantage point, if the last two stages of the universe are described by a unique form of the
potential, then, ‘perhaps’, we may allow a time dependence for the parameter ν (which we hypothesized it is a
constant). Therefore, if it is an admissible postulate, then we can conclude that ν(t) drops with time (from an
initial constant value which is in −0.2 < ν < 1.8 or maybe in |ν| . 0.05, to zero). As mentioned earlier, ν is very
close to zero when describing the cosmological dark sector is demanded via the generalized Chaplygin gas [133],
hence, our finding coincides with this. Therefore, the generalized Chaplygin gas model (which was P = −σ2/ρν(t))
may be developed as P = −σ2/ρν(t)(t) (i.e. ν = const. −→ ν(t)).
For both limiting forms of the potential, we have Γ < 1 (i.e. ‘Thawing’ type).
• Case 4:
This case is the simplest one among the cases of interest. To utilize the relation
hypergeometricF (a, b; b; z) = (1− z)−a, (224)
which holds for principal branches when |z| < 1, and by analytic continuation elsewhere [135, 136], we make use
of the following assumptions
k11 = k12, k10 > 0, k17 = 0, (225)
and ∣∣∣∣−k5k4Bk6
∣∣∣∣ = ∣∣k2k3Bk6∣∣ < 1
=⇒ −
(
1
k2k3
) 1
k6
< B <
(
1
k2k3
) 1
k6
. (226)
Note that the second condition k10 > 0 was set earlier (See the first line after eq. (167)). For simplicity, let us
restrict ourselves to the positive values of the scale factor. Here, like three cases studied, k3 must be very small.
Carrying the simple calculations out, one has
M(B) = k16
(
1 + k1k3B
k6
)−k10
, (227)
ϕ(B) = C
[
k16
(
1 + k1k3B
k6
)−k10] 1θ
, (228)
and
B(ϕ) =
(
1
k1k3
[(
1
k16
[ϕ
C
]θ) −1k10 − 1])
1
k6
. (229)
Unlike the other cases, here, the condition B[ϕ, β0 = 0;B(ϕ)] < 0 implies that the parameter θ must be positive:
−k1k3k6k10Bk6
θ (1 + k1k3Bk6)
< 0 =⇒ θ > 0, (230)
and the conditions (51)-(52) and B[B,α0 = 0;ϕ(B)] < 0 yield
ϕ
|ϕ|
C
|C| > 0, (231)
and
1
k16
(ϕ
C
)θ
< 1. (232)
The condition (232) is not an intense upper bound because we have three degrees of freedom that can help us
stretch the wide of bound for the scalar field.
The forms of the potential in terms of the scale factor and scalar field become:
V (B) =
(
c14B
−2k1(1+ν)
k2 +
k3
k1
) 1
(1+ν)
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×
[
k16
(
1 + k1k3B
k6
)−k10] 2θ {
2(2m+ 1)f0C
2
− 2(2mg0 + 1)h0C
2k1k3k6k10B
k6
θ (1 + k1k3Bk6)
− ω0
2
(
Ck1k3k6k10B
k6
θ (1 + k1k3Bk6)
)2}
, (233)
V (ϕ) = ϕ2
×
c14k1k3([ 1
k16
(ϕ
C
)θ] −1k10 − 1)−1 + k3
k1
 1(1+ν)
×
{
2(2m+ 1)f0
− 2
θ
(2mg0 + 1)h0k6k10
(
1−
[
1
k16
(ϕ
C
)θ] 1k10)
− ω0k
2
6k
2
10
2θ2
(
1−
[
1
k16
(ϕ
C
)θ] 1k10)2}
. (234)
A reasonable condition compatible with (231) and (232) is that we set the parameters in such a manner that
k
−1/k10
16 (ϕ/C)
θ/k10  1. This correct assumption leads to the form of interest for the potential:
V (ϕ) = V0ch4ϕ
2+ θ
k10(1+ν) , (235)
where
V0ch4 =
(
k3
Ck10kk1016 k1
) 1
(1+ν) {
2(2m+ 1)f0 − 2
θ
(2mg0 + 1)h0k6k10 − ω0k
2
6k
2
10
2θ2
}
. (236)
Because θk10(1+ν) > 0, therefore, this case of solution renders the higher orders than 2, and thus Γ < 1 (‘Thawing’
type).
• Comparison of the cosmological constant and the modified, generalized, and standard Chaplygin
gases
According to Planck data, the equation of state of dark energy is constrained to w0 = −1.006 ± 0.045, by
combining Planck data with other astrophysical data, including Type Ia supernovae. If w differs from −1, it is
likely to change with time. However, a possible way of describing this, is to consider the case of a Taylor expansion
of w at first order in the scale factor, parameterized by w = w0 + (1− a)wa . But, let us go another way on:
For the cosmological constant case, P = −ρ , we have w = −1 which is constant, and hence, if we accept that
this model is true, then we must justify the little difference −0.006 ± 0.045 by the Taylor expansion. But, in
the ‘modified’, ‘generalized’, and ‘standard’ Chaplygin gases, it is needless to use Taylor expansion because this
difference is completely justifiable. The EoS parameter for the ‘modified Chaplygin gas’ is
w = σ1 − σ2
(
σ2
1 + σ1
+
b0
B(1+σ1)(1+ν)(m+2)
)−1
. (237)
Setting the constant of integration b0 to be very small, it may be written as
w = −1 + b0(1 + σ1)
B(1+σ1)(1+ν)(m+2)
. (238)
or equivalently
w = −1± |b0| (1 + σ1)
B(1+σ1)(1+ν)(m+2)
, (239)
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where b0 has been replaced by ±|b0| , since the sign of b0 is undetermined. Here, such as observation data, Table
(III), we cannot say anything about σ2 , as it does not appear in ω . Limpidly, w is close to minus one because b0
and additionally σ1 were taken very small. As is observed, the little fluctuations around w0 = −1 are predicted au-
tomatically and because at the present time we have B
(m+2)
0 = 1, thus, ±|b0|(1+σ1) = −0.006±0.045 is acquired.
Clearly, the generalized Chaplygin gas which is obtained by putting σ1 = 0, gives ±|b0| = −0.006±0.045. Thanks
to the constant of integration, b0 , it may be argued that there is no difference among the modified, generalized,
and standard Chaplygin gases when one deals with ω and consequently the deceleration parameter q because of
the relation 3ω = 2q − 1. Therefore, the type of Chaplygin gas has no effect on important events, namely ‘phase
of the universe (Phantom/Quintessence)’ and ‘status of the expansion of the universe (Accelerated/Decelerated)’.
5.2. The case f(ϕ) = f0 = constant.
For a constant coupling function, f(ϕ) = f0 = const. , in view of Noether symmetry approach which fixes
f(ϕ) = f0, h(ϕ) = h0, ω(ϕ) = ω0, (240)
where, without loss of generality, we have put k2 = 1 (See (263)), the basic equation, (44), would be:
λ′1
(
M,BB
M
+
M,B
M
H2,B
H2
)
+ λ′2
1
B
M,B
M
+ λ′3
1
B
H2,B
H2
= 0, (241)
where
λ′1 =
2(2mg0 + 1)
(m+ 2)ω0
, λ′2 =
−2g0(2m+ 1)
ω0
,
λ′3 =
2(2m+ 1)
(2mg0 + 1)
f0
h20
. (242)
Only the constant factors are different from that of the previous case studied (f(ϕ) = f0ϕ
2 ), with (const.)′
replacing (const.).
The auxiliary equation, namely (45), to (241) turns out to be
M =
(
M0h
2
0
C20
)
exp
[
ω0(m+ 2)
2h0(2mg0 + 1)
(ϕ− φ0)
]
, (243)
where φ0 is an integration constant. It yields
ϕ = ϕ0 ln[θ1M ] + φ0, (244)
in which
ϕ0 =
2h0(2mg0 + 1)
ω0(m+ 2)
, θ1 =
C20
M0h20
. (245)
As is observed, the auxiliary equations are different between two cases (i.e. f = f0ϕ
2 and f = f0 ). Anyway, since
the rest of the calculations can easily be performed in a similar way, so it does not seem worth trying again.
6 A General Prescription for F (R) and F (T ) Gravities
In this section, we would like to present a general prescription to make a case-study of the reconstruction of
F (R) and F (T ) gravities and the relevant analysis. On combining the basics structure and rules from ref. [73]
and some enhancements from the current paper, fourteen steps should respectively be considered:
1. Find the forms of unknown functions, excluding the scalar potential, via a standard way, for example, the
‘Noether symmetry approach’. Note that if you want to find a general basic equation, such as this paper,
then only the functions which do not depend explicitly upon the scalar field and its derivatives, must be
identified.
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2. Using Hamiltonian constraint equation, write down the form of the potential in terms of scalar field and its
derivatives and the Hubble parameter.
3. Rewrite the form of the potential obtained in ‘Step 2’ by considering all the functions as functions of the
scale factor a instead of time t .
4. Differentiate the form of the potential obtained in ‘Step 2’ with respect to the scalar field ϕ and specify the
form of V ′ .
5. Simplify the Klein-Gordon equation by inserting V ′ achieved in ‘Step 4’.
6. Perform a transformation, χ = χ(ϕ,ϕ,a), in such a way that the equation created in ‘Stage 5’ to be an
equation in terms of χ,a , χ , a , H (the Hubble parameter), and H,a . It is worth mentioning that this
transformation is completely model-dependent. Finding a suitable transformation leading to an analytical
solution is really impossible in some cases. Anyway, I suggest that it is better first try with a transformation
like χ = Y1(ϕ,a)/Y2(ϕ) where Y2 and Y1 are the unknown functions in terms of the scalar field and its
derivative with respect to the scale factor, respectively.
7. Make a connection between χ and a new function, F , by the relation χ = CF,a/F and rewrite the modified
equation gained in ‘Step 6’. Now, a basic equation is attained. Note that the form of H,a/H in terms of the
scale factor must be specified by the models, for example, Chaplygin gas.
8. Establish an auxiliary equation between the new function F and the scalar field ϕ using two definitions of
χ .
9. Find the form of the new function F = F(a) by solving the equation obtained in ‘Step 7’.
10. By having recourse to ‘Step 8’ and ‘Step 9’, specify the relation between the scalar field ϕ and scale factor
a , viz., ϕ˜ = ϕ(a) and a˜ = a(ϕ).
11. Obtain the form of the potential in terms of the scale factor, V˜ = V (a), using ‘Step 3’ and ‘Step 10’.
12. Utilizing a˜ = a(ϕ), convert V˜ = V (a) to V = V (ϕ).
13. Identify the domains of parameters and constants through the “B-Function Method”, and note that the
common domains of parameters must be taken into account.
14. By the use of the results obtained in ‘Stage 13’ and the function Γ = V V ′′/(V ′)2 or equivalently Γ =
B[ϕ, 0;V ′(ϕ)]/B[ϕ, 0;V (ϕ)] , specify that when does the potential V (ϕ) have ‘Tracker’ (Γ > 1), ‘Scaling’
(Γ = 1), and ‘Thawing’ (Γ < 1) solutions.
Of course, this prescription is suggested for the well-known actions of F (R) and F (T ) gravities, but implicitly
contains others as well.
7 Conclusion
In this paper, the reconstruction procedure extended in ref. [73] was utilized for the reconstruction of the
potential of a generalized model of F (T ) gravity in the homogeneous backgrounds (FRW and LRS Bianchi I). A
detailed investigation was performed for three well-known cases: i: Barotropic Fluid; ii: Cosmological Constant;
iii: Modified Chaplygin Gas. Our manners in dealing with the special functions emerged from these cases, were
so different from other papers and led to the desired results especially the forms of interest for the potentials.
Pursuant to the astrophysical data, the true range of m , (A = Bm ), was found that is very close to 1, hence,
unlike several papers, beyond the range (12) is admittedly forbidden.
According to the correspondence principle and observational data, some corrections were added to the ‘Modified
Chaplygin Gas’ model. Furthermore, due to the unification theory, it was indicated that the constant parameter
in the generalized Chaplygin gas model, namely ν in P = −σ2/ρν , might not be absolutely constant, but could
be slowly varying with time t . More precisely, it is a time-dependent variable falling so slowly from an initial
constant value within 0.2 ≤ ν ≤ 1.8 to zero. However, it is better that we take the aforementioned initial domain
of ν as |ν| . 0.05 when we focus only on the dark sector. It was demonstrated that unlike the ‘Cosmological
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Constant’ model in which the EoS parameter is exactly minus one, hence, the Taylor expansion series is demanded
to elucidate its departures from minus one, in the ‘standard’, ‘generalized’, and ‘modified’ Chaplygin gases a little
fluctuations of the amount of the equation of state of dark energy around minus one, are completely justifiable
without doing any further thing. Also, it was indicated that there is no difference among the modified, generalized,
and standard Chaplygin gases when one has the EoS parameter (and consequently, deceleration parameter) as a
subject matter.
The analysis of obtained results was carried by the B-function method out. With this approach, we found out
that all the constant parameters are tightly coupled, hence one does not allow to select the arbitrary amounts
of the constants in the data analysis in order to justify some of the important events such as phase crossing,
late-time-accelerated expansion, and etcetera. Physical domains of constant parameters were also achieved by
other ways, namely using the known scale factors of different epochs of the universe, that confirmed with those
which obtained using the B-function method.
Finally, in order to study the gravitational actions via the reconstruction method, a general description pursuant
to ref. [73] and the current paper, including fourteen steps, was recommended.
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8 Supplement 1: Noether Symmetry Approach
The choice of the unknown functions, somewhat arbitrary, such as coupling functions f(ϕ), U(ϕ,ϕ,µϕ
µ), ω(ϕ)
and the potential V (ϕ) in (23) has given rise to the objection of fine tuning, the very problem whose solutions
have been set out through inflationary theories. Therefore, it is favorable to have a path to extract unknown
functions especially the potential or at least some criteria for admissible potentials. One such approach is based on
the Noether symmetry approach and it was applied by many authors (for example, see Refs. [81–121]). Noether
symmetry approach which is one of the most beautiful fruits of the calculus of variations, permits one to find out
conserved quantities from the presence of variational symmetries [78]. However, some hidden conserved currents
may not be obtained by the Noether symmetry approach [79, 80]. It is worth mentioning that beside the Noether
symmetry approach, another approach, the Beyond Noether Symmetry approach (B.N.S. approach), has recently
been suggested [81]. The B.N.S. method has two important properties: first, carrying more conserved currents
than the Noether symmetry approach is feasible with it; second, if Noether symmetry approach fails to achieve
the purpose, it is most probable that via B.N.S. one may find a suitable physical solutions. Nonetheless, the first
option in considering cosmological models should be Noether symmetry approach.
In this supplement, we study the Noether symmetry approach for the action (23). This paper is sufficiently
long, hence we ignore to provide a short review of this method. We may refer the readers to study several papers
of this subject, for example I recommend the papers of Prof. S. Capozziello on this subject.
The configuration space of the point-like Lagrangian (26) is Q = {B,ϕ, T} whose tangent space is TQ =
{B,ϕ, T, B˙, ϕ˙, T˙} . The existence of the Noether symmetry implies the existence of a vector field X ,
X = γ
∂
∂B
+ α
∂
∂ϕ
+ η
∂
∂T
+ γ,t
∂
∂B˙
+ α,t
∂
∂ϕ˙
+ η,t
∂
∂T˙
, (246)
where
γ = γ(B,ϕ, T ) −→ γ,t = B˙ ∂γ
∂B
+ ϕ˙
∂γ
∂ϕ
+ T˙
∂γ
∂T
,
α = α(B,ϕ, T ) −→ α,t = B˙ ∂α
∂B
+ ϕ˙
∂α
∂ϕ
+ T˙
∂α
∂T
,
η = η(B,ϕ, T ) −→ η,t = B˙ ∂η
∂B
+ ϕ˙
∂η
∂ϕ
+ T˙
∂η
∂T
,
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such that
LXL = 0
→ γ ∂L
∂B
+ α
∂L
∂ϕ
+ η
∂L
∂T
+ γ,t
∂L
∂B˙
+ α,t
∂L
∂ϕ˙
+ η,t
∂L
∂T˙
= 0.
This condition yields the following system of linear partial differential equations(
∂α
∂T
)
= 0, (247)
(2m+ 1)
(
∂α
∂B
)
= 0, (248)
(2m+ 1)
(
∂α
∂T
)
= 0, (249)
(2m+ 1)
(
∂γ
∂T
)
= 0, (250)
(2m+ 1)
(
∂γ
∂ϕ
)
= 0, (251)
(Tgτ − g)
(
∂α
∂T
)
= 0, (252)
(Tgτ − g)
(
∂α
∂B
)
= 0, (253)
(m+ 2)γV − αBV ′ = 0, (254)
4(2m+ 1)f
(
∂γ
∂ϕ
)
− ωB2
(
∂α
∂B
)
= 0, (255)
(m+ 2)γω + αBω′ + 2ωB
(
∂α
∂ϕ
)
= 0, (256)
(2m+ 1)
[
mγf + αBf ′ + 2Bf
(
∂γ
∂B
)]
= 0, (257)
(2m+ 1)
[
mγhgτ + αBh′gτ + ηhBgττ
+ hBgτ
(
∂α
∂ϕ
)
+ 2hBgτ
(
∂γ
∂B
)]
= 0, (258)
(m+ 2) (γhTgτ − γhg)
+ (Tgτ − g)
(
αBh′ + hB
(
∂α
∂ϕ
))
+ ηhTBgττ = 0. (259)
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Utilizing the separation of variables, this system of linear partial differential equations may easily be solved. One
may then obtain
η = 0, α = k1ϕ+ k2, γ =
−2k1B
m+ 2
,
ω(ϕ) = ω0, g(T ) = g0
√
−2(2m+ 1)T ,
f(ϕ) = f0 (k1ϕ+ k2)
2
, h(ϕ) = h0 (k1ϕ+ k2) ,
V (ϕ) =
V0
(k1ϕ+ k2)
2 . (260)
in which f0 , ω0 , V0 , h0 , g0 , k1 and k2 are constants of integration. Therefore, two well-known sets are achieved
as follow:
• Case 1:
This case is achieved by taking k2 = 0:
η = 0, α = k1ϕ, γ =
−2k1B
m+ 2
,
ω(ϕ) = ω0, g(T ) = g0
√
−2(2m+ 1)T ,
f(ϕ) = f0 (k1ϕ)
2
, h(ϕ) = h0 (k1ϕ) ,
V (ϕ) =
V0
(k1ϕ)
2 . (261)
So, the corresponding conserved current is
I1 =
−k1Bm
m+ 2
[
− 2m|1 + 2m|g0h0BB˙ϕϕ˙
+ 8(2m+ 1)f0ϕ
2B˙2 + (m+ 2)B2ϕV ′
+ (m+ 2)ω0B
2ϕ˙2 − 2(m+ 2)B2V
]
. (262)
• Case 2:
This case is earned by putting k1 = 0:
η = 0, α = k2, γ = 0,
ω(ϕ) = ω0, g(T ) = g0
√
−2(2m+ 1)T , (263)
f(ϕ) = f0k
2
2, h(ϕ) = h0k2,
V (ϕ) =
V0
k22
. (264)
Therefore, its conserved current reads
I2 = −k2Bm+2V ′. (265)
It is seen that the Noether symmetry fixes the unknown functions. Limpidly, in both cases, g(T ) has the same
form. Since in this work we want to reconstruct the model, not more, hence we ignore to proceed (We do not
go further, as it leads to the exact solution). The desirable thing is that the unknown functions excluding the
potential, which are inserted into basic equation (44), may be given via a standard approach (such as Noether
symmetry approach).
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