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Abstract— In this paper, we propose a novel hybrid multiple-
input multiple-output (MIMO) detector that combines the best
featuresof spheredecoder(SD)andMarkovChainMonte-Carlo
(MCMC)detectorand avoidstheirlimitations. Conventional SD
and MCMC detectors individually have certain strengths and
limitations. Conventional SD achieves good performance at all
SNRs, but suffers from high complexity at low SNRs of practi-
cal interest, making SD less attractive for practice. The MCMC
detector, on other hand, has the beneﬁt of low-complexity as
well as good performance at low SNRs, but suffers from per-
formance degradation at high SNRs (known as the stalling prob-
lem). In the proposed hybrid approach, we avoid the stalling
problem at high SNRs by enhancing the reliability of the initial
estimate of the transmitted vector in the MCMC algorithm. We
obtain the initial vector using a ﬁxed small-radius search based
sphere decoder (FSRS-SD), which yields very good initial esti-
matesat highSNRsat low complexities. At lowSNRs, restriction
of the search radius limits the SD complexity, and good perfor-
mance is still achieved due to MCMC iterations. Also, with the
aid of FSRS-SD initialization, the MCMC detector starts from
a good initial vector, which reduces the number of Gibbs sam-
ples needed in MCMC iterations (which reduces the complexity
of MCMC as well). Our simulation results show that the pro-
posed detector achieves good BER performance as well as low-
complexity over a wide range of SNRs of practical interest.
Keywords – MIMO detection, sphere decoding, Markov-Chain Monte-
Carlo technique, Gibbs sampling.
I. INTRODUCTION
Wireless communication systems using multiple antennas at
both transmitter and receiver sides, known as multiple-input
multiple-output(MIMO)systems,havebecomepopularinre-
cent years [1], [2]. It is known that the capacity of MIMO
channels grows linearly with the minimum of the number
of antennas at the transmitter and receiver sides [3]. MIMO
techniquesofferthebeneﬁtsoftransmitdiversity(usingspace-
time coding [4]) and high data rates (using spatial multiplex-
ing [5]). Current wireless standards including WiFi (IEEE
802.11n) and WiMax (IEEE 802.16) have adopted MIMO
technology, employing space-time block coding and spatial
multiplexing with up to 4 transmit and 4 receive antennas.
A key component in a MIMO system is the MIMO detec-
tor at the receiver, which, in practice, is often the bottleneck
for the overall performance and complexity. Consequently,
low-complexity MIMO detection has become an important
area of research. The complexity of maximum-likelihood
(ML) detection is known to be exponential in number of an-
tennas. Linear detectors
`
e.g., zero-forcing, minimum mean
square error detectors [2]
´
and non-lineardetectors
`
e.g., ZF-
SIC detector, popularly known as the V-BLAST detector [6]
´
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achieve polynomial complexity, but they do not achieve ML
or near-ML performance. Sphere decoding (SD) and several
of its variants [7]-[11] are known to achieve ML/near-ML
performance,but theircomplexitiesare high. Particularly,the
widely cited polynomialcomplexityof SD is valid only when
SNR is high; when SNR is low, the complexity is predicted
as exponential.
More recent approaches to low-complexity MIMO detection
involveapplicationoftechniquesfrombeliefpropagation[12],
MarkovChainMonte-Carlo(MCMC)methods[13],[14]neu-
ral networks [15], etc. Particularly, MCMC methods, which
are statistical methods based on Markov chain simulation,
have been increasingly applied to solve detection/estimation
problems in communication systems [13],[14]. In MCMC
methods, statistical inferences are developed by simulating
the underlying processes through Markov chains. By doing
so, the exponential complexity of multi-dimensional systems
canbereducedtoa linearorat most apolynomialcomplexity.
In this paper, we consider MIMO detection based on MCMC
methods. MCMC based MIMO detection is known to per-
formwellat lowSNRs atlowcomplexities,butitsuffersfrom
performance degradation at high SNRs, which is known in
the literature as the stalling problem [13]. Here, we proposea
hybriddetectionapproachwhicheliminatesthisstallingprob-
lem. We achievethis by enhancingthe reliability of the initial
estimate of the transmitted vector in the MCMC algorithm.
We obtain the initial vector for the MCMC algorithm using a
ﬁxed small-radius search based sphere decoder (FSRS-SD),
which yields very good initial estimates at high SNRs at low
complexities. We refer to the proposed detector as FCRS-
SD-MCMC detector. At low SNRs, restriction of the search
radius limits the SD complexity, and good performance is
still achieved due to MCMC iterations. Also, with the aid
of FSRS-SD initialization, the MCMC detector starts from a
good initial vector, which reduces the number of Gibbs sam-
plesneededinMCMCiterations(whichreducesthecomplex-
ity of MCMC as well).
The rest of the paper is organized as follows. In Section II,
we present the system model. In Section III, we present the
MCMC algorithm and performance results that highlight the
stalling problem. In Section IV, we present the proposed hy-
brid detector and its performance results. Conclusions are
presented in Section V.
II. SYSTEM MODEL
Consider a V-BLAST MIMO system with Nt transmit anten-
nas and Nr receive antennas, Nt ≤ Nr. Let d ∈ CNt be
the symbol vector transmitted, and H ∈ CNr×Nt denote the
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channel gain from the jth transmit antenna to the ith receive
antenna. Assuming rich scattering, we model the entries of
H as i.i.d CN(0,1). Let y ∈ CNr and n ∈ CNr denote
the received signal vector and the noise vector, respectively,
at the receiver, where the entries of n are modeled as i.i.d
CN(0,σ2). The received signal vector can then be written as
y = Hd + n. (1)
Given the observed vector y and knowledge of the channel
matrix H at the receiver, we need to obtain an estimate of the
transmitted symbol vector d. The ML solution vector, dML,
is given by
dML =
arg min
d ∈ S
 y − Hd 
2, (2)
whose complexity is exponential in Nt.
III. MCMC ALGORITHM FOR MIMO DETECTION
In this section, we apply MCMC methods to MIMO detec-
tion and obtain Bayesian estimates of the transmitted sym-
bols. These methods attempt to simulate direct draws from
some probability distribution of interest, where one uses the
previous sample values to randomlygenerate the next sample
value by generating a Markov chain. One particular MCMC
method, namely the Gibbs sampler, is widely applicable to a
broad class of Bayesian problems.
Figure 1 illustrates a receiver, which iterates between a soft-
input soft-output detector and a channel decoder. A set of
soft-output sequences for the data symbols d1,d2,    ,dNt
is generated by the detector, based on the observed input se-
quence and the a priori (soft) information from the channel
decoder available from the previous iteration. The a priori
information is subtracted from the detector output. The sub-
tractedvalue,whichisnew(extrinsic)informationtothechan-
nel decoder, is fed to the decoder. The decoder processes the
informationfurtherand generatesthe a posteriorioutputfrom
which the soft-input information is subtracted to generate the
extrinsicinformation,whichbecomesthea prioriinformation
to the detector in the next iteration.
Let λ1(dk) denote the soft output of the detector correspond-
ing to the transmitted data symbol dk, and λ2(dk) denote
the a posteriori output of the channel decoder for the sym-
bol dk. Let λe
1(dk) and λe
2(dk) denote the corresponding ex-
trinsic information for λ1(dk) and λ2(dk), respectively. De-
ﬁne the vectorλ
e
2 = [λe
2(d1) λe
2(d2)     λe
2(dNt)]. When the
data symbols are binary, taking values of +1 or −1, the log-
likelihood ratio (LLR) at the detector output, given y and λ
e
2,
is given by
λ1(dk) = ln

P (dk = +1 | y,λ
e
2)
P (dk = −1 | y,λ
e
2)

. (3)
Similarly, given λ
e
1, the LLR at the decoder output is
λ2(dk) = ln

P(dk = +1 | λ
e
1)
P(dk = −1 | λ
e
1)

. (4)
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Fig. 1. Iterative receiver structure.
We need to ﬁnd the values of λe
1(dk) in a computationally
efﬁcient manner. Consider the numerator on the RHS of (3):
P (dk = +1 | y,λ
e
2) =
X
d−k
P (dk = +1,d−k | y,λ
e
2)
=
X
d−k
P (dk = +1 | d−k,y,λ
e
2) P (dk | y,λ
e
2), (5)
wherewehaveusedd−k todenote[d1    dk−1dk+1    dNt]T,
i.e., the data vector excluding the kth data symbol, and chain
rule is applied to get the second identity. We can see that
as Nt grows, summation over all possible values of d−k will
become difﬁcult since the number of combinations that d−k
takes grow exponentially. Thus, for large Nt, the calculation
in(5)becomesprohibitivelycomplex. MCMC methodcanbe
used to compute (5) approximately with lesser complexity.
A. MCMC Simulation for Complexity Reduction
In the MCMC method, samples of d from the distribution
P(d | y,λ
e
2) are generated by deﬁning a Markov chain in
which each state correspondsto one selection of d. The num-
berofstatesintheMarkovchaingrowsexponentiallywiththe
size of d. Gibbs sampling algorithm [16],[17],[13], which is
listed below, is used to control the complexity:
1) Initialize d
(−Nb) (e.g., randomly); Nb : burn-in period
2) for n = −Nb + 1 to Ns; Ns: total number of samples
draw sample d
(n)
1 from P(d1 | d
(n−1)
2 ,    ,d
(n−1)
Nt ,y,λ
e
2)
draw d
(n)
2 from P(d2 | d
(n)
1 ,d
(n−1)
3 ,    ,d
(n−1)
Nt ,y,λ
e
2)
. . .
draw d
(n)
Nt from P(dNt | d
(n)
1 ,    ,d
(n)
Nt−1,y,λ
e
2).
The ﬁrst Nb iterations (called the burn-in period) are meant
for the Markov chain to reach its stationary distribution. The
calculation of P(dk | d
(n)
1 ,    ,d
(n)
k−1,d
(n)
k+1,    ,d
(n)
Nt ,y,λ
e
2)
to enable the draw of the sample d
(n)
k for the MIMO system
model is presented in [13]. The samples of the last Ns itera-
tions, i.e., d
(n) = [d
(n)
1 d
(n)
2     d
(n)
Nt ], for n = 1,2,    ,Ns are
used for the LLR calculations.
Using the d(n),n = 1,    ,Ns obtainedfromthe Gibbs sam-
plerintheabove,threewaysofefﬁcientlycalculatingP(dk =
+1 | y,λ
e
2) have been proposed in [13]. These methods are
i) statistical inference (SI) algorithm, ii) Markov Chain Rao-
Blackwellization (MCRB) algorithm, and iii) MCRB with
uniform sampling (MCRB-U) algorithm.
SI algorithm: In this method,P(dk = +1 | y,λ
e
2) is obtained
by collecting samples of d
(n) (i.e., the samples of the last Ns
iterations through a Gibbs sampler), and then evaluating the
statistical average as
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e
2) ≃
1
Ns
Ns X
n=1
δ
 
d
(n)
k = +1

. (6)
where δ(.) is an indicator function that takes value of 1 if its
argument is true and value of 0 otherwise. To implement SI
algorithm,we shouldimplementaGibbs sampler,allowsufﬁ-
cient time forthe Markovchain to converge,collect sufﬁcient
samples of d
(n), compute P(dk = +1 | y,λ
e
2) as per (6), and
ﬁnally calculate λ1(dk) = ln
“
P(dk=+1|y,λe
2)
1−P(dk=+1|y,λe
2)
”
.
MCRB algorithm: Here, an estimate of P(dk = +1 | y,λ
e
2)
is obtained by evaluating the empirical average
P (dk = +1 | y,λ
e
2) ≃
1
Ns
Ns X
n=1
P
`
dk = +1 | y,d
(n)
−k,λ
e
2
´
. (7)
MCRB algorithm is implemented similar to the SI algorithm,
with a difference that (7) is used instead of (6).
MCRB-U algorithm: Here, an estimate of P(dk = +1 |
y,λ
e
2) is obtained from
P(dk = +1 | y,λ
e
2) ≃
PNs
n=1 P(dk = +1 | y,d−k,λ
e
2)P(d
(n)
−k | y,λ
e
2)
PNs
n=1 P(d
(n)
−k | y,λe
2)
,(8)
where the samples d
(n)
−k are chosen from a uniform distribu-
tion. The computation of P(d
(n)
−k | y,λ
e
2) is given in [13].
B. Illustration of Stalling Problem in MCMC at High SNRs
Inthissubsection,throughsimulations,weillustratethe stalling
problem encountered at high SNRs in the MCMC approach.
We evaluatedtheuncodedandcodedBER performanceofthe
MCMC algorithm in detecting MIMO signals for V-BLAST
with Nt = Nr through simulations. 4-QAM symbols are
used in all the simulations (although higher-orderQAM con-
stellations can also be used [13]). Among the SI, MCRB,
and MCRB-U algorithms presented in the above, MCRB has
been shown to perform the best. So, in all our simulations
in this paper, we have adopted the MCRB algorithm. For the
coded system simulations in this illustration, we have used a
rate−1/2 convolutional code with a frame length of 400 bits.
Figure 2 shows the uncoded and coded BER performance of
4 × 4, 8 × 8 and 16 × 16 V-BLAST systems using 4 itera-
tions between MCMC detection and channel decoding. It can
be seen that at low-to-moderate SNRs, the BER performance
achievedis quite good. However, at high SNRs, the BER per-
formancedegrades. Thereasonforthis problemathighSNRs
in MCMC detection (referredto as the stalling problem in the
literature), is mainly because at high SNRs, it may be pos-
sible that transition from some states in the Markov chain to
other states can only occur with a very low probability (i.e.,
the Markov chain may remain at the same state for a very
long time). This is a consequence of the use of Gibbs sam-
pler, which uses limited numberof realizations in the MCMC
simulator. A closer examination of this stalling problem is
presented in [13]. Here, we propose a simple approach to
avoid this stalling problem at high SNRs while retaining the
good performanceof MCMC at low SNRs. The proposedap-
proach is to provide the Gibbs sampler with a better initial
vector rather than a random vector (in Step 1 of the Gibbs
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Fig. 2. Uncoded and coded BER performance of V-BLAST with Nt =
Nr = 4,8,16 using conventional MCMC detection. 4-QAM, rate-1/2 con-
volutional code, frame length = 400 bits, MCRB algorithm, Nb = 40, num-
ber of iterations between MCMC detector and channel decoder = 4.
sampler algorithm in Sec. III-A). Speciﬁcally, we initialize
the Gibbs sampler using the output from a modiﬁed sphere
decoderwhich achievesgoodperformanceat high SNRs with
very low complexities.
IV. PROPOSED HYBRID FSRS-SD-MCMC ALGORITHM
In this section, we propose a hybrid MIMO detector which
combinesthefeaturesofspheredecoderandMCMC detector.
We employ a low-complexitysphere decoder, which we refer
to as ﬁxed small-radius search sphere decoder(FSRS-SD), to
generate a good initial vector for the MCMC detection. We
refer to this proposed hybrid detector as ‘FSRS-SD-MCMC
Detector.’
In the FSRS-SD algorithm, we restrict the search radius to a
ﬁxed, small value. The idea behind using FSRS-SD instead
of a conventional SD is that, by restricting the search radius
of the sphere to a ﬁxed small value, we are able to reduce
the complexity of the search signiﬁcantly. We have used the
SD algorithm presented in [10] by ﬁxing the search radius,
i.e., if no vector is found inside the sphere of initial radius,
then the algorithm terminates by declaring a random vector
as the output vector, and if one or more vectors are found
inside the sphere then the vector closest to the received vec-
tor is declared as the output vector. The output vector we
get from the FSRS-SD algorithm is then used to initialize the
MCMC detector. Figure 3 shows the FSRS-SD-MCMC de-
tector structure. At low SNRs, there is less chance of ﬁnd-
ing a vector inside the sphere of small radius, which results
in random initialization of the MCMC detector, giving pure
MCMC performance. At high SNRs, on the other hand, we
are more likely to ﬁnd a vector inside the sphere (most likely
the ML-vector at high SNRs), and hence the vector fed to the
MCMC detector alleviates the poor performance of MCMC
at highSNRs. The stalling problemcan thus be eliminated by
this approach. Thus, the proposed FSRS-SD-MCMC detec-
tor achieves superior bit error rate (BER) performance for a
wide range of SNRs. Restriction of search radius reduces the
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Fig. 3. Proposed FSRS-SD-MCMC detector structure.
complexity at low SNRs, without compromising in the BER
performance possible due to MCMC iterations.
A. BER Performance of the FSRS-SD-MCMC detector
Inthissubsection,wepresentthesimulatedBERperformance
of the proposed hybrid FSRS-SD-MCMC detector and com-
pare it with the performance of the MCMC detector and the
FSRS-SD detector (without MCMC). We assume i.i.d ﬂat
Rayleigh fading and perfect channel knowledge at the re-
ceiver. IntheMCMCandFSRS-SD-MCMCdetectors,MCRB
algorithm is used to calculate the LLRs with a burn-in period
of 25. In Fig. 4, we compare the uncoded BER performance
of the FSRS-SD-MCMC detector with those of the FSRS-SD
and MCMC detectors in a 4 × 4 V-BLAST system with 4-
QAM. For FSRS-SD and FSRS-SD-MCMC detectors, a SD
searchradiusof0.5is used. Asimilarcomparisonforasearch
radius of 1 is providedin Fig. 5. From Figs. 4 and 5, it can be
observed that the FSRS-SD detector (without MCMC) pre-
forms poorlyat low SNRs, but it performswell at high SNRs.
This is because at low SNRs, the FSRS-SD detector is less
likely to ﬁnd a point inside the sphere resulting in a random
vector as the output vector. However, at high SNRs, the ML
vector is likely to be contained within the sphere with high
probability, and hence good BER performance results. The
MCMC detector (with random initialization), on the other
hand, performs poorly at high SNRs due to stalling prob-
lem, while performing better than FSRS-SD detector at low
SNRs. This shows that even with random initialization of
the gibbs sampler, the MCMC detector can outperform the
FSRS-SD detector at low SNRs. Consequently, at low SNRs,
the proposed FSRS-SD-MCMC detector outperforms FSRS-
SD detector(dueto the contributionof the MCMC partat low
SNRs), and at high SNRs, it outperforms MCMC detector
(due to the contribution of the FSRS-SD part at high SNRs).
It is evident from the plots in Figs. 4 and 5 that the proposed
FSRS-SD-MCMC detector achieves superior performance in
a wide range of SNRs compared to FSRS-SD and MCMC
detectors. The complexity of the FSRS-SD-MCMC detector
depends on the radius of the sphere; larger the radius more is
the complexity. So, a smaller radius is preferred from a com-
plexity viewpoint. But too small a radius could compromise
on the performance. The effect of search radius on the BER
performance is shown in Fig. 6. It can be seen that the per-
formance is quite insensitive to the search radius. That is, the
performance with search radius of 0.5 is slightly worse than
for a radius of 1. But for radii above 1, the performance re-
mains largely unaffected. This implies that a radius of 1 in
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this system setting would be a good choice both from com-
plexity as well as performance viewpoints.
With the aid of FSRS-SD initialization, the MCMC detector
starts from a good initial vector. This reduces the number of
Gibbs samples needed in MCMC iterations (which reduces
the complexity of MCMC as well). This also reduces the
overall complexity.
V. CONCLUSION
We proposeda hybridFSRS-SD-MCMC MIMOdetectorthat
exploits the advantages of both SD and MCMC detectors.
Through simulations, we showed that FSRS-SD-MCMC de-
tector perform better than the existing MCMC detectors. The
stalling problem encountered in MCMC is eliminated due to
proper initialization using the output from a low complexity
SD algorithm. Our simulation results showed that the pro-
posed detector achieves good BER performance as well as
low-complexityover a wide range of SNRs of practical inter-
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est. The coded BER performance and a detailed complexity
analysis of the proposed detector are being investigated.
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