Abstract-The flip-chip package provides a high chip-density solution to the demand for more input-output pads of very large scale integration designs. In this paper, we present the first routing algorithm in the literature for the preassignment flip-chip routing problem with a predefined netlist among pads and wire-width and signal-skew considerations. Our algorithm is based on integer linear programming (ILP) and guarantees to find an optimal solution for the addressed problem. It adopts a two-stage technique of global routing followed by detailed routing. In global routing, it first uses three reduction techniques to prune redundant solutions and create a global-routing path for each net. Without loss of the solution optimality, our reduction techniques can further prune the ILP variables (constraints) by 85.5% (98.0%) on average over a recent reduction technique. The detailed routing applies passingpoint assignment, net-ordering determination, and X-based gridless routing to complete the routing. Experimental results based on five real industry designs show that our router can achieve 100% routability and the optimal global-routing wirelength, and satisfy all signal-skew constraints, under reasonable central-processing-unit times, whereas recent related work has resulted in much inferior solution quality.
I. INTRODUCTION
T HE increasing complexity and the decreasing feature size of very large scale integration (VLSI) designs make the demand of more I/O pads a significant problem to package technologies. An advanced packaging technology, the flip-chip (FC) package, as shown in Fig. 1(a) , is created for higher integration density, rising power consumption, and larger I/O counts.
FC is not a specific package, or even a package type, e.g., pin grid array (PGA) or ball grid array (BGA). FC describes the method of electrically connecting the die to the package carrier. FC technology is the choice in high-speed applications because of the following advantages: reduced signal inductance, reduced power consumption, reduced package footprint, higher signal density, etc. However, in recent IC designs, the I/O pads are still placed along the boundary of a die. This placement does not suit the FC package well. As a result, the top metal or an extra metal layer, called a redistribution layer (RDL), as shown in Fig. 1(b) , is used to redistribute the wire-bonding pads to the bump pads without changing the placement of the I/O pads. Since the RDL is the top metal layer of a die, the routing in an RDL cannot be any angle as in the PGA/BGA packages. Bump balls are placed on the RDL and use the RDL to connect to wirebonding pads by bump pads. Therefore, a special router, the RDL router, is needed to reroute the peripheral wire-bonding pads to the bump pads (balls) [17] . In addition to the traditional routing cost metric of total wirelength, the issue of signal skews is of significant importance because the FC design is typically for high-speed circuits. Furthermore, multipin nets and variable wire widths are also significant considerations for an RDL router.
There are two kinds of the RDL routing problems for the FC design. The first one is the free-assignment routing problem. In this problem, a wire-bonding pad is not assigned to any bump pad before routing. Therefore, a router has the freedom to assign a wire-bonding pad to the bump pads during routing. Since the netlist is defined by the router, this routing problem 0278-0070/$25.00 © 2009 IEEE is relatively easier and can be solved by a network-flow formulation [6] , [8] . The second kind of RDL routing is the preassignment routing problem, where the mappings among the wire-bonding pads and the bump pads are defined before routing and cannot be changed. Since the preassignment of the netlist imposes more routing constraints, this problem is much harder than the free-assignment one. Furthermore, the preassignment problem is, in fact, more popular in practice since the functions of wire-bonding and bump pads are typically predefined by IC and packaging designers. To the best of our knowledge, however, there is no existing work on the preassignment RDL routing for FC designs in the literature, and designers are often forced to awkwardly apply existing routers that are designed for other technologies to handle the RDL routing [17] . Obviously, this is by no means a right way to handle this problem. Therefore, it is greatly desired to develop an effective and efficient algorithm for RDL routing.
A. Previous Work
As just mentioned, there is no previous work in the literature on the preassignment routing problem for FC designs. Recently, Fang et al. [6] , [8] have addressed the free-assignment routing problem and presented a network-flow algorithm to assign wire-bonding pads to bump pads. Since the network-flow approach cannot guarantee the correct connections between two designated nodes, it cannot handle the preassignment routing problem. Other related works include the routing for planar graphs [1] , [2] , [12] , PGA packages [3] , [16] , and BGA packages [4] , [11] , [15] . For [1] , [2] , and [12] on the planar routing, since modules with pins can be placed anywhere in a chip, it is harder and has been shown to be NP-complete, and, thus, most likely, there exists no efficient optimal algorithm for the planar routing. In the FC routing, since wire-bonding pads and bump pads are placed in arrays, we can take the advantage of the regular structure to find an efficient algorithm for the RDL routing. Thus, the FC routing problem is also different from the planar routing one. References [3] and [16] presented PGA routers, whereas [4] and [11] provided BGA routers. These routers are any-angle multilayer routers and do not consider the single-layer restriction, the signal skews, the variable wire widths, and the total wirelength minimization. Therefore, they are not suitable for the RDL routing, typically with a routing angle of 90
• or 45
• , and much more stringent performance constraints. A recent work [15] has provided an any-angle and single-layer BGA global router. It used an order graph to get a routing sequence for the nets. Since the relation of the nets is not all kept in the order graph, the number of legal routing sequences is typically huge. Furthermore, the graph does not keep the information of routing resources. As a result, it may not complete the routing even with a legal routing sequence. Also, this paper did not consider signal skews, variable wire widths, U-turn routes, and total wirelength minimization.
B. Our Contributions
In this paper, we present the first algorithm for the preassignment RDL routing problem, considering signal skews, variable wire widths, U-turn routes, and total wirelength minimization. Our algorithm is based on integer linear programming (ILP) and guarantees to find an optimal solution for the addressed problem. It adopts a two-stage technique of global routing followed by detailed routing. In global routing, it simultaneously determines the routing sequence for the nets and creates global-routing paths among wire-bonding pads and bump pads. Formulating the global routing as ILP with the routing resource consideration, we can guarantee 100% detailed routing completion after global routing. Since ILP is NP-complete [9] , it is computationally expensive. We apply three reduction techniques to prune redundant solutions and, thus, speed up the computation. Without loss of the solution optimality, our reduction techniques can further prune the ILP variables (constraints) by 85.5% (98.0%) on average over the order-graph technique presented in [15] . Due to the significant reductions and the optimality guarantee, our ILP-based algorithm is able to find very high quality solutions in reasonable CPU times. The detailed routing consists of three steps: 1) passing-point assignment to distribute the routing points between two adjacent wire-bonding (bump) pads according to the wire width and the skew constraint of each net; 2) net-ordering determination to identify better routing sequences; 3) X-based gridless routing to complete the routing with shorter wirelength (than Manhattan routing). Experimental results based on five real industry designs show that our router can achieve 100% detailed-routing completion and the optimal global-routing wirelength, and satisfy all signal-skew constraints, under reasonable CPU times, compared to an integrated router (the BGA global router in [15] followed by the detailed router in [6] and [8] ) that results in only 82.9% routability, all signal-skew violations, and 15.56% longer wirelength.
The rest of this paper is organized as follows. Section II gives the formulation of the RDL routing problem. Section III details our global and detailed routing algorithms. Section IV reports the experimental results. Finally, our conclusion is given in Section V.
II. PROBLEM FORMULATION
We introduce the notations used in this paper and formally define the RDL routing problem for FC packages. Fig. 2 (a) shows the modeling of the routing structure of the FC package. Let P be the set of wire-bonding pads, and let B be the set of bump pads. For practical applications, the number of bump pads is larger than or equal to that of wire-bonding pads, i.e., |B| ≥ |P |, and each bump pad can be routed to more than one wire-bonding pad. Let R b = {r Let N be the set of nets (could be two-pin or multipin nets) for routing. Each two-pin (multipin) net n in N is defined by a wire-bonding pad (a set of wire-bonding pads) and a bump pad that should be connected. Since the RDL routing for current technology is typically on a single layer, it does not allow wire crossings, for which two wires intersect each other in the routing layer. As shown in Fig. 2(a) , based on the four sides of the FC package, we partition the wire-bonding pads into four parts: Top, Right, Bottom, and Left sides. As shown in Fig. 2(b) , a ring area is an area between two adjacent pad rings. A segment denotes a part of a net that connects pads or passing points. Nets pass through these passing points to connect wire-bonding pads and bump pads. The spacing rules for all nets are the same. A cut line is a line in the middle of two adjacent segments.
Let U be a set of intervals. We define an interval u ∈ U to be the segment between two adjacent bump pads or the segment between two adjacent wire-bonding pads in the same ring r p j . Given an FC routing instance, there are two types of routing-the monotonic routing and the nonmonotonic routing. Informally, a monotonic routing is a route with no U-turn path. As shown in Fig. 3(a) , nets n 1 (connection between wirebonding pad 1 and bump pad 1) and n 2 are monotonic routes. If we reassign the bump pads 1 and 2 as shown in Fig. 3(b) , the routing of n 1 becomes nonmonotonic routing. Since the nonmonotonic routing consumes more routing resource, it may result in lower routing completion.
Furthermore, the signal skew, i.e., the difference in wirelength between two nets, should also be considered for the routing in a high-performance FC design.
We formally define the addressed routing problem as follows.
Problem 1:
The single-layer preassignment routing problem in the FC design is to connect a set P of wire-bonding pads and a set B of bump pads according to a predefined netlist with wire width and signal skew constraints, so that no wire crosses each other, no signal skew constraint is violated, and the total wirelength is minimized under the 100% routability guarantee.
III. RDL ROUTING ALGORITHM
In this section, we present our routing algorithm. We first give an overview of our algorithm.
A. Algorithm Overview
In the routing flow, as shown in Fig. 4 , our algorithm consists of two stages: 1) global routing based on ILP and 2) detailed routing based on passing-point assignment, net-ordering determination, and X-based gridless routing.
In the first stage of global routing, we construct a routing network G to formulate the routing of the wire-bonding pads to the bump pads (two-pin and multipin nets) as ILP. Since we have only one layer for routing, the ILP must avoid creating any wire crossings. We also formulate the wire width and signal skew constraints into the ILP. Since the ILP is NP-complete [9] , it is computationally expensive. We then provide three ILP reduction techniques to reduce the numbers of variables and constraints. Furthermore, the nonmonotonic routes are also considered. Finally, an ILP solver is used to solve the ILP and find the routes from wire-bonding pads to bump pads. The routes give the global-routing paths of the nets.
In the second stage of detailed routing, we use passing-point assignment, net-ordering determination, and X-based gridless routing to determine the detailed routes. A passing point is the point for a net to pass through an interval. First, we find the passing points for all nets passing through the same interval. For all nets that pass through the same interval, we distribute these passing points according to their wire widths. We then apply net-ordering determination to each ring area to route all nets. Finally, we use an X-based gridless router to route the nets.
B. Global Routing
Here, we first show routing network G and the basic ILP formulation for routing two-pin and multipin nets. Then, we detail the three ILP reduction techniques for reducing the number of variables and ILP constraints. Finally, we discuss how to handle the routing among four sides and route nonmonotonic nets.
1) Basic ILP Formulation: First, we describe how to construct routing network G to perform the concurrent routing for the Bottom side. The other three sides can be processed similarly. As shown in Fig 1) the directed edge from a wire-bonding pad to a bump pad; 2) the directed edge from a wire-bonding pad to an ILP node; 3) the directed edge from an ILP node to a bump pad; 4) the directed edge from an ILP node to another ILP node. ) shows an example of the routing network for the Bottom side. The pads and the nodes with the same number belong to the same net. Since we decompose all multipin nets into two-pin nets, nets 1 and 2 form a multipin net. We construct the routing network to contain all monotonic routing solutions to the RDL routing problem. Thus, in Fig. 5(b) , we can find all global-routing paths of each net, and the solid edges denote the best solution.
The notations that are used in the ILP formulation are as follows.
1) x i,j : 0-1 integer variable that denotes if a candidate segment j is chosen in the global-routing path of net n i . Therefore, the RDL routing problem can be formulated as follows:
The objective function is to minimize the total wirelength under the 100% routability guarantee. Constraint (1) avoids the crossing: If two edges cross each other, at most one can exist. As the example shown in Fig. 5(b) , since e 1,21 and e 3, 6 cross each other, we have C(e 1, 21 , e 3,6 ) = 1. To pick at most one edge between e 1,21 and e 3,6 , we set x 1,21 + x 3,6 ≤ 1. Constraint (2) is used to avoid the congestion overflow of a tile since there may be too many edges passing through the tile formed by four bump pads. We also must avoid the congestion overflow of an interval between two pads; therefore, we have constraint (3) for the edges passing through the same interval. Since the spacing rules for all nets are the same, we can use the wire width to simplify constraints (2) and (3) . Note that the congestion avoidance gives the reason why we can handle variable wire widths and guarantee 100% routability after global routing. Now, we consider the signal-skew constraint. Constraint (4) formulates the signal-skew constraint between two nets. The difference in the wirelength between the two nets must be smaller than the skew constraint. Moreover, since we want to guarantee 100% routability, constraint (5) guarantees that at least one edge of the wire-bonding pad p i of net n i be chosen. Furthermore, as shown in Fig. 5(b) , the flow summation of the output side of ILP node d 12 must equal that of the input side of d 12 . For example, output flow e 1,21 = 1 if and only if input flow e 1,12 = 1. Hence, we have constraint (6) for the flow conservation.
We have completed the basic formulation. However, this naive formulation may result in very long running time. As illustrated in Fig. 5(b) , we have so many edges (variables) and crossings (constraints) for this simple problem with only three nets. For modern FC designs, there may be hundreds of nets, which may result in millions of variables and constraints. It is, thus, desirable to reduce the problem size (i.e., the numbers of variables and constraints).
2) Optimality-Preserving ILP Reductions: Now, we present three ILP reduction techniques to reduce the size of routing network G and, thus, the numbers of variables and constraints in the ILP. All monotonic RDL routes of a net are possible monotonic routes of the net. We define a feasible monotonic RDL route of a net to be the route that will not make other nets routed nonmonotonically. The three reduction techniques keep all feasible monotonic RDL routes for each net. In other words, we only prune redundant monotonic RDL routes, which will not affect the resulting routability. To maintain the solution optimality of the ILP, we shall delete only the redundant solutions.
• Constraint-graph-based pruning. We first consider the constraint graph for routing associated with one side of the FC for easier presentation. We will consider the net interaction handling between two sides in Section III-B3. Fig. 6 (a) shows all the ILP nodes of the routing network. According to the netlist, we can find relation among pads to avoid crossings. For example, wire-bonding pads 1 and 2 belong to the same wire-bonding pad ring. To get a monotonic route, net 1 must be routed at the left side of net 2. Similar to [15] , as shown in Fig. 6(b) , we can create a constraint graph G C (V, E) to record this relation. Each vertex v i ∈ V corresponds to a net n i ∈ N , and each edge e ∈ E denotes the relative position constraint of two nets. If n i must be routed at the left side of n j , we construct an edge from v i to v j . For example, an edge is constructed from v 1 to v 2 . Also, we need to construct an edge from v 1 to v 3 because bump pads 1 and 3 are placed on the same horizontal line, and bump pad 1 is at the left side of bump pad 3. We only need to construct edges among the adjacent nets whose pins are placed in the same wirebonding pad ring or on the same horizontal line defined by bump pads since we can find the relation between two nets by searching the constraint graph. Therefore, in this example, n 2 can be routed either at the left side or the right side of n 3 since there is no constraint edge between v 2 and v 3 . With the constraint graph, the reduced routing network of the instance in Fig. 6(a) is given in Fig. 6(c) . If there exist cycles in G C (V, E), however, we may not find a sequence for monotonic routing. We will show how to handle nonmonotonic routing in Section III-B4.
• ILP node merging. We can merge some ILP nodes without losing the solution optimality. As an example shown in Fig. 6(c) , at both sides of wire-bonding pad 3, there are two kinds of repetitions of the ILP nodes, such as 2, 2 and 1, 2, 1, 2 . We can identify all repetitions and merge them into a nonrepeated order, such as 2 and 1, 2 , respectively. Fig. 6(d) illustrates the routing network after merging the ILP nodes of Fig. 6(c) . It is clear that the numbers of the ILP nodes and edges are reduced significantly. Note that the reduction is often very significant due to the propagation of the ILP nodes. The ILP nodes are propagated from the outer ring to the inner one, and so is the order of nets. It shows that this reduction, such as n i , n j , n i , n j into n i , n j , will not destroy the optimality. For example, if net n i must be routed at the left side of net n j in the outer ring, this order must be kept in the inner one for the optimal wirelength. Fig. 7 summarizes the ILP node merging algorithm; line 4 shows the maximum length of a repetition; lines 5 and 6 search each length of repetitions; line 7 finds the repetitions among ILP nodes; lines 8-11 merge the repeated ILP nodes and remove the repeated ILP nodes.
• ILP edge bounding. If the outgoing (incoming) edges of an ILP node between two wire-bonding (bump) pads cross all edges of the left/right pad, they are bounded by the edges of the left/right pad. The reason is that we must choose at least one edge of each wire-bonding (assigned bump) pad. As shown in Fig. 8(a) , the dotted (blue) edges are deleted because they run out of bound of the solid (red) edges of wire-bonding pad 2 and bump pad 2. The routing network in Fig. 8(b) shows the ILP edge reduction result. Consequently, the number of variables and constraints can be further reduced. We have the following theorem for the complexity reduction by applying the above techniques.
Theorem 1: Given set P of wire-bonding pads, set B of bump pads, and set N of nets, the number of edges of the routing network G = (V, E) 
The complexity of the numbers of variables and constraints can be further reduced by constraint-graph-based pruning and ILP node merging. Given set P of wire-bonding pads and set B of bump pads for netlist N with set F of ILP constraints, we construct a routing network G = (V, E) and formulate the routing problem into the ILP.
The number of ILP variables is O(|E|). The number of ILP constraints is O(|E|
2 ) because it is dominated by constraint (1). Without loss of generality, we make the tile number of a row equal to that of a column. Therefore, a net can pass through at most a − 1 intervals, where a = |B|, i.e., the number of bump pad rings. Without the reduction, |E| is equal to O(|N |a a ) since there are at most a − 1 bump pad rings passed through by a net in each side, and, thus, the edge number for a net is (a + 1)
Here, a + 1 is the maximum number of intervals in a bump pad ring. We represent the routing network after the reduction G = (V , E ). We shall discuss only the worst-case scenario for the constraint-graph-based pruning and the ILP node merging. For the constraint-graph-based pruning, no edge and node can be reduced by the pruning when the constraint graph contains no edge. However, there may exist many repetitions of ILP nodes in each interval, and, thus, the ILP node merging can reduce |E| to |E | = O(|N |a 3 ). The reason is that each net has only one ILP node in each interval among a − 1 bump pad rings, and, thus, the edge number for a net is (a + 1)
. For the worst-case scenario of the ILP node merging, no edge and node can be reduced by the merging when the constraint graph induces only one net order. However, the constraint-graphbased pruning changes |E| to |E | = O(|N |a) because each net can find only one path. For other cases, the constraint-graphbased pruning and the ILP node merging can further reduce the numbers of nodes and edges in the routing network; this is because when we increase the number of edges in the constraint graph, some ILP nodes can be further pruned. However, the remaining repetitions of ILP nodes can still be merged. For example, if n k is pruned from n i , n j , n k , n i , n j , n k , the remaining repetition n i , n j , n i , n j can be merged into n i , n j . Hence, the reduced number of variables (edges) is O(|N |a 3 ). Consequently, the number of constraints can be reduced to
. Note that the reduction is very significant. With the reduction, the problem size can be reduced from exponential to polynomial.
3) Constraint-Graph-Based Pruning With Net Interactions Between Two Sides:
We continue our discussion in the preceding section on the constraint-graph-based pruning for ILP reduction by considering the net interactions between two sides. After independently constructing routing network G for each side, the relation among different sides can be modeled as follows.
• Parallel sides. The parallel sides refer to the top and bottom sides or the left and right sides. As shown in Fig. 9(a) , we can use the same method to construct constraint graph G C for the top side and the bottom side. For example, since bump pad 2 is placed at the left side of bump pad 3 in the same horizontal line, an edge is constructed from vertex 2 to vertex 3, and then net 2 must be routed at the left side of net 3. Net 1 also must be routed at the left side of net 3 by searching the constraint graph. This order must be kept for routing from the bottom side toward the top side and vice versa. Thus, we can simultaneously route the nets of the parallel sides.
• Orthogonal sides. The orthogonal sides refer to the two sides with a common corner of the FC. Since the relation of the orthogonal sides is 2-D, we have to modify the construction method of G C . As shown in Fig. 9(b) , for the left and bottom sides, we can construct edges for the wire-bonding pads as before. However, for each net of the left side, we have to additionally consider the relation of the bump pads in the horizontal direction, such as bump pads 3, 1, and 4. For example, since bump pad 3 is at the left side of bump pad 1, an edge is constructed from vertex 3 to vertex 1. This additional edge denotes that net 3 must be routed at the left side and the bottom side of net 1. For each net of the bottom side, the relation of the bump pads in the vertical direction is also considered. Bump pad 2 is at the top side of bump pad 4, so an edge is constructed from vertex 4 to vertex 2. Now, we can also simultaneously route the nets of the orthogonal sides. Note that we do not construct the edge of vertices 5 and 4 since they belong to the same side, and, thus, their relation is already constructed as discussed in the preceding section.
We refer to the ILP after applying the aforementioned three network reduction techniques as the reduced ILP. As discussed above, the three reduction techniques will prune only redundant solutions with nonmonotonic routes. We, thus, have the following theorem for the solution optimality (i.e., minimum wirelength) of the reduced ILP with monotonic RDL routing during global routing.
Theorem 2: During global routing, the reduced ILP can keep all feasible monotonic RDL routes of each net.
Proof: For our basic ILP formulation, it enumerates all possible RDL routes for each net. From the above discussions, we prune only the redundant solutions with nonmonotonic routes by the constraint-graph-based pruning in Sections III-B2 and B3. Then, we apply the ILP node merging to merge the feasible monotonic routes of each net in Section III-B2, which still keeps all feasible monotonic solutions. Finally, the ILP edge bounding in Section III-B2 is performed to further prune redundant solutions, keeping all feasible monotonic solutions for each net. Therefore, the reduced ILP can keep all feasible solutions with monotonic RDL routes during global routing.
Applying an ILP solver, we can find an optimal solution with the minimum wirelength if such a solution exists since all feasible monotonic RDL routes of each net are maintained based on this theorem.
4) Nonmonotonic Net Handling:
Here, we show two major types of nonmonotonic assignments and their ILP formulations. Other types of nonmonotonic assignments can be handled similarly. Our underlying idea is to make a nonmonotonic net monotonically routable by dividing the net into several monotonic wires. Fig. 10 gives a simple example of two nets. For the top side shown in Fig. 10(a) , there exists a cycle in the constraint graph. Therefore, nonmonotonic nets may exist, and we shall search all cycles for each net. For example, the cycle of net 1 (n 1 ) is v 1 , v 2 , v 1 . We then add extra (black) ILP nodes for each net in the cycle to make the routing monotonic. In this example, the wire-bonding pads for nonmonotonic routes are in the order net 1 and net 2. Therefore, we add the extra ILP node of bump pad 2 at the right side of bump pad 1 to route over the south of bump pad 1. Then, we add the other extra ILP node of bump pad 1 at the left side of bump pad 2 to route over the south of bump pad 2. While adding these extra ILP nodes, we still follow the net order of the monotonic routing, i.e., n 1 , n 2 . Hence, we can also make the ILP for n 1 and n 2 a monotonic one. See Fig. 10(b) for the nonmonotonic routing result. Fig. 11 illustrates an example of three nets. For the top side shown in Fig. 11(a) , there also exists a cycle in the constraint graph. We then add extra (black) ILP nodes for each net in the cycle. In this example, the wire-bonding pads for nonmonotonic routes are in the order 3, 4, and 5. We add the extra ILP node of bump pad 3 at the left side of bump pad 5 to route over the south of bump pad 5. Then, we add the other extra ILP nodes of bump pads 3 and 5 at the bottom side to route over the south of bump pad 4. Furthermore, the extra ILP node of bump pad 4 at the top side is inserted between bump pads 3 and 5 to perform nonmonotonic routing between bump pads 3 and 5, as shown in Fig. 11(b) . Recall that the net order of the monotonic routing, i.e., n 3 , n 4 , n 5 , has to be followed while adding the ILP nodes and the extra ILP nodes. Thus, in Fig. 11(a) , the white ILP nodes are inserted among those extra (black) ILP nodes according to this net order. See Fig. 11(b) for the nonmonotonic routing result.
Note that the solutions to our ILP formulation with nonmonotonic RDL routing should be near optimal since only the nets in the cycles of a constraint graph are allowed to be routed nonmonotonically.
Our ILP formulation guarantees no design-rule violations or wire crossings. Therefore, after global routing, all globalrouting paths are routable. Based on the above discussions, we have the following theorem.
Theorem 3: If there exists a feasible global-routing solution computed by the ILP, the proposed algorithm can guarantee 100% detailed-routing completion.
Proof: In our global-routing model, the ILP formulation is optimal for monotonic routing and suboptimal for nonmonotonic routing. Since we consider the routing resource in the global-routing stage and will never route nets to exceed the capacity of an interval or a tile, it will never violate the design rules. Furthermore, since we avoid edge crossings in the ILP formulation, the final routing solution contains no wire crossings. After solving the ILP, all global-routing paths are routable in the detailed-routing stage.
5) Comparison With the Order Graph:
Here, we compare the accuracy between our constraint graph and the order graph presented in [15] . Fig. 12 shows two examples. For the first example in Fig. 12(a) and (b) , the order graph does not have any edge from vertex 2 to vertex 1. Therefore, it may not complete the routing by using the order graph [15] . In our constraint graph, however, since the bump pad at the right side of bump pad 2 is not assigned, we can temporarily assign net 2 to the empty bump pad and then construct this edge. By doing so, we can prune more ILP variables and, thus, the ILP constraints. In Fig. 12(c) , according to the order graph, we cannot complete the routing because there exist conflicts among the three nets. As shown in Fig. 12(d) , therefore, we generate the cyclic constraint graph. Then, we insert ILP nodes for nonmonotonic routing. Since our nonmonotonic routing network contains monotonic routing solutions, we can still get the monotonic routing result by using the ILP. Therefore, it is clear that our constraint graph captures the relation of nets more accurately than the order graph.
C. Detailed Routing
The objective in detailed routing is to accomplish the routing and minimize the number of wire bends after passing-point assignment and net ordering determination. Therefore, we use a two-phase technique, as shown in Fig. 13 , to perform 45
• gridless detailed routing with passing points and net order. In the first phase, a method with Hanan grids [5] is used to accomplish detailed routing. In the second phase, bend minimization is performed under the 100% routability guarantee.
1) Passing-Point Assignment: After global routing, the global-routing paths are free of wire crossings. To utilize the result of our global routing, we use a method called passingpoint assignment to distribute nets that pass through the same interval, according to their wire widths and further signal-skew constraints. Passing points are transformed from ILP nodes. For example, as shown in Fig. 14 , the two nets from wire-bonding pads 2 and 3 pass through the same interval on two ILP nodes. We assign two passing points according to the wire widths of the two nets.
2) Net-Ordering Determination: There is no wire crossing in our global-routing results. Thus, as shown in Fig. 2(b) , we choose a cut line in every ring area and order all segments in the same ring area clockwise. No matter to which segments the cut line is adjacent, the net order that is produced by our method is routable. The reason is that every segment is compacted to the preceding segment during routing. Therefore, between two nets, we can connect these cut lines in every ring area and then determine the net order according to the connected cut lines, as shown in Fig. 2(a) . For example, in Fig. 13 , the algorithm orders all segments and nets in lines 4 and 8 according to the connected cut lines decided in line 2. 3) X-Based Gridless Routing: The X-based gridless router uses the result of net-ordering determination to complete detailed routing. It consists of two phases as follows.
• Phase I. In the first phase, we route all nets segment by segment and realize the compacted routing in order. Our algorithm first incrementally constructs Hanan grids for a segment. For example, in Fig. 15(a) , the grids of segment s h are more complicated than those of s c . The reason is that using fewer grids of s h might violate design rules. Therefore, our algorithm constructs more complex and routable grids of s h . Then, we route each segment by depth-first search (DFS) on the grids from one terminal of a segment to the other. As shown in Fig. 15(a) , dash lines are grids, and solid lines are paths of the DFS. Each path is compacted to the preceding segment according to the net order. Thus, most routing space is reserved for the next net segment, and it is easier to accomplish routing in the same ring. In Fig. 13 , for instance, the first phase is performed in lines 3-7. During the DFS in line 7, a node on grids that is closer to the preceding segment or the cut line is tried first until the segment routing succeeds. The first segment is compacted to the cut line in the same ring area. Then, we route the other net segments in the same ring area in order (clockwise). By using the result of global routing, the passing-point assignment, and the segment compaction, our algorithm can accomplish detailed routing in the first phase. However, the passingpoint assignment and the segment compaction might incur redundant bends in detailed routing, as shown in Fig. 15(a) . Consequently, we need to perform optimization in the second phase.
• Phase II. After accomplishing detailed routing in the first phase, we perform bend minimization net by net and reduce the total wirelength at the same time. Our method starts from the connected cut lines and orders all nets counterclockwise, as shown in line 8. In lines 9-13, our algorithm routes a whole net from a bump pad to a wirebonding pad and considers obstacles, such as adjacent nets and pads, while constructing Hanan grids. It applies breadth-first search (BFS) from a bump pad on grids until reaching a wire-bonding pad. During the BFS in line 11, a node only records one fan-in node with the fewest wire bends. Once fan-in nodes have the same bends, the algorithm chooses a node whose back-traced path is closer to the preceding net, as shown in line 13. In Fig. 15(b) , for example, net c is a path of the BFS with the least wire bends.
The difference among the grids in the first phase and the second phase is the passing-point consideration. In other words, a path of a net produced in the second phase will not go through the passing points of the net if these passing points increase the number of bends. Of course, this optimization is performed to each net without affecting the 100% detailed routing completion in the first phase.
D. Summary
We have proposed an RDL routing algorithm that consists of ILP, optimality-preserving ILP reduction techniques, and X-based gridless routing to optimize the routability, the total wirelength, and the signal skew. The whole algorithm is illustrated in Fig. 16 . Lines 2-5 formulate the routing network by the ILP; lines 6-10 use three reduction techniques to find the global-routing paths; lines 11-17 show how to determine the net order and then apply the X-based gridless routing to complete the routing.
IV. EXPERIMENTAL RESULTS
We implemented our algorithm in the C++ programming language on a 2.6-GHz AMD Opteron Linux workstation with 6-GB memory. We used the public lp_solve [10] to solve the ILP. The benchmark circuits, which are listed in Table I , are real industry designs with predefined netlists. In Table I , "Circuits" denotes the names of circuits, "#Nets" denotes the number of nets, "#Skew pairs" denotes the number of matched nets with skew constraints, "#Wire widths" denotes the number of variable wire widths, "#R p " denotes the number of wirebonding pad rings, "#p" denotes the number of wire-bonding pads, "#R b " denotes the number of bump pad rings, and "#b" denotes the number of bump pads.
Two experiments were performed to verify our router. In the first experiment, we explored the effects of the three reduction techniques on the problem sizes presented in Section III-B2. For this experiment, we routed the five circuits with the predefined netlists, including wire-width constraints, signal-skew constraints, and nonmonotonic nets based on our algorithm with and without the reductions. The experimental results are shown in Table II . Since the routability is all 100% for all circuits, and no skew constraints are violated, we do not list them in the table. Instead, we focus on the numbers of variables and constraints of the ILP with and without the reductions. "RR of CG (%)" denotes the reduction rate (RR) of the variables (constraints) by using the constraint-graph-based pruning (CG), "RR of NM (%)" denotes the reduction rate over the results listed in the column "RR of CG (%)" by using the ILP node merging (NM), "RR of EB (%)" denotes the reduction rate over the results listed in the column "RR of NM (%)" by using the ILP edge bounding (EB), and "Total" gives the final resulting number of variables (constraints). As shown in the table, the constraint-graph-based pruning can prune more than 99.9% of the number of variables (constraints) in the basic ILP formulation, the ILP node merging can further reduce the number of variables (constraints) by an average of 84.0% (97.9%), and the ILP edge bounding can further reduce the number of variables (constraints) by an average of 7.0% (9.5%). The experimental results show the effectiveness of the three reduction techniques. As a result, our ILP-based routing algorithm can obtain the final routing results in reasonable CPU times due to the significant problem-size reduction. Fig. 17 shows the RDL routing result of fc1458.
In the second experiment, we verify the quality of our algorithm. Since there is no preassignment RDL routing algorithm for the FC design in the literature, we implemented the related work presented in [15] (originally for BGA global routing) for the comparative study because the BGA global router is also for the single-layer routing structure. However, detailed routing is not considered in [15] . Hence, we can only use [15] as a global router to compare with ours. Because [15] can only handle monotonic two-pin routes with the uniform wire width, we used the free-assignment RDL router presented in [6] and [8] to route the benchmark circuits and then extract the connections among wire-bonding pads and bump pads. With the connections, we obtain the netlist for the preassignment RDL routing. (Therefore, we added _f to the names of the benchmarks in Table I to note the difference; see Table III .) Furthermore, [6] and [8] guarantee the minimal global wirelength and 100% routability while dividing an FC into four independent sectors. Therefore, its solution is the lower bound of the global wirelength, which can be used to verify the solution optimality of each router. Also, since we know the wirelength of each net, we can define the difference in wirelength between two nets to be the maximum allowance of the signal skew of them. We randomly chose the same number of skew pairs for each circuit, as shown in Table I . To perform a fair comparison of the routability, we also used the detailed router in [6] and [8] to complete the routing for the global route generated in [15] . Note that we do not compare with the global router in [6] and [8] because it uses the network-flow algorithm in global routing and cannot handle the preassignment RDL routing problem.
The experimental results are reported in Table III . In global routing, the completion rates of the two routers ( [15] and ours) are both 100%. We define the global wirelength to be the total length of nets after global routing. The routability gives the completion rate of detailed routing. The total wirelength is the total length of nets after detailed routing. We also report the number of skew violations and the CPU time. For each circuit, we generated 100 monotonic routing patterns for the routing algorithm in [15] as the authors did and averaged its experimental results. The experimental results show that our ILP-based algorithm can achieve 100% routability and the optimal global-routing wirelength and satisfy all signalskew constraints under reasonable CPU times. Compared with [15] , our router reduces the global wirelength by 15.56%. Furthermore, [15] combined with the detailed router in [6] and [8] can achieve only 82.9% routability and fails all signalskew constraints. These improvements also reveal that finding a good routing sequence considering the routing resource is very important and dominates the whole routing results. Note that since [6] and [8] first divide an FC into four independent sectors and then generate the netlist, the routing resource between two adjacent sectors is not utilized. As a result, the free-assignment netlists may lead to only suboptimal solutions. However, the predefined netlists in Table II can also consider the routing resource between two adjacent sectors and, thus, may lead to better solutions. Because [15] cannot complete detailed routing, we only report our total wirelengths. Furthermore, according to the lower bounds, our router can achieve the solution optimality during global routing. In addition, the assignment of each side is independent of the others in Table III , and, thus, we can separately route each side to reduce the complexity of the ILP formulation. Thus, the CPU time in Table III is shorter than that in Table II . The results show that our ILP-based RDL routing algorithm is very effective, robust, and flexible for the FC design.
We further compare the effectiveness of the reduction techniques used in [15] (the order graph, i.e., the constraint graph considering only one side of the FC) and ours. The results are listed in Table IV . As shown in the table, we can further reduce the number of variables (constraints) by 85.5% (98.0%). Consequently, with our reduction techniques, our ILP-based RDL routing consumed only reasonable CPU times; in contrast, it is not feasible for the ILP-based routing (> 5 days per circuit), with the reduction technique used in [15] .
V. CONCLUSION
We have developed an RDL router for the FC package, considering signal skews, variable wire widths, nonmonotonic routes, and total wirelength minimization. Our ILP-based algorithm guarantees to find an optimal solution for the addressed problem. Experimental results have demonstrated that our router can achieve 100% routability and the optimal globalrouting wirelength and satisfy all signal-skew constraints under reasonable CPU times. The ILP-based RDL routing algorithm is very effective, robust, and flexible for the FC design.
