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Resumen: En este trabajo se describe el desarrollo de un corpus de preguntas y
respuestas factuales similares a las utilizadas en las conferencias TREC. Dicho corpus
consta de ma´s de 70.000 muestras, cada una de ellas con la siguiente informacio´n:
una pregunta, el tipo de esa pregunta, la respuesta exacta, el pa´rrafo del que ha sido
extra´ıda la respuesta, el documento del que ha sido extra´ıdo el pa´rrafo y una etiqueta
indicando si la respuesta es correcta (muestra positiva) o no (muestra negativa) en
el contexto proporcionado. El corpus desarrollado puede ser utilizado, por ejemplo,
para entrenar un clasiﬁcador binario que decida de forma automa´tica si la respuesta
proporcionada por un determinado sistema es correcta o no. Hasta donde conocemos,
e´ste es el primer corpus que puede ser utilizado para entrenar todos y cada uno de
los mo´dulos de un sistema de Bu´squeda de Respuestas: clasiﬁcacio´n de la pregunta,
recuperacio´n de informacio´n, extraccio´n de la respuesta y validacio´n de la misma.
El proceso para la obtencio´n del corpus ha sido realizado de forma semi-automa´tica.
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Abstract: This paper describes the development of an English corpus of factoid
TREC-like question-answer pairs. The corpus obtained consists of a set of more
than 70,000 samples, containing each one the following information: a question,
its question type, an exact answer to that question, the diﬀerent context levels
(sentence, paragraph and document) where the answer occurs inside a document,
and a label indicating whether the answer is correct (a positive sample) or not (a
negative sample). For instance, this corpus can be used for training a binary classiﬁer
in order to decide if a given answer is correct (positive) to the question formulated
or not (negative). To our knowledge, this is the ﬁrst corpus that can be used to
train each one of the modules of a trainable Question Answering system: question
classiﬁcation, information retrieval, answer extraction and answer validation. The
process carried out to obtain the corpus was semi-automatic.
Keywords: corpora, machine learning, question answering
1. Introduccio´n
Las aproximaciones emp´ıricas al Procesa-
miento del Lenguaje Natural (PLN), sugie-
ren que es posible aprender las complicadas
y desordenadas estructuras del lenguaje me-
diante el estudio de grandes cantidades de
ejemplos en lenguaje natural, utilizando para
ello te´cnicas como la estad´ıstica, el reconoci-
miento de patrones o los me´todos de apren-
dizaje automa´tico. Estas aproximaciones se
basan en la utilizacio´n de grandes corpus tex-
tuales.
∗ Este trabajo ha sido desarrollado en el marco del
proyecto CICYT R2D2 (TIC2003-07158-C04).
Numerosas investigaciones muestran que
se pueden realizar importantes progresos en
el campo de la comprensio´n del lenguaje me-
diante la extraccio´n automa´tica de informa-
cio´n a partir de grandes corpus de texto. Por
esta razo´n se han desarrollado gran cantidad
de recursos para ayudar en la tarea del apren-
dizaje automa´tico. El a´rea de aplicacio´n de
cada recurso depende principalmente del ni-
vel de anotacio´n que presente. Existen corpus
como el Proyecto Gutemberg1 que no pro-
porcionan ningu´n tipo de informacio´n adi-
cional, so´lo el texto plano. Existen tambie´n
1http://www.gutenberg.org
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corpus como el de noticias de la agencia es-
pan˜ola EFE de los an˜os 1994 y 1995 (ve´ase
CLEF2), con anotaciones sobre formato que
permiten identiﬁcar informacio´n acerca de la
edicio´n, los autores, las cabeceras de la noti-
cia o los pa´rrafos en los que se subdivide el
corpus. Finalmente, existen corpus anotados
como el Penn Treebank (Marcus et al., 1993),
que proporcionan informacio´n ma´s elaborada
acerca de la estructura sinta´ctica y gramati-
cal del texto. Todos estos corpus son genera-
les, no centra´ndose su utilizacio´n a una tarea
concreta.
En este trabajo se presenta un corpus de-
sarrollado para aplicar aprendizaje automa´ti-
co en la tarea de Bu´squeda de Respuestas
(BR). Este tipo de sistemas trata de extraer
respuestas exactas a preguntas formuladas
en lenguaje natural. Se ha desarrollado un
corpus de pares pregunta-respuesta en ingle´s
adaptado al entrenamiento de estos sistemas
en cualquiera de las etapas de la tarea de BR:
clasiﬁcacio´n de la pregunta, recuperacio´n de
documentos, extraccio´n de la respuesta y va-
lidacio´n de la misma.
El corpus consta de ma´s de 70.000 mues-
tras. Cada una de estas muestras contiene in-
formacio´n que relaciona la pregunta y la res-
puesta a cuatro niveles contextuales diferen-
tes: a nivel de documento, a nivel de pa´rrafo,
a nivel de oracio´n y a nivel de coincidencia
exacta. Cada muestra esta´ etiquetada como
positiva o negativa en funcio´n de si la res-
puesta se puede considerar correcta o no en el
contexto proporcionado. Las instancias nega-
tivas son u´tiles para identiﬁcar el contexto en
el que una respuesta no es correcta. De esta
manera, el corpus puede ser empleado para el
entrenamiento de un clasiﬁcador binario que
permita decidir de forma automa´tica si una
respuesta dada responde correctamente o no
a la pregunta formulada. Adema´s, para que el
corpus pueda ser utilizado en la fase de clasi-
ﬁcacio´n de la pregunta, se ha incluido el tipo
de e´sta como informacio´n.
Existen otros corpus empleados para el en-
trenamiento de alguna de las fases de un sis-
tema de BR. Sin embargo, e´ste es el prime-
ro que puede ser utilizado para entrenar to-
dos los componentes de este tipo de sistemas,
incluyendo adema´s tanto muestras positivas
como negativas.
El resto del art´ıculo esta´ organizado de la
2http://www.clef-campaign.org
siguiente manera: en la seccio´n 2 se presen-
ta la situacio´n actual en el desarrollo de cor-
pus y sistemas de BR basados en aprendizaje
automa´tico; la seccio´n 3 describe el forma-
to del corpus y la informacio´n que contiene
cada muestra; en la seccio´n 4 se comentan
los recursos que han sido necesarios para la
construccio´n del corpus, as´ı como los detalles
acerca del proceso de generacio´n del mismo;
la seccio´n 5 muestra las estad´ısticas del cor-
pus y, por u´ltimo, en la seccio´n 6 se comentan
las posibles aplicaciones y trabajos futuros re-
lacionados con el corpus presentado.
2. Trabajos Relacionados
Existen diversos sistemas de BR basado en
corpus, que emplean te´cnicas de aprendizaje
automa´tico en alguna de las fases del proceso
de bu´squeda.
En (Ravichandran et al., 2003), se desa-
rrollo´ un corpus de pares pregunta-respuesta
llamado KM database. Este corpus contiene
preguntas del trivial (el juego de cartas) jun-
to con sus correspondientes respuestas. Las
preguntas fueron ﬁltradas de forma que que-
daron aquellas con formato similar a las del
TREC3. Finalmente, se obtuvo un corpus de
16.228 pares. A partir de este corpus, se ex-
trajeron de forma automa´tica patrones que
fueron utilizados en la fase de extraccio´n de
la respuesta.
En (Soricut and Brill, 2004), se desa-
rrollo´ un sistema de BR basado en una ar-
quitectura noisy-channel que hace uso tanto
de un modelo del lenguaje para las respues-
tas, como de un modelo de transformacio´n
para los te´rminos de la respuesta/pregunta.
Para poder aplicar te´cnicas de aprendizaje
automa´tico, primero se construyo´ un corpus
de pares pregunta-respuesta con una amplia
cobertura le´xica. Se obtuvieron aproximada-
mente 1 millo´n de pares a partir de FAQs y
el corpus resultante fue aplicado en las fases
de ana´lisis de la pregunta y de extraccio´n de
la respuesta. El sistema se centra principal-
mente en preguntas no factuales.
El sistema desarrollado por (Agichtein et
al., 2001) utiliza una coleccio´n de aproxima-
damente 30.000 pares pregunta-respuesta pa-
ra el entrenamiento, obtenidas a partir de
ma´s de 270 FAQs sobre diversos temas del
proyecto FAQFinder (Burke et al., 1997). Se
3Preguntas con diez palabras o menos que no sean
de tipo test
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utilizo´ dicho corpus en aprender caracter´ısti-
cas textuales para clasiﬁcar las preguntas
y generar reformulaciones, evaluando dichas
transformaciones en sistemas de recuperacio´n
de informacio´n.
La aproximacio´n de (Berger et al., 2000)
esta´ fuertemente basada en aprendizaje au-
toma´tico. A partir de una coleccio´n de pre-
guntas y respuestas, el algoritmo aprende
correlaciones le´xicas entre unas y otras. Pa-
ra el aprendizaje se recopilaron dos conjun-
tos diferentes de pares pregunta-respuesta:
1.800 muestras extra´ıdas de FAQs de Usenet
y 5.145 extra´ıdas a partir de dia´logos telefo´ni-
cos.
Todos estos corpus presentan alguno de los
siguientes problemas al ser utilizados por sis-
temas de BR basados en aprendizaje:
No se proporciona el tipo de la pregunta,
por lo que el corpus no puede ser utili-
zado en la fase de clasiﬁcacio´n de la pre-
gunta.
No contiene muestras negativas, que re-
sultan de utilidad a la hora de aprender
el contexto en el que una respuesta es
incorrecta.
El contexto proporcionado para las res-
puestas no es adecuado para alguna de
las etapas de un sistema de BR: dema-
siado breve para la fase de recuperacio´n
de informacio´n o demasiado extenso pa-
ra la de extraccio´n de la respuesta.
Con el corpus desarrollado en este trabajo
pretendemos solventar las carencias enuncia-
das anteriormente. Nuestro corpus contiene
pares de pregunta-respuesta obtenidos de for-
ma semi-automa´tica a partir de recursos del
TREC4 (ma´s concretamente, a partir de las
preguntas y los corpus de la tarea de BR). De
esta manera, se ha obtenido un corpus de pre-
guntas factuales similares a las de TREC, con
sus correspondientes respuestas, plenamente
orientado a la tarea de BR. A diferencia de
otras aproximaciones, cada muestra ha sido
etiquetada con el tipo de la pregunta para
que el corpus se pueda emplear tambie´n en
la fase de clasiﬁcacio´n de la pregunta. El cor-
pus presenta cuatro niveles de contexto dife-
rentes para cada pregunta, con el objetivo de
que se pueda emplear en todas las etapas de
4Text REtrieval Conference, http://trec.nist.gov
un sistema de BR: el documento y el pa´rra-
fo para recuperacio´n de informacio´n, la ora-
cio´n para validacio´n de la respuesta, y la res-
puesta exacta para extraccio´n de la misma.
Adema´s, el corpus contiene tanto respuestas
correctas como incorrectas, es decir, dispo-
nemos de muestras positivas y negativas que
pueden ser muy u´tiles a la hora de entrenar
clasiﬁcadores binarios. Por u´ltimo, el nu´me-
ro de muestras obtenidas es suﬁcientemente
grande (aproximadamente 70.000) para que
el corpus resulte apropiado para el entrena-
miento de sistemas de aprendizaje automa´ti-
co.
3. Descripcio´n del Corpus
El corpus desarrollado esta´ formado por
un conjunto de pares pregunta-respuesta en
ingle´s, donde cada muestra incluye los si-
guientes campos:
El nu´mero de muestra, empleado como
identiﬁcador.
El nu´mero de pregunta en la coleccio´n
del TREC.
La pregunta en s´ı.
El tipo de la pregunta, indicando
la clase de respuesta esperada segu´n
una taxonomı´a de 15 clases (Bis-
bal et al., 2005), como LOCATION,
PROPER NAME, EVENT, ORGANI-
ZATION, ACRONYM, . . . Esta informa-
cio´n resulta u´til en la fase de clasiﬁcacio´n
de la pregunta, donde se asigna una clase
o categor´ıa a cada pregunta introducida
al sistema.
La respuesta exacta. Esta informacio´n es
necesaria en la fase de extraccio´n de la
respuesta, donde se deben extraer u´nica-
mente los te´rminos exactos que forman
parte de la respuesta a la pregunta for-
mulada.
El contexto, a nivel de oracio´n, don-
de se encuentra la respuesta. Esta in-
formacio´n, junto con la pregunta, puede
ser utilizada para entrenar sistemas de
implicacio´n textual (textual entailment)
(Dagan et al., 2005) con los que abordar
la fase de validacio´n de respuestas.
El contexto, a nivel de pa´rrafo, donde
se ha extra´ıdo la respuesta. Este dato es
u´til para entrenar sistemas de recupera-
cio´n de pasajes.
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El identiﬁcador del documento del que
se extrajo la respuesta. Esta informacio´n
se puede emplear para el entrenamiento
de sistemas de recuperacio´n o reordena-
cio´n de documentos, ayudando a descar-
tar aquellos que no tengan relacio´n con
la respuesta.
Una etiqueta indicando si la respuesta
es correcta (muestra positiva) o incorrec-
ta (muestra negativa). De esta forma, se
pueden entrenar clasiﬁcadores binarios
para determinar si una respuesta exac-
ta, una oracio´n o un pa´rrafo, son va´lidos
para una pregunta dada.
La Figura 1 presenta tres muestras del
corpus para la pregunta “Who is Tom Crui-
se married to?”. Esta pregunta es de tipo
PROPER NAME, indicando que espera re-
cibir como respuesta el nombre de una perso-
na. En el primer ejemplo, la respuesta “Nicole
Kidman” es correcta (usemos nuestra imagi-
nacio´n y situe´monos a principios de los 90) y
el contexto (a nivel de oracio´n y pa´rrafo) la
justiﬁca. Por lo tanto, la muestra es etique-
tada como POSITIVA. En el segundo ejem-
plo, la respuesta tambie´n es “Nicole Kidman”
pero en este caso el contexto no da soporte
a la respuesta. Esta muestra es etiquetada
como NEGATIVA. En el u´ltimo ejemplo, la
respuesta es “Bill Harford” y el contexto no
la justiﬁca en ningu´n caso, por lo que esta
muestra tambie´n sera´ etiquetada como NE-
GATIVA.
4. Construccio´n del Corpus
En este apartado, la primera subseccio´n
describe los recursos necesarios para la cons-
truccio´n del corpus. El siguiente punto expli-
ca el proceso llevado a cabo para obtener el
conjunto de muestras del corpus.
4.1. Recursos
Los recursos necesarios para la elabora-
cio´n del corpus se han obtenido de las colec-
ciones empleadas en la tarea de BR de las
conferencias TREC.
A la hora de recopilar los pares de
pregunta-respuesta para la construccio´n del
corpus, nos centramos en aquellas pregun-
tas que tuvieran respuesta exacta. Por esta
razo´n, u´nicamente las preguntas formuladas
del TREC 2002 al TREC 2005 fueron teni-
das en cuenta. En an˜os anteriores de la ta-
rea de BR (TREC 1999 al 2001), a los sis-
temas se les exig´ıa que devolvieran pasajes,
no respuestas exactas, por lo que las des-
cartamos para nuestro corpus. Por esta mis-
ma razo´n, so´lo las preguntas de la subtarea
principal (“main” subtask) fueron tenidas en
cuenta, desechando las preguntas de las sub-
tareas “list” y “passage”. Finalmente se ob-
tuvo un conjunto de 1.505 preguntas t´ıpicas
del TREC.
Se utilizo´ tambie´n la coleccio´n de docu-
mentos AQUAINT5, empleada igualmente en
la tarea de BR del TREC, que nos permi-
tio´ obtener los diferentes niveles de contex-
to en los que aparec´ıan las posibles respues-
tas al conjunto de preguntas seleccionado. El
corpus AQUAINT consta de 1.033.461 docu-
mentos en ingle´s, con aproximadamente 375
millones de palabras, obtenidos a partir de
tres fuentes: el Xinhua News Service, el New
York Times News Service y el Associated
Press Worldstream News Service. Este con-
junto de documentos fue el empleado en las
u´ltimas ediciones del TREC, del an˜o 2002 al
2005.
Finalmente, tambie´n se utilizaron los ﬁ-
cheros de juicios proporcionados por la orga-
nizacio´n del TREC 2002 al TREC 2005. Es-
tos ﬁcheros contienen informacio´n sobre to-
das las respuestas dadas por los sistemas pre-
sentados a competicio´n. Un juicio esta´ forma-
do por cuatro campos:
El identiﬁcador de la pregunta.
El identiﬁcador del documento de la
coleccio´n AQUAINT donde se halla la
respuesta.
El juicio de los evaluadores.
La respuesta.
El juicio de los asesores indica si la res-
puesta es correcta, incorrecta, inexacta o no
soportada. “No soportada” indica que la res-
puesta es correcta, pero que a partir del do-
cumento no se puede deducir que e´sa es la
respuesta a la pregunta formulada. “Inexac-
ta” indica que la respuesta es correcta y el
documento la soporta pero que, o bien la res-
puesta contiene ma´s palabras (o letras) de
las necesarias, o bien carece de ellas. Ve´ase
(Voorhees99 et al., 1999) para una descrip-
cio´n detallada acerca de co´mo se juzgaron las
5Linguistic Data Consortium (LDC) catalog num-
ber LDC2002T31 and ISBN1-58563-240-6.
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Muestra 1
Id Muestra: 26821
Id Pregunta: 1395
Pregunta: Who is Tom Cruise married to?
Tipo: PROPER NAME
Respuesta: Nicole Kidman
Oracio´n: The drama is said to be about a pair of married psychiatrists (played by the
married Tom Cruise and Nicole Kidman) and their sexual lives, but only a few
Warner executives, Cruise and Kidman, and Pat Kingsley, a top public relations
executive, have seen the film.
Pa´rrafo: Along the way, Kubrick’s secretive methods generated a continual buzz. Actors
had to sign agreements not to talk to the press, and shooting scripts were
kept under strict security. The drama is said to be about a pair of married
psychiatrists (played by the married Tom Cruise and Nicole Kidman) and their
sexual lives, but only a few Warner executives, Cruise and Kidman, and Pat
Kingsley, a top public relations executive, have seen the film.
Documento: NYT19990326.0303
Clase: POSITIVE
Muestra 2
Id Muestra: 26824
Id Pregunta: 1395
Pregunta: Who is Tom Cruise married to?
Tipo: PROPER NAME
Respuesta: Nicole Kidman
Oracio´n: The film itself, starring Tom Cruise and Nicole Kidman as a married couple in
New York on a sexual odyssey, received wildly mixed reviews.
Pa´rrafo: The film itself, starring Tom Cruise and Nicole Kidman as a married couple in
New York on a sexual odyssey, received wildly mixed reviews. After strong box
office sales in its first weekend, attendance has dropped sharply.
Documento: NYT19990727.0184
Clase: NEGATIVE
Muestra 3
Id Muestra: 26831
Id Pregunta: 1395
Pregunta: Who is Tom Cruise married to?
Tipo: PROPER NAME
Respuesta: Bill Harford
Oracio´n: The story follows the descent of Bill Harford (Cruise, toothy as ever), a
successful young doctor on the Upper West Side of Manhattan, into a perilous,
secretive netherworld.
Pa´rrafo: At the same time ‘‘Eyes Wide Shut’’ is a sternly anti-erotic movie that regards
its sexual license with a cold puritanical hauteur. The movie is not a turn-on
(it is really a horror film without gore), and the sexual chemistry between its
married stars, Tom Cruise and Ms. Kidman, is tepid at best. The story follows
the descent of Bill Harford (Cruise, toothy as ever), a successful young doctor
on the Upper West Side of Manhattan, into a perilous, secretive netherworld.
The catalyst is a confession by his wife, Alice (Ms. Kidman), about the fierce,
unconsummated desire she once felt for a young naval officer. In black-and-white
sequences that punctuate the movie, Bill torments himself with visions of Alice
and her would-be lover in bed together, and these images drive him to examine
his own wayward impulses.
Documento: NYT19990719.0343
Clase: NEGATIVE
Figura 1: Tres ejemplos representativos del corpus desarrollado.
respuestas. La Figura 2 muestra un fragmen-
to de uno de estos ﬁcheros de juicios.
4.2. Proceso
El corpus fue obtenido de forma semi-
automa´tica a partir de los recursos descri-
tos en el punto anterior. Primero, se selec-
cionaron todas las preguntas factuales de la
63
Desarrollo de un corpus de entrenamiento para sistemas de Búsqueda de Respuestas basados en aprendizaje automático
1395 NYT19991220.0294 -1 Julia Roberts
1395 NYT19991101.0416 1 Nicole Kidman
1395 APW19990712.0006 3 actress Nicole Kidman
1395 NYT19991101.0416 3 actress Nicole Kidman
1395 APW19990712.0006 1 Nicole Kidman
1395 APW19990423.0019 2 Tom Cruise and
Nicole Kidman
1395 NYT19990628.0254 2 Nicole Kidman
Figura 2: Fragmento de un ﬁchero de juicios.
La tercera columna indica si la respuesta es
incorrecta (-1), correcta (1), no soportada (2)
o inexacta (3).
tarea de BR de los TREC de 2002 a 2005.
Estas preguntas fueron etiquetadas manual-
mente con el tipo de respuesta esperado si-
guiendo la clasiﬁcacio´n presentada en (Bisbal
et al., 2005).
Para cada pregunta se realizo´ un proceso
automa´tico de bu´squeda de todas las posi-
bles respuestas dentro de los ﬁcheros de jui-
cios. Estos ﬁcheros muestran las respuestas
enviadas por los sistemas que participaron en
dichas competiciones. Cada juicio fue proce-
sado de acuerdo a los siguientes pasos:
1. Lectura de la respuesta.
2. Lectura del juicio dado por los evaluado-
res.
3. Lectura del documento indicado y
bu´squeda de apariciones de la respues-
ta dentro del mismo.
4. Obtencio´n y almacenamiento de todos
los pa´rrafos del documento que contie-
nen la respuesta. Ya que en el corpus
AQUAINT los pa´rrafos de los documen-
tos aparecen etiquetados, se hizo uso
de dichas etiquetas para extraerlos fa´cil-
mente. Por cada pa´rrafo obtenido se ge-
nero´ una muestra.
5. Extraccio´n de la oracio´n donde aparece
la respuesta a partir del pa´rrafo.
En este punto del proceso automa´tico, se
dispone de una conjunto de muestras que re-
lacionan cada pregunta con una posible res-
puesta y con los diferentes contextos (ora-
cio´n, pa´rrafo y documento) en los que ha
sido localizada. Si los evaluadores juzgaron
la respuesta como “incorrecta”, la muestras
es etiquetada como NEGATIVA. Si el juicio
fue “correcta”, la muestra es etiquetada como
POSITIVA. Si la muestra fue juzgada como
“no soportada”, la muestra se etiqueta como
NEGATIVA, puesto que aunque la respuesta
es correcta, e´sta no se puede deducir a partir
del contexto.
Las respuestas que fueron juzgadas como
“inexactas” requirieron un tratamiento espe-
cial. En este caso, el contexto s´ı justiﬁca la
respuesta, pero la respuesta no se puede con-
siderar correcta porque, o bien contiene in-
formacio´n superﬂua, o bien carece de alguna
parte importante de la respuesta. Para so-
lucionar este problema, se recogieron de for-
ma automa´tica todas las respuestas correc-
tas (aquellas cuyo juicio es “correcta”) y se
intentaron localizar en el documento en el
que se hab´ıa encontrado la repuesta “inexac-
ta”. Por ejemplo, supongamos que la Figu-
ra 2 muestra todos los juicios para la pre-
gunta nu´mero “1395”. Al procesar la ter-
cera l´ınea se detecta que la respuesta dada
fue “actress Nicole Kidman” y que el jui-
cio dado por los evaluadores fue “inexac-
ta”. En este caso el proceso buscara´ todas
las respuestas etiquetadas como “correcta”
que aparecen en los juicios para la pregunta
“1395”, tratando de localizarlas en el docu-
mento “APW19990712.0006”. Las respuestas
encontradas son entonces etiquetadas como
POSITIVAS.
Una vez ﬁnalizado el proceso automa´tico,
se dispon´ıa de un enorme conjunto de mues-
tras con la informacio´n mostrada en la Figura
1. Pero el proceso de construccio´n del corpus
todav´ıa no estaba acabado, al haber de re-
visar algunas de las muestras manualmente.
En algunos casos la respuesta aparec´ıa ma´s
de una vez dentro del documento. El proce-
so automa´tico extrae todas las apariciones de
la respuesta en el documento y genera una
muestra para cada una, etiqueta´ndolas como
POSITIVA o NEGATIVA segu´n el criterio
descrito anteriormente. No existe problema
alguno si la etiqueta es NEGATIVA, puesto
que se puede asegurar entonces que la res-
puesta es incorrecta o que el documento no
la soporta. El problema aparece cuando la
etiqueta es POSITIVA, ya que no se puede
garantizar que todos los pa´rrafos en los que
aparezca la respuesta le den soporte. Estas
muestras tuvieron que ser, por tanto, revi-
sadas manualmente. La tarea de revisio´n fue
llevada a cabo por dos revisores. El Cuadro 1
muestra en detalle el nu´mero de muestras que
tuvieron que se revisadas. Sobre el total de
6.309 muestras que hubo que revisar manual-
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mente, los anotadores alcanzaron un ı´ndice
de concordancia Kappa (Kappa agreement)
del 0.94. La concordancia esperada se com-
puto´ segu´n (Fleiss, 1971), siendo igual para
todos los evaluadores la probabilidad de que
una muestra pertenezca a una u otra cate-
gor´ıa. En caso de desacuerdo, el desempate
lo realizo´ un tercer anotador.
5. Estad´ısticas del Corpus
El corpus desarrollado consta de 72.679
muestras extra´ıdas a partir de 1.505 pregun-
tas diferentes (una media de 48.29 respues-
tas por pregunta). Tenemos un total de 8.699
muestras POSITIVAS frente a 63.980 NEGA-
TIVAS. El porcentaje de muestras NEGATI-
VAS (88%) es mucho mayor que el de las
POSITIVAS (12%). Se decidio´ mantener la
proporcio´n al ser e´ste el resultado real de los
sistemas actuales.
El Cuadro 2 muestra un resumen de las
estad´ısticas del corpus. Se incluyen tambie´n
los resultados parciales para cada competi-
cio´n del TREC. La columna “Conjunto” in-
dica la edicio´n de la que provienen los recur-
sos. “Preguntas” indica el nu´mero de pregun-
tas utilizadas para extraer las muestras. “Jui-
cios” muestra el nu´mero de juicios, esto es,
el nu´mero total de respuestas enviadas por
los participantes en la competicio´n. “Positi-
vas” indica el nu´mero de muestras etiqueta-
das como POSITIVAS, mientras que “Nega-
tivas” muestras el de NEGATIVAS. Por u´lti-
mo, la columna “Total Muestras” resume el
nu´mero total de muestras, tanto POSITIVAS
como NEGATIVAS.
Los resultados obtenidos reﬂejan una di-
ferencia notable entre el nu´mero de muestras
extra´ıdas en cada edicio´n del TREC. Mien-
tras que en 2003 y 2005 los resultados son
similares (17.705 y 18.681 respectivamente),
las muestras obtenidas del TREC de 2002
superan ampliamente las de 2004 (26.679 y
9.614 respectivamente). El principal motivo
de esta diferencia es el nu´mero de juicios
disponibles. Este nu´mero depende principal-
mente de tres factores:
El nu´mero de preguntas formuladas a
los sistemas. Por ejemplo, en 2002 fue-
ron 500 mientras que en 2004 fueron so´lo
230.
El nu´mero de sistemas en competicio´n
y el nu´mero de resultados enviados. En
2002 se enviaron 67 resultados, mientras
que hubo 54 en 2003.
La convergencia de los sistemas: so´lo se
tienen en cuenta los juicios distintos. Si
dos sistemas encuentran la misma res-
puesta en el mismo documento, so´lo se
obtiene una muestra.
6. Conclusiones y Trabajo Futuro
Muchas aplicaciones de procesamiento del
lenguaje natural extraen informacio´n a partir
de grandes corpus de texto con el objetivo de
aprender feno´menos lingu¨´ısticos. Las aproxi-
maciones basadas en corpus han demostra-
do su fa´cil adaptabilidad a nuevos lenguaje
y dominios. En este trabajo se ha descrito
el desarrollo de un corpus disen˜ado para su
utilizacio´n en todas y cada una de las eta-
pas de un sistema de BR basado en apren-
dizaje. El corpus ha sido obtenido de forma
semi-automa´tica, siendo mı´nimo el esfuerzo
humano necesario para su desarrollo. El cor-
pus ha sido desarrollado en ingle´s, ya que pa-
ra este idioma los recursos son mucho ma´s
numerosos que para otras lenguas. Las mues-
tras, al haber sido obtenidas a partir de recur-
sos de la tarea de BR del TREC, hacen que
el corpus resultante se ajuste perfectamente
a las necesidades de los sistemas de BR.
Se ha obtenido una coleccio´n de 72.679
muestras, que parece suﬁcientemente grande
para entrenar cualquier sistema de BR ba-
sado en aprendizaje automa´tico. Cada mues-
tra relaciona una pregunta con su tipo y su
respuesta exacta, proporcionando tambie´n el
contexto de la respuesta a nivel de oracio´n,
pa´rrafo y documento. De esta manera, el cor-
pus se puede emplear para entrenar cualquier
etapa de un sistema de BR, donde son necesa-
rios diferentes niveles de contexto de la pre-
gunta: el tipo de la pregunta para la etapa
de clasiﬁcacio´n de la pregunta, la respuesta
exacta para la fase de extraccio´n de la res-
puesta, la oracio´n para la etapa de validacio´n
y el documento y pasaje para la fase de recu-
peracio´n de informacio´n.
Otro beneﬁcio de la aproximacio´n presen-
tada es que, a diferencia de otros corpus simi-
lares, el corpus obtenido no dispone so´lo de
muestras positivas, sino que tambie´n contiene
muestras negativas que proporcionan el con-
texto en el cual una determinada respuesta
es incorrecta. De este modo, un clasiﬁcador
binario podr´ıa ser entrenado con este corpus
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Conjunto Revisadas manualmente
TREC 2002 2,314
TREC 2003 1,811
TREC 2004 745
TREC 2005 1,472
TOTAL 6,309
Cuadro 1: Muestras revisadas manualmente
Conjunto Preguntas Juicios Positivas Negativas Total Muestras
TREC 2002 500 15,948 2,042 24,637 26,679
TREC 2003 413 9,841 2,769 14,936 17,705
TREC 2004 230 6,235 1,406 8,208 9,614
TREC 2005 362 11,967 2,482 16,199 18,681
TOTAL 1,505 43,991 8,699 63,980 72,679
Cuadro 2: Estad´ısticas del Corpus
para decidir de forma automa´tica si las po-
sibles respuestas son apropiadas para la pre-
gunta formulada o no.
Como trabajo futuro, planteamos aplicar
este corpus con te´cnicas de aprendizaje au-
toma´tico para la construccio´n de sistemas
versa´tiles de BR.
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