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xij (ij)-e`me e´le´ment de la matrice X
(.)T Symbole de transposition (peut eˆtre applique´ a` un vecteur
ou une matrice)
‖.‖ Norme l2 (pour les vecteurs)
‖.‖F Norme de Frobenius (pour les matrices)
Se´paration Aveugle de Sources (SAS) :
sm(t) Valeur de la source m a` un instant t
x`(t) Valeur de l’observation ` a` un instant t
L Nombre d’observations
M Nombre de sources
A Matrice de me´lange (L×M), compose´e des diffe´rents
coefficients de me´lange a`m
De´me´lange Spectral :
fm(n) Fraction d’abondance du mate´riau pur m
(dans le pixel n)
r`m Re´flectance du mate´riau pur m dans la `e`me bande spectrale
x`(n) Re´flectance observe´e dans la `e`me bande spectrale
(pour un pixel donne´ n)
L Nombre de bandes spectrales
N Nombre de pixels
M Nombre de sources
R Matrice des spectres des endmembers
F Matrice des fractions d’abondance





ACI Analyse en Composantes Inde´pendantes
(ou ICA pour “Independent Component Analysis”)
ACP Analyse en Composantes Principales
(ou PCA pour “Principal Component Analysis”)
ACPa Analyse en Composantes Parcimonieuses
(ou SCA pour “Sparse Component Analysis”)
AD Attenuated and Delayed
AMUSE Algorithm for Multiple Unknown Signals Extraction
ALS Alternating Least Squares
CWT Transforme´e en ondelettes continue
(Continuous Wavelet Transform)
CCA Convex Cone Analysis
DUET Degenerate Unmixing Estimation Technique
DOA Direction Of Arrival
DEMIX Direction Estimation of Mixing matrIX
EM Expectation Maximization
ENVI ENvironment for Visualizing Images
FMN Factorisation en Matrices Non-ne´gatives
(ou NMF pour “Non-negative Matrix Factorization”)
FastICA Fast Independent Component Analysis
FMP Factorisation en Matrices Positives
(ou PMF pour “Positive Matrix Factorization”)
FCLS Fully Constrained Least Squares
HySime HYperspectral Signal identification by minimum error
iid inde´pendantes et identiquement distribue´es
IEA Iterative Error Analysis
ICE Iterative Constrained Endmembers
JADE Joint Approximate Diagonalization of Eigen-matrices
MLI Me´lange Line´aire Instantane´
MISO Multiple-Input Single-Output
MV Maximum de Vraisemblance
MDCT Modified Discrete Cosine Transform
(transforme´e en cosinus discre`te modifie´e)
MNF Maximum Noise Fraction
MVT Minimum Volume Transform




MVSA Minimum Volume Simplex Analysis
MVES Minimum Volume Enclosing Simplex
NCLS Non-negative Constrained Least Squares
NMSE Normalized Mean Squared Error
(erreur quadratique moyenne normalise´e)
OSP Orthogonal Subspace Projection
PPI Pixel Purity Index
SAS Se´paration Aveugle de Sources
(ou BSS pour “Blind Source Separation”)
SA Signal Ale´atoire
SOBI Second-Order Blind Identification
SMACC Sequential Maximum Angle Convex Cone
SISAL Simplex Identification via Split Augmented Lagrangian
SAM Spectral Angle Mapper
(angle spectral)
TFCT Transformation de Fourier a` Court Terme
TF Temps-Fre´quence
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Chapitre 1. Introduction ge´ne´rale
Dans ce chapitre, nous rappelons les principes de base de l’imagerie de te´le´de´tection. A
ce titre, et apre`s un bref historique sur ce domaine, nous pre´senterons la technologie associe´e
aux capteurs de te´le´de´tection, ainsi que les caracte´ristiques des images obtenues a` partir de
ces derniers. Nous aborderons par ailleurs, les principales e´tapes du processus d’analyse de
l’imagerie, permettant ainsi la pre´sentation de la structure des donne´es comme e´tant un cube
a` deux dimensions spatiales et une dimension spectrale. Plus pre´cise´ment, nous parlerons dans
cette partie du chapitre, de la proble´matique lie´e a` la pre´sence de pixels me´lange´s (appele´s
parfois “mixels”), posse´dant une signature spectrale compose´e du me´lange de celles de plusieurs
mate´riaux pre´sents dans le meˆme pixel. Enfin, nous pre´senterons brie`vement l’objectif attendu
des travaux relatifs a` cette the`se.
1.1 L’imagerie de te´le´de´tection en observation de la Terre
1.1.1 La te´le´de´tection : historique et re´sume´
La te´le´de´tection est l’ensemble des connaissances et techniques utilise´es pour de´terminer a`
distance les proprie´te´s d’objets, naturels ou artificiels, a` partir des rayonnements qu’ils e´mettent
ou re´fle´chissent [1].
Dans les temps pre´sents, cette discipline est devenue, pour de nombreux domaines, une source
d’informations abondantes et pre´cises pour les chercheurs qui vont essayer, a` partir d’instruments
ae´roporte´s ou spatioporte´s, de collecter et d’extraire l’information utile associe´e au domaine
conside´re´. Il serait inte´ressant a` ce propos de consulter [2] ou` l’ensemble des termes techniques,
utilise´s en te´le´de´tection, sont de´taille´s et de´finis en langue franc¸aise (afin de permettre aux uti-
lisateurs de se familiariser avec la terminologie y ayant trait).
Historiquement, la te´le´de´tection est apparue vers la 1e`re guerre mondiale avec l’installation
sur des avions de mate´riel photographique (instruments ae´roporte´s) principalement a` des fins de
reconnaissance militaire. A partir de cette pe´riode, la te´le´de´tection n’a cesse´ de s’ame´liorer. Les
grandes dates marquantes sont [2] :
(1950) : pe´riode marque´e par l’extension de la te´le´de´tection ae´roporte´e aux domaines civils
(urbanisme, habitat, agriculture, ge´ologie, ...).
(1970) : pe´riode marque´e par le lancement des premiers satellites multispectraux d’obser-
vation de la Terre, en particulier le satellite americain ERTS-1 (Earth Resources Technology
Satellite, appele´ plus tard LANDSAT).
(1980) : Apparition des premiers satellites a` haute re´solution spatiale, en particulier le satel-
lite «Landsat-4» (en 1982) et le satellite francais «SPOT-1» (Syste`me Probatoire d’Observation
de la Terre en 1986).
(2000) : Apparition des instruments a` tre`s haute re´solution spatiale et des premiers instru-
ments hyperspectraux [3].
Depuis cette dernie`re date, la technologie lie´e aux instruments de te´le´de´tection (particulie`-
rement celle des capteurs) n’a cesse´ de progresser (augmentation du nombre de pixels, miniatu-
risation des sous-syste`mes, ame´lioration des performances spatiales ou spectrales, ...).
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1.1. L’imagerie de te´le´de´tection en observation de la Terre
Figure 1.1 – Re´sume´ du processus de te´le´de´tection (adapte´ de [4])
Sans rentrer dans les de´tails physiques, on peut re´sumer le processus de te´le´de´tection (illustre´
dans la figure 1.1) de la manie`re suivante [4, 5, 1] :
Une source (A) de rayonnement e´lectromagne´tique, repre´sente´e dans ce cas de figure par
le soleil (ou bien un instrument de type radar), illumine une cible (le terme cible de´signe une
surface image´e au niveau du sol).
Ce rayonnement e´lectromagne´tique passe a` travers l’atmosphe`re (B) et interagit avec cette
dernie`re par des phe´nome`nes de diffusion et d’absorption. Ce rayonnement peut eˆtre transmis ou
de´vie´ de sa trajectoire initiale, ou meˆme parfois bloque´ avant d’arriver au sol (voir [1] pour plus
de de´tails concernant les effets de la diffusion). Apre`s avoir franchi cette barrie`re atmosphe´rique,
ce rayonnement interagit enfin avec la cible (C) qui va, l’absorber, le diffuser ou bien le re´fle´chir,
ceci en fonction de la longueur d’onde du rayonnement mais e´galement de la nature physique de
la surface concerne´e.
Le rayonnement re´fle´chi par le sol interagit encore une fois avec l’atmosphe`re (B) avant d’eˆtre
enregistre´ par le capteur (D), et envoye´ au sol (E) sous forme nume´rique.
Enfin, pour que l’information rec¸ue par les capteurs ae´roporte´s ou spatioporte´s devienne
exploitable ou utilisable par les utilisateurs finaux (G), il sera ne´cessaire d’effectuer au pre´alable
certains pre´-traitements (F).
Ce rayonnement, rec¸u par les capteurs (D) selon leurs domaines spectraux en employant
une combinaison de filtres et un type de de´tecteur, est caracte´rise´ par une longueur d’onde (ou
une fre´quence). En fonction de cette longueur d’onde, le rayonnement peut prendre des noms
diffe´rents (comme illustre´ dans la figure 1.2).
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Figure 1.2 – Le spectre e´lectromagne´tique
1.1.2 Technologie des capteurs de te´le´de´tection
En te´le´de´tection, on mesure au niveau d’un capteur, a` une longueur d’onde donne´e, la puis-
sance rec¸ue en provenance d’une source naturelle (par exemple la Terre, l’atmosphe`re ou divers
objets de l’Univers) et on cherche a` de´terminer la luminance e´nerge´tique. Celle-ci repre´sente la
puissance e´mise par une cible dans une direction donne´e par unite´ d’angle solide et par unite´
d’aire de la surface apparente de la source dans cette direction (en W ·m−2 · sr−1).
On distingue deux types de capteurs : passifs et actifs. Les capteurs passifs enregistrent le rayon-
nement naturel e´mis ou re´flechi par les cibles. L’autre type de capteurs, dit actifs (RADAR par
exemple) e´mettent artificiellement un rayonnement qui est re´trodiffuse´ par le milieu observe´ et
de´tecte´ par le meˆme capteur (voir la ligne en pointille´s dans la figure 1.1). Dans la suite de ce
manuscrit, on ne parlera que des capteurs passifs.
La plupart des capteurs de te´le´de´tection (passifs) appele´s e´galement radiome`tres, ont une
architecture interne similaire. Comme illustre´ en figure 1.3, celle-ci est divise´e en deux parties
majeures :
– La partie optique
– Un amplificateur et un syste`me d’enregistrement, constituant la partie e´lectronique.
Ce type de capteurs transforme l’e´nergie e´lectromagne´tique re´fle´chie ou e´mise a` partir d’une
cible en un signal e´lectrique nume´rise´ ; il est constitue´ d’un ou de plusieurs de´tecteurs (photo-
diodes, Charge-Coupled Devices “CCD” ou capteurs infrarouge), de filtres et/ou d’un se´parateur
spectral (selon les bandes spectrales choisies) et d’un dispositif optique pour focaliser l’image
sur le de´tecteur. Ce dispositif peut eˆtre a` base de re´flexion (combinaison de miroirs), re´fraction
(combinaison de lentilles), ou bien les deux a` la fois.
La superficie du pixel de l’image de´pend du syste`me recevant le rayonnement ainsi que de la
sensibilite´ du de´tecteur. Ce de´tecteur a pour roˆle de convertir l’e´nergie radiative en un courant
e´lectrique faible, qui sera amplifie´ et transforme´ en un signal nume´rique graˆce a` un amplificateur
et un syste`me d’enregistrement variant d’un de´tecteur a` un autre, donnant lieu a` une image sur
plusieurs bandes spectrales [5, 1].
Pour ce type de capteurs, il existe plusieurs me´thodes d’acquisition d’images :
(1) Syste`me a` balayage :
Ce dernier est ge´ne´ralement base´ sur la rotation ou l’oscillation d’un miroir. Le balayage des
lignes de l’image est assure´ soit par la rotation comple`te du satellite sur lui-meˆme (cas des satel-
4
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Figure 1.3 – Principaux composants d’un radiome`tre
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lites Me´te´osat), soit par la rotation ou l’oscillation d’un miroir (cas des satellites Landsat) dans
la direction perpendiculaire au trajet du satellite (ou de l’avion, dans le cas de la te´le´de´tection
ae´roporte´e). Les colonnes de l’image quant a` elles, sont acquises par rotation d’un miroir (Me´-
te´osat), ou bien par avance´e du satellite (Landsat). Ce type de technologie (syste`me a` balayage)
est de moins en moins utilise´, principalement en raison du de´veloppement plus re´cent des CCD
a` barrettes. Ces derniers sont de´taille´s dans le paragraphe suivant.
(2) Syste`me Push-broom :
Ce syste`me est conside´re´ comme e´tant plus simple et plus souple a` mettre en place par rapport
au syste`me pre´ce´dent. Appele´ e´galement syste`me a` barrettes, il permet l’acquisition simultane´e
des pixels de chaque ligne de l’image. Ce dernier est compose´ de 1728 a` 12000 de´tecteurs CCD
qui recoivent en meˆme temps l’information de plusieurs milliers de pixels place´s sur une meˆme
ligne (par exemple les satellites SPOT).
(3) Syste`me matriciel :
Cette dernie`re cate´gorie de capteurs, de´veloppe´e plus re´cement que les deux premie`res (ba-
layage et push-broom), est caracte´rise´e par la simultane´ite´ d’acquisition de tous les pixels de
l’image (lignes et colonnes). Il est a` pre´ciser que ce type de capteurs est peu utilise´ en raison
notamment du nombre important de de´tecteurs induisant des difficulte´s pour les ope´rations
d’e´talonnage radiome´trique.
1.1.3 Caracte´ristiques des images de te´le´de´tection
Les principales caracte´ristiques a` prendre en compte lors du choix des images de te´le´de´tection
sont [6] :
(1) La re´solution spatiale :
Plus la re´solution spatiale est fine et plus l’image obtenue a` partir du satellite est de´taille´e.
La re´solution spatiale de´signe l’aptitude des capteurs a` distinguer deux petits objets spatiale-
ment adjacents. Ce type de re´solution de´pend du champ instantane´ d’observation du capteur
(ou “IFOV” en anglais, pour Instantaneous Field Of View) qui va de´terminer les dimensions de
la surface observe´e a` un moment donne´ et ce, en fonction de l’altitude du satellite (ou de l’avion
dans le cas de la te´le´de´tection ae´roporte´e).
(2) La re´solution spectrale :
Elle de´pend du syste`me optique du capteur (filtre), et de´signe l’aptitude d’un capteur a`
distinguer les le´ge`res diffe´rences d’un meˆme objet au niveau du sol pour des longueurs d’ondes
diffe´rentes. Plus la re´solution spectrale est fine, plus l’information sur les cibles est riche et pre´-
cise permettant une meilleure interpre´tation des spectres mesure´s. L’imagerie hyperspectrale par
exemple, peut contenir entre 20 et plus de 200 bandes spectrales e´troites et contigue¨s avec une
re´solution de l’ordre de 10 nm (en fonction du capteur utilise´). Au contraire, l’imagerie multis-
pectrale, classiquement utilise´e en te´le´de´tection spatiale contient entre 2 et 20 bandes spectrales
ge´ne´ralement plus larges et non contigue¨s.
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(3) La re´solution radiome´trique :
Un peu plus haut, nous avons pre´sente´ l’architecture interne des capteurs de te´le´de´tection.
Dans la partie e´lectronique du capteur, le signal e´lectrique provenant des de´tecteurs est converti
en nombres entiers, code´s en 8, 10 ou 12 bits (en fonction des capteurs utilise´s) et repre´sentant
des grandeurs physiques (par exemple la luminance e´nerge´tique). La re´solution radiome´trique
de´signe la capacite´ d’un capteur a` diffe´rencier pour une cible les valeurs des grandeurs physiques
mesure´es et ce, au niveau de la meˆme bande spectrale. Dans le cas d’un codage sur 10 bits, par
exemple, on obtient des valeurs (en niveau de gris) comprises entre 0 et 1023, augmentant ainsi
la capacite´ a` faire la diffe´rence entre deux cibles presque similaires (en comparaison par exemple
a` un codage sur 8 bits ou` les valeurs sont comprises entre 0 et 255).
(4) La re´solution temporelle :
Appele´e e´galement “temps de revisite”, elle est de´finie comme l’intervalle de temps ne´cessaire
pour un satellite afin d’observer une meˆme surface au sol a` partir du meˆme point dans l’espace.
1.2 Analyse d’images de te´le´de´tection
Nous abordons dans cette section les principales e´tapes du processus d’analyse de l’imagerie
de te´le´de´tection depuis la re´ception des donne´es brutes fournies par le capteur jusqu’a` la pre´-
sentation des re´sultats aux utilisateurs.
La premie`re partie est lie´e aux ope´rations de pre´-traitement de l’image rec¸ue au niveau du sol
(repre´sente´e dans la figure 1.1 par (F)). Celles-ci de´pendent de l’application conside´re´e, du type
de capteur utilise´ ainsi que de l’image produite par ce dernier. L’objectif des ope´rations de pre´-
traitement est d’ame´liorer les images rec¸ues et corriger de la meilleure fac¸on possible les erreurs
lie´es au bruit induit par le capteur ou bien les perturbations atmosphe´riques. Une explication
plus de´taille´e de ces ope´rations peut eˆtre trouve´e dans plusieurs ouvrages spe´cialise´s dans le do-
maine, comme par exemple [6, 1]. Enfin, il est a` noter que les principales corrections applique´es
sont des corrections ge´ome´trique, radiome´trique et atmosphe´riques (ou plutoˆt compensations
atmosphe´riques).
Une autre ope´ration aussi importante que le pre´-traitement, est celle lie´e au traitement des don-
ne´es corrige´es (repre´sente´e dans la figure 1.1 par (G)). Celle-ci a pour roˆle principal la production
de cartes d’occupation du sol. Dans cette partie du processus d’analyse, chaque pixel de l’image
sera affecte´ a` une seule classe d’occupation. Pour y arriver, plusieurs me´thodes de classification
pouvant eˆtre regroupe´es en deux cate´gories, sont ge´ne´ralement utilise´es :
(1) Me´thodes de classification non assiste´es (ou non supervise´es), dans lesquelles aucune infor-
mation a priori sur la nature des cibles n’est disponible. Ceci e´tant, une intervention mineure
d’un ope´rateur est souvent ne´cessaire a` des fins de ve´rification et de production des sorties.
Parmi les me´thodes les plus connues, on peut citer la me´thode des centres mobiles.
(2) Me´thodes de classification assiste´es (ou supervise´es) qui sont base´es sur l’expe´rience d’un
expert (dans les domaines e´tudie´s par exemple) ou d’un ope´rateur afin d’obtenir le re´sultat
voulu. Parmi les me´thodes les plus connues, on peut citer la classification par maximum de
vraisemblance.
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1.3 Structure des images de te´le´de´tection
A ce stade de notre manuscrit et pour la suite, on ne parle plus des pre´-traitements introduits
ci-dessus (ge´ome´trique, radiome´trique ou autres). On conside`re ainsi les images rec¸ues a` partir
des stations de re´ception au sol (apre`s pre´-traitement) comme e´tant un cube de donne´es a` deux
dimensions spatiales et une dimension spectrale, comme repre´sente´ dans la figure 1.4. Il est a`
signaler qu’aucune distinction ne sera plus faite entre une image ae´roporte´e et spatioporte´e. Par
ailleurs, en ce qui concerne les longueurs d’onde utilise´es, on se limite aux domaines re´flectifs,
c-a`-d le visible et le proche infrarouge (entre 0,4 et 2,5 µm). Chaque cube est repre´sente´ comme
une superposition d’images spectrales correspondant chacune a` une des longueurs d’onde utili-
se´es. Il est possible de distinguer au niveau de la figure 1.4 la diffe´rence entre les spectres obtenus
a` partir de capteurs multispectraux (figure 1.4-(b)) et ceux obtenus a` partir des capteurs hy-
perspectraux (figure 1.4-(a)). A chaque pixel spatial, d’un cube hyperspectral, correspond un
spectre de re´flectance 1 en un grand nombre de bandes spectrales e´troites et contigue¨s.
1.4 Proble´matique de cette the`se
La te´le´de´tection (en observation de la Terre) a pour but de profiter des informations dispo-
nibles (spatiales ou spectrales) a` l’effet d’identifier, de classifier, et d’analyser quantitativement
les diffe´rents mate´riaux ou objets sans eˆtre en contact direct avec ces derniers. L’imagerie mul-
tispectrale est actuellement connue pour avoir une meilleure re´solution spatiale que les images
hyperspectrales. Cette caracte´ristique, qui, avec certains satellites (Pleiade par exemple) est pas-
se´e sous la barre du me`tre, permet aux utilisateurs de ce type de donne´es de se focaliser sur les
me´thodes et techniques base´es sur les riches informations spatiales. Au contraire, l’imagerie hy-
perspectrale oriente´e plutoˆt sur les applications lie´es a` la de´tection de cibles particulie`res (civiles
ou militaires), se focalise essentiellement sur l’information spectrale.
Chaque mate´riau pur pre´sent dans l’image conside´re´e est caracte´rise´ par une signature spectrale
(ou spectre de re´flectance) unique base´e sur les proprie´te´s physiques du mate´riau en question. Il
est a` ce titre important de faire la diffe´rence entre le spectre de re´flectance d’un mate´riau pur et
le spectre de re´flectance d’un pixel d’une image pouvant contenir plusieurs mate´riaux [5]. En ef-
fet, dans la majorite´ des techniques de traitement d’images et en particulier la classification pixel
par pixel des e´lements de l’image, des erreurs importantes peuvent eˆtre engendre´es (en fonction
du type de capteurs utilise´s) en raison de la pre´sence de “pixels me´lange´s” (voir figure 1.5).
Ces derniers, appele´s e´galement “mixels”, pre´sentent une signature spectrale ne correspondant
a` aucun mate´riau naturel ou artificiel pre´sent dans l’image, mais plutoˆt un spectre compose´
du me´lange des spectres de plusieurs mate´riaux pre´sents dans le meˆme pixel. Ce phe´nome`ne
de pixels me´lange´s est duˆ principalement a` la re´solution spatiale des capteurs utilise´s. En effet,
si cette re´solution n’est pas assez bonne, on risque d’avoir, comme illustre´ dans la figure 1.5,
plusieurs mate´riaux purs a` l’inte´rieur du meˆme pixel, et par conse´quent le spectre de re´flectance
observe´ au niveau de ce pixel sera force´ment me´lange´.
Parmi les proble`mes rencontre´s, on peut citer les difficulte´s d’identification ou bien de de´fini-
tion de certaines limites entre re´gions (ou classes) bien de´finies, souvent repe´rables visuellement
1. la re´flectance est une grandeur physique repre´sente´e par le rapport entre le flux lumineux re´fle´chi par le
sol (luminance) et le flux lumineux incident. Cette mesure n’a pas d’unite´ et est obtenue apre`s les ope´rations de
pre´-traitement ne´cessaires pour transformer les informations rec¸ues a` partir des capteurs en donne´es exploitables
par les utilisateurs.
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(a)
(b)
Figure 1.4 – Illustration de spectres d’images de te´le´de´tection : (a) hyperspectrale, (b) multis-
pectrale
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Figure 1.5 – Exemple d’une image contenant des mixels [5].
a` grande e´chelle, mais ne´cessitant une analyse plus de´taille´e. Ainsi, les pixels me´lange´s peuvent
d’une part, ge´ne´rer des erreurs dans le cas ou` on veut faire une superposition des cartes (pro-
duites a` partir de la classification) sur des images, et d’autre part nous induire en erreur dans
le cas ou` on veut mesurer la superficie d’une re´gion (ou classe) particulie`re.
Pour e´viter ce type de proble`mes, nous proposons dans le cadre de cette the`se de mettre
en place des me´thodes dites de “De´me´lange Spectral”2 (non supervise´es), permettant la de´com-
position des spectres me´lange´s en un ensemble de spectres de mate´riaux purs (les mate´riaux
purs sont e´galement appele´s endmembers) et en un autre ensemble de fractions d’abondance
indiquant la proportion de chaque mate´riau pur dans chaque pixel.
Dans le cas ou` ce type de me´thodes utilisent peu d’informations a priori, le de´me´lange spectral
peut eˆtre conside´re´ comme un proble`me de Se´paration Aveugle de Sources (SAS). Ainsi, les
fractions d’abondance et les spectres des endmembers recherche´s repre´sentent respectivement
en SAS, les signaux sources et la matrice de me´lange (devant eˆtre estime´s), ceci a` partir d’une
observation repre´sentant l’image de te´le´de´tection conside´re´e.
La suite de ce manuscrit est organise´e de la manie`re suivante :
Les deuxie`me et troisie`me chapitres sont consacre´s a` la SAS et au de´me´lange spectral. Nous
commenc¸ons par pre´senter, au niveau du 2e`me chapitre, des ge´ne´ralite´s concernant la SAS, ainsi
qu’un e´tat de l’art des me´thodes classiques de SAS, avec une attention particulie`re aux me´thodes
qui seront exploite´es dans notre travail, a` savoir l’Analyse en Composantes Inde´pendantes (ACI),
la Factorisation en Matrices Non-negatives (NMF), et l’Analyse en Composantes Parcimonieuses
(ACPa). Par ailleurs, nous proposons dans le 3e`me chapitre, de de´tailler quelques me´thodes de´-
veloppe´es ces dernie`res anne´es dans le cadre du de´me´lange spectral, a` savoir les principales
me´thodes ge´ome´triques existantes, puis continuons avec celles base´es sur des me´thodes de SAS
(aborde´es dans le 2e`me chapitre).
Dans le quatrie`me chapitre, apre`s un bref rappel du mode`le de me´lange line´aire utilise´, nous
2. ou en anglais, spectral unmixing
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de´taillons une nouvelle approche de de´me´lange spectral applique´e a` l’imagerie de te´le´detection.
Cette dernie`re, propose´e dans le cadre de cette the`se, est appele´e “modifICA-NMF” et est base´e
sur la combinaison de deux grandes classes de me´thodes de SAS, a` savoir une version modifie´e de
l’ACI et la NMF. Dans ce chapitre, nous montrons comment les contraintes physiques de notre
proble`me peuvent eˆtre utilise´es pour e´liminer des inde´terminations lie´es a` l’ACI et fournir une
premie`re approximation des spectres de endmembers et des fractions d’abondance associe´es. Ces
approximations sont ensuite utilise´es pour initialiser un algorithme de NMF, avec pour objectif
d’ame´liorer le re´sultat obtenu. Enfin, nous de´taillons dans la suite de ce chapitre, les re´sultats
d’expe´rimentations re´alise´es avec diffe´rents types de donne´es.
Dans le cinquie`me chapitre, nous de´taillons une nouvelle me´thode de de´me´lange spectral ap-
pele´e“BiS-Corr”. Cette dernie`re, et au contraire de l’approche e´voque´e pre´ce´demment (modifICA-
NMF), est fonde´e sur la parcimonie ainsi que sur des proprie´te´s ge´ome´triques. Nous indiquons
dans un premier temps quelques proprie´te´s facilitant la pre´sentation des hypothe`ses conside´re´es
dans la me´thode en question. Puis, nous mettons en lumie`re les grandes lignes de la me´thode
propose´e. Enfin, nous pre´sentons la partie lie´e aux expe´rimentations re´alise´es avec diffe´rents
types de donne´es.
Pour terminer, une conclusion ge´ne´rale, incluant quelques persepctives de recherche, sera
pre´sente´e dans le sixie`me et dernier chapitre.
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2.1 Introduction
Dans ce chapitre, notre de´marche consiste d’abord a` de´finir le proble`me de la Se´paration
Aveugle de Sources (SAS, ou BSS pour “Blind Source Separation”) en ge´ne´ral, ainsi que les
types de me´lange qui lui sont lie´s. Nous pre´senterons par la suite les grandes classes de me´-
thodes de SAS, a` savoir l’Analyse en Composantes Inde´pendantes (ACI), la Factorisation en
Matrices Non-ne´gatives (FMN ou NMF pour Nonnegative Matrix Factorization) 3, l’Analyse en
Composantes Parcimonieuses (ACPa 4) et enfin, nous aborderons e´galement des me´thodes base´es
sur les approches baye´siennes. Il est a` noter que nous nous focaliserons plus sur les me´thodes
utilisant le mode`le de me´lange line´aire instantane´ ; celles-ci vont nous eˆtre utiles par la suite
dans nos travaux de de´me´lange d’images de te´le´de´tection.
L’e´volution rapide qu’a connue la SAS depuis une trentaine d’anne´es a accentue´ le recours
aux me´thodes de traitement de signal qui y sont lie´es et a ouvert par conse´quent les portes a` de
nombreuses applications. Le proble`me de la SAS a e´te´ introduit dans les anne´es 1980, durant
lesquelles J. He´rault, C. Jutten et B. Ans (voir [1] par exemple) ont pre´sente´ pour la premie`re
fois 5 leurs travaux, lie´s a` la proble´matique de se´paration de signaux composites (ou me´lange´s),
inspire´s par les messages ve´hicule´s par les fibres nerveuses et donc dans un contexte biologique.
Depuis, une multitude d’algorithmes base´s sur cette proble´matique a e´te´ de´veloppe´e.
Le premier grand domaine d’application de la SAS concerne l’e´tude des signaux acoustiques,
audio, et de parole (voir par exemple les articles suivants : [4, 5, 6, 7, 8, 9, 10, 11]). Un autre
domaine aussi important concerne les applications lie´es aux syste`mes de transmission e´lectroma-
gne´tique (voir par exemple les articles suivants : [12, 13, 14]). On peut trouver un autre grand
domaine d’application qui est celui lie´ au biome´dical (voir par exemple les articles suivants :
[15, 16, 17, 18, 19, 20, 21, 22]). Ces trois domaines ont e´volue´ en paralle`le et ont un inte´reˆt
commun - l’utilisation de me´thodes de SAS - pour estimer des signaux appele´s “sources” a` par-
tir de signaux me´lange´s, contenant ces sources. Il existe des ouvrages pre´sentant de fac¸on plus
de´taille´e ce type de me´thodes ainsi que les applications conside´re´es, comme par exemple [23] ou
bien [2, 24], ou encore plus re´cemment [25] et [26]. Les ouvrages en question abordent d’autres
applications lie´es au traitement d’images autres que biome´dicales, et en particulier a` celle qui
nous inte´ressent, a` savoir la te´le´de´tection. Enfin, on peut e´galement trouver dans ces ouvrages
d’autres applications lie´es au domaine de la finance par exemple.
2.2 Ge´ne´ralite´s
La SAS consiste a` estimer un ensemble de “signaux sources” inconnus, a` partir d’un ensemble
de signaux disponibles qui sont des “me´langes” des signaux sources recherche´s, en ne connaissant
pas (ou tre`s peu) la transformation des signaux sources qui engendre leur me´lange [27].
3. Pour de´signer la Factorisation en Matrices Non-negatives, on retiendra dans la suite de ce manuscrit, l’acro-
nyme NMF.
4. Pour de´signer l’Analyse en Composantes Parcimonieuses, on retiendra dans la suite de ce manuscrit, l’acro-
nyme ACPa et non pas ACP pour e´viter de confondre avec l’Analyse en Composantes Principales.





La de´finition pre´sente´e ci-dessus re´sume la proble´matique ge´ne´rale sur laquelle repose la SAS.
Afin de comprendre le principe ge´ne´ral, imaginons un ensemble de signaux e´mis par des per-
sonnes (ou bien des objets). Ces signaux sont appele´s “signaux sources”. Les signaux en question
peuvent eˆtre, en fonction du domaine conside´re´, des signaux audio, ou bien des signaux e´lectro-
magne´tiques ou tout autre type de signal. Imaginons maintenant qu’on place des capteurs (ou
re´cepteurs) installe´s a` diffe´rents endroits afin d’enregistrer le “me´lange” de ces signaux sources.
Le fait de placer ces capteurs dans des endroits diffe´rents par rapport a` l’e´metteur des signaux
sources permet l’enregistrement des me´langes, appele´s dans ce qui suit “signaux observe´s”. On
va faire dans un premier temps (version simple), les hypothe`ses suivantes :
– Le nombre de signaux observe´s est le meˆme que celui des signaux sources. Ce dernier est
fixe´ dans cette configuration a` deux.
– Le me´lange produit lors de la propagation des signaux sources vers les capteurs est, dans
une version simplifie´e du proble`me, de type line´aire instantane´ 6. Ainsi, chaque signal
observe´ a` un instant t note´ xi(t), en sortie de chaque capteur, peut eˆtre formule´ en fonction
des signaux sources (au meˆme instant t), note´s sj(t), de la manie`re suivante :
x1(t) = a11s1(t) + a12s2(t),
x2(t) = a21s1(t) + a22s2(t).
Le terme se´paration aveugle provient du fait que les coefficients de me´lange aij ne sont pas
connus, sinon, l’estimation des sources aurait e´te´ effectue´e par simple inversion du mode`le.
La figure 2.1 illustre le cas ou` les signaux sources sont de nature acoustique. L’objectif de la
SAS, dans ce cas, est la mise en place d’un syste`me de se´paration nous permettant d’estimer les
signaux de parole obtenus en sortie de ce syste`me, qu’on notera yj(t). Ces derniers repre´sentent
une estimation des signaux sources initiaux sj(t).
Figure 2.1 – Exemple de SAS
Quand le nombre des signaux sources est e´gal au nombre des signaux observe´s (comme c’est
le cas au niveau de la figure 2.1), le me´lange est dit de´termine´. Il existe deux autres configu-
rations de me´langes : sur-de´termine´, dans lequel le nombre de sources est infe´rieur au nombre
6. Les diffe´rentes cate´gories de me´lange line´aire seront de´taille´es dans la prochaine sous-section.
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d’observations, et sous-de´termine´ qui pre´sente au contraire, un nombre de sources supe´rieur au
nombre d’observations. Dans ce dernier cas de figure, c-a`-d celui du me´lange sous-de´termine´, les
sources ne sont pas aussi faciles a` estimer par rapport aux deux premie`res configurations.
En re´sume´, et inde´pendamment du nombre de sources ou d’observations, voire meˆme de l’appli-
cation conside´re´e, la configuration ge´ne´rale de la SAS peut eˆtre repre´sente´e comme illustre´ dans
la figure 2.2.
Figure 2.2 – Configuration ge´ne´rale de la SAS
L’objectif principal de la SAS est donc l’identification des coefficients de me´lange et l’esti-
mation des signaux sources. L’estimation de ces derniers, est re´alise´e a` partir des observations
qui sont des “me´langes” des signaux sources recherche´s. Avant de proce´der a` la se´paration, il
est important de pre´ciser le roˆle majeur du mode`le de me´lange utilise´ qui repre´sente en quelque
sorte la relation existant entre les sources et les observations. Il existe deux grandes classes de
me´lange, d’une part le me´lange line´aire, et d’autre part le mode`le non line´aire qui est connu
pour eˆtre plus complexe a` traiter que le premier. Dans la suite de ce manuscrit on ne de´taillera
que le mode`le line´aire qui est le mode`le le plus e´tudie´ a` ce jour et qui repre´sente pour certaines
applications une bonne approximation de l’environnement conside´re´.
2.2.2 Me´langes Line´aires
On peut distinguer trois sous-cate´gories de me´langes line´aires :
Me´langes Line´aires Instantane´s (LI) :
Le mode`le de me´lange line´aire instantane´ est conside´re´, dans certains cas comme une bonne
approximation de l’environnement re´el. Ceci nous a donc amene´s a` nous focaliser sur ce dernier,




a`msm(t) ∀` ∈ {1 · · ·L} . (2.1)
Dans la suite de ce chapitre, et pour des raisons de simplicite´, le mode`le pre´sente´ ci-dessus
concerne des signaux temporels. Il est important de signaler que dans le cas d’une image par
exemple, il suffit de remplacer la variable temps note´e ici t par un indice de pixel qu’on notera
par la suite n (ceci est de´taille´ dans le prochain chapitre). a`m est un coefficient de me´lange.
Ce dernier est une constante pouvant influencer la contribution de la source m sur le capteur
`. sm(t) repre´sente la valeur de la source m a` un instant t, et x`(t) repre´sente la valeur de
l’observation ` obtenue par me´lange line´aire instantane´ des sources au meˆme instant t. L et M
sont respectivement le nombre d’observations et de sources pre´sentes dans le me´lange conside´re´.
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En conside´rant l’ensemble des L observations, on obtient l’e´criture matricielle suivante :
x(t) = As(t), (2.2)
ou` l’ensemble des signaux observe´s a` un instant t est de´fini par le vecteur colonne suivant :
x(t) = [x1(t) · · ·xL(t)]T . (2.3)
De meˆme, pour les sources :
s(t) = [s1(t) · · · sM (t)]T , (2.4)
ou` (.)T repre´sente la transposition d’un vecteur. A est une matrice inconnue L×M , compose´e
des diffe´rents coefficients de me´lange a`m de´finis ci-dessus. Elle est appele´e “matrice de me´lange”.
Me´langes a` Atte´nuations et Retards :
Dans ce type de me´lange, appele´ dans les applications audio me´lange “ane´cho¨ıque”, contrai-
rement au premier me´lange (pre´sente´ ci-dessus), le temps de propagation entre chaque source et
chaque capteur est pris en compte. Ce temps de propagation de´pend ge´ne´ralement de la position
de chaque e´metteur par rapport a` chaque capteur (voir figure 2.3). Et ainsi, les signaux observe´s





avec comme diffe´rence par rapport au me´lange LI, le terme t`m repre´sentant le de´calage temporel
entre la source m et le capteur `. Il est a` signaler que dans certains ouvrages, ce type de me´lange
peut eˆtre appele´ “me´langes a` Atte´nuations et Retards” (ou AD en anglais, pour “Attenuated and
Delayed mixtures”).
Figure 2.3 – Me´langes a` Atte´nuations et Retards : prise en compte du temps de propagation
selon la position de chaque e´metteur par rapport a` chaque capteur (figure adapte´e de [28]).
Encore une fois, et comme aborde´ plus haut, on parle bien du “temps de propagation” car il
s’agit de signaux temporels. Lorsque les sources sont des images, les de´calages temporels (t`m)
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deviennent des translations (de´calages) des images.
Me´langes convolutifs :
Dans ce dernier cas de figure, le me´lange prend en compte l’effet du filtrage des sources par la
re´ponse impulsionnelle des filtres inconnus, et ainsi dans le cas de signaux audio, les diffe´rentes
re´flexions de ces meˆmes signaux (voir figure 2.4). Les signaux observe´s peuvent eˆtre repre´sente´s




a`m(t) ∗ sm(t), (2.6)
ou` ∗ repre´sente l’ope´rateur de convolution.
Figure 2.4 – Me´langes convolutifs : prise en compte du temps de propagation et des diffe´rentes
re´flexions des signaux (figure adapte´e de [28]).
2.3 Me´thodes classiques de SAS
Dans la suite de ce chapitre, et comme mentionne´ ci-dessus, nous conside´rons pour des raisons
de simplicite´, que le me´lange est de type “de´termine´”7 et line´aire instantane´. Ainsi, chaque x`(t)
peut eˆtre repre´sente´ comme une combinaison line´aire des sources sm(t) pre´sentes dans le me´lange
(2.2). A ce stade, en reprenant la configuration ge´ne´rale pre´sente´e dans la figure 2.2, on peut
noter le vecteur des signaux de sortie ym(t) (repre´sentant une estimation des signaux sources
initiales) comme suit :
y(t) = Cx(t), (2.7)
C e´tant la matrice (M ×M) de se´paration. Ainsi, en remplac¸ant (2.2) dans (2.7), on obtient les
signaux de sortie y(t) tels que :
y(t) = CAs(t). (2.8)
7. Il est a` signaler que dans le cas d’applications de te´le´de´tection (pre´sente´es dans le prochain chapitre), le fait
de conside´rer le me´lange comme e´tant de´termine´ n’est souvent pas une contrainte supple´mentaire, car pour les
images hyperspectrales, qui sont sur-de´termine´es, le nombre de sources est infe´rieur au nombre d’observations, et
il suffit alors d’effectuer une re´duction de dimension pour revenir au me´lange de´termine´.
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En supposant que la matrice A est inversible, l’objectif a` atteindre consiste a` retrouver s(t),
a` partir des observations (2.2). Pour ce faire, il faudra ide´alement de´terminer C telle que :
C = A−1. En d’autre termes, pour pouvoir extraire nos sources, on est amene´s a` inverser une
matrice qu’on ne connaˆıt pas, ce qui n’est pas aise´ a` mettre en place sans hypothe`ses supple´-
mentaires. En pratique on cherche une matrice C qui est une estimation Â−1 de A−1. On a alors :
y(t) = Â−1As(t),
≈ s(t) a` quelques inde´terminations pre`s (aborde´es ci-dessous). (2.9)
Comme indique´ dans (2.9), l’estimation des sources n’est possible qu’en pre´sence d’inde´termina-
tions ine´vitables de´pendant principalement des contraintes impose´es aux sources, de la me´thode
de SAS utilise´e, ou bien du type de me´lange conside´re´. Pour ce qui nous concerne, et dans le
cas LI, ces inde´terminations se traduisent ge´ne´ralement par une permutation de l’ordre de sortie
des sources estime´es et par des facteurs d’e´chelle sur ces sources [27].
Dans ce qui suit, nous allons pre´senter, comme mentionne´ en introduction, les grandes classes
de me´thodes de SAS : d’abord l’ACI et les crite`res les plus connus qui y sont associe´s et dont une
partie nous sera utile dans le cadre de notre travail. Nous e´voquerons ensuite les algorithmes les
plus connus de NMF, et de´taillerons enfin quelques me´thodes base´es sur l’ACPa en accordant une
attention particulie`re aux me´thodes base´es sur l’hypothe`se de faibles conditions de parcimonie ;
ceci toujours dans le but de leur utilisation dans le cadre d’une deuxie`me e´tude qui sera pre´sente´e
dans le Chapitre 5 de ce document.
2.3.1 Me´thodes base´es sur l’Analyse en Composantes Inde´pendantes (ACI)
L’ACI fait partie des me´thodes les plus e´tudie´es en SAS. Dans ce type de me´thodes, et
de manie`re ge´ne´rale, les signaux observe´s sont pre´sente´s comme une combinaison line´aire des
signaux sources suppose´s statistiquement inde´pendants les uns des autres. Mathe´matiquement,
l’inde´pendance statistique des sources sm(t) est e´quivalente a` l’e´criture suivante [23] :




ou` fs(s1(t), · · · , sM (t)) et fsm(sm(t)) repre´sentent respectivement la densite´ de probabilite´ conjointe
des sources et la densite´ de probabilite´ marginale de la source sm(t).
A partir du de´but des anne´es 1990, pe´riode au cours de laquelle P. Comon [29, 30, 31] a formalise´
ce principe dans le cadre de me´lange LI, de nombreux algorithmes base´s sur l’ACI ont e´te´ pre´-
sente´s. On peut trouver dans la litte´rature plusieurs manie`res de classifier ce type de me´thodes ;
dans la majorite´ des cas, cela est fait soit en fonction des hypothe`ses et/ou des contraintes ut-
lise´es, ou bien en fonction du mode`le de me´lange conside´re´. Pour ce qui nous concerne, et en
nous basant sur [27], nous avons decide´ de regrouper les principales approches propose´es en deux
cate´gories de me´thodes :
(1) celles qui sont applicables aux sources inde´pendantes et identiquement distribue´es (iid),
avec comme condition additionnelle la ne´cessite´ que les sources soient non-gaussiennes (sauf une
au plus).
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(2) celles qui ne sont applicables qu’aux sources non iid, avec la possibilite´ que les sources
soient gaussiennes. Dans cette deuxie`me cate´gorie, exploitant la structure des sources conside´-
re´es, on peut trouver deux approches diffe´rentes. D’une part, il existe les approches base´es sur
l’autocorre´lation des sources, et d’autre part celles base´es sur la non-stationnarite´ des sources.
Cate´gorie (1) :
Rappelons d’abord les hypothe`ses conside´re´es :
– Le me´lange est LI, de´termine´ et la matrice de me´lange A est inversible.
– Les signaux sources sont non-gaussiens et mutuellement statistiquement inde´pendants.
Avant de parler des crite`res utilise´s dans cette cate´gorie de me´thodes, il est utile de fournir
quelques de´tails relatifs aux pre´-traitements applique´s sur les signaux observe´s, notamment en
ce qui concerne l’ope´ration de centrage des donne´es. En effet, le mode`le de me´lange LI de´taille´
plus haut est e´galement valable pour les versions centre´es des signaux conside´re´s (sources ou
observations). Nous signalons de`s a` pre´sent que nous utiliserons dans la suite de ce chapitre
(sauf indication contraire) les versions centre´es 8 des signaux obtenues par simple soustraction
de la moyenne de chacun des signaux.
Par ailleurs, dans l’objectif de simplifier le proble`me conside´re´, certaines me´thodes ont recours
aux statistiques d’ordre 2 a` un instant t, ce qui est en pratique faisable, en transfe´rant les signaux
observe´s x(t) centre´s a` travers une matrice, que l’on nomme M , de manie`re a` ce que les signaux
observe´s soient non corre´le´s et a` variance unitaire ou“blanchis”. Les signaux en question (observe´s
blanchis), note´s z(t), sont de´finis comme suit :
z(t) = Mx(t). (2.11)










repre´sente la matrice de covariance des observations blanchies (I e´tant la
matrice identite´). L’une des me´thodes les plus utilise´es consiste a` choisir la matrice M de la
manie`re suivante [23] :
M = D−1/2HT , (2.12)
ou` H repre´sente une matrice dont les colonnes sont les vecteurs propres unitaires de la matrice
de covariance des observations, et D la matrice diagonale des valeurs propres associe´es.
Le fait d’imposer a` M cette condition ne constitue pas une solution a` notre proble`me de
se´paration de sources. Pour pouvoir atteindre cet objectif, et obtenir une solution unique a` ce
proble`me (aux inde´terminations classiques pre`s), on est oblige´ dans la plupart des cas, de faire
appel a` des contraintes plus fortes que la de´corre´lation, et ainsi utiliser les crite`res d’inde´pendance
8. La version centre´e d’une Variable Ale´atoire (VA) x est la VA y de´finie par :
y = x− E {x}
ou` E {.} repre´sente l’espe´rance mathe´matique.
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(dont les plus connus sont pre´sente´s ci-dessous). Ceci e´tant, nous avons progresse´ par rapport
aux observations initiales (2.2). En effet, d’apre`s l’expression de nos observations blanchies (2.11)




En tenant compte des proprie´te´s de z(t) (ve´rifiant la condition de blanchiment) et de s(t), il est
facile de de´montrer que B est “orthogonale” (voir [27] ou bien [23] pour plus de de´tails). Cette
proprie´te´ de la matrice B est conside´re´e comme une avance´e inte´ressante certes (par opposition
a` la matrice de me´lange initiale A, qui est inconnue), mais pas suffisante pour re´soudre notre
proble`me, qui est pre´sente´ 9 maintenant de la manie`re suivante :
y(t) = Wz(t). (2.14)
En d’autres termes, z(t) est transfe´re´ a` travers une matrice orthogonale, note´e W .
Par ailleurs, cette e´tape de blanchiment peut e´galement servir pour comprendre les raisons
pour lesquelles on ne conside`re pas les variables gaussiennes dans ce type de me´thodes d’ACI.
En effet, si on conside`re deux signaux ale´atoires inde´pendants et gaussiens, il est pre´sente´ dans
[23] que les densite´s de probabilite´ conjointes de ces signaux sources ainsi que celles des signaux
observe´s blanchis sont identiques. Par conse´quent, il n’est pas possible d’estimer la matrice de
me´lange a` partir du me´lange de ces sources (observations) ; ceci est lie´ au fait que les variables
gaussiennes de´corre´le´es sont inde´pendantes, et donc les informations sur leur inde´pendance ne
vont pas eˆtre d’une grande utilite´ par rapport a` ce qui a de´ja` e´te´ re´alise´ avec un blanchiment
des observations. Une illustration graphique de ce phe´nome`ne est pre´sente´e dans [23] avec plus
de de´tails sur ce sujet.
Nous pre´sentons ci-dessous quelques crite`res, faisant partie des me´thodes les plus connues et
utilise´es dans la litte´rature :
(a) Me´thodes base´es sur les “moments ou cumulants” :
Rappels concernant les outils ne´cessaires pour ce type de me´thodes :
– Le moment (ou “moment non centre´”) 10 d’ordre n d’une Variable Ale´atoire (VA) x,
avec n entier positif ou nul, est de´fini comme suit [27] :
mn = E {xn} .





, avec ω ∈ R.





9. Seulement pour les me´thodes concerne´es par l’e´tape de blanchiment.
10. Il est a` pre´ciser que la version centre´e du moment d’ordre 2 repre´sente la variance.
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ou` ψx(ω) repre´sente la seconde fonction caracte´ristique, qui est de´finie par :
ψx(ω) = lnφx(ω).
Pour plus de de´tails concernant ces outils il est possible de consulter le Chapitre 12 de
[27]. Dans le meˆme ouvrage il est e´galement possible de consulter la partie relative aux
liens existant entre les cumulants et les moments, celle lie´e aux proprie´te´s de ces derniers
ou bien relative aux proprie´te´s des cumulants d’un vecteur ale´atoire (cumulants croise´s),
qui sont utilise´s dans les me´thodes aborde´es ci-dessous.
L’une des premie`res me´thodes de cette cate´gorie est celle dite de “He´rault-Jutten” [32]. Pour
pouvoir se´parer les sources suppose´es eˆtre inde´pendantes les unes des autres, les auteurs uti-
lisent une approche fonde´e sur un re´seau neuronal. Pour atteindre cet objectif, ils proposent
de mesurer le degre´ d’inde´pendance des sources en se basant sur les “moments” d’ordre su-
pe´rieur (>2) des signaux. Dans un autre registre, l’une des premie`res me´thodes base´es sur les
“cumulants”, est celle propose´e par J.L. Lacoume et P. Ruiz [33]. Cette dernie`re me´thode uti-
lise un syste`me de se´paration le´ge`rement diffe´rent de celui pre´sente´ dans la me´thode pre´ce´dente,
et repose sur les proprie´te´s statistiques des cumulants des signaux de sortie du syste`me de se´-
paration, en particulier les cumulants croise´s d’ordre quatre. Il est a` noter que cette me´thode
pre´sente quelques limitations lie´es au crite`re de se´paration utilise´, notamment son application
a` une classe restreinte de signaux sources (voir [27] ou [34] pour plus de de´tails). Ceci e´tant, la
de´marche propose´e dans cette dernie`re, repre´sente la structure ge´ne´rale adopte´e par la plupart
des me´thodes de la litte´rature de´veloppe´es par la suite, a` savoir :
– de´finition du type de me´lange conside´re´, permettant ainsi l’identification d’une structure
du syste`me de se´paration.
– de´finition d’un crite`re de se´paration (par exemple : “maximisation de la non-gaussianite´”),
– mise en place d’un algorithme permettant d’adapter la matrice de se´paration, en fonction
du crite`re adopte´ ci-dessus.
Par ailleurs, afin d’e´viter les points faibles des quelques approches cite´es ci-dessus, d’autres
me´thodes ont e´te´ pre´sente´es dans la litte´rature. En effet, P. Comon a propose´ dans ses travaux
[29] une me´thode (appele´e COM2) base´e sur la maximisation d’une fonction de couˆt appele´e
“fonction de constraste” ou “contraste”11, qui est pre´sente´e comme e´tant la somme des carre´s




[cum(ym(t), · · · , ym(t)︸ ︷︷ ︸
r arguments
)]2. (2.15)
Il est a` remarquer que si l’ordre des autocumulants est fixe´ a` 4, ceci revient a` maximiser un
crite`re base´ sur le kurtosis non-normalise´ (il est possible de consulter [27] pour une pre´sentation
plus ge´ne´rale de ce crite`re). Par ailleurs, la premie`re e´tape de cette me´thode consiste a` re´aliser
un blanchiment des donne´es (comme de´taille´ plus haut).
Une autre me´thode du meˆme type, c-a`-d utilisant une fonction de contraste est la me´thode
pre´sente´e par J-F. Cardoso et A. Souloumiac [35]. Celle-ci est tre`s connue sous l’appellation
11. En re´sume´, un contraste est un crite`re dont la maximisation permet l’extraction des sources conside´re´es
dans le me´lange (aux inde´terminations classiques pre`s). Pour plus de de´tails a` ce sujet, il est possible de consulter
le Chapitre 3 de [2] et les re´fe´rences qui y sont cite´es.
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JADE (pour “Joint Approximate Diagonalization of Eigen-matrices”). La structure ge´ne´rale de
cette me´thode est similaire a` celle de P. Comon (pre´sente´e ci-dessus). Elles commencent par une
e´tape de blanchiment des observations, puis elles estiment les signaux de sorties (2.14) graˆce a`




[cum(ym(t), ym(t), yk(t), yl(t))]
2. (2.16)
A la diffe´rence de la premie`re fonction de contraste (de´finie ci-dessus), celle de JADE exploite a`
la fois les auto-cumulants et cumulants croise´s, et peut eˆtre re´sume´e d’apre`s [35] comme suit :
– Constitution des matrices de cumulants (d’ordre 4) a` partir des observations blanchies,
et calcul des plus grandes valeurs propres (par ordre croissant) et des matrices propres
correspondantes.
– Diagonalisation conjointe des matrices propres calcule´es ci-dessus, a` l’effet de de´terminer
une matrice unitaire maximisant un crite`re base´ sur les cumulants d’ordre 4 (2.16).
– Estimation de la matrice de se´paration a` partir de cette matrice unitaire et la matrice de
blanchiment.
Il est a` pre´ciser que cette dernie`re me´thode est souvent classe´e comme e´tant une me´thode
re´alisant de l’ACI base´e sur des approches tensorielles (voir par exemple [23]) et ce, en rapport
avec la proprie´te´ de multi-line´arite´ des cumulants d’ordre 4. Pour atteindre l’objectif de se´pa-
ration de sources, ces me´thodes exploitent ainsi les proprie´te´s statistiques de ces cumulants en
lien avec l’inde´pendance des sources.
Un peu plus tard, E. Moreau a ge´ne´ralise´ dans ses travaux [36, 37] le contraste sur lequel repose
l’algorithme JADE, a` un ordre quelconque des cumulants supe´rieur ou e´gal a` 3.
(b) Me´thodes base´es sur le “kurtosis” :
Le crite`re pre´sente´ dans ce paragraphe peut intuitivement eˆtre explique´ en utilisant le the´o-
re`me central limite (e´galement appele´ the´ore`me de la limite centrale), pre´sentant la distribution
d’une somme de VA inde´pendantes comme tendant vers une distribution gaussienne (sous cer-
taines conditions) 12. En d’autres termes, une somme de VA inde´pendantes a ge´ne´ralement une
distribution qui est plus proche de la gaussienne que chacune des VA initiales. Ainsi, conforme´-
ment aux hypothe`ses cite´es pre´ce´demment, et en tenant compte du mode`le LI pre´sente´ ci-dessus
(2.2), le principe adopte´ dans les me´thodes base´es sur ce crite`re est de se´parer les sources re-
cherche´es en imposant aux signaux de sortie d’eˆtre le plus non-gaussiens possible. Dans ce type
de me´thode, ceci est effectue´, en maximisant la non-gaussianite´ des signaux de sortie. Une des
mesures les plus utilise´es pour la non-gaussianite´ est l’auto-cumulant normalise´ d’ordre 4, plus






[E {y2}]2 − 3. (2.17)
Dans ce type de me´thodes, le syste`me de se´paration fournit en sortie une seule source a` la fois.
On appelle ce type de syste`me “Multi entre´e Mono sortie” (ou MISO pour Multiple-Input Single-
Output). Dans cette cate´gorie de me´thodes, N. Delfosse et P. Loubaton [38] ont introduit une
12. Pour une de´monstration mathe´matique plus rigoureuse, base´e sur le the´ore`me de Darmois, il est possible
de consulter [29].
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approche comportant plusieurs e´tapes, et utilisant une proce´dure de “de´flation”. Une e´tape de
blanchiment est d’abord re´alise´e (comme de´crit pre´ce´demment), nous permettant de repre´senter
le premier signal estime´ en fonction des signaux blanchis comme suit :
y(t) = wT z(t). (2.18)
L’objectif de cette me´thode est d’adapter le vecteur w soumis a` la contrainte suivante :
‖w‖ = 1, (2.19)
dans le but d’obtenir un premier signal de sortie cense´ eˆtre e´gal a` un des signaux sources
initiaux (aux inde´terminations pre`s). Le vecteur w est obtenu par maximisation de la valeur
absolue du kurtosis de y(t) en utilisant un algorithme de type gradient. Enfin cette proce´dure
est reconduite, apre`s avoir soustrait de chaque observation le signal source obtenu pre´ce´demment,
jusqu’a` extraction de l’ensemble des signaux sources pre´sents dans le me´lange conside´re´.
L’inconve´nient principal des me´thodes utilisant ce type d’algorithme, est leur de´pendance par
rapport au gain d’apprentissage utilise´, pouvant entraˆıner dans certains cas une divergence de
l’algorithme. On peut e´galement citer l’importance du coup calculatoire engendre´. Une solution
inte´ressante a` ces proble`mes a e´te´ propose´e par A. Hyvarinen et E. Oja qui ont introduit un
algorithme de type point fixe [39]. Dans la version de base de cette dernie`re approche, l’estimation
de chacune des sources recherche´es est re´alise´e de manie`re ite´rative, en effectuant le couple
d’ope´rations suivantes :









L’algorithme pre´sente´ ci-dessus est appele´ “FastICA”, en raison notamment de sa rapidite´ de
convergence. L’autre avantage de ce dernier est sa facilite´ d’utilisation lie´e au fait qu’il n’est pas
ne´cessaire de choisir un gain d’apprentissage ni d’autres parame`tres d’ajustement. Ceci e´tant,
dans certains cas, le kurtosis utilise´ ci-dessus peut eˆtre sensible aux valeurs extreˆmes. Pour cela,
une autre mesure de la gaussianite´, appele´e “ne´guentropie” a e´te´ propose´e (voir par exemple
[23] ou [27] pour plus de de´tails). Cette mesure, base´e sur la the´orie de l’information, est de´finie
(pour une VA) comme suit :
J(y) = h(ygauss)− h(y),
ou` h(y) repre´sente l’entropie diffe´rentielle, et ygauss est une VA gaussienne, centre´e et de meˆme
variance que y. La ne´guentropie est une version normalise´e de l’entropie diffe´rentielle ; graˆce
aux proprie´te´s de celle-ci, la ne´guentropie est toujours non-ne´gative et ne s’annule que pour
les variables suivant une distribution gaussienne. Il est important de signaler que cette mesure,
conside´re´e comme e´tant l’une des mesures de non-gaussianite´ les plus utilise´es apre`s le kurtosis, a
e´te´ initialement propose´e par P. Comon [29]. L’approche classique d’estimation de cette mesure
repose sur les cumulants d’ordre supe´rieur (> 2).
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}− 3(E {y2})2. (2.23)
Une autre me´thode d’approximation plus robuste que celle pre´sente´e en (2.22) a e´te´ propose´e
dans [23], et consiste a` remplacer y3 et y4 par des fonctions non-quadratiques. Pour ce type
de mesure de la non-gaussianite´, la` aussi on peut trouver comme pour le cas pre´ce´dent, des
algorithmes efficaces de type point fixe.
Enfin, et apre`s avoir pre´sente´ les diffe´rentes mesures de non gaussianite´ (kurtosis ou ne´guen-
tropie), nous de´taillons ci-dessous une approche inte´ressante permettant l’estimation de toutes
les sources en meˆme temps [23]. Dans ce cas, au lieu d’utiliser les vecteurs wi, on utilise une
matrice W contenant l’ensemble des wi. Ceci est effectue´ de la manie`re suivante :
(1) Etape de blanchiment,
(2) De´finition du nombre de sources a` estimer,
(3) Initialisation (e.g. ale´atoire) des wi avec i ∈ {1, · · · ,M},
(4) Pour chaque vecteur wi (en paralle`le), effectuer une ite´ration de l’algorithme de base (e.g.
re`gle de mise a` jour (2.20)),
(5) Orthogonalisation syme´trique de la matrice W = (w1, · · · ,wM )T , suivant la re`gle :
W ← (WW T )−1/2W. (2.24)
(6) Revenir au 4e`me point si il n’y a pas convergence.
Cette approche, appele´e FastICA syme´trique, pre´sente l’avantage de fournir l’ensemble des
sources en meˆme temps, a` l’inverse de l’approche dite de´flationnaire [23], qui elle fournit les
sources de manie`re se´quentielle induisant parfois des erreurs d’estimation lie´es a` la propagation
des erreurs re´siduelles.
Ci-dessus nous avons pre´sente´ deux versions d’une me´thode parmi celles relatives a` la maxi-
misation de la non-gaussianite´ ainsi que les algorithmes les plus connus et utilise´s dans la litte´ra-
ture. Il en a e´te´ de meˆme pour les me´thodes fonde´es sur les moments et cumulants (par exemple
COM2 et JADE). Il va sans dire que l’ensemble des me´thodes ACI de´veloppe´es et utilise´es depuis
les anne´es 80 ne se re´duit pas aux me´thodes cite´es ci-dessus. Cette section vise a` mettre en avant
celles qui nous seront les plus utiles pour la suite, dans une des me´thodes propose´es dans le cadre
de cette the`se, qui sera pre´sente´e dans le Chapitre 4. Pour une vision globale de l’ensemble des
me´thodes d’ACI, il est possible de consulter [27, 26, 23] et les re´fe´rences qui y sont cite´es. Dans
ces derniers, les me´thodes que nous avons pre´sente´es, certaines de leurs extensions, et d’autres
tout aussi importantes que les premie`res mais non cite´es ici, sont pre´sente´es en de´tail. On peut
citer a` titre d’exemple les me´thodes du Maximum de Vraisemblance (MV) ou celles fonde´es sur
la minimisation de l’information mutuelle. Dans cette classe de me´thodes on peut citer celle
introduite par M. Gaeta et J.L. Lacoume [40], ou bien celle propose´e par D.T. Pham et P. Garat
[41], ou bien encore la me´thode propose´e par A.J. Bell et T.J. Sejnowski [42].
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Cate´gorie (2) :
Quant a` la deuxie`me cate´gorie de me´thodes, en l’occurence celles base´es sur la structure des
signaux, nous nous limiterons comme ci-dessus a` ne citer que les me´thodes qui y sont les plus
connues, a` savoir, celles fonde´es sur : (a) l’autocorre´lation des sources, et celles fonde´es sur (b)
la non-stationnarite´ des sources.
Pour ce qui concerne (a), on peut citer a` titre d’exemple la me´thode propose´e par L. Tong et
al. [43] appele´e “AMUSE” (pour “Algorithm for Multiple Unknown Signals Extraction”) ainsi
que celle propose´e par A. Belouchrani et al. [44], appele´e “SOBI” (pour “Second-Order Blind
Identification”). Quant a` (b), on peut citer l’approche pre´sente´e par A. Souloumiac [45], ou bien
celle pre´sente´e par D-T. Pham et J-F. Cardoso [46].
2.3.2 Me´thodes base´es sur la Factorisation en Matrices Non-ne´gatives (NMF)
Dans cette section, nous pre´sentons une alternative inte´ressante par rapport a` la classe de
me´thodes pre´sente´es ci-dessus, base´es sur l’inde´pendance statistique des sources. Cette alterna-
tive consiste a` exploiter la non-ne´gativite´ (ou positivite´) des donne´es. En d’autres termes, les
observations, les sources et les coefficients de me´lange ont des valeurs supe´rieures ou e´gales a`
ze´ro.
En effet, lorsqu’il s’agit de grandeurs physiques positives, comme par exemple les spectres de
re´flectance utilise´s dans les applications de te´le´de´tection, il est ne´cessaire de pouvoir interpre´ter
les re´sultats obtenus apre`s e´tude de ce type de donne´es. Ainsi, les me´thodes base´es sur la non-
ne´gativite´ sont plus adapte´es que celles pre´sente´es ci-dessus, qui donnent en sortie des re´sultats
pouvant contenir des valeurs ne´gatives, et par conse´quent difficilement interpre´tables, voire im-
possibles. Par ailleurs, dans la majorite´ des cas les sources ne sont pas inde´pendantes si bien que
les me´thodes base´es sur l’ACI ne sont pas utilisables.
Historiquement, les me´thodes base´es sur la non-ne´gativite´ ont e´te´ introduites dans le milieu
des anne´es 1990 par P. Paatero et U. Tapper ([47, 48] et les re´fe´rences qui y sont cite´es) sous
l’appellation de “Factorisation en Matrices Positives” (FMP ou “PMF” pour “Positive Matrix
Factorization”). Puis un peu plus tard, vers la fin des anne´es 90 (de´but 2000), ces me´thodes
ont e´te´ popularise´es par D.D. Lee et H.S. Seung [49, 50] sous l’appellation de “Factorisation
en Matrices Non-ne´gatives” (NMF). Depuis cette pe´riode, plusieurs algorithmes base´s sur ce
principe ont e´te´ propose´s. De manie`re ge´ne´rale, ces derniers ont pour objectif de retrouver a`
partir d’une matrice d’observation compose´e d’e´lements positifs, deux autres matrices Aˆ et Sˆ,
e´galement compose´es d’e´lements positifs, de manie`re a` ce que :
X ≈ AˆSˆ, (2.25)
avec X ∈ R+L×N , Aˆ ∈ R+L×M , Sˆ ∈ R+M×N et M < min(L,N).
Dans la majorite´ des me´thodes existantes, la factorisation est effectue´e en minimisant une
fonction objective (ou fonction couˆt) graˆce a` une mise a` jour applique´e aux composantes estime´es
Aˆ et Sˆ. En effet, dans la version la plus connue de la NMF, on peut citer deux algorithmes qui
ont e´te´ pre´sente´s par D.D. Lee et H.S. Seung [50]. Le premier consiste a` minimiser une fonction
objective repre´sente´e par la norme de Frobenius de la diffe´rence entreX et le produit des matrices
Aˆ et Sˆ. Celle-ci est de´finie comme suit :
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Pour ce faire, les auteurs ont propose´ une re`gle de mise a` jour multiplicative, de´finie par :








Toujours sous la contrainte de non-ne´gativite´, le deuxie`me algorithme de Lee et Seung [50]
consiste a` minimiser la divergence de Kullback-Leibler entre X et le produit des matrices Aˆ et













Les re`gles de mise a` jour multiplicatives propose´es pour minimiser cette divergence sont pre´sen-











Les re`gles de mise a` jour multiplicatives pre´sente´es ci-dessus (dont l’e´criture matricielle est
disponible avec plus de de´tails dans [25]) ont e´te´ largement utilise´es dans plusieurs applications
en raison notamment de leur facilite´ d’imple´mentation. Par ailleurs, on peut trouver dans la
lite´rature plusieurs autres manie`res de minimiser les fonctions pre´sente´es ci-dessus. Il a e´te´
pre´sente´ dans [51, 52] des me´thodes de gradient projete´. On peut e´galement citer les me´thodes
des moindres carre´s alterne´s (ALS pour Alternating Least Squares) [53, 54], ou bien encore la
me´thode Quasi-Newton [55, 56]. Pour plus de de´tails concernant ces me´thodes, il est possible de
consulter [57] pre´sentant un re´sume´ inte´ressant, ou bien [25] de manie`re plus ge´ne´rale.
Le proble`me le plus important qui se pose pour ce type de me´thodes, re´side dans la non-unicite´
de cette factorisation. En effet, en ne conside´rant que la non-ne´gativite´ de Aˆ et Sˆ, on ne peut
re´soudre notre proble`me de factorisation. Ceci peut facilement eˆtre remarque´ en conside´rant une
matrice inversible (pas ne´cessairement non-ne´gative) D, telle que :
X ≈ AˆDD−1Sˆ,
et que AˆD = Aˆ∗ et D−1Sˆ = Sˆ∗ soient non-ne´gatives [25]. Ceci est e´quivalent a` la solution
pre´sente´e dans (2.25) :
X ≈ Aˆ∗Sˆ∗. (2.32)
Par conse´quent, (2.32) de´montre clairement l’existence d’un nombre infini de factorisations de
la matrice X. Une e´tude plus de´taille´e de l’unicite´ de la factorisation est pre´sente´e par S. Mous-
saoui et al. [58], ou bien e´galement par D. Donoho et al. [59] qui pre´sentent une interpre´tation
ge´ometrique de la NMF. Dans ce dernier article, la NMF est de´finie comme e´tant la proce´dure
permettant l’identification d’un coˆne appartenant a` l’orthant positif englobant le nuage de points
des donne´es observe´es. La` aussi, il est possible de voir que le coˆne identifie´ n’est pas toujours
unique sans contrainte supple´mentaire, comme pre´sente´ dans la figure 2.5.
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Figure 2.5 – Diffe´rents coˆnes englobant les composantes d’un vecteur de donne´es observe´es [60]
Par ailleurs, et en raison de la non-convexite´ des fonctions objectives (pre´sente´es ci-dessus)
vis-a`-vis des matrices Aˆ et Sˆ simultane´ment - c.a`.d. qu’elles sont seulement convexes vis-a`-vis
de Aˆ (a` Sˆ fixe´e) ou bien vis-a`-vis de Sˆ (a` Aˆ fixe´e) - les me´thodes pre´sente´es convergent donc
vers un minimum local [50]. Ceci implique que le point de convergence de ce type d’algorithmes
de´pend fortement de l’initialisation utilise´e en entre´e de l’algorithme, et ainsi une initialisation
ale´atoire d’un algorithme NMF peut conduire a` de mauvais re´sultats. Une des solutions pro-
pose´es a` ce proble`me consiste a` re´aliser une initialisation multiple, et choisir l’initialisation qui
donne la fonction de couˆt la plus faible (quelques algorithmes effectuant ce type d’initialisa-
tion sont pre´sente´s dans [25]). On peut e´galement trouver dans la litte´rature d’autres me´thodes
d’initialisation comme par exemple [61] proposant une comparaison entre plusieurs approches
d’initialisation, ou bien [62] utilisant une initialisation base´e sur des me´thodes de classification,
ou bien encore [63] utilisant des algorithmes ge´ne´tiques (voir e´galement les re´fe´rences dans les
articles cite´s).
Toujours dans l’objectif d’e´viter ces proble`mes, d’autres me´thodes utilisent des hypothe`ses
supple´mentaires sur les sources et/ou les coefficients de me´lange et ce, en fonction des informa-
tions a priori que l’on a sur ceux-ci. En pratique, on rajoute au niveau des fonctions objectives
pre´sente´es ci-dessus des termes de re´gularisation ayant pour objectif de prendre en compte ces in-
formations a priori [64]. Dans le cas de la distance euclidienne par exemple, la fonction objective






+ αJ1(Aˆ) + βJ2(Sˆ)
}
, (2.33)
ou` les fonctions J1(Aˆ) et J2(Sˆ) sont des termes de pe´nalisation utilise´s pour contraindre la
solution a` respecter les a priori conside´re´s. α et β sont les parame`tres de re´gularisation corres-
pondants. Diffe´rents termes de pe´nalisation ont e´te´ utilise´s dans la litte´rature, ceci en fonction
de l’application conside´re´e et bien suˆr en fonction des informations disponibles sur les donne´es
utilise´es. On peut citer par exemple les travaux de P. Hoyer [65] qui pre´sente une solution base´e
sur la “parcimonie” des sources (voir dans le paragraphe suivant, la de´finition de la parcimonie).
On peut aussi consulter les travaux de V. Pauca et al. [66] ou bien ceux de K. Drakakis et al. [67]
utilisant des contraintes de lissage (ou “smoothness”, en anglais). Pour plus de de´tails concer-
nant ces contraintes, d’autres types de contraintes impose´es ou bien d’autres fonctions objectives
pouvant eˆtre applique´es (en plus de la distance euclidienne et de la divergence Kullback-Leibler),
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on peut consulter [25] qui est un ouvrage de´die´ a` la NMF et ses possibles extensions.
2.3.3 Me´thodes base´es sur l’Analyse en Composantes Parcimonieuses (ACPa)
Ci-dessus, nous avons pre´sente´ deux grandes classes de me´thodes de SAS. On a commence´
par pre´senter les premie`res me´thodes de SAS qui sont base´es sur l’inde´pendance statistique
des sources, puis celles base´es sur la non-ne´gativite´ des sources et des coefficients de me´lange.
Depuis maintenant une de´cennie (voire un peu plus), une nouvelle classe de me´thodes base´es sur
la parcimonie des sources a fait l’objet d’un grand inte´reˆt dans la communaute´ du traitement
des signaux et des images. Ces me´thodes sont appele´es Analyse en Composantes Parcimonieuses
(ACPa ou “SCA” en anglais, pour Sparse Component Analysis).
De manie`re ge´ne´rale, un signal est dit parcimonieux si la plupart de ses composantes ont une
amplitude nulle (ou du moins, en pratique, une amplitude tre`s faible par rapport aux composantes
de ce signal ayant les amplitudes les plus e´leve´es) [27].
Plus pre´cise´ment, l’hypothe`se de parcimonie des sources est lie´e au domaine de repre´sentation
du signal conside´re´. Une bonne illustration de ce principe est pre´sente´e dans le Chapitre 10
de [26] et qu’on reprend dans la figure 2.6. Le me´lange pre´sente´ dans cet exemple est de type
sous-de´termine´ (deux observations et trois sources). Reprenons le mode`le de me´lange LI (dans
le domaine temporel) pre´sente´ dans (2.2) et qu’on rappelle ici :
x(t) = As(t). (2.34)
On remarque clairement dans la partie situe´e en haut (a` gauche) de la figure 2.6 que les
sources ont un support temporel disjoint, permettant ainsi d’avoir des tranches temporelles ou`
a` chaque instant t (appartenant a` cette tranche), il existe une source active alors que les autres
sources sont nulles (ou bien ne´gligeables). Conforme´ment a` (2.34), ceci induit un nuage de points
sur l’ensemble des e´chantillons repre´sente´s par le couple de valeurs (x1(t), x2(t)), illustre´ en bas
(a` gauche) de la figure 2.6, dans laquelle on peut distinguer les directions des colonnes de la
matrice de me´lange.
En ge´ne´ral, l’objectif de ce type de me´thodes est d’abord l’identification de la matrice de
me´lange, graˆce a` des algorithmes de cate´gorisation (ou “clustering” en anglais), puis dans une
deuxie`me phase, l’extraction des sources correspondantes (aux inde´terminations de permutation
et d’e´chelle pre`s) a` l’aide de cette dernie`re matrice de me´lange. Ces deux e´tapes e´tant re´alise´es
en se basant principalement sur l’hypothe`se de parcimonie des sources.
L’approche a` parcimonie pre´sente´e ci-dessus peut eˆtre directement applique´e sur les signaux
observe´s, c.a`.d. dans le domaine temporel (qui est utilise´ dans de nombreuses applications). Ceci
e´tant, quand les sources ne pre´sentent pas un support temporel (ou spatial) disjoint, comme par
exemple un signal de parole continue ou bien comme les signaux musicaux repre´sente´s dans la
partie en haut (au milieu) de la figure 2.6, qui ne sont pas parcimonieux dans le domaine tempo-
rel, les directions des colonnes de la matrice de me´lange ne peuvent eˆtre distingue´es (voir la partie
en bas (au milieu) de la figure 2.6). Pour pouvoir exploiter la parcimonie des sources, d’autres
me´thodes utilisent un autre domaine de repre´sentation du signal, permettant ainsi l’identifica-
tion des directions des colonnes de la matrice de me´lange, comme illustre´ en bas (a` droite) de
la figure 2.6.
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Figure 2.6 – Principe ge´ome´trique de la se´paration de sources par la parcimonie [26]. Dans la
partie (c) de la figure, la transformation utilise´e est la MDCT qui repre´sente la “Transforme´e en
Cosinus Discre`te Modifie´e” (ou en anglais : “the Modified Discrete Cosine Transform”).
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Dans ce cas de figure, on peut alors reprendre le mode`le (2.34) par exemple dans le domaine
temps-fre´quence (TF), et avoir graˆce a` la line´arite´ de certaines fonctions, comme par exemple
la Transformation de Fourier a` Court Terme 13 (TFCT) [69], ce qui suit :
x(t, ω) = As(t, ω), (2.35)
ou` x(t, ω) et s(t, ω) repre´sentent respectivement la TFCT des observations x(t) et des sources
s(t). Le me´lange des signaux dans le domaine transforme´ (TF) reste donc de nature line´aire
et instantane´e. A partir de cette nouvelle repre´sentation des signaux conside´re´s (TF) on peut
maintenant identifier, de la meˆme manie`re que pour le cas temporel cite´ un peu plus haut, la
matrice de me´lange A, puis extraire les coefficients TF des sources a` partir de la matrice estime´e
A. Dans le cas ou` le me´lange est de type (sur)de´termine´ (M ≤ L), les sources peuvent eˆtre
estime´es par simple inversion de la matrice de me´lange ou bien graˆce a` une pseudo-inverse de la
meˆme matrice de me´lange, ce qui n’est bien suˆr pas le cas des me´langes sous-de´termine´s. Dans
ce dernier cas de figure, nous citerons par la suite plusieurs me´thodes pouvant effectuer une
estimation totale (ou partielle) des sources en se basant comme cite´ ci-dessus, sur l’hypothe`se de
parcimonie des sources. Une fois les transforme´es des sources estime´es, une dernie`re e´tape sera
ne´cessaire pour retrouver les sources dans le domaine de repre´sentation initial (par transforme´e
inverse).
En ce qui concerne ce point particulier de reconstruction des sources (dans le cas sous-de´termine´),
on peut trouver dans la litte´rature un nombre important de contributions traitant de ce sujet.
Ces travaux concernent en particulier la reconstruction des sources par minimisation d’un cri-
te`re sous contrainte. Les crite`res les plus utilise´s concernent la norme `q qui est, pour q ∈ [0, 1],
de´finie par [70] :










Les sources estime´es les plus parcimonieuses, au sens de la norme `q, sont les signaux qui ve´rifient
alors la condition suivante :
min︸︷︷︸
s
‖s‖q , sous la contrainte As = x. (2.38)
De toute e´vidence, d’autres me´thodes base´es sur la parcimonie, similaires a` celles qu’on a brie`-
vement introduites ci-dessus (avec beaucoup plus de de´tails concernant le choix de la norme lq
ou bien d’autres repre´sentations parcimonieuses utilise´es) sont disponibles dans la litte´rature, et
en particulier dans le Chapitre 10 de [26] ainsi que les re´fe´rences qui y sont cite´es.
13. Il est a` pre´ciser qu’il est possible d’utiliser d’autres domaines de repre´sentation comme par exemple le
domaine temps-e´chelle (voir [68] et les re´fe´rence qui y sont cite´es). On peut dans ce cas, utiliser la Transforme´e
en ondelettes continue (ou “CWT” en anglais, pour Continuous Wavelet Transform). Par ailleurs, dans l’exemple
pre´sente´ en figure 2.6, la fonction utilise´e est la “Transforme´e en Cosinus Discre`te Modifie´e” (ou “MDCT” pour
“Modified Discrete Cosine Transform”, en anglais).
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Dans ce qui suit, nous nous inte´ressons aux types de me´thodes base´es sur la parcimonie
des sources au sens “conjointe”, et ainsi nous avons volontairement oriente´ cette section vers
les cate´gories de me´thodes exploitant les informations obtenues a` partir du nombre de sources
actives (c-a`-d diffe´rentes de ze´ro) dans chaque point ou re´gion du domaine de repre´sentation
conside´re´ (temporel, TF, ou autre). Plusieurs manie`res de classifier les me´thodes ACPa peuvent
eˆtre trouve´es dans la litte´rature. En rapport avec nos besoins, nous avons donc choisi de classifier
ces me´thodes en trois cate´gories et ce, de la manie`re suivante :
(1) Me´thodes base´es sur l’hypothe`se de fortes conditions de parcimonie :
Un algorithme connu dans cette cate´gorie de me´thodes est celui pre´sente´ par S. Rickard et al.
[71, 72, 8] et appele´ “DUET” (pour “Degenerate Unmixing Estimation Technique”, en anglais).
Dans la version initiale de cet algorithme [71], qui a e´te´ developpe´ pour la se´paration de me´langes
a` atte´nuations et retards (contenant deux capteurs et M sources avec M ≥ 2), les auteurs se
basent sur l’hypothe`se principale d’existence de points TF mono-sources, c-a`-d qu’en chaque
point du domaine conside´re´, il existe une seule source active. Le mode`le utilise´ est repre´sente´
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et ainsi, en se basant sur l’hypothe`se sus-cite´e qui consiste a` supposer que les sources ont un
support totalement disjoint (cette condition est appele´e WDO pour“W-Disjoint-Orthogonality”),





















ou` ∠(.) repre´sente la phase. On peut re´sumer les e´tapes majeures de cet algorithme de la manie`re
suivante :
– Calcul de la TFCT des observations conside´re´es.
– Calcul a` partir de (2.43) des parame`tres d’amplitude et de retard associe´s a` chacun des
points TF. Utilisation d’un algorithme de classification pour rassembler, en ces derniers
points, les valeurs de la premie`re observation dans le domaine conside´re´, cense´es eˆtre e´gales
aux valeurs de la source active identifie´e (cette proce´dure est effectue´e pour chacune des
sources).
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– Combinaison de ces valeurs avec des valeurs nulles correspondant aux points TF ou` ce
signal source est inactif, permettant ainsi l’obtention de la repre´sentation comple`te de ce
signal source (cette proce´dure est effectue´e pour chacune des sources).
– Enfin, re´alisation d’une TFCT inverse afin de retrouver la version temporelle des signaux
sources conside´re´s.
D’une part, cette me´thode est simple a` mettre en place, d’autre part elle pre´sente l’avantage
d’eˆtre applicable dans le cas de me´lange sous-de´termine´s ; et elle permet une se´paration comple`te
des sources conside´re´es (aux inde´terminations habituelles de permutation et d’e´chelle pre`s). Ceci
e´tant, l’inconve´nient majeur de cette dernie`re est lie´ a` l’hypothe`se de fortes conditions de par-
cimonie conside´re´e ci-dessus. Cette condition de WDO a e´te´ le´ge`rement relaxe´e et a donne´ lieu
a` une WDO approximative (en particulier pour les signaux de parole) pre´sente´e plus en de´tail
dans [72, 8].
Dans le meˆme objectif de re´duire les contraintes impose´es par la WDO, plusieurs extensions de
DUET ont e´te´ pre´sente´es. On peut citer dans ce sens les travaux de J. Rosca et al. [73] dans
lesquels ils pre´sentent une ge´ne´ralisation de la condition de WDO a` (L-1) sources, ou` L est le
nombre d’observations (cette condition est e´galement appele´e “generalized W-disjoint orthogo-
nality”). On peut e´galement citer les travaux pre´sente´s dans [74] introduisant une analyse par
maximum de vraisemblance (qui est e´galement pre´sente´e dans [8]). Par ailleurs, on peut e´gale-
ment citer les travaux de S. Rickard et al. qui ont propose´ une me´thode combinant les techniques
d’estimation des directions d’arrive´e (DOA pour “Direction Of Arrival”) de la me´thode ESPRIT
pre´sente´e dans [75], avec la me´thode DUET. Cette me´thode est appele´e “DESPRIT”, et permet
la prise en compte d’un plus grand nombre d’observations (> 2) que DUET avec en meˆme temps
une version plus relache´e de la condition de WDO [76]. Dans le meˆme contexte, voir aussi les
me´thodes propose´es par A. Aı¨ssa-El-Bey et al [77, 78], ou bien la proposition d’une ame´lioration
de ces dernie`res qui a e´te´ pre´sente´e dans [79], et qui au final a donne´ lieu aux travaux pre´sente´s
par S.M. Aziz Sbai et al. [80].
Une autre approche qu’on peut associer e´galement a` cette cate´gorie de me´thodes, car imposant
en pratique des conditions proches de la WDO, est celle propose´e par P. Bofill et M. Zibulevsky
[81]. Cette dernie`re approche de´veloppe´e dans le cadre du me´lange LI sous-de´termine´, consiste
a` estimer la matrice de me´lange en se basant sur le nuage de points des observations transfor-
me´es dans le domaine TF. L’estimation des directions des colonnes de la matrice du me´lange est
effectue´e en maximisant une fonction dite “potentielle”. Une fois les colonnes de la matrice de
me´lange estime´es, l’extraction des sources est effectue´e via une minimisation de norme `1 sous
contrainte. Il est a` noter par ailleurs, qu’une extension de cette me´thode au me´lange AD a` e´te´
propose´e dans [82].
(2) Me´thodes base´es sur l’hypothe`se de faibles conditions de parcimonie :
Un inte´reˆt particulier est accorde´ a` cette cate´gorie de me´thodes qui sont appele´es dans [83]
“me´thodes quasi-non-parcimonieuses”. Celles-ci seront donc plus de´taille´es que les autres cate´go-
ries, car elles constituent le socle sur lequel repose une partie de notre travail. On peut citer dans
cette cate´gorie de me´thodes, plusieurs approches de´veloppe´es dans notre groupe par Y. Deville
et al. parmi lesquelles on peut citer TiFROM (pour “Time-Frequency Ratios Of Mixtures”) [9]
de´veloppe´e pour des me´langes LI, ainsi que son extension au type de me´lange AD [84], et TiF-
CORR (pour “TIme-Frequency CORRelation-based BSS”) [85, 11]. L’hypothe`se principale de
ces me´thodes (exploitant le domaine TF) est l’existence, non pas de points mono-source, mais
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plutoˆt de “re´gion” ou “zone” mono-source pour chacune des sources pre´sentes dans le me´lange
conside´re´. Les versions temporelles de ces me´thodes sont base´es sur le meˆme principe et sont
e´galement de´taille´es dans [9, 11]. Pour comprendre un peu mieux le principe de ces me´thodes,
nous avons choisi de pre´senter l’une d’entre elles, par exemple la version de base de TiFCORR
et nous aborderons, par la meˆme occasion, quelques crite`res et proprie´te´s utilise´s par TiFROM.
La structure ge´ne´rale de ce type de me´thodes est la suivante :
– Calcul de la TFCT des observations conside´re´es.
– De´tection a` partir des observations, de toutes les zones d’analyse “mono-sources” dispo-
nibles.
– Identification des colonnes de la matrice de me´lange a` partir de chacune des zones mono-
sources de´tecte´es dans l’e´tape pre´ce´dente.
– Extraction des sources.
La premie`re e´tape consiste a` transformer les signaux observe´s dans le domaine TF. En




a`msm(t) ∀` ∈ {1 · · ·L} , (2.44)
la transforme´e TF (obtenue dans ce cas de figure avec une TFCT) des observations peut donc




a`msm(t, ω) ∀` ∈ {1 · · ·L} . (2.45)
Dans la deuxie`me e´tape, les auteurs proposent plusieurs variantes a` l’effet de de´tecter a`
partir des observations pre´sente´es ci-dessus (2.45), toutes les zones mono-sources, c-a`-d toutes
les zones ou` seule une source est active. Pour ce faire, il sera ne´cessaire de parcourir tout le
plan TF en utilisant une zone d’analyse, qu’on note ψ, constitue´e d’un tre`s petit nombre de
points TF adjacents. Pour chacune de ces zones d’analyse, les auteurs proposent de calculer les




∀` ∈ {2 · · ·L} , (2.46)
ou` Cxixj (ψ) repre´sente la covariance des transforme´es TF des signaux observe´s xi et xj sur la
zone d’analyse ψ.
Avant de de´tailler les proprie´te´s sur lesquelles reposent les me´thodes cite´es ci-dessus, il est
ne´cessaire de poser quelques hypothe`ses :
– Pour chacune des sources, il existe au moins une zone d’analyse dans laquelle cette source
est active.
– Pour chacune des zone d’analyse, toutes les sources actives sont line´airement inde´pendantes
(si au moins deux sources sont actives dans la meˆme zone). Pour plus de de´tails concernant
cette hypothe`se, il est possible de consulter [83].
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En tenant compte de ces hypothe`ses, il est alors possible de de´tecter ces zones en se basant
sur la proprie´te´ suivante :
Proprie´te´ (1). Une zone d’analyse ψ est mono-source si et seulement si :
|ρx1x`(ψ)| = 1, ∀` ∈ {2 · · ·L} (2.47)
Par conse´quent, les zones mono-sources correspondent aux zones pour lesquelles la valeur ab-
solue des coefficients de corre´lation est le plus proche de la valeur 1. Dans le cas ou` le nombre
des observations est supe´rieur a` deux, les auteurs calculent pour chaque zone, la moyenne sur `
de |ρx1x`(ψ)|, avec 2 ≤ ` ≤ L, note´e |ρx1x`(ψ)|. Ainsi, la meilleure zone mono-source correspond
a` la zone ayant la plus grande valeur de |ρx1x`(ψ)| et ce, conforme´ment a` la Proprie´te´ (1). En
pratique, si cette mesure est supe´rieure a` un seuil (fixe´ manuellement et en ge´ne´ral tre`s proche
de 1), ils conside`rent cette zone comme e´tant mono-source. Pour plus de de´tails concernant ce
crite`re, en particulier la version centre´e ou non centre´e de ce dernier, il est possible de consulter
[85, 11] ou bien [68] dans lequel les auteurs conside`rent la version temps-e´chelle, ou bien encore
[83] de manie`re plus ge´ne´rale.
Une autre manie`re de de´tecter ces zones mono-sources a e´te´ pre´sente´e dans TiFROM. Dans
cette dernie`re me´thode, et pour chaque zone d’analyse, les auteurs calculent la variance de




, ∀` ∈ {2 · · ·L} . (2.48)
De la meˆme manie`re que l’approche pre´sente´e plus haut, les auteurs utilisent dans cette version
de la me´thode les hypothe`ses suivantes :
– Pour chacune des sources, il existe au moins une zone d’analyse dans laquelle cette source
est active.
– Pour chacune des zones d’analyse, si plusieurs sources sont actives, elles doivent varier de
telle fac¸on qu’au moins un des rapports d’observations (2.48) ne soit pas constant dans
cette zone. Pour plus de de´tails concernant cette hypothe`se, il est possible de consulter
[83].
On en de´duit que si une des sources est la seule a` eˆtre active dans une zone d’analyse ψ, les
rapports (2.48) seront constants dans toute cette dernie`re zone. Par conse´quent, la de´tection des
zones mono-sources est, dans ce cas, base´e sur la proprie´te´ suivante :
Proprie´te´ (2). Une zone d’analyse ψ est mono-source si et seulement si :
V {α`(t, ω)} (ψ) = 0, ∀` ∈ {2 · · ·L} , (2.49)
ou` V {.} repre´sente la variance. Ainsi, la meilleure zone mono-source correspond, en pratique, a`
la zone ayant la plus petite valeur de la moyenne sur ` du crite`re pre´sente´ ci-dessus et ce, confor-
me´ment a` la Proprie´te´ (2). Cependant, il est important de noter que le crite`re pre´sente´ ci-dessus
souffre du caracte`re non-syme´trique de la variance du rapport d’observation, ce qui peut induire
une de´gradation des performances (voir [11] pour plus de de´tails). Par conse´quent, l’approche
base´e sur la corre´lation est conside´re´e comme e´tant plus attractive que celle base´e sur la variance.
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Apre`s avoir de´tecte´ toutes les zones mono-sources (ou du moins les meilleures zones), les me´-
thodes pre´sente´es vont, dans une troisie`me e´tape, de´duire a` partir de chacune de ces zones, une
estime´e d’une des colonnes de la matrice de me´lange (a` un facteur d’e´chelle pre`s). Conforme´ment
a` (2.45), et en conside´rant les parame`tres de covariance pre´sente´s dans (2.46), on peut calculer
une estime´e d’une colonne de la matrice de me´lange, a` un facteur d’e´chelle pre`s, en proce´dant







ou` k repre´sente l’indice de la source active dans la zone conside´re´e.
A la fin de cette e´tape, on obtient pour chacune des sources un ensemble d’estimations de co-
lonnes de la matrice de me´lange (un ensemble contient une ou plusieurs estime´es par colonne
de la matrice de me´lange). Il faudra donc combiner dans chaque ensemble les estime´es obtenues
pour avoir en sortie une unique estimation par colonne de la matrice de me´lange (voir [83] pour
les diffe´rentes strate´gies pouvant eˆtre utilise´es).
Dans TiFROM, l’estimation des colonnes de la matrice de me´lange a` partir de chacune des
zones mono-sources est re´alise´e directement a` partir des rapports d’observation pre´sente´s dans
(2.48). En combinant ce rapport avec (2.45), on obtient les coefficients d’une des colonnes de la




, ∀` ∈ {1 · · ·L} . (2.51)
La dernie`re e´tape consiste a` extraire les signaux de sortie correspondant aux signaux sources
recherche´s a` partir des observations ainsi que de la matrice de me´lange identifie´e dans l’e´tape
pre´cedente. Pour le me´lange LI de´termine´ utilise´ plus haut (2.45), on peut de´duire ces signaux
de sorties que l’on note y(t, ω), de la manie`re suivante :
y(t, ω) = B−1x(t, ω). (2.52)
ou` B est une version normalise´e de la matrice de me´lange, compose´e d’e´le´ments e´gaux a` un sur
la premie`re ligne et a` des rapports d’e´le´ments de la matrice de me´lange A dans les autres lignes.
Cette nouvelle matrice B (e´quivalente a` la matrice de me´lange A) a e´te´ propose´e par Y. Deville
pour fixer l’inde´termination d’e´chelle. Pour plus de de´tails, il est possible de consulter [85].
Enfin, une transforme´e inverse est effectue´e afin de retrouver la version temporelle des signaux
recherche´s. Il est a` noter a` ce propos qu’il est pre´ferable que l’inversion matricielle re´alise´e dans
(2.52), soit directement effectue´e dans le domaine temporel. Par ailleurs, il convient d’indiquer
que dans le cas sous-de´termine´, ce type de me´thodes peut malgre´ tout re´aliser une se´paration
“partielle” (voir [83] pour plus de de´tails a` ce sujet, ainsi que les re´fe´rences qui y sont cite´es).
L’avantage de ce type de me´thodes par rapport a` la premie`re cate´gorie base´e sur la WDO, est
qu’elles ne´cessitent une faible hypothe`se de parcimonie. Pour qu’elles soient fonctionnelles, ces
me´thodes ne´cessitent pour chacune des sources une seule (ou bien un petit nombre de) zone(s)
d’analyse mono-source(s). Ceci e´tant, pour ce faire, il est ne´cessaire de fixer un certain nombre
de parame`tres heuristiques lie´s soit a` la taille de la zone mono-source, soit a` la distance entre les
colonnes estime´es de la matrice de me´lange, ou bien encore au crite`re choisi pour la de´tection des
zones mono-sources. Nous reviendrons de fac¸on plus de´taille´e sur ces aspects dans le Chapitre
5 qui sera consacre´ a` une contribution relative a` une application de ce type de me´thodes a` des
images de te´le´de´tection.
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Comme pour la premie`re cate´gorie, plusieurs extensions de ce type de me´thodes ont e´te´ pre´sente´es
dans la litte´rature, parmis lesquelles on peut citer les travaux de D. Smith et al. [86, 87] propo-
sant de re´duire les parame`tres ne´cessaires pour le fonctionnement de TiFROM et de TiFCORR
graˆce a` une e´tape de clustering re´alise´e avec K-means. Ils proposent e´galement une normalisation
de la variance du crite`re utilise´ pour TiFROM [86]. D’autres approches conside´re´es comme une
extension des me´thodes pre´sente´es dans cette cate´gorie, sont pre´sente´es de fac¸on plus de´taille´e
dans [70] et les re´fe´rences qui y sont cite´es, ainsi que dans le chapitre de livre de´die´ a` ce type de
me´thodes [83].
(3) Me´thodes hybrides :
Cette dernie`re cate´gorie de me´thodes utilise des avantages des me´thodes pre´sente´es ci-
dessus, c.a`.d. qu’elles ont e´te´ de´veloppe´es en se basant a` la fois sur les me´thodes dites quasi-
non-parcimonieuses (TIFROM par exemple) et les me´thodes a` fortes conditions de parcimonie
(DUET par exemple). On peut citer a` ce titre, les travaux re´alise´s par S. Arberet et al. [88, 89].
L’approche propose´e repose sur un algorithme de clustering appele´ DEMIX (pour Direction
Estimation of Mixing matrIX), ne´cessaire pour estimer le nombre et les directions des sources
conside´re´es. L’hypothe`se de pre´sence de zones mono-sources est valide´e par une mesure de “fiabi-
lite´” ayant le meˆme roˆle que le crite`re utilise´ dans TIFROM (pre´sente´e ci-dessus). Cette mesure,
qui est utilise´e dans l’e´tape de clustering, permettra de distinguer les zones pour lesquelles une
seule source est active, par rapport a` celles en contenant plusieurs (sources actives). La mesure
en question est base´e sur l’Analyse en Composantes Principales (ACP). Dans le meˆme sens, on
peut e´galement citer la premie`re partie des travaux pre´sente´s par Li et al. [10], c.a`.d. celle lie´e
a` l’identification de la matrice de me´lange, qui est la` aussi conside´re´e comme une extension de
DUET et TIFROM. Pour estimer la matrice de me´lange, les auteurs commencent par de´tecter,
a` partir de la matrice des rapports des observations (dans le domaine TF), les sous-matrices
ayant des colonnes identiques. Celles-ci correspondent chacune a` une des colonnes de la matrice
de me´lange. Chaque sous-matrice ayant des colonnes identiques forme n droites horizontales
correspondant aux n lignes d’une des colonnes de la matrice de me´lange. Il est a` noter que les
colonnes de ces sous-matrices ne sont pas ne´cessairement colle´es l’une a` l’autre (contigue¨s), mais
ce qu’il faudra retenir est que chacune d’entre elles (dans la meˆme sous-matrice) correspond a`
un des points du domaine TF ou` une seule source est active (c.a`.d. diffe´rente de ze´ro).
2.3.4 Approches baye´siennes
Reprenons le mode`le de me´lange LI (dans le domaine temporel) pre´sente´ plus haut, dans ce
chapitre (2.2), et qu’on rappelle ici avec une notation matricielle :
X = AS,
avec X, A et S repre´sentant respectivement la matrice contenant l’ensemble des observations,
la matrice de me´lange et enfin celle des sources.
La structure ge´ne´rale retenue pour ce type d’approches, est re´sume´e comme suit :
– De´finition d’un mode`le statistique liant les observations aux sources, ceci dans l’objectif
d’en de´duire la loi de probabilite´ p(X|A,S) correspondante. Celle-ci repre´sente la vraisem-
blance des inconnues.
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– Attribution de lois a priori pour toutes les inconnues du proble`me, a` savoir les sources et
la matrice de me´lange (p(S) et p(A)).




avec p(X) repre´sentant la densite´ de probabilite´ des observations, qui est pre´sente´e comme
e´tant un terme de normalisation [90].
– Estimation des inconnues (les sources, la matrice de me´lange, ou bien les deux en paralle`le)
graˆce a` la loi a posteriori, identifie´e pre´ce´demment. Cette e´tape est re´alise´e en utilisant
des estimateurs dont les plus courants sont le Maximum A Posteriori (MAP) ou bien la
Moyenne a Posteriori (MP).
Ce type d’approches ne´cessite donc une e´tape majeure, qui est la de´finition en premier lieu
de lois a priori des sources et de la matrice de me´lange de´finies par un ensemble de parame`tres
inconnus (a` estimer), et repose sur la re`gle de Bayes. Un autre point majeur est lie´ a` la tech-
nique de calcul conside´re´e pour re´soudre le proble`me d’optimisation (par exemple l’algorithme
EM, pour “Expectation Maximization”). On peut trouver dans la litte´rature plusieurs me´thodes
fonde´es sur ce principe, pre´sentant des re´sultats inte´ressants, ceci e´tant, l’inconve´nient majeur
de ces me´thodes est l’importance du coup calculatoire engendre´ pour la plupart des algorithmes.
Pour une vision globale de l’ensemble des approches baye´siennes existantes, il est possible de
consulter le Chapitre 12 de [26] ainsi que les re´fe´rences qui y sont cite´es (ou bien le Chapitre 12
de [24]). Enfin, il est a` signaler, que les me´thodes propose´es dans le cadre de cette the`se ne sont
pas base´es sur les approches baye´siennes.
2.4 Conclusion
Nous avons pre´sente´ dans ce chapitre les principes de base de la SAS, les diffe´rents types de
me´langes line´aires conside´re´s, en particulier le me´lange line´aire instantane´, et enfin les grandes
classes de me´thodes de SAS, a` savoir l’ACI, la NMF, l’ACPa, et enfin, nous avons e´galement
aborde´ les me´thodes base´es sur les approches baye´siennes.
Dans le prochain chapitre, et conforme´ment au plan du manuscrit, nous proposons de de´tailler
quelques me´thodes de´velope´es ces dernie`res anne´es dans le cadre du de´me´lange spectral. Nous
commenc¸ons par les principales me´thodes ge´ome´triques existantes puis continuerons avec celles
base´es sur des me´thodes de SAS dont la majorite´ ont e´te´ aborde´es ci-dessus.
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3.1 Introduction
Nous avons aborde´ en Chapitre 1 des ge´ne´ralite´s sur l’imagerie de la te´le´de´tection spatiale,
notamment les caracte´ristiques et la structure de ce type de donne´es. Celles-ci sont repre´sente´es
comme un cube de donne´es a` deux dimensions spatiales et une dimension spectrale correspondant
au nombre de bandes spectrales conside´re´es dans l’image en question. Puis dans le deuxie`me
chapitre, nous avons pre´sente´ les diffe´rentes classes de me´thodes de la SAS. Comme discute´ dans
ce dernier, toutes ces me´thodes ont e´te´ utilise´es dans de nombreuses applications : l’acoustique,
le traitement des signaux e´lectromagne´tiques et le biome´dical.
Dans ce qui suit, nous allons e´voquer un domaine d’application sur lequel est base´ notre travail,
en l’occurence, la te´le´de´tection. Plus pre´cise´ment, il sera question dans le pre´sent chapitre, de
pre´senter les me´thodes de “de´me´lange spectral” applique´es a` l’imagerie de te´le´de´tection.
Nous allons donc commencer par pre´senter des ge´ne´ralite´s sur le de´me´lange spectral ainsi que
sur les mode`les de me´lange utilise´s dans la litte´rature, les principales me´thodes ge´ome´triques
existantes et enfin celles base´es sur des me´thodes de SAS cite´es dans le chapitre pre´ce´dent, a`
savoir l’ACI, la NMF et l’ACPa.
3.2 Ge´ne´ralite´s
En raison de la re´solution spatiale limite´e de certains capteurs de te´le´de´tection spatiale, il
est fre´quent que les spectres des pixels composant les images rec¸ues a` partir de ces capteurs
soient des me´langes de contributions e´le´mentaires. Pour pouvoir analyser ce type d’images, il
est souvent ne´cessaire d’effectuer un “de´me´lange spectral”. Cette proce´dure, sur laquelle est base´
notre travail, permet la de´composition d’un spectre de pixel me´lange´ en un ensemble de spectres
de mate´riaux purs, appele´s endmembers, et un ensemble de fractions d’abondance indiquant la
proportion de chaque composant spectral dans le pixel conside´re´ [1, 2]. Conforme´ment a` cette
de´finition, et sous re´serve de ne pas disposer d’information a priori, on peut conside´rer le de´-
me´lange spectral comme e´tant un proble`me de se´paration aveugle de sources, ou` les valeurs des
pixels des images rec¸ues, les spectres des endmembers et les fractions d’abondance correspon-
dantes peuvent eˆtre conside´re´s respectivement comme les observations, la matrice de me´lange et
les sources pre´sente´es dans le chapitre pre´ce´dent.
Toutes les me´thodes de de´me´lange reposent sur un mode`le de me´lange pre´-de´fini. Selon l’ap-
plication et/ou le contenu des donne´es utilise´es, celui-ci peut eˆtre line´aire ou non-line´aire (voir
illustrations dans la figure 3.1). Le premier mode`le, c.a`.d. line´aire, est celui qui a e´te´ le plus
utilise´ dans la litte´rature, et donc on se focalisera sur les me´thodes base´es sur ce mode`le qui, en
plus de sa facilite´ d’utilisation, est conside´re´ dans certaines situations comme e´tant une bonne
approximation de l’environnement re´el [2].
Comme illustre´ dans la figure 3.1-a, l’hypothe`se principale sur laquelle repose le mode`le de me´-
lange line´aire est que chaque rayonnement incident interagit avec un seul type de mate´riau [1, 2].






Figure 3.1 – Illustration du mode`le de me´lange : (a) line´aire, (b) et (c) non-line´aire [3].
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r`mfm(n) ∀n ∈ {1 · · ·N} , ` ∈ {1 · · ·L} (3.2)
ou` r`m repre´sente la `e`me composante spectrale (re´flectance) du me`me composant pur. fm(n)
repre´sente la fraction d’abondance du me`me composant pur dans le ne`me pixel, et enfin le nombre
de composants purs est repre´sente´ par M .
Si l’on conside`re les N pixels d’une image de te´le´de´tection compose´e de L bandes spectrales, on
obtient l’e´criture matricielle suivante :
X = RF, (3.3)
ou` X repre´sente l’image de te´le´de´tection observe´e, qui est de´finie comme suit :
X = [x(1) · · ·x(N)] avec x(n) = [x1(n) · · ·xL(n)]T . (3.4)
Les colonnes de R contiennent les spectres (non-ne´gatifs) des endmembers, qui sont pre´sente´s
comme suit :
R = [r1 · · · rM ] avec rm = [r1m · · · rLm]T . (3.5)
En ce qui concerne la matrice F , chaque colonne de cette dernie`re contient les fractions d’abon-
dance de tous les composants purs dans le pixel conside´re´. Celle-ci est pre´sente´e comme suit :
F = [f(1) · · · f(N)] avec f(n) = [f1(n) · · · fM (n)]T . (3.6)
Par ailleurs, il sera ne´cessaire, pour ce type de donne´es, d’appliquer les contraintes de positivite´
(ou ANC en anglais, pour “abundance nonnegativity constraint”) et d’additivite´ (ou ASC en
anglais, pour “abundance sum constraint”) suivantes :
fm(n) ≥ 0, ∀ m ∈ {1 · · ·M}n ∈ {1 · · ·N} , (3.7)
M∑
m=1
fm(n) = 1 ∀n ∈ {1 · · ·N} . (3.8)
En tenant compte des contraintes physiques pre´sente´es ci-dessus, plusieurs me´thodes du domaine
conside´re´ exploitent les proprie´te´s ge´ome´triques lie´es au proble`me. Ces proprie´te´s concernent le
fait que l’ensemble des observations sont contenues dans un simplexe de dimension (M − 1) et
dont les sommets sont les spectres des endmembers recherche´s. De ce fait, ce type de me´thodes
consiste a` retrouver les sommets de ce simplexe. On abordera les principales approches base´es
sur ce principe dans la prochaine section.
Enfin, et conforme´ment a` la terminologie de la se´paration de sources pre´sente´e dans le chapitre




a`msm(t) ∀` ∈ {1 · · ·L} , (3.1)
ou` a`m et sm(t) repre´sentent respectivement les coefficients de me´lange (pouvant influencer la contribution de la
source m sur le capteur `) et la source m a` un instant t, et x`(t) repre´sente l’observation ` obtenue par me´lange
line´aire des sources au meˆme instant t.
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pre´ce´dent, la matrice F des fractions d’abondance et la matrice R des spectres des endmembers
seront, pour la suite de ce manuscrit, respectivement de´signe´es par les termes sources et matrices
de me´lange (devant eˆtre estime´es), ceci a` partir d’une observation X repre´sentant l’image de
te´le´de´tection. Il est a` pre´ciser que nous avons retenu les acronymes F et R a` la place de A
et S pour e´viter de confondre nos sources (de´signe´es dans chapitre pre´ce´dent par S) avec les
spectres, de meˆme pour la matrice de me´lange (de´signe´e dans chapitre pre´ce´dent par A) avec les
abondances. Par ailleurs, la figure 3.2 repre´sente un sche´ma re´capitulatif du mode`le utilise´ dans
la suite de ce manuscrit et ce, dans l’objectif de le distinguer des me´thodes utilisant les sources
comme e´tant des spectres 15, ce qui n’est pas le cas de nos me´thodes, pour lesquelles nos sources
sont conside´re´es comme e´tant des fractions d’abondance.
Figure 3.2 – Repre´sentation du mode`le de me´lange line´aire spatial utilise´ (adapte´e de [4])
Par ailleurs, dans la partie infe´rieure (c.a`.d. (b) et (c)) de la figure 3.1, il est pre´sente´ la
deuxie`me cate´gorie de mode`les de me´lange pouvant eˆtre utilise´s pour le de´me´lange spectral.
Dans ce type de mode`le, appele´ non-line´aire, le rayonnement re´fle´chi par la cible interagit avec
plusieurs mate´riaux (ou obstacles) avant d’eˆtre re´fle´chi vers le capteur (comme pre´sente´ dans le
premier chapitre). On rencontre ce phe´nome`ne (engendrant des re´flexions multiples) dans deux
cas de figures :
– structure complexe d’une sce`ne (par exemple une zone urbaine) dans laquelle le rayonne-
ment peut interagir avec plusieurs mate´riaux (immeubles, arbres ...). Ceci est illustre´ dans
la figure 3.1-b,
15. Pour plus de de´tails concernant la version spectrale du mode`le de me´lange LI, il est possible de consulter
[4].
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– me´lange intime (ou homoge`ne), comme par exemple des grains de sables, qui est illustre´
dans la figure 3.1-c.
Dans ces conditions, un mode`le non line´aire est plus adapte´ pour repre´senter le me´lange
spectral. Pour plus de de´tails concernant ce type de mode`les et les me´thodes correspondantes,
il est possible de consulter les travaux re´alise´s dans notre e´quipe par I. Meganem et al. [5] pre´-
sentant un mode`le non line´aire adapte´ a` des milieux urbains, ou bien de manie`re plus ge´ne´rale,
ceux de N. Dobigeon et al. [3] et les re´fe´rences qui y sont cite´es. En ce qui nous concerne, et
dans la suite de ce manuscrit, nous nous inte´ressons aux grands ensembles d’occupation des sols
pre´sentant un relief plus ou moins plat (comme par exemple des parcelles agricoles) et e´claire´
de manie`re homoge`ne, et ainsi, le mode`le utilise´ pour les me´thodes propose´es dans les prochains
chapitres sera, comme mentionne´ plus haut, de type line´aire.
De nombreuses me´thodes de de´me´lange spectral line´aire (ou LSU en anglais, pour “Linear
Spectral Unmixing”) ont e´te´ propose´es ces 20 dernie`res anne´es. Dans la majorite´ d’entre elles,
le de´me´lange est effectue´ en trois e´tapes principales :
– Re´duction de dimension (en ce qui concerne les images hyperspectrales).
– Estimation des spectres des endmembers.
– Inversion du mode`le pour estimer les fractions d’abondance.
La premie`re e´tape est tre`s utile pour re´duire la complexite´ de l’e´tape d’extraction des end-
members et d’inversion. La plupart des me´thodes existantes re´alisent cette e´tape via l’Analyse
en Composantes Principales (ACP) [6], ou bien graˆce a` l’approche intitule´e “Maximum Noise
Fraction (MNF)” [7]. Dans le meˆme ordre d’ide´e, on peut e´galement parler du caracte`re aveugle
du de´me´lange. En effet, la majorite´ des me´thodes existantes supposent que le nombre conside´re´
de sources est connu a priori. Toutefois, il est important de signaler l’existence de me´thodes
pouvant donner une bonne estimation de ce nombre. Un bon re´sume´ de ce type de me´thodes
est pre´sente´ dans [2] ; les plus connues sont, celle pre´sente´e par C-I. Chang et Q. Du [8], appele´e
“Virtual Dimensionality” (VD), et celle pre´sente´e par J.M. Bioucas-Dias et J.M.P. Nascimento
[9], appele´e “HYperspectral Signal identification by minimum error” (HySime). Ces dernie`res
font partie des me´thodes les plus e´voque´es dans la litte´rature.
Avant d’aborder les me´thodes d’estimation des spectres des endmembers, il est utile de
pre´ciser que dans le cas ou` la matrice de me´lange (contenant les spectres des endmembers)
est connue, ou bien apre`s avoir estime´ la matrice de me´lange (avec les me´thodes que nous
pre´senterons ci-dessous), il est possible d’estimer les sources (i.e. les fractions d’abondance) par
inversion du mode`le de me´lange. Dans le cas sur-de´termine´, cette inversion peut eˆtre effectue´e,
en re´solvant un proble`me de moindres carre´s line´aire, comme suit :
fˆ(n) = arg min ‖x(n)−Rf(n)‖ ∀n ∈ {1 · · ·N} (3.9)
A ce titre, et afin de respecter les contraintes physiques impose´es (Eqs. (3.7) et (3.8)), d’autres
me´thodes prenant en compte ces contraintes ont e´te´ propose´es dans la litte´rature. Et ainsi, cette
dernie`re e´tape de la chaˆıne de de´me´lange est ge´ne´ralement effectue´e avec la me´thode propose´e
par C-I. Chang et al. [10] et appele´e “Non-negative constrained least squares” (NCLS), ou bien
celle propose´e par D.C. Heinz et al. [11] et appele´e “Fully constrained least squares unmixing”
(FCLS). Ces dernie`res font partie des me´thodes les plus e´voque´es dans la litte´rature. Par ailleurs,
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on verra par la suite quelques me´thodes pouvant estimer la matrice de me´lange et les sources en
paralle`le, comme par exemple les me´thodes de Factorisation en Matrices Non-ne´gatives ou bien
d’autres me´thodes fonde´es sur des approches baye´siennes [12].
3.3 Principales me´thodes ge´ome´triques de de´me´lange spectral
En ce qui concerne la deuxie`me e´tape de la chaˆıne de de´me´lange, plusieurs algorithmes ont
e´te´ propose´s dans la litte´rature. Ces derniers peuvent eˆtre classe´s soit en fonction du mode`le de
me´lange utilise´, ou des hypothe`ses lie´es a` la pre´sence ou non de pixels purs dans l’image, ou bien
encore en fonction du caracte`re supervise´ ou pas de la me´thode conside´re´e. En nous basant sur
le re´cent article de J.M. Bioucas-Dias et al. [2] (et e´galement celui de J. Plaza et al. [13]), nous
allons dans la section en cours pre´senter une classification de ce type de me´thodes en fonction
de la pre´sence ou pas des pixels purs.
3.3.1 Me´thodes ge´ome´triques avec pixels purs
L’hypothe`se principale retenue dans cette cate´gorie de me´thodes consiste a` supposer l’exis-
tence d’au moins un pixel pur par mate´riau distinct contenu dans l’image e´tudie´e. De ce fait,
l’approche naturelle adopte´e consiste a` trouver les pixels les plus purs de l’image suppose´s eˆtre
positionne´s, comme illustre´ dans la figure 3.3, au niveau des sommets du simplexe contenant les
donne´es observe´es. Plusieurs me´thodes ont e´te´ propose´es dans cette cate´gorie. Parmi les plus
connues on peut citer [14] :
Figure 3.3 – Processus d’analyse d’une image hyperspectrale avec une approche ge´ome´trique :
(1) Re´duction de dimension, (2) Identification des pixels purs de l’image positionne´s au niveau
des sommets du simplexe contenant tous les points [15]
– N-FINDR de´veloppe´e par M.E. Winter [16].
– PPI (Pixel Purity Index) de´veloppe´e par J.W. Boardman et al. [17].
– OSP (Orthogonal Subspace Projection) de´veloppe´e par J.C. Harsanyi et C.-I. Chang [18].
– VCA (Vertex Component Analysis) de´veloppe´e par J.M.P. Nascimento et J.M. Bioucas-
Dias [19].
– SMACC (Sequential Maximum Angle Convex Cone) de´veloppe´e par J. Gruninger et al.
[20].
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Ce qu’il faut retenir avec ce type de me´thodes, est qu’elles visent toutes, comme mentionne´
ci-dessus, a` trouver le pixel le plus pur de l’image correspondant a` chaque e´le´ment pur contenu
dans la meˆme image. Pour ce faire, chacune de ces me´thodes a sa propre strate´gie. N-FINDR par
exemple, cherche a` de´terminer les pixels formant le plus grand simplexe (en terme de volume)
pouvant contenir l’ensemble des points de l’image conside´re´e. Apre`s une e´tape de re´duction de
dimension, cette me´thode commence par se´lectionner ale´atoirement un ensemble de points dans
le nuage de points engendre´ par les pixels de l’image (conside´re´s comme e´tant des sommets can-
didats), puis va, dans une autre e´tape, chercher d’autres endmembers correspondant aux pixels
qui maximisent le volume du simplexe recherche´. Une autre me´thode, appele´e PPI, est re´pute´e
e´galement dans le domaine, du fait qu’elle est utilise´e dans un logiciel commercial tre`s connu
de traitement d’images en te´le´de´tection (le logiciel ENVI, pour “ENvironment for Visualizing
Images”). Apre`s une e´tape de re´duction de dimension, cette dernie`re me´thode effectue plusieurs
projections de l’ensemble du nuage des points (correspondant aux donne´es dans l’espace re´duit)
sur des vecteurs de norme unite´ ge´ne´re´s ale´atoirement (appele´s“skewers”), et retient pour chaque
projection re´alise´e les pixels ayant des valeurs extreˆmes. Les pixels les plus purs recherche´s cor-
respondent aux points ayant le plus grand score (de´fini par le nombre de fois ou` un pixel a e´te´
retenu comme point extreˆme). Ces points repre´sentent donc les endmembers les plus purs.
La me´thode OSP quant a` elle, recherche le pixel ayant la plus grande distance par rapport au
nuage de points conside´re´. Ce pixel est retenu comme e´tant le premier endmember, puis cette me´-
thode effectue une projection sur le plan orthogonal au vecteur de´fini pre´ce´dement et recherche
encore une fois la distance maximum, correspondant au second endmember. Cette proce´dure
est re´pe´te´e jusqu’a` l’identification de tous les endmembers. En d’autres termes, cette me´thode
s’inte´resse a` la distance maximum des pixels au niveau des sous-espaces engendre´s par les end-
members identifie´s pre´ce´demment [15]. Comme cette dernie`re, la me´thode VCA est e´galement
base´e sur une projection sur des sous-espaces orthogonaux avec comme diffe´rence par rapport a`
OSP, l’exploitation par VCA de l’hypothe`se d’identification des pixels purs positionne´s au niveau
des sommets du simplexe engendre´ par les donne´es [13]. Il est a` pre´ciser que cette me´thode est
conside´re´e parmi les plus efficaces dans cette cate´gorie de me´thodes.
La me´thode SMACC est e´galement tre`s connue du fait de sa disponibilite´ dans le logiciel ENVI.
A chaque e´tape, cette dernie`re permet l’estimation simultane´e des endmembers et des fractions
d’abondance correspondantes (au contraire de la majorite´ des me´thodes re´alisant le de´me´lange,
comme mentionne´, en deux e´tapes inde´pendantes). Les spectres des endmembers sont estime´s a`
travers les vecteurs des points dits “extreˆmes” (de´finis comme e´tant des vecteurs ne pouvant eˆtre
estime´s par combinaison line´aire des autres vecteurs contenus dans l’image conside´re´e). Dans la
version qui tient compte des contraintes impose´es par le type de donne´es utilise´es (Eqs. (3.7) et
(3.8)), ces derniers vecteurs sont repre´sente´s par un coˆne convexe. La proce´dure retenue pour
se´lectionner ces vecteurs extreˆmes repose sur une me´thode de “Gram-Schmidt”. Il est a` noter
par ailleurs, qu’une extension de cette me´thode aux images multispectrales a e´te´ propose´e dans
[21].
Plus de de´tails concernant ce type de me´thodes, ou bien d’autres me´thodes existantes dans cette
cate´gorie (non cite´es dans ce manuscrit), sont pre´sente´s dans l’article de J.M. Bioucas-Dias et
al. [2] (et les re´fe´rences qui y sont cite´es). Par ailleurs, malgre´ leur efficacite´ dans la situation ou`
l’on dispose de pixels purs, ces meˆmes me´thodes ne donnent e´videmment pas le meˆme re´sultat
sur des images ne contenant pas de pixels purs [13]. En effet, l’hypothe`se sur laquelle reposent
ces me´thodes n’est malheureusement pas applicable sur certaines images de te´le´de´tection dont
la re´solution spatiale est trop faible par exemple, pour qu’elles puissent contenir des pixels purs.
Dans ce cas de figure, d’autres approches ge´ome´triques ont e´te´ propose´es et qui n’utilisent pas
cette hypothe`se. Celles-ci sont pre´sente´es dans le paragraphe suivant.
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3.3.2 Me´thodes ge´ome´triques sans pixels purs
En s’inspirant de l’approche de minimisation du volume (ou MVT en anglais, pour “Mini-
mum Volume Transform”) propose´e par M.D. Craig [22], la majorite´ des me´thodes de´veloppe´es
dans cette cate´gorie recherchent a` ge´ne´rer des endmembers virtuels (qui ne sont pas disponibles
dans l’image conside´re´e). En d’autres termes, cette approche consiste a` minimiser le volume du
simplexe contenant les donne´es. Parmi les me´thodes les plus connues, on peut citer :
– CCA (Convex Cone Analysis) de´veloppe´e par A. Ifarragurri et C.-I. Chang [23].
– ICE (Iterative Constrained Endmembers) de´veloppe´e par M. Berman et al. [24].
– MVC-NMF (Minimum Volume Constrained Non-negative Matrix Factorization) de´velop-
pe´e par L. Miao et H. Qi [25].
– MVSA (Minimum Volume Simplex Analysis) de´veloppe´e par J. Li et J.M. Bioucas-Dias
[26].
– MVES (Minimum Volume Enclosing Simplex) de´veloppe´e par T.-H. Chan et al. [27].
– SISAL (Simplex Identification via Split Augmented Lagrangian) de´veloppe´e par J.M.
Bioucas-Dias [28].
L’approche adopte´e par ces me´thodes est conside´re´e comme e´tant un proble`me d’optimisa-
tion non convexe, et est ainsi plus difficile a` re´soudre par rapport aux approches pre´sente´es dans
la cate´gorie pre´ce´dente. Plus pre´cise´ment, les me´thodes de cette cate´gorie recherchent la matrice
de me´lange (contenant les spectres des endmembers) qui minimise le volume du simplexe forme´
par les colonnes de cette dernie`re. Pour ce faire, ici aussi, chacune de ces me´thodes a sa propre
strate´gie. La me´thode CCA par exemple, recherche a` de´terminer les points limitrophes de la re´-
gion (ou coˆne) convexe contenant l’ensemble des points de l’image. En pratique, cette me´thode
estime les spectres des endmembers, repre´sente´s par les sommets de la re´gion convexe en se
basant sur les vecteurs propres de la matrice de corre´lation de l’image, correspondant aux plus
grandes valeurs propres (connaissant le nombre des endmembers de l’image). Il est a` pre´ciser que
cette me´thode adopte une approche similaire a` celle propose´e par M.D. Craig, qui est, comme
mentionne´ ci-dessus, une me´thode base´e sur l’estimation des spectres des endmembers a` partir
des sommets du plus petit simplexe pouvant contenir ces donne´es.
Une autre me´thode de cette cate´gorie est celle appele´e ICE. Apre`s une e´tape de re´duction de
dimension, cette dernie`re minimise une fonction repre´sente´e par la distance euclidienne entre les
donne´es conside´re´es et le produit des matrices Rˆ et Fˆ recherche´es (conforme´ment au mode`le
pre´sente´ dans (3.3)), a` laquelle elle rajoute une contrainte lie´e a` la distance entre les sommets
du simplexe forme´ par les colonnes de la matrice Rˆ. Cette dernie`re approche est similaire a` ce
qui a e´te´ propose´ pour la me´thode MVC-NMF. Ceci e´tant, le terme rajoute´ dans le proble`me
d’optimisation de MVC-NMF est base´ sur le volume du simplexe (et non pas sur la distance
entre les sommets de ce dernier, qui a e´te´ utilise´ dans ICE).
Plus re´cemment, d’autres me´thodes ont e´te´ propose´es dans cette cate´gorie, a` savoir MVSA et
SISAL. En s’inspirant de la me´thode MVT, les auteurs de MVSA proposent de re´soudre le
proble`me d’optimisation conside´re´ en utilisant des me´thodes de programmation quadratique se´-
quentiellles (ou SQP en anglais, pour “Sequential Quadratic Programing”). Il est a` noter que
dans le souci d’e´viter les minima locaux lie´s au proble`me d’optimisation, les auteurs effectuent
une initialisation issue de la me´thode VCA qui, rappelons-le, est une me´thode base´e sur la pre´-
sence de pixels purs. Par ailleurs, et dans l’objectif d’augmenter la robustesse de cette me´thode,
les auteurs proposent dans le meˆme article une version de cette me´thode autorisant la violation
de la contrainte de non-ne´gativite´ et la remplacent par une autre contrainte plus souple. Cette
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dernie`re est re´alise´e en rajoutant a` la fonction d’optimisation utilise´e dans la version de base,
un terme de re´gularisation base´ sur une fonction de type “hinge loss”. Une autre strate´gie a e´te´
propose´e dans la me´thode SISAL, qui utilise la meˆme structure que cette dernie`re version de la
me´thode MVSA (en ce qui concerne l’initialisation ainsi que le remplacement de la contrainte
de non ne´gativite´). Pour re´soudre le proble`me d’optimisation, cette dernie`re me´thode a recours
a` un algorithme de type Lagrangien augmente´.
Enfin, comme pour les me´thodes cite´es ci-dessus, la me´thode MVES recherche e´galement le plus
petit volume du simplexe pouvant contenir les donne´es. Pour ce faire, et apre`s une e´tape de
re´duction de dimension, les auteurs de cette me´thode proposent une reformulation du proble`me
non convexe d’optimisation propose´ dans MVT, de manie`re a` pouvoir le re´soudre avec des me´-
thodes de programmation line´aire. Par ailleurs, les auteurs proposent dans leur contribution,
et sous la condition de pre´sence de pixels purs dans l’image e´tudie´e, une preuve de l’unicite´ de
l’identification des vrais endmembers.
De la meˆme fac¸on que pour la cate´gorie pre´ce´dente, plus de de´tails concernant ces me´thodes, ou
encore d’autres me´thodes de la meˆme cate´gorie (non cite´es dans ce manuscrit), sont pre´sente´s
dans [2] (et les re´fe´rences qui y sont cite´es).
3.4 Application des me´thodes de Se´paration Aveugle de Sources
(SAS) a` l’imagerie spatiale
Les principales classes de me´thodes de SAS ayant e´te´ pre´sente´es de manie`re ge´ne´rale dans le
chapitre pre´ce´dent, nous allons dans la section en cours citer quelques-unes d’entre elles appli-
que´es tout particulie`rement dans le domaine de la te´le´de´tection.
Au contraire des approches ge´ome´triques e´voque´es pre´ce´demment, celles pre´sente´es ci-dessous
sont fonde´es sur des me´thodes classiques de SAS :
Il s’agit d’abord des me´thodes base´es sur l’ACI, c.a`.d. celles base´es sur l’inde´pendance sta-
tistique des sources. Dans ce type de me´thodes, l’obtention de la matrice de me´lange et des
sources, a` partir des observations, et sans connaissance a priori du me´lange conside´re´, constitue
un avantage inte´ressant. Plusieurs propositions ont e´te´ pre´sente´es dans la litte´rature. A titre
d’exemples, nous pouvons citer celle introduite par J. Bayliss et al. [29] utilisant une approche
base´e sur le Maximum de Vraisemblance (cette me´thode repose sur un algorithme propose´e par
B.A. Pearlmutter et L. Parra, appele´ cICA pour “contextual Independent Component Analysis”
[30]). On peut e´galement citer la me´thode propose´e par M. Lennon et al. [31], qui utilise une
transformation en ondelettes avant de proce´der a` l’ACI. Une autre approche a e´galement e´te´
propose´e par C.-K. Kuan et G. Healey [32], utilisant l’ACI avec l’algorithme FastICA (a` noter
que dans cette approche, et au contraire des me´thodes cite´es juste avant, les sources sont consi-
de´re´es comme e´tant des fractions d’abondance). On peut trouver dans la litte´rature plusieurs
articles proposant un panorama plus complet de ces me´thodes comme par exemple [33, 2].
Les me´thodes reposant sur ce principe ont commence´ a` eˆtre pre´sente´es a` partir de la fin des
anne´es 1990. Ceci e´tant, la majorite´ d’entre elles furent remises en cause par J.M.P. Nascimento
et J.M. Bioucas-Dias dans un article, paru en 2005 [34]. Dans ce dernier, les auteurs attirent l’at-
tention sur la de´pendance des sources (fractions d’abondance) entre elles du fait des contraintes
physiques impose´es aux donne´es de te´le´de´tection (3.8), et proposent une comparaison entre plu-
sieurs algorithme d’ACI. Par ailleurs, et en ce qui concerne les me´thodes pour lesquelles les
sources sont conside´re´es comme e´tant des spectres de re´flectance, l’hypothe`se d’inde´pendance
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statistique n’est e´galement pas respecte´e du fait de la nature de ces spectres (dans certains cas
tre`s corre´le´s, e.g. diffe´rents types de ve´ge´tation ...). Il est a` noter que la plupart des me´thodes
d’ACI, utilise´es dans le domaine, sont celles base´es sur la non-gaussianite´ comme par exemple
FastICA, les cumulants (JADE) ou bien celles base´es sur la minimisation de l’information mu-
tuelle [34].
Pour suivre la logique du chapitre pre´ce´dent, nous citons la deuxie`me classe d’approches
exploitant cette fois-ci la non-ne´gativite´ des donne´es, a` savoir les me´thodes base´es sur la NMF.
Comme mentionne´ pre´ce´demment, l’inconve´nient majeur de ce type d’approches [35, 36] re´side
dans la non-unicite´ de la factorisation conside´re´e. Afin d’e´viter ce proble`me, en plus de celui
de l’initialisation, plusieurs approches ont e´te´ propose´es, faisant appel a` des hypothe`ses supple´-
mentaires lie´es aux a priori e´ventuels sur les sources et/ou la matrice de me´lange. Une me´thode
tre`s connue dans cette cate´gorie, mais pouvant eˆtre conside´re´e comme une me´thode ge´ome´trique
aussi - comme indique´ dans la section pre´ce´dente - est la me´thode MVC-NMF. Cette dernie`re
utilise une contrainte supple´mentaire dans le proble`me d’optimisation de la NMF qui est base´e
sur le volume du simplexe engendre´ par les donne´es.
Dans cette cate´gorie de me´thodes, on peut citer e´galement les travaux de C-Y. Liou et K-D.O.
Yang [37], proposant une initialisation de la NMF avec le re´sultat obtenu a` partir d’une classifi-
cation (cette e´tape est effectue´e avec la me´thode fuzzy c-means), ou bien encore les travaux de
V. Pauca et al. [38], qui proposent dans le cadre d’une application astrophysique, d’avoir recours
a` une contrainte supple´mentaire de lissage. Une autre approche a e´te´ re´cemment propose´e par
X. Lu et al. [39]. Pour re´soudre le proble`me d’optimisation, cette dernie`re me´thode utilise une
double contrainte (d’une part une contrainte lie´e a` la parcimonie, et d’autre part une contrainte
lie´e a` l’information structurelle relative aux donne´es conside´re´es).
Enfin, comme mentionne´ dans le chapitre pre´ce´dent, et pour plus de de´tails a` ce sujet, il est
possible de se re´fe´rer a` [40]. Il est e´galement possible de consulter [41], dans lequel il est propose´
un re´sume´ inte´ressant de la majorite´ des me´thodes reposant sur la NMF (voir e´galement les
re´fe´rences cite´es dans [39]).
Dans notre cas de figure, dans le prochain chapitre nous proposons la combinaison des deux
approches sus-cite´es (ACI, NMF), et essentiellement pour en e´viter les inconve´nients cite´s, nous
nous focaliserons sur une modification d’une des me´thodes d’ACI en utilisant les contraintes
physiques impose´es aux donne´es (3.8), a` l’effet d’utiliser ses sorties comme valeurs initiales d’un
algorithme classique de NMF [35, 36].
La troisie`me classe de me´thodes est celles base´e sur l’Analyse en Composantes Parcimo-
nieuses. Re´cemment plusieurs approches ont e´te´ propose´es dans cette cate´gorie. On peut citer, a`
ce titre l’article de M.-D. Iordache et al. [42] pre´sentant un re´sume´ inte´ressant de quelques-unes
d’entre elles. Ces me´thodes utilisent une approche dite semi-supervise´e, c.a`.d. reposant sur la
disponibilite´ de certaines bibliothe`que spectrales (compose´es de divers spectres de mate´riaux na-
turels, mesure´s au niveau du sol par des spectroradiome`tres, comme par exemple la bibliothe`que
spectrale U.S.G.S [43] contenant plus de 1300 spectres, ou bien la bibliothe`que spectrale AGC
[44]). En ge´ne´ral, et en conside´rant le nombre des endmembers pre´sents dans un pixel me´lange´
largement infe´rieur au nombre des spectres disponibles dans les bibliothe`ques spectrales consi-
de´re´es, ces me´thodes vont essayer d’imposer la parcimonie de la solution. Ceci est re´alise´ par la
minimisation d’un crite`re sous contraintes (un des crite`res les plus utilise´s, concerne la norme
`1). Pour plus de de´tails concernant ces me´thodes, il est possible de consulter [45, 41, 2] et les
re´fe´rences qui y sont cite´es.
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Nous portons un intereˆt marque´ a` ce type d’approches (en ce qui concerne la parcimonie en
ge´ne´ral) et tout particulie`rement a` une partie d’entre elles - qui a e´te´ de´taille´e dans le Chapitre
2 - a` savoir celles fonde´es sur l’hypothe`se de faibles conditions de parcimonie conjointe [46]. En
effet, le meˆme type d’approche que dans [47] a e´te´ applique´ a` des images spatiales multispec-
trales, et nous proposons dans cette section de de´crire cette me´thode de de´me´lange, appele´e
“2D-corr-NLS” [4]. L’hypothe`se principale sur laquelle repose cette me´thode est l’existence au
niveau de l’image conside´re´e de“zones mono-sources”c.a`.d. des zones contenant une seule source.
Les hypothe`ses et de´finitions, utilise´es dans cette me´thode, sont pre´sente´es ci-dessous [4, 48] :
– De´finition 1 :
Un mate´riau pur est dit “isole´” dans une “zone d’analyse”16 si seul ce mate´riau pur est
pre´sent dans cette zone d’analyse, c.a`.d. si seul ce mate´riau pur donne un vecteur non nul
fm(Ω) forme´ des fm(n) avec n ∈ Ω (si on conside`re Ω comme un ensemble des indices des
pixels associe´s).
– De´finition 2 :
Un mate´riau pur est dit “accessible” dans le domaine spatial s’il existe au moin une zone
d’analyse dans laquelle il est isole´.
– Hypothe`se 1 :
Chaque mate´riau pur est accessible dans le domaine spatial.
Dans le cas d’imagerie de te´le´de´tection, cette hypothe`se de parcimonie est e´quivalente a`
la pre´sence d’au moins une zone mono-source contenant seulement des pixels
purs pour chaque mate´riau pur . Selon les auteurs, cette hypothe`se est re´aliste pour
certaines images a` haute re´solution spatiale, contenant des zones e´tendues pour les diffe´-
rentes classes d’occupation des sols. Compte tenu de (3.8), l’abondance de ce mate´riau pur
est e´gale a` un dans cette zone.
– Hypothe`se 2 :
Dans chaque zone d’analyse Ω, les vecteurs non nuls fm(Ω) sont line´airement inde´pendants
(s’il existe au moins deux de ces vecteurs dans une zone d’analyse).
L’inte´reˆt de cette hypothe`se est par exemple l’exclusion du cas ou` deux sources sont
constantes et non-nulles sur chaque zone conside´re´e qui pourrait engendrer de fausses
de´tections des zones mono-sources.
– Hypothe`se 3 :
Le mode`le de se´paration est localement (sur)-determine´, c.a`.d. L ≥ M(Ω) dans n’importe
quelle zone d’analyse Ω, ou` M(Ω) est le nombre de mate´riaux purs pre´sents dans la zone
d’analyse Ω.
Pour les images hyperspectrales, cette hypothe`se est dans tous les cas respecte´e car L est
toujours supe´rieur a` M(Ω).
– Hypothe`se 4 :
Dans chaque zone d’analyse Ω, la sous-matrice compose´e des colonnes de la matrice de
me´lange, et correspondant aux mate´riaux purs pre´sents dans la zone, est de rang plein.
La structure ge´ne´rale de cette me´thode peut eˆtre re´sume´e en trois e´tapes principales :
16. Dans cette me´thode les auteurs divisent les donne´es observe´es en petites zones spatiales a` deux dimensions,
appele´es “zones d’analyse”, constitue´es de pixels adjacents. Ces zones peuvent avoir n’importe quelle forme et sont
note´es “Ω”.
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– De´tection de toutes les zones d’analyse “mono-sources” disponibles depuis l’image consi-
de´re´e (observation).
– Estimation des colonnes de la matrice de me´lange a` partir de chacune des zones mono-
sources de´tecte´es dans l’e´tape pre´ce´dente.
– Extraction des sources recherche´es (les fractions d’abondance) sous la contrainte de non-
ne´gativite´.
La premie`re e´tape consiste a` de´tecter toutes les zones mono-sources en utilisant un crite`re
base´ sur la corre´lation. Pour plus de de´tails concernant ce crite`re, il est possible de consulter
[4, 48] (et les re´fe´rences qui y sont cite´es).
Dans la deuxie`me e´tape, et donc apre`s de´tection de toutes les zones mono-sources, les
auteurs calculent une estimation des colonnes candidates de la matrice de me´lange graˆce a` la
contrainte impose´e de somme a` un (3.8). En effet, dans chaque zone ou` seule une source est
active, la fraction d’abondance de cette source vaut “un”, alors que le reste est e´gal a` “ze´ro”. La
me´diane, composante par composante, de tous les vecteurs observe´s associe´s aux pixels pre´sents
dans cette zone nous donne alors une estimation d’une des colonnes de la matrice de me´lange.
On obtient donc pour chacune des sources un ensemble d’estimations de la colonne associe´e de
la matrice de me´lange (un ensemble contient une ou plusieurs estime´es par colonne de la matrice
de me´lange). Il faudra donc combiner dans chaque ensemble les estime´es obtenues pour avoir en
sortie une estimation unique par colonne de la matrice de me´lange. Pour cela, on proce`de a` une
classification de toutes ces colonnes estime´es (de la matrice de me´lange). Ceci est re´alise´ avec
une me´thode de clustering, par exemple k-means. Par ailleurs, le nombre de clusters ne´cessaires
pour ce type de me´thodes est estime´ automatiquement en utilisant un indice de validite´ (ou bien
“validity index”, en anglais). Plusieures indices de validite´ du clustering sont propose´s dans la
litte´rature. Dans cette me´thode, les auteurs utilisent celui propose´ dans [49]. En sortie de cette
e´tape, toutes les M colonnes de la matrice de me´lange sont estime´es.
Dans une dernie`re e´tape, les auteurs proce`dent a` l’extration des M sources spatiales (les
fractions d’abondance) en utilisant une me´thode des moindres carre´s avec contrainte de non-
ne´gativite´, se´pare´ment sur chaque pixels de l’image, ou bien la Factorisation en Matrices Non-
ne´gatives.
Pour terminer cette section, il est a` pre´ciser que l’approche de´taille´e ci-dessus est e´galement
applicable pour certaines images hyperspectrales dont la re´solution spatiale permettrait le res-
pect de l’hypothe`se (1) ci-dessus e´nonce´e. Dans ce dernier cas de figure (images hyperspectrales)
cette me´thode de de´me´lange est utilise´e avec moins de restrictions que pour le cas multispectral.
En effet, l’hypothe`se (3) lie´e au fait que le nombre de bandes spectrales est supe´rieur ou e´gal au
nombre de sources pre´sentes dans les zones d’analyse conside´re´es, est toujours ve´rifie´e.
Par ailleurs, exception faite des trois cate´gories de me´thodes de SAS cite´es plus haut (ACI,
NMF, Parcimonie), il est important de faire re´fe´rence a` d’autres approches base´es sur les me´-
thodes baye´siennes. A titre d’exemple on peut citer [50] ou bien [12]. Pour avoir une vision
plus comple`te sur les autres approches baye´siennes, il est possible de consulter [2] ainsi que les
re´fe´rences qui y sont cite´es.
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3.5 Conclusion
Ge´ome´triquement parlant, les me´thodes propose´es recherchent les sommets du simplexe
forme´ par les colonnes de la matrice de me´lange. Dans la section relative aux me´thodes ge´o-
me´triques, on a pre´sente´ les deux cate´gories de me´thodes existantes, a` savoir : (1) celles utilisant
les pixels purs dans l’image, et (2) celles n’utilisant pas les pixels purs dans l’image (pour cha-
cun des endmembers conside´re´s). Dans chacune de ces cate´gories de me´thodes on a vu plusieurs
strate´gies utilise´es pour atteindre cet objectif d’identification des spectres des endmembers. Par
ailleurs, nous avons pre´sente´ quelques approches base´es sur des me´thodes de SAS, cite´es dans le
chapitre pre´ce´dent, a` savoir l’ACI, la NMF et l’ACPa. On rappelle ici e´galement qu’il est pos-
sible de consulter pour plus de de´tails a` ce sujet les nombreux articles de revue notamment [1]
et [2] pre´sentant un e´tat de l’art tre`s complet lie´ au domaine de de´me´lange, ou bien encore, plus
re´cemment les travaux pre´sente´s dans la revue IEEE Signal Processing magazine [41] proposant
un descriptif inte´ressant des me´thodes reposant sur des proprie´te´s ge´ome´triques (en particulier
la ge´ome´trie convexe), ainsi que les nombreux points communs existant entre les me´thodes de
traitement du signal et celles du de´me´lange spectral.
Dans les prochains chapitres, nous proposons des me´thodes de de´me´lange spectral qui suivent
la meˆme orientation qui de´coule de [41], puisque ces me´thodes sont fonde´es sur les me´thodes de
SAS. Conforme´ment au plan du manuscrit, nous commenc¸ons par de´finir la premie`re me´thode
propose´e, qui est base´e sur la combinaison de deux grandes classes de me´thodes de SAS, a` sa-
voir l’ACI et la NMF. Ensuite, nous proposons une autres approche, diffe´rente de la premie`re
car base´e sur la parcimonie combine´e avec des proprie´te´s ge´ome´triques, permettant la de´tection
des spectres des endmembers via les zones de l’image contenant deux sources. L’hypothe`se sur
laquelle repose cette dernie`re me´thode est, a` notre humble avis, tre`s re´aliste car d’une part, on
n’a pas besoin de pixels purs dans l’image e´tudie´e, et d’autre part, notre me´thode non supervi-
se´e, estime les spectres des endmembers sans avoir recours a` une bibliothe`que spectrale, ce qui
n’est pas le cas pour certaines me´thodes semi-supervise´es, fonde´es sur la parcimonie aborde´es
ci-dessus (voir par exemple [42]).
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Chapitre 4. De´me´lange d’images hyperspectrales par NMF initialise´e avec une ACI modifie´e
4.1 Introduction
Il a e´te´ pre´sente´ dans le Chapitre 2 plusieurs classes de me´thodes de SAS, parmi lesquelles
l’Analyse en Composantes Inde´pendantes (ACI) et la Factorisation en Matrices Non-ne´gatives
(NMF). Ces dernie`res me´thodes ont e´galement e´te´ aborde´es dans la Section 3.4 en rapport avec
le domaine de la te´le´de´tection. Dans ce qui suit, nous nous inte´ressons a` l’adaptation de ce type
de me´thodes au de´me´lange hyperspectral, qui comme de´ja` mentionne´, consiste a` identifier, a`
partir des spectres de pixel me´lange´s, un ensemble de spectres de mate´riaux purs (ou endmem-
bers) contenus dans une sce`ne et un ensemble de fractions d’abondance pour chaque pixel.
Comme aborde´ pre´ce´demment, l’ACI fait partie des me´thodes les plus e´tudie´es en SAS (voir
par exemple [1]). Sous la contrainte d’inde´pendance des sources, ce type de me´thodes peut fournir
une solution the´orique unique a` des inde´terminations de permutation et d’e´chelle pre`s. Cepen-
dant, cette contrainte d’inde´pendance n’est pas respecte´e pour les donne´es de te´le´de´tection [2].
Par ailleurs, lorsque les sources et la matrice de me´lange sont non-ne´gatives, comme cela est le
cas pour les images de te´le´de´tection, les me´thodes reposant sur des contraintes de non-ne´gativite´
peuvent eˆtre utilise´es, en particulier les me´thodes base´es sur la factorisation en matrices non ne´-
gatives (NMF). Ceci e´tant, les me´thodes NMF standard n’offrent pas la garantie de fournir une
solution unique, et leur point de convergence de´pend ge´ne´ralement de leur initialisation [3].
Dans cette partie du manuscrit, nous proposons donc une nouvelle approche de de´me´lange
non-supervise´e, appele´e modifICA-NMF [4], qui combine une version modifie´e de l’ACI avec la
NMF. Notre approche permet d’e´viter les limitations qui se produisent lors de l’utilisation seule
d’une des me´thodes d’ACI ou de NMF. En effet, nous allons montrer comment les contraintes
physiques de notre proble`me peuvent eˆtre utilise´es pour e´liminer une partie des inde´terminations
lie´es a` l’ACI et fournir une premie`re approximation des spectres de endmembers et des fractions
d’abondance associe´es. Ces approximations sont ensuite utilise´es pour initialiser un algorithme
de NMF, avec pour objectif de les ame´liorer.
Nous rappelons que le mode`le utilise´ dans notre e´tude est de type line´aire, et ainsi apre`s vec-
torisation des dimensions spatiales, les re´flectances non-ne´gatives observe´es dans la `e`me bande




r`mfm(n) ∀n ∈ {1 · · ·N} , ` ∈ {1 · · ·L} . (4.1)
On rappelle e´galement les contraintes de non-ne´gativite´ et d’additivite´ suivantes :
fm(n) ≥ 0, ∀ m ∈ {1 · · ·M}n ∈ {1 · · ·N} , (4.2)
r`m ≥ 0, ∀ m ∈ {1 · · ·M}` ∈ {1 · · ·L} , (4.3)
M∑
m=1
fm(n) = 1 ∀n ∈ {1 · · ·N} . (4.4)
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4.2 Limites de l’ACI et de la NMF
Lorsque les observations sont des combinaisons line´aires de sources statistiquement inde´-
pendantes, nous avons vu pre´ce´demment que l’ACI peut eˆtre utilise´e pour re´aliser la SAS [1].
Pour ce qui nous concerne, et particulie`rement en te´le´de´tection, l’ACI ne peut eˆtre applique´e de
manie`re classique pour extraire les M sources conside´re´es dans l’image, ceci principalement en
raison de ce qui suit :
(i) Du fait des contraintes physiques impose´es aux donne´es de te´le´de´tection (4.4), les me´thodes
d’ACI, applique´es dans le cas de sources spatiales (fractions d’abondance), furent remises
en cause par Nascimento et Bioucas-Dias [2]. En effet, l’hypothe`se principale sur laquelle
reposent les me´thodes d’ACI n’est plus respecte´e car dans ce cas, les sources fm ne sont
pas statistiquement inde´pendantes.
(ii) Un autre proble`me peut e´galement eˆtre cite´ concernant les inde´terminations d’e´chelle in-
he´rentes a` l’ACI. En effet, les fractions d’abondance obtenues, en sortie d’un algorithme
d’ACI, ne sont pas physiquement interpre´tables.
Pour surmonter ces limitations, nous allons montrer dans ce qui suit qu’une utilisation non
conventionnelle de l’ACI peut nous donner une estimation des signaux sources et de la matrice
de me´lange sans inde´terminations d’e´chelle.
D’autre part, comme mentionne´ dans les Chapitres 2 et 3, la NMF [3] vise a` obtenir, a`
partir d’une matrice d’observation X compose´e d’e´le´ments non-ne´gatifs, deux autres matrices
e´galement compose´es d’e´lements non-ne´gatifs Rˆ et Fˆ , de manie`re a` ce que :
X ≈ RˆFˆ , (4.5)
avec X ∈ R+L×N , Rˆ ∈ R+L×M , Fˆ ∈ R+M×N et M < min(L,N).
Dans la majorite´ des me´thodes de NMF existantes, la factorisation est effectue´e en minimisant
une fonction objective (ou fonction couˆt) graˆce a` une mise a` jour applique´e aux composantes
estime´es Rˆ et Fˆ . Pour notre cas d’e´tude, nous avons choisi la version de mise a` jour consistant
a` minimiser la norme de Frobenius de la diffe´rence entre X et le produit des matrices Rˆ et Fˆ
[7]. La mise a` jour en question est de´finie comme suit :







Cette fonction est minimise´e en utilisant les re`gles de mise a` jour multiplicatives de Lee et Seung
[7, 3] de´finies par :




Rˆ`m ← Rˆ`m (XFˆ
T )`m
(RˆFˆ Fˆ T )`m
. (4.8)
Pour rappel, les inconve´nients majeurs de ce type de me´thode sont re´sume´s comme suit :
(i) La non-unicite´ de la factorisation.
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(ii) Diffe´rentes initialisations ale´atoires peuvent conduire a` des re´sultats diffe´rents.
Afin d’e´viter ces proble`mes, plusieurs approches ont e´te´ propose´es faisant appel a` des hypo-
the`ses supple´mentaires lie´es aux a priori e´ventuels sur les sources et/ou la matrice de me´lange.
On peut citer a` titre d’exemple certaines d’entre elles utilisant des contraintes de parcimonie
[3], ou bien d’autres, reposant sur des contraintes ge´ome´triques (plus pre´cise´ment sur le volume
du simplexe engendre´ par les donne´es), comme effectue´ dans la me´thode MVC-NMF [8]. Dans
la section suivante, nous proposons une approche alternative en vue de fournir une initialisation
approprie´e de la NMF.
4.3 Approche propose´e (modifICA-NMF)
La discussion pre´sente´e ci-dessus aborde les difficulte´s rencontre´es pour re´soudre le proble`me
de de´me´lange en utilisant seulement l’une des me´thodes d’ACI ou de NMF. Nous proposons
dans la section en cours une nouvelle approche combinant ces deux me´thodes. Cette dernie`re est
compose´e des trois e´tapes suivantes :
(i) Utilisation, dans un premier temps, d’une ACI standard permettant l’obtention de (M − 1)
des M sources et d’une partie de la matrice de me´lange a` des inde´terminations pre`s.
(ii) Elimination de l’inde´termination d’e´chelle, et estimation de la M e`me source et de la M e`me
colonne de la matrice de me´lange non estime´es en e´tape (i).
Ces deux premie`res e´tapes seront conside´re´es ci-apre`s comme e´tant notre ACI modifie´e
(qu’on appellera ci-dessous “modifICA”).
(iii) Utilisation des estimations obtenues a` partir de l’e´tape pre´ce´dente (les M sources et la
matrice de me´lange) pour initialiser une me´thode classique de NMF.
Notre approche consiste donc a` e´viter le proble`me de non-unicite´ de la NMF en l’initialisant
avec le re´sultat d’une extension non conventionnelle de l’ACI.
4.3.1 Modification de l’ACI
La premie`re e´tape de l’approche propose´e est base´e sur l’ACI. Plus particulie`rement, nous
utilisons dans le cadre de cette e´tude, la version a` base de kurtosis de l’algorithme FastICA, qui
pour rappel, est une me´thode base´e sur la “maximisation de la non-gaussianite´” (voir Chapitre
2 du manuscrit ou bien [1]). Dans cette e´tape, on va d’abord re´-e´crire le mode`le line´aire en
utilisant seulement (M − 1) sources parmi les M sources conside´re´es dans le me´lange (4.1), et
en tenant compte du facteur d’e´chelle engendre´ par ce type de me´thodes.
L’ide´e principale retenue dans notre de´marche est de supposer l’existence de (M −1) sources
statistiquement inde´pendantes, parmi les M sources conside´re´es dans le me´lange (4.1).
En raison de la contrainte de somme a` un (4.4), seules (M − 1) sources peuvent eˆtre line´ai-
rement inde´pendantes, parmi toutes les M sources pre´sentes dans (4.1).
En pratique, dans le domaine de la te´le´de´tection, ces (M−1) sources ont souvent une de´pen-
dance statistique limite´e. On peut citer, a` titre d’exemple, le sce´nario d’une sce`ne naturelle de
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te´le´de´tection contenant M sources, parmi lesquelles (M −1) classes de ve´ge´tation ont des distri-
butions spatiales mode´re´ment de´pendantes, et ou` le reste de la sce`ne (la M e`me classe) repre´sente
le sol nu. Dans ce cas de figure, le phe´nome`ne libre est repre´sente´ par les fractions d’abondance
des (M − 1) classes de ve´ge´tation, le reste du sol subissant leur occupation.
A ce titre, nous allons dans cette premie`re e´tape de l’approche propose´e, utiliser une
me´thode d’ACI pour extraire ces (M − 1) composantes suppose´es eˆtre inde´pendantes, fournis-
sant les premie`res approximations des (M−1) sources. L’hypothe`se d’inde´pendance des (M−1)
sources n’e´tant pas tout a` fait re´aliste, on va essayer par la suite d’ame´liorer ces estime´es de
sources dans les prochaines e´tapes.
Plus pre´cise´ment, en raison de (4.4), et en omettant l’indice de pixel n, l’eq. (4.1) donne :




= (rl1−rlM )f1+...+(rl(M−1)−rlM )fM−1+rlM , (4.9)
ou` les indices 1 a` M sont assigne´s dans un ordre arbitraire aux mate´riaux purs pre´sents dans la
sce`ne conside´re´e.
A ce niveau, il est a` noter que la mode´lisation du me´lange line´aire tel que pre´sente´ ci-dessus
(4.9), a de´ja` e´te´ examine´e dans [9], mais les auteurs n’expliquent pas comment reconstruire les
sources re´elles et la matrice de me´lange a` partir de ce mode`le. Par la suite on va essayer de
re´pondre a` cette proble´matique comme suit :
Soient (α1, · · · , αM−1) un ensemble de (M − 1) facteurs d’e´chelle arbitraires. Dans ce cas,








Dans ce qui suit, les versions centre´es de xl et fm sont note´es (respectivement) :
x¯l = xl − µxl
f¯m = fm − µfm ,









En raison des inde´terminations, lors de l’application de l’ACI, effectue´e pour extraire les (M−1)
composantes pures a` partir des x¯l, nous obtenons ide´alement les diffe´rences des coefficients de
me´lange note´es (rlm − rlM ) et les sources centre´es f¯m (avec l’indice m ∈ {1, . . . ,M − 1}) a`
des facteurs d’e´chelle inconnus pre`s (de´finis ci-dessus). Cela revient a` dire que nous obtenons











· · · rL(M−1)−rLMαM−1
 (4.12)
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Comme mentionne´ plus haut, l’e´tape suivante, consiste donc a` e´liminer l’inde´termination d’e´chelle.
4.3.2 Elimination de l’inde´termination d’e´chelle
Les contraintes physiques de cette configuration, rencontre´e en te´le´de´tection, nous permettent
ainsi d’e´liminer l’inde´termination d’e´chelle lie´e a` l’ACI, comme suit :
Nous ne conside´rons d’abord que les (M − 1) premie`res sources, implique´es dans (4.12) et
(4.13). Les facteurs d’e´chelle correspondants αm peuvent eˆtre facilement estime´s s’il existe au
moins un pixel pur pour chacun des M mate´riaux purs pre´sents dans les donne´es e´tudie´es (la
proce´dure propose´e ci-dessous ne ne´cessite pas la connaissance de l’emplacement des pixels purs
dans les images observe´es). Dans ce cas, dans chaque pixel pur, la fraction d’abondance de l’un
des mate´riaux est e´gale a` un, tandis que les fractions d’abondance de tous les autres mate´riaux
sont e´gales a` ze´ro. Ainsi, les sources re´elles remplissent les conditions suivantes :
min{fm(n)} = 0 ∀m ∈ {1, · · · ,M} ,
max{fm(n)} = 1 ∀m ∈ {1, · · · ,M} .
En conside´rant (4.12) et en notant f∗m(n) comme suit :
f∗m(n) = αm(fm(n)− µfm),
on va e´tudier se´pare´ment pour chacune des sources avec l’indice m ∈ {1, . . . ,M − 1}, les deux
cas suivants :
(1) Le facteur d’e´chelle αm est positif :
Dans ce cas :
max{f∗m(n)} = αm[max{fm(n)} − µfm ]
= αm(1− µfm)
min{f∗m(n)} = αm[min{fm(n)} − µfm ]
= −αmµfm ,
ce qui nous donne :
αm = max{f∗m(n)} −min{f∗m(n)} (4.14)
µfm = −min{f∗m(n)}/αm. (4.15)
Conforme´ment au re´sultat obtenu ci-dessus, on peut estimer la me`me source re´elle (c.a`.d. sans










4.3. Approche propose´e (modifICA-NMF)
(2) Le facteur d’e´chelle αm est ne´gatif :
Dans ce cas :
max{f∗m(n)} = αm[min{fm(n)} − µfm ]
= −αmµfm
min{f∗m(n)} = αm[max{fm(n)} − µfm ]
= αm(1− µfm),
ce qui nous donne :
αm = min{f∗m(n)} −max{f∗m(n)} (4.17)














Dans la pratique, le signe du facteur d’e´chelle αm pour chacune des sources est inconnu. Par
conse´quent, nous ne savons pas laquelle des e´quations (4.16) ou (4.19) (respectivement (4.14) ou
(4.17)) doit eˆtre utilise´e pour calculer la source re´elle fm(n) (respectivement le facteur d’e´chelle
αm). En comparant les e´quations (4.16) et (4.19), il est clair que si la mauvaise e´quation est
utilise´e, nous obtenons la source inverse´e :
“les valeurs a` ze´ro dans la source re´elle correspondent aux valeurs a` un dans la source inverse´e
calcule´e en utilisant la mauvaise e´quation et vice versa”.
On note respectivement f˜m(n) et α˜m, la me`me source reconstruite et le facteur d’e´chelle corres-
pondant, calcule´s en utilisant l’un des deux jeux d’e´quations (4.14)-(4.16) ou (4.17)-(4.19). Dans
le cas ou` les bonnes e´quations sont utilise´es, cela revient a` conside´rer :
f˜m(n) = fm(n)
α˜m = αm,
dans le cas contraire :
f˜m(n) = 1− fm(n)
α˜m = −αm.
Dans ce qui suit, nous proposons deux strate´gies pour re´soudre le proble`me ci-dessus, appele´
dans le jargon de la Se´paration de Sources, inde´termination de signe.
Premie`re strate´gie :
Chacune des (M − 1) sources reconstruites, f˜m(n), peut eˆtre calcule´e de deux manie`res
possibles en utilisant (4.16) ou (4.19). Ainsi, il y a 2M−1 combinaisons possibles pour toutes les
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(M − 1) sources. Pour chacune de ces combinaisons et pour tous les pixels d’indice n, on calcule





Parmi les (M − 1) sources implique´es dans (4.13), supposons que K sources reconstruites f˜m(n)
(correspondant a` un premier ensemble D1) soient calcule´es en utilisant la mauvaise formule et
les autres (M − 1−K) (repre´sente´es par un deuxie`me ensemble D2) soient reconstruites par la
bonne formule. Dans ce cas, il y a trois configurations possibles :
(i) K = 0 :






= fM (n). (4.21)
Ceci correspond a` la M e`me fraction d’abondance re´elle dont la valeur est comprise entre 0
et 1.
(ii) 1 ≤ K ≤M − 2 :
C’est-a`-dire, de telle sorte que les ensembles D1 et D2 contiennent chacun au moins une















Dans un pixel pur d’indice n correspondant a` l’une des sources de D2, la valeur de cette
source est e´gale a` un, tandis que toutes les autres sources sont e´gales a` ze´ro. Ainsi, a` partir
de (4.22), Q(n) = −K ≤ −1 dans ce pixel.
(iii) K = M − 1 :









= 2−M + (1− fM (n))
= 3−M − fM (n).
Dans un pixel pur ou` fM (n) = 1, le crite`re devient Q(n) = 2−M ≤ −1 si M > 2.
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Ainsi comme indique´ plus haut, si toutes les (M − 1) sources reconstruites sont calcule´es en
utilisant la bonne e´quation, ce crite`re est non-ne´gatif (∀n). Dans le cas contraire, c’est-a`-dire si
au moins une des sources reconstruites est calcule´e avec la mauvaise e´quation, ce crite`re devient
ne´gatif (et infe´rieur ou e´gal a` −1) pour au moins une valeur de n si M > 2, et dans l’hypo-
the`se d’existence de pixels purs. Cette proprie´te´ peut donc eˆtre utilise´e pour choisir les bonnes
estimations des sources (et les facteurs αm correspondants) parmi toutes les (2
M−1) possibilite´s,
quand il y a au moins trois endmembers dans l’image hyperspectrale. Il est a` noter que si seule-
ment deux endmembers sont pre´sents dans la totalite´ de l’image, l’ACI est inutile car dans ce
cas, en raison de la contrainte de somme a` un, il n’y aura qu’une seule composante inde´pendante.
Deuxie`me strate´gie :
Dans de nombreuses applications, le nombre de pixels purs pour chaque mate´riau est beau-
coup plus faible que le nombre de pixels ou` ce mate´riau n’est pas pre´sent. Ainsi, on sait que
le nombre de valeurs nulles est supe´rieur au nombre de valeurs e´gales a` un pour chaque source
re´elle. Si tel n’est pas le cas apre`s calcul de la me`me source reconstruite en supposant un facteur
d’e´chelle positif et donc en utilisant l’e´quation (4.16), on en de´duit que le facteur d’e´chelle re´el
est ne´gatif et on utilise ainsi les e´quations (4.17) et (4.19) pour calculer αm et fm(n). Il est utile
de pre´ciser, que lors des simulations pre´sente´es dans la Section 4.4, notre choix s’est porte´, pour
des raisons de simplicite´ sur l’utilisation de cette seconde strate´gie.
Une fois que les (M−1) sources re´elles ont e´te´ trouve´es en utilisant l’une des deux proce´dures
de´crites ci-dessus, la M e`me source peut eˆtre calcule´e en utilisant la contrainte de somme a` un
(4.4), comme suit :




Par ailleurs, la multiplication de la me`me colonne de R∗ par le facteur d’e´chelle αm calcule´
ci-dessus, nous donne d’apre`s (4.12) :
R′ =
 r11−r1M · · · r1(M−1)−r1M... ...
rL1−rLM · · · rL(M−1)−rLM
 . (4.24)
En utilisant la moyenne de (4.9), on peut calculer les e´le´ments rlM de la M e`me colonne de la
vraie matrice de me´lange R (contenant donc les M colonnes), comme suit :
rlM = µxl − (rl1 − rlM )µf1 − · · · − (rl(M−1) − rlM )µfM−1 . (4.25)
Connaisssant rlM et la matrice (4.24), on peut finalement en de´duire la vraie matrice de me´lange,
incluant la M e`me colonne, comme suit :
R =
r11 r12 · · · r1M... ... ...
rL1 rL2 · · · rLM
 . (4.26)
4.3.3 Initialisation de la NMF
La me´thode pre´sente´e ci-dessus conduit a` des re´sultats parfaits dans des conditions ide´ales.
Cependant, comme introduit un peu plus haut :
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(i) les (M − 1) sources peuvent ge´ne´ralement eˆtre mode´re´ment statistiquement de´pendantes,
(ii) aucun algorithme d’ACI ne fournit une se´paration parfaite,
(iii) l’existence d’un pixel pur par mate´riau peut ne pas eˆtre re´aliste dans certaines configura-
tions et les donne´es peuvent eˆtre bruite´es.
Dans ces conditions, les estimations des sources et de la matrice de me´lange par notre me´-
thode d’ACI modifie´e peuvent eˆtre inacceptables, mais fournissent une approximation grossie`re
des sources re´elles et de la matrice de me´lange correspondante. Ces donne´es approximatives
peuvent ensuite eˆtre utilise´es pour initialiser un algorithme de NMF, soumis a` la contrainte de
somme a` un, ce qui devrait donner de meilleurs re´sultats.
Il est a` signaler que dans le but de satisfaire la contrainte de somme a` un, de´finie par (4.4), on
ajoute aux matrices des observations et des spectres (matrice de me´lange), une ligne constitue´e
d’une valeur constante positive [10]. Enfin, il est e´galement a` pre´ciser que dans cette configura-
tion, les sources et la matrice de me´lange sont estime´es en paralle`le.
Pour une ide´e plus ge´ne´rale de l’approche propose´e, un sche´ma re´sumant les trois e´tapes
de´taille´es ci-dessus est pre´sente´ dans la figure 4.1.
Figure 4.1 – Sche´ma re´capitulatif des diffe´rentes e´tapes de l’approche propose´e.
4.4 Re´sultats expe´rimentaux
Dans la section en cours, nous pre´sentons les diffe´rents tests effectue´s dans le cadre de cette
e´tude. Nous commenc¸ons par pre´senter les crite`res de performances utilise´s pour e´valuer la qua-
lite´ des re´sultats obtenus, puis nous de´taillons les re´sultats d’expe´rimentations re´alise´es avec
diffe´rents types de donne´es :
(1) Image synthe´tique constitue´e a` partir d’un me´lange line´aire de cartes d’abondance re´alise´es
avec des signaux ale´atoires de distribution uniforme, ainsi que des spectres de re´flectance
re´els.
(2) Image synthe´tique constitue´e a` partir d’un me´lange line´aire de cartes d’abondance re´alise´es




(3) Image synthe´tique constitue´e a` partir d’un me´lange line´aire de cartes d’abondance de´duites
nume´riquement a` partir de cartes de classification re´elles, ainsi que des spectres de re´flec-
tance re´els.
(4) Deux images re´elles (sans ve´rite´ terrain).
4.4.1 Crite`res de performances
Pour proce´der a` l’e´valuation quantitative des re´sultats obtenus, qui ne peut eˆtre applique´e
que sur les images synthe´tiques introduites ci-dessus, nous avons utilise´ deux crite`res de perfor-
mances diffe´rents. Ces derniers sont de´finis comme suit :
Pour les fractions d’abondance :
La comparaison entre les cartes d’abondance estime´es et d’origine a e´te´ effectue´e en utilisant
l’erreur quadratique moyenne normalise´e (ou “NMSE”, pour “Normalized Mean Squared Error”,
en anglais) et ce, apre`s correction des permutations induites par les me´thodes utilise´es. Le NMSE






ou` Fm et Fˆm repre´sentent respectivement la me`me carte d’abondance (source) et la me`me carte
d’abondance estime´e.
Pour les spectres de re´flectance :
La comparaison entre les spectres estime´s et d’origine, apre`s correction des permutations, a
e´te´ effectue´e en utilisant l’angle spectral (ou “SAM”, pour “Spectral Angle Mapper”, en anglais).




‖rm‖ · ‖rˆm‖). (4.28)
ou` rm et rˆm sont respectivement le me`me spectre (colonne de la matrice de me´lange) et le me`me
spectre estime´. ‖x‖ et 〈x, y〉 repre´sentent respectivement la norme 2 de x et le produit scalaire
de x et y.
Par ailleurs, il est a` signaler que pour la plupart des cas, la comparaison des me´thodes est
re´alise´e sur la base des valeurs moyennes de SAM et NMSE obtenus sur tous les endmembers.
4.4.2 Test 1
Dans une premie`re expe´rience, nous avons teste´ notre me´thode sur des donne´es artificielles
ge´ne´re´es a` partir de cartes d’abondance ale´atoires et de spectres re´els issus d’une bibliothe`que
spectrale. Plus pre´cise´ment, ces donne´es ont e´te´ re´alise´es comme suit :
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– Cre´ation de (M − 1) cartes ale´atoires de fractions d’abondance inde´pendantes, contenant
chacune 6400 e´chantillons (le nombre d’e´chantillons utilise´ est arbitraire), et re´parties
uniforme´ment sur [0, 1M ],
– Cre´ation de la M e`me source en utilisant la contrainte de somme a` un (4.4),
– Injection d’un pixel pur par source, c’est-a`-dire un pixel ou` l’une des sources est e´gale a`
un et toutes les autres sont nulles,
– Me´lange de ces M sources avec une matrice de me´lange re´elle contenant des spectres de
endmembers (avec 221 longueurs d’onde), en utilisant le mode`le line´aire (4.1). Les spectres
utilise´s ont e´te´ choisis arbitrairement a` partir d’une bibliothe`que spectrale appele´e “USGS”
[11].
Nous avons ensuite effectue´ plusieurs expe´rimentations pour de´me´langer cette image hyper-
spectrale de la manie`re suivante :
(a) ACI standard (sans modification) :
L’application sur cette image de la me´thode FastICA [1] sans modification (c.a`.d. en estimant
les M sources), nous a donne´ de mauvais re´sultats et ce, conforme´ment a` la discussion pre´sente´e
au niveau de la Section 4.2 relative aux limites de ce type de me´thode. Ceci est logique vu que
les sources ne sont pas inde´pendantes en raison de la contrainte de somme a` un. Par ailleurs, les
re´sultats ne sont pas interpre´tables (sans un post-traitement) en raison de l’inde´termination de
facteur d’e´chelle. Pour plus de de´tails a` ce sujet, il est possible de consulter le Chapitre 2 de ce
manuscrit, ou bien l’article de Nascimento et al. [2].
(b) NMF standard (sans modification) :
Apre`s application de la me´thode de NMF standard - celle minimisant la fonction objective re-
pre´sente´e par la norme de Frobenius [7] - avec 5 initialisations diffe´rentes (chaque initialisation
e´tant comple`tement ale´atoire), nous avons ici aussi obtenu de mauvais re´sultats. Comme men-
tionne´ dans le Chapitre 2, ceci n’est pas surprenant car ce type de me´thode est tre`s sensible
aux valeurs d’initialisation, sans oublier les aspects de non unicite´ de la factorisation. Les re´sul-
tats de ces tests sont pre´sente´s dans le tableau 4.1 qui met en exergue la mauvaise qualite´ des
spectres et sources estime´es. En effet, la moyenne de NMSE sur toutes les sources est a` chaque
initialisation > 0.9. Il est a` pre´ciser que dans cette expe´rimentation, le nombre de sources a e´te´
choisi arbitrairement et fixe´ a` M = 8 sources.
(c) modifICA-NMF :
L’application des deux premie`res e´tapes de notre approche, de´taille´es en Sections 4.3.1 et 4.3.2,
a engendre´ de bons re´sultats, comme mis en e´vidence au niveau du tableau 4.2 (voir les re´sultats
obtenus par modifICA). Ceci est duˆ au fait que les M − 1 premie`res sources sont inde´pendantes
(cas parfait), et ainsi il n’est pas ne´cessaire, pour ce type de donne´es d’aller encore plus loin,
c.a`.d. d’appliquer par la suite la NMF.
Ceci e´tant, l’application de l’ensemble de la me´thode propose´e - et donc incluant l’e´tape relative
a` la NMF - permet de re´duire encore plus la distance entre les observations et les matrices
estime´es (sources et me´lange). Ainsi, l’ensemble de l’approche ame´liore le re´sultat obtenu par
modifICA. Ceci est illustre´ dans le tableau 4.2, ou` nous pre´sentons la moyenne des NMSE et
SAM obtenus sur toutes les sources. Il est a` pre´ciser que dans cette expe´rimentation, le nombre
de sources a e´galement e´te´ choisi arbitrairement et cette fois fixe´ a` M = 6 sources.
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TABLEAU 4.1 – Re´sultats obtenus avec une me´thode de NMF standard applique´e sur l’image
synthe´tique du Test 1- performances pour M = 8 sources artificielles, et avec 5 initialisations
diffe´rentes.
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) moyenne
Initiatisation SAM 3,53 1,39 5,80 2,36 7,66 7,22 2,93 5,38 4,03
(1) NMSE 1,282 0,837 1,090 0,957 1,135 1,255 1,003 0,774 0,926
Initiatisation SAM 5,95 3,28 6,37 13,13 7,25 2,06 14,03 10,04 6,90
(2) NMSE 1,322 0,962 1,175 1,037 0,948 1,073 1,228 0,779 0,947
Initiatisation SAM 4,77 2,74 8,67 5,40 13,07 7,68 1,38 12,17 6,21
(3) NMSE 1,355 0,915 1,035 1,202 1,220 1,115 0,894 0,782 0,947
Initiatisation SAM 10,98 2,42 30,76 4,10 10,44 11,84 1,55 18,33 10,05
(4) NMSE 1,140 0,971 1,396 0,973 0,970 1,262 1,042 0,783 0,949
Initiatisation SAM 4,03 2,85 16,43 3,79 13,28 3,45 2,69 14,98 6,83
(5) NMSE 1,458 0,838 1,282 0,990 0,954 1,189 0,942 0,774 0,936
TABLEAU 4.2 – Comparatif des re´sultats obtenus avec modifICA et modifICA-NMF, appli-
que´es sur l’image synthe´tique du Test 1 - la comparaison des me´thodes est re´alise´e sur la base
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Dans les Figures 4.2 et 4.3, nous pre´sentons respectivement, un des spectres utilise´s ainsi
que son estimation obtenue avec modifICA-NMF, et l’e´volution des crite`res de performances de
modifICA-NMF en fonction du nombre M de sources (variant de 3 a` 9 sources). Les re´sultats
illustre´s dans la figure 4.3 sont de´taille´s dans le tableau 4.3. Nous y remarquons globalement une
diminution des performances de l’approche propose´e avec l’augmentation du nombre de sources.
Figure 4.2 – Illustration de la superposition d’un spectre re´el avec son estimation (utilise´ dans
la dernie`re expe´rimentation du Test 1).
4.4.3 Test 2
Dans une deuxie`me expe´rience, et comme mentionne´ en introduction, nous avons teste´ notre
me´thode sur des donne´es artificielles issues d’un me´lange line´aire de cartes d’abondance artifi-
cielles obtenues graˆce a` une distribution de Dirichlet et des spectres re´els. Plus pre´cise´ment, ces
donne´es ont e´te´ re´alise´es comme suit :
– Cre´ation de M fractions d’abondance, contenant chacune 50 × 50 e´chantillons (le nombre
d’e´chantillons utilise´ est arbitraire). Ces dernie`res ont e´te´ obtenues graˆce a` une distribution
de Dirichlet, connue pour eˆtre bien adapte´e pour simuler ce type de donne´es [12, 13]. Celle-
ci est de´finie comme suit :












ou` θ = [θ1, θ2, · · · , θM ]T repre´sente le vecteur de parame`tres de cette distribution.
– Injection d’un pixel pur par source, c’est-a`-dire un pixel ou` l’une des sources est e´gale a`
un et toutes les autres sont nulles.
– Me´lange de ces M sources en utilisant le mode`le line´aire (4.1) avec une matrice de me´lange
contenant des spectres de endmembers (avec 221 longueurs d’onde). Ces derniers spectres
ont e´te´ choisis arbitrairement a` partir de la bibliothe`que spectrale “USGS” [11].
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Figure 4.3 – Crite`res de performances en fonction du nombre de sources.
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TABLEAU 4.3 – Re´sultats obtenus avec la me´thode propose´e applique´e sur l’image synthe´tique
du Test 1 - performances en fonction du nombre de sources (entre 3 et 9) / cas ide´al : M − 1
sources inde´pendantes.
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) (9) moyenne
M=3 SAM 0,23 0,20 0,05 0,12
sources NMSE 0,015 0,007 0,004 0,007
M=4 SAM 0,24 0,33 0,07 0,18 0,16
sources NMSE 0,007 0,017 0,015 0,006 0,009
M=5 SAM 0,50 0,84 0,41 0,28 0,47 0,42
sources NMSE 0,046 0,016 0,046 0,014 0,016 0,023
M=6 SAM 0,52 0,72 0,62 0,35 1,22 0,05 0,50
sources NMSE 0,024 0,020 0,021 0,026 0,024 0,001 0,016
M=7 SAM 0,56 0,82 1,00 0,26 1,33 0,47 0,21 0,58
sources NMSE 0,022 0,023 0,073 0,023 0,051 0,019 0,020 0,029
M=8 SAM 0,60 1,17 0,79 0,35 1,51 1,42 0,41 0,54 0,75
sources NMSE 0,064 0,027 0,042 0,070 0,026 0,054 0,047 0,032 0,040
M=9 SAM 0,33 0,44 1,70 1,08 0,19 0,07 4,80 0,95 0,55 1,01
sources NMSE 0,027 0,106 0,056 0,028 0,032 0,011 0,059 0,083 0,037 0,044
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Contrairement a` la premie`re expe´rience, et dans l’objectif d’observer le comportement de
notre approche avec un niveau diffe´rent des coefficients de corre´lation entre les M sources, nous
avons fait en sorte, graˆce aux parame`tres θm de cette distribution, de modifier expe´rimentalement
le degre´ de corre´lation des M sources. Les parame`tres θm, ainsi que le niveau des coefficients de
corre´lation entre les M sources conside´re´es sont de´taille´s au niveau de l’annexe A. Ainsi, nous
pre´sentons dans les tableaux 4.4 et 4.5, les re´sultats des tests obtenus, en faisant varier le nombre
de sources (entre 3 et 9) et ce, pour chacune des configurations suivantes :
(a) Images contenantM−1 sources peu corre´le´es entre elles, ainsi qu’uneM e`me source pre´sentant
une corre´lation assez e´leve´e avec les M − 1 premie`res.
(b) Images contenant M − 2 sources peu corre´le´es entre elles, parmi les M sources utilise´es.
Les deux autres sources pre´sentent souvent une corre´lation plus e´leve´e avec les M − 2
premie`res.
Nous remarquons dans ces deux tableaux (4.4 et 4.5) que l’ensemble de la de´marche propose´e
aboutit a` de bonnes performances tant en ce qui concerne les sources (cartes d’abondance) que
les colonnes de la matrice de me´lange (spectres) : pour les premie`res, dans la plupart des cas,
nous avons obtenu un NMSE moyen < 0, 1. Il en va de meˆme pour les colonnes de la matrice
de me´lange, quand dans la majorite´ des cas, nous avons obtenu un SAM moyen < 1, 5 (en de-
gre´s), ce qui est tre`s acceptable pour ce type de donne´es. Nous remarquons par ailleurs, que les
re´sultats de´taille´s au niveau du tableau 4.4 sont le´ge`rement meilleurs que ceux pre´sente´s dans
le tableau 4.5, ce qui n’est pas surprenant en raison du niveau des coefficients de corre´lation
entre les M sources conside´re´es dans cette expe´rimentation. En effet, et comme de´taille´ plus
haut, dans la configuration (a) seule une source pre´sente une corre´lation assez eleve´e avec les
M − 1 premie`res, au contraire de la configuration (b) ou` nous avons deux sources pre´sentant
une corre´lation plus e´leve´e (avec certaines des M − 2 premie`res). Aussi, et comme constate´ au
niveau de la dernie`re expe´rimentation du Test 1, nous signalons que les valeurs les moins bonnes
correspondent au cas M = 9 sources.
Pour finir, nous pre´sentons dans le tableau 4.6 les re´sultats obtenus en utilisant les images
de la configuration (b), avec comme diffe´rence par rapport aux deux premie`res expe´rimentations
(tableaux 4.4 et 4.5), l’augmentation du nombre d’ite´rations de la NMF dans l’ensemble de notre
approche : de 30.000 pre´ce´demment a` 100.000 dans cette dernie`re expe´rimentation (le choix
du nombre d’ite´rations a e´te´ fixe´ arbitrairement). Comme illustre´ dans ce tableau 4.6, et en
comparaison avec le tableau 4.5, le re´sultat obtenu est le´ge`rement ame´liore´. Cette ame´lioration
est due a` l’augmentation du nombre d’ite´rations au niveau de la NMF, permettant ainsi de
re´duire encore plus la distance entre les observations et les matrices estime´es (sources et me´lange).
Il est a` pre´ciser par contre que l’augmentation du nombre d’ite´rations n’est pas sans conse´quence
sur le temps de calcul en particulier quand il s’agit d’une grande image (nombre important de
pixels). La comparaison des SAM obtenus dans les tableaux 4.5 et 4.6, en fonction du nombre
de sources (variant entre 3 et 9), est illustre´e dans la figure 4.4.
4.4.4 Test 3
Dans cette partie des tests, nous avons e´galement teste´ notre me´thode sur un dernier jeu
de donne´es artificielles issues d’un me´lange line´aire de cartes d’abondance obtenues graˆce a` des
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TABLEAU 4.4 – Re´sultats obtenus avec la me´thode propose´e applique´e sur l’image synthe´-
tique du Test 2 - configuration (a) : Images contenant M − 1 sources peu corre´le´es entre elles,
ainsi qu’une M e`me source pre´sentant une corre´lation assez e´leve´e avec les M − 1 premie`res /
performances en fonction du nombre de sources (entre 3 et 9).
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) (9) moyenne
M=3 SAM 0,21 0,006 0,90 0,28
sources NMSE 0,019 0,001 0,019 0,009
M=4 SAM 0,33 0,03 2,49 0,42 0,65
sources NMSE 0,045 0,004 0,051 0,034 0,027
M=5 SAM 0,34 0,04 1,47 0,37 1,24 0,58
sources NMSE 0,051 0,008 0,050 0,038 0,049 0,033
M=6 SAM 0,27 0,10 1,51 0,46 1,58 0,31 0,60
sources NMSE 0,066 0,017 0,065 0,057 0,073 0,080 0,051
M=7 SAM 0,15 0,18 2,68 0,47 2,26 0,24 1,14 0,89
sources NMSE 0,090 0,027 0,097 0,089 0,080 0,086 0,084 0,069
M=8 SAM 0,23 0,19 2,61 0,67 1,78 0,27 1,06 0,27 0,79
sources NMSE 0,080 0,028 0,091 0,087 0,071 0,115 0,060 0,086 0,069
M=9 SAM 0,18 0,31 3,51 0,60 2,72 0,52 1,40 0,77 0,52 1,05
sources NMSE 0,119 0,044 0,101 0,120 0,084 0,129 0,123 0,086 0,112 0,092




TABLEAU 4.5 – Re´sultats obtenus avec la me´thode propose´e applique´e sur l’image synthe´tique
du Test 2 - configuration (b) : Images contenant M − 2 sources peu corre´le´es entre elles, parmi
les M sources utilise´es. Les deux autres sources pre´sentent souvent une corre´lation plus e´leve´e
avec les M − 2 premie`res / performances en fonction du nombre de sources (entre 3 et 9).
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) (9) moyenne
M=3 SAM 1,24 0,07 1,05 0,59
sources NMSE 0,064 0,003 0,028 0,024
M=4 SAM 1,38 0,11 1,63 1,49 0,92
sources NMSE 0,062 0,006 0,036 0,103 0,041
M=5 SAM 1,34 0,12 1,53 1,65 1,86 1,08
sources NMSE 0,074 0,010 0,047 0,100 0,095 0,054
M=6 SAM 1,52 0,27 1,56 1,75 2,00 1,36 1,21
sources NMSE 0,073 0,020 0,058 0,111 0,098 0,160 0,074
M=7 SAM 1,36 0,26 1,68 1,66 2,12 1,10 2,63 1,35
sources NMSE 0,083 0,024 0,072 0,113 0,104 0,121 0,112 0,078
M=8 SAM 1,38 0,26 1,80 1,69 2,26 1,10 2,78 1,05 1,37
sources NMSE 0,080 0,027 0,079 0,126 0,128 0,132 0,120 0,132 0,092
M=9 SAM 1,07 0,38 1,53 1,67 2,35 1,12 2,93 0,99 2,04 1,41
sources NMSE 0,091 0,031 0,085 0,133 0,115 0,137 0,153 0,141 0,146 0,103
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TABLEAU 4.6 – Re´sultats obtenus avec la me´thode propose´e applique´e sur l’image synthe´tique
du Test 2 - configuration (b) : Images contenant M − 2 sources peu corre´le´es entre elles, parmi
les M sources utilise´es. Les deux autres sources pre´sentent souvent une corre´lation plus e´leve´e
avec les M − 2 premie`res / performances en fonction du nombre de sources (entre 3 et 9), avec
augmentation du nombre d’ite´rations de la NMF.
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) (9) moyenne
M=3 SAM 1,22 0,05 0,96 0,56
sources NMSE 0,064 0,003 0,027 0,023
M=4 SAM 1,34 0,08 1,55 1,46 0,89
sources NMSE 0,061 0,005 0,034 0,103 0,041
M=5 SAM 1,29 0,09 1,44 1,61 1,85 1,05
sources NMSE 0,073 0,009 0,046 0,098 0,096 0,054
M=6 SAM 1,54 0,26 1,43 1,74 1,99 1,33 1,18
sources NMSE 0,073 0,019 0,056 0,111 0,098 0,158 0,074
M=7 SAM 1,38 0,25 1,55 1,65 2,05 1,06 2,62 1,32
sources NMSE 0,084 0,022 0,070 0,112 0,103 0,117 0,112 0,076
M=8 SAM 1,37 0,25 1,70 1,68 2,23 1,06 2,79 1,01 1,34
sources NMSE 0,079 0,024 0,078 0,126 0,128 0,128 0,120 0,130 0,090
M=9 SAM 1,05 0,36 1,45 1,66 2,28 1,08 2,92 0,97 2,00 1,36
sources NMSE 0,090 0,029 0,084 0,132 0,114 0,134 0,153 0,138 0,143 0,102
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cartes de classification d’occupation des sols et des spectres re´els issus d’une bibliothe`que spec-
trale. Ces donne´es ont e´te´ re´alise´es comme suit :
– Cre´ation de M = 8 sources (fractions d’abondance) re´alistes, contenant chacune 80 × 80
pixels. Ces dernie`res ont e´te´ cre´e´es a` partir d’une classification re´elle de cartes d’occupation
des sols (voir [14] pour plus de de´tails).
Ces sources re´alistes, repre´sente´es au niveau de la figure 4.5, sont mode´re´ment de´pendantes
(voir les coefficients de corre´lation entre les sources en annexe A).
– Me´lange de ces M sources en utilisant le mode`le line´aire (4.1) avec une matrice de me´lange
contenant des spectres de 431 longueurs d’onde. Ces spectres ont e´te´ choisis arbitrairement
a` partir d’une bibliothe`que spectrale appele´e “AGC” [15]. La composition RVB (Rouge,
Vert, Bleu) des observations est repre´sente´e au niveau de la figure 4.6.
Les cartes de fractions d’abondance estime´es en utilisant uniquement la partie modifICA de
notre approche et a` l’aide de l’ensemble de la me´thode propose´e modifICA-NMF, sont respecti-
vement pre´sente´es dans les figures 4.7 et 4.8.
Comme illustre´ dans ces figures, les re´sultats obtenus par modifICA ne sont pas acceptables pour
certaines des cartes, a` savoir les cartes (a, b, d, f, et h) de la figure 4.7. Comme mentionne´ plus
haut, ceci n’est pas une surprise car l’hypothe`se d’inde´pendance n’est pas totalement ve´rifie´e.
Cependant, les re´sultats obtenus avec l’ensemble de la de´marche modifICA-NMF, qu’on pre´sente
dans la figure 4.8, sont similaires aux cartes re´elles (pre´sente´es dans la figure 4.5).
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.5 – Les huits sources utilise´es dans le Test 3 (la couleur blanche repre´sente les valeurs
a` un).
Par ailleurs, nous pre´sentons dans le tableau 4.7, les re´sultats obtenus en utilisant la me´thode
NMF standard, une me´thode connue de la litte´rature, appele´e MVC-NMF [8] (voir Chapitre 3),
ainsi que notre me´thode modifICA-NMF. Pour eˆtre plus pre´cis, soulignons qu’en ce qui concerne
les me´thodes NMF et MVC-NMF, nous avons utilise´ 10 initialisations ale´atoires diffe´rentes pour
chacune de ces me´thodes et nous pre´sentons le re´sultat global, c.a`.d. la moyenne sur 10 re´alisa-
tions.
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Figure 4.6 – Composition RVB de l’image hyperspectrale observe´e, utilise´e dans le Test 3.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.7 – Approximations des sources en sortie avec modifICA pour le Test 3.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.8 – Cartes estime´es avec modifICA-NMF pour le Test 3.
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Les re´sultats pre´sente´s confirment les bonnes performances de notre algorithme dans une confi-
guration re´aliste par rapport aux me´thodes classiques conside´re´es dans cette expe´rimentation.
Enfin, nous pre´sentons, dans la figure 4.9, un des spectres re´els et son estimation en utilisant
modifICA-NMF.
TABLEAU 4.7 – Comparatif des re´sultats obtenus avec NMF standard, MVC-NMF et
modifICA-NMF, applique´es sur l’image synthe´tique du Test 3 - la comparaison des me´thodes
est re´alise´e sur la base des valeurs moyennes de SAM et NMSE obtenus sur tous les endmembers
/ M = 8.
NMF standard MVC-NMF modifICA-NMF
SAM 4,83 4,88 1,22
NMSE 0,131 0,098 0,003
Figure 4.9 – Superposition de l’un des spectres re´els et de son estimation, obtenue avec
modifICA-NMF pour le Test 3.
4.4.5 Test 4
Dans cette partie des expe´rimentations, nous avons effectue´ des tests pre´liminaires avec
d’autres me´thodes d’ACI, a` savoir JADE et N-ICA (pour “Non-negative Independent Com-
ponent Analysis”, en anglais). Pour plus d’informations concernant la me´thode JADE, il est
possible de consulter le Chapitre 2 (ou bien [16]). Pour ce qui est de l’Analyse en Composantes
Inde´pendantes Non ne´gatives (qui prend en compte les contraintes de non ne´gativite´), il est
possible de consulter les articles de M. Plumbley [17, 18].
L’objectif de ces tests est de donner un aperc¸u sur le comportement de l’approche propo-
se´e (au niveau de la premie`re partie) en utilisant d’autres me´thodes d’ACI. Pour ce faire, nous
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avons utilise´ les meˆmes donne´es que celles employe´es lors du Test 3 et dont les sources sont illus-
tre´es dans la figure 4.5. Ci-dessous, nous pre´sentons d’abord les re´sultats obtenus en incluant la
me´thode JADE dans l’approche de´taille´e plus haut en Section 4.3.1, c.a`.d. en remplacement de
FastICA. Puis de la meˆme manie`re, nous pre´sentons les re´sultats obtenus en incluant la me´thode
N-ICA.
Les cartes de fractions d’abondance (sources) estime´es en utilisant uniquement les deux
premie`res e´tapes de l’approche (modifICA) et a` l’aide de l’ensemble de l’approche propose´e
modifICA-NMF, sont respectivement pre´sente´es dans les figures 4.10 et 4.11.
Comme illustre´ dans ces figures, les re´sultats obtenus par modifICA ne sont pas acceptables
pour certaines des cartes, a` savoir les cartes (a, b, d et h) de la figure 4.10. Cependant, celles
obtenues avec l’ensemble de la de´marche modifICA-NMF, pre´sente´es dans la figure 4.11, sont
similaires aux cartes re´elles, ce qui est tre`s encourageant.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.10 – Approximations des sources en sortie de modifICA pour le Test 4 (incluant
JADE)
.
Par ailleurs, et comme mentionne´ plus haut, nous avons e´galement teste´ notre approche en
nous basant sur une me´thode d’ACI non ne´gative (N-ICA). Il est important de signaler qu’avec
cette me´thode, et en particulier dans la deuxie`me e´tape de notre approche, le facteur d’e´chelle
(devant eˆtre e´limine´) αm est toujours positif. Dans ce cas, nous n’utiliserons dans cette e´tape,
que les e´quations de normalisation des sources, relatives au facteur d’e´chelle positif (voir Eq.
(4.14) et (4.16)). Les cartes de fractions d’abondance estime´es en utilisant cette nouvelle version
de notre approche, sont pre´sente´es au niveau de l’annexe B. Ce dernier re´sultat est tre`s encou-
rageant car les cartes obtenues sont du meˆme ordre que celles obtenues ci-dessus avec notre
approche incluant JADE ou bien FastICA.
Nous pre´sentons dans le tableau 4.8, les performances obtenues avec notre approche en
utilisant d’abord FastICA, puis JADE et enfin N-ICA. Les re´sultats obtenus sont corrects dans
l’ensemble, ne´anmoins nous remarquons une ame´lioration des performances dans la version base´e
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.11 – Cartes estime´es avec modifICA-NMF pour le Test 4 (incluant JADE)
.
sur la me´thode JADE, avec un SAM moyen de l’ordre de 0, 84 (en degre´s), et un NMSE moyen
de 0, 002.
TABLEAU 4.8 – Comparatif des re´sultats obtenus avec modifICA-NMF (incluant FastICA),
modifICA-NMF (incluant JADE) et modifICA-NMF (incluant N-ICA)- la comparaison des me´-
thodes est re´alise´e sur la base des valeurs moyennes de SAM et NMSE obtenus sur tous les
endmembers / M = 8.
modifICA-NMF (FastICA) modifICA-NMF (JADE) modifICA-NMF (N-ICA)
SAM 1,22 0,84 0,89
NMSE 0,003 0,002 0,003
4.4.6 Tests effectue´s sur donne´es re´elles
En ce qui concerne les tests devant eˆtre effectue´s sur donne´es re´elles, et en de´pit du manque
de disponibilite´ de celles-ci ou bien du manque de ve´rite´ terrain, nous avons quand meˆme e´te´
en mesure de tester notre approche sur un jeu de donne´es utilise´ dans la litte´rature. Ce jeu de
donne´es repre´sente une petite partie (50 × 50 pixels) d’une image, contenant 203 bandes spec-
trales, acquise par le spectrome`tre AVIRIS (“Airborne Visible/Infrared Imaging Spectrometer”),
au dessus de “Moffett Field”, a` la pointe sud de la baie de San Francisco (en Californie). La zone
d’inte´reˆt, illustre´e dans la figure 4.12, est compose´e principalement de trois e´le´ments : l’eau, le
sol nu et la ve´ge´tation.
Comme mentionne´, en raison du manque de ve´rite´ terrain, nous n’avons pas pu effectuer
une comparaison quantitative des re´sultats obtenus avec cette image. Ceci e´tant, nous avons
essaye´ dans cette dernie`re partie des tests, de comparer visuellement les cartes d’abondance
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Figure 4.12 – Image “Moffett field” acquise par AVIRIS (la re´gion d’inte´reˆt est repre´sente´e
dans la partie droite) [19].
estime´es a` celles obtenues avec d’autres me´thodes de la litte´rature. Cette comparaison nous a
permis de constater que les re´sultats pre´liminaires obtenus ne sont pas le fruit du hasard, mais
qu’ils se rapprochent visuellement de ceux obtenus par une me´thode Baye´sienne (connue pour
eˆtre plus complexe a` mettre en place) pre´sente´e dans [19]. Les cartes d’abondance obtenues en
sortie de cette dernie`re me´thode, ainsi que celles obtenues avec une autre me´thode Baye´sienne
(semi-supervise´e) [20], et enfin celles re´sultant de l’algorithme FCLS [10] (“Fully constrained
least squares linear spectral mixture analysis method for material quantification in hyperspec-
tral imagery”) sont illustre´es dans la figure 4.13. Pour information, ces dernie`res cartes ont e´te´
re´cupe´re´es a` partir du manuscrit de the`se de O. Eches [19], et sont pre´sente´es dans le seul souci
de pouvoir les comparer avec le re´sultat obtenu graˆce a` l’approche propose´e.
Les cartes obtenues avec l’approche que nous proposons (en utilisant dans la premie`re e´tape,
la me´thode FastICA) sont illustre´es dans la figure 4.14, ou` on remarque les meˆmes composantes
contenues dans l’image utilise´e dans ce test, et retrouve´s dans la figure 4.13, a` savoir, la ve´ge´tation
(a), l’eau (b) et le sol nu (c).
Par ailleurs, nous avons teste´ notre approche sur une petite partie d’une deuxie`me image
re´elle. Cette dernie`re a e´galement e´te´ acquise par le spectrome`tre AVIRIS et est connue sous
l’appe´lation de “Cuprite”. La zone d’intereˆt, compose´e de 50 × 90 pixels (et de 224 bandes
spectrales), est illustre´e dans la figure 4.15. Cette petite partie de Cuprite contient essentiellement
trois composantes (minerais) : (a) Alunite, (b) Kaolinite, et (c) Montmorillonite [12].
Comme pour la premie`re expe´rimentation sur image re´elle (Moffet), et en raison du manque
de ve´rite´ terrain, nous n’avons pas pu effectuer une comparaison quantitative des re´sultats
obtenus avec cette image. Ne´anmoins, la comparaison visuelle des cartes obtenues avec notre
approche nous a permis de constater qu’elles se rapprochent de celles obtenues par une autre
me´thode connue dans la lite´rature (et pre´sente´e dans [12], en page 111). La me´thode en question
est appele´e DECA (pour “Dependent Component Analysis”). Les cartes d’abondance obtenues
en sortie de cette dernie`re me´thode, sont illustre´es dans la figure 4.16.
Enfin, nous pre´sentons, dans la figure 4.17, les cartes obtenues avec l’approche que nous
proposons, en utilisant la me´thode JADE dans la premie`re e´tape. Il est certes difficile de comparer
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Figure 4.13 – Cartes d’abondance estime´es avec d’autres me´thodes [19] : (a) la ve´ge´tation, (b)
l’eau, et (c) le sol nu / En haut : cartes estime´es par une me´thode Baye´sienne (semi-supervise´e)
[20]. Au milieu : cartes estime´es par FCLS [10]. En bas : cartes estime´es par une me´thode
Baye´sienne propose´e dans [19].
Figure 4.14 – Cartes d’abondance estime´es avec l’approche propose´e (en utilisant dans la pre-
mie`re e´tape, la me´thode FastICA) : (a) la ve´ge´tation, (b) l’eau, et (c) le sol nu.
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Figure 4.15 – Image “Cuprite” acquise par AVIRIS (la re´gion d’inte´reˆt est repre´sente´e dans le
rectangle) [12].
Figure 4.16 – Cartes d’abondance estime´es avec DECA [12].
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4.5. Conclusion
les cartes que nous obtenons avec celles illustre´es dans la figure 4.16 ; ne´anmoins, dans l’ensemble,
il est possible d’identifier les meˆmes composantes contenues dans l’image utilise´e dans ce test.
(a) (b) (c)
Figure 4.17 – Cartes d’abondance estime´es avec l’approche propose´e (en utilisant dans la
premie`re e´tape, la me´thode JADE).
4.5 Conclusion
Dans ce chapitre, nous avons propose´ une nouvelle approche non supervise´e de de´me´lange
pour des images hyperspectrales. Cette dernie`re est base´e sur deux grandes classes de me´thodes
de SAS. Nous avons d’abord modifie´ l’approche standard fonde´e sur l’Analyse en Composantes
Inde´pendantes (ACI), en tenant compte des contraintes de positivite´ et de somme a` un, impo-
se´es dans les applications de te´le´detection pour observation de la terre ; puis nous avons e´limine´
certaines inde´terminations lie´es a` l’ACI en utilisant diffe´rentes strate´gies. Les sorties obtenues
au niveau de cette ACI modifie´e, repre´sentant les deux premie`res e´tapes de l’approche propose´e
(appele´es plus haut “modifICA”), ont ensuite e´te´ utilise´es pour initialiser une me´thode de NMF
qui va ame´liorer le re´sultat obtenu et ce, dans le cas de sources de´pendantes, telles que celles
rencontre´es en te´le´de´tection.
L’efficacite´ de notre approche a e´te´ valide´e expe´rimentalement, d’abord dans une configura-
tion ide´ale impliquant des sources artificielles, aussi bien pour 3 que pour un nombre supe´rieur
de sources et e´galement en faisant varier le degre´ de corre´lation entre les sources conside´re´es,
puis en utilisant des donne´es simule´es re´alistes, et finalement en utilisant deux images re´elles
sans ve´rite´ terrain. Les re´sultats des tests effectue´s sont satisfaisants et de´montrent l’inte´reˆt de
l’utilisation de notre ACI modifie´e comme e´tape de pre´-traitement pour une NMF et ce, en
compararaison avec les me´thodes classiques conside´re´es dans les tests effectue´s.
Enfin, en ce qui concerne l’utilisation d’autres me´thodes d’ACI, au niveau de la premie`re
e´tape de notre approche (voir Section 4.3.1), il est a` signaler que malgre´ les bon re´sultats obte-
nus dans les tests effectue´s plus haut, il est trop toˆt pour tirer une conclusion sur l’efficacite´ des
me´thodes d’ACI pouvant eˆtre retenues pour ce type de donne´es. Notre objectif pour la suite,
est de continuer a` travailler sur ces me´thodes, notamment celles non utilise´es dans les tests
pre´sente´s ci-dessus (aborde´es dans le Chapitre 2), afin de de´finir celles correspondant le mieux
aux applications de te´le´de´tection. Il sera e´galement question de de´terminer les performances de
l’approche propose´e pour d’autres cartes d’abondance me´lange´es avec d’autres types de spectres,
ainsi que pour d’autres images hyperspectrales.
Dans la suite de ce manuscrit, et comme pre´sente´ au niveau de l’introduction ge´ne´rale, nous
nous proposons de mettre en avant une autre approche de SAS, diffe´rente de celle pre´sente´e
dans ce chapitre, mais e´galement applique´e au de´me´lange d’images d’observation de la Terre.
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5.1 Introduction
Nous avons pre´sente´, dans le Chapitre 2, diverses me´thodes de SAS base´es sur la parcimonie.
Ces dernie`res ont e´te´ developpe´es dans les espaces d’analyse temporel, temps-fre´quence ou meˆme
temps-e´chelle (voir pour plus de de´tails [1, 2, 3, 4], et en particulier [5, 6, 7]). Re´cemment, dans
[8], le meˆme type d’approche que dans [5] a e´te´ applique´ a` des images spatiales multispectrales.
Comme de´taille´ au niveau du Chapitre 3 (Section 3.4), les auteurs divisent les donne´es observe´es
en petites zones spatiales a` deux dimensions, appele´es “zones d’analyse”, constitue´es de pixels
adjacents. Ces zones peuvent avoir n’importe quelle forme et sont note´es “Ω” dans la suite de ce
chapitre. L’hypothe`se principale sur laquelle repose cette me´thode est relative a` l’existence au
niveau de l’image conside´re´e de zones d’analyse contenant une seule source “active” (c.a`.d. une
zone d’analyse ou` seul ce mate´riau est pre´sent). Cette dernie`re est appele´e “zone mono-source”.
L’avantage de ce type de me´thodes par rapport aux me´thodes d’Analyse en Composantes In-
de´pendantes (ACI), est qu’elles ne ne´cessitent qu’une faible hypothe`se de parcimonie. Cette
hypothe`se est moins contraignante que l’hypothe`se d’inde´pendance statistique des sources re-
quise dans les me´thodes d’ACI, et qui n’est pas garantie en raison de la contrainte de somme a`
un impose´e sur les sources (voir Chapitre 4). Cependant, l’hypothe`se de parcimonie sur laquelle
repose cette me´thode n’est malheureusement pas applicable pour certaines images de te´le´de´tec-
tion dont la re´solution spatiale est trop faible pour qu’elles puissent contenir des pixels purs ;
il en va donc de meˆme pour les zones mono-sources ne´cessaires pour l’estimation des spectres
des composants purs. Ceci nous a amene´s a` travailler avec une hypothe`se moins restrictive que
celle pre´sente´e ci-dessus, et qui consiste a` supposer la pre´sence de «zones a` deux sources» (zones
contenant seulement deux mate´riaux purs).
Pour cela, nous proposons dans ce chapitre, une nouvelle approche spatiale non supervi-
se´e de SAS, appele´e “BiS-Corr” (pour “Bi-Source Correlation-based blind source separation
method”, en anglais). Cette dernie`re est fonde´e sur la parcimonie ainsi que sur des proprie´te´s
ge´ome´triques. Elle consiste d’abord a` trouver des zones d’analyse ne contenant que deux sources,
en utilisant un crite`re base´ sur la corre´lation. Cette e´tape est suivie par une autre d’identifica-
tion, ou` l’on estime ge´ome´triquement les spectres des mate´riaux purs conside´re´s dans l’image
utilise´e. La dernie`re e´tape consiste a` estimer les abondances des mate´riaux purs recherche´es
en utilisant une me´thode des moindres carre´s avec contrainte de non-ne´gativite´. Les re´sultats
obtenus pour des me´langes simule´s de sources re´alistes (multi- ou hyper-spectrales) prouvent les
bonnes performances de notre me´thode, en comparaison avec d’autres me´thodes de la litte´rature.
Dans ce chapitre, nous commencerons par pre´senter quelques proprie´te´s facilitant la pre´sen-
tation des hypothe`ses conside´re´es dans la me´thode propose´e (BiS-Corr). Puis, nous fournirons
les grandes lignes de cette dernie`re, pour ensuite aborder la partie lie´e aux tests effectue´s dans
le cadre de cette e´tude.
5.2 Quelques proprie´te´s
Nous rappelons que le mode`le utilise´ dans notre e´tude est de type line´aire instantane´. Celui-ci
est pre´sente´ de la meˆme manie`re que pre´ce´demment (Chapitre 4), c.a`.d. apre`s vectorisation des
dimensions spatiales, on peut exprimer la re´flectance non-ne´gative observe´e dans la `e`me bande
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r`mfm(n) ∀n ∈ {1 · · ·N} , ` ∈ {1 · · ·L} . (5.1)
ou` r`m repre´sente la `e`me composante spectrale (re´flectance) du me`me composant pur. fm(n)
repre´sente la fraction d’abondance du me`me composant pur dans le ne`me pixel, et enfin le nombre
de composants purs est repre´sente´ par M .
En conside´rant les N pixels d’une image de te´le´de´tection compose´e de L bandes spectrales, on
obtient l’e´criture matricielle suivante :
X = RF, (5.2)
ou` X repre´sente l’image de te´le´de´tection observe´e, qui est de´finie comme suit :
X = [x(1) · · ·x(N)] avec x(n) = [x1(n) · · ·xL(n)]T . (5.3)
Les colonnes de R contiennent les spectres (non-ne´gatifs) des endmembers, qui sont pre´sente´s
comme suit :
R = [r1 · · · rM ] avec rm = [r1m · · · rLm]T . (5.4)
En ce qui concerne la matrice F , chaque colonne de cette dernie`re contient les fractions d’abon-
dance de tous les composants purs dans le pixel conside´re´. Celle-ci est pre´sente´e comme suit :
F = [f(1) · · · f(N)] avec f(n) = [f1(n) · · · fM (n)]T . (5.5)
On rappelle e´galement les contraintes de non-ne´gativite´ et d’additivite´ suivantes :
fm(n) ≥ 0, ∀ m ∈ {1 · · ·M}n ∈ {1 · · ·N} , (5.6)
M∑
m=1
fm(n) = 1, ∀n ∈ {1 · · ·N} . (5.7)
Dans l’approche propose´e, nous nous concentrons d’abord sur les pixels ne contenant que deux
sources d’indices i et j (avec i 6= j), parmi les M sources prises en compte dans les donne´es
conside´re´es. Et ainsi, d’apre`s (5.1), chaque pixel (appele´ ci-apre`s, “pixel bi-source”) est de´fini
comme suit :
x`(n) = r`ifi(n) + r`jfj(n). (5.8)
Conside´rant (5.8), et en tenant compte de la contrainte (5.7), qui induit :
fj(n) = 1− fi(n),
on obtient :
x`(n) = fi(n)[r`i − r`j ] + r`j . (5.9)
Si nous utilisons maintenant deux bandes spectrales d’indices ` et p (avec ` 6= p), nous obtenons
pour chaque pixel n un couple de valeurs (x`(n) , xp(n)) de´finissant un point dans le plan
(x` , xp). L’ensemble des pixels bi-sources (contenant les sources i et j) de´finit un nuage de
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points dans ce plan, et nous voulons donc analyser la forme de ce nuage de points. Compte tenu
de (5.9), nous obtenons :
x`(n)− r`j = fi(n)[r`i − r`j ], (5.10)
xp(n)− rpj = fi(n)[rpi − rpj ], (5.11)
ce qui donne :
fi(n)[rpi−rpj ][x`(n)−r`j ]=fi(n)[r`i−r`j ][xp(n)−rpj ]. (5.12)
Supposons que seules les deux sources fi(n) et fj(n) sont non-nulles partout dans une zone
d’analyse (appele´e ci-apre`s “zone bi-source”). Dans ce cas, l’e´quation (5.12), peut eˆtre de´finie
par l’expression de la deuxie`me coordonne´e du point par rapport a` la premie`re, comme suit :




r`i − r`j et r`i 6= r`j .
Ainsi, tous les points correspondants (x`(n),xp(n)) appartiennent a` la droite de´finie ci-dessus
par (5.13). Au contraire, si plus de deux sources ne sont pas nulles et varient de fac¸on arbitraire
dans une zone d’analyse, les points correspondants ne sont pas sur une droite.
En outre, et plus pre´cisement, les points appartiennent seulement a` un segment de cette
droite, puisque 0 ≤ fi(n) ≤ 1. Les extre´mite´s de ce segment sont donc de´finies par :
(i) fi(n) = 0 :
Dans ce cas , nous obtenons des e´quations (5.10) et (5.11), x`(n) = r`j et xp(n) = rpj . Ceci
est logique, parce que seule la source j est non-nulle, et c’est son spectre qui est observe´
dans un tel pixel.
(ii) fi(n) = 1 :
Dans ce cas, x`(n) = r`i, et xp(n) = rpi.
Si nous supposons maintenant qu’il existe dans l’image conside´re´e, au moins une zone d’ana-
lyse bi-source pour chaque paire de sources, parmi les M conside´re´es dans l’image utilise´e, alors
on obtient une droite pour chaque paire possible de sources. Nous avons dans ce cas un total de
M(M−1)
2 segments de droites possibles. Ces segments ont des extre´mite´s communes correspon-
dant aux M sources, et chacun de ces points extreˆmes a les coordonne´es suivantes : (r`m, rpm)
avec m ∈ {1 · · ·M}.
La figure 5.1 illustre un nuage de points obtenu pour des pixels correspondant a` toutes
les paires de sources se´lectionne´es a` partir d’un ensemble global de quatre sources artificielles
induisant, comme mentionne´ ci-dessus, six droites possibles.
Le cas le plus difficile et celui qui nous inte´resse est le cas ou` les points associe´s a` chaque
paire de sources ne couvrent pas la totalite´ de chacun des segments possibles, en particulier leurs
extre´mite´s. Ces dernie`res correspondent a` des pixels purs, et sont illustre´es par un petit cercle
dans la figure 5.1.
Dans cette e´tude, les pixels purs sont donc ignore´s, c’est a` dire soit ils n’existent pas, soit les
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Figure 5.1 – Nuage de points en 2D correspondant a` des pixels bi-sources.
zones mono-sources sont de´tecte´es en utilisant par exemple la me´thode propose´e dans [8] (voir
le Chapitre 3 pour plus de de´tails concernant cette me´thode), et par conse´quent les spectres
correspondants sont estime´s par cette dernie`re.
Dans le cas ou` on n’a pas de pixels purs, supposons que nous avons re´ussi a` estimer deux droites
correspondant a` deux paires de sources, avec des indices [i, j] pour la premie`re paire et [j, k]
pour la seconde (avec i 6= k). Nous avons donc estime´ pour chaque droite, (1) la pente, et (2)
l’ordonne´e a` l’origine. En supposant que ces droites ne sont pas identiques (toujours pour deux
bandes spectrales), cela nous permet de de´duire leur point d’intersection et ainsi d’obtenir les
coordonne´es (r`j , rpj), correspondant aux deux bandes spectrales du j e`me endmember.
L’analyse de´taille´e ci-dessus, ne conside´rant que deux bandes spectrales, est utile pour la
compre´hension de la version pre´liminaire de notre approche. Cependant, l’utilisation de deux
bandes seulement ne nous permet pas de re´soudre comple`tement le proble`me conside´re´ :
– D’une part, les points d’intersection obtenus pour toutes les paires de sources ne nous
donnent qu’une partie du spectre correspondant a` deux bandes spectrales (parmi les L
bandes conside´re´es dans l’image).
– D’autre part, ce nuage de points (en 2D) contient e´galement de fausses intersections, c.a`.d.
des intersections entre des segments de droites associe´s a` des paires de sources comple`te-
ment disjointes [i, j] et [i′, j′], et qui ne correspondent a` aucun des spectres de endmembers
re´els. Ce cas de figure est repre´sente´ par le point (A) de la figure 5.1. De´terminer de manie`re
aveugle toutes les intersections de ce type de segments conduirait donc a` des endmembers
parasites. Ce proble`me re´sulte du fait que deux droites (non paralle`les) se croisent toujours
dans un espace (2D).
Pour re´soudre notre proble`me, nous e´tendons maintenant notre approche a` plus de 2 bandes
spectrales. Ceci sera de´taille´ dans ce qui suit.
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5.3 Approche propose´e (BiS-Corr)
A partir des proprie´te´s introduites ci-dessus, nous nous proposons de de´crire dans cette sec-
tion une nouvelle approche de SAS (appele´e BiS-Corr) essentiellement base´e sur des me´thodes
de parcimonie, et applicable a` des images de te´le´de´tection multi- et hyper-spectrales d’observa-
tion de la Terre. Plus particulie`rement, l’approche en question repose sur la de´tection de zones
a` deux sources, la classification, et enfin quelques proprie´te´s ge´ome´triques.
Nous utilisons dans l’approche propose´e quelques notations, de´finitions et hypothe`ses lie´es
aux sources (fractions d’abondance) et a` la matrice de me´lange recherche´es. Celles-ci sont de´-
taille´es ci-dessous.
Notations :
– Les versions centre´es de xl(n) et fm(n) sont note´es (respectivement) comme suit :
x¯l(n) = xl(n)− µxl
f¯m(n) = fm(n)− µfm ,
ou` µxl et µfm repre´sentent respectivement la moyenne de xl(n) et fm(n) sur la zone
d’analyse Ω conside´re´e.
– Le vecteur x`(Ω) est forme´ des x`(n) avec n ∈ Ω (si on conside`re Ω comme un ensemble
des indices des pixels associe´s).
– Le vecteur fm(Ω) est forme´ des fm(n) avec n ∈ Ω.
– Les versions centre´es des vecteurs x`(Ω) et fm(Ω), sont note´es respectivement x¯`(Ω) et
f¯m(Ω).
De´finitions :
– De´finition 3 :
Un mate´riau pur (d’indice i parmi les M conside´re´s) est “actif” dans une zone d’analyse
si seul ce mate´riau pur donne un vecteur non nul fi(Ω).
– De´finition 4 :
Une paire de mate´riaux purs est “isole´e” dans une zone d’analyse si seuls ces deux ma-
te´riaux purs sont actifs dans cette zone d’analyse. Cette zone est alors appele´e “zone bi-
source”.
– De´finition 5 :
Une paire de mate´riaux purs est dite “accessible” dans le domaine spatial s’il existe au
moins une zone d’analyse dans laquelle cette paire de mate´riaux est isole´e.
Hypothe`ses :
Il est a` pre´ciser qu’en plus des hypothe`ses de´taille´es ci-dessous, nous utilisons dans notre
approche l’hypothe`se 3 de´taille´e dans le Chapitre 3 (page 56 du manuscrit).
– Hypothe`se 5 :
Pour chaque mate´riau pur d’indice j, parmi les M conside´re´s, il existe au moins deux
paires de mate´riaux d’indices [i, j] et [j, k] (avec i 6= k), partageant ce mate´riau, qui sont
accessibles.
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En utilisant la contrainte de somme a` un (5.7), on peut e´crire une des sources (parmi les M
conside´re´es dans le me´lange) en fonction des autres. L’indice de cette source est note´ “m0”, et
on note par la meˆme occasion M0 l’ensemble des indices de toutes les autres sources :
M0 = {1 · · ·M} − {m0} .
















1−∑m∈M0 fm(n)] repre´sentant le terme relatif a` la source “m0” qu’on souhaite






+ r`m0 . (5.16)




(r`m − r`m0)f¯m(Ω). (5.17)
ou` (r`m− r`m0) repre´sente un des coefficients de la matrice des e´carts de re´flectances (∀m ∈M0




(rpm − rpm0)f¯m(Ω). (5.18)
Dans le cas ou` plus de deux sources sont actives au niveau de la zone d’analyse Ω conside´re´e,
et conforme´ment a` ce qui a e´te´ pre´sente´ plus haut, M0 contient ainsi au moins deux sources
actives. Dans cette configuration, il est e´galement ne´cessaire de rajouter les hypothe`ses suivantes :
– Hypothe`se 6 :
Dans chaque zone d’analyse Ω, ou` le nombre de mate´riaux purs MΩ actifs est supe´rieur ou
e´gal a` trois, MΩ−1 vecteurs non nuls f¯m(Ω) quelconques sont “line´airement inde´pendants”.
– Hypothe`se 7 :
Dans chaque zone d’analyse Ω, la matrice compose´e des colonnes de la matrice des e´carts
de re´flectances, et correspondant aux mate´riaux purs actifs, est de rang (colonne) plein.
En tenant compte de ces hypothe`ses et de´finitions, nous pre´sentons dans ce qui suit la struc-
ture ge´ne´rale de l’approche propose´e. Cette dernie`re est compose´e des trois e´tapes suivantes :
– De´tection de toutes les zones d’analyse bi-sources, disponibles au niveau de l’image consi-
de´re´e (observation).
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– Identification de la matrice de me´lange. Cette e´tape est compose´e de trois parties : (1)
estimation des parame`tres des droites dans un espace a` L dimensions (relatives a` chaque
zone bi-source), (2) Classification de ces parame`tres estime´s, et enfin, (3) calcul de la
distance minimale entre ces droites.
– Extraction des sources recherche´es (les fractions d’abondance) en tenant compte de la
contrainte de non-ne´gativite´.
Chacune de ces e´tapes est de´taille´e ci-dessous.
5.3.1 Etape de de´tection de zones bi-sources
Les donne´es observe´es sont d’abord divise´es en petites zones spatiales a` deux dimensions
(zones d’analyse), constitue´es de pixels adjacents. Le domaine spatial est alors explore´ a` l’aide
de ces zones d’analyse adjacentes (ou recouvrantes). L’objectif de cette e´tape est de de´terminer,
a` partir d’une image, les zones d’analyse ou` seulement deux mate´riaux purs sont actifs. Ces
dernie`res repre´sentent les zones bi-sources recherche´es.
En utilisant au niveau de ces zones d’analyse, les versions centre´es des signaux observe´s dans les
bandes ` et p, on obtient a` partir des e´quations (5.10) et (5.11), ce qui suit :
x¯`(Ω) = (r`i − r`j)f¯i(Ω), (5.19)
x¯p(Ω) = (rpi − rpj)f¯i(Ω). (5.20)
A partir des e´quations (5.19) et (5.20) nous pouvons donc de´duire que x¯`(n) et x¯p(n) varient
proportionnellement au niveau des zones bi-sources. Pour chaque zone d’analyse nous de´tectons
cette proportionnalite´ par le calcul des coefficients d’intercorre´lation ρx`xp(Ω), entre les signaux
observe´s (centre´s), qui sont de´finis comme suit 17 :
ρx`xp(Ω) =
〈x¯`(Ω), x¯p(Ω)〉
‖x¯`(Ω)‖ · ‖x¯p(Ω)‖ ∀`, p ∈ {1 · · ·L} , et ` > p, (5.21)
ou` ‖x‖ et 〈x, y〉 repre´sentent respectivement la norme 2 de x et le produit scalaire de x et y.
En appliquant l’ine´galite´ de Cauchy-Schwarz a` (5.21), on obtient :
|ρx`xp(Ω)| ≤ 1, ∀`, p ∈ {1 · · ·L} et ` > p, (5.22)
avec e´galite´ si et seulement si x¯`(Ω) et x¯p(Ω) sont line´airement de´pendants.
Ainsi, une condition ne´cessaire pour qu’une paire de mate´riaux soit isole´e dans une zone d’analyse
Ω, est : ∣∣ρx`xp(Ω)∣∣ = 1 ∀`, p ∈ {1 · · ·L} , et ` > p, (5.23)
car si dans la zone conside´re´e, le nombre de mate´riaux purs actifs est e´gal a` deux, les valeurs
de |ρx`xp(Ω)| seront e´leve´es (the´oriquement e´gales a` un). Dans la pratique, pour chaque zone,
nous calculons le minimum parmi les |ρx`xp(Ω)| (pour tout `, p avec ` > p). Si cette mesure est
supe´rieure a` un seuil nous conside´rons cette zone comme e´tant une zone bi-source.
Par ailleurs, la condition (5.23) est une condition suffisante pour que la zone d’analyse consi-
de´re´e soit bi-source, sous certaines hypothe`ses introduites plus haut (voir hypothe`ses 6 et 7). En
effet, dans le cas ou` dans la zone conside´re´e plus de deux mate´riaux purs sont actifs, au moins
un |ρx`xp(Ω)| est nettement infe´rieur a` 1. Pour plus de de´tails concernant ce cas de figure, il est
possible de consulter l’annexe C.
17. Dans toute cette e´tude, quelle que soit la zone d’analyse Ω conside´re´e, on exclut le cas ou` au moins un
mate´riau pur aurait une fraction d’abondance fm(n) constante a` une valeur non nulle sur toute la zone Ω.
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5.3.2 Etape d’identification de la matrice de me´lange
Cette e´tape consiste a` estimer les colonnes de la matrice de me´lange. Pour atteindre cet
objectif, nous proposons d’abord d’estimer les parame`tres de la droite, dans un espace a` L
dimensions, relative a` chaque zone bi-source, suppose´e pre´sente dans les donne´es conside´re´es
(Partie 1 ci-dessous). Les vecteurs de parame`tres estime´s dans cette premie`re e´tape sont par la
suite classifie´s par groupe, permettant ainsi l’identification d’une seule droite associe´e a` chaque
paire de sources (Partie 2). Enfin, la distance minimale entre ces droites est calcule´e afin d’obtenir
les coordonne´es, dans un espace a` L dimensions, des spectres des endmembers recherche´s (Partie
3).
Partie 1 : Estimation des parame`tres d’une droite
Comme e´tabli plus haut au niveau des proprie´te´s relatives au cas a` 2 sources, nous pre´sentons
ci-dessous comment estimer les parame`tres d’une droite dans un espace a` L dimensions.
Conside´rons une droite, note´e D, repre´sente´e par l’e´quation parame´trique suivante [11, 12] :
ps = su + d, (5.24)
ou` ps, u et d, repre´sentent des vecteurs colonnes a` L dimensions et s est un scalaire.
L’objectif a` atteindre dans cette e´tape, est l’estimation du vecteur directeur u et du point re-
pre´sente´ par le vecteur d permettant la minimisation de l’erreur quadratique moyenne entre les
points de donne´es et la droite D. Ces points correspondent a` des pixels dans la zone bi-source
conside´re´e.
Chaque zone d’analyse Ω fournit une matrice X(Ω) contenant les valeurs x`(n) des pixels de
la zone conside´re´e, dans sa colonne ` (avec ` ∈ {1 · · ·L}). L’une des solutions possibles, pour
ajuster une droite a` un ensemble de points de donne´es, consiste a` de´terminer le premier axe
principal de ces donne´es [11, 12]. Ceci est re´alise´ comme suit :
– De´termination du vecteur d de l’e´quation (5.24), en calculant la moyenne des colonnes de
XT (Ω) (ou` T repre´sente la transpose´e). Le vecteur obtenu correspond au centre de gravite´
de ces donne´es.
– De´termination du vecteur u qui n’est autre que le vecteur propre associe´ a` la plus grande
valeur propre de la matrice de covariance de X(Ω).
Cependant, pour pouvoir ajuster un mode`le a` un ensemble de donne´es, il est important que
le mode`le soit identifiable. Dans le cas contraire, la solution de cet ajustement n’est pas unique.
Dans (5.24), la droite est de´finie par 2L parame`tres, c.a`.d. les e´lements de u et d. Cependant,
on sait que, dans un espace a` L dimensions, une droite peut eˆtre caracte´rise´e avec seulement
(2L− 2) parame`tres 18, a` condition qu’elle ne soit pas orthogonale au premier axe, c’est-a`-dire,
a` condition que la premie`re composante u1 de u soit diffe´rente de ze´ro.
Les 1e`re et `e`me e´lements de (5.24) sont pre´sente´s comme suit :
p1 = su1 + d1,
et
p` = su` + d`, avec ` ∈ {2 · · ·L} .
18. Ceci est plus simple a` comprendre si on applique notre logique dans un espace a` 2 dimensions (L = 2). En
effet, meˆme si dans ce cas, la droite (5.24) est de´finie par 2L (= 4) parame`tres, en re´alite´ il n’y a que 2L− 2 (= 2)
degre´s de liberte´ (i.e. pente et ordonne´e a` l’origine).
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∗p1 + d`∗, (5.25)








∗ = d` − u`
u1
d1. (5.27)
Les e´quations (5.25), (5.26) et (5.27) s’appliquent e´galement pour ` = 1, en introduisant u1
∗ = 1
et d1
∗ = 0. En rassemblant les L e´lements u`∗ (respectivement d`∗) dans un seul vecteur u∗
(respectivement d∗), l’e´quation (5.25) de´finissant la droite conside´re´e peut eˆtre e´crite sous une
forme vectorielle, comme suit :
ps∗ = s
∗u∗ + d∗, avec s∗ = p1.
Pour des raisons de lisibilite´, s∗ sera remplace´ dans la suite du manuscrit par s (en particulier
dans la Partie 3).
Partie 2 : Classification des parame`tres des droites engendre´es
Pour chaque paire de sources, la partie pre´ce´dente nous permet de de´finir plusieurs couples
de vecteurs u∗ et d∗, c.a`.d. un couple pour chaque zone bi-source. Nous visons dans ce qui
suit a` estimer un seul couple (u∗,d∗) pour chaque paire de sources. En d’autres termes, cette
e´tape consiste a` classifier les diffe´rentes zones bi-sources de´termine´es pre´ce´demment, en tenant
compte des parame`tres des droites correspondantes, permettant ainsi l’identification d’une seule
droite associe´e a` chaque paire de sources. Pour cela, nous avons re´-organise´ chaque couple estime´
(u∗,d∗) dans un vecteur global et nous avons classifie´ ces derniers vecteurs en utilisant succes-
sivement chacun d’eux comme suit :
Apre`s avoir affecte´ le premier vecteur a` une premie`re classe note´e “classe-1”, chaque vecteur
est compare´ a` celui attribue´ a` cette classe en calculant la distance entre eux, c.a`.d. la norme 2
de leur diffe´rence. A chaque fois que cette distance est infe´rieure a` un seuil, nous attribuons le
vecteur teste´ a` cette premie`re classe. Dans le cas contraire, une nouvelle classe est cre´e´e (“classe-
2”) et nous attribuons ce vecteur a` cette dernie`re classe. Ensuite, nous comparons les autres
vecteurs avec le premier vecteur de chacune des classes existantes. Chaque vecteur teste´ est soit
affecte´ a` la classe la plus proche en terme de distance, soit, si sa distance par rapport a` toutes
les classes existantes est supe´rieure au seuil fixe´, le vecteur teste´ de´finit une nouvelle classe, et
ainsi de suite, pour tous les autres vecteurs.
Une fois cette partie lie´e a` la classification finalise´e, c.a`.d. apre`s avoir note´ a` quelle classe ap-
partient chaque vecteur, nous estimons une unique droite pour chacune des classes, en re´pe´tant
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la proce´dure d’estimation des parame`tres de droites de´taille´e dans la partie 1, avec comme seule
diffe´rence l’utilisation de nouvelles matrices, contenant toutes les valeurs des pixels correspon-
dant a` chaque classe.
Dans la figure 5.2, nous pre´sentons une illustration de plusieurs droites correspondant a`
chaque classe. Ces dernie`res ont e´te´ de´finies a` partir d’une image multispectrale simule´e, conte-
nant 6 sources artificielles. Comme mentionne´ plus haut au niveau de la Section 5.2, le nombre
de droites possibles est de 15 (calcule´ a` partir de M(M−1)2 ). Le nombre de droites correspondant
aux paires de sources de´termine´es 19 dans cet exemple est de 11.
Figure 5.2 – Exemple en 3D permettant la visualisation des diffe´rentes droites relatives a`
chaque paire de sources obtenues apre`s l’e´tape de classification.
Comme illustre´ dans la figure 5.2, nous somme maintenant en mesure de repre´senter chaque
droite contenant les points lie´s a` chaque classe, et ainsi d’estimer les points d’intersection qui
existent entre les diffe´rents couples de droites (les cercles en bleu dans la meˆme figure). Ceci va
eˆtre de´taille´ ci-dessous.
Partie 3 : Mesure de la distance minimale entre deux droites
Dans cette dernie`re partie de l’e´tape d’identification, les coordonne´es de chaque spectre de
endmember (colonne de la matrice de me´lange) sont estime´es en calculant les points d’intersec-
tion de deux droites correspondant a` deux paires de sources. En the´orie, de tels points existent si
et seulement si les deux paires de sources conside´re´es partagent une seule source, et sous re´serve
d’introduire l’hypothe`se suivante (tre`s peu restrictive dans nos applications) :
– Hypothe`se 8 :
Si deux paires de mate´riaux purs ne contiennent pas de mate´riau pur commun, les deux
19. Meˆme si le nombre de droites de´termine´ par la proce´dure de´taille´e plus haut est infe´rieur au nombre de
droites possibles compte tenu du nombre de sources mises en œuvre dans cet exemple, il est tout de meˆme possible,
avec les hypothe`ses liste´es plus haut, de retrouver les sources recherche´es. A titre d’exemple, meˆme si la me´thode
n’a pas re´ussi a` de´tecter la droites “s1s3”, la source s3 peut eˆtre identifie´e, comme illustre´ dans la figure 5.2, a`
partir des droites “s2s3” et “s3s4” (de´tecte´es).
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segments de droites respectivement de´finis par chacune de ces paires sur leurs zones bi-
sources ne posse`dent pas de point d’intersection.
Cependant, en pratique, il est possible que deux droites estime´es, pour deux paires de mate´-
riaux purs contenant un mate´riau commun, ne se coupent pas exactement, en raison par exemple
du bruit contenu dans les donne´es. Dans ce cas, les coordonne´es du spectre de chaque endmem-
ber peuvent eˆtre estime´es par le calcul du point le plus proche (c.a`.d. a` distance minimale) entre
les deux droites associe´es. Apre`s estimation de cette distance minimale, les spectres recherche´s
sont enfin de´termine´s a` l’aide des e´quations parame´triques des droites. Ci-apre`s, nous de´taillons
comment calculer efficacement la distance minimale entre deux droites dans un espace a` L di-
mensions.
L’estimation de la distance minimale entre deux droites est effectue´e par la de´termination
de deux points, psC sur une des droite (qu’on note D1), et qtC sur une autre droite (qu’on note
D2), tels que la distance entre eux soit minimale [13]. D1 et D2 sont respectivement de´finies par
les e´quations parame´triques suivantes :
ps = su
∗ + d∗ (5.28)
qt = tv
∗ + e∗. (5.29)
w(s, t) = ps−qt est un vecteur entre deux points quelconques situe´s sur les deux droites. Notre
objectif est de de´terminer w(sC , tC) (note´ ci-apre`s wC) qui a la longueur minimale parmi tous
les s et t. A` cette fin, nous devons trouver le segment de droite (psCqtC ) joignant ces points
et qui est en meˆme temps, comme illustre´ au niveau de la figure 5.3, perpendiculaire aux deux
droites D1 et D2 [13].
Figure 5.3 – Distance entre deux droites (figure adapte´e de [13]).
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Autrement dit, le vecteur wC est perpendiculaire aux vecteurs directeurs u
∗ et v∗, ce qui est
e´quivalent a` satisfaire :
u∗TwC = 0
v∗TwC = 0.
Il est facilement possible de re´soudre ce couple d’e´quations en remplac¸ant wC par (psC − qtC ),
et en notant w0 = d
∗ − e∗, ce qui donne :
(u∗Tu∗)sC − (u∗Tv∗)tC = −u∗Tw0
(v∗Tu∗)sC − (v∗Tv∗)tC = −v∗Tw0.











nous obtenons le re´sultat suivant :
sC =
a3a4 − a5a2




a22− a1a3 , (5.31)
avec
a22− a1a3 6= 0.
A partir des e´quations (5.28) et (5.29), en remplac¸ant s et t par sC et tC exprime´s par (5.30) et
(5.31), nous pouvons ainsi estimer les points psC et qtC sur les deux droites D1 et D2, ou` elles
sont le plus proche l’une de l’autre.
En pratique, si la distance minimale entre les deux droites, note´e :
d(D1, D2) =
∥∥psC − qtC∥∥ , (5.32)
est infe´rieure a` un seuil, la moyenne des coordonne´es de psC et qtC est retenue comme e´tant
le point d’intersection de ces droites, et donc l’une des colonnes de la matrice de me´lange re-
cherche´e. Sinon, on de´duit que les deux droites ne partagent pas une source commune. Cette
ope´ration est re´pe´te´e pour toutes les autres paires de droites.
Par ailleurs, et avant de passer a` la dernie`re e´tape de l’approche propose´e, il est a` signaler
qu’il est e´galement possible de re´soudre le proble`me conside´re´ dans cette partie, a` savoir estimer
la distance minimale entre deux droites, par la me´thode des moindres carre´s. En effet, en consi-
de´rant les e´quations parame´triques des droites (5.28) et (5.29), on peut proce´der de la manie`re
suivante :
ps − qt = (su∗ − tv∗)− e∗ + d∗ (5.33)





− e∗ + d∗. (5.34)
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[u∗ − v∗] = A
e∗ − d∗ = b, (5.35)




On peut re´soudre ce proble`me par l’application de la me´thode des moindres carre´s, dont la
solution est :
y∗ = (ATA)-1ATb.
De meˆme que dans la me´thode de´taille´e plus haut, si la distance minimale entre les deux droites
est infe´rieure a` un seuil, la moyenne des coordonne´es de psC et qtC , obtenues a` partir des
e´quations (5.28) et (5.29), est retenue comme e´tant l’une des colonnes de la matrice de me´lange
recherche´e.
Pour terminer cette dernie`re partie de l’e´tape 2, et pour des raisons de simplicite´, nous signalons
que lors des simulations pre´sente´es dans la Section 5.4, notre choix s’est porte´ sur l’utilisation
de la me´thode de´taille´e ci-dessus (me´thode des moindres carre´s).
5.3.3 Etape d’estimation des cartes d’abondance
Apre`s estimation du spectre de chaque mate´riau pur, la dernie`re e´tape de l’approche propose´e
consiste a` extraire les M cartes d’abondance (sources) pre´sentes dans les donne´es conside´re´es.
Pour ce faire, nous appliquons une me´thode des moindres carre´s avec contrainte de non-ne´gativite´
(NLS, pour “Non-negative Least Squares” en anglais) [14] sur chaque pixel de l’image conside´re´e.
Ceci est re´alise´ comme suit :
fˆ(n) = argmin
f(n)
‖Rf(n)− x(n)‖ ∀n ∈ {1 · · ·N} et f(n) ≥ 0. (5.36)
Cette me´thode ne´cessite que le nombre d’e´le´ments non-nuls dans le vecteur estime´ fˆ(n) soit
au plus e´gal au nombre d’e´le´ments dans le vecteur x(n). Ceci est ve´rifie´e graˆce a` l’hypothe`se 3.
Par ailleurs, en ce qui concerne les contraintes physiques impose´es de somme a` un (5.7), on ajoute
a` la matrice de me´lange, et aux vecteurs d’observation (associe´s a` chaque pixel de l’image), une
ligne constitue´e d’une valeur constante positive [15].
Pour une ide´e plus ge´ne´rale de l’approche propose´e, un sche´ma re´sumant les trois e´tapes
de´taille´es plus haut est donne´ au niveau de l’annexe D (figure D.2).
Il est a` signaler que les deux premie`res e´tapes de BiS-Corr telles que pre´sente´es, sont direc-
tement applicables sur des images de type multispectral et hyperspectral de te´le´de´tection. Ceci
e´tant, tout particulie`rement pour les images de type hyperspectral, nous avons remarque´ lors
des premiers tests effectue´s sur donne´es simule´es, qu’apre`s ajout d’un bruit blanc additif d’un
rapport signal sur bruit variant entre 60 et 40 dB, il s’en suivait une diminution du nombre
de zones bi-sources de´tecte´es dans l’e´tape 1, par rapport au nombre de zones de´tecte´es avec
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la version non bruite´e de la meˆme image utilise´e (pour le meˆme seuil applique´ sur le crite`re de
de´tection). Cette diminution du nombre de zones a engendre´ par la meˆme occasion la diminution
du nombre de droites bi-sources identifie´es, qui sont ne´cessaires pour la suite de la de´marche
propose´e (parties 2 et 3 de l’e´tape 2).
Pour e´viter ce proble`me, et comme aborde´ au niveau de la Section 3.2 du Chapitre 3, nous
avons entrepris une e´tape supple´mentaire de re´duction de dimension (avant l’e´tape 1 de de´-
tection de zones bi-sources). Ceci a e´te´ re´alise´ a` l’aide d’une ACP (Analyse en Composantes
Principales) ; on a ainsi pu fixer le nombre de bandes spectrales correspondant au nombre de
sources choisies pour les simulations re´alise´es. L’e´tape en question permet essentiellement de
re´duire la complexite´ de l’e´tape d’extraction des endmembers, et re´duit par la meˆme occasion
le bruit eventuellement contenu dans les donne´es conside´re´es [10].
Dans ce qui suit, et en particulier pour les images hyperspectrales, nous avons proce´de´ de la
manie`re suivante :
Nous avons transfe´re´ l’image observe´e X a` travers une matrice (K×L), que l’on nomme B (avec
K = M). L’image obtenue, note´e Z, est de´finie comme suit :
Z = BX, (5.37)
avec Z ∈ RK×N . La matrice B est de´finie comme suit :
B = D−1/2HT , (5.38)
ou` D est la matrice diagonale (K × K) des K plus grandes valeurs propres de la matrice de
covariance des observations initiales, et H repre´sente une matrice (L×K) dont les colonnes sont
les K vecteurs propres unitaires associe´s a` ces valeurs propres.
Apre`s cette e´tape de re´duction de dimension, nous appliquons BiS-Corr sur la matrice Z et
obtenons en sortie de la Partie 3 de notre approche, une matrice (K ×M) que l’on nomme Rred
compose´e des coordonne´es de chaque spectre de endmember dans un espace re´duit. La matrice
de me´lange recherche´e (dans l’espace initial L×M) est ainsi obtenue comme suit :
R = HD1/2Rred. (5.39)
Enfin, le pseudo code de la me´thode BiS-Corr est donne´ au niveau de l’algorithme 1.
5.4 Re´sultats expe´rimentaux
Dans la section en cours, nous pre´sentons les diffe´rents tests effectue´s dans le cadre de cette
e´tude. Nous rappelons d’abord les crite`res de performances utilise´s pour e´valuer la qualite´ des
re´sultats obtenus, puis nous de´taillons les re´sultats d’expe´rimentations.
5.4.1 Crite`res de performances
Pour proce´der a` l’e´valuation quantitative des re´sultats des tests effectue´s, nous avons utilise´,
comme dans le chapitre pre´ce´dent, et apre`s correction des permutations, deux crite`res de per-
formances diffe´rents, qu’on rappelle ci-dessous.
Pour les fractions d’abondance :
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Data: Image (multi) hyperspectrale avec N pixels, L bandes spectrales et M sources.
Result: Spectres des endmembers (matrice de me´lange), fractions d’abondance (sources)
1 begin
2 if Image hyperspectrale then
3 Etape de re´duction de dimension avec K = M
4 else
5 (Image multispectrale)
6 K = L
7 end
/* Etape de de´tection de zones bi-sources (Etape I) */
8 for toutes les zones d’analyse Ω do
9 calcul de ρx`xp(Ω) ∀`, p ∈ {1 · · ·K} , et ` > p
10 if min[ρx`xp(Ω)] > threshold 1 then
11 Ω est une zone bi-source.
/* Etape d’identification de la matrice de me´lange (Etape II) */
12 calcul des parame`tres (u∗,d∗) de la droite engendre´e par la zone bi-source
(Partie 1)




16 classe 1 ←− la premie`re colonne de MAT
17 for i := 2 a` [taille(MAT)] do
18 calcul de la distance entre le premier vecteur (des classes de´finies) et le vecteur
colonne (i) de MAT (Partie 2)
19 if distance < threshold 2 then
20 le vecteur teste´ est attribue´ a` la classe la plus proche
21 else
22 cre´ation d’une nouvelle classe (classe j, avec j ∈ {2, · · · , J} et J e´tant le
nombre de classes)
23 le vecteur teste´ est attribue´ a` la classe j
24 end
25 end
26 for t := 1 a` J do
27 calcul des parame`tres (u∗,d∗) pour chacune des classes disponibles (une unique
droite pour chaque classe)
28 end
29 calcul de la distance minimale entre chaque couple de droites disponibles (Partie 3))
30 if distance < threshold 3 then
31 la moyenne des coordonne´es des deux points les plus proches est retenue et stocke´e
dans une matrice
32 end
/* Etape d’estimation des cartes d’abondance (Etape III) */











Pour les spectres de re´flectance :
L’angle spectral, SAM (en degre´s)
SAM = arccos(
〈rm, rˆm〉
‖rm‖ · ‖rˆm‖). (5.41)
Par ailleurs, nous rappelons que pour la plupart des cas, la comparaison des me´thodes est
re´alise´e sur la base des valeurs moyennes de SAM et NMSE obtenus sur tous les endmembers.
5.4.2 Tests effectue´s
Avant de de´tailler l’ensemble des tests effectue´s, il est a` signaler que pour les raisons cite´es
au niveau du Chapitre 4, ces derniers ont e´te´ re´alise´s sur des images simule´es soit ale´atoirement,
ou bien a` partir de sources re´alistes. Ainsi, et afin d’analyser le comportement de notre me´thode,
nous avons dans un premier temps effectue´ des tests sur une image de type multispectral (Test
1). Lors de ces tests nous de´taillons les re´sultats obtenus avec l’approche propose´e en compa-
raison avec une me´thode de la litte´rature, connue notamment en raison de sa disponibilite´ au
niveau d’un logiciel commercial de traitement d’images en te´le´de´tection (appele´ ENVI, pour
“ENvironment for Visualizing Images”).
Dans un autre volet, nous e´tudions le comportement de notre approche dans le cas d’images
simule´es mais de type hyperspectral cette fois-ci (Test 2 et 3). Dans ce cas, nous mettons en
avant les re´sultats obtenus en comparaison avec ceux fournis par le biais d’autres me´thodes de
la litte´rature.
Test 1
Comme pre´sente´ ci-dessus, nous avons teste´, dans une premie`re expe´rience, notre me´thode
sur une image simule´e multispectrale issue d’un me´lange line´aire de cartes d’abondance re´alistes.
Plus pre´cise´ment, ces donne´es sont re´alise´es comme suit :
– Cre´ation de 8 cartes de fractions d’abondance re´alistes, contenant chacune 80 × 80 pixels.
Ces dernie`res ont e´te´ cre´e´es a` partir d’une classification re´elle (voir [8] pour les de´tails),
en moyennant les valeurs des pixels de la classification sur une feneˆtre glissante de taille
5× 5 pixels. Les sources obtenues sont illustre´es au niveau de la figure 5.4.
– Cre´ation de l’image observe´e par combinaison line´aire de ces sources avec une matrice de
me´lange contenant 8 spectres compose´s de 4 e´chantillons chacun. Les spectres utilise´s ont
e´te´ choisis arbitrairement a` partir d’une bibliothe`que spectrale appele´e “USGS” [16]. Les
4 bandes spectrales, correspondant aux 4 observations obtenues, sont illustre´es au niveau
de la figure 5.5.
– Nous avons ajoute´ a` l’image cre´e´e ci-dessus, un bruit blanc additif d’un rapport signal sur
bruit de 65 dB.
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(1) (2) (3) (4)
(5) (6) (7) (8)
Figure 5.4 – Les huit cartes de fractions d’abondance utilise´es dans le Test 1 (la couleur blanche
repre´sente les valeurs a` un).
(1) (2) (3) (4)
Figure 5.5 – Les quatre observations utilise´es dans le Test 1.
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L’application de notre approche (BiS-Corr) sur l’image de´taille´e ci-dessus, a engendre´ de bons
re´sultats, comme mis en e´vidence au niveau du tableau 5.1. Dans ce dernier, nous de´taillons les
re´sultats obtenus en utilisant : (a) BiS-Corr et (b) la me´thode SMACC [17], disponible comme
mentionne´ dans un logiciel commercial de traitement d’images. Comme on peut le remarquer,
notre me´thode fournit de meilleurs re´sultats (en moyenne et quasiment pour toutes les sources)
que ceux obtenus avec la me´thode SMACC, et seule cette dernie`re e´choue comple`tement pour
l’obtention de certaines sources, a` savoir les sources 3 et 7.
Les bons re´sultats obtenus avec notre approche sont dus a` la pre´sence, dans l’image utilise´e, de
zones bi-sources couvrant toutes les sources recherche´es. En effet, sur les 5928 zones d’analyses Ω
parcourues et contenant chacune 3×5 pixels, 566 ont e´te´ identifie´es comme e´tant bi-sources. Ces
zones bi-sources ont e´te´ de´tecte´es a` l’aide du crite`re de corre´lation pre´sente´ en Section 5.3.1, et le
seuil choisi au niveau de cette e´tape d’identification a e´te´ fixe´ expe´rimentalement a` 0, 9985. Par
ailleurs, dans la deuxie`me e´tape, nous avons pu, a` l’aide des parame`tres des droites engendre´es
par les zones bi-sources, et apre`s classification de ces derniers, identifier 16 classes diffe´rentes,
c.a`.d. 16 droites correspondant aux diffe´rentes paires de sources.
TABLEAU 5.1 – Comparaison des re´sultats obtenus, en utilisant : (a) BiS-Corr, (b) SMACC.
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) moyenne
a SAM 0, 006 0, 007 0, 007 0, 001 0, 002 0, 040 0, 004 0, 009 0,008
NMSE 0, 028 0, 011 0, 053 0, 002 0, 018 0, 015 0, 084 0, 005 0,024
b SAM 0, 057 0, 061 12, 55 0, 025 0, 041 0, 025 11, 48 0, 051 2,701
NMSE 0, 046 0, 062 0, 890 0, 025 0, 099 0, 015 1, 187 0, 075 0,266
Les cartes de fractions d’abondance estime´es en utilisant BiS-Corr apparaissent dans la figure
5.6. Comme illustre´ dans cette dernie`re figure, les re´sultats obtenus sont en ge´ne´ral similaires
aux cartes re´elles (figure 5.4). Ceci n’est pas le cas des cartes estime´es avec la me´thode SMACC
repre´sente´es dans la figure 5.7. Dans cette dernie`re on peut remarquer la mauvaise estimation de
certaines cartes obtenues, a` savoir les cartes (2, 5, 7 et 8), ou` on remarque au niveau des cercles
en rouge la pre´sence de fractions d’abondance d’autres mate´riaux. L’erreur quadratique moyenne
normalise´e pour chacune des cartes estime´e est e´galement donne´e dans le tableau 5.1 (b). Ici
aussi on peut voir la bonne qualite´ des cartes obtenues par notre me´thode, en comparaison a`
celles obtenues par SMACC.
Test 2
Dans une deuxie`me expe´rience, nous avons teste´ notre me´thode sur une image hyperspectrale
artificielle. Cette dernie`re est issue d’un me´lange line´aire de cartes d’abondance obtenues a` l’aide
d’une distribution de Dirichlet. Plus pre´cise´ment, cette image a e´te´ re´alise´e comme suit :
– Cre´ation de 3 cartes de fractions d’abondance, contenant chacune 50 × 50 e´chantillons
(le nombre d’e´chantillons utilise´ est arbitraire). Ces dernie`res ont e´te´ obtenues a` l’aide
d’une distribution de Dirichlet, connue pour eˆtre adapte´e pour simuler ce type de donne´es.
Plus pre´cise´ment, les cartes utilise´es ont e´te´ re´alise´es de manie`re a` ne garder que les pixels
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(1) (2) (3) (4)
(5) (6) (7) (8)
Figure 5.6 – Cartes estime´es avec BiS-Corr.
(1) (2) (3) (4)
(5) (6) (7) (8)
Figure 5.7 – Cartes estime´es avec la me´thode SMACC.
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avec des fractions d’abondance infe´rieures a` 0,8 (c.a`.d. non purs). Pour plus de de´tails
concernant les fractions d’abondance obtenues, il est possible de consulter [18, 19], en
particulier la fonction matlab utilise´e, appele´e “spectMixGen”.
– Modifications des cartes obtenues ci-dessus en injectant 3 zones bi-sources, contenant cha-
cune 5 × 5 e´chantillons, et ayant une source commune pour chaque paire de zones, c’est a`
dire pour la premie`re zone : pre´sence de la source 1 et 2, pour la deuxie`me zone : pre´sence
de la source 1 et 3, et enfin pour la troisie`me zone : pre´sence de la source 2 et 3.
– Me´lange de ces 3 cartes d’abondance en utilisant le mode`le line´aire (5.1) avec une matrice
de me´lange compose´e des spectres de 3 endmembers (avec 420 longueurs d’onde). Ces
derniers spectres ont e´te´ choisis arbitrairement a` partir de la bibliothe`que spectrale“USGS”
[16].
Dans ce qui suit, nous avons effectue´ nos tests sur l’image pre´sente´e ci-dessus a` laquelle nous
avons ajoute´ un bruit blanc additif d’un rapport signal sur bruit de 40 dB 20. Le nuage de points
en 2D (correspondant aux bandes spectrales 1 et 2) engendre´ par cette image est pre´sente´ au
niveau de la figure 5.8.
Figure 5.8 – Nuage de points en 2D correspondant aux bandes spectrales 1, 2 (apre`s une e´tape
de re´duction de dimension)
Ainsi, comme indique´ dans les de´tails de notre approche, apre`s avoir de´tecte´ toutes les zones
bi-sources de cette image, et apre`s classification des parame`tres engendre´s par ces zones (la
deuxie`me e´tape), nous obtenons les diffe´rentes droites, illustre´es dans la figure 5.9. Comme
20. Le niveau de bruit conside´re´ dans cette expe´rimentation est plus important que celui utilise´ dans le premier
test, car dans ce test (ainsi que les suivants) nous utilisons des images de type hyperspectral, connues pour eˆtre
beaucoup plus bruite´es que les images multispectrales. Par ailleurs, la majorite´ des me´thodes de la litte´rature ont
e´te´ teste´es en utilisant ce niveau de bruit (40-45 dB).
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de´taille´ plus haut au niveau de la Section 5.2, les droites engendre´es par les diffe´rentes zones
de´tecte´es dans cette expe´rimentation, correspondent au cas de figure le plus difficile a` re´soudre,
c.a`.d. le cas ou` les points associe´s a` chaque paire de sources ne couvrent pas l’ensemble des
segments possibles, en particulier leurs extre´mite´s. Ces dernie`res correspondent a` des pixels
purs, et sont illustre´es par les trois petits cercles, dans la figure 5.9.
Figure 5.9 – Droites bi-sources engendre´es par les zones bi-sources contenues dans l’image
utilise´e dans le Test 2 (bandes spectrales 1 et 2 apre`s une e´tape de re´duction de dimension)
De ce fait, et sous l’hypothe`se d’existence d’un point commun entre chaque paire de droites,
les coordonne´es de chaque spectre de endmember, pre´sent au niveau de chaque colonne de la
matrice de me´lange, sont pre´cise´ment estime´es, en calculant les points d’intersection de chaque
paire de droites (3e`me partie de l’e´tape 2). Ces points d’intersection sont illustre´s par les petits
cercles, dans la figure 5.9.
Dans la suite de cette expe´rimentation, nous de´taillons les re´sultats nume´riques obtenus avec
notre me´thode, en comparaison avec ceux fournis par d’autres me´thodes ge´ometriques de la litte´-
rature (voir le Chapitre 3 pour plus de de´tails) ; d’une part celles faisant l’hypothe`se de pre´sence
de pixels purs, a` savoir : VCA (Vertex Component Analysis) [20], OSP (Orthogonal Subspace
Projection) [21] et N-FINDR [22], et d’autre part celles utilisant des approches de minimisation
du volume du simplexe forme´ par les donne´es, a` savoir : MVSA (Minimum Volume Simplex
Analysis) [23] et SISAL (Simplex Identification via Split Augmented Lagrangian) [19].
Nous rappelons que toutes ces me´thodes de la litte´rature fournissent seulement la matrice de
me´lange recherche´e, et ainsi nous pre´sentons dans le tableau 5.2, les SAM (permettant la compa-
raison des performances d’estimation des spectres de endmember) obtenus en utilisant l’approche
que nous proposons en comparaison avec ceux obtenus par les me´thodes cite´es ci-dessus. Par
ailleurs, il est possible d’estimer les sources par simple application de la NLS (comme de´taille´
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dans l’e´tape 3 de notre approche).
TABLEAU 5.2 – Comparaison des SAM obtenus, en utilisant : (a) BiS-Corr, (b) VCA, (c) OSP,
(d) N-FINDR, (e) MVSA et (f) SISAL
mate´riau mate´riau mate´riau valeur
(1) (2) (3) moyenne
BiS-Corr 0,04 0,09 0,06 0,05
VCA 1, 07 3, 48 1, 86 1, 60
OSP 1, 21 10, 01 3, 97 3, 79
N-FINDR 6, 78 3, 64 1, 88 3, 08
MVSA 0, 04 0, 18 0, 08 0, 08
SISAL 0, 03 0, 19 0, 06 0, 07
La superposition des spectres utilise´s dans ce test ainsi que leurs estimations est donne´e dans
les figures 5.10 a` 5.15.
Figure 5.10 – Superposition des spectres utilise´s et leurs estimations, obtenues avec BiS-Corr.
Nous constatons d’apre`s les re´sultats de´taille´s ci-dessus, ou bien dans les figures correspon-
dantes, que malgre´ l’absence de pixels purs et la pre´sence d’un bruit additif, notre approche
est en mesure de de´terminer avec de tre`s bonnes performances les spectres recherche´s. Ceci
n’est bien suˆr pas le cas des me´thodes faisant l’hypothe`se de pre´sence de pixels purs. Nous re-
marquerons par ailleurs, que seuls les re´sultats obtenus avec SISAL et MVSA pre´sentent des
performances du meˆme ordre que celles obtenues par notre me´thode, ce qui n’est pas surprenant
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Figure 5.11 – Superposition des spectres utilise´s et leurs estimations, obtenues avec VCA.
Figure 5.12 – Superposition des spectres utilise´s et leurs estimations, obtenues avec OSP.
120
5.4. Re´sultats expe´rimentaux
Figure 5.13 – Superposition des spectres utilise´s et leurs estimations, obtenues avec N-FINDR.
Figure 5.14 – Superposition des spectres utilise´s et leurs estimations, obtenues avec MVSA.
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Figure 5.15 – Superposition des spectres utilise´s et leurs estimations, obtenues avec SISAL.
car ces dernie`res me´thodes n’ont pas besoin de pixels purs pour pouvoir estimer les spectres
recherche´s. Ne´anmoins, en comparant les re´sultats de´taille´s dans le tableau 5.2, ainsi que l’allure
des spectres obtenus en sortie de notre approche avec ceux obtenus par les autres me´thodes, on
peut clairement constater que notre de´marche donne les meilleurs re´sultats, avec un SAM < 0, 1
(en degre´s) pour tous les spectre estime´s (voir les valeurs en gras dans le tableau 5.2).
Test 3
Nous pre´sentons dans cette partie des tests, les re´sultats obtenus avec une image hyper-
spectrale simule´e. Il sera e´galement fourni dans la suite de cette expe´rimentation, les re´sultats
obtenus en comparaison avec ceux fournis par d’autres me´thodes de la litte´rature. L’image uti-
lise´e dans nos tests est re´alise´e comme suit :
– Cre´ation de 8 cartes de fractions d’abondance re´alistes, de la meˆme manie`re que pour le
premier test (80 × 80 pixels). Ces sources sont illustre´es au niveau de la figure 5.4.
– Cre´ation de l’image hyperspectrale par combinaison line´aire de ces sources avec une ma-
trice de me´lange contenant 8 spectres de 224 longueurs d’onde. Les spectres utilise´s ont
e´te´ choisis arbitrairement a` partir d’une bibliothe`que spectrale appele´e “USGS” [16]. La
composition RVB (Rouge, Vert, Bleu) des observations est repre´sente´e au niveau de la
figure 5.16.
Dans ce qui suit, nous avons effectue´ nos tests sur l’image pre´sente´e ci-dessus a` laquelle nous
avons ajoute´ un bruit blanc additif d’un rapport signal sur bruit de 45 dB. Ainsi, apre`s e´tape de
re´duction de dimension, de´tection de toutes les zones bi-sources de cette image, et classification
des parame`tres obtenus au niveau de l’e´tape 2 (de´taille´e plus haut, dans la Section 5.3.2), nous
obtenons les diffe´rentes droites bi-sources illustre´es dans la figure 5.17 (droites en rouge). Pour
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Figure 5.16 – Composition RVB de l’image hyperspectrale observe´e.
des raison de lisibilite´, nous avons choisi de pre´senter les bandes spectrales 1, 2 et 4 apre`s une
e´tape de re´duction de dimension.
Figure 5.17 – Droites bi-sources engendre´es par les zones bi-sources contenues dans l’image
utilise´e dans le Test 3 (bandes spectrales 1, 2 et 4 apre`s une e´tape de re´duction de dimension).
Dans la figure 5.17, on peut clairement remarquer les diffe´rentes droites engendre´es par
les zones bi-sources contenues dans l’image. De ce fait, les coordonne´es de chaque spectre de
endmember, pre´sent au niveau de chaque colonne de la matrice de me´lange, sont pre´cise´ment
estime´es, en calculant les points d’intersection des paires de droites correspondant a` une source
commune (3e`me partie de l’e´tape 2). Ces points d’intersection sont illustre´s par un petit cercle
dans la figure 5.17. On peut e´galement voir dans la figure 5.18 la superposition d’un des spectres
purs utilise´s dans ce test ainsi que son estimation, qui e´pouse parfaitement la forme du spectre
initial.
Les cartes de fractions d’abondance estime´es, sont quant a` elles pre´sente´es dans la figure
5.19. Dans cette dernie`re figure, on remarque clairement les bons re´sultats obtenus en utilisant
la de´marche propose´e. Ces cartes sont, comme pour le premier test, similaires aux cartes re´elles
pre´sente´es en figure 5.4.
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Figure 5.18 – Superposition d’un des spectres purs de re´flectance avec son estimation, obtenue
avec l’approche propose´e.
Nous de´taillons par ailleurs, dans ce qui suit, les re´sultats nume´riques obtenus en utilisant
l’approche que nous proposons en comparaison avec ceux obtenus par d’autres me´thodes de la
litte´rature. Nous commenc¸ons cette comparaison avec des me´thodes pouvant estimer la matrice
de me´lange et les sources en paralle`le, a` savoir les me´thodes SMACC [17] (disponible comme
mentionne´, dans un logiciel commercial de traitement d’images) et MVC-NMF [24]. Pour eˆtre
plus pre´cis, soulignons qu’en ce qui concerne la me´thode MVC-NMF, nous avons utilise´ 10
initialisations ale´atoires diffe´rentes et nous pre´sentons dans ce qui suit le re´sultat global, c.a`.d.
la moyenne des 10 re´alisations.
Puis, dans un 2e`me temps, nous proposons de comparer les performances de notre approche avec
d’autres me´thodes effectuant seulement une identification de la matrice de me´lange, a` savoir
les me´thodes MVSA (Minimum Volume Simplex Analysis) [23], SISAL (Simplex Identification
via Split Augmented Lagrangian) [19] et VCA (Vertex Component Analysis) [20]. Dans cette
dernie`re partie des tests, nous comparons seulement les performances d’estimation des spectres
de endmember. Pour rappel, il est possible d’estimer les sources en utilisant la NLS (comme
de´taille´ dans l’e´tape 3 de notre approche).
Les re´sultats de cette expe´rimentation sont de´taille´s dans les tableaux 5.3 et 5.4. Comme
indique´, notre approche pre´sente de tre`s bonnes performances par rapport aux me´thodes com-
pare´es, qui pour rappel, font partie de celles e´tant les plus utilise´es dans la litte´rature.
En ce qui concerne le tableau 5.3, nous remarquons dans le de´tail des performances obtenues, que
seules les me´thodes SMACC et MVC-NMF e´chouent comple`tement pour l’obtention de certaines
sources (par exemple, en ce qui concerne SMACC : les sources 5 et 7). Les cartes estime´es avec
la me´thode SMACC sont donne´es a` titre d’exemple, en figure 5.20. Dans cette figure, et comme
indique´ au niveau du meˆme tableau, il est possible de voir la mauvaise qualite´ d’estimation des
sources 5 et 7, ce qui n’est pas le cas pour notre me´thode.
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(1) (2) (3) (4)
(5) (6) (7) (8)
Figure 5.19 – Cartes estime´es avec BiS-Corr.
TABLEAU 5.3 – Comparaison des SAM et NMSE obtenus, en utilisant : (a) BiS-Corr, (b)
SMACC et (c) MVC-NMF.
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) moyenne
BiS-Corr SAM 0, 04 0, 02 0, 08 0, 01 0, 01 0, 29 0, 21 0, 02 0,07
NMSE 0, 002 0, 003 0, 020 0, 004 0, 003 0, 007 0, 008 0, 003 0,006
SMACC SAM 0, 39 8, 87 0, 33 0, 34 0, 25 0, 58 0, 74 0, 28 1, 31
NMSE 0, 025 0, 260 0, 120 0, 099 0, 430 0, 048 0, 205 0, 045 0, 137
MVC-NMF SAM 10, 31 14, 20 12, 66 13, 67 12, 79 15, 69 10, 99 10, 17 12, 5
NMSE 0, 405 0, 527 0, 421 0, 472 0, 432 0, 338 1, 934 0, 323 0, 606
(1) (2) (3) (4)
(5) (6) (7) (8)
Figure 5.20 – Cartes estime´es avec la me´thode SMACC.
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Par ailleurs, en ce qui concerne les autres me´thodes de la litte´rature utilise´es dans cette
comparaison, et dans le but de visualiser la qualite´ des spectres estime´s, nous illustrons dans
la figure 5.21, la superposition du spectre d’un des mate´riaux utilise´s et de ses estimations par
l’approche propose´e et par d’autres me´thodes de la litte´rature. Le spectre estime´ par notre
approche e´pouse parfaitement la forme du spectre initial, ce qui n’est pas le cas des spectres
issus de MVSA et SISAL.
Figure 5.21 – Superposition d’un des spectres de re´flectance avec plusieurs estimations, obte-
nues en utilisant : l’approche propose´e, SISAL et MVSA
Comme indique´ au niveau du tableau 5.4, notre me´thode fournit de bonnes performances,
avec un SAM moyen de l’ordre de 0, 07 (en degre´s). Parmi les me´thodes utilise´es dans cette
comparaison, seule la me´thode VCA donne un re´sultat (en moyenne) comparable au noˆtre, ce
qui n’est pas surprenant, car l’image utilise´e contient des pixels purs. Pour rappel, et comme
indique´ dans le Chapitre 3, la me´thode VCA va chercher les pixels les plus purs de l’image, ce
qui induit le re´sultat pre´sente´ ci-dessus. Malgre´ l’efficacite´ reconnue de cette dernie`re (dans le
cas de pixels purs), nous arrivons a` obtenir de meilleures performances (en moyenne). A ce titre,
il est e´galement a` rappeler que les me´thodes de ce type, c.a`.d. faisant l’hypothe`se de la pre´sence
de pixels purs, ne sont pas aussi efficaces pour des images de´pourvues de pixels purs, ce qui n’est
pas le cas pour notre me´thode (voir Test 2).
Les re´sultats pre´sente´s, pour notre me´thode, dans les tableaux 5.3 et 5.4 sont tre`s encoura-
geants et sont, pour la plupart des mate´riaux conside´re´s, meilleurs que ceux obtenus avec les
me´thodes de la litte´rature utilise´es dans nos tests.
Pour terminer, nous proposons dans l’annexe D une nouvelle variante de la me´thode BiS-Corr.
Cette dernie`re utilise une nouvelle manie`re de classifier les parame`tres des droites engendre´es par
les zones bi-sources pre´sentes dans l’image. Enfin, nous pre´sentons e´galement quelques re´sultats
de tests effectue´s en comparaison avec la version initiale pre´sente´e plus haut dans ce chapitre.
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TABLEAU 5.4 – Comparaison des SAM obtenus, en utilisant : (a) BiS-Corr, (b) VCA, (c)
SISAL et (d) MVSA.
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) moyenne
BiS-Corr 0, 04 0, 02 0, 08 0, 01 0, 01 0, 29 0, 21 0, 02 0,07
VCA 0, 10 0, 09 0, 07 0, 08 0, 07 0, 14 0, 17 0, 06 0, 09
SISAL 1, 67 2, 31 0, 52 0, 73 0, 38 1, 15 3, 95 1, 85 1, 39
MVSA 1, 42 0, 40 0, 64 0, 40 0, 44 2, 73 4, 90 0, 92 1, 32
5.5 Conclusion
Dans cette e´tude, nous avons propose´ une nouvelle approche de de´me´lange non supervise´e,
base´e sur la parcimonie spatiale des images de type multi- et hyper-spectral. L’approche en
question est compose´e de trois e´tapes majeures :
– (i) De´termination de l’ensemble des zones bi-sources pre´sentes dans les donne´es examine´es,
en utilisant un crite`re de de´tection base´ sur la corre´lation.
– (ii) Identification des colonnes de la matrice de me´lange a` partir des intersections des
droites ge´ne´re´es par les zones bi-sources.
– (iii) Reconstruction des sources recherche´es en utilisant une me´thode des moindres carre´s
avec contrainte de non-ne´gativite´.
Nous avons valide´ expe´rimentalement l’efficacite´ de notre me´thode en utilisant des me´langes
simule´s a` partir de sources re´alistes. En comparaison avec d’autres me´thodes de la litte´rature,
notre approche fournit des re´sultats satisfaisants et tre`s encourageants. En effet, et en tenant
compte des hypothe`ses de´taille´es en introduction de notre me´thode, c.a`.d. principalement la
pre´sence de zones bi-sources et une source commune pour certaines paires de zones de´tecte´es,
nous obtenons de tre`s bons re´sultats, de´montre´s a` travers les diffe´rents re´sultats des tests effectue´s
et de´taille´s plus haut. Notre objectif pour la suite de cette e´tude sera consacre´ a` l’extension de
notre approche, en particulier en ce qui concerne l’utilisation d’autres crite`res de de´tection de
zones bi-sources, ainsi que l’exploration d’autres me´thodes de classification des zones d’inte´reˆt.
Il sera e´galement question de comple´ter la validation de l’approche propose´e a` l’aide d’images
re´elles de te´le´de´tection contenant bien suˆr une ve´rite´ terrain, et enfin d’essayer de re´duire au
maximum le recours a` des seuils heuristiques fixe´s manuellement dans les expe´rimentations
de´taille´es plus haut. En d’autre termes, nous nous consacrerons en particulier a` l’automatisation
de l’approche propose´e.
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Dans le cadre de cette the`se, nous nous sommes inte´resse´s au traitement du proble`me de la
Se´paration Aveugle de Sources (SAS) pour des applications de te´le´de´tection.
Notre de´marche a e´te´ essentiellement motive´e par le fait que dans la majorite´ des techniques de
traitement d’images et en particulier la classification pixel par pixel des e´lements de l’image, des
erreurs importantes peuvent se produire en raison de la pre´sence de pixels me´lange´s, phe´nome`ne
duˆ a` la mauvaise re´solution spatiale de certains capteurs utilise´s.
Pour e´viter cette situation, nous avons mis en place des me´thodes originales de de´me´lange spec-
tral fonde´es sur des classes usuelles de me´thodes de SAS.
Dans le premier chapitre, nous avons d’abord pre´sente´ un re´sume´ concernant l’imagerie de
te´le´de´tection ainsi que la proble´matique conside´re´e. Nous avons ensuite aborde´ dans le Chapitre
2, les principes de base de la SAS pour des me´langes Line´aires Instantane´s (LI) ; il s’en est suivi
un e´tat de l’art des me´thodes classiques de SAS, avec une focalisation sur les classes de me´-
thodes qui ont e´te´ exploite´es lors du de´veloppement de nos me´thodes, en l’occurence l’Analyse
en Composantes Inde´pendantes (ACI), la Factorisation en Matrices Non-ne´gatives (NMF) et
enfin l’Analyse en Composantes Parcimonieuses (ACPa).
Les me´thodes de de´me´lange spectral les plus connues de la litte´rature ont e´te´ de´taille´es au
Chapitre 3, dans lequel nous avons commence´ par de´finir le mode`le line´aire sur lequel est base´
notre travail. Nous avons e´galement pre´sente´ les principales me´thodes dites “ge´ome´triques” de
de´me´lange, avec ou sans pixels purs. Enfin nous avons fait un tour d’horizon des me´thodes clas-
siques de SAS applique´es a` l’imagerie spatiale, toujours avec une attention particulie`re a` l’ACI,
la NMF, et l’ACPa.
Notre premie`re contribution a e´te´ de´taille´e dans le Chapitre 4. Celle-ci est base´e sur la com-
binaison de deux grandes classes de me´thodes de SAS : l’ACI et la NMF. Dans ce chapitre,
nous avons commence´ par mettre en e´vidence quelques limites lie´es a` l’utilisation d’une seule de
ces me´thodes. Nous avons ensuite modifie´ une me´thode standard d’ACI, a` l’aide des contraintes
physiques impose´es dans les applications de te´le´de´tection. Les sorties obtenues au niveau de cette
ACI modifie´e ont enfin e´te´ utilise´es pour initialiser une me´thode de NMF. La me´thode propose´e
a e´te´ valide´e expe´rimentalement dans la dernie`re partie du chapitre a` l’aide de donne´es simule´es
re´alistes ainsi que d’images re´elles sans ve´rite´ terrain.
Les re´sultats obtenus avec notre me´thode ont e´te´ satisfaisants en comparaison avec ceux obtenus
par les me´thodes de la litte´rature utilise´es dans nos tests.
La deuxie`me me´thode de´veloppe´e a e´te´ de´taille´e au niveau du Chapitre 5. Pour cette dernie`re,
nous nous sommes oriente´s vers les me´thodes fonde´es sur la parcimonie ainsi que sur des pro-
prie´te´s ge´ome´triques. Nous avons commence´ par mettre en avant quelques proprie´te´s facilitant
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la pre´sentation des hypothe`ses conside´re´es dans la me´thode propose´e, puis nous avons fourni les
grandes lignes de cette me´thode qui est base´e sur la de´termination des zones bi-sources conte-
nues dans l’image utilise´e, ceci a` l’aide d’un crite`re de corre´lation. A partir des intersections des
droites ge´ne´re´es par ces zones bi-sources, nous avons de´taille´ le moyen d’obtention des colonnes
de la matrice de me´lange et enfin des sources recherche´es. L’efficacite´ de notre me´thode a e´te´
prouve´e dans la dernie`re partie du chapitre en utilisant des donne´es simule´es, et en comparaison
avec plusieurs me´thodes de la litte´rature.
Les re´sultats obtenus ont e´te´ tre`s encourageants puisque nous avons obtenu les meilleures per-
formances.
Pour chacune des contributions propose´es dans le cadre de cette the`se, il est envisageable
d’entrevoir plusieurs perspectives, pre´sente´es ci-dessous.
En ce qui concerne le Chapitre 4 :
– Il serait tre`s inte´ressant de faire une comparaison de l’approche propose´e en utilisant diffe´-
rentes me´thodes d’ACI (aborde´es dans le Chapitre 2) afin de de´finir celles correspondant
le mieux aux applications de te´le´de´tection.
– L’algorithme NMF utilise´ dans notre approche est connu pour avoir une convergence lente,
surtout quand il s’agit d’une image de grande taille (comme c’est le cas en te´le´de´tection).
Afin d’e´viter ce proble`me, nous pouvons remplacer ce dernier par un autre algorithme base´
sur le gradient projete´ avec adaptation des pas d’apprentissage a` chaque ite´ration. Cela
pourrait re´duire conside´rablement le couˆt de calcul.
– L’approche propose´e dans ce chapitre a e´te´ teste´e dans un contexte ide´aliste non-bruite´.
Malgre´ les bons re´sultats des tests effectue´s sur donne´es re´elles sans ve´rite´ terrain, il serait
souhaitable de comple´ter cette e´tude et de l’e´tendre a` un me´lange LI bruite´, permettant
ainsi l’e´valuation de notre me´thode de manie`re exhaustive.
– Enfin, comme la plus grande partie des tests effectue´s a e´te´ re´alise´e sur donne´es simule´es,
nous envisageons de comple´ter cette e´tude en effectuant des tests supple´mentaires sur
donne´es re´elles pour lesquelles une ve´rite´ terrain serait disponible.
En ce qui concerne le Chapitre 5 :
– Il serait inte´ressant d’e´tudier la mise en place de nouveaux crite`res de de´tection de zones bi-
sources, et l’exploration de nouvelles me´thodes de classification des parame`tres de droites
engendre´es par les zones bi-sources de´tecte´es.
– Cette e´tude peut eˆtre comple´te´e par la re´alisation de tests supple´mentaires sur donne´es
re´elles pour lesquelles une ve´rite´ terrain serait disponible.
– Une extension inte´ressante de cette me´thode consisterait en l’automatisation du choix des
seuils utilise´s pour la de´tection des zones bi-sources.
– Nous envisageons de de´velopper de nouvelles me´thodes fonde´es sur la parcimonie et utili-
sant les zones mono- et bi-sources en meˆme temps. Par ailleurs, nous gagnerions a` de´ve-
lopper d’autres me´thodes fonde´es sur la pre´sence de zones contenant trois sources actives.
Pour finir, et en ce qui concerne la mode´lisation de l’ensemble des informations caracte´risant
une image et un pixel de te´le´de´tection, il serait inte´ressant et important pour la communaute´





concernant les tests 2 et 3
Ci-dessous nous pre´sentons les de´tails relatifs aux donne´es utilise´es au niveau des tests 2 et
3 du Chapitre 4.
Dans une premie`re expe´rimentation du Test 2, nous avons teste´ notre me´thode sur des
donne´es artificielles issues d’un me´lange line´aire de cartes d’abondance artificielles. Ces cartes
d’abondance sont obtenues graˆce a` une distribution de Dirichlet, dont les parame`tres (choisis
expe´rimentalement), note´s θm, sont pre´sente´s ci-dessous. Nous de´taillons e´galement au niveau de
la matrice CC, les coefficients de corre´lation entre chacune des sources, relatives a` chacune des
images artificielles utilise´es et obtenues en faisant varier le nombre de sources entre 3 et 9. Nous
avons utilise´ pour cette expe´rimentation, des images contenant M−1 sources peu corre´le´es entre
elles, ainsi qu’une M e`me source pre´sentant une corre´lation assez eleve´e avec les M −1 premie`res.
Cas a` 3 sources :
θ=[1 20 1]
CC =
 1.0000 −0.6944 −0.0460−0.6944 1.0000 −0.6869
−0.0460 −0.6869 1.0000

Cas a` 4 sources :
θ=[1 20 1 1]
CC =

1.0000 −0.5207 −0.0866 −0.0378
−0.5207 1.0000 −0.5381 −0.5625
−0.0866 −0.5381 1.0000 −0.0607
−0.0378 −0.5625 −0.0607 1.0000

Cas a` 5 sources :
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θ=[1 20 1 1 1]
CC =

1.0000 −0.4597 −0.0644 −0.0297 −0.0551
−0.4597 1.0000 −0.4594 −0.4889 −0.4435
−0.0644 −0.4594 1.0000 −0.0379 −0.0512
−0.0297 −0.4889 −0.0379 1.0000 −0.0473
−0.0551 −0.4435 −0.0512 −0.0473 1.0000

Cas a` 6 sources :
θ=[1 20 1 1 1 1]
CC =

1.0000 −0.3915 −0.0437 −0.0461 −0.0491 −0.0526
−0.3915 1.0000 −0.3877 −0.4095 −0.4024 −0.4018
−0.0437 −0.3877 1.0000 −0.0247 −0.0592 −0.0707
−0.0461 −0.4095 −0.0247 1.0000 −0.0541 −0.0498
−0.0491 −0.4024 −0.0592 −0.0541 1.0000 −0.0625
−0.0526 −0.4018 −0.0707 −0.0498 −0.0625 1.0000

Cas a` 7 sources :
θ=[1 20 1 1 1 1 1]
CC =

1.0000 −0.3486 −0.0599 −0.0422 −0.0577 −0.0362 −0.0671
−0.3486 1.0000 −0.3300 −0.3641 −0.3506 −0.3605 −0.3455
−0.0599 −0.3300 1.0000 −0.0527 −0.0588 −0.0678 −0.0542
−0.0422 −0.3641 −0.0527 1.0000 −0.0630 −0.0586 −0.0551
−0.0577 −0.3506 −0.0588 −0.0630 1.0000 −0.0387 −0.0325
−0.0362 −0.3605 −0.0678 −0.0586 −0.0387 1.0000 −0.0511
−0.0671 −0.3455 −0.0542 −0.0551 −0.0325 −0.0511 1.0000

Cas a` 8 sources :
θ=[1 20 1 1 1 1 1 1]
CC =

1.0000 −0.3371 −0.0443 −0.0300 −0.0200 −0.0728 −0.0270 −0.0377
−0.3371 1.0000 −0.3237 −0.3113 −0.3319 −0.2909 −0.3599 −0.3248
−0.0443 −0.3237 1.0000 −0.0706 −0.0410 −0.0620 −0.0169 −0.0508
−0.0300 −0.3113 −0.0706 1.0000 −0.0367 −0.0603 −0.0354 −0.0336
−0.0200 −0.3319 −0.0410 −0.0367 1.0000 −0.0559 −0.0214 −0.0581
−0.0728 −0.2909 −0.0620 −0.0603 −0.0559 1.0000 −0.0454 −0.0404
−0.0270 −0.3599 −0.0169 −0.0354 −0.0214 −0.0454 1.0000 −0.0413
−0.0377 −0.3248 −0.0508 −0.0336 −0.0581 −0.0404 −0.0413 1.0000

Cas a` 9 sources :
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θ=[1 20 1 1 1 1 1 1 1]
CC =

1.0000 −0.2832 −0.0511 −0.0538 −0.0420 −0.0586 −0.0464 −0.0347 −0.0468
−0.2832 1.0000 −0.2994 −0.2800 −0.3135 −0.2705 −0.2763 −0.3205 −0.2821
−0.0511 −0.2994 1.0000 −0.0562 −0.0376 −0.0588 −0.0535 −0.0181 −0.0455
−0.0538 −0.2800 −0.0562 1.0000 −0.0268 −0.0511 −0.0621 −0.0591 −0.0462
−0.0420 −0.3135 −0.0376 −0.0268 1.0000 −0.0453 −0.0449 −0.0387 −0.0361
−0.0586 −0.2705 −0.0588 −0.0511 −0.0453 1.0000 −0.0640 −0.0289 −0.0637
−0.0464 −0.2763 −0.0535 −0.0621 −0.0449 −0.0640 1.0000 −0.0368 −0.0578
−0.0347 −0.3205 −0.0181 −0.0591 −0.0387 −0.0289 −0.0368 1.0000 −0.0309
−0.0468 −0.2821 −0.0455 −0.0462 −0.0361 −0.0637 −0.0578 −0.0309 1.0000

Dans la deuxie`me expe´rimentation du Test 2, nous avons teste´ notre me´thode sur une image
contenant M − 2 sources peu corre´le´es entre elles. Pour la cre´ation de ces sources, nous avons
utilise´ une distribution de Dirichlet, dont les parame`tres (choisis expe´rimentalement), note´s θm,
sont pre´sente´s ci-dessous. Nous de´taillons e´galement au niveau de la matrice CC, les coefficients
de corre´lation entre chacune des sources, relatives a` chacune des images artificielles utilise´es et
obtenues en faisant varier le nombre de sources entre 3 et 9 :
Cas a` 3 sources :
θ=[3, 30, 9]
CC =
 1.0000 −0.4699 −0.1101−0.4699 1.0000 −0.8257
−0.1101 −0.8257 1.0000

Cas a` 4 sources :
θ=[3 30 9 1]
CC =

1.0000 −0.3842 −0.1928 −0.0734
−0.3842 1.0000 −0.7394 −0.2859
−0.1928 −0.7394 1.0000 −0.0909
−0.0734 −0.2859 −0.0909 1.0000

Cas a` 5 sources :
θ=[3 30 9 1 1]
CC =

1.0000 −0.4060 −0.1172 −0.0749 −0.0648
−0.4060 1.0000 −0.6863 −0.2569 −0.2687
−0.1172 −0.6863 1.0000 −0.0937 −0.0964
−0.0749 −0.2569 −0.0937 1.0000 −0.0319
−0.0648 −0.2687 −0.0964 −0.0319 1.0000

Cas a` 6 sources :
θ=[3 30 9 1 1 1]
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CC =

1.0000 −0.3923 −0.1393 −0.0459 −0.0475 −0.0644
−0.3923 1.0000 −0.6157 −0.2361 −0.2737 −0.2273
−0.1393 −0.6157 1.0000 −0.1084 −0.0701 −0.1038
−0.0459 −0.2361 −0.1084 1.0000 −0.0414 −0.0615
−0.0475 −0.2737 −0.0701 −0.0414 1.0000 −0.0300
−0.0644 −0.2273 −0.1038 −0.0615 −0.0300 1.0000

Cas a` 7 sources :
θ=[3 30 9 1 1 1 1]
CC =

1.0000 −0.3607 −0.1305 −0.0304 −0.0653 −0.0532 −0.0397
−0.3607 1.0000 −0.5480 −0.2276 −0.2628 −0.2452 −0.2460
−0.1305 −0.5480 1.0000 −0.1332 −0.0800 −0.1138 −0.1105
−0.0304 −0.2276 −0.1332 1.0000 −0.0080 −0.0412 −0.0314
−0.0653 −0.2628 −0.0800 −0.0080 1.0000 −0.0129 −0.0372
−0.0532 −0.2452 −0.1138 −0.0412 −0.0129 1.0000 −0.0089
−0.0397 −0.2460 −0.1105 −0.0314 −0.0372 −0.0089 1.0000

Cas a` 8 sources :
θ=[3 30 9 1 1 1 1 1]
CC =

1.0000 −0.3381 −0.1310 −0.0443 −0.0290 −0.0701 −0.0496 −0.0442
−0.3381 1.0000 −0.5184 −0.2190 −0.2428 −0.2163 −0.2452 −0.2236
−0.1310 −0.5184 1.0000 −0.1067 −0.0913 −0.0991 −0.0854 −0.1059
−0.0443 −0.2190 −0.1067 1.0000 −0.0316 −0.0170 −0.0418 −0.0286
−0.0290 −0.2428 −0.0913 −0.0316 1.0000 −0.0431 −0.0051 −0.0326
−0.0701 −0.2163 −0.0991 −0.0170 −0.0431 1.0000 −0.0258 −0.0248
−0.0496 −0.2452 −0.0854 −0.0418 −0.0051 −0.0258 1.0000 −0.0219
−0.0442 −0.2236 −0.1059 −0.0286 −0.0326 −0.0248 −0.0219 1.0000

Cas a` 9 sources :
θ=[3 30 9 1 1 1 1 1 1]
CC =

1.0000 −0.3098 −0.1435 −0.0387 −0.0342 −0.0462 −0.0549 −0.0418 −0.0682
−0.3098 1.0000 −0.4869 −0.2163 −0.2023 −0.2281 −0.2228 −0.2205 −0.1979
−0.1435 −0.4869 1.0000 −0.0893 −0.1036 −0.0841 −0.0841 −0.0858 −0.0881
−0.0387 −0.2163 −0.0893 1.0000 −0.0547 −0.0220 −0.0167 −0.0214 −0.0334
−0.0342 −0.2023 −0.1036 −0.0547 1.0000 −0.0299 −0.0392 −0.0438 −0.0250
−0.0462 −0.2281 −0.0841 −0.0220 −0.0299 1.0000 −0.0124 −0.0270 −0.0394
−0.0549 −0.2228 −0.0841 −0.0167 −0.0392 −0.0124 1.0000 −0.0315 −0.0493
−0.0418 −0.2205 −0.0858 −0.0214 −0.0438 −0.0270 −0.0315 1.0000 −0.0299
−0.0682 −0.1979 −0.0881 −0.0334 −0.0250 −0.0394 −0.0493 −0.0299 1.0000

Enfin, pour ce qui est du Test 3, nous de´taillons ci-dessous, au niveau de la matrice CC, les coeffi-
cients de corre´lation entre chacune des sources conside´re´es. Pour rappel, les sources utilise´es dans





1.0000 −0.2707 −0.0909 −0.1904 −0.0547 −0.1897 −0.0755 −0.2204
−0.2707 1.0000 −0.1105 −0.2365 −0.1218 −0.2876 −0.1029 −0.3328
−0.0909 −0.1105 1.0000 −0.0791 −0.0168 −0.0935 −0.0062 −0.0931
−0.1904 −0.2365 −0.0791 1.0000 −0.0809 −0.1976 −0.0672 −0.2420
−0.0547 −0.1218 −0.0168 −0.0809 1.0000 −0.0529 −0.0048 −0.0903
−0.1897 −0.2876 −0.0935 −0.1976 −0.0529 1.0000 −0.0356 −0.0265
−0.0755 −0.1029 −0.0062 −0.0672 −0.0048 −0.0356 1.0000 −0.0774
−0.2204 −0.3328 −0.0931 −0.2420 −0.0903 −0.0265 −0.0774 1.0000

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concernant le Test 4
Nous pre´sentons dans cette annexe, les cartes de fractions d’abondance estime´es par l’ap-
proche propose´e, en utilisant la me´thode N-ICA.
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Figure B.1 – Cartes estime´es avec modifICA-NMF pour le Test 4 (incluant N-ICA).
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Annexe C
De´monstration de la validite´ du
crite`re bi-source de la me´thode
BiS-Corr
Dans cette partie du manuscrit, on va finir de prouver la validite´ du crite`re de de´tection
de zones bi-sources utilise´ dans la premie`re e´tape de BiS-Corr. En effet, pour une observation
donne´e (la `e`me bande spectrale, par exemple), et un e´chantillon donne´ (c.a`.d. pour un pixel donne´
n), nous avons vu pre´ce´demment que le mode`le de me´lange s’e´crit (quel que soit le nombre de




r`mfm(n) ∀n ∈ {1 · · ·N} , et ` ∈ {1 · · ·L} . (C.1)
En utilisant la contrainte de somme a` un (5.7), on peut faire disparaˆıtre une des sources (parmi
les M conside´re´es dans le me´lange). L’indice de cette dernie`re est note´ “m0”, et on rappelle par la
meˆme occasion queM0 est l’ensemble des indices de toutes les autres sources. Comme de´montre´




(r`m − r`m0)f¯m(Ω), (C.2)
ou` le vecteur colonne x¯`(Ω) contient toutes les valeurs des pixels centre´s x¯`(n) dans la zone




(rpm − rpm0)f¯m(Ω). (C.3)
On s’inte´resse dans cette annexe C, au cas ou` plus de deux sources sont actives au niveau de la
zone d’analyse Ω conside´re´e. Conforme´ment a` ce qui a e´te´ pre´sente´ plus haut,M0 contient donc
au moins deux sources actives. Plus pre´cise´ment, on s’inte´resse aux vecteurs de sources f¯m(Ω)
diffe´rents de ze´ro (avec m ∈M0).
Supposons que le crite`re utilise´ pour la de´tection de cette zone d’analyse est ve´rifie´, c.a`.d :
|ρx`xp(Ω)| = 1, ∀`, p = {1 · · ·L} et ` > p. (C.4)
Dans ce cas, pour chacune des bandes ` et p, les vecteurs x¯`(Ω) et x¯p(Ω) sont line´airement
de´pendants (voir (5.22)). Ainsi, en supposant que ces derniers vecteurs sont non nuls :
∃α`p, x¯`(Ω) = α`px¯p(Ω). (C.5)
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En combinant (C.5) avec (C.2) et (C.3), on obtient :∑
m∈M0
(∆r`m − α`p∆rpm)f¯m(Ω) = 0, (C.6)
avec ∆r`m = r`m− r`m0 ∀m ∈M0 (de meˆme pour la bande p, ∆rpm = rpm− rpm0). L’hypothe`se
6 implique alors que tous les coefficients de (C.6) sont nuls, c.a`.d. :
∆r`m = α`p∆rpm, ∀`, p = {1 · · ·L} , ` > p, et m ∈M0. (C.7)
Ainsi, toutes les colonnes m, avec m ∈ M0, de la matrice d’e´cart de re´flectances, avec des
indices correspondant aux indices des vecteurs centre´s f¯m(Ω) non-nuls seraient coline´aires. Ce
qui implique une contradiction dans notre de´monstration en raison de l’hypothe`se 7. Ainsi,
la condition de de´tection (C.4) ne peut pas eˆtre verifie´e pour cette configuration.
142
Annexe D
Variante de la me´thode BiS-Corr
Nous pre´sentons dans cette annexe une nouvelle variante de la me´thode BiS-Corr appele´e
BiS-Corr-2. Plus pre´cise´ment, il s’agit de pre´senter une nouvelle manie`re de classifier les para-
me`tres des droites engendre´es par les zones bi-sources pre´sentes dans l’image. Pour cela, nous
commenc¸ons par un bref rappel des objectifs souhaite´s ainsi que le mode`le de me´lange utilise´.
Puis nous abordons la partie lie´e aux modifications apporte´es. Enfin nous pre´sentons quelques
re´sultats de tests effectue´s en comparaison avec la version initiale pre´sente´e dans le Chapitre 5
de ce manuscrit.
D.1 Rappels
Tout comme la me´thode BiS-Corr, de´taille´e au niveau de la Section 5.3 du Chapitre 5,
l’objectif a` atteindre est l’estimation de la matrice de me´lange et les sources pre´sentes dans
l’image e´tudie´e. Pour rappel, le me´lange conside´re´ est de type line´aire, c.a`.d. apre`s vectorisation
des dimensions spatiales, on peut exprimer la re´flectance non-ne´gative observe´e dans la `e`me




r`mfm(n) ∀n ∈ {1 · · ·N} , ` ∈ {1 · · ·L} . (D.1)
De meˆme, on rappelle les contraintes de non-ne´gativite´ et d’additivite´ suivantes :
fm(n) ≥ 0, ∀ m ∈ {1 · · ·M}n ∈ {1 · · ·N} , (D.2)
M∑
m=1
fm(n) = 1, ∀n ∈ {1 · · ·N} . (D.3)
Pre´ce´demment, nous avons de´taille´ dans la premie`re e´tape de la me´thode initiale (Section
5.3 du Chapitre 5) comment de´terminer, a` partir d’une image, les zones d’analyse ou` seulement
deux mate´riaux purs sont actifs et ce, a` l’aide d’un crite`re base´ sur la corre´lation. Ces zones
repre´sentent les zones bi-sources recherche´es.
Puis dans une deuxie`me e´tape nous avons de´taille´ le moyen d’identification des colonnes de
la matrice de me´lange. Pour rappel, cette e´tape est compose´e des trois parties suivantes : (1)
estimation des parame`tres des droites dans un espace a` L dimensions (relatives a` chaque zone bi-
source), (2) classification de ces parame`tres estime´s, et enfin, (3) calcul de la distance minimale
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entre ces droites.
Enfin, l’extraction des sources recherche´es est effectue´e a` l’aide d’une me´thode des moindres
carre´s avec contrainte de non-ne´gativite´.
D.2 Description de la nouvelle variante BiS-Corr-2
Nous nous proposons de de´tailler dans cette section une variante de la me´thode de SAS
de´crite dans le Chapitre 5 de ce manuscrit. Pour cette nouvelle version nous utilisons les meˆmes
hypothe`ses que dans la me´thode initiale, le meˆme parame`tre de de´tection de zone bi-source,
ainsi que la meˆme me´thode d’extraction des sources. La structure ge´ne´rale de cette variante est
e´galement similaire a` celle de BiS-Corr, a` savoir :
– De´tection de toutes les zones d’analyse bi-sources, disponibles au niveau de l’image consi-
de´re´e (observation).
– Identification de la matrice de me´lange.
– Extraction des sources recherche´es (les fractions d’abondance).
La nouvelle variante que nous introduisons ici est diffe´rente par rapport a` la version initiale
au niveau des deux premie`res e´tapes. En effet, au niveau de la premie`re e´tape de cette nouvelle
version, nous utilisons l’e´tape I et les deux premie`res parties de l’e´tape II de la me´thode initiale.
En d’autres termes, l’estimation des parame`tres d’une droite, avec la proce´dure de´taille´e dans
le Chapitre 5, est re´alise´e dans l’e´tape de de´tection de zones bi-sources. Ainsi nous obtenons un
couple de vecteurs, a` L dimensions, u∗ (le vecteur directeur) et d∗ (un point de la droite) pour
chaque zone bi-source de´tecte´e. Nous visons donc, en sortie de cette e´tape, l’estimation d’un seul
couple (u∗,d∗) pour chaque paire de sources. Pour ce faire, et apre`s re´-organisation de chaque
couple estime´ (u∗,d∗) dans un vecteur global, nous classons ces derniers vecteurs en utilisant
successivement chacun d’eux comme suit :
Apre`s avoir affecte´ le premier vecteur a` une premie`re classe note´e “classe-1”, nous calculons
l’angle spectral 21 entre le vecteur attribue´ a` cette classe et celui correspondant a` la prochaine
zone bi-source de´tecte´e. Si l’angle spectral est infe´rieur a` un seuil (fixe´ expe´rimentalement), nous
comparons la valeur du crite`re de de´tection pour chacune des zones conside´re´es et attribuons
le vecteur, correspondant a` la meilleure zone bi-source, a` cette premie`re classe. Dans le cas
contraire, une nouvelle classe est cre´e´e (“classe-2”) et nous y attribuons le deuxie`me vecteur.
Ensuite, nous comparons le vecteur correspondant a` la prochaine zone bi-source avec les vec-
teurs attribue´s a` chacune des classes existantes. Chaque vecteur teste´ est affecte´ a` la classe la
plus proche en terme d’angle spectral et e´galement en tenant compte de la valeur du crite`re de
de´tection de la zone bi-source conside´re´e. Pour eˆtre plus pre´cis, et contrairement a` l’approche
initiale, le nouveau vecteur retenu (avec une meilleure valeur du crite`re de de´tection) e´crase
le vecteur pre´ce´dent pour la meˆme classe. Dans le cas contraire, en l’occurence lorsque l’angle
spectral est supe´rieur au seuil fixe´, le vecteur en question de´finit une nouvelle classe, et ainsi de
suite, pour toutes les autres classes.
Cette nouvelle configuration nous permet d’avoir en sortie de la premie`re e´tape de la me´thode
un seul couple (u∗,d∗) pour chaque paire de sources. En d’autres termes, nous obtenons en plus
de la de´tection des zones bi-sources, une classification efficace de ces zones, en tenant compte
21. L’angle spectral est de´fini dans (4.28). Dans ce cas de figure, nous utilisons cette mesure afin de comparer
les vecteurs des parame`tres des droites.
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des parame`tres des droites correspondantes, permettant ainsi l’identification d’une seule droite
associe´e a` chaque paire de sources.
Nous somme maintenant en mesure de repre´senter chaque droite contenant les points lie´s a`
chaque classe, et ainsi d’estimer la distance minimale entre les diffe´rents couples de droites.
Cette ope´ration conside´re´e comme e´tant la deuxie`me e´tape de cette nouvelle version de la me´-
thode, correspond a` la dernie`re partie de la deuxie`me e´tape de la me´thode initiale. Pour plus de
de´tails concernant cette ope´ration (estimation de la distance minimale), ou bien celle relative a`
l’extraction des sources, il est possible de consulter la Section 5.3 du Chapitre 5.
Pour une ide´e plus ge´ne´rale de cette nouvelle version de la me´thode (BiS-Corr-2), un sche´ma
re´sumant les trois e´tapes est donne´ dans la figure D.1.
Figure D.1 – Re´sume´ des diffe´rentes e´tapes de la me´thode BiS-Corr-2.
Par ailleurs, et afin de permettre au lecteur de bien distinguer les modifications apporte´es
dans la me´thode initiale, nous proposons e´galement d’illustrer le sche´ma re´capitulatif de celle-ci
dans la figure D.2.
D.3 Re´sultats expe´rimentaux
Pour e´valuer les performances de la me´thode BiS-Corr-2, nous pre´sentons dans cette section
diffe´rents tests re´alise´s avec l’image hyperspectrale (simule´e), utilise´e dans le Test 3 du Chapitre
5 (voir figure 5.16).
Pour rappel, et afin de proce´der a` l’e´valuation quantitative des re´sultats des tests effectue´s,
nous avons utilise´, apre`s correction des permutations, deux crite`res de performances diffe´rents :
le NMSE (erreur quadratique moyenne normalise´e) pour les fractions d’abondance, et le SAM
(angle spectral) pour les spectres de re´flectance. Par ailleurs, nous rappelons que pour la plupart
des cas, la comparaison des me´thodes est re´alise´e sur la base des valeurs moyennes de SAM et
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Figure D.2 – Re´sume´ des diffe´rentes e´tapes de la me´thode initiale (BiS-Corr).
NMSE obtenues sur tous les endmembers.
Nous de´taillons dans un premier temps les re´sultats obtenus avec cette version de la me´thode
par rapport a` ceux fournis par la me´thode initiale (BiS-Corr). Nous pre´sentons par la suite les
re´sultats obtenus avec les deux versions de la me´thode en faisant varier la taille de la zone
d’analyse, puis nous re´alisons le meˆme type de test en faisant varier le pas de de´placement de
la zone d’analyse. Enfin nous comparons les re´sultats obtenus avec BiS-Corr-2 a` ceux obtenus
avec 2D-Corr-NLS, qui est de´taille´e dans la Section 3.4 du Chapitre 3.
L’application de la me´thode BiS-Corr-2 sur l’image conside´re´e a engendre´ de tre`s bons re´-
sultats, comme nous l’avons mis en avant dans les tableaux D.1 et D.2. Dans ces derniers, nous
pre´sentons les re´sultats nume´riques obtenus en utilisant : (a) BiS-Corr et (b) BiS-Corr-2. Dans
cette expe´rimentation, nous nous sommes limite´s a` ne comparer les re´sultats obtenus qu’avec
BiS-Corr, en raison des bons re´sultats obtenus par cette dernie`re par rapport aux me´thodes de
la litte´rature utilise´es dans le Test 3 du Chapitre 5.
TABLEAU D.1 – Comparaison des SAM obtenus, en utilisant : (a) BiS-Corr, (b) BiS-Corr-2.
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) moyenne
a 0, 04 0, 02 0, 08 0, 01 0, 01 0, 29 0, 21 0, 02 0, 07
b 0, 03 0, 01 0, 09 0, 02 0, 01 0, 09 0, 21 0, 03 0, 06
Les performances obtenues avec la nouvelle version sont le´ge`rement meilleures (en particulier
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TABLEAU D.2 – Comparaison des NMSE obtenus, en utilisant : (a) BiS-Corr, (b) BiS-Corr-2.
mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau mate´riau valeur
(1) (2) (3) (4) (5) (6) (7) (8) moyenne
a 0, 002 0, 003 0, 020 0, 004 0, 003 0, 007 0, 008 0, 003 0, 006
b 0, 003 0, 004 0, 015 0, 003 0, 003 0, 010 0, 012 0, 001 0, 006
pour les spectres) que celles fournies par la me´thode initiale. Cette ame´lioration est principale-
ment due a` la modification du processus de classification, qui est base´ sur le choix de la meilleure
zone bi-source pour chacune des classes retenues, ce qui n’est pas le cas de la me´thode initiale.
La modification apporte´e a non seulement permis cette petite ame´lioration des performances,
mais aussi celle du temps de calcul qui passe de 6 secondes initialement a` 3 secondes dans la
nouvelle configuration. Ce premier test nous permet de conclure sur l’efficacite´ de BiS-Corr-2,
en particulier pour ce qui concerne la classification des parame`tres de droites engendre´es par les
meilleures zones bi-sources de´tecte´es. Par ailleurs, il est a` signaler que les tests effectue´s ont e´te´
obtenus avec des zones d’analyses Ω de 3 × 5 pixels. Pour ce qui est du crite`re de corre´lation
utilise´ au niveau de l’e´tape d’identification, il est e´galement a` signaler que le seuil choisi dans
cette e´tape a e´te´ fixe´ a` 0, 9665. Enfin, l’image e´tudie´e a e´te´ explore´e a` l’aide de zones d’analyse
recouvrantes par pas de un pixel.
Comme introduit plus haut, nous avons par ailleurs teste´ les deux versions de la me´thode
avec diffe´rentes tailles de zones d’analyse, a` savoir : 2 × 2 , 3 × 5 et 5 × 5 pixels. Les re´sultats
obtenus dans cette expe´rimentation sont de´taille´s dans le tableau D.3, dans lequel nous donnons
quelques informations relatives au nombre de zones bi-sources de´tecte´es, le nombre de droites
retenues, et enfin le nombre de sources estime´es, sachant que le nombre de sources contenues
dans l’image utilise´e est de 8. L’objectif principal de ce test est d’observer le comportement de
nos me´thodes en utilisant diffe´rentes tailles de zones d’analyse dans l’e´tape de de´tection.
TABLEAU D.3 – Analyse du comportement de nos me´thodes en fonction de la taille des zones
d’analyse : (a) BiS-Corr, (b) BiS-Corr-2.
taille seuil nombre nombre nombre
Ω crite`re de´tection zones bi-sources droites sources
a 2× 2 0, 994 315 17 5
b idem idem idem 16 7
a 3× 5 0, 9665 444 13 8
b idem idem idem idem idem
a 5× 5 0, 9 369 11 6
b idem idem idem idem 7
Au vu des informations pre´sente´es dans le tableau D.3, nous remarquons que la taille de
la zone d’analyse impacte grandement la de´tection des zones bi-sources, et donc le nombre de
sources estime´es. Nous remarquons dans le tableau D.3 que les meilleurs re´sultats (c.a`.d. les
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estimations des 8 sources recherche´es), sont obtenus en utilisant une zone d’analyse de 3 × 5
pixels, ce qui correspond a` une zone contenant 15 pixels adjacents. En effet, si la taille retenue
est trop petite, nous ne pouvons pas garantir la fiabilite´ du crite`re de corre´lation utilise´ pour
la de´tection des zones d’inte´reˆt. Par ailleurs, si la taille de la zone est relativement grande, on
risque de diminuer la probabilite´ de de´tecter les zones d’analyse ou` seulement deux mate´riaux
purs sont pre´sents (de 444 zones de´tecte´es dans le cas 3× 5 pixels a` 369 zones dans le cas 5× 5
pixels). Ceci explique la diminution du nombre de sources estime´es. Ces remarques sont valables
pour les deux versions de la me´thode.
Dans une autre expe´rience, nous analysons le comportement de nos me´thodes pour une
valeur plus e´leve´e que pre´ce´demment du pas de de´placement de la zone d’analyse. En d’autres
termes, l’image e´tudie´e a e´te´ ici explore´e a` l’aide de zones d’analyse adjacentes de 3× 5 pixels.
Pour rappel, nous avons utilise´ dans les pre´ce´dents tests des zones d’analyse recouvrantes, en
de´plac¸ant la zone conside´re´e par pas de un pixel. Les re´sultats obtenus sont donne´s dans le
tableau D.4.
TABLEAU D.4 – Analyse du comportement de nos me´thodes en utilisant des zones d’analyse
adjacentes : (a) BiS-Corr, (b) BiS-Corr-2.
taille de´placement seuil nombre nombre nombre
Ω Ω crite`re de´tection zones bi-sources droites sources
a 3× 5 3× 5 0, 8 45 13 3
b idem idem idem 44 19 4
Au vu des re´sultats pre´sente´s dans le tableau D.4, nous remarquons que les deux versions
de la me´thode n’arrivent pas a` determiner l’ensemble des sources pre´sentes dans l’image e´tudie´e
(c.a`.d. les 8 sources recherche´es). Ce constat n’est pas une surprise, car le de´placement de la zone
d’analyse par un pas correspondant a` la taille de cette zone, entraˆıne la re´duction des chances de
de´tection de zones bi-sources, ne´cessaires pour la suite de la me´thode (estimation des parame`tres
de droite, ...). Pour conclure, il est recommande´ de parcourir les donne´es e´tudie´es a` l’aide de
zones d’analyse recouvrantes, avec une pre´fe´rence pour les pas de de´placement de 1 pixel sur les
colonnes (et les lignes) ; c’e´tait en l’occurence le cas dans les premie`res expe´rimentations (voir
tableaux D.1 et D.3) ou` l’on obtient de bien meilleurs re´sultats.
Le dernier test re´alise´ consiste a` comparer les performances de BiS-Corr-2 avec celles de la
me´thode 2D-corr-NLS, qui est une me´thode base´e sur l’existence de zones mono-sources dans
une image de te´le´de´tection. Apre`s avoir teste´ cette me´thode sur l’image conside´re´e, nous n’avons
pu extraire que quatre sources parmi les huit pre´sentes dans l’image, alors que notre approche
estime avec de tre`s bonnes performances les huit sources recherche´es (voir tableau D.2). A cet
effet, nous n’avons pas juge´ utile de donner le de´tail relatif aux performances obtenues. Ce dernier
test prouve que l’hypothe`se d’existence de zones bi-sources permet une meilleure extraction et
est fonde´e sur une hypothe`se plus re´aliste que celle retenue dans la me´thode 2D-corr-NLS.
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Etude relative a` la conception d’une
base de donne´es
En plus des objectifs trace´s de`s le de´part de cette the`se, a` savoir le de´veloppement de me´-
thodes de SAS, il e´tait e´galement pre´vu de consacrer une partie de cette the`se aux moyens
d’acce´der a` tout un ensemble de “blocs de donne´es”, cense´s constituer une base de donne´es de
grande taille. En effet, afin de valider les me´thodologies propose´es, il est toujours ne´cessaire de
pouvoir effectuer des tests sur les donne´es traite´es. Au vu de la non disponibilite´ permanente de
celles-ci, il ne nous a pas e´te´ possible d’atteindre cet objectif.
Cependant, afin de pallier ce manquement, nous nous sommes limite´s principalement a` identifier
les e´le´ments d’informations caracte´risant les donne´es de te´le´de´tection et ce, dans la perspective
de ge´ne´rer une Base de Donne´es Relationnelle (BDR) 22. Les donne´es concerne´es par cette e´tude
peuvent eˆtre des images hyperspectrales d’une zone de la Terre, comme celles de´taille´es au niveau
du premier chapitre de ce manuscrit, ou e´ventuellement des images hyperspectrales astrophy-
siques relatives a` l’observation d’une zone du ciel a` diffe´rentes longueurs d’onde. Un instrument
susceptible de fournir des donne´es astrophysiques est le spectro-imageur MUSE (Multi-Unit
Spectroscopic Explorer) qui a e´te´ inte´gre´ au VLT (Very Large Telescope) au Chili vers la fin de
l’anne´e 2013, et dont les donne´es sont actuellement en cours de validation, et donc e´galement
indisponibles pour nos besoins.
Etant donne´ que notre the`se porte sur des applications de te´le´de´tection, nous nous sommes
limite´s a` ce stade a` mettre en place la structure ge´ne´rale lie´e aux entite´s et aux attributs pou-
vant eˆtre retenus pour la mise en œuvre d’une BDR de te´le´detection. Une telle base de donne´es
pourrait eˆtre utilise´e par l’ensemble de la communaute´ scientifique e´voluant dans le domaine,
et permettrait ainsi de re´soudre un grand proble`me lie´ au manque de donne´es, avec bien suˆr
une ve´rite´ terrain afin de valider les re´sultats des me´thodes de´veloppe´es, comme celles propose´es
dans le cadre de cette the`se.
Notre ide´e de mettre en place ce type de base de donne´es est inspire´e d’une autre base de
donne´es existante mais de´die´e a` l’astronomie, appele´e Sloan Digital Sky Survey (SDSS). Cette
dernie`re est alimente´e par les donne´es rec¸ues a` partir du te´lescope de 2,5 me`tres de diame`tre, de
l’Observatoire d’Apache Point situe´ dans les monts Sacramento, au Nouveau-Mexique (Etats-
Unis). L’instrument utilise´ a permis la re´alisation, apre`s plus d’une de´cennie d’observation, de
22. Une BDR permet l’organisation des donne´es sous forme de relations. L’exploitation de cette dernie`re est
re´alise´e a` l’aide d’un langage de´claratif, comme par exemple SQL (Structured Query Language).
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l’image la plus grande et la plus de´taille´e du ciel (couvrant 25 % du ciel) et a e´galement permis
l’enregistrement de plusieurs centaines de millions d’objets ce´lestes. Au de´but de son exploita-
tion, vers l’anne´e 2000, SDSS a enregistre´ plus de donne´es en quelques semaines que toutes les
donne´es collecte´es dans l’histoire de l’astronomie. A titre d’exemple, le te´lescope utilise´ dans ce
programme est capable d’enregistrer a` tout instant, environ 590 spectres diffe´rents, ou` chaque
spectre est lie´ a` un objet dans le ciel pouvant eˆtre un quasar, une galaxie ou bien une e´toile. Les
donne´es enregistre´es sont accessibles via Internet a` l’aide de plusieurs outils facilitant l’acce`s a` la
base de donne´es, ou` l’on peut soumettre des requeˆtes SQL (Structured Query Language). Pour
plus de de´tails concernant les diffe´rents outils disponibles dans cette base de donne´es ainsi que
les diffe´rentes versions de cette dernie`re (SDSS-I, II, III ou IV), il est possible de consulter le
site web de la SDSS appele´ “skyserver”23 (par exemple consulter une des dernie`res mises a` jour :
“data release 10”). Dans le skyserver, il est e´galement possible de consulter la partie relative
aux diffe´rentes requeˆtes SQL (par de´faut ou autre) propose´es pour pouvoir acce´der aux donne´es
recherche´es, qu’il s’agisse de spectres, d’images ou autres.
En nous basant donc sur SDSS, et tout particulie`rement sur les facilite´s propose´es pour y
acce´der, nous de´taillons dans la figure E.1, l’ensemble des informations (i.e. entite´s et liens)
caracte´risant les donne´es devant eˆtre e´tudie´es dans le domaine de l’observation de la Terre. Le
sche´ma contenant ces informations repose a` un premier niveau, sur des e´le´ments d’informations
caracte´risant une image, et a` un deuxie`me sur des informations caracte´risant un pixel.
Les informations pouvant caracte´riser une image sont repre´sente´es au niveau de la partie
(a) de la figure E.1. Dans cette partie, nous proposons de faire la distinction entre des images
synthe´tiques obtenues a` l’aide de bibliothe`ques spectrales (USGS ou autre), comme c’est le cas
des donne´es utilise´es dans la Section 5.4 du chapitre en cours (voir e´galement les tests effectue´s
dans le Chapitre 4), ou bien des images re´elles pour lesquelles une ve´rite´ terrain serait disponible,
avec la possibilite´ de stocker des images issues de capteurs diffe´rents (AVIRIS, SPOT ...). Par
ailleurs, il a e´te´ e´galement possible de diviser les images retenues en nous basant sur le mode`le de
me´lange pouvant eˆtre applique´ ; comme aborde´ dans le Chapitre 3, ce mode`le peut eˆtre line´aire
ou non-line´aire. Enfin, nous proposons d’inclure dans cette partie du sche´ma une entite´ relative
a` la qualite´ de l’image (i.e. envisager le choix entre diffe´rents niveaux de bruit).
En fonction du besoin et des applications les plus utilise´es, nous proposons par ailleurs, de relier
l’entite´ relative au type de l’image recherche´e aux entite´s relatives a` la taille de l’image ainsi que
celle lie´e au nombre de bandes spectrales. Cette dernie`re entite´ nous donne le choix, comme illus-
tre´ dans la figure E.1, entre la mise a` disposition d’images multispectrales ou hyperspectrales,
et permet e´galement d’ouvrir un lien a` diffe´rents niveaux d’informations comme par exemple, la
re´solution spatiale, spectrale ou temporelle des images conside´re´es et ce, dans l’objectif d’englo-
ber un large e´ventail d’applications.
Quant aux informations lie´es au pixel d’une image, qu’on repre´sente dans la partie (b) de la
figure E.1, il est possible de proce´der a` une classification en fonction du nombre de mate´riaux
conside´re´s dans les pixels. L’entite´ propose´e pourrait, par exemple, eˆtre utile pour valider des
me´thodes de la meˆme cate´gorie que celle propose´e dans ce chapitre. Nous pouvons aussi, selon
la the´matique e´tudie´e, proce´der a` une classification en fonction de la structure des pixels de
l’image, celle-ci pouvant eˆtre simple ou complexe (zones agricoles, zones urbaines, ...). On peut
enfin inclure, en fonction des applications les plus utilise´es, diffe´rents niveaux d’informations
23. http ://www.sdss.org/data/
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comme par exemple le type de mate´riaux conside´re´s (naturels ou artificiels), et ainsi de suite de
manie`re a` couvrir l’ensemble des applications de´veloppe´es par la communaute´ scientifique.
(a)
(b)
Figure E.1 – Ele´ments d’informations ne´cessaires a` la conception et la mise en œuvre d’une
BDR : (a) informations caracte´risant une image, (b) informations caracte´risant un pixel.
Comme aborde´ au de´but de cette annexe, le principal re´sultat recherche´ au cours de cette
e´tude a e´te´ la mode´lisation de l’ensemble des informations caracte´risant une image et un pixel
de te´le´de´tection et ce, dans l’objectif de structurer une BDR. Le sche´ma propose´ (figure E.1)
repre´sente une e´tape majeure dans la conception d’une telle base de donne´es ; ainsi, il serait
d’une grande utilite´ pour la communaute´ scientifique de rassembler les efforts consentis dans
ce tre`s vaste domaine qu’est la te´le´de´tection pour enrichir cette proposition et proce´der a` la
deuxie`me phase de la conception d’une BDR, a` savoir la phase relative aux relations existant
entre les diffe´rentes entite´s retenues dans le sche´ma propose´.
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Re´sume´
Nous proposons dans le cadre de cette the`se, de nouvelles me´thodes de se´paration aveugle
de me´langes line´aires instantane´s pour des applications de te´le´de´tection.
La premie`re contribution est fonde´e sur la combinaison de deux grandes classes de me´thodes
de Se´paration Aveugle de Sources (SAS) : l’Analyse en Composantes Inde´pendantes (ACI), et la
Factorisation en Matrices Non-ne´gatives (NMF). Nous montrons comment les contraintes phy-
siques de notre proble`me peuvent eˆtre utilise´es pour e´liminer une partie des inde´terminations
lie´es a` l’ACI et fournir une premie`re approximation des spectres de endmembers et des fractions
d’abondance associe´es. Ces approximations sont ensuite utilise´es pour initialiser un algorithme
de NMF, avec pour objectif de les ame´liorer. Les re´sultats obtenus avec notre me´thode sont
satisfaisants en comparaison avec les me´thodes de la litte´rature utilise´es dans les tests re´alise´s.
La deuxie`me me´thode propose´e est fonde´e sur la parcimonie ainsi que sur des proprie´te´s ge´o-
me´triques. Nous commenc¸ons par mettre en avant quelques proprie´te´s facilitant la pre´sentation
des hypothe`ses conside´re´es dans cette me´thode, puis nous mettons en lumie`re les grandes lignes
de cette dernie`re qui est base´e sur la de´termination des zones bi-sources contenues dans une
image de te´le´de´tection, ceci a` l’aide d’un crite`re de corre´lation. A partir des intersections des
droites ge´ne´re´es par ces zones bi-sources, nous de´taillons le moyen d’obtention des colonnes de
la matrice de me´lange et enfin des sources recherche´es. Les re´sultats obtenus, en comparaison
avec plusieurs me´thodes de la litte´rature sont tre`s encourageants puisque nous avons obtenu les
meilleures performances.
Mots-cle´s: Images (multi) hyperspectrales, te´le´de´tection, Se´paration Aveugle de Sources (SAS),
De´me´lange spectral, mode`le de me´lange line´aire, Analyse en Composantes Inde´pendantes (ACI),
Factorisation en Matrices Non-ne´gatives (NMF), Analyse en Composantes Parcimonieuses (ACPa).
Abstract
Within this thesis, we propose new blind source separation (BSS) methods intended for
instantaneous linear mixtures, aimed at remote sensing applications.
The first contribution is based on the combination of two broad classes of BSS methods :
Independent Component Analysis (ICA), and Non-negative Matrix Factorization (NMF). We
show how the physical constraints of our problem can be used to eliminate some of the indeter-
minacies related to ICA and provide a first approximation of endmembers spectra and associated
sources. These approximations are then used to initialize an NMF algorithm with the goal of
improving them. The results we reached are satisfactory as compared with the classical methods
used in our undertaken tests.
The second proposed method is based on sparsity as well as on geometrical properties. We
begin by highlighting some properties facilitating the presentation of the hypotheses considered
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in the method. We then provide the broad lines of this approach which is based on the deter-
mination of the two-source zones that are contained in a remote sensing image, with the help of
a correlation criterion. From the intersections of the lines generated by these two-source zones,
we detail how to obtain the columns of the mixing matrix and the sought sources. The obtained
results are quite attractive as compared with those reached by several methods from literature.
Keywords: (multi) hyperspectral images, remote sensing, Blind Source Separation (BSS), spec-
tral unmixing, linear mixing model, Independent Component Analysis (ICA), Non-negative Ma-
trix Factorization (NMF), Sparse Component Analysis (SCA).
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