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ABSTRACT
As the ripple-effects of a changing climate shape our planet, understanding
relationships between agriculture and climate change is critical. With agricultural
practices shaping soils on over a third of the earth’s land surface, the soils and lands
where food is produced are integral grounds for examining these relationships. While not
all humans practice agriculture in similar or damaging ways, nevertheless, dominant
agricultural practices are displacing beings and ecosystems and perturbing global nutrient
cycles across the planet. These entwined imbalances of dominance and nutrients result in
flows of excess nitrogen, phosphorus, and carbon that are responsible for nearly threefourths of the eutrophication of global waters and 12% of the greenhouse gas emissions
driving climate change. Yet, some agricultural practices can help mitigate these negative
impacts while supporting food cultivation. This dissertation endeavors to contribute
important understandings of agricultural practices and their effects on soil and nutrient
flows in three ways. First, an assessment of scientific evidence for climate change
adaptation and mitigation reveals a potentially worrying lack of robust evidence for
synergies between the two objectives, along with a narrow focus on productivist
outcomes. Second, a three-year field experiment measuring nutrient flows from dominant
agricultural systems in the Northeastern United States reveals the complication that some
soil practices implemented for reducing nutrient runoff emit more greenhouse gases.
Third, the use of emerging technologies reveals new ways to both monitor difficult-tomeasure greenhouses gases and to consider the roles of technology in mediating nutrient
flows. Agricultural practices shape logics that in turn shape technologies and practices,
and thus these examinations together deepen understandings of agricultural relationships
that are particularly important for climate change mitigation.
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CHAPTER 1: SHAPINGS OF SOIL
1.1 Grounding Agriculture
Soils are integral grounds for examining relationships between agriculture and
climate change. Agricultural practices shape soils on over one third of the earth’s land
surface [1,2], with humans manipulating these soils and the flows of nutrients therein to
cultivate plant and animal beings for food, fiber, medicine, fuel, culture, aesthetics,
enjoyment, and money. While humans are not unique among living beings in shaping
soils for cultivation [3] and not all humans practice agriculture in similar or damaging
ways, nevertheless, dominant agricultural practices are degrading ecosystems and
perturbing global nutrient cycles across the planet [4,5].
Food is crucially important for supporting and nourishing human existence – and
with nearly 9% of the human population food insecure [6], increasing food production is
both an understandable and important objective. However, entwined imbalances of
dominance and nutrients have resulted in humans and livestock far outmassing all other
mammals with subsequent displacements and extinctions of many beings [7,8]. Further,
flows of excess nitrogen, phosphorus, and carbon from agriculture are responsible for
nearly three-fourths of the eutrophication of global waters [9] and 12% of the greenhouse
gas emissions driving climate change [10]. With much at stake, the study of soils
provides critical spaces for examining the agricultural relationships that underpin the
increasingly globalized systems of human existence. Assessing nutrient flows brings to
the surface questions of intention, impact, and care [11,12], all critical for imagining and
enacting more just and ecological worlds [13].
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1.2 Agricultural Technology
Agriculture, the systematic process of cultivating plants and animals, is
technology – as are the practices, tools, algorithms, and institutional forces that support
such activities [14]. The manipulation of living beings and their genetics, soils and their
flows of nutrients, and indeed entire ecosystems to produce food has always been a
technological feat. Technologies are coproduced alongside the knowledges, values, and
social relations of the societies in which they exist [15]. Thus, although most often
dominated by technical aspects, the study of agricultural technology must also consider
relationships within social and political systems.
From the domestication of the first grains to Holstein cows that produce 72,000
pounds of milk per year, as agricultural technologies have become more powerful both
their rate of implementation and their impacts on landscapes have grown too. Major
production gains resulting from cumulative and ongoing technological shifts likely
produce more food today than is needed to feed the current population [16]. Despite this,
food insecurity and malnutrition remain, indicating a need to critically consider a broader
range of technologies, institutions and practices which allocate essential resources – not
simply produce them [17]. These institutions and practices, and agricultural technologies
generally, are shaped by the values of dominant society which currently prioritizes
economic growth and profit, often at the expense of well-being [18]. This may help
explain why, even as agricultural technologies increase production, they have not resulted
in food for all humans. From monitoring soils to enabling the entrenchment of corporate
power, agricultural technology is inherently political.
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1.3 Climate Change
Coproduced systems of agriculture and society are also shaped by the
environment. These systems are embedded in lands, waters, and processes of earth – the
cycles of nutrients, and shifts in weather and climate. With agricultural production being
greatly altered by changes in precipitation and temperature, agricultural systems are
highly vulnerable to climate change [19,20]. Many food-producing regions around the
world are already experiencing changes in climate that are projected to continue, with
potentially dramatic negative impacts on agriculture [21]. With agricultural activities
vital to sustaining roughly 7.8 billion people, much important attention has been focused
on understanding and supporting shifts towards agricultural practices that have the
potential to significantly buffer negative impacts of climate change [22].
Yet even as the effects of climate change shape agricultural lands and
technologies, the nutrient flows and cycles that largely govern climate are, in turn, shaped
by agriculture. Agricultural activities affect biogeochemical processing of carbon and
nitrogen, mediating the emissions of climate-altering greenhouse gasses which then
threaten these very same activities. Of the 12% of global anthropogenic greenhouse gas
emissions from agriculture [10], 69% of anthropogenic nitrous oxide (N2O) emissions – a
particularly potent gas with a global warming potential (GWP) 265-298 times that of CO2
[23,24]. Agricultural soils are responsible for 92% of these emissions, particularly with
the addition of nitrogen from fertilizer and manure spurring microbial processes of
nitrification and denitrification [25]. With the negative effects of climate change
reverberating across the planet, many global, national, and regional priorities include
lofty objectives of reducing emissions – including setting national determined
3

contributions in accordance with the Paris Climate Agreement [26]. Although
challenging to incorporate due to the difficulties in monitoring agricultural GHG
emissions, agricultural practices have nevertheless been identified as key for reducing
emissions and helping to meet mitigation targets [27].
1.4 Examining Relationships Between Agriculture and Climate
Thus, agriculture is both affected by and contributes to climate change – and some
agricultural practices can assist with reducing the harm of both. Given the significant
importance of producing food and addressing climate change, climate change adaptation
and mitigation are increasingly dual objectives of agricultural research, action, and policy
[28-30]. To support agricultural relationships that help to mitigate climate change, this
dissertation presents three examinations of agriculture-climate relationships, focusing on
agricultural practices and nutrient flows.
The first examination, Chapter 2 of this dissertation, assesses recent scientific
publications which reported on agricultural practices and made claims as to whether these
practices supported both climate change adaptation and mitigation. In addition to
assessing the evidence for synergies and tradeoffs and finding a lack of robust evidence
for synergies between the two objectives, this second chapter reveals a focus on increases
in agricultural production as the predominant and largely unexamined metric used for
climate change adaptation. This is particularly concerning when put into dialogue with
broader, dominant systems – as these social systems are shaping the agricultural
technologies which are affecting climate change. These systems have been widely
critiqued for their prioritization of growth and profit – logics that have largely led to
extractive activities across all sectors, driving climate change [31,32]. Often,
4

technological solutions arising from within these systems continue to center the same
damaging goals of economic growth and profit [33]. Many agricultural technologies are
aimed at decreasing environmental damage per unit of food produced. While these
practices may support farms in being more resource efficient, these gains are also often
overshadowed by the macro-scale economic growth that increasing agricultural
productivity enables [34,35].
The second examination, Chapter 3 of this dissertation, compares nutrient flows
from practices being implemented to improve water quality within dominant agricultural
systems in the Northeastern United States. A three-year field experiment measuring
nutrient runoff and greenhouse gas emissions reveals that some of these water quality
best practices may negatively affect climate change by increasing greenhouse gas
emissions. This lends further empirical evidence to the ecological complexities of
agricultural systems, and the potential unintended negative effects that can occur when
managing for only one outcome. A plurality of objectives is necessary, yet difficult under
society’s systems and policy goals which push agricultural practices to be increasingly
bureaucratically legible [36]. While simplifying the concepts and implementation of
‘best’ management practices helps to make them easier to support, this simplification
may also be undermining the original philosophy of understanding and supporting suites
of practices that encourage ecological flourishing [37]. As Chapter 3 shows, practices
supporting ecological flourishing may look very different depending on the ecological
focus, and even with a single objective (e.g., water quality) these practices may be very
different in different production systems and on different farms, even within 20km of
each other. This should give us pause to the mode of blanket-implementation of practices
5

and technologies that may (or may not) “solve” one challenge while making other
outcomes worse, all to allow for the continued profit-driven production inherent under
our current societal systems. Perhaps it is not possible to simply apply one technological
fix to support all the objectives desired (climate change adaptation and mitigation, water
quality) – and deeper system changes are needed for just transitions to less extractive
modes of production [38].
The third examination, Chapter 4 of this dissertation, investigates the use of
emerging technologies, revealing new ways to monitor difficult-to-measure greenhouse
gases, while also providing ways to consider the differing facets and roles of technology
within relationships between agriculture and climate. This chapter develops the use of
drones for measuring agricultural greenhouse gas emissions and demonstrates the
promising outcomes of collecting these important data. Yet from this examination, it is
also clear that while developing the tools to collect more data is important, it is also
insufficient for mitigating climate change. Further, dominant societal systems are also
largely unjust – and uncritical uses of technology for addressing concerns of
environmental sustainability can be problematic. As Norton et al. eloquently note, even
those technologies designed to support sustainability often perpetuate unsustainability
and injustice [35]. Given the powerful role that technology plays in solving grand
challenges, even ostensibly eco-centric and justice-oriented ones such as climate change,
it is particularly important to remain careful and critical. Narratives of global solutions
and the need for utmost urgency may hold some truth when it comes to climate action,
but these same narratives are often used to maintain dominant, exploitative systems – as
articulated in the concept of CO2lonialism [39], where solutions to climate change result
6

in land grabs and human rights violations1. And indeed, technologies employed to
address climate change have had serious and detrimental socio-ecological repercussions
for local communities, often indigenous communities [40]. Technological innovation in
agriculture, with the increasing ability to accomplish tasks faster, more efficiently, and
with fewer humans with ‘eyes to acres’ [41], has the acute danger of reinforcing and
propagating logics that hold productivity and growth as supreme goals while reproducing
and perpetuating uneven and damaging power dynamics within societies.
Agricultural practices shape logics that in turn shape technologies and practices,
and thus these examinations together deepen understandings of agricultural relationships
that are particularly important for climate change mitigation.
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CHAPTER 2: REVIEWING THE EVIDENCE FOR CLIMATE CHANGE
ADAPTATION AND MITIGATION SYNERGIES IN AGRICULTURE
2.1 Abstract
Agricultural practices that both support climate change mitigation and facilitate
adaptation to a changing climate are critical for reducing greenhouse gas (GHG)
emissions while ensuring food security. While many claims are made regarding the
potential for a variety of agricultural practices to achieve synergies between mitigation
and adaptation in agriculture, the evidence remains mixed. To evaluate the evidence for
mitigation and adaptation synergies, we conducted a systematic review of peer-reviewed
literature that make claims about outcomes for both climate change adaptation and
mitigation in agriculture. Based on 87 articles identified, we show that synergistic
outcomes are claimed more frequently than tradeoffs for all practices, yet the evidence
was stronger for mixed and conflicting outcomes than for synergies. We also show
important gaps in the consideration and assessment of climate change adaptation and
mitigation objectives and outcomes. This review highlights the critical need for more
robust evidence and evaluation of agricultural adaptation and mitigation outcomes, and
the need to clarify the contexts of such results, to best direct much needed financial and
institutional support to policies and practices that promote synergistic outcomes and
avoid conflicting outcomes.
2.2 Introduction
Agroecosystems cover 38% of earth’s land surface and are vital to sustaining
roughly 7.8 billion people and are highly vulnerable to climate change. Indeed, a third of
the variability in agricultural productivity is driven by climate factors such as
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temperature, precipitation, and extreme weather events, and in specific locations, these
factors may account for up to 70% of the variability in production [1,2]. Many foodproducing regions around the world are already experiencing changes in climate that are
projected to continue, with potentially dramatic negative impacts on agriculture [3]. At
the same time, while not all agricultural practices similarly contribute to climate change,
agricultural activities are responsible for 10-12% of global anthropogenic greenhouse gas
emissions [5]. Importantly, there are agricultural adaptation practices that have the
potential to significantly buffer these negative impacts [4]. Thus, agriculture is affected
by, can assist with, and contributes to climate change. Given the significant impact of
climate change on agriculture and the need to meet the mitigation targets of the Paris
Agreement, climate change mitigation and adaptation are increasingly simultaneous
objectives of agricultural research and action as well as climate and development policy
[6-8].
The relationships between climate change mitigation and adaptation in agriculture
are not always clear. Nevertheless, “Climate-smart agriculture,” farming that enhances
climate change mitigation, adaptation, and productivity, has been widely promoted as a
technical solution to climate change [9,10]. As farmers, researchers, and policy-makers
seek to demonstrate and promote climate-relevant agricultural practices, claims are often
made that specific practices can deliver adaptation and mitigation synergies. While there
have been several reviews addressing linkages between climate change adaptation and
mitigation in agriculture, studies that comprehensively assess adaptation and mitigation
objectives and provide evidence for the ability of agricultural practices to support both
adaptation and mitigation outcomes remain limited [11-13]. Further, the evidence that is
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provided for assessing adaptation and mitigation outcomes is often not well substantiated,
and the evidence underlying claims of synergies remains simultaneously understudied
and open to necessary critique [14-16].
Here, we review claims of agricultural practices achieving both climate change
mitigation and adaptation outcomes and provide an assessment of the evidence of those
claims. We examine the peer-reviewed literature to address: (1) What agricultural
practices and climate change objectives are being assessed? (2) To what extent are
synergistic adaptation and mitigation outcomes claimed and how is evidence provided?
(3) How robust is the evidence for these claims and what does this evidence show? (4)
What are some of the gaps and uncertainties in the stated objectives, outcomes, and
evidence that need to be considered?
2.3 Methods
This review examines the scientific literature reporting claims of both climate
change mitigation and adaptation achieved through agricultural practices. We assess the
evidence for these claims and characterize the themes to provide a base for future work.
2.3.1. Literature Compilation
We compiled 87 peer-reviewed publications that provided claims of both climate
change mitigation and adaptation outcomes in agriculture from 2000-2018. Primarily, we
used the ISI Web of Knowledge search engine and the CGIAR Research Program on
Climate Change, Agriculture and Food Security (CCAFS) program publication databases,
as CCAFS is the primary international research program looking at both adaptation and
mitigation in developing countries and produces one of the largest bodies of emerging
agricultural climate adaptation and mitigation research.
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We compiled peer-reviewed publications from CCAFS’ Low-Emissions
Development (LED) program and Climate-Smart Agriculture (CSA) program publication
databases using the keywords “adaptation” and “mitigation” and using the ISI Web of
Knowledge (ISI WoK) search engine, selected using the keyword search string
“agricultur* AND adapt* AND mitigat* AND climate.” This yielded 1,147 publications,
which were then refined to 276 publications with additional keyword search strings
reflecting interactions among adaptation and mitigation outcomes: co-benefit* OR
cobenefit* OR conflict* OR synerg* OR tradeoff* OR trade-off* OR “adverse effect*”
OR “negative effect*” OR “positive effect*”. We further included articles based on
salient references and citations in the selected literature, as well as publications
recommended for inclusion by expert researchers working in this area and publications
that had been previously coded for adaptation and mitigation outcomes produced by
CCAFS (for full methods see [17]). These additional sources added 20 unique
publications, for a total of 296 publication that were reviewed for study eligibility.
Publications with no direct relevance for both climate change adaptation and
mitigation objectives in agriculture were removed based on title screening (49) and
abstract screening (86). The remaining 161 articles were read in full and subsequently
screened to ensure that the publications made claims regarding the achievement of both
climate change adaptation and mitigation objectives in agriculture. Eighty-seven
publications met these criteria and were comprehensively assessed for climate change
adaptation and mitigation claims and evidence.
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2.3.2. Conceptual Framework
Our goals were to characterize trends in the emergent body of agricultural climate
adaptation and mitigation literature and provide an in-depth review of the claims of and
evidence for synergistic or conflicting outcomes. To consistently assess how publications
considered and provided evidence for agricultural practices, adaptation and mitigation
objectives, and claims of outcomes, we developed a conceptual framework (see
Supplemental Information) and terminology. We examined how authors of a publication
provided evidence for the effects of an agricultural practice or set of practices for
contributions to climate change adaptation and mitigation objective(s). The authors’
conclusions are claims about adaptation and mitigation outcome(s) and their relationship.
Claims can reflect synergistic outcomes, which fulfill both adaptation and mitigation
objectives, conflicting outcomes, which do not fulfil both adaptation and mitigation
objectives, but show trade-offs, negative or adverse consequences between mitigation and
adaptation outcomes, or mixed outcomes, which contain both synergistic and conflicting
outcomes, either by considering several different adaptation and mitigation objectives
potentially fulfilled by a given agricultural practice, or by considering several different
agricultural practices for a given adaptation or mitigation objective.
For each publication, we assumed that claims are substantiated by evidence of the
effects of an agricultural practice or set of practices for contributions to both climate
change adaptation and mitigation objective(s). This evidence could be produced in three
ways: (1) use of empirical primary data (e.g., measured field data), (2) use of modelled
data, (3) use of secondary data or literature (e.g., synthesis of publications or case studies,
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citations from other literature). In some instances, claims were not substantiated, with no
evidence provided.
2.3.3. Coding and Claims
All 87 publications selected were coded for adaptation and mitigation
objective(s), agricultural practice(s), claim(s) of synergistic, mixed, or conflicting
outcomes and study characteristics (e.g., geographical region, scale of focus, main
methodological approach). We documented the evidence provided for claims and
assessed the robustness of that evidence. These results were compiled in a database that
allowed us to characterize trends and analyze the content of the publications.
For mitigation, we grouped objectives into two primary categories: those relating
to greenhouse gas (GHG) emissions; and those relating to carbon sequestration, with
secondary coding of GHG emissions avoidance or reduction and carbon sequestration in
either biomass or soil. For adaptation, we grouped objectives into four primary categories
based on FAOs’ Adaptation Framework [18]: 1. agricultural production, 2.
socioeconomic 3. institutions and policy and 4. natural resources and ecosystems. For
agricultural practices, we recorded the specific practices considered (317), and then
grouped these practices into four main categories with subcategories: soil and water
management (subcategories: tillage, fertilizer, other amendments, water and irrigation),
crop production (subcategories: post-harvest activities, diversification, seed/crop
diversification, timing alterations, intercropping and cover cropping), agroforestry
(subcategories: in livestock systems, in cropping systems, other) and livestock
management (subcategories: herd/animal management, feed management, grazing and
pasture, and manure) to characterize trends more broadly.
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We used number of publications (n = 87), and the number of publications
assessing each main category agricultural practices (n = 178) and subcategory (n = 317)
as the primary units of analysis, as some publications considered multiple agricultural
practices with different claims. In these cases, we disaggregated the practices from a
single publication to compare their claims both at the more specific practice level and
across the broader practice groupings. For each agricultural practice, we calculated a
synergy-to-conflict claims ratio by summing all the claims made for any given
agricultural practice and dividing the number of conflicting claims by the number of
synergistic claims. Synergy-to-conflict claims ratios of less than 1 indicate more claims
of conflicts than synergies, whereas greater than 1 indicate more claims of synergies than
conflicts.
2.3.4. Evidence Assessment
We did not independently assess the adaptation or mitigation effects claimed
within the publications (e.g., with a further literature review of agricultural practices), but
instead recorded the publication’s claim(s) and assessed the robustness of the evidence
provided within the publication.
Evidence robustness scores were assigned to each publication. These were
calculated based on the relative robustness of the evidence provided for adaptation and
mitigation outcomes as follows. First, we assessed the evidence a publication provided to
assess climate adaptation and mitigation outcomes. We scored adaptation and mitigation
separately and then summed the scores. Scores were as follows: no substantiation = 0,
secondary data external to the publication = 1 with an extra 0.5 point if the secondary
data was based on a systematic literature review or meta-analysis, model = 2, empirical
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measurement = 3. Second, we scored the dominant methodological approach for the
publication’s assessment of agricultural practices using the same scoring system. If a
publication had a dedicated focus on one specific agricultural practice or closely related
practices, it was given an additional point of 1. The publication score was combined with
the adaptation and mitigation score to give each publication an evidence robustness score,
with the highest possible score of 10.
2.4 Results
2.4.1. General Trends
The 87 publications analyzed in this paper are a subset of the scientific literature
focused on agricultural climate adaptation and mitigation published from 2000 to 2018,
and are reflective of the larger body of publications based on publication year,
geography, and diversity of agricultural practices (Figure 1). Geographically, studies
analyzed for this review spanned the globe. Around a third had a global or multicontinent focus (26), while two-thirds reported on results from Africa (23), Asia (15),
Europe (10), Central and South America (6), North America (4), or Australia (3). The
publications described and assessed a total of 317 agricultural practices for contributions
to climate adaptation and mitigation outcomes at scales ranging from field-level to
multiple continents. Overall, agricultural practices were predominantly related to the
management of soil and water, crop production, agroforestry, and livestock, and were
relatively well represented across geographic regions with no significant difference in the
distribution of agricultural practices by region (p = 0.347, Fisher’s Exact Test).
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Figure 2.1
Publications Analyzed Based on Publication Year, Geography, and Diversity of
Agricultural Practices

(A) The number of publications over the last thirty years in a Web of Science search that contain the key
words “agriculture” and “climate” in combination with either “adaptation” or “mitigation” or both terms
together. Green represents publications that we reviewed in-depth for our study, characterized by
geographic region (B) and agricultural practices considered (C). Numbers in parentheses are the total
number of publications considering the agricultural practices and the geographic regions.

The 87 publications examined different agricultural mitigation and adaptation
objectives, and a single publication often included more than one objective. For
mitigation, objectives were fairly straightforward. Publications assessed agricultural
practices for their ability to either reduce or avoid GHG emissions (32) or to sequester
carbon in soils or biomass (13) or both (34), with a few publications considering
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mitigation broadly without specifying mechanisms (8). For adaptation most publications
focused on maintaining or increasing agricultural production as their main climate change
adaptation objective (58). Socioeconomic objectives predominated in 20% of the
publications (17). Fewer publications focused on institutions and policy (8) or natural
resources and ecosystem (4) adaptation objectives.
2.4.2. Claims for Synergies and Tradeoffs
Of the 87 publications that addressed adaptation and mitigation outcomes, nearly
all (89%) contained claims of agricultural practices contributing to synergies between
climate mitigation and adaptation outcomes. About one third (35%) of the 87
publications made claims to only synergistic outcomes, half (54%) made claims of a mix
of both synergistic and conflicting outcomes, and nine made claims of only conflicting
outcomes (10%). The two predominant methods for substantiating these claims in all
publications were secondary data and literature methods (e.g., syntheses of previously
published literature, literature reviews) (49% of articles), empirical methods (e.g., field
experiments, case studies) (44%), and model-based approaches (7%).
The claims of synergies and conflicts differed significantly by the main method of
claim substantiation used by the publication (p = 0.03, Fisher’s Exact Test) and whether
the publication was focused on a specific agricultural practice (p = 0.005, Fisher’s Exact
Test), but did not differ significantly by geographic region or agricultural practice (Table
1). Publications that claimed synergies relied more often on secondary data from other
literature, whereas publications that claimed mixed and conflicting outcomes more
frequently used empirical methods or modeling (Figure 2).
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Table 2.1
Results from Fisher’s Exact Tests

Four different categorical variables (geographic region, agricultural practice, if
publication was focused on an agricultural practice, and main methodological approach
of the publication) to determine if there was a relationship between those variables and
the proportion of synergy, mixed, or conflicting claims.
Asterisks indicate P values < 0.05.

Figure 2.2
Proportion of Methodological Approaches by Publication Claims

Number of publications claiming synergistic, mixed, and conflicting climate change
adaptation and mitigation outcomes broken down by main methodological approach of
the publication. Numbers in parentheses are total number of publications represented in
each claim (x axis) and methodological approach (y axis).
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2.4.3. Evidence Assessment
Publications examined a variety of agricultural practices, predominantly relating
to soil and water management, crop production, agroforestry, and livestock management.
While many publications used labels for suites of agricultural practices (e.g., ClimateSmart Agriculture (CSA), conservation agriculture (CA), Sustainable Rice Intensification
(SRI)), we analyzed the specific practices that were described to contribute to adaptation
or mitigation objective(s).
We calculated the synergy-to-conflict claims ratio and average evidence
robustness scores by specific agricultural practices and grouped these practices by
agroforestry, soil and water management, crop production, and livestock (Table 2). We
further examined whether the publication considering the practice was focused primarily
on that practice or considered a range of practices, and broke down the average evidence
robustness scores by claim (Table 3). Overall, publications’ claims of synergistic or
conflicting outcomes for adaptation and mitigation varied by agricultural practice, as
represented in the synergy-to-conflict claims ratios across practices. Higher ratios
indicate more claims of synergies relative to conflicts. Publications assessing agroforestry
practices (36) had the highest synergy-to-conflict claims ratio, with an even higher
synergy-to-conflict claims ratio for publications that focused specifically on agroforestry
practices (13). Publications assessing livestock practices (29) had the lowest synergy-toconflict claims ratio, with an even lower synergy-to-conflict claims ratio for publications
focusing specifically on livestock practices (8).
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Table 2.2
Synergy-To-Conflict Claims Ratio and Average Evidence Robustness Scores

by Agricultural Practices

Synergy-to-conflict claims ratio for adaptation and mitigation outcomes by agricultural practice. Green
indicates higher synergy-to-conflict claims ratios, while yellow indicates lower synergy-to-conflict claims
ratios. Higher ratios indicate more claims of synergies relative to conflicts. Values less than 1 indicate more
claims of conflicts relative to synergies. Evidence robustness scores have a minimum possible score of 1
and maximum of 10 for each publication, and average evidence robustness scores are presented here for all
the publications reporting on that agricultural practice from light blue (least robust) to dark blue (most
robust).

Table 2.3
Synergy-To-Conflict Claims Ratio and Average Evidence Robustness Scores by
Agricultural Practices as Broken Down by All Publications

Synergy-to-conflict claims ratio for adaptation and mitigation objectives by agricultural practice as broken
down by all publications that assessed that agricultural practice and publications with that agricultural
practice as their main focus. Green indicates higher synergy-to-conflict claims ratio, while yellow indicates
lower synergy-to-conflict claims ratio. Higher ratios indicate more claims of synergies relative to conflicts.
Evidence robustness scores have a minimum possible score of 1 and maximum of 10 for each publication,
and average evidence robustness scores are presented here from light blue (least robust) to dark blue (most
robust) for all publications that assessed that agricultural practice and publications with that agricultural
practice as their main focus, and are also broken out by claim.
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Agricultural practices with higher synergy-to-conflict claims ratio often had lower
average evidence robustness scores, whereas agricultural practices with lower synergy-toconflict claims ratio had higher average evidence robustness scores (Figure 3). Across all
publications, those that focused on a specific agricultural practice had substantially higher
evidence robustness scores than publications that assessed a variety of practices (Table
3). For all agricultural practices, publications that claimed mixed or conflicting outcomes
had higher evidence robustness scores than those that only claimed synergistic outcomes
(Table 3).

Figure 2.3
Relationship Between Synergy-To-Conflict Ratio and Average Evidence Robustness
Score

The relationship between synergy-to-conflict ratio and average evidence robustness score, dot size
corresponds with the total number of publications considering those practices, and colors represent the
main agricultural practices (linear regression, p = 0.034, r-squared = 0.23).
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2.4.4. Gaps in Objectives, Outcomes, and Assessment
This review revealed several important gaps, both in the consideration of climate
change adaptation and mitigation objectives and outcomes, and in the assessment of
outcomes.
Objectives and outcomes: Mitigation objectives were relatively well-described
and evenly represented, with most publications (80%) considering specific outcomes for
climate change mitigation by GHG emissions reductions or avoidance (53) and/or carbon
sequestration in above ground biomass (12) or in soils (37). However, we found a lack of
careful examination of the relationship between GHG emissions reductions and yield
increases. For 20% of publications considering GHG emissions reductions, outcomes
assessed included reducing emissions intensity. While reducing emissions intensities may
reduce GHG emissions per unit of food produced, total emissions may increase if yields
increase. And indeed, all 10 of these publications assessed yield increases within
adaptation outcomes and nearly all (9) made some claims of synergies, with half claiming
only synergies.
For adaptation, agricultural productivity was the dominant objective in two-thirds
of the publications, with socioeconomic, institution and policy, and natural resource and
ecosystem as primary adaptation objectives for the remaining third of the publications.
Beyond this broader imbalance, we found two further important and related gaps. First,
even if publications described socioeconomic or natural resource and ecosystem
adaptation objectives such as “food security and nutrition” or “improved ecosystem
functioning”, most often the outcome that was assessed was still agricultural productivity,
primarily measured as yield. Far fewer publications examined outcomes such as nutrition
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and nutritional diversity, medicinal benefits, land tenure, or improvements to agricultural
labor. Second, of all the publications that considered agricultural productivity as the main
adaptation objective, only those using secondary data approaches were the only ones
claiming synergies without conflicts. Publications with more robust empirical and model
approaches only claimed mixed and conflicting outcomes for agricultural productivity,
while claiming synergies more frequently for the other objectives (Figure 4).
Figure 2.4
Publications with More Robust Empirical and Model Approaches

The frequency of publications considering agricultural productivity or any other objective as the
dominant climate change adaptation objective, broken down by main methodological approach
(empirical, secondary data, model). Publication claims are in color: green synergies, blue mixed, and red
conflicting.
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Assessment: Across all agricultural practices, adaptation outcomes were assessed
with more robust evidence than mitigation outcomes (Figure 5). Publications that
substantiated claims with empirical data did not always measure both adaptation and
mitigation outcomes. Empirical evidence was provided more frequently for only
adaptation outcomes (16) than only mitigation outcomes (3). Of the 38 publications with
empirical approaches, only 9 measured both adaptation and mitigation outcomes within
the same study of agricultural practice(s). Of these publications that measured both
adaptation and mitigation objectives, most were focused on soil and water and crop
production practices and claimed mixed results of synergies and conflicts.
Figure 2.5
Average Evidence Robustness Scores for Adaptation Outcomes and Mitigation Outcomes
by Agricultural Practice

Average evidence robustness scores for adaptation outcomes and mitigation outcomes by agricultural
practice. For each adaptation and mitigation outcome, evidence robustness scores were a minimum score
of 0 (unsubstantiated) to maximum score of 3 (empirically measured). Across all publications, adaptation
outcomes were substantiated with more robust evidence than mitigation outcomes (p = 0.005, t-test).
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2.5. DISCUSSION
Our examination of claims of synergistic and conflicting agricultural outcomes for
climate change adaptation and mitigation in scientific publications shows that synergies
are less substantiated with evidence than conflicts. Publications with the most robust
evidence more frequently claimed mixed or conflicting outcomes. Further, publications
providing empirical evidence for outcomes of both adaptation and mitigation were not
common, with only nine out of 87 articles providing both. This suggests that more
caution is needed in claiming that synergistic climate change adaptation and mitigation
outcomes are common, and that better empirical evidence is needed to substantiate claims
of these “win-win” outcomes in the future.
In addition, more adaptation outcomes were substantiated by empirical data than
mitigation outcomes. However, adaptation was most typically indicated by productivity,
measured as yield. Using agricultural productivity as the dominant measurement for
agricultural climate change adaptation, means that the extent of synergies for other
dimensions of adaptation (e.g., biodiversity or nutrition) remains poorly understood.
Relying on productivity measures alone does not provide insight about the delivery of
food security under climate change and whether other systematic challenges are being left
unexamined [19,20]. Meaningful assessment of climate adaptation will entail that
indicators properly correspond with the goals they are meant to address. This review
lends further evidence to the need for this important consideration for future work.
Another need in assessing synergies is to better understand the significance of the
adaptation and mitigation achieved and at what spatial and temporal scales these
outcomes are occurring. For example, practices that provide high levels of positive
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adaptation outcomes, but only weak positive mitigation effects may not contribute
synergistic effects that are meaningful to national or global climate policy targets.
Similarly, should practices that only reduce emissions intensity (e.g., GHG emissions per
animal product, such as liter of milk) be considered sufficient mitigation impacts to claim
synergistic effects, or should absolute reductions in GHG emissions be necessary? Our
review points to the need to focus more attention on seeking mitigation outcomes from
livestock practices, which were the least synergistic agricultural practices examined and
yet contribute the most to global agricultural GHG emissions [21].
Our review indicates three needs for improving the robustness of evaluating
adaptation and mitigation synergies. Evaluation frameworks should improve the clarity
around (1) the terminology and scope for characterizing adaptation and mitigation
claims and outcomes in agricultural systems, including the temporal and geographic
scale of systems covered and specification of practices and suites of practices; (2) what
outcomes to measure and how to measure achievement of both adaptation and
mitigation objectives; and (3) more robust evaluation for outcomes for mitigation and
adaptation objectives, based on more empirical evidence to determine how agricultural
practices are affecting both, and how to properly attribute synergistic and conflicting
outcomes to specific practices. Improving the clarity of agricultural terminology for both
describing and measuring adaptation objectives and mitigation objectives would allow for
better documentation and reporting of agricultural practice and outcomes and enable
more consistent comparison among studies. Currently, ambiguity and differences in how
outcomes are defined and measured makes attributing outcomes to specific practices and
comparison challenging.
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2.6. Conclusion
An increasing number of studies consider climate change adaptation and
mitigation in agriculture. While the publications reviewed here claimed adaptation and
mitigation synergies more often than tradeoffs, publications with conflicting outcomes
were substantiated with more robust evidence. Further, certain climate change adaptation
objectives, such as agricultural production, were considered much more frequently than
other objectives, which demonstrates a significant and important lack of more
comprehensive adaptation objectives from socioeconomic to broader ecosystem
objectives. This review demonstrates the importance of continuing to develop clear
conceptual understanding and robust evidence for synergistic and conflicting adaptation
and mitigation outcomes in agricultural systems. In providing a comprehensive
evaluation of the evidence for adaptation and mitigation outcomes, we hope to provide
the base for directing much needed research and institutional support to scale and apply
policies and practices that promote synergistic outcomes and avoid conflicting outcomes.
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INTERLUDE

Installation
crouching in dark fields, tracing pathways
of machines and manure
searching by truck headlights
for small, bare patches of soil
while the snow falls
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CHAPTER 3: SOIL, WATER, AND GAS: MEASURING NUTRIENT FLOWS
FROM AGROSYSTEMS TO BETTER UNDERSTAND MANAGEMENT
PRACTICES
3.1 Abstract
Nutrients such as nitrogen (N) and phosphorous (P) are added to agricultural lands
to support crop productivity, but in excess these nutrients flow off agricultural lands in
surface runoff, subsurface leaching, and gas emissions that detrimentally impact water
resources and the climate. These flows of excess nutrients are responsible for nearly
three-fourths of the eutrophication of global waters and 12% of the greenhouse gas
emissions driving climate change. Many agricultural best management practices (BMPs)
aim to reduce the negative impacts of agriculture on water resources and the climate, but
few studies have evaluated the potential for BMPs to effectively mitigate both impacts on
water quality and climate simultaneously. To address these gaps, we made comparative
agricultural nutrient flow measurements from two of the dominant agroecosystems of the
Northeastern US – hay and corn silage fields – with and without water quality BMPs
exemplary of those being implemented in the region. Importantly, neither water quality
BMP was able to simultaneously address both water quality and climate change
mitigation aims (hypothesis 3). In the hay system, the water quality BMP did reduce
nutrient losses via water, but had no impact on greenhouse gas emissions. In the corn
system, the water quality BMP increased both losses of nutrients in water and greenhouse
gas emissions. Thus, our results suggest that relatively untested water quality BMPs
should be implemented with caution.
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3.2. Introduction
The expansion and intensification of agricultural production strives to meet the
nutritional needs of growing populations, but also substantially contributes to the
degradation of ecosystems and the climate system [1]. Nutrients such as nitrogen (N) and
phosphorous (P) are added to agricultural lands to support crop productivity, but in
excess these nutrients flow off agricultural lands in surface runoff, subsurface leaching,
and gas emissions that detrimentally impact water resources and the climate [2]. Thus, in
addition to increasing yields, many agricultural BMPs aim to reduce the negative impacts
of agriculture on water resources and the climate, but few, if any, studies have evaluated
the potential for BMPs to effectively mitigate both impacts on water quality and climate.
To effectively meet these aims, it is critical to understand how different BMPs – which
may be aimed at addressing water quality, climate mitigation, or both – affect not only on
nutrient runoff into waterways, but also greenhouse gas (GHG) emissions.
Water Quality: The alteration of global nutrient cycles for agricultural production
is a leading cause of aquatic ecosystem degradation [3,4]. Nutrients, primarily N and P
from fertilizer or manure, are transported from agricultural lands into streams and rivers
via surface runoff or leaching and subsurface flow. These nutrients can adversely affect
water quality and cause eutrophic conditions, noxious and harmful algal blooms, and
hypoxic dead zones in downstream aquatic systems [5]. Mitigating these impacts by
reducing agricultural runoff was set as a national agenda for the US in 1993 [6] and is
often a focus of research and policy at local and regional scales. Such policies have
spurred the development and implementation of BMPs for water quality, which aim to
reduce agricultural runoff and leaching. In particular, conservation tillage practices such
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as zero-till or reduced tillage, and specific fertilizer and manure incorporation methods
such as manure injection (where manure is directly injected into the subsurface of the
soil) and aeration (where farmers slice thin strips of soil before spreading fertilizer or
manure) are increasingly promoted and implemented as water quality BMPs due to their
potential to incorporate nutrients more effectively and efficiently into the soil, and to
prevent nutrient loss from fields in water runoff events.
Climate Change: The alteration of global nutrient cycles for agricultural
production is also a major contributor to climate change. Nutrients, primarily N and C
from agricultural lands are processed by microbes and plants, transformed into gaseous
forms, and emitted or volatilized into the atmosphere. Agriculture contributes ~10-12%
of total global anthropogenic emissions [7] and, importantly, 69% of nitrous oxide (N2O)
emissions, a potent GHG with a global warming potential (GWP) 265-298 times that of
CO2 [8,9]. The addition of nutrients, primarily N from fertilizer or manure, plays a
critical role in agricultural N2O emissions, and 92% of agricultural N2O emissions come
from soil and nutrient management practices [10]. N2O is emitted primarily from
denitrification, a facultative microbial process that occurs under anaerobic conditions
where soil NO3- is converted into NO2-, NO, N2O, and finally N2. Yet during this
conversion processes, N2O may be lost to the atmosphere before it is converted to N

2

[11]. Denitrification is influenced by soil properties (e.g., moisture, temperature texture,
pH), the availability of oxygen, soil carbon and NO3-, and soil microbial communities all
of which can be significantly affected by management practices [12].
Management practices also impact soil CO2 emissions by affecting soil
temperature, soil moisture and C availability [13,14]. While less often discussed in
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relation to agricultural soil management, CO2 is nevertheless an important GHG to
consider when monitoring soil practices for climate mitigation [15]. Furthermore,
agricultural ammonia (NH3) is also a culprit in eutrophication of waterways and plays an
important role in GHG emissions. NH3 abatement strategies may increase GHG [16,17]
and NH3 can act as an indirect GHG when it volatilizes from agricultural soils, is
deposited elsewhere, and may then be converted to N2O [18]. However, while agriculture
remains the largest anthropogenic source of N2O and NH3, and a significant source of
CO2, soil management practices have the potential to mitigate climate change by
reducing these emissions [19-21].
Environmental Concerns in the US: While agricultural GHG emissions are a
global concern shared by many regions, in considering the environmental impact of
agricultural nutrients, the dominant regional concern in the US is often water quality.
This is particularly true in regions dominated by agricultural production with high
fertilizer and manure inputs, such as dairy systems, where the most prominent negative
environmental impact has been eutrophication of surface waters. Agricultural
management guidelines are actively changing to support national and regional
commitments to water quality standards in many of these regions [22-24]. For example,
the most recent water quality standards under the Lake Champlain Total Maximum Daily
Load (TMDL) for Vermont necessitates that the agricultural sector is required to reduce P
runoff by 53% over the next decade [25]. While many BMPs may reduce nutrient runoff,
the most popular include alterations in soil practices and manure incorporation methods,
such as using aeration before manure spreading or direct injection of manure, instead of
conventional surface broadcasting with or without subsequent incorporation by tilling.
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There is a notable lack of GHG emissions data from the agricultural practices that
are being promoted and implemented for water quality, and few studies simultaneously
measure aqueous and gaseous losses, or discuss potential tradeoffs between water quality
and GHG emissions from dominant agroecosystems in the US [26]. Further, while there
are GHG emissions measurements in some dairy heavy regions of midwestern North
America [27,28], there is a lack of agricultural GHG emissions data being collected in the
Northeastern US. The few existing studies demonstrate that water quality BMPs may
sometimes exacerbate GHG emissions, for example, found that injection of manure in
Vermont could result in higher GHG emissions, potentially due to the more readily
available nutrients in microbe-rich, low oxygen soil environments – conditions ripe for
nitrogen losses via denitrification [15,29].
To address these gaps, we compared nutrient fluxes and water quality and GHG
outcomes from two of the dominant agroecosystems of the Northeastern US - hay and
corn silage fields - with and without water quality BMPs exemplary of those being
implemented in the region. Our overall goal was to determine the impacts of conventional
and BMP practices on water quality and GHG emissions. Specifically, we hypothesized
that (1) in all fields (control and water quality BMPs) more N and P loss would occur via
water pathways than via gaseous pathways but that (2) water quality BMPs would reduce
this difference, by decreasing nutrient transport via water pathways and increasing N
losses via gas emissions. Finally, we hypothesize that (3) meeting both water quality and
climate change mitigation goals by reducing both greenhouse gas emissions and nutrient
losses via runoff and leaching is unlikely.
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To examine the impact of BMPs on water quality and climate change mitigation
goals, we conducted a three-year, field-scale paired-watershed comparison within two of
the dominant agricultural cropping systems in the Northeastern US: corn (Zea mayes L.)
silage and mixed legume hay, primarily orchard grass-clover (Dactylis glomerataTrifolium). The water quality BMPs were either aeration prior to manure application (hay
field) or the combination of winter cover cropping, manure injection, and reduced tillage
(corn field) compared to conventional practices (surface broadcasting in hay and corn and
no cover crops and conventional tillage in corn). Previous work in these field-scale,
paired watersheds found that in the hay system, the water quality BMP significantly
reduced TP, TN, TDN, and TSS concentrations – and during winter runoff events
significantly reduced TP, TDP, TN, and TDN concentrations and TP and TDP loads
compared to the control field. In contrast, annual TN concentrations and annual TN loads
were significantly higher in the corn system water quality BMP field than the control
field [30,31].
To test our specific hypotheses, we compared and contextualized these previous
results with both new water quality results (N leaching) and greenhouse gas emissions.
We compared the measured nutrient losses via runoff and leaching to (1) gaseous N
losses and (2) total greenhouse gas emissions from control and water quality BMP fields
in operational hay and corn silage systems over two-three years.
3.3. Methods
3.3.1. Study Site
We conducted a three-year, field-scale paired-watershed comparison within two
of the dominant agricultural cropping systems in the Northeastern US: corn (Zea mayes
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L.) silage and mixed legume hay, primarily orchard grass-clover (Dactylis glomerataTrifolium). Study sites were located on active farms in the Lake Champlain Basin of
Vermont, in the Northeastern US. Sites were selected based on three criteria: farms were
representative of dominant agricultural systems in the Northeastern US; used one or more
water quality BMPs exemplary for the region; and were willing to host research on their
land. The first site, located near Shelburne, VT, is an operational hay field. The second
site, located near Williston, VT is a continuous corn silage field (Figure 1). Located
roughly 20 km apart, the land-use history, climatic conditions and weather between the
two study sites is similar (Table 1).
Figure 3.1
Paired-Watershed Fields in the Two Production Systems, Hay and Corn

Purple squares represent static chambers where GHG emissions were collected, red dots represent flumes
where edge of field surface water runoff was collected, and yellow triangles represent lysimeter placements
where subsurface leachate was collected. Figure adapted from Twombly et al., 2021 and White et al., in
review [30,31].

In both the hay and corn production systems, paired-watersheds were used to
compare a conventionally managed field (control), to a water quality BMP managed field
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(treatment) with shared land management history. All fields were assessed for soil
properties and site characteristics (Table 1). Watershed edge of field equipment was
installed in each field in 2012 and lysimeter equipment was installed in 2016 [30].
Beginning in Fall 2012, the fields went through an 18-month calibration period, where
watershed pairs were managed identically until Spring 2014, when the selected water
quality BMPs were implemented on the treatment fields in the watershed pairs.
For the hay system, in the control field liquid dairy manure was broadcast onto
undisturbed soils at an average application rate of 4,612 gallons per acre, whereas in the
water quality BMP field, the soil was first aerated using a 4.42-meter-wide vertical-tine
aerator and then liquid dairy manure was broadcast onto soils at an average application
ate of 5,117 gallons per acre. Both hay fields had been under hay and pasture/grazing
management for >5 years prior to 2012. For the corn system, in the control field liquid
dairy manure was broadcasted onto undisturbed soils at an average application rate of
7,868 gallons per acre and then tilled using both a chisel plow and finishing harrows. In
the water quality BMP field, liquid dairy manure was injected at an average rate of 7,456
gallons per acre with a double disk injector (bands approximately 10 cm wide, with 75
cm spacing), to a depth of 15-20 cm, although injection lines were typically filled to
within 0-5cm of the soil surface. The field was then either left undisturbed or tilled under
a reduced tillage regime with a shallow strip till. In the corn system, the water quality
BMP also attempted to incorporate a rye cover crop during the non-growing season, but
recruitment failed (winter of 2015) or was very poor (winter of 2016-2018; estimate of
<20% cover). Both corn fields had been under continuous corn management for >5 years
prior to 2012.
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Table 3.1
Descriptions of the Paired-Watershed Fields, Including Management Practices, Soil
Type, Aspect, Area and Slope

Table adapted from Twombly et al., 2021 and White et al., in review [30,31].

3.3.2. Data Collection
Inputs of N and P. Manure application rate was recorded for each manure
spreading event on all fields. Manure phosphorus (P) and (N) concentrations were
measured from manure samples taken from homogenized manure pits within one week of
each manure spreading event and used to calculate the total amount of N and P applied to
each field.
Outputs via Subsurface N Leaching. Subsurface leachate monitoring was
conducted for 2017 and 2018. Leachate monitoring methods are described in detail by
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White et al. (in review) [31]. Briefly, we installed a passive capillary lysimeter that
excluded groundwater inputs (Drain Gauge Model G3, Decagon Devices, Pullman, WA)
in each field at a depth of 30.5 cm below the soil surface (a total of four lysimeters).
Subsurface leachate samples were collected (frequency) analyzed for total
phosphorous (TP) and total dissolved phosphorous (TDP) with a subset of samples
analyzed for total nitrogen (TN). All water samples were analyzed by the Vermont
Agriculture and Environmental Laboratory (VAEL) located in Burlington, VT by
standard methods for TN (SM 4500-N C Modified: semi-micro-Kjeldahl method).
Outputs of direct and indirect greenhouse gas emissions: We measured soil
gas fluxes for the greenhouse gases CO2 and N2O, and for NH3, a gas that can ultimately
lead to the formation of GHGs [18]. We monitored the hay system for three years (20162018) and the corn silage system for two years (2016, 2017), with gas measurements
taken on a bi-weekly basis during the growing season when soils were unfrozen (April –
November), with more intensive sampling around important management events (e.g.,
fertilization and cultivation events). Gas fluxes were measured using static chambers and
a portable infrared photoacoustic spectroscopy (PAS) gas analyzer (Model 1412i, Innova
Air Tech Instruments; calibrated as in [32]). Five polyvinyl chloride (PVC) chamber
collars (30 cm in diameter, 15 cm height) were placed randomly in each field, installed to
a depth of 12 cm and at least 1 m from field edges to avoid edge effects. Gas
concentrations were recorded every minute for 10 min at each location by placing a
vented PVC lid (30 cm in diameter., 9.5 cm height) on the chamber collar with an airtight seal creating a closed-loop system with the PAS [32]. Chambers were removed
before management events (e.g., manure spreading) and reinstalled within 24 hours after
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management events were complete. Gas concentrations (μL L–1) are reported by the
instrument at standard temperature (20° C) and pressure (101.325 kPa). During each gas
measurement, we also measured soil temperature, moisture, and soil inorganic N
(ammonium; NH4+ and nitrate; NO3-). Two soil temperature and three moisture
measurements were taken adjacent to each chamber and averaged. Soil samples (0-10cm)
were collected within 1 m of each chamber, using a 1 cm diameter soil core. Samples
were placed on ice for transportation to the laboratory and were extracted (5-g field-wet
soil subsamples) with 2 M potassium chloride within 24 hours to determine available
NO3- and NH4+. We determined gravimetric soil moisture by drying a 5 g field-wet
subsample at 60 °C to constant weight.
3.3.3. Data Analysis
Nutrient Inputs: We calculated the average total N and P input to each field by
summing all N and P inputs for each manure spreading over the course of a water year
(October 1-September 30) for 2016, 2017 and 2018 and averaged across all three years.
We did not include estimates of N inputs from atmospheric deposition or fixation, as they
are both small fluxes relative to manure inputs and were outside the scope of this study.
Nutrient Outputs via Surface and Subsurface Water Transport: Twombly et
al., 2021 and White et al., in review reported measurements of TP and TDP and TN and
TDN for all surface runoff events from each field for 2016-2018 and reported
measurements of TP and TDP for subsurface leachate in 2017 and 2018 [30,31]. Here we
additionally estimate TN for subsurface leachate based on a P:N ratio we derived from
field-specific surface water runoff and a subset of leachate samples that were analyzed
for TN. We report all these surface and sub-surface measurements as annual averages
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over the course of a water year (October 1-September 30). Surface and subsurface water
nutrient outputs were then averaged across all measured years for an average surface
water output and an average subsurface leaching output.
Nutrient Outputs via Greenhouse Gas and Ammonia Transport: Fluxes of
N2O, NH3, and CO2 were computed by fitting a linear regression of gas concentration
against time after chamber closure. Changes in gases over time were calculated as:

where F is the gas production rate for N2O (μg N2O-N m−2 h−1), NH3 (μg NH3-N m−2
h−1) or CO2 (mg CO2–C m−2 h−1); ΔC/Δt is the change in gas concentration in the
chamber (10−6 L L−1 h−1); V is the chamber volume (0.00954 m3); A is the chamber
surface area (0.0707 m2); ρ is the density of gas at 20°C and 0.101 MPa (1 mole per
24.04 m3)*; α is a conversion coefficient (28/44 for N2O; 14/17 for NH3; 12/44 for
CO2).
To estimate cumulative gas fluxes for each field over the growing season, we used
the measured gas flux rates for each chamber and calculated the area under the curve
(trapz function in pracma package; Borchers, 2019) for April-November for each year
we measured gas fluxes. We then calculated the average gas flux for each field, by
averaging the cumulative gas flux of each of the five chambers on each field.
To investigate the impact of water quality BMPs versus conventional
management we used linear mixed models with chamber and date as a random effect to
account for non-independent chamber measurements over time and date to examine
whether the water quality BMP treatment had a statistically significant impact on GHG
emissions. We ran separate tests for corn and hay systems. To meet normality and
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homogeneity of variance assumptions, we used a logarithmic transformation for N2O, a
cubed root transformation for NH3, and a Box Cox transformation for CO2 data.
3.4. Results
3.4.1. N Leaching
We estimated that annual TN losses via subsurface leaching were, for the corn
system, substantially higher in the water quality BMP field, with an annual average loss
of 13.49 kg N ha-1, than in the control field, with an annual average loss of 5.99 kg N
ha-1. In the hay system, TN losses via subsurface leaching were also higher in the water
quality BMP field, with an annual average loss of 6.10 kg N ha-1, than in the control
field, with an annual average loss of 4.85 kg N ha-1.
3.4.2. Greenhouse Gas Fluxes
In the corn production system, N losses both via N2O and NH3 occurred
predominantly in high emissions pulses after manure application, with a notable
exception in 2017 where a high pulse of N2O was also measured before manure
application in the spring (Figure 2; and see discussion: winter freeze-thaw fluxes).
Emissions of CO2 followed a seasonal pattern, rather than a management-specific pattern,
although overall more CO2 was emitted from the water quality BMP field (Figure 2). In
the hay production system, as in the corn production system, the majority of N losses via
N2O and NH3 occurred in high emission pulses after manure application and CO2
followed a seasonal pattern (Figure 3) – although less N and C was transported via gas
pathways in the hay system than in the corn system (Figure 4).
In both systems and in both treatment and control fields, N was lost primarily as
N2O, with less N being lost as NH3 (Figure 4). The water quality BMP field had generally
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higher rates of N2O and CO2 emissions, with significant differences in the corn system
(Table 2), especially after spring manure application (e.g., difference rates of
100g/ha/day; Figure 4). We measured generally lower NH3 emissions from the water
quality BMP field, with a noteworthy exception in the corn system in 2017, but the lower
NH3 emission rates did not offset the greater magnitude of N losses as N2O from the
treatment field (Figure 4). Unlike the corn system, there was no significant difference in
any annual gas flux rates between the control and the water quality BMP fields in the hay
system, and overall, gas emissions were lower than in the corn system (Table 2).
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Figure 3.2
Annual Temperature, Precipitation and GHG Fluxes From Corn Fields for 2016 and
2017

N2O, NH3 and CO2 annual average flux rates for each field, blue is control and red is water quality BMP
treatment (manure injection). Dotted lines represent manure spreading.
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Figure 3.3
Annual Temperature, Precipitation and GHG Fluxes From Hay Fields for 2016, 2017
And 2018

N2O, NH3 and CO2 annual average flux rates for each field, blue is control and red is water quality BMP
treatment (aeration before manure broadcast). Dotted lines represent manure spreading.
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Figure 3.4
Differences in Average Annual GHG Emissions Between Control Fields (Red) and Water
Quality BMP Treatment Fields (Blue) From Both Corn and Hay Sites

Table 3.2
Gas Flux Differences Between Control and Treatment Fields in Kg/Ha/Year (Control –
Treatment)

Bold and asterisk values are statistically significant differences (P < 0.05) based on an ANOVA with a
linear mixed model.

3.4.3. Comparing Water Nutrient Losses to Gaseous Nutrient Losses
As expected (hypothesis 1), the hay fields had higher totals of N transport via
water pathways than gas pathways. However, in contrast to our expectations, the corn
fields lost over two times more N via gas than water pathways. Interestingly, despite
49

lower nutrient inputs, the hay fields also lost more total N and P via water transport than
the corn fields (1.1 times more N and 2.2 times more P) and lost substantially higher
percentages of added manure N and P via both water and gas pathways (20-25% N and
30-46% P inputs lost via water as compared to 3-8% N and 3-6% P inputs lost via water
in the corn fields).
As hypothesized (hypothesis 2), in the hay system the water quality BMP reduced
nutrient loss via water in total [30,31] and as a percent of the nutrient input (20.5% for N
and 30.5% for P in the water quality BMP as compared with 25% N and 46.1% P loss
from the control field; Figure 5A ad 5B). However, in contrast to our expectations, in the
corn system the water quality BMP had higher losses of nutrients in total [31] and as a
percent of the total nutrient input (7.9% for N and 6.3% for P in the water quality BMP as
compared with 3.5% N and 3.1% P loss from the control field; Figure 5A and 5B). Water
transported substantially higher totals of N and P transport via subsurface leaching than
surface runoff in the water quality BMP fields in both systems. In the corn system, we
saw substantially higher totals of N and P transport via subsurface leaching in the control
field as well, whereas the control hay field was the only field with higher surface runoff
than subsurface leaching of N and P. For N gaseous transport, in both the control and
treatment fields in both production systems, N2O emissions were higher than NH3
emissions (Figure 5C and 5D).
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Figure 3.5
Total Average Nutrient Inputs Onto Fields Via Manure

These are then transported off the fields via water and gas pathways in corn and hay systems in fields under
control and water quality BMP treatment (nitrogen; A and phosphorus; B), with total nutrient outputs then
broken down by type of gas and water pathway (N 2O, NH3, surface runoff and leaching) (nitrogen; C and
phosphorus; D).

3.4.4. Water Quality and Climate Change Mitigation
As hypothesized, neither water quality BMP were able to meet both water quality
and climate change mitigation goals (Figure 5). In the hay fields, the water quality BMP
did meet water quality objectives, but had no impact on greenhouse gas emissions. In the
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corn field, the water quality BMP unexpectedly increased both nutrient losses via water
transport and greenhouse gas emissions, meeting neither objective.
3.5. Discussion
Water quality BMPs were not able to meet both water quality and climate change
mitigation objectives. As hypothesized, N losses were higher via water pathways rather
than gaseous pathways, but only in the hay system (hypothesis 1). In the corn system,
substantially more N was lost via gas than in water. Further, gaseous N losses occurred
primarily as N2O in both corn and hay. In the corn system, water N and P losses were
both almost entirely as subsurface leaching in corn, with more of a balance between
subsurface leaching and surface runoff in hay.
Similarly, we found that that water quality BMPs in the hay system did indeed
reduce nutrient transport via water pathways but had no impact on N losses via gas
emissions (hypothesis 2). In contrast to our expectations, however, the water quality
BMPs increased both nutrient transport via water and N losses via gas emissions in the
corn system. In the hay system, the water quality BMP field reduced TN and TP losses
via water pathways, both as total N and P lost and as percent of manure inputs. In the
corn system, the water quality BMP increased TN and TP losses via water pathways, both
as the total of N and P lost and as percent given manure inputs.
Our results suggest that relatively untested water quality BMPs should be
implemented with caution. Importantly, neither water quality BMP was able to
simultaneously address both water quality and climate change mitigation aims
(hypothesis 3). In the hay system, the water quality BMP did reduce nutrient losses via
water, but had no impact on greenhouse gas emissions. In the corn system, the water
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quality BMP met neither objective, but instead increased both losses of nutrients in water
and greenhouse gas emissions. Thus, BMPs may improve nutrient runoff in some systems
(and may also have small positive effects on production; White et al., 2021), but we
found that water quality BMPs had either no impact or increased both N losses via
gaseous pathways and greenhouse gas emissions. Overall, nearly as much (hay) or more
(corn) N was lost as GHGs as was lost in water fluxes. In the corn system, the water
quality BMP tripled N2O emissions and nearly doubled CO2 emissions. Further, direct
GHG emissions losses were not negated by reductions in ammonia volatilization, in fact,
while NH3 generally decreased in the water quality BMP fields, there were still large
emissions pulses measured from treatment fields, particularly in the corn system.
These increases in GHG emissions may be because of increased nutrient exposure
to soil subsurface and anaerobic conditions [29,33]. In both sites, N and P are not being
lost via water or gas pathways as much as in other parts of the country [27]. However,
these nutrients are environmentally significant in altering water ecosystems in the region
and climate globally, and different management of soil and manure incorporation does
appear to have a large impact on the magnitude of these losses, particularly in hay fields
for water transport and corn fields for gas transport.
While our results suggest that subsurface losses may be the primary pathway of
nutrient transport by water, they were the least well characterized measurement. High
costs required that we have one lysimeter point per field, and, despite the contained
lysimeter design (which aimed to exclude groundwater inputs), there may have been
interference with groundwater in some cases. Further, TN was only directly measured in
a small subset of subsurface leachate samples, thus our annual totals are estimated losses.
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Surface runoff events were also challenging to monitor due to the few number of runoff
events that were recorded, particularly in the corn system [31]. Regardless, even our
conservative estimate of P and N losses suggest that leaching losses of N and P may be
quite large and, in some cases, increase with water quality BMPs and this certainly
indicates the need for further subsurface monitoring of both P and N in future studies.
3.5.1. Future Directions
Other synergies and tradeoffs. We found that, in some cases, water quality BMPs
increased GHG emissions. However, the short life span of NH3 in the atmosphere means
that it may have local impacts on water quality or emissions when it is emitted from
agricultural fields and deposited elsewhere. And given that more than 40% of applied
manure can be lost as NH3 [33], giving more careful consideration to loss of N via NH3
and how it may contribute to downwind water impairments or GHG emissions may be
warranted. Further, methane (CH4) is another potent agricultural GHG, and adding
measurement of CH4 emissions would more allow for a more complete accounting of
GHG emissions.
Climate related events: Climate and weather-related events can be important
factors in affecting the magnitude of nutrient losses from water and gaseous pathways.
Freeze thaw dynamics and wetting and drying, for example, have been shown to greatly
affect these magnitudes [15,28]. With the nutrient loss via surface runoff, larger
differences were observed between control and treatment for annual nutrient loss when
winter events were examined [30]. For gas losses, freeze-thaw events also appeared to
contribute to higher emissions rates, as can be seen in 2017 prior to spring manure
spreading, and this is in accordance with other winter GHG studies [15,28]. We therefore
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began a winter study at the corn field site to capture the winter GHG flux dynamics more
robustly and encourage future work to include winter nutrient losses.
Finally, given that N2O losses from corn systems with manure injection were
three times higher than from the conventional field, widespread implementation of
manure injection may substantially increase N2O emissions. For example, manure
injection is now the dominant manure application practice on approximately 10-15% of
Vermont’s 80,000 acres of corn (Joshua Faulkner, University of Vermont Extension,
personal communication). If injection were to happen across the entire state, and these
patterns hold true – then we could expect to be emitting triple the amount of N2O and
also nearly double the amount CO2 from these soils, which could substantially increase
GHG emissions across the state. For this reason, we also have ongoing work to model
these GHG dynamics across the region to better understand the magnitude of potential
GHG increases.
3.6 Conclusion
Our work suggests that agricultural BMPs capable of reducing greenhouse gas
emissions and nutrient losses via water pathways may be rare. Indeed, agricultural BMPs
that are currently being implemented to reduce the negative impacts on water quality and
the climate must be thoroughly examined to determine their impacts on both. Agricultural
practices which are intended to support ecological outcomes may look very different
depending on the ecological objectives in focus, and further, these practices may have
very different outcomes in different production systems or on different (even nearby)
farms. This should give us pause to the mode of blanket-implementation of BMPs that
may or may not contribute positively towards one ecological outcome while making other
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outcomes worse. It may not be possible to simply apply one technological fix to support
all the objectives desired, in this case water quality and climate mitigation – and therefore
more consideration should be given to expanding our understanding of agricultural
practices and how they may or may not support more holistic objectives. There may not
be “best” management practices, and instead more contextual and farm-specific
considerations may be needed along with a continued deepening of examination how
agricultural practices interact with broader systems pressures (e.g., production and
economic pressures), and how shifting practices may be able to support needed
transitions to more just and less damaging modes of production.
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INTERLUDE
Measurement
space-time delineations
may make sense cosmologically, geographically
if physics is useful
then surely there's some use
in equations of distance
ticks of time, and squaring of meters
yet us with microbes touching
rebel when sliced by numbers, dotted lines
if hollow spaces ache
then surely there's some aching
in equations of distance
where to be, and when not to be there
but all this talk of space-time
leaves me raw with acts remorseful, vulnerable
if imaginings hold care
then surely there's some caring
in 'stop all these equations'
seeds of opposition, and the ground is thawing
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CHAPTER 4: EMERGING AGRICULTURAL TECHNOLOGY: LAB AND
FIELD-BASED TESTING OF LOW-COST GREENHOUSE GAS SENSORS
4.1. Abstract
Accurately quantifying emissions balances from a variety of environments and
sources is difficult because GHG emissions are costly and labor intensive to measure. Yet
these measurements are critical for climate mitigation objectives, as it is important to
know whether certain management practices or activities may truly reduce GHG
emissions. Given the high spatial and temporal variability in greenhouse gas emissions,
current monitoring methods are not able to capture these emissions data in robust,
inexpensive ways at the spatial-temporal resolution necessary to fill these data gaps.
Emerging technologies such as small, cheaper GHG sensors on small unmanned aerial
systems may be able to collect these emissions data in ways that would help to fill these
gaps. This chapter contributes particularly to robust sensor testing, calibration
procedures, in-flight sampling procedures, and additionally demonstrates the potential for
monitoring atmospheric GHG emissions. We demonstrate the advancement of these
technologies in a case study measuring GHG emissions from both an agricultural field
and an anaerobic digester facility and show that some sensor packages (particularly the
Wyngaard-Barbieri K30 package) compare well with benchmark instruments both in
laboratory testing, in-field testing, and in-flight intercomparisons. Further, we show the
ability to measure atmospheric CO2 concentrations – as demonstrated with drone-based
monitoring of anaerobic digester flaring events. We conclude with a discussion of future
directions.
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4.2. Introduction
To mitigate greenhouse gas (GHG) emissions, we need better understanding of
the variability of emissions sources from industrial and natural systems, as well as an
improved accounting of emissions. Current methods for monitoring GHG emissions have
not yet provided sufficient information to accurately estimate emissions or how
mitigation efforts might impact these emissions. GHG emissions are currently measured
using traditional monitoring methods (e.g., static chambers or eddy flux towers), which
are time and labor intensive, and use in-situ equipment that lack the flexible, spatiotemporal monitoring necessary to reduce the high uncertainty in emissions estimates [9].
Further, these sampling methods traditionally require costly instruments for measuring
GHG concentrations (~USD 40k to >100k) that require ongoing maintenance and
calibration.
In lieu of direct measurements, remotely sensed data are often used for
understanding and quantifying, for example, agricultural impacts on emissions and data
captured via satellites or aircraft have been used for improving land use understanding
and GHG emissions estimates [10-11]. While remotely sensed imagery can improve
range and efficiency of landscape monitoring, emissions themselves, as well as many of
the activities that alter emissions, cannot be adequately detected using current satellitebased remote sensing methods alone. Further, aircraft monitoring of atmospheric GHG
concentrations requires the same expensive instrumentation in addition to the expenses of
the aircraft. Remotely sensed methods of measuring or estimating GHG emissions may
help to cover larger areas, but these methods still lack the flexibility to capture important
data at the proper spatial or temporal resolution (e.g., in hot spots and hot moments) [4].
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Emerging technology may help fill these gaps. Inexpensive sensors have the
capacity to extend the spatial and temporal range of ground-based measurements across a
variety of systems and settings. The low cost of these sensors, combined with
inexpensive data-logger technology, could overcome both time and cost limitations of
traditional ground based (e.g., chamber based; [24]) methods. Further, combining these
inexpensive sensors with small, unmanned aircraft systems (sUAS) to serve as sensor
platforms, has the potential to overcome the current equipment limitations such as
flexible data capture, spatial extent, temporal coverage, and cost [12]. With frequent
flight capabilities and the ability to carry high-resolution multispectral imagery and
atmospheric sampling instruments, sUAS may be well suited for monitoring spatially and
temporally variable emissions. Over the last 20 years, sUAS have increasingly been used
in environmental monitoring and decision support [13,14], and are quickly becoming
ubiquitous for capturing scientific data within many different disciplines [15]. Although
much sUAS data collection has focused on imagery, in recent years much work as gone
towards testing and advancing sUAS as platforms for atmospheric measurement [16-19].
Across subfields and geographies, the atmospheric science research community is
increasingly recognizing sUAS as useful platforms for addressing the critical gap in
atmospheric sampling between tower-based observations and manned airborne systems
[20-26], as detailed extensively in Green et al., 2018 [16]. The addition of lightweight gas
sensors along with pressure, temperature, and humidity (PTH) sensors make sUAS an
ideal platform for making atmospheric GHG concentration measurements [27,28].
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While there are trade-offs associated with any method for measuring or estimating
GHG emissions, more efficient and cost-effective monitoring methods are needed to
supplement, improve, and expand GHG emissions data for a wide variety of land uses,
ecosystems, and agricultural or industrial practices. Here we advance the use inexpensive
sensors, in chambers or in combination with sUAS to improve greenhouse gas emissions
monitoring for climate change mitigation, understanding, and decision making.
Specifically, we demonstrate methodological advancements by testing and using small,
lightweight sensors in a laboratory setting and in field settings, combined either with
chamber methods or sUAS for atmospheric monitoring of GHGs.
Our objectives were to (1) test and calibrate a range of low-cost sensors in a
laboratory setting, (2) test low cost sensors against standard, accepted GHG analyzers in
the field using chamber based methods, (3) in-field test the best of these sensors in
combination with sUAS around an agricultural GHG source with potentially large
temporal fluctuations (i.e., a biodigester), and (4) demonstrate the ability to sample
fugitive emissions, and compare the results with traditional, ground-based GHG
measurement methods. Using such emerging technologies to increase the spatial and
temporal coverage of emissions measurements would help achieve climate goals by
allowing us to build models or equations that accurately predict emissions across a range
conditions and systems.
4.3. Methods
We first conducted sensor testing and developed sensor calibration procedures
and subsequently calibrated sensors in controlled, laboratory settings. We next fieldtested sensor packages for monitoring GHG emissions from a ground-based agricultural
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source setting. We then integrated sensor packages onto sUAS platforms and developed
field sampling procedures for sensor intercomparison and monitoring of GHG emissions
sources from an anaerobic digestion facility source setting.
4.3.1. Objective 1: Sensor Testing in Controlled Environments
We developed and tested a variety of low-cost, lightweight sensor systems for
monitoring gas emissions from AD and agricultural processes. These sensors and sensor
packages were tested against benchmark instruments to determine their accuracy,
precision, and robustness for measuring emissions of the predominant gases related to
these activities (CO2, CH4, H2S). An overview of all the sensors and sensor packages
used in this study is provided in Table 1.
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Table 4.1
Description of Sensors, Sensor Packages and Benchmark Instruments Used in This Study
S en s o r P ack age

Wyngaard-Barbieri K30

P eo p le

Wyngaard,
Barbieri

Ap p ro ximate
P rice

S en s o r: M ak e / M o d el

Gas

Gas
Co n cen tratio n

CO2Meter K30 (5 individual
sensors labeled A-E)

CO2

0-1% CO2

~$500
iMet (Pressure, Temperature,
Humidity, GPS)

SEED Team Sensor
Package

Holmén, Seed
Team

~$1,000

CO2Meter K30FR

CO2

0-1% CO2

Figaro TGS2611

CH4

0-1% CH4

Alphasense PID-AH2 (VOC), COBX (CO), H2S-B4 (H2S)

VOC, CO, H2S

BME280 (Pressure,
Temperature, Humidity)

Hard ware

Co mp atib le Dro n e
DJ I , 0 . 5 k g,
Taro t Hex, 1 . 5 - 2 . 5 k g

U s ed I n
Field

Raspberry Pi 3 with micro SD
with Wyngaard's code,
Power: 5v (can be acheived
with LiPo battery or others),
Connections: 4-pin cord
(Wyngaard made), USB to
MicroUSB (iMet and battery
power)

DJI Phantom, Tarot
Hexcopter

Yes

Raspberry Pi, Stalker 3.1V
board, UartSBee V4, 6
connector wire, XBee RF
module, micro-USB cable

Tarot Hexcopter

No
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Sparkfun XA1110 (GPS)

Heurtley Calibration
Modual

Gascard in Pelican Case

PAS and LiCor

LGR

Richard
Heurtley

Barbieri,
Holmén

Adair Lab

Flux Lab

~$1,000

~$2,000

~40,000

~60,000

Winsen MQ4

CH4

Winsen MH-Z14a

CO2

BME280 (Pressure,
Temperature)
Gascard NG (Pressure,
Temperature), 2 Individual
Sensors

CH4

Model 1412i infrared
photoacoustic spectroscopy
(PAS) gas analyzer.

CO2

LiCor 8100A

CO2

Los Gatos Ultra-Portable
Greenhouse Gas Analyzer (LGR)

Raspberry Pi, ADS1015 4
Channel AVD converter, 5 V
power supply, 3.7 V LiPo
Battery, 3.7 V LiPo Battery
Charger, 5 V DC-DC
converter, GPIO Header
0-1% CH4

Power source and laptop
needed to interface with
sensor.

CH4

CO2
CH4

Eurocard PCB, RS-232
connector

0-2% CO2

Power source and laptop
needed to interface with
sensor.

No

Ground Only

No

Ground only

No

Ground only

Yes

Ground only

Yes

Robust in-lab testing and calibration of sensors and sensor packages occurred in
June-July of 2019, prior to in-field tests (Objective 2). Lab instrumentation was set up to
intake the target gas (either CO2 or CH4) from gas tanks and direct it along a gas flow
pathway to a small sensor calibration chamber (Figure 3). Small sensors were placed in
the air-tight calibration chamber connected, via copper and stainless-steel tubing, to three
compressed gas cylinders containing the calibration gases (1.01% CO2, 82.2 ppm CH4
and two diluents: 100% air and nitrogen). The flow rate from each compressed gas
cylinder was adjusted using rotameters. For each target gas, the calibration gas was
blended with either air or nitrogen gas at various dilution ratios to achieve concentrations
ranging from 0-1800ppm. The benchmark instruments were connected in parallel at the
calibration chamber outlet to enable comparison to sensor mean gas concentrations at
each calibration setting. Benchmark instruments were a LiCOR 8100a (LiCOR, Lincoln,
NE) for CO2 concentrations, and a Los Gatos Research (LGR, San Jose, CA) for CO2 and
CH4 concentrations. Gases from the calibration setup were vented at atmospheric
pressure via outlet tubing from the benchmark instruments into a fume hood. Gas
concentration measurements were recorded at 1Hz sampling frequency for each sensor.
Due to chamber space and wiring constraints, sensors were tested and calibrated in
batches (e.g., two K30s at a time in the small sensors calibration chamber).
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Figure 4.1
Schematic of Gas Flow Pathway for Instrument Testing and Calibration

For all lab calibration tests, temperature and relative humidity remained at
ambient lab temperature and were recorded during calibration events (Appendix,
Supplementary Table 1). We used a stepwise calibration process, where gas
concentrations increased in a stepwise manner for the duration of the calibration event.
Dilution air and target gas (either CO2 or CH4) tanks were turned on to begin gas flow,
each gas flow was adjusted via rotameters to deliver a total flow of approximately 5
L/min, and to achieve different target gas concentrations. For each concentration flow
setting, the expected concentration of the target gas was calculated using the known
concentration of the calibration gas cylinder and the flow of air and the target gas into the
chambers. Each concentration setting was maintained for five minutes to achieve a
constant concentration level (hereafter, a plateau), as observed with the LiCOR
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benchmark instrument. The target gas concentration was then increased or decreased to
the next calibration level. For CO2, concentrations were increased from 0 to 1800ppm.
For CH4, concentrations were increased from 5 to 20ppm.
After each calibration event, the sensor data were compiled, and calibration
measurements were synchronized as appropriate for comparison. For each calibration
point, the mean and standard deviation of each concentration plateau were calculated.
The start of the plateau was determined graphically by finding the point at which the
concentration of CO2 leveled off and rounding up to the nearest 30 seconds. Similarly,
the end of the plateau was determined by finding the point at which the concentration was
no longer constant and rounding down to the nearest 30 seconds. Examples of this
stepwise calibration are shown in Supplementary Figures 1 and 2.
Through laboratory testing and conversations with experts regarding instrument
calibration and measurement accuracy assessment procedures (Dave Risk, Flux Lab,
personal communication), it was determined that the LGR measurements were the most
accurate benchmark to which all other sensor measurements were compared. Expected
concentrations were calculated from the relative gas and dilution air flow rates:

(1)

where Expected [CO2] is the expected concentration of CO2, CO2Q is the flow of CO2
gas (in L/min), 0.81 is the observed value, the total gas flow into the system is Air Q, the
total air flow, plus the corrected CO2 flow (CO2Q * 0.81), and 10,000 is the
concentration of CO2 from the tank (in ppm).
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LGR measured values of CO2 aligned well with expected concentrations of CO2
for both the pre-calibration and post-calibration tests. For CH4, the pre-calibration LGR
concentrations reported were lower than expected by 1 to 5 ppm, with the deviation
varying with concentration (Supplementary Figures 3 and 4). However, we suspect the
error to be a result of the way that expected concentration was calculated and thus LGR
measurements were used as the benchmark measurements for all other sensors.
4.3.2. Objective 2: In-Field Agricultural Emissions Testing using Chamber-Based
Methods
We conducted an in-field test of the Wyngaard-Barbieri K30 sensor package for
measuring agricultural emissions using static chamber-based methods [29]. The test site
location, located near Williston, VT was an agricultural field under continuous corn
silage management and was in already in operation as a field experiment for monitoring
agricultural emissions (Chapter 2). For the static chambers, we used polyvinyl chloride
(PVC) chamber collars (30 cm in diameter, 15 cm height) that were placed randomly in
the actively managed field, installed to a depth of 12 cm and at least 1 m from field edges
to avoid edge effects static chambers [29]. The K30 package was placed inside the
chamber and a vented PVC lid (30 cm in diameter., 9.5 cm height) was placed on the
chamber collar with an air-tight seal creating a closed-loop system with a portable model
1412i infrared photoacoustic spectroscopy (PAS) gas analyzer (Model 1412i, Innova Air
Tech Instruments; calibrated as in Iqbal et al. 2013 [30]). In this field-testing case study,
the PAS was used as the benchmark instrument, as it was the instrument used for
collecting all agricultural soil emissions measurements for a three-year emissions
monitoring study (Chapter 3). Soil CO2 concentrations were measured simultaneously by
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both the Wyngaard-Barbieri K30 sensor package and the PAS every minute for 10
minutes at each location. Gas concentrations and emissions rates from the WyngaardBarbieri K30 sensor package were then compared to the same measurements from the
PAS.
4.3.3. Objectives 3 and 4: In-Flight Sensor Intercomparison & Flare Monitoring of
AD Emissions.
For our in-flight sensor testing, we selected an Anaerobic Digestion (AD) facility
for our GHG emissions source, as these emissions sources are hard to detect using
traditional methods [2] and provided a good case study for improving the measurement of
spatial and temporally variable point source emissions [6-8]. Field sampling was carried
out at the Vermont Technical College (VTC) AD facility in Randolph, VT. The primary
field sampling data collection events were conducted on August 7 and 8, 2019. During
these events, we used the LGR and LICOR as ground-based instruments, to continuously
monitor gas concentrations during data collection periods. Based on the results of the
robust in-lab testing and calibration, we selected both the LGR and the LiCOR as groundbased benchmark instrumentation, and the Wyngaard-Barbieri K30 sensor package for
in-flight testing onboard sUAS. We selected the LiCOR as it compared very well with the
LGR (Supplementary Figure 5) and has previously been used as an in-field benchmark
instrument for CO2 emissions measurements. We selected the Wyngaard-Barbieri K30
sensor package as it was the most accurate during lab testing and was lightweight for
incorporation on the sUAS.
Sensor Calibration for Field Testing: For each field sampling event, sensors
went through a laboratory pre-calibration event before field sampling and a laboratory
70

post-calibration event after field sampling to help determine sensor drift. The precalibration (08/06/2019) and post-calibration (08/09/2019) data reported here were from
before and after the two-day field sampling test event (08/07/2019 and 08/08/2019; see
below for more detail). Before each pre-calibration event, the small sensors were reset in
accordance with manufacturers recommendations: each of the K30 sensor units were
‘flash reset’ at 400ppm (approximately atmospheric concentration) prior to the collection
of pre-calibration data by placing them outside and flash-resetting the sensor. For
calibration events, sensors were placed in the air-tight calibration chambers, data
collection for each sensor was initiated in accordance with sensor package operations
procedure, and our stepwise calibration procedure (described above) was enacted. Postcalibration procedures were identical to the pre-calibration procedures, with the exception
that the small sensors were not reset before calibration.
Anaerobic Biodigester Site: Ground-based monitoring instruments were placed
downwind from the AD hydrolyser and flare sources and were re-located as needed with
changes in wind direction (Figure 2). Prior to placing ground-based instrument(s) in
downwind locations, we collected data with the LGR and hand-held K30 sensors during a
walk-around of the AD facility with instrument and sensor inlets approximately 1 m off
the ground to determine potential hot spots and moments of GHG concentrations.
Through these walk-around sampling events, and in accordance with the literature [8], we
determined that flaring events provided the best spatial and temporal variation in GHG
concentrations for testing GHG data collection via sUAS both because of the high
concentrations during flaring and because we could turn the flare on and off to create the
most variation. Over the two-day primary field sampling, winds were predominantly
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from the south with speeds in the range of 3-4 m/s (day 1), and from the west with speeds
in the range of 1-2 m/s (day 2) (Supplementary Figure 6).
Figure 4.2
Map of VTC Anaerobic Digester Site

The yellow star is the location of the meteorological station including the anemometer. The magenta circle
encompasses all sUAS flights for the two primary data collection days. Letters designate the location of
ground instrumentation (LGR and LiCOR) during different data collection periods: A designates the
ground instrument locations on August 7th, whereas B and C designate ground instrument locations on
August 8th with subscripts 1 and 2 representing the positions of the LGR and the LiCOR, respectively.

sUAS and Sensors: The primary sUAS used in this study was the DJI Phantom 4
Advanced quadcopter (DJI, China). This sUAS has a maximum flight time of 30 minutes,
a flight range of 14 km, and may carry loads of up to 0.5 kg. Based on our laboratory
testing and calibration, we determined that the Wyngaard-Barbieri K30 sensor package
was the most accurate sensor package for flare events. The sensor package was attached
for sensor aspiration (via propeller wash) and radiation shielding, in accordance with best
atmospheric sensor sampling methods determined by sUAS intercomparisons in [17]. We
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attached the sensor package to a wide, thin wooden stick that was attached to the bottom
of the sUAS in a way that permitted unobstructed take-off, flight, and landing
(Supplementary Figure 7). For all flights, the same two K30 units, K30C and K30D, were
used for sampling, as they were the most accurate and precise during pre-calibration.
Field Sampling Procedure: During the two field days, a total of nine sUAS
flights were conducted to measure atmospheric gas concentrations. Atmospheric CO2
concentration sampling occurred with the airborne sensor package (Wyngaard-Barbieri
K30) mounted on the sUAS, with simultaneous CO2 concentration sampling from both
the larger ground-based benchmark instruments (LGR and LiCOR) with tygon tubing
inlets for both instruments placed 3.3m off the ground. Additionally, a meteorological
station attached to the top of the AD hydrolyzer recorded atmospheric measurements
(temperature, wind velocity,) every five minutes for the duration of the field days
(Supplementary Table 2). Two primary sUAS flight patterns were used during the field
sampling of atmospheric gas concentrations: (a) hover of sUAS near the on-ground
benchmark instruments for intercomparison; and (b) sUAS flights around the AD flare
(Figure 3). Only one 10-minute flight (Flight 8-6) in close spatial proximity of both
benchmark sensors (LGR and LiCOR) was used for a full intercomparison between
measurements. All other flights were characterized by combining the two primary flight
patterns to determine CO2 concentrations before, during, and after AD flare events,
typically with the pattern of: intercomparison period (1-2 minutes), flare characterization
period of 4-5 minutes, and then an intercomparison period (1-2 minutes). As the primary
focus was to characterize atmospheric gas concentrations in the vicinity of AD flares, all
flights were conducted around the flare site, particularly downwind of the flare. The flare
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was either automatically or manually turned on/off during different sUAS flights to
characterize atmospheric CO2 concentrations for off-gassing events associated the AD
flare. Gas measurements were primarily analyzed over the periods of time designated as
“Flights” (e.g., just when the sUAS was in-flight) although ground-based benchmark
instruments were taking simultaneous measurements. Table 2 describes the overview of
the primary data collection events (lab and field sampling) including the flight
information for each of the sUAS flights.
Figure 4.3
Diagram of the Two Primary sUAS Flight Patterns

(A) hover of sUAS with on ground benchmark instruments for sensor intercomparison and (B) sUAS
flights around the Anaerobic Digester flare for gas measurement data collection. The inlets of the
LGR/LiCOR instruments were elevated above ground level in both cases using a 3.3 m high pole and
Tygon tubing.
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Table 4.2
Overview of Primary Data Collection Events for AD Laboratory Calibration and In-Field Testing
Location
VTC
Lab
Lab

Scenario
Exploration of site: AD Facility
Pre-Calibration
Pre-Calibration Check

K30s
x
x
x

Licor
x
x

7/19/2019
7/29/2019
8/6/2019
8/7/2019

VTC
Lab
Lab
VTC
VTC: Flare
VTC: Flare

Exploration of site: AD facility & Flare
Post-Calibration
Pre-Calibration

x
x
x

x
x
x

Flight 7-1
Flight 7-2

K30D and K30C
K30D and K30C

x

VTC: Flare

Flight 7-3

K30D and K30C

x

VTC: Flare
VTC
VTC: Flare
VTC: Flare
VTC: Flare
VTC: Flare

Flight 7-4

K30D and K30C

x

Flight 8-1
Flight 8-2
Flight 8-3
Flight 8-4

K30D and K30C
K30D and K30C
K30D and K30C

x

VTC: Flare

Flight 8-5

K30D and K30C

x
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Date
7/12/2019
7/17/2019
7/18/2019

8/8/2019

8/9/2019
8/10/2019
8/12/2019

VTC: Flare
VTC: Flare
Lab
Lab
Lab

Flight 8-6
Flight 8-7
Post-Calibration
Post-Calibration Check
Mock Pre-Calibration with LGR

K30D and K30C
K30D and K30C
x
x
x

x
x
x
x
x

LGR
-

Drone
-

Flight Time

Flight Time:
Start

NA
x
x
sUAS: Field Day 1
x
11:56
x
x
11:25

11:56:35
12:41:14

11:29

13:45:55

11:14
x
x
sUAS: Field Day 2
x
NA
x
NA
x
x
12:12
x
x
11:24

14:01:05

11:44

16:09:56

11:42

16:27:36

11:23

16:42:34

x

x
x
x
x
x
x

x

x
x
x
-

NA

NA
NA
15:01:05
15:39:40

Flight Time:
End

Flight Pattern

NA

Exploratory: Testing flights at AD facility

12:08:31
12:52:39

Exploratory: circles around flare
Exploratory: circles around flare
Half moons downwind of flare,
increasing in elevation
Half moons downwind of flare,
increasing and decreasing in elevation

13:57:24
14:12:19
NA
NA
15:13:17
15:51:04
16:21:40
16:39:18
16:53:57

Test flight without sensor package
High altitude test with sensor package
Exploratory: S of flare to NE of flare
Exploratory: circles around flare
Exploratory: NE of flare, end with
vertical transect
Full 10 minute intercomparison: hover at
ground sensor inlets
Vertical transect NE of flare

4.4. Results
4.4.1. Objective 1: Calibration and Testing
Carbon Dioxide (CO2) Sensors: CO2 was measured by three K30 sensor units
(B, C, D) as a part of the Wyngaard-Barbieri K30 sensor package, and by the MHZ14A
as a part of the Richard Heurtley Calibration Module. All three K30 sensor units showed
consistent correlated measurements to the LGR during pre- and post- calibration events
(Figure 4) with all sensors, including the LiCOR, consistently measuring concentrations
slightly higher than LGR measured concentrations. Overall, the MHZ14A had a higher
offset from the LGR (Fig. 6e). All sensors demonstrated closer measurement agreement
with the LGR at lower CO2 concentration ranges (0-900 ppm, well within atmospheric
ranges), with an increase in measurement offset (i.e., as compared with the LGR) at
higher CO2 concentration levels. For two of the K30 sensors units (K30 C and D; Figs.
6), post-calibration measurements were offset higher than the pre-calibration
measurements as compared to the LGR. At the expected CO2 atmospheric concentration
ranges (350-600 ppm) for K30-C, the pre-calibration deviation was 29 ppm (Fig. 6), postcalibration deviation was 209 ppm (180 ppm drift; Fig. 6) and for K30-D the precalibration deviation was 30 ppm (Fig. 6) and post-calibration deviation was 131 ppm
(101 ppm drift; Fig. 5). With these results, we selected the Wyngaard-Barbieri K30
sensor package with K30 units C and D, as they had the best comparisons with
benchmark instruments during the pre-calibration events and were lightweight for
integration on the DJI Phantom. Given the extensive field use of K30 units C and D
between pre- and post-calibration events, one might suspect higher offset and
measurement drift between calibration events. Table 3 summarizes the difference
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between the LGR mean CO2 concentrations and the mean CO2 concentration
measurements for each of the sensors during the August pre- and post-calibration period.
Figure 4.4
A Comparison Between the Mean Concentration of CO2 From the LGR

The mean CO2 concentration from K30s B, C, and D, as well as the MHZ14A sensor in the Richard
Heurtley Calibration Module for the pre- and post-calibrations completed in August. Standard deviation
bars represent the deviation during the entire measurement plateau period, and a 1:1 ratio is included as a
reference.
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Table 4.3
Differences in Mean CO2 Concentration Measurements for Each Sensor From Mean CO2
Concentrations From The LGR During Pre- and Post- Calibrations Completed in August

Methane (CH4) Sensors: CH4 was measured by the Winsen MQ4 sensor and the
Edinburgh Sensors GasCard NG. The MQ4 did show a consistent relationship to the LGR
during pre-calibration events, but post-calibration was less consistent (Supplementary
Figure 8). The GasCard had no discernable agreement with the LGR measurements in
either pre- or post-calibration events (Supplementary Figure 9). It is likely that the
methane concentrations tested (0 – 20 ppm) were too low for the GasCard to read reliably
given that it is rated for 0 – 1% CH4. Due to these results, in combination with both
sensors being too heavy to be carried with our primary sUAS, we did not include either
sensor in the field sampling.
4.4.2. Objective 2: In-Field Agricultural Emissions Testing using Chamber-Based
Methods
In four different in-field static chambers, CO2 was measured by one K30 sensor
unit as a part of the Wyngaard-Barbieri K30 sensor package simultaneously with the
PAS. For all four chambers, the Wyngaard-Barbieri K30 sensor package showed
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consistent correlated measurements to the PAS (Figure 5) with measurements mostly
within 1-20ppm difference, and maximum different of ~50ppm of the PAS across all four
chambers. This close correlation held true for the entire spectrum of expected agricultural
soil CO2 emissions (from 400-1250ppm), with no discernable patterns in the direction
and magnitude of difference between the Wyngaard-Barbieri K30 sensor package and the
PAS (e.g., the K30 was not consistently measuring higher or lower than the PAS, and the
magnitude of difference was not happening at the lower end or the higher end of the
range of concentrations).
Figure 4.5
A Comparison Between the Mean Concentration of Agricultural Soil CO2

Chamber 1

Chamber 2

1200
900

CO2 (ppm)

600

Method
Chamber 3

CO2 sensor

Chamber 4

PAS
1200
900
600
200

400

600

200

400

600

Seconds

Taken from the Wyngaard-Barbieri K30 sensor package with the mean CO2 concentration from the PAS
for four different on-field static chambers.
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4.4.3. Objective 3 and 4: In-Flight Sensor Intercomparison & Flare Monitoring of
AD Emissions
For all the sUAS flights which included both intercomparison and flare
monitoring flight patterns, time series of measured CO2 conentrations and altitude are
shown in Figure 6. Full descriptions of the environmental and technical activities
occuring during every sUAS flight are presented in Supplementary Table 3.
Figure 4.6
sUAS Flights 8-3 - 8-5 and 8-7 Conducted on August 8th

Data is plotted as A) CO2 concentrations measured by the K30 units D and C over time and B) altitude of
the sUAS over time, with color representing CO2 concentrations. Vertical red dotted lines indicate the times
when the flare is turned on and turned off during the flights. Vertical grey dotted lines indicate when the
sUAS was hovering near ground-based instrumentation (LGR or LiCOR) for intercomparison data
collection.
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During the in-field testing, intercomparisons between the Wyngaard-Barbieri K30
sensor package on the sUAS and the benchmark on-ground LGR instrumentation showed
good results overall with a mean CO2 concentration differences of 85.43 +/- 13.49 for
K30-D and 183.43 +/- 27.03 for K30-C. The mean CO2 concentration and standard
deviations for each instrument during these intercomparison periods are reported in Table
4; the differences in measured CO2 concentration between the Wyngaard-Barbieri K30
sensor package and each of the ground instruments (LGR and LiCOR) are also reported.
The K30 units measured relatively stable CO2 concentrations, with < 20 ppm standard
deviation in concentration measurement for most of the intercomparison flights, and over
half the intercomparison flights having a standard deviation < 10 ppm as compared to the
< 2 ppm standard deviation of the LGR and LiCOR during most of the intercomparison
flights. While none of the differences in CO2 concentration between the K30s and the
LGR were within either of the K30 units’ pre-calibration offset (K30-C offset 29 ppm;
K30-D offset 30 ppm), almost all of the differences fell within the K30 units’ postcalibration offsets (K30-C offset 209 ppm; K30-D offset 131 ppm).
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Table 4.4
Comparison of sUAS CO2 Concentration Data Collected During Intercomparison Flights
With On-Ground Benchmark Instrumentation

All concentrations reported in ppm.

Figure 7 shows an example flight path around the flare, and mapping of the CO2
concentration over time and by altitude (Figure 7B and 7C). In general, the sUAS
sampling was able to find and measure CO2 emissions within the plume from the flare.
This monitoring was very successful in comparison with ground instrumentation, as
ground instrumentation was setup downwind of specific target events (e.g., downwind of
the flare) and yet – for most flare periods, either the wind never directed the gas at the
exact inlet for the instrumentation, or the wind direction changed. Thus, the benchmark
ground instrumentation was rarely able to capture emissions measurements associated
with the flare, where sUAS sampling was able to do so.
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Figure 4.7
Example of Mapping CO2 Concentrations During One sUAS Flight (8-3)

Relative to the flare (yellow diamond), pairing spatial map of flight path (A) with CO 2 concentrations
over flight time (B) and by altitude (C).

4.5. Discussion
Our work shows that low-cost sensors, both alone and combined with chambers
or sUAS platforms, have great potential to measure GHG emissions from spatially and
temporally variable sources. The sensors were very effective at capturing emission rates
from soils and were also, in combination with sUAS, effective for measuring gas
concentrations around a biodigester facility at heights relevant for fugitive emissions and
off-gassing events (e.g. flaring of gases). The second is particularly important, because
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ground-based instrumentation was largely unable to measure these events due to the
varying heights of emissions plumes and changing wind directions. Further developing
chamber-based and sUAS platforms for these inexpensive sensors and integrating them
into more GHG emissions monitoring projects and programs, will provide crucial
information about GHG emissions from spatially and temporally variable sources and
successfully advance mitigation efforts.
In testing and calibrating a range of low-cost sensors, we found that the low-cost
sensors performed reliably in the lab, although offset from benchmark instruments
increased at high concentrations (CO2 > ~1200 ppm). The K30 sensors performed very
well in the field when compared to traditional, expensive gas analysis equipment (PAS)
using chamber-based methods to measure soil CO2 emissions. Further in-field testing of
the K30 sensor in combination with sUAS revealed that the K30 units compared well
with additional benchmark instruments (LGR, LiCOR, PAS), under field conditions and
in flight on the sUAS.
One consideration for future work is that intercomparisons in the field between
the K30 units on the sUAS and ground-based ground instrumentation (LGR and LiCOR)
all were measuring in CO2 concentration ranges of 350-600ppm, but laboratory pre- and
post- calibration only measured 1-2 points in this range. In the future, more robust preand post-calibration within these atmospheric ranges may provide better understanding of
K30 CO2 measurement offset. Further, more testing and refinement of pre- and postcalibration procedures may be beneficial, as the difference in the measured CO2
concentrations between the first post-calibration and second post-calibration was
relatively large for the K30 units used in the field (units C and D). In fact, none of the
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differences in CO2 concentration between the K30s and the LGR fell within each of the
K30 units’ pre-calibration offset and almost all fell within the post-calibration offset. This
is not surprising, as we would expect the offset from the second field day to be closer to
the post-calibration offset than the pre-calibration offset.
In comparing these sensors with the capacity of traditional, ground-based GHG
measurement methods to detect emissions from the same sources (soils or fugitive
emissions), we found that the K30 sensors, whether used with in chambers or in
combination with sUAS, have great potential for monitoring CO2 emissions. We were
able to measure soil CO2 emissions rates accurately and, importantly, monitor GHG
concentrations from plumes emitted from a biodigester flare because the sUAS system
had the flexible spatio-temporal sampling needed to capture emissions data from the
flare. In comparison, ground-based sensors rarely captured emissions data related to the
flare. While neither a full GHG emissions mapping of the plumes from the flare nor a full
GHG accounting from the biodigester were within the scope of this study, we
nevertheless found that these types of analyses could be supported by sUAS monitoring
in the future given our results.
4.5.1 Future Directions
We articulate five key directions that would aid in improved sensors, sUAS
integration, and data collection procedures for more robust and accurate future
atmospheric gas monitoring for agricultural emissions.
(1) More sensors with robust laboratory and field testing for measuring
different gases: We were only able to field-test the sensor package that measured target
gas CO2. While engineering teams are working to incorporate more sensors (CH4 and
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H2S) within sensor packages that are field-test ready, further development of sensors
relevant for agricultural GHG monitoring (particularly N2O) is important and currently
lacking. Further, sensor packages, such as those tested here, are already lightweight and
relatively inexpensive. Sensor package development that maintains these ease-of-use
characteristics may allow more people to access technology capable of monitoring GHG
emissions. As more attention is paid to citizen science data collection for environmental
monitoring, these inexpensive technologies paired with stationary sampling methods or
commercially available (and easy to fly) sUAS platforms may allow for more
community-based emissions monitoring. This may offer the potential for more data
collection in support for environmental justice, if GHG emissions monitoring could be in
the hands of communities who may be negatively affected by emissions sources. To
elevate this potential, developing standardized ways to calibrate sensors more readily for
trustworthy field-data collection is of particular importance.
(2) Extending the spatial and temporal measurement of ground-based
methods. These inexpensive sensor packages have the potential to extend the coverage of
emissions monitoring from a broader range of environments and sources using static
chamber methods. The combination of the low cost of these sensor systems in addition to
their lightweight and ease of use means that chamber methods could be used in harder to
reach and undermeasured areas, such as in more remote field locations (e.g., forest or
boreal environments, or in very large agricultural fields such as the >500 acre farms of
Brazil). Furthermore, these sensor packages also offer promise for extending coverage
during times where field sites may be difficult-to-access or where more expensive
equipment may be damaged due to harsher environmental conditions (e.g., winter
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emissions monitoring in agricultural fields, as discussed as important for further study in
Chapter 3).
(3) sUAS platform and sensor integration and placement testing
improvements: Improving the sUAS platform and sensor package integration with more
robust sensor package placement testing and more precise flight planning, particularly
with repetition of flight capabilities is critical. While our sUAS platform and sensor
package combination was successful for measuring CO2, further work is needed to
integrate sensor packages onto larger sUAS platforms that are better for monitoring AD
facilities. Though the Wyngaard-Barbieri K30 sensor package was within the weight
limit of the DJI Phantom, the sensor package did impact the response of the sUAS to
control commands as it lagged, and the sUAS movements were slightly delayed from
those of the remote controller. Further refinement to create a lighter package would be
beneficial. Further, while we incorporated lessons from recent studies regarding sensor
package placement [16,17], further work would be beneficial in testing sensor package
placement in response to GHG concentrations measurement, particularly for improved
understanding of how rotor downwash may affect measurements and how sUAS flight
paths may affect measurement (e.g. the best flight pattern for measuring a plume of gas
with minimal disruption of the plume).
(3) Real-Time Measurement: Real-time measurement of gases is important for
work in finding gas concentration spikes and plumes with the sUAS. It is possible to
estimate where the gas concentrations would be highest with known real-time wind
direction (e.g., wind socks), but observing the real-time CO2 concentrations as measured
by sensor packages on the sUAS platform was critical for trying to stay in the plume and
87

map the gas concentrations. Currently, our real-time monitoring capabilities with the
Wyngaard-Barbieri K30 sensor package is limited to a very short flight range (~15-20
m). Improving this range could help provide more robust sampling of gas plumes, as
visualizing the data in real-time can maximize the information gathered in the relatively
limited amount of flight time. Advances in automation, such as with pre-programmed
flights occurring automatically at a set interval of time, and developing algorithms that
could alter the sUAS course in-flight to more effectively sample gas concentrations in-the
atmosphere, may help to support the amount and effectiveness of GHG emissions
sampling over more varied range of sources and conditions.
(4) Gas plume measurements: A full accounting of GHG emissions from the
AD facility, or from the emissions plumes from AD facility flaring events was beyond
the scope of this study. However, in demonstrating the capabilities of the sUAS for
sampling these emissions, we showed great potential for these data to be collected such
that we could – with future flights and particularly when using more than one sUAS –
plot the error variance of the emissions from the plume. Creating a three-dimensional,
interpolation map of the atmospheric gas concentrations along with the uncertainty
associated with each point could provide more accurate characterizations of gas plume
behavior from many different GHG emissions sources and may aid in understanding how
to account for and mitigate these emissions more effectively.
(5) Data management: While there has been significant investment in improving
sUAS platforms, sensors, and operations, relatively little attention has been paid to
supporting the management of the complex data pipelines that are inherent to
environmental monitoring sUAS [31]. A typical sUAS based project, such as this AD
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Facility Case Study, involves multiple technologies (e.g., sUAS, controllers, computers,
software systems, sensors, paper notebooks) and complex data processes (e.g., data preand post-processing and analysis), all of which can impact the interpretation of the data.
Researchers in diverse fields such as wildlife monitoring [32], vegetation monitoring
[33], atmospheric sciences [17], and in the assessment of built environments and energy
infrastructure [34] have all called for the development of sUAS data and metadata best
practices. We similarly found that data management of sensor and sUAS data, both raw
and analyzed, could be greatly improved upon. We provide an overview of data
management recommendations (Supplementary Table 4), and these improvements would
enhance the ease of analyses, the exploration of further analyses, and the reproducibility
of these analyses.
4.6. Conclusions
Collecting data from more and varied GHG emissions sources, be they natural
and agricultural landscapes or infrastructure and facilities sites, may illuminate more
clearly the contribution of specific practices towards GHG emissions reduction efforts,
and thus inform better decision-making for climate change mitigation. We show the
promising potential for GHG emissions sampling with low-cost sensors, and particularly
the use of these sensor packages in combination with sUAS platforms to conduct these
emissions monitoring comparisons in a robust manner. However, while collecting these
difficult-to-capture GHG emissions measurements is important, it is also likely
insufficient for a full accounting of the climate mitigation potential for various practices
or technologies. Certainly, further considerations are necessary for contextualizing these
emissions data particularly in the context of broader social and environmental objectives.
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While the emerging technologies discussed in this chapter can help to provide a more
holistic understanding of GHG emissions pathways from different sources and practices,
technology is not neutral, and it is critical to pair these advancements with careful
assessment of the role and impact of those technologies given deeper, system contexts.
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CHAPTER 5: CONCLUSION
As agriculture and a changing climate shape each other and our planet, there is
great need for deeper understandings of agricultural practices and their relationships with
climate change – both for supporting climate change mitigation and broader ecosystem
flourishing. In examining three different agriculture-climate relationships, this
dissertation contributes to this deepening of knowledge. First, by robustly assessing
evidence for how agricultural practices support climate change objectives, second, by
increasing empirical information on the climate impacts of commonly promoted
agricultural practices and their potential tradeoffs for other ecological objectives, and
third, by improving ways of effectively collecting relevant greenhouse gas (GHG)
emissions data. As agricultural practices are increasingly evaluated and implemented for
their ability to mitigate negative ecological impacts, I carefully considered two pathways
by which technological change is leveraged to help – in the design and promotion of
specific agricultural practices as seen in Chapters two and three and in the development
and use of sensors and methods to improve the monitoring of agricultural emissions as
demonstrated in Chapter four.
In Chapter two, encouragingly, we did find that most scientific publications
reporting on agricultural practices in relation to climate change mitigation and adaptation
found synergies between both objectives. Given the claims from the 87 publications that
we reviewed, almost all of the agricultural practices examined for climate mitigation and
adaptation outcomes delivered more synergies than tradeoffs for both objectives. Yet
there remain some worrying trends. Particularly, the overall lack of robust evidence is
concerning, with very few publications empirically measuring both mitigation and
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adaptation outcomes from any given agricultural practice. Further, this general lack of
evidence is paired with the concerning correlation that agricultural practices with more
robust evidence also had more conflicting claims of tradeoffs between adaptation and
mitigation objectives. This illuminates both the need for more empirical measurement of
relevant adaptation and mitigation outcomes, and also the need for more critical
assessment when interpreting claims of ‘win-wins’ in agriculture between climate
adaptation and mitigation.
When considering the need for more empirical measurement, a related concern
revealed in this dissertation is the use of yield as the primary metric for adaptation
outcomes. Agricultural productivity measures alone provide a very narrow window of
understanding through which to view climate adaptation, and, as Chapter one explores in
greater detail, the focus on yield often leaves important systematic challenges
unexamined. Meaningful assessment of synergies between climate mitigation and
adaptation requires that evaluative metrics correspond with the goals they are meant to
address. With climate adaptation objectives frequently described as “increasing food
security and nutrition”, yield alone is an insufficient indicator. More comprehensive
outcomes, such as improvements in nutritional diversity or securing agricultural land
access and tenure, are critical for expanding the window to more deeply understand if,
when, and how agricultural practices help human communities become more food secure.
Further, with agricultural productivity as the dominant measurement, the extent to which
there are synergies between climate mitigation and other dimensions of climate
adaptation related to broader ecosystem flourishing (e.g. supporting biodiversity and
healthy water ecosystems) remains poorly understood. While broader suites of adaptation
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indicators may be more difficult to measure and contextualize and focusing on metrics
other than yield may challenge dominant system objectives of growth and profit, with this
dissertation I share in the call for more scientific assessments of agricultural practices to
do exactly that.
Chapters one and two together underscore the need for more empirical evidence
for climate mitigation and adaptation outcomes, and the need for indicators of
agroecosystem flourishing to be examined beyond yield. I expand both of these directions
in Chapter three by empirically measuring nutrient flows into the atmosphere and into
water ecosystems from agricultural practices, deepening understanding of the
relationships between climate change mitigation and water quality objectives in
agricultural systems.
In Chapter three, we collected three years of data to compare agricultural
emissions and nutrient runoff from surface and subsurface water flow in two different
agricultural production systems. We observed that some agricultural practices
implemented for water quality outcomes could greatly increase GHG emissions,
illuminating the importance of carefully considering multiple environmental objectives
when evaluating agricultural practices. Further, nutrient flow pathways and magnitudes
were different in the two different production systems, demonstrating the likely need to
measure these outcomes from a range of agricultural practices within a variety of
different agricultural production systems. Given the importance of water quality and
climate mitigation objectives, and the aforementioned lack of empirical measurement of
agricultural outcomes, improving data collection for understanding the range and context
of potential nutrient flow pathways from different agricultural practices is critical.
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However, collecting agricultural emissions data is both labor intensive and expensive –
the comparisons we were able to make in Chapter three were drawn from three years of
in-field monitoring approximately every two weeks with expensive and heavy field
equipment. Scaling up the needed agricultural emissions measurements using these
conventional monitoring methods presents a substantial challenge. For these reasons, in
Chapter four we developed and field-tested new inexpensive sensors and methods for
measuring GHG emissions.
In Chapter four we found that new technologies for monitoring GHG emissions
were promising, with lightweight and inexpensive sensor packages comparing well to
more traditional instruments for measuring emissions in both laboratory and field testing.
Further, we were able to develop monitoring methods using both static chambers and
sUAS to capture hard-to-measure GHG emissions, and these methods are promising for
measuring emissions from a variety of sources, from agricultural fields to energy
infrastructure. However, while collecting these difficult-to-capture GHG emissions data
is important, it is also insufficient for a full accounting of the climate mitigation potential
of any given practice. Increasing emissions measurements alone does not necessarily
provide the information needed to support agricultural decision-making, given climate
mitigation, adaptation, and other environmental objectives. Increasing GHG emissions
data collection is only one part of supporting climate mitigation objectives.
With this dissertation, I hope to shine a light on some important gaps in
understanding agriculture-climate relationships. In Chapter two, we revealed that certain
climate change adaptation objectives, such as agricultural production, were considered
much more frequently than other objectives. This demonstrates a significant and
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important lack of more comprehensive adaptation objectives from socioeconomic to
broader ecosystem objectives. In Chapter three we provided empirical evidence for the
likely need to better measure GHG emissions in dominant agricultural practices being
implemented for water quality. Together these chapters contribute evidence that in
relation to climate mitigation, not only might agricultural adaptation objectives be too
narrowly focused on production, but that there may also be substantial tradeoffs when
considering other ecological objectives. Unless research and action are aligned to
critically evaluate agricultural practices for their ability to achieve multiple and more
comprehensive outcomes, important tradeoffs may remain unexamined.
It is therefore understandable and important to explore new technologies, as we
did in Chapter four, to improve the collection of more agricultural data to help fill these
gaps, thereby providing opportunities to support better agricultural decision-making.
However, acquiring more data – even for a more comprehensive variety of metrics and
indicators – does not necessarily mean that particular agricultural practices will be
designed or implemented for ostensibly desired climate objectives. Farmers, researchers,
and policy-makers make decisions about which agricultural practices to monitor and
implement in the context of existing social and economic pressures, as explored in
Chapter one. In the development and testing of new technologies in Chapter four, it is
crucial to connect these dots by questioning the ways in which these technologies are
conceived, developed, and employed within the same dominant systems that are
propagating the environmental problems these technologies are leveraged to solve.
Emerging monitoring technologies may provide effective greenhouse gas emissions
monitoring, and certain agricultural practices may provide effective reductions in nutrient
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pollution, but understanding the role and impact of those technologies given deeper,
system contexts remains critical.
Agricultural technology is not neutral. As illuminated in Chapter one,
technological change, even in support of climate mitigation, can be intentionally or
unintentionally leveraged in damaging ways. Yet, as explored in Chapters two, three and
four, there are also important ways in which agricultural technologies may help support
justice-oriented food production and ecosystem flourishing, including climate change
mitigation. Agricultural technologies must therefore be assessed based on their
sustainability and equity impacts at all levels, starting with their relationship to the logics
of growth and domination which underpin current, prevalent social systems such as
colonialism and capitalism. With the closing of this dissertation, I call on myself and on
all who examine agriculture-climate relationships, to critically consider agricultural
objectives and technologies particularly for their ability to subvert rather than reinforce
damaging systems of power. By listening with care and humility to those with more
pluralistic worldviews and knowledges and centering research and action on justiceoriented system transitions movements, it is possible to chart a course for the role of
agricultural technology in supporting flourishing agriculture-climate relationships – to
begin to answer: How can agricultural technology help support climate mitigation while
transforming the unjust systems that they shape and are shaped by?
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APPENDIX A
Supplemental Tables and Figures
Supplementary Table 1. The mean and standard deviation values for temperature and humidity in the lab
during pre and post calibration days.

Supplementary Figure 1 and 2. 1. The stepwise CO2 post-calibration curve generated in the lab on
August 9th plotted as CO2 concentration measured by the LGR over time. The mean and standard
deviation of each plateau was calculated to produce the calibration points. 2. The stepwise CH4 postcalibration curve generated in the lab on August 9th, plotted as CH4 concentration measured by the LGR
over time. The mean and standard deviation of each plateau was calculated to produce the calibration
points.
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Supplementary Figure 3 and Figure 4. A comparison between the target gas expected concentrations
and the measured concentration with the LGR completed in August. 3. Expected concentration of CO2
with the mean CO2 concentration from the LGR for pre- and post-calibrations. 4. Expected concentration
of CH4 with the mean CH4 concentration from the LGR for Pre- and post-calibrations.
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Supplementary Figure 5. A comparison between the mean concentration of CO2 from the LGR with
the mean CO2 concentration from the LiCOR for the pre- and post-calibrations completed in August.
Standard deviation bars represent the deviation during the entire measurement plateau period, and a 1:1
ratio is included as a reference.

Supplementary Figure 6. Wind roses during data collection for both field days, August 7th and 8th.
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Supplementary Table 2. Characterization of atmospheric data (e.g. wind speed, direction) during each
of the sUAS flights.

Supplementary Figure 7. DJI Phantom platform with K30 sensor package attached.
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Supplementary Figure 8. A comparison between the mean concentration of CH4 from the LGR with the
mean CH4 concentration from the MQ4 in the Richard Heurtley Calibration Module for the pre- and postcalibrations completed in August. Standard deviation bars represent the deviation during the entire
measurement plateau period, and a 1:1 ratio is included as a reference.

Supplementary Figure 9. A comparison between the mean concentration of CH4 from the LGR with then
mean CH4 concentration measured by the GASCARD for the Pre- and Post- Calibrations completed in
August. Standard deviation bars represent the deviation during the entire measurement plateau period, and
a 1:1 ratio is included as a reference.
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Supplementary Table 3: All sUAS flight characterizations including flare event descriptions.
Flight Scenario

Date

Time and Duration
11:56 EDT, lasted
approximately 12
minutes

Flare Description

Flight Description

There was no flare event during
this flight.

Mean CO2 concentrations
measured by all instruments
were: LGR, 340 ppm; LiCOR, 370
ppm; K30D, 420ppm; K30C 440
ppm.

Before Flare

Emissions Descriptions
During Flare

After Flare
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Flight 7.1

August 7th
2019

Flight 7.2

August 7th
2019

During the flare event, there were three major spikes of CO 2
Before the flare event, mean CO2
The sUAS conducted an
concentrations measured. All spikes were measured by both K30 units
12:41 EDT, lasted A flare event occurred 30 seconds
After the flare event, mean CO2 concentrations measured by
exploratory flight pattern to try
concentrations measured by all
and one spike was measured by the LGR. The concentrations measured
into the flight and lasted
approximately 11.5
to measure and remain in the instruments were: LGR, 340; K30D,
all instruments were: LGR, 340; K30D, 410; K30C, 400.
approximately five minutes.
minutes
by both K30 units were within 130 ppm of each other. The peak of CO2
plume.
390; K30C 410.
concentrations measured by K30D ranged from (~540-630).

Flight 7.3

August 7th
2019

13:45 EDT, lasted
approximately 11.5
minutes.

Flight 7.4

August 7th
2019

14:01 EDT, lasted
approximately 11
minutes.

Flight 8.3

August 8th
2019

15:01 EDT, lasted
approximately 12
minutes.

Flight 8.4

August 8th
2019

15:39 EDT, lasted
approximately 11.5
minutes.

A flare event occurred 2 minutes
into the flight and lasted
approximately 8 minutes.

Flight 8.5

August 8th
2019

16:09 EDT, lasted
approximately 11.5
minutes.

A flare event occurred 2 minutes
into the flight and lasted
approximately 9.5 minutes.

Flight 8.7

August 8th
2019

16:42 EDT, lasted
approximately 11.5
minutes.

A flare event occurred 1 minute
into the flight and lasted
approximately 9 minutes.

The sUAS conducted a half moon
During the flare event, there were no major spikes of CO 2
Before the flare event, mean CO2
flight pattern traveling in the
concentrations measured. There was no change in mean CO 2
concentrations measured by all
eastern and western directions
instruments were: LGR, 350; K30D, concentration measured by any of the instruments when the flare was
while increasing in altitude with
430; K30C 300.
turned on.
each half moon.
During the flare event, there was one major spike of CO 2
The sUAS conducted a half moon
Before the flare event, mean CO2
concentrations measured. The spike was measured by both K30 units
flight pattern traveling in the
A flare event occurred 4.5
concentrations measured by all
but neither of the ground units. The concentrations measured by both
minutes into the flight and lasted eastern and western directions
instruments were: LGR, 350; K30D,
while varying in altitude with each
approximately 6.5 minutes.
units were within 160 ppm of each other. The peak of CO 2
440; K30C 440.
half moon.
concentration measured by K30D was ~780.
A flare event occurred 6 minutes
into the flight and lasted
approximately 4.5 minutes.

The sUAS conducted an
A flare event occurred 4.5
exploratory flight pattern to try
minutes into the flight and lasted
to measure and remain in the
approximately 8.5 minutes.
plume.

Before the flare event, mean CO2
concentrations measured by all
instruments were: LiCOR, 370;
K30D, 440; K30C 520.

During the flare event, there were 4 major spikes of CO 2 concentrations
measured. All spikes were measured by K30C and three of the spikes
were measured by K30D while neither of the ground units sensed any
of the spikes. The concentrations measured by both K30 units were
within 160 ppm of each other. The peak of CO 2 concentrations
measured by K30D ranged from 590-810.

During the flare event, there were four major spikes of CO 2
Before the flare event, mean CO2
The sUAS conducted an
concentrations measured. In all cases all spikes were measured by both
After the flare event, mean CO2 concentrations measured by
exploratory flight pattern to try
concentrations measured by all
K30 units and the LGR. The concentrations measured by both K30
to measure and remain in the instruments were: LGR, 370; K30D,
all instruments were: LGR, 360; K30D, 440; K30C 560.
units were within 270 ppm of each other. The peak of CO 2
plume.
450; K30C 510.
concentrations measured ranged from 480-660.
During the flare event, there were six major spikes of CO 2
Before the flare event, mean CO2 concentrations measured. All spikes were measured by both K30 units
The sUAS conducted an
and three spikes were measured by the LGR. The concentrations
exploratory flight pattern to try
concentrations measured by all
to measure and remain in the instruments were: LGR, 340; LiCOR, measured by both units were within 1270 ppm of each other. The
plume.
peak of CO2 concentrations measured by K30D ranged from 970360; K30D, 430; K30C, 500.
3500.
After the flare event, mean CO2 concentrations measured by
all instruments were: LGR, 350; LiCOR, 390; K30D, 430;
K30C, 570. The spikes in CO2 measured by the K30s were
During the flare event, there were six major spikes of CO 2
variable between flights with some flights having subtle
Before the flare event, mean CO2 concentrations measured. All spikes were measured by both K30 units
The sUAS conducted a vertical
peaks (500-600 ppm range) and some having very high
and one spike was measured by the LiCOR and LGR. The
concentrations measured by all
transect flight pattern moving
peaks. K30D, the more stable of the two sensors, measured
instruments were: LGR, 350; LiCOR, concentrations measured by both K30 units were within 1580 ppm of
from North to South.
two separate peaks of 3500 ppm and 2560 ppm, while K30C
each other. The peak of CO2 concentrations measured by K30D ranged
370; K30D, 440; K30C 560.
was not measuring as high. This may due to sensor
from 720-2560.
differences, but is more likely due to flight patterns and being
better able to fly in the peak of the plume with subsequent
flights.

Supplementary Table 4: Overview of some of the predominant data challenges and descriptions of
possible improvements based on lessons learned from the AD case study.

Data Component

Description of Data Challenge

Description of Possible Improvement(s)

We had many sensors measuring data at a given time. Creating a sensor identification number for each sensor, and attaching
Most sensors do have have an inherent identification,
that identification number to the file metadata. This can be done
Sensor Identification
which can lead to data files being generated without
carefully by those recording and downloading the data files, but
being necessarily connected to the sensor from which
ideally this would be a more inherent part of the way that these
the data came from.
sensors output data.
We did not begin with a set file naming convention,
Having a clearly set file naming convention system from the
which led to many similar data files having very different
File Naming Conventions
beginning, including how to alter the file name for processed data
names, and occasional unclear provenance from raw
would have improved the ease of data analysis for this project.
data files to processed data files.
File metadata should include, at the minimum: the identification of
Many of the sensors we were using did not generate
the sensor, the date of data collection, and the time at which data
robust metadata, and we did not begin with a metadata
collection began, in addition to previously established necessary
File Metadata
template that captured all the necessary metadata to
metadata to properly contextualize the data that is being collected.
contextualize each dataset that was generated with all These metadata can be recorded by those collecting and recording the
of the sensors.
data, but ideally this would be a more inherent part of the way that
these sensors output data.
In merging data collected from different sensors, we
Understanding the way that each sensor reports date and time, and
often used date and time stamps to merge or sync up
how to properly sync that with all sensors used within a study would
Syncing Date and Time Stamps datasets. However, not all sensors measure data on the
faciliate easier data analysis and may help to better shape how data is
same time scale, and further sensors do not always
collected with different sensors.
report date and time stamps in the same way.
Much of our data collection was done before we tried to
Team-wide discussion of expected data analysis before data collection
analyze any of the data we had collected. This presented
begins would greatly improve the liklihood of robust data collection.
challenges in the data anlysis, whereby data collection
Data Analysis Procedures
Procedures for the analysis of data should be better determined in
may have happened more effectively if data anlaysis
advance, which would enable more clear instructions for how to clean,
procedures had been properly tested and articulated
process, and integrate all of the necessary sensor data.
before data collection.
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