Abstract
Introduction
The intersection problem of sorted sets is to determine a result set containing common elements appearing in all of these sets. This problem is a common problem in a context of queries in a database or a search engine. It is also known as the multiple search problem [1] since its purpose is to search for common elements in all input sets using efficient search algorithms such as binary search [2] , Fibonaccian search [3] , interpolation search [4] [5] , galloping search [6] . Existing algorithms differ on how they minimize search to reach a result set. The standard algorithm [7] , called "Small versus Small", minimizes search by repeatedly intersecting the remaining two smallest sets by searching for each element in the smaller set from the larger set or searching for each element in the smaller remaining element set from the larger remaining element set. The adaptive algorithm [8] searches for an element of a particular set from all other remaining sets using galloping search and binary search. If the element being searched for is the common element, then their positions are remembered as the ending points of the search in order to minimize search. The sequential algorithm [9] is the adaptive algorithm performing one entire galloping search at a time in each next available set instead of a single galloping step. To obtain less search than the sequential algorithm, the random sequential algorithm [10] randomly chooses the remaining sets to search for the specific element. The Baeza-Yates algorithm [11] [12] minimizes search by searching for median element of the smaller set from the larger set and dividing the problem into two sub-problems for each median element. The problems are then solved recursively. Each pair of the sorted result set and the remaining smallest set are then intersected using the same procedure. As mentioned above, all of these algorithms rely on a search algorithm employed and a way to minimize search. However, the nature of intersection problem of sorted sets allows us to determine a result set without relying on them.
This paper proposes a new approach to intersection problem of sorted sets using a comparisonand-elimination approach. The new algorithm determines elements of the result set by repeatedly finding a maximum value of all first elements and a minimum value of all last elements. These two values becomes a range of possible elements of result set. Hence, we use them to eliminate elements of all sets not in this range. The common minimum or maximum values become elements of result set and they are eliminated from all sets.
The rest of paper is organized as follows. Related works are given in section 2. Section 3 describes the new intersection algorithm named a Search-Free Intersection Algorithm, and section 4 proves time complexity of the algorithm. Finally, section 5 concludes the paper.
Related Works
In research conducted on this issue, there are many works related to intersection algorithms introduced in section 1. In this section, some of them are analyzed and described in more details. First of all, Demaine, et al. [2] propose an algorithm for finding the intersections, unions, and differences of a collection of sorted sets, and the framework for designing and evaluating adaptive algorithms in the comparison model is also presented. Advantage of this work is quickly search in a database or data warehousing environment, and is also quickly in finding unions of sorted sets. On the other hand, running time of finding intersections and differences of sorted sets is not good as unions, and it is difficult to compute because its scaled running time depends on gap cost and difficulty factors of the problem. Barbay, et al. [3] [4] present finding the intersection set of sorted sets using several improved algorithms and a variant of interpolation search. They also compare the number of comparisons and searches performed among those intersection algorithms. In addition, Yehoshua, et al. [5] apply interpolation search to alphabetic tables, but its problem is that such tables are far from uniform data distribution. Therefore, we can sum up that interpolation search is not suitable for sorted sets which their data distribution is not normal. Bentley, et al. [6] introduce galloping search, which is a problem of searching for a rank of a key in a sorted sets with unbounded size. A search begins with the first position and then increases to 2k+1 every time, where k is a position of sorted sets. This technique can solve unbounded search problem, but the number of comparisons is more than many intersection algorithms. Hwang, et al. [7] introduce a widely used algorithm called Small versus Small (SvS). It intersects the sets two at a time in increasing order by size, starting with the two smallest, and repeatedly intersecting the remaining two smallest sets by searching for each element in the smaller set from the larger set, or searching for each element in the smaller remaining element set from the larger remaining element set. This algorithm is usually solved by recursion, so it takes much more space than almost all algorithms. The adaptive algorithm proposed by Demaine, et al. [8] searches for an element of a particular set from all other remaining sets using galloping and binary search. It deals with an encoding of the shortest proof of the answer, so it is practical significance in web search engines. However, many techniques used in this algorithm makes some negative impacts such as high adaptive complexity especially in numerous sets of data. Barbay, et al. [9] [10] propose sequential and random sequential algorithm. The sequential algorithm is an adaptive algorithm performing one entire galloping search at a time in each next available set instead of a single galloping step. It is optimal for a different measure of difficulty, based on the non-deterministic complexity of the instance. For random sequential algorithm, it performs comparisons less than sequential algorithm on average, because the random sequential algorithm randomly chooses the remaining sets to search for the specific element instead of performing one entire gallop search at a time. However, both sequential and random sequential algorithms take more time in a search than almost all mentioned algorithms. Baeza-Yates, et al. [11] [12] present Baeza-Yates algorithm intended for the intersection of two sorted sets. It takes the median element of the smaller set and searches for it in a larger set. If the element is in a larger set, it will be added to the result set. This algorithm solves recursively the instances formed by each pair of subsets, so the memory space used is more than any other described algorithms. To evaluate efficiencies of intersection algorithms, alternation and redundancy analysis [13] can be applied to them. The alternation analysis bases on the non-deterministic complexity of an instance, while the redundancy analysis concerns a measure of the internal redundancy of the instance. Both alternation and redundancy analysis can be used as a comparison model to compare the intersection algorithms.
According to the intersection algorithms mentioned in this section, there are many disadvantages such as using a lot of memory space, high adaptation complexity, and taking much time to find the intersection set of sorted sets. Furthermore, all algorithms rely on search problems which are critical in aspect of time and other constraints. Therefore, a comparison-andelimination approach named a Search-Free Intersection Algorithm is proposed in order to solve limitations of intersection search problems.
A Search-Free Intersection Algorithm
A Search-Free Intersection Algorithm is an algorithm for finding the intersection set of sorted sets using a comparison-and-elimination approach. It is described in details in this section. Firstly, some definitions relating to the algorithm are introduced in section 3.1.
Definitions
There are 4 definitions relating to the algorithm shown as follows. From example 3.1.2, n is assumed as a null value, so the value of l i and r i , where 1 i 3, can be shown as follows.
x l 1 is 3, and r 1 is 7.
x l 2 is 1, and r 2 is 8.
x l 3 is 6, and r 3 is 10. Assume A 1 , A 2 and A 3 are 3 sorted sets. Their elements are assumed as follows. A 1 = {n, n, n, n, n, n, n, n, n, n} A 2 = {n, n, n, 4, 6, 7, 8, n, n, n} A 3 = {n, n, n, n, n, n, n, n, n, n} n n n n n n n n n n A 2 : n n n 4 6 7 8 n n n A 3 : n n n n n n n n n n From example 3.1.4, it shows that 4 and 8 are the intersection elements of the intersection set (I), and they must be in the interval [2, 9] . The value of L and R are shown as follows.
x L = Max{1, 1, 2} = 2 x R = Min{9, 12, 13} = 9
A Search-Free Intersection Algorithm
The input of a Search-Free Intersection Algorithm is k sorted sets, where the elements in each set are unique. The output of the algorithm is the intersection set (I). The algorithm details are described as follows. If any elements in every sorted set (A 1 , A 2 , and A 3 ) are less than L, and are greater than R, those elements are removed. Thus, x 1, 2 are less than 3, so they are removed. x 10, 11, 12, 13 are greater than 9, so they are removed. Therefore, the elements of A 1 , A 2 , and A 3 after iteration 1 are shown as follows. x 4 is less than 5, so 4 is removed. x 7, 8 are greater than 6, so they are removed. Therefore, the elements of A 1 , A 2 , and A 3 after iteration 3 are shown as follows. A 1 = {n, 5, 6, n, n, n, n, n} A 2 = {n, n, n, 5, 6, n} A 3 = {n, n, 6, n, n, n, n}
n 5 6 n n n n n A 2 :
n n n 5 6 n A 3 : n n 6 n n n n Figure 3 .9 Each element of all sorted sets after iteration 3
Iteration 4: Find L and R L = Max{5, 5, 6} = 6 R = Min{6, 6, 6} = 6 x 5 is less than 6, so 5 is removed. Therefore, the elements of A 1 , A 2 , and A 3 after iteration 4 are shown as follows. A 1 = {n, n, 6, n, n, n, n, n} A 2 = {n, n, n, n, 6, n} A 3 = {n, n, 6, n, n, n, n}
n n 6 n n n n n A 2 :
n n n n 6 n A 3 : n n 6 n n n n 3 ] will be set to be null. After iteration 5, the elements of A 1 , A 2 , and A 3 are shown as follows. A 1 = {n, n, n, n, n, n, n, n} A 2 = {n, n, n, n, n, n} A 3 = {n, n, n, n, n, n, n}
n n n n n n n n A 2 : n n n n n n A 3 : n n n n n n n However, sample sorted sets of ascending order are shown in example 3.2, but not of descending order. If the sorted sets contained descending order data, the algorithm would be changed as follows:
In the first line of the algorithm, finding L and R from definition 3. In the thirteenth line, it would be changed to:
Finally, in the seventeenth line, it would be changed to:
While (A i [r i ] < R) Then
Time Complexity
In this section, time complexity of a Search-Free Intersection Algorithm is evaluated. The best case, average case, and worst case of time complexity are summarized in theorem 4.1 as follows. 
Best case proof:
Suppose L = m, and R = n, and there does not exist element between m and n, or m = n. This is the best case where the algorithm can be terminated in the first iteration. Hence, its time complexity is O(1).
Average case proof:
. The algorithm can perform in O iterations. Thus, its time complexity is O(O).
Worst case proof:
Suppose L = p, R = q, n = ¦ k i i A k 1 
1
, and there exist n elements in A i including p and q. Therefore, the algorithm's time complexity is O(kn).
Conclusions
This paper proposes an algorithm for searching the intersection set of any sorted sets. The algorithm uses a comparison-and-elimination approach to find the intersection set instead of using existing search algorithms. According to theorem 4.1, time complexity of a Search-Free Intersection Algorithm which is our approach is O(1) times for the best case, O(O) times for the average case, where O is an average size of sorted sets, and O(kn) times for the worst case, where k is a number of sorted sets, and n is the total elements of k sorted sets.
