In this paper, we describe a novel texture analysis based approach towards font recognition.
Introduction
Font recognition is a fundamental issue in document analysis and recognition, and is often a difficult and time-consuming task. Numerous optical character recognition (OCR) techniques have been proposed and some have been commercialized, but few of them take font recognition into account. Font recognition has great influence over automatic document processing (ADP) in at least two aspects. Font is an important factor both to character recognition and to script identification. Font classification can reduce the number of alternative shapes for each class, leading to essentially single-font character recognition [1] .
Secondly, the ideal output of an ADP system includes not only the content of the document but also the font used to print this document in order to achieve automatic typesetting.
In spite of the clear importance of automatic font recognition, only a few researchers have addressed the issue. In the method used by Khoubybari and Hull [2] , clusters of word images are generated from an input document and matched to a database of function word derived from fonts and document images. The font or document that matches best provides the identification of the predominant font and function words. Cooperman [3] discusses the estimation of font attributes in an OCR system. He uses a set of local detectors for individual attributes such as serifness, boldness, ect. Shi and Pavlidis [4] use page properties such as histogram of word length and stroke slopes for font feature extraction. Zramdini and Ingold present a statistical approach for font recognition based on local typographical features [5] . A similar approach is taken by Schreyer et. al. [16] where local texton features are used (see Julesz [17] for the definition of textons). Most of these methods are based on typographical features extracted by means of local attribute analysis.
In this paper, we propose a new algorithm for font identification based on the global texture of document images (we assume pure text documents as page segmentation and layout analysis are outside the scope of this paper). No explicit local analysis is needed in the method. The key point is using texture analysis to extract global features. A block of text printed in each font can be seen as having a specific texture. The spatial frequency and orientation contents represent the features of each texture. It is these texture features that we use to identify different fonts.
In principle, any texture analysis technique can be applied here. Here, we use multi-channel Gabor filters to extract these features. Multi-channel Gabor filtering is a well-established method for texture analysis and has been demonstrated to have good performance in texture discrimination and segmentation [6] [7] [8] [9] [10] [11] [12] .
The overall font identification system is illustrated in Figure 1 . The original image is preprocessed to form a uniform block of text. The multi-channel Gabor filtering technique is used to extract features from the uniform text blocks (i.e. the texture images). A weighted Euclidean distance classifier is used to identify the fonts.
In Section 2, we discuss pre-processing in detail. Section 3 describes font feature extraction based on mult-channel Gabor filtering. Section 4 outlines the classifier.
Experiments and results are discussed in Section 5. Conclusions are then drawn in Section 6.
Preprocessing: creating a uniform block of text
The original input is a binary image. It may contain characters of different sizes and spaces between text lines and characters. These factors are not the essential attributes of a certain font but they seriously affect font texture. For the purpose of font feature extraction using texture analysis, the input documents need to be normalized to create a uniform block of text.
The preprocessing is accomplished in four steps.
Text line location
The horizontal projection profile (HPP) of the document is computed. 
Text line normalization
Since the input image is scanned from the original document, different scan resolutions and font sizes will result in different character sizes and spacing in the image. It is therefore necessary to scale each text line to a predetermined height. Given that the height of each line is known, it can easily be scaled. It should be pointed out that since the algorithm is content-independent (i.e., the sequence of characters or words can vary) and is based on global texture analysis, character size normalization does not have to be very precise (so some distortions on characters having multiple connected components such as i and j can be tolerated).
Spacing normalization
Spacing normalizations is performed to reduce the undesirable influence of spacing on texture. For each text line, we compute the vertical projection profile (VPP). The valley between peaks corresponds to the spacing between characters or words. The distance between two valleys corresponds to the width of each character or word. We normalize the spacing by scaling them to a predefined width. An example is given in Fig. 2 . 
Font feature extraction
Once uniform blocks of text have been created, we can proceed with font feature extraction based on texture analysis. In theory, any type of texture analysis methods can be employed
here. These include the multi-channel Gabor filtering technique and the gray level co-occurrence matrix [12] . Experiments show that the former has better performance [13] [14] [15] and is therefore adopted in this paper. In the following, we briefly describe the multi-channel
Gabor filtering technique (details may be found in [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] .
Gabor filter
The multi-channel Gabor filtering technique has been shown to be particularly useful for analyzing textured images [8] . In our application, we use pairs of isotropic Gabor filters with quadrature phase relationship [9] . The computational models of such 2-D Gabor filters are:
where and denote the so-called even-and odd-symmetric Gabor filters , and is an isotropic Gaussian function given by
The spatial frequency responses of the Gabor functions are:
f , θ and σ are the spatial frequency, orientation and space constant of the Gabor envelope.
For a given input image, the outputs of and h are combined to provide a single channel output ( see [9] for details). 
Filter design
Each pair of the Gabor filters are tuned to a specific band of spatial frequency and orientation. There are some important considerations in selecting the channel parameters , f θ and σ . Experiments show that there is no need to uniformly cover the entire frequency plane so far as texture recognition is concerned [9] . gives a total of 16 Gabor channels ( 4 orientations combined with 4 frequencies). The above choice is sufficient to discriminate different fonts. The spatial constants σ of these channels, which determine the channel bandwidths, are chosen to be inversely proportional to the central frequencies of the channels [9] . Frequency responses of the Gabor filters used to identify different fonts are shown in Figure 5 . 
Font recognition
Font recognition based on given feature vectors is a typical pattern recognition problem. In principle, we can use any type of classifiers here. For simplicity, we use the weighted Euclidean distance (WED) classifier to identify the font.
Features of an unknown testing font are compared with those of a set of known fonts. The unknown font is identified as font K iff the following weighted Euclidean distance is a minimum at K:
where denotes the th feature of the unknown font, and denote the th feature and its standard deviation of font K, and N denotes the total number of features.
Experimental results
Extensive experiments have been carried out to test the algorithm. For convenience (e.g. Figure 6 . 
Different combination of Gabor channels
Experiments were done to examine the performance of various feature combinations. 
Recognition of different typefaces and styles
For each font (i.e. a combination of a specific typeface and a specific style), 250 test samples were used. Detailed experimental results are tabulated in Table I . The table not only shows the average correct recognition rate of each font but also the overall average rate of each typeface (last column) and each style (last row). Table 2 shows the typeface confusion matrix for the six Chinese typefaces (similar confusion matrix can be shown for the English typefaces but is omitted here for the sake of space). Each [i,j] entry gives the percentage of samples of typeface i which are classified as typeface j. In the last column, the mis-classification rates (MCR) are given (note only regular styles were used). The table indicates that the most confusing pair of typefaces is FangSong and KaiTi which visually are indeed very difficult to differentiate (see Figure 6 (a) and Figure   6 (f)). 
Typeface confusion

Robustness test
All of the above experiments were carried out on noise-free images. However, in most applications, images may have been contaminated by noise. For digital binary images, the most common noise is Pepper & Salt noise. We have investigated the performance of our algorithm under different noise levels ( Figure 8 ). For each of the 56 fonts, we use 25 noise-free samples for training and other 25 noisy images for testing. The results are shown in Table 3 , where the signal noise ratio (SNR) is defined as follows: The Table shows that at noise level SNR=10, although the image (Fig.8e) is significantly contaminated, the algorithm is still capable of achieving a recognition rate as high as 89.3%.
The recognition rate drops to a mere 9.4% at SNR=5 (Fig.8f) where accurate font recognition even by human observers appear to be impossible.
The robustness of the algorithm is also examined in terms of varying resolutions. For each of the 56 fonts, we use 25 100dpi samples for training and other 25 images (at different resolutions) for testing ( Figure 9) . The results are shown in Table 4 . Table 4 indicates that the recognition rate decreases gracefully along with the resolution.
The algorithm functions well with a resolution above 60dpi.
Font recognition with a small number of characters
In this experiment, we test the method's performance under a small amount of data by removing characters in the testing images. We find that 40 Chinese characters or 100 English characters usually suffice.
Comparison with existing methods
We also performed experiments with the font data used in Zramdini and Ingold [5] since their paper is the most recent and most related one in font recognition. The ApOFIS (A priori Optical Font Identification System) used in [5] has a second-generation font database for 280 fonts (10 typefaces, 7 sizes and 4 styles). Some of these fonts are shown in Fig.10 . Each font has statistics for six features estimated from 100 short text lines scanned at 300 dpi. Using this database and a Bayesian classifier, Zramdini and Ingold [5] are able to classify fonts with a 97% accuracy, and other font attributes (e.g. typeface, size, weight, and slope) with a 97.5-99.9% accuracy. The results show that our algorithm is good at style identification and achieve an average style identification rate of 94.4%. The typeface recognition rate and the font recognition rate are not high when compared with ApOFIS [5] in which the average recognition rate of typeface and font is 96.91% and 97.35%. Further improvement in the recognition accuracy of our method may be possible by adopting more sophisticated classifiers such as the Bayesian Classifier as used by Zramdini and Ingold. Table 6 shows the typeface confusion matrix. One can see that the errors were mainly due to symmetric misclassifications within the same font families such as sanserif typefaces and seriffed typefaces. From Figure 10 we can see that the typefaces within the same category look indeed very similar, which probably explains why a global approach such as the one described in this paper does not perform particularly well. The above results reveal that our method is able to identify more global font attributes such as weight and slope, but it is less apt to distinguish finer typographical attributes. The best feature set therefore appears to be a combination of global features such as those used by our method and local typographical features such as those explored by Zramdini and Ingold [5] , and the best recognition strategy might be a coarse recognition phase based on a global approach like the one proposed in this paper followed by a fine recognition phase based on a local approach like the one presented in [5] . It is important to point out that the global approach described in this paper is equally applicable to different scripts and languages (e.g., Chinese and English), whereas approaches based on local typographical features such as [5] are likely to be script and language dependent (e.g., only English is considered in [5] ).
Conclusions
We have presented a new algorithm for automatic font recognition. Unlike existing methods, the new algorithm is based on global features. It is content-independent so the contents of training and testing documents are not required to be the same. Extensive experiments have shown that the algorithm performs very well. The average recognition accuracy of 24 Chinese fonts and 32 English fonts over 14,000 samples is as high as 99.1%.
The algorithm has also been demonstrated to exhibit strong robustness against noise and resolution variations. It requires no detailed local feature analysis and may easily be adopted in practical applications.
