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Zusammenfassung
Das Bestreben, biologisches Leben auf der molekularen Nano-Skala zu verstehen, hat das breite Feld der
Nanobiowissenschaften hervorgebracht. Die Physik unterstützt dieses Vorhaben durch die quantitative
Beschreibung von Gesetzmäßigkeiten, denen diese Moleküle und ihre Wechselwirkungen unterliegen.
Besonders in der molekularen und zellulären Biophysik hat sich der Schwerpunkt von einem rein geno-
mischen Verständnis des Lebens hin zu dynamischen Prozessen und funktionalen Wechselwirkungen in
Zellen und Geweben verschoben. Proteine nehmen an verschiedensten Aufgaben des zellulären Lebens,
wie Genregulation, metabolischen Enzymreaktionen oder Zellmechanik des Zytoskeletts, teil. Sie sind
daher von besonderem Interesse für das Verständnis der dynamischen Prozesse. In jeder dieser Aufga-
ben wechselwirken sie mit anderen Biomolekülen, sei es mit DNA in transkriptioneller Genregulation,
mit anderen Proteinen in enzymatischen Reaktionen, oder als Teil von makromolekularen Komplexen
wie dem Zytoskelett. Diese Wechselwirkungen und die sie beherrschenden Kräfte sind eng mit der bio-
logischen Funktion gekoppelt.
Zur Untersuchung dieser Wechselwirkungen, sogar auf Einzelmolekül- oder Einzelzell-Ebene, wur-
den eine Vielzahl von Methoden entwickelt. Zudem bilden „Lab-on-a-Chip“-Systeme das biochemi-
sche Pendant zu der aus der Mikroelektronik und digitalen Revolution bekannten Miniaturisierung und
Parallelisierung. Nichtsdestotrotz wurden diese beiden Gebiete, Einzelmolekül-Mechanik und Lab-on-
a-chip-Systeme, bisher nicht verknüpft.
In der vorliegenden Dissertation werden Protein-Wechselwirkungen auf Einzelmolekül- und Einzelzell-
Ebene mit neuartigen mikrofluidischen Lab-on-a-Chip- und mikrorheologischen Techniken erläutert.
Erstens wird in einem Rasterkraftmikroskop-basierten Einzelmolekül-Kraftspektroskopie-Experiment
ein Mikrofluidik-Chip zur Untersuchung der Molekularmechanik von in vitro synthetisierten Proteinen
benutzt, in einem direkten Format vom Gen-Array zur Proteinmechanik. Dies ermöglicht den Vergleich
der Entfaltungs- oder Abriß-Eigenschaften von ganzen Protein-Bibliotheken mit einem einzigen Canti-
lever. Zweitens wird der „Molecular Force Assay“ (MFA), eine komparative und programmierbare Me-
thode mit DNA-Oligomeren als Kraftsensoren, mittels Mikrofluidik miniaturisiert und parallelisiert um
DNA-bindende Proteine in einem Prototyp-Experiment mit der Endonuklease EcoRI zu untersuchen.
Dies erlaubt den kombinatorischen Vergleich von mehreren Proteinen mit mehreren Zielsequenzen und
Referenzsensoren. Drittens werden in einem Einzelzell-Mikrorheologie-Experiment Proteine als Teil
von supramolekularen Komplexen untersucht: Eine Wechselwirkung zwischen Aktin-Filamenten und
Mikrotubuli und ihre Auswirkungen auf Zellmechanik und intrazellulären Transport werden identifi-
ziert. Diese Entwicklungen und Resultate werden den Weg für Einzelmolekül-Techniken hin zu bio-
technologischen Hoch-Durchsatz-Methoden in der post-genomischen Ära ebnen.

Abstract
The endeavor to understand biological life at the molecular nano-scale has given rise to the wide inter-
disciplinary field of nanobiosciences. The physical sciences contribute to this venture by quantitative
description of laws concerning the involved constituents and their interactions. In particular, in molecu-
lar and cellular biophysics, focus has shifted from a purely genomic view of life to dynamic processes
and functional interactions in cells and tissues. Proteins are the workhorses of cellular life and involved
in tasks as diverse as gene regulation, enzymatic reactions of the metabolism or cytoskeletal cell me-
chanics. They are thus of special interest to understanding these dynamics. In each of these tasks, they
interact with a variety of biomolecules, be it with DNA in transcriptional gene regulation, with other pro-
teins in enzymatic reactions, or as part of macromolecular assemblies such as the cytoskeleton. These
interactions and their governing forces have been found to be closely related to biological function.
A range of methods have been developed to study these types of interactions, even at the single–molecule
or single–cell level. At the same time, the miniaturization and parallelization known from microelec-
tronics and the digital revolution, have found their counterpart in biochemical laboratory techniques in
the form of microfluidic lab–on–a–chip technologies. Nevertheless, these two fields of single-molecule
mechanics and lab–on–a–chip parallelization have so far resisted conjunction.
In the present thesis, the outlined question of elucidating protein interactions at the single-molecule
or single-cell levels is tackled with novel microfluidic lab–on–a–chip and microrheology technologies.
First, in an atomic force microscopy (AFM)–based single–molecule force spectroscopy study, a mi-
crofluidic chip is employed to probe molecular mechanics of in vitro synthesized proteins in a stream-
lined format from gene array to protein mechanics. This enables the screening of entire libraries of
proteins with respect to their unfolding or rupture properties with a single cantilever. Second, the molec-
ular force assay (MFA), a comparative and programmable assay to collect significant statistics by using
surface-bound DNA oligomers as force sensors, is miniaturized and parallelized using microfluidic chip
technology to tackle questions concerning DNA-binding proteins in a proof–of–principle study on the
endonuclease EcoRI. This allows for combinatorial probing of multiple proteins against multiple target
sequences and reference sensors. Third, in a single–cell microrheology experiment, proteins are studied
as part of supramolecular, cytoskeletal assemblies and an interaction between actin filaments and micro-
tubules is identified with respect to cell mechanics and intracellular transport. These developments and
findings will pave the way for single-molecule techniques to follow biotechnological advances in terms
of high throughput in the post-genomic era.
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1 Introduction
A growing body of interdisciplinary research at the intersection between biology, chemistry, and physics
is concerned with biologically relevant questions, involving the building blocks of the animate world,
ranging from single DNA or protein molecules to cells and further to organisms. The answers to these
questions have been found to require knowledge about phenomena at the nano-scale. In this area of
nanobioscience, fundamental research has considerably gained ground, notably with the ability to create
and manipulate artificial objects at the nanoscale [1,2], to read and decipher biological information [3,4],
and to apply these insights for diagnostic and therapeutic purposes [5, 6].
Considerable as these advances, e.g. in genomics, might be, it has also become clear that interest is
increasingly shifting towards interactions between molecular constituents, rather than the static infor-
mation encoded in genes 1.Thus, the study of interactomes [7] or gene regulatory networks [8] are con-
stantly gaining attention. In both cases, proteins play a central role, as do their interactions with other
proteins in the former case and with DNA sequences in the latter case. Furthermore, the interactions of
proteins as part of macromolecular assemblies are essential to understanding cell behavior. The study
of entire networks of interaction partners – interactomes or gene regulatory networks – intrinsically re-
quires large amounts of data, for not only the nodes of the networks but also their connecting edges are
probed. When interactions are studied, the governing forces are of particular interest from a physicist’s
perspective. On the single protein scale, force is closely related to function, exemplarily demonstrated
in the case of mechanically activated enzymes [9]. In analogy, in single cells macromolecular structures
such as the cytoskeleton are closely related to force generation, transmission, and sensing [10].
At the same time, lab–on–a–chip technologies have immensely contributed to the parallelization, minia-
turization and comparability of scientific methods [11], in particular in the nanobiosciences. Microflu-
idic technology and large–scale integration are prominent examples of lab–on–a–chip implementations.
They have helped to further develop existing protocols and enabled the invention of new methods.
Thus, they are perfectly suited for the study of these data–intensive networks. Nevertheless, the most
widespread lab–on–a–chip methods still rely on ensemble averaging for ease of use. Recent advances
in non-averaging single–molecule techniques have for the most part resisted integration into high–
throughput methods. Singular examples of high–throughput single–molecule experiments are primarily
found in the field of sequencing technologies [3, 4] and demonstrate the disruptive effect of combining
single–molecule methods with high throughput: Previous sequencing technologies have been virtually
outpaced.
The scientific scope of this thesis thus lies at the intersection of interaction studies of single proteins
as part of larger networks and their potential integration into parallelized experimental approaches for
higher throughput and facilitated comparability. More specifically, it addresses questions concerning the
miniaturization and parallelization of single–molecule or single–cell studies of protein interactions.
1Genomes are not static on an evolutionary time-scale. Furthermore, epigenetic effects do introduce changes over the course
of a life-time. Nevertheless, dynamic response to external and internal stimuli occurs at other levels, such as ion channel
switching, signaling cascades or transcriptional regulation, rather than at the genomic level. At these time-scales, the
genome can be considered static.
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Figure 1: Lab–on–a–chip technologies and microfluidic devices have advanced miniaturization and paralleliza-
tion in nanobioscience laboratory techniques. Shown here is an artistic rendering of the microfluidic
chip used in the context of this thesis. Image by C. Hohmann, Nanoinitiative Munich (NIM).
To contribute to the elucidation of this question, three studies are described in the present thesis, which
all are devoted to proteins and the forces governing their interplay with other proteins, with DNA, or
as part of a macromolecular assembly. The method of choice is – wherever fit – a microfluidic chip.
Before diving into the heart of this work, I will sketch the scientific context with a particular emphasis
on the interactions of interest, the introduction of relevant methodology, and an overview of the field of
lab–on–a–chip technologies.


2 Scientific context
To foster understanding of what governs life at the micro– and nano–scale, the study of life’s “elemen-
tary particles“, the biomolecules, has long been at the center of fundamental life–science research. A
physicist’s perspective on “elementary particles“cannot be complete without a profound understanding
of the interactions and forces governing their interplay. Therefore, the methods to study these biomolec-
ular interactions and the knowledge about them have evolved rapidly over the past decade.
To illustrate the scientific context of the work presented in this thesis, this chapter serves a three–fold
purpose: First, an overview of the different types of molecular interactions of interest in this thesis is
given: interactions of proteins with other proteins, with DNA, or as part of a macromolecular assembly.
Second, the previous method development work is sketched. Three methods related to interaction force
measurements, which are used and further developed in this thesis are the core interest of this section.
And third, the relatively new field of microfluidics and lab–on–a–chip is introduced. Some examples
of how it transformed existing methods or enabled new methods are given, with an exclusive focus on
nanobiotechnology.
2.1 Molecular interactions
2.1.1 Protein–protein interactions
Proteins are the functional workhorses of living cells, carrying out tasks ranging from enzymatic re-
actions in metabolism to stimulus response. In most of these tasks, they interact with other proteins.
Especially palpable is the case for enzymatically active proteins. More often than not, distortion of the
protein–protein interaction interface or misfolding are disease–related [12,13]. As a result, the pair–wise
interactions of proteins are at the core of current efforts of protein engineering and drug design.
Two hypotheses for the pair-wise interaction of proteins were formulated on the basis of data from X-
ray crystallography and refined by nuclear magnetic resonance (NMR) [14] and molecular dynamics
(MD) simulations [15]. These hypotheses are named induced fit and conformational selection [16]:
The induced fit involves a stepwise conformational change upon binding. Conformational selection, on
the other hand, presumes a dynamic equilibrium of multiple configurations, one of which is selectively
favored by the binding partner and consequently more frequently populated upon binding. Both models
rely on a free energy landscape, which explains folding of binding partners into a functional state, and
on the presence of hot spots, which are interface regions with high structural conservation, high density
and a particular amino acid composition [17].
Building on this knowledge, focus shifted towards system–level understanding of entire networks of
proteins and their interactions. Analogous to genome studies, these interactome studies focus on a few
model organisms, primarily Saccharomyces cerevisiae [18], Caenorhabditis elegans [19], and Drosophila
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melanogaster [7]. The acquired amount of data is impressive 1 and can only be handled by computa-
tional in silico methods and graph theory [20]. Nevertheless, the knowledge about these system–level
networks is biased: statistical bias favors a few cellular environments due to experimental constraints.
Furthermore, highly expressed or more ancient, conserved proteins are overrepresented [20].
Contrary to simple identification of binding partners in high–throughput, some methods have contributed
to relate force and function for single protein pairs [21], which is particularly interesting in the case of
enzymes. The quantitative characterization includes information about the energy landscape, such as
potential widths and dissociation rates.
Model system: Cohesin–Dockerin interaction
Figure 2 introduces a particularly intriguing class of enzymes, presented in the context of this thesis
and involved in biomass degradation by multimodular protein assemblies, the cellulosomes [22]. These
assemblies are directed by a strong and high–affinity protein–protein interaction between dockerin and
cohesin. Their affinity is characterized by a dissociation constant in the pM range and driven by a double
22-residue calcium binding loop–helix F–hand motif, forming the dockerin interface [23]. Cellulolytic
enzymes each bear a dockerin module and can thus modularly bind to the scaffoldin on the cell wall
presenting multiple cohesin modules.
of cohesins and dockerins represents a step forward in cellulosome
research and suggests significant future opportunities for eluci-
dating the structural and functional properties of these refined
molecular systems.
Results
Cohesin and Dockerin Fusion Constructs. The dockerin under in-
vestigation comprised the WT Cel48S dockerin module from C.
thermocellum.This protein was expressed inEscherichia coli as a C-
terminal fusion to the xylanase T6 enzyme from Geobacillus
stearothermophilus to increase stability and expression levels as
described previously (5). The xylanase T6 enzyme was modified
with an internal T129Cmutation to introduce a cysteine residue at
a position spatially removed from the C-terminally fused dockerin.
This cysteine was used in conjunction with maleimide chemistry to
site-specifically immobilize the protein on the AFM cantilever or
sample surface, as shown in Fig. 2A. The xylanase module crystal
structure showing the position of the internal cysteine residue is
shown in Fig. S1A. The construct is denoted xylanase–dockerin,
and a version without the T129Cmutation had been produced and
characterized in previous works by our group (4, 6). Protein amino
acid sequences are provided in Dataset S1.
The cohesin under investigation comprised the C. thermocellum
CipA cohesin2 module (Coh2). This protein was expressed in E.
coli as an artificial C-terminal fusion to the CBM from the CipA
scaffoldin of C. thermocellum to facilitate purification via a cellu-
lose affinity column and to improve expression levels, as described
previously (5). The CBM was modified with an A2C site-specific
mutation for surface attachment before force spectroscopy. The
CBM crystal structure is shown in Fig. S1B.
We used the SWISS-MODEL workspace (7) in conjunction
with the crystallized cohesin and dockerin structures (PDB ID
codes 2CCL and 1OHZ) (2, 8) to model the structure of our
cohesin–dockerin pair based on structural homology. The results
from this model for dockerin binding mode 1 are shown in Fig.
1C. Equilibrated structural models of the cohesin–dockerin
complex in each binding mode side-by-side for comparison are
found in Fig. S2.
Unfolding Fingerprints of Fusion Proteins. Force spectroscopy inves-
tigations were undertaken in which one of the binding partners
was covalently immobilized onto an aminosilanized cantilever and
the other onto a glass surface via NHS-PEG-maleimide spacers at
the engineered cysteine residues. The stability of single-molecule
binding interfaces between the protein constructs was probed by
contacting the surface repeatedly with the cantilever. After each
approach–retract cycle, the x–y piezo stage was actuated, exposing
new surface molecules to the same molecule on the cantilever.
The recorded force–distance traces exhibited sawtooth-like peaks
if successful binding of cohesin and dockerin was established. Each
peak in the force–distance trace corresponded to the unfolding of
a single protein domain or folded subdomain, whereas the last peak
always corresponded to rupture of the cohesin–dockerin binding
interface. Positions along the amino acid chain that resisted the
applied load represented energy barriers to unfolding. The specific
positions of these energy barriers could be used as a fingerprint
to identify the various protein domains of interest. This analysis
method based on contour lengths has been previously used to
identify globular protein domains, interrogate key residues in-
volved in the folding of membrane proteins (9–17), and probe the
sequence-dependent stability of nucleic acid hairpins (18, 19).
We probed our binding partners in two different experimental
configurations to obtain a complete picture of the reversibility of
domain unfolding and binding interface generation. Fig. 2A depicts
the pulling configuration, which we refer to as pulling configuration
(i), where the more stable CBM–cohesin was attached to the
cantilever and probed repeatedly. With each force–distance trace,
a new dockerinmodule was probed by the same cohesin, giving rise
N term.
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mediated by high-affinity type I cohesin–dockerin
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structural model of the cohesin–dockerin complex
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Schematic of the pulling geometry. (B) Typical unfolding patterns of the
CBM–cohesin:xylanase–dockerin complex. The first nonlinear rise in force
was caused by stretching of the PEG and protein linker regions. Afterward,
a series of up to three sudden drops in force with decreasing height was
observed, corresponding to xylanase (Xyn) unfolding. Finally, the cohesin–
dockerin interface ruptured in a single step (Single), or in a two-step process
characterized by an 8-nm contour length increment (Double). In ∼7% of the
cases, an additional high-force peak was observed consistent with the un-
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A total of 880 force–distance traces were analyzed to arrive at the ratio
values shown on the right.
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Figure 2: Cohesin–Dockerin interaction (A) Dockerin and cohesin proteins establish high–affinity and high–
rupture–force binding between enzymatic subunits and a scaffoldin protein of cellulosomes on the outer
cell walls of cellulolytic bacteria, e.g. C. thermocellum. (B) The binding interface of dockerin shows
a double calcium binding loop–helix F–hand motif (black). Cohesin can bind to this interface in two
modes (red and green). (C) Crystal structure of both dockerin (blue) and cohesin (yellow) in binding
mode 1. reproduced from Ref. [23]
1Yeast is arguably best studied, with an estimated 50% of interactions identified. Although, the numbers of involved proteins
and numbers of interactions found in different studies range from 1200 interactions (of 1000 proteins) to 11.000 interactions
(between 3000 involved roteins).
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2.1.2 Protein–DNA interactions
Proteins and DNA interact in a variety of contexts in all living systems, including immune response,
mismatch repair and gene regulation. The immune system relies on the recognition of pathogenic nucleic
acids by dedicated proteins [24]. DNA-damage response proteins are involved in detecting, signaling
and repairing endogenous and environmental damage to the genetic material of an organism [25] [26].
Nonetheless, the most prominent example of interaction between proteins and DNA occurs in transcrip-
tional gene regulation, when transcription factors bind to genes – typically in close proximity to the pro-
moter – in order to activate or repress the RNA polymerase binding and activity [8]. Taking the example
of transcription factor binding, it has recently become evident, that different measures must be com-
bined to fully understand the underlying mechanisms [27]. These measures include binding force [28],
specificity [29, 30], affinity [31], and turnover [32]. Compared to binding and turnover dynamics, mere
occupancy levels are not reliable in predicting functional regulation [33].
High-throughput PDI techniques and studies
ChIP-chip/ChIP-seq
Chromatin immunoprecipitation (ChIP) is a well established
method used to characterize PDIs in vivo. A comprehensive
review on the recent progress of all the ChIP-based approa-
ches can be found in [9]. In brief, ChIP-based approaches
include the following steps (Fig. 1). First, chemicals such as
formaldehyde are applied to cells to covalently crosslink
proteins and DNA that are in direct contact. Chromosomal
DNA is then fragmented, and specific antibodies are used to
immunoprecipitate their target TFs along with any cross-
linked DNA fragments. Finally, the bound DNA fragments
are analyzed using polymerase chain reaction (ChIP-PCR),
for which is it necessary to have some prior knowledge
of candidate regions. Alternatively, the genomic regions
bound in vivo can be characterized in a comprehensive
and unbiased manner using chromatin immunoprecipitation
coupled with either microarray readout (ChIP-chip) [10, 11]
or high-throughput sequencing (ChIP-seq) [12–14].
Table 2 Summary of high-throughput PDI studies
Study Species TF family Protein length No. of TFs Technology
Noyes [36] Drosophila Homeobox DBD 84 B1H
Hu [41] Human All the major human
TFs and uDBPs
Full 1013a Protein microarray
Berger [24] Mouse Homeobox DBD 168 PBM
Badis [27] Mouse Major mouse TFs DBD 104 PBM
Deplancke [34] Worm Worm TFs DBD 112 Y1H
Wei [67] Human and mouse ETS DBD/full 27 PBM and TF DNA-binding
specificity assay
Zhu [26] Yeast Major yeast TFs DBD 89 PBM
Badis [25] Yeast Major yeast TFs DBD 112 PBM
Harbison [15] Yeast Major yeast TFs Full 203b ChIP-chip
PDI Protein-DNA interaction,TF transcription factor, DBD DNA-binding domains, uDBP unconventional DNA-binding protein
a A total of 4,191 human TFs tested, 1,013 with DNA-binding activity and 437 with generated DNA-binding motifs
b A total of 203 yeast TFs tested, 147 DNA-binding motifs generated and 116 with high confidence
Table 3 Summary of PDI database
Database Species DNA-binding
protein
No. of defined binding
motifs (logos)
Cost Approach
TRANSFAC [18] Multiple TFs 1,300 Co mercial and
free versions
Multiple
JASPAR [77]a Multiple TFs 457a Free Multiple
UniPROBE [78] Multiple, mainly mouse,
worm, yeast
TFs 393 Free PBM
hPDI [55] Human TFs and uDBPs 437 Free Protein microarray
TF Transcription factor, uDBP unconventional DNA-binding protein
a Overlapped with UniPROBE
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Fig. 1 Workflows of ChIP-chip and ChIP-seq
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Applications
In the original proof-of-principle study for parallel
sequencing-based SELEX, the approach was validated by
determining binding specificities of 14 TFs from different
gene families [20]. For all the TFs tested, the number of
sequences was of the same order of magnitude as the ones
using SELEX-SAGE, with lower cost and simpler proce-
dure. The results are in good agreement with the previous
knowledge of the DNA-binding motifs of these TFs. The
DNA-binding preferences of two TFs were also success-
fully validated using ChIP-seq.
Protein binding microarray
Protein binding microarray (PBM) analysis allows high-
throughput characterization of PDIs by directly probing
purified proteins to a double-stranded DNA (dsDNA)
microarray (Fig. 3). The basic idea is that a given recom-
binant TF protein is labeled and then bound directly to the
dsDNA microarray. The DNA-binding specificity of that
protein can be directly determined by measuring the sig al
intensity of bound dsDNAs.
In an early proof-of-principle study, Bulyk et al. [21]
synthesized and printed short dsDNAs onto a microarray
and then probed the microarray with C2H2 zinc finger
DNA-binding domain of Egr1. They found that spots with
higher signal intensities contained higher affinity binding
sites, which suggested that the dsDNA microarray can
indeed be used to determine specific PDIs. Later, Warren
et al. [22] created microarrays with short synthetic dsD-
NAs covering all possible sequence variants of 10 base
pairs (bp). Exhaustive search of the entire 10-bp DNA
space allows one to detect subtle differences in
DNA-binding activity, and thus a highly accurate consen-
sus DNA-binding site is generated. This DNA microarray
design permits a rapid and unbiased approach to determine
DNA-binding specificity given a protein without any prior
knowledge about its possible DNA-binding profiles.
However, as the length of DNA-binding sites to be
examined increases, it becomes difficult to fit all possible
binding sequences on a single microarray. To overcome
this limitation, a compact universal DNA microarray
design was proposed [23], where a number of DNA-bind-
ing sites are allowed to overlap within a given DNA spot.
For example, 31 overlapping 10-bp DNA sequences can be
packed in a 40-bp DNA molecule. Such design permits a
comprehensive examination of all possible sequence vari-
ants of a given length, which saves great space on a chip
and therefore lowers experiment costs.
Compared to the SELEX-based in vitro selection, PBM
provides a larger number of sequence variants to be
examined and therefore defines more precise DNA-binding
motifs. However, as the PBM method needs relatively high
amounts of recombinant protein, it is difficult to analyze
proteins that do not express well, such as many full-length
TFs, or proteins that require post-translational modifica-
tions. Because extensive washing is required to avoid non-
specific binding, PBM can normally only detect interac-
tions with high affinity. Moreover, PBM cannot currently
effectively determine binding specificities for TFs that
prefer longer than 10-bp DNA-binding sequences due to
the limited number of sequences that can be placed on a
chip.
Applications
The power of the PBM approach was dramatically dem-
onstrated in a large-scale PDI study by Bulyk, Hughes, and
their colleagues, in which the sequence preferences of the
majority mouse homeodomain-containing TFs (168) were
characterized via probing all possible 8-mer dsDNA
sequences [24]. A total of 168 DNA-binding motifs were
identified and clustered into 65 distinct groups, showing a
rich and diverse sequence preference in homeodomain TFs.
Using the identified binding profiles, the authors sought to
predict the DNA profiles of a TF from the primary amino
acid sequence of the protein. The authors compared pre-
viously published chromatin immunoprecipitation data for
individual homeodomain TFs with the PBM data obtained
in this study and found a considerable amount of overlap.
After these first successful efforts, the Bulyk and
Hughes’ groups continued characterizing DNA-binding
specificities for the majority of yeast TFs. The Hughes’
group identified binding specificities for 112 DNA-binding
proteins representing 19 different gene families [25]. More
than half of the identified binding motifs corresponded to
Double-strand a single-
stranded DNA microarray 
by primer extension 
Hybridize a GST-tagged 
TF on the microarray
Detect binding events by 
using a fluorophore-labeled 
anti-GST antibody
Data analysis
Fig. 3 Workflow of protein binding microarray (PBM)
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previously identified ones. In addition, new consensus sites
were identified for 36 TFs whose binding preference was
not previously characterized. Using previously published
ChIP-chip datasets, the authors further characterized two
TFs in greater detail and found that their binding sequences
tend to cluster at roughly -100 bp relative to the tran-
scription start site (TSS), illustrating the biological
relevance of the in vitro PDI. Using PBMs that cover all
possible 8-mers, the Bulyk group also characterized the
DNA-binding preferences for 89 yeast TFs [26]. The
authors predicted the potential target genes, regulatory
roles, and condition specificities of these TFs using their
8-mer binding profiles. Finally, the authors proposed that
these PBM data may be used to interpret ChIP-chip data in
order to distinguish direct versus indirect binding targets of
immunoprecipitated TFs.
More recently, the Bulyk and Hughes’s groups together
profiled the binding site preferences for 104 mouse TFs of
different TF families [27]. When the DNA-binding pref-
erences for 21 members of the Sox (SRY-related high-
mobility group box)/TCF (T cell factor) family were
compared, most of them (14/21) preferentially bound to an
identical sequence, indicating conserved DNA-binding
activity in this subfamily. For the homeodomain family,
most of the members recognized the canonical TAAT core
sequence, as demonstrated previously [24]. However, when
examining the top 100 8-mer DNA sequences bound by
each individual protein, one-third of them contained
sequences that were substantially different from this
canonical consensus homeodomain binding site. Even
many well studied homeodomain TFs were found to be
able to recognize two distinct binding sites. This observa-
tion is consistent with a previous study in which Nkx2-5
was shown to recognize two distinct consensus sites,
though binding affinity for each site was significantly dif-
ferent [28].
Yeast one-hybrid
The SELEX and PBM approaches are well suited for
identifying the preferred DNA-binding sequences for a
given protein. However, when the goal is to identify pro-
teins that can specifically recognize a given DNA sequence
(e.g., a piece of DNA in the promoter of a gene of interest),
the yeast or bacterial one-hybrid (Y1H or B1H) system
would be a proper choice [29, 30]. More recently, a large
number of metazoan TFs have been cloned into expression
constructs suitable for Y1H analysis, increasing the extent
to which it is possible to systematically interrogate TFs that
bind a specific target sequence [31, 32].
Originally, the Y1H system used DNA cloning methods
based on restriction digestion for generating the plasmid
constructs required, a substantial roadblock for scaling up
to high-throughput analysis. This problem was recently
solved by using the Invitrogen Gateway-compatible Y1H
system, which allows high-throughput subcloning of mul-
tiple DNA baits (cis-regulatory DNA elements) into a Y1H
destination vector and detects PDIs based on the selection
of reporter gene expression in yeast (Fig. 4) [33]. This
provides a high-throughput method for the identification of
interactions between a DNA ‘‘bait’’ and a protein ‘‘prey.’’
In brief, DNA baits are subcloned to two reporter genes and
the two bait::reporter constructs are integrated into the
genome of the host yeast strain, where one reporter (HIS3)
is used for positive selection of constructs that drive
reporter expression, while the other (lacZ) can be measured
for a more quantitative readout of transcriptional activation
levels [33]. As a control, the baits are first tested for their
ability to activate reporter gene expression in the absence
of prey proteins, which consist of a fusion of a protein of
interest and a transcription activation domain. In the
presence of prey proteins, when the protein of interest can
recognize and bind to the DNA bait, expression of the
reporter gene is activated, and PDIs between the prey
protein and its DNA targets can thus be identified.
Applications
Using the Y1H approach, the Walhout group used the
promoters of 72 C. elegans digestive tract gene as ‘‘baits’’
and 117 proteins as ‘‘preys’’ and identified 283 specific
PDIs [34]. This study identified target sites for 10% of all
worm TFs, many of which were previously uncharacter-
ized, and the newly annotated TFs are enriched in the
digestive tract. Interestingly, they found that 10 proteins
not possessing any known DBDs also bound to specific
DNA sequences. Using ChIP-PCR assays, eight of these
ten proteins were confirmed to bind these sequences in
yeast, suggesting that there might be additional uncharac-
terized DBDs in worms. Because large DNA fragments can
AD+TF
Bait sequence Positive marker Negative marker Integrate bait sequence 
and two selective markers 
into yeast genome
Transform the construct 
encoding a fusion of a 
transcription activation 
domain (AD) and a TF 
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TF
AD The transcription of the 
selective marker is 
activated if the TF interacts 
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Remove self-activation 
clones by the negative 
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Negative 
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+
Fig. 4 Workflow of yeast one-hybrid (Y1H)
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(c) Yeast-one-hybrid (Y1H)
Figure 3: Methods to study protein–DNA interactions, reproduced from Ref. [34], c©Springer Basel AG 2010,
with kind permission from Springer Science and Business Media.
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This central and complex role of protein–DNA interactions has spurred the development of a wide
range of methods to study them. The most widespread can be classified as based on yeast–one–hybrid
(Y1H) [35, 36], chromatin–immunoprecipitation (ChIP) [37] or protein–binding arrays (PBM) [38, 39],
as summarized in Figure 3. Each one of these has its intrinsic strengths and weaknesses. ChIP detects the
interactions in their physiological in vivo environment, but requires specific antibodies for precipitation.
If one protein is to be screened against a wide range of binding sequences, a PBM approach is typically
chosen, although high amounts of the protein are required and mostly high affinity sequences will be
detectable. Y1H is thus a complimentary approach in the sense that it detects binders to a single given
DNA sequence.
An additional challenge is the growing need for high–throughput implementations of these established
methods, for example in yeast–one–hybrid as proposed by Hens et al. [40]. Currently, no single method
is known, which works without specific antibodies and is capable of screening multiple DNA sequences
against multiple proteins at high sensitivity or resolution. Given the importance of protein–DNA inter-
actions in living systems, the development of improved methods is thus inevitable.
Model system: EcoRI
For many of these protein–DNA interaction detection methods, the restriction endonuclease EcoRI from
Escherichia coli has emerged as a standard proof–of–principle system before they are applied to physi-
ologically more relevant or complex proteins. As a homodimer, it presents a high affinity and specificity
to its preferred (palindromic) binding sequence 5’-GAATTC-3’ (cf. Figure 4), which it cleaves by hy-
drolysis in the presence of its cofactor Mg2+ [41].
158 Jen-Jacobson
FIGURE 1 Energetic components of specific and nonspecific binding of EcoRI endonucle-
ase. Favorable contributions are represented by blue arrows, unfavorable by red and observed
net DG7bind by green (values for sequence no. 1, Figure 9, at pH 7.3, 0.18M salt, 227C). All
components are estimated and may vary from true values by {50% (see text). For specific
binding, the large unfavorable contribution from ‘‘DNA distortion, protein conformation and
vibrational restrictions’’ is estimated as the difference between the sum of other components
and observed DG7bind. The division into separate components should not be taken to mean that
these contributions to complex formation are independent of each other; they are not.6
terface or for long range electrostatic effects (i.e., from the salt-dependence data, and then add a con-
tribution for the interactions of uncharged groupsglobal ion redistribution upon binding)?66
Concepts based solely upon stoichiometric cation with phosphoryl oxygens (Figure 2a). An alternative
is to calculate separately the contributions from in-displacement from DNA phosphate by charged side
chains14 would appear to be inadequate to deal with teractions of charged67–69 and uncharged groups
with phosphoryl oxygens. It turns out that the free-the complexity of the interactions in the protein–
DNA recognition interface. For example, the salt energy contribution of a salt-bridge with a charged
side chain is not very different from the contributiondependence of EcoRI binding to a cognate site
(M. Kurpiewski, D. J. Chi, D. Cao, and L. Jen- of a hydrogen bond from an uncharged group to
phosphate as determined from studies with mutantJacobson, unpublished results) indicates that a net
of approximately 12 cations are displaced, but it is proteins.69 The two approaches yield similar total
contributions of about 030 kcal/mol for the pro-not obvious how this relates to the protein–phos-
phate interactions visualized in the crystal structure tein–phosphate interactions.
Of the 14 phosphates that interact with protein,of the complex.40–42 One approach is to calculate
the contribution of the polyelectrolyte effect15,67,68 six (three on each DNA strand at pNpGAApTTC)
0010/ 8701$$0010 09-12-97 11:00:39 nasa W: NAS
(a) Energetic compo ents. (b) Crystal structure.
Figure 4: EcoRI binds its target DNA sequence highly specific as a homodimer. (a) The energetic compo-
nents differ between specific (left) and nonspecific (right) binding and show both favorable (blue) and
unfavorable (red) contributions to yield a difference in net binding free energy ∆G (green). (b) The
crystal structure shows two EcoRI monomers (blue and green) forming a homodimer to bind to their
cons nsus dsDNA ligand (red). (a) reproduced from Ref. [42] c©1997 John Wiley & Sons, Inc., with
kind permission from John Wiley and Sons. (b) rendered from PDB code 1ERI, Ref. [43].
The energetic contributions, sh wn in Figure 4 show c nceptually different thermodynamic driving
forces: The nonspecific complex is formed wit any other sequence than the consensus sequence and is
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enthalpically driven by formation of bonds between protein and DNA phosphates, whereas the specific
complex with the consensus sequence additionally presents bonds between protein and DNA bases, and
energetic contributions based on the hydrophobic effect. These additional contributions are necessary to
overcome the entropically driven restrictions of the rotational and translational freedom [42].
2.1.3 Interactions of macromolecular assemblies
Conserved through all branches of life, the main cellular constituents can be classified in four sim-
ple classes: nucleic acids, amino acids, sugars and fatty acids. These monomers assemble into poly-
mers, typically DNA/RNA, proteins, polysaccharides and lipids, respectively. The underlying building
schemes are astonishingly solid and yield macromolecules which surpass their building blocks in size
by orders of magnitude: For example, amino acids have an average molecular weight of approximately
110 Da, but the giant muscle protein titin – assembled from amino acids alone – is 3.6 · 106 Da in size.
The involved length scales are thus very different and the interactions governing their interplay accord-
ingly disparate. In some cases, these macromolecules can be assembled non–covalently into even larger
structures. Examples of macromolecular assemblies include membranes, viral capsids, enzyme com-
plexes, and protein filaments.
Model system: Actin filaments and microtubules
In the context of this thesis, one particular pair of macromolecular assemblies was chosen to be studied
in detail in vivo: actin filaments (AF) and microtubules (MT), two main constituents of the cytoskeleton.
They are both assembled from polypeptide subunits: actin and tubulin. Actin filaments are typically
organized in the cortex, beneath the plasma membrane. MT are typically stretched radially outward
from the centrosome. The cytoskeleton in general, and AF and MT in particular, are involved in a series
of physiologically relevant phenomena, including cell division [44], mechanical stimulus response [10],
and migration [45].
Various modes of interaction between actin filaments and microtubules have been found and studied. An
important distinction must be made between regulatory and structural interactions [46]. An exemplary
regulatory interaction is mediated by the GTPase RhoA, which responds to MT shortening [47] by in-
ducing MT stabilization [48] and actomyosin contraction [49]. Structural interactions on the other hand
typically involve mechanical contact, for example via plectin [50] or some molecular motor proteins
binding both to microtubules and actin filaments and thus being susceptible of mediating interactions
between the two macromolecules.
Besides its many important roles in cell shape, migration and division, the cytoskeleton plays a central
role in intracellular transport [51], both in a directed, ballistic mode and in a diffusive manner. For
reasons of crowding, caging and obstruction [52], these diffusive phases are not perfectly Brownian,
which is hypothesized to be partially due to cytoskeleton components, although the exact contributions
and effects remained to be elucidated.
2.2 Force spectroscopy and force assays
The previous section described three types of molecular interactions involving proteins, each one with a
representative model system. Accordingly, each of these interactions and model systems have brought
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about specifically suited methods to study them. It is of core relevance in the context of this thesis to
recapitulate common points and differences between them.
2.2.1 Single–molecule AFM force spectroscopy
Designed originally for imaging purposes on the basis of a scanning tunneling microscope, the atomic
force microscope (AFM) [53] relies on a cantilever, whose vertical position or deflection is typically
determined via the reflection of an infrared (IR) laser off its tip onto a quadrant photodiode. Beyond
the use as an imaging microscope, it was soon adapted to record forces rather than simple height dif-
ferences of the cantilever by determining its spring constant. The force spectroscopy of receptor–ligand
interactions, such as biotin–avidin, was a prime example for its use in biological systems [54].
More recently, a combined Total Internal Reflection Fluorescence (TIRF) – AFM was proposed to facil-
itate and improve on single–molecule studies involving fluorescence imaging [55]. This combined setup
is shown in Figure 5 and allows for the simultaneous confocal surface imaging from below the sample
and the access with the AFM cantilever from above for single–molecule force spectroscopy experiments.
thin cover slips, with a thickness of up to 0.15 mm. These
thin glass substrates are prone to deformation and vibrations,
coupling through the system acoustically an even more im-
portant mechanically, and through the air, which hampers
high-resolution AFM measurements. While sound coupling
into the system can be damped effectively by placing the
whole setup in a soundproof box, mechanical vibrations are
still hard to handle. Oscillations below 100 Hz, as arising
from the building, can be effectively damped by active
tables, but higher frequencies and especially noise sources
inside the microscope itself still have to be eliminated.
A high NA-objective lens needs immersion oil to be op-
erated to match the refractive index of the glass substrate.
When using the objective lens for adjusting the focus, as it is
done with virtually all commercially available objective-type
TIRF setups so far, additional vibrations from, e.g., a focus-
ing piezo are coupled into the glass cover slip. Moreover,
moving the objective lens for controlling the focus during the
experiment introduces drift mediated by the immersion oil’s
viscosity. However, for TIRF illumination the focus needs to
be adjusted very precisely, because the evanescent field is
only a few hundred nanometers in depth. During long mea-
surements temperature changes as well as buffer evaporation
may cause the surface to drift out of focus. Hence when
operating commercially available focus piezo stages of the
objective lens in a closed loop in order to correct for this
focus drift, strong vibrations couple into the sample through
the immersion oil, thereby making high-resolution AFM ex-
periments virtually impossible.
III. HYBRID TIRF/AFM
In the evolution of SPMs, compact designs, as rigid as
possible, have proven to minimize both vibrations and ther-
mal drift. This design principle should provide the best solu-
tion for the problems with the mechanical stability discussed
above.16
We kept our AFM head as short and compact as possible
see Fig. 1. Cantilever deflection is measured with an infra-
red superluminescent laser diode SLD-37-HP Superlum Di-
odes Ltd, Cork, Ireland, which minimizes interferences of
the reflected beam and keeps the entire optical spectrum
open for fluorescent measurements. Servo motors controlling
the z-position of the head and the position of the deflection
sensing photodiode allow for automatic compensation of le-
ver and probe drift during long term measurements.
The major difference of the presented setup to yet exist-
ing ones is the optimization of the mechanical stability of the
sample-cantilever entity. Whereas in conventional micro-
scopes the objective lens is mounted on a revolver and/or
focusing piezo, our setup contains a high NA-objective lens,
which is rigidly mounted in a massive aluminum block di-
rectly connected to the AFM head, as Fig. 1 shows. This way
the objective is integrated directly in the AFM head, maxi-
mizing the mechanical stability. The sample is located on the
cover slip, glued over a hole drilled into the bottom of a Petri
dish. The latter is clamped tightly to the xy-piezo scanner by
strong magnets in order to be able to move the sample. It is
adjusted with micrometer screws for coarse alignment. Mod-
ern objective lenses with high NA, such as the Nikon 100
lens CFI Apo TIRF 100, NA 1.49, Nikon Inc., Tokyo,
Japan we used here, allow variation in the penetration depth
of the evanescent field, depending on the distance of the
beam from the rim of the objective lens. This is achieved by
shifting the laser orthogonally to the optical axis of the ob-
jective lens. This way the penetration depth can be varied
between approximately 200–500 nm.
Focusing is facilitated by moving the tube lens via a
motorized high-accuracy linear translation stage M-605,
Physik Instrumente, Karlsruhe, Germany which focuses the
fluorescence light from the sample onto the chip of the elec-
tron multiplying charge coupled device EMCCD camera
Andor iXon DU-897, Andor Technology, Belfast, Ireland.
This motor is completely mechanically decoupled from the
rest of the instrument and does not need to stand on the
vibration insulation table.
In order to build a most compact instrument, for the
excitation path, the light of a solid-state diode pulsed laser
532 nm DPSS Laser, CrystaLaser, Reno, NV, USA is
coupled into a single-mode optical fiber and used for fluo-
rescence excitation via a compact slider unit consisting of a
collimator lens, a clean-up filter, a lens for focusing the beam
into the back focal plane of the objective lens, and an adjust-
able dichroic mirror that directs the light to the sample. This
unit can be replaced easily with another one containing an
alternative filter set, when working with a different laser. In
total internal reflection the back-reflected beam hits a quad-
rant photo diode, which measures its position. This way a
change in the lateral position of the reflected beam and hence
a change in distance between the objective lens and the cover
slip can be determined. Finally this information can be used
for the adjustment of the focus via the tube lens.
By moving the tube lens via the linear translation stage,
the relative distance from the charge coupled device chip and
therefore the magnification is altered. This effect can be
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FIG. 1. Color online Schematic drawing of the combined AFM/TIRF mi-
croscope. TIRF excitation is performed by a diode pulsed solid-state laser
coupled to a single-mode fiber. Using a collimator lens and a biconcave lens
for focusing the beam on the back focal plane of the objective lens, wide-
field TIRF illumination is achieved. Fluorescence emission passes through
an appropriate filter set and is collected by the EMCCD camera. The tube
lens is used for focusing and therefore mounted on a linear translation stage
controlled by a PC that reads the position of the back-reflected beam from a
quadrant photo diode. With this feedback a constantly sharp image can be
ensured.
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Figure 5: Combined TIRF/AFM setup: The sample (blue) is accessed from above with an atomic force micro-
scope (AFM) (grey), featuring IR laser, cantilever, photodiode and z-piezo and from below with a Total
Internal Reflection Microscope (TIRF) (black) featuring an excitation laser, filters, a motorized tube
lens and an EMCCD camera. The sample and canti ever can be moved via xy-piezo stage. Reprinted
with permission from Ref. [55]. c©2009, AIP Publishing LLC.
In single–molecule force spectroscopy (SMFS), the recorded force–extension traces are then typically
transformed into cont ur length space using polymer elasticity models [56]. The most widely used
model, the worm–like–chain (WLC) model, is based n the assumption of a thermally fluctuating, flexi-
ble rod with an exponential correlation function of the rod element directions. Other models include the
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freely–jointed–chain (FJC) model and the freely–rotating–chain (FRC) model. Transformation into con-
tour length space facilitates data interpretation, for the length increment is closely related to the number
of monomers in the ruptured element, for example the number of amino acids in a protein of interest.
It has become clear, that the interaction forces and the function of molecules are closely related on the
single–molecule level [57]. The mechanoenzymatics relating force and function have exemplarily been
elucidated with the protein titin kinase [58]: AFM–based SMFS revealed that mechanical strain–induced
conformational changes unveil the ATP binding site necessary for lifting the autoinhibition of the kinase
enzymatics. The capabilities of AFM–SMFS continue to be expanded, as highlighted by a recent investi-
gation, which showed force–extension traces at high–speed with retraction velocities of up to 1mm · s−1,
comparable to the µs-timescales studied by steered molecular dynamics (MD) simulations [59].
AFM–SMFS has brought about important insights into the dynamics of single molecules. The most
widespread alternatives to study similar questions are magnetic tweezers and optical traps [60]. Both
use external fields to control micrometer–sized beads. In the case of magnetic tweezers paramagnetic
beads are subjected to forces in a magnetic field gradient with the advantage of good force resolution.
Optical traps, on the other hand, rely on momentum transfer upon refraction, reflection and scattering of
light, generating forces towards the focal point of a laser beam.
2.2.2 The molecular force assay MFA
Despite the numerous advantages of single–molecule force spectroscopy using an AFM cantilever, some
biological investigations call for statistics from ensembles of a high number of probes. The experimental
technique known as molecular force assay (MFA) addresses exactly this need [61].
It is based on the assembly of two molecular bonds in series on a surface, one probe and one reference
bond. A force is applied by coupling to a retracting surface. The coupling typically occurs via biotin–
avidin interaction. After retraction, fluorescent labels reveal the bond rupture site, as shown in Figure 6.
The probe bond rupture probability can be shifted by a potential binder, such as a DNA-binding protein.
The molecular force assay boasts important advantages: First, the high surface density of force probes
and parallel force load allow for significant statistics in a single run. Second, the active force load makes
strong binders up to pM dissociation rates experimentally accessible. Third, the sensor being a single
molecule, the noise is reduced to a minimum and sensitivity is high. Furthermore, binder molecules do
not require fluorescent labeling, in particular, no cloning or immunolabelling are needed. Finally, the
reference bond strength can be tuned over a wide range via its oligomer length.
The applications of the molecular force assay in its classic, macroscopic form are numerous and span a
wide variety of molecular interactions: Properties of DNA were elucidated in detail from detection of
mismatches [62] to epigenetic modifications by methylation [63] or hydroxymethylation [64]. Beyond
pure DNA probes, the effect of binding by polyamides, transcription factors and nucleases [65] and the
interaction between RNA and proteins [66] were studied in high detail.
2.2.3 Measuring intracellular dynamics and forces
The presented methods of SMFS and MFA yield remarkable insight into the dynamics and interac-
tions between single molecules. When it comes to single–cell dynamics, the collective behavior of
supramolecular assemblies needs to be taken into account. For the generation, transmission and sensing
of forces, the assembly of interest is the cytoskeleton [10]. In addition, intracellular dynamics occur
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different MFPs matching the pads of the soft PDMS stamp
(Fig. 1c). The glass slide is attached to a PMMA well with sili-
cone lip seal and fixed on a stainless steel stage with permanent
magnets. The PDMS elastomer is placed upside down on a glass
block connected vertically to a closed-loop piezoelectric actuator
(PZ 400, Piezo Systems Jena, Germany) and a DC motorized
translation stage (Physik Instrumente GmbH, Germany). The
whole contact device is mounted on an inverted microscope
(Axio Observer Z1, Carl Zeiss MicroImaging GmbH, Germany)
with an xy DC motorized high-accuracy translation stage
(Physik Instrumente GmbH, Germany). The planar adjustment
between stamp and DNA chip as well as the contact process
(Fig. 1d) are controlled via reflection interference contrast
microscopy.31
One novel advancement is the direct readout of the DNA chip
placed in the contact device. First it allows the fluorescence
readout of the sample directly before and after the contact
process in buffer solution without any stringent washing steps as
done previously. Due to the diminishment of the systematic error
caused by washing steps, the reproducibility and robustness of
the experiment could be improved further. Secondly we could
move away from the confocal microarray scanner to epi-fluo-
rescence microscopy, which has several advantages including
a simpler setup, improved signal-to-noise ratio and an elevated
reliability against surface inhomogeneities as depicted later.
High-power LEDs (Philips Lumileds Lighting Comp. CA) were
used for illumination. A simple cooling system composed of heat
sink and fans combined with low-noise current drivers stabilizes
the intensity of the LEDs with less than per mil deviation per
hour. A standard CCD camera (MRm, Carl Zeiss MicroImaging
GmbH, Germany) was used for detection. The entire contact and
detection process is semi-automated via customized control
software (LabVIEW, National Instruments Germany GmbH).
Analysis
To determine the ratio between broken target and reference
bonds, a more subtle analysis is required, since it cannot be
assumed that all MFPs physically connect perfectly to both
surfaces via the biotin$streptavidin bond. Uncoupled MFPs
result in a background signal. In order to calculate the normal-
ized fluorescence (NF) intensity the background signal caused by
uncoupled MFPs has to be identified and subtracted from the
latter one. For simplicity, the unlikely case that the bio-
tin$streptavidin bond ruptures is not further considered, since
the MFP remains in the state S0 (1$2$3) and does not affect the
final result. The NF is defined as the ratio between broken
reference bonds and the total amount of MFPs that have been
Fig. 1 Molecular force assay based on soft-print lithography. (a) Schematic representation of the MFA on a molecular level showing the basic principle
and successively the assay processes. (a1) The molecular force probes (MFPs) are anchored via DNA strand 1 to the glass support. Each MFP comprises
of 3 DNA strands. These 3 DNA strands hybridize in two DNA duplexes, 1$2 and 2$3, coupled in series. DNA strand 2 carries a Cy5 as fluorescent
marker and strand 3 a Cy3. The PDMS surface and the glass surface are still separated. (a2) The PDMS stamp is moved down to contact the glass
surface. Thereby the biotin on DNA strand 3 couples to the streptavidin of the PDMS stamp and thus forms a bridge between the glass and PDMS. (a3)
The surfaces are separated and a force builds up along both DNA duplexes of the MFPs until one of the two DNA duplexes ruptures. (a4) To count the
number of intact, remaining 1$2 duplexes, the glass slide is readout via the fluorescence Cy5 dye on strand 2. During the readout the PDMS stamp is far
out of the focal plane. In the last step Cy5 is excited via FRET to mark all MFPs that did not couple to the PDMS stamp while in contact. (b) The fluid
well with the DNA chip was placed in the contact device with PDMS stamp and detection system. A piezoelectric actuator moves the PDMS stamp along
the z-axis to contact the DNA-chip. A standard fluorescence microscope with LED illumination and CCD camera is used to read out the sample. (c) The
PDMS stamp consists of 16 pads. Each pad has a diameter and height of 1 mm. The microstructure on a pad comprises 100  100 mm squares with an
elevation of 5 mm. The trenches between the squares are about 41 mm wide. (d) The planar adjustment between stamp and DNA chip as well as the
contact process is controlled via reflection interference contrast microscopy. After contact, the fluorescence readout gives quantitative information about
the ratio of broken reference and target duplexes.
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D
ow
nl
oa
de
d 
by
 L
ud
w
ig
 M
ax
im
ili
an
s 
U
ni
ve
rs
ita
et
 M
ue
nc
he
n 
on
 0
5 
A
pr
il 
20
11
Pu
bl
is
he
d 
on
 1
0 
Ja
nu
ar
y 
20
11
 o
n 
ht
tp
://
pu
bs
.r
sc
.o
rg
 | 
do
i:1
0.
10
39
/C
0L
C
00
30
2F
View Online
Figure 6: Classical Molecular Force Assay (MFA). (a) The molecular principle of the MFA builds on a se-
quence of five steps: incubating the molecular force probes on the lower glass surface; establishing
contact with the elastomeric (PDMS) top surface; applying rupture forces by surface separation; fluo-
rescence readout of the rupture signal; and fluorescence read–out of the coupling efficiency signal. (b)
The macroscopic setup of the classical MFA features a piezo to establish contact between PDMS and
glass surfaces, a fluid chamber, and an inverted epifluorescence microscope with LED excitation and
CCD camera. (c) The elastomeric top of the classical MFA feature 16 macroscopic pillars with 100µ
m-sized elevations. (d) The readout of Reflection Interference Contrast Microscopy (RICM) shows
approach and retract dynamics. The readout of fluorescence signal after contact and separation reveals
relative rupture probabilities. c©The Royal Society of Chemistry 2011; Reproduced from Ref. [61]
with permission of The Royal Society of Chemistry.
on a wide range of timescales [67]: Switching of ion channels upon external stimulus is a matter of
seconds; subsequent responses by the cell involving signaling cascades take minutes to hours; ultimate
cell fate (division, differentiation, apoptosis) may take days. At the same time, the behavior of cell
populations is heterogenous and noisy, so single–cell data is collected for quantitative studies of their
dynamics. Accordingly varied are the methods to study each of these events and dynamics and their
plurality is beyond the scope of this thesis. Many are based on fluorescence imaging, some label–free,
others use external probes such as cantilevers. A remarkable review f t e specific uses and applications
in single–c ll studies for each of these has been given by Spiller et al. [67].
N ertheless, these imaging techniques do not allow dir ct visualization of the underlying forces. There-
fore, the acquired data must be processed in numerou ways. When probing the elastic propertie with
an AFM cantilever [68], the reco ded force–indentation curves can be fitted with a Hertz/Sneddon model
to obtain Young’s oduli [69]. An exemplary study involving the effect of cytoskeleton depolymerizing
drugs found aracteristic responses associated with actin filaments and microtubules [70]. Alternative
approaches include the in vitro econstitution of purified cytoskeletal components and the measuremen
of their mechanical response. There, a clear differentiation between entropic and elastic contributio s
to elasticity can be made [71]. Based on these microrheology frameworks, an alternative m del of th
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living cell cytoplasm has been proposed, which bears close resemblance to soft glassy materials, with
scaling laws of the rheological moduli and a continuous distribution of relaxation times [72].
Another particularly popular variant is based on the tracking of internalized particles [73]: The lo-
cation of particles is determined in high precision by Gaussian fits to their fluorescence signal. The
recorded single–particle traces can then be analyzed, typically by calculating Mean Squared Displace-
ments (MSD) in the lagtime space.
〈∆R2(τ)〉 = 〈(~R(t′+τ)− ~R(t′))2〉t′ = A ·τα
Some qualitatively different regimes are typically distinguished, according to the value of the MSD ex-
ponent α:
MSD exponent regime
α = 0 no net movement
α < 1 subdiffusive
α = 1 Brownian
α > 1 superdiffusive
α = 2 directed or ballistic
These MSD curves can then be transformed into frequency–space yielding viscoelastic moduli. Low
values of α ≈ 0 correspond to elastic–like behavior (the in–phase rheological response function G′(ω)),
whereas α ≈ 1 is characteristic of viscous behavior (similar to the out–of–phase rheological response
G′′(ω)). Lag–time dependent motion exponents α(τ) correspond to viscoelastic materials with frequency–
dependent moduli G∗(ω). In the context of this thesis, a Local MSD analysis algorithm is of particular
interest: A rolling window screens the data subtrace by subtrace and calculates local motion parameters
(in time), namely the effective diffusion constant and the MSD exponent [74].
2.3 Microfluidic lab–on–a–chip technologies
In an effort to miniaturize, parallelize and automize typical biochemical tasks from established labo-
ratory processes, the fields of lab–on–a–chip in general and microfluidics in particular have spurred
innovation over the past decade with significant success both in academic research and in commercial
applications. The diversity of methods and applications is astonishing, ranging from pressure driven
laminar flow to droplet–based digital microfluidics. This section covers the multilayer soft lithography
technique used in the context of this thesis and gives an overview of alternative approaches.
2.3.1 Multilayer soft lithography and the MITOMI chip
One prominent variant of microfluidics is the multilayer soft lithography technique pioneered by Unger
et al. [75] and depicted in Figure 7. Molds are manufactured by spin–coating positive or negative pho-
toresist layers on silicon wafers, exposing them to radiation through a high–resolution transparency
mask, and finally developing the structures. The molds can in a second step be repeatedly replica–
molded with elastomeric materials, such as polydimethylsiloxane (PDMS) [76]. Different wafers yield
different layers, both spin–coated thin layers and poured thick layers. Multiple layers can be aligned
and bonded to form a single device. Bonding occurs thermally by relative excess of base in the flow
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Figure 7: Multilayer Soft Lithography
uses two silicon wafers, whose features
are replica–molded with polydimethylsilox-
ane elastomer (top). The molds are aligned
onto each other (middle) and bonded to form
a single device (bottom) with hollow channels
for microfluidic experiments. c©AAAS 2000.
From Ref. [75]. Reprinted with permission
from AAAS.
tively thin (typically 30 mm). When pressure
is applied to the upper channel (“control
channel”), the membrane deflects downward.
Sufficient pressure closes the lower channel
(“flow channel”). For optical convenience,
we typically seal our structures with glass as
the bottom layer; this bond with glass is
reversible, so devices may be peeled up,
washed, and reused. We also fabricated de-
vices where the bottom layer is another layer
of elastomer, which is useful when higher
back pressures are used. The response time of
devices actuated in this fashion is on the
order of 1 ms, and the applied pressures are
on the order of 100 kPa, so a 100 mm by 100
mm area gives actuation forces on the order
of 1 mN. Pneumatic actuation allows active
devices to be densely packed; we built mi-
crofluidics with densities of 30 devices per
square millimeter, and greater densities are
achievable. This actuation speed, pressure,
and device density are more than adequate for
the vast majority of microfluidic applications.
The shape of the flow channel is impor-
tant for proper actuation of the valve (Fig.
1B). Rectangular and even trapezoidal shaped
channels will not close completely under
pressure from above. Flow channels with a
round cross section close completely; the
round shape transfers force from above to the
channel edges and causes the channel to close
from edges to center. We found that 100 mm
by 100 mm by 10 mm valves over trapezoidal
channels would not close completely even at
200 kPa of applied pressure, whereas round-
ed channels sealed completely at only 40 kPa.
Making multiple, independently actuat-
ed valves in one device simply requires
independent control of the pressure applied
to each control line (35). Figure 2, A to E,
shows simple configurations resulting in
on-off valves (Fig. 2, A and B), a pump
(Fig. 2C), a grid of valves (Fig. 2D), and a
switching valve (Fig. 2E). Each control line
can actuate multiple valves simultaneously.
Because the width of the control lines can
be varied and membrane deflection de-
pends strongly on membrane dimensions, it
is possible to have a control line pass over
multiple flow channels and actuate only the
desired ones. The active element is the roof
of the channel itself, so simple on-off
valves (and pumps) produced by this tech-
nique have truly zero dead volume; switch-
ing valves have a dead volume about equal
to the active volume of one valve, that is,
100 mm 3 100 mm 3 10 mm 5 100 pl. The
dead volume required and the area con-
sumed by the moving membrane are each
about two orders of magnitude smaller than
any microvalve demonstrated to date (11).
The valve opening can be precisely con-
trolled by varying the pressure applied to the
control line. As demonstrated in Fig. 3A, the
response of the valve is almost perfectly lin-
ear over a large portion of its range of travel,
with minimal hysteresis. Thus, these valves
can be used for microfluidic metering and
flow control. The linearity of the valve re-
sponse demonstrates that the individual valves
are well-modeled as Hooke’s law springs.
Furthermore, high pressures in the flow chan-
nel (“back pressure”) can be countered sim-
ply by increasing the actuation pressure.
Within the experimental range we were able
to test (up to 70-kPa back pressure), valve
closing was achieved by simply adding the
mold
flat 
substrate
AFig. 1. (A) Process flow for multilayer soft
lithography. The elastomer used here is General
Electric Silicones RTV 615. Part “A” contains a
polydimethylsiloxane bearing vinyl groups and
a platinum catalyst; part “B” contains a cross-
linker containing silicon hydride (Si-H) groups,
which form a covalent bond with vinyl groups.
RTV 615 is normally used at a ratio of 10 A:1 B.
For bonding, one layer is made with 30 A:1 B
(excess vinyl groups) and the other with 3 A:1 B
(excess Si-H groups). The top layer is cast thick
(;4 mm) for mechanical stability, whereas the
other layers are cast thin. The thin layer was
created by spin-coating the RTV mixture on a
microfabricated mold at 2000 rpm for 30 s,
yielding a thickness of ;40 mm. Each layer was
separately baked at 80°C for 1.5 hours. The
thick layer was then sealed on the thin layer,
and the two were bonded at 80°C for 1.5 hours.
Molds were patterned photoresist on silicon
wafers. Shipley SJR 5740 photoresist was spun
at 2000 rpm, patterned with a high-resolution
transparency film as a mask, and developed to
yield inverse channels of 10 mm in height.
When baked at 200°C for 30 min, the photore-
sist reflows and the inverse channels become
rounded. Molds were treated with trimethyl-
chlorosilane vapor for 1 min before each use to
prevent adhesion of silicone rubber. (B) Sche-
matic of valve closing for square and rounded channels. The dotted lines indicate the contour of the
top of the channel for rectangular (left) and rounded (right) channels as pressure is increased. Valve
sealing can be inspected by observing the elastomer-substrate interface under an optical micro-
scope: It appears as a distinct, visible edge. Incomplete sealing as with a rectangular channel
appears as an “island” of contact in the flow channel; complete sealing (as observed with rounded
channels) gives a continuous contact edge joining the left and right edges of the flow channel.
A B
C D
E F
Fig. 2. Optical micrographs of dif-
ferent valve and pump configura-
tions; control lines are oriented
vertically. (A) Simple on-off valve
with 200-mm control line and
100-mm flow line (“2003100”).
(B) 30350 on-off valve. (C) Peri-
staltic pump. Only three of the
four control lines shown were
used for actuation. (D) Grid of
on-off valves. (E) Switching valve.
Typically, only the innermost two
control lines were used for actua-
tion. (F) Section of the seven-layer
test structure mentioned in the
text. All scale bars are 200 mm.
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layer and of curing agent in the control layer. This lithography–based principle thus transfers advan-
tages such as rapid prototyping and ease of fabrication to lab–on–a–chip device fabrication. The use of
suitable elastomers ensures the desired biocompatibility needed for devices handling proteins or living
cells. Design principles [77] analogo s to electronic integrated circuits yield networks of thousands of
pneumatically actuated valves and are the origin of the term microfluidic large scale integration [78].
Simple combinations of control layer valves yield pumping or mixing units (Fig. 8).
As a consequence, the exact timing of the assay steps depends
on variations in viscosity and surface tension of the sample.
Other crucial unit operations are metering and incubation, the
accuracy of which is limited, and mixing, which cannot be
accelerated on the test strip platform. Therefore the precision
of the assay result for example is in the order of 10%, which is
not always sufficient for future challenges in the implementa-
tion of more complex diagnostic assays.
A further critical point is the long term stability of the
wetting properties inside the fleeces or microstructures.
Usually, the materials are plasma treated or coated by an
additional layer to ensure the desired contact angle and thus
wetting behaviours. These coatings or surface activations have
to be stable at different temperatures and over a long period of
time as they define the test strip life time.
II Microfluidic large scale integration (LSI)
Many pressure-driven microfluidic components and syst ms
have been presented within the past and are commercialized
today.22 Within this section, one of the most prominent and
inspiring pressure driven platform concepts is discussed. The
microfluidic large scale integration platform (LSI) arose
together with a novel fabrication technology for microfluidic
channels, called soft lithography. Using that technology, the
monolithic fabrication of all necessary fluidic components
within one single elastomer material (PDMS) became possible,
similar to the silicon based technology in microelectronics.
PDMS (polydimethylsiloxane) is an inexpensive but still
powerful material, offering sev ral advantages compared with
silicon or gl ss. It is a che p, rubber-like elasto er with ood
optical transparency and bioco patibility. It can be structured
using the soft lithography technique based on replication
molding on micromachined molds. It was first used by George
Whiteside’s group for the fabrication of optical devices23 and
stamps for chemical patterning.24,25 Thereafter, microfluidic
devices were manufactured using the PDMS-technology.26–30
A general and detailed up to date view of the use of PDMS for
different fields of applications can be found in ref.31.
Since then, however, PDMS has been used as a merely
passive material f the constructio of microfluidic
channels only. The strength of the technology really became
obvious when Stephen Quake’s group expanded the techno-
logy towards the multi-layer soft-lithography process,
MSL.32,33 With this technology, several layers of PDMS
can be hermetically bonded on top f each other, resulting
in a monolithic, multi-layer PDMS str cture. Today, this
technology is pushed forward by the company Fluidigm
Corporation, USA.34
Unit operations on the platform
Based on the high elasticity of PDMS, the basic microfluidic
unit operation is a valve which is made of a planar glass
substrate and two layers of PDMS on top of each other. The
lower elastomer layer contains the fluidic ducts and the upper
elastomer layer features pneumatic control channels. To make
a microfluidic valve, a pneumatic control channel crosses a
fluidic duct as depicted in Fig. 2, left. A pressure p applied to
the control channel squeezes the elastomer into the lower layer,
where it blocks the liquid flow. Because of the small size of this
valve, of the order of 100 6 100 mm2, a single integrated fluidic
circuit can accommodate thousands of valves. Compared with
the development in microelectronics, this approach is called
microfluidic large scale integration, LSI.35
The valve technology called NanoFlex
TM
is the core
technology of the complete platform. Placing two of such
valves at the two arms of a T-shaped channel, for example,
creates a fluidic switch for the routing of liquid flows between
several adjacent channels. Liquid transport within the fluid
channels can be accomplished by use of external pumps, while
the PDMS multi-layer device works merely passively, control-
ling the externally driven liquid flows with the integrated
valves. Also, an integrated pumping mechanism can be
achieved by combining several micro-valves and actuating
them in a peristaltic sequence (Fig. 2(b)).
Metering of liquid volumes can be achieved by crossed
fluid channels and a set of microvalves. Addressed by a
multiplexer, the liquid is loaded into a certain fluid channel
and segmented into separated liquid compartments by
pressurizing the control channel.
Also, mixing can be achieved using the above described
pumping mechanism (Fig. 2(c)) by the subsequent injection of
the liquids into the fluidic loop through the left inlet (right
outlet valve is closed). Afterwards, the inlet and outlet valve
are closed and the three control channels on the orbit of the
mixing loop are displaced with a peristaltic actuation scheme,
leading to a circulation of the mixture within the loop.33
Thereby the liquids are mixed and afterwards flushed out of
the mixer by a washing liquid. By using this mixing scheme,
increase of the reaction kinetics of surface binding assays by
nearly two orders of magnitude has been demonstrat d.36
The key feature to tap the full potential of the large cale
in egration approach is the multiplexing technology, allowing
Fig. 2 Construction of the main unit operations on the multi-layer PDMS based LSI platform. The NanoFlex
TM
valve as depicted on the left
can be closed by applying a pressure p to the control channel. Therewith, microfluidic valves (a), peristaltic pumps (b) and mixing structures (c) can
be designed.
This journal is  The Royal Society of Chemistry 2007 Lab Chip, 2007, 7, 1094–1110 | 1097
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Figure 8: Pneumatic valve peration. The microfluidic devices formed by multilayer soft lithography present
two channel la ers: a fluid flo channel below and a control channel above. Upon pressurization of
the ntrol chann l, the flow in the fluid channel is stopped, which corresponds to the actuation of a
pneumatic valve. By combining multiple control channel valves, pump or mixer units can be designed.
c©The Royal Society of Che istry 2007; Reproduced from Ref. [11] with permission of The Royal
Society of Chemistry.
In the context of this thesis, a particular multilayer chip design named MITOMI, acronym for mechani-
cally induced trapping of molecular interactions [79], is used. Shown in Figure 9, it features hundreds of
double chambers with the required valves for chamber separation and fluid flow control. One distinctive
feature is the button valve in each double chamber, which can be used to seal and protect a detection area.
It has been exploited in combination with in vitro transcription and translation of microspotted DNA to
study the interaction of proteins with other proteins [80] or RNA [81]. The chip design continues to be
expanded in size [82] and in its capability of fast button valve response time to record association and
dissociation traces [83].
Fluid physics are highly dependent on the length scales at which the flow occurs. A very comprehensive
review of fluid physics at the nanoliter scale has been published by T.M. Squires and S.R. Quake [85].
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200 µm
320 µm
protein chamber
DNA
chamber
button
valve
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a
Figure 9: The microfluidic MITOMI
chip. (a) shows a photograph of the
640–chamber MITOMI chip, fabricated
by multilayer soft lithography and bonded
onto a glass slide. Flow inlets are shown
on the left, control inlets on the right. The
flow layer is colored with food dye (red).
(b) shows two of 640 double chambers in
the flow layer (grey) and the superseding
control layer channels (narrow) and valves
(broad) for control: button valve (blue),
chamber valve (red) separating double
chambers and neck valve (green) separat-
ing back chambers. (c) shows a fluores-
cence micrograph signal from Green Fluo-
rescent Protein (GFP) immobilized specif-
ically under the button valve after selec-
tive surface modifications. (b) reprinted
by permission from Macmillan Publish-
ers Ltd: Nature Biotechnology, Ref. [84],
c©2010
It gives an excellent overview of half a dozen dimensionless numbers describing the nature of fluid flow
at these length scales. The most known of these numbers, the Reynolds number, gives an estimate of
the relative prevalence of inertial versus viscous effects. The problem of diffusive mixing is described
by the Péclet number. Furthermore, the effect of boundaries and surfaces is put in a broader context of
device design and applications.
An interesting development lies in the growing number of microfluidic circuits with integrated logics.
These include microfluidic equivalents of high and low pass filters, logic NOT gates, diodes and tran-
sistors [86, 87]. These devices do not need external pressure sources for the actuation of the embedded
control layer functionalities, but react to changes in flow layer pressures and are thus a closer relative to
integrated microelectronic circuits.
2.3.2 Biotechnological applications
Biotechnology is arguably the area of applications which was the fastest adaptor of microfluidic large
scale integration. A few examples ranging from chemical synthesis to single–cell sequencing shall
highlight this ingenuity and future potential.
• In a widely noticed work, the labs of Hsian-Rong Tseng and Stephen R. Quake carried out an au-
tomated multistep chemical synthesis on a single chip in variable physical and chemical environ-
ments to produce the medically highly relevant radio–imaging probe [18F]FDG [88], as depicted
in Figure 10.
• Long–term controlled cell culturing in a parallel format was achieved in a microchemostat [89].
• Hong et al. have devised a chip which isolates small numbers of bacterial or mammalian cells,
induces cell lysis, purifies and recovers the contained DNA or mRNA. This small–scale nucleic
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to confine each individual step. Microfluidic
batch devices with integrated microvalves
show promise for the automation of multiple,
parallel, and/or sequential chemical processes
on a single chip under digital control. By anal-
ogy, this technology has already been suc-
cessfully applied to biological problems (10).
A compelling application is in the prepa-
ration of organic compounds bearing short-
lived isotopes whose emission permits detailed
mapping of biological processes in living or-
gans. In conjunction with positron emission
tomography (PET) (11), the development
of sensitive radiolabeled molecular probes is
crucial for expanding the capability of target-
specific in vivo imaging for biological research,
drug discovery, and molecular diagnostics. The
United States already has a vast network of
PET cyclotron production sites in place as con-
venient sources for radiolabeled precursors Ee.g.,
E18F^fluoride, E11C^CO
2
, and E11C^methyl io-
dide (MeI)^ and a few labeled biomarkers.
The capacity for diversifying radiolabeled probe
structure is therefore limited only by the cost,
speed, and efficiency of synthetic methods.
A central challenge in this regard is the half-
life of the radiolabels.
The synthesis (12) of the E18F^-labeled
molecular imaging probe 2-deoxy-2-E18F^fluoro-
D-glucose (E18F^FDG) in an integrated micro-
fluidic chip was chosen as a proof-of-principle
study. This compound is the most widely used
radiolabeled molecular probe, with more than
1 million doses for patient diagnosis produced
in the United States in 2004 and a similar
number in the rest of the world (13). The
brief half-life of E18F^fluorine (t
1/2
0 110 min)
makes rapid synthesis of doses essential. To-
day, E18F^FDG is routinely produced in about
50 min with the use of commercial synthe-
sizers (14), which are expensive (È$140,000)
and produce È10 to 100 doses in a single run.
Obtaining high yields with short synthesis
times is even more critical for molecular im-
aging biomarkers bearing positron-emitting
radioisotopes with shorter half-lives, such as
11C (t
1/2
0 20 min) and 13N (t
1/2
0 10 min). A
unique aspect of PET molecular imaging
probes is that only nanogram masses per dose
of the radiopharmaceuticals are administered
to subjects.
The radiopharmaceutical requirements of
expedited chemical kinetics and low-mass
quantities of product, together with the emerg-
ing need to expand and diversify the cat-
alog of molecular imaging probes, provide a
unique opportunity for the use of integrated
microfluidics. In addition, the preparation of
E18F^FDG provides a conceptual model for
the preparation of other molecules (including
pharmaceuticals) because it includes common
steps required in many chemical syntheses.
We developed a microfluidic chemical re-
action circuit (Fig. 1) capable of executing
the five chemical processes of the syntheses
of both E18F^FDG and E19F^FDG within a
nanoliter-scale reaction vessel. Conceptually,
however, the chip was designed to demonstrate
the digital control of sequential chemical steps,
variable chemical environments, and variable
physical conditions, all on a single chip. It
was also designed to produce sufficient quan-
tities of E18F^FDG (100 to 200 mCi) for mouse
imaging. The chip thus has the capability of
synthesizing the equivalent of a single mouse
dose of E18F^FDG on demand. The device ac-
celerates the synthetic process and reduces
the quantity of reagents and solvents required.
This integrated microfluidic chip platform can
be extended to other radiolabeled molecular
imaging probes.
Some of the components required for con-
ducting sequential chemical processes within
microfluidics are similar to those previously
demonstrated for biological analysis: isolation
of distinct regions on the chip with micro-
mechanical valves for nanoliter chemical reac-
tions (15), acceleration of diffusion-dominated
mixing within a confined volume with a rotary
pump (16), and creation of in situ affinity
columns (10). However, two additional tech-
nical advances were required to perform
effective chemical synthesis. First, an in situ
ion exchange column was combined with a
rotary pump to concentrate radioisotopes by
nearly three orders of magnitude, thereby op-
timizing the kinetics of the desired reactions.
Second, the gas-permeable poly(dimethylsilox-
ane) (PDMS) matrix allows solvent exchange
to occur within the microfluidic channel
through direct evaporation, thereby allowing
for the sequential execution of chemical re-
actions in PDMS-compatible solvents (17).
A solution inside a PDMS-based microfluidic
reactor can be heated above its normal (atmo-
spheric) boiling point to provide further ki-
netic enhancement. Pressure is mediated not
only by the heat supplied to the chip, but also
by the porosity of the PDMS matrix. Thus,
PDMS plays a role akin to the safety valve of
a pressure cooker that regulates the Bcooking
pressure[ within a critical range. Our device
permits computer-controlled mixing of spatial-
ly isolated reagents under individually regu-
lated solvent and temperature conditions.
Fig. 1. (A) Schematic
representation of a
chemical reaction circuit
used in the production
of 2-deoxy-2-fluoro-D-
glucose (FDG). Five se-
quential processes are
shown: (i) concentration
of dilute fluoride ion
with the use of a mini-
aturized anion exchange
column located in a
rectangle-shaped fluoride
concentration loop, (ii)
solvent exchange from
water to dry MeCN, (iii)
fluorination of the D-
mannose triflate pre-
cursor 1, (iv) solvent
exchange back to water,
and (v) acidic hydrolysis
of the fluorinated in-
termediate 2a (or 2b)
in a ring-shaped reac-
tion loop. Nanogram
amounts of FDG (3a,
3b) are the final product.
The operation of the
circuit is controlled by
pressure-driven valves,
with their delegated re-
sponsibilities illustrated
by their colors: red for
regular valves (for iso-
lation), yellow for pump
valves (for fluidic me-
tering circulation), and
blue for sieve valves
(for trapping anion ex-
change beads in the
column module). (B)
Optical micrograph of the central area of the circuit. The various channels have been loaded
with food dyes to help visualize the different components of the microfluidic chip; colors are as in
(A), plus green for fluidic channels. Inset: Actual view of the device; a penny (diameter 18.9 mm) is
shown for comparison.
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to confine each individual step. Microfluidic
batch devices with integrated microvalves
show promise for the automation of multiple,
parallel, and/or sequential chemical processes
on a single chip under digital control. By anal-
ogy, this technology has already been suc-
cessfully applied to biological problems (10).
A compelling appli tion is in th prepa-
ration of organic compounds bearing short-
lived isotopes whose emission permits detailed
mapping of biological processes in living or-
gans. In conjunction with positron emission
tomography (PET) (11), the d velopment
of sensitive radiolabeled molecular probes is
crucial for expanding the capability of target-
specific in vivo imaging for biological research,
drug discovery, and molecular diagnostics. The
United State already has a vast ne work of
PET cyclotron production sites in place as con-
venient sources for radiolabeled precursors Ee.g.,
E18F^fluoride, E11C^CO
2
, and E11C^methyl io-
dide (MeI)^ and a few labeled biomarkers.
The capacity for diversifying radiolabeled probe
structure is therefore limited only by the cost,
speed, and efficiency of synthetic methods.
A central challenge in this regard is the half-
life of the radiolabels.
The synthesis (12) of the E18F^-labeled
molecular imaging probe 2-deoxy-2-E18F^fluoro-
D-glucose (E18F^FDG) in an integrated micro-
fluidic chip was chosen as a proof-of-principle
study. This compound is the most widely used
radiolabeled molecula probe, with more than
1 million doses for patient diagnosis produced
in the United States in 2004 and a similar
number in the rest of the world (13). The
brief half-life of E18F^fluorine (t
1/2
0 110 min)
makes rapid synthesis of doses essential. To-
day, E18F^FDG is routinely produced in about
50 min with the use of commercial synthe-
sizers (14), which are expensive (È$140,000)
and produce È10 to 100 doses in a single run.
Obtaining high yields with short synthesis
times is even more critical for molecular im-
aging biomarkers bearing positron-emitting
radioisotopes with shorter half-lives, such as
11C (t
1/2
0 20 min) and 13N (t
1/2
0 10 min). A
unique aspect of PET molecular imaging
probes is that only nanogram masses per dose
of the radiopharmaceuticals are administered
to subjects.
The radiopharmaceutical requirements of
expedited chemical kinetics and low-mass
quantities of product, together with the emerg-
ing need to expand and diversify the cat-
alog of molecular imaging probes, provide a
unique opportunity for the use of integrated
microfluidics. In addition, the preparation of
E18F^FDG provides a conceptual model for
the preparation of other molecules (including
pharmaceuticals) because it includes common
steps required in many chemical syntheses.
We developed a microfluidic chemical re-
action circuit (Fig. 1) capable of executing
the five chemical processes of the syntheses
of both E18F^FDG and E19F^FDG within a
nanoliter-scale reaction vessel. Conceptually,
however, the chip was designed to demonstrate
the digital control of sequential chemical steps,
variable chemical environments, and variable
physical conditions, all on a single chip. It
was also designed to produce sufficient quan-
tities of E18F^FDG (100 to 200 mCi) for mouse
imaging. The chip thus has the capability of
synthesizing the equivalent of a single mouse
dose of E18F^FDG on demand. The device ac-
celerates the synthetic process and reduces
the quantity of r agents and solvents required.
This integrated microfluidic chip platform can
be extended to other radiolabeled molecular
imaging probes.
Some of the components required for con-
ducting sequential chemical processes within
microfluidics are similar to those previously
demonstrated for biological analysis: isolation
of distinct regions on the chip with micro-
mechanical valves for nanoliter chemical reac-
tions (15), acceleration of diffusion-dominated
mixing within a confined volume with a rotary
pump (16), and creation of in situ affinity
columns (10). However, two additional tech-
nical advances were required to perform
effective chemical synthesis. First, an in situ
ion exchange column was combined with a
rotary pump to concentrate radioisotopes by
nearly three orders of magnitude, thereby op-
timizing the kinetics of the desired reactions.
Second, the gas-permeable poly(dimethylsilox-
ane) (PDMS) matrix allows solvent exchange
to occur within the microfluidic channel
through direct evaporation, thereby allowing
for the sequential execution of chemical re-
actions in PDMS-compatible solvents (17).
A solution inside a PDMS-based microfluidic
reactor can be heated above its normal (atmo-
spheric) boiling point to provide further ki-
netic enhancement. Pressure is mediated not
only by the heat supplied to the chip, but also
by the porosity of the PDMS matrix. Thus,
PDMS plays a role akin to the safety valve of
a pressure cooker that regulates the Bcooking
pressure[ within a critical range. Our device
permits computer-controlled mixing of spatial-
ly isolated reagents under individually regu-
lated solvent and temperature conditions.
Fig. 1. (A) Schematic
representation of a
chemical reaction circuit
used in the production
of 2-deoxy-2-fluoro-D-
glucose (FDG). Five se-
quential processes are
shown: (i) concentration
of dilute fluoride ion
with the use of a mini-
aturized anion exchange
column located in a
rectangle-shaped fluoride
concentration loop, (ii)
solvent exchange from
water to dry MeCN, (iii)
fluorination of the D-
mannose triflate pre-
cursor 1, (iv) solvent
exchange back to water,
and (v) acidic hydrolysis
of the fluorinated in-
termediate 2a (or 2b)
in a ring-shaped reac-
tion loop. Nanogram
amounts of FDG (3a,
3b) are the final product.
The operation of the
circuit is controlled by
pressure-driven valves,
with their delegated re-
sponsibilities illustrated
by their colors: red for
regular valves (for iso-
lation), yellow for pump
valves (for fluidic me-
tering circulation), and
blue for sieve valves
(for trapping anion ex-
change beads in the
column module). (B)
Optical micrograph of the central area of the circuit. The various channels have been loaded
with food dyes to help visualize the different components of the microfluidic chip; colors are as in
(A), plus green for fluidic channels. Inset: Actual view of the device; a penny (diameter 18.9 mm) is
shown for comparison.
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Figure 10: An example of microfluidic integration of chemical synthesis. (A) shows the microfluidic design of
flow layer (black) and control valves (colored) alongs de the five–step workflow from fluoride concen-
tration (i.) to hydrolysis (v.) (B) shows a food dye colored micrograph of the according microfluidic
chip with the flow layer (green) and the control layer (colored accordingly to (A)). c©AAAS 2005.
From Ref. [88]. Reprinted with permission from AAAS.
acid processor achieves parallel purification and thus paved the way for integrated sequencing
efforts [90].
• Fan et al. have combined these insights and designed a chip which isolates a single human cell,
separates and amplifies each chromosome for subsequent use in si gle–nucleotide polymorphism
array analysis yielding a complete human haplotype [91].
2.3.3 Diversity in microfluidics
The field of microfluidics has come a long way since the first lateral flow tests, simple point–of–care
diagnostic devices based on capillary forces. A vast number of methods has emerged, which differ in
ease–of–handling, high–throughput capabilities and means of liquid propulsion. The most widespread
devices are driven by pressure gradients, acoustic waves, centrifugal force or electrokinetics [92]. For
centrifugal microfluidics, rotation–frequency–dependent liquid transport, routing, metering, mixing and
separation routines have been proposed and applied, including in a white blood immunoassay [93]. In
surface acoustic wave (SAW) based implementations, droplets on a hydrophobic surface are controlled
using ultrasonic waves generated by an interdigital transducer assembled on a piezoelectric layer [94].
Within the group of pressure–driven flow, one can distinguish between single–phase laminar flow (in-
cluding the devices used in the context of this thesis) and droplet–based flow. Droplet–based or digital
microfluidics feature picolitre volume liquid droplets in an immiscible carrier liquid or gas [96]. These
droplets can be generated, handled, merged or split, and sorted (cf. Figure 11) with high precision mak-
ing them a viable candidate for high–throughput screening with little reagent consumption. A striking
demonstration of these capabilities is the implementation of high–throughput polymerase chain reaction
(PCR) to amplify single molecules in droplet microfluidics [97].
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the power of this platform by using it for directed evolution to
discover variants of the enzyme horseradish peroxidase (HRP).
We use picoliter-volume aqueous drops dispersed in an inert
oil as reaction vessels; most contain no more than a single yeast
cell that displays a variant of the enzyme on its surface. We sort
these drops at rates of thousands per second, allowing us to
screen a library of 108 in about 10 h, using a total reagent volume
of <150 μL. This enables us to discover variants of HRP that are
more than 10-fold faster than the parent and that approach the
diffusion-limited rate. Compared to state-of-the-art robotic
screening, this is 1,000-fold faster and uses 10-million-fold less
volume of reagent, representing a cost savings estimated to be
about 10-million-fold.
Results and Discussion
Our ultrahigh-throughput-screening platform consists of two
polydimethylsiloxane (PDMS) microfluidic devices (14) con-
nected by an incubation line (Fig. 1). In the first device, we coflow
a suspension of yeast cells displaying enzyme variants on their
surface (10) with a second stream containing a fluorogenic sub-
strate for the enzyme. We use a long and narrow channel to pro-
duce drops with >64% aqueous volume fraction. The reaction is
initiated upon formation of these drops as the two streams mix.
The 6-pL, 23-μm-diameter, aqueous drops are dispersed in fluo-
rocarbon oil and stabilized by a biocomp tible surfactant (15).
The cells are encapsulated individually in drops (16), allowing
us to separately probe each member of the library; moreover,
the uniform drop size ensures accurate comparison of the fluo-
rescent intensities, and thus the enzymatic reaction rates. The
drops leave the first device and enter the incubation line; at a
high volume fraction, the drops are packed such that they flow
as a solid plug through the delay line. This enables us to use a
continuous process with low time dispersion during the
incubation.
The drops then flow into the second microfluidic device, a
high-speed drop sorter. We dielectrophoretically sort (17, 18)
the drops based on a preset fluorescence intensity threshold,
thereby selecting the most active enzyme variants. In the sorting
device (Fig. 1E), the gradual constriction just before the addition
of oil to the sorting device allows the drops to pack efficiently into
a single-file line, thus allowing periodic reinjection and even
spacing of the drops as they enter the sorting junction. The large
radius of curvature of the sorting junction serves to reduce shear
on the drops as they enter the keep or waste branches. This shear
ultimately limits the sorting rate in this design, as higher flow
rates will split drops at the junction. Finally, the series of arc-
shaped channels running between the waste and keep channels
serve as pressure shunts to equalize the pressure immediately
after the sorting junction. This passive method is simple, reliable,
and decouples the critically balanced flow at the sorting junction
from any disturbances downstream in the device, such as fluctu-
ating numbers of drops in each branch and the removal and in-
sertion of tubes for collection. These design considerations lead
to a robust platform that is able to sort at rates of >2 kHz.
The detection limit of this system is ∼1 nm Amplex Ultrared
(AUR) (∼3; 500 molecules in 6 pL). There are ∼104 enzyme mo-
lecules displayed per cell, and therefore we can detect <1 turn-
over per enzyme. Drops are stable to coalescence and cells are
viable for days, so it is possible to detect enzymes with rates of
less than one turnover per day. Therefore, the detection system
does not limit us from identifying the very poor catalysts expected
in early generations in an experiment to evolve new function.
Here we demonstrate sensitive detection of fluorescent products;
it is possible to use coupled assays to adapt many important en-
zyme assays to yield fluorescent products. However, with minimal
changes to the optical system, we can adapt the design to access
other modes of detection, such as luminescence and absorbance.
Improving the catalytic power of horseradish peroxidase is
challenging because it is already a very efficient enzyme (19),
especially for the substrate we use, AUR (20). We therefore
adopt a strategy that first uses a purifying selection (21) on a large
library of variants (10) (SI Text), ∼107; the applied pressure
selects only those variants with activities similar to or better than
that of the wild-type enzyme, purging the library of inactive
Fig. 1. Modules of the ultrahigh-throughput microfluidic screening platform. (A) A low-magnification image of the entire drop-making device. (B) A suspen-
sion of yeast cells displaying the HRP on their surface (aq1) is combined with a second aqueous stream containing the fluorogenic substrate AUR (aq2). The
yeast are at a concentration of 1 × 108 cells per milliliter, which gives an average of 0.3 cells per 6-pL drop after being diluted by half by the substrate stream.
The aqueous drops are formed at a flow-focusing junction (33) in a fluorocarbon oil at a rate of 2 kHz, and the number of cells per drop follows a Poisson
distribution: ∼22% have a single cell (16) (SI Text). (C) The drops flow out of this device into a tube that acts as an incubation line where they incubate for
∼5 min. We use a fluorosurfactant (15) to prevent coalescence and to give the drops a biocompatible interface. (D) A single layer of drops after incubation
showing the fluorescence developing from the active HRP displayed on the surface of the cells. (E) From the delay line, the drops flow as a solid plug to a
junction where oil is added to separate the drops. To visually demonstrate the sorting process, we sorted an emulsion containing light and dark drops; the light
drops contain 1 mM fluorescein, and the dark contain 1% bromophenol blue. Fluorescence levels are detected as the drops pass a laser focused on
the channel at the gap between two electrodes. When sorting is on, the light drops, which are brighter than the threshold level, are sorted by dielectrophoresis
(17, 18) into the bottom channel (SI Text). (Scale bar, 80 μm.)
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Figure 11: An example of droplet microfluidics: A mixture of fluorescent and non–fluorescent droplets (bright
and dark, respectively) are re-injected from an emulsion (left), into a sorting device (center), where a
laser interrogates their fluorescence and electrodes (bottom) deflect the fluorescent droplets into the
lower chann l (lower right), whereas n n–fluor sc nt droplets are not deflected and go into the waste
channel (top right). Reproduce from Ref. [95]

3 Microfluidic protein micro–arraying for
single–molecule force spectroscopy
Single–Molecule Force Spectroscopy (SMFS) has immensely advanced the understanding of molecular
mechanics, in particular for biomolecules. Its high precision, especially piconewton and nanometer
resolution, and its independence of ensemble averaging have helped spread its merits. Nevertheless, it
is intrinsically low throughput and each sample is typically prepared and probed independently, often
with a different cantilever. For delicate protein samples, these considerations are particularly valid
and underline the need for a systematic and parallelized preparation of protein samples for SMFS in
an integrated method. Key requirements are a streamlined workflow, covalent protein immobilization,
scalability, and sample purity.
In this chapter and in manuscript M1, the development of an integrated method of microfluidic protein
expression, purification and covalent immobilization, followed by AFM–based single–molecule force
spectroscopy is presented. It relies on the MITOMI [79] chip layout with its button valve and covalent
surface immobilization via ybbR peptide tag [98].
3.1 Summary of associated manuscript M1
In the associated manuscript M1, the microfluidic MITOMI chip is for the first time applied for covalent
protein arraying for force spectroscopy experiments. This fulfills all requirements to propel SMFS into
a method of high throughput:
• The method features a direct and streamlined workflow from gene array to molecular mechanics
by cell–free expression, a well–characterized protein synthesis system [99].
• Proteins are immobilized covalently onto the glass slide via a polyethylene glycol linker and the
versatile, genetically encoded ybbR peptide tag.
• The approach is readily scalable. Parallelization capabilities are demonstrated using four proteins
of interest: fibronectin type III, the gold standard of SMFS, spectrin, green fluorescent protein
(GFP), and xylanase, an enzyme involved in plant cell wall degradation and thus of interest for
next–generation biofuel synthesis.
The manuscript M1 describes the experimental workflow of this new integrated microfluidics and force
spectroscopy method and its application to four proteins of interest. The genes of interest are spotted
onto a glass slide by conventional microarraying technology. A microfluidic chip is aligned to this gene
array. The microfluidic chip serves to functionalize the glass slide sample areas, to introduce the cell
extract for in vitro transcription and translation, to immobilize the proteins via N-terminal ybbR tag and
to label the sample areas fluorescently for navigation purposes. Finally, the chip is removed and the pro-
tein array is accessed from above using a cohesin–functionalized cantilever, binding C-terminal dockerin
tags of the sample proteins. Thus, force–extension traces are recorded for single proteins sequentially,
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moving from sample spot to sample spot in the array – each one with a different type of protein but with
the same cantilever. Analysis of single force–extension traces, of assembled rupture probability densi-
ties and of rupture–force-vs.-loading–rate populations confirms the specificity and purity of the prepared
sample proteins. The yield of interpretable force curves per spot of up to 5% is comparable to classic
SMFS samples and thus yields significant statistics.
In summary, the results detailed in manuscript M1 pave the way onto a new level of parallelization
and integration for single–molecule force spectroscopy studies. Both protein unfolding and protein–
protein unbinding studies can readily be implemented. For instance, a library of receptor mutants can
be screened against a single ligand. The collected data are easily comparable when collected under
identical conditions with the same cantilever. Furthermore, the chip can be used for single–molecule
cut–and–paste (SMC&P) of proteins [2], one button area serving as target area and the surrounding but-
ton areas as depots.
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ABSTRACT 
Forces are key to the function of biomolecules and single molecule force spectroscopy 
provides a unique means for analyzing their mechanical response. In practice, however, low 
experimental throughput has limited our ability to screen constructs in parallel, and in many 
cases only a limited number of molecular variants have been characterized. Here we describe 
a versatile microfluidic platform for the on-chip expression of protein constructs and the 
measurement of their mechanical properties at the single molecule level. We constructed 
microarrays of fusion proteins covalently attached to a chip surface at their N termini, bearing 
dockerins at their C-terminal ends. We expressed libraries of structural proteins (e.g., 
fibronectin tandem repeats), cytoskeletal constituents (e.g., alpha spectrin), enzymes (e.g., 
xylanase), GFPs and other proteins. We found that a single cohesin-modified cantilever that 
bound to the terminal dockerin tag of each protein remained stable over thousands of pulling 
cycles, enabling clear identification of the unfolding fingerprints of each protein in the array. 
The ability to express and covalently attach protein libraries and perform single-molecule 
force spectroscopy in a parallel format presents new opportunities for high-throughput 
screening of protein mechanical properties.    
 
MAIN TEXT  
Mechanical forces are known to play a pivotal role in biological systems, performing tasks 
such as guiding cell adhesion(1), inducing gene expression patterns(2), and directing stem 
cell differentiation(3). At the molecular level, mechano-sensitive proteins act as sensors and 
transducers(4), communicating the presence and direction of applied forces to downstream 
signaling cascades. Conformational changes in response to mechanical forces are known to 
modulate protein interactions, for example, by exposing cryptic binding sites(5), and removing 
autoinhibitory helices(6), and can be probed directly using single molecule force spectroscopy 
(SMFS) (7). SMFS is an experimental method to apply mechanical forces to individual 
macromolecules, and measure energetic barriers along unfolding pathways. Optical tweezers, 
magnetic tweezers, and atomic force microscopy(8) (AFM) have been used to interrogate 
high-affinity receptor-ligand binding(9), measure unfolding and refolding dynamics of 
individual protein domains(10-12), observe base-pair stepping of RNA polymerases(13), and 
identifying DNA stretching and twisting moduli(14, 15).  
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Despite these successes, until now SMFS experiments have been significantly limited by low 
throughput. In SMFS, the requisite force probe (e.g., cantilever tip, bead surface) must be 
sparsely populated with molecules in order to maximize the likelihood of observing single-
molecule interactions. Experimental data sets typically contain a majority of force-distance 
traces that are unusable due to the presence of too many observed molecular interactions in 
parallel, or no specific interactions at all. A typical yield of interpretable single-molecule 
interaction traces in an SMFS experiment would be 1-25%. Additionally, a general incapacity 
to screen libraries of molecular variants and read out the results in parallel, as is commonly 
done with protein and DNA microarrays, has hindered progress toward understanding 
sequence-structure-function relationships in these systems. In particular, preparing each 
protein sample and each cantilever separately increases experimental workload and gives 
rise to calibration uncertainties. Therefore, the ability to interrogate the mechanical behavior of 
different individual proteins in a parallel and streamlined format with the same cantilever 
would be a distinct advantage. Such a system would enable screening large protein libraries 
based on properties such as mechanical opening forces, interdomain mechanical signatures, 
and mechanically-activated catch bond behavior(1). Screening of these mechanical properties 
could find applications in biotechnology and human health studies where mechanical 
dysregulation or misfolding is suspected to play a role in disease pathology(16).  
 
Here, we developed a platform for parallel characterization of protein mechanics in a single 
experiment. The method we describe achieves a considerable boost in throughput for single 
molecule AFM experiments. An overview of the process is shown in Figure 1. The process 
started with spotting of gene microarrays on a glass slide. Microarrays of single domain and 
multimer proteins were then synthesized in situ using cell-free gene expression, and 
covalently linked in defined spatial patterns to glass surfaces inside multilayer microfluidic 
circuits. A single cantilever was then positioned above the protein array, and used to probe 
the mechanical response of each protein via a common C-terminal dockerin fusion tag.  
 
Genes encoding target proteins with identifiable mechanical unfolding signatures were first 
cloned, and microarrayed onto a glass slide using a microplotter system. Genes of interest 
were chosen such that each gene product exhibited an identifiable unfolding pattern when 
stretched from the N- to C-terminus by the AFM. Each target protein was expressed with 
flanking peptide sequences. As the N-terminal flanking sequence, an 11 amino acid ybbR tag 
was used as a means to covalently link the gene products to the glass surface in a site-
specific manner via Sfp phosphopantetheinyl transferase-catalyzed reaction with coenzyme A 
(CoA)(17). As the C-terminal flanking region, a 75 amino acid cellulosomal dockerin domain 
from C. thermocellum was chosen, which served as the specific handle domain targeted by 
the cohesin-modified cantilever.  
 
The gene microarray was aligned and reversibly bonded to a microfluidic chip known as 
MITOMI (mechanically induced trapping of molecular interactions). The chip has been used in 
the past for screening transcription factor consensus sequences(18), and mapping protein 
interaction networks(19). More recently, our group demonstrated the use of MITOMI chips for 
performing molecular force assays(20). In the current work, our MITOMI chips featured 640 
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dumbbell shaped unit cells in a flow layer and 2,004 micromechanical valves in a control 
layer. Each unit cell was equipped with pneumatic ‘neck’, ‘sandwich’, and ‘button’ valves (Fig. 
1A) according to design principles of soft lithography (21, 22). Each neck valve protected the 
microspotted cDNA in the back chamber from exposure to other reagents during surface 
patterning in the front chamber. The sandwich valves prevented chamber-to-chamber cross 
contamination, ensuring only a single construct was present in each sample spot. To pattern 
the surface in the front chamber, the button valve was actuated to shield a sample spot, 
allowing for BSA passivation in the surrounding area. Releasing the button valve allowed 
subsequent functionalization with CoA-PEG in the sample area under the button. The CoA-
modified spot served as a protein-binding patch that could be covalently linked to target 
proteins containing an N-terminal ybbR peptide tag. Expression of the designed genes was 
initiated by incubating an in vitro transcription and translation cell extract at 37°C with the 
spotted cDNA in the back chamber. The synthesized proteins were then allowed to diffuse to 
the front chamber where they were covalently linked to the surface via Sfp-catalyzed reaction 
of surface-bound CoA with solution phase N-terminal ybbR peptide tags (Fig. 1B). Partial 
pressurization of the button valve (23) was further used for tagging an outer concentric portion 
of the sample area with a fluorescently labeled cohesin that specifically bound to the C-
terminal dockerin tag of each target protein, thereby confirming successful protein synthesis 
and surface immobilization (Supporting Figure S1). Finally, the microfluidic device was 
removed from the glass slide, providing access to the protein array from above. This 
microfluidic protocol thus served as a means to generate microarrays of site-specifically and 
covalently immobilized proteins for subsequent single-molecule force spectroscopy 
experiments, starting from a conventional gene array. 
 
For fluorescence imaging and single-molecule force measurements, we used an inverted 
three-channel total internal reflection fluorescence/ atomic force microscope (TIRF-AFM) 
hybrid (24). The fluorescence signal from the concentric rings also supported navigation and 
positioning of the cantilever. During the TIRF-AFM experiment, the cantilever was positioned 
in the center of the fluorescent rings at known locations in the protein array (Fig. 1C). The 
cohesin-modified cantilever was used to probe the surface for expressed target proteins 
containing the C-terminal dockerin tag. Upon contact of the AFM cantilever with the surface, 
formation of a single cohesin-dockerin molecular pair allowed attachment of the target protein 
to the cantilever in a well-controlled pulling geometry (N- to C-terminus). We then retracted 
the cantilever at constant velocity and recorded force-extension traces that characterized the 
unfolding fingerprint of the target protein. This approach-retract process could be repeated 
many times at each array address across the entire microarray by moving from protein spot to 
protein spot to generate large statistics for each expression construct. 
 
Each protein construct contained a C-terminal dockerin tag as a specific and high affinity 
handle that bound to the cohesin-modified cantilever during the force assay. Several unique 
features of the dockerin module made it particularly suitable in this application as a protein 
handle for SMFS-MITOMI. Natively, this module serves as a conserved C-terminal module 
found on cellulolytic enzymes of the anaerobic bacterium C. thermocellum(25). Its relatively 
small size of 8 kDa did not significantly add to the molecular weight of the gene products, 
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which was an advantage since premature termination of translation can lead to lower 
efficiency expression of large molecular weight proteins in cell-free expression systems. In 
addition to its manageable size, the dockerin exhibits a specific and high affinity interaction 
with a cohesin domain from the C. thermocellum scaffold protein CipA, which was used both 
for fluorescence detection of the expression constructs and for modification of the cantilever. 
Based on our prior work, we knew the cohesin-dockerin interaction to be high affinity, with a 
Kd in the picomolar range and a rupture force >125 pN at a loading rate of 10 nN/s(26). Our 
prior work also indicated that upon forced dissociation, the dockerin exhibited a characteristic 
double sawtooth rupture peak with a contour length increment of 8 nm separating the two 
peaks. We used this two-pronged double rupture event at the end of each force-extension 
trace as an internal control, a positive indicator that the gene of interest was completely 
expressed through to the C-terminus. Furthermore this double rupture peak indicated that the 
interaction with the cohesin-modified cantilever was specific, and that the pulling geometry 
was strictly controlled such that force was applied to the molecule of interest from the N to C-
terminus.  
 
As a demonstration of our SMFS-MITOMI approach, we chose to express genes of interest 
comprising well-known fingerprint domains in the SMFS literature. We produced multimeric 
polyproteins including tetrameric human type-III fibronectin (27) and dimeric chicken brain 
alpha spectrin (28). We also produced monomers of endo-1, 4-xylanase T6 from G. 
stearothermophilus (26), superfolder green fluorescent protein(29), and twitchin kinase(30). In 
all cases, surface immobilization and single molecule force assay were enabled by N-terminal 
ybbR and C-terminal dockerin tags on the target proteins. Unfolding data for fibronectin, 
spectrin, and xylanase obtained with a single cantilever are shown in Figures 2 and 3, with 
GFP characterization shown in Supporting Figure S2. Twitchin kinase was found not to 
express in sufficient yield to provide reliable unfolding statistics. 
 
Single molecule unfolding traces for three of our selected fingerprint domains are shown in 
Figure 2. We transformed the force-extension data into contour length space (31) using a 
worm-like chain model for polymer elasticity. We could then compare the contour length 
increments observed upon unfolding monomer or multimer target proteins at each spot in the 
array from the N- to the C-terminus with our expectation based on the number of amino acids 
and the length of the folded domains. In all cases, the observed contour length increments 
and rupture forces were consistent with the contour length estimations. The fibronectin 
tetramer (Fig. 2A), for example, showed a four-fold sequence of rupture peaks at contour 
length increments of 31 nm, sometimes interrupted by an intermediate peak at 10-12 nm, both 
characteristics typical of fibronectin type III. The spectrin homodimer fusion protein (Fig. 2B) 
showed two regular sawtooth-like peaks with contour lengths of 34 nm, as well as the 
characteristic cohesin-dockerin double peak at the end of the trace. The monomer endo-1, 4-
beta-xylanase (Fig. 2C), exhibited a decreasing three pronged unfolding fingerprint, with a 
total contour length of 93 nm, followed by the final double rupture peak of the cohesin-
dockerin complex, an unfolding pattern that was consistent with our prior study(26). Thus, at 
known locations in the array, we could record unfolding traces of individual custom encoded 
proteins, stretching them from the surface with a cohesin-modified cantilever by grabbing the 
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high-affinity and mechanically stable C-terminal dockerin tags. Since each protein in the array 
contained the same C-terminal dockerin tag, the final rupture peaks in each force trace 
represented rupture of the cohesin-dockerin complex.  
 
For AFM based SMFS, the surface density of proteins should be high enough to collect 
sufficient spectra, but at the same time low enough to avoid the formation of multiple bonds. 
In our system, surface densities of expressed proteins were comparable to existing SMFS 
experiments, such that in a single spot we had a yield of interpretable curves of up to 5 %. 
The assembled statistics for three proteins of interest are shown in Figure 3. We assembled 
contour length histograms for each protein of interest (Fig 3A-C) (31-33), and confirmed the 
predicted contour length increments based on the encoded amino acid sequences in each 
cDNA spot. Typically in SMFS experiments, rupture force – loading rate plots are used to 
characterize koff and Δx, the unbinding (or unfolding) probability and the distance to the 
transition state along the reaction coordinate, respectively, providing direct information about 
the energy landscape governing protein folding (34). The information gleaned from SMFS 
experiments are also complemented by all-atom simulations of such systems in silico. 
Recently, it was shown that high speed SMFS experiments could be performed at speeds 
achievable in molecular dynamics simulations(35), overcoming a long standing discrepancy 
between experiment and simulation. Shown in Figure 3D are the rupture statistics of the 
cohesin-dockerin handle for each protein in the array. The rupture force distributions (Fig. 3D) 
of cohesin-dockerin unbinding events were independent of the preceding rupture peaks from 
the protein of interest.  As shown in Figure 3E, the unfolding statistics for the proteins of 
interest provided independent distributions in the force – loading rate plots. Spectrin, for 
example, an elongated 3-helix bundle showed a broader energy well (i.e., larger Δx) 
compared with the more compact globular fibronectin and xylanase domains.    
 
The system we described for in vitro expression and covalent immobilization inside a 
microfluidic device is highly flexible and efficiently streamlines protein expression, purification, 
and single molecule force assay into a single integrated platform. We have demonstrated the 
system with an E. coli cell free expression system, but the approach is generally viable with 
other systems including extracts derived from insects, rabbit reticulocytes, and human cell 
lines. In vitro expression is also generally capable of introducing post-translational 
modifications and non-natural amino acids, further widening the pool of target proteins, for 
example screening of site-directed mutants for mechanical properties. Using the fluorescent 
rings for orientation, computerized image analysis can also be used to automate cantilever 
positioning and acquisition of unfolding traces for each construct in the array. In addition to 
greatly improved throughput, our system has the advantage of measuring multiple constructs 
with one cantilever. Contrary to previous calibration procedures with uncertainties up to 
±10%(36), our system interrogates an entire protein array with a single cantilever, eliminating 
errors introduced by performing multiple calibrations on different samples. Detecting subtle 
differences in mechanical stability between similarly stable mutants with this approach could 
therefore be enabled. Additionally, well-characterized reference proteins on the same chip 
may serve as calibration standards further minimizing uncertainty. This workflow opens the 
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door to large-scale screening studies of protein nanomechanical properties, a possibility that 
was until now not achievable. 
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Figure 1: Method workflow from gene array to single-molecule mechanics. 
(A) A gene array was spotted onto a glass slide. Genes were designed with a common set of 
flanking sequences, including a T7 promoter region, a ybbR tag, a dockerin tag and a T7 
terminator. The multilayer microfluidic chip featuring 640 unit cells was aligned to the DNA 
microarray and bonded to the glass slide. Each unit cell comprised a DNA chamber, a protein 
chamber, and superseding elastomeric control valves, actuated by pneumatic pressure. 
(B) Control valves were utilized for spatially selective surface modification of each protein 
chamber with PEG-CoA, and for fluidic isolation of each chamber prior to in vitro expression 
of the microspotted cDNA. Fluorescent labelling with TagRFP-cohesin was achieved by 
partial button valve pressurization, leaving only an outer concentric ring of immobilized gene 
products exposed to the labelling solution. 
(C) After removal of the microfluidic device, the resulting well-defined, covalently attached 
protein microarray was accessed from above with a cohesin-functionalized AFM cantilever. 
Single-molecule unfolding traces of each of the investigated proteins were thus acquired 
sequentially at each array address with a single cantilever in a single experiment.  
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Figure 2: Single-molecule force traces recorded in three protein spots on a single chip 
with a single cantilever. 
Three proteins of interest, anchored between the CoA-functionalized surface and the cohesin-
functionalized cantilever were probed: fibronectin tetramer (A, orange), spectrin dimer (B, 
green), and xylanase monomer (C, blue). The crystal structure and pulling configuration (top) 
are shown for each construct. Each single-molecule force-distance trace (bottom) showed 
unfolding of the protein of interest followed by a common, final double sawtooth peak (black), 
characteristic of the cohesin-dockerin rupture. Experimental data were fitted with the worm-
like chain model (solid lines). Unfolding intermediates for fibronectin and xylanase were also 
observed (dotted lines). 
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Figure 3: Unfolding and rupture statistics from multiple force traces. 
Panels (A)-(C) show contour length histograms assembled by transforming and aligning 
multiple force traces into contour length space via the WLC model. Shown are histograms for 
the fibronectin tetramer (A) (n=12, Lc=32 nm), spectrin dimer (B) (n=48, Lc=34 nm) and 
xylanase monomer (C) (n=30, Lc=93nm). (D) Rupture force vs. loading rate scatter plot of final 
cohesin-dockerin dissociation event. (E) Unfolding force vs. loading rate scatter plot for each 
protein of interest.  
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4 A microfluidic chip to probe protein–DNA
interaction forces
The established Molecular Force Assay (MFA) method has proven extremely powerful in quantifying
various types of intermolecular bonds [61]. In particular, the interaction between DNA and proteins, e.g.
transcription factors, is of great interest [33]. However, current efforts to study these interactions rely
on a growing set of data gathered by high–throughput means [40]. Therefore, the need for an integrated
high–throughput version of the MFA is manifest.
In this chapter and in publication P1, the development of an integrated microfluidic MFA method to
probe protein–DNA interactions is presented. It relies on the MITOMI [79] chip layout with its button
valve and confocal fluorescence readout.
4.1 Summary of associated publication P1
In the associated publication P1, the molecular force assay method is for the first time transferred into a
microfluidic chip format. This entails a few changes to the protocol and advantages in experiment and
analysis workflow:
• The macroscopic piezo actuator is replaced by a pneumatic pressure valve as force–loading ele-
ment.
• An alternative single–run confocal fluorescence readout method is used, rather than the previously
used before–after series of fluorescent images.
• High–throughput by miniaturization and parallelization is accessible due to the microfluidic for-
mat.
The publication P1 describes the characterization, validation and application of this new on–chip–MFA
method. In particular, the geometry and dynamics of the button valve membrane are characterized using
reflection interference contrast microscopy. The experimentally determined approach and retraction
velocities of 0.23 µm · s−1 and 0.26 µm · s−1 are in accordance with low velocities of previous MFA
experiments. The validation of the method is carried out with a symmetric DNA probe, which typically
exhibits equal rupture probabilities at both duplexes. The median normalized fluorescence indeed proves
to be close to 0.5. To apply the method in a multiplexing experiment and to demonstrate its high–
throughput capabilities, the chip is loaded with different combinations of EcoRI binding sequences
(consensus and star) and reference oligomer lengths (from 25 to 40 bp). The resulting set of data,
shown in Figure 4 of the associated publication P1, is consistent with simulations based on the Bell–
Evans model and permits the quantification of the mechanical stabilizing effect of EcoRI binding to its
consensus sequence.
36 4. A microfluidic chip to probe protein–DNA interaction forces
In summary, the results detailed in associated publication P1 herald quantitative studies of protein–DNA
interactions in a microfluidic chip format based on the established MFA method beyond this proof–of–
principle. EcoRI can be replaced by one or more other proteins of interest. In particular, the in vitro
expression capabilities of the chip, as demonstrated in manuscript M1, can potentially be harnessed for
a MFA experiment. Thus, the proteins of interest can be expressed in the back chamber of the chip from
microspotted cDNA before binding to probe strands in the button area.
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The detailed study of protein–DNA interactions is a core effort to elucidate physiological processes,
including gene regulation, DNA repair and the immune response. The molecular force assay (MFA) is an
established method to study DNA-binding proteins. In particular, high-affinity binder dissociation is made
possible by the application of force. Microfluidic lab-on-a-chip approaches have proven helpful for
parallelization, small sample volumes, reproducibility, and low cost. We report the successful combination
of these two principles, forming a microfluidic molecular force assay and representing a novel use for the
established MITOMI chip design. We present, characterize, validate and apply this integrated method. An
alternative confocal fluorescence microscopy readout and analysis method is introduced and validated. In
a multiplexing application, EcoRI binding is detected and characterized. This method paves the way for
quantitative on-chip force measurements. It is suited for integration with DNA micro-spotting and in vitro
expression of transcription factors to form a high-throughput chip for detailed DNA–protein interaction
studies.
Introduction
DNA–protein studies
Interactions between proteins and DNA are ubiquitous in
living systems. Most prominently, DNA-binding transcription
factors regulate gene expression.1 Furthermore, proteins are
involved in DNA repair2,3 and the immune response.4 In each
of these tasks, the binding process and forces involved are
crucial for function and can only be understood by combining
a range of measurements, including affinity,5 specificity,6,7
turnover8 and binding force.9 As a most prominent example,
transcription factor binding and turnover dynamics are a
better predictor for functional regulation than mere occupancy
levels.10 A variety of methods for measuring DNA–protein
interactions have been proposed, which differ most notably in
measurement environment (in vivo versus in vitro), in washing
requirements, in labeling needs, and in multiplexing capabil-
ities. Chromatin-immunoprecipitation (ChIP)-based meth-
ods11 have proven very valuable for in vivo measurements,
despite the need for specialized antibodies for precipitation.
Protein-binding microarrays (PBM)12,13 are well suited to
detect high affinity binding sequences for a given protein, if
available in high amounts. Yeast-one-hybrid (Y1H)14,15 and
bacterial one-hybrid (B1H)16 approaches are typically used to
determine the proteins that bind to a given DNA sequence and
are thus complementary to ChIP and PBM. High-throughput
versions have been proposed.17 These methods have a
common set of drawbacks, including the need for labeling
antibodies, low sensitivity or resolution and lack of parallel
screening of multiple DNA sequences against multiple
proteins and multiple references. This highlights the need
for integrated methods, which will help overcome these
drawbacks.
The molecular force assay
The molecular force assay (MFA) is an established method to
probe intermolecular bonds, e.g. DNA–protein interactions. A
probe bond and a known reference are assembled in series on
a surface, bond-breaking forces are applied via surface
retraction and a fluorescence readout reveals the bond rupture
site. This approach has numerous advantages, including high
sensitivity, statistical significance, its ability to detect both
weak and strong binders and its independence of binder
labels. Its sensitivity is due to the use of single molecules as
the reference force sensor. Statistics are readily assembled in a
single run, because many bonds are probed in parallel on a
surface. By tuning the reference bond via its length, one can
adapt to binders of varying strength. The active force load
upon surface retraction speeds up unbinding of strong
binders, up to dissociation constants in the pM range. The
force probe DNA oligomers are labeled and used for the
fluorescent readout, but these fluorophores are not directly at
the probe or binding sites. The binder is not labeled. MFA has
been used for a variety of applications and alterations of the
DNA, including mismatches,18 methylation19 or hydroxy-
methylation20 have been shown to be detectable. Its measure-
ment principle has been applied to the binding of
transcription factors, nucleases and polyamides21 and RNA–
protein interactions.22
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Microfluidics and MITOMI
The advent of microfluidics and lab-on-a-chip technologies
has recently spurred miniaturization and parallelization of
tried-and-tested methods. Advantages include smaller sample
volumes, higher throughput, facilitated reproducibility and
reduced experimental time. One particular variant of micro-
fluidics involves the use of multi-layer soft lithography, as
pioneered by Quake et al.23 One layer, the flow layer, can be
used for biochemical reactions, whereas another is used to
control these flows by application of pneumatic pressure. With
respect to the study of protein–DNA interactions, Maerkl and
Quake applied these design principles to obtain what is now
known as the MITOMI chip, acronym for mechanically
induced trapping of molecular interactions.24 A button valve
is used to seal and protect the sample area from contamina-
tion by neighbors or from stringent washing.25 The chip has
been applied to measure a variety of other interactions,
including protein–protein26 and protein–RNA.27 In some
cases, reaction chambers have been used for in vitro expres-
sion of the proteins to be probed.26 Recently, the chip design
has been improved for fast response times and the chip is now
capable of recording association and dissociation traces.28
In the present publication, we introduce a novel method,
which for the first time combines the MFA measurement
principle with a microfluidic design. In particular, the button
valve of the MITOMI chip is used to apply the force necessary
for bond rupture. We characterize the setup, validate it by
comparison to non-microfluidic measurements, introduce a
novel readout and analysis route and apply it to detect a model
binder, the endonuclease EcoRI, which shows no nuclease
activity in the absence of its cofactor Mg2+.
Results & discussion
Method summary
The microfluidic chip design is identical to the 640-chamber
MITOMI chip introduced by Maerkl and Quake.24 The chips
are produced by two-layer soft lithography of polydimethylsi-
loxane (PDMS). The inner walls of the flow layer display
covalently attached DNA duplexes after a series of treatments
Fig. 1 Experimental design. (a) shows three of 640 double chambers in the flow layer (blue) and the overlying control layer valves (red and grey), which can expand
into the flow layer by pneumatic pressure. (b) shows the initial distribution of PEG–biotin–neutravidin complexes at the glass surface and PEG–DNA probe–
fluorophore–biotin complexes along the flow layer PDMS wall. (c) Actuation of the button valve establishes contact between the glass and PDMS surfaces within the
button valve region only. (d) After pressure release and button retraction, the fluorophore distribution is recorded on a confocal fluorescence readout. Transferred
Cy3 fluorophores (green) denote the coupling efficiency, whereas transferred Cy5 (red) is a measure of the force probes broken at the top DNA duplex bond.
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with hydrochloric acid, aminosilane, NHS–polyethylene gly-
col–maleimide, and thiolized DNA oligomers29,30
(Supplemental Fig. 1, ESI3). After bonding the functionalized
chip to a neutravidin-coated glass slide, the button valve of the
PDMS control layer is actuated by a linear pressure increase.
Upon button retraction, one of the bonds will give, according
to their relative rupture probabilities. The relative fluorophore
distributions (top vs. bottom surfaces, or contacted vs. non-
contacted regions) are determined by confocal fluorescent
microscopy and analyzed to determine the relative rupture
probabilities of the DNA duplex bonds (Fig. 1). The Cy3
transfer is proportional to the coupling efficiency of the
biotin–neutravidin bond, whereas the location of the Cy5
signal reveals the stronger bond. For a more detailed
description of the experimental workflow, we refer to the ESI3.
MFA principle & characterization
Fig. 1 shows the experimental design and measurement
principle of the MFA. Each of the 640 chambers of the
MITOMI chip displays two DNA duplexes in series at the top
PDMS surface. The known bond will serve as a reference
whereas the other one is the probe. By actuation of the button
valve, a circular region is brought into contact with the glass
surface underneath and coupling occurs via biotin–neutravi-
din interactions. Upon pressure release and button retraction,
both duplexes are probed under force and one of them
ruptures, with probabilities related to their relative
strengths.31 The fluorophores attached to strands 2 and 3
allow for their localization by confocal fluorescence imaging.
We characterize the button valve actuation by reflection
interference contrast microscopy. The spatial succession of the
interference maxima and minima reveals the shape of the
PDMS button just prior to glass contact. We find the surface to
be parabola-shaped with high reproducibility. The temporal
succession of the interference maxima and minima reveals the
approach and retraction velocities of this surface perpendi-
cular to the glass surface. The approach and retraction speed
can be controlled by variation of the pressure slope. In the
present publication, this slope was chosen to be 0.1 psi s21,
ensuring an equal valve actuation across all chambers and
chips. We find good agreement between the approach velocity
of 0.23 mm s21, and the retraction velocity of 0.26 mm s21,
independent of the radial distance from the parabola tip
(Supplemental Fig. 2, ESI3). These values are compatible with
the low speeds of the piezoelectric actuator used in previous
MFA implementations between 0.2 and 20 mm s21.
Fig. 2 Single-chamber data readout. (a) and (b) show fluorescence images of the Cy3 and Cy5 channels, respectively. The bottom glass surface slices and top PDMS
surface slices are shown after button retraction. The bottom slices show transferred fluorophores and DNA strands, which are missing from the top surfaces. Scale bar:
25 mm. (c) and (d) show the vertical intensity profiles of the Cy3 and Cy5 channels, respectively. The mean intensity of the two regions of interest (ROI) is computed
and plotted (dots) against the z slice position and fitted with Gaussian functions (lines). The contacted ROI (under the button valve) data is shown in color (green or
red), the non-contacted ROI (to the side of the chamber) is shown in black. The Gaussian fit data serve for all follow-up analysis. The vertical shifts between the
contacted and non-contacted ROI data are due to the PDMS chamber curvature.
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Multiple key differences to previous MFA implementations
emerge. First, the force application occurs by pneumatic
means, rather than by a voltage-controlled piezo element. No
bulk PDMS can dampen the retraction movement, which
allows more direct control of the retraction speed. Second, the
contact and separation occurs between a flat glass surface and
a rounded PDMS surface, as opposed to two planar surfaces.
This is predicted to be a more favorable geometry to avoid non-
linear retraction effects. Soft lithography and photoresist
reflow are versatile tools to tune the actuation of this
membrane.32 Third, the small distance separating the two
fluorescent surfaces facilitates comparable readouts of both
surfaces. Previously, only the glass surface was analyzed. This
additional set of data opens up a top-vs.-bottom analysis route,
rather than the traditional contact-vs.-non-contact method.
Comparison of analysis methods
The data readout and analysis for a single chamber are shown
in Fig. 2. Confocal scans are performed identically for two
fluorescent channels, Cy3 and Cy5. The Cy5 signal is a
measure of the number of transferred middle strands, whereas
the Cy3 signal is a measure of the coupling efficiency of the
probe via biotin–neutravidin bonding to the glass surface. The
contacted region of interest (ROI) beneath the button valve
shows fluorescence signals both at the glass surface and at the
PDMS surface, whereas the non-contacted ROI shows no
fluorescence transfer from the PDMS onto the glass surface, as
can be seen in Fig. 2c and 2d. Both distributions can be fitted
with Gaussian functions. This data collection opens up two
alternative analysis routes: (1) a contact-vs.-non-contact
method similar to the previously introduced MFA analysis,
and (2) a top-vs.-bottom method. The first compares the two
regions at the PDMS surface to determine the missing dye
fraction at the contacted ROI, whereas the second method
compares the two peaks of the contacted ROI to determine the
transferred dye fraction.
The quantity of interest is the relative rupture probability of
the two bonds. On the basis of previous MFA studies, it is
named ‘‘normalized fluorescence’’ (NF) and denotes the
fraction of probes ruptured at the lower bond, normalized to
the number of probes coupled and under load. It is thus
equivalent to the relative rupture probability of the two bonds.
It can be expressed as follows for the contact-vs.-non-contact
Fig. 3 Chip analysis. (a) and (b) show scatter plots of Cy3 and Cy5 intensity data from hundreds of chambers, respectively. For each chamber the integrated bottom
signal is plotted against the sum of its integrated bottom and top signals in the contacted ROI only. (c) and (d) show histograms of the normalized fluorescence
(corresponding to the relative bond rupture probability) computed using the contact-vs.-non-contact and top-vs.-bottom analysis methods, respectively. The
histograms are fitted with Gaussian distributions. The histograms and fits are shown with and without the presence of EcoRI binders (red and blue, respectively).
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analysis:
NF~
Cy5ct
Cy5nct
{
Cy3ct
Cy3nct
1{
Cy3ct
Cy3nct
and for the top-vs.-bottom method:
NF~1{
Cy5cb
Cy5ct zCy5
c
b
Cy3cb
Cy3ct zCy3
c
b
with the following notation: channelregionlocation, where channel is either
Cy3 or Cy5, region is either c (contacted) or nc (non-contacted),
and location is either t (top) or b (bottom). All intensity values are
computed by integration of the respective Gaussian fit curves
(background excluded). The two analysis routes are evaluated for
consistency. Considering bare DNA probes in the absence of
binders, we obtain a median normalized fluorescence of 0.56 ¡
0.03 (s.d.) for the contact-vs.-non-contact analysis and of 0.55 ¡
0.03 for the top-vs.-bottom method. The slight deviation from the
symmetric distribution can be attributed to different polyethylene
glycol linker lengths at the glass and PDMS surfaces. Furthermore,
the fluorescence dyes are expected to show excitation and
emission characteristics dependant on the local environment,
which differ at the glass and the PDMS surfaces.33 This very good
agreement underlines the equivalency of the two analysis
methods. The top-vs.-bottom analysis route is possibly less prone
to errors. Uneven illumination, inhomogeneous surface functio-
nalization and optical effects are excluded as possible sources of
error. Previously, these were corrected for by taking an additional
set of images at the beginning of the experiment. In particular for
high-throughput implementations, this leads to a longer experi-
ment time and to fluorophore bleaching.
EcoRI detection
An exemplary demonstration of the DNA–protein binding
detection by MFA is the effect of EcoRI binding, in the absence
of its nuclease cofactor. The top DNA duplex contains the
palindromic consensus sequence 59-GAATTC-39. Upon bind-
ing, we expect the consensus sequence to be strengthened and
the rupture probabilities to shift towards the non-binding
reference duplex. Fig. 3 shows the effect of EcoRI binding for a
single, representative chip with statistics from 140 chambers.
While the coupling efficiency, determined by the fraction of
transferred Cy3 fluorophores, is not affected (Fig. 3a), the
transfer of Cy5-containing middle strands is reduced in the
presence of EcoRI (Fig. 3b). These differences in transfer
translate into shifted distributions of normalized fluorescence
values. For the contact-vs.-non-contact analysis method, the
median of the chambers shifts from 0.56 to 0.73 (Fig. 3c). For
the top-vs.-bottom analysis method, it shifts from 0.54 to 0.75
(Fig. 3d). These values are in good agreement with each other.
Literature values from previous MFA studies with 20 bp
oligomer samples and references show the same trend, with
slightly differing absolute values, namely an increase from
0.48 to 0.62.21 However, these differences may be explained by
the oligomers’ differences in length and in G/C content.
Multiplexing
The row-by-row multiplexing capabilities of the present
experimental design are assessed by measuring EcoRI binding
onto two different binding sequences (the EcoRI consensus
sequence 59-GAATTC-39, and the star sequence 59-GAATTG-39)
against four reference strands of varying lengths between 25
Fig. 4 Multiplexing application. (a) shows the multiplexed design of DNA strands to form molecular force probes displaying either the EcoRI consensus sequence
GAATTC (blue) or the star sequence GAATTG (red) and to be probed against references of varying lengths (25–40 bp). Each construct is flushed into a separate
microfluidic row on the same chip. (b) shows the dependence of the median normalized fluorescence in the case where EcoRI is presented to the probes shown in (a).
The drop in NF upon sequence variation (from consensus to star) and upon reference elongation characterizes the specific binding and mechanical stabilization by
EcoRI. The experimental results (circles, error bars) can be fitted with a Bell–Evans model simulation (dashed lines) with very good agreement.
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and 40 base pairs, on the same chip. Statistical significance for
all 8 combinations is aimed for by preparing multiple
chambers with the same combination of probe and reference.
The variation of the normalized fluorescence dependent on
the reference duplex length and the binding sequence
composition is shown in Fig. 4. A drop in NF for increasing
reference duplex length is indicative of a decreasing fraction of
probes rupturing at the reference duplex. This observation is
consistent with expectations and previous studies.21 At the
same time, the consensus sequence probe shows consistently
higher NF values at all reference lengths, which indicates a
more stable top duplex, in accordance with the expected
higher binding affinity.34,35 The data shown in Fig. 4 facilitates
the quantitative understanding of the difference in EcoRI
binding between its consensus and star sequences. At an
equilibrated rupture probability of NF = 0.5, the mechanical
stabilizing action of EcoRI binding to its consensus sequence
is equivalent to an addition of 9.1 bp dsDNA in the reference
strand. This analysis is supported by the very good agreement
of the experimental results with a fit based on the Bell–Evans
model.36
Conclusion
In the present publication, we have introduced a versatile
method for the quantification of DNA–protein interactions,
based on the application of pneumatic forces in a microfluidic
chip. Upon force load, the relative rupture probabilities of two
molecular bonds in series are determined by confocal
fluorescence readout. We have characterized the method, with
respect to the geometry and dynamics of the button valve. The
method was validated with a known all-DNA probe. Then, we
have introduced and validated an alternative analysis route,
based on the comparison of the fluorophore distributions at
the top and bottom surfaces of the sample chamber. Finally,
we have applied the method to the study of EcoRI binding.
This application involving multiple target and reference
strands has illustrated the multiplexing capabilities of the
setup. EcoRI was used as a model protein in this proof-of-
principle experiment. It can readily be substituted, thus paving
the way for studies of currently unknown protein–DNA
interactions, including those of transcription factors. In
particular, the binding forces of transcription factors were
found to correlate strongly with functional regulation, more
strongly even than occupancy levels.10 Therefore, it is very
promising to use the presented method with various protein
variants and/or binding sequences. The multiplexing capabil-
ities of the setup can be further expanded. DNA array
microspotting technology has been shown to be compatible
with the MFA without loss of validity.21 One can choose to spot
different binding and/or reference sequences. The chip also
features back chambers for the spotting of cDNA plasmids or
PCR products and for the expression of DNA binding protein.
This on-chip expression will further increase multiplexing.
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5 Actin–Microtubule interaction effects on
intracellular subdiffusion
The dynamical interplay between actin filaments and microtubules has been revealed in a plethora of
cellular contexts, ranging from migration to division. Also its role in intracellular transport, in particular
directed, ballistic transport of vesicles and other cargo has been elucidated. Nevertheless, its role in the
equally frequent phases of non–ballistic movement has so far resisted uncovering.
This question – what is the effect of actin filaments and microtubules on intracellular subdiffusion? –
is at the origin of this chapter and of publication P2. In the context of this thesis, in particular the
interaction of these exemplary macromolecular assemblies and their impact on cell microrheology are
of foremost interest.
5.1 Summary of associated publication P2
In the associated publication P2, an in vivo approach is chosen to study the interplay of two important
macromolecular assemblies, microtubules and actin filaments, both in experiment and in simulation:
• The collective dynamics of actin filaments and microtubules and their effect in intracellular subdif-
fusive motion of tracer particles are elucidated, revealing both liquifying and viscosifying effects.
• A novel analysis method is introduced to resolve the lagtime–dependence of these contributions,
based on a Local Mean Squared Displacement (MSD) algorithm.
• A simulational model is proposed, based solely on the Langevin equation ( i.e. overdamped
Brownian motion) and experimentally determined, colored ( i.e. auto–correlated) Gaussian noise,
and its predictions are compared to experimental data.
The associated publication P2 describes the experiment, analysis and simulation of single nanoparticle
traces during their subdiffusive motion phases. Experimentally, Dictyostelium discoideum cells with
internalized, fluorescent nanoparticles are subjected to selective cytoskeleton–depolymerizing drugs:
Benomyl for microtubules and LatrunculinA for actin filaments. The resulting nanoparticle traces are
screened for subdiffusive motion phases, characterized by sub–linear MSD exponents. Ballistic or di-
rected motion phases, e.g. resulting from molecular motor transport, are thus excluded from the analysis.
The simulational part reports the underlying model, a Langevin equation with colored Gaussian noise,
its experimentally determined parameters and its very good agreement with in vivo data. Thus, multiple
effects could be identified: First, actin filaments induce a decrease in diffusion coefficients. Second, mi-
crotubules have a liquifying effect, supposedly via their continuous sweeping motion. Third, and most
importantly in the context of this thesis: the interaction between microtubules and actin filaments exerts
a viscosifying effect on the cytoplasm at timescales larger than 0.2 s.
48 5. Actin–Microtubule interaction effects on intracellular subdiffusion
In summary, the results detailed in publication P2 contribute to a deeper understanding of interactions
between cellular constituents relating force – as measured by microrheology – and function, in this case
intracellular transport.
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Local Motion Analysis Reveals Impact of the Dynamic Cytoskeleton on
Intracellular Subdiffusion
Marcus Otten,†6 Amitabha Nandi,‡6 Delphine Arcizet,† Mari Gorelashvili,† Benjamin Lindner,‡
and Doris Heinrich†*
†Faculty of Physics and Center for NanoScience (CeNS), Ludwig-Maximilians-Universität, Munich, Germany; and ‡Max Planck Institute for the
Physics of Complex Systems, Dresden, Germany
ABSTRACT Intracellular transport is a complex interplay of ballistic transport along filaments and of diffusive motion, reliably
delivering material and allowing for cell differentiation, migration, and proliferation. The diffusive regime, including subdiffusive,
Brownian, and superdiffusive motion, is of particular interest for inferring information about the dynamics of the cytoskeleton
morphology during intracellular transport. The influence of dynamic cytoskeletal states on intracellular transport are investigated
in Dictyostelium discoideum cells by single particle tracking of fluorescent nanoparticles, to relate quantitative motion parame-
ters and intracellular processes before and after cytoskeletal disruption. A local mean-square displacement (MSD) analysis
separates ballistic motion phases, which we exclude here, from diffusive nanoparticle motion. In this study, we focus on intra-
cellular subdiffusion and elucidate lag-time dependence, with particular focus on the impact of cytoskeleton compartments like
microtubules and actin filaments. This method proves useful for binary motion state distributions. Experimental results are
compared to simulations of a data-driven Langevin model with finite velocity correlations that captures essential statistical
features of the local MSD algorithm. Specifically, the values of the mean MSD exponent and effective diffusion coefficients
can be traced back to negative correlations of the motion’s increments. We clearly identify both microtubules and actin filaments
as the cause for intracellular subdiffusion and show that actin-microtubule cross talk exerts viscosifying effects at timescales
larger than 0.2 s. Our findings might give insights into material transport and information exchange in living cells, which might
facilitate gaining control over cell functions.
INTRODUCTION
Energy-driven dynamics and network-like organization of
the cytoskeleton, with cross-linkers and molecular motors,
affect intracellular transport, which is of particular interest
for theoretical physics, biochemistry, and pathophysiology.
A malfunctioning transport system might lead to molecular
motor deficiencies in neurodegenerative diseases such as
amyotrophic lateral sclerosis (1–3) or Huntington’s disease
(4). These medical applications motivate a detailed investi-
gation of the underlying processes.
Cellular cytoskeleton components interact to establish
multiple functions, including migration (5), division (6,7),
deformation (8), and intracellular transport (9,10). In addi-
tion, molecular motors of the dynein, kinesin, and myosin
families lead to different transport regimes involving
directed ballistic motion, in contrast to random subdiffusion
(11,12). Although molecular motors and their role in
ballistic motion are a major scientific focus, the intricacies
of nonballistic motion for relating structures with cell func-
tion also remain unclear (13). Subdiffusion is characterized
by mean-square displacements (MSDs) obeying a power
law at exponents <1 (MSD ~ta, a < 1) (14). The hindering
or confining origins of subdiffusion can be manifold (15,16),
including trapping cages, obstruction barriers, crowding, or
stalling.
Caged dynamics is the favored model for nanoscale
displacements of beads in the living cell cytoskeleton.
Directional persistence versus antipersistence of tracer
particle motion, characterized by motion angle variations,
depends on the investigated timescales (17), yielding anti-
persistence at small timescales and persistence at larger
timescales. Collisions with the cage boundaries generate
motion reversal and antipersistence of the direction of
motion. Cage-hopping brings about persistent motion on
timescales larger than the typical cage exploration time
(17). Furthermore, cellular transport behavior in these
models depends on the presence of cytoskeleton compo-
nents (18–20), most notably microtubules (MT), actin fila-
ments (F-actin), and intermediate filaments. The motion
type is generally quantified by the nondimensional MSD
exponent a, ranging from subdiffusion to ballistic motion.
Caspi et al. (9) have observed anomalous subdiffusion using
live cell single particle tracking and MSD analysis: Tran-
sient a values of 1.5 and 0.75 indicate partly superdiffusive
and subdiffusive modes, respectively. Experiments with
both externally driven and spontaneous motion of tracer
particles anchored to the cytoskeleton lead to another
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conclusion. A model of soft glassy behavior features both
cages and crowding effects: Inspired by typical soft glasses,
such as crowded colloidal suspensions (15,16), an analo-
gous interpretation of the cell cytoplasm has been intro-
duced (21). This model is based on scaling laws of the
rheological moduli (22), which cannot be interpreted by
simple viscoelasticity. Instead, they indicate a continuous
distribution of relaxation time constants (23). Characteris-
tics of soft glasses involve disorder and metastability in
weakly attractive energy landscapes. The volume of the
cage does not affect the degree of subdiffusion (the MSD
exponent), but the effective diffusion coefficient. In addi-
tion, active intracellular driving forces enhance nonthermal
behavior, leading to an increase in diffusion coefficient (24).
In this work, we investigate anomalous subdiffusion
phases of intracellular transport in detail, with a particular
emphasis on the involved cytoskeleton components and
the various timescales on which they act. Our experimental
model system, the cytoskeleton inDictyostelium discoideum
cells is composed of MTs and F-actin. Intermediate fila-
ments are absent. Benomyl and Latrunculin A are used as
depolymerization agents of MT and F-actin, respectively.
To study their influence on subdiffusion, we employ a local
MSD algorithm to separate out phases of active transport
along filaments and focus on phases of subdiffusion.
In terms of a theoretical description, pure diffusion in a
highly viscous medium without active contributions is gov-
erned by overdamped Brownian motion corresponding to
a simple Langevin equation. Even in this simple situation,
the local MSD algorithm at a particular time instant does
not yield uniquely determined values of exponent and diffu-
sion coefficient but values that scatter around the expected
mean values with characteristic distributions. This is the
case because the MSD algorithm at a particular instant in
time uses only a small sample of data (otherwise it would
not be local in time anymore). It is instructive to compare
distributions obtained from simulations of a Langevin equa-
tion to those obtained from intracellular particle trajectories.
Although the two kinds of distributions are qualitatively
similar, we will discuss important differences and we
present a simple data-driven extension of the classical
Langevin model, which describes the motility of the tracer
particle within the living cell under various conditions. In
this approach, the common white (uncorrelated) Gaussian
noise of the standard overdamped Langevin equation is re-
placed by a colored (correlated) Gaussian noise accounting
for finite temporal correlations of the particle’s velocity. The
correlation function of this noise (velocity) is taken from
the experimental data measured under the respective condi-
tions in living cells. Our results indicate that important
aspects of the statistics resulting from the local MSD algo-
rithm (distributions of exponent and diffusion coefficient;
their mean values as a function of the MSD algorithm’s
timescale) can be understood solely based on such a
Gaussian model with finite velocity correlations.
We will present results and their implications on intracel-
lular transport in three consecutive steps: First, the transport
parameters are introduced for regular diffusion in glycerol
and motion in living cells. These parameters are then studied
for different cytoskeleton states for depolymerized MT
and/or F-actin. Finally, this cytoskeleton analysis is
extended to include lag time-dependent effects of MT and
F-actin on subdiffusion.
MATERIALS AND METHODS
Cell culture
D. discoideum cells of the AX2 wild-type (WT) strain (25), provided by the
Max-Planck-Institut für Biochemie (Martinsried, Germany), are maintained
at 21C on tissue culture dishes in AX2 medium. Cells are kept in the expo-
nential growth phase and below 50% confluence by addition of fresh
nutrient medium every 48 h. To verify cytoskeleton depolymerization agent
effects, cells of the LimEDcc-GFP (26) and a-Tub-GFP (provided by the
Max-Planck-Institute for Biochemistry) strains are used. Gentamycin and
Blasticidin antibiotics are added for preservation of the mutation. Before
experiments, AX2 medium is replaced by nonfluorescent medium, lacking
yeast extract and peptone.
Nanoparticles
Nanoscreen MAG-D nanoparticles (ChemiCell, Germany) of 150 nm
diameter are added to the cell suspension at a final concentration of
18.25 nM. Before uptake, nanoparticles (NPs) are agitated by vortexing
for 10 s and by supersonication for 5 min. The sterile, green-fluorescent
magnetic NPs consist of a superparamagnetic iron oxide core (Fe2O3), sur-
rounded by a lipophilic green-fluorescent dye, with excitation wavelength
476 nm and an emission maximum at 490 nm. The dye is surrounded by
a hydrophilic outer polymer matrix of polysaccharide starch (C6H10O5).
NP uptake is performed by slow centrifugation at 3000 rpm in a Heraeus
Biofuge Pico centrifuge in four subsequent legs of 3, 4, 4, and 5 min dura-
tion, respectively, each followed by gentle agitation and 5 min at rest to
prevent undue stress on the cells. Directly after the final centrifugation,
supernatant medium is replaced by nonfluorescent medium. Excess NPs
are removed.
Cytoskeleton depolymerization agents
A Benomyl (C14H18N4O3, Sigma-Aldrich, Germany) solution in phosphate
buffered saline is added 30 min before MT depolymerization measurements
to the NP-cell suspension at a concentration of 100 mM. A diluted Latrun-
culin A (C22H31NO5S, Invitrogen, Germany) solution in phosphate buffered
saline is added 20 min before F-actin depolymerization measurements to
the NP-cell suspension at a concentration of 10 mM.
Microscopy
The sample chamber consists of a 24 mm  40 mm glass coverslip and
an 18 mm  18 mm teflon enclosure and is mounted on an Axiovert
135 TV microscope (Zeiss, Germany) equipped with an EC-Plan Neofluar
100/1.3NA oil-immersion objective (Zeiss) and an Orca C4880-80
charge-coupled device camera (Hamamatsu, Germany) with a sampling
and exposure time of 49 ms per frame of size 384  384 pixels, where
one pixel corresponds to 0.064 mm  0.064 mm. The fluorescence intensity
distribution is fitted by a two-dimensional Gaussian to determine the parti-
cle’s position at subpixel resolution using the OpenBox (27) software,
version 1.9.
Biophysical Journal 102(4) 758–767
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Statistics of the trajectory’s increments
We analyze the trajectory in terms of the increments in x and y between
consecutive frames (time steps) Dxi ¼ xiþ1  xi and Dyi ¼ yiþ1  yi. We
estimate probability densities of these increments by standard methods
and also calculate their correlation coefficient, e.g., the one for increments
in x:
rxxk ¼
hðDxiþk  hDxiþkiÞðDxi  hDxiiÞi
ðDxi  hDxiiÞ2
 ; (1)
where h.i indicates the average that is taken over the index i. We also
measure the correlations ryyk of the increments in y and those r
xy
k between
the increments in x and y. The serial correlation coefficient in Eq. 1 is
a measure for the randomization of subsequent steps: vanishing autocorre-
lation indicates complete independence, whereas unit autocorrelation indi-
cates unchanged increment values from one frame to the next. A negative
increment correlation indicates antipersistent behavior and results in
a reduced randomness on longer timescales because in the sum of the incre-
ments, i.e., in the particle’s trajectory, anticorrelated terms partially cancel.
This reduced long-term variability may become manifest by an apparent
subdiffusive behavior on timescales over which the increment correlations
extend.
To estimate the error bar of the correlation coefficient, we use the
following equation for the variance of the correlation coefficient (28):
VarðrkÞz
1þ 2
Pn
j¼ 1

1 j
n

r2j
ðn kÞð1þ 2n=n n2=n2Þ; (2)
where n is the total number of increments and n is the maximal lag taken
into account, which we set to n ¼ 20. The error bar for one measurement
is then the square root of the variance.
Local MSD algorithm
The algorithm
A conventional method of analyzing intracellular transport is based on the
MSD:
DR2ðtÞ

¼

½Rðt þ tÞ  RðtÞ2

t
¼

½xðt þ tÞ  xðtÞ2þ½yðt þ tÞ  yðtÞ2

t
: (3)
Local MSD analysis has been introduced previously (29), yielding time-
resolved motion type information: For each point along the recorded
trajectory a local MSD is computed, considering only the neighboring 60
trajectory points. This local MSD is then fitted by a power law (linear
regression in a double-logarithmic MSD plot)

DR2ðtÞ

¼

ðRðt0 þ tÞ-Rðt0ÞÞ2

t-T=2<t0<tþT=2-t
¼ A 

t
t0
a
; (4)
yielding the same characteristics as the global MSD, but in a local, time-
resolved manner and with additional noise because of the smaller sample.
Here t0 is a reference time and A has dimensions of the square of a length.
The exponent a is a dimensionless number between 0 and 2, indicating
different types of motion: a < 1 being subdiffusive, a z 1 Brownian-
like, a > 1 superdiffusive and a z 2 ballistic. The prefactor contains an
effective diffusion coefficient (see below) or in the case of ballistic motion
the velocity. This analysis and fit are repeated for each point along the
trajectory resulting in time series for the parameters a and A. In this
work, we study long phases of nonballistic transport (typically subdiffusive
behavior) in terms of the statistical distributions of the exponent a and the
effective diffusion coefficient D, which is proportional to the parameter A.
Parameter settings
The timescale at which the sample is probed depends on the frame rate and
the window size. The window size determines the number of points taken
into account for the computation of the local MSD, but does not equal
the lag time range over which the power law is fitted to the data. For large
lag times of t z Mw  Dt, only a few MSD data points exist within each
window, and the statistics risk to be unreliable. Therefore, the fit data range
is chosen to be 0 < t < 1/4 Mw  Dt. Thus, the timescale probed by the
local MSD is of the order 1/4 Mw  Dt. We have chosen the values to be
Mw ¼ 60 and Dt ¼ 49 ms, which corresponds to 15 MSD points and
a probing at 0.735 s. Experimental and simulational data of bead motion
in glycerol were collected at Dt ¼ 55 ms and analyzed accordingly at
Mw ¼ 60. For the analysis of mean motion parameters as functions of lag
time, the window size was varied fromMw ¼ 8 frames to Mw¼ 200 frames
in 4-frame steps, including the 60-frame window as a special case. The
4-frame increases in window size and the MSD fit data range of 1/4 
Mw Dt amount to a lag time resolution of 49 ms. The power law fit yields
reliable results for all investigated window sizes, which was checked using
the chi-square measure, which equals c2¼ 0.013 (Mw ¼ 60) and c2¼ 0.05
(Mw ¼ 200).
For Brownian diffusion, the MSD scales linearly with time:
hDR2i2 ¼ A t=t0 and the prefactor A determines the diffusion coeffi-
cient: A ¼ 2d t0 D (d is the number of spatial dimensions), which corre-
sponds to D ¼ hDR2i/(2dt). For MSD power laws with other exponents,
a s 1, an effective diffusion coefficient (with proper dimension mm2/s)
is directly proportional to the prefactor A if we choose the reference time
as the time lag, i.e., for t ¼ t0 we obtain D ¼ A/(2d t0)—otherwise the
diffusion coefficient will depend explicitly on a. This definition permits
a volume-explored interpretation of this effective diffusion coefficient,
for a characteristic volume measure can be obtained from projecting the
two-dimensional MSD into the third dimension.
Models
Langevin models of intracellular motion
The standard overdamped Brownian motion in a viscous medium is
described by the Langevin equation:
dx
dt
¼ xxðtÞ; dy
dt
¼ xyðtÞ;

xaðtÞxbðt0Þ

¼ 2Dda;bdðt  t0Þ;
(5)
with D being the spatial diffusion coefficient; xðtÞ is a white Gaussian noise
that models the velocity. A numerical simulation of this model at time step
Dt is realized by the simple map:
xi ¼ xi1 þ xxi ; yi ¼ yi1 þ xxi ;
D
xai x
b
j
E
¼ 2DDtda;bdi;j;
(6)
The numbers xxi ; x
y
i are independent Gaussian numbers with zero mean
and variance 2DDt. The differences in the trajectory between adjacent
time instances, i.e., the increments are thus statistically independent and,
in particular, uncorrelated. We used the previous scheme to simulate the
tracer particle’s diffusion in glycerol.
In this work, we also consider a generalization of the previous equation,
in which we replace the white (uncorrelated) Gaussian velocity noise by
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a colored (correlated) Gaussian velocity noise. We will work exclusively
with a discretized version of the Langevin equation and also use a linear
map, an autoregressive process (AR) for the generation of the colored noise:
xi ¼ xi1 þ vxi Dt; yi ¼ yi1 þ v
y
i Dt;
vxi ¼
XK
k¼ 1

cxxk v
x
ik þ c
xy
k v
y
ik

þ xxi ;
vyi ¼
XK
k¼ 1

cyxk v
x
ik þ c
yy
k v
y
ik

þ xyi :
(7)
Noise sources in x and y can be correlated but are always uncorrelated in
time, i.e., hxxi xxj i ¼ di;js2xx; hx
y
i x
y
j i ¼ di;js2yy; hxxi x
y
j i ¼ di;jsxy. Note that for
cxxk ¼ c
yy
k ¼ c
yx
k ¼ c
xy
k ¼ sxy ¼ 0 (for all k) and s2xx ¼ s2yy ¼ 2D=Dt, the
model reduces to the simple Brownian motion in Eq. 6.
For each data set, we determine the coefficients of the AR process from
(see, e.g. (30).)
cx ¼ B1x jx; cy ¼ B1y jy: (8)
Here, cx ¼ ðcxx1 ; cxx2 ;.; c
xy
1 ;.; c
xy
K Þ; cy ¼ ðc
yy
1 ; c
yy
2 ;.; c
yx
1 ;.; c
yx
K Þ and
jabk ¼ hvaikvbi i ¼ hvai vbi irabk give the r.h.s. by jx ¼ ðjxx1 ;jxx2 ;.;j
xy
1 ;.;
j
xy
K Þ;jy ¼ ðj
yy
1 ;j
yy
2 ;.;j
yx
1 ;.;j
yx
K Þ and
Bx ¼
2
6666664
jxx0 . j
xx
K1 j
xy
0 . j
yx
K1
. . . .
jxxK1 j
xx
0 j
xy
K1 j
yx
0
j
yx
0 . j
xy
K1 j
yy
0 j
yy
K1
. . . .
j
yx
K1. j
yx
0 j
yy
K1. j
yy
0
3
7777775
;
By ¼
2
6666664
j
yy
0 . j
yy
K1 j
yx
0 . j
xy
K1
. . . .
j
yy
K1 j
yy
0 j
yx
K1 j
xy
0
j
xy
0 . j
yx
K1 j
xx
0 j
xx
K1
. . . .
j
xy
K1. j
xy
0 j
xx
K1. j
xx
0
3
7777775
(9)
Once the coefficients have been found from solving Eq. 8, the variances
and covariance of the noise sources can be calculated from
s2xx ¼ jxx0 
XK
k¼ 1

cxxk j
xx
k þ c
xy
k j
xy
k

;
sxy ¼ jxy0 
XK
k¼ 1

cxxk j
xy
k þ c
xy
k j
yy
k

;
s2yy ¼ j
yy
0 
XK
k¼ 1
ðcyyk j
yy
k þ c
yx
k j
yx
k Þ:
(10)
To sum up, if we know the covariance, the variances, and the correlation
coefficients of the increments in x and y up to lag K, we can determine an
AR model, that has Gaussian increments and the same linear correlations as
the data. For simulation of all intracellular data, we used Eq. 7 withK¼ 100
(dimension of the AR process). The large set of correlations coefficients
K ¼ 100 is only needed to reproduce correctly the long-term behavior
(see Fig. 5) for the mean values as a function of maximum lag time.
RESULTS AND DISCUSSION
Our study of the cytoskeletal influence on intracellular
subdiffusion draws on the combination of experimental
NP trajectories and simulations thereof, which are analyzed
using a local MSD algorithm (29). We observe internalized
NPs inside living cells using fluorescence microscopy.
Frame-by-frame tracking yields NP trajectories, which
are evaluated by a local MSD analysis, as laid out in
the Methods section and depicted schematically in Fig. 1.
Local MSD transport variables are studied in various
D. discoideum cytoskeleton environments, including partial
or complete depolymerization. In this work, we select diffu-
sive motion states exclusively, disregarding active intracel-
lular transport phases, mediated by motor-driven filament
attachment. This distinction is performed by the local
MSD analysis (29). In this study, we use only the subdiffu-
sive motion phases to compare the impact of different cyto-
skeleton depolymerization states for finite size experimental
tracks.
Increment statistics
We first compare the motion of fluorescent NPs in glycerol
and in living WT cells’ cytoplasm. This exemplifies the
analysis method, highlights the differences between Brow-
nian motion and intracellular motility, and yields insight
into the importance of increment statistics. Increment statis-
tics consist of a size distribution and their temporal autocor-
relation function, which are shown in Fig. 2, a and b, for
trajectories in glycerol and in WT cells’ cytoplasm, respec-
tively. Gaussian fits to the experimental data are also shown.
FIGURE 1 Tracking of single NPs, transported in living D. discoideum
cells, yields this type of trajectories. Cytoskeleton depolymerization agents,
namely Benomyl and Latrunculin A, are used to discern the influence of
particular cytoskeleton constituents, MT and F-actin, on the intracellular
transport. Trajectories are analyzed using a local MSD algorithm shifting
a rolling window across the NP trajectories.
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Increment correlations are mostly close to zero for diffu-
sion in glycerol, as expected from the simple Langevin equa-
tion (cf. rxxk in Fig. 2 a). However, due to time-dependent
drifts in the z direction and limitations in the tracking algo-
rithm, we sometimes observed small-scale oscillations at
the first few lags (cf. ryyk in Fig. 2 a) or variability of the corre-
lation coefficient at lag one (not shown); this drift effect in the
z direction is not as pronounced in cell data. Correlations at
higher lags were, however, consistently close to zero. There-
fore, we regard only correlations at higher lags as significant.
Correlations for NPmotion in theWT cells are negative over
the first 50–100 lags (except for lag one) corresponding to
a timescale of the velocity fluctuations of seconds. The latter
result resembles recent experimental findings for the velocity
correlations of chromosomal loci and RNA-protein particles
in bacteria (31). As outlined previously, negative correlations
of the increments are indicative of elastic restoring forces,
which are naturally linked to subdiffusion and will lower
the mean of the exponent a on small timescales. Trajectories
are simulated using the white-noise model Eq. of the
Methods section for the NPmotion in glycerol and the corre-
lated velocity model Eq. 7 for NP motion in WT cells. The
resulting distributions of the local exponent a and the local
diffusion coefficient D are compared to those obtained
directly from the experimental trajectories. The good agree-
ment of these a (Fig. 2 c) and D (Fig. 2 d) statistics of
the experimental and simulated trajectories show, that
simple Langevin-based models might be sufficient to
explain important features of intracellular subdiffusion, if
the autocorrelation of increments is taken into account.
Apart from the marginal distributions of a andD, it is also
instructive to consider their joint distribution (Fig. 2 e). For
all data (intracellular or glycerol, experiment or simulation),
there is a clear positive correlation between the values of
a and D. This is a nontrivial consequence of the way in
which a and D are determined by the power law fit, which
is performed by linear regression in a double-logarithmic
plot of data that are subject to a finite sample noise. This
noise is positively correlated along the MSD curve. In other
words, if the finite-size average estimate of the MSD over-
estimates the true MSD, for instance, at time t ¼ t0=2, it
will be most likely also overestimated at a later time, e.g.,
at t ¼ t0. The positive correlation, in turn, causes a positive
correlation of the estimates of slope (yielding the exponent
a b
c d
e
FIGURE 2 Comparison of NP motion in glycerol and WT D. discoideum cells. (a) The autocorrelation of frame-to-frame increments fluctuates around
zero for the glycerol data (upper panel) but shows statistically significant negative correlations for the intracellular data (lower panel). Using the autocor-
relation function and the increment’s variance, an autoregressive process for the increments with the same correlation statistics can be simulated; increments
for this simulated process are distributed according to a Gaussian. (b) The size distribution of frame-to-frame increments can be approximated by Gaussian
distributions (lines show fits to the data), with slight deviations at large increment values. (c) Distributions of local mean-square exponent values a and (d)
effective diffusion coefficients D (middle panels) for glycerol (upper panel) and the WT cell (lower panel); experimental data (histograms) and simulations
(solid lines). (e) Joint distributions of mean-square exponent a and diffusion coefficientD for glycerol (upper panel) andWT cell (lower panel); experimental
data (left) and simulations (right).
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a) and intercept with the log[MSD]-axis (yielding the diffu-
sion coefficient). (Even if the finite-sample noise would be
uncorrelated and equal in intensity for each data pair
½log ðt=t0Þ; log ðMSDðtÞÞ, the estimates of a and D would
be positively correlated, although weaker than in the case of
positively correlated MSD fluctuations.)
In all cases, probability is distributed along and around
a line in the a-D plane, the position and slope of which
agrees fairly well for experimental and simulation data.
For the glycerol data in Fig. 2 e, also the width of the distri-
bution is in good agreement for experiment and simulation.
For the WT data, however, there is a significant difference
between model simulations and experimental results: the
experimental data exhibit a broader distribution around the
aforementioned line. This difference is found for all intra-
cellular data (see Fig. 4 c). The larger width of the experi-
mental distribution may be caused by inhomogeneities
within the cytoplasm, not incorporated in our model, such
as the weak non-Gaussian statistics of the increments or
higher-order correlations (the autoregressive process Eq. 7
reproduces only the second-order statistics). However, we
expect slight experimental errors for the glycerol and WT
cell experiments.
Subdiffusive phenomena after cytoskeleton
depolymerization
We extend increment statistics based on the analysis of WT
cells to modified cytoskeleton states. D. discoideum cells
show the rare capacity to survive despite cytoskeleton
depolymerization. The four investigated cytoskeleton states
are WT cytoskeleton, depolymerized MT (Benomyl), depo-
lymerized F-actin (Latrunculin A), and simultaneous depo-
lymerization of MTand F-actin (Benomyl and Lat A). Fig. 3
shows the autocorrelation of increments for these four
different cytoskeleton states. The former three conditions,
characterized by the presence of at least one of the cytoskel-
eton constituents, show very similar behavior: the increment
autocorrelation function is consistently negative at higher
time differences. The case of simultaneous depolymeriza-
tion of both cytoskeleton constituents displays significantly
different increment statistics with positive autocorrelation at
higher time differences. These findings indicate a funda-
mental difference between partial and complete cytoskel-
eton depolymerization, but do not yield direct insight into
the consequences on intracellular transport. In addition,
increment distributions show in some cases deviations
from the fitted Gaussians at large arguments, which can be
interpreted as an indication for a nonequilibrium dynamics
at work in the cell.
We applied the local MSD analysis algorithm to both,
experimental trajectories and simulations using experimental
increment statistics. Indeed, the four cases can bewell differ-
entiated by their local a and D distributions, as depicted in
Fig. 4. Experimental and simulated distributions again
show good agreement. The a distributions in Fig. 4 a show
various degrees of subdiffusion, quantified by themeanvalue
of the MSD exponent hai. The experimental mean values for
hai are 0.85 (WT), 0.76 (Benomyl), 0.79 (Latrunculin A),
and 0.90 (Benomyl and Latrunculin A). Furthermore, the
mean diffusion coefficient shows characteristic behavior
for each cytoskeleton state: In total absence of both MT
and F-actin, the mean diffusion coefficient hDi equals
0.86  102 mm2/s. In contrast, presence of at least one
cytoskeleton constituent leads to enhanced diffusion
coefficients, with mean values of hDi amounting to 6.10 
102 mm2/s (WT), 3.53  102 mm2/s (Benomyl), and
10.7  102 mm2/s (Latrunculin A), as shown in Fig. 4 b.
The joint a-D distributions are shown in Fig. 4 c. As
already discussed for the WT data in Fig. 2 e, the widths
of the joint distributions are larger in the experiment than
in the simulational data, in particular in the case of complete
cytoskeleton depolymerization by application of both
Benomyl and Latrunculin A. Thus, the increase in the width
of the joint distribution can be attributed to an effect, which
is not mediated by F-actin or MT. The large spread of the
experimental P(a,D) is not accounted for in our model
and may be resolved by further intracellular transport
studies whose scope extends beyond the influence of the
cytoskeletal main players.
Microtubule and F-actin depolymerization
After removal of MT and F-actin, we observe a Brownian-
like diffusion characterized by a z 1 and a low D, contrary
to enhanced subdiffusion in WT cells, characterized by a <
1 and a high D. In the absence of both, MT sweeping motion
and actin cortex rearrangement, no other active cytoskeleton
components, driven for example by ATP-consuming
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FIGURE 3 Increment correlation coefficient in x (a) and histograms of
increments in x (b) in three different cytoskeleton states: WT cells (black
lines without error bars) as reference, Benomyl-assisted MT depolymeriza-
tion (first row), Latrunculin A-assisted F-actin depolymerization (second
row), and simultaneous MT and F-actin depolymerization (third row).
Correlations and histograms were similar for all cases when measured for
the increments of y instead of x.
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molecular motor cross-links, are capable of inducing active
behavior or specific forces due to the polymerization of
actin or MTs. This result is a strong indicator for the impor-
tance of the enhancing effect of actively driven cytoskeleton
components on subdiffusion (24). D. discoideum cells
survive instantaneous depolymerization of the actin cortex
and of MT, as depolymerization of cytoskeleton compo-
nents in the living cell can never be complete. Small
amounts of F-actin and little MT-stumps persist in the
cell, enabling the bare survival of the cell by contributing
little to active processes. It is thus in concordance with
our model with velocity correlations to assume a nonequilib-
rium system, even in the case of simultaneous MT and
F-actin depolymerization.
Microtubule depolymerization
Selective removal of MTs alters cell behavior: ballistic
transport via biomotors is impossible (32). However, this
effect is filtered from our subdiffusive motion data by
analysis with the local MSD algorithm. In the context of
subdiffusion, the MT sweeping causes long range effects
for the NPs: Active MT sweeping motion renders the cyto-
plasm more fluid-like and viscous, its absence thus more
solid-like. We expect a decrease in spatial extent of the
volume probed by the particle. As the effective diffusion
constant is directly calculated from local MSD values, it
gives an estimate of the volume probed per unit time and
our experimental results do show a slight decrease in D in
the absence of MTs.
F-actin depolymerization
F-actin mediates migration, so F-Actin-depleted cells show
accompanying effects, such as rounding up and immotility,
in addition to changes in intracellular transport. We find that
depolymerization of F-actin causes a slight drop in a with
respect to WT cells, a sign of enhanced elastic properties
of the cytoplasm and lack of actin pushing forces. As in
the case of MT depletion, this more elastic-like behavior
can be attributed to the absence of myosin II motors along
actin filaments and actin polymerization dynamics. Second,
we find increasing hDi values, which is a sign of a larger
volume probed by the tracer particle, in the absence of
a densely packed actin network. These seemingly contradic-
tory observations result from the absence of myosin-actin
activity.
The closely cross-linked actin cortex undergoes active re-
arrangements, driven for example by ATP-consuming acto-
myosin (33). Entangled actin networks, which were
reconstituted in vitro, were probed by bead microrheology
(34). It was found that viscosity is prevalent at high frequen-
cies, down to 1 Hz, which corresponds to a probing on the
1 s timescale. The scaling of the viscoelastic moduli as
u3/4 yields a MSD exponent of a ¼ 3/4 at these timescales,
similar to values observed experimentally for tracer
a b c
FIGURE 4 Distributions of a (a), of D (b), and their joint distribution (c) in various cytoskeleton states: WT cells (top row), Benomyl-assisted
MT depolymerization (second row), Latrunculin A-assisted F-actin depolymerization (third row), and simultaneous MT and F-actin depolymerization
(bottom row) for both experimental data (red bars) and simulations (black lines). In a mean values of a are indicated by vertical dashed lines.
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particles (35). At larger times, the elastic properties prevail
and the MSD exponent a experiences a drop down to ~0.32.
These data, both in vitro (34) and in living cells, as reported
in this work, support the hypothesis of a viscosifying effect
of F-actin at timescales smaller than or comparable to 1 s.
The exact crossover time depends on filament length (34)
and probe size (36). It seems plausible that it also depends
on motor presence and ATP concentration, which must be
kept in mind when comparing quantitative in vitro and
in vivo data.
Lag-time dependence
Up to now, effects of cytoskeleton disruption were investi-
gated at one specific maximal lag time of 0.735 s. We
now investigate the lag-time dependence and, in particular,
the lag time-dependent a and D statistics by varying the
window size from Mw ¼ 8 frames to Mw ¼ 200 frames,
always keeping the MSD fit data range at 1/4  Mw points.
This corresponds to a range of the maximal lag times from
0.098 to 2.45 s. The results of these experiments and simu-
lations are shown in Fig. 5, again for the previously studied
four cytoskeleton states: WT, MT depolymerization, F-actin
depolymerization, and simultaneous depolymerization of
MT and F-actin. The a statistics show good agreement
between experimental and simulation results at all maximal
lag times (Fig. 5 a); for comparison, we show the mean
alpha for NP diffusion in glycerol, which remains close to
one for all lag times. The cytoskeleton states with only
one depolymerized component display qualitatively similar
behavior to WT, whereas the case of simultaneous depoly-
merization of both components is qualitatively different.
Here, we find a smaller degree of subdiffusion. This is
indicated by larger mean a values at maximal lag times
>0.6 s. The respective diffusion coefficients are smaller
(Fig. 5 b). At lag times larger than ~1 s, the mean diffusion
coefficients approach plateau values, with actin-depleted
cells exceeding WT and MT-depleted cells’ plateau values.
Overall, the strong variations of the mean alpha versus
maximal lag time is another indication that intracellular
motility is far more complicated than simple Brownian
motion (cf. hai for the glycerol data, which does not vary
much—even if one excludes active transport along fila-
ments and focuses on apparently passive phases of motion.
A weak variation of mean alpha versus maximal lag time
can be also expected from simple Brownian motion; see
our simulation results, which yield hai close to but slightly
smaller than one. This will be studied in detail elsewhere.)
Microtubule and F-actin depolymerization
In cells of simultaneous MT and F-actin depolymerization,
response is twofold: At lag times larger than 1.0 s, intracel-
lular motion is nearly Brownian with a z 1 and low diffu-
sion coefficients, consistently below 1.1  102 mm2/s,
comparable to the glycerol data. This result stresses the
active role these cytoskeleton components play in subdiffu-
sion and highlights the importance of the cytoskeleton at
these lag times. In this case, subdiffusion can be observed
up to lag times of 0.8 s with diffusion constants of 7.6 
103 mm2/s at lag times between 0.25 and 0.30 s. This is
a sign of near standstill of the tracer particle motion, due
to absence of MT and F-actin dynamics. However, remnants
of the polymer networks persist, acting as cages on small
timescales, in addition to intracellular crowding effects.
In the case of an intact WT cytoskeleton, the drop in
a from diffusion to subdiffusion at hai z 0.75 occurs
over a lag time range from hundreds of ms to ~2 s, as inves-
tigated in other cell types in (11). At lag times of tens of
seconds, a return to diffusive behavior is expected to occur,
which is not investigated in this context.
Microtubule depolymerization
Benomyl-treated cells show a faster transition from diffu-
sion to subdiffusion between t ¼ 100 ms and t ¼ 750 ms
than WT cells. The mean value of a decreases from 1 to
hai ¼ 0.75, as investigated in other cell types in (11). In
WT cells, the latter value is approached not until a time
lag of ~2 s. For large lag times, the WTand Benomyl-treated
cells show similar hai values, indicating a vanishing
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FIGURE 5 Lag-time dependence of the local MSD exponent hai (a) and
the mean effective diffusion coefficient hDi (b) in various cytoskeleton
states: WT cells (experiments as black circles, simulations as black line),
Benomyl-assisted MT depolymerization (exp: blue triangles, sim: blue
line), Latrunculin A-assisted F-actin depolymerization (green squares,
green line), simultaneous MTand F-actin depolymerization (red diamonds,
red line), and as reference NP diffusion in glycerol (yellow triangles,
yellow line) for both experimental data (symbols) and simulations (solid
lines). Data shown in Fig. 4 a correspond to a lag time of 0.735 s (vertical
dashed line).
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contribution of MT sweeping motion at large lag times. The
effect of MT seems to be viscosifying, as indicated by
consistently higher a values in the presence of MT. A
possible explanation for the enhanced viscous properties is
given by MT motion actively stirring the cytoplasm. The
viscosifying effect is most pronounced at lag times between
0.5 and 1 s, in accordance with previous findings on MT
sweeping motion, highlighting their pronounced motion
and activity at lag times of ~1 s (37).
F-actin depolymerization
Latrunculin A-treated cells show a decrease in a from ~1 to
0.75 in the lag time range from 0.1 to 1.2 s, for shorter lag
times than in the WT case and larger than in the Benomyl
case. Actin-depleted cells show smaller hai values than
WT cells. This leads us to conclude that F-actin exerts a vis-
cosifying effect on the cytoskeleton, accounting for higher
a values and apparently enhancing the motion of tracer
particles, possibly by active driving forces generated by
actin cortex rearrangements. At the same time, the diffusion
coefficient is consistently smaller in the presence of F-actin,
resulting from mostly lag time-independent hindrance of
tracer particle motion, possibly in a cage-like fashion.
Compared to WT cells, this might also indicate that MT
motion is hindered by the presence of actin polymerization,
as observed in neuronal growth cones (38).
CONCLUSION
We quantified the influence of MT and F-actin on subdiffu-
sion in living cells and identified typical timescales. Our
results clearly show that for a complete description of
diffusive and subdiffusive motion phases in intracellular
nanoscale transport, we have to consider both, the MSD
exponent and the effective diffusion coefficient to under-
stand cooperative and counterbalancing effects of MT and
F-actin dynamics. We applied a local MSD analysis to
distinguish ballistic from diffusive intracellular motion
states, as extracted from NP traces and focused purely on
subdiffusive motion states.
Our study revealed that subdiffusive dynamics can be
described by a Brownian motion with correlated Gaussian
velocity fluctuations. Although the real increments of
intracellular motion are Gaussian only to a certain approxi-
mation and although we did not incorporate higher order or
nonlinear correlations in our model, we were able to repro-
duce the marginal distributions of local exponent and diffu-
sion coefficient (resulting from the local MSD analysis).
Our data-driven Gaussian model helped us to understand
which aspects of the parameter distributions are intrinsic to
the algorithm (typically, the width of distributions, which is
mainly determined by the finite-sample noise) and which
are characteristic of intracellularmotion (e.g., themeanvalue
of a). We showed that reasonable approximations, i.e.,
assuming Gaussian increment statistics and neglecting
higher-order correlations, allowed for a great simplification.
Our aim was not to find a minimal model here. We want to
illustrate that for a variety of cytoskeletal states, the more
complicated statistics of the local MSD algorithm could be
understood as a consequence of the much simpler increment
statistics of the randommotion, so the second-order statistics
of the increments and a Gaussian assumption (the simpler
statistics) to a large extent explains the more complicated
statistics of the local MSD algorithm (a and D distribution),
which is not used as fitting statistics. However, it is worth
pointing out that our data-driven model does not give a
physical description of intracellular motility. Future
modeling of subdiffusive intracellular motion (e.g., in the
framework of active gel theory incorporating fluctuations)
can nevertheless profit from our simplification because
such modeling can be limited to capture the correct linear
increment correlation—a task that is certainly more readily
accomplished than matching in a model a specific local
MSD statistics (joint and marginal distributions of a and D).
To summarize our results on intracellular motion, we
found that i), microtubule sweeping liquefies the cytoplasm
on all investigated timescales, ii), actin-microtubule cross
talk generates a viscosifying effect at timescales larger
than 0.2 s, and iii), the F-actin-induced decrease in effective
diffusion coefficients occurs at all investigated timescales
(50 ms–2.5 s). It is the interplay of these effects, at these
particular timescales, which mediates viable transport in
living cells. These timescales are of particular interest
because they correspond to the typical durations of alter-
nating ballistic and diffusive phases. In the absence of
both, MT sweeping motion and actin cortex rearrangement,
intracellular motion becomes more similar to Brownian
motion, which is an indicator for the major influence of
dynamic cytoskeleton components on subdiffusion.
Alternations between subdiffusive and ballistic phases
occur when a particle reaches close proximity to a MT.
Thus, motor-driven, directed long-distance transport along
MT shuttles NPs across the cell, but remains ineffective
without well-defined short-range subdiffusion for the
binding to targets (24). This brings about major biological
implications, mostly for transport-driven cellular processes,
such as migration (14): Cellular movements build upon the
reliable supply of essential signaling molecules. Actin poly-
merization-related proteins, most notably PIP3 (phosphati-
dylinositol (3,4,5)-trisphosphate) accumulate at the cell
membrane and lead to enhanced local actin polymerization.
In consequence, cell protrusions are generated for migra-
tion. This process was shown to be controlled by spatio-
temporally controlled, external chemotactic stimuli (39).
A detailed understanding of the role of subdiffusion for
governing complex cellular functions might promote
a wide range of applications, aiming at externally control-
ling cell functions. This could be accomplished by means
of NPs, carrying stimulus drugs, which are then inserted
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into living cells to controllably induce cell functions, for
example directed migration.
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6 Conclusion and Outlook
The present thesis addresses the question of parallelization and miniaturization of protein interaction
studies at the single–molecule and single–cell level. After introduction of the scientific context, three
exemplary studies of interaction force measurements conducted in the context of this thesis were pre-
sented. Although different in methods employed and in systems studied, they consistently highlight the
importance of gathering dynamic information about protein interactions and mechanics: In Chapter 3,
a microfluidic workflow integrates on–chip protein synthesis with AFM force spectroscopy for deter-
mination of molecular mechanics. In Chapter 4, a microfluidic chip to probe protein–DNA interactions
was introduced, characterized and applied to the proof–of–principle study of the DNA–binding of en-
donuclease EcoRI binding mechanics. In Chapter 5, the study of interactions between actin filaments
and microtubules revealed the impact of cytoskeleton depolymerizing drugs on cellular mechanics.
To put it in a nutshell, three main conclusions can be drawn:
• Microfluidic chips can be employed to attain a gain in parallelization and sample–to–sample
comparability for AFM–based Single–Molecule Force Spectroscopy (SMFS) studies. The chip
enables a simple workflow from gene array to molecular mechanics, particularly destined for
protein–protein studies.
• The Molecular Force Assay (MFA) can be transferred to a microfluidic format without loss in res-
olution or sensitivity. Its capabilities are expanded in terms of miniaturization and parallelization.
It is ideally suited for the study of protein–DNA interactions.
• The viscoelastic properties of the living Dictyostelium discoideum cell are held in a precious
balance by the presence of both microtubules and actin. The cellular mechanics can only be
described by taking into account the interaction between these two types of cytoskeletal elements.
With respect to future investigations, a few routes are particularly promising and build upon the work
presented in this thesis:
• Building on the microfluidic protein patterning for AFM–based single–molecule force spectroscopy,
a rather slight and simple modification of the experimental design will allow for single–molecule
cut–and–paste (SMC&P) of the expressed enzymes (cf. Figure 12). In the SMC&P method, a
functionalized AFM cantilever and a three–fold rupture force hierarchy are used to transfer single
molecules from a depot zone to a target zone at nanometer-resolution [2].
With respect to the MITOMI chip design and the work presented in Chapter 3, it can be envisioned
to co–express depot and transfer proteins in some chambers – the depot proteins featuring a ybbR
tag for covalent immobilization and the transfer proteins featuring no ybbR tag but a low–force
binding affinity to the depot protein. In the other chambers, target proteins are expressed and
covalently immobilized by the ybbR tag. If the transfer proteins feature a medium–force binding
affinity to the cantilever functionalization and a high–force binding affinity to the target proteins a
force hierarchy can be designed. Possible implementations of this configuration include the use of
cohesin proteins as depot and target and the use of dockerin proteins as transfer fused to a cellu-
lolytic enzyme of interest. The transfer dockerin – target cohesin pair being a native fit, the use of
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Figure 12: On–chip SMC&P of in vitro synthesized proteins: The presented microfluidic protein micro arraying
for AFM SMFS is suited for application as AFM SMC&P depot and target zones. (A) and (B) show
the macroscopic workflow from DNA microarraying (A) to AFM cantilever approach (B). (C) shows
three adjacent chambers on the chip with spotted cDNA used to express three protein configurations
(green, red, and yellow). The center chamber (red) serves as target zone for enzyme complexes
(ec) to be assembled by on-chip SMC&P. (D) shows these three adjacent protein configurations with
two depot zones (left and right) with weakly binding depot cohesins (orange) and enzymes to be
transported (green and yellow), and a target zone (center) with strongly binding target cohesins (red).
an interspecies or mutated cohesin as depot protein for reduced binding force is promising. For the
medium–force transfer handle, a short polypeptide tag of interest is GCN4(7P14P) [102], whose
binding to a recombinant antibody single-chain Fv fragment is well–characterized [103] and has
been applied to protein-based SMP&P [104]. This implementation will enable the heterogenic
assembly (e.g. of enzyme complexes) from multiple depots, contrary to the current implementa-
tions, which draw on a single depot with a single type of molecule. Furthermore, the handling of
proteins is facilitated by the use of cell–free gene expression. In combination with sophisticated
and sensitive biomass degradation assays [105, 106], this might allow for screening for optimal
enzymatic cocktails in next-generation biofuel production [107].
• The Molecular Force Assay (MFA) can be integrated with in vitro protein synthesis, as sketched
in Figure 13. The in vitro protein synthesis capabilities of the utilized MITOMI chip design rest
on the use of the expression chamber, which lay bare in the work presented in Chapter 4, but
were exploited in the work presented in Chapter 3. The feasibility of combining the on–chip
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Figure 13: Extension of the on–chip MFA using cell–free gene synthesis: The multiplexing capabilities of the
MFA can be expanded if the DNA–binding proteins of interest is synthesized in parallel and on–chip.
MFA with in vitro protein synthesis is thus founded. The gain in capabilities is noticeable: Rather
than simple row–by–row multiplexing (of DNA recognition sequences or reference strands), a
chamber–by–chamber multiplexing of DNA–binding protein is achievable. The use of cell–free
protein synthesis kits facilitates the extension from bacterial to more complex, eucaryotic systems,
such as Drosophila melanogaster extracts.
Further multiplexing capabilities are attainable if not only the cDNA for proteins of interest are
spotted, but also the force probes. In this way, the on–chip MFA would arguably constitute the first
truly high–throughput protein–DNA interaction force measurement method, where DNA recog-
nition sequence, DNA–binding protein of interest, and reference and be tuned simultaneously. A
highly promising field is the study of transcription factors.
• The study of macromolecular assemblies and cell mechanics has rapidly advanced further. In par-
ticular, force mapping sensors are constructed in sophisticated ways: with respect to cell–internal
force mapping, Förster Resonance Energy Transfer (FRET) signals between two genetically en-
coded fluorescent proteins, separated by a force–sensitive spider silk protein domain, can switch
upon force load [108]. With respect to membrane–level force mapping, mechano–sensitive trans-
membrane receptors (e.g. integrin) can pull apart defined dsDNA tethers in perfect analogy to
MFA probes (cf. Chapter 4) upon receptor–ligand binding [109]. With respect to 3D tissue force
mapping, confocal fluorescent imaging of oil microdroplets reveals their deformation and stresses
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exerted by the cells [110]. The MFA principle having recently been transferred to live–cell ex-
periments [109, 111], and microfluidic chips being ideally suited for both live–cell culturing [89]
and parallelized MFA (cf. Chapter 4), the combination of both promises to be a candidate for
integrated and parallelized cell culturing and interaction force measurements in the future.
Thus, the findings presented in this thesis arguably show ways to transfer the detailed single-molecule
and single-cell investigation of protein interactions onto a level of parallelization, which was not attain-
able thus far.


A Appendix
A.1 Technical information
A.1.1 Pneumatic setup and operation
The pneumatic setup is sketched in Figure 14. The pressure reservoir of choice is a bottle of compressed
nitrogen (V = 50 l at p = 200bar), down–regulated manually to a pressure of 15 psi1 (relative to ambi-
ent pressure) and connected to the inlet ports of solenoid valves, assembled in parallel on three 8-fold
manifolds.
The solenoid valves can be switched between open and closed states: Upon application of electric
current, the solenoid generates a magnetic field which moves a coaxially located core, used to make or
break the gas seal. Upon release of the electric current, the core is replaced to its original position by
springs.
The valves are built in a three–way architecture: If the valve is open, the pressure reservoir is connected
to the outlet. If the valve is closed, the ambient port is connected to the outlet. The valves exist in
normally open (N.O.) and in normally closed (N.C.) configurations, defined by their state in the absence
of electric current. In the context of this thesis, both types were used to minimize long–term operation
of solenoid valves: Control layer elastomeric valves which are typically pressurized (i.e. the flow layer
inlet control valves) are connected to N.O. solenoid valves. Control layer elastomeric valves which are
typically not pressurized and flow layer inlets are connected to N.C. solenoid valves. It is important to
note that the state of solenoid valves and elastomeric valves is inversed: An open solenoid pressurizes
and thereby closes an elastomeric valve!
One manifold is serving the Tygon tubing which is connected to flow layer inlets and thus requires an
upstream pressure regulator adjusted to 4 psi. The other two manifolds serve the control layer inlets
(one N.C., one N.O.). For a high–precision pressure control, rather than mere open/close actuation, the
device of choice is an electrically controlled proportional pressure valve, which can be implemented
upstream or downstream of the solenoid valves. For the work presented in Chapter 4, it was used to
linearly pressurize the button membrane valve from 0 to 15 psi over time and was placed downstream of
the corresponding solenoid valve.
The power supply to the solenoid valves is controlled via a custom–built unit, featuring a 24-bit USB
controller. The USB controller is connected to the USB port of a control computer and actuated us-
ing LabView software. The USB controller including printed circuit board (PCB) design, amplifier
circuitry and the USB–based input/output, has been described in high detail by Rafael Gómez-Sjöberg
of Lawrence Berkeley National Laboratory 2. The setup further comprises an imaging unit, which is
described below, and hybrid DC/piezo sample positioning motors in x- and y-directions.
1Pounds per square inch, 1 psi = 6.89 ·10−2 bar
2https://sites.google.com/site/rafaelsmicrofluidicspage/
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Figure 14: The microfluidic setup features electronically actuated solenoid valves, which pressurize microflu-
idic channels in the flow and control layers. The chip and sample are positioned using xy-motors
and imaged through an inverted confocal spinning disk fluorescence microscopy setup. Adapted with
kind permission from Ref. [112]
A.1.2 Liquid dispensing
Minituarization and parallelization of established laboratory methods, such as the microfluidic ones
presented in Chapters 3 and 4 of this thesis, rely fundamentally on according sample preparation. For
surface–bound methods, this requires precisely controlled surface deposition of small volume droplets
of biosolutions, e.g. DNA.
One particularly promising and advantageous fluid microplotter method relies on ultrasonic excitation
of a glass micropipette attached to a piezoelectric element [113]. This way, picoliter volumes of DNA
solutions can be deposited. The micropipette is a tapered glass capillary with a tip diameter of 30µm. It
can be filled by simple fluid contact by the capillary effect. It is then excited at its resonant frequency,
typically on the order of 500 kHz, to induce droplet formation and ideally contact–less droplet printing
onto the surface. The tip and piezo are mounted on a motorized xyz-stage for accurate and reproducible
positioning of sample spots. Ambient humidity can be held constant (e.g. at a level of 70%) for improved
droplet formation and slowed down evaporation. The formed spots are on the order of 40µm, depending
on the wetting behavior between droplet and surface. In the work presented in Chapter 3, this size
is a good compromise between both sufficient sample amount and sufficient miniaturization for fitting
hundreds of spots into a chip, one spot per cDNA chamber.
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Figure 2. Dual disk arrangement of the Yokogawa CSU-X.  In addition to the fundamental disk containing an array of pinholes there is a second 
collector disk with a matching pattern of microlenses. The microlenses focus the excitation light with greater efficiency onto the imaging pinholes 
so increasing excitation throughput from a limited ~2% up to a functional 70%.  This technology improvement, in combination with using an 
electron multiplying CCD detector, results in spinning disk technology being the ideal solution for fast live cell confocal imaging.
Figure 1. Schematic diagram illustrating the pattern of illumination for conventional widefield, laser scanning, and spinning disk microscopy.  In 
widefield microscopy (a) the sample is broadly illuminated with excitation light with limited focus of its energy dictated through the numerical 
aperture and focal depth of the objective. Laser scanning confocal microscopy (b) focuses a single point of laser light through a small aperture 
(pinhole) and scans sequentially across the sample point by point. Spinning disk confocal microscopy (c) illuminates the sample with a rotating 
pattern of 1,000’s of pinholes for complete simultaneous confocal illumination.
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Figure 15: Confocal spinning disk mi-
croscopy takes advantage of the conven-
tional pinhole–based exclusion of out–of–
focus light, similar to laser scanning con-
focal imaging. As further refinement,
it features an array of thousands of pin-
holes on a rotating disk for faster scanning
and an additional microlens disk for min-
imized illumination losses: The major-
ity of laser light intensity of an expanded
beam is collected onto the pinholes. A
dichroic mirror between the disks ensures
that excitation light passes through both
disks, whereas emission light only passes
the pinhole disk and is then projected onto
a camera for detection, in the present case
a sensitive EMCCD device. Reproduced
from Ref. [114]
A.1.3 Confocal fluoresc ce microscopy
Fluorescence imaging has advanced fundamental research in the life sciences tremendously. It relies on
the red–shift of photons emitted upon previous photon absorption, similar to phosphorescence (the latter
involving an additional inter–system crossing from singlet to triplet states). Some fluorophore molecules
are particularly suited for efficient fluorescence imaging due to their high conversion rates and quantum
efficiencies.
Confocal fluorescence imaging permits the selective imaging of optical sections. In conventional confo-
cal laser scanning microscopy, a pinhole is used to exclude out–of–focus light, but images can only be
acquired pixel–by–pixel by scanning the desired field of view. As a consequence, image acquisition is
lengthy and an undesired time shift between the first and last pixels of the same image is introduced.
In particular for bioimaging purposes, a fast acquisition rate is desired. To achieve this, the concept of
confocal spinning disk microscopy was introduced: As shown in Figure 15, instead of a single pinhole,
thousands of pinholes are assembled on a disk and the laser beam is expanded in diameter to illuminate
a portion of the disk, rather than a single pinhole. By spinning the disk in the primary image plane of
the microscope, the image is scanned. Both excitation and emission light passes through these pinholes.
Yet, this setup lacks high–rate image acquisition: the laser intensity at the specimen is greatly reduced
by two orders of magnitude, because most of the incoming laser light does not go through any pinhole.
Therefore, another disk, the microlens disk, is introduced: It spins co–axially and in phase with the
pinhole disk and the lenses are placed in a way to focus 60% of the incoming light through pinholes.
These two parallel spinning disks thus achieve video–rate imaging with multiple scans of each pixel in
the image. Typical spinning rates are 1500-5000 rpm, while the disks feature 12 identical pinhole or
lens sectors with a total number of 20 000 pinholes , each 50µm in size. In addition, a dichroic mirror
is placed between the two disks: This way, the emission light is reflected to the camera without being
re–expanded by the microlenses. Typically, a sensitive EMCCD camera (Quantum efficiency of 90%) is
used for fast–rate acquisition.
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A.1.4 in vitro expression
Gene expression refers to the synthesis of proteins from a DNA template. With this terminology, the
synthesis of functional, non–coding RNA such as ribosomal RNA (rRNA), small nuclear RNA (snRNA)
or microRNA (miRNA) is excluded, although of great interest. The underlying mechanism of gene ex-
pression is similar for both procaryotes and eucaryotes and can be essentially divided in two consecutive
parts (Fig. 16): transcription synthesizes RNA from a DNA template by complementarity and translation
synthesizes proteins from this messenger RNA. In eucaryotes, the RNA transcript is typically capped at
the 5’ end, polyadenylated at the 3’ end and spliced 3 before export from the nucleus and translation. In
procaryotes, these steps are absent.
(a) Protein expression (b) Translation
Figure 16: (a) Protein expression consists of a two–step process, the RNA synthesis from a DNA template and
the protein synthesis from RNA. (b) Translation, the synthesis of protein from RNA is carried out
by the ribosome, a macromolecular assembly in a well–organized series of steps. Reproduced from
Ref. [115]. c©Garland Science 2008.
Transcription is carried out by RNA polymerase enzymes, including the DNA helix unwinding, comple-
mentary base–pairing, polymerization and movement along the dsDNA from 5’ to 3’ ends. In bacteria,
it is initiated by the formation of an energetically favorable complex with the σ factor at character-
istic promoter regions upstream of the gene of interest. In the context of this thesis, the T7 promoter
(TAATACGACTCACTATAGGGAGA) and the corresponding RNA polymerase from the T7 bacteriophage were
used. The transcription initiation in eucaryotes is more intricate [115].
Translation is carried out by ribosomes, which are large, sensitive macromolecular assemblies (2.5 MDa
in size in procaryotes) of both RNA and proteins. A ribosome consists of a smaller subunit for read-
ing mRNA information and a larger subunit for formation of according polypeptide chains. mRNA
information is read in three–letter codons, each corresponding to one amino acid and decoded by tRNA
molecules, which are equipped with the corresponding amino acid by tRNA synthetases. The polypep-
tide chain producing subunit of the ribosome assembles these amino acids into a protein primary struc-
3removal of non–coding intron sequences
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ture from N to C termini, starting at ribosome–binding sites (RBS) and halting at stop codons on the
mRNA. The protein can then fold into higher–order structures.
This short introduction highlights the complexity of carrying out gene expression in vitro. These cell–
free systems have attracted wide attention and are increasingly well characterized [99]. In the context
of this thesis, an S30 extract from e. coli was used [116]. The corresponding e. coli strain B is deficient
in OmpT endoproteinase and Lon protease for improved protein stability. The extract is designed to
work with the exogenous phage T7 promoter. Furthermore, a mixture of amino acids, rNTPs, tRNAs,
IPTG 4, an ATP–regenerating system and various salts, are added to the extract. Adding additional T7
RNA polymerase and nuclease inhibitors improve protein yield. Although the microfluidic chip is not
nuclease–free by design, all other reagents are nuclease–free. Protein yield can be influenced by a vast
number of factors: gene context, size, relative position to the RBS, terminal untranslated regions (UTR),
fusion tags, codon usage5, and structure and stability of mRNA. A step–by–step preparation protocol for
a non–commercial S30 T7 cell–free protein expression system is provided by the European Molecular
Biology Laboratory 6.
This extract and protein synthesis mix is of prokaryotic origin. Nevertheless, eucaryotic extracts and
lysates do exist, for example from wheat germ or rabbit reticulocyte. These eucaryotic extracts are often
designed for translation (from mRNA to protein) only, and coupled in vitro with a (prokaryotic) phage
RNA polymerase.
A.1.5 ybbR tag – CoenzymeA pull–down chemistry
Force spectroscopy experiments require specific immobilization of the molecules of interest to control
the pulling geometry. Furthermore, the immobilization must withstand high forces, at least higher than
the weakest link in the pulling geometry. Established immobilization chemistry includes NiNTA:Histidine,
biotin:avidin, or maleimide:thiol 7. Out of these three, only maleimide:thiol is covalent with its carbon–
sulfur bond. One must bear in mind, that maleimide (C4H3NO2) is prone to hydrolysis. In the context
of this thesis, a recently introduced [98] method was chosen for covalent immobilization of in vitro
synthesized proteins, known as ybbR tag / CoenzymeA chemistry.
The ybbR tag consists of a 11-residue polypeptide (DSLEFIASKLA), which can be genetically encoded
flanking any gene of interest. In the presence of Sfp phosphopantetheinyl transferase (Sfp), a covalent
bond between the serine residue at position 2 of the ybbR tag and the 4’-phosphopantetheinyl group of
CoenzymeA is catalyzed. (cf. Figure 17).
CoenzymeA (CoA) is a coenzyme involved in the citric acid cycle of aerobic energy generation and
essentially consists of an adenosine diphosphate (ADP) nucleotide, pantothenic acid (vitamin B5) and
the amino acid cysteine (with slight modifications upon linkage). Thus, in the context of ybbR tag
chemistry, CoA can at the same time be linked to a maleimide (and thereby to a polyethylene glycol
linker) via disulfide bond on the thiol (SH) group of its cysteine subunit.
4Isopropyl-β-D-thiogalactopyranosid, an inducer for various promoters, including lac and T7
5In the context of this thesis, codons were typically optimized for e. coli.
6http://www.embl.de/pepcore/pepcore_services/protein_expression/ecoli/lysate/index.html
7The thiol group being for example on native or introduced cysteine residues.
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display, and the N-terminal half of the tag was derived from an ORF
of unknown function named ybbR in the B. subtilis genome. We
have shown that the ybbR tag can be fused to either the N or C
terminus or inserted within a flexible loop region of the target
protein, and the ybbR-tagged proteins can be labeled by Sfp with
small-molecule probes of diverse structures with high efficiency and
specificity.
Materials and Methods
Detailed experimental procedures for the synthesis of CoA conju-
gates 1–4, cloning, Fourier-transform MS, circular dichroism (CD)
measurements, and protein labeling are in supporting information,
which is published on the PNAS web site.
Peptide-Labeling Kinetics. To test whether a specific peptide was the
substrate of Sfp-catalyzed biotin–CoA modification, 200 M bi-
otin–CoA and 1 M Sfp were incubated with 100 M peptide in a
100-l solution of 10 mM MgCl250 mM Hepes, pH 7.5, for 30 min
at 37°C. Control reactions were also run in parallel with either Sfp
or biotin–CoA excluded from the reaction. Reactions were then
quenched by adding 30 l of 4% trifluoroacetic acid (TFA) and
analyzed by analytical HPLC with a reverse-phase C18 column by
using a gradient of 0–60% CH3CN in 0.1% TFAH2O over 30 min
and monitored at 220 nm. Peptide-labeling reactions were also
carried out at various pHs ranging from 5.0 to 8.5 with various
buffering reagents (sodium acetate, 50 mM, pH 5.0; Mes, 50 mM,
pH 6.0; Hepes, 50 mM, pH 7.0; Hepes, 50 mM, pH 8.0; TrisHCl,
50 mM, pH 8.5) to test the effect of pH on the rate of Sfp-catalyzed
peptide labeling. For the determination of kinetic parameters for
Sfp-catalyzed peptide labeling at a saturating concentration of
biotin–CoA or fluorescein–CoA, Sfp was added to a final concen-
tration of 1 M in 10 mM MgCl250 mM Hepes, pH 7.5, buffer with
varying concentrations of the peptide ranging from 2 to 500 M
while holding the concentrations of the biotin–CoA or fluorescein–
CoA conjugate constant at 150 M. For the determination of
kinetic parameters at saturating concentration of the peptide, the
peptide concentration was held at 500 M and the biotin–CoA or
fluorescein–CoA concentration was varied from 2 to 200 M. The
reaction was allowed to proceed at 37°C for 5 min and was quenched
and analyzed by HPLC as described above. HPLC peak areas were
integrated, and the product concentration was calculated as a
percent of the total peak area. Initial velocity data were fit to the
Michaelis–Menten equation by the computer software KALEIDA-
GRAPH (Synergy Software, Reading, PA). The kinetic parameters
for the Sfp-catalyzed PCP labeling were carried out in the same
buffer (10 mM MgCl250 mM Hepes, pH 7.5) in the presence of 0.1
M Sfp by either varying the concentration of PCP from 0.5 to 50
M at a constant biotin–CoA concentration of 150 M or varying
the biotin–CoA concentration from 2 to 200 M at a constant PCP
concentration of 20 M. The reaction was allowed to proceed at
37°C for 5 min before quenching by the addition of 30 l of 4% TFA
to a 100-l reaction mixture. The reaction was then analyzed by
analytical HPLC with a reverse-phase C18 column by using a
gradient of 30–50% CH3CN in 0.1% TFAH2O over 30 min and
was monitored at 280 nm.
Results
Identification of Truncated ybbR Proteins as Substrates of Sfp. We
previously showed that PCP displayed on the surface of M13 phages
can be specifically labeled with biotin by Sfp-catalyzed biotin–CoA
transfer (15). As part of our effort to identify proteins subjected to
Sfp-catalyzed posttranslational modification in the B. subtilis pro-
teome, a genomic library of B. subtilis was displayed on the surface
of M13 phages as pIII fusion proteins and selected for Sfp-catalyzed
biotin–Ppant modification. Phages displaying proteins recognized
by Sfp for posttranslational modification were covalently labeled
with the biotin–Ppant group and selected by binding to immobilized
streptavidin. The proteins subjected to Sfp-catalyzed posttransla-
tional modification were then identified by sequencing the selected
phage clones. The detailed phage selection results will be published
elsewhere.
Besides known ACPs and PCPs, we found that truncated forms
of the predicted ybbR protein (23) (residues 1–484 for full length)
corresponding to residues 95–278 (JY565), 111–278 (JY503), 214–
278 (JY530), and 229–278 (JY529) were selected multiple times
(Fig. 2), and Sfp-catalyzed biotin labeling of phage-displayed ybbR
truncates was confirmed by ELISA. JY529, the shortest ybbR-
Fig. 1. Sfp-catalyzed PCP or ybbR tag modification at a specific Ser residue
by various small-molecule–CoA conjugates (CoA-SR): 1, biotin–CoA; 2, fluo-
rescein–CoA; 3, tetramethylrhodamine–CoA; and 4, Texas red–CoA.
Fig. 2. Alignment of B. subtilis
ybbR ORF amino acids 1–299 with
the truncated ybbR clones JY503,
JY529, JY530, and JY565 selected by
phage display. Sequences matching
that of ybbR were highlighted by
yellow shadings. Truncated ybbR
protein sequences in the phagemid
are preceded by the sequence of a
leader peptide and followed by the
sequence of phage capsid protein
pIII. The Ppant-modified Ser-274
(full length ybbR numbering) in the
phagemid clones is boxed in red.
15816  www.pnas.orgcgidoi10.1073pnas.0507705102 Yin et al.
Figure 17: ybbR tag and CoenzymeA can be covalently linked by enzymatic catalysis by Sfp. Reproduced
from Ref. [98]
.
A.1.6 Bell–Evans model
A model theory to predict and describe the dissociation of molecular bonds under force application used
in the context of this thesis is the Bell–Evans model [117]. Figure 18 sketches its key assumptions: A
bound state (x = a) and a dissociated state (x→∞) are separated by a barrier in free energy. The barrier
is described by its height ∆G and the potential well width ∆x. ssociation and dissociation are thermally
driven at rates kon a d k f f . Application of f rce lowers the potential l ndscape linearly as a function of
force F and distance from the bound state (x−a).
3. Thermodynamische Grundlagen 
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Abbildung 3.2: Schematische Darstellung der eindimensionalen Potentiallandschaft eines gebundenen 
Rezeptor-Ligand-Komplexes (schwarz) mit der Energiebarriere 
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Figure 18: Bell–Evans mod l: A fre energy landscape (red) d scribes th thermal assoc ation and dissociation
of molecular bonds in a simple two–state m del under the applicatio of force (blue). Reproduced
from Ref. [118]
.
Building on the Van’t–Hoff–Arrh nius law, the dissociation rate is then force–dependent:
ko f f (F) = kF=0o f f · exp
(
F ·∆x
kBT
)
The number of bound complexes N decreases at rate ko f f and is thus given as the solution to the differ-
ential equation:
dN
dt
= −ko f f (t) ·N
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And the bond dissociation probability distribution is then given as the the force derivative of the number
of unbound complexes: p = d(Ntotal−N)dF = −
dN
dF . This gives, as function of applied force F and force
loading rate F′ = dFdt :
p(F,F′) =
kF=0o f f
F′
· exp
(
f ·∆x
kBT
)
· exp
(
−
kF=0o f f
F′
·
∫ F
0
exp
(
f ·∆x
kBT
)
d f
)
From this expression, the most probable rupture force can be determined (by differentiation ddF p(F,F
′) =
0), which is used in SMFS experiments similar to those presented in Chapter 3, to determine energy
landscape characteristics (ko f f and ∆x) from loading rate dependencies.
For the case of the bond of interest being a DNA duplex, the logarithmic off rate log10(ko f f ) and the
potential well width ∆x are assumed to be linear functions of oligomer length n, as used in Chapter 4:
ko f f = 10α−β·ns−1
∆x = (t + n ·m)
 1 
Supplementary Material 
Chip fabrication 
Ready-to-use wafers for flow and control layers of the 640-chamber MITOMI design 
from1 (design name DTPAd) were obtained from the Stanford Microfluidics Foundry 
(Palo Alto, Ca, United States). The flow wafer features 15 µm high features, rounded by 
photoresist reflow, whereas the control wafer features a rectangular cross-section. 
Microfluidic chips were cast in polydimethylsiloxane (PDMS) from these wafers: For the 
control layer, Sylgard 184 (Dow Corning, Midland, Mi, United States) base and curing 
agent were mixed at a ratio of 5:1 by weight, poured onto the wafer, degassed, and 
partially cured for 20 min at 80°C. For the flow layer wafer, a 20:1 base to curing agent 
mixture of Sylgard 184 was spin-coated for 75 s at 2500 rpm and partially cured for 30 
min at 80°C. The control layer chips were cut out, inlet holes were punched and the 
chips were aligned onto the spin-coated PDMS on the flow layer wafer. After baking the 
two-layer chips for 90 min at 80°C, they were cut, removed from the wafer and 
inlet/outlet holes were punched. Microfluidic chips were stored for up to 6 weeks. 
Cloning 
For the construction of the fusion proteins Gibson Assembly2 was used. A ratio of 0.07 
pmol vector to 0.3 pmol of insert was used for the fusion reaction. The primer sequences 
are provided in the table below (Table S1).  A pET28a plasmid was linearized with 
primers 1 and 2. The Dockerin Type I gene was isolated from the Xylanase-DockerinI 
construct3 with primers 3 & 4. Codon optimized sequences were purchased from 
Geneart (Invitrogen, Regensburg, Germany). The genes of interest were designed in 
such a way that they already contained overlapping sequences with their neighboring 
partners (pET28a and Dockerin Type I). In the case of the spectrin, two domains were 
linked with a flexible Glycine-Serine (x6)-linker. For fibronectin, four type III domains 
were fused separated by Glycine-Serine (x6)-linkers. The expression vector in all cases 
was a pET28a plasmid with a modified multiple cloning site (sequence attached). All 
sequences of the fused genes can be found in the supplementary information. After 
construction, clones were verified via sequencing and amplified in NEB5alpha E. coli 
cells. Following plasmid preparation, samples were concentrated up to 500 ng/µl prior to 
microspotting.  
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Table S1: Overview of primers 
 Name Sequence 
1 FW-w/o C-Tags MCS TAACTCGAGTAAGATCCGGCTGC 
2 REV-N-Tags MCS GCTAGCACTAGTCCATGGGTG 
3 FW-DocI GA AAAGTGGTACCTGGTACTCC 
4 REV-XylDocI-GA CGGATCTTACTCGAGTTAGTTCTTGTACGGCAATGTATC 
5 FW 10FNIII GA CGCACCGGCTCTGGCTCTGGCTCTGTTAGTGATGTTCCGCGTG 
6 REV 10 FNIII GA GGAGTACCAGGTACCACTTTGGTGCG 
7 REV 10FNIII (auf GS Li) GA ACTAACAGAGCCAGAGCCAGAGCCGGTGCGATAATTGATTGAAATC 
8 FW sfGFP (auf MCS) GA   CACCCATGGACTAGTGCTAGCAGCAAAGGTGAAGAACTGTTTAC 
9 REV sfGFP (auf DocI) GA GGAGTACCAGGTACCACTTTCTTATACAGCTCATCCATACCATG 
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Figure S1. (A) Photograph of a microfluidic chip bonded to a glass slide with a US 
quarter coin for size comparison. Control channels are filled with food dye for better 
visualization. (B) Collage assembled from 640 single micrographs according to chip 
layout shows cDNA pattern after spotting (assembly not to scale). (C) A typical 
fluorescence collage assembled from 640 single fluorescence micrographs shows 
pattern of expressed protein (assembly not to scale). Fluorescence signal of TagRFP 
reveals expression levels and dockerin specificity. Here, low passivation of the protein 
chamber facilitates visualization. (D) Two of 640 adjacent dumbbell-shaped chambers, 
one with cDNA spotted (left) and one negative control without cDNA (right). Control 
channels are visualized with food dye: neck valve (green), sandwich valve (red), and 
button valve (blue). (E) Fluorescence images showing GFP signal from immobilized 
ybbR-GFP-dockerin (left) with negative control lacking the spotted cDNA (right). (F) 
RFP-cohesin staining of an outer concentric ring of the immobilized ybbR-GFP-dockerin 
(left), with the corresponding negative control (right).  
GFP signal after protein expression
RFP signal after ring labelling with TagRFP
cDNA spotted no cDNAspotted
C
Spotted cDNA pattern
Expressed and detected protein pattern (RFP signal)
A
B
C
D
E
F
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Figure S2. Force spectroscopy data for the superfolder GFP. (A) Schematic of on-chip 
pulling experiment with crystal structure. (B) Single-molecule unfolding trace with worm-
like chain fits. (C) Contour length histogram (n=25) for GFP unfolding. (D) Scatter plot of 
rupture force vs. force loading rate for GFP unfolding and cohesin-dockerin complex 
rupture.   
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Figure S3. Diagram of the expression vector pET28a with an individual gene of interest.  
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Figure S4. Schematic of fibronectin tetramer gene cassette. 
 
Figure S5. Schematic of sfGFP gene cassette. 
 
Figure S6. Schematic of spectrin dimer gene cassette. 
 
Figure S7. Schematic of xylanase gene cassette. 
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DNA microspotting 
A 24x60mm #1 thickness coverslip (Plano, Wetzlar, Germany) was silanized with 3-
Aminopropyldimethyl-ethoxysilane (ABCR, Karlsruhe, Germany) following literature 
protocols4. 
The DNA solution containing 1% nuclease-free Bovine Serum Albumin (BSA, Carl Roth, 
Karlsruhe, Germany) in nuclease-free water, was micro-spotted under humid 
atmosphere onto the silanized coverslip using the GIX Microplotter II (Sonoplot, 
Middleton, Wi, United States) and a glass capillary (30 µm tip diameter, World Precision 
Instruments, Sarasota, Fl, United States) according to the manufacturer’s instructions in 
a rectangular 40x16 pattern with 320 µm column pitch and 678 µm row pitch. Alignment 
of the cDNA array and the microfluidic chip was done manually using a stereo 
microscope. Bonding between the glass cover slip and microfluidic device was achieved 
by thermal bonding for 5 h at 80°C on a hot plate. 
Device operation 
The microfluidic device was operated at a pressure of 4 psi in the flow layer and 15 psi 
in the control layer. Operation started with the button and neck valves actuated for 
surface passivation. The flow layer was passivated by flushing with standard buffer (25 
mM TRIS, 75 mM NaCl, 1 mM CaCl2, pH 7.2) for 5 min and 2% BSA (in PBS) for 60 min. 
S30 T7 HY (Promega, Madison, Wi, United States) in vitro transcription and translation 
mix, supplemented with 1 µL T7 polymerase (Promega) and 0.5 µL RNase inhibitor 
(invitrogen, Carlsbad, Ca, United States) was then flushed into the chip, filling the DNA 
chambers (neck valve open). The neck valve was then closed and the chip flushed with 
borate buffer (50 mM sodium borate, pH 8.5) for 5 min to remove expression mix from 
the front chambers. Next the button valve was opened, and the borate buffer was 
flushed for 30 min to thoroughly deprotonate aminosilane groups on the glass surface.  
For maleimide / Coenzyme A functionalization, a solution of 5mM NHS-PEG-Maleimide 
(MW 513 Da, Thermo-Scientific, Rockford, Il, United States) in borate buffer was flushed 
for 45 min. The device was then rinsed with nuclease-free H2O for 2 min, followed by 30 
min of 20 mM Coenzyme A (Merck, Darmstadt, Germany) in coupling buffer (50 mM 
sodium phosphate pH 7.2, 50 mM NaCl, 10 mM EDTA), and 5 min of rinsing with 
standard buffer. 
The button valve was then actuated, and the channels filled with Sfp 
phosphopantetheinyl transferase in Sfp buffer (50 mM HEPES, 10 mM MgCl2). The neck 
valves were then opened and the sandwich valves closed to avoid chamber-to-chamber 
cross-contamination. The chip was incubated at 37°C for 2.5 h on a hot plate. After the 
first 1 h of incubation, the button valve was opened to allow linkage of expressed protein 
onto the Coenzyme A – functionalized area below the button. After incubation, the neck 
and button valves were closed, the sandwich valve was opened and the chip was 
flushed with standard buffer for 20 min. 
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To check for successful in vitro transcription and translation, fluorescence detection was 
used. The detection solution consisting of TagRFP-Cohesin Type 1 (2 µg/ml) in standard 
buffer was flushed through the device for 5 min with the button valve actuated. The 
sandwich valves were then actuated, and the button valve partially released by 
decreasing the pressure to 13 psi. After an incubation of 20 min, the button valve was 
fully actuated (15 psi), the sandwich valves opened, and the chip flushed with standard 
buffer for 20 min. Fluorescence images of all chambers were recorded on an inverted 
microscope with a 10x objective (Carl Zeiss, Jena, Germany), featuring an EMCCD 
Camera (Andor, Belfast, United Kingdom). Prior to force spectroscopy experiments, the 
chip was stored at 4°C under humid atmosphere for up to 24 h. 
Cantilever Functionalization 
A silicon-nitride cantilever bearing a silicon tip with a tip radius of ~10 nm (Biolever mini, 
Olympus) was silanized with 3-aminopropyl-dimethyl-ethoxysilane (ABCR, Karlsruhe, 
Germany) as described previously4. The protein functionalization was performed in a 
similar way as reported previously5. Briefly, a 50 µM solution of A2C CBM-Cohesin from 
Clostridium thermocellum in standard buffer was incubated with 1:2 (v/v) TCEP beads 
(Tris (2-carboxyethyl) phosphine disulfide reducing gel, Thermo Scientific, Rockford, IL, 
United States), previously washed with standard buffer, for 2.5 h. The cantilever was 
soaked in borate buffer for 45 min to deprotonate primary amine groups on the silanized 
surface, then incubated with 20mM NHS-PEG-Maleimide (MW 5 kDa, Thermo Scientific, 
Rockford, Il, United States) in borate buffer for 60 min. 
The cantilever was rinsed in three sequential beakers of deionized H2O. TCEP beads 
were separated from the protein solution by centrifugation at 1 krpm for 1 min. Next the 
cantilever was incubated for 60 min with reduced protein solution, mixed 3:1 (v/v) with 
standard buffer. The cantilever was then rinsed in three sequential beakers of standard 
buffer and stored submerged in standard buffer in humid atmosphere at 4°C for up to 24 
h prior to use. 
Force Spectroscopy 
For the force spectroscopy measurements, a custom-built TIRF (total internal reflection 
fluorescence) - AFM (atomic force microscope) hybrid6 was used. The TIRF microscope 
was used to image fluorophores in up to three different color channels simultaneously 
using an ‘iChrome MLE-S’ 4-colour laser (Toptica Photonics AG, Gräfelfing, Germany), 
an ‘Optosplit III’ triple emission image splitter (Cairn Research Ltd., Kent, United 
Kindom) and a ‘Xion3’ EMCCD camera (Andor, Belfast, United Kingdom).  A long-range 
xy piezo nano-positioning system (ANC350, Attocube Systems AG, Munich, Germany) 
allowed access to the whole microchip array as well as fine spatial sampling of different 
surface molecules separated from one another on the nanometer scale within each 
protein spot. Cantilever actuation in the z-direction was performed by a ‘LISA’ piezo-
actuator (Physik Instrumente GmbH & Co. KG, Karlsruhe/Palmbach, Germany) driven 
by a ‘MFP3D’ AFM controller (Asylum Research, Santa Barbara, CA, United States).  
The same force spectroscopy protocol was performed repeatedly in each functionalized 
protein target area, and consisted of a cantilever approach velocity of 3000nm/s, a dwell 
time at the surface of 10ms, and a retract velocity of 800nm/s. Data were recorded at a 
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10kHz sampling rate. The cantilever typically had a spring constant in the range of 
100pN/nm and a resonance frequency of 25kHz in water. Accurate calibration of the 
system was performed by the non-destructive thermal method7,8 utilizing corrections to 
account for discrepancies from the original theory5,9. 
Data analysis 
The raw data were converted from photodiode voltages into force values in piconewtons 
and the following standard corrections were applied: The z-piezo position was corrected 
for the true tip-sample separation due to deflection of the lever as a function of the force 
for a Hookean spring. The zero force value for the unloaded cantilever in each curve 
was determined by averaging the last 5% of the force values and subtracting this value 
from each force value in the curve. The position of the surface was determined by 
finding the zero crossing of the moving average in a small neighborhood of the first non-
negative force value in the force-extension trace.  
A pattern recognition software package described previously10 sorted out the curves 
showing worm-like chain force responses of the stretched protein constructs on the 
cantilever deflection with the corresponding increments in protein backbone contour 
lengths. After transforming the force-extension data for proteins of the same type into 
contour length space they were combined in a histogram with a bin size of 1nm. In the 
resulting energy-barrier position diagrams, the contour length increments could easily be 
determined. The transformation was performed with the parameters persistence length 
Lp=0.4nm and thermal energy kT=4.1pN*nm, force and distance thresholds were applied 
at 15pN and 30nm, respectively. The measurement data sets in each protein spot on the 
chip typically showed a yield of 0.5 – 5% specific interactions. 
The force peaks corresponding to protein domain unfolding events, as well as those 
corresponding to final cohesin-dockerin ruptures, were line-fitted in force-time space to 
measure the loading rate of each individual event.  
DNA Sequences 
Multiple cloning site: 
 
N terminal region 
T7 promoter | lac operator | RBS | ATG | ybbr Tag | HRV 3C 
protease site | HIS Tag (x6) 
TAATACGACTCACTATAGG|GGAATTGTGAGCGGATAACAATTCC|CCTGTAGAAATAATTTTGT
TTAACTTTAAG|AAGGA|GATATACAT|ATG|GGTACC|GACTCTCTGGAATTCATCGCTTCTAA
ACTGGCT|CTGGAAGTTCTGTTCCAGGGTCCG|CTGCAG|CACCACCACCACCACCAC|CCATGG
ACTAGTGCTAGC  
C terminal region 
Dockerin Type I | T7 terminator 
82 A. Appendix
 10 
aaagtggtacctggtactccttctactaaattatacggcgacgtcaatgatgacggaaaagttaa
ctcaactgacgctgtagcattgaagagatatgttttgagatcaggtataagcatcaacactgaca
atgccgatttgaatgaagacggcagagttaattcaactgacttaggaattttgaagagatatatt
ctcaaagaaatagatacattgccgtacaagaac|TAA|CTCGAGTAAGATCCGGCTGCTAACAAA
GCCCGAAAGGAAGCTGAGTTGGCTGCTGCCACCGCTGAGCAATAA|CTAGCATAACCCCTTGGGG
CCTCTAAACGGGTCTTGAGGGGTTTTTT 
10 FibronectinIII (4x): 
Glycin-Serin Linker (x6) 
GTTAGTGATGTTCCGCGTGATCTGGAAGTTGTTGCAGCAACCCCGACCAGCCTGCTGATTAGCTG
GGATGCACCGGCAGTTACCGTTCGTTATTATCGTATTACCTATGGTGAAACCGGTGGTAATAGTC
CGGTTCAAGAATTTACCGTTCCGGGTAGCAAAAGCACCGCAACCATTAGCGGTCTGAAACCGGGT
GTTGATTACACCATTACCGTTTATGCCGTTACCGGTCGTGGTGATTCACCGGCAAGCAGCAAACC
GATTAGCATTAACTATCGTACCGGTAGCGGTAGTGGTAGCGTTTCAGATGTGCCTCGCGACCTGG
AAGTGGTGGCTGCCACACCGACCTCACTGCTGATCTCATGGGATGCCCCTGCCGTGACCGTGCGC
TATTATCGCATCACATATGGCGAGACAGGTGGCAATTCACCTGTGCAAGAATTCACAGTTCCTGG
TTCAAAAAGTACCGCCACAATTTCTGGCCTGAAACCTGGCGTGGATTACACAATCACAGTGTATG
CAGTGACAGGTCGCGGTGATAGTCCGGCAAGTTCAAAACCGATTTCAATCAATTATCGCACCGGC
TCTGGCTCTGGCTCTGTTAGTGATGTTCCGCGTGATCTGGAAGTTGTTGCAGCAACCCCGACCAG
CCTGCTGATTAGCTGGGATGCACCGGCAGTTACCGTTCGTTATTATCGTATTACCTATGGTGAAA
CCGGTGGTAATAGTCCGGTTCAAGAATTTACCGTTCCGGGTAGCAAAAGCACCGCAACCATTAGC
GGTCTGAAACCGGGTGTTGATTACACCATTACCGTTTATGCCGTTACCGGTCGTGGTGATTCACC
GGCAAGCAGCAAACCGATTAGCATTAACTATCGTACCGGTAGCGGTAGTGGTAGCGTTTCAGATG
TGCCTCGCGACCTGGAAGTGGTGGCTGCCACACCGACCTCACTGCTGATCTCATGGGATGCCCCT
GCCGTGACCGTGCGCTATTATCGCATCACATATGGCGAGACAGGTGGCAATTCACCTGTGCAAGA
ATTCACAGTTCCTGGTTCAAAAAGTACCGCCACAATTTCTGGCCTGAAACCTGGCGTGGATTACA
CAATCACAGTGTATGCAGTGACAGGTCGCGGTGATAGTCCGGCAAGTTCAAAACCGATTTCAATC
AAttaTCGCACC 
sfGFP: 
AGCAAAGGTGAAGAACTGTTTACCGGTGTTGTTCCGATTCTGGTTGAACTGGATGGTGATGTTAA
TGGCCACAAATTTTCAGTTCGTGGTGAAGGCGAAGGTGATGCAACCATTGGTAAACTGACCCTGA
AATTTATCTGTACCACCGGCAAACTGCCGGTTCCGTGGCCGACCCTGGTTACCACCCTGACCTAT
GGTGTTCAGTGTTTTAGCCGTTATCCGGATCATATGAAACGCCACGATTTTTTCAAAAGCGCAAT
GCCGGAAGGTTATGTTCAAGAACGTACCATCTCCTTTAAAGACGACGGTAAATACAAAACCCGTG
CCGTTGTTAAATTTGAAGGTGATACCCTGGTGAATCGCATTGAACTGAAAGGCACCGATTTTAAA
GAGGATGGTAATATCCTGGGCCACAAACTGGAATATAATTTCAATAGCCACAACGTGTATATCAC
CGCAGACAAACAGAAAAATGGCATCAAAGCCAATTTTACCGTGCGCCATAATGTTGAAGATGGTA
GCGTGCAGCTGGCAGATCATTATCAGCAGAATACCCCGATTGGTGATGGTCCGGTTCTGCTGCCG
GATAATCATTATCTGAGCACCCAGACCGTTCTGAGCAAAGATCCGAATGAAAAACGTGATCATAT
GGTGCTGCATGAGTATGTTAATGCAGCAGGTATTACCCATGGTATGGATGAGCTGTATAAG 
alpha-Spectrin repeat 16 (chicken brain) (x2): 
Glycin-Serine Linker (x6) 
CGTGCTAAACTGAACGAATCTCACCGTCTGCACCAGTTCTTCCGTGACATGGACGACGAAGAATC
TTGGATCAAAGAAAAAAAACTGCTGGTTTCTTCTGAAGACTACGGTCGTGACCTGACCGGTGTTC
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AGAACCTGCGTAAAAAACACAAACGTCTGGAAGCTGAACTGGCTGCTCACGAACCGGCTATCCAG
GGTGTTCTGGACACCGGTAAAAAACTGTCTGACGACAACACCATCGGTAAAGAAGAAATCCAGCA
GCGTCTGGCTCAGTTCGTTGACCACTGGAAAGAACTGAAACAGCTGGCTGCTGCTCGTGGTCAGC
GTCTGGAAGAATCTCTGGAATACGGTAGCGGTAGCGGTTCACGTGCTAAACTGAACGAATCTCAC
CGTCTGCACCAGTTCTTCCGTGACATGGACGACGAAGAATCTTGGATCAAAGAAAAAAAACTGCT
GGTTTCTTCTGAAGACTACGGTCGTGACCTGACCGGTGTTCAGAACCTGCGTAAAAAACACAAAC
GTCTGGAAGCTGAACTGGCTGCTCACGAACCGGCTATCCAGGGTGTTCTGGACACCGGTAAAAAA
CTGTCTGACGACAACACCATCGGTAAAGAAGAAATCCAGCAGCGTCTGGCTCAGTTCGTTGACCA
CTGGAAAGAACTGAAACAGCTGGCTGCTGCTCGTGGTCAGCGTCTGGAAGAATCTCTGGAATAt 
Xylanase: 
aagaatgcagattcctatgcgaaaaaacctcacatcagcgcattgaatgccccacaattggatca
acgctacaaaaacgagttcacgattggtgcggcagtagaaccttatcaactacaaaatgaaaaag
acgtacaaatgctaaagcgccacttcaacagcattgttgccgagaacgtaatgaaaccgatcagc
attcaacctgaggaaggaaaattcaattttgaacaagcggatcgaattgtgaagttcgctaaggc
aaatggcatggatattcgcttccatacactcgtttggcacagccaagtacctcaatggttctttc
ttgacaaggaaggtaagccaatggttaatgaatgcgatccagtgaaacgtgaacaaaataaacaa
ctgctgttaaaacgacttgaaactcatattaaaacgatcgtcgagcggtacaaagatgacattaa
gtactgggacgttgtaaatgaggttgtgggggacgacggaaaactgcgcaactctccatggtatc
aaatcgccggcatcgattatattaaagtggcattccaagcagctagaaaatatggcggagacaac
attaagctttacatgaatgattacaatacagaagtcgaaccgaagcgaaccgctctttacaattt
agtcaaacaactgaaagaagagggtgttccgatcgacggcatcggccatcaatcccacatccaaa
tcggctggccttctgaagcagaaatcgagaaaacgattaacatgttcgccgctctcggtttagac
aaccaaatcactgagcttgatgtgagcatgtacggttggccgccgcgcgcttacccgacgtatga
cgccattccaaaacaaaagtttttggatcaggcagcgcgctatgatcgtttgttcaaactgtatg
aaaagttgagcgataaaattagcaacgtcaccttctggggcatcgccgacaatcatacgtggctc
gacagccgtgcggatgtgtactatgacgccaacgggaatgttgtggttgacccgaacgctccgta
cgcaaaagtggaaaaagggaaaggaaaagatgcgccgttcgtttttggaccggattacaaagtca
aacccgcatattgggctattatcgaccac 
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Methods 
Chip fabrication 
Flow and control wafers were obtained from the Stanford Microfluidics Foundry, 
design name DTPAd, according to the 640-chamber MITOMI design from 1. This 
design features 15 µm high flow channels, rounded by photoresist reflow, and a 
rectangular control channel cross-section for optimal valve closing operation. PDMS 
chips were fabricated as follows: For the control layer, a 5:1 mixture of Sylgard 184 
(Dow Corning) base:curing agent was poured onto the wafer, degassed, partially 
cured at 80°C for 20 min. The flow layer wafer was spin-coated at 2500 rpm for 75 s 
with a 20:1 base:curing agent mixture of Sylgard 184 and partially cured at 80°C for 
30 min. The control layers were cut out, holes were punched and control layers were 
aligned onto the flow layer PDMS on the flow layer wafer. Assembled chips were 
baked at 80°C for 90 min, cut, peeled off the flow layer wafer and holes were 
punched. After fabrication, PDMS chips were stored under Argon atmosphere for no 
more than 1 month. 
Chip functionalization 
The chip was bonded onto a clean glass slide at 80°C for 5 h. hydrochloric acid 
(12.5 %) was flushed into the chip for overnight storage in humid atmosphere.  
Silanization was prepared by flushing with ethanol for 20 min. A mixture of 70 % 3-
Aminopropyldimethyl-ethoxysilane (ABCR), 5 % H2SO4, 25% ddH2O was prepared, 
stirred for 1 h, mixed 1:4 with EtOH, and flowed through the chip for 30 min, followed 
by 10 min rinsing with ethanol. The silanization was consolidated by baking the chip 
at 80°C after peeling it off the glass slide. PEGylation was prepared by 30 min pre-
incubation in borate buffer (50 mM sodium borate, pH 8.5) and accomplished by 
incubating the chip with 0.25 mg/ml NHS-PEG-Maleimide (MW 5000, Rapp 
Polymere), dissolved in borate buffer, and covered with a glass slip. The chip was 
then rinsed with ddH2O and bonded for 30 min at 80°C onto a clean glass slide. For 
DNA functionalization, strand 1 (oligo sequences below) at 2 µM in coupling buffer 
(50 mM sodium phosphate pH 7.2, 50mM NaCl, 10 mM EDTA) was first flowed 
through the chip for 60 minutes, with the unused back chambers of the flow 
chambers sealed off using the corresponding valve. DNA oligos 2 and 3 were pre-
incubated in 5x phosphate buffered saline (PBS) for 2 hours at concentrations of 2 
µM (strand 2) and 4 µM (strand 3) and then flushed through the chip for 60 min. In 
parallel, a #1 thickness cover slip was prepared to serve as stamping counterpart: 
Therefore, it was amino-silanized (30 min), treated with NHS-PEG-Biotin (60 min, 
0.25 mg/mL in Borate buffer, MW 3000, Rapp Polymere), and incubated with 
Neutravidin (60 min, 1 mg/mL in PBS), and rinsed with ddH2O. Finally, the chip was 
rinsed and prepared for quick transfer onto the Neutravidin-presenting glass slide 
with a solution of 30 mM Trehalose and 5 ppm Tween in PBS allowed for short-term 
wetting and stabilization of the PDMS-surface-bound DNA oligomers. For all of these 
steps, flow layer pressure was kept constant at 4 psi. 
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Oligomer sequences 
All oligomers were purchased from IBA GmbH. 5’-GAA TTC-3’ is the 
palindromic recognition sequence of EcoRI and is displayed in the duplex of strands 
1 and 2. For the all-DNA probe experiments, the following three strands were used: 
Strand 1: (SH)-5'-tttttttttt-CTG CAG GAA TTC GAT ATC AAG CTT ATC GAT-3' 
Strand 2: 3'-GAC GTC CTT AAG CTA TAG TTC GAA TAG CTA C-ttttttt-5'-(Cy5)-5'-
ttttttt-C GAC GTC CTT AAG CTA TAG TTC GAA TAG CTA-3' 
Strand 3: Biotin-5'-tttttttttt-TAG CTA TTC GAA CTA TAG CTT AAG GAC GTC-(Cy3)-
3' 
For the multiplexing experiments, the following strands were used in various 
combinations: 
Strand 1-consensus: (SH)-5'-tttttttttt-TAGACCGGAATGAATTCGCTTATCT-3' 
Strand 1-star: (SH)-5'-tttttttttt-TAGACCGGAATGAATTGGCTTATCT-3' 
Strand 2-consensus: 3'-ATCTGGCCTTACTTAAGCGAATAGA-ttttttt-5'-(cy5)-5'-ttttttt-
TTAGTAAGGGAGCATATTGCATACGTTGAGGACTTATCAG-3' 
Strand 2-star: 3'-ATCTGGCCTTACTTAACCGAATAGA-ttttttt-5'-(cy5)-5'-ttttttt-
TTAGTAAGGGAGCATATTGCATACGTTGAGGACTTATCAG-3' 
Strand 3-25bp: Biotin-5'-tttttttttt-CTGATAAGTCCTCAACGTATGCAAT (Cy3)-3' 
Strand 3-30bp: Biotin-5'-tttttttttt-CTGATAAGTCCTCAACGTATGCAATATGCT (Cy3)-
3' 
Strand 3-35bp: Biotin-5'-tttttttttt-CTGATAAGTCCTCAACGTATGCAATATGCTCCCTT 
(Cy3)-3' 
Strand 3-40bp: Biotin-5'-tttttttttt-
CTGATAAGTCCTCAACGTATGCAATATGCTCCCTTACTAA (Cy3)-3' 
Prior to each experiment, Thiol-containing strands were reduced with 5 mM 
TCEP (Thermo Fischer Scientific), purified by ethanol precipitation and resuspended 
in coupling buffer. EcoRI was purchased from New England Biolabs and flushed into 
the chip at a concentration of 10 nM in a buffer solution (pH 7.6) containing 10 mM 
HEPES, 170 mM NaCl, 1 mM EDTA, 50 µM DTT, and 100 µg/mL BSA. 
Contacting mechanism 
The functionalized chip, bound to the Neutravidin glass slide, was flushed with 
1x PBS at a reduced pressure of 0.5 psi prior to button actuation (“stamping”) and 
measurement. The button valve pressure was linearly increased from 0 psi to 15 psi 
over 150 s. After a contact time of 10 min, the button was retracted by lowering the 
pressure to 0 psi linearly over 150 s. 
Readout 
Data acquisition was performed chamber-by-chamber, scanning the microfluidic 
chip. Confocal stacks of up to 25 images at a vertical distance of 1 µm were recorded 
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for the cy3 and cy5 channels using a spinning disk unit (Yokogawa) and an EMCCD 
Camera (Andor) on an inverted microscope through a 40x / 1.3 NA oil immersion 
objective (Carl Zeiss). The chip was scanned using hybrid DC/piezo motors (Physik 
Instrumente) for x- and y-directions, an objective piezo positioner (Physik 
Instrumente) for z-direction and a custom-designed scan software (Labview, National 
Instruments). Excitation lasers at 532 nm (cy3 channel) and 640 nm (cy5 channel) 
were used in combination with emission filters at 593 nm and 676 nm (AHF 
Analysentechnik). The exposure time was set to 100 ms to balance data quality and 
experiment duration. Thus, a 640-chamber chip can be scanned and imaged in 60-90 
minutes. If time constraints apply, reducing the exposure time and/or increasing the 
confocal slice-to-slice distance will speed up readout at the expense of raw data 
signal-to-noise and fit quality. 
Analysis 
The recorded stacks of confocal fluorescent images were analyzed by choosing 
two distinct circular regions of interest (ROI): Region 1 corresponds to the button 
valve contact area, while region 2 does not overlap with the contact area. Vertical 
mean intensity profiles were plotted for each region and fluorescent channel. These 
profiles were fitted with the sum of two Gaussian functions and a constant 
background offset in the case of contacted region 1, and the sum of a single 
Gaussian and a constant background in the case of no-contact region 2. These 
Gaussian fit data yield integrated intensity values for each region, channel, and 
location (top/bottom). From these, relative rupture probabilities are computed, namely 
the value of normalized fluorescence. Its value between 0 and 1 denotes the fraction 
of probes under load, which rupture at the bottom bond. 
Bell-Evans model 
The multiplexing application data can be fitted with a Bell-Evans model 
simulation, as described in high detail previously 2. In short, both the probe and 
reference bonds can be described by a two-state rupture probability depending on 
force f, force loading rate f’, potential width Δx and rate koff: 
€ 
p f , f '( ) =
koff
f '
⋅ exp f ⋅ Δx
kBT
⎛ 
⎝ 
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f
∫
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Δx and log(koff) are assumed to be linear functions of oligomer length n: 
€ 
koff =10
α−β ⋅n s−1 
€ 
Δx = t + n⋅ m( )⋅ 10−10m 
α, β, t and m are the independent fit parameters. For dsDNA, previous experimental 
studies have found: α = (3 ± 1), β = (0.5 ± 0.1), t = (7 ± 3),m  = (0.7 ± 0.3)3. The 
loading rate of 105 pN s-1 was estimated experimentally from PDMS stamp separation 
velocity, effective spring constants of the PEG linkers and the functionalization 
density 4. The oligomer length dependence of normalized fluorescence is then given 
by: 
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with the fA and fB, the points of equal rupture probability, defined by: 
€ 
pref fA, f ',nref( ) = pprobe fA, f ',nprobe( )
pref fB, f ',nref( ) = pprobe fB, f ',nprobe( )
 
If only one force fA > 0 fulfills this requirement, then fB = 0. The fit routine yields 
values in consistency with literature values: α = 3.73, β = 0.355, t = 5.24, m  = 0.415. 
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Supplemental Figure 1 
Chip and slide functionalization. (a)-(e) schematically summarize the multistep 
functionalization procedure of chip and slide as described in the online method 
section. (f) shows the resulting setup after chip and slide alignment. 
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Supplemental Figure 2 
Button geometry and dynamics. (a) Button geometry just prior to glass contact 
in multiple chambers, determined by interference patterns between glass and PDMS 
in microscopy. (b) PDMS-Glass distance plotted against time. Various radial 
distances from button valve center (cf. bottom-left inset) are plotted for approach 
dynamics (main graph) and compared to a typical retraction curve (top-right inset). 
These data are collected from time-course interference pattern changes. Data 
(crosses) are fitted with linear functions (lines). The slope of each fit allows for the 
determination of approach or retraction velocities. 
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