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In recent years, social robots have become more popular for use in the home. Especially, 
in human-robot interaction (HRI) research field, communication robot which uses any te-
chiniques of image, audio and natural language processing is expected to talk with people 
in daily life. It is important for these robots to have the ability of estimating human state 
during communication like human. These human states are devided into two parts, one is 
internal state like emotion or timid to talk about the topic, the other is activity information 
of person. For classifying or understanding these tasks by machine, deep neural networks 
(DNN) methods which utilize large amount of labeled data for creating the classifier israpidly 
increasing in research field. However, it is necessary to consider muJtimodal information for 
estimating complex task like human state or video processing which has time information. 
Futhermore, DNN for multimodal learning model is quite complex and requires labeled data 
more than general DNN, while labeled data of multi modal information is difficult to collect. 
In this research, we divide multi modal or complex information into simplified single modal 
information, and make classifers by learning simplified single modal information. Addi-
tionaly, we integrate these classifers results by using rule based architecture for estimating 
multimodal or complex information. We utilize this architecture to tackle estimating above-
mentioned human state, internal state and action information. 
To estimate human interanal state is useful for realizing smooth communication between 
robots and human. In this research, we focus on the state of timidding to talk and estimate the 
state by using motion and audio information during communication. According to psychologi-
cal study, nonverbal information is more important than verbal information in communication. 
Therefore, we employ the motion and audio information as nonverbal information and make 
classifiers respectively. 
To recognize action is for detecting what human does now. We divide action information 
into human motion and related objects. We make classifiers of motion and objects detection 
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近年，我が国における経済産業省，新エネルギ ・ー 産業技術総合開発機構 (NEDO技術
開発機構），産業技術総合研究所が策定した技術戦略ロー ドマップの中で， ロボッ ト分野
が今後大きく普及及び力を入れるべきであるとされている．ロボッ ト市場は 2003年の約



































































































































































る． ACM学会の国際会議InternationalConference on Multi modal Interactionの “Emotion
Recognition in the Wild Chalenge’'が2013年から開始し，国際会議の一つである Associ-
ation for the Advancement of Affective Computingにおいても “TheAudio Visual Emotion 

















































12 第 3章 連想構造による知能統合
l 4章人の内的状態の推定 l [ 5章人の行動状態の推定 l 
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• Rule 1: IF Motion is Awkwardnes and Audio is Awkwardness THEN Awkwardnes. 
• Rule 2 : IF Motion is Awkwardness and Audio is Natural THEN Awkwardness. 
• Rule 3: IF Motion is Natural and Audio is Awkwardness THEN Awkwardness. 




















































































dimentional modelはより 一般的な方法として知られている ．ラッセルの円環モデ
ル [I9]が代表的で， arousalとvalenceの2軸で感情を表現している．モデル上のarousal
4」 関連研究 ：内的状態の推定
軸は relaxから arousedまで， valence軸は unpleasantから plesantまでで構成されてい
る．同様な手法は他にも提案されており， 三次元で感情を表現する Pleasure,Arousal and 
Dominance (PAD) [20]モデルがラッセルの円環モデルに比べ， dominance軸を加えてい






























20 第 4章 非言語情報による人の内的状態の推定
Kismet [25]は，声の音声から 5つのカテゴリ(approval,prohibition, comfort, attention and 
neutral)に機械学習手法である GaussianMixture Model (GMM) [26]を用いて分類する．
これら 5つのカテゴ リは， arousal,valenceとstanceの指標で構成された感情マップに
マッピングされ識別される． Neurobaby[27]は，幼児を模擬したエージェントで， Neural













































































J --- J 三











料理は普段しますか？ Yes/ No 
料理 上手くなりたいですか？ Yes /No 
どう してですか？ 理由
東北に行ったことありますか？ Yes I No 
旅行 楽しかったですか？ ／行ってみたいと思いますか？ Yes I No 
なぜですか？ 理由
バドミントンをしたことがありますか？ Yes/ No 
運動 楽 しいですか？ ／やってみたいと思いますか？ Yes/ No 
なぜですか？ 理由
プログラミングをしたことがありますか？ Yes/ No 
趣味 好きですか？ ／やってみたいと思いますか？ Yes/ No 
なぜですか？ 理由
設證されている．非言語情報である発話中の動作情報を取得するために，カメラ型モー








































き情報は， Kinectによ って時系列で得られた関節，顔情報の座標デ ター， 顔の各回転軸の
値から速度ベクトルを算出することで得られる • Kinect によって得られた距離画像の解
像度は，512*424 pixelsで 15fpsのframerateで取得可能である．本実験では，人の姿勢
や動きを表現する関節情報を Kinectを用いて取得を行なった． Kinectで得られる関節情



























































































被験者 A 被験者B 被験者C
自然な対話 話しづらい状態 自然な対話 話しづらい状態 自然な対話 話しづらい状態
身体特徴
顔の回転
0.08377 0.12509 0.0512 0.12946 0.06728 0.18781 
Pitch [m/frame] 
顔の回転
0.12230 0.18125 0.11410 0.14080 0.07185 0.25163 
Yaw [m/frarne] 
頭部の動き
0.02582 0.04527 0.01674 0.02544 0.21020 0.07405 
x軸 [m/fame]
頭部の動き





594.34 372.73 427.81 305.79 459.87 129.97 噂
最大値 [Hz] 稲

































表 4.3では， 二つの機械学習による識別モデルを用いて [53],QI, Q2, Q3それぞれの










30 第 4章 非言語情報による人の内的状態の推定
? ? ? ? ? ? ? ● max 硲 min




識別器 Question Precision Recall F-measure 
Q1 0.000 0.000 0.000 
SVM Q2 0.100 0.125 0.111 
Q3 0.750 0.750 0.750 
Ql 0.367 0.375 0.365 
Random Forests Q2 0.5 0.5 0.5 
Q3 0.633 0.625 0.619 
4.4 学習による識別モデルの生成
従来の全ての要素を一つの識別モデルで学習を行う手法と本手法の統合システムでの比
較を行うために，学習の評価実験は a)Neural Networks (NN)で全学習，b)NNで動作と
音声の特徴を用いて個別に学習を行い，連想推論を用いてマルチモーダル情報の統合を行

















Class Precision Recall F-measure 
NN (trained al sources) 0.625 0.625 0.625 
Proposed system 0.750 0.667 0.706 
• Rule 1: IF動作is話しづらい and音声 is話しづらい状態THEN話しづらい状態．
• Rule 2: IF動作is話しづらい and音声 is自然な状態THEN話しづらい状態．
• Rule 3: IF動作is自然な状態and音声 is話しづらい状態THEN話しづらい状態．















































































































な特徴である HOG特徴位 [55],MBH特徴届 [56]やHOF特徴鎚 [57]を使用して画像
情報を機会に理解させるこ とを挑戦してきた．さらに， DNNを始めとした深層学習手法
が急速に進展しており， CNN,Faster Region based Convolutional Neural Network (Faster 
R CNN) [58], Region based Fuly Convolutional Neural Network (59], Multibox [60], Single 














同学習手法の一つである ConvolutionalNeural Networks (CNN) [35]を基盤技術とした研
究が，画像中の物体検出の精度を競うコンペティションで “ImagenetLarge Scale VisuaJ 










36 第 5章 動画情報における動作状態の推定
入力層 畳み込み層 Rclu層 Pooling層 全結合層
図5.1 Convolutional Neural Network 
用いた識別に使用
CNNも教師あり学習である他の深層学習手法と同様に，学習による識別モデル生成の























5.1 関連研究 37 
て様々な手法が提案されている． ［39][40] [41] 
三次元情報として動画情報を CNNへ入力することを考えると ，動画情報の要素
をH*W*T(Height x Width x Time)として扱う場合， 二種類の二次元の畳み込み
(t = 1) t = T)と三次元の畳み込み (1< t < T)の三種類に分類できる． 従来手法 [41]を
元に図5.2に示す．





















理によって精度の出る識別モデルとして用いることが可能である． Simonyanet al. (42] 
は，動画情報処理のために， 二つの2DCNNを並列で使用する Two-StreamConvolutional 
Networksを提案した．これは，空間情報を扱う CNNと時間情報を扱う CNNに分かれて
38 第 5章 動画清報における動作状態の推定
Single Fusion --，ロ忍1 Late Fusion 9 "-































函5.4 Two-Stream Convolutional Networks 


















5.1.4 3D Convolutional Neural Network 
3D Convolutional Neural Network (3D CNN)は三次元の入力情報(Height,Width, Time) 
を扱う ．動画のデータセットを用いた評価実験を行った研究で 3DCNNが空間情報と時
間情報を組み合わせた手法と して提案された [40][41]. 3D CNNは大凪のパラメータを












また， deeper3D CNN (C3Dとも呼ばれる）も動画情報を処理する手法として提案されて
いる [41]．前述の手法と同様に，大規模データセットである Sports-1M large-scale dataset 
39 






















と物体の関係性の推定に使用している． Liand Fei-Fei [69]は， 画像中に出現している物
体のカテゴリから，画像中に生じているイベントの判別を行う研究を行なっている． Wu






































上述した意味関係を連想推論を行う Bi-directionalAssociative Memory (BAM)構造で実
装した．連想推論のために IF-THENルールモデルを定義する必要がある． IFパートは入
力情報で表し， THENパートは出力を表している．どちらも数値ではなく，シンボル情報






















• Rule 1 : IF handled object isマヨネーズボトル andtarget object is存在しない
THENマヨネーズを手に取っている．
• Rule 2 : IF handled object isマヨネーズボトルandtarget object is存在する THEN
マヨネーズを注いでいる．
• Rule 3 : IF handled object isチーズandtarget object is存在しないTHENチーズを
手に持っている






5.3 画像中の物体検出 43 
一 一One hotベクトルでルール記述
物体・動き 棺闊 行動
11 [ 1 0 1.. 1]一會01[ 0 0 1 0] 
チーズパン動き 置く















]new [ 0.8 0 0.7... 1 ] 
チーズパン 動き
箕










デルの一つである SingleShot MultiBox Detector (SSD)を用いた．SSDは画像の解像度










Feature layer (predict bmmding box) 
Input 






























































First Person Video Dataset (GTEA) [76]を用いた．
図5.8に転移学習の構成を示す．図中の青い箇所が事前に学習されたモデルである．本




















objectとして定義した．これらの関係を図 5.9に示す．固中ではチーズ (handledobject) 

































Object Detection 立幽 Handled object 























Proposed Method Context Fusion 69.0 
5.6 まとめ：動作状態の推定
本研究では今人が何をやっているかといった日常での人の行動認識を，カメラ付きメ














































































ルールベースで統合 した． このルールでの統合に，関連 した物体と手の動き方の意昧関係
を考屈することで行動の認識を行った．例として，チーズを手にも っていて，パンの方
向に動いている状況の場合，行動は“切る”より“置 く’'が適切である．動画中の物体検
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