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In this note, we prove a generalization of a theorem of Morrison (Notices Amer. 
Math. Sot. (1962), 119) which states that the only real finite symmetric convolution 
integral operator K in L*[ - 1, l] with kernel p analytic about the origin, which 
admits a second order, singular symmetric differential operator in its commutator 
is (aside from a trivial scaling) given by 
tt 
K&x) = s P(X -Y) 4(v) 4 
4EL2L--I, 11, -I 
with 
0, sinh 0, Y 
P(X) = n -3 -2<x<2, 
1 2 
where 0, and 0, are either real or pure imaginary. If either 0, or Sz, = 0, one takes 
the appropriate limit. The associated commuting differential operator is 
L = 2 a(x) g + b(x), 
with 
sinh’Q,x 
a(x)=l-sinhZn 
2 
and 
b(x) = (0; -a;) a(x) + 52,. 
Here Q3 is an arbitrary real constant, Our result states that this remains true, under 
the relaxed assumptions that p is Ca, with 0 as a non-degenerate critical point, and 
a(x) and b(x) are C’ and Co, respectively. Thus under a mild smoothness and non- 
degeneracy hypothesis, the only examples are those in which K is a time-and-band 
limiting operator and L is the operator originally found by Landau, Pollak, and 
Slepian. c 1990 Academic Press, Inc. 
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1. INTRODUCTION 
For certain integral operators K of practical interest, it is possible to find 
a differential operator L which commutes with K. This situation, when it 
occurs, is enormously beneficial. Indeed, the task of determining the spec- 
tral structure of K is greatly simplified. Let us suppose that K is a real, sym- 
metric, finite integral operator, acting say in L2[ - 1, + 11. The eigenvalues 
of K then constitute a denumerable subset of the real line. Suppose further 
that the differential operator L is (formally) self-adjoint. Then if it turns 
out that L has a canonical self-adjoint extension in L2[ - 1, 11, with 
(preferably) simple spectrum, the practical computation of the eigenfunc- 
tions of K is rendered tractable by the fact that now ordinary differential 
equations are involved, as opposed to integral equations. From a theoreti- 
cal standpoint, it is now also possible to bring to bear the vast literature 
on asymptotic properties of solutions of ordinary differential equations, in 
obtaining analytical information about the eigenvalues and eigenfunctions. 
The most famous example of this phenomenon is the band-and time limiting 
operator of Landau, Pollak, and Slepian [7-l 11. Here, the integral 
operator K is the operator acting in L2[ - T, T], which corresponds to 
taking the Fourier transform, restricting it to a finite closed interval 
[ -Q Q], applying the inverse Fourier transform, and then restricting the 
support of the resulting function to [ - T, T]. Explicitly, it is given by 
d(v) dy 
3 @L2[-T, T]. 
It is discussed in Dym and McKean [4, Sect. 2.9, pp. 121-1321. The 
associated commuting differential operator is 
L=$(T’-x2)$-RZs’. 
The pair L and K may also be found embedded in the work of Ince 
[6, p. 2011. It quite likely has a long and venerable tradition. 
The eigenfunctions of L, are the well known prolate spheroidal wavefunc- 
tions of quantum mechanics. In their beautiful series of papers, Landau, 
Pollak, and Slepian were able to derive sharp estimates for the asymptotics 
of the eigenvalues of K. Widom [ 121 used similar ideas in an astute deriva- 
tion of the asymptotic behavior of the eigenvalues of a family of Fourier 
integral operators. The reader is invited to see references [ 1,2] for other 
examples of both a theoretical and a practical nature. 
It has long been observed that such pairs of operators are quite uncom- 
mon. Morrison [S], in a much cited (but unpublished) manuscript, con- 
sidered the converse problem of when there exists a concolution integral 
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operator commuting with a second order linear differential operator. That 
is, he considered operators of type 
W(x) = I+’ ,4X-Y) d(Y) dY, 4EL2[-1, +l], 1x1-c 1 (1.1) 
-1 
and 
L=$a(x)$+b(x). (1.2) 
He showed that essentially the only such operators were there those found 
by Landau, Slepian, and Pollak under the hypotheses 
(a) p( .) is even and analytic at 0, 
(b) a(l)=a(-l)=O. 
The object of this paper is to prove a strengthened version of Morrison’s 
converse result. We suppose instead that 
(a) p( .) is even and C*, 
(b) a(l)=a(-l)=O, 
(c) a( .) and 6( .) are C2 and Co, respectively. 
To avoid trivialities, we assume naturally, that a( .) is not identically 0. 
We prove the following result. 
THEOREM. Let K be a finite convolution integral operator with an even, 
non-constant C2 kernel p as in (1.2). Then if K admits a commuting singular 
differential operator L as in (1.2), one of the following alternatives holds: 
(a) 0 is a degenerate critical point of p, i.e., p(O) = 0, or 
(b) we have 
Q, sinh 52, x 
P(x)=~sinhQ x9 
1 2 
where Q, and O2 are either real or pure imaginary constants with Szf # Sz:. 
In the latter case, one has, to within a multiplicative constant, 
sin’ Q2 
a(x)= 1 - sinh2 Q 
x 
2 
(1.4 
and 
b(x) = (Q: - ~2;) a(x) + Q3. 
Here Q3 is an arbitrary real constant. 
(1.5 
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Remark. (a) Morrison [S] assumes that p is analytic about the origin 
and is able to conclude that, apart from the trivial case when b(x) is con- 
stant, either p = 0 or p is as stated in the Theorem. We assume only that 
p is C2 here, and conclude that either p is given by (1.2) of o(O) = 0. Note 
however, that non-degeneracy of a critical point is a generic condition. The 
theorem thus shows that indeed, the existence of a commuting differential 
operator is an extremely rare went for C2 kernels. It is remarkable that an 
apparently minor restriction on the kernel is sufficient to force it to be 
analytic. 
(b) Since p is even, K is a symmetric, compact operator. As such, it 
has a denumerable spectrum consisting entirely of real eigenvalues. Each 
eigenspace is finite dimensional, with the possible exception of the null 
space, and zero is the only possible accumulation point of the spectrum. 
L2[ - 1, + 1 ] breaks up as a direct orthogonal sum of the eigenspaces. The 
assumption that a( + 1) = a( - 1) = 0 is the singular operator case, as 
treated in [S]. Its purpose is to guarantee that L is formally self-adjoint. 
The analysis presented however, goes through in general. We also point 
out that more general problems such as LK = KT, where T is a differential 
operator, may be treated by methods similar to the one presented here. 
(c) The theorem shows that fairly singular kernels are required, if 
one is to have success finding other pairs of operators K and L. Natural 
candidates may be Green’s functions for second order differential operators, 
but one may also wish to consider examples whose singular behavior is 
worse than is the case for this class of functions. 
(d) A preliminary observation allows us to consider only two special 
cases. Let 
a*(x) = 
a(x) + 4 -x) 
2 
and similarly for b(x). Set 
(1.6) 
(1.7) 
The eveness of p implies that K preserves the even and odd subspaces of 
L*[ - 1, + 11. A simple calculation now shows that [K, L] = 0 if and only 
if [K, L, ] = 0. Thus we may search for operators of a definite parity 
without any loss of generality. The proof below is for the even case. 
Analogous arguments rule out the odd case. 
(e) The proof given here, uses entirely different ideas from those in 
Morrison [S] or Griinbaum [3], where the analyticity of p is used in a 
crucial way. A quick outline of the proof here is as follows. The first step 
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is to show that b(x) is essentially determined, once a(x) is. This is standard 
and is also shown in [S]. Propositions 2.1 and 2.2 show that the function 
a(x) is C2 on the interval (- 1, + 1). Ultimately, this enables one to 
rigorously write down a nonlinear second order differential equation for 
a(x) which is subsequently reduced to a linear differential equation whose 
solution is easily found. The kernel p is then easily determined from 
another linear differential equation. 
2. PROOF 
Assume henceforth that K and L are defined by (1.1) and (1.2), respec- 
tively, [K, L] = 0, and 0 is a non-degenerate critical point of p; i.e., 
p(O) ~0. By virtue of the preceding remark, we assume first that a(x) 
is even. A routine integration by parts, which we omit, shows that the 
condition 
Liq = KLd (2.1) 
for all 4 E C’( - 1, + 1) is equivalent to the familiar differential-difference 
equation (see for example [3, 51) 
ii(X-.Y)C4X) - 4Y)l+ a-x -.?J)CW) + 4y)l+ Ax-y)Cb(x) - b(y)] = 0 
(2.2) 
for all x,y E ( - 1, + 1). Dividing (2.3) by x-y and taking the limit as 
y -+x, we obtain 
3fi(O) b(x) + p(0) d(x) = 0. (2.3) 
Equation (2.3) implies that p(O) # 0, since u(x) is not identically zero, and 
p(O) # 0. Thus we obtain 
b(O) b(x) = -3 - 
P(O) 
u(x)+ 03, 
where Q, is a real constant. 
Since b(O) #O, it follows that in a neighborhood of the origin, say 
IzI < 6, p(O) p(z) - 3p(O) p(z) # 0. Thus, we may define there, a continuous 
function R( .) via. 
R(z) = 3ii(o) ;(y’,;‘,, ..(z). (2.5) 
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We see that R is odd as p is even. Furthermore, 
lim R(z) 1 -=- 
z-0 z 2’ (2.6) 
In particular, 0 is an isolated zero of R. We may adjust the value of 6 so 
that 0 is the only zero of R in the interval [ -6, S]. Equations (2.2), (2.4) 
and (2.5) imply that 
4x) - 4~) = W -Y)C~X) + Q)l (2.7) 
for all x, yE(-1, 1) satisfying [x-y1 <6. 
Let c(x) =a(~)--u(0). Then (2.7) holds with c( .) in place of a( .). 
Further, we set 
y,=sup{x>0: [O,X]CCP’(0)) 
and 
y1 = sup{x > 0; [O, x] c E?(O)}. 
Clearly 0 < y. = y, as c is C” with i(O) = c(0) = 0. 
2.1. PROPOSITIO;. (a) c( .) is C2 in a neighborhood of the origin. 
(b) YO=Y~ =a 
(c) R( .) is C’ in a neighborhood of the origin. 
Proof (a) For 1x1, ]yl <d/2, we have from (2.7), since c is even, and 
replacing y by -y, 
0) - C(Y) = R(x +y)[It(x) - +)I. 
Division by x - y and passage to the limit implies that ?( .) is differentiable 
and 
t(x) t(x) = - 
6 
R(2x)’ 
I4 < -5 2 
from which we conclude that it is continuously differentiable. 
(b) We show that y1 = 0. If not, then chose 0 <x < y1 < y, with 
Ix -yJ < 6. Then (2.6) and (2.7) yield 
c(y)==W-Y) e(y) 
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which is impossible unless 2(y) = c(y) = 0, in violation of the definition 
of Yl. 
(c) The above implies that we may find y arbitrarily small in 
magnitude with i(y) # 0. Then for z sufficiently small, E( y + z) # 0 and is of 
the same sign. (2.7) now shows, on writing x = y + z, that R( .) is C’ near 
the origin. 1 
2.2. PROPOSITION. c( . ) is C2 on the entire interval ( - 1, 1). 
Proof: Without loss of generality, we may redefine the 6 occuring above 
so that R( .) is C’ and non-zero and c( .) is C* for IzI < 6. Then (2.7), recast 
in the form 
2(x) = c(x) - C(Y) 
Nx-Y) 
- 4Y), IX-Y1 <k 
shows that the domain on which c( .) is known to be C* may be continually 
extended past any fixed point y, where it is known to be locally C2, by an 
open interval of length 6, whence the assertion. u 
Equation (2.7) now implies that for Ix - yI < 6, one has 
c(x-y)[?(x)+i(y)] -6(x-y)[c(x)-c(y)] =o. (2.8) 
Fix x with 1x1 < 6, differentiate (2.8) with respect to y, and set y =0 to 
obtain 
if(x) c(x) - (i,(x))2 + E(O) c(x) = 0. (2.9) 
Let 
d = sup{& (2.9) is valid for 1x1 < 6). 
Then 6~4~1. 
2.3. PROPOSITION. If 0 < x < A is such that a solution c( .) of (2.9) does 
not vanish there, then for all y satisfying x < ( yl < A, c(y) # 0. 
Proof: Observe that by (2.9), c(z) =0 for IzJ <A implies t(z) = 0 as 
well. Assume by way of contradiction that there exists a point to the right 
of x at which c( .) vanishes. Set 
and 
x -. =sup{y<x:c(y)=O) 
x, =inf{y>x:c(y)=O}. 
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On the open interval (x- , x,), (2.9) is equivalent to 
Multiply throughout by 2?(x)/c(x) and integrate once to obtain 
(i(x))’ = 4@(c(x))2 + Z(O) c(x) (2.10) 
for some constant Q,, whixh is either real or pure imaginary. Substitution 
in (2.9) now shows that c( .) is C” there and satisfies 
d3’(x) = 452; i(x). (2.11) 
But now the boundary conditions at x+ force c( .) to be identically zero. 
The contradiction establishes our assertion. 1 
The above proposition, together with assertion (b) of Proposition 1, now 
implies that 0 is an isolated zero of c( .). One then sees by repeating the 
above steps that 
sin2 sZ,x 
c(x) = const x 
smh2 52, 
for x in a neighborhood of the origin (with the usual convention if Sz, = 0). 
But now we observe that (2.7) shows that c( .) is uniquely determined by 
its values near the origin. Choosing our constants so that c( + 1) = -1, i.e., 
a(O) = 1, the fact that 
u(x) = l- 
sinhz 0,x 
sinh’ 0, ’ Ix1 6 1, 
(2.12) 
and 
R(z) = &-- tanh(Q,z), I4 G 2, (2.13) 
2 
constitutes the unique solution in this case is a direct consequence of the 
addition theorems for the hyperbolic functions, 
The determination of c( .) leads at once to the differential equation 
b(z) x 2QZ coth(S2,z) p(z) + (52; - Q:) p(z) = 0, IZI d 2, (2.14) 
where we have written Sz: in place of the constant Q: + 3p(O)/p(O). 52, is 
again either real or pure imaginary. This may be reduced to a constant 
coefficient differential equation by making use of the substitution 
p(z) = u(z) csch 0,~. (2.15) 
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There results 
ii-l&+=0. (2.16) 
Two linearly independent solutions for u are cash Q, z and sinh 52, Z. 
Appealing now either to the boundedness of p at 0, or to its parity, implies 
that (up to a scalar multiple) 
Q, sinh Q,z 
P(Z) = n sinh Q z’ 
I 2 
(2.17) 
The usual conventions regarding L?r or fi2, = 0 apply. This is the same 
family of solutions found by Morrison [S]. Note that a: #sZi, for 
D(O) #O, but that taking Q, equal to Q2, in (2.17) yields the obvious 
example of a “degenerate” kernel with a commuting ddifferential operator, 
viz., a constant. In this case, h( .) is equally trivial, and any C’ function 
vanishing at the endpoints will suffice for a(.). 
The case of odd diffusion coefficient a( .) is treated similarly. One 
concludes that the a(. ) E 0. The details are omitted. 
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