The Lambert W function has utility for solving various exponential and logarithmic equations arranged in the form of f (x)e g(x) . This document presents a variety of categorized inversion formulas and identities making use of the W function and tetration. Related techniques are then used to derive polar forms of exponential and related functions.
Introduction
This document presents a series of algebraic applications of the Lambert W function, specifically in using it for deriving new solutions to various exponential and logarithmic equations. Section 2, beginning on page 3 summarizes these solutions with proof of derivations starting on page 11.
Although the W function has been defined since the time of Euler, it has only recently been applied to common sciences and mathematics. It is used in models for mechanics [5] , electrical engineering [6] , quantum physics [7] and computational science [8] . For example, consider an equation used in chemical engineering for modeling the time evolution of film thickness of particles in a reaction, with D(t) representing film thickness over time, a and b representing reaction constants and W(t) is the Lambert W function [10] : {(t, D(t)) ∈ To understand how to arrive at an exact solution for time, one must know the W function's definition and properties in the following sections. The exact solution is shown on page 6.
Overview Of The W Function
The Lambert W function (or "W function") denoted as W (z) (for any z ∈ C), is defined as the inverse of ze z [1] and satisfies the relationship z = W (z)e W (z) .
It was originally introduced by Johann Heinrich Lambert when considering functions containing combinations of polynomials and exponents. Euler later utilized it for his famous power tower function and defined its relation to tetration [9] . Although it is analytically defined in the complex plane, this document restricts the W function and consequent derivations to real-valued functions. e , 0) and is comprised of two branches [2] . The principal branch, denoted W 0 (x), is the Lambert W function on the interval [− 
Tetration
The Lambert W function was shown to be related to tetration by Leonard Euler in his work on iterated exponentials [3] . Tetration is a term coined for the next iterative operator beyond exponentiation or otherwise called iterated exponentiation [4] . A notation similar to an exponent can be used to represent this operation:
n a = a a a ... n times with a being the base and n and being the height of tetration [8] . This can more simply be suggested as "a to the height of n".
Tetration has two different inverse operations, one being an iterated logarithm [8] and other other being what is only colloquially called the super root or tetra root. The tetra root is the inverse operator that returns the base for a given nth height. For instance, in the case of x x , or 2 x, the tetra square root would be used to return x, tr 2 (x x ) = x.
This relates to the W function which can be used to define the tetra square root, derived from finding the inverse of f (x) = x x : y = x This shows that the inverse of x x is e W (ln(f (x)) explicitly notates the tetra square root. For real numbers, this function's principal branch is defined over the interval [e In working with intricate exponents, it is useful to condense the notation for certain operations. One of these is the nth tetra root, which can be denoted generally as tr n (x). For clarification, t represents tetra, r as root and n the height of tetration it inverts.
Identities of the W function
the following identities can be derived:
A change of base formula can be derived by generalizing the base of the exponent:
and thus the change of base formula is W 0,a (y) =
.
New Solutions to Equations
Below is the series of various exponential and logarithmic equations with their respective inverses alluded to earlier, arranged by category. Inverses of functions similar in form to ze z harness the W function, starting with the basic example y = xe ax .
This function is inverted by manipulating the factor into the same form as the exponent to implore the use of the W function: ,
This is also true for more complicated functions containing combinations of logarithms, exponents and specific types of polynomials (See pages 11-27 for proof of derivations).
In the following sections, generalized real constants are represented as a, b, c, d, f and g though with f (x) specifically representing a function of the real variable x in equations (4), (5) and (8) . "e" in all derivations denotes Euler's number. In application of any following solutions, note the previously mentioned domain restrictions. Only one branch of the W function will result if the argument of the inverse function is strictly greater than 0.
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Examples of Applications
Different physical and mathematical applications can be seen harnessing the W function. Starting with the diode article [6] , it defines the model of the current and voltage in a solar cell it solves with the W function:
Here, I and V denote variable current and voltage respectively. To avoid confusion, I 0 represents the reverse saturation current and Iph is the solar cell's photocurrent. Let us denote these constants and variables more generally as this allows the equation to be more easily related to the above derivations:
Consider an equation for modeling film thickness in a chemical reaction [10] . The film thickness D(t) is represented as a function of time t with a characterizing the reaction constant in reaction a and b the diffusion in reaction b Solving for time using properties of the W function can be done as follows:
The article on Cheillini integrability shows a solution to a differential model using the W function [5] . It specifies a general equation for the non-relativistic potential V (x) derived for a quadratically damped harmonic oscillator in Lagrangian mechanics:
± indicates the sign of the quadratic damping term, x i represents the x coordinate of a turning point where the velocity of the particle is zero in phase space (indicating it models consecutive turning points), and G ± (x i ) is a substitution for the integral of the a polynomial term with two sub-cases. After making a substitution and simplifying, the article goes on to demonstrate the steps for explicitly calculating the recursive relation x i+1 itself using the W function:
Combining Branches of the W Function
One relatively new concept of interest is that the W function's properties can allow both of its real branches to be used simultaneously as the identities of the W function remain invariant of the specific branch by its definition. Take for instance a function related to the generating function for Bernoulli numbers that was recently shown to be invertible using branch differences of the W function:
An algebraic method of solving this was derived by Jeffrey and Jankowski by breaking the equation into separate products using branch differences [2] . Another method of derivation can be found that exemplifies how both branches can be used from a functional perspective as in derivations (4), (5) and (8) . One should consider however that, just as with branches of other functions such as the square root function, only one definition of the function may be assumed for a given equation.
Starting with
we can substitute for a branch difference to observe how it transforms the function,
Paying close attention to the exponent containing the branches, we can observe that it can be rewritten as
which allows the x in the numerator and denominator to simplify. This fraction of branches in the denominator can be manipulated and added with the constant:
Finishing the last step requires having defined the W function in terms of the second branch to make use of the substitution xe x ,
From this process, one can conclude Jeffrey and Jankowski's statement that the inverse function of
Representation in polar coordinates
Another instance where the W function arises is in representing Cartesian functions as polar functions. Below, one can see the conversion of several functions:
Using conventional substitution, rewrite x and y in terms of r and θ to solve for r:
From these representations, it is easy to see one can use polar coordinates to transform a function such as ln(x) to its Cartesian inverse
Rotations in Cartesian coordinates
Moving further with this notion, one can also use the polar form to solve for rotations of the curves created by these equations in Cartesian coordinates. Take for instance the equation y = e x , put into terms of r and θ as r sin(θ) = e r cos(θ) . Starting from this, a rotation of the curve by π 4 can be induced via the argument which then allows one to solve for the rotated curve in terms of Cartesian coordinates using the W function: r sin(θ) = e r cos(θ) → r sin(θ − π 4 ) = e r cos(θ−π/4) .
In Figure 2 on page 9 are the graphics for these implicit curves. The left image is of the unrotated exponential function (in polar form) while the right image shows this same curve but rotated by π 4 in polar coordinates. Using conventional trigonometric identities, the right-hand side can be expanded out
The original exponential function y = e x shown in the left image is plotted in polar form in Mathematica using the preceding equations. The left image contains the same curve but rotated in polar coordinates by , transforming the preceding equation into the form of
We have seen a similar equation to this in (12) that is solved using the W function. A similar technique can be applied in this specific instance to solve for u and thus for its related Cartesian form y: 
The top-most graph in Figure 3 .1 on page 10 shows the plots in polar form. Below shows the plots in their Cartesian form. We can see on the top of the two graphs that the original y = e x is plotted while on the right the same curve is rotated by 
Both branches of the W function are needed to describe the real rotation of curve excluding when the argument of W is strictly greater than or equal to zero. Almost the same exact process can be used to find the rotation for the natural logarithm function in Cartesian form as well:
One may notice that the trigonometric functions within the rotations of both e
Derivations
The following pages contain the algebraic proofs of derivations in previous sections of this document. The first section of derivations corresponds to section 2 on page 3, arranged in the same order but without repeating identical derivations. Later derivations are proofs of the example applications in section 2 and polar representations in section 3.
When working with such formulas, it is important to care for the domain restrictions of the W function. Since W (x) is not bijective, W (xe x ) = x cannot always be assumed [1] . The principal branch W 0 (x) is real only over x ∈ [−1/e, ∞) and since W (−1e −1 ) = −1, it is necessary to specify the constraint that g(x) ≥ −1 for W 0 (g(x)e g(x) ) = g(x) to hold. Similarly, it is also necessary to that g(x) ≤ −1 for W −1 (g(x)e g(x) ) = g(x) to hold.
In derivation (1), the inverse function of y is proven as 
Derivation (2), (24)
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Derivation (5) f (x) = ax coth(bx) + ax = ax (coth(bx) + 1) 
Derivation (12)
Derivation (13) 
At this step, note that the right-hand side is in the form of u +
W (1/x) . The inverse operation of this can therefore be used to return u.
There are now two possible inverse relations that will yield slightly different results. Take case 1 to be the positive branch of the square root, then,
−y y 2 e y − 2 + (y 2 e y − 2) 2 − 4
Now to case 2 with the negative branch of the square root:
Case 1: ln(( 
