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Kurzfassung
Diese Arbeit befasst sich mit der Entwicklung selbstkonsistenter Methoden fu¨r die numerische
Simulation von wechselwirkenden bosonischen Gittersystemen. Das Ziel ist die Herleitung von
Methoden mit niedriger numerischer Komplexita¨t und hoher Zuverla¨ssigkeit, die auf komplexe
Gitterprobleme angewandt werden ko¨nnen, welche fu¨r ga¨ngige Methoden wie Pfadintegral
Quanten Monte Carlo (QMC) oder die density matrix renormalization group außer Reichweite
sind.
Im ersten Teil entwickeln wir die Selbst-Energie Funktional Theorie (SFT) fu¨r bosonische Sys-
teme. Der Formalismus erweitert fru¨here Arbeiten zum Fall spontaner U(1)-Symmetriebrechung,
und kann sowohl auf translationsinvariante Systeme als auch auf Systeme mit endlicher Unord-
nung durch Sto¨rstellen angewandt werden. SFT beinhaltet die bosonische Version von dynamical
mean-field theory, kann aber auch als genereller nicht-perturbativer Formalismus zur Entwicklung
anderer diagrammatisch korrekter Na¨herungen im thermodynamischen Limes verwendet werden.
Indem wir nur drei variationale Parameter verwenden, sind wir in der Lage sowohl im translations-
invarianten Bose-Hubbard Modell (BHM) als auch im BHM mit endlicher Unordnung numerisch
exakte QMC Ergebnisse mit hoher Genauigkeit durch SFT zu reproduzieren. Des weiteren,
analysieren wir systematisch lokale Spektralfunktionen, welche durch QMC nicht vollsta¨ndig
aufgelo¨st werden ko¨nnen. Wir beobachten, dass der Phasenu¨bergang fu¨r endliche Unordnung
von der suprafluiden zur Bose-Glas Phase bei starker Wechselwirkung durch die Perkolation
suprafluider Regionen getrieben wird, welche in der Na¨he doppelt besetzter Gitterpla¨tze entstehen
und zu einem kleinen endlichen Kondensatanteil u¨ber einem stark lokalisierten Hintergrund
fu¨hren.
Im zweiten Teil entwickeln wir den reciprocal cluster mean-field (RCMF) Formalismus und
wenden diesen auf das stark wechselwirkende Harper-Hofstadter-Mott Modell (HHMM) an. In
RCMF wird das volle Gitter im thermodynamischen Limes auf Cluster mit einer endlichen
Anzahl von Gitterpla¨tzen projeziert. Durch eine mean-field Na¨herung werden in einem na¨chsten
Schritt diese Cluster voneinander auf eine Art entkoppelt, die die Translationsinvarianz des
Systems, und dadurch die Symmetrien der Dispersionsrelation erha¨lt. Das mit RCMF berech-
nete Grundzustands-Phasendiagram des HHMM beinhaltet band-isolierende, suprafluide, und
suprasolide Phasen. Außerdem beobachten wir unkondensierte flu¨ssige Phasen ohne Energielu¨cke
bei ganzzahliger Fu¨llung, sowie metastabile fraktionale Quanten-Hall (fQH) Phasen. Die fQH
Phasen, die von anderen Methoden als Grundzustand gefunden werden, werden vermutlich durch
den RCMF Ansatz unterscha¨tzt. Wir zeigen auch, dass eine quasi-eindimensionale Zylinderge-
ometrie topologisch nicht-triviale Phasen mit endlicher Energielu¨cke im HHMM stabilisiert. Wir
beobachten quasi-eindimensionale Analoge von fQH Grundzusta¨nden bei halbzahliger Fu¨llung,
sowie unkonventionelle nicht-entartete Grundzusta¨nde mit quantisierter Leitfa¨higkeit bei ganz-
zahliger Fu¨llung. Durch den systematischen Vergleich von Ergebnissen aus RCMF und exakter
Diagonalisierung (ED), sind wir in der Lage endgu¨ltige Vorraussagen zu den Phasengrenzen
des HHMM auf dem Zylinder zu treffen. Dies ist mo¨glich, da die zwei Methoden sich dem
thermodynamischen Limes von verschiedenen Seiten aus na¨hern (RCMF bevorzugt Phasen ohne




This thesis is dedicated to the derivation and benchmarking of self-consistent numerical methods
that can be applied to interacting bosonic lattice models. The central goal is to derive methods
with low numerical complexity but high accuracy, to be applied to complex systems which are
out-of reach for established methods such as path integral quantum Monte Carlo (QMC) or the
density matrix renormalization group.
In the first part we derive the self-energy functional theory (SFT) for bosons. Building
upon previous works on lattice systems without U(1)-symmetry-breaking, we systematically
extend SFT to the possibility of a broken U(1)-symmetry and the presence of disorder. SFT
incorporates bosonic dynamical mean-field theory as a certain limit, and represents a general non-
perturbative framework, enabling the construction of diagrammatically sound approximations in
the thermodynamical limit that are controlled in the number of optimization parameters. Using
just three variational parameters, we are able to study the Bose-Hubbard model both in its clean
version and in the presence of local disorder, showing excellent agreement with numerically exact
QMC results. We systematically analyze the corresponding spectral functions, which cannot
be fully captured by QMC. In particular, we find that in the presence of disorder the phase
transition from the Bose glass to the superfluid phase at strong interactions is driven by the
percolation of superfluid lakes which form around doubly occupied sites, leading to a small
condensate fraction over a strongly-localized background.
The second part is dedicated to the derivation of reciprocal cluster mean-field theory (RCMF)
and its application to the strongly-interacting Harper-Hofstadter-Mott model (HHMm). In RCMF
the full lattice in the thermodynamical limit is projected onto finite-size clusters, which are
decoupled in reciprocal space through a mean-field decoupling approximation, crucially preserving
the symmetries of the non-interacting dispersion. The resulting groundstate phase diagram of
the HHMm exhibits band insulating, striped superfluid, and supersolid phases. Furthermore,
we observe gapless uncondensed liquid phases at integer fillings, and a metastable competing
fractional quantum Hall (fQH) phase. The fQH phase, predicted as the groundstate by other
methods, is most likely underestimated by RCMF. We then show how a quasi-one-dimensional
geometry stabilizes gapped topologically non-trivial groundstates in the HHMm. We observe quasi-
one-dimensional analogues of fQH phases at fillings ν = 1/2 and 3/2, and unconventional gapped
non-degenerate groundstates at integer filling with quantized Hall responses. By systematically
comparing results computed with RCMF and exact diagonalization (ED), we are able to give
conclusive quantitative answers on the phase boundaries of the system, as the two methods
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Ever since the first experimental works on superfluid Helium [7], the field of interacting bosonic
systems allowing for spontaneous U(1)-symmetry-breaking [8, 9] has been a very active field
of research. However, the study of the microscopic properties of interacting particles in the
periodic potentials of realistic materials can be extremely challenging both experimentally and
theoretically, due to the interplay of multi-orbital single-particle bands, potential defects and
non-local interactions. In theoretical condensed matter physics, this has been the initial driving
force behind the development of effective lattice models through the tight-binding approximation
[10]. In this framework, assuming that the particles (in our case bosons) are localized in the
minima of the potential, the complex continuous problems are mapped onto effective discrete
Hamiltonians, while restricting the motion of the bosons to just the lowest single-particle band(s).
The resulting effective models therefore possess far fewer degrees of freedom than the original
continuous problem, facilitating the theoretical treatment in the hope that the fundamental
many-body effects are still captured by this simpler approach.
The prototypical bosonic lattice model derived in this way is the Bose-Hubbard model [9, 11]
(BHm). In this model the basic assumption is that the bosons can only hop onto neighboring
sites with a translationally-invariant hopping amplitude J and interact only locally through the
two-particle interaction strength U . As a function of the effective parameters of the system,
the resulting groundstate phases of this model are the Mott insulator – characterized by a
finite many-body gap, zero compressibility, and integer density – and the gapless compressible
superfluid phase – which in three dimensions is characterized by the bosons (partially) condensing
into the minimum of the non-interacting dispersion, spontaneously breaking the U(1)-symmetry
of the system through a finite condensate order parameter φ [12, 13].
In the following we will discuss two generalizations of the BHm. The first one is the disordered
BHm [9, 14, 15, 16]. Here, the assumption of translational invariance is abandoned through
the introduction of an additional random local potential. The finite disorder introduces an
additional groundstate phase intervening between the superfluid and the Mott insulator: the
Bose glass. The physics of this phase are dominated by disorder-induced fluctuations which lead
to an insulating yet gapless and compressible behavior [15, 16] through the interplay between
isolated localized and delocalized bosonic modes.
The second generalization of the BHm studied in this work is the inclusion of magnetic
fields. The effect of magnetic fields on charged particles can be simulated in the tight-binding
limit through the Perierls substitution [17], i.e. the introduction of complex phases in the
effective hopping amplitudes. The simplest interacting bosonic model derived in such a way
is the Harper-Hofstadter-Mott model [18, 19, 20, 21] (HHMm) in two dimensions, where the
particles experience an effective homogeneous magnetic flux piercing the system through each
placquette. The resulting single-particle bands are topologically non-trivial, which, if the on-site
interaction suppresses condensation, can lead to gapped topologically non-trivial many-body
phases [22, 23, 24]. Unlike the phases mentioned above, these phases are not characterized by a
local order parameter, but by a non-zero topological invariant [22, 25, 26], which describes a non-
1
trivial global many-body behavior of the system. Prime examples of this are the integer quantum
Hall effect [27, 28, 29], characterized by a quantized integer conductance, and the fractional
quantum Hall (fQH) effect [30, 31, 32, 33], where the interaction induces long-range-entangled
degenerate groundstates leading to quasiparticle excitations transporting fractional charges (and
therefore to a quantized fractional conductance).
The advent of cold atom experiments [12, 34] has further invigorated the research into the
effective lattice models mentioned above. The properties of cold atomic gases trapped in an
optical lattice can be tuned and controlled very precisely, providing a powerful tool for the
simulation of these low-energy effective Hamiltonians [12]. Dramatic experimental progress in
this field, such as the observation of the Mott insulator to superfluid phase transition in the BHm
[12] or the realization of the Harper-Hofstadter model [35], have galvanized the condensed matter
community. In such setups, interactions can be controlled by exploiting Feshbach resonances
[12, 36], while magnetic fields can be simulated through the introduction of artificial gauge fields
[37, 38, 39, 40, 41, 42, 43]. To this date, heating processes in the regime of strong interactions
still represent a problem for cold atom experiments with artificial gauge fields [44]. However,
recent experimental progress gives hope that this can be controlled in the near future [45, 46].
Very successful for the numerical treatment of interacting bosonic lattice models have been path
integral quantum Monte Carlo (QMC) simulations with worm-type updates [47] establishing an
unprecedented quantitative agreement between numerical data and experiments [48, 49]. Despite
all its impressive successes, however, QMC suffers from a prohibitive sign-problem in the presence
of e.g. gauge fields [37, 38, 39] or other complex terms such as spin-orbit coupling [50, 51, 52].
Furthermore, in order to compute dynamical quantities such as spectral functions, it has to resort
to analytic continuation [53, 54], which cannot resolve sharp features, such as e.g. high-energy
resonances. Another powerful numerical method is the density matrix renormalization group
(DMRG) [55, 56, 57, 58, 59] which provides a similar accuracy in low-dimensional systems.
However, in the case of higher dimensions the numerical complexity represents a problem and
the algorithm can no-longer be applied, as the entanglement within the system is too large to be
captured by the matrix product state ansatz of DMRG.
Motivated by the evident need for other numerical methods, in this work we turn to what
we here call self-consistent methods. Unlike QMC and DMRG, these approximate methods
are directly defined in the thermodynamical limit, as the full lattice is solved by means of a
numerically less complex auxiliary system sharing the same interaction (and disorder distribution),
which – depending on the method – is referred to as solver, impurity, or reference system.
A well known example of such a method is the mean-field decoupling approximation [9, 60, 61].
Here, the creation and annihilation operators of the bosons are expanded around their mean value,
i.e. the condensate order parameter φ, neglecting non-local quadratic fluctuations of uncondensed
particles. As such, mean-field is a perturbative approach, in the sense that it is only self-consistent
on the level of φ, while the connected Green’s function – i.e. the two-point propagator of the
uncondensed bosons – is treated only perturbatively. As a consequence, mean-field methods
systematically overestimate condensed phases.
A non-perturbative approach which is also self-consistent on the level of quadratic fluctuations
is the bosonic dynamical mean-field theory (BDMFT) [62, 63, 64, 65, 66, 67]. In addition
to the self-consistent calculation of φ, here, the self-energy of the lattice is approximated by
its counterpart on the reference system, consisting of a single-site impurity with variational
non-interacting propagators that are computed through an iterative scheme. It is known that
BDMFT provides excellent agreement (of the order of 1% in three dimensions) with experimental
and QMC data [65] for the standard BHm and improves remarkably on static mean-field theory.
BDMFT is hence a promising candidate to deal with more complicated systems by including
more sites in the reference system in order to capture the important correlations of systems with
larger unit cells. However, the solution of the single-site impurity consists of a continuous-time
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Monte Carlo simulation [68, 69, 65, 67], which in the case of symmetry-broken phases or complex
hoppings is subject to a sign-problem.
The purpose of this thesis is therefore the derivation and benchmarking of alternative self-
consistent methods which do not run into this problem, while showing a comparable accuracy.
As a first step, in order to filter out the indispensable ingredients needed for such precise results,
we develop the Bogoliubov+U theory (B+U). This ad hoc framework can be viewed as the
zero-frequency limit of BDMFT, but equally well as an extension of the mean-field decoupling
approximation in which pair creation and annihilation of uncondensed particles is taken into
account. The theory contains just three variational parameters, such that the reference system
can be solved by diagonalizing a simple single-site Hamiltonian avoiding any potential sign-
problem. Remarkably, despite the reduced number of degrees of freedom of the reference system,
it reproduces the groundstate phase diagrams of the three-dimensional and two-dimensional
BHm with an accuracy of 1% or better, while it looses accuracy as the temperature is increased.
In order to derive a more general framework, we consider the self-energy functional theory
(SFT), originally derived for fermions [70, 71, 72, 73]. Building upon previous works [6, 74, 75], we
systematically extend SFT to lattice bosons including the possibility of a broken U(1)-symmetry.
SFT incorporates BDMFT as a certain limit, but can be viewed as a more general variational
principle, where the specific form of the reference system’s free propagators can be chosen freely.
As it is a non-perturbative approach, it becomes exact if the reference system is identical to the
lattice system. To benchmark the theory, we study the BHm in two and three dimensions, using
the same reference system as in B+U and comparing with exact QMC results. We also study
the frustrated square lattice with next-nearest neighbor hopping, which is beyond the reach of
QMC simulations. We find that the three variational parameters are sufficient to quantitatively
describe phase-boundaries and thermodynamical observables, as well as the enhancement of
kinetic fluctuations in the frustrated case. A further advantage of the low numerical complexity
of the reference system is that we are able to compute spectral functions without having to
resort to analytic continuation. On the basis of these findings we propose SFT as the omnibus
framework for treating bosonic lattice models, in particular in cases where QMC suffers from
severe sign-problems and DMRG cannot be applied.
In a next step, we expand SFT to be able to treat disordered bosonic lattice systems. We
derive an arithmetically-averaged formalism, which depends only on the self-energies of the
disorder-averaged propagators where the translational invariance has been restored. Just as
the version for clean systems, we find that SFT incorporates a disorder-averaged version of
BDMFT in a certain limit, but can also be generalized to other reference systems. Using the
same reference system with just three variational parameters, we apply SFT to the BHm with
local box disorder on a cubic lattice. We mainly investigate the disordered BHm in the vicinity
of the so-called superfluid finger, i.e. the region of the superfluid phase extending to much larger
interactions as in the clean system. We observe excellent agreement between the thermodynamic
quantities computed with SFT and QMC, as long as the disorder does not dominate over
both the interaction and the non-interacting bandwidth. In this case, the restricted reference
system containing just three variational parameters is no-longer sufficient to stabilize a stationary
solution. By systematically analyzing the local excitations of the SFT spectral functions and
comparing to analytic results in the atomic limit, we find that the strongly-interacting Bose glass
is characterized by different regimes, depending on which local occupations n are activated as a
function of the disorder strength ∆. While local observables are described well by the atomic
limit, we find that the particles delocalize into isolated superfluid lakes over the atomic-limit
background around highly-occupied sites whenever these sites are particularly rare. Our results
indicate that the transition from the strongly interacting Bose glass to the superfluid is driven
by the percolation of superfluid lakes which form around doubly occupied sites. As ∆ is further
increased and the density of doublons increases accordingly, the particles are localized by the
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increasing particle-number fluctuations and interaction energy, explaining the reentrant behavior
of the superfluid finger at larger ∆.
In summary, SFT represents a very general framework which can incorporate U(1)-symmetry-
breaking and disorder both at zero and finite temperature. In order to treat systems with more
complex unit-cells, in the future it can be used in combination with larger cluster reference
systems (i.e. with effective Hamiltonians containing more than a single site), as was done already
for fermions [76] and U(1)-symmetry-preserving bosons [75].
As a first step in this direction, we next extend the mean-field decoupling approximation
to cluster reference systems. Unlike previous cluster mean-field methods [77, 78], we aim to
do this in a way that preserves the translational invariance, and thereby the symmetries and
topological properties of the non-interacting dispersion. This is done by decoupling the system in
reciprocal space in combination with momentum coarse-graining, introduced in the context of the
dynamical cluster approximation [79]. We term this new method reciprocal cluster mean-field
theory (RCMF). It is defined in the thermodynamic limit, becomes exact for infinite cluster
reference systems, and variationally approaches both condensed and uncondensed phases in
models with non-trivial unit-cells and dispersions, yielding more accurate results than previous
mean-field methods.
We apply RCMF to the strongly-interacting HHMm with hopping anisotropy. While exact
diagonalization (ED) [33, 80, 81] and DMRG [82, 83, 84] are very useful in this context – providing
strong evidence of bosonic fractional quantum Hall [33, 80, 81, 82, 83, 84] and integer quantum
Hall [82, 85] phases – they cannot fully capture critical or condensed phases. They therefore
tend to overestimate gapped phases. RCMF, on the other hand, tends to the opposite, as it
systematically overestimates the condensate. The groundstate phase diagram computed with
RCMF features band insulating, striped superfluid, and supersolid phases. Furthermore, for finite
hopping anisotropy we observe gapless uncondensed liquid phases at integer fillings. The liquid
phases at fillings (per unit cell) 1 and 3 exhibit the same band fillings as the fermionic integer
quantum Hall effect, while the phase at filling 2 is CT -symmetric with zero charge response.
Incompressible metastable states at fractional filling are also observed, indicating competing fQH
states which are most likely underestimated by RCMF.
We then turn to investigating the HHMm on a quasi-one-dimensional lattice consisting of
a single magnetic flux quantum and periodic boundaries in y-direction. Such a quasi-one-
dimensional setup can be expected to increase the many-body gap and thereby lead to new
gapped phases. Indeed, in addition to superfluid phases with various density patterns, the
groundstate phase diagram now features also gapped phases at integer and fractional fillings,
whose topological properties are analyzed by means of a newly introduced winding measure.
We observe quasi-one-dimensional analogues of fQH phases at fillings ν = 1/2 and 3/2, where
the latter is only found due to the hopping anisotropy and the quasi-one-dimensional geometry.
At integer fillings - where in the full two-dimensional system the groundstate is expected to be
gapless - we observe unconventional gapped non-degenerate groundstates: At ν = 1 it shows an
odd ”fermionic” Hall conductance, while the Hall response at ν = 2 consists of the transverse
transport of a single particle-hole pair, resulting in a net zero Hall conductance. For the gapped
phases we systematically compare to ED calculations, showing excellent agreement.
This thesis is organized as follows. Part I is dedicated to “preliminaries”, i.e. the theoretical
background that is needed in order to understand the work presented in this thesis. We discuss
the tight-binding limit and lattice models derived from it in Chapter 2. A short overview over
the realization of these models in cold atom experiments is given in Chapter 3, while established
self-consistent methods for the numerical treatment of interacting lattice bosons are reviewed
in Chapter 4. In Part II we discuss SFT. B+U is introduced in Chapter 5, while the general
framework of SFT for clean systems is derived and benchmarked in Chapter 6. In Chapter 7 we
extend SFT to the case of disordered systems and apply it to the disordered BHm. Part III is
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dedicated to RCMF and the HHMm. We derive and benchmark RCMF in Chapter 8 and study
the HHMm in two dimensions (Chapter 9) and in the quasi-one-dimensional setup (Chapter 10).









The microscopic properties of realistic materials can be extremely challenging to resolve both
experimentally and numerically due to the intricate interplay between multi-orbital single-particle
bands, interactions and lattice defects. This has been the initial driving force behind the
development of so-called “toy-models”. These models rely on the discretization of the original
continuous many-body problem based on the tight-binding limit, while restricting the particles to
just the lowest single-particle band(s). The resulting effective models are much simpler to handle
theoretically due to the reduced number of degrees of freedom, in the hope that the resulting
physics contain insight into the properties of the more complicated continuous problem. The
development of cold atom experiments in optical lattices (see Chapter 3) has further invigorated
this field of research, as these toy models are now experimentally realizable in a clean and
controllable way using both fermionic and bosonic atoms.
In this section we introduce and discuss examples of such bosonic lattice models, concentrating
on the Hamiltonians treated in this work. In Sec. 2.1 we show how general lattice models can be
derived from the tight-binding approximation, while in Sec. 2.2 we discuss the most prominent
bosonic system derived in such a way: the Bose-Hubbard model (BHm). In Sec. 2.3 we discuss how
the BHm changes if local disorder is introduced, while in Sec. 2.4 we discuss the effect of magnetic
fields concentrating on the Harper-Hofstadter model (HHm) and Harper-Hofstadter-Mott model
(HHMm).
2.1. From tight binding to second quantized
lattice models
2.1.1. Bloch and Wannier functions
In order to derive the lattice models discussed in this thesis, we start from a free particle in a
periodic potential V with lattice constant R, i.e. V (r + R) = V (r), with a Hamiltonian given by
[10]




r + V (r). (2.1)
For low magnitudes of the potential ∆V = Vmax− Vmin, where the kinetic term dominates and
particles tend to delocalize over the shallow wells of the potential, the typical first ansatz for the
eigenstates of such a system consist of Bloch-states [10], i.e. plain waves with wavevector k with
eik(r+R) = eikr, where the amplitude is modulated by a periodic function un,k(r + R) = un,k(r),
i.e.
Ψn,k(r) = un,k(r)eikr, (2.2)
where the index n accounts for possible multiple states (i.e. bands) in k-space.
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On the other hand, if ∆V is large, the particles are strongly confined by the deep wells of the
potential. This limit is commonly referred to as tight-bindig limit [10]. The particles are now
localized around the minima of the potential at position R, and a more local basis than the









with a scalar normalization factor N . These functions are localized around the potential minima
as lim|r−R|→∞ (ωn,R(r)) = 0, and form a complete basis set of orthonormal states with∫
dr (ωn,R(r))∗ ωn′,R′(r) = δn,n′δR,R′ . (2.4)
2.1.2. Second quantization
In order to study the many-body properties of bosons in such a system, we introduce the
second-quantized creation and annihilation operators, b†R and bR, which create/destroy a boson












When using the Fock basis on a system with L different potential minima Rn and basis
states |nR1 , nR2 , . . . , nRL〉, where nRi is the number of bosons at the minimum Ri, the cre-
ation/annihilation operators act as [86]
b†R |nR1 , nR2 , . . . , nR, . . . , nRL〉 =
√
nR + 1 |nR1 , nR2 , . . . , nR + 1, . . . , nRL〉 ,
bR |nR1 , nR2 , . . . , nR, . . . , nRL〉 =
√
nR |nR1 , nR2 , . . . , nR − 1, . . . , nRL〉 ,
nˆR |nR1 , nR2 , . . . , nR, . . . , nRL〉 = nR |nR1 , nR2 , . . . , nR, . . . , nRL〉 ,
where the particle number operator is given by nˆR = b†RbR.
As the Wannier functions introduced in Sec. 2.1.1 form a complete basis, a general field





2.1.3. Effective lattice model
Assuming a two-body interaction between the bosons, the full many-body Hamiltonian can now
be written as,















with some interaction amplitude u which typically depends on the relative distance between the
two interacting particles, i.e. u (r, r′) = u (|r− r′|).
In order to derive the models in the next sections, from here on we will drop the band-index n,
as we assume that the wells (and the temperature) are deep enough such that higher bands are
not occupied and the particles are confined to the lowest band n = 0.
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Using Eqs. (2.6-2.9) and relabeling the minima of the potential Rj as discrete lattice sites




































The Bose-Hubbard model (BHm) is the simplest non-trivial model that can be derived from the
effective lattice model (2.10). The basic assumption is that the Wannier functions of Sec. 2.1 are
so strongly localized, that in the kinetic term (2.11) reduces to
ti,j =

−µ if |Ri −Rj | = 0,
−J if |Ri −Rj | = R,
0 else.
(2.13)
The integral in (2.11) is therefore assumed to be zero if the two particles at Ri and Rj are not
on the same site (where it yields the chemical potential µ) or nearest-neighbors (where it yields
the nearest-neighbor hopping amplitude J).
Equivalently, for the interacting term of (2.10) the assumption is that the integral (2.12) is
non-zero only if it involves local terms, giving the contact interaction U as
Ui,j,k,l =
{
U if Ri = Rj = Rk = Rl,
0 else. (2.14)





























where b†i is a bosonic single-particle creation operator on lattice-site i, nˆi is the particle-number
operator, J denotes the tunneling amplitude, U the on-site interaction, µ the chemical potential,
and 〈i, j〉 means that we sum over nearest neighbors.
While the chemical potential µ fixes the density in the grandcanonical ensemble, the rest of
the Hamiltonian describes the competition of the kinetic hopping term with amplitude J and a
local interaction U .
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3by assuming that liquid regions are superfluid, but there
were no direct measurements or calculations to prove
that this was the case. [Part of the problem is that
absorption imaging is sensitive only to n(k), which is
the Fourier transform of the single-particle density ma-
trix in the relative coordinate. All parts of the system
contribute to n(k) and it is hard to discriminate where
the dominant contribution comes from.] It is almost cer-
tain that T (fin)/T
(fin)
c of the strongly correlated system
is higher then T (in)/T
(in)
c . Indeed, since the entropy of
MI at ∆ ≫ T is exponentially small, most entropy will
be concentrated in the liquid regions. At this point we
notice that the transition temperature in the liquid is
suppressed relative to the non-interacting Bose gas value
T
(0)
c ≈ 3.313n2/3/m by both (i) eﬀective mass enhance-
ment in the optical lattice, m → 1/2ta2 (here a is the
lattice constant), and (ii) strong repulsive interactions in
the vicinity of the Mott phase, in fact, Tc → 0 at the
SF-MI boundary. It seems plausible that the MI phase is
always surrounded by a broad normal liquid (NL) region.
It may also happen that superfluidity is completely elim-
inated in the entire sample in the final state. [Strictly
speaking, at T ̸= 0 the MI and NL phases are identical
in terms of their symmetries and are distinguished only
quantitatively in the density of particle-hole excitations,
i.e. in the Hamiltonian (1) the finite-temperature MI is
continuously connected without phase transition to NL,
see Fig. 1. For definiteness, we will call NL a normal
finite-T state which is superfluid at T = 0 for the same
set of the Hamiltonian parameters.] Fig. 1 shows the
finite-temperature phase diagram for filling factor n = 1
(we will discuss how we determine the critical temper-
ature in Sec. III). The critical temperature goes to zero
sharply, while approaching the critical point. In the limit
of U → 0 the critical temperature is slightly above the
ideal-gas prediction (T = 5.591t was calculated using the
tight binding dispersion relation), as expected (see, e.g.
Ref. [19]).
The paper is organized as follows: in Sec. II we
present results for the ground state phase diagram and
eﬀective mass of particle (hole) excitations, at integer
filling factor n = 1. In Sec. III we investigate the ther-
modynamic properties of the system. We present data
for energy, specific heat and entropy and calculate the
final temperature of the uniform and harmonically con-
fined system in the limit of large gaps. For the case of
trapped system, we also determine the state of the liq-
uid at the perimeter of the trap. Brief conclusions are
presented in Sec. IV.
II. GROUND STATE PROPERTIES
This section deals with the results of large-scale
Monte Carlo simulations for the ground state phase di-
agram of the Bose-Hubbard system in three dimensions.












FIG. 1: (Color online). Finite-temperature phase diagram
at filling factor n = 1. Solid circles are simulation results
(the line is a guidance for the eye), error bars are plotted.
T = 5.591t is the critical temperature of the ideal Bose gas
with the tight binding dispersion relation. At finite, but low
enough temperature, the MI domain is loosely defined as the
part of the phase diagram to the right of the gray line. The
rest of the non-superfluid domain is referred to as normal
liquid (NL).
sion, work well in the region where zt/U ≪ 1 and the
system is deep in the MI phase. Under these conditions
the kinetic energy term in the Hamiltonian can be treated
perturbatively and the unperturbed ground state is a
product of local Fock states. In Ref. [15] the authors car-
ried out an expansion, up to the third order in zt/U , for
the SF-MI boundaries and estimated positions of critical
points at the tips of the MI lobes (by extrapolating re-
sults to the infinite expansion order). Their results agree
with the mean field solution calculated in Ref. [2], when
the latter is expanded up to the third order in zt/U and
the dimension of space goes to infinity. As already men-
tioned, this approach starts failing when ∆ ∼ zt. Using
MC techniques we were able to calculate critical param-
eters and predict the position of the diagram tip with
much higher accuracy: with the worm algorithm (WA)
approach the energy gaps can be measured with preci-
sion of the order of 10−2t [20]. The simulation itself is
based on the configuration space of the Matsubara Green
function
G(i, τ) = ⟨ Tτ b†i (τ) b0(0) ⟩ , (2)
which is thus directly available. We utilize the Green
function to determine dispersion relations for particle and
hole excitations at small momenta [from the exponential
decay of G(p, τ) with the imaginary time] which directly
give us the energy gap and eﬀective masses.
Recall that in the momentum space the Green func-
tion of a finite size system G(p, τ) is diﬀerent from zero
only for p = pm = 2π(mx/Lx, my/Ly, mz/Lz), where
Lα=x,y,z is the linear system size in direction α (we per-
formed all simulations in the cubic system with Lα = L),
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systems with 128 and 256 sites the boundary eﬀects in
this region are small, while the distance is also big enough
to avoid short-ranged (non-Luttinger Liquid) eﬀects.
With increasing system size the boundary eﬀects get
weaker, resulting in a decreasing K that asymptotically
approaches the infinite size value. To find a simple es-
timate of this we use the K determined in the biggest
system as an upper limit Ku, and the linear extrapola-
tion from the values in the two biggest systems as a lower
limit Kl. We take the mean value K = (Ku+Kl)/2 and
estimate the error as ∆K = (Ku −Kl)/2.
C. The density-density correlation function
The density-density correlation functions are calcu-
lated in the same way as the hopping correlation function.
However, in this case it is necessary to subtract the static
expectation values, measuring ⟨ninj⟩ − ⟨ni⟩⟨nj⟩, instead
of just taking ⟨ninj⟩.
Fig. 8 shows the density-density correlation function
at density ρ = 1/4. A fit with Eq. (7) works fairly well,
but the first term 2K (2πρr)
−2 could not be observed. In-
stead of the correlation function being bigger for small r,
we find it to be smaller. Eq. (7) only necessarily holds
at large distances, and the short range behavior we see is
dominated by the repulsive interaction between the par-
ticles. In fitting A(ρr)−2/K cos 2πρr to the data, a cut-oﬀ
at small distances has to be made. While this works well
enough to confirm that the correlation functions decay
with a power-law behavior, the uncertainties in the fit
are too high to determine K.













FIG. 8. Density-density correlation function in the super-
fluid phas . The boxes show the numeri al data, the solid line
is the fit with A(ρr)−2/K cos 2πρr, A = 0.143 and K = 1.43.
(ρ = 0.25, t = 0.1, U = 1, V = 0.4, L = 256)
VI. ON-SITE INTERACTIONS
Using the methods described above we determine the
phase diagram in the presence of on-site interactions only.
Fig. 9 shows the Mott-insulator with density ρ = 1, sur-
rounded by the superfluid phase. In Fig. 10 the tip of
the insulator is shown on an expanded scale. The very
pointed tip of the insulating region reflects the closing of
the energy gap given by Eq. (4). Fig. 9 also shows re-
sults for the commensurate-incommensurate phase tran-
sition from twelfth order perturbation theory. The excel-
lent agreement with DMRG confirms the high accuracy














FIG. 9. The phase diagram with on-site interactions only
(MI:Mott-insulator with density one, SF:superfluid phase).
The solid lines show a Pade´ analysis of 12th order strong
coupling expansions30, two diﬀerent sets of Quantum Monte
Carlo data are “+”31 and “x”32. The filled circles show older
DMRG results33, the empty boxes are the new DMRG data.
The dashed lines indicate the area with integer density. The
error bars in the µ direction are smaller than the circles, the
error bar in the t direction is the error of tc for the Koster-
litz-Thouless (KT) transition.

















Figure 2.1.: (a) Schematic groundstate phase diagram of the BHm in high dimensions, where
the Mott-insulating p ase is denoted s MI and he superfluid phase as SF. T
dashed blue lines show he discussed sweeps with fix d de si y, wh le the red dash d
line shows a sweep in chemical potential. (b) Finite temperature phase diagram of
the BHm on a cubic lattice. At low enough temperature, the MI domain is loosely
defined as the part of the phase diagram to the right of the gray line, while at higher
temperature the system is in a normal liquid (NL) phase. (c) Groundstate phase
diagram of the one-dimensional BHm. The d s ed line represents the line at fixed
density n = 1, while the arrow ’KT’ shows the l ca ion of the BKT transition. (a) is
reprin ed from Ref. [12], (b) from Ref. [87] and (c) from Ref. [88]. In the notation of
(b) and (c) the hopping amplitude J is replaced by the letter t.
2.2.2. Properties in high dimensi ns
We start discussing the properties of the BHm by analyzi g the groundstate properties on a
three-dimensional cubic lattice in the thermodynamic limit, however at zero temperature the
same considerations can also be made for the two-dimensional system.
In the case of U = 0, the system is non-interacting and diagonal in momentum space with
dispersion k = −2J (cos(kx) + cos(ky) + cos(kz)), where kx, ky, and kz are the components of
the three-dimensional quasi-momentum k. As free bosons at zero temperature condense in the
minima of the dispersion, here at k = 0, in the absence of i teractions the groundstate of the



















ikRb†R creates a delocalized boson with momentum k, NL is the number
of lattice sites, N the number of particles, |0〉 is the vacuum state of having no particles in the
entire lattice, and |0〉R is the vacuum state of a single site R, with |0〉 =
∏
R |0〉R.
As the entire system forms a macroscopic condensate, the particle density is given by n =
N/NL = n0, where
n0 = |φ|2 = |〈bR〉|2 (2.17)
is the condensate density. The finite translationally-invariant condensate order parameter φ
breaks particle number conservation, yielding a finite superfluid response [61, 13], and is a
signature of a spontaneous U(1) symmetry-breaking, since – as opposed to the Hamiltonian in
Eq. (2.15) – φ = 〈b〉 is not invariant with respect to the transform
12
b→ e−iθb, (2.18)
b† → eiθb†. (2.19)
As U is increased to a finite value, the system becomes no-longer analytically solvable as the
repulsive interaction when multiple bosons occupy the same site depletes the condensate, such
that n = n0 + δn, where δn is the density of uncondensed particles which no longer occupy
the macroscopic state (2.16). Nonetheless, as long as φ is finite, the system is in a gapless
compressible superfluid phase, and spatial correlations tend towards a non-zero constant value
[9, 61, 13], i.e.
lim|r|→∞〈b†R+rbR〉 = n0. (2.20)
In the opposite case at J = 0, the system is again analytically solvable. The single sites
of the system are completely decoupled and each occupied by an integer number of particles
determined by the ratio µ/U . The single-site energy as a function of the density is given by








The many-body groundstate is gapped with respect to the addition/removal of particles by







)n |0〉 . (2.22)
As J is increased to a finite value, kinetic hopping processes lead to fluctuations in the
occupations of the different lattice sites, which are no longer decoupled. The simple product




particles on a single site, the relative gap of adding/removing a quasiparticle to a single site
decreases. As long as this gap is finite however, even though the particles delocalize more and
more with increasing J , the system remains in the Mott phase, which on average still has an
integer homogeneous density n = 〈nˆ〉 and exponentially decaying spatial correlations
lim|r|→∞〈b†R+rbR〉 = 0. (2.23)
The critical value (J/U)c, at which the gap of the Mott insulator goes to zero, coincides to
the one where the condensate of the superfluid phase is fully depleted, with the system showing
a sharp quantum phase transition from a gapped incompressible phase (Mott insulator) to a
gapless compressible phase with long-range order (superfluid). The order parameter of this phase
transition is therefore the condensate φ which is non-zero in the superfluid phase and zero in the
Mott insulator.
The schematic phase diagram is shown in Fig. 2.1a. As the Mott insulator can only have
integer densities, the phase is characterized by different so-called Mott lobes, i.e. regions with
constant density as a function of µ/U and J/U . As the critical value of the phase transition is
determined by the ratio between the kinetic energy gained by delocalizing over the entire lattice
and the interaction energy suppressing large local occupations, with increasing density (and
therefore increasing average interaction energy) the size of the Mott lobes decreases.
If the phase diagram is swept in J/U at constant densities (see dashed lines in Fig. 2.1a),
a phase transition can only happen at integer densities, as the Mott insulator only exists at
those values. These critical values correspond to the tips of the Mott lobes, where the system is
particle-hole symmetric and the phase transition is described by the effective field theory of a
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d+1-dimensional XY -model [9, 61]. If instead the density is e.g. n = 1+ , the system remains in
a superfluid phase as long as J is finite (see Fig. 2.1a), as a small fraction  of particles delocalizes
on top of a frozen homogeneous Mott background with density n = 1 [12]. The situation changes
when the density is no longer kept constant, such as is the case e.g. when changing the chemical
potential µ/U . In this more generic case the critical behavior changes: when starting in the Mott
insulating phase either the gap of adding or of removing a single particle to the system decreases
linearly with the distance from the boundary of the Mott lobe [9, 61], eventually going to zero
with the system entering the superfluid phase at n = 1± .
If the temperature T is increased from zero, the quantum order of the superfluid phase is
eventually destroyed by thermal fluctuations and the order parameter φ goes to zero. Also the
Mott phase is affected by T , as thermal fluctuations can close the many-body gap without the
bosons condensing, leading to a gapless compressible phase named normal liquid, which can also
take non-integer values of the density. The resulting phase diagram is shown in Fig. 2.1b. At
U/J < (U/J)c, where (U/J)c is the critical value of the transition between the superfluid and
Mott phase at zero temperature, the system is either in the superfluid (φ 6= 0) or in the normal
liquid phase (φ = 0) as there is no many-body gap at zero temperature. At U/J > (U/J)c on
the other hand the transition from the Mott to the normal liquid phase is driven by the ratio
between the energy of thermal fluctuations and the many-body gap of the groundstate.
2.2.3. Properties in low dimensions
As in the following we will study problems in either three dimensions or in two dimensions at
zero temperature, the discussion in this section will be less detailed than for the high-dimensional
case of Sec. 2.2.2.
While the Mott insulator persists up to low dimensions, the nature of the superfluid phase
changes drastically. In fact, the Mermin-Wagner theorem [89] states that in the groundstate
of one-dimensional short-range Hamiltonians, no true long-range order can arise due to the
spontaneous breaking of a continuous symmetry. It follows, that in the one-dimensional BHm a
superfluid phase cannot display a finite condensate order parameter φ.
However, at low enough temperatures and interactions, it is indeed possible to find a gapless








where Ω(θ) is the free energy of the system with size L and twisted boundary conditions
|Ψ(x+ L)〉 = eiθ |Ψ(x)〉.
While not showing true long-range order in the sense of Eq. (2.20), the low-dimensional
superfluid also does not show an exponential decay as is the case for the Mott insulator of Eq.
(2.23). Instead, the low-dimensional superfluid phase is characterized by a quasi-long-range order,
showing an algebraic decay in the correlation function as [91, 92]
〈b†x+rbx〉 ∝ |r|−ν . (2.25)
In fact, by mapping the quantum phase transition of the one-dimensional system at fixed
integer density onto the two-dimensional XY-model of the same universality class, it can be shown
that this phase transition is driven by the unbinding of vortices and anti-vortices in (x, τ)-space,
where τ is the imaginary time. The transition is therefore of Berezinsky-Kosterlitz-Thouless
(BKT) kind [91], such that the shape of the tip of the Mott phase at integer density changes
drastically, as shown in Fig. 2.1c.
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2.3. Disordered Bose-Hubbard model
Suppose we now introduce a random additional potential Vdis(r) to the systems discussed in Sec.
2.1, such that the total potential is given by V (r) + Vdis(r). In this case all terms computed in
Sec. 2.1.3 will loose their translational invariance. However, here for simplicity we will assume
that Vdis is low enough for the assumptions of the BHm of Sec. 2.2.1 to hold and that its effect
on the hopping amplitude J and the interaction U are negligible. We therefore arrive at the









nˆi (nˆi − 1)−
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i
(µ− ηi) nˆi , (2.26)






with disorder strength ∆. Here, for simplicity we will assume a boxed disorder distribution, i.e.
p (|η| < ∆) = 1/(2∆) and p (|η| > ∆) = 0.
In addition to the Mott insulating and superfluid phases of the clean system, the groundstate
phase diagram shown in Fig. 2.2, displays a new phase at finite disorder strength ∆: the Bose
glass [9, 14, 15, 16]. The Bose glass is an insulating phase comprised of finite regions which
are best described either as localized atomic levels or as isolated superfluid lakes [15]. While
certain single-particle states can show a high (but not macroscopic) occupation, the disorder
does not allow for long-range-order as observed in the superfluid. The statistical fluctuations of
ηi, on the other hand, mimic local shifts in chemical potential which locally exceed the gaps of
adding/removing a particle [15], creating gapless regions which induce a non-vanishing density
of states at zero energy [16]. Unlike the Mott insulator, the Bose glass is therefore gapless and
characterized by a finite compressibility.
The transition from the Mott insulator to the Bose glass is therefore driven by rare lattice
sites, where the local potential ηi exceeds the particle- or hole-gaps of the clean system, leading
to an inhomogeneous density distribution. As at the transition these sites are extremely rare, the
finite compressibility of the Bose glass close to the Mott insulating phase is extremely low and
the transition is of Griffiths type [15]. Through the theorem of inclusions it can be shown that
for generic transitions in a disordered system one can always find rare regions of the competing
phase on either side of the transition line [93, 15]. It follows that the Griffiths region of the
Bose glass will always intervene between the Mott insulating and the superfluid phase at finite
disorder strength ∆ (see Fig. 2.2). However, the exponentially small compressibility and the
rareness of the gapless but uncondensed regions makes it extremely hard both numerically and
experimentally to resolve it, as exponentially large system-sizes are needed to capture it.
In the groundstate phase diagram of the disordered BHm on a cubic lattice (see Fig. 2.2)
the superfluid phase extends to surprisingly large values of the interaction U and the disorder
strength ∆. For low/intermediate interactions and high disorder it can be argued that this is
related to the percolation between localized states, as moving a boson from one occupied site to
another costs an energy on the order of U , while moving it to an empty site requires a much larger
energy on the order of ∆ [15]. At stronger interaction and lower disorder the phase diagram is
characterized by the so-called “superfluid finger” which extends to much larger interactions than
the critical value of the clean system [i.e. (U/J)c at ∆ = 0]. This region is characterized by an
extremely low condensate fraction n0/n. The critical temperature on which the condensate φ
vanishes is thus extremely low, making it very hard to access this regime in experiments.
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2chemical potential µ. At zero temperature, the chemical
potential of the Mott insulator state with integer fill-
ing factor can be anywhere between the two thresholds
leading to an ambiguity in the value of Eg/2. The ambi-
guity is absent in the canonical ensemble, where particle
and hole excitations can be created only in pairs, to pre-
serve the total number of particles. The grand-canonical
counterpart of the canonical situation corresponds to the
chemical potential being kept in the middle of the gap,
µ = (µ+−µ−)/2, in which case Ep = Eh = Eg/2 = Eg/2.
Therefore, below we always assume this choice of µ.
The above-mentioned ∆c = Eg/2 conjecture is based
on the assumption that the state remains gapped for
∆ < Eg/2. For ∆ > Eg/2 the state can be shown to
be gapless, because rare statistical fluctuations guaran-
tee the existence of arbitrarily large homogeneous regions
with disorder mimicking chemical potential shifts exceed-
ing particle or hole gaps. In other words the conjecture
was that the transition is of the Griﬃths type. An al-
ternative scenario would claim that the transition point
happens at smaller values of ∆ due to subtle interplay
between disorder and interactions.
In this paper, we show that the theorem of inclusions
forces one to conclude that the Griﬃths-type scenario
is the only one possible for the gapped-to-gapless tran-
sitions. That is, the vanishing of the gap at the critical
point is exclusively due to a zero concentration of rare re-
gions in which extreme fluctuations of disorder reproduce
a regular gapless system. In the vicinity of the critical
point, the gapless phase must necessarily be “glassy”, be-
cause it consists of large gapless (in our case superfluid)
domains embedded in a gapped state. The absence of
phase coherence between domains is caused by their di-
verging distance between at the critical line. To illustrate
these general conclusions, we consider the exactly solv-
able random transverse field Ising model in one dimen-
sion.
Though the topology of the phase diagram for the
Bose-Hubbard model is fixed by theorems, it is both in-
teresting and important to determine transition lines and
properties of phases numerically. In particular, this is
necessary for revealing potential diﬃculties in observing
and identifying the phases. To this end, we have cal-
culated the full phase diagram of the disordered three-
dimensional Bose-Hubbard model, shown in Fig. 1, by
quantum Monte Carlo simulations based on the worm
algorithm [26, 27]. This phase diagrams shows a few
remarkable features: an infinite slope of the superfluid
– Bose glass line ∆c(U), in the weakly interacting gas
U/t <∼ 1, as predicted by the scenario of percolating su-
perfluid lakes developed in Ref. [25], and an enormous
scale for the superfluid – Bose glass transition, ∆/t ∼ 300
at intermediate coupling strength, 1 <∼ U/t <∼ 30. Here
U is the strength of the on-site repulsion between bosons
and t is the amplitude of hopping transitions between
the nearest neighbor sites (see Fig. 1). The percolation
character of superfluidity in the vicinity of the superfluid

















FIG. 1: Phase diagram of the disordered three dimensional
Bose-Hubbard model at unity filling. In the absence of dis-
order, the system undergoes a quantum phase transition be-
tween SF and MI phases. The presence of disorder allows
for a compressible, insulating BG phase, which always inter-
venes between the MI and SF phases because of the theorem
of inclusions [1]. The transition between MI and BG is of the
Griﬃths type, as an exception implied by the theorem. At
U/t→ 0, the SF–BG transition line has an infinite slope [25].
enormous scale. In this range of parameters, the localized
states have a localization length of the order of one lat-
tice spacing, as opposed to the picture of large superfluid
lakes of Ref. [25].
The nature of the transitions and small superfluid frac-
tion in the SF phase have profound implications for the
experimental observation of the phase diagram. We focus
here on cold-atom experiments, where recent experimen-
tal claims are partly in line, partly in contradiction with
the phase diagram shown above. We argue that present-
day cold-atom experiments face numerous diﬃculties in
obtaining the full phase diagram; for example, the Grif-
fiths type Bose glass – Mott insulator transition requires
macroscopically large system sizes to properly identify
the Bose glass phase. We also provide arguments why
experiments seem to have missed the superfluid ‘finger’
above the Mott insulator in Fig. 1, though the right scale
for the transition between the superfluid phase and the
Bose glass phase for very strong disorder has been re-
vealed [28].
The paper is organized as follows. In Sec. II we in-
troduce the model and recapitulate the theorem of in-
clusions. The transition between the Mott insulator and
Bose glass phases is discussed in Sec. III and illustrated
by the exactly solvable random transverse Ising model
in one dimension. We proceed with a discussion of the
full phase diagram in Sec. IV and results of cold-atom
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Figure 2.2.: Left panel: groundstate phase diagram of the disordered BHm on a cubic lattice at
u ity filling com uted with path integral quantum Monte Carlo. Here, the tunneling
amplitude J is denoted as t, and the groundstate phases are the Mott insulator (MI),
the superfluid (SF), and the Bose glass (BG). Right panel: setup of the single-particle
hopping in the HHm where each plaquette is pierced by a flux of Φ. The 4× 1 unit
cell for Φ = pi/2 is shown (dotted lines), where the arrows indicate the direction of
the corresponding hopping processes. The left panel is reprinted from Ref. [15].
2.4. Magn tic fi lds in the tight binding
approxim tion
2.4.1. Peierls substitution
The general effect of a non-zero magnetic field B = ∇×A with vector potential A on a single-
particle Hamiltonian such as (2.1), consists in shifting the momentum operator pˆ = −i~∇ as
pˆ → pˆ − qA, where q is the charge of the particle [10]. In the following for simplicity we will




2 + V (r). (2.28)
The effect of the vector potential on the Bloch states of Eq. (2.2) therefore consists of shifting







The only effect of the vector potential on the Wannier functions lies therefore in the Aharonov-
Bohm phase [10]
∫ r







where H0 and ωn,R(r) are the Hamiltonian and Wannier function in the absence of magnetic
fields of Sec. 2.1.1.
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The effective hopping amplitudes computed in Sec. 2.1.3 change accordingly through the


























tl,j = eiΦl,j tl,j , (2.31)
where in the last line we have assumed, that the vector potential A(r) varies only slowly over
the spacing Rl −Rj , such that the integral in the exponent is essentially independent of the









The effect of the magnetic field in the tight-binding approach therefore is reduced to a phase
factor Φl,j picked up by the particles when hopping from site j to site l.
2.4.2. Harper-Hofstadter model
Assuming that the potential V (r) is such that the particles are effectively confined to the (x, y)-
plane (i.e. are moving in a two-dimensional system), that there is no interaction between the
particles [u(r, r′) = 0], that ti,j is non-zero only for nearest-neighbors [as we also did for the
BHm in Eq. (2.13)], and that we have a homogeneous magnetic field
B = −Φez, (2.33)
where ez is the unit vector in z-direction, we arrive at the so-called Harper-Hofstadter model
[20, 21] (HHm). Due to the gauge freedom of the vector potential A, there are different ways to
implement this model. Here, we will use the Landau gauge A(r) = yφex, where r = (x, y) and
for the sake of simplicity Ri = RX,Y = (X,Y ) with integer X and Y (i.e. the lattice spacing is







Y ΦdX = Y Φ (2.34)




A(r)dr = 0 (2.35)
for hopping processes in the y-direction.











where h.c. means taking the hermitian conjugate of the part preceding it, and we have assumed
that the hopping amplitude ti,j can take different values for hopping processes in x- (ti,j = tx)
and y-direction (ti,j = ty), respectively. Here, we have deliberately chosen the notation a† and a
for the creation and annihilation operator, as we want to discuss both bosons and fermions in
this section.
As shown in Fig. 2.2, the system now consists of a square lattice, where each placquette
17
is pierced by a magnetic flux Φ, as for a closed path in clockwise direction around a single















= −Φx(Y ) + 0 + Φx(Y + 1) + 0 = Φ. (2.37)
As also shown in Fig. 2.2 for the case of Φ = pi/2, the unit-cell of the system for a flux of
Φ = 2pi/NΦ, with integer NΦ, consists of NΦ sites in Y -direction, resulting in NΦ different
single-particle bands. In fact, more generally, it was shown that the band structure of the HHm
shows a fractal structure named Hofstadter butterfly, where the number of bands and bandgaps
in the system depends on the value of Φ/2pi [20, 21].
As discussed in Sec. 2.4.1, the basic assumption of the Peierls substitution consists of having
a slowly varying vector potential over the distance RX,Y −RX±1,Y±1 (i.e. in our case over a
single placquette). For Φ 1, this is indeed the case, and Eq. (2.32) is a good approximation.
This limit of the HHm is referred to as continuum limit, as it directly connects to the continuous
problem. For stronger magnetic fluxes Φ however the continuum limit is abandoned, as the
assumption (2.32) no longer connects the discrete lattice to the original problem. In this case
new properties can arise due to the strongly discretized nature of the problem.
One direct connection to the continuous problem known from solid-state physics that survives
up to strong fluxes is the integer quantum Hall effect [27]. In this case we consider having a
band gap between two bands of the HHm, where the lower one is completely filled by fermions
at zero temperature. In this case one would typically expect the fermions to be in a trivial
band-insulating state with zero conductance. The bands of the HHm however are topologically
non-trivial, which on a finite system leads to the appearance of edge modes on the boundaries
of the system, which lie within the band gap and connect the two bands leading to a finite
conductance. As each of the edge modes can only transport a single particle, the Hall conductance
σxy (normalized to the number of transported particles) is quantized to an integer number. For
an introduction into the topic of topological insulators see Ref. [94].
A direct connection between the Hall conductance and band-topology can be shown through
Kubos formula [95], which relates the Hall conductance to the topological invariant of the
many-body state, i.e. the Chern number C [25, 26], as










∂θxAy(θx, θy)− ∂θyAx(θx, θy)
)
, (2.38)
where Aj(θx, θy) = i〈Ψ (θx, θy) |∂θj |Ψ (θx, θy)〉 is the Berry connection [25, 26], and Ψ (θx, θy) is
the many-body groundstate under the twisted boundary conditions Ψ(x+ Lx, y) = eiθxΨ(x, y),
Ψ(x, y + Ly) = eiθyΨ(x, y), with Lx and Ly the system sizes in x and y direction, respectively.
As the many-body state of a gapped band completely filled with fermions at zero temperature

















∂kx〈un(k)|∂ky |un(k)〉 − ∂ky〈un(k)|∂kx |un(k)〉
)
, (2.40)
where k = (kx, ky) is the two-dimensional quasi-momentum and |un(k)〉 are the single-particle
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eigenstates of the nth band.
Non-interacting fermions therefore can display non-trivial topological properties in the HHm
by being in a so-called symmetry protected topological (SPT) phase [22, 23, 24] (in this case the
integer quantum Hall phase), which is characterized as a gapped non-degenerate groundstate with
short-range entanglement and a non-zero topological invariant [23, 24] (in this case the Chern
number). It is this topological invariant – a global property of the many-body state – and not a
local order parameter, that marks the difference between the SPT and a trivial band-insulator.
This invariant – and therefore also the presence of conducting edge modes in the band gap – is
robust against local perturbations, as long as the underlying symmetry protecting the order (in
this case the U(1)-symmetry) is not spontaneously broken [23, 24].
Bosons on the other hand will condense in the absence of interactions, leading to a topologically
trivial gapless phase. This is why for bosons the focus lies on interacting systems when studying
topological properties, as a finite interaction can deplete the condensate and lead to non-trivial
gapped many-body states.
2.4.3. Harper-Hofstadter-Mott model
The Harper-Hofstadter-Mott model (HHMm) is the extension of the HHm to locally interacting
bosons. Just as for the BHm (see Sec. 2.2.1) we assume that the interaction term (2.12) is only
non-zero if the involved particles are on the same lattice site. As in this case the phase factors of
Eq. (2.29) cancel in Eq. (2.12) (as they also do in the chemical potential µ = −ti,i), the local

















As discussed in detail in Refs. [23] and [24], in the presence of (strong) interactions bosons can
exhibit symmetry protected topological order at integer fillings ν (i.e. particles per unit cell).
Such is the case for the bosonic equivalent of the integer quantum Hall phase [28], which was
observed on the honeycomb lattice with correlated hopping [29], in the HHMm with additional
diagonal hopping [85], and more recently in the standard HHMm discussed here at filling ν = 2
[82]. As its fermionic counterpart, this phase is protected by the U(1)-symmetry and characterized
by a quantized integer Hall conductance of (neutral) bosons [i.e. an integer many-body Chern
number, which has to be computed directly from (2.38) as it can no longer be mapped onto the
non-interacting bands due to the interaction]. In contrast to the fermionic case, however, it can
be shown that this phase can only arise for even integer conductances, while for an odd-integer
Chern number the involved particles must be either fermionic or in a degenerate groundstate
[28].
The finite interaction can also give rise to a new kind of phase at fractional fillings: as for
interacting electrons in a strong magnetic field [30, 31], bosons can form fractional quantum Hall
states, which are characterized by a fractional conductance/Chern number. These groundstates
are gapped, degenerate, and show intrinsic topological order. In contrast to symmetry protected
topological phases, groundstates with intrinsic topological order show long-range entanglement
and its topological invariant is protected against any kind of local perturbation. The degeneracy of
the groundstates leads to the system displaying fractional quasi-particle excitations with anyonic
statistics (i.e. behaving neither like bosons nor like fermions) [96]. These quasiparticles carry
only a fractional charge through the edge modes, leading to the fractional conductance. Such
phases have been predicted for the HHMm and were observed numerically for the case of filling
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ν = 1/2 using exact diagonalization (ED) [33, 80, 81], and the density matrix renormalization
group (DMRG) on cylinder [82, 83], and (for lower fields) square geometries [84].
A simple picture from the continuous problem that gives an intuitive approach to the fractional
quantum Hall states is the composite fermion picture [32, 97, 81]. Composite fermions are weakly
interacting quasiparticles composed of a boson with an attached vortex (canceling an effective
flux of Φvort = 2pi). At fractional filling ν, i.e. density n = ν/NΦ (where the flux per placquette
is Φ = 2pi/NΦ), they essentially behave as free fermions in an effective magnetic field arising
from the new effective flux per placquette Φ′ = 2pi (1± ν) /NΦ (where the two signs correspond
to attaching vortices of opposite sign) [81]. This leads to a Fermi-sea behavior in new effective
bands corresponding to the HHm at flux Φ′. If these bands are completely filled, the system is in
an effective integer quantum Hall phase of composite fermions and gapped. As was shown in Ref.
[81], while showing good agreement in the continuum limit of low Φ, at strong fluxes the overlap
between composite fermion trial wavefunctions and numerical results decreases, implying that




Cold atoms in optical lattices
While the effective lattice models introduced in Chapter 2 have long been used as theoretical
approximations to more complex continuous problems in realistic materials, the advent of cold
atom experiments in optical lattices has revolutionised the field enabling the experimental
realization of such simple and clean systems.
In these experiments, (bosonic or fermionic) atoms are trapped in an optical potential at
extremely low temperatures (in the sub-mK regime). As the potentials can be tuned to have
lattice spacings which are orders of magnitude larger than the ones in real materials, and their
properties can be tuned in a controlled and accurate way, the realization of perfectly homogeneous
and translationally invariant lattices is within experimental reach.
The effective parameters of the resulting tight-binding Hamiltonians, such as the hopping
amplitude or two-particle interactions, can be tuned in a controlled way by making use of the
internal degrees of freedom of the atoms, and even artificial magnetic fields – mimicking the
effect of magnetic fields on charged particles for the neutral atoms – can be induced through
additional light fields or periodic modulations. This enables the study of many-body physics
on a microscopic level in clean systems and in parameter regimes and temperatures which are
inaccessible in real materials.
While dramatic experimental progress in this field – such as the observation of the Mott
insulator to superfluid phase transition in the Bose-Hubbard model [12] or the realization of
the Harper-Hofstadter model [35] – have galvanized the condensed matter community, heating
processes arising from scattering processes and the laser fields employed in the experiments
can destroy the quantum nature of the many-body state through thermal fluctuations, making
the experimental realization of more complex systems such as e.g. the strongly-interacting
Harper-Hofstadter-Mott model currently out of reach.
3.1. Optical lattices
The central concept behind the confinement of ultracold atoms in optical lattices is the dipole
force experienced by the atoms when interacting with an off-resonant laser field with detuning
∆ = ωL − ω0 [98]. Here, ωL is the frequency of the laser and ω0 corresponds to a transition
frequency to an excited state of the atom. Assuming that the time scale of the center-of-mass
motion of the atoms is much slower than ωL, the potential experienced by the atoms due to the






where Γ |∆| is the decay rate of the excited state and I(r) is the spatial intensity profile of
the laser field [12].
Depending on the sign of the detuning ∆, atoms can therefore be trapped in the minima/maxima
21
of the laser field. In a standing wave of two counter-propagating laser fields, the atoms will
therefore experience a periodic potential such as the one introduced in Sec. 2.1. While a three-
dimensional lattice can be constructed by using orthogonal standing waves of the laser field in
all three spatial directions, effective two- or one-dimensional systems can also be achieved, by
confining the atoms with a trapping potential with one single minimum in one or two dimensions,
respectively.
The momentum distribution of a many-body state in an optical lattice can be measured
through so-called time-of-flight measurements [12]. In these measurements the laser fields (and
any non-negligible interactions) are turned off either suddenly or adiabatically and the atoms will
expand freely according to the momentum distribution as a superposition of plain waves. The
momentum distribution of the many-body state can therefore be extracted from the resulting
interference pattern, which can be measured through standard absorption techniques, and the
time-of-flight, i.e. the time in which the atomic cloud expanded. Such a technique has been
used e.g. to observe the superfluid to Mott transition, as the superfluid is strongly peaked at
quasi-momentum 0, while the Mott insulator shows a broad momentum distribution [48].
While periodic potentials can be created through standing waves, non-translational-invariant
random density profiles I(r) can induce disorder such as discussed in Sec. 2.3. One prominent
way to achieve this, is to use laser speckles [99, 100, 101, 102]. In this technique an additional
beam from the same laser as used for the optical trap is passed through a diffusive plate,
creating a (quasi-)random interference pattern. The resulting intensity profile therefore breaks
translational invariance, inducing randomness in the optical dipole force and therefore in the
potential experienced by the atoms.
3.2. Two-body interactions
For atomic gases in the sub-mK regime the lowest-angular-momentum two-particle collisions
dominate the scattering processes, corresponding to s-wave scattering for bosons [12]. Suppose now
that the collision between two particles has two reaction channels: an open channel corresponding
to the scattering in the continuum, and a closed channel corresponding to energetically forbidden
processes. A Feshbach resonance arises whenever a bound state induced by the inter-atomic
potential in the closed channel couples resonantly with the kinetic energy of the scattering
continuum in the open channel. The two channels can correspond for instance to different
configurations of the internal states of the atoms, such as e.g. spins [12].
The Feshbach resonance will capture the particles temporarily in a quasi-bound state, heavily
affecting the scattering length. This effect can be used in cold-atom experiments in order to
tune the interaction (i.e. the scattering) between particles. One approach that is typically used
for this is to introduce an external uniform magnetic field [36]. As the open and closed channel
possess different magnetic moments, the relative energy difference – i.e. the energetical distance
to a Feshbach resonance – can be tuned through the magnetic field strength.
3.3. Artificial magnetic fields
In order to illustrate the fundamental principles of artificial gauge fields, let us consider an atom
with a two-level internal structure consisting of an internal ground- (|g〉) and excited (|e〉) state.
We assume that in addition to the optical potential V (r), which does not couple to the internal
states, there is an external spatially dependent field U that couples the internal states |g〉 and
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1 + U. (3.2)




eiφ(r) sin(θ(r)) − cos(θ(r))
)
, (3.3)
act on the two internal states of the atom, where Ω, θ, and φ are the generalized Rabi frequency,
the mixing-, and the phase-angle, respectively, which can be tuned e.g. by modifying the intensity,
phase and frequency of an external laser field [43].













Let us now assume that the initial internal state of the atom is given by |χ1〉 and that the
time evolution of the internal state is adiabatic, such that it never couples to |χ2〉. The resulting
eigenstate of the particle will be given by
|Ψ(r, t)〉 = ψ(r, t) |χ1(r)〉 , (3.5)
and the projection of the time-dependent Schro¨dinger equation onto the internal state |χ1〉 yields
i~∂tψ(r, t) = 〈χ1(r)|H |Ψ(r, t)〉 = Heffψ(r, t). (3.6)
By
〈χ1(r)|p2 |Ψ(r, t)〉 =−
(
∇2ψ(r, t) + 2∇ψ(r, t) 〈χ1(r)| ∇ |χ1(r)〉
+ ψ(r, t) 〈χ1(r)| ∇ |χ1(r)〉2 − ψ(r, t) |〈χ1(r)| ∇ |χ2(r)〉|2
)
, (3.7)
where we have used the completeness relation 1 = |χ1(r)〉 〈χ1(r)|+ |χ2(r)〉 〈χ2(r)|, the resulting
effective Hamiltonian experienced by the wavefunction ψ(r, t) is given by
Heff =
(p−A)2
2m + V +
~Ω
2 +W, (3.8)
with a scalar field
W (r) = ~
2
2m |〈χ1(r)| ∇ |χ2(r)〉|
2 , (3.9)
and a vector potential
A(r) = i~ 〈χ1(r)| ∇ |χ1(r)〉 = − sin2 (θ/2)∇φ, (3.10)
which – if it can no-longer be eliminated from (3.8) through a gauge transform – leads to an
effective magnetic field experienced by the atoms as [43]





Path integral quantum Monte Carlo simulations represent a very successful numerical tool for
the simulation of a large class of bosonic lattice systems. Unlike fermions, bosons do not possess
an intrinsic sign-problem, leading to numerically exact results in systems such as e.g. the Bose-
Hubbard model [47, 49, 48, 87]. In the presence of more complex Hamiltonians however, such as
lattices with artificial gauge fields [37, 38, 39], or other complex terms such as spin-orbit coupling
[50, 51, 52], the lattice itself can introduce a sign-problem in the Monte Carlo simulations. The
density-matrix-renormalization group (DMRG) ) [55, 56, 57, 59] and exact diagonalization (ED),
on the other hand, work very well in low dimensions, but in higher dimensions and in the presence
of critical phases the numerical complexity and the required system sizes represent a problem.
While the methods mentioned above treat the full lattice on finite system sizes with high
accuracy, in this work we turn to a different class of numerical methods which we dub “self-
consistent methods”. In these algorithms, by using perturbative (see e.g Sec. 4.2) or non-
perturbative (Sec. 4.5) approximations, the full lattice in the thermodynamic limit is solved
in a self-consistent way with the help of a simpler exactly solvable auxiliary system, which –
depending on the method – is referred to as solver, impurity, or reference system. In the following
we discuss examples of established self-consistent methods for bosonic lattice problems, using
these terms interchangeably, depending on the context. Secs. 4.1, 4.4 and 4.5.1 closely follow Ref.
[2].
4.1. Propagators and free energy
In order to derive approximations for the numerical treatment of translationally invariant bosonic












ibj + Vˆ3 + Vˆ4 , (4.1)
where b†i (bi) creates (annihilates) a boson at site i, tij is the single-particle hopping, F is
an external field, which couples linearly to the bosonic operators, and Vˆ3 and Vˆ4 are general
interactions with three and four legs, respectively. Using Einstein summation and the Nambu




i , bi )ν with commutator [bα,b
†
β] = (1⊗ σz)αβ , where α is a composite
index comprising the site and Nambu indices i and ν, the Hamiltonian can be written compactly
as




αtαβbβ + Vˆ3 + Vˆ4 , (4.2)
Vˆ3 = V (3)αβγ b
αbβbγ , Vˆ4 = V (4)αβγδ b
αbβbγbδ . (4.3)
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where tαβ = t
iη
jν = tij ⊗ 1ην , up to an irrelevant constant. For brevity in the following we will
drop all tensor indices whenever contractions are well defined.
The partition function Z is given by the trace of the imaginary-time-ordered exponential





















dτdτ ′b†(τ)G−10 (τ, τ ′)b(τ ′) , (4.4)
β is the inverse temperature, T the imaginary-time-ordering operator, and the hopping tij is
absorbed in the non-interacting propagator
G−10 (τ, τ ′) = δ(τ − τ ′)(−[1⊗ σz]∂τ ′ − t) . (4.5)
The partition function’s functional dependence on F and G−10 , Z = Z[F,G−10 ], make the free
energy Ω[F,G−10 ] ≡ − ln[Z]/β a generating functional for the propagators
β
δΩ
δF† = 〈b〉 ≡ Φ , (4.6)
2β δΩ
δG−10 (τ ′, τ)
= −〈b(τ)b†(τ ′)〉 = G(τ, τ ′)−ΦΦ† , (4.7)
where Φ is the expectation value of the bosonic Nambu annihilation operator b, G is the
connected single-particle Green’s function, and the expectation value of an operator Oˆ(τ) is
defined as the time-ordered trace 〈Oˆ(τ)〉 = Tr[T e−SOˆ(τ)]/Z.
4.2. Mean-field decoupling approximation













with some local interaction Vˆi (e.g. a density-density interacion Unˆ2i ) and chemical potential µ
can condense into a macroscopic state characterized by a non-zero condensate order parameter
φi = 〈bi〉 [61, 13].
This possibility of a broken U(1)-symmetry makes it possible to expand the creation/annihilation
operators around their expectation value, i.e.
bi = φi + δbi, (4.9)
b†i = φ∗i + δb
†
i , (4.10)
where the fluctuations δb(†)i represent uncondensed bosons.
Using Eqs. (4.9) and (4.10), we can rewrite the Hamiltonian (4.8) as
26




















The crucial part of the mean-field decoupling approximation [9, 60, 61] lies in neglecting non-local
quadratic fluctuations of uncondensed bosons, i.e.
δb†iδbj ≈ 0 (4.14)
which by δb(†) = b(†) − φ(∗) reduces ∆H[{φi}, {φ∗i }] to










This decouples the full Hamiltonian into a set of local Hamiltonians Heffi , where the non-local
parts are approximated by scalar mean-fields as
Heff[{φi}, {φ∗i }] =
∑
i
















 bi + Vˆi − µni. (4.17)
For the sake of simplicity in the following we will assume that the Hamiltonian is completely








as is the case in the Bose-Hubbard model (see Sec. 2.2). Note however that a similar procedure
can also be done for more complicated locally interacting Hamiltonians. This enables us to
assume that the condensate is homogeneous, i.e.
φi = 〈bi〉 = φ. (4.19)
The system is therefore decoupled into a set of identical local impurities with Hamiltonian [9]





where z is the coordination number, i.e. the number of nearest-neighbors.
Through the mean-field decoupling approximation the solution of the full lattice system
therefore reduces to finding the value of the condensate order parameter φ and solving the simple
impurity Hamiltonian (4.20). The value of φ can be found by requiring that the free-energy of
the effective mean-field Hamiltonian (4.20)















































FIG. 8: (Color online) Top panel: Phase diagram (superfluid
to normal liquid transition) of the cubic lattice Bose-Hubbard
model in the space of interaction and temperature for n = 1.
The dashed line shows the static mean-field result, the red
curve the exact solution for a Bethe lattice with coordination
number z = 6 (Ref. 49) and the blue curve with open dia-
monds the QMC result from lattice simulations (Ref. 48). The
black line with open circles corresponds to the B-DMFT so-
lution, which yields a second order transition. Bottom panel:
ground-state phase diagram in the space of t/U and µ/U ,
showing the first two Mott lobes surrounded by superfluid.
The B-DMFT phase boundary was computed at βt = 2. Er-
ror bars are much smaller than the symbol size.
component of the Fourier transform of the equal-time
density matrix. By plotting φ as a function of Tc − T
in a log-log plot we can extract the critical exponent β
from the slope of the line as T → Tc, which is shown
in the inset of Fig. 9. Static mean-field theory of course
gives the mean-field exponent β = 1/2. The exact model
belongs to the 3d XY universality class with the exponent
β ≈ 0.35,51 while the exponent obtained from B-DMFT
for these parameters is β ≈ 0.19.
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FIG. 9: (Color online) Main panel: Condensate order pa-
rameter φ as a function of temperature of the Bose-Hubbard
model on the 3d cubic lattice for µ/t = 8 and U/t = 20
(n ≈ 1). Results obtained from B-DMFT (black circles)
are compared to lattice QMC (blue diamonds) and to static
mean-field theory (black dashed line). Inset: Zooming in on
the region close to the SF-normal transition showing the crit-
ical exponent β. Here φ is plotted as a function of Tc − T
for T < Tc. The full lines are fits to φ = A|Tc − T |β (B-
DMFT: β = 0.194(2), Tc/t = 4.365(3), At = 0.6463, QMC:
β = 0.35, Tc/t = 4.43(3), At = 0.6517, Mean-field: β = 0.5,
Tc/t = 6.5661, At = 0.535). The QMC results are obtained
on a lattice with 403. Error bars are smaller than the symbol
size.
3. The weakly interacting Bose gas regime
When bosonic field theories are expanded in U (cf.
the weakly interacting Bose gas of Ref. 44), the eﬀect
of the chemical potential is non-perturbative. The chem-
ical potential is negative for the ideal Bose gas, and has
to change sign in the presence of repulsive interactions.
There is an implicit relation between the condensate den-
sity n0 = |φ|2 and the chemical potential, which follows
from the condition of thermodynamic equilibrium,52[





leading to µ = ⟨0|∂Hˆint∂n0 |0⟩, with Hˆint the interacting two-
body terms and |0⟩ the ground state (finite temperature
extensions also exist44). In any expansion order this re-
mains valid and can be worked out to yield
µ = Σ(k = 0,ω = 0)− Σ˜(k = 0,ω = 0), (74)
which is the famous relation for a gapless spectrum first
derived by Hugenholtz and Pines.53
The Hugenholtz-Pines relation does not hold in our B-
DMFT formalism. To start the discussion, let us consider
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of the chemical potential is non-perturbative. The chem-
ical potential is negative for the ideal Bose gas, and has
to change sign in the presence of repulsive interactions.
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leading to µ = ⟨0|∂Hˆint∂n0 |0⟩, with Hˆint the interacting two-
body terms and |0⟩ the ground state (finite temperature
extensions also exist44). In any expansion order this re-
mains valid and can be worked out to yield
µ = Σ(k = 0,ω = 0)− Σ˜(k = 0,ω = 0), (74)
which is the famous relation for a gapless spectrum first
derived by Hugenholtz and Pines.53
The Hugenholtz-Pines relation does not hold in our B-
DMFT formalism. To start the discussion, let us consider
Figure 4.1.: Left panel: groundsta e phase diagram of the Bose-Hubbard model on a cubic
lattice a a function of hopping amplitude t (used in these figures instead of J),
chemical potential µ and interaction strength U . Right panel: phase diagram of the
Bose-Hubbard model at density n = 1 on a cubic lattice as a f nction of hopping
amplitude t, temp rature T and i teraction strengt U . The results are computed
ith quantum Monte Carlo (blue diamonds), BDMFT (black circles), mean-field
(dashed black line) and BDMFT on a Bethe lattice (red line, not discussed here).
The figures are reprinted from Ref. [65]








which yields the self-consistenc condition [9]
φ = 〈b〉HMF , (4.23)
where the notation 〈. . . 〉HMF means taking the expectation value with respect to the eigenstates
of the Hamiltonian (4.20).
There are multiple procedures in order to find the solution f the lattice system within the
mean-field decoupling approximation. One consists in doing the variation of the free-energy in
φ directly, searching for a stationary solution with (4.22). Anoth r one, most commonly used,
consists in an iterative scheme where one starts with some initial guess for φ, plugs it into the
Hamiltonian (4.20) (step 1), computes a new guess for φ through the expectation value (4.23)
(step 2), and repeats step 1 and 2 until the value f φ is converged and (4.23) is fulfilled.
By the approximation (4.14) mean-field can be expected to work well when non-local quadratic
fluctuations become negligible, i.e. 〈δb†iδbj〉  1, for i 6= j. If this is not the case, the fraction of
uncondensed bosons in the system is systematically underestimated (and the condensate order
parameter φ therefore systematically overestimated). In the three-dimensional Bose-Hubbard
model at zero temperature neglecting quadratic fluctuations works very well deep in the superfluid
phase, where the particle density is given by n ≈ |φ|2 and the fraction of uncondensed particles
is very low, as well as deep in the Mott phase, where φ = 0, but the particles are strongly
localized by the interaction and non-local correlations are negligible. At intermediate couplings
mean-field interpolates between these two extreme cases and deviates from the numerically exact
quantum Monte Carlo results [49, 47, 48, 87, 103]. This can be seen in the groundstate phase
diagram (left panel) of Fig. 4.1, where mean-field overestimates the superfluid phase. At finite
temperature mean-field further looses accuracy, as it does not include any thermal fluctuations in
the formalism, as can be seen in the finite-temperature phase diagram of Fig. 4.1 (right panel). In
the left panel of Fig. 4.2 we see how the condensate is systematically overestimated by mean-field,
especially close to the phase transition, while the kinetic energy (right panel) goes to zero as soon
28
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For an ideal Bose gas (U = 0), the total number of
particles is given by




eβ(ϵ−µ) − 1 , |ϵ| ≤ zt, (68)
where zt is the half-bandwidth of the lattice. Just like
for an ideal Bose gas in continuous space, the chemical
potential µ has to be lower than the bottom of the band,
µ ≤ −zt in order to keep the number of particles finite.
For temperatures T > Tc, the condensate vanishes,
|φ|2 = 0 and the above equation determines the density
n as a function of the chemical potential µ. For T < Tc
the chemical potential must be pinned at the lower edge
of the band, µ = −zt in order to have condensation. The
total number of particles is then a function of the con-
densate density |φ|2. In the non-interacting limit the oﬀ-
diagonal hybridization functions K and K∗ vanish and
the B-DMFT equations equations become exact. The











dτ [φ∗(τ)b(τ) + φ(τ)b†(τ)]. (69)
This is a quadratic action that can be solved analyti-
cally. The solution for the non-interacting Green’s func-
tion and hybridization function is given by




iωn + µ− ϵ , (|ϵ| ≤ zt)
F (iωn) = iωn − µ+G−10 (−iωn). (70)
B. Static mean-field
One obtains a selfconsistent mean-field theory (the de-
coupling approximation) by substituting
b†ibj = ⟨b†i ⟩bj + b†i ⟨bj⟩ − ⟨b†i ⟩⟨bj⟩
= φ(b†i + bj)− φ2 (71)
into our Hamiltonian defined by Eq. (1). If one drops
the term −φ2, which is just a constant shift in energy
















⟨·,j⟩ t = zt is the hopping term summed over
the nearest neighbors. For the 3d cubic lattice (z = 6)
this just gives the half-bandwidth κ = 6t. This Hamilto-
nian can be expressed as a matrix in the occupation num-
ber basis (truncated at some maximum occupation) and
solved by exact diagonalization. One chooses an initial
value for the condensate φ and determines φ iteratively
by solving φ = ⟨b⟩ until convergence is reached.
By using B-DMFT we can reproduce the static mean-
field results by setting the hybridization function to zero,
i.e. ∆(τ) = 0. Since there is no hybridization Eq. (30)
reduces to κ = zt.
VII. NUMERICAL RESULTS
In this section we present results for the Bose-Hubbard
model on a 3d cubic and 2d square lattice obtained with
B-DMFT. All our results are compared to other methods
like static mean-field theory, worm-type quantum Monte
Carlo (QMC) simulation on a lattice of up to 403 sites8,10
and with a recently developed numerically exact method
on the Bethe lattice.49 Since the Bethe lattice can be also
directly simulated with B-DMFT we will show a direct
comparison between B-DMFT and the numerically exact
solution.


















FIG. 6: (Color online) Kinetic energy of the Bose-Hubbard
model on the 3d cubic lattice as a function of temperature
for µ/t = 8 and U/t = 20 (n ≈ 1). Results obtained from
B-DMFT (black circles) are compared to lattice QMC (blue
diamonds) and to static mean-field theory (black dashed line).
Inset: Energy diﬀerence from the QMC data for the same
parameters. The QMC results are obtained on a lattice with
103 sites except close to the transition (4 ≤ T/t ≤ 6) where
403 sites were used. Error bars are smaller than the symbol
size.
Figure 4.2.: Left panel: condensate order parameter φ of the Bose-Hubbard model on a cubic
lattice as a fu cti n of the temperature and hopping amplitude t (used in these
figur s instead of J). Right panel: kinetic energy Ekin of the Bose-Hubbard model
on a cubic lattice as a function of the temperature T and hopping amplitude t. The
results are computed with quantum Monte Carlo (blue diamonds), BDMFT (black
circles), and mean-field (dashed black line), at fixed chemical potential µ/U = 0.4
and inte action strength U/t = 20. The figures are reprinted from Ref. [65]
as the superfluid phase is abandoned, as the uncondensed contributions to the kinetic energy are
neglected by the decoupling approximation (4.14).
For systems where a phase transition is not driven by condensation of bosons, mean-field
will characterize the gapless phase by an artificial finite condensate φ. This is the case in
low-dimensional systems such as e.g. in the Bose-Hubbard model in one dimension where the
superfluid phase is unconde sed [13], lea ing to mean-field behaving much worse as in Figs. 4.1
d 4.2. Finally, it should be noted that, unlike the methods discussed after Sec. 4.4, mean-field
is a perturbative approach, as the full Hamiltonian of the lattice system is approximated by
neglecting quadratic fluctuations. Due to this approach mean-field is only self-consistent on
the level of the condensate through Eq. (4.23) but looses any self-consistency on the level of
two-point functions such as the Green’s function [Eq. (4.7)].
4.3. Cluster Gutzwiller mean-field theory
In the case of more complicated Hamiltonians or when studying phases in which non-local
correlations are essential, one wo ld like t us methods which instead of solving single-site
impurities and neglecting all non-local correlations as in Sec. 4.2, uses an impurity consisting
of a cluster of sites, containing all crucial short-range correlations. One such method is a
straight-forward extension of the mean-field decoupling approximation to clusters named cluster
Gutzwiller mean-field (CGMF) [77, 104].
In this approach the full lattice system is partitioned into Nc/NL smaller clusters of Nc sites
dubbed ”C”, where NL is the total number of lattice sites. The crucial point of CGMF is that the
Hamiltonian within the clusters C is left unchanged, while only terms which couple the cluster
C with other clusters are treated through the mean-field decoupling approximation. In short,
building upon Sec. 4.2, this means that δb†iδbj ≈ 0 is used in Eq. (4.13) only if the sites i and j












































FIG. 3: (a) Results for three-dimensional cubic lattices (3D) for su-
percells with s = 4, 12, 18 sites (blue lines) and supercells with
12 and 18 sites using periodic boundaries (dashed green lines). The
blue and green line for 18 and 12 sites, respectively, nearly coincide.
In three dimensions, periodic boundary conditions can be applied in
two directions for the 3⇥3⇥2 cluster (dotted-dashed green line). The
QMC results (open circles) are taken from Ref. [37]. See Fig. 2 for
further details. (b) The finite-size scaling for clusters without (cir-
cles) and with periodic boundary conditions in one (diamonds) and
two directions (squares).
within the estimated errors.
For the three-dimensional cubic lattice (3D), the cluster
method predicts J¯ 3DCGW = 0.0350(2) (Fig. 3). The QMC cal-
culation gives a slightly lower value of J¯ 3DQMC = 0.0341 [37].
This deviation might be caused by the small edge lengths of
the clusters in three dimensions.
The method presented here allows the treatment of systems
with arbitrary filling factors n. The results for the lowest three
Mott lobes are shown in Fig. 4. Note that the numerical effort
does not increase with the filling factors, since only site occu-
pations ni = n 2, ..., n+2 are of interest, which is elaborated
in the next section.
IV. TREATMENT OF LARGE CLUSTERS
We now turn back to the description of the numerical algo-
rithm that allows to treat large cluster sizes. The efficient im-
plementation allows a numerical inexpensive computation of
the phase diagram. For a given µ on a todays average (single-
core) processor, the computation of 9 sites in 2D (5 fluctua-
tions) takes only few tenths of a second. Here, the method
also allows to calculate the excitation spectrum. The compu-
tation time growths drastically with the cluster size, e.g. about
10 seconds for 16 sites (⇥15 for 25 sites and ⇥4 for 6 fluctu-
ations).
(i) To apply the method described above, the infinite many-
particle basis set has to be restricted to a finite but sufficient
subset {|Ni}. The number of states in {|Ni} grows expo-
nentially with the particle number and therefore also with
the number of cluster sites, which limits practically the size
of the supercell. However, the complexity of the supercell
problem can be drastically reduced depending on the specific
Hamiltonian. From the single-site Gutzwiller theory for the
Bose-Hubbard model, it is known that the MI state with n
particles is unstable at its boundary only to fluctuations with
n ± 1 particles; i.e., only zero, one and two particle Fock
states have to be taken into account for the MI with a filling
of n = 1 [6]. This is, however, not completely true for the
supercell method which has internal degrees of freedom. It
turns out that local fluctuations with ni = ±2 have an effect,
if rather small, whereas higher local particle number fluctua-
tions are extremely small and can also be neglected (see er-
rorbars in Figs. 2 and 3). However, we can indeed restrict
the total particle number to N and N ± 1. Moreover, at the
phase boundary also states with all sites simultaneously fluc-
tuating are unlikely to be occupied. In practice, more than
f =
P
i |ni   n|  5 fluctuations for smaller clusters and
f  7 for larger clusters (s   16) hardly change the results
of the phase diagram (see error bars in Fig. 2 and Fig. 3). In
the vicinity of the boundary the actual value of the superfluid
order parameter is influenced by this constraints but not the
criticality.
(ii) For the diagonalization of the coupled supercell prob-
lem Lanczos-based algorithms for sparse matrices can be used
to obtain the lowest eigenvector [39]. In fact, the structure of
the Hamilton matrix has to be created only once for a given
number of lattice sites. As usually consecutive points of a
phase diagram are calculated, excellent guesses for both  
and the eigenvector can be provided speeding up the Lanc-
zos diagonalization immensely. Furthermore, symmetries of
the cluster can be used to build a symmetrized basis set, e.g.,
for a 4⇥4 cluster with periodic boundaries the C2 and the C4
symmetry allow a reduction of the basis length by a factor of
8. While here we restrict ourselves to the ground state, this
























FIG. 4: Mott insulator phase boundaries for filling factors n = 1-3
obtained by the supercell approach, which allows for the calculation
of arbitrary filling factors. The results for the cubic (3D), the square
(2D), and the honeycomb lattice (HC) are plotted for the largest cell
sizes with periodic boundary condition along one direction as a func-
tion of zJ/U . In this unit the mean-field boundary (gray) is indepen-
dent of the lattice geometry.
Figure 4.3.: (a) Groundstate phase diagram of the Bose-Hubbard model on a cubic lattice as a
function of hopping amplitude J , chemical potential µ and interaction strength U
computed with CGMF for different clusters C, compared to QMC data from Ref. [87]
(black circles). (b) Critical coupling J/U at the tip of the Mott lobe as fun tion
of the dimensionless parameter λ, where the value of λ = 1 (”∞”) represents the
QMC result. Clusters with open boundaries are shown as blue circles/lines, clust r
with periodic boundarie in one direction as green diamonds/lines, while periodic
boundaries in two directions are shown as green squares/dashed lines. The figures
are reprinted from Ref. [77]
which again can be solved through the generalization of the self-consistency condition (4.23), i.e.
φi = 〈bi〉HC . (4.25)
By applying the mean-field decoupling approximation only to terms on the boundary of
the cluster C while treating the other terms exactly, CGMF however breaks the translational
invariance of the cluster. In fact, in he absenc of cond sat on, i.e. φ = 0, the lattice system
is reduced to a set of decoupled clusters with open boundaries. Further, the eigenstates of
(4.24) will feel a strong influence of the boundaries if the cluster is not large enough, introducing
artificial density and condensate modulations. These effects can be mitigated if one artificially
introduces periodic boundaries on the cluster [77], partially restoring the translational invariance.
When the cluster size Nc increa es and the bound ry effects bec me less important, the
accuracy of the method increases accordingly, until at Nc = NL (i.e. if the cluster is as large
as the full lattice), the approximation becomes exact. This is shown in Fig. 4.3, where the
groundstate phase diagram of the Bose-Hubbard odel on a cubic lattic computed with CGMF
converges towards the QMC results with increasing cluster size. As can be seen, the simulations
where periodic boundaries were used are more accurate, while the critical coupling at the tip of
the Mott lobe converges towards the numerically exact QMC value with increasing dimensionless
parameter λ = BC/ (BC +BδC). Here, BC is the number of bonds within the cluster that are
treated exactly, while BδC is the number of bonds on the boundary which are treated by the
mean-field decoupling approximation, such that λ = 1 when Nc = NL (and therefore BδC = 0).
A similar mean-field approach to CGMF with the same properties discussed here has also been
derived under the name cluster composite boson mapping method in Ref. [78].
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4.4. Baym-Kadanoff effective action
The effective action formulation is a useful starting point for approximations to the many-body
system beyond mean-field (i.e. including quadratic terms). It is based on a Legendre transform
of the free energy functional Ω in both F and G−10 [see Eqs. (4.6) and (4.7)] to the interacting
system propagators Φ and G, see Refs. [105, 106] for an overview.
The resulting functional ΓBK = ΓBK[Φ,G] was derived by Baym and Kadanoff [107, 108] for
fermions and generalized to bosons by De Dominicis and Martin [109, 110] and later to relativistic
systems [111]. The functional has the form







−1] + ΦLW[Φ,G], (4.26)
where S0 is the non-interacting part of the system action, S0[Φ] = F†Φ− 12Φ†G−10 Φ. For explicit
definitions of the products and traces, see Appendix A.1. The Baym-Kadanoff functional ΓBK is
stationary in Φ and G at the physical solution
δΓBK
δΦ†
= 0 , δΓBK
δG = 0 . (4.27)
In Eq. 4.26, the whole complexity of the many-body system is contained in the Luttinger-
Ward functional ΦLW[Φ,G] ≡ ΦLW[Φ,G, νˆ3, Vˆ4] [112] which contains all two-particle irreducible
diagrams (2PI) in G with the three- and four-point vertices νˆ3 = Vˆ3 + Vˆ4Φ and Vˆ4, respectively
1. Note that the Luttinger-Ward functional ΦLW is a universal functional, in that it depends
only on the interacting one- and two-point propagators (Φ and G respectively) and the three-
and four-point interaction vertices (Vˆ3 and Vˆ4). In particular, ΦLW does not depend on the free
propagator G0 of the system. Using the diagrammatic notation
Φ = , G = ,
Vˆ3 = , Vˆ4 = , νˆ3 = = Vˆ3+ , (4.28)
the lowest order diagrams in ΦLW can be written as
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d⌧d⌧ 0b†(⌧)[ G 10 (⌧, ⌧ 0)]b(⌧ 0) , (4)
  is the inverse temperature, and the hopping tij is ab-
sorbed in the non-interacting propagator
G 10 (⌧, ⌧
0) =  (⌧   ⌧ 0)( [1⌦  z]@⌧ 0   t) . (5)
The partition function Z’s functional dependence on
F and G 10 , Z = Z[F,G 10 ], make the free energy
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2 
 ⌦
 G 10 (⌧ 0, ⌧)
=  hb(⌧)b†(⌧ 0)i = G(⌧, ⌧ 0)   † ,
(7)
where   is the expectation value of the bosonic Nambu
annihilation operator b, G is the connected single-
particle Green’s function, and the expectation value of
an operator Oˆ(⌧) is defined as the time-ordered trace
hOˆ(⌧)i = Tr[T e SOˆ(⌧)]/Z.
A. Baym-Kadano↵ e↵ective action
The e↵ective action formulation is a useful starting
point for approximations to the many-body system. It is
based on a Legendre transform of the free energy func-
tional ⌦ in both F and G 10 to the interacting system
propagators   and G, see Refs. [45, 46] for an overview.
The resulting functional  BK =  BK[ ,G] was derived
by Baym and Kadano↵ [29, 30] for fermions and general-
ized to bosons by De Dominicis and Martin [27, 28] and
later to relativistic systems [47]. The functional has the
form
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where S0 is the non-interacting part of the system action,
S0[ ] = F
†    12 †G 10  . For explicit definitions of
the products and traces, see Appendix A. The Baym-







= 0 . (9)
In Eq. 8, the whole complexity of the many-body
system is contained in the Luttinger-Ward functional
 LW[ ,G] ⌘  LW[ ,G, ⌫ˆ3, Vˆ4] [31] which contains all
two-particle irreducible diagrams (2PI) in G with the
three- and four-point vertices ⌫ˆ3 = Vˆ3 + Vˆ4  and Vˆ4, re-
spectively [48]. Note that the Luttinger-Ward functional
 LW is a universal functional, in that it depends only on
the interacting one- and two-point propagators (  and
G respectively) and the three- and four-point interaction
vertices (Vˆ3 and Vˆ4). In particular,  LW does not de-
pend on the free propagator G0 of the system. Using the
diagrammatic notation
  = , G = ,
Vˆ3 = , Vˆ4 = , ⌫ˆ3 = = Vˆ3+ ,
(10)
the lowest order diagrams in  LW can be written as
 LW = + + + +
++ + + +O(Vˆ 4) , (11)
when omitting constant prefactors [45]. The functional
derivative   † LW amounts to removing one  
† term
in the first order terms and in the e↵ective three point
vertex ⌫ˆ3 = Vˆ3+Vˆ4 , which yields a one-point 2PI vertex
  LW
  †
= + + + + O(V 2) , (12)
while  G LW corresponds to cutting one propagator line
G, which yields a two-point 2PI vertex
  LW
 G
= + + + O(V 2) . (13)
The explicit form of the stationary condition [Eq. (9)]


















= 0 . (15)
In the last equation we directly identify the two-point
2PI vertex as the self-energy  G LW =  ⌃/2. The one-
point vertex is less renowned, and will be denoted here as
  † LW =  ⌃1/2. Hence, the stationary condition yields
the Dyson equations
G 10   = F ⌃1/2 , (16)
G 1 = G 10  ⌃ . (17)
The power of the e↵ective action formalism is that
approximations of the Luttinger-Ward functional  LW
produce non-perturbative approximations, i.e., sums to
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where   is the expectation value of the bosonic Nambu
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  = , G = ,
Vˆ3 = , Vˆ4 = , ⌫ˆ3 = = Vˆ3+ ,
(10)
the lowest order diagrams in  LW can be written as
 LW = + + + +
++ + + +O(Vˆ 4) , (11)
when omitting constant prefactors [45]. The functional
derivative   † LW amounts to removing one  
† term
in the first order terms and in the e↵ective three point
vertex ⌫ˆ3 = Vˆ3+Vˆ4 , which yields a one-point 2PI vertex
  LW
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= + + + + O(V 2) , (12)
while  G LW corresponds to cutting one propagator line
G, which yields a two-point 2PI vertex
  LW
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= + + + O(V 2) . (13)
The explicit form of the stationary condition [Eq. (9)]
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In the last equation we directly identify the two-point
2PI vertex as the self-energy  G LW =  ⌃/2. The one-
point vertex is less renowned, and will be denoted here as
  † LW =  ⌃1/2. Hence, the stationary condition yields
the Dyson equations
G 10   = F ⌃1/2 , (16)
G 1 = G 10  ⌃ . (17)
The power of the e↵ective action formalism is that
approximations of the Luttinger-Ward functional  LW
produce non-perturbative approximations, i.e., sums to
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where   is the expectation value of the bosonic Nambu
annihilation operator b, G is the connected single-
particle Green’s function, and the expectation value of
an operator Oˆ(⌧) is defined as the time-ordered trace
hOˆ(⌧)i = Tr[T e SOˆ(⌧)]/Z.
A. Baym-Kadano↵ e↵ective action
The e↵ective action formulation is a useful starting
point for approximations to the many-body system. It is
based on a Legendre transfor of the free energy func-
tional ⌦ in both F and G 10 to the interacting system
propagators   and G, see Refs. [45, 46] for an overview.
The resulting fu ional  BK = BK[ ,G] was derived
by Baym and Kadano↵ [29, 30] for fermions and general-
ized to bosons by De Dominicis and Martin [27, 28] and
later to relativistic systems [47]. The functional has the
form
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In Eq. 8, the whole complexity of the many-body
system is contained in the Luttinger-Ward functional
 LW[ , ] ⌘  LW[ ,G, ⌫ˆ3, Vˆ4] [31] which contains all
two-particle rre ucible diagrams (2PI) in G with the
three- and four-point vertices ⌫ˆ3 = Vˆ3 + Vˆ4  and Vˆ4, re-
spectively [48]. Note that the Luttinger-Ward functional
 LW is a universal functional, in that it depends only on
the interacting o e- and two-point propagators (  and
G respectively) and the three- a d four-point interaction
vertices (Vˆ3 and Vˆ4). In particular,  LW d es n t de-
pend on the f ee propag tor G0 of the system. Using the
diagrammatic nota ion
  = , G = ,
Vˆ3 = , Vˆ4 = , ⌫ˆ3 = = Vˆ3+ ,
(10)
the lowest order diagrams in  LW can be written as
 LW = + + + +
++ + + +O(Vˆ 4) , (11)
when omitting constant prefactors [45]. The functional
derivative   † LW amounts to removing one  
† term
in the first order terms and in the e↵ective three point
vertex ⌫ˆ3 = Vˆ3+Vˆ4 , which yields a one-point 2PI ver ex
  LW
  †
= + + + + O(V 2) , (12)
while  G LW corresponds to cutting one propagator line
G, which yields a two- int 2PI vertex
  LW
 G
= + + + O(V 2) . (13)
The explicit form of the stationary condition [Eq. (9)]
gives the equations of motion for the propagators
  BK
  †
= F G 10  +
  LW
  †












= 0 . (15)
In the last equation we directly identify the two-point
2PI vertex as the self-energy  G LW =  ⌃/2. The one-
point vertex is less renowned, and will be denoted here as
  † LW =  ⌃1/2. Hence, he stationary condition yields
the Dyson equations
G 10   = F ⌃1/2 , (16)
G 1 = G 10  ⌃ . (17)
The power of the e↵ective action formalism is that
approximations of the Luttinger-Ward functional  LW
produce non-perturbative approximations, i.e., sums to
when omit ing constant prefactors [105]. The func ional der vative δΦ†ΦLW a ounts to removing
one Φ† term in the first order terms and in the effective three point vertex νˆ3 = Vˆ3 + Vˆ4Φ, which
yields a one-point 2PI vertex
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  is the inverse temperature, and the hopping tij is ab-
sorbed in the non-interacting propagator
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(7)
where   is the expectation value of the bosonic Nambu
annihilation operator b, G is the connected single-
particle Green’s function, and the expectation value of
an operator Oˆ(⌧) is defined as the time-ordered trace
hOˆ(⌧)i = Tr[T e SOˆ(⌧)]/Z.
A. Baym-Kadano↵ e↵ective action
The e↵ective action formulation is a useful starting
point for approximations to the many-body system. It is
based on a Legendre ransform of the free energy func-
tional ⌦ in both F and G 10 to the interacting system
propagators   and G, see Refs. [45, 46] for an overview.
The resulting functional  BK =  BK[ ,G] was derived
by Bay and Kadano↵ [29, 30] for fermions and general-
ized to bosons by De Dominicis and Martin [27, 28] and
later to relativistic systems [47]. The funct onal h s the
form
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where S0 is the non-interacting part of the system action,
S0[ ] = F
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the products and traces, see Appendix A. The Baym-
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In Eq. 8, the w ole complexity of the many-body
system is contained in the Luttinger-Ward functional
 LW[ ,G] ⌘  LW[ ,G, ⌫ˆ3, Vˆ4] [31] which contains all
two-particle irreducible diagrams (2PI) in G with the
three- and four-point vertices ⌫ˆ3 = Vˆ3 + Vˆ4  and Vˆ4, re-
spectively [48]. Note that the Luttinger-Ward functional
 LW is a universal functional, in that it depends only on
the interacting one- and two-point propagators (  and
G respectively) and the three- and four-point interaction
vertices (Vˆ3 and Vˆ4). In particular,  LW does not de-
pend on the free propagator G0 of the system. Using the
diagrammatic notation
  = , G = ,
Vˆ3 = , Vˆ4 = , ⌫ˆ3 = = Vˆ3+ ,
(10)
the lowest order diagrams in  LW can be written as
 LW = + + + +
++ + + +O(Vˆ 4) , (11)
when omitting constant prefactors [45]. The functional
derivative   † LW amounts to removing one  
† term
in the first order terms and in the e↵ective three point
vertex ⌫ˆ3 = Vˆ3+Vˆ4 , which yields a one-point 2PI vertex
  LW
  †
= + + + + O(V 2) , (12)
while  G LW corre ponds to cutting one propagator line
G, which yi lds a two-p int 2PI vertex
  LW
 G
= + + + O(V 2) . (13)
The explicit form of the stationary condition [Eq. (9)]
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In the last equation we directly identify the two-point
2PI vertex as the self-energy  G LW =  ⌃/2. The one-
point vertex is less renowned, and will be denoted here as
  † LW =  ⌃1/2. Hence, the stationary condition yields
the Dyson equations
G 10   = F ⌃1/2 , (16)
G 1 = G 10  ⌃ . (17)
The power of the e↵ective action formalism is that
approximatio s of the Luttinger-Ward functional  LW
produce non-perturbative approximations, i.e., sums to
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In the las equ tion we directly id ntify the two-point
2PI vertex as the self-energy  G LW = ⌃/2. The one-
point vertex is less renowned, and will be denoted here as
  † LW = ⌃1/2. Hence, he stationary c dition yields
the Dyson equations
G 10   = F ⌃1/2 , (16)
G 1 = 0  ⌃ . (17)
The power of the e↵ective action formalism is that
approximati ns of the Lu tinger-Ward functional  LW
produce non-perturbative approximati ns, i.e., sums to
1Note that the Luttinger-Ward functional ΦLW for symmetry broken bosons with only a four-particle interaction
vertex (Vˆ3 = 0, Vˆ4 6= 0) still acquires an effective three-particle vertex [105] (νˆ3 = Vˆ4Φ).
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while δGΦLW corresponds to cutting one propagator line G, which yields a two-point 2PI
vertex
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  is the inverse temperature, and the hopping tij is ab-
sorbed in the non-interacting propagator
G 10 (⌧, ⌧
0) =  (⌧   ⌧ 0)( [1⌦  z]@⌧ 0   t) . (5)
The partition function Z’s functional dependence on
F and G 10 , Z = Z[F,G 10 ], make the free energy
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where   is the expectation value of the bosonic Nambu
annihilation operator b, G is the connected single-
particle Green’s function, and the expectation value of
an operator Oˆ(⌧) is defined as the time-ordered trace
hOˆ(⌧)i = Tr[T e SOˆ(⌧)]/Z.
A. Baym-Kadano↵ e↵ective action
The e↵ective action formulation is a useful starting
point for approximations to the many-body system. It is
based on a Legendre transform of the free energy func-
tional ⌦ in both F and G 10 to the interacting system
propagators   and G, see Refs. [45, 46] for an overview.
The resulting functional  BK =  BK[ ,G] was derived
by Baym and Kadano↵ [29, 30] for fermions and general-
ized to bosons by De Dominicis and Martin [27, 28] and
later to relativistic systems [47]. The functional has the
form
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where S0 is the non-interacting part of the system action,
S0[ ] = F
†    12 †G 10  . For explicit definitions of
the products and traces, see Appendix A. The Baym-
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In Eq. 8, the whole complexity of the many-body
system is contained in the Luttinger-Ward functional
 LW[ ,G] ⌘  LW[ ,G, ⌫ˆ3, Vˆ4] [31] which contains all
two-particle irreducible diagrams (2PI) in G with the
three- and four-point vertices ⌫ˆ3 = Vˆ3 + Vˆ4  and Vˆ4, re-
spectively [48]. Note that the Luttinger-Ward functional
 LW is a universal functional, in that it depends only on
the interacting one- and two-point propagators (  and
G respectively) and the three- and four-point interaction
vertices (Vˆ3 and Vˆ4). In particular,  LW does not de-
pend on the free propagator G0 of the system. Using the
diagrammatic notation
  = , G = ,
Vˆ3 = , Vˆ4 = , ⌫ˆ3 = = Vˆ3+ ,
(10)
the lowest order diagrams in  LW can be written as
 LW = + + + +
++ + + +O(Vˆ 4) , (11)
when omitting constant prefactors [45]. The functional
derivative   † LW amounts to removing one  
† term
in the first order terms and in the e↵ective three point
vertex ⌫ˆ3 = Vˆ3+Vˆ4 , which yields a one-point 2PI vertex
  LW
  †
= + + + + O(V 2) , (12)
while  G LW corresponds to cutting one propagator line
G, which yields a two-point 2PI vertex
  LW
 G
= + + + O(V 2) . (13)
The explicit form of the stationary condition [Eq. (9)]
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= F− −10 Φ +
δΦLW
δΦ†










δG = 0 . (4.30)
In the last equation we directly identify the two-point 2PI vertex as the self-energy δGΦLW = −Σ/2.
Th on - oint vertex is less renowned, and will be denoted here as δΦ†ΦLW = −Σ1/2. Hence, the
stationary condition yields the Dyson equations
G−10 Φ = F−Σ1/2 , (4.31)
G−1 = G−10 −Σ . (4.32)
The power of the effective action formalism is that approximation of the Luttinger-Ward
functional ΦLW produce non-perturbative approximations, i.e., sums to all orders in the interac-
tions Vˆ3 and Vˆ4 and the non-interacting propagator G0, that still obey the symmetries of the
original system. In particular the approximations conserve total energy, density, and momentum
[107, 108]. In (relativistic) quantum field theory it is common to make consistent approximations
in ΦLW to a given “loop-order” in the 2PI diagrams [113].
Recently, interesting issues regarding the single-valuedness of the Luttinger-Ward functional
ΦLW have been raised within the framework of truncated (but high-order) expansions using
diagrammatic Monte Carlo, dynamical mean-field theory, and the GW-approximation [114, 115].
The findings show that particular self-consistent schemes to sum the boldified diagrams to infinite
order can produce non-physical solutions, where a solution is given by the resulting propagator(s)
G (and Φ) and self-energy(s) Σ (and Σ1/2). This should come as no surprise as the construction
of the Baym-Kadanoff functional ΓBK is a Legendre-transform of the free energy Ω. Thus, while
ΓBK and Ω have the same stationary points, there is no guarantee that maximas and inflection
points of Ω do not become minimas of ΓBK. In such a case a stationary point of Ω, which is not a
local minimum, can very well become a local minimum of ΓBK and hence an attractive fix-point
for self-consistent calculations of ΓBK through the evaluation of ΦLW.
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4.5. Bosonic dynamical mean-field theory
4.5.1. Dynamical mean-field approximation
An interesting class of approximations to the effective action amounts to evaluate the exact
Luttinger-Ward functional, but only for a selected subset of propagators. One example is the
local real-space approximation
ΦLW[Φ,G] ≈ ΦLW[Φ,Gii] , (4.33)
which accounts for all diagrams with site-local propagators Gii of the lattice. For number
conserving systems (Φ = F = 0), Eq. (4.33) becomes an equality in the limit of infinite
dimensions [116, 117] yielding the exact solution. Only accounting for local diagrams in ΦLW
trivially generates a site-local self-energy
− 2δGijΦLW[Φ,Gll] = δijΣii . (4.34)
This approximation is not interesting per se as the calculation of ΦLW[Φ,Gii] remains a formidable
problem. The ingenuity of dynamical mean-field theory (DMFT), however, is the observation that
there exists a simpler and exactly solvable many-body system with the same local Luttinger-Ward
functional. In fact, there is a reference system (here denoted with primed quantities) with the
same propagators Φ and Gii, and thus the same Luttinger-Ward functional ΦLW[Φ,Gii], but
with a priori unknown local sources F′i and G′0,ij = δijG′0. By the approximation (4.33) and Eq.
(4.34) the full lattice and the reference system have the same self-energies. This is commonly
known as the DMFT approximation [116, 117]
Σij = δijΣ′ii, (4.35)
Σ1/2 = Σ′1/2. (4.36)
The corresponding reference-system effective action,








ii ] + ΦLW[Φ,Gii] , (4.37)
is also stationary at Φ and Gii, δΦ†Γ′BK = δGiiΓ′BK = 0.
The DMFT effective action can be constructed as the difference, ΓDMFT = ΓBK − Γ′BK, which






G−10,ijΦj −G′−10 Φi − Fi + F′i = 0 , (4.38)
δΓDMFT
δGii
= [G−10 ]ii + [−G−1]ii −G′−10 − [−Gii]−1 = [Gii]−1 + Σii −G′−10 = 0 . (4.39)
These stationarity conditions are equivalent to the DMFT self-consistency equations [117] which
are used to determine the reference system’s source fields F′ and G′−10 ; Eq. (4.39) fixes the
reference system’s Weiss field G′0 [117] and Eq. (4.38) determines the effective symmetry breaking
field F′ of the reference system in the bosonic generalization of DMFT [62, 63, 64, 65, 66, 67].
Solving the reference system while imposing these relations yields a non-trivial and non-
perturbative solution of the original lattice system, including all local diagrams in ΦLW. Note
that the reference system, commonly called “the impurity problem” in DMFT, has a general
(retarded) non-interacting propagator G′−10 , and exact solutions can only be obtained by infinite
summations of diagrams using, e.g., continuous-time quantum Monte Carlo solvers [68, 69].
33
4.5.2. Reference system
In order to derive the bosonic DMFT (BDMFT) reference system, we start from the Hamiltonian
(2.15) (we specifically discuss the Bose-Hubbard model here, however the procedure can also
be trivially extended to more general dispersions), and treat the partition function of the full
























i (τ)bi (τ)bi (τ)− µni(τ)
)
, (4.40)
where we use the Nambu notation introduced in the beginning of this chapter.
As in Sec. 4.2, we expand the Nambu operator bj(τ) = Φ + δbj(τ) around its site- and
imaginary-time-independent mean-field value Φ = 〈b〉, giving us





















where So is local at the impurity-site ’o’, ∆S couples ’o’ with neighboring sites, while Sext does
not include any terms at site ’o’. We wish to separate the full partition function as Z = ZextZo.
Here, Zext is the full (and unknown) partition of the system determined by the terms in the
action not involving the site o, i.e. Sext. It is treated as an irrelevant number in the following.
The partition function Zo contains the full local action So as well as the correlations introduced




































o(τ)∆(τ − τ ′)δbo(τ ′), (4.43)
as 〈δb†i (τ)〉 = 0 by definition. ∆(τ − τ ′) here is an unknown 2 × 2 Nambu matrix commonly
referred to as hybridization function [62, 63, 64, 65, 66, 67] with entries ∆00(τ) = ∆11(−τ) and
∆01(τ) = ∆∗10(τ), which have to be determined self-consistently.


























2 no(τ)(no(τ)− 1)− µno(τ)
)
,
which is completely local at site ’o’ and has a free propagator,
G′0
−1(iωn) = iωnσz + µ1 + ∆(iωn), (4.45)
and symmetry-breaking field,
F′† = (∆00(iω0) + ∆01(iω0)− zJ) Φ†. (4.46)
Unlike for the impurity Hamiltonians of the mean-field approaches of Secs. 4.2 and 4.3, which
can be diagonalized in Fock space, the partition function corresponding to the BDMFT action
of Eq. (4.44) is still a non-trivial functional integral which has to be solved by continuous-time
quantum Monte Carlo simulations [68, 69, 65, 67]. In the case of a condensed phase with φ 6= 0,
the symmetry-breaking terms introduce a sign-problem in the Monte Carlo simulation [65, 67].
This makes it very hard to expand this approach to cluster impurities, as was done for mean-field
in Sec. 4.3. Furthermore, in the case of lattices which already introduce a sign-problem in QMC
simulations [49, 47, 48, 87, 103] (such as e.g. artificial gauge fields with complex hoppings) the
sign-problem can also return in the Monte Carlo solver in the absence of symmetry-breaking.
4.5.3. Implementation and results
For practical purposes the self-consistency relations derived in Sec. 4.5.1 can be further simplified
through the Dyson equations (4.31) and (4.32). By (4.31) we have for the reference system,
Σ′1/2 = F′ −G′0−1(iω0)〈b 〉SBDMFT , (4.47)
where 〈. . . 〉SBDMFT means taking the expectation value with respect to the action (4.44). For the
lattice system on the other hand since F = 0 we have
Φ = −G0(k = 0, iω0)Σ1/2, (4.48)
where G−10 (k, iωn) = iωnσz + (µ− k) 1. Taking these two expressions with Eq. (4.36), the self-
consistency condition (4.38) and the definition of F′ (4.46) gives us the general self-consistency
conditions for the condensate,
Φ = 〈b 〉SBDMFT (4.49)
F′† = (∆00(iω0) + ∆01(iω0)− zJ) 〈b†〉SBDMFT . (4.50)
By (4.35), the lattice Green’s function is given by
G−1(k, iωn) = G−10 (k, iωn)−Σ′(iωn). (4.51)








from which by the self-consistency condition (4.39) and Eq. (4.45) we can compute the hybridiza-
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tion as,
Gii(iωn) = G′(iωn) (4.53)
∆(iωn) = G−1ii (iωn) + Σ′(iωn)− iωnσz − µ1, (4.54)
Now everything is in place in order to devise an iterative scheme to find the values of the
parameters F′ and ∆: starting from initial guesses for F′ and ∆, one computes the reference
systems condensate Φ′ and self-energy Σ′ from the action (4.44) by a continuous-time quantum
Monte Carlo simulation [68, 69, 65, 67] (step 1). Using the values of Φ′ and Σ′ one then computes
new values for F′ and ∆ through Eqs. (4.50), (4.52) and (4.54) (step 2). Step 1 and 2 are then
repeated untill the self-consistency conditions (4.49) and (4.53) are met and the algorithm is
converged.
As the cumulant expansion in the reference system [Eq. (4.43)] was only performed up to
second order, the DMFT approach can be expected to work well only if higher-order terms





be neglected. This is especially the case when ∆  1 and BDMFT reduces to mean-field,
such as deep in high-dimensional superfluid phases where uncondensed bosons are negligible, or
in the strongly interacting regime, where non-local processes are suppressed. Further, by the
DMFT approximation (4.35), BDMFT is expected to work well whenever non-local terms in
the self-energy can be neglected. In three dimensions or two dimensions and zero temperature
this is often the case for bosons, as they tend to condense when they delocalize, such that the
non-local part of the problem is taken care of by the condensate Φ. In lower dimensions, where
superfluid phases are uncondensed, non-local processes of uncondensed bosons become much
more prominent, leading to a worse behavior of BDMFT. It should be noted however that the
method is self-consistent only on a local level according to (4.53). Non-local two-point quantities
can be evaluated by (4.51), but are not guaranteed to be good approximations due to the local
nature of Σ′.
In higher dimensions in the Bose-Hubbard model, BDMFT shows a remarkable accuracy,
reproducing the phase-diagram on the cubic lattice in excellent agreement with QMC both at
zero temperature (left panel Fig. 4.1) and finite temperature (right panel Fig. 4.1). The same is
true for local observables such as the condensate order parameter (left panel Fig. 4.2) or the
kinetic energy (right panel Fig. 4.2), which deviate from the exact results only very close to
the phase transition. A similar behavior can be observed in the two-dimensional case at zero
temperature [65, 67], while lower-dimensional systems are no-longer captured as well, due to the








While excelling with high numerical accuracy, the bosonic dynamical mean-field theory (BDMFT,
see Sec. 4.5) is numerically rather complex due to the imaginary-time dependency of the
hybridization term. At finite temperature the impurity problem has to be solved by continuous
time quantum Monte Carlo methods [65, 67], where, due to the difference in sign between the
normal and the anomalous Green’s function, a sign problem arises in the symmetry broken phase.
In this chapter, we filter out the ingredients of the BDMFT reference system that are indis-
pensable for its accuracy and arrive at a simpler formalism. This is the Bogoliubov+U theory
(B+U), which makes use of a simplified effective impurity Hamiltonian, similar to the action of
extended mean field theory, which was developed in the high-energy community [118, 119] but
differs conceptually from our formalism. B+U has a negligible computational cost and is not
prone to numerical instabilities. The premise of our theory is that the Bose-Hubbard model (see
Sec. 2.2) can be fully characterized at zero temperature by the three parameters φ, Σ00, and Σ01
(the condensate order parameter, and the normal and the anomalous self-energy, respectively) if
the self-energy is treated as a variational parameter, providing a far better approximation to
finite-temperature properties than simple mean-field theory. B+U can be seen as a simplified
BDMFT where only a single Matsubara frequency is kept. It is different from the variational
cluster approximation (VCA) by also considering non zero values of pair creation and annihilation
of depleted particles [120]. It is also the simplest accurate extension of the weakly interacting
Bose gas theory [103] to lattice systems with a superfluid to Mott insulator transition. It further
provides a very natural framework compared to the collective quantum field theory developed
by Kleinert et al. [121] and the two collective fields proposed by Cooper et al. [122, 123, 124],
and behaves quantitatively much better. It has a similar functional degree of freedom as the
projector technique introduced by Trefzger and Sengupta [125] for finite lattices.
Note that this chapter should be considered as a first ad hoc modification of BDMFT to be used
in combination with the simple reference system introduced here. We will later systematically
derive an entirely non-perturbative framework which can be used with the same reference system,
the self-energy functional theory, in Chapters 6 and 7.
This chapter closely follows Ref. [1] and is organized as follows. In Sec. 5.1 the B+U formalism is
introduced for the Bose-Hubbard model, while in Sec. 5.2 the details of the variational calculation
of the optimal self-energy are shown. We furthermore summarize the full self-consistent scheme
of B+U and show how thermodynamic quantities can be calculated from it in Sec. 5.3, while
some simple limits of B+U are explained in Sec. 5.4. Finally, in Sec. 5.5 we present results on the
Bose-Hubbard model at zero and finite temperature comparing them with QMC and BDMFT.
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5.1. Solver and self-consistency condition
In this section we introduce the B+U formalism for the Bose-Hubbard model in equilibrium. In














In order to determine the thermodynamic properties of the system, we have to compute the
condensate density and the connected Green’s function, defined respectively as
















. As in mean-field (see Sec. 4.2) and
BDMFT (Sec. 4.5), the possibility of a broken U(1) symmetry forces bj to be expanded around
its mean-field value φ = 〈bj〉 (which we take to be site independent and can always be chosen
real) by bj = φ + δbj . If we concentrate on the site at the origin bo, the Hamiltonian can be
rewritten as
H = Ho +Hext + ∆H,
Ho =
U












where Hext contains all terms of the Hamiltonian (5.1) not containing the origin “o”. The notation
〈i, o〉 means that we sum over the nearest neighbors of o, and z is the coordination number.





as Z = ZextZo (although starting from the static Hamiltonian and not from the
action as in BDMFT). Here, Zext is the full (and unknown) partition of the system determined
by the terms in the Hamiltonian not involving the site o. It is treated as an irrelevant number in
the rest of the chapter. The partition function Zo contains the full local Hamiltonian Ho as well




























where 〈∆H〉 and 〈∆H∆H〉 are rewritten in terms of Nambu operators and ∆ is an unknown
2 × 2 real-valued matrix with two independent components ∆00 = ∆11 and ∆01 = ∆10 which
describes a correction to the common mean-field impurity Hamiltonian. The anomalous term
∆01, containing processes of the type δb2, is explicitly taken to be finite in this notation, since
it is known from the Bogoliubov theory that deep in the superfluid phase it becomes equally
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important to the normal (diagonal) term ∆00, containing the δb†δb terms. By (5.6) we arrive at







+ U2 no(no − 1)− µno. (5.7)
As can be seen by comparing to Sec. 4.5.2, this effective impurity Hamiltonian is equivalent to
BDMFT in the limit
∆(τ1 − τ2)→∆δ(τ1 − τ2). (5.8)
Since ∆ is independent on the Matsubara frequency iωn, i.e.
G′−1(iωn) = G′0−1(iωn)−Σ′(iωn)
= iωnσz + µI + ∆−Σ′(iωn). (5.9)
the BDMFT self-consistency condition (4.54) can no-longer be fulfilled exactly for all Matsubara
frequencies. Here, G′, G′0, and Σ′ are the connected Green’s function, the non-interacting Green’s
function and the self-energy of the impurity, respectively. Eq. (4.54) from BDMFT therefore has
to be evaluated only for a single Matsubara value in order to determine the value of ∆. The
Green’s function which mirrors the symmetry relations assumed for ∆ is the one evaluated at
ωn = 0. The central characteristic of B+U theory is that we demand that the condensate and
the Green’s function of the Bose-Hubbard model evaluated at o for zero (Matsubara) frequency
coincide with the one of system (5.7), i.e.,
Φ ≡ 〈bo〉HE , (5.10)






The paradoxical compatibility of Eqs.(5.11) and (5.8) is specific for bosonic systems [see also
below Eq. (5.12)]. The equations constitute a self-consistency problem, whose solution also
fixes the factors ∆00 and ∆01. This can be solved in a unique way if ∆[G, φ] is invertible, or,
technically speaking, if the Luttinger-Ward functional is unique. Since the static mean-field
limit (i.e., the decoupling approximation with ∆00 = ∆01 = 0) is always a solution, it is easy
to convince oneself that multiple (local) minima occur (cf. Ref. [114] for a recent discussion).
Nevertheless, we have been able to determine the physically correct solution without problem
in all parameter regimes (see below). In practice, one uses an iteration scheme to solve the
self-consistency problem. To this end, we approximate the self-energies of both the full lattice
and the reference system by an unknown variational self-energy Σ ≈ Σ′ ≈ ΣE . The factors ∆00
and ∆01 then follow from the Dyson equation on the impurity site at zero Matsubara frequency,
which using (5.10) and (5.11) becomes [see also the equivalent equation in BDMFT (4.54)]
∆ = ΣE(ωn = 0) + Go,o(ωn = 0)−1 − µI. (5.12)
The local connected Green’s function on the impurity site Go,o is calculated through the Green’s
function on the lattice by




ddkG(ωn = 0, k), (5.13)
and the Dyson equation of the full lattice
G−1(ωn = 0, k) = G0−1(ωn = 0, k)−ΣE(ωn = 0), (5.14)
with the bare Green’s function given by G0−1(ωn, k) = [µ− (k)] I + iωnσz, where (k) is the
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dispersion relation of the lattice and ωn = 2piβ n are the Matsubara frequencies.
The approximation (5.8) shows that the B+U theory has the same functional form as the
decoupling approximation in the non broken phase. In that case only ∆00 is present but it acts
as a shift in chemical potential. For the broken phase, ∆00 and µ are combined with different
operators. They control the density of the condensed and depleted atoms, whereas ∆01 mainly
determines the anomalous density. According to the Bogoliubov theory of the weakly interacting
Bose gas, the anomalous propagator is equally important (but opposite in sign) as the normal
propagator deep in the superfluid phase. In this way, the deep superfluid regime is taken care of
appropriately in our formalism. The Mott localization is enabled by the exact treatment of the
density fluctuations on the impurity.
5.2. Variation of the self-energy
If instead of the unknown self-energy ΣE one uses the exact self-energy of the simplified
impurity/reference system Σ′ in the self-consistency conditions (5.12) and (5.14) [as would be
done in BDMFT, see Eq. (4.36)], one can run into solutions breaking certain physical constraints
discussed in this section [Eqs. (5.21-5.23)]. Instead, the self-energy in B+U, ΣE , is left explicitly
unknown as a variational parameter. In order to come as close as possible to the exact value of
Σ′ (where the free energy of the impurity Ω′ is stationary, i.e. ∂Σ′Ω′ = 0), while complying with
the physicality-constraints introduced below, we consider the minimization of its grand potential
Ω′ with respect to the self-energy ΣE . The minimum with respect to the kinetic condensate
term zJφ, δΩ′δ(zJφ) =
δΩ′
δ(zJφ∗) = 0, is already taken care of by the self-consistency condition (5.10)
[see also the equivalent derivations of the mean-field (4.23) and BDMFT (4.49) self-consistency
relations]. φ is thus kept constant during the variational calculation of the self-energy. We











We are able to find an analytic expression of δΩ′δ∆ij , since the grand potential is defined as
Ω′(∆, φ) = −lnZ(∆, φ) with Z(∆, φ) = Tr[e−βHE(∆,φ)], giving us
δΩ′(∆, φ)
δ∆00
= 〈2φbo − no〉HE(∆,φ) − |φ|2, (5.16)
δΩ′(∆, φ)
δ∆01
= 〈2φbo − b2o〉HE(∆,φ) − |φ|2. (5.17)
After integration, this gives us the relation
Ω′(Σ, φ) = A(∆(Σ), φ) +B(∆(Σ), φ) + C. (5.18)
with some irrelevant constant C and








In order to avoid unphysical results, we have to introduce upper bounds on |∆ij |. From (5.6) we
see that ∆ cannot exceed the kinetic energy of a double hopping process of depleted particles,
































































Figure 5.1.: (a),(b) Zero-temperature phase diagram of a (a) 3D cubic and (b) 2D square lattice
in the vicinity of the 〈n〉 = 1 Mott lobe calculated with B+U (red dots) compared
with mean-field (gray line) and QMC [87] (white boxes) results. For simplicity, the
BDMFT results are not shown here, since they overlap with the QMC data within
1% [65] (cf. left panel in Fig. 4.1). (c) Temperature-dependent phase diagram of a
3D cubic lattice with chemical potential µ/U = 0.4 calculated with B+U (red dots),
compared with mean-field (gray line), QMC [87] (white boxes, mostly overlapping
with BDMFT) and BDMFT [65] (black triangles) results. The B+U results for a
semi-circular density of states (Bethe lattice, z = 6) are shown as a black dashed
line. The systematic error bar is smaller than the size of the dots.
Furthermore, we require that for all momenta k, G−100 (ωn = 0, k) ≤ − and det[G−1(ωn =
0, k)] ≥  [where a small  is introduced for stability requirements when inverting the 2x2 matrix
G−1(ωn = 0, k) in (5.14)], giving us additional bounds on the self-energy
Σ00 ≥ µ+ zJ + , (5.22)
|Σ01| ≤
√
(Σ00 − zJ − µ)2 − 2. (5.23)
Once the optimal value of ΣE which minimizes (5.18) while obeying these constraints Σopt is
found, it is taken as the self-energy in the B+U self-consistency, i.e. ΣE = Σopt.
5.3. Full scheme and observables
By combining Secs. 5.1 and 5.2 we can write down the full iterative scheme for the B+U theory.
Starting from an initial guess for φ and ∆ (usually the converged mean-field values for ∆ = 0),
we calculate a new value for φ through Eq. (5.10), by diagonalizing the Hamiltonian (5.7) in Fock
space. Then we search for the optimal value of the self-energy by minimizing (5.18) while keeping
φ constant. This is done by varying ΣE within the bounds (5.22) and (5.23) and calculating
∆(ΣE) by Eqs. (5.12)-(5.14), keeping in mind the bound on ∆ (5.21). Once the optimal value
Σopt is found, the new value for ∆, ∆(Σopt), is plugged into (5.7), from which a new value for φ is
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Figure 5.2.: Temperature dependence of (a) the superfluid order parameter φ , (b) the kinetic
energy Ekin, and (c) the total energy Etot for µ/U = 0.4 (〈n〉 ≈ 1) and U/J = 20 in
a 3D cubic lattice calculated with B+U (red dots) compared with mean-field (gray
line) and QMC [87] (black boxes) results. The B+U results for a semicircular density
of states (Bethe lattice, z = 6) are shown as a black dashed line. The systematic
error bar is smaller than the size of the dots.
calculated. This procedure is repeated until convergence is reached. In the B+U self-consistency
all bonds adjacent to o are included in HE , whereas when computing the quantities per site, all
bonds have to be counted only once. In order to calculate the correct thermodynamic quantities
per site once convergence is reached, one therefore has to divide ∆ by 2, giving us e.g. for the
density per site 〈n〉 = N/V ,
〈n〉 → 〈no〉HE(∆/2,φ). (5.24)
We can further divide the Hamiltonian into a kinetic [upper line in (5.7)] and a potential term













where the total energy per site is given by Etot = Ekin + Epot. It should further be noted that
even though we do not need to calculate G′(τ) explicitly in the solver and we do not include any










or directly in energy space through the eigenvalues of HE . Since the B+U solver consists of a
single impurity, in order to compute momentum-dependent quantities, one has to resort to the
approximate expression
G−1(iωn, k) = G0−1(iωn, k)−Σ′(iωn), (5.28)
with
Σ′(iωn) = iωnσz + µI + ∆−G′−1(iωn). (5.29)
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Figure 5.3.: (a) Temperature dependence of the local density per site 〈n〉 for µ/U = 0.4 and
U/J = 20 in a 3D cubic lattice calculated with B+U (red dots) compared with
mean-field (gray line), Bethe lattice (dashed black line), and QMC [87] (black boxes)
results. (b) Imaginary time dependence of the components of the Green’s function
on the impurity G′(τ) in the superfluid phase for the same parameters and T/J = 1.
The normal component G′11(τ) = −〈bo(τ)b†o(0)〉 is shown in black dots , while the
anomalous component G′12(τ) = −〈bo(τ)bo(0)〉 is shown in red squares.
By a Fourier transformation this enables us to compute such quantities as the momentum-
dependent density
n(k) = −G(k, τ = 0+)− 1, (5.30)
or the critical quasi particle and quasi hole energies at zero momentum p/h which can be
evaluated from the asymptotic behavior of G(k = 0, τ) at zero temperature through [87, 126]
G(k = 0, τ)→
{
Zpe
pτ τ → +∞,
Zme
−mτ τ → −∞, (5.31)
where Zp = Zm − 1.
5.4. Simple limits
From the relation (5.21) it is clear that ∆→ 0 as J → 0. Furthermore, also, as U goes to zero,
∆ vanishes, since 〈δb†oδbo〉 → 0. Therefore in both cases the mean-field limit is recovered (see
also the equivalent discussion on the BDMFT hybridization in Sec. 4.5.3). In the case of U  J
the mean-field limit is consistent with the weakly interacting Bose gas theory [103], where the
self-energy is frequency independent as is the case for B+U in our approach. Another simple
limit of B+U is the Bethe lattice for a semicircular density of states given by
D() = 12pizJ2
√
4zJ2 − 2, || ≤ 2√zJ, (5.32)
as was also implemented for BDMFT [65, 67] , which reduces the self-consistency of B+U to one
single equation,
∆ = −zJ2G′(ω = 0). (5.33)
As can be seen in Sec. 5.5 for the 3D case this leads to good agreement with the full self-
consistency of a cubic lattice with a much lower numerical cost, since the minimization routine
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Figure 5.4.: (a) Momentum dependence of the density n(k) at zero temperature for µ/U = 0.5
and different values of J/U in the Mott (black, blue) and superfluid phase (red,
green). (b) Quasi particle and quasi hole energies at zero momentum p/h in the
Mott phase at zero temperature for B+U (solid lines), QMC [126] (squares), and
the analytic zeroth-order solution for U → ∞ (dashed) for µ/U = 0.5 and zero
temperature.
5.5. Results
In Fig. 5.1 the phase diagram at zero temperature is shown for both a three-dimensional (3D)
cubic and a two-dimensional (2D) square lattice. We compare the results with mean-field theory,
path integral Monte Carlo simulations with worm-type updates (QMC) from Ref. [87], and
BDMFT results from Ref. [65]. The results are identical with the BDMFT results and agree
within a percent with the QMC data both for the 3D and the 2D cases. The results for a Bethe
lattice with coordination number z = 6 are shown as black dashed lines. As can be seen, for the
3D case the simplified self-consistency for the Bethe lattice works very well, showing deviations
only near the tip of the Mott lobe. In Fig. 5.1(c) the temperature-dependent phase diagram
for µ/U = 0.4 is shown and compared to BDMFT, QMC, and mean-field results for a 3D cubic
lattice. In this case the lack of retardation in the B+U formalism leads to a bigger deviation
from the BDMFT results. However, the B+U results are still far more precise than the ones
obtained in static mean field theory.
In Fig. 5.2 the temperature dependence of the condensate order parameter φ, the kinetic
energy Ekin, and the total energy Etot are shown and compared to mean-field and QMC for
µ/U = 0.4 (〈n〉 ≈ 1) and U/J = 20. It should be noted that, since the optimization in ΣE is
very sensitive close to the phase transition, we cannot and wish not to make any statements
with respect to the order of the phase transition in Fig. 5.2: A local theory such as B+U should
be judged for its accuracy on local observables and is by construction unable to capture long
wavelength physics. Information on critical phenomena is hence outside its realm of applicability.
The kinetic energy is very accurate for low temperatures, but in the normal phase we find a
plateau just as in the decoupling approximation. The corresponding local density 〈n〉 per site
is shown in Fig. 5.3 for the same parameters, where also the full local Green’s function on the
impurity in imaginary time G′(τ) = −〈bo(τ)b†o(0)〉HE calculated by (5.27) is shown for the same
parameters and temperature T/J = 1.
In Fig. 5.4(a) we plot the density in momentum-space n(k) = ndp(k)+n0δk,0 for µ/U = 0.5 and
different values of J/U at zero temperature, where ndp(k) are the depleted particles calculated
from the connected Green’s function and n0 = |φ|2 is the condensate fraction. In Fig. 5.4(b) the
quasi-particle and quasi-hole energies in the Mott phase at zero momentum are extrapolated
from the imaginary-time dependence of the zero-momentum Green’s function through (5.31) and
compared to QMC results from Ref. [126] and the analytic zeroth-order solution for U →∞.
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6
Self-energy functional theory for bosons
In the previous chapter we have derived and benchmarked the Bogoliubov+U theory (B+U),
showing how bosonic lattice models such as the Bose-Hubbard model can be solved with high
accuracy by using a local impurity Hamiltonian in combination with just three variational
parameters. The goal of this chapter is to derive a more general theory which makes use of this
simple effective Hamiltonian within a diagrammatically sound framework.
The approach we start from is the self-energy functional theory (SFT) [70, 71, 72, 73], originally
developed for fermionic systems. While the formalism contains the dynamical mean-field theory
(DMFT, see Refs. [117, 127] for fermions and Sec. 4.5 for bosons) in the limit of local fields (with
retardation effects) [70] it has also been extended to non-local correlations [76] and disorder [128].
The bosonic version of SFT, initially formulated without symmetry breaking [74], was recently
extended to incorporate superfluidity [6]. However, in Ref. [6] no attempt was made to connect
SFT to previous works on diagrammatic theory and the bosonic effective-action formalism
[109, 110] discussed in Sec. 4.4. In fact, we show that the ansatz for the one-point propagator’s
equation of motion used in Ref. [6] is in contradiction with standard literature [109, 110]. To
remedy this, we will put bosonic SFT on firm diagrammatic, functional, and variational grounds,
paying special attention to the intricacies of bosonic U(1) symmetry breaking. The result will be
a functional which differs in a subtle, but significant way from the one proposed in Ref. [6].
We derive a self-energy effective action ΓSE for symmetry-broken interacting lattice bosons
starting from De Dominicis and Martin’s generalization [109, 110] of the Baym-Kadanoff effective
action ΓBK [107, 108] discussed in Sec. 4.4. In analog to the fermionic formulation by Potthoff
[70], this involves a Legendre transform of the universal part of ΓBK, the two particle irreducible
(2PI) Luttinger-Ward functional ΦLW [112]. The transform changes the functional dependence
from the one- and two-point response functions, Φ and G, to their respective self-energies Σ1/2
and Σ, producing a universal self-energy functional F ≡ F [Σ1/2,Σ].
Using the self-energy effective action ΓSE we formulate the self-energy functional theory (SFT)
approximation by exploiting the universality of F , which enables an exact evaluation of ΓSE in
the sub-space of self-energies of any reference system having the same interactions as the original
lattice system [70]. By constraining the variational principle of ΓSE to this subspace we arrive at
the bosonic generalization of the SFT functional ΓSFT. We show that for a local reference system
with a completely general imaginary-time dependent hybridization function ∆(τ) the variations
of ΓSFT yield the self-consistency equations of bosonic dynamical mean-field theory (BDMFT)
[62, 63, 64, 65, 66, 67] discussed in Sec. 4.5. On the other hand, when omitting the hybridization
function completely and neglecting the kinetic energy contributions of non-condensed bosons,
static mean-field theory [9, 61] is recovered (see Sec. 4.2).
As a proof of concept, we use SFT to study the Bose-Hubbard model [9] at finite temperature
on the two- and three-dimensional cubic lattice with nearest neighbor hopping. For this purpose
we make use of the effective Hamiltonian employed in B+U (see Sec. 5.1), i.e. the simplest
imaginable Hamiltonian reference system comprising a single bosonic state and three variational
parameters: a symmetry-breaking field F ′ coupling to the particle-creation/annihilation operators
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(b and b†) and the two fields ∆00 and ∆01 that are coupled with the density (b†b) and pair-
creation/annihilation operators (bb and b†b†), respectively. Hence, the fields ∆00 and ∆01 enter as
an instantaneous imaginary-time Nambu hybridization function ∆(τ) = δ(τ)∆ in the reference
system action.
We compare our SFT results, employing the minimal reference system, to exact lattice
quantum Monte Carlo (QMC) results [87] and find quantitative agreement on the location of
phase-boundaries, energetics, and local observables throughout the normal and superfluid phases.
We also compare with BDMFT results [65, 67], corresponding to the local SFT approximation
with an infinite number of variational parameters. The deviation of the three parameter SFT
from QMC (and BDMFT) is surprisingly small and only noticeable close to the normal to
superfluid phase transition, where kinetic quantum fluctuations become prominent.
The B+U calculations in Sec. 5.5 use the same reference system Hamiltonian and show excellent
agreement with QMC at zero temperature. The SFT method presented here, however, gives
quantitative agreement with QMC also at finite temperature. We also study the spectral function
in both the normal and symmetry broken phase and provide a detailed analysis of the high-energy
resonances.
While the calculations presented here employ a local self-energy approximation, SFT trivially
extends to non-local self-energies and cluster reference systems [76]. The great promise of the
SFT formalism lies in its ability to treat systems with gauge fields [37, 38, 39] and other complex
terms such as spin-orbit coupling [50, 51, 52], where lattice quantum Monte Carlo approaches
suffer from a sign problem. To explicitly show that SFT is sign-problem agnostic we study the
frustrated Bose-Hubbard model on the square lattice with next-nearest neighbor hopping, and
find a substantial shift of the phase-boundaries with respect to the Bose-Hubbard model without
frustration, due to the enhancement of kinetic fluctuations in the frustrated regime.
The fermionic version of SFT has also been extended to systems out of equilibrium [129, 130].
This makes bosonic SFT an interesting alternative to the recently developed real-time dynamical
mean-field theory [131] and its bosonic generalization [132], for studies of, e.g., the superfluid to
normal phase transition in quenched or driven non-equilibrium systems.
This chapter closely follows Ref. [2] and is organized as follows. In Sec. 6.1 we derive the
self-energy effective action ΓSE as a Legendre transform of the Baym-Kadanoff functional ΓBK.
The SFT formalism is then developed in Sec. 6.2 for a general bosonic lattice system (Sec. 6.2.1),
and a general reference system (Sec. 6.2.2). We further show how BDMFT (Sec. 6.2.3) and the
mean-field approximation (Sec. 6.2.4) are obtained as limits of SFT. In Sec. 6.3 we introduce the
Bose-Hubbard model, and the minimal reference system (Sec. 6.3.1). We further discuss how
to compute observables (Sec. 6.3.2) and the numerical implementation of the algorithm (Sec.
6.3.3). Sec. 6.4 is devoted to numerical results, in particular phase boundaries (Sec. 6.4.1) and
thermodynamical observables (Sec. 6.4.2). We also discuss the superfluid phase transition in
Sec. 6.4.3 and the Hugenholtz-Pines relation in Sec. 6.4.4, while in Sec. 6.4.5 we compare our
approach with the one of Ref. [6]. Finally, we present the lattice spectral function in Sec. 6.4.6
and study the effect of frustration due to next-nearest neigbor hopping in Sec. 6.4.7.
6.1. Self-energy effective action
An interesting reformulation of the Baym-Kadanoff functional ΓBK (see Sec. 4.4) has been devised
by Potthoff [70] for fermions. The starting point is a Legendre transform of the Luttinger-Ward
functional ΦLW, changing the functional dependence from the dressed propagators Φ and G to
the one- and two-point vertices Σ1/2 and Σ. Here we generalize this procedure for the bosonic
action. Using the main results of Sec. 4.4, i.e. the Dyson equations [Eqs. (4.31) and (4.32)] we
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−1] + ΦLW[Φ,G] + Σ†1/2Φ +
1
2Tr[ΣG], (6.1)
where the last line can be viewed as a Legendre transform of ΦLW [133]. This is possible because
the two last terms are in fact derivatives of ΦLW, i.e., the last line can be replaced by the universal
functional
F [Σ1/2,Σ] = ΦLW[Φ,G]− (δΦΦLW)Φ− Tr[(δGΦLW)G]
= ΦLW[Φ,G] + Σ†1/2Φ +
1
2Tr[ΣG] , (6.2)
that depends only on the one- and two-point self-energies Σ1/2 and Σ, having (by construction)
the variations
δΣ†1/2
F = Φ , δΣF = G/2 . (6.3)
In terms of F the Baym-Kadanoff functional ΓBK[Φ,G] can be rewritten as a self-energy effective








0 − Σ)] + F [Σ1/2,Σ], (6.4)
which remains stationary at the physical solution, as the variations with respect to Σ1/2 and Σ
still yield the Dyson equations [Eqs. (4.31) and (4.32)]
δΓSE
δΣ†1/2




0 −Σ)−1 + G = 0 . (6.6)
This self-energy effective action ΓSE = ΓSE[Σ1/2,Σ] can be used to construct generalized
approximations in the spirit of dynamical mean-field theory. The resulting class of approximations
is commonly denoted as self-energy functional theory (SFT) approximations [70].
We note that the self-energy effective action ΓSE derived here in Eq. (6.4) differs from the one
previously derived in Ref. [6]. The difference lies in the one-point Dyson equation [Eq. (6.5)]
obtained at stationarity of the self-energy functional ΓSE. The result we arrive at in Eq. (6.5)
is a direct consequence of the bosonic Baym-Kadanoff effective action ΓBK [Eq. (4.26)] and its
one-point Dyson equation [Eq. (4.31)], while Ref. [6] uses an ansatz for the one-point Dyson
equation [Eq. (6.43)] that is inconsistent with ΓBK and standard literature [109, 110], see Sec.
6.4.5 for a detailed discussion.
6.2. Self-energy functional
As pointed out in the seminal work of Potthoff [70], the universality of the self-energy functional
F = F [Σ1/2,Σ] can be used to construct a generalized class of approximations to interacting
many-body systems. It is instructive to recall the main steps in the construction of the dynamical
mean-field theory approximation in Section 4.5.1. It was based on (i) an initial approximation of
the universal part of the effective action [Eq. (4.33)] (the Luttinger-Ward functional ΦLW), (ii)
the introduction of an exactly solvable reference system with the same universal functional [Eq.
(4.37)], and (iii) the use of the variational principle of the effective action to obtain self-consistent
equations for the reference system [Eqs. (4.38) and (4.39)]. In the construction of self-energy
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functional theory the approximation is moved from the functional to the variational principle.
6.2.1. Functional formulation
Let us now introduce an (analytically or numerically) exactly solvable reference system, with
general linear field F′ and free propagator G′0. The self-energy effective action Γ′SE of the reference








0 −Σ)] + F [Σ1/2,Σ] , (6.7)
which, at the physical solution Σ1/2 = Σ′1/2 and Σ = Σ′, is stationary, δΣ′1/2Γ
′
SE[Σ′1/2,Σ′] =
δΣ′Γ′SE[Σ′1/2,Σ′] = 0, and equal to the reference system’s free energy
Γ′SE[Σ′1/2,Σ′] = βΩ′[F′,G′0] . (6.8)
We can now use the universality of F to evaluate the self-energy effective action ΓSE of the
original lattice system at the physical solution (Σ′1/2 and Σ′) of the reference system. The ΓSE
functional evaluated at Σ1/2 = Σ′1/2 and Σ = Σ′ is given by














where we have replaced F in Eq. (6.4) using the equations of the reference system [Eqs. (6.7)
and (6.8)].
In solving the reference system exactly, the self-energies Σ′1/2 and Σ′ are parametrized by
F′ and G′0, i.e., Σ′1/2 = Σ′1/2[F′,G′0] and Σ′ = Σ′[F′,G′0] and we can formally construct the
self-energy functional theory approximation ΓSFT to the self-energy effective action ΓSE according
to
ΓSFT[F′,G′0] = ΓSE[Σ′1/2[F′,G′0],Σ[F′,G′0]] . (6.10)
In terms of ΓSFT we can now approximate the self-energy effective action variational principle
δΣ1/2ΓSE = δΣΓSE = 0 [Eqs. (6.5) and (6.6)] by constraining the variations to the subspace of
self-energies spanned by the reference system, giving the Euler equations
δΓSFT
δF′† = 0 ,
δΓSFT
δG′−10
= 0 . (6.11)
If we explicitly perform the variations, using the variational relations of the free energy [Eq. (4.6)








































where the self-energy variations of ΓSE are obtained using Eq. (6.9). From the form of these
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Figure 6.1.: Schematic examples of a physical system and two types of reference-system con-
structions. Left: A two-dimensional square lattice with correlated sites (big blue
circles). Center: Reference systems with local non-interacting Green’s functions
G′0,ij = δijG′0,i and additional non-interacting bath sites (small green circles). Right:
Two-by-two plaquette reference system, with a non-local free-propagator G′0 and
non-local self-energy Σ′.
equations one can see that the approximate variational principle for ΓSFT [Eq. (6.11)] corresponds
to finding the stationary point of ΓSE with respect to Σ1/2 and Σ projected onto the plane of
reference-system representable self-energies Σ1/2 = Σ′1/2 and Σ = Σ′.
The self-energy functional theory approximation ΓSFT of the self-energy effective action [Eqs.
(6.9) and (6.10)] and its corresponding variational principle [Eqs. (6.12) and (6.13)] are the two
main results of this chapter.
6.2.2. Reference system
The versatility of the self-energy functional theory approach lies in the freedom of constructing
the reference system. While keeping a subset of lattice sites i with the same interaction vertices
as the physical system [Vˆ3 and Vˆ4 in Eq. (4.3)] the reference system’s free propagator G′0 can be
parametrized by hybridizing the interacting lattice sites with non-interacting “bath sites”. In
the case of a two-dimensional square lattice, two such choices of reference systems are shown
schematically in Fig. 6.1. In general G′0,ij can be written as
G′−10,ij(iωn) = σziωn + 1(µ− t′ij)−∆ij(iωn) , (6.14)
where ∆(iωn) = ∆ij(iωn) is the reference system hybridization function, parametrized by
the non-interacting bath sites. Labeling the bath sites with Greek indices and denoting the







where G˜−10,αβ(iωn) = σziωn− 1t′αβ is the free propagator restricted to the bath sites. Under these
assumptions the reference system can be written in Hamiltonian form
H ′[F′, t′] = Vˆ3 + Vˆ4 +
∑
i
(b†iF ′i + F ′∗i bi ) + b†t′b , (6.16)
where b† is a Nambu vector in both correlated and bath sites. As H ′ comprises a finite number of
bosonic states the reference system free energy Ω′ and self-energies Σ′1/2 and Σ′ can be calculated
using exact diagonalization, see Sec. 6.3.1. With these results the SFT functional ΓSFT [Eq. (6.9)]
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can be evaluated and its stationary points with respect to variations in F′ and t′,
δΓSFT
δF′† = 0 ,
δΓSFT
δt′ = 0 , (6.17)
can be located using, e.g., a multi-dimensional root solver. This general formalism will be applied
to the canonical model for interacting lattice bosons, the Bose-Hubbard model, in Sec. 6.3.
6.2.3. Dynamical mean-field theory limit
The self-energy functional theory approximation contains the bosonic version of dynamical
mean-field theory as a special limit (see Sec. 4.5), in direct analogy to the fermionic case [70].
When allowing the reference system to have a completely general (retarded) but local free
propagator G′0,ij = δijG′0,ii, the Euler equations of SFT [Eqs. (6.12) and (6.13)] simplify to the
DMFT self-consistency equations [Eqs. (4.38) and (4.39)]. In terms of the reference system
parametrization of the previous section, this amounts to taking the limit of an infinite number of
bath sites.
With G′0 being local, also the reference system’s self-energy is local, Σ′ij = δijΣ′ii, and the
Σ′-variation in the SFT Euler equation [Eq. (6.13)] reduces to 2δΣ′iiΓSE = G
′
ii−Gii. Furthermore,
the retardedness of G′0 provides sufficient freedom to fulfill the SFT Euler equations [Eqs. (6.12)
and (6.13)] by enforcing that the local Green’s functions and the symmetry breaking order
parameters of the physical and reference systems are identical
Φ′ −Φ = 0 , G′ii −Gii = 0 . (6.18)
Using the Dyson equation [Eq. (4.32)] on the last relation directly gives the DMFT self-consistency
equation for the reference system’s Weiss field G′−10 = [Gii]−1 + Σ′ii [Eq. (4.39)]. The analogous
relation for the symmetry breaking order parameters requires the insertion of the Dyson equation
for Σ′1/2 [Eq. (4.31)] twice. In terms of the imagnary-time products defined in Appendix A.1
this reads
0 = Φ′ −Φ = G0
[
G−10 Φ′ −G′−10 Φ′ − F + F′
]
, (6.19)
where the relation in brackets is equal to zero, in direct agreement with the DMFT self-consistency
relation for the symmetry breaking field F′ [Eq. (4.38)].
6.2.4. Static mean-field theory limit
While dynamical mean-field theory is a specific limit of self-energy functional theory, the static
mean-field theory (MFT) approximation (see Sec. 4.2) can only be obtained by making one further
approximation. Contrary to SFT, the static mean-field theory is perturbative and only accounts
for the kinetic energy of the bosonic condensate, neglecting all kinetic energy contributions
from non-condensed bosons. Hence, to arrive at MFT from SFT one has to drop the trace log
term in the SFT functional [Eq. (6.9)], which accounts for the kinetic energy contributions from
non-condensed bosons. Upon dropping the trace log terms the variations of ΓSFT [Eqs. (6.12)
and (6.13)] reduce to
(
Φ−Φ′) δΣ′1/2




= 0 , (6.20)
which are trivially fulfilled if the lattice and reference systems’ one-point propagators are equal,
Φ = Φ′. As the only variational parameter in mean-field theory is the symmetry breaking
field F′ the reference-system free propagator is fixed to G′−10 = σziωn + µ1. Thus, stationarity
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Φ = Φ′ amounts to inserting G′0 in Eq. (6.19), which for a homogeneous lattice system with
nearest-neighbor hopping J and coordination number z, reduces to
F′ = F− (G−10 −G′−10 )Φ′ = F− zJΦ′ . (6.21)
The resulting equation for the reference-system linear symmetry breaking field F′ is identical to
the self-consistency relation of the static mean-field approximation (see Sec. 4.2).
6.3. SFA3
To test our generalization of self-energy functional theory to bosons we apply it to the canonical


















with nearest neighbor hopping J , local pair interaction U , and chemical potential µ, where b†i
(bi) creates (annihilates) a boson at site i and nˆi = b†ibi is the density operator. We will consider
the model on the two- and three-dimensional square lattice and study its phase boundaries,
observables, and energetics at finite temperature.
6.3.1. SFA3 reference system
For the reference system we focus on the simplest possible construction, and use a single bosonic
state with the Hamiltonian
H ′[F′,∆] = U2 b
†b†b b− µnˆ+ F′†b + 12b
†∆b , (6.23)
where b† = (b† b) is a Nambu operator, and F′ and ∆ are defined as
F′ =
(








Hence, the reference system is parametrized by the three parameters F ′, ∆00, and ∆01. The
linear symmetry breaking field F ′ is the conjugate variable to the anomalous expectation value 〈b〉
while ∆00 and ∆01 are conjugate to the density 〈b†b〉 and the anomalous density 〈bb〉, respectively.
In the normal phase the number of variational parameters reduces to only ∆00 as the absence
of symmetry breaking requires F ′ = ∆01 = 0. Henceforth, we will denote this three parameter
self-energy functional theory approximation as SFA3.
Clearly, the restriction of the reference system to a single bosonic state is a drastic approximation.
Temporal retardation effects can be treated by adding additional non-interacting bath sites to
the reference system, producing additional variational parameters, where in the limit of infinite
number of bath-sites the BDMFT solution [65, 67] is obtained. However, as we will show, already
SFA3 quantitatively describes the Bose-Hubbard model, both deep in the superfluid and the
Mott/normal phase.
Note that the SFA3 minimal reference system Hamiltonian in Eq. (6.23) has the same variational
degrees of freedom as the reference system employed in B+U (see Sec. 5.1).
To compute properties of the reference system with the Hamiltonian H ′ in Eq. (6.23) we
use the occupation number states |ψn〉 of the single bosonic state, where n ≥ 0. Annihilating
53
and creating a boson yields b|ψn〉 =
√
n|ψn−1〉 and b†|ψn〉 =
√
n+ 1|ψn+1〉, respectively (see
Sec. 2.1.2). In this basis we generate matrix representations of H ′ and the bosonic second
quantization operators b and b†. However, as the occupation number n of a bosonic state is not
bound from above we introduce an occupation number cut-off Nmax, as to obtain a finite matrix
representation, and disregard all occupation number states |ψn〉 with n > Nmax. All reference
system calculations thus have to be converged in Nmax. For the calculations presented here we
find that 10 - 20 states suffice.
To calculate static observables and dynamic response functions we first diagonalize H ′ to
determine its eigenvalues En and eigenstates |n〉, where H ′|n〉 = En|n〉. Repeatedly using the
closure relation 1 = ∑n |n〉〈n| one can then determine the partition function Z,




the reference system free energy Ω′ = − ln[Z]/β, static expectation values such as





and the full single particle Green’s function G˜′,








e−βEn+τ(En−Em)〈n|bη|m〉〈m|b†ν |n〉 . (6.27)
In the last equation, the time dependent operators are defined in the Heisenberg representation
b(τ) = eτH′be−τH′ . Given G˜′ and Φ′ the connected Green’s function G′, defined in Eq. (4.7), is
obtained as
G′(τ) = G˜′(τ) + Φ′Φ′† . (6.28)
To solve the Dyson equations [Eqs. (4.31) and (4.32)] we use the Matsubara frequency






− e−βEn−ξe−βEmiωn+En−Em , iωn + En − Em 6= 0
βe−βEn , iωn + En − Em = 0
, (6.29)















e−βEn〈n|bη|n〉〈n|b†ν |n〉 , (6.30)
where we have assumed no accidental degeneracies En 6= Em, ∀ m 6= n, in the last zero-frequency
term. Note that the connected Green’s function G′(iωn) has an additional zero-frequency
contribution, as seen in Eq. (6.28), which becomes
G′(iωn) = G˜′(iωn) + βδωn,0Φ′Φ′† (6.31)
in Matsubara frequency space.
Apart from Φ′ and G′ the evaluation of the SFT functional [Eq. (6.9)] also requires the non-
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interacting Green’s function G′0 and self-energies Σ′1/2 and Σ of the reference system. Setting
the interaction U to zero in the reference system Hamiltonian in Eq. (6.23), G′0 is obtained as
G′−10 (iωn) = σziωn + 1µ−∆ , (6.32)
and the self-energies are determined by Dyson’s equations [Eq. (4.31) and (4.32)]
Σ′1/2 =F′ −G′−10 (iω0)Φ′ , (6.33)
Σ′(iωn) =G′−10 (iωn)−G−1(iωn) . (6.34)
6.3.2. Lattice system
To compute the response functions of the Bose-Hubbard model defined in Eq. (6.22) at the
self-energies Σ′1/2 and Σ′ of the reference system we transform to momentum space. The nearest





where d is the dimension of the hypercubic lattice (d = 2, 3). Thus the free lattice Green’s
function can be written in Nambu form as
G−10 (k, iωn) = σziωn + 1(µ− k) , (6.36)
and using the Dyson equation [Eq. (4.32)] the interacting lattice Green’s function evaluated at
the reference system self-energy Σ′ is given by
G−1(k, iωn) = G−10 (k, iωn)−Σ′(iωn) . (6.37)
Further, by using Σ′1/2 we can determine the condensate of the lattice system by
Φ = −G0(k = 0, iω0)Σ′1/2 , (6.38)
where we have used the fact that there is no symmetry-breaking field on the lattice system,
F = 0. From the connected lattice Green’s function Gk and the one-point propagator Φ we can
compute a number of observables for the lattice system. The momentum space single-particle
density matrix ρk of non-condensed bosons is given by the trace of G at fixed momentum k






µ0+Gµµ(k, iωn) , (6.39)
while the condensate density ρc is given by the one-point propagator ρc = 12Φ
†Φ and the total
density n and the kinetic energy Ekin are obtained by integrating k over the Brillouin zone,
n = Tr[ρk] + ρc , (6.40)
Ekin = Tr[kρk] + k=0ρc . (6.41)
Finally the interaction energy can be obtained from the trace of the Green’s function and
self-energy [134]
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Figure 6.2.: Flow chart for the evaluation of the SFT functional ΓSFT ≡ ΓSFT[F ′,∆00,∆01] for
given values of F ′, ∆00 and ∆01. The functional ΓSFT is used to numerically locate
stationary points ∇ΓSFT = 0.
6.3.3. Numerical implementation
To find stationary solutions of the SFT functional ΓSFT [Eq. (6.9)] for the Bose-Hubbard model
[Eq. (6.22)] and the reference system [Eq. (6.23)] we implement a direct evaluation of ΓSFT and
use a root finder 1 in combination with numerical evaluation of the gradient ∇ΓSFT to locate
stationary solutions ∇ΓSFT = 0. The procedure for evaluating ΓSFT is shown schematically in Fig.
6.2 and consists of the steps: (a) starting from given values of F ′, ∆00 and ∆01, (b) construct
the reference systems Hamiltonian H ′ using Eq. (6.23), (c) compute the free-energy Ω′ and the
one- and two-point propagators Φ′ and G′ of the reference system using Eqs. (6.25) to (6.31),
(d) compute the reference system self-energies Σ′1/2 and Σ′ using the one- and two-point Dyson
Equations (6.33) and (6.34), (e) compute the lattice system one- and two-point propagators
Φ and G using the relations in Sec. 6.3.2, (f) calculate the products Φ†G−10 Φ and Φ′†G′−10 Φ′
using the algebraic rules in Appendix A.1 and the trace log Tr ln[G′G−1] using Eq. (A.42) in
Appendix A.3, and finally (g) evaluate the self-energy functional ΓSFT using Eq. (6.9).
In order to achieve high accuracy in the evaluation of ΓSFT, the trace log term in Eq. (6.9)
is evaluated using Eq. (A.42) and third-order high-frequency tail coefficients. Calculations at
temperatures T/J ∼ 1 – 10 then require 103 – 104 Matsubara frequencies in order to reach a
relative accuracy of 10−9, for details see Appendix A.3. Once as stationary point of ΓSFT is located
in terms of the reference system parameters F ′, ∆00 and ∆01 (i.e. ∇ΓSFT[F ′,∆00,∆01] = 0),
lattice system observables can be computed as described in Sec. 6.3.2.









































































































































































































































































































































Figure 6.3.: Phase boundaries for the Bose-Hubbard model, at temperature zero on the three-
dimensional [panel (a)] and two-dimensional [panel (b)] cubic lattices, and for
unit-filling (n = 1) in three dimensions at finite temperature [panel (c)]. The SFA3
results (red triangles) are compared with MFT (dashed gray line), B+U (blue dots,
see Sec. 5.1), QMC [87] (diamonds), BDMFT [65, 67] (circles), VCA [75, 120] (green
crosses), CCBM [78] (dashed brown line) and NPRG [136, 137] (dashed blue line).
The B+U results are suppressed in panel (a) and (b), since they overlap with the
QMC data within 1%, for the same reason the BDMFT results are only partially
shown [insets in panel (a) and (b)].
6.4. Bose-Hubbard model
The Bose-Hubbard model is an ideal model for benchmarking SFA3 as ample numerical results
are already available on the two- and three-dimensional cubic lattices. In particular, since the
model is free of sign problems, quantum Monte Carlo (QMC) [87] provides numerically exact
results (after finite size scaling). However, since SFT is inherently an approximate method we also
compare with the other approximate schemes: static mean-field theory (MFT, see Sec. 4.2) [9],
Bogoliubov+U theory (B+U, see Sec. 5.1), bosonic dynamical mean-field theory (BDMFT, see
Sec. 4.5) [65, 67], the pseudo-particle based variational cluster approximation (VCA) [75, 120], the
cluster composite boson mapping method (CCBM) [78], and the nonperturbative renormalization
group (NPRG) [136, 137].
6.4.1. Superfluid phase boundaries
The zero-temperature SFA3 results for the phase boundary between the superfluid and the
Mott-insulator at unit-filling on the three- and two-dimensional lattice are shown in Figs. 6.3a
and 6.3b, respectively.
At zero temperature mean-field is already expected to give qualitatively correct results for the
three-dimensional lattice [61]. Quantitatively, however, kinetic fluctuation corrections beyond
mean-field stabilize the Mott phase and strongly shift the tip of the unit-filling Mott-lobe to larger
J/U , see Fig. 6.3a. However, as shown in previous BDMFT studies [65, 67], local self-energy
approximations are sufficient to quantitatively capture these kinetic fluctuations. Surprisingly
our SFA3 results, where kinetic effects are tuneable by only two variational parameters (∆00 and
∆01), yield the same level of accuracy as BDMFT. We expect the SFA3 phase-boundary, see
inset in Fig. 6.3a, to move towards the BDMFT result when extending the reference system with
additional bath sites. While SFA3 and BDMFT slightly but systematically overestimate the
critical value of J/U , see inset in Fig. 6.3a, we expect this behavior to diminish when accounting
for short-range non-local fluctuations by extending to multi-site (cluster) reference systems. This
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is in contrast to methods where both local and non-local fluctuations are treated approximately,
such as NPRG, which both over- and under-estimates the cricital J/U depending on µ/U , see
inset in Fig. 6.3a.
The Bose-Hubbard model on the two-dimensional lattice is an even greater challenge for
local approximations such as SFA3, as non-local correlations grow in importance with reduced
dimension. For this model interesting results are available from the two semi-local schemes
VCA [75, 120] and CCBM [78]. The VCA results employ an eight-site cluster comprising three
edge sharing two-by-two plaquettes and determine the phase-boundary from the closing of the
Mott gap [75], while the CCBM calculations are performed using a single two-by-two plaquette
cluster. Hence, both methods require the solution of much more complex effective models than
the single-site SFA3 reference system. However, while SFA3 yields quantitatively correct results,
see Fig. 6.3b, apart from a narrow region at the tip of the Mott-lobe (see inset), VCA and CCBM
show large deviations in this region, even though both methods are semi-local and incorporate
short-ranged non-local correlations. This behavior indicates that for the phase transition at the
tip of the Mott-lobe treating all kinetic fluctuations with an approximate local self-energy (as in
SFA3 and BDMFT) is more important than treating short ranged non-local fluctuations exactly
(as in VCA and CCBM). We also note that while NPRG [136, 137] excels over both VCA and
CCBM in two dimensions it can not compete with SFA3 and BDMFT. Seemingly the upwards
shift in µ/U of the NPRG phase boundary in the vicinity of the tip of the Mott-lobe becomes
more severe with reduced dimension.
On the three-dimensional lattice we further present results on the temperature driven normal
to superfluid phase transition at unit-filling (〈nˆ〉 = 1), see Fig. 6.3c. Also in this case the
phase boundary of SFA3 lies on top of both the BDMFT and QMC results, while MFT and
B+U deviate substantially. SFA3 also captures the weakly interacting Bose gas (WIBG) limit,
indicated by a downturn in the critical temperature at low U/J . For a detailed discussion in the
context of BDMFT see Ref. [67].
6.4.2. Energetics and observables
To further characterize SFA3 we study local observables and energy components of the Bose-
Hubbard model on the three-dimensional lattice as a function of temperature at fixed interaction
U/J = 20 and chemical potential µ/U = 0.4, see Fig. 6.4.
The SFA3 superfluid order parameter φ = 〈b〉 reproduces the BDMFT results quantitatively,
see Fig. 6.4a. The phase transition occurs at the SFA3 critical temperature Tc/J ≈ 4.39778,
to be compared to BDMFT (Tc/J ≈ 4.365(3)) and QMC (Tc/J ≈ 4.43(3)) [67]. Note that the
QMC results for φ in Fig. 6.4 are computed for a finite system with 403 sites, yielding a crossover
rather than the (thermodynamical limit) phase transition. The QMC critical temperature Tc,
however, is extrapolated to the thermodynamical limit using finite size scaling [67]. We further
note that MFT and finite-temperature B+U are not precise in locating the phase transition, as
they both over-estimate Tc by more than 20%, see Fig. 6.4.
For the average local density n = 〈nˆ〉, shown in Fig. 6.4b, we find that SFA3 agrees quantitatively
with QMC in both phases, with slight deviations only in the immediate proximity of the phase
transition, improving significantly on the MFT and B+U results.
The kinetic energy Ekin and total energy Etot are shown in Fig. 6.4c and 6.4d respectively.
The SFA3 result for Etot is again in quantitative agreement with QMC (and BDMFT). For the
kinetic energy Ekin on the other hand we find a small but discernible deviation of SFA3 from
QMC (and BDMFT) close to the phase transition in the normal phase. This deviation directly
shows the difference between accounting for kinetic fluctuations in the normal phase (where
∆01 = F ′ = 0) using a completely general imaginary-time dependent hybridization function
∆(τ) (as in BDMFT) and using a single variational parameter ∆00 (as in SFA3). However, from
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Figure 6.4.: Local observables and energies vs. temperature T for the Bose-Hubbard model on
the three dimensional cubic lattice with U/J = 20 and µ/U = 0.4 (n ≈ 1). Panel
(a): condensate order parameter φ, panel (b): local density n, panel (c): kinetic
energy Ekin, and panel (d): total energy Etot. Results for SFA3 (red line), MFT
(dashed gray line), B+U (blue dots), QMC [87] (diamonds), and BDMFT [65, 67]
(circles) are shown. The systematic errors are smaller than the marker size.
Fig. 6.4c it is evident that the major contribution to the kinetic energy in the normal phase is
accounted for by the instantaneous SFA3 variational parameter ∆00. This can be understood
from the tremendous difference between SFA3 and the MFT result, where the latter contains
zero variational parameters in the normal phase, and thereby produces the atomic limit with
zero kinetic energy.
6.4.3. Stationary solutions and superfluid phase transition
In our SFA3 calculations on the Bose-Hubbard model we find several symmetry breaking stationary
points with F ′ 6= 0. Most solutions can be discarded by requiring that the single-particle Green’s
function should fulfill the physical constraints G00(k, iω0) < 0 and det G(k, iω0) > 0 at the
zeroth Matsubara frequency ω0 = 0.
After discarding unphysical stationary points we still find two symmetry broken solutions in
the deep superfluid phase. This occurs for temperatures T/J < 3.7 for U/J = 20 and µ/J = 0.4.
The two solutions are distinguished by the relative phases of the linear symmetry breaking field F ′
and the anomalous pairing field ∆01 variational parameters. One solution has the fields in-phase,
arg ∆01 = argF ′, and the other solution has the fields in anti-phase, arg ∆01 = argF ′ + pi, see
thin and thick lines respectively for T < 3.7 in the lower panel of Fig. 6.5.
The anti-phase solution disappears through a saddle-node bifurcation [138] with one of the
unphysical stationary points at T/J ≈ 3.7, while the in-phase solution prevails up to the normal-
phase to superfluid phase transition temperature at Tc ≈ 4.39778. However, when comparing
free energies it turns out that the anti-phase solution, when present, has the lowest free energy.
Thus within SFA3 when increasing temperature the system jumps from the anti-phase (deep
superfluid) to the in-phase (weak) superfluid solution at T ≈ 3.7. The jump between stationary
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Figure 6.5.: Superfluid order parameter 〈b〉 from SFA3 (red line), B-DMFT (circles), and QMC
(diamonds) [67] (upper panel) and SFA3 variational parameters ∆00, ∆01 and F
(lower panel) as a function of temperature T in the vicinity of the superfluid to
normal phase transition for the 3d cubic lattice with U/J = 20 and µ/U = 0.4, cf.
Fig. 6.4. The location of the B-DMFT and QMC phase transitions are indicated
(left and right vertical dotted line respectively). The QMC data were computed for
a finite size system with 403 sites, leading to a crossover, while the phase transition
line is calculated with finite-size scaling.
points causes weak discontinuities in observables, e.g., the superfluid order parameter φ = 〈b〉,
see the upper panel of Fig. 6.5.
The appearance of this spurious “phase-transition” in the SFA3 calculations might at first
be considered a deficiency of the SFT scheme. However, rather than a general SFT issue it
is the extremely simplistic SFA3 variational ansatz, with only three parameters that causes
this behavior. In SFA3 the retarded hybridization is reduced to an instantaneous pairing field
∆01(τ) = δ(τ)∆01. This one parameter degree-of-freedom is simply not enough to interpolate
between the two regimes and instead generates a discontinuity. As the SFA3 reference system
is extended with additional bath sites the SFT calculation is expected to become continuous
within the superfluid phase, as is the case for BDMFT.
At the stationary points of the SFT functional ΓSFT [Eq. (6.9)], the free energy Ω is directly
given by the value of the functional ΓSFT itself, i.e., Ω = ΓSFT : δΓSFT = 0. The SFA3 free energy
Ω as a function of temperature T for the same parameters as in Fig. 6.4 is shown in Fig. 6.6a.
At low temperatures, SFA3 displays both superfluid and normal-phase stationary points, with
the superfluid solution yielding the lowest free energy Ω. At the phase transition (Tc ≈ 4.39778)
the free energies of the two solutions cross, with the superfluid solution vanishing at slightly
higher temperatures, whence the transition is weakly first order. While the phase transition
in the Bose-Hubbard model is expected to be second order, the description of the symmetry
breaking using a classical field F ′ is known to change the phase-transition order, see Ref. [139]
for a discussion of the issue in the context of EDMFT.
The upper panel of Fig. 6.5 shows the detailed behavior of the order parameter φ = 〈b〉 around
the normal-phase to superfluid phase transition for SFA3, BDMFT, and QMC. The superfluid
critical temperature within SFA3 is in quantitative agreement with BDMFT and QMC. As












































































































Figure 6.6.: Panel (a): Free energy Ω vs. temperature T of the Bose-Hubbard model on the
three-dimensional cubic lattice at U/J = 20 and µ/U = 0.4 (n ≈ 1), showing the
SFA3 normal-phase (circles) and superfluid (red triangles) stationary points. To
discern the two solutions we subtract a fixed asymptotic model f(T ) = −T/2 −√
0.3 + (T − 4.3)2/4 − 10.85 from Ω and show Ω˜ = Ω − f(T ). A detailed view of
the crossing (dashed red line) of the free energies is shown in the inset. Panel (b):
Gradient map of ΓSFT as a function of ∆00 and F ′ with ∆01 = 0 and T/J = 1
(deep in the superfluid phase). Panel (c): Relative breaking of the Hugenholtz-Pines
relation δ/Σ00(k = 0, iω0) vs. temperature T . The systematic error is smaller than
the marker size.
narrow hysteresis region. The thermodynamical ground state solution is accompanied by an
unstable superfluid solution that disappears through a saddle-node bifurcation with another
stationary point (higher in free energy) that adiabatically connects the superfluid to the normal-
phase solution (dotted red line). The phase transition within SFA3 is located between the
BDMFT and QMC results (horizontal dotted lines), and is expected to shift to the BDMFT
result as bath sites are added to the SFT reference system.
The existence of three solutions within a hysteresis region is a general feature of first order
transitions, not limited to SFA3. It has also been observed e.g. in DMFT for the paramagnetic
Mott to metal transition in the single-band Fermionic-Hubbard model [140], and for Gutzwiller
variational calculations on two-band generalized Fermi-Hubbard models [141].
A map of the stationary points of the SFT functional ΓSFT as a function of F ′ and ∆00 can be
obtained from the gradient-two-norm-logarithm − log ||∇ΓSFT||2 which diverges at the stationary
points where ∇ΓSFT = 0. As seen in Fig. 6.6b, deep in the superfluid phase (T/J = 1) ΓSFT
shows both a normal-phase stationary point (with F ′ = 0) and two symmetry-breaking superfluid
stationary points. The symmetry breaking solutions are both part of the same class of U(1)
symmetry breaking solutions with F ′ = |F ′|eiθ, where only θ = 0, pi are seen in Fig. 6.6b, as F ′ is
restricted to be real. Furthermore, the mirror symmetry F ′ → −F ′ in Fig. 6.6c is a direct result
of the global U(1) symmetry of ΓSFT, ΓSFT[F ′] = ΓSFT[F ′eiθ], ∀θ ∈ <.
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Figure 6.7.: Condensate order-parameter 〈b〉 of the 2d lattice as a function of chemical potential
µ for β = 6.4 and U = 20. Both results using the SFT formalism presented here
(blue dash-dotted line) and the formalism of Ref. [6] (solid red line) are shown. Inset:
Logarithmic vertical axis with original data from Ref. [6] (red markers).
6.4.4. Hugenholtz-Pines relation
In the superfluid phase of the Bose-Hubbard model the broken U(1) symmetry imposes a
constraint on the zero-frequency single-particle Green’s function, or equivalently the self-energy.
In the continuum this constraint is the well known Hugenholtz-Pines relation [142, 143],
µ = Σ00(k = 0, iω0)− Σ01(k = 0, iω0) ,
valid in the symmetry-broken superfluid phase. On the lattice the Hugenholtz-Pines relation is
shifted to µ = Σ00(k = 0, iω0)−Σ01(k = 0, iω0)−zJ 2, and is known to be weakly broken by local
approximations such as MFT, SFT, and BDMFT [67]. The relative deviation δ/Σ00(k = 0, iω0)
of SFA3 from the shifted Hugenholtz-Pines relation is shown in Fig. 6.6c, where δ = µ−Σ00(k =
0, iω0) + Σ01(k = 0, iω0) + zJ . The deviation is small and comparable to BDMFT [67]; starting
from the critical temperature Tc and going into the superfluid phase it shows an initial increase
and then starts to decrease with temperature.
We note in passing that there are methods that obey the Hugenholtz-Pines relation exactly. One
example is the nonperturbative renormalization group (NPRG) [136, 137], which approximately
treats both local and critical fluctuations.
2Here specialized for lattices with cosine-dispersion, e.g., hypercubic lattices with nearest-neighbor hopping.
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6.4.5. Comparison with Ref. [6]
As mentioned before, self-energy functional theory has already been applied to bosons including
U(1) symmetry breaking in Ref. [6]. In this section we show how the self-energy functional ΓSE
[Eq. (6.4)] derived in Section 6.1 differs from the result in Ref. [6].
The self-energy functional Γ˜SE of Ref. [6] is built around the Dyson equation ansatz
G−1Φ = F−D , (6.43)
G−1 = G−10 −Σ , (6.44)
where the first-order tensor quantity D corresponds to a “self-energy like” object for the one-point
propagator Φ. This ansatz differs from the one-point propagator Dyson equation, G−10 Φ =
F−Σ1/2 [Eq. (4.31)] obtained from the stationarity of the Baym-Kadanoff functional ΓBK in
Eq. (4.26) and therefore contradicts Refs. [109, 110]. The difference being the appearance of the
interacting propagator G in Eq. (6.43) instead of the non-interacting propagator G0.








0 −Σ)] + F˜ [D,Σ] , (6.45)
through a series of transforms of the free energy Ω, where the functional F˜ ≡ F˜ [D,Σ] is assumed
to be a universal functional in D and Σ with variations δDF˜ = Φ and δΣF˜ = [G−ΦΦ†]/2, such
that the stationarity condition δΓ˜SE = 0 reproduces the Dyson equation ansatz of Eqs. (6.43)
and (6.44)
δΓ˜SE








2G = 0 . (6.47)
We have performed additional calculations employing the self-energy effective action Γ˜SE [Eq.
(6.45)] in the construction of the SFT approximation [Eq. (6.9)] (here denoted by SFA-D)
comparing with the SFT results using the self-energy effective action ΓSE [Eq. (6.4)] derived in
this work (here denoted by SFA-Σ1/2), see Fig. 6.7. The system parameters are chosen to also
enable comparison with numerical results published in Ref. [6] (Fig. 3b.2), see the inset in Fig.
6.7. The quantitative agreement indicates that our SFA-D calculations are consistent with Ref.
[6].
When sweeping the chemical potential µ through the unit-filling Mott-lobe at finite temperature
and studying the superfluid order parameter 〈b〉, we find that SFA-Σ1/2 displays a superfluid to
normal-phase transition, while SFA-D only yields a crossover (in the range 0.25 < µ/U < 0.52).
This is the result of the presence of a superfluid solution (F ′ 6= 0) with lower free-energy than
the normal solution throughout the entire sweep in µ. In SFA-D the free energies of the two
solutions therefore never cross, in contrast to SFA-Σ1/2 (see Fig. 6.6 a). The good agreement
between the two methods deep in the superfluid phase can be understood from the fact that in
this limit G ≈ G0, and therefore Eq. (6.43) is essentially equivalent to our symmetry-breaking
Dyson equation (4.31). However, the absence of a finite temperature superfluid to normal-phase
transition in SFA-D is unphysical.
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Figure 6.8.: Local spectral functions of the Bose-Hubbard model on the three dimensional cubic
lattice on both sides of the temperature driven superfluid to normal-phase transition
at U/J = 20, µ = 0.4U , and T/J = 3 (blue), and T/J = 5 (red). Both the normal
spectral functions A00(ω) (upper panel) and the anomalous spectral functions A01(ω)
(lower panel) are shown as well as the SFA3 reference system spectral functions
Aref00 (ω) (insets). The local transitions corresponding to each spectral feature are
indicated, with the symmetry broken allowed transitions in parentheses (upper
panel).
6.4.6. Spectral function
While lattice quantum Monte Carlo (QMC) provides numerically exact results for sign-problem-
free interacting bosonic systems such as the Bose-Hubbard model with nearest-neighbor hopping
[Eq. (6.22)], this is only true when it comes to thermodynamical expectation values. Dynamical
properties, such as the single-particle spectral function, can only be obtained through numerical
analytic continuation of imaginary-time results to the real-frequency axis [53, 54]. This is also
an issue in local self-energy approximations such as BDMFT when using a Monte Carlo based
reference-system solver, e.g. the continuous time quantum Monte Carlo (CT-QMC) method
[65, 67, 144, 145]. Analytic continuation can resolve the low-energy spectral function but is
limited when it comes to resolving high-energy features beyond the first Hubbard bands [54, 145].
Self energy functional theory combined with an exactly solvable reference system such as SFA3, on
the other hand, gives direct access to the real-frequency spectral function without any restriction
in frequency.
Here we report on the spectral function in the normal-phase using SFA3 and compare with





































Figure 6.9.: SFA3 reference system eigenstate |n˜〉 overlap with the occupation number states |n〉
(left) in the superfluid phase with parameters identical to Fig. 6.8. The eigenstate
energies En˜ and the zero-hopping limit energies En are also shown (right). The
symmetry breaking and proximity in energy between |0˜〉 and |2˜〉 causes both eigen-
states to have appreciable weights for both the |0〉 and |2〉 occupation number states
(arrows in left panel).
range from BDMFT and the non-crossing approximation (NCA) [146]. We also study the finite
temperature superfluid spectral function, previously studied in the low-energy range [54, 75],
and make an extended analysis of its high-energy resonances. Entering from the normal phase
into the superfluid we find that the high-energy resonances change character and fundamental
behavior.
We choose to study the local spectral function in both phases of the temperature driven
superfluid to normal-phase transition at U/J = 20 and µ = 0.4U (〈nˆ〉 ≈ 1) previously discussed
in Sec. 6.4.2 and Fig. 6.4. The normal and anomalous lattice spectral functions, A00 and A01
respectively, are shown in Fig. 6.8. The normal phase has been studied in detail elsewhere [146]
using BDMFT+NCA and agrees qualitatively with the result we obtain using SFA3.
The features of the lattice spectral function can be understood by studying the corresponding
SFA3 reference-system spectral function where the resonances can be understood in terms of
transitions between local occupation number states. In the low energy range the normal phase
exhibits a lower and upper Hubbard band, corresponding to singlon-holon (1→ 0) and singlon-
doublon (1→ 2) transitions, respectively. The lower band has roughly half the spectral weight of
the upper band due to boson prefactors, see Appendix A in Ref. [146]. Beyond the Hubbard
bands resonances only occur at positive frequencies as the (local) bosonic states are not bound
with respect to the addition of particles. The resonance at ω = 3U/2 only occurs at elevated
temperatures and corresponds to a thermally activated doublon-triplon transition (2 → 3).
Similarly, at ω = 5U/2 we observe a much weaker resonance that, within the SFA3 reference
system, is a thermally activated triplon-quadruplon transition (3→ 4). However, when going
beyond SFA3 and adding additional bath sites to the reference system (improving the description
of kinetic fluctuations), we expect this resonance to persist down to zero temperature, where it
turns into a pure lattice fluctuation of a singlon-triplon with a dispersing holon (1→ 3⊗ h), as
shown in Ref. [146].
This picture is heavily modified when entering the superfluid phase. For U/J = 20 the
superfluid is strongly correlated (i.e. U  J, F ′,∆01) and on the SFA3 reference system level the
eigenstates |n˜〉 maintain their main occupation number character |n˜〉 ≈ |n〉, whoose eigen energies
En˜ are to first order given by the zero-hopping limit energies En˜ ≈ En ≡ Un(n − 1)/2 − µn.
However, the symmetry breaking terms F ′ and ∆01 in the reference-system Hamiltonian [Eq.
(6.23)] cause the eigenstates to have small but finite admixtures of all other occupation-number
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Figure 6.10.: Condensate φ (panel a) and density n (panel b) of the Bose-Hubbard model with
next-nearest neighbor hopping J ′ for J = 1, µ/U = 0.4, U/(J+J ′) = 10, 11, 12, ...18,
and T = 0.01. The coloring indicates the respective U/(J + J ′) values (see legend).
states, see Fig. 6.9. This turns many more overlaps for one-particle addition 〈n˜|b|n˜′〉 (and
one-particle removal 〈n˜|b†|n˜′〉) non-zero in the symmetry broken phase, as compared to the
normal phase where only 〈n|b|n+ 1〉 and 〈n|b†|n− 1〉 contribute in Eq. (6.30).
On the reference system level, this causes the Green’s function [Eq. (6.30)] and thus the spectral
function, to exhibit an increased number of resonances in the superfluid phase, see insets in
Fig. 6.8. One example are the two additional low energy resonances at ±U/4, which correspond
to the holon-doublon transition (0→ 2) upon adding only one particle and the doublon-holon
transition (2→ 0) removing only one particle, respectively. The extra allowed transitions also
split the reference system resonances at ±U/2, causing a broadening of the upper and lower
Hubbard bands of the lattice system. The thermally activated doublon-triplon transition at
ω = 3U/2 is also split into two separate resonances, that both diminish as the temperature is
lowered (not shown). Studying the SFA3 eigenstate overlap with the occupation number states
〈n˜|n〉 in Fig. 6.9 we observe a substantial admixture of empty |0〉 and doubly occupied |2〉 states
in the SFA3 eigenstates |0˜〉 and |2˜〉. This mixing causes the observed doubling of all resonances
in the superfluid phase. In the normal phase on the other hand these resonances either start or
end in a simple empty or doubly occupied state.
The high energy resonance at ω ≈ 5U/2 also undergoes drastic change, but is not split since
no doubly occupied or empty states are involved in the transition. Instead of the thermally
activated form found in the normal phase, the resonance carries much more spectral weight and
persists down to low temperatures in the superfluid phase. At low temperatures this implies
that we have non-zero overlaps 〈n˜|b†|GS〉, where |GS〉 = |1˜〉 is the many-body groundstate of the
SFA3 reference system. Thus, comparing eigenstate energies we can attribute this resonance to
the direct singlon-triplon transition (1→ 3), which is clearly a forbidden one-particle transition
of the SFA3 reference system in the normal phase.
Based on this result and the normal-phase results of Ref. [146] we predict that the singlon-
triplon resonance is a fundamental quantum fluctuation of the Bose-Hubbard model, both in the
normal and superfluid phase.
6.4.7. Frustration and next-nearest neighbor hopping
As an example of the broad applicability of SFT we go beyond previous works and investigate
the effect of kinetic frustration on the superfluid to normal-phase transition, looking explicitly at
effects that are beyond single-site mean-field and out-of-reach for QMC.
To this end we study the Bose-Hubbard model with additional diagonal next-nearest neighbor
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Figure 6.11.: Critical interaction Uc/(J + J ′) for the superfluid (SF) to normal phase (NP)
transition on the two dimensional lattice with nearest and next-nearest neighbor
hopping (J and J ′) as a function of J ′/J (panel a). The redistribution of spectral
weight driven by J ′/J in the spectral function A00(ω) is shown in panel b for
U/(J+J ′) = 20, µ/U = 0.4, T/J = 1, and J = 1. The spectral weight A00(ω) at the
lower Hubbard-band edge anti-correlates with Uc/(J +J ′) both for U/(J +J ′) = 20
(circles) and in the vicinity of the phase transtition at U/(J + J ′) = Uc/(J + J ′) + 1
(crosses) (panel c).
hopping J ′ on the two dimensional square lattice, i.e.









where HBH is the Bose-Hubbard Hamiltonian [Eq. (6.22)] and 〈〈i, j〉〉 indicates summing over
all next-nearest neighbors. For J ′/J < 0 Eq. (6.48) exhibits frustration making it inaccessible
for QMC, due to a strong sign-problem [49]. The standard mean-field approximation [9, 61]
can be applied, but the symmetry-breaking mean-field F only depends on the total bandwidth
F = z (J + J ′) 〈b〉, and does not account for the spectral weight distribution within the band.
Hence, for fixed µ/U and (J + J ′)/U mean-field yields constant results independent of the J ′/J
ratio. In other words for finite next-nearest-neighbor hopping J ′ mean-field is no longer expected
to qualitatively describe the superfluid to normal phase transition, as was the case for only
nearest-neighbor hopping J in Sec. 6.4.1.
Self-energy functional theory using the single-site reference system (SFA3) incorporates the
spectral function and directly depends on the spectral distribution. In Fig. 6.10 we present SFA3
results for the condensate φ and local density n for fixed µ/U = 0.4 and U/(J+J ′) = 10, ..., 18 as
a function of J ′/J . We find that both φ and n vary with J ′/J and that the transition between the
superfluid and the normal phase strongly depends on J ′/J . The critical values of the interaction
Uc/(J + J ′) from the sweeps in Fig. 6.10 are shown in Fig. 6.11a revealing a drastic reduction of
the critical coupling when moving into the frustrated regime J ′/J < 0.
To understand this trend we study the local spectral function A00(ω) in the normal phase at
U/(J + J ′) = 20 and µ/U = 0.4, see Fig. 6.11b. We see that fixing the bandwidth z(J + J ′)/U
and the chemical potential µ/U relative to the interaction U corresponds to fixing the gap in
A00(ω). However, tuning J ′/J produces substantial spectral weight redistribution within the
Hubbard bands, see Fig. 6.11b. In particular, the spectral density at the low frequency edges
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of the Hubbard bands increases as J ′/J is lowered. As can be seen in Fig. 6.11c, this effect
prevails also when approaching the phase transition from the normal phase. Thus, we attribute
the change in the critical coupling Uc/(J + J ′) as a function of J ′/J to this spectral weight
redistribution. To conclude, we find that the enhancement of low energy kinetic fluctuations in




Self-energy functional theory with
disorder
The theoretical understanding of disordered and interacting lattice bosons has been primarily
driven by numerical simulations. Exact diagonalization (ED) [147] can only be applied to
relatively small finite system sizes, while the extension of the density matrix renormalization
group (DMRG) [55, 56, 57, 58] to disorder [148] is restricted to low-dimensional systems. In
higher dimensions the state of the art method is path integral quantum Monte Carlo (QMC)
with worm updates [47, 48, 49, 15]. This algorithm provides numerically exact results for large
but finite-sized bosonic lattice systems, while the disorder can be accounted for by averaging
over many disorder realizations [15]. However, dynamical quantities such as the single-particle
spectral function can only be determined by performing analytic continuation of imaginary-
time propagators with stochastic noise [53, 54]. The continuation is an inherently illposed
problem, and cannot resolve sharp resonances. While the methods mentioned above excel with a
high numerical accuracy, they rely on finite system sizes, which can represent a problem when
rare disorder-driven fluctuations play an important role, which can only be captured once one
approaches the thermodynamical limit.
The available methods in the thermodynamical limit rely on approximations. The mean-
field decoupling approximation [9] (see Sec. 4.2) can be applied to disordered systems using
an arithmetically averaged condensate. However, this overestimates the phase coherence and
the extent of the superfluid phases, as locally condensed bosons are mistaken for a global
condensate [14]. In fact, in mean-field methods with position-space resolution the geometric
percolation of condensed regions appears to be a more accurate quantity to evaluate the global
superfluid response [149]. A more accurate mean-field approach is the stochastic mean-field theory
[150, 16], where the condensate order parameter is treated as a disorder-dependent quantity.
However, mean-field methods are self-consistent only in terms of the condensate (i.e. the one-point
propagator). This severely hampers the ability to describe uncondensed phases, which are simply
approximated by the zero hopping limit (i.e. the atomic limit).
A non-perturbative method which includes also a self-consistency in terms of the two-point
propagator is the dynamical mean-field theory (DMFT), originally formulated for fermions
[116, 117] and later generalized to bosons [62, 64, 63, 65, 67, 145] (see Sec. 4.5). For fermions the
formalism has been extended to disordered systems [151, 152, 153, 154] averaging the systems
propagators over all disorder configurations. While an arithmetic averaging in this framework
works well for low disorder, it misses the essential physics in non-self-averaging phases. In
such phases, like the Anderson-localized regime [155, 152], observables show broad tails in their
disorder-distribution. An interesting idea for incorporating non-self-averaging effects is the typical
medium theory [151, 152, 153, 154], where the arithmetic average is replaced by a geometrical
mean. However, it is not clear what the range of validity is for this approach. We would like to
point out that the works above employing disorder and DMFT all study fermionic systems. As
of today we are not aware of any works applying DMFT to disordered bosonic systems.
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A more general theoretical framework for constructing non-perturbative approximations
for interacting many-body systems is the self-energy functional theory (SFT, see Chapter 6)
[70, 71, 72, 73, 74, 75, 6], from which DMFT can be derived as a certain constriction of the
variational space. Within SFT, non-perturbative approximations are readily constructed by
restricting the self-energy domain of the original lattice system to the self-energies of a simpler
exactly solvable reference system. This reduces the full complexity of the original problem to
a search for stationary solutions in terms of the variational free propagators of the reference
system. The generalization to systems with disorder of SFT has been developed for fermionis
in Ref. [156] and applied in a variational cluster approximation to bosons in the absence of
U(1)-symmetry-breaking in Ref. [157].
The aim of this paper is to extend the bosonic SFT formalism of Chapter 6 to disordered
lattice bosons including the possibility of U(1)-symmetry-breaking. As argued for fermions in Ref.
[156], the geometrical mean used in the context of DMFT [151, 152, 153, 154] is hard to reconcile
with the variational SFT framework. We therefore derive an arithmetically averaged formalism,
where, through the introduction of an appropriate TˆPV functional, the functional depends only
on the self-energies of the arithmetically averaged propagators. Just as the version for clean
systems (see Sec. 6.2.3), we find that SFT incorporates a disorder-averaged generalization of
bosonic DMFT [62, 64, 63, 65, 67, 145] in a certain limit. The resulting functional is, however,
more general than DMFT by being amenable to a more general variational space.
We apply SFT to the Bose-Hubbard model (BHm) with local box disorder (see Sec. 2.3) on the
cubic lattice using the simplest imaginable reference system, comprising a single bosonic mode.
This restriction to the minimal reference system produces a self-energy approximation with three
variational degrees of freedom, which we will denote by SFA3. In the clean BHm the SFA3
approach has been shown to be in quantitative agreement with numerically exact QMC results
in Chapter 6. In this work we investigate the disordered BHm in the vicinity of the superfluid
finger, where the condensate density is extremely fragile, leading to a substantial shift in the
phase boundaries even if the numerical error is very low. Nonetheless, we observe quantitative
agreement of the thermodynamic quantities computed with SFT and the QMC reference results.
Since the SFA3 reference system can be solved exactly, we can also evaluate the lattice spectral
function and thereby obtain spectroscopic information not readily avalable from QMC. By
systematically analyzing the local excitations of the SFA3 spectral functions, we find that the
strongly-interacting Bose glass is characterized by different regimes, depending on which local
occupations n are activated as a function of the disorder strength ∆. While local observables are
described well by the atomic limit, we find that the particles delocalize into isolated superfluid
lakes over the strongly-localized background around highly-occupied sites whenever these sites
are particularly rare. In particular, our results indicate that the transition from the strongly
interacting Bose glass to the superfluid phase is driven by the percolation of superfluid lakes
which form around doubly occupied sites. As ∆ is further increased and the number of highly-
occupied sites increases accordingly, the particles are localized by the increasing particle-number
fluctuations and interaction energy, explaining the reentrant behavior of the superfluid finger at
larger ∆. We also present results deeper in the superfluid phase (i.e. at weaker interactions),
showing excellent agreement with QMC for thermodynamical quantities at low disorder. When
the disorder dominates both over the bandwidth and the interaction, the restricted variational
subspace of our SFA3 reference system is however insufficient, as we no-longer can stabilize
a stationary solution. Whether this can be remedied by a more general reference system
construction is an open question.
This chapter closely follows Ref. [5] and is organized as follows. In Sec. 7.1 we derive the
self-energy functional theory for disordered lattice bosons: starting from the free-energy functional
(Sec. 7.1.1), we generalize the bosonic Baym-Kadanoff functional to the case of disorder (Sec.
7.1.2), perform a Legendre transform to the self-energy effective action (Sec. 7.1.3), average the
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effective action over all disorder configurations (Sec. 7.1.4), and finally arrive at the disorder-
averaged self-energy functional (Sec. 7.1.5). We further specialize SFT to disorder-averaged
BDMFT (Sec. 7.1.6) and the case of uncorrelated disorder (Sec. 7.1.7), and finally devise how
to compute lattice observables in this approximation in Sec. 7.1.8. In Sec. 7.2 we introduce
the disordered BHm, discussing the SFA3 reference system used in the SFT calculations (Sec.
7.2.1) and deriving analytic results in the atomic limit (Sec. 7.2.2). The numerical results are
presented in Sec. 7.3, where we investigate the strongly-interacting Bose glass (Sec. 7.3.1), the
strongly-interacting superfluid phase transition (Sec. 7.3.2), and the superfluid phase (Sec. 7.3.3).
7.1. Self-energy functional theory for
disordered lattice bosons
In this section we derive the self-energy functional theory for disordered lattice bosons. In
analogy to the formalism for clean systems derived in Chapter 6, we do so by a series of Legendre
transformations starting from the free-energy functional and introduce a simpler exactly solvable
reference system sharing the same local interaction and disorder distribution. As was done in a
previous work on fermions [156], we average over all possible disorder configurations, arriving at
a functional which only depends on the self-energies of the arithmetically averaged propagators of
the system. In order to keep track of the various additional dependencies, we introduce a slightly
more complex notation than in Chapter 6, where the explicit dependencies of the propagators
and self-energies are denoted as subscripts. In particular, for notational purposes, we denote the
one-point self-energy (formerly Σ1/2 in Chapters 4 and 6) by S.
7.1.1. Free-energy functional
We start by generalizing the free-energy functional of Sec. 4.1 to the case of disorder. To this
end, we consider a lattice system of bosons in the presence of quadratic disorder, with creation
(annihilation) operator b†i (bi ) on site i. Using the Nambu operators b†α ≡ b†iν ≡ (b†i , bi )ν with
commutator [bα,b†β] = (1⊗ σz)αβ , where α is a superindex spanning both the site index i and
Nambu index ν, the Hamiltonian Hˆ of the system can be written as










βbβ + Vˆ , (7.1)
where repeated indices are summed over, F is an explicit symmetry-breaking field, tαβ = t
iη
jν =
tij ⊗ 1 is the hopping, the quadratic disorder ηαβ = ηiηjν = ηij ⊗ 1 has the probability distribution
P (η), and the general three and four-body interaction Vˆ can be expressed as Vˆ ≡ V (3)αβγbαbβbγ +
V
(4)
αβγδbαbβbγbδ. To keep the notation compact we will henceforth supress the lattice-Nambu
superindices.
At finite temperature T ≡ β−1 the free energy functional of the interacting system is given by
ΩˆV [F,G−10 ] = − ln(Tr[e−S[F,G
−1
0 ]])/β , (7.2)







dτ Vˆ [b(τ)]− 12
∫∫ β
0
dτdτ ′ b†(τ)G−10 (τ, τ ′)b(τ ′) . (7.3)
The free energy functional ΩˆV [F,G−10 ] is equal to the free energy Ωη of the lattice system in Eq.
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(7.1) with fix disorder configuration η, when evaluated at the symmetry breaking field F and the
free single-particle propagator Gtη0, i.e.
ΩˆV [F,G−1tη0] = Ωη , (7.4)
where the non-interacting (Vˆ = 0) single-particle propagator of Eq. (7.1) is given by
G−1tη0(τ, τ ′) = δ(τ − τ ′)(−[1⊗ σz]∂τ ′ − t− η) , (7.5)
and the subscript means that it depends on the hopping t and the disorder configuration η only.
By taking functional derivatives of the free energy functional ΩˆV with respect to F and G−10 we
obtain the two functionals
φˆV [F,G−10 ] ≡ β
δΩˆV [F,G−10 ]
δF† (7.6)










that reproduce the physical one- and two-point propagators (i.e. the condensate ΦFtηV and
the connected Green’s function GFtηV ) of the disordered interacting system in Eq. (7.1) when
evaluated at F and G−1tη0, i.e.
φˆV [F,G−1tη0] = ΦFtηV = 〈b〉 , (7.8)
GˆV [F,G−1tη0] = GFtηV = −〈b(τ)b†(0)〉+ 〈b〉〈b†〉 . (7.9)
7.1.2. Baym-Kadanoff functional
When exchanging the functional dependence of the free energy functional ΩˆV in Eq. (8.12),
from F and G−10 to Φ and G by means of a Legendre transformation, one obtains the bosonic
Baym-Kadanoff functional [109, 110] (see also Sec. 4.4)








−1] + ΦLW[Φ,G] . (7.10)
At the physical interacting one and two-point propagators, the Baym-Kadanoff functional ΓBK is
stationary
∂ΦΓBK[ΦFtηV ,GFtηV ] = 0 , (7.11)
∂GΓBK[ΦFtηV ,GFtηV ] = 0 , (7.12)
and equal to the free energy
ΓBK[ΦFtηV ,GFtηV ] = Ωη . (7.13)
The explicit functional derivatives take the form
δΓBK
δΦ†







0 −G−1 + 2
δΦLW
δG . (7.15)
By identifying the variations with respect to the Luttinger-Ward functional ΦLW as the one and
two-point self-energies [109, 110]
S = −δΦ†ΦLW , Σ = −2δGΦLW , (7.16)
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and applying the stationarity conditions [Eqs. (7.11) and (7.12)] we find that the interacting
propagators fulfill the two Dyson equations
G−10 Φ = F− S , (7.17)
G−1 = G−10 −Σ . (7.18)
Consider now the result of substituting F and G−10 using Eqs. (7.17) and (7.18) in the
functionals φˆV and GˆV [Eqs. (7.6) and (7.7)]. This gives the highly non-linear coupled equations
φˆV [(G−1 + Σ)Φ + S,G−1 + Σ] = Φ , (7.19)
GˆV [(G−1 + Σ)Φ + S,G−1 + Σ] = G . (7.20)
For given self-energies S and Σ the concomitant solution of Eqs. (7.19) and (7.20) implicitly
defines the functionals
ΦˆV [S,Σ] = Φ , GˆV [S,Σ] = G, (7.21)
depending solely on the self-energies S and Σ and the interaction Vˆ , producing the physical
interacting propagators when evaluated at the physical self-energies, i.e.
ΦˆV [SFtηV ,ΣFtηV ] = ΦFtηV , (7.22)
GˆV [SFtηV ,ΣFtηV ] = GFtηV . (7.23)
7.1.3. Bosonic self-energy effective action
By means of a further Legendre transform the Baym-Kadanoff functional ΓBK with functional




†Gtη0(F− S) + 12Tr ln[−(G
−1
tη0 −Σ)] + FˆV [S,Σ] (7.24)
depending on the self-energies S and Σ, where the universal functional FˆV [S,Σ] is the Legendre
transform of the universal Luttinger-Ward functional ΦLW[Φ,G], with variations (see Chapter 6)
δSFˆV = Φ , δΣFˆV = G. (7.25)
The variations of the self-energy effective action give
δΓSE






+ G , (7.27)
whence ΓSE is stationary at the physical self-energies
δSΓSE[SFtηV ,ΣFtηV ] = 0 , (7.28)
δΣΓSE[SFtηV ,ΣFtηV ] = 0 . (7.29)
and equal to the free energy
ΓSE[SFtηV ,ΣFtηV ] = Ωη . (7.30)
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7.1.4. Disorder-averaged self-energy effective action
While we up till now have treated a system with a single disorder realization η, we are interested
in describing the averaged ensemble of systems with disorder probability distribution P (η) and
its ensemble averaged free-energy
ΩP ≡ 〈Ωη〉P ≡
∫
dηP (η)Ωη . (7.31)
To this end we define the averaged self-energy effective action
Γˆ(SE)FtPV [{Sη,Ση}] ≡ 〈ΓSE[Sη,Ση]〉P . (7.32)
where Sη and Ση denote the self-energies for the disorder configuration η.
To describe the combined effect of disorder and interaction we rewrite Γˆ(SE)FtPV in terms of the
universal averaged propagator functionals











+ ˆ¯Φ ˆ¯Φ† . (7.34)
using the short-hand notation Gˆη ≡ GˆV [Sη,Ση] and Φˆη ≡ ΦˆV [Sη,Ση] [see Eqs. (7.22) and
(7.23)]. The corresponding average self-energies S¯ and Σ¯ are defined through the Dyson equations
S¯ = F−G−1t00Φ¯ , (7.35)
Σ¯ = G−1t00 − G¯−1 , (7.36)
where Gt00 is the free propagator for the disorder-free system Gt00 ≡ Gtη0|η=0, and Φ¯ and G¯
are the disorder-avareged condensate and connected Green’s function, respectively, computed by
evaluating Eqs. (7.33) and (7.34) at the physical self-energies SFtηV and ΣFtηV for each disorder
configuration η.
The averaged self-energy effective action can now be expressed as
Γˆ(SE)FtPV [S¯, Σ¯, {Sη,Ση}] =
1
2(F− S¯)
†Gt00(F− S¯) + 12Tr ln[−(G
−1
t00 − Σ¯)]






where TˆPV is the universal functional for the averaged self-energies
TˆPV [S¯, Σ¯, {Sη,Ση}] ≡− 12
ˆ¯Φ†( ˆ¯G−1 + Σ¯) ˆ¯Φ + 12









Taking the variations of TˆPV with respect to S¯ and Σ¯ gives
δS¯TˆPV = ˆ¯Φ , 2δΣ¯TˆPV = ˆ¯G , (7.39)
which shows that TˆPV is the analogue of the FˆV functional for the averaged self-energies, as by
(7.25)
δS¯η FˆV = Φˆη , 2δΣ¯η FˆV = Gˆη . (7.40)
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The functional derivatives with respect to the self-energies at fixed disorder configuration η yield
δSη TˆPV = −P (η)Φˆη , 2δΣη TˆPV = −P (η)Gˆη. (7.41)
The variations of the averaged self-energy effective action Γˆ(SE)FtPV therefore give
δS¯Γˆ
(SE)
FtPV = −Gt00(F− S¯) + ˆ¯Φ (7.42)
2δΣ¯Γˆ
(SE)
FtPV = −[G−1t00 − Σ¯]−1 + ˆ¯G (7.43)
δSη Γˆ
(SE)
FtPV = −P (η)Φˆη + δSη〈FˆV [Sη,Ση]〉P (7.44)
2δΣη Γˆ
(SE)
FtPV = −P (η)Gˆη + 2δΣη〈FˆV [Sη,Ση]〉P . (7.45)
Hence, at the physical self-energies
S¯, Σ¯, {Sη,Ση} = S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV } , (7.46)





FtPV = δSη Γˆ
(SE)
FtPV = δΣη Γˆ
(SE)
FtPV = 0 . (7.47)
and equal to the average free energy
Γˆ(SE)FtPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }] = ΩP . (7.48)
The crucial part of the disorder-averaged self-energy effective action is that the functionals TˆPV
and FˆV are universal, in the sense that they do not depend on the non-interacting propagator
Gt00 or the symmetry-breaking field F (see Appendix A.5 for the explicit derivatives of TˆPV ).
In fact, these functionals depend only on the interaction V , the disorder probability distribution
P (η), the set of disorder-dependent self-energies {Sη,Ση}, and the average self-energies S¯ and Σ¯.
In the following we will make use of this property in order to derive consistent approximations of
Γˆ(SE)FtPV .
7.1.5. Disorder-averaged self-energy functional theory
We now consider the general interacting bosonic system with quadratic disorder of Eq. (7.1), and
introduce a second reference system with the same interaction Vˆ and disorder P (η) but with
some arbitrary linear symmetry breaking field F′, arbitrary free propagator
G−1∆η0(τ, τ ′) = δ(τ − τ ′)(−[1⊗ σz]∂τ ′ − η)−∆(τ, τ ′) , (7.49)
and self-energy effective action Γˆ(SE)F′∆PV . Here, the free propagator G∆η0 is parametrized by
replacing the hopping t by a completely general matrix ∆(τ, τ ′).
Now, since the self-energy effective actions of both systems contain the same universal func-
tionals FˆPV and TˆPV we can evaluate Γˆ(SE)FtPV in terms of Γˆ(SE)F′∆PV as
Γˆ(SE)FtPV [S¯, Σ¯] =Γˆ
(SE)












′ − S¯)†G∆00(F′ − S¯). (7.50)
Note, that by replacing FˆPV and TˆPV we have now eliminated any dependence on the fixed-
disorder self-energies {Sη,Ση}, such that the disorder-averaged self-energy effective action now
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= [G−1∆00 − Σ¯]−1 − [G−1t00 − Σ¯]−1 = 0 . (7.52)
If by an appropriate choice of ∆ and F′ the reference system can be made simple enough to be
exactly solvable, one can go one step further and evaluate the original systems functional Γˆ(SE)FtPV
at the physical self-energies of the reference system S¯F′∆ ≡ S¯F′∆PV and Σ¯F′∆ ≡ Σ¯F′∆PV . This
produces the self-energy functional theory (SFT) approximation for the system and the SFT
functional













′ − S¯F′∆)†G∆00(F′ − S¯F′∆) ,
where we have used that Γˆ(SE)F′∆PV [S¯F′∆, Σ¯F′∆] = ΩF′∆PV , and
ΓSFT[S¯F′∆, Σ¯F′∆] ≡ Γˆ(SE)FtPV [S¯F′∆, Σ¯F′∆] (7.54)
is the self-energy effective action of the original system Γˆ(SE)FtPV restricted to the domain of physical
self-energies of the reference system.
The domain of ΓSFT is therefore defined by the physical self-energies of the reference system
(S¯F′∆ and Σ¯F′∆) and parametrized by ∆ and F′. By generalizing the variational principle of
Eq. (7.47) to the restricted domain we obtain a thermodynamically optimal approximation when









































δ∆ = 0. (7.56)
By the SFT approximation, the entire complexity of the original lattice system has therefore
been reduced to finding stationary solutions of the functional (7.53) in terms of the variational
parameters F′ and ∆.
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7.1.6. Disorder-averaged bosonic dynamical mean-field theory limit
Disordered-averaged SFT for bosons has disorder-averaged bosonic dynamical mean-field theory
(BDMFT, see Secs. 4.5 and 6.2.3) as a certain limit. In its simplest form, disorder-averaged
BDMFT is restricted to site-local disorder η and site-local interaction Vˆ .
In this case, disorder-averaged BDMFT is obtained from SFT by restricting the reference
systems free propagator to be site-local, i.e.
∆iνjν′(τ, τ ′) = δij [∆i]νν′(τ, τ ′) , (7.57)
where i, j are the site-, and ν, ν ′ the Nambu indices. The imaginary time retardation in ∆(τ, τ ′),
however, remains completely general.
The reference systems local bare propagator G∆η0 and interaction give rise to a purely local
self-energy
[ΣF′∆ηV ]ij = δij [ΣF′∆ηV ]ii , (7.58)
[Σ¯F′∆PV ]ij = δij [Σ¯F′∆PV ]ii , (7.59)
and the self-energy variations of ΓSFT [Eqs. (7.51) and (7.52)] reduce to the disorder-averaged
BDMFT self-consistency conditions
G∆00(F′ − S¯F′∆)−Gt00(F− S¯F′∆) =Gt00
[
(G−1t00 −G−1∆00)Φ¯F′∆ + F′ − F
]
= 0 , (7.60)
[(G−1∆00)ii − Σ¯F′∆]−1 − [G−1t00 − Σ¯F′∆]−1ii = 0 , (7.61)
which can be fulfilled exactly by the retarded ∆(τ, τ ′), and can be simplified to
G¯ii = G¯F′∆PV , (7.62)
Φ¯ = Φ¯F′∆PV , (7.63)
where Φ¯ and G¯ii are the disorder-averaged condensate and local connected Green’s function
of the lattice, while Φ¯F′∆PV and G¯F′∆PV are the disorder-averaged condensate and connected
Green’s function of the reference system. This is therefore the standard BDMFT self-consistency
condition of clean systems [65, 67], where the propagators of the clean system have been replaced
by their disorder-averaged counterparts.
7.1.7. Uncorrelated disorder: translational invariance of the
arithmetic average
In the following we will specialize the formalism derived in Sec. 7.1.5 by assuming that the






where the product goes over all site-indices i, j, and the distribution pi−j depends only on the
relative distance between the sites i and j. As we will see this enables us to simplify the reference
system considerably due to the translational invariance of disorder-averaged observables.
The interacting propagators at a given disorder configuration η can be computed directly by
GF′∆ηV (τ − τ ′) = −〈T b(τ)b†(τ ′)〉η + 〈b〉η〈b†〉η (7.65)
ΦF′∆ηV = 〈b〉η (7.66)
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where T is the time-ordering operator and 〈. . . 〉η means taking the expectation value with respect
to the reference system with disorder configuration η.
Using Eqs. (7.65) and (7.66) further enables the computation of the fixed-disorder self-energies
through Eqs. (7.17) and (7.18). The propagators GF′∆ηV , ΦF′∆ηV , and the corresponding
self-energies ΣF′∆ηV , SF′∆ηV , are not translationally invariant and can therefore be very hard
to handle numerically.
If we now assume that we average over an infinite number of disorder configurations, the
reference system’s propagators will be translationally invariant, since due to the translational
invariance of the uncorrelated disorder probability distribution of Eq. (7.64) all values ηij will
occur with the same weights for each pair of sites (i, j) with the same distance i− j, i.e.
G¯F′∆PV (xi, xj , τ − τ ′) = G¯F′∆PV (xi − xj , τ − τ ′) (7.67)
with a translationally invariant condensate
Φ¯F′∆PV (xi) = Φ¯F′∆PV (xj) (7.68)
According to Eqs. (7.17) and (7.18) this implies that also the average self-energies will be
translationally invariant with
Σ¯F′∆(iωn, k) = G−1∆,0,0(iωn, k)− G¯−1F′∆PV (iωn, k), (7.69)
and
S¯F′∆(xi) = F′(xi)−G−1∆,0,0(iω0, k = 0)Φ¯F′∆PV (xi)
= S¯F′∆(xj) (7.70)
Finally, ΩF′∆PV = 〈Ωη〉P can be computed directly from averaging over the fixed-disorder
systems.
As no fixed-disorder quantities are needed in order to evaluate the functional (7.53), the
evaluation of the self-energy functional has now the same complexity as the disorder-free case of
Chapter 6, where the self-energies and propagators were translationally invariant by definition.
The only difference lies in the treatment of the reference system, which has to be averaged over
all disorder configurations η.
7.1.8. Lattice observables
Once a stationary solution fulfilling Eq. (7.56) has been found, the corresponding lattice observ-
ables can be computed using the self-energies
Ση ≈ ΣF′∆ηV , Sη ≈ SF′∆ηV , (7.71)
Σ¯ ≈ Σ¯F′∆, S¯ ≈ S¯F′∆. (7.72)
In particular, the disorder-averaged propagators G¯ and Φ¯ can be computed using the self-energies
Σ¯ and S¯ and the free propagator Gt00 in the Dyson equations (7.17) and (7.18). The fix-disorder
propagators Gη and Φη, on the other hand, can be computed using Ση and Sη and the free
propagator Gtη0 in Eqs. (7.17) and (7.18). As the latter are not translational invariant, however,
they can only be computed on a finite lattice-size, as Eqs. (7.17) and (7.18) now require the
inversion of a matrix in position space. It is therefore preferable to use the translationally
invariant averaged propagators G¯ and Φ¯ in the thermodynamic limit.
As the arithmetic averaging is a linear operation, disorder-averaged observables of the lattice
system which can be expressed as linear terms of one- and two-point quantities without any
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disorder-dependent prefactors, can be directly evaluated from the average propagators Φ¯ and G¯.
This is trivially the case for the disorder-averaged condensate through Eq. (7.33), while for the















































= − 14βL 〈Tr[ΣηGη]〉P 6= −
1
4βLTr[Σ¯G¯],
However, as the SFT functional is equal to the free-energy at stationarity, we have direct access
to the disorder-averaged free energy of the lattice ΩP , from which we can compute the interaction







7.2. Disordered Bose-Hubbard model
As a simple application of the formalism derived in Sec. 7.1 we study the disordered Bose-Hubbard
model (BHm) [9, 14, 15, 16] on the cubic lattice with uncorrelated box disorder (see Sec. 2.3).















where b(†)i creates (annihilates) a boson at site i, nˆi = b
†
ibi is the occupation number operator,
〈i, j〉 denotes summation over nearest neighbors, J is the hopping amplitude, U the on-site
interaction, and µ the chemical potential. The local disorder potentials ηi are uncorrelated and




p(ηi) , p(η) =
{
1/(2∆) , if |η| ≤ ∆
0 , else (7.75)
where ∆ is the disorder strength. Thus, the free propagator [Eq. (7.5)] is given by
G−1tη0(τ, τ ′) = δ(τ − τ ′)
(
−[1⊗ σz]∂τ ′ +
[(





where δ〈ij〉 is non-zero only for nearest neighbors 〈i, j〉.
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7.2.1. Minimal reference system
In this first application of SFT with symmetry breaking to the disordered BHm, we will make
use of the simplest possible reference system, comprising a single bosonic mode per site. In this




















ibibi + (ηi−µ) nˆi + b†iF′ + b†i
∆
2 bi , (7.78)
The reference system is parametrized by three real translationally-invariant parameters F ′, ∆00,
and ∆01, where F′ = (F ′, F ′) and ∆(τ − τ ′) = δ(τ − τ ′)∆ is instantaneous in imaginary time
and site-local as
∆(τ − τ ′) = δ(τ − τ ′)[δij ⊗ (∆001 + ∆01σx)] . (7.79)
This reference system is therefore the disordered equivalent of the SFA3 reference system (Sec.
6.3), which yields quantitatively correct results for the clean BHm comparing with numerically
exact QMC results (see Chapter 6).
In the case of uncorrelated disorder considered here, the disorder-averaging of observables [Eq.
(7.31)] gives translationally invariant results, see Sec. 7.1.7. The disorder-averaged free energy of
the SFA3 reference system is therefore given by
ΩF′∆PU = N〈Ωi,F′∆ηiU 〉p (7.80)
where N is the number of lattice sites, Ωi,F′∆ηiU is the free energy of a single site in the reference
system, and 〈f(η)〉p ≡
∫
dη p(η)f(η). Analogously, the propagators are obtained as
G¯F′∆PU (τ − τ ′) = δij ⊗ 〈Gii,F′∆ηiU (τ − τ ′)〉p , (7.81)
Φ¯F′∆PU = 〈Φi,F′∆ηiU 〉p . (7.82)
Hence, to evaluate the disorder-averaged quantities of the reference system it suffices to solve the
single-site Hamiltonian of Eq. (7.78) for all possible values of ηi and then average the result over
the probability distribution p(η). The corresponding average self-energies S¯F′∆PU and Σ¯F′∆PU
of the reference system are then obtained from Eqs. (7.35) and (7.36).
Physical solutions of the lattice system can be found by searching for stationary values of the
SFT functional in Eq. (7.53) fulfilling Eq. (7.56) using a standard root solver to find the point
with zero gradient. This procedure is identical to the algorithm detailed in Sec. 6.3.3.
7.2.2. Atomic limit
As in this work we mainly analyze the behavior of the disordered BHm at large interactions
U/J  1, we want to compare to the analytic atomic limit of having decoupled sites, i.e. J = 0.
In this section we analyze the properties of the infinite system in this limit.
Local occupations
We start by analyzing the local occupations as a function of disorder in the atomic limit. For
J = 0, we can have a local occupation ni = 〈nˆi〉 at zero temperature if the local potential ηi
takes values ηmin(ni) < ηi < ηmax(ni). In order to derive this, we turn to the local energy of the
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decoupled site i with occupation number ni and local potential ηi, i.e.
ESS(ni, ηi) =
U
2 ni (ni − 1) + (ηi − µ)ni, (7.83)
The groundstate will have local occupation larger than ni − 1 if ESS(ni, ηi) < ESS(ni − 1, ηi), i.e.
if
ηi < ηmax(ni) =
{
µ− U(ni − 1) if ni > 0,
∞ if ni = 0, (7.84)
where we used that the local occupation ni is bounded from below by zero, and therefore
ηmin(0) = ∞. Additionally, in order to have a local occupation of ni we need to fulfill the
condition ESS(ni, ηi) < ESS(ni + 1, ηi), resulting in
ηi > ηmin(ni) = µ− Uni. (7.85)
As the minimum possible value of ηi is −∆ [see Eq. (7.75)], this implies that the maximal







Furthermore, as the maximum value of ηi is ∆ and the local occupation is bounded from below









We can use the information above to derive the probability of sites with occupation n in
the infinite system. We denote this quantity by rn, defined as the number of sites with local
occupation n divided by the total number of sites, which can be computed by
rn =
{
0 if n < nmin or n > nmax,
1
2∆ (Min {∆, ηmax(n)} −Max {−∆, ηmin(n)}) else.
















Note that, while the values of rn depend on the disorder distribution P (η), the values of ∆
where they become non-zero [and therefore the maximal and minimal possible occupations for
a given disorder strength in Eqs. (7.86) and (7.87)] depend only on the maximal and minimal
values of the local potential ±∆ (and the global parameters µ and U). These are therefore
universal, in the sense that they do not depend on the disorder distribution P (η) as long as it is
uncorrelated and bounded [i.e. with p (|ηi| > ∆) = 0].
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Local Excitations
On a single-site level, the process (ni → ni + 1) on site i leads to the energy difference
∆E [ni → ni + 1] = Uni − µ+ ηi. (7.90)
As discussed in Sec. 7.2.2, in the groundstate we can have a local occupation of ni only if
ηmin(ni) ≤ ηi ≤ ηmax(ni), see Eqs. (7.84) and (7.85). If we average over all sites i, we therefore
find, that the local processes (nl → nl + 1), with local groundstate occupations nl, span over the
energy range given by
∆E [nl → nl + 1] ≥ Max {0, Unl − µ−∆} , (7.91)
and
∆E [nl → nl + 1] ≤
{
∆− µ if nl = 0,
Min {U,Unl − µ+ ∆} else. (7.92)
We can further derive the energy difference for the opposite process in the same way, yielding
∆E [nl + 1→ nl] ≥ Max {0, µ−∆− Unl} , (7.93)
and
∆E [nl + 1→ nl] ≤ Min {U, µ+ ∆− Unl} . (7.94)
The disorder-averaged local spectral function is defined as















EGS − En + ω+ +
∣∣∣〈n ∣∣∣bi ∣∣∣GS〉∣∣∣2
EGS − En − ω+
 ,
where GS is the groundstate, the sum runs over all other eigenstates, En is the energy of
eigenstate n, and ω+ = ω + i with a small broadening parameter . Disorder-averaging over







ω+ −∆E [n˜(η)→ n˜(η) + 1] +
n˜(η)




n˜ (ηmin(n) < η < ηmax(n)) = n. (7.97)
Using Eqs. (7.91-7.97) we therefore find that the resonances of the spectral function for the
processes (n→ n+ 1) are bounded by Eqs. (7.91) and (7.92), while the processes (n+ 1→ n) are
bounded by Eqs. (7.93) and (7.94). Therefore, the effect of the disorder strength ∆ on the spectral
function in the atomic limit – which in the absence of disorder consists of sharp delta peaks – is to
broaden the peaks to a width which is proportional to ∆. A consequence of this is that, apart from
the process (0→ 1), all local resonances are bounded by −U ≤ ω ≤ U . Further, it can easily be
shown that for ∆ ≥ mU/2, with integer m, we have ωmax(n→ n+1) > ωmin(n+m→ n+m+1),
leading to an overlap of the processes (n→ n+ 1) and (n+m→ n+m+ 1) (and equivalently












































Figure 7.1.: Groundstate phase diagram of the disordered BHm with box disorder at fixed density
n = 1 and large interaction strength U/J . The SFA3 results on the superfluid to
Bose glass transition are shown in red, while the QMC results (black squares) are
taken from Ref. [15]. The blue dashed line indicates the point where doubly occupied
sites are activated in the atomic limit. See Fig. 2.2 for the full groundstate phase
diagram.
7.3. Results
We analyze the BHm with box disorder using SFT with an SFA3 reference system, see Sec. 7.2.1.
The calculations are compared to disorder-averaged path integral quantum Monte Carlo (QMC)
[49, 87, 15] simulations on a finite cubic lattice of 83 sites. In the strongly-interacting case we
further compare to analytic results in the atomic limit (i.e. the limit of zero hopping J = 0),
detailed in Sec. 7.2.2. The resulting groundstate phase diagram computed with SFA3 at large
interactions for fixed density n = 1 is shown in Fig. 7.1 together with the QMC results of Ref.
[15]. The groundstate phases exhibited by the system are the superfluid, the Mott insulator,
and the Bose glass. For the ordered BHm (η = 0), the SFA3 approximation showed remarkable
agreement with exact QMC results (see Chapter 6). The phase diagram in Fig. 7.1 shows that
this remains true also for weak disorder ∆/J . 30, where the SFA3 superfluid to Bose glass
transition line shows excellent agreement with the QMC result.
For stronger disorder the situation changes, in particular in the so-called superfluid finger, i.e.,
the narrow region of the superfluid phase extending to large values of the interaction strength
U/J . In the finger, the condensate density ρc = 12 Φ¯†Φ¯ is extremely low, and therefore very
hard to resolve experimentaly [15]. Small deviations from numerically exact results in the SFA3
calculations therefore lead to a notable shift in the phase boundaries and an overestimation of
the extent of the superfluid finger, as seen in Fig. 7.1. At even larger disorder when leaving
the superfluid finger, the discrepancy between SFA3 and QMC results is reduced. The Mott
insulator to Bose glass transition at fixed density n = 1 is very hard to resolve numerically (unlike
the transition at fixed chemical potential discussed later), as the finite compressibility in the
Bose glass close to the phase boundary is exponentially small [15]. Instead, in Fig. 7.1 we show
analytic results on the phase boundary from Ref. [15].
7.3.1. Strongly-interacting Bose glass phase
Using the local occupation probabilities rn of Sec. 7.2.2, it is possible to distinguish different
regimes of the Bose glass in the atomic limit: coming from the Mott-insulating groundstate at
density n = 1 (where rn6=1 = 0) and increasing the disorder strength ∆, as we enter the Bose
glass either r0 or r2 become non-zero, as either empty or doubly-occupied sites are activated by








































































































































Figure 7.2.: Observables of the disordered BHm as a function of disorder strength ∆/J for
U/J = 140, µ/U = 0.4 and T/J = 0.1. (a) Density n computed with SFA3 (red),
QMC (black squares), and in the atomic limit (J = 0, blue dashed). (b) Kinetic
energy per site Ekin/J computed with SFA3 (red), and QMC (black squares). (c)
Interaction energy per site Eint/J computed with SFA3 (red), QMC (black squares),
and in the atomic limit (J = 0, blue dashed). (d) Probabilities of having sites
with local occupation 0 (r0, blue dashed), 1 (r1, black), 2 (r2, red dashed), and 3
(r3, green), as computed in the atomic limit. The vertical dashed lines show the
transitions between the different regimes in the atomic limit, while the grey area is
where the non-local Green’s function of SFA3 develops a pole, indicating the presence
of isolated quasi-condensates.
further, also higher occupancies are activated and other probabilities rn become non-zero.
While the atomic limit shows sharp transitions between the different regimes (see the values
of rn in Fig. 7.2d), for finite hopping J or temperature T , the kinetic fluctuations turn the
transitions into crossovers. Nonetheless, for the sweep in disorder strength of Fig. 7.2 the results
for local quantities such as the density (Fig. 7.2a) and the interaction energy (Fig. 7.2c) show
perfect agreement between the analytic results in the atomic limit and both SFA3 and QMC
results, except right at the transition/crossover between the different regimes. In fact, the kinetic
energy (Fig. 7.2b) – which is the dominating additional contribution of the finite hopping in SFA3
and QMC, as compared to the atomic limit – is orders of magnitude smaller than the interaction
energy at large disorder. In the following we will discuss these different strongly-interacting
regimes in more detail, analyzing the qualitative behavior of the observables in Fig. 7.2 and
extracting additional information from the corresponding local spectral functions Aloc(ω) shown
in Fig. 7.3.
We start at ∆ = 0, i.e., in the non-disordered Mott insulator. As every site has the same local
occupation ni = 1, the local spectral function (Fig. 7.3b) is characterized by the two Hubbard
bands corresponding to the transitions (1→ 0) at negative frequencies and (1→ 2) at positive
frequencies. While in the atomic limit these resonances would correspond to delta-peaks, at



















































































































Figure 7.3.: Properties of the local spectral function of the disordered BHm as a function of
disorder strength ∆/J for U/J = 140, µ/U = 0.4 and T/J = 0.1. (a) Mott gap
[black dotted, renormalized as ∆E/(10U) for plotting purposes], and spectral weight
around ω = 0, ρ0 [see Eq. (7.98)] computed with SFA3 (red) and in the atomic limit
(blue dashed). (b) Local spectral function for ∆/J = 0 (black), ∆/J = 4 (red), and
∆/J = 8 (blue). (c-f) Local spectral functions computed with SFA3 (red) and in
the atomic limit (black dashed) for ∆/J = 40 (c), ∆/J = 60 (d), ∆/J = 90 (e), and
∆/J = 130 (f). The involved transitions from local occupation x to local occupation
y are denoted as (x→ y).
its bandwidth W = 2zJ , where z = 6 is the coordination number of the lattice. In particular,
the unit filling Mott insulator lower and upper Hubbard bands have the bandwidths W and 2W
respectively, see Ref. [146] for a derivation. For weak disorder ∆ < W the qualitative behavior
remains the same. However, the Hubbard bands are broadened by the finite disorder strength ∆
and the spectral weight at the center of the bands is reduced, see Fig. 7.3b.
The situation changes when ∆ > W (see Fig. 7.3c), where the spectral function is more similar
to the one predicted by the atomic limit: as discussed in Sec. 7.2.2, the width of the Hubbard
bands now is fully determined by the disorder strength ∆, and the dispersive features of the
spectral function are lost. As we are still in the Mott phase, the spectral function shows a finite
gap, defined as the minimal distance between the Hubbard bands and ω = 0. As the disorder
strength ∆ is increased, so does the kinetic energy (see Fig. 7.2b), due to increasing kinetic
fluctuations, while the gap of the spectral function decreases (see Fig. 7.3a).
At ∆ ≈ µ (∆/J ≈ 56) the gap goes to zero, and we enter the Bose glass phase. The disorder
activates empty sites (i.e. r0 > 0, see Fig. 7.2d), and as a consequence the density drops (Fig.
7.2a), while the kinetic fluctuations decrease (Fig. 7.2b). The lower Hubbard band now extends
to ω = 0, and we find a finite spectral weight at small positive frequencies corresponding to the
local excitation (0→ 1) of the unoccupied sites (see Fig. 7.3d). In order to study trends in the
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spectral weight at zero frequency ω = 0, we introduce the spectral weight measure
ρ0 ≡ 12 (|Aloc(ω = δ)|+ |Aloc(ω = −δ)|) , (7.98)
where δ = 0.002U . As shown in Fig. 7.3a, in this first regime of the Bose glass, the spectral
weight ρ0 for finite hopping is very close to the atomic limit result. In fact, the spectral function
(Fig. 7.3d) only differs from the atomic limit result at the edges of the upper Hubbard band,
corresponding to the excitation (1→ 2), indicating a strong localization around empty sites with
large values of ηi.
The situation changes abruptly for ∆ & U − µ (∆/J & 84). As doubly occupied sites are
activated by the disorder (see Fig. 7.2d), the density increases (Fig. 7.2a), and so does the kinetic
energy (Fig. 7.2b), indicating an increase of non-local kinetic processes. The additional doublons
lead to a substantail increase in interaction energy (Fig. 7.2c), which dominates over the kinetic
energy. One would therefore naively expect a better agreement between the spectral functions
computed with SFA3 and in the atomic limit. This is however not the case for the spectral
weight around zero frequency ρ0 which increases abruptly at ∆/J ≈ 84, see Fig. 7.3a, deviating
markedly from the atomic limit prediction. The appearance of doubly-occupied sites in the
atomic limit drives additional excitations (2 → 1) and (2 → 3) in the spectral function (Fig.
7.3e), which overlap with other excitations, leading to additional “bands” composed of multiple
resonating excitations, see e.g. (1→ 0, 2→ 1) at low negative frequencies in Fig. 7.3e.
It is at the edges of these new “bands” that the spectral function is strongly peaked showing a
considerable difference with respect to the atomic-limit spectral function, indicating delocalization
of quasi-particles and quasi-holes in the vicinity of the rare sites with occupation n > 1 (i.e.
occupation 2 in the atomic limit). However, in the Bose glass discussed here, there is no global
superfluid response, as the sites contributing to these peaks are rare. Instead the physics are
described by the notion of isolated superfluid lakes [15] around rare sites with particularly low
local potential.
In this regime (denoted by the grey area in Fig. 7.2), the non-local Green’s function of SFA3
develops a simple pole at zero Matsubara frequency, which can be integrated out when computing
local quantities such as the local Green’s function, see Appendix A.6 for details. Whence, the
self-energy functional and local observables can still be evaluated in this regime. In a homogeneous
system, such a pole would indicate an instability towards spontaneous U(1)-symmetry-breaking
and the particles would condense. Here, however, it is only the rare sites with n > 1 that
contribute to the pole, not allowing for a global condensate. The pole therefore implies the
presence of isolated quasi-condensates on the lattice, which can have different U(1) phases and
therefore do not allow for global phase-coherence (i.e. a finite superfluid response). These highly
non-local processes in the vicinity of a superfluid phase transition cannot be expected to be fully
captured by the self-energies of a local reference system with translationally invariant variational
parameters, leading to a deviation in the SFA3 kinetic energy with respect to the numerically
exact QMC data in Fig. 7.2b. This was also the case in close proximity to phase transitions in
SFT (see Chapter 6) and BDMFT [65, 67] calculations in the clean BHm.
For even stronger disorder, the situation changes when the number of doubly occupied sites in
the atomic limit (proportional to r2 in Fig. 7.2d) increases further: the background containing
more and more strongly interacting doublons (see the increase of interaction energy in Fig. 7.2c)
makes it harder for particles to delocalize. This can be observed in the kinetic energy of Fig.
7.2b, which decreases again as the particles localize. The same behavior can also be seen in the
spectral function of Fig. 7.3f, where the bands involving highly occupied sites increase in width,
but are much closer to the atomic limit results. The zero frequency spectral weight ρ0 decreases
accordingly, as shown in Fig. 7.3a.
















































Figure 7.4.: Strongly-interacting superfluid to Bose glass phase transition at ∆/J = 100, µ/U =
0.25 and T/J = 0.1. (a) Density n and condensate-density ρc (inset, rescaled by 104)
as a function of U/J computed with SFA3 (red), QMC (black squares) and in the
atomic limit (blue dashed). (b) Spectral weight around ω = 0, ρ0 [see Eq. (7.98)], as
a function of U/J computed with SFA3 (red) and in the atomic limit (blue dashed).
The vertical dashed line indicates the phase transition between the superfluid and
the Bose glass phase in SFA3.
more. The kinetic energy (Fig. 7.2b) increases as the particles delocalize around the rare triply
occupied sites, and so does the interaction energy (Fig. 7.2c). The number of doubly occupied
sites on the other hand decreases and r2 = r1 (see Fig. 7.2d). This behavior arises naturally
from the probabilities rn of Sec. 7.2.2: while the number of unoccupied sites is unbounded, once
∆ > ηmax(n) and ∆ > −ηmin(n), the probability of finding a site with local occupation n > 0 is
given by the particle-number-independent value rn = U/2∆.
In summary, our results show that at fixed interaction U/J (and chemical potential µ/U) the
strongly interacting Bose glass as a function of ∆ is described by the subsequent activation of
local occupations n. As these occupations accumulate, the interaction energy increases, driving
the phase towards the atomic limit. This is however not the case every time these sites are very
rare (i.e. if 0 < rn  1 for some local occupation n > 0): in this case the particles tend to
delocalize and form superfluid lakes [15] around the rare highly occupied sites.
7.3.2. Strongly-interacting phase transition
The regime where the Bose glass exhibits superfluid lakes around doubly occupied sites surrounds
the superfluid finger at large interactions in the phase diagram of Fig. 7.1. In fact, the lower edge
of the superfluid finger strongly correlates with the line where doubly-occupied sites are activated
in the atomic limit (see blue dashed line in Fig. 7.1). The strongly-interacting phase transition at
fixed chemical potential is illustrated in Fig. 7.4, where we show the superfluid to Bose glass phase
transition as a function of U/J at fixed chemical potential µ/U = 0.25 and disorder strength
∆/J = 100. With decreasing interaction U/J , these superfluid lakes percolate and resonances
between the low-energy excitations (0→ 1) and (1→ 2) on neighboring sites (and between the
corresponding particle-removal processes, see e.g. Fig. 7.3e) favour the spontaneous breaking of
U(1)-symmetry through a homogeneous condensate. The particles therefore eventually condense,
driving the transition to the superfluid phase. As the sites contributing to the resonating
low-energy excitations remain relatively rare, the condensate fraction and the correction of the
density with respect to the atomic limit close to the phase transition are extremely low (with a
condensate density on the order of 10−4, see inset of Fig. 7.4a).
At density n ≈ 1 and larger disorder strength, the increase of highly occupied sites is
compensated by a proliferation of empty sites (see e.g. Fig. 7.2d). Thus, the probability of having














































































































Figure 7.5.: (a-c) Observables of the disordered BHm in the superfluid phase for U/J = 20,
µ/U = 0.35 and T/J = 0.1, computed with SFA3 (red) and QMC (black squares).
(a) Density n and condensate density ρc (inset) as a function of disorder strength
∆/J . (b) Kinetic energy per site Ekin/J as a function of disorder strength ∆/J . (c)
Interaction energy per site Eint/J as a function of disorder strength ∆/J . The grey
area indicates the region where the non-local Green’s function of SFA3 develops a
pole. (d) Variational parameters of the SFA3 calculation, F ′ (black), ∆00 (blue)
and ∆01 (red), as a function of disorder strength ∆/J . The solid lines indicate the
stationary solution corresponding to panels (a-c), while the dashed line shows a
metastable solution.
processes (n → n + 1) and (n + 1 → n + 2)] decreases, making the spontaneous breaking of
U(1)-symmetry less likely. The increased interaction energy and particle number fluctuations
therefore suppress the superfluid phase, explaining the reentrant behavior of the superfluid finger
at larger disorder (see Figs. 7.1 and 2.2).
7.3.3. Superfluid phase
We now turn to lower interactions, i.e. deeper into the superfluid phase away from the superfluid
finger. If U/J is lower than the critical value of the clean system, the condensate density is much
larger than in the superfluid finger, and the uncondensed background is no longer well described
by the atomic limit.
In Fig. 7.5 we show a sweep of the thermodynamical observables as a function of ∆/J deep
in the superfluid phase at U/J = 20 and µ/U = 0.35. At low disorder SFA3 shows excellent
agreement with QMC, as the condensate density increases and the density decreases as a function
of disorder (Fig. 7.5a). As a consequence of the larger condensate fraction, the magnitude of
the kinetic energy increases as well (Fig. 7.5b). The interaction energy increases throughout the
entire parameter range 0 ≤ ∆/J ≤ 25, indicating increasing spatial particle number fluctuations
(Fig. 7.5c).
When the disorder becomes comparable to the single-particle bandwidth W = 2zJ , these
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fluctuations reverse the trend of the condensate density which starts to decrease as a function
of ∆/J . It is at this point that also the kinetic energy starts to decrease and the non-local
connected Green’s function develops a pole at zero Matsubara frequency (see Appendix A.6).
As in the Bose glass (see Sec. 7.3.1), the pole indicates the appearance of additional isolated
quasi-condensates in the system: this is most likely related to the disorder inducing rare regions,
explaining the decrease in condensate density and kinetic energy, and leading to a glassy behavior
in the superfluid.
Eventually, deeper in the glassy regime of the superfluid where the disorder dominates over both
the interaction and the single-particle bandwidth, our SFA3 approach of having translationally-
invariant variational parameters on the reference system becomes too simple to fully capture
the groundstate behavior. In fact, the SFA3 results start to deviate from the QMC results,
see Fig. 7.5a. As shown in Fig. 7.5d, eventually at ∆/J ≈ 2W the variational parameters of
the stationary SFA3 solution join with a metastable solution with higher free energy through a
saddle-node bifurcation [138], vanishing for larger disorder.
A possibility to get around this problem, may be the introduction of a spatially modulated
symmetry-breaking field on the reference system, as was also done in stochastic mean-field theory
[150, 16]. In SFT, this would however involve the inversion of a non-translationally-invariant










The cluster Gutzwiller mean-field method (CGMF) [77, 104] discussed in Sec. 4.3 enables the
(perturbative) treatment of systems with non-trivial unit-cells by treating short-distance non-local
correlations within a given cluster size exactly. However, as argued in Sec. 4.3, it breaks the
translational invariance of the lattice by applying the mean-field decoupling approximation only
to the hopping-terms at the boundary of the cluster, while the hopping terms within the cluster
are treated exactly. The simplest case where this can be observed is when the symmetry-breaking
field is zero, reducing the lattice to a set of decoupled clusters with open boundaries. This
violation of translational invariance breaks the symmetries of the dispersion and thereby e.g. its
topological properties. In order to mitigate such artifacts we develop a mean-field decoupling
based on the concept of momentum coarse-graining, introduced in the context of the dynamical
cluster approximation [79].
We term this method as “reciprocal cluster mean field” (RCMF). It is defined in the thermody-
namic limit and variationally approaches both condensed and uncondensed phases in models with
multiorbital unit-cells and non-trivial dispersions, while preserving the translational symmetry
of the lattice. For topologically trivial translationally-invariant systems it yields more accurate
results than the previous mean-field methods discussed in Chapter 4, and it is well-suited for cases
where the underlying symmetries of the dispersion are indispensable to understand the physical
properties, such as, e.g., topological insulators. See Appendix B.1 for a detailed comparison
between RCMF and CGMF. This chapter closely follows Ref. [3] and is organized as follows. In
Sec. 8.1 we derive the effective RCMF Hamiltonian, while the self-consistency is discussed in Sec.
8.2. Finally, in Sec. 8.3 we benchmark the method.
8.1. Effective Hamiltonian
In this section we will illustrate the procedure to derive RCMF for a two-dimensional system,
although the same procedure can also be applied to Hamiltonians of different dimensions.
Within RCMF, a locally interacting bosonic lattice Hamiltonian in the thermodynamic limit is
decoupled into a set of identical clusters with size Nc ×Mc through a combination of momentum
coarse-graining [79] and the mean-field decoupling approximation [9] (see Sec. 4.2).














with hopping amplitudes t(x′, y′),(x, y) in position-space and dispersion k,q in reciprocal space. As
in the dynamical cluster approximation [79], the main idea of RCMF consists in projecting the
N ×M lattice system onto a lattice of Nc ×Mc clusters (later we will take N,M →∞, but the
method is also well-defined for finite systems). Each cluster is spanned by the internal cluster
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coordinates X and Y , such that we can decompose the position coordinates x and y on the
lattice into
x = X + x˜, y = Y + y˜,
where x˜ and y˜ are inter-cluster coordinates. In the same way the momenta in x and y-direction –
k and q, respectively – are decomposed as
k = K + k˜, q = Q+ q˜,
where K and Q are the cluster momenta in reciprocal space. Through a partial Fourier trans-
form, the creation and annihilation operators in reciprocal space can be written in the mixed
representation







where bK,Q(x˜, y˜) annihilates a boson with cluster-momenta K and Q on the cluster located at
(x˜, y˜) [79].
The central idea of the momentum coarse-graining consists of projecting the dispersion of the
lattice k,q onto the clusters in reciprocal space. This can be done by a partial Fourier transform







K + k˜,Q + q˜, (8.3)
representing hopping processes within the cluster, while the remainder δK, k˜,Q, q˜ = K + k˜,Q + q˜−¯K,Q
represents all other hopping processes between different clusters [79].
Now we can decompose the Hamiltonian of Eq. (8.1) into
H0 = Hc + ∆H, (8.4)
































δK,Q(x˜− x˜′, y˜ − y˜′)b†K,Q(x˜, y˜)bK,Q(x˜′, y˜′),





Our goal is to derive an effective Hamiltonian which is cluster local through a mean-field
decoupling approximation of ∆H. To this end we decompose the creation/annihilation operators
into their static expectation values φK,Q(x˜, y˜) = 〈bK,Q(x˜, y˜)〉 and fluctuations δb, i.e.
bK,Q(x˜, y˜) = φK,Q(x˜, y˜) + δbK,Q(x˜, y˜). (8.6)
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This approach decomposes ∆H into three separate parts
∆H = ∆Hφ +Hφ +Hδ,








δK,Q(x˜− x˜′, y˜ − y˜′)
(
b†K,Q(x˜, y˜)φK,Q(x˜′, y˜′) + φ∗K,Q(x˜, y˜)bK,Q(x˜′, y˜′)
)
,








δK,Q(x˜− x˜′, y˜ − y˜′)φ∗K,Q(x˜, y˜)φK,Q(x˜′, y˜′),








δK,Q(x˜− x˜′, y˜ − y˜′)δb†K,Q(x˜, y˜)δbK,Q(x˜′, y˜′).
The standard procedure of the mean-field decoupling approximation consists in neglecting
quadratic fluctuations (see Sec. 4.2), i.e. Hδ ≈ 0. Furthermore, we assume translational invariance
between the different clusters
φK,Q(x˜, y˜) = φK,Q. (8.7)










b†K,Q(x˜, y˜)φK,Q + φ∗K,QbK,Q(x˜, y˜)
)
,
with a constant scalar shift Cφ, which for simplicity in the following will be omitted in the




δK, 0,Q, 0 |φK,Q|2 . (8.8)







K,Q(x˜, y˜)bK,Q(x˜, y˜) + ∆Hx˜,y˜,







t¯(X′, Y ′),(X, Y )b
†




b†X, YFX, Y + F ∗X, Y bX, Y
)
,




δt(X, Y ),(X′, Y ′)φX′, Y ′ (8.9)
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and














Y ′ − Y
))
¯K,Q,
δt(X′, Y ′),(X, Y ) = t(X′, Y ′),(X, Y ) − t¯(X′, Y ′),(X, Y ). (8.10)
If instead of a pure hopping Hamiltonian, the Hamiltonian also includes local (interaction)
terms, e.g.
H









the local part Hint is already inherently cluster-local and can be absorbed into Hc in Eq. (8.4),
such that the effective Hamiltonian becomes
H
′
eff = Heff +Hint. (8.11)
Taking into account the constant shift of Eq. (8.8), the free-energy of the full lattice system
under the mean-field decoupling approximation can now be expressed as




φ∗X, YFX, Y + F ∗X, Y φX, Y
)
, (8.12)
where Ω′ is the free energy of the cluster with the Hamiltonian of Eq. (8.11). Note that Eq. (8.12)
is consistent with the standard lattice free-energy within the single-site mean-field approximation
discussed in Sec. 6.2.4.
It should be noted that, in order for the assumption (8.7) which was used to decouple the
clusters to be physical, it is indispensable that the cluster is both an integer multiple of the
unit cell and that the groundstate momenta of the non-interacting model (i.e. the momenta
where condensation can occur in a locally interacting model) can be reproduced exactly by the
grid of cluster momenta spanned by K and Q. This is a direct consequence of Eq. (8.7), which
in reciprocal space implies φK+k˜,Q+k˜ = φK,Qδk˜,0δq˜,0. In other words, the approximation can be
expected to work as long as the minima of the non-interacting dispersion can be reproduced by
the quasi-momenta of the Nc ×Mc clusters [i.e. Kn,m = (2npi/Nc, 2mpi/Mc)].
As the approximation neglects quadratic fluctuations between particles on neighboring clusters
(which we know matter at this level of accuracy, cf. Sec. 4.5 and Part II), RCMF tends to
systematically overestimate the condensate order parameter at the expense of gapped phases. If
the RCMF cluster is as large as the full system (i.e. Nc ×Mc = N ×M), we have ¯K,Q = K,Q
and FX, Y = 0, such that the Hamiltonian in Eq. (8.11) becomes identical to the one of the
original lattice. RCMF therefore becomes exact in the limit of infinite cluster sizes. Furthermore,
RCMF reduces to exact diagonalization (up to a renormalization of the hopping parameters
originating from coarse graining in momentum space) where it finds gapped phases: It is thus
well equipped to find non-trivial gapped phases and only approaches the thermodynamic limit in
a non-conventional but mathematically sound way. Since conventional exact diagonalization lacks
U(1)-symmetry-breaking, regions of the phase diagram where both methods agree are therefore
a strong indication of trustworthiness.
96
8.2. Self-consistency








t¯(X′, Y ′),(X, Y )b
†













b†X, YFX, Y + F ∗X, Y bX, Y
)
, (8.13)
which can be solved by exact diagonalization in Fock space using the definition of the symmetry-
breaking field F (8.9). The only unknown therefore is the condensate φX, Y .






taking into account Eq. (8.9), reproduces the standard mean-field self-consistency condition
φX, Y = 〈bX, Y 〉. (8.14)
Here, 〈. . . 〉 means taking the expectation value with respect to the RCMF Hamiltonian [Eq.
(8.13)]. It should be noted that, while the kinetic term (and thereby the energy balance)
is treated differently in RCMF by preserving the translational invariance through Eq. (8.9),
the self-consistency condition for the condensate of Eq. (8.14) is identical to that of previous
cluster mean-field methods [77, 78] (see Sec. 4.3). We note in passing that the treatment of
the symmetry-breaking field F is identical to the way it should be implemented in a dynamical
cluster approximation extension of bosonic dynamical mean-field theory (see Sec. 4.5).
Just as in standard single-site mean-field (see Sec. 4.2), the self-consistency condition (8.14) can
be solved iteratively by starting from an initial guess for φX, Y , plugging it into the Hamiltonian
(8.13), and computing a new value of the condensate through (8.14) until the algorithm converges.
Due to the position-dependence of φX, Y different stationary solutions fulfilling (8.14) can be
found, corresponding to different competing phases of the system. In order to find all solutions,
we start from different translational-invariant initial guesses consisting of all linear combinations
of finite/zero condensates φK, Q for all possible values of K, Q. We also start from random initial
conditions without translational invariance in order to make sure we do not miss any important
solutions. However, in all computations we have performed, this does not increase the number of
stationary solutions.
8.3. Benchmarking on topologically trivial
lattices
In order to benchmark RCMF we turn to the Bose-Hubbard model with hard-core bosons
on a two-dimensional square lattice with different hopping amplitudes in x- and y-direction
(J = tx/y, respectively), using a 4 × 4 cluster Hamiltonian. In Fig. 8.1a we show RCMF
results for the condensate density ρc =
∑
X,Y |φX, Y |2 as a function of chemical potential for
tx = ty = 1 and compare with standard single-site mean field, CGMF (see Sec. 4.3) on a 4× 4
cluster, and numerically exact path integral quantum Monte Carlo (QMC) [87, 160] results. As
expected, RCMF shows better agreement with QMC than the two other mean-field methods. In
contrast to CGMF, which due to the breaking of translational invariance converges towards a






































































































































Figure 8.1.: (a) Sweep of the condensate density ρc in chemical potential µ for the Bose-Hubbard
model with hard-core bosons on a 2d square lattice for tx = ty = 1. The data
are computed with QMC (black dots), RCMF on a 4× 4 cluster (red), CGMF on
the same cluster (blue dotted) and standard single-site mean field (gray dashed).
(b) Sweep of the condensate density ρc of the Bose-Hubbard model with hard-core
bosons on a 2d square lattice as a function of tx/ty, for fixed chemical potentials
µ/ty = 0 (black), µ/ty = −0.8 (red) and µ/ty = −1.35 (blue). RCMF data are
shown as lines, while QMC data are shown as dots. (c) Chiral current Jc [equation
(8.15)] of the chiral ladder of Refs. [158] and [159] with hard-core bosons for Φ = pi/2
as a function of anisotropy tx/ty. Results for n = 0.5 (Mott) are shown in red, while
results for n = 0.25 (superfluid) are shown in blue. The RCMF results are shown as
lines, while DMRG results [158] are shown as dots.
homogeneous.
We also compare RCMF results with QMC for anisotropic systems in Fig. 8.1b, observing
stronger deviations with increasing anisotropy |tx − ty|. This is related to the use of a square
symmetric 4× 4 cluster, while the bandwidths in k- and q-direction are no longer equal. As the
one-dimensional limit (tx = 0) is approached, mean-field methods are always expected to behave
worse, since quantum fluctuations play a bigger role. However, the results are still qualitatively
correct, and we conclude that RCMF works reasonably well also for anisotropic systems.
In order to ensure that RCMF can properly treat artificial gauge fields, we simulate the two-leg
ladder of Refs. [159] and [158] with a magnetic flux of Φ = pi/2 per plaquette and hard-core
bosons using a 2 × 8 cluster. This ladder corresponds to the Harper-Hofstadter-Mott model
(see Sec. 2.4) where the x-direction is restricted to just two sites. It shows Mott phases at
density n = 0.5 and superfluid phases otherwise, with both phases exhibiting Meissner and
vortex current-patterns depending on the anisotropy [158]. The Meissner phases can be found for
anisotropies where for the gauge of Ref. [159] the non-interacting groundstate momenta – i.e. the
momenta where the dispersion has (degenerate) global minima – are kgs = ±pi/4. These momenta
are fully captured by the 2× 8 cluster with cluster-momenta K = mpi/4, where m = 0, 1, 2, ..., 7.
On the other hand, in the anisotropy-region where the vortex phases appear, kgs varies as a
function of the hopping-anisotropy [159] and can no longer be represented within a 2× 8 cluster.






(Jy(0, y)− Jy(1, y)) (8.15)
computed with RCMF is compared to DMRG results [158] both in the Mott (n = 0.5) and
superfluid (n = 0.25) regime. Here, Jy(l, y) is the current in y-direction on the yth site of the
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ladder-leg l. The RCMF results agree very well in the Meissner phases, while they cannot capture
the vortex phases. This is a good example of what RCMF can do and what not: as discussed in
Sec. 8.1, for RCMF to work it is indispensable that the cluster is both an integer multiple of
the unit cell and that the groundstate momenta of the non-interacting model can be reproduced
exactly by the grid of cluster momenta spanned by K and Q. If this is the case, as seen in Fig.






Since the discovery of the quantum Hall effect [27, 30, 31], the lattice geometry’s influence on
charged particles in magnetic fields has been the subject of extensive research. Prototypical
models such as the non-interacting Harper-Hofstadter model (HHm, see Sec. 2.4.2) [20, 21] exhibit
fractionalization of the Bloch bands with non-trivial topology, manifesting in quantum (spin) Hall
phases [161, 162, 35]. Ultracold atomic gases with artificial magnetic fields [40, 41, 12, 42, 43]
(see Sec. 3.3) enabled the experimental study of the non-interacting model [35, 163, 164, 165],
while the effect of strong interactions on the band properties remains an open problem. While
heating processes in the regime of strong interactions still represent a problem for cold atom
experiments with artificial magnetic fields, recent experimental progress gives hope that this can
be controlled in the near future [45, 46].
For bosons in the HHm with local interaction, i.e. the Harper-Hofstadter-Mott model (HHMm,
see Sec. 2.4.3), previous theoretical studies found fractional quantum Hall (fQH) phases, which
have no counterpart in the continuum for strong fields [81], using exact diagonalization (ED)
[33, 80, 81], composite fermion theory [81], and the density matrix renormalization group (DMRG)
on cylinder [82, 83], and (for lower fields) square geometries [84]. Composite fermion studies
also found evidence of a bosonic integer quantum Hall phase in bands with Chern number
two [166], also observed with ED [85] in the presence of next-neighbor hopping. In a recent
DMRG study [82] a bosonic integer quantum Hall groundstate was also observed in the standard
HHMm at filling ν = 2. However, the composite fermion approach is biased by the choice of the
wavefunction [81, 166], while ED on small finite systems suffers from strong finite-size effects
[33, 80, 85].
The issue becomes especially challenging when going to strong fluxes, where extrapolation
to the thermodynamic limit is impossible [167] and the overlap of the finite-size groundstate
with Laughlin [33, 80] or composite fermion [81] wavefunctions quickly decreases. DMRG, on
the other hand, is restricted to cylinder geometries [82, 83, 29, 59] or small finite systems [84],
and condensed or critical phases are out of reach due to long range entanglement. Variational
Gutzwiller mean field studies also found evidence of fQH phases [168, 169, 170], as well as striped
vortex-lattice phases [168], but the variational basis is restricted by construction. The results of
a recent cluster Gutzwiller mean field (CGMF) study [104] are likewise hard to interpret since
the method breaks the translational invariance and the topology of the system (see Sec. 4.3).
To overcome these problems, we developed the reciprocal cluster mean field (RCMF) method
(see Chapter 8), directly defined in the thermodynamic limit, which preserves the topology of
the lattice, and yields excellent agreement with numerically exact results for the Bose-Hubbard
model. Further, we introduce an observable for the measure of topological properties in the
presence of interactions.
We systematically map out the phase diagram of the strongly interacting HHMm as a function
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FIG. 1Figure 9.1.: Harper-Hofstadter model. (a) Setup of the single-particle hopping where each
plaquette is pierced by a flux of Φ. The 4× 1 unit cell for Φ = pi/2 is shown (dotted
lines), where the arrows indicate the direction of the corresponding hopping processes.
The 4× 4 cluster employed in the RCMF approach is also shown (gray shaded area).
(b) Single-particle dispersion for Φ = pi/2 and tx = ty = 1. The precession of the
hˆk,q vector [Eq. (9.6)] is shown for three states (red, blue and green) when varying k.
The vector-colors indicate the values of k (see colorbar).
striped superfluid, and supersolid phases. At integer fillings we further observe highly anisotropic
gapless uncondensed liquid phases, which are analyzed using exact diagonalization. For fractional
filling, we find incompressible metastable states, indicating competing fQH phases. We define
the respective order parameters, and present spatially resolved density, condensate-density, and
current patterns.
This chapter closely follows Ref. [3] and is organized as follows. In Sec. 9.1 we discuss the
anisotropic HHm, while the HHMm is discussed in Sec. 9.2, where the method for measuring
non-trivial topological properties is introduced. In Sec. 9.3 we specialize RCMF to the treatment
of the HHMm. Finally, the results for the HHMm are presented and discussed in Sec. 9.4.
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9.1. Harper-Hofstadter model
To facilitate the discussion for the strongly-interacting system, we first review the non-interacting











with hopping amplitudes tx/y and annihilation (creation) operators b
(†)
x,y. Each plaquette is pierced
by a flux such that a phase Φ is picked up when going around it, as illustrated in Fig. 9.1a. For
Φ = 2pi/NΦ the unit cell can be chosen as NΦ sites in the y-direction.











2tx cos (k − lΦ)Al(k, q)− 2ty cos(q)B(k, q), (9.2)
and
Al(k, q) = nl(k, q)− nl+Nφ/2(k, q) , (9.3)





b†l+1(k, q)bl(k, q) + h.c. (9.4)
For Φ = pi/2, used below, the system has three isolated topologically non-trivial bands, see Fig
9.1b. Here we use the notation of Ref. [165] where the central (super)band contains twice the
number of states as compared to the two other bands.
Both the topological properties and the location of the four minima of the dispersion at q = 0
and k = 0,±pi/2, pi are independent of the anisotropy between the hopping amplitudes tx and ty.
The bandwidths of the three bands, on the other hand, are affected by the ratio tx/ty. In order
to analyze this, we introduce the quantities ∆Ek and ∆Eq for the lowest band, where ∆Ek is










0(k, q) is the dispersion of the lowest band, and maxk/q corresponds to taking the maximum
with respect to k and q, respectively. The bandwidth in q-direction, ∆Eq is defined analogously.
As shown in the upper panel of Fig. 9.6a, for tx  ty the lowest band is particularly flat in the
k-direction (∆Ek  1), while for ty  tx it is particularly flat in the q-direction (∆Eq  1).
Note that this is not to be confused with the ”flatness” of the bands that typically supports
fractional quantum Hall effects, which would consist in max [∆Ek,∆Eq] 1 (in fact this quantity
is low in the region of low hopping anisotropy). Instead, having only ∆Ek  1 or ∆Eq  1 will
result simply in suppressing the condensation of bosons in the minima of the dispersion.
Another quantity affected by the anisotropy is the gap between the lowest and the central band.
The simplest many-body problem where this plays a role is the case of spinless non-interacting
fermions, which exhibit an integer quantum Hall phase for integer filling of the lowest band (see
Sec. 2.4.2), i.e. if the chemical potential µ lies within the (anisotropy-dependent) gap, see Fig.
9.6a.
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The Hamiltonian HΦ and Eq. (9.2) can be rewritten in the compact notation
HΦ =
∫
dkdq (vk,q · hk,q) , (9.5)
where vk,q is a vector of scalars and hk,q is a vector of operators
vk,q =
 −2tx cos (k)−2tx cos (k − pi2 )
−2ty cos (q)
 , hk,q =
 A0 (k, q)A1 (k, q)
B (k, q)
 .
The operator hk,q fully determines the momentum dependence of the non-interacting system,
and we can apply the concept of parallel transport [171]. The local Berry curvature at the point
(k, q) is proportional to the rotation of the unit-vector
hˆk,q = 〈hk,q〉/|〈hk,q〉| (9.6)
under an infinitesimal momentum shift. In fact, if hˆk,q shows a non-trivial winding under transport
on a closed path through the Brillouin zone, the Berry-curvature cannot be continuously deformed
to a trivial one and the system is topologically non-trivial. The Chern number of the nth band




where γn is the solid angle subtended by hˆk,q when taking the expectation value with respect to
the single-particle eigenstates of the nth band and sweeping the momenta through the Brillouin
zone. This is shown in Fig. 9.1b. For the lowest band 〈A0(k, 0)〉 and 〈A1(k, 0)〉 are shown while
〈B(k, 0)〉 varies only slightly: hˆk,q performs one anti-clockwise loop, corresponding to a Chern
number of c0 = −1. Equivalently, for the central band hˆk,q performs a double clockwise loop
(c1 = 2), while the highest band again has c2 = −1.
The connection between the winding of hˆk,q and the Hall conductivity can be seen from the
example of the integer quantum Hall effect, i.e. the lowest band being completely filled with
non-interacting fermions (see Sec. 2.4.2). Adding a magnetic flux Φy piercing a torus of size
Lx×Ly in y-direction can be achieved by transforming the hopping amplitudes as tx → txeiΦy/Lx
for hopping processes in +xˆ, while taking the complex-conjugate in the opposite direction. The
effect of this transform on the Hamiltonian (9.5) amounts to
vk,q → vk−Φy/Lx,q,
which is manifested in a translation of the vector hk,q with respect to the case without flux at





where |Ψ(Φy)〉 is the many-body groundstate under the flux Φy.
The sole effect of Φy is therefore a transform of the many-body groundstate such that at
each momentum (k, q) Eq. (9.7) is fulfilled, resulting in a rotation of hˆk,q. Inserting a flux of
Φy = 2piLx/4 yields the transform A0(k, q) → A1(k, q), A1(k, q) → −A0(k, q), and therefore
nl(k, q) → nl+1(k, q). Adding a magnetic flux of Φy = 2piLx/4 is therefore equivalent to
translating the manybody groundstate by one site in the y-direction.
If the lowest band is completely filled, the total number of particles on the torus is LxLy/4.
Therefore adiabatically inserting a flux of Φy = 2piLx/4 results in LxLy/4 particles being
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translated by one site in y-direction, or equivalently a total number of Lx/4 particles being
transported once around the periodic boundary in the y-direction. Consequently, adiabatically
inserting a flux of Φy = 2pi results in a quantized total transverse transport of a single particle
around the periodic boundary.
9.2. Harper-Hofstadter-Mott model
We proceed with the study of the HHMm with interaction U , chemical potential µ, and magnetic
flux Φ = pi/2,










in the hard-core limit U →∞.
For hard-core bosons a particle-hole transform (i.e. simultaneous b† → b and b → b†) is
equivalent to an inversion of the flux in the Hamiltonian of Eq. (9.8), i.e. Φ → −Φ. A direct
consequence of this, is that the manybody groundstates at densities n and 1 − n are related
by the CT operation, where C is the particle-hole transform, and T the complex conjugation
operator. This implies that the Hall conductivity σxy is anti-symmetric under the transform
n→ 1− n [172], i.e.
σxy(n) = −σxy(1− n). (9.9)
This effect is known as the charge conjugation symmetry of hard-core bosons [172].
In contrast to the non-interacting case, for a finite interacting system the Berry curvature is












where Aj(θx, θy) = i〈Ψ (θx, θy) |∂θj |Ψ (θx, θy)〉 is the Berry connection, Ψ is the many-body
groundstate, and θx, and θy are twisting angles of the boundary conditions in x- and y-direction,
respectively (i.e. Tx/yΨ(θx, θy) = eiθx/yΨ(θx, θy), where Tx/y is a translation by the system size
Lx/y in x-, and y-direction, respectively).
The twisted boundary conditions can be implemented in the same way as the magnetic flux
discussed in Sec. 9.1 by transforming the hopping as tx → txeiθx/Lx and ty → tyeiθy/Ly for
hopping processes in +xˆ, and +yˆ-direction, respectively, while taking the complex-conjugate
in the opposite directions. The interaction and chemical potential terms in Eq. (9.8) remain
unchanged. The only effect of adding the twisting angles (θx, θy) to the infinite system is, as in
Sec. 9.1,
vk,q → vk−θx/Lx,q−θy/Ly .
In other words, if Tθx,θy is the momentum-space translation operator which transforms each
momentum as k → k + θx/Lx, and q → q + θy/Ly, we have
|Ψ(θx, θy)〉 = Tθx,θy |Ψ(0, 0)〉 .
For the Berry-curvature
B (θx, θy) = ∂θxAy − ∂θyAx = i
(
〈∂θxΨ(θx, θy)| ∂θyΨ(θx, θy)〉 −
〈
∂θyΨ(θx, θy)
∣∣∣ ∂θxΨ(θx, θy)〉) ,
we therefore have
〈∂θiΨ(θx, θy)| ∂θjΨ(θx, θy)〉 =
[






The Berry curvature is therefore fully determined by the response of the periodic-boundary
many-body groundstate Ψ(0, 0) to a translation in momentum.
If we define Ph.c. as the projector onto the Hilbert space of hard-core bosons (where multiple
occupancy in position space is forbidden), the interacting many-body Hamiltonian [Eq. (9.8)]
can be written as
H = Ph.c. (HΦ − µN)Ph.c. =
∫
dkdqvk,q · Ph.c.hk,qPh.c. − µPh.c.NPh.c.,
with particle-number operator N . The full momentum dependence of the hard-core bosons is
therefore contained in the term Ph.c.hk,qPh.c.. Furthermore, for any hard-core boson many-body
eigenstate Ψ we have Ph.c. |Ψ〉 = |Ψ〉. As in the non-interacting case therefore a non-trivial
winding of 〈Ψ(0, 0) |hk,q|Ψ(0, 0)〉 in momentum space indicates a non-trivial topology of the
many-body groundstate. It should be emphasized that this measure is different from summing
over the individual single-particle Chern numbers of the occupied bands, since no projection onto
non-interacting bands is involved.
For a further discussion of the measurement of topological properties with the hˆk,q-vector, see
Appendix B.2.
9.3. Reciprocal cluster mean-field approach
The HHm has groundstate momenta kgs = 0,±pi/2, pi and qgs = 0. Since the momenta of the
groundstate are independent of the anisotropy, we do not encounter the difficulties described
in Sec. 8.3 for the vortex phases of the chiral ladder when using apropriate cluster-sizes in our
RCMF approach. In order to fulfill Eq. (8.7) by reproducing the minima of the dispersion (see
Sec. 8.1) a multiple of 4 sites in X direction is needed, since for 4 sites K is a multiple of pi/2.
We also need a multiple of 4 sites in Y direction in order to fully capture the 1 × 4 unit cell.
See Appendix B.3 for a further discussion of constraints on the cluster size. In this chapter we
restrict ourselves to the minimal cluster, i.e. 4× 4.
Since the mean-field decoupling is performed in the thermodynamic limit, the sum over k˜ and
q˜ in (8.3) can be replaced by an integral and computed analytically. In this configuration the
coarse-graining described in Sec. 8.1 leads to the cluster-hopping





t(X′, Y ′),(X, Y ), (9.11)
where t(X′, Y ′),(X, Y ) is the original hopping of the HHm [Eq. (9.1)] with periodic boundary
conditions, which plugged into the results of Sec. 8.1 yields the effective RCMF Hamiltonian for
the Harper-Hofstadter-Mott model on a 4× 4 cluster.
The free energy Ω of Eq. (8.12) represents the free energy of the lattice system in the
thermodynamic limit within the RCMF approximation. Using functional derivatives of Eq. (8.12)
we can compute expectation values with respect to the full lattice system. According to the
self-consistency condition [Eq. (8.14)], this is trivial for the condensate
φX, Y = 〈bX, Y 〉.
Accordingly, we get for the condensate density
ρc(X,Y ) =

























Figure 9.2.: Groundstate phase diagram of the HHMm in two dimensions with hard-core bosons
and flux Φ = pi/2 in terms of µ/tmax and (tx − ty) /tmax. The observed phases
are band insulating (BI, light blue), supersolid (SS, dark blue), striped superfluid
(SF, white), gapless uncondensed liquid (Liquid, pink), and fractional quantum
Hall (fQH, dark gray). The dashed regions indicate where the RCMF groundstate
has a non-zero condensate order parameter but is very close in energy (< 3%) to
metastable uncondensed states. At zero anisotropy the striped superfluid undergoes
phase separation between vertically (for tx > ty) and horizontally (for tx < ty)
striped order (black vertical line), while for µ = 0 the density is homogeneous and
fixed to n = 1/2 in all phases (green dashed line).







Also for the particle density we get an equivalence between the full lattice and the 4× 4 cluster,
since
ρ(X,Y ) = − δΩ
δµX,Y
= 〈nX, Y 〉,






The current Jx(x, y) in x-direction between the sites (x, y) and (x+ 1, y) is defined as
Jx(x, y) = −i
(
t(x + 1, y), (x, y)〈b†x + 1, ybx, y〉latt − t(x, y), (x + 1, y)〈b†x, ybx + 1, y〉latt
)
, (9.12)
where 〈. . . 〉latt is the lattice-system expectation value. However, by
〈b†
x′, y′bx, y〉latt =
∂Ω
∂t(x′, y′), (x, y)
= ∂t¯(x
′, y′), (x, y)





∂δt(x′, y′), (x, y)
∂t(x′, y′), (x, y)
(
〈b†
x′, y′〉φx, y + φ∗x′, y′〈bx, y〉
)
, (9.13)

























































Figure 9.3.: Density (left column), condensate-density (central column), and current patterns
(right column) for the VS-SF at µ/tmax = −0.8, (tx − ty)/tmax = 0.2 (upper row),
and the SS at µ/tmax = −0.8, (tx − ty)/tmax = 0 (lower row). The arrow-thickness
indicates the magnitude of the currents.
By Eq. (9.13) we can also compute the current in the y-direction given by
Jy(x, y) = −i
(
t(x, y + 1), (x, y)〈b†x, y + 1bx, y〉latt − t(x, y), (x, y + 1)〈b†x, ybx, y + 1〉latt
)
, (9.14)




ei (KX +QY )〈b†X, Y b0, 0〉latt.
9.4. Results
In Fig. 9.2 we present the groundstate phase diagram in terms of the chemical potential µ/tmax
and the hopping-anisotropy (tx − ty)/tmax, where tmax = max [{tx, ty}]. The phases at densities
n and 1− n are related by a CT -transformation consisting of a particle-hole transform combined
with complex-conjugation (see Sec. 9.2). The symmetry around the (tx− ty) = 0 axis corresponds
to gauge invariance, since tx and ty can be exchanged in combination with a lattice-rotation of
pi/2. At n = 0 and n = 1 we find topologically trivial band insulators (BI). Below we discuss the
other resulting phases in more detail.
9.4.1. Condensed phases
At moderate values of µ we observe superfluid phases with striped density and condensate
density modulation. For tx > ty this is a vertically striped superfluid (VS-SF), with vertically
striped density distribution ρ(x, y) and condensate-density distribution ρc(x, y) = |φx,y|2, as
shown in Fig. 9.3 together with the spatially resolved particle current J(x, y). The net current
is zero, as expected for an infinite system. Locally, however, there are chiral currents around

















, where Jx(y)(x, y) is
the groundstate expectation value of the current in x (y) direction. For tx < ty the superfluid
phase is horizontally striped (HS-SF), with the patterns of Fig. 9.3 rotated by pi/2 compared to
the VS-SF. Since at tx = ty the system is invariant under a pi/2-rotation, for |µ|/tmax & 2 the








































































Figure 9.4.: Order parameters and densities. (a) and (b) Sweep in anisotropy at fixed µ/tmax.
In (a) the average condensate density nc (black), and the order parameters Jstr (red,
dashed), and Jss (blue, dotted) are shown for µ/tmax = 0. In (b) the same quantities
are shown for µ/tmax = −0.8. (c) and (d) Sweep in µ at fixed (tx − ty)/tmax = −0.8.
In (c) nc (black) and Jstr (red, dashed) are shown. In (d) the average density n is
shown in the groundstate (blue dashed) and for the stationary solution with zero
symmetry-breaking field F (red). The insets indicate the regions where the F = 0
solution shows plateaus at fractional filling ν = 1/2 (n = 1/8) and ν = 3/2 (n = 3/8),
respectively. In (a), (b), and (c) the vertical dashed lines indicate phase transitions.
At |µ|/tmax . 2 and for low anisotropy we find a supersolid phase (SS) with lower free energy
than the striped phases. The density distributions ρ and ρc spontaneously break translational
invariance, having a period larger than the unit cell (see Fig. 9.3). A similar spontaneous breaking
of translational invariance has already been observed in the staggered-flux bosonic Harper-Mott
model [173] and the bosonic Hofstadter model on a dice lattice [174], and has recently been
measured experimentally in spin-orbit coupled Bose-Einstein condensates [175]. The SS exhibits
chiral currents around single plaquettes, with position-dependent amplitudes, as captured by







(Jx(x, y)− Jy(x, y)). In all phases, at µ = 0 the
density distribution is homogeneous, ρ(x, y) = 1/2, while ρc(x, y) remains modulated.
The phase transition between the striped superfluids and the SS phase is characterized by a
kink in the average condensate density nc, see Figures 9.4a and 9.4b. For nc > 0, the striped
superfluid order parameter Jstr is only zero at |tx − ty|/tmax = 1 (where the lattice is a set of
trivial one-dimensional chains), exhibiting a kink at the phase transition to the SS, where also
Jss becomes non-zero.
9.4.2. Uncondensed phases
At density n = 1/2 (Fig. 9.4a) and stronger anisotropy we find a phase with zero condensate
density (nc = 0). In Figs. 9.4c and 9.4d we show a sweep in µ for (tx− ty)/tmax = −0.8, where we
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Figure 9.5.: Response of the lowest 10 eigenvalues of a 4 × 4 system to twisted boundary
conditions. (a) and (b): For 4 particles (ν = 1), tx = 0.2, ty = 1, and fixed twisting
angles θy = 0 (a) and θx = 0 (b). (c) and (d): For 8 particles (ν = 2), tx = 0.5,
ty = 1, and fixed twisting angles θy = 0 (c) and θx = pi (d).
observe plateaus with zero nc, zero current, and homogeneous density distribtution ρ(x, y) = ν/4,
with fillings ν = 1, 2, 3. In these phases, since Fx,y = 0, the RCMF Hamiltonian of Eq. (8.13)
reduces to a finite 4× 4 torus without any external variational parameter. In order to further
analyze these phases we therefore turn to ED using twisted boundary conditions in order to
analyze finite-size effects (see Sec. 9.2). If the phases are gapped, one expects the manybody gap
to stay finite for all twisting angles (θx, θy), while in gapless phases the groundstate mixes with
excited states.
As can be seen in Fig. 9.5 for tx < ty the groundstate remains gapped with respect to boundary
twisting in the x-direction with θy = 0, while it mixes with the excited states for twisting in the
y-direction. For ty < tx the behavior is reversed. Apart from the response to twisted boundaries,
the anisotropic gapless nature of the two-dimensional uncondensed phases can also be observed
in the scaling of the many-body gap as a function of Lx while keeping Ly = 4 fixed. As shown in
Fig. 9.8b the manybody gaps remain essentially constant if tx is (sufficiently) smaller than ty,
while it decreases in a non-monotonous way if tx is larger than ty. If the same scaling is done in
y-direction the situation is reversed. The same behavior can also be observed in the correlations
|〈b†x,yb0,y〉| in a system with Ly = 4 and Lx = 8, shown in Fig. 9.8c, which quickly drop to zero as
a function of x for tx < ty. For tx > ty on the other hand, the correlations stay finite throughout
the whole system hinting at the anisotropic gapless nature of the phase in two dimensions.
In contrast to the two-dimensional Bose-Hubbard model without magnetic flux, which in the
superfluid groundstate always shows condensation as long as both hopping amplitudes are finite
[160], the HHMm therefore shows a transition at finite tx/ty to a highly anisotropic uncondensed
gapless liquid. The fact that these phases are adiabatically connected to the one-dimensional
limit (tx = 0 or ty = 0), where hard-core bosons are in a superfluid phase, as well as the
highly anisotropic correlations |〈b†x,yb0,y〉|, possibly point to an unconventional one-dimensional
superfluid order.















































































































































Figure 9.6.: Uncondensed phases. (a) top: Bandwidths of the lowest band in k-, and q-direction,
∆Ek (red) and ∆Eq (blue), as a function of (tx − ty)/tmax; (a) bottom: quantum
Hall plateau for non-interacting fermions (yellow) compared to the hard-core boson
phase diagram. (b) Two counter-propagating current patterns (upper and lower
panel, respectively) whose sum gives zero net current, resulting from current-current
correlations. (c) Occupations of the lowest (n0, black), central (n1, red), highest
(n2, blue) band, and total occupation ntot = n0 + n1 + n2 (gray dashed), for
(tx − ty)/tmax = −0.8 as a function of µ. The phase transitions between condensed
and uncondensed phases are indicated with dashed vertical lines. In the inset the
corresponding hole occupations (nh = 〈bb†〉) are shown in the same colors. (d) A0 and
A1 components of the hˆk,q vector [Eq. (9.6)] for (tx− ty)/tmax = −0.8 as a function of
k (see coloring) in the single-particle case (dashed arrows), and for hard-core bosons
with µ/tmax = 0 (full arrows). A0 and A1 are normalized by NA =
√
A20 +A21, while
the B-component varies only slightly (not shown).
particularily flat either in k- or q-direction, suppressing condensation in the minima of the
dispersion (see Fig. 9.6a and Sec. 9.1). While the system has zero current everywhere (due to the
periodic boundaries), a signature of the response of the liquid to the magnetic field is found by
analyzing current-current correlations (see Appendix B.4), resulting in two counter-propagating
currents which cancel each other, shown in Fig. 9.6b.
In Fig. 9.6c we show the projection of the groundstate onto the three non-interacting bands n0,
n1, and n2, for the same parameters as in Figs. 9.4c and 9.4d. At ν = 1 the lowest band shows
unit filling. As shown in Fig. 9.6a, this phase appears in the same regions of µ as the integer
quantum Hall plateau of non-interacting spinless fermions. At ν = 3 the holes show unit filling
in the lowest band, due to the CT transform discussed in Sec. 9.2.
As can be seen in Fig. 9.6d, the vector hˆk,q shows the same behavior as for the lowest non-
interacting band in all three liquid phases (shown for ν = 2), in contrast to the trivial BI at
n = 0, 1 and the one-dimensional superfluid at tx = 0 or ty = 0. For ν = 1, as in the case of






































































Figure 9.7.: Analysis of metastable phases. (a) and (b) Difference in free energy between the
solution with zero symmetry-breaking field (ΩF=0) and the groundstate (ΩGS) (a)
as a function of anisotropy and chemical potential, (b) as a function of chemical
potential at tx = ty. (c) Condensate fraction nc/n (blacked, dashed) and density
(blue) of the groundstate compared to the density of the F = 0 solution (red) as
a function of chemical potential and tx = ty. In panels (b) and (c) the vertical
dotted lines show the locations of the metastable plateaus, while in panel (a) they
are indicated with white labels.
a single particle if a magnetic flux of Φy = 2pi is inserted. At ν = 3, the transverse transport
consists of a single hole. This is consistent with the band fillings in Fig. 9.6c and the CT transform
discussed in Sec. 9.2, i.e. the reversal of the Hall conductivity σxy(ν = 3) = −σxy(ν = 1). As
these phases are gapless in the two-dimensional thermodynamic limit, the quantization of the
Hall conductivity is not topologically protected by edge modes and therefore sensitive to disorder,
as is the case for metallic Fermi-liquid-like phases of hard-core bosons [85, 97, 176].
By contrast, in the case of a cylindrical geometry, i.e. Ly = 4 and Lx →∞, the response to
the twisted boundaries in x-direction while θy = 0, shown in Figs. 9.5a and 9.5c, indicates that
all three plateaus are gapped. As a function of θx the vector hˆk,q shows a complete loop and
appears to be robust against local perturbations (see Appendix B.2). What the nature of the
phases at ν = 1, 3 is in such a quasi-one-dimensional setup will be investigated in Chapter 10:
the non-trivial winding indicates a gapped phase with odd Hall conductivity, which is expected
to show intrinsic topological order and fractional quasiparticle excitations for bosons in two
dimensions [28, 177]. The non-degenerate groundstate we observe (which for bosons is only
expected at even Hall conductivities, see Sec. 2.4.3) apparently is at odds with this prediction.
At ν = 2 (n = 1/2), the Hamiltonian of Eq. (9.8) is CT -symmetric. It directly follows that
σxy(ν = 2) = 0. This is consistent with the bands being equally filled with particles and holes
(see Fig. 9.6b), resulting in a zero net Hall conductivity. In two-dimensional systems such a
CT -symmetric phase is expected to be topologically trivial [22, 23, 24], in line with the gaplessness
observed in Figs. 9.5c and 9.5d.
Whereas away from integer fillings the groundstate is always symmetry-broken, it is always






































































































Figure 9.8.: (a) Density n as a function of µ at tx = ty computed with ED on a 4× 4 (green)
and 8× 4 (red) system, compared to RCMF results on the square lattice (“RCMF”,
black) and on a cylinder with 4 sites and periodic boundaries in the y-direction
(“RCMF Cyl.”, gray dashed). (b) Manybody gap for periodic boundaries and Ly = 4
as a function of Lx for ν = 1 and tx/ty = 0.2 (black), ty/tx = 0.2 (blue, dashed),
and for ν = 2 and tx/ty = 0.5 (red), ty/tx = 0.5 (green, dashed). (c) Correlations∣∣∣〈b†x,yb0,y〉∣∣∣ as a function of x on a system with periodic boundaries, Lx = 8, and
Ly = 4 for the same values and colors as in (b).
field (F = 0) and therefore nc = 0, as shown in Fig. 9.4d. While at large hopping anisotropy
fractional fillings are largely suppressed, at low anisotropy the F = 0 solution shows plateaus at
any filling commensurate with the 4× 4 cluster, i.e. ν = m/4 with integer m, as shown in Fig.
9.7c.
As mean-field approaches such as RCMF tend to overestimate the stability of symmetry-broken
phases (see Secs. 4.2 and 8.1), we critically analyze the difference in free energy between the
groundstate and the metastable plateaus in Fig. 9.7. As can be seen, this quantity shows local
minima at integer (ν = 1, 2, 3) and half-integer (ν = 1/2, 3/2, 5/2, 7/2) fillings, while quarter
fillings correspond to local maxima. This is consistent with the argument that without long-range
interactions it costs a negligible energy to compress the ν = 1/4 to the ν = 1/2 Laughlin liquid
[80]. The energy difference is particularly low in the vicinity of the liquid phases indicating that
these might extend to lower values of hopping anisotropy. Furthermore, at low anisotropy (where
the lowest band is particularly flat, see Fig. 9.6c and Sec. 9.1) the metastable plateau at ν = 1/2
(and ν = 7/2) is very close in free energy to the groundstate. This plateau has been shown
to correspond to a fQH phase in ED [33, 80, 81], variational Gutzwiller mean field [170], and
DMRG [82, 83] studies. As shown in Fig. 9.7c, at zero anisotropy, the condensate fraction of the
groundstate shows a local minimum at both ν = 1/2 and ν = 2, further indicating that it might
converge to zero with increasing cluster size.
In Fig. 9.8a we compare our RCMF results with ED results on finite systems with periodic
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boundaries (see Appendix B.3). The 4× 4 ED system differs from the F = 0 solution of RCMF
by a renormalization of the hopping according to Eq. (9.11), resulting in a shift in chemical
potential of the plateaus. We present a sweep of the density in chemical potential without hopping
anisotropy (i.e. tx = ty). As can be seen the only regions where we see a large discrepancy with
respect to ED are around fillings ν = 1/2 and ν = 2. These are the fillings where the metastable
plateaus are particularly close in energy to the symmetry-broken groundstate (see Fig. 9.7).
We further compare the ED results with RCMF results on a cylinder with just 4 sites and
periodic boundary conditions in y-direction. This can easily been done by modyfying the coarse-
graining procedure of Eq. (8.3), which is now only integrated over k. This results in a new
cluster-hopping





t(X ± 1, Y ),(X, Y ),
t¯(X, Y ± 1),(X, Y ) = t(X, Y ± 1),(X, Y ).
As can be seen in Fig. 9.8a, in this case also RCMF shows a fractional plateau at ν = 1/2 and a
plateau at ν = 2, indicating that at zero anisotropy these phases are much more robust in the
cylinder geometry than they are on the infinite square lattice. This will be investigated in more
detail in Chapter 10.
To conclude, there are regions of the phase diagram, where the symmetry-broken groundstate
and the metastable plateaus are too close in free energy to dismiss finite size effects. We denote
these regions (identified by the condition |ΩGS − ΩF=0| < 3% of the groundstate energy) as





After studying the general Harper-Hofstadter-Mott model (HHMm) in Chapter 9, here we
analyze the properties of the HHMm on a quasi-one-dimensional lattice, consisting of just a single
flux quantum along the y-direction, while the x-direction is treated in the thermodynamical
limit. For the flux of Φ = pi/2 considered here, this consists of 4 plaquettes in y-direction
with periodic boundaries. Such a thin-torus limit has been previously investigated in fermionic
systems in the lowest Landau level, where one-dimensional analogues of quantum Hall states were
observed, which are predicted to continuously develop into their two-dimensional counterparts for
increasing y-direction [178, 179, 180]. For interacting bosons an effective ladder model realizing
the thin-torus limit with 2 sites in y-direction has been proposed, predicting a charge density
wave analogue of the two-dimensional ν = 1/2 fractional quantum Hall (fQH) phase [181].
As anticipated in Chapter 9, the quasi-one-dimensional limit in combination with anisotropic
hopping amplitudes leads to larger many-body gaps due to the finite size in y-direction, and
therefore to more stable topological phases than in in the fully two-dimensional limit. This can
be a useful insight in the experimental search for bosonic topologically non-trivial phases, where
robustness against the expected strong heating processes is of great importance [44]. Equally
important, fillings which are expected to be always gapless in the fully two-dimensional limit
[28, 177] can become gapped as a consequence of the finite size, leading to unexpected new
groundstates. Another feature of the quasi-one-dimensional geometry lies in its low number
of sites in y-direction, which makes it possible to map the spatial y-direction onto a finite
number of internal degrees of freedom (in this case 4), rewriting the system as a one-dimensional
multi-component system, which in the future could be simulated by cold atoms in the synthetic
dimensions concept [182, 183, 184, 185], or by using microwave cavities [186].
While both exact diagonalization (ED) and the density matrix renormalization group (DMRG)
have provided great insight in models such as the HHMm, they rely on finite system sizes. In two
dimensions, these may be too small for ED whereas DMRG has difficulties converging for gapless
phases due to rapid entanglement growth; ie, there is a preference for gapped, low entanglement
phases. The reciprocal cluster mean-field method (RCMF, see Chapter 8) on the other hand
tends to favor the opposite: it is defined in the thermodynamic limit and favors condensed phases
(although it certainly can find topologically non-trivial phases as we will see). A systematic
comparison of the two approaches therefore provides a promising path towards understanding the
groundstate properties of the system in question. The restriction of the y-direction to four sites
enables us to benchmark our RCMF results against ED, where it suffices to scale the system-size
in the x-direction only.
While at other fillings our groundstate phase diagram features superfluid phases with striped or
checkerboard order, at integer and half filling we observe a number of gapped phases in agreement
with ED results. At ν = 1/2 and 3/2 we find that the quasi-one-dimensional geometry in
combination with hopping anisotropy stabilizes gapped degenerate groundstates, which are quasi-
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one-dimensional analogues of fQH phases with a quantized fractional Hall response, differing from
their two-dimensional counterparts in the continuum through a weak charge density wave order.
At integer fillings – where for the flux considered here the uncondensed phases are always gapless
in the two-dimensional setup (see Chapter 9) – we see that the anisotropic setup introduces new
phases with surprising properties: We observe gapped non-degenerate groundstates, which at
ν = 1 feature a “fermionic” Hall conductance of σxy = 1, while at ν = 2 the Hall response consists
of the quantized transport of a single particle-hole pair with total conductance of σxy = 0.
This chapter closely follows Ref. [4] and is organized as follows. The HHMm on a cylinder is
introduced in Sec. 10.1. We present some preliminary ED results in Sec. 10.2, which will later
be compared to RCMF. The RCMF approach to this specific problem is discussed in Sec. 10.3,
while finally, in Sec. 10.4 we present our results on the groundstate phase diagram and discuss
the individual phases.
10.1. Harper-Hofstadter-Mott model on a
cylinder

















where the coordinates (x, y) parameterize a system of size Lx × Ly, with periodic boundary
conditions. The operators b(†)x,y are the annihilation (creation) operators at site (x, y), and
nx,y = b†x,ybx,y is the occupation number operator. The hopping amplitudes in x- and y-direction
are tx and ty, respectively, Φ is the flux through each plaquette, U is the strength of the on-site
interaction, and µ is the chemical potential. Throughout our analysis we focus on the hard-core
boson limit, U →∞, and the flux Φ = pi/2. We are left with two dimensionless parameters, the
hopping anisotropy (tx − ty) /tmax, and the chemical potential µ/tmax, where tmax = max{tx, ty}.
Furthermore, we focus on the cylinder-geometry in the thermodynamic limit, with Lx →∞ and
Ly = 4. In the case Φ = pi/2 the magnetic unit-cell is of the size 1× 4 for the Landau gauge used
in Eq. (10.1). This choice of the lattice size therefore makes the cylinder quasi-one-dimensional,
as only one unit-cell is present in the y-direction, and different groundstate phases than those of
the fully two-dimensional HHMm (see Chapter 9) can be expected. Note that even though the
magnetic unit cell can be chosen to consist of less than 4 sites in y-direction, e.g. of size 2× 2
[166], the particles would still need to perform a (gauge-invariant) loop around 4 plaquettes in
y-direction in order to pick up a trivial phase of 2pi. Having just two plaquettes in y-direction on
the other hand, would correspond to just half of the flux quantum 2pi. In this sense our approach
to quasi-one-dimensionality is different to the one of Refs. [181, 159, 158], where there is just one
plaquette in y-direction on a ladder geometry.
The Hamiltonian (10.1) can be block-diagonalized in the hard-core boson limit with the





−ikxdx,y, where k ∈
{2pim
Lx
∣∣ m ∈ {0, . . . , Lx − 1}} is the
quasi-momentum in the x-direction, and dx,y is the annihilation operator of a hard-core boson








= 0. In this basis Eq. (10.1) for the case Φ = pi/2 can be






























































Figure 10.1.: Lowest 6 ED eigenvalues of a 4× 4 system as a function of the twisted boundary
angle θx for hopping anisotropy (tx − ty) /tmax = −0.35, and fillings ν = 1/2 (a),
ν = 1 (b), ν = 3/2 (c), and ν = 2 (d). Non-degenerate eigenstates are shown in
black, doubly-degenerate ones in red.
Note that the Hamiltonian (10.1) in the hard-core boson case is invariant – up to a constant –
under the charge-conjugation transformation (see also Sec. 9.2)
dx,y ↔ d†x,y, Φ 7→ −Φ, µ 7→ −µ. (10.3)
This implies that the groundstates at positive and negative chemical potentials (or equivalently
at densities n and 1− n), are related by the holes taking on the role of particles and the Hall
response changing sign (σxy 7→ −σxy) [172]. In the following we will therefore restrict ourselves
to the case of µ ≤ 0 (i.e. n ≤ 1/2), with the phases at positive chemical potentials related to the
ones discussed in this work by Eq. (10.3).
10.2. Analysis using exact diagonalization
By examining the spectrum on a finite system, twisted boundaries offer a reasonable tool to
compensate for finite-size effects in ED calculations regarding the robustness of spectral gaps.
In our calculations on the 4 × 4 torus, the y-direction is treated exactly (as Ly = 4). We can
therefore only introduce a twisted boundary angle in the x-direction, θx, defined as
Ψ(x+ Lx) = eiθxΨ(x). (10.4)
Figs. 10.1 and 10.2 show the dependency of the spectrum on the twisting angle θx for fillings
ν = 12 , 1,
3
2 and 2 at (tx − ty) /tmax = −0.35 and (tx − ty) /tmax = 0.35, respectively. The six
lowest eigenvalues are shown, as computed with ED on the 4× 4 lattice. When the spectrum
mixes, the many-body groundstate on the lattice in the thermodynamic limit can be assumed to
be gapless.























































Figure 10.2.: Lowest 6 ED eigenvalues of a 4× 4 system as a function of the twisted boundary
angle θx for hopping anisotropy (tx − ty) /tmax = 0.35, and fillings ν = 1/2 (a),
ν = 1 (b), ν = 3/2 (c), and ν = 2 (d). Non-degenerate eigenstates are shown in
black, doubly-degenerate ones in red.
Furthermore, we observe how the groundstates mix with the excited ones as a function of θx at
(tx − ty) /tmax = 0.35 and fillings ν = 1 and ν = 3/2, while the other cases shown (i.e., ν = 1/2
and ν = 2 in Fig. 10.2 and all negative values of (tx − ty) /tmax = −0.35 in Fig. 10.1) appear to
be gapped.
Let us now rewrite the Hamiltonian (10.2) into the form used in Sec. 9.1 suited to introduce
the hˆ-vector. To this end, we define




d†y+1(k)dy(k) + H.c., (10.6)

















= 〈h〉|〈h〉| can be used to
measure the Hall response. The twisting angle θx can be seen as a magnetic flux piercing the
system in y-direction and can be implemented by the transform
tx 7→ eiθx/Lxtx, (10.9)
transforming vk 7→ vk−θx/Lx , or equivalently - as long as the groundstate stays gapped -
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Figure 10.3.: Winding of the 〈hˆ〉-vector as a function of momentum K and twisting angle θx
at filling ν = 1/2 and hopping anisotropy (tx − ty) /tmax = −0.35. (a) Projection
of 〈hˆ〉 onto the (A0, A1)-plane. The components A0 and A1 are normalized with
NA =
√
A20 +A21, while the coloring corresponds to different values of K − θx/Lx.
(b) z-component of 〈hˆ〉, i.e. 〈B〉, as a function of K − θx/Lx.
〈hˆk〉 7→ 〈hˆk+θx/Lx〉.
As shown in Fig. 10.3, this causes the rotation of 〈hˆ〉 in response to the twisting angle in the
(A0, A1)-plane. During Lx/4 subsequent charge-pumping processes (i.e. θx : 0→ 2pi · Lx/4) the
many-body groundstate transforms as A0 7→ A1 and A1 7→ −A0, and therefore 〈d†y(k)dy(k)〉 7→
〈d†y+1(k)dy+1(k)〉. This means that the many-body groundstate is adiabatically translated by a
single site in y-direction. For a single charge-pump process (θx : 0→ 2pi) and filling ν (i.e. total
number of particles N = νLx for Ly = 4) this amounts to the transverse transport of N = ν4
particles by one site, or equivalently ν particles through the full system (i.e. by Ly = 4 sites) in
y-direction.
The winding shown in Fig. 10.3 for ν = 1/2 therefore implies a Hall conductance of σxy = 1/2.
Similarly, ν = 1 and ν = 3/2 correspond to σxy = 1, and σxy = 3/2, respectively. The winding in
the ν = 2 case is special, due to the charge-conjugation symmetry at n = 1/2 [see Eq. (10.3)].
For each particle being transported there is also a hole being transported, resulting in a total
quantized transport of a particle-hole pair, and zero Hall conductivity.
For the integer filling phases – as their many-body gap is a direct consequence of the anisotropic
geometry – the Hall conductance is highly anisotropic, in the sense that it is quantized for charge-
pump processes in the x-direction only. As the groundstate mixes with the excited states as a
function of twisting in y-direction (as seen in Chapter 9), σyx 6= σxy is not quantized, emphasizing
the quasi-one-dimensional nature of these phases.
Finally, it should be noted that if the y-direction is mapped onto four different species/internal
states, such that 〈d†y(k)dy(k)〉 and 〈d†y+1(k)dy+1(k)〉 can be resolved separately in time-of-flight
measurements (see Chapter 3), 〈hˆ〉 could be computed in experiment, providing a direct measure-
ment of the Hall response in equilibrium. For more details on the measurement of topological



















Figure 10.4.: Condensate density nc as a function of chemical potential µ/tmax for different
lattices, i.e. Ly = 4 (solid, black), Ly = 8 (dashed, blue) and Ly →∞ (dotted, red).
In (a) the hopping anisotropy is (tx − ty) /tmax = −0.35 and in (b) (tx − ty) /tmax =
0.35.
10.3. Reciprocal cluster mean-field approach
10.3.1. Quasi-one-dimensional vs two-dimensional geometry
The quantity which differentiates between the different lattice geometries in RCMF is the







where K = {(0, 0) , (0, pi/2) , (0, pi) , (0, 3pi/2)} are the quasi-momenta of the 4 × 4 cluster (see
Chapter 8 for details).
The general two-dimensional system can be written as H = ∑kHk (see Chapter 9), where











In the thermodynamic limit in x-direction assumed for all geometries (Lx →∞), k ∈ [0, 2pi] is
continuous. For Ly = 4 considered in this chapter, q = 0, such that the coarse-grained dispersion
is given by a one-dimensional integral K = CxLx
∫








iY pi2 , (10.12)
tR+ey ,R = ty, (10.13)
with cluster coordinates R = (X,Y ).
In a system with arbitrary finite size in y-direction, q = n2pi/Ly with n = 0, 1, . . . , Ly/4. For



































Figure 10.5.: Comparison of particle density (a) and condensate density (b) as a function of
chemical potential for tx = ty computed with ED on a 4× 4 torus (black), ED on
an 8× 4 torus (green), RCMF with a 4× 4 cluster impurity (blue) and RCMF with
































In Fig. 10.4 we compare the three geometries (Ly = 4, Ly = 8 and Ly →∞). We show the
condensate density nc = 1CxCy
∑
R |φR|2 for the three different lattices as a function of chemical
potential, illustrating how the Ly = 8 cylinder with just two unit-cells in y-direction already
shows much better agreement with the gapless two-dimensional results of Chapter 9, further
indicating the exclusive quasi-one-dimensional nature of the Ly = 4 cylinder.
10.3.2. Scaling at low densities
As mentioned in Chapter 8, for the RCMF approximation to work, it is indispensable that the
momentum values of the four minima of the non-interacting dispersion at k = 0, pi,±pi/2 can be
represented within the Cx × 4 cluster impurity. After the 4× 4 cluster employed in this work the
next cluster size which is consistent with this approach would be therefore 8× 4, which in the
absence of particle number conservation is computationally out of reach.
In the case of low density however we can restrict the basis of the 8 × 4 cluster to the
particle number sectors N = 0, 1, 2, ..., 6, making the search for a symmetry-broken groundstate



























Figure 10.6.: Groundstate phase diagram of the HHMm on the Ly = 4 cylinder as computed
with RCMF as a function of chemical potential µ/tmax and hopping anisotropy
(tx − ty) /tmax. The observed phases are: band insulator (BI, light blue), gapped
phases at integer fillings ν = 1, 2 (Int., green), quasi-one-dimensional analogues of
fractional quantum Hall phases at fillings ν = 1/2, 3/2 (fQH, dark grey), gapless
liquid (Liquid, pink), and superfluid phases with different patterns: vertically
striped (VSF, white), horizontally striped (HSF, brown) or with checkerboard
order (CS, dark blue). The phases in the purely one-dimensional case are an
uncondensed superfluid at (tx − ty) /tmax = 1, and gapped decoupled 4-site rings at
(tx − ty) /tmax = −1 (except for the band-insulator at density n = 0). In the dashed
region around zero chemical potential the results are inconclusive whether the phase
is gapped (Int.) or gapless (Liquid). The fractional plateau at ν = 1/2 was computed
using an 8× 4 cluster, unlike the results for higher chemical potentials/densities
which were computed using a 4 × 4 cluster, see also Sec. 10.3.2. The plateau at
ν = 3/2 is most likely larger than the one found here (see Fig 10.11c), however











iY pi2 , (10.18)
tR+ey ,R = ty. (10.19)
In Fig. 10.5 we compare results computed with such a restricted basis using an 8× 4 cluster in
the vicinity of density n = 1/8 (i.e. ν = 1/2), where such an approach is still controlled. We see
how ED and RCMF scale differently with cluster size, converging towards each other: since ED
prefers gapped phases, the fractional plateau at ν = 1/2 shrinks with cluster size. As RCMF
prefers gapless phases, the fractional plateau increases with cluster size (see also Fig. 10.11a).
10.4. Results
The groundstate phase diagram of the quasi-one-dimensional model computed with RCMF is
shown in Fig. 10.6 in terms of the hopping anisotropy (tx − ty) /tmax and the chemical potential
µ/tmax. In the limit (tx − ty) /tmax = 1 (i.e. ty = 0), the system consists of four decoupled
infinite chains each exhibiting an uncondensed one-dimensional superfluid (or band-insulating)






















Figure 10.7.: Comparison between results computed with RCMF (black) and ED on system sizes
4×4 (red) and 8×4 (blue) with periodic boundary conditions. Particle density n as
a function of chemical potential µ/tmax at hopping anisotropy (tx − ty) /tmax = 0.35
(a) and (tx − ty) /tmax = −0.35 (b).
set of decoupled 4-site rings which – depending on the filling – can exhibit gapped phases. The
phase diagram therefore strongly differs at negative anisotropies from the one observed in the
fully two-dimensional model in Chapter 9. The fact that the phases discussed in the following are
in part entirely related to the quasi-one-dimensional geometry of the lattice is further evidenced
by the fact that the situation changes drastically as soon as Ly is changed from 4 to 8 with two
unit cells in the y-direction, as discussed in Sec. 10.3.1, where the Ly = 8 results are much closer
to the fully two-dimensional results than the ones for Ly = 4.
Before discussing the different phases in more detail, let us illustrate the role of sign asymmetry
in the hopping anisotropy as well as perform a benchmarking of RCMF against ED by studying
the density as a function of chemical potential, shown in Fig. 10.7. If µ is sufficiently negative
the model is in a trivial band-insulating (BI) phase with zero particles for either anisotropy.
For hopping anisotropy (tx − ty) /tmax = 0.35 (Fig. 10.7a), RCMF always finds a condensed
groundstate except in a narrow region at density n = 1/2. The ED results (which can only
exhibit plateaus at densities commensurable with the system size) tend towards the continuous
RCMF results as Lx is increased, as all observed plateaus quickly shrink with system size (again
excluding the narrow region at density n = 1/2, which remains gapped in either method). For
hopping anisotropy (tx − ty) /tmax = −0.35 (Fig. 10.7b), the agreement between RCMF and ED
increases further, as the RCMF groundstate now also shows plateaus at integer (ν = 1, 2, i.e.
n = 1/4, 1/2) and fractional (ν = 1/2, 3/2, i.e. n = 1/8, 3/8) fillings. The fractional plateaus,
which look almost system size independent in ED, are however smaller in RCMF. In the limit of
low densities however, we are able to extend the RCMF cluster from a size of 4× 4 to 8× 4 (see
Sec. 10.3.2). As can be seen in Figs. 10.5 and 10.11a for the plateau at ν = 1/2 this increases
the accuracy substantially, finding excellent agreement with ED.
10.4.1. Symmetry-broken phases
The groundstate away from integer (ν = 1, 2) and half-integer (ν = 1/2, 3/2) filling is always
condensed, exhibiting different density and condensate modulations as a function of chemical
potential and hopping anisotropy. The three resulting phases we will discuss in the following
exhibit first order phase transitions.
At positive anisotropy a large part of the phase diagram is occupied by the vertically striped
superfluid (VSF) where both the total and the condensate density exhibit vertical stripes (see
Fig. 10.8a). With increasing negative anisotropy, these patterns are rotated by pi/2 and the
superfluid becomes horizontally striped (HSF). Finally, in the vicinity of filling ν = 1/2 the
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Figure 10.8.: Patterns of the particle density n in two different superfluid groundstate phases: (a)
The vertically striped superfluid (VSF) at (tx − ty) /tmax = 0.35 and µ/tmax = −2.3;
(b) The checkerboard superfluid (CS) at (tx − ty) /tmax = −0.35 and µ/tmax = −2.3.
groundstate exhibits a checkerboard superfluid pattern, apparently due to doping mechanisms
on top of the degenerate groundstate (CS, see Fig. 10.8b).
10.4.2. U(1)-symmetry preserving phases
In the absence of a finite condensate order parameter φR, the RCMF Hamiltonian reduces to a
finite U(1)-symmetry-preserving 4× 4 torus with periodic boundaries. We can therefore turn
to ED in order to further analyze the properties of U(1)-symmetry preserving phases (the only
difference is a rescaling of the energy unit).
In order to extrapolate to the thermodynamic limit Lx →∞ we apply the twisted boundary




where εGS and ε1 are the energies of the groundstate(s) and the first excited state, respectively.
In addition, by analyzing the behavior of the quasi-one-dimensional h-vector as a function of
the twisting angle θx we can extrapolate the topological properties of the system (see Sec. 10.2).
If the h-vector shows a closed-loop as a function of θx, and the groundstate does not mix with
the excited states such that (10.20) stays finite, it implies that the many-body groundstate
is adiabatically translated in y-direction during one charge-pump cycle, resulting in different
quantized Hall conductances depending on the filling.
Integer filing
At (low enough) negative hopping anisotropy we observe non-degenerate groundstates at integer
fillings ν = 1, and 2 (see “Int.” in Fig. 10.6). In Figs. 10.9b and 10.9d we show the many-body gap
computed with ED for these fillings as a function of hopping anisotropy. The gap computed with
(10.20) on a 4×4 system, as well as the scaling when going from Lx = 4 to Lx = 8 clearly indicate
a gapped groundstate. Furthermore, as shown in Figs. 10.11b and 10.11d, the single-particle gap
computed with ED agrees perfectly with the region where we observe the gapped integer filling
phases in RCMF.
For ν = 2 a known candidate for gapped non-trivial many-body states in the HHMm is the
bosonic integer quantum Hall (biQH) phase with transverse conductance σxy = 2 [187, 28, 166,
188, 82, 189]. While this phase has been found in the HHMm with hard-core bosons at lower
fluxes [82], the case of Φ = pi/2 is special, as filling ν = 2 corresponds to a density of n = 1/2,









































































































































































































Figure 10.9.: Many-body gaps ∆E/tmax as a function of hopping anisotropy (tx − ty) /tmax
computed using twisted boundaries on a 4 × 4 system (black dashed), periodic
boundaries on a 4 × 4 system (red), and periodic boundaries on a 8 × 4 system
(blue) for fillings ν = 1/2 (a), ν = 1 (b), ν = 3/2 (c), and ν = 2 (d).
that this symmetry is not spontaneously broken, by computing the overlap of the ED groundstate
with its CT -transform (i.e. the complex-conjugated groundstate after a particle-hole transform),
yielding always 1. The Hall conductance of this groundstate can therefore only be σxy = 0.
At filling ν = 1, a biQH phase can only be expected in the presence of two different bosonic
species [190] (i.e. filling ν = 1 + 1). Another candidate for gapped phases is the non-abelian
Moore-Read state [191, 192], which however is characterized by a degenerate groundstate, not
observed here.
As discussed in Sec. 10.2, the h-vector winds once around the origin as a function of the
twisting angle for both fillings. For ν = 2 this implies the quantized transverse transport of a
single particle-hole pair during one charge-pumping cycle, resulting in a total Hall conductance
of σxy = 0, consistent with the charge conjugation-symmetry of (10.3). For ν = 1 on the other
hand this implies the transport of a single particle, and thereby a Hall conductance of σxy = 1,
as would be observed in a fermionic integer quantum Hall effect [27].
Especially the latter phase may seem surprising, as such a bosonic phase with odd Hall
conductance is expected to be either gapless, or show intrinsic topological order and thereby
a degenerate groundstate [28, 177]. However, while in the two-dimensional lattice phases with
φ = 0 at these fillings are found to be always gapless liquids (see Chapter 9), in the quasi-one-
dimensional setup these are connected to the limit of decoupled 4-site rings at tx = 0, where
hard-core bosons behave as free fermions gapped by the finite size of the rings, providing an
intuitive explanation for the “fermionic” behavior of the ν = 1 phase. In fact, the argument of
Ref. [28] relies on the fact that the quasiparticle excitations need to behave as fermions under
exchange in such an odd Hall conductivity phase.
As discussed in Chapter 9, in two-dimensional systems a CT -symmetric phase such as the one





































































Figure 10.10.: Density-density correlations |〈nx,0n0,0〉 − 〈nx,0〉〈n0,0〉| as a function of x for filling
ν = 1/2 and tx = ty on a cylinder with Ly = 4 and Lx = 8 (blue), Lx = 10 (red),
and Lx = 12 (black). Panels (a) and (b) show the two degenerate groundstates at
momentum sectors K = 0 and K = pi, respectively. Due to the periodic boundary
conditions, the correlations are only shown up to the center of the cylinder at
Lx/2.
phase is gapped as the one-dimensional limit is approached, where CT -symmetric phases can
have a non-zero topological Z invariant for non-interacting fermions [22]. Wether the quantized
particle-hole transport is a consequence of topologically protected edge modes on the cylinder
remains to be investigated on larger system sizes, possibly using DMRG [82, 29, 59].
Eventually, when going to positive hopping anisotropies, the gaps computed with (10.20) and
the strongly size-dependent scaling of the gaps with periodic boundaries shown in Figs. 10.9b
and 10.9d indicate a gapless groundstate for both fillings. These phases are equivalent to the
anisotropic gapless liquid observed in the fully two-dimensional model (see Chapter 9). In fact,
at positive anisotropies, those phases are connected to the limit of decoupled infinite chains at
ty = 0, where the hard-core bosons are in a superfluid groundstate.
Fractional filling
In the region of negative hopping anisotropies we observe commensurate phases at fillings ν = 1/2,
and 3/2. For both fillings the system is characterized by a two-fold degenerate groundstate, and
is gapped for negative (and low positive) anisotropies, as evidenced by the ED results shown in
Figs. 10.9a and 10.9c.
As for the integer filling phases, the h-vector shows a closed loop as a function of the twisting
angle (see Sec. 10.2) indicating Hall conductances of σxy = 1/2, and 3/2, respectively. In the
two-dimensional case a fQH phase at filling ν = 1/2 has already been observed in previous ED
[33, 81, 80], variational Gutzwiller mean field [170], and DMRG [82, 83] studies, while the one at
ν = 3/2 has not been observed in the two-dimensional limit. As for the integer phases, which are
only gapped on the cylinder, the fractional phases therefore appear to be much more stable on a
quasi-one-dimensional geometry.
In order to fully classify the gapped phases at fractional filling, we turn to the density-
density correlations in x-direction |〈nx,yn0,y〉 − 〈nx,y〉〈n0,y〉|. As shown in Fig. 10.10 for the two
degenerate groundstates at filling ν = 1/2 and tx = ty for y = 0, these correlations indicate a
charge density wave order: after decreasing for short distances they quickly saturate to a small
finite value as a function of x and appear to be converged in the system size Lx for Lx = 10
and 12. A similar behavior is also observed for other values of y and at filling ν = 3/2.However,
while for the integer filling phases the many-body gap closes for twisting in the y-direction and
σyx 6= σxy is not quantized, the fractional phases stay gapped for twisting in both directions,






































































































































































































































































Figure 10.11.: Regions of the groundstate phase diagram computed with RCMF where we
observe non-trivial phases with φ = 0 (grey), compared with the single particle
gaps measured with ED using periodic boundaries on system sizes 4× 4 (red) and
8 × 4 (blue) for fillings ν = 1/2 (a), ν = 1 (b), ν = 3/2 (c), and ν = 2 (d). In
panel (a) the RCMF plateau is computed using an 8× 4 cluster, while the RCMF
results using a 4× 4 cluster (which is employed for all other fillings) are shown as
a black dashed line.
phases are quasi-one-dimensional analogues of fQH phases, which continuously develop into their
two-dimensional counterparts as the circumference of the cylinder is increased [178, 179, 180, 181].
A similar case has been discussed in the 1 + 1-dimensional two-leg ladder with an additional
external parameter in Ref. [181].
While showing the same general trend, the single particle gaps predicted by ED for the
fractional phases in Figs. 10.11a and 10.11c are significantly larger than the ones predicted by
RCMF using a 4×4 cluster, which tends to underestimate long-range-entangled phases. However,
when employing an 8× 4 cluster for low densities (see Sec. 10.3.2), the results on the ν = 1/2
plateau show excellent agreement with ED. Unfortunately, for the ν = 3/2 plateau such a cluster
size is out of reach for RCMF, and also ED appears to not be converged with system size, such
that we can only conclude that the phase boundaries of the fractional phase at ν = 3/2 lie in
between the ones found with ED and RCMF.
In the isotropic two-dimensional system, the fQH phase at filling ν = 1/2 predicted by other
methods [33, 81, 80, 82, 83, 170] is found to be slightly metastable in RCMF (see Chapter 9).
However, seeing the scaling when increasing Cx to 8, we expect that an 8× 8 cluster would be
needed to fully capture the groundstate behavior at ν = 1/2 in the two-dimensional case. Finally,
we note that both our RCMF results and our ED results do not point to a gapped phase at filling





In this thesis, we derived and benchmarked several different self-consistent schemes for the
numerical treatment of interacting bosonic lattice systems. As these methods are – although
approximate – highly flexible and numerically simple, the aim is to apply them to systems where
path integral quantum Monte Carlo (QMC) simulations [47, 48, 49] are subject to a sign-problem
(e.g. in the presence of gauge fields [37, 38, 39] or spin-orbit coupling [50, 51, 52]) and the
density matrix renormalization group (DMRG) [55, 56, 57, 58, 59] cannot be applied (i.e. in
high dimensions or in the presence of critical phases). The main concept that the self-consistent
methods presented in this work have in common, relies on the solution of the full lattice problem
in the thermodynamical limit by means of an exactly solvable auxiliary system, dubbed reference
system, sharing the same interaction (and disorder distribution).
In order to filter out the essential degrees of freedom such a reference system should have to
yield a good accuracy, we developed the Bogoliubov+U theory (B+U). B+U uses a single-site
Hamiltonian as reference system, which contains just three variational parameters, controlling
the condensate, the particle density, and the pair creation/annihilation of depleted particles,
respectively. We were able to reproduce the zero-temperature phase diagram and thermodynamic
observables of the three- and two-dimensional Bose-Hubbard model (BHm) [9, 11] in excellent
agreement with numerically exact QMC data [47, 48, 49, 87], while at finite temperature the
method looses accuracy.
Next, we turned to the self-energy functional theory (SFT), a non-perturbative framework
previously developed for fermions [70, 71, 72, 73]. We systematically extended SFT to include the
possibility of a broken U(1)-symmetry, deriving a functional which depends on the self-energies
of the one- and two-point propagators, i.e. the condensate and the connected Green’s function.
The SFT approximation then consists of replacing the self-energies of the lattice system by their
counterparts from the reference system. While we showed that SFT reduces to bosonic dynamical
mean-field theory (BDMFT) [62, 63, 64, 65, 66, 67] in a certain limit, it represents a more
general variational scheme where the reference system can be parametrized freely (as long as it
shares the same interaction and disorder distribution of the lattice), allowing for the construction
of diagrammatically sound approximations that are quantitatively precise and controlled, but
remain computable by modest means.
By using the same reference system as in B+U, we were able to accurately reproduce QMC
data both at zero and finite temperature in the BHm. We also investigated the frustrated BHm
with additional diagonal next-nearest-neighbor hopping, which is beyond the reach of QMC due
to the sign-problem. Furthermore, we computed the high-energy features of spectral functions,
which also cannot be computed in QMC as it is restricted to the imaginary-frequency axis and
has to resort to analytic continuation for real-frequency quantities [53, 54].
We then extended SFT to the case of disordered lattice systems, deriving a functional that
depends only on the self-energies of the disorder-averaged interacting propagators. By using
the same reference system as in the clean model, we investigated the BHm in the presence of
local uncorrelated disorder on a cubic lattice [9, 14, 15, 16]. We showed that the method remains
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very accurate for low disorder, and in the case of strong interactions. If the disorder dominates
over both the interaction and the non-interacting bandwidth, however, the restricted variational
subspace of the reference system is no-longer general enough to stabilize a stationary solution.
By systematically studying local spectral functions and comparing to analytic results in the
atomic limit, we showed that the strongly-interacting Bose glass phase of the disordered BHm is
characterized by different regimes as a function of the disorder strength ∆. With increasing ∆,
sites with local occupations n 6= 1 appear as predicted by the atomic limit, leading to crossovers
between different regimes whenever a new local occupation n is activated. Furthermore, we
showed that the phase transition from the Bose glass to the superfluid at strong interactions is
driven by the percolation of superfluid lakes which form around doubly occupied sites, leading to
a small condensate fraction over an atomic-limit background.
In order to be able to treat also systems with unit cells larger then a single site, we further
derived the reciprocal cluster mean-field method (RCMF). In this method, the reference system
consists of a cluster of sites which is decoupled by the mean-field decoupling approximation
[9, 60, 61] in reciprocal space. Unlike previous cluster mean-field methods [77, 78], it does
not break the translational-invariance of the lattice, leading to more accurate results and
crucially preserving the topological features and symmetries of the non-interacting dispersion.
We benchmarked the method on the BHm with hard-core bosons and on a two-leg ladder in the
presence of artificial gauge fields [159, 158], showing excellent agreement with numerically exact
data.
We then proceeded to investigate the strongly-interacting Harper-Hofstadter-Mott model
(HHMm) [18, 19, 20, 21] by combining RCMF and exact diagonalization (ED) [33, 80, 81]. For
the two-dimensional model with hopping-anisotropy we observed a groundstate phase diagram
featuring band insulating, striped superfluid, and supersolid phases. At finite anisotropy and
integer filling we further found anisotropic gapless uncondensed liquid groundstates. At fractional
filling we observed metastable fractional quantum Hall (fQH) phases, predicted as the groundstate
by other methods [33, 80, 81, 82, 83, 84]. As RCMF tends to overestimate condensed phases this
is most likely related to the finite size of the reference system.
Finally, we turned to the strongly-interacting HHMm on a quasi-one-dimensional lattice
consisting of a single magnetic-flux-quantum in one direction. We found that the quasi-one-
dimensional geometry stabilizes gapped phases, whose topological features are analyzed through
a newly introduced topological vector hk,q. We found quasi-one-dimensional analogues of fQH
phases at fillings 1/2 and 3/2 and unconventional gapped non-degenerate groundstates at filling
1 (characterized by a quantized odd “fermionic” Hall conductance) and filling 2 (with total zero
Hall conductance, but characterized by the quantized transverse transport of a single particle-
hole pair as Hall response). By systematically comparing RCMF and ED, which approach the
thermodynamical limit from opposite sides (the first method favours gapless, the second one
gapped phases), we were able to give conclusive quantitative answers on the phase boundaries of
the gapped phases.
In the future, SFT could also be used in combination with cluster reference systems. This
can be done in the spirit of the variational cluster approximation used in SFT for fermions
[76] and U(1)-symmetric bosons [75], while RCMF provides insight on how to treat the U(1)-
symmetry-breaking field on clusters. This would enable the study of systems with non-trivial
unit cells (such as the HHMm) in the thermodynamic limit with higher accuracy. It further
would allow for the systematic study of spectral functions and the effect of finite temperature or
disorder in such systems. The bosonic version of SFT could further be extended to the study of
out-of-equilibrium problems. Here, however, it would most likely encounter the same technical
difficulties as recently observed in the fermionic version [129, 130]. While being (slightly) less
accurate, RCMF is numerically extremely simple. As it systematically overestimates condensed
phases, while ED does the opposite, the combination of RCMF and ED provides a promising
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venue for the numerical simulation of bosonic lattice systems with larger unit cells. Where
the two methods agree, the results can be considered to be under control. Another interesting
venue for RCMF is its extention to out-of-equilibrium following the time-dependent variational
Gutzwiller framework [193, 194, 195], enabling the study of short-time and steady-state dynamics







Tensor traces: notation and
high-frequency tails
A.1. Imaginary time tensor products
The effective action formalism involves imaginary-time first and second order tensors, such as F
and G0. The product Cαβ(τ, τ ′) of two second-order tensors Aβα(τ, τ ′) and Bβα(τ, τ ′), C = AB, is
defined as the sum over one super-index and an integration in imaginary time









while the product Rα(τ) of a first-order tensor Fα(τ) and a second order tensor Aβα(τ, τ ′),






dτ¯ Aαγ (τ, τ¯)Fγ(τ¯) . (A.2)
Hence, the scalar S, given by the sandwiched product S = R†AF of two first-order tensors
R†α(τ) and Fα(τ) with a second order tensor Aαβ(τ, τ ′), becomes





dτdτ ′R†α(τ)Aαβ(τ, τ ′)Fβ(τ ′) . (A.3)
In equilibrium first-order tensors are time independent, Fα(τ) = Fα, while second-order
tensors are time-translation invariant, A(τ, τ ′) = A(τ − τ ′). Thus, second-order tensors can be











where ωn = piβ (2n+ϑ) with ϑ = (1− ξ)/2 and ξ = ±1 for bosons and fermions, respectively [197].













which simplifies to Fα(τ) = Fα and Fα(iωn) =
√
βδn,0Fα.
For spatially translation-invariant systems, first-order tensors are position independent, Fα(τ) =
Fri,η(τ) ≡ Fη(τ), while second-order tensors are invariant under simultaneous translations of the
lattice vectors ri and rj
Aαβ(τ − τ ′) = Ari,ηrj ,ν(τ − τ ′) = Aην(ri − rj , τ − τ ′) . (A.8)










eik·rAην(k, τ) , (A.10)
where N is the number of lattice sites. Accordingly, first-order tensors only contribute at zero
momentum
Fη(k, τ) = δk,0
√
NFη(τ) , (A.11)
as they again transform as [198]




e−ik·rFη(r, τ) , (A.12)




eik·rFη(k, τ) . (A.13)
Thus, in momentum- and Matsubara frequency-space the product relations [Eqs. (A.1), (A.2)












R†ηAην(k = 0, iω0)Fν . (A.16)
A.2. Imaginary time tensor traces
Also the trace of a second-order tensor appears in the Baym-Kadanoff effective action and can






dτdτ ′ δγ(τ − τ ′)Aγγ(τ, τ ′) , (A.17)
where δγ(τ) is the Nambu kernel δα(τ) = δri,η(τ) = δ(τ − (−1)η0+) enforcing normal ordering









µ0+Aµµ(k, iωn) . (A.18)
Note that the trace definition obeys the cyclicity conditions Tr[AB] = Tr[BA] and S = R†AF =
Tr[AFR†].
The fact that the Nambu-kernel δ(τ − (−1)η0+) is necessary to yield normal ordering can
be understood by taking the trace of a Nambu Green’s function G, given by the time-ordered
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〈bµ((−1)µ0−)b†µ〉 = −2β〈b†b〉 . (A.19)
Here the factor β comes from the integrals over imaginary time, see Eq. (A.17), and the factor
of two comes from the sum over Nambu indices. Thus, the Nambu kernel δγ(τ − τ ′) in the
imagnary-time trace Tr[·] is normal-ordering both diagonal Nambu components of G, producing
the second quantization normal ordered result. This property is central for obtaining the correct
free energy contribution from the 12Tr ln[−G−1] terms in the Baym-Kadanoff functional [Eq.
(4.26)], as will be shown in Appendix A.3.
A.2.1. Reformulation using Matsubara asymptotic form
One possible route for the numerical evaluation of the trace is to compute the sum over Matsubara





µ0+Aµµ(k, iωn) . (A.20)
However, in general, second-order tensors decay slowly with respect to |ωn|, with the asymptotic
behavior Aµµ ∼ (iωn)−1 whenever A has a discontinuity at τ = 0. For a Green’s function
G = −〈b(τ)b†〉 this is generated by the time-ordering operator T in the expectation value
〈·〉 = Z−1Tr[T e−S ·] and the (equal time) commutation relation [b,b†] = σz.
To improve the convergence properties of the Matsubara frequency sum we introduce A, the









(iωn)−p, ωn 6= 0
0, ωn = 0
, (A.22)
with the zeroth frequency mode removed.






[A(k, iωn)−A(k, iωn)]µµ + βAµµ(k, τ = (−1)µ0−)
)
, (A.23)
where the summand in Matsubara frequency sum on the first row now decays as [A −A]µµ ∼
(iωn)−N . Hence, the regularizing exponent factor exp(iωn(−1)µ0+) is no longer needed. The
improved decay in the sum comes at the price of having to evaluate A in imaginary time
Aµµ(k, τ = (−1)µ0−) =
N∑
p=1
[ap(k)]µµQp(τ = (−1)µ0−) , (A.24)
which can be done analytically using the imaginary time form of Qp derived in Appendix A.2.2,
see Eq. (A.33).
The asymptotic form can be used for constructing numerical approximants and to derive
alternate analytic formulas for the trace. For the latter, only the first-order term of the expansion
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where we have used that the Matsubara sum over the asymptotic form including only the first
order term is zero, ∑nA(k, iωn) = a1(k)∑nQ1(iωn) = 0, and that a1(k) is diagonal, which
gives [a1(k)]µµQ1(τ = (−1)µ0−) = [a1(k)σz/2]µµ, see Eq. (A.33).
To numerically calculate tensor traces given A(iωn) at a finite number Nω of Matsubara
frequencies and N high-frequency expansion coefficients ap, the trace is readily approximated as


























which converges asymptotically as ∼ 1/NN+1ω and where the primed sum excludes the zeroth
term (n = 0). For the SFA3 calculations presented in Chapters 6 and 7 we use second order tail
corrections (N = 2) see Appendix A.3.
A.2.2. High-frequency basis functions in imaginary time
The imaginary time form of the high-frequency basis functions Qp in Eq. (A.22) is given by the


















where the summand has been rewritten as a residue and f(z) is the distribution function


























To evaluate the residue, bosons and fermions must be separated, as f(z) contains a simple pole
in the Bosonic case. For Fermions (with ξ = −1) Eq. (A.27) becomes









whose first orders are Q1(τ) = −1/2, Q2(τ) = (2τ − β)/4, and Q3(τ) = τ(β − τ)/4 for τ ∈ (0, β].
While on τ ∈ [−β, β] the functions are anti-periodic, and the first order is a step function, see
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Figure A.1.: High-frequency basis functions Qp(τ) for Fermions (upper panel) and Bosons (lower
panel).
the upper panel in Fig. A.1. For bosons one obtains










yielding the first order terms
Q1(τ) = (−β + 2τ)/(2β) , (A.30)
Q2(τ) = (−β2 + 6βτ − 6τ2)/(12β) , (A.31)
Q3(τ) = τ(β2 − 3βτ + 2τ2)/(12β) . (A.32)
The bosonic functions are periodic on τ ∈ [−β, β] and the first order term is a saw-tooth function,
see lower panel in Fig. A.1. From the bosonic basis functions Qp(τ) we readily obtain the
zero-time limits
Q1(τ = (−1)η0−) = (−1)η/2 ,
Q2(τ = (−1)η0−) = −β/12 ,
Q3(τ = (−1)η0−) = 0 , (A.33)
which are used in the Matsubara sum asymptotic expansion in Eqs. (A.23), (A.24), and (A.26).
A.3. Matsubara trace logarithm
Apart from direct traces of second order tensors, the Baym-Kadanoff functional in Eq. (4.26)
also contains the term Tr ln[−G−1], i.e., the trace of the functional logarithm of the interacting
Green’s function. In the non-interacting limit only this term remains and yields the free energy
up to an infinite regularization factor.
To derive a closed formula for the trace log and the regularization factor reproducing the
non-interacting limit we introduce the trace log functional Λ[G],
βΛ[G] = 12Tr ln[−G
−1]− C∞ , (A.34)





−β1, ωn = 0
σz
iωn
, ωn 6= 0
. (A.35)
As we will see (Eq. (A.41)), this definition of C∞ imposes that the trace log functional Λ[G]
correctly yields the free energy in the non-interacting case. Since C∞ is constant it will have no
effect on the variations of the SFT functional.
































where c1 = σz, c2 and c3 are the three first coefficients in the high-frequency expansion of G
[Eq. (A.21)].














To show that the trace log functional βΛ[G] is correctly regularized as to reproduce the


































ln(1− e−βk) , (A.40)
where in the last step we have used the relation (β)−1∏′n iωniωn− = [2 sinh(β/2)]−1, see e.g. Ref.
[199]. Thus, for a free Green’s function G0 the regularized trace log functional Λ[G0] is equal to




ln(1− e−βk) = βΩ0 , (A.41)
confirming the ansatz in Eq. (A.35) for the regularizing tensor R. An intuitive understanding of
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Figure A.2.: Convergence of the lattice Green’s function trace log Λ[G, Nω] in Nω at U = 20 and
µ/U = 0.4 (with baseline Λ¯ = Λ[G, Nω] with Nω = 5 · 104) for both the superfluid
at T/J = 1 (blue squares) and the normal phase at T/J = 10 (green circles), for
reference N−3ω is also shown (black line).

















I.e., the regularization det
√−R−1 corresponds to the functional determinant of the free inverse
propagator, det
√−R−1 = β−1 det′√σz∂τ , where the primed determinant indicates removal of
all nullspace-eigenmodes of the argument.
In the SFT calculations presented here we use a second order high-frequency expansion and a
finite number Nω of Matsubara frequencies [Eq. (A.26)] which from Eq. (A.38) gives the trace
















where q2 is the second-order coefficient in Eq. (A.37), q2 = σzc3 − (σzc2)2/2. Equation (A.42)
converges cubically with N−3ω , such that for the lattice Green’s function trace log in both the
normal and super-fluid phase at the parameters used in Fig. 6.4 we reach a precision of 10−9
with Nω = 103 and 104 respectively, see Fig. A.2.
A.4. High frequency tail expansions
To evaluate the self-energy functional to high precision we use tail-corrected Matsubara traces
as described in Appendix A.2. This procedure requires the high-frequency tail coefficients of
all Green’s functions and self-energies. The details on how to obtain these coefficients for the
reference system and the lattice system are detailed in this Appendix.
A.4.1. Hamiltonian reference system
For a reference system which is given by a finite-dimensional Hamiltonian the expansion can
be calculated exactly. Formally, the high frequency tail of a Matsubara Green’s function, i.e.
the 1/(iωn)k expansion, can be obtained from the imaginary-time Green’s function by partial
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where the ck are the high-frequency tail expansion coefficients. Derivatives of the Green’s function
can be obtained directly from the imaginary-time expression
G(τ) = −〈b(τ)b†(0)〉 = − 1ZTr[e
−βHeτHbe−τHb†] , (A.44)
or, equivalently, from the equation of motion of the operator b(τ), ∂τb(τ) = [H,b(τ)]. The first
and kth order derivatives take the form
∂τG(τ) = −〈[H,b(τ)],b†〉 ,
∂kτG(τ) = −〈[[H,b(τ)]](k),b†〉 , (A.45)
where [[H,b(τ)]](k) = [H, ...[H, [H,b(τ)]] is the kth order left side commutator of H with b(τ).
For the specific imaginary times τ = 0+ and β− the time ordering can be made explicit yielding
the static expectation values
∂kτG(0+) = −〈[[H,b]](k)b†〉 ,
∂kτG(β−) = −〈b†[[H,b]](k)〉 . (A.46)
Combining these two relations the coefficients ck of the high-frequency tail expansion can be
written in terms of the static expectation value
ck+1 = (−1)k[ξ∂kτG(β−)− ∂kτG(0+)] = (−1)k+1〈[ [[H,b]](k),b†]−ξ〉 . (A.47)
A.4.2. Lattice system
Consider the free Nambu Green’s function G−10 (z) = σzz − 1h (with z = iωn, for brevity).























Similarly, for a general Nambu Green’s function G with high frequency expansion G(z) = ∑∞p=1 cpzp ,


















−σzc4σz + σzc2σzc3σz + σzc3σzc2σz − (σzc2)3σz
)
+O(z−3) , (A.49)
where we have used the fact that c1 = σz. Combining these relations allows us to write down
the high-frequency expansion of the self energy, Σ(z) = ∑∞p=0 spzp , in terms of the high-frequency
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expansion coefficients cp of the Green’s function














Hence, the lattice Green’s function G(k, z) with a momentum independent self energy Σ,
G−1(k, z) = σzz − Ek −Σ(z), has the tail expansion
G(k, z) = σz
z





σzs1σz + [σz(Ek + s0)]2σz
)
+O(z−4) , (A.51)
where Ek = 1(k − µ).
A.5. Canceling functional derivatives of TˆPV
In order to check that there are not any implicit dependencies of the functional TˆPV on Gt,0,0 or
F, we rewrite Eq. (7.38) in terms of Gt,0,0 and F as


























The variation in G−1t,0,0 yields























† [Gt,0,0]2 (F− S¯), (A.53)
which by the short-hand notations introduced in Eqs. (7.33), and (7.34) can be rewritten as














ˆ¯Φ† ˆ¯Φ = 0, (A.54)












. Note that - as opposed to the arithmetical average - the geometrical
average used in the context of fermionic DMFT [151, 152, 153, 154] would not commute with the
trace operator Tr in Eq. (A.54) and therefore break the universality of the functional TˆPV . As
pointed out in Ref. [156] for fermions, the geometrical average introduced in DMFT, therefore
appears to be incompatible with SFT. The variation of TˆPV in F yields
δTˆPV [S¯, Σ¯, {Sη,Ση}]






which using Eq. (7.33) can be rewritten as









A.6. Poles in the connected Green’s function
The arithmetically averaged connected Green’s function of the lattice, G¯, depends on momentum
k only through the non-interacting dispersion k and can thus be parametrized in the single-
particle energy  as G¯(iωn, ) = G¯(iωn,  = k). In terms of a local disorder-averaged self-energy
Σ¯ (such as the one used in the SFA3 reference system) it can be written as
G¯(iωn, ) =
[
σziωn + (µ− ) 1− Σ¯(iωn)
]−1
. (A.57)




















√∣∣∣Σ¯01(iωn)∣∣∣2 − ω2n − Im [Σ¯00(iωn)]2 and Σ¯νν′ are the Nambu-components




k ≤ p±(iωn) ≤ max
k
k , (A.59)












In the absence of U(1) symmetry-breaking Σ¯01(iωn) = 0, and G¯ can only have a simple pole




Σ¯, iωn 6= 0
]
is always imaginary. In the superfluid
phase, where
∣∣∣Σ¯01(iωn)∣∣∣ > 0, the poles p± of G¯ can be located at any Matsubara frequency.
However, the superfluid SFT groundstates we observe only develop simple poles at zero
frequency (in specific parameter ranges). This happens in the superfluid phase for strong disorder
∆ &W and in the Bose glass phase close to the superfluid phase boundary, see the grey regions
in Figs. 7.2 and 7.5. In the clean system, such a pole arises only in the U(1)-symmetry-preserving
solution (i.e. the Mott insulator) when this solution is metastable (i.e. when the groundstate is
superfluid), signaling an instability towards U(1)-symmetry breaking. In the case studied here,
which is no-longer homogeneous, as discussed in Sec. 10.4, the pole is related to the appearance
of isolated quasi-condensates on the lattice.
Remarkably, although the poles make non-local quantities such as, e.g., nk = −
∑
n TrG¯(iωn, k)/2β
diverge at certain values of k, the pole can be treated semi-analytically in the computation of
local quantities, as we will show in the following.
The central quantity where the lattice Green’s function enters in the SFT functional of Eq.




, which – as shown in Appendix A.3 – is only defined















where R is the regularization function
R(iωn) =
{
−iσz/ωn, n 6= 0,



























where D() is the single-particle density of states, and Q(iωn) is the reguarlization function
Q(iωn) =
{
ω4n, n 6= 0,
β−4, n = 0. (A.64)
In order to evaluate the integral in Eq. (A.63) numerically, the dispersion is discretized on the
energy grid  = m. Using the linear interpolation
D˜m() =
D(m+1)−D(m)
m+1 − m +D(m) (A.65)











d Im(, iωn) , (A.66)
where the integrand is given by









If the interval [m, m+1] does not contain the poles p±(iωn), the mth summand of Eq. (A.66)
can be straight-forwardly integrated analytically. Also in the presence of a pole, m < p < m+1,
this term is integrable, and can be computed analytically by dividing up the interval into two








d Im . (A.68)
Also in the presence of poles (i.e. quasi-condensates) in the connected Green’s function, the SFT
functional therefore remains well-defined.
A central local observable that is directly computed from G¯ is the density per site n, given by
Eq. (7.73) and thereby by the sum











d D˜m()G¯00(iωn, ) , (A.69)
where in the last step we have used Eq. (A.65). Using Eq. (A.60) the Green’s function component
G¯00 can be expressed as
G¯00(iωn, ) =





Again, if [m, m+1] does not contain p±(iωn), the mth summand of Eq. (A.69) can be integrated
analytically. If a pole p is present, the expression (A.69) is an integral over a simple pole, which
however can be integrated analytically using the limit∫ m+1
m








dD˜m()G¯00(, iωn) , (A.71)
which ensures that the two divergent parts of the integrals cancel each other out, giving a finite
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result.
The same procedure can also be applied when computing the kinetic energy, which by Eq.
(7.73) is given by









B.1. Comparison of reciprocal cluster and
cluster Gutzwiller mean-field methods
In Fig. B.1 we compare the density, condensate density, and free energy of the Harper-Hofstadter-
Mott model (HHMm) for tx = ty as a function of the chemical potential µ computed with RCMF
and CGMF [77]. While the densities appear to agree nicely, there are strong deviations on the
level of the condensate density, due to the different treatment of the symmetry-breaking field.
In fact the condensate and density modulations within CGMF feel a strong influence of the
boundaries and show no translational invariance or periodicity within the cluster. Furthermore,
while the condensate density found with RCMF shows a kink at density n = 1/8 - indicative of
the close proximity in energy of the fractional quantum Hall state at ν = 1/2 - CGMF seems
to miss this feature. Throughout the simulation the free energy found with RCMF is lower
than the one found with CGMF. As both methods are variational - in the sense that the exact
groundstate energy is approached from above - RCMF appears therefore to converge to a more
precise solution.
This discrepancy in the variational energy becomes much more pronounced for increasing
hopping anisotropy, as RCMF preserves translational invariance, while CGMF treats sites
differently depending if they lie on the boundary or not. In the case of very low hopping in one
direction (e.g. tx  1) the CGMF cluster reduces to weakly coupled chains which are treated on
different levels: the ones that lie on the “boundary” couple to the symmetry-breaking field on
each site, while the ones which are not on the boundary couple to the field only on the open ends.
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Figure B.1.: (a-b): Density (a), and condensate density (b), of the HHMm for tx = ty as a
function of the chemical potential µ. The results were computed with RCMF (black)
and CGMF (blue, dotted). (c) Difference in free energy between the RCMF and
CGMF solutions ΩRCMF − ΩCGMF.
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Figure B.2.: (a-b): Condensate density (a), and free energy (b), of the Harper-Hofstadter-Mott
model for µ = 0 as a function of hopping anisotropy. (c-d): Condensate density (a),
and free energy (b), of the Bose-Hubbard model for µ = 0 as a function of hopping
anisotropy. The results were computed with QMC (black squares), RCMF (black
line) and CGMF (blue dotted line).
This leads to increasing artificial density and condensate-density modulations and a decrease in
precision. RCMF on the other hand does not run into this problem.
This can be seen in Fig. B.2, where we show how the difference between the RCMF and CGMF
results increases with hopping anisotropy. Both in the HHMm and the Bose-Hubbard model the
free energy found with RCMF is considerably lower than the one found with CGMF. Further the
RCMF results agree better with the quantum Monte Carlo (QMC) data in the Bose-Hubbard
model.
B.2. Topological properties of the
Harper-Hofstadter-Mott model
Since RCMF does not give direct access to the many-body groundstate of the infinite lattice,
nor to dynamical quantities, there is no way to directly compute the many-body Chern number
of the system. Instead, we make use of the properties of the lattice to indirectly measure the
topology of the groundstate using the hˆk,q vector introduced in Sec. 9.1.
In our RCMF approach Eq. (8.12) reduces to Ω = Ω′ in the absence of U(1) symmetry-breaking.
Computing hˆk,q in the phases with F = 0 by taking expectation values for the discrete momentum
values of the cluster (K and Q) then is equivalent to taking the same expectation values with
respect to the infinite lattice. By looking at the values of hˆK,Q at these discrete momenta and
extrapolating its rotation on the infinite lattice, we are thereby able to measure the topology
of the infinite lattice in a way that is not limited by finite-size effects. This is shown in Fig.
B.3a, where the hˆk,q vector is compared in a 4× 4 and 8× 4 periodic system, respectively, for
filling ν = 2 and (tx − ty)/tmax = −0.5, yielding excellent agreement. In Figs. B.3b and B.3c we
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Figure B.3.: (a) Values of the h vector as a function of momentum for tx/ty = 0.5 and ν = 2,
on a 4× 4 (full lines) and 8× 4 (dashed lines) system. (b) Values of the h vector as
a function of momentum for ty/tx = 0.2 and ν = 1/2, on a 4× 4 system. (c) Values
of the h vector as a function of momentum for ty/tx = 0.2 and ν = 3/5 on a 5× 4
system. (d) Response of the momentum-values of hk,q to the boundary twisting
angle θx ∈ [0, 2pi] on a cylinder geometry (θy = 0) for tx/ty = 0.2 and ν = 1 on a
4× 4 system, where the dashed lines indicate θx 6= 0, while the coloring indicates
the value of k + θx/Lx.
show the precession of hˆk,q for filling ν = 1/2 on a 4× 4 system, and ν = 3/5 on a 5× 4 system.
At ν = 1/2 the system is in a fQH phase showing a topological winding. At ν = 3/5, where
for bosons no fQH phase is possible, the vector does not show any closed loop and has a net
geometric angle of zero.
By using twisted boundaries in x-direction (i.e. varying θx), while keeping θy = 0, we measure
the response of the vector hˆk,q on a cylinder to a magnetic flux piercing the system in y-direction
in Fig. B.3d. As discussed in Secs. 9.1 and 10.2, under the insertion of a flux of Φy = θx = 2pi,
the winding of the vector indicates an adiabatic translation of the manybody groundstate by one
site in y-direction. For ν = 1 (shown in Fig. B.3d) this translates into a quantized transverse
transport of a single particle around the periodic boundaries in y-direction, while for ν = 3 a
single hole is being transported. In the case of ν = 2 the total charge transport is zero, as a
particle-hole pair is transported.
We further analyze the stability of the winding number against local perturbations. To that
end we introduce a local shift in chemical potential ∆, such that the chemical potential is shifted
on site (X,Y ) = (0, 0) on the cluster, i.e.
µX,Y = µ−∆δX,0δY,0. (B.1)
In Fig. B.4 we show the response of the uncondensed phases on a 4 × 4 system at ν = 2 to
this local perturbation. As can be seen in Fig. B.4a, while the individual momentum values of
the hk,q-vector change with the strength of the perturbation ∆, the total winding of the vector













































Figure B.4.: Stability of the winding against local perturbations. (a) Winding of the hk,q-vector
for ν = 2 at tx/ty = 0.4 and µ = 0 for different perturbation strengths ∆ [see Eq.
(B.1)]. (b) and (c) Sweeps in chemical potential of the condensate density nc and
the total density n at (tx − ty)/tmax = −0.6 and ∆/tmax = 0 (black), ∆/tmax = 0.5
(red dashed), and ∆/tmax = 1.2 (blue).
gap (i.e. the size of the plateau) decreases (see Figs. B.4b and B.4c). At larger values of ∆ the
phase has a non-zero condensate order parameter. A similar behavior can also be observed in the
ν = 1, 3 phases. In the full two-dimensional system we expect this robustness to vanish as the
system-size is increased and the manybody gap goes to zero. In the cylindrical geometry however
this points to a stability of the winding against disorder, indicative of topological protection.
B.3. Periodic boundary conditions vs. finite
size clusters
As we want to project the full lattice system of Fig. 9.1a onto a finite cluster with periodic
boundaries, i.e. with Ψ(x+ Lx, y) = Ψ(x, y + Ly) = Ψ(x, y), we are restricted to cluster sizes of
Lx × Ly = m4 × n4 with integers n and m. This can easily be seen from the following effect:
On a cluster of size Lx × Ly under the gauge of Fig. 9.1a, a particle hopping along the periodic
boundary in x-direction, i.e. (x, y)→ (x+ Lx, y) will pick up a phase of φx(y) = LxΦy. For a
flux of Φ = 2pi/NΦ this will be equivalent to a global phase in x−direction of φx = 2pim only if
Lx = mNΦ, while any other choice of Lx would introduce some additional artificial magnetic
fields in the finite system, which cannot be gauged away through an additional boundary-phase,
i.e.
Ψ(x+ Lx, y) = eiφx(y)Ψ(x, y). (B.2)
Another way to look at the same effect is the following: the dispersion for Φ = pi/2 shown in
Fig. 9.1b, has 4 minima in k-direction. Any lattice with Lx 6= m4 would therefore break this
4-fold degeneracy of the non-interacting groundstate. In the y-direction any value of Ly 6= n4
would split up the 1× 4 unit cell. A more general discussion of this effect can be found in Ref.
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In the limit of large finite systems (or in the continuum limit Φ 1) this effect can be neglected,
as a weak perturbation would not affect the system, especially in the case of topologically robust
phases. In the system sizes which are accessible to us, however, such strong boundary effects
will heavily affect the eigenstates for system sizes different from m4 × n4. In fact in such
“incommensurate” cluster sizes, gauge invariance is suddendly lost leading to different results for
different gauges. In commensurate lattice sizes, on the other hand, the Hofstadter model retains
its gauge invariance.
B.4. Current-current correlations
In the uncondensed phases which we discuss in Sec. 9.4 the current within the system is zero.
However, as the system is not band insulating and the kinetic energy is non-zero this must result
from two counter-propagating modes which cancel each other out. We can analyze these modes
by measuring current-current correlations between neighboring bonds. By Eq. (9.13) we can
write the currents on the full lattice Jx/y as expectation values of lattice-operators Jˆx/y with
respect to the RCMF Hamiltonian, i.e.
Jx/y(x, y) = 〈Jˆx/y(x, y)〉












Jˆx(x, y)Jˆy(x, y − 1)
〉
These three quantities are enough to describe the current patterns depicted in Fig. 9.6d: if
∆Jx,x(x, y) is positive the currents Jx(x, y) and Jx(x+ 1, y) point in the same direction, if it is
negative they point in opposite directions. The same is also true for ∆Jx,y(x, y) and ∆Jx,y-1(x, y).
Assuming a finite current in +x direction on a given site (x, y) and extracting the sign of the
currents on the neighboring bonds through the correlations introduced above, one can therefore
easily draw one of the two counter-propagating current patterns. The other pattern results from
simply inverting the direction of all currents.
B.5. Filling ν = 2/3
Jain’s sequence [32], a composite fermion approach to the HHMm (see Sec. 2.4.3) predicts a
series of gapped phases at fillings ν = p/(p+ 1) for integer p. In this picture the fQH phase at
filling ν = 1/2 is equivalent to the first state of Jain’s sequence at p = 1. The bosonic quantum
Hall phase at ν = 2 with σxy = 2 is equivalent to p = −2. Note that it does not exist for Φ = pi/2
with hard-core bosons (the charge-conjugation symmetry of Eq. (10.3) imposes σxy = 0 at ν = 2),
but was measured for lower fluxes in Ref. [82].
Ref. [82] further reports on a gapped phase at filling ν = 2/3 and no hopping anisotropy at
flux Φ = pi/2, equivalent to the next state in Jain’s sequence after the ν = 1/2 fQH (i.e. p = 2),
i.e. Halperin’s (211) state, which we do not observe in RCMF. We therefore turn to the ED
spectrum of system sizes Lx × 4 with Lx = 6, 9 and 12 to look for signatures of a gapped phase
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Figure B.5.: Comparison of the ED spectra at fillings ν = 2/3 and ν = 1/2. (a) and (b):
Eigenvalues as a function of momentum sector K at tx = ty and system sizes 6× 4
(red) and 12× 4 for fillings ν = 2/3 (a) and ν = 1/2 (b). (c) Many-body gap of the
fractional phase at ν = 1/2 (red) and gaps at ν = 2/3 between the lowest and the
first excited state (blue, dashed) and between the lowest and the third excited state
(black) as a function of Lx.
a clear indication of a three-fold degeneracy of the ground-state expected for Halperin’s (211)
state.
In Fig. B.5c the distance between the lowest and the degenerate second and third eigenstate is
shown as a function of Lx. While it generally decreases (and goes almost to zero at Lx = 9), so
does the gap between the third and the lowest eigenstate (which would be the many-body gap in
case the ground-state were truly three-fold degenerate). For comparison, we show in Fig. B.5b
the spectrum for ν = 1/2 for the same system sizes. Here, as expected, the ground-state is
two-fold degenerate, and the many-body gap to the first excited state is considerably larger
(around 1/4 of the hopping). In line with RCMF, the ED results do not seem to point toward
the existence of a gapped state at filling ν = 2/3.
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