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Abstract
We analyse the performance of different limited-memory quasi-Newton methods for un-
constrained DNS-based optimization. Optimization based on Direct Numerical Simulation
(DNS) of turbulent flows is extremely expensive, as functional and gradient evaluations re-
quire the simulation of Navier–Stokes and adjoint Navier–Stokes equations with high space
and time resolution. Nowadays, simple and robust nonlinear conjugate gradient methods are
generally used for DNS-based optimal control, as they do not require much memory over-
head in a large control space. In the current study, we investigate the use of quasi-Newton
methods instead. They combine a cheap approximation of the Hessian to improve step
direction and step length, leading to faster convergence of the optimization. Since control
spaces are often large in DNS-based optimization, we investigate only limited-memory quasi-
Newton methods. Three methods are studied, i.e., the discrete truncated Newton method,
the limited-memory BFGS method, and the damped L-BFGS method. The latter method
is designed for constrained optimization, but can also address unconstrained problems. Fur-
thermore, the damped L-BFGS method only requires the Armijo condition in the line search,
not the Wolfe conditions, limiting expensive functional and gradient evaluations. We inves-
tigate the combination of the three quasi-Newton methods with three different line-search
methods either based on bisection, quadratic interpolation, or cubic interpolation. Initially,
all possible combinations are evaluated in a test problem that is based on the extended
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Rosenbrock function. The three best performing methods are further tested in two different
DNS-based optimal control cases in a turbulent channel flow at Reτ = 180. This reveals
that the damped L-BFGS method in combination with a cubic line search performs best,
closely followed by classical L-BFGS with cubic line search. Though the damped L-BFGS
often requires a few more iterations to reach convergence, this is compensated by a more cost
effective line search, with fewer functional and gradient evaluations. Moreover, compared to
the conjugate-gradient method, damped L-BFGS speeds up convergence by a factor of four.
Keywords: DNS-based optimization, quasi-Newton method, limited-memory BFGS,
damped L-BFGS, truncated Newton method, turbulent flow
1. Introduction
In recent years, the use of adjoint-based optimal control of Direct Numerical Simulations
(DNS) or Large-Eddy Simulations (LES) has gained increased interest in areas such as drag
reduction in turbulent boundary layers [1], noise reduction [2–4], turbulent mixing [5–7],
or wind-farm energy extraction [8]. The main challenge for these types of optimal control
studies is the large computational costs involved for the optimization of the controls. This
requires multiple function evaluations that are based on a full DNS or LES, in combination
with adjoint-based gradient evaluations, making optimal control several orders of magnitude
more expensive than a standard DNS or LES. Nowadays, the method of choice in these
applications is the Polak–Ribie`re nonlinear conjugate-gradient method in combination with
a Brent line search, as first used by Bewley et al. [1] in the context of DNS-based optimal
control. In the current study, we focus on a comparison of a number of alternative gradient-
based optimization methods, concentrating on the total cost in terms of the required number
of direct numerical and adjoint simulations for convergence of the optimization problem. To
that end, we concentrate on a range of quasi-Newton methods, including the limited-memory
BFGS method [9], the damped limited-memory BFGS method [5], and the truncated Newton
method [10], all combined with various line-search algorithms.
DNS-based optimal control involves optimization problems that are constrained by the
Navier–Stokes equations (see, e.g., [11–14]). In some PDE-constrained optimization prob-
2
lems, the partial differential equations are included explicitly as a constraint in the optimiza-
tion formulation (see [15] for a discussion). However, in case of DNS (or LES), the state
space is too big for this to be practicable, and the optimization cost functional is formulated
in a reduced form in which the direct numerical simulation is used as an implicit function
to evaluate the effect of the controls on the objective functional [16, 17]. The gradients of
the reduced cost functional are evaluated using an adjoint DNS. In this setting, DNS-based
optimization problems are in most cases unconstrained, i.e. in view of cost and complexity,
no additional constraints on controls or states are presented (exceptions are, e.g., found in
Refs. [5–7]). Therefore, in the current work, we investigate the efficiency of unconstrained
DNS-based optimization problems only.
The efficiency of optimization algorithms is measured by their ability to find the optimal
solution in a reasonable amount of time and can be assessed by evaluating the computa-
tional cost per iteration and the number of iterations required. In DNS-based optimization,
the dominant cost is related to the repeated simulations of the Navier–Stokes equations,
and adjoint Navier–Stokes equations for evaluations of the cost functional and its gradient.
Therefore, efficiency is directly related to the number of functional and gradient estimations
necessary in the optimization process. Moreover, given the large computational cost of DNS-
based optimal control, the optimization algorithm is often stopped well before convergence,
so that the number of functional and gradient evaluations per unit of cost functional improve-
ment are also important. In this context, non-linear conjugate-gradient and steepest-descent
methods are well suited, as they are simple in implementation, and efficient when only a few
iterations are considered. However, these methods yield information on the step direction,
but do not provide a step size estimate. To that end, a line search is used. For the Polak–
Ribie`re non-linear conjugate-gradient method, a new descent direction is only guaranteed
when the line search is converged to its minimum [18], often requiring many iterations (note
that, e.g., an adaptation of the Wolfe conditions [18] or different non-linear conjugate gra-
dient versions [19, 20] alleviate this problem). It is well known that the use of curvature
information, next to gradient information, in quasi Newton methods can significantly speed
3
up optimization algorithms [18]. In contrast to non-linear conjugate-gradient methods, such
methods do provide a step-length estimate.
The use of Newton methods in gradient-based optimization requires the Hessian of the
cost function. In the context of DNS-based optimal control, the direct evaluation of the
Hessian is computationally infeasible. Moreover, in control spaces with a large number of
degrees of freedom, the storage in memory can become prohibitive. Instead, limited-memory
representations of the true Hessian can be approximated using a recursion formula, such as
the so-called limited-memory BFGS method [18]. In addition, Hessian-free inexact Newton
methods are often considered in this context [21, 22]. In nonlinear problems, the step length
provided by (quasi-)Newton methods does not always guarantee a descent direction in the
next iteration, so that also for these algorithms, an additional line search is sometimes
required. The efficiency of this line search method is also of importance. In the limited-
memory BFGS (L-BFGS) method, the step length has to satisfy the strong Wolfe conditions
to ensure convergence of the algorithm [18]. To check these conditions, an additional function
and gradient evaluation are required for every iteration in the line-search method. Therefore,
we will also consider a damped L-BFGS method [5] in the current work. Although damped
L-BFGS methods are designed for constrained optimization problems (e.g. in combination
with an SQP algorithm), they can also be used in unconstrained problems, having the
advantage that the step length in the line search only needs to satisfy the Armijo condition,
thus requiring only one additional function evaluation for every line-search iteration. With
respect to line search algorithms, we investigate bisection methods, quadratic line search
methods, and cubic-quadratic methods following the implementation guidelines from Nocedal
[18], Powell [23], More´–Thuente [24], and Dennis and Schnabel [25].
Optimization algorithms are often benchmarked against a range of standard test func-
tions. Classical examples are, e.g., found in Nash and Nocedal [10], or Zou et al. [26]. For
instance, Nash and Nocedal [10] established for a set of 45 different test problems that the
L-BFGS method was more efficient in terms of function evaluations for highly nonlinear
problems compared to the Polak–Ribie`re conjugate gradient method, and a truncated New-
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ton method. However, testing of such algorithms in DNS-based optimal control has never
been performed. In the current work, we follow a two-stage approach. First, we test the
different algorithms and their combination with line search methods based on a standard
optimization benchmark, i.e. the extended Rosenbrock function. From this, we select the
best combination of the different quasi-Newton methods with the line search methods, and
test these for two different types of optimal control problem in a turbulent channel flow.
The work is organized as follows. Section 2 provides the details of the optimization
problem for the turbulent channel flow. Section 3 describes the algorithms used in this
study. The results for the two test optimization cases (Rosenbrock function and turbulent
channel flow) are presented in section 4. Finally in section 5, we present some conclusions.
2. DNS-based optimal control of a turbulent channel flow
In the current section, we focus on the formulation of two different DNS-based opti-
mization problems that are relevant for turbulent boundary layers, and will be used for the
evaluation of the different optimization algorithms in § 4.2. To that end, we select a simple
wall-bounded flow, i.e. turbulent channel flow. The optimal control theory for turbulent
wall-bounded flows by means of DNS (or LES) has been investigated among others with
optimization cost functionals aiming at a decrease of turbulent kinetic energy and drag [1], a
reduction of the skin friction [27], or an increase of total extracted energy by internal forces
[8].
The first optimal control problem that we consider aims at maximizing energy extraction
by optimizing a distributed volume force in the channel. Such an optimal control problem
is, e.g., relevant in optimization of wind-farm boundary layers, where the turbine power
extraction and thrust force can be dynamically steered in space and time [8]. In the current
work, we omit the details of turbine modeling, and compose the problem using simpler volume
forces in a subregion of the domain. A second optimal control problem that is considered,
aims at reducing turbulent kinetic energy, typically with the indirect objective to reduce
total drag [1]. Here we select a control mechanism that is similar to the work by Mamory
and Fukagata [28]. Remark that both optimal control problems are somewhat opposite in
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Figure 1: Computational domain
terms of turbulent flow physics. Where drag reduction is here achieved by reducing turbulent
kinetic energy as much as possible, increasing energy extraction requires sufficient turbulence
levels, as these are important for the transport of kinetic energy towards the forcing region
[8, 29].
Thus, for the first case, we consider the optimization of power extraction from a fully
developed turbulent channel flow by volume force f distributed over a volume Ωc ⊂ Ω, with
Ω the full channel-flow domain (cf. Figure 1 for details). The cost functional is then given
by:
J = −
∫ T
0
∫
Ωc
f · u dxdt + µT (f, u), (1)
where the first part corresponds to the power extracted from the boundary layer over an
optimal control horizon T , and T (f, u) is a penalization term (cf. further discussion below),
weighted with a factor µ. The control force f(x3, t) is a stream-wise body force, which in
the current study does not depend on x1 or x2, and equals to zero in Ω \ Ωc.
For the second case, we consider the reduction of turbulent kinetic energy in the turbulent
channel flow. The problem is formulated in terms of the terminal kinetic energy at the end
of the optimal control time horizon (Similar to Refs. [1, 30]). Thus,
J =
∫
Ω
∥∥u(x, T )− 〈u(x, T )〉∥∥2 dx, (2)
where 〈u(x, T )〉 is the horizontally averaged velocity field. In this case, the control force f
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is a wave-like wall-normal body force, formulated as [28]
f = exp(−
x+3
∆+
)f(kx1, t), (3)
with a fixed penetration length ∆+ = 12.5 in wall units (following the parametric study of
Mamori and Fukagata [28]). Note that the forcing is only added at the bottom wall.
2.1. Problem and reduced problem formulation
Given the cost functionals above, we arrive at the following optimization problem:
min
f,u
J (f, u), (4)
subject to
∂u
∂t
+ (u · ∇)u+∇p−
1
Re
∇2u = f˜ ef in Ω×(0, T ], (5)
∇ · u = 0 in Ω×(0, T ], (6)
u|t=0 = u0 on Ω, (7)
u = 0 on Γ+3 ∪ Γ
−
3 , (8)
where ef is the unit vector e1 in the first optimal control case, and e3 in the second case. The
primal (forward) problem is governed by incompressible Navier-Stokes equations (Eq. 5, 6)
and a proper set of boundary conditions on the walls (Eq. 8), where u is the velocity vector
and p is the pressure. Periodic boundary conditions are imposed in the streamwise (x1) and
the spanwise(x2) directions and no-slip in the normal direction (x3).
To solve the optimization problem, the problem is considered in its reduced form (cf. also
discussion in introduction). The Navier-Stokes equations, denoted symbolically by P(f, u) =
0, are not formulated as an explicit constraint to the optimal control problem above (Eq.
4–8), but they are satisfied at every iteration of the optimization process [16]. This leads to
min
f
Jˆ (f) (9)
with Jˆ (f) = J (f, u(f)) and where u(f) indicates the solution of the primal equations at
every perturbation of the control f , such that P(f, u(f)) ≡ 0.
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2.2. Continuous adjoint technique
The iterative process of the optimization using gradient information requires the evalu-
ation of the cost functional Jacobian with respect to small changes in the design variables
(f + δf):
Jˆ
′
(f, δf) =
(
∂J (f, u)
∂u
, δu
)
+
(
∂J (f, u)
∂f
, δf
)
, (10)
where (·, ·), the L2 inner product employed for the representation of the derivative, is defined
as:
(u, v) =
∫ T
0
∫
Ω
u · v dΩdt. (11)
The variable δu(f+δf) represents the sensitivity of the turbulent flow solution to all possible
arbitrary changes (δf) in the distributed control parameters (f). In the context of the
optimization coupled with computational fluid dynamics (CFD) the approximation of the
directional derivative by finite difference is prohibitive. Consequently, a tractable procedure
for the flow control problems is to calculate the sensitivity of the performance functional
(Jˆ ) using the adjoint method with a computational cost no greater than solving one forward
simulation (DNS)(see e.g. [11, 13, 31]).
In order to derive the continuous adjoint equations, and the cost functional gradient in
terms of the adjoint solution, the formal Lagrangian approach can be employed, in which
the gradient of the reduced problem is derived from the variation of the Lagrangian of the
original problem (Eq. 4–8) with respect to control variables. The adjoint equations follow
from the variation of the Lagrangian to the state. The procedure is well known, and can
be, e.g., found in Refs. [8, 16, 32]. Applied to the Navier–Stokes equations this leads to
following adjoint equations (cf., e.g., Ref. [31])
−
∂u∗
∂t
+ (∇u)T u∗ − (u · ∇) u∗ +∇p∗ −
1
Re
∇2u∗ = f ∗ (12)
−∇ · u∗ = 0 (13)
with u∗, p∗ and f ∗ the adjoint velocity, pressure and source term respectively.
For the first optimization problem, we further find
f ∗ =
∂J
∂u
= −f + µ
∂T
∂u
(14)
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The adjoint initial condition, referred to as ‘terminal’ condition as it is defined at the time
horizon T , corresponds to
u∗(x3, T, f) =
∂J
∂uT
=
∂T
∂uT
, (15)
where uT = u(x, T ). The gradient of the reduced cost functional is formally defined as the
Riesz representation of the directional differential [16], i.e.
Jˆ ′(f, δf) ≡ (∇Jˆ , δf) (16)
Finally, the gradient of the reduced cost functional can be expressed in term of the adjoint
variable estimated at the current value of the control [16, 17], leading to:
∇Jˆ =
∂J
∂f
+
[
∂P
∂f
]
∗
u∗ = −u+
∂T
∂f
+ u∗ (17)
Similarly, for the second problem, we find
f ∗ = 0, (18)
u∗(x, T, f) =
1
Ω
(
u(x, T, f)− 〈u(x, T, f)〉
)
, (19)
∇Jˆ = u∗. (20)
Finally, in this manuscript, we use an continuous adjoint methodology, that takes above
continuous adjoint equations and subsequently discretizes them (see next section). It is well
known that an alternative to this approach is to first discretize the forward system, and then
formulate the discrete adjoint equations from the discrete forward system (cf. e.g., [33]). In
this case, sensitivities of the cost functional evaluated with the (linearized) forward system
equal sensitivities evaluated with the adjoint system up to machine accuracy. In a continuous
adjoint approach, this is not guaranteed. In recent years, a number of studies have shown the
possible advantage of discrete adjoint methods for fluid mechanics applications [34–37]. In
the current work, we do not want to advocate one method over the other, in particular since
also continuous approaches have been very useful in the past [1, 4, 8]. However, when using
a continuous approach, it is important to verify that the inconsistency between forward
and backward sensitivity is small. In §2.4, we show that the relative error between our
adjoint-based sensitivity and the forward sensitivity is in the order of 10−8.
9
x
3
/δ
0 5 10 15 20
-1
-0.8
-0.6
-0.4
-0.2
0
U x3/δ
u
1
,r
m
s
-1 -0.8 -0.6 -0.4 -0.2 0
0
0.5
1
1.5
2
2.5
3
Figure 2: Verification of the mean velocity profile (U) ( ) (left) and the root mean velocity fluctuations
u1,rms ( ) (right) with the database results (◦) from [40, 41].
2.3. Numerical method
The forward problem, i.e. DNS of incompressible turbulent channel flow, is performed
in our tests with the mixed pseudo-spectral and finite difference code SP-Wind (cf. e.g.,
[5–7]). A fourth-order energy-conserving finite difference scheme [38] is used in the wall
normal direction, and a pseudo-spectral spectral method with Fourier basis functions [39] is
implemented in the streamwise and spanwise directions, and dealiasing is performed using
the 3/2 rule. Time integration is based on a standard fourth-order explicit Runge–Kutta
scheme.
The adjoint equations are integrated backward in time and discretized using the same
approach and the same grid as for the forward equations. The state variable (velocity) is
stored at every time step and at every grid point during the forward simulation, and is used
in the adjoint simulations. Details of the implementation are found in [6].
For the first optimal control case, we select the size of the computational box Ω as
Lx1×Lx2×Lx3 = 4πδ×2πδ×2δ with a grid size of N = 128×128×200. The Reynolds number
Reτ = 180 is based on the friction velocity uτ ≡ (δ∂p∞/∂x)
1/2 and the channel half-width
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δ(= 1), and where ∂p∞/∂x is the driving pressure gradient in the channel. The grid in the
wall-normal direction x3 is stretched using a tangent hyperbolic function. The time steps δt
are restricted by setting the convective and diffusive Courant-Friedrichs–Lewy (CFL) number
to 0.4. The computational mesh and time steps are sufficiently fine for grid-converged DNS,
and this is verified by comparing DNS without source term to the DNS data of Kim et al.
[40, 41] (cf. Figure 2). The simulations are initialized using a quadratic streamwise velocity
profile to which random perturbations are added. Subsequently, simulations are progressed
over 69 through-flow times to spin up realistic turbulence. The turbulent velocity field at the
end of this spin up is used as the real initial conditions for simulations and optimal control.
Finally, the control forces are located in the volume Ωc = Lx1×Lx2×[−0.8δ,−0.4δ] of length
lx3 in the normal direction.
For the second optimization case, the size of the computational domain is 4πδ× πδ × 2δ
with a finer grid in the streamwise and spanwise direction 192 × 128× 160. The numerical
set-up is similar to the previous case and the flow is driven by a constant pressure gradient
in order to maintain a proper wall-unit scale [42] with Reτ = 180. Furthermore, in the x1
direction, we represent the control on the first 48 Fourier modes only in our pseudo-spectral
method (instead of the 96 modes that would be allowed by the discretization).
2.4. Adjoint gradient validation
Finally, in order to quantify the error between the adjoint gradient and the forward
gradient in our method, we compare the adjoint sensitivity to a forward sensitivity that is
obtained using a finite-difference discretization of the first part of Eq. (10), i.e.
(∇Jˆ1, δf(x3, t)) =
J (f0, u(f0 + αδf))− J (f0, u(f0))
α
+O(α2), (21)
where we will make a comparison for different step lengths α. Since the forward evalua-
tions require one function evaluation per control change, a limited number of changes δf is
considered, for which we select
δf(x3, t) =
A
4
(
1 + cos
[
nπ
ℓx3
(x3 + 0.4)
])(
1 + sin
[
nπ
T
t
])
, (22)
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Figure 3: The relative error ǫ = |δJˆ1,FD − δJˆ1,AD|/|Jˆ1,FD| at different step lengths α for n = 1 (), n = 2
(△), n = 3 (◦) and n = 4 (♦).
where A is a normalization such that ‖δf‖ = 1, and n = 1, 2, 3, or 4. Further, we take
f0(x3, t) = 0.2.
Figure 3 shows the relative error between the forward and the adjoint gradient for different
step lengths. It is appreciated that for α = 10−4 a minimum relative error in the order of
10−8 is observed. For lower values of α the error increases. This is related to the decreasing
arithmetic accuracy of the finite-difference approximation in Eq. (21). In fact, we find for
all four perturbations δf , that δJˆ1/|Jˆ1| ∼ α/100, so that the arithmetic precision of the
difference in Eq. (21) is in the order of 10−9 at α = 10−4, and 10−7 at α = 10−6 (given
a machine accuracy of 10−15). For values of alpha larger than 10−3 we observe that the
relative error also increases significantly. This is related to nonlinear effects that start to
play a role in the forward evaluation, since to that end, we solve the full non-linear Navier–
Stokes equations (cf. Eq. 21), not the forward linearized equations as given in the first part
of Eq. (10). We conclude that the relative error between forward and backward sensitivities
is in the order of 10−8. In theory, this error might be even smaller (since it still contains
the finite difference error in the approximation of Eq. 10), but this can only be verified by
also solving the forward linearized sensitivity problem, which we do not have available in
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our code. Moreover, in practice, it is not important to have an adjoint gradient accuracy
that is lower than that of Eq. (21), since the latter is the effective accuracy with which cost
functional values are compared during the line search in the optimization algorithm.
3. Unconstrained optimization methods
In this section we briefly review the optimization algorithms that are tested in the current
study: the Polak–Ribie`re conjugate gradient algorithm, the limited memory BFGS method,
the damped L-BFGS method and the discrete truncated Newton algorithm in combination
with the L-BFGS Hessian approximation.
All methods are iterative methods that update the controls from iteration k to k + 1
using fk+1 = fk + αdk, where the vector dk provides the step direction, which is scaled with
α to yield a good step length. Newton-based methods, estimate the correct size of dk, so
that α is often equal to one; otherwise, a line-search method is used to iteratively determine
the size of α. Conjugate-gradient methods do not properly scale dk, so that a line search is
almost always required.
3.1. Nonlinear conjugate gradient method
The nonlinear conjugate gradient method is one of the first techniques that was used in
computational optimization governed by partial differential equations. It is widely used in
solving large-scale optimization problems having as major advantage limited storage require-
ments [18]. The Polak–Ribie`re variant is to-date still the standard for DNS and LES-based
optimization. Here we briefly review the method, as it will be used as a reference, next to the
different quasi-Newton methods, in §4.2 for the DNS-based optimal control of a turbulent
channel flow.
The Polak–Ribie`re conjugate gradient method determines the step direction as [18, 43]
dk =


−∇Jˆk k = 0,
−∇Jˆk + βkdk−1, k ≥ 1,
(23)
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where the choice for the scalar βk is given by
βk =
∇Jˆ Tk
(
∇Jˆk −∇Jˆk−1
)
||∇Jˆk−1||2
(24)
In order to guarantee that dk+1 remains a descent direction, the method requires a line-search
to find the α that minimizes the cost function in the direction dk. To that end, derivative-
free line-search methods are usually preferred. In the context of DNS-based optimization
with the Polak–Ribie`re method, the Brent line-search algorithm has been often used [1, 7].
Details of the algorithm are found in Ref. [44].
3.2. Limited memory BFGS method
For large-scale problems, when the Hessian is expensive to evaluate, the L-BFGS algo-
rithm is a popular quasi-Newton method that is often used. Because the approximation to
the inverse Hessian Hk of the objective function is often too large to store, only m vector
pairs, sk and yk that define the matrix implicitly, are saved.
A method to initialize the algorithm, at every iteration k, is to first define the diagonal
matrix [18] H0k = γkI with
γk =
yTk−1sk−1
||yk−1||
2
2
, (25)
and
sk = fk+1 − fk, yk = ∇Jˆk+1 −∇Jˆk. (26)
At k = 1, γ = 1 is used. The approximation Hk to the inverse Hessian is then constructed
by applying m corrections to H0k , using the relation:
Hk = W
T
mH
0
kWm +
m∑
i=2
1
yTk−isk−i
W Ti−1sk−is
T
k−iWi−1 +
1
yTk−1sk−1
sk−1s
T
k−1, (27)
with
Wi =
i∏
j=1
[
I − 1/
(
yTk−jsk−j
)
yk−js
T
k−j
]
. (28)
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The matrix Hk is never explicitly determined or stored, but using above formulation, the
step direction
dk = −Hk∇Jˆk (29)
can be determined using a two-loop recursion algorithm using the m vector pairs, sk and yk
[18].
In order to guarantee a positive definite Hk+1, and descent direction dk+1, the step αdk
should satisfy the strong Wolfe conditions
Jˆ (fk + αdk) ≤ Jˆ (fk) + c1α∇Jˆ
T
k dk, (30)∣∣∣∇Jˆ (fk + αdk)Tdk∣∣∣ ≤ −c2∇Jˆ Tk dk, (31)
where we use the constants c1 = 10
−4 and c2 = 0.9 as suggested in [18]. Since Newton
methods properly scale dk (for quadratic problems), α = 1 often directly satisfies these con-
ditions. Otherwise, a line-search method is required that finds α satisfying these conditions.
As verification of the second condition requires the evaluation of the gradient at fk + αdk,
this leads to one additional function evaluation and gradient evaluation per line-search step.
We investigate three different line-search techniques, i.e., two variants of the Nocedal
method [18] described on pag. 60–61 (precise implementation details are given in Appendix
B), and the More´–Thuente method [24]. In a first phase, they all bracket an interval contain-
ing suitable points; in a second step they respectively use a bisection method, a bisection-
quadratic line search, and a cubic-quadratic line search to shorten this interval.
3.3. Damped L-BFGS method
The damped L-BFGS method, is a limited-memory BFGS method that can be used
for constrained optimization problems. For such problems, the standard (limited-memory)
BFGS method does not guarantee a positive definite matrix Hk. The damped L-BFGS
method uses ‘Powell’s trick’ [23] to remedy this fact and replaces sk in (Eq. 27, 28) by [5]
rk = θksk + (1− θk)Hkyk, (32)
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with
θk =


1 sTk yk ≥ 0.2y
T
kHkyk
0.8yT
k
Hkyk
yT
k
Hkyk−s
T
k
yk
, sTk yk < 0.2y
T
kHkyk
, (33)
and sk = fk+1−fk. In contrast to the classical L-BFGS method, the step length αdk obtained
from damped L-BFGS only needs to satisfy the first Wolfe condition (Eq. 30), also called
the Armijo condition for guaranteeing Hk+1 positive definite (and dk+1 a descent direction).
Thus, whenever α = 1 does not directly satisfy the Armijo condition, the additional cost per
line-search iteration amounts to one function evaluation, but no extra gradient evaluations.
Moreover, since only one condition needs to be satisfied, the line search may also converge
faster.
The damped L-BFGS method can be straightforwardly used for unconstrained optimiza-
tion problems also. Even though the use of rk may lead to a less accurate representation
of the inverse Hessian, this may be offset in highly non-linear problems by gains in the line
search algorithm. Again, we will test three line search algorithms. After a first bracketing
stage, they either use a bisection method (a simple bisection-based backtracking line search
[18, 45]), a quadratic line search (the Powell method [23]), or a cubic-quadratic line search
(Dennis and Schnabel [25], see algorithm described on page 126).
3.4. Discrete truncated Newton method
In contrast to BFGS methods, where approximations to the Hessian are constructed
based on gradients obtained over a number of iterations, the truncated Newton methods
aims at using the local Hessian to find the search direction. A standard Newton method
finds the search direction from
∇2f(xk)pk = −∇f(xk). (34)
In a truncated Newton method, this system is solved iteratively using a preconditioned
linear conjugate gradient method, that is truncated after a few iterations only [21, 22] (note
that a linear conjugate-gradient method is a standard iterative tool for solving large linear
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systems, and should not be confused with a nonlinear conjugate-gradient method such as the
Polak–Ribie´re method). In this way, second derivatives are only required in the subsequent
conjugate gradient directions, and can be evaluated using finite-differences. This requires one
function evaluation and one gradient evaluation per conjugate gradient iteration. Numerous
investigations of different variants of the inexact Newton method have been performed in
the context of large scale optimization problem [10, 26]. The advantage of the truncated
Newton method – also called the Hessian-free inexact Newton method – is that it converges
to a minimum with a smaller number of iterations compared with the L-BFGS method.
However, the drawback of this method is the significant cost in terms of functional and
gradient evaluations required per iteration.
In practice, the truncated Newton method is often combined with an L-BFGS method
[46, 47]. For strongly nonlinear regions, where the truncated-Newton search direction is
not a descent direction or when the step-size is poorly predicted, the L-BFGS step is used
instead. In the current work, we test such a hybrid approach. The implementation follows
Ref. [47] and [18] (page 169). In the current study, we use a maximum of 2 conjugate gradient
steps, preconditioned by a limited memory BFGS algorithm, before truncating the Newton
method. Further details of the algorithm are provided in Appendix A.
4. Results
First of all, we evaluate the combination of the three quasi-Newton methods discussed
above with three different line-search methods using a test case based on the extended
Rosenbrock function. Results are presented in §4.1. The best combinations are selected for
further testing in DNS-based optimal control of a turbulent channel flow. This is further
discussed in §4.2.
4.1. Rosenbrock function
The extended Rosenbrock function [48] is a classical and challenging problem for uncon-
strained optimization, that allows for a fast evaluation of optimization algorithms mimicking
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Table 1: Combination of quasi-Newton methods and line-search methods
Bisection Quadratic Cubic-quadratic
damped L-BFGS [18, 45] Powell [23] Dennis and Schnabel [25]
L-BFGS Nocedal-bisection [18] Nocedal-quadratic [18] More´–Thuente [24]
dTN+L-BFGS Nocedal-bisection [18] Nocedal-quadratic [18] More´–Thuente [24]
problems with large parameter spaces. The function is given by
f(x) =
N/2∑
i=1
[
100
(
x2i − x
2
2i−1
)2
+ (1− x2i−1)
2
]
, (35)
where x ∈ RN . There is one global minimum at x∗ = (1, . . . , 1), with f(x∗) = 0.
Here we use this problem to select the best combinations of quasi-Newton methods and
line-search methods. Three different line searches are tested, i.e. a bisection, a quadratic, and
a cubic-quadratic method. An overview of the possible combinations is provided in Table 1.
It is appreciated that the line search methods differ between damped L-BFGS and L-BFGS,
but this is related to the fact that these methods need to satisfy different conditions (i.e. the
Armijo and Wolfe conditions respectively). Finally note that all line search algorithms start
with a bracketing phase. Further details are found in the respective references.
In order to mimic large optimization problems, three different dimensions N1 = 10
3,
N2 = 10
4 and N3 = 10
5 are selected for testing. The optimization problem is stopped for all
cases when
||∇f(x)|| ≤ 10−4 (36)
is satisfied. Various different starting points are selected as further discussed below.
First of all, in Table 2, the number of functional and gradient evaluations (F+G), and the
number of iterations (it) are reported for three different deterministic starting points, with
a different distance from the optimum. The first point x0 is constructed with all elements
with even index xi (i even) equal to 1, and all elements with odd index equal to −1.2. For
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sake of compactness, we use the short-hand notation x0 = [xi=odd, xi=even] = [−1.2, 1]. Two
more points correspond to 10 × x0; and 100 × x0. Note that the point x0 is a standard
starting point for testing with the extended Rosenbrock function [25, 49]. Later, we will
further focuss on random starting points (but all with roughly the same norm).
It is appreciated from Table 2 when looking at function and gradient evaluations, that
the discrete Truncated Newton method is always outperformed by the L-BFGS and damped
L-BFGS methods. The dTN method does compete in terms of number of iterations, but the
additional overhead of function and gradient evaluations per iteration, makes the method
significantly less efficient. When looking at the L-BFGS method, the combination with
the quadratic line search is the least efficient, while for the damped L-BFGS method, the
bisection line-search is least efficient. For the BFGS methods, the number of function and
gradient evaluations does not strongly depend on the degrees of freedom N , but there is a
weak dependence observed on the norm of the starting point, e.g. for the damped L-BFGS
method in combination the with Dennis and Schnabel line search, F + G increases from
roughly 60 to 150 to 300 for x0, 10x0, and 100x0.
In Figure 4(left) the cumulative sum of function and gradient evaluations is plotted
against the number of iterations for the 9 different quasi-Newton methods using x0 and
N = 103. In Figure 4(right) the corresponding decrease of the Rosenbrock function is
shown. The figure shows that the differences observed in Table 2 accumulate gradually
during iterations. The case reported here illustrates that the L-BFGS method requires
expensive iterations in terms of functional and gradient evaluations to reach the optimum
values while the damped version needs more iterations but less expensive ones. Furthermore,
the hybrid discrete Truncated Newton with L-BFGS algorithm, is clearly outperformed by
the quasi-Newton methods.
In order to also evaluate the quasi-Newton methods for starting points that have a differ-
ent orientation than x0, fifty random sequences are generated with numbers in the interval
[−2, 2]. This is again done for three different dimensions, i.e. N = 103, 104, and 105. These
starting points are then used to test the different algorithms, and the average number of
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Table 2: Evaluation of quasi-Newton methods using the Rosenbrock test case for staring points x0, 10x0, and 100x0, with x0 = [xi=odd, xi=even] =
[−1.2, 1], and for different dimensions N . The three best results per case are marked in bold.
Dimension N 103 104 105
Starting point x0 10x0 10
2x0 x0 10x0 10
2x0 x0 10x0 10
2x0
it F +G it F +G it F +G it F +G it F +G it F +G it F +G it F +G it F +G
damped L-BFGS
Dennis and Schnabel 24 63 60 157 117 320 24 63 60 160 123 327 24 63 60 159 110 306
Powell 41 99 47 121 83 207 41 99 48 123 82 204 41 99 48 123 81 200
Bisection 41 117 76 220 97 301 41 117 73 212 109 315 41 117 82 234 107 319
L-BFGS
More´–Thuente 34 96 48 134 88 248 34 96 48 134 87 246 34 96 48 134 89 252
Nocedal-quadratic 37 124 50 172 106 326 38 126 50 173 104 320 38 126 49 168 103 310
Nocedal-bisection 35 110 45 126 95 266 35 110 46 128 93 266 35 110 45 126 94 288
dTN+L-BFGS
More´–Thuente 36 158 52 263 97 542 36 158 52 261 100 547 36 158 52 264 104 557
Nocedal-quadratic 27 155 54 319 112 950 28 160 51 297 112 950 27 155 54 313 118 1021
Nocedal-bisection 27 194 51 417 103 848 27 194 51 416 122 966 27 194 51 418 104 874
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Figure 4: The cumulative sum of F+G evaluations during the Rosenbrock function optimization process
(left) and the decrease in the objective functional with number of evaluations (right) in the damped L-BFGS
with Dennis and Schnabel (•), Powell ( ) and bisection (N) line search methods; L-BFGS with More´–
Thuente (◦), Nocedal bisection-quadratic (×) and Nocedal bisection (△) line search methods and discrete
TN L-BFGS with More´–Thuente (), Nocedal bisection-quadratic () and Nocedal bisection (♦) algorithm.
Initial point x0 and dimension N = 10
3. Symbols are employed to differentiate lines.
iterations it, and function plus gradient evaluations F +G are given in Table 3. First of all,
we observe that in terms of convergence speed, these starting point are a lot more challenging
than the points used in Table 2. Again the discrete Truncated Newton Method is outper-
formed by the other methods. Moreover, the methods that perform best on average, are
damped L-BFGS with Dennis and Schnabel, damped L-BFGS with Powell, and the L-BFGS
with More´–Thuente line search. When comparing damped L-BFGS methods, and L-BFGS
methods, we see that the latter sometimes require less iterations, but this does not always
result in less function plus gradient evaluations, as the damped L-BFGS line search only
requires one function evaluation per line-search iteration, while the L-BFGS method also
requires a gradient evaluation for testing the second Wolfe condition.
Apart from number of iterations to convergence, also the cost-functional improvement
when the algorithm is stopped before convergence is of relevance for DNS-based optimiza-
tion. These optimization problems are often so expensive, that formal convergence is never
21
Table 3: The average number of iterations and sum of functional and gradient evaluations for the Rosenbrock
function optimization using different quasi-Newton methods. Fifty random starting points are obtained
from 50 different random sequences of size N lying in the interval −2 ≤ xi ≤ 2. The random sequences
are generated using the gnu Fortran90 standard random generator with seeds that correspond to seedj =
int(107random number(seed = 120368)), and j = 1 · · · 50. The three best results per case are marked in
bold.
Algorithm Line search
103 104 105
it F +G it F +G it F +G
damped L-BFGS
Dennis and Schnabel 256.9 559.6 275.8 598.4 394.7 845.4
Powell 249.7 534.1 288.9 616.0 530.7 1124.9
Bisection 274.8 625.4 310.7 706.1 687.0 1519.0
L-BFGS
More´–Thuente 237.2 531.1 272.4 610.4 417.9 926.2
Nocedal-quadratic 248.0 544.7 278.4 618.4 604.4 1329.6
Nocedal-bisection 253.1 559.8 292.9 648.1 568.2 1255.8
dTN+L-BFGS
More´–Thuente 281.2 873.9 330.0 1084.0 569.3 2024.8
Nocedal-quadratic 265.3 900.1 ∗316.9 ∗1225.2 617.2 2995.7
Nocedal-bisection 287.9 1471.2 ∗∗318.4 ∗∗1637.6 609.4 3305.0
∗ The algorithm failed to converge for the 38th random starting point.
∗∗ The algorithm failed to converge for the 16th random starting point.
achieved before computational resources are exhausted. Therefore, in Table 4 the average
cost function levels are compared for the different methods after 100, 150, and 200 func-
tion and gradient evaluations. To this end, starting points are based on the same random
sequences as for Table 3. It is observed that again the damped L-BFGS with Dennis and
Schnabel, damped L-BFGS with Powell, and the L-BFGS with More´–Thuente algorithms
perform best. Based on these results, and similar trends observed above, we select these
three quasi-Newton algorithms for testing of DNS-based optimization in next subsection.
Finally, for cases in which unsteady adjoint-based optimization methods are applied
to large scale problems the storage of the state variable at every time step and at every
grid point during the forward integration of the primal equations may require excessive
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Table 4: Cost function level after 100, 150, 200 functional plus gradient evaluations for the Rosenbrock test
case starting from 50 different random sequences and N = 104. The same random sequences are used as for
Table 3. The three best results per case are marked in bold.
Algorithm Line search
The averaged cost functional (J) after:
F +G = 100 F +G = 150 F +G = 200
damped L-BFGS
Dennis and Schnabel 940.3 62.5 13.5
Powell 699.0 64.59 17.2
Bisection 2927.1 362.9 67.7
L-BFGS
More´–Thuente 593.0 69.2 22.3
Nocedal-quadratic 995.3 98.8 32.2
Nocedal-bisection 604.1 68.3 23.8
dTN+L-BFGS
More´–Thuente 6677.1 3903.6 1813.1
Nocedal-quadratic 7593.0 6887.2 6007.9
Nocedal-bisection 6886.5 5170.9 3094.9
disk space. In these circumstances, a storage-saving technique based on check-pointing is
often used [50–52]. In this case only a few intermediate flow solutions are stored, and
the states are recomputed during the backward integration of the adjoint equations. For
binomial checkpointing algorithms which are computationally optimal, the total amount of
recomputing time amounts to one forward simulation [53]. Thus, in terms of computational
cost, a gradient evaluation becomes twice as expensive as a standard function evaluation.
When applying this situation to the cost analysis above (counting F + 2G instead of F +G
for computational cost), we do not find any major changes (results not further shown here),
and the best three algorithms remain the same. Since gradient evaluations become more
expensive, the damped L-BFGS algorithm is favoured a bit more compared to counting
F +G, but changes are small.
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4.2. Optimal control of turbulent channel flow
Optimal control of turbulent channel flow is now investigated using three different quasi-
Newton variants, i.e. the damped L-BFGS method with Powel line search, the damped
L-BFGS method Dennis and Schnabel line search, and the L-BFGS method with More´–
Thuente line search. In addition, the Polak–Ribie`re method in combination with the Brent
line-search is used as a reference, as this method is the current standard for DNS-based
optimization. Two different optimal control cases are considered, respectively discussed in
§4.2.1 and §4.2.2.
4.2.1. Optimal control of power extraction
First the optimal control case that focusses on increasing energy extraction by a dis-
tributed volume force is studied. Details of the problem formulation and computational
set-up are provided in §2. For the time horizon of the optimal-control problem T = TF/2
is selected, where TF = 0.8δ/uτ is the average through-flow time of the domain. Given
f(x3, t) ∈ Ωc × [0, T ], this leads to 6.4 × 10
4 degrees of freedom in the control space after
discretization. The computational cost of one functional evaluation is approximately 40 min-
utes of wall time on 64 compute cores on an Ivy Bridge Xeon E5-2680v2 CPUs (2.8 GHz,
25 MB cache) processors; a similar time is required for an adjoint simulation. Finally, note
that in practical DNS-based optimal control, the optimization problem over a time horizon
T is followed by a control step ∆tc during which the optimal controls are applied, and then
followed by a new optimization problem over [∆tc,∆tc + T ] etc. (cf., e.g., Ref. [1, 8] for
details). Here we just perform optimization over one optimization interval only, as our focus
is on optimization efficiency, and not so much on the optimal-control outcome when applied
as a control algorithm.
First of all, in Figure 5, an overview is given of forward velocity fields u(x, t) and adjoint
fields u∗(x, t) at time t = 2T/3 for different iterations during optimization using the damped
L-BFGS method and Powell line search. In the first iteration (Figure 5a), the typical low-
speed streaks characterizing turbulent channel flow close to the wall are observed. At later
iterations (Figure 5c,e), the velocity in and below the forcing zone drops, and the turbulent
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structures in this region change significantly.
The adjoint equations are linearized around the forward solution. The structure of these
forward solutions is partly observed in the adjoint solutions (Figure 5b,d,f). As expected,
the magnitude of the adjoint field in the first time steps is close to 0, which is determined
by the initial condition (u∗(x1, x2, x3, 0) = 0) derived from Eq. (15). As the backward flow
evolves, the production of the adjoint energy in the interior of the fluid domain is increasing
and the sensitivity of the objective functional with respect to the control is captured.
In Figure 6(a), the plane-averaged velocity field 〈u1〉(x3, t) (using 〈· · · 〉 to denote averag-
ing over x1 and x2 directions) is shown as function of time, while Figure 6(a) shows f(x3, t)
for the optimal controls obtained using a damped L-BFGS method with Powell line search,
and converged up to 5 × 10−4. It is observed that the mean velocity in the control region
drops dramatically during the first part of the time interval, subsequently levels out at a level
of 〈u1〉/uτ ≈ 6, and finally drops again in the last stages of the time horizon. The related
controls are relatively high in the initial stage, level out at a lower level in the intermediate
stages, and increase dramatically near the end. This is typical for a finite-time optimal con-
trol problem. In particular the rise of control force near the end aims at extracting as much
as possible the remaining kinetic energy from the system. At earlier time stages, this is not
optimal, since the extracted power is proportional to the magnitude of the velocity.
We now proceed with a comparison of the three quasi-Newton methods in Figure 7. Re-
sults of the Polak–Ribie`re method are also added. The cumulative sum of the functional
and gradient evaluations as function of the number of iterations (Fig. 7a) and the corre-
sponding decrease rate of the objective functional (Fig. 7b) are shown. For this particular
DNS-based optimal control problem, results indicate that the damped L-BFGS method is
cheaper per iteration than the other methods that are tested. The combination of damped
L-BFGS with Dennis and Schnabel line search requires only 86 functional and gradient eval-
uations, which is 36.3% less than the L-BFGS algorithm with More´–Theunte line search, and
5.5% less than damped L-BFGS with Powell line search. All three methods require roughly
the same number of iterations, but the damped L-BFGS methods require less simulations
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a) b)
c) d)
e) f)
Figure 5: The contours of the instantaneous velocity field u1(x, t) (left) and adjoint field u
∗
1
(x, t) (right)
evaluated at time t = 2T/3 during different iterations of the optimization process: a)-b) itopt = 1; c)-d)
itopt = 7; e)-f) itopt = 12, using the damped L-BFGS method in combination with Powell line search. The
control volume location is Lx1×Lx2×[−0.8,−0.4]
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Figure 7: The cumulative sum of functional and gradient (F+G) evaluations per iteration (left) and the
decrease of the objective functional Jˆ with the F+G evaluations (right) for Polak–Ribie`re nonlinear conjugate
gradient (♦), L-BFGS with More´–Thuente line search (◦), damped L-BFGS with Powell () and Dennis and
Schnabel (×) line search methods.
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per iteration (on average 2.04, and 2.12 evaluations for the Dennis and Schnabel, and the
Powell line search, respectivelly) than L-BFGS with More´–Thuente line-search (on average
3.29 evaluations). Finally, when comparing the quasi-Newton methods with Polak–Ribie`re,
it is clear that the nonlinear conjugate gradient method requires a lot more functional and
gradient evaluations, i.e. the algorithm was stopped after 340 evaluations before conver-
gence was formally reached. Furthermore, if we consider stopping optimization early, e.g.,
after 40 functional and gradient estimations, we find that the gain in cost functional for the
Polak–Ribie`re method is 6.5% less than for the (damped) L-BFGS methods.
In a variant of the optimal-control of energy extraction, we add a penalty term to the
cost functional that corresponds to (cf. Eq. (1)):
µT (f, u) = µ
∫
Ω
[e(x, T )− e(x, 0)]2dx∫
Ω
e(x, 0)dx
(37)
and with e(x, t) = u(x, t) · u(x, t)/2. The additional term penalizes a decrease of overall
kinetic energy in the system and is relevant in the context of wind-farm optimal control (cf.
Ref. [8]). The penalization factor µ is dimensionless, and we use µ = 0.8.
Results are shown in Figure 8. Compared to the unpenalized case above, the optimization
converges much faster, i.e. within 20 to 40 evaluations. For this case, it is observed that the
Polak–Ribie`re method remains roughly in the same league as the quasi-Newton methods in
terms of cost. When looking at the quasi-Newton methods, it is found that for Jˆ damped
L-BFGS requires 24-25 F + G evaluations (for both line search methods), while L-BFGS
requires 34 F +G. In case we consider stopping optimization before convergence, i.e. after 5
to 10 evaluations, it is observed that the damped L-BFGS slightly outperforms the L-BFGS
methods, and also gains over the conjugate-gradient method are significant. Note that in
Figure 8(right), the damped L-BFGS method performs very poorly in the first iteration
(though this is compensated for afterwards). This is related to the initialization of the
algorithm. For this, H0k = γkI with γk=1 = 1 is used (cf. §3.2). The convergence properties
of the (damped) L-BFGS algorithm are insensitive to this initial matrix [54]. However,
H0k = I can lead to poor scaling in the first iteration, so that the search direction is not a
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Figure 8: The cumulative sum of functional and gradient (F+G) evaluations per iteration (left) and the
decrease of the objective functional(right) in L-BFGS with More´–Thuente line search method (◦), damped
L-BFGS with Powell () and Dennis and Schnabel (×) line search methods and Polak–Ribie`re nonlinear
conjugate gradient (♦) for penalized cost function with µ = 0.8.
strong decrease direction. Moreover, in the damped L-BFGS methods, only the sufficient
decrease condition is verified, so that the variation of the cost functional in these first steps
can remain very small (requiring the second Wolfe condition as in the L-BFGS algorithm
can lead to larger step sizes). As is appreciated from the figure, the curvature information in
the Hessian improves very fast, so that this problem does not persist after the first iteration.
4.2.2. Optimal control of turbulent kinetic energy
A second optimal-control case aims at the minimization of turbulent kinetic energy. The
simulation details and the control configuration are discussed in §2. The optimal control time
horizon is again selected at T = Tf/2, leading to 1.6× 10
5 degrees of freedom for the control
force f(x1, t). Both the forward simulations and the adjoint simulations require approxi-
mately 60 minutes of wall time on 32 computes cores using the same processor architecture
as discussed above. Again, we only consider the optimization problem of one leg of a typical
receding-horizon optimal control (cf. discussion above), since we are mainly interested in
the convergence history of the optimization here.
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Figure 9 shows the cumulative number of evaluations per iteration for the different opti-
mization methods, as well as the decrease of the cost functional versus the sum of functional
and gradient estimations. Compared with the previous optimal control case, the current
test case appears to be much more challenging, requiring many more iterations. In fact,
in view of computational costs, we stopped the iterations after 260 evaluations. In terms
of improvement of the cost functional, the L-BFGS and damped L-BFGS with Powell line
search lead to decreases of 18%, and 18.5% respectively. The damped L-BFGS version with
the Dennis and Schnabel line search leads to a reduction of 19.7%, whereas the nonlinear
conjugate gradient is clearly outperformed by the other methods, achieving only 7% in the
same amount of DNS or adjoint DNS evaluations. Finally, in terms of drag reduction, we
observe a reduce in skin friction of 10.3%. Note however, that we have considered only one
time horizon, and a sequence of time horizons should be considered in a moving-horizon
framework for the evaluation of the overall drag-reduction potential (cf., e.g., the approach
in Ref. [1]).
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5. Conclusions
In the current work we presented different quasi-Newton methods for unconstrained op-
timization in problems that use direct numerical simulations of turbulent flows. The per-
formance of these methods was evaluated in terms of functional and gradient requirements
for convergence, as well as relative cost functional improvement. These are of crucial impor-
tance for DNS-based problems, as both simulations and gradient evaluations are extremely
expensive. Three quasi-Newton methods were investigated, i.e. the limited-memory BFGS
methods, the damped L-BFGS method, and the discrete truncated Newton method. As
a point of reference, the current standard in DNS-based optimization, namely the Polak–
Ribie`re non-linear conjugate-gradient method was also investigated.
The quasi-Newton methods were combined with three different line-search methods,
based on bisection, quadratic interpolation, and cubic interpolation. Firstly, the extend
Rosenbrock function was used to select the three most performing combinations. Based on
this analysis, damped L-BFGS with quadratic and cubic line search, and L-BFGS with cu-
bic line search were selected for further testing in DNS-based optimal control of turbulent
channel flow. To that end, two different type of optimal control problems were considered,
one related to increase of energy extraction by a distributed volume force in the channel, the
other related to drag reduction by wall forcing.
Overall, we found the damped L-BFGS with cubic line search the best method. Damped
L-BFGS methods are in principle designed for constrained optimization problems [5], and
yield a less accurate Hessian estimation of the cost functional than L-BFGS methods. We
observed that this leads to slightly more iterations for convergence. However, the line search
in the damped L-BFGS method only needs to satisfy the Armijo condition, while in L-
BFGS methods the Wolfe conditions also need to be met. This leads to a larger overhead
per iteration for the L-BFGS method. Differences are not always large, but sometimes
significant, e.g., for the first DNS-based optimization case damped L-BFGS required 36%
less DNS and adjoint DNS simulations than L-BFGS. The difference when applying the
Polak–Ribie`re conjugate gradient is much larger, i.e., more than a factor 4 in some cases.
31
Also, when looking at the relative level of cost functional improvement when iterations are
stopped early, we found that the damped L-BFGS method with cubic line search performed
best. This can be quite relevant, since in DNS-based optimization, algorithms are not always
formally converged, as computational resources can be excessive.
Finally, in the current study, we applied different quasi-Newton methods to two DNS-
based optimization cases that are relevant for a range of optimal-control problems in wall-
bounded flows. However, in turbulence, many more optimization problems exist, related
to different types of flows (e.g. jets, mixing layers, ...), different types of objectives (noise
reduction, mixing efficiency, ...), and different types of control variables (geometrical shape
and topology, various types of actuators, ...). It will be interesting in further research to test
the quasi-Newton methods discussed here for DNS-based optimization in these applications.
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7. Appendix A
The discrete truncated Newton algorithm in combination with the L-BFGS method is
given by Algorithm 1 and 2.
8. Appendix B
The second phase in the bisection-quadratic line search method following the Nocedal
procedure ([18], from page 61) is given in Algorithm 3.
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method=L-BFGS;
while convergence=.FALSE. do
1. find the search direction (∇2f(xk)pk = −∇f(xk)) Call Inner Loop (cf.
Algorithm 2);
2. compute the step length αk;
3. update xk+1 = xk + αkpk;
4. calculate and store the pairs: sk = xk+1 − xk and yk = ∇f(xk+1)−∇f(xk);
5. check the convergence ||∇f(xk+1)|| ≤ 10
−4;
6. if the CG iterations generate direction of negative curvature or the step length
is not the Newton step αk 6= 1 then
method=L-BFGS;
else
method=dTN;
end
end
Algorithm 1: Outer loop
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r(0) = d(0) = −∇f(xk), itcgmax=2 (the maximum number of CG iterations);
ǫ = min(0.5,
√
||∇f(xk)||)||∇f(xk)|| ([18] pp. 169);
for j=1,itcgmax do
if j > 1 then
decide if v(j−1) and Akv
(j−1) is to be saved and update Hk
end
if k=1 then
z(j−1) = r(j−1);
else
z(j−1) = Hkr
(j−1) compute with two-loop recursion algorithm [18];
end
if method=L-BFGS then
return with pk = z
(0)
end
if ||r(j−1)|| < ǫ then return with pk = d
(j−1);
ρj−1 = (r
(j−1))T z(j−1);
if j=1 then
v(j) = −z(j−1);
else
βj−1 =
ρj−1
ρj−2
;
v(j) = −z(j−1) + βj−1v
(j−1);
end
approximate the product Akv
(j) with finite difference;
if (v(j))TAkv
(j) < δ then return with pk = d
(j−1);
αj =
ρj−1
(v(j))TAkv(j)
;
d(j) = d(j−1) + αjv
(j);
r(j) = r(j−1) + αjAkv
(j);
if j=itcgmax then return with pk = d
(itcgmax);
end
Algorithm 2: The inner loop in algorithm 1
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check if αlo < αhi, it=0;
repeat
δα = αhi − αlo;
b = f(αhi)− f(αlo)− δαslope(αlo);
if b ≤ 0 .or. it ≥ 5 then
α = αlo +
δα
2
;
else
α = αlo −
slope(αlo)δα
2
2b
;
end
evaluate f(α);
if f(α) > f(0) + 10−4αslope(0).or.f(α) ≥ f(αlo) then
αhi = α; f(αhi) = f(α)
else
evaluate ∇f(α) and slope(α) = (∇f(α))Tpk;
if slope(α) ≤ −0.9slope(0) then
return with α∗ = α
end
if slope(α) ≥ 0 then
αhi = αlo; f(αhi) = f(αlo)
end
αlo = α;
f(αlo) = f(α);
slope(αlo) = slope(α)
end
it=it+1;
until find α∗;
Algorithm 3: Second phase in the Nocedal line search algorithm ([18], from page 61) to
find a step length α∗ in interval [αlo, αhi]
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