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“O tempo morre sempre que e medido por pequenas engrenagens; e so quando
o tempo para que o tempo vive.”
(Faulkner, William.)
RESUMO
Apresentamos um modelo de construçao para uma rede neuronal baseada no cor­
tex cerebral. A concepcao do modelo estudado fora realizado com dados extraídos de 
diferentes conectomas humano e tambem o do gato. A proposta de construcao do modelo 
neuronal serâ feita atraves de uma rede de redes, que e nada mais do que uma rede global 
construída segundo uma arquitetura de conexões internas e externas, na qual as conexões 
de cada regiao do cortex serâo construídas de acordo com modelos de redes aleatoria. 
mundo pequeno e livre de escala. Neurônios biologicos, em geral, disparam em ritmos 
diferentes. Devido a individualidade de cada neuronio e de cada disparo, as atividades 
realizadas por eles nao estao sincronizadas. Algumas vezes, em determinadas areas do 
cerebro, a atividade dos disparos neuronais passam a apresentar disparos de forma sincro­
nizada. Fora relatado que a sincronizaçao neuronal remete a presenca de alguma doenca 
neurodegenerativa que afeta, principalmente, a parte motora do funcionamento cerebral. 
Neste sentido, nosso trabalho propõe utilizar uma tecnica para suprimir a sincronizaçao 
neuronal, por meio da aplicacõo de um sinal de controle de feedback com atraso temporal 
no modelo de rede estudado. A dinamica neuronal sera estudada atraves do mapa bidi­
mensional de Rulkov. A sincronizaçao da rede sera avaliada pela adicao de um termo de 
acoplamento no mapa, de modo que todos os neuronios disparem ao mesmo tempo. Como 
resultado, verificamos que o metodo escolhido para o controle da sincronizaçao e eficiente 
para suprimir os disparos neurais, quando o parâmetro de controle e o tempo de atraso 
sõao definidos apropriadamente.
Palavras-chave: Redes neuronais. Conectoma. Mapa de Rulkov.Sincronizacao. Supressao.
ABSTRACT
We present a construction model for a neuronal network based on the cerebral 
cortex. The conception of the studied model was carried out with data extracted from 
different human connectomes and also cat connectome. The proposal to build the neuronal 
model will be made through a network of networks, which is nothing more than a global 
network built according to an architecture of internal and external connections, in which 
the connections of each region of the cortex will be built according to models of random 
networks, small world and scale-free networks. Biological neurons, in general, fire at 
different rates. Due to the individuality of each neuron and each firing pattern, the 
activities performed by them are not synchronised. Sometimes, in certain areas of the 
brain, the activity of neuronal firing starts to trigger in a synchronised way. It has been 
reported th at neuronal synchronisation refers to the presence of some neurodegenerative 
disease that mainly affects the motor part of brain functioning. In this sense, our work 
proposes to use a technique to suppress neuronal synchronisation, through the application 
of a feedback control signal with time delay in the studied network model. Neuronal 
dynamics will be studied using Rulkov’s two-dimensional map. The synchronisation of 
the network will be evaluated by adding a coupling term  to the map, so that all neurons 
fire at the same time. As a result, we found that the method chosen for controlling 
synchronisation is efficient for suppressing neural fires, when the control parameter and 
the delay time are set appropriately.
Keywords: Neuronal networks. Connectome. Rulkov map. Synchronisation. Suppression.
LISTA DE ILUSTRAÇÕES
2.1 Esquema das pontes de Königsberg [17]. A figura (a) mostra a distribuição 
das sete pontes de Königsberg ao redor do rio. A figura (b) representa a
primeira representaçao do grafo de Konigsberg concebida por Euler [53]. . 8
2.2 A figura apresenta um esquema de um grafo nao direcionado. Ao lado. 
pode-se ver a matriz de adjacencia montada de acordo com 2 .1. E interes­
sante observar que como nao ha auto-conexão, o link de um vertice com
ele proprio recebe o valor zero na m atriz............................................................... 10
2.3 Em (a) apresenta-se uma rede regular. (b) E uma rede compreendida no 
domínio de mundo pequeno, e, aumentando a probabilidade, em (c), tem-se 
uma rede aleatória....................................................................................................... 18
2.4 Comparacao do crescimento da rede pela reconexao no modelo de Watts- 
Strogatz, Figs. 2.4(a),(b) e (c). Adicao de arestas no modelo de mundo 
pequeno de Newmann-Watts, Figs. 2.4(d) e (e)................................................... 19
2.5 Crescimento de uma rede livre de escala. A cada passo de tempo, um 
novo nó e adicionado a rede. O ultimo no adicioando (mais novo) à rede 
realiza sua conexao, preferencialmente, com o no de maior grau na rede 
de acordo com a probabilidade dada em 2.27, de modo que ha formacao 
pontos centrais na rede, formado pelos nos mais conectados, os hubs............  21
3.1 Variacao da dinamica do sistema da serie temporal para o mapa de Rulkov 
com a  assumindo valores definidos entre 0 < a  < 5 e a =  p =  0.001. A 
escala apresentada no eixo das abscissas estó representada na ordem de 103. 25
3.2 Serie temporal para o mapa de Rulkov com a  =  4.1 e a =  0.001 e p =  —1.
A linha tracejada horizontal, marca o período do início das atividades de 
um neurônio de Rulkov, e, as círculos marcam os valores maximos na serie 
temporal de yn .............................................................................................................  26
3.3 Representacao do espaço de parômetros, a  x 7 , para o mapa de Rulkov re­
duzido a uma dimensao. As curvas A 1 , A 2 e A3 sao as curvas de bifurcacao 
do mapa de Rulkov. A parte destacada em verde claro e uma ampliacao 
do encontro das curvas A 1 e A2 Fig.(b). Nesta caso, vemos que o tamanho
do gap entre as curvas A1 e A2 e sensível aos valores de a ..............................  28
3.4 O diagrama apresenta as mudancas no comportamento da dinômica do 
sistema conforme o mapa e iterado. A figura mostra o início dos disparos 
caóticos quando 7  =  —2.85. Acima deste valor, o sistema se comporta em 
um regime de rajadas de disparos seguidas por períodos quiescentes............. 29
L IST A  D E IL U S T R A Ç Õ E S
3.5 Modulo do parâmetro de ordem de Kuramoto em funcao da intensidade de 
acoplamento para um sistema de N  =  100 osciladores. A linha tracejada 
em azul representa a previsao teorica do comportamento do parâmetro de 
ordem no limite termodinamico...............................................................................  33
3.6 Representacao esquematica da sincronizaçao de fase (verde), parâmetro de 
ordem de Kuramoto (magenta) e frequencia de oscilacao para um conjunto 
de osciladores acoplados (vermelho). A figura (a) Mostra o caso onde os 
osciladores esrâo totalmente dessincronizados. Em (b) observa-se uma sin­
cronizaçao de fase parcial atraves do agrupamento de alguns osciladores. 
Finalmente em (c)temos o caso da sincronizacao total dos osciladores. . . .  34
4.1 As quatro regiões representam diferentes regioes corticais que podem ou nao 
compartilhar ligacoes entre si (esquerda). A direta temos a matriz adjacen- 
cia, ou matriz de conectividade, que representa as conexõoes estabelecidas 
entre as redes. O peso representa quantidade de conexoes atribuídas a cada 
regiao, conforme as cores na matriz: 0 (branco), 1 (vermelho), 2 (azul) e 3 
(preto) conexões........................................................................................................... 37
4.2 Esquema simplificado do modelo de rede de redes para seis sub-redes (es­
querda). Conexões químicas (setas tracejadas em verde) foram estabele­
cidas entre as sub-redes conforme a matriz de adjacâencia. A direita, ilus­
tramos as regioes corticais como redes livre de escala. Algumas conexoes 
foram omitidas para maior legibilidade da figura. Cada vertice (círculo) 
representa um neurânio. Destaca-se o hub (círculo vermelho), o hub secun- 
dario (círculo magenta) e as conexoes com outras sub-redes (linhas traceja­
das em verde). Todas as conexões sao químicas, ou seja, direcionais (setas
em azul ou cinza)........................................................................................................  39
4.3 Representacao da matriz de conectividade para humanos saudaveis, divida 
em 78 regioes corticais. Os pesos sao atribuídos como a seguir: 0 (branco);
1 (magenta); 2 (ciano); 3 (alaranjado). O que corresponde a falta de co- 
nexõo (ou nao identificadas), conexões esparsas, intermediírias e densas, 
respectivamente...........................................................................................................  41
4.4 Matriz de conectvidade Humana extraída de conectomas gerados a partir de 
exames de ressonância magnetica, obtidos do Projeto Conectoma Humano 
[42]. A quantidade de conexoes e atribuída de acordo com os pesos 0,1, 2 e 
3, que correspondem respectivamente: sem conexões (branco), 50 (verde),
100 (cor de rosa) e 150 (amarelo) conexões entre as regioes corticais............. 42
4.5 Matriz de conectividade do coírtex cerebral do gato representada de acordo 
com os pesos e escala de cores: branco representa a ausâencia de conexõao 
(0), verde-oliva sao conexões esparsas (1), azul sao conexões moderadas 
e (2) e salmao sao conexoes densas (3). A quantidade de conexões entre 
diferentes regioes corticais sao atribuídas de acordo com o mesmo metodo
das matrizes anteriores............................................................................................... 43
L IST A  D E  IL U S T R A Ç Õ E S
5.1 Distribuicao de grau p(k) para as 78 sub-redes livre de escala. A figura 
mostra a forma característica de uma lei de potencia visto pelo compor­
tamento de cauda pesada conforme o grau k dos neurônios aumenta. O 
ajuste da lei de potencia 7 , e mostrado por seus valores m íximo (azul) e 
mínimo (magenta) para todas a conexoes (entrada+saída) (a), conexoes de 
entrada (b) e conexães de saída (c)......................................................................... 51
5.2 Parâmetro de ordem medio de Kuramoto calculado em funcao da intensi­
dade de acoplamento químico para as sub-redes: 1, 25, 50 e 78. De acordo 
com a figura, notamos que algumas redes atingem um maior valor da sin­
cronização o que e um forte indicativo de que cada sub-rede atinge um grau 
diferente de sincronizacao.......................................................................................... 53
5.3 Na Fig.(a), a curva preta representa o parômetro de ordem R m em função 
da intensidade de acoplamento químico. As curvas tracejadas delimitam 
os valores maximo (verde escuro) e mínimo (magenta) de R m. As barras 
verticais cinza representam uma fraçao das sub-redes com valores de R m 
maiores do que as da rede de redes. As barras verticais hachuradas re­
presentam a quantidade de sub-redes para as quais R m esta alem de um 
desvio para mais ou para menos, a, que esta indicado pelas barras de erros 
em vermelho. A Fig.(b) mostra o parâmetro de ordem de Kuramoto (em 
escala de cores) para todas as 78 regioes corticais............................................... 53
5.4 Fator de supressão de sincronizacão (em escala logarítmica) em funcão da 
amplitude de controle £F e atraso de tempo t  quando o controle e apli­
cado em (a) 25%, (c) 50%, (e) 75%, e (f) 100% das regioes corticais com 
intensidade de acoplamento químico £F =  0 .2 . A variação correspondente 
de S  com £F e diferentes valores de T e  representada em (b), (d), (f) e (h). 
Valores de S  > 1 correspondem a supressao de sincronizacao..........................  56
5.5 Fator de supressão (barra colorida em escala logarítmica) em funcao da 
amplitude de controle £F e tempo de atraso t  e intensidade de acopla­
mento químico £F =  0 .2 . O controle foi aplicado nas seguintes situacães:
(a) apenas nos hubs, (c) apenas nos neurônios que enviam sinais (saída)
(e) apenas nos neurônios que recebem conexães (entrada) e (g) todos os 
neurônios: envia+recebe, sem considerar o hub. A variacao correspondente 
de S  com £F e diferentes valores de t , e s tí representada em (b), (d), (f) e 
(h)...................................................................................................................................  58
5.6 Fator de supressao em escala logarítmica, ln S , em funcão da intensidade do 
sinal de feedback £F e do tempo de atraso t , para rede de mundo pequeno.
As Figs. (a) e (b), mostram que para 25% e 50% das sub-redes perturbadas 
pelo controle, o metodo utilizado para medir a supressao foi bem empregado 
e pode ser visto por uma regiãao em azul bem espalhada. Em contrapartida 
nas Figs. (c) e (d), quando perturbamos 75% e 100% das sub-redes, o espaco 
de parâmetros e dominado por uma regiao onde h í  reforço da sincronizacao. 60
L IST A  D E IL U S T R A Ç Õ E S
5.7 Fator de supressão visto pelo plano de parômetros eF versus t , para sub-
redes de tipo aleatória. As Figs. (a) e (b), mostram que para 25% e 50% 
das sub-redes perturbadas o controle utilizado para suprimir a sincronizaçcaão 
foi efetivo, retornando S  > 1. Na Fig. (c) mais da metade do plano de 
parâmetros esta em uma regiao na qual h í  reforço da sincronizacao. Na 
Fig. (d) nao existem regiães onde o metodo para suprimir a sincronizacao 
tenha sido bem avaliado............................................................................................  61
5.8 Fator de supressao (barra colorida) para sub-redes livre de escala. Na 
Fig.(a) para 25% das sub-redes perturbadas a percebemos que S  > 1 a  
partir de e ~  0.3, apos este valor, vemos a presenca de uma regiao onde 
nao houve supressão ou foi reforçada. O caso em que 50% das sub-redes sao 
perturbadas e onde ocorrem maiores valores para S , conforme Fig.(b). Em 
75% e 100% das sub-redes perturbadas, Figs.(c) e (d) notamos o surgimento
de cada vez mais regiães onde obtivemos o resultado oposto ao esperado. . 63
5.9 Para sub-redes de mundo pequeno, quando consideramos 25% (a) e 50%
(b) das regiãoes afetadas pelo controle vemos uma modesta regiãao no qual 
S  > 1 com valores mais acentuados no caso de 75% das redes perturbadas, 
em algumas combinacoes de eF e t . Nas Figs. (c) e (d) não são observadas 
quaisquer regioes onde o fator de supressao seja satisfatório.............................. 64
5.10 Fator de supressao quando consideradas sub-redes aleatórias para o conec- 
toma B. Os melhores valores para o fator de supressao sao vistos na Fig.
(a), embora valores mais altos surjam em combinações específicas na Fig.
(b). Quando 75% (c) e 100% (d) das regioes são perturbadas pelo con­
trole, percebemos a tendencia de obtermos mais regioes sincronizacao do
que supressao no plano de parômetro..................................................................... 65
5.11 Quando consideradas 25% das sub-redes livre de escala do conectoma do 
gato, Fig.(a), o espaço de parâmetros mostra uma grande regiao espalhada 
em que S  > 1. Com 50% da redes perturbadas ainda temos valores satisfa­
tórios para a supressão, conforme mostrado na Fig.(b). Com 75% e 100% 
das sub-redes perturbadas, Figs.(c) e (d) alcancamos um efeito indesejavel, 
onde a sincronizaçao e s tí sendo reforçado pelo controle....................................  67
5.12 Para sub-redes de mundo pequeno, na Fig.(a) quando consideramos 25% 
das regiãoes afetadas pelo controle, temos uma grande regiãao espalhada no 
plano de parâmetros onde S  > 1, este caso apresenta os valores mais satis­
fatórios para e medida de supressão. Nas figs.(b), (c) e (d) acompanhamos 
o encolhimento da região em que S  > 1, a cada percentual das regioes 
corticais o reforço da sincronizacão esta mais acentuado devido aos efeitos
do controle....................................................................................................................  68
5.13 Fator de supressao quando consideradas sub-redes aleatorias. Tanto para 
25% quanto para 50% das regiãoes corticais, os resultados mais expressivos 
de supressao são atingidos para certas combinacoes de eF e t , conforme as 
Figs.(a) e (b).Para 75% (c) e 100% (d) das regioes sao perturbadas pelo con­
trole, ainda temos tendôencia do surgimento de mais regiãoes sincronizaçcãao, 
efeito oposto ao desejado...........................................................................................  69
SUMÁRIO
1 In tro d u ç ã o  1
2 U m a b rev e  a b o rd a g e m  so b re  red es com plexas 7
2.1 O problema de E u l e r ................................................................................................  7
2.2 Propriedades das redes com plexas.........................................................................  8
2 .2.1 Matriz Adjacencia ......................................................................................  9
2 .2.2 Grau e distribuição de g r a u ......................................................................  10
2.2.3 Caminho mais curto e diametro da rede ...............................................  12
2.2.4 Coeficiente de a g ru p a m e n to ......................................................................  13
2.3 Modelos de redes co m p lex as...................................................................................  14
2.3.1 Redes Aleatórias: O modelo de Erdos e R e n y i .....................................  14
2.3.2 Redes de Mundo P e q u e n o .........................................................................  16
2.3.3 Redes livres de escala: modelo de B arabósi-A lbert..............................  20
3 S is tem as d inâm icos: O M a p a  de R ulkov  e sincron izaçao  de m ap as aco­
p lado s 23
3.1 Mapa de Rulkov: Conceitos g e ra is .........................................................................  24
3.1.1 Anólise dinamica do mapa: pontos fixos ...............................................  26
3.2 Mapa de Rulkov A co p lad o ......................................................................................  29
3.3 Analise da fase de rajada de d is p a ro s ................................................................... 30
3.4 Sincronização de redes neuronais .........................................................................  31
3.4.1 Modelo de K u ram o to ...................................................................................  32
4 M eto d o : c o n s tru ça o  e descriçao  m a te m a tic a  do m odelo  de red e  de red es  36
4.1 Arquitetura das conexoes.......................................................................................... 37
4.1.1 Matriz de conectividade das sub-redes ..................................................  38
4.2 Matriz de conectividade: representaçao de diferentes conectom as...................  40
4.2.1 Conectoma A ...............................................................................................  40
4.2.2 Conectoma B ...............................................................................................  41
4.2.3 Conectoma do Gato .................................................................................. 42
4.3 O modelo matematico ............................................................................................ 44
4.4 Supressao de sincronizaçao.....................................................................................  47
4.4.1 Retroalimentaçao com atraso temporal: Time Delayed Feedback . . 48
5 R esu ltad o s  50
5.1 Construcao das sub-redes do tipo livre de e s c a la ................................................  51
5.2 Sincronizaçao de f a s e ...............................................................................................  52
5.2.1 Parâmetro de ordem de Kuramoto .......................................................... 52
5.3 Supressão da sincronizacao.....................................................................................  55
5.3.1 Conectoma A ...............................................................................................  55
5.3.2 Conectoma B ...............................................................................................  62
5.3.3 Conectoma do g a t o .....................................................................................  66
6  C onclusões e p e rsp e c tiv a s  fu tu ra s  71
7 A pend ice  A 74
Burst Synchronization in neuronal Assemblies of Scale-free Networks . . .  74
R eferenc ias 84
C a p í t u l o  1
Introdução
Entender como funciona o cerebro sempre foi um grande desafio devido a impor- 
tancia e complexidade de seus constituintes. O cerebro faz parte do nosso sistema nervoso 
central, e pode ser dividido em diferentes regioes, na qual cada uma delas e responsavel 
pelo bom funcionamento de nossas funcoes motoras, olfativas e visuais, por exemplo [1]. 
Entretanto, a mera composiçcõao das diversas regiõoes cerebrais nõao teria grande relevaância 
se nõo fosse por um determinado constituinte do nosso sistema nervoso, o neuronio. Um 
ser humano possui aproximadamente 84 x 109 neuronios, localizados majoritariamente, 
no círtex  cerebral [2]. Os corpos das celulas dos neurânios estao agrupados na massa 
cinzenta, na superfície do cerebro, na parte interna da medula espinhal, e em pequenos 
nodulos chamados ganglios, perto da coluna vertebral [1]. A atividade eletrica que resulta 
da comunicacao entre diferentes neuronios nao e s tí localizada apenas no cerebro, pois os 
nervos receptores destes sinais espalham-se por todo nosso corpo, desde a cabeca ate os 
pes.
Quase toda a superfície do cortex cerebral e denominada neocortex, que e a deno- 
minaçõo que recebem todas as areas mais desenvolvidas do cortex [3]. A quantidade de 
neurânios localizado no neocortex e o que distingue mamíferos de outros vertebrados, e 
especialmente, humanos de outros primatas. Eí isto que nos habilita a realizar diferentes 
atividades e possuir características mais complexas, quando comparado a outros mamífe­
ros [4,5]. Isso nao significa que outras especies de vertebrados nao possuam características 
cognitivas complexas. Estudos recentes mostraram que algumas especies de passaros, pos­
suem uma excelente capacidade cognitiva associada a uma maior quantidade de neurâonios 
localizado no telencefalo [6].
Basicamente, os neuronios sõo responsíveis pela transmissao de diversos sinais 
eletricos que sao codificados pelo nosso corpo e nos permite realizar diversas tarefas, ou 
seja, sõao os neurâonios que determinam se seremos capazes de realizar ou nõao uma dada 
atividade. De forma sucinta, os neuronios sao celulas eletricamente excitaveis do sistema 
nervoso que controlam funcões basicas de nossos corpos por meio de impulsos eletricos, 
que processam e enviam informacões por meio de sinapses [7]. Estes impulsos eletricos, 
denominados potenciais de acao, tornam  a comunicacõo de uma rede neuronal bastante 
similar a um circuito eletronico [8].
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Os sinais recebidos pelos neurônios sao combinados para determinar se os impulsos 
eletricos serão transmitidos de um neuronio para outro atraves de uma celula alvo [7]. 
Estes sinais podem ser de origem excitatoria ou inibitoria. Em geral, um neuronio e 
excitado para gerar um impulso eletrico, contudo, a comunicacao entre eles dependerí da 
contribuicao de todos os sinais excitatorios e inibitorios que ele recebe.
O local da conexãao entre dois neurôonios íe denominado sinapse, e sãao estabelecidas 
entre os dendritos e os corpos celulares de outros neurôonios. Durante a sinapse a transmis­
são do impulso nervoso ocorre de um neurônio para outro, em locais no qual a informacao 
e transportada do primeiro neuronio (pré-siníptico) para o neuronio alvo (pos-sinaptico), 
e podem ser de dois tipos distintos: eletricas e químicas [1,7].
As sinapses eletricas ocorrem atraves do contato direto entre as membranas de dois 
neurônios adjacentes. E as sinapses químicas, ocorrem quando o neuronio pre-sinaptico 
secreta por seu terminal axonal uma substôancia química chamada neurotransmissor, que 
poderí causar a excitacao, inibicão ou a modificacao da sensibilidade da celula nervosa [1]. 
Uma característica muito importante das sinapses e a direçao utilizada para conduzir 
os impulsos nervosos. Nas sinapses químicas, os sinais sao conduzidos em apenas uma 
direção: do neuronio pré-sinaptico para o pos-sinaptico. Para as sinapses eletricas, os 
sinais poderaão ser conduzidos em ambas as direcçãoes.
Um potencial de acao origina-se devido o resultado de uma despolarizaçao na mem­
brana celular. Um neuroônio em repouso apresenta uma voltagem em sua membrana ce­
lular, chamada de potencial de repouso. Este potencial, íe determinado pela distribuiçcaão 
desigual de íons entre os meios intra e extra celular (gradiente de concentracao) e atraves 
da sua permeabilidade para cada íon [1]. Dentro da membrana estao presentes íons de K+ 
enquanto que do lado de fora estão presentes os íons de Na+, Ca+ e cloretos. Contudo, a 
membrana celular e muito mais permeível aos íons de Na+ e K+, o que se conhece como 
permeabilidade seletiva, fazendo com que apenas estes dois íons participem ativamente 
do transporte [7].
Durante a despolarizacão da membrana, os canais de íons sídio dependentes de 
voltagem abrem devido a um estímulo eletrico. A  medida que os íons de sodio,Na+ , voltam 
para a o interior da celula, sua carga positiva torna o potencial, dentro da celula, cada vez 
mais positivo. Quando o potencial atinge um valor limite, um disparo (potencial de acão) 
e produzido. Uma vez que a celula foi despolarizada, os canais de Na+ dependentes de 
voltagem comecam a se fechar [1]. O aumento da carga positiva no meio intracelular faz 
com que os canais de potíssio dependentes de voltagem se abram, os íons K+ movem-se
vagora contra seu gradiente de concentração eletroquímico para fora da celula. A  medida 
que o K+ sai da celula, o potencial de membrana torna-se mais negativo ,e começa a se 
aproximar do potencial de repouso colocando no meio intracelular K+ e para fora Na+,
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na proporçao 3Na+ : 2K+ [1,9].
A medida de um impulso nervoso (potencial de acão) que atravessa a membrana 
pode ser realizada experimentalmente atraves de eletrodos. Tal procedimento foi execu­
tado pela primeira vez para entender os mecanismos de conducão de sinais eletricos no 
neuronio gigante da lula, por A. Hodking e H. Huxley [10]. Para simular computacio- 
nalmente um neuronio biologico, esse impulso nervoso foi representado por uma corrente 
eletrica externa aplicada à rede neuronal [11]. Assim como modelo do neurônio b io ^ ic o , 
essa corrente externa deveraí ser suficientemente forte para que a haja a transmissãao deste 
sinal para os outros neurônios. Quando isto ocorre, os canais contidos na celula serâo 
abertos e permitirao a passagem de íons, causando uma variacao s íb ita  no potencial que 
fora medido experimentalmente [1].
Dentre os tipos de atividades eletricas que os neurônios podem exibir, duas sao 
de grande importôancia para estudar os processos de transmissãao do impulso nervoso: 
os disparos (spikes) e as rajadas de disparos (bursts). Os disparos são causados por 
uma variaçao abrupta no potencial de acão, enquanto que, as rajadas de disparos sao 
caracterizadas pela sequencia de dois disparos ou mais, seguidos por um longo período 
de repouso [12,13]. Existem alguns modelos feitos para simular os padroes de rajadas de 
disparos neurais, como por exemplo, o modelo de Rulkov [14] e Chialvo [15,16].
O neuronio tratado neste pesquisa sera construído segundo o mapa bidimensional 
de Rulkov. Neste modelo, a combinacão dos seus parâmetros e a recorrência entre as 
variaveis do mapa, conferem o equivalente a um spike ou um burst no neuronio, o que 
depende dos valores adotados para os parâmetros. Com um mapa podemos simular um 
unico neuronio. Para simular o equivalente a uma rede neuronal e necessírio adicionar 
um termo de acoplamento ao mapa. Quando neurôonios que apresentam comportamento 
de burst sao acoplados atraves de um sinal eletrico, o ritmo de oscilacao cresce ou diminui 
de acordo com a intensidade do sinal aplicado [11].
O acoplamento dos neurôonios de Rulkov nos permite trabalhar com uma estrutura 
de redes neuronais, que trataremos atraves da teoria das redes complexas. A inserçao da 
topologia de uma rede para estudar a dinôamica neuronal íe justificada pelo fato de que 
as conexoes sinapticas entre os varios neurônios formam uma rede complexa, uma vez 
que os neuronios poderão conectar-se uns aos outros tanto em relacao aos seus neuronios 
vizinhos, quanto aos neurônios em regioes mais distantes, em que cada celula receberá 
continuamente alguns milhares de estímulos excitatorios ou inibitorios de outros neurônios 
[15]. Existem varios sistemas que podem ser estudados atraves da teoria dos grafos, como 
e o caso por exemplo, de varios sistemas biologicos tais como sistemas neuronais, rede de 
interacao proteína-proteína, dentre outros [17,18].
Em geral, trabalhar com uma rede de mapas acoplados causa uma sincronizaçcãao
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dos neuronios na rede, de modo que, todos eles passarâo a disparar ao mesmo tempo. 
Esta sincronizacçõao poderaí ser uma característica positiva relacionada ao comportamento 
correto das funcçõoes cerebrais, como tambíem uma característica negativa. O bom funci­
onamento de nossas funçcõoes corporais seraí determinada pelo ritmo de disparo neuronal. 
A distribuiçcõao dos neuroânios presentes em nosso sistema nervoso forma uma rede cuja 
estrutura e conexao sao complexas. Caso haja alguma falha na comunicacõo entre os 
neurânios, nosso corpo apresentara um “mal funcionamento”.
Como consequencia da alta sincronizacao entre os neuronios, estao associadas do- 
encas motora ou neurodegenerativa, como por exemplo doenca de Parkinson, epilepsia e 
tremores essenciais [19-22]. Quando os neurânios estõo dessincronizados, o sinal eletrico 
resultante possui uma amplitude de oscilacõo muito pequena. Em contra partida, quando 
os neuronios estõo sincronizados o sinal resultante de cada neurânio produz uma ampli­
tude de oscilacõo bastante relevante. Trabalhos recentes investigaram a sincronizacao de 
redes de mapas acoplados, usando neuronios de Rulkov [12,23,24]. Inicialmente o acopla­
mento escolhido era do tipo lei de potencia, de modo que as conexoes fossem estabelecidas 
entre todos os neuronios, atraves de um termo de campo medio [13]. Outros estudos tam- 
bem foram realizados considerando outros tipos de acoplamento, neste caso, ao inves de 
utilizar acoplamento de campo medio, foram utilizados acoplamentos sinípticos [25-27].
Como fora dito anteriormente, alta sincronizacao dos disparos neuronais, em alguns 
casos, esta associada à doencas motora ou neurodegenerativa [19,28]. Alguns metodos 
foram utilizados como uma tentativa de diminuir ou suprimir totalmente a sincronizaçcõao 
em redes neuronais. Uma das tecnicas mais simples, consistia na aplicacao de uma per- 
turbacao externa na forma de um sinal harmânico e periodico, do tipo seno, controlado 
por uma amplitude capaz de ajustar a intensidade do sinal aplicado [13,23]. Ao longo 
dos anos, outra tecnica que se destacou, foi o emprego do metodo de delayed feedback 
Amplamente difundida no meio academico, esta tecnica foi aplicada em varios estudos 
sobre sincronizacõo neuronal e varios modelos de redes, de mundo pequeno a livre de 
escala [25,26]. O estudo de sincronizaçao e controle de supressõo neuronal pode ser feito 
tanto com sistemas a tempo contínuos e discretos [10,15,29]. Alguns dos modelos mais 
estudados abordam a rede neuronal de gatos, macacos e de c. elegans (uma especie de 
Nematodeo) [25,30-33].
A mudança no metodo de construcao das redes, atraves do aumento dos detalhes 
na construçõo dos modelos teíricos, nos permitiu criar um modelo mais sofisticado para 
estudar uma maior quantidade de neurâonios distribuídos em um esquema de rede de
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redes1 (rede global) [25,34]. Neste modelo, a interaçao entre diferentes regioes corticais 
íe realizada por diferentes tipos de acoplamento. A justificativa de utilizar uma rede de 
redes íe simular de forma mais simples a complexidade da arquitetura de conexãoes entre as 
regioães corticais, individualmente, e investigar propriedades de grupos dentro das redes, 
como por exemplo, o fenôomeno clube dos ricos, que ocorre para as redes livre de escala e 
as propriedades de cluster em redes de mundo pequeno [27,35].
Atraves da analise de imagens feitas por ressonancia magnetica, observou-se que 
algumas atividades cerebrais apresentam uma estrutura de conexãao de uma rede livre de 
escala [36,37]. Para este tipo de rede, em particular, o numero de conexães satisfaz uma 
distribuicao de probabilidade do tipo lei de potencia [25]. Em geral o estudo das redes 
neuronais e realizado sob a ítico  de um modelo de redes de mundo pequeno. Contudo, em 
alguns casos, observou-se que o uso das redes livre de escala naão implica necessariamente 
que surjam atalhos que conectem neurôonios distantes, uma vez que a distôancia Euclidiana 
entre eles nao desempenha um papel central para esta topologia de rede [26].
O objetivo deste trabalho íe encontrar um míetodo para suprimir a sincronizaçcãao 
em uma rede neuronal. Para tal, avaliaremos a supressãao da sincronizaçcãao para diferentes 
conectomas e topologia de redes. A tecnica empregada como ferramenta de controle 
visa utilizar um sinal externo, apos um certo tempo, em determinada quantidade de 
regioes corticais. Algumas tecnicas tem sido amplamente utilizadas para diminuir os 
ritmos anormais de atividades cerebrais devido a sincronizaçao. Uma das mais avançadas 
e conhecida como Deep Brain Stimulation (DBS), ou, estimulacão cerebral profunda [38]. 
A tecnica DBS e realizada atraves de eletrodos implantados em regiães alvo do cerebro. 
Esses eletrodos produzem impulsos eletricos que regulam os impulsos anormais, ou, afetam 
certas celulas e substôncias químicas dentro do cerebro [39,40]. A quantidade do estímulo 
aplicado e controlado por um dispositivo colocado sob a pele na parte superior do torax. 
Existem outros metodos, muito mais invasivos, que são realizado atraves de intervençães 
cirargicas para a remocão da írea  danificada do cerebro.
Nesta pesquisa, optamos apenas por representar conexães de tipo química, uma 
vez que este tipo de ativacao feito por um neurotransmissor, e encontrado com maior 
frequencia entre os neurônios [9]. Desta forma, as conexães químicas poderão ser estabe­
lecidas tanto entre as varias regioes corticais, quanto em neuronios em uma mesma rede. 
Como ideia inicial, escolhemos representar as regioes corticais atraves de redes livre de 
escala. Uma vez verificado efeito da topologia do tipo livre de escala, atribuiremos outros
1 A rigor, uma rede de redes é também uma rede. Entretanto, algumas vezes utilizaremos este termo 
para referirmo-nos a composicao de todos os elementos presentes na rede, formando uma rede global.
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de tipos de rede para a construção das regiães corticais, como as redes de mundo pequeno 
e aleatorias. Nosso modelo de rede neuronal serí estudado para um conjunto de matrizes 
extraídos de diferentes conectomas, dois do tipo humano [41-44] e o outro do gato [30].
Apresentados os conceitos iniciais, daremos seguimento ao trabalho nos capítulos 
posteriores. No capítulo dois introduziremos os conceitos iniciais sobre a teoria das redes 
complexas atraves de uma solucao proposta por Lehonard Euler. E definiremos as pro­
priedades e características dos modelos de redes classica ou aleatoria (Erdos-Renyi) [45], 
mundo pequeno (W atts-Strogatz/Newmann) [46] e as livre de escala (Barabasi-Albert) 
[47].
O capítulo 3 apresentara o subsídio teorico necessario para a compreensao da di­
nâmica neuronal, atraves do mapa de Rulkov, de acordo com o conectoma escolhido. 
Investigaremos bem como a influencia de um fator de acoplamento generico inserido no 
mapa. Conforme dito anteriormente, a sincronizacão e s tí associada a doenças degene­
rativas em certas íreas do cerebro, dito isto, o capítulo 4 apresentarí os metodos que 
servem como base para calculo de medida sincronizaçao de redes atraves do modelo pro­
posto por Kuramoto para osciladores acoplados [48-50]. Finalmente, no capítulo 5, serão 
apresentados os resultados desta pequisa levando em consideração o metodo utilizado 
para o controle de sincronizacão neuronal, que serí feito com atraves de uma perturbacao 
adicionada na rede por um sinal periodico produzido pela rede com atraso.
C a p í t u l o  2
Uma breve abordagem sobre redes 
complexas
Neste capítulo apresentamos um apanhado histórico de alguns conceitos e carac­
terísticas sobre a teoria das redes complexas. Faremos ainda uma breve descriçao sobre 
os modelos das redes: aleatoria (Random Network), reportada inicialmente atraves do 
modelo de Erdos e Rínyi [45], em que desenvolveram as ferramentas matemáticas neces- 
sarias para caracterizar o modelo da rede aleatária. Apresentaremos ainda as redes do 
tipo mundo pequeno (Small World Network) que foram relatadas a partir de um expe­
rimento social realizado por Milgram, e mais tarde, desenvolvido por W atts, Strogatz e 
Newman [46,51,52]. E por fim, trataremos das redes livre de escala (scale-free Network) 
ou redes sem escala [17,47], estas surgiram apos a constatacão de que os dois modelos 
de redes citados anteriormente, nao eram capazes de descrever a complexidade de mui­
tos sistemas, as chamadas redes reais. O modelo das redes livre de escala foi proposto 
por Barabási e Albert com a finalidade de fazer um mapa das conexães da World Wide 
Web (WWW). Desde entao, o modelo passou a ser conhecido tambem como modelo de 
Barabasi-Albert.
2.1 O problem a de Euler
Para tra ta r da teoria das redes complexas, precisamos mencionar, que ela surgiu 
atraves de um ramo da matematica, conhecido como teoria dos grafos. O primeiro grafo ao 
qual se tem conhecimento surgiu dos esforços do matematico Leonhard Euler em solucionar 
um problema atualmente conhecido como “o problema das sete pontes de Königsberg”. 
Euler, escrevera um pequeno artigo para solucionar um problema que teve origem em 
Königsberg, devido a distribuiçao de sete pontes que conectavam ilhas ao redor da cidade 
[17]. A maioria dessas pontes estavam conectadas a ilha de Kneiphof, que foi colocada 
entre os dois ramos do rio Pregel, com outras partes da cidade, e, outras duas pontes 
adicionais atravessaram os dois ramos do rio, conforme pode ser visto na figura 2 .1. A 
respeito da curiosa distribuiçcãao das pontes na cidade a questãao levantada pelos habitantes 
foi a seguinte: seria possível andar atraves das sete pontes sem nunca cruzar a mesma 
ponte duas vezes?
8 2.2 Propriedades das redes complexas
Fi gura 2.1 - Esquema das pontes de Königsberg [17]. A figura (a) mostra a distribuição das sete pontes 
de Königsberg ao redor do rio. A figura (b) representa a primeira representação do grafo de Königsberg 
concebida por Euler [53].
Ao tentar solucionar tal problema problema, Euler considerou que as quatro ilhas 
fossem substituídas por pontos, ligadas por linhas, que representavam as sete pontes, ou 
seja, Euler desenhou um arranjo de uma coleçao de nos conectados por linhas entre si. 
Pensando na solucao deste problema, Euler, deu origem ao primeiro grafo da historia, em 
que os nos eram os pedacos de terra da ilha, e os links eram as pontes [17].
A explicaçao de Euler, de que nao existia caminho em Könisgberg que atravessava 
todas as sete pontes apenas uma vez, veio atraves da seguinte observaçao: nos que possuem 
um numero ímpar de ligacoes devem ser o ponto inicial ou final da viagem, pois sempre 
será necessário um nó de entrada e um de saída para acessar uma ilha. Desta forma, tal 
caminho não poderia existir em um grafo que tem mais de dois nós com um numero ímpar 
de ligacães. Como o grafo de Könisgberg possuía quatro desses nós, o caminho desejado 
nao poderia ser encontrado.
A teoria dos grafos foi fundamentada como base para o estudo e compreensão 
sobre a teoria das redes complexas, e com o passar dos anos surgiu uma nova area de 
pesquisa para estudar redes cuja estrutura e irregular e complexa. Como consequencia de 
seu desenvolvimento, a teoria das redes complexas foi, e ainda e, utilizada no estudo de 
pesquisas em varios ramos científicos [17,54-57].
2.2 P ropriedades das redes com plexas
Grafos e redes sao termos utilizados de forma alternada em textos científicos, o 
que nos leva a questionar a diferenca entre um grafo e uma rede. De forma mais simples, 
podemos dizer que uma das diferenças esta no emprego dos termos utilizados para trata- 
los. O tratam ento da teoria dos grafos e feito sob uma representaçao matematica, um 
grafo óe utilizado para estudar as relaçcãoes entre objetos de um determinado conjunto. 
Para isto, sao utilizados termos como vertices, arestas e a própria estrutura onde estes 
elementos se encontram, e chamada grafo. A ciencia das redes tra ta  de sistemas reais, e
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alguns dos termos utilizados no tratam ento de redes sao nos, links ou conexoes, sendo a 
estrutura que comporta todos esses elementos, uma rede. Em geral uma rede corresponde 
a um grafo, representado por um conjunto de nos conectados por arestas, e o conjunto 
desses grafos e denominado uma rede [54,58]. Desta forma, atraves da teoria dos grafos e 
possível obter uma representacão matematica das varias topologias de redes complexas.
As redes complexas possuem algumas propriedades importantes que possibilitam 
uma completa caracterizacao em relaçao a sua topologia. Dentre os elementos de uma rede 
complexa, o entendimento de dois destes faz-se necessario para a compreensao posterior 
das características de uma rede [54,55],
•  Nos: representa o numero de componentes no sistema. Em uma rede um n í  pode 
assumir a forma de diversos elementos. Por exemplo, em uma rede neuronal, os nos 
são os neuronios da rede;
• Links (conexoes): representa a conexão entre os pares de nos. Em geral, as conexoes 
representam o ním ero total de interacoes entre os nos. No caso de uma rede neural, 
os links representam a interacão entre os neuronios da rede.
Desse modo, uma rede e essencialmente um conjunto de nos conectados entre si, 
o que nos da de fato, o conceito mais facil do que e uma rede complexa. Contudo, uma 
rede possui outros elementos que devem ser considerados para que se possa alcancar a 
completeza de suas propriedades. Na príxim a secão apresentaremos algumas propriedades 
necessírias para esta construcao, a fim de que possamos entender os modelos de redes aqui 
destacados.
2.2.1 M a tr iz  A d jacên cia
Antes de definir a matriz adjacencia de uma rede, precisamos levar em consideracao 
que as conexães em uma rede podem ser direcionadas ou não direcionadas. Uma rede e 
dita direcionada (ou digrafo) se todos as suas conexoes sao direcionadas, ou seja, existe 
um direcão para a qual a conexao sera estabelecida. E e dita não direcionada, se todos os 
as suas conexoes sao nao direcionadas [58]. Algumas redes apresentam simultaneamente 
conexãoes direcionadas e naão direcionadas.
A descriçao completa de uma rede requer que investiguemos suas conexoes. Uma 
das características de maior importancia em um grafo, consequentemente em uma rede 
complexa, e sua matriz de adjacencia ou matriz de conectividade [54,58]. Sua representa- 
çao e feita por meio de uma matriz quadrada, N  x N , que mostra como as conexães estao 
dispostas entre os n ís na rede, permitindo determinar a topologia da rede construída. A 
matriz adjacôencia pode ser escrita de formas distintas se considerarmos o tipo do grafo
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analisado. Também pode ser escrita sob a construção de um grafo não direcionado, dire­
cionado e ponderado [59]. A construcão da matriz e feita sob a seguinte consideracao:
aij =
1 , se existe conexão entre os nos i e j ; 
0 , caso contrario. (2 .1)
Para um grafo nao direcionado a matriz sera simetrica, a j  =  a^. Caso nao exista 
auto-conexao no grafo, os elementos da diagonal principal serão nulos, ou seja, an =  0 . 
Como exemplo consideraremos o grafo ilustrado na Fig. 2.2, e em seguida, representamos 
sua respectiva matriz adjacencia:
A  =
0 1 1 1 1  
1 0  1 0  0 
1 1 0  1 0  
1 0  1 0  0 
1 0 0 0 0
Fi gura 2.2 - A figura apresenta um esquema de um grafo nao direcionado. Ao lado, pode-se ver a matriz 
de adjacencia montada de acordo com 2.1. E interessante observar que como nao há auto-conexao, o link 
de um vertice com ele próprio recebe o valor zero na matriz.
No caso de um grafo ponderado ou direcionado, os elementos da matriz adjacencia 
assumirao valor zero caso nao haja conexão entre os nos, e valor diferente de 1 caso exista 
a conexao entre os pares de nos. Neste último caso, o valor assumido seria peso ou a 
quantidade de conexões existentes entre os nos.
2 .2. 2 G ra u  e d is tr ib u iç ão  de g ra u
Quando uma rede e gerada, a quantidade de conexoes que são direcionadas para 
um no nos ajudam  a determinar a topologia da rede. Desta forma, devemos pensar em 
um modo para estabelecer a medida da quantidade de conexãoes que um núo recebe, ou 
como mais comumente chamado, seu grau.
2.2.2.1 Grau
O grau de um nú, representa o numero de conexoes que ele possui com outros nos. 
Se a rede e nao direcionada, sua construcao segue um modelo de crescimento no qual os 
nos podem ser distinguidos uns dos outros. Para este tipo de rede, o numero to tal de 
conexões, L, pode ser escrito como a soma dos graus dos nos:
1 N 
L  =  2 E k-
i=i
(2 .2 )
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com N  o número de nós. E o grau médio, para redes nao direcionadas:
1 ,N. 2 L
k  =  k  =  NT (2-3)i=1
Para uma rede direcionada, faz-se necessário definir uma conectividade de entrada 
e saída partindo e/ou chegando em um no, e portanto, sua conectividade possuira duas 
componentes. Ou seja, o que precisa ser feito e distinguir o grau de entrada k™, que 
representa o numero de conexoes que apontam para o ná i, e o grau da saída k°ut que 
representa o numero de conexoes que apontam do i para outros nos [53]
ki =  k n  +  kOut. (2.4)
O numero total de conexoes em uma rede direcionada será dado como,
N N
L  =  £  k f  =  £  k\u t . (2.5)kout
i=1 i=1
i N i N r
k )  =  v E  =  ( O  =  ü Y ,  N  (2.6 )i=1 i=1
Outra forma de determinar o grau de um no pode ser obtido direto dos elementos
das matriz de conectividade. Em redes nao direcionadas, o grau de n í  e a soma sobre as
linhas ou as colunas da matriz, ou seja
N N
ki =  Y 1  aij =  Y 1  aji. (2.7)
j=i j=i
De forma semelhante, para redes direcionadas, a soma sobre as linhas e colunas da matriz 
adjacôencia fornecem os graus de entrada e saída, respectivamente
N N
ki" =  £  aij; k°“'  =  £  aij■ (2 .8 )
j=1 j =1
Se a rede e nao direcionada o numero de conexães de entrada e igual ao de saída:
N N N
2L =  £  kin =  £  k°M =  £  aij, (2.9)
i=1 i=1 ij
o numero de elementos diferentes de zero da matriz adjacencia e 2L, ou seja, o dobro do 
ním ero de links.
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2.2.2.2 Distribuição de grau
A distribuição de grau e uma das propriedades mais simples de uma rede. Esta 
distribuição, pk, fornece a probabilidade de que um no selecionado aleatoriamente na rede, 
tenha grau k [54,55].
Com o crescimento da rede, a cada no adicionado, uma nova distribuição de grau 
sera introduzida e podera ser expressa como p(k, i, s), esta distribuicão de grau nos da a 
probabilidade de que o no i na rede s tenha grau k. Dado que p k e uma probabilidade, 
normalizaremos p(k) como a seguir,
A distribuiçao de grau p(k) de uma rede, e definida como a fracao de nos na rede 
com grau k. Entao, se existem N  nos ao todo em uma rede, e N k deles possuem grau k, 
teremos
mostra apenas as propriedades locais da rede.
2 .2.3 C am in h o  m ais c u r to  e d iâ m e tro  d a  red e
2.2.3.1 Caminho mais curto
No contexto de redes complexas, quando nos referimos a distância, não estamos 
nos referindo ao significado da palavra utilizado em física. Em redes, a distancia física 
será substituída pelo termo comprimento de caminho (path length). Um caminho (path) 
e uma rota que percorre as conexoes da rede, e um comprimento de caminho, representa 
o numero de conexoes que o caminho contem [53]. O caminho mais curto e o percurso 
medio pelo qual se pode chegar de um ná i ate um no j , passando pelo mínimo de nos 
possíveis, ou seja, e uma medida da eficiencia do transporte na comunicação da rede.
Frequentemente, o caminho mais curto e chamado apenas de distancia, e e denotado 
por dij, ou simplesmente d. Em uma rede nao direcionada dij =  dji, isto e, a distância 
entre os nos i e j  á a mesma que a a distancia do no j  ao i. Em redes direcionadas 
dij =  dji , alem disso, em uma rede direcionada a existencia de um caminho de um no i 
para um no j  nao garante a existencia de um caminho de j  para i [53,54,58].
(2 .10)
(2 .11)
onde N k e o numero de nos com grau k. E interessante ressaltar que a distribuição p(k)
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2.2.3.2 Diâmetro da rede
O diametro da rede, denotado por dmax , e o caminho mais curto maximo da rede. 
Em outras palavras, e a maior distancia gravada entre qualquer par de nos. Pode-se falar 
tambem em comprimento medio do caminho, denotado por (d). Este fornece a media 
entre todas os pares de nús da rede. Para uma rede direcionada de N  nos (d) e:
d =  n (Nd -  1) ^  dij. (2.12)
i=j
A equacão 2.12 e medida apenas para pares de nos que estao no mesmo componente.
2.2.4 C oeficien te  de a g ru p a m e n to
A quantidade de conexoes presentes em um nó e quantificada atraves do coeficiente 
de agrupamento, que fornece o numero relativo das cõnéxãés, entre os vizinhos mais 
proximo de um dado no i . Portanto, o coeficiente de agrupamento, mede o grau em que 
os vizinhos de um dado no conectam-se uns aos outros. Para um no i com grau ki o 
coeficiente de agrupamento local sera definido como [54]
Q = m - T )  (2-13)
em que Li representa o nuúmero de conexoães entre os ki vizinhos de um dado núo i .
Note que Ci estú entre 0 e 1. Se nenhum dos vizinhos do no i se conectam um 
com o outro, Ci =  0. Caso os vizinhos do nú i formem um grafo completo, ou seja, estão 
todos conectados uns aos outros, Ci =  1. Consequentemente, C  =  0.5, implica que existe 
50% de chance que dois vizinhos de um no estejam conectados. Em resumo Ci mede a
densidade local da rede: quanto mais densamente interconectada a vizinhancça de um núo
i, maior serú seu coeficiente de agrupamento local [53].
O grau de agrupamento de toda rede e obtido pela media do coeficiente de agru­
pamento, (C), representando a media de Ci sobre todos os nos i =  1, ••• ,N i :
1 N
(C) =  t f E  Ci. (2.14)
i=l
Em uma interpretação probabilística, (C), e a probabilidade de que dois vizinhos de um 
no selecionado aleatoriamente se conectem um ao outro.
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2.3 M odelos de redes com plexas
Como fora apresentado na seção anterior, uma rede e um objeto relativamente sim­
ples, consistindo apenas de nos e conexoes. Isto nos leva a considerar que existem varios 
sistemas reais que podem ser caracterizados como uma rede complexa. Esta discussao 
tambem nos induz a refletir que estas redes podem apresentar propriedades e caracterís­
ticas distintas, de forma que, seu crescimento e construcao possam ser pensados como 
uma propriedade inerente à cada tipo de rede estudada. Em atencão a esta discussao, 
apresentaremos nesta secao, os três modelos de rede complexas: classicas ou aleatórias, 
mundo pequeno e livre de escala. Apresentaremos suas particularidades e tambem, as 
características e propriedades de cada tipo de rede. Como rota para este estudo, a pri­
meira abordagem sera sobre as definicoes de cada tipo de rede. Logo apos, abordar-se-á 
o processo de construcao para cada um dos três modelos mencionados acima.
2.3.1 R edes A lea tó ria s: O m odelo  de E rd o s e R eny i
Uma rede e gerada atraves da adicao de nos e das conexoes estabelecidas entre 
estes nos. Entretanto, faz-se necessário decidir onde colocar as conexães entre os nos, 
de modo que, possamos reproduzir a complexidade das conexoes presente em uma rede 
real. A forma mais simples de alcancar tal objetivo e assumir que as conexoes devem ser 
distribuídas de forma aleatária entre os nos, o que nos leva diretamente à definicao de uma 
rede do tipo aleatoria. Os grafos aleatorios classicos foram introduzidos por Erdös e Renyi 
em 1960 com intuito de estudar, atraves de metodos de probabilidade, as propriedades 
dos grafos em funçao numero de conexães crescente [45].
A construcao de uma rede de Erdös e Renyi comeca com N  nás isolados, em que 
cada par de nos esta conectado com uma probabilidade p > 0 [45]. A forma de crescimento 
de uma rede aleatoária abre duas possibilidades: na primeira possibilidade, temos uma 
rede com N  nos desconectados, a rede cresce de forma a conectar pares de nás escolhidos 
aleatoriamente, ate que o numero de conexães seja igual a L. Na segunda possibilidade, a 
construcão e realizada adicionando novas conexães, uma a uma, conectando repetidamente 
pares de nos escolhidos aleatoriamente [53].
Em uma rede aleatoria, e util determinar quantas conexoes esperamos quando 
temos N  e p  fixos. A probabilidade que uma rede aleatoria tenha o número de conexoes, 
L, e o produto de três termos:
1. A probabilidade que L  das tentativas de conectar N (N  —1)/2 pares de nos resultarem 
em uma conexão, que e p L;
2. A probabilidade de que as tentativas restantes de N ( N  — 1)/2 — L  nao resultem em
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uma conexao, que e (1 — rp )N(N 1)/2
3. Um fator de combinacao,
—L. .
N (N — 1) 2 
L
que conta o námero de diferentes formas que podemos colocar L  conexães entre N ( N  —1)/2 
pares de nás. Portanto, podemos representar a probabilidade de que uma rede aleatória 
tenha exatamente L  conexoes atraves da equacao 2.15:
(  N(N— —1) \  L n n - 1) l
pl  = ^  L J p L(1 — p) (2.15)
Por se tra tar de uma distribuiçao binomial, o numero esperado de conexoes em um 
grafo aleatorio e:
N  ( N - l )
(L) =  ± L pl =  p N^ 3 .  (2.16)
L=0
(L) e o produto da probabilidade p  de que dois nos estejam conectados, e o numero de 
pares que tentamos conectar, que e Lmáx =  N ( N  — 1)/2. Com ajuda da equacão 2.16, 
obtemos a media do grau para uma rede aleatoria
(k) =  N  =  p(N  — 1). (2.17)
em que (k) e o produto da probabilidade p  de que dois nás estejam conectados e (N  — 1) 
e o numero maximo de conexoes que um no pode ter em uma rede de tamanho N .
A probabilidade que um no i tenha k arestas conectadas, que podem assumir N  — 1 
posiçães possíveis, e dada pela distribuiçao binomial:
pk =  ( N  k0 p" ( 1 — p)N—1—k. <2.18)
O grau de distribuicão de uma rede aleatoria segue a distribuicao binomial mostrada em 
2.18, em que p" e a probabilidade de que existam k links, (1 — p)N—1—k e a probabilidade 
da ausencia dos N  — 1 — k links restantes e (N—1) e numero de maneiras distintas de 
selecionar os pontos finais dos k links.
Em geral, a maioria das redes reais sao esparsas, o que significa que a condicão 
(k) << N , deve ser levada em consideraçao. Nesse limite, o grau de distribuiçao na 
equaçao 2.18 pode ser bem aproximado pela distribuicao de Poisson. Para derivar a 
forma do grau de distribuicao de Poisson, vamos comecar pela distribuicão binomial 2.18.
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Escreveremos o primeiro termo do lado direito
N  -  1 \ (N  -  1)(N -  1 -  1)(N -  1 -  2) • • • ( N  -  1 -  k +  1) (N  -  1)k
k 7 k! k! (2.19)
onde no último termo usamos que k << N . O ultimo termo de 2.19 pode ser simplificado 
como:
ln[(1 -  p)N- 1-k] =  N  -  1 -  k ln
N  -  1
Usando expansao em series,
^  ( _ 1)n+1 x 2
ln (1 +  x) =  V  (--- )-x n =  x  -  —  +  x------- V | x  \< 1
n n nn=1
Obtemos
\N -1- kl _  1 h. (k) _  / 7„\ (1  kln [(1 -  p)N~ ^ k] =  N  -  1 -  k N - j  =  ( - k )  [1 -  N - Í j  n - ( k )  
que e valido se N  >> k . O ultimo termo de 2.18 torna-se
(1 -  p)N - 1-h =  e-{k) (2 .20)
Combinando 2.18, 2.19 e 2.20 obtemos a forma da distribuiçcãao de grau de Poisson
Pk
ou
N  ^ pk(1 -  p )N-1-k =  N - 1 V e- k  
= N  -  i>k ( J k L X  - k )
k! \ N  -  1 )  ,
pk =  e-ík) J T  <2.21)
onde (k) e a media do grau e k e o grau de distribuicão. A distribuicão de Poisson
decresce rapidamente para altos graus, conforme mostrado em 2.21 e tais distribuicoes sao
características das redes aleatorias [53]. Alem disso, as distribuicães binomiais e de Poisson 
descrevem a mesma quantidade, o que faz com que elas tenham propriedades similares. 
A principal característica e que suas propriedades são independentes do tamanho da rede 
e dependem de um unico parâmetro, o grau medio (k) [54,58].
2.3.2 R edes de  M u n d o  P eq u en o
O modelo de redes de mundo pequeno surgiu de um experimento social realizado 
por Milgram em 1967 [51]. O experimento consistia em enviar correspondencias para 
160 moradores, em Omaha, selecionados ao acaso. A exigencia que se fazia era que os
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participantes enviassem as correspondencias a um corretor em Massachussetts, sob uma 
condiçao específica: o envio não deveria ser feito diretamente, mas atraves de uma pessoa 
conhecida que, supostamente, poderia conhecer o corretor em questão. Como resultado, 
obteve-se que, em media, cada correspondencia passava por seis pessoa ate que chegasse 
ao seu destino final, motivo pelo qual este experimento ficou conhecido como seis graus 
de .separação [17,51].
Na linguagem da teoria das redes complexas, o fenômeno de mundo pequeno implica 
que a distancia entre dois nos aleatoriamente escolhidos em uma rede e curta. Diante de 
tal afirmacao, podemos nos questionar o quao curta e a distancia entre dois nás da rede, e 
tambem, porque surgem esses caminhos mais curtos. Se considerarmos uma rede aleatoria 
com grau medio (k), para esta rede teremos:
Grau medio Distância
(k) d = 1
(k)2 d =  2
(k)3 d =  3
(k)d d
o numero esperado de nás ate a distância d do no inicial e:
/k \d+ 1   1
N (d) — 1 +  (k) +  (k)2 +  ••• +  (k)d =   — . (2 .22)
(k) — 1
N (d) nao deve exceder o numero total de nos N  na rede. Portanto, as distancias nao 
podem assumir valores arbitraários.
Podemos identificar a distância máxima, dmáx, ou diametro da rede como
dmax -  N. (2.23)
Com a condição de que (k) >>  1, obtemos:
(k)dmx — N, (2.24)
portanto, o diâmetro da rede será
ln N  . .
dmáx ~  (2-25)
que representa a formulaçcãao matemáatica do fenâomeno de mundo pequeno.
A equacao 2.25 preve a escala do diâmetro da rede de acordo com o tamanho do
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sistema. A propriedade de mundo pequeno e definida por
. ln N  . .
(d) *  W k )
que descreve a dependencia da distância media em uma rede em N  e (k). Em geral, 
ln N  << N , portanto, a dependencia de (d) em ln N  implica que as distancias em uma 
rede sao ordens de magnitude menores do que o tamanho da rede. Consequentemente, 
por “pequeno” em fenomeno de mundo pequeno, queremos dizer que o comprimento do 
caminho ou diametro, depende de forma logarítmica do tamanho do sistema. Portanto, 
“pequeno” significa que (d) e proporcional a ln N , ao inves N  ou de alguma potencia de 
N . O termo 1/ ln(k) implica que quanto mais densa a rede, mais curta e a distancia entre 
os nos [53].
A seguir trataremos do processo de construcão de uma rede de mundo pequeno, 
com a devida atencao dois modelos que surgem: W atts-Strogatz e Newmann-Watts. Os 
dois modelos foram desenvolvidos com as características que competem este tipo de rede, 
havendo apenas uma diferenca sutil entre os dois modelos.
2.3.2.1 Modelo de Watts-Strogatz
Por definicao de W atts e Strogatz, os modelos das redes de mundo pequeno sao 
aqueles com pequena míedia do seu caminho mais curto e grandes coeficientes de agrupa­
mento [46]. O modelo de W atts e Strogatz e baseado na reconexão de arestas com uma 
probabilidade p  e e gerado atraves dos seguintes passos:
1. Comecando com uma rede regular formada por N  nos, dispostos em um círculo, 
conectados aos seus k vizinhos mais proximos.
2. Posteriormente, para cada no, conexao e estabelecida com um vizinho e e reconec- 
tada a um no escolhido aleatoriamente com uma probabilidade p, e preservado com 
uma probabilidade 1 — p.
Fi gura 2.3 - Em (a) apresenta-se uma rede regular. (b) E uma rede compreendida no domínio de mundo 
pequeno, e, aumentando a probabilidade, em (c), tem-se uma rede aleatória.
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Conforme mostra a figura 2.3, o modelo das redes de mundo pequeno estú em um 
estado entre uma rede regular e uma rede aleatúria e suas reconexães sao realizadas a 
cada passo de tempo com uma probabilidade p > 0 [54,55].
2.3.2.2 Modelo de Newman-Watts
A figura 2.4 mostra a criacao de uma rede de mundo pequeno baseado na tecnica 
de adicão aleatúria.
Fi gura 2.4 - Comparação do crescimento da rede pela reconexao no modelo de Watts-Strogatz, 
Figs. 2.4(a),(b) e (c). Adição de arestas no modelo de mundo pequeno de Newmann-Watts, Figs. 2.4(d) 
e (e).
Quando p  =  0, temos uma rede regular como visto em (a). Conforme aumenta­
mos p, o grafo regular torna-se uma rede de mundo pequeno como visto em (b) e (d). 
Finalmente, quando p  = 1 ,  teremos uma rede aleatoria como mostrado em (f).
A unica diferenca entre o modelo de Newman-Watts e W atts-Strogatz e a forma de 
conexao entre os nos da rede. Para a construçao do modelo de Newman-Watts, considera- 
se tambem inicialmente uma rede regular, com os N  nos dispostos ao longo de um círculo 
[54]. Agora, ao inves de reconectar cada atalho com a probabilidade p, como no modelo 
anterior, os atalhos serãao adicionados entre os pares de núos escolhidos aleatoriamente, 
contudo, nenhum atalho da rede regular inicial serú removido. Como pode ser visto, o
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efeito de mundo pequeno e detectado no intervalo de 0 < p < 1 , portanto, conforme a 
probabilidade aumenta a rede comeca a exibir propriedades de mundo pequeno [52].
Os modelos propostos por W atts-Strogatz e Newman-Watts usam uma probabili­
dade fixa p  para a reconexao ou adicao de um atalho na rede regular. Essa probabilidade 
não considera a localizacao do atalho, por causa disso, um atalho pode ser criado entre 
dois nos práximos ou distante um do outro.
2 .3.3 R edes liv res de escala: m odelo  de  B a ra b á s i-A lb e rt
Nem sempre as redes crescem de forma aleatoria, assim como tambem, nem sempre 
assumem uma estrutura de uma rede de mundo pequeno.O modelo das redes livre de 
escala foi proposto por Albert Barabasi e Ráka Albert apás perceberem que algumas 
representacoes de redes nao poderiam ser estudadas por meio dos modelos ja  existentes
[47].
O crescimento de uma rede livre de escala e dado segundo processo de crescimento 
de uma rede regular, do tipo Erdos-Renyi, com N 0 nos. Em seguida, a cada passo de 
tempo, um novo no sera adicionado a rede. Este novo no adicionado conectar-se-a de 
forma aleatoria a um no Ni [54,58]. Haja vista que a rede cresce a cada passo de tempo, 
a medida que um novo no e adicionado, podem haver duvidas enquanto a natureza do 
processo de crescimento de uma rede livre de escala. Devemos nos questionar agora, em 
quais aspectos as redes livres de escala diferem das redes aleatorias. Se considerarmos 
que o numero de nos cresce a cada iteracão e que cada novo no sera conectado a um no 
antigo, escolhido ao acaso, teremos como resultado uma rede aleatoria [53]. Contudo, se 
a cada passo de tempo, uma conexaão for estabelecida de acordo com a quantidade de nos 
preexistente na rede, de acordo com
kr(k i) =  ^ k ,  (2.27)
a probabilidade da conexão sera dada de acordo com o grau dos nos presentes na rede 
[17,55,58], conforme Eq. 2.27. Desta forma, teremos um modelo de crescimento onde 
alguns nos sãao privilegiados com um maior numero de conexãoes.
Nas redes livres de escala o numero de nos continuam crescendo continuamente 
devido a adiçao de novos nos. Ou seja, novos nos preferem se conectar aos nos mais 
conectados, chamados de (hubs), que da origem a um processo conhecido com ligacoes 
preferenciais [55]. Portanto, podemos dizer que as redes aleatoria e livre de escala dife­
rem, essencialmente, em duas características muito importantes: crescimento e ligaçoes 
preferenciais [17]. Para demonstrar o crescimento de uma rede com ligacao preferencial, 
vamos considerar a Fig. 2.5
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Fi gura 2.5 - Crescimento de uma rede livre de escala. A cada passo de tempo, um novo no e adicionado 
à rede. O ultimo nó adicioando (mais novo) à rede realiza sua conexao, preferencialmente, com o no 
de maior grau na rede de acordo com a probabilidade dada em 2.27, de modo que ha formacao pontos 
centrais na rede, formado pelos nós mais conectados, os hubs.
De acordo com a Fig. 2.5, o novo no conecta-se nao ao nó antigo escolhido aleatori­
amente, mas '  um no escolhido preferencialmente por seu grau. Entao esses nos, quando 
decidem onde se conectar, preferem os nos que tem um maior nómero de conexoes, cri­
ando assim, pontos centrais na rede, os chamados hubs, este fenomeno tambem conhecido 
como rich-get-richer, que leva naturalmente a uma lei de potencia observada nas redes 
reais [53]. Para redes com um grande nómero de nós, N  ^ r o ,  a distribuicao do grau de 
conectividade poderâ ser escrita por um modelo no qual a probabilidade de encontrar um 
nó com o grau k decresce como uma lei de potencia do seu grau:
p (k ) -  k -Y, (2.28)
onde, k e o nómero de conexoes e 7  e o expoente da lei de potencia.
Um parâmetro muito importante para caracterizar as redes sem escala e o expoente 
da lei de potencia [17,55]. O expoente livre de escala varia para cada sistema, o que nos 
permite observar de que forma as propriedades da redes mudam de acordo com o valor 7 . 
Em geral o valor do expoente que caracteriza uma rede como livre de escala encontra-se 
entre 2 < 7  < 3 [53]. Contudo, o expoente pode apresentar valores acima, abaixo ou igual 
aos valores mostrados neste intervalo.
Os valores assumidos para o expoente da lei de potencia esrâo relacionados a dis­
tancia media do tamanho da rede, (d), e tambem '  formacao dos hubs na rede. Podemos 
relacionar os valores de 7  com as distancias medias pelo proprio significado do termo “livre 
de escala”. O nome livre de escala indica a falta de uma escala interna, uma consequencia 
do fato de que nos com graus amplamente diferentes coexistem na mesma rede, ou seja, 
nao possuem um grau ou uma escala característica [53]. A dependencia de (d) no tamanho
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do sistema N  e o grau do expoente sao mostrados na Eq.2.29
(d) ~  <
constante, Y =  2 
ln lnN , 2 < Y < 3
Y =  3 <2-29>ln(lnN) , I 3
lnN , Y > 3.
Cada valor de 7 , determina o comportamento que trara  a media da distancia (d), e qual 
a relação do expoente da lei de potencia no hub da rede:
i ) Regime anomalo: 7  =  2
O grau do maior hub cresce linearmente com o tamanho do sistema. Isso força a rede 
a assumir uma configuracão onde todos os nos estão proximos um dos outro, porque ele 
estãao concentrados em torno de um hub central.
ii ) Ultra pequeno : 2 < y  < 3
De acordo com 2.29 a distancia media aumenta com ln(ln N), o que fornece um crescimento 
mais lento comparado ao crescimento do tipo ln N para as redes aleatúorias. As redes nesse 
regime sao chamadas “ultra pequenas”, pois os hubs reduzem drasticamente o comprimento 
do caminho. Eles fazem isso conectando-se a um grande nuúmero de núos com pequeno grau, 
criando distancias curtas entre eles.
iii ) Ponto crítico : y  =  3
Neste ponto crítico, a dependencia de lnN, encontrada para as redes aleatorias retorna. 
Entretanto deve existir uma dupla correçao logarítmica ln lnN , que diminui as distâncias 
em comparacao com uma rede aleatoria com aproximadamente o mesmo tamanho.
iv ) Mundo pequeno : y  > 3
Para este caso, os hubs continuam presentes, contudo, para y  > 3 eles nao sao suficiente­
mente grandes e numerosos para um impacto significante na distância entre os nos.
A propriedade livre de escala, em geral, diminui a media do caminho. Desta forma, 
a maioria das redes sem escala de interesse nao são apenas ‘pequenas’ mas ‘ultra pequenas’. 
Esta propriedade muda a dependencia de (d) do tamanho do sistema, como visto em 2.29. 
Quanto menor e y , menores as distâncias entre os nos, e apenas para y  > 3 recuperamos 
a propriedade de mundo pequeno que caracterizam as redes aleatorias. Em conclusao, 
2.29 indica que quanto mais pronunciados são os hubs, mais efetivamente eles diminuem 
a distância entre os nús [53].
C a p í t u l o  3
Sistemas dinamicos: O Mapa de 
Rulkov e sincronizacao de mapas 
acoplados
A teoria dos sistemas dinâamicos teve como ponto de partida o trabalho desenvolvido 
por Henri Poincaré em 1880, com a motivacao de resolver o problema da orbita de três 
corpos celeste sob acao da atracao gravitacional [60]. A não possibilidade da resolucão de 
equaçoes diferenciais lineares levou-o a tentativa de uma solucão advinda da unificacao de 
sistemas físicos. Dado que a maioria das equaçoes diferenciais nao pode ser resolvida por 
meio de formulas, Poincaré defendeu que as solucoes devem ser tomadas a partir de uma 
análise qualitativa, utilizando-se de diferentes ferramentas, que devem ser complementadas 
com um estudo numerico da equacao diferencial [60,61].
Em busca da solucão de tal problema, Poincaré descobriu que o sistemas de três 
corpos apresentava áorbitas fora do equilábrio, que tendiam a ser nãao-periáodicas e irregu­
lares. Ao contrario do que se imaginava, as orbitas nao eram ordenadas e regulares, o 
que ocasionava em sistemas fora do equilábrio, cujas árbitas se movimentavam de forma 
caotica [62,63].
A teoria do caos e um campo de estudo em m atemática que tra ta  de sistemas 
complexos e dinamicos determinásticos, com diversas aplicacães que incluem desde a física 
ate biologia [18,64]. Uma característica fundamental dos sistemas caoticos e sua alta 
sensibilidade as condiçcãoes iniciais. Apesar destes sistemas serem determinásticos, isto 
e, seu comportamento futuro e determinado por suas condicães iniciais, uma previsao 
acurada da evolucao do sistema não e possível [61].
Sistemas dinamicos sao descritos por uma regra matematica determinística, para 
evoluir o estado de um sistema para frente no tempo. O tempo pode ser uma variáavel 
contánua, ou entao, pode ser uma variavel discreta. Neste pesquisa trabalharemos com sis­
temas a tempo discreto, tambem conhecidos como mapas. Um mapa geralmente descreve 
uma equacao de diferenca entre o estados final e inicial de um sistema caotico. Normal­
mente, o estado final do mapa e conhecido por um valor previamente calculado apos uma
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determinada quantidade de iteraçoes. Por iteracao, entende-se o processo realizado de 
forma recursiva da evolucao temporal de um mapa [18,60,61].
A rigor, um mapa e uma aplicação homeomorfa do tipo M  : F  F , em que M  
e definido por equaçoes de diferencas, e F  e o espaco onde encontram-se os pontos da 
aplicacão em M  [60,65]. A representaçao de generica de um sistema a tempo discreto 
pode ser escrita na forma de:
X ra+1 =  M  (Xn) (3.1)
onde X n e um vetor N-dimensional descrito pelos pontos ( x ^ i x f f ,  -jxÜ* ̂ ) denominado 
espaçco de fases. De acordo com a definiçcaão da equacçãao 3.1 vemos que dado um estado 
inicial X 0 , obtemos no tempo n  =  1 o estado X 1 =  M (X0). Calculado o valor de X 1 
podemos determinar X 2 =  M (X 1) no tempo n  =  2, e assim sucessivamente. Deste modo, 
dada uma condicão inicial X 0 , geramos uma órbita que determina o estado do sistema a 
cada iteraçcãao.
3.1 M apa de Rulkov: C onceitos gerais
Proposto por Nikolai F. Rulkov em 2001 [14] para im itar a dinamica de disparos 
neuronais, o mapa de Rulkov e um sistema iterativo bidimensional composto por uma 
naão-linearidade e trâes parâametros. O modelo de Rulkov apresenta uma composiçcãao da 
dinaâmica que ocorre entre as variaveis rapida e lenta do mapa, que descrevem de forma 
adequada, o comportamento dos disparos e das rajadas de disparos observados em sistemas 
neuronais [14].
Matematicamente, o mapa e descrito por duas equacoes de diferencas e esta repre­
sentado, logo abaixo, pelas equacães 3.2 e 3.3
axn+1 f  (xn ,Vn) Z . 2 + V'a (3.2)1 +  xnn
yn+1 =  yn — a (xn — p) ■ (3.3)
A dinamica do mapa e conferida pela relaçao de recorrencia entre as variaveis rapida xn+i 
e lenta yn+1. Alem disso, os termos foram inseridos no mapa de forma que pudessem ser 
associados a características biologicas de um neuronio. Por exemplo, x n+ 1 e correspon­
dente ao potencial de membrana neuronal e p representa uma influencia externa aplicadas 
ao neuronio. A variavel yn+ 1 e considerada a varióvel lenta do modelo quando considera­
dos valores pequenos de a e p [11,14]. Ao contrario da variavel x n+1, a variavel yn+ 1 não 
possui significado biologico explícito, e, a e o parâmetro que confere a não linearidade ao 
mapa.
Como fora dito, uma característica dos sistemas caoticos e que eles possuem sen­
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sibilidade aos valores atribuídos em suas condiçoes iniciais, o que no mapa de Rulkov, 
estú presente sob a forma de que diferentes combinaçães de a, p e a  conferem diferentes 
padroães de disparos neuronais, que correspondem aos tipos de sinais enviados ou recebidos 
pelos neurânios, sendo eles: repouso, disparos e rajadas de disparos caoticos. A figura 3.1 
mostra a serie temporal do mapa de Rulkov para 0.0 < a  < 6.0
Fi gura 3.1 - Variação da dinâmica do sistema da série temporal para o mapa de Rulkov com a assumindo 
valores definidos entre 0 < a < 5e  a = p = 0.001. A escala apresentada no eixo das abscissas esta 
representada na ordem de 103.
Na Fig. 3.1(a) temos a  =  0.0, para este caso, o sistema possui um comportamento 
regular associado ao período de quiescencia do neuronio. Para a  =  2.2, Fig. 3.1(b), nota-se 
o inúcio dos disparos periúdicos regulares. Para a  =  3.5, Fig. 3.1(c), o sistema ainda apre­
senta disparos periodicos, contudo, as forma dos disparos sao diferentes das apresentadas 
no caso anterior. Na Fig. 3.1(d), a  =  4.1 e o sistema apresenta comportamento caotico, 
dando inúcio às rajada de disparos. O caso mostrado na Fig. 3.1(d), representa o valor 
assumido por a  para que o sistema imite a dinaâmica neuronal que esteja de acordo com 
outros modelos que levam em conta parâmetros fisiolúgicos [10]. Nas figuras Fig. 3.1(e-f) 
o sistema ainda apresenta comportamento caúotico, entretanto, pode-se notar que o padrãao 
dos disparos nao e o desejado para imitar a dinamica neuronal, com a  =  4.8 e a  =  6.0, 
respectivamente.
As series temporais que correspondem as variaveis x n+1 e yn+i do mapa de Rulkov, 
estão relacionadas atraves do comportamento ilustrado na Fig. 3.2 Nota-se que a serie 
temporal devido a yn+\ cresce de forma praticamente linear enquanto que em x n+1 temos
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Fi gura 3.2 - Série temporal para o mapa de Rulkov com a = 4.1 e a = 0.001 e p = —1. A linha tracejada 
horizontal, marca o período do início das atividades de um neurônio de Rulkov, e, as círculos marcam os 
valores maximos na serie temporal de yn.
um período quiescente. Quando yn+1 atinge um valor máximo, temos o início de um 
disparo em xn+1, e, novamente yn+i começa a diminuir linearmente indicando o fim do 
disparo, seguido novamente por um período de repouso. Desta forma pode-se estudar a 
dinâmica do mapa para o qual apresenta os spikes e bursts neurais.
Em comparacão com modelos a tempo contínuo [10], o emprego de mapas para 
nosso estudo tanto de neurônios isolados, quanto de redes neuronais, oferece grande van­
tagens durante a abordagem numerica com significativa reduçao do custo computacional. 
Ate hoje varios sistemas neurais sao estudados por modelos discretos, como por exemplo, a 
rede do gato [24] e outros trabalhos que simulam outro tipos de rede neuronais [27,35,66].
3.1.1 A nálise  d in âm ica  do  m apa: p o n to s  fixos
Em dinamica não linear, o ponto fixo de um mapa representa uma situacão de 
equilíbrio quando um determinado sistema converge para o mesmo ponto apás um certo 
námero de iteracoes. De forma mais simples, um ponto e dito fixo quando o mesmo nao 
varia, dada a evolucao temporal do sistema [61]. Geralmente x * e dito ponto fixo se
x* =  f  (x*), (3.4)
a analise do comportamento dos pontos fixos do mapa de Rulkov nos perm itirí estudar o 
início e o fim das rajadas de disparos neuronais.
Na secao anterior, vimos que o modelo bidimensional de Rulkov apresenta duas 
variaveis que conferem comportamento distinto ao mapa, sendo elas as variaveis ríp ida
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e lenta, mostradas nas Eqs.3.2 e 3.3. A evolução da série temporal do mapa de Rulkov, 
ilustrada na figura 3.2, nos permite fazer uma analise da relaçao entre as variáveis x n+1 e 
yn+i deste sistema bidimensional.
Como variavel a yn+i possui um crescimento lento quando comparada a xn+i, 
podemos representá-la como um termo constante no mapa. De modo que, as equaçoes 
3.2-3.3 poderão ser representadas por um mapa unidimensional em que 7  =  yn . Desta 
forma o modelo de Rulkov, passa a ser representada por um mapa unidimensional em que 
Y =  yn . Entao, ao incluir o termo 7  na Eq. 3.2 teremos:
axn+1 =  f  (xn , a , 7 ) =  ^ --- 2 +  7■ (3.5)1 + x n
Segundo a definição de ponto fixo podemos adotar a notaçao x n+1 =  x n =  x*. Com 
isso a Eq. 3.5 torna-se uma equacão cubica como mostrado pela equacão 3.6. A constante 
7  no mapa unidimensional e um novo parâmetro de controle, e agora torna-se possível 
obter os pontos fixos do mapa em funcao de a  e 7 .
x l  — y x 2 +  x* — 7  — a  =  0. (3.6)
A estabilidade dos pontos fixos áe analisada de acordo com o valor da derivada no 





E de forma semelhante, para um ponto fixo instável a condicão a ser satisfeita e dada pela 
Eq. 3.8
f  (x*) > 1. (3.8)df (x* )dx*
A solucão da Eq. 3.6 nos da os pontos fixos do mapa, que podem assumir valores 
reais ou complexos. Atraves da fig. 3.3 podemos analisar a natureza dos pontos fixos atra- 
ves das curvas de bifurcaçães, mostradas pelo espaço de parâmetros a  x 7 . 0  resultado da 
equacçãao cuábica advinda da transformaçcaão do mapa bidimensional para o unidimensional,
está representada por
a 2 [(y2 +  9)y ±  (y2 -  3 ) 727 (3.9)
As curvas A1 e A3 ilustradas na Fig. 3.3 representam, nesta ordem, a parte negativa 
e positiva da Eq.3.9. Se os valores dos parâmetros do mapa estão contidos entre as curvas 
de bifurcacão A1 e A3, o mapa apresentará três pontos fixos, sendo x* e x *2 pontos fixos 
estável e instável, respectivamente, e o ponto fixo x *3, que pode mudar de estabilidade [14].
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y y
Fi gura 3.3 - Representação do espaço de parâmetros, a x y, para o mapa de Rulkov reduzido a uma 
dimensão. As curvas A1, A2 e A3 sao as curvas de bifurcaçao do mapa de Rulkov. A parte destacada em 
verde claro e uma ampliacao do encontro das curvas A1 e A2 Fig.(b). Nesta caso, vemos que o tamanho 
do gap entre as curvas A1 e A2 e sensível aos valores de a.
Quando os valores dos parâmetros do mapa cruzam a curva A 1, da esquerda para a direita, 
os pontos fixos x \  e x 2 tornam-se um só e desaparecem. A bifurcaçao resultante da junçao 
desses dois pontos fixos, corresponde ao inócio de um burst no sistema bidimensional.
A curva A2 corresponde aos valores de bifurcaçao onde ocorre a crise do atrator. 
Crise em um atrator, e a mudança brusca sofrida por um atrator caótico quando os 
parâmetros do mapa sofrem ligeiras variações [60]. Para o mapa considerado, a crise 
ocorre quando o valor maximo da variavel râpida x, xmíix, e mapeado em cima do ponto 
fixo x 2 ou x*2. A condição de crise e obtida quando fazemos f  (0 , a , 7 ) =  xmax, e e dada 
pela Eq. 3.10
a  =  - ( 3 7  ±  27 - *) . (3.10)
Portanto a duraçcãao de uma rajada de disparos caotica sera determinada pelo in­
tervalo de tempo necessario para que a variavel lenta se mova da curva A1 para a A2 , 
mais o intervalo de tempo adicional que e necessario para a trajetoria mapear abaixo do 
ponto fixo instavel x2 [14]. Note que a crise externa esta associada apenas ao ponto fixo 
x*2. Depois que o disparo caotico termina, a trajetoria chega ao ponto fixo estavel x \ , e 
7  se move lentamente em direcão a curva A 1 , onde o proximo burst comeca, conforme 
Fig. 3.3.
Um aumento na Fig. 3.3(a), destacado pela regiao em azul, mostra o gap entre as 
curvas de bifurcação A1 e A2 (Fig. 3.3(b)). Podemos ver que o gap entre essas curvas de 
bifurcacão e muito sensível ao valor do parâmetros a. Isso explica a alta sensibilidade da 
duracão media dos bursts ao parâmetro a , o que corrobora a Fig. 3.1.
O utra forma de visualizar a dinâmica do mapa de Rulkov, e atraves de um diagrama 
de bifurcaçcãoes. Neste diagrama podemos ver como cada iterada do mapa muda de acordo
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com o valor de 7 . A figura 3.4 mostra o diagrama de bifurcações para o mapa de Rulkov 
na forma unidimensional, conforme a Eq. 3.6.
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F igura 3.4  - O diagrama apresenta as mudanças no comportamento da dinâmica do sistema conforme 
o mapa e iterado. A figura mostra o início dos disparos caóticos quando 7 = —2.85. Acima deste valor, 
o sistema se comporta em um regime de rajadas de disparos seguidas por períodos quiescentes.
De acordo com a Fig. 3.4, percebe-se que para valores de 7  abaixo de —2.85 o 
mapa apresenta comportamento quiescente, ou seja, nao ha presença de disparos regulares 
(spikes) ou caóticos (bursts). Os disparos que correspondem a variavel x n+1 tem início para 
valores de 7  acima de —2.85. A partir de 7  =  —2.85, o mapa apresenta disparos caoticos 
seguidos por períodos quiescentes, que podem ser visualizados por janelas no diagrama de 
bifurcacao. Conforme o valor de 7  aumenta, temos o fim dos disparos periódicos, e como 
consequencia, o mapa não apresenta mais comportamento caotico.
3.2 M apa de R ulkov A coplado
Como o proprio nome sugere, um mapa acoplado e um conjunto de mapas que 
sofrem influencia entre si. O termo de acoplamento mais comum para mapas e o de 
campo medio. Este tipo de acoplamento ja  foi estudado no mapa de Rulkov para avaliar 
a influencia do acoplamento na dinamica do mapa [14]. O procedimento considerou N  
mapas acoplados, em que a dinamica local de cada sítio era dada por um mapa individual. 
O termo de acoplamento e inserido na variavel rópida do mapa, e quando inserida, provoca 
um comportamento coletivos nos N  mapas. O intuito de trabalhar com um conjunto de 
mapas e simular de forma mais real uma rede formada pelas conexães neuronais.
Devido o padrãao da atividade neural que confere o comportamento de rajadas 
de disparos neural ser majoritariamente atribuído à variavel rópida do mapa, x n+\, ó 
necessario que o fator de acoplamento seja adicionado nesta variavel. Assim, para um
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acoplamento do tipo campo medio, a equacao para x n do mapa acoplado e
(3.11)
(3.12)
em que N  e o número de neurônios acoplados na rede e e regula a intensidade do acopla­
mento. A dinamica do neurônio i influenciara no valor do campo medio afetando assim 
todas as variaveis acopladas da rede. O termo de acoplamento devido ao campo medio. 
visto na Eq. 3.11, está representado por 3.13
Embora nesta seçao tratemos do acoplamento do tipo campo medio, nesta tese uti­
lizaremos outro termo de acoplamento. Para o acoplamento apresentado neste pesquisa, 
consideraremos outros fatores, como por exemplo, conexães por sinapses químicas e cone­
xões globais realizadas por matrizes de conexoes, uma humana e outra livre de escala. O 
acoplamento de campo medio está sendo tratado aqui, devido a simplicidade de entender 
o metodo, que pode ser estendido para outros tipos de acoplamento.
A influencia do campo medio nos neurônios da rede sera controlada pela intensidade 
de acoplamento, e, que terá influencia direta na dinamica dos disparos neurais. Aumen­
tando ou diminuindo a intensidade do acoplamento, a rede de mapas acoplados apresenta 
estados de disparos mais coerentes ou incoerentes. Desta forma, faz-se necessáario um 
diagnostico da sincronizacao da rede, que será apresentado na secao 3.4.
Resgatando a serie temporal do mapa de Rulkov ilustrado na Fig. 3.2, podemos 
relacionar o comportamento das variaveis rapida e lenta do mapa. Observamos que a 
serie temporal de x n+1 apresenta um comportamento de repouso, ou quiescente, antes do 
início dos disparos. Em contrapartida, a serie temporal de yn+1 apresenta um crescimento 
monotonico, durante o período quiescente em xn+i. Após isto, o comportamento de yn+i 
e marcado por descida linear enquanto x n+1 tem  disparos. Este processo se repete a cada 
vez que um disparo ocorre na serie temporal de xn+1.
Toda vez que a variável yn+1 apresenta um valor máximo (mínimo), este corres­
ponde ao início (fim) de um disparo em xn+1. A associacão do início de um disparo a um 
maximo temporal em yn+1, nos permite supor que exista uma fase p(n) que coincida com
(3.13)
j=i
3.3 A nálise  da fase de rajada de disparos
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a sequencia de disparos na serie temporal de xn+i, dado que, os disparos acontecem de 
forma quase periódica1
Para anólise da fase de bursting p(n), sera considerado o tempo cujo valor maximo 
corresponde a um maximo local da variavel yn+ 1 . Seja n k o instante de tempo em que o 
fc-esimo ciclo de rajadas se inicia, e n k+1 — n k o intervalo de tempo que proximo ciclo tem 
incio, a fase p(n), cresce de 2n a medida em que n k < t < n k+1 [26,67]. Desta forma, a 
fase sera representada por:
n  — nk
<pn =  2nk  +  2n , (3.14)nk+1 — n k
onde k identifica o pico escolhido na serie temporal.
Considerando que o tempo de duracao entre cada rajada de disparo ó ligeiramente 
diferente, pode-se definir uma frequencia das rajadas de disparo:
q =  T -, (3.15)
sendo T  =  n k+1 — n k, tem-se que:
no limite quando n
2nn  = -----—----- , (3.16)nk+1 — n k
n  =  lim m  — m. (3.17)
n
Conforme o valor do parâmetro de nao linearidade do mapa aumenta, o período 
dos disparos diminui. Ou seja, a frequencia Q aumenta, o que corrobora o resultado 
apresentado na Fig. 3.1. Para grandes valores de a  observa-se apenas uma sequencia de 
rajadas caoticas sem a presenca de períodos quiescentes (ver Fig. 3.1).
3.4 S incronizacao de redes neuronais
As analises sobre fenômenos de sincronizacao foram reportadas, primeiramente, 
pelo fósico Holandes Christiaan Huygens ao estudar o que posteriormente chamara de 
“simpatia entre relógios” [67,68]. O experimento de Huygens consistia em colocar dois 
relogios de pendulo presos por um suporte em comum, no qual os pendulos oscilavam de 
forma diferente um do outro. Ao observar o movimento do pendulo dos relogios, Huygens 
percebeu que apos certo período de tempo, eles comecaram a apresentar uma oscilaçao
1 Esta sequência nao é de fato periódica, uma vez que, os intervalos intrabursts são ligeiramente diferentes 
ao longo da evolucao temporal do sistema.
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anti-fase [69,70].
Após as observações feitas por Huygens, outros experimentos foram realizados com 
a finalidade de entender o funcionamento do fenomeno de sincronizaçao. Um experimento 
reportado por De Mairan, analisou o comportamento de algumas plantas quando retiradas 
de um ambiente com presenca de luz solar [71]. Fora observado que mesmo quando retirada 
da presencça de luz solar, a planta apresentava o mesmo comportamento quando exposta a 
luz, ou seja, seus movimentos continuavam a ser realizados em um ritmo proximo de 24h, 
mesmo em condiçoes de “escuridao” constante. Desta forma, constatou-se que as plantas 
possuem um tipo de “relogio interno” que possibilita que realizem seus movimentos de 
acordo com um ciclo, conhecido como ciclo circadiano [72]. Atualmente, o efeito de 
sincronizaçao esta presente em muitos sistemas, e estudado principalmente nos físicos e 
biológicos [70,72,73].
O primeiro modelo proposto para estudar sincronizacao em osciladores foi descrito 
por Arthur Winfree [72,74]. A proposta do modelo considerava que o efeito sobre a fase 
de cada oscilador seria determinada pelo estado combinado de todos os osciladores, e cada 
um deles teria uma certa sensibilidade em relacao ao seu ritmo coletivo. Cada oscilador 
teria uma funcao que descrevesse como sua fase variava ao longo do tempo [49,50]. A 
proposta de Winfree esta representada por meio da Eq. 3.18
/  N
9 =  Ui +  í ^  X  {Qj)
\j= i
sendo 9i a fase do oscilador i, 9i ó a variacão da fase do oscilador, u i e a frequencia natural, 
N  ó o numero total de osciladores e Z {9i) ó a função que descreve a “sensibilidade” do 
ritmo dos osciladores. Apos varios estudos, Winfree, constatou que os osciladores de fato 
poderiam sincronizar-se, passando de um estado totalmente incoerente, para um estado 
onde havia formacão espontanea do agrupamento de osciladores com mesma frequencia.
3.4.1 M odelo  de K u ra m o to
Para formulacao de seu modelo, Kuramoto, utilizou as mesmas hipoteses ja  apre­
sentadas por Winfree. Neste sentido, foi proposto um modelo com uma populacão de N  
osciladores acoplados, com frequencias naturais u i distribuídas com uma certa densidade 
de probabilidade g{u)  e cuja dinamica ó dada por 3.19 [48,75]
Z  (9i) {3.18)
N
9i Ui +  K ij sen{9j 9i)*
j=1
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A equação 3.19 e conhecida como equação de Kuramoto. O termo K j  pode ser escrito 
de diversas maneiras, contudo, na analise do modelo de Kuramoto foi considerado um 
acoplamento de campo medio entre os osciladores, no qual K j  =  K / N  < 0.
O fator 1 /N  e utilizado para assegurar o limite termodinamico quando N  ^  <x>, u i ó 
a frequencia natural e K  e a constante de acoplamento [75]. As frequencias u i estão 
distribuídas de acordo com uma funçao que deve ser unimodal e simetrica sobre uma 
frequencia media.
Para estudos sobre sincronizacão em osciladores, e interessante que se avalie como 
o movimento dos osciladores estao relacionados. Neste sentido, a coerência dos osciladores 
pode ser analisada atraves de um parâmetro de ordem, definido por Kuramoto, conforme 
Eq. 3.21
em um intervalo 0 < r(t) < 1. Quando r(t) =  0, os osciladores sao ditos incoerentes, e 
neste caso, os osciladores estao dessincronizados. Quando r(t) =  1 os osciladores são ditos 
coerentes, ou seja, estao sincronizados em fase [75].
Podemos analisar o comportamento do parâmetro de ordem de Kuramoto de acordo 
com a variaçao da intensidade de acoplamento, conforme ilustrado pela Fig. 3.5. O parâ­
metro de ordem foi calculado utilizando o metodo de Runge-Kutta de quarta ordem, com 




r(t) e o parâmetro de ordem que mede o comportamento coletivo do sistema e 0  e a fase 
media de todos osciladores. O parâmetro de ordem foi definido para estar compreendido
J I I I I I I I I I I I I I I I I I I I I I I I I I I I L
r
F igura 3.5  - Modulo do parâmetro de ordem de Kuramoto em função da intensidade de acoplamento 
para um sistema de N  = 100 osciladores. A linha tracejada em azul representa a previsao teórica do 
comportamento do parâmetro de ordem no limite termodinâmico.
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Para pequenos valores de acoplamento, o parâmetro de ordem tambem assume
vvalores pequenos. A  medida que o acoplamento K  aumenta, a sincronizacao do sistema 
de osciladores atinge valores mais altos. A partir de K  =  1, o parâmetro r indica a 
sincronia do sistema de osciladores, alcancando valores de r =  0.9. A linha tracejada em 
azul representa a previsão teorica do comportamento do parâmetro de ordem no limite 
termodinamico quando N  ^  <x> [75] . E valido mencionar que os valores do parâmetro 
de ordem dependem da quantidade de osciladores e das condiçcãoes iniciais do sistema.
O utra forma de mostrar a sincronizacao de fase (verde), pode ser vista na fig. 3.6, 
que ilustra tambem o parâmetro de ordem de Kuramoto (magenta) e as frequencias de 
oscilação (azul) do conjunto de osciladores acoplados para diferentes K . Na Fig.3.6(a) 
temos o caso em que K  =  0.5, ou seja, o valor considerado para o acoplamento ó baixo. 
Neste caso, os osciladores encontram-se distribuídos bem espalhados ao longo da trajetoria 
circular, e o modulo do parâmetro de ordem de Kuramoto ó de r =  0.14, indicando que 
os osciladores encontram-se desacoplados.
Quando aumentamos o valor do acoplamento (Fig. 3.6(b)), temos r =  0.69 e para 
este caso, parte dos osciladores encontram-se agora sincronizados em fase. Conforme au­
mentamos o valor do acoplamento, para K  =  3, o parâmetro de ordem de Kuramoto 
assume o valor r =  0.94, que esta próximo a unidade, ou seja, os osciladores esrâo forte­
mente sincronizados, conforme visto na Fig. 3.6.
F igura 3.6  - Representacao esquematica da sincronizacao de fase (verde), parâmetro de ordem de Ku­
ramoto (magenta) e frequencia de oscilacao para um conjunto de osciladores acoplados (vermelho). A 
figura (a) Mostra o caso onde os osciladores esrâo totalmente dessincronizados. Em (b) observa-se uma 
sincronizaçao de fase parcial atraves do agrupamento de alguns osciladores. Finalmente em (c)temos o 
caso da sincronizaçcãao total dos osciladores.
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Como podemos ver na parte inferior da Fig. 3.6, o modelo de Kuramoto está 
intimamente relacionado com a frequencia com que os osciladores movem-se em torno de 
sua trajetoria circular. A importancia do conhecimento desta frequencia deve-se ao fato 
de que se os osciladores nao apresentarem sincronia entre si, nao ha a possibilidade de 
medir o efeito de sincronizaçcãao.
Para o caso em que K  =  0.5, a frequencia dos osciladores acoplados segue a mesma 
curva da frequencia natural (vermelho) de oscilacão u i. Quando K  = 1 .5  nota-se que 
a maioria dos osciladores apresentam basicamente a mesma frequencia, de modo que 
u i — Uj ~  0 , ou seja, quase todos osciladores apresentam frequencia próximas a zero. 
Quando K  =  3.0, nao ha diferenca na frequencia para todos os osciladores, o que corrobora 
os valores do parâmetro de ordem apresentados na parte superior da Fig. 3.6.
Podemos observar dois comportamentos bem definidos no que diz respeito ao mo­
vimento dos osciladores. Os osciladores são ditos travados quando suas fases evoluem 
de forma coerente seguindo uma frequencia u  bem definida. Os osciladores que esrâo a 
deriva correspondem ao caso onde os osciladores movem-se de maneira irregular no cír­
culo unitório [52]. A  medida que a intensidade de acoplamento aumenta, a quantidade de 
osciladores de deriva diminui atóe que todos os osciladores se tornem osciladores travados, 
conforme figura 3.6.
Embora o modelo de Kuramoto tenha sido desenvolvido para medir a sincronizaçcãao 
em um conjunto de osciladores que realizam suas atividades em tempo contínuo, podemos 
adaptóa-lo para avaliar a sincronizaçcaão em uma rede de mapas acoplados. Esta modificacçãao 
ó possível substituindo 9j da Eq. 3.21 pela fase de disparos dos neurônios <£n(i), mostrada 
na Eq. 3.14.
No que diz respeito à simulaçao da rede neuronal proposta nesta pesquisa, o pa­
râmetro de ordem nao pode ser calculado analiticamente, sendo possível apenas uma 
aproximacão numórica. Deste modo, o parâmetro de ordem seró representado por
j=i
entretanto, apresentaremos nossos resultados para a módia temporal do parâmetro dó 
ordem de Kuramoto, que seró calculado como
N ,(j)
em que Rn e R m são o parâmetro de ordem e módia temporal do parômetro de ordem de 
Kuramoto [12,13,35,66].
C a p í t u l o  4
Metodo: construção e descrição 
matemática do modelo de rede de 
redes
O termo redes complexas pode ser empregado para vaórios sistemas que apresen­
tam  um grande numeros de elementos e alta interacao entre si, geralmente evoluindo no 
tempo. As conexãoes entre diferentes neurâonios formam um tipo de rede complexa, seja 
pela grande quantidade de neuroânios distribuódos no cóortex ou pela arquitetura de suas 
conexãoes. Notoriamente, faz-se muito sentido considerar a estrutura cerebral como uma 
rede agrupada, ou seja, uma rede formada pela interacao com vórios outros grupos de re­
des [76]. No nosso caso, os grupos sao as próprias subredes, e os neurânios em uma dada 
sub-rede podem ser conectados com outros neurâonios no mesmo ou em grupo diferentes.
Intuitivamente, pode-se pensar que o modelo mais simples para representar a ar­
quitetura das conexães neurais seja uma rede de redes [24]. O modelo de rede de redes será 
construódo sob uma estrutura de conexãoes estabelecidos entre pares de neurâonios e diferen­
tes regioes corticais. No primeiro nível, a sub-rede podera assumir qualquer topologia seja 
ela aleatória, mundo pequeno ou livre de escala, e cada uma destas sub-redes representa 
uma regiao cortical. O segundo nível considera conectomas (mapa de conexão neural) 
distintos que serao apresentados no decorrer deste capítulo, sendo dois do tipo humano e 
outro do gato [34]. Alem disso, a matriz extraída destes conectomas seró responsavel por 
estabelecer as conexoes corticorticais, ou seja, entre as diferentes sub-redes.
O processo da criação do modelo de rede de redes2 pode parecer um pouco com­
plicado a primeira vista. Entretanto, utilizaremos um artifício para exemplifica-lo atraves 
de uma rede com poucos neurânios e poucas conexoes. A partir disso, estende-lo-emos, a 
um modelo cuja complexidade das conexoes e o número de neurônios serao maiores.
2 Toda vez que mencionado, o termo rede de redes pode ser substituído por rede global.
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4.1 A rq u itetu ra  das conexões
Considere uma rede com N  nos, a Fig. 4.1 ilustra o procedimento para construção 
de uma rede do córtex cerebral, bem como a construçao sua matriz de conectividade. O 
lado esquerdo da figura 4.1 mostra um sistema com quatro redes, nomeadas Reg.1, Reg.2, 
Reg.3 e Reg.4. Para este modelo, cada uma das quatro redes, sera uma regiao cortical. 
Podemos notar que algumas regioes corticais possuem conexoes com as outras regioes, por 
exemplo: a rede Reg.1 possui conexoes com as rede Reg.2 e Reg.3, e, a rede Reg.2 com as 
redes Reg.3 e Reg.4.
F igura 4.1 - As quatro regioes representam diferentes regioes corticais que podem ou nao compartilhar 
ligações entre si (esquerda). A direta temos a matriz adjacencia, ou matriz de conectividade, que repre­
senta as conexoes estabelecidas entre as redes. O peso representa quantidade de conexoes atribuídas a 
cada regiao, conforme as cores na matriz: 0 (branco), 1 (vermelho), 2 (azul) e 3 (preto) conexoes.
As conexões poderão ser estabelecidas com os diferentes neuronios dentro de uma 
mesma rede, e tambem, entre as quatro regioes ilutradas no esquema. Considerando o 
caso mais simples da redes de redes, podemos dizer que as conexõoes estabelecidas entre 
neurônios na mesma rede e o primeiro nível de conexão, e o segundo nível, sao as conexões 
estabelecidas entre os outros grupos de redes. Esta arquitetura de conexoes pode ser 
representada em uma notacõo matricial. A matriz de conectividade obedecerá as regras 
de construcao descritas no capítulo 2 .
O lado esquerdo da figura 4.1 ilustra de forma muito basica, o esquema de cons­
trucao em níveis. As diferentes regiões estao rotuladas por Reg.1, Reg.2, Reg.3 e Reg.4, 
e cada rede dentro desta regiao e uma rede que pode ter qualquer topologia. Alem das 
conexoes estabelecidas pelos neurônios dentro destas regioes (o que nao está ilustrado 
na figura) existem as conexoes estabelecidas pelas conexoes “externas”. A matriz que 
identifica estas conexoes pode ser vista do lado direito da figura 4.1.
Esta matriz de conectividade informa o námero de conexoes realizadas entre cada 
regiao cortical, levando tambem em consideraçao o peso associado a cada um delas. O 
pixel colorido na matriz representa a quantidade de conexao entre duas regioes corticais
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distintas, dadas pelo peso: 0,1, 2 e 3 que correspondem, respectivamente a branco, verme­
lho, azul e preto. Note que a matriz resultante ó uma matriz simótrica, o que significa que 
as conexãoes das redes 1 com a 2 , por exemplo, seraão consideradas tanto na “ida quanto 
na volta”, e, como as regioes corticais nao estabelecem auto-conexoes, os elementos da 
diagonal sao nulos.
4 .1.1 M a tr iz  de co n ec tiv id ad e  das su b -red es
Decidimos começcar nossos estudos para um modelo em que cada sub-rede seja do 
tipo livre de escala, gerada a partir do procedimento de Barabasi-Albert. Neste modelo 
novos nos tendem a conectar-se a um nó ja  existente, com um maior numero de conexoes. 
Este mecanismo de construcao concede a as redes livre de escala, duas características 
importantes: crescimento e ligacoes preferenciais, a última destas ó o que dó origem aos 
hubs que sao os nos mais conectados da rede [47].




atóe que a rede atinja o tamanho desejado. Em que ki óe o grau do noó i e a soma no 
denominador, realizada sobre todos os nos j  jó existentes na rede, ó a normalizacao da 
probabilidade. Consideramos, para este trabalho, uma rede livre de escala com 200 neuroô- 
nios. As redes livre escala serao construídas dentro de um outro grupo de conexães que 
considera a matriz adjacôencia dos conectomas. As conexoães das sub-redes representarãao 
as conexoes internas do modelo, ou seja, o primeiro nível. Estas conexães tambóm podem 
podem ser representadas de forma matricial [27].
Uma vez estabelecida a quantidade de neurôonios e a topologia para cada sub-rede 
podemos mostrar o esquema do modelo real da construção da rede de redes, atravós 
da Fig. 4.2. Cada circunferóncia (esquerda) representa uma regiao cortical (sub-rede), 
que estao acopladas por conexoes quómicas, representadas pelas setas verdes tracejadas. 
Como exemplo, utilizamos a quantidade de regiãoes corticais presente no conectoma A, que 
seró explicado na proxima subsecao. Cada uma das sub-rede possui 78 regiães corticais, 
conectadas ao pares conforme o peso atribuódo a cada elemento da matriz [41].
As regioes corticais sao compostas por 200 neuronios, construídas sob a topologia 
de Barabasi-Albert, que pode ser vista a direita da Fig. 4.2.
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Rede de Redes Rede livre de escala
F igura 4 .2  - Esquema simplificado do modelo de rede de redes para seis sub-redes (esquerda). Cone­
xões químicas (setas tracejadas em verde) foram estabelecidas entre as sub-redes conforme a matriz de 
adjacencia. A direita, ilustramos as regioes corticais como redes livre de escala. Algumas conexões foram 
omitidas para maior legibilidade da figura. Cada vertice (círculo) representa um neurônio. Destaca-se o 
hub (círculo vermelho), o hub secundario (círculo magenta) e as conexoes com outras sub-redes (linhas 
tracejadas em verde). Todas as conexoes sao químicas, ou seja, direcionais (setas em azul ou cinza).
Assim como as conexoes externas, as internas em cada sub-rede (setas azuis e 
cinzas) tambem sao do tipo químicas. O modelo de rede livre de escala apresenta um hub 
principal (circulo vermelho), onde se encontra a maior quantidade das conexães, e um ou 
mais hubs secundarios (córculo magenta), cuja quantidade de conexoes sera sempre menor 
do que a do hub principal.
A quantidade de sub-redes construídas depende do tamanho da matriz extraída do 
conectoma. Como para exemplificaçao estamos a considerar o conectoma A, a matriz de 
conectividade seró 78 regioes corticais, logo, construiremos 78 sub-redes de acordo com o 
metodo de Barabasi-Albert, em que cada uma possui 200 neuronios. A rede construda e 
direcionada, entao, configuramos que cada neuronio devera ter no mónimo duas conexoes: 
uma de entrada e outra de saóda. A matriz abaixo ilustra o esquema da construçao do 
modelo de rede de redes, sob a representacçãao de uma matriz de matrizes:
' M C I 1 ' ~ M C E , '  M C E
_( 200x200) (l com 2) (1 com ZS)_
~ M C E , ' M C I ' '  M C E
(2 com l) _(200x200)_ (2 com ZS)
' M C E  " ' M C E  " 'm c i ^
(ZS com l) (ZS com 2) (200x200)_ ZSxZS
As matrizes mostradas em azul, que ocupam a diagonal principal, geram as sub- 
redes do tipo livre de escala. Estas conexães estão inseridas dentro da matriz de conec­
tividade externa, isto e, a matriz ex trad a  do conectoma A. E importante ressaltar, que
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para o caso das sub-redes, as informacoes das conexões internas serêo realizadas com peso 
unitario e sorteadas, ao acaso, com chance de 50% de estabelecerem conexões de entrada 
ou salda.
4.2 M atriz de conectividade: representacao de dife­
rentes conectom as
O termo conectoma foi sugerido por Sporns e Hagmann para se referir a um mapa 
de conexões neurais, que considera todas as conexoes dentro do sistema nervoso [77,78]. 
Estes mapas podem variar em escala, de um mapa detalhado do conjunto completo de 
neurônios e sinapses dentro de parte ou de todo o sistema nervoso de um organismo, a 
uma descriçcõao em grande escala da conectividade funcional e estrutural entre todas as 
íareas corticais e estruturas subcorticais.
Algumas doencas neurodegenerativas sõo a causa da morte de neuronios em deter­
minadas regioes do cártex cerebral [20- 22]. Os danos causados por essas doencas podem 
ser quantificados por meio de tecnicas de imagem aplicadas na porçao da regiao cere­
bral afetada. Para verificar a diferenca entre um cerebro humano saudavel e um que 
apresenta Alzheimer, Lo et al, aplicaram tecnicas de imagens de tensor de difusao (Diffu­
sion Tensor Imagin) para caracterizar as mudancas microestruturais ocorridas em certos 
pacientes [41]. Nesta matriz, que nos referiremos como conectoma A, foram guardadas 
informaçcoões sobre as conexõoes entre diferentes regiõoes corticais.
A outra matriz de conectividade, ao qual nos referiremos como conectoma B, foi 
extraída dos dados de conectoma Humano fornecidos pelo P IT  Bioinformatics Group, 
disponível em h ttp s ://b ra in g ra p h .o rg /c m s /h u m a n / [42-44]. A necessidade de utilizar 
outra base de dados, baseado no coírtex cerebral humano para a construçcõao do modelo de 
rede de redes, e verificar o domínio de validade dos resultados apresentados nesta tese.
4 .2.1 C o n ec to m a  A
No trabalho de Lo et al [41] o procedimento utilizado para a construcõo da rede 
neuronal, consistiu em dividir o círtex  cerebral em 78 regioes, 39 regioes para cada hemis- 
fírio, com uso de uma tecnica conhecida como automated anatomical labeling ou rotulagem 
anatomica automatizada. Para determinar as conexoes das redes do círtex  cerebral, fo­
ram utilizadas tecnicas de imagem por tensor de difusõo, criando assim, as matrizes da 
estrutura de conexoes entre as regioes do cortex e adicionando um peso as matrizes de 
acordo com o quantidade de fibras de cada uma das 78 areas consideradas [41].
Um n í  nesta rede e definido se houver pelo menos três fibras conectadas atribuídas 
a uma íarea cortical. A Fig. 4.3 ilustra a matriz de conectividade ponderada, os peso de
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cada nó sao atribuídos como: 0 (branco), 1 (magenta), 2 (ciano) e 3 (laranja), represen­
tando nenhuma conexao (ou desconhecida), conexoes esparsas, intermediórias e densas, 
respectivamente.
F igura 4 .3  - Representação da matriz de conectividade para humanos saudáveis, divida em 78 regiões 
corticais. Os pesos sao atribuídos como a seguir: 0 (branco); 1 (magenta); 2 (ciano); 3 (alaranjado). O 
que corresponde a falta de conexao (ou nao identificadas), conexoes esparsas, intermediarias e densas, 
respectivamente.
Os pesos indicados pelas cores na Fig. 4.3 representam o numero de conexoes 
atribuídas aleatoriamente entre as regioes corticais. Os pesos 1, 2 ou 3 atribuem 50,100 
ou 150 conexões entre neurônios de diferentes areas corticais, respectivamente.
4.2 .2 C o n ec to m a  B
Esta matriz de conectivida foi obtida a partir dos conectomas gerados por imagens 
de ressonância magnetica, pelo Projeto Conectoma Humano [42-44]. Os autores com­
putaram  os conectomas estrutural humanos em cinco resolucoes diferentes divididas em 
83,129, 234, 463 e 1015 regiões corticais com pesos distintos. Para a contrucao da matriz 
utilizada nesta secao, escolhemos a que possui 83 regioes corticais.
A matriz utilizada possui um conjunto de analise em 1064 conectomas. O tra ta ­
mento para a atribuiçao dos pesos da matriz foram obtidos de acordo com a quantidade 
de cerebros escolhidos para a construçao da matriz de conectividade, dos 1064 cerebros, 
escolhemos 20 para fazer a atribuicao dos pesos. De posse das informacões das 20 m atri­
zes, geramos uma unica matriz composta pela media das fibras que conectam as regioes 
corticais. Após este processo, calculamos a mediana da media da quantidade de fibras, e 
utilizamos este valor para definir os pesos da matriz:
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•  0 — sem conexão:
• 1 — ãte metade dã mediana:
•  2— de metade dã mediana ãte 3/2:
• 3— ã partir de 3/2.
A construção dã matriz de conectividade, resultante dos dados extraídos acima, estã 
ilustrada na Fig. 4.4. As cores de cada elemento na matriz indicam o peso das conexoes: 
0— branco, 1— verde, 2 — cor de rosa e 3— amarelo. Os pesos na matriz humana do 
conectoma B, tambem indicam o grau de intensidade das conexoes: 0,1, 2 e 3 indicam 
sem conexão, ou desconhecida, esparsas, intermediãrias e densas, respectivamente.
t --------------- 1--------------- 1---------------- 1------------------ r
1 20 40 60 83
Região Cortical p
F igura 4 .4  - Matriz de conectvidade Humana extraída de conectomas gerados a partir de exames de 
ressonância magnetica, obtidos do Projeto Conectoma Humano [42]. A quantidade de conexoes e atribuída 
de acordo com os pesos 0,1, 2 e 3, que correspondem respectivamente: sem conexões (branco), 50 (verde), 
100 (cor de rosa) e 150 (amarelo) conexoes entre as regiões corticais.
E bom deixar claro que não podemos fazer uma comparacão direta dos resultados 
obtidos com os dados do grupo P IT  com os fornecidos por Lo et al [41], dado que o 
número de regioes corticais e diferente. Entretanto, analisaremos as similaridades que 
surgem em ambos os casos.
4 .2 .3  C o n ec to m a  do G a to
Diferente das duas matrizes apresentadas anteriormente, ã matriz considerada nesta 
seção analisa o conectoma de outro mamífero, mas, que possui características cognitivas
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bem diferente dos seres humanos, esta e a matriz de conectividade do gato. A matriz 
foi construída atraves de informacoes obtidas por experimentos de rastreamento do trato 
neuroanatomico, coletados e organizados por Scannell et al [30,31,79].
Para construir a matriz, o córtex do gato foi dividido em quatro areas cognitivas 
distintas: visual, somato-motor, auditiva e frontolímbica, conectadas entre si por fibras 
axonais. A quantidade de regiões corticais presente dentro das quatro areas principais, em 
que foi dividido o cortex, foram sub-divididas como a seguir: região visual (18), auditiva
(10), somato-motor (18) e frontolímbica (19), o que nos dá um total de 65 regiães corticais. 
A representacão da matriz de conectividade do gato pode ser visualizada pela Fig. 4.5. 
Três pontos importantes para a atribuição ao peso da matriz foram considerados:
1 . presença ou ausencia de uma conexão;
2 . intensidade ou densidade de onde havia informacoes disponíveis;
3. a origem e o termino de uma conexao
A matriz ilustrada na Fig. 4.5 representada a matriz de conectividade do gato. As 
cores estao associadas ao peso que cada elemento da matriz recebe.
F igura 4 .5  - Matriz de conectividade do córtex cerebral do gato representada de acordo com os pesos 
e escala de cores: branco representa a ausencia de conexao (0), verde-oliva são conexões esparsas (1), 
azul são conexoes moderadas e (2) e salmao sao conexoes densas (3). A quantidade de conexães entre 
diferentes regiães corticais sao atribuídas de acordo com o mesmo metodo das matrizes anteriores.
Conexoes que foram relatadas como densas ou fortes recebem peso 3; conexoes 
fracas ou esparsas recebem peso 1; conexoes de intensidade intermediaria, ou para as
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quais nenhuma informacao de relevancia estava disponóvel, foram tratadas com peso 2 ; 
por fim, a ausencia de conexoes e atribuído peso 0 , que são representadas pelas cores 
salmãao, verde-oliva, azul e branco, respectivamente. Assim como as outras duas matrizes 
consideradas, a do gato nãao considera auto-conexãoes entre as regiãoes corticais, o que pode 
ser observado pela linha em branco em sua diagonal.
E importante deixar claro o papel que estas três matrizes desempenham em nosso 
modelo de rede. A matriz de conectividade informa como neuronios distintos estao conec­
tados a diferentes regioes corticais. Matematicamente, representaremos a matriz por meio 
da notacao W  =  W ^ j )  em que os óndices p , d indicam as regiães corticais e óndices 
i , j  denotam os neurânios dentro da região cortical [35]. As conexoes entre as diferentes 
regiães corticais p  e d sao atribuídas pela seguinte regra: escolhemos, aleatoriamente, um 
neurânio i da sub-rede p  e um neuronio j  da sub-rede d, com a mesma probabilidade.
Tomemos como exemplo a Fig. 4.3, as regiães corticais p  =  40 e d = 2  estão 
conectadas com peso 1 (magenta), e estabelecem 50 conexães entre neuronios, escolhidos 
aleatoriamente, que pertecem à estas sub-redes. Da mesma forma, as regioes corticais 
p  =  78 e d = 7 7  estabelecem conexão com peso 2 (ciano), ou seja, existem 100 conexoes 
entre os neuronios dessas sub-redes. Este mesmo procedimento de atribuiçao de conexoes 
devido ao peso, e valido para as três matrizes apresentadas nesta seçao.
4.3 O m odelo  m atem ático
A dinamica do modelo proposto sera avaliada atraves do mapa de Rulkov. O termo 
de acoplamento esta inserido na variavel x n+ 1 do mapa, que estó relacionada ao padrão 
de rajada de disparos [27,35]. O mapa acoplado sera representado como:
x(i,P) =  J (x y)(i,p) I A(i,p) xn+1 =  J (x , y) +  Aq
. m  =  y (ip) -  c ( x (i'r) -  p).
A dinamica relativa à variavel lenta do mapa, em nada sofre alteracao. Contudo, e 
importante notar que nela tambem foram inseridos os índices que identificam o neuronio 
i a uma dada regiãao cortical p .
Como fora dito, o termo de acoplamento leva em consideraçcãao o processo de trans­
missão de sinais por meio das sinapses qmmicas, representado por Aq. Este termo de 
acoplamento óe composto por vóarios outros necessaórios para a atividade neuronal na rede, 
como por exemplo, a funçao de ativacao, o potencial neuronal e a matriz de conectividade.
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A representação m atemática de Aq assumirá a forma
N M
Aqi,p)(Rede) =  eqC(l,p) E E w Üí!H(4 J'd) -  9) ( 4 lJ,) -  J ) .  (4.1)d=1 J=1
Os termos apresentados na Eq. 4.1 podem ser descritos conforme segue: £q e instensidade 
do acoplamento devido as sinapses químicas, seu valor poderá variar ou ser mantido fixo 
na rede. O termo C (i,p) e necessário para garantir a normalizacao da rede em relacao a 
quantidade de conexães. O somatário em N  e M  referem-se, respectivamente, a quanti­
dade de sub-redes e a quantidade de neurônios em cada uma das sub-rede. A funcao de 
ativacao neuronal escolhida será a Heaviside que está representada por H. A arquitetura 
de conexães sera dada pela matriz d), aqui, a matriz W  e o elemento com o peso
da conexão na matriz de conexão humana. Finalmente, o potencial V jd )  determinará 
se a conexao estabelecida entre diferentes neurônios, ou regioes corticais, serâo de natu­
reza excitatoria ou inibitória, e, 9 e um limiar que assume o mesmo valor para todos os 
neuroônios.
Devido ao fato de que as sub-redes são do tipo livre de escala e tambem por termos 
uma grande quantidade de conexoes, torna-se necessario discutir a inserçao da constante 
de normalizacão. Esta, sera igual ao inverso multiplicativo da quantidade de conexoes, 
conforme mostrado em
C (ip) =  , (4.2)Q (i,P) ’ V 'Qqulm
em que Qq’p  representa a quantidade de conexães químicas estabelecidas na rede, que e 
dada por:
N M
QA =  EE H (WS )- (4-3)
d=1 j =1
Note que o termo Qq na Eq. 4.3, depende diretamente da quantidade de conexães estabe­
lecidas pela matriz de conectividade humana.
Outro termo de grande importôancia na Eq. 4.1 áe a soma sobre as sub-redes e a 
soma realizada sobre os neurônios. Representaremos essa soma dupla por
N M
S (:-p) =  E  E  K S H( j  -  9 M p) -  V ™ ). (4.4)
d=1 j =1
Podemos reescrever Eq. 4.4 na forma representada pela Eq. 4.5, separando os termos
relativos a cada tipo de conexaão. Desta forma podemos ver, de forma isolada, a parte
que corresponde a matriz de conexoes externas e a parte que corresponde à matriz de
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conexoes internas, ou seja, as conexoes dos neurônios nas sub-redes.
N M M




A Eq. 4.5 sera dividida em duas partes: o primeiro termo está relacionado apenas 
com as conexoes externas, sendo as matrizes W (id) as que estao fora da diagonal principal 
da matriz de conectividade humana. O segundo termo e referente apenas as conexães 
internas em cada sub-rede W (’’d), ou seja, e uma matriz na diagonal principal da matriz 
de conectividade humana. Vale a pena ressaltar que no modelo matematico proposto. 
W(ip) =  0 , pois nao consideramos o caso de auto-conexães químicas.
De volta à Eq. 4.3, pode-se tambem explicitar a soma dupla que aparece nesta 
equacão. De forma que possamos escrever:
N M
q {X  =  E E  h  ( jd=l j =1
N M M
Q tsm ^ E  H  ( w Ví) ) + E H  (w!%))
j =1
Novamente, a equacao resultante pode ser separada em termos que correspondem as 
quantidades de conexãoes internas e externas: o primeiro termo íe a quantidade de conexãoes 
químicas externas que entram no neurônio (i,p). O segundo termo e a quantidade de 
conexoães químicas internas que entram no mesmo. Como sabemos:
W ( i >p) 0(j,p) I 1
o que nos permite eliminar heaviside no segundo termo:
M MEH (WS’) =  E w j.»-
j=i j=i
de forma a obtermos,
N M M
q (X  ^ E  H  ( w S ) + E  W(j.p).
d=1 j =1 j =1
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Em que se define:
N M M
Q é s ) =  £ £  H  ( j  e Q(nr) =  £  W(jd) (4.6)
Portanto, a constante de normalizaçao apresentada na Eq. 4.1 deve levar em con- 
sideracão a quantidade de conexoes que entram e saem de um determinado neuronio.
C (i r) =  _____ 1_____
Q (ir ) 1 Q (ir ) 'Q ext +  Q int
Isso se da devido ao fato de que a rede e construída sob a condicao de que cada neuronio 
deve ter pelo menos duas conexoes: uma de entrada e outra de saióla.
4.4 Supressão de sincronização
O objetivo desta seçao e apresentar a tecnica empregada para o estudo da supressao 
de sincronizacao no nosso modelo de redes neuronais. Na introduçao deste trabalho, 
vimos que a sincronizacao neuronal, em alguns casos, pode estar relacionada a um mal 
funcionamento das nossas funcoes motoras, acarretando em doencas neurodegenerativas, 
tais como, Mal de Parkinson, epilepsia e tremores essenciais [19,20,28].
Atualmente algumas tóecnicas tâem sido amplamente utilizadas com o intuito de 
diminuir os ritmos anormais de atividades cerebrais devido a sincronizacão. Uma das 
tecnicas mais avancadas e conhecida como Deep Brain Stimulation ou estimulacao ce­
rebral profunda [39]. A tecnica de estimulacao cerebral profunda e realizada atraves e 
um procedimento pouco invasivo, e de baixo risco, que consiste em implantar eletrodos 
em determinadas regiães do cerebro. Esses eletrodos produzem impulsos eletricos que 
regulam os impulsos anormais, ou afetam certas celulas e substancias químicas dentro 
do cerebro [39,40]. A quantidade do estímulo aplicado e controlado por um dispositivo 
colocado sob a pele na parte superior do tórax. Outro metodo, muito mais invasivo, e 
realizado atraves de intervenções cirargicas para a remoçao da area danificada do cerebro.
Dentro deste contexto, pretendemos empregar uma tóecnica matemóatica conhecida 
como time delay feedback, que se assemelha a aplicaçao do sinal externo advindo da tecnica 
de estimulacão cerebral profunda, como uma ferramenta de supressão da sincronizacão 
excessiva dos ritmos neurais.
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4.4.1 R e tro a lim e n ta ç ã o  com  a tra s o  te m p o ra l: T im e  D e la yed  Feedback
Avaliar a supressão da sincronizacão, em dinãmica neuronal, e essencial dada a 
associacão que existe entre alta sincronizacão e doencas neurodegenerativas. Desta forma, 
encontrar um metodo capaz de destruir ou diminuir a sincronizacão dos burst e crucial 
para que os ritmos neurais voltem a apresentar um comportamento individual. Quando 
tratamos de supressão de sincronizacão, duas tecnicas são amplamente mais utilizadas: a 
aplicação de um sinal de controle na forma de uma funcão harmônica e periódica ou o uso 
da tecnica de feedback.
Em alguns trabalhos um controle do tipo d sin(wn) foi utilizado como sinal externo 
para destruir a sincronizacão neuronal. Este controle e sempre inserido na variãvel res- 
ponsãvel pelo comportamento de rajada de disparos. A perturbação do tipo harmônica do 
tipo sen, utiliza a amplitude d, e a frequencia u  como parãmetro de controle. A aplicacão 
deste sinal externo ã rede, reduz a sincronizacão em um nível significativo. Ou seja, a 
aplicacão de um sinal externo com alta frequencia e capaz de destruir o estado de bursting 
sincronizado que existia antes da aplicacão do sinal. Contudo, a utilidade deste controle 
íe limitado pelas grandes amplitudes necessíarias, ou, pelo grande quantidade de neurôonios 
que precisam ser perturbados para produzir tal efeito. Neste sentido, apresentaremos 
outra tecnica para avaliar os efeitos da supressão da sincronizacão.
Um metodo bastante utilizado para estabilizar orbitas periúdicas instãveis em atra- 
tores caoticos, e baseado na aplicacão de perturbacão de feedback proporcional ao desvio 
do estado atual do sistema em relacão ao seu estado em um período no passado, de modo 
que o sinal de controle desapareca quando a estabilizacão da orbita for atingida [80]. Este 
metodo utiliza um sinal de controle obtido da diferença entre o estado atual do sistema e 
o estado do sistema atrasado por um período da orbitas periúdicas instãveis. Alternati­
vamente, o metodo delayed feedback control e referido como um metodo de autossincroni- 
zação com atraso temporal, uma vez que a estabilizacão da úrbita alvo se manifesta como 
uma sincronizacão do estado atual do sistema com seu estado atrasado [81].
O mesmo metodo, com pequenas modificações, pode ser empregado para suprimir a 
sincronizacão de uma rede neuronal. Para medir a supressão da sincronização, precisamos 
monitorar o campo medio e ajustar a amplitude do sinal externo para o efeito desejado, o 
que tambem inclui um atraso de tempo devido a necessidade de calcular o campo medio 
em tempo real. Isso pode ser incluído por meio de um sinal de feedback F (p ,T ), a ser 
aplicado à região cortical p  com um tempo de atraso t  [82]. O termo de campo medio 
serú introduzido na variãvel x n+1 do mapa de Rulkov
N M
Xn+1 f  (xn ’PP ,y n ’PP E  W m H  ( j  — e) ( x N  — V4ll)+XFFn(p, T), (47)
d=1 j=1
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em que eF e a intensidade do sinal de feedback e t e o tempo de atraso. O termo de campo 
medio com atraso para a regiao cortical p, e a media do potencial de membrana da rede 
para cada neuroônio na regiaão cortical considerada
com M sendo a quantidade total de neuronios.
O calculo do fator de supressão, S, que avalia a eficiencia da estrategia aplicada, e 
dado pela Eq. 4.9:
S e a supressao, F  o campo medio na ausencia da entrada do controle de feedback e Var( ) 
e a variôncia, definida como Var =  (xn) -  x^.
Se a sub-rede naão perturbada pelo controle p  for sincronizada em um determinado 
momento, o campo medio atual F (p ,T  =  0) sera igual a evoluçao de x n+1 para cada 
neuronio, que e caracterizada por uma grande oscilaçao da amplitude e com uma vari­
ôncia relativamente grande V ar(F(p,T  =  0)). De forma oposta, se a sub-rede estiver 
completamente dessincronizada, o campo medio tera uma flutuacão de baixa amplitude 
em torno de zero, ou seja, uma variancia baixa [83]. Como o objetivo do procedimento de 
controle e reduzir o nível de sincronizacao, esperamos que, ao aplicar o termo de controle 
com amplitude eF , a variancia do campo medio com controle seja a menor possível, por 
isso, para o modelo que estamos a utilizar, o sucesso do metodo de supressao será atingido 




C a p í t u l o  5
Resultados
Este capótulo apresenta os resultados das aplicacães dos metodos descritos no ca­
psulo  4, em ordem de exposicão. Inicialmente, os resultados estudados nesta tese sao 
para um modelo de redes de redes com arquitetura de conexãao interna que seguem uma 
construcao do tipo livre de escala, conforme trabalho publicado em [27]. Entretanto, ou­
tras topologias de redes foram investigadas com o intuito de validar o modelo utilizado 
para a construcao da rede. Apresentaremos a seguir, os resultados obtidos para a supres- 
sao de sincronização nas redes de mundo pequeno (Watts-Strogatz) e em redes aleatorias 
(Erdos-Rónyi).
A dinâmica do modelo e descrita atraves do conjunto de equaçães que constituem 
o mapa de Rulkov : :
N M
â i r í  =  f  X  r) , y (i r)) +  C (i r ) Y , H  H  ( x j ■ d) -  9)(*ni ■r) -  j )
d=1 j=1
v im  =  y (ip) -  a (x (i,r) -  p).
O acoplamento adicionado ao mapa e escrito em termos da intensidade de acoplamento 
químico £q =  (0.0, 0.2), da funcão Heaviside H e das matrizes de conexao: livre de escala 
e humana.
As sinapses químicas foram escolhidas para serem 25% inibitorias e 75% excitatorias 
[84]. Considerou-se a =  0.001, p =  9 =  - 1 ,  M  =  200, N  =  78, Vs =  1 para conexães 
excitatórias e Vs =  -0 .5  para conexães inibitórias. Os valores de a  estão compreendidos 
uniformemente no intervalo 4.1 < a < 4.3. Todos os resultados apresentados nesta tese 
foram gerados considerando um transiente de 105, e quando assumido constante, £q =  0 .2 .
1 Este conjunto de equações foram previamente discutidos no Capítulo 4, contudo, optou-se por reescrevê-
las aqui para tornar a leitura mais fluida.
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5.1 C onstrução das sub-redes do tip o  livre de escala
As redes do tipo livre de escala, geradas pelo método de Barabási-Albert, sao 
responsáveis pelas conexões internas do modelo de rede de redes. A matriz considerada 
possui tamanho 78 x 78, deste modo, foram geradas 78 sub-redes conforme metodo de 
Barabasi-Albert, em que cada uma dessas sub-redes contem 200 neurônios. Conforme 
mostrado no Capítulo 2 , as redes podem ser direcionadas ou nõo-direcionadas. O modelo 
em questao considera a interaçõo dos neurônios por sinapses químicas, e, neste tipo de 
conducao de sinal, a substôncia química e secretada do neuronio pré-sinaptico para o 
pos-sinaptico, ou seja, este tipo de sinapse acontece em uma direçao específica [1]. Esta 
característica revela a necessidade de incluir conexões de entrada e saída nas sub-redes.
Durante o processo de crescimento as conexoes internas do modelo de rede de redes, 
foram estabelecidas de acordo com a probabilidade livre de escala. Entretanto, a direçcõao 
das conexões em cada sub-rede livre de escala foram atribuídas de forma aleatória e com 
a mesma probabilidade.
Anteriormente, vimos (Capítulo 2) que as redes livre de escala sao caracterizadas 
por dois fatores importantes: o expoente da lei de potencia (crescimento) e sua ligaçao 
preferencial, sendo este ultimo, o responsável pelo surgimento de hubs. Para caracterizar 
uma rede como livre de escala, o expoente 7 , deve estar no intervalo 2 <  7  <  3. A 
Fig. 5.1 mostra o ajuste dos expoentes das sub-redes geradas, conforme algoritmo de 
Barabísi-Albert, para nosso modelo.
k (Número de conexões)
F igura 5.1 - Distribuição de grau p(k) para as 78 sub-redes livre de escala. A figura mostra a forma 
característica de uma lei de potencia visto pelo comportamento de cauda pesada conforme o grau k dos 
neurônios aumenta. O ajuste da lei de potencia 7 , e mostrado por seus valores máximo (azul) e mínimo 
(magenta) para todas a conexões (entrada+saída) (a), conexões de entrada (b) e conexões de saída (c).
As Figs.5.1(a)-(c) mostram aproximacoes numericas para a probabilidade de dis- 
tribuiçao de grau das rede livres de escala, com os valores dos ajustes (fit) maximo (azul) 
e mínimo (magenta) para os expoentes da lei de potencia. Os expoentes da lei de po­
tencia foram calculados tomando a distribuicao do grau de entrada kin, saída kout e da
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distribuicao geral P (k t) =  P (k in +  kout).
A distribuicao do grau para as conexães totais (entrada+saída) e ilustrada na 
Fig. 5.1(a). O valor maximo para o expoente e y =  2.99 e o valor mínimo e 7  =  2.02. O 
expoente da lei de potencia para as conexoes de entrada e mostrado na Fig. 5.1(b) e seus 
valores móximos e mínimos são 7  =  2.75e 7  =  2.00, respectivamente. Como ultimo caso, 
a Fig. 5.1(c) mostra o expoente da lei de potencia das conexoes de saóda com 7  =  2.91 e 
Y =  2.00, seus valores maximo e mónimo, respectivamente. Como podemos observar, os 
expoentes da lei de potâencia estãao dentro do intervalo esperado para uma rede livre de 
escala, isto nos permite dizer que as 78 sub-redes criadas, apresentam tal arquitetura de 
conexao.
5.2 Sincronizaçao de fase
Os resultados desta secão mostram a variacao da magnitude do parâmetro de or­
dem R m, para a rede de redes e as sub-redes, em funçao do coeficiente de acoplamento 
qmmico £q. Para nossos calculos, consideramos um conjunto de quatro condiçoes iniciais, 
escolhidas aleatoriamente, e repetimos este processo computacional para cada um desses 
conjuntos.
5.2.1 P a râ m e tro  de  o rd e m  de K u ra m o to
Inicialmente investigaremos a sincronizaçao atraves do parâmetro de ordem de 
Kuramoto. Apos a estabilizaçao da sincronizaçao, o parâmetro de ordem de Ruramoto 
foi calculado com um transiente de 105 iteraçoes e valores de £q definido no intervalo de 
(0, 0 .2). Os efeitos da sincronizacão nas regioes corticais foram avaliados e podem ser 
visualizados pela Fig. 5.2. O parâametro de ordem foi calculado apenas para algumas 
regiães corticais: 1, 25,50 e 78.
A sincronizacao de fase apresenta um crescimento abrupto em torno de £q =  0.02 
para todas as sub-redes consideradas na Fig. 5.2. Conforme o valor de £q aumenta, as 
regioes corticais tendem a aumentar sua sincronizacao. Como as conexoes estabelecidas 
em cada rede óe diferente, algumas delas tendem a ser mais sincronizadas que as outras. 
De acordo com a definicao do parâmetro de ordem de Kuramoto, para R m =  1 os neurâ- 
nios estao totalmente sincronizados, e para R m =  0 os neurânios estão dessincronizados. 
Quaisquer valores assumidos entre esses dois extremos representa uma sincronizacao par­
cial da rede, ou seja, o parâmetro de ordem estarâ no intervalo 0 < R m < 1.
Devemos observar a medida de sincronizaçcãao na rede de redes e comparaó-la com a 
sincronizacao das regioes corticais. A Fig. 5.3(a) mostra a curva do parâmetro de ordem 
para a rede de rede (linha soólida preta). Notamos tambóem que a curva de sincronizaçcãao
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eq
F igura 5.2 - Parâmetro de ordem médio de Kuramoto calculado em função da intensidade de acoplamento 
químico para as sub-redes: 1, 25, 50 e 78. De acordo com a figura, notamos que algumas redes atingem um 
maior valor da sincronizacao o que e um forte indicativo de que cada sub-rede atinge um grau diferente 
de sincronizacão.
da rede de redes apresenta o mesmo crescimento abrupto quando comparada apenas as 
sub-redes quando £q esta dentro do intervalo (0.02, 0.03). Depois disso R m apresenta 
pequenas flutuações ate sua estabilizacao, atingindo seu valor maximo.
O calculo de R m para a rede de redes e realizado pela composiçõo da sincronizaçõo 
das 78 sub-redes. Como a leitura do grafico ficaria muito poluída se mostrássemos os 
resultados para todas as regioes corticais, escolhemos exibir os valores maximo e mínimo 
de R m conforme o valor de £q. Estes valores estõo indicados na Fig. 5.3(a) por curvas 
tracejadas magenta, para o valor mínimo, e verde escuro, para o valor maximo. Deste 
modo, espera-se que a curva tracejada magenta esteja próxima a curva preta para a rede 
de redes, fato que pode ser observado na Fig. 5.3(a).
F igura 5.3  - Na Fig.(a), a curva preta representa o parâmetro de ordem Rm em função da intensidade 
de acoplamento químico. As curvas tracejadas delimitam os valores máximo (verde escuro) e mínimo 
(magenta) de Rm. As barras verticais cinza representam uma fração das sub-redes com valores de Rm 
maiores do que as da rede de redes. As barras verticais hachuradas representam a quantidade de sub-redes 
para as quais Rm está alem de um desvio para mais ou para menos, a, que está indicado pelas barras 
de erros em vermelho. A Fig.(b) mostra o parâmetro de ordem de Kuramoto (em escala de cores) para 
todas as 78 regioes corticais.
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A quantidade de sub-redes cujo parômetro de ordem de Kuramoto encontra-se entre 
as linhas tracejadas tambem e representada na Fig. 5.3(a), como uma fracao do total de 
sub-redes pelas barras verticais cinza, para cada valor de eq. Uma fraçõo significativa das 
sub-redes apresenta maior sincronizaçao do que a composicõo de todas elas. Para valores 
de eq < 0 .0 2 , todas as sub-redes sõo mais sincronizadas do que a rede de redes (curva 
preta). Da mesma forma, para eq > 0.06, mais de 90% das sub-redes apresentam esta 
característica, o que indica que as sub-redes estao sincronizadas internamente, mas nõo 
estõao sincronizadas entre si.
As barras verticais hachuradas na Fig. 5.3(a), representam a quantidade de sub- 
redes cujos valores de R m estõo alem de um desvio, para mais ou para menos. O desvio 
serí escrito na forma da Eq. 5.1, e sera representado na Fig. 5.3(a) pelas barras de erro 
sob a curva de sincronizaçcaõo da rede de redes
(R _  R(i)) /  jj—\ l R m R m )
M
(5.1)5
Ao comparar as barras de erro (vermelho) com as barras verticais hachuradas. 
vemos que o parâmetro de ordem das sub-redes R m(p) e sempre menor do que um desvio 
do parâmetro de ordem medio da rede de redes, R m. Esse desvio ilustra a disparidade 
entre os graus de sincronizacão em cada sub-rede e na rede de redes. Grandes valores 
de desvio estao associados a sub-redes muito mais, ou muito menos, sincronizadas do 
que a composição de todas as redes. E importante notar que a magnitude do parâmetro 
de ordem medio R m e, por definicão, diferente da media do parâmetro de ordem R  =  
(1 /^ )  J2N— 1 R m. Deve-se notar ainda, que o valor do parâmetro de ordem da rede de 
redes R m, e diferente dos valores na sub-rede R m (p).
A diferença entre os diferentes níveis de sincronizaçao das sub-redes (regioes cor- 
ticais) estao ilustradas na Fig. 5.3(b), que representa o parâmetro de ordem medio para 
todas as 78 áreas corticais em função de £q. O limiar de sincronizacao e £q ~  0.02 para 
todas as areas corticais. Entretanto, quando £q e suficientemente grande, quase todas as 
regiães corticais estao sincronizadas. Para valores intermediarios de £q, o parâmetro de 
ordem de Kuramoto medio aumenta a medida que £q cresce, atingindo diferentes valo­
res de sincronizacão de fase. Ao comparar as Figs. 5.3(a) e (b) podemos identificar as 
íareas corticais que, embora sincronizem internamente, falham em sincronizar umas com 
as outras.
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5.3 Supressao da sincronizaçao
O metodo escolhido para suprimir a sincronizacao consiste em monitorar o campo 
medio da rede e ajustar a amplitude do sinal externo para atingir o efeito desejado. Deste 
modo, a perturbacao externa sera incluída por meio do campo medio e sua intensidade 
seró variada por um sinal de feedback £F . O campo medio atuaró em todos os neuronios 
em uma dada regiao cortical p, com um atraso temporal t . A intensidade do controle de 
feedback seró inserida como um fator multiplicativo a adicao do campo medio na variavel 
rapida do mapa de Rulkov, conforme mostra a Eq. 5.2
xn+1 =  f  (x(n,-r\ v {:-r)) + Aqip )+ £Ff „ ( p , t ) ,  (5 .2 )
em que F n (p, t ) e o campo medio aplicado em uma dada região cortical p  após um tempo 
t  .
O sinal de controle de feedback foi aplicado a diferentes percentuais de regiãoes 
corticais, comecando em 25% ate atingir 100% das regioes. O numero real de sub-redes 
aos quais o controle foi aplicado esta arredondado para baixo, e o numero percentual das 
sub-redes esta arredondado para cima. Por exemplo, no caso de 25% das regiães corticais 
perturbadas com o controle(que corresponde a 19.5 redes), aplicamos a perturbacao em 
apenas 19 sub-redes (arredondado para baixo). O que na verdade nos da uma porcentagem 
de 24.36%, que arredondamos para 25% das regioes corticais. Da mesma forma, para 50% 
das regiãoes perturbadas, o controle óe aplicado em 39 das 78 regiãoes corticais, o que resulta 
em um percentual de 50% das óareas perturbadas. Para 75% das regiãoes perturbadas, o 
controle e aplicado em 58.5 regioes, onde consideramos apenas 58. Para este caso temos 
74.36% das regiãoes perturbadas novamente arrendando para cima, foram adotados 75% 
das regioes. No ultimo caso, a perturbação foi aplicada em 100% das regiães corticais, ou 
seja, nas 78 sub-redes.
5.3.1 C o n ec to m a  A
5.3.1.1 Redes do tipo livre de escala
Os paineis à esquerda da Fig. 5.4 mostram o logaritmo, em uma escala de cores, 
do coeficiente de supressao S  como uma funçao da amplitude de controle de feedback £p 
e do tempo de atraso t . Os paineis da direita mostram curvas de S  como uma funcao de 
£f para diferentes valores de t .
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F igura 5.4 - Fator de supressão de sincronizacao (em escala logarítmica) em funcao da amplitude de 
controle £p e atraso de tempo t  quando o controle e aplicado em (a) 25%, (c) 50%, (e) 75%, e (f) 100% 
das regioes corticais com intensidade de acoplamento químico £F = 0.2. A variacão correspondente de S 
com £F e diferentes valores de t  e representada em (b), (d), (f) e (h). Valores de S > 1 correspondem à 
supressãao de sincronizaçcãao.
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A barra colorida que representa ln(S)  e conveniente por nos permitir avaliar a efici­
ência do metodo de supressão em cores: as regioes em ciano e azul escuro, representam os 
casos em que a supressão atinge valores satisfatórios. As regiães em magenta correspon­
dem o efeito oposto ao deseja, ou seja, um estímulo de sincronizaçao. Quando o termo de 
controle e aplicado em 25% das regioes corticais, todas as regioes do plano de parâmetros 
apresentam boa supressao da sincronizacao Fig. 5.4(a), para este caso S  atinge um valor 
maximo de 2.58 quando o tempo de atraso e t  =  160, Fig. 5.4(b). Desta forma, a região 
que apresenta os maiores valores de supressão está em t  =  140 e t =  180 e eF espalhada 
entre 0.1 ate 0 .6 .
A aplicaçcãao do controle em 50% das regiãoes corticais, apresenta algumas regiãoes 
nas quais a sincronizacao nao foi suprimida. Isto pode ser visto por uma observacão 
direta da Fig. 5.4(c), na qual o espaco de parâmetros mostra algumas regioes escuras. No 
entanto, podemos ver uma grande regiao central presente em eF & (0.1, 0.3) para as quais 
o controle e efetivo, atingindo os melhores valores, em relação à sincronizaçao, atingindo 
valores de S  > 3 para tempos em que t =  140 iteracoes, Fig. 5.4(d). Os melhores valores 
de supressao neste caso esrâo nos intervalos t  =  120 a t  =  160.
Quando aumentamos o percentual de regiães corticais perturbadas pelo feedback 
para 75%, o metodo de supressão comeca a apresentar regioes de estímulo de sincroniza­
cao, representadas pela cor magenta, que nao esrâo presentes nos casos de 25% e 50%, 
Figs. 5.4(e)-(f). Apesar disto, vemos que existe uma pequena região em ciano que indica 
uma boa efetividade do metodo, compreendida na faixa eF ~  (0.07, 0.25). Finalmente, 
quando perturbamos 100% das regioes corticais, e nítido que os casos indesejaveis ocupam 
todo o espaco de parâmetros, como mostram as Figs. 5.4(g-h). Os melhores valores de 
supressão para 75% e 100% das regioes de controle sao de t  =  100 a t =  140 e de t  =  180 
a t  =  200 , respectivamente.
Podemos explorar as características da topologia da rede livre de escala e a arqui­
tetura de conexoes deste modelo, para aplicar o controle no hub de cada sub-rede. Os hubs 
sao nás densamente conectados, que surgem devido as características de ligacao preferen­
ciais formadas no crescimento de uma rede do tipo livre de escala. Desta forma, o sinal 
de controle nas sub-redes sera aplicado nos seguintes casos: (i) nos hubs de cada rede, (ii) 
neurônios que estabelecem as conexoes de entrada (recebem) com o hub, (iii) neurônios 
que estabelecem as conexoes de saída (enviam) com o hub e (iv) todos os neuronios que 
estabelecem as conexães: entrada+saída, desconsiderando o hub. A Fig. 5.5 apresenta, 
em escala logarítmica, o fator de supressão S  como uma funçao da amplitude do sinal eF 
e do tempo de atraso t (direita), e a magnitude de S  para cada valor de t , conforme o eF 
muda seu valor (esquerda).
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F igura 5.5  - Fator de supressao (barra colorida em escala logarítmica) em funçõo da amplitude de 
controle £p e tempo de atraso t  e intensidade de acoplamento químico £p = 0 .2. O controle foi aplicado 
nas seguintes situacoes: (a) apenas nos hubs, (c) apenas nos neurônios que enviam sinais (saída) (e) apenas 
nos neuronios que recebem conexões (entrada) e (g) todos os neuronios: envia+recebe, sem considerar o 
hub. A variacao correspondente de S com £F e diferentes valores de t , estí representada em (b), (d), (f) 
e (h).
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Quando aplicamos o controle apenas nos hubs (um para cada area cortical), o me- 
todo utilizado para suprimir a sincronizaçcaão nãao atinge resultados muito relevantes, visto 
que, os valores calculados para S  em grande parte sao menores do que a unidade. A 
Fig. 5.5(a)-(b) mostra os poucos valores para os quais a supressão atinge valores ligeira­
mente maiores que 1, mesmo quando considerados valores altos de £F . Resultados pouco 
mais relevantes sao obtidos quando o controle e aplicado a todos os neuronios que pos­
suem conexães de entrada, ou seja, neuronios que enviam conexoes para o hub, conforme 
ilustrado pelas Figs. 5.5(c-d)). Uma pequena região de supressao, pode ser vista a partir 
de £F ~  0.25, onde os a supressão atinge seu valor móximo com t  =  160 e t  =  180.
Uma situacao semelhante ocorre se o controle for aplicado aos neuronios que rece­
bem sinais do hub, conforme Figs. 5.5(e)-(f). Os valores para a supressão nao sao muito 
expressivos para este caso, sendo ligeriamente menores do que no caso representado na 
Fig. 5.5(c), mas ainda atingindo valores onde S  > 1. Conforme a Fig. 5.5(f), os maiores 
valores para a supressão tambem sao alcancados quando t =  160 e t =  180. O efeito da 
aplicaçao do controle em todos os neurânios da rede esta ilustrado pelas Figs. 5.5(g)-(h). 
Dentre os trâes casos analisados, este apresenta melhor resultado em termo de supressaão, 
como podemos ver pela regiao em ciano na Fig.5.5(g), e, os valores de supressao sao ligei­
ramente maiores do que nos casos anteriores, atingindo o valor móximo quando t =  180.
De acordo com os resultados apresentados, embora mais densamente conectados 
do que os outros neuronios da rede, os hubs produzem um efeito muito mais fraco do 
que a totalidade dos neurâonios que óe considerada. Consequentemente, estritamente do 
ponto de vista do controle, este comportamento nos leva a supor que a arquitetura sem 
escala naão desempenha um papel central no modelo de rede de redes. Uma vez suposto 
que a topologia da rede nao exerce influencia sobre a tecnica empregada para a supressao 
da sincronizaçcãao, óe de grande interesse avaliar a magnitude do termo de supressaão de 
em outras topologias de rede, visto que, uma vez que mudamos o tipo de sub-rede, as 
conexoes mudam, de modo que dado a diferenca da topologia das redes, um modelo possa 
ser mais conectado internamente do que outro.
5.3.1.2 Rede de mundo pequeno
A diferença entre este modelo e o livre de escala estó na construcao das conexães 
internas. Agora, as sub-redes sao do tipo mundo pequeno, especificamente, construídas 
sob o modelo de W atts-Strogatz. O metodo de construcao de uma rede segundo Watts- 
Strogatz, e realizado conforme explicado no Capítulo 2 .
Para a construcao da rede consideramos uma rede regular com N  =  200 neuronios, 
com conexoães apenas com o primeiro vizinho, tanto para a esquerda quanto para a direita. 
Fixamos a probabilidade de adicionar um atalho entre os neurâonios em uma mesma regiãao 
cortical como p  =  0 .1. As conexoes externas, estabelecidas entre as regioes corticais, ainda
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sao determinadas pela matriz do conectoma A, de acordo com o peso atribuído no Capítulo
4.
A tecnica de controle de feedback tambem será aplicada em percentuais das sub- 
redes de mundo pequeno, seguindo os mesmos valores ja  utilizados: 25%, 50%, 75% e 
100% das regiões perturbadas pelo controle. De acordo com a Fig. 5.6(a) quando 25% das 
sub-redes estao sob a influencia do controle, ha uma regiao bem espalhada no espaço de 
parâmetros (regiao em ciano), indicando que o metodo de supressao foi eficiente.
F igura 5.6 - Fator de supressao em escala logarítmica, ln S, em funçao da intensidade do sinal de feedback 
£F e do tempo de atraso t , para rede de mundo pequeno. As Figs. (a) e (b), mostram que para 25% e 50% 
das sub-redes perturbadas pelo controle, o míetodo utilizado para medir a supressaõo foi bem empregado 
e pode ser visto por uma regiõo em azul bem espalhada. Em contrapartida nas Figs. (c) e (d), quando 
perturbamos 75% e 100% das sub-redes, o espaço de parâmetros e dominado por uma regiao onde ha 
reforçco da sincronizacçõao.
Na Fig. 5.6 para 50% das sub-redes perturbadas, notamos o aumento gradativo de 
regiões em que aplicacao do controle nõo surtiu efeito, quando considerados combinações 
específicas de eF e t . Vemos ainda o surgimento de uma regiõo em muito pequena em 
magenta, dentro das regioes escuras, que pode ser o indício de um reforço da sincronizaçao 
quando considerado um maior percentual de sub-redes. Entretanto, temos a forte presençca
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de uma região em ciano, bem espalhada, que aponta a boa eficiencia do metodo empregado. 
Ao considerar 75% das regiãoes corticais, o espaçco de parâametros óe tomado por uma grande 
regiao na qual obtivemos o efeito oposto ao esperado (Fig. 5.6(c)). Uma regiao bem 
pequena, em torno de BP ~  (0.2,0.25) para t  ~  170, manifesta pouca supressao da 
sincronizacao. No caso de 100% das regioes perturbadas, visto na Fig. 5.6(d) nao ha 
indócios de alguma regiao onde o metodo do controle tenha sido eficiente em suprimir a 
sincronizaçcãao.
5.3.1.3 Rede aleatoria
Ao considerar sub-redes aleatórias, o quadro geral e semelhante ao mostrado para 
os casos das redes anteriores. A rede de Erdös-Reniy foi construóda conforme explicado no 
Capótulo 2, contendo N  =  200 neurânios, em que cada par de neuronios sera conectado 
com uma probabilidade p  =  0.1. A Fig. 5.7 mostra o fator de supressao para redes 
aleatóoria.
F igura 5 .7  - Fator de supressão visto pelo plano de parâmetros £p versus t , para sub-redes de tipo 
aleatória. As Figs. (a) e (b), mostram que para 25% e 50% das sub-redes perturbadas o controle 
utilizado para suprimir a sincronização foi efetivo, retornando S > 1. Na Fig. (c) mais da metade do 
plano de parâmetros está em uma região na qual ha reforço da sincronizaçao. Na Fig. (d) nao existem 
regioes onde o metodo para suprimir a sincronizacao tenha sido bem avaliado.
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Considerãndo 25% dãs íreãs corticãis ãfetãdãs pelo feedback, Fig.5.7(ã), ã eficiúnciã 
no controle de supressão ãssume vãlores relãtivãmente ãltos ã pãrtir de ef ~  0.0T5 e 
t =  130, visto pelã cor ãzul escuro no espãço de pãrômetros. Quãndo considerãdãs 
50% dãs sub-redes perturbãdãs, o espãçco de pãrôãmetros ãpresentã umã pequenã regiãão 
onde houve estímulo dã sincronizãçcãão pãrã grãndes vãlores de EF, e bãixos vãlores de T . 
Contudo, ã predominãnciã dã eficãciã do mútodo de supressão tãmbúm pode ser vistã pelã 
região em ciãno nã Fig.5.T(b). Pãrã este cãso, temos vãlores de S  > 1 que se estendem 
ão longo de todo plãno de pãrãmetros, intercãlãdos por ãlgumãs regiães escurecidãs, onde 
não houve sincronizãcão. Note que ã região em ãzul , ãindã estã presente pãrã ãlgumãs 
combinãcães de ef e t , tãis regioes revelãm os mãiores vãlores de sincronizãcão, ou sejã, 
onde o mútodo ú mãis eficiente.
Pãrã 75% dãs regiães corticãis perturbãdãs pelo controle, quãse metãde do espãco 
de pãrômetros ú tomãdo por umã grãnde região mãgentã, indicãndo o efeito do reforço 
dã sincronizãcão (Fig. 5.7(c)). Pãrã ef < 0.3 notã-se umã fãixã, em ciãno, onde houve 
supressãão. A fãixã começcã estreitã pãrã pequenos vãlores de T e ficã mãis lãrgã ã medidã 
que t  ãumentã, dentro do vãlor mencionãdo pãrã ef . No cãso de 100% dãs regiães 
perturbãdãs, visto nã Fig. 5.7(d), existe umã pequenã região em torno de t =  170, pãrã 
vãlores de ef ~  0.05,0.6, respectivãmente. Apesãr disto, ã mãior pãrte do plãno de 
pãrãmetros estã dominãdã pelo reforço dã sincronizãcão.
A eficiúnciã dã supressão de sincronizãcão que observãmos devido ão sinãl de con­
trole externo com retãrdo de tempo exibe cãrãcterísticãs quãlitãtivãmente semelhãntes 
quãndo mudãmos ãs sub-redes pãrãs ãs topologiãs mundo pequeno (Wãtts-Strogãtz) e 
ãleãtoriã (Erdõs-Rúnyi). A  medidã que ã porcentãgem de sub-redes perturbãdãs ãumentã, 
essã semelhãncã ú ãindã mãior. Umã vez vãlidãdo os resultãdos pãrã o conectomã A, que 
possui 78 regioes corticãis, utilizãremos outro conectomã de dãdos disponível em [42], ã 
fim verificãr ã robustez do mútodo empregãdo o controle dã sincronizãção.
5.3.2 C o n ec to m a  B
5.3.2.1 Rede do tipo livre de escala
A construçcãão dãs sub-redes livre de escãlã segue o mesmo modelo descrito no 
início deste cãpítulo, o modelo de Bãrãbísi-Albert. Topologicãmente fãlãndo, ãs sub- 
redes, que representãm ãs regioes corticãis (primeiro nível de conexão no nosso modelo) 
não ãpresentãm mudãnçãs no seu crescimento, numero de neurônios ou quãntidãde de 
conexãoes. Essenciãlmente o que mudã íe ãpenãs ã mãtriz responsãível pelãs conexoães 
externãs do modelo. A Fig. 5.8 ilustrã o espãco de pãrômetros ef x  t  pãrã sub-redes livre 
de escãlã.
Nã Fig. 5.8(ã) vemos umã grãnde região no espãco de pãrãmetros pãrã o quãl o
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F igura 5.8  - Fator de supressão (barra colorida) para sub-redes livre de escala. Na Fig.(a) para 25% das 
sub-redes perturbadas a percebemos que S > 1a partir de e «  0.3, após este valor, vemos a presença de 
uma regiao onde não houve supressao ou foi reforçada. O caso em que 50% das sub-redes sao perturbadas 
e onde ocorrem maiores valores para S , conforme Fig.(b). Em 75% e 100% das sub-redes perturbadas, 
Figs.(c) e (d) notamos o surgimento de cada vez mais regioes onde obtivemos o resultado oposto ao 
esperado.
coeficiente de supressao íe eficiente, quando aplicado a pertubaçcao em 25% das regioes cor- 
ticais. Notamos que para EP acima de 0.3 existem regioes em que S  > 1, nos quais houve 
supressao da sincronizaçcao. Abaixo deste valor, o controle aplicado nao íe suficiente para 
diminuir a sincronizaçao, sendo possível observar que para 1/3 do espaço de paraemtros, 
nõao houve supressõao.
Para 50% das regioes afetadas pela perturbacao, o fator de supressao nao atinge 
valores satisfatórios ate alcancar EP < 0.2. Acima deste valor de EP , existem algumas 
regioes que exibem valores para supressao satisfatorio. E interessante notar o surgimento 
de algumas pequenas regioes onde a sincronizaçao foi melhorada, em torno de EP ~  0.55, 
para os tempos entre t =  100 a t  =  140, conforme mostrado em Fig. 5.8(b).
Com 75% das regioes corticais perturbadas pelo sinal de feedback, como ilustrado 
pela Fig. 5.8(c), nota-se uma faixa onde a supressao da sincronizacao foi alcancada no
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intervalo de eF =  (0.15, 0.35). A região que apresenta o resultado oposto a supressão 
da sincronizaçao, começa a se estender mesmo para valores altos de eF , independente 
do tempo t . E interessante notar que mesmo para valores de eF > 0.55, ainda temos a 
presença de uma regiao onde S  > 1. Ao perturbar todas as sub-redes, Fig. 5.8(d), ou seja, 
100% das regioes corticais, notamos que todo espaço de parâmetros apresenta um reforço 
de sincronizacao, neste caso, não houve supressao.
5.S.2.2 Rede de mundo pequeno
Os resultados para as sub-redes de mundo pequeno sao vistos pela Fig .5.9. A rede 
e construída conforme o metodo de W atts-Strogatz, considerando uma probabilidade de 
adicionar novas conexães como p  =  0.1. Para 25% das regioes perturbadas pelo sinal de 
feedback, a supressão e alcancada com valores de S  > 1, a partir de eF ~  0.25. Existem 
alguns pontos em azul, compreeendidos entre 130 < t < 190, que representam valores 
mais altos de sincronizacão, confome mostra a Fig. 5.9(a). Abaixo de eF =  0.2 temos a 
presença de uma grande região onde não houve supressão, S  ~  0.










F igura 5.9 - Para sub-redes de mundo pequeno, quando consideramos 25% (a) e 50% (b) das regioes 
afetadas pelo controle vemos uma modesta regiao no qual S > l com valores mais acentuados no caso de 
75% das redes perturbadas, em algumas combinacães de ep e t . Nas Figs. (c) e (d) não sao observadas 
quaisquer regiães onde o fator de supressao seja satisfatório.
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Quando o controle e aplicado a 50% das sub-redes, conforme Fig. 5.9(b), vemos 
o aparecimento de algumas regioes onde o metodo de supressao nao atingiu resultados 
satisfatórios. A regiao de supressao esta espalhada no intervalo EP ~  0.25 ate EP ~  0.6 
para quase todas as combinacoes com os valores de t . Os melhores valores de supressao 
estao em um pequeno intervalo para EP ~  0.32 para valores de t  =  (100,150). Nas 
Figs. 5.9(c-d), respectivamente, quando 75% e 100% das sub-redes sao perturbadas, os 
resultados nao mostram supressao de sincronizaçao. Na verdade, ambos os casos mostram 
um forte aumento na sincronizacao devido a aplicacao da perturbacao.
5.3.2.3 Rede Aleatoria
Finalmente, analisaremos os resultados do conectoma B para redes com uma to­
pologia de rede aleatória, atraves da Fig. 5.10. A construcao da rede aletoria, segue o 
mesmo esquema apresentado na subseçcao anterior. Avaliaremos a eficiôencia em suprimir 
a sincronizacao para redes aleatorias por meio da Fig. 5.10.
F igura 5 .10 - Fator de supressao quando consideradas sub-redes aleatórias para o conectoma B. Os 
melhores valores para o fator de supressao sao vistos na Fig. (a), embora valores mais altos surjam 
em combinações específicas na Fig. (b). Quando 75% (c) e 100% (d) das regiões são perturbadas pelo 
controle, percebemos a tendencia de obtermos mais regioes sincronizacao do que supressão no plano de 
parâmetro.
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Considerãndo 25% dãs regioes corticãis perturbãdãs, visto pelã Fig. 5.l0(ã), observã- 
se que quãse todo espãco de pãrãmetros tem vãlores de S  > 1 ou bem proximo à unidãde, 
exceto quãnto tomãdo bãixos vãlores pãrã ef , onde não hã supressão. Como mostrãdo 
nã Fig. 5.10(b), com 50% dãs sub-redes temos o ãpãrecimento de ãlgumãs regioes onde 
ã sincronizãcão foi reforçãdã ão invús de suprimidã. Essãs regioes ocorrem pãrã vãlores 
de ef que oscilãm entre ef ~  (0.35, 0.5). Outrã região ãpãrece logo ãcimã do intervãlo 
EF (0.5, 0.58), começãndo em t  =  120 e estendendo-se pãrã todos os vãlores de tempo.
Tãnto em 75% como em 100% dãs sub-redes perturbãdãs, como ilustrãdo pelãs 
Figs. 5.l0(c)-(d), o coeficiente de supressão ú muito bãixo, o que significã que quãse todo 
espãco de pãrômetros ãpresentã 0 < S  < 1. O reforço dã sincronizãção ocorre em quãse 
todo o espãco de pãrãmetros. Em excecão ão domínio do reforço dã sincronizãcão no 
cãso de 100% dãs sub-redes perturbãdãs, quãndo considerãdãs 75% dãs regioes corticãis, 
umã fãixã muito estreitã surge onde os vãlores de supressão são ligeirãmente próximos à 
unidãde. Este intervãlo corresponde ã região em que o mútodo que ãvãliã ã supressão foi 
melhor empregãdo, e e s tí  no intervãlo de ef ~  (0.1, 0.25).
Ao tentãrmos compãrãr os resultãdos dãs redes complexãs obtidã pelãs mãtrizes 
dos conectomãs A e B respectivãmente, vemos ãlgumãs semelhãncãs. Pãrã 25% e 50% 
dãs sub-redes, o coeficiente de supressão ãtinge melhores vãlores com S  ~  1 ou S  > 1. 
Em contrãste, pãrã sub-redes 75% e 100%, ãmbãs ãs simulãçoes evoluem pãrã o mesmo 
resultãdo. Quãntitãtivãmente, os resultãdos não são iguãis, mãs quãlitãtivãmente indicãm 
resultãdos semelhãntes, sugerindo que nossos resultãdos não se limitãm ã um modelo de 
rede ou bãnco de dãdos específico.
5 .3.3 C o n ec to m a  do ga to
5 3 3 1  Rede do tipo livre de escala
Considerãremos o cãso dã mãtriz do gãto e dãs redes sem escãlã representãdãs nã 
Fig. 5.11. E notãvel que não podemos fãzer umã compãrãcão diretã entre os conectomãs 
ãbordãdos neste tese. No cãso dãs conectomãs humãnos, ã quãntidãde de regiães corticãis 
diferem de A pãrã B, o que tornã distinto ã ním ero de conexoes nã rede de redes. Pãrã 
ã mãtriz do gãto, estã diferençcã íe ãindã mãis ãcentuãdã, umã vez que, o funcionãmento 
dãs regioes corticãis do cúrebro do gãto reãlizãm funcão diferente dãs nossãs. Dito isso, 
ressãltã-se que ãnãlisãremos ãpenãs ã efetividãde do mútodo utilizãdo pãrã suprimir ã 
sincronizãcão dãs redes neuronãis ãcoplãdãs.
De ãcordo com F ig .5 .ll(ã), quãndo perturbãdãs 25% dãs regiães corticãis vemos 
que ã região pãrã ã quãl o mútodo ú bem ãvãliãdo estã espãlhãdã por quãse todo espãco 
de pãrãmetros. Com destãque pãrã ãlgumãs regioes onde S  > 1, que pode der visto 
pelã cor ãzul que se destãcã nã figurã. Quãndo perturbãmos metãde dã regiãoes corticãis,
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Fig. 5.11(b) percebemos o surgimento de uma pequena região de reforço da sincronizaçao, 
dentro de outra regiao maior onde S  =  0. Esta região estó situada entre £F ~  0.15 ate 
£F 0.25 para valores de tempo entre 185 < t  < 200
F igura 5.11 - Quando consideradas 25% das sub-redes livre de escala do conectoma do gato, Fig.(a), o 
espaço de parâmetros mostra uma grande região espalhada em que S > 1. Com 50% da redes perturbadas 
ainda temos valores satisfatórios para a supressao, conforme mostrado na Fig.(b). Com 75% e 100% das 
sub-redes perturbadas, Figs.(c) e (d) alcancamos um efeito indesejavel, onde a sincronizacao estó sendo 
reforçcado pelo controle.
Nas situacoes em que o sinal age em 75% e 100% das regioes corticais, vemos que 
grande parte da regiao do espaco de parâmetros e dominado por regioes na qual a aplicaçao 
do sinal tem o efeito oposto ao esperado, exceto que para 75% das sub-redes, existe uma 
pequena região para a qual S  ~  1, Fig. 5.11(c). Como jó era de se esperar, para 100% das 
regiães perturbadas pelo controle, nao ha presenca de regioes onde o metodo de supressao 
foi bem empregado, Fig. 5.11(d).
5.3.3.2 Rede de mundo pequeno
Analisaremos agora o caso em que as sub-redes são construídas com a topologia 
de mundo pequeno. A Fig. 5.l2(a)informa a supressao (barra colorida) para o caso em 
que 25% das regioes corticais sao perturbadas pelo controle. Podemos ver que dentre as
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quatro figuras apresentadas no quadro geral da Fig. 5.12, este caso apresenta o melhor 
resultado para a supressao. A regiao para a qual a tecnica foi bem empregada, esta bem 
espalhada pelo espaco de parâmetros, e o coeficiente de supressao atinge valores S  > 1, 
que se destacam na figura pela cor azul, para todas as combinacoes de £F e t . Apesar de 
que para este mesmo caso surja uma regiao de reforço, bem pequena, de sincronizacao na 
faixa de £F ~  (0.05, 0.1) com valores de t =  100 ate t ~  125.
Para 50% das sub-redes perturbadas pelo controle de feedback, nota-se o surgimento 
de uma regiao em magenta compreendida entre 160 < t  < 200 para valores de £F entre
0.15 e 0.45. Existe tambem uma regiao menor, que apresenta reforço da sincronizacão que 
ocorre para valores menores de t , entre t  ~  (100,140) para £F ~  (0.05, 0.15), conforme 
ilustrado na Fig. 5.12(b). Entretanto ha a presenca de uma grande região para a qual a 
tecnica de supressão e bem avaliada, que pode ser vista na cor ciano pela Fig. 5.12(b).
F igura 5 .12 - Para sub-redes de mundo pequeno, na Fig.(a) quando consideramos 25% das regioes 
afetadas pelo controle, temos uma grande regiao espalhada no plano de parâmetros onde S > 1, este caso 
apresenta os valores mais satisfatórios para e medida de supressão. Nas figs.(b), (c) e (d) acompanhamos 
o encolhimento da regiao em que S > 1, a cada percentual das regiões corticais o reforço da sincronizacão 
está mais acentuado devido aos efeitos do controle.
Regioes com S  > 1 sao mais raras, especialmente quando consideramos 75% e
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100% dãs ãreãs perturbãdãs com o controle, neste cãso, ãmbos os espãcos de pãrãmetros 
mostrãm umã supressão menos eficiente, como podemos ver nãs Figs. 5.l2(c)-(d). No 
cãso em que considerãmos 75% dãs sub-redes notãmos umã pequenã região, nã quãl o 
coeficiente de supressão ú proximo ã unidãde, contudo, pouco significãtivo.
5 3 3 3  Rede aleatoria
Como ultimo resultãdo destã tese, ãpresentãmos o coeficiente de supressão (Fig. 5.13) 
pãrã rede de redes utilizãndo ã mãtriz do gãto, construídãs com sub-redes do tipo ãleãto- 
rio. O espãco de pãrômetros nã Fig. 5.l3(ã), mostrã que pãrã 25% dãs regioes corticãis 
ãfetãdãs pelo controle, o mútodo de supressão ú bem empregãdo, e não hã o surgimento 
de regioes onde ã sincronizãcão ú reforçãdã pelã ãção do controle. Vemos ãindã ã presençã 
de umã pequenã região de supressão ãpresentã mãiores vãlores entre 165 < t  < 185 com 
vãlores de ef ^  (0.1,0.3).
F igura 5 .13 - Fator de supressão quando consideradas sub-redes aleatórias. Tanto para 25% quanto 
para 50% das regioes corticais, os resultados mais expressivos de supressao sao atingidos para certas 
combinações de eF e t , conforme as Figs.(a) e (b).Para 75% (c) e 100% (d) das regiães são perturbadas pelo 
controle, ainda temos tendencia do surgimento de mais regioes sincronizacao, efeito oposto ao desejado.
Ao perturbãr 50% dãs sub-redes, ãindã temos ã presencçã de umã regiãão bem espã-
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lhada onde o metodo de supressao foi bem empregado, conforme mostra a Fig. 5.13(b). Em 
destaque, temos a presenca de pequenas faixas no espaco de parâmetro, no qual S  > 1, 
que surgem em determinadas combinacoes de BP e t . Notamos ainda o surgimento de 
uma pequena regiãao de reforcço da sincronizaçcãao para valores altos de BP correspondentes 
a t  =  100 ate t  ~  120 .
As Figs. 5.l3(c)-(d) mostram a supressão para 75% e 100% das regioes perturba­
das pelo controle. Como ja  era esperado, o espaco de parâmetros mostra que quando 
75% das regioes sao afetadas pelo feedback, surge uma grande região onde ha reforço na 
sincronizaçao para b > 0.28 em todos os valores de t . Em contrapartida, para valores 
de BP < 0.25 o plano de parâmetros apresenta uma extensa região em que S  > 1. Na 
Fig. 5.13(d), com 100% das sub-redes afetadas, o espaco de parâmetros e dominado pelo 
reforço da sincronizacao, nao havendo algum valor para o qual S  tenha sido bem avaliado.
A analise do conjunto de simulacoes para os diferentes conectomas revelou duas 
características principais do modelo de rede estudado:(i) o sucesso do metodo de supressao 
e independente da topologia escolhida para as sub-redes, seja ela do tipo livre de escala, 
mundo pequeno ou aleatória; (ii) a escolha de diferentes conectomas nao representa uma 
característica indispensavel para o sucesso da tecnica de controle da sincronizaçao, dado 
que os três conectomas considerados apresentaram resultados semelhantes, sendo mais 
eficiente quando aplicados em 25% e 50% das regioães corticais.
C a p í t u l o  6
Conclusões e perspectivas futuras
Relatamos os resultados da avaliação do método para a supressão da sincronização 
em uma rede de neuronios de Rulkov, acoplada com termos de sinapses químicas, dife­
rentes topologias de redes e diferentes conectomas. A dinâmica do mapa tornou possível 
estudar uma rede com grande numero de neuronios, e avaliar o padrão de disparos neurais 
que caracterizam a sincronizacão da rede. O modelo empregado, nos permitiu estudar de 
uma forma mais simples, a estrutura complexa de um mapa de conexões cerebrais obtidos 
de diferentes base de dados.
Concebemos o modelo de rede de redes para ser construído em dois níveis, de forma 
que em cada um deles, e necessário dois tipos de matriz de conectividade. A primeira 
matriz contem as informacoes das regioes corticais, e a segunda matriz e extraída do 
mapa de conexao cerebral, sendo atribuído a ela as conexoes corticorticais. Deste modo, 
o resultado final se resumiu a um tratam ento de matriz diagonal de bloco, para a qual 
empregamos o tratam ento de matrizes esparsas.
Após a construcão do modelo e inserçao do termo de acoplamento, avaliamos a 
sincronizacao da rede de redes, e das regioes corticais por meio do parâmetro de ordem 
de Kuramoto. A magnitude do parâmetro de ordem mede o grau de sincronizacao da 
rede atraves da avaliacao da fase dos disparos neuronais. A imporrância de fazermos esta 
avaliacao se justifica pelo fato de que algumas doencas neurodegenerativas sao causadas 
pela presenca de alta sincronizacao dos ritmos cerebrais. Neste sentido, a adicao de um 
termo de acoplamento ao mapa de Rulkov faz com que todos os neurâonios sincronizem-se 
em suas fases, tornando necessario aplicacao de um metodo para controle da sincroniza­
cao causada pelo acoplamento. Os resultados para o parâmetro de ordem de Kuramoto 
mostraram que nem todas as redes possuem os mesmos níveis de sincronizacao, sendo 
assim, algumas regioes parecem internamente mais sincronizadas que outras. Conforme o 
valor de £q aumenta, a rede tende à sincronizaçao. Para a rede de redes a sincronização 
atinge valores relativamente altos, mas menores do que nas sub-redes.
A tecnica que utilizamos para suprimir a sincronizacao neuronal consiste em aplicar 
uma perturbacao por meio de um sinal externo. A perturbacao sera exercida apos o 
monitoramento do campo medio das regioes corticais consideradas, e o sinal de feedback
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seró ajustado ate que a sincronizacao da rede seja suprimida. O uso do sinal de controle 
da sincronizacao atuara nas regioes corticais apos certo tempo, de modo que, o campo 
medio sera computado sem e com a aplicacão do controle feedback.
O fator de supressão foi medido pela variancia do campo medio com e sem o 
controle do sinal de feedback, aplicado a determinado percentual de regiães corticais. O 
sucesso do metodo para nosso modelo e alcancado sempre que a condicao S  > 1 for 
atingida. A avaliaçao progressiva desta tecnica foi necessaria para observar a evolucao da 
efetividade de S , em relacao a quantidade de grupos de sub-rede aos quais foram aplicadas. 
Nossos resultados consideraram três tipos de topologia de redes complexas e três mapas 
de conexoães cerebrais distintos.
Inicialmente, nosso objetivo era suprimir a sincronizaçcãao em redes de redes, com 
a topologia de uma sub-rede livre de escala. A construcao das sub-redes permitiram 
um grande nómero de conexães internas, que foram tomadas como conexoes responsóveis 
pela ocorrência de uma sinapse quómica. Uma vez que que a sub-rede estava sincronizada, 
calculamos o fator de supressaão em percentual das regioães corticais. Para este tipo de rede 
a magnitude de S  atingiu valores maiores que a unidade, quando perturbadas de 25% a 
75% das sub-redes.
As redes livre de escala sao caracterizadas pelos seus hubs, isto nos levou a ques­
tionar o papel que o hub desempenhava na dinamica da rede. Dito, isto, computamos 
o fator de supressaão apenas nos neurâonios mais conectados para cada uma das 78 sub- 
redes do conectoma A. De forma surpreendente, nossos resultados mostram que o hub nao 
desempenha um papel fundamental para diminuir a sincronizacao da rede, atingindo em 
pouquóssimos casos, um fator de supressao S  > 1. Dado o modelo de construção da rede, 
resolvemos avaliar a sincronizacão em neurânios responsaveis pelas conexoes de entrada, 
saóda e a configuracao entrada+sai'da. Para todas essas situacoes os resultados nao se 
mostraram tão relevantes quando considerados percentuais de regioes corticais. Contudo, 
o fator de supressao atingiu resultados mais altos comparados apenas à analise do hub. 
Isto implica dizer que a topologia da rede livre de escala nao desempenha um papel fun­
damental na medida de supressãao da rede, entretanto, a composiçcaão das redes em um 
modelo de rede de redes, possui grande relevâancia para o sucesso do fator de supressaão.
Mesmo com conectomas distintos, foi possóvel observar algumas semelhanças no 
espaço de parâmetros para uma rede livre de escala. De fato, algumas semelhancas podem 
ser tracadas, por exemplo, os menores valores de S  sao encontrados tanto utilizando 
o conectoma do gato quanto o conectoma B, se quando comparados ao conectoma A, 
especialmente para 25%e 50% das regioes corticais. No entanto, para 50% e 100% das 
óreas controladas, todos os conectomas mostram uma supressão menos eficiente.
Os resultados obtidos para as sub-redes de mundo pequeno, para os três conecto-
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mãs utilizãdos, ãpresentãm ãlgumãs cãrãcterísticãs entre si. O fãtor de supressão ú mãis 
relevãnte pãrã 25% e 50% dãs regiãoes corticãis perturbãdãs pelo controle. Pãrã esses dois 
percentuãis ã mãgnitude dã supressão ú bem expressivã e bem visuãlizãdã no espãco de 
pãrãmetros. Em contrãpãrtidã, pãrã 75% e 100% dãs sub-redes ã ãplicãção do feedback, 
pãrã os trús conectomãs, não ú eficiente em suprimir ã sincronizãcão.
Quãndo considerãdãs sub-redes de topologiã ãleãtoriã obtivemos ã mesmã seme- 
lhãncã no espãco de pãrãmetros pãrã ã representãcão de S . Alcãnçãmos bons vãlores 
de supressão ão ãplicãr ã perturbãcão em 25%, 50% e 75% dãs sub-redes. Dentre estes, 
os cãsos com menores vãlores de supressãão ocorrem quãndo perturbãmos 75% dãs regiãoes 
corticãis. Ao ãplicãr ã perturbãção em 100% dãs sub-redes, pãrã todos os cãsos ãpresentã- 
dos, não foi observãdo supressão dã sincronizãcão no conjunto de simulãcães considerãdos 
e nem nos vãlores de pãrãmetros ãdotãdos.
E compreensível o fãto de que não podemos fãzer umã compãrãcão diretã dos re­
sultãdos extrãídos dos conectomãs A, B e do gãto, pois estes conectomãs possuem umã 
quãntidãde diferente de regiãoes corticãis e ãindã, no cãso do gãto, pelã diferençcã do mã- 
peãmento dãs funcoes cerebrãis. Mãs, em conclusão, podemos dizer que independente 
dã representãção dã topologiã que ãs sub-redes ãssumirão, os resultãdos são bem seme- 
lhãntes, em termos do controle de sincronizãcão. Em contrã pãrtidã, pudemos perceber 
tãmbúm que em todãs ãs topologiãs de redes utilizãdãs, o conectomã A ãpresentou os 
mãiores vãlores pãrã o fãtor de supressão, o que tãlvez indique umã mãior densidãde de 
conexoes do conectomã A. E tãmbúm que em todos os cãsos considerãdos, o sucesso do 
fãtor de supressão depende do quãntidãde de regioes corticãis perturbãdãs pelo controle 
de feedback.
Como perspectivã futurã pretendemos estender estãs ãnãlises pãrã um modelo de 
rede livre de escãlã, que utilizã como mútodo de crescimento o modelo de Bãrãbãsi- 
Biãnconi, tãmbúm conhecido como modelo fitness, pãrã ãjustãr ã probãbilidãde de co­
nexões ã cãdã ãdicão de um novo n í  nã rede. A intencão serã investigãr se de fãto, os 
hubs não desempenhãm um pãpel de grãnde relevãnciã que possã ser utilizãdo nã supres­
são dã sincronizãção.
Pãrte destã tese foi publicãdã, em formã de ãrtigo, nã revistã Chaos, Solitons 
& Fractals com o título Bursting synchronization in neuronal assembles of scale-free 
networks, e trã tã  ãpenãs dos resultãdos obtidos pãrã umã rede livre de escãlã, utilizãndo 
o conectomã A com 78 regioes corticãis.
C a p í t u l o  7
Apendice A
B u rst Synchronization  in neuronal A ssem blies o f Scale­
free N etw orks
Neste trabalho investigamos as propriedades de sincronizacao de um modelo de 
rede neuronal inspirado na arquitetura de conexão do cortex cerebral humano. O modelo 
neuronal íe composto por uma rede de redes, onde cada uma delas íe uma rede sem escala e 
as conexães entre elas sao atribuídas de acordo com uma matriz de conectividade humana 
proposta por Lo e colaboradores [J. Neuroscience 30, 16876 (2010)]. A dinâmica neuronal 
e governada por mapa bidimensional e o acoplamento entre os neurânios e as diferentes 
regioes corticais ocorre por meio de sinapses químicas. A sincronização de burts e al­
cançada para certos valores da força de acoplamento químico no modelo de rede e pode 
estar relacionada a presenca de alguns ritmos patologicos. A supressao total ou parcial 
dos disparos neuronais tem sido apontada como um mecanismo dinâmico subjacente as 
tecnicas de estimulacao cerebral profunda para mitigar tais patologias. Neste trabalho 
uma tecnica de supressao de sincronizacão e empregada atraves da aplicacao de um sinal 
externo baseado no campo medio retardado em certas areas da rede neuronal. Nossos 
resultados mostram que a supressãao da sincronizaçcãao depende dos valores de retardo e 
intensidade do sinal aplicado.
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We investigate the synchronization properties of a neuronal netw ork m odel inspired  on the  connection 
architecture of the h u m an  cerebral cortex. The neuronal m odel is com posed of an assem bly of networks, 
w here each one of them  is a scale-free netw ork and the  connections be tw een  them  are taken  from  a 
hu m an connectivity m atrix  proposed by Lo and collaborators [J. Neuroscience 30, 16876 (2010)]. The neu ­
ronal dynam ics is governed by the Rulkov tw o-dim ensional discrete-tim e m ap and  the coupling betw een  
neurons and the  d ifferent cortical regions occurs by m eans of chem ical synapses. Individual neurons dis­
play bursting  activity w ith  characteristic phases and  frequencies. Bursting synchronization is achieved 
for certain  values of the chem ical coupling streng th  in the  netw ork m odel and  can be re la ted  to the 
presence of som e pathological rhythm s. The total or partia l suppression of bursting  synchronization has 
been  po in ted  as a dynam ical m echanism  underlying deep bra in  stim ulation  techniques to m itigate such 
pathologies. In this w ork a synchronization suppression technique is em ployed th rou gh  the application 
of an  external signal based on the tim e-delayed m ean  field in certain  areas of the neuronal netw ork. 
Our results show  th a t the suppression of synchronization depends on the  values of the  tim e delay and 
in tensity  of the applied signal.
© 2020 Elsevier Ltd. All rights reserved.
1. Introduction
T he h u m a n  b ra in  c o n s is ts  o f  circa  1011 n e u ro n s , lin k e d  by 
~  10 15 c o n n e c tio n s , w h ic h  c o rre sp o n d s  to  a n  a v e rag e  v a lu e  o f 
104 sy n a p se s  p e r  n e u ro n  [1 ]. W h ile  w e  a re  fa r  fro m  a  d e ta ile d  
k n o w le d g e  o f  th e  c o n n e c tio n  a rc h ite c tu re  o f  th e  b ra in , th e re  a re  
m a n y  n e u ro a n a to m ic  e v id e n c e s  th a t  n e u ro n s  w i th  s im ila r  fe a tu re s  
a re  g ro u p e d  in to  c lu s te rs  o f  105 to  106 sp a tia lly  lo c a liz e d  cells 
[2 ,3 ]. M o reo ver, fu n c tio n a l in v e s tig a tio n s  u s e  n e u ro im a g in g  m e th ­
od s  w h ic h  re v e a l n o t o n ly  su c h  c lu s te r in g  b u t  a lso  a  h ie ra rc h ic a l  
s tru c tu re ,  i.e. n e u ro n a l  c lu s te rs  fo rm  la rg e r  c lu s te rs  a n d  so  on , w ith  
d if fe re n t leve ls  o f  d e s c r ip t io n  [ 4 - 6 ] . T he h u m a n  b ra in  is o n e  o f  th e  
n a tu ra l  sy s te m s  fo r w h ic h  th e  te rm  “c o m p le x  n e tw o rk ” is th e  m o st 
a p p ro p r ia te ly  u se d , s in ce  th e re  is a  la rg e  n u m b e r  o f n o d e s , c o n ­
n e c te d  by  a  m y riad  o f  sy n a p se s , a n d  th e  w h o le  s tr u c tu re  e x h ib its  
h ie ra rc h ic a l  fe a tu re s .
* Corresponding author.
E-mail address: viana@fisica.ufpr.br (R.L. Viana).
C o m p le x  n e tw o rk s  h a v e  b e e n  in c re a sin g ly  s tu d ie d  d u e  to  th e i r  
a p p lic a b il ity  in m a n y  re se a rc h  fie ld s like  ph y sic s , b io lo g y  a n d  so ­
cia l sc ien ce  [7,8]. T h ese  n e tw o rk s  c an  h e lp  to  d e te c t  so c ia ls  re la ­
t io n s  [9,10], u n d e r s ta n d  c o m m u n itie s  b e h a v io r  a n d  d e sc r ib e  p h y s ­
ica l o r  m a th e m a tic a l  sy s te m s  [11]. A n e tw o rk  is r e p re s e n te d  b y  a 
se t  o f  n o d e s  l in k e d  to  e ac h  o th e r  b y  e d g e s  [12 ]. T h ere  a re  m an y  
d iffe re n t ty p e s  o f  n e tw o rk s  o f  n e u ro sc ie n tif ic  in te re s t ,  a s  ra n d o m  
(E rdo s-R eny i) [13 ,14], sm a ll-w o rld  (W a tts -S tro g a tz )  [15 ], a n d  sc a le ­
free  (B a ra b a s i-A lb e rt)  n e tw o rk s  [16 ]. S m a ll-w o rld  n e tw o rk s  have  
b e e n  id e n tif ie d  in  m a n y  a n im a l  a n d  h u m a n  c o n n e c to m e s  [17,18]. 
In  p a r tic u la r , sm a ll-w o rld  p ro p e r tie s  h av e  b e e n  o b se rv e d  in  h u m a n  
b ra in s  a ffe c te d  by  A lz h e im e r’s d ise a se  [19 ].
S ca le -free  n e tw o rk s  w e re  f irs t re p o r te d  by  B arab asi a n d  A lb ert 
w ith  th e  in te n t io n  o f  m a p p in g  th e  in te rn e t  [16 ]. T his ty p e  o f  n e t ­
w o rk  can  b e  fo u n d  in  so m e  b io lo g ica l sy s te m s, so c ia l n e tw o rk s , 
a n d  a lso  in  n e u ro n a l  a sse m b lie s  [8 ,2 0 ]. In sc a le -fre e  n e tw o rk s  th e  
n u m b e r  o f  c o n n e c tio n s  p e r  n e u ro n  sa tis f ie s  a  p o w e r- la w  p ro b a b il­
ity  d is tr ib u tio n , so th a t  h ig h ly  c o n n e c te d  n e u ro n s  a re  c o n n e c te d , 
on  av erag e , w i th  th e  o th e r  v e ry  c o n n e c te d  n e u ro n s  [2 1 -2 3 ] . This
https://doi.org/10.1016/j.chaos.2020.110395 
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c o n n e c tio n  a rc h ite c tu re  is c o n s is te n t  w i th  th e  fact th a t  th e  n e u ­
ro n a l n e tw o rk  in c re a se s  in  s ize  b y  th e  a d d it io n  o f  n e w  c o n n e c tio n s , 
a n d  th e  la s t  on e , p re fe re n tia l ly  c o n n e c ts  to  a  w e ll c o n n e c te d  n e u ­
ro n  [11 ,24,25].
T he loca l n e u ro n  d y n a m ic s  c an  b e  d e sc r ib e d  by  a  la rg e  n u m ­
b e r  o f  m a th e m a t ic a l  m o d e ls . O ne o f  m o s t im p o r ta n t ,  b o th  p h y s i­
o lo g ica lly  a n d  h is to rica lly , a re  th e  H o d g k in -H u x ley  [28] e q u a tio n s . 
W h e n  la rg e  a sse m b lie s  o f  H o d g k in -H u x ley  n e u ro n s  a re  c o n s id e re d , 
th e  n u m b e r  o f  c o u p le d  d iffe re n tia l  e q u a tio n s  can  b e  o f te n  a  p ro b ­
le m  fo r c o m p u te r  s im u la tio n s . In th is  se n se , s o m e tim e s  it is b e t te r  
to  u s e  s im p le r  m o d e ls , w h ic h  s till  r e ta in  so m e  re le v a n t a sp e c ts  o f 
th e  d y n a m ic s  o n e  h a s  to  con sid er.
T his is th e  case , fo r e x am p le , o f  b u rs tin g  n e u ro n s . W h ile  th e  
H o d k g in -H u x ley  e q u a tio n s  c an  b e  m o d if ie d  to  in c lu d e  a  s lo w  ca l­
c iu m  d y n a m ic s  e n a b lin g  us to  d e sc rib e  b u rs tin g  n e u ro n s  [2 9 ], th e  
re s u lt in g  e q u a tio n s  a re  re la tiv e ly  c o m p lic a te d  to  u s e  in  n e tw o rk s  
w i th  a  la rg e  n u m b e r  o f  n e u ro n s . If o n e  is fo c u s in g  o n  d y n a m ic a l 
issu e s  re la te d  to  b u rs tin g  d y n a m ic s , as it is in  th e  p re s e n t  w o rk , 
it w o u ld  b e  ju s ti f ia b le  to  u se  s im p le r  m o d e ls , p ro v id e d  th e y  k eep  
so m e  o f  th e  d y n a m ic a l fe a tu re s  to  b e  c o n s id e re d . In  o u r  w o rk  w e  
ch o o se  to  d e sc rib e  n e u ro n  b u rs tin g  d y n a m ic s  b y  a  d is c re te - t im e  
tw o -d im e n s io n a l  m a p  p ro p o s e d  by  R ulkov [3 0 ].
A ssem b lie s  o f  c o u p le d  R ulkov n e u ro n s  h av e  b e e n  s h o w n  to  s y n ­
c h ro n iz e  th e i r  b u rs tin g  rh y th m s , d e p e n d in g  o n  th e  s tr e n g th  o f  th e  
c o u p lin g  te rm . T he p re s e n c e  o f  s y n c h ro n iz e d  n e u ro n a l  rh y th m s  
h a s  b e e n  re la te d  to  a  n u m b e r  o f  p a th o lo g ie s  su c h  as P a rk in so n ’s 
d ise a se , e p ile p sy  a n d  e ss e n t ia l  t r e m o rs  [3 1 -3 4 ] . O ne w a y  to  s u p ­
p re s s  n e u ro n a l  s y n c h ro n iz a tio n  is to  a p p ly  e le c tr ic a l  s tim u lu s  to  
sp ec ific  ta rg e ts  in  th e  b ra in , u s in g  a  n u m b e r  o f  te c h n iq u e s  co l­
lec tiv e ly  ca lled  deep  brain s tim u la tio n  [3 5 ,3 6 ]. T he e ffe c tiv e n e ss  o f 
th o s e  te c h n iq u e s  to  m itig a te  p a th o lo g ic a l  rh y th m s  is a  s tro n g  m o ­
t iv a tio n  fo r d e v e lo p in g  th e o re t ic a l  a p p ro a c h e s  th a t  c an  su g g e s t im ­
p ro v e d  w ay s to  a p p ly  e x te rn a l  s tim u li  w h ic h  su p p re ss  s y n c h ro n iz a ­
t io n  a t  a  m in im a l c o s t [3 7 -4 0 ] .
T he m a in  go al o f  th e  p re s e n t  w o rk  is to  in v e s tig a te  n u m e ric a lly  
th e  u se fu ln e s s  o f  a  m e th o d  fo r s u p p re s s io n  o f  b u rs tin g  s y n c h ro ­
n iz a tio n  th ro u g h  a  fe e d b a c k  c o n tro l  te c h n iq u e , a p p ly in g  a  sig n a l 
in  o u r  n e u ro n a l  n e tw o rk  w h o s e  in te n s i ty  d e p e n d s  o n  th e  t im e -  
d e la y e d  m e a n  field . F rom  th e  n e tw o rk  p o in t  o f  v ie w  w e  c an  c o n ­
s id e r  th e  b ra in  as a  c lu s te re d  n e tw o rk , w h ic h  is a  n e tw o rk  fo rm e d  
b y  in te ra c t in g  s u b -n e tw o rk s  [4 ]. In th is  case , th e  c lu s te rs  a re  th e  
su b -n e tw o rk s  th e m se lv e s , a n d  n e u ro n s  in  a  g iv e n  s u b -n e tw o rk  can  
b e  c o n n e c te d  w i th  o th e r  n e u ro n s  in  th e  s a m e  o r  a  d iffe re n t c lu s ­
t e r  [5 ,6 ]. P e rh a p s  th e  s im p le s t  m a th e m a tic a l  m o d e l in  th is  sen se  
w o u ld  b e  a  n e tw o rk  o f  n e tw o rk s , w i th  tw o  leve ls  o f  d e sc r ip tio n : 
in  th e  firs t level, e a c h  s u b -n e tw o rk  is a  c lu s te r  o f  n e u ro n s  lin k ed  
b y  e le c tr ic  a n d  c h e m ic a l sy n a p se s . In th e  s e c o n d  level, e a c h  s u b ­
n e tw o rk  is a  n o d e  o f  a n o th e r  n e tw o rk , w h e re  th e  c o n n e c tio n s  a re  
n o w  o f  a n a to m ic a l  o r  fu n c tio n a l ty p e . F or e x am p le , w e  c an  m o d e l 
th e  f irs t leve l u s in g  sm a ll-w o rld  n e tw o rk s  o f  in d iv id u a l n e tw o rk s  
a n d  th e  s e c o n d  leve l u s in g  ra n d o m ly  c h o se n  c o n n e c tio n s  a m o n g  
in d iv id u a l n e u ro n s  [4 2 ].
In th e  p re s e n t  w o rk  w e  u se  a  sc a le -fre e  c o n n e c tio n  a rc h ite c tu re  
to  th e  s u b -n e tw o rk s  a n d , fo r th e  s e c o n d  level, a  h u m a n  c o n n e c tiv ­
ity  m a tr ix , o b ta in e d  e x p e r im e n ta l ly  b y  Lo a n d  c o lla b o ra to rs  u s in g  
MRI a n d  tra c tro g ra p h y  te c h n iq u e s  [41 ]. In  th e  f irs t lev e l e a c h  n e t ­
w o rk  is g e n e ra te d  a c c o rd in g  to  B ara b as i-A lb e rt p ro c e d u re  [4 3 ,4 4 ] . 
T he se c o n d  leve l c o n n e c ts  78  sc a le -fre e  s u b -n e tw o rk s  th ro u g h  a 
h e a l th y  h u m a n  c o n n e c tiv ity  m a tr ix  a n d  a  n e u ro n a l  a c tiv a tio n  fu n c ­
tio n . T he n o rm a liz a t io n  o f  th e  c o u p lin g  te rm  d e p e n d s  o n  th e  
a m o u n t  o f  in c o m in g  a n d  o u tg o in g  c o n n e c tio n s  o f  th e  n e u ro n s  th a t  
c o n s t i tu te  th e  n e tw o rk . S ince  b u rs tin g  s y n c h ro n iz a tio n  is a n  e x ­
p e c te d  e ffec t fo r th e  c o u p le d  n e u ro n s  w e  u s e  a n  e x te rn a l t im e -  
d e la y e d  fe e d b a c k  s ig n a l a n d  v e rify  in  w h a t  e x te n t  w e  s u p p re ss  to ­
ta lly  o r  p a r t ia l ly  s y n c h ro n iz a tio n .
T his a r tic le  is o rg a n iz e d  a s  fo llow s: in  S e c tio n  2 , w e  in tro ­
d u ce  th e  p ro c e d u re  to  c o n s tru c t  th e  n e tw o rk  o f  sca le -fre e  n e t ­
w o rk s , th e  m a th e m a t ic a l  d e s c r ip t io n  o f  th e  n e u ro n  c o u p lin g  a n d  
th e  d is c re te - t im e  m a p  u s e d  to  g e n e ra te  b u rs tin g  n e u ro n a l  d y n a m ­
ics. In S e c tio n  3 , w e  in v e s tig a te  th e  s y n c h ro n iz a tio n  p ro p e r tie s  o f  
th e  sy s te m  u s in g  a  n u m b e r  o f  n u m e ric a l  d ia g n o s tic s : w e  a ss ig n  a 
p h a s e  to  th e  b u rs tin g  d y n a m ic s  a n d  a  su ita b ly  d e fin e d  o rd e r  p a ­
ra m e te r  to  q u a n tify  th e  p re s e n c e  o f  p h a s e  s y n c h ro n iz a tio n . M o re ­
over, w e  in tro d u c e  th e  te c h n iq u e  u s e d  to  su p p re ss  th e  n e u ro n a l  
sy n c h ro n iz a tio n  u s in g  a n  e x te rn a l s ig n a l m o d u la te d  by  th e  t im e -  
d e la y e d  m e a n  field , a n d  in v e s tig a te  h o w  th e  c o n tro l  p a ra m e te rs  
in flu e n c e  th e  e ffe c tiv e n e ss  o f  th e  s y n c h ro n iz a tio n  s u p p re s s io n  so 
o b ta in e d . T he la s t  S e c tio n  is d e v o te d  to  o u r  C o nclusions.
2. Network mode)
2.1. Scale-free su b -n e tw o rks
W e c o n s id e r  a  n e tw o rk  o f  n e tw o rk s  m o d e l w h e re  e a c h  s u b ­
n e tw o rk  is a  sca le -fre e  n e tw o rk  g e n e ra te d  b y  th e  B ara b as i-A lb e rt 
p ro c e d u re . In  th e  sc a le -fre e  m o d e l n e w  n o d e s  te n d  to  c o n n e c t 
to  th e  n o d e  th a t  a lre a d y  h a s  m o s t c o n n e c tio n s . T his c o n s tru c ­
t io n  m e c h a n ism  g ives th e  n e tw o rk  tw o  im p o r ta n t  c h a ra c te r is t ic s :  
g ro w th  a n d  p re fe re n tia l  a tta c h m e n ts ,  th e  l a t te r  b e in g  w h a t  g ives 
rise  to  h u b s , w h ic h  a re  th e  m o s t c o n n e c te d  n o d e s  o f  th e  n e tw o rk  
[16 ].
T he B ara b as i-A lb e rt p ro c e d u re , fo r th e  g ro w th  o f  a  sc a le -fre e  
n e tw o rk , can  b e  d e sc r ib e d  as fo llow : in itia lly  th e  n e tw o rk  b e g in s  
w ith  o n e  n o d e , a n d , a t  e ac h  s te p  o f  t im e  a  n e w  n o d e  is a d d e d  
in  th e  n e tw o rk  a c c o rd in g  to  th e  p ro b a b ility  r ( k j ) =  k. /  J2 j k .  . W e 
c o n s tru c t  78  su b -n e tw o rk s , e a c h  o f  th e m  w i th  2 0 0  n o d e s , a c c o rd ­
in g  to  th is  ru le  a n d  se t  t h a t  e a c h  n e u ro n  m u s t  h av e  a t  le a s t  tw o  
c o n n e c tio n s  ( in c o m in g  a n d  o u tg o in g ). T he sc a le -fre e  n e tw o rk s  a re  
c h a ra c te r iz e d  b y  a  d e g re e  p ro b a b il ity  d is tr ib u tio n  th a t  fo llo w s a 
p o w e r- la w  P (k ) a  k - y , w h e re  P (k jd k  g ives th e  p ro b a b il ity  o f f in d ­
in g  a  n o d e  w i th  d e g re e  b e tw e e n  k  a n d  k  +  d k [7,16]. In g e n e ra l  for 
a  sc a le -fre e  n e tw o rk  2 . 0 <  y  < 3 . 0.
Fig. 1 (a ) - ( c )  sh o w  n u m e ric a l  a p p ro x im a tio n s  to  th is  d is tr i ­
b u tio n , w i th  p o w e r- la w  fits w i th  m a x im u m  (b lu e )  a n d  m in im u m  
(m a g e n ta )  v a lu e s  fo r th e  p o w e r- la w  e x p o n e n ts . In  Fig. 1(a ) w e  
p re s e n t  th e  d is tr ib u tio n  fo r a ll c o n e c tio n s , w i th  e x p o n e n ts  y  = 
2 . 99  (m a x im u m ) a n d  m in im u m  v a lu e  is y  =  2 . 02  (m in im u m ). The 
p ro b a b il ity  d is tr ib u tio n  o f  d e g re e s  fo r in c o m in g  c o n n e c tio n s  have  
e x p o n e n ts  y  =  2 . 75  a n d  y  =  2 . 0 0  [Fig. 1(b)]. For th e  o u tg o in g  c o n ­
n e c tio n s , [Fig. 1(c)], th e  m a x im u m  a n d  m in im u m  e x p o n e n ts  a re  
Y  =  2 . 91 a n d  y  =  2 . 0 0  , re sp ec tiv e ly .
T he c o n n e c tio n  is re a liz e d  th ro u g h  sy n a p se s  th a t  can  b e  o f tw o  
ty p e s : c h e m ic a l sy n a p se s , w h ic h  a re  m e d ia te d  th ro u g h  th e  re le a se  
a n d  a b s o rp tio n  o f  a  n e u ro tra n s m it te r ;  a n d  th e  e le c tr ic a l  sy n ap se s , 
b a s e d  o n  th e  c o n ta c t  b e tw e e n  tw o  a x o n a l te rm in a ls  [2 6 ,2 7 ]. In th is  
p a p e r  w e  c o n s id e r  c h e m ic a l sy n a p se s  only.
2.2. H u m a n  c o n n e c tiv ity  m a tr ix
T he h u m a n  c o n n e c tiv ity  m a tr ix  u s e d  in  th e  p re s e n t  m o d e l w as 
b u il t  fro m  d a ta  o b ta in e d  by  Lo a n d  c o lla b o ra to rs  u s in g  D iffusion  
MRI tra c to g ra p h y  a n d  a u to m a te d  a n a to m ic a l  la b e lin g  [41 ]. The 
b ra in  c o r te x  w a s  d iv id ed  in to  78  a re a s  w i th  39  c o rtic a l re g io n s  fo r 
eac h  h e m is p h e re . A n o d e  fo r th is  n e tw o rk  is d e f in e d  if  th e re  a re  a t 
le a s t  3 c o n n e c te d  fib e rs  a ss ig n e d  to  th a t  c o rtic a l a rea , th e  re la tiv e  
n u m b e r  o f  fib e rs  d e sc r ib in g  th e  w e ig h t  o f  e a c h  n o d e . Fig. 2 i llu s ­
t r a te s  th e  w e ig h te d  c o n n e c tiv ity  m a trix , w h e re  th e  w e ig h t  o f  e ac h  
n o d e  is 0 (w h ite ) , 1 (m a g e n ta ) , 2 (cyan ), a n d  3 (o ran g e), r e p re s e n t ­
in g  no  c o n n e c tio n s  (o r  u n k n o w n ) , sp a rse , in te rm e d ia te  a n d  d e n se  
c o n n e c tio n s , re sp e c tiv e ly  [47 ].
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Fig. 1. Connection probability for 78 scale-free networks. The lines are power-iaw fits for two different values of the power-iaw exponent. Three cases are considered: (a) 
ail connections, (b) incoming connections, (c) outgoing connections.
Fig. 2. Connectivity weighted matrix based on data obtained by Lo et ai. [41]. The 
connection weights are indicated by a coiorcode.
T he m o d e l im p le m e n ta t io n  in  tw o  leve ls  is d o n e  a s  fo llow s. 
T he first leve l is c o m p o se d  b y  sc a le -fre e  s u b -n e tw o rk s  o b ta in e d  
th ro u g h  th e  B a ra b as i-A lb e rt p ro c e d u re . T he c o rre s p o n d in g  a d ja ­
c e n c y  m a tr ix  h a s  e le m e n ts  e q u a l to  1 if  th e re  is a  c o n n e c tio n  b e ­
tw e e n  n e u ro n s  i a n d  j , a n d  0 o th e rw ise . In th e  s e c o n d  lev e l w e  
w ill  u s e  th e  h u m a n  c o n n e c tiv ity  m a tr ix , w h ic h  d e sc r ib e s  th e  c o n ­
n e c tio n s  b e tw e e n  d if fe re n t c o rtic a l re g io n s , th a t  is, b e tw e e n  d iffe r­
e n t  su b -n e tw o rk s . T he c o n n e c tio n s  b e tw e e n  d iffe re n t c o rtic a l r e ­
g io n s  p  a n d  d  a re  a s s ig n e d  b y  th e  fo llo w in g  ru le : w e  ra n d o m ly  
ch o o se  (w i th  u n ifo rm  p ro b a b il ity )  a  n e u ro n  i fro m  s u b -n e tw o rk  p  
a n d  a  n e u ro n  j  fro m  s u b -n e tw o rk  d, w i th  th e  s a m e  p ro b a b ility . 
T he w e ig h ts  in d ic a te d  by  co lo rs  in  Fig. 2 r e p re s e n t  th e  n u m b e r  o f 
ra n d o m ly  a ss ig n e d  c o n n e c tio n s  b e tw e e n  th e  c o rtic a l re g io n s : th e  
w e ig h ts  1, 2 o r  3 m e a n  50 , 100 o r  150 c o n n e c tio n s  b e tw e e n  n e u ­
ro n s  b e lo n g in g  to  th e  c o rtic a l a re a s , re sp e c tiv e ly  [47 ].
T he re s u lt in g  tw o - le v e l s y m m e tr ic  c o n n e c tiv ity  m a tr ix  e le m e n ts  
a re  d e n o te d  b y  W  j p )  w h ic h  id e n tif ie s  h o w  a  n e u ro n  i, in  th e  n e t ­
w o rk  p , is c o n n e c te d  to  a  n e u ro n  j  in  th e  n e tw o rk  d. As a n  e x ­
a m p le , fro m  Fig. 2 , th e  c o rtic a l re g io n s  p  =  4 0  a n d  d =  2 a re  c o n ­
n e c te d  w i th  u n i ty  w e ig h t  (m a g e n ta ) , r e p re s e n t in g  50  c o n n e c tio n s  
a m o n g  ra n d o m ly  c h o se n  n e u ro n s  fro m  th e  sc a le -fre e  s u b -n e tw o rk s  
c o rre s p o n d in g  to  th e s e  c o rtic a l re g io n s . S im ila rly  th e  c o rtic a l r e ­
g io n s  p  =  78  a n d  d =  77  h av e  a  c o n n e c tio n  w i th  w e ig h t 2 (cyan), 
i.e. th e re  a re  o u t o f  100 c o n n e c tio n s  a m o n g  n e u ro n s  fro m  th e se  
su b -n e tw o rk s .
2.3. N euro nal bu rstin g  d ynam ics
Since o u r  g o a l is to  in v e s tig a te  b u rs tin g  s y n c h ro n iz a tio n , th e  
n e u ro n s  b e lo n g in g  to  e a c h  c o rtic a l a re a  m u s t  d isp la y  b u rs tin g  b e ­
n (iterations after transient)
Fig. 3. Time series of the variables (a) x and (b) y  for a neuron described by 
Rulkov's map (1)-(2) for a = 4 . 1, a  = 0. 001, and p = -1 . 0. In (b) we indicate the 
discrete times at which bursting cycles begin. The blue circle indicates a local max­
imum of the y  variable. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.)
hav ior, e v e n  w h e n  iso la te d . S ince  w e  a re  m o re  in te re s te d  in  th e  d y ­
n a m ic s  o f  th e  c o u p le d  n e tw o rk  r a th e r  th a n  th e  in d iv id u a l b u rs tin g  
b e h a v io r, w e  c an  c h o o se  a  m in im a l m o d e l w h ic h  e x h ib its  b u rs tin g , 
like  th e  tw o -d im e n s io n a l  d is c re te - t im e  m a p  p ro p o s e d  b y  R u lkov  
[3 0 ]:
Xn+1 =  f  (Xn, yn  ) =  ■1 +  x n
y n +1  =  y n  -  o (X n  -  p ) ,
+  y n , (1 )
(2 )
w h e re  xn  r e p re s e n ts  th e  m e m b ra n e  p o te n tia l  a n d  y n  is a  re c o v e ry  
v a r ia b le  a t  d is c re te  t im e  n  =  0 , 1, 2 , . . . , a n d  a ,  p ,  a  a re  th e  p a ­
ra m e te rs  o f  th e  m o d e l.
D iffe ren t c o m b in a t io n s  o f  p ,  a  a n d  a  g ive  r ise  to  d if fe re n t o f 
n e u ra l  firin g  p a t te r n s  su c h  as re s t, sp ik e s  a n d  b u rs ts  [3 0 ]. W e w ill 
fix a  =  0 .001 , p  =  - 1 . 0  , a n d  k e e p  a  w ith in  th e  in te rv a l [4 . 1, 4  .3] 
so as to  h a v e  b u rs tin g  b e h a v io r. O ne e x a m p le  is d isp la y e d  in 
Fig. 3 (a ) a n d  (b), w h ic h  d e p ic t  th e  t im e  e v o lu tio n  o f  x  a n d  y  v a r i­
ab le s , re sp ec tiv e ly , fo r a  =  4 . 1. T he m e m b ra n e  p o te n tia l  p re s e n ts  
b u rs tin g  cycles b e g in n in g  a t  loca l m a x im u m  o f  th e  y -v a r ia b le  [an  
e x a m p le  b e in g  th e  b lu e  c irc le  in  Fig. 3 (b)].
T he d y n a m ic s  o f  th e  n e tw o rk  o f  c o u p le d  R u lkov  n e u ro n s  is 
g iv en  by
x(i-p) =  f ( x (i-p) y (i,p).  +  a . ,p) (3 )^n+1
w h e re  x n, p  a n d  y n, p  a re  th e  v a ria b le s  fo r a  R u lkov  n e u ro n  a tta c h e d  
to  th e  it h  n o d e  b e lo n g in g  to  th e  p th  s u b -n e tw o rk , w h e re  i =  
1 , 2 , . . . , 2 0 0  (fo r e ac h  sc a le -fre e  su b -n e tw o rk )  a n d  p  =  1 , 2 , . . . , 78
a
3
A.S. Reis, K.C. larosz, F.A.S. Ferrari e t al. Chaos, Solitons and Fractals 142 (2021) 110395
(fo r th e  h u m a n  c o n n e c tiv ity  m a tr ix  w h e re  e ac h  e le m e n t  is a  s u b ­
n e tw o rk ) . T he c o u p lin g  te rm  A ft’p) r e p re s e n ts  th e  e ffec t o f  th e  
c h e m ic a l sy n a p se s  lin k in g  th e  ( i ,  p )  n e u ro n  to  th e  re s t  o f  th e  n e t ­
w o rk . E ach n e u ro n  h a s  a t  le a s t  tw o  c o n n e c tio n s : o n e  in g o in g  a n d  
o th e r  o u tg o in g . T h ere  a re  no  e le c tr ic a l  sy n a p se s  in  o u r  m o d e l, s in ce  
e le c tr ic a l  sy n a p se s  re q u ire  n e u ro n  m e m b ra n e s  to  b e  c lo se  e n o u g h  
to  a llo w  io n  c u rre n ts , a n d  th is  w o u ld  m e a n  loca l c o u p lin g s , w h ic h  
a re  n o t c o n s id e re d  in  a  s c a le -fre e  m o d e l fo r th e  s u b -n e tw o rk s .
T he e x p re s s io n  fo r th e  c o u p lin g  te rm , ta k in g  in to  a c c o u n t  th e  
tw o - le v e l  n e tw o rk  s tr u c tu re  (h u m a n  c o n n e c tiv ity  m a tr ix  o f  sc a le ­
fre e  s u b -n e tw o rk s ) , is
N M
A n p  = k k  E E W )j’PH  (x j )  - 8 ) (x n p) - VH;p )’ (4)
d=1 j=1
w h e re  e  is th e  c o u p lin g  s tr e n g th  o f  th e  c h e m ic a l sy n a p se s , N  = 
78  a n d  M  =  2 0 0  a re  th e  n u m b e rs  o f s u b -n e tw o rk s  a n d  n e u ro n s  in 
e a c h  s u b -n e tw o rk , re sp ec tiv e ly .
T he c o n n e c tiv ity  m a tr ix  is e x p re s se d  b y  W  j ’p) w h e re  j  a n d  i 
r e p re s e n t  th e  n e u ro n s , a n d  p  a n d  d  r e p re s e n t  th e  c o rtic a l re g io n s. 
T he n e u ro n a l  a c tiv a tio n  fu n c tio n  is g iv en  b y  th e  H e av is id e  u n i t ­
s te p  fu n c tio n  H ( x ) , a n d  8  =  - 1 , 0  is a  th re s h o ld  w h ic h  ta k e s  on  
th e  s a m e  v a lu e s  fo r a ll n e u ro n s . T he e le m e n ts  o f  th e  c o n n e c tio n  
p o te n tia l  m a tr ix  a re  d e n o te d  V((j ’ , w h ic h  c an  b e  + 1 ,0  o r  - 0  , 5 if 
th e  c h e m ic a l sy n a p se  is e x c ita to ry  o r  in h ib ito ry , re sp ec tiv e ly . W e 
su p p o se  th a t  c h e m ic a l sy n a p se s  a re  25% in h ib ito ry  a n d  75% exci­
ta to ry  [4 8 ], a n d  th e  v a lu e s  o f  V,(j ’ p) a re  ra n d o m ly  c h o se n  a cc o rd in g  
to  th is  ru le . T he c o u p lin g  te rm  is n o rm a liz e d  by th e  n u m b e r  o f 
c o n n e c tio n s , g iv en  by
N M
k  (i p) =  E  E H  W  j p  ) (5)
d=1 j=1
3. Results and discussion
3.1. B ursting  syn ch ron iza tion
T he b u rs tin g  a c tiv ity  is p e r io d ic  a n d  c an  b e  d e sc r ib e d  by a  g e ­
o m e tr ic  p h a s e  w h ic h  in c re a se s  b y  2 n  a t  e ac h  b u rs tin g  cycle. As 
sh o w n  in  Fig. 3 (b), th e  b e g in n in g  o f  e a c h  cycle o c cu rs  a t  a  local 
m a x im u m  o f  th e  v a r ia b le  y  a n d  w e  d e n o te  by  n k th e  in s ta n t  o f 
t im e  a t  w h ic h  th e  k th  b u rs t  s ta r ts  [see  Fig. 3 (b)]. If w e  c o n s id e r  
t h a t  th e  d iffe re n c e  b e tw e e n  n  k a n d  n k+1 is th e  t im e  w h e n  th e  n e x t 
cycle o f  b u rs ts  s ta r ts , w e  c an  d e fin e  a  p h a s e  th a t  g ro w s 2 n  as 
nk < n  < nk+1 [53] as
=  2 n  k  +  2 n n  -  n  k (6 )n k+1 -  n k
T h ere  is b u rs tin g  s y n c h ro n iz a tio n  if  tw o  o r  m o re  n e u ro n s  s ta r t  
t h e i r  b u rs tin g  cycles a p p ro x im a te ly  a t  th e  s a m e  t im e , e v e n  w h e n  
th e  sp ik in g  m a y  b e  n o t c o rre la te d . U sin g  th e  a b o v e  d e f in e d  b u r s t ­
in g  p h a s e  th is  m e a n s  th a t  th e  p h a s e s  a re  eq u a l, u p  to  a  g iv en  to l ­
e ra n c e . For a n  a sse m b ly  o f  b u rs tin g  n e u ro n s , it is c o n v e n ie n t to  
m e a s u re  th e  s y n c h ro n iz a tio n  fro m  th e  K u ra m o to ’s o rd e r  p a ra m e te r  
m a g n itu d e  [4 9 -5 2 ]  a t  t im e  n
R n =  N ;
N)
E  e x P
j=i
( j) ( (7)
w h e re  ) is th e  b u rs tin g  p h a s e  fo r th e  j t h  n e u ro n  a t  t im e  n , The 
v a lu e s  o f  Rn a re  e x p e c te d  to  o sc illa te  w i th  t im e , a n d  h av e  a  c o n ­
v e rg e n t  b e h a v io r  if  w e  w a it  a  t r a n s ie n t  t im e  n 0 in  su c h  a  w a y  th a t  
w e  c o m p u te  a  t im e  a v e ra g e  Rm = 1 / ( n 1 -  n 0 ) Yl'n=n) Rn fo r n 1 large  
e n o u g h . If th e  n e u ro n s  a re  to ta lly  s y n c h ro n iz e d  w e  h av e  Rm =  1 
a n d , if  th e y  a re  c o m p le te ly  n o n -s y n c h ro n iz e d  R m =  0. P a r tia l  s y n ­
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Fig. 4. (a) The dark curves represent the average Kuramoto order parameter as 
function of the chemical synaptic strength. The dashed curves delimit the maxi­
mum (dark-green) and minimum (magenta) values of Rm . The gray vertical bars 
represent a fraction of the sub-networks that has values of Rm larger than for the 
overall network. The hatched vertical bars represent the quantity of sub-networks 
for which Rm is beyond a plus or minus deviation S, which is indicated by the red 
bars. (b) Average Kuramoto order parameter (in colorscale) for all 78 cortical areas. 
(For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.)
T he d e f in it io n  (7 ) c an  b e  a p p l ie d  to  a  s u b -n e tw o rk , fo r w h ic h  
Rm (p )  d e n o te s  th e  m e a n  o rd e r  p a ra m e te r  m a g n itu d e  fo r th e  p th  
c o rtic a l a rea , a n d  j  ru n s  fro m  1 to  N T =  2 0 0 . If it is a p p lie d  to  
th e  n e tw o rk  as a  w h o le , th e n  N T =  N M  =  78  x 20 0 , Fig. 4 (a) d is ­
p lay s  th e  v a r ia t io n  o f  th e  o rd e r  p a ra m e te r  m a g n itu d e  o f  th e  e n ti re  
n e tw o rk  Rm a s  a  fu n c tio n  o f  th e  c o u p lin g  co effic ie n t e . W e u se d  
n 0 =  105 a n d  n 1 -  n 0 =  2 x 103 . S ince th e  in it ia l  c o n d itio n s  fo r th e  
n e u ro n s  a re  ra n d o m ly  c h o se n  w e  h av e  re p e a te d  e a c h  c o m p u ta t io n
fo r 4  se ts  o f  d is tin c t  in it ia l  c o n d itio n s  p) , y o ’p)) .  T h ere  is an
a b ru p t  g ro w th  in th e  v a lu e  o f  Rm o c c u rr in g  fo r a  v a lu e  o f  e  in ­
s id e  th e  in te rv a l (0 .0 2 ,0 .0 3 ), a f te r  w h ic h  Rm h a s  sm a ll f lu c tu a tio n s  
n e a r  its  m a x im u m  v a lu e  o f a b o u t  0.8. A cco rd in g ly  w e  a lso  c o m ­
p u te d  th e  m e a n  o rd e r  p a r a m e te r  m a g n itu d e  fo r e a c h  su b -n e tw o rk . 
S ince th e re  a re  to o  m a n y  o f  th e m  to  sho w , it suffices to  e x h ib it  
th e  m a x im u m  a n d  m in im u m  v a lu e s  o f  R m fo r  e a c h  v a lu e  o f  e . T his 
is in d ic a te d  in  Fig. 4 (a ) b y  d a s h e d  cu rv e s  fo r th e  m in im u m  (m a ­
g e n ta )  a n d  m a x im u m  (d a rk -g re e n )  v a lu e s  o f  th e  o rd e r  p a ra m e te r , 
re sp ec tiv e ly , c a lc u la te d  fo r th e  in d iv id u a l su b -n e tw o rk s , p ro v id e d  
th e y  h av e  a  g re a te r  v a lu e  o f  Rm th a n  fo r th e  o v era ll n e tw o rk . H ence  
th e  m a g e n ta  d a sh e d  c u rv e  is e x p e c te d  to  b e  c lo se  to  th e  d a rk  c u rv e  
fo r th e  w h o le  n e tw o rk , w h a t  is in d e e d  o b se rv e d  in  Fig. 4 (a).
T he q u a n t i ty  o f s u b -n e tw o rk s  w h o s e  K u ram o to  o rd e r  p a ra m e ­
t e r  is b e tw e e n  th e  d a sh e d  lin e s  is a lso  r e p re s e n te d  in  Fig. 4 (a) 
as a  f ra c tio n  o f  th e  to ta l  s u b -n e tw o rk s  by  g ra y  v e r tic a l  b a rs  fo r 
eac h  v a lu e  o f  e . A s ig n ific an t f ra c tio n  o f  th e  su b n e tw o rk s  p re s e n ts
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g re a te r  s y n c h ro n iz a tio n  th a n  th e  c o m p o s itio n  o f a ll o f  th e m . For 
v a lu e s  o f  e  < 0 .02 . a ll s u b -n e tw o rk s  a re  m o re  s y n c h ro n iz e d  th a n  
th e  o v e ra ll n e tw o rk . S im ilarly , fo r e  > 0 .06  . m o re  th a n  90% o f 
th e  s u b -n e tw o rk s  p re s e n ts  th is  fe a tu re , in d ic a tin g  th a t  th e  s u b ­
n e tw o rk s  a re  in te rn a lly  sy n c h ro n iz e d , b u t  a re  n o t s y n c h ro n iz e d  
w i th  e a c h  o th e r. The h a tc h e d  v e rtic a l  b a rs  re p re s e n t  th e  q u a n t i ty  
o f  s u b -n e tw o rk s  w h o se  v a lu e s  o f  Rm a re  b e y o n d  a  p lu s  o r  m in u s  
d e v ia t io n  g iv e n  by
1 M (8 )5 = y  m  ^  (Rm -  R m )
a n d  a re  r e p re s e n te d  in  Fig. 4 (a ) by  e r ro r  b a rs  fo r th e  b lac k  c u rv e  
o f  th e  e n ti re  n e tw o rk  Rm . C o m p a r in g  th e s e  e r ro r  b a rs  w i th  th e  
h a tc h e d  v e rtic a l  b a rs  w e  se e  th a t  th e  s u b -n e tw o rk  o rd e r  p a ra m ­
e te r  Rm ( p )  is a lw a y s  less  t h a n  a  d e v ia t io n  fro m  th e  a v e rag e  o rd e r  
p a ra m e te r  o f  th e  n e tw o rk  Rm . T his d e v ia tio n  i llu s tra te s  th e  d isp a r­
i ty  b e tw e e n  th e  s y n c h ro n iz a tio n  d e g re e s  w ith in  e ac h  s u b -n e tw o rk  
a n d  th e  o v e ra ll n e tw o rk . Large v a lu e s  fo r d e v ia t io n  a re  a s so c ia te d  
w i th  m u c h  m o re  o r  less sy n c h ro n iz e d  s u b -n e tw o rk s  th a n  th e  c o m ­
p o s it io n  o f  a ll n e tw o rk s . W e e m p h a s iz e  th a t  th e  o rd e r  p a ra m e te r  
m a g n itu d e  o f  th e  w h o le  n e tw o rk  Rm is ty p ic a lly  d iffe re n t fro m  th e  
v a lu e s  a v e ra g e d  o v e r th e  s u b -n e tw o rk s  R =  ( 1 / N ) ^ N = i Rm ( p ).
T he d iffe re n c e s  a m o n g  th e  s y n c h ro n iz a tio n  leve ls  o f th e  v a r i­
o u s  c o rtic a l a re a s  c an  b e  a p p re c ia te d  in  Fig. 4 (b), w h ic h  d e p ic ts  th e  
a v e ra g e  K u ram o to  o rd e r  p a ra m e te r  Rm (p )  fo r a ll 78  c o rtic a l a re a s  
as a  fu n c tio n  o f  th e  c h e m ic a l sy n a p tic  s tr e n g th  e . T he th re s h o ld  
o f  s y n c h ro n iz a tio n  is e  & 0 . 02  fo r a ll c o rtic a l a re a s . On th e  o th e r  
h a n d , if  e  is la rg e  e n o u g h  n e a r ly  a ll a re a s  b e c o m e  sy n c h ro n iz e d . 
F or in te rm e d ia te  v a lu e s  o f  e  th e  a v e ra g e  K u ram o to  o rd e r  p a ra m e ­
t e r  in c re a se s  a s  e  g ro w s, re a c h in g  d if fe re n t p h a s e  s y n c h ro n iz a tio n  
v a lu es . O n c o m p a r in g  Fig. 4 (a) a n d  (b ) w e  c an  id e n tify  th o s e  co r­
tic a l  a re a s  th a t ,  a l th o u g h  in te rn a lly  sy n c h ro n iz e s , fail to  s y n c h ro ­
n ize s  w i th  e a c h  o th e r. T his is p a r t ic u la r ly  t ru e  fo r a  n u m b e r  o f 
c o rtic a l a re a s  b e tw e e n  1 a n d  10, 3 0  a n d  40 , 70  a n d  78. T hey  a re  
ju s t  th o s e  h ig h ly  c o n n e c te d  c o rtic a l a re a s  s h o w n  in  th e  c o n n e c tiv ­
i ty  m a tr ix  o f  Fig. 2 .
3.2. Suppression  o f  b u rstin g  syn ch ro n iza tio n
As w e  c o m m e n te d  in  th e  In tro d u c tio n , b u rs tin g  s y n c h ro n iz a tio n  
m a y  n o t b e  a  d e s ira b le  b e h a v io r  fo r th e  n e tw o rk , s in ce  n e u ro n a l  
s y n c h ro n iz a tio n  h a s  b e e n  re la te d  w i th  a  n u m b e r  o f  d ise a se s  like 
P a rk in so n , e p ilep sy , a n d  e ss e n t ia l  t re m o r . H ence , o n ce  w e  k n o w  
th a t  th e  n e tw o rk  as a  w h o le  o r  its  s u b -n e tw o rk s  a re  sy n c h ro n iz e d , 
w e  a re  in te re s te d  to  in v e s tig a te  w ay s to  m itig a te  o r  e v e n  su p p re ss  
s y n c h ro n iz a tio n . M any  te c h n iq u e s  h av e  b e e n  p ro p o s e d  to  a c c o m ­
p lish  th is  ta sk , co llec tiv e ly  c a lle d  deep  brain s tim u la tio n . O ne o f 
th e s e  te c h n iq u e s  c o n s is ts  in  a p p ly in g  a n  e x te rn a l  e le c tr ic  sig n a l 
to  th e  p a r ts  o f  th e  b ra in , w h a t  w o u ld  im p ly  in  a  t im e -d e p e n d e n t  
t e r m  a d d e d  to  th e  m e m b ra n e  p o te n tia l  x  in  Eq. (3 ) fo r th e  c o u p led  
R u lkov n e u ro n s .
If th is  s ig n a l is a  s im p le  h a rm o n ic  fu n c tio n  o f  th e  fo rm  
B s in  ( a n ). w h e re  B a n d  a  a re  th e  a m p li tu d e  a n d  freq u en cy , re s p e c ­
tively , th is  p ro c e d u re  h a s  b e e n  s h o w n  to  d im in is h  b u rs tin g  s y n ­
c h ro n iz a t io n  leve ls . H o w e v e r th e  u s e fu ln e s s  o f  th is  fu n c tio n  is l im ­
i te d  b y  th e  la rg e  a m p li tu d e s  n e e d e d  a n d /o r  th e  la rg e  n u m b e r  o f 
n e u ro n s  th a t  h av e  to  b e  e x c ite d  to  p ro d u c e  su c h  e ffec t. A n a lte r ­
n a tiv e  p ro c e d u re  c o n s is ts  in  m o n ito r in g  th e  m e a n  field  a n d  a d ju s t ­
in g  th e  s ig n a l a m p li tu d e  to  th e  d e s ire d  e ffec t, w h a t  a lso  in c lu d e s  
a  t im e  d e la y  d u e  to  th e  n e e d  o f c o m p u tin g  in  re a l t im e  th e  m e a n  
field . T his can  b e  in c lu d e d  by  m e a n s  o f  a  d e la y e d  fe ed b ac k  sig n a l
(p , t ) , to  b e  a p p lie d  to  th e  c o rtic a l re g io n  p  w i th  a  d e la y  t im e  
t  [5 4 ,5 5 ]. T hus, th e  m e a n  fie ld  is in c o rp o ra te d  to  th e  fast v a ria b le  
R u lkov’s m ap :
x ^  =  f  ( x ( -p ) , y n p) )  +  A ( ’p) +  e F F n  (p , T ) , (9 )
w h e re  e F is th e  fe e d b a c k  s ig n a l in te n s i ty  a n d  t  is th e  t im e  d e ­
lay. T he d e la y e d  m e a n  field  te rm  fo r th e  c o rtic a l re g io n  p  is 
th e  n e tw o rk  a v e rag e  o f  th e  m e m b ra n e  p o te n tia l  fo r e ac h  n e u ro n  
th e re in
F n ( p , r )  =  m x>n(i,p)- T  • (10 )
i=1
If th e  (u n c o n tro lle d )  s u b -n e tw o rk  p  is s y n c h ro n iz e d  a t  a  g iven  
t im e  n , th e  c u r re n t  m e a n  fie ld  F n (p, t  =  0 ) is n e a r ly  e q u a l to  th e  
e v o lu tio n  o f  x n fo r e a c h  n e u ro n , w h ic h  is c h a ra c te r iz e d  by  a  large  
o sc illa tio n  in  th e  a m p li tu d e  a n d  w i th  a  re la tiv e ly  la rg e  v a r ia n c e  
V a r ( F n (p , t  =  0 ) ) .  On th e  c o n tra ry , if  th e  s u b -n e tw o rk  is c o m ­
p le te ly  n o n -s y n c h ro n iz e d  th e  m e a n  field  w ill h av e  a  lo w  a m p li­
tu d e  f lu c tu a tio n  a ro u n d  zero , t h a t  is a  lo w  v a ria n c e . S ince  th e  goal 
o f  th e  c o n tro l  p ro c e d u re  is to  re d u c e  th e  s y n c h ro n iz a tio n  level, 
w e  e x p e c t t h a t  o n  a p p ly in g  th e  c o n tro l t e rm  w i th  a m p li tu d e  e F, 
th e  v a ria n c e  o f  th e  m e a n  fie ld  w i th  c o n tro l  sh o u ld  b e  th e  sm a lle s t  
p o ss ib le . P ikov sk y  a n d  R o sen b lu m  p ro p o s e d  th e  fo llo w in g  s y n c h ro ­
n iz a tio n  s u p p re s s io n  fa c to r  [5 6 ],
S  = V a r  (F n  (p , t  =  0 ) )V a r (F n  (p , T ) )  • (11)
w h e re  V ar ( F n (p, t  =  0 ) )  a n d  V a r ( F n (p , t ))  a re  th e  m e a n  field  
v a r ia n c e s  w i th o u t  a n d  w i th  th e  fe e d b a c k  s ig n a l in p u t, re sp ec tiv e ly . 
S ince V a r ( F n (p , t  =  0 ) )  =  0 a n  e ffic ie n t su p p re ss io n  o f  s y n c h ro ­
n iz a tio n  is c h a ra c te r iz e d  b y  S  > 1 , i.e., th e  h ig h e r  S  is, th e  b e t t e r  is 
th e  s u p p re s s io n  effec t. C o n v erse ly  a  v a lu e  0 <  S  < 1 w o u ld  im p ly  
re in fo rc e m e n t  o f  th e  sy n c h ro n iz a tio n , a n  e ffec t c le a rly  u n d e s ira b le .
U sin g  o u r  n e tw o rk  m o d e l th e  t im e -d e la y e d  fe e d b a c k  c o n tro l 
s ig n a l (9 ) w a s  a p p l ie d  o n  a  c e r ta in  n u m b e r  o f  ra n d o m ly  c h o se n  
c o rtic a l a re a s , fo r fo u r  d iffe re n t p ro p o r tio n s  o f  c o rtic a l a re a s , s ta r t ­
in g  a t  25% u n ti l  re a c h in g  100% o f  th e  a rea s , as i l lu s tra te d  in  Fig. 5 . 
T he a c tu a l  n u m b e r  o f  c o rtic a l re g io n s  to  w h ic h  th e  c o n tro l  w as 
a p p lie d  h a s  b e e n  ro u n d e d  u p . T he le ft p a n e ls  o f  Fig. 5 sh o w  th e  
s u p p re ss io n  co effic ie n t S  (a c tu a lly  its  n a tu ra l  lo g a r ith m  in  a  col- 
o rsc a le )  as a  fu n c tio n  o f  th e  c o n tro l  a m p li tu d e  e F a n d  t im e  d e la y  
t , w h e re a s  th e  r ig h t  p a n e ls  sh o w  cu rv e s  o f  S  a s  a  fu n c tio n  o f  e F 
fo r d if fe re n t v a lu e s  o f  t  .
T he lo g -c o lo rsc a le  fo r S  is c o n v e n ie n t s in ce  it is a  h e a t-m a p :  
b lu e  re g io n s  a re  c ase s  fo r w h ic h  th e  su p p re ss io n  re a c h e s  s a t is ­
fa c to ry  v a lu e s  a n d  re d  re g io n s  c o rre s p o n d  to  re in fo rc e m e n t  o f  
s y n c h ro n iz a tio n , w h ic h  is u n d e s ira b le . W h e n  th e  c o n tro l  t e rm  is 
a p p lie d  to  25% o f  th e  c o rtic a l re g io n s  a ll re g io n s  o f  th e  c o n ­
tro l  p a r a m e te r  p la n e  y ie ld  g o o d  s u p p re s s io n  o f  s y n c h ro n iz a tio n  
[Fig. 5 (a)], S  re a c h in g  a  m a x im u m  v a lu e  o f  2 .58  fo r t im e -d e la y  
t  =  160 [Fig. 5 (b)]. In  th is  w a y  th e  re g io n  th a t  p re s e n ts  th e  h igh  
v a lu e s  fo r s u p p re s s io n  is b e tw e e n  t  =  140 a n d  180 a n d  e F b e tw e e n  
0 .20  a n d  0 .30 .
W h e n  50% o f  th e  c o rtic a l re g io n s  a re  c o n tro lle d , w e  n o tic e  th e  
p re s e n c e  o f  a  sm a ll re g io n  in  re d  th a t  in d ic a te s  th a t  th e  m e th o d  
h a s  a  re s u lt  in  o p p o s ite  to  w h a t  w e  w a n t, i.e, th e  re g io n  in  re d  
sh o w s w h e re  th e  s y n c h ro n iz a tio n  is n o t  s u p p re s s e d  b u t  s t im u la te d  
by  th e  a p p l ic a t io n  o f  fe e d b a c k  te c h n iq u e  [Fig. 5 (c)]. H o w e v e r th e  
re g io n s  fo r w h ic h  th e  c o n tro l  is e ffic ie n t a g a in s  s y n c h ro n iz a tio n  
y ie ld  v a lu e s  o f  S  h ig h e r  th a n  3 .0  fo r t im e -d e la y  140 (m e a s u re d  in 
u n its  o f  d is c re te  t im e  u s e d  in  th e  m a p ) [Fig. 5 (d )]. T he b e s t  v a lu es  
o f  s u p p re s s io n  in  th is  c ase  lie  in  th e  in te rv a ls  t  =  120 to  160.
W h e n  w e  in c re a se  th e  p e rc e n ta g e  o f  c o rtic a l re g io n s  d is tu rb e d  
by  fe e d b a c k  to  75% , th e  su p p re ss io n  m e th o d  b e g in s  to  p re s e n t  
m u c h  la rg e r  s y n c h ro n iz a tio n  s tim u lu s  re g io n s  th a n  fo r th e  25% a n d  
50% c ase s  [Fig. 5 (e )-(f)] . F inally  w h e n  w e  d is tu rb  100% o f  th e  c o r ti ­
cal re g io n s  it is c le a rly  v is ib le  th a t  th e  u n d e s ira b le  c ase s  ta k e  o v e r 
o f  a lm o s t  e v e ry  p a ra m e te r  sp a c e  [Fig. 5 (g )-(h )]. N e v e r th e le s s  th e  
b e s t  v a lu e s  o f  s u p p re s s io n  fo r 75% a n d  100% o f  c o n tro l  re g io n s  a re  
f ro m  t  =  100 to  140 a n d  fro m  t  =  180 to  2 0 0 , re sp ec tiv e ly .
M
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Fig. 5. Synchronization suppression factor (in log-colorscale) as a function of the control amplitude s , and time-delay t  when the control is applied to (a) 25%, (c) 50% , (e) 
75% , and (f) 100% of the cortical areas in the human connectivity matrix and chemical coupling strength s = 0 ,2, The corresponding variation of S with s , and various values 
of t  is depicted in (b), (d), (f), and (h). Values of S > 1 correspond to synchronization suppression.
As d e a lin g  w i th  a  sc a le -fre e  m o d e l w e  h a v e  th e  p re s e n c e  o f 
h u b s  in  o u rs  n e tw o rk s . H ub s a re  fo rm e d  d u e  to  th e  p re fe re n tia l  
a t t a c h m e n t  c h a ra c te r is t ic s  in  th e  g ro w th  o f  a  sc a le -fre e  n e tw o rk  
a n d  h av e  th e  h ig h e s t d e g re e  o f  e a c h  s u b -n e tw o rk . In a  h y p o th e ti­
cal e x p e r im e n t  fo r d e e p  b ra in  s t im u la t io n  a  p ro b e  u s e d  to  in je c t  a n  
e le c tr ic  s ig n a l w o u ld  b e  p la c e d  in  a  c e r ta in  p la c e  o f  a  c o rtic a l a rea . 
If by  c h a n c e  th is  p ro b e  is a p p l ie d  to  a  n e u ro n  h u b , w e  w ill h av e  a 
d if fe re n t e ffec t in  c o m p a r iso n  w i th  o th e r, lo w -c o n n e c te d  n e u ro n s  
b e lo n g in g  to  a  g iv en  c o rtic a l a rea .
T he e ffic ien cy  o f  s y n c h ro n iz a tio n  s u p p re s s io n  w e  o b se rv e d  d u e  
to  th e  e x te rn a l t im e -d e la y e d  c o n tro l  s ig n a l d isp lay s  q u a lita tiv e ly  
s im ila r  fe a tu re s  if  w e  c h a n g e d  th e  n e tw o rk s  in  e a c h  c o rtic a l a re a  
fro m  sca le -fre e  to  a  ra n d o m  (E rdo s-R eny i) [13] a n d  a  sm a ll-w o rld  
n e tw o rk  [15 ]. As th e  p e rc e n ta g e  o f  p e r tu rb e d  c o rtic a l a re a s  is in ­
c re a se d  th is  s im ila r ity  is e v e n  g re a te r . M o reo ver, in s te a d  o f  th e  h u ­
m a n  c o n n e c tiv ity  m a tr ix  w e  r e p e a te d  o u r  n u m e r ic a l  s im u la tio n s  
u s in g  th e  c a t  c e re b ra l  c o r te x  m a tr ix , w i th  in fo rm a tio n  fro m  th e  
n e u ro a n a to m ic a l  t r a c t- t ra c in g  e x p e r im e n ts  c o lle c te d  a n d  o rg a n iz e d  
by  S c an n e ll a n d  c o w o rk e rs  [4 5 ,4 6 ,5 7 ]. In th is  m a tr ix  th e  ca t c e re ­
b ra l c o r te x  h a s  b e e n  d iv id ed  in to  65  c o rtic a l a re a s , in te rc o n n e c te d  
by  fib ers  o f  a x o n s  [19 ].
W e a lso  u s e d  a n o th e r  d a ta s e t  fro m  th e  PIT B io in fo rm atic s  
G ro up  d a ta  a v a ila b le  a t  h t tp s :/ /b r a in g ra p h .o r g /c m s /h u m a n /  in a d d i­
t io n  to  Lo's d a ta  [5 8 ]. T he c o n n e c to m e s  w e re  g e n e ra te d  fro m  MRI 
sca n s  o b ta in e d  fro m  th e  H u m a n  C o n n e c to m e  P ro je c t [5 9 -6 1 ] . T hey 
h av e  c o m p u te d  s tru c tu ra l  c o n n e c to m e s  o f  4 2 6  h u m a n  su b je c ts  in  
five d iffe re n t re s o lu tio n s  o f  83 , 129, 23 4 , 4 6 3 , a n d  1015 n o d e s  an d  
sev e ra l e d g e  w e ig h ts . W e c h o o se  th e  m a tr ix  th a t  h a s  83  c o rtic a l
6

















Fig. 6. Synchronization suppression factor (in log-colorscale) as a function of the control amplitude s , and time-delay t  when the control is applied to 100% of the cortical 
areas in the human connectivity matrix and chemical coupling strength s = 0 . 2 . The control was applied to neuron hubs only (a), neurons with incoming (b) and outcoming 
(c) connections, and the whole network (d). The corresponding variation of S with s ,  and various values of t  is depicted in (b), (d), (f), and (h). Values of S > 1 correspond 
to synchronization suppression.
re g io n s  a n d  10 64  b ra in s . A m o n g  th e s e  10 64  b ra in s , w e  c h o se  20 
o f  th e m . Q u a n tita tiv e ly , th e  re su lts  a re  n o t th e  s a m e  as Lo’s da ta , 
b u t  q u a lita t iv e ly  th e y  in d ic a te  s im ila r  re su lts , su g g e s tin g  th a t  o u r 
r e su lts  a re  n o t l im ite d  to  a specific  n e tw o rk  m o d e l o r  d a ta b a se .
In sc a le -fre e  n e tw o rk s  w e  c a n  d e v ise  th r e e  d iffe re n t w ay s o f  a p ­
p ly in g  th e  t im e -d e la y e d  fe e d b a c k  s ig n a l:  w e  c a n  e i th e r  a p p ly  th e  
s ig n a l to  a s in g le  n e u ro n  h u b , o r  th e  n o d e s  w i th  in c o m in g  a n d  o u t ­
g o in g  c o n n e c tio n s . T he  s u m  o f th e s e  th re e  c o n tr ib u tio n s  g ives th e  
to ta l  n u m b e r  o f  n e u ro n s  in  th e  n e tw o rk . A ccord in g ly , th e  le ft p a n ­
els in  Fig. 6 re p re s e n t  (in  a lo g -c o lo rsc a le )  th e  su p p re s s io n  coeffi­
c ie n t S  as a fu n c tio n  o f  th e  s ig n a l a m p li tu d e  s F a n d  t im e  d e la y  t  ; 
a n d  th e  r ig h t p a n e ls  sh o w  p lo ts  o f  S  a g a in s t  s ,  fo r so m e  se le c te d  
v a lu e s  o f  t  .
W h e n  w e  a p p ly  th e  c o n tro l  o n  th e  h u b s  o n ly  (o n e  fo r e a c h  c o r­
t ic a l  a re a )  w e  h a v e  a q u ite  p o o r  p e rfo rm a n c e  s in ce  th e  v a lu e s  o f  S  
a re  e i th e r  less  th a n  u n ity  o f  w i th  s lig h tly  h ig h e r  v a lu e s  [Figs. 6 (a )- 
(b)], e v e n  w h e n  s F is as la rg e  as 0 .50 . B e tte r  r e su lts  a re  o b ta in e d  
w h e n  th e  c o n tro l  is a p p lie d  to  all n e u ro n s  w i th  in c o m in g  c o n n e c ­
tio n s  [Fig. 6 (c )-(d )], sp e c ia lly  if  s F > 0 . 20 , A s im ila r  s i tu a tio n  o c ­
c u rs  if  th e  c o n tro l is a p p lie d  to  n e u ro n s  w i th  o u tg o in g  c o n n e c tio n s
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[Fig. 6 (e )-(f)] . T he e ffec t o f  a p p ly in g  th e  c o n tro l  o n  a ll n e u ro n s  o f 
th e  n e tw o rk  is i l lu s tra te d  by Fig. 6 (g )-(h ). T h ere  re su lts  th a t  th e  
h u b s , a l th o u g h  b e t t e r  c o n n e c te d  th a n  th e  re m a in in g  n e u ro n s  in  a 
s u b -n e tw o rk , y ie ld  a n  e ffec t t h a t  is m u c h  w e a k e r  th a n  th e  to ta l ­
ity  o f  th e  n e u ro n s  a re  c o n s id e re d . H ence , s tr ic tly  fro m  th e  c o n tro l  
p o in t  o f  v iew , th e  s c a le -fre e  a rc h ite c tu re  d o es  n o t p la y  a  p iv o ta l 
ro le .
4. Conclusions
In th is  p a p e r  w e  p re s e n t  re su lts  o f  n u m e ric a l  s im u la tio n s  o f  a 
n e tw o rk  o f  n e tw o rk s  m o d e l w i th  sc a le -fre e  p ro p e r tie s  fo r th e  h u ­
m a n  c e re b ra l  co rte x , th ro u g h  c h e m ic a l c o u p lin g s  c o n s id e r in g  as lo ­
cal d y n a m ic s  th e  R ulkov m ap . T he m o d e l w a s  b u ilt  so  th a t  th e  
c o n n e c tio n s  b e tw e e n  th e  c o rtic a l re g io n s  a re  g iv e n  b y  a n  e x p e r i­
m e n ta lly  o b ta in e d  c o n n e c tiv ity  m a tr ix  a n d  th e  c o n n e c tio n s  w ith in  
a  c o rtic a l a re a  w e re  o b ta in e d  fro m  th e  B ara b as i-A lb e rt p ro c e ­
d u re . In d iv id u a l R u lkov n e u ro n s  a re  se t  to  e x h ib it  b u rs tin g  b e h a v ­
io r  a n d  w e  focus o n  b u rs tin g  s y n c h ro n iz a tio n  a n d  p o s s ib le  w ays 
to  p a r tia l  o r  to ta l  s u p p re s s io n  o f  s y n c h ro n iz e d  b e h a v io r, h a v in g  
in  m in d  p o te n tia l  a p p lic a tio n s  fo r th e  m it ig a t io n  o f  p a th o lo g ic a l  
rh y th m s .
M o d el p a ra m e te rs  w e re  c h o se n  so  as to  e n s u re  b u rs tin g  s y n ­
c h ro n iz a t io n  o f  th e  n e tw o rk . If th e  s t r e n g th  o f  c h e m ic a l sy n a p se s  
is re la tiv e ly  sm a ll th e re  is n o  s y n c h ro n iz a tio n  a t  all, a n d  a f te r  a 
th re s h o ld  th e  n e u ro n s  o f  d iffe re n t c o rtic a l a re a s  b e c o m e  in c re a s ­
in g ly  s y n c h ro n iz e d  b u t  th e  c o rtic a l a re a s  th e m s e lv e s  a re  n o t m u ­
tu a l ly  sy n c h ro n iz e d . This c o u ld  b e  re g a rd e d  as a  s i tu a tio n  m o re  re ­
a listic , s in ce  p a th o lo g ic a l  rh y th m s  h av e  b e e n  re la te d  to  s y n c h ro ­
n iz e d  b e h a v io r  o f sm a ll p a r ts  o f  th e  b ra in . It is o n ly  fo r su ff ic ie n tly  
la rg e  v a lu e s  o f  th e  c o u p lin g  s tr e n g th  th a t  th e  n e tw o rk  b e c o m e s  
sy n c h ro n iz e d  as a  w h o le . A m a c ro s y n c h ro n iz a t io n  o f  th is  k in d  is 
n o t like ly  to  o c c u r in  p ra c tic e , th o u g h , w h a t  su g g e s ts  a  l im it  fo r th e  
v a lu e s  o f  th e  c h e m ic a l sy n a p se  s tr e n g th  w ith in  th e  c o n te x t o f th is  
m o d e l.
T he c o n tro l  o f  sy n c h ro n iz e d  b e h a v io r  w a s  m o d e lle d  u s in g  a 
t im e -d e la y e d  fe e d b a c k  s ig na l, w h ic h  ta k e s  in to  a c c o u n t  th e  local 
m e a n  field . W e a d d re s s  th e  q u e s t io n  o f  h o w  to  c h o o se  p a ra m e te rs  
t h a t  y ie ld  th e  b e s t  p e rfo rm a n c e  w i th  re g a rd  to  th e  su p p re ss io n  o f 
sy n c h ro n iz a tio n . O u r  m a in  re s u lt  is t h a t  th e  e ffic ien cy  o f  s u p p re s ­
s io n  a c tu a lly  d e c re a se s  w i th  th e  p e rc e n ta g e  o f  th e  c o rtic a l a re a s  
su b je c te d  to  th e  e x te rn a l  c o n tro l. In fact, th e  m e c h a n ism  o f  s u p ­
p re s s io n  o f s y n c h ro n iz a tio n  is to  in d u c e  n e u ro n s  to  d e sy n c h ro n iz e  
th e i r  in d iv id u a l b e h a v io rs  d u e  to  a  re la tiv e ly  w e a k  e x te rn a l  p e r tu r ­
b a tio n . H ow ever, if  th e  l a t te r  is to o  s tro n g , as it is th e  c ase  w h e n  
m a n y  c o rtic a l a re a s  a re  c o n tro lle d , th e  neuron s s ta r t  syn ch ro n iz in g  
w ith  the  e x tern a l signa l a n d  th e  n e t  re s u lt  is a  re in fo rc e m e n t  o f  th e  
e ffec t w h ic h  w e  w is h  to  su p p re ss .
A n o th e r  re s u lt  o f  o u r  n u m e ric a l  in v e s tig a tio n  is t h a t  th e  in te r ­
n a l  s c a le -fre e  s t r u c tu re  o f  c o rtic a l a re a s , c h a ra c te r iz e d  by  th e  p re s ­
e n c e  o f  h ig h ly  c o n n e c te d  n e u ro n  h u b s , d o e s  n o t p la y  a  k e y  ro le  in 
th e  s u p p re s s io n  o f  sy n c h ro n iz a tio n . S ince  in  a n  a rtif ic ia l n e u ro n a l  
n e tw o rk  w e  k n o w  in  a d v a n c e  w h a t  a re  th e  h u b s  fo r e a c h  c o r ti ­
cal a rea , w e  w e re  a b le  to  c o m p a re  a  c o n tro l  a p p l ie d  o n  th e  h u b s  
w i th  th o s e  a p p lie d  to  th e  re s t  o f  th e  n e tw o rk , s h o w in g  th a t  a  hy ­
p o th e tic a l  ch o ice  o f  h u b s  d o es  n o t  y ie ld  s ig n ific a tiv e  re su lts  fo r th e  
s y n c h ro n iz a tio n  su p p re ss io n .
As a  c o n c lu d in g  re m a rk , w e  h av e  a p p l ie d  th e  s a m e  c o n tro l t e c h ­
n iq u e  to  s im ila r  n e u ro n a l  n e tw o rk  m o d e ls  fo r w h ic h  th e  lo w e r 
lev e l n e tw o rk s  h av e  a lso  ra n d o m  a n d  sm a ll-w o r ld  n e tw o rk s , a n d  
th e  h ig h e r  leve l c o n n e c tiv ity  m a tr ix  is ta k e n  fro m  d a ta  o b ta in e d  
fo r o th e r  h u m a n  a n d  m a m m a ls  n e u ro n a l  c o n n e c tio n  m a tr ic e s . In 
a ll th e s e  n u m e r ic a l  s im u la tio n s  w e  o b ta in e d  re s u lts  w ith  q u a l i ta ­
tiv e ly  s im ila r  fe a tu re s , su g g e s tin g  th a t  o u r  re su lts  a re  n o t lim ited  
to  th e  p a r t ic u la r  n e tw o rk  m o d e l u se d  in  th e  p re s e n t  w ork .
Declaration of Competing Interest
T he a u th o rs  d e c la re  th a t  th e y  h av e  no  k n o w n  c o m p e tin g  f in a n ­
cia l in te re s ts  o r  p e rs o n a l  re la tio n s h ip s  th a t  c o u ld  h av e  a p p e a re d  to 
in flu e n c e  th e  w o rk  r e p o r te d  in  th is  p ap e r.
CRediT authorship contribution statement
Adriane S. Reis: C o n c e p tu a liz a tio n , D ata  c u ra tio n , F o rm a l a n a l ­
ysis, In v es tig a tio n , M e th o d o lo g y , R esou rces, S o ftw are , S u p e rv i­
sion , V a lid a tio n , V isu a liz a tio n , W rit in g  - o rig in a l d ra ft, W rit in g
- re v ie w  & e d itin g . Kelly C. Iarosz: D ata  c u ra tio n , In v es tig a tio n , 
M e th o d o lo g y , V a lid a tio n , V isu a liz a tio n , W rit in g  - re v ie w  & e d itin g . 
Fabiano A.S. Ferrari: D ata  c u ra tio n , In v es tig a tio n , M eth o d o lo g y , 
V a lid a tio n , V isu a liz a tio n , W rit in g  - re v ie w  & e d it in g . Iberê L. Cal­
das: D ata  c u ra tio n , In v es tig a tio n , M eth o d o lo g y , V a lid a tio n , V isu a l­
iza tio n , W rit in g  - re v ie w  & ed itin g . Antonio M. Batista: D ata  c u ra ­
tio n , In v es tig a tio n , M e th o d o lo g y , V a lid a tio n , V isu a liz a tio n , W rit in g
- re v ie w  & ed itin g . Ricardo L. Viana: C o n c e p tu a liz a tio n , F u n d in g  
a c q u is itio n , M e th o d o lo g y , P ro je c t a d m in is tr a t io n , R esou rces, S u p e r­
v is io n , V a lid a tio n , V isu a liz a tio n , W rit in g  - o rig in a l d ra ft, W rit in g  - 
re v ie w  & e d itin g .
Acknowledgments
T his s tu d y  w a s  p o s s ib le  b y  p a r tia l  f in an c ia l s u p p o r t  fro m  th e  
fo llo w in g  a g e n c ie s : B raz ilian  N a tio n a l C ouncil fo r S c ien tific  an d  
T echno log ical D e v e lo p m e n t (CNPq), C o o rd in a tio n  fo r th e  Im p ro v e ­
m e n t  o f  H ig h e r E d u c a tio n  P e rso n n e l (CAPES), a n d  São P au lo  Re­
se a rc h  F o u n d a tio n  (FAPESP) p ro c e ss  n u m b e rs  20 1 8 /0 3 2 1 1 -6 . The 
a u th o rs  a re  a lso  th a n k fu l  to  MSc. E d u a rd o  L B rugn ago  fo r th e  h e lp  
g iv en  in  th e  t r e a tm e n t  o f  so m e  im a g e s  a n d  fo r th e  c o n s tru c tiv e  
d iscu ssio n s .
References
[1] Buzsaki G. Rhythms of the Brain. Oxford University Press; 2006. 
ISBN:9780195301069
[2] Hilgetag CC . Kaiser M. Graben PB . Zhou C . Thiel M. Kurths J . Lectures in Super- 
computational Neuroscience (Dynamics in Complex Brain Networks). Springer; 
2008. ISBN:9783 540731597
[3] Zamora-López G. Zhou C . Kurths J. Exploring brain function from anatomical 
connectivity. Front Neurosci 2011;5:83.
[4] Zamora-López G. Zhou C . Kurths J . Graph analysis of cortical networks reveals 
complex anatomical communication substrate. Chaos 2009;19:015117.
[5] Zhao M, Zhou C, Liu J, Lai CH. Competition between intra-community and in­
ter-community synchronization and relevance in brain cortical networks. Phys 
Rev E 2011;84:016109.
[6] Wang S-J, Hilgetag CC, Zhou CS. Sustained activity in hierarchical modular neu­
ral networks: self-organized criticality and oscillations. Front Comput Neurosci 
2011;5:30.
[7] Barabási A-L. Linked: How everything is connected to everything else and 
what it means. Plume 2003. ISBN: 0452284392
[8] Dorogovtsev S. Mendes JF. Evolution of networks. Adv Phys 2002:1079-187.
[9] Milgram S . The small-world problem. Psychol Today 1967:61-7.
[10] Travers J. Milgram S. An experimental study of the small world problem. So- 
ciometry 1969:425-43.
[11] Estrada E. The structure of complex networks. New York: Oxford University 
Press; 2011.
[12] Strogratz S . Exploring complex networks. Nature 2001;410:268-76.
[13] Erdos P. Rényi A. On random graphs i. Publicationes Math 1959;6:290-7.
[14] Bollobás B . Random Graphs. Cambridge University Press; 2001. ISBN
0-521-79722-5
[15] Watts DJ . Strogatz SH . Collective dynamics of ‘small-world’ networks. Nature 
1998;393(6684):440-2.
[16] Barabási A-L. Albert R. Emergence of scaling in random networks. Science 
1999;286:507-12.
[17] Sporns O, Zwi JD. The small world of the cerebral cortex. Neuroinformatics 
2004;2:145-62.
[18] Bassett DS , Bullmore E. Small world brain networks. Neuroscientist 
2006;12:512-23.
[19] Coninck JCP, Ferrari FAS, Reis AS, Iarosz KC, Caldas IL, Batista AM,
Viana RL. Network properties of healthy and Alzheimer brains. Physica A 
2020;547:124475.
[20] Albert R. Scale-free networks in cell biology. J Cell Sci 2005:4947-57 .
[21] Chialvo DR. Critical brain networks. Physica A 20 04;32004:756-65.
8
A.S. Reis, K.C. larosz, F.A.S. Ferrari e t al.
[22] Sporns O, Chialvo DR, Kaiser M, Hilgetag CC. Organization, development and 
function of complex brain networks. Trends Cogn Sci 2004;8:418-25.
[23] Equiluz VM, Chialvo DR, Cecchi GA, Buliki M, Apkarian AV. Scale-free brain 
functional networks. Phys Rev Lett 2005;94(018102):1-4,
[24] Boccaletti S, Latora V, Moreno Y, Chavez M, Hwang DU, Complex networks: 
structure and dynamics. Phys Rep 2006;424(4):175-308,
[25] Newman MEJ , The structure and function of complex networks. SIAM Rev
2003;45(2):167-256.
[26] Guyton AC , Hall JE. Guyton and Hall textbook of medical physiology. Philadel­
phia: Elsevier; 2011. ISBN: 1455755699
[27] Siegel GJ , Agranoff BW, Albers RW, Fisher SK, Uhler MD . Basic Neuro­
chemistry: Molecular, Cellular, and Medical Aspects. Raven Press; 1999.
ISBN:9780881673432
[28] Hodgkin AL, Huxley AF. A quantitative description of membrane cur­
rent and its application to conduction and excitation in nerve. J Physiol 
1952;117(4):500-44.
[29] Shorten PR, Wall DJN. A Hodgkin-Huxley model exhibiting bursting oscilla­
tions. Bull Math Biol 20 0 0;62:695-715.
[30] Rulkov NF. Regularization of synchronized chaotic bursts. Phys Rev Lett 
2001;86(1):183-6.
[31] Beutter A, Titcombe MS, Richer F, Gross C, Guehl D. Effect of deep brain stimu­
lation on amplitude and frequency characteristics of rest tremor in Parkinson’s 
disease. Thalamus Rel Syst 2001:203-11.
[32] Jiruska P, Curtis M , Jefferys JGR, Schevon CA, Schiff SJ, Schindler K, Synchro­
nization and desynchronization in epilepsy: controversies and hypotheses. J 
Physiol 2013;591(4):787-97.
[33] Schnitzler A, Munks C, Butz M, Timmermann L, Gross J. Synchronized brain 
network associated with essential tremor as revealed by magnetoencephalog- 
raphy. Mov Disord 2009;24:1629-35.
[34] Benito-Leon J, Serrano JI, Louis ED, et al. Essential tremor severity and anatom­
ical changes in brain areas controlling movement sequencing. Ann Clin Transl 
Neurol 2018;6(1):83-97.
[35] Morten LK, Ned J, Sarah LFO, Tipu ZA, Translational principles of deep brain 
stimulation. Nat Rev Neurosci 2007:623-35.
[36] Deep-Brain Stimulation for Parkinsons Disease Study Group, et al. Pathological 
synchronization in Parkinson’s disease: networks, models and treatments. N 
Engl J Med 2001;345(13):956-63.
[37] Batista CAS, Lopes SR, Viana RL, Batista AM. Delayed feedback control of burst­
ing synchronization in a scale-free network. Neural Netw 2010:114-24.
[38] Lameu EL, Batista CAS , Batista AM, Iarosz K, Viana RL, Lopes SR, Kurths J, Sup­
pression of bursting synchronization in clustered scale-free (“rich-club”) neu­
ronal networks. Chaos 2012:043149.
[39] Protachevicz PR, Borges RR, Borges FS, Iarosz KC, Caldas IL, Lameu EL,
et al. Synchronous behaviour in cortico-cortical connection network of the hu­
man brain. Physiol Meas 2018:074006.
[40] Mugnaine M, Reis AS, Borges FS, Borges RR, Ferrari FAS, Iarosz KC, et al. De­
layed feedback control of phase synchronization in a neuronal network model. 
Eur Phys J -  Spec Top 2018;227:1151-60.
[41] Lo C-Y, Wang P-N, Chou K-H, Wang J, He Y, Lin C-P, Diffusion tensor tractogra- 
phy reveals abnormal topological organization in structural cortical networks 
in Alzheimer’s disease. J Neurosci 2010;30(50):16876-85.
Chaos, Solitons and Fractals 142 (2021) 110395
[42] Batista CAS, Lameu EL, Batista AM, Lopes SR , Pereira T, Zamora-Lopez G, 
Kurths J, Viana RL, Phase synchronization of bursting neurons in clustered 
small-world networks. Phys Rev E 2012;86:016211.
[43] Batista CAS, Batista AM, Pontes JCA, Viana RL, Lopes SR . Chaotic phase 
synchronization in scale-free networks of bursting neurons. Phys Rev E 
2007;76(1):016218.
[44] Batista CAS, Batista AM, Pontes JCA, Lopes SR, Viana RL. Bursting synchroniza­
tion in scale-free networks. Chaos Solitons Fractals 2009;41(5):2220-5.
[45] Scannell JW, Young MP, The connectional organization of neural systems in 
the cat cerebral cortex. Curr Biol 1993;3:191.
[46] Scannell JW, Blakemore C, Young MP, Analysis of connectivity in the cat cere­
bral cortex. J Neurosci 1995;15:1463.
[47] Ferrari FAS , Viana RL, Reis AS , Iarosz KC , Caldas IL, Batista AM . A network of 
networks model to study phase synchronization using structural connection 
matrix of human brain. Physica A 2018;496:162-70.
[48] Lee TW. Network balance and its relevance to affective disorders: dialetic neu­
roscience. New York: Pronoun; 2016.
[49] Kuramoto Y. Chemical oscillations, waves, and turbulence. 8th ed. Berlin: 
Springer-Verlag; 1984.
[50] Kuramoto Y, Self-entrainment of a population of coupled non-linear oscillators. 
Lect Notes Phys 1975;39:420-2.
[51] Arenas A, Diaz-Guilera A, Kurths J, Moreno Y, Zhou C , Synchronization in com­
plex networks. Phys Rep 2008;469(3):93-153.
[52] Strogatz SH, From kuramoto to crawford: exploring the onset of synchroniza­
tion in populations of coupled oscillators. Physica D 20 0 0;143(1):1-20.
[53] Ivanchenko MV, Osipov GV, Shalfeev VD , Kurths J , Phase synchronization in 
ensembles of bursting oscillators. Phys Rev Lett 2004;93(13):134101.
[54] Rosenblum M, Pikovsky A, Delayed feedback control of collective synchrony: 
an approach to suppression of pathological brain rhythms. Phys Rev E 
2004;70:041904.
[55] Batista CAS, Lopes SR, Viana RL, Batista AM. Delayed feedback control of 
bursting synchronization in a scale-free neuronal network. Neural Netw 
2010;23(1):114-24.
[56] Rosenblum M, Pikovsky A. Controlling synchronization in an ensemble of glob­
ally coupled oscillators. Phys Rev Lett 2004;92:114102.
[57] Scannell JW, Burns GAPC , Hilgetag CC , O’Neil MA, Young MP, The connec- 
tional organization of the cortico-thalamic system of the cat. Cerebral Cortex
1999;9(3):277-99 .
[58] Braingrapg.org. the network of the brain. https://braingraph.org/cms/;2020 [ac­
cessed on September 25,2020].
[59] Kerepesi C, Szalkai B, Varga B, Grolmusz G. The braingraph.org database of 
high resolution structural connectomes and the brain graph tools. Cogn Neu- 
rodyn 2017;11(5):483-6. doi:10.1007/s11571- 017- 9445- 1.
[60] Szalkai B, Kerepesi C, Varga B, Grolmusz V. High-resolution directed hu­
man connectomes and the consensus connectome dynamics. PLoS ONE 
2019;14(4):e0215473. doi:10.1371/journal.pone.0215473,
[61] Kerepesi C, Szalkai B, Varga B, Grolmusz V. How to direct the edges of the 
connectomes: dynamics of the consensus connectomes and the development 




[1] A. C. Guyton and J. E. Hall. Tratado de Fisiologia Médica. Elsevier, Rio de Janeiro, 
12th  edition, 2011 .
[2] S. Herculano-Houzel. The human brain in numbers: a linearly scaled-up primate 
brain. Frontiers in Human Neuroscience, 3:31, 2009.
[3] S. Ackerman. Discovering the Brain. National Academies Press (US), Washington 
(DC), 1992.
[4] F. Aboitiz, D. Morales, and J. Montiel. The evolutionary origin of the mammalian 
isocortex: Towards an integrated developmental and functional approach. Behavioral 
and Brain Sciences, 26(5):535-552, 2003.
[5] J. H. Kaas. Neocortex in early mammals and its subsequent variations. Annals of 
the New York Academy of Sciences, 1225:28-36, 2011.
[6] S. Olkowicz, M. Kocourek, K. Radek R. Lucan, M. Portes, T. W Fitch, S. Herculano- 
Houzel, and P. Nemec. Birds have primate-like numbers of neurons in the forebrain. 
Proceedings of the National Academy of Sciences, 113(26):7255-7260, 2016.
[7] A. C. Guyton. Fisiologia Humana. Interamericana, Rio de Janeiro, 5th edition, 1981.
[8] E. K. Beck, E. M. Scheeren, G. N. N. Nogueira, V. L. S. N. Button, E. B. Neves, and 
P. Nohama. Action potential: from excitation to neuron adaption. Fisioter. Mov, 
24(3):535-547, 2011.
[9] L. S. Constanzo. Physiology. Springer, Philadelphia, 5th edition, 2014.
[10] A. Hodgkin and A. Huxley. A quantitative description of membrane current 
and its application to conduction and excitation in nerve. Journal of Physiology, 
117:500-544, 1952.
[11] N. F. Rulkov. Modelling of spiking-bursting neural behavior using two-dimension 
map. Phys. Rev. E, 65:41922, 2002.
[12] C. A. S. Batista, A. M. Batista, J. A. C. de Pontes, R. L. Viana, and S. R. Lopes. 
Chaotic phase synchronization in scale-free networks of bursting neurons. Phys. Rev. 
E, 76(1):016218, 2007.
Referências Bibliográficas 85
[13] C. A. S. Batista, A. M. Batista, J. C. A. Pontes, S. R. Lopes, and R. L. Vi­
ana. Bursting synchronization in scale-free networks. Chaos, Solitons & Fractals, 
41(5):2220-2225, 2009.
[14] N. F. Rulkov. Regularization of synchronized chaotic bursts. Phys. Rev. Lett., 
86(1):183-186, 2001.
[15] D. R. Chialvo. Generic excitable dynamics on a two-dimensional map. Chaos, Solitons 
& Fractals, 5(3):461-479, 1995.
[16] D. R. Chialvo and A. V. Apkarian. Modulated noisy biological dynamics:three exam­
ples. Journal of Statistical Physics, 70:375-390, 1993.
[17] A-L. Barabasi. Linked: The New Science of Networks. Perseus Publishing, Massa­
chusetts, 1st edition, 2002 .
[18] S. H. Strogatz. Nonlinear Dynamics and Chaos: With Applications to Physics, Bio­
logy, Chemistry and Engineering. Westview Press, Massachusetts, 2nd edition, 2000.
[19] F. Mormann, K. Lehnertz, P. David, and C. E. Elger. Mean phase coherence as a 
measure for phase synchronization and its application to the EEG of epilepsy patients. 
Physica D: Nonlinear Phenomena, 144(3):358-369, 2000.
[20] P. Jiruska, M. Curtis, J. G. R. Jefferys, C. A. Schevon, S. J. Schiff, and K. Schindler. 
Synchronization and desynchronization in epilepsy: controversies and hypotheses. 
Physica D: Nonlinea,r Phenomena, 591(4):787-97, 2013.
[21] A. Schnitzler, C. Munks, M. Butz, L. Timmermann, and J. Gross. Synchronized brain 
network associated with essential tremor as revealed by magnetoencephalography. 
Mov Disord, (24):1629-35, 2009.
[22] J. Benito-Leon, J.I. Serrano, and E. D. Louis et al. Essential tremor severity and 
anatomical changes in brain areas controlling movement sequencing. Ann Clin Transl 
Neurol, 1(6):83-97, 2018.
[23] J. C. A. Pontes, R. L. Viana, S. R. Lopes, C. A. S. Batista, and A. M. Batista. Burs­
ting synchronization in non-locally coupled maps. Physica A: Statistical Mechanics 
and its Applications, 387(16):4417-4428, 2008.
[24] E. L. Lameu, F. S. Borges, R. R. Borges, K. C. Iarosz, I. L. Caldas, A. M. Batista, 
R. L. Viana, and J. Kurths. Suppression of phase synchronisation in network based 
on ca t’ s brain. Chaos, 26:043107, 2016.
86 Referências Bibliográficas
[25] E. L. Lameu, C. A. S. Batista, A. M. Batista, K. C. Iarosz, R. L. Viana, S. R. 
Lopes, and J. Kurths. Suppression of bursting synchronization in clustered scale-free 
(rich-club) neuronal networks. Chaos, 22:043149, 2012 .
[26] C. A. S. Batista, S. R. Lopes, R. L. Viana, and A. M. Batista. Delayed feedback 
control of bursting synchronization in a scale-free network. Neural Networks, 23:114­
124, 2010.
[27] A. S. Reis, K.C. Iarosz, F. A. S. Ferrari, I. L. Caldas, A. M. Batista, and R. L. 
Viana. Bursting synchronisation in neuronal assemblies of scale-free networks. Chaos, 
Solitons & Fractals, page 110395, 2020.
[28] C. Hammond, H. Bergman, and P. Brown. Pathological synchronization in Par­
kinson’s disease: networks, models and treatments. Trends in Neurosciences,
30(7):357-364, 2007.
[29] T. L. Prado, S. R. Lopes, C. A. S. Batista, J. Kurths, and R. L. Viana. Synchroni­
zation of bursting hodgkin-huxley-type neurons in clustered networks. Phys. Rev. E, 
90:032818, 2014.
[30] J. M. Scannell and M.P. Young. The connectional organization of neural systems in 
the cat cerebral cortex. Curr. Biol, 3(4):191-200, 1993.
[31] J.W. Scannell, G.A.P.C. Burns, C.C. Hilgetag, M.A. O ’Neil, and M.P. Young. The 
connectional organization of the cortico-thalamic system of the cat. Cerebral Cortex, 
9(3):277-299, 1999.
[32] J. G. White, E. Southgate, J. N. Thomson, and S. Brenner. The structure of the ner­
vous system of the nematode caenorhabditis elegans. Phil. Trans., 314(1165):1-340, 
1986.
[33] L. R. Varshney, B. L. Chen, E. Paniagua, D. H. Hall, and D. B. Chklovskii. Structural 
properties of the caenorhabditis elegans neuronal network. PLoS Computational 
Biology, 7(2), 2011.
[34] C. A. S. Batista., E. L. Lameu, S.R. Lopes, T. Pereira, G. Zamora-Lopez., and R. L. 
Viana. Phase synchronization of bursting neurons in clustered small-world networks. 
Phys. Rev. E, 86:016211, 2012.
[35] F. A. S. Ferrari, R. L. Viana, A. S. Reis, K. C. Iarosz, I. L. Caldas, and A. M. 
Batista. A network of networks model to study phase synchronization using struc­
tural connection m atrix of human brain. Physica A: Statistical Mechanics and its 
Applications, 496:162-170, 2018.
Referências Bibliográficas 87
[36] V. M. Equiluz, D. R. Chialvo, G. A. Cecchi, M. Baliki, and V. A. Apkarian. Scale-free 
brain functional networks. Phys. Rev. Lett., 94:018102, 2005.
[37] O. Sporns, D. R. Chialvo, M. Kaiser, and C.C. Hilgetag. Organization, development 
and function of complex brain networks. Trends in Cognitive Sciences, 8(9):418-425, 
2004.
[38] S. Miocinovic, S. Somayajula, S. Chitnis, and J. L. Vitek. History, Applications, and 
Mechanisms of Deep Brain Stimulation. JAM A Neurology, 70(2):163-171, 2013.
[39] S. Breit, J.B. Schulz, and A. L. Benabid. Deep brain stimulation. The New England 
Journal of Medicine, 318:275-288, 2004.
[40] A. Beuter, F. Richer, C. Gross, and D. Guehl. Effect of deep brain stimulation 
on amplitude and frequency characteristics of rest tremor in Parkinson’s disease. 
Thalamus & Related Systems, 1(3):203-211, 2001.
[41] C.-Y. Lo, P.-N. Wang, K.-H. Chou, J. Wang, Y. He, and C.-P. Lin. Diffusion 
tensor tractography reveals abnormal topological organization in structural cortical 
networks in alzheimer’s disease. J. Neuroscience, 30(50):16876-16885, 2010.
[42] C. Kerepesi, B. Szalkai, B. Varga, and G. Vince. The braingraph.org database of 
high resolution structural connectomes and the brain graph tools. Cogn Neurodyn, 
11:483-486, 2017.
[43] C. Kerepesi, B. Szalkai, B. Varga, and G. Vince. How to direct the edges of the 
connectomes: Dynamics of the consensus connectomes and the development of the 
connections in the human brain. PLOS ONE, 11(6):1-8, 2016.
[44] B. Szalkai, C. Kerepesi, B. Varga, and G. Vince. High-resolution directed human 
connectomes and the consensus connectome dynamics. PLOS ONE, 14(4):1-11, 2019.
[45] P. Erdos and A. Renyi. On the evolution of random graphs. Publications of the 
Mathematical Institute of the Hungarian Academy of Sciences, 5:17-61, 1960.
[46] D. J. W atts and S. H. Strogatz. Collective dynamics of ‘small-world’ networks. Na­
ture, 393:440, 1998.
[47] A-L. Barabasi and R. Albert. Emergence of Scaling in Random Networks. Science, 
286:507-512, 1999.
[48] Y. Kuramoto. Chemical oscillations, waves, and turbulence. Springer-Verlag, Berlin, 
8th  edition, 1984.
88 Referências Bibliográficas
[49] S. H. Strogatz. From Kuramoto to Crawford: exploring the onset of synchronization 
in populations of coupled oscillators. Physica D, 143(1):1-20, 2000.
[50] J. A. Acebron, L. L. Bonilla, C. J. P. Vicente, F. R itort and R. Spigler. The Kura­
moto model: A simple paradigm for synchronization phenomena. Rev. Mod. Phys., 
77(1):137-185, 2005.
[51] S. Milgram. The small world problem. Psychology Today, 1:61-67, 1967.
[52] S. H. Strogatz. Exploring complex networks. Nature, 410:268, 2001.
[53] A-L. Barabasi. Network Science. Cambridge University press, United Kingdom, 2nd 
edition, 2017.
[54] S. N. Dorogovtsev and J. F. F. Mendes. Evolution of Network: From Biological Nets 
to the Internet and WW W.  Oxford University Press, New York, 1st edition, 2003.
[55] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and D-U. Hwang. Complex 
Networks: Structure and dynamics. Physics Reports, 424(4):175-308, 2006.
[56] M. E. J, Newman. The Structure and Function of Complex Networks. Society for  
Industrial and Applied Mathematics - S IA M  Rewiew, 45(2):167-256, 2003.
[57] J. G. White, E. Southgate, J. N. Thomson, and T. S. Brenner. Collective dynamics 
of ‘small-world’ networks. Philosophical TRansaction B, 314:1-340, 1986.
[58] E. Estrada. The Structure of Complex Networks: Theory and Applications. Oxford 
University Press, United Kingdom, 1st edition, 2012.
[59] D. B. West. Introduction to graph theory. Pearson, 2nd edition, 2001.
[60] E. O tt. Chaos in Dynamical Systems. Cambridge University Press, Cambrigde, 2nd 
edition, 1994.
[61] T. D. Sauer e J. A. York K. T. Alligood. Chaos: an introduction to dynamics systems. 
Springer, New York, 1st edition, 1996.
[62] J. H. Poincare. Les methodes nouvelles de la mecanique celeste. Gauthier Villars et 
Fils, Paris, 1st edition, 1892.
[63] C. L. Siegel and J. K. Moser. Lectures on celestial mechanics. Springer, New York, 
2012 .
[64] H. G. Schuster. Deterministic Chaos. Wiley-VCH, New York, 4th edition, 2005.
[65] R. C. Hilborn. Chaos and nonlinear dynamics: an introduction for scientists and 
engineers. Oxford University Press, USA, 2nd edition, 2001.
Referências Bibliográficas 89
[66] M. Mugnaine, A. S. Reis, F. S. Borges, R. R. Borges F. A. S. Ferrari, K. C. Iarosz,
I. L. Caldas E. Lameu, R. L. Viana, J. D. Szezech, J. Kurths, and A. M. Batista. 
Delayed feedback control of phase synchronisation in a neuronal network model. The 
European Physical Journal Special Topics, 227(10):1151-1160, 2018.
[67] S. Strogatz. Sync. Theia, New York, 1st edition, 2003.
[68] J.P. Ramirez, L. A. Olvera, H. Nijmeijer, and J. Alvarez. The sympathy of two 
pendulum clocks: beyond Huygens’ observations. Scientific Reports, 6:23580, 2016.
[69] M. Rosenblum and A. Pikovsky. Synchronization: From Pendulum Clocks to Chaotic 
Lasers and Chemical Oscillations. Contemporary Physics, 44(5):401-416, 2003.
[70] M. G. Rosenblum A. Pikovsky and J. Kurths. Synchronization: A Universal Concept 
in Nonlinear Sciences. Cambridge University Press, 1st edition, 2001.
[71] L. Glass. Synchronization and rhythmic processes in physiology. Nature, 410:277, 
2001 .
[72] A. T. Winfree. The Geometry of Biological Time. Springer, New York, 2nd edition, 
2001 .
[73] C. Schafer, M. G. Rosenblum, H.-H. Abel, and J. Kurths. Synchronization in the 
human cardiorespiratory system. Phys. Rev. E, 60(1):857-870, 1999.
[74] A. T. Winfree. Biological Rhythms and the Behavior of Populations of Coupled 
Oscillators. J. Theoret. Biol., 16(1):15-42, 1967.
[75] A. Arenas, A. Dlaz-Guilera, J. Kurths, Y. Moreno, and C. Zhou. Synchronization in 
complex networks. Physics Reports, 469(3):93-153, 2008.
[76] S.-J. Wang, C.-C. Hilgetag, and C. S. Zhou. Sustained activity in hierarchical modular 
neural networks: self-organized criticality and oscillations. Front. Comput. Neurosci, 
5(30), 2011.
[77] O. Sporns, G. Tononi, and R. Kotter. The human connectome: A structural descrip­
tion of the human brain. PLOS Computational Biology, 1(4):0245-0251, 2005.
[78] P. Hagmann. From diffusion M R I to brain connectomics. PhD thesis, Ecole Polyte­
chnique Federale de Lausanne, 2005.
[79] J.W. Scannell, C. Blakemore, and M.P. Young. Analysis of connectivity in the cat 
cerebral cortex. J. Neurosci, 15(2):1463-1483, 1995.
[80] K. Pyragas. Delayed feedback control of chaos. Phil. Trans. R. Soc. A, 
364(1846):2309-2334, 2006.
90 Referências Bibliograficas
[81] P. Hövel. Control of Complex Nonlinear Systems with Delay. Springer Berlin Heidel­
berg, 1st edition, 2010 .
[82] M. G. Rosenblum and A. Pikovsky. Delayed feedback control of collective synchrony: 
An approach to suppression of pathological brain rhythms. Phys. Rev. E, 70:041904, 
2004.
[83] M. G. Rosenblum and A. Pikovsky. Controlling synchronization in an ensemble of 
globally coupled oscillators. Phys. Rev. Lett,., 92(11):102-114, 2004.
[84] T-W. Lee. Dialetic Neuroscience: Network Balance and Its Relevance To Affective 
Disorders. Pronoun, New York, 1st edition, 2017.
