Deep learning has been shown as a successful machine learning method for a variety of tasks, and its popularity results in numerous open-source deep learning software tools coming to public. Training a deep network is usually a very time-consuming process. To address the huge computational challenge in deep learning, many tools exploit hardware features such as multi-core CPUs and many-core GPUs to shorten the training and inference time. However, different tools exhibit different features and running performance when they train different types of deep networks on different hardware platforms, making it difficult for end users to select an appropriate pair of software and hardware. In this paper, we present our attempt to benchmark several state-ofthe-art GPU-accelerated deep learning software tools, including Caffe, CNTK, TensorFlow, and Torch. We focus on evaluating the running time performance (i.e., speed) of these tools with three popular types of neural networks on two representative CPU platforms and three representative GPU platforms. Our contribution is two-fold. First, for end users of deep learning software tools, our benchmarking results can serve as a reference to selecting appropriate hardware platforms and software tools. Second, for developers of deep learning software tools, our in-depth analysis points out possible future directions to further optimize the running performance.
I. INTRODUCTION
In the past decade, deep learning has been successfully applied in diverse application domains including computer vision, image classification, speech recognition, natural language processing, etc. The success of deep learning is attributed to its high representational ability of input data, by using various layers of artificial neurons [1] . GPUs have played a key role in the success of deep learning by significantly reducing the training time [2] . In order to improve the efficiency in developing new deep neural networks, many open-source deep learning toolkits have been recently developed, including Caffe from UC Berkeley [3] , CNTK from Microsoft [4] , TensorFlow (TF) from Google [5] , Torch [6] , and many other tools like Theano [7] , MXNet [8] , etc. All these tools support multi-core CPUs and manycore GPUs for high-performance. One of the main tasks of deep learning is to learn a huge number of weights, which can be implemented by vector or matrix operations. TensorFlow uses Eigen [9] as accelerated matrix operation library, while Caffe, CNTK and Torch employ OpenBLAS [10] or cuBLAS [11] to speed up matrix related calculations.
All the mentioned tools have recently started to use cuDNN [12] library to perform convolution operations on GPUs. However, because of the difference among optimization methods and memory management schemes by vendors, these tools exhibit different running time performance even when training the same neural network on the same hardware platform. Furthermore, the performance of a tool also varies a lot when training different types of networks, or using different types of hardware.
Given the diversity of deep learning tools and hardware platforms, it could be difficult for end users to choose an appropriate tool to carry out their deep learning tasks. In this paper, we present out attempt to benchmark three major types of deep neural networks, namely fully connected feed-forward neural networks (FCNs) [13] , convolutional neural networks (CNNs) [14] [15] [16] , and recurrent neural networks (RNNs) [17] [18] [19] , on four state-of-the-art GPUaccelerated tools: Caffe, CNTK, TensorFlow and Torch. We compare their running performance on two representative CPUs (a desktop CPU and a server-grade CPU) and three representative NVIDIA GPUs (with architectures of Kepler, Maxwell, and Pascal).
For each type of networks, we choose a small-size network and a large-size network for evaluation. 1 Our major findings are summarized as follows 2 : (1) In general, the performance does not scale very well on many-core CPUs. In many cases, the performance of using 16 CPU cores is only slightly better than that of using 4 or 8 CPU cores. (2) We observe no obvious single winner on CPUonly platforms. The performance of each tool varies among different neural networks, CPU types, and different number of threads. E.g., Torch performs the best on FCNs; Caffe performs the best on AlexNet; Torch performs the best on ResNet-50; and CNTK and TF perform much better than Torch on RNNs. (3) All tools can achieve significant speedup by using contemporary GPUs. We observe 10-30X speedup by comparing the best GPU result to the best CPU result. With GPUs, Caffe, CNTK, and Torch have similar performance on FCNs and are faster than TF; for CNNs, 1 Our source code and experimental data can be downloaded from http: //www.comp.hkbu.edu.hk/ ∼ chxw/dlbench.html. 2 The software tools are being upgraded frequently. The findings are based on our own experimental platforms and only apply to the software versions specified in the paper. We will regularly update our benchmarking results for new software versions on our website. Torch consistently performs very well; but for RNNs, CNTK and TF perform much better than Torch. (4) Among the three GPU platforms, GTX1080 performs the best in most cases, due to its highest computational power. (5) The performance is also affected by the design of configuration files. E.g., CNTK allows the end users to fine-tune the system and trade off GPU memory for better computing efficiency.
The rest of the paper is organized as follows. Section II presents the background and related work. Section III introduces our benchmarking platform and methodology. Experimental results are presented in Section IV, followed by our discussion in Section V. We conclude the paper and discuss our future work in Section VI.
II. BACKGROUND AND RELATED WORK
With the fast development of deep learning techniques, numerous deep neural networks including fully connected feed-forward neural networks (FCNs), convolutional neural networks (CNNs), recurrent neural networks (RNNs), restricted boltzmann machine (RBM) have been developed for different applications [20] . In this paper, we focus on analyzing the running time performance (i.e., speed) of three types of neural networks, namely FCNs, CNNs and RNNs. FCN has a long history dated back to 1980s when the backpropagation (BP) algorithm [21] was first developed. And for CNN and RNN, they have been revealed strong power on the applications of image recognition and natural language processing respectively [15] [16] . FCN could result in large number of parameters. CNNs build a convolutional layer by using a set of kernels to reduce parameters, and RNNs allow cyclical connections of the units in the network. With the growing success of deep learning, there comes out many popular open-source software tools, among which Caffe, CNTK, TensorFlow and Torch are examples of the most active and popular ones. These tools all support multicore CPUs and many-core GPUs.
Caffe is developed by Berkeley Vision and Learning Center (BVLC) and has become open source since 2014. The authors [3] claim that Caffe can process 40 million images per day with GPU-accelerated version on a single NVIDIA K40 or Titan GPU. After integrated with cuDNN, it achieves another 1.3x speedup on NVIDIA K40 card [12] .
CNTK is a unified computational network toolkit developed by Microsoft Research, which supports many popular neural networks. At December 2015, it was officially reported that the performance of CNTK with multiple GPUs on a fully connected 4-layer neural network was much better than Caffe, TensorFlow, Theano and Torch [22] .
TensorFlow is developed by Google which has integrated most common units in deep learning framework. It supports many up-to-date networks such as CNNs and RNNs with different settings. TensorFlow is designed for remarkable flexibility, portability, and high efficiency of equipped hardware.
Torch is a scientific computing framework which provides data structures for the most useful components in machine learning algorithms such as multi-dimensional tensors and mathematical operations over them.
To accelerate the training speed of deep neural networks, both CPU SSE techniques and floating-point SIMD models have been used to implement deep learning algorithms [23] , which achieved 3x speedup over an optimized floating-point baseline. Andre Viebke et al. also exploited thread-and SIMD-parallelism of Intel Xeon Phi processors to speedup the training of CNNs [24] . Considering parallel algorithms for GPUs, Jeffrey Dean et al. [25] proposed a large scaled distribute deep networks and developed two algorithms (i.e., Downpour SGD and Sandblaster L-BFGS) that can be easily implemented on clusters with thousands of machines including GPU machines. Another way to accelerate training speed is to reduce the number of learning parameters. Song Han et al. [26] used the method of pruning redundant connections to reduce parameters without losing network representational ability, which could reduce the number of parameters of AlexNet from 61 millions to 6.7 millions. Bahrampour et al. [27] did the similar work with us, but they only used a single architecture of GPU (i.e., NVIDIA Maxwell Titan X) and old version softwares (e.g., cuDNN v2, v3). As a complement, we use three recent GPU architectures and benchmark on some new networks (e.g., ResNet-50) and software library (e.g., cuDNN v4).
III. EXPERIMENTAL METHODS
For each type of neural network, we set up a smallsize network and a large-size network to make comparison. One popular and effective way to evaluate the training performance is to measure the time duration of an iteration that processes a mini-batch of input data. In practice, after a certain round of iterations or the convergence of learning, the training progress will be terminated. Therefore, we benchmark the networks by using a range of mini-batch sizes for each network on these tools. For each mini-batch size, we run numerous iterations and evaluate their average speed. The methods of time measurement for each tool are as follows:
• Caffe: use "caffe train" command to train a specified network, and then calculate the average time difference between two consecutive iterations. • CNTK: similar to Caffe, but we need to exclude the first epoch which may include the time of disk I/O. • TensorFlow: use "datetime" function to calculate the average iteration time in source scripts. • Torch: the same as TensorFlow. All the toolkits provide very flexible programming APIs or configuration options to do performance optimization. For example, in CNTK, we may specify "maxTempMemSizeIn-SamplesForCNN" option in configuration file to control the size of temporary memory used by CNNs which may result in slightly worse efficiency but less memory requirement. TensorFlow and Torch, which are API based frameworks, have rich APIs for users to choose for computations. In other words, there may exist different APIs performing the same operations. As a result, we need to point it out that the performances reported in this paper are based on our understanding of usage of these tools and are not necessarily the best that can be achieved.
The software versions and related libraries are shown in Table I . Neural networks. For fully connected network, a 5-layer neural network (FCN-5) and an 8-layer neural network (FCN-8) are constructed. For CNNs, we choose the classical AlexNet [14] and the recently proposed ResNet-50 [28] . For RNNs, considering that the main computation complexity is related to the length of input sequence, we select 2 LSTM [17] layers for testing, with input length of 32 (LSTM-32) and 64 (LSTM-64) respectively. The network configuration details can be found in Table II .
Hardware. We test two types of multi-core CPUs, one PC with a quad-core desktop CPU (i.e., Intel i7-3820 CPU @ 3.60GHz) and one server with dual 8-core CPUs (i.e., Intel Xeon CPU E5-2630 v3 @ 2.40GHz), by setting different number of threads. We also test three generations of GPU cards, NVIDIA GTX 980 with Maxwell architecture, GTX 1080 with Pascal architecture, and Telsa K80 with Kepler architecture. Notice that we only use one of the two GK210 chips of K80 GPU in this study. We leave it as a future work to benchmark the performance of multiple GPUs. The details of our hardware configurations are shown in Table  III .
IV. RESULTS
Since the official Caffe does not implement LSTM neuron operation, we do not benchmark Caffe on RNNs. For CNTK, batch normalization (an operation of ResNet-50) is not supported on CPU version, therefore, we do not benchmark CPU-only CNTK on ResNet-50. For TensorFlow on CNNs with GTX 1080, it is not well supported with cuDNN-v4, so we do not benchmark this case either. For more detailed discussion and future updates, please refer to our online report [29] .
To make a full comparison of all toolkits, networks and hardware, we choose a proper mini-batch size for each type of network so that both CPUs and GPUs have their best performance. In our cases, we choose mini-batch sizes of 64, 16 and 128 for FCNs, CNNs and RNNs respectively, and the comparative results with CPU platforms are shown in Fig. 1 . The performances of different mini-batch sizes on different GPUs are shown in Fig. 2 .
A. CPU Results
On FCNs, Torch has in general the best performance on CPU-only platform. Its performance at 4 threads is even better than other tools with more threads. Both CNTK and Caffe perform slightly worse than Torch. TensorFlow's performance on desktop CPU is not good. It requires 32 threads to achieve similar performance with other software tools.
On AlexNet with CPU-only computing resources, Caffe performs the best on the quad-core desktop CPU with 4 threads, while TensorFlow performs the best on the server CPU with 16 threads. On the more complicated ResNet-50, Torch performs the best on both CPUs. Caffe's performance on desktop CPU is very close to Torch, but its performance on server CPU becomes 40% slower than Torch and Ten-sorFlow.
On RNNs, CNTK performs consistently very well. It is almost twice as fast as Torch. TensorFlow's performance is slower than CNTK on desktop CPU, but becomes slightly better than CNTK on server CPU when using 32 threads.
In general, the speedup achieved by multi-threading on multi-core CPUs are diminishing with more and more threads. In most cases, using 16 threads can only slightly reduce the training time as compared to using 4 or 8 threads.
B. GPU Results
The FCNs testing results on GPUs are displayed in Fig.  2(a) and Fig. 2(b) . Caffe and CNTK have similar results, which are better than that of TensorFlow and Torch. Tensor-Flow has a poorer performance on these kinds of networks, which is about 2 times slower than Caffe and CNTK. The CNNs' results (i.e., AlexNet and ResNet-50) on GPUs are shown in Fig. 2(c) and 2(d) . When training the AlexNet on GTX 980 and K80 cards, Caffe has a better performance than any others with all the mini-batch sizes. However, CNTK is on par with TensorFlow and Torch on ResNet-50, and slightly better than Caffe on GTX 980 and K80 cards.
As for RNNs, we have different settings of input sequence lengths which are 32 and 64, and mini-batch size varying from 64 to 256. According to our results demonstrated in Fig. 2 (e) and Fig. 2(f) , CNTK achieves the best performance for all available settings.
On different GPUs, GTX 1080 card performs the best in most cases, and the average running time on GTX 1080 is around 1.5x shorter than on GTX 980. However, when running much larger network (e.g., ResNet-50), with the mini-batch size getting larger, much more GPU memory is needed to do the computation, which results in crash for some tools on GPUs with not enough memory. For example, with mini-batch size of 16, Caffe cannot run on GTX 980. The programs with CNTK are also crashed at not less than 64 mini-batch size on both GTX 980 and GTX 1080 cards. Torch can run all the configured minibatch size except 64 on GTX 980 card. All the benchmark results can be generated with TensorFlow on all GPU cards except the case of ResNet-50 on GTX 980 card with the mini-batch size of 64. It seems that TensorFlow and Torch have a better GPU memory management strategy on running convolutional neural networks.
To make a simple comparison between GPUs and CPUs parallelization, Fig. 1 and Fig. 2 show that GPU version has an obviously high performance than CPU versions.
V. DISCUSSION
Considering parallelization on CPUs, the number of computation threads are recommended to be not larger than the number of physical CPU cores. On single core CPU version, the performance of TensorFlow is much worse than others, simply because the current BLAS library (i.e., Eigen-3.2) used by TensorFlow v0.9.0 does not support AVX (x86 64) [9] , while OpenBLAS which is used by other three tools supports [10] . Fortunately, Eigen-3.3 adds support for AVX (x86 64) and it would be applied to newer version of TensorFlow.
With GPU computing resources, all the deep learning tools mentioned achieve very high speedups compared to their CPU-only versions. This is not surprising because the performance of matrix multiplication and FFT on the tested GPUs are significantly better than on CPUs.
On FCNs, Caffe and CNTK performs a little better than TensorFlow and Torch with one GPU. In general, training a network involves a two-phase computation (i.e., feed-forward and backward propagation). In feed-forward phase, matrix multiplications are the most time-consuming operations, and cuBLAS API: cublasSgemm is adopted by Mini-batch Size Mini-batch Size
(c) AlexNet training speed on GPUs. Mini-batch Size Mini-batch Size all the four tools. However, if we want to multiply matrix A and the transpose of matrix B, we can set the second parameter of cublasSgemm API to CUBLAS OP T, which will apply in-place matrix transpose and result in up to 3 times slower performance as compared to matrix multiply without transpose (e.g.,
Mini-batch Size
). This is because in-place matrix transpose is very time-consuming. CNTK and TensorFlow construct its data structure to call cublasSgemm use CUBLAS OP N, while Caffe and Torch use CUBLAS OP T. In the phase of backward propagation, it needs to use matrix multiplication to calculate the gradients and use element-wise matrix operation to update the parameters. When it comes to low efficiency computation of A times transposition of B by calling cuBLAS, it may be better if we transpose B first (out-place if the GPU has enough memory) and then apply matrix multiply. Furthermore, the cublasSgemm API provides the full support to backward propagation because it adds a scaled (parameter beta as scalar) matrix after matrix multiplication. So if we merged gradients calculation and update operation into a single GPU kernel, the calculation efficiency could be improved. To optimize the efficiency of FCNs, it is possible to use cublasSgemm API without transpose and use cublasSgemm to calculate gradients and do update operations at the same time.
On CNNs, all the toolkits use cuDNN library to do convolution operations. Though the same API calls are used, the parameters may result in different GPU kernels to use. We found that FFT is a better solution for convolution operations compared to performing convolution directly. After FFT of a matrix, convolution calculation can be transformed into inner product operation which is much faster.
On RNNs with LSTM, CNTK performs better than Ten-sorFlow and Torch, both of which achieve similar performance. To launch training procedure of LSTM, Torch executes lots of Pointwise kernels of basic operations such as multiplication, addition, sigmoid, etc. on tensors designed by itself. Regarding the workload of kernels, Torch gives more than 50 blocks of which size is batch size. In this way Torch can somehow fully utilize the computation resources of GPU. We know that TensorFlow organizes all the computations as graph operations [5] , which is also indicated by the kernels launched during the training procedure to some extend. There are a large number of TensorAssignOp kernels with different types of operations also including scalar sum, scalar product etc. on tensors. As for CNTK, some specific kernels for training LSTM designed by itself are also very different from those of Torch and TensorFlow. Its brain scripts are very flexible to customize the neural networks.
VI. CONCLUSION AND FUTURE WORK
This work aims to evaluate the running time performance of a set of modern deep learning software tools and see how they perform on different types of neural networks and different hardware platforms. Our experimental results show that all tested tools can make good use of GPUs to achieve significant speedup over their CPU counterparts. However, there is no single software tool that can consistently outperform others, which implies that there exist some opportunities to further optimize the performance.
We have two directions of future work on the agenda. First of all, we plan to benchmark more deep learning software tools (such as MXNet, Paddle) and hardware platforms (such as AMD's GPU, and Intel Xeon Phi). Secondly, we plan to benchmark the performance of multi-GPUs within a server and across a high-performance cluster.
