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Abst rac t - -The  Jacobi iterative method is applied to the system of linear equations arising from 
the discretization f the Electric Field Integral Equation (EFIE). It is shown that the resulting matrix 
equation is a contraction mapping, uaranteeing monotonic mean square convergence, forany initial 
guess, and for a preferred choice of a relaxation parameter (c~). Both the criterion for convergence and 
for the generation ofthe initial guess are discussed indetail. Results are shown for the 2-dimensional 
TM scattering by a perfectly conducting strip which illustrates the major points of this paper. The 
mathematical criterion herein may be applied to any electromagnetic problem employing the EFIE 
for perfectly conducting surfaces. 
Keywords--Electric field integral equation (EFIE), ~ansverse magnetic field (TM), Jacobi iter- 
ative method, Relaxation parameter, Contraction mapping. 
INTRODUCTION 
Moment Method expansions of the Electric Field Integral Equation (EFIE) have been histori- 
cally used to solve a large variety of electromagnetic radiation and scattering problems [1-4]. The 
discretization of the integral equation results in a large system of linear equations which must be 
solved in order to determine the current distribution on the body under analysis. Traditionally, 
these current distributions have been found by inverting the dense complex-valued matrix associ- 
ated with the system of equations obtained from the Moment Method expansion. The inversion 
of such a matrix is on the order of (1/3)N 3 operations, and acts as the fundamental limitation 
on the electrical size of problems which can be solved using Moment Method expansions. 
More recently, the Conjugate Gradient iterative method [5-8] has been applied to the resulting 
system of equations obtained from the Moment Method expansion in an effort to reduce the 
number of operations necessary to solve the system. Provided that the resulting matrix has 
certain numerical properties (e.g., diagonally dominant, banded, or eigenvalues less than one), the 
Conjugate Gradient iterative method can reduce the order of necessary operations from (1/3)N 3 
to N 2, thus increasing the electrical size of the problem that can be solved using the Moment 
Method expansion by an order of magnitude. 
In the following paper, a more fundamental iterative method, the Jacobi iterative method [9,10], 
is considered as an alternative method to the Conjugate Gradient which can also reduce the order 
of necessary operations to order N 2. In the material which follows, the Jacobi iterative method 
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is applied to 2-dimensional transverse magnetic field (TM) scattering problems; however, the 
material presented is general and may be readily adapted to any perfectly conducting electro- 
magnetic scattering problem described by the EFIE. The TM case was chosen over the TE case 
because of the strong singularities associated with TM current distribution which do not occur 
in the TE case. For this subset of electromagnetic s attering problems, both the criterion for 
convergence and generation of an initial guess are discussed in detail. 
MATHEMATICAL  DEVELOPMENT 
For 2-dimensional TM electromagnetic scattering problems, the current distribution on a per- 
fectly conducting body (PEC) can be expressed in terms of the following integral equation [1]: 
C 
where jz is the current distribution along the contour of the body C. Using a pulse-basis point- 
matching Moment Method expansion [1], the above integral equation can be approximated by 
the following system of linear equations: 
E .c - g H(o 2) ~?A(_ j21n(V_~) ) jZm(rm) ,  Z~?A ~ jz n (r~n) (/3lrm - r~nl) + 7 1 4 n=l  
n#m 
where A is the width of the pulse basis expansion, and 7 = 0.5772... is Euler's constant [1,11]. 
The previous ummation can now be stated in matrix form, where the elements of matrix [A] are 
defined from the above series: 
.. ] I • A2'2 J /  • 
Jacobi iteration can now be successfully applied to the above matrix equation if and only if 
the spectral radius of the matrix [A] is less than one [9,10]. This criterion is inherently satisfied 
if the matrix [A] is diagonally dominate [9]. From the nature of the Hankel function [12,13], it 
is apparent that the magnitudes of the diagonal terms are greater than the other corresponding 
terms in any row; however, whether the magnitude of the diagonal term is greater than the sum of 
the magnitudes of the corresponding elements in any given row is not apparent. For cases where 
this condition is true, the matrix [A] is by definition a contraction mapping (i.e., its spectral radius 
is less than one) and the Jacobi iteration method may be applied directly to the matrix equation 
with the contraction mapping uarantee of monotonic mean square convergence. For cases where 
the diagonally dominate condition is not satisfied, it is possible to shift the spectral radius of the 
matrix [A] by introducing a relaxation parameter (a) into the Jacobi iteration procedure and 
hence, simulate a diagonally dominate matrix (see the Appendix). Thus, all matrix equations 
resulting from a Moment Method expansion of the EFIE can be iterated to a unique solution 
provided that the appropriate relaxation parameter (a) is known. The efficiency of the iteration 
process is directly related to the magnitude of a, thus a tight upper bound on a is necessary to 
insure numerical efficiency of the iterative method. 
In general, the relaxation parameter (a) is a function of the size, type, and number of basis 
functions used in the Moment Method expansion, as well as the geometry of the body under 
analysis. These dependencies prohibit the introduction of a sharp universal bound on the value 
of a, which would insure monotonic mean square convergence to iterative solutions for all Moment 
Method expansion problems. A conservative bound of the value of a is obtained irectly from the 
Appendix which states that c~ must be less than 1/n, where n is the size of the matrix. A sharper 
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bound on the value of a may be obtained by using the infinity norm of the matr ix  D-I(L + U), 
where the matr ix  D-I(L + U) is defined in the Appendix.  Making use of this norm provides the 
following bound on a:  
1 a< 
ID -I (L + U)[o~ + 1" 
In practice, both of these bounds are much too conservative for efficient numerical  use, and 
values for c~ as high as 0.8 have been found to provide the desired contract ion mapping effect. 
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FORMULATION OF THE IN IT IAL  GUESS 
With the introduction of the appropriate relaxation constant, a, the modified reaction matrix 
becomes a true contraction mapping [9], and under this condition, the Jacobi iterative method 
will converge for any initial guess. Thus, any elementary guess, such as zero, is satisfactory to 
initiate the iteration process. However, while convergence is guaranteed regardless of the initial 
guess, the rate of convergence is not, and in fact, the rate of convergence is highly dependent 
upon the quality of the initial guess. Since a decrease in computer un time is the sole reason 
for investigating the use of iterative techniques for the solution of the system of linear equations 
resulting from Moment Method expansions, it is essential to initiate the iteration process with 
the best guess possible, such that the computer un time associated with the generation of the 
initial guess is not significant compared to the total run time of the iterative solution process. 
For these reasons, the Physical Optics (PO) current approximation [11,14] is recommended asan 
initial guess to the iteration process. The PO current approximation, 
f=  ~ 2~ x/-tinc, Optically Illuminated Region, 
L 0, Optically Shadowed Region, 
provides a reasonable method for estimating the current distribution on PEC bodies which is 
accurate to within about 20 percent for bodies greater than a wavelength (see Figure 1). 
NUMERICAL RESULTS 
Figure 2 shows the geometry associated with the problem of calculating the current distribution 
on a 2-dimensional, PEC, strip. The scattering body is excited by a TM plane wave propagating in
the negative x direction with a unit amplitude magnetic field. The strip surface was discretized 
at twenty points per wavelength, and three different initial current distributions were used to 
start the iterative process. Figures la,b show the current magnitudes after one, five, ten, and 
twenty iterations tarting from the Physical Optics initial guess. For this particular scattering 
problem, a was chosen as 0.2, and twenty iterations were required to obtain over lay results. 
Figures 3a,b show the current magnitudes after one, five, ten, and twenty iterations tarting from 
an edge deficient initial guess which assumes the initial current distributions to be zero where the 
singularities in the exact solution exist. Note, that the contraction mapping process overcomes 
the discontinuities which exist in the initial guess at +/ -  0.8 wavelengths. 
Lastly, Figure 4 shows the current magnitudes after one, two, five, ten, twenty, and thirty 
iterations tarting from an initial guess of zero. While the iterative process appears to oscillate 
about the exact solution, in actuality its error norm (evaluated across the entire distribution) is 
decreasing in the monotonic mean square fashion associated with contraction mappings. When 
contrasting Figure 4 with Figures 1 and 3, it is apparent that a good initial guess has favorable 
implications regarding the number of iterations required for a final solution. As can be seen 
from the pictured results, the iterative procedure demonstrates the desired contraction mapping 
phenomenon of guaranteed convergence in a monotonic mean square fashion. Furthermore, the 
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existence of the singularities in the current distribution at the edges of the strip make this partic- 
ular example one of the more difficult scattering problems encountered in standard computational 
electromagnetics. 
CONCLUSIONS 
Based on the information presented, there exists a relaxation parameter ~ such that any 
Moment Method expansion of the EFIE, for perfectly conducting bodies, can be iterated to a 
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unique solution using the Jacobi iterative method with the guarantee of monotonic mean square 
convergence. While the guarantee of convergence is independent of the initial guess, for an 
allowable range of a the rate of convergence is not; and thus, it is recommended that the iteration 
process always be initiated with the best guess possible. For electromagnetic s attering problems, 
the Physical Optics current approximation is recommended. Likewise, the rate of convergence is 
also highly dependent upon the magnitude of a; hence, a should always be chosen within ninety 
percent of its maximum allowable value. Finally, choosing c~ to be equal to its maximum value 
is not recommended since small amounts of numerical error may cause the iteration process to 
become unstable and diverge. 
APPENDIX  
REDUCTION OF THE SPECTRAL  RADIUS 
Let A = {aij}, i ; j  = 1 , . . . ,n  and consider the linear system Ax = b. Let A = (L + D + U) 
where 
L = { l i j} ,  l i j  : aij, if i > j, l i j  = 0, if i < j, 
U = {uij}, uij = aij, i f i< j ,  u~j=0,  i f i> j ,  
D = diag{aij}. 
Then, applying a relaxation parameter to the Jacobi iteration method produces the following 
matrix equation where a is a real parameter: 
X (K+l) = [ -aD -1 (L + U) + (1 - a) I] x (~0 + aD- lb .  
THEOREM. I f lai j l  < !aul [or i ~ j, i = 1,. . .  ,n, then the matrix 
[ -aD -1 (L + U) + (1 - a) I ] ,  
is diagonally dominant [or a11 a such that 0 < a < 1/n. 
The Convergence of Iterative Solutions 
PROOF. Let [ -aD -1 (L + U) ÷ (1 -  a) I ]  = {c i j}  where ci j  = -c~a i j /a i i  i f /  
(1 - c~). Then ~iC j  ]cijl < (n -  1)c~ < 1 - 1/n < 1 - c~,i = 1, . . .n .  
COROLLARY. I f  laij] < laii[ for i 7 £ j ,  i = 1 , . . . ,  n, then the matr ix  
[ - -~D -1 (L ÷ U) ÷ (1 - ol) I ] ,  
has a spectral rad ius  less than one for a11 ~ such that  0 < c~ < 1/n (see [10]). 
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