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QUANTITATIVELY HYPER-POSITIVE REAL FUNCTIONS
DANIEL ALPAY AND IZCHAK LEWKOWICZ
Abstract. Hyper-positive real, matrix-valued, rational functions are associated with
absolute stability (the Lurie problem). Here, quantitative subsets of Hyper-positive
functions, related through nested inclusions, are introduced. Structurally, this family of
functions turns out to be matrix-convex and closed under inversion.
A state-space characterization of these functions through a corresponding Kalman-Yakubovich-
Popov Lemma, is given. Technically, the classical Linear Matrix Inclusions, associated
with passive systems, are here substituted by Quadratic Matrix Inclusions.
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1. Introduction
Positive real rational functions are known to be a model for passive, continuous-time, lin-
ear, time-invariant systems, see e.g. [4, Theorem 2.6.1], [6, Section 3.18], [12, Section 6.3],
[21]. In [13] it was pointed that the family of m×m-valued positive real rational func-
tions, forms a cone, which is matrix-convex1 and also closed under inversion. Moreover, it
was also shown that this property is maximal in the sense that if one picks up a function,
which is analytic in the right half plane, but not positive real, by taking positive scaling,
sums and inversion of this function along with F (s) ≡ Im (a zero degree positive real
Daniel Alpay thanks the Foster G. and Mary McGraw Professorship in Mathematical Sciences, which
supported this research.
1a notion which is more strict than classical convexity
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2 D. ALPAY AND I. LEWKOWICZ
function), one can always obtain a function which is no longer analytic in the right-half
plane.
It turned out that corresponding state-space realizations are also intimately linked to the
structure of matrix-convex cones, closed under inversion. This can be intuitively explained
by employing LMI (Linear Matrix Inclusions2) formulation.
In this work we focus on a dissipative subset of positive real functions3: The hyper-positive
real rational functions, which are associated with absolute stability (a.k.a. the Lurie
problem). We then introduce a partial ordering within this set. It turns out that here,
the corresponding structure is of matrix-convex sets (not cones), closed under inversion.
Furthermore here, the LMI’s are substituted by Quadratic Matrix Inclusions.
The work is outlined as follows. In Sections 2 and 3, we introduce a quantitative nested
set of inclusions into the Stein matrix inclusion and of the family of Bounded real rational
functions, respectively. Applying the Cayley transform, the corresponding refinement of
the Riccati matrix inclusion and the Positive real rational functions, are given in Sections
4 and 5, respectively. In Section 6 a corresponding Kalman-Yakubovich-Popov Lemma is
presented.
2. Matrices whose spectrum is within a subunit Disk
In the sequel, we shall denote by Hn (Hn) the set of n × n Hermitian (non-singular)
matrices. Similarly (Pn) Pn will be set of n× n positive (semi)-definite matrices4.
For convenience, when using the Cayley transform, we follow the (artificial yet intuitive)
engineering notational distinction between A (typically with spectrum in CR) and Aˆ
(whose spectrum is typically in the unit disk).
For a given H ∈ Hn, let us define the set of all matrices Aˆ satisfying the Stein5 inclusion,
(2.1) SteinH =
{
Aˆ ∈ Cn×n :
(
Aˆ
In
)∗ ( −H 0
0 H
)(
Aˆ
In
)
∈ Pn
}
.
Properties of the set SteinH are explored in [15]. We now introduce a scalar parameter
η, where η ∈ (1, ∞], to the sets in Eq. (2.1),
(2.2) SteinH(η) =
{
Aˆ ∈ Cn×n :
(
Aˆ
In
)∗ ( −(η+1)H 0
0 (η−1)H
)(
Aˆ
In
)
∈ Pn
}
Note that for all H ∈ Hn and all η ∈ (1, ∞], the matrix( −(η+1)H 0
0 (η−1)H
)
has real eigenvalues, n of them are positive and n negative.
Eq. (2.2) offers a more detailed examination of the set in Eq. (2.1), in the following sense,
∞ > η > η1 > 1 =⇒ SteinH(η1) ⊂ SteinH(η) ⊂ SteinH ,
2meaning “inclusion within the set of positive (semi)-definite matrices” which is more accurate than
mere “inequality”.
3In fact, a proper subset of Strictly Positive Real functions.
4Recall, X denotes the closure of a set X.
5In some engineering circles referred to a “discrete-time Lyapunov”.
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and
lim
η −→ ∞
SteinH(η) = SteinH .
Here are three basic properties of this set.
Proposition 2.1. For parameters H ∈ Hn and η ∈ (1, ∞], the matricial set SteinH(η)
in Eq. (2.2), satisfies the following,
(i) The set SteinH(η) is open
6 and in particular contains all elements of the form
λIn, where λ ∈ C and
√
η−1
η+1
> |λ|.
(ii) This set is closed under multiplication by complex scalars of bounded modulus, i.e.
Aˆ ∈ SteinH(η)
λ∈C√
η−1
η+1
>|λ|
}
=⇒ λAˆ ∈ SteinH(η).
(iii) This set is matrix-product-contractive, i.e.
Aˆa, Aˆb ∈ SteinH(η) =⇒ (AˆaAˆb) ∈ SteinH(η1) where η1 = 12(η + 1η ).
The above properties are easy to verify.
In [5, Theorem 3.5] T. Ando showed that that items (i), (ii), (iii) in Proposition 2.1 are
three out of seven items characterizing any set of the form SteinH (without specifying
H). The details are technically demanding and thus omitted.
In the rest of this section we shall confine the discussion to H ∈ Pn. Then, by multiplying
Eq. (2.2), by H−
1
2 from both sides, one can equivalently write
(2.3) SteinH(η) = {Aˆ ∈ Cn×n :
√
η−1
η+1
> ‖H 12 AˆH− 12‖2 },
where ‖ ‖2 denotes the spectral (a.k.a. Euclidean) norm. As a motivation, one has the
following model of a stability robustness problem.
Difference inclusion stability problem
Let x(·) be a real vector-valued sequence satisfying,
(2.4) x(k + 1) = A (k, x(k))x(k) k = 0, 1, 2, . . .
where the actual sequence {A (0, x(0)) , A (1, x(1)) , A (2, x(2)) , . . . } can be arbitrary.
Proposition 2.2. If in the above difference inclusion,
A(·, ·) ∈ SteinIn(η),
then,
‖x(0)‖2 · ( η−1η+1)
k
2 ≥ ‖x(k)‖2 ∀ x(0) k = 0, 1, 2, . . . ,
The restriction in Eq. (2.3) of the set SteinH(η) to H ∈ P, enables one to write Eq. (2.3)
and thus introduce an additional property. To describe it, we need the following.
Definition 2.3. A set A of n × n matrices is called matrix-convex if for all natural k
and all n× nk isometry Υ =
( υ1
...
υk
)
i.e. In = Υ
∗Υ =
k∑
j=1
υ∗jυj one has that whenever the
6In the sense that Pn is the closure of Pn.
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matrices A1, . . . , Ak are in A also
Υ∗
A1 . . .
Ak
Υ = k∑
j=1
υ∗jAjυj
belongs to A. 
Background to matrix-convex sets in our context, is given in [13, Sections 2,3], for broader
scope literature, see references therein. In particular, from part (I) of [13, Observation
2.2] one can draw the following conclusion with respect to the set SteinH(η) introduced
in Eq. (2.2).
Proposition 2.4. For parameters H ∈ Pn and a scalar η ∈ (1,∞] the matricial set
SteinH(η) in Eq. (2.3) is matrix-convex.
3. Quantitatively Hyper-Bonded real rational functions
We shall use the following notation for disks in the complex plane
D(Center, Radius) = {λ ∈ C : Radius > |λ− Center| } Center∈C
Radius>0.
In scalar terminology, a rational function is called Bounded Real if it analytically maps
CR to the closed unit disk D( 0︸︷︷︸
Center
, 1︸︷︷︸
Radius
). Formally, a m×m-valued rational function
G(s) is called Bounded Real if
(3.1) (Im − (G(s))∗G(s)) ∈ Pm ∀s ∈ CR ,
see e.g. [4, Section 2.6] and further analysis in [15, Section 3].
We next “zoom into” this family. To simplify the exposition, we start with scalar rational
functions g(s) mapping CR to a closed sub-unit disk of the form.
D( 0︸︷︷︸
Center
,
√
η−1
η+1︸︷︷︸
Radius
) η ∈ (1, ∞],
This set of η-Hyper Bounded Real functions, will be denoted by HBη . For m×m-valued
rational functions, we shall describe this family as subsets of functions G(s) in Eq. (3.1),
(3.2)
(
Im − η+1η−1 (G(s))∗G(s)
) ∈ Pm ∀s ∈ CR .
This condition can be equivalently written as
(3.3)
√
η−1
η+1
≤ sup
s∈CR
‖G(s)‖2 .
In the sequel we shall illustrate the contractive nature of the sets of Hyper-Bounded (and
subsequently Hyper-Positive) in several ways, here are scalar samples of HBη functions.
Example 3.1. Consider a degree one HBη rational function g(s) of the form
(3.4) g(s) =
√
η−1
η+1
· s− a
s+ a
a>0
η∈(1, ∞].
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It maps CR onto the closed sub-unit disk D( 0︸︷︷︸
Center
,
√
η−1√
η+1︸︷︷︸
Radius
), irrespective of the parameter
a. In particular, g(0) = −√ η−1
η+1
, g(ia) = −i√ η−1
η+1
, g(∞) = √ η−1
η+1
. See the Nyquist plot
on the left-hand side of Figure 1. 
We now address ourselves to state space realizations of the above rational function G(s).
We start with the classical Bounded Real Lemma, see e.g. [4, Section 7.2], [7, Subsection
2.7.3].
Lemma 3.2. Let G(s) be a m ×m-valued rational function, with no pole at infinity, of
McMillan degree n. Let
G(s) = Cˆ(sIn − Aˆ)−1Bˆ + Dˆ,
be a corresponding minimal realization.
The function G(s) is bounded real, if and only if, there exist a matrix H satisfying
H ∈ Pn
((
−HAˆ−Aˆ∗H −HBˆ
−Bˆ∗H Im
)
−
(
Cˆ∗
Dˆ∗
)
( Cˆ Dˆ )
)
∈ Pn+m .
One can now introduce a quantitative refinement of this classical result.
Lemma 3.3. Let G(s) be a m×m-valued rational function, with no pole at infinity, of
McMillan degree n. Let
G(s) = Cˆ(sIn − Aˆ)−1Bˆ + Dˆ,
be a corresponding minimal realization.
We shall say that m ×m-valued rational function, belongs to HBη for some η ∈ (1, ∞],
i.e. G(s) is quantitatively bounded real in the sense of Eq. (3.2), if and only if, there exist
a matrix H satisfying
H ∈ Pn
((
−HAˆ−Aˆ∗H −HBˆ
−Bˆ∗H Im
)
− η+1
η−1
(
Cˆ∗
Dˆ∗
)
( Cˆ Dˆ )
)
∈ Pn+m .
Moreover, the right-hand side is singular.
The classical case (as in Lemma 3.2) is obtained upon substituting η =∞.
In the sequel we shall find it convenient to re-write the condition in Lemma 3.3 in the
following quadratic form.
(3.5) H ∈ Pn
(
Aˆ Bˆ
Cˆ Dˆ
In 0
0 Im
)∗( 0 0 −H 0
0 1+η
1−η Im 0 0
−H 0 0 0
0 0 0 Im
)
︸ ︷︷ ︸
W
(
Aˆ Bˆ
Cˆ Dˆ
In 0
0 Im
)
∈ Pn+m .
Note that the Hermitian matrix W , has exactly n + m positive eigenvalues and n + m
negative eigenvalues.
We next resort to the classical Cayley transform.
Definition 3.4. We denote by C(M) the Cayley transform of a matrix M ∈ Cn×n,
Mˆ = C (M) := (In −M) (In +M)−1 = −In + 2 (In +M)−1 −1 6∈ spect(M).

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Real
Imaginary
−
√
η−1√
η+1
√
η−1√
η+1
−
√
η−1√
η+1
√
η−1√
η+1
Nyquist plot of g(s) in Eq. (3.4)
Real
Imaginary
η−
√
η2−1 η η+
√
η2−1
−
√
η2−1
√
η2−1
Nyquist plot of f(s) in Eq. (5.4)
Figure 1. f(s) = C (g(s))
As already mentioned, for convenience we follow the (artificial yet intuitive) engineering
notational distinction between M (typically with spectrum in CR) and Mˆ = C(M)
(whose spectrum is typically in the unit disk).
Recall that the Cayley transform is involutive in the sense that, whenever well defined,
C (C (M)) = M.
The contractive nature of HPη functions will be further discussed in Observation 5.8 and
through state-space realization presentation, in items (2), (3) of Example 6.4.
Disks of the form of the right-hand side of Figure 1 are studied in details in [14].
4. Quantitatively contractive Lyapunov inclusions
Applying the Cayley transform to the Stein inclusion in Eq. (2.2), yields the Riccati
inclusion in Eq. (4.2) below.
Proposition 4.1. For arbitrary H ∈ Hn and η ∈ (1, ∞] one has that
(4.1) C (SteinH(η)) = LH(η),
where,
(4.2) LH(η) =
{
A ∈ Cn×n :
(
A
In
)∗( − 1
η
H H
H − 1
η
H
)(
A
In
)
= Q ∈ Pn
}
.
Remark 4.2. Note that in the Stein equation (2.2), (4.1) and in the Riccati equation
(4.2), the parameters H and η, are indeed the same. 
In Eq. (4.2) in particular we denote lim
η −→ ∞
LH(η) = LH namely a Lyapunov inclusion,
LH =
{
A ∈ Cn×n :
(
A
In
)∗ ( 0 H
H 0
)(
A
In
)
= HA+ A∗H = Q ∈ Pn
}
.
For a prescribed H ∈ Hn one has that,
∞ > η > η1 > 1 =⇒ LH(η1) ⊂ LH(η) ⊂ LH ,
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and each inclusion is strict.
The sets LH , LH (where η =∞) were introduced in [10], where it was shown that they are
convex cones and closed under inversion. In [13] it was shown that for H = In, these sets
are in fact matrix-convex. Here, we colloquially “zoom-in” into this structure to present
the main result of this section.
Theorem 4.3. Let H ∈ Pn and a scalar η ∈ (1, ∞], be prescribed.
(I) Then, the open set LH(η) in Eq. (4.2) is convex and closed under inversion.
(II) For H ∈ Pn and η = ∞ the set LH is a maximal convex set of matrices whose
spectrum is in CR .
(III) For H = In, the set LIn(η), is in addition matrix-convex.
Proof : (I) To show convexity, for a pair of n × n matrices Ao, A1 and a scalar
parameter θ ∈ [0, 1], consider the following identity,
θ
(
A1
In
)∗( − 1
η
H H
H − 1
η
H
)(
A1
In
)
︸ ︷︷ ︸
Q1
+ (1− θ)
(
Ao
In
)∗( − 1
η
H H
H − 1
η
H
)(
Ao
In
)
︸ ︷︷ ︸
Qo
+ θ(1−θ)
η
(Ao−A1)
∗
H (Ao−A1)
=
(
θA1+(1−θ)Ao
In
)∗( − 1
η
H H
H − 1
η
H
)(
θA1+(1−θ)Ao
In
)
.
The condition Ao, A1 ∈ LH(η) is equivalent to having Qo, Q1 ∈ Pn. Since by assumption
H ∈ Pn, it implies that (Ao−A1)∗ H (Ao−A1) ∈ Pn and thus one has that for all θ ∈ [0, 1],
also (θA1 + (1− θ)Ao) belongs to LH(η), so this part of the claim is established.
We shall show invertibility in two ways:
(a) Directly: Using Eq. (4.2) note that whenever A ∈ LH(η) then,(
A−1
In
)∗( − 1
η
H H
H − 1
η
H
)(
A−1
In
)
=
(
In
A−1
)∗( − 1
η
H H
H − 1
η
H
)(
In
A−1
)
= (A−1)
∗
Q(A−1) ∈ Pn .
(b) Invertibility can be indirectly deduced by using the relation C (A−1) = −C (A) which
is immediate from Definition 3.4, along with Eqs. (2.2) and (2.3).
(II) See e.g. [10, Lemma 3.5].
(III) Matrix convexity for H = In .
First note that one can always complete a given kn× n isometry Υ to a kn× kn unitary
matrix U , i.e. to construct a kn× (k − 1)n matrix U˜ so that
(4.3) Ikn =
(
Υ U˜
)︸ ︷︷ ︸
U
(
Υ U˜
)∗︸ ︷︷ ︸
U∗
= ΥΥ∗ + U˜ U˜∗
For a prescribed η ∈ (1, ∞] let now A1, . . . , Ak be in LIn(η), then by Eq.(4.2),
(4.4) − 1
η
A∗jAj + A
∗
j + Aj − 1ηIn = ∆j
∆j∈Pn
j=1, ... , k.
We need to show that each matrix of the form
k∑
j=1
υ∗j Ajυj = Υ
∗
( A1
...
Ak
)
Υ,
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satisfies the condition in Eq. (4.2).
Indeed,
− 1
η
(
k∑
j=1
υ∗j Ajυj
)∗(
k∑
j=1
υ∗j Ajυj
)
+
(
k∑
j=1
υ∗j Ajυj
)∗
+
(
k∑
j=1
υ∗j Ajυj
)
− 1
η
In
= − 1
η
(
k∑
j=1
υ∗j Ajυj
)∗(
k∑
j=1
υ∗j Ajυj
)
+
k∑
j=1
υ∗j
(
Aj + A
∗
j − 1η In
)︸ ︷︷ ︸
1
η
A∗jAj+∆j by Eq.(4.4)
υj
= − 1
η
(
k∑
j=1
υ∗j Ajυj
)∗(
k∑
j=1
υ∗j Ajυj
)
+
k∑
j=1
υ∗j
(
1
η
A∗jAj + ∆j
)
υj
= − 1
η
( A1υ1
...
Akυk
)∗
ΥΥ∗
( A1υ1
...
Akυk
)
+ 1
η
( A1υ1
...
Akυk
)∗( A1υ1
...
Akυk
)
+ Υ∗
(∆1
...
∆k
)
Υ
= 1
η
( A1υ1
...
Akυk
)∗
(Ink −ΥΥ∗)︸ ︷︷ ︸
U˜U˜∗ by Eq. (4.3)
( A1υ1
...
Akυk
)
+ Υ∗
(∆1
...
∆k
)
Υ
= 1
η
( A1υ1
...
Akυk
)∗
U˜ U˜∗
( A1υ1
...
Akυk
)
+ Υ∗
(∆1
...
∆k
)
Υ.
As we have a sum of positive semi-definite matrices, the matrix
k∑
j=1
υ∗j Ajυj satisfies Eq.
(4.2) and thus belongs to LIn(η), so the claim is established. 
The above structural properties will be exploited in Corollary 5.5 below, where we address
m×m-valued rational functions mapping CR to
LIm =
{
A ∈ Cm : A+ A∗ ∈ Pm
}
.
5. Quantitatively Hyper-Positive Real Functions
We start by setting up the framework for positive real rational functions and their subsets.
Definition 5.1. Consider the following families of m×m-valued rational functions F (s).
• The family of functions analytically mapping CR to LIm is called Positive Real
and denoted by P .
• The family of functions F (s) so that F (s − ) is positive real, for some  > 0, is
called Strictly Positive Real and denoted by SP .
• The family of functions analytically mapping CR to LIm is called Hyper-Positive
Real and denoted by HP .

As a scalar illustration consider the following degree one P unction
f(s) = d + b
s+a
b>0
a,d≥0 parameters.
f ∈ SP if and only if ab > 0, d ≥ 0 and f ∈ HP if and only if abd > 0.
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While the sets P and SP are classical, see e.g. [8], the name HP , is less conventional.
For instance, in some research circles, see e.g. [8], this family of functions is referred to
as “both input and output strictly passive”.
Here is a summary of the structure of the set P . For details see [13, Theorem 4.3].
Observation 5.2. Consider the sets of m×m-valued rational functions: P, SP and HP
(i) HP ⊂ SP ⊂ P and each inclusion is strict.
(ii) Each of these three sets is a matrix-convex cone and closed under inversion.
(iii) In item (ii), the set P is maximal in the sense that if a real m×m-valued rational
function is not positive real, by taking positive scaling, sums and inversion of this
function, along with F (s) ≡ Im (a zero degree positive real function), one can
always obtain a function which is no longer analytic in CR.
Recall that in [9] Otto Brune showed that the driving point immittance of a lumped
R− L− C electrical network belongs to P and that an arbitrary positive real rational
function can be realized as the driving point immittance of a lumped R− L− C electrical
network. For further details see e.g. [4], [6] and [22]. For a recent comprehensive account
of circuits describing P functions of degree two, see [16].
Roughly speaking, HP functions correspond to the driving point immittance of lumped
R− L− C electrical networks with no branch which is puerly reactive (i.e. without a
resistive) part.
In the sequel we refine the above definition of HP functions by introducing a parameter
η, so that
∞ > η > η1 > 1 =⇒ HPη1 ⊂ HPη ⊂ HP ,
and each inclusion is strict. Here are the details.
It is well known, see e.g. [4, Example 2.7.1], that the families of Bounded Real and
Positive Real rational functions are related through the Cayley transform, i.e.
C (B) = P .
Following this intuition, we shall similarly describe the set HPη of Quantitatively Hyper-
Positive Real,
C (HBη) = HPη .
Proposition 4.1 relates, through the Cayley transform, the matricial families (SteinH(η))
and LH(η). In an analogous way, one has the following for matrix-valued, rational HPη
functions.
Observation 5.3. Let F (s) be a m ×m-valued rational function and let η, η ∈ (1, ∞],
be a parameter. The function F (s) belongs to HPη, if and only if
(5.1)
(
F
I
)∗(− 1
η
In In
In − 1ηIn
)(
F
I
)
∈ Pm ∀s ∈ CR .
In a way similar to the discussion following Remark 4.2, taking the limit η −→ ∞, the
quadratic inclusion in Eq. (5.1) degenerates to a linear inclusion and the set
P := { F (s) : F + F ∗ ∈ Pn ∀s ∈ CR },
of Positive Real functions, is recovered. For more details on this set see [13].
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Denoting by ρ(M) the spectral radius of a square matrix M , one obtains the following
equivalent, and technically more convenient, characterization of this set.
Corollary 5.4. Let F (s) be a m×m-valued rational function and let η, η ∈ (1, ∞], be a
parameter. The function F (s) belongs to HPη, if and only if
(5.2) η ≥ sup
s∈CR
ρ
(
(F ∗F + Im) (F ∗ + F )
−1) .
Proof : From Eq. (5.1) one has the following chain of relations(
(F + F ∗)− 1
η
(F ∗F + I)
) ∈ Pm ∀s ∈ CR
(η (F ∗ + F )− (Im + F ∗F )) ∈ Pm ∀s ∈ CR(
ηIm − (F ∗ + F )−
1
2 (Im + F
∗F ) (F ∗ + F )−
1
2
)
∈ Pm ∀s ∈ CR
η ≥ ‖ (F ∗ + F )− 12 (Im + F ∗F ) (F ∗ + F )−
1
2 ‖2 ∀s ∈ CR ,
which in turn means that
η ≥ sup
s∈CR
‖ (F ∗ + F )− 12 (F ∗F + Im) (F ∗ + F )−
1
2 ‖2
= sup
s∈CR
ρ
(
(F ∗ + F )−
1
2 (F ∗F + Im) (F ∗ + F )
− 1
2
)
= sup
s∈CR
ρ
(
(F ∗F + Im) (F ∗ + F )
−1) ,
so Eq. (5.2) is established. 
The following alternative description of the set HPη will be employed in the sequel.
Corollary 5.5. Let η, η ∈ (1, ∞], be a parameter. An m ×m-valued rational function
F (s) belongs to HPη, if and only if, F (s) analytically map CR to LIm(η), see Eq. (4.2).
Indeed, from Observation 5.3, one can say that whenever F (s) is an m×m-valued HPη
function, for each point so ∈ CR the matrix F (so) belongs to LIm(η).
As an illustration, we first consider a structured, scalar, HPη function of degree one.
Example 5.6. In scalar terminology, Observation 5.3 may be interpreted as saying that
that an HPη function, maps CR to a closed disk of the form,
(5.3) D( η︸︷︷︸
Center
,
√
η2−1︸ ︷︷ ︸
Radius
), η ∈ (1, ∞].
As a side remark, we mention that under inversion, this disk is mapped onto itself. For
further details see [14, Section 3]
Of particular interest, among the HPη functions, is the degree one rational function of
the form,
(5.4) f(s) = η −√η2−1 + 2a
√
η2−1
s+ a
η∈(1, ∞]
a>0,
which passes through the points f(0) = η +
√
η2−1, f(ia) = η − i√η2−1, and f(∞) = η −√η2−1.
More generally, this f(s) analytically maps CR onto the disk in Eq. (5.3), irrespective
of the value of the parameter a. See the right-hand side of Figure 1.
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Recall that in Eq. (3.4) we considered the degree one HBη function g(s) =
√
η−1
η+1
s−a
s+a
, see
the left-hand side of Figure 1. Recall that in fact,
f(s) = C (g(s)) with g(s) in Eq. (3.4)
f(s) in Eq. (5.4).
As already mentioned following the work of O. Brune, the rational function f(s) in Eq.
(5.4) may be realized as the driving point impedance of the simple electrical circuit in
Figure 2.
Zin →
√(
R
2
)2
+ 1− R
2
CR
Figure 2. Zin = η −
√
η2−1 +
2a
√
η2−1
s+a
C = 1
aR
.
In the sequel, we shall relate to f(s) in Eq. (5.4) as a representative of HPη functions of
degree one. 
5.1. The Lurie Problem - absolute stability. We have shown that within CR the
novel function set HPη is disk-contractive. Below we present an application of this obser-
vation to the classical Lurie problem (a.k.a. the absolute stability problem). For simplicity
of exposition we here present the scalar version. For more information, see e.g. [8, Sections
3.2-3.5], [12, Section 7.1], [17].
Absolute stability problem: Given a a feedback loop as in Figure 3 where h(s) is a
rational function with neither pole nor zero at infinity and in the feedback,
ψ = ψ(t,Out)
is an unknown time-dependent, sector-bounded, non-linearity, satisfying
(5.5) (K ·Out− ψ) (ψ − k ·Out) ≥ 0
K, k∈R K≥k
∀ Out
∀t≥0.
In ≡ 0
+
−
h(s)
Out
ψ sector− bounded− non− linearity
Figure 3. Lurie problem feedback loop
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Does there exist K ≥ k so that the origin of the overall system is uniformly asymptotically
stable for any non-linearity7 ψ satisfying Eq. (5.5).
Find sufficient (and possibly necessary) conditions for that and then obtain various pairs
K, k satisfying this requirement. 
There are several absolute stability conditions see e.g. [4, Theorem 5.6.3] [12, Sections
7.1], [17], [20, Subsection 2.3.5]. We here refer only to the so called “circle criterion”8.
The Circle Stability Criterion
Consider the closed-loop system in Figure 3 with Eq. (5.5).
(I) This system is absolutely stable whenever,
(5.6) (f(h)) ∈ SP ,
for arbitrary rational function f(s), of the form,
(5.7) f(s) = 1+Ks
1+ks
with K ≥ k.
(II) Whenever ∞ > K ≥ k > 0 the above condition can be equivalently formulated as:
This system is absolutely stable whenever,
(f(h)) ∈ SP ,
for arbitrary rational function f(s), of the form,
(5.8) f(s) =
(
η−
√
η2−1
)
+ 2a
√
η2−1
s+a
with
η = 1
2
(
√
K
k
+
√
k
K
)
a = 1
K
.

Indeed, the statement in (I) is classical, see e.g. [4, Theorem 5.6.2], [12, Theorem 7.1],
[19, Sections 2.11, 3.10], [20, Proposition 3.6].
As for (II), recall that by item (ii) of Observation 5.2, the set SP is a cone, and closed
under inversion. Hence,
f (h(s)) ∈ SP =⇒ βf (h(s))−1 ∈ SP ∀β > 0.
Now, restricting the discussion to ∞ > K ≥ k > 0 means that one can take
f(s) = β
(
1+Ks
1+ks
)−1
= β 1+ks
1+Ks |
β=
√
K√
k
=
√
k√
K
+
(√
K√
k
−
√
k√
K
) a︷︸︸︷
1
K
s+
1
K︸︷︷︸
a
,
which is of the form of Eqs. (5.4) and (5.8).
To summarize, the Circle Stability criterion may be formulated in terms of a degree one
rational function in HPη as in (5.8).
7For K = k, this is a question on stability of linear-time-invariant system, so we actually focus
ourselves on the case K > k.
8 The graphical interpretation leading to the name “circle criterion”, is beyond the scope of this work.
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5.2. Structure of HPη. Following Eqs. (5.6) and (5.8), we start by showing that the
set HPη is contractive in the sense of composition.
In [18] F.M. Reza, in the framework of scalar positive real rational functions, coined the
term “power dominance”: A function f1(s) “dominates” f2(s) whenever the Nyquist plot
of f2(s) is contained in the Nyquist plot f1(s). Furthermore, under certain conditions one
can find a third function h(s) so that these functions are related through composition,
f2(s) = f1 (h(s)) .
Reza, subsequently applied this idea to the construction of R− L− C circuits.
Example 5.7. We here illustrate F.M. Reza’s “power dominance” in the framework of
HPη functions. In particular, as the function f(s) in Eq. (5.8),
f(s) =
(
η−
√
η2−1
)
+ 2a
√
η2−1
s+a
a > 0,
analytically maps CR onto D( η︸︷︷︸
Center
,
√
η2−1︸ ︷︷ ︸
Radius
), this f(s), dominates all functions in HPη .
See the right-hand side of Figure 1 and for η =
√
2, the red curve in Figure 4.
(1) As was already pointed out, a degree one rational HP function is of the form
(5.9) φ(s) = d+
b
s+ a
abd > 0.
This φ(s) analytically maps CR to a closed disk D(d+ b2a+0i︸ ︷︷ ︸
Center
, b
2a︸︷︷︸
Radius
) Substitution in Eq.
(5.2) reveals that the function in Eq. (5.9) in fact belongs to HPη where,
η =
{
1
2(d+
1
d) d∈
(
0,
√
b2+4a2−b
2a
)
1
2(
da+b
a
+ a
da+b) d>
√
b2+4a2−b
2a
.
As already mentioned, all functions of the form of φ(s) in Eq. (5.9) are dominated by the
above f(s).
(2) Consider now a degree two HP rational function
(5.10) φ(s) =
√
2a2
(s+ a)2
+ 1√
2
a > 0.
Note that φ(0) = 3√
2
, φ(±ia) = 1√
2
(1 ∓ i), φ(±√3ai) = 3
4
√
2
(1∓ i) and φ(∞) = 1√
2
. In
fact,
sup
s∈CR
φ
∗
φ + 1
φ∗ + φ
=
φ
∗
φ + 1
φ∗ + φ |s=±ia
=
2
2√
2
=
√
2,
so from Eq. (5.2) one can conclude that φ(s) belongs to HP√2, see the blue curve in
Figure 4. As already pointed out in the beginning of this example, this φ(s) is dominated
by,
f(s) =
√
2− 1 + 2a
s+1
a > 0,
see the red curve in Figure 4. In particular note that f (s)|s=±ia(√2+1) =
1√
2
(1 ∓ i) =
φ(s)|s=±ia .

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Figure 4. Nyquist plots of f(s) (red) and of φ(s) (blue), from Eqs. (5.4)
(5.10), respectively
Next, we extend Reza’s approach to a matrix-valued setup.
Observation 5.8. Let F (s) be a m×m-valued rational function inHPη for some η ∈ (1,∞].
Let h(s) be a scalar rational function in SP.
Then the composed m×m-valued rational function
F (h(s))
belongs to HPη1 for some
η1 ∈ (1, η].
Indeed, as by definition h(s) maps CR into CR, one has that,
η = sup
s∈CR
ρ ((F (s)∗F (s)+Im)(F (s)∗+F (s))−1) ≥ sup
s∈h(CR)
ρ ((F (s)∗F (s)+Im)(F (s)∗+F (s))−1)
= sup
s∈CR
ρ ((F (h)∗F (h)+Im)(F (h)∗+F (h))−1) = η1 .
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We further explore the structure of the set HPη. For perspective recall that in [13] it was
shown that the set of positive real functions is matrix-convex cone, closed under inversion.
Proposition 5.9. For a given η ∈ (1,∞], the set HPη is matrix-convex. It is also closed
under inversion, i.e. whenever a rational function F (s) is in HPη, then (F (s))−1 is well
defined and belongs to HPη, with the same η.
Proof : Matrix-convexity. Recall that by item (II) of Theorem 4.3 the set LIm(η is
matrix-convex. Combining this fact along with with the alternative description of the set
HPη in Corollary 5.5, establishes the claim.
We shall show invertibility in two ways.
(i) Direct approach. Using Eq. (5.2) one has that,
η(F ) = sup
s∈CR
ρ
(
(F ∗F + Im) (F ∗ + F )
−1)
= sup
s∈CR
ρ
F ∗ ((F ∗)−1 F−1 + Im)F︸ ︷︷ ︸
(F ∗F+Im)
F−1
(
(F ∗)−1 + F−1
)−1
(F ∗)−1︸ ︷︷ ︸
(F ∗+F )−1

= sup
s∈CR
ρ
(
F ∗
(
(F ∗)−1 F−1 + Im
) (
(F ∗)−1 + F−1
)−1
(F ∗)−1
)
= sup
s∈CR
ρ
((
(F−1)∗ F−1 + Im
) (
(F−1)∗ + F−1
)−1)
= η(F−1).
(ii) Indirect (yet easy) approach. Applying Definition 3.4, of the Cayley transform, to a
function F (s), it is easy to verify that
(5.11) C ((F )−1) = −C (F ) .
Thus clearly, for any s ∈ C where F (s) is analytic, it holds that
‖C (F ) ‖2 = ‖ − C (F ) ‖2 = ‖C
(
F−1
) ‖2 .
This implies that
sup
s∈CR
‖C (F (s)) ‖2 = sup
s∈CR
‖C (F (s)−1) ‖2 ,
Assuming that F (s) belongs to HPη, by Observation 5.3 it follows that this is equivalent
to,
η−1
η+1
= sup
s∈CR
‖C (F (s)) ‖2 = sup
s∈CR
‖C (F (s)−1) ‖2 ,
so by Eq. (3.3), the claim is established. 
6. Kalman-Yakubovich-Popov Lemma for HPη functions
A state-space realization of a given m×m-valued rational function F (s), with no pole at
infinity, is given by
(6.1) F (s) = C(sIn − A)−1B +D RF =
(
A B
C D
)
.
The (n+m)× (n+m) array RF was introduced by H.H. Rosenbrock, see [19]. In general,
n is larger or equal to the McMillan degree of F (s). Equality means that the realization
is minimal.
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In the first subsection, we take advantage of the dual nature of RF as an array and as a
matrix.
6.1. K-Y-P for Positive functions.
Theorem 6.1. Let F (s) be a m×m-valued rational function with no pole at infinity and
let RF in (6.1) be a corresponding (n+m)× (n+m) state-space realization.
For some H ∈ Pn consider the following Lyapunov equation.
(6.2)
( −H 0
0 Im
)
( A BC D ) + (
A B
C D )
∗ ( −H 0
0 Im
)
= Q.
(i) If in Eq. (6.2) Q ∈ Pn+m then F (s) is a P function.
(ii) If in Eq. (6.2) Q = Q1 + ( ∆ 00 0 ) with Q1 ∈ Pn+m and ∆ ∈ Pn, then F (s) is a SP
function.
(iii) If in Eq. (6.2) Q ∈ Pn+m, then F (s) is a HP function.
In each of the three above statements, if the realization in Eq. (6.1) is minimal, i.e. n is
the McMillan degree, then the converse is true as well.
Proof : (i) Up to a change of coordinates one can substitute in Eq. (6.2) H = In and
thus,
Q =
( −In 0
0 Im
)
( A BC D )︸ ︷︷ ︸
RF
+ ( A BC D )
∗︸ ︷︷ ︸
R∗F
( −In 0
0 Im
)
=
( −A −B
C D
) ( −A −B
C D
)∗
Next note that for all s ∈ C,
Qˆ(s) :=
(
2Re(s)In 0
0 0
)
+Q = ( sIn 00 0 ) +
( −A −B
C D
)
+ ( sIn 00 0 )
∗
+
( −A −B
C D
)∗
=
(
sIn−A −B
C D
)
+
(
sIn−A −B
C D
)∗
.
Now, (
((C(A−sIn)−1)∗
Im
)∗
Qˆ(s)
(
((C(A−sIn)−1)∗
Im
)
= C(sIn−A)−1B+D︸ ︷︷ ︸
F (s) in Eq. (6.1)
+ (C(sIn−A)−1B+D)∗︸ ︷︷ ︸
(F (s))∗ in Eq. (6.1)
and if Q ∈ Pn+m (or Q ∈ Pn+m) then for all s ∈ CR one has that Qˆ(s) ∈ Pn+m (or
Qˆ(s) ∈ Pn+m) and then F (s) ∈ LIm (or F (s) ∈ LIm) respectively. Hence items (i) and
(iii) are established.
(ii) By definitions F ∈ SP means that for some  > 0 one has that C (sIn − (A+ In))−1B +D
is positive real. Namely, by item (i), for some H ∈ Pn,
(6.3)
( −H 0
0 Im
) (
A+In B
C D
)
+
(
A+In B
C D
)∗ ( −H 0
0 Im
)
= Q ∈ Pn+m .
Then, ( −H 0
0 Im
)
( A BC D ) + (
A B
C D )
∗ ( −H 0
0 Im
)
= Q︸︷︷︸
∈Pn+m
+ ( 2H 00 0 ) ,
so taking (2‖H‖2‖∆−1‖2)
−1 ≥  completes the construction. 
There are numerous proofs for variants of Theorem 6.1, see e.g. [1], [4, Chapter 5], [12,
Lemma 6.3, Appendix C.12]. The formulation in Eq. (6.2) (introduced in [11]) enables
one to obtain the above simple proof.
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In [13, Section 5] we advance in manipulating RF in Eq. (6.1) as a matrix, and consider
families of rational functions whose corresponding realization arrays/matrices RF , form a
convex cone, closed under inversion.
As a consequence of Theorem 6.1, we have the following.
Observation 6.2. Let F (s) be a m×m-valued rational function. Then F ∈ HP if and
only if, F ∈ SP and in addition, lim
s → ∞
F (s) exists and belongs to LIm.
Proof : : Following Theorem 6.1, we actually need to show that for a given H ∈ Pn in
Eq. (6.2), having on the right-hand side Q ∈ Pn+m is equivalent to( −H 0
0 Im
) (
A+In B
C D−δIm
)
+
(
A+In B
C D−δIm
)∗ ( −H 0
0 Im
)
= Qˆ Qˆ ∈ Pn+m ,
for some , δ > 0. Indeed, comparison yields
Q︸︷︷︸
∈Pn+m
= Qˆ︸︷︷︸
∈Pn+m
+2
(
H 0
0 δIm
)
,
so having Qˆ ∈ Pn+m implies that Q ∈ Pn+m .
Conversely, by assumption
β := 1
2
min
j=1, ... , n+m
λj(Q),
is positive. Thus taking,
 ≤ β‖H‖−12 and δ ≤ β,
guaranties that indeed Qˆ ∈ Pn+m .
The above reasoning guarantees that δ > 0 and thus indeed, D ∈ LIm , so the claim is
established. 
6.2. K-Y-P for Hyper-Positive functions. Next we consider m ×m-valued rational
function F (s) assuming it has no pole at infinity, and is of McMillan degree n. Thus, it
admits a state space realization
(6.4) RF =
(
A B
C D
)
.
Recall that applying the Cayley transform (see Definition 3.4) to F (s) means that when-
ever −1 6∈ spect.(D),
(6.5) RC(F ) = R2(F+Im)−1−Im =

Aˆ︷ ︸︸ ︷
A−B (Im +D)−1 C
Bˆ︷ ︸︸ ︷
−√2B (Im +D)−1
√
2 (Im +D)
−1
C︸ ︷︷ ︸
Cˆ
(Im +D)
−1
(Im −D)︸ ︷︷ ︸
Dˆ

Substituting Eq. (6.5) in Eq. (3.5) yields the main result of this subsection.
Theorem 6.3. Let F (s) be a m ×m-valued rational function with no pole at infinity of
McMillan degree n whose minimal realization is given in Eq. (6.4).
For some η ∈ (1, ∞], the function F (s) belongs to the class HPη, if and only if, there
exists a matrix H satisfying,
H ∈ Pn ,
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and(
A−B(Im+D)−1C −
√
2B(Im+D)
−1
√
2(Im+D)
−1C (Im+D)−1(Im−D)
In 0
0 Im
)∗( 0 0 −H 0
0 1+η
1−η Im 0 0
−H 0 0 0
0 0 0 Im
)
︸ ︷︷ ︸
W
(
A−B(Im+D)−1C −
√
2B(Im+D)
−1
√
2(Im+D)
−1C (Im+D)−1(Im−D)
In 0
0 Im
)
∈ Pn+m .
As already mentioned, the Hermitian matrix W , has n+m positive and n+m negative
eigenvalues.
We next illustrate the quantitative essence of Theorem 6.3.
Example 6.4. Substituting in Eq. (5.4) η = 5
3
and a = 1
9
, one obtains the degree one
HP 5
3
function f(s) = 1
3
+
8
27
s+ 1
9
=
1
3
(s+1)
s+ 1
9
. Recall now that
(6.6) f1(s) = ( 12(f(s)+
1
f(s)))
−1 = 3
5
+
32
75
s
s2 + 2
5
s+ 1
9
= 3(s
2+109 s+
1
9 )
5(s2+25 s+
1
9 )
,
is a degree two function in HPη1 where
η1 = 12
(
η + 1
η
)
= 1
2
( 5
3
+ 3
5
) = 17
15
.
In particular, f1(0) = 35 , f1(± i3) = 53 , and f1(∞) = 35 .
As a side remark, note that applying the Cayley transform here yields the corresponding
HBη functions, C (f(s)) = g(s) = 12 · s−
1
3
s+ 1
3
and C (f1(s)) = (g(s))2 = g1(s) = 14 (s−
1
3
)2
(s+ 1
3
)2
.
Now, a balanced realization array of f1(s) in Eq. (6.6) is given by,
(6.7) Rf1 =
1
5
 −1 − 43 4√64
3 −1 8√6
8√
6
4√
6
3
.
As before, from the classical K-Y-P Lemma one can (only qualitatively) conclude that
f1(s) in Eq. (6.6) is Hyper-Positive. Indeed, taking in Eq. (6.2),
H = I2 ,
yields the following right-hand side,
Q = 2
5
(
1 0 2√
6
0 1 − 2√
6
2√
6
− 2√
6
3
)
,
which is positive definite.
To quantitatively examine this function, we resort to Theorem 6.3. Following Eq. (6.5),
a minimal realization of C(f1), the image of this f1(s) under the Cayley transform, is,
RC(f1) =
 − 13 − 13 − 12√30 − 13 − 1√3
1√
3
1
2
√
3
1
4
.
Now taking in Lemma 3.3 (or in Theorem 6.3)
η1 = 1715 and H = (
8 0
0 2 ) ,
yields that the right-hand side of Eq. (3.5) (or of the quadratic inclusion in Theorem 6.3)
is 03×3 , so indeed f1 ∈ HP 17
15
. 
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