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Abstract
Healthcare outcomes have been shown to improve when technology is used as
part of patient care. Health Informatics (HI) is a multidisciplinary study of the design,
development, adoption, and application of IT-based innovations in healthcare services
delivery, management, and planning. Augmented Reality (AR) is an emerging
technology that enhances the user’s perception and interaction with the real world. This
study aims to illuminate the intersection of the field of AR and HI.
The domains of AR and HI by themselves are areas of significant research.
However, there is a scarcity of research on augmented reality as it applies to health
informatics. Given both scholarly research and social media communication having
contributed to the domains of AR and HI, research methodologies of bibliometric and
content analysis on scholarly research and social media communication were employed
to investigate the salient features and research fronts of the field.
The study used Scopus data (7360 scholarly publications) to identify the
bibliometric features and to perform content analysis of the identified research. The
Altmetric database (an aggregator of data sources) was used to determine the social
media communication for this field. The findings from this study included Publication
Volumes, Top Authors, Affiliations, Subject Areas and Geographical Locations from
scholarly publications as well as from a social media perspective. The highest cited 200
documents were used to determine the research fronts in scholarly publications. Content
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Analysis techniques were employed on the publication abstracts as a secondary technique
to determine the research themes of the field.
The study found the research frontiers in the scholarly communication included
emerging AR technologies such as tracking and computer vision along with Surgical and
Learning applications. There was a commonality between social media and scholarly
communication themes from an applications perspective. In addition, social media
themes included applications of AR in Healthcare Delivery, Clinical Studies and Mental
Disorders. Europe as a geographic region dominates the research field with 50% of the
articles and North America and Asia tie for second with 20% each. Publication volumes
show a steep upward slope indicating continued research. Social Media communication is
still in its infancy in terms of data extraction, however aggregators like Altmetric are
helping to enhance the outcomes. The findings from the study revealed that the frontier
research in AR has made an impact in the surgical and learning applications of HI and
has the potential for other applications as new technologies are adopted.

Keywords: Health Informatics, Augmented Reality, Content Analysis, Text Mining,
Domain Studies, Social Media, Scholarly Research, Bibliometrics, Mixed Reality
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Chapter 1. Introduction

The United States healthcare spending grew to $3.2 trillion in 2015, or about
$9,990 per person. This represented about 17.8% of the Gross Domestic Product (GDP)
and is expected to grow to 20% of the GDP by (CMS 2016). At the same time the US
health system has been called “a paradox of excess and deprivation” (Enthoven and
Kronick 1989). The US has a large population of well-trained physicians, nurses,
pharmacists and other health care givers. It has some of the finest health care facilities in
the world. Many of the working poor are employed in low paying jobs without health
benefits. However, in some areas of the country elderly patients received 60% more
services – hospital days, consults and medical procedures, then patients under 65. A
system that in some cases provides too much care and in other cases too little
(Bodenheimer and Grumbach 2012). Technology plays a significant role in healthcare.
The use of diagnostic tools such as MRI’s, CT scans to electronic medical records is
widely prevalent in the health care industry. Health informatics is, as defined by the U.S.
National Library of Medicine, “the multidisciplinary study of the design, development,
adoption, and application of IT-based innovations in healthcare services delivery,
management, and planning”(HIMSS 2014). According to some estimates the spending on
health care informatics will be about $100 billion (CNBC 2016) .
The world of health informatics already has a range of sophisticated technologies.
There are continuing initiatives to examine the best ways that humans can interact with
1|Page

the next generation of health informatics. Some of the emerging technologies in this field
are (Allen 2017):
•

Medical Devices that can communicate

•

Body Area networks and health monitoring

•

Content based access to Electronic Health Records

•

Long term preservation of Health records

•

Image quality and access.

Technologies change at speeds that can sometimes seem blinding. There are
technology changes that can disrupt industries. For example, the mobile technology used
by Uber disrupted a long stable taxi cab industry. In a white paper on Tech Trends for
2017, Deloitte has described four key areas that blend science and applied technologies
(Deloitte 2017):
1) Information Technology boundaries are fading as IT becomes part of the
business process
2) Advances in computer vision and pattern recognition
3) Machine Intelligence
4) Augmented Realities
The last point on Augmented Realities (or mixed realities) is about “companies
exploring more immersive and engaging ways to combine the physical world and digital
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systems, creating a new reality that’s more natural, intuitive and intelligent (Deloitte
2017).
Augmented reality has been described as the ‘middle ground’ between virtual
reality (in which the person is totally immersed) and reality (the real environment)
(Milgram and Kishino 1994). In another word, augmented reality can be considered as
being an otherwise real environment that is “augmented” by virtual objects.
1.1 Motivation of This Study
The motivation of this dissertation lies in the following two reasons. First, as an
emerging technology, augmented reality could be a technology that might prove useful in
the health informatics arena. In an analysis of 256 studies of evidence-based healthcare
informatics functions by the National Institutes of Health, it found that “Healthcare
Technology has the potential to enable a dramatic transformation in the delivery of
healthcare, making it safer, more effective and more efficient” (Shekelle, Morton, and
Keeler 2006). The improvements in the performance of the care giver were due to three
aspects of vast amounts of data: storability by the technologies, accessibility of the data,
and translation into context specific information.
Second, emerging technologies have a vital role to play in the field of health
informatics. While the technologies of augmented reality are increasingly being used in
the gaming and education industry, they have not made significant inroads in health
informatics. The dissertation seeks to identify the possible research fronts/ areas of AR
that would be of benefit to healthcare. Applying AR in healthcare is one area of the HI
3|Page

domain. Identification of these research areas could lead to the usage of augmented
reality in HI to provide better outcomes for patients.
1.2 Objective
The domains of AR and HI can provide information about research and trends in
multiple ways, such as scholarly research, trade papers, social media, conferences or
white papers. The two communication methods that will be studied are 1) through the
process of scholarly communications, and 2) through social media communication.
While scholars mainly publish their research in in academic journals, books and
conference proceedings, there is also communication of developments and issues in
social media. Studies of the scholarly communication, which is accessible through
academic databases, and social media, which are accessible through data feeds, can shed
light on current and future trends. However, it is not clear how much the two
communication channels overlap and what the common trends and characteristics are
between the two channels. As shown in Figure 1, the study will focus on communication
about the domains through the medium of scholarly research communication as well as
social media communication. The process of publication allows domain information to
be stored in academic databases for further analysis. Related social media
communication also contributes to information about the domain that can be accessed
through social media data feeds.
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Figure 1: Focus Point of Study
The focus area of the dissertation is the overlapping area between the two
domains. Thus, the objectives of the dissertation would be to study how AR can be
applied to healthcare with HI being the domain that explores how technology can be
employed in healthcare. Content Analysis and bibliometrics will be used as the method to
extract information from the intersection of the two domains of study.
The first objective of the dissertation is to determine the research areas of interest
in scholarly research in the intersection of the fields of health informatics and augmented
reality.
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The second objective of the dissertation is to determine specific themes or content
in social media communications around the domains of AR and HI. In addition to
scholarly research an additional source of information and discourse is social media.
Social media sites like Facebook or Twitter are well known. In the academic community,
two of the popular sites are Academia.edu and ResearchGate. In addition, citation
management products like Mendeley and Zotero also have social media components.
Altmetrics, which is an aggregator of information across data platforms such as
Mendeley, Twitter, Facebook among other sources, is chosen as the primarily social
media site for this study. Altmetrics uses key identifiers such as DOI’s, ISBN’s or
PubMed ID’s to track research output. Additional information on the selection of data
choices is provided in the Method chapter.
The objectives when taken together would yield a perspective on current research
trends in both domains that could be used to further the applied uses of AR technology in
the field of HI. The comparison of the social media community with the scholarly
community can shed light on areas of common interest or areas that could benefit from
further scholarly research.
1.3 Significance
Healthcare will benefit from new technologies to provide better and more
efficient care to patients. AR as a new emerging technology will provide great potential
to healthcare practice. The dissertation will compare research frontiers and trends in AR
and HI. Its findings will yield valuable information on future trends and possibly open
6|Page

additional channels of innovation and research in the healthcare field. This will better
outcomes for patient care eventually. The implications of the dissertation will be both
practical and theoretical.
On the practical side, the study will identify the research areas/topics in AR and
HI from both scholarly research and social media communication. This would provide
areas of interest that can be the subjects of future studies and innovation. On the other
hand, the dissertation will also compare the findings from two data sources (academic
database and social media postings) to illustrate whether there are gaps between research
and the social media. The differences in the two channels will not be used as gaps in
scholarly communication but rather potential areas of further study. These findings of
similarities or differences of the areas of interest between the two domains can shed light
on subjects that could be of interest for future research.
On the theoretical side, the dissertation contributes to our knowledge of scholarly
communication in AR and HI. The bibliometric analysis can yield information on the
production and dissemination of scientific information in AR and HI.
The rest of the study will first present a background on AR and HI, this will be
followed by related literature review on AR and HI, bibliometric studies and content
analysis. The last sections will focus on the method, results and conclusion.
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Chapter 2. Background
This chapter will review the background of fields of HI and AR. Each of the
domains of study will be defined and the development of the field will be described.
2.1 Health Informatics
The term ‘Health Informatics’ is as old as healthcare itself. “It was born the day
that a clinician first wrote down some impressions about a patient’s illnesses and used
these to learn how to treat the next patient” (Coiera 2015).
Friedman, in his “Fundamental Theorem” on Informatics, has suggested that “A
person working in partnership with an information resource is ‘better’ than that same
person unassisted.” This then leads to making Informatics that domain that makes this
inequality true (C. P. Friedman 2009).
In 1999, the Institute of Medicine published a ground-breaking paper ‘To Err is
Human: Building a Safer Health System’. The paper predicted that “as many as 98,000
people die in hospitals each year because of medical errors that could have been
prevented” (Donaldson et al. 1999). This number of preventable deaths exceeded deaths
that were caused by automobile accidents, breast cancer and AIDS. One of the oftencited cause of these errors was a decentralized or non-systemic healthcare delivery
system, where providers lacked access to complete information.

This study was one of the catalysts that provided the ammunition needed to
accelerate the development of Healthcare Informatics systems. It is important at this
point to clarify some terms. Health Information Technology and Health informatics are
sometimes used interchangeably. However, there are differences. HealthIT.gov a site
maintained by the Health and Human Services defines the term ‘Health Information
Technology “as a broad concept that encompasses an array of technologies to store, share
and analyze health information” (HealthIT.gov 2013). Health informatics on the other
hand, as defined by the U.S. National Library of Medicine, is “the interdisciplinary study
of the design, development, adoption, and application of Information Technology based
innovations in healthcare services delivery, management, and planning”(HIMSS 2014).
There has been a shift from paper to digital records in the last few decades. The
introduction of technologies such as the personal computer, scanning machines, internet
and smart phones have brought down the cost of digitizing information. There also has
been an increasing need to share and distribute information across many consumers. The
hard copy or paper version of information makes it hard to disseminate that information
across multiple consumers. However, once the information is digitized the cost of
disseminating that information to multiple consumer is extremely low. There have also
been a few large initiatives for the digitizing of books and articles such as Google books
and the DPLA (Digital Public Library of America).
The initiatives for digitizing of information have also had a profound impact on
the healthcare system. The documentation of patient information both clinical and
9|Page

financial has traditionally been paper based. The patient chart which houses all the
relevant information can be as thin as few pages to the width of several phone books for a
chronically sick patient. The same issues of information dissemination, storage, security,
retrieval and archival arise with both the paper format as well as the digital format.
This research paper focuses on the domain of knowledge under the Health
Informatics umbrella and as can be seen from the definitions, health information
technology does have a large intersection with health informatics. Both these fields had a
spurt in growth due to the HIPAA Act of 1996 and ACA Act of 2010.
2.1.1 Health Informatics Benefits
Experts consider health informatics to be key to improving efficiency and quality
of health care. This has been considered as a research topic for several studies that have
reviewed cumulative literature over many years to ascertain the trend of such studies. In
a 2005 study, the authors systematically searched the MEDLINE database for the years
1995 to 2004 for descriptive and comparative reviews of health information technology.
In all 275 studies met the inclusion criteria and three major benefits were demonstrated 1)
increased adherence to guide-line based care, 2) enhanced surveillance and monitoring 3)
decreased medication errors (Chaudhry et al. 2006).
A parallel study also in 2005, compared health care with the use of technology in
other industries. It estimated the potential savings of effective Electronic Medical
Records implementation at more than $81 billion. It also predicted health quality
10 | P a g e

improvements in adverse medication reactions and chronic disease management
(Hillestad et al. 2005).
A National Institutes of Health (NIH) study in 2011, describes the potential
benefits of technology use in health care include better clinical outcomes (improved
quality, reduced medical errors), organizational outcomes (financial and operational
benefits) and societal outcomes (better ability to conduct research, improved population
health). The downsides are the costs associated with the technologies and the perceived
privacy concerns (Menachemi and Collum 2011). Medical devices and apps have
become a valuable tool for health care professionals, and as their features and uses
expand, they are expected to become even more widely incorporated into nearly every
aspect of clinical care. “An apps value is ultimately its ability to provide meaningful,
accurate and timely information and guidance to the end user to server the vital purpose
of improving patient outcomes” (Ventola 2014).
Health care is one of the most transaction – intensive industries (estimated at
thirty billion transactions annually) given all the encounters between patients, providers,
insurers and the government. These transactions take place through a mixture of paper,
phone and electronic communication. As a result, some data is not captured, some is
incorrectly captured and some inefficiently. Infusion of technology is needed to fix this
situation (Wagner, Schmalstieg, and Bischof 2009).
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In terms of health informatics, it is important to note that there are many
stakeholders who can participate and benefit from innovation in the field. These include
health care professionals (Doctors, Nurses, Therapists), providers (Hospitals, Clinics,
Nursing Homes), Payers (Insurance Plans, Governmental Organizations) and the largest
group Patients (consumers). A review of randomized controlled trials of the impact of
consumer health informatics applications found a significant positive impact on the
health outcomes of issues such as obesity, smoking cessation, mental health and asthma
(Gibbons et al. 2009). With an aging population, chronic diseases and infectious
outbreaks, health informatics has emerged as an active area of interdisciplinary research.
Acquisition of health-related information using unobtrusive sensing and wearable
technologies is an important area in HI. Sensors can be stitched in, tattooed or printed on
skin to provide long-term health monitoring (Zheng et al. 2014).
2.1.2 Research on the Evolution of Health Informatics
The evolution of Health Informatics over the years shows the increased influence
of HI on healthcare. The evolution of HI also provides insight into the research and
development areas of focus for HI. Health Informatics growth in recent years has largely
been fueled by US health policies. It is important in this respect to highlight the major
policies that have led to the growth in HI. The public funding that was inserted into the
field of HI is also an important factor in the research on the advancement of HI. The
specific policies contain areas of relevance such as the mandated use of electronic health
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records. The policies channeled the development of HI around the regulatory boundaries
of the governmental mandates.
2.1.3 Health Insurance Portability and Accountability Act
Health Insurance Portability and Accountability Act of 1996 established standards
for privacy, security and electronic data interchange. The Act had two main goals - to
make health insurance portable when people changed jobs and to make the healthcare
system accountable to costs by reducing waste and fraud. The Act used the term
“administrative simplification” which essentially means increasing efficiency. The main
way one can increase efficiency is by better use of information technology (University of
Miami 2005).
The act consisted of several Titles which contributed to the adoption of health
care information systems:
1. Health Care Access, Portability and Renewability
2. Prevention of Health Care Fraud and Abuse
3. Administrative Simplifications
4. Medical Liability Reform
5. Tax Rules
According to the Health and Human Services informational release of Public Law
104-191 by the 104th Congress – Subtitle F Section 261 - Administrative Simplification:
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It is the purpose of this subtitle to improve the Medicare program under title
XVIII of the Social Security Act, the Medicaid program under title XIX of such Act, and
the efficiency and effectiveness of the health care system, by encouraging the
development of a health information system through the establishment of standards and
requirements for the electronic transmission of certain health information (Health and
Human Services 2007).
The administrative simplification requires the healthcare industry to use electronic
media for the transmission of certain patient data. To ensure public confidence in the
transmission of the data, the government developed privacy and security rules. To
transmit data electronically, it needs to be captured electronically. The data capture also
must happen in an efficient way that supports or enhances healthcare work flow so as not
to burden the health care organization with additional costs in the capture of the data.
2.1.4 American Recovery and Reinvestment Act (ARRA)
The ARRA enacted in 2009 touched almost every aspect of the US economy. For
health informatics it provided vast funds for the implementation of electronic health
records. Included in this act was the Health Information Technology for Economic and
Clinical Health (HITECH) act. The Act provided a financial incentive of up to $44,000
to each physician who could demonstrate ‘meaningful use’ of an electronic health record
that could exchange information from other parts of the health system. In all over $17
billion was allocated towards the deployment of health informatics technology and
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systems. In addition to incentives there were also penalties for non-compliance
(Blumenthal 2009). The adoption of electronic health records with key functionality in
US hospitals went from approximately 9% in 2008 to 96% in 2015 (ONC 2015). This
implies that 96% of hospitals in 2015 had demonstrated ‘meaningful use’ and were able
to exchange data with other health providers.
2.1.5 Affordable Care Act (Obama Care)
The Affordable Care Act of 2010 provided additional impetus for the use of
technology to improve health quality. This specifically impacted the field of health
informatics which allows health professionals to “assess new programs, search for
improvement with the healthcare sector, and integrate new technologies into medicine”
(UIC 2010).
.
2.2 Augmented Reality
2.2.1 Definition of Augmented Reality
The concept of information was philosophically defined as moving from
“information about reality to information for reality”(Borgmann 1995). The author goes
on to write that while information about reality requires comprehension, information for
reality requires realization. The concept of realization requires demanding skills,
literacies and the mastery of specific trades, however once achieved the information can
be used to take the human imagination and skills to a much higher level. The flip side of
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the coin is illustrated by Feenberg who discusses the Marxian view point that the
technology “design is not optimal from the standpoint of protecting or furthering the
values of workers, consumers when technology is used in a capitalist setting it tends to
disproportionately benefits its creators at the same time enabling an oppressive
environment for the workers” (Feenberg 1990).
Augmented reality is a technology that “blurs the line between what’s real and
what’s computer -generated by enhancing what we see, hear, feel and smell” (Zak 2014).
We are seeing augmented reality appear increasing frequently in our daily lives. When
we watch a NASCAR race, there are pointers on the TV screen that display information
about the car, the driver or how fast they are going. There are smart phone apps that
allow the user to take a picture of landmark buildings and display information about that
building. A Google app allows the user to point their phone to the sky and display
information about stars and planets that are barely visible.
Augmented reality systems allow virtual objects to coexist with objects in the
same space with the real world. AR can provide the sense of sight, hearing, touch and
smell. This helps the user immerse themselves in the AR application to simulate
situations that would not have been possible in the real world. Having this type of
functionality can be of immense value to most industries. This is also true of the health
care industry. There could be many instances in health care where AR could provide
meaning full use. Such as the simulation of Surgery and Diagnosis for training purposes,
the ability to ‘walk’ through a human body to determine the cause of illness or to provide
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context sensitive information such as the patient electronic medical record, without ever
accessing a keyboard-oriented device.
Paul Milgram has done extensive work in the field of Augmented Reality. He
defines purely real environments and virtual environments not as alternatives to each
other, but rather as poles lying at opposite ends of the reality-virtual continuum. At one
end of the spectrum is an unmodeled world, at the other end is a completely modeled
world. In the middle of the spectrum is a partially modeled world which brings us into
the domain of mixed reality. The definition is clearly illustrated in Figure 2 which is
taken from Milgram and Colquhoun (Milgram and Colquhoun 1999).

Figure 2: Milgram’s definition of Augmented Reality
Azuma further defines AR as any system that exhibits the following three
characteristics:
1) Combines real and virtual
2) Is interactive in real time
3) Is registered in three dimensions (X, Y, Z spatial axis)
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What makes AR an interesting topic is, that, it enhances the user’s perception of
and interaction with the real world. The virtual objects display information that the user
cannot directly detect with their own senses and helps the user perform the real word task
at hand. The author goes on to explore six areas that have potential AR applications: 1)
Medical 2) Maintenance and Repair 3) Annotation and Visualization 4) Robotics 5)
Entertainment 6) Aircraft Navigation (Azuma 1997).
The focus of this study will be on AR applications that can be utilized by HI to be
of benefit to healthcare.
2.2.2 Research on the Emergence of Augmented Reality
The emergence of AR highlights the areas of interest of the domain of AR. In
studying the research around the emergence of this field, the key areas of research that
have been developed over the years are highlighted. These areas can be used for
comparison purposes to the results of the areas of research found during the study of the
scholarly research as well as the social media communication.
Emergence refers to the “arising of novel and coherent structures, patterns and
properties during the process of self-organization in complex systems” (Goldstein 1999).
The first appearance of Augmented Reality dates to the 1950’s when Morton Heilig, a
cinematographer, thought of cinema as an activity that would have the ability to draw the
viewer into the onscreen activity by taking in all the senses in an effective manner. He
proposed that the artist’s expressive powers would be enhanced by a scientific
understanding of the senses and perception. He believed that by expanding cinema to not
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only sight and sound but also taste, touch and smell, the traditional fourth wall of film
and theater would dissolve, transporting the audience into an inhabitable, virtual world
(Packer and Jordan 2001).
Ivan Sutherland has done ground breaking work on the displays that can be used
in the field of Augmented reality. In his paper on the Ultimate Display, he discusses
various technologies that could be used to create worlds that mimic real world properties
but also enable the laws of Physics to be broken and gain familiarity with concepts not
realizable in the physical world (Sutherland 1965).
Sutherland’s ‘Sketchpad’, one of the first graphical interfaces, is one of the most
influential computer programs written, that made fundamental contributions to humancomputer interaction. It allowed the user to point at and interact with objects displayed
on the screen. This laid the foundation for many of the interactions with computer
objects found today, including clicking to select an object and dragging to modify it
(Blackwell and Rodden 2003).
The ‘Videoplace’ system was one of the first to permit physical participation with
graphic images. The system combines participant’s live video images with a computer
graphics world. It also coordinates the behavior of graphical objects and creatures so that
they appear to react to the movements of the participant’s images in real -time (Krueger,
Gionfriddo, and Hinrichsen 1985). Myron Krueger’s Videoplace was not so much a
solution to existing problems but a new concept in human-machine interface. It started a
process where non-programmers could interact with computers. It provided one of the
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first application of a mixed reality environment, where the user can interact with the real
world while triggering a reaction in the virtual world.
The term Augmented Reality has been widely credited to Thomas Caudell. While
working at Boeing, he was asked to come up with an alternative manufacturing process.
He proposed a head mounted apparatus that would project a plane’s specific schematics
through a high-tech eyewear on to reusable boards. The wiring could be customized and
easily changed through a computer for different layouts. The enabling technology in this
case is a heads-up (see through) display head set combined with head position sensing,
real world registration systems and database access software (Caudell 1995).
“Imagine a technology with which you could see more than others see, hear more
than others hear, and perhaps touch, smell and taste things that others cannot” (van
Krevelan and Poelman 2010). The authors highlight some of the enabling technologies
that can make AR possible. These enabling technologies are important in defining parts
of the AR taxonomy.
The enabling technologies around AR encompass a few key items. The primary
item is the display. This is usually visual in nature and includes removing or adding
virtual objects, holograms and spatial projection of images. The display itself can be
head mounted or hand held. The other human senses of aural, haptic, olfactory and
gustatory can also play in role in providing feedback to the user. The application itself
can create 3D environments. Sensors, GPS (location tracking), accelerometers,
gyroscopes and other technologies can be used to sense the environment and track the
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viewers relative movements. The User Interface can allow for movement, gesture
recognition, gaze tracking and speech recognition. When biometric sensors are used to
measure human characteristics such as heart rate, skin response or even emotional
response, there can be a human-machine symbiosis that can increase the effectiveness of
the application of the technology. To support such applications there is a need for data
storage, networks and wireless capabilities to handle the volumes of data and response
times. There also needs to be an availability of industry specific content to be used in the
AR application (van Krevelan and Poelman 2010).
In a 2016 report by PWC, AR technologies will evolve through the loosely
coordinated development of four technology areas (Curran 2016):
1) Optics. Smart glasses that mimic the 190 degrees horizontal and 120 degrees
vertical views for normal vision. Changes in weight, size and power
requirements to make the smart glasses perform better.
2) 3-D Capabilities. Sensing, tracking, orientation, interaction, modeling and
display happening in 3D and in real time.
3) Authoring. Compelling AR solutions tailored to the work environment, work
context and to the user.
4) Interaction. Human – Computer Interaction to use gestures, speech, eye
tracking, motion tracking and other means to interact in a 3D space.
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2.3 Content Analysis
In 2014 there were about 28,100 active scholarly peer-reviewed English language
journals, collectively publishing about 2.5 million articles a year (Ware and Mabe 2015)
(Ware and Mabe 2015). Virtually all these journals are available online. At the same
time social networks and social media have started to make an impact on scholarly
communication. While there are quality and trust issues, social media does seem to likely
become important. Due to this large volume of data, text and data mining are emerging
from niche use in the life sciences industry to potentially transform the way scientists use
the literature(Ware and Mabe 2015).
To review large numbers of scholarly research articles in the two domains being
studied as well as the Social media data feeds, it was necessary to choose a research
methodology that allowed the consumption of large amounts of data in an efficient,
timely and reliable method. This led to the selection of Content Analysis as a
methodology for this study.
“Content analysis is a research technique for making replicable and valid
inferences from texts (or other meaningful matter) to the contexts of their use”
(Krippendorff 2004b). As most scholarly research as well as social media is obtainable
electronically, it lends itself well to be analyzed using powerful content analysis software
that can be customized to perform the analysis. The ability of computers to crunch data
is well known. Content analysis is “an empirically grounded method, exploratory in
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process and predictive or inferential in intent”(Krippendorff 2004b). Data mining
software can be used to extract relevant data from the scholarly articles and social media
while content analysis software can be used to analyze the resultant information.
The analytical construct would employ a means to examine the text within the
context of which the text was obtained. An example of the analytical construct would be
the usage of a dictionary of tags to categorize words into classes of similar meanings.
There is a basic assumption of the competence of the authors which can be ascertained
from the selection of the text.
The knowledge economy is based on knowledge intensive activities that
contribute to an accelerated pace of technical and scientific advance. The key component
of a knowledge economy is the reliance on intellectual capability (Powell and Snellman
2004). Knowledge workers have the primary activity of creating knowledge to ground
the actions of their customers. These knowledge workers need to invest minimal time in
their information seeking tasks to retrieve the relevant information for their knowledgebased solutions or products. There have been developments in the field of using
electronic technologies to develop and implement solutions using tools such as
taxonomies, ontologies, semantic annotations, automatic indexing, classifications, text
mining, natural language processing, visualizations, clustering or summarizations. In
designing systems that can be used by knowledge workers, one of the research
methodologies used is the concept of ‘sense-making’. “Sense-making has assumed since
its inception that there are patterns to be found underneath or hidden within the macro
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across time-space categorizations of persons, organizations, domains, situations, and
tasks” (Souto, Dervin, and Savolainen 2008). The sense making paradigm relies on the
following constructs:
1) Context: domain knowledge systems, cultures, communities, organizational
systems
2) Situation: history, experience, horizons, constraints, skills
3) Bridges: ideas, cognitions, attitudes, beliefs, feelings, emotions, memories
4) Gaps: questions, angst, riddles
5) Relevances: criteria, attributes, information design, sources, channels
6) Sources: channels, media, institutions, people
7) Sense Making: verbing, procedures, strategies, tactics
8) Outcomes: facilitations, hindrances, consequences, impacts
Sense makers use a combination of internal verbing (reflecting, thinking, relating)
and external verbing (gathering, seeking). As gaps are encountered the sense makers use
situations, relevance and sources to construct bridges over the gaps.
Content Analysis has been broken down into three approaches: conventional,
directed or summative (Sarah 2005) . The conventional content analysis approach is used
with a study design using existing theory. The researchers use the data to create new
categories and names of the categories, rather than using preconceived categories. A
directed approach uses an existing theory or prior research to validate or extend the
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existing theory or research. The summative content analysis starts with identifying and
analyzing words or text to understand the context of these words. The data analysis
begins with frequency counts but does not end there. It keeps moving forward to
understand the context of the words as well as to understand the intended meaning of the
authors.
The concept of text mining has become very relevant due to the explosion of
documents with organizations as well as over the internet. The Medline database houses
10 million abstracts and adds another 7 to 8 thousand per week. This is a lot of reading
for someone who would want to review the database. A human can only read about 60
pages per hour, and at some point, needs to stop. Software such as SPSS and Clear
Forest can ‘scan’ 250,000 pages per hour (Guernsey 2003). Software can clearly extract
information at a much faster rate than humans and provide linkage and visual maps that
would not be seen by the human mind.
In the book, from Memory to the Written Record, MT Clanchy suggests that
“literacy is primarily a technology” (Clanchy 1979) and goes on to say that literate
techniques are necessary to society and that literacy is an essential mark of civilization.
The concept of a society that learns new techniques to transform itself is the hallmark of
the influence of information technologies on society. From the advent of primitive tools
to use for construction and hunting, to the use of language to communicate, to the use of
the written word to document, and all the way to the printing press and beyond,
technologies have transformed societies. The use of language and writing which is
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essentially the human ability to read and write based on coded symbols that a community
recognizes, allows the communication of ideas, views and concepts across the society and
future generations.
John Seely Brown in the Social Life of Information has said that “knowledge is
like an iceberg, where ten percent is explicit and visible, and 90 percent is tacit and
invisible” (Brown and Duguid 2002). In taking that analogy to the next step, Information
technology and its impact on society acts in a similar way. The ten percent that is visible
is the actual technological innovation, the printing press, the digital film or the social
network. The unstated and unseen, until analyzed by scholars, are the effects on society
in terms of gender, culture, social structures, communication, government and politics.
In 1999, Marsha Bates states that “this study of the information universe finds it
purest expression in bibliometrics, or the study of the statistical properties of recorded
information”(Bates 1999). She suggests that the activities around information science
should deal with the human produced and recorded information and around the three big
research questions of 1) What are the features and laws of the recorded-information
universe? 2) How do people relate to, seek, and use information 3) How can recorded
information be made most rapid and effective.
Content Analysis is a method for analyzing the content of a variety of data, such
as visual and verbal. It was used in the 19th century to analyze newspaper articles,
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advertisements and political speeches. “It enables the reduction of phenomena or events
into defined categories to better analyze and interpret them”(Harwood and Garry 2003).
2.3.1 Classification and Coding
Classification does at the same time fit in as an integral part of knowledge
organization. Birger Hjørland describes two meanings to the term knowledge
organization (KO) – narrow and broad. In the narrow definition he describes knowledge
organization as being about “activities such as document description, indexing and
classification” which would be performed by various institutions (Hjørland 2008). The
field of KO is concerned with the nature and quality of the knowledge organizing process
(KOP) as well as the knowledge organizing systems (KOS). Hjørland further defines the
broader meaning as the “social division of mental labor”. The organization of various
institutions, disciplines and professionals which are responsible for the production and
dissemination of the knowledge (Hjørland 2008). In health informatics arena,
classifications such as ICD (International Classification of Diseases), SNOMED
(Systemized Nomenclature of Medicine) and others arose because of various professional
and governmental institutions along with the leadership role of various professionals.
These institutions such as the WHO (World Health Organization), AMA (American
Medical Association) and others were responsible for the production and the
dissemination of the knowledge.
The issue of classification has been approached differently by many of the experts
in the field of knowledge organization. Melville Dewey had a practical approach to his
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classification system “Practical utility and economy are the keynotes of the entire system,
and no theoretical refinement has been allowed to modify the scheme, it would detract
from its usefulness or add to its cost” (Dewey 1891). Dewey in his book goes on to
explain that it was necessary to find a method to find any type of library materials in the
library as easily as one would find the use of an index in a book.
Henry Bliss takes the concept of knowledge organization to a different level.
“The welfare, the economy, and the very sustenance of human life depend on the social
application of more adequately organized knowledge, this implies paramount need for
social cooperation. Education should inculcate these ideas and duties” (Bliss 1929).
Bliss developed the Bliss classification system which is used primarily in British
Libraries. It uses a facet analysis theory that expands on the S.R Ranganathan’s original
five categories: Personality, Matter, Energy, Space, Time. And converted them into a set
of thirteen categories Thing, Kind, Part, Property, Material, Process, Operation, Patient,
Product, Byproduct, Agent, Space, Time. The item is then placed into a classification by
examining the categories that are represented (BCA 2011).
The Library of Congress Classification system was developed to organize and
arrange the books in the Library of Congress. It divides all knowledge into twenty-one
basic classes and those classes are further divided into sub classes. Each subclass
includes a hierarchical arrangement of topics. It is currently one of the most widely used
classification system in the world (Library of Congress 2014). The system is not without
its critics or cynics. One quote from Phyllis Richmond stands out: “In the discussion of
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classification research, the Library of Congress system does not fit any of the categories
described. It is a pragmatic, function system that is widely used with considerable
consumer satisfaction. It is not logical, it is not scientifically or probabilistically built; it
has little to do with language or linguistics other than to provide the best classification
system of these subjects extant” (Richmond 1960).
There are many reasons to build a robust classification system. The primary
being that knowledge management is “about making knowledge work and knowledge
workers being more effective and successful” (Koenig and Jank 2012). The same paper
also discussed the following reasons why knowledge management appears to be well
established: ‘The commons sense of it’ that KM is about using information and
knowledge more effectively; ‘ The Good Business Angle” it makes good business sense
to focus on KM managerially, ‘The Information Age’ that we are in the age of the
knowledge worker, ‘Knowledge Work as the Extension of R&D Work’ the “richness and
openness in communication flow” and “access to information” are a result of KM and
lastly ‘ KM is the Forest of Information and Knowledge of Trees’ that KM has permeated
many fields of study (Koenig and Jank 2012).
Clare Beghtel discusses two kinds of questions about classifications – the
Principles of Application and the Principles of Construction. Under the principles of
Application – we cannot make classification decisions for records without knowing the
principles that govern those classification systems. We must also understand the
historical developments of the system to know how it has been designed and applied.
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Under the principles of Construction, the premise is that classification systems are not
stagnant. They evolve and need to evolve through innovation to meet future needs.
Beghtel ends with “the development of new theories of classification needs to be
encouraged and rewarded to further the revision of current systems and the creation of the
next generation of serviceable items.” (Beghtol 2003).
“The essential problem in IRR remains how to obtain the right information for
the right user at the right time despite the existence of other variables (e.g., user
characteristics or database coverage) in the IRR environment” (Chu 2010). “Because
meaningful sentences are composed of meaningful words, any system that hopes to
process natural languages as people do must have information about words and their
meanings” (Miller 1995).
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Chapter 3. Literature Review
3.1 Research on Domain Analysis
The ever-growing domains structures of scientific knowledge, when mapped, can
provide beneficial information on the evolution of the field, future trends, support
information retrieval and classification of the domain. Researchers cluster into informal
networks or “invisible colleges”, which tend to concentrate on examining common
questions. Research contributions by one member of the network are picked up by
another member to be extended, tested and refined. In this process of standing on the
shoulder of giants, each person builds on the other person’s work and advances the
emergence of new theories and paradigms. A study of the history of these exchanges
among members, revealed through the patters of citation, can document the intellectual
history of the field (Culnan 1987).
In a study by White and McCain in 1998, an extensive domain analysis of the
discipline of information science was performed. Co-citation analysis shows that
literature cohere and change in intelligible ways over time. Author co-citation analysis is
a way of “visualizing a field through a representative slice of its literature” and provides
an exercise in domain analysis for the creation of an intellectual framework of the field
being studied as well as a visualization of linguistic data (White and McCain 1998).
The methodology that was used by White and McCain employed traditional
manual methods and intellectual analysis. The size and scopes of domains of knowledge
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has exploded. There are however enabling technologies that can process large amounts
of information with scalability and repeatability. The challenges lie in “how to choose the
source of data, how to analyze and visualize the data and how to make sense of what is in
the picture” (Börner, Chen, and Boyack 2003) Domain visualization aims to reveal
realms of scientific communication as shown in scholarly literature and citation paths.
This field is also called scientography (Garfield 1994), that can provide enabling
techniques needed for multidisciplinary domains.
Scientometrics is the quantitative study of scholarly communication, which
applies bibliometrics to scientific literature. De Solla Price in his book ‘Little Science,
Big Science’, who is referred to as the father of scientometrics, examined the structure of
science using citation analysis (Price 1963). The Atlas of Science in Biochemistry and
Molecular Biology was constructed using a co-citation index associated with publications
in the field over a one -year period. It featured 102 distinct clusters of articles which
represented research from specialties – forming a snapshot of significant research
activities in biochemistry and molecular biology (Garfield 1981).
A bibliometric study of six research domains was performed to determine
advances in interdisciplinary fields. The two indicators of interdisciplinarity were 1)
Citations within subject category and 2) Indicators of collaboration. The study concluded
that the discipline of Math was the most monodisciplinary – drawing primarily on prior
Math research while Biotech exhibited the most interdisciplinary characteristics. Here,
science overlay maps were used to enrich the understanding of metrics. These
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visualization tools can be used for a variety of purposes including research profiling,
identification of new methods and findings and research evaluation (Porter and Rafols
2009).
Full text analysis and bibliometrics provide another way in mapping scientific
disciplines. A pilot study combined a text mining methodology with traditional
bibliometric methods to show that such a hybrid methodology can be applied to research
evaluation. The clusters found though application of text mining provided additional
information that can be used to extend, improve and explain structures found on basis of
bibliometric methods. Citation measures can help to validate the structure clusters
determined on basis of co-word analysis (Glenisson et al. 2005).
Recent studies have extended the ideas of constructing science maps based on
bibliometric data to include a triangulation methodology. A study combined journaljournal citation relations, shared author keywords and word cited reference cooccurrence. The outcomes from the three approaches were systematically interpreted to
provide insights into the complex multidisciplinary structure of the field of water research
(Wen et al. 2016).
3.1.1 Research on Bibliometric Studies of a Domain
Bibliometrics will be used in this study to identify areas of research in the
domains being studied. The word bibliometrics is derived from the word “biblio” which
means book in Latin and Greek. The term “metrics” is derived from also from Latin or
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Greek words “metricus” or metrikos” meaning measurement (Sengupta 1992). The term
bibliometrics was defined as “the application of mathematics and statistical methods to
books and other media of communication” (Pritchard 1969). The author, Alan Pritchard,
hopes “that this term Bibliometrics, will be used explicitly in all studies which seek to
quantify the processes of written communication.” In the fields of science
communication research, the “published patterns of references are used and
operationalization of the author’s interpersonal interaction, and bibliometric analysis can
clarify those patterns.” (Lievrouw 1989).

In the studies of modern science and

communication patterns, one of the dominant characteristics is the form of organization
known as the ‘Invisible College’(de Solla Price and Beaver 1966). Price’s research led to
the modern identification of invisible colleges as groups of elites, mutually interacting
and productive scientists from geographically distant affiliates who exchange information
to monitor progress in their field.
Bibliometric data can be used to assess scientific research. The application of
bibliometric methods in the assessment of scientific research is based on the following
assumptions. Scientific progress is achieved by researchers, from many geographic
locations, who study research topics and build on the work of other scientists. These
scientists are essentially working in a microcosm and informing each other of their
research by publishing their results – in peer reviewed journals. As part of the
publication process, the references in their works show how they have built on the work
done by previous scientists (Van Raan and Van Leeuwen 2002).
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Scientific progress can be defined as the substantial increase of our basic
knowledge and applicable knowledge. This knowledge is available in publications.
These publications offer useable elements such as author names, institutions, journals,
citations and keywords. These are the basic building blocks of bibliometrics, which is
based on the central assumption that scientists who have something to say that is
important, publish their findings in scholarly literature. This pattern of publication
behavior provides a data set to be studied using bibliometric methods (Van Leeuwen et
al. 2003).
In an extensive domain analysis of Information Science, the field was explored
using author co-citation analysis of highly cited authors from the years 1972 to 1995
(White and McCain 1998). The top 120 authors were submitted for author co-citation
analysis, yielding automatic classifications relevant to the histories of the field.
The domain of e-learning has been described as complex, dynamic and multidisciplinary in nature. The field of e-learning was analyzed using bibliometric analysis of
324 articles on workplace e-learning published in academic journals and conference
proceedings from 2000 to 2012 (Cheng et al. 2014).
Diverse fields such as Tourism Research have been studied using bibliometric
techniques. These techniques offer insight into the inter-disciplinary structure of tourism
research. In a study to map the domain of Tourism Research, the Scopus database was
used to extract scholarly communication. The results were discussed in terms of leading
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authors (citations), leading journals, co-citation/network analysis of the most cited
authors and networks of most cited works (Benckendorff and Zehrer 2013).
Bibliometric techniques using citation analysis can facilitate the study of scholarly
communication. Citations can be clustered to identify the themes within disciplines
(Borgman 1999).
The traditional information retrieval model follows the methodology of an
information need that creates a query. On the other side is a document that has its
representation attributes. When there is a match that document is retrieved. Marcia
Bates has challenged this view in the areas of 1) Nature of the query 2) Nature of the
overall search process 3) Range of search techniques used and 4) Information domain
where the search is conducted. The Berry picking theory is based on a real-life example
of picking huckle berries in a forest. The berries are scattered across the forest and they
are picked one at a time. The process starts with the Universe of knowledge and the
identification of the universe of interest as a subset of the entire Universe of knowledge.
Within the Universe of interest is a process that starts with a query, a retrieval, another
query, a thought process, a retrieval and so on until the desired exit criteria is reached.
Some of the common research strategies are: 1) Footnote chasing 2) Citation searching 3)
Journal Run 4) Area Scanning 5) Subject searches in Bibliographies and Indexes 6)
Author searches (Bates 1999).
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As the article was written in 1989 when large full text databases were still in its
infancy, Bates goes on to describe the desirability of intelligent text searches like the
concept of flipping through the pages of a book. Since it may be that the information that
needs to be found is precisely the information that is not indexed. The model of berry
picking proposes that the typical search queries are not static but evolve, as searchers
gather information in bits and pieces and searchers use a wide variety of search
techniques.
According to Smiraglia, theory is the basis of research, serving to supply
hypothesis and to confirm observations. He goes on to make three statements around the
theory of knowledge organization that:
1) A Theoretical assumption underlies the infrastructure of bibliographic
databases
2) Bibliographic references reinforce the observation of Lotka’s law, exploding
unitary concepts of bibliographic entities by demonstrating their complexity
and interrelatedness.
3) There is a beginning of evidence that there are grounds for external validity in
the examination of knowledge entities (Smiraglia 2002).
These observations show that there are similar distributions from one collection to
another when bibliographic methods are used to characterize that domain of knowledge.
Smiraglia also states that “empirical research can advance, secure in the knowledge that
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results can be generalized from one subset of the bibliographic population to another”
(Smiraglia 2002).
The bibliometric approach was further expanded by Hjørland by stating that there
are two considerations that are important:
1) The level of indexing depth is partly determined by the number of terms
assigned to each document. In citation indexing this corresponds to the
number of references in each paper. On the average, scientific papers contain
10-15 references, which provide quite a high level of depth.
2) The references, which function as access points, are provided by the highest
subject-expertise: The experts writing in the leading journals. This expertise is
much higher than that which library catalogs or bibliographical databases
typically can draw on (Hjørland 2008).
This paper focuses on two domains: Augmented Reality and Health Informatics.
This issue of domain studies was tackled by Hjørland by asking these questions “What
kind of knowledge is needed by information specialists working in a specific field like
medicine, sociology or music? What approaches have been used in Information Science
to produce kinds of domain specific knowledge? (Hjørland 2002). He distinguishes
between classification systems for documents as “bibliographic classification systems”
and classification systems for the objects of study of different disciplines such as animals,
mental diseases, chemical elements, and historical periods etc. as “scientific
classifications”. Hjørland suggests that in the case of scientific classifications, the
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scientific concepts change as the theoretical knowledge develops. For example, whales
were once classified as fish and now they are classified as mammals. Classifications are
thus closely tied to scientific theory. He goes on to conclude that research on
classification of subject domain can benefit from the following approaches (Hjørland
2002):
•

Research on indexing and retrieving specialties

•

Bibliometric studies

•

Historical analysis

•

Epistemological and critical studies

•

Terminological studies and Languages for special purposes.
Hjørland identifies eleven approaches to information science research that in his

view offer a framework to strengthen the field of information sciences. He further goes
on to state that by combining one or more of these facets, “it should make the field more
coherent with its own history and provide a deeper and more satisfactory stock of
knowledge. It may also provide a better interdisciplinary contact and exchange for fields
like sociology, linguistics and philosophy” (Hjørland 2002).
In reviewing Hjørland’s approach, there are terms that speak to Bibliometric
studies, Terminological studies of the organization of words and texts, Epistemological
studies of the organization of the knowledge of a domain and the production of expert
systems.
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“Information behavior focuses on people’s information needs; on how they seek,
manage, give, and use information, both purposefully and passively, in the varied roles
that comprise their everyday lives” (Fisher and Julien 2009).
In a 2014 study, bibliometric and text mining analysis was used on a sample of
500 most cited articles to provide an overview of knowledge management. The
examination of factors such as number of authors, references, pages, keywords and
citations were used to determine major trends in knowledge management including
contribution of different countries, active research areas and major journals (Akhavan et
al. 2016).
Another extension of bibliometric information for domain analysis is to use
knowledge visualization tools to define subsets of information relevant to that domain.
Relationships between objects (such as articles) can be identified using citations,
descriptive terms or textual similarities. These objects can then be clustered to produce a
view of the domain. The field Management of Science and Technology was mapped
using tools developed by Sandia National Laboratories with the input of bibliographic
information (Boyack, Wylie, and Davidson 2002).
To map the emerging field of nanobiotechnology, (Takeda et al. 2009) used nano*
and bio* as queries to define nanobiotechnology. The papers were obtained from the
Web of Science. Considering the co-citation between two papers as a link, the structure
of the network was developed. Four main clusters were found – Inorganic, Polymers,
Carbon nanotubes and Organic. The taxonomic structure of nanobiotechnology was also
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analyzed to reveal the research categories and sub categories within the domain.
Similarly, the emergent field of Internet of Things (IoT), was mapped using bibliometric
and network analysis tools. This is a field that has been growing exponentially.
Literature from the past 16 years was used to determine top contributing authors, key
research topics, established and emerging research clusters (Mishra et al. 2016).
The analysis of two domains can also be constructed using bibliometric analysis.
To identify the links and potential synergies between the fields of bioinformatics and
medical informatics, both fields which have matured independently of each other, a
bibliometric study was conducted. The study used the” observation that documents that
use the same words with similar association frequencies have closely related contents
(Bansard et al. 2007). The word co-occurrences create ‘neighborhoods’ of documents
that can be analyzed.

3.1.2 Taxonomies of Health Informatics
Taxonomies can provide a conceptual framework for the discussion and analysis
of a domain. A scoping exercise to map the field of eHealth was conducted using the
search query “ehealth or e-health or e*health” using multiple databases and the resulting
articles were explored to assess the presence of eHealth or conceptually related terms
within their taxonomies. The assessment of eHealth was performed by analyzing the
Journals in which the term eHealth appears, the main topic areas and MeSH taxonomies.
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The usage of formal bibliographic taxonomies was instrumental in deriving various
definitions of e-health (Pagliari et al. 2005).
“Concepts are the glue the holds our mental world” (Murphy 2004). Gregory
Murphy the psychologist in his Big Book of concepts, goes on to explain that concepts tie
our past experiences to our present interactions. That concepts themselves are connected
to our larger knowledge structures. They tell us what the item is and what is the property
of the item. “People use taxonomies and ontologies to represent and organize concepts.
The diversity and complexity of human language requires the taxonomy /ontology to
capture concepts with various granularities in every domain” (Wu et al. 2012).
Understanding text is very complex. To extract and understand the underlying concepts
in text, there is a need for an accepted taxonomy. This need for a taxonomy is seen in
many domains of knowledge. As data collection has increased so has the need for
taxonomies. A 2010 study was conducted when it was found that that there was a lack of
consensus on taxonomy, terminology and definitions around the measurement properties
for health-related patient-reported outcomes. The resultant COSMIN study (Mokkink et
al. 2010) concluded with a consensus on taxonomies and the definitions of measurement
properties.
According to Clare Beghtol “Classification is a transdisciplinary activity that
occurs during all human pursuits. Classificatory activity, however, serves different
purposes in different situations. In information retrieval, the primary purpose of
classification is to find knowledge that already exists, but in other fields is to discover
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new knowledge” (Beghtol 2003). To discuss health informatics taxonomies, in addition
to the definition of health informatics, which was discussed earlier, it is necessary to list
the concepts that define health informatics.
•

Multidisciplinary: an intuitive relationship to different groups of professional with
their own skill sets, approaches to practice and view on terminology.

•

Interdisciplinary: Technical concepts and definitions that extend into
interdisciplinary initiative that are primarily found in educational establishments.

•

Patient Focus: the role and impact on patients.

•

Level of expertise and sophistication: skill sets of this interdisciplinary domain.

•

Technology Application: dependencies on the adoption of a wide variety of
technological solutions (Barrett, Liaw, and Lusignan 2014).
The science of taxonomy helped develop MeSH – Medical Subject Headings and

the later transformation into MEDLINE. However, these classifications of medical
terminology were not enough for an interdisciplinary domain like health informatics. A
team of experts sponsored by the Agency for Healthcare Research and Quality’s
(AHQRs) has proposed the following high-level taxonomy (Kuhn et al. 2007):
•

Organizational Strategy (Financial, Planning, Process Change, Health IT, Policy)

•

Technology (Mobile, Infrastructure, Security, Standards, Electronic Health,
Telehealth, Health Information Exchange)

•

Value (Research, Evaluation Outcomes)
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•

Laws and Regulations (Legal Documents, Privacy, Security, Government)

•

Organizations (Professional Societies, Payers, Governmental, Not for Profit,
Magazines)

•

Operations (Governance, Project Management, Systems, Dissemination)
While taxonomies are top-down, controlled vocabularies, folksonomies are

bottom up uncontrolled vocabularies that utilize familiar accessible and shared concepts
maintained by a community of users. In addition, folksonomies may have several
advantages over taxonomies as they could be described as dynamic and forward looking
to categorize unforeseen subject matter such as emerging technologies. In a study to
enhance the taxonomy of a web site on health technology, the terms listed in the search
phrases were used to determine the broad concepts being utilized by the user community.
The frequencies of the search topics were used to determine the top 100 searches and
then compared to the existing taxonomy. While most of the top phrases could be
matched to the existing taxonomy, some new concepts were discovered that were still not
in the taxonomy (Dixon and McGowan 2010).
Text has traditionally been navigated through indexes, table of contents and
browsing. As the amount of text increases, retrieving information by recognition has
many advantages.

Sacco uses dynamic taxonomy to provide a way to allow complexity

to be hidden under higher level terms (Sacco and Tzitzikas 2009). A dynamic taxonomy
needs a set of documents which are multiply classified by topics embedded in a
taxonomy. A paper that used the concepts of dynamic taxonomy to construct such a
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structure for a group of medical texts, used the following steps: 1) Choose a subset of
medical texts, 2) generate possible index phrases 3) stem and order phrases 4) match
phrases to standard concepts 5) grow taxonomy from found concepts (Wollersheim and
Rahayu 2002).
MeSH is the National Library of Medicine’s thesaurus. It consists of sets of terms
naming descriptors in a hierarchical structure that permits searching at various levels of
specificity. MeSH descriptors are arranged in both an alphabetic and hierarchical
structure. At the most general level of the hierarchical structure are very broad headings
such as “Anatomy” or “Mental Disorders”. There are over 28,000 descriptors in MeSH
and over 90,000 entry terms that assist in finding the most appropriate MeSH heading.
The MeSH thesaurus is used by the National Library of Medicine to index articles in
MedLine and PubMed (NLM 2015). The MeSH browser offers a window into the
structure of the hierarchy. The search can be conducted using a Full word search
(complete entry terms) or a sub string search (records that have a string of characters as a
complete term or embedded in a term.) When a descriptor is selected the details of the
record are displayed. A tree view is also provided to browse the hierarchy from the
broadest to narrowest heading (NLM 2016). The level 1 MeSH categories, as shown in
Figure 3, reveal the hierarchical tree structure of the MeSH Categories.
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Figure 3: MeSH Categories Level 1
In further detailing the tree structure, Information Science is a level 1 term. When
the “Information Science” category is detailed, as shown in Figure 4, among other level 2
categories, the term “Informatics” is displayed.
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Figure 4: MeSH Categories of Information Science and Informatics
Under the Informatics umbrella, the level 3 categories show up as 1)
Computational Biology; 2) Dental Informatics; 3) Medical Informatics; 4) Nursing
Informatics; 5) Public Health Informatics. The term Informatics is defined as shown in
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Figure 5.

Figure 5: MeSH Descriptor of Informatics
An interesting finding from reviewing the structure is that Information Science
and Technology are under two separate Level 1 headings. This illustrates the complexity
of obtaining a taxonomy for the multidisciplinary field of Health Informatics. In addition,
searches on Augmented Reality did not yield any results in the category structure.
In an Australian bibliometric study to obtain an overview of health informatics in
that country, using PubMed, the search methodology used was eight variations of the
term informatics found in MeSH along with the text word ‘Health Informatics’ (Mendis
2007).
A 2014 study of Health Informatics taxonomies concluded that Health Informatics
“is evolving as a multidisciplinary science and should be defined as such. Conceptual
research and development are required to optimize and guide taxonomical evolution over
the coming years for health informatics (Barrett, Liaw, and Lusignan 2014).
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3.1.3 Taxonomies of Augmented Reality
There have been multiple approaches used in the creation of AR taxonomies. The
four prevalent approaches have been 1) Technique centered 2) User centered 3)
Information centered and 4) Interaction centered (Normand, Servières, and Moreau
2012).
The technique centered taxonomy was proposed by Milgram and others, a
technical taxonomy of mixed reality distinguishing the types of visual displays used.
They based the classification on the amount of information the system knows about the
environment, the quality of the virtual environment and the extent to which the user feels
present (Milgram and Colquhoun 1999).
In one of the user-based taxonomies, the authors define five functionalities:
augmented documentation, reality with augmented perception, perceptual association of
the real and virtual, behavioral association of the real and virtual, substitution of the real
by virtual (Hugues, Fuchs, and Nannipieri 2011). This taxonomy enables augmented
reality environments to be classified.
Information based taxonomies are based on specific data such as location-based
information or the presentation space of the application. The presentation space can be
classified as continuous or discrete in the AR application, dimensional, frame of
reference, objects that are directly shown or hidden, and mounting of the displays
(Tönnis, Plecher, and Klinker 2013).
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An Interaction centered taxonomy is based on the user and the object. The three
possibilities are: Augment the user (wear or carry a device), Augment the object
(embedding data or computational device), Augment the environment surrounding the
user and object(Mackay 1998).
Another taxonomy that was proposed is based on four axis 1) the number of
degrees of freedom 2) the augmentation type (user, world, artifact) 3) Application based
4) Modalities that go beyond the visual augmented reality(Normand, Servières, and
Moreau 2012) .
The TARCAST: Taxonomy for Augmented Reality Casting with Web support is
a taxonomy that is based on the principle that an AR system is potentially made up of six
subsystems and selects the characterization of each one of them according to existing
taxonomies. It is based on the definitions of AR proposed by Milgram and Kishino. The
categories are (Braz and Pereira 2008):
•

Global Characteristics (Application area, System Type, Number of users,
Interaction among users.

•

Real World Acquisition System (Image, Sound, Smell, Other acquisition).

•

Virtual Model Generator System (Graphic Model, Realism, Technology).

•

Mixing Realities System (Visual realities, Images).

•

Display System (Technology, User point of view, Scale).

•

Real Manipulator System (Technologies used such as Gloves, Robot arms etc.).
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•

Surrounding objects
AR is an emerging technology that has been well defined and while a relatively

new field, according to Bloomberg, will surge to be a $165 billion market by 2024.
Apple Inc’s CEO Tim Cook has likened AR’s game changing potential to that of the
smart phone. He said that we will all “have AR experiences every day, almost like eating
three meals a day. It will become that much a part of you” (Gurman 2016).
3.2 Content Analysis Research
Content Analysis has been described as a “powerful data reduction technique. Its
major benefit comes from the fact that it is a systematic, replicable technique for
compressing many words of text into fewer content categories based on explicit rules of
coding” (Stemler 2001). The author goes to discuss additional benefits of content analysis
including, being an unobtrusive technique and being useful in dealing with large volumes
of data.
Content analysis has been defined as “the systematic, objective, quantitative
analysis of message characteristics” (Neuendorf 2017). It provides a tool that can look at
how messages change over time and vary across mediums and outlets. It also provides
for a methodology that can be applied to many different forms for communication from
scholarly research to twitter feeds.
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In May 2003, Laver, Benoit and Garry presented a “new way of extracting policy
positions from political texts that treat texts not as discourses to be understood but rather,
as data in the form of words “(Laver, Benoit, and Garry 2003). The paper has been cited
1371 times as per Google scholar. The paper broke new ground in text analysis by not
trying to read, understand or interpret the text, but rather treat the text as word data that
contains information about the polices or positions of the authors. The authors then took
the next step that, given a text about which the position of the authors is known, one can
analyze other texts about which the policy or positions are not known. This methodology
of using words as data, removes the need for intensive human coding and can be
performed by using computer software.
A study was conducted to explore the application of content analysis to a
selection of nanotechnology news articles from selected newspapers. A Boolean search
was used to select only those articles that primarily dealt with nanotechnology. The aim
of the study was to determine the themes of the articles. The authors defined specific
themes such as: Health – keywords of Health, Medicine, Brain, Cancer, Toxin and
Asbestos or Risk – keywords of Risk, Hazard, Danger, Threat, Harm and Exposure. The
articles were then searched for the prevalence of those keywords. The results of the study
showed, that while this was a new approach to determining themes, the methodology was
promising in its ability to draw meaning for collections of related texts. The authors also
recommended for future research, the ability to extract themes without having a preset
group of keywords (Davis 2011).
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There are methodological challenges with content analysis. Content analysis has
changed from a counting game to a more interpretive approach. A key issue is to
differentiate between abstraction level and the interpretation degree. Qualitative content
analysis is an autonomous method that can be used at varying levels of abstraction and
interpretation (Graneheim and Lundman 2004).
To validate a content analysis model for assessing student learning in an
asynchronous online discussion, a mixed method design used both qualitative and
quantitative methods. Data from 800 online postings were collected from two online
courses. A grounded theory approach was used to construct a content analysis model
based on qualitative data. The model was then applied to a different set of online posts,
but from the same course. The results of the new model fit the quantitative data (Yang et
al. 2011).
At University of Queensland, researchers have developed a software called
Leximancer. This software uses word frequency statistics to generate visualizations.
These visualizations enable the researcher to determine the main topics within a text and
how the topics relate to each other. The researchers conducted studies using transcripts
of programs from Australian TV programs to highlight the prominent concepts discussed
during each episode of the show. In the visualization, nodes represent concepts with the
size of the node reflecting the prominence and groups of nodes sharing the same
proximity represent themes. The authors concluded that “Scientific findings rely on
structured processes that support examine or test theories in the light of different types of
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evidence. Computer aided qualitative applications have provided a way for semiautomated analysis of textual data. Automation helps researchers find materials to code
and then iteratively split combine and refine, but researchers do the work of
metaphorically handling the text to create themes for discussion. Visuality tends to be
relevant mainly for the display of the researcher’s themes” (Angus, Rintel, and Wiles
2013) .
Content Analysis was used in a study of a series of political statements in
response to a July 2005 bombing in London (McKenna and Waddell 2007). The terms
‘London’ and ‘Terrorism’ were used to select data from more than 8000 news sources.
The time period was restricted to nine days after the event. A list of predefined categories
or keywords were not used in order to minimize the effects of predetermined concepts. A
ranked list was created based on word frequency and co-occurrence usage. A twodimensional concept map was developed based on the frequency, co-occurrence and
proximity of the words. The researchers acknowledged that the course from text to
context takes research from analysis to interpretation. The concepts that were the
interpretation of the visual map were then documented such as condolences or
condemnations.
Visual text analytics is a technique that enables knowledge discovery via the use
of interactive graphical representation of textual data. Text clustering serves to partition
text into sets of related items. By coupling visual text analytics along with other meta
data such as citation information, it is possible to derive value from the material being
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researched in the form of the relationship patterns that may exist among the discrete items
in the collection (Risch et al. 2008).
Content analysis has been used to map research domains. In one study the
methodology was used to map Institutional Legitimacy in Post Conflict East Timor (Fisk
et al. 2012) . In this case content analysis was used to examine the conceptual structure
of existing opinions expressed in text-based sources of information. Sets of words cooccur in text. Relationships can be identified by the frequency with which the words cooccur. This means that concepts can be emergent, rather than selected by the authors.
Similar concepts tend to settle in proximity. Clusters of concepts form themes. The
researchers analyzed 1653 documents. The study concluded that content analysis “can
allow one to undertake concise and efficient evaluation of texts within a particular
research field”.
A similar study on Massive Open Online Courses (MOOC) was conducted using
content analysis. Selected keywords were used to search EBSCO, ERIC, Google Scholar
and Scopus. The titles and abstract of the selected articles were analyzed using a text
mining software. Word frequencies and co-occurrence visualizations were used to
identify concepts, which then were used to map themes around the then emerging field
(Zawacki-Richter et al. 2018).
Gender, Feminism and Women’s Studies (GFWS) research was analyzed to
determine the concepts that have been presented as part of the research. A key selection
of communications journals was selected, which resulted in 31,500 research articles
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published between 1962 and 1997. The titles of all the articles were analyzed using QDA
Data Miner to format the data and Word Stat for the content analysis. The resultant cooccurrence clusters were interpreted to determine the main concepts (Stephen 2000). A
similar study was conducted by the same author on the content analysis of journal
abstracts in Human Communication Research. Word occurrences were identified and
then cluster analyzed, revealing five major clusters. This process, the author suggests,
shows how content analysis can be used in bibliometric research (Stephen 1999).
Content Analysis has also been used to analysis specific topics such as
Presidential Candidate speeches (Peladeau 2001). In this study thirty-one speeches by all
six candidates were analyzed using Word Stat. The titles and interviewers’ questions
were removed from the transcripts. High frequency words were noted by candidate and
dendrograms were created of frequent words. Cluster analysis was used to determine the
concepts within the speeches.
To improve the comprehension of the identity of concepts in the domain of
knowledge organization, 344 concept maps were analyzed. The entire population of the
formal proceedings in knowledge organization – all the proceedings of the International
Society for Knowledge Organization conferences (1990-2010) and those of the Special
Interest Group for Classification Research of the American Society for Information
Science and Technology. The content analysis software WordStat was used in this study.
Nodes were identified as “anchors of conceptual clusters in the domain” and “core values
are conveyed across time through the concept maps” (A. Friedman and Smiraglia 2013) .
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Words in article titles have also been used to reveal the structure of Library and
Information Science. A study based on 10,344 articles was published between 1988 and
2007 in 16 LIS journals. The methodology used was a) co-word analysis and hierarchical
clustering b) multidimensional scaling and c) determination of trends in usage of terms.
Word Stat was used for lemmatization, co-occurrence calculations, dendrograms and heat
maps. The Methodological novel aspects of this study were a) its large scale b) removal
of non-specific title words c) identification of the most frequent terms and d) presentation
of the relative frequencies of terms using heatmaps (Milojević et al. 2011).
3.3 Social Media Research
Scholarly content is increasingly being shared and discussed on the Web and in
social media. Researchers download, bookmark or share articles of interest. Some
articles are also mentioned in blogs or are part of media coverage. This presents both a
problem and an opportunity. The problem is that the discussion of the articles is spread
across many different social media and online communities (Adie and Roe 2013). The
opportunity is the value of the information and statistics to determine the areas of interest
as well as comparisons to metrics obtained from bibliometric analysis.
Social media measurement has been described as immature, like Web Analytics in
the mid 1990’s (Murdough 2009). At the same time, social media measurement is
evolving, and as different approaches are used, it may be possible to make sense of all the
activity data generated by social media.
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Social media mentions are used in Altmetric measurements and are increasingly
advocated and used as early indicators of article impact and usefulness. To study the
question of whether Altmetrics are valid proxies of impact or usefulness, an attempt was
made on the correlations between specific Altmetrics and citation rates. Statistically
significant associations were found between higher Altmetric scores and higher citations
for articles in the case of mentions in Twitter, Facebook and research highlights in
academic social media. Insufficient evidence was available for other social media such
as LinkedIn, Pinterest and Reddit (Thelwall et al. 2013). It is important to note that
Altmetrics is a recent phenomenon and may not apply to documents published prior to
the collection of such data.
There have been suggestions for alternative measurements for the measurement of
scholarly publications, such as mentions. While citation-based filters have and continue
to be used, the emergence of the Web provided new filters and lenses on scholarly output
such as Twitter, Facebook and Mendelay (Priem, Groth, and Taraborelli 2012). While
citations are useful, the citation impact of a work can only be measured several years
after it has been published, as research article are increasingly accessed thru the Web, the
number of times an article is read or mentioned could relate to its medium-term citation
impact (Brody and Harnad 2005).
The speculation around Altmetrics, is increasingly yielding to empirical
investigation (Priem 2010). In an effort to gauge the impact of Web 2.0 tools such as
twitter to the citations in peer-reviewed articles a study was conducted to 1) explore the
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feasibility of measuring social media impact of scholarly articles by analyzing social
media mentions 2) explore the dynamics, content and timing of tweets relative to the
publication of a scholarly article and 3) if these alternative metrics are sensitive and
specific enough to predict highly cited articles. This systematic, prospect longitudinal
study showed correlations between tweets and citations, that highly tweeted articles are
more likely to end up being highly cited (Eysenbach 2011).
On the attitude and practice of Scholars towards Twitter, a sample of 28 scholars
were surveyed. It was found (Priem and Costello 2010) that while scholars use Twitter to
cite articles, there is a conversational connotation to the discussion of articles crossing
traditional disciplinary boundaries and that they still represent and transmit scholarly
impact.
In summary this literature review showed various ways that domains can be
analyzed, using domain analysis and mapping, through bibliometric and content analysis.
An evolutionary view of HI was also provided to highlight areas of research and
development that have been in prominence due to the influence of governmental policies
and public fund availability. An emerging view of the domain of HI provided insight into
the areas of research in AR and the key figures who have contributed to the emergence of
AR.
The literature review also covered bibliometric studies using co-citation analysis
as well as visual mapping for the analysis of domains. While these studies were not
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specific to HI or AR, they provide a view into methods that have been used for the study
of a domain. The study relies on data from scholarly communication as well as a social
media communication. This research will use a combination of methods – bibliometric
analysis including, co-citation, visual mapping and content analysis to determine the
features of the intersection of AR and HI.
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Chapter 4. Research Questions
4.1 Statement of the Research Problem
Studies have shown that the benefits of innovative health informatics applications
and strategies to enhance patient care, provide for efficient use of resources and improve
population health. Augmented reality is an emerging technology that could provide
health informatics with additional tools and applications to improve health outcomes.
In 2016 it was common, to see people chasing imaginary creatures (Pokémon – a
popular Japanese video gaming franchise) on their smart phones while bumping into
other pedestrians. This gaming phenomenon was enabled by the marriage of augmented
reality technology and Gaming applications (Chang and Choi 2016). This leads to the
question: Can healthcare benefit from the integration of AR technologies?
The problem statement being: How can the emerging technology of AR be used
in HI to benefit healthcare? AR is being used in domains like gaming as illustrated in the
above Pokémon application. This technology at a high level could be of benefit, however,
since HI is the study, design, adoption and application of technology-based innovation in
healthcare, it is necessary to identify the specific AR research fronts that could be used in
healthcare.
In order to study this problem, the intersection of these domains was studied
based on scholarly and social media communications. The results of these studies (using
bibliometric and content analysis methods) could provide the relevant applications.
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4.2 Research Questions
The first aim of this study is to explore and describe the research trends in AR
using bibliometric and content analysis methods. For the data from academic database,
the categories of scholarly research will be extracted for AR and HI. The corresponding
research questions are:
Scholarly Communications:
RQ1.

What are the bibliometric features of the intersection of the AR and HI?

RQ2. What are the research fronts of the intersection of the AR and HI
domains?
A second aim of this study is to explore the social media communication around AR and
HI. The corresponding research questions are:
Social Media Communications
RQ3. What are the theme categories of intersection of AR and HI found in
Social Media?
RQ4. What are the differences and similarities between the research fronts in
scholarly communication and the theme categories in social media?
4.3 Concepts and Definitions
This section describes the concepts and provides definitions on key terms that are
used to define the research questions.
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Augmented Reality (AR) allows the user to see the real world with virtual
objects superimposed on the real-world objects. AR supplements reality rather than
replacing it. To the user the virtual objects and the real world co-exist in the same space
(Azuma 1997).
Health Informatics (HI) is “the field that is concerned with the optimal use of
information, often aided using technology, to improve individual health, health care,
public health, and biomedical research (Hersh 2009).
Research Fronts. A research front is a cluster of highly cited papers in a
specialized topic defined by cluster analysis. By grouping papers that are strongly related,
it can be shown in which areas research is being conducted (Thompson 2015)
Bibliometric Features. This would include key bibliometric fields such as
authors, publications, countries, sources and affiliations.
Theme Categories. Social media data is accessed using an API (data connection
point) to create a database. The data contained in the social media posting can be
classified into theme categories by using keyword frequency analysis and content
management software.
Content Analysis is “a research technique for making replicable and valid
inferences from texts (or other meaningful matter) to the contexts of their use”
(Krippendorff 2004a).
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Categories: the creation of categories is a core feature of qualitative content
analysis. “A Category is a group of content that shares a commonality”. The author goes
on to suggest that a category refers mainly to a descriptive level of content and thus be an
expression of the manifest content of the text. A category often includes sub-categories.
Scholarly Research is defined as “one in which the content is written by experts
for the purpose of sharing original research or analyzing other’s finding” (UBC 2017).
The work provides citations for all sources used, is written by experts for experts, based
on original research or intellectual inquiry and is usually peer reviewed prior to
publication.
Social Media offers a medium for communication to be used by the experts,
consumers, and the public in general. While there is no moderation of the content, social
media offers an interaction mechanism for a range of individuals (Moorhead et al. 2013) .
Some examples of social media communication sites are Twitter, Facebook, Reddit,
Academia.edu, Research Gate and Mendeley.
Domains are defined as “Spheres of knowledge, influence or activity”(Merriam
Webster 2017) . Domain studies were also discussed in the literature review section.
Hjørland states that “the most fruitful horizon for information science is to study the
knowledge domains as thought or discourse communities”(Hjørland and Albrechsten
1995).
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Chapter 5. Method
The method selected for the study includes Bibliometrics and Content Analysis.
The following figure highlights the high-level analysis of the intersection of the
two domains:

Figure 6 : Methodology for the Domain Study
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5.1 Bibliometrics
Pritchard has defined bibliometrics as “the application of mathematics and
statistical methods to books and other media of communication” (Pritchard 1969). He
goes on to hope that the term bibliometrics will be used explicitly in all studies which
seek to quantify the processes of written communication.
Stevens (Stevens RE 1953) divided bibliometrics into two areas: 1) Productive
/Descriptive – based on geographic locations, periods of time and subject fields, 2)
Evaluative Area – based on reference and citation.
This study will use both the areas of Evaluative and Descriptive, to shed light on
the field of AR and HI. Citation analysis along with a breakdown of the field by
geographic areas, journals and subject areas will be used. A mixed approach using
balancing techniques will provide multiple perspectives of the intersection of the
domains.
5.2 Content Analysis
The concept of text mining has become very relevant due to the explosion of
documents with organizations as well as over the internet. The Medline database houses
10 million abstracts and adds another 7 to 8 thousand per week. This is a lot of reading
for someone who would want to review the database.
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Krippendorff has offered a basic framework around content analysis which is
simple and employs a few conceptual components (Krippendorff 2004a):
1) A body of text, the data that a content analyst has available to begin an
analytical effort
2) A research question that the analyst seeks to answer by examining the body of
text
3) A context of the analyst’s choice within which to make sense of the body of
text
4) An analytical construct that operationalizes what the analyst knows about the
context
5) Inferences that are intended to answer the research question, which constitute
the basic accomplishment of the content analysis
6) Validating evidence, which is the ultimate justification of the content analysis

67 | P a g e

Figure 7: Krippendorff Framework

The Krippendorff framework will be employed in the dissertation to perform
content analysis on the scholarly body of text around AR and HI as well as social media
communication. Pictorially, the framework is shown in Figure 7. This methodology,
using the Krippendorff framework, starts with a body of text that was selected, research
question(s) to answer, context of the analyst to make sense of the text, an analytical
construct to operationalize the context, inferences to answer the research question(s) and
finally a discussion around the answers to the research questions.
The usage of both bibliometric and content analysis methods provides views into
the structure of the domains of AR and HI. The use of bibliometrics also provides a
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method to study the domain from the view point of many experts rather than then opinion
of a select few. The next section will discuss the data source justifications.
5.3 Justification of Data Sources
The two primary databases that were considered were PubMed and Scopus.
PubMed, according to its website is, a free resource developed and maintained by the
National Center for Biotechnology Information (NCBI) at the US National Library of
Medicine (NLM), located at the National Institutes of Health (NIH). It comprises over 26
million citation and abstracts from MEDLINE, life sciences journal and online books
(PubMed 2017). MEDLINE, according to a NIH website, is the primary component of
PubMed. It contains 24 million references to journal articles. A distinctive feature of
MEDLINE is that its records are indexed with the NLM Medical Subject Headings MeSH (NIH 2017).
Scopus is the largest abstract and citation database of peer reviewed literature and
contains over 69 million records from 25322 peer reviewed journals. It is a
multidisciplinary data base with 17% sourced from Life sciences, 31% from Social
sciences, 27% from Physical sciences and 26% from Health sciences. This includes
digital libraries IEEE and ACM. In the Health sciences arena, Scopus had permission to
cover approximately 6700 out of a total of 7000 MEDLINE titles (Scopus 2017). A
search on Scopus sources for ACM resulted in 50 ACM related journals and
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communications. Some of the ACM sources are shown in Figure 8.

Figure 8: ACM sources in Scopus
Similarly, IEEE source are also contained within the Scopus database. A search
on IEEE listed 168 sources. A sampling of the sources is shown in Figure 9.
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Figure 9: IEEE Sources in Scopus

There are many reasons to select Scopus as the data source for the study. The
first being the large number of peer reviewed records available for research. The
criterion for RQ1 is that the dataset be sourced from scholarly research. Scopus limits its
articles to peer- reviewed and has its own review process prior to addition to the dataset.
Secondly, it has a vast selection of meta-data that can be easily extracted for analysis.
Thirdly it is a multidisciplinary database. The articles are sourced from the fields of
science, technology, medicine, and arts and humanities. This type of collection is needed
to research multidisciplinary fields such as AR and HI. Additionally, Scopus includes
MEDLINE, which is the primary source for PubMed. Lastly, Scopus adds index terms
according to controlled vocabularies such as MeSH (health Sciences), Emtree (medical
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terms) and Ei Thesaurus (engineering, technology, physical sciences) (Scopus 2017).
This provides a database of index terms that are acceptable to their domain of study.
5.4 Justification of Social Media Choices
Social Media includes a wide range of products, including blogs, discussion
boards, chat rooms, forums, company websites, social networking websites among
others. We have witnessed an explosion of internet-based messages being transmitted
through these media (Mangold and Faulds 2009). For this dissertation it was necessary to
have a social networking site that was open and had a sufficiently large number of users
to warrant a good sampling of data. The social networking sites that were considered
were Facebook, Reddit, Twitter, Academia.edu and ResearchGate
Facebook is the largest of the social networking sites with over 2 billion users,
and 85% of the active users are outside of the US primarily in India, Brazil and
Indonesia. While the statistics are impressive, a large part of the conversations that
happen are amongst family and friends (Hootsuite 2016). Reddit averages around 10
and 12 million users per month, however, has many sub- reddits with various topics of
conversations and relies on images and videos which are not suitable for the type of text
analysis being done in the dissertation (Bond and Powell 2017).
Twitter has emerged as a popular medium for discussing noteworthy events that
are happening around the world. “Twitter is not a typical social network; its topological
characteristics make it more akin to a broadcast network. Its striking popularity has
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attracted popular news sources and high-profile users including traditional media (BBC,
CNN), celebrities and politicians (Oprah Winfrey, Barack Obama) and other influential
persons” (Cha et al. 2012). The authors go on to state that Twitter presents a unique
opportunity to answer important social science questions about the interaction among
different types of individuals. In a study on influence, Twitter was used as the social
network where 1.7 billion tweets were analyzed to determine the dynamics behind the
influencers. The study questioned the traditional view that a minority of members possess
qualities that make them exceptionally persuasive at spreading ideas. It found that
influence is not gained spontaneously or accidently, but through concerted effort (Cha et
al. 2012).
Twitter has over 500 million tweets per day and represents industries from
Airlines, Finance, Fashion and Healthcare to name a few. This allows for
multidisciplinary information. Twitter also uses hashtags to tag key words or phrases.
The hashtag is a convention among twitter users to create and follow a thread of
discussion by prefixing a ‘#’ character. This allows the selection of tweets based on
specific hashtags. Twitter provides a search API (Application Programming Interface)
that allows the collection of tweets (Kwak et al. 2010). The large amount of data
however does create ‘noise’ that represents challenges to extract relevant information.
The advent of academic social networking sites provides a venue for the sharing
of published, unpublished and even draft papers and ideas with fellow academicians.
These social networks can circumvent the hurdles of official academic publishing and
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provide immediate exposure.

These sites also allow the readers to engage in a

discussion with the authors (Meishar-Tal and Pieterse 2016).
Academia.edu, according to its website, is a platform for academics to share their
research, track research of academics they follow and monitor their research impact. The
web site has over 63 million users, 21 million papers and over 18 million unique visitors
each month (Academia.edu 2018). The site has developed discovery tools that are like
social platforms like Facebook and Twitter, so scientists can choose to follow certain
topics and get notified of new research or follow specific authors. As an open access
network, Academia.edu can attract research papers to be published by individual
scientists as well as foundations that require their research to be available openly (Ingram
2015).
ResearchGate has more than 15 million members belonging to a wide range of
disciplines. The social network enables the users to share their publications, access other
publications, connect and collaborate with colleagues and determine the impact of their
research. The mission of ResearchGate is to “connect the world of science and make
research open to all” (ResearchGate 2018a)
Mendeley is a social reference sharing website and acts as a reference manager
and social collaboration network in the academic world. Those using it can enter
reference information for articles that they are reading or intend to read to build reference
lists for their papers (Thelwell 2017). According to the Mendeley website, it boasts a
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network of over 6 million researchers worldwide. Collaboration is facilitated by
thousands of groups that allow networking. The groups allow researchers to discuss
specific topics, invite colleagues and share reading lists. A community of developers is
also available to develop API’s and assist researchers (Mendeley 2018).
The academically oriented social networks provide five main functions: 1)
Management of an online persona 2) Diffusion of Studies – sharing articles 3)
Collaboration 4) Collection of Information 5) Management of Impact. (Meishar-Tal and
Pieterse 2017).
A single research output may live online in multiple websites and can be
discussed about across a variety of platforms. Altmetric.com is an aggregator of
disparate information which is collected and collated from different platforms to provide
a view of the activity surrounding scholarly content. Altmetric.com monitors the
following data sources: Public Policy Documents, Mainstream Media, Mendeley, Blogs,
Facebook, Twitter, Google+, LinkedIn, SinaWeibo, Pinterest, YouTube, Reddit and
Q&A (Altmetric 2018).
The social web metrics or also called ‘Altmetrics’ refers to mentions of scientific
outputs in social web tools such as Facebook, Twitter, blogs, news media or online
reference management tools. The growth of web use by scholars has led to studies
conducted on the analysis of Altmetrics and its relation or association with previous
established metrics such as citation analysis. Most of these studies have found (Costas,
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Zahedi, and Wouters 2015) correlation among Altmetrics and citation scores suggesting
these two approaches are somehow related.
There are several reasons for selecting Altmetric Data:
1. It is Robust and Stable. The data is collected over time and available for
reference.
2. The database provides cleaning and standardization of the data for example by
counting the number of tweets by unique twitter users.
3. Presence of unique identifiers of publications. The data are collected based on
unique identifiers such as DOI or PubMed IDs. This makes the linkage of
data with other data systems easy and transparent (Costas, Zahedi, and
Wouters 2015).
In addition, the data extracted from the Altmetric database can be easily filtered to
the selected social media sites. The database also provides metadata for each of the
mentions for the social media site.
The usage of unique identifiers also reduces the noise that is apparent in social
media such as Twitter or Facebook. The following table shows the data sources and
coverage availability in the Altmetric database:(Altmetric Support 2018)
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Table 1: Altmetric Data Sources and Coverage
Data source

Coverage began

Coverage ended*

Twitter

Oct 2011

-

Facebook

Oct 2011

-

Policy documents

Jan 2013

-

News

Oct 2011 &
Dec 2015**

-

Blogs

Oct 2011

-

Mendeley

Oct 2011

-

CiteULike

Oct 2011

Dec 2014

Post-publication peer
reviews

Mar 2013

-

Reddit

Oct 2011

-

Wikipedia

Jan 2015

-

Stack Overflow

Oct 2011

-

Faculty of 1000 Prime

May 2013

-

Google+

Oct 2011

-

YouTube

Apr 2013

-

Mid-March 2014

7/24/2015

LinkedIn

Early 2013

3/12/2014

Pinterest

Oct 2011

6/20/2013

Open Syllabus

Sept 2016

Sina Weibo

Scopus citations

Web of Science citations

Patent citations
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June 2016. Data goes as
far back as 1823,
although majority are No longer available as of
post-1996
September 2018
February 2017. Data is
available only for
institutional subscribers
of products with
Clarivate Analytics.
April 2018

-

5.5 Scope
The first scope parameter is the volume and source of data collected for scholarly
research. While an effort is made to encompass the domains of AR and HI, these are
multidisciplinary in nature and putting boundaries around them presents a high level of
difficulty. Journal articles from these domains can be published in multiple databases
and be cross listed across a wide variety of subject areas from computer science,
engineering and mathematics to social sciences, medicine and humanities. Due to this
wide variety a single database SCOPUS was chosen to be the source of the AR and HI
scholarly research articles.
A second scope parameter is the time span. The scholarly research database can
be reviewed over a large time span. This study will examine SCOPUS articles available
from 1993 through 2018. Based on the query execution date, the upper limit of the date
was October 2018.
For the Social Media data, the Altmetrics Database was used. There was not a
date parameter used to limit the scope, however the date range based on the execution of
the query had an upper limit of October 2018.
5.6 Data Collection
The following sets of data were created for the study. Each of the data sets is
described in this section.
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5.6.1 Scholarly Communications Search
The first set of data involves Augmented Reality and Health Informatics. To
search for this data, the SCOPUS database was used. The date parameters were 1993 thru
2018. In order to search for documents that intersect the domains of AR and HI, the key
phrases of Augmented Reality as well as the phrase Mixed Reality was used. The word
mixed reality comes from Milgram’s definition of augmented reality as presented in
Figure 2: Milgram’s definition of Augmented Reality.
The MeSH terminology presented in Figure 5 are used to search for the sub
categories of the field of Health Informatics. These sub categories include –
Bioinformatics, Dental Informatics, Medical Informatics, Computational Biology, Public
Health Informatics and Health Informatics.
In addition, since Health Informatics is used in healthcare, the term Healthcare
was also added to the search.
The search for Augmented Reality was performed using the following key
phrases: 1. “Augmented Reality “OR “Mixed Reality “AND
2a. The MeSH phrases: “Bioinformatics” OR “Dental Informatics” OR
“Computational Biology” OR “Health Informatics” OR ‘Medical Informatics” OR
“Public Health Informatics”
2b. OR “Healthcare”
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The following is the actual syntax used in Scopus:

Figure 10: Scopus Syntax for Document Search

A search in Scopus using the above criteria yielded 7360 documents. All these documents
were used in the study.

5.6.2 Social Media Communications Search
The second dataset involve the social media communications. The Altmetrics
Database was searched using the provided search tools within the Altmetrics user
interface. Search was performed using the same key phrases as were used in the Scopus
search.

Figure 11: Altmetric Query
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5.7. Data Analysis
With advances in computing technology, content analysis and text mining has
become an important tool. In the field of biomedical research, the knowledge base is
expanding at an increased rate. Some tools that can aid researchers in coping with this
information are text mining and knowledge extraction (Cohen 2005). The concept of text
mining has become very relevant due to the explosion of documents with organizations as
well as over the internet.
The methods, application and tools to be used in the dissertation are described
below:
5.7.1 Data Preparation
The software selected for this process will be the Provalis Research ProSuite.
Provalis Research is a company that has been manufacturing text analysis software for
over 20 years, and according to the company web site, its product is used by more than
2000 institutions in over 75 countries. The institutions include universities, governments
and businesses (Provalis 2017a). The ProSuite software consists of WORDSTAT
(Content Analysis and Text Mining), QDA MINER (Qualitative Data Analysis) and
SIMSTAT (Statistical Analysis). Each of the documents is imported into QDA Data
miner.
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5.7.2 Meta Data and Coding
The QDA Miner is a qualitative data analysis software package for coding,
annotation, retrieving and analyzing collections of documents. Some of the key features
that are available with this product are – the ability to organize projects by cases, support
for multiple variables, ability to import multiple file formats, creation of codes and
assignment of text segments to codes and seamless integration with WordStat and
SimStat for content and statistical analysis (Provalis 2017b)
Scopus allows the downloading of up to 2000 articles. The selected articles were
downloaded in batches of approximately 2000 and using QDA Miner they were
combined into one project file. The QDA Miner program was then used to extract data
fields such as keywords, Journals, Affiliations and Authors. The extracted segments were
then imported into WordStat for analysis.
5.7.3 Content Analysis
WordStat is a text analysis software used for the extraction of themes and trends
using quantitative content analysis tools. It can be used for content analysis of texts,
tagging and classification of documents, keyword frequencies, co-occurrences and
taxonomy development and validation. One of the key features of WordStat is that it
allows the user to create their own content analysis dictionaries. These dictionaries are
usually customized to the type of data being analyzed (Provalis 2017a).
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In the study, WordStat was used to perform content analysis on the project files
created. Keyword frequencies were extracted, and keyword co-occurrence analysis
performed using dendrograms and link proximity analysis.
5.7.4 Bibliometric Analysis

The dataset created from Scopus for the Augmented Reality and Health Informatics
scholarly research was selected for the bibliometric analysis. The data set has the
standard bibliometric fields such as Authors, Title, Dates, Source, cited by, Abstract,
Author Keywords, Index Keywords, DOI. The reference/citation section of available
documents was also stored in a data file. The above fields were used in the analysis of
the bibliometric features.
Two tools were used, the first tool was VOS Viewer. This tool provided a perspective
into:
1) Co-citation network of authors
2) Co-occurrence network of terms
VOS viewer is a tool to construct and visualize bibliometric networks. It allows
the construction based on citation, bibliographic coupling, co-citation or co-authorship.
It also allows for the visualization of important terms extracted from scholarly
publications (Leiden University 2018).
The second tool was CiteSpace which was used to provide a co-citation analysis
of the top 200 most cited documents. Scopus was used to filter the search to the top 200
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most cited documents and the resultant download was analyzed using CiteSpace.
CiteSpace is an application for visualizing and analyzing trends and patterns in scientific
literature. It supports the structural and temporal analysis of a variety of networks derived
from scientific publications including author and document co-citation networks. One of
the benefits of using CiteSpace allows the user to export the details behind the
visualization for additional analysis. This export functionality is not provided by VOS
Viewer. By decomposing co-citation networks into clusters, the interpretation of the
domain being studied is enhanced (C. Chen, Ibekwe-SanJuan, and Hou 2010).

5.7.5 Social Media Data
The data collected from the Altmetric database included the following meta data:
DOI, Title, Authors, Publication, Publication Type, Subjects, Affiliations, ISBN and
PubMed ID. The number of mentions in the following Social Media were collected:
Twitter, Weibo, Facebook, Wikipedia, Google+, LinkedIn, Reddit, Pinterest, Mendeley
Readers. The numbers in each of these categories was totaled to determine the Mentions
for that article.
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The overall data collection strategy is outlined in Table 2.

Table 2: Data Collection and Analysis
Activities

Tool

Input

Outcome

Collect Social
Media Data

Altmetrics
Database

Defined Search
Parameters

Data from Social Media

Collect Scholarly
Communication
Data

SCOPUS
Database

Defined Search
Parameters

Document collection of
Scholarly Research

Data Preparation

QDA Miner

Social Media and
Scholarly Research
Documents

Defined Meta Data
documents

Bibliometric
Analysis

Excel, VOS
Viewer,
CiteSpace

Defined Meta Data
Documents

Key Authors,
Publications, CoCitations, Networks

Content Analysis

WordStat

Defined Meta Data
Documents

Word Frequencies
Dendrograms,
Visual Mapping of
Categories
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Chapter 6. Results
6.1 Scholarly Data: Bibliometric Results
In plotting the 7360 scholarly publications obtained by the SCOPUS search, this
section details the bibliometric properties of the data obtained in terms of the Year and
Volume of the publications, Authors, Subject Areas, Document Types, Sources and
Source Types, Affiliations, Funding Sponsors and Countries.
6.1.1 Volume of Publications
The number of articles found for the AR and HI intersection have increased
steadily over the years as shown by Figure 12: Scholarly Publications by Year. There is
a bit of a flattening of the curve for the year 2018, however this can be attributed to the
fact that the search was conducted in October of 2018 as opposed to the end of the year.
The increase in publications shows a growth in the field of AR and HI. The
superimposed linear trendline shows a distinct upward growth slope in the publications in
the field.
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Figure 12: Scholarly Publications by Year
6.1.2 Top Authors
The following three aspects will be presented, firstly the top authors, secondly a
background of the top ten authors and thirdly the most cited documents. The top 50
authors are listed in the field of AR and HI during the period of 1993 to 2018 based on
the number of publications in Table 3.
Table 3: Scholarly Publication Top Authors
Rank
1
2
3
4
5
6
7
8

Author
Navab, N.
Billinghurst, M.
Woo, W.
Schmalstieg, D.
Saito, H.
Soler, L.
Nee, A.Y.C.
Ong, S.K.
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#
Rank
104
26
69
27
50
28
49
29
40
30
36
31
35
32
34
33

Author
Park, J.I.
Radkowski, R.
Stricker, D.
Khamene, A.
Sandor, C.
Sauer, F.
Cotin, S.
Höllerer, T.

#
22
22
22
21
21
21
20
20

9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Yokoya, N.
Kato, H.
Peters, T.M.
Ferrari, V.
Andaluz, V.H.
Liao, H.
Fallavollita, P.
Marescaux, J.
Yang, G.Z.
Reitmayr, G.
Hirose, M.
Klinker, G.
Nakajima, T.
Taketomi, T.
Cheok, A.D.
Euler, E.
Kiyokawa, K.

32
31
31
30
29
28
27
27
27
26
25
25
25
25
24
23
22

34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Park, H.
Schmidt, A.
Wang, X.
De Paolis, L.T.
Ferrari, M.
Liu, Y.
Narumi, T.
Quevedo, W.X.
Shibata, F.
Tanikawa, T.
Yamamoto, G.
Haouchine, N.
Kanbara, M.
Sato, T.
Sunar, M.S.
Vogt, S.
Berger, M.O.

20
20
20
19
19
19
19
19
19
19
19
18
18
18
18
18
17

The top 10 authors (shaded) based on the number of publications are profiled here
to provide a background on the highest scholars. Professor Navab has stood out as
producing the most volume of articles. He is the Chair for Computer Aided Medical
Procedures and Augmented Reality at the Technical University of Munich. His research
interests include Medical and Industrial Augmented Reality (CAMP 2018). The second
author according to volume is Mark Billinghurst who is the Director of the Empathic
Computing Lab at the University of South Australia. His primary field of study is
Empathic Computing (seeing thru the eyes of another) and Augmented Reality (Empathic
Computing Lab 2018).
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Woontack Woo is professor at the Korea Advanced Institute of Science and
Technology. His fields of study include Augmented Reality, Augmented Humans and
HCI (KAIST 2014). Dieter Schmalstieg is a professor of Graphics and Virtual Reality
the Graz University of Technology. His research team at the Institute of Computer
Graphics ad Vision focuses on interactive graphics, augmented reality, visualization and
GPU techniques (ICG 2018).
Hideo Saito is a professor at Keio University in the Department of Information
and Computer Science. His key research areas include Computer Vision, Augmented
Reality and Human Behavior Sensing/Recognition. He heads the Hyper Vision Research
Laboratory focusing on Computer Vision – from basic computer vision theories through
applications including recognition and understanding (HVRL 2015)
Luc Soler is the scientific director of IRCAD institute, and a Professor associated
to the Digestive and Endocrine Surgical Team at the Medicine University of Strasbourg.
His main fields of research are computer assisted surgery and Liver Anatomy (IRCAD
2018a).
Andrew YC Nee is Professor of Manufacturing at the National University of
Singapore (NUS). His research topics include Manufacturing, Mechanical Engineering
and Augmented Reality in Manufacturing. He is the Director of the Office of Research of
NUS and Chairman of a NUS spin off company, Manusoft Technologies, which markets
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commercial products for plastic injection mold design (Center for Instructional
Technology 2018b).
Ong Soh Khim is an Associate Professor in the Department of Mechanical
Engineering at the National University of Singapore. Her research topics include
Manufacturing, Sustainable Product Design and Augmented Reality in Manufacturing.
She was nominated in 2005 to the Singapore Parliament (Center for Instructional
Technology 2018a).
Naokazu Yokoya is the President of the Nara Institute of Science and Technology
(NAIST). His research fields include Pattern Recognition, Image Processing, Computer
Vision and Mixed Reality. The vision of NAIST is to conduct cutting-edge research in
frontier areas and provide training in science and technology (NAIST 2018b).
Hirokazu Kato is a Professor in the Nara Institute of Science and Technology
(NAIST). His main research topic is Augmented Reality. He is the co-director of the
Interactive Media Design Laboratory (Kato-Sandor Laboratory). The vision of the Lab is
to introduce Augmented Reality into the everyday lives of everyone on this planet,
focusing on enhancing human vision with computer generated graphics (NAIST 2018).
The top ten authors accounted for 480 of the 7360 publications or 6.5% while the
top 100 authors accounted for 2109 of the 7360 articles. This represents 28.7% of the
total articles being studied.
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The most cited documents for each of the top authors were identified. Two of the
authors Nee and Ong frequently publish together, being part of the same organization,
they were listed for the same article.
Table 4: Most Cited Articles for the Top Authors
Author
Billinghurst M.

Title
Trends in Augmented
Reality Tracking,
Interaction and Display: A
review of ten years of
ISMAR
Pose Tracking from natural
features on Mobile phones
Augmented Reality
applications in Design and
Manufacturing

Year
2008

# Cited
404

2008

272

2012

188

Soler L.

Augmented Reality in
Laparoscopic surgical
oncology

2011

171

Navab M.

Advanced Medical
Displays: A Literature
review of Augmented
Reality
Explorations in the use of
Augmented Reality for
Geographic visualizations

2008

116

2002

55

Random Dot Markers
Texture-less Object
Tracking with Online
Training using an RGB-D
camera
Localization system for
large Indoor environments
using invisible markers

2011
2011

32
31

2008

23

Schmalstieg D.
Nee AYC; Ong S.
K

Kato H.

Saito H.
Woo W.

Yokoya N.
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6.1.3 Subject Areas
The subject areas of all the scholarly documents sheds light on the disciplines that
are currently contributing to the field.
Table 5: Subject Areas
Rank

Subject Area

1
2
3
4
5
6
7
8

Computer Science
Mathematics
Engineering
Medicine
Social Sciences
Physics and Astronomy
Materials Science
Biochemistry, Genetics and Molecular
Biology
Health Professions
Decision Sciences
Arts and Humanities
Business, Management and
Accounting
Psychology
Neuroscience
Earth and Planetary Sciences
Environmental Science
Chemistry
Energy
Economics, Econometrics and Finance
Agricultural and Biological Sciences
Chemical Engineering
Nursing
Multidisciplinary
Immunology and Microbiology

9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

92 | P a g e

Publications % of
Total
6105
47.20%
2619
20.25%
1851
14.31%
544
4.21%
475
3.67%
240
1.86%
191
1.48%
136
131
88
84

1.05%
1.01%
0.68%
0.65%

84
84
44
42
39
33
31
28
26
25
12
10
4

0.65%
0.65%
0.34%
0.32%
0.30%
0.26%
0.24%
0.22%
0.20%
0.19%
0.09%
0.08%
0.03%

25
26
27

Dentistry
Pharmacology, Toxicology and
Pharmaceutics
Veterinary

3

0.02%

3
2

0.02%
0.02%

As shown in Table 5, the area of the highest amounts of publications are in the
technical fields of Computer Science, Mathematics and Engineering. There are also some
publications under Medicine, Biochemistry and Health Professions. As a cumulative, the
technical areas account for over 85% of all the publications, while the health-related
fields account for about 8%. This illustrates the technical nature of the field of AR and
HI.
6.1.4 Publication Sources and Types
The publication source titles for the field being studied sheds light on where the
research is being published.
Table 6: Sources of Scholarly Publications
Rank

1
2
3
4
5

Source Title
Lecture Notes In Computer Science Including Subseries
Lecture Notes In Artificial Intelligence And Lecture
Notes In Bioinformatics
ACM International Conference Proceeding Series
Conference On Human Factors In Computing Systems
Proceedings
Proceedings Of SPIE The International Society For
Optical Engineering
IEEE Transactions On Visualization And Computer
Graphics
93 | P a g e

#

2172
163
96
73
72

16

Communications In Computer And Information Science
Multimedia Tools And Applications
Studies In Health Technology And Informatics
International Journal Of Computer Assisted Radiology
And Surgery
Proceedings IEEE Virtual Reality
Advances In Intelligent Systems And Computing
Progress In Biomedical Optics And Imaging
Proceedings Of SPIE
Computers And Graphics Pergamon
Virtual Reality
Procedia Computer Science
Proceedings Of The ACM Symposium On Virtual
Reality Software And Technology VRST

17

Adjunct Proceedings Of The 2017 IEEE International
Symposium On Mixed And Augmented Reality Ismar
Adjunct 2017

6
7
8
9
10
11
12
13
14
15

20

Adjunct Proceedings Of The 2016 IEEE International
Symposium On Mixed And Augmented Reality Ismar
Adjunct 2016
Ceur Workshop Proceedings
2013 IEEE International Symposium On Mixed And
Augmented Reality Ismar 2013

21
22

Ismar 2014 IEEE International Symposium On Mixed
And Augmented Reality Science And Technology 2014
Proceedings
Personal And Ubiquitous Computing

18
19

23

24
25

Ismar 2012 11th IEEE International Symposium On
Mixed And Augmented Reality 2012 Science And
Technology Papers
Proceedings Of The 2015 IEEE International
Symposium On Mixed And Augmented Reality Ismar
2015
2011 10th IEEE International Symposium On Mixed
And Augmented Reality Ismar 2011
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54
50
50
48
46
42
39
34
34
33
31

26

25
25
23

23
23

22

21
20

The top 25 sources show a high number, almost 30% from one series of
conferences on Computer Sciences (including Artificial Intelligence and Bioinformatics).
As shown by the source titles the primary publications are in the technical
conference proceedings of Computer science, ACM and IEEE. There are also significant
numbers of health-related publications related to computer assisted surgery and medical
imaging. According to the Springer.com website, the series Lecture Notes in Computer
Science (LNCS) and its subseries Lecture Notes in Artificial Intelligence and Lecture
Notes in Bioinformatics is a medium for publication of new developments in computer
science and Information Technology. LNCS volumes are indexed in Scopus, Google
Scholar among others (Springer Nature 2018). The Association for Computing
Machinery (ACM) is the world’s largest educational and scientific computing society,
promoting research and innovation thru its journals, magazines and conference
proceedings (ACM 2018). The IEEE is the world’s largest technical professional
organization whose “core purpose is to foster technological innovation and excellence for
the benefit of humanity” (IEEE 2018). The three major technical institutions of LNCS,
ACM and IEEE are major contributors to the AR and HI field.
Some of the publications that belong to the Health Technology and Medicine field
that have contributed are: Studies in Health Technology and Informatics, Progress in
Biomedical Optics and Imaging Proceedings of SPIE and International Journal of
Medical Robotics and Computer Assisted Surgery. The IOS Press publishes the Studies
in Health Technology and Informatics to drive developments in biomedical and health
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informatics research. It has developed into a highly visible platform for the dissemination
of original research, containing more than 250 works from all over the world (IOS Press
2018).

Each year the SPIE conferences produce 16,000+ papers and presentation on

many subjects. The Journal of Biomedical Optics and the Journal of Medical imaging
under the SPIE Digital library, publish peer reviewed papers on the use of novel optical
systems and techniques for improved health care and biomedical research (IOS Press
2018).
The International Journal of Medical Robotics and Computer Assisted Surgery is
published by Wiley and presents developments in robotics and computer assisted
technologies for medical applications. The areas of interest include robotic surgery aids
and systems, medical imaging and visualization, simulation and navigation, haptics and
sensor technologies (Wiley.com 2018).
The publications types are primarily Conference Proceedings, Book series and
Journals. A smaller number came from Trade Publications and Books. While the top 25
sources show a disproportionate number of publications from conference proceedings a
breakdown of the source types, across all the documents, shows conference proceedings
comprise of 37%, Book Series 33%, Journal 27%, Books 3% and less than 1% for Trade
Publications.
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Figure 13: Source Types
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6.1.5 Research Countries
The publication countries provide an insight into the geographic regions that are
providing input into the field.

Figure 14: Publication Countries
The darker the area in the figure, the higher the number of publications. The
highest producing country in terms of publications is the US followed by Germany,
Japan, Italy, UK, China, France and Korea.
Table 7: Publication Countries
Rank
1
2
3
4
5

Country
United States
Germany
Japan
Italy
United Kingdom
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#
1270
837
660
502
482

%
17.26%
11.37%
8.97%
6.82%
6.55%

6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

China
France
South Korea
Spain
Canada
Australia
Austria
Taiwan
Brazil
Finland
Netherlands
Malaysia
Singapore
Switzerland
Greece
New Zealand
Sweden
Portugal
Denmark
Belgium

467
418
406
373
260
213
191
185
183
144
142
136
131
123
114
107
101
98
74
66

6.35%
5.68%
5.52%
5.07%
3.53%
2.89%
2.60%
2.51%
2.49%
1.96%
1.93%
1.85%
1.78%
1.67%
1.55%
1.45%
1.37%
1.33%
1.01%
0.90%

The top seven countries account for 63% of the volume of publications and
looking a little further the top 15 countries account for 90% of the volume. The next
sections will delve deeper into the funding sources and affiliations of the authors as well
as the relationship to the countries.
6.1.6 Funding Sponsors
Funding is key to research and hence the importance of identifying the sponsors
that fund the research in AR and HI. In reviewing the sponsorship, 85% of articles did
not list a sponsor. Due to the large number of publications having unspecified funding
institutions it is not possible to draw conclusions around these numbers.
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6.1.7 Affiliations
The publications based on the affiliations of the authors were extracted to list the
top 25 institutions and the number of publications from each of the institutions.
Table 8:Affiliations
Rank
1
2
3
4
5
6
7

Country
Germany
Austria
Japan
Singapore
Japan
Japan
Japan

#
157
88
87
84
78
75
72

%
2.13%
1.20%
1.18%
1.14%
1.06%
1.02%
0.98%

Korea
USA
France
UK
UK
Italy
USA
USA
Spain

72
68
67
65
62
61
57
51
51

0.98%
0.92%
0.91%
0.88%
0.84%
0.83%
0.77%
0.69%
0.69%

France
USA
Italy

50
49
48

0.68%
0.67%
0.65%

20
21
22

Affiliations
Technical University of Munich
Technische Universitat Graz
University of Tokyo
National University of Singapore
Nara Institute of Science and Technology
Osaka University
Keio University
Korea Advanced Institute of Science &amp;
Technology
University of Central Florida
CNRS Centre National de la Recherche Scientifique
Imperial College London
University of Canterbury
Universitat Politècnica de València
Johns Hopkins University
Georgia Institute of Technology
Universidad de las Fuerzas Armadas ESPE
INRIA Institut National de Recherche en
Informatique et en Automatique
Siemens USA
Politecnico di Milano
Fraunhofer Institute for Computer Graphics Research
IGD
Ludwig-Maximilians-Universitat Munchen
Zhejiang University

Germany
Germany
China

48
48
45

0.65%
0.65%
0.61%

23
24

ETH Zurich
University of South Australia

Switzerland 45
Australia
45

0.61%
0.61%

8
9
10
11
12
13
14
15
16
17
18
19
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25

Deutsches Forschungszentrum fur Kunstliche
Intelligenz

Germany

44

0.60%

The top institute by far was the Technical University of Munich, the home of the
top producing author N. Navab. In addition to the author’s 104 publications, there are an
additional 53 publications from that institution. The Technical University at Graz, the
second largest producer, is the home of Dieter Schmalstieg, also one of the top authors in
the field. The institutes are also spread across a few key countries – Germany, Japan,
USA, UK and Italy. Most are universities with a few national research centers such as
INRIA and one commercial company – Siemens.
6.2 Co-occurrence
Co-occurrence of bibliometric elements and their corresponding graphical or
network diagram representations can provide a pictorial view of the underlying structure
of the data.
6.2.1 Co-Citation Analysis
Co-citation is defined as the frequency with which two documents are cited
together. Networks of co-cited papers and authors can be generated (Small 1973).
This section provides a perspective into AR and HI based on document co-citation
analysis. The dataset containing the top 200 cited articles was examined using
CiteSpace. Appendix 6 - Figure 55 shows the entire network that was obtained. The
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resultant clusters are explored in this section, representing the fronts of the AR and HI.
The description for the cluster names is based on the bibliometric properties of the
documents within the clusters.
6.2.1.1 Cluster 1: Advances in Augmented Reality
The first and largest cluster consisted of the authors listed in Table 9and the
visual representation of the network shown in Figure 15. The documents centered around
the concept of advances in the field of Augmented Reality. The authors seem to have
cited each other’s documents to validate the advances over time. The years during which
these connections were made spanned the period of 1993 to 2004. The concepts ranged
from potential applications such as medical visualization, maintenance of complex
equipment to approaches for blending virtual and real environments.
Table 9: Cluster1 - Author List
Author
Feiner, S
Kato, H
Sate,A
Bajura, M
Hollerer, T
Billinghurst, M
Newmann, U
Macintyre, B
Fuchs, H
Butz, A
Uenohara, M
Sauer,F
Starner, T
Lorensen, W
Hull, R

Year
1994
2000
1994
1993
1999
2001
1999
2000
1998
1999
1995
2000
1997
1993
1997

102 | P a g e

Milgram, P
Livingstone,MA
Drasic,D
Deering,M
Hoff,WA
Benford, S
Hightower,J
Tuceryan, M
Caudell, TP
Holloway, R

1993
1997
1993
1992
1996
1993
2004
1995
1992
1995

Figure 15: Citation Analysis - Cluster 1 Network Diagram

6.2.1.2 Cluster 2: Real time Tracking and Detection
The second cluster centered around evaluation and techniques on tracking
movement and objects thru cameras and other devices. A feature of AR is the ability to
superimpose artificial objects on the real environment while preserving the robustness
and performance of the visual display. There are also references to Mobile Augmented
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Reality. Wagner, D has written several articles on Mobile AR and the problems and
solutions around real time tracking. Klein, G as well has researched tracking on a camera
phone. The years for this cluster ranged from 1996 to 2011.
Table 10: Cluster 2- Author List
Author
Wagner, D
Klein, G
Lepetit, V
Rosten, E
Fiala, M
Lowe, DG
Davson, AJ
Bleser, G
Lowe, D
Piekarski, W
Reitmayr, G
Mikolajczyk, K
Foxlin, E
Ozuysal, M
Skrypnk,I
Wang, J
You, S
Takacs, G
Nister, D
Simon, G
Brown, M
Benhimane, S
Rohs, M
Ferrari, V
Hile, H
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Year
2003
2003
2005
2004
1999
2002
2005
2004
2001
2006
2006
1998
1998
2010
2004
2006
1999
2008
2004
2000
2011
2007
2004
2001
2007

Figure 16: Citation Analysis - Cluster 2 Network Diagram
6.2.1.3 Cluster 3: Learning Systems using AR
The third cluster centered around studies of using AR for learning applications.
Studies on AR system usage on student motivation, construction and safety management
training and learning outcomes using AR iPhone games vs traditional games. The years
for this cluster were more recent than the previous two clusters from 2002 to 2016 with
numerous articles happening in the latter half of the range.
Table 11: Cluster 3- Author List
Author
Bay, H
Lee,S
Wang, X
Park,J
Wang, Y
Zhang, J
Zhang,Y
Hou,L
Shen, Y
Carmigniani,J
Calonder, M
Huang, H
Cao, Y
Yang, Y
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Year
2003
2003
2005
2004
1999
2002
2005
2004
2001
2006
2006
1998
1998
2010

Liiu, Z

2004

6.2.1.4 Cluster 4: AR Interactions /Human Computer Interactions
The next cluster of documents had varying topics around interactions with AR.
One dealt with objects in the physical world that would be able to communicate
information about themselves using wireless communications. Another was around the
usage of human hand gestures and the interpretation of those gestures by the mobile
device. The range of dates for these articles were from 1993 to 2012, however, most of
them were from the earlier part of the range.
Table 12: Cluster 4 - Author Lists
Author
Azuma, R
Azuma, RT
Schmalsteig, D
Welch, G
Zhang, Z
Raskar, R
Azarbayejani, A
Underkoffer, J
Rolland, JP
Kijima, R
Kiyokawa, K
Beardsley, P
Holquist LE
Cipolla, R
Not, E
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Year
1993
1997
2000
1997
1997
1999
2000
1999
1993
1999
2001
1996
2001
2000
2005

6.2.1.5 Cluster 5: 3D Models and Clinical Applications
The fifth cluster includes articles on the visualization of 3D models for certain
types of surgery such as Liver surgery. Another article was around Mobile camera
accuracy when used in clinical applications. Navab, N discussed medical displays and
augmented reality. The time frames for this cluster were from 1995 to 2011.
Table 13: Cluster 5 - Author List
Author
Birkfeliner, W
Edward, PJ
Navab, N
Feuerstein, M
Fichtinger, G
Figl,M
Shahidi, R
Marescaux, J
Sielhorst, T
Nicolau, SA
Wacker, FK
Liao, H
Scheuering, M
Nicolau, SA
Fischer, GS

Year
2002
1995
1999
2008
2005
2002
2003
2004
2006
2011
2006
2010
2003
2005
2007

6.2.1.6 Cluster 6: Augmented Reality Tracking
This is a smaller cluster, with documents like that of Cluster 1 on calibration free
augmented reality and usage of marker less trackers. There are also references to usage of
AR technologies for surgical procedures such as laparoscopy. This cluster could be
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combined with Cluster 1 on tracking. The time period for these documents is between
2002 and 2015, indicating research done later than that of Cluster 1.
Table 14: Cluster 6 - Author Lists
Author
Zhou,F
Henrysson, A
Sandor, C
Kerawalia, L
Connolly, TM
Hornecker, E
Dickey, MD
Abrahamson, D
Ardito, C
Huang, Y
Teo,T
Taran, C
Glenberg, AM
Damala, A
Antle, AN

Year
2008
2005
2005
2006
2012
2006
2005
2011
2007
2010
2008
2005
2007
2008
2009

6.2.1.7 Cluster 7: Computer Vision and Camera’s
This cluster has documents around computer vision, camera and projectors. It’s
the exploration of a variety of interaction and computational strategies related to
interactive displays and the space that they inhabit. An example would be a user picking
up a virtual object and placing the object at another location. The time frame for these
studies is in the 1992 to 2004 date range.
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Table 15: Cluster 7 - Author Lists
Author
Seitz, SM
Hartley, RI
Hartley, R
Cornelis,K
Ravela, S
Triggs, B
Debevec, PA
Faugeras, O
Kutulakos, KN
Varett, EB
Cheok,AD
Beardsley, PA
Burke, R
Laveau, S
Shashua, A

Year
1995
2000
1994
2001
1996
1995
1997
1992
1998
1992
2004
1996
2001
1996
1993

6.2.1.8 Cluster 8: Ubiquitous Computing
Ubiquitous computing is a concept where computing is available at any time and
at any place. Devices that use ubiquitous computing have constant availability and are
always connected. This cluster which possibly falls under the domain of computer
science or Information Technology is discussed in relation to AR. The concept of
computing moving away from the desktop to devices which provide continuous
interaction. These situations provide a new front of research to human computer
interaction.
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Table 16: Cluster 8 - Author Lists
Author
Diverdi, S
Barakoyni, L
Grossman, T
Ehnes, J
Mit, P
Benko, H
Wilson, AD
Izadi, S
Wilson, AD
Owal,A
Papagiannakis, G
Hilliges, O

Year
1995
2000
1994
2001
1996
1995
1997
1992
1998
1992
2004
1996

To summarize, the citation analysis has yielded eight clusters. The smaller
clusters were not included in the analysis. The authors Azuma, Milgram and Billinghurst
have prominent networks around them. Ronald Azuma is known for defining the term
‘Augmented Reality” and his paper “A Survey of Augmented Reality” is the single most
referenced work in the field of AR (NAE 2018). As a pioneer in the AR field, his papers
form the node of a large cluster in the AR and HI field. Paul Milgram who defined the
Mixed Reality continuum and continues his research as the Director of the Ergonomics
and Teleoperation Control Laboratory at the University of Toronto, also figures
prominently as a node in the co-citation network (ETC 2018). As does Mark Billinghurst
who has been previously profiled as one of the top authors in the field.
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6.2.2 Co-Authorship Results

The Scopus files that contained the bibliometric data were also reviewed using
VOS viewer. The data was imported into VOS viewer using the RIS format. The authors
were selected based on having a minimum of five publications. The selected file had
15828 authors, of which 837 met the criteria. Of these authors that had a minimum of 5
publications, an analysis was performed based on co-authorship. Based on the 837
authors, 626 had connections. Only the authors that had connections were selected for
the network analysis.
The size of the label and the circle determines the weight of the item, in this case
based on the number of documents. The color of the item determines the cluster to which
the item belongs and the lines between the items represent the links. The closer the items
are, the stronger their relatedness.
The co-authorship network in Figure 17 diplays the authors having the largest
labels and circles: Billinghurst, Navab, Woo, Saito, Liu, Ong, Soler, Schmalstieg among
others. These authors also figured prominanently in the volume of publications. The
links in this network represent the strong co-authorship, and the closer the authors are to
each other, the stronger the relatedness.
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Figure 17: Co-Authorship Network

The overlay visualization yields a similar network; however, the colors indicate
co-authorship over a period. The dark colors indicate an older relationship and the lighter
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colors indicate a newer relationship. This is displayed in Figure 18, which shows the coauthorship progressing over time. There is a good distribution of the colors over the
entire timeframe.

Figure 18: Co-Authorship Time Overlay Network
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To further refine the network and narrow the co-authorship view into the AR and
HI domain, the network view was limited to the top 100 connected authors. This yielded
10 clusters of connected authors.

Figure 19: Co-Authorship Top 100 Connected Authors
These clusters were defined around Navab, Billinghurst, Woo and Schmaistieg as
indicated by the three circles. These were also among the most producing authors in the
field.

6.2.3 Co-Occurrence

Analysis was performed for co-occurrence using keywords as the unit of measure.
Keywords with five or more occurrences were chosen. Of the 30606 keywords, 3197 met
the threshold. The top 1000 keywords were then selected for analysis. The initial
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unfiltered version of the network, in Figure 20, shows the keyword Augmented Reality
connected with a vast number of other keywords, such as medical imaging, surgery,
visualization and user interfaces.

Figure 20: Co-Occurrence Network unfiltered
To further narrow the visualization of the map the high frequency words:
augmented reality, virtual reality, human, humans, article, mixed reality and human
computer interaction were ignored.
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Figure 21: Co-Occurrence Network
.
This resulted in a more granular structure of three Clusters.
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Cluster 1: Referenced by the red color in Figure 21. User Interfaces,
Visualization, AR systems, AR applications, Mobile AR and computer graphics. This
cluster also has references to education, eLearning and teaching.
Cluster 2: Referenced by the green and light-yellow color in Figure 21. Computer
assisted surgery, three-dimensional imaging, minimally invasive surgery, various surgical
procedures such as endoscopy neurosurgery or laparoscopy. In addition, the cluster
includes Surgery, Medical Imaging and Surgical equipment.
Cluster 3: Referenced by the blue color in Figure 21. Cameras, Computer vision,
three-dimensional graphics, tracking(position), image processing.

The heat map further shows the segmentation of the clusters. These three clusters
can be classified as 1) Augmented Reality Technologies 2) Vision and Visualization
Applications 3) Surgical Applications

117 | P a g e

Figure 22: Co-Occurrence Heat Map

6.2.4 Bibliographic Coupling Results
Bibliographic coupling occurs when two documents reference a third document.
This establishes a similarity relationship between the documents. Bibliographic coupling
is a similarity measure that helps researchers find related research done in the past. This
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is a retrospective look at the scientific field. There are some key authors who comprise of
the nodes listed in the Bibliographic coupling network, Figure 23, as well as in the heat
density network in Figure 24. One of the larger nodes is around Navab N, who is also
listed as the author with the most documents as related to the AR and HI field. There are
also other nodes around authors who have produced many documents such as
Billinghurst, Schmaisteg, Wang, Woo and Kato.

Figure 23: Bibliographic Coupling Author Network
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Figure 24: Bibliographic Coupling Author Density

6.3. Scholarly Data: Content Analysis
This section reviews the results of content analysis based on Author and Index
keywords as well as the high frequency words found within the abstracts of the scholarly
data.
6.3.1 Index Keywords
Index keywords were analyzed. Index keywords are used by Scopus to assist in
the search of documents. Initially all the words were analyzed, however the words –
Augmented, Reality, Mixed, Virtual and Computer occurred in large frequencies and
120 | P a g e

were excluded from the search. The Index keywords were ranked according to
frequency.

Table 17: Index Keyword Ranking
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Index Keyword
IMAGE
HUMAN
MOBILE
INTERACTION
USER
INFORMATION
IMAGING
LEARNING
TRACKING
INTERFACES
DESIGN
DIMENSIONAL
GRAPHICS
SURGERY
REAL
DEVICES
SYSTEM
MIXED
VISUALIZATION
PROCESSING
MEDICAL
APPLICATIONS
INTERACTIVE
TIME
VISION
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Frequency
2267
2079
1914
1883
1782
1628
1452
1344
1317
1315
1309
1308
1262
1218
1196
1150
1147
1050
1042
1030
1011
987
970
947
939

The keywords that stand out in this list that would have meaning from the view
point of applicability to Health Informatics are – Information, Learning, Tracking.
Surgery, Medical, Applications and Vision.
6.3.2 Author Keywords
Author Keywords were also evaluated.
Table 18: Author Keywords Ranking
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Author Keywords
INTERACTION
MOBILE
IMAGE
INTERFACE
TRACK
SYSTEM
LEARNING
USER
HUMAN
DESIGN
BASE
GAME
COMPUTING
INFORMATION
SURGERY
DISPLAY
VISION
VISUALIZATION
MODEL
CAMERA
TECHNOLOGY
NAVIGATION
ENVIRONMENT
EDUCATION
DEVICE

122 | P a g e

Frequency
799
727
649
607
579
573
566
557
458
421
400
361
352
336
320
302
282
269
263
260
243
237
233
230
229

In comparing the Index keywords and the author keywords, there are similarities
as it relates to Applications, Design, Devices, Imaging, Information, Learning, Interaction
and Mobile. A review of the two-word clouds (Appendix 5) shows similar distribution of
words across Augmented Reality technologies such as imaging, human interfaces,
devices and displays, Surgical applications and Learning applications.
6.3.3 Abstract Keywords
A frequency analysis of all the words contained in the scholarly data abstracts was
performed. A lemmatization process was used, which is a predefined substitution process
in Word Stat. Lemmatization is a process by which various forms of words are reduced to
a more limited number of forms. A typical example of lemmatization would be the
conversion of plurals to singulars and past tense verbs to present tense verbs. An
exclusion process was also used to remove words with little semantic value such as
pronouns and conjunctions. Word Stat provides a list of predefined pronouns and
conjunctions.
A total of 1,176,914 words were processed. The words were ranked based on
frequency. The initial run showed a high frequency of the words – Augmented, Reality,
System, AR, Virtual. These words were added to the exclusion list as the importance of
these words is already known and inherent in the search performed. The top 300 words
ranked in terms of the frequency were selected for further analysis.
The top 25 words were ranked in terms of frequency.
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Table 19: Abstract Word Frequency Ranking
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Word
IMAGE
APPLICATION
REAL
METHOD
PRESENT
ENVIRONMENT
OBJECT
TECHNOLOGY
INFORMATION
PROPOSE
DESIGN
RESULT
TIME
MODEL
TRACK
MOBILE
PROVIDE
STUDY
INTERACTION
CAMERA
DEVICE
DATA
APPROACH
LEARNING
SHOW

Freq
5012
5011
4701
4315
4009
3909
3888
3658
3627
3561
3514
3482
3229
3183
3109
3094
2991
2981
2942
2680
2669
2664
2650
2513
2296

In order to further analyze, the words were mapped using Word Stat into Clusters.
Word Stat allows the development of categorization using graphic tools to assist in the
identification of related words or categories. This is obtained by the application of
hierarchical cluster analysis and multi-dimensional scaling on included words. The
words are displayed in the form of dendrograms and concept maps. The clustering is set
to be performed on the documents using a distance matrix which consists of cosine
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coefficients computed on the relative frequency of the various keywords. The more
similar two documents are in terms of the distribution of keywords, the higher the
coefficient.

Single item clusters were removed to concentrate only on the strongest

association.
The dendrogram clusters were reviewed using link analysis. Link Analysis allows
the visualization of the connectivity between keywords. It allows the exploration of
relationships as well as detects underlying patterns and structures of cooccurrences. The
nodes are the keywords and the locations of the nodes in a multidimensional space reveal
node that cooccur more often are plotted closer together, while those cooccurring less
often are plotted far from each other.
A review of the dendrogram revealed three significant clusters.
Table 20: Abstract Clusters
#
1

Cluster Name
Surgical
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Key Nodes
Surgery,
Surgeon, Patient,
Procedure,
Clinical, Guide,
Visualization,
Accuracy

2

Augmented
Reality
Application
Design and
Environment

3

Learning

Application,
Environment,
Design, Real
Time,
Information,
Result, Object,
Technology,
Image, Method,
Data, Interaction,
Approach
Learning,
Students,
Education,
knowledge,
simulation, skill,
activity

Smaller clusters were not included in this analysis, including one cluster that was around
the word ‘conference’. Since a large percentage of the scholarly documents came from
conferences, this cluster was labeled as not significant.
6.2.3.1 Abstract Cluster 1-Surgical
The first cluster identified based on the dendrogram was around Surgical
Procedures.
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Figure 25: Abstract Word Cluster 1 Dendrogram

The nodes are illustrated in the link analysis in Figure 26: Abstract Cluster 1
Link Analysis. The central node is around the word surgical. The words surgical,
surgeon, patient, procedures, guide and clinical are in the vicinity of the central node.
There are also connections with visualization, guidance, navigation, planning and
accuracy.
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Figure 26: Abstract Cluster 1 Link Analysis

6.2.3.2 Abstract Cluster 2- AR Technologies
The second cluster was identified around the methods, tools and procedures
available in Augmented Reality.
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A snippet of the dendrogram is shown in Figure 27.

Figure 27: Abstract Dendrogram Cluster 2
The nodes of the cluster are centered around application, environment, design,
real time and information. In proximity are technology, interaction, data, study, model,
image, camera, method, approach and device. On the outskirts of the grid are the words
algorithms, sensors, mobile, interface, interactive, technique, vision and performance.
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Figure 28: Abstract Cluster 2 Link
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6.2.3.4 Abstract Cluster 3 – Learning and Simulation
The third cluster is around learning, education, students, simulation and
knowledge and skill training

Figure 29: Abstract Cluster 3 Dendrogram
The key node in this cluster is learning, surrounded by training, knowledge,
students and education. In the periphery are the words, simulation, skill and activity.

Figure 30: Abstract Cluster 3 Link
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6.4 Social Media: Bibliometric Results
The search used for Scopus was also used in the Altmetric database as shown in
Figure 31. The search retrieved 357 articles. One of the challenges of retrieving data
from Social Media sources is the ‘noise’ that can be introduced into the data. Altmetrics
reduces this noise by searching social media based on identifiers such as DOI, author or
title.

Figure 31: Altmetric Search Syntax
The Altmetric database follows the standards set by the National Information
Standards Organization (NISO), a non-profit association accredited by the American
National Standards Institute (ANSI). Additional details are provided in Appendix 4,
including Altmetrics self-reporting audit report.
6.4.1 Publications by Year
Of the articles identified, they were charted based on publication by year. The
data shows a steady increase in publications that have been discussed in social media.
132 | P a g e

There is however a drop in the 2018 publications, which could be the result of collecting
the data in October of 2018 or an actual drop in publications.

Publications by Year
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Figure 32: Social Media Publications by Year
6.4.2 Top Authors
This section will firstly identify the top authors based on the number of articles
and secondly, profile the top ten authors along with their most mentioned articles found
in the Altmetric Dataset. The top authors based on the number of articles are identified in
Table 21.
Table 21: Social Media Top Authors
Rank
1
2
3
4
5

Author
Darzi, Ara
Marescaux, Jacques
Pratt, Philip
Yang, Guang-Zhong
Soler, Luc
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#
6
6
6
6
5

6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Zary, Nabil
Ai, Danni
Diana, Michele
Gill, Inderbir S.
Mutter, Didier
Nachabe, Rami
Peters, Terry M.
von Jan, Ute
Yang, Jian
Hughes-Hallett, Archie
Azizian, Mahdi
Babic, Drazenko
Chai, Gang
Collins, D. Louis
Cundy, Thomas P.
de Bruin, Eling D.
Hashizume, Makoto
Hattori, Asaki

5
4
4
4
4
4
4
4
4
4
3
3
3
3
3
3
3
3

Jannin, Pierre
Liao, Hongen

3
3

Ara Darzi is a Professor and Chair of Surgery at the Imperial College London, the
Royal Marsden Hospital and the Institute of Cancer Research. His research is directed
towards best practices in Surgery, patient safety and quality of healthcare. He was
knighted for his services in medicine and surgery in 2002 ,and was introduced to the
House of Lords as Professor the Lord of Darzi of Denham (NHS 2018). His most
mentioned research article that was found in social media was “The current and future
use of imaging in urological robotic surgery; a survey of the European Association of
Robotic Urological Surgeons” published in the International Journal of Medical Robotics
and Computer Assisted Surgery.
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Jacques Marescaux is Professor of Surgery and Founding President of the
Research Institute against Digestive Cancer (IRCAD). In addition, he has also founded
the University Institute of Strasbourg (IHU) and the European Institute of Telesurgery.
His research is focused on propelling surgery into the information age, develop image
guided minimally invasive surgery and provide training and technology transfers to
surgeons. In 2001, he performed the first intercontinental laparoscopic operation from
New York on a patient in Strasbourg (USAIS 2018). His most mentioned research article
was “Robotic Surgery” published in the British Journal of Surgery.
Philip Pratt is a faculty member of the Department of Surgery and Cancer at the
Imperial College London. He has a PhD in Neural Systems Engineering. His research is
in the field of image guided surgery. He has implemented new technologies and software
into clinical practice in the operating room (ICL 2018a). His most mentioned paper was
“Through the HoloLens looking glass; augmented reality for extremity reconstruction
surgery using 3D vascular models with perforating vessels” published in the European
Radiology Experimental Journal.
Professor Guang-Zhong Yang is the Director and Co-founder of the Hamlyn
Center for Robotic Surgery at the Imperial College London. His research interests are in
the medical imaging, sensing and robotics field. In imaging he is credited with several
mixed reality computational modeling techniques and visualizations (ICL 2018b). His
most mentioned article was “Robotics in Keyhole Transcranial Endoscope-assisted
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Microsurgery; A critical Review of Existing systems and Proposed specifications for new
Robotic Platforms” published in the Neurosurgery Journal.
Luc Soler is the Scientific Director of Research Institute against Digestive Cancer
(IRCAD). His research involves automated 3D modeling of patients from their images,
using this modeling in surgical planning and simulation, intraoperatively superimposing
perioperative data onto the real view of the patients and lastly robotizing the procedure by
replacing human gesture with robotic gesture (IRCAD 2018b). His most mentioned
article was “Towards cybernetic surgery; robotic and augmented reality-assisted liver
segmentomy” published in Lagenbeck’s Archive of Surgery.
Nabil Zary is an Associate Professor at the Karolinska Institute in the Department
of Learning, Informatics, Management and Ethics, in Stockholm, Sweden. His main
research focus is around Medical Simulation and Learning for healthcare workers
(Karolinska Institute 2018). His most mentioned paper was “Design of Mobile
Augmented Reality in Health Care Education: A Theory Driven Framework” published
in JMIR Medical Education.
Ai Danni is a researcher at the Beijing Engineering Research Center of Mixed
Reality and Advanced Display, School of Optics and Electronics, Beijing Institute of
Technology (ResearchGate 2018b). The most mentioned article for this author was
“Registration and fusion quantification of augmented reality based nasal endoscopic
surgery” published in the Medical Image Analysis Journal.
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Michele Diana is a researcher at the IHU-Strasbourg Institute of Guided Surgery.
His research includes augmented reality, virtual reality, surgery and image guided
surgery (LinkedIn 2018b). His most mentioned article was ““Robotic Surgery” published
in the British Journal of Surgery which he co-authored with J Marescaux.
Inderbir Singh Gil is the chair and Professor of Urology at the University of
Southern California, Keck School of Medicine. His primary focus of research is
advanced robotic urologic oncologic surgery. Dr Gill and his team are developing novel
image guided targeted biopsy and lesion specific focal therapy treatments for prostate
cancer (USC 2018). His most mentioned article was “Current Perspectives in the Use of
Molecular Imaging to Target Surgical Treatments for Genitourinary Cancers” published
in the European Urology Journal.
Didier Mutter is a surgeon and Head of the Department of Digestive and
Endocrine Surgery at the University Hospital of Strasbourg. His research is in image
guided surgery, new technologies and robotics (LinkedIn 2018a). His most mentioned
paper was “Prospective Evaluation of Precision Multimodal Gallbladder Surgery
Navigation” published in the Annals of Surgery.
6.4.3 Subject Areas
The subject areas of the articles shed light on the fields contributing to the
discourse in the Social Media. The Technical fields contributed approximately 50% of
the articles, the Medical and Health fields contributed 40% with 10 % making up other
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fields. The Technical Fields are shown in green and the Medical fields are shown in
orange.
Table 22: Subject Areas in Social Media
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

Subject
Information and Computing Sciences
Artificial Intelligence and Image Processing
Medical and Health Sciences
Psychology and Cognitive Sciences
Clinical Sciences
Public Health and Health Services
Biomedical Engineering
Engineering
Education
Specialist Studies In Education
Cardiorespiratory Medicine and Hematology
Biological Sciences
Neurosciences
Nursing
Oncology and Carcinogenesis
Pediatrics and Reproductive Medicine
Sociology
Applied Economics
Environmental Science and Management
Other Physical Sciences
Physical Sciences
Studies in Human Society
Biochemistry and Cell Biology
Commerce, Management, Tourism and Services
Curriculum and Pedagogy
Business and Management
Economics
Genetics
Law and Legal Studies
Mathematical Sciences
Ecology
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Count
192
171
127
74
67
57
45
31
20
16
7
6
5
5
5
5
5
4
4
4
4
4
3
3
3
2
2
2
2
2
1

%
21.60%
19.24%
14.29%
8.32%
7.54%
6.41%
5.06%
3.49%
2.25%
1.80%
0.79%
0.67%
0.56%
0.56%
0.56%
0.56%
0.56%
0.45%
0.45%
0.45%
0.45%
0.45%
0.34%
0.34%
0.34%
0.22%
0.22%
0.22%
0.22%
0.22%
0.11%

32
33
34
35
36

Historical Studies
History and Archaeology
Human Movement and Sports Science
Policy and Administration
Statistics

1
1
1
1
1

0.11%
0.11%
0.11%
0.11%
0.11%

6.4.4 Publication Sources and Types
The Journals in which the articles that were found were ranked first based on the
number of articles and then based on the total number of mentions for each of the articles
in the Social media.
Table 23: Social Media Journal Ranking by Publication
Rank
1

#
15

5
6
7
8
9
10
11

Journal Name
IEEE Transactions on Visualization and Computer
Graphics
International Journal of Computer Assisted
Radiology and Surgery
Studies in Health Technology & Informatics
International Journal of Medical Robotics and
Computer Assisted Surgery
Surgical Endoscopy
PLoS ONE
IEEE Transactions on Medical Imaging
Medical Image Analysis
IEEE Transactions on Biomedical Engineering
Disability & Rehabilitation: Assistive Technology
Human Reproduction

12
13
14

Journal of Hepato-Biliary-Pancreatic Sciences
Journal of Neurosurgery
Annals of Plastic Surgery

4
4
3

15

Annals of Surgery

3

2
3
4
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12
12
11
10
9
6
6
5
4
4

16
17
18

BMJ Open
Computer Methods & Programs in Biomedicine
Conference proceedings Annual International
Conference of the IEEE Engineering in Medicine
and Biology Society

3
3
3

19
20
21
22
23
24
25

Current Opinion in Urology
European Urology
International Journal of Health Geographic
Nurse Education Today
Spine
Surgical Innovation
Urology

3
3
3
3
3
3
3

Table 24: Social Media Journal Ranking by Mentions
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

Journal Name
IEEE Transactions on Software Engineering
IEEE Transactions on Visualization and Computer Graphics
Injury Prevention
Neurourology and Urodynamics
Surgical Endoscopy
Journal of Hepato-Biliary-Pancreatic Sciences
PLoS ONE
International Journal of Health Geographic
IEEE Transactions on Biomedical Engineering
BMC Neurology
International Journal of Medical Robotics and Computer
Assisted Surgery
European Urology
Studies in Health Technology & Informatics
International Journal of Computer Assisted Radiology and
Surgery
IEEE Transactions on Medical Imaging
Medical Image Analysis
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Mentions
1753
1324
782
742
578
519
513
398
368
365
348
321
320
319
316
313

17
18
19
20
21
22
23
24
25

Computerized Medical Imaging & Graphics
PeerJ
JAMA: Journal of the American Medical Association
Journal of Neurosurgery
Journal of Medical Internet Research
Heart, Lung & Circulation
World Neurosurgery
Behavior Research Methods
Journal of the American Heart Association Cardiovascular
and Cerebrovascular Disease

260
251
237
232
216
206
204
200
195

The two Journals of IEEE, on Software Engineering and on Computer Graphics
and Visualization had the highest number of mentions. The next Journal was Injury
Prevention, which is a peer reviewed journal that offers articles on policy and public
health practices to reduce injuries in all age groups and around the world. It highlights
both unintentional, occupational and violence related injures (BMJ 2018). The increase
in ranking was due to one article having a high number of mentions. There are also
several Medicine and Healthcare related journals such as Neurourology and
Urodynamics, Surgical Endoscopy, International Journal of Medical Robotics and
Computer Assisted Surgery and Studies in Health Technologies and Informatics.
Of the 357 publications that were retrieved, 99% were classified as articles.
6.4.5 Top Articles Mentioned in Social Media
The articles were also ranked in terms of total mentions.
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Table 25: Articles Ranked by Social Media Mentions
Rank Title
1

MonoSLAM: Real-Time Single Camera
SLAM

2

Effect of Pokémon GO on incidence of
fatal traffic injuries: a population-based
quasi-experimental study using the
national traffic collisions database in
Japan
Virtual reality rehabilitation as a
treatment approach for older women with
mixed urinary incontinence: a feasibility
study
Augmented reality and image overlay
navigation with OsiriX in laparoscopic
and robotic surgery: not only a matter of
fashion

3

4

5

V-TIME: a treadmill training program
augmented by virtual reality to decrease
fall risk in older adults: study design of a
randomized controlled trial

6

Real-Time Detection and Tracking for
Augmented Reality on Mobile Phones

7

Real-time markerless tracking for
augmented reality: the virtual visual
servoing framework

8

Virtual and Augmented Reality Put a
Twist on Medical Education
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Authors

Total
Mentions
Davison, Andrew J.; Reid, 1578
Ian D.; Molton, Nicholas
D.; Stasse, Olivier
Ono, Sachiko; Ono,
782
Yosuke; Michihata,
Nobuaki; Sasabuchi,
Yusuke; Yasunaga, Hideo
Elliott, Valérie; de Bruin,
Eling D.; Dumoulin,
Chantale

742

Volonté, Francesco;
Pugin, François; Bucher,
Pascal; Sugimoto, Maki;
Ratib, Osman; Morel,
Philippe
Mirelman, Anat;
Rochester, Lynn; Reelick,
Miriam; Nieuwhof, Freek;
Pelosin, Elisa;
Abbruzzese, Giovanni;
Dockx, Kim; Nieuwboer,
Alice; Hausdorff, Jeffrey
M.
Wagner, Daniel;
Reitmayr, Gerhard;
Mulloni, Alessandro;
Drummond, Tom;
Schmalstieg, Dieter
Comport, Andrew I.;
Marchand, Eric;
Pressigout, Muriel;
Chaumette, François
Kuehn, Bridget M.

368

365

344

289

237

9

The Use of Computerised Simulators for
Training of Transthoracic and
Transoesophageal Echocardiography.
The Future of Echocardiographic
Training?

10

Augmented reality in healthcare
education: an integrative review

11

Mining twitter: A source for
psychological wisdom of the crowds
An Initial Evaluation of the Impact of
Pokémon GO on Physical Activity

12

13
14

15

16

Augmented Reality in Surgery
Effects of mobile augmented reality
learning compared to textbook learning
on medical students: randomized
controlled pilot study.
Qualitative Meta-Synthesis of User
Experience of Computerised Therapy for
Depression and Anxiety

Demonstration of a Semi-Autonomous
Hybrid Brain-Machine Interface using
Human Intracranial EEG, Eye Tracking,
and Computer Vision to Control a
Robotic Upper Limb Prosthetic.
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Platts, David Gerard;
Humphries, Julie;
Burstow, Darryl John;
Anderson, Bonita;
Forshaw, Tony; Scalia,
Gregory M.
Zhu, Egui; Hadadgar,
Arash; Masiello, Italo;
Zary, Nabil
Reips, Ulf-Dietrich;
Garaizar, Pablo
Xian, Ying; Xu,
Hanzhang; Xu, Haolin;
Liang, Li; Hernandez,
Adrian F.; Wang, Tracy
Y.; Peterson, Eric D.
Shuhaiber, Jeffrey H.
Albrecht, Urs-Vito; FoltaSchoofs, Kristian;
Behrends, Marianne; von
Jan, Ute
Knowles, Sarah E.; Toms,
Gill; Sanders, Caroline;
Bee, Penny; Lovell,
Karina; RennickEgglestone, Stefan; Coyle,
David; Kennedy, Catriona
M.; Littlewood, Elizabeth;
Kessler, David; Gilbody,
Simon; Bower, Peter
McMullen, David P.;
Hotson, Guy; Katyal,
Kapil D.; Wester, Brock
A.; Fifer, Matthew S.;
McGee, Timothy G.;
Harris, Andrew; Johannes,
Matthew S.; Vogelstein,
R. Jacob; Ravitz, Alan D.;
Anderson, William S.;
Thakor, Nitish V.; Crone,
Nathan E.

206

203

200
195

193
177

177

175

17

Human3.6M: Large Scale Datasets and
Predictive Methods for 3D Human
Sensing in Natural Environments

Ionescu, Catalin; Papava,
Dragos; Olaru, Vlad;
Sminchisescu, Cristian

175

18

Using mixed methods to evaluate
efficacy and user expectations of a virtual
reality-based training system for upperlimb recovery in patients after stroke: a
study protocol for a randomised
controlled trial.

160

19
20

Image-guidance for surgical procedures
The state of the art of visualization in
mixed reality image guided surgery

21

From urban planning and emergency
training to Pokémon Go: applications of
virtual reality GIS (VRGIS) and
augmented reality GIS (ARGIS) in
personal, public and environmental
health
Augmented Reality: A Brand New
Challenge for the Assessment and
Treatment of Psychological Disorders

Schuster-Amft, Corina;
Eng, Kynan; Lehmann,
Isabelle; Schmid, Ludwig;
Kobashi, Nagisa; Thaler,
Irène; Verra, Martin L.;
Henneke, Andrea; Signer,
Sandra; McCaskey,
Michael; Kiper, Daniel
Peters, Terry M.
Kersten-Oertel, Marta;
Jannin, Pierre; Collins, D.
Louis
Kamel Boulos, Maged N.;
Lu, Zhihan; Guerrero,
Paul; Jennett, Charlene;
Steed, Anthony

Chicchi Giglioli, Irene
Alice; Pallavicini,
Federica; Pedroli, Elisa;
Serino, Silvia; Riva,
Giuseppe
Besharati Tabrizi, Leila;
Mahvash, Mehran

145

Khor, Wee Sim; Baker,
Benjamin; Amin, Kavit;
Chan, Adrian; Patel,
Ketan; Wong, Jason
Hajibabaei, Mehrdad;
Baird, Donald J.; Fahner,
Nicole A.; Beiko, Robert;
Golding, G. Brian

139

22

23

Augmented reality–guided neurosurgery:
accuracy and intraoperative application
of an image projection technique

24

Augmented and virtual reality in
surgery—the digital surgical
environment: applications, limitations
and legal pitfalls
A new way to contemplate Darwin's
tangled bank: how DNA barcodes are
reconnecting biodiversity science and
biomonitoring

25
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157
156

151

143

138

The most mentioned article was about SLAM – Simultaneous Localization and
Mapping. This refers to the problem of trying to simultaneously localize (find the
position/ orientation) of a sensor with respect to its surroundings, while at the same time
mapping the structure of that environment. A problem of interest to the augmented reality
domain (Kudan 2016). This article was also the second most cited article in the
scholarly database. There are also articles on injury and fall prevention, Simulation and
Surgical techniques.
6.4.6 Affiliations
The publications based on the authors affiliations were ranked.
Table 26: Social Media Article Affiliations
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

Affiliations
Imperial College London
Technical University Munich
Western University
Karolinska Institute
University of Strasbourg
Erasmus University Medical Center
Heidelberg University
Johns Hopkins University
Mayo Clinic
Research Institute against Digestive Cancer
Beijing Institute of Technology
German Cancer Research Center
Imperial College Healthcare NHS Trust
Jikei University
National University of Singapore
Shanghai Jiao Tong University
Swiss Federal Institute of Technology in
Zurich
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#
13
10
9
8
7
6
6
6
6
6
5
5
5
5
5
5
5

18
19
20
21
22
23
24
25

University of British Columbia
University of Manchester
University of Southern California
University of Toronto
Antoni van Leeuwenhoek Hospital
KU Leuven
Leiden University Medical Center
Monash University

5
5
5
5
4
4
4
4

The top affiliations include the Imperial College of London, Karolinska Institute
and the University of Strasbourg. These also represent the affiliations of the top authors.
6.4.7. Social Media Geographic Demographics
Twitter and Facebook data have the country information available to determine
the geographic source of the data.

146 | P a g e

Figure 33: Twitter Country Demographics
For 41% of the data, the geographic location could not be identified. The
countries with the most tweets were United States, Japan and UK respectively.

Table 27: Countries Ranked by Number of Tweets
Rank
1
2
3
4
5
6

Country
Unspecified
United States
Japan
United Kingdom
Canada
Australia
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Unique
Tweets
Tweeters
1,192 41.30%
972 41.20%
499 17.30%
368 15.60%
305 10.60%
300 12.70%
282 9.80%
224 9.50%
86
3%
68 2.90%
79 2.70%
63 2.70%

7
8
9
10

Spain
France
Germany
India

71
41
29
26

2.50%
1.40%
1%
0.90%

52
35
16
23

2.20%
1.50%
0.70%
1%

A similar analysis was done for Facebook Data.

Figure 34: Facebook Country Demographics
As with Twitter a large percentage (64%) of the posts did not have the country
identified. The rest of the posts were ranked based on the country. The United States,
Netherlands and Canada rounded out the top 3 countries,
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Table 28: Countries Ranked by Facebook Posts
Rank
1
2
3
4
5
6
7
8
9
10

Country
Unspecified
United States
Netherlands
Canada
United
Kingdom
Brazil
Mexico
Argentina
Australia
Germany

66
16
4
3

64.10%
15.50%
3.90%
2.90%

Unique
Tweeters
52
10
2
2

3

2.90%

3

2
2
1
1
1

1.90%
1.90%
1%
1%
1%

2
2
1
1
1

Tweets

65%
12.50%
2.50%
2.50%
3.80%
2.50%
2.50%
1.30%
1.30%
1.30%

6.5 Social Media: Content Analysis
This section will firstly display the results from the Keywords from the social
media result and then secondly identify the results from dendrogram and link analysis.
The text in the abstracts of the documents mentioned in Social Media were used
to perform keyword analysis using Word Stat. A lemmatization process like the one
performed for the Scholarly data was used to combine words. The exclusion of pronouns
and conjunctions was also performed. The high frequency words Augmented, Reality
and AR were excluded.
The resultant Word Cloud in Appendix 5 shows the visual relative frequency of
the keywords.

149 | P a g e

The top 25 keywords were ranked according to their frequency. There is a clear
view that the highest frequency words are System, Patient and Image. The words
surgical and surgery are also in the top 10 and if combined together as one would form
the highest frequency. This points towards the surgical applications of AR being of high
interest in the social media community.

Table 29: Ranking of Social Media Abstract Keywords
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Keyword
SYSTEM
PATIENT
IMAGE
METHOD
STUDY
RESULT
SURGICAL
SURGERY
BASE
VIRTUAL
CARE
MODEL
TIME
DATA
NAVIGATION
TECHNOLOGY
HEALTH
GROUP
REAL
PROVIDE
TRAINING
INTERVENTION
SURGEON
CONCLUSION
DEVELOP
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Freq
448
429
420
320
317
285
261
255
245
233
222
221
183
179
175
174
170
166
162
154
148
144
142
141
140

Dendrograms and Link analysis provide additional information around the
clusters, the visualization of the links between the nodes of keywords and the underlying
patterns and relationship of the co-occurrences.
The entire dendrogram is listed in the Appendix 1. Key sections of the
dendrogram and the resultant clusters are detailed in this section.
6.5.1 Cluster 1: Surgical
The first cluster analyzed has its nodes around the keywords, Surgical, Surgery,
Surgeon and Image. The Dendrogram in Figure 35 shows the keywords and their
relationships, while the link analysis in Figure 36 displays the key nodes and their
distances.
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Figure 35: Social Media Dendrogram Surgical
Surrounding the Surgical Keyword which form the basis of the nodes are
Navigation, Procedure, Guidance, Technique and operating. Clearly illustrating the
Surgical application of Augmented Reality.
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Figure 36: Social Media Cluster1 Surgical
There are additional smaller clusters around the concept of Surgery and are
centered around specific techniques, locations or specializations. Some of those clusters
are:
1) Kidney, Laparoscopic, Tissue, Reconstruction
2) CT Scan, MRI, Computer Tomography
3) Brain, Neurosurgical, Planning
4) Spine, Screw, Needle, Placement, Insertion
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6.5.2 Cluster 2: Clinical Studies and Methods
The second cluster was around clinical studies and methods.

Figure 37: Social Media Abstract Cluster 2 Clinical Studies
The link analysis displays the nodes Result, Method, Conclusion, Study, Clinical
and Patient. Surrounding those nodes are the keywords of objective, Data, Approach and
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the outer layer around applications, Information, Evidence and Technology. This cluster
points to various clinical studies and methods used in the Research papers.

6.5.3 Cluster 3: Mental Disorder
Additional smaller clusters were centered around Mental Disorders, Support
Therapy, Deployment and PTSD
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.
Figure 38: Social Media Abstract Cluster Mental Disorder
6.5.4 Cluster 4: Learning
There were also clusters around Learning, Educational, Experience and
Simulation, Skill and Training.

Figure 39: Social Media Abstract Cluster Learning
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6.5.5 Cluster 5: Healthcare Delivery

Figure 40: Social Media Abstract Healthcare Delivery
This cluster was centered around Care, Service, Health, Healthcare, Delivery and
Providers.

Figure 41: Social Media Abstract Healthcare Link
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Chapter 7. Discussion
This chapter will attempt to answer the research questions posed by this study
based on the results obtained from the Scholarly Data as well as the Social Media Data.
There will be a discussion on the major research themes as well as recommendations for
future research.
7.1 Bibliographic and Research Fronts of AR and HI
The first objective of the study was to explore the scholarly communication on the
intersection of AR and HI. The data for this section was provided by the 7360 scholarly
documents obtained from Scopus as well as the analysis of the top 200 most cited papers.
The first research question was:
RQ1: What are the bibliometric features of the intersection of the AR and HI
domains?
The key bibliometric properties of Publication Volumes and Sources, Subject
Areas, Author affiliations and Geographic Locations and Authors provide an insight into
the profile of the AR and HI intersection.
7.1.1 Publication Volume and Sources
The volume of publications has been steadily increasing since 1995 and continues
to rise as shown in Figure 12. There were 7 articles that qualified in 1995 to 933 articles
qualifying in 2018, showing a steady growth in the field of AR and HI over the last 24
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years. Information science in looking at the growth of science has analyzed, as one of the
indicators, the number of publications per year (Bornmann and Mutz 2015). The trend
line slope of 40 indicated a distinct growth trend in the number of publications in the
field. The lack of articles prior to 1995 could indicate that this is a relatively new field.
The presence of significant growth in the number of articles from 2008 (259 articles), to
2017 (921 articles, which was the last complete year for this study’s data) indicates a
strong growth in the field. In reviewing some of the earliest articles from1995, the topics
revolved around the uses of AR in surgeries such as Scoliosis (Peuchoe, Tanguf, and
Eude 1995), Computer-assisted bronchoscopy (Bricault, Ferrettio, and Cinquin 1995) and
performing ultrasound-guided needle biopsies from within a head-mounted display
(Fuchs et al. 1996). Some of the more recent articles continue the trend of AR in surgical
applications such as AR in Otolaryngology (Wong et al. 2018), Spine Procedures (Deib
et al. 2018) and training around Orthopedic surgical procedures (Gupta, Cecil, and PirelaCruz 2018). Similarly, articles on the advances in AR technology ranged from
generating live facial expressions in mixed reality (Tanaka, Ishizawa, and Adachi 1997),
AR using GPS (Kim et al. 1998) and camera related AR (Navab, Bani-Kashemi, and
Mitschke 1999). Recent advances in AR include 3D human motion prediction (Barsoum,
Kender, and Liu 2018) Smart Sensors, (Monge and Postolache 2018) and AR glasses
(Zhang 2018).
One series of Publications – Lecture Notes in Computer Science including Notes
in Artificial Intelligence and Bioinformatics covered 30% of the articles. The LNCS
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Series are part of major databases such as Scopus, Google Scholar and DBLP. The
articles under the umbrella organizations of ACM and IEEE as well as a significant
number of Computer Assisted Surgery and Medical Imaging articles accounted for the
rest of the articles. The technical nature of the field is highlighted based on the
publication sources coming from the fields of computer science and engineering. At the
same time medical journals, particularly those in the imaging field have also contributed
to the field.
The presence of a mix of computer science, engineering and medical journals in
Table 6 indicates that researchers in fields such Bioinformatics, Health Technology,
Radiology and Surgery have been investigating the uses of AR technologies and
incorporating large parts of computer science and engineering into clinical applications.
7.1.2 Top Producers their Highly Cited Works
Newton’s well know saying ‘to see further by standing on the shoulders of giants’
was tested by a study that found highly cited works in all scientific fields more frequently
cite previously highly cited works than medium cited works cite highly cited works
(Bornmann, de Moya Anegón, and Leydesdorff 2010). This led to the conclusion that
papers contributing to the scientific progress in a field lean to a larger extent on
previously important contributions than papers contributing little.
The highest producing authors in the field were identified in Table 3 and profiled.
Navab N, Billinghurst, Woo and Schmalstieg led the list. This is in line with a 2018 study
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that listed the top authors in the AR field. In that study the top authors in AR were
identified as Billinghurst, Navab, Schmalstieg and Thomas (Billinghurst 2018). Woo
was number seven. Their research areas included Surgical Applications, Robotics,
Computer Vision and Manufacturing. Bibliometric analysis helps to identify the most
prolific authors and their research areas.
In reviewing the highest cited document for the top producing Authors in Table 4,
the research emphasis is on technical research such as AR Tracking (Billingurst),
Geographic Visualizations (Kato) and Mobile Phones (Schmalstieg). There are also
healthcare related articles such as Laparoscopic Surgery (Soler) and Advanced Medical
Displays (Navab). There is a complex pattern for citations in which both quality
dynamics and visibility dynamics contribute to the citation counts of highly cited papers
(Aksnes 2003). The quality dynamic relates to the structure of scientific knowledge.
Scientific knowledge is powered by contributions to the field. A distinction was made
between two classes of knowledge – core and the research frontier (Cole 1983). Core
knowledge is the starting point and the frontier research is where all the research is being
conducted. The citation counts could be expected to be higher for the evolving core
knowledge than the newer frontier research.
The knowledge of the most fruitful authors and the subsequent section on the
affiliations can be of importance to students looking to a future in the field or companies
looking for help on research projects or product development. Governmental
organizations can also find this information useful in furthering their research.
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7.1.3 Subject Areas and Affiliations
The Technical Subject Areas of Computer Science, Mathematics and Engineering
cover 85% of all the Publications in Table 5, illustrating the technical nature of the field.
The subject areas were obtained from Scopus meta data that classifies the article based on
a subject area. Computer Science is by far the highest contributor with 47%. This is not
surprising that Computer Science and Engineering dominates this field. As far back as
1968, Ivan Sutherland a Harvard Professor and computer scientist developed the first AR
device, a first head mounted display. Tom Caudell a Boeing engineer coined the term
“Augmented Reality” and Kato (who we have seen as a top producer in the field) created
a software called AR Toolkit to capture real-world actions and combine it with
interactions of virtual objects (Isberto 2018).
The countries providing input into the field were dominated by the US, Germany,
Japan, Italy, UK, China and France accounting for 63% of the publications as seen in
Table 7. In aggregating the documents published by regions, Europe accounted for over
51% of the output, followed by Asia at 20%, showing that much of the research is
happening outside of the United States and primarily in Europe.
The top Affiliations of the researchers Table 8 had a strong correspondence with
the affiliations of the top Authors. The Technical Institute of Munich (Navab), The
University at Graz (Schmalstieg), University of Tokyo (Hirose) and University of
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Singapore (Nee, Ong) had a high level of contribution. These listings again showing the
dominance of Europe over the rest of the world, although Asia and the US do have a
strong presence.
7.1.4 Keywords
Publication keywords have been utilized as a tool to reveal the intellectual
structure of the field being studied (G. Chen and Xiao 2016). In this study both the
author keywords and the index keywords (supplied by Scopus) were analyzed. The
author keywords provide insight into the key concepts important to the author. The index
keywords are assigned by Scopus to aid in document retrieval. In comparing Author
Keywords to Index keywords, there were similarities between the two, in terms of
Augmented Reality Applications for Surgery and Learning. There were also references
to the technologies of Imaging, Human Interfaces, Devices and Displays in both terms.

7.1.5 Research Fronts
RQ2: What are the research fronts of the intersection of the AR and HI domains?
Three processes were used to determine the Research Fronts.
The first process was co-citation analysis of the top 200 documents in terms of
citations using CiteSpace. The basis of co-citation as a measure of similarity is that pairs
of documents that often appear together in reference lists are likely to be similar in some
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way (Thelwall 2008). When collections of co-cited documents are arranged according to
their connections with other documents, a pattern of scientific thought should emerge
around the relationships. Author co-citation analysis measures the similarity of pairs of
authors through the frequency with which their work is co-cited. Author co-citation
operates at a high enough level to map the structures of a field (White and McCain 1998).
Relational bibliometrics has been helped by the advent of software to provide three
dimensional visualizations of research fields. CiteSpace was used in this study as it
focuses exclusively on bibliometric analysis which contributes to 1) The nature of the
intellectual base being algorithmically identified in research front terms and 2) the value
of a co-citation cluster can be interpreted in terms of research fronts concepts (C. Chen
2006) . The author networks were used to obtain the following Clusters:
1)Advances in Augmented Reality. This is a broad category as it relates to AR
technologies that have advanced over the year such as AR in medical visualization and
AR in the maintenance of equipment.
2) Real Time Tracking and Detection – the ability to superimpose artificial
objects on the real environment.
3) Learning Systems using AR. The usage of AR for learning applications such
as safety management, education and training.
4) AR Interactions /Human Computer Interactions – The usage of hand and other
human traits to communicate with the computer within an AR environment.
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5) 3D Models and Clinical Applications – Primarily the usage of AR related 3D
models for medical displays and surgical simulation.
6) Augmented Reality Tracking – This was a smaller cluster that could be
combined with Cluster 1) or 2) and relates to the use of calibration and markers for
tracking.
7) Computer Vision and Camera’s – The usage of cameras and other sensors in
enhancing computer vision.
8) Ubiquitous Computing – Computing that is available at any time and at any
place. These devices are always connected.
The second process was a keyword analysis of the Abstracts of all the
publications using WordStat. These keywords were then used to obtain clusters using
hierarchical cluster analysis and multidimensional scaling on the included words. Three
main Clusters were obtained:
1) Surgical Applications of Augmented Reality as it relates to the surgical
procedure, guidance, imaging, visualization and accuracy.
2) Application Design and Environment of Augmented Reality. The
technologies, methods, data, sensors, approach and interaction with AR.
3) Learning Applications. The use of AR for students and training including
simulation of events and procedures.
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The third process involved a keyword co-occurrence analysis using VOS viewer.
The resultant network revealed three clusters:
1) Surgical Applications – Computer Assisted Surgeries, minimally invasive
surgery, neurosurgery, laparoscopy, surgical equipment
2) Augmented Reality Technologies – User Interfaces, AR systems, Mobile AR,
User Interfaces
3) Vision and Visualization – Cameras, Computer vision, tracking and image
processing.
While the three processes may not carry the same amount of ‘weight’ in their
usage for the identification of research fronts in a field, as can be seen from the three
approaches, there are similarities in the results that arise. There are two specific clusters
that form around the application of AR in HI as they relate to Surgical Applications and
Learning Applications. These clusters are found in all three approaches. There are larger
clusters that arise out of the author co-citation analysis that relate to various technologies
of AR. These clusters provide a much more detailed representation of AR technologies
than those found from the textual analysis methodology. These technologies are
presented as being beneficial to the field of healthcare in addition to their uses across
other domains. It is important to call out the technologies of Computer vision as they
figure prominently in all three methodologies. Since AR is the enhancement of reality by
superimposing virtual objects or digital information over real objects and viewing that
information through a visual device, computer vision emerges as a major front for
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research. The categories that are listed can then be broadly summarized into the
following research fronts of AR and HI:
1) Surgical Applications
2) Learning Applications
3) AR Technologies
4) Computer Vision

7.2 Social Media Themes
The second objective of the study was to explore the social media communication
on the intersection of AR and HI. The corresponding research questions are:
RQ3: What are the theme categories of intersection of AR and HI found in Social
Media?
The theme categories for Social Media were obtained by performing a keyword
analysis of the abstract data of the identified articles. The resultant dendrogram and Link
analysis revealed several clusters:
1) Surgical Applications - techniques, locations and specialization
2) Clinical Studies – methods, patients, data, evidence and technology
3) Mental Disorders – support therapy, deployment, PTSD
4) Learning – educational, simulation, skill and training
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5) Health Care Delivery – care, providers, center, service, professional
The theme categories for social media displayed a distinct lean towards
applications and their usage. This study reviews the intellectual structure of the field in
terms of the themes that arise out of the co-occurrence analysis of the documents
discussed in the social media. It is important to note at this time that there are limitations
to the usage and conclusions that can be drawn from social media. There are studies
beyond the scope of this dissertation that review social media usage based on gender,
personality (introverts /extroverts), age and access to internet.
The social media themes obtained will be compared to those obtained from
scholarly communication along with other characteristics in the next section to form an
overall picture of AR in HI.
7.3 Scholarly Research Fronts and Social Media Themes
RQ4: What are the differences and similarities between the research fronts in
scholarly communication and the theme categories in social media?
This research question will be answered in two ways. Firstly, a comparison
between the bibliometric features of the two sets of data – scholarly and social media.
Secondly a comparison of the research fronts and themes.
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Volume of Publications: The volume of publications in both Scholarly
communication and social media has been rising. The field of AR and HI continue to
produce increasing number of research articles indicating a growth in the field.
Authors: The top authors in the scholarly data were identified based on the
number of articles published. For the Social media data, the authors were identified
based on the number of articles mentioned in social media. A mention in Altmetric is
counted as valid when the article is cited using meta data that can be identified by
Altmetrics such as the DOI. The scholarly data authors have a variety of research
interests including surgical applications, AR technologies, manufacturing, empathic
computing and computer vision. The identified social media authors primarily have their
research areas around robotic surgery and minimally invasive surgery. One author Luc
Soler appears in both lists who is involved in robotic surgery research at IRCAD. The
top authors in scholarly communication are identified using citations or publication
volumes. The top authors in social media are based on the number of mentions.
Subject Areas: In the scholarly communication the technical fields make up 85%
of the subject areas and the medical and health fields making up 8%. In Social media
about 50% were technical with the Medical and Health fields making up 40%. This
could indicate that there is an interest in the applicability of AR to HI and the articles that
are being mentioned come from both a technical and medical perspective.

169 | P a g e

Publications and Publication Types: The Lecture notes in Computer Science made
up almost a third of all the scholarly publications, followed by ACM and IEEE. There
were also medical journals primarily around surgery. Similarly, IEEE and medical
journals figured prominently in the social media. The publications types in social media
were almost all journal articles, while the scholarly data had a mix of articles, book series
and books. This is due to Altmetric primarily tracking journal articles.
Research Countries: The geographic locations of the Scholarly research were
primarily in the US followed by Germany, Japan, UK, China, France and Korea. The
social media mentions of the research were primarily from the US followed by Japan,
UK, Canada and Australia. This can be accounted for two important reasons. First the
meta data that’s available for Social media for geographic locations of the mentions is
available only for Facebook and Twitter. These two sources may not be representative of
the usage of social media in the respective countries. While Facebook and Twitter remain
popular in the US, China’s most popular sites are Qzone, QQ and WeChat (Hutt 2017).
Affiliations: The highest number of articles was produced by the Technical
University of Munich, followed by University of Graz, University of Singapore and
University of Tokyo. A group of authors from the Imperial College of London,
University Institute of Strasbourg and IRCAD had the most mentioned articles in social
media.
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In reviewing the research fronts from the scholarly data and the social media,
surgical and learning applications are present in both. The scholarly data also has
research being performed for various AR technologies and in the Computer vision field.
The social media themes are primarily around the applications – surgical, learning,
mental health, healthcare providers and clinical studies.
Table 30: Research Fronts
Scholarly Data –
Content Analysis

Social MediaContent Analysis

2 Real Time Tracking
and Detection

Surgical
Applications
Learning
Applications

Surgical
Applications
Learning
Applications

3 Learning Systems

AR Technologies

4 AR Interactions/HCI
5 3D Models and
Clinical Applications
6 AR Tracking
7 Computer Vision and
Camera’s
8 Ubiquitous Computing

Computer Vision

Healthcare
Delivery
Clinical Studies
Mental Disorders

Scholarly Data Citation Analysis
1 AR Technologies

There are three distinct themes emerging from the analysis of the field as shown
in Table 30. The scholarly data when analyzed using author co-citation clusters shows a
leaning towards technological components and processes of the field of AR, while also
revealing the applications of Surgery, Learning and usage of 3D Models in clinical
applications. The content analysis reveals similar clusters with less granularity around
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the technology, at the same time AR technologies was the largest cluster revealed by this
analysis. The social media clusters were application focused, revealing that the
communication in that medium is focused on usability.
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Chapter 8. Conclusion
In summarizing the research fronts of the AR and HI intersection there are two
major themes that emerge. The first theme is that there is significant research in progress
around various AR technologies that have application in Health Informatics. These
technologies involve devices, sensors, haptics, graphics, human behavior and sensing.
There is also a distinct research front around Computer vision – pattern recognition,
image processing, human vision, vision theories.
The second theme is around applications. There are two application fields
Surgical and Learning, that have a significant amount of research being performed. The
surgical application is focused around robotic surgery and minimally invasive surgery for
various procedures and human body locations. The learning applications are around
simulation of medical procedures and process and the usage of AR in training various
healthcare providers. There is also a discussion in social media around AR applications
in mental health and healthcare delivery.
Several of the AR studies have focused on clinical aspects. The studies also
depend upon the technologies available (Cipresso et al. 2018). There is a symbiotic
relationship between AR developments and the clinical applications. The future of the
clinical applications depends upon the technological advancements in the field of AR.
The continuous development of AR technologies as a result of computer science and
engineering can potentially have huge implications for patients.
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AR applications were categorized in a Systematic Review of 10 years of
Augmented Reality Usability Studies 2005 – 2014 (Dey et al. 2018). The applications
and the percentage of papers that were identified were 1) Perception 18% 2) Medical
15% 3) Education 14% 4) Gaming 5% 5) Industrial 10% 6) Navigation 9% 7) Tourism
2% 8) Collaboration 4% and 9) Interaction 23%. The categories of Perception,
collaboration and Interaction can be classified as general areas of AR research. The next
two highest categories were Medical and Education. This ties in with the major themes
that have been presented by the current study of General AR Research, Surgical and
Learning applications.
Bibliometrics and Content Analysis helps to “explore, organize and analyze large
amounts of historical data helping researchers to identify ‘hidden’ patterns” (Daim et al.
2006). “Citation analysis is based on the votes of many experts such as authors of
scientific papers, and it is quantitative and verifiable” (Bornmann and Marx 2013). It is
possible to produce meaningful results. This study has reviewed the field at the
intersection of AR and HI to reveal the bibliometric foot print of the field as well as the
research fronts based on scholarly research found in the Scopus database. In addition, the
social media themes of the field were reviewed using the Altmetric database. Health
Informatics benefits from technology have shown better clinical, organizational and
societal outcomes (Menachemi and Collum 2011). The volume of publications in the
intersection of AR and HI has been steadily increasing with pioneering authors such as
Azuma, Milgram and Billinghurst, who laid the foundation for the field and several
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authors like Navab and Woo who have published significant recent volumes of articles to
expand on the knowledge of the field. Key institutions based out of Germany, Austria
and Japan are performing ground breaking work in the field of surgery as shown in Table
8. While Computer science and Engineering are the largest contributors to the field, there
also are contributions being made by the health-related fields. It shows a field that
research being performed in several technologies that could have applications in
healthcare. These technologies as shown in Figure 28 include sensors, mobile devices,
location tracking, interfaces and algorithms. Of importance is the research around
computer vision in the form of images, cameras and visual recognition. Healthcare
providers can use simulation and graphical representations of the human body and
equipment to enhance their education and skills. There is interest in social media around
treatment of mental disorders and applications for other healthcare delivery.
“Science is a highly organized and parallel human endeavor to find patterns, the
process of communicating research findings is as essential to progress as is the act of
conducting the research in the first place” (Rosvall and Bergstrom 2008). Bibliometrics
and content analysis allow us to glimpse the flow of information and to trace the
communication between scientists. While scholarly articles remain the backbone of the
communication, social media has also joined the ranks of communication. The challenges
of social media analysis, such as ‘data noise’, must be overcome. The new sources of
information, however, cannot be overlooked and need to be taken into consideration
when mapping a scientific field.
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8.1 Study Limitations
There are a few limitations of this study. Scopus was the only source for the
scholarly data. While Scopus has many research papers, including additional databases
could have increased the number of articles for the study. Scopus captures journal
publications of researchers but may not be as accurate as Google Scholar in capturing the
entire output of a particular researcher (Billinghurst 2018). Another limitation is
counting the number of publications per institution as many publications have more than
one author, so many publications may be counted more than once. The rankings of
institutions may also change as researchers move around, so this should be looked at as a
snapshot in time.
A related item to be taken into consideration is that the same logical Boolean
search was used in Scopus and in Altmetrics. The assumption here is that the two
databases would perform similarly in the retrieval of the data. In order to maintain the
equivalency of the search the same variables were used. It is possible that changing the
query for Altmetrics could have yielded different results.
The data extracted from Altmetrics was small compared to the data extracted from
Scopus. The ability to extract larger amounts of data from Social Media, while excluding
the noise prevalent in social media, could have resulted in better outcomes from the
study. It is important currently to point out the use of social media mentions. It is not the
studies’ intent to equate mentions to citations by any means. Social media mentions point
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to attention rather than quality. While Altmetrics has policies and systems in place to
identify what is and isn’t acceptable, Social media has been known to be susceptible to
spam and gaming (Adie 2013). Citations are an indicator that have been studied and
verified for decades, as science has been mapped using citation clusters (Small 1973) and
co-citation clusters mapping using software (Small 1999). The use of mentions while
being increasingly used (Costas, Zahedi, and Wouters 2015) and (Eysenbach 2011), are
still being researched and proven.

8.2 Recommendations and Future Research
There are a few recommendations for future research. The first would be a more
detailed analysis of the various clusters found in scholarly research to determine exactly
which technologies, processes or procedures are being worked on. As part of this
detailed analysis, the patent database could also be reviewed to additionally determine the
direction of the research. These processes could then be considered for use in Healthcare.
Some of the AR medical applications are designed for highly trained medical
practitioners. These users require highly accurate interfaces to improve the performance
of specialists. It would be of interest to determine the other medical AR interfaces that
can aim to improve user performance in more traditional and nonperformance-oriented
tasks.
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The second recommended research would be around the social media
communication. Social media is a powerful tool that offers collaboration between
individuals and research communities. One of the challenges of social media analysis is
to filter out the noise. The Altmetrics query provided a view into social media based on
Altmetric’s accumulation of social media communication. An alternative process would
be to develop and extract data from various social media sites to provide a much larger
data pool. The challenge to such a research is that many social media sites no longer
provide free access to their data. At the same time, with increasing use of social media
there are further opportunities. Core research on social media communication among
scholarly researchers will further enhance our knowledge of fields of study.
A third recommendation is that a Taxonomy be developed for AR and HI. The
categories that were found in this study can be used as a starting point in the development
of the taxonomy.
The European Patients Forum defined patient empowerment as a “process that
helps patients gain control over their own lives and increases their capacity to act on
issues they themselves define as important” and the aspects of empowerment include the
following: self-efficacy, self-awareness, confidence, coping skills and health literacy
(EPF 2019). All five aspects could be leverage by AR in HI from visualizing the hospital
and surgical procedure to AR applications for rehabilitation and mental health.
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8.3 Implications to Technology Scientists and Healthcare Providers
There are two implications coming from this research that can firstly impact
Information Technology as it relates to Health Informatics and secondly impact
healthcare providers.
The first impact is the use of AR technology in Health Informatics. The
technologies that presented as clusters in the co-citation analysis could be used in
developing applications for HI. The challenge for the technology scientists is to use the
technologies of real time tracking of virtual objects, computer vision using high
definition cameras, ubiquitous computing (anytime, anywhere), medical visualization and
3D models and simulation. These AR technologies that have and are being researched,
could be developed into application for use in HI.
The second impact is on health providers. As AR applications are designed and
built by the Technology scientists, there are many opportunities for the usage of these
applications. In the surgical arena, AR can project human anatomy on the skin of the
patient assisting in the surgical procedure. In addition, 3D models can be used to educate
patients on prospective procedures reducing their anxiety level and can be used to
educate new surgeons on surgical techniques. For the phlebotomist, blood vessels can be
projected on to the human body to assist in the locations for the venipuncture. For health
cre delivery in general, heads up displays or AR glasses can provide information about
the patient while performing an exam. In a doctor visit today, the physician frequently
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spends a large amount of time staring at the computer screen of an electronic medical
record. The patient to doctor eye contact and communication is impacted. AR has the
potential of alleviating this situation by the use of displays that project the medical
information on the patient or on the surrounding environment.
Finally, this is an exciting time to explore the health informatics and emerging
technologies space with technologies such as AR. The research article growth, the
ground-breaking research being performed by scientists around the world, surgical and
learning applications in AR, social media themes around AR applications in mental
health, clinical studies and continued prevalence of technical innovation in AR points to
an expanding area of interest. Health Informatics enables the delivery of healthcare
services using technology. As new technologies emerge, those technologies can be used
to provide quality patient care. It is imperative that clinicians, the government and
healthcare executives innovate and adopt these technologies to transform care within
their organizations. It is hoped that this study provided a view into the AR and HI space
and a base for further research in this field. The continued research in this space could
point to a technological revolution that healthcare as an industry could reap dramatic
benefits.
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Appendix 1. Dendrograms
The following Dendrograms are represented in this section:
The dendrograms in Figure 42, Figure 43 and Figure 44 represent the content
analysis done on the keywords found in the abstract section of the scholarly publications.
The dendrograms in Figure 45, Figure 46, Figure 48 and Figure 49 represent the
content analysis on the abstract sections of the documents mentioned in Social Media.
Due to size of the dendrograms, they are displayed as separate sections.
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Figure 42: Abstract Dendrogram Part 1
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Figure 43: Abstract Dendrogram Part 2
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Figure 44: Abstract Dendrogram Part 3
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Figure 45: Social Media Dendrogram Part 1
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Figure 46: Social Media Dendrogram Part 2
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Figure 47: Social Media Dendrogram Part 3
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Figure 48: Social Media Dendrogram Part 4
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Figure 49: Social Media Dendrogram Part 5
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Appendix 2. Sample of Excluded Words
Table 31: Sample of Excluded Words
A
ABLE
ABOUT
ABOVE
ACCORDING
ACCORDINGLY
ACROSS
ACTUALLY
AFTER
AFTERWARDS
AGAIN
AGAINST
AIN'T
ALL
ALLOW
ALLOWS
ALMOST
ALONE
ALONG
ALREADY
ALSO
ALTHOUGH
ALWAYS
AM
AMONG
AMONGST
AN
AND
ANOTHER
ANY
ANYBODY
ANYHOW
ANYONE
ANYTHING
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ANYWAY
ANYWAYS
ANYWHERE
APART
APPEAR
APPRECIATE
APPROPRIATE
AR
ARE
AREN'T
AROUND
AS
ASIDE
ASK
ASKING
ASSOCIATED
AT
AUGMENT
AVAILABLE
AWAY
AWFULLY
B
BACK
BE
BECAME
BECAUSE
BECOME
BECOMES
BECOMING
BEEN
BEFORE
BEFOREHAND
BEHIND
BEING

BELIEVE
BELOW
BESIDE
BESIDES
BEST
BETTER
BETWEEN
BEYOND
BOTH
BRIEF
BUT
BY
C
CAME
CAN
CANNOT
CANT
CAN'T
CAUSE
CAUSES
CERTAIN
CERTAINLY
CHANGES
CLEARLY
C'MON
CO
COM
COME
COMES
CONCERNING
CONSEQUENTLY
CONSIDER
CONSIDERING
CONTAIN

CONTAINS
CORRESPONDING
COULD
COULDN'T
COURSE
C'S
CURRENTLY
D
DEFINITELY
DESCRIBED
DESPITE
DID
DIDN'T
DIFFERENT
DO
DOES
DOESN'T
DOING
DONE
DON'T
DOWN
DOWNWARDS
DUE
DURING
E
EACH
EDU
EG
EIGHT
EITHER
ELSE
ELSEWHERE
ENOUGH
ENTIRELY

ESPECIALLY
ET
ETC
EVEN
EVER
EVERY
EVERYBODY
EVERYONE
EVERYTHING
EVERYWHERE
EX
EXACTLY
EXAMPLE
EXCEPT
F
FAR
FEW
FIFTH
FIND
FIRST
FIVE
FOLLOWED
FOLLOWING
FOLLOWS
FOR
FORMER
FORMERLY
FORTH
FOUND
FOUR
FROM
FURTHER
FURTHERMORE
G

Appendix 3. Top 100 Cited Documents (Scopus)
Table 32: Top 100 Cited Documents (Scopus)
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A survey of augmented reality
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Davison A.J., Reid I.D.,
Molton N.D., Stasse O.
Newcombe R.A., Izadi S.,
Hilliges O., Molyneaux
D., Kim D., Davison A.J.,
Kohli P., Shotton J.,
Hodges S., Fitzgibbon A.

The case for VM-based cloudlets in
mobile computing
Recent advances in augmented reality

Satyanarayanan M., Bahl
P., Cáceres R., Davies N.
Azuma R., Baillot Y.,
Behringer R., Feiner S.,
Julier S., MacIntyre B.

2009 1573

Charting Past, Present, and Future
Research in Ubiquitous Computing
Tutorial: Visual odometry

Abowd G.D., Mynatt E.D.

2000 874

Scaramuzza D.,
Fraundorfer F.
Zhou F., Dun H.B.-L.,
Billinghurst M.

2011 495

Garrido-Jurado S.,
Muñoz-Salinas R.,
Madrid-Cuevas F.J.,
Marín-Jiménez M.J.
Calonder M., Lepetit V.,
Özuysal M., Trzcinski T.,
Strecha C., Fua P.

2014 411

Bimber O., Raskar R.

2005 379

Wang R.Y., Popović J.

2009 357

3

4
5

6
7
8

9

Trends in augmented reality tracking,
interaction and display: A review of ten
years of ISMAR
Automatic generation and detection of
highly reliable fiducial markers under
occlusion

10

BRIEF: Computing a local binary
descriptor very fast

11

Spatial augmented reality: Merging real
and virtual worlds
Real-time hand-tracking with a color
glove

12
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Year Cited
by
1997 2938
2007 1686
2011 1615

2001 1541

2008 414

2012 400

13

Augmented reality technologies, systems
and applications

Carmigniani J., Furht B.,
Anisetti M., Ceravolo P.,
Damiani E., Ivkovic M.

2011 291

14

Pose tracking from natural features on
mobile phones

Wagner D., Reitmayr G.,
Mulloni A., Drummond
T., Schmalstieg D.

2008 272

15

Parallel tracking and mapping on a
camera phone
Live dense reconstruction with a single
moving camera
Evaluation of interest point detectors and
feature descriptors for visual tracking
Tangible bits: Beyond pixels
Real-time detection and tracking for
augmented reality on mobile phones

Klein G., Murray D.

2009 266

Newcombe R.A., Davison
A.J.
Gauglitz S., Höllerer T.,
Turk M.
Ishii H.
Wagner D., Reitmayr G.,
Mulloni A., Drummond
T., Schmalstieg D.

2010 256

20

Fully automatic anatomical, pathological,
and functional segmentation from CT
scans for hepatic surgery

Soler L., Delingette H.,
Malandain G., Montagnat
J., Ayache N., Koehl C.,
Dourthe O., Malassagne
B., Smith M., Mutter D.,
Marescaux J.

2001 214

21

Combining multiple depth cameras and
projectors for interactions on, above, and
between surfaces

Wilson A.D., Benko H.

2010 204

22

Going out: Robust model-based tracking
for outdoor augmented reality
Can you see me now?

Reitmayr G., Drummond
T.W.
Benford S., Crabtree A.,
Flintham M., Drozd A.,
Anastasi R., Paxton M.,
Tandavanitj N., Adams
M., Row-Farr J.

2007 204

Impact of an augmented reality system
on students' motivation for a visual art
course
Scene modelling, recognition and
tracking with invariant image features
Cloudlets: Bringing the cloud to the
mobile user

Di Serio Á., Ibáñez M.B.,
Kloos C.D.

2013 198

Skrypnyk I., Lowe D.G.

2004 197

Verbelen T., Simoens P.,
De Turck F., Dhoedt B.

2012 196

16
17
18
19

23

24

25
26
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2011 245
2008 226
2010 218

2006 200

27

D4AR-A 4-dimensional augmented
reality model for automating construction
progress monitoring data collection,
processing and communication
Augmented reality applications in design
and manufacturing

Mani G.-F., Feniosky P.M., Savarese S.

2009 194

Nee A.Y.C., Ong S.K.,
Chryssolouris G.,
Mourtzis D.

2012 193

29

Outdoors augmented reality on mobile
phone using Loxel-based visual feature
organization

2008 190

30

Markerless tracking using planar
structures in the scene
Optical Versus Video See-Through
Head-Mounted Displays in Medical
Visualization
Augmented reality visualization for
laparoscopic surgery

Takacs G., Chandrasekhar
V., Gelfand N., Xiong Y.,
Chen W.-C.,
Bismpigiannis T.,
Grzeszczuk R., Pulli K.,
Girod B.
Simon G., Fitzgibbon
A.W., Zisserman A.
Rolland J.P., Fuchs H.

Fuchs H., Livingston
M.A., Raskar R., Colucci
D., Keller K., State A.,
Crawford J.R.,
Rademacher P., Drake
S.H., Meyer A.A.
Pan Z., Cheok A.D., Yang
H., Zhu J., Shi J.
Ionescu C., Papava D.,
Olaru V., Sminchisescu C.

1998 176

Nicolau S., Soler L.,
Mutter D., Marescaux J.
Peters T.M.
Nielsen M., Störring M.,
Moeslund T.B., Granum
E.
Kamel M., Hamouda W.,
Youssef A.
Billinghurst M., Clark A.,
Lee G.

2011 173

28

31

32

33
34

35
36
37

Virtual reality and mixed reality for
virtual learning environments
Human3.6M: Large scale datasets and
predictive methods for 3D human
sensing in natural environments
Augmented reality in laparoscopic
surgical oncology
Image-guidance for surgical procedures
A procedure for developing intuitive and
ergonomic gesture interfaces for HCI

38

Ultra-Dense Networks: A Survey

39

A survey of augmented reality
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2000 188
2000 177

2006 174
2014 173

2006 165
2004 164

2016 158
2014 156

40

Practical motion capture in everyday
surroundings

Vlasic D., Adelsberger R.,
Vannucci G., Barnwell J.,
Gross M., Matusik W.,
Popović J.

2007 153

41

Real-time SLAM relocalisation

2007 151

42

Time-of-flight cameras in computer
graphics
Augmented Reality in Education and
Training
Seamful interweaving: Heterogeneity in
the theory and design of interactive
systems
Visual touchpad: A two-handed gestural
input device
Handy AR: Markerless inspection of
augmented reality objects using fingertip
tracking
Encumbrance-free telepresence system
with real-time 3D capture and display
using commodity depth cameras

Williams B., Klein G.,
Reid I.
Kolb A., Barth E., Koch
R., Larsen R.
Lee K.
Chalmers M., Galani A.

2004 143

Malik S., Laszlo J.

2004 143

Lee T., Höllerer T.

2007 133

Maimone A., Fuchs H.

2011 130

Head pose estimation and augmented
reality tracking: An integrated system
and evaluation for monitoring driver
awareness
Validation of medical image processing
in image-guided therapy

Murphy-Chutorian E.,
Trivedi M.M.

2010 126

50

Darwin phones: The evolution of sensing
and inference on mobile phones

51

Design and validation of an augmented
book for spatial abilities development in
engineering students

Miluzzo E., Cornelius
C.T., Ramaswamy A.,
Choudhury T., Liu Z.,
Campbell A.T.
Martín-Gutiérrez J., Luís
Saorín J., Contero M.,
Alcañiz M., Pérez-López
D.C., Ortega M.

43
44

45
46

47

48

49
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2010 149
2012 148

Jannin P., Fitzpatrick J.M., 2002 124
Hawkes D.J., Pennec X.,
Shahidi R., Vannier M.W.
2010 123

2010 121

52

RoomAlive: Magical experiences
enabled by scalable, adaptive projectorcamera units

53

Advanced medical displays: A literature
review of augmented reality
Augmented reality in the classroom
A survey of mobile and wireless
technologies for augmented reality
systems
MirageTable: Freehand interaction on a
projected augmented reality tabletop
Image guidance of breast cancer surgery
using 3-D ultrasound images and
augmented reality visualization

54
55

56
57

Jones B., Sodhi R.,
Murdock M., Mehra R.,
Benko H., Wilson A.D.,
Ofek E., MacIntyre B.,
Raghuvanshi N., Shapira
L.
Sielhorst T., Feuerstein
M., Navab N.
Billinghurst M., Dünser A.
Papagiannakis G., Singh
G., Magnenat-Thalmann
N.
Benko H., Jota R., Wilson
A.D.
Sato Y., Nakamoto M.,
Tamaki Y., Sasama T.,
Sakita I., Nakajima Y.,
Monden M., Tamura S.

2014 120

2008 120
2012 118
2008 118

2012 117
1998 117

58

The missing link: Augmenting biology
laboratory notebooks

Mackay W.E., Pothier G.,
Letondal C., Bøegh K.,
Erik Sørensen H.

2002 114

59

HoloDesk: Direct 3D interactions with a
situated see-through display
Video-rate localization in multiple maps
forwearable augmented reality
Fast non-rigid surface detection,
registration and realistic augmentation
Non-rigid alignment of pre-operative
MRI, fMRI, and DT-MRI with intraoperative MRI for enhanced visualization
and navigation in image-guided
neurosurgery

Hilliges O., Kim D., Izadi
S., Weiss M., Wilson A.D.
Castle R., Klein G.,
Murray D.W.
Pilet J., Lepetit V., Fua P.

2012 113

Archip N., Clatz O.,
Whalen S., Kacher D.,
Fedorov A., Kot A.,
Chrisochoides N., Jolesz
F., Golby A., Black P.M.,
Warfield S.K.
Rao B.B.P., Saluia P.,
Sharma N., Mittal A.,
Sharma S.V.

2007 113

Graham M., Zook M.,
Boulton A.

2013 109

60
61
62

63

Cloud computing for Internet of Things
& sensing based applications

64

Augmented reality in urban places:
Contested content and the duplicity of
code
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2008 113
2008 113

2012 112

65

Real-time game adaptation for
optimizing player satisfaction
Ubiquitous location tracking for contextspecific information delivery on
construction sites
Expected user experience of mobile
augmented reality services: A user study
in the context of shopping centres

Yannakakis G.N., Hallam
J.
Behzadan A.H., Aziz Z.,
Anumba C.J., Kamat V.R.

2009 107

Olsson T., Lagerstam E.,
Kärkkäinen T., VäänänenVainio-Mattila K.

2013 104

68

Developing serious games for cultural
heritage: A state-of-the-art Review

2010 104

69

Image-based rendering of diffuse,
specular and glossy surfaces from a
single image
Systematic distortions in magnetic
position digitizers

Anderson E.F.,
McLoughlin L.,
Liarokapis F., Peters C.,
Petridis P., de Freitas S.
Boivin S., Gagalowicz A.

66

67

70

71

Learning cultural heritage by serious
games

72

3-D augmented reality for MRI-guided
surgery using integral videography
autostereoscopic image overlay

73

Natural feature tracking for augmented
reality
Augmented reality in the psychomotor
phase of a procedural task
Calibration-free augmented reality

74
75
76
77

A survey of camera self-calibration
Unified real-time tracking and
recognition with rotation-invariant fast
features

78

Contextual anatomic mimesis: Hybrid insitu visualization method for improving
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2008 107

2001 104

Birkfellner W., Watzinger 1998 102
F., Wanschitz F., Enislidis
G., Kollmann C., Rafolt
D., Nowotny R., Ewers R.,
Bergmann H.
Mortara M., Catalano
2014 101
C.E., Bellotti F., Fiucci G.,
Houry-Panchetti M.,
Petridis P.
Liao H., Inomata T.,
2010 98
Sakuma I., Dohi T.
Neumann U., You S.

1999 97

Henderson S.J., Feiner
S.K.
Kutulakos K.N., Vallino
J.R.
Hemayed E.E.
Takacs G., Chandrasekhar
V., Tsai S., Chen D.,
Grzeszczuk R., Girod B.

2011 94

Bichlmeier C., Wimmer
F., Heining S.M., Navab
N.

2007 91

1998 94
2003 93
2010 92

multi-sensory depth perception in
medical augmented reality
79

A novel mechatronic tool for computerassisted arthroscopy

Dario P., Carrozza M.C.,
Marcacci M., D'Attanasio
S., Magnami B., Tonet O.,
Megali G.

2000 91

80

Information filtering for mobile
augmented reality

Julier S., Lanzagorta M.,
Baillot Y., Rosenblum L.,
Feiner S., Höllerer T.,
Sestito S.

2000 91

81

Development and behavioral pattern
analysis of a mobile guide system with
augmented reality for painting
appreciation instruction in an art museum

Chang K.-E., Chang C.-T., 2014 89
Hou H.-T., Sung Y.-T.,
Chao H.-L., Lee C.-M.

82

Expected, sensed, and desired: A
framework for designing sensing-based
interaction

Benford S., Schnädelbach 2005 89
H., Koleva B., Anastasi
R., Greenhalgh C.,
Rodden T., Green J., Ghali
A., Pridmore T., Gaver B.,
Boucher A., Walker B.,
Pennington S., Schmidt
A., Gellersen H., Steed A.

83

An augmented reality training platform
for assembly and maintenance skills

Webel S., Bockholt U.,
Engelke T., Gavish N.,
Olbrich M., Preusche C.

2013 88

84

Real-time panoramic mapping and
tracking on mobile phones

2010 88

85
86

Computer-assisted orthopedic surgery
Recent advances in wearable tactile
sensors: Materials, sensing mechanisms,
and device performance

Wagner D., Mulloni A.,
Langlotz T., Schmalstieg
D.
Sugano N.
Yang T., Xie D., Li Z.,
Zhu H.

87

Designing augmented reality for the
classroom

Cuendet S., Bonnard Q.,
Do-Lenh S., Dillenbourg
P.
Physical and virtual tools: Activity
Fjeld M., Lauche K.,
theory applied to the design of groupware Bichsel M., Voorhorst F.,

2013 87

88
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Finger tracking for interaction in
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therapy
Informative art: Using amplified
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Intraoperative laparoscope augmentation
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Dorfmüller-Ulhaas K.,
Schmalstieg D.
Scott S.H., Dukelow S.P.
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Redström J., Skog T.,
Hallnäs L.
Feuerstein M., Mussack
T., Heining S.M., Navab
N.

2000 86
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system

Brown B., MacColl I.,
Chalmers M., Galani A.,
Randell C., Steed A.
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review
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2000 85
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Appendix 4. Altmetrics and NISO
NISO, the National Information Standards Organization, a non-profit association
accredited by the American National Standards Institute (ANSI), identifies, develops,
maintains, and publishes technical standards to manage information in today's continually
changing digital environment. NISO standards apply to both traditional and new
technologies and to information across its whole lifecycle, from creation through
documentation, use, repurposing, storage, metadata, and preservation.
Founded in 1939, incorporated as a not-for-profit education association in 1983,
and assuming its current name the following year, NISO draws its support from the
communities it serves. The leaders of over 70 organizations in the fields of publishing,
libraries, IT, and media serve as its voting members. Many of the experts and
practitioners serve on NISO working groups, committees, and as officers of the
association.
Throughout the year NISO offers cutting-edge programs on standards issues and
exploratory workshops on emerging topics. These discussions often lead to the formation
of committees to develop new standards.
NISO recognizes that standards must reflect global needs and that our community
is increasingly interconnected and international. Designated by ANSI to represent U.S.
interests as the Technical Advisory Group (TAG) to the International Organization for
Standardization's (ISO) Technical Committee 46 on Information and Documentation,
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NISO also serves as the Secretariat for Subcommittee 9 on Identification and Description,
with Todd Carpenter serving as the SC 9 Secretary. NISO is well positioned to bring
together all interested parties, wherever they are based (NISO 2018).
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Altmetric data meets all guidelines laid out in the NISO Data Quality Code of
Conduct. The following report details the compliance adherence.
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Figure 50: Altmetrics Code of Conduct Report
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Appendix 5. Word Clouds of Keywords

Figure 51: Index Keywords

236 | P a g e

Figure 52: Author Keywords
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Figure 53: Abstract Keywords
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Figure 54: Social Media Abstract Keywords
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Appendix 6. Co-Citation Network (Top 200 Documents)

Figure 55: Co-Citation Clusters (CiteSpace)
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Appendix 7. Co-Citation Author Network (All Documents)

Figure 56: Co-citation Author Network
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Figure 57: Co-citation Author Density – Heat Map
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Appendix 8. Term Co-occurrence
The following term co-occurrence map was obtained using the abstract sections of
all the documents.

Figure 58: Term Co-occurrence
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