In this paper we study upper and lower bounds on the Bregman divergence ∆ ξ
Introduction
In recent times the Bregman divergence (or Bregman distance) ∆ x * F (y, x), introduced by Bregman in [1] , has been used as a generalized distance measure in various branches of applied mathematics, for example optimization, inverse problems, statistics and computational mathematics, especially machine learning. To get an overview over the Bregman divergence and its possible applications in optimization and inverse problems we refer to [4] respectively [2] . In particular the Bregman divergence has been used for various algorithms in numerical analysis and also for convergence analysis of numerical methods and algorithms.
Especially when doing convergence analysis it is often crucial to have lower and upper bounds on the Bregman divergence in terms of norms. In [8] the authors prove upper and lower bounds for expressions
where j p : X → X * is a duality mapping, under certain assumptions on the Banach space X . As it turns out that (1) is the Bregman divergence corresponding to the functional F = · p these results have been used since then in many papers working with the Bregman divergence. However from the proofs of [8] it seems difficult to transfer the results to other functions F . Thus we develop in this work a simple framework to find such bounds and in fact can apply it to give a short new proof of the results from [8] for F (x) = x p , p > 1 . Our approach is as follows: Proving upper bounds is rather simple if one sufficiently understands the smoothness of F as the Bregman divergence is basically a linearization error and linearization errors are related to differentiability by definition. In particular we will show that one can obtain upper bounds for the Bregman divergence corresponding to F = φ( · ), if φ : R → R is convex and sufficiently smooth.
Regarding lower bounds we will make use of F * , the convex conjugate of F . Actually it can be shown that lower bounds for ∆ One reason why our proof is simpler than the proof from [8] is that they did it the other way round. They firstly proved lower bounds with quite some effort and then used the convex conjugate to show upper bounds.
We will focus mainly on asymptotic bounds for ∆ x * F (y, x) as x − y → 0. It is the more interesting case for applications as for example in convergence analysis one will be interested in the Bregman divergence of x n and x, where x n → x. Also theoretical it is the more challenging case, since for x − y → ∞ the Bregman divergence ∆ x * F (y, x) will mostly depend on the behavior of F (y) as y tends to infinity and it should be easy to find lower and upper bounds. In particular we will show at the end of the paper, how one can deduce uniform bounds for all x, y ∈ X from the asymptotic bounds for the case F = · p . The paper consists of 4 sections. In Section 2 we recall some basis notions of convex analysis. In Section 3 we define moduli of smoothness and convexity corresponding to a general functional F and develop some properties of them. Finally in Section 4 we then use the theory from Section 3 on the functional F = 1 p · p for p > 1 and find lower and upper bounds for the corresponding Bregman divergence given by the smoothness respectively the convexity of the space X as shown in [8] .
Tools from convex analysis
In this work X will always be a real Banach space, with dim X ≥ 2, X * denotes its dual space, S X = {x ∈ X : x = 1} the unit sphere and F : X → R := R ∪ {∞} some function. We will need some basic concepts from convex analysis, so we shortly recall them in this chapter.
x * ∈ X * is called a subgradient of a convex function F : X → R at x ∈ X if F (x) is finite and
for all y ∈ X . The set of all subgradients of F at x is called the subdifferential of F at x and denoted by ∂F (x). The convex conjugate
From this two definitions one can directly conclude the following generalized Young (in)equality. For all x ∈ X , x * ∈ X * we have
Equality holds true if and only if x * ∈ ∂F (x). Further we have
where equality holds if and only if F is convex and lower-semicontinuous. Finally we define the object of interest of this work. For F (x) < ∞ and
for all y ∈ X . We will be especially interested in functionals F (x) = 1 p x p for some p ≥ 1 and need to understand their subdifferentials, so finally we have the following. For some p ≥ 1 the set-valued mapping J p : X → 2 X * given by
is called the duality mapping with respect to p of X . The sets J p (x) are always non-empty. A mapping
Moduli of smoothness and convexity
Finding upper bounds for (1) is related to the smoothness of the norm of X whereas lower bounds are related to convexity. Thus it is necessary to understand the moduli of smoothness and convexity of the space X and we shortly recall their definitions (see e.g. [6] ):
The modulus of smoothness
These two moduli have a well-developed theory, which is known in the literature for a long time and we will not discuss all their properties. However for our proofs we will need some specific properties stated in the following.
Lemma 3.2.
1. We have for
We have for all τ > 0 that there exists a constant C τ such that for all
Banach spaces X we have
There exists a convex function
. Proof. All statements follow easily from [6, Ch. 1.e].
For our purposes it will be more natural to introduce new definitions of the moduli of smoothness and convexity related to functionals instead of spaces.
The modulus of smoothness ρ
The modulus of convexity
give us a reformulation of our basic problem: We want to find upper bounds for ρ ξ F ,x (τ ) and lower bounds for δ ξ F ,x (τ ). Before we show some properties of these functions we should state some simple facts for their interpretation.
Remark 3.4. We will mostly consider convex functions F with ξ ∈ ∂F (x) so that the linearization error functional is a Bregman divergence and one can neglect the absolute value.
F is Fréchet-differentiable in x if and only if there exists ξ ∈ X * , such that ρ
F being s-smooth in x, with s ∈ (1, 2] then can be seen as a stronger form of differentiability, comparable to fractional derivatives, however F being 2-smooth is not equivalent to twice differentiability but rather to the notion of strong smoothness.
If there exists a selection j : X → X * of the subdifferential of F , i.e. for every
for all x, τ implies strict convexity and as before r-convexity is an even stronger notion of convexity and 2-convexity is connected to strong convexity. In [3] the modulus of local (or total) convexity of F , ν F (x, τ ), was introduced and is basically given by δ It turns out that for functionals F that originate from the norm of X the moduli of the space and of the functions are closely related. Proposition 3.5. Let F = · X and for all x ∈ X let ξ x ∈ ∂F (x) be arbitrary. We have
Proof. We have
and for all x, y ∈ S X we have by the definition of the subdifferential that
So this already gives us an upper bound for ρ ξ · X ,x (τ ) if x ∈ S X , ξ ∈ ∂F (x). For generalizing this to all x ∈ X we use the following. Proposition 3.6. If the functional F is positively q-homogeneous then we have for all x ∈ X , ξ ∈ X * that
and ξ/ x q−1 ∈ ∂F (x/ x ) if and only if ξ ∈ ∂F (x).
Proof. If F is positively q-homogeneous we have
so that the first claim follows from Definition 3.3 . The second claim follows from multiplying (2) either by x q or x −q .
For convex functions F one can show that both moduli are nondecreasing.
Proposition 3.7. Let F be convex, x ∈ X and ξ ∈ ∂F (x). Then for λ ≥ 1 one has
In particular δ ξ F ,x , ρ ξ F ,x are nondecreasing. Proof. The idea is the same, as in [3] . Let λ ≥ 1. For all y ∈ X , y − x = τ one can define y λ = λy + (1 − λ)x, so y λ − x = λτ. Then by convexity of F we get
So for all y ∈ X , y − x = τ we find
which gives the first inequality. Similarly for all y ∈ X , y − x = λτ one can defineỹ λ = , x) , which yields the other inequality. We also have a chain rule. Proposition 3.8. Let f : R → R and x ∈ X , ξ ∈ X * , t ∈ R be such that ρ
is nondecreasing. Then for all τ ≥ 0 we have
Proof. Let s = F (x) and define functions R, r by
Then we have for τ > 0 and y ∈ S X that
τ y + tR(τ y) + r ( ξ, τ y + R(τ y)) .

Now the claim follows from R(τ y)
(|h|) together with the assumption that ρ t f,F (x) is a nondecreasing function. Propositions 3.5, 3.7 and 3.8 are already sufficient to find upper bounds on ρ ξ F ,x for F = f ( x X ) if f is convex and we sufficiently understand the smoothness of f and of the space X . Regarding lower bounds the following proposition will be our key instrument. Proposition 3.9. Let F convex and x be such there exists ξ ∈ ∂F (x). We have
Further we have that F is p-convex in x w.r.t. ξ if and only if F
By Youngs equality (3) we then have
The second statement follows from (6), which gives that
and the fact that by Proposition 3.7 we have for τ > τ that ρ
Thus one can just put in the corresponding lower or upper bound and calculate the maximum, which completes the proof.
Application to norm powers
In this section we will consider F = 1 p · p for some p > 1 and use the theory from the last chapter to reproduce the main results from [8] . Note that in light of Proposition 3.6 it is sufficient to understand δ
jp(x)
F ,x and ρ
F ,x for x ∈ S X .
Theorem 4.1. For some fixed
1. For all τ > 0 exists a constant C τ ,p > 0, such that for x ∈ S X and τ ≤ τ we have
If we have for
for τ ≤ τ . In particular if φ : R + → R + fulfills lim τ →0 φ(τ )/τ = 0, then X is uniformly smooth.
Let
where C τ ,p ′ is the constant from 1. and ρ X * (τ )/τ > 0.
If there exists τ > 0 such that we have for all
where φ :
is nondecreasing by Proposition 3.7, so Proposition 3.8 gives
We have by Taylor's theorem
where the second inequality holds as ρ 1 f,1 is always finite and so is the remainder r. We have j p (x) ∈ ∂ · (x) for x ∈ S X , so by Proposition 3.5 we have ρ
jp(x)
· ,x (τ ) ≤ 2ρ X (τ ) and one can easily see that ρ X (τ ) ≤ τ . So we have
where the second inequality follows from Lemma 3.2, 2.
is convex and it is differentiable, so −1 ∈ ∂ −f −1 1 p and by Proposition 3.7 ρ
where the second inequality follows by Taylors theorem as above and the fact that by Claim 1 we always have ρ
F ,x (τ ) ≤ Cτ for some C > 0. Thus Proposition 3.5 gives the claim.
Claim 3: First of all note that F
By Claim 1 we have for all x ∈ S X that ρ x F * ,jp(x) (r) ≤ C τ ,p ′ ρ X * (r) for all 0 < r < τ . We are only interested in the case τ → 0 so let τ ≤ C τ ,p ′ ρ X * (τ )/τ , where ρ X * (τ )/τ > 0 by Lemma 3.2, 2. Then by Lemma 3.2, 1. we have τ r ≤ C τ ,p ′ ρ X * (r) for r ≥ τ and thus find
So we have by Lemma 3.2, 3 and 4, that
Claim 4: By assumption we have by δ
F ,x (τ ) ≥ φ(τ ) for τ ≤ τ and by Proposition 3.7 we have for τ > τ that δ
F ,x (τ )/τ and thus δ
So by Proposition 3.9 we have for all x * ∈ S X * that
Now just observe that for τ < φ(τ )/τ we havẽ
as φ is nondecreasing. So by part 2 of the theorem we get that X * is uniformly smooth from which it follows that X is uniformly convex [6, 
These constants are not sharp for every space X , but atleast in the asymptotic case the constants are much simpler than the ones given in [8] . For best known constants with respect to L p spaces we refer to [7] and [9] .
The above theorem combined with Proposition 3.6 gives us upper and lower bounds on the Bregman divergence for x − y ≤ τ x . However as for large x − y the Bregman divergence will be dominated by the term y p it is not difficult to also find bounds that hold for all x, y ∈ X. Further one can also easily conclude bounds for the symmetric Bregman divergence,
from our theorem. These two claims are shown in the following two propositions. 
Now consider the case x − y / x ≤ c ≤ 1. We can conclude that y ≤ 2 x , so that
so by (a) we see that (b) holds true. Proof. The proof is very similar to the previous proof so we just sketch it. We look at three different cases. By Proposition 3.7 we know that δ
F ,x is nondecreasing, so (d) gives also for x − y / x ≥ c that ∆ To conclude this chapter we combine the results and summarize the most important inequalities. 
If the space X is s-smooth, then there exists C > 0 and for all τ > 0 also C τ > 0 such that
If the space X is r-convex, then there existsC > 0 and for all τ > 0 alsoC τ > 0 such that
Proof. Theorem 4.1 shows the bounds for x ∈ S X , x − y ≤ τ , Proposition 3.6 then gives the bounds for all x ∈ X and x − y ≤ τ x . Apply Proposition 4.3 and Proposition 4.4 to get the bounds for all x, y ∈ X .
