Despite their importance in activated processes, transition-event durations-which are much shorter than first passage times-have not received a complete theoretical treatment. The authors therefore study the distribution b ͑t͒ of durations of transition events over a barrier in a one-dimensional system undergoing overdamped Langevin dynamics. The authors show that b ͑t͒ is determined by a Fokker-Planck equation with absorbing boundary conditions and obtain a number of results, including ͑i͒ the analytic form of the asymptotic short-time transient behavior, which is universal and independent of the potential function; ͑ii͒ the first nonuniversal correction to the short-time behavior leading to an estimate of a key physical time scale; ͑iii͒ following previous work, a recursive formulation for calculating, exactly, all moments of b based solely on the potential function-along with approximations for the distribution based on a small number of moments; and ͑iv͒ a high-barrier approximation to the long-time ͑t → ϱ͒ behavior of b ͑t͒. The authors also find that the mean event duration does not depend simply on the barrier-top frequency ͑curvature͒ but is sensitive to details of the potential. All of the analytic results are confirmed by transition-path-sampling simulations implemented in a novel way. Finally, the authors discuss which aspects of the duration distribution are expected to be general for more complex systems.
I. INTRODUCTION
Stochastic descriptions of dynamics have been invoked to describe protein folding, 1 protein dynamics, 2 chemical isomerization, 3 and chemical reactions 4 among many other examples too numerous to list here. Such descriptions are necessary to gain theoretical traction on systems which may contain many thousands of degrees of freedom. In fact, onedimensional Brownian models have been invoked for chemical and biological reaction systems. [5] [6] [7] Here we shall study a class of one-dimensional systems in detail and also discuss implications for more complex systems.
The basic aspects of the problem that we addressed can be understood by examining Figs. 1 and 2 , where we show a trajectory for a Brownian particle moving in a onedimensional double-well potential. There are two time scales of primary interest. 8 One is the waiting time, or first passage time ͑FPT͒, which is the time the particle stays in one potential minimum before it goes to the other minimum. Theoretical analysis of the first passage time is largely a textbook subject now; 9,10 see also Refs. 11 and 12. The other time scale-the focus of the present study-is that for just climbing over the barrier separating the two minima, excluding the waiting time. We refer to this as the "transition-event duration" or t b , where the subscript connotes "barrier;" it has also been termed the "translocation time" in the context of membrane and pore traversal. 13 In the right-hand graph of Fig. 1 , one transition event extracted from the full time series on the left is shown at higher temporal resolution. The duration may be defined in a simple way, based on start and end points ͑or surfaces, more generally͒, as shown in Fig. 2 : it is the interval between the last time the trajectory passes the start point and the first time it reaches the end point.
Several factors underscore the importance of the transition-event duration and its distribution. First, in molecular systems, the event duration directly reflects details of the reaction or isomerization mechanism, in that it is a characteristic of the reaction pathway. By contrast, the FPT convolves equilibrium fluctuations and transition dynamics. Second, in that a statistical mechanical description indicates that activated molecular processes generally may occur according to an ensemble of pathways and "speeds," the distribution of the scalar event duration can be seen as the simplest quantitative measure of the heterogeneity expected in transition events. The need for an ensemble picture has been evident at least since saddle-point avoidance was discussed more than 20 years ago.
14 Not surprisingly, the statistics of event durations is of current biological interest in transport through ion channels 13, 15, 16 and polymer translocation through a pore. [17] [18] [19] [20] [21] Looking toward the future, the degree of heterogeneity in trajectories describing protein activity is a largely unaddressed general issue with potentially significant biochemical implications. 22 Recently developed nanosecond, and femtosecond-scale experimental techniques 23, 24 may one day prove capable of directly probing transition events.
The third factor highlighting the importance of the event-duration distribution is the considerable current inter-est in path-sampling computations. These include quite a few methods explicitly incorporating the ensemble picture. [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] Some of these approaches could benefit from a detailed description of the duration distribution, 25, [27] [28] [29] [30] [31] [32] [33] although in principle, others do not require predetermined knowledge regarding event durations. 26, [34] [35] [36] Aside from ensemble-based methods, other approaches seek optimal ͑single͒ paths. 14, [37] [38] [39] [40] [41] [42] Why study a one-dimensional description of transition events, as is done in the present report? Our investigation was motivated by an earlier simulation study suggesting a close similarity between the distribution of transition-event durations in butane and a family of one-dimensional systems: 3 Were there general lessons to be learned from an analytically tractable model? Analytical results, even for the simplest of one-dimensional systems, can provide a valuable theoretical reference point for future comparisons to molecular studies. Indeed, as will be seen, our analysis indicates which features of the distribution are expected to be general ͑system independent͒ and which will depend on details of a potentially complex energy landscape. Finally, we note that pore and channel systems can be considered effectively one dimensional. 13, [15] [16] [17] [18] [19] [20] [21] Transition-event durations have received previous theoretical attention. The earliest treatments were based on optimization of the Onsager-Machlup action; 43 see Refs. [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] . The distribution of transition paths is implicit in the "prehistory" description invoked by Dykman et al. [54] [55] [56] Some explicit attention has been focused on the event-duration distribution. 3, 13, 16, 18, 21, 57, 58 Notably, the distribution was studied in a phenomenological way by Zuckerman and Woolf, 3 and Hummer provided an analytic formula for the mean transition-event duration for an arbitrary one-dimensional potential; 57 see also Refs. 18 and 21. Indirectly, Redner's study of the first passage time in an interval supplies important precedents for our work, 59 as does Gardiner's book. 9 Two groups have recently discussed the time-reversal symmetry of the b distribution, albeit without attempting a detailed probe of the distribution itself, 13,16 which we pursue here. Other efforts directed at polymer translocation 17, 19, 20 investigated a related but distinct problem critically differing in boundary conditions; see Sec. IV. In this work, we attempt a rather complete description of the distribution of event durations for a class of onedimensional systems. We first review the derivation of the probability distribution of the transition-event durations, b ͑t͒, from the Fokker-Planck equation ͑FPE͒ with particular boundary conditions. We then obtain novel results. A recursive formula for all the moments of b ͑t͒ is found, which permits accurate numerical approximations of b for an arbitrary potential. The short-time behavior of b is studied by path integral techniques, yielding universal behavior along with a potential-dependent correction. In turn, this leads to an estimate of an important characteristic time. For a bistable In the right graph, t b is the duration between the last time the particle passes a and the first time it passes b. Note that our analysis does not require placement of the boundaries at the minima of the potential.
potential with a high barrier ͑i.e., a "double well"͒, the longtime behavior of b ͑t → ϱ͒ is described. The generality of the results-or their specificity to one-dimensional models-is discussed throughout and summarized in Sec. V.
II. BROWNIAN MOTION
Our description of transition events will be based on the traditional approach of a one-dimensional "reaction coordinate" x coupled to a thermal bath. 31 The analysis assumes overdamped Brownian dynamics, which we will variously address via a Langevin description, the associated FokkerPlanck equation, and related path integral methods. In the following three sections, we introduce our notation, terminology, and the basic model.
The direct object of our study, the distribution of transition-event durations, will be fully introduced in Sec. IV.
A. Overdamped Langevin dynamics
We consider Brownian, stochastic dynamics as governed by the overdamped Langevin equation for a generalized coordinate x in the presence of Gaussian white noise,
where
is the physical, systematic, conservative force acting on the particle, based on the potential energy U, and ␥ is the friction constant. In this work, the noise R͑t͒ is taken to be Gaussian and white with zero mean and correlation
͑3͒
Here k B is Boltzmann's constant, and T is the temperature. Individual realizations of the noise in Eq. ͑1͒ generate stochastic trajectories x͑t͒, which are routinely simulated numerically as described in Sec. III.
B. Fokker-Planck equation
To extract statistical information on trajectories, one generally turns from the Langevin equation to the associated Fokker-Planck equation ͑FPE͒. The relation is discussed in standard monographs; see, for example, Ref. 5 . The FPE describes the average behavior of a statistical ensemble of trajectories x͑t͒.
In one dimension, the time evolution of the probability density function P͑x , t͒ for the coordinate x is assumed to be described by the Fokker-Planck equation 9 ‫ץ‬P͑x,t͒ ‫ץ‬t
In Eq. ͑4͒, D ͑2͒ ͑x͒ Ͼ 0 is the diffusion coefficient and 
where U * ͑x͒ = U͑x͒ / k B T is the dimensionless physical potential. The solution of the Fokker-Planck equation under suitable initial and boundary conditions will allow statistical information to be extracted.
Equation ͑5͒ clearly expresses conservation of probability. The total current associated with the stochastic variable x is given by 9 
J͑x,t͒
= − D ͫ dU * ͑x͒ dx + ‫ץ‬ ‫ץ‬x ͬ P͑x,t͒,
͑6͒
where the first term represents the drift ͑systematic͒ contribution while the second term is the diffusion contribution.
C. Path integral approach
Path integral methods provide a useful tool and a different perspective for the study of Brownian motion. [60] [61] [62] Trajectories x͑͒ are directly considered, rather than their average as in the FPE. The relative probability of a trajectory, W͓x͔͑͒, connects the path integral back to the original Langevin equation ͑1͒. It can be shown that the relative probability for a Brownian particle described by the Langevin equation ͑1͒ to follow a specific path x͑͒, with the time, is given by 60 
W͓x͔͑͒
= exp ͭ − 1 4D ͵ t 0 t L͓x͔͑͒d ͮ ,
͑7͒
where the effective Lagrangian can be expressed as
Then the optimal ͑classical͒ path x c ͑͒ can be found in the standard fashion from the stationarity of the exponent "action,"
with x͑t 0 ͒ = a and x͑t͒ = x. Integrating over the probability densities of individual paths, the propagator
determines the probability of the particle arriving at position x = x͑t͒ at time t given that it started at a = x͑t 0 ͒. With a suitable definition of the measure in the integration in Eq. ͑10͒, the propagator is equivalent to the "principal solution" or Green's function solution of the associated Fokker-Planck equation. 60, 62 When the diffusion coefficient D is small, the major contribution to the propagator will come from the paths very close to the optimal path x c ͑͒. So, for D → 0, the simplest approximation retains only the contribution from the optimal path 60 and is of the form
where K͑t͒ is the normalizing factor to ensure that the propagator satisfies
To include small fluctuations around the classical path, one typically invokes a quadratic approximation, in which deviations to second order are retained in the effective Lagrangian. Writing
with ␦͑t 0 ͒ = ␦͑t͒ = 0, and neglecting terms in the Lagrangian higher than the second order in ␦, one finds 60 G͑x,t͉a,
͑14͒
Here the effective potential V͑x͒ ͑distinct from the physical potential U͒ is given by
The constant E in Eq. ͑14͒ is the "energy" of the particle, appearing as an integration constant in the first integral of the effective equation of motion following from the Lagrangian in Eq. ͑8͒ and the extremization in Eq. ͑9͒. The first integral yields the equation of motion,
which is the equation for a classical particle of mass 1 2 in the presence of a conservative potential −2DV͑x͒. 60 Larger values of E give optimal solutions for increasingly more rapid events.
The quadratic approximation is justified if the path probability decreases sufficiently rapidly with increasing variation of the path from the optimal one. 60 This is expected in the limit of weak diffusion ͑D → 0͒ in analogy with the semiclassical approximation in quantum mechanics with ប → 0; see, e.g., Ref. 60 .
The path integral approach provides some interesting insights for the features of Brownian dynamics of concern in this paper. We will return to this description below.
III. SIMULATION
All of our key analytic results to be discussed below have been confirmed via numerical simulation. Here our simulation approaches are briefly described.
A. Brute force simulation
Standard simulations of the overdamped Langevin equation ͑1͒ employ a simple first-order scheme with fixed time step ⌬t, such that x j = x͑j⌬t͒, j = 0,1,2, . . . , ͑17͒
and 7
Consistent with Eq. ͑3͒, the thermal fluctuation ͑noise increment͒ ⌬x R is chosen from a Gaussian distribution of zero mean and variance 2 = 2ͩ k B T ␥ ͪ⌬t=2D⌬t.
͑19͒
However, as is well known, this direct approach proves to be inadequate to simulate rare events, even in one dimension. A program running on a single CPU can provide an ensemble of transition trajectories ͑with thousands of transition events͒ only for low barrier height. For high barriers, the waiting time between successful events will become unacceptably long. Therefore, we employed a path-sampling method for simulations, which we now describe.
B. Path sampling
The problem with direct "brute force" simulations is that the waiting time between events grows exponentially with barrier height. 10 Our interest here, moreover, is to obtain a statistically well-sampled ensemble of transitions. In practice, for any given model, we require thousands of events.
To generate a sufficient quantity of transition events, we turn to a Monte Carlo path-sampling approach. The approach has its roots in path integral Monte Carlo for quantum systems, 63, 64 but Pratt provided an important advance in recognizing the analogous application in classical and, particularly, chemical systems. 25 Pratt's approach has recently been taken up with some vigor by Dellago et al. 28, 65 Related work was presented by Zimmer 66 and Paniconi and Zimmer. 67 An independent pathsampling approach was developed by Zuckerman and Woolf 7 and Woolf, 29 building on a work by Ottinger.
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The basic idea of path-sampling is simple: focus computer time on the rare transition events of interest, Fig. 1 ͑right͒, rather than on the waiting time between events, which can be longer by many orders of magnitude, Fig. 1 ͑left͒. In a statistical mechanics context, the probability of a path can be computed. Hence "trial" paths can be included by means of reweighting 7 or by a Metropolis criterion. 28 Here we primarily follow Pratt's approach to path sampling, which is based on two facts: ͑i͒ Path ͑i.e., trajectory͒ probabilities are readily computed for stochastic processes, so that trajectories may be viewed as N ϫ d dimensional equilibrium "objects" when there are N time steps and d spatial dimensions. ͑ii͒ Wherever equilibrium probabilities can be computed for all such objects in a space, Metropolis sampling can be performed.
As in any Metropolis simulation, we require that detailed balance is satisfied. That is, for arbitrary paths i and j with equilibrium probabilities P and overall transition rates ⌫, we require
The rate ⌫ is decomposed into the usual product of the generating ͑gen͒ and acceptance ͑acc͒ components, 28, 69 which are proportional to the conditional probabilities for generating and accepting the trial path j starting from i. Then trial moves should be accepted with probability min͓1,R͔, where
All paths in our ensemble will have the same total number of steps N, so that the probability of two paths can be compared via Eq. ͑21͒. We will typically choose N to be much bigger than ͗t͘ b / ⌬t, with ͗t͘ b the mean time for transition events, so that the "full shape" of the distribution is sampled. Thus, transition events will typically constitute only part of the N-step trajectories in our sample of paths. On the other hand, intentionally selecting N smaller than ͗t͘ b / ⌬t when necessary allows us to focus on the short-time behavior of b .
To proceed, we must establish the equilibrium and generating probabilities in Eq. ͑21͒. The "equilibrium" probability P path of the N-step path from a to x N is the product of the equilibrium probability for the initial point and all subsequent single-step transition probabilities consistent with Eqs. ͑18͒ and ͑19͒. We further restrict our ensemble to "successful" paths containing transition events by formally introducing a projection operator . Thus we have
͑22͒
The single-step transition probability corresponding to Eqs. ͑18͒ and ͑19͒ is a Gaussian density, namely,
͑23͒
where dU * / dx i ϵ ͉dU * ͑x͒ / dx͉ x i . If the particle returns to the left boundary a before arriving at the right boundary b, = 0; otherwise =1.
We employ a novel path generating procedure designed to focus simulation effort on the distribution b ͑t͒ of interest and, as necessary, on the rarest trial events. Our path generation strategy is closely related to a non-Metropolis reweighting procedure previously considered by Zuckerman and Woolf. 7 Specifically, a trial path is built up "from scratch," but based on the average behavior of the previous path. From the previous path, which starts from a and arrives at b after M old ͑M old Ͻ N͒ steps without being reabsorbed at a, we can calculate the average velocity over total "time" 2M old D⌬t as
. ͑24͒
This will be the "target speed" of the new trial path. This is extremely useful when studying the fastest events whose transition-event durations are much shorter than ͗t͘ b .
To generate a new path, we linearly bias the particle from a to b using
where ⌬x R has been defined in Sec. III A following Eq. ͑18͒. Equation ͑25͒ may be compared to the unbiased form ͑18͒.
The linear bias in Eq. ͑25͒ is motivated by the quasiballistic quality of the fastest transition events deriving from Eq. ͑16͒ in the limit E ӷ DV max , where V max is the maximum of V͑x͒ defined by Eq. ͑15͒. Thus, on the new path, the particle moves with a constant drift ͑bias͒ velocity, as if the force were constant, affected by ordinary noise. Note that for the new trajectory generated by Eq. ͑25͒, the new value M new can be larger or smaller than M old . Once it arrives at b, we remove the bias and allow the particle to move for the remainder of N steps as governed by unbiased Brownian motion, Eq. ͑18͒. As noted above, all the paths must formally contain the same number of steps for probabilities to be compared in our Metropolis procedure using Eq. ͑21͒; see, however, Ref. 36 . The generating probability ͑gen͒ for our procedure is the conditional probability with which we choose the new path, given the old one ͑with its average speed͒, namely,
This generating method is tailored to the potentials and boundary conditions we study in this paper, so that the Brownian particle will not be trapped in any position between the two absorbing walls. By substituting Eqs. ͑22͒, ͑23͒, ͑26͒, and ͑27͒ into Eq. ͑21͒, we arrive at the acceptance criterion for our generating procedure, namely,
͑28͒
given an old transition path ͑a , y 1 , y 2 , ... , y M old , y M old +1 , ... , y N ͒ and a trial transition path
To ensure the correct behavior of our procedure and code, path-sampling results were carefully checked against direct simulation, using Eq. ͑18͒, in a number of cases. In the following sections of the paper, all the simulation results employ the path-sampling method just described.
We also checked that our path-sampling simulations greatly exceeded the correlation time resulting from our use of the "old" average velocity in Eq. ͑24͒. This resulted in negligible statistical uncertainty, as can be gauged from the smoothness of the data in all path-sampling figures.
IV. TRANSITION EVENTS

A. Distribution of transition-event duration
The distribution of transition-event durations b ͑t͒ for a Brownian particle confined to one dimension can be found by solving the Fokker-Planck equation using suitable boundary conditions, as we now describe. 18, 21 During the entire transition process, the particle must move between a and b, which means that only trajectories that stay completely within the interval are considered, i.e., a ഛ x͑t͒ ഛ b during the entire event. To eliminate the extraneous trajectories, absorbing walls must be put at the start and end points, 18, 21 so that
As recently stressed by Berezhkovskii et al., 13 the dual absorbing boundary conditions distinguish the event duration as a "conditional first passage time" rather than the usual unconditional time associated with Kramers' problem. 8, 13 This contrasts with several previous studies of polymer translocation. 17, 19, 20 One releases particles very close to the left absorbing wall at t = 0, so that the initial condition is
with ⑀ → 0+. Then the current at the right absorbing wall will determine the distribution b of durations according to
with the currents given in Eq. ͑6͒. Following Gardiner's work, 9 let b ͑a + ⑀ ͉ t͒ equal the probability that a particle, released at a + ⑀, is absorbed at the right absorbing wall during 0 Ͻ Ͻ t. It is easy to see that
If we define
this "splitting probability" can be used to normalize b ͑t͒ in Eq. ͑31͒ according to
We note that the splitting probabilities are time independent and follow directly from the potential U * according to 9 ,57
Hence, to find the distribution of the transition-event durations, b ͑t͒, one must solve the Fokker-Planck equation ͑5͒ with the initial condition ͑30͒ and absorbing boundary conditions ͑29͒. The current J͑b , t͒ can be found from Eq. ͑6͒, which can then be combined with the splitting probabilities to find the normalized distribution of transition-event durations, b ͑t͒.
B. Examples: Free diffusion and linear potential
The solution of the Fokker-Planck equation can be formally expressed, in standard fashion, in terms of the eigenvalues and eigenfunctions of a time-independent equation. 10 The solution can be written in the form
where the eigenvalues ͕ n ͖ are non-negative and, based on Eq. ͑5͒, the eigenfunctions satisfy
and boundary conditions ͑29͒ determine the functions ͕p n ͑x͖͒, while the constants ͕A n ͖ are found from the initial condition ͑30͒. The distribution b ͑t͒ follows from Eqs. ͑34͒ and ͑35͒. As examples, we determine b ͑t͒ for a few special potentials U * ͑x͒. This will reveal some interesting features. We note that the linear potential, of which free diffusion is a special case, was previously studied by Lubensky and Nelson 18 although without numerical simulations. Free diffusion. Even in the absence of a true barrier, the event duration is still well defined by the formalism above, and this simple case acts as a useful reference. We therefore first consider free diffusion, with U * ͑x͒ = 0 and a =0, b = L. The solution of Eq. ͑37͒ can easily be found, and the result can be formally expressed as
Notice that at long times, the decay is exponential and dominated by the lowest eigenvalue.
The right-hand side of Eq. ͑38͒ is well behaved for long time but is not useful for t → 0. We can recast the result in a format useful at short times by using the Poisson sum formula,
for function f. We then find an alternative representation,
ͬ ,
͑40͒
which can be used to extract the behavior as t → 0, namely,
͑41͒
We note that Eq. ͑40͒ can also be derived using an image method.
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Linear potential. The solution for the linear potential U * ͑x͒ = kx, which corresponds to a constant drift velocity, can also be formally written in terms of an eigenfunction expansion,
͑42͒
Comparing with Eq. ͑38͒, the result can be written as
In the left graph of Fig. 3 we show path-sampling simulation results following Sec. III B for b for free diffusion with U * =0, L = 1.0 and U * =0, L = 2.0. They are compared with the numerical evaluations of Eq. ͑38͒. The pathsampling simulations and numerical results from the eigenfunction expansions match very well. We changed the units of the vertical and horizontal axes, so that all the curves of b ͑0͒ will not depend on the width L, and the generic behavior is highlighted.
In the right graph of Fig. 3 we show path-sampling simulation results for the a series of parametrizations of linear potential:
.0x, L = 2.0, and U * = 18.0x, L = 1.0, which are compared to numerical evaluation of Eq. ͑42͒. The simulation and numerical results again match very well. We again scaled the axes to emphasize that the shape of b only depends on the value of kL, which is essentially the potential energy difference between the start and end points. These exercises add confidence to the path-sampling methods used here.
C. Approximate solution for inverted parabolic potential
As a first investigation of a more realistic potential, we employ a crude representation of absorbing boundary conditions. In Fig. 4 , inverted parabolic potentials are shown, one with open boundary conditions and the other with two absorbing walls ͑U * → −ϱ; see, e.g., Ref. 10͒. When the barrier is high, i.e., when U * ͑0͒ ӷ U * ͑a =−1͒ = U * ͑b =1͒, a particle exiting the region a Ͻ x Ͻ b has a small likelihood of returning with open boundary conditions because of the rapidly increasing "downhill" forces external to the region. Thus, as long as there is a sufficiently high barrier, one might expect that the solution for open boundary conditions will be a good approximation for an inverted parabolic potential with two absorbing walls. We now investigate this approximation.
With open boundary conditions, the exact solution of the Fokker-Planck equation for an inverted parabolic potential U * =− 
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For the same potential with absorbing walls at −W and W, we approximate the current from Eqs. ͑44͒ and ͑6͒ with a =−W and b = W,
͑46͒
For normalization we will need
which is the total probability passing to the right of x = W. Under the influence of this inverted parabolic potential, this probability will not pile up but will flow toward x → ϱ. Thus
͑48͒
from which one obtains the approximation
where erf͑x͒ = 1 − erfc͑x͒ = ͑2/ ͱ ͒͐ 0 x exp͑−z 2 ͒dz. 71 In Fig. 5 we compare the results from direct simulation and from Eq. ͑49͒ for inverted parabolic potentials with different heights. In the simulations the two absorbing walls are placed at a = −1.0 and b = 1.0; then the height of the barrier is given by ␣ /2.
As expected, this approximation improves with increasing barrier height.
D. Moments of the distribution of transition-event durations
Recursive formula
In studying a distribution, it is natural to investigate its moments. Gardiner 9 provides an expression for the first moment of b ͑t͒ ͑i.e., the mean time͒, which is also given by Hummer 57 and Chern et al. 21 Here we derive a recursive formula for all moments of b ͑t͒, as suggested by Gardiner. Following Gardiner, we define g b ͑x , t͒ as the total probability that the particle is absorbed at b after time t, given that it is released at position x at t = 0. Thus
J͑b,͒d, ͑50͒
and we have the initial condition P͑xЈ,0͒ = ␦͑xЈ − x͒.
͑51͒
The limiting cases for g b ͑x , t͒ are
where ⌸ b ͑x͒ is defined in Eq. ͑35͒.
The nth moment T n of the exit time distribution for particles released at arbitrary a Ͻ x Ͻ b can be calculated from g b ͑x , t͒ according to
so that T n ͑b , a͒ is the nth moment of b . Gardiner 9 shows that g b ͑x , t͒ satisfies the backward Fokker-Planck equation
Multiplying by nt n−1 on both sides and integrating with respect to t yield
͑55͒
Now the right side can be integrated by parts to find and with Eq. ͑53͒,
where y͑x͒ ϵ ⌸ b ͑x͒T n ͑b,x͒. ͑58͒
The boundary conditions on y͑x͒ are
One way to solve equations like Eq. ͑57͒ uses Green's functions. 72 The function that satisfies the homogeneous equation corresponding to Eq. ͑57͒ with boundary condition ͑59͒ at a is, in fact, ⌸ a ͑x͒; correspondingly at b, it is ⌸ b ͑x͒. Using these solutions, one obtains a recursive formula for all the moments,
͑60͒
Our main interest is in the moments of b , namely,
͑61͒
Given the moments according to Eq. ͑61͒, the distribution of transition-event durations, b ͑t͒, can be reconstructed numerically, at least for a fixed range of t.
Lowest eigenvalue
From Eqs. ͑6͒ and ͑36͒ one knows that b ͑t͒ can be written in the series
where the eigenvalues defined by Eq. ͑37͒ satisfy 0 Ͻ 1 Ͻ 2 Ͻ 3 Ͻ . . .. The eigenvalues, in particular, 1 , can be found via direct numerical solution of Eq. ͑37͒. Here we show an alternative based on integrations involving the potential. The first eigenvalue 1 can be expressed in terms of the high-order moments because of asymptotically exponential behavior. When n ӷ 1, 
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where ⌫͑n͒ is the gamma function. The lowest eigenvalue can then be estimated from a ratio of high moments; for example,
and from Eq. ͑63͒, the constant can be determined according to
Recalling that the moments can be constructed via successive integration, Eq. ͑64͒ provides a way to estimate the first eigenvalue in Eq. ͑62͒. In Sec. IV F Eq. ͑64͒ will be used together with simulations to check an approximate analytic result for the leading eigenvalue in a representative case.
First moment
For n = 1, using T 0 ͑b , a͒ = 1, Eq. ͑61͒ yields the first moment of the distribution of transition-event durations 57 ͑see also Ref. 21͒,
We can immediately evaluate T 1 for the simple potentials. For free diffusion with U * =0, a = 0, and b = L,
With U * = kx, a = 0, and b = L,
͑68͒
For an inverted parabolic potential U * = H͑1−x 2 / W 2 ͒, where the curvature ␣ =2H / W 2 , and a =−W and b = W, we can find an approximation of T 1 . When H ӷ 1, by using the method of steepest descents,
and
provides a good approximation for T 1 for the inverted parabolic potential with high barrier. It also gives a rough estimate of T 1 for a "single-bump" barrier with height H and width 2W. Naively, one might guess that T 1 should simply be proportional to the effective frequency for the barrier top, namely, the inverse curvature ␣ −1 . However, this intuition falls short in two respects. First, the logarithmic term in Eq. ͑71͒ is dominant for large barriers, for this simplest purely parabolic potential. Further, in an extensive numerical work, for a double-well potential, we have seen unambiguously that the mean event duration is sensitive to details of the potential far from the barrier top ͑data not shown͒. This sensitivity can be traced to the dependence of the optimal "speed," Eq. ͑16͒, on details of the potential. To give an extreme example, if there were a second barrier and a minimum in the potential, then T 1 would have to include Kramers' time for the second barrier.
Reconstruction of b from moments
Reconstructing a function approximately from a finite number of moments has been studied, e.g., by maximum entropy method, [73] [74] [75] continued fraction approach, 76, 77 and the Talenti method 78, 79 and perhaps other techniques. Here we follow the work of Hon and Wei 79 to reconstruct the density b ͑t͒ in a similar way.
First one builds up an orthonormal set of basis functions j ͑t͒, which are polynomials,
by using the standard Gram-Schmidt orthonormalization technique. 72 The polynomials satisfy
͑73͒
with respect to a weight function w͑t͒, which is tailored to our problem with the choice
where which will be an approximation for b ͑t͒ of "order" m. If we incorporate moments of b by setting coefficients according to
then m ͑t͒ will reproduce the first m moments T n ͑0 ഛ n ഛ m͒, i.e.,
By using the first five moments, we reconstruct the distribution of transition-event durations for several different double-well potentials. These potentials are parametrized in the form
where H is the height of the barrier in units of k B T and W is the half-width of the barrier. Two of the results are shown in Fig. 6 . They match the simulations well except for the longtime tail as seen in the semilog plot. However, the event probability in that region is quite small.
Implications of moment calculations for molecular and high-dimensional systems
What lessons are contained in the preceding results for higher dimensional systems? The main point can be deduced from the first moment, which is given by Eq. ͑66͒: In particular, the moments generally depend not only on details of the potential but also on the definitions of the state boundaries ͑i.e., a and b in our one-dimensional case͒. Nonetheless, qualitatively the first moment can be construed to set the overall ͑system dependent͒ scale for the distribution. Of greater interest are general features of the shape and functional form of the distribution, as was noted in an earlier empirical study of butane. 3 We will discuss those general aspects below.
E. Short-time behavior
Beyond the moments, it is of interest to study the asymptotic behavior of the event-duration distribution in both short and long time limits. We first analyze the t → 0 behavior using exact methods. 
Short-time behavior for Green's function with open boundary conditions
From the perspective of the path integral, introduced in Sec. II C, if ͑t − t 0 ͒ is short, the velocity on the optimal trajectory dx c / dt will be large. This implies a large energy E in Eq. ͑14͒. We therefore assume 2E ӷ 4DV and obtain the corresponding Green's function for short time t with open boundary conditions,
where V is the average effective potential between a and x,
We have used the quadratic approximation, which is expected to be reasonable if the diffusion coefficient D is small. 60 Also, because we are further restricting our analysis to short-time behavior, the important paths will be close to the optimal one, which should improve the approximation.
If we define G 0 as Green's function for free diffusion with open boundary conditions,
Eq. ͑79͒ can be expressed as
which will be useful when we discuss the early time behavior with alternative boundary conditions below in Sec. IV E 2.
Short-time behavior for the current with absorbing boundary conditions
In this section we need to retrace the path integral method in order to study transition-event durations, as required, with two absorbing walls.
As shown in Fig. 7 , we wish to calculate the path integral from the start point "ϩ" at x = ͑a + ͒ = ͑0+͒ to the end point "᭺" at x = ͑b − ͒ = ͑L − ͒ during the time interval ͑t − t 0 ͒. There are two absorbing walls at positions x = 0 and x = L, with some arbitrary potential between them. Note that we are making no assumptions about the symmetry of the potential in the interval ͓0,L͔. If the position of the start point is ⑀ 1 and the end point is x, then Green's function G abs with absorbing boundary conditions can be expressed as a sum over Green's functions G for open boundary conditions,
The construction is shown schematically in Fig. 7 . As shown above, to determine the distribution of event durations, we first calculate the current at x, and then take the limits
where the symmetry of the periodically continued potential has been used; see Fig. 7 .
The periodicity implies further simplifications, including FIG. 7 . Calculating the path integral between the start point "ϩ" and the end point "᭺" with absorbing walls at x = 0 and x = L. The solid curve represents an arbitrary potential between the two absorbing walls. Equation ͑83͒ indicates that one must calculate the path integrals between the start point ϩ and all "end points," including the real one ᭺ and image end points "᭝," in the periodically repeated potential ͑dashed line͒ with open boundary conditions.
͑86͒
If we define the free-diffusion current with absorbing boundary conditions as
Eq. ͑84͒ can be written as
or since the start and end points were arbitrary, we revert to our previous notation,
where V 0 becomes
V͑xЈ͒dxЈ. ͑90͒
We can now estimate the short-time behavior of the normalized current.
Short-time behavior for the distribution of the transition-event durations
Combining Eqs. ͑34͒ and ͑89͒, we find that the shorttime behavior for the distribution of transition-event durations is given by
where ⌸ b 0 ͑x͒ is the splitting probability for free diffusion and b ͑0͒ is the distribution given in Eq. ͑40͒ for free diffusion with absorbing boundary conditions. From Eq. ͑35͒
Combining Eqs. ͑91͒ and ͑92͒ and using F͑x͒ = k B T ͑−dU * / dx͒, the normalized distribution becomes
͑93͒
revealing corrections to the free-diffusion result due to the potential. Combining this result with Eq. ͑41͒, one can find the short-time behavior corrected by the potential. Note that as t → 0, the behavior is dominated by b ͑0͒ .
In Fig. 8 we compare the results from a path-sampling simulation as described in Sec. III B and our final result, Eq. ͑93͒, for two double-well potentials of the form ͑78͒ of varying barrier height. Absorbing walls are placed at x = ±W, with W = 1. The simulations and the analytic results of Eq. ͑93͒ are in good agreement at sufficiently early times, although at the earliest times the simulations reveal degraded statistics.
More importantly Eq. ͑93͒ provides a means for estimating the characteristic time t * at which the effect of the underlying potential U becomes comparable to that resulting from free diffusion embodied in b ͑0͒ . In particular, by equat- Fig. 8 indicates that t * captures the overall "scale" of the distribution remarkably well. This echoes the agreement seen in Fig. 8 between the simulation and the approximation, Eq. ͑93͒, for the onset of the physically important regime of b following the transient period. Qualitatively, t * arises from the geometric mean of a free-diffusion time and a time characteristic of the potential. Accordingly, t * ϳ W 2 / DH is expected for simple barriers of the form U * ϳ Hf͑x / W͒.
Implications for the short-time behavior of complex systems
Based on the preceding results, some interesting mathematical and physical observations can be made, even for systems with more degrees of freedom. First, the asymptotic behavior of Eq. ͑93͒ is universal in that it does not depend on potential function ͓see Eq. ͑41͔͒. It depends on the arbitrary boundaries, furthermore, in a trivial way. A first physical reading of Eq. ͑93͒ suggests that when the system is forced to traverse a barrier ͑broadly defined-it could be a series of barriers͒ fast enough, the trajectories will behave diffusively, as if there were no barrier.
While extremely rapid crossings are clearly unphysical, they are built in to the Fokker-Planck description arising from the Langevin dynamics with white noise. Appropriately, however, such processes make a negligible contribution. Intuitively-for instance, from a consideration of the discrete description embodied in Eqs. ͑22͒ and ͑23͒-there is a competition between the tendency toward the tight "stretching" of short trajectories ͑and hence, uniformity of speed͒ as opposed to conformity to the underlying potential ͑implying nonuniformity͒. At very short times, uniformity wins. However, the cost is high: such tightly stretched trajectories, which do not "feel" the potential, are damped via an essential singularity ϳexp͑−1 / t͒. Their probability is near zero in comparison to slower trajectories. This point is consistent with previous simulation results reported by one of the authors, 3 in which duration distributions for butane and toy models clearly were not described by "weaker" mathematical forms.
In fact, our short-time path integral analysis estimates, in t * , the onset of the physically important trajectories. In other words, our asymptotic calculation is able to capture a physically relevant time scale.
The competition between tight stretching and nonuniformity should be expected in stochastic descriptions of molecular systems as well. In other words, the transient region of near-zero probability at short times should be a general feature of distributions of transition-event durations. The Fokker-Planck formalism thus supplies the mathematical underpinnings for the transient region, which is one of the characteristic features of the shape of the duration distribution. Not surprisingly, this suppression was also found in deterministic/Newtonian transition trajectories in a recent study, 58 in addition to having been seen in the complex permeation processes studied by Yeh and Hummer. 15 F. Long-time behavior
Double-well potential
From Eqs. ͑6͒ and ͑36͒ we know that the long-time behavior of b ͑t͒ will be determined primarily by the first eigenvalue 1 . Here we use a perturbative approach to obtain an approximation for 1 for a double-well potential with high barrier. We confirm, by direct numerical calculation, the validity of using perturbation theory. We also perform pathsampling simulations to check the accuracy of our final approximation.
By a variable transformation, the one-dimensional Fokker-Planck equation can be transformed to a Schrödinger-type equation. 10 If we let n ͑x͒ = exp͑U * /2͒p n ͑x͒, Eq. ͑37͒ becomes
which is exactly the effective potential in Eq. ͑15͒. The eigenvalue spectrum remains the same. 10 We will consider double-well potentials as in Eq. ͑78͒ having high barriers, H ӷ 1, and fixed half-width W. The absorbing walls are placed at the two minima, x = ±W. The Schrödinger potential corresponding to Eq. ͑78͒ is
ͬ .
͑96͒
In Fig. 9 we plot U * ͑x͒ and V s ͑x͒ for a double well with sufficiently high barrier. For the potential in the Schrödinger picture, V s = +ϱ outside the central interval to ensure that the 
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Zhang, Jasnow, and Zuckerman J. Chem. Phys. 126, 074504 ͑2007͒ wave functions n ͑x͒ vanish at the ends of the interval, thus satisfying the absorbing boundary conditions. We use perturbation theory to describe the lowest stationary state, which must exist because of the boundary conditions. For sufficiently high barriers, we expect that the lowest eigenstate will be localized at the central minimum, suggesting the use of a perturbation process based on a simple harmonic oscillator. Using a numerical procedure for bound-state solutions of the time-independent Schrödinger equation, 80 we confirmed this localization for high barriers. We also note that for high barriers, the oscillator's Gaussian wave function nearly vanishes at the boundaries, in approximate satisfaction of the proper boundary conditions. Our perturbation calculation is therefore based on separating off the dominant harmonic component of V s , noting H ӷ 1, using
ͪ.
͑99͒
From textbook results for a linear harmonic oscillator, the first eigenvalue and wave function are
.
͑102͒
The first-order perturbative correction is
which is down by a factor of H from the zero-order result.
The second-order correction is down by another factor of H:
The net result for the lowest eigenvalue is thus
where ␣ =4H / W 2 gives the curvature at the top of the barrier. Equation ͑106͒ shows that the long-time behavior is simply linear in the barrier-top curvature ␣ for large values of ␣ and fixed W. This is also the case for the inverted parabolic potential, as can be determined from Eq. ͑49͒, or by performing the same calculation as we did for the double well in this section. In fact, when D␣t ӷ 1, Eq. ͑49͒ becomes
ͪexp͑−D␣t͒.
͑107͒
We therefore expect similar linearity with ␣ in the higher barrier limit for any system that can be approximated by an inverted parabola and a high-order correction. We performed numerical checks of the approximation ͑106͒. We determined the lowest eigenvalue 1 numerically using high moments and Eq. ͑64͒. We also used pathsampling simulations as a consistency check. Figure 10 compares the numerical evaluation of 1 via Eqs. ͑64͒ and ͑65͒ with a path-sampling simulation data for a particular doublewell potential.
In Fig. 11 , we compare Eq. ͑106͒ with numerical calculations of 1 for double-well potentials and inverted parabolas with fixed W and a range of effective curvatures ͑␣ FIG. 9 . A high-barrier double-well potential U * ͑left͒ and its Schrödinger analog V s ͑right͒ from Eqs. ͑78͒ and ͑96͒ for H = 8 and W = 1. The two absorbing walls are put at the two minima. If the barrier height of the potential U * is not sufficiently large, the minimum of V s at x = 0 will disappear.
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Transition-event durations J. Chem. Phys. 126, 074504 ͑2007͒ = 10-100͒ and plot 1 / D␣ as a function of dimensionless curvature ␣W 2 . As Eq. ͑106͒ predicts, 1 / D␣ approaches unity for large curvature. This simple dependence contrasts that for the first moment T 1 , in Eq. ͑71͒.
Implications for long-time behavior in complex systems
Unlike the asymptotic short-time behavior, the lowest eigenvalue of Eqs. ͑36͒ and ͑37͒ clearly depends on the form of the potential. While that dependence is simple for the smooth potential studied here, one cannot expect the simplicity to be a general rule for more complicated systems. In a rough molecular landscape, characterized by many barriers of varying heights, 37 the long-time behavior will reflect a convolution of "micro-barrier-crossings."
Perhaps the most important and general statement regarding the long-time behavior is the simplest: the eigenfunction decomposition of Eqs. ͑36͒ and ͑37͒ indicates that the slowest trajectories will follow an exponential distribution. While this is not surprising, we emphasize that the event duration is not generated from a Poisson processunlike typical treatments of the Kramers waiting time. Nevertheless, the exponential long-time behavior should be a characteristic of the distribution of durations, even in highdimensional systems.
V. CONCLUDING DISCUSSION
Langevin dynamics with white noise is widely used to study a variety of transitions or activated processes. We have applied a combination of analytic and numerical techniques to study the distribution b ͑t͒ of the durations of transition events over a barrier in a one-dimensional system undergoing overdamped Langevin dynamics. The typical event duration is much shorter than the well-studied first passage time ͑FPT͒; 13 see Figs. 1 and 2 . The event duration is the simplest nontrivial measure of the detailed dynamics of an activated process, and we believe that it is critical for future quantitative study of dynamics of many chemical and biological systems. 3 The distribution b ͑t͒ can be derived from the FokkerPlanck equation with special boundary conditions and was subjected to detailed analysis. A number of results are obtained, including ͑i͒ the analytic form of the asymptotic short-time behavior ͑t → 0͒, which is universal and independent of the potential function; ͑ii͒ the first nonuniversal correction to the short-time behavior, which leads to an estimate of a key physical time scale; ͑iii͒ following Gardiner, 9 a recursive formulation for calculating, exactly, all moments of b based solely on the potential function-along with the approximations for the distribution based on a small number of moments; ͑iv͒ a high-barrier approximation to the longtime ͑t → ϱ͒ behavior of b ͑t͒; and ͑v͒ a rough but simple analytic estimate of the average event duration ͗t͘ b , which is generally sensitive to details of the potential. All of the analytic results are confirmed by transition-path-sampling simulations.
Despite the simplicity of the models studied, a number of conclusions can be drawn concerning the characteristic shape of the distribution of event durations expected even in molecular systems. First, the universal exp͑−1 / t͒ short-time behavior suggests that transient regions ͑of near-zero probability͒ will be a general feature of the distribution for whitenoise Langevin dynamics. The transient regime of the distribution is consistent with the intuitive notion that there is, effectively, an absolute minimum time required for physically reasonable trajectories. Second, the long-time behavior is expected to be exponential, since we anticipate the generality of the eigenfunction decomposition. Finally, even the one-dimensional models indicate that the average event duration will be system dependent, so this will clearly be the case for more complicated systems. These observations can be summarized in a very rough but perhaps useful description of the shape of the distribution of event durations: once the system-dependent average behavior has been scaled out, how can the detailed relationship between b and first passage time distribution be quantified, if at all? The distribution of first passage times, after all, cannot be a simple exponential if the event durations are finite. Second, can the rough sketch we have suggested for b in complex systems be refined? A particular interest is in conformational transitions in proteins, which have only recently become amenable to study. 22, 81, 82 Furthermore, it is relevant to consider how nonwhite noise, implicit in a reduced description of molecular systems, 3 affects event durations.
