This work demonstrates how a high throughput robotic machine vision systems can quantify seedling development with high spatial and temporal resolution.The throughput that the system provides is high enough to match the needs of functional genomics research. Analyzing images of plant seedlings growing and responding to stimuli is a proven approach to finding the effects of an affected gene. However, with 10 4 genes in a typical plant genome, comprehensive studies will require high throughput methodologies. To increase throughput without sacrificing spatial or temporal resolution, a 3 axis robotic gantry system utilizing visual servoing was developed. The gantry consists of direct drive linear servo motors that can move the cameras at a speed of 1 m/s with an accuracy of 1 µm, and a repeatability of 0.1 µm. Perpendicular to the optical axis of the cameras was a 1 m 2 sample fixture holds 36 Petri plates in which 144 Arabidopsis thaliana seedlings (4 per Petri plate) grew vertically along the surface of an agar gel. A probabilistic image analysis algorithm was used to locate the root of seedlings and a normalized gray scale variance measure was used to achieve focus by servoing along the optical axis. Rotation of the sample holder induced a gravitropic bending response in the roots, which are approximately 45 µm wide and several millimeter in length. The custom hardware and software described here accurately quantified the gravitropic responses of the seedlings in parallel at approximately 3 min intervals over an 8-h period. Here we present an overview of our system and describe some of the necessary capabilities and challenges to automating plant phenotype studies.
Introduction
A standard approach to determining the function of a gene is to discover the consequences of its mutation, which constitute the phenotype. For the reference species Arabidopsis thaliana, almost all of its approximately 25,000 genes have been mutated and seeds of most mutant plants are publicly available. However, phenotypes have been detected and described for perhaps as few as 10 % of those genes. Even in those relatively few cases, better quantification of the phenotypes and discovery of additional phenotypes in the mutants would improve understanding of the affected genes. Adding the time domain to the analysis, allowing the development of a phenotype to be captured has proven very useful in determining details of gene function. Machine vision technology promises to be effective in the effort to improve plant phenotype research [7, 10, 11, 15, 16, 24] , where the experiments call for micron level measurements of seedlings on time scales of minutes or daily measurements of large crop plants in a greenhouse.
To be effective at the genome scale, the measurement platform must have the capacity to characterize thousands of plants in weeks or months. This need for throughput cannot be at the expense of spatial or temporal resolution. Parallelizing data acquisition by replicating the imaging system can increase throughput while keeping resolution and sample frequency constant, but the need to frame and focus each subject manually at the start of an experiment would be a daunting and highly repetitive task if carried out for a large number of imaging systems. This limits the scalability and increases the cost of this solution. As the images are acquired only at certain time points the imaging systems are idle for most of the duration of data gathering.
The repetitive tasks associated with collecting time series of consistently framed and focused images of multiple plants are well suited for automation by robotics. One robotic approach is to move the plants repeatedly through a fixedcamera imaging station [14] . However, moving the plants can potentially alter their growth and behavior at the fine scales intended to be captured and analyzed. This drawback can be avoided by moving the imaging device across a fixed grid of samples. For the moving camera solution to be effective, several machine vision application challenges must be solved. These include rapid and accurate visual servoing, object recognition, and real-time image-based focusing. This report describes the construction and performance of a gantry robot system (Fig. 1 ) that meets these challenges. The application presented is the tracking of root growth in seedlings of Arabidopsis thaliana (Fig. 2 ) after reorientation by 90 • to induce a curvature response known as gravitropism. The measurement throughput, spatio-temporal resolution, precision, and amortized cost of the robot system described here provides a strong rationale for adopting robotic platforms for plant phenotyping studies.
The remainder of this paper is organized as follows, Sect. 2 describes the hardware of the robotic system and the sample holding fixture. A brief description of a typical data gathering session is provided in Sect. 3 . Section 4 provides details of the image processing used to locate the seedling root and root tip. Section 5 assesses the performance of the platform for monitoring a typical root gravitropic experiment. Section 6 provides an outline of future work.
System description
The function of the system described here is to locate numerous seedlings growing along the surface of a vertically oriented gel (agar) substrate using visual servoing and repeatedly imaging these seedlings in order to create a highly-resolved time series of images from which growth and behavior traits can be quantitatively extracted. The system consists of, a fixture that holds numerous seedlings vertically within illuminated Petri dishes and a visual servo controlled three degree of freedom gantry robot that locates each seedling and tracks its growth over a specified time.
Petri dish containment unit (PDCU)
The Petri dish containment unit holds 36 Petri dishes in a grid, laid out as a 6 × 6 pattern occupying a 1 m × 1 m area, as shown in Fig. 3 . This unit consists of a removable cassette, a fixture to hold the cassette in place and a removable backlight system. The Petri dishes are loaded onto the cassette vertically (six rows by six columns). Each dish contained two or four seedlings. For the purpose of this article we discuss the case with two seedlings per Petri dish (for a total of 72 seedlings per session), though success has been achieved with 4 and more. Every Petri dish is equipped with its own growth light and is isolated from the other Petri dishes in the grid to maintain uniform conditions (Fig. 4) . When the whole cassette is secured onto the fixture it is illuminated with a back light. Ideally, the light used to obtain images of the seedlings would not affect their phenotypes. Light detection systems in plants are not appreciably influenced by wavelengths longer than approximately 750 nm so a backlight panel consisting of IR LEDs (output maximum at 850 nm). The back light provides illumination during imaging. The whole Petri dish containment unit is designed to be modular. The lighting and the environment in each cell (around one Petri dish) can be changed for various experimental conditions. Each cell in the unit is equipped with two sets of lights, aligned 90 • from each other so that after rotating the holder, the seedlings remain illuminated from above. 
Gantry robot
The gantry robot has been constructed with 3-axis motion with a workspace large enough to servo two cameras along the vertical (X -Z ) plane to all positions of interest in the Petri dish cassette (Fig. 5 ). The dimensions, positional accuracy, and other specifications are listed in Table 1 . Each axis is a direct drive linear servo motors with an individual position controller. One 4-axis master controller is used for global control of the gantry. The master controller uses a simple PID control, connected to the control computer via ethernet. Two IR sensitive cameras are mounted on the end effector of the gantry. They are set up in a side-by-side configuration as shown in Fig. 6 . Camera 1 with a low magnification lens (14 µm per pixel) is used for determining seed location and obtaining low magnification images (providing images of the entire seedling) and camera 2 with a high magnification lens (5 µm per pixel) is used for servoing and image gathering (images of a 2-3 mm sections of the root). The cameras are calibrated using controlled motion of the gantry arm. The PDCU and the robot are positioned . If the PDCU and robot were perfectly parallel, calibration of the cameras using controlled motion of the gantry arm would allow precise location of Petri plate regions known to contain a seedling. However, the following issues prevent a straightforward hard-coded solution for object image acquisition. The optics required to obtain useful images of roots (e.g. Fig. 3 ) necessarily produce a depth of field as shallow as 1 mm. Variation in the thickness of agar growth medium among the Petri plates is enough to cause many samples to be out of focus if a constant working distance was employed. The optics required to obtain the desired resolution necessarily produce a narrow field of view. A seedling may not be located within a predetermined 2 or 3 mm area (the typical width of a field of view) in each Petri dish because planting is a manual activity and sometimes seed germination and growth translates the seedling across the agar surface. Thus to ensure the sample is within the field of view, and in focus, we use visual servoing to track the root, center the tip in the field of view and ensure that is in focus.
3 An example data gathering session using our robotic platform
The seeds are grown in Petri dishes (10 cm diameter). The Petri dishes are filled with agar (a commonly used growing medium) and (2 seeds per Petri dish) seeds are spaced far enough apart in a predetermined pattern, to minimize the interference of one seedling with another during growth.
The dishes are kept at 4 • C temperature, for about 3-4 days, to promote and synchronize germination. The Petri dishes with germinated seedlings are stored vertically and illuminated from above during germination, promoting straight and vertical growth of the seedlings. Petri dishes are loaded on to the Petri dish cassette such that the seedlings will be imaged through the translucent agar. This prevents the condensation from drastically affecting the image quality.
The cassette is loaded onto the PDCU (described in Sect. 2) such that seedlings are now horizontal (all samples are rotated simultaneously as the cassette is loaded) to induce gravitropism. The task of gathering images of the root, as it reorients to the change in gravity stimulus, is broken into two stages. During the first stage (where the robot visits seedlings for the first time) visual servoing and focusing is performed to accurately localize the tip of the primary root of each seedling and ensure that it is in focus (while simultaneously saving the images). The location of each root tip is recorded for use in the second stage. The second stage of data collection involves collecting images of the root tip over a period of 5-8 h. If at any point the root grows out of the field of view, the robot will servo again to update the location of the root tip (for 5-8 h sessions most roots stay within the field of view). All the collected images are organized as time sequence stacks for offline analysis, The manual or stationary camera system would require similar preparation of the seeds/seedlings, but would require one seedling to be placed in each Petri dish. Each Petri would have to be placed in front of each camera and manually adjusted for focus and position to ensure that the root tip was within the field of view. Prior to the start of the data gathering session, the top cover of the Petri dish would require wiping to remove condensation from the lid. In the automated system, we image the seedling through the transparent growing medium to prevent the condensation from interfering with the imaging, thus the condensation does not pose a problem to our system. Data collection is completely autonomous once the cassette has been loaded, resulting in one root per image per time point. The seedling images shown in Fig. 7 have been manually cropped to save space in this article. Fig. 7a shows a time lapse of a single seedling as it responds to gravistimulus. Figure 8 consists of two plots overlaid on each other. They correspond to the values obtained from images of the seedling shown in Fig. 7a over a 5-h period. The color coded 2-D surface plot shows the curvature measured along a 1 mm region 100 µm behind the root tip (along the ordinate) at each time point (along the abscissa). Typically the region next to the root tip is of interest (it is the region where the growth occurs and bending is generated), the plot only shows the region of interest. The second plot shows the angle (ordinate) of the root tip with respect to the horizontal at each of the same time points. These measurements were extracted using techniques from [15] . 
Image processing for visual servoing
To increase the time course density of the gathered data the servoing is performed once at the start of the data gathering session to locate the seedlings. The servoing process is repeated only if the seedling's primary root tip grows out of the field of view. The servoing loop used is a simple image based visual servo scheme as described in [3] . In order to perform visual servoing, features need to be defined in the scene that can be tracked through the entire servoing process [3, 4, 9] . Typically, these features are image locations of markers/fiducials placed in the scene and are well defined and easy to extract from an image of the scene. Often dots with starkly different color or texture from the background/scene are used for markers. As the field of view and depth of field of our camera is as small as 1 mm, respectively, markers would need to be engineered to be very small and very close to the seedlings. Placing them would be very tedious and the markers could interfere with the biology. Primarily, because there may arise a situation where the markers may interfere with the biological process being observed (blocking the root growth, etc). Even if successful, all the required markers may not be visible in the field of view. Recent work, [21, 22] has shown that image moments can be used as features for servoing, Avoiding the need for markers placed in the scene. We define the servoing task as bringing the root tip close to the center of the field of view. This will involve the following steps:
-Locating the seedling.
-Identifying the root. -Bringing the root within the depth of field of the lens.
-Determining the location of the root tip.
-Keeping the root within the depth of field of the lens.
For our system we have calibrated the cameras and the robot motion to the PDCU. Also, in a Petri dish the seeds are planted one to each quadrant (sometimes only top 2 of the 4 quadrants are used), thus gathering has been tested with 144 or 72 seedlings. Under ideal conditions, if the exact location of the seed was predetermined in the Petri dish, it would be enough to perform the above mentioned steps without visual servoing. But, owing to the small size of the seedling's root (approx 7 mm long and 40-45 µm wide) along with the small field of view and depth of field, small errors in calibration and/or alignment can cause the predetermined seedling locations to be inconsistent with the actual locations, a small motion (approx 2 mm) in any direction can cause the root to be completely absent in the image. Hence a search will have to be performed to find and confirm that a seedling/root tip/root is present and is in focus. The robot moves the low magnification camera to the center of each quadrant of the petri dish to attempt a coarse localization of the seedling. A search is performed within the quadrant to find the seedling. Once the seedling and root is identified the robot visually servos along the root to the root tip with the high magnification camera.
The process of servoing is broken into two parts, rather than servoing in 3D [5, 6] . Servoing is performed separately along the plane of the PDCU (X -Z directions) and along the direction normal to the PDCU (Y direction). Partitioning the motion in our system was straight forward as the robot is a 3-axis gantry with all motions being pure translations. Partitioning the servoing allowed us to break down our task into two tractable problems rather than performing them as one (which would lead to a situation where we may focus on an object not knowing if it were the root or tracking a region of an image although it might not be the root when brought into focus), but it still required identifying a root when it may be out of focus. Hence the critical tasks for servoing were to design:
(i) A technique to identify the root and its tip in the image, to provide a reliable target for the visual servoing algorithm even when the root and/or root tip is out of focus. (ii) A technique to determine if the root/root tip is in focus and a scheme to arrive at the desired Y -axis location.
Root and root tip segmentation
The primary challenge that had to be addressed was reliably locating the seedlings in the Petri dish. In previous work related to image based phenotype analysis, segmentation operations and measurement extraction have made two fundamental assumptions:
(a) The feature of interest is always in the field of view.
(b) The feature of interest is in focus.
In the static setup described in [1] , for example, the experiment involved determining the location of the root tip and manually focusing on it so the above assumptions were valid. In [15, 23] the authors reduce manual effort by bringing more seedlings within the field of view. This is done by either reducing the spatial resolution or bringing many seedlings very close together, introducing a new set of complications caused by seedlings crossing over one another. In our case, we needed to locate the seedling when it was not within the field of view and autonomously adjust the camera position and focus accordingly.
Our solution utilizes two cameras. One camera with low magnification capable of obtaining a large field of view (most of one quarter of the Petri dish). Although this makes the task of finding the seedling more tractable it introduces a set of problems. The quality of these images was often low enough to create challenges. Condensation on the lid of the Petri dish could cause dark regions that a threshold operation would convert into potential objects of interest, or reduce the contrast on which any segmentation process operates. Artifacts such as scratches on the agar surface or Petri dish could appear similar to roots. The illumination would not be uniform over the entire image. Figure 10 presents some typical images that the vision system encounters. Once the robot has completed the servoing task and performs a focusing step most seedling images resemble Fig. 9 . Initial attempts were made to search for the seedling in and around the expected location in the vicinity of the seeds. This approach worked well to locate the seedling using only the high magnification camera. But it proved to be time consuming and significantly impacted the throughput of the system. Thus this technique was replaced by the two camera technique. The seeds are known to be in each quadrant of the Petri dish. The robot moves the low magnification camera in front of each quadrant of the Petri dish and the seedlings are initially identified in the low magnification image. The higher magnification camera is moved to the identify location and subsequently visually servo along the root to the root tip (the same image analysis routine was used for identification and segmentation for all images and both cameras).
The following section provides a detailed description of root segmentation procedure, which can identify the region of the image that is most likely to contain the the root even when it is not in focus (steps shown in Fig. 11 ). The segmentation task has been split into two operations. The first operation identifies regions of the image that can contain the root. The second operation uses heuristics and probabilities to identify the region with the highest amount of rootness. This segmentation procedure is used to identify the feature for the servoing task.
Per pixel probability assignments
Each pixel in the image is assigned a probability using a Bayesian framework. The probability assignments make two assumptions:
(a) The root is darker than the background. (b) The root occupies at most 3 % of the entire image.
The first assumption is because of the imaging modality. The root is opaque IR light. The root region contains darker gray levels than non-root regions. The second assumption is based on the magnification of the lens being used, the field of view available, and, the typical size of the Arabidopsis seedlings. The value 3 % is obtained in cases where the root stretches across the entire image.
These two assumptions help define the likelihood and prior terms in the Bayes equation. We define these terms and 10 These images depict some of the worst case scenarios observed when performing the task of visual servoing, (i.e. when the robot moves to a Petri dish location to find the seedling and root tip). The cause can be attributed to scratched on the Petri plate, condensation build up within the plate, or a scratch an non smooth surface on the growing medium. In contrast with the "ideal" image that we usually expect as shown in Fig. 9 , these images represent the potential challenges in identifying the root the probability assignments in formal terms below. We use a single channel image I , of size m × n, with pixel intensities at pixel location x, y
where
We can estimate the probability of the occurrence g ( p(g)) as the expected value of g (where E is the expected) from the histogram of I .
The probability of finding a root in an image based on its relative size in the image, p(r ) is 0.03. This value was estimated empirically from a collection of images of the root acquired a priori. This value is required to help bias our probability estimate. The final probability assignments are not very sensitive to this value, Sect. 5 discusses the sensitivity of final segmentation to p(r ).
Finally we describe the likelihood function, that will estimate the probability of a pixel belonging to the root having a gray level g, based on our first assumption can be written as
, and if g = 0 then p(g|r ) = 0. We discuss the reasons for our choice of linear model for p(g|r ) in Sect. 5.2.2. Using the terms defined above for the priors and the likelihood we can compute the conditional probability p(r |g), probability of a pixel, I (x, y), belonging to the root given it has a gray scale value g
Once the probabilities are assigned for every pixel we construct a probability matrix with each entry containing the probability of the pixel in the corresponding location in the image. This matrix is used in the next stage to identify the root (Fig. 11) . 
Heuristic root selection
From the previous step we obtain a probability matrix. From the original image we remove all pixels with p(r |g) = 0. The remaining pixels cluster together forming patches in the image. In most cases, images with good contrast, the pixels form just one patch. This patch is considered to be the region which best represents the root. In cases with poor image quality many patches are formed. Poor image quality is a result of factors highlighted above. At this stage numerous techniques to exclude unwanted pixels can be used. From analysis performed we note that any adaptive threshold technique will work to isolate the high probability regions. A fixed thresholding technique works only in some ideal cases. For our purposes we choose to remove pixels that have p(g) · p(r |g) > p(r ). This follows from the fact that background pixels will be present in large numbers. This threshold helps in removing low probability pixels from gray levels that occur in large numbers in the image. The removal of these pixels produces isolated regions in the image from which the region containing the root needs to be identified. Section 5 provides a brief discussion of algorithm's sensitivity to the value of p(r ).
Each patch is assigned a probability equal to the average of all its pixel probabilities. Heuristic driven weight assignments are made for each patch. The heuristics use information from basic moment analysis (area, major, minor axis) on the patches. The larger, longer and thinner patches that are more horizontal are assigned higher weights. We term this weighted probability the rootness of the patch. Finally, the patch with the highest rootness, weighted probability is chosen as the most likely root patch. If there are n patches in the image we can formally define the rootness as
w 2 is set up to look for a horizontal root as the roots will be horizontal when the cassette is rotated and placed in the PDCU. Also the root identification needs to be carried out during the first pass. All angles are computed as the values in the first and fourth quadrant and thus the orientation is always between 0 • and 90 • .
For every patch i, we average the probability over all m pixels
The patch designated as having the maximum rootness is labeled as the root (the most likely root patch) used for the servoing algorithm. The robot servos to the tip of the patch (bringing it to the center of the field of view). If the root does extend beyond the field of view, the robot servos until a tip is reached and positions the near the center of the field of view.
Focusing
Focusing needs to be performed to ensure that the root tip images, are as clear and crisp with minimal amount of blur as possible. Ideally, if no alignment errors exist between the gantry and the PDCU and the the PDCU is perfectly flat without any flexure and the agar growing medium in each Petri dish around the seedling is the same thickness, focusing would not be necessary. But, if the PDCU is misaligned by more than 0.2 • more than half of the seedlings will be out of the depth of field of the lens. Thus a system for auto focusing is required. Auto focusing techniques fall broadly into two categories, active and passive. Active focusing techniques rely on additional sensors like, lasers, SONAR, etc., to provide additional range information. While, passive focusing techniques employ software based techniques to obtain the same range information directly from the image. Typically, multiple images are obtained and a quantitative measure (focus measure) of the extent of focus (or defocus) is computed from the image. In both cases a search will need to be performed to determine the location of the best focused image. In our case, we chose to use a passive focusing technique, to avoid using any additional sensors or equipment being added to the gantry.
In the description of the segmentation algorithm (Sect. 4.1) we have shown that the servoing can be performed with images of the root that may be out of focus. This section describes the technique used for searching (along the Y -axis of the gantry) for a focused image of the root tip. Unlike the search of the root tip (described in Sect. 4.1), where the search is performed in image space (along the X -Z plane of the gantry), here the search is performed in the space of the focus measure. Instead of using the entire image, the image patch with the highest rootness measure is used. The process involves determining the value of the focus measures at a few different positions (along the Y -axis) and estimating the position that would provide a maximum focus score. The description of the focus measure and the search technique used are presented below.
Focus measure
From the work in [8, 13, 17, 20, 25] , it is shown that most focus measures try to measure image properties like gray level image gradients, image contrast or frequency content. In essence they are a measure of the extent of the blur in the image. From a review of previous work on image based focusing, the most commonly used focus measures were identified and are listed below. If we have an image i with height H and width W with i(x, y) representing the gray scale value of a pixel in i located at row y and column x, µ is defined as the mean gray level of the image i, we can define the following focus measures as: a. Tenenbaum Measure (Tenengrad)-the image is convolved with a Sobel operator and the sum of the square of the gradients in the x and y directions is computed.
where S x (x, y) and S y (x, y) are the results of convolving a window around i(x, y) with the Sobel operators in the x and y direction. b. Variance-computes the variations in gray levels in the image.
. Normalized variance-similar to the variance measure except the value is normalized with µ. Figure 12 shows sample plots of the focus measures, it can be seen that the focus measures produce higher values as Y position that is closer to the best focus position (indicated by the vertical line). The F FFT measure was found to be very consistent but always slightly shifted than the others. On further analysis it was found that this was due to the presence of root hairs which are very small compared to the root and thus contribute heavily to the higher frequency response. But this measure is computationally intensive, thus negatively affecting throughput. Owing to ease of computation and simplicity the normalized variance measure was adopted. This focus measure was subsequently used to search for the gantry position with the best focus.
Searching technique for focusing
Using the focus measures chosen in the previous section a search needs to be performed to determine the location at which the best focused image of the root can be obtained. The techniques used to search for the best focused position work under the assumption that the scene contains only one object of interest and, within the search range there exists a single position where the object is in focus (i.e. the focus measure will produce one maxima within the search range). Thus, in theory, the focus measure values can be modeled as a quadratic function (as used in [8, 13] ) and hence the maxima can be determined by obtaining the focus measure at three different gantry positions and the location of the maxima can be directly estimated (shown in Fig. 14) . The estimated location of the maxima is indicated by max q . This technique of using a quadratic function as a model and determining the maxima has been the most common approach, [8, 12, 13, 17, 19, 20, 25] . From optics literature, given the properties of the lens we can compute the depth of field for varying lens to object distances, using the relation in Eq. (7) obtained from Fig. 13 .
where f is the focal length, a is the diameter of the lens, s is the distance of the object from the lens and d is the distance away from the lens at which the image is formed. c is the circle of confusion, it is a value based on the perception of the human eye. The typical value use by photographers is 0.033 mm. The value indicates the maximum size of a blurred image of a point object at which the human eye no longer perceives the image as a point (i.e. perceives it as blurred). The values s f and s r are distances in front of the object and behind the object up to which the circle of confusion is smaller than c.
Using Eq. (7) and the Fig. 13 we can write the following relations.
on re-arranging, we have
From Eq. (10) it can be seen that the value of s r will be greater than s f . This produces an asymmetry, the depth of field in front of the object will be always less than the depth of field behind the object. Thus the values obtained from a focus measure cannot be modeled accurately as a simple quadratic curve.
In the current application, the peak of the focus measure may not occurs at the center of the search space. In most situations one set of sampled (either the first two or the last two) points tend to be closer to the peak than the other. To indicate the problems that arise, we choose a dataset where we have acquired images through a full range of focus. For the purpose of our discussion we simulate a few different cases that will be encountered, by varying the choice of sampled points and showing to the reader the variations that occur to the fit and the estimate of the location peak focus.
When comparing Figs. 14 and 15 it can be noted that the curve q changes drastically when the choice of sampled locations change from p 2 , p 3 , p 4 , in Fig. 14 to p 1 , p 2 , p 3 , in Fig. 15 . Making the quadratic estimation of the focus measure maxima unstable and sensitive to noise (in the computed focus measure). In addition quadratic model is not an accurate representation of the occurring phenomenon.
From previous work [13, 17, 19] , the two most preferred techniques, are (a) Global Search, (b) Fibonacci Search. The global search technique searches the entire depth range with fixed step size to determine the location of the maxima in the focus measure. This is very time consuming and the least preferred option in our case as it will affect throughput significantly. The Fibonacci search has been shown to be optimal, as mentioned in [13] , but even this scheme requires at least 10-15 images to be captured to determine a stable maximum. The search speed can be increased by using larger step sizes, at the expense of accuracy. In some cases, as discussed in [17, 19] , the search is started with a large step size and repeated in a chosen region with smaller step sizes. All of these techniques adversely affect the throughput of our entire system. This is because, if more images are need to determine the focus, more time is spent focusing thus fewer seedlings can be observed in a fixed amount of time. 
Fig. 15
Second plot comparing two search techniques with a different set of sample points. The raw data (r ), the quadratic fit (q) and the linear fit (L 1 and L 2 ), when using locations p 1 , p 2 , and p 3 are shown. The estimated location of the focus measure maxima is at max L , max q and max, for the linear fit, quadratic fit, and manual focusing. The depth of field is about 5 steps and step size is about 50 µm
Based on the discussion in the preceding paragraph we chose to model the focus measure function as two lines whose slopes correspond to the increasing and decreasing trends in the focus measure. This model will better represent the asymmetric nature of the depth of field. We also show (in Figs. 14, 15, 16 ) that this model is more resistant to noise in the focus measure and is less sensitive to the sampled positions. The intersection point of the two lines will correspond to the peak value, from which the required position can be estimated. To construct the model, the focus measure needs to be obtained from four images obtained at four different locations. The gantry can be moved to these locations and the focus measure is computed from the obtained images. The first two images and the last two images are captured , it can be seen that unlike the quadratic fit estimate the line fit estimate is more stable when the chosen sample locations are changed ( p 3 is shifted) and is less sensitive to noise in the focus measure values. This technique has been successfully used to acquire data from more than 4000 seedlings so far. This method will not guarantee optimal position estimation, as seen by the discrepancy between max L and max, but will bring the gantry to a location such that the root is located within two depth of field of the lens. The advantage over other search techniques is that it requires far fewer images, hence less time to focus.
Using the above described servoing and focusing technique we have been able to successfully gather image data concurrently for up to 144 seedlings in one session.
System performance evaluation
In this section the performance (throughput) of the system is analyzed from two different view points, (i) The user (plant biologists) and (ii) The system design. In order to discuss each of these two points in detail we start by briefly describing the process of data gathering, which is broken into two stages. Stage 1, is the determination of the locations of the root tips for all the seedlings. The gantry visually servos to the tip of the root and records the locations. Stage 2 involves repeated visits to the recorded locations to capture the changes occurring at the root tip. Stage 1 is performed once per data gathering session and is time consuming, currently requires about 20 min to complete Stage 2 consists of multiple passes over the cassette to the recorded locations, with each pass taking 3.5 min. The following equations provide a detailed break down of the time, for which the data gathering is performed. This will help discuss and better understand the performance and bottlenecks of the system. t gath = t pos + t settle + t cap (11) t gatherall = N * t gath (12) t loc = t focus + t find + t servo (13) t fp = t loc * N (14) Estimate of the time lapsed between the change in stimulus and the seedlings first response t complete Estimate of the time lapsed between the change in stimulus and the seedling reaches a steady state A few points to note on the variables mentioned above. t pos depends on size and speed of the system and is fixed by design. The gantry robot with its high speed, large size and high accuracy, allows all motions to be less than 1 second, thus keeping t settle to be about 1 second. Considering the speed of camera and computer, t cap and t find each are much less than 1 s, thus are not very critical for the analysis of the system performance. The system is designed such that during the first pass over the cassette, time is spent locating and focusing on each seedling (Eq. 14) (in addition to the time spent collecting the image data, Eq. 12), as described above. This makes the first pass through the cassette longer than each of the other passes. For the subsequent passes the system requires a shorter, albeit finite, period of time. These two parameters t fp and t gatherall implicitly effect the system performance for the user.
Performance analysis: user perspective
Equation 14 computes the amount time taken for the first pass, this specifies the lower limit of the biological process that can be observed. From Eq. 12, we can determine the total amount of time required gathering data for one full pass over the cassette. This will determine upper limit of the speed of the biological process. Any biological process that has an onset time (t onset ) greater than t fp , but a completion time (t complete ) smaller than t gatherall will be under sampled. Thus N , will have to be scaled based on the speed of the biological process. Currently, even with 72 seedlings planted in the cassette, t gatherall is approximately 3.5 min (the time gap between two successive images of a given seedling). This time resolution is much faster than a typical biological process, which are in terms of hours. Hence is not of critical concern to the throughput. This can be seen from the following equation.
For determining the number of seedlings, N , that can be observed in a session, we have the following constraints from the above discussion
Using Eqs. 14 and 12 and rearranging we have Eqs. 17. As mentioned above, t complete t gath , thus the value of N is determined by Eq. 18, but for a generic gathering session we would pick the lower N value.
Having derived an equation for the upper limit on the number of seedlings that can be imaged during a given session, the user will be interested in overall yield in the data gathered. This is described as the percentage of seedlings on the cassette that provided image data from which measurements are reliably extracted and used. The effective yield takes into consideration that some seeds in the cassette may not have germinated or other external non system related issues. The effective yields for three sample gathering sessions are reported in Table 2 .
Performance analysis: system design perspective
The previous section provided an analysis of the system from the user point of view and identified the operating limitation with respect to throughput of data gathered. In this section three other aspects of the system are discussed in detail namely effective yield, root segmentation and focusing. These effectively determine how well the system is working and have a significant effect on the throughput of the entire system.
Effective yield
The effective yield of a data gathering session is measured in terms of the useful data obtained from a data collection session, i.e. the cost of failure to collect useful data from a seedling in the PDCU. This is simply the performance adjusted, taking into account that some seedling locations had seedling deemed not "useful" or not "good". Data from a seedling is deemed "useful" or "good" if the root & root tip can be identified and measurements can be reliably extracted.
Thus providing information about the number of "good" seedlings for which data was not acquired. Table 2 lists three examples of a typical data gathering session and identifies the number of seedlings that were identified as "good" and number of seedlings the system failed to acquire. The seedling data that were not acquired fall into two categories, (a) Data unavailable due to external factors (not related to the robotic system) and (b) Data unavailable due to systemic failures (related to limitation of the hardware or software). These are itemized below.
Data losses due to external factors Some of the situations where failure to collect data is due to factors not related to the (a) Scratch on agar medium-a scratch in the agar imaged in infrared light contains many features similar to a young seedling (about 2 days old). These are sometimes erroneously marked as seedlings (see Fig. 17a ). (b) Peeling of the agar medium-in some cases the agar peels away from the plate and thus produces a long root-like artifact, which the servoing system erroneously identifies as a root (see Fig. 17b ). (c) Root growth out of the depth of field-this phenomenon occurs in two forms, both of which cause focusing problems. The first, the root during the first day or two of the germination process has grown into the agar medium rendering one part of the root at one depth and the other at another (Fig. 18a) . The second case, occurs when the root grows into the agar during data collection. Both cause the data gathered to be out of focus, in some cases almost impossible to use. (d) Non or late germination-some seedlings do not germinate or germinate much later than the majority of the other seedlings (see Fig. 18b ). This can result in no significant root-like feature being present and can cause the segmentation routine to identify a scratch as a the most likely root region. (e) Thin roots-these are seen in a few cases and tend to be half or quarter the thickness of healthy regular roots and are generally rejected as bad data (Fig. 19 ). (f) Random growth of roots-there are cases where the root or the hypocotyl curl around, which makes any curvature or angle measurements a challenge and so these seedlings are rejected as outliers. In some cases this causes errors in identifying the root tip and results in servoing errors. It may lead to the servoing stopping prematurely or straying resulting in a blank image, etc. (g) Seedling shifting/rotation-the seedlings, due to the force generated by the turning of the root tip and the hypocotyl simultaneously cause the seedlings to rotate (see Fig. 20 ), this may cause erroneous angle measurements. In addition, the germinating seedling may shift from the original planted location of the seed. In most cases the system can still identify the root and root tip. (h) Condensation effects-during an experiment condensation builds up on the inside of the Petri dish lid (on the face devoid of the agar growing medium). This condensation build up negatively affects the image intensity and contrast and therefore the performance of many automated thresholding techniques. This makes automated thresholding schemes to predict erroneous thresholds.
The "error conditions" listed above impact overall performance. Averaging over many data gathering sessions these data losses are approximately 5-10 %.
Data losses due to internal factors (system errors) In evaluating the robot system performance, we exclude the above cases, and assess only the drop in effective yield due to drawbacks in the system. The following situations arise from errors in the robot focus/servo techniques and hence are potential avenues for improved yield. can be affected by scratches, dust, bubbles in growing media and condensation, all effect the image contrast. (j) Vibration blur-blur is seen when the robot speeds are set very high as the jerk generated is large during starting and stopping (shown in Fig. 21 ), making it necessary to have a settling time. Currently to avoid having very large settling times the gantry robot is operated at about 30 % of the maximum speed. (k) Blank images-these images result from (1) non germination of the seed causing the servoing to stray (as it cannot find the root tip) and (2) Erroneous identification of a seedling.
The effective yield is determined as the percentage of seedlings (with useful data collected) versus the available "good" (discounting those seedlings that fall into categories (a) to (h)) seedling in the cassette. This measure, only considers the mistakes performed by the system (categories (i) to (k)). As the effective yield is an adjusted measure (discounting the non system loss in data collection) it is possible to achieve 100 % under ideal system performance. From the data collection sessions so far the effective yield has varied from 85 % to about 95 %. With further improvements to the servoing and focusing system the effective yield can potentially be increased by about 5 %.
Assessment of the root segmentation technique
The performance of the root segmentation technique was measured by the number of successful root and root tip detections, while handling all the constraints mentioned in Sect. 4 as effectively as possible. A seedling was deemed successfully detected if the root was correctly found and the servoing positioned the root tip at the image center of the image (within a 100 × 100 pixel window). Table 3 provides the information on the success rate. From the table we note that the system detects the root and is successful 87.4 % when a root exists. It is harder to determine the false positive, this is because If the system found a seedling and servo to the root tip (bringing it within the field of view) it was deemed a success with the current frame work the region with the most rootness will be detected and in the case when no root is present, the region with the highest rootness will be used. We allow this to happen as we are not enforcing a hard threshold on the minimum rootness value that we expect for a root region. The failures were of two kinds: (a) errors in segmentation or tracking or (b) missing seedlings. The segmentation errors were caused by incorrect identification of the root. Errors of type (b) are due to external factors, such as seeds that do not germinate, roots that grow out of the plane of the Petri dish, etc. These seedlings are excluded from the success calculations. Errors of type (a) are caused because the image quality is poor. Other reasons are a result of factors mentioned in Sect. 5.2.1.
We performed a comparison of the output of probability based segmentation technique with a standard implementation of Otsu [18] to determine the threshold. Some of the results are shown in Fig. 23 . From the images in Fig. 23a we see that histogram is unimodal and thus do not expect Otsu to perform very well (as the primary assumption in the Otsu algorithm is that the image is bimodal, as with many other automated thresholding techniques). But, we see that as image quality improves Otsu performs well (e.g., row three in Fig. 23 ). We notice a similar scenario for the case of the Canny [2] edge detector. In the case of Canny edge detector when used on cleaner images (better quality) it is possible to obtain usable results, but the parameters will need to tuned for each image. Figures 9c and 22 shows the output of the edge detection, using Canny, with hand tuned input parameters (sigma of the smoothing kernel and threshold). The output degrades when using fixed values for all images and as the image quality degrades.
Section 4 introduced the use of the prior term p(r ). This term was obtained empirically from 300 clean images. Because this value is used as a threshold (of sorts) we tested the sensitivity of the output to it by varying the value of p(r ) from 0.02 → 0.10 with no significant change in the segmented image, when image quality was good. But, when the image quality was very poor (i.e. completely out of focus or containing scratches, condensation etc.) the value of p(r ) had to kept within the range [0.027, 0.05]. The increase in sensitivity to the value of the prior was due the shifting of the histogram towards the lower gray values, as the poor images had lower g avg = E [g] . In addition the histograms of the poor quality images were spread out over larger ranges of gray levels especially when images were completely out of focus. The likelihood function p(g|r ), we assumed a linear model, which is represented in Eq. (3) . From the equation it can be noted that highest probabilities are assigned to the darkest gray levels and the value decreases monotonically until the mean gray level of the image. All other gray levels are assigned a zero value. Ideally, a model based on the histogram information of numerous sample images of the root can be built. Other models with exponentially decaying trends were tested, but the model in Eq. (3) is simple and works equivalently well.
Throughput comparison
In order to demonstrate the throughput advantage that the system has over other methods of data acquisition another test was performed where 1700 seedling were imaged. The time required was 28 data gathering sessions, accounting for a yield of about 82 %. The data gathering session is dependent on the biology being observed, for gravitropic experiments it typically lasts for about 8 h and will have to be the same irrespective of the technique used for data gathering. If the same task were performed with a bank of 10 static cameras with one camera observing one seedling in one Petri dish as used in [15] it would have taken about 180 gathering sessions, even if we assume 100 % yield. We assume 100 % yield as The number of sessions required for the stationary camera system would vary with the number of stationary camera units. But with the increase in number of camera units, cost (as can be seen from Table 4 ) and logistic issues arise (e.g. maintaining consistent environmental conditions over long periods of time, many months, will be a more difficult task). Additionally, the throughput of the robotic system can be further increased (potentially doubled) by planting more than one seedling close to each other such that they are within the field of view of the high magnification camera. There are complications that will arise and further work is currently required to make this scenario work well.
Setup analysis
In addition to the way the system operates and performs, we carried out an analysis of the cost to setup the system and how these costs would change with as the acquisition system scaled. The costs are representative and were only used to determine if the setup cost would be high or low in each case. Table 4 shows the cost per seedling for the entire imaging equipment along with some of the pros and cons of each type.
The single camera system referred to here is similar to those used in [15] . Table 4 gives an approximate (order of magnitude) setup comparison for the high throughput options. When scaling the size of the study the robotic system has a much lower amortized setup cost. In addition, these costs amortize much faster for the robotic system due to the high throughput in data collection.
System bottlenecks
From the analysis of the system in the earlier part of this section we can identify the most critical parameters of the system that can effect the throughput. The bottleneck can be identified by analyzing the temporal sampling ability. This is the shortest time between two observations of a seedling. This is determined by the term t gatherall given by Eq. (12) . Typically, this can range from a few hours to about 5 min depending on the nature of the phenotype. In the case of a manual data gathering process a few (typically 5-10) seedlings are imaged every hour or two. With the semi-automated scenario one camera focused on one seedling can gather image data of the region of interest at a resolution of about 2 min or less. With the robotic system at present, with the cassette loaded with 72 seedlings, the finest resolution is about 3.5 min (with the exception of t fp , first pass time). The major factors that affect the temporal resolution are: (a) Size and speed of system and (b) Number of seedlings. From Eq. (12) it can be seen that t gath increases linearly with increase in N , number of seedlings. Also, owing to the accuracy and speed of the system all values in t gath are small, which when improved will lead to a total reduction of t gatherall by 5 %. Thus, this is not a critical bottleneck.
In the case of t fp , as discussed in Sect. 5.1, t servo and t focus constitutes the largest share of the time. Using Eqs. (14) through 15 it can be seen that maximum gain in t fp can be obtained by reducing t servo and t focus . This will allow for an increase in throughput when collecting data for biological processes with earlier onset times (t onset , discussed in Sect. 5.1). t servo , time taken to servo to the root tip, is dependent on the length of the seedling and varies between 1 and 5 s, while t focus , time to focus on a given root is typically between 5 and 16 seconds. Thus reducing focusing time by 5 seconds can reduce t fp by about 25 %. Thus establishing that the critical bottleneck for t fp is currently the focusing process and further research is required to provide faster on-line focusing technique.
Discussions and future work
A system for high throughput phenotyping has been described in detail and tested with the specific model plant, Arabidopsis thaliana, for root gravitropic experiments. The performance of the system was analyzed and its capabilities, advantages and shortcomings have been presented.
Currently, the system is used to track the properties of the root (growth, curvature and tip angle) of Arabidopsis seedlings. Our future work would be to extend the capabilities of the system to monitor the whole seedling, enabling phenotypic quantification of other structures and processes, such as shoot development. This will also open up the possibility of correlating all the properties and measurements. In addition, we would like to explore ways to adapt the system to monitor other plant species (like maize, rice etc.)
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