Clearly gn = M*Hrn for all n, so that (if K = I) pn is generated by "conjugatizing" the negative of the gradient direction of E(x) at x = xn, i.e., gn ; thus the name. Proof. Clearly any other particular choice of Pn( X) will similarly yield a convergence estimate for the CG method; assuming only that spec (T) C [a, A], we can do no better than Theorem 1.2.2. Under more specialized assumptions, it is possible to deduce more accurate estimates [9] .
To solve Mx k by the method of steepest descent, one attempts to minimize E(x) = (r, Hr) proceeding from xn to an x,+1 yielding the minimum of E(x) in the direction of the negative gradient of E(x) at x =X; this is of the form (1.2.1), so we know that for each n, E(xn) is less for the x. generated by the CG method with K = I than for that by steepest descent. Since the best known [10] , and in some cases best possible [1] , estimate for the steepest descent method is 1x,l -h 11 -1E(xo) (A a) while for the CG method we have now 11 -h112 -4 E(xo) (VI{ -we see that the latter method appears to converge much more rapidly in general. Again, by some manipulation, the iteration can be put in a convenient form [16] .
Special cases
In all three cases above, the form of p(X) assures the validity of the results of ?1.2. En(xn). We now give four lemmas, the first of which is trivial, needed to prove the main theorem. Because of the optimality of the CG method for linear equatians and the high rate of convergence guaranteed thereby, we expect that near the solution x' we should have more rapid convergence than that described in Theorem 2.1.1; this is indeed the case. The condition that 11 bn_lpn1 11 < C 11 rn 11 merely requires that the angle between rn and pn be bounded away from 90?; any such method will exhibit geometric convergence near the solution. The CG method, because of its "optimality" in the linear case, apparently has the smallest provable convergence ratio. Thus, in variational and minimization problems which demand numerical solution, it appears that the CG method will be a powerful tool of solution, certainly in many cases in which the steepest descent method is used. Since pn = Jn 'r4 this is a modification of Newton's method, which, by Theorem 2.3.1, exhibits superlinear convergence.
