Abstract. In this paper, we establish one-sided maximal ergodic inequalities for a large class of positive operators on noncommutative L p -space which do not fall into the category of positive contractions considered by Junge and Xu. Our method partly relies on characterization theorems associated to Lamperti operators. With these characterization theorems in hand, we establish a dilation theorem for a large class of positive contractions on noncommutaive L p -space. Then, we prove a maximal ergodic inequality for positive complete isometries. Together with this and the dilation theorem, we show that a large class of positive contractions satisfy maximal ergodic inequality. Finally, we show that the positive contractions which were considered by Junge and Le Merdy for which dilation fail, still satisfy maximal ergodic inequality. We also discuss some other examples, showing sharp contrast to classical situation.
Introduction
In the classical ergodic theory, one of the earliest pointwise ergodic convergence theorems was obtained by G. D. Birkhoff [BI31] in 1931. In many situations, it is well-known that establishing a maximal ergodic inequality associated to the ergodic averages of the operators under consideration is enough to obtain a pointwise ergodic convergence theorem. For example, the Birkhoff's ergodic theorem can be derived from a weak type (1, 1) estimate of the maximal operator corresponding to the time averages which was obtained by Wiener [WI39] . Dunford and Schwartz [DUS56] greatly generalized the previous situation and established a strong (p, p) estimate for the maximal function corresponding to the time averages of positive L 1 − L ∞ -contractions for 1 < p < ∞. It is worth noticing that if the contractions are induced by translations, then we get back classical Hardy-Littlewood maximal inequality for Hardy-Littlewod maximal function. However, the most general maximal ergodic inequality which is known in this direction of research was obtained by Akcoglu [AK75] who established a maximal ergodic inequality for general positive contractions on L p -spaces for 1 < p < ∞. The proof was based on an ingenius dilation theorem that reduced the case to positive ismoetries on L p -spaces, first proved by A. Ionescu Tuleca [IO64] . On the other hand, Akcoglu's maximal ergodic inequality implies a maximal ergodic inequality for Lamperti contractions. However, Kan [KA78] also established a maximal ergodic inequality for power bounded Lamperti operators of which adjoints are also Lamperti for 1 < p < ∞. However, the following question remains open.
Motivated by theory quantum physics, noncommutative mathematics has advanced in a rapid speed. The connection between ergodic theory and von Neumann algebras is intimate and goes back to the early development of the theory of rings of operators. However, the study of individual ergodic theorems only took off with pioneering work of Lance [LA76] . The topic was then stupendously studied in a series of works due to Conze, Dang-Ngoc [COD78] , Kümmerer [KU78] , Yeadon [YE77] and others. Notably, Yeadon obtained a maximal ergodic inequality in the preduals of seminite von Neumann algebras. But the corresponding maximal inequalities in L p -spaces remained out of reach for many years until the pioneer work of Junge and Xu [JUX07] . In [JUX07] , the authors established the noncommutative analogue of the Dunford-Schwartz maximal ergodic theorem. This breakthrough motivated further research on noncommutative Key words and phrases. Maximal ergodic inequality, Noncommutative L p -spaces, Dilation.
1 ergodic theorems. We refer [BE08] and [HOS18] and references therein for development of ergodic theorems in noncommutative setting. It is worth noting that all these works do not go beyond the class of Dunford-Schwartz operators, that is to say, they essentially remain in the setting of Junge and Xu [JUX07] . For the very first time, in [HOLW18] , the authors established a twosided maximal ergodic inequality for powerbounded positive invertible opeators with positive invertible inverse on noncommutative L p -spaces. However, a noncommutative analogoue of Akcoglu's maximal ergodic inequality for general positive contraction remains open. Question 1: Let 1 < p < ∞. Let T : L p (M) → L p (M) be a positive contraction. Does T admit a maximal ergodic inequality?
Notice that general positive contractions do not fall into the category of Junge-Xu. In this article, we answer the above question for a large class of positive contractions. To introduce our main results we set some notations and definitions.
Let M be a von Neumann algebra with normal semifinite faithful trace τ M and
is denoted by L p (M) + . For any Hlbert space H denote S p (H) to be the Schatten-p class. We write S p (H) to be S n p if H is the usual n-dimensional sequence space ℓ n 2 . A bounded linear map
In this case, we write T ≥ 0. We say that T is completely positive if the linear map
is called a support separating or Lamperti operator if for any two finite projections e, f ∈ M with ef = 0, we have that
By standard approximation argument, it is easy to observe that the above definition of support separating operators agrees with the known definition, considered previously in [FE97] , [KA78] , [PE76] , [PE83] in the commutative setting.
is support separating. We say T is completely support separating or completely Lamperti operator if T is n-support seperating for all n ∈ N.
Let 1 ≤ p < ∞. We denote CSS(L p (M)) to be the set of all completely contractive completely support separating operators on
One of our main theorems is the following which gives a partial answer to the Question 1.
. Then T admits a maximal ergodic inequality with uniform constant. That is to say that there exists a positive constant C p depending only on p such that sup
We refer Section 2 for detailed definitions and terminologies. To prove Theorem 1.3 we proceed as the following. As in the classical case, the first natural step would be to establish a maximal ergodic inequality for positive isometries. The methods from [KA78] do not seem to work here. To overcome this difficulty we party follow the methods of [IO64] . However, it seems that our proof is much simpler in nature than in [IO64] . In [IO64] , the author used the wellknown structure theorem for isometries proved by [LA58] . In noncommutative scenario though a similar characterization is available by Yeadon [YE81] , we observe that complete isometries fit into our methods more naturally. A characterization for complete isometries was obtained in [JRS05] . We state our next theorem.
be a positive complete isometry. Then T admits a maximal ergodic inequality with uniform bound. That is to say that there exists a positive constant C p depending only on p such that
As we mentioned earlier, Akcoglu's ergodic theorem strongly relied on dilation of positive contractions. Dilation on von Neumann algebras has been studied extensively by several authors (see [KU85] , [HAM11] , [RI08] and references therein.) In a remarkable paper, Junge and Le Merdy [JUL07] showed that there is no noncommutative analogoue of Akcoglu's dilation theorem. This becomes a serious difficulty in establishing Akcoglu's ergodic theorem. However, Peller [PEL76] and Kan [KA78] obtained a dilation theorem for Lamperti contractions. Their constructions were different from that of Akcoglu's and relied on a structural description of Lamperti operators. In noncommutaive setting, we first prove a similar characterization for Lamperti operators by using techniques from [YE81] . But we observe that completely Lamperti operators are better suited for our analysis. Thereafter, we prove a characterization theorem for completely Lamperti operators. However, to establish dilation theorem for the class beyond the completely Lamperti contractions, we first prove a simultaneous dilation theorem for tuples of completely Lamperti contractions which is a stronger version of Peller-Kan dilation theorem. Then we deploy tools from [FAG18] to obtain a dilation theorem for absolute convex hull of completely Lamperti contractions. If the von Neumann agebra is L ∞ [0, 1] we get back Akcoglu's ergodic theorem. This route seems to be very different from that of Akcoglu's original one. Our approach also establishes validity of noncommutative Matsaev's conjecture for the class ACSS(L p (M)) for 1 < p = 2 < ∞. It is worth mentioning that prior to our work all the contractions for which dilation hold are basically contractions acting on von Neumann algebra itself. In our method, we also recover partially some dilation theorem of [RI08] and [AR13] . On the other hand, we show that the completely positive contractions for which dilation fails, considered by Junge-Le Merdy [JUL07] satisfy a maximal ergodic inequality. This shows that the noncommutative situation greatly vary from the classical.
Kan [KA78] discussed various example of Lamperti operators. He showed that any positive invertible operator with positive inverse is Lamperti. As a consequence he proved that any power bounded positive operator with positive inverse admits a maximal ergodic inequality, generalizing the result of A. De. la Torre [DE76] . A noncommutative analog of Torre's ergodic theorem was achieved in [HOLW18] . However, we show examples of completely positive operators with completely positive inverses which are not even Lamperti. This shows that Kan's method cannot produce noncommutative analog of Torre's ergodic theorem. In section 6 we discuss more examples. Many of our examples reflect sharp contrast between commutative and noncommutative world.
The plan of the paper is the following. in Section 2 we recall all the necessary background required. In Section 3, we prove the characterization theorems for Lamperti and completely Lamperti operators. In Section 4, we prove the dilation theorem for ACSS(L p (M))
SOT and establish the validity of noncommutative Matsaev's conjecture for this class of contractions.
In Section 5 we show that then operators in the class ACSS
SOT admit maximal ergodic inequalities. Also we prove that positive completely isometries admit maximal ergodic inequalities. In Section 6, we consider various interesting examples.
Preliminaries
Let M be a von Neumann algebra with normal, semifinite, faithful trace τ M . The center of M is denoted by Z(M). Denote M + to be the set of all positive elements in M. For any x ∈ M + , we denote the support projection of x by s(x). Denote S(M) as the linear span of set of all positive elements in M such that τ (s(x)) < ∞. For 1 ≤ p < ∞, we define the non-commutative
In particular for any Hilbert space H if we have M = B(H) and τ to be the usual trace denoted by T r, then the corresponding noncommutative L p -spaces are known to be Schatten-p classes and denoted by S p (H), 1 ≤ p < ∞. When H is ℓ n 2 or ℓ 2 we denote S p (H) by S n p and S n p respectively for 1 ≤ p < ∞. We set S ∞ (H) to be te set of all compact operators. For H = ℓ 2 , we set S ∞ (H) to be S ∞ . Let us denote L 0 (M) to be the set of all closed densely defined τ -measurable operators on H affiliated with M.
We say that T is completely positive if the linear map
We say that T is a complete contraction (resp. complete isometry) if I S n p ⊗ T is contraction (resp. isometry) for all n ≥ 1.We refer [PIQ03] for a comprehensive study of noncommutative L p -spaces.
It is well known that maximal norms on noncommutative L p -spaces require special attention. This is mainly because for sequence of operators (x n ) n∈N there is no reasonable sense to the quantity sup n |x n |. This difficulty can be overcome using Pisier's theory of noncommutative vector-valued L p -spaces [PI98] . For 1 ≤ p ≤ ∞, let L p (M, ℓ ∞ ) denote the space of all sequences (x n ) n∈N which admit the following factorization condition. There are a, b ∈ L 2p (M) and (y n ) ⊆ M such that x n = ay n b for n ≥ 1. We define
where the supremum is taken over all possible factorization. Adopting the usual convention we write x Lp(M,ℓ∞) = sup n≥1 + x n p . We remark that for any positive sequence (
we have the following equivalent description of the above norm which is more intuitive.
Following flockloric truncated description of the maximal norm is often useful.
For a positive operator T :
be a positive operator. We say T admits a maximal ergodic inequality if there is a positive constant C such that
Now We turn our attention to introduce various useful notions of dilation.
be a bounded operator. We say that T has a dilation if there exists a von Neumann algebra N with normal faithful semifinite trace τ N , contractive linear maps Q :
and an isometry U :
We say T has N -dilation if (2.1) is true for n ∈ {0, 1, . . . , N }. We say T has complete dilation (complete N -dilation) if U is a complete isometry, Q is a complete contraction and J is a complete isometry.
. We say S has simultaneous dilation if there exists a von Neumann algebra N with n.s.f. trace τ N , contractive linear maps, Q :
We say S has N -dilation if (2.4) is true for n ∈ {0, 1, . . . , N }.
We say S has complete simultaneous dilation (complete simultaneous N -dilation) if the set U consists of complete isometries, and Q, J are complete contractions.
Remark 2.5. Let 1 ≤ p ≤ ∞ and S ⊆ B(L p (M, τ M )) has complete simultaneous N -dilation for any N ∈ N. Then, for any n ≥ 1 and T 1 , . . . , T n ∈ S, the operator T 1 . . . T n has complete N -dilation for any N ∈ N.
For any unbounded operator x, with polar decomposition x = w|x|, where w is the partial isometry in the polar decomposition, we denote r(x) := w * w and ℓ(x) := ww * . The operators r(x) and ℓ(x) are called the left and right support projections of x respectively. If x is self-adjoint we have r(x) = ℓ(x). In this case the support of x is denoted by s(x). Denote S(M) := {x ∈ M : τ (s(x)) < ∞}.
Lamperti if and only if for all x, y ∈ S(M) + , xy = 0 implies
Proof. One direction is clear. Now, let us begin with a positive support separating operator
For any x, y ∈ S(M) + with xy = yx = 0, we can choose simple positive operators (x n ), (y n ) such that x n → x and y n → y in . p -norm and x n y n = y n x n = 0 for all n ∈ N. Since T is support separating, we can easily verify T x n T y n = T y n T x n = 0 for all n ∈ N Therefore, by [YE81] (Theorem 1.), T x n + T y n p p + T x n − T y n p p = 2( T x n p p + T y n p p ). Taking limit and again applying [YE81] (Theorem 1.), we obtain that T xT y = T yT x = 0.
We recall the definition of the Jordan homomorphism. A complex linear map J : M → M is called a Jordan * -homomorphism if J(x 2 ) = J(x) 2 , and J(x * ) = J(x) * , for all x ∈ M.
Lemma 2.7 ([JUL07]). Let J : M → M be a normal Jordan * -homomorphism. Let W * (J(M)) denote the von Neumann algebra generated by J(M). Then there exists two orthogonal central projections p, q in W * (J(M)) such that p+q = 1, and the maps x → J(x)P is a * -homomorphism and x → J(x)q is an * -anti-homomorphism.
Structural descriptions of Lamperti operators
In this section we prove two structural theorems for Lamperti and completely Lamperti operators respectively.
is Lamperti if and only if, there exists a partial isometry w ∈ M, an unbounded positive selfadjoint operator b affiliated with M and a normal Jordan * -homomorphism J : M → M such that
• w * w = J(1) = s(b).
• Every spectral projection of b commutes with J(x) for all X ∈ M.
•
Proof. First we prove that any bounded operator satisfying all conditions in the above theorem is actually a bounded Lamperti operator. Note that by Lemma (2.7), J : M → M can be written as J(x) = J 1 (x)+J 2 (x)., where J 1 defined as J 1 (x) = J(x)p is a * -homomorphism and J 2 defined as J 2 (x) = J(x)q is a * -anti-homomorphism and p, q are in the center of W * (J(M)) with p+q = 1. Take e, f projections with e.f = 0. Note that
Note that any Jordan * -homomorphism is support separating. Therefore, we obtain
Therefore, we have T (e)+T (f )
To check that T is bounded, asume C = 1 and note that
, where J 1 is a * -homomrphism and J 2 is * -anti-homomorphism. Therefore, using orthogonality of p and q, and the properties of
. From this, one can see that T is bounded. Now we turn our attention to prove the reverse direction. Assume that T is contractive. For any projection e ∈ M, let T e = w e b e be the polar decomposition. Now, for two finite projections e, f ∈ M, with ef = 0, we have (T e) * T f = T e(T f ) * = 0, since T is support seperating. From this, we obtain w * e w f = w e w * f = 0. Therefore, we conclude w w+f = w e + w f and b e+f = b e + b f . We define J(e) = w * e w e . Furthermore, for any self-adjoint simple operator, i.e. an operator x of the form x = n i=1 λ i e i , where λ i ∈ R, e i e j = 0, for i = j, and each e i is a finite projection in M for 1 ≤ i ≤ n, we define J(x) = n i=1 λ i w * e i w e i . Following properties of J is immediate. For any two commuting self-adjoint simple operators x, y ∈ S(M), we have
• J(λx + y) = λJ(x) + J(y), λ ∈ R. For x = x * ∈ S(M), we take a sequence of step functions f n , with f n (0) = 0, converging uniformly to the function 1(λ) = λ on the spectrum of x, we define J(x) to be limit of the sequence J(f n (x)) in . ∞ norm in M.
Let f ≤ e, projections in S(M). Note that T (f )J(f ) = T (f ) and T (e−f )J(f ) = 0. Therefore, T (f ) = T (e)J(f ). This implies T (x) = T (e)J(x), where x ∈ M is a self-adjoint simple operator with s(x) ≤ e. Now, if we take a sequence of step functions f n , with f n (0) = 0, converging uniformly to the function 1(λ) = λ, on the spectrum of x, we obtain
Therefore, we have T (e)J(x) = lim n→∞ T (e)J(f n (x)) = lim n→∞ T (f n (x)), where the limit is taken in . p norm. By the fact that x = lim n→∞ f n (x) in . p norm, we have T (x) = T (e)J(x). Now, for any two self-adjoint operators x, y ∈ S(M), and e = r(X) ∨ r(Y ), we have
Note that J(x + y) − J(x) − J(y) has the range projection contained in the support projection of J(e) of T (e). Therefore, J(x + y) = J(x) + J(y). Hence we can define J as an R-linear map, with J(x 2 ) = J(x) 2 , J(x) ∞ ≤ x ∞ . We now extend J as a continuous complex linear map (in . ∞ norm) as J(x + iy) = J(x) + iJ(y), for x, y self-adjoint. We have J(x * ) = J(x) * and J(x 2 ) = J(x) 2 for non self-adjoint x ∈ S(M). For finite projections e, f ∈ M, with f ≤ e, we have b e−f J(f ) = 0 and b f J(f ) = b f . We get that b e J(f ) = b f = J(f )b e , whence b e commutes with J(x) for each self-adjoint simple operator x with support contained in e. Therefore, if a self-adjoint operator x ∈ S(M) with support contained in e is the . ∞ -limit of simple operators x n , we have
where the limit being taken in . p norm. Since, T is a contraction, we have
, whenever x ∈ eM + e. If τ M (1) < ∞, the proof is completed by taking w = w 1 and b = b 1 , except the normality of J, which we take care as the following. Take an increasing net of positive operators (x α ) converging to x. Assume that (J(x α )) increases to a. Clearly, a ≤ J(x). For τ M (1) = ∞, we proceed as follows. Let (e α ) α be a directed net of finite projections projections in M such that e α increases to 1. Note that for x ∈ M, and two finite projections e, f with e ≤ f, we have J(f xf ) = J(f )J(exe)J(f ). Also ∪ f ∈S(M) range(f ) is dense in the range of J(1) = sup{J(f ) : f ∈ S(M)}. Therefore, we conclude that the net (J(e α xe α )) α converges in strong operator topology and J(exe) = J(e)J(x)J(e) for all x ∈ M and e finite projection. Similarly, we can define w to be a strong limit of w eα as e α increases to 1. We have w e = wJ(e) when e ∈ S(M). One can easily check that J thus defined is normal and linear. Let (x α ) be a bounded monotone net of self-adjoint elements in M and lim α x α = x. Note that J(e)J(x)J(e) = J(e) lim α J(x α )J(e), e ∈ S(M). Therefore, for any self-adjoint x ∈ M, we have J(x 2 ) = lim J(xe α x) = lim J(e α )J(xe α x)J(e α ) = lim J(e α xe α x) = J(x) 2 .
For finite projection e, we have b e = ∞ 0 λdP e (λ), the spectral resolution of b e . Clearly, J(e) = 1 − P e (0). One can define P (λ) to be strong limit of P e (λ) as e ↑ 1 and define b := ∞ 0 λdP (λ). Also each P (λ) commutes with J(x) for al x ∈ M. Consider x ∈ M + with τ (x) < ∞. Let e n ↑ s(x), e n 's are spectral projections of x with τ (e n ) < ∞. Then J(e n ) are spectral projections of J(x) and τ (b p J(x)J(e n )) ≤ τ (e n xe n ). Note that τ (e n xe n ) → τ (x) as n → ∞. The operator b p J(x) has the spectral resolution
. Therefore, by continuity, it's easy to see that
Proof. For p = 2, we refer [YE81] . We only prove for p = 2. Take e, f projections with ef = 0. Note that T e + T f 2 2 = e + f 2 2 , and T e + iT f 2 2 = e + if 2 2 , Therefore, we obtain τ M (T eT f ) = τ M (ef ) = 0. Thus, T e 1/2 f T e 1/2 = 0. In other words however, (T f 1/2 T e 1/2 ) * (T f 1/2 T e 1/2 ) = 0, Hence T f 1/2 T e 1/2 = 0 Therefore T eT f = 0.
(Ω, Σ, µ) be contractive and support separating. Then T is completely contractive and completely support separating.
Proof. Note that we have
, where J is endomorphism of J modulo µ-null sets as a Boolean σ-algebra (see [KA78] ). Now, for a simple function
Therefore, T is completely contractive. Also note that I Mn ⊗T = (I Mn ⊗signh)(I Mn ⊗|h|)(I Mn ⊗ J). Therefore, by Theorem (3.1), we have the required result.
Then the following are equivalent. 1. T is completely support seperating and completely contractive. 2. T is 2-support seperating and 2-contractive. 3. The map J in Theorem 3.1 is actually a * -homomorphism.
Proof. Note that (1) =⇒ (2) is trivial. We now prove (2) =⇒ (3). Denote
Since T 2 is support separating, there exists a partial isometry w ∈ M 2 ⊗M, an unbounded positive self-adjoint operator b affiliated with M 2 ⊗M and a normal Jordan * -homomorphism J : M 2 ⊗M → M 2 ⊗M such that w * w = J(I 2 ) = S( b), every spectral projection of b commutes with J( x) for all x ∈ M 2 ⊗M, and T 2 ( x) = w b J( x), x ∈ S(M 2 ⊗M).
Let us consider two finite projections e 1 , e 2 in M. Clearly, e = e 1 0 0 e 2 is a finite projection in M 2 ⊗M. Let T 2 ( e) = w e b e be the polar decomposition of T 2 ( e). Suppose T (e i ) = w e i b e i be the polar decomposition of T (e i ) for 1 ≤ i ≤ 2. Note that
By the uniqueness of polar decomposition, we have w e = w e 1 0 0 w e 2 and b e = w e 1 0 0 w e 2 .
Clearly, we must have J(
. From this we can easily conclude
for all x, y ∈ S(M). Note that T 2 is an M 2 -bimodule morphism. Therefore, we have
Therefore, for any x, y ∈ S(M), we have that J( 0 x y 0 ) = 0 x y 0 . Also notice that
This implies that J is a * -homomorphism. Now we prove 3. implies 1. Note that if J : M → M is a * -homomorphism, then J n = I Mn ⊗ J : M n ⊗M → M n ⊗M is again a normal * -homomorphism for all n ≥ 1. In this case
can be written as I S n p ⊗ T = w n b n J n , where w n = I n ⊗ w is a partial isometry and w * n w n = J n (1 n ). If we let b = sup b e as in the proof of Theorem 3.1,
is again a positive self-adjoint unbounded operator affiliated with the von Neumann algebra M n ⊗M of which all the spectral projections commute with J n ( x) where x ∈ M n ⊗M. It is easy to check that T r n ⊗ τ (B p n J n ( x)) ≤ T r n ⊗ τ (J n ( x)) for all x ∈ S((M n ⊗M)) + . Therefore, by Theorem 3.1, we conclude that I S n p ⊗ T is Lamperti which can be checked to be contraction. This completes the proof of the theorem.
Dilation theorems for CSS(L p (M))
In this section we prove a simultaneous dilation theorem for operators in ACSS(L p (M)). First, we prove the following simultaneous dilation theorem for completely support separating contractions.
operator affiliated with the von Neumann algebra ⊕ ∞ n=0 M and
Therefore, by [JRS05] (Proposition 3.2.) U T is a complete isometry as w U T , b U T and J U T satisfy the required properties.
Note that for any T 1 , . . . , T n ∈ CSS(L p (M)), we have T 1 . . . T n = jU T 1 . . . U Tn i, n ≥ 0. This completes the proof of the theorem. Now, we use some tools from [FAG18] to enlarge the class of dilatable operators to a much larger class.
We may assume that each T i is a complete isometry. Define X = {χ : {1, . . . , N } → {1, . . . , m}}. Denote λ := (λ 1 , . . . , λ m ) and
. We use Holder's inequality to check that Q is contractive. (4.1)
Again, J is indeed an isometry. Since, we have
. Now, we show that each U χ is a complete isomery for all χ ∈ X . To prove that we know by characterization of complete isometries [JRS05] 
Therefore, by the characterization of complete isometries [JRS05] U χ is a complete isometry. Thus, U is again a complete isometry. The identity T n = QU n J for n ∈ {0, . . . , N } is proved in [FAG18] . This completes the proof of the theorem.
Proof. Note that ACSS(L p (M)) is equal to the convex hull of {λT : T ∈ CSS(L p (M))}. The proof follows from the easy fact that {λT : T ∈ CSS(L p (M))} has simultaneous N −dilation for all N ≥ 1. The proof is completed using Theorem 4.2.
. SOT and the von Neumann algebra M has the QWEP Then, T satisfies the non-commutative Matsaev's conjecture, i.e.
for all complex polynomials P in a single variable. Moreover, we have
for any polynomial P in a single variable.
Proof. Note that each T ∈ ACSS(L p (M)) admits complete N -dilation for all N ≥ 1. Therefore, by [AR13] we clearly have
for all complex polynomials P in a single variable. For any S ∈ ACSS(L p (M))
. SOT there exists a sequence of operators T j ∈ ACSS(L p (M)) such that T j → T in strong operator topology. Therefore, for all x ∈ L p (M)), we have
We can prove a similar inequality as above for the completely bounded case. The conclusion follows from these inequalities.
Maximal ergodic inequalities for ACSS
In this section, we prove maximal ergodic inequalities for contractions in the class ACSS + (L p (M)). Proof of Theorem 1.3:
. Then, by Corollary 4.3, for all N ≥ 1 there exists completely positive contractions Q N,j , j N,j and a completely positive complete isometry U N,j such that T n j = Q N,j U n N,j J N,j for all 0 ≤ n ≤ N. Therefore, as each U N,j admits a maximal ergodic inequality with uniform bound (Theorem 1.4), it is clear T j admits a maximal ergodic inequality. Let T j → T strongly and T j ∈ ACSS + (L p (M)). Then for any x ≥ 0, and N ≥ 1
The result follows by taking j → ∞ and using Proposition 2.1. Now we complete the proof of Theorem 1.4. In the following 1 < p = 2 < ∞. We will first consider the following fact.
Proof. By Theorem 3.1 and its proof of [JRS05] , T = bJ where J : M → M is a Jordan monomorphism and b is a positive self-adjoint operator affiliated with M such that b commutes with J(M). Since T is completely isometric, by [JRS05, Prop 3.2], J(M) is also a von Neumann algebra. We consider the linear functional
Then ϕ is a normal semifinite trace on J(M), and we consider the associated noncommutative L p -space L p (J(M), ϕ). Note that J extends to a surjective isometrỹ
SinceJ is surjective, it is easy to see that the extensionJ :
is still an isometry. Now the conclusion follows from the next lemma.
Proof. Let 1 < q < ∞ with
, as desired. Now Theorem 1.4 follows from the arguments in [HOLW18] . Indeed, the above proposition yields that for all k ≥ 1 and x ∈ L p (M), we have
and hence for any m ≥ 1,
Then the proof of [HOLW18, Theorem 3.1] extends verbatim to this setting, except that we replace the inequality (3.3) therein by the above equality. Thus we obtain that
for some positive constant c, wherẽ
Note that T ⊗ id Lp(M) is unital positive and trace preserving on the von Neumann algebra ℓ ∞⊗ M. So the right hand side estimate for A n (T ⊗id Lp(M) ) is well-known according to [JUX07] . Therefore we obtain the desired result.
Examples
In this section, we consider various examples and counterexamples. We produce some examples of Lamperti operators. However, we show that many of the classical examples are not available in the noncommutative setting. Notably, we show that the Junge-Le Merdy's examples [JUL07] satisfy maximal ergodic inequalities.
Remark 6.1. There is no non-commutative analogue of Kan's example as mentioned in Proposition 3.1 [KA78] . Let T : S 2 p → S 2 p defined by T (X) = RXR * , where R is an invertible matrix. Clearly, T is completely positive map with T −1 also being completely positive by [CH75] . Note that with α, β ∈ R, 1 + αβ = 0 and α = β, it is easy to see that (T (E)) * (T (F )) = 0.
Remark 6.2. There is non non-commutative analogue of Kan's example as mentioned in proposition 3.2 [KA78] . Consider, the operator T : M 2 → M 2 as T X = 1 1 0 −1 X 1 0 1 −1 .
Clearly, T is an invertible completely positive map. Note that T n (M 2 ,op)→(M 2 ,op) ≤ R n 2 op for all n ∈ Z. , it is easy to observe that sup n∈Z T n (M 2 ,op)→(M 2 ,op) < ∞. But T is not support separating by Remark 6.1. However, in this case, T admits a maximal ergodic inequality by [HOLW18] .
Remark 6.3. An operator T : M n → M n is said to be quantum channel if T is a completely positive trace preserving operator. A unital quantum channel is called a doubly-stochastic completely positive map. The inclusion of Aut(M n ) compared to the above mentioned set is strict due to [MW09] and [LAS93] . Example 6.5. Any completely positive unital rank one Schur multiplier is completely support separating.
Proof. Let C = (z izj ) n i,j=1 be a rank one unital Schur multiplier with |z i | = 1, 1 ≤ i ≤ n. Take E, F ∈ M n such that E, F ≥ 0 and EF = 0. Note that (i, j)-th element of (C • E)(C • F ) is given by n k=1 z izk E ik z kzj F kj = (EF ) ij z izj = 0. Completely support separating can be checked easily from here. Theorem 6.6. Let 1 < p = 2 < ∞. Then, there exists k ∈ N and a completely positive contraction T : S k p → S k p such that T satisfies maximal ergodic inequality but T does not admit a dilation.
Proof. Let (E ij ) k i,j=1 be the standard basis of S k p . Define the following operators on S k p as Note that (T (x)) ij = 0, i = j. Note that, we have (T 2 x) ij = 0, i = j, (T 2 x) 11 = 1 4 (T x) 11 (1 + k Clearly, T 2 x = S(T x). To show T admits a maximal ergodic inequality, it is sufficient to prove that S admits a maximal ergodic inequality. Moreover by positivity it suffices to estimate the averages n −1 n k=2 S k = n −1 ( n−1 l=1 S l ) • S. The latter estimate is obvious by [AK75] since the range of S is contained in a commutative L p -space.
