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1. Introduction
All one-dimensional continua arise as inverse limits of graphs. Moreover, graph inverse limits occur naturally in the
study of hyperbolic attractors [13], and tiling spaces [1,3]. They are also useful in estimating topological entropy for maps
on graphs [2].
Endpoints of an inverse limit space are a topological invariant and help us better understand the structure of the space.
Endpoints for inverse limits of maps on the interval have been studied extensively [4,8]. There is a connection between the
ω-limit set of a critical point, ω(c), and the existence of endpoints in the inverse limit space of a map. Speciﬁcally, Barge
and Martin show that for a continuous map on the unit interval, if either 0 or 1 is recurrent, then the inverse limit space
has at least one endpoint [4, Theorem 2.9]. This one endpoint, xˆ, has the property that all of its projections are in ω(c), i.e.
xˆ ∈ lim←− ω(c).
A natural question to consider is when is it the case that all points in lim←− ω(c) are endpoints? We give an answer for
a family of maps that are a subset of the continuous maps, f , with f |ω(c) topologically conjugate to an adding machine.
We also provide a general result, Proposition 1, on a necessary condition for equality of the above mentioned sets to hold.
In the last section we generalize the results to adding machines embedded in maps on graphs.
2. Preliminary theorems and deﬁnitions
We give preliminary deﬁnitions for graphs and local endpoints, and two characterization theorems for maps that are
topologically conjugate to an adding machine.
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2900 L.B. Jones / Topology and its Applications 156 (2009) 2899–2905Deﬁnition 1. A graph, G , is a connected union of ﬁnitely many arcs, {A1, A2, . . . , Ak}, that intersect only at their endpoints.
These endpoints, V , are called the vertices of G . If v ∈ V , the degree of v is the number of arcs, A j , that contain v as an
endpoint. If the degree of v is greater than or equal to three, we call v a branch point.
Nb: The degree of an endpoint is one.
Deﬁnition 2. A chain is a ﬁnite collection C = {C1,C2, . . . ,Cn} of open sets called links such that Ci ∩ C j = ∅ if and only if
|i − j| 1. The mesh of a chain C is max{diameter(C): C is a link of C}. An -chain is a chain whose mesh is not greater
than  . A continuum is chainable if and only if it can be covered by an -chain for each positive  .
Deﬁnition 3. Let X be a chainable compact metric space, and x ∈ X . We say that x is an endpoint of X provided that for
every A, B which are subcontinua of X with x ∈ A ∩ B , either A ⊆ B or B ⊆ A.
Deﬁnition 4. A map f : I → I is unimodal if there exists c ∈ [0,1] such that f is strictly increasing on [0, c] and strictly
decreasing on [c,1].
Inverse limit spaces of unimodal maps are known to be chainable. We are, however, also interested in inverse limit
spaces of graphs which may contain a triod. We therefore provide the following deﬁnition of a local endpoint.
Deﬁnition 5. Let X be a compact metric space, and x ∈ X . We say that x is a local endpoint provided there exists  > 0 such
that if A, B ⊆ B(x) are subcontinua and x ∈ A ∩ B then either A ⊆ B or B ⊆ A.
Deﬁnition 6. We deﬁne the inverse limit space, X , of a map f : I → I as X = {(x0, x1, x2, . . .) | xi ∈ I and xi = f (xi+1)}.
Let A ⊆ lim←−{I, f } be a subcontinuum. We adopt the notation πn(A) = An for the nth projection of A.
We use the notation A◦ for the interior of A.
Theorem 1. ([5, Theorem 2.3]) Let α = (p1, p2, . . .) be a sequence of integers with pi  2 for each i. Let ji = p1 · p2 · · · · · pi for each i.
Let f : X → X be a continuous map of a compact metric space X. Then f is topologically conjugate to the adding machine map fα if
and only if the following conditions hold.
(1) For each positive integer i, there exists a cover Pi of X consisting of ji pairwise disjoint, non-empty, clopen sets which are cyclically
permuted by f .
(2) For each positive i, Pi+1 reﬁnes Pi .
(3) If mesh(Pi ) denotes the maximum diameter of an element of the cover Pi , then mesh(Pi )→ 0 as i → ∞.
Nb: It is known that f , as described in Theorem 1, is a homeomorphism on X .
Deﬁnition 7. Let f : E → E be a continuous map of a compact metric space. Let x ∈ E . We say x is uniformly recurrent
provided that, for every open set U containing x, there exists an M ∈ N such that f j(x) ∈ U , j  0, implies f j+k(x) ∈ U
for some 0 < k  M . The point x ∈ E is said to be regularly recurrent if for every neighborhood V of x, there is a positive
integer n such that for every non-negative integer k, f kn(x) ∈ V .
Theorem 2. ([5, Corollary 2.5]) Let f : X → X be a continuous map of a compact Hausdorff space to itself. There is a sequence α of
prime numbers such that f is topologically conjugate to the adding machine map fα if and only if X is an inﬁnite minimal set for f
and each point of X is regularly recurrent.
3. Unimodal maps
We begin our discussion with unimodal maps. We will use I to represent the unit interval.
Deﬁnition 8. Let a ∈ [1,2]. The map Ta : I → I such that Ta(x) = ax for x ∈ [0, 12 ] and Ta(x) = a(1 − x) for x ∈ [ 12 ,1] is the
symmetric tent map with slope a.
Deﬁnition 9. Let A ⊆ [0,1]. The convex hull of A, conv(A), is given by conv(A) = [inf(A), sup(A)].
Deﬁnition 10. A strange adding machine is a map f : I → I , which is a tent map with critical point c such that for some
sequence α of prime numbers, f |ω(c) is topologically conjugate to the adding machine fα .
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It is known that for a unimodal map f : I → I , the set of endpoints in lim←−{I, f } is a subset of lim←−{ω(c), f |ω(c)}. This
result follows from [4, Theorem 1.4]; see also [8, Corollary 2] and [12, Lemma 6.6].
Proposition 1. Let f : I → I be a unimodal map, with recurrent critical point c, such that c is not periodic, f has no wandering
intervals or periodic attractors, and lim←−{ω(c), f |ω(c)} is equal to the set of endpoints of lim←−{I, f }. Then c is uniformly recurrent.
Proof. Assume that the hypothesis holds and that c is not uniformly recurrent. Then there exists an open set U containing c,
and sets, { f t j (c)} j∈N and { f t j+n j (c)} j∈N , such that for each j, f t j (c) ∈ U and f t j+n j (c) ∈ U , but f t j+s(c) /∈ U for 1 s < n j ,
and n j → ∞ as j → ∞.
Then the sequence { f t j+n j−1(c)} j∈N has a convergent subsequence, f t j,x0+n j,x0−1(c) → x0 ∈ ω(c). Further, the sequence
{ f t j,x0+n j,x0−2(c)} has a subsequence { f t j,x1+n j,x1−2(c)} which will converge to some point x1 ∈ ω(c) such that f (x1) = x0.
Continuing this process, we deﬁne a point in lim←−{ω(c), f |ω(c)}, xˆ = (x0, x1, x2, . . .).
By assumption, xˆ is an endpoint. Proposition 2 of [8] states that if xˆ is an endpoint, then there exists a sequence of
coordinates of xˆ, {xk j } j∈N such that xk j → 1. Under the conditions of the hypothesis, we are guaranteed a subsequence
of {xk j+1} j∈N , {xk ji+1}i∈N , such that xk ji +1 → c. In particular, there exists an integer, N , such that the coordinate of xˆ, xN , is
contained in U . Then all but ﬁnitely many elements of the sequence { f t j,xN +n j,xN +(−N−1)(c)} must also lie in U . However,
for n j,xN > N + 1, this is a contradiction. 
The following result is similar to that of Bruin [8, Proposition 2], and follows from Barge and Martin [4, Theorem 2.9].
Proposition 2. Let f : I → I be a unimodal map with critical point c. Let X = lim←−{ω(c), f |ω(c)}. If xˆ = (x0, x1, . . .) ∈ X such that for
inﬁnitely many j ∈ N we have that for all  > 0, there exists k ∈ N such that f k([x j+k,1]) ⊂ B(x j), then xˆ is an endpoint of lim←−{I, f }.
Proof. Let xˆ be a point in X satisfying the hypotheses above and assume that xˆ is not an endpoint of lim←−{I, f }. Then there
exist A and B , subcontinua of lim←−{I, f } such that xˆ ∈ A ∩ B and A − B = ∅, B − A = ∅. Further, there exists an M such that
for all j  M , A j − B j = ∅ and B j − A j = ∅. Let j > M ,  > 0 such that B(x j) ⊂ (A j ∪ B j)◦ , and a j ∈ A j − B j and b j ∈
B j − A j . Then there exists a k ∈ N such that f k(x j+k) = x j and f k([x j+k,1]) ⊂ B(x j). Since f k(A j+k) = A j , f k(B j+k) = B j ,
a j has a preimage in A j+k − B j+k and b j has a preimage in B j+k − A j+k , which we will call a j+k , b j+k respectively. Also,
x j+k ∈ A j+k ∩ B j+k , and each of A j+k , B j+k , and A j+k ∪ B j+k is an arc. Since a j+k and b j+k are not in [x j+k,1], it must be
that b j+k < a j+k < x j+k < 1 or a j+k < b j+k < x j+k < 1. In the ﬁrst case, a j+k ∈ [b j+k, x j+k] ⊆ B j+k , which is a contradiction.
In the second case, b j+k ∈ [a j+k, x j+k] ⊆ A j+k , which is also a contradiction. 
Proposition 3. Let α = (p1, p2, . . .) be a sequence of integers with pi  2 for each i. Let ji = p1 · p2 · · · · · pi for each i. Let f : I → I ,
be a unimodal map with critical point c, such that f |ω(c) is topologically conjugate to the adding machine fα . If there exist covers,
{Pi}i∈N , of ω(c) such that for all i ∈ N, we have:
(1) Pi is a cover of ω(c) consisting of ji pairwise disjoint, non-empty, clopen sets which are cyclically permuted by f ,
(2) Pi+1 reﬁnes Pi ,
(3) mesh(Pi )→ 0 as i → ∞,
(4) there exists an N such that for all m N, Pm only has one element which contains c in its convex hull,
then lim←−{ω(c), f |ω(c)} is equal to the set of endpoints of lim←−{I, f }.
Proof. Let xˆ = (x0, x1, . . .) be a point in lim←−{ω(c), f |ω(c)}, and let  > 0. Consider x j , a coordinate of xˆ, such that x j = 1,
x j = c. We wish to ﬁnd k such that f k([x j+k,1]) ⊂ B(x j). Without loss of generality, we may assume N = 1 in the hy-
pothesis, and thus for each cover in {Pi}i∈N , only one element contains c in its convex hull. Then by (3), there exists an
integer m, such that the element of the cover Pm which contains x j , Pmj , is contained in B(x j). Let Pm1 and Pmc be the
elements of Pm which contain 1 and c respectively. We may assume that m is large enough so that Pm1 , Pmj , and Pmc are
distinct. Note that f (Pmc ) = Pm1 . There exists a minimal k ∈ N such that f k(Pm1 ) = Pmj , by (1). Then Pm1 contains a preimage
of x j under f k , and since f |ω(c) is a homeomorphism, this element is x j+k , a coordinate of xˆ. Let s be minimal such that
f s(Pmc ) = Pmc . Such an s exists by (1), and 1 k < (s − 1). By (4) since only the element Pmc contains c in its convex hull,
f t(conv(Pmc )) = conv( f t(Pmc )) for 1 t < s. Further, for each t ∈ {1, . . . , s − 1} all of the points of conv( f t(Pmc )) lie on the
same side of c. This means that f k is monotone on [x j+k,1], giving us f k([x j+k,1]) ⊂ B(x j), which satisﬁes the conditions
of Proposition 2. 
We now describe a family of maps for which the conditions of the hypothesis of Proposition 3 are met.
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minimal, such that f n( J ) ⊂ J [7, p. 39].
Deﬁnition 12. The unimodal map f : I → I is renormalizable if there exists a restrictive interval J ⊂ I of period n such that
J contains the critical point and f n : J → J is a unimodal map. f folds J onto f ( J ) and maps f i( J ) homeomorphically
onto f i+1( J ) for i = 1, . . . ,n − 1 [10, p. 139].
If the renormalization process can be repeated inﬁnitely often, we have an inﬁnitely renormalizable map. This map pos-
sesses a nested sequence of intervals c ∈ · · · ⊂ J2 ⊂ J1 ⊂ I such that for every n ∈ N, Jn is a restrictive interval as described
in Deﬁnition 12, which has period qn . Let Kn = ⋃qn−1k=0 f k( Jn). Under suﬃcient smoothness conditions C =
⋂∞
n=1 Kn is a
minimal Cantor set on which f is topologically conjugate to a (pi)-adic adding machine, with the sequence pi deﬁned by
qk =∏ki=1(pi) ([9] and [10, p. 236]).
Given an inﬁnitely renormalizable unimodal map, f : I → I , we can construct covers Cn = ω(c)∩Kn that satisfy the condi-
tions of Proposition 3. We therefore may conclude that the set of endpoints in lim←−{I, f } is equal to the set lim←−{ω(c), f |ω(c)}.
For strange adding machines, each cover of ω(c) will contain more than one element with c in its convex hull [11]. The
conditions of Proposition 3 are therefore not met by these maps.
4. Local endpoints
We are interested in the more general setting of an adding machine embedded in a map on a graph.
Deﬁnition 13. Let G be a graph, and f : G → G a continuous function. We say that f is monotone if f −1(x) is connected for
all x ∈ G .
Deﬁnition 14. Let G be a graph, and f : G → G a continuous function. We say that f is piecewise monotone if there exist
ﬁnitely many compact connected subsets of G , {A1, A2, . . . , Ak}, such that f |Ai is monotone for i ∈ {1, . . . ,k}.
Deﬁnition 15. Let G be a graph, and f : G → G a continuous function. A critical point, c, is a point such that for every  > 0,
f |B (c) is not monotone, or f (c) is an endpoint.
Deﬁnition 16. A tree is a graph with no simple closed curves.
Deﬁnition 17. Let G be a graph and A ⊆ G . Let  > 0 such that diam(A) <  . Then the -convex hull of A is conv(A) =⋂{K ⊇ A: K ⊆ G is compact and connected, diam(K ) < }.
Lemma 1. Let G be a graph. There exists an  > 0, such that for A ⊆ G with diam(A) <  , conv(A) is a tree.
Proof. Let the simple closed curves of G be {l1, . . . , lt}. Let the arclength of li be mi , for i ∈ {1, . . . , t}. Let m =
min{m1, . . . ,mt}. Since G has a ﬁnite number of branch points, there exists a minimum distance between any two branch
points, which we will call d. Let  =min{d, 12m}, and let A ⊆ G be such that diam(A) <  . We have the following cases:
(1) There exists an arc, J , which contains A such that the length of J is less than  . Then conv(A) =⋂{K ⊇ A: K ⊆ J ,
K is compact and connected}, which is a tree.
(2) A is contained in a ﬁnite number of arcs, { J1, . . . , Jk}, each of length less than  , which are connected at a single
branch point. Let J =⋃ J i for i ∈ {1, . . . ,k}. Then conv(A) =⋂{K ⊇ A: K ⊆ J , K is compact and connected}, which
is a tree. 
In what follows we write conv(A) for conv(A) where  is small enough to guarantee that conv(A) is a tree.
Let G be a graph with at least one endpoint, e. Let f : G → G be a continuous function with ﬁnitely many critical points,
{c1, c2, . . . , cm}. Suppose that for one of the critical points, ck = c, f (c) = e. Also assume that c is recurrent and that there
exists a sequence α of prime numbers, such that f |ω(c) is topologically conjugate to the adding machine fα . Let {Pi}i∈N be
the covers of ω(c) described in Theorem 1. There exists an M such that for i > M , the convex hull of each element of Pi ,
P it ⊆ G , is connected and contains no simple closed curves. We assume without loss of generality that M = 1. Let P imi,c be
the element of Pi which contains c.
Note that for i chosen as above, conv( f t(P imi,c )) is contained in f
t(conv(P imi,c )) for t ∈ {1, . . . , |Pi |}, although they will
not necessarily be equal.
Deﬁnition 18. We say that f has the convex hull property if
mesh
{
f
(
conv
(
P imi,c
))
, . . . , f |Pi |
(
conv
(
P imi,c
))}→ 0 as i → ∞.
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Let xˆ ∈ lim←−{ω(c), f |ω(c)}. Then for z ∈ ω(c), there exists a subsequence {xn j,z } j∈N of coordinates of xˆ such that xn j,z → z.
Proof. Let z ∈ ω(c) such that there does not exist a subsequence {xn j } j∈N of coordinates of xˆ with xn j → z. Then there
exists an open set U that contains z such that x j /∈ U for all j ∈ N. Since z ∈ ω(c), there exists a subsequence of the orbit
of c, { f m j (c)} j∈N , which converges to z. Further, there exists an M such that for all k M , f mk (c) ∈ U . Since c is uniformly
recurrent, ω(c) is minimal. Thus for every i, ω( f i(c)) = ω(c), and ω( f i(c)) is minimal. It follows that since f i(c) ∈ ω( f i(c)),
f i(c) is uniformly recurrent [7, p. 43]. The uniform recurrence of the elements of the set { f m j (c)} j∈N tells us that for k M
there exists a Jk such that f mk+ti,k (c) ∈ U for t1,k  Jk , tl+1,k − tl,k  Jk .
Choose a ∈ N such that f a(c) ∈ { f m j (c)} jM , and for simplicity, let Ja = J .
Let s ∈ N, where xs is a coordinate of xˆ. Since xs+ J+1 ∈ ω(c) = ω( f a(c)), there exists a sequence {bi} such that
f a+bi (c) → xs+ J+1 as i → ∞. Since f t(xs+ J+1) is not in U for t ∈ {0, . . . , J + 1}, there is a ﬁnite collection of open sets
{U0,U1, . . . ,U J+1}, with f t(xs+ J+1) ∈ Ut , such that ⋃t Ut will not meet U . Note that xs+ J+1 ∈ U0. By the continuity
of f , there exists W1, open, such that xs+ J+1 ∈ W1 ⊆ U0 and f (W1) ⊆ U1. Likewise, there exists Wr , open, such that
xs+ J+1 ∈ Wr ⊆ U0 and f r(Wr) ⊆ Ur for r ∈ {2, . . . , J + 1}. Then xs+ J+1 ∈⋂r Wr , r ∈ {1, . . . , J + 1}, and this intersection is
an open set which we call W . There exists an N such that for i  N , f a+bi (c) ∈ W . In particular, there exists v  N such
that f a+bv (c) ∈ W ⊆ U0, f a+bv+t(c) ∈ Ut for t ∈ {1, . . . , J + 1}. This implies f a+bv+t(c) /∈ U for t ∈ {0, . . . , J + 1}, which is
a contradiction. 
Proposition 5. Let G be a graph and f : G → G a continuous function. Let X = lim←−{G, f }. Let V = {v1, v2, . . . , vt} be the vertices
of G of degree greater than two. Let e be an endpoint of G such that e /∈ orb(vi) for all i ∈ {1, . . . , t}. Then there exists a δ > 0 such
that if π−1j (Bδ(e)) = U ⊂ X for some j ∈ N, then for any subcontinuum A ⊂ U , πn(A) is a subcontinuum of an arc for all n j.
Proof. Since e /∈ orb(vi), there exists a δi for each i ∈ {1, . . . , t} such that Bδi (e)∩orb(vi) is empty. Let δ =min{δi}ti=1. Choose
j ∈ N. Let A be a subcontinuum of π−1j (Bδ(e)). We wish to show that πn(A) contains no vertices with degree greater than
two for all n j. Suppose there exists vm ∈ {v1, v2, . . . , vt}, and r > j, such that vm ∈ πr(A). Then f r− j(vm) ∈ Bδ(e) which
contradicts our choice of δ. 
It is a result of Barge and Martin [4, Theorem 2.9] that for h : I → I , a continuous function, if either 0 or 1 is recurrent
under h, then the inverse limit space of h has at least one endpoint. The following is a generalization of that result for a
continuous map on a graph satisfying the hypothesis of Proposition 5.
Proposition 6. Let G be a graph and f : G → G a continuous function. Let {v1, v2, . . . , vt} be the vertices of G of degree greater
than two. If G has an endpoint, e, such that e is recurrent and e /∈ orb(vi) for all i ∈ {1, . . . , t}, then lim←−{G, f } has at least one local
endpoint.
Proof. Let e be an endpoint of G such that e is recurrent under f . There exists a δi for each i ∈ {1, . . . , t} such that
Bδi (e) ∩ orb(vi) is empty by assumption. Let δ =min{δi}ti=1.
Let n1 = 1 and 1 = δ. For all i > 1 we assume that [e, e + i] ⊆ [e, e + δ) where the i are chosen below. Choose n2 so
that f n2 (e) ∈ B1 (e) and f n1+n2 (e) ∈ B δ2 ( f
n1 (e)). The ﬁrst choice is possible by the recurrence of e and the second by the
continuity of f n1 . Let 2 > 0 be chosen so that f n2 ([e, e+2]) ⊂ [e, e+1) and f n1+n2 ([e, e+2]) ⊂ B δ
2
( f n1 (e)). By [e, e+i],
i ∈ N, we mean the arc in G with endpoints e and some point z such that the arclength distance from e to z is i . We are
guaranteed that this interval does not contain a branch point of G by our choice of δ.
We now assume that positive integers n1,n2, . . . ,nk and positive numbers 1, 2, . . . , k have been deﬁned. Let nk+1 be
such that:
f nk+1(e) ∈ [e, e + k),
f nk+nk+1(e) ∈ [e, e + k−1) ∩ B δ
2k+1
(
f nk (e)
)
,
f nk−1+nk+nk+1(e) ∈ [e, e + k−2) ∩ B δ
2k+1
(
f nk−1+nk (e)
)
,
...
f n2+···+nk+nk+1(e) ∈ [e, e + 1) ∩ B δ
2k+1
(
f n2+···+nk (e)
)
,
f n1+···+nk+1(e) ∈ B δ ( f n1+···+nk (e)).
2k+1
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f nk+1
([e, e + k+1]
)⊂ [e, e + k),
f nk+nk+1
([e, e + k+1]
)⊂ [e, e + k−1) ∩ B δ
2k+1
(
f nk (e)
)
,
f nk−1+nk+nk+1
([e, e + k+1]
)⊂ [e, e + k−2) ∩ B δ
2k+1
(
f nk−1+nk (e)
)
,
...
f n2+···+nk+nk+1
([e, e + k+1]
)⊂ [e, e + 1) ∩ B δ
2k+1
(
f n2+···+nk (e)
)
,
f n1+···+nk+1
([e, e + k+1]
)⊂ B δ
2k+1
(
f n1+···+nk (e)
)
.
The sequence { f nk+1 (e), f nk+1+nk+2 (e), . . . , f nk+1+nk+2+···+nk+i (e), . . .}, where
f nk+1+nk+2(e) ∈ [e, e + k) ∩ B δ
2k+2
(
f nk+1(e)
)
,
...
f nk+1+nk+2+···+nk+i (e) ∈ [e, e + k) ∩ B δ
2k+i
(
f nk+1+···+nk+i−1(e)
)
,
...
is a Cauchy sequence and we designate xNk to be its limit, where Nk = n1 + n2 + · · · + nk . Note that as each element is in[e, e + k), xNk ∈ [e, e + k].
Further, the sequence { f nk+ j+1 (e), f nk+ j+1+nk+ j+2 (e), . . . , f nk+ j+1+nk+ j+2+···+nk+ j+i (e), . . .} converges to some point which we
will call xNk+ j . Continuity gives us f
nk+ j+···+nk+1 (xNk+ j ) = xNk .
By construction, f nk+1+···+nk+ j ([e, e + k+ j]) ⊂ [e, e + k) ∩ B δ
2k+ j
( f nk+1+···+nk+ j−1 (e)) and the distance from xNk to
f nk+1+···+nk+ j−1 (e) is less than δ
2k+ j . Therefore, f
nk+1+···+nk+ j ([e, e + k+ j]) ⊂ B δ
2k+ j−1
(xNk ) for k, j ∈ N.
Let xˆ ∈ lim←−{G, f } be the point deﬁned by πNk (xˆ) = xNk . We claim that xˆ is a local endpoint. For the purpose of contra-
diction, assume that xˆ is not a local endpoint. Let  > 0 such that B(xˆ) ⊆ π−1N1 (Bδ(e)). Let xˆ ∈ A ∩ B where A and B are
subcontinua of lim←−{G, f } and A∪B ⊆ B(xˆ), A−B = ∅, B− A = ∅. Then there exists an M such that for all j  M , A j−B j = ∅
and B j − A j = ∅. Choose Nl > M . Then πNl (A∪ B) is a subcontinuum of an arc by Proposition 5, and πNl (xˆ) = xNl ∈ ANl ∩ BNL .
Let aNl ∈ ANl − BNl and bNl ∈ BNl − ANl . Let γ > 0 be such that Bγ (xNl ) ⊆ πNl (A ∪ B) and aNl /∈ Bγ (xNl ), bNl /∈ Bγ (xNl ). Then
there exists m > l such that the following hold:
(1) δ
2m−1 < γ ,
(2) f nm+nm−1+···+nl+1 (xNm ) = xNl ,
(3) xNm ∈ [e, e + m], and
(4) f nm+nm−1+···+nl+1 ([e, e + m]) ⊂ B δ
2m−1
(xNl ).
xNm ∈ ANm ∩ BNm and πNm (A ∪ B) is a subcontinuum of an arc. The point aNl has a preimage in ANl − BNl , while bNl has
a preimage in BNl − ANl , which we will call aNm ,bNm respectively. By (4) above, aNm /∈ [e, e + m], bNm /∈ [e, e + m], while
by (3), xNm ∈ [e, e + m]. Then either e < xNm < aNm < bNm or e < xNm < bNm < aNm , where by y < z on [e, e + ] we mean
d(e, y) < d(e, z) with d representing arclength distance, which is a contradiction. 
Theorem 3. Let G be a graph with at least one endpoint, e. Let f : G → G be a continuous function such that f has ﬁnitely many
critical points, {c1, c2, . . . , cm}. Suppose that for one of the critical points, ck = c, f (c) = e. Let the vertices of G of degree greater than
two be {v1, v2, . . . , vt}. Further assume that the following hold:
(1) e /∈ orb(vi) for all i ∈ {1, . . . , t},
(2) c is recurrent,
(3) there exists a sequence α of prime numbers, such that f |ω(c) is topologically conjugate to the adding machine fα , and
(4) the convex hull property holds for the covers {Pi}i∈N of ω(c).
Let xˆ ∈ lim←−{ω(c), f |ω(c)}. Then xˆ is a local endpoint.
Proof. Let δ be chosen as in Proposition 5. Then by Theorem 2 and Proposition 4, there exists a subsequence {xn j } j∈N of
the coordinates of xˆ that limit to e. So there exists an M such that for k  M , xn ∈ Bδ(e). By Proposition 5, if T is ak
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such that B(xˆ) ⊆ π−1nM (Bδ(e)).
Since ω(c) is an inﬁnite minimal set containing e, we know that e is not periodic. Therefore, there exists an L such that
xi = f k(e) for any k with i  L. Let {Pi}i∈N be the covers of ω(c) described in Theorem 1, and let the individual elements
of each cover be denoted P it .
Suppose xˆ is not a local endpoint. Let A and B be two subcontinua in the inverse limit space which contain xˆ, such that
A∪B ⊆ B(xˆ), and A  B , B  A. Then there exists an N such that for all n N , An  Bn and Bn  An . Let j max{L,N,nM},
with x j a coordinate of xˆ. For every i, let mi, j ∈ N such that x j ∈ P imi, j and let mi,e ∈ N such that e ∈ P imi,e . For every i, there
exists a ki such that f ki (P imi,e ) = P imi, j since the elements of Pi are cyclically permuted. x j ∈
⋂
i∈N f ki (conv(P imi,e )) with the
diameter of the elements in { f ki (conv(P imi,e ))}i∈N going to zero. So there exists a u such that f ku (conv(Pumu,e )) is contained
in the interior of A j ∪ B j and f ku (Pumu,e ) = Pumu, j . We may choose u large enough so that e is not an element of Pumu, j .
Since f ku (Pumu,e ) = Pumu, j , Pumu,e will contain e and x j+ku , the preimage of x j under f −ku |ω(c) . Recall that since f |ω(c) is
topologically conjugate to an adding machine, f is a homeomorphism when acting on ω(c).
By our choice of j, A j − B j = ∅, B j − A j = ∅. As xˆ ∈ A ∩ B and A, B are continua, π j(A ∪ B) is compact and A j ∪ B j
is an arc. Let a j ∈ (A j − B j) − f ku (conv(Pumu,e )), b j ∈ (B j − A j) − f ku (conv(Pumu,e )). Such an a j and b j exist by our choice
of j and the fact that f ku (conv(Pumu,e )) ⊆ (A j ∪ B j)◦ . Let a j+ku ∈ A j+ku , such that f ku (a j+ku ) = a j , and let b j+ku ∈ B j+ku ,
such that f ku (b j+ku ) = b j . Then a j+ku ∈ A j+ku − B j+ku , b j+ku ∈ B j+ku − A j+ku , and a j+ku ,b j+ku /∈ conv(Pumu,e ). Also, x j+ku ∈
A j+ku ∩ B j+ku , and each of A j+ku , B j+ku , and A j+ku ∪ B j+ku is an arc. So either a j+ku < b j+ku < x j+ku < e or b j+ku <
a j+ku < x j+ku < e. In the ﬁrst case, b j+ku ∈ [a j+ku , x j+ku ] ⊆ A j+ku , which is a contradiction. In the second case, a j+ku ∈[b j+ku , x j+ku ] ⊆ B j+ku , which is also a contradiction. 
An example of a function, f , and graph, G , which satisfy the hypotheses of Theorem 3 is:
(1) G contains an edge, A, with endpoint e,
(2) f |A is an inﬁnitely renormalizable logistic map with recurrent critical point c,
(3) f (c) = e, and
(4) the vertices of G of degree greater than two are ﬁxed under f .
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