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ABSTRACT 
No technology can currently replace fossil fuel powered internal combustion engines as the 
primary source of transportation power. For better or worse, the next generation of 
automobiles will continue to be powered by combustion. As such, it is in our best interest to 
learn how to burn fuel in the smartest manner.  There are many advanced combustion 
strategies that promise efficiency improvements over conventional strategies, most of which 
have failed to make it onto the road due to technical deficiencies. Many of these strategies, 
such as spray-guided stratified-charge combustion, rely upon the precise partial mixing of fuel 
with oxidizer inside the combustion chamber. Advanced computational tools are being 
developed to aid such challenging designs. However, a lack of understanding of in-cylinder 
flame physics and computational power limitations continues to hinder the predictive abilities 
of engine models.  
 
In this work, engine flame topological development is studied.  Flame wrinkled-ness is both one 
of the most important and poorly understood engine combustion phenomena. Generally, a 
flame may wrinkle for two reasons: (i) its own naturally instabilities and/or (ii) through 
interaction with turbulent flow. The relative contribution of these two causes towards flame 
wrinkled-ness in the engine environment was unclear so targeted experiments were performed 
to provide some clarity. The development of flame wrinkled-ness within an optically accessible 
engine was measured with a combination of planar laser induced fluorescence and stereo 
particle image velocimetry under homogeneous-charge and stratified-charge conditions. From 
this, equivalence ratio, charge velocities, and flame wrinkled-ness were quantified and 
analyzed. For the iso-octane/toluene mixtures studied the flame wrinkling was insensitive to 
 xxviii 
 
thermo-diffusive flame front instabilities. The relative contribution of wrinkles of various spatial 
scales towards overall flame wrinkled-ness was also measured. Homogeneous-charge flames 
generally had lower wrinkling factors than stratified-charge flames. Overall, flame wrinkled-
ness increased with flame size under both modes of engine operation. Large flames 
demonstrated an ability to maintain more large scale wrinkles than small flames, which 
contributed to their overall higher levels of wrinkled-ness. Based on the observations, 
suggestions are provided for those who are developing advanced homogeneous and stratified-
charge engine models.
 1 
 
Chapter 1: INTRODUCTION 
Motivation 
 
From 1960 to 2010 the world population increased from three to almost seven billion people. 
The United Nations estimates that 9 billion people will inhabit earth by 2050 [1]. The quantity 
of energy that an average person consumes has increased by 150% since 1960 and is expected 
to continue growing for the foreseeable future. Continuing to meet the global demand for 
energy is and will continue to be a challenge.  
 
In total, the world’s current energy use is about 500 quadrillion Btu’s per year [2] . This is the 
energy equivalent of burning 250 billion trees1. 90% of this energy is supplied by combusting a 
combination of oil, natural gas, coal and biofuels [2].  
 
There is no technology that is currently capable of replacing fossil fuel combustion from 
producing the lion share of the world’s power. For better or worse, the next generation will 
continue to be powered by combustion. While fire continues to power our lives, it is in our best 
interest to learn how to burn fuel in the smartest manner.  
 
Over the last century many health and environmental issues associated with combustion have 
been recognized. For example, the growth in automobile ownership in the first half of the 20th 
century led to large amounts of engine generated smog and emissions in densely populated 
                                                     
1 There are only 400 billion trees on earth. 
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cities such as Los Angeles, CA. Such health hazards led to the Clean Air Act of 1970 which 
regulated HC, CO and NOx emissions from automobiles and forced the auto manufacturers to 
produce cleaner burning engines [3]. Similar regulations were formed for the coal burning 
power industry as the dangers of their flue gasses became evident. More recently, the 
detrimental effects of global warming due to combustion born CO2 has become a concern. The 
primary means of reducing CO2 emissions from a combustion device is to burn more efficiently. 
In the automotive industry new fuel mileage regulations are being implemented across the 
world.  
 
Fuel resources such as petroleum are being consumed at unsustainable rates. Particularly in 
light of the global trends of increasing population and energy consumption per capita, this is a 
great concern. It is clear now more than ever that we need to get the most out of our fuel 
resources and burn them responsibly.  
 
Increasing the cleanliness and efficiency from combustion devices is challenging. It has taken 
decades of mostly trial-and-error based design to build the combustion devices used today. 
Pushing the limits of combustion technology often requires a greater understanding and control 
of flames than exists. Combustion theory has been slow to develop and difficult to apply in 
practical design due to the complexity of flames.  We are only beginning to enter an age where 
our understanding of combustion science can readily be applied to design through the medium 
of computational modeling. 
 
In the late 1950s scientific groups such as the Combustion Institute formed, recognizing the 
value in acquiring a fundamental understanding of flames [4]. As combustion science has 
progressed, so has the performance of combustion devices such as IC engines. There still 
remains room for improvement in our understanding of fundamental combustion phenomenon 
and the design of practical devices. 
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Internal combustion (IC) engines found on roads today are still less than 35% efficient, largely 
due to combustion related limitations. There are promising advanced combustion strategies 
capable of pushing IC engines towards higher efficiencies. One example of such a strategy is the 
spray-guided stratified-charge (SGSC) approach, which has demonstrated improvements of 
more than 20% over its conventional SI counterpart. Homogeneous-charge compression 
ignition (HCCI), partially premixed compression ignition (PPCI), reactivity controlled 
compression ignition (RCCI) are a few other examples of such promising technologies that are 
not yet realized in practice today. Advanced strategies usually require a higher degree of 
control and understanding over in-cylinder combustion processes than currently exists. 
 
Of the advanced strategies mentioned above, three out of four involve the partially premixing 
(SGSC,PPCI,RCCI) of the fuel/air charge prior to combustion. There are many advantages to 
partial premixing. For example, in the SGSC strategy partial-premixing enables un-throttled 
engine operation which provides a thermodynamic advantage (minimal pumping losses). PPCI 
engines use partial-premixing as a means of producing a fast, well timed, reliable burn event 
which is also beneficial for efficiency. Even conventionally diesel engines have become 
increasingly more partially-premixed as it has become recognized as an effective means of 
reducing soot emissions. Unfortunately; partially-premixed flame physics are poorly understood 
and design of such combustion systems is particularly challenging. Hence, none of the advanced 
combustion strategies mentioned above have found large scale commercial success. 
 
In this new age of computational power, engine manufacturers desire predictive computer 
models that allow them to explore and test combustion strategies. The use of zero and one 
dimensional engine models is common practice. Such models do not attempt to resolve flame 
phenomenon and are therefore not well suited to the investigation of engine combustion 
issues. For example, a zero-dimensional modeling program such as GT-power may be used to 
design engine components that surround the combustion chamber such as intake, exhaust or 
turbocharging systems. It may also be used to optimize engine operation. However, such a 
model is of little use in aiding piston contour or cylinder head design. Low dimensional models 
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are ineffective at identifying in-cylinder sources of pollutant generation, abnormal combustion 
(knock or super-knock) and cyclic variability.  
Three-dimensional reactive CFD models are well suited to such investigations of in-cylinder 
phenomenon. The use of multi-dimensional models in design is increasing, but is still limited. 
Such models combine turbulent CFD, spray and flame models.  Individually, none of these three 
topics is fully understood and when combined the challenge is amplified.  
 
Combustion phenomenon spans too many time and length scales to be simulated at a practical 
computational expense. Therefore, out of necessity the processes that are understood are 
modeled and those which aren’t are often neglected. There is an ongoing effort to improve the 
physicality of such models so that they can be used in a truly predictive, yet practical manner. 
 
The multi-scale nature of flames in particular makes combustion modeling a challenge. 
Reactions occur on the atomic scales (10-10 m) whereas flame dimensions (such as height) are 
on the macro scales (10-2-100 m). It is too computationally expensive to simulate real engine 
flames which may grow to be 100 mm wide on a nanometer spaced grid. Considering the large 
number of computations required at each grid point to account for chemistry as well as heat 
and mass transport, the computational demand is great.  
   
Grid spacing for 3-D engine models being used today is on the order of 1 mm. Engine flame 
thicknesses are usually about 0.1 mm. Therefore, most current models cannot resolve flame 
structure phenomenon. Effects of local chemistry, topology, etc. are approximated in sub-grid 
models.  
 
Some combustion phenomenon can be well characterized through sub-grid modeling, such as 
the calculation of heat release rates (HRR) in 0-D engine models. For many years empirical 
relationships have been used to accurately describe the HRR of combustion in a conventional SI 
engine. With complete neglect for flame physics, such a model can be used to test the global 
performance of an engine computationally. However, such a model only works because the 
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detail of such phenomenon that is modeled can be characterized rather simply and consistently 
for many engines.  
Most combustion phenomenon is not simple and cannot be easily characterized through sub-
grid modeling. For example, the interactions that occur between turbulent in-cylinder flows and 
flames are yet to be accurately described through empirical relationships over a large range of 
conditions. How to best deal with such processes in engine combustion modeling remains 
unclear. 
 
Many complex engineering problems have been solved through computational modeling. For 
example, it was once a daunting task to perform thermal analysis on structures that exhibited 
elaborately curved contours. However, Finite Element Analysis (FEA) methods have made such 
heat transfer analysis simple and common practice. One may naively view the task of analyzing 
flames as being similar in nature and expect predictive computational modeling to become a 
reliable common practice in combustion design. However, the two problems are very different.  
 
Successful, predictive 3-D engineering models are almost always based upon first principles. In 
FEA heat transfer analysis, complex structures are approximated by fine computational meshes. 
The well-established, fundamental equations of thermodynamics and heat transfer are then 
applied between grid points. In combustion simulations; most of the fundamental equations 
are understood but there is little to no hope of performing calculations on a fine enough mesh 
to approximate processes well. Therefore, combustion models are forced to abandon first 
principles and focus on approximations which are often empirical. In that, it is not surprising 
that combustion models struggle to achieve the high fidelity results achieved in other 
engineering simulation applications. 
 
Since it is not possible to simulate engine combustion processes across all 1010 relevant scales, 
it is important to recognize what phenomenon/scales are suitable for sub-grid modeling. The 
successes of “flamelet” modeling suggest that it might be appropriate to approximate engine 
flames as thin, moving contours. This allows for the chemical/flame scales to be modeled 
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separately from larger scale transport processes and eliminates the necessity of gridding on the 
atomic scale.  
The smallest in-cylinder turbulent eddies tend to be on the order of 10-100 µm in diameter. 
Engine flames tend to wrinkle on scales ranging from about 0.1 mm all the way up to scales that 
are only a small fraction of the bore.  
 
It is unclear as to whether the interactions that occur between turbulent eddy and flames can 
be represented well by sub-grid models. The complexity of such interactions might demand fine 
grid resolution and first-principle based modeling techniques. An increase in computational grid 
spacing from 1 mm to 10 µm would require a 106 increase in computational power, which if 
Moore’s law of computing2 persists will take about 45 years to occur.  
 
The importance of turbulent eddy-to-flame interactions and wrinkling on flame physics is 
unquestionable. As early as the late 19th century, Zel’dovich demonstrated that flame’s 
consume fuel/oxidizer at a rate comparable to their surface area. A flames surface area density 
is closely related to its degree of wrinkled-ness and wrinkles are primarily caused by eddy-flame 
interactions. For a combustion model to accurately capture important flame features, such as 
propagation speed, it must account for flow-flame interactions and topological effects. 
 
There has been very little research on the topology of stratified3 engine flames. This is 
concerning being that so many advanced combustion strategies rely upon partial-premixing. 
The way for which stratified flames wrinkle in the turbulent environment is unique and not 
understood. Most stratified flame models are based upon homogeneous and heterogeneous 
combustion theory. The extent for which either class of flame theory applies to stratified flames 
                                                     
2 Moore’s law of computing states that the number of transistors on integrated circuits (and therefore 
computational power) doubles approximately every two years. This trend held from 1971-2010 but has slowed 
slightly since. The power of supercomputers is in part limited by software, not hardware. Therefore 
supercomputers do not adhere to Moore’s law and can be expected to improve in computational speed much 
more rapidly (106 increase in computations power feasible in 10-20 years). 
3 Stratified flames are partially premixed flames. 
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is unclear. Further, even under simplified homogeneous-charge (premixed) engine conditions, 
flame topological phenomenon is incompletely understood. 
 
For these reasons, this study focused on providing a better understanding of engine flame 
wrinkling processes. In particular, the study focused on recognizing the relative contribution of 
wrinkles of various scales towards the flame surface area development under both 
conventional homogeneous-charge and stratified-charge engine conditions. From the insights 
gained in this study, engine modelers can make more informed decisions with regards to choice 
of flame wrinkled-ness models, computational grid-spacing requirements and to temper their 
expectations of such models. Further, advanced engine researchers can use the results 
presented here to assess the benefits and challenges of employing SGSC combustion strategies. 
 
In this study, optical diagnostics were performed within an engine and the physical insights 
gained help to answer the following questions, 
 
Do thermo-diffusive instabilities play an important role in the early flame wrinkled development 
process in homogeneous-charge engines? 
 
What flow scales have the greatest influence over homogeneous-charge engine flame topology?  
 
How steady is the early flame wrinkled-ness process under homogeneous-charge conditions? 
 
Do equivalence ratio based flame instability effects, such as those caused by thermo-diffusive 
instabilities play an important role in the wrinkle development process in stratified-charge 
engines? 
 
What flow scales have the greatest influence over stratified-charge flame topology? 
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How are the flame wrinkled-ness development processes similar and different under spray-
guided stratified-charge engine conditions from that of conventional homogeneous-charge 
engine conditions? 
 
Wrinkled-ness aside, how are the flame spread processes different under spray-guided 
stratified-charge engine conditions from that of conventional homogeneous-charge engine 
conditions? 
 
Is it worthwhile attempting to resolve topological flame features or should they be subject to 
sub-grid modeling for the foreseeable future? 
 
Before discussing the research performed to answer these questions, a background on engines 
and flames will be provided. The first section provides a basic description of common and 
advanced internal combustion engines, as well as their advantages. Discussion is provided on 
advanced combustion design, as it relates to the motivation for these studies. Combustion 
theory is then presented. First non-premixed and premixed flame theory is discussed, followed 
by partially-premixed flame theory. It is necessary to have a background in the former two 
topics in order to discuss the latter. Following the background section, an experimental 
approach section is provided to outline all of the mechanical and optical diagnostics techniques 
employed in the study.  
 
The results of the study are presented throughout three different sections. The first results 
section is titled “Engine Performance” (Chapter 4) and it demonstrates both the efficiency 
advantages and functional challenges that were encountered while operating an engine under 
SGSC conditions. The section offers no scientific contributions but provides a lot of practical 
information that may be used by those who wish to design or operate similar engines. It also 
provides necessary documentation on the engine conditions used throughout the following 
sections. 
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The second and third results sections (Chapters 5 and 6) present two complementary studies 
titled “Homogeneous-Charge Flame Wrinkled-ness Study” and “Stratified-Charge Flame 
Wrinkled-ness Study”. In these studies, a combination of planar laser induced fluorescence and 
stereo particle image velocimetry imaging techniques were employed to monitor the 
development of homogeneous and stratified-charge flames with particular focus on the 
development of flame wrinkled-ness; the results of which provide the bulk of the scientific 
contributions of this thesis.  
 
At the very end of this document the overall conclusions of the study are outlined and all of the 
previously stated research questions are answered directly.  
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Chapter 2: BACKGROUND THEORY 
 
2.1 Engines 
 
This section will review a few engine concepts including the spray-guided stratified-charge 
(SGSC) combustion strategy. Many great books have been published on internal combustion 
(IC) engines, including the following references [5-7]. For more complete IC engine theory 
please refer to them. This section will begin with a description of conventional spark ignited (SI) 
and compression ignition (CI) engines. The motivation to move beyond conventional and 
towards advanced combustion strategies will be discussed. SGSC engines will be introduced and 
their differences from conventional engines will be highlighted. Finally, discussion will be 
provided on the combustion processes inside a SGSC engine and the scientific and practical 
benefits of studying stratified flames.  
 
There are two types of engine which dominate the automotive fleet and they are typically 
classified by the type of fuel that they use, gasoline or Diesel. There exist many types of engines 
that utilize one or both of these fuels, but there has been so little variety in engine design over 
the last 50 years that the term “gasoline engine” has become synonymous with a 4-stroke, 
homogeneous, spark-ignited engine. Similarly, the term “Diesel engine” with a 4-stroke, 
heterogeneous, compression ignited engine. These two common engine designs will be 
referred to as conventional; the terms “conventional SI” or a “conventional Diesel” engine will 
be used to designate the industry norm as defined above.  
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Conventional SI engines are clean but inefficient. Diesel engines are efficient but emit high 
levels of engine out pollutants. Both conventional SI and Diesel engines have continued to 
improve with time and technology but are becoming increasingly difficult to improve. After-
treatment systems have cleaned up the tailpipe emissions of Diesel engines, but at the 
detriment of efficiency. Hybrid powertrains have enabled SI engines to better operate near 
their optimum efficiency, but only through greater complexity and cost.  
 
The general consensus is that automotive fuel efficiency needs to be improved in the near 
future. The U.S. government has regulated aggressive increases Corporate Average Fuel 
Economy (CAFE) Standards. Alternative combustion strategies exist that may provide both the 
fuel efficiency and cleanliness that is desired; but none without technical challenges. In light of 
the increasing demand for fuel efficiency alternative advanced combustion strategies are being 
considered more seriously. 
 
Of the engine combustion strategies currently being researched, many aim to combine the best 
of both worlds; the efficiency of a Diesel engine with the cleanliness of a conventional SI 
engine. Often these strategies utilize fuel/air mixtures that are neither homogeneous nor 
heterogeneous; they are partially-premixed. Some examples of such strategies are partially-
premixed compression ignition (PPCI), reactivity-controlled compression ignition (RCCI), lean 
lifted-Diesel spray combustion and the stratified-charge (SC) combustion concepts. Even 
conventional Diesel engines have become progressively less heterogeneous and more partially-
premixed over time as the cleanliness benefits of partial-premixing have been realized.  
 
2.1.1 Efficiency 
 
Thermodynamics tells us that engines efficiency is limited and that it is impossible to build a 
perfect, 100% efficient engine. It is worthwhile to compare real engine cycles with ideal 
theoretical cycles in order to gauge just how efficient an engine is in relation to its theoretical 
limit. There have been many detailed studies based on the second law of thermodynamics but 
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here I will show a very basic analysis to demonstrate the potential for improvement. Please 
refer to [8-10] if more on the topic is desired. 
 
 Conventional SI engines are often compared to the ideal Otto cycle. This cycle is illustrated in 
the pressure-volume diagram in Figure 2-1 below provided by Borgnakke et al. [11]. Isentropic 
compression occurs between 1-2, isochoric heat release (combustion) between 2-3, isentropic 
expansion between 3-4 and an isochoric expansion between 4-1. Obviously real processes 
cannot occur so ideally; friction and heat transfer will produce entropy during the compression 
and expansion strokes. Further; combustion takes time and cannot occur isochorically. IC 
engines operate on an open cycle and experience losses due to pumping and scavenging. 
Therefore, the Otto cycle is known to only provide a rough, conservative estimate for the upper 
limits of SI engine efficiency. 
 
 
Figure 2-1: Pressure vs. Volume diagram of the ideal Otto cycle from Borgnakke et al. [11] 
 
The Otto cycle efficiency is found to be, 
 
𝜂𝜂𝑓𝑓ℎ = 1 − (𝑟𝑟𝑏𝑏)1−𝛾𝛾 
 
Where, 
ηth = thermal efficiency 
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rc = compression ratio 
γ = ratio of specific heats 
 
Therefore, an ideal Otto cycle engine with a compression ratio (rc) of 10 with air as the working 
fluid (γ=1.4) should be able to achieve about 60% thermal efficiency. Conventional SI engines 
only realize about 35% efficiency at their peak. Rarely do conventional SI engines operate near 
their peak. Average efficiencies of automotive SI engines on the road today are about 20% [12].  
 
This qualitative comparison suggests that the thermal efficiency of SI engines can be 
substantially improved. Researchers have found that real SI engine fuel efficiency can be 
increased by at least 50% over what is currently realized [13].  
 
A more realistic pressure-volume diagram for a conventional SI engine is shown below in Figure 
2-2,which has been borrowed from Heywood’s book on IC engines [5]. 
 
 
Figure 2-2: Cylinder pressure vs. Volume diagram for a SI engine. Provided by Heywood [5]  
 
Note that the compression and expansion curves do not follow an isentropic path, combustion 
does not occur isochorically and a second loop which is labeled B is present. The B loop traces 
the exhaust and intake strokes, which is often referred to as the “pumping loop”. 
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Indicated work per cycle, Wc,I, is equal to  
 
𝑊𝑊𝑏𝑏,𝑓𝑓 = �𝑝𝑝 𝑑𝑑𝑑𝑑 
 
Where,  
p = cylinder pressure  
V = cylinder volume 
 
Graphically, the area in loop A represents indicated work output, whereas the area in loop B 
represents the pumping work consumed to scavenge the in-cylinder charge. The total indicated 
work output is the difference between the areas of the two loops. Obviously it is never 
favorable to have a large pumping loop as it detracts from power output and efficiency.  
 
Engine power output is controlled either through intake air flow throttling or fuel mass flow 
regulation. Conventional SI engines throttle inlet air, whereas Diesel and SGSC engines control 
load via fuel flow. Air throttling comes at the cost of increased pumping work whereas fuel flow 
regulation is performed with minimal losses. Revisiting Figure 2-2, notice that the area of the 
pumping loop is strongly dependent on the cylinder pressure during the intake stroke. When a 
throttle valve is used to regulate an engine intake air flow then both intake system and engine 
cylinder charging pressures remain lower than atmospheric due to the pressure drop that 
occurs across the throttle valve. In a typical SI engine intake pressures range from 25 kPaa at 
idle to 100 kPaa at wide open throttle. Figure was drawn by Heywood to represent such a 
throttled condition and the pumping loop is significantly large – detracting from the cycle 
efficiency. For un-throttled, naturally-aspirated engine operation, the pressure would remain 
near 100 kPaa for the entirety of the intake stroke and pumping losses would be minimal. 
 
One might then ask; why don’t conventional SI engines throw the throttle valve into the trash 
and regulate load via fuel flow like Diesel engines? The answer is twofold. Firstly, operating in 
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such a manner requires the engine to operate over a range of global equivalence ratio’s (Ф)4. 
Such operation requires globally fuel-lean conditions, which is not feasible in a premixed 
environment under low load due to flammability limits. Further; conventional SI engines 
emissions after treatment systems dictate that they operate stoichiometrically. SGSC and Diesel 
engines are able to control load via fuel flow because they rely upon partial-premixing; whereas 
fuel is burned locally at flammable conditions despite the globally lean environment. This 
concept will become more evident when images of SGSC engines are shown in future sections. 
 
Globally lean engines, which are often referred to as “lean burn engines” have an inherent 
advantage over stoichiometric engines in terms of the effectiveness of the lean charge as a 
working fluid. To illustrate this, review the Otto cycle efficiency equation. From this equation, it 
can be seen that for the Otto cycle efficiency, 𝜂𝜂𝑓𝑓ℎ  increases along with γ. Hence, it is favorable 
to have a high γ working fluid during the expansion stroke. Pure air has a higher γ than do most 
combustion mixtures so lean mixtures tend to be thermodynamically favorable.  
 
Another inherent advantage of lean burn engine strategies such as SGSC is that they tend to 
have lower in-cylinder temperatures relative to stoichiometric engines. Therefore, heat transfer 
losses are minimal. 
 
There are a wide variety of combustion strategies offering higher efficiencies than conventional 
SI engines, including those previously mentioned in the discussion of engine basics. Many of 
these strategies utilize compression ignition (CI) instead of SI and are able to take advantage of 
higher compression ratios. Looking back once again to the ideal Otto cycle efficiency equation 
𝜂𝜂𝑓𝑓ℎ  increases with rc. SI engines are limited in their ability to increase compression ratio due to 
the phenomenon of engine knock. Modern SI compression ratios are typically about 9-12. CI 
engines are not knock limited and typically operate at rc =  15-22. This compression ratio 
advantage, along with reduced throttling losses, mostly explains the efficiency advantage of a 
                                                     
4 Ф = 𝐹𝐹/𝑂𝑂(𝐹𝐹
𝑂𝑂
)𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ where F/O is the fuel-air ratio. Ф=1 is stoichiometric, Ф<1 is fuel lean, Ф>1 is fuel rich. 
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Diesel relative to a conventional SI engine. There are prospects for both advanced CI strategies 
such as PCCI as well as for SI strategies such as SGSC. The focus of much of the work in this 
thesis focuses on SGSC and a lot of discussion will be given to stratified combustion throughout. 
However, it should be recognized that most advanced combustion strategies promising high 
efficiency utilize partial-premixing.  
 
The intent of most current engine combustion research is to improve combustion efficiency 
while maintaining low pollutant emissions. Here I’ve discussed some of the basics of engine 
efficiency and it should be recognized that there are significant efficiency benefits to non-
conventional combustion strategies; many of which burn partially-premixed fuel/air charges. 
 
2.1.2 Stratified-Charge Engines 
 
Stratified-charge engines differ greatly from conventional SI engines mostly in operational 
strategy but only slightly in physical hardware. The differences and similarities between 
stratified and conventional engines will be highlighted here. The sources of efficiency 
advantages for the SGSC strategy will also be discussed in detail; as it is this advantage that has 
driven the field of research. 
 
Figure 2-3 below provided by Drake et al. [8] shows three different engine configurations. The 
first of which is Homogeneous Spark-Ignited Port Fuel Injection (SI PFI), which has been the 
industry standard for almost 20 years. Fuel is injected into the intake port just outside of the 
cylinder. This fuel is targeted at the intake valve region and a liquid film develops around the 
valve and port. Upon intake valve opening, the engine is charged with air/fuel charge. By late in 
the compression stroke the fuel/air charge is completely homogenized. A spark is initiated 
shortly before top dead center (TDC) compression and flame propagation consumes the 
mixture. The in-cylinder flow around ignition can be strong; it’s not unusual for a newly formed 
flame cornel to encounter flows on the order of 10 m/s. This flow convects and stretches the 
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growing flame. The flame is distorted and wrinkled by turbulence. Through interaction with 
local flow it accelerates to speeds at least double the laminar flame speed.  
The newest generation of homogeneous SI engines utilizes direct injection (DI) as opposed to 
port fuel injection. These SIDI engines are often equipped with similar hardware to the two 
stratified charge engines shown in Figure 2-3. Conventional SIDI engines also offer improved 
economy over their PFI counterparts.  
 
 
Figure 2-3: Gasoline engine types classified by fuel-injector location, mixture-formation process, 
ignition mode, and combustion mode. Figure by Drake et al.. [14] 
 
A convenient feature of the homogeneous SI engine is that flame speed increases nearly 
proportional to engine speed5. It typically takes 40-50 crank angle degrees (CAD) for 
combustion to complete in a gasoline SI engine, and this occurs almost independent of engine 
speed. Therefore, the rate of burn for an engine running full speed at 6000 RPM is about six 
times that of the same engine idling at 1000 RPM. The flame acceleration is attributed to an 
increase in in-cylinder turbulence which causes a higher degree of flame wrinkled-ness and 
corrugation. This trend is typical of homogeneous but not necessarily partially premixed engine 
flames. 
 
The center and right configurations in the figure illustrate typical stratified-charge engine 
architecture. Notice the similarity in architecture between all three engines, even between the 
                                                     
5 Engine speed is a measure of rotational speed, commonly reported in units of rotations per minute (RPM). 
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homogeneous and stratified engines. They all have a piston, valves, spark plug (at the location 
of the ignition lightning bolt) and an injector.  For both the wall and spray-guided engines, fuel 
injection is performed directly into the cylinder. Unique to the stratified charge engines is that 
the fuel/air charge is intentionally not fully mixed prior to ignition. A flammable, partially-
premixed fuel cloud is created in the vicinity of the spark plug. Upon ignition, the stratified fuel 
cloud burns; but the combustion process is more complex than the homogeneous flame 
propagation that occurred in the PFI engine. The stratified flame must propagate through a 
cloud of varied equivalence ratio whereas some regions of the chamber air/fuel are very well 
mixed where in other regions not so much. The rich regions for which fuel is in excess will 
continue to burn late into the cycle. 
 
The difference between the wall and spray-guided stratified charge architectures lies in the 
method for which they create an ignitable fuel cloud. In the wall-guided configuration the fuel 
injector is targeted at the piston bowl. In the spray-guided configuration the spark plug is 
directly targeted by the fuel spray. Both systems create the stratified cloud around the spark 
plug, but the wall guided does so indirectly deflecting spray off of the piston bowl. Whereas the 
spray-guided engine directly targets the plug. 
 
Both wall and spray guided strategies have been tried and there is a general consensus that the 
spray-guided approach to stratification is superior. It is difficult, if not impossible, in a wall-
guided stratified-charge (WGSC) engine to prevent excessive soot and hydrocarbon (HC) 
emissions while targeting and wetting the piston with the fuel spray [15]. Although the spray-
guided approach does also have challenges of its own, most ongoing stratified charge engine 
research is focused upon the SGSC approach. Therefore, further discussion will be focused upon 
the spray-guided approach, not the wall-guided approach.  
 
Stratified-charge strategies have been shown to improve thermal efficiency of an SI engine by 
20% or more over conventional SIDI engines; the degree of improvement depending on the 
specifics of the engine and application [16]. Alkides et al. [17] performed a set of experiments 
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and modeling studies in order to determine the sources of fuel economy improvement over for 
a SGSC engine relative to a comparable PFI engine over the Federal Test Procedure (FTP) city 
cycle. The results of this test are summarized by Alkides in Figure 2-4 below. 
 
 
Figure 2-4: The contributions of various factors to the total % improvement in brake efficiency 
of the DISI engine over the baseline PFI engine, for the 7-point FTP simulation [10]. CR = 
compression ratio, COMB = combustion efficiency, HT = heat transfer, PROP = gas thermal 
properties, PUMP = pumping work, FRICT = friction. 
 
 
The total efficiency improvement over the FTP cycle was 15%. Under the lowest load conditions 
tested (850 RPM, 115 kPa BMEP6) the efficiency improvement was 39%. Under the highest load 
condition tested (1750 RPM, 550 kPa BMEP) the efficiency improvement was only 3%. Typically, 
SGSC engines are operated in a dual mode manner; whereas SC operation is utilized only during 
low load when its efficiency benefit over conventional homogeneous SI operation can be 
realized. Under high load conditions conventional homogeneous SI operation is then used for 
best engine performance. 
                                                     
6 Brake Mean Effective Pressure (BMEP) is the brake work per cycle divided by the cylinder volume displaced. It is a 
common engine performance measure for load. 
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From Figure 2-4, the reasons for the efficiency gains can be seen to be those already discussed; 
reduced pumping losses and favorable thermal gas properties.  SGSC engines do also gain a 
little bit of efficiency from reduced heat transfer due to lower in-cylinder temperatures, but 
such gains remain minimal. The combination of all of these fuel saving effects motivates SGSC 
engine research and development. 
 
2.1.3 Spray-Guided Stratified-Charge Challenges 
 
Although SGSC engines are promising in terms of efficiency, they do come with their challenges. 
The two issues that inhibit SGSC technology the most are related to reliability and emissions 
[18]. Firstly; SGSC engines are prone to misfire7 and partial-burn cycles [19]. Secondly; SGSC 
engines produce a significant amount of pollutant emissions that require expensive after 
treatment [16]. Emissions issues will be discussed first, then reliability. 
 
Unburned hydrocarbons (uHC), carbon monoxide (CO), oxides of nitrogen (NOx) and soot are all 
pollutants formed inside a SGSC engine that are undesirable for public health and the 
environment. These pollutants must be cleaned to acceptable levels by exhaust after treatment 
system prior to being emitted into the environment. Conventional SI engines are able to use a 
3-way catalytic converter to clean up more than 98% of the uHC, CO and NOx pollutants. 3-way 
catalyst technology is proven and has become a relatively affordable means of both oxidizing 
rich products and reducing NOx through a single piece of equipment [20] . However, the 3-way 
catalyst that has been so pivotal in the wide scale success of conventional SI engines is 
incapable of reducing NOx to acceptable levels when there is O2 of significant concentrations in 
the exhaust flow. Therefore, lean burn strategies such as SGSC cannot utilize a 3-way catalyst 
and necessarily incorporate alternative NOx reducing strategies to meet emissions standards 
[21]. SGSC engine also produce larger quantities of particulate emissions than do conventional 
                                                     
7 A misfire is an engine cycle for which there is a complete ignition failure and nearly all of the fuel/air mixture is 
exhausted without being burnt. 
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SI engines. Particulate matter exhaust after-treatment may become necessary for SGSC engines 
in the future [18].  
 
The pollutant issues associated with SGSC engines may be solvable through the implementation 
of exhaust after-treatment systems. Diesel engine manufacturers already use a combination of 
oxidation catalysts, particulate traps and selective catalyst reduction systems or lean NOx traps 
to reduce pollutants to acceptable levels. SGSC engines may adapt a similar strategy. However, 
the cost of such systems in terms of both cost and efficiency is significant. It is desirable, if 
possible, to reduce emissions to engine-out levels low enough to require less after-treatment. 
 
A natural question to ask is, could a SGSC engine in a manner as to avoid particulate (smoke) 
and NOx emissions as to avoid the need for expensive after treatment? The answer is probably 
not when considering upcoming emissions requirements. However, the better SGSC engines 
can do at reducing engine out pollutant levels the less burden lies on expensive after-treatment 
systems. Figure 2-5 below was generated by Akihama et al. from a zero dimensional Diesel 
engine simulation using detailed chemical kinetics [22]. Akihama’s analysis and this figure is 
thought to be generally relevant for most combustion strategies and hydrocarbon fuels. This 
diagram shows the intensity of soot and NOx emission formation over a range of equivalence 
ratio’s (Ф) and in-cylinder temperatures relevant to engines. Soot formation can be avoided by 
maintaining Ф < 2 and NOx formation can be avoided by maintaining low temperatures.  
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Figure 2-5: Emissions formation regime diagram generated by Akihama et al. [22] 
 
A SGSC engine cannot operate within these low emission regimes. SGSC engine flames 
encounter very rich (Ф > 2) regions and occur at temperatures above 2200 K. 
 
Figure 2-6 below by Peterson et al. [23] shows what a stratified charge fuel jet looks like in the 
SGSC environment. These images show both the Ф distribution through biacetyl planar laser 
induced fluorescence (PLIF) as well as the flow field velocity via particle image velocimetry 
(PIV). They were acquired in the same gasoline, 4-valve direct injection (G4VDI) engine used for 
this study at the University of Michigan Quantitative Laser Diagnostics Laboratory (QLDL). In 
fact, very similar equivalence ratio distributions will be shown from this study in Chapter 6. 
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Figure 2-6: Simultaneously acquired PIV and PLIF images of equivalence ratio and flow field 
velocity in a SGSC engine provided by Peterson et al. [23] 
 
The SGSC engine hardware and configuration shown in Figure 2-6 is common. However, it 
should be recognized that there exists a wide variety of SGSC configurations. Differences can be 
found in combustion chamber, piston and injector design between manufacturers. For 
example, the G4VDI engine shown utilizes a multi-hole injector. Many SGSC engines utilize an 
outwardly-opening pintle injector [24]. A more detailed description of SGSC technology and 
design is provided by Zhao in ref. [18] and for the sake of brevity further discussion will be 
limited to the SGSC hardware shown.  
 
In the first image of Figure 2-6 the jet trajectory has been highlighted by the red arrow. The fuel 
spray emanating from the fuel injector is directed close to the spark plug.  It is clear that near 
the center of the fuel jet core is very rich at Ф>3. A small fraction of the jet likely persists as 
liquid (Ф=∞) but most of the jet is partially-premixed (0<Ф<∞) and is surrounded by pure air 
(Ф=0). The persistent liquid portion of the jet is not well visualized by the PLIF technique but is 
known to exist near the injector tip, spark plug and other engine surfaces subject to spray 
impingement. In the third image a small flame cornel has formed and is outlined by the red 
dotted line. Further images would reveal that this small cornel grows into a larger, highly 
turbulent flame as the engine cycle progresses [25]. 
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The flame that consumes this mixture experiences a variety of equivalence ratio’s and 
inevitably, some of the mixture will burn around Ф=1 where flame temperatures are high and 
subsequently significant quantities of NOx will form. Sometimes mixture dilution is used in the 
form of exhaust gas recirculation (EGR) to lower in-cylinder temperatures and NOx. However, 
even with dilution flames must exist at approximately Ф < 0.7 in order to completely avoid the 
NOx formation temperature threshold that exists around 1800 K [26]. Such operation is not 
practical so the necessity for NOx after treatment is a reality for SGSC engines. 
 
Researchers have found that SGSC engines tend to produce more soot than conventional 
homogeneous engines [27]. As Figure 2-5 showed, soot forms in regions of Ф > 2. This 
relationship has been verified extensively with n-heptane [28]. In order to avoid soot formation 
in the G4VDI engine shown in Figure 2-6, far better pre-mixing would have to be achieved prior 
to ignition if the Ф>2 threshold were to be avoided. SGSC mixtures ignite optimally in rich 
regions of 1.5 < Ф < 3 [29] and so premixing to such a soot-free level would likely degrade 
ignition quality. Therefore, it’s unlikely that SGSC engines will be able to achieve robust ignition 
and soot free operation simultaneously.  
 
Luckily, not all soot formed from rich engine combustion survives to be exhausted. Hot soot is 
oxidized throughout the cycle and only the remaining particles make it into the exhaust. SGSC 
engine are best operated in a manner whereas soot formation is minimized and oxidation is 
maximized so that tailpipe particulate levels are low. Such goals can only be achieved by 
optimizing fuel/air mixing and combustion; a task which is greatly challenging. 
 
SGSC engines typically demonstrate comparable HC and CO emissions relative to conventional 
SI engines [16]. Sometimes these pollutants are increased due to wall/plug wetting and 
excessive rich combustion. Smart engine geometry design and operational strategy can reduce 
HC emissions. The generation of both HC and CO emissions is detrimental to engine efficiency, 
but both pollutants be cleaned up prior to exhausting by an oxidation catalyst, provided the 
catalyst is kept at a reasonable temperature. 
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As emissions standards tighten, it is unlikely that SGSC engines will be able to avoid utilizing 
more complex and expensive after-treatment hardware. Some after-treatment technologies 
such as particulate and lean NOx traps require frequent rich engine operation for regeneration, 
which reduces engine efficiency. Using after-treatment technologies in a SGSC engine 
environment can also be a technical challenging; particularly under low load when exhaust 
temperatures are too low for proper catalyst function. So for SGSC strategies to succeed, it is 
important that in-cylinder mixing and combustion processes are optimized to relieve the 
burden from the exhaust after-treatment system.  
 
Emissions aside, one of SGSC engines most challenging problems is high cycle-to-cycle 
variability (CCV). SGSC engines are subject to abnormally frequent miss-fires and partial burn 
cycles. A common metric of cyclic variability is coefficient of variance (COV) of indicated mean 
effective pressure (IMEP). Whereas IMEP is an indicated measure of work performed on the 
piston during an engine cycle. A conventional SI engine will experience a COV of IMEP less than 
2% under stable, low-load operating conditions [30]. SGSC engines have difficulty achieving less 
than 5% COV of IMEP under similar conditions [31]. Differing levels and causes of cycle-to-cycle 
variability have been observed in different engine setups. Such high variability is bad for vehicle 
drive-ability, longevity, noise and emissions. 
 
CCV in conventional SI engines has been researched since the 1980’s [32] and sources of normal 
SI combustion variations are generally attributed, rather generically, to turbulence [33-35]. 
Engine in-cylinder flows are moderately turbulent and turbulence is stochastic in nature; 
therefore, engine flames are also stochastic in nature. The degree for which combustion varies 
within an engine tends to scale with the turbulence intensity of the in-cylinder flow. 
 
In a conventional SI engine ignition occurs robustly and CTC variability is a lesser cause for 
concern. During ignition, there is always a favorable Ф=1 mixture around the spark plug that 
tends form a resilient flame kernel. This kernel is subject to in-cylinder currents and may be 
transported across the cylinder before growing to substantial size. Early extinction causing a 
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misfire rarely occurs in conventional SI engines. However, flame propagation will vary spatially 
cycle-to-cycle based upon the random convection of the flame kernel [36], contributing to the 
<2% COV in IMEP that is normally observed. Natural luminosity images of conventional SI 
flames tend to show unique, but robust flame growth on almost every engine cycle. 
 
CCV is a larger problem in the SGSC environment because a robust ignition event is not 
guaranteed. The stochastic in-cylinder flow is not merely convecting the flame kernel, but is 
also altering the trajectory and mixing of the fuel jet [37]. For ignition to even occur, a favorable 
cloud needs to form locally by the spark plug. Not only does the cloud need be favorable in the 
region of the spark plug, but the fuel cloud and flow field surrounding the newly formed kernel 
must be favorable to promote flame propagation. The stochastic in-cylinder flow and fuel-spray 
do not always create suitable conditions.  
 
Researchers have found that misfires occur in SGSC engines largely due to unfavorable Ф and 
velocity distributions local to the spark plug during ignition [15]. Partial burns cycles have been 
seen to occur when an early flame kernel forms but propagates sluggishly; never growing large 
enough to consume the mixture before the end of the cycle. CCV is known to increase in a SGSC 
engine with engine speed [38]as does in-cylinder turbulence. Hence, it is known that in-cylinder 
flow variations drive combustion variations in SGSC engines. 
 
The sources of misfires and partial-burns in the G4VDI engine were studied extensively by 
Peterson [39]. Peterson found that most poorly burned cycles occurred due to a combination of 
unfavorable fuel cloud distributions and high local strain around the spark-plug. Others have 
observed misfires due to ignition system related failures [40] or plug wetting.  
 
Every engine is unique and subject to its own failure modes. Whether the problem is excessive 
emissions formation or high cycle-to-cycle variability; engine manufacturers need a means of 
understanding such problems and implementing solutions. 
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2.1.4 Advanced Engine Design 
 
Historically, engines have been designed by trial-and-error approaches and empirical theory. In 
the early days of IC engines there was very little combustion theory for engineers to draw from. 
A lot has been achieved through design based upon experimentation and conventional engines 
have thrived. However, the field is no longer young and the challenges have become more 
complex in nature. Advanced strategies such as SGSC require a far greater degree of control 
and smart design than do conventional strategies.  Advanced concepts demand a clear 
understanding of in-cylinder processes; the foundation of which is best based upon scientific 
first principles, not empiricism.  
 
Foundational engine combustion research has brought about a conceptual understanding of 
conventional engine processes and led to design improvement. For example, Dec presented a 
conceptual model of the diesel engine flame structure [41] based upon optical imaging studies. 
This work presented flame pictures and images which provide a physically intuitive 
understanding of in-cylinder processes. From this, modern diesel engine engineers can better 
consider the effects that implementing hardware changes might have on the engine 
combustion performance. Similarly; conceptual descriptions were developed as early as the 
1960’s for the conventional SI engine combustion process, also through in-cylinder imaging 
studies [42-44]. SGSC engine processes have been characterized [14, 18, 45-50] but are not 
understood in the same depth as conventional strategies. 
 
Many of the fundamental processes that drive engine combustion such as flow development, 
spray development, mixing and combustion, are only superficially understood. Even in the 
absence of completely formulated fundamentals, numerical computer models have been 
developed to aid in engine design. A wide variety of models exist; from simplified zero and one 
dimensional models [51-54] to full 3-D computational fluid-dynamics (CFD) models that 
incorporate flame physics [15, 55]. With computational and combustion science ever 
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advancing, the fidelity and usefulness of combustion models is rapidly improving. Engines are 
slowly being developed more by computers and less by iterative experimentation. 
 
In order to be useful in combustion design, 3-D CFD combustion models must be capable of 
approximating real combustion processes to a reasonable accuracy. Real flame physics cannot 
be directly simulated in the engine environment. Resolving engine flames requires 
consideration of an unreasonably large range of spatial and temporal scales. Approximations 
are necessarily and readily applied to engine models. These approximations are often empirical 
in nature and require tuning. 
 
In reference [14] Drake and Haworth discuss the value of using optical diagnostics and 
numerical modeling symbiotically to develop advanced engines. Model accuracy can be 
assessed when compared to comparable experiments. Optical diagnostics can both validate 
modeling assumptions as well as provide invaluable insight into the relative importance of in-
cylinder processes. Through collaboration between experimentalists and modelers, high fidelity 
computational models are being developed into powerful design tools. Such models are 
particularly appealing in advanced engine development. It is desirable, whenever possible, to 
explore changes in engine geometry or operating strategies on a computer rather than building 
and testing a large number of prototypes. 
 
A lot of experimental work has been done in the past identified key in-cylinder combustion 
processes and features in conventional engines. Models have been designed to capture these 
key features. However, since these models are based on approximations their fidelity is always 
questionable outside of the validated regime. It is difficult to assess the limits of 3-D CFD engine 
combustion models and therefore engine designers are necessarily hesitant to use them 
outside of validated regimes. Until engine models are truly predictive experimental design 
techniques cannot be completely replaced by computational modeling. The predictive abilities 
of partially-premixed flame models is particularly questionable being that most of these models 
are comprised of an aggregate of fully premixed and non-premixed models despite many 
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experiments having demonstrated physics intrinsically unique to the partially premixed 
environment. 
 
Real engines are currently being designed through a combination of both experimentation and 
modeling. The balance between the two is not well documented in literature. 
 
Despite the challenges, a few manufacturers have produced commercial SGSC engines. 
Mitsubishi introduced a WGSC engine in 1996 in Japan and Europe [56]. Mercedes Benz 
produced a SGSC engine [57] in 1997. Many other manufactures including Toyota, Nissan, Ford, 
Isuzu, Audi, Honda, Subaru, General Motors and Fiat have also designed prototype stratified 
engines since [18]. The CLS 350 CGI spray-guided engine was introduced into the market in 
2006 by Mercedes-Benz [58]. This engine offers a 10% efficiency benefit8 in comparison to a 
conventional baseline version of the same v-6 engine. An outwardly opening piezo-electric 
injector system is credited for enabling the engines success.  
 
The small scale success of these few commercial SGSC engines demonstrates that it’s currently 
possible to design a SGSC engine worthy of production. Yet, most automotive manufacturers 
refrain. To the best of the author’s knowledge, neither Mercedes nor any other manufacturer is 
still continuing to produce SGSC engines commercially. From this it can be reasoned that the 
current drawbacks of SGSC technology still outweigh the benefits; at least in the view of engine 
manufacturers.  
 
Through acquiring an improved understanding of the processes that drive SGSC engines, better 
tools can be developed to enable smarter design so that the full benefits of SGSC engines can 
be realized on a larger scale. If predictive computations are to be used than the relative 
importance of in-cylinder processes must be recognized so that the appropriateness of their 
inclusion or exclusion in a model can be assessed. 
 
                                                     
8 Efficiency benefit measured throughout the European combined driving cycle. 
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2.1.5 Engines Summary 
 
In this section the importance of burning fuel cleanly and efficiently in engines was highlighted. 
Conventional SI and diesel engines were discussed, along with their benefits and downsides. It 
was shown that conventional SI engines leave much to be desired in terms of efficiency and 
that alternative combustion strategies such as spray-guided stratified-charge (SGSC) are 
capable of improvement. Following some general discussion on efficiency, SGSC engine 
hardware was introduced.  
 
The sources of efficiency improvement in the SGSC engine relative to conventional SI engines 
were outlined. The challenges relating to SGSC engine emissions and cycle-to-cycle variability 
were discussed. Advanced engine design was discussed; highlighting the need for both 
experimentation and numerical modeling in the design of future engines. However, it was 
pointed out that numerical models necessarily apply approximations of important phenomenon 
that compromises the predictive abilities and accuracy of the model. Therefore, all models must 
be extensively validated before deemed trustworthy. Some in-cylinder phenomenon is still 
poorly understood, particularly with regard to turbulent partially-premixed combustion. A 
recognition and understanding of important flame physics is prerequisite to predictive model 
development. 
 
SGSC engines are only one example of many promising advanced combustion strategies. The 
physical phenomenon that drives most these strategies is similar. Understanding stratified 
flames in the engine environment has value far beyond SGSC engines. 
 
The motivation for the research performed here was primarily to achieve a greater 
understanding of homogeneous-charge and stratified-charge combustion physics and 
secondarily to move forward SGSC engine technology. It should be recognized that the engine is 
a very difficult environment to perform truly fundamental studies. It is never possible to hold a 
single test parameter constant in an engine. Inevitably, any change in engine operation, such as 
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increasing engine speed, load or combustion phasing, affects the entire spatial and temporal 
evolution of the combustion process. Rarely can one physical effect be isolated from another to 
the degree that a scientist would desire.  
 
For these reasons fundamental combustion research has historically been performed on bench 
tops and not inside practical combustion devices. The problem with this of course is that flames 
in real devices can act quite different than a simplified experiment. Engine combustion physics 
are particularly unique due to the peculiarities of engine flows caused by the expansion, 
compression and scavenging processes. The work that is presented here was intended to be 
about as fundamental as possible within the limitations of the engine environment. The flame 
studies here are commercially relevant. With this will come the benefits of realism but also the 
challenges of working within a poorly controlled scientific environment. 
 
Independent of whether or not the current engine combustion theories are correct, modeling 
of conventional SI and diesel engines has been relatively successful. One could make the 
argument that this is so because SI and diesel combustion have been so well characterized 
through years of study. The properties of a conventional SI flame are well documented, so 
combustion models can be made to look like a flame, somewhat independent of the physicality 
of the model. For practical reasons this may be acceptable, dependent on what information is 
to be extracted from such a model. However, only physically based models can be relied upon 
for truly predictive results. 
 
The same degree of characterization and understanding does not exist for less conventional 
combustion strategies such as SGSC. Theory based upon conventional SI engines or 
homogeneous flames is not necessarily relevant in the SGSC environment. For example, prior to 
this document there is almost no published work on the wrinkling of flames in the SGSC 
environment. However, as will be later discussed, understanding wrinkling is a prerequisite to 
modeling flames well.  
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This section has been written to introduce engines, the SGSC strategy and the reasons why 
engine combustion research is important. The next sections will focus upon flame theory. 
Through the combination of these two background sections it should become clear why the 
flame wrinkling studies performed here in a spray-guided stratified-charge engine are relevant 
and just how challenging and complex the field of engine combustion is as a whole.  
 
2.2 Combustion 
 
Fire has existed as an essential force of nature on earth for the last 540 million years, but it 
wasn’t practically utilized until about 2.5 million years ago when our early ancestors began 
using it to cook [59]. Over the last 30,000 years a phenomenological understanding of 
combustion has developed and enabled a variety of technologies, including automobiles, 
airplanes and power generation [60]. The vast majority of the theoretical background currently 
accepted in the field has been formulated over the last century. Despite being such an old 
science turbulent flame physics remains a field in discovery.  
 
Flames may be fully premixed (homogenous), completely non-premixed (heterogeneous) or of 
partial mixed-ness (partially-premixed). Turbulent flame “regimes” may be defined based upon 
properties of the flame and the turbulent flow. In the absence of turbulence flames are laminar. 
Flames of differing mixed-ness or turbulent regimes tend to behave differently; therefore 
combustion theory is often categorized based upon both regime and mixed-ness. A recent 
review of the field by Bilger et al. [4] highlights many important questions that remain in the 
field of combustion. Most of the remaining questions pertain to turbulent premixed and 
partially-premixed flames. 
 
Turbulence tends to accelerate combustion processes. Industrial burners and engines usually 
desire high burn rates. Therefore, flames found in combustion devices are almost always 
turbulent.  
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Unfortunately; the interactions between turbulent flows and flames is complex enough that 
turbulent flame theory remains incomplete. Laminar flame physics is relatively simple in 
comparison. The structure and properties of laminar flames are mostly understood, but the 
same cannot be said for turbulent flames. Throughout most combustion regimes, the 
underlying structure of laminar and turbulent flames remains similar; therefore some laminar 
flame theory can be borrowed by turbulent flame theory.  
 
Flame fronts undergo distortion due to aerodynamic stretch and intrinsic instabilities [61]. Such 
effects are greatly important for flames that fall within turbulent regimes, but less so under 
laminar conditions where aerodynamic forces are minimal. Turbulence eddies can interact and 
wrinkle flame fronts, causing flame area growth. Flame surface area growth is the mechanism 
that drives flame speeds to increase along with turbulence levels. Therefore, turbulent flame 
speed and flame surface topology phenomenon such as wrinkling are closely related.  
 
Non-premixed turbulent flames have been extensively studied and modeled. Although scientific 
questions still remain, the theory behind non-premixed flames has developed to a level where 
multidimensional CFD codes can be used predictively. That is not to say that such non-premixed 
flame models are physically accurate, or that the science behind non-premixed flames is fully 
understood; but that methods for modeling non-premixed flames have proven useful and 
predictive in design. Therefore, turbulent non-premixed flame physics are generally considered 
better understood then their premixed or partially premixed counterpart. 
 
Premixed turbulent flames are actively being studied and there is an improving understanding 
of the science. The strong coupling between turbulence and flame topology in turbulent 
premixed flames makes the topic particularly challenging. Phenomenological descriptions of 
such complicated flame-flow interactions have not proven successful. None the less, premixed 
flame models are commonly used in the engine design. When properly validated and used 
within their relevant regimes, such models have proven their utility in design. 
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Partially premixed flames are formed in mixtures that exhibit fuel/air mixture stratification; 
hence they are sometimes referred to as stratified flames. Partially premixed flame physics are 
poorly understood in comparison to either (non-premixed or premixed flame) mixed-ness 
regimes. Stratified engine combustion modeling has found limited success in practice. 
 
Stratified flame physics is often considered to be an aggregate of premixed and non-premixed 
flame physics. However, it is not clear that premixed or non-premixed theory can readily be 
applied to stratified mixtures. In stratified flames, propagation can occur in a “premixed like” 
manner in adequately mixed regions. However, mixture fraction gradients are known to modify 
flame properties such as wrinkle growth rate [62] . Rich stratified mixtures can exhibit both 
premixed and non-premixed like burn characteristics. These flames often exhibit a “trailing 
diffusion flame” region where partially oxidized rich combustion products are consumed in a 
“non-premixed like” manner. The details of such flames will be discussed in depth later but it is 
important to recognize that it remains unclear to what extent premixed and non-premixed 
flame theory need be modified or combined to account for stratification. Partially premixed 
flames have shown intrinsic uniqueness’s which complicate the application of premixed and 
non-premixed flame theory towards the stratified environment. 
 
Prior to discussion on partially-premixed flames, a background will be provided on non-
premixed flames and premixed flames as the theory of these two regimes is pre-requisite. The 
non-premixed flame theory section is brief since non-premixed flames were not a direct focus 
of this study. The premixed and partially-premixed flames theory sections are more in depth, as 
is necessary as a primer for the study to follow.  
 
2.2.1 Non-Premixed Flames 
 
Most natural combustion occurs between fuels and oxidizers that are initially separate. The 
most common oxidizer on earth is gaseous Oxygen. Fuels tend to be found in the solid or liquid 
form. For example, wood, coal and oil. Both fuel and oxidizer must be in gaseous form and 
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adequately mixed to react. Most non-engineered combustion events (eg. disasters such as 
forest and house fires) are non-premixed in nature. 
 
There are properties of non-premixed flames that cause them to be desirable in application. 
They tend to be stable and reliable which is mandatory in applications where blowout is 
unacceptable, such as airplane propulsion systems. They are also more easily controlled than 
their premixed counterpart. For example, the rate of heat release from a non-premixed flame 
can often be easily regulated by limiting the rate of reactants supplied.  
 
An example of a non-premixed combustion device is the common candle. Prior to being lit, wick 
and wax rest spatially separated from ambient Oxygen. Once lit, the solid candle core vaporizes 
and mixes with ambient O2. In a thin mixing region just above the candle a flame front forms 
where the fuel and oxidizer join to react. The flame is driven by an influx of vaporized wax and 
Oxygen. The wax vaporization is driven by heat transfer backwards from the flame (feedback 
from the flame). At the flame front, mixing occurs primarily by diffusion. Many chemical 
reactions occur within the flame front very quickly. Rapid reactivity is characteristic of all 
combustion processes.  
 
In the case of the candle the rate for which combusting occurs is limited by mixing processes. 
Such is true for all non-premixed combustion processes. It may take a few hours to burn a 
candle because it takes so long for the solid candle core to melt and gasify. Once gaseous, the 
wax is consumed almost instantly by the flame (hence the flame sits very close to the candle 
body). Accelerating the chemical reaction processes within the non-premixed flame front would 
not increase the rate for which the candle was consumed. Ultimately, it is the pace for which 
the wick melts, evaporates and mixes that limits the burn rate of the candle.  
 
To demonstrate the importance of non-premixed combustion in the SGSC environment, review 
Figure 2-6 and notice the abundance of rich regions within the engine. Some of the combustion 
in these regions is mixing controlled (i.e. will require further mixing with Oxidizer in order to 
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react), and therefore non-premixed in nature. Highly rich regions where the local equivalence 
ratio is beyond flammability limits will burn in a completely non-premixed manner, like a candle 
(a candle in a tornado might be a better description). Flammable rich regions will experience 
mixed mode combustion, whereas a “premixed like” flame will consume as much fuel as 
possible but will be unable to complete the oxidation due to lack of oxidizer. Partial oxidation 
products such as CO and H2 will form and a non-premixed “trailing diffusion flame” will usually 
complete the oxidation process. Such a trailing flame will burn in a non-premixed manner. 
Hence, non-premixed flames can be recognized in both completely non-premixed and partially-
premixed fuel-oxidizer environment.  
 
2.2.1.1 Diffusion and Mixing 
 
Non-premixed flames are mixing rate limited [26]. Molecular mixing processes are driven by 
diffusion. In recognition of the importance of the diffusion process in heterogeneous 
combustion, non-premixed flames are often referred to as “diffusion flames”. Therefore, the 
term diffusion flame will be used synonymously with non-premixed flame throughout this 
document. 
 
Molecular diffusion occurs as described by Fick’s 2nd law, 
 
𝜕𝜕𝐶𝐶𝑓𝑓
𝜕𝜕𝜕𝜕
= ∇ ∙ (𝐷𝐷∇𝐶𝐶𝑓𝑓) 
 
A steady, molecular diffusive flux can be described by  
 
𝐽𝐽𝑓𝑓 = 𝐷𝐷∇𝐶𝐶𝑓𝑓 
 
Where Ji = molecular flux 
 D = molecular diffusivity of species i in medium 
 Ci = molecular concentration of species i 
 
 37 
 
As Ficks law shows, molecular diffusion is driven by species concentration gradients. Molecular 
diffusion is the only means for which species mix on the atomic level necessary for chemical 
reaction. It is therefore a critical process in all reacting systems. Diffusion is highly effective at 
mixing across small distances but is inefficient at mixing on larger scales. Therefore, most 
mixing processes are performed through a combination of large scale convective stirring (for 
which turbulence is effective) and small scale diffusive mixing. 
 
A characteristic mixing length of diffusion can be defined as 
 
𝐿𝐿𝑏𝑏 = √4𝐷𝐷𝜕𝜕 
 
Where Ld = characteristic mixing length 
 t = mixing time 
 
For a given amount of time, concentration gradient may smooth on the same spatial scale as 
𝐿𝐿𝑏𝑏. Within engines, combustion processes occur rapidly and characteristic mixing lengths tend 
to be very short (on the order of 10-5 m) 
 
In an environment where convection occurs on a faster scale than diffusion (diffusion rate 
limited), mixture fraction gradients remain sharp. Here, the interface between the two 
dissimilar fluids can be viewed as a mixing sheet. Since the concentration gradient remains 
similar across all regions of such a mixing sheet, so does the diffusive flux. Therefore, the rate of 
diffusive mixing in such an environment is controlled entirely by the surface area of the mixing 
sheet.  
 
The surface area of such a mixing sheet can be stretched by aerodynamic forces. Turbulence is 
particularly effective at stretching fluid sheets and promoting mixing in this manner. Diffusion 
flames can largely be viewed as thin sheets that are mixed in the manner described above. The 
burn rate of a diffusion flame is strongly influenced by a coupling between turbulent convection 
and diffusion; whereas turbulent eddies tend to stretch the flames surface and generate 
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surface area. Diffusion is then able to mix (supply) reactants into the flame front at a rate 
comparable to the flames surface area, which is generally done more effectively when the 
surface area is large.  
 
Modeling mixing processes is a challenge, even in a non-reactive environment. The 
conservation of mass, momentum and energy equations must all be considered in three 
dimensions, as is commonly done in the field of computational fluid dynamics (CFD). One 
approach is to utilize the Reynolds Averaged Navier-Stokes (RANS) equations. In RANS, the 
fluctuating (turbulent) portion of the equation is separated from the time averaged portion. 
The averaged portion may then be solved and the turbulence modeled. Large Eddy Simulation 
(LES) is another common approach, whereas the Navier-Stokes equations are solved on a 
limited range of spatial scales. The resulting solution is similar to a low-pass filtered version of 
the flow field. Direct numerical simulation (DNS) can be used to numerically solve the Navier-
Stokes equation for very simplified flow configurations for which the Reynolds number is 
relatively low. However, rarely is DNS practical for mixing simulations relevant to realistic 
combustion devices. 
 
Using such approaches, mixing processes (such as non-premixed flames) may be modeled. 
Scalar’s quantities (𝜓𝜓𝑓𝑓) include species mass fractions and temperatures may be tracked as they 
mix. Almost all scalar mixing models are based upon passive mixing, whereas effects of mixture 
reactivity are ignored. Warhaft [63] describes a passive scalar as a diffusive contaminant in a 
fluid flow that is present in such low concentration that it has no dynamical effect (such as 
buoyancy) on the fluid motion itself. An example of such a passive mixing process would be the 
mixing of two inert gasses (such as He and Ar)  
 
Flames are by nature, reactive. The diffusion process feeding a non-premixed flame is affected 
by the flames reactivity and heat release. It is not correct, but common, for passive scalar 
mixing concepts to be applied to flame modeling [64]. In fact most diffusion flame models, such 
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as those most commonly used for diesel engine development, are based upon passive scalar 
models. Surprisingly, many such models have found utility.  
 
In the description of non-premixed combustion systems it is common to introduce a mixture 
fraction variable Z [65], 
𝑍𝑍 = 𝑚𝑚𝑓𝑓
𝑚𝑚𝑓𝑓 + 𝑚𝑚𝑜𝑜𝑜𝑜 
 
Zst can then be defined as the value for a stoichiometric fuel/oxidizer mixture. The masses 
associated with Z are elemental, not molecular, so they are considered passive. Z therefore is a 
measure of mixed-ness. On the fuel side of a diffusion flame Z = 1, whereas on the oxidizer side 
Z = 0. In-between a flame exists with a reaction zone residing near Zst.  
 
A commonly used mixing metric is the instantaneous scalar dissipation rate (χ), 
 
𝜒𝜒 = 2𝐷𝐷|∇𝑍𝑍|2 
 
The scalar dissipation rate is commonly viewed as the inverse of the diffusional time scale. χ 
appears frequently in non-premixed combustion models.  
 
The importance of convective-diffusive mixing processes on non-premixed flame physics cannot 
be understated. In the non-premixed environment, estimates of important flame properties 
such as burn rate can only be made based upon accurate estimates of mixing processes. 
Whether the mixing process is characterized by 𝜒𝜒 or another method, fundamentally it is driven 
by diffusion and topology, the latter of which is the focus of this study. Many of the same 
concepts with regards to mixing and surface area generation will be later discussed and shown 
to be similar for premixed and partially-premixed flames. 
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2.2.1.2 Turbulent Non-Premixed Flames 
 
Due to a combination of natural instabilities and/or interaction with local flow, most non-
premixed flames become turbulent. The difference between a laminar and turbulent diffusion 
flame is visually recognizable. The contour of laminar diffusion flames usually looks smooth, 
whereas turbulent flames contours exhibit significant levels of wrinkling and corrugation due to 
flow/flame interactions.  
 
The normal state of fluid motion (or flames) is turbulent. Any flow field can be broken into its 
average and random components, respectably, 
 
𝑢𝑢�⃗ = 𝑢𝑢�⃗ + 𝑢𝑢�⃗ ′ 
 
Where 𝑢𝑢�⃗ ′ = fluctuating velocity components 
 
Turbulence causes a portion of the flow (𝑢𝑢�⃗ ′) to be random, chaotic and unpredictable in nature. 
Laminar flows are therefore just the subgroup of flows for which 𝑢𝑢�⃗ ′ is negligibly small. Although 
stochastic, turbulence flow contributions often self-organize into vortex structures which are 
generally referred to as “eddies”. Such structures span many scales and are particularly 
effective at imposing aerodynamic strain. 
 
The characterization of a flame as turbulent vs. laminar can generally be evaluated using the 
Reynolds number definition, 
𝑅𝑅𝑅𝑅 = 𝜌𝜌𝐿𝐿𝑑𝑑
𝜇𝜇
 
Where Re = Reynolds number 
 L = characteristic length 
 V = flow velocity 
 𝜇𝜇 = fluid dynamic viscosity 
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At a critical Reynolds number (geometry dependent, and never exact) flow transitions from 
laminar to turbulent regimes. The Re number can be viewed as a ratio of inertial to viscous 
forces. At high Re number flow, inertial forces and turbulent contributions dominant the flow. 
At low Re number viscous forces dominate, eddies are rapidly dissipated, and flow remains 
laminar.  
 
There exists a range of Reynolds numbers for which the flow is “transitioning” from laminar into 
turbulence. In this regime the  𝑢𝑢�⃗ ′ flow contributions are significant, but do not dominate flow 
dynamics.  
 
The various turbulent regimes of a non-premixed flame can be observed by the classic 
“bending” phenomenon illustrated in Figure 2-7 below by McAllister et al. [66]. This figure 
shows the progression of a jet flame as the nozzle velocity (and turbulence intensity) is 
continually increased.  
 
 
Figure 2-7: Flame height vs. nozzle velocity trend for jet diffusion flame provided by McAllister 
et al. [66] 
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Notice that flame height increases linearly with flow rate throughout the laminar regime. Then 
a transition occurs where the flame height reaches a maximum, followed by a constant height 
throughout the turbulent regime. Within the turbulent regime the diffusion flame height is 
independent of flow rate. When these results were originally recognized through experiment, 
they were thought to be counterintuitive. One may reason that diffusion flame height should 
continue to grow with increasing jet mass and momentum as the total burn rate of the flame 
must increase. As will be shown, it is surface area phenomenon that allows such a flame to 
maintain height throughout the turbulent regime. 
 
A drawing of the jet flow is shown in Figure 2-8 below. The mass flow rate of fuel (?̇?𝑚𝑓𝑓) ejected 
from the nozzle scales linearly with the flow velocity (Vnozzle) since the nozzle area (Anozzle) is 
fixed, 
?̇?𝑚𝑓𝑓 = 𝜌𝜌𝑓𝑓𝐴𝐴𝑏𝑏𝑜𝑜𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑑𝑑𝑏𝑏𝑜𝑜𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓 
 
Therefore, as Vnozzle increases the jet flame needs to accommodate this with a proportionally 
larger total burn rate. All of the fuel mass must pass through the flame contour at some portion 
of the flames surface (𝜕𝜕𝐴𝐴) at approximately the local flame speed (S) and density (𝜌𝜌) 
 
?̇?𝑚𝑓𝑓�𝜕𝜕𝜕𝜕 = (𝜌𝜌𝑆𝑆 ∙ 𝛿𝛿𝐴𝐴)|𝛿𝛿𝜕𝜕 
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Figure 2-8: Laminar Jet flame 
 
The 𝜌𝜌 of the gas leaving the flame surface will be similar throughout the flame contour. As 
discussed previously, diffusion flames tend to rest along a Ф=1 contour with similar properties, 
such as flame speed (S) throughout. Therefore, with both 𝜌𝜌 and S being similar at every point 
that fuel passes through the flame front, 
 
?̇?𝑚𝑓𝑓 = �(𝜌𝜌𝑆𝑆 ∙ 𝛿𝛿𝐴𝐴)|𝛿𝛿𝜕𝜕
𝜕𝜕𝜕𝜕
~𝜌𝜌𝑆𝑆𝐴𝐴𝑓𝑓𝑜𝑜𝑓𝑓𝑏𝑏𝑓𝑓  
 
?̇?𝑚𝑓𝑓 is proportional to the total flame area (Atotal). The turbulent jet flame can only compensate 
for the extra fuel by increasing its total surface area. It does so by wrinkling. Within the 
turbulent regimes, eddies stretch the diffusion flame causing surface area growth and diffusion 
flame burn rates are therefore driven largely by flame-flow interactions and topological 
phenomenon.  
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In the “bending” example the flame maintains height throughout the turbulent regime because 
mixing intensity scales with the flow velocity. Turbulence stretches the front, increasing the 
surface area and enhancing the diffusive flux of fuel and oxidizer into the flame. 
 
Figure 2-9 below shows the same diffusion jet flame that has now become turbulent. Notice 
that the wrinkled front has a much longer perimeter than would a laminar front of equal area. 
The local flame surface area per volume, commonly referred to as surface area density (Σ) is 
larger for the turbulent flame than it was for the laminar flame. 
 
 
Figure 2-9: Turbulent Jet Flame 
 
As previously mentions, diffusion flames wrinkled due to both natural instabilities and turbulent 
flow/flame interaction; the combination of which is highly complex. The jet flame geometry 
presented here is of rather simple geometry in comparison to those found in real combustion 
devices. The richness of diffusion flame topology can be observed in everyday life (such as 
pulsating log flame in a fireplace) or in engineered devices, such as engines.  
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If more is desired on the topic of non-premixed flame wrinkling please refer to references [67, 
68] or on non-premixed flames in general refer to any of the following textbooks [26, 65, 66, 69, 
70]. Many of the same concepts just presented with regards to diffusion, mixing, surface area 
generation and turbulent flow-to-flame interactions are relevant for premixed and partially-
premixed flames alike.   
 
2.2.2 Premixed Flames 
 
Flames can occur in fuel/oxidizer mixtures of a wide range of mixed-ness. In the previous 
section the one extreme of completely non-premixed flames was discussed. This section will 
focus on just the opposite, flames where the fuel and oxidizer are completely mixed prior to 
combustion. In-between lies a partially premixed regime of mixed-ness, which will be discussed 
later. Throughout this document the term “premixed flames” will be used exclusively for flames 
occurring in a completely homogeneous fuel/oxidizer mixture. Such mixtures are by definition 
free of unburned reactant concentration gradients.  
 
Premixed flames are utilized in conventional SI engines. There, fuel and oxidizer are typically 
fully premixed to Ф = 1 prior to being ignited. The popularity of conventional SI engines has 
motivated a few decades of premixed engine combustion studies. Premixed flames are also 
used in Bunsen burners. Beyond these two examples it becomes difficult to identify premixed 
flame applications as they are uncommon.  
 
For a premixed flame to occur, reactants must be first mixed and then ignited. Following 
ignition, a flame typically propagates through the mixture until the charge is consumed or the 
flame is quenched. Premixed combustion events tend to occur quickly and violently. Usually 
flames propagate at sub-sonic speeds (deflagration), but sometimes they can transition into a 
detonation wave which propagates at super-sonic speeds. Stellar explosions are a rare and awe 
inspiring example of such a naturally occurring premixed detonation. Fortunately, no 
detonations of that sort occurred in the experiments performed in this study. 
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Premixed flames are free of unburned gas Ф concentration gradients and are therefore less 
sensitive to the fuel/oxidizer mixing processes. Recall that fuel/oxidizer mixing processes were 
rate-limiting in diffusion flames. Therefore, the physics which limit burn rate in a premixed 
flame differ from those of a diffusion flame. Based upon common chemical engineering 
terminology, premixed flames are usually labeled as “kinetically limited”. Such a label insinuates 
that reaction rate is limited by reactivity and not mixing processes. As it is true that premixed 
flames are insensitive to reactant mixing processes, they are sensitive to turbulent stretch and 
their stability may depend upon diffusive effects. The rate for which a premixed flame 
propagates is largely controlled by a combination of the flames aero-thermo-diffusively 
controlled structure and its topology.  
 
The combustion community has struggled to fully understand premixed flame phenomenon 
because the flame physics are so closely and complexly coupled to turbulence which is itself is a 
field in discovery. 
 
Laminar premixed flame structures are fairly well understood; largely because their physics can 
be understood in the absence of turbulence-flame interactions. Fortunately, some laminar 
flames theory remains applicable to turbulent flames. Therefore, laminar premixed flame 
theory is foundational in turbulent flame theory and will be discussed. The importance of flame 
topology and wrinkling will be emphasized throughout this section as it relates directly to the 
research performed. Some common modeling techniques for premixed flames will also be 
discussed with an emphasis on engine applications. 
 
2.2.2.1 Un-stretched Laminar Premixed Flames 
 
Premixed flames consume fuel/oxidizer through the process of flame propagation. An 
outwardly expanding premixed flame is shown in Figure 2-10. After being centrally ignited, the 
flame propagates outwards towards the unburned portion of the charge. Eventually the whole 
charge will be consumed and the flame will extinguish. 
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Figure 2-10: Laminar flame propagating spherically through a premixed iso-octane/butane/air 
charge. Shadowgraphy images provided by Guillaume et al. [71]. 
 
Notice that the flame propagates normal to its own surface and that its contour is smooth, 
these two properties are characteristic of laminar flames.  
 
Some of the earliest combustion theories were capable of qualitatively capturing the key 
features of premixed flames. Zel’dovich et al. [72] presented an asymptotic analysis titled “A 
theory of thermal propagation of a flame” in 1938. In this analytic study combustion was 
assumed to occur as a single step, irreversible reaction. Also, the unburned reactants Lewis (Le) 
number was assumed unity and thermal properties (Cp) were considered constant. The Le 
number is defined as the ratio of thermal to mass diffusivity (of limiting reactant) as follows, 
 
𝐿𝐿𝑅𝑅 = 𝜕𝜕ℎ𝑅𝑅𝑟𝑟𝑚𝑚𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑢𝑢𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝜕𝜕𝑑𝑑
𝑚𝑚𝑒𝑒𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑢𝑢𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝜕𝜕𝑑𝑑 𝑜𝑜𝑑𝑑 𝑒𝑒𝑑𝑑𝑚𝑚𝑑𝑑𝜕𝜕𝑑𝑑𝑙𝑙𝑙𝑙 𝑟𝑟𝑅𝑅𝑒𝑒𝑟𝑟𝜕𝜕𝑒𝑒𝑙𝑙𝜕𝜕 = 𝛼𝛼𝐷𝐷𝑏𝑏 
 
Zel’dovichs analysis suggested that premixed flames exhibit a two-part flame structure. 
Assuming that the chemical activation energy of the reactive mixture is large (Activation Energy 
Asymptotic theory), then reactions are limited to a thin region of the flame called the “reaction 
zone”. This region is preceded by a thicker non-reactive “preheat zone”, where heat from 
reaction prepares the incoming mixture for combustion.  
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Through a combination of the continuity and Navier-Stokes equations the structure and velocity 
of an unstrained laminar premixed flame can be solved. The results of such an analysis are 
demonstrated in Figure 2-11 below by Lipatnikov [60]. A complete summary of the analysis 
techniques and assumptions in the AEA analysis can also be found in the same reference. 
 
 
Figure 2-11: A summary of AEA theory by Lipatnikov [60] 
 
c = temperature progress variable (unity in burned gas, zero in unburned gas) 
SL = laminar flame speed 
W = reaction rate 
δr = reaction zone thickness 
δp = preheat zone thickness 
ΔL = δf laminar flame thickness (reaction zone neglected as δp >> δr) 
Θ = chemical activation temperature 
Ze = Zel’dovich number = Θ(Tb-Tu) 
J = mass flux 
𝜏𝜏𝑏𝑏= chemical reaction time scale = 
1
2∫
𝑊𝑊
𝜌𝜌𝑢𝑢
𝑏𝑏𝑏𝑏
1
0
 
 
Notice that δr decreases as Ze increases. Therefore the “thin reaction zone” assumption 
becomes more reasonable at high Θ. Total flame thickness (ΔL in Figure 2-11 which will be 
referred to as δf) decreases with flame speed and scales as,  
δ𝑓𝑓 ∝ �𝐷𝐷𝑏𝑏𝜏𝜏𝑏𝑏 
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Therefore, flames with high molecular diffusivity or slow chemical reactions are thick. The 
appearance of mass diffusivity in the flame thickness proportionality seems counterintuitive 
being that the reaction is kinetically limited; however, remember that at uniform Le number Du 
= 𝛼𝛼. The same proportionality may be written as δ𝑓𝑓 ∝ �𝛼𝛼𝜏𝜏𝑏𝑏 . Higher thermal diffusivity causes a 
lengthier preheat zone. Although the AEA model is based upon a highly simplified analysis, the 
general results agree qualitatively well with experiments.  
 
In the reaction zone of real flames hundreds to thousands of reactions occur. The thickness of 
such a zone is not as negligibly thin as the AEA model may suggest; it’s typical for δ𝑏𝑏 ≈ 0.1δ𝑓𝑓. 
The Lewis number of reactants is also not generally unity.  
 
It is becoming less common for laminar premixed flame structure and speed to be evaluated in 
an analytical manner and more common for computational techniques to be employed. For 
example, commercial programs such as CHEMKIN-PRO [73] can readily solve the continuity and 
Navier-Stokes equations along with detailed chemical kinetics to provide good estimates of 
laminar flame structures and speeds while employing minimal assumptions. 
 
In order for such a solver to evaluate detailed chemistry, the chemical kinetic equations must 
be recognized. There are too many reactions occurring in a flame for a simple global reaction 
rate equation to be defined, at least for any realistic fuel. Therefore, the chemical species 
concentrations, including radicals must be tracked throughout the flame considering the effect 
all elementary reactions.  
 
An elementary reaction may be generically described in the form, 
 
𝑒𝑒𝐴𝐴 + 𝑢𝑢𝑏𝑏 ↔ 𝑟𝑟𝐶𝐶 + 𝑑𝑑𝐷𝐷 
Where A, B, C, D = chemical species 
a, b, c, d = stoichiometric coefficients 
 
Reaction rate can then be described by the Arrhenius equation, 
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𝑑𝑑𝐶𝐶𝜕𝜕
𝑑𝑑𝜕𝜕
= 𝐴𝐴(−𝑅𝑅−Θ𝐴𝐴𝐴𝐴𝑇𝑇 𝐶𝐶𝜕𝜕𝑏𝑏𝐶𝐶𝐵𝐵𝑏𝑏 + 𝑅𝑅−Θ𝐶𝐶𝐶𝐶𝑇𝑇 𝐶𝐶𝐶𝐶𝑏𝑏𝐶𝐶𝐷𝐷𝑏𝑏) 
 
Where A = collisional frequency factor 
Θ𝑓𝑓𝑖𝑖= chemical activation temperature of reaction between species i and j  
 
In the Arrhenius rate equation, (A𝐶𝐶𝐼𝐼𝑓𝑓𝐶𝐶𝐽𝐽
𝑖𝑖) quantifies the rate for which molecular collisions occur 
and the (𝑅𝑅
−Θ𝑠𝑠𝑖𝑖
𝑇𝑇 ) the probability that such a collision results in reaction. The number of reactants 
participating in an elementary reaction is not limited; however almost all reactions occur in a 
unimolecular or bimolecular manner as the probability of three or more molecules colliding is 
very small. 
 
For iso-octane, there are about 3600 reactions and 860 species that participate in combustion 
[74]. To model the structure of such a flame considering detailed chemistry, a mechanism must 
be specified that includes all relevant reactions and species. The constants Θ𝑓𝑓𝑖𝑖 and A must be 
known for every reaction over the modeled range of conditions. Luckily, not all of the reactions 
within a flame front are important; some reactions contribute negligibly towards reactivity. 
Therefore, it is common for mechanisms to be reduced so that they only include the most 
important reactions and species. For example, the iso-octane mechanism most commonly used 
in CHEMKIN-PRO contains 2820 reactions and 463 species [75]; 800 reactions and 400 species 
were neglected as their contribution was deemed minimal. Some researchers have further 
reduced the iso-octane mechanisms to 69 reactions and 38 species [76], but modeling accuracy 
is compromised at this level of reduction. Generally, when possible (computationally feasible 
and practically appropriate) the less reduced mechanisms are best used for premixed flame 
calculations. 
 
Chemical mechanisms are typically validated through comparison with experiments. 
Confidence is gained in such mechanisms when they demonstrate the ability to accurately 
predict ignition delay times and flame speeds. A variety of experimental hardware 
configurations can be used to provide experimental data for comparison. Shock tubes, rapid 
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compression machines and flow reactors can all be used to measure ignition delay time and 
flame speed. Such comparisons between experiment and model do provide a good validation of 
the models global behavior. However, they do not provide a measure individual elementary 
reaction rate constants or flame structure for evaluation of the mechanism/model details. 
Therefore, reaction constants such as Θ and A often must be determined through chemical 
thermodynamics or empirical trial/error. 
 
Chemical reaction pathways differ based upon the fuel used. Generally, hydrocarbon fuels start 
as large chains and are broken down into smaller chains through combustion. Larger fuels (by 
molecular count) require lengthier chemical mechanisms. However, once partially oxidized, 
larger hydrocarbon molecules tend to follow the same pathways as do smaller hydrocarbon 
fuels. Therefore, large fuel chemical kinetic mechanisms can be built upon the foundation of 
smaller fuels. For example, the mechanism for iso-octane (C8H18) can be developed by starting 
with the established mechanism for butane (C4H10), and adding to it the reactions that occur 
due to C5 to C8 sized species.  
 
Commercial fuels that are used in vehicles are blends containing hundreds of species. The 
kinetics of such a “soup like” mixture is complex. Therefore, developing accurate mechanisms 
for real fuels is a challenge. The combustion community has chosen to focus its effort upon 
developing a few high fidelity mechanisms for “surrogate” fuels, such as iso-octane and n-
heptane, and using the surrogates to approximate real fuels. However, it remains challenging to 
reproduce real fuels using surrogate fuel blends, as inevitably, there will be physical differences 
between the two. 
 
Recognizing the complexity of chemical kinetics within flames, it is impressive that flame 
structures and speeds can be actually be modeled through programs such as CHEMKIN-PRO 
quite accurately.  For example, Figure 2-12 below shows a comparison between the predicted 
ignition delay time calculated from a mechanism developed by Curran et al. [74] and 
experimental shock tube data provided by Fieweger et al. [77] at Ф=1. 
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Figure 2-12: Iso-octane ignition delay time comparison of experiment (dotted line) and chemical 
kinetics model calculations of Curran et al. [74] at Ф=1. 
 
This shows, at least qualitatively, that such kinetics models are capable of capturing the 
chemical reactivity of iso-octane mixtures. Davis et al. [78] used Curran’s kinetic mechanism 
discussed above to calculate and compare  iso-octane flame speeds over a range of equivalence 
ratio’s. These results are shown below in Figure 2-13. 
 
Figure 2-13: Iso-octane flame speed comparison between experiment (diamonds) and a 
chemical kinetic mechanism by Curran et al. [74]. Figure and experimental data by Davis et al. 
[78].  
 
The Curran mechanism and PREMIX9 code used to calculate the flame speeds in Figure 2-13 is 
state of the art. Notice that the measured flame speeds differ from calculated flame speeds by 
as much as 20%. Similar errors have also been reported between different flame speed 
measurement techniques [79], suggesting that the uncertainty in the experimentally measured 
flame speed is on the same order. This iso-octane mechanism validation has been used as an 
                                                     
9 Developed by Sandia National Laboratories 
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example, but such levels of uncertainty are common across the field. It remains a challenge to 
computationally quantify laminar flame speeds and ignition delays much more accurately.  
 
Chemical kinetics aside, recognize how laminar flame speed changes with Ф for iso-octane in 
Figure 2-13. SL peaks just slightly rich of stoichiometric, as is common. Most flames propagate 
their fastest at near Ф=1, independent of fuel composition. Further, the trend of adiabatic 
flame temperature vs. Ф is shown in Figure 2-14 for a few different fuels. 
 
 
Figure 2-14: Adiabatic flame temperature vs Ф. Figure by Law [26]. 
Flame temperature, like speed, peaks close to Ф=1. In the previous AEA analysis it was shown 
that 𝑆𝑆𝐿𝐿 ∝ �
𝐷𝐷𝑢𝑢
𝜏𝜏𝑠𝑠
 and 𝜏𝜏𝑏𝑏 decreases with increasing reactivity. Through the Arrhenius equation 
𝑊𝑊 ∝ 𝑅𝑅𝑇𝑇, so reactivity, and subsequently flame speed are both highly sensitive to temperature. 
Near stoichiometric flames propagate quickly largely because their flame temperature is high.  
 
Fast flames tend to resist extinction and tend to be robust in application. Highly lean or rich 
flames burn slowly and have more of a tendency to extinguish than do near stoichiometric 
flames, particularly when subject to aerodynamic stretch. 
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Laminar flame speed computations such as those performed by the PREMIX code provide flame 
front species and temperature profiles. The detailed chemical structure of laminar premixed 
flames can be examined in detail. Such an analysis will be excluded for brevity. Radicals such as 
OH, H, CH2O and others participate in reactions throughout the front in a complex manner. 
Reactivity is mostly confined to a narrow zone which is similar to the thin reaction zone concept 
utilized by the AEA model. However, the transition between the pre-heat and reaction zone is 
not discrete and defining a bordering location requires the definition of an arbitrary threshold. 
Particularly for some fuels which undergo multiple stages of ignition. Such fuels exhibit 
significant reactivity at lower temperature (~700K), which by most asymptotic type analysis is 
considered well into the preheat zone. Therefore, the two-zone model is only to be used 
conceptually. Flame zone measurement (such as δr) must be considered with ambiguous 
definition and their respective uncertainty. 
 
Qualitatively, analytical analysis such as that originally developed by Zel’dovich provides a 
useful conceptual model for how laminar premixed flames structure and propagate speed. 
Qualitatively, computational analysis is capable of providing much better estimates of 
important properties such as flame speed and ignition delay for use in engineering application. 
Even with the state of the art calculations, uncertainty in any such estimates still remains 
uncomfortably high for many engine design applications.  
 
 
2.2.2.2 Stretched Laminar Premixed Flames 
 
Flames are affected by aerodynamic stretch. It generally leads to flame surface area growth. It 
is also capable of altering flame front internal structure and subsequently, stretch can affect a 
flames temperature profile and propagation speed. High amounts of stretch can extinguish a 
flame. Stretch is caused by a combination of aerodynamic strain and curvature, which can be 
recognized in the following relation, 
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?̇?𝑑 = 1
𝐴𝐴
𝑑𝑑𝐴𝐴
𝑑𝑑𝜕𝜕
 
 
Where ?̇?𝑑 = stretch rate. Hence, flame stretch and surface area growth are directly related to 
each other. The local stretch rate of a flame front can be further broken up into its respective 
components [60], 
 
?̇?𝑑 = 𝑒𝑒𝑓𝑓 + 𝑆𝑆𝑒𝑒𝑏𝑏 
 
Where 𝑒𝑒𝑓𝑓= local strain rate 
 𝑒𝑒𝑏𝑏= local stretch due to curvature 
 S = speed of self-propagation 
 
The strain component of stretch is caused by fluid interaction with the front and is quantified as 
the tangential divergence of the velocity vector, 
 
𝑒𝑒𝑓𝑓 = ∇𝑓𝑓 ∙ ?⃗?𝑑 
 
Curvature induced stretch is found to be [60], 
 
𝑒𝑒𝑏𝑏 = ∇ ∙ 𝑙𝑙�⃗ = 1𝑅𝑅1 + 1𝑅𝑅2 
 
Where 𝑙𝑙�⃗  = vector normal to flame front 
 R1 and R2 = principal radii of surface 
 
Because high levels of flame stretch lead to extinction, flames are limited in their ability to 
curve sharply or survive in strong flows. Stretch extinction is thought to occurs due to either 
flame front cooling or reduced reactant residence time [80].  
 
Curvature induced stress (𝑒𝑒𝑏𝑏) arises for a number of reasons, one of which being that flames 
must propagate in a direction for which air/fuel reside, which often necessitates curvature. For 
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example, a flame that is ignited in the center of a premixed fuel/oxidizer charge must expand 
outwardly. It does so in a spherical manner and as it grows in size it will experience a decreasing 
𝑒𝑒𝑏𝑏 (due to increasing R1 and R2). Obviously such curvature will increase flame surface area 
through positive ?̇?𝑑, however, the effect of ?̇?𝑑 on internal flame structure and local propagation 
speed is not self-evident. 
 
The AEA analysis presented earlier is ignorant of stretch because it was performed on a one-
dimensional flame. In three-dimensions, curvature affects heat and mass transfer processes in a 
manner for which one-dimensional models cannot capture. Particularly when considering 
differential diffusion effects (Le≠1), as will be discussed.    
 
Flame curvature is defined to be positive when convex and negative when concave in the 
direction of travel. This has been illustrated in Figure 2-15 below. 
 
 
Figure 2-15: Curvature of a flame front 
 
Diffusive process are more effective on positively curved surfaces (𝜅𝜅>0) than flat or negatively 
curved surfaces (κ ≤ 0). When  𝜅𝜅 ≠0 diffusive transfer occurs in both the normal and 
tangential directions which promotes transfer for 𝜅𝜅>0 and hinders transfer for 𝜅𝜅<0.  
Flame fronts are hindered by increased heat diffusivity (heat losses) but are aided by increased 
mass diffusivity rates (fuel flow rate), as the total energy input and outputs are quantified 
respectably. Flame front curvature can increase (𝜅𝜅>0) or decrease (𝜅𝜅<0) both rates 
simultaneously; but not one individually.  
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If Le<1 and (𝜅𝜅>0) then diffusive transfer of the limiting reactant (burn rate) will increase into 
the front relative to heat transfer losses out due to curvature and above adiabatic flame 
temperatures will result. If Le>1 and (𝜅𝜅<0) then just the opposite will occur and the flame front 
will cool. The flame speed will increase or decrease with flame temperature accordingly. Le = 1 
flames are relatively insensitive to curvature. The effect of Lewis number on flame speed is 
summarized in Table 2-1 below. 
 
Table 2-1: Speed relative to unstrained laminar flame speed (SL) for a curved flame front 
 
 
For any given mixture of fixed Lewis non-unity number, flame speed will be inversely affected 
depending on the direction of curvature. Because flames propagate normal to themselves, 
positive curvature fronts propagate divergently whereas negative fronts converge. Convergent 
regions of a flame front (𝜅𝜅 < 0) tend to close up due to propagation. Outwardly propagating 
flames are positively curved on average, whereas inwardly propagating flames are negatively 
curved. Therefore, Le<1 flames tend to burn fast in expansion and Le>1 flames burn fast in 
contraction. 
 
If Le < 1 then the fastest local flame regions are found at the most positive and the slowest in 
the most negative regions of curvature. Concave regions of the front (𝜅𝜅 < 0) will tend to close 
slowly. Convex regions (𝜅𝜅 > 0) will accelerate with the flame tip propagating the fastest. 
Therefore, Le < 1 flames are relatively unstable and slow to reduce flame front curvature if 
perturbed. More will be discussed on flame stability later. 
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Although the qualitative description summarized in Table 2-1 is generally correct the real 
effects of stretch and curvature on laminar flame wrinkling is more complex and cannot be 
explained through Le number alone. 
 
The effect of curvature due to Lewis number is often termed “differential diffusion” [26]. 
Similarly, differences in molecular diffusivity between the fuel and oxidizer can also affect flame 
structure and speed is termed “preferential diffusion”. If the limiting reactant preferentially 
diffuses into the front (𝐷𝐷𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
> 𝐷𝐷 𝑓𝑓𝑜𝑜𝑏𝑏𝑓𝑓𝑎𝑎𝑎𝑎
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
 ) then super adiabatic flame temperatures and 
high flame speeds will occur. If (𝐷𝐷𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
< 𝐷𝐷 𝑓𝑓𝑜𝑜𝑏𝑏𝑓𝑓𝑎𝑎𝑎𝑎
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
 ) then the opposite trend is observed. 
Because preferential and differential diffusion occur simultaneously it is difficult to isolate the 
effects of either effect individually in a Le≠1, (𝐷𝐷𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
≠ 𝐷𝐷 𝑓𝑓𝑜𝑜𝑏𝑏𝑓𝑓𝑎𝑎𝑎𝑎
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
 ) curved flames; as is 
generally the case. 
 
There have been numerous studies that have shown that stretched laminar flame speed cannot 
accurately be quantified in terms of just SL, 𝜅𝜅, 𝑒𝑒𝑓𝑓 and Le. One example being a DNS simulation 
of a methane flame by Echekki et al. [81] for which it was found that curvature effects highly 
diffusive intermediate species, such as H and H2 in a manner not described by Lewis number 
descriptions alone.  
 
Flaws in the very definition of Lewis number have been recognized. For example, Haq et al. [82] 
published a review paper that noted that the Lewis number is ambiguous at Ф=1 where there is 
no deficient reactant. The step change that occurs in Le number value in the transition from 
lean to rich mixtures was also discussed to be unphysical. Therefore, Lewis number remains as 
a useful and commonly used combustion mixture metric, but is not expected to be present in 
truly fundamental derivations. 
As early as 1964 Markstein observed a linear relation between laminar flame stretch and speed 
[83]. Since then, a great number of analytical, computational and experimental studies have 
 59 
 
observed the same relationship [84]. Markstein’s suggested the following relationship between 
local flame velocity, unperturbed laminar flame velocity and stretch, 
 
𝑆𝑆
𝑆𝑆𝐿𝐿
= 1 − ℒ𝜏𝜏𝑏𝑏?̇?𝑑 = 1 − ℒ ∙ 𝐾𝐾𝑒𝑒 
 
Where ℒ = Markstein length 
 Ka = Karlovitz number 
 
Markstein lengths can be experimentally measured. Often, different Markstein lengths are 
defined for different flame speed definitions (flame velocity, consumption rate, etc.). Here, ℒ is 
defined in terms of velocity. One method for measuring ℒ is to monitor the radial evolution of a 
spherically expanding laminar flame in a quiescent chamber. For such a configuration both 𝑒𝑒𝑏𝑏 
and 𝑒𝑒𝑓𝑓 can be estimated based on the simple spherical geometry.  ℒSL can then be found as the 
slope of S vs. 𝜏𝜏𝑏𝑏?̇?𝑑. An example of such a procedure for iso-octane and n-heptane can be found in 
ref [85]. 
 
Since ℒ is experimentally determined, all stretched flame physics should be captured in the 
linear Markstein relationship for as long as the relation remains valid. ℒ is a mixture property 
and is usually assumed to be constant for a mixture at a given thermodynamic state.  
 
Theoretical derivations that support the linear S-ℒ relationship are based upon weakly 
stretched flames (Ka <<1) [60]. Most measurements that support the theory are also based 
under weakly stretched conditions [86]. Therefore, the linear relationship is only thought to 
hold true under weakly stretched flames. Some researchers have recognized that the linear S-ℒ 
relationship tends to over predict flame speeds and have suggested the following corrected 
relationship be used [86, 87], 
�
𝑆𝑆
𝑆𝑆𝐿𝐿
�
2 ln � 𝑆𝑆
𝑆𝑆𝐿𝐿
�
2 = −2ℒ?̇?𝑑
𝑆𝑆𝐿𝐿
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All empirical S-ℒ relations, be them linear or non-linear, are questionable in accuracy. No simple 
S-ℒ relation is known to fully capture all of the physics involved in the stretching of laminar 
flames. However, such empirical relations have proven their worth in practice.  
 
Perhaps the most accurate way to characterize the effect of stretch on premixed laminar flames 
is direct numerical simulation. One such example by Echekki was previously discussed [81]. 
However, DNS simulations are computationally expensive and rarely performed. They can only 
be performed at relatively low turbulence intensities.  
 
Changes in local flame velocity due to stretch are typically <  20% SL in application. In contrast to 
topological effects such as turbulent flame surface area growth which may increase flame 
velocities by an order of magnitude, such local stretch induced changes in velocity are of 
second order importance. However, stretch effects on local flame velocity influences topology 
through hydrodynamic stability, which may promote wrinkling and lead to physical flame 
acceleration effect of flame stretch of first order importance. Therefore, flame stretch physics is 
a very important branch of combustion research. 
 
2.2.2.3 Turbulent Premixed Flames 
 
Premixed flames are almost always turbulent.  Even within a perfectly quiescent environment 
laminar flames develop wrinkles due to flame front instabilities. Eventually such laminar flames 
transition into turbulent flames. In most applications, such as engines, turbulence is desirable 
as it tends to increase the burn rate. 
 
Turbulent premixed flames are classified as reaction (or kinetically) limited based upon the 
flames Damköhler number (Da >> 1). Where Da is conventionally defined by chemical engineers 
as, 
𝐷𝐷𝑒𝑒 = 𝐷𝐷𝑒𝑒𝑚𝑚𝐷𝐷𝑜𝑜ℎ𝑒𝑒𝑅𝑅𝑟𝑟 𝑁𝑁𝑢𝑢𝑚𝑚𝑢𝑢𝑅𝑅𝑟𝑟 =  𝑟𝑟𝑅𝑅𝑒𝑒𝑟𝑟𝜕𝜕𝑑𝑑𝑜𝑜𝑙𝑙 𝑟𝑟𝑒𝑒𝜕𝜕𝑅𝑅
𝑚𝑚𝑒𝑒𝑑𝑑𝑑𝑑 𝜕𝜕𝑟𝑟𝑒𝑒𝑙𝑙𝑑𝑑𝑑𝑑𝑅𝑅𝑟𝑟 𝑟𝑟𝑒𝑒𝜕𝜕𝑅𝑅 
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In the turbulent reacting environment it is common to define the Da number in terms of 
characteristic turbulent mixing and reaction times, 
 
𝐷𝐷𝑒𝑒𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏
𝑏𝑏𝑜𝑜𝑏𝑏
= 𝜏𝜏𝑓𝑓
𝜏𝜏𝑏𝑏
 
 
Where 𝜏𝜏𝑓𝑓 = turbulent scale (commonly the flows integral scale is used). The Da number 
represents the ratio of reaction rate to mixing rate. In the turbulent environment the mixing 
timescale is associated with the properties of the turbulence. At Da >> 1 chemical reactions are 
fast relative to mixing. Therefore it is reasonable to assume that reaction occurs quickly, within 
a thin reaction zone a high Da number. Most practical combustion devices operate within the 
high Da regimes where it is appropriate to view the flame as being a thin contour.  
 
Under highly turbulent conditions it is possible for mixing to be enhanced to high rates so that 
(𝐷𝐷𝑒𝑒 ∝ 1). Under such conditions thin flame theory (flamelet concept) loses applicability and 
thick flame theory is required. Such flames may lack a dominant rate limiting processes which 
increases the challenge in describing their physics simply. This document will focus mainly on 
thin flame (flamelet) theory. 
 
Regime diagrams are commonly used to classify turbulent premixed flames. Borghi [88] was 
one of the first to present such a diagram. An updated version of his diagram by Peters [65] is 
shown in Figure 2-16 below, 
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Figure 2-16: Regime diagram (also known as Borghi diagram) for premixed turbulent 
combustion. This figure was provided by Peters [65]. 
 
Where 𝑢𝑢0′  = rms velocity 
 Reo = Reynolds number 
 KaL = Karlovitz number 
 KaR = reaction-zone Karlovitz number 
 ℓ𝐾𝐾= Kolmogorov scale 
 ℓ𝐿𝐿= flame thickness 
 ℓ𝑅𝑅= reaction zone thickness 
 
The y-axis is labeled as normalized turbulence intensity and the x-axis as the ratio of integral 
length scale to flame thickness. The Karlovitz number has been previously introduced as Ka = 
𝜏𝜏𝑏𝑏?̇?𝑑. However, it may be introduced more formally as a ratio of turbulence to flame scales, 
 
𝐾𝐾𝑒𝑒𝐿𝐿 = (ℓ𝐿𝐿ℓ𝐾𝐾)2 = 𝜏𝜏𝐿𝐿𝜏𝜏𝐾𝐾 
𝐾𝐾𝑒𝑒𝑅𝑅 = (ℓ𝑅𝑅ℓ𝐾𝐾)2 = 𝜏𝜏𝑅𝑅𝜏𝜏𝐾𝐾 = 𝐾𝐾𝑒𝑒𝐿𝐿𝑍𝑍𝑅𝑅2  
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Physically, the Ka number represents the ratio of a flame thickness (reaction or preheat zone) 
to the Kolmogorov length scale. The Komogorov length scale is characteristic of the smallest 
eddy sustained by the flow10.  
 
The Borghi diagram suggests the following occurs to a laminar flame as turbulence intensity is 
increased. At modest turbulence intensities the flame wrinkles. As turbulence is further 
increased the flame corrugates but still retains its thin, laminar like (flamelet) structure. A 
further increase in turbulence causes the flame to become a reaction sheet; whereas the flame 
maintains a sheet like figure but its internal structure becomes mixed and thickened by 
turbulent eddies. As turbulence intensity is further increased the flame becomes “well stirred”, 
or practically, extinct.  
 
Throughout all of the turbulent regimes eddies interact with the flame front and the 
manner/degree for which the flame is effected by eddies varies based upon the properties of 
the flame and the flow. Large scale eddies (ℓ𝐸𝐸𝑏𝑏𝑏𝑏𝐸𝐸 ≫ ℓ𝐿𝐿) are capable of distorting flame fronts, 
whereas small scale eddies (ℓ𝐸𝐸𝑏𝑏𝑏𝑏𝐸𝐸 < ℓ𝐿𝐿) tend to mix the internal structure of flame. 
 
The “Laminar flame” regime lies in the lower left of the diagram where the Re < 1. The 
properties of laminar flames have been discussed in detail previously and will not be revisited. 
In the lower right of the Borghi diagram the “Wrinkled flamelet” region is characterized by (Re > 
1, u’ < SL). Under such mild turbulent conditions premixed flames wrinkle but remain “flamelet 
like”. Because the length scales of the flow (size of eddies) is large relative to the flames 
thickness (Ka << 1), the flow is able to wrinkle, but not mix the preheat or reaction zones of the 
front. 
 
The “corrugated flamelet” regime exists directly above the wrinkled regime on the Borghi 
diagram. In this regime turbulent fluctuations are larger in magnitude than flame velocities (u’ > 
                                                     
10 Eddies smaller than the Komogorov scale cannot exist due to viscous dissipation. 
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SL) and flow folds and wrinkles the front more intensely. The flame retains the “flamelet like” 
structure as turbulent eddies remain larger in scale than the flame itself. 
 
When turbulence is increased further beyond the corrugated regime into the “reaction sheet” 
regime, the structure of the flame begins to become mixed due to small eddy intrusion since 
ℓ𝐾𝐾<ℓ𝐿𝐿. Peters provides Figure 2-17 to demonstrate how such eddies might interact with a flame 
front, 
 
 
Figure 2-17: (a) Weak flame-vortex interaction (u’ < SL) resulting in a wrinkled flamelet. (b) 
Strong flame-vortex interaction (u’ > SL) resulting in a corrugated flamelet (c) Strong flame-
vortex interaction with the smaller eddies penetrating into and broadening the preheat zone of 
the flame. Figure provided by Peters [65] 
 
A weak eddy interacts with a flame front in (a) causing it to wrinkle. A stronger eddy corrugates 
the front in (b). In (c) both a large and small eddy interact with the front. The larger eddy 
perturbs the front but the smaller eddy is able to penetrate the flame. In penetrating the flame, 
the small eddy in (c) is able to mix and alter the flame structure.  
 
In (a) and (b), the thin flame front is stretched but not mixed. It is therefore reasonable to 
assume that the flame structure is locally that of a stretched laminar flame (flamelet). 
Therefore, for (a) and (b) SL can be determined anywhere along the front based upon the 
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stretched laminar flame theory discussed in the previous section. In (c) it is not reasonable to 
assume the flame structure is “laminar flamelet like”, as the small eddy that penetrates the 
front alters the heat and species distribution throughout the front. Determination of SL in (c) is 
challenging as laminar flame theory is not applicable. 
 
If a small eddy is able to enter the front, as shown in (c), it might only mix the preheat zone 
(ℓ𝐸𝐸𝑏𝑏𝑏𝑏𝐸𝐸 < ℓ𝐿𝐿 and ℓ𝐸𝐸𝑏𝑏𝑏𝑏𝐸𝐸 > ℓ𝑅𝑅 So, 𝐾𝐾𝑒𝑒𝐿𝐿>1 but 𝐾𝐾𝑒𝑒𝑅𝑅<1). Or, if the eddy is small enough (ℓ𝐸𝐸𝑏𝑏𝑏𝑏𝐸𝐸 <
ℓ𝑅𝑅 So, 𝐾𝐾𝑒𝑒𝑅𝑅>1) it can penetrate both the preheat and reaction zones; altering the complete 
inner structure of the flame. The former occurs in the “reaction sheet” and the latter in the 
“well mixed” regimes. When such fine scale eddies penetrate the reaction zone extinction is 
probable to occur. 
 
Although the general trends shown in the Borghi diagram are correct, the location of borders 
between regimes is not as exact or discrete. For example, if the turbulence intensity of a 
corrugated flame is increased the Borghi diagram suggests that the flame will undergo a 
bimodal transition to a reaction sheet when 𝐾𝐾𝑒𝑒𝐿𝐿=1. Such transitions never occur so rapidly or 
exactly. A flame near 𝐾𝐾𝑒𝑒𝐿𝐿=1 may exhibit properties associated with both the corrugated and 
reaction sheet regimes. After all, there is no reason why an eddy slightly larger than the flame 
(ℓ𝐸𝐸𝑏𝑏𝑏𝑏𝐸𝐸 = ℓ𝐿𝐿 + 𝑑𝑑ℓ ) would not mix the inner structure of the flame almost as effectively as an 
equal-scale eddy (ℓ𝐸𝐸𝑏𝑏𝑏𝑏𝐸𝐸 = ℓ𝐿𝐿). Since there is such uncertainty surrounding the borders of the 
Borghi diagram (or other similar turbulent combustion regime diagrams), particularly between 
the reaction sheet and well stirred regimes, such diagram should only be used conceptually and 
qualitatively.  
For an eddy on scale with the reaction zone (ℓ𝐸𝐸𝑏𝑏𝑏𝑏𝐸𝐸 ≤ ℓ𝑅𝑅) to penetrate the reaction zone, it 
must first traverse the preheat zone.  Often, such small eddies are dissipated by the hot 
preheat zone and never reach the reaction zone. Therefore, a flame may exist well above 
𝐾𝐾𝑒𝑒𝑅𝑅>1 and still not be within the “well mixed” regime. Therefore, impractically high turbulence 
intensities are required in order to achieve “well mixed” flames.   
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Many researchers have shown that highly turbulent flames (𝐾𝐾𝑒𝑒𝐿𝐿>1) can maintain laminar flame 
thicknesses despite being classified in the distributed (reaction sheet and well mixed) reaction 
regimes based on Karlovitz criterion. For example,  Sheperd et al. [89] observed a turbulent 
premixed methane flame all the way up to 𝐾𝐾𝑒𝑒𝐿𝐿=17 and found no significant flame broadening. 
Therefore, it is likely that the “flamelet” concept is applicable at turbulent intensities higher 
than predicted by the Borghi diagram. 
 
Accepting the “flamelet” viewpoint (which is usually accurate within engine regimes); flamelet 
fronts can be treated as wrinkled/ corrugated contours that propagate normal to themselves. 
The speed for which any region of the contour propagates at can be calculated based upon the 
stretched laminar flame speed estimation methods already discussed. The direction of local 
flame propagation is dictated by topology. Topological development is driven by a combination 
of flame-flow interaction and flame front instabilities. The stochastic nature of eddy-flame 
interactions tends to lead to stochastic topology.  
 
Fundamentally, the physics of combustion are the same within all regimes which would suggest 
that there only need be a single description for all flames. However, such an exact description 
of premixed flames based solely on conserved quantities (mass, atoms, energy, momentum) 
and chemical kinetics is not achievable. Most of the governing equations of a premixed flame 
can be written down but not solved either analytically or numerically. For very thin, laminar like 
flamelets, chemical and transport physics can be treated separately which is very convenient in 
practice.  
 
Due to the stochastic nature of flames flame properties are often quantified in a statistical 
manner. Flame contours may by superimposed onto each other [60] as is shown in Figure 2-18 
below. 
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Figure 2-18: Superimposed contours of instantaneous flamelets. Provided by Fox and Weinberg 
[90] 
 
The region traced out by the contours is commonly called a “flame brush”. Flame properties 
can be characterized across the flame brush. A global turbulent flame speed can be defined 
normal to the brush (ST); as is shown in Figure 2-19 provided by Driscoll [91].  
 
 
Figure 2-19: Schematic of the wrinkled flamelet. Provided by Driscoll [91] 
 
In this figure a reactiveness (c) metric is defined as  
 
𝑟𝑟 = 𝑇𝑇 − 𝑇𝑇𝑅𝑅
𝑇𝑇𝑃𝑃 − 𝑇𝑇𝑅𝑅
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Where c = 0.5 contour is commonly chosen to represent the flame contour location. The 
temperature distribution is discovered through many flame realizations. The probability that a 
flame exists anywhere within the brush can be quantified. Such a characterization is particularly 
useful in comparisons between models and experiment. 
 
Locally, the flame propagates at a speed normal to itself. Globally, the flame tends to 
propagates at the turbulent flame speed (ST), normal to the brush in the direction of the 
unburnt reactants.  
 
Although the physics that drives turbulent flames is highly complex, many researches have tried 
to develop empirical turbulent flame speed relationships that may be used with practical ease. 
There have been a wide variety of such relationships developed in attempt to characterize (ST) 
for various geometries. The simplest of which is [60], 
 
𝑆𝑆𝑓𝑓 = 𝑆𝑆𝐿𝐿 + 𝐶𝐶𝑢𝑢′ 
 
Where C = constant  
 
Early combustion vessel studies by Abdel-Gayed and Bradley found a relationship of the form 
for spherically propagating flames [92], 
 
𝑆𝑆𝑓𝑓
𝑆𝑆𝐿𝐿
= 𝐶𝐶1(𝑅𝑅𝑅𝑅𝑓𝑓)𝐶𝐶2 
 
Where C1 and C2 = constants and Ret = turbulent Reynolds number.  
Most proposed relationships for St are of the form 𝑆𝑆𝑓𝑓 = 𝑑𝑑(𝑅𝑅𝑅𝑅,𝐷𝐷𝑒𝑒) or 𝑆𝑆𝑓𝑓 = 𝑑𝑑(𝑃𝑃𝑟𝑟,𝐷𝐷𝑒𝑒,𝑢𝑢′) or 𝑆𝑆𝑓𝑓 =
𝑑𝑑(𝐾𝐾𝑒𝑒, 𝐿𝐿𝑅𝑅). The exact formulations vary based upon the specific test conditions and geometries 
used for the models development. No empirical flame speed relationships have found wide 
scale applicability. However, many have found utility within the regimes and geometries for 
which the model was developed and validated.  
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Notice that all of the empirical relationships presented attempt to relate turbulent flow metrics 
(u’, Re, Ka) to turbulent flame speed. Such relationships are unsuccessful at predicting flame 
speeds beyond the limited regime largely because flows and flames are highly geometry 
dependent. Interactions between flames and turbulence are more complex than can be 
described in a simple algebraic manner. Retroactive effects are known to be important in 
premixed flame topological development which suggests that time derivatives and a transport 
equation best be in a proper flame speed model. 
 
Since flame phenomenon tends to be geometry dependent (at least on the macro-scales), many 
studies classify turbulent premixed flames based upon geometry. A few examples of common 
geometries being envelope, oblique, flat and spherical flames [91, 93]. However, there is 
nothing fundamental about flame geometry that should warrant its classification. Therefore, 
flame models best be free of geometric parameters. 
 
2.2.2.4 Flame Surface Area Density 
 
Within the flamelet regime the mean flame front reaction rate can be expressed as [94], 
 
〈𝑤𝑤〉 = 𝜌𝜌𝑏𝑏𝛴𝛴𝑆𝑆𝐿𝐿𝑜𝑜𝐼𝐼𝑜𝑜 
 
Where 〈𝑤𝑤〉 = mean conversion rate of reactants per unit volume 
 𝑆𝑆𝐿𝐿𝑜𝑜 = un-streteched laminar burning velocity 
 𝐼𝐼𝑜𝑜 = stretch factor 
 𝛴𝛴 = flame surface density 
This relationship is in the form of the continuity equation (?̇?𝑚 = 𝜌𝜌𝐴𝐴𝑑𝑑). The 𝐼𝐼𝑜𝑜 term is used to 
correct the local 𝑆𝑆𝐿𝐿𝑜𝑜 for stretch. 𝛴𝛴 quantifies local flame surface area per unit volume. For an 
infinitely thin flame, the local value of 𝛴𝛴 is defined by [60], 
  𝛴𝛴 = |∇𝑟𝑟| 
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For a flame of finite thickness the following definition is suggested by Pope [95] 
 
𝛴𝛴(𝑟𝑟∗, ?⃗?𝑥, 𝜕𝜕) = |∇𝑟𝑟|𝛿𝛿(𝑟𝑟 − 𝑟𝑟∗) 
 
𝛴𝛴 can be experimentally measured across a flame brush and related to flame speed through 
[91], 
 
𝑆𝑆𝑇𝑇
𝑆𝑆𝐿𝐿
𝑜𝑜 = 𝐼𝐼𝑜𝑜 � 𝛴𝛴𝑑𝑑𝜂𝜂∞
−∞
= 𝐼𝐼𝑜𝑜𝛴𝛴𝑙𝑙𝑏𝑏𝑜𝑜𝛿𝛿𝑓𝑓 
 
Where 𝜂𝜂 = direction normal to the flame brush 
 𝛿𝛿𝑓𝑓 = flame brush thickness 
 
Turbulent flame speed can also be related to laminar flame speed by the wrinkling factor 
through [96], 
𝑆𝑆𝑇𝑇
𝑆𝑆𝐿𝐿
𝑜𝑜 = 𝐼𝐼𝑜𝑜𝛯𝛯 
 
Where 𝛯𝛯 is the wrinkled-ness factor; a parameter which is commonly measured and discussed 
in this study. 
 
Turbulent flame consumption rate (and subsequently velocity) scales with flame speed and 
surface area. Flame surface area is closely related to the degree of wrinkled-ness. For a given 
fuel/air mixture,  𝑆𝑆𝐿𝐿𝑜𝑜𝐼𝐼𝑜𝑜 might vary on the order of 20% [97] due to turbulent stretching primarily 
from preferential and differential diffusion effects. Turbulence can increase 𝛴𝛴 and 𝛯𝛯 by a factor 
of ten; mostly through wrinkling and corrugating the flame front. Hence, turbulence increases 
speed of a premixed flame primarily by wrinkling and increasing the surface area of the reactive 
front. Hence, this works focus on flame wrinkled-ness. 
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2.2.2.5 Premixed Flame Wrinkling and Corrugation 
 
Premixed flames can wrinkle on their own due to natural instabilities or through interaction 
with turbulent eddies. Once induced, the magnitude of a flame front perturbation can either 
grow or shrink depending both on the both the response of the flame front and the flame 
fronts further interactions with local flow. The underlying physics that drives flame wrinkling, 
although not fully understood, will now be discussed. 
 
2.2.2.5.1 Instability Induced Wrinkling 
 
The hydrodynamic instability that is thought to play the largest role in wrinkling premixed 
flames has been named after two scientists, Darrieus and Landau (DL) [98, 99], who were some 
of the first to investigate the phenomenon. They performed a hydrodynamic flame analysis 
whereas the flame was considered to be an infinitely thin contour propagating at a constant 
local velocity always normal to itself. They concluded that all flames are unconditionally 
unstable to perturbations of all wavenumbers. 
 
The reason for unconditional instability is illustrated in Figure 2-20 below by Law et al. [80]. 
 
 
 
Figure 2-20: Schematic showing the mechanism of hydrodynamic cellular instability.(u = flow 
velocity, 𝑢𝑢𝑏𝑏°  = unstretched laminar flame velocity, 𝑢𝑢𝑏𝑏° =burned gas velocity) Provided by Law et 
al. [80] 
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In convex (𝜅𝜅 > 0) regions the incoming flow diverges and local flow velocity is low; therefore the 
flame velocity is high relative to the flow. In concave (𝜅𝜅 < 0) regions local flow converges and 
flow velocity is high; therefore the flame velocity is low relative to the flow. This causes the 
concave regions of the flame to race ahead of the convex regions accentuating the 
perturbation.  
 
The DL instability predicts a perturbation growth rate of [100], 
 
𝜔𝜔 = 𝑆𝑆𝐿𝐿𝐷𝐷(−𝜎𝜎 + √𝜎𝜎3 + 𝜎𝜎2 − 𝜎𝜎𝜎𝜎 + 1 ) 
 
Where 𝜔𝜔 = perturbation growth rate 
 k = transverse wave number 
 𝜎𝜎 = 𝜌𝜌𝑢𝑢
𝜌𝜌𝑏𝑏
 
 
This implies that small perturbations (large wave numbers) should grow much more rapidly 
than do large perturbations. The bracketed density ratio (𝜎𝜎) term suggests that thermal 
expansion at the flame front also plays a role in instability growth (or flame stabilization). 
 
An example of how a Landau instability would develop on a propagating flame front (based 
upon the assumptions imposed by Darrieus and Landau) is illustrated by Law et al. [80] in Figure 
2-21 below,  
 
Figure 2-21: Schematic of flame propagation (a) before cusp formation (b) after cusp formation. 
Provided by Law et al. [80] 
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The curved front progresses to form steep cusps. This cusp like phenomenon has also been 
observed experimentally. However, the conclusion of Darrieus and Landau that all flames are 
unconditionally unstable is known to be false [60]. Flames can remain stable over a wide range 
of conditions. There are further mechanisms of instability that were not recognized by Darrieus 
and Landau, which can promote or reduce flame front stability. 
 
As discussed previously in section 2.2.2.2, flame front structure and speed is affected by 
curvature primarily due to differential or preferential diffusion. The assumption that Darrieus 
and Landau made that local flame speed is unaffected by perturbation is not reasonable for 
most flames, particularly if Le≠1. Changes in local flame speed due to curvature can cause 
flames to either be more or less stable than Darrieus and Landau predicted. 
 
If Le < 1 then differential diffusion assists in cusp formation and compounded with the DL 
instability, tends to cause flame front perturbations to grow. If Le > 1 then differential diffusion 
slows convex regions of the flame and assists the closure of concave regions, therefore leading 
to a more stable flame. Therefore, Lewis number effects (differential diffusion) can either 
accentuate or counteract perturbation growth due to DL (or any) instability.  
 
In the same manner, preferential diffusion can either accentuate or counteract small flame 
perturbations growth. If (𝐷𝐷𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
> 𝐷𝐷 𝑓𝑓𝑜𝑜𝑏𝑏𝑓𝑓𝑎𝑎𝑎𝑎
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
 ) than convex flame regions will propagate 
faster than concave regions, leading to perturbation growth. If  (𝐷𝐷𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
< 𝐷𝐷 𝑓𝑓𝑜𝑜𝑏𝑏𝑓𝑓𝑎𝑎𝑎𝑎
𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓
 ) then 
the opposite will occur, leading to a more stable flame. The term “thermo-diffusive instability” 
is used to refer to the combined contribution of differential and preferential diffusion towards 
flame front instability. 
 
A complete description of flame stability includes more than the DL and thermo-diffusive 
instabilities discussed above. Local heat release, gravitational forces and acoustic wave-flame 
interactions are only a few examples of phenomenon that can also effect flame front 
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perturbation growth. Such influences are not fully understood and beyond the scope of this 
document. A more in depth discussion on premixed flame instability can be found in ref. [100]. 
 
Flame wrinkles require time and space to develop. The images in Figure 2-22 below by Jomaas 
et al. [101] show the cellular surface development of a spherically expanding premixed flame 
via Schlieren imaging.  
 
 
Figure 2-22: Schlieren image sequence of a typical flame propagation showing the transition 
from smooth to cellular flame. Provided by Jamaas et al. [101] 
In the first image of the sequence the flame is small and its contour is smooth. However, very 
rapidly as its size exceeds 2 cm the flame develops cellular structures on the surface which 
continue to grow in size. A variety of fuels were imaged in the study over a wide range of 
conditions and the scale for which the front became unstable was found to correlate well with a 
critical Peclet number, 
 
𝑃𝑃𝑅𝑅𝑏𝑏 = 𝑅𝑅𝑓𝑓𝑓𝑓𝑏𝑏𝑙𝑙𝑓𝑓ℓ𝐿𝐿  
 
Jomaas et al. chose conditions that enabled the individual influences preferential and 
differential diffusion to be isolated. They found that fuels of high Lewis number tended to 
become unstable at low Pec. Equidiffusive fuels became unstable at a Pec that was almost 
independent of Ф. The stability of non-equidiffusive fuels was highly dependent on Ф, as would 
be expected due to Lewis number effects. All of these observations agree with the previous 
discussion on the role of thermo-diffusive stability. 
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2.2.2.5.2 Turbulence Induced Wrinkling 
 
Turbulent flows are irregular and contain a variety of coherent structures that span a wide 
range of scales [102]. Flames can become wrinkled by interacting with such turbulent structures 
(eddies).  
 
Large flow structures primarily convect and distort flame fronts. Very small flow structures 
(𝑂𝑂(ℓ𝑓𝑓𝑏𝑏𝑏𝑏𝐸𝐸)~𝑂𝑂(ℓ𝑅𝑅)) are easily dissipated in preheat zones and are thought to be incapable of 
interacting with flame fronts. Flow structures of the in-between scales are thought to be 
responsible for the bulk of flow induced wrinkling that occurs on flames. 
 
The inner cutoff scale (εi) is commonly defined as the smallest scale of interaction between 
turbulent eddies and a premixed flame front. Experiments performed on moderately turbulent 
(u’/SL<10) burners have shown a range of εi=10ℓ𝐿𝐿-15ℓ𝐿𝐿 [103] based upon fractal flame front 
analysis [104].  Therefore, the smallest wrinkles on a flame tend to be at least an order of 
magnitude larger in scale than the flame thickness. 
 
Most turbulent flame wrinkling is caused by interactions occurring between the flame front and 
vortex structures that are larger than εi but smaller than the flame. Such interactions are local 
and stochastic in nature. The stretch induced by an eddy can be quantified as [91], 
 
?̇?𝑑𝑓𝑓𝑏𝑏𝑏𝑏𝐸𝐸 = 1𝐴𝐴𝑑𝑑𝐴𝐴𝑑𝑑𝜕𝜕  
 
The ability of an eddy to cause a flame front to grow in area is dependent on both the strength 
of the eddy as well as the duration (teddy) for the which it interacts with the front,  
 ln(𝐴𝐴) = � ?̇?𝑑𝑓𝑓𝑏𝑏𝑏𝑏𝐸𝐸𝑑𝑑𝜕𝜕 ≈𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
0
?̅?𝑑𝑓𝑓𝑏𝑏𝑏𝑏𝐸𝐸𝜕𝜕𝑓𝑓𝑏𝑏𝑏𝑏𝐸𝐸 
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A small eddy, even of equal strength to a large eddy, will be less effective in wrinkling a flame 
front [105] than a large eddy due to the conciseness of its interaction with a flame front [91].  
 
Many researchers have studied single and multiple (two or three) eddy interactions with flames 
under simplified conditions, both experimentally and numerically. The results of such idealized 
studies have not proven to be widely applicable across differing geometries. There remains 
much to be learned about the manner for which eddies interact with flames, particularly in the 
complex engine environment.  
 
Peters et al. [106] performed an asymptotic analysis of a single vortex interacting with a flame 
front. For very high Peclet number11, his analysis predicted that vortices roll up and form a 
reactive core. Such spiraled flames have not been experimentally observed and it has been 
suggested that eddy-flame interaction residence times are too short for such roll up to occur 
[107]. 
 
Poinsot et al. [108] performed DNS of single vortex-flame interactions including non-unity Lewis 
number, curvature, heat-release and non-constant viscosity effects. It was concluded that not 
only stretch, but also curvature, viscous dissipation and transient dynamics have a large effect 
on the quenching of premixed flames. It was discussed that curvature based stretch may offset 
eddy induced strain, particularly for small eddies which try to form small scale wrinkles. Poinsot 
et al. suggested alterations to the location of the borders between combustion regimes in the 
classic Borghi diagram. 
 
Wu et al. [107] performed flame interface numerical simulations of a vortex covected through a 
laminar flame. They found that increasing the eddy convective velocity reduces the residence 
time and subsequently the degree for which the eddy wrinkled the flame. Eddies were shown 
to induce extensive strain more often than compressive strain on the flame front. 
                                                     
11 Pe = 𝑏𝑏𝑏𝑏𝑎𝑎𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓 𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑎𝑎𝑡𝑡𝑜𝑜𝑏𝑏𝑓𝑓 𝑏𝑏𝑏𝑏𝑓𝑓𝑓𝑓
𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏𝑎𝑎𝑓𝑓𝑎𝑎𝑓𝑓 𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑎𝑎𝑡𝑡𝑜𝑜𝑏𝑏𝑓𝑓 𝑏𝑏𝑏𝑏𝑓𝑓𝑓𝑓 = 𝐿𝐿𝐿𝐿𝐷𝐷  
Where L = characteristic length, U = velocity 
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Many other numerical studies have been performed on vortex-flow interactions, for example 
see ref. [109-112]. From these much has been learned but it remains a challenge to model or 
simulate realistic flame-flow interactions; particularly in realistic environments where large 
numbers of eddy-flame interactions occur both simultaneously and spatially/temporally 
separated. DNS studies are limited to studies where only one or two eddies interact. Models 
necessarily apply questionable approximations in order to study more complex flames; 
however they typically do so by neglecting important physics such as those due to thermal 
expansion, differential/preferential diffusion and complex chemistry.  
 
Modeling results suggest that eddy-flame interactions are highly complex in nature and that 
many small scale physics best not be neglected. For example, eddy-flame interactions are not 
likely to be understood without considering local curvature development (time history) and the 
effects of viscous dissipation within the flame front. High spatial and temporal resolution of the 
flame front is required to resolve either of these effects. Increased computational power is 
required before turbulent eddy-flame interactions, as they would take place in a combustion 
device, can be fully understood through modeling or simulation. 
 
Eddy-flame interactions have been researched through experiment as well. Roberts and Driscoll 
[113] studied pocket formation of a premixed flame interacting with a laminar vortex through 
Mie scattering tomography. The importance of viscous attenuation and flame stretch on 
diffusional unstable flames were recognized. The DNS results by Poinsot et al. [108] were 
verified by Roberts and Driscoll’s study as well as by experiments performed by Poinsot et al. 
[114]. Roberts et al. [115] observed vortex induced quenching and found that small vortices 
were less effective at quenching a premixed flame front than most a priori estimates such as 
the Borghi diagram generally suggest. Different fuels were shown to exhibit different extinction 
Karlovitz numbers demonstrating the importance of detailed chemistry.  
Nye et al. [116] performed simultaneous PIV and OH PLIF measurements on an unsteady V-
flame and found local strain rate and curvature on the flame front to be statistically 
independent of each other. 
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Driscoll et al. [117] imaged torroidal vortex-flame interactions with PIV and determined the 
aerodynamic strain distribution on the front. It was found that strain is not maximum near the 
forward stagnation point of the vortex as was previously theorized. Small vortices were shown 
to exert a different strain rate distribution over the flame front than large vortices. Driscoll et 
al. concluded the strain process (and wrinkling process) cannot be modeled as being self-
similar. In this same study [117] it was shown that vortices can be produced in the products of a 
premixed flame. Pindera and Talbot [118] performed numerical studies prior that also 
suggested that such vortices may be produced by a flame.  
 
Mueller et al. studied the interactions of between vortices of differing strengths and a premixed 
flames [119]. Weak vortices were observed to attenuate due to volume expansion. Strong 
eddies survived passage through the flame but weakened the flame in the process. A flame was 
shown to generate intense vortices and induce a product side flow velocity that tended to 
stabilize the front. Mueller et al. [120] also studied the effects of unsteady vortex induced 
stretch on a premixed flame. The propane flame front was rapidly strengthened by negative 
stretch but responded slowly to positive stretch. Mueller’s results suggest that flame chemistry 
is sensitive to negative strain and that unsteadiness best be considered when modeling flow 
induced flame stretching processes.  
 
Sinbaldi et al. [121] studied the ability of buoyance to suppress vortex-flame induced wrinkling. 
Buoyancy was found to be capable of reducing vortex-induced wrinkle amplitude by a factor of 
2-3. Flames were observed to propagate at about twice the speed under zero gravity as 1-g 
conditions. The Rayleigh-Taylor and baroclinic mechanisms were given as an explanation for the 
stabilization under normal gravity conditions. Such results highlight the important role 
buoyancy can play in stabilizing premixed flames. 
Many other experiments have revealed the richness of eddy-flame interactions. More 
information and references on the topic can be found in the review paper by Renard et al. 
[105].  
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In review, consider all of the factors that affect wrinkle formation due to eddy-flame 
interaction. The impact of an eddy on a flame depends on the size and strength of the eddy, the 
duration of eddy-flame interaction, as well as the condition (existing curvature, speed, 
thickness, etc.) of the flame front. The curvature induced on the front by the eddy will also 
depend upon preferential diffusion, differential diffusion, heat transfer (including radiative 
losses), thermal expansion, DL and other thermo-diffusive instabilities, viscous dissipation, as 
well as baroclinic and gravitational effects that occur within the front. In the turbulent 
environment many such eddy-flame interactions may occur simultaneously. Interactions which 
occur spatially and temporally close are likely to be coupled. Interactions occur so quickly that 
unsteady physics best be considered; sometimes detailed chemistry as well. 
 
Needless to say, there has been no successful characterization of eddy-flame interactions which 
is global in nature. Many models, some of which will be discussed in the modeling section, 
attempt to capture the wrinkling of flames due to eddy-flame interactions through empirical 
correlations based upon global turbulence properties (such as ε and 𝜅𝜅) or by tracking the 
transport of topological features such as flame surface density. However, any such model is 
questionable considering the complex, small scale physics involved. Much of which is neither 
understood nor resolved on the scale of most modeling grids.  
 
To what extent any empirical model “sub-grid” type model can be improved upon to capture 
the full physics of premixed flame wrinkling remains equally unclear. However, as 
computational power continues to increase it becomes more feasible that computational 
models be run on fine enough grids to capture wrinkling phenomenon, as wrinkles tend to 
occur on a scale which is an order of magnitude larger than the flame thickness (and an order of 
magnitude or two smaller than most current engine models grid). Therefore, achieving a 
fundamental understanding of eddy-flame interactions is important, as such an understanding 
may be directly applied to improve premixed flame modeling in the coming years.  
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2.2.2.6 Turbulent Premixed Flame Modeling 
 
Turbulent premixed engine flames are usually modeled by either the G-equation or coherent 
flame approaches. Reitz [13] suggests that the G-equation because he claims that it is the most 
practical in terms of the computational time/accuracy tradeoff, for the purpose of engine 
design. Both modeling approaches are classified as “flame area evolution” models. Such models 
track surface area growth through either the wrinkling factor or flame surface density.  
 
Beyond these two common approaches, large varieties of techniques have been developed and 
are used within the combustion community. Here, only three modeling approaches will be 
discussed: the G-equation, then the Bray-Moss-Libby and Coherent Flame methods. All of these 
models are based upon the “flamelet” assumption. Many of the models excluded from 
discussion are empirical in nature, such as the Eddy Breakup Model. Others, such as fractal 
based approaches, are excluded because they aren’t commonly used in modern engine 
applications. More can be found on turbulent flame modeling in any of the following references 
[26, 65, 70, 122-124] . 
 
2.2.2.6.1 Turbulent Premixed Flame G-Equation Modeling 
 
The G-equation approach utilizes a non-reactive scalar, G, to track flame evolution. The flame is 
represented by an infinitely thin surface that separates the burnt (G > 0) from the unburnt gas 
(G < 0) regions. The flames iso-surface lies at 
 
𝐺𝐺(?⃗?𝑥, 𝜕𝜕) = 𝐺𝐺0 
This is illustrated in Figure 2-23 below by Peters [65]. Williams was the first to develop such a 
level-set approach [125]. 
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Figure 2-23: A schematic representation of the flame front as an iso-scalar surface by 
Peters[65]. 
Although the front is considered to be infinitely thin, the G scalar field is continuous. This allows 
the flame to be accurately tracked even when the model grid-size exceeds the flames dimensions. 
Values of G anywhere other than on the front’s surface are meaningless. 
 
Various authors have derived forms of the G transport equation for both RANS and LES models. 
The following G transport equation is suggested by Peters [65], 
 
𝜕𝜕𝐺𝐺
𝜕𝜕𝜕𝜕
+ ?⃗?𝑑 ∙ ∇𝐺𝐺 = 𝑑𝑑𝐿𝐿° |∇𝐺𝐺|(1 − 𝜅𝜅ℒ) − ℒ𝑆𝑆|∇𝐺𝐺| 
 
Where S = strain rate imposed by the velocity gradient = −𝑙𝑙�⃗ ∙ ∇?⃗?𝑑 ∙ 𝑙𝑙�⃗  
The flames self-propagation rate is dependent on curvature, Markstein length, aerodynamic 
strain and the maximum increase rate in G. 
 
Remember that for an infinitely thin flame front local surface area density is defined as 
 
𝛴𝛴 = |∇𝑟𝑟| 
 
G is by definition an infinitely thin contour, therefore|∇G|�
𝐺𝐺=𝐺𝐺0
= 𝛴𝛴, if, and only if, the G-
equations provides an accurately representation of flame topology. Rarely is this the case and 
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often a wrinkling factor is used in order to correct the flame speed for unresolved or incorrect 
topological features (curvature/surface area density). For example, a G-equation flame 
evolution model presented by Weller [126] in 1993 was of the form [70], 
 
𝜕𝜕?̅?𝜌𝐺𝐺�
𝜕𝜕𝜕𝜕
+ 𝜕𝜕�𝜌𝜌𝑢𝑢�𝑓𝑓𝐺𝐺��
𝜕𝜕𝑥𝑥𝑓𝑓
−
𝜕𝜕
𝜕𝜕𝑥𝑥𝑓𝑓
�?̅?𝜌𝐷𝐷�𝐺𝐺
𝜕𝜕𝐺𝐺�
𝜕𝜕𝑥𝑥𝑓𝑓
� = −�?̅?𝜌𝛯𝛯 + (?̅?𝜌𝑏𝑏 − ?̅?𝜌) ∙ min �𝛯𝛯,𝛯𝛯𝑓𝑓𝑒𝑒�� ∙ 𝑑𝑑𝐿𝐿�∇𝐺𝐺�� 
 
Where 𝛯𝛯 eq = equilibrium wrinkled-ness factor, as can be estimated many empirical ways. The 
definition of 𝛯𝛯 is further expanded, 
 
𝛯𝛯 = 𝑑𝑑𝑓𝑓
𝑑𝑑𝑓𝑓
= 𝛴𝛴
�∇𝐺𝐺��
 
 
In such a formulation, the wrinkled-ness factor is proportional to the ratio of turbulent to 
laminar flame speeds. The wrinkling factor is often limited to an equilibrium level. Here, the 
wrinkling factor has been defined proportional to the ratio of the actual flames surface area to 
the surface area of the G contour (at the infinitely thin contour limit). Therefore, 𝛯𝛯 can be used 
to correct the modeled flame speed for the inaccuracy induced by under-resolving the surface 
area of the iso-contour of G (i.e. inaccurately wrinkled flame). In this manner, 𝛯𝛯 as it has been 
defined here (and is often used) is ill defined in that its value may depend on the flame contour 
resolution itself. 
 
There are many ways for which 𝛯𝛯 can be modeled. Algebraic type relationships between 𝛯𝛯 and 
flow/flame properties have been tried, but none have found widespread success. The physics of 
wrinkling is complex and it is generally agreed that wrinkle generation, transport and 
destruction are important and must be taken into account in estimating 𝛯𝛯 or Σ. Some choose to 
assume that wrinkling processes occur fast enough so that wrinkle production and destruction 
balance and 𝛯𝛯 = 𝛯𝛯 eq always. Although often used, such an assumption is clearly questionable as 
unsteady wrinkling effects have been shown important. However, if the equilibrium assumption 
is to be used Ref. [127] provides an example of how 𝛯𝛯 eq may be estimated. 
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Full 𝛯𝛯 and Σ transport equations are becoming common practice in engine combustion 
modeling and will be discussed in more detail when the coherent flame model is introduced. 
  
In the G-equation transport above, the flame is convected by the flow field through the ?⃗?𝑑 ∙ ∇𝐺𝐺 
term. Accurate modeling of the ?⃑?𝑑  field is prerequisite to accurate flame modeling. Modeling in-
cylinder flows is a difficult task itself, particularly when a flame is present as the flame itself 
interacts with the flow field. Generally, all engine modeling techniques continue to struggle to 
estimate the ?⃑?𝑑  field with high fidelity and the accuracy of flame models suffer. Whether it be in 
the context of RANS or LES modeling environment, developing models that can capture the 
physics of flow-flame interactions on both the large and small (usually unresolved) scales is an 
ongoing challenge.  
 
 
2.2.2.6.2 BML and Surface Area Density Premixed Flame Modeling 
 
Bray, Moss and Libby developed a premixed flame model in 1977  (BML model) based upon a 
eddy crossing frequency [128, 129]. Borrowing some of the concepts, “Coherent Flame Models” 
were developed shortly after by Marble and Broadwell [130]. Both approaches utilize the 
flamelet assumption and are therefore relevant within the flamelet regimes. The base 
equations for the two approaches are similar but methods for which reaction rates and flame 
speeds are calculated differ.  
 
The BML model estimates reaction rates by solving an algebraic relationship. This relationship is 
based upon physical analysis and reasoning. The coherent flame model uses flame surface 
density estimates to determine reaction rate. The coherent flame model tracks Σ through a 
transport equation which fully considers surface area development, propagation and 
destruction; but requires many of such effects to be modeled. Such “flame area models” can be 
used in conjunction with the G-equation approach previously discussed. The difference 
between the coherent flame and the G-equation approaches is primarily the method for which 
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the front is tracked. Most BML or coherent flame models do not utilize a scalar field (such as G); 
instead they solve the conservation equations while accounting for reactivity. Although more 
physically correct, such approaches can be challenging as the flame front is often thinner than 
can be resolved on the computational grid. Sometimes this problem is overcome by artificially 
thickening the flame front. 
 
The BML model is rarely used in engine applications anymore as there are now more accurate 
alternatives. However, some of the theories used to develop the model, such as crossing 
frequency, are still relevant.  Flame surface area density (FSAD) models similar to the coherent 
flame model are most commonly often used in engine combustion modeling. Therefore, the 
BML model will only be briefly introduced as background material. Then the coherent flame 
model will be discussed.  
 
Both of these models solve the conservation equations for mass, momentum and energy. These 
equations are often written in terms of a progress variable, such as reduced temperature, Ѳ =
𝐶𝐶𝑝𝑝(𝑇𝑇−𝑇𝑇𝑢𝑢)(∆𝐻𝐻)𝑅𝑅𝑅𝑅𝑅𝑅𝑌𝑌𝑓𝑓𝑢𝑢𝑒𝑒𝑓𝑓. For example, the following RANS conservation equations given in  Poinsot and 
Veynante’s book [68] for isobaric and adiabatic conditions. 
 
𝜕𝜕?̅?𝜌
𝜕𝜕𝜕𝜕
+ 𝜕𝜕
𝜕𝜕𝑥𝑥𝑓𝑓
(?̅?𝜌𝑢𝑢�𝑓𝑓) = 0 
𝜕𝜕?̅?𝜌𝑢𝑢�𝑖𝑖
𝜕𝜕𝜕𝜕
+ 𝜕𝜕
𝜕𝜕𝑥𝑥𝑓𝑓
�𝜌𝜌𝑢𝑢�𝑓𝑓𝑢𝑢�𝑖𝑖� + 𝜕𝜕?̅?𝑝𝜕𝜕𝑥𝑥𝑓𝑓 = 𝜕𝜕𝜕𝜕𝑥𝑥𝑓𝑓 �𝜏𝜏?̅?𝑓𝑖𝑖 − ?̅?𝜌𝑢𝑢𝚤𝚤′′𝑢𝑢𝚥𝚥′′� � 
𝜕𝜕?̅?𝜌Ѳ�
𝜕𝜕𝜕𝜕
+ 𝜕𝜕
𝜕𝜕𝑥𝑥𝑓𝑓
�𝜌𝜌Ѳ�𝑢𝑢�𝑓𝑓� = 𝜕𝜕𝜕𝜕𝑥𝑥𝑓𝑓 �?̅?𝜌𝐷𝐷� 𝜕𝜕Ѳ�𝜕𝜕𝑥𝑥𝑓𝑓 − ?̅?𝜌𝑢𝑢𝚤𝚤′′Ѳ′′� � + ?̇?𝜔�Ѳ 
 
Where ?̇?𝜔�Ѳ = mean reaction rate 
?̇?𝜔�Ѳ, along with the two other unclosed terms must be modeled. ?̇?𝜔�Ѳ is modeled differently for 
the BML model than for the coherent flame model. 
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Bray, Moss and Libby proposed the following relationships for ?̇?𝜔�Ѳ  based upon statistical 
analysis of the telegraphic signal. They suggested that ?̇?𝜔�Ѳ depends mostly on a flame crossing 
(or passing) frequency, ʄ𝑏𝑏, as, 
 
?̇?𝜔�Ѳ =  ?̇?𝜔ʄ𝑏𝑏 
 
Where ?̇?𝜔 = reaction rate per flame crossing. By analyzing the intermittency between unburnt 
and burnt gasses at a location within the reaction zone through a bimodal pdf and the 
telegraphic signal [68] ʄ𝑏𝑏 is found to be, 
 
ʄ𝑏𝑏 = Ѳ�(1 − Ѳ�)𝑇𝑇�  
 
Where  𝑇𝑇�  = mean period of telegraphic signal, which is often estimated based upon turbulent 
scaling so that the mean reaction rate takes the algebraic form of, 
 
?̇?𝜔�Ѳ = 2𝜌𝜌0𝑑𝑑𝐿𝐿02 𝜀𝜀ᶄѲ�(1 − Ѳ�) 
 
Alternatively; the coherent flame model uses a flame surface density based approach for 
closing ?̇?𝜔�Ѳ. Remember that reaction rate can be quantified by, 
 
?̇?𝜔 = 𝜌𝜌𝑏𝑏𝛴𝛴𝑆𝑆𝐿𝐿𝑜𝑜𝐼𝐼𝑜𝑜 
 
The effects of topology on flame speed are recognized though 𝛴𝛴 and 𝐼𝐼𝑜𝑜(stretch factor). Due to 
the intrinsic complexity of both instability and flame-eddy interaction induced wrinkling, it is 
not thought adequate to describe flame surface density through algebraic equations. 
Nevertheless, algebraic closures are common (examples in ref. [68, 131, 132]). 𝛴𝛴 generation, 
propagation and destruction best be captured through a 𝛴𝛴 transport model. A commonly used 
form of 𝛴𝛴 transport equation in 2-D take the following form [91, 133], 
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𝜕𝜕𝛴𝛴
𝜕𝜕𝜕𝜕
+ 𝑈𝑈� 𝜕𝜕𝛴𝛴
𝜕𝜕𝑥𝑥
+ 𝑑𝑑� 𝜕𝜕𝛴𝛴
𝜕𝜕𝑑𝑑
= 𝜈𝜈𝑇𝑇 𝜕𝜕2𝛴𝛴𝜕𝜕𝑑𝑑2 + 𝐾𝐾�𝛴𝛴 −𝑀𝑀� − 𝑄𝑄� 
 
Where 𝐾𝐾� = time averaged stretch rate 
 𝑀𝑀�  = mean merging rate 
 𝑄𝑄�  = mean quenching rate 
 
All three of which can be modeled [133-135]. Sometimes the effect of aerodynamic strain, as 
would be included in a 𝐾𝐾� model, is broken up into mean and turbulent contributions [136-138]. 
Such an approach is well summarized in Poinsot and Veynante’s book [68]. 
 
The usage of 𝛴𝛴 transport based combustion models has become common in engine applications. 
How to best model transport terms is an active area of research. 
 
 
2.2.2.7 Premixed Flame Summary 
 
A premixed flame is one for which fuel and oxidizer are fully premixed prior to combustion. 
Premixed flames are used to power most gasoline powered vehicles. Laminar premixed flames 
are well understood but turbulent premixed flames remain an active area of research.  
 
The burn rate of a premixed flame is aero-thermo-diffusively limited. Within the front of a 
premixed flame chemical reactions occur very rapidly and so flames tend to be very thin. Fronts 
propagate normal to themselves in the direction of unburned reactants. The combined effects 
of turbulence and natural instabilities cause flames to wrinkle. Such wrinkling drastically affects 
the propagation process.  Turbulent premixed flames often propagate an order of magnitude 
faster than their laminar counterpart, primarily due to the effects of wrinkling. Therefore, an 
understanding of flame front topology is prerequisite towards accurately predicting turbulent 
premixed flame speed. 
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Within a laminar premixed flame front, most reactions occur within a thin “reaction zone” that 
occupies only about 1/10 of the flame thickness. Preceding this reaction zone is a “preheat 
zone” where fuel and oxidizer are heated prior to reaction. Hundreds to thousands of reactions 
take place within the reaction zone simultaneously. The structure and speed of laminar 
premixed flames can be modeled by commercial programs. Flame speeds have been tabulated 
for common surrogate fuels such as iso-octane and n-heptane over a wide range of conditions. 
Engine combustion models often draw upon flamelet flame speed “look up tables” to improve 
computational speed. 
 
Premixed flames are sensitive to stretch. Stretch is caused by a combination of aerodynamic 
strain and curvature. Laminar flame speed and structure is sensitive to flame front curvature, 
mostly due to “differential diffusion” (also known as Le number) effects.  At low stretch rates a 
linear relationship between stretch and laminar flame speed has been observed and is often 
characterized by a Markstein length. The effects of stretch on local flame speed are typically 
smaller than 20%; an order of magnitude smaller than topological effects. 
 
Premixed flames are categorized into one of the following regimes (listed in order of increased 
turbulence intensity): laminar, wrinkled, corrugated, reaction sheet or well stirred reactor. The 
latter four regimes are turbulent and within those regimes eddy-flame interactions strongly 
affect the combustion process. The wrinkled and corrugated regimes are often referred to as 
“flamelet” regimes. Here, the flame is distorted by the flow but remains thin. Such a flame 
retains the local structure of a stretched, laminar flame. At higher turbulence intensities, such 
as those experienced in the reaction sheet or well stirred reactor regimes, turbulent eddy’s of 
comparable scale to the preheat or reaction zones are able to penetrate and mix the inner 
structure of the flame. At such high turbulence intensities the intrinsic structure of the flames 
becomes affected by eddy intrusion and laminar flame concepts loose applicability. Most 
engine flames lie within the wrinkled and corrugated “flamelet” regimes, where strained 
laminar flame theory can be drawn upon.  
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The flamelet assumption conveniently allows the chemistry to be decoupled from other flame 
front physics. Local flame speed can be estimated based upon established laminar flame theory 
and flame surface topological development can be considered separately. However, in the 
turbulent environment it is topological features, such as flame surface area density 
development, that are known to be a primary driver of turbulent flame acceleration. 
Unfortunately, flame wrinkling and corrugation processes are not only important but also highly 
complex.  
 
Turbulent flame-flow interactions are only becoming understood. When an eddy interacts with 
a flame the effect that the two entities have on each other depends not only on both the 
properties of the eddy and flame, but also on the duration of interaction. A small eddy might 
dissipate upon collision with a flame front, whereas a larger eddy is likely to stretch the front. 
The reaction of a flame front to perturbation during and after an eddy-flame interaction will 
depend on the stability of the front. Perturbations can be damped or accentuated by flame 
front hydrodynamic and thermo-diffusive instabilities. A wide variety of physics is known to 
contribute or detract from flame front stability; including those driven by buoyancy, thermal 
expansion and baroclinic effects. A turbulent flame may experience hundreds or thousands of 
eddy-flow interactions at any given time; sometimes within close proximity. Premixed flame 
topological development is naturally unsteady and therefore sensitive to retroactive effects. 
 
Despite the challenge, turbulent premixed flame models have been developed and successfully 
used in engineering design; particularly in the optimization of conventional SI gasoline engines. 
The “G-equation” or “Coherent Flame” models are popular for use in engine applications. Both 
of these flame surface area based modeling approaches relies upon the flamelet assumption as 
well as surface area development models. It remains a challenge to accurately model flame 
surface area development due to the complexity of turbulent-flame interactions. 
The wrinkled-ness development of premixed engine flames was observed and analyzed in this 
study. Much of the theory just discussed, particularly with regards to the thermo-diffusive 
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stability of premixed flames and flame-to-flow turbulent interactions will be drawn upon in 
later sections.  
 
2.2.3 Partially Premixed Flames 
 
Partially premixed flames exist within fuel/oxidizer charges that are neither spatially separated 
nor fully mixed. The process of molecular diffusion always seeks to eliminate the species 
concentration gradients that are so characteristic of the partially-premixed state; therefore 
stratified flames occur in a naturally unsteady and transient environment of fuel/air mixing. The 
term stratified flame will be used synonymously with partially premixed flame through-out this 
document. 
 
Fully premixed and non-premixed flames, as they have been discussed, represent the upper 
and lower limits of the combustion reactant mixed-ness spectrum. Partially premixed 
encompass all states of mixed-ness that lie between the two. It is becoming increasingly more 
common for partially premixed combustion to be utilized in engine applications; largely 
because such mixtures tend to offer a fair tradeoff between efficiency and emissions.   
 
When the reactants of a partially premixed flame are well, but incompletely, mixed prior to 
combustion, the stratified flame that occurs tends to act similar to a premixed flame. When a 
stratified flames reactants are poorly mixed the flame tends to act similar to a diffusion flame. 
For median levels of mixed-ness, the flame may not act like either a premixed nor non-
premixed flame and it demands to be considered by its own (non-existent) branch of 
combustion theory. 
 
Most SGSC engines achieve a high degree of partial mixed-ness between fuel and oxidizer prior 
to ignition. Therefore SGSC combustion occurs in a mostly “premixed like” manner with 
conventionally propagating flames. Alternatively; diesel engines achieve a relatively low degree 
of fuel/air mixed-ness prior to combustion. Therefore, they burn most of their fuel in a in a 
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“non-premixed like” mass transfer rate-limited manner. PPCI engines achieve a median degree 
of mixed-ness prior to combustion. Their flames are more “premixed like” than a diesel, but still 
dominantly “non-premixed like”. To what extent classic combustion theory, based upon 
premixed and non-premixed flames, may be applied to such mixed mode combustion regimes 
remains unclear. 
 
Stratified flames are commonly understood through an aggregate of premixed and non-
premixed flame theory. However, there are unique effects observed in the stratified 
environment not addressed by either branch of theory.  
 
The partially premixed state is more general than the fully premixed and non-premixed states. 
When evaluating partially premixed flame theory, conventional combustion theory should 
always be recovered at the upper (premixed) and lower (non-premixed) limits of mixed-ness. If 
partially premixed flames were to become fully understood (based upon first principles), so 
should premixed and non-premixed flames. Such a global flame theory is not likely in the near 
future. However, being the most general state of combustion there is great value in studying 
partially premixed flames. 
 
In order to recognize the richness of stratified combustion, consider a few different stratified 
flames. First imagine a flame burning through a completely lean stratified charge. Such a flame 
propagates in an aero-thermo-diffusively limited manner which will appear similar to a 
premixed flame, at least superficially. Perhaps the only notable visual differences between the 
lean stratified flame and a conventional premixed flame will be the flames tendency to wrinkle 
excessively. Less visible, but notable, is that such a flame might exhibit hyper-extended 
flammability limits relative to an equivalent homogeneous flame. These effects are attributed 
to Ф-gradient based physics, which are unique to stratification. 
 
Now consider as similar stratified flame, only now through a rich stratified charge. A premixed 
like flame front will propagate through the mixture, similar to that described for the lean flame. 
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However, unique to the rich flame, a secondary (trailing diffusion) flame will form in the wake 
of the propagating front. The role of this secondary flame is to complete the oxidation of rich 
products (mostly CO and H2) left behind by the propagating front. The trailing diffusion flame 
should appear “non-premixed like”. However, its location and composition (mostly CO and 
HC’s) are a bit peculiar.  
 
Both lean and rich stratified flames exist simultaneously in a SGSC engine. Sometimes, 
concurrent to a normal diffusion flame (very rich jet region that has not been mixed within 
flammability limits, droplet combustion, or surface pool fires due to wall wetting). Therefore, 
nearly all of combustion mixture regimes exist and interact within a SGSC engine, making the 
SGSC combustion environment one of the most complex imaginable. 
 
For those trying to model SGSC combustion, the existence of both kinetically and mixing-
controlled combustion regions provides a challenge. Whereas premixed flame models may be 
suitable for “premixed flame like” regions, the existence of trailing “diffusion flame like” regions 
demands models that are capable of spanning combustion regimes. Modeling techniques, such 
as the G-equation approach, must be able to smoothly transitioning between the two modes (if 
a two mode model is found appropriate). Further, if premixed and non-premixed flame theory 
are to be combined for the modeling of stratified flames then the physics that are unique to the 
stratified environment must also be incorporated into the theory. The effects of stratification 
on flames has not been fully recognized or characterized in the engine environment. 
 
Adding further challenge, the theory behind turbulent premixed and turbulent non-premixed 
flames is still being developed. In particular, turbulent premixed flame physics remains an 
active area of research and has only recently provided a foundation for stratified combustion 
theory to build upon. Partially premixed combustion remains a young field of study. To the 
authors’ knowledge, there are no textbooks published on the topic yet.  
As the value of partially-premixed combustion has become recognized in application, the 
motivation to understand the science that drives such flames has grown. Many scientists are 
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actively researching partially premixed flames; some studies of which will be discussed in the 
following section on partially premixed flame theory. The work presented here addresses the 
wrinkling of partially-premixed flames, as they are recognized under SGSC engine conditions.  
 
2.2.3.1 Partially Premixed Flame Theory 
 
Partially premixed flames can take many geometric forms. An example of a partially premixed 
flame in a stratified environment has been illustrated in Figure 2-24 below by Helie and Trouvé 
[139]. 
 
 
Figure 2-24: A representation of turbulent flame propagation into partially premixed reactants. 
Provided by Helie and Trouvé [139]  
 
Figure 2-24 reveals a two stage combustion process. A premixed flame is propagating through 
the flammable regions of the stratified charge. In its wake, a secondary diffusion flame is 
oxidizing the remaining rich product species. There remain unburnt regions ahead of the front 
which are highly stratified. When the premixed flame encounters these regions, the portion of 
the charge which is mixed well enough to be flammable will burn in a “premixed like” manner. 
The poorly mixed core regions of the charge are too rich for flame propagation, so they will 
burn diffusely. 
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As drawn, the fuel/air charge immediately upstream of the flame front is nearly homogeneous. 
Therefore, the premixed flame will propagate through this region in a manner consistent with 
homogeneous flame theory.  
 
The trailing diffusion flame will burn as non-premixed flame theory predicts. However, local 
conditions and composition of the 2nd stage diffusion flame are unusual. Being that the flame 
exists in the wake of a premixed flame; the fuel will be composed of high temperature rich 
products. Most of the nearby Oxygen will have been consumed by the premixed flame so the 
diffusion flame will therefore burn slowly. Under certain conditions a significant fraction of the 
2nd stage diffusion flame will fail to burn at all (extinguish). 
 
When the premixed flame reaches the stratified region further ahead of the front (labeled 
inhomogeneous mixture in Figure 2-24), the flame structure will become more complex due to 
the Ф distribution and gradients. The flame will propagate much more rapidly through the near 
stoichiometric regions than the off-stoichiometric regions of the charge. The inner structure, 
topology and burn rate of the flame will depend upon the local Ф structure and distribution in a 
manner that cannot predicted well based upon conventional (premixed and non-premixed) 
combustion theory.  
 
One of the most studied partially premixed flame geometries is known as a “tribrachial” or 
“triple” flame, as has been illustrated in below by Kionio et al. [140].  
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Figure 2-25: Drawing and Image of a laminar tribrachial (triple) flame. Images provided by Kioni 
et al. [140]. 
 
As can be seen, the triple flame contains a rich premixed (rich PF) branch, a lean premixed (lean 
PF) branch and trailing diffusion flame (DF). The leading tip of the triple flame burns 
stoichiometrically, and therefore most rapidly. The stoichiometric point where all three 
branches meet is often referred to as the “triple point.” 
 
Triple flames have been extensively studied [140-145], largely because such structures play an 
important role in the stabilization of lifted jet flames. In the SGSC engine, triple flame structures 
exist in regions where lean and rich mixtures intersect; typically near the leading edge of the 
flame. 
 
It has been shown experimentally that the leading edge of a triple flame is capable of 
propagating at speeds double that of the equivalent stoichiometric premixed flame [60]. This 
acceleration has been attributed to both an increased local flame burning rate as well as a 
“perceived” acceleration due to the redirection of reactants towards the leading tip of the 
flame [146]. 
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When tribachial flames are highly curved, as in figure Figure 2-25, their local flame speeds are 
naturally influenced by preferential and differential (Le) diffusion effects[147]. Lewis number 
gradients are inherent along the fronts due to the Ф gradients present. Therefore, an effective 
“instability gradient” across the front complicates the turbulent wrinkling process. Depending 
on the properties of the fuel, differential/preferential diffusion leads to either a local increase 
or decrease in flame speed around the triple point. The thickness and topology of the lean and 
rich braches will generally differ [148], primarily due to flame speed and species gradients 
effects. The manner for which the different branches interact with turbulent structures [148] 
will be unconventional. At times, the premixed and non-premixed branches of triple flames 
have been seen to contact and merge. Such direct interactions between a trailing diffusion 
flame and a propagating partially premixed flame have not been well studied. 
 
Triple flames are only one of many edge flame structures that may arise in the partially 
premixed environment. The more general class of edge flames has also been a common topic of 
research [141, 149-151].  
 
In a partially premixed environments such as are found in a SGSC engine, a complex 
combination of all flame types discussed throughout this document exists and interacts.  
 
There is evidence indicating that zones within a stratified flame of differing mixture strength (Ф) 
interact [152]. Gradients in Ф across a stratified flame front lead to heat and radical transport 
which is known extend the flammability limits of both lean [153-156] and rich [157] flame 
regions. Stratification can increase surface area density [155, 158] and wrinkled-ness [152, 157-
159] due to both large and small scale mixture fraction inhomogeneity effects. Generally, 
stratified flames tend to travel at higher local velocities than homogeneous flames of equal Ф 
[155, 160, 161]; and rarely the inverse has also been observed[157].  
 
Hydrodynamic instabilities unique to stratified flames have been recognized [161]. The degree 
of wrinkled-ness across a stratified flame front has been shown to be dependent on Ф; as 
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regions of differing Ф tend to exhibit differing degrees of thermo-diffusive instability (Le or ℒ) 
[152, 159].  
 
Stratified flames have been shown to wrinkle in a manner different than homogeneous flames 
[158]. Stable flame regions interact with unstable flame regions creating topological effects 
noticeably unique [158, 159]. Further, stratified-flame can form along initially wrinkled fuel/air 
mixing fronts. For example, within SGSC engines fuel jets are often given a significant amount of 
time to mix prior to combustion and tend form an inhomogeneous, wrinkled fuel cloud prior to 
ignition. In such an environment, the early flame that initially spreads and engulfs the cloud 
must conform to the shape of the cloud itself which can lead to a highly wrinkled early flame. 
Although this may not be considered a flame wrinkling process in itself, it does lead to a 
wrinkled flame front through means not previously discussed that is unique to the stratified 
environment.  
 
Retro-active effects are known to be important in stratified flame propagation. Certain 
topological features observed in stratified flames studied have only be described through 
knowledge of the flames history [154]. Flames have shown sensitivity to both the instantaneous 
and mean behavior of stratification [155, 162]. 
 
Stratification affects the intrinsic behavior of a flame, which suggest that models, particularly 
those based upon homogeneous flame theory, need to be modified to include such Ф gradient 
effects [158]. However, the degree for which such effects are important is not fully understood 
or agreed upon, particularly in the engine environment.  
 
High fidelity modeling studies have tended to disagree with the experimental conclusion that Ф 
gradient effects are significantly important in stratified flames. 2-D DNS studies of triple flame 
propagation concluded that Ф gradient effects such as heat and radical transfer across the 
flame front were minor [135]. High resolution 2-D engine simulations performed by Haworth 
[163] in 2000 concluded that differences in flame area between homogeneous and non-
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homogeneous reactants having the same overall stoichiometry were small. 2-D DNS performed 
by Lopez [161] in 2005 showed that Ф gradient effects were significant at low turbulence levels, 
but were minimal under highly turbulent conditions.  
 
The modeling study by Haworth [163] is the only study performed under engine like conditions. 
All stratified flame experiments known to the author have found Ф gradients to significantly 
affects flame speed, surface area density, and usually topology. However, all such experiments 
have also been performed on simplified setups such as burners or constant volume spray 
vessels. These results may not translate into the engine environment which is uniquely 
complex. The relative importance of equivalence ratio effects of flame topology (i.e. wrinkled-
ness) in the SGSC engine environment is addressed in this study. 
 
2.2.3.2 Partially Premixed Flame Modeling 
 
Partially premixed combustion models have been developed largely through the combination of 
previously developed premixed and non-premixed models. However, as mentioned before, 
phenomenon unique to the stratified combustion environment has been recognized that might 
be considered for inclusion in such models. In his turbulent combustion book [60], Lipatnikov 
separates partially premixed combustion phenomenon into two categories, (i) effects taken 
into account by contemporary RANS or LES models, (ii) effects that have not yet been 
addressed by such models but were documented in experimental and DNS studies. 
 
Under category (i), effects that are accounted for by contemporary models, Lipatnikov lists [60] 
mean mixture composition inhomogeneity, local burning fluctuation due to pulsations in Ф and 
mixing controlled afterburning as effects captured by contemporary models. “Back-support”, 
extension of flammability limits and increase in surface area due to mixture inhomogeneity are 
listed as (ii) phenomenon not yet addressed by RANS or LES models. “Transverse support” (heat 
and radicals transported transversely across the flame front) would fall under the same 
category. 
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Stratified flame models typically introduce premixed and non-premixed models separately 
[164]. The extent for which each burning mode contributes to local reactivity is then estimated 
and used to weight the contribution of each burning mode respectively. Often a progress 
variable or a flame index is used to quantify the role of each mode. 
 
Domingo et al. [165] suggested using a modified form of the normalized reaction variable c in 
the partially premixed environment, as follows, 
 
𝑟𝑟(𝑍𝑍; ?⃗?𝑥, 𝜕𝜕) = 𝑌𝑌𝐹𝐹,𝑜𝑜𝑍𝑍 − 𝑌𝑌𝐹𝐹(?⃗?𝑥, 𝜕𝜕)
𝑌𝑌𝐹𝐹,𝑜𝑜𝑍𝑍 − 𝑌𝑌𝐹𝐹𝐸𝐸𝑒𝑒(?⃗?𝑥, 𝜕𝜕) 
 
Where 𝑌𝑌𝐹𝐹
𝐸𝐸𝑒𝑒 = equilibrium fuel mass fraction 
 Z = mixture fraction in terms of concentration of reactants (passive scalar) 
 
 
From this formulation, c = 0 for unburned gasses, c = 1 for completely equilibrated (burned) 
gasses, and c assumed values in-between in partially reacted regions. Using this definition, 
conventional techniques can be combined. The transport equation for premixed flame portions 
can be modeled by, 
 
𝜕𝜕𝜌𝜌𝑟𝑟
𝜕𝜕𝜕𝜕
+ ∇ ∙ (𝜌𝜌𝑢𝑢�⃗ 𝑟𝑟) = ∇ ∙ (𝜌𝜌𝐷𝐷∇𝑟𝑟) + ?̇?𝜔𝑏𝑏 
 
?̇?𝜔𝑏𝑏 requires modeling, the many methods for can be used have already been discussed in the 
turbulent premixed flame modeling section.  
 
The transport equation for the non-premixed combustion regions can be modeled by, 
 
𝜕𝜕𝜌𝜌𝑏𝑏
𝜕𝜕𝑓𝑓
+ ∇ ∙ (𝜌𝜌𝑢𝑢�⃗ 𝑟𝑟) = ∇ ∙ (𝜌𝜌𝐷𝐷∇𝑟𝑟) + ?̇?𝜔𝑏𝑏 + � 2𝑌𝑌𝐹𝐹,𝑠𝑠𝑍𝑍−𝑌𝑌𝐹𝐹𝐸𝐸𝐸𝐸(𝑍𝑍)� �𝑌𝑌𝐹𝐹,𝑜𝑜 − 𝑏𝑏𝑌𝑌𝐹𝐹𝐸𝐸𝐸𝐸(𝑍𝑍)𝑏𝑏𝑍𝑍 � 𝜌𝜌 𝜒𝜒𝑍𝑍,𝑏𝑏 −
�
𝑏𝑏
𝑌𝑌𝐹𝐹,𝑠𝑠𝑍𝑍−𝑌𝑌𝐹𝐹𝐸𝐸𝐸𝐸(𝑍𝑍)� 𝑏𝑏2𝑌𝑌𝐹𝐹𝐸𝐸𝐸𝐸(𝑍𝑍)𝑏𝑏𝑍𝑍2 𝜌𝜌 𝜒𝜒𝑍𝑍,𝑏𝑏  
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The latter two terms that include Z and   𝜒𝜒𝑍𝑍,𝑏𝑏 (scalar dissipation) require closure. Forms of this 
model have been used in both the RANS and LES environments [165]. Domingo et al. [166] 
further verified the validity of the “two zone” type model through a combined experimental 
and DNS study of a weakly turbulent lifted jet flames. ?̇?𝜔𝑏𝑏 also must be modeled through 
methods previously discussed in the turbulent non-premixed flame section.  
 
Presumed PDF models are common in non-premixed but uncommon in premixed combustion 
models. Such models presume the mean reaction rate of a region to be of a certain distribution 
as, 
 
𝑊𝑊� (𝑥𝑥, 𝜕𝜕) = � 𝑊𝑊(𝑟𝑟)𝑃𝑃(𝑥𝑥, 𝜕𝜕, 𝑟𝑟)𝑑𝑑𝑟𝑟1
0
 
 
Where P(x,t,c) is a pdf function that is often based upon the beta function. A great amount of 
computational effort and complexity is saved by assuming such a heat release distribution 
across the flame front. Due to the sensitivity of premixed flames to turbulence it is difficult to 
develop accurate pdf’s for premixed flames and hence, presumed pdf models are scarcely 
applied to premixed flames within the flamelet regime [60]. However, such an approach is 
convenient in practice and commonly used for partially premixed flames.  
 
Libby et al. [167] developed a presumed pdf model for which 𝑃𝑃 = 𝑑𝑑𝑙𝑙(𝑑𝑑,𝑌𝑌𝑓𝑓 , 𝑥𝑥, 𝜕𝜕), where mixture 
fraction (𝑑𝑑) and fuel mass fraction (𝑌𝑌𝑓𝑓) are used to differentiate between premixed and non-
premixed regimes so that the proper beta function constants may be applied. This model was 
later improved upon by Ribert et al. [168] and then Robin et al. [169]. 
 
Premixed coherent flame models have been modified for the stratified environment by a 
number of researchers. Veynante et al. [170] were some of the first to adapt the CFM to 
account for mixture non-uniformity. Baritaud et al. [171] further modified the CFM for the 
stratified charge engine environment and accurately predicted CO production trends. However, 
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both models only applied to the premixed portion of the cycle and neglected any diffusive 
afterburning. Duclos et al. [172] demonstrated the usage of a similar stratified engine model in 
KIVA, as may be useful for engine design. 
 
Colin et al. [173] combined a modified coherent flame model with a presumed PDF model in 
order to capture both the “premixed like” and non-premixed phenomenon occurring within a 
stratified charge engine. This flame model was validated by comparing calculated pressure 
traces with experimental pressure traces. 
 
A G-equation based SGSC flame model was recently developed by Dahms et al. [15, 29, 174-
176], based upon extensive optical imaging studies. This model represents the state-of-the-art 
in industry. The G-contour was transported equation was defined by, 
 
〈𝜌𝜌〉
𝜕𝜕𝐺𝐺�
𝜕𝜕𝜕𝜕
+ 〈𝜌𝜌〉∇𝐺𝐺� ∙ 𝑢𝑢�⃗� = −〈𝜌𝜌〉𝐷𝐷�𝑓𝑓′?̃?𝜅�∇𝐺𝐺�� + (𝜌𝜌𝑑𝑑𝑓𝑓)��∇𝐺𝐺�� 
 
Where (𝜌𝜌𝑑𝑑𝑓𝑓)�  is determined by a combining of a flame surface area based turbulent flame speed 
estimate with the probability of finding a flame front within a given region, 
 (𝜌𝜌𝑑𝑑𝑓𝑓)� = � 𝜌𝜌𝑏𝑏1
0
∙ max �𝑑𝑑𝐿𝐿 , 𝑑𝑑𝐿𝐿(𝜎𝜎�𝑓𝑓 + 1) − 𝐷𝐷�𝑓𝑓′?̃?𝜅�𝑃𝑃�(𝑍𝑍�;𝑍𝑍�,𝑍𝑍′′2� )𝑑𝑑𝑍𝑍 
 
Where the mean turbulent flame surface area ratio is defined to be, 𝜎𝜎�𝑓𝑓 = 𝑎𝑎𝑠𝑠−𝑎𝑎𝐿𝐿𝑎𝑎𝐿𝐿 , which is 
modeled by the following algebraic relationship, 
𝜎𝜎�𝑓𝑓�𝑍𝑍,𝐻𝐻�(𝑍𝑍), ?̃?𝜅� = − 𝑢𝑢324𝑢𝑢1 �3𝑟𝑟𝜇𝜇𝑟𝑟𝑎𝑎𝑆𝑆𝑟𝑟𝑓𝑓 ℓ𝑓𝑓,𝑓𝑓ℓ𝑓𝑓0 �1 − ℒℓ𝑓𝑓0?̃?𝜅� � ℓ𝑓𝑓,𝑓𝑓ℓ𝑓𝑓,𝑓𝑓,𝑏𝑏𝑓𝑓𝑏𝑏�23
+ � 𝑢𝑢3416𝑢𝑢12 3𝑟𝑟𝜇𝜇𝑟𝑟𝑎𝑎𝑆𝑆𝑟𝑟𝑓𝑓 �ℓ𝑓𝑓,𝑓𝑓ℓ𝑓𝑓0 �2 �1 − ℒℓ𝑓𝑓0?̃?𝜅�2 � ℓ𝑓𝑓,𝑓𝑓ℓ𝑓𝑓,𝑓𝑓,𝑏𝑏𝑓𝑓𝑏𝑏�43 + 𝑟𝑟𝑎𝑎𝑢𝑢322𝑑𝑑𝐿𝐿0ℓ𝑓𝑓0 ℓ𝑓𝑓,𝑓𝑓2 𝜀𝜀̃ᶄ�𝐹𝐹𝐾𝐾  
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Where 𝑢𝑢1, 𝑢𝑢3, 𝑟𝑟𝜇𝜇, 𝑟𝑟𝑎𝑎 and 𝑆𝑆𝑟𝑟𝑓𝑓 are all modeling constants. ℓ𝑓𝑓,𝑓𝑓,𝑏𝑏𝑓𝑓𝑏𝑏 is a quantity obtained by 
neglecting the temporal derivative in the G variance equation which can be approximated as, 
 
ℓ𝑓𝑓,𝑓𝑓,𝑏𝑏𝑓𝑓𝑏𝑏 = 𝑢𝑢2ℓ𝑓𝑓 
 
Were 𝑢𝑢2 is a modeling constant. The 𝜎𝜎�𝑓𝑓 relasionship was originally derived by Peters [65] for 
premixed flames but was modified for stratification. The pdf defined for 𝑃𝑃�(𝑍𝑍�;𝑍𝑍�,𝑍𝑍′′2� ) is of 
Gaussian form. It is suggested, but not demonstrated that the G-equation based model can be 
coupled with a non-premixed model in order to capture the diffusive after-burn. For more 
information on the Dahms et al. model please refer to the previously listed references as the 
details are his techniques are well documented. 
 
Whether through a combination of presumed pdf, coherent flame, G-equation, or any other 
modeling technique discussed throughout this document; all partially-premixed models 
approach the challenge of capturing stratified flame physics in the same manner - by patching 
and modifying previously developed premixed and non-premixed models. In this, intrinsic 
differences between a stratified flame and completely premixed or non-premixed flames are 
usually not recognized or rectified. However, that has not hindered some models from 
achieving limited success.  
 
In the engine environment, stratified flame models have generally been validated by 
comparison with experimental pressure traces. Validation in this manner ensures that global 
flame properties, such as total heat release rate, are being modeled accurately. However, 
important flame details such as degree of wrinkled-ness, curvature or flame surface area 
density have not been extensively validated for any partially premixed engine flame model. 
Such local properties influence flame path, combustion reliability and pollutant emissions 
generation. 
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Partially-premixed combustion modeling is a developing field. A lot of progress has been made 
in the last decade and more is to be expected. As the combustion communities theoretical 
understanding of partially premixed flames improves, so should the models and so should SGSC 
engines.  
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Chapter 3: EXPERIMENTAL APPROACH 
3.1 Optical Engine 
 
The optical engine utilized for these studies is nicknamed and will be commonly referred to 
throughout this document as the G4VDI engine. The name was chosen based upon the engines 
mechanical features. It is a gasoline engine (G) that houses four valves (4V) and a high-pressure 
direct in-cylinder injector (DI). The engine offers superb optical access through its fully 
transparent cylinder liner as well as its multiple cylinder head and piston bowl windows. 
 
Every sensor, system, nut and bolt on the G4VDI engine was engineered to ensure excellent 
engine characterization abilities and test-to-test repeatability. The motivation for such a design 
was twofold. Firstly, to provide certain experimental data for this study. Secondly, to provide 
high fidelity data for the purpose of comparing G4VDI engine experiments and models in a 
meaningful manner. The latter motivation requires a much higher standard of equipment 
quality, control and characterization than the first and years of design, setup and testing were 
devoted towards the cause. By doing so the data collected for this study will continue to 
provide value far beyond the final pages of this document; it will serve as a benchmark for 
future G4VDI modeling collaborations for years to come. 
 
This section will discuss the G4VDI engine’s hardware, instrumentation and quality control 
practices. The G4VDI engine has been used to produce impactful theses and papers by many 
previous researchers at the Quantitative Laser Diagnostics Laboratory [39, 177]. However, an 
extensive amount of hardware changes has been made since. The engine has been the focus of 
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a few recent publications [178, 179] and readers are encouraged to consult these papers and 
the many to follow to learn more about the G4VDI engine.  
 
 
3.1.1 Engine Hardware 
 
The engines most relevant mechanical parameters are listed in Table 3-1 below. 
 
Table 3-1: Engine Parameters 
 
 
Many of the engines basic features that are listed in Table 3-1 such as its bore, stroke and 
displacement are production like. It’s four-valve, pent-roof cylinder head was specially designed 
to target the fuel spray from the centrally mounting DI injector towards the spark plug in a 
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favorable manner as to enable spray-guided stratified-charge operation. The 8-hole, 90° 
umbrella angle high pressure fuel injector was operated at 12 MPa fuel rail pressure.  
 
The engine was equipped with a “swirl control” throttling valve in one of its two intake ports. 
When the valve is closed the engines intake charge is restricted to only one of two ports which 
induced high levels of swirl and tumble into the in-cylinder airflow. When the control valve was 
wide open the in-cylinder swirl and tumble levels were much lower. These two swirl valve 
conditions, fully closed and fully open, were both tested in this study and will be referred to as 
high and low swirl conditions respectively.  
 
A front view of the G4VDI engine can be seen in Figure 3-1 below, 
 
 
Figure 3-1: Front view of G4VDI engine 
 
Large plenums were mounted to the intake and exhaust runners to stabilize the inlet and 
exhaust boundary conditions during the tests. The exhaust system was fitted with a mixing 
can/muffler.  
 
The engine’s roller bearing crankcase and large Bowditch connecting rod were atypical. Hence, 
only indicated engine performance parameters will be discussed throughout this document. A 
hydraulic dyno head was attached directly to the rear end of the engine and was used to drive 
the engine under motored conditions and to provide rolling resistance as needed under fired 
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conditions. The engine was limited to relatively low speeds (~ <2500 RPM). All of the testing 
performed in this study was done at 1300 RPM. 
 
The entire cylinder head and liner assembly was removed between tests for cleaning. To enable 
this, the cylinder head and liner assembly was designed to be easily decapitated and the intake 
and exhaust systems were mounted to sliding mechanisms that allowed them to be moved 
away from the head.  
 
The engines optical access was enabled by a transparent cylinder liner, cylinder head and piston 
windows. All of the windows were machined out of fused silica. The optical components were 
made out of fused silica and were capable of withstanding very high temperatures. However, 
the burst pressure of the cylinder liner was about 50 bar peak so engine testing was limited to 
low loads.  
 
A rear view of the engine is shown in Figure 3-2 below. As will be seen, this is the viewing 
perspective used by the cameras in this study and will be shown time and time again in this 
document. 
 
 
Figure 3-2: Rear view of G4VDI engine 
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The rear optical access is further magnified Figure 3-3 below. In this image the piston is set at 
BDC. As can be seen, the top most window (cylinder head window) provides an excellent view 
of much of the region of the combustion chamber that’s contained within the cylinder head. 
The transparent liner provided superb optical access everywhere below the fire deck. The 
piston side windows provided optical access into the piston bowl. A head gasket separates the 
liner from the cylinder head and obstructs a small region of the field-of-view. 
 
 
Figure 3-3: Optical access from camera side view 
 
A close up view of the optical piston is provided in Figure 3-4. In this study, one of the piston 
side windows was used for viewing. The larger, centrally located piston window was used to 
bring the laser sheet illumination into the cylinder. 
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Figure 3-4: G4VDI optical piston 
 
The single piece piston ring was made out of Rulon. It was sized to provide an excellent seal 
against the glass cylinder liner. The piston and the cylinder liner were constantly cooled by 
diffuse air cooling jets. Doing so enabled lengthened (2-20 minute) tests. 
 
For safety reasons, the engine was operated and controlled from a control room next-door to 
the engine itself. Cameras and microphones allowed the engine to be head and viewed from 
the control room. A variety of acquisition and control system allowed the engine to be piloted 
and monitored as well as for the mechanical and optical data to be recorded in a synchronized 
manner.  
 
The engines instrumentation will now be discussed in the mechanical engine diagnostics 
section. 
 
 
3.1.2 Mechanical Engine Diagnostics and Control 
 
The engine was extensively instrumented with more than twenty thermocouples, half a dozen 
low-speed pressure transducers, half a dozen high-speed pressure transducers and an in-
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cylinder pressure transducer, mass airflow and fuel-flow meters and an optical crankshaft 
encoder. The engine test cell was wired with sound signal grounding and EMF noise-reduction 
procedures to ensure that the signal to noise ratio of all of the sensors was as high as possible. 
 
Although much of the G4VDI engines mechanical instrumentation was installed as standard test 
cell design practice; the abundance of high speed pressure transducers installed throughout the 
engines intake and exhaust system, which have been shown in Figure 3-5 below, is unique.  
 
 
Figure 3-5: High speed pressure transducer locations 
 
Every transducer labeled in Figure 3-5 was complimented by a thermocouple. Together, they 
enabled the thermal boundary conditions of the engine to be characterized at the temporal 
resolution (0.5 CAD) of the engine encoder. As will be shown in section  4.1, these boundary 
condition measurements are of great value in experiment-to-model comparisons. In this study 
they were used to validate a GT Power model which was used as a tool throughout the study. 
 
During operation, the engine was fed by a critical orifice air-charge system that was designed to 
provide a constant, highly quantifiable (uncertainty of 0.1% FSV) flow rate to the engines intake 
system. The fuel system was fit with a mass fuel flow meter for monitoring the engines fueling 
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flow. From the combination of the two systems, the engines air/fuel mixture (equivalence ratio) 
could be well quantified during testing. However, being a direct injection engine, the total mass 
fuel flow scaled with engine speed (approx. +/- 5%). The engine was always operated in an 
open-loop mode and the fuel injector was always driven at a constant injection duration 
throughout a given test. 
 
As will be discussed in more detail in 3.2.4.1, a silicon based oil was seeded into the intake 
system as a tracer for the airflow. The seed oil also acted as an engine lubricant and helped 
minimize compression ring scuffing and prevent piston seizures. Because the inside of the fused 
silica cylinder liner could not be temperature controlled, the cylinder wall and piston 
temperatures during operation are thought to be ever changing. With knowledge of this, 
testing procedures and combustion based metrics were used in order to assure that the 
engines steady-state operation was as steady as could be practically achieved. Stable (<2% COV 
of IMEP) engine operation was common when robust combustion strategies were employed.     
 
Many of the engines most important operational parameters, such as injection and spark 
timing, was commanded by a prototype General Motors engine controller. The hydraulic 
dynamometer was also controlled by custom hardware and software that was designed 
specifically for the application by the manufacturer. The dynamometer was only capable of 
holding the engine speed constant to within about +/- 30 RPM during a typical fired test. 
 
The thirty-five low speed sensors, including thermocouples, mass flow meters and select 
pressure transducers (such as those that oversaw critical oiling and fuel systems) were 
monitored and recorded by a National Instruments (NI) based data acquisition system. The 
system consisted of a NI CompactDAQ module and an in-house LabView based code. The cDAQ 
chassis was populated with the appropriate modules to enable the desired input and output 
signals. The LabView based code displayed sensor values in real time and also recorded them 
on demand at a rate of 2 Hz.  
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The high speed sensors, such as the intake, exhaust and cylinder pressure transducers were all 
monitored and recorded by a Phoenix Combustion Analysis System (CAS) which is an A&D 
Technologies product. The CAS system was temporally paced via the engine encoders and 
operated on a crank angle basis. 
 
3.1.3 Post-Processing of Mechanical Engine Data 
 
Mechanical engine data from both the high speed (CAS based) and low speed (LabView based) 
data acquisition programs was saved and later combined by a MATLAB based algorithm in a 
common, convenient format. The combined data was then further post-processed within 
MATLAB as needed.  
 
Since the two data acquisition systems were always started and stopped within a few seconds 
of each other, the low and high speed data sets were treated as synchronous.  
 
The CAS system automatically calculated and saved many of the in-cylinder pressure based 
metrics used throughout this study; such as heat release rates, burn fraction profiles and mean 
effective pressures. Documentation on the algorithms that were used by CAS to perform the 
calculation can be found in the software’s user manual.  
 
In order to calculate indicated heat release calculations CAS required a few parameters to be 
specified; namely, the start of calculation time and the crank angle ranges for which the 
compression and expansion polytropic coefficients were to be averaged over. In this study, the 
heat release calculation was always initiated at the start of ignition, the compression polytropic 
was always calculated from intake valve closing until 30 bTDCc (just before ignition) and the 
exhaust polytropic was always calculated from 55 to 130 aTDCc (just before IVO). Heat transfer 
was neglected in all heat release calculations. Further, since detailed emissions measurements 
were not made combustion efficiency based corrections to the heat release rates and burn 
fractions could not be made.  
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 An entire library of MATLAB codes was developed and used to perform a large variety of post-
processing tasks, ranging from statistical analysis of engine data, to generating engine data 
summaries, to verifying that select engine parameters within a given test measured within a 
given range. The post-processing infrastructure was designed primarily for quality control 
purposes but also proved great value as a data exploration tool.  
 
3.1.4 Quality Control of Engine Experiments 
 
The G4VDI engine was built to produce exceptionally high quality mechanical data. Quality 
control procedures were developed to ensure that it did just that.  
 
All engine tests were performed multiple times and the mechanical results were verified to be 
reasonably consistent. Baseline conditions were chosen, re-run and compared on a regular 
basis to ensure that engine remained in good health throughout the study. Engineering 
judgements were necessarily made as to what level of test-to-test consistency was acceptable. 
There are simply too many monitor able engine parameters to discuss the tolerances for test-
to-test repeatability for each sensor in this document. Generally, the repeatability tolerances 
were specified to be as low as was reasonably possible for the experiments. For example, the 
intake and exhaust MAP’s were maintained within 1 kPa, mass airflows within 0.02 g/s and 
airflow temperatures at the intake ports within 5 C of specified.  
 
Extensive control charting practices were implemented which enabled day-to-day operational 
changes in engine performance, if they were to arise, to rapidly be recognized and rectified. 
Critical engine system flows and leakage rates were measured and verified acceptable regularly. 
The engines high speed intake and exhaust transducers were re-calibrated daily (relative to an 
extremely accurate barometric pressure sensor) to compensate for signal drift. Since the engine 
was completely re-instrumented for this study, all of the engines sensors were in great 
condition and their performance was verified from their first day in operation until the 
completion of this study. 
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Experimental data was compared regularly with a well built and validated GT-Power model. 
Acceptable ranges for engine operating parameters, such as peak engine pressure, indicated 
mean affective pressures and mass inlet airflow (per prescribed intake MAP) became well 
known and were monitored daily. Therefore, by comparison, the mechanical data produced by 
the engine during the tests included in this study was able to be repeatable and of high quality. 
 
3.2 Optical Diagnostics 
 
Two different optical diagnostic techniques, planar laser induced fluorescence (PLIF) and 
stereo-particle image velocimetry (PIV) were combined in order to measure in-cylinder 
equivalence ratio distributions, burned/un-burned gas locations and flow velocities within the 
optical engine.  
 
Small (~1 micron) silicon oil droplets were introduced into the engines intake air as an in-
cylinder tracer for burned/unburned gas regions and a seed for the PIV system. Toluene was 
introduced into the fuel mixture as a fluorescent fuel dopant which enabled the PLIF system to 
recognize in-cylinder equivalence ratio distributions. 
 
The optical imaging systems were both low speed and could only operate at speeds below 20 
Hz. Both systems also used Nd:YAG lasers for in-cylinder illumination. The PIV laser was fit with 
frequency doubling crystals which converted its native 1064 nm light into a 532 nm green 
beam, which was directed into the engine in order to illuminate the airborne silicon oil 
droplets. It featured a dual cavity design which enabled rapid (10-100 microsecond temporal 
spacing) double pulsed operation which enabled the PIV system to track the oil particles via the 
well-developed imaging technique known as frame straddling. 
 
The PLIF system utilized a single cavity, frequency quadrupled Nd:YAG laser which produced a 
266 nm ultra-violet beam for Toluene excitation. The UV laser power was measured to be 70 
+/- 20 mJ per pulse just upstream of the Bowditch mirror. The UV energy delivered to the 
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engine was always a little less than measured due to Bowditch mirror reflection and piston 
window transmission losses. These losses could not be quantified but are expected to be on the 
order of 10%. 
 
Cylindrical lenses were used to form both beams into thin sheets of nearly constant height of 
30 mm of converging thickness. The green and UV beams were overlapped before being 
directed into the engine. The PLIF and PIV beam thicknesses were focused down to 0.5 mm and 
1.5 mm, respectively, inside the cylinder.  
 
The scattered green light (PIV) and fluorescent Toluene signal (PLIF) were captured and 
recorded by scientific cameras. The stereo-PIV system utilized two s-CMOS cameras and the 
PLIF system a single CCD camera and intensifier. Both cameras viewed select wavelengths 
through optical filters which were mounted in front of the camera lenses.  
 
DaVis software [180] which was developed by LaVision GmbH was used to control the lasers 
and cameras and to synchronize the optical systems with the engine. At the imaging rate of 
once per every other cycle the cameras were operating at about 5 Hz and the lasers were 
operating at 10-20 Hz. The exact rate of operation varied by about +/- 5% due to engine speed 
transients. The DaVis software made the necessary on-the-fly timing adjustments to the 
imaging systems to ensure that all three laser pulses and the five camera exposures always 
occurred at the correct engine timing (CAD). 
 
Collectively, the cameras provided a single PLIF image and four PIV images (double frame sets 
from both cameras) at a single prescribed crank-angle-degree at a recording rate of one image 
set per every second cycle.  
 
Once analyzed, the four PIV images provided a planar estimate of the in-cylinder flow field that 
considered all three velocity dimensions. The single PLIF image provided an estimate of the in-
cylinder equivalence ratio distribution throughout the cylinder. When combined, the two 
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systems provided adequate information to discern burned vs unburned gas regions and flame 
contour information, even under stratified conditions where the disappearance of one tracer or 
another was not indicative of a flame.  
 
A schematic of the optical hardware setup is shown in Figure 3-6 below, 
 
 
Figure 3-6: Optical imaging setup 
 
A picture of the optical setup from the back (viewing) side of the engine is shown in Figure 3-7 
below. The three cameras can be seen near the center of the picture in blue. The PLIF camera in 
the center has an intensifier mounted to the front of it and is looking at the engine head on. 
The outer two stereo-PIV cameras are looking at the engine at 15 degree angles (30 degrees 
total between the two cameras line-of-site).  
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Figure 3-7: Picture of Camera setup 
 
The field-of-view of the PLIF and PIV systems are shown in Figure 3-8 below. 
 
 
Figure 3-8: Field of view of PLIF and stereo-PIV cameras 
 
These fields of view utilize the entire optically accessible area of the engine which in total is 
about 30 out of 86 mm of the engines bore. The optical component selection, data collection 
and post-processing procedures will now be discussed in greater detail. 
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3.2.1 Optical Components 
 
The first step in the optical data acquisition process was to design and install the two systems. 
The design was guided by a wealth of literature, documentation and in house experience that 
existed within the Quantitative Diagnostics Laboratory at the University of Michigan. Proven 
diagnostic methods were chosen so that little optical diagnostic development was required for 
the study.  
 
The two Nd:YAG lasers were chosen for use based upon their availability, robustness and ability 
to deliver the desired wavelengths. An in-line LaVision Energy monitor was installed into the 
beam path of the UV laser, just upstream of the beam forming optics. The electrical output of 
the energy meter was recorded by the engines high speed data acquisition system which 
enabled shot-to-shot energy corrections to be made during PLIF image post-processing. 
 
The sheet forming optics were chosen following the guidelines discussed in Raffel et al. [181] in 
order to meet the desired sheet dimensions at the engine of 30 mm wide,  0.5 mm thick for the 
PLIF UV sheet and 1.5 mm thick for the green PIV sheet. For both systems, a pinhole aperture 
was used directly downstream of the laser to trim off the weak periphery of the laser beams. A 
combination of a single converging and two diverging spherical lenses were chosen to form the 
laser sheets.  
  
Appropriate reelection mirrors for the two wavelengths (266 and 532 nm) were chosen to 
direct and combine the two sheets and a specially coated Bowditch reflection mirror, which can 
be seen in Figure 3-9, was used to direct the two beams into the engine. 
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Figure 3-9: Bowditch port turning mirror that reflects laser sheet up into the engines cylinder. 
 
 
The light collection system (i.e. cameras, lenses, optical filters) were setup on an optical table 
mounted on the backside of the engine. The PLIF camera viewed the engine head-on and the 
two stereo-PIV cameras viewed the engine at an included 30 degree angle relative to each 
other, as was necessary for the system to recognize out-of-plane charge velocities and to 
correct the in-plane velocities for parallax effects. 
 
The LaVision Imager Intense Flowmaster 3S PLIF camera was mounted directly to a LaVision IRO 
image intensifier which amplified the weak fluorescent light signal produced by laser excitation 
into a stronger signal for which the camera could register. A 105 mm, f/2 UV lens was mounted 
to the intensifier with an appropriate thickness of lens spacers in-between to provide a 
desirable magnification. A 275-375 nm bandpass (UG-11) filter was mounted in front of the 
intensifier to limit undesirable light from being collected by the PLIF camera.  Two identical 275 
nm long-pass filters were also installed in front of the intensifier to limit the intensity of laser 
light reflection noise registered by the PLIF camera. 
 
The two LaVision Imager s-CMOS cameras were equipped with 200 mm, Nikor AF Micro lenses 
which were operated at f/22 at a focal length of about 1 meter. They were both fit with 
Scheimpflug adapters to enable the proper angled focus and 532 nm bandpass filters to 
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minimize the collection of undesirable light. The small stereo angle of 30 degrees was chosen to 
provide the two cameras with the maximum field of view inside the engine. However, it is a 
smaller angle than is typically used for stereo measurements.   
 
The cameras and lasers were wired to and controlled by a LaVision Programmable Timing Unit 
which was operated by DaVis software on a PC computer. The optical system communicated 
with the high speed engine data acquisition system so that the optical and mechanical engine 
data could later be compared in a synchronous manner. 
 
3.2.2 Laser Sheet Locations 
 
The plane of viewing for both the PLIF and PIV techniques was determined by the location of 
the laser illumination. Remember that the two spatially overlapping laser light sheets (green for 
PIV, UV for PLIF) were sent into the engine via a reflection mirror in the Bowditch port. The 
sheets traveled through the engines piston upwards until terminating on the cylinder head 
itself. The sheet was always setup to be perpendicular to the PLIF cameras field-of-view (normal 
to the PLIF camera in Figure 3-7) and 15 degrees relative to each of the stereo-PIV cameras.  
 
The light collected, i.e. the scene viewed from both imaging systems originated from only a 
small portion of the cylinder. The laser sheets volumes were only <1% of the total cylinders 
volume, so it was crucial that the location of the sheets be chosen wisely so that the region 
illuminated was interesting (i.e. flames could be visualized in the region during testing).  
 
Under homogeneous-charge condition, the engine flames necessarily propagated throughout 
the entire cylinder during every fired cycle. Therefore, the choice of location was not critical, as 
any choice of laser sheet location would have resulted in interesting images. Under stratified-
charge condition, the choice of sheet location was much more difficult as the flames were more 
spatially distributed and different sheet locations offered completely dissimilar perspectives on 
the stratified-charge combustion events. 
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Through trial and error testing, two different viewing planes were chosen for this study. Their 
locations are identified in Figure 3-10 below.  
 
 
Figure 3-10: Location of laser sheets inside the engines cylinder 
 
The three millimeter offset imaging plane was chosen to be as close to cylinder center as 
possible, while still managing to avoid impinging the laser sheet upon the spark plug. Imaging 
was performed at this plane under both the homogeneous and stratified-charge conditions. 
Under stratified-charge condition it provided a good perspective of one of the ignited (spark 
plug coincident) fuel plumes and one of the plumes on the opposite side of the engine.  
 
The ten millimeter offset imaging plane was chosen specifically for viewing the stratified-charge 
condition. Its location provided a different perspective of the stratified combustion event than 
the three millimeter location. Homogeneous-charge images were not acquired in this plane. 
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3.2.3 Planar Laser Induced Fluorescent Imaging  
 
Planar Laser Induced Fluorescence (PLIF) images were taken for the purposes of quantifying 
equivalence ratio distributions (under stratified-charge conditions) and burned/un-burned gas 
regions. In order to enable the diagnostic, Toluene was added as a 25% by liquid volume 
fluorescing dopant to iso-octane and the mixture was used to fuel the engine. 
 
Planar Laser Induced Fluorescence (PLIF) techniques have been widely employed within the 
combustion research community for the purposes of quantifying combustion species and 
temperatures [182, 183]. Hundreds of peer reviewed articles have been written on the 
development and utilization of PLIF diagnostics. Toluene has been successfully demonstrated as 
a fluorescent tracer for in-cylinder temperature and equivalence ratio diagnostics [184, 185]. 
Therefore, Toluene was chosen for these studies and whenever possible, developed and proven 
PLIF diagnostic techniques were used.  
 
3.2.3.1  Choice of Toluene as Fluorescing Fuel Dopant 
 
Toluene was chosen as a fluorescing fuel dopant for these studies. It was selected for a few 
reasons, the greatest of which being that it was demonstrated to be capable of providing a 
strong, quantifiable fluorescent signals needed to enable the in-cylinder equivalence ratio 
imaging [184]. Further, it was readily excitable by a frequency quadrupled (266 nm light output) 
laser which was available for use.  
 
As a common gasoline additive, the addition of Toluene to the previously pure iso-octane fuel 
mixture did detract from the realism of the engine study. Toluene’s most important physical 
properties, such as its octane rating and volatility are similar to that of iso-octane. Comparisons 
between the two fuels can be found in the Appendix A. 
 
 122 
 
The exact choice of dopant composition (25% Toluene/75% iso-octane by liquid volume) was 
determined by trial-and-error experimentation. The mixtures exhibited a high enough dopant 
concentration to provide a strong signal-to-noise ratio but also small enough concentration 
avoid excessive attenuation affects.  
 
3.2.3.2 PLIF Image Collection 
 
The PLIF diagnostic was low speed and images were acquired at a temporal rate of one image 
per every other cycle. At the 1300 RPM conditions tested this resulted in an imaging frequency 
of about 5.4 Hz. Each image was taken at a single engine position (CAD) during the test with a 
temporal accuracy of +/- 0.5 CAD of the prescribed timing. Due to limitations in camera 
memory, engine cleanliness, and safe run time only 100 PLIF images could be acquired per test. 
The 100 image tests were repeated three times for a total of 300 acquired images per test 
condition. The engine was necessarily disassembled and cleaned between every imaging test. 
 
The PLIF camera was equipped with an intensifier which was used at a gain of 8 and a gate-
width of 50 ns. The short gate width prevented nearly all non-laser induced sources of 
erroneous light from being registered by the PLIF camera.  
 
PLIF images were acquired under normal engine operating conditions with the engine firing. 
Immediately after every PLIF imaging test but before bringing the hot engine to rest, a few 
additional sets of images were acquired for the purpose of correcting and quantifying the 
images. These additional images were always taken with the engine operating in a motored 
state. 
 
The first of these additional image sets taken was of the “background”; whereas the term 
background refers to all undesirable (non-Toluene LIF) signals registered by the camera. These 
images were acquired with both the fuel and ignition systems disabled. The two largest 
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contributors to the background signals were solid surface laser reflections and silicon (PIV) seed 
oil fluorescence.  
 
After the background image was collected, additional “flat field” image sets were taken for the 
purposes of quantifying the signals from the original PLIF images. The flat-field images were 
used to create an intensity-to-equivalence ratio scale which could be used to scale the original 
PLIF images. The flat-field images were taken under homogenous-charge (SOInj at 310 bTDCc) 
conditions at fixed and known equivalence ratio’s with the ignition system disabled.  Under the 
flat-field image conditions, the Toluene tracer distribution was uniform throughout the cylinder 
and so the intensity profile through the images tended to look “flat”; hence the choice of 
terminology.  
 
Laser energy was measured by a laser power meter and recorded on an image-by-image basis. 
The measurements were used to perform shot-to-shot energy corrections to the PLIF images. 
 
This next sections will discuss the many methods used to process the raw PLIF images into the 
final products that will be presented in Chapter 5 and 6.  
 
3.2.3.3 Spatial Calibration of PLIF Images 
 
The PLIF images were naturally recorded by the camera as a rectangular 1376 x 1040 pixel map. 
The pixel map was converted into a spatially correct map by a spatial calibration procedure. The 
base procedure used was that which is outlined and recommended by LaVision considering the 
hardware and software (Davis 8.3.0) utilized. However, the challenges of the engine 
environment and the complexity of the three camera setup complicated the base procedure 
and some custom procedures had to be established.  
 
The basic spatial calibration approach was to acquire an image of an optical target of known 
dimensions and to use the scale of the target to scale the image itself. The target used, which 
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was made by LaVision and can be seen in Figure 3-11, was a plate with every-other dot 
separated by 5 mm. It was positioned within the engine so that its face was in the location 
where the laser sheet would normally reside.  
 
The target used for the PLIF calibration was actually designed for calibrating the “3D” stereo-
PIV system and as such, it featured two 1.05 mm axially offset planes. The target was overly-
complex for the PLIF system but necessary for the stereo PIV calibration. Maintaining a 
common target allowed the two systems to be calibrated jointly and enabled all three cameras 
to maintain excellent spatial overlap. 
 
The spatial calibration target itself was too large to fit into the engine; so measures were taken 
to reproduce the optics of the engine environment (cylinder head windows, cylinder and piston 
windows) without the entire engine actually being installed in front of the camera. For example, 
Figure 3-11 below shows an engine mock-up used to acquire a spatial calibration image by 
mimicking the presence of the cylinder head (and its optical access window) without the bulky 
head being installed. 
 
 
Figure 3-11: Picture of cylinder head mockup and schematic of optical target used for the 
spatial calibration procedure 
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Once the calibration images were acquired, procedures suggested by the user’s manual for the 
DaVis software [180] were followed and a pinhole model was selected to map the image and 
correct for any spatial distortions caused by the optics. An example of a successful calibration 
result can be seen in Figure 3-12 below. 
 
Figure 3-12: Spatial calibration image in both its original and corrected state 
 
The image on the left of Figure 3-12 is as acquired from the target mock-up and the image on 
the right is post-calibration. Notice the goodness of fit shown by the grid on the calibration 
image. The stereo-PIV spatial calibration was always performed immediately after the PLIF 
calibration with the target remaining in place, as will be discussed in greater detail in 3.2.4.2. 
 
3.2.3.4 PLIF Image Equivalence Ratio Quantification  
 
The PLIF images were processed to reveal equivalence ratio distributions. The equivalence ratio 
quantification was only necessary for the stratified-charge tests. The homogeneous-charge 
mixtures were already of known and constant composition so the quantitative values of 
equivalence ratio discovered through quantification were somewhat uninteresting. However, 
the same quantification procedures, which will be discussed below were applied to all PLIF 
images in this study.  
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3.2.3.4.1 Relationship Between Measured Signal Intensity and Equivalence Ratio  
 
Prior to presenting the processing procedures used in this study, a basic introduction to some 
relevant PLIF quantification theory will first be presented here. The underlying spectroscopic 
physics that enable quantitative PLIF diagnostics are complex and a complete description of 
them is beyond the scope of this document. However, readers who seek a more in-depth 
background on the topic are encouraged to consult any of the many great publications on the 
topic, including [186-188]. 
 
The quantity of photons released from a fluorescent substance is typically referred to as a 
signal. So long as laser excitation is relatively weak, a LIF signals strength varies proportionally 
to the power of the laser light used for excitation (𝑃𝑃𝑓𝑓𝑏𝑏𝑎𝑎𝑓𝑓𝑏𝑏), the tracer concentration (𝑙𝑙𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏), 
the absorption cross section, 𝜎𝜎𝑏𝑏𝑏𝑏𝑎𝑎(𝜆𝜆,𝑇𝑇), which varies with both excitation wavelength and 
ambient temperature, and the fluorescent quantum yield, ∅𝑓𝑓𝑓𝑓(𝜆𝜆,𝑇𝑇,𝑙𝑙𝑓𝑓), which varies with 
excitation wavelength, ambient temperature, pressure and the collision frequency (or 
molecular concentration) with other molecules.  
 
𝑆𝑆 ~ 𝑃𝑃𝑓𝑓𝑏𝑏𝑎𝑎𝑓𝑓𝑏𝑏𝑙𝑙𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝜎𝜎𝑏𝑏𝑏𝑏𝑎𝑎(𝜆𝜆,𝑇𝑇)∅𝑓𝑓𝑓𝑓(𝜆𝜆,𝑇𝑇,𝑃𝑃,𝑙𝑙𝑓𝑓) 
 
The fluorescent quantum yield of toluene is very sensitive to the local oxygen number density 
(𝑙𝑙𝑂𝑂2) due to a well-documented phenomenon known as oxygen quenching. The fluorescent 
signal achieved from toluene traced mixture subject to oxygen quenching can be described by 
[189] 
 
𝑆𝑆 ~ 𝜎𝜎𝑏𝑏𝑏𝑏𝑎𝑎(𝜆𝜆,𝑇𝑇) 𝐷𝐷𝑏𝑏𝑏𝑏𝑏𝑏𝑙𝑙𝑇𝑇𝑜𝑜𝑓𝑓𝑏𝑏𝑓𝑓𝑏𝑏𝑓𝑓𝐷𝐷𝑒𝑒 + 𝐷𝐷𝑒𝑒,𝑂𝑂2𝑙𝑙𝑂𝑂2  
 
When 𝑙𝑙𝑂𝑂2is sufficiently strong than the signal achieved from toluene LIF becomes 
approximately proportional to equivalence ratio.  
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𝑆𝑆 ~ 𝑙𝑙𝑇𝑇𝑜𝑜𝑓𝑓𝑏𝑏𝑓𝑓𝑏𝑏𝑓𝑓
𝑙𝑙𝑂𝑂2
~𝛷𝛷 
 
Reboux et al.  [184] found this linear relationship to hold true when 𝑃𝑃𝑂𝑂2>0.6 bar at 296 K. This 
linear relationship between signal and equivalence ratio is very convenient but not always true. 
In fact, the linear assumption has been proven to be un-true under some engine like conditions 
when charge temperatures are sufficiently high [185]. In this study, the linear relationship 
between S and Φ is assumed.  
 
Following the assumption of Reboux et al.; at fixed temperatures, pressures and species 
concentrations the relationship between the fluorescent signal recognized from the engine 
experiments and equivalence ratio can be simply stated as, 
 
𝛷𝛷 =  𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏
𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏 − 𝐼𝐼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏
(𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓 − 𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏) 
 
Where 𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓 represents the intensity of the PLIF image itself, 𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏  is the intensity of 
the background to be subtracted from the PLIF image, and 
𝛷𝛷𝑓𝑓𝑓𝑓𝑓𝑓𝑠𝑠𝑓𝑓𝑠𝑠𝑒𝑒𝑓𝑓𝑒𝑒
𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑠𝑠𝑓𝑓𝑠𝑠𝑒𝑒𝑓𝑓𝑒𝑒−𝐼𝐼𝑏𝑏𝑓𝑓𝑠𝑠𝑏𝑏𝑏𝑏𝑏𝑏𝑠𝑠𝑢𝑢𝑅𝑅𝑒𝑒
  is the constant 
ratio of equivalence ratio to intensity which is drawn from a flat-field image.  
 
This basic linear relationship was used to quantify the measured PLIF intensities in terms of 
equivalence ratio. However, it could not be directly applied due to the inherent differences in 
temperature, pressure and molecular concentrations that exist between the  𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏, 
𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏 images and the 𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓  images. Remember that the former two images were taken 
under motored and the latter under fired engine conditions. Due to both combustion induced 
compression and hot residual gas trapping, the charge temperature, pressure and 𝑙𝑙𝑂𝑂2 
concentrations were higher under the fired (𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓) conditions than their complimentary 
motored (𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏 and  𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓) conditions . Therefore, prior to applying the linear 
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relationship, intensity corrections were made to the fired (𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓) images to compensate for 
the mixture state differences.  
 
3.2.3.4.2 Background Image Determination 
 
Background images (𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏 ) were acquired immediately after every PLIF imaging test. The 
background images provided a good estimate of the unwanted light signals that were present 
during the PLIF imaging tests. However, the experimentally acquired background images were 
found to be up to 10% inaccurate in small, select regions. This inaccuracy was acceptable under 
homogenous-charge condition where the PLIF images where image intensities were only to be 
qualitatively interpreted as burned/un-burned zones. Therefore, the acquired 𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏 
images were used for the homogeneous-charge test post-processing. However, the inaccuracy 
was deemed unacceptable under stratified-charge conditions where the PLIF images were to be 
interpreted quantitatively and so a new, more accurate background correction technique was 
developed and used for post-processing of the stratified-charge tests. 
 
The cause of the inaccuracy (differences between the measured  𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏 and the actual 
background in the PLIF imaging tests) was mostly due to the fact that the 𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏 images 
were taken under motored conditions and the 𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓 images under fired conditions. During 
fired conditions the engine windows tended to collect soot. During motored conditions the 
engine windows tended to collect seed oil. In particular, the seed oil showed a tendency to 
collect on certain regions of the engines windows during the background tests which led to high 
background signals in the affected regions. Since there was no means of acquiring background 
images under fired conditions there was no experimental means of rectifying the issue. 
 
Therefore, under stratified-charge conditions, a calculation based correction scheme was 
devised based upon two different flat-field images (𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,1 and 𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,2). Remember that 
the two flat-field images were taken at different equivalence ratios (Φ=0.2,0.4).  
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Assuming a linear relationship between the PLIF signal and equivalence ratio. 
 
𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏 = 𝑟𝑟�𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏 − 𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏� 
 
Where c is a constant to be solved and 𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏 is the constant, spatially uniform flat-field 
equivalence ratio. Considering the two flat-fields images and re-arranging the equation yields,  
 
𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏(𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑏𝑏) = 𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,2𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,2 − 𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,1 𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,1 − 𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,1𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,2 − 𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,1 𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,2 
 
Whereas 𝐼𝐼𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑜𝑜𝑏𝑏𝑏𝑏𝑏𝑏(𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑏𝑏) represents a calculation based background-estimate. This estimate was 
used to correct the stratified-charge PLIF images.  
 
An example of both a measured and calculated background image is shown in Figure 3-13 
below, along with their subsequently processed homogeneous-charge flat-field (combustion 
free) PLIF images. The Φ=0.34 homogeneous-charge image itself was used as the 𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,2 in 
the background image calculation and a leaner (Φ=0.2) flat-field image was used as the 
complimentary𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏,1. 
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Figure 3-13: Example of measured vs calculated background images and their impact on the 
processed PLIF results of a very lean (Φ=0.34) homogeneous-charge condition. 
 
Notice that the measured background image led to PLIF quantification errors of up to 50% in 
select regions of the fully processed image. The calculated background, by definition, produced 
a perfectly quantified PLIF image. The bottom image in Figure 3-13 shows that difference in 
intensity between the measured and calculated background images was actually small, only 
about 10 counts. This small signal difference was significant under such lean homogeneous-
charge conditions but much less so under stratified-charge conditions. The measured 
background inaccuracy under stratified-charge conditions was estimated to lead to < 5% errors 
in equivalence ratio quantification. However, the calculation based background subtraction 
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procedure presented here is thought to have largely rectified the issue and reduced the 
background subtraction error substantially. 
 
3.2.3.4.3 PLIF Image Intensity Corrections  
 
The PLIF images (𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓) were acquired under fired conditions. The flat-field images (𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏) 
were taken under motored conditions. Corrections were made to the PLIF images in order to 
account for the differences in in-cylinder conditions so that accurate equivalence ratio 
estimates could be made.  
 
Remember that the first intensity correction made to all of the images was a laser energy 
correction. Within the weak excitation regime the PLIF signal scales with excitation energy, 
 
𝑆𝑆 ~ 𝑃𝑃𝑓𝑓𝑏𝑏𝑎𝑎𝑓𝑓𝑏𝑏 
 
Since the shot-to-shot laser energy was recorded; all of the images were simply normalized 
relative to their measured laser energy. This was the first intensity correction to be made. 
 
The difference in in-cylinder condition between the 𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓 and 𝐼𝐼𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏 was significant enough 
to induce 5-50% errors if not properly accounted for, depending on the image timing. Early in 
the combustion cycle the difference in conditions was relatively minor.  For example, at the 
time of ignition the differences were 0 bar in pressure, 20 C in temperature and 3% in oxygen 
number density. However, by TDC the differences were 5 bar in pressure, 75 C in temperature 
and 30% in oxygen number density.  
 
In order to make the proper P, T and 𝑙𝑙𝑂𝑂2 corrections to the PLIF images, the quantities 
themselves had to be estimated. In-cylinder pressure was the easiest of the quantities to 
estimate as it was directly measured via the in-cylinder pressure transducer.  
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Unburned gas in-cylinder temperature estimates were made based upon a GT-Power model 
that will be discussed in 4.1. The temperature estimate results will also be shown in Figure 4-6. 
These estimates were verified to be reasonable in comparison to other thermodynamic 
polytropic-relation based estimates and the uncertainty in the temperature estimates are 
thought to be about +/- 50 C.  
 
The oxygen number density was estimated based on the other in-cylinder state estimates. Since 
the in-cylinder oxygen species fraction was weakly dependent on the quantity and composition 
of trapped residual gasses the trapped residual gas fraction was necessarily estimated. Two 
methods were used to do so, the first of which was based on the imperial practiced developed 
by Mrisky et al.. [190] and suggested by Ortiz-Soto et al. [191]. Secondly, GT Power based 
model estimates were made. Both methods agreed that the trapped residual mass fraction at 
the start of combustion was 8-14%, depending on the condition.  
 
To compensate for these in-cylinder condition induced differences between the PLIF image 
intensities and the flat-field images; the two image sets were scaled with respective absorption 
cross sections, 𝜎𝜎𝑏𝑏𝑏𝑏𝑎𝑎(𝜆𝜆,𝑇𝑇) , fluorescence quantum yields ∅𝑓𝑓𝑓𝑓(𝜆𝜆,𝑇𝑇,𝑃𝑃,𝑙𝑙𝑓𝑓) and unburned charge 
average Toluene number densities. 
 
Absorption cross sections were calculated as a function of temperature based on flow cell 
measurements taken by Koban et al. [192]. Koban et al. presented the cross sections in the 
form of a chart. For this study the data was manually extracted and fit with a third order 
polynomial, as can be seen in Figure 3-14 below. 
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Figure 3-14: Polynomial fit of temperature dependent absorption cross section data provided 
by Koban et al. [192] for Toluene excited by 266 nm light. 
 
Fluorescent quantum yields (∅𝑓𝑓𝑓𝑓) were estimated based upon a product of correction relations 
presented by Faust et al. [193] based upon relations originally presented by Koban et al. [194]. 
These relations consider the temperature, pressure and 𝑙𝑙𝑂𝑂2dependencies of Toluene 
fluorescence from a range of 300-1000K and 1-10 bar absolute pressure. The complete relation 
suggested by Faust et al. is shown in Figure 3-15 below with a sign corrected in red on the B3 
term. This sign error of Faust et al.’s [193] was discovered during this study and is the result of a 
simple typo. The authors have been informed and they are in the process of making the 
necessary correction to the publication. 
 
 
 
Figure 3-15: Fluorescent quantum yield correction relations provided by [193] 
 
Further, in this study the fluorescent quantum yield relations were extended to higher oxygen 
concentrations than the relations were designed and validated at. Under some conditions the 
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kSV,2 term, which can be found in its complete form in Koban et al. [194] produced unphysical 
values. To rectify this issue A2 was set to zero under conditions when KSV,2 was found to be less 
than or equal to zero. With that, the relations worked well. 
 
After the laser power, pressure, temperature, oxygen number density, Toluene number density 
corrections had all been made to the PLIF images they could be used in the linear relation to 
quantify equivalence ratio.  
 
3.2.3.4.4 Equivalence Ratio Quantification (Flat-Field Normalization) 
 
After the PLIF ( 𝐼𝐼𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓 ) and flat-field ( 𝐼𝐼𝐹𝐹𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏 ) images had been laser energy corrected, 
background subtracted and intensity corrected relative to each other; they were deemed 
completely corrected and will therefore be labeled here as  𝐼𝐼 𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓
𝐶𝐶𝑜𝑜𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑏𝑏
 and 𝐼𝐼 𝐹𝐹𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏
𝐶𝐶𝑜𝑜𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑏𝑏
  
respectably.  
 
Considering the corrections the linear image intensity to equivalence ratio equation in 3.2.3.4.1 
can then be further reduced to  
 
𝐼𝐼𝛷𝛷 =  𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏 𝐼𝐼 𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓𝐶𝐶𝑜𝑜𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑏𝑏 𝐼𝐼 𝐹𝐹𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏
𝐶𝐶𝑜𝑜𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑏𝑏
 
 
Where 𝐼𝐼𝛷𝛷represents the PLIF image which is quantified in terms of equivalence ratio and 
𝛷𝛷𝑓𝑓𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑏𝑏 represents the scalar value of the flat-field images homogeneous-charge equivalence 
ratio.  
 
A visual example of how this equation was applied to the images is shown in Figure 3-16 below. 
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Figure 3-16: Flat-field normalization (equivalence ratio scaling) of PLIF image 
 
The final image in Figure 3-16 is fully quantified in terms of equivalence ratio. It is an example of 
the final product of the PLIF imaging diagnostic. 
 
The image itself is one of a developing stratified-charge fuel jet. Recognize that a few corrupted 
regions of the image have been masked out in black. Namely, the engines solid surfaces, such 
as the cylinder head and spark plug have been blacked out. Two horizontal lines have also been 
used to cover regions near the cylinder head gasket and piston top. The latter two regions were 
only slightly corrupted under certain conditions and will be shown unmasked whenever 
possible.  
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3.2.3.4.5 PLIF Equivalence Ratio Quantification Uncertainty 
 
Uncertainties in the equivalence ratio measurements arose due to multiple sources of signal 
bias and noise. Since the PLIF signal strength was sensitive to changes in in-cylinder conditions, 
such as changes in charge pressures and temperatures, so was the equivalence ratio 
quantification uncertainty as well. The uncertainty estimate provided here is based upon the in-
cylinder conditions for the stratified-charge condition that will be summarized in 4.4.5 that was 
chosen for the stratified-charge wrinkled-ness study in Chapter 6.  
 
Bias equivalence ratio measurements uncertainties resulted from a combination of cycle-to-
cycle fluctuations in in-cylinder state (pressure, temperature and oxygen concentrations), the 
inexactness of in-cylinder state estimate inaccuracies and the PLIF image correction procedures, 
and laser beam attenuation effects.  
 
The in-cylinder state based uncertainty was driven by both cycle-to-cycle engine variability and 
inaccuracies in the state estimation. In-cylinder pressure was well quantified by a pressure 
transducer but varied from cycle to cycle by as much as 1 out of 20 bar due to the stochastic 
nature of the stratified-charge combustion. The images were not corrected for the cycle-to-
cycle fluctuations. The in-cylinder un-burned gas temperature probably only varied from test-
to-test by about +/-30 C but could only be estimated with an accuracy of about +/-50 C. The 
Oxygen concentration varied about +/- 5% in a linear manner with respect to in-cylinder 
pressure. Considering the FQR relationships shown in Figure 3-15, the measurement bias 
uncertainty induced by uncertainty in in-cylinder temperature was about 20%, in Oxygen 
concentration was about 5% and in pressure was <1%. 
 
Laser beam attenuation affects induced equivalence ratio bias uncertainty. Attenuation 
magnitudes throughout the cylinder were estimated based upon the Beer-Lambert Law to be 
less than 1% FSV under typical, liquid-free stratified-charge conditions. When present, liquid 
fuel would have acted as a strong local beam attenuator. However, liquid fuel conditions were 
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avoided as much as possible during the study and liquid fuel attenuation effects have therefore 
been disregarded from this uncertainty estimate.  
 
The accuracy of the intensity correction procedure, including the usage of the relationships 
presented in Figure 3-15 is inherently uncertain. Less refined versions of the relations were 
used in an engine [189] and found to be accurate within +/-10%. Because these relationships 
were used in this study at higher pressures and oxygen concentrations than they were designed 
for a higher correction induced bias uncertainty of 15% was assumed. Combining all bias 
uncertainty sources together through a sum-of-square approach yields a total value of 25%. 
 
Noise based equivalence ratio uncertainties arose due to variances in in-cylinder state, laser 
power and camera/intensifier performance from image to image. In order to assess the noise 
related uncertainty the flat-field intensities in the piston bowl region of four 100 cycle tests 
were assessed. Under such combustion-free conditions the in-cylinder state was reliable 
enough for most bias errors in florescent intensity measurements to be neglected. The COV in 
image intensity of the four tests measured to be 7%. Therefore, the 95% standard confidence 
interval of two shot-to-shot measurements, which can be considered the uncertainty, was 14%.  
 
Combining the bias and noise based equivalence ratio uncertainties through the sum-of-square 
approach yields a total equivalence ratio measurement uncertainty of 29%.  
 
3.2.4 Stereo-Particle Image Velocimetry Imaging 
Particle image velocimetry (PIV) is an optical diagnostic technique that relies upon the tracking 
of flow-born particles to reveal flow velocities, both in magnitude and direction. Typically, PIV 
diagnostics utilize one camera and a double-pulsed light source to acquire a planar 
measurement of 2D (in-plane) velocities. In this study, a stereo PIV system was used to make in-
cylinder planar 3D (in and out-of-plane) velocity measurements and to track burned/un-burned 
gas regions. 
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PIV diagnostics have been widely in use for over 30 years and there are many great references 
[181, 195-198] that can be consulted for a more in-depth description of the theory and best 
practices of PIV measurements than can be provided here.  PIV was first successfully performed 
in an optical engine by Reuss et al. [199] in 1989 and has since become a common tool within 
the engine combustion community [200, 201]. Countless papers have been published on the 
topic of PIV measurements within engines and progress continues to be made within the field, 
as is well summarized by Sick et al. [202] in a recent review paper. 
 
The methods and procedures used to perform stereo-PIV measurements in this study will now 
be discussed. An uncertainty assessment of the PIV measurements is provided at the end of this 
section. 
 
3.2.4.1 PIV Seeding 
 
Airflow seeding was achieved with the help of a TSI 6-jet atomizer. A fraction of the engines 
intake airflow was diverted through a TSI 6-jet atomizer on it’s way to the engine. The atomizer 
introduced small (~ 1 µm) silicon oil (Dow Corning 510, Fluid, 50 CST) droplets into the flow 
which acted as an airflow tracer for the PIV diagnostic.  The particle density varied with engine 
positon (CAD) and condition. However, generally the densities used in these studies were about 
10-20 particles per millimeter of field of view, which equals about 7-15 particles per cubic 
millimeter. The energy content of the particles was negligible (<1%) in comparison with that of 
the fuel and so the particles are not thought to significantly affect the flames in this study. Seed 
vs. no-seed engine tests were performed, the results of which verified that the presence of 
seed oil in this study did not significantly affect the engines performance.  
 
3.2.4.2 Spatial Calibration of PIV Images 
 
The stereo-PIV imaging system required a three dimensional spatial calibration procedure. The 
calibration procedure had to not only correct the raw images for optical distortions that arose 
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due to the presence of components such as lenses and windows within the cameras line of site, 
but it also had to accurately recognize the stereo angle between the two cameras and the 
effect thereof. Any deficiency in the latter would lead to large errors in the measured velocity 
fields. 
 
The spatial calibration was performed using the same 3D optical target that was shown in 
Figure 3-11 and most of the same procedures discussed for the PLIF calibration in 3.2.3.3. The 
PLIF and PIV images were always calibrated jointly (without the target being moved, utilizing 
the same optical mockups) to ensure that all cameras shared a single point of origin.  
 
The Scheimpflug adapters that were mounted in-between the cameras and their respective 
lenses rotated the cameras plane of focus and allowed the camera to focus on the laser sheet 
(and target) plane, despite the cameras angle relative to it. The Scheimpflug adapter was 
always optimized just prior to spatial calibration to ensure that the optical target (and later the 
laser sheet) was well focused throughout the cameras entire field of view. 
 
Images of the calibration target were acquired with both stereo PIV cameras. The images were 
processed within DaVis software according to procedures recommend by LaVision in the user’s 
manual [180]. The software identified all of the dots on the 3D target and a pin-hole optical 
model was used to form a spatial grid. 
 
After the calibration process was complete a few different metrics were used to verify the 
calibrations fidelity. The visual overlap between the spatial grid and the targets dot markers 
was always verified. An example of such a visual verification is shown in Figure 3-17. These two 
images represent the overlap of both cameras at different planes (focal lengths). Remember 
that the optical target itself contained two different planes of dots that were separated in 
depth by 1.05 mm. Therefore, within each image, half of the dots appear in focus (and well 
gridded) and the other half out of focus (and un-gridded). Collectively, the two images verify 
that the spatial calibration provided reasonable results in all three spatial dimensions. 
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Figure 3-17: Two camera, spatially overlapped stereo particle image velocimetry calibration 
results for both front and rear target planes. 
 
 
After identifying good grid-to-dot overlap, the value of the calculated stereo angle would be 
verified to also be reasonable. Remember that the physical angle between the two cameras 
relative to the engine was 30 degrees. Therefore, a similar value was expected to be recognized 
by the calibration model. However, due to optical distortions and refractive affects, the 
effective stereo angle always registered smaller than the physical angle. For example, in the 
piston bowl region of the field-of-view the effective stereo angle measured to be 19 degrees, 
which was reasonable. 
 
The stereo-PIV spatial calibration procedures were performed multiple times to ensure 
repeatable results.  When complete, the spatial calibration parameters were saved and used to 
spatially correct the raw PIV images and to enable the 3D vector field calculations. 
 
3.2.4.3 Processing of PIV Images into Vector Fields 
 
The PIV velocity fields were calculated from the raw particle images using DaVis commercial 
software [180]. The many details of PIV processing methods, both current and historical, have 
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been well documented by Raffel, et al. [181]. Therefore, only a brief description of the process 
and the relevant processing details will be discussed here.  
 
Within the DaVis software, the parried, temporally-offset double frame images from the two 
cameras were interrogated in spatially defined window sizes. Within the interrogation 
windows, two sets of temporally offset double frame images were spatially cross correlated to 
achieve correlation map results similar to those shown in Figure 3-18. The map was then used 
to interpret the velocity within the interrogation window. For example, the peak value location 
within the window could be interpreted as the most significant translation distance of the 
particles, and based on this and with knowledge of the temporal separation between the two 
frames, the overall velocity could be recognized. The three dimensional nature of the stereo 
setup, which necessarily combined the results from both cameras to recognize the in and out-
of-plane components of the velocity field, added complexity to the process beyond what was 
just described. Readers are encouraged to consult any of the following resources for more 
details on the topic [181, 196, 201].  
 
Figure 3-18: Cross-correlation results for two particle images. The correlation images are 
borrowed from Raffel et al. [181] 
 
Since the correlation and mapping was all done within the DaVis software, only the pre, post 
and correlation processing parameters were necessarily defined in order to convert the particle 
images into flow fields. Under homogeneous-charge conditions a sliding background filter was 
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applied and under stratified-charge conditions no pre-processing was applied prior to the 
correlation process. The correlation and velocity was performed over a spatial window of 0.5 
mm x 0.5 mm for the homogeneous-charge and 0.7 mm x 0.7 mm for the stratified-charge 
images. After mapping a few procedures were performed to remove any spurious vectors and 
finalize the velocity field. First, a spatial standard deviation filter was applied to remove vectors 
of magnitudes differing by greater than three standard deviations from the mean. Similarly, a 
velocity range filter was then used to get rid of vectors of unreasonably high velocities. Vectors 
with peak ratios less than 1.4 were also removed. What remained were mostly high fidelity 
(first and second choice) vectors. Finally, an interpolation procedure was performed in MATLAB 
to evenly populate the entire PIV field-of-view with vectors.  
 
Example of raw PIV images are shown later in this document in Figure 3-23 and dozens of 
processed images are shown in sections 5.3.1 and 6.3.1. 
 
3.2.4.4 PIV Uncertainty 
 
The uncertainty in particle-image velocimetry images acquired in this study was assessed by an 
uncertainty estimate tool built into the Davis’s commercial software by LaVision inc. The 
methods employed by LaVision to estimate PIV uncertainty are based upon the collective 
research of Douglas et al. [203], Sciacchitano et al. [204], Wieneke et al. [205] and others 
referenced within their publications. Weineke et al. has published [205, 206] two recent papers 
on the topic. 
 
The PIV uncertainty was conservatively estimated to be about 1 m/s for in-plane velocities and 
5 m/s for out-of-plane velocities. The exact level of uncertainty varied on a test-to-test basis for 
many reasons; including shot-to-shot difference in seeding density, image quality and in-
cylinder flow properties. The exact uncertainty even varied spatially within individual images. 
Therefore, the value reported above represents a higher end estimate of uncertainty as 
recognized throughout all testing. 
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Notice that the out-of-plane velocity component is five times more uncertain than the in plane 
velocity components. This comes as a natural result of using a tight (30 degree) stereo camera 
spread angle. The tight angle was chosen at the detriment of the out-of-plane velocity 
measurements in order to optimize the two cameras perspective on the combustion events. 
For more information on the relationship between in and out-of-plane error and the stereo-
angle, please refer to Prasad [196]. 
 
3.2.4.5 Turbulent Flow Field Scale Analysis Technique 
 
This section will summarize the techniques used to estimate turbulent lengths scales, such as 
the Integral scale and the Taylor microscales from the PIV generated airflow velocity field 
estimates. Before stating the details of the approach, a brief introduction of integral length 
scale and Taylor microscale will be provided. However, turbulence and turbulent length scales 
is a complex topic and if more detailed background on the subject than provided is desired than 
readers are encouraged to consult any of the following references [102, 207, 208].  
 
In conventional (homogeneous, isotropic) turbulence theory the integral length scale is that 
which represents some of the largest, most-energetic eddies within a turbulent flow. The 
integral length scale is often limited by the physical constrain of the environment. In the case 
such of an engine, this constraint might be the dimensions of combustion chamber or the 
piston bowl. The Taylor microscale is roughly that for which eddies of equal or smaller diameter 
undergo significant amounts of viscous dissipation. The Kolmogorov scale represents the 
smallest turbulent flow length scale for which eddies cannot exist; below which turbulent flow 
structure are rapidly dissipated by viscosity.   
 
The conceptual framework behind conventional turbulent length scale analysis is built upon the 
assumption that turbulence occurs in a homogeneous and isotropic manner. The turbulence of 
engine airflows is very heterogeneous and anisotropic. Flows like this are is still in a state of 
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discovery and in the absence of better methods the existing, simplified conventional theories 
were adopted for this study.  
   
The analysis technique for both integral length scale and Taylor microscale relays on the 
correlation map derived from the PIV velocity fields. A single point correlation is defined as, 
 
𝑅𝑅𝑓𝑓(𝑥𝑥, 𝑑𝑑) = 1𝑁𝑁   ∑ 𝑈𝑈𝑓𝑓(𝑥𝑥,𝑑𝑑)  ×  𝑈𝑈𝑓𝑓(𝑥𝑥0,𝑑𝑑0)𝑁𝑁𝑏𝑏=1𝑈𝑈�𝑓𝑓(𝑥𝑥,𝑑𝑑)  ×  𝑈𝑈�𝑓𝑓(𝑥𝑥0,𝑑𝑑0)  
  
where 𝑅𝑅𝑓𝑓(𝑥𝑥,𝑑𝑑)  is the correlation value of 𝑑𝑑th component of the turbulent flow field, i. e., the u, 
v, or w components, at the location of (𝑥𝑥, 𝑑𝑑). 𝑈𝑈𝑓𝑓(𝑥𝑥,𝑑𝑑) is the turbulent velocity field which is 
achieved by subtracting the ensemble-average flow from instantaneous flow. 𝑈𝑈�𝑓𝑓(𝑥𝑥,𝑑𝑑) is the 
root-mean-square (RMS) of turbulent velocity fluctuations, a quantity which will be frequently 
shown in the results section. (𝑥𝑥0,𝑑𝑑0) is the location of the point of interest and 𝑁𝑁 is the total 
number of vectors in the velocity field. 
 
The integral length can be calculated based on the autocorrelation function by the following 
relationship, 
 
Λ = � 𝑅𝑅𝑓𝑓(𝑟𝑟)𝑑𝑑𝑟𝑟∞
0
 
 
And the Taylor microscale can be calculated by the following relationship, 
 
𝜆𝜆𝑓𝑓(𝑥𝑥0,𝑑𝑑0) = [− 12 𝑑𝑑′′(𝑥𝑥0,𝑑𝑑0)] 
 
In this study, the auto-correlation equation was applied to every point in the velocity field for 
both the u and v (in-plane) velocity components, as is shown in Figure 3-19 below. The z (out-
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of-plane) velocity component was neglected for the scale analysis due to its relatively high 
quantitative uncertainty level.  
 
 
Figure 3-19: Velocity correlation map of in-cylinder flow for one single point with respect to the 
entire piston bowl region. This figure was produced by Hanyang Zhuang. 
 
From the correlation fields shown in Figure 3-19 the auto-correlation functions (correlation 
value vs radial distance) were recognized along line profiles in two directions. When the 
correlation was taken in the same direction as the velocity (x-direction for u, y-direction for v), 
it represents the longitudinal, and when taken normal to the velocity it represents the 
transverse correlation. Conventional turbulence theory predicts the transverse integral scales 
to be half of the longitudinal integral scale. In this study they measured 10-30% lower. For the 
sake of brevity, only the longitudinal scales will be reported throughout this document. 
 
The auto-correlation functions achieved from the flow fields were somewhat noisy, under-
resolved (only 0.7 mm spatial resolution) and sometimes spatially incomplete (i.e. the optical 
field of view was too small for the correlation to go to zero in every direction) Therefore, curve 
fitting practices were necessarily employed to interpolate and/or extrapolate the auto-
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correlation function as needed to calculate the scales. As can be seen in Figure 3-20 below, 
exponential functions were used to approximate the two halves of the auto-correlation 
function for the purpose of calculating the integral scale.  
 
 
Figure 3-20: Result of fitting an exponential curve to a single-point velocity correlation in order 
to estimate the integral length scale at that point. This figure was produced by Hanyang 
Zhuang. 
 
Sometimes, one half of the auto-correlation was discarded from the integral scale calculation 
due to incompleteness. For example, notice that the failure of the left half of the auto-
correlation in Figure 3-20 to approach zero. In such cases, the better half of the correlation was 
simply mirrored and used for the integral scale calculation. 
 
As is shown in Figure 3-21 below, a second order polynomial was used to fit the auto-
correlation function, which provided a convenient means for the second derivatve of the 
function and subsequently the Taylor microscale to be calculated. 
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Figure 3-21: Result of fitting a second order polynomial to a single-point velocity correlation in 
order to estimate the Taylor microscale at that point. This figure was produced by Hanyang 
Zhuang. 
 
Since the Taylor microscale calculation only required adequate resolution near the point-of-
interest, both halves of the correlation were always accepted and used, even when one half of 
the correlation was incomplete. 
 
Both the integral and Taylor microscales were calculated on point-by-point basis, the final 
product of which was a spatial map of length scale estimates for every imaging test. More will 
be discussed on the condensation and interpretation of those maps into single scalar values in 
sections 5.3.2 and 6.3.2. 
 
From the integral and Taylor microscale estimates the Kolmogrov scale (η) and the turbulent 
Reynolds numbers (Rel) were then readily estimated through the following relationships, 
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𝜆𝜆 = √10𝜂𝜂2/3Λ1/3 = √10(𝑅𝑅𝑅𝑅𝑓𝑓)2/3Λ 
 
3.2.5 Flame Front Recognition and Analysis 
 
Post-processing methods were developed to identify flame contour based upon the PLIF and 
stereo-PIV images acquired and to quantify flame wrinkled-ness. This section will describe the 
development and application of these methods. 
 
3.2.5.1 Homogeneous-Charge Flame Contour Recognition 
 
The homogeneous-charge flame images were truncated into a rectangular region of interest 
within the cylinder bowl region. That region was then processed into a binary image where the 
burned (count=0) and unburned (count=1) regions were separate. The basic truncation and 
binarization procedure is visually summarized in Figure 3-22 below. 
 
Prior to truncation the homogeneous-charge PLIF images were already spatially calibrated, and 
quantified in terms of equivalence ratio, as has already been discussed in section 3.2.3. The first 
image (a) in Figure 3-22 is in this pre-processed state. The pre-processed images were then 
truncated into the field of view shown in Figure 3-22 (b). The truncation was performed in 
order to ease the spectral analysis process which as will be discussed, favored rectangular fields 
of view. 
 
Once the region of interest was extracted, a burned-to-unburned gas threshold limit was 
determined based upon the probability density function of the images pixel intensities. 
Typically the burned gas showed little to no signal intensity since there was no Toluene present 
and the unburned gas showed an image count value close to or at the conditions equivalence 
ratio. As is shown in Figure 3-22 (c), the most probable burned and unburned gas count values 
were readily recognized form the intensity pdf’s. A threshold limit was then set to be half-way 
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(50%) between the most probable burned and unburned gas counts and the image was 
binarized accordingly.  
 
 
Figure 3-22: Homogeneous-charge flame image truncation and binarization 
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The flame contours were then recognized on the binary images by a MATLAB based routine as 
the intersection between the burned and unburned gas zones in the binary images. Very short 
or border lying flame contour segments were deemed to be noise related and/or non-physical; 
therefore they were algorithmically recognized and removed. Many contoured homogeneous-
charge flame images will be presented later (e.g. Figure 5-3 and Figure 5-5) 
 
3.2.5.2 Stratified-Charge Flame Contour Recognition 
 
The stratified-charge flame contours were recognized through a combination of the PLIF and 
stereo-PIV results. The PLIF imaging system identified fuel/Φ and the PIV system identified 
burned gas regions. Flames were identified to exist in regions for which flammable Φ mixtures 
were actively interacting with burned gas regions. 
 
The first step in the flame contour recognition process was to extract the equivalence ratio and 
burned gas regions from the PLIF and PIV images. The PLIF equivalence ratio quantification 
process was performed as discussed at length in 3.2.3.4. Burned gas areas were recognized 
within the PIV images through a custom dilation/erosion based process; for which the raw PIV 
images were subjected to the following processes in MATLAB: 
 
• Time-series filtered  
• Low intensity regions removal (i.e. particle isolation via thresholding) 
• Particle dilation 
• Particle joining (i.e. small unburned gas area elimination) 
• Image erosion to offset prior dilation 
 
The burned gas areas of both stereo PIV cameras were combined and properly re-gridded to 
spatially overlap with the equivalence ratio images. Regions of adequate equivalence ratio that 
were identified to exist within 0.5 mm of burned gas were then recognized within the PLIF 
images as flame regions. These flammable regions within the PLIF images were then binarized 
based on the chosen equivalence ratio threshold and a contour was easily fit to binary PLIF 
border.  For the purpose of display, the binary PLIF images were subjected to a 0.5 mm low-
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pass spatial filter that was described in 3.2.5.3 prior to contouring. An example of PIV burned 
gas recognition results and a stratified-charge PLIF image with flame locations identified is 
shown in Figure 3-23 below. 
 
 
Figure 3-23: An example of the stratified-charge burned gas recognition (from PIV) technique 
and the result of its combination with the equivalence ratio (from PLIF) images to identify the 
location of flames. Burned gas regions are shown in gray and flame contours by white traced 
red lines.  
 
Notice that the burned gas area algorithm identified the particle free image regions well. Also 
notice that only the flammable regions bordering the burned gas are highlighted in by white-
traced-red flame contours. Although the entire flame identification process was algorithmically 
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automated, ever burned-gas and stratified-charge flame image that was subject to analysis in 
this study was visually verified to be reasonable.  
 
3.2.5.3 Wrinkled-ness Analysis Technique 
 
Methods were developed to extract both the degree and scale of wrinkling from the binary 
images and contours. The method utilized a fast Fourier transform (FFT) based algorithm to 
spectrally separate features of differing spatial scales from within the flames. Based on this, the 
relative contribution of wrinkles of differing scales towards surface area could be estimated in 
the form of a wrinkled-ness factor. The technique is applied in this study towards flames and 
fuel jets. It can generally be applied to any two dimensional topological measurements. 
However, for the sake of simplicity, the wrinkled-ness analysis here will only be discussed in the 
context of flame measurements.  
 
Following the basic concepts of the flame surface density model, a PLIF image based wrinkling 
factor (𝛯𝛯𝑙𝑙𝑓𝑓𝑏𝑏𝑎𝑎𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏) was defined as, 
 
𝛯𝛯𝑙𝑙𝑓𝑓𝑏𝑏𝑎𝑎𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏 = � 𝑇𝑇𝑢𝑢𝑟𝑟𝑢𝑢𝑢𝑢𝑒𝑒𝑅𝑅𝑙𝑙𝜕𝜕 𝐹𝐹𝑒𝑒𝑒𝑒𝑚𝑚𝑅𝑅 𝑃𝑃𝑅𝑅𝑟𝑟𝑑𝑑𝑚𝑚𝑅𝑅𝜕𝜕𝑅𝑅𝑟𝑟 "Equivalent Laminar" 𝐹𝐹𝑒𝑒𝑒𝑒𝑚𝑚𝑅𝑅 𝑃𝑃𝑅𝑅𝑟𝑟𝑑𝑑𝑚𝑚𝑅𝑅𝜕𝜕𝑅𝑅𝑟𝑟� 𝑓𝑓𝑏𝑏 𝑏𝑏
2𝐷𝐷 𝐹𝐹𝑓𝑓𝑏𝑏𝑙𝑙𝑓𝑓 𝐼𝐼𝑙𝑙𝑏𝑏𝑏𝑏𝑓𝑓 
 
Remember that according to the FSD model, the wrinkling factor is directly proportional to 
turbulent flame speed. 
𝛯𝛯~ 𝑆𝑆𝑇𝑇
𝑆𝑆𝐿𝐿
𝑜𝑜 
 
Although the definition of 𝛯𝛯 is exact and physically intuitive, the definition chosen for 𝛯𝛯𝑙𝑙𝑓𝑓𝑏𝑏𝑎𝑎𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏 
is less so. In order for its value to be determined a somewhat ambiguous “equivalent laminar” 
flame contour must be defined.  
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Conceptually, the definition of an “equivalent laminar” flame perimeter (within a 2D image) is 
only clear for a few canonical flame geometries. For example, for an unrestrained outwardly 
propagating flame the obvious choice of contour geometry would be a circle of equal burned 
gas area. However, for an engine flame the choice is more complex. Engine flames are often 
forced to conform to moving physical boundaries and regularly exhibit open (unclosed) flame 
contours, typically in the peripheral regions of the chamber whereas all combustibles have 
been spent.  
 
In this study, a method of quantifying 𝛯𝛯𝑙𝑙𝑓𝑓𝑏𝑏𝑎𝑎𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏 that was originally developed by Ziegler et al. 
[209] was borrowed and improved upon. The method is driven by the idea that turbulent flame 
wrinkles and laminar flame structures occur on spatially separable scales and can therefore be 
partitioned in Fourier space. Therefore, a highly low-pass spatially filtered version of a flame 
should serve as a decent representation of an equivalent laminar flame that may be used to 
quantify  𝛯𝛯𝑙𝑙𝑓𝑓𝑏𝑏𝑎𝑎𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏.  
 
For a visual example of the spatial scale separation that may exist between a turbulent flame 
and it’s underlying “equivalent laminar” structure, see Figure 3-24 below. In this image, 
turbulent wrinkles are clearly visible on the 100 mm scale, whereas the flame itself (and its 
equivalent laminar representation) are on the order of 101 mm. Therefore, a 2D low-pass 
spatial image filter can be designed to remove the 100 mm scale wrinkles while leaving the 
general 101 mm flame structure intact. This filtering operation would essentially be an image 
processing noise reduction process.  
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Figure 3-24: Homogeneous engine flame with scales labeled 
 
There are two ways to apply this basic low pass filtering approach. The first way, which was 
used by Ziegler et al. [209] is to define a flame contour and then to spatial filter to a flame 
contour itself (filtering of a 2D contour/curve). The second approach, which was used in this 
study is to filter the entire binary flame image (2D image filtering) and to fit contours as is 
necessary. The mathematical approach to contour filtering that was demonstrated by Ziegler et 
al. requires a closed flame contour. The image filtering approach used in this study does not. 
 
Although low pass filtering is very common in the field of digital imaging processing it’s typically 
performed in a qualitative manner. Care was taken to ensure that the spatial filtering was 
performed in as quantifiable of a manner as possible (i.e. when a filter of a certain spatial scale 
was applied, wrinkles of that same scale were removed).  
 
The algorithm used to filter the images was MATLAB based and acted best when servicing 
rectangular or square shaped images. Hence, the motivation for the original PLIF image to be 
truncated into such sections.  
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Within the algorithm and prior to spatial filtering, the binary flame image was mirrored 
horizontally, vertically and diagonally and then padded (zero value pixels added to periphery) as 
necessary to ensure that the padded image subject to the FFT processing was square. The 
mirroring step was performed in order to increase the total scale of the flame and reduce the 
spatial filters natural tendency to erode away at the artificial flame edges that were naturally 
formed at the flame image boundaries due to truncation. The image padding was done in order 
to ensure that the spatial filter acted equally (at the same cut-off frequencies) in both spatial 
dimensions. The padded pixels were far enough separate from the actual field of interest 
(original image) that the presence of the extra zero value pixels had negligible effect on the 
actual region of interest. Once mirrored and padded the image was then processed by an FFT 
based Butterworth low pass filter which was originally coded by Iheme [210]. After filtering, the 
padded image was truncated back to its original size and field of view. The filtering process 
often altered the size of the flame. Therefore, the final step in the filtering process was to dilate 
or erode the flame image as necessary until its burned gas fraction of the filtered image 
matched that of the original unfiltered image. 
 
As an example of the results achieved, the same flame from Figure 3-24 is shown in Figure 3-25 
after being subjected to the filtering process just described. The 0.2 mm filtered contour seen in 
(a) contains tiny wrinkles that visibly can be recognized to be unphysical (image noise). The 1 
mm filtered contour (b) that has been labeled to be the “turbulent” contour appears to contain 
most of the flames fine physical wrinkling features minus the high spatial frequency 
components which are likely noise. As the filter scale increases from 1 to 20 mm the wrinkled-
ness of the flame decreases. At the 20 mm filtered scale (f), there are no more wrinkles and the 
contour has been labeled laminar. Although it has not been shown, when a 30 mm or larger 
scale filter is applied the flame ceases to exist anymore. This maximum filterable scale is related 
to the size of the flame itself and can be used to provide a rough measurement of the flame’s 
overall scale. 
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The choice to title the low spatial frequency representations of flames as “laminar” is 
technically debatable. However, many previous researchers, including Damköhler in his 
foundational 1947 publication on the effect of turbulence on flames [211], have used similar 
terminology [91, 209, 212-214]. Therefore, in order to maintain consistency with the 
combustion research community the term was adopted for this study.  
 
 
Figure 3-25: Flame after being processed by a low pass spatial frequency of cutoff scales of (a) 
0.2 mm, (b) 1 mm,  (c) 2 mm, (d) 5 mm, (e) 10 mm, (f) 20 mm. 
 
After spatial filtering, the flame contour lengths were assessed and 𝛯𝛯𝑙𝑙𝑓𝑓𝑏𝑏𝑎𝑎𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏 quantified at the 
various scales. The filtered images from two of the scales were then chosen to represent the 
laminar and turbulent contours. The “turbulent contour” filter cut-off frequency was chosen to 
be 1 mm as it was on scale with the laser sheet thickness (and therefore spatial resolution). The 
choice of “laminar contour” filter cut-off frequency differed for every test condition. More will 
be discussed on its choice in the results section. 
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Due to the definition of spatial frequency in image filtering processes, a filter applied at a given 
cut-off scale will actually eliminate features that are half the prescribed diametric scale. For 
example, the 1 mm spatial filter applied in Figure 3-25 (b) will tend to eliminate flame contour 
wrinkles that are less than or equal to 0.5 mm in diameter. Therefore, in order to eliminate 
confusion throughout this document the LP filters scales reported in the results sections will be 
referred to in the context of “minimum wrinkle diameter allowed by LP spatial filter”. In this 
manner, the filter scale can be physically and directly related to wrinkle scales of the flame. 
 
It should be recognized that the filtering process itself was compromised at larger (10+ mm) 
scales due to the fact that the smallest dimension of the image is 10 mm. The mirroring process 
enabled the spatial filter to act on spatial scales larger than the actual region of interest. 
However, there was no way to ensure the fidelity the filtering process performed on scales 
larger than the field of view. Fortunately, as can be seen by the minimal difference in surface 
area between (e) and (f) in Figure 3-25, very little surface area is or can be generated at such 
large spatial scales. Therefore, any large scale infidelities had only a minor effect on the 
measurements.  
 
With an understanding of how wrinkled-ness was defined and calculated in this study based on 
PLIF images; the measurement subscript in 𝛯𝛯𝑙𝑙𝑓𝑓𝑏𝑏𝑎𝑎𝑏𝑏𝑏𝑏𝑓𝑓𝑏𝑏 will be with-held and the wrinkled-ness 
measurement quantity will simply be signified by 𝛯𝛯 throughout the rest of this document. 
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Chapter 4: ENGINE PERFORMANCE  
The G4VDI engine’s hardware and operational strategy was optimized to provide reasonable 
engine performance under both homogeneous and stratified-charge conditions. This section 
provides a description of the optimization process and the characterization of the engines 
resulting performance. The goal of the optimization process was not to achieve production like 
performance as so much was neither necessary nor possible considering the significant 
mechanical design limitations imposed by the need for optical engine components. Rather, the 
goal of was to find an operational strategy that provided suitable production engine-like sprays, 
flows and flames that were well suited for the study. This was achieved and the final strategies 
and conditions chosen for the study are summarized. 
 
A GT-Power model was developed and validated to both aid in the optimization of the engine 
and to provide a means for estimating important engine parameters such as in-cylinder 
temperatures that could not or were not otherwise measured. The model is also currently 
aiding in a collaborative effort between the QLDL, General Motors and other universities [215-
218] to learn from comparisons made between the G4VDI engine experiments and Large Eddy 
Simulations. The model, its validation and select results will be presented here. 
 
Before any fired tests were performed for this study the engine’s motored performance was 
characterized and optimized. Engine blow-by rates are typically very large in optical engines. In 
this study they were reduced as far as possible (estimated <5% by mass) by optimizing a custom 
single-piece compression ring. GT-Power based estimates will be shown to verify that the 
G4VDI engines motored performance good.  
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The engines performance was characterized and optimized under homogeneous-charge and 
stratified-charge conditions. Acceptable engine performance was achieved and conditions were 
chosen for the wrinkled-ness studies to follow.  
 
All engine performance results in this document will be presented in the form of indicated (in-
cylinder pressure transducer based) values. Due to the many mechanical differences between 
the single cylinder G4VDI optical engine and conventional automotive engines, brake specific 
parameters and engine exhaust emissions were not deemed valuable and were not quantified. 
Heat transfer and blow-by were not considered or compensated for in the indicated in-cylinder 
pressure based parameter calculations. More details on the in-cylinder based pressure 
indicated calculation algorithms can be found in the Combustion Analysis Systems (CAS) user’s 
manual [219] which was produced by A&D Technologies. 
 
4.1 GT Power Model Development, Validation and In-cylinder State Predictions 
 
A GT Power model was developed and used to verify engine performance and to predict un-
measured engine parameters, such as in-cylinder temperatures. The models development, 
validation and usage will be discussed here.  
 
The G4VDI GT Power models code was developed by Dr. Xiaofeng Yang and Dr. Tang-Wei Kuo 
from General Motors based upon an extensive mechanical measurements and characterization 
of the G4VDI engine hardware. The model was refined and validated based upon experimental 
data acquired during this study. 
 
All of the relevant intake, exhaust and engine hardware were measured and their dimensions 
were translated to the model. Flow-bench testing was performed on the cylinder head in order 
to quantify valve discharge coefficients and effective swirl and tumble ratios. Temperature, flow 
rate and high speed (CAD resolved) pressure measurements were acquired at a variety of 
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engine speeds and loads and used to validate and refine the model.  A schematic of the model 
is shown in Figure 4-1 below. 
 
 
Figure 4-1: GT-Power Engine Model of the G4VDI Engine that was designed in collaboration 
with General Motors [ref]. 
 
With very little tuning, the model proved capable of reproducing the respiratory pressure 
dynamics of the intake and exhaust systems very well. For example, Figure 4-2 and Figure 4-3 
below demonstrate the excellent agreement between the experimentally measured and GT-
Power predicted pressure dynamics that occurred in the G4VDI engine under motored, 1300 
RPM, 95 kPa MAP conditions. For this same condition the engine airflow rate was also 
predicted by the model with only a 5% inaccuracy.  
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Figure 4-2: Experimentally measured and GT-power estimates of intake port and plenum 
pressures vs. crank angle degree at 1300 RPM, 95 kPa MAP and 45 C engine temperature. 
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Figure 4-3: Experimentally measured and GT-power estimates of exhaust port and plenum 
pressures vs. crank angle degree at 1300 RPM, 95 kPa MAP and 45 C engine temperature. 
 
In-cylinder pressures were estimated by GT-Power using an un-tuned Woshni heat transfer 
model. In-cylinder pressure comparisons between the experiment and model for a motored, 95 
kPa intake MAP condition is shown below in Figure 4-4. 
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Figure 4-4: Experimentally measured and GT-power estimates of in-cylinder pressure data vs. 
crank angle degree (a) and cylinder volume (b) with the engine operating at a motored state at 
1300 RPM, 95 kPa MAP and 45 C engine temperature. 
 
The GT-Power predicted in-cylinder pressure estimates preceded the engines compression ring 
design and was used as an experimental design target. The engines compression ring-set was 
modified and only deemed adequate when the engines in-cylinder pressure traces agreed as 
well as shown in Figure 4-4. 
 
In Figure 4-4 (a), notice that the experimentally measured peak pressures are little lower than 
the GT-Power predicted pressures. Also in (b), notice that the experimental power loop and its 
associated negative value of IMEP is also larger than the predicted values. This difference is 
thought to be primarily due to blow-by which was unaccounted for in the model. A 
thermodynamic estimate of the difference between the two pressure traces suggests that the 
degree of blow-by in these conditions is < 5% the in-cylinder charge by mass. Under fired 
conditions the compression rings are thought to seal even better and the blow-by is expected 
to be much less. Therefore, blow-by induced GT-Power modeling errors were accepted. 
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A simple Wiebe function based combustion model was implemented using measured 
experimental parameters (CA50 and CA10-90 timings) and a Wiebe coefficient ranging from 2-
3, depending on the condition. The results of an in-cylinder pressure experiment to model 
comparison at a Φ=1 condition (same one chosen for this study) is shown in Figure 4-5 below. 
 
 
Figure 4-5: Experimentally measured and GT-power estimates of in-cylinder pressure data vs. 
crank angle degree (a) and cylinder volume (b) with the engine operating at a fired state at 
1300 RPM, 40 kPa MAP, 45 C engine temperature, Φ=1 and a spark timing of 27 bTDCc. 
 
The agreement shown in Figure 4-5 was regarded as good and acceptable and the model was 
used as a tool to predict parameters such as trapped residual fractions and in-cylinder 
temperatures. The model was further validated at other operating conditions, including the 
stratified-charge conditions, the results of which will be withheld for the sake of brevity. 
However, the degree of agreement between the model and the experiment was similar under 
other conditions as well.   
 
Once validated, the model was used as a tool to estimate un-measured in-cylinder parameters 
such as un-burned gas charge temperatures, which are shown in Figure 4-6 below, and trapped 
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residual gas fraction, so that the PLIF images could be better quantified in terms of equivalence 
ratio. 
 
 
Figure 4-6: In-cylinder temperature estimates for engine conditions chosen for use in this study. 
 
The in-cylinder temperature estimates calculated by GT power were verified reasonable in 
comparison to estimates provided by the basic polytropic relationship, 
 
𝑇𝑇𝐶𝐶𝜕𝜕𝐷𝐷 = 𝑇𝑇𝐶𝐶𝜕𝜕𝐷𝐷,𝑏𝑏𝑓𝑓𝑓𝑓(𝑑𝑑𝐶𝐶𝜕𝜕𝐷𝐷,𝑏𝑏𝑓𝑓𝑓𝑓𝑑𝑑𝐶𝐶𝜕𝜕𝐷𝐷 )𝑃𝑃𝑜𝑜𝑓𝑓𝐸𝐸𝐶𝐶−1 
 
The results of which are also included in Figure 4-6. Therefore, the GT Power results were 
accepted and used throughout this study. 
  
4.2 Fuel Injector Selection and Targeting 
 
An 8-hole, 90 degree included angle injector was chosen for use. The injector was targeted so 
that two of its fuel jets were centered around and “straddling” the spark plug. The injector was 
chosen based upon the results of a spray imaging study and trial-and-error stratified-charge 
engine testing. 
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The design requirements for a spray-guided stratified-charge fuel injector are stringent. In order 
to be successful, a SGSC fuel injector must create a rich fuel mixture (Φ~2+) local to the spark 
plug to ensure robust ignition and a leaner but still strong mixture (probably Φ~1) throughout 
the rest of the bulk charge to promote a healthy and clean main burn. Favorable pairing 
between the fuel injector with the combustion system (cylinder head, piston bowl, etc.) is just 
as critical towards the strategies success as the selection of the injector itself. Accepting the 
scope the SGSC engine design challenge, only modest efforts were made in this study to 
optimize hardware.  
 
There are two basic approaches to targeting a multi-hole fuel spray in a SGSC engine. The first 
approach is to target a single fuel jet directly at the spark plug. This strategy was formerly 
employed in the G4VDI engine by Peterson et al. [23, 39, 220-222] with relative success. The 
second approach, which was employed in this study is to “straddle” the spark plug with two of 
the jets, as can be seen in Figure 4-8. The latter approach was favored for reasons relating to 
spark plug durability, cleanliness and general commercial feasibility.  
 
A few different fuel injectors were considered for this study. Imaging tests were performed to 
determine the promise of each one. In the process, a 3D plenoptic technology based imaging 
diagnostic was developed [178, 179] and used to aid in the eventual choice of an 8-hole, 90 
degree included angle injector. As can be seen in the Mie scattering images shown in Figure 4-7 
below, the periphery of the fuel spray generated by the injector targeted the base of the spark 
plug electrode while avoiding bulk liquid spray-to-plug impingement 
.  
 167 
 
 
Figure 4-7: Fuel spray image taken during engine operation to assess the spray angle of the 
injector and the sprays targeting relative to the spark-plug. The spray was illuminated by a 
frequency doubled Nd:YAG laser. The image was taken with a high speed Phantom V7.1 camera 
from the backside of the engine (imaging side in Figure 3-6). 
 
With the assisstance of the Mie scattering diagnostic system shown in Figure 4-8, the spray was 
targeted to straddle the spark plug symetrically (+/- 3 degrees). 
 
 
 
 
Figure 4-8: Laser induced Mie-scattering setup (a) and fuel spray image (b) under quiescent 
conditions demonstrating the “straddled” spray targeting strategy. The image is a 50 injection 
average. 
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With this injector targeting, two of the eight fuel jets traveled within close enough proximity of 
the spark plug to be ignited. Most of the fuel charge targeted the piston bowl so that after the 
combustion began within one or two of the spark-plug adjacent fuel jets the others were also 
within close enough vicinity to eventually ignite as well. 
 
4.3 Homogeneous-Charge Engine Performance 
 
In order to determine the best engine test conditions for use in the homogeneous-charge 
wrinkled-ness study, the G4VDI engines performance was characterized over a range of 
homogeneous-charge conditions. The following engine parameters were held constant 
throughout all of the characterization testing, 
 
Table 4-1: Homogeneous-charge operational parameters which were held constant during 
optimization testing 
 
 
Three different comparable homogeneous-charge conditions of differing equivalence ratio 
(lean, rich and stoichiometric) were desired. Ideally, the lean and the rich mixtures would be as 
far from stoichiometric as possible as to maximize their thermo-diffusive property differences. 
However, far off-stoichiometric mixtures and very lean mixtures in particular don’t burn well. 
Therefore, the choice in exact stoichiometry for the lean and rich conditions was necessarily a 
compromise between mixture composition separation and combustion stability.   
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With all the parameters listed in Table 4-1 being held constant, there were three engine 
variables that could be swept: ignition timing, swirl-valve position (in-cylinder swirl level) and 
equivalence ratio. The strategy employed for choosing the best three homogeneous-charge 
conditions was to first optimize the stoichiometric (Φ=1) condition and then to accept the 
ignition timing and swirl-valve position for the two off-stoichiometric conditions. The exact 
choice of equivalence ratio for the off-stoichiometric conditions was then based on the results 
of an equivalence ratio sweep.  
 
Maintaining the swirl valve setting and ignition timing for all three (lean, stoichiometric and 
rich) homogeneous-charge condition provided less-then-optimal engine performance for the 
off-stoichiometric conditions. However, it ensured that the in-cylinder conditions were similar 
for all three mixtures at the start of ignition which enabled fair early flame development 
comparisons to be made between the three conditions. 
 
The two primary metrics used for grading engine performance were indicated mean effective 
pressure (IMEP) and the coefficient of variance of indicated mean effective pressure (COV of 
IMEP). Neglecting pumping or frictional losses (which are comparable for all three 
homogeneous-charge conditions), IMEP are indicative of the engines work output and higher 
numerical values are generally favorable. COV of IMEP values are indicative of variability in the 
engines work output and lower numerical values are favorable. Typical production engine 
values of COV of IMEP are < 2% and values above 5% are usually considered unacceptable by 
commercial standards.  
 
CA50 values will be shown throughout this section as a general reference for combustion 
phasing. A common rule of thumb in engine research is that homogenous-charge engines 
operate at their optimum when CA50 occurs between 5-10 CAD aTDCc.  
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As has been previously mentioned, emissions measurements were not performed and the 
engines pollutant emission levels were not considered when optimizing the engine or choosing 
conditions for further study.  
 
4.3.1 Stoichiometric (Ф=1) Engine Performance Optimization 
 
Engine performance was optimized under stoichiometric homogeneous-charge conditions. 
Ignition timing sweeps were performed under both high (swirl-valve closed) and low (swirl-
valve fully open) in-cylinder swirl conditions. The results of an ignition sweep for the low-swirl 
condition can be seen in Figure 4-9 below. 
 
 
Figure 4-9: (a) Engine performance (IMEP and COV of IMEP) vs. start of ignition timing and (b) 
Combustion phasing (CA50) vs. start of ignition timing under low swirl, homogeneous, 40 kPa 
MAP, Ф=1 conditions. 
 
 
The optimal Φ=1, low-swirl operation can be recognized to occur with a start of ignition timing 
of 27 bTDCc. At this timing the IMEP is at its maximum and the COV of IMEP is at its minimum. 
The CA50 at this ignition timing is 10 aTDCc, which is reasonable. 
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The results of an ignition sweep for the high-swirl condition can be seen in Figure 4-10 below. 
 
 
Figure 4-10: (a) Engine performance (IMEP and COV of IMEP) vs. start of ignition timing and (b) 
Combustion phasing (CA50) vs. start of ignition timing under high swirl, homogeneous, 40 kPa 
MAP, Ф=1 conditions. 
 
 
The optimal Φ=1, high-swirl operation can be recognized to occur at a start of ignition timing of 
about 21 bTDCc. At this timing the IMEP is at its maximum and the COV of IMEP is at its 
minimum. The CA50 at this ignition timing is about 8 aTDCc, which is reasonable.  
 
Due to lower its flame speeds, the optimum low-swirl conditions demanded six extra degrees of 
ignition advance relative to the high swirl condition. The optimal high and low swirl conditions 
both produced a work output of 250 kPa IMEP at excellent, production-like, < 1% COV of IMEP 
levels of variance. Either one of the two (high or low swirl) optimal Φ=1 conditions would have 
made excellent test conditions for the wrinkled-ness study. For reasons to be discussed later, 
the low swirl condition was chosen. 
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4.3.2 Off-stoichiometric Homogeneous Charge Mapping 
 
The engines performance at a variety of off-stoichiometric homogenous-charge mixtures was 
tested at the conditions listed in Table 4-1 with the swirl valve fully open and the start of 
ignition timing set at 27 bTDCc (as was prescribed by Φ=1 optimization results). 
 
The engine performance results for both 20% (Φ=0.8 and 1.25) and 30% (Φ=0.7 and 1.4) off-
stoichiometric mixtures are shown in Table 4-2 below. 
 
Table 4-2: Engine performance under off-stoichiometric homogeneous charge conditions at 
1300 RPM, low-swirl, 40 kPa MAP, fixed spark timing of 27 bTDCc. 
 
 
Under the rich conditions tested the engines IMEP output remained similar and steady at a low 
COV of IMEP levels of 1% for all tests. The output and variability of the engine was perfectly 
acceptable up to the richest condition (Φ=1.4) shown in Table 4-2. 
 
Engine performance was far worse under the lean conditions tested. The engines output 
decreased by 30% between Φ=1 and Φ=0.8, 20% of which can be attributed to the decreased 
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fuel loading alone.  At Φ=0.8 the engines COV of IMEP measured to be about 10% which was 
about as high as was considered to be experimentally acceptable. Therefore, as the leanest 
desirable condition, Φ=0.8 was as one of the two off-stoichiometric conditions chosen for the 
wrinkled-ness study.  
 
The Φ=1.25 (20% excess fuel) rich mixture was a natural complement to the Φ=0.8 (20% excess 
air) lean mixture. Therefore, the Φ=1.25 condition was chosen as the second off-stoichiometric 
condition for the wrinkled-ness study. 
 
4.3.3 Homogeneous-Charge Operational Conditions Chosen for the Wrinkled-ness 
Study 
 
Three final homogeneous-charge operational conditions were chosen for use the wrinkled-ness 
study based on the engine performance characterization results just presented in 4.3.1 and 
4.3.2. A summary of the operational parameters for the final conditions is provided in Table 4-3 
below. 
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Table 4-3: Homogeneous-charge operating condition  
 
Most, but not all of the parameters listed in Table 4-3 match those that were either used or 
determined during the characterization studies of 4.3.1 and 4.3.2, with the notable exception of 
fuel composition. The fuel mixture was changed for the wrinkled-ness study from pure iso-
octane to a 25% Toluene / 75% iso-octane by liquid volume mixture. The Toluene enabled the 
PLIF diagnostic. 
 
A summary of the indicated engine performance for the three homogenous-charge conditions 
used in the wrinkled-ness study are listed in Table 4-4 below. 
 
Table 4-4: Engine performance of three chosen homogeneous-charge conditions 
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The indicated heat release rates and burn fractions for the three conditions, which will be 
referred to later in Chapter 5 are shown below in Figure 4-11. 
 
 
Figure 4-11: Indicated heat release rate and burn fraction for the homogeneous-charge 
conditions shown throughout entire cycle and throughout a sub-portion (imaged time) of the 
engine cycle. 
 
Lewis number estimates and Markstein lengths measurements for both iso-octane and Toluene 
are included in Appendix A. The rich (Φ=1.25) mixtures used was thermo-diffusively unstable 
and the lean (Φ=0.8) mixtures stable. The range of equivalence ratio’s spans most of that for 
which might be relevant in application. The fuel mixture utilized (75% iso-octane/25% Toluene) 
was gasoline-like. Therefore, the three homogeneous-charge conditions chosen here were 
ideally suited for interrogating thermo-diffusive instability effects under production like engine 
conditions.   
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4.4 Stratified Engine Performance  
 
In order to determine the best engine test condition for use in the stratified-charge wrinkled-
ness study, the G4VDI engines performance was characterized over a range of stratified-charge 
conditions. The following engine parameters were held constant throughout all of the 
characterization testing, 
 
Table 4-5: Stratified-charge operational parameters which were held constant during engine 
performance optimization testing. 
 
 
The injected fuel mass of 9 mg per cycle was chosen to match the fueling rate of the 
homogeneous-charge, Φ=1 condition. The engine was operated at a high intake MAP of 95 
kPaa which is typical for SI engines operating at wide-open throttle. However, the overall 
engine load remained low (2.5-3 bar IMEP). The global equivalence ratio of 0.3 was well below 
the fuels lean flammability limit and so the success of the SGSC strategy depended upon 
favorable partial fuel/air premixing and partially-premixed combustion. 
 
Only one stratified-charge condition was needed for the wrinkled-ness study. However, it was 
challenging to identify even a single condition that featured both good engine performance and 
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optical visibility (i.e. adequately low levels of in-cylinder soot production). This section will 
begin by first focusing on engine performance optimization under the operational restrictions 
listed in Table 4-5 but will then move on to discuss operational compromises that were 
necessarily made (namely, a reduction in fueling rate) to limit in-cylinder sootiness.  
 
Adjustable engine operating parameters included injection timing, ignition timing, and swirl 
valve position. The strategy employed for choosing the best performing stratified-charge 
condition was to first determine the best temporal phasing between the fuel spray and ignition 
by sweeping injection-to-ignition timings and then to determine the optimal combustion 
phasing by sweeping injection timings (at a fixed injector-to-ignition delay). Both the injector-
to-ignition and injection timing sweeps were performed under swirl valve open (low-swirl) and 
swirl valve closed (high-swirl) conditions to also assess the impact of in-cylinder swirl on the 
SGSC engines performance. 
   
The same indicated metrics used in 4.3 of IMEP, COV of IMEP and CA50 were used to grade the 
engines performance. The final condition that was selected for the wrinkled-ness testing will be 
presented and discussed at the end of this section. 
 
 
4.4.1 Injection to Ignition Delay Mapping 
 
The delay between start of injection (SOInj) and start of ignition (SOIgn) was optimized under 
SGSC conditions at a fixed SOInj timing of 25 bTDCc. The sweeps were performed under both 
high (swirl-valve closed) and low (swirl-valve fully open) in-cylinder swirl conditions. The results 
of an ignition sweep for both the low and high swirl conditions can be seen in Figure 4-12 
below. There, 200 engine cycle averaged IMEP values are shown in blue, COV of IMEP values in 
red and miss-fire and partial burn free COV of IMEP values in green. Partial burns were defined 
as cycles that achieved less than half of the test average IMEP. 
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Figure 4-12: Engine performance (IMEP and COV of IMEP) vs. delay between start of injection 
and start of ignition under (a) low swirl and (b) high swirl, stratified, Ф=0.30 conditions. 
 
For both high and low swirl conditions the engines performance demonstrated an impressive 
insensitivity to SOInj to SOIgn timing so long as the delay was shorter than 6 CAD. IMEP trends 
show that shorter (0-4 CAD) delays were marginally favorable under low swirl conditions. 
Whereas under high swirl conditions all of the delays ranging from 0-8 CAD provided identical 
results both in terms of IMEP output and variability. The level of IMEP variability for both low 
and high swirl conditions was very good for a SGSC engine. However, the rate of misfires of 
about once or twice per every thousandth cycles would need to be resolved if the engine were 
production bound. The conditions that lead to such misfires have been well described by 
Peterson et al. [39]. 
 
In order to gauge the effect of SOInj  to SOIgn timing on combustion phasing the low and high 
swirl IMEP results are shown in Figure 4-13 below with CA50 values on the secondary axis 
instead of variability.  
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Figure 4-13: Engine performance (IMEP) and combustion phasing (CA50) vs. delay between 
start of injection and start of ignition under (a) low swirl and (b) high swirl, stratified, Ф=0.30 
conditions. 
 
The results in Figure 4-13 show that combustion phasing in unaffected by the SOInj to SOIgn 
delay so long as the delay is under 5 CAD’s in length. From this it can be recognized that under 
low swirl conditions lengthier SOInj to SOIgn delays resulted in faster burn rates. The same 
cannot be said under high swirl condition where combustion phasing scaled linearly with SOInj 
to SOIgn for all delays less than 9 CAD’s.  It can also be recognized that the high swirl burn rates 
were relatively insensitive to SOInj to SOIgn delays over that same large range. 
 
Based on the results in Figure 4-12 and Figure 4-13 a SOInj to SOIgn delay of 3 CAD was chosen 
for the wrinkled-ness study.  
 
4.4.2 Injection Timing (Combustion Phasing) Mapping 
 
Using a fixed SOInj to SOIgn delay of 3 CAD an injection timing sweep was performed in order to 
optimize combustion phasing within the engine cycle. The impact of start of injection timing on 
engine performance (IMEP and COV of IMEP) and combustion phasing (CA50) for both the low 
and high swirl conditions can be seen in Figure 4-14 below. 
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Figure 4-14: Engine performance (IMEP and COV of IMEP) vs. delay between start of injection 
timing under (a, top) low swirl and (b, top) high swirl. Combustion phasing (CA50) vs. start of 
injection timing under (a, bottom) low swirl and (b, bottom) high swirl under stratified, 95 kPa 
MAP, Ф=0.30 conditions with the SOInj to SOIgn delay fixed at 3 CAD. 
 
Optimum engine output (IMEP) occurred with a start of injection timing of 25 CAD under both 
low and high swirl conditions. At this optimum timing the CA50 values were 0 and 2 CAD aTDCc 
respectably, which is very early in comparison to the optimum homogeneous-charge phasing.  
 
Under optimal low swirl conditions the engine achieved 275 kPA IMEP at a COV of 3%. Under 
optimal high swirl conditions the engine achieved 260 kPa IMEP also at a COV of IMEP of 3%. 
These performances are excellent.   
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4.4.3 Stratified-Charge vs Homogeneous-Charge Engine Performance 
 
The motivation for and the challenges of enabling SGSC strategies can be recognized by 
comparing the results of the optimized homogeneous-charge (Φ=1) and stratified-charge 
strategies. Since both optimizations were performed at the same mass fuel rate of 9 mg/cycle 
the engine outputs provided by both strategies can be directly compared.  
 
Due to its high (un-throttled-like) intake MAP, the pumping losses (PMEP) for the stratified-
charge condition was small at only 12 kPa. The pumping losses for the homogeneous-charge 
conditions were much higher at 60 kPa. Subtracting the pumping losses from the indicated 
outputs yields the net outputs (NMEP = IMEP-PMEP), the net mean effective pressures of the 
stratified and homogeneous-charge conditions measured to be 252 and 192 kPa respectively. 
Therefore, at the same 9 mg/cycle fueling rate, the stratified-charge strategy demonstrated a 
30% increase in indicated net output relative to the homogeneous-charge strategy. This 
dramatic efficiency improvement demonstrates the benefit of the SGSC strategies. 
 
The engine output variability (COV of IMEP) was 1% for the homogeneous-charge and 3% for 
the stratified-charge strategies, both of which are acceptably low. However, the stratified-
charge strategy exhibited misfires at a rate of about 1/1000 cycles which would be 
commercially unacceptable. Reducing miss-fire and partial-burn cycles remains a challenge 
under SGSC conditions.  
 
As promising as the stratified-charge engines indicated engine performance was at the 9 
mg/cycle fueling rate; the soot levels produced by the engine were unacceptably high. 
Therefore, as will be discussed in the next section, SGSC soot-reduction strategies were 
necessarily implemented and they were done at the detriment of engine performance. The 
excellent SGSC engine performance results that were just shown illustrate the promise of the 
SGSC strategy. The soot issues to be shown demonstrates one of the greatest remaining 
challenges that the SGSC strategy still has to overcome. Considered collectively, the results in 
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this engine performance section do a good job at illustrating both the motivation for and 
continued research on the topic of SGSC engines. 
 
4.4.4 Soot Reduction Measures 
 
Despite demonstrating such promising indicated engine performance, the engine produced 
unacceptably high levels of soot under the optimal stratified-charge condition identified in 4.4.1 
and 4.4.2. So much so that the engines optical access windows were blackening, as is show in 
Figure 4-15 below, too rapidly for high quality optical studies to be performed. Therefore, the 
root cause of the sootiness was investigated and an alternative, but similar final operating 
condition was chosen for use in the stratified-charge wrinkled-ness study. 
 
 
 
Figure 4-15: Blackened piston after a few minutes of engine operation under optimal indicated 
engine performance stratified-charge conditions at a fueling rate of 9 mg/cycle. 
 
A brief imaging study was performed in an attempt to recognize the root cause of the excessive 
soot formation. A high speed Phantom 1610 camera was used to view the engines natural (un-
filtered) luminescence from the same backside perspective shown for the PLIF camera in Figure 
3-6. The camera was equipped with an unfiltered 200 mm visible lens and was operated with 50 
µs exposures at a rate of one image every 0.5 CAD. The signals measured by the camera 
resulted from two main in-cylinder sources; combustion luminosity and soot incandescence. 
The latter produced signals were an order of magnitude larger and so the strong luminosity 
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signals could be recognized as being soot born. The luminosity imaging results can be seen in 
Figure 4-16 below. 
 
 
 
Figure 4-16: High speed natural luminescence images of a typical stratified combustion event 
occurring under the optimal low-swirl conditions. The locations of the piston top and the piston 
window have been identified in the images by dotted white lines. 
 
Notice that from the cameras perspective, most of the stratified-combustion luminosity 
emanated from the right side of the bowl. This is the same region of the piston bowl that can be 
recognized as blackened in Figure 4-15. Although this observation in itself is unsurprising, the 
long-lasting nature of the luminosity is. The luminescence persisted beyond 58 CAD aTDCc and 
it appeared to track with the engines solid surfaces. Its continuation well beyond the indicated 
end of combustion (CA99) suggested that the late luminosity was emanating from only a small 
quantity of fuel. So much is consistent with the nature of liquid pools fires (from liquid-fuel to 
solid surface impingement), as is described by Drake et al. [223]. 
 
Mie-scattering studies were performed in order to assess the liquid length and potential solid 
surface impingement characteristics of the fuel spray. A green Nd:YAG laser beam was used to 
illuminate the liquid fuel spray in the 10 mm offset plane shown in Figure 3-10 under motored, 
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stratified-charge conditions. Despite the planar nature of the measurement technique, the 
sprays scattering was strong enough to illuminate liquid throughout much of the cylinder. Since 
liquid length is known to be highly sensitive to engine temperature (and subsequently injected 
fuel temperature since the injector was mounted directly inside the cylinder head), tests were 
performed at two different temperatures; 45 C (as originally prescribed for the optimization 
study) and a much higher 90 C. The spray penetration results can be seen in Figure 4-17 below. 
The images shown were taken at 15 bTDCc which is 10 CAD after the start of injection.  
 
 
Figure 4-17: Mie scattering images of fuel-spray penetration of the G4VDI engine under 
stratified-charge, SOInj=25 bTDC, 1300 RPM, 95 kPaa intake MAP, low-swirl conditions at a 
fueling rate of 9 mg/cycle at two different engine temperatures. 
 
Figure 4-17 clearly shows that the liquid fuel spray was penetrating all the way to the pistons 
solid surfaces even at high (90C) engine temperatures. Such spray impingement is known lead 
to thin fuel surface deposits that only contain only small quantities of fuel but are capable of 
producing large quantities of soot [224].  
 
Due to the right leaning angle of the fuel injection, the right region of the cylinder that 
demonstrated the highest affinity to soot is also where the liquid spray is most physically 
constrained and likely to impinge. Due to its close vicinity to the spark plug, it is also one of the 
earliest burning regions in the engine liquid depositions within were unlikely to have had 
enough time to vaporize and mix to acceptable equivalence ratio levels. 
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After recognizing that excessive liquid fuel spray impingement was the likely cause of the 
stratified-charge soot issue efforts were made to mitigate the issue. Modest efforts were made 
to adjust in-cylinder conditions, such as pressures, temperatures and swirl levels to reduce 
spray penetration. Such efforts did not yield significant improvements in the quantity of soot 
deposited on the optical windows.  Advanced injection strategies, such as the utilization of 
multiple fuel injections and/or high dilution rates promise a means for improvement [16]. 
However, the enablement of such strategies is beyond the scope of this study. 
 
One of the most effective means of reducing soot formation within an engine is to lower the 
engines load (less fuel tends to produce less soot). Remember that the stratified-charge fueling 
rate of 9 mg/cycle was only chosen to match that of the homogeneous-charge, Φ=1 condition. 
Doing so enabled the operational mode engine performance comparisons presented in 4.4.3 to 
be made. However, for the sake of the wrinkled-ness study such a high fueling rate was not 
necessary.  
 
Therefore, in order to reduce the soot level of the engine under stratified-charge conditions the 
fueling rate was reduced to 6.3 mg/cycle (Φ=0.2) for the wrinkled-ness study. The reduction in 
fueling did not provide soot free engine operation but it did mitigate the problem enough for 
the engines windows to remain acceptably clean over the duration of a stratified-charge 
imaging test. The piston windows remained cleaner under low rather than high-swirl conditions 
so low-swirl conditions were chosen for the wrinkled-ness study. In order to maintain 
consistency between the tests, low-swirl conditions were also accepted for the homogeneous-
charge wrinkled-ness study conditions as well. 
 
Despite the reduction in fueling rate; other previously optimized engine conditions such as start 
of injection and start of ignition timings proved to remain acceptable and were maintained. 
Although the reduction in fueling rate provided relief from sootiness it did so at the detriment 
of engine performance. IMEP decreased from 275 kPa to 175 kPa, as might be expected. 
However, the COV of IMEP increased dramatically from 3% to 12%. Therefore, the low fueling 
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rate condition chosen for the wrinkled-ness test may best be described as a rough idle 
condition. However, as will later be recognized, the test condition proved excellent for studying 
in-cylinder flame wrinkling. 
 
4.4.5 Stratified-Charge Operational Condition Chosen for Wrinkled-ness Study 
 
Three final stratified-charge operational conditions chosen for use the wrinkled-ness study 
based on the engine performance characterization results just presented. A summary of the 
operational parameters for the final conditions is provided in Table 4-6 below. 
 
Table 4-6: Stratified-charge operating condition 
 
 
 
The indicated heat release rates and burn fractions for the chosen stratified charge condition, 
which will be referred to later in Chapter 6 are shown below in Figure 4-18. 
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Figure 4-18: Indicated heat release rate and burn fraction for the stratified-charge condition 
shown throughout entire cycle and throughout a sub-portion (imaged time) of the engine cycle. 
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Chapter 5: HOMOGENEOUS-CHARGE FLAME WRINKLING STUDY 
The G4VDI engine was operated under the homogeneous-charge conditions shown in Table 4-3 
for the three air/fuel mixtures (Φ=0.8, 1, 1.25) listed there. These three mixtures exhibit very 
different thermo-diffusive (Lewis number) properties.  PLIF and PIV images were taken at image 
timings ranging from 15 bTDCc to 0 bTDCc in 5 CAD increments. These image timings provided a 
view of the early flame development process. Basic flame properties, such as turbulent flame 
speeds and wrinkled-ness were estimated based on an in-cylinder pressure analysis.  Flame 
wrinkled-ness and the relative contribution of wrinkles of varying scales towards the total 
wrinkled-ness was quantified from the PLIF images. In-cylinder charge-flow velocities and 
turbulent length scales were extracted from the PIV images.  
 
In this section, the pressure, PLIF and PIV based results are all combined to provide conclusions 
regarding the relative importance of the physical processes that drove the early homogenous-
charge flame wrinkle development process in this study. From this, guidance will be offered to 
those currently developing early flame development models for homogeneous-charge IC 
engines. Further, the results presented here serve as a source for comparison with the 
stratified-charge results to come.  
 
5.1 In-cylinder Pressure Based Estimates of Flame Wrinkling 
 
An in-cylinder pressure measurements analysis was performed in order to estimate in-cylinder 
charge burn rates and subsequently global flame speeds and flame wrinkled-ness factors for all 
three fuel/air mixtures. The estimates provide a means to validate the PLIF based wrinkled-ness 
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measurement technique. They also provide wrinkled-ness estimates for the mid-to-late burn 
portions of the engine cycle where the optical measurements could not be made due to field-
of-view limitations.  
 
The flame speed estimates were made by processing the measured indicated mass burn 
fraction profiles to estimate the diametrical growth of the flames based upon the assumption 
that the flames expanded spherically within the engine. The spherically propagating assumption 
is reasonable when the flame is small but progressively less accurate as the flame grows larger. 
Therefore, the absolute quantitative accuracy of the in-cylinder pressure based estimates of 
flame speed and wrinkled-ness factors is questionable; especially when applied to large 20+ 
mm diameter flames which would regularly interact with the engines solid surfaces.  
 
Fortunately, the bias errors induced by the spherical assumption affect the results of all three 
mixtures in a similarly manner. Therefore, qualitative mixture-to-mixture comparisons can 
accurately be made based upon the estimates provided in this section. Further, the spherically 
propagating assumption is reasonable enough at small flame diameters to warrant a 
quantitative comparison with the some of the early flame development results from the optical 
wrinkled-ness measurements that will be presented in 5.2. 
 
Based on the spherically propagating model, the flame burning speed was simply found by the 
flames radial expansion rate according to the definitions defined by Heywood [5]. Comparable 
laminar flame speeds were estimate by performing CHEMKIN-PRO [225] laminar flame speed 
calculations using the 323 species gasoline mechanism developed by  Mehl et al. [226]. The 
thermodynamic states chosen for the calculations were based upon in-cylinder pressures and 
the temperature estimates shown in section 4.1. The wrinkling factor was then found as the 
quotient of the pressure estimated flame speed to the CHEMKIN-PRO calculated laminar flame 
speed. 
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In-cylinder heat release analyses are inherently inaccurate at really low burn fractions. 
Therefore, very small radius wrinkled-ness factors will not be reported here. The minimum burn 
fraction range that will be reported here was chosen to overlap with the maximum burn 
fraction range to be reported in optical wrinkled-ness results, as to provide a means for 
comparison. 
 
The wrinkled-ness estimate results are shown in Figure 5-1 below. As can be seen, the wrinkled-
ness factor, which provides an estimate of 𝑆𝑆𝑠𝑠
𝑆𝑆𝑓𝑓
 remains relatively constant at about 2 to 2.5 for all 
three mixtures over the range of data shown. The range of data (burned gas radius size range) 
shown on the x-axis was chosen to represent 7-25% mass burn fraction flames. The wrinkling 
factors in the first half of the figure (15-30 mm flame diameter) can be compared to the 5 bTDC 
rich and stoichiometric tests as well as the 0 bTDCc lean imaging tests that will later be shown 
in 5.2.1 and 5.2.2.  
 
 
Figure 5-1: Estimated wrinkled-ness factors, flame speeds and laminar flame speeds for 
homogeneous-charge engine tests. 
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Notice that the estimated wrinkling factors are very similar for the three mixtures throughout 
the entire range of data shown. Therefore, during the times for which the in-cylinder pressure 
based wrinkled-ness estimates were made (mid-cycle, CA7-75), the inherent differences in 
thermo-diffusive instabilities between the three mixtures (Le > 3 for lean, Le < 1 for rich) did not 
cause differences in flame speed or wrinkled-ness.  
 
These in-cylinder pressure based results show that during the bulk of the engine’s burn cycle 
(CA7-75) the three mixtures achieved similar levels of flame wrinkled-ness. During this mid-
cycle flame development period, none of the three mixtures demonstrated a propensity or 
resistance to wrinkling beyond that of their peers. However, the pressure based analysis was 
incapable of providing results during the most crucial time in the combustion cycle, the early 
(CA0-10) flame development period. The optical results to follow will provide just that, flame 
wrinkled-ness results from the early flame development period for all three mixtures. 
 
5.2 Homogeneous-Charge PLIF Results 
 
PLIF images were acquired under all three homogeneous-charge conditions (Φ=0.8,1,1.25) at 
three different image timings. The timings were temporally spaced in 5 CAD increments to 
provide a view of the early flame growth of the mixtures. During the image timing the flames 
grew from about 1-7% mass burn fractions. From comparing the three mixtures that are known 
to differ in propensity to wrinkle due to their inherent differences in thermo-diffusive (Lewis 
number) instabilities, insights were gained into the role (or lack thereof) that such instabilities 
during the early flame development period of a 75% iso-octane/25% toluene (gasoline-like) 
fueled homogeneous-charge engine under low load conditions. 
 
The results of nine total test conditions (three Φ’s, three timings) will be presented here. Each 
test condition was repeated three times. Test-to-test repeatability will be demonstrated.   
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All of the tests were performed with the laser sheet (imaging) plane at the 3 mm offset location 
shown in Figure 3-10.   This location was near cylinder center and passed as close to the spark 
plug as possible without direct impingement. 
 
Prior to the results presented here, the homogeneous-charge PLIF images were all processed 
according the procedures described in 3.2.5.1 and 3.2.5.3. From this, binary, spatially filtered 
versions of the images along with their complementary flame contours were achieved. The 
flame contour lengths were then measured over a range of spatial filter scales. The turbulent 
and laminar contours length were then defined and their wrinkled-ness factors (𝛯𝛯) were 
calculated.  
 
Qualitative flame image and contour results will be presented in 5.2.1. Then quantitative flame 
wrinkled-ness results will then be presented in 5.2.2. These results will later be combined with 
the homogeneous-charge PIV results in 5.3 and conclusions will be drawn about the 
homogeneous-charge wrinkled-ness study in 5.4. The results and conclusions from this chapter 
will later be compared against the stratified-charge results. 
 
5.2.1 Flame images and contours 
 
In this section, the fidelity of the flame contour recognition and processing procedures will be 
demonstrated. Some fully processed flame images will be shown and qualitative comparisons 
will be made between the flame results of the three different (Φ=0.8,1,1.25) conditions. These 
results will lead right into the next section (5.2.2) where wrinkled-ness values will be quantified 
and quantitative conclusions will be drawn. 
 
As was discussed in 3.2.5.3, all of the flame images were subject to low-pass spatial filtering in 
the Fourier domain over a wide range of filter scales. In order to define wrinkled-ness values, 
spatial scales had to be chosen to define the turbulent and laminar flame fronts by. The laminar 
flame front resulted from a highly filtered image (all wrinkles removed) and the turbulent flame 
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from a lightly filtered image (only noise removed). Physically, the definition of the turbulent 
flame front is well defined. The laminar, as it’s being defined here, is not. The definition of an 
equivalent laminar flame front assumes an inherent seperability of turbulent (wrinkled) flame 
topology features from laminar ones. Such a separation scale is not fundamentally defined. 
Therefore, as will be shown, best practices had to be reasoned for selecting a proper laminar 
spatial filter scale. 
 
The turbulent contour was discovered by subjecting the raw image to a low pass filtered image 
which removed wrinkles smaller than 0.5 mm. Remember that filters of a given scale only 
remove wrinkles at half of their scale. Since the laser sheet itself was 0.5 mm thick, smaller 
spatial features were assumed to be non-physical (measurement noise).  
 
There might have been sub-half-millimeter wrinkles present during the tests that were not 
resolved by the imaging system. However, It will be shown later that such sub-half-millimeter 
wrinkles did not play a prominent role in the early development of the homogeneous-charge 
flames observed in this study and that the neglect thereof was reasonable.  
 
Since the size of every flame realization was different, the best choice of spatial filter scale for 
the laminar (𝛯𝛯=1) contours was made on an image-by-image basis. In order to determine the 
best laminar filter scale, every flame image was filtered over an ever increasing range of scales, 
beginning at the 0.5 mm wrinkle scale that was prescribed for the turbulent contour and 
proceeding upwards until the largest possible filterable scale was reached. This maximum 
filterable wrinkle scale was typically 10-15 mm and beyond that any increase in spatial filter 
scale resulted in the total removal of the flame from the image. This limiting scale, which I will 
refer to as the largest filterable scale, was extracted from the images as property which was 
used to help specify the laminar flame filter scale value. The exact threshold for the laminar 
filter scale was targeted to be 85% of the maximum filterable scale. This choice was made retro-
actively (after filtering was complete), so an exact 85% filter scale threshold was not applied; 
rather the average flame length for the filter scales ranging between 80-90% was taken to be an 
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estimate of the laminar flame length. Considering the uncertainty in the averaging, affectively, 
the laminar low-pass filter scale threshold was applied at 85 +/- 3% of the maximum filterable 
scale.  
 
To demonstrate the insensitivity of the equivalent laminar flame length measurement to choice 
of scale threshold, an example of flame length vs. low pass filter scale for 100 stoichiometric 
images is shown in Figure 5-2 below. The absolute flame lengths and the maximum-filterable 
scales can both vary by a factor of two or more, therefore the values on both axes have been 
normalized by their respective maximums on an image-by-image basis. The 85% laminar filter 
scale threshold is shown by a vertical red line.  
 
Figure 5-2: Flame length vs. spatial filter scale for 100 different stoichiometric, 5 bTDCc images. 
Both the flame lengths and filter scales have been normalized by their respective maximums 
(turbulent flame length and maximum filterable scale) 
 
Notice that most of the flame lengths change very little between 50-100% of the maximum 
filterable scale. This trend will be seen to hold true for all tests. Therefore, the choice of filter 
scale for defining the laminar flame contour did not have to be exact in order to achieve quality 
flame length estimates. Based on a trial and error threshold analysis, a 10% change in threshold 
value results in approximately +/- 4% in absolute flame length. Since the threshold was applied 
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uniformly to all data sets, the 4% threshold induced uncertainty affected all of the tests in a 
similar manner and should have no bearing on a qualitative analysis. 
 
The maximum filterable scales were always found to be smaller than the total expected flame 
size (based on comparison with the in-cylinder pressure analysis). The discrepancy between the 
flames diametric size and their maximum filterable size is expected for two reasons. Firstly, the 
limited optical field of view (20 mm x 10 mm) of the imaging system prevented the entire flame 
from being viewed at once. Secondly, the apex of flame rarely passes through the laser sheet 
and so the flames were naturally truncated due to the planar nature of the measurement. 
Therefore, when interpreting 𝛯𝛯 results, it should be recognized that the largest reported 
(laminar) scale will not necessarily be in good agreement with the total flame size; it tends to be 
a fraction thereof.  
 
It is possible that the 𝛯𝛯 values reported in this study are slightly biased low due to the imaging 
system’s inability to resolve of larger scale (10+ mm) wrinkling affects. However, as the 
asymptotic-like behavior of turbulent flame length vs filtered scale in Figure 5-2 suggests, there 
is little reason to suspect that such large scaler wrinkles contributed a significant amount of 
wrinkled-ness to the flames imaged in this study. 
 
A few examples of fully processed rich, stoichiometric and lean flame images along with their 
turbulent (red) and equivalent laminar (cyan) contours are shown in Figure 5-3, Figure 5-4 and 
Figure 5-5 below. 
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Figure 5-3: Examples of turbulent (red) and equivalent laminar (cyan) contours on 
homogeneous-charge rich (Φ=1.25) flames. Burned gas regions are shown in black and 
unburned gas regions in white.The eighteen images displayed were chosen at random. 
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Figure 5-4: Examples of turbulent (red) and equivalent laminar (cyan) contours on 
homogeneous-charge stoichiometric (Φ=1) flames. Burned gas regions are shown in black and 
unburned gas regions in white. The eighteen images displayed were chosen at random. 
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Figure 5-5: Examples of turbulent (red) and equivalent laminar (cyan) contours on 
homogeneous-charge lean (Φ=0.8) flames. Burned gas regions are shown in black and 
unburned gas regions in white. The eighteen images displayed were chosen at random. 
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Visually, notice that the rich and stoichiometric flames appear to grow at a similar rate from 15 
bTDCc until 5 bTDCc. Also notice that they start their growth sequence at the same time (15 
bTDCc) and at a similar size. The in-cylinder pressure analysis shown in Figure 5-1 supports the 
conclusion that the stoichiometric and rich flames propagate at a similar speed during the early 
flame growth period tested. 
 
Visually, the lean flames also appear to grow from a similar size and at a similar rate to its richer 
counterparts. However, they do so at a delayed starting time (10 bTDCc instead of 15 bTDCc). 
The apparent similarity in growth rate between the lean flames and their richer counterparts is 
misleading as it was shown in Figure 5-1 that the lean flames propagated significantly slower 
than their counterparts. Remember that the burned gas size recognized by the PLIF imaging 
system is not an exact indicator of overall flame size. Therefore, no conclusions about flame 
size should be drawn from the images in these three sequences alone. 
 
Nonetheless, in terms of the spatial development of the flames, the three sequences shown are 
similar enough to warrant a visual comparison. In doing so, the first thing to notice is that 
wrinkled-ness of the flames in all three sequences look very similar. So much so that an 
unbiased observer would be unable to identify which flame resulted from which air/fuel 
mixture. 
 
The second thing to notice is the common burn path for the three mixtures. All of the flames 
began their propagation in what appears as the upper right (spark plug side) of the images. The 
in-cylinder tumble airflow tended to direct the early flame kernels from the upper right corner 
towards the center of the field of view. The flames tended to follow the tumble flow across the 
face of the piston bowl before eventually turning upwards towards the rest of the unburned gas 
charge. Clearly, the bulk in-cylinder flow velocity was high enough to direct the early flame 
kernels. Many previous researchers have recognized the ability of strong in-cylinder flows to 
convect small flame kernels long distances across combustion chamber during the ignition 
delay period. The images in Figure 5-3, Figure 5-4, Figure 5-5 and many more not shown, 
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suggest that such that the kernels in this study were only modestly directed. Most began 
rapidly visible growth (CA2+) within 10 mm of the spark plug electrode.  
 
The third and most important thing to notice from this sequence is that the turbulent and 
laminar flame contours identified by the technique developed for this study produced 
physically reasonable results. The red turbulent flame contours track all of visible flames 
features well. With some imagination, the laminar flame contours can also be recognized to be 
free of wrinkles but still reassembling the original flame. The algorithm even produced good 
results under complex conditions, such as multiple or broken flame fronts. So much has not 
been demonstrated by any other contour/spatial filtering based wrinkled-ness quantification 
method in the past. 
 
5.2.2 Homogeneous-Charge Flame Wrinkled-ness 
 
The primary goal of the homogeneous-charge test presented here was to characterize the 
wrinkled-ness development process of the early flames created by the three different mixtures; 
both for the purpose of assessing the impact of the mixtures differing thermo-diffusive 
properties but also as a baseline for comparison with the stratified-charge flame results which 
will be presented in Chapter 6.  
 
In this section, the quantitative homogeneous-charge flame wrinkled-ness results will be 
presented. Not only will the wrinked-ness values for all of the conditions be shown, but the 
scales for which the wrinkled-ness developed will also be evaluated.  
 
The wrinkled-ness characterization results for three (repeat) rich, 5 bTDCc (~CA7) tests are 
shown below in Figure 5-6 as a plot of flame wrinkled-ness vs filter scale. 
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Figure 5-6: Flame wrinkled-ness factor vs. minimum wrinkle diameter allowed by low pass 
spatial filter for three different, 100 engine cycle, 5 bTDCc tests, under homogeneous-charge, 
rich conditions. 
 
Notice the low test-to-test variability in the mean that is demonstrated in Figure 5-6. Standard 
95% uncertainty estimates suggest that the uncertainty in the single test 100 cycle wrinkled-
ness measurements were was about +/-10%. The mean values for all three tests differed by less 
than 5% over the entire range of filtered spatial scales. The optical wrinkled-ness quantification 
process proved reliable, repeatable and acceptably certain.   
 
Figure 5-6 shows that about 50% of the rich flames wrinkled-ness generation (and flame surface 
area) was created by 0.5-2 mm diameter wrinkles, about 40% by 2-6 mm diameter wrinkles and 
only about 10% due to larger wrinkles. Therefore, nearly all of the turbulent flame surface area 
generation in the rich, 5 bTDCc tests occurred due to wrinkle formation on the 0.5-6 mm 
wrinkle diameter scales. 
 
The total wrinkled-ness factor for the rich 5 bTDCc condition, which can be recognized as the 
wrinkled-ness value measured at the smallest (0.5 mm wrinkle diameter) filtered scale, is about 
2.2. This value is in excellent agreement with the in-cylinder pressure and CHEMKIN-PRO based 
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wrinkled-ness estimates previously presented in Figure 5-1. As this section progresses, many 
more wrinkled-ness values will be presented that can be similarly compared back the estimates 
in Figure 5-1. By doing so it can be recognized that the optical wrinkled-ness estimates are in 
good agreement with the in-cylinder pressure based estimates.  
 
To begin comparing the three different mixtures (Φ=0.8,1,1.25), Figure 5-7 shows flame 
wrinkled-ness vs spatial filter scale results at comparable timings; a rich 10 bTDCc test is shown 
in red, a stoichiometric 10 bTDCc test is shown in blue and a lean 5 bTDCc test is shown in 
green. The mass fraction burn for the three tests is about 2 (+/- 1) %. Therefore, the mean 
flame sizes in the tests are expected to be similar (~ 10-20 mm in diameter) and the three 
conditions are ripe for comparisons.  
 
 
Figure 5-7: Flame wrinkled-ness factor vs. minimum wrinkle diameter allowed by low pass 
spatial filter for three different, 100 engine cycle, tests, under homogeneous-charge, rich 
,stoichiometric and lean conditions at 10 bTDCc, 10 bTDCc and 5 bTDCCc timings respectively. 
The timings were chosen to so that the mass burn fraction (~2%) and flame size of all three 
mixtures were comparable. 
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The trends in Figure 5-7 show that the rich flames wrinkled the least, but not statistically 
significantly less than the stoichiometric test. The lean test wrinkled the most (𝛯𝛯=2.1), but only 
marginally so in comparison to the rich and stoichiometric tests (𝛯𝛯=1.85). This wrinkled-ness 
trend is counter to what might be expected considering the thermo-diffusive instability 
differences between the three mixtures. The Lewis number of lean mixture was the highest and 
the rich mixture the lowest, so acting based upon its own natural instabilities alone, the rich 
mixture was expected to wrinkle the most.  
 
For both the stoichiometric and rich tests, 50% of the wrinkled-ness was generated by 0.5-2 
mm diameter wrinkles and nearly all of the remaining entire remaining 50% was created by 2-6 
mm diameter wrinkles. Unlike the previously reported rich, 5 bTDCc conditions showed in 
Figure 5-6 and the lean condition, the rich and stoichiometric tests showed a negligible amount 
of wrinkling on the 6-10 mm scales.  
 
The extra 10% wrinkled-ness that the lean mixture showed in Figure 5-7 relative to its 
stoichiometric and rich counterparts can almost solely be attributed to its increased level of 
large (6+ mm) diameter scale wrinkling. Remember that the test image timings selected for 
comparison in Figure 5-7 were chosen in order to provide similar flame progress in terms of 
burned gas fraction but in order to do so, the lean flame mixture was necessarily allowed an 
extra 5 CAD ( 64 µs) to develop. The extra time that the lean mixture was provided might 
explain its marginally higher degree of wrinkled-ness.  
 
The rich 5 bTDCc test results previously shown in Figure 5-6 can be directly compared to the 
rich 10 bTDCc tests in Figure 5-7. The only difference between the two conditions was the 
imaging timing. During the 5 CAD’s that separated the two tests, the flame developed 20% 
more wrinkled-ness. At least half of the acquired wrinkled-ness occurred due to 6+ mm 
wrinkles forming. This result, combined with the lean flame result discussed in the previous 
paragraph, suggest that the early flame wrinkling process observed in this study was unstable 
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with respect to time and that small (0.5-6 mm) wrinkles tended to form more rapidly than large 
(6+ mm) wrinkles.  
 
The total wrinkled-ness results for all three mixtures (lean, stoichiometric, rich) for all three 
imaging times are displayed in the two figures below. Mean wrinkled-ness vs. engine position is 
shown in Figure 5-8 and mean wrinkled-ness vs. indicated mass burn fraction in Figure 5-9. 
 
 
Figure 5-8: Wrinkled-ness vs. Engine position for all three equivalence ratios. The error bars 
represent the standard 95% CI for the sample mean. 
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Figure 5-9: Wrinkled-ness vs. Indicated mass burn fraction for all three equivalence ratios. The 
vertical error bars represent the standard 95% CI for the sample mean. The exact uncertainty of 
the indicated mass burn fraction estimates cannot be provided but is approximately 0.01. 
 
Figure 5-8 shows that on a time basis, the lean mixture is slower to develop wrinkled-ness than 
the rich or stoichiometric condition. The rich and stoichiometric mixtures develop wrinkled-
ness at a very similar rate. Remember that the lean mixtures exhibit a much lower flame speed 
and is therefore much slower to develop in size as well. For example, at 10 bTDCc, the lean 
flames are only about 5-10 mm in diameter whereas the rich and stoichiometric flames are 
about 10-20 mm. For this reason, it is probably unfair to compare the development of the three 
air/fuel mixtures on a time (or CAD) basis. 
 
Figure 5-9 shows wrinkled-ness vs. indicated mass burn fraction which scales with flame size. 
When viewed this way, all three mixtures develop wrinkled-ness at a similar rate and approach 
a like magnitude of 𝛯𝛯~2.2 by CA7. Remember that the wrinkled-ness estimate findings in 5.1 
suggested that mid-cycle (CA7-CA75) flame wrinkled-ness was quasi-steady and similar at about 
𝛯𝛯~2-2.5  for all three mixtures. Therefore, although the imaging system was limited to viewing 
only a small percentage of the total combustion process (CA1-7), most of the flame wrinkled-
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ness development that occurred was captured by the diagnostic and can be recognized in 
Figure 5-9.  
 
The highly transient wrinkle development phase of all three mixtures was long and continued 
for the first 20-25 CAD’s (256-320 µs) after start of ignition. Considering that the combustion 
durations (CA10-90) themselves were of similar temporal length (25-40 CAD), it is of little 
surprise that engine combustion phasing is so strongly dependent on the early flame 
development phase.   
 
Somewhat surprisingly, despite the inherent differences in thermo-diffusive stability between 
the three air/fuel mixtures, none of the early flames generated within the mixtures 
demonstrated either a propensity or resistance to wrinkling beyond that of their peers. 
Therefore, in this homogeneous-charge engine flame study, thermo-diffusive (Lewis number 
based) natural instabilities affects did not play a prominent role in the early flame wrinkled-ness 
development process.  
 
 
5.3 Homogeneous-Charge Stereo PIV Results 
 
The homogeneous-charge stereo particle image velocimetry (PIV) results will now be 
presented. The homogeneous-charge PIV results serve as a compliment to the previously 
presented PLIF results; both of which will be combined in 5.4 to draw conclusions. 
 
Prior to any of the results presented in this section, the homogeneous-charge PIV data was 
processed from its raw form into vector fields according to the procedures discussed in 3.2.4. 
The PIV results will be presented in two separate sub-sections. In the first section titled flow 
fields will present the measured flow and turbulent velocity fluctuation fields. In the second 
section the turbulent length scales of the flow will be analyzed. Collectively, these two sections 
provide an overall characterization of the in-cylinder flow properties  
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The results in this section are based upon a set of motored engine tests under stoichiometric 
(Φ=1) conditions. The engine was operated as it normally would under fired conditions; that is 
at 1300 RPM, 40 kPA intake MAP, 45 C engine and intake temperatures and with early (310 
bTDCc) fuel injection. However, ignition was neglected so that the charge wouldn’t burn. This 
enabled clean (flame free) PIV measurements to be under conditions that resembled those that 
of the homogeneous-charge flame wrinkled-ness tests discussed in 5.2.1 and 5.2.2. 
 
 
5.3.1 Flow-Field Results 
 
Ensemble average flow fields for all image timings (15, 10, 5, 0 bTDCc) are shown in Figure 5-10 
below. The top image in the figure shows the 15 bTDCc vector field with one of the two stereo-
PIV cameras field of view in the background for reference. Remember that the stereo PIV 
cameras necessarily viewed the laser sheet (imaging) plane from an angle. Hence, the atypical 
(angled) view of the cylinder head as a whole.  
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Figure 5-10: Homogeneous-Charge Planar 3D Flow Velocity Fields (40 cycle averages) 
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The spatial average of the ensemble averaged x and y velocity components (i.e. the average in 
plane velocities) were on the order of 2 m/s. The velocities were highest early in the cycle (15 
bTDCc) and lowest later in the cycle (0 bTDCc). Turbulent viscous dissipation is responsible for 
the losses in flow velocity that occurred between the two timings.   
 
The clockwise nature of the engines in-cylinder tumble flow can clearly be recognized in the 
test mean flow fields shown in Figure 5-10. A nearly 10 mm in diameter clockwise rotating 
vortical structure is visible in the left half of the earlier (15 to 5 bTDCc) test average images.  
 
The out-of-plane (z) velocities measured to be about 4 m/s on average. This is about twice that 
of the in-plane velocities. However, remember that due to the tight angle between the two 
cameras (30 degrees) that the out-of-plane velocity measurements were +/- 5 m/s uncertain. 
Qualitatively, Figure 5-10 shows that the spark plug lies right along the breaking surface of a 
tumble structure; whereas most of the flow below (piston side) the plug is directed out-of-
plane and most of the flow on or above the height of the spark plug is directed in-plane. 
 
Five individual cycle flows-field were chosen at random and are displayed in Figure 5-11 below.  
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Figure 5-11: Homogeneous-Charge Planar 3D Flow Velocity Field Examples (Single Shot Images) 
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Notice that the individual cycle flow field velocities are about 50% higher than were recognized 
in the ensemble average fields. Turbulent velocity fluctuations are responsible for the balance 
between the two. Generally, the same in-plane tumble flow structure can be seen within all of 
the individual images. Vortices as large as 10 mm in diameter can be visually recognized and so 
it is reasonable to expect that the Integral length of the turbulent in-cylinder flow is of a similar 
size.  
 
There are a lot of small scale structures visible in the out-of-plane flow velocity distributions 
(red and blue shaded regions within Figure 5-11) which are not thought to be physical. Once 
again, remember the in and out of plane velocity measurements were inherently highly 
uncertain. The individual cycle out-of-plane velocity distributions are thought to be too 
uncertain to warrant a detailed analysis or conclusions. 
 
The chaotic nature of the in-cylinder flow is demonstrated in the root-mean-square turbulent 
fluctuation velocity fields shown in Figure 5-12 below. 
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Figure 5-12: Root-mean-square of velocity fluctuations of the homogeneous-charge in-cylinder 
flow calculated based upon in-plane velocity components from 40-cycle tests. 
 
Notice that the RMS velocity fluctuations (1-2 m/s) are of a similar magnitude as the average 
flow velocities (1-3 m/s) shown in Figure 5-10. Therefore, the turbulence intensity values 
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throughout the field of view range from about 50-100%. In comparison with other common 
turbulent flow applications, such as flows though turbines or pipes, these intensities are 
extremely high, perhaps an order of magnitude larger than typical. However, it will later be 
shown that the Reynolds number of the in-cylinder flow is also very low (~250) and the 
application traditional turbulence concepts such as turbulent intensity may not be appropriate. 
 
Nonetheless, the in-cylinder flow is both directed and variable at a magnitude of approximately 
2 m/s. Also remember that the developed (CA7+) in-cylinder flame velocities were estimated to 
be approximately 1.5-2 m/s. During the early flame development period that was optically 
investigated the flames propagated even slower. Therefore, the engine flames were highly 
susceptible to chaotic flow manipulation and bulk convection, especially when they were small.  
 
Having recognized the basic feature of the in-cylinder flow field, the turbulent length scales 
results will now be presented.   
 
5.3.2 Turbulent Length Scale Results 
 
The homogeneous-charge PIV measurements were processed according to the procedures 
discussed in 3.2.4.3. From this, estimates of the turbulent in-cylinder charge-flow scales were 
made according to the procedures discussed in 3.2.4.5, the results of which will be presented 
here.  
 
Prior to presenting the scale results, it should be recognized that the small scale (Taylor and 
Kolmogorov) measurements come with a large amount of uncertainty that arises for a number 
of reasons; including the finite 0.6 mm resolution of the PIV system and the anisotropy of the 
flow itself. It is reasonable to expect that the Taylor scale estimates are accurate within about a 
factor or two and the Kolmogorov a factor of five.  
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The integral length scales and Taylor microscales were measured in both the X (cylinder radial) 
and Y (cylinder axial) directions and their spatial distributions are shown separately from 15 to 0 
bTDCc in Figure 5-13 and Figure 5-14 below.  
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Figure 5-13: Integral length scale distribution in piston bowl. The measurements were taken 
during 100 engine cycle, Φ=1, homogeneous-charge, spark-disabled (motored) tests at image 
timings of rom 15, 10, 5 and 0 bTDCc. 
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Figure 5-14: Taylor length scale distribution in piston bowl. The measurements were taken 
during 100 engine cycle, Φ=1, homogeneous-charge, spark-disabled (motored) tests at image 
timings of rom 15, 10, 5 and 0 bTDCc. 
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This spatially resolved length-scale presentation style shown in Figure 5-13 and Figure 5-14 is 
rather atypical as turbulent length scales are usually quantified as a singular property value. 
However, in this study the spatial variances in measured flow scales were recognized to be as 
large as fivefold. Much of the variance in the measured scales is thought to be due to the 
anisotropy of the flow itself. Therefore, the turbulent length scales measured in this study will 
continue to be treated as they were displayed in Figure 5-13 and Figure 5-14, as spatially 
distributed properties. 
 
Notice that both the integral scales and the Taylor microscales generally decrease between 15 
and 0 bTDCc. This decrease in scale is due to compressive effect of the piston on the in-cylinder 
charge. More specifically, as the piston moves towards TDC the spatial dimension of the 
cylinder charge itself reduces and the turbulent flow structures are forced to package 
themselves into smaller spaces.  
 
Quantitatively, the integral length scales measured 3-8 mm and the Taylor microscales 0.5-2 
mm depending on the in-cylinder location. Qualitatively, the Taylor microscales tend to 
measure about a fourth of the size of the integral length scales. Similar overall and relative 
length scale magnitudes have been observed in other engine studies [227, 228]. 
 
The distribution for both the X and Y direction integral scales and Taylor microscales that were 
shown in Figure 5-13 and Figure 5-14 are shown in a different form, as statistical probability 
density functions (pdf’s) in Figure 5-15 below. 
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Figure 5-15: Probability density distribution of the homogenous-charge integral length scales 
and Taylor microscales as measured in the X and Y-directions throughout the entire field-of-
view for the same tests shown in Figure 5-13. 
 
The pdf distributions of the scales are wide. The confidence intervals suggest that 95% of the 
spatial length scale values measured within +/- 50% of the spatial mean. This large spread in the 
distribution is thought to be due mostly to the anisotropy of the flow itself. Hence, no single 
value could characterize the flow scale values any better than within about a factor of two. 
 
Accepting the anisotropy, the spatial average flow scales and their respective standard 95% 
confidence intervals are shown in Figure 5-16 below. 
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Figure 5-16: Spatial mean homogeneous-charge integral length and Taylor microscales 
(throughout entire field-of-view) vs. engine position as measured in both the x and y directions 
for same 100 cycle tests shown in Figure 5-13. The error bars represent the standard 95% 
confidence interval in the mean. 
 
The spatial mean integral scale begins at about 6 mm at 15 bTDCc and drops to about 3 mm by 
5 bTDC. The spatial mean Taylor microscale begins at about 1.5 mm at 15 bTDCc and drops to 
about 0.75 mm by 5 bTDCc. Both scales remain nearly constant between 5 and 0 bTDCc; a time 
for which the piston moves very little and much of the turbulent kinetic energy that was once 
provided by the intake jet flow has already dissipated. 
 
Based on the integral and Taylor scale values shown above, the turbulent Reynolds number at 
15 bTDCc is about 250 and the Kolmogorov length scale is about 0.1 mm. At 5 or 0 bTDCc the 
turbulent Reynolds number is the same but the Kolmogorov length scale is about 0.05 mm. 
These measured scales can now be used to help interpret some of the previously presented 
homogenous-charge flame wrinkled-ness results. 
 
5.4 Homogeneous-Charge Conclusions 
 
Early flame development and charge-flows were observed within the cylinder of an optically 
accessible DISI engine that was operated under homogeneous-charge spark-ignited conditions. 
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Planar laser induced fluorescence (PLIF) images were acquired and used to identify and track 
flame fronts. The PLIF images were processed to reveal flame wrinkled-ness and to determine 
the scales for which flame wrinkling occurred. Particle image velocimetry (PIV) was used to 
track in-cylinder charge-flow. The PIV images were processed to reveal charge-flow velocities 
and to characterize the length scales of the turbulent in-cylinder flow. From this study, the 
following can be concluded, 
 
1. By the end of the early flame development period (CA1-CA7), the flames from all three 
mixtures showed similar levels of wrinkled-ness. 
 
2. From about CA10 until CA75, there was no in-cylinder pressure based evidence to 
suggest that the flames from any of the three mixtures acquired excessive wrinkled-ness 
relative to its peers. There was no evidence to suggest a sudden onset of wrinkled-ness 
(or rapid growth of cellular structures) occurred for any of the three mixtures at any 
time during the tests. 
 
3. Over the optically observed duration (approximately CA17), on average, the flames 
from the stoichiometric (Φ=1) and rich (Φ=1.25) homogenous-charge mixtures 
developed wrinkled-ness at a similar rate.  Flames from the lean (Φ=0.8) mixtures 
developed wrinkled-ness at a slower temporal rate. However, on a per-size basis, the 
lean flames developed wrinkled-ness faster than the stoichiometric and rich mixtures. 
The developmental differences between the lean and richer flames can probably be 
attributed to the relative differences in their laminar flame speeds. 
 
4. Despite the inherent differences in thermo-diffusive stability of the three air/fuel 
mixtures, none of the mixtures demonstrated a propensity or resistance to wrinkling 
beyond that of their peers. Relative to flow induced wrinkling affects, natural 
instabilities did not demonstrate an impactful role in the early homogeneous-charge 
flame wrinkled-ness development processes.  
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5. 0.5-6 mm wrinkles were responsible for the bulk (90+%) of the wrinkled-ness recognized 
by all three mixtures at all engine timings. Throughout the tests, the spatial average in-
cylinder integral scales measured to be 3-6 mm and the Taylor scales 0.75-1.5 mm. 
Therefore, the flames predominately wrinkled on the same scales as the turbulent in-
cylinder flow and turbulent flame-to-flow interactions are thought to be responsible for 
the bulk of the flame wrinkled-ness development observed in this study. 
 
6. Small flame wrinkles formed faster than large flame wrinkles. Total flame wrinkled-ness 
was dependent on both flame-to-flow interaction time and overall flame scale/size. 
 
Based on the conclusions above, this homogeneous-charge study has demonstrated the 
dominant ability of in-cylinder flow to wrinkle early homogeneous-charge 75% Iso-Octane/25% 
Toluene flames on scale with the in-cylinder flow ( Taylorintegral scale) completely 
independent of the mixtures natural tendency to promote or resist wrinkling based on its 
thermo-diffusive properties. Being that the engine conditions chosen for this study exhibited 
relatively low in-cylinder turbulence intensities levels relative to many typical conditions (such 
as higher engine speeds), flame-to-flow interaction based wrinkling is expected play a more 
dominant role in driving the early flame wrinkling process under most homogeneous-charge 
spark-ignited engine conditions.  
 
Some comparisons can be made between this study and others. For example, Aleiferis et al. 
[229] performed an in cylinder flow and wrinkle scale analysis in a homogeneous-charge engine 
and discovered similar integral scale length magnitudes and trends. They utilized a qualitative 
Fourier wrinkled-ness analysis technique and identified a similar range of flame wrinkle scales 
(0.75-5 mm diameter). Their technique did not allow for wrinkled-ness or the relative 
contribution of different scales to be quantified so no such comparisons can be made. 
However, the generally good agreement between the findings of this study in their own in 
terms of wrinkle and flow scales, despite the inherent differences in engine geometry, speaks 
well for the large scale applicability of both studies. 
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Brequigney et al. [230] studied thermo-diffusive effects in a  lean burn SI engine using three 
fuels of differing thermo-diffusive properties: iso-octane, methane and propane. They 
characterized flame wrinkled-ness under very similar operational conditions to those of this 
study. Brequigney et al. recognized flame topological effects within their engine with they 
attributed to thermo-diffusive instabilities. More specifically, they noted a marginal increase in 
flame wrinkled-ness from methane and propane mixtures relative to an iso-octane mixture. 
Remember that no similar thermo-diffusive instability effects could be recognized in this study. 
However, the method for which thermo-diffusive instabilities were introduced into the two 
studies were different (fuel vs. equivalence ratio variations). Therefore, care should be taken 
when extending the conclusions drawn from this study with regards to the insensitivity of 
homogeneous-charge engine flame wrinkled-ness to thermo-diffusive instabilities towards 
engines operating on significantly different fuels, such as methane and propane. The choice of 
fuel composition and equivalence ratios for this study were selected to be production (gasoline) 
like. As such, the conclusions drawn are thought to be relevant towards conventional (gasoline 
fueled) automotive SI engines. 
 
Considering the conclusions above, some guidance can be offered to those modeling early 
flame development in homogeneous-charge engines. Since most of the early flame wrinkling 
observed in this study occurred on scale with the Taylor microscale, spatial resolution can best 
be prescribed to capture the physics occurring around this scale. For example, in this study, the 
Taylor microscale (and the most prominent wrinkling scale) was measured to be about 0.5 mm. 
Therefore, a complementary Large Eddy Simulation model best consider physically resolving the 
flow structures at or below the 0.5 mm scale. If that same model were to want to resolve the 
finer (and most important) features of the flame topology then the grid spacing would have to 
be about an order of magnitude smaller than the Taylor scale to resolve the smaller wrinkles. 
Considering that the Taylor scale decreases with engine speed a physically accurate engine 
flame topology simulation would demand grid spacing on the order of 0.01 mm, far finer than 
what is currently practical for engine design purposes.  
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If non-physical sub-scale/empirical wrinkled-ness models are to be developed or used they 
should necessarily depend strongly upon flame-to-flow interaction times and scales. So long as 
the fuel in use is similar to that of this study, the model should display a weak or negligible 
dependency on thermo-diffusive instability based physics. 
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Chapter 6: STRATIFIED-CHARGE FLAME WRINKLING STUDY 
The G4VDI engine was operated under the stratified-charge condition listed in Table 4-6. PLIF 
and PIV images were taken at image timings ranging from 12.5 bTDCc to 5 aTDCc in two 
imaging planes. The images timings provided a view of the early-to-mid cycle (CA1-50) flame 
development process for four out of eight of the stratified-charge fuel jets. Flames were 
identified from a combination of equivalence ratio (Toluene PLIF) and burned gas (stereo-PIV) 
information. Flame wrinkled-ness and the relative contribution of wrinkles of varying scales 
towards the total wrinkled-ness was quantified from the PLIF images. In-cylinder charge-flow 
velocities and turbulent length scales were extracted from the PIV images.  
 
In this section, the pressure, PLIF and PIV based results are all combined to provide conclusions 
regarding the relative importance of the physical processes that drove the stratified-charge 
flame wrinkle development process in this study. From this, guidance will be offered to those 
currently developing early flame development models for stratified-charge IC engines. Further, 
the results presented here serve as a source for comparison with the homogeneous-charge 
results and comparisons of the two studies will be made in the conclusions of this section. 
 
6.1 Stratified-Charge Combined PLIF/PIV Imaging Results 
 
A combination of the PLIF and stereo-PIV results were used to characterize the in-cylinder 
equivalence ratio distribution, burned gas area and flame locations for the stratified-charge 
images taken in both of the optical imaging planes described in 3.2.2. The procedures used to 
 225 
 
process the images from their raw form into these quantities were described in 3.2. Further, 
the stratified engine operational condition itself was described in 4.4.5. 
 
The optical imaging results are shown in Figure 6-1 through Figure 6-9 below. The first five 
image panels in the sequence were acquired from in the three millimeter offset imaging plane 
at engine timings 12.5, 10, 5, 0 and -5 bTDCc. The last four image panels were acquired in the 
ten millimeter offset imaging plane at engine timings of 10, 5, 0, -5 bTDCc. The start of imaging 
timing of 12.5 bTDCc was chosen because it was the earliest liquid-fuel free and subsequently 
equivalence ratio quantifiable timing possible. All of the panels are composed of twelve 
individual cycle images that were chosen from a much larger set of 300 images.  
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Figure 6-1: Stratified-charge engine combustion images from 3 mm offset imaging plane taken 
at 12.5 bTDCc. 
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Figure 6-2: Stratified-charge engine combustion images from 3 mm offset imaging plane taken 
at 10 bTDCc. 
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Figure 6-3: Stratified-charge engine combustion images from 3 mm offset imaging plane taken 
at 5 bTDCc. 
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Figure 6-4: Stratified-charge engine combustion images from 3 mm offset imaging plane taken 
at 0 bTDCc. 
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Figure 6-5: Stratified-charge engine combustion images from 3 mm offset imaging plane taken 
at 5 aTDCc. 
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Figure 6-6: Stratified-charge engine combustion images from 10 mm offset imaging plane taken 
at 10 bTDCc. 
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Figure 6-7: Stratified-charge engine combustion images from 10 mm offset imaging plane taken 
at 5 bTDCc. 
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Figure 6-8: Stratified-charge engine combustion images from 10 mm offset imaging plane taken 
at 0 bTDCc. 
 
 234 
 
 
Figure 6-9: Stratified-charge engine combustion images from 10 mm offset imaging plane taken 
at 5 aTDCc. 
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The flame development as viewed in both planes will now be discussed both in the context of 
SGSC engines and in terms of flame and flow wrinkled-ness. 
 
The two fuel plumes visible within the three millimeter offset plane (Figure 6-1 to Figure 6-5) 
were separated by 135 degrees. The right fuel plume was one of two straddling jets that was 
directly ignitable by the spark plug. The second directly ignitable fuel plume was not visible in 
this study.   
 
As can be seen in Figure 6-1 and Figure 6-2, the right plume of the three millimeter imaging 
plane typically ignited and developed sizeable flames by 10 bTDCc. However, sometimes the 
spark plug failed to directly ignite it. For example, in the images shown in Figure 6-1 (1,2), (3,1) 
and (4,2) combustion cannot be recognized at all. Counter to the appearance of failure in these 
three images, the engine cycles that they were acquired from burned quite well and yielded a 
respectable 196, 197 and 205 kPa IMEP’s. Apparent well igniting mixtures sometimes failed to 
burn well. For example, the early flame visible in (3,3) of Figure 6-1 appears healthy but it’s 
engine cycle yielded a partial burn and only registered 130 kPa IMEP.  
 
In the case of the well burning apparent ignition just discussed, the successful ignition and 
flame spread within the second un-visualized straddling fuel plume likely made up for the 
observed deficiency. In the case of partial burns, sluggish combustion was responsible for the 
deficiency. Sluggish combustion was recognized to occur and cause partial burns either during 
the early portion of the cycle (CA0-8) and/or late in the burn cycle (CA75-90). The causes for 
slow combustion at these two very different periods in the engine cycle were probably 
different. Complete engine misfires were rare under stratified-charge conditions and mid-cycle 
(CA10-75) combustion tended to occur in a much more robust and repeatable manner than the 
early and late burn portions of the cycle. A detailed justification for these assessments is 
provided in Appendix C.  
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Six out of the eight of the fuel plumes, including the left most plume seen in the three 
millimeter plane were ignited indirectly by flame spread and/or interaction with hot burned 
gasses. Due to the low speed nature of the optical imaging measurements the difference 
between spread and burned gas ignition within each image could not be definitively recognized. 
However, considering the visible spatial separation between fuel jets and the general mobility 
of the burned gas clouds it is likely that some of the flame spread from jet-to-jet occurred due 
to interaction between hot burned gas and the fuel jet. Such a mode of flame spread would rely 
on low Oxygen concentration ignition physics that aren’t typically captured by conventional 
homogeneous-charge engine flame propagation computational models.  
 
The spark plug tended to ignite the three millimeter right plume somewhat centrally. The early 
flame propagation generally traversed both axially and transversely through the jet but the 
strong guidance of the jet usually forced the burning charge down into the bowl where it 
tended to remain for the portion of the combustion process visualized. The prominent effect of 
the in-cylinder flows tumble can be recognized in the flames strong tendency to travel from the 
right (ignited) towards the left side of the bowl. Late in the cycle (5 aTDCc) portions of the jet 
could sometimes be recognized to be recirculating back into the cylinder head region. Much of 
the combustion activity observed in this study occurred within close vicinity to the piston bowl 
and it is clear that a good understanding of flame/fuel jet-to-bowl interactions will be pre-
requisite to the successful development of predictive SGSC engine models. It is also clear that 
despite the high momentum of the fuel jet, in-cylinder flow strongly influences the 
development of stratified-charge flames throughout the course of the combustion cycle.  
 
Often, some of the fuel injected at the end of the fuel injected period appeared to linger on its 
way into the bowl and was often still visible to be high in the cylinder at 0 bTDCc while much of 
the rest of the fuel charge was already being burned within the piston bowl region. The fate of 
this small quantity of fuel is uncertain and should be investigated in future as it has the 
potential to lead to unwanted exhaust hydrocarbon emissions. 
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Normally, most of the right three millimeter plume was burned by 5 bTDC and combustion of 
the left plume followed from about 5 bTDCc to 5 aTDCc. The left plume was mostly consumed 
by spatially divided inwardly propagating flames. After such flames were established (i.e. the 
flame had spread all the way across the surface of the divided fuel charge), the inwardly 
propagating flames could only decrease in size until the charge was consumed. In terms of 
wrinkled-ness development, the inwardly propagating flames observed here should exhibit 
different natural tendencies than the outwardly propagating flames that were recognized under 
homogeneous-charge conditions. For example, by definition, such inwardly propagating flames 
must approach a laminar-like (𝛯𝛯=1) topology as they decreasing to minimum size as small 
flames simply cannot support wrinkles. Dissimilarly, outwardly propagating flames can maintain 
a high degree of wrinkled-ness all the way up until extinction. Generally, within the images 
shown this trend can be recognized as very small flames are visibly less wrinkled than their 
larger counterparts. 
 
The viewing perspective of the ten millimeter offset plane was much different than that of the 
three millimeter plane. The two ten millimeter plane fuel plumes that can be seen in Figure 6-6 
through Figure 6-9 were separated by 45 degrees from each other and they straddled the two 
three millimeter plane plumes previously shown. The two ten millimeter plane plumes were 
targeted with a large out-of-plane velocity relative to the field of view and the jets generally 
traversed through (towards viewer) the laser sheet plane with some of the charge potentially 
recirculating back towards bowl center (away from viewer) later in the viewing cycle. 
 
The rather violent impact between the two ten millimeter plane plumes and the piston bowl is 
evident in Figure 6-6. Complex mixing structures can be seen rising above the zone of impact 
and the interaction with the bowl causes the two jets to spread and sometimes join along the 
bowl surface. The bowl charge created by the two ten millimeter offset plumes impacting the 
piston was usually indirectly ignited sometime between 10-5 bTDCc, after which they tended to 
burn from right to left and from cylinder bottom upwards. This burn pattern is consistent with 
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the most probable ignition source (the right plume in the three millimeter imaging plane) and 
the direction of the in-cylinder tumble flow. 
 
The images shown in Figure 6-6 through Figure 6-9 provide a rare and detailed view of mid-
cycle bowl-constrained stratified-charge combustion. An entire spectrum of flames, ranging 
from small to large and rich to lean can be seen burning within the images. The flames appear 
highly wrinkled and corrugated. Highly rich and lean fuel mixture zones can be seen burning. 
The rich products generated within the rich combustion zones were likely followed by trailing 
diffusion flames. Rich mixtures tended to collect and burn close to the piston surface.   
 
Collectively, the complexity and variability shown by the fuel jets and stratified-charge flames in 
Figure 6-1 through Figure 6-9 is staggering. It is self-evident that the predictive success of any 
computation attempting to model such flames will depend strongly on the models ability to 
capture the both the stochastic nature of the fuel jet, flow and flame physics as well as jet-to-
jet and jet-to-solid surface interactions.  
 
In terms of wrinkled-ness; visually, it is challenging to recognize any general trends in wrinkled-
ness for the larger (5+ mm scale) flames shown throughout the nine image panels. Therefore, in 
order to better understand the stratified-charge wrinkled-ness development the same 
quantitative wrinkled-ness characterization technique used to study homogeneous-charge 
flame wrinkled-ness in Chapter 5 will now be used to analyze the stratified-charge flames. 
 
6.2 Stratified-Charge Wrinkled-ness Results 
 
Stratified-charge flame wrinkled-ness was studied by applying the same FFT based low pass 
spatial filtering technique to the stratified-charge optical results as was outlined in 3.2.5.3 and 
applied to achieve the homogeneous-charge wrinkled-ness results in Chapter 5. The first step in 
the wrinkled-ness analysis process was to recognize the location of the stratified-charge flames. 
A combination of the PLIF and PIV images were used to do so, the details of which were 
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discussed in 3.2.5. After recognizing the locations of the stratified-flames, the sub-regions of 
the PLIF images were algorithmically extracted in binary form and subjected to the complete 
FFT filtering process previously described. Two examples of such sub-region extractions are 
shown in Figure 6-10 below. 
 
 
Figure 6-10: Example of stratified-charge flame front extraction technique. 
 
As can be seen in Figure 6-1, it was common for a single stratified-charge image to yield a few 
flame sub-images. Sometimes the flame extraction regions were within close enough vicinity to 
each other that some spatial overlap between the sub-images was necessary. However, in 
order to avoid “double counting” flames during the wrinkled-ness assessment, sub-image 
spatial area overlap was limited to 0.5 mm in scale and when necessary, flame sub-sections 
were truncated in size to meet the imposed criterion. If the truncation resulted in more than 2 
mm of loss from the overall flame size then the larger of the two full, un-truncated spatially-
overlapped flame images was selected for further use and the smaller was discarded from the 
analysis. 
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Since the physics of the SGSC flames are so closely coupled with that of the jet itself, the fuel jet 
(full PLIF) images were also binarized and submitted to the same FFT analysis. The threshold 
used to binarize the fuel jet was φ=0.45, which is the approximate value of the lower 
confidence interval of the lean flammability limit of iso-octane (φ~0.6). An example sequence of 
such binary fuel jet images which were acquired from the three millimeter imaging plane are 
shown in Figure 6-11 below. 
 
 
Figure 6-11: Binary image of flammable region of fuel mixture extracted from PLIF images 
acquired in the 3 mm imaging plane. 
 
The results of both the stratified-charge flame and jet wrinkled-ness analyses are shown side-
by-side in Figure 6-12 below for both of the imaging planes. The flame wrinkled-ness values 
displayed are averages of a few hundred flame images and the fuel jet results of the average of 
one hundred jet images. The error bars represent the standard 95% confidence interval of the 
reported mean values.  
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Figure 6-12: Mean wrinkled-ness of the stratified-charge flames and the flammable regions of 
the fuel jets shown vs engine position (CAD) as measured from a few hundred images in both 
the 3 and 10 mm imaging planes. The error bars represent the standard sample 95% confidence 
interval in the mean reported values. 
 
The three millimeter imaging plane flame results in Figure 6-12 show that flame wrinkled-ness 
increased to peak from 12.5 to 5 bTDCc and depleted thereafter. Remember that the SOIgn 
timing was 22 bTDCc but that the flame kernels tended to remain very small until 12.5 bTDCc. 
The small flames (CA~2) observed at 12.5 bTDCc demonstrated an impressive wrinkled-ness of  
𝛯𝛯~2. Extrapolating the wrinkled-ness trend backwards in time to 𝛯𝛯=1 provides an estimate of 
the total flame wrinkled-ness development time, from laminar to peak, of about 15 CAD (2 ms). 
This duration of development is similar to what was recognized for the homogeneous-charge 
flames in this study.  
 
The stratified-charge flame wrinkled-ness development trends for the two different imaging 
planes were similar from 10 and 0 bTDCc but differed slightly from 0-5 aTDCc. Unlike the three 
millimeter plane flames, which showed a definitive reduction in wrinkled-ness following 5 
bTDCc, the ten millimeter plane flames showed a decrease from 5 to 0 bTDCc followed by a 
marginal increase from 0-5 aTDCc. The uptick in wrinkled-ness exhibited by the ten millimeter 
imaging plane flames was mirrored the complimentary fuel jet wrinkled-ness measurements, 
which is of little surprise as most of the jet is itself burning at 5 aTDCc. It is possible that the 
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increase in wrinkled-ness that occurred in the ten millimeter plane flames was related to the 
strong bowl-to-jet and flame interactions that were occurring around the time of imaging. 
However, considering the uncertainty bands of the measurements, investigations into the 
cause of the uptick were not considered warranted.  
 
The ten millimeter plane flames managed to maintained near-peak levels of wrinkled-ness for 
longer than the three millimeter plane flames. If viewed later into the cycle, it is suspected that 
the ten millimeter plane flames would have followed a similar path of reduced wrinkled-ness as 
their inwards consumption approached completion. 
 
The wrinkled-ness results acquired from both imaging planes show that the fuel jets maintained 
a pretty high degree of wrinkled-ness ( 𝛯𝛯=2.5 to 3.5) at all times. The overall magnitude of 
wrinkled-ness observed in the stratified-charge tests was about 25% higher than those 
recognized under homogeneous-charge conditions (Figure 5-9). However, caution should be 
employed when comparing the absolute values of wrinkled-ness between the two studies. 
Remember that the spatial resolution of the wrinkled-ness (PLIF) diagnostic was limited to 0.5 
mm by the laser sheet thickness. Under homogeneous-charge conditions the effect of sub-half-
millimeter wrinkles was reasoned to be small by comparing the optically characterized 
wrinkled-ness results in 5.2.2 with in-cylinder pressure based wrinkled-ness estimates in 5.1. 
However, a similar analysis and reasoning could not be applied under stratified-charge 
conditions and it is likely that the absolute value of the stratified-charge wrinkled-ness values 
reported here are bias low due to the measurement techniques neglect of sub-half-millimeter 
diameter wrinkles. Although this bias should not detract from the qualitative comparisons 
made within this section, it does hinder fair comparisons between the stratified and 
homogeneous-charge studies. Recognizing that the absolute stratified-charge wrinkled-ness 
values are likely bias low, it can still be definitively concluded that the stratified-charge flames 
measured in this study were significantly more wrinkled than their homogeneous-charge 
counterparts presented in Chapter 5.  
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The relationship between the overall size and wrinkled-ness of the stratified-charge flames 
measured in this study was investigated, the results of which can be seen in Figure 6-13 below.  
 
 
Figure 6-13: Stratified-Charge flame wrinkled-ness vs flame size from tests in both the 3 and 10 
mm offset imaging planes. The bottom two figures were acquired by applying power series fits 
on a per image timing basis to the same raw wrinkled-ness vs. flame size data shown in the top 
figure. 
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The top scatter plot in Figure 6-13 includes a 100 cycle tests worth of flame wrinkled-ness vs 
size data from all nine combinations of image timings viewing planes. The two bottom figures 
show a power fit of the data points for the two imaging planes separately. The flame size 
reported in the figure was defined to be the diagonal of the flames extractable area (i.e. 
smallest rectangular area that a flame contour could be enclosed within). This flame size 
definition was chosen to be fair to ovular, straight and tortuous flame contours alike.  
 
Figure 6-13 shows that larger flames tend to be more wrinkled than smaller flames. All of the 
flames, other than the early ones recognized in the ten millimeter imaging planes, approached 
the wrinkled-ness values of the jet itself as they grew to their maximum sizes. These results are 
consistent with the fact that the flame topology had to approach the fuel jets topology with 
increasing size as at the largest scale, as the topology of the two were by definition one and the 
same when the flame was fully developed (i.e. when the flame was large enough that the entire 
jet was engulfed in flames).  
 
Peak stratified-charge flame wrinkled-ness occurred at the same engine timing of 5 bTDCc as 
the engines peak indicated heat release rate (see Figure 4-18).  This makes sense as flame 
surface area, which is the primary driver of the heat release rate (see 2.2.2.4), increases 
proportionally with flame wrinkled-ness. 
 
The relationship between flame front equivalence ratio and wrinkled-ness of the flames 
measured in this study was investigated. A scatter plot of test normalized flame front 
equivalence ratio vs. wrinkled-ness is shown in Figure 6-14 below. The equivalence ratios 
shown were extracted from a 0.1-0.6 mm region downstream of the flames. Due to the finite 
laser sheet thickness and the chosen regions close vicinity to the flame itself, the PLIF signals 
measured and equivalence ratios registered were bias low of true. A complete set of three and 
ten millimeter flame data from all engine timings was included in the scatter plot along with 
linear fits of there data. The R2 values of the fits are also reported.  
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Figure 6-14: Test normalized wrinkled-ness factor vs. flame front equivalence ratio for flames at 
all tested engine timings in both imaging planes. 
 
 
The near zero R2 values signify a lack of correlation between the stratified-charge flame 
wrinkled-ness and flame front equivalence ratio measurements. The data was further 
investigatd on a per imaging timing basis and with equivalence ratios being drawn from regions 
of different standoff distance from the flame. No evidence could be found to suggest that 
stratified-charge flame wrinkled-ness and flame front equivalence ratio correlated during the 
test. This suggests that equivalence ratio effects, such as those which might be caused by 
thermo-diffusive instabilities and/or gradients therein, probably played a secondary role in the 
stratified-charge flame development process. However, more testing would be required to say 
so conclusively.  
  
In order to assess the individual contribution of wrinkles of differing scales towards the total 
wrinkled-ness of the flames and fuel jets, the wrinkled-ness vs. spatial filter scale trends are 
shown in Figure 6-15 below for all engine timings and both imaging planes. 
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Figure 6-15: Average wrinkled-ness vs. low pass spatial filter scale for both the flames and the 
flammable regions of the fuel jets as measured in the 3 mm and 10 mm imaging planes. 
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Independent of viewing plane or engine timing; about half of the stratified-charge flame 
wrinkled-ness recognized could be attributed to 0.5-2 mm diameter wrinkles. The other half 
was due to 2-4 or 2-6 mm diameter wrinkles, depending on the timing of the image. Generally, 
the images that featured the largest flames (such as 5 bTDCc in the three millimeter plane and 5 
aTDCc in the ten millimeter plane) also featured the largest contribution of larger (4+ mm) scale 
wrinkles.  
 
Most of the wrinkled-ness recognized for the fuel jet also occurred on the same scales, with 
about half of the wrinkled-ness being generated by 0.5-2 mm diameter wrinkles and the other 
half generated by 2-6 mm diameter wrinkles. Much unlike the flames, the larger wrinkle scales 
(4+ mm) played a more prominent role in generating wrinkled-ness early in the cycle for the 
fuel jet and wrinkled-ness continually decreased throughout the engine cycle, particularly on 
the larger scales. This decrease in large scale wrinkling can be attributed to the fact that the jets 
generally decreased in overall size both due to jet breakup and combustion. 
 
6.3 Stratified-Charge PIV Results 
 
The stratified-charge stereo particle image velocimetry (PIV) results will now be presented. The 
stratified-charge PIV results serve as a compliment to the previously presented PLIF results; 
both of which will be combined in 6.4 to draw conclusions. 
 
The stratified-charge PIV data was processed from its raw form into vector fields according to 
the procedures discussed in 3.2.4. The PIV results will be presented in two separate sub-
sections. In the first section the measured flow and turbulent velocity fluctuation fields will be 
shown. In the second section the turbulent length scales of the flow will be analyzed. 
Collectively, these two sections provide an overall characterization of the in-cylinder flow 
properties to be compared with the measured scales of stratified-charge flame and fuel jet 
wrinkled-ness.  
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The results in this section are based upon a set of motored engine tests under stratified-charge 
conditions. The engine was operated as it normally would under fired conditions; that is at 1300 
RPM, 95 kPA intake MAP, 45 C engine and intake temperatures and with fuel injection starting 
at 25 bTDCc. However, ignition was withheld so that the charge didn’t burn. This enabled clean 
(flame free) PIV measurements to be under conditions that resembled those of the stratified-
charge flame wrinkled-ness tests discussed in 5.2.1 and 5.2.2. 
 
6.3.1 Flow-Field Results 
 
Ensemble average flow fields acquired from both imaging planes for all image timing are shown 
in Figure 6-16 below. 
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Figure 6-16: Stratified-Charge Planar 3D Flow Velocity Fields (40 cycle averages) 
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The ensemble mean in-plane flow velocities were on the order of 5 m/s and the out of plane 
velocity about 10 m/s. The strong out-of-plane velocities observed in both imaging planes is 
due to a combination of the penetrating fuel jets and the in-cylinder swirl velocity.  
 
The ten millimeter offset imaging plane flow fields indicate strong, persisting out-of-plane flow 
velocities in the regions of the impinging fuel jets and in-plane velocities that both coincide with 
the jets and the counterclockwise in-cylinder tumble motion. The in-plane flow visible in the 
upper left of the ten millimeter plane images in Figure 6-16 is likely a reaction to the jets 
penetration and also natural consequence of the in-cylinder swirl flow motion. 
 
 The profile of the two penetrating fuel jets visible in the three millimeter plane can be 
recognized in the early images of Figure 6-16 by the downward directed in-cylinder flow on 
both sides of the images and the strong out-of-plane velocities. The central region of the 
images captures flow recirculation occurring between the two jets. The out-of-plane velocity 
components of the three millimeter plane primarily indicates out-of-plane velocities. However, 
a variety of small scale flow structures are visible within the out-of-plane velocity fields that are 
unlikely to be physical. Remember that the out-of-plane velocity components were about +/- 5 
m/s uncertain which is of similar velocity magnitude to those finer flow structures. 
 
The in-cylinder flow was highly stochastic and the individual cycle flow fields usually differed 
greatly from the ensemble averages. Five example single shot flow field results are shown in 
Figure 6-17 below for both imaging planes. 
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Figure 6-17: Stratified-Charge Planar 3D Flow Velocity Field Examples 
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Notice that the spatial average flow velocities shown in Figure 6-17 were about twice as large 
as the ensemble averages shown in Figure 6-16. This difference is due to turbulent fluctuations. 
The RMS velocity fluctuation fields are shown in Figure 6-18 below.  
 
 
Figure 6-18: Root-mean-square of velocity fluctuations of the stratified-charge in-cylinder flow 
calculated based upon in-plane velocity components from 40 cycle tests. 
 
Figure 6-18 verifies that the root-mean-velocity fluctuations are indeed on par in magnitude 
with the ensemble average velocities, which indicate a turbulence intensity of roughly 100%. 
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The turbulent fluctuations were strongest in the bowl region earlier in the cycle (12.5 and 10 
bTDCc) in the regions where the jet impacted the piston bowl most prominently. The effect of 
SGSC fuel sprays on in-cylinder flow and combustion was studied by Zeng et al. [231, 232] and 
Sjoberg et al. [233] and was therefore not investigated further in this study. However, the 
amount of turbulence produced by the jet’s interaction with the bowl was undoubtedly large 
enough to affect the combustion process. 
 
6.3.2 Turbulent Length Scale Results 
 
The stratified-charge turbulent in-cylinder flow length scale results will now be presented in the 
same manner as they were in 5.3.2 for the homogeneous-charge results. That is, the scales will 
be recognized as spatially distributed properties and both the spatial distribution and the mean 
values of the integral and Taylor microscale measures will be presented. 
 
The probability density function of the integral and Taylor microscales are shown in Figure 6-19 
below. The probability is calculated by performing a statistical analysis on length scales 
calculated at points throughout the entire field of view. The most probable scales are those 
which are most likely to be encountered, if one were to choose a single point measurement 
within the combustion chamber. The spread in the distributions is a good measure of the un-
certainty of the measurement and/or the inaccuracy of the isotropic length scale concepts 
within the engine environment. For the sake of brevity, only the three millimeter offset plane 
probability distributions are displayed. 
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Figure 6-19: Probability density distribution of the stratified-charge integral scales and Taylor 
microscales as measured in the X and Y directions in the 3 millimeter offset imaging plane. 
 
Further, the spatial mean stratified-charge integral and Taylor microscales vs. engine position 
for both planes in the x and y directions are shown in Figure 6-20 below. 
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Figure 6-20: Spatial mean stratified-charge integral and Taylor microscales (throughout entire 
field-of-view) vs. engine position as measured in both the x and y directions for both imaging 
planes. The error bars represent the standard 95% confidence interval in the mean. 
 
The spatial mean integral length scale measurements results ranged from 1.5 to 5 mm, 
depending on the direction, imaging plane and engine timing. Counter to what is normally 
recognized (within homogeneous-charge engines) the integral scale grew larger throughout the 
cycle as the fuel jet momentum and in-cylinder turbulence dissipated. The probability 
distribution functions for the integral length scales, shown in Figure 6-19 often show a bimodal 
nature. That is, there are often two scales separated by a 1-3 mm. The smaller of the two 
separate scales is more reflective of the highly turbulent near-fuel jet and near-bowl regions 
and the larger of the bulk flow. 
 
The spatial mean Taylor microscale measurement results ranged from 1 to 1.5 mm, which is 
probably high of true; particularly at the earlier engine timings where the integral scale 
measured of a similar magnitude. Remember that the spatial resolution of the PIV imaging 
system under stratified-charge conditions was about 0.6 mm. Therefore, the Taylor scale 
measurements were likely resolution limited. In order to verify the reasonability of the Taylor 
microscale estimates shown in Figure 6-20 empirical calculations were performed based upon 
isotropic turbulent relations listed in Lumley et al.’s book [234]. These relations utilized 
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previously reported integral length scales sand RMS velocities. The relations predict Taylor 
microscale lengths ranging 0.3 to 1.5 mm, depending on the engine timing and exact choice of 
scale parameters used. Considering both methods of measurement, it can be fairly concluded 
that the Taylor microscale under the stratified-charge conditions measured to be between 0.1 
and 1.5 mm over the course of the engine tests. 
 
Based on the integral and Taylor scale values shown above, the turbulent Reynolds number 
throughout the tests was about 200 and the Kolmogorov length scale ranged from 0.05 to 0.1 
mm, with the larger values occurring later in the cycle. These measured scales can now be used 
to help interpret some of the previously presented stratified-charge flame wrinkled-ness 
results. 
 
6.4 Stratified-Charge Conclusions 
 
Flame, fuel jet and flow development were observed within the cylinder of an optically 
accessible DISI engine that was operated under spray-guided stratified-charge spark-ignited 
conditions. Planar laser induced fluorescent (PLIF) images were combined with PIV images to 
identify flame fronts. The images were processed to reveal flame wrinkled-ness and to 
determine the scales for which flame wrinkling occurred. Particle image velocimetry (PIV) was 
used to track in-cylinder charge-flow. The PIV images were processed to reveal charge-flow 
velocities and to characterize the length scales of the turbulent in-cylinder flow. From this 
study, the following can be concluded, 
 
1. Stratified-charge flame wrinkled-ness was always observed to be unsteady, increasing 
from the first appearance of the flame until at or around the timing of the peak heat 
release rate and then reducing sometime after. 
  
2. The wrinkled-ness reduction that occurred later in the engine cycle was largely the 
result of large scale (4+ mm) wrinkle loss. This loss might be attributed to the flames 
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natural tendency to reducing in overall scale with time due to reactant consumption and 
the flames inwardly propagating nature. 
 
3. Independent of engine timing or the plane of viewing, stratified-charge flames tended to 
increase in wrinkled-ness with overall flame size.  
 
4. Despite efforts, no correlation was found between stratified-charge flame wrinkled-ness 
and average flame front equivalence ratio. This inconclusively suggests that equivalence 
ratio relative topological effects, such as those related to thermo-diffusive stability 
gradients played a secondary role in the wrinkle development process of the SGSC 
engine flames observed.  
 
5. 0.5-6 mm wrinkles were responsible for the bulk (90+%) of the wrinkled-ness recognized 
at all engine timings. Throughout the tests, the spatial average in-cylinder integral scales 
measured to be 1.5-6 mm and the Taylor scales were estimated to be 0.3-1.5 mm. 
Therefore, the flames predominately wrinkled on the same scales as the turbulent in-
cylinder flow and turbulent flame-to-flow interactions are thought to be responsible for 
the bulk of the flame wrinkled-ness observed. 
 
6. The stratified-charge flames generally exhibited higher levels of wrinkled-ness than the 
homogenous-charge flames studied in Chapter 5, the full extent of which could not be 
quantified due to the probable existence of sub-image resolution (< 0.5 mm diameter) 
wrinkles under the highly turbulent stratified-charge condition. 
 
7. The flammable regions of the stratified-charge fuel jet tended to exhibit a higher level of 
wrinkled-ness than flames that were consuming them. The stratified-charge flames 
approached a similar level of wrinkled-ness as they grew to similar scales as the jet. 
However, by definition, at the flames maximum size the jet and flame contour surfaces 
become one and the same. 
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8. The stratified-charge fuel jets were observed to continually reduce in wrinkled-ness 
throughout the course of the engine combustion cycle approaching that of the flames. 
The flames likely contributed to their reduction by both reducing the overall size of the 
jets and by consuming their finer peripheral features.  
 
This is the first study of its kind to explicitly measure stratified-charge flame wrinkled-ness 
within an engine. As such, there are no prior publications to serve as a basis for direct 
comparison of the wrinkled-ness results. However, Dahms et al. [29, 174, 176] made a few 
observations that are further confirmed by this study. Namely, Dahms et al. [29] empirically 
reasoned that SGSC engine flames should be insensitive to diffusive-instability based wrinkling 
phenomenon and this study supports that theory. Also, Dahms et al. provided a detailed 
description of a highly wrinkled, tumble driven SGSC flame development process which is also 
consistent with what was observed in section 6.1 of this study.  
 
The conclusions from both the homogeneous-charge and stratified-charge wrinkled-ness 
studies will now be combined in Chapter 7 to answer the research questions originally posed in 
the introduction.  
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Chapter 7: CONCLUSIONS 
Conclusions with regards to the stratified-charge and homogeneous-charge studies have 
already been provided in 5.4 and 6.4. Therefore, this section will be devoted to directly 
answering the questions originally proposed in the introduction, plus one additional question 
with regards to future stratified-charge engine combustion research.  
 
Do thermo-diffusive instabilities play an important role in the early flame wrinkled development 
process in homogeneous-charge engines? 
 
Not in the engine tests performed in this study. A flame wrinkled-ness characterization was 
performed in an optical engine under homogeneous-charge conditions. The wrinkled-ness of 
three mixtures of differing composition (φ=0.8,1,1.25) and thermo-diffusive stability were 
monitored during the early flame development period. None of the three mixtures 
demonstrated an affinity to promote or resist flame wrinkling beyond that of its peers. 
 
What flow scales have the greatest influence over homogeneous-charge engine flame topology? 
 
In the engine tests performed in this study, nearly all of the homogeneous-charge flame 
wrinkling was observed to have occurred on diametric scales ranging from the integral scale 
down to the to the Taylor microscale of the flow, with the smallest scale wrinkles contributing 
the most towards flame surface area generation. Under the low-load 1300 RPM engine 
conditions tested, these scales measured approximately 0.5 and 6 mm respectively. A 
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quantification of the total wrinkled-ness contributed by wrinkles of differing diametric scale is 
provided in 5.2.2.   
 
How steady is the early flame wrinkled-ness process under homogeneous-charge conditions? 
Not very in the engine tests performed in this study. A flame wrinkled-ness characterization 
was performed in an optical engine under homogeneous-charge conditions. The wrinkled-ness 
of three mixtures of differing composition (φ=0.8,1,1.25) and thermo-diffusive stability were 
monitored during the early flame development period. Wrinkled-ness was observed to develop 
over a lengthy (15 CAD at 1300 rpm) period of time with small wrinkles forming faster than 
large wrinkles.   
 
Do equivalence ratio based flame instability effects, such as those caused by thermo-diffusive 
instabilities play an important role in the wrinkle development process in stratified-charge 
engines? 
 
The results of the engine tests performed in this study inconclusively suggests not. A flame and 
fuel jet wrinkled-ness and flame front equivalence ratio characterization was performed in an 
optical engine under stratified-charge conditions. Flames were analyzed at various times within 
the engine cycle from two different imaging perspectives and no correlation could be found 
between flame wrinkled-ness and flame front equivalence ratio.  
 
What flow scales have the greatest influence over stratified-charge flame topology? 
 
In the engine tests performed in this study, nearly all of the stratified-charge flame wrinkling 
was observed to have occurred on diametric scales ranging from the integral scale down to the 
to the smallest measureable scale of the flow, with the smallest measureable (0.5 mm 
diameter) wrinkle scales contributing the most towards flame surface area generation. Under 
the low-load 1300 RPM engine conditions tested, these scales measured to be approximately 
0.5 and 4 mm respectively. Being that the Taylor microscale is estimated to be no lower than 
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0.3 mm and the flames thermal thickness was estimated to be on the order of 0.1 mm itself, 
the existence of unrecognized (sub-image resolution) 0.1-0.5 millimeter diametric scale 
wrinkles is possible but the existence of sub-tenth-of-a millimeter wrinkles is unlikely. A 
quantification of the total wrinkled-ness contributed by wrinkles of differing diametric scale is 
provided in 6.2.   
 
How are the flame wrinkled-ness development processes similar and different under spray-
guided stratified-charge engine conditions from that of conventional homogeneous-charge 
engine conditions? 
 
In the study performed here, the flame wrinkled-ness development process observed under 
both homogeneous and stratified-charge engine operational modes proved to be driven by 
flame-to-flow interactions. The contribution of Taylor microscale to integral length sized 
wrinkles towards overall flame wrinkled-ness was prominent under both combustion modes. 
Small wrinkles, at or around the size of the Taylor microscale produced the lion’s share of 
recognized wrinkled-ness under both combustion modes. 
 
The stratified-charge engine flames experienced generally higher levels of wrinkled-ness than 
the homogeneous-charge engine flames. This increase in wrinkled-ness might be expected 
based on the relatively larger RMS turbulent velocity fluctuations recognized under stratified-
charge conditions (Figure 6-18) in comparison to the homogeneous-charge conditions (Figure 
5-12).  
 
The homogeneous-charge flame wrinkled-ness process was driven by in-cylinder airflow-to-
flame interactions and the dominant scales of wrinkled-ness based flame surface area 
generation coincided with the scales of the airflow. The stratified-charge process was driven by 
fuel jet-to-flame interactions and as the stratified-charge flame increased in size its topology 
naturally approached that of the jets.  
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The outwardly propagating homogeneous-charge engine flames developed wrinkled-ness early 
in the engine cycle and maintained a semi-steady level of wrinkled-ness throughout much of 
the mid-to-late engine cycle. The stratified-charge flames developed wrinkled-ness early in the 
engine cycle but then necessarily reduced in wrinkled-ness as the flame decreased in overall 
scale, as might be expected based on their inwardly propagating nature. 
 
Wrinkled-ness aside, how are the flame spread processes different under spray-guided 
stratified-charge engine conditions from that of conventional homogeneous-charge engine 
conditions? 
 
Stratified-charge and homogeneous-charge engine flames spread and propagate in a very 
different manner and a few notable differences were recognized in this study. Homogeneous-
charge engine flames propagate outwardly and generally maintain continuity between regions 
of combustion. Stratified-charge flames tend to propagate inwardly and along multiple spatially 
separated flame fronts at once. Jet-to-jet flame spread in the stratified-charge environment is 
likely to occur via a combination of homogeneous-like flame propagation or by burned-gas-to-
flammable mixture interaction. The latter is an ignition process that contains physics not often 
considered in the homogeneous-charge engine combustion models.  
 
If fine scale flame topology is so important, is it worthwhile attempting to resolve topological 
flame features or should they be subject to sub-grid modeling for the foreseeable future? 
 
To answer this question, consider this study as an example. Under both homogenous-charge 
and stratified-charge conditions at least half of the flame wrinkled-ness was observed to be due 
to 0.5-2 mm diameter wrinkles and the rest due to 2-6 mm wrinkles. Recognizing that it 
probably takes about ten points to define a wrinkle; 0.05 mm grid spacing would be required to 
completely resolve most of the wrinkling, a 0.2 mm grid spacing would be required to resolve 
about half of the surface area generating wrinkles and a 0.6 mm grid spacing would be too 
course to resolving any of the turbulent features of the flame. A lot of 3D engine models 
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currently employ grid spacing on the order of 0.5 mm. As a better understanding of flame 
wrinkling physics comes to be, such models might benefit greatly by introducing finer grids. 
Even a modest decrease in grid spacing, perhaps from 0.6 to 0.2 mm, might relieve the burden 
of an inherently inaccurate sub-grid topology model greatly. However, due to computation 
limitations; flame topology physics will remain a subject of sub-grid modeling for some time to 
be. 
 
Based upon this work, what suggestions can be made for future topics of advanced engine 
combustion research, particularly with regards to spray-guided stratified-charge flame topology 
and strategies? 
 
A lot more might be learned about stratified-charge engine flame topological development if 
similar imaging studies were performed but with higher speed optical diagnostics. Increased 
imaging rates would allow for the progression of flames within individual engine cycles to be 
monitored, which might help to pinpoint some more of the critical flow and mixture field 
features that drive the flames topology. Further, studies of the sort might also lead to the 
recognition of mixture and flow strategies that are generally favorable for the SGSC strategy 
itself. 
 
It would also be valuable for similar imaging studies to be performed with increased spatial 
resolution to gauge the effect of sub-half-millimeter wrinkles on overall flame wrinkled-ness. 
Such small wrinkles might play an important role in promoting surface area growth under 
stratified-charge conditions.  
 
Further, the flame-to-flow interactions that occur in the stratified-charge and other advanced 
engine environments are complex enough that they might best be understood with the 
assistance of more fundamental testing performed within simplified test environments. For 
example, the interactions that occur between fuel sprays/jets, flames and solid surfaces in SGSC 
engines would probably be best investigated in a constant volume vessel under semi-realistic 
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engine-like conditions. Optical engine experiments, such as what was just presented, provide a 
much needed real world context to the engine combustion community but cannot reproduce 
the controllability of diagnostic abilities of simplified experimental environments. The task of 
developing advanced engines and models to forward promising concepts such as SGSC demand 
strong collaborations between computational modelers and experimentalists of all sorts, 
including those working within production-like metal and optical engines but also those 
working within more fundamental combustion research environments. Collectively, progress on 
the subject is guaranteed and success in enabling a few partially premixed advanced 
combustion strategies, whether it be SGSC or others, is likely. 
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APPENDICES 
Appendix A: Properties of Iso-octane and Toluene 
 
 
Appendix Figure A-1: Vapor pressure vs. temperature for Iso-octane and toluene [235]. 
 
 
Appendix Figure A-2: CHEMKIN-PRO [236] based estimates of adiabatic flame temperature vs. 
equivalence ratio for pure Iso-octane and 25% toluene/75% iso-Octane fuel mixtures by liquid 
volume.  
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Appendix Figure A-3: Lewis number vs. equivalence ratio for pure iso-octane and a 25% 
Toluene, 75% iso-octane (by liquid volume) fuel mixture. The Lewis number values were 
calculated based upon thermal and diffusive properties estimated by CHEMKIN-PRO software 
[236]. 
 
 
Appendix Figure A-4: Markstein number vs. equivalence ratio estimates for various fuels 
including pure iso-octane. This figure was originally produced and published by Bechtold et al. 
[237]. 
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Appendix Figure A-5: Markstein length vs equivalence ratio for various aromatic fuels including 
toluene at 450 K and 3 bar total pressure. This figure was originally produced and published by 
Johnston et al. [238]. 
 Appendix B: Effect of Toluene Dopant on Engine Performance 
 
 
Appendix Figure B-1: PV Diagrams for pure iso-octane and toluene doped fuel mixtures at same 
homogeneous-charge, Φ=1 operational condition plotted on both (a) normal and (b) 
logarithmic scales. 
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Appendix C: Stratified-Charge Engine Combustion Phasing 
 
 
Appendix Figure C-1: Engine performance (IMEP) vs. combustion phasing (CAxx) for 1050 cycles 
of the stratified-charge condition used for the wrinkled-ness study fit with second order 
polynomials. Notice that combustion phasing weakly, but definitively correlates with IMEP 
output. CA75 and CA90 correlated best. Cycles that were slowed or delayed to burn generally 
yielded low values of IMEP. 
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Appendix Figure C-2: CA90 vs CA10 for 1050 cycles of the engine operating under the SGSC 
conditions used for the wrinkled-ness study. The strong correlation between CA10 and CA90 
implies that cycles that start out slow end late. In the previous set of figures, it was recognized 
that late ending cycles yielded low IMEP outputs. Therefore, cycles that started out slow tended 
to also yield low IMEP outputs (i.e. resulted in partial-burns) and sluggish charge ignition/early-
burn was a source of variability and a cause for some of the partial burn cycles observed. 
 
 270 
 
 
Appendix Figure C-3: Burn-durations (CAxx-CAxx) vs. Engine performance under the SGSC 
conditions used for the wrinkled-ness study. Notice that both early (CA0-10) and late (CA75-90) 
burn durations correlate weakly with IMEP. Generally, longer burn durations yielded lower 
values of IMEP output. 
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Appendix Figure C-4: CA10 vs. CA75-90 burn duration. Notice that there is no correlation 
between early combustion phasing (CA10) and the late combustion burn duration (CA75-90). 
Also remember that it was just shown that lengthy late cycle combustion burn durations 
generally led to reduced IMEP output. Therefore, poor late cycle flame propagation/spread was 
a source of variability and a cause for some of the partial burn cycles observed. 
 Appendix D: Imaging System Rates, Resolutions and Uncertainties 
 
 
Appendix Figure D-1: Imaging rate, spatial resolution and uncertainty of the planar laser 
induced fluorescence equivalence ratio (Φ) diagnostic. 
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Appendix Figure D-2: Imaging rate, spatial resolution and uncertainty of the stereo particle 
image velocimetry diagnostic. 
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