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Abstract
We discuss carefully the vertices which describe the dipole open strings
and closed strings on a D-brane with magnetic flux on a torus. Translation
invariance along closed cycles forces surprisingly closed string vertices written
in open string formalism to acquire Chan-Paton like matrices. Moreover the
one loop amplitudes have a single trace for the part of gauge group with the
magnetic flux. These peculiarities are also required by consistency of the
action of T-duality in the open string sector. In this way we can show to
all orders in perturbation theory the equivalence of the T-dual open string
theories, gravitational interactions included.
We provide also a new and direct derivation of the bosonic boundary
state in presence of constant magnetic and Kalb-Ramond background based
on Sciuto-Della Selva-Saito vertex formalism.
1 Introduction and conclusions.
In few years from now LHC will probably and hopefully have given a better picture
of the physics beyond the standard model. For example it will probably be clear
whether large extra dimensions are a feature of Nature or not. In the case, somewhat
unexpected, that the string scale is around 1 TeV we could be able to see KK states
and Regge resonances. This makes worth studying the string interactions with KK
momenta and winding in the bottom-up approach.
In fact most of the current literature has focused in computing effective actions
for the light states which have not momentum and/or winding in the compact
directions. The first steps in a better understanding of the interactions among
string states with momentum and winding were taken in [1] where both the open
string and closed string vertices for branes with equal magnetic field wrapped on a
torus were given. This description was up to cocycles. The main result was that
Chan-Paton factors do depend on momenta along the directions where there is a
non trivial magnetic field. In the simplest case of a T 2 with coordinates x1, x2 and
adimensional magnetic field 2πα′qF12 =
f
N
IN ∈ u(N) this dependence is the same
of a non trivial section of a U(N) gauge bundle transforming in the adjoint. For
example the tachyonic vertex of a dipole string is given by
VT (x; k) =: e
ik·X(x) : Λ(k1, k2) (1)
where both the compact momentum components k1,2 have a spectrum given by
1√
α′
n1,2
N
(n ∈ Z) and we have introduced the momentum dependent Chan-Paton
matrices
ΛN IJ(
1√
α′
n1
N
,
1√
α′
n2
N
) = ΛN IJ(k) =
1√
N
e−i
pi
N
hˆn1n2
(
Qhˆn2N P
−n1
N
)
IJ
, 0 ≤ I, J < N
(2)
with hˆf ≡ −1 mod N (we will be more precise on requirements later in eq. (58) )
and PIJ ∝ δI+1,J and QI,J ∝ ei 2piN IδI,J are the ’t Hooft matrices. In the same work
[1] the transformations for the open string momenta, for the open string metric and
for other physical quantities under T-duality were discussed.
At the end of the discussion we were left with a puzzle on the true equivalence
under the full T-duality group of a bound state of D2 and D0 branes with a single
D2 branes. In fact immediately after the discovery of the description of D-branes
in string theory it was realized that a bound state of N D2 and f D0 is T-dual to
a single D2 when gcd(N, f) = 1. In particular in 1997 Guralnik and Ramgoolam
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in [2] showed the previous equivalence using the following chain of dualities
bound(N D2 + fD0)
T duality on y−→ bound(N D1x + f D1y)
= G
(
bound(
N
G
D1x +
f
G
D1y)
)
SL(2,Z) coordinate rotation−→ G D1x′
T duality on y′−→ G D2 (3)
where bound(. . . ) means bound state made of . . . , G is equal to gcd(N, f) and
“SL(2,Z) coordinate rotation” means that we perform a SL(2,Z) transformation
on T 2 so that theD1 brane wrapped N
G
times along x and f
G
times along y becomes a
D1 brane wrapped once along a new x′ direction and with ”perpendicular” direction
y′.
In [1] we started from a tachyonic vertex for a single brane (N = 1) wrapped
on the T 2
VT (x; k
t) =: eik
t·X(x) : (4)
with kt1,2 =
1√
α′
n1,2 (n1,2 ∈ Z). Studying the action of T-duality it was possible
to recover the same vertex as in eq. (1) up to the Chan-Paton matrices, i.e. we
found as expected that the T-duality mapped the momenta spectrum correctly.
The presence or absence of the momentum dependent Chan-Paton matrices is not
a problem as long as tree level and planar amplitudes are considered since the tree
level contribution of these momentum dependent Chan-Paton matrices is given by
tr
(
Λ(k(1)) . . .Λ(k(M))
) ∝ δ[1]√
α′
PM
o=1 k(o)1
δ
[1]√
α′
PM
o=1 k(o)2
(5)
where δ
[M ]
x means x ≡ 0 mod M and therefore these deltas are automatically
satisfied upon the use of the momentum conservation.
The problems arise when we consider mixed open-closed amplitudes and, equiv-
alently, non planar amplitudes.
Consider for example the one open string tachyon - one closed string tachyon
amplitude in fig. 1. In the computation with the bundle we expect the amplitude
to be
Abundle ∼ tr (Λ(k)) δn+nc−Fˆmc,0 ∼ δ[N ]n1 δ[N ]n2 δn1+nc 1− fNmc 2,0δn2+nc 2+ fNmc 1,0 (6)
where nc and mc are respectively the closed string momentum and winding. We
have explicitly written the non trivial contribution from the Chan-Paton factor
tr (Λ(k)) ∝ δ[1]√
α′k1
δ
[1]√
α′k2
= δ
[N ]
n1 δ
[N ]
n2 and the contribution from zero modes in the T
2
directions δn+nc−Fˆmc,0.
On the other side in the computation of the same diagram with a single brane
without magnetic field we expect
At
single with Fˆ t=0
∼ δnt+ntc,0 (7)
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Figure 1: The simplest mixed ampli-
tude: one open string and one closed
string.
Figure 2: The simplest non planar
amplitude: one open string on one
border and one open string on the
other border of the annulus.
which becomes after the T-duality
AT−dual of a single with Fˆ= f
N
∼ δn+nc−Fˆmc,0 ∼ δn1+nc 1− fNmc 2,0δn2+nc 2+ fNmc 1,0 (8)
which is the same amplitude as in eq. (6) without the constraint from the Chan-
Paton factor. This happens since T-duality is nothing but rewriting an amplitude
using different variables. Therefore the two amplitudes in eq.s (6) and (8) are not
the same and it seems we have two different branes: those obtained by T-duality
and the magnetized ones.
A similar result holds for the non planar amplitude depicted in fig. 2 where the
bundle computation is expected to give
Abundle ∼ tr (Λ(k)) tr (Λ(l)) δk+l,0 ∼ δ[N ]n1 δ[N ]n2 δ[N ]m1 δ[N ]m2 δn1+m1,0δn2+m2,0 (9)
where we have written only the Chan-Paton and zero modes contributions from the
directions where there is a non trivial bundle and we have defined the integers m
as in l = 1√
α′
m
N
. The T-dual transformation of the single brane one loop non planar
amplitude is
AT−dual of a single with Fˆ= f
N
∼ δk+l,0 (10)
again missing the Chan-Paton contribution.
On the other side in ([1],[3]) the boundary state for the bundle in presence of
magnetic field, see fig. 3, was computed directly and shown to be equal to the T-
dual of the boundary state of the single brane. As a consequence the 2 loop vacuum
amplitude is equal in both theories since it can be computed in the closed string
3
Figure 3: The amplitude of 1 closed
string on a disk, i.e. the boundary
state.
Figure 4: Two vacuum loop factorizes
into two three points tree amplitudes.
channel by using boundary states. This two loop vacuum amplitude can then be
factorized in two three point tree amplitudes as in fig. 4 ([3]) but this factorization
seems unique and therefore independent of whether we compute them using the
bundle picture of using the T-duality.
The aim of this article is to solve the previous puzzle. The results are somewhat
at variance with the naive expectations derived from the common lore. Both the
computations with the bundle in eq. (6) and in eq. (9) are wrong!
The 1 open string - 1 closed string in eq. (6) is wrong because the closed string
vertex (in open string formalism) has a Chan-Paton like factor proportional to
Λ
(
− Fˆm√
α′
)
so that the proper computation is
Abundle ∼ tr
(
Λ(k) Λ
(
− Fˆm√
α′
))
δn+nc−Fˆmc,0
∼ δn1+nc 1− fNmc 2,0δn2+nc 2+ fNmc 1,0 δ
[N ]
n1−fmc 1δ
[N ]
n2+fmc 1
∼ δn1+nc 1− fNmc 2,0δn2+nc 2+ fNmc 1,0 (11)
which reproduces the T-dual result of the single brane since the Chan-Paton con-
tribution is now compatible with momentum conservation. Notice that there is no
ambiguity in the ordering of the open and the closed vertices in the amplitude with
the proper cocycles since then the open and closed vertices commute.
The 1 loop non planar amplitude in eq. (9) is wrong too because there is a single
trace, so that the right computation is roughly
Abundle ∼ tr [Λ(k) Λ(l)] δk+l,0 ∼ δn1+m1,0δn2+m2,0 δ[N ]n1+m1δ[N ]n2+m2
∼ δn1+m1,0δn2+m2,0 (12)
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and again the Chan-Paton contribution is compatible with momentum conservation.
Notice however that the single trace is only for the part of gauge group where the
magnetic field is switched on. If we consider a gauge group U(NM) where we have
a magnetic field embedded in a U(N) subgroup the Chan-Paton has the factorized
form Λ(k) ⊗ Λ0 where Λ0 is the usual Chan-Paton matrix then in this case the
contribution is tr [Λ(k) Λ(l)] tr[Λouter0 ] tr[Λ
inner
0 ]
Having the proper prescription to compute the amplitudes with dipole strings
allows to show that these amplitudes are actually the T-dual of a system with
branes without magnetic field turned on as suggested but not proven by the chain
of dualities in eq. (3).
The plain of this paper is the following. In section 2 we review our conventions
for open and closed string and how we define the physical states on a bundle. In
section 3 we discuss the spectral decomposition of unity and its consequence for
the 1 loop non planar amplitude. Then in section 4 we discuss how the request of
translational invariance of the closed string states along a cycle implies the presence
of Chan-Paton like factors for the closed string vertices in open string formalism
and we discuss how this is nevertheless true for other simpler cases even if gone
unnoticed. To confirm the previous results in section 5 we discuss the closed string
cocycles and the open string ones and we show that everything works nicely when
we consider the operatorial product of vertices . To further confirm the results in 6
we compute various amplitudes such as the mixed N open tachyons 1 closed tachyon
amplitude which we use to check the factorization of the 1 loop non planar in the
closed string channel. In the same section we propose a new direct derivation of the
boundary state in presence of constant magnetic and Kalb-Ramond background
based on Sciuto-Della Selva-Saito vertex formalism. In section 7 we show that
the amplitudes for a dipole in presence of constant magnetic and Kalb-Ramond
background are T-dual to the amplitudes for a dipole with a vanishing constant
magnetic. Finally in the appendices we give the details on the computations of
cocycles and of the amplitudes.
2 A short review of closed string on torus and
open string on non trivial bundles.
2.1 Closed string conventions.
In the following we use the notations used in ([1], [4]). In particular the closed
string expansion in a metric background Eij = Gij + Bij on a generic flat space
RD−d ⊗ T d (D = 26) is given by
X i(z, z¯) =
1
2
(
X˜
(c)i
R (z¯) +X
(c)i
L (z)
)
, (13)
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where
X˜
(c)i
R (z¯) = x
i
R − 2α′piR i ln(z¯) + i
√
2α′
∑
n 6=0
1
n
α˜inz¯
−n
X
(c)i
L (z) = x
i
L − 2α′piL i ln(z) + i
√
2α′
∑
n 6=0
1
n
αinz
−n (14)
and (c) has been added to stress that these fields are the closed string ones, z =
e2(τE+iσ) ∈ C (0 ≤ σ ≤ π) and i, j, · · · = 1, 2, . . . d. For non compact directions
µ, ν = 0, d+1, . . .D we have the same expansions with the identification pµR = p
µ
L =
1
2
pµ.
The closed string Hamiltonian can then be written as follows:
Hc − 4
2
= L0 + L˜0 =
α′
4π
∫ π
0
dσ
[
P 2L + P
2
R
]
,
= N + N˜ +
1
2
[
Gijm
imj + (ni − Bikmk)Gij(nj −Bjhmh)
]
+
α′
2
Gµνkµkν
(15)
where the explicit expressions of L0 and L˜0 are given by
L0 = α
′Gµν
kµ
2
kν
2
+ α′Gijp
i
Rp
j
R +N ; N =
∞∑
n=1
Gµνα
µ
−nα
ν
n +Gijα
i
−nα
j
n
L˜0 =
α′
4
Gµνkµkν + α
′Gijp
i
Lp
j
L + N˜ ; N˜ =
∞∑
n=1
Gµν α˜
µ
−nα˜
ν
n +Gijα˜
i
−nα˜
j
n,(16)
The spectrum of the compact momenta given by{
kLi = Gij p
j
L =
1
2
√
α′
(
n + ETm
)
i
kRi = Gij p
j
R =
1
2
√
α′
(n− Em)i
(17)
In computing amplitudes and OPEs we make use of the following non vanishing
commutators
[xiL, p
j
L] = i G
i,j , [αiLn, α
j
Lm] = n δn+m,0 G
i,j (18)
and similarly for the right movers and for the non compact directions. The normal-
ization of the zero modes is taken to be
〈kµ, ni, mi|k′µ, n′i, mi
′〉 = (2π)D−dδD−d(kµ − k′µ) (2π
√
α′)dδn,n′δm,m′ . (19)
The vertex for a closed string state described by momentum (kL, kR) and quan-
tum numbers (βL, βR) is written as
W
(c)
βL,βR
(z, z¯; kL, kR) = VβL(z; kL) V˜βR(z¯; kR) (20)
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up to cocycles which we discuss later in section 5.1 and where the right moving
part of the vertex V˜βR is a normal ordered functional of the closed string right
moving part X
(c)
R and similarly for the left moving part. The previous description
is however not completely exact for the non compact directions since in this case
the zero modes are common to left and right moving sectors. Because of this the
non compact left and right part of the vertex are not separately normal ordered but
only the non zero modes parts are normal ordered separately while the common
zero modes are normal ordered together.
Finally for later use we write our conventions for an element of the T-duality
group Λ acting on the d compact direction which is described by
Λ =
( Aˆ Bˆ
Cˆ Dˆ
)
∈ O(d, d,Z) Λ
(
0 Id
Id 0
)
ΛT =
(
0 Id
Id 0
)
(21)
and acts on zero modes and operators as
{
mt = Aˆm+ Bˆn
nt = Cˆm+ Dˆn


αtn =
(
Aˆ+ BˆE
)
αn
α˜tn =
(
Aˆ − BˆET
)
α˜n
n ∈ Z∗ (22)
and on the closed string background as
EtT = (−Cˆ + DˆET )(Aˆ − BˆET )−1 Et = (Cˆ + DˆE)(Aˆ+ BˆE)−1 (23)
where the quantities with a t are the T-duality transformed ones.
2.2 Gauge bundles.
On the torus all quantities such as for example the gauge field Ai have only to be
periodic up to a gauge transformation:
Ai(x
j + 2π
√
α′δjl ) = Ωl(x) Ai(x
j) Ω−1l (x)− i
1
q
Ωl(x) ∂iΩ
−1
l (x) (24)
where q is the gauge coupling constant and Ωl(x) ≡ Ωl(xj 6=l) is the gauge transition
function. From now we mean by gauge bundle the assignment of a background
field, together with a transition function which fixes the periodicity property of the
gauge field. Notice that, if we perform a gauge transformation
Aωi (x) = ω(x) Ai(x) ω
−1(x)− i
q
ω(x) ∂iω
−1(x) (25)
the transition functions transform as
Ωωj (x) = ω(x
1, . . . , xj + 2π
√
α′, . . . , xd) Ωj(x) ω
−1(x1, . . . , xd). (26)
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Furthermore, these transition functions have also to satisfy the cocycle condition,
which simply means that the gauge fields must be unchanged when translated along
a closed path:
Ωj(x
k + 2π
√
α′δki )Ωi(x
k) = Ωi(x
k + 2π
√
α′δkj )Ωj(x
k). (27)
Some examples of the previous constructions are the followings.
1. The U(N) flat gauge bundle on T d
Ai =‖ aIi δIJ ‖, Ωi = IN , (28)
for generic aI (I = 1, . . .N are the color indices), breaks the symmetry down
to U(1)N . Using this surviving symmetry we can always choose
0 ≤
√
α′qaIi < 1 (29)
by a big gauge transformation given by ω =‖ einIi xi/
√
α′δIJ ‖ where nIi ∈ Z.
The same conclusion can be reached by performing the gauge transformation
ω =‖ eiqaIi xiδIJ ‖ so that the previous bundle is gauge equivalent to
Aωi = 0, Ω
ω
i =‖ ei2πθ
I
i δIJ ‖ (30)
where θIi ≡
√
α′qaIi .
2. Another less trivial U(N) bundle on T d which has a constant magnetic field
Fˆij = 2πα
′qFij = 2πα
′qFijIN = FˆijIN (31)
is obtained for example with the choice of the gauge field
Ai = −1
2
Fijx
jIN = −1
2
2π
(2π
√
α′)2
nij
N
xjIN , (32)
along with the gauge transition functions given by
Ωi(x) = e
−iπ
√
α′qFijxjωi (33)
where the constant matrices ωi satisfy
ωiωj = e
i(2π
√
α′)2qFijωjωi . (34)
In particular on a T 2 when Fˆ12 ≡ 2πα′F12 = fN we can write
ω1 = QNe
i2πθ1 , ω2 = P
−f
N e
i2πθ2 (35)
and we can always choose
0 ≤ θ1,2 < 1
N
(36)
since we can use a global transformation given by ω = Qk2N P
−k1
N with ki = [Nθi]
to move the θ values into the desired range.
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3. The previous T 2 case is more general than one could guess at first sight since,
given a field strength proportional to the unity in color space, it is always
possible to find a SL(d,Z) transformation (see for example [3] for a demon-
stration) such that the constant magnetic field strength has only the following
non vanishing components
Fˆ2a−1,2a = 2πα
′qF2a−1,2a , a = 1, . . . r (37)
The block diagonal field strength (37) and the cocycle conditions (27) imply
that we are actually working on a torus T d =
∏r
a=1 T
2
(a) ⊗ T d−2r as far the
bundle is concerned1 since the transition functions (33) on different torii T 2(a)
must commute, for example
ω2aω2b = ω2bω2a a 6= b (38)
Therefore the cocycle conditions for the transition functions oblige to consider
the transition functions to be factorized as ⊗ra=1U(L(a)) ⊗ U(N1) and the
U(N) bundle to be actually a U(
∏r
b=1 L(b)N1) bundle on T
2r ⊗ T d−2r with
N =
∏r
b=1 L(b)N1 and with a constant background field
Fˆ2a−1,2a = 2πα
′qF2a−1,2a =
fa
L(a)
IQr
b=1 L(b)N1
, a = 1, . . . r (39)
with all the other components vanishing. This does clearly not happen on a
non compact surface and it is responsible for the rank reduction of the lower
dimensional effective theory from
∏r
b=1 L(b)N1 to N1 as we can see from the
physical states in eq. (56) and we discuss after eq. (65). This fact has been
used to explain the rank reduction in orientifold theories in presence of a
discrete B ([5], [6]). The background field in eq. (39) is obtained from the
gauge field (up to gauge choices)
Ai = −1
2
Fijx
jIQr
b=1 L(b)N1
(40)
along with the transition functions which we take to be
Ω1 = e
i2πθ1e
−i f1
L(1)
x2
2
√
α′QL1 ⊗ IL2 . . . IN1 , Ω2 = ei2πθ2e
i
f1
L(1)
x1
2
√
α′P−f1L1 ⊗ IL2 . . . IN1
Ω3 = e
i2πθ3IL1 ⊗ e
−i f2
L(2)
x4
2
√
α′QL2 . . . IN1 , Ω4 = e
i2πθ4IL1 ⊗ e
i
f2
L(2)
x3
2
√
α′P−f2L2 . . . IN1
...
Ω2r+1 = e
i2πθ2r+1IL1 ⊗ IL2 . . . IN1 , . . . Ωd = ei2πθdIL1 ⊗ IL2 . . . IN1 (41)
where ei2πθi are the abelian Wilson lines with 0 ≤ θ2a−1, θ2a < 1L(a) and 0 ≤
θ2r+1, . . . θd < 1.
1 This factorized form is only true for the gauge field but it is not necessarily true for the
metric and the other background fields.
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4. The previous background in eq.s (39) and (41) can be further generalized
allowing more general Wilson lines in the U(N1) as e
i2πθiIN1 can be generalized
to ei2πΘi =‖ ei2πθIi δIJ ‖ (which further break U(N1) down to U(1)N1), explicitly
Ω1 = e
−i f1
L(1)
x2
2
√
α′QL1 ⊗ IL2 · · · ⊗ ei2πΘ1 , . . . Ωd = IL1 ⊗ IL2 · · · ⊗ ei2πΘd
(42)
where Θi are diagonal N1 ×N1 matrices.
2.3 Dipole open strings.
Let us now consider the open string in a metric background given by Eij = Gij+Bij
and in presence of a constant background field Fˆij defined in eq. (39) and (41) in
the last subsection, i.e. a background where the original group U(N) is broken to
⊗ra=1U(L(a))⊗ U(N1) by a constant magnetic field with Wilson lines.
On this background and along the compact directions the open dipole string
field expansion2 is given by
X i(z, z¯) =
1
2
(
X iL(z) +X
i
R(z¯)
)
(43)
where z = eτE+iσ ∈ H (0 ≤ σ ≤ π) and
X iL(z) = (G
−1E)ijXˆjL(0)(z) + yi0
X iR(z¯) = (G
−1ET )ijXˆjR(0)(z¯)− yi0 (44)
where we have defined the following quantities
Bij = Bij − Fˆij (45)
Eij = Gij − Bij = Gij − Bij + Fˆij (46)
and the open string metric given by
Gij = Gij − BikGkhBhj = ETikGkhEhj (47)
along with the non commutativity parameter Θ as
(E−1)ij = (G−1)ij −Θij . (48)
Moreover we have also defined the fields Xˆ iL(0) and Xˆ
i
R(0) which have the usual field
expansion
Xˆ iL(0)(z) = x
i − 2α′pi i ln(z) + i
√
2α′
∑
n 6=0
sgn(n)√|n| ainz−n
Xˆ iR(0)(z¯) = x
i − 2α′pi i ln(z¯) + i
√
2α′
∑
n 6=0
sgn(n)√|n| ainz¯−n (49)
2 The open string is a dipole string since the magnetic field is proportional to the unity in color
space.
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but have a different set of commutation relations since the metric G is replaced
by the open string metric G and the zero modes have a non trivial commutation
relation, explicitly
[xi, xj] = i 2πα′ Θij [xi, pj] = iGij [aim, ajn] = Gij sgn(m) δn+m,0 (50)
The previous expansion (49) looks as the usual one because we have used xi with
non vanishing commutator and not xi0 defined as x
i = xi0 − πα′ΘilGlmpm with the
usual commutator
[xi0, x
j
0] = 0 (51)
Finally yi0 =
√
α′Gijθj are constants and proportional to the Wilson lines θ on the
brane at σ = 0 ([7],[8] and [9]). Notice the yi0 do not enter the expansion of X(z, z¯)
and therefore they do enter the open string vertices but they do enter the closed
string vertices in the open string formalism where they are necessary to reproduce
from the open string side the phases in the boundary state due to Wilson lines or
positions.
On this background the dipole string Hamiltonian is then given by
Ho − 1 = L0 = α′Gµνkµkν + α′piGijpj +
∞∑
n=1
nGµνα
†µ
n α
ν
n + Gija†in ajn (52)
where the spectrum of the momentum operators in compact directions is given in
eq. (55).
The spectrum in compact directions can be deduced as follows. In order to
define the physical states we need to introduce the conserved generalized translation
operator T (i)
2π
√
α′
([10],[11],[1]) along the compact direction i by 2π
√
α′ so that the
physical states can be defined to satisfy
∀i T (i)
2π
√
α′
|phys〉 = |phys〉 (53)
The action of these operators is given by3
T (i)
2π
√
α′
|Φ; I, J〉 = e2π
√
α′ iGijpj(ωi
†)MI (ωi)JL|Φ; M,L〉 (54)
where |I, J〉 = |I〉σ=0 |J〉σ=π ( with hermitian conjugate 〈I, J | = σ=0〈I| σ=π〈J | )
is an element of basis for the color indexes (see ([12]) for more details). The color
index I is actually a collection of indices corresponding to the different factors into
which the U(N) bundle transition functions split ⊗ra=1U(L(a))⊗U(N1) ⊂ U(N) as
I = (I1, I2, . . . Ir+1) (1 ≤ Ia ≤ L(a), 1 ≤ Ir+1 ≤ N1 ) and similarly for J .
3 With respect to ([1],[5]) we have slightly changed notation as |I, J〉here = |J, I〉there =
|I〉σ=0 |J〉σ=pi .
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Since ω
L(a)
2a−1 = ω
L(a)
2a = IL(a) we can iterate eq. (54) Li times and get the spectrum
of pi; the compact momenta have therefore spectrum
4
pi = Gij 1√
α′
ni
Li
(55)
where we have defined L2a = L2a−1 = L(a) for 1 ≤ a ≤ r and Li = 1 for 2r < i ≤ d.
It then follows that the normalized string states are given by ([4],[5])
|χ; kµ, ni; u〉 = 1
(2π
√
α′)d/2
|χ〉 ⊗ |kµ〉
⊗ΛL(1);I1J1(n1, n2) |
n1√
α′L(1)
,
n2√
α′L(1)
〉p |I1, J1〉
⊗ΛL(2);I2J2(n3, n4) |
n3√
α′L(2)
,
n4√
α′L(2)
〉p |I2, J2〉 . . .
⊗ Tu N1;Ir+1Jr+1 |
n2r+1√
α′
, . . .
nd√
α′
〉p |Ir+1, Jr+1〉
(56)
where |χ〉 is the collective name for the quantum numbers associated with the non
zero modes, | n1√
α′L(1)
, n2√
α′L(1)
〉p is the momentum eigenvector in the first torus of
coordinates x1, x2 and similarly for the others. The physical meaning of writing
ΛL(1);I1J1(n1, n2) |I1, J1〉 is that for a given momentum
(
n1√
α′L(1)
, n2√
α′L(1)
)
not all the
possible L2(1) |I1, J1〉 color index combinations are possible, as it is usual with the
trivial bundle, but only one.
In the eq. (56) Tu are the usual N1
2 hermitian u(N1) generators which are
normalized to unity as tr(Tu Tv) = δu,v and can be traded for the N1
2 color states
|Ir+1, Jr+1〉.
The Λ are the hermitian momentum dependent Chan-Paton matrices given by5
ΛL;IJ(n1, n2) = ΛL;IJ(
n1
L
√
α′
,
n2
L
√
α′)
= ΛL;IJ(k)
=
1√
L
e−i
pi
L
hˆn1n2
(
Qhˆn2L P
−n1
L
)
IJ
, 0 ≤ I, J < L (57)
4 If we consider the more general bundle given in eq. (42) of the previous section, we find
that the momenta depend on the the Wilson lines, i.e. they depend on both the starting brane
and the ending one. For a string with color Ir+1 at σ = 0 and color Jr+1 at σ = pi we get
piIr+1Jr+1 = Gij 1√α′ (
ni
Li
+ θ
Ir+1
i − θJr+1i ) . In the main text we consider only the case with θ = 0
while in appendix we consider the more general case.
5We use a double notation for the dependence of Λ on momenta: by giving either their true
values k = ( n1
L
√
α′
, n2
L
√
α′
) or by the integers associated with them (n1, n2). We can easily pass
from one notation to the the other. Notice however that in presence of Wilson lines the ΛLs still
depend on the integers associated with the momenta and do not depend on Wilson lines.
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where n1 and n2 are two arbitrary momenta not necessarily in directions 1 and 2
and6
PI,J = δI+1,J , QI,J = e
i 2pi
L
IδI,J
hˆf = −1 + f˜L ≡ −1 mod L
ff˜ ∈ 2Z (58)
which have the following properties:
• commutation with non abelian Wilson lines
ωiΛL(n1, n2)ω
†
i = e
i 2pi
L
niΛL(n1, n2) ⇒ ω†iΛL(n1, n2)ωi = e−i
2pi
L
niΛL(n1, n2)(59)
• Chan-Paton matrices algebra
ΛL(n1, n2)ΛL(m1, m2) = e
−iπ hˆ
L
(n1m2−n2m1) 1√
L
ΛL(n1 +m1, n2 +m2)
= e
−iπα′( n1√
α′L ,
n2√
α′L )ΘCP (
m1√
α′L ,
m2√
α′L )
T 1√
L
ΛL(n1 +m1, n2 +m2)(60)
with
ΘCP = Lhˆǫ = Lhˆ
(
0 +1
−1 0
)
, (61)
and
ΘCP Fˆ = (1− f˜L) I = −hˆf I. (62)
• hermitian conjugation
Λ†L(n1, n2) = ΛL(−n1,−n2) (63)
• normalization
tr
(
Λ†L(n1, n2)ΛL(m1, m2)
)
= δn,m (64)
To show that the states in eq. (56) are normalized we perform computations like
〈M,K| p〈 n1√
α′L
,
n2√
α′L
| Λ∗L;MK(n1, n2) ΛL;IJ(m1, m2) |
m1√
α′L
,
m2√
α′L
〉p |I, J〉
= (2π
√
α′)2δn,m δK,JδM,I
(
Λ†L
)
KM
(n1, n2) ΛL;IJ(m1, m2)
= (2π
√
α′)2δn,m tr
(
Λ†L(n1, n2) ΛL(m1, m2)
)
= (2π
√
α′)2δn,m (65)
We notice that even if we start with
∏r
b=1 L(b)N1 branes the number of massless
states k2µ = 0 is only N1
2. This does not mean that we have not (
∏r
b=1 L(b)N1)
2
6 We can always choose f f˜ even since it f were odd we can shift hˆ→ hˆ+L and f˜ → f˜ + f in
order to get f˜ even.
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states as we naively would expect but that some of them become massive, with a
mass of order 1
L
: it is essentially a Scherk-Schwarz reduction mechanism and is the
key idea of the explanation of the rank reduction.
Finally the vacuum is given by
|0〉 = |0〉p
∑
I
|I, I〉 (66)
therefore the physical state (56) in the case of the tachyon (and disregarding a
possible cocycle which we discuss later) is associated to the σ = 0 vertex and to the
σ = π vertex by
|To〉 = lim
x→0+
VT (x; k)|0〉 = lim
y→0−
VT (y; k)|0〉 (67)
The σ = 0 vertex of a tachyon with polarization tu(k) is given by
VT (x; k) = tu : e
ikTX(x) : ΛL(1);I1J1(n1, n2)⊗ . . . T uIr+1Jr+1 (68)
or, in a more unconventional way which makes clear how it acts on indices (again
up to possible cocycles)
VT (x; k) = tu : e
ikT XˆL(0)(x) : |I1〉σ=0 ΛL(1);I1J1(n1, n2) σ=0〈J1| ⊗ . . .
⊗ |Ir+1〉σ=0 T uIr+1Jr+1 σ=0〈Jr+1| (69)
where we have written XL(0)(x) and not X(x) to stress the T-duality invariant
nature of this expression ([13]). The analogous vertex for the emission from the
σ = π boundary (y < 0) is then given by
VT (y; k) = tu : e
ikT XˆL(0)(y) : |I1〉σ=π (ΛL(1))TI1J1(n1, n2) σ=π〈J1| ⊗ . . .
⊗ |Ir+1〉σ=π (T u T )Ir+1Jr+1 σ=π〈Jr+1| (70)
where the transpose is necessary because is the σ = π boundary is traveled in the
opposite direction of the σ = 0 one.
3 Spectral decomposition of unity and unique trace
in one loop amplitudes.
Since we know that the physical states are given by eq. (56) we can write the
spectral decomposition of the unity.
Here and in the following we consider the case where the magnetic field is
switched on only on a T 2, i.e. r = 1 since it is easier to write the formulae and it
is easy to consider the more general case r > 1.
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Figure 5: The spectral decom-
position of unity with the “free”
color indices made explicit.
Figure 6: The usual color spectral
decomposition of unity with the
color indices made explicit which
is not the right one in presence of
a magnetic background.
The spectral decomposition of the unity is then given by
I =
∫
dD−dkµ
(2π)D−d (2π
√
α′)d
∑
χ,ni,u
|χ; kµ, ni; u〉 〈χ; kµ, ni; u|
=
∫
dD−dkµ
(2π)D−d (2π
√
α′)d
∑
χ,ni,u
|χ〉 ⊗ |kµ〉 ⊗ ΛL;I1J1(n1, n2) |
n1√
α′L
,
n2√
α′L
〉p |I1, J1〉
⊗ Tu N1;I2J2 |
n3√
α′
, . . .
nd√
α′
〉 |I2, J2〉 〈M2, K2| p〈 n3√
α′
, . . .
nd√
α′
| T ∗u N1;K2M2
〈K1,M1| p〈 n1√
α′L
,
n2√
α′L
| Λ∗L;K1M1(n1, n2)⊗ 〈kµ| ⊗ 〈χ|
(71)
where we have simplified the notation setting L = L(1) and I1, I2, K1, K2 are the
color indices at σ = 0 boundary while J1, J2,M1,M2 are the color indices at σ = π
boundary. As previously noticed the only color indices which are “free” and can
be summed in the spectral decomposition of the unity are those associated with
the unbroken part of the gauge group. The structure of the “free” color indices
is pictured in fig. 5 and is different from what we naively we would expect and
is pictured in fig. 6. The very reason of this phenomenon is nothing but the fact
that a momentum eigenstate is a unique fixed superposition of strings with different
colors (in the part of the group which feels the magnetic moment).
It is then obvious to define the trace for a generic operator O as
Tr(O) =
∫
dD−dkµ
(2π)D−d (2π
√
α′)d
∑
χ,ni,u
〈χ; kµ, ni; u| O|χ; kµ, ni; u〉 (72)
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This definition has proven the right one to compute the normalization of the Moe-
bius amplitude necessary for the tadpole cancellation when a discrete B is present
in an orientifold ([5]).
Let us now see some consequences of this definition. In order to stress the main
point, i.e. the presence in the one loop amplitudes of a unique trace for the part of
the gauge algebra where the magnetic field is turned on, we sketch now the annulus
and the simplest non planar one loop amplitudes whose generalization we compute
in detail in sec 6.5.
The simplest one loop amplitude is the annulus which is given by
Z ∝
∫
dτ
τ
Trnzme
−τLX+bc0,nzm
∫
dD−dkµ
(2π)D−d (2π
√
α′)d
e−τα
′Gµνkµkν δD−d(0)
∑
ni
e
−τ
»“
n1
L1
,
n2
L2
,n3,...nd
”
G−1
“
n1
L1
,
n2
L2
,n3,...nd
”T –
tr
(
Λ†L(n1, n2)ΛL(n1, n2)
)∑
u
tr(TuT
†
u)
∝ N12
∫
dτ
τ
Trnzme
−τLX+bc0,nzm
∫
dD−dkµ
(2π)D−d (2π
√
α′)d
e−τα
′Gµνkµkν
∑
(ni)
e
−τPGij ni
Li
nj
Lj
(73)
where we have used the Λ normalization given in eq. (64) and we have not sup-
posed the metric to be factorized. This result clearly shows how the amplitude is
proportional only to the product of traces of the part of the group left unbroken by
the magnetic field.
This point becomes even clearer in the simplest non planar one loop amplitude
pictured in fig. 2. This amplitude in the case of two tachyon vertices given in eq.s
(69) and (70) becomes
Tr(VT (x = 1; k1) ∆ VT (y = −1; k2) ∆) =
= tutv
∫
dτ1
τ1
∫
dτ2
τ2
∫
dD−dkµ
(2π)D−d (2π
√
α′)d
∑
(ni)
×〈k, n√
α′L
| Trnzm(eikT1 X(e−τ1 )eikT2 X(−e−(τ1+τ2))) |k, n√
α′L
〉
×tr(Λ†(n)Λ(k1)Λ(n)Λ(k2)) tr(Tu) Tr(Tv) (74)
4 Translational invariant operators and Chan-Paton
factors for closed string vertices.
We want now check that closed string vertices are invariant for a translation along
a closed curve on the torus.
Since the closed string vertices cannot be applied directly to the open string
vacuum to generate open string states we need an explicit expression for the con-
served generalized translation operator T (i)
2π
√
α′
along the xi torus cycle which can
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be written as
T (i)
2π
√
α′
= e2π
√
α′ iGijpj(ωi
†)MI (ωi)JL |M,L〉〈I, J | (75)
so that any operator O which is invariant along the cycle parametrized by xi satisfies
T (i)
2π
√
α′
O T (i) −1
2π
√
α′
= O ∀i (76)
It is then natural to assume that all physical operators are invariant for a translation
along all cycles. We can now see what happens if we apply the previous translation
operators to closed string vertices written in open string formalism. The naive
closed string vertex operators can be written in open string formalism as ([14], [8],
[9]) and up to cocycles as
WTc,naive(z, z¯; kL, kR) =: e
ikTLXL(z) : : eik
T
RXR(z¯) :
∑
I,J
|I, J〉 〈I, J | (77)
where XL(z) and XR(z¯) are the open string fields in eq. (43) and the left and right
moving part are separately normal ordered.
If we apply the translation operator along the xi cycle on the previous naive
vertex we get
T (i)
2π
√
α′
WTc,naive(z, z¯; kL, kR) T (i) −12π√α′ = ei2π
√
α′(kTLG
−1E+kTRG−1ET )i WTc,naive(z, z¯; kL, kR)
= ei2π(n−Fˆm)i WTc,naive(z, z¯; kL, kR) (78)
which is clearly not translational invariant when Fˆij ∈ Q.
To cure this problem we propose to define the closed string vertex operators up
to cocycles as
WTc(z, z¯; kL, kR) = : e
ikTLXL(z) : : eik
T
RXR(z¯) :
×
√
L
∑
|(I1, I2), J〉 ΛL;I1K1
(
−L Fˆm
)
〈(K1, I2), J |(79)
Since Fˆ12 =
f
L
the action of the matricial part of the generalized translation operator
T (i)
2π
√
α′
is now
(ωi
†)M0I0 (ωi)J0L0 |M0, L0〉〈I0, J0| ×
∑
|I1, J〉 ΛL;(I1)1(I2)1
(
−L Fˆm
)
〈I2, J |
× (ωiT )M3I3 (ω∗i )J3L3 |M3, L3〉〈I3, J3| =
= |M0, L0〉
(
ωi
†ΛL
(
−L Fˆm
)
ωi
)
(M0)1(I3)1
(
ωiωi
†)
M0J3
〈I3, J3|
⇒ ω†i ΛL
(
−L Fˆm
)
ωi = ω
†
i ΛL
(−fm2, fm1)ωi
= e−i
2pi
L
(−L Fˆm)iΛL
(−fm2, fm1) (80)
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as follows from eq. (59). The additional phase then cancels exactly the one due to
the operatorial part in eq. (78). While this is contrary to the common lore we will
show that when cocycles are taken into account everything works as expected, i.e.
for example two closed string vertices have the same OPE as in a pure closed string
theory. Before discussing the cocycles which are more technical we would like to
make a series of comments:
• the previous vertex is not in contrast with the derivation of the same from the
open string σ model ([9]) since only the massless states which have vanishing
winding m = 0 couple to the world-sheet action and in this case we have√
LΛL(0, 0) = IL;
• one could have canceled the unwanted phase in eq. (78) by using a matrix on
the σ = π boundary. A reason to prefer the solution given is that y0 which
is defined in eq. (44) enters the vertex as eim
TGy0/
√
α′ and is identified (up to
constant) with the commuting part of the Wilson lines on the brane at σ = 0
and therefore we can associate with ΛL
(
−L Fˆm
)
the non abelian part of the
Wilson lines coded into ωi;
• finally we notice that a dependence on Chan-Paton in closed string ver-
tices is present in other systems even if not clearly stated. Consider a flat
U(2) bundle on S1 defined on two branes with Wilson lines turned on as
Ω1 =
(
ei2πθ
1
1
ei2πθ
2
1
)
. Then any closed string vertex operator contains a
(trivial) matrix dependence
(
ei2πθ
1
1m
1
ei2πθ
2
1m
1
)
associated to the fact that
the factor eim
TGy0/
√
α′ feels two different Wilson lines of the two branes. In fact
consider the coupling of a closed string state described by W to the system
made by the two branes, then the coupling is given very roughly by the sum
〈W 〉brane 1+ 〈W 〉brane 2. If we make explicit the dependence on y0, i.e. on the
Wilson lines we can write 〈eimT θ1W 〉brane 1 + 〈eimT θ2W 〉brane 2 But then if we
want to describe the previous sum as due to a unique system described by a
bundle we must write Tr〈
(
ei2πθ
1
1m
1
ei2πθ
2
1m
1
)
W 〉.
5 Cocycles for a well defined open/closed string
theory.
Until now we have discussed the vertices without explicitly writing the cocycles.
The cocycles are necessary to have a well-defined open and closed theory especially
when Chan-Paton like factors are introduced for closed string vertices.
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5.1 Cocycles for the closed string theory and framing.
The first step is to determine the cocycles in the closed string formalism since we
want to reproduce in open string formalism the closed string result for the product
of two vertices. A well defined closed strings (which is a good CFT plus a proper
treatment of zero modes) must satisfy at least the following criteria
1. closed string vertices commute;
2. a proper behavior under Hermitian conjugation.
The first request is necessary in order to ensure the mutual locality of closed ver-
tices ([15]), or in other words, that vertices obey the spin-statistics theorem. For
implementing the wanted properties we look for a solution of the form ([15])
W(c)βL,βR(z, z¯; kL, kR) = c(kL, kR; pL, pR)VβL(z; kL) V˜βR(z¯; kR) (81)
where the cocycles are given by
c(kL, kR; pL, pR) = e
iπ(niAijc nˆj+niBic jmˆj+miC
j
c i nˆj+m
iDc ijmˆj) (82)
We choose the coefficients Ac, Bc, Cc, Dc to be matrices in order to be general. They
must be determined, as said before, so that two arbitrary vertices are mutually
local, i.e. commute. This is also equivalent to the fact that the radial ordering
of a product of vertices is given by a unique expression which can be derived by
analytically continuing whichever particular ordering of the vertices is chosen to
perform the computation.
In order to compute these matrices we consider the ordering of the product of
two arbitrary vertices as
W(c)βL,βR(z, z¯; kL, kR)W(c)αL,αR(w, w¯; lL, lR) = eiΦ(c)(k,l)c(kL + lL, kR + lR; pL, pR)
× VβL(z; kL)VαL(w; lL) V˜βR(z¯; kR)V˜αR(w¯; lR)
(83)
where we have defined the phase
eiΦc(k,l) = e−iπ[n
T
l Acnk+n
T
l Bcmk+m
T
l Ccnk+m
T
l Dcmk] (84)
In the previous expression we have used the compact momenta
kL =
1
2
√
α′
(
nk + E
Tmk
)
, kR =
1
2
√
α′
(nk −Emk) (85)
and similarly for l. The general solution of the constraints listed at the beginning
of the section is discussed in appendix (B.2) and is given by
Ac = ZA A + 2[ZA0]S + 2ZA, Z
T
A A = −ZA A,
Dc = ZD A + 2[ZD0]S + 2ZD, Z
T
D A = −ZD A,
Bc =
1
2
I+ ZB
Cc = B
T
c − I+ 2ZC = −
1
2
I+ ZTB + 2ZC (86)
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where all matrices are integer valued and we have defined 2[M ]S = M +M
T 7 We
notice that there is a kind of “gauge invariance”: matrices Ac, Bc, Cc and Dc are in
the same class of equivalence when they yield the same phase (84) and this happens
for any choice of the ZA, ZD and ZC matrices. Moreover because the phase (84) is
actually only a sign we can always take a representative of the previous matrices
with all entries in Z2 and we can always choose [Ac]A and [Dc]A as we want since
−1 ≡ 1 mod 2. This last possibility turns out to be fundamental for having a
consistent theory of open and closed string interaction.
In particular the hermiticity condition implies
eiΦc(k,k) = 1 (87)
For future reference we write the effect of a T-duality transformation defined by
a Λ ∈ O(d, d,Z) matrix in eq. (21) on the cocycles matrices as
Mc =
(
Dc Cc
Bc Ac
)
= ΛT
(
Dtc C
t
c
Btc A
t
c
)
Λ (88)
As it were first discussed in ([9]) neither the previous values are T-duality in-
variant nor the amplitudes are, even if it was shown that different solutions differ
by momentum dependent phases which are the same at all loops and therefore the
transition probabilities are the same. In ([16], [3]) in the framework of the Reggeon
approach it was proposed to keep fixed the the Reggeon vertex but change the
states represented by bra vectors by a phase necessary to compensate the change of
the cocycle. This approach suffers from an asymmetry since one must fix a default
cocycle and then keep this cocycle fixed for the Reggeon while changing the states.
Despite of this we will show in sec. 7 that this procedure extends correctly to the
open string sector.
We will see that open string formalism has not any preferred frame but has a
preferred gauge.
There is actually a further constraint we can impose. We would like the naive
condition
|B(Fˆ )〉 = tr(Pei
H
A)|B〉 (89)
to be true. We have used the adjective naive because the previous equation is what
can be deduced from path integral and usually the results from path integral can
suffer from some subtleties. In any case, as we show in section (6.3) it is possible
to show that eq. (89) holds if we restrict the possible values of the cocycles to
[Mc]S =
(
2[ZA0 + ZA]S 2(Z
T
B + ZC)
2(ZB + Z
T
C ) 2[ZD0 + ZD]S
)
≡ 0 mod 4⇒ e i2Φc(k,k) = 1 (90)
The constraint implies e
i
2
Φc(k,k) = 1 but it is not true the converse nevertheless
the previous choice is T-duality invariant and is therefore better. A particular
7 This last definition implies therefore that 2[ZA0]S is symmetric matrix with even diagonal
entries and arbitrary integer off diagonal entries and similarly for the other cases.
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choice satisfying both the previous constraints and the ones from the open string
construction given in eq. (97) is
Ac = 0, Bc = −Cc = 1
2
I, Dc = f f˜ ǫ ↔ Mc0 =
(
f f˜ ǫ −1
2
I
1
2
I 0
)
(91)
and corresponds to the closed string tachyonic vertex
WTc(z, z¯; kL, kR) = e−i
1
2
π(nimˆi−minˆi)+iπ ff˜(m1mˆ2−m2mˆ1) : ei
h
1
2
kµX
µ
L(c)
(z)+kLiX
i
L(c)
(z)
i
:: e
i
h
1
2
kµX˜
µ
R(c)
(z¯)+kRiX˜
i
R(c)
(z¯)
i
:
(92)
which does depend on the magnetic field in a way which may or may be not be
removed by a “gauge” choice of ZD. This gauge transformation is possible when
f f˜ ∈ 2Z which can always be chosen and we have chosen in eq. (58) therefore we
can always choose Mc to be gauge equivalent to
Mc0 ≡
(
0 −1
2
I
1
2
I 0
)
(93)
5.2 Cocycles for the open string theory.
We consider now the open-closed string theory. In particular a well defined string
theory, which amounts to a proper treatment of zero modes besides a well behaved
CFT, must satisfy the following 5 constraints:
1. the open string vertices at σ = 0 and σ = π commute;
2. the open string emission vertex from σ = 0 commutes with the closed string
vertices;
3. in a similar way the open string emission vertex from σ = π commutes with
the closed string vertices;
4. the closed string vertices in open string formalism must have the same product
(OPE) as in closed string formalism, as a consequence we want the closed
string vertices to commute;
5. a proper behavior under Hermitian conjugation.
To these constraints we want to add
1. the open closed string mixed amplitudes are sensitive to the value of y0 which
is periodic since it can be identified with the Wilson lines therefore these
amplitudes, but not necessarily the the vertexes, must be invariant under this
periodic identification;
2. the naive relation |B(Fˆ )〉 = tr(Pei
H
A)|B〉 holds.
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On a compact space the previous constraints are not at all trivial and they are
discussed in depth in appendix B. Here we summarize the non trivial results in the
simplest case as before where the magnetic field is turned on only within a 2-torus.
Since the cocycles depend only on momenta the ones in tachyonic vertex oper-
ators are the same of all the other vertices, therefore we write only the tachyonic
vertices which read:
V(0)T (x; k) = : eikMXM (x) : ΛL(n1, n2)⊗ Tu (94)
V(π)T (y; k) = : eikMXM (y) : ΛTL(n1, n2)⊗ T Tu
(95)
WTc(z, z¯; kL, kR, y0) = e
i
2
Φ(c)(k,k)e−iπα
′ kRM (E−1GE−1)MNkLN ×
√
LΛL
(−fm2, fm1)⊗ IN1
× : eikLMXML (z) :: eikRMXMR (z¯) : (96)
where x = |x|ei0, y = |y|eiπ and z in the upper complex plane. Other expressions
for the vertices which are more useful in the computations are given in eq.s (222).
A certain number of comments are worth doing.
1. It is important to stress that the previous vertices satisfy all the wanted
constraints iff we use the following gauge for the closed string cocycle
[Ac]A = 0 [Dc]A = f˜ LFˆ = f f˜ǫ, Cc − BTc = I (97)
where we have defined f˜ in eq. (58).
2. The phase in the closed string vertex e−iπα
′ kTRE−1GE−1kTL is needed to get a
vertex independent on the ordering of the left and right part since it let us to
perform the substitution ln(z − z¯)→ ln |z − z¯| in the amplitudes.
3. The closed string vertices are determined up to signs. In fact from the her-
miticity of the closed string vertices we know eiΦ(c)(k,k) = 1 therefore the
associated phase in open string formalism is a sign e
i
2
Φ(c)(k,k) ∈ {−1, 1} which
can depend on k nevertheless the choice ei
1
2
Φ(c)(k,k) = 1 is always possible and
it is the best one.
In the case of the more general gauge bundle described in eq. (42) where the
Wilson lines are turned on to break the gauge group to U(1)N1 the previous vertices
must be supplemented by the effect of the change of the Wilson lines. Consider
to the emission of an open string from the σ = 0 boundary with color J if the
momentum of the emitted string is
√
α′ki,JL =
(
ni
Li
+ θJi − θLi
)
then the final string
has color L on the σ = 0 boundary and the change in the Wilson lines implies that
∆yi0 = −2πα′Gij(θJj − θLj ) (98)
since G y0√
α′
= θ (see appendix B for further details). In particular the previous
results reduce to what found in the simpler case B = F = 0 in [9].
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6 Some examples of amplitudes.
In this section we would like to compute some amplitudes which can be used to
check the picture proposed in the previous sections. In particular the computation
in 6.1 comments on the
The computation in sec. 6.2 is a warming up to the one in sec. 6.3 which
shows that the momentum dependent Chan-Paton-like matrix in the closed vertices
written in open string formalism is necessary in order to reproduce the boundary
state from the open string point of view. This Chan-Paton-like matrix gives raise
to a “trivial” momentum dependent sign which has been shown ([3]) essential for
the correct factorization of the open string two loops vacuum amplitude as shown
in fig. 4 and the same sign turns out to be fundamental for the T-duality to hold as
discussed in sec. 7. In sec. 6.4 we compute the one closed string and N open string
tachyonic amplitudes where the would-be closed string Chan-Paton gives again a
momentum dependent sign. Using these results we can finally check that the one
loop non planar amplitudes factorize correctly in the closed string channel in sec.
6.5.
6.1 Product of two open string vertices.
It is easy to check that the OPEs of two open string vertices are given by
V(0)T (x1; k)V(0)T (x2; l) = 1√
L
e−iπα
′ kM (Θ+ΘCP )MN lN (x1 − x2)2α′kMGMN lN
: eikMX
M (x1)+ilMX
M (x2) : ΛL(k + l)⊗ TuTv (99)
and
V(π)T (y1; k)V(π)T (y2; l) = 1√
L
eiπα
′ kM (2G−1+Θ+ΘCP )MN lN (y1 − y2)2α′kMGMN lN
e−iπα
′ (k+l)MGMN (k+l)N : eikMX
M (y1)+ilMX
M (y2) : ΛTL(k + l)⊗ (TvTu)T
(100)
where despite the apparent asymmetry due to the phase ei2πα
′kMGMN lN the ampli-
tudes are completely symmetric.
Notice how the nice feature of being able of writing the OPEs in function of
Θtot = Θ+ΘCP is not anymore true when Wilson lines are turned on as discussed
in section C.1.
6.2 1 closed string emission amplitude from the disk.
We start by computing the amplitude given in fig. 3 which must give the result
already found in the closed string channel ([1],[3]). The complete amplitude for a
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closed tachyon is then given by
A(1Tc) = C0(E, Fˆ ) N˜0(E) 1
2π
〈0| WTc(z, z¯; kL, kR) |0〉 |z=i (101)
where C0(E, Fˆ ) is the normalization of the disk amplitude, N˜0(E) is the normaliza-
tion of the closed string vertices and is independent of the open string background,
1
2π
is the left over of the SL(2,R) gauge fixing at z = i, |0〉 is the opens string
vacuum given in eq. (66) and finally WTc is the closed string vertex in open string
formalism given in eq. (96). An easy computation gives
A(1Tc) = C0(E, Fˆ ) N˜0(E) 1
2π
×N1L ei piL hˆf2m1m2 δ[L]−LFˆm
×e i2Φ(c)(k,k)eimTG
y0√
α′ δ(kµ)(2π
√
α′)dδETG−1kL+EG−1kR,0|z − z¯|2α
′kTRE−1GE−1kL
(102)
where in the first line we have the Chan-Paton contribution and in the second the
operatorial one. It is worth noticing that the absolute value |z − z¯| which ensures
a well defined phase for the amplitude is due to the non operatorial cocycle in
the closed string vertex exactly as in the case without magnetic field ([9]). The
conservation of the compact momentum δETG−1kL+EG−1kR,0 = δ(n−Fˆm)/
√
α′,0 can be
rewritten as δn,Fˆm which implies that Fˆm =
f
L
(m2,−m1) is actually integer as also
imposed by the Chan-Paton trace δ
[L]
−LFˆm = δ
[L]
fm1δ
[L]
fm2 . The exponent of |z − z¯|
becomes 2α′kTRE−1GE−1kL = −2α′kTLG−1kL = −2 due to the mass shell condition
α′(G00k20 + k
T
LG
−1kL) = 1 therefore we get
A(1Tc) = C0(E, Fˆ ) N˜0(E) 1
2π
N e
i
2
Φ(c)(k,k)+iπ
hˆf2
L
m1m2e
imTG
y0√
α′
×(2π)D−dδD−d(kµ)(2π
√
α′)dδn,Fˆm ×
1
|z − z¯|2 (103)
Given our choice e
i
2
Φ(c)(k,k) = 1 (90) it is then obvious that, if we can identify
Gij
yj0√
α′
= 2π
√
α′qa0 i, we reproduce exactly the closed string result, phases included
obtained with the boundary state formalism. With our choices (58) and (91) we
have both hˆf
2
L
= f
L
(−1+ f˜) ≡ − f
L
mod 2 and e
i
2
Φc(k,k) = 1 so that we can reproduce
the amplitude obtained from the boundary state.
6.3 Boundary state.
We want to generalize the previous computation to all the closed string states, i.e
we want to derive the generating function in the closed string Hilbert space of all the
one point closed string coupling to the disk: this is nothing else but the boundary
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state. We compute therefore the amplitude
〈B(F );VL, VR| = C0(E, Fˆ ) N˜0(E)
2π
〈xL = xR = 0; 0a(c), 0a˜(c)| e−
i
2
Φ(c)(Gp(c),Gp(c)) e−iπα
′ pMR (ET G−1ET )MNpNL
×Tr
(√
LΛL
(
−LFˆm
)
⊗ IN1
)
× p〈0|SL(z;VL) SR(z¯;VR)|0〉p
(104)
where we have introduced the closed string state 〈xL = xR = 0| normalized as 〈xL =
xR = 0|kL, kR〉 = 1 and the Sciuto-Della Selva-Saito vertex SL(z;VL) (SR(z¯;VR)) as
discussed in ([17], [18]) which acts on both the open string Hilbert space and the
left (right) closed string Hilbert space. These vertices are given for arbitrary local
SL(2,C) coordinates VL(u; z) and VR(u; z¯) defined as
VL(u; z) =
aLu+ bLz
cLu+ bL
, bL(aL − cLz) = 1, VL(0; z) = z (105)
and similarly for VR.
Performing explicitly the computation the amplitude (104) can then be written
as
〈B(F );VL, VR| = N C0(E, Fˆ ) N˜0(E)
2π
〈kµ = 0|
∑
s∈Zd
1
(2π
√
α′)d
〈n = L Fˆ s,m = L s|e− 12 iΦ(c)(k,k)+iπ hˆf
2
L
m1m2 e
i mM GMN
yN0√
α′
× 〈0a, 0a˜| exp
(
−
∞∑
n,m=0
aN(c)n(EG−1E)NM a˜M(c)mDnm(ULVR)
)
(106)
where Dnm is a (pseudo)representation of the SL(2,C) group as explained in ap-
pendix C.2. This expression allows to compute any one point closed string ampli-
tude by
A({βL, βR}) = 〈B(F );VL, VR|
(
dVL
du
∣∣∣∣
u=0
)−∆βL ( dVR
du
∣∣∣∣
u=0
)−∆βR
|βL, βR〉
(107)
where ∆βL is the conformal weight of the closed string left moving state |βL〉 and
similarly for the right moving part. This result is independent on VL and VR for
the physical states since any closed string physical state |βL, βR〉 is annihilated by
the SL(2,C) generators.
The previous expression for the boundary state (106) is nevertheless not physical,
i.e.
〈B(F );VL, VR|(Ln − L˜−n) 6= 0 (108)
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We can now fix the local coordinates in such a way we get the usual boundary,
i.e. we require Dnm(ULVR) = δn,m and therefore we impose
u = ULVR(u) =
1
bL
(aLcR − aRcL)u+ bR(aL − cLz¯)
(aR − cRz)u− bR(z − z¯)
⇒ VL(u; z) = cz¯ u+ z
cu+ 1
, VR(u; z¯) =
1
c
z u+ z¯
1
c
u+ 1
, (109)
so that we get the final result
〈B(F )| = N C0(E, Fˆ ) N˜0(E)
2π
〈kµ = 0|∑
s∈Zd
1
(2π
√
α′)d
〈n = L Fˆ s,m = L s|e− 12 iΦ(c)(k,k)+iπ hˆf
2
L
m1m2 e
i mM GMN
yN0√
α′
〈0a, 0a˜|e−
P∞
n=1 a
N
(c)n
(EG−1E)NM a˜M(c)n . (110)
With our choices (58) and (91) we have both hˆf
2
L
= f
L
(−1 + f˜) ≡ − f
L
mod 2
and e
i
2
Φc(k,k) = 1. Hence we can reproduce the boundary already found in ([1],[3])8.
6.4 N open tachyons and 1 closed tachyon string amplitude
on the disk.
We can now compute the amplitude given in fig. 1 which is necessary to show the
proper factorization of the non planar amplitude in the closed channel in the next
section.
The complete amplitude for one closed tachyon and N open tachyon is given by
the sum of all non cyclically equivalent permutations of the external legs, i.e the
sum of all the possible permutations P of the N −1 open string vertices other than
V(0)T (x1)
A(t1, . . . tN , tc) =
∑
P
A(t1, . . . tP (N), tc) (112)
A piece9 of the partial amplitude associated with the ordering 1, 2, . . .N and all
8 Notice that the previous constraints are sufficient but not necessary since we need only
to impose the equality of the the sign in eq. (110) and the one obtained in the computation
|B(F )〉 = tr(Pei
H
A)|B(F = 0)〉 which implies
e−
1
2 iΦ(c)(k,k)+ipi
hˆf2
L
m1m2
∣∣∣∣
n=Fˆm;m=Ls
= e−
1
2 iΦ(c)(k,k)+ipi
f
L
m1m2
∣∣∣
n=0;m=Ls
. (111)
This equation has more solutions than the one we have chosen but many of them are not T-duality
invariant and this is the reason why we have singled out the previous one.
9 The other pieces are obtained by moving some vertices on the σ = pi boundary while keeping
the cyclical ordering,
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vertices at σ = 0 is given by
A(NTo, 1Tc) = C0(E, Fˆ ) N˜0(E) N0(E, Fˆ )N∫ ∏N
r=1 dxr dz dz¯
dVKilling
〈0| V(0)T (x1; k1) . . . V(0)T (xN ; kN)WTc(z, z¯; kL, kR)|0〉
(113)
where N0(E, Fˆ ) is the normalization of the open string vertices which is dependent
of both the open and the closed string background, dVKilling is the volume of the
SL(2,R) gauge invariance which we discuss later. We notice that the order of the
open vertices w.r.t the closed one is not important since they commute when both
the operatorial and the Chan-Paton parts are considered.
An easy computation gives
A(NTo, 1Tc) = C0(E, Fˆ ) N˜0(E) N0(E, Fˆ )N e i2Φ(k,k) eim
TG
y0√
α′
× tu1(kN) . . . tu1(kN) tr(Tu1 . . . TuN ) eiπhˆ(f(n1m
1+n2m2)−Ln1n2)
×
(
1√
L
)N−1
e−iπα
′P
r<s k
T
r (Θ+ΘCP )ks
× (2π)D−dδ(
∑
r
krµ + kµ) (2π
√
α′)dδP
r kr+ETG−1kL+EG−1kR,0
×
∫ ∏N
r=1 dxr dz dz¯
dVKilling
∏
r<s
(xr − xs)2α′kTr G−1ks
×
∏
r
[
(xr − z)2α′kTLE−T kr(xr − z¯)2α′kTRE−1kr
]
|z − z¯|2α′kTRE−1GE−1kL
(114)
where we have used the non operatorial cocycle in the closed string vertex to
write the modulus of the difference z − z¯ and momentum conservation to sim-
plify the phase coming from the trace of the Λ matrices. In particular the sign
eiπhˆ(f(n1m
1+n2m2)−Ln1n2) is due to the interaction among the open string Chan-Paton
factors and the would-be closed one. We need now the full amplitude since we later
want to compare it with the result of the factorization of the non planar amplitude.
Very roughly it is convenient to proceed as follows to obtain the full amplitude
(details are given in appendix). We fix the SL(2,R) gauge invariance so that z = i
and xN = 0. Then we can change variable of the integral to w =
z−i
z+i
so that the
point z = i is mapped into w = 0 and real axis gets mapped into the circle |w| = 1.
In particular for the real number we have w = eiφ with φ = arccos x√
1+x2
so that
the positive real axis gets mapped into the lower semicircle in clockwise direction.
Differently from the gauge fixing we use with pure open string amplitudes we have
only fixed one open string at xN = 0 therefore we must also consider the partial
amplitudes with open string emitted on the σ = π boundary. For example given
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the same ordering on the unit circle |w| = 1 as in eq. (113) we have to consider the
amplitudes
C0(E, Fˆ ) N˜0(E) N0(E, Fˆ )N
∫ ∏l−1
r=1 dyr
∏N
r=l dxr dz dz¯
dVKilling
〈0|R
[
V(0)T (xk; kk) . . . V(0)T (xl; kl)
V(0)T (yk−1; kk−1) . . . V(0)T (y1; k1)
V(0)T (yN ; kN) . . . V(0)T (yl+1; kl+1) WTc(z, z¯; kL, kR)
]
|0〉
(115)
with xk > · · · > xl and |yk−1| > . . . |y1| > |yN | > . . . |yl+1| for all ls and ks (k < l)
and where R is the radial ordering. Because the vertices on the two boundaries
commute summing over all the possible ls and ks and possible radial orderings
amounts to integrate over the whole |w| = 1 circle with all 0 < φ < 2π and
φi > φi+1. Details on how the different pieces join together are given in appendix
(C.3): it is nevertheless noteworthy that the whole procedure works because of some
phase contributed by the would-be closed Chan-Paton factors.
Summing all the previous amplitudes allows to extend the φr integrations to the
full range [0, 2π] we can therefore write
Asame ordering(NTo, 1Tc) = C0(E, Fˆ ) N˜0(E) N0(E, Fˆ )N e i2Φ(k,k) eim
TG
y0√
α′
× tu1(k1) . . . tuN (kN) tr(Tu1 . . . TuN ) eiπhˆ(f(n1m
1+n2m2)−Ln1n2)
×
(
1√
L
)N−2
e−iπα
′P
r<s k
T
r (Θ+ΘCP )ks
× (2π)D−dδ(
∑
r
krµ + kµ) (2π
√
α′)dδP
r kr+ETG−1kL+EG−1kR,0
×
∫ 2π
0
N−1∏
r=1
dφr θ(φr − φr+1)
∏
1≤r<s≤N
(2 sin
φr − φs
2
)2α
′kTr G−1ks
×
N−1∏
r=1
eiφr α
′kTr (E−1kL−E−T kR) (116)
with φN = 0.
6.5 The 1 loop non planar amplitude.
Finally we want to compute the non planar 1 loop amplitude with N0 tachyons on
one border and Nπ ones on the other. The full amplitude is given by the sum over
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all cyclically nonequivalent amplitudes. This can be also be written as
A (t1, . . . tN0 ; tN0+1tN0+Npi) =
∑
P0
∑
Ppi
A(P0(1), . . . P0(N0);Pπ(N0+1), . . . Pπ(N0+Nπ))
(117)
where P0 is any of the permutations of vertices at σ = 0, Pπ is any of the permuta-
tions of vertices at σ = π which keeps the index N0 +Nπ fixed and
A(P0(1), . . . P0(N0);Pπ(N0 + 1), . . . Pπ(N0 +Nπ)) =
= Aˆ(P0(1), . . . P0(N0), Pπ(N0 + 1), . . . Pπ(N0 +Nπ))
+ Aˆ(P0(1), . . .N0 + 1, P0(N0), . . . Pπ(N0 +Nπ)) +
· · ·+ Aˆ(Pπ(N0 + 1), . . . Pπ(N0 +Nπ − 1), P0(1), . . . P0(N0), N0 +Nπ)(118)
is the sum over the permutations Q of vertices at σ = 0 relative to those at σ = π
which keep fixed the ordering of vertices on both boundaries.
Let us consider the orderings 1 . . .N0 at σ = 0 boundary and N0+1 . . . N0+Nπ
at σ = π. For these orderings we compute first the amplitude corresponding to the
simplest relative ordering on the two boundaries and then we discuss the effect of
summing over all the other relative orderings obtained by applying any permutation
Q. We use the old formalism and therefore we compute
Aˆ (1, . . . N0, N0 + 1, . . .N0 +Nπ)
= C1 N0(E, Fˆ )N0+Npi Tr
(
∆ V(0)T (1; k1) . . .V(0)T (1; kN0)∆V(π)T (−1; kN0+1) . . .V(π)T (−1; kN0+Npi)
)
= C1 N0(E, Fˆ )N0+Npi tu1(k1) . . . tuN0+Npi (kN0+Npi)
×
∫
dD−dkµ
(2π)D−d
1
(2π
√
α′)d
∑
n1,...nd
∫ 1
0
dx1 . . .
∫ 1
0
dxN0+Npi
×tr
(
Λ†(
L−1n√
α′
)Λ(k1) . . .Λ(kN0)Λ(
L−1n√
α′
)Λ(kN0+Npi) . . .Λ(kN0+1)
)
×tr (Tu1 . . . TuN0+1) tr (TuN0+Npi . . . TuN0+1)
×〈kµ, (L
−1n)i√
α′
| Trnzm
(
xL0−21 : e
ik1MX
M (1) : . . .
xL0−2N0+Npie
iπα′kN0+NpiNGNMkN0+NpiM : eikN0+NpiMX
M (−1) : |kµ, (L
−1n)i√
α′
〉 (119)
where ∆ = (L0−1)−1 is the open string propator. With a straightforward computa-
tion, after including the ghost contribution and performing a Poisson resummation
29
on the discrete momenta we find the following result
Aˆ (1, . . . N0, N0 + 1, . . . N0 +Nπ) =
= C1 (N0(E, Fˆ ))N0+Npi [detGµν det(LGL)ij ]
1
2
t1u1(k1) . . . tN0+NpiuN0+Npi (kN0+Npi)
(
1√
L
)N0+Npi
tr
(
Tu1 . . . TuN0+1
)
tr
(
TuN0+Npi . . . TuN0+1
)
δD−d
(√
α′
∑
krµ
)
δP kri∏
1≤r<s≤N0
e−iπα
′kriΘ
ij
totksj
∏
N0+1≤r<s≤N0+Npi
e+iπα
′kriΘ
ij
totksj
∫ 1
0
dw
w2
∫ 1
0
No+Npi−1∏
r=1
dρr
ρr
θ(ρr − ρr+1)
[− lnw
π
]−D/2 [
1∏∞
n=1(1− wn)
]D−2
∏
1≤r<s≤N0
e2α
′krMGMNksN lnψrs
∏
N0+1≤r<s≤N0+Npi
e2α
′krMGMNksN lnψrs
∏
1≤r≤N0<s≤N0+Npi
e2α
′krMGMNksN lnψTrs
∑
(mi0)∈Zd
e
pi2
lnw
α′
“
Lm0√
α′ +Θtot
PN0
r=1 kri
”iGij
“
Lm0√
α′ +Θtot
PN0
s=1 ksi
”j
e
−i2πα′PN0+Npir=1 ln ρrlnw kri
“
Lm0√
α′ +Θtot
PN0
s=1 ks
”i
(120)
where we have defined the new integration variables ρr = x1 . . . xr, w = ρN0+Npi and,
for s > r, the ratios csr = ρs/ρr = xr+1 . . . xs. We have also defined the quantities
ψrs = ψ(csr, w) given by exponential of the annulus propagators as
ψ(c, w) = c−
1
2 exp
(
(ln c)2
2 lnw
)
exp
(
−
∞∑
n=1
cm + (w/c)m − 2wm
m(1− wn)
)
ψT (c, w) = c−
1
2 exp
(
(ln c)2
2 lnw
)
exp
(
−
∞∑
n=1
(−c)m + (−w/c)m − 2wm
m(1 − wn)
)
(121)
In eq. (120) the contribution [detGµν det(LGL)ij ]
1
2 in the first line comes
from Poisson resummation and is fundamental in fixing the normalization of the
amplitudes as we discuss later.
If we now compute any other partial amplitude with a different relative ordering
of the vertices on the two boundary we get almost the same result as before because
the vertices on the boundaries commute: the only difference is given by the relative
ordering of the ρ of the vertices on the two boundaries. Therefore when we sum
over all possible relative ordering with |yN0+Npi | less than all the other y and x as
shown in eq. (117) we get the same result as above where the ordering of the ρ on
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the two boundaries are independent, explicitly
∫ 1
0
No+Npi−1∏
r=1
dρr
ρr
θ(ρr − ρr+1)⇒
∫ 1
0
No−1∏
r=1
dρr
ρr
θ(ρr − ρr+1)dρN0
ρN0
θ(ρr − ρN0+Npi)
×
∫ 1
0
No+Npi−1∏
r=N0+1
dρr
ρr
θ(ρr − ρr+1) (122)
since the vertex located in ρN0+Npi = w is always the last and we keep the ordering
on the two boundaries fixed.
We can now perform a modular transformation in order to express the amplitude
using the closed string variables q and νr (r = 1, . . .N0 +Nπ − 1) defined as
ln q =
2π2
lnw
, νr =
ln ρr
lnw
(123)
so that the quantities which enter the amplitude become
ψ(ν, q) = ψ(ρ, w) =
2π
− ln q sin(πν)
∞∏
n=1
(1− ei2πνq2n)(1− e−i2πνq2n)
(1− q2n)2
ψT (ν, q) = ψT (ρ, w) =
π
− ln q q
−1/4
∞∏
n=1
(1− ei2πνq2n−1)(1− e−i2πνq2n−1)
(1− q2n)2
∞∏
n=1
(1− wn) = e− pi
2
12 log q
(− log q
π
) 1
2
q
1
12
∞∏
n=1
(1− qn) (124)
The partial amplitude (118) obtained by summing over the subclass of permutations
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Q can be rewritten for D = 26 as10
A (1, . . . N0;N0 + 1, . . . N0 +Nπ) =
= 21−
D
2 (2π)N0+Npi−1 C1 (N0(E, Fˆ ))N0+Npi [detGµν det(LGL)ij ]
1
2
t1u1(k1) . . . tN0+NpiuN0+Npi (kN0+Npi)
(
1√
L
)N0+Npi
tr
(
Tu1 . . . TuN0+1
)
tr
(
TuN0+Npi . . . TuN0+1
)
δD−d
(√
α′
∑
krµ
)
δP kri∏
1≤r<s≤N0
e−iπα
′kriΘ
ij
totksj
∏
N0+1≤r<s≤N0+Npi
e+iπα
′kriΘ
ij
totksj
∑
(mi0)∈Zd
∫ 1
0
dq q
−3+ 1
2
α′

(
PN0
r=1 kr)
T G−1(PN0s=1 ks)+
“
Lm0√
α′ +Θtot
PN0
r=1 kr
”T
G
“
Lm0√
α′ +Θtot
PN0
s=1 ks
”ff
[∏
(1− q2n)2
]−24+2(N0+Npi)
∫ 1
0
N0−1∏
r=1
dνr θ(νr+1 − νr) dνN0
N0∏
r=1
e
−i2πνrα′ kTr
“
Lm0√
α′ +Θtot
PN0
s=1 ks
”
∏
1≤r<s≤N0
[
2 sin πνsr
∞∏
n=1
(1− ei2πνsrq2n)(1− e−i2πνsrq2n)
(1− q2n)2
]2α′krG−1ks
∫ 1
0
N0+Npi−1∏
r=N0+1
dνr θ(νr+1 − νr)
N0+Npi∏
r=N0+1
e
−i2πνrα′ kTr
“
Lm0√
α′ +Θtot
PN0
s=1 ks
”
∏
1≤r<s≤N0
[
2 sin πνsr
∞∏
n=1
(1− ei2πνsrq2n)(1− e−i2πνsrq2n)
(1− q2n)2
]2α′krG−1ks
∏
1≤r≤N0<s
[ ∞∏
n=1
(1− ei2πνsrq2n−1)(1− e−i2πνsrq2n−1)
(1− q2n)2
]2α′krG−1ks
(125)
where we have set νN0+Npi = 1.
Summing over all the cyclically equivalent configurations on the σ = 0 bound-
ary11 and redefining in a proper way the integration variables as explained in ap-
10 To make formlae more compact we define mM = ΘMN = 0 when M,N 6= i, j.
11 These permutations are a subset of the P0 permutations which are non trivial since the P0
permutations are not required to keep N0 fixed.
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pendix C.4 we finally get
N0∑
k=1
A(k, . . . N0, 1, . . . k − 1;N0 + 1, . . .N0 +Nπ) =
= 2π 21−
D
2 C1 (N0(E, Fˆ ))N0+Npi [detGµν det(LGL)ij ]
1
2
t1u1(k1) . . . tN0+NpiuN0+Npi (kN0+Npi)
(
1√
L
)N0+Npi
tr
(
Tu1 . . . TuN0+1
)
tr
(
TuN0+Npi . . . TuN0+1
)
δD−d
(√
α′
∑
krµ
)
δP kri∏
1≤r<s≤N0
e−iπα
′kriΘ
ij
totksj
∏
N0+1≤r<s≤N0+Npi
e+iπα
′kriΘ
ij
totksj
∑
(mi0)∈Zd
∫ 1
0
dq q
−3+ 1
2
α′

(
PN0
r=1 kr)
T G−1(PN0s=1 ks)+
“
Lm0√
α′ +Θtot
PN0
r=1 kr
”T
G
“
Lm0√
α′ +Θtot
PN0
s=1 ks
”ff
[∏
(1− q2n)2
]−24+2(N0+Npi)
∫ 1
0
dνN0 e
−i2πνN0 α′
PN0
r=1 k
T
r
Lm0√
α′
∫ 2π
0
N0−1∏
r=1
dφr θ(φr − φr+1)
N0∏
r=1
e
+iφrα′ kTr
“
Lm0√
α′ +Θtot
PN0
s=1 ks
”
∏
1≤r<s≤N0
[
2 sin
φrs
2
∞∏
n=1
(1− eiφrsq2n)(1− e−iφrsq2n)
(1− q2n)2
]2α′krG−1ks
∫ 2π
0
N0+Npi−1∏
r=N0+1
dφr θ(φr+1 − φr)
N0+Npi∏
r=N0+1
e
−iφrα′ kTr
“
Lm0√
α′ +Θtot
PN0
s=1 ks
”
∏
N0+1≤r<s≤N0+Npi
[
2 sin
φsr
2
∞∏
n=1
(1− eiφsrq2n)(1− e−iφsrq2n)
(1− q2n)2
]2α′krG−1ks
∏
1≤r≤N0<s
[ ∞∏
n=1
(1− ei(φr+φr−2πνN0 )q2n−1)(1− e−i(φs+φr−2πνN0 )q2n−1)
(1− q2n)2
]2α′krG−1ks
(126)
with φN0 = 0, φN0+Npi = 2π.
We can now expand in powers of q, integrate over νN0 , shift φ¯r = φr + 2π −
φN0+1 for r > N0 so that φ¯N0+1 = 0 and then we can compare with the N open
tachyons - 1 closed tachyon amplitude. If we consider in particular the terms
e
iφrα′ kTr
“
Lm0√
α′ +Θtot
PN0
s=1 ks
”
we must identify(
Lm0√
α′
+Θtot
N0∑
r=1
kr
)
= (E−1kL − E−TkR) (127)
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which implies
m0 = hˆ ǫn + f˜m (128)
so that we have
N0∑
k=1
A(k, . . .N0, 1, . . . k − 1;N0 + 1, . . .N0 +Nπ) ∼
∫
dD−dkC
(2π)D−d (2π
√
α′)d
∑
nC
A(1, . . .N0;C) A(N0 +Nπ, . . . N0 + 1;−C) 1
kTCG−1kC − 4α′
(129)
where C stands for the closed string tachyon appearing in the mixed amplitude
(116), −C the closed string tachyon with opposite momentum and the disk ampli-
tude associated to the σ = π boundary is run in the opposite direction w.r.t. the
one associated to the σ = 0 boundary as a simple picture shows it is the case.
Making the previous equation more precise and comparing the overall coefficients
we can then write
(C0(E, Fˆ ) N0(E, Fˆ ))2 (2π
√
α′)D = 2π 21−
D
2 C1 [detGµν detGij ]
1
2
2
α′
(130)
which matches the result from the annulus given in appendix (C.5) and together
the sewing relations ([19] 12)
C0(E, Fˆ ) N0(E, Fˆ )2 α′ = C˜0(E) N˜0(E)2 α
′
2
= 1 (131)
allow to fix the normalization.
7 T-duality action on vertices.
In this section we would like to show that all the previous amplitudes for a theory of
N = N1L wrapped D25 branes with magnetic field Fˆ12 =
f
L
which breaks the gauge
group to U(N1) can be obtained by a T-duality transformation of the amplitudes
for a theory of N1 D25 branes with vanishing magnetic field.
In doing so we prove the equivalence of the two theories also when gravitational
interactions are considered. This happens because the phases depend on momenta
only and we can use sewing techniques to argue that all amplitudes are invariant
once we we have shown that pure open string amplitudes and mixed amplitudes
with one closed string are invariant.
We can always choose the abelian field strength block diagonal in space-time
and, because of that, in the previous sections we have considered the case where
12 In [19] the open string normalization was C0(E, Fˆ ) N0(E, Fˆ )2 α′ because the gauge generators
were normalized as tr(TuTv) =
1
2δuv while here they are normalized as tr(TuTv) = δuv.
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the magnetic field is turned on only in two directions within a non factorized torus.
We consider therefore only T-duality transformations which act on x1 and x2 whose
non trivial part of the Λ matrix is given by
Λ ⊃
(
f˜I2 hˆǫ
−fǫ LI2
)
∈ O(2, 2,Z) Lf˜ − fhˆ = 1 f f˜ ∈ 2Z (132)
This T-duality transformation acts on zero modes as(
m1
n2
)
=
(
L −hˆ
−f f˜
)(
mt1
nt2
) (
m2
n1
)
=
(
L hˆ
f f˜
)(
mt2
nt1
)
(133)
The previous T-duality can be understood as the result of a T-duality, followed by
a rotation and then by another T-duality as shown in eq. (3) therefore the closed
string vertices must be transformed in order to have invariant amplitudes as shown
in ([16], [3]) as
W(c)βL,βR(n,m; [Mc0])→ eiπm
2n2 eiπm
t2nt2 W(c)
βtL,β
t
R
(nt, mt; [Mc0]) (134)
where we have written the explicit dependence on the cocycle through the equiv-
alence class of the matrix Mc0 (93). It is then possible to check that the phase
eiΦ(c)(k,l) in eq. (83) is the same of the one obtained by computing the product
eiπm
2
knk2 eiπm
t2
k n
t
2kW(c)
βtL,β
t
R
(ktL, k
t
R; [Mc0])×eiπm
2
l nl2 eiπm
t2
l n
t
2lW(c)
αtL,α
t
R
(ltL, l
t
R; [Mc0]) (135)
upon the use of the transformations (133). Notice that the same result holds if we
perform the T-dualities along the x-axes.
We can now consider what happens in the open sector. In [1] we discussed how
the T-duality transformations can be implemented in open string formalism. The
starting point was to impose the same transformations in eq. (134) on the closed
string vertices written in open string formalism, i.e.
WβL,βR(n,m; [Mc0])→ eiπm
2n2 eiπm
t2nt2 WβtL,βtR(nt, mt; [Mc0]) (136)
where the closed string vertices are the generalization of the one in eq. (96) to an
arbitrary closed string state (βL, βR). In our particular case the first vertex has
winding dependent “Chan-Paton” factors while the second has not (since we have
only a stack of branes with equal Wilson lines). The results of the discussion in
[1] can be summarized in the following transformation rules for the open string
quantities
kt = T−T (F ) k θ = T T (F ) θt
G = T T (F ) Gt T (F ) Θt = T (F ) Θ T T (F ) + BˆT T (F )
XˆL(0)(z) = Xˆ
t
L(0)(z) XˆR(0)(z¯) = Xˆ
t
R(0)(z¯) (137)
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where we have defined T (F ) = Aˆ + BˆFˆ . In the case at hand where Fˆ t = 0 it was
shown that
T (F ) = Dˆ−T = L−1I (138)
We are now in the position of showing that the product of two open string
vertices in eq. (99,100) is invariant. This amounts to show that
kTG−1l = ktTGt−1lt
e−iπα
′kT (Θ+ΘCP )l = e−iπα
′ktTΘtlt (139)
This first equation is trivially satisfied. We can now use the explicit expression for
Bˆ = hˆǫ and ΘCP = Lhˆǫ to explicitly show that the second one holds:
Θt = T (Θ + T−1hˆǫ) T T = T (Θ + ΘCP ) T
T (140)
Next we can consider the N open tachyons - 1 closed tachyon amplitude given
in eq. (116). To show that it is invariant we notice that the previous closed string
vertex transformation (136) can be written as
WβL,βR(n,m; [Mc0])→ eiπhˆf(m
1n1+m2n2) eiπhˆLn1n2 WβL,βR(nt, mt; [Mc0]) (141)
The sign in this expression reproduces exactly the one from the would-be closed
string Chan-Paton in the second line of eq. (116). Momentum conservation and all
products of two momenta can be easily checked to be invariant. It is then immediate
to check that this amplitude is T-duality invariant when the normalization satisfies
C0(E, Fˆ ) N0(E, Fˆ )N N˜0(E) = C0(Et, F t) N0(Et, F t)N N˜0(Et) (142)
but this is was verified in [1].
A Conventions.
• Indices:
Compact i, j, · · · = 1, . . . d; non compact µ, ν, · · · = 0, d + 1 . . .D; general
M,N, · · · = 0, . . .D;
Color a, b, . . . ;
• δ[N ]m,n means m ≡ n mod N ;
• Given a matrix Q, we use [Q]S, [Q]A to mean respectively the symmetric and
the antisymmetric part and [Q]> to denote the upper diagonal part, i.e. the
matrix where we set Qij = 0 when i < j, and similarly for [Q]<;
• ’t Hooft matrices PN and QN : QNPN = e−2πi 1N PNQN .
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• Background matrices:
E = ‖ Eij ‖= G+B
E = ‖ Eij ‖= ET + 2πα′q0F = G− B (143)
and
Fˆ = 2πα′q0F
B = B − 2πα′q0F = B − Fˆ
E−1 = G−1 −Θ (144)
from which we deduce that
EG−1ET = ETG−1E = G
Θ =
1
2
(E−T − E−1) = −E−1BE−T (145)
Moreover we can extend all the previous quantities to both compact and non
compact indices by setting:
Gi0 = Bi0 = Fi0 = 0. (146)
B Vertices and cocycles for dipole strings.
B.1 Useful formula.
Since we are using the open string formalism we define the logarithm as
ln(z − w) = ln(z)−
∞∑
1
1
n
(w
z
)n
|w| < |z|, 0 ≤ arg(z), arg(w) < π (147)
as suggested by the operatorial formalism and then we analytically continue it to
the whole complex plane. Given the previous range for the arguments we find
(arg(z¯) = −arg(z))
ln(z − w¯) = ln(w¯ − z) + iπ
ln(z − w) = ln(w − z) + iπ sgn
(
arg
( z
w
))
⇒ ln(z¯ − w¯) = ln(w¯ − z¯) + iπ sgn
(
arg
( z¯
w¯
))
= ln(w¯ − z¯)− iπ sgn
(
arg
( z
w
))
(148)
but if we write y = |y|eiπ then we are out of our range and we actually find
ln(y − w¯) = ln(w¯ − y) + iπ (149)
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In the following we need also the following expressions. If we fix z = |z|eiζ with
0 < ζ < π, we get for x > 0 > y
ln(x− z) = ln |x− z|+ iψ , ln(x− z¯) = ln |x− z| − iψ, − π + ζ < ψ < 0
ln(y − z) = ln |y − z|+ iψ , ln(y − z¯) = ln |y − z| + i(2π − ψ), π < ψ < π + ζ
(150)
The ranges can be obtained by comparing the x, |y| → ∞ and x = |y| = |z| values
with the definition given in eq. (147) which is valid exactly for x, |y| > |z|. The
expression for ln(y − z¯) is obtained since ln(y − z¯) = i2π + (ln(y − z))∗ because
y = |y|eiπ = y∗e2iπ.
B.2 Cocycles for closed string vertexes in presence of a B
background.
Before computing the closed vertices OPEs in open string formalism we need to
determine the closed string cocycles in closed string formalism so that any two closed
string vertices commute and then compute their OPEs which we must reproduce
in open string formalism. The compact part of the closed string vertex for the
emission of a state with right (left) quantum number βL (βR) we consider is of the
form
WβLβR(z, z¯; kL, kR) = c(kL, kR; p)WβLβR(z, z¯; kL, kR) (151)
c(kL, kR; p) = e
iπ(niAijc nˆj+niBic jmˆj+miC
j
c i nˆj+m
iDc ijmˆ
j) (152)
where WβLβR(z, z¯; kL, kR) = VβL(z, kL) V˜βR(z¯, kR) is the usual closed string vertex
without cocycle, n, m are the momentum and the winding associated to kL, kR and
nˆ, mˆ are the operator given by
nˆ =‖ nˆi ‖=
√
α′
(
EpL + E
TpR
)
mˆ =‖ mˆi ‖=
√
α′ (pL − pR)
and we want to fix the constant matrices Ac, Bc, Cc, Dc.
To compute these matrices we compare the analytic continuation from |z| > |w|
to |z| < |w| of the expression [W(z, z¯; kL, kR)W(w, w¯; lL, lR)]an.cont with the other
expression W(w, w¯; lL, lR)W(z, z¯; kL, kR):
W(z, z¯; kL, kR)W(w, w¯; lL, lR) = eiΦc(k,l)c(kL + lL, kR + lR; p)
VL(z, kL)VL(w, lL) VR(z¯, kR)VR(w¯, lR) |z| > |w|
with
eiΦc(k,l) = e−iπ[n
T
l Acnk+n
T
l Bcmk+m
T
l Ccnk+m
T
l Dcmk]
= e−iπα
′[lTLG−1(ETAcE+ETBc+CcE+Dc)G−1kL+lTRG−1(EAcET−EBc−CcET+Dc)G−1kR]
×e−iπα′[lTLG−1(ETAcET−ETBc+CcET−Dc)G−1kR+lTRG−1(EAcE+EBc−CcE−Dc)G−1kL]
(153)
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where we have used kL =
1
2
√
α′
(
nk + E
Tmk
)
, kR =
1
2
√
α′
(nk −Emk) and similarly
for l. This expressions shows that the matrices Ac and so on are defined up to
arbitrary even integer valued matrices, i.e. for example Ac ≡ Ac + 2ZA with ZA an
arbitrary integer valued matrix.
Now we commute the vertexes and we make use of [ln(z − w)]an.cont = ln(w −
z) + iπS and [ln(z¯ − w¯)]an.cont = ln(w¯ − z¯) − iπS with S ∈ 2Z + 113 where the
opposite sign is due to the fact that ln(z¯ − w¯) = ln(z − w) as follows from the
operatorial method where ln(z − w) = ln(z) − ∑∞n=1 1n (wz )n and ln(z) = ln(z),
hence the equation we need solving is
eiΦc(k,l)ei2πα
′S(kTLG
−1lL−kTRG−1lR) = eiΦc(l,k) (154)
The previous expression can be rewritten as
e−iπ(n
T
l (Ac−ATc )nk+nTl (Bc−CTc −SI)mk+mTl (Cc−BTc −SI)nk+mTl (Dc−DTc )mk) = 1⇒
nTl (Ac − ATc )nk + nTl (Bc − CTc − SI)mk +mTl (Cc − BTc − SI)nk +mTl (Dc −DTc )mk ≡ 0 mod 2
(155)
and immediately solved as
Ac = [Ac]S + ZA A [Ac]A ≡ ZA A = −ZTA A
Dc = [Dc]S + ZD A [Dc]A ≡ ZD A = −ZTD A
Cc = B
T
c − I+ 2ZC (156)
by choosing respectively nk,l 6= 0, mk,l = 0, mk,l 6= 0, nk,l = 0, and nk, ml 6= 0, mk =
nl = 0 where [Ac]S, [Dc]S are arbitrary symmetric complex matrices, Bc is an arbi-
trary complex matrix, ZA A, ZD A are arbitrary antisymmetric integer valued ma-
trices and ZC is an arbitrary integer valued matrix.
There is actually another constraint. It comes from the request of having hermi-
tian vertices. If we compute using the vertex in eq. (151) and we suppose Ac, Bc, Cc
and Dc are real , we get
(WβLβR(z, z¯; kL, kR))† =
1
|z|4WβLβR(
1
z¯
,
1
z
;−kL,−kR)c(−kL,−kR; p)
= eiΦc(k,k)
1
|z|4WβLβR(
1
z¯
,
1
z
;−kL,−kR) (157)
hence we get the constraint
eiΦc(k,k) = e−iπn
T [Ac]Sn e−iπm
T [Dc]Sm e−iπm
T (2BTc −I+2ZC)n = 1 (158)
which can be solved by setting [Ac]S = ZA0+Z
T
A0 i.e. choosing a symmetric matrix
with even integer diagonal entries and arbitrary integer entries otherwise, [Dc]S =
13 We have that S = 2(nz − nw) + sgn([φz]− [φw]) with arg(z) = [φz] + 2pinz, −pi < [φz ] ≤ pi.
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ZD0 + Z
T
D0 and Bc =
1
2
I + ZB where all these Z matrices are integer valued. The
final solution for the matrices Ac, Bc, Cc and Dc is
Ac = ZA A + 2[ZA0]S + 2ZA, Z
T
A A = −ZA A,
Dc = ZD A + 2[ZD0]S + 2ZD, Z
T
D A = −ZD A,
Bc =
1
2
I+ ZB
Cc = B
T
c − I+ 2ZC = −
1
2
I+ ZTB + 2ZC (159)
where all matrices are integer valued and all matrices Ac, Bc, Cc and Dc are in the
same class of equivalence for any choice of the ZA, ZD and ZC matrices, i.e. they
yield the same phase (153).
Four points are worth noticing:
• a change in ZB gives rise to a different phase;
• the previous equations (159) and (153) mean that all the entries are actually
equivalent either to 0 or 1;
• we can always set ZAA = ZDA = 0 by choosing ZA = −[ZAA]< so that Ac =
[[ZAA]>]S+2[ZA0]S = [Ac]S and this possible “gauge” is important for solving
the conditions which allow the product of two closed string vertices in open
string formalism to reproduce the same product in closed string formalism;
• more generally we can always choose ZA so that [Ac]A = ZˆA where ZˆA is an
arbitrary antisymmetric integer valued matrix by choosing ZA = [ZˆA−ZAA]<
and similarly for ZD.
We could try to fix the undetermined matrices requiring the phase eiΦc(k,l) to
be invariant under T-duality, but from the transformation properties m → n and
n → n we see that the best we can do is to set Ac = Dc = Cc = 0 mod 2
and Bc = 1 mod 2 which nevertheless does not give neither a T-duality invariant
phase nor a proper hermitian conjugation. The simplest choice compatible with
hermitian conjugation is
Ac = Dc ≡ 0, Bc = −Cc ≡ 1
2
I mod 2 (160)
so that
eiΦc(k,l) = e−i
1
2
π(nTl mk−mTl nk)
= eiπα
′[lTLG−1BG−1kL+lTRG−1BG−1kR+lTLG−1kR−lTRG−1kL]
×e−i2πα′[lTLG−1(ETZAE+ETZB+ZCE+ZD)G−1kL+lTRG−1(EZAET−EZB−ZCET+ZD)G−1kR]
×e−i2πα′[lTLG−1(ETZAET−ETZB+ZCET−ZD)G−1kR+lTRG−1(EZAE+EZB−ZCE−ZD)G−1kL]
(161)
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As in the case B = 0 [9] the existence of different possible cocycles does not
mean that we have different theories since we get an overall common phase to a given
amplitudes independently of the genus of the Riemann surface they are computed
on.
B.3 Dipole vertices.
In this subsection we work on R ⊗ SD−1 and we use the usual XL(0)(z) expansion
which contains the commuting xi0 instead of x
i = xi0 − πα′ΘilGlmpm as given in eq.
(49) of the main text, i.e. in this subsection we use
X iL(0) = x
i
0 − i2α′pi ln(z) + n.z.m. = Xˆ iL(0) + πα′ΘilGlmpm (162)
with OPEs
XL(0)(z)X
T
L(0)(w) ∼ −2α′ ln(z − w)G−1
XL(0)(z)X
T
R(0)(w¯) ∼ −2α′ ln(z − w¯)G−1
XR(0)(z¯)X
T
R(0)(w¯) ∼ −2α′ ln(z¯ − w¯)G−1 (163)
We expect therefore a non vanishing p dependent cocycle due to the shift by p in
the relation between x and x0.
We consider the bundle given in eqs. (40) and (42) where there are also Wilson
lines in the part of the group without magnetic field so that the surviving group is
U(1)N hence we have to take into account that the momenta do depend on the the
Wilson lines as described in footnote 4, i.e. the spectrum of the momentum kM ;IJ
which can be obtained imposing the periodicity of the vertices as given in eq. (76)
is given by √
α′ki;IJ =
ni
L
+ θIi − θJi (164)
with 0 ≤ θIi < 1L as discussed around eq.(36).
In order to simplify the notation we consider as in the main text the simplest
non trivial case where r = 2, i.e. the magnetic field is turned on in U(L) ⊂
U(L) ⊗ U(N1) ⊂ U(LN1) therefore the color indices have two components e.g.
I = (I1, I2). Notice however that when r = 2 the momentum ki;IJ depends only on
I2 and J2 and not on I1, J1 since their dependence cancels
Since all problems associated with phases are captured by tachyonic vertex oper-
ators we consider only the vertices for the emission of an open tachyon from σ = 0,
σ = π boundaries and of a closed string tachyon.in eq. (164). The most general
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form of these vertices is
V(0)T (x; k) = tI2J2(k) ei2α
′(kN;IJDNM0 kM;IJ+kM;IJ(C0G)MNpN) eikM;IJH
M
0.Ny
N
0
× : eikM;IJXML(0)(x) :
×ΛL;I1J1(n1, n2)|(I1, I2)〉σ=0 σ=0〈(J1, J2)|
V(π)T (y; k) = tJ2I2(k) ei2α
′(kM;IJDMNpi kN;IJ+kM;IJ(CpiG)MNpN) eikM;IJH
M
pi.Ny
N
0
× : eikM;IJXML(0)(y) :
×ΛL;J1I1(n1, n2)|(I1, I2)〉σ=π σ=π〈(J1, J2)|
WTc(z, z¯; kL, kR, y0) = t(c)(k) ei(nMA
MN
o nN+m
MDo MNm
N+mMC .No M nN) ei
√
α′(nM (B1G)MN +mM (B2G)MN)pN
×ei(nM (I1)MN +mM (I2)MN )
yN0√
α′ : eikLM (G
−1E)M.NXNL(0)(z) : : eikRM (G
−1ET )M.NXNR(0)(z¯) :
×ΛL;I1J1(−fm2, fm1)⊗ II2J2|(I1, I2), K〉 〈(J1, I2), K| (165)
where |(I1, I2)〉σ=0 (σ=0〈(I1, I2)|) is the ket (bra) for the state with color (I1, I2) at
σ = 0, similarly for |(I1, I2)〉σ=π and |(I1, I2), K〉 = |(I1, I2)〉σ=0 |(K1, K2)〉σ=π. We
have also used x = |x|ei0, y = |y|eiπ.
It is worth stressing that the implicit sum over I2 and J2 which also label the
momenta kM =‖ kM ;IJ ‖=‖ kM ;(I1,I2)(J1,J2) ‖ gives the vertices a non trivial, i.e. non
factorized in operatorial and color space, matricial structure.
These vertices contain cocycles which are determined by the constant matrices
C0,π, D0,π, H0,π and Ao, Do, Co, B1,2, I1,2 which we want to determine in order to
satisfy the requirements needed for a proper CFT as discussed in section 5.214. For
the non compact direction our conventions are
k0 =
1
2
kL0 =
1
2
kR0 =
n0√
α′
, m0 = 0 (168)
along with the hypothesis that mixed compact - non compact components of all
matrices vanish, as for example
‖ Cµν0 ‖=
(
C000
C0
)
, C0 =‖ C ij0 ‖ (169)
14 We could also have expressed the vertices using Xˆ (for the compact part of the closed string
emission vertex) as
WTc,compact(z, z¯; kL, kR, y0) = ei(niA˜
ij
o nj+m
iD˜o ijm
j+miC˜ .j
o i
nj)ei
√
α′(ni(B1G)ij+mj(B2G)ij)pj
×ei(ni(I˜1)ij+mi(I˜2)ij)
y
j
0√
α′ : eikLiXˆ
i
L(z) :: eikRiXˆ
i
R(z¯) : (166)
but this amounts to a redefinition of the matrices:
Ao = A˜o, Do = D˜o + [(I2 +
1
2
)θG]S , Co = C˜o −Gθ(I1 − 1
2
)
I1 = I˜1, I2 = I˜2 +G (167)
where θ is defined in eq. (171).
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and similarly for all the other matrices. We take also
D00o = C
00
o = 0. (170)
In the following subsection we will also assume that
[yi0, y
j
0] = i 2πα
′ θij (171)
even if our aim is to stick as close as possible with the naive form of the vertices by
choosing
D0 = C0 = H0 = 0, Hπ = 0, I1 = 0, I2 = G, θ
ij = 0 (172)
Generalizing previous results obtained in ([9],[20],[23] ) to this case we assume
also that y0 gets shifted after the emission of an open string with momentum k from
the σ = 0 boundary as
∆0(kIJ)y
i
0 = 2
√
α′νij0 Θj(
√
α′kIJ) (173)
where kIJ is the momentum for a string starting at σ = 0 with color (I1, I2) and
ending at σ = π with color (J1J2) and we have defined
√
α′ki;IJ =
ni
L
+ θIi − θJi ⇒ Ii(
√
α′kIJ) =
ni
L
δI,J , Θi(
√
α′kIJ) = θ
I
i − θJi (174)
For use in the computations we recall that the product of two momentum de-
pendent Chan-Paton is
ΛL(n1, n2)ΛL(m1, m2) = e
−iπα′( n1√
α′L ,
n2√
α′L )ΘCP (
m1√
α′L ,
m2√
α′L )
T 1√
L
ΛL(n1 +m1, n2 +m2)
(175)
where we have defined for later convenience
ΘCP = Lhˆǫ = Lhˆ
(
0 +1
−1 0
)
(176)
with hˆf ≡ −1 mod L.
B.4 Requirements for a proper CFT.
In order to have a well defined CFT we want all operators to be relatively local, i.e.
we do not want them to create cuts in the surface where they are inserted therefore
we check the following properties
1. The open string vertices on the opposite boundaries commute;
2. The open string emission vertex from σ = 0 commutes with the closed string
vertex;
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3. In a similar way the open string emission vertex from σ = π commutes with
the closed string vertex;
4. The product of two closed string vertices in open string formalism must re-
produce the result in the closed string formalism.
5. Proper behavior under Hermitian conjugation.
In details the constraints listed above become:
1. The open string vertices on the opposite boundaries commute:[V(0)T (x; k, y0 +∆π(l)y0) V(π)T (y; l, y0)]an. cont.
= V(π)T (y; l, y0 +∆0(k)y0) V(0)T (x; k, y0) (177)
where an. cont. means analytically continued from the region |x| > |y! to
|x| < |y| and we have introduced a shift in the y0 as in eq. (173)
∆0(k)y0 = 2α
′ν0Θ(k) (178)
and we have also introduced for generality the analogous shifts in the y0 for
the emission from the σ = π boundary:
∆π(l)y0 = 2α
′νπΘ(l). (179)
even if it can be argued to be zero.
The constraint we get is independent of the Chan-Paton factors since when
we commute the two vertices on the two borders we do not change the matrix
ordering but only the radial ordering. If we denote the σ = 0 indices as I and
J and Iˆ and Jˆ the σ = π ones we get the constraint
ei2α
′k0(−CTpi +C0−πG−1)
00
l0
× ei2α′kTIJ H0νpi Θ(lIˆ Jˆ )
× e−i2α′kTIJ CTpi lIˆ Jˆ
× e−i2πα′kTIJ H0θHTpi lIˆJˆ
× e−i2πα′kTIJ G lIˆ Jˆei2α′kTIJ CT0 lIˆJˆ
= ei2α
′lT
IˆJˆ
Hpiν0 Θ(kIJ ) (180)
where the second contribution is from the y0 shift, the third one from the
p cocycle, the fourth one from the y0 cocycle, and the fifth from the usual
operatorial vertex. The previous expression can be rewritten as
ei2α
′[kTIJ (−CTpi +C0−πG−1−πH0θHTpi ) lIˆJˆ+kTIJ H0νpi Θ(lIˆJˆ )−ΘT (kIJ ) νT0 HTpi lIˆJˆ ] = 1 (181)
for the compact directions and for the time direction as
ei2α
′k0(−C00pi +C000 −πG00)
00
l0 = 1. (182)
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2. The open string emission vertex from σ = 0 commutes with the closed string
vertex: [V(0)T (x; k, y0) WTc(z, z¯; kL, kR, y0)]an. cont.
=WTc(z, z¯; kL, kR, y0 +∆0(k)y0) V(0)T (x; k, y0) (183)
where the emission of a closed string does not change the “carrier” string.
As before we denote the σ = 0 indices as I and J then we find the constraint
for the compact directions
e−2iπ I(
√
α′kIJ )
T
ΘCP (−1)Fˆm
e−i
√
α′ kTIJ (B
T
1 n+B
T
2 m)
e−i2π
√
α′ kTIJ H0θ (I
T
1 n+I
T
2 m)
e−i2α
′π kTIJ G−1ETG−1 kL ei2α
′ kTIJ C0ETG−1 kL
ei2α
′π kTIJ G−1EG−1 kR ei2α
′kTIJ C0EG−1 kR
= e
i(nT I1+mT I2)
1√
α′∆0(kIJ )y0 (184)
where the first line is due to the commuting of the Chan-Paton factors15, the
second one to the commuting of the p dependent closed string cocycle, the
third one to XL(z), the fourth one to XR(z¯) and the last one to the shift in
y0 induced by the emission of an open string.
This constraint can be rewritten as
ei
√
α′ kTIJ(−BT1 +2πΘ+2C0−2πH0θIT1 −2νT0 IT1 )n ei
√
α′ Θ(kIJ )T (−2νT0 IT1 )n
ei
√
α′kTIJ(−BT−2πI−2πΘFˆ−2C0Fˆ−2πH0θIT2 )m ei
√
α′ Θ(kIJ )T (−2νT0 IT2 )m
ei
√
α′I(kIJ )T (2πΘCP Fˆ)m = 1
(185)
where we have used E−T = G−1EG−1, E−1 = G−1ETG−1 and
E−1ET + E−TE = 2I+ 2ΘFˆ
E−1ET − E−TE = −2G−1Fˆ (186)
For the non compact direction the constraint in eq. (185) becomes
eiα
′k0(−B01+2C000 )k(c)0 = 1 (187)
3. In a similar way the open string emission vertex from σ = π commutes with
the closed string vertex:[V(π)T (y; k, y0)WTc(z, z¯; kL, kR, y0)]an. cont.
=WTc(z, z¯; kL, kR, y0 +∆π(k)y0) V(π)T (y; k, y0) (188)
15 We have written I(
√
α′kIJ) since the open Chan-Paton matrices Λ(k) in eq.(57) depend on
the “integer” part of kIJ given in eq. (164).
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We find therefore the constraint for the compact directions
e−i
√
α′ kT
IˆJˆ
(BT1 n+B
T
2 n)
e−i2π
√
α′ kT
IˆJˆ
Hpiθ (IT1 n+I
T
2 m)
ei2α
′π kT
IˆJˆ
G−1ETG−1 kLei2α
′ kT
IˆJˆ
CpiETG−1 kL
ei2α
′π kT
IˆJˆ
G−1EG−1 kRei2α
′ kT
IˆJˆ
CpiEG−1 kR
= e
i(nT I1+mT I2)
1√
α′∆pi(kIˆ Jˆ)y0 (189)
It is worth noticing that the previous expression is independent on ΘCP since
the closed string vertex has a “Chan-Paton factor” which acts on σ = 0. In
performing this computation it is also necessary to be careful in computing
the phases since y = |y|eiπ and y∗ = e−2iπy, explicitly we have
ln(y − z) = ln(z − y) + iπ, ln(y − z¯) = ln(z¯ − y) + iπ (190)
which can be rewritten as
ei
√
α′ kT
IˆJˆ
(−BT1 +2πG−1+2Cpi−2πHpiθIT1 −2νTpi IT1 ) n
ei
√
α′ kT
IˆJˆ
(−BT2 −2πG−1Fˆ−2Cpi Fˆ−2πHpiθIT2 −2νTpi IT2 ) m = 1
(191)
while the time constraint reads
eiα
′ k0 (−B01+2πG00+2C00pi ) k
(c)
0 = 1 (192)
4. The product of two closed string vertices in open string formalism must re-
produce the result in the closed string formalism. An easy computation yields
WTc(z, z¯; kL, kR, y0) × WTc(w, w¯; lL, lR, y0)
= eiΦo(k,l) (z − w)2α′ kTLG−1lL(z¯ − w¯)2α′ kTRG−1lR
×No [WTc(z, z¯; y0)WTc(w, w¯; y0)]
(193)
In this expression the phase is given by
eiΦo(k,l) = ei[−2n
T
l Aonk−2mTl Domk−mTl Conk−nTl CTo mk]
e−i
√
α′(kTLG−1E+kTRG−1ET )(BT1 nl+BT2 ml)
e−iπ(n
T
k I1+m
T
k I2)θ(IT1 nl+IT2 ml)
e−iπ2α
′kTRE−1ETG−1lL
e−iπm
T
k Fˆ
TΘCP Fˆml
eiα
′l0(−2A000 −B001 −pi2G00)k0 (194)
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where the first line is due to the numerical cocycles, the second one to the
p dependent cocycle, the third one to the y0 dependent cocycle, the fourth
one to the commuting of X(0)L(w) with X(0)R(z¯) and the last but one to the
“Chan-Paton” factors.
The open string equivalent of the closed string normal ordering :WTc(z, z¯)WTc(w, w¯) :
is then given by
No [WTc(z, z¯)WTc(w, w¯)] = ei((nk+nm)
TAo(nk+nm)+(mk+ml)
TDo(mk+ml)+(mk+ml)
TCo (nk+nl))
e
√
α′((nk+nl)TB1+(mk+ml)TB2)Gp ei((nk+nm)
T I1+(mk+ml)
T I2) y0√
α′
: eik
T
LG
−1EXL(0)(z)+ilTLG−1EXL(0)(w) :
: eikRG
−1ETXR(0)(z¯)+ilRG−1ETXR(0)(w¯) : ΛL(−L Fˆ (mk +ml))
(195)
We can now explicitly write down the constraint by equating the phases given
in eq. (194) and eq. (153)
eiΦc(k,l) = eiΦo(k,l)
= ein
T
l (−2Ao+πI1θIT1 −pi2 E−TGE−T−B1)nk
ein
T
l (−CTo +πI1θIT2 +pi2 E−T GE−TE+B1Fˆ)mk
eim
T
l (−Co+πI2θIT1 −pi2EE−TGE−T−B2)nk
eim
T
l (−2Do+πI2θIT2 +pi2EE−TGE−TE+B2Fˆ−πFˆTΘCP Fˆ)mk
(196)
along with the constraint for the non compact direction
eiα
′k0(−B01+2πG00+2C00pi )k
(c)
0 = 1 (197)
5. Proper behavior under Hermitian conjugation.
We start computing the Hermitian of the open string vertices under the as-
sumption that all Chan-Paton factors are Hermitian16
[ΛCP (k)]
† = ΛCP (−k) (198)
16 For example in the case of twisted bundle with degeneration this is not true and we have
[ΛCP (k)]
† = eih·kΛCP (−k) where h is a vector which does not depend on the momentum k. In
this case it is not possible to redefine ΛCP to reabsorb the phase e
ih·k which shows also up in the
Zamolodchikov metric. This phase cannot hence be removed from the Hermitian conjugate of a
vertex, i.e.
[V(0)T (x; k)]† ∝ eih·kV(0)T ( 1x∗ ;−k).
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then we easily get
[V(0)T (x; k)]† = e−i2α′ kT (D0+D†0+C†0)kei2α′ kT (C0−C∗0 )Gp
×e−ikT (H∗0−H0)y0e−i
√
α′πkTH∗0 θH
T
0 k
T V(0)T ( 1x∗ ;−k)
x∗ 2α′kT G−1k
⇒ C0 = C∗0 , H0 = H∗0 ,
[
D0 +D
†
0 + C
†
0
]
S
= πn0G−1[V(π)T (y; k)]† = e−i2α′ kT (Dpi+D†pi+C†pi)kei2α′ kT (Cpi−C∗pi)Gp
×e−ikT (H∗pi−Hpi)y0e−i
√
α′πkTH∗piθHTpi kT
V(π)T ( 1y∗ ;−k)
y∗ 2α′kT G−1k
⇒ Cπ = C∗π, Hπ = H∗π,
[
Dπ +D
†
π + C
†
π
]
S
= πnπG−1
(199)
where we have used the fact that α′kTG−1k ∈ Z, [Q]S means the symmetric
part of the matrix Q and it is necessary to write y∗ because the need to keep
track of the phase due to the logarithm. Despite the fact that C0 contains an
antisymmetric part the symmetrization of the previous expression is such that
fortunately we can satisfy the constraints with D0 and Dπ. This can be seen
decomposing D0 into the real and imaginary part as D0 = D
T
0 = D0 R+iD0 I ,
then the (Hermitian conjugate of the) constraint can be formally solved as
D0 R = −1
2
[C0]S +
1
2
πn0G−1 (200)
and similarly for Dπ:
Dπ R = −1
2
[Cπ]S =
nπ + 1
2
πG−1 − 1
2
[C0]S (201)
where we have already used eq. (209). In the following we choose
n0 = 0, nπ = −1 (202)
Once n0 = 0 has been chosen then nπ is also fixed by the request of the
cyclicity of amplitudes which, for example, requires that the four open strings
amplitude can be computed either by fixing x4 = 0, x2 = 1, x1 = +∞ and
integrating over 0 ≤ x3 ≤ 1 or by fixing x3 = 0, x2 = 1, x1 = +∞ and
integrating over x4 ≤ 0.
We can now exam what happens to the closed string vertex where with the
48
help of arg
(
1
z∗
)
= arg(z) and arg
(
1
z¯∗
)
= arg(z¯) we find
[WTc(z, z¯; kL, kR, y0)]† = ei[−n
T
k (A
∗
o+Ao)nk−mTk (D∗o+Do)mk−mTk (C∗o+Co)nk]
e−i
√
α′(kTLG−1E+kTRG−1ET )(B∗T1 nk+B∗T2 mk)ei
√
α′[nT (B1−B∗1 )+mT (B2−B∗2 )]Gp
e
i(nT (I1−I∗1 )+mT (I2−I∗2 ))
y0√
α′ e−iπ(n
T (I1−I∗1 )+mT (I2−I∗2 ))θ(IT1 n+IT2 m)
e−iπ2α
′kTRE−1ETG−1kL
× 1
z∗ 2α′k
T
LG
−1kL
1
z¯∗ 2α′k
T
RG
−1kR
WTc(
1
z¯∗
,
1
z∗
;−kL,−kR, y0)
(203)
where the first contribution is due to the non operatorial cocycle, the second
one to the p dependent cocycle, the third one to to the y0 dependent cocycle
and the last ones to the reordering of the naive vertices. From the operatorial
part we get the constraints
B∗1,2 = B1,2, I
∗
1,2 = I1,2 (204)
and if we assume that
A∗o = Ao, D
∗
o = Do, C
∗
o = Co, (205)
we can immediately write
[WTc(z, z¯; kL, kR, y0)]† = eiΦo(k,k)
× 1
z∗ 2α′k
T
LG
−1kL
1
z¯∗ 2α′k
T
RG
−1kR
WTc(
1
z¯∗
,
1
z∗
;−kL,−kR, y0)
(206)
Because of the constraint in eq. (196) and because eiΦc(k,k) = 1 as in eq. (158)
we do not get any further constraints.
B.5 The solution of the constraints.
We now impose the constraints (172) to keep the solution as close as possible to
the naive vertices.
B.5.1 Solving open-closed string constraints.
The constraints for the non compact direction can be easily solved as
B001 = C
00
0 = 0, C
00
o = G
00, A00o = −
π
4
G00 (207)
as the case of the trivial background.
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Since we consider the general background given in eq. (42) with Wilson lines
in the part of the group without magnetic fields we generically have that Θ(k) 6= 0
therefore we get
ν0 = −πG−1 (208)
in agreement with the naive expectation. Eq.s (185) and (191) together with the
constraint (181) can be easily solved to yield
C0 = [C0]S − π
2
Θ
Cπ = [C0]S − πG−1 + π
2
Θ
B1 = 2[C0]S − πΘ
B2 = Fˆ B1 = Fˆ (2[C0]S − πΘ) (209)
A closer look to eq. (185) reveals that we are left with a term proportional I(k)
after using the previous equations. This term reads
ei
√
α′I(k)T (−BT2 −2πI−2πΘFˆ−2C0Fˆ−2πH0θIT2 )m ei
√
α′I(k)T (2πΘCP Fˆ)m
= ei
√
α′I(k)T (2πΘCP Fˆ+2νT0 IT2 )m = ei
1
L
nTk (2πΘCP Fˆ+2νT0 IT2 )m = 1 (210)
when we use eq. (176) we can write
ΘCP Fˆ = (1− f˜L)I (211)
and check that it does not imply any further constraint.
B.5.2 Consistency of the closed string constraints.
We can now write explicitly the constraint (196) using eq. (153) as
− πAc = −2Ao − π
2
E−TGE−T − B1
−πBc = −CTo +
π
2
E−TGE−TE +B1Fˆ
−πCc = −Co − π
2
EE−TGE−T − B2
−πDc = −2Do + π
2
EE−TGE−TE +B2Fˆ − πFˆΘCP Fˆ
(212)
One could think these constraints just give the matrices Ao, Do and Co: this is
not so because
Ao = A
T
o , Do = D
T
o , (213)
moreover Co enters two equations and we have to remember eq.s (86).
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Because both Ao and Do are symmetric we have to consider what happens to
the antisymmetric part of the first and fourth equation; the first equation becomes
− π[Ac]A = −π(ZAA + 2[ZA]A)
= −π
2
[E−TGE−T ]A − [B1]A
= −πΘ− [B1]A = 0 (214)
where in the last line we have used eq. (209) from the previous section and
[E−TGE−T ]A = 1
2
(
(E−1 + 2Θ)GE−T − E−1GE−1) = 2Θ (215)
This constraint is nothing else but a choice of “gauge”: [Ac]A = 0.
The antisymmetric part of the fourth equation can be now written as
− π[Dc]A = −π(ZDA + 2[ZD]A)
= +
π
2
[EE−TGE−TE]A + [B2Fˆ ]A − πFˆΘCP Fˆ
= +πFˆ + πFˆΘFˆ + [B2Fˆ ]A − πFˆΘCP Fˆ
= −π Lf˜Fˆ (216)
where we have used eq. (211) and
[EE−TGE−TE]A = [(ET + Fˆ )E−TGE−T (ET + Fˆ )]A = 2Fˆ + 2FˆΘFˆ (217)
This constraint is again nothing else but a choice of “gauge” on the antisymmetric
part: [Dc]A = f˜ LFˆ ∈ Z.
Finally summing the opposite of the transpose of the second equation with the
third we eliminate Co and we get
π(BTc − Cc) = π(I− 2ZC)
= −π
2
ETE−1GE−1 − π
2
EE−TGE−T + FˆBT1 − B2
= −πI− 2πFˆΘ+ FˆBT1 − B2 = −πI (218)
where we have used
ETE−1GE−1 + EE−TGE−T = (E − Fˆ )E−1GE−1 + (ET + Fˆ )E−TGE−T
= 2I− Fˆ (E−1ET − E−TE)G−1
= 2I− Fˆ ((E−T − 2Θ)ET − (E−1 + 2Θ)E)G−1 = 2I+ 4FˆΘ
(219)
which is again a choice of “gauge” (ZC = I).
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B.5.3 Solving the closed string constraints.
When we have solved the previous constraints we can then determine the remaining
matrices Ao, Do and Co as
Ao =
π
2
[Ac]S − π
4
[E−TGE−T ]S − 1
2
[B1]S
Do =
π
2
[Dc]S +
π
4
[EE−TGE−TE]S + 1
2
[B2Fˆ ]S
Co =
π
2
(Cc +B
T
c ) +
π
4
(ETE−1GE−1 −EE−TGE−T )− 1
2
(B2 + FˆB
T
1 ) (220)
where the first and second equations are obtained by taking the symmetric part
of the first and last equations in (212), while the last is obtained by summing the
transpose of the second with the third one.
Notice that the matrices [ZA]S, [ZD]S and ZB are completely arbitrary but
integers and hence the the numerical cocycle of closed string vertices in open string
formalism will be determined up to powers of i, actually we can write
ei(niA
ij
o nj+m
iDo ijmj+miC
.j
o inj)eik0A
00
o k0 =
= e−iπα
′kTLE−T GE−T kR e−i(n−Fˆm)
T [Cpi]S(n−Fˆm)
× eipi2 (nTAcn+nTBcm+mTCcn+mTDcm)
(221)
Notice that
1. the dependence on Ac, Bc, . . . is like a square root of the closed string depen-
dence but it can be fixed to give a trivial result as done in eq. (90).
2. there is also another arbitrary matrix [C0]S which can be and will be fixed to
the trivial value [C0]S = 0.
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Finally we can summarize our discussion by writing
V(0)T (x; k) = tI2J2(k) e−iα
′kN;IJ [C0]NMS kM;IJ ei2α
′kM;IJ([C0]SG−pi2ΘG)
M
N
pN
× : eikM;IJXML(0)(x) :
×ΛL;I1J1(n1, n2) |(I1, I2)〉σ=0 σ=0〈(J1, J2)|
= tI2J2(k) e
−iα′kN;IJ [C0]NMS kM;IJ ei2α
′kM;IJ ([C0]SG)MNpN
× : eikM;IJ XˆML(0)(x) :
×ΛL;I1J1(n1, n2) |(I1, I2)〉σ=0 σ=0〈(J1, J2)|
V(π)T (y; k) = tJ2I2(k) eiα
′kM;IJ (−[C0]S)MNkN;IJei2α
′kM;IJ(−πI+[C0]SG+pi2ΘG)
M
N
pN
× : eikM;IJXML(0)(y) :
× ΛL;J1I1(n1, n2) |(I1, I2)〉σ=π σ=π〈(J1, J2)|
= tJ2I2(k) e
iα′kM;IJ (−[C0]S)MNkN;IJ ei2α
′kM;IJ(−πI+πΘG+[C0]SG)MNpN
× : eikM;IJ XˆML(0)(y) :
× ΛL;J1I1(n1, n2) |(I1, I2)〉σ=π σ=π〈(J1, J2)|
= tJ2I2(k) e
−iα′kM;IJ (+[C0]S)MNkN;IJ ei2α
′kM;IJ([C0]SG)MNpN× : eikM;IJXM (y) :
× ΛL;J1I1(n1, n2) |(I1, I2)〉σ=π σ=π〈(J1, J2)|
WTc(z, z¯; kL, kR, y0) = e
i
2
Φ(c)(k,k) e−iπα
′kL;M(E−T GE−T )MNkR;Ne−iπ
√
α′(nM+mN FˆNM)(ΘG)MLpL
×eimMGMN
yN0√
α′ : eikLM (G
−1E)M.NXNL(0)(z) :: eikRM (G
−1ET )M.NXNR(0)(z¯) :
×
√
L ΛL;I1J1(−fm2, fm1)⊗ II2J2 |(I1, I2), K〉 〈(J1, J2), K|
= e
i
2
Φ(c)(k,k) eiπα
′kL;M (G−1ETΘETG−1)MNkR;N
× : eikLMXML (z) :: eikRMXMR (z¯) :
×
√
L ΛL;I1J1(−fm2, fm1)⊗ II2J2 |(I1, I2), K〉 〈(J1, J2), K|
(222)
where the different expressions are obtained using
X(x, x) = XˆL(0)(x) = XL(0)(x)− πα′ΘGp,
X(y, y) = XˆL(0)(y) + 2πα
′(−I +ΘG)p = XL(0)(y) + 2πα′(−I+ 1
2
ΘG)p(223)
where the XˆL(0) fields are whose expansion contains the non commuting x and the
XL,R in the case of the closed string.
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C Details on different amplitude computations.
C.1 Open OPEs with Wilson lines.
It is easy to check that the OPEs of two open string vertices in presence of Wilson
lines are given by
V(0)T (x1; ‖ kIL ‖) V(0)T (x2; ‖ lLJ ‖) = 1√
L
e−iπα
′ I(kM;IL)ΘMNCP I(lN;LJ )
∑
L
e−iπα
′ kM;ILΘMN lN;LJ (x1 − x2)2α′kM;ILGMN lN;LJ
: eikM;ILX
M (x1)+ilM;LJX
M (x2) :
ΛL;I1J1(k + l)⊗ (TuTv)I2J2 |(I1, I2)〉σ=0 σ=0〈(J1, J2)|
(224)
when we set [C0]S = 0 and where we have used the fact that ‖ kIL ‖ depends only
on I2 and L2, and that I(kM ;IL) does not depend on I, L at all.
C.2 Details on the boundary derivation from reggeon ver-
tices.
In this appendix we want to give some details on the computations performed for
obtaining the boundary state from the reggeon formalism. In particular we want
to start from eq. (104)
〈B(F );VL, VR| = C0(E, Fˆ ) N˜0(E)
2π
〈xL = xR = 0; 0a(c), 0a˜(c)| e−
i
2
Φ(c)(Gp(c),Gp(c)) e−iπα
′ pMR (ET G−1ET )MNpNL
×Tr
(√
LΛL
(
−LFˆm
)
⊗ IN1
)
× p〈0|SL(z;VL) SR(z¯;VR)|0〉p
(225)
where we have introduced the state 〈xL = xR = 0| normalized as 〈xL = xR =
0|kL, kR〉 = 1 and the Sciuto-Della Selva-Saito vertices as discussed in ([17], [18],
[22])
SL(z;VL) = : exp
(
− 1
2α′
∮
u=0
du
2πi
∂XML(c)(u) GMN X
N
L (VL(u; z))
)
:
× : exp
(
i
2
√
2α′
∮
u=0
du
2πi
∂XML(c)(u) GMN α
N
(c)0 log
dVL
du
)
:
= : exp
(
i√
2α′
∞∑
n=0
αM(c)n EMN
1
n!
∂nu Xˆ
N
L (VL(u; z))|u=0
)
: e
i√
2α′ α
M
(c)0
GMN y
N
0
× : exp
(
1
2
∞∑
n=0
αM(c)n GMN α
N
(c)0
1
n!
∂nu log
dVL
du
|u=0
)
: (226)
54
and
SR(z¯;VR) = : exp
(
− 1
2α′
∮
u=0
du
2πi
∂XMR(c)(u) GMN X
N
R (VR(u; z¯))
)
:
× : exp
(
i
2
√
2α′
∮
u=0
du
2πi
∂XMR(c)(u) GMN α˜
N
(c)0 log
dVR
du
)
:
= : exp
(
i√
2α′
∞∑
n=0
α˜M(c)n (ET )MN
1
n!
∂nu Xˆ
N
R (VR(u; z¯))|u=0
)
: e
− i√
2α′ α˜
M
(c)0
GMN y
N
0
× : exp
(
1
2
∞∑
n=0
α˜M(c)n GMN α˜
N
(c)0
1
n!
∂nu log
dVR
du
|u=0
)
: (227)
where the zero modes are defined as aM(c)0 = α
M
(c)0 =
√
2α′pML ,
√
naM(c)n = α
M
(c)0 (n > 0)
and similarly for the right moving operators. These vertices are given for arbitrary
SL(2,C) local coordinates VL(u; z) and VR(u; z¯):
VL(u; z) =
aLu+ bLz
cLu+ bL
, bL(aL − cLz) = 1, VL(0; z) = z (228)
and similarly for VR.
Performing explicitly the computation we get therefore17
e−i
1
2
παN
(c)0
(EG−1E)NM α˜N(c)0
p〈0|SL(z;VL) SR(z¯;VR)|0〉p
= exp
( ∞∑
n,m=0
αN(c)n(EG−1E)NM α˜M(c)m
∂nu
n!
∂mv
m!
log(VL(u; z)− VR(v; z¯))|u=v=0
)
exp
(
1
2
∞∑
n=0
αM(c)n GMN α
N
(c)0
1
n!
∂nu log
dVL
du
|u=0
)
exp
(
1
2
∞∑
n=0
α˜M(c)n GMN α˜
N
(c)0
1
n!
∂nu log
dVR
du
|u=0
)
exp
(
i
1
2
π αN(c)0(EΘE)NM α˜M(c)0
)
exp
(
−i1
2
παN(c)0(EG−1E)NM α˜N(c)0
)
exp
(
i√
2α′
(αM(c)0 − α˜M(c)0) GMN yN0
)
(2π
√
α′)D−dδD−d(α0µ) (2π
√
α′)dδETα(c)0+Eα˜(c)0,0
(229)
17 Notice that the phase e−ipiα
′ pMR (ETG−1ET )MNpNL which enters the definition of the closed
string vertex (96) and is present in eq. (229) is not anymore present in eq. (230). The reason is
that the phase e−ipiα
′ pMR (ETG−1ET )MNpNL is required in order to write the expression (230) with
the use D00 given in eq.s (231) since
d
du
(ULVR)|u=0 = e−ipi|z−z¯|2 ddu(VL)|u=0 ddu (VR)|u=0 where we have
used the first of eq.s (148) to fix the phase. Another way to check this is to plug the special choice
(109) in order to get the final result (110).
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= exp
(
−
∞∑
n,m=0
aN(c)n(EG−1E)NM a˜M(c)mDnm(ULVR)
)
exp
(
−iπ
2
aN(c)0(EΘET )NM a˜M(c)0
)
exp
(
i√
2α′
(aM(c)0 − a˜M(c)0) GMN yN0
)
(2π)D−dδD−d(kµ) (2π
√
α′)dδET a(c)0+E a˜(c)0,0 (230)
where UL(u) = ΓV
−1
L (u) =
1
V −1L (u)
. In the previous equation we have also introduced
Dnm(γ) which is a representation of the SL(2,R) group given by
Dnm(γ) =
√
m
n
1
m!
∂m[γn(u)]|u=0, D00(γ) = 1
2
log γ′(0)
Dn0(γ) =
√
1
n
[γn(u)]|u=0, D0n(γ) = 1
2
√
m
1
m!
∂m log γ′(0)(231)
with n,m > 0.
The amplitude (225) can then be written as
〈B(F );VL, VR| = N C0(E, Fˆ ) N˜0(E)
2π
〈kµ = 0|
∑
s∈Zd
1
(2π
√
α′)d
〈n = L Fˆ s,m = L s|e− 12 iΦ(c)(k,k)+iπ hˆf
2
L
m1m2 e
i mM GMN
yN0√
α′
× 〈0a, 0a˜| exp
(
−
∞∑
n,m=0
aN(c)n(EG−1E)NM a˜M(c)mDnm(ULVR)
)
(232)
where we used the definition of 〈xL = xR = 0| and the momentum conservation. In
particular the term with Θ. is canceled due to momentum conservation.
This expression allows to compute any one point closed string amplitude as
given in eq. (107).
C.3 Details on N open - 1 closed tachyon amplitudes.
We want to compute the amplitudes with strings on the σ = π border and show that
they are necessary to complete the integration over the whole circle. In doing so a
lot of care must be used in the treatment of phases, in particular eq.s (150) must be
used. All these problems arises because we have been working with coordinates in
closure of the upper complex plane where there is a special point∞ for the ordering
of the vertices; this would not happen with a disk formulation where the cyclically
equivalent orderings are obvious.
We start therefore from our formulation in the closure of the upper complex
plane and want to perform the change of variable
x =
z¯ eiφ − z
eiφ − 1 (233)
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which maps the circle 0 ≤ φ < 2π into the real axis. The key point is to correctly
connect φ with the phase ψ given in eq.s (150). This can be done comparing the
phase of ln(x− z), explicitly we have
x− z = ei(π+ 12φ+2πk) Im z
sin 1
2
φ
→ ln(x− z) = ln
∣∣∣∣ Im zsin 1
2
φ
∣∣∣∣ + i(π + 12φ) + i2πk (234)
where we have used the modulus even if Im z, sin 1
2
φ > 0. Comparing with the
ranges given in eq.s (150) we get
1
2
φ =
{
ψ + π, x > 0, ζ < 1
2
φ < π
ψ − π, x < 0, 0 < 1
2
φ < ζ
(235)
We have therefore to consider the cyclically equivalent correlators. For k > l we
have
Akl = 〈0|R
[
V(0)T (xk; kk) . . . V(0)T (xl; kl)
V(0)T (yk−1; kk−1) . . . V(0)T (y1; k1)
V(0)T (yN ; kN) . . . V(0)T (yl+1; kl+1) WTc(z, z¯; kL, kR)
]
|0〉
(236)
where R[..] is the radial ordering and we have chosen xk > · · · > xl and |yk−1| >
. . . |y1| > |yN | > . . . |yl+1| in order to consider cyclically equivalent configurations
and for k < l we write
Akl = 〈0|R
[
V(0)T (xk; kk) . . . V(0)T (x1; k1)
V(0)T (xN ; kN) . . . V(0)T (xl; kl)
V(0)T (yl−1; kl−1) . . . V(0)T (yk+1; kk+1) WTc(z, z¯; kL, kR)
]
|0〉
(237)
with xl > · · · > x1 > xN > . . . xk and |yk−1| > |yk| > . . . |yk−1| in order to keep the
desired cyclical ordering.
We start compute the cyclically equivalent correlators A1l and then we discuss
the others in order to show that they cover different ranges of the circle which
together all the others Akl correlators cover all the circle. Explicitly we have
A1l = 〈0| V(0)T (x1; k1) . . . V(0)T (xl; kl)
V(0)T (yN ; kN) . . . V(0)T (yl+1; kl+1) WTc(z, z¯; kL, kR)|0〉
(238)
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for all18 0 ≤ l ≤ N with xk > . . . xl > |yN | > . . . |yl+1| > |z| which a simple
computation shows to be
A1l = e
i2πα′(
PN
u=l+1 ku)
T Θ (kˆL+kˆR) e
i2πα′(
PN
u=l+1 ku)
T ΘCP (− Fˆm√
α′ ) e
−iπhˆL(Pr kr− Fˆm√α′ )1(
P
r kr− Fˆm√α′ )2
e−i2πα
′P
l+1≤u<v ku·kv e−i2πα
′PN
u=l+1 ku·(kˆL+kˆR)
e
i
2
Φ(k,k) e
imTG
y0√
α′ e−iπα
′P
1≤r<s≤N k
T
r (Θ+ΘCP )ks(
1√
L
)N−2
tu1(kN) . . . tu1(kN) tr(Tu1 . . . TuN )∏
1≤r<s≤l
(xr − xs)2α′kr·ks
∏
r<≤l<u
(xr − yu)2α′kr·ku
∏
l+1≤u<v≤l
(yv − yu)2α′kv·ku
∏
1≤r≤l
[
(xr − z)2α′kr·kˆL (xr − z¯)2α′kr·kˆR
] ∏
l+1≤u≤N
[
(yu − z)2α′ku·kˆL (yu − z¯)2α′ku·kˆR
]
|z − z¯|2α′kˆL·kˆR × (2π)D−dδ(
∑
r
krµ + kµ) (2π
√
α′)dδP
r kr+kˆL+kˆR,0
(239)
where we have written in the first and second line all the terms from cocycles and
Chan-Paton which change with l. We have also defined kˆL = ETG−1kL, kˆR =
EG−1kR and k · l = kTG−1l. By writing yv − yu = |yv − yu|eiπ we cancel the first
term of the second line. Writing yu− z¯ = |yu− z|ei(π− 12φu), yu− z = |yu− z|ei(π+ 12φu)
with 0 < φu < ζ and xr − z = (xr − z¯)∗ = |xr − z|ei(−π+ 12φr) with ζ < φr < 2π we
cancel all the remaining terms in the first two lines with the help of eq. (62). The
final result is
A1l = e
i
2
Φ(k,k) e
imTG
y0√
α′ e−iπα
′P
1≤r<s≤N k
T
r (Θ+ΘCP )ks eiπhˆ(f(n1m
1+n2m2)−Ln1n2)(
1√
L
)N−2
tu1(kN) . . . tu1(kN) tr(Tu1 . . . TuN )∏
1≤r<s≤N
|xr − xs|2α′kr ·ks
∏
1≤r≤N
|xr − z|2α′kr ·(kˆL+kˆR)
∏
1≤r≤N
eiφrα
′kr·(kˆL−kˆR)
|z − z¯|2α′kˆL·kˆR × (2π)D−dδ(
∑
r
krµ + kµ) (2π
√
α′)dδP
r kr+kˆL+kˆR,0
(240)
where φrs are such that φr > φr+1 and have two different ranges according whether
r ≤ l or l < r as discussed above, i.e. 2π > φ1 > . . . l > ζ > φl+1 > . . . φN > 0.
To get the amplitude we change variables according to eq. (233), we multiply
for the measure
N∏
r=1
dxr dz dz¯ = (
1
2
Im z)N
N∏
r=1
dφr
sin2 φr
2
dz dz¯ (241)
18 A10 is the correlator where all the vertices are on the σ = pi border.
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and divide for the gauge fixing
dVKilling =
1
4
(Im z)−2dφN dz dz¯ (242)
which can simply be obtained by requiring that the N = 1 amplitude is independent
on z and φ.
Finally fixing φN = α we can sum the A1l correlators as
∑N
l=0A1l to eliminate
the dependence on ζ and then we get a partial amplitude given by
A1 = C0(E, Fˆ ) N0(E, Fˆ )N N˜0(E) e i2Φ(k,k) eim
TG
y0√
α′ e−iπα
′P
1≤r<s≤N k
T
r (Θ+ΘCP )ks(
1√
L
)N−2
tu1(kN) . . . tu1(kN) tr(Tu1 . . . TuN ) e
iπhˆ(f(n1m1+n2m2)−Ln1n2)
(2π)D−dδ(
∑
r
krµ + kµ) (2π
√
α′)dδP
r kr+kˆL+kˆR,0
∫ 2π
α
N−1∏
r=1
dφrθ(φr − φr+1)
∏
1≤r<s≤N
(2 sin
φr − φs
2
)2α
′kr·ks
∏
1≤r≤N
eiφrα
′kr ·(kˆL−kˆR)
(243)
where we still have a dependence on φN = α. To get rid of it we need consider all
the others amplitudes.
Let us now exam all the other correlators Akl. The previous discussion shows
that all A1l correlators are the same of A1N up to the ranges where the φr are
defined, i.e. we can freely move all the vertices from the σ = π boundary to the
σ = 0 one while keeping the cyclical order. We deduce therefore that all Akl are
the analytic continuation of the correlators
Ak k−1 = 〈0|R
[
V(0)T (xk; kk) . . . V(0)T (xN ; kN)
V(0)T (x1; k1) . . . V(0)T (xk−1; kk−1) WTc(z, z¯; kL, kR)
]
|0〉
(244)
If we compare the explicit expression (239) for the usual ordering A1N with the
corresponding one for the previous correlators Akk−1 which can be obtained mutata
mutandis we find that
Akl = e
2iπα′
P
1≤r≤k−1 k
T
r (Θ+ΘCP )
P
k≤s≤N ks e−2πiα
′P
1≤r≤k−1 kr ·(kˆL−kˆR) A1N
= e2iπL
√
α′
P
1≤r≤k−1 k
T
r (hˆǫn+f˜m) A1N = A1N (245)
where the first phase is due to the difference with the overall phase in the first line
of eq (243) and depends crucially on the presence of the would-be closed string
Chan-Paton, the second one is due to the shift of the range φr → φr − 2π for
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1 ≤ r ≤ k − 1 so that the new φr are ordered as in the A1l amplitudes even if with
a different range φN < . . . φk < 2π < φk−1 < . . . φ1 < 2π + φN . To perform the
computations we have used the momentum conservation, the definition of ΘCP and
the fact that L
√
α′kr ∈ Z.
Notice that there is not a contribution from sin φr−φs
2
since it can be written as
| sin φr−φs
2
| because of the ordering θ(φr − φr+1).
Changing variables, multiplying for the measure, dividing for the gauge group
and fixing φN = α we can sum all Akl correlators with fixed k to get a partial
amplitude given by
Ak = C0(E, Fˆ ) N0(E, Fˆ )N N˜0(E) e i2Φ(k,k) eim
TG
y0√
α′ e−iπα
′P
1≤r<s≤N k
T
r (Θ+ΘCP )ks(
1√
L
)N−2
tu1(kN) . . . tu1(kN) tr(Tu1 . . . TuN ) e
iπhˆ(f(n1m1+n2m2)−Ln1n2)
(2π)D−dδ(
∑
r
krµ + kµ) (2π
√
α′)dδP
r kr+kˆL+kˆR,0
∫ 2π
α
N−1∏
r=k
dφr
∫ 2π+α
2π
k−1∏
r=1
dφr θ(φr − φr+1)
∏
1≤r<s≤N
(2 sin
φr − φs
2
)2α
′kr·ks
∏
1≤r≤N
eiφrα
′kr ·(kˆL−kˆR)
(246)
Finally summing over all k we get the previous amplitude with integration range
[α, 2π + α] for all φr (1 ≤ r ≤ N − 1) variables, we can then shift all the variables
as φ→ φ+ α to get final result described in the main text. Notice that the shift is
allowed since using the momentum conservation we get
eiαα
′P
r kr·(kˆL−kˆR) = e−iαα
′(kˆL+kˆR)·(kˆL−kˆR) = e−iαα
′(kTLG
−1kL−kTRG−1kLR) = 1. (247)
as long as kTLG
−1kL = kTRG
−1kR which is granted the the σ rotational invariance of
closed string.
C.4 Details on factorization of non planar one loop ampli-
tudes.
In this section we want to describe the details of the computations necessary to
derive the final expression in eq. (126). This amounts essentially to follow the steps
as in ([21]) taking care of some more factors.
We start showing that
A(k, . . . N0, 1, . . . k − 1;N0 + 1, . . . N0 +Nπ)
′′ =′′
∏
k<r<s≤N0
ei2πα
′kriΘ
ij
totksj
∏
k<r<s≤N0
e−i2πα
′kriΘ
ij
totksj A(1, . . .N0;N0 + 1, . . . N0 +Nπ)
= A(1, . . .N0;N0 + 1, . . .N0 +Nπ) (248)
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where we have written ′′ =′′ since the lhs and the rhs differ in the range of integration
variables only. The first phase in the second line is obtained while rewriting the non
commutative phase in a canonical form, i.e. as in the A(1, . . . N0;N0 + 1, . . . N0 +
Nπ) amplitude. The second contribution arises because we redefine the integration
variables from ν to ν¯ as (k > 1)
νr =
{
ν¯r r = 1, . . . k − 1
ν¯r − 1 r = k, . . . N0 − 1 (249)
which gives a contribution
N0∏
s=k
e
i2π α′kTs (
Lm0√
α′ +Θtot
PN0
r=1 kr) =
∏
k<r<s≤N0
e−i2πα
′kriΘ
ij
totksj (250)
when we use that L
√
α′kr ∈ Z. The reason why we redefine the integration vari-
ables is that the original integration variables ν in the A(k, . . . N0, 1, . . . k− 1;N0+
1, . . . N0 +Nπ) amplitude have range
0 < νk < . . . νN0 < ν1 < . . . νk−1 < 1 (251)
and a different ordering w.r.t. the A(1, . . .N0;N0+1, . . .N0+Nπ) amplitude while
the new ones ν¯ have range
νN0 < ν¯1 < . . . ν¯k−1 < 1 < ν¯k < . . . ν¯N0−1 < 1 + νN0 (252)
but the same ordering as in the amplitude A(1, . . .N0;N0 + 1, . . .N0 +Nπ). If we
now redefine the integration variables νr = ν¯r − 1 for r = 1, . . . N0 in the k = 1
amplitude A(1, . . .N0;N0 + 1, . . . N0 +Nπ) the amplitude is left invariant. We can
then perform the sum
∑N0
k=1A(k, . . . N0, 1, . . . k − 1;N0 + 1, . . . N0 + Nπ) since the
ν¯ variables cover different ranges of integration which can be joined together into
a bigger range. The sum has then the same functional expression as the amplitude
A(1, . . .N0;N0 + 1, . . . N0 +Nπ) but with a different integration range, explicitly
N0∑
k=1
A(k, . . . N0, 1, . . . k − 1;N0 + 1, . . .N0 +Nπ)
= . . .
∫ 1
0
dνN0 e
−i2π(νN0+1) α′kTr (
Lm0√
α′ +Θtot
PN0
s=1 ks)
∫ νN0+1
νN0
N0−1∏
r=1
dν¯r θ(ν¯r − ν¯r+1) e−i2πν¯r α
′kTr (
Lm0√
α′ +Θtot
PN0
s=1 ks) . . .
(253)
where we have written only the pieces which differ from the original amplitude.
Next we can change variables as
φr =
{
2π(1 + νN0 − ν¯r) r = 1, . . .N0 − 1
2πν¯r r = N0 + 1, . . . N0 +Nπ
φN0 ≡ 0 (254)
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and get the result given in the main text whose main pieces are
N0∑
k=1
A(k, . . .N0, 1, . . . k − 1;N0 + 1, . . . N0 +Nπ)
= . . .
1
(2π)N0+Npi−2
∫ 1
0
dνN0 e
−i2πνN0 α′kTr
Lm0√
α′
∫ 2π
0
N0−1∏
r=1
dφr θ(φr − φr+1) e+iφr α
′kTr (
Lm0√
α′ +Θtot
PN0
s=1 ks) . . .
∫ 2π
0
N0+Npi−1∏
r=N0+1
dφr θ(φr+1 − φr) e−iφr α
′kTr (
Lm0√
α′ +Θtot
PN0
s=1 ks) . . .
(255)
where we have φN0 = 0 and φN0+Npi = 2π.
C.5 The annulus amplitude.
In this section we check the equation (130) which gives the normalization of the
amplitudes by computing the annulus, explicitely we compute
Z = −2× 1
2
Tr (log(L0 − 1)) = C1
∫ 1
0
dw
lnw
Tr(wL0−2)
= C1 N21
δD−d(0)
(
√
α′)D−d
[detGµν det(LGL)ij ]
1
2
×
∫ 1
0
dw
w2 lnw
1
[
∏∞
1 (1− wn)]D−2
(
− lnw
π
)D/2 ∑
(mi)∈Zd
e
pi2
lnw
mTLGLm(256)
Changing variable as in eq. (123) and using the modular transformations given in
eq. (124) we can rewrite the previous amplitude for D = 26 as
Z =
C1
2π
2−D/2 N2
δD−d(0)
(
√
α′)D−d
[detGMN ]
1
2
∫ 1
0
dq
q3
1
[
∏∞
1 (1− qn)]D−2
∑
(mi)∈Zd
e
1
2
ln q mTLGLm
(257)
which can be factorized on the tachyons as
Z ∼ C1
2π
2−D/2 N2
δD−d(0)
(
√
α′)D−d
[detGMN ]
1
2
∑
(mi)∈Zd
1
1
2
mTLGLm− 2
(258)
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When we compare with the expected form
Z ∼
∫
dD−dkC
(2π)D−d (2π
√
α′)d
∑
nC
A(C) A(−C) 1
kTCG−1kC − 4α′
(259)
where C stands for the closed string tachyon appearing in the mixed amplitude
(103), −C the closed string tachyon with opposite momentum, we get
C1
2π
2−D/2 [detGMN ]
1
2 = (
C0(E, Fˆ )N˜0(E)
2π
)2 (2π
√
α′)D
α′
2
(260)
which reproduces the result given in the main text.
References
[1] P. Di Vecchia, A. Liccardo, R. Marotta, I. Pesando and F. Pezzella, “Wrapped
Magnetized Branes: Two Alternative Descriptions?,” JHEP 0711 (2007) 100
[arXiv:0709.4149 [hep-th]].
[2] Z. Guralnik and S. Ramgoolam, “Torons and D-brane bound states,” Nucl.
Phys. B 499 (1997) 241 [arXiv:hep-th/9702099].
[3] D. Duo, R. Russo and S. Sciuto, “New twist field couplings from the par-
tition function for multiply wrapped D-branes,” JHEP 0712 (2007) 042
[arXiv:0709.1805 [hep-th]].
[4] P. Di Vecchia, A. Liccardo, R. Marotta, F. Pezzella and I. Pesando,
“Boundary state for magnetized D9 branes and one-loop calculation,”
arXiv:hep-th/0601067.
[5] I. Pesando, “A comment on discrete Kalb-Ramond field on orientifold and rank
reduction,” arXiv:0804.3931 [hep-th].
[6] C. Bachas, M. Bianchi, R. Blumenhagen, D. Lust and T. Weigand, “Com-
ments on Orientifolds without Vector Structure,” JHEP 0808 (2008) 016
[arXiv:0805.3696 [hep-th]].
[7] M. B. Green, “Space-Time Duality And Dirichlet String Theory,” Phys. Lett.
B 266 (1991) 325.
[8] M. Frau, I. Pesando, S. Sciuto, A. Lerda and R. Russo, “Scattering
of closed strings from many D-branes,” Phys. Lett. B 400 (1997) 52
[arXiv:hep-th/9702037].
63
[9] I. Pesando, “Multibranes boundary states with open string interactions,” Nucl.
Phys. B 793 (2008) 211 [arXiv:hep-th/0310027].
[10] Lars Go¨rlich, “N = 1 and nonsupersymmetric open string theories in six and
four space-time dimensions”, PhD Thesis, hep-th/0401040
[11] E. J. Ferrer and V. de la Incera, “Mass eigenvalues of the open charged string in
a magnetic background”, Phys. Rev. D 52 (1995) 1011 and “Global symmetries
of open strings in an electromagnetic background”, Phys. Rew. D 49 (1994)
2926.
[12] P. Di Vecchia, A. Liccardo, R. Marotta and F. Pezzella, “On the gauge /
gravity correspondence and the open/closed string duality,” Int. J. Mod. Phys.
A 20 (2005) 4699 [arXiv:hep-th/0503156].
[13] I. Pesando, “On the effective potential of the Dp Dp-bar system in type II
theories,” Mod. Phys. Lett. A 14 (1999) 1545 [arXiv:hep-th/9902181].
[14] M. Ademollo, A. D’Adda, R. D’Auria, E. Napolitano, P. Di Vecchia, F. Gliozzi
and S. Sciuto, “Unified Dual Model For Interacting Open And Closed Strings,”
Nucl. Phys. B 77 (1974) 189.
[15] J. Polchinski, ”String Theory”, Cambridge University Press (1998).
[16] S. Hellerman and J. Walcher, “Worldsheet CFTs for flat monodrofolds,”
arXiv:hep-th/0604191.
[17] P. Di Vecchia, F. Pezzella, M. Frau, K. Hornfeck, A. Lerda and A. Sciuto, “N
point g loop vertex for a free bosonic theory with vacuum charge Q,” Nucl.
Phys. B 322 (1989) 317.
[18] P. Di Vecchia, R. Nakayama, J. L. Petersen and S. Sciuto, “Properties of the
three reggeon vertex in string theories,” Nucl. Phys. B 282 (1987) 103.
[19] P. Di Vecchia, L. Magnea, A. Lerda, R. Russo and R. Marotta, “String-derived
renormalization of Yang-Mills theory,” Nucl. Phys. Proc. Suppl. 49 (1996) 85
[arXiv:hep-th/9602056].
[20] M. Billo and I. Pesando, Phys. Lett. B 536 (2002) 121 [arXiv:hep-th/0203028].
[21] E. Cremmer and J. Scherk, “Factorization Of The Pomeron Sector And Cur-
rents In The Dual Resonance Model,” Nucl. Phys. B 50 (1972) 222.
[22] I. Pesando, Mod. Phys. Lett. A 14 (1999) 2561 [arXiv:hep-th/9903086].
[23] P. Fre, L. Girardello, I. Pesando and M. Trigiante, Nucl. Phys. B 493 (1997)
231 [arXiv:hep-th/9607032].
64
