Abstract: Despite their obvious differences, biological systems at different scales tend to exhibit common organizational patterns. Unfortunately, these commonalities are usually obscured by the parcelled terminology employed by various scientific sub-disciplines. To explore these commonalities, this papers a comparative study of diverse applications of the maximum entropy principle, ranging from amino acids up to societies. By presenting these studies under a common language, this paper establishes a unified view over seemingly highly heterogeneous biological scenarios.
Introduction 9
While scientific endeavor is traditionally associated with the divide et impera motto, the last decades 10 have witnessed a shift in many areas of research towards considering the properties of collections of 11 interacting systems such as cells, circuits of neurons, brains, species, and ecosystems [1] . This interest 12 is fostered by the growing understanding that "more is different" [2] , i.e. that many of these systems 13 exhibit emergent properties that cannot be explained by the nature of their parts in isolation. Another 14 driver of this shift is the increasing amount of data available for analysis, which is enabled by novel 15 recording techniques, and the advances in technologies for information storage and transfer [3] .
Maximum Entropy Principle: ideas and approaches

48
When studying living systems from experimental data, scientist are usually unable to access 49 all the relevant information that would be required to fully characterize the system of interest. This 50 limitation seems not to be a technological issue but a characteristic of biology (at least in the foreseeable 51 future). For example, it is unlikely to be able to simultaneously measure the firing patterns of each 52 of the ≈ 10 11 neurons in the human brain, or quantify and classify all the insects that live at the 53 Amazonian forest at a given time. Despite this limitation, from experimental data is usually possible to 54 obtain accurate estimations of global properties, e.g. the average values of certain quantities of interest.
55
Therefore, it is often relevant to find models consistent with this accurate -but partial -information.
56
Unfortunately, there is usually an infinite number of statistical models that are consistent with these 57 global properties measured from experimental data, and hence one needs additional criteria to decide 58 which one to use.
59
The MEP provides a rational basis to choose statistical models in these situations. In particular, 60 the MEP is special for being maximally noncommittal with regard to missing information [7] . The core 61 of the method is based on a constrained optimization problem of a concave functional -the Shannon 62 entropy, resulting in a unique probability distribution that is consistent with the partial information at 63 hand, being otherwise as "random" as possible.
64
In the rest of this section, we introduce the MEP from a broader perspective, i.e., as an inverse 4 of 19 Observables are random variables whose average values can be estimated from data. With the state 112 space defined and the estimation of basic statistical features with sufficient accuracy, the scene is set to 113 build the minimally structured model that is consistent with these measurements. 
Entropy maximization under constraints
115
Although the concept of entropy was first used by Rudolf Clausius in the field of thermodynamics to study the relationship between energy and temperature, the Shannon entropy [34] has a much broader scope dealing with the notions of information and uncertainty. Mathematically, for a discrete random variable with discrete probability distribution q over the state space χ, its entropy is
The notion of entropy can be also applied to continuous variables via the differential entropy [35] . In this case, sums over the discrete state space are replaced by integrals:
The Shannon entropy can be used to generalize the principle of insufficient reason and Laplace's what is known.
122
The inputs for the MEP are the average value of a set of observables, which represent the 123 knowledge obtained from the data. As the empirical average of observables are usually not enough 124 to uniquely determine a probability distribution, the MEP is used to obtain the unique probability 125 measure p that maximizes the entropy among all the probability measures q that match the expected 126 values of all the observables.
127
The MEP can be stated mathematically as the following optimization problem:
where M is the set of probability measures, • f i (a) = a i is the average occurrence of the amino acid a at the i − th sequence site.
172
• f i,j (a, b) = a i b j is the average co-occurrence of the amino acids a at the i − th site and b in the 173 j − th site. 
Inferred Information
175
The statistical models built from the MEP using MSA which consider single site and pairwise 2. Contact Prediction: The protein tertiary structure is associated to a topology of contacts 184 between far amino acids residues. This topology can also be inferred as a function of J i,j (a, b).
185
For predicting the tertiary structure of proteins, interactions between sites with a minimum 186 separation of five sites on the linear sequence are studied (equivalent to one turn in an α-helix).
187
The MEP approach outperforms the pairwise site contact prediction compared to standard 188 correlation-based methods (e.g. mutual information). . Finally, a spike train or data-set is a finite sequence of spiking 220 patterns. The state space is formed by all the spike patterns χ = {0, 1} N . 
Observables and average values 222
The following is the list of observables and their average values used in this study, where · 223 means temporal average taken from data (see figure 2):
224
• f i (x) = x i firing rate of neuron i, for all neurons.
225
• f ij (x) = x i x j synchronous pairwise correlation between neuron i and neuron j, for all pairs 226 of neurons.
227
• patterns during rest may accurately be described by pairwise MEMs.
251
Here we discuss results reported in Ref. [49] . In this article, the authors study spontaneous brain 252 activity (in the absence of a task, but awake) using functional magnetic resonance imaging (fMRI) data. and are considered to underlie cognitive processes. The following is the list of observables and average values used in the article (see figure 3) :
268
• f i (x) = x i activation rate of region i, 12 for the DMN and 11 for the FPN.
269
• f ij (x) = x i x j synchronous pairwise correlation between region i and region j, for all pairs of 270 regions of the DMN and FPN. The maximum entropy principle is used to find the least biased joint probability distribution consistent with data. of each species i ∈ S 0 given by x i . The state space is:
Plant communities relative abundance
Properly defining the species pool is a crucial step as determine the state space. 
Inferred Information
306
The results of this model successfully predict the relative abundance of plant species along the One of the main problems stated by METE is to estimate of the probability that a species picked at 319 random in a chosen area A 0 , belongs to a species that has a total population of n and with metabolic 320 rate , given that in that area in known that there is a pool of S 0 species, N 0 total individuals and a 321 total metabolic rate of E 0 . This probability is denoted by:
p is a mixed discrete distribution over n (discrete number of individuals) and continuous over (real 
Inferred Information
332
Once the joint probability distribution p (3) is fitted by the MEP, many ecological relationships 333 can be derived. For instance, one can obtain the marginal distributions. Integrating over , the 334 species-abundance distribution is obtained (usually denoted by φ(n 0 |A 0 , S 0 , N 0 ).) Summing over n, 335 the metabolic rate distribution over all individuals is obtained (usually denoted by ψ( |A 0 , S 0 , N 0 , E 0 )).
336
Similarly, the Species-Area relationship, Endemics-Area relationship among other key features in 337 macro-ecology can be derived [62] . Recently this methodology has been used to estimate p using data 
Inferred Information
360
The MEM, predicts the joint distribution over voting patterns p(x) and can be tested in various 361 ways. For example the probability that the vote is split (k, 9 − k), with k = [5, 9] votes for the majority,
362
can be computed from data and predicted from the model. The article report small quantitative 363 discrepancies. Additionally, probability versus energy and mutual information are measured from 364 data and compared with the predictions of the model.
365
The MEM shows that voting patterns are organized in an energy landscape that is equivalent to an 
Discussion
374
In the previous sections, we outline the fundamental ideas behind the MEP and explored how 375 it can be used to analyze experimental data across different biological scales, ranging from the 376 amino-acids up to macroscopic social scenarios. Key features that all these scenarios share are the 377 underlying randomness in biological phenomena, which make the probabilistic approach appropriate,
378
and the fact that it is impossible to sample the whole state space from experimental data, therefore 379 modeling and statistical inference becomes necessary. To solve this optimization problem (which is treated as the equivalent minimization problem) 441 a common approach is to use a set of Lagrange multipliers λ ∈ R K+1 one per constraint (K average 442 values plus the normalization constraint), and build a function called Lagrangian:
Solving the previous equation for p j gives the following,
Now, fix λ 0 to get normalization,
thus from (A2),
The term in the exponential is a linear combination of the observables and is called the energy function, 
