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THE GEOMETRY OF THE GIBBS MEASURE OF PURE SPHERICAL
SPIN GLASSES
ELIRAN SUBAG
Abstract. We analyze the statics for pure p-spin spherical spin glass models with p ≥ 3, at
low enough temperature. With FN,β denoting the free energy, we compute the second order
(logarithmic) term of NFN,β and prove that, for an appropriate centering cN,β , NFN,β −
cN,β is a tight sequence. We establish the absence of temperature chaos and analyze the
transition rate to disorder chaos of the Gibbs measure and ground state. Those results
follow from the following geometric picture we prove for the Gibbs measure, of interest by
itself: asymptotically, the measure splits into infinitesimal spherical ‘bands’ centered at deep
minima, playing the role of so-called ‘pure states’. For the pure models, the latter makes
precise the so-called picture of ‘many valleys separated by high mountains’ and significant
parts of the TAP analysis from the physics literature.
1. Introduction
The Hamiltonian of the pure p-spin spherical spin glass model is given by
(1.1) HN (σ) = HN,p (σ) =
1
N (p−1)/2
N∑
i1,...,ip=1
Ji1,...,ipσi1 · · ·σip , σ ∈ SN−1,
where σ = (σ1, ..., σN ) , SN−1 , {σ ∈ RN : ‖σ‖2 =
√
N}, and (Ji1,...,ip) are i.i.d standard
normal variables. Unless said otherwise, in the sequel we will always assume that p ≥ 3. In
terms of the overlap function R (σ,σ′), the covariance of HN (σ) is expressed by
E
{
HN (σ)HN (σ
′)
}
= N
(
R
(
σ,σ′
))p
with R
(
σ,σ′
)
=
σ · σ′
‖σ‖ ‖σ′‖ .
In this paper we carry out a rather thorough analysis of the statics for pure p-spin spherical
models with p ≥ 3, at low enough temperature. As is well known, their free energy is given by
the spherical version of the Parisi formula discovered by Crisanti and Sommers [22], proved
by Talagrand [39] and extended by Chen [13]. We shall compute the free energy by a different
method, improve the latter by computing a logarithmic second order term, and prove that
the fluctuations of the free energy are tight (Theorem 2). We will further prove the absence
of temperature chaos (Theorem 5) and analyze the transition rate to disorder chaos of the
Gibbs measure and ground state (see Section 12).
Those results will follow from the following geometric picture for the Gibbs measure, of in-
terest by itself: asymptotically, the measure splits into infinitesimal spherical ‘bands’ centered
at deep minima, playing the role of so-called ‘pure states’. On those bands (the restriction of)
HN (σ) will be interpreted as a replica symmetric mixed spherical model, closely related to
the 2-spin model at an (effective) high temperature. We note that the disorder (Ji1,...,ip) de-
termines the locations of the bands through those of the minima, and the radius of the bands
is determined by the temperature. This relates systems at different temperatures or with
perturbed disorder, a fact that will be crucial for us when we investigate chaos phenomena.
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We point out that the genericity of mixed p-spin models1 (see [31]) and the assumption
that interactions are even have been found to be very useful properties and were essential
ingredients in several recent works. The pure models we consider are ‘as far as can be’ from
being generic and we do not assume p is even. In view of the very recent proof by Panchenko
[32] that generic mixed models with even interactions exhibit temperature chaos,2 the absence
of chaos in pure models expresses a significant difference between the pure and generic models
(and is somewhat surprising). On the other hand, the spherical pure models are known to
exhibit 1-step replica symmetry breaking (RSB) in the low temperature phase [33, Proposition
2.2], and are simpler in this respect than general mixed models.
For measurable B ⊂ SN−1, define the relative partition function or relative mass and the
Gibbs measure, respectively, by
(1.2) ZN,β (B) =
ˆ
B
exp {−βHN (σ)} dµN (σ) and GN,β (B) = ZN,β (B)
ZN,β (SN−1)
,
where µN is the uniform probability measure on SN−1. We also denote by ZN,β , ZN,β
(
SN−1
)
the usual partition function. For a given point σ0 ∈ SN−1 and overlaps −1 ≤ q ≤ q′ ≤ 1,
define the spherical band
(1.3) Band
(
σ0, q, q
′) , {σ ∈ SN−1 : q ≤ R (σ,σ0) ≤ q′} .
A point σ0 is a critical point if ∇HN (σ0) = 0 with respect to the standard differential
structure on the sphere. For odd p, let σi0, i = 1, 2, .., be an enumeration of the critical points
of HN (σ) ordered so that HN (σ
i
0) ≤ HN (σi+10 ). When p is even, for any critical point σ0,
−σ0 is also a critical point with the same critical value. In this case, let σi0, i = ±1,±2, ..,
be an enumeration such that σ−i0 = −σi0 and HN (σi0) increases for i ≥ 1.3 In Section 5 we
will define the overlap value q∗ := q∗ (β), see (5.10). We use it to define
(1.4) Bandi () := Bandi,β () = Band
(
σi0, q∗ − , q∗ + 
)
.
We define the conditional measure of GN,β given Bandi
(
cN−1/2
)
,
Gc,iN,β (·) = GN,β
(
· ∩ Bandi
(
cN−1/2
))
/GN,β
(
Bandi
(
cN−1/2
))
.
Let Gc,iN,β⊗Gc,jN,β {(σ,σ′) ∈ ·} denote the product measure of Gc,iN,β and Gc,jN,β. For odd p define
[k]p = {1, ..., k} and for even p define [k]p = {±1, ...,±k}. By an abuse of notation, we will
simply write [k] in the sequel.
Theorem 1. (Geometry of the Gibbs measure) For large enough β we have
(1) Asymptotic support:
(1.5) lim
k,c→∞
lim inf
N→∞
E
{
GN,β
(
∪i∈[k]Bandi
(
cN−1/2
))}
= 1.
(2) States are pure: for any i and c > 0, for even p,
(1.6) lim
ρ→∞ lim supN→∞
P
{
Gc,iN,β ⊗Gc,±iN,β
{∣∣R (σ,σ′)− (±q2∗)∣∣ > ρN−1/2}} = 0.
For odd p, the same holds with the ± signs removed.
1A mixed model HN (σ) =
∑
p≥2 γpHN,p(σ), either with spherical or Ising spins, is generic if and only if∑
p−11 (γp 6= 0) =∞.
2His proof dealt with Ising spin models, but his method is expected to apply to spherical models as well.
3We note that though we work with critical points, by Corollary 9 we could have replaced everywhere in
the results σi0 by the corresponding enumeration of local minima instead of general critical points.
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(3) Orthogonality of states: for any i 6= ±j, c, δ > 0
(1.7) lim
N→∞
P
{
Gc,iN,β ⊗Gc,jN,β
{∣∣R (σ,σ′)∣∣ > δ}} = 0.
The decomposition of Theorem 1 is closely related to the works of Talagrand [40] and
Jagannath [28] who proved certain abstract ‘pure states’ decompositions, assuming that the
Ghirlanda-Guerra identities are satisfied in a limiting sense. The critical points and values of
the Hamiltonian HN (σ) have been recently investigated by Auffinger, Ben Arous and Cˇerny´
[5], the author [37], and Zeitouni and the author [38]; see Section 2.2. In particular, in [38] the
law of the (deep) critical values HN (σ
i
0) was described in terms of a limiting point process
(see Theorem 11), which complements Theorem 1. Further, a key in proving (1.7) is that
the deep critical points are either antipodal or approximately orthogonal as vectors in the
Euclidean space, see Corollary 13 which builds on [37].
In the physics literature, pure states are often described by the so-called picture of ‘many
valleys separated by high mountains’ (see e.g. [34]). Our results (see Corollary 13 and
(8.5)) indeed allow one to interpret the neighborhoods of (exponentially many) critical points
corresponding to critical values deeper than a certain fraction of the global minimum of HN (σ)
as valleys. Therefore, Theorem 1 validates the prediction of multiple valleys, at least in the
current setting, and further identifies the valleys around the deepest critical points as the
relevant ones and bands as the relevant regions inside them.
The Thouless-Anderson-Palmer (TAP) approach [41] suggests that the pure states are
related to the solutions of the so-called TAP equations, and that by correctly attributing
mass to states at a given energy and estimating how many states there are at any energy –
i.e., computing the so-called TAP free energy and complexity, respectively – one can calculate
the free energy. Kurchan, Parisi and Virasoro [29] and Crisanti and Sommers [23] carried
out the TAP analysis of pure spherical models (their analysis is not rigorous, and neither is
claimed to be). Interestingly, for pure spherical spin glasses, TAP solutions are nothing but
the critical points of the Hamiltonian (see [5, Section 6]).4 One may therefore wonder whether
the mass of bands we compute coincides with the TAP free energy of [29, 23]. As we shall
see, this is indeed the case, at least in the relevant range of overlaps; see Remark 21.
As part of our investigation of the weights and structure of the Gibbs measure on the thin
bands of (1.5) we will study the conditional law of the restriction of the Hamiltonian HN (σ)
to the sub-sphere {σ : R (σ,σ0) = q∗} of co-dimension 1, conditional on ∇HN (σ0) = 0 and
HN (σ0) = u for some level u ∈ R. The latter, we shall see, is identical in distribution to a
certain mixed spherical model involving k-spin interactions with 2 ≤ k ≤ p only (see Corollary
17), shifted by a constant. The Onsager reaction term added in [29, 23] to what they call the
‘naive’ free energy will arise in our calculation as the free energy of this mixture. Moreover, we
will see that the fluctuations of the free energy of the original pure p-spin model on the sphere
are intimately related to those of the 2-spin component of the mixture. The convergence of
the free energy for the spherical 2-spin model proved by Baik and Lee [7] (see Theorem 7)
will be crucial to analyzing the fluctuations of the latter. Apart from the results stated in
Section 2 (which include the convergence result of [7] and results on the critical points from
[5, 37, 38]), our analysis is essentially self contained.
The free energy. The free energy is defined by FN,β =
1
N log (ZN,β). The following theorem
gives the second order correction of NFN,β and shows that, appropriately centered, NFN,β is
tight.
4A rigorous computation of the annealed TAP complexity was performed by Auffinger, Ben Arous and
Cˇerny´ [5]; the fact that it is valid quenched for low energies follows from [37].
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Theorem 2. For large enough β, with ΛZ (E, q), E0 and cp defined by (5.6), (2.6) and (2.8),
(1.8) lim
t→∞ lim supN→∞
P
{∣∣∣∣NFN,β −NΛZ (E0, q∗) + βqp∗2cp logN
∣∣∣∣ > t} = 0.
Earlier results regarding fluctuations of the free energy of mean field spin glass models are
surveyed in Section 2.1. In particular, the above is the first result proving that fluctuations
are of order O(1) in the low-temperature phase. Theorem 2 implies that FN,β converges in
probability to ΛZ (E0, q∗). Obviously, the latter must coincide with the expression given by
the spherical version of the Parisi formula discovered by Crisanti and Sommers [22], proved
by Talagrand [39] and extended by Chen [13]. We compare ΛZ (E0, q∗) and the 1-step RSB
Parisi functional by a direct calculation in Section 12. As β →∞ we obtain the limiting law
of the free energy in the following proposition.
Proposition 3. There exist deterministic aN,β such that, for any t ∈ R,
(1.9) lim
β→∞
lim sup
N→∞
∣∣∣∣P{ 1β (NFN,β − aN,β) ≤ t
}
− exp{−c−1p e−cpt}∣∣∣∣ = 0.
In fact, we will prove the above with aN,β = log(VN,β(mN )) where VN,β (u) and mN are
defined by (6.2) and (2.7). We finish with the following representation for the free energy in
the N →∞ limit.
Corollary 4. For large enough β, there exist random variables ZN,i, such that each ZN,i is
measurable with respect to
(
HN (σ
i
0),∇2HN (σi0)
)
, and a sequence kN ≥ 1 with kN → ∞, so
that
∀ > 0 : lim
N→∞
P

∣∣∣∣∣∣NFN,β − log
∑
i∈[kN ]
ZN,i
∣∣∣∣∣∣ > 
 = 0.
See (10.9) for an explicit expression for ZN,i (as a conditional mass of a band).
Absence of temperature chaos. Chaos phenomena, discovered by Bray and Moore [11]
and Fisher and Huse [27], have been studied extensively in the physics literature; see the
recent survey [35] by Rizzo. They refer to the situation where a small perturbation in the
parameters of the system results in a drastic change in macroscopic observables. In particular,
we say that temperature chaos occurs if for any β1 6= β2,
(1.10) ∃q0 ∈ [−1, 1] , ∀ > 0 : lim
N→∞
E
{
GN,β1 ⊗GN,β2
{∣∣R (σ,σ′)− q0∣∣ > }} = 0.
That is, we sample at two different temperatures with the disorder fixed. We prove that
spherical pure p-spin models do not exhibit temperature chaos, verifying a prediction of
Rizzo and Yoshino [36]. To the best of knowledge, this is the first example where absence of
temperature chaos is proved rigorously for mean-field spin glass models.
Theorem 5. For large enough β1 < β2, (1.10) does not hold.
In contrast, very recently Panchenko [32] proved that generic Ising mixed even p-spin models
exhibit temperature chaos (see also the related works of Chen [15] and Chen and Panchenko
[19]). His methods are also expected to work for spherical models. For pure spherical p-
spin models with even p ≥ 4, Panchenko and Talagrand [33] proved that for any  > 0,
limN→∞ E {GN,β1 ⊗GN,β2 {R (σ,σ′) ∈ A()}} = 1 with A() denoting the union of balls of
radius  around 0, q12 and −q12, with q12 = q∗(β1)q∗(β2), assuming β1 and β2 are in the
low-temperature phase. By itself, this is not enough to conclude or rule out chaos. Our proof
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shows that in the N →∞ limit, any of those three values is charged. See Proposition 33 and
Remark 34. The proof of Theorem 5 will be based on the fact that the centers of the bands
that carry most of the mass do not change with temperature, assuming the temperature is
low enough.
Theorem 1 and an investigation of the critical points of the Hamiltonian can be also used
to study disorder chaos of the Gibbs measure and the ground state. We discuss this in Section
12.
Structure of the paper. In Section 2 we review earlier related works. Section 3 is dedicated
to an outline of the proof of Theorem 1. In Section 4 we develop a certain decomposition for
the Hamiltonian and study conditional laws related to it. Various overlap values of importance
are defined in Section 5. In particular, they are used to define two ranges of overlaps for which
conditional weights of corresponding bands around a single critical point are investigated by
different methods in Sections 6 and 7. Those are used in Section 8 to derive bounds on
contributions to the partition function of the corresponding bands around all (low enough)
critical points. The latter are combined in Section 9 to prove Theorem 1. The proofs of
Theorem 2, Proposition 3 and Corollary 4, which deal with the free energy, are given in
Section 10. The proof of the absence of temperature chaos, Theorem 5, is given in Section
11. Section 12 is dedicated to concluding remarks including, in particular, a discussion about
the transition to disorder chaos.
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2. Earlier and related works
The first section below surveys works related to Theorem 2. The second section is devoted
to recent results about the critical points and values of the Hamiltonian HN (σ), directly
related to Theorem 1 and frequently used in the sequel.
2.1. Fluctuations of the free energy. First we state two result regarding the free energy
of the 2-spin model which will be crucial when we study the weights of bands. The first
is obtained as a corollary from Talagrand’s proof [39] of the spherical version of the Parisi
formula.
Corollary 6. [39, Theorem 1.1, Proposition 2.2] For the pure 2-spin spherical model, the
limiting free energy is given by limN→∞ FN,β =P2 (β) where
(2.1) P2 (β) =
{
1
2β
2 if β ≤ 1/√2,√
2β − 34 − 12 log (β)− 14 log 2 if β > 1/
√
2.
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The following convergence was recently proved by Baik and Lee [7].5 We denote by
d→
convergence in distribution and by N (m,σ2) the Gaussian distribution with mean m and
variance σ2.
Theorem 7. [7, Theorem 1.2] For the pure 2-spin spherical model, with f = 14 log
(
1− 2β2),
α = −2f , and TW1 denoting the GOE Tracy-Widom distribution,
∀β ∈
(
0, 1/
√
2
)
: N (FN,β −P2 (β)) d−→
N→∞
N (f, α) ,(2.2)
∀β ∈
(
1/
√
2,∞
)
:
(
1√
2
β − 1
2
)−1
N2/3 (FN,β −P2 (β)) d−→
N→∞
TW1.(2.3)
As for the fluctuations of the free energy in other spin glass models, we mention the fol-
lowing. In the high-temperature phase, Aizenman, Lebowitz and Ruelle [2] proved the con-
vergence of N(FN,β − CN,β), where CN,β is an appropriate centering, to a Gaussian variable
for the Sherrington-Kirkpatrick (SK) model. Comets and Neveu [21] later proved a similar
result by a different approach using martingale methods. For pure Ising p-spin models with
even p ≥ 4, again in the high-temperature phase, Bovier, Kurkova and Lo¨we [10], proved
similar convergence for N (p+2)/4(FN,β − CN,β) by adapting the method of [21]. With a dif-
ferent definition for the model, dropping the diagonal terms in (1.1), (but still working with
Ising spins, σ ∈ {±1}N and at high-temperature) they show for p ≥ 3 the convergence of
Np/2(FN,β − CN,β). At any temperature, Chatterjee [12] showed that for Ising mixed even
p-spin models without an external field, Var (NFN,β) ≤ cβN/ logN . For Ising mixed p-spin
models in the presence of an external field and at any temperature, Chen, Dey and Panchenko
[17] showed that Var (NFN,β) ≤ cβN . When assuming in addition that there are no odd p-
spin interactions, they also showed convergence to a Gaussian variable. As they remark, their
approach should also work for spherical models.
2.2. Critical points and values. For B ⊂ R define
(2.4) CN (B) , {σ : ∇HN (σ) = 0, HN (σ) ∈ B} .
By an abuse of notation we will also write CN (a, b) for CN ((a, b)). In the seminal work [5]
Auffinger, Ben Arous and Cˇerny´ proved the following (see also [4] for the mixed case).
Theorem 8. [5, Theorem 2.8] Assume p ≥ 3. For any E ∈ R, there exists Θp(E) (defined in
(12.11) below) so that
(2.5) lim
N→∞
1
N
log (E |CN (−∞, NE)|) = Θp (E) .
Set E∞ = 2
√
(p− 1) /p and
(2.6) let E0 > E∞ be the unique number satisfying Θp (−E0) = 0.
Critical points of a given index were also considered in [5] (the index of a critical point is the
number of negative eigenvalues of the Hessian at that point). By Markov’s inequality one has
the following.
5Below we will apply [7, Theorem 1.2] for the 2-spin model defined by (1.1) with p = 2 and the inverse-
temperature βeff = βeff (N, q∗) defined in (6.32). In the notation of [7, Theorem 1.2], this corresponds to
centered Gaussian Jij = Jji with variance 2 if i = j and 1 if i 6= j and inverse-temperature βeff/
√
2. Since
βeff ∈
(
0, 1/
√
2
)
, in our application we will only use (2.2).
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Corollary 9. [5, Theorem 2.5] For p ≥ 3, there exists a number E1 ∈ (E∞, E0) such that for
any δ > 0 there exists c(δ) > 0 for which
P {∃σ ∈ CN (−∞,−N (E1 + δ)) : σ is not a local min} < e−c(δ)N .
By a second moment computation for |CN (NB)| (where NB = {Nx : x ∈ B}), concen-
tration of the number of critical points around its mean was proved in [37].
Theorem 10. [37, Corollary 2] For p ≥ 3 and E ∈ (−E0,−E∞),
lim
N→∞
|CN (−∞, NE)|
E |CN (−∞, NE)| = 1, in L
2.
Set
mN = −E0N + 1
2cp
logN −K0,(2.7)
cp =
d
dx
∣∣∣∣
x=−E0
Θp (x) = E0 − 2
E2∞
(
E0 −
√
E20 − E2∞
)
,(2.8)
where K0 is given in [38, Eq. (2.6)]. Zeitouni and the author [38] proved the convergence of
the extremal process of critical points defined by
(2.9) ξN , (1 + ιp)−1
∑
σ∈CN (−∞,∞)
δHN (σ)−mN ,
where ιp = (1 + (−1)p) /2 (normalizing the weights so that ξN is a simple point process a.s.
for even p). Let PPP (µ) denote the distribution of a Poisson point process with intensity
measure µ and endow the space of point processes with the vague topology.
Theorem 11. [38, Theorem 1] For p ≥ 3,
(2.10) ξN
d→
N→∞
ξ∞ ∼ PPP (ecpxdx) .
Corollary 12. [38, Theorem 1, Corollary 2] For p ≥ 3, HN (σ10) = minσHN (σ) converges
to the negative of a Gumbel variable, namely, P{HN (σ10) −mN ≥ x} → exp
{−c−1p ecpx} as
N →∞. Moreover,
∀k ≥ 1, lim
L→∞
lim
N→∞
P
{
CN (mN − L,mN + L) ⊃
{
σi0 : i ∈ [k]
}}
= 1,
∀L > 0, lim
k→∞
lim
N→∞
P
{
CN (mN − L,mN + L) ⊂
{
σi0 : i ∈ [k]
}}
= 1.
Another consequence of the second moment calculation [37] and the bound on the minimum
is the following bound on overlaps of critical points.6
Corollary 13. For p ≥ 3, for any  > 0 there exist δ(), c() > 0 such that
(2.11) P
{∃σ,σ′ ∈ CN (N (−E0 − δ(),−E0 + δ())) , σ 6= ±σ′ : ∣∣R (σ,σ′)∣∣ ≥ } < e−c()N .
Moreover, there exists a sequence N > 0 with N → 0 as N →∞ such that
lim
N→∞
P
{
∃σ,σ′ ∈ CN
(
−∞,mN +
√
N
)
, σ 6= ±σ′ : ∣∣R (σ,σ′)∣∣ ≥ N} = 0.
6Corollary 13 follows from [38, Eq. (5.2), (5.3)] and since it is shown in the proof of [38, Proposition 4] that
[38, Eq. (5.2)] is negative.
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3. Outline of the proof of Theorem 1
Schematically, we think of an overlap-depth plane by defining the contribution of A×B ⊂
[−1, 1]× R to ZN,β as
(3.1) ContN,β (A×B) = ZN,β
(∪σ0∈CN (B) {σ : R (σ,σ0) ∈ A}) ,
The basic picture we prove about (3.1) is that as one ‘scans’ possible depths u = EN for
critical points σ0 and overlaps q (in some range, as we explain below), the maximal value
for the contribution (3.1) with A = (q, q + o(1)) and B = (u, u+ o(1)) is obtained with high
probability (w.h.p) when q = q∗ and u = −E0N . Of course, ContN,β (·) is not additive, since
bands can intersect each other, and exploring the whole range of [−1, 1]×R therefore makes no
sense; it is additive, however, when restricted to small enough range of overlaps around 1 and
low enough depths (clearly, at least when we allow those ranges to depend on the disorder).
The next section explains how we restrict to a small range of overlaps containing q∗ and range
of depths near u = −E0N .
Restriction to caps. Observe that, with B = {σ : HN (σ) ≥ u} being the super-level
set of HN (σ) with some level u ∈ R, we have that ZN,β (B) ≤ e−βu. In Lemma 29, we
shall prove that for an appropriate choice of uLS and qLS (see (5.12) and (8.2)) the sub-level
set of uLS + δN , with small δ > 0, is covered by ∪Cap (σ0, qLS), where the union goes over
σ0 ∈ CN (−∞, uLS + δN) and we define the spherical caps
(3.2) Cap (σ0, q) ,
{
σ ∈ SN−1 : q ≤ R (σ,σ0)
}
.
We shall also prove a lower bound on the contribution coming from overlaps roughly q∗ (see
(8.9)) by which for the same choice of uLS the free energy is w.h.p greater than e
−βuLS−o(N).
Hence, w.h.p the mass of the complement of the caps is negligible. That is, when analyzing
contributions we may restrict to
RegLS (δ) = (qLS, 1)× (−∞, uLS + δN) .
(See Figure 3.1 for a graphical description.) In addition, from bounds on the global minimum
of HN (σ) (Corollary 12), with probability going to 1 as κ
′ →∞, for large N the contribution
of
RegGS
(
κ′
)
= (−1, 1)× (−∞,mN − κ′]
is equal to 0 w.h.p, where mN is defined in (2.7). Combining the above with bounds on the
lowest critical values of HN (σ) (see Corollary 12), we will see that (1.5) follows if we prove:
(1) an appropriate lower bound on ContN,β (Reg∗ (c, κ, κ′)) where
(3.3) Reg∗
(
c, κ, κ′
)
=
(
q∗ − cN−1/2, q∗ + cN−1/2
)
× (mN − κ′,mN + κ) ;
(2) upper bounds on ContN,β (Ai ×Bi) for some collection of sets Ai ×Bi covering
RegUB
(
δ, c, κ, κ′
)
= RegLS (δ) \
(
Reg∗
(
c, κ, κ′
) ∪ RegGS (κ′))
(3.4)
= (qLS, 1)×
(
mN − κ′, uLS + δN
) \ (q∗ − cN−1/2, q∗ + cN−1/2)× (mN − κ′,mN + κ) .
In Section 8.2 we split the latter to several regions, dealt with separately, corresponding to
critical values near and far from mN and overlaps near and far from 1, see Figure 8.1.
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1q∗ ± cN− 12qLS
Overlap
uLS + δN
mN + κ
mN − κ′
Reg∗(c, κ, κ′)
(RegLS(δ))
c
RegGS(κ
′)
Depth
RegUB(δ, c, κ, κ
′)
Figure 3.1. Regions of overlap and depth.
The Kac-Rice formula. The basic tool we use for deriving bounds is the Kac-Rice formula;
see Appendix I. The formula will allow us to bound the expected number of critical points σ0
that satisfy various conditions by integrals involving the intensity of the empirical measure of
critical values and conditional probabilities that the (arbitrarily chosen) point
nˆ ,
(
0, ..., 0,
√
N
)
,
satisfies the aforementioned conditions, given that
(3.5) HN (nˆ) = u and ∇HN (nˆ) = 0.
When combined with Markov’s inequality to upper bound corresponding probabilities, the
formula can roughly be thought of as a variant of the union bound, where the intensity
accounts for the number of events. In the sections below we explain in more detail how
the formula is used to derive bounds on the contributions ContN,β (A×B). Prior to deriving
those bounds (in Section 8), we will need to investigate the conditional probabilities mentioned
above.
Conditional structure around critical points. The Kac-Rice formula allows us to trans-
fer questions dealing with ContN,β (A×B) to ones about the conditional law of {HN (σ)}σ
given (3.5). A useful description of the latter will be obtained in Section 4 by decomposing
HN (σ) as a sum of independent fields, see (4.10). For any overlap q, on {σ : R (σ, nˆ) = q}
the k-th of those fields is distributed like a pure spherical k-spin model multiplied by a factor
that is a function of q, which can be thought of as an effective temperature (see (4.11)). The
effect of conditioning on HN (nˆ) = u and ∇HN (nˆ) = 0 is equivalent to dropping the field
corresponding to k = 1 and setting the field corresponding to k = 0 to be equal to some
deterministic function of σ. On thin bands around overlap q, the conditional field is roughly
a mixture of pure k-spin with 2 ≤ k ≤ p, shifted by a constant.
Upper bounds on masses of bands. Denote the conditional law given (3.5) and ex-
pectation by Pu,0 and Eu,0 (see Remark 16). Abbreviate, only in this subsection, Z(q) =
ZN,β(Band(nˆ, q, q + o(1))). Combining a variant of the Kac-Rice formula (see Lemmas 40
and 41) with a computation of Eu,0Z(q), we will derive an upper bound on the expectation of
contributions to the partition function (3.1). By Markov’s inequality, they yield upper bounds
on the probabilities that the contributions are not small compared to the mass of the bands
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in Theorem 1. This will be good enough for overlaps sufficiently close to 1. Specifically, in
Section 6, we will use such bounds for overlaps in the range q ∈ (q∗∗, 1) with q∗∗ defined in
(5.10) (see Figure 3.2).
In general, however, what describes the typical behavior (under Pu,0) is the corresponding
free energy, i.e., 1NEu,0 log (Z(q)). By Jensen’s inequality, this free energy is bounded from
above by 1N log(Eu,0Z(q)), which for u = −EN is asymptotically equal to the expression
ΛZ (E, q) of (5.6) (see Remark 21). In fact, by the methods we use in Section 6, one can check
that this bound is tight asymptotically for q ∈ (qc, 1), where qc ∈ (q∗∗, q∗) is given in (5.5).
We remark that the bound obtained from Jensen’s inequality is not good enough to bound
contributions related to overlaps sufficiently close to qLS. We deal with the range (qLS, q∗∗) in
Section 7 where we upper bound the N →∞ limit of the free energy 1NEu,0 log (Z(q)) which,
with u = −NE, we denote by ΛF (E, q) (see (7.2)). First, we will relate ΛF (E, q) to a free
energy ΛF,2 (E, q) (see (7.4)) which in a certain sense takes into account in a non-trivial way
only the k = 2 component in the decomposition of HN (σ), i.e., a pure 2-spin. Second, we
shall bound the fluctuations (under Pu,0) of 1N log (Z(q)) from its mean. Those will allow us to
use the Kac-Rice formula to control the number of critical points whose corresponding bands
have exceedingly high mass. Together with bounds on the number of critical points obtained
from Theorem 8, this yields an upper bound on contribution related to overlaps in the range
(qLS, q∗∗) w.h.p.
1q∗qcq∗∗qLS
Figure 3.2. A qualitative graph of ΛF,2 (E0, q) (black) and ΛZ (E0, q) (gray),
at low temperature (on (qc, 1) both coincide). Vertical lines correspond to
overlap values.
Lower bound on the mass of a band of overlap q∗. Conditional on (3.5), the behavior
of the Hamiltonian on a thin band Band (nˆ, q∗ − o(1), q∗ + o(1)), is essentially described by
its behavior on {σ : R (σ, nˆ) = q∗}. As we already mentioned, the latter is distributed like a
spherical mixed model, where the coefficients are determined by β. As β increases - and the
band narrows, i.e., q∗ increases to 1 - the 2-spin interaction becomes more dominant relative to
the other spins. This will allow us to prove (see Proposition 19 and Lemmas 24 and 25) that
the fluctuations of the free energy attributed to the band are roughly determined only by the
2-spin interaction. We remark that the 2-spin interaction is closely related to the Hessian of
the Hamiltonian at the center of the band, which is key to Corollary 4. Also, this interaction
will have an ‘effective’ high temperature which, based on the convergence result of Baik and
Lee [7] (Theorem 7), implies Gaussian fluctuations for the free energy. Combined with the
Kac-Rice formula this will be used to show that w.h.p there are no bands corresponding to
(3.3) with relative mass which is too low. On the other hand, from Theorem 11 we know
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that the probability that there are no critical points with values in the range corresponding
to (3.3) goes to 0 as N → ∞. In Proposition 30, we will this to conclude that there exist
bands corresponding to (3.3) with large enough relative mass and prove a lower bound on the
contribution of (3.3).
Overlap distribution. We shall compute the first and second moments of the mass of
bands as in Theorem 1 (see Proposition 18 and Lemma 26) and see that: the contribution
to the second moment coming from pairs of points whose overlap ‘inside the band’7 is not
approximately 0 is negligible; and that the ratio of second to first moment squared converges
to a constant as N → ∞. Combined with the lower bound on the mass of corresponding
bands which we discussed in the previous subsection, this will yield (1.6). To prove (1.7) from
the latter, we will use Corollary 13, which states that deep critical points are either antipodal
or essentially orthogonal, and a simple deterministic geometric argument (see Lemma 32).
4. Decomposition around (critical) points
A crucial ingredient in our analysis is a certain decomposition of HN (σ) around a given
point on the sphere, which we develop in this section. We shall use nˆ as the center point,
but since the Hamiltonian is invariant under rotations of the sphere, similar results hold
for an arbitrary point on the sphere. Let (Ei)
N−1
i=1 = (Ei (σ))
N−1
i=1 be a smooth orthonor-
mal frame field defined over a neighborhood of nˆ (relative to the standard Riemannian
metric). With Pnˆ : (x1, ..., xN ) 7→ (x1, ..., xN−1) denoting the projection from the hemi-
sphere
{
x ∈ SN−1
(√
N
)
: xN > 0
}
to RN−1, we shall assume that for any smooth function
g : SN−1
(√
N
)
→ R,8
(4.1) Eig (nˆ) =
d
dxi
g ◦ P−1nˆ (0) , EiEjg (nˆ) =
d
dxi
d
dxj
g ◦ P−1nˆ (0) .
Define Fk as the σ-algebra generated by
(4.2)
{
Ei1 · · ·EijHN (nˆ) : 1 ≤ i1 ≤ · · · ≤ ij ≤ N − 1, 0 ≤ j ≤ k
}
,
that is, by HN (nˆ) and all the derivatives (by Ei) of HN (σ) at nˆ up to order k. Set-
ting H˚ nˆ,kN (σ) = E [HN (σ) | Fk], define H¯ nˆ,kN (σ) = H˚ nˆ,kN (σ) − H˚ nˆ,k−1N (σ) for k > 0, and
H¯ nˆ,0N (σ) = H˚
nˆ,0
N (σ).
Define HEucN (x) as the extension of HN (σ) to RN defined by the formula (1.1) only with
general x ∈ RN instead of σ from the sphere. Clearly, HN (nˆ) and the derivatives of HN (σ)
at nˆ up to order k are determined by HEucN (nˆ) and the Euclidean derivatives of H
Euc
N (x) at
7I.e., the overlap between the projections of the points to the orthogonal space to the center point σ0 ∈ RN .
8The fact that such frame field exists can be seen from the following. If we let
{
∂
∂xi
}N−1
i=1
be the pullback
of
{
d
dxi
}N−1
i=1
by Pnˆ, then
{
∂
∂xi
(nˆ)
}N−1
i=1
is an orthonormal frame at the north pole. For any point in a small
neighborhood of nˆ we can define an orthonormal frame as the parallel transport of
{
∂
∂xi
(nˆ)
}N−1
i=1
along a
geodesic from nˆ to that point. This yields an orthonormal frame field on that neighborhood, say Ei(σ) =∑N−1
j=1 aij(σ)
∂
∂xj
(σ), i = 1, ..., N − 1. Working with the coordinate system Pnˆ one can verify that at x = 0 the
Christoffel symbols Γkij are equal to 0, and therefore (see e.g. [25, Eq. (2), P. 53]) the derivatives
d
dxk
aij(P
−1
nˆ (x))
at x = 0 are also equal to 0.
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nˆ up to order k, and vice versa. In other words, Fk is equal to the σ-algebra generated by
(4.3)
{
d
dxi1
· · · d
dxij
HEucN (nˆ) : 1 ≤ i1 ≤ · · · ≤ ij ≤ N − 1, 0 ≤ j ≤ k
}
.
The advantage of this is that the Euclidean derivatives (4.3) are directly related to the disorder
Ji1,...,ip .
Write
(4.4) HN (σ) =
1
N (p−1)/2
∑
1≤i1≤...≤ip≤N
J ′i1,...,ipσi1 · · ·σip , σ ∈ SN−1
(√
N
)
,
where J ′¯
i1,...,¯ip
is defined as the sum of all Ji1,...,ip in (1.1) such that {i1, ..., ip} = {¯i1, ..., i¯p} as
multisets. Then for any 1 ≤ k ≤ p, 1 ≤ i1 ≤ · · · ≤ ik ≤ N − 1,
(4.5)
d
dxi1
· · · d
dxik
HEucN (nˆ) =
∏N−1
j=1 |{l ≤ k : il = j}|!
N (k−1)/2
J ′i1,...,ik,N,...,N ,
and
(4.6) HN (nˆ) = H
Euc
N (nˆ) = N
1/2J ′N,...,N .
Since HN (σ) and
{
J ′i1,...,ip
}
are centered and jointly Gaussian, and
{
J ′i1,...,ip
}
is a set of
independent variables, it follows that
E
[
HN (σ) | J ′i1,...,ij ,N,...,N : 1 ≤ i1 ≤ · · · ≤ ij ≤ N − 1, 0 ≤ j ≤ k
]
=
k∑
j=0
E
[
HN (σ) | J ′i1,...,ij ,N,...,N : 1 ≤ i1 ≤ · · · ≤ ij ≤ N − 1
]
.
Therefore, for 0 ≤ k ≤ p,
H¯ nˆ,kN (σ) = E
[
HN (σ) | J ′i1,...,ik,N,...,N : 1 ≤ i1 ≤ · · · ≤ ik ≤ N − 1
]
=
1
N (p−1)/2
∑
1≤i1≤···≤ik≤N−1
J ′i1,...,ik,N,...,Nσi1 · · ·σikσp−kN .(4.7)
The following lemma directly follows. For 0 ≤ k ≤ p, let Hpure kN−1 (σ) be independent pure
k-spin models on the sphere SN−2, where by 0-spin model we simply mean a constant centered
Gaussian field with variance
√
N − 1. Also, with σ = (σ1, ..., σN ) define
(4.8) σ˜ =
√
N − 1
N
(σ1, ..., σN−1)√
1− q2 (σ) ∈ S
N−2 and q (σ) =
σN√
N
= R (σ, nˆ) .
Lastly, define
(4.9) αk (q) ,
√(
p
k
)
(1− q2)kqp−k,
where obviously
∑p
k=0 α
2
k (q) =
(
1− q2 + q2)p = 1. Note that αk (q) can be negative. Denote
by
d
= equality in distribution.
Lemma 14. The Hamiltonian decomposes as
(4.10) HN (σ) =
p∑
k=0
H¯ nˆ,kN (σ) ,
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where the Gaussian fields
{
H¯ nˆ,kN (σ)
}
σ
, 0 ≤ k ≤ p, are independent of each other and
(4.11)
{
H¯ nˆ,kN (σ)
}
σ
d
=
{
αk (q (σ))
√
N
N − 1H
pure k
N−1 (σ˜)
}
σ
.
Proof. Equation (4.10) follows from (4.7) and (4.4). Independence follows from that of J ′i1,...,ip
of each other. By simple algebra
H¯ nˆ,kN (σ) =
√
N
N − 1
(
p
k
)−1 αk (q (σ))
(N − 1)(k−1)/2
∑
1≤i1≤···≤ik≤N−1
J ′i1,...,ik,N,...,N σ˜i1 · · · σ˜ik ,
where σ˜i are the elements of σ˜. Using the fact that
Var
(
J ′i1,...,ik,N,...,N
)
=
(
p
k
)
Var
(
J ′i1,...,ik
)
,
(4.11) follows from (4.4) (with N − 1 instead of N in the latter). 
The following lemma expresses H¯ nˆ,kN (σ), k ≤ 2, in terms of the Hamiltonian HN (σ)
directly. Denote
∇HN (nˆ) = (EiHN (nˆ))N−1i=1 and ∇2HN (nˆ) = (EiEjHN (nˆ))N−1i,j=1 .
We define the random matrix
(4.12) G (nˆ) := GN−1 (nˆ) , ∇2HN (nˆ) + p
N
HN (nˆ) I,
where I := IN−1 denotes the identity matrix of dimension N − 1. A random matrix M
from the N × N Gaussian orthogonal ensemble, or for brevity an N × N GOE matrix, is a
real, symmetric matrix such that all elements are centered Gaussian variables which, up to
symmetry, are independent with variance 2/N on the diagonal and 1/N off the diagonal.
Lemma 15. We have that
H¯ nˆ,0N (σ) = q
p (σ) ·HN (nˆ) ,(4.13)
H¯ nˆ,1N (σ) = q
p−1 (σ)
(
1− q2 (σ))1/2√ N
N − 1 · 〈∇HN (nˆ) , σ˜〉 ,(4.14)
H¯ nˆ,2N (σ) =
1
2
qp−2 (σ)
(
1− q2 (σ)) N
N − 1 · σ˜
TGN−1 (nˆ) σ˜,(4.15)
and HN (nˆ), ∇HN (nˆ), and GN−1 (nˆ) are independent. Moreover, ∇HN (nˆ) ∼ N (0, pIN−1)
and with M being a GOE matrix of dimension N − 1,
(4.16) GN−1 (nˆ)
d
=
√
N − 1
N
p (p− 1)M.
Proof. Since HN (nˆ) = N
1/2J ′N,...,N and q (σ) = σN/
√
N , (4.13) follows from (4.7) (with
k = 0). From (4.1), (4.4) and the fact that
d
dxi
∣∣∣∣
x=0
xi1 · · ·xik
(
N −
N−1∑
i=1
x2i
) p−k
2
 = {N p−12 , k = 1, i1 = i
0, otherwise
,
we obtain that
(4.17) EiHN (nˆ) = J
′
i,N,...,N ∼ N (0, p) .
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Thus, (4.14) follows from (4.7) (with k = 1) and some rearranging. The independence of
(J ′i,N,...,N )i implies that ∇HN (nˆ) ∼ N (0, pIN−1).
Similarly, from (4.1), (4.4) and the fact that
d
dxi
d
dxj
∣∣∣∣
x=0
xi1 · · ·xik
(
N −
N−1∑
i=1
x2i
) p−k
2
 =

(1 + δij)N
p−2
2 , k = 2, {i1, i2} = {i, j}
−δijpN
p−2
2 , k = 0
0, otherwise
,
we obtain that
EiEjHN (nˆ) =N
−1/2 ((1 + δij) J ′i,j,N,...,N − δijpJ ′N,...,N) ,
and thus
(4.18) (GN−1 (nˆ))ij = N
−1/2 (1 + δij) J ′i,j,N,...,N .
Since J ′i,j,N,...,N ∼ N (0, p (p− 1) /(1 + δij)) are independent, (4.16) follows. Substituting this
in (4.7) (with k = 2), after some algebra we obtain (4.15).
Lastly, the independenceHN (nˆ),∇HN (nˆ), andGN−1 (nˆ) follows since they are measurable
w.r.t to disjoint subsets of the random variables
{
J ′i1,...,ip
}
. 
Denote
(4.19) H¯ nˆ,k+N (σ) =
p∑
m=k
H¯ nˆ,mN (σ) .
Remark 16. In many situations in the sequel we will have some random variable X for which
HN (nˆ), ∇HN (nˆ) and X have a continuous joint density and we will need to compute or
estimate the probability that X ∈ B, for some measurable set B, conditional on HN (nˆ) = u,
∇HN (nˆ) = 0. In this case, the notation Pu,0 {X ∈ B} should be understood as the probability
under the law determined the usual conditional density given by the ratio of the joint densities.
That is, if ϕ1 (v, w, x) and ϕ2 (v, w) are the continuous densities of (HN (nˆ),∇HN (nˆ), X) and
(HN (nˆ),∇HN (nˆ)) , respectively, then Pu,0 {X ∈ B} =
´
B ϕ1 (u, 0, x) dx/ϕ2 (u, 0). We will
also refer to Pu,0 {X ∈ ·} as the conditional law of X under Pu,0 { · }. We define Pu,0,A {X ∈ B}
similarly, assuming the corresponding joint density exists, as the conditional probability given
(4.20) HN (nˆ) = u,∇HN (nˆ) = 0 and GN−1 (nˆ) = A.
The conditional expectations corresponding to the above will denoted by Eu,0 { · } and Eu,0,A { · }.
The corollary below follows directly from Lemmas 14 and 15.
Corollary 17. The conditional law of the field HN (σ) under Pu,0 { · } is identical to the
(unconditional) law of
uqp (σ) + H¯ nˆ,2+N (σ) .
Similarly, the conditional law of the field HN (σ) under Pu,0,A { · } is identical to the (uncon-
ditional) law of
uqp (σ) +
1
2
qp−2 (σ)
(
1− q2 (σ)) N
N − 1 · σ˜
TAσ˜ + H¯ nˆ,3+N (σ) .
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5. Important overlap values
Our analysis requires understanding the contribution to the partition function ZN,β coming
from different distances, or equivalently overlaps, from critical points. In this section we define
several important overlap values that will be used to define different regions in the overlap-
depth plane of Section 3 (see Figure 3.1). It will be very useful for us to investigate the
restriction of the random fields H¯ nˆ,kN (σ) (with k = 2 in particular) to{
σ ∈ SN−1 : R (σ, nˆ) = q} ,
which for convenience we parametrize as random fields on SN−2. With θq : SN−2 → SN−1
being the left inverse of σ 7→ σ˜ (see (4.8)) given by
θq ((σ1, ..., σN−1)) =
√
N
N − 1 (1− q
2) (σ1, ..., σN−1, 0) + qnˆ,
for any function h : SN−1 → R define h|q : SN−2 → R by
(5.1) h|q (σ) = h ◦ θq (σ) .
Note that by (4.11), H¯ nˆ,kN |q is a pure k-spin for any q, up to a multiplicative factor. Specif-
ically, we have that
(5.2) E
{
H¯ nˆ,2N |q (σ) H¯ nˆ,2N |q
(
σ′
)}
= N
(
α2 (q)R
(
σ,σ′
))2
,
where α2 (q) was defined in (4.9). With β fixed, we can think of the partition function corre-
sponding to H¯ nˆ,2N |q as that of the pure 2-spin model on SN−2 with an ‘effective’ temperature
(5.3) β|α2 (q) |
√
N
N − 1 .
By Corollary 6, with β fixed, the limiting free energy of H¯ nˆ,2N |q undergoes a transition at
values of q that satisfy
(5.4) α2 (q) =
(
p
2
)1/2
qp−2
(
1− q2) = 1
β
√
2
, χ2.
Define, assuming β is large enough so that the set below is non-empty,
(5.5) qc := qc(β) = max {q ∈ (0, 1) : α2 (q) = χ2} .
In our computations we will encounter the function
(5.6) ΛZ (E, q) ,
1
2
log
(
1− q2)+ βEqp + 1
2
β2
(
1− q2p − pq2p−2 (1− q2)) ,
which is related to the free energy of bands of overlap approximately q around critical points
of depth −EN (see Lemma 20). The critical points of ΛZ (E0, q) as a function of q are the
solutions of
(5.7) − q
1− q2 + pβE0q
p−1 − p (p− 1)β2q2p−3 (1− q2) = 0.
Viewing the latter as a quadratic equation in β we have that the solutions with q 6= 0 are
characterized by the relation
(5.8) α2 (q) =
1√
2β
(
E0
E∞
±
√
E20
E2∞
− 1
)
.
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From the fact that z −√z2 − 1 decreases in z > 1 and since E0 > E∞,
(5.9) χ1 ,
1√
2β
(
E0
E∞
−
√
E20
E2∞
− 1
)
< χ2 <
1√
2β
(
E0
E∞
+
√
E20
E2∞
− 1
)
, χ3.
Thus, assuming β is sufficiently large so that the sets below are non-empty, defining
q∗ := q∗(β) = max {q ∈ (0, 1) : α2 (q) = χ1} ,(5.10)
q∗∗ := q∗∗(β) = max {q ∈ (0, 1) : α2 (q) = χ3} ,
which are in particular critical points of ΛZ (E, q) in q, we have that
0 < q∗∗ < qc < q∗ < 1.
(See Figure 3.2.) We also have
lim
β→∞
1
2
(
1− q2∗
)2 ∂2
∂q2
ΛZ (E0, q∗) = 2 (βχ1)2 − 1(5.11)
< 2 (βχ2)
2 − 1 = 0.
Thus, for large enough β, ∂
2
∂q2
ΛZ (E0, q∗) < 0.
With an arbitrary constant which will be fixed CLS > (2p (E0 − E∞))−1, the last overlap
value we define is
(5.12) qLS = 1− CLS log β
β
.
This overlap value is the one we will use to define the caps which we restrict to, as described
in the outline in Section 3.
6. mass of bands under Pu,0: the range (q∗∗, 1)
In this section we evaluate the relative partition function of bands and caps. To shorten
the notation, we will henceforth use the abbreviations
Cap , Cap (nˆ, q∗∗) ,(6.1)
Band () , Band (nˆ, q∗ − , q∗ + ) .
The main results of this section are the two propositions below. In Proposition 18 we compute,
under Pu,0, the expected relative partition function of Band
(
cN−1/2
)
, and show that for large
c it is much larger than that of Cap\Band (cN−1/2). The levels u considered in the proposition
are approximately equal to mN (in fact for higher levels the overlap that captures most of the
mass is not q∗). However, because of the simple dependence of the conditional law in u (see
Corollary 17) we will be able to easily derive from Proposition 18 bounds for higher levels
when needed (e.g., in the proof of Lemma 8.12). As mentioned in Section 3, bounds on the
expected relative partition function will be sufficient for our analysis of overlaps close enough
to 1. Specifically, the caps (6.1) cover the range (q∗∗, 1). Define
(6.2) VN,β (u) ,
(
1− q2∗
)−3/2 ∣∣∣∣ ∂2∂q2 ΛZ (E0, q∗)
∣∣∣∣−1/2 exp {NΛZ (E0, q∗)− (βE0N + βu) qp∗} .
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Proposition 18. For large enough β we have the following. Let aN = o
(√
N
)
be a sequence
of positive numbers and set JN = (mN − aN ,mN + aN ). Then,
(6.3) lim
c→∞ lim supN→∞
sup
u∈JN
∣∣∣∣∣Eu,0
{
ZN,β
(
Band
(
cN−1/2
))}
VN,β (u)
− 1
∣∣∣∣∣ = 0,
and
(6.4) lim
c→∞ lim supN→∞
sup
u∈JN
Eu,0
{
ZN,β
(
Cap \ Band (cN−1/2))}
Eu,0
{
ZN,β
(
Band
(
cN−1/2
))} = 0.
With χ1 given by (5.9), define
(6.5) C∗ = 1− 2 (βχ1)2 = 1−
(
E0
E∞
−
√
E20
E2∞
− 1
)2
and note that by (5.9) and (5.4), C∗ > 0. Define
(6.6) Y∗ ∼ N
(
1
4
log (C∗) ,−1
2
log (C∗)
)
.
The following proposition is key to controlling the mass of the bands in (1.5).
Proposition 19. For β > 0 large enough we have the following. Let aN = o (N) and
N = o(1) be sequences of positive numbers and set JN = (mN − aN ,mN + aN ). Let Y∗ be
defined as in (6.6). Then,
(6.7) lim
N→∞
sup
u∈JN
∣∣∣∣Pu,0{ ZN,β (Band (N ))Eu,0 {ZN,β (Band (N ))} ≤ t
}
− P{eY∗ ≤ t}∣∣∣∣ = 0.
In Section 6.1 we prove Proposition 18. We proceed with a corresponding second moment
computation in Section 6.2. In Section 6.3 we prove a version of Proposition 19 where the ‘3-
and-above’ spins in the decomposition (4.10) are averaged out. Lastly, we prove Proposition
19 in Section 6.4 by essentially showing that this averaging has no effect in the scale we work
in.
6.1. Proof of Proposition 18. The first step in the proof of the proposition, is the compu-
tation of expectations on exponential scale in the lemma below.
Lemma 20. For large enough β we have the following. Let aN > 0 be a sequence such that
aN/N → 0 and set JN = (mN − aN ,mN + aN ). Then for any c,  > 0,
(6.8) lim sup
N→∞
sup
u∈JN
∣∣∣∣ 1N log (Eu,0 {ZN,β (Band(cN−1/2))})− ΛZ (E0, q∗)
∣∣∣∣ = 0,
and
(6.9) lim sup
N→∞
sup
u∈JN
1
N
log (Eu,0 {ZN,β (Cap \ Band ())}) < ΛZ (E0, q∗) .
Proof. If {qi}ki=0 is a finite sequence such that, with j < k,
(6.10) q∗∗ = q0 < q1 < · · · < qj = q∗ −  < q∗ +  = qj+1 < · · · < qk = 1,
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then
(6.11) Eu,0 {ZN,β (Cap \ Band ())} =
∑
i 6=j
Eu,0 {ZN,β (Band (nˆ, qi, qi+1))} .
Using the co-area formula with the mapping σ 7→ R (σ, nˆ) we obtain
Eu,0 {ZN,β (Band (nˆ, qi, qi+1))} =
ˆ qi+1
qi
Φ
(1)
N,β,u (q) dq,(6.12)
where, using Corollary 17 and (4.11),
Φ
(1)
N,β,u (q) ,
ωN−1
ωN
(
1− q2)N−32 Ξ(1)N,β,u (q) ,(6.13)
Ξ
(1)
N,β,u (q) , Eu,0 {exp {−βHN (σq)}}
= exp
{
−βuqp + 1
2
β2N
(
1− q2p − pq2p−2 (1− q2))} ,
with σq being an arbitrary point on the sphere such that R (σq, nˆ) = q. Let δ > 0 and note
that, with ΛZ (E, q) as defined in (5.6), uniformly in q ∈ (−1 + δ, 1− δ),
lim
N→∞
∣∣∣∣ 1N log (Φ(1)N,β,−NE0 (q))− ΛZ (E0, q)
∣∣∣∣ = 0,
and,
lim sup
N→∞
sup
u∈JN
1
N
∣∣∣log (Eu,0 {ZN,β (Band (nˆ, q − s, q + s))})− log (Φ(1)N,β,−NE0 (q))∣∣∣ = o (s) .
For small enough δ > 0,
sup
u∈JN
1
N
log (Eu,0 {ZN,β (Cap (nˆ, 1− δ))})
is as negative as we wish. Hence, for small enough δ, denoting I = (q∗∗, 1− δ) \ [q∗− , q∗+ ],
using (6.11) and refining the partition (6.10) if needed, we have that the left-hand side of (6.9)
is bounded from above by
lim sup
N→∞
sup
u∈JN
sup
q∈I
1
N
log
(
Φ
(1)
N,β,−NE0 (q)
)
≤ sup
q∈I
ΛZ (E0, q) .
In a similar manner, from the representation (6.12) with qi = q∗ − cN−1/2 and qi+1 = q∗ +
cN−1/2 and since ΛZ (E0, q) is continuous in q in a neighborhood of q∗, we have that (6.8)
holds.
Thus, in order to finish the proof it is enough to show that q∗ is the unique maximum point
of ΛZ (E0, q) in the interval q ∈ [q∗∗, 1). This follows since q∗ is the only critical point (see
Section 5) in the interior of the interval and since by (5.11), ∂
2
∂q2
ΛZ (E0, q∗) < 0, for largeβ. 
Remark 21. From (6.12) it also follows that for any E > 0 and q ∈ (−1, 1), if aN , N > 0
are sequences such that aN = o(N), N = o(N) and log N = o(N), then, setting JN =
(−NE − aN ,−NE + aN ),
lim sup
N→∞
sup
u∈JN
∣∣∣∣ 1N log (Eu,0 {ZN,β (Band (nˆ, q, q + N ))})− ΛZ (E, q)
∣∣∣∣ = 0.
We note that ΛZ (E, q) coincides (when taking into account small differences in the definition
of the model) with the TAP free energy computed by Kurchan, Parisi and Virasoro [29, Eq.
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(20)] and Crisanti and Sommers [23, Eq. (7)] for a pure state at energy E and such that the
overlap inside the state is q2. Recall that Theorem 1 states that if two samples are taken from
a band of overlaps approximately q∗ as in (1.5), then the overlap of the samples is generically
equal to q2∗. The proof of this fact generalizes to any q > qc instead of q∗. The condition
q > qc corresponds to [29, Eq. (25)] which is referred to in [29] as a condition for stability
with respect to fluctuations inside a cluster.
We continue with the proof of Proposition 18. It follows from Lemma 20 that there exists
some sequence N such that N → 0 as N →∞
lim
N→∞
sup
u∈JN
Eu,0 {ZN,β (Cap \ Band (N ))}
Eu,0
{
ZN,β
(
Band
(
cN−1/2
))} = 0,
for any c > 0 (with no information provided, however, on the rate of convergence of N to 0).
In order to prove (6.4), what remains to show is that
(6.14) lim
c→∞ limN→∞
sup
u∈JN
Eu,0
{
ZN,β
(
Band (N ) \ Band
(
cN−1/2
))}
Eu,0
{
ZN,β
(
Band
(
cN−1/2
))} = 0.
By (6.12), with
A1 := A1,N = (q∗ − N , q∗ + N ) , A2 := A2,N =
(
q∗ − cN−1/2, q∗ + cN−1/2
)
,
the ratio of expectations in (6.14) is equal to
(6.15)
´
A1\A2 Φ
(1)
N,β,u (q) dq´
A2
Φ
(1)
N,β,u (q) dq
.
Recall that in (5.11) we showed that for β large, ∂
2
∂q2
ΛZ (E0, q∗) < 0 and that q∗ was chosen
such that ∂∂qΛZ (E0, q∗) = 0 (see (5.7)-(5.9)). Therefore, as q → q∗,
ΛZ (E0, q) = ΛZ (E0, q∗) +
1
2
∂2
∂q2
ΛZ (E0, q∗) (q − q∗)2 + o
(
(q − q∗)2
)
.
From our assumption made in Proposition 18 that aN = o
(√
N
)
, uniformly in u ∈ JN and
q ∈ q∗ + (−N , N ) ∪
(−cN−1/2, cN−1/2), with some v (q, u,N) = o(√N),
(βE0N + βu) q
p = (βE0N + βu) q
p
∗ + v (q, u,N) · (q − q∗) ,
and, from (6.13),
Φ
(1)
N,β,u (q) =
ωN−1
ωN
(
1− q2)−3/2 exp {NΛZ (E0, q)− (βE0N + βu) qp}
= (1 + o (1))
√
N
2pi
(
1− q2∗
)−3/2
exp {NΛZ (E0, q∗)− (βE0N + βu) qp∗}
× exp
{
1
2
N
∂2
∂q2
ΛZ (E0, q∗) · (q − q∗)2 +N · o
(
(q − q∗)2
)
+ v (q, u,N) · (q − q∗)
}
,
where we used the fact that
√
NωN/ωN−1 →
√
2pi as N → ∞ and the o (1) term is with
respect to taking N →∞.
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By the change of variables
√
N (q − q∗) 7→ s we obtain that, uniformly in u ∈ JN ,
lim
c→∞ lim supN→∞
´
A1\A2 Φ
(1)
N,β,u (q) dq
exp {NΛZ (E0, q∗)− (βE0N + βu) qp∗}
≤ lim
c→∞
(
1− q2∗
)−3/2 1√
2pi
ˆ
R\(−c,c)
exp
{
1
2
∂2
∂q2
ΛZ (q∗) s2
}
ds = 0.
Similarly, uniformly in u ∈ JN ,
lim
c→∞ limN→∞
´
A2
Φ
(1)
N,β,u (q) dq
exp {NΛZ (E0, q∗)− (βE0N + βu) qp∗}
= lim
c→∞
(
1− q2∗
)−3/2 1√
2pi
ˆ
(−c,c)
exp
{
1
2
∂2
∂q2
ΛZ (q∗) s2
}
ds
=
(
1− q2∗
)−3/2 ∣∣∣∣ ∂2∂q2 ΛZ (E0, q∗)
∣∣∣∣−1/2 .
This proves (6.14) and therefore (6.4). By (6.12), the last equation also proves (6.3), which
completes the proof of Proposition 18. 
6.2. A second moment calculation. For σ, σ′, σ0 ∈ SN−1 define the projective overlap
of σ and σ′ relative to σ0 by
(6.16) Rσ0
(
σ,σ′
)
= R
(
σ −R(σ,σ0)σ0, σ′ −R(σ′,σ0)σ0
)
.
For any Borel set B ⊂ SN−1 and IR ⊂ [−1, 1], define the subset
(6.17) Tσ0 (B; IR) ,
{(
σ,σ′
) ∈ B ×B : Rσ0 (σ,σ′) ∈ IR} .
For any Borel set B2 ⊂
(
SN−1
)2
define
(6.18) (Z × Z)N,β (B2) ,
ˆ
B2
exp
{−β (HN (σ) +HN (σ′))} dµN ⊗ µN (σ,σ′) ,
and, by an abuse of notation,
(6.19) (Z × Z)N,β
(
Band
(
σ0, q, q
′) ; IR) , (Z × Z)N,β (Tσ0 (Band (σ0, q, q′) ; IR)) .
Note that (Z × Z)N,β (Band (σ0, q, q′) ; [−1, 1]) = (ZN,β (Band (σ0, q, q′)))2.
Lemma 22. For large enough β we have the following. Let aN > 0 be a sequence such that
aN/N → 0 and set JN = (mN − aN ,mN + aN ). Define C∗ by (6.5). Then:
(1) For any c > 0,
(6.20) lim
N→∞
sup
u∈JN
∣∣∣∣ 1N log
(
Eu,0
{(
ZN,β
(
Band
(
cN−1/2
)))2})− 2ΛZ (E0, q∗)∣∣∣∣ = 0.
(2) For any c > 0 and ρ0 > 0,
(6.21)
lim sup
N→∞
sup
u∈JN
1
N
log
(
Eu,0
{
(Z × Z)N,β
(
Band
(
cN−1/2
)
; [−1, 1] \ (−ρ0, ρ0)
)})
< 2ΛZ (E0q∗) .
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(3) For any c > 0,
(6.22)
lim
ρ→∞ lim supN→∞
sup
u∈JN
Eu,0
{
(Z × Z)N,β
(
Band
(
cN−1/2
)
; [−1, 1] \ (−ρN−1/2, ρN−1/2))}(
Eu,0
{
ZN,β
(
Band
(
cN−1/2
))})2 = 0.
(4) For any c > 0,
(6.23) lim
N→∞
sup
u∈JN
∣∣∣∣∣∣
Eu,0
{(
ZN,β
(
Band
(
cN−1/2
)))2}(
Eu,0
{
ZN,β
(
Band
(
cN−1/2
))})2 − 1√C∗
∣∣∣∣∣∣ = 0.
Proof. Using the co-area formula with the mapping
(6.24)
(
σ,σ′
) 7→ (q1, q2, %) = (R (σ, nˆ) , R (σ′, nˆ) , Rnˆ (σ,σ′)) ,
we have that, for IR = [−1, 1] or IR = [−1, 1] \ (−ρ0, ρ0),
Eu,0
{
(Z × Z)N,β
(
Band
(
cN−1/2
)
; IR
)}
(6.25)
=
ˆ q∗+cN−1/2
q∗−cN−1/2
dq1
ˆ q∗+cN−1/2
q∗−cN−1/2
dq2
ˆ
IR
d%Φ
(2)
N,β,u (q1, q2, %) ,
where, using Corollary 17 and (4.11),
Φ
(2)
N,β,u (q1, q2, %) ,
ωN−1ωN−2
ω2N
(
1− q21
)N−3
2
(
1− q22
)N−3
2
(
1− %2)N−42 Ξ(2)N,β,u (q1, q2, %) ,
(6.26)
Ξ
(2)
N,β,u (q1, q2, %) , Eu,0
{
exp
{−βHN (σ)− βHN (σ′)}}(6.27)
= Ξ
(1)
N,β,u (q1) · Ξ(1)N,β,u (q2) · exp
{
β2N
(((
1− q21
) 1
2
(
1− q22
) 1
2 %+ q1q2
)p
− qp1qp2 − pqp−11 qp−12
(
1− q21
) 1
2
(
1− q22
) 1
2 %
)}
,
and where the relation between (σ,σ′) and (q1, q2, %) in the last equation is as in (6.24). It
follows that
lim
N→∞
sup
u∈JN
1
N
∣∣∣log (Eu,0 {(Z × Z)N,β (Band(cN−1/2) ; IR)})(6.28)
− sup
%∈IR
log
(
Φ
(2)
N,β,−NE0 (q∗, q∗, %)
)∣∣∣∣∣ = 0.
Set
A0 (%) = lim
N→∞
1
N
log
(
Φ
(2)
N,β,−NE0 (q∗, q∗, %)
)
and note that for any δ > 0 the convergence is uniform in % ∈ (−1 + δ, 1− δ). Also, for small
enough δ > 0,
lim sup
N→∞
sup
%/∈(−1+δ,1−δ)
1
N
log
(
Φ
(2)
N,β,−NE0 (q∗, q∗, %)
)
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is as negative as we wish. Therefore, part (2) of the lemma will follow if we show that A0 (%)
attains its maximum over (−1, 1) uniquely at % = 0. Since A0 (0) = 2ΛZ (E0, q∗), the latter
also implies part (1) of the lemma.
We note that
sup
ρ∈IR
A0 (%) = log
(
1− q2∗
)
+ 2βE0q
p
∗ + β
2
(
1− q2p∗ − pq2p−2∗
(
1− q2∗
))
+ sup
%∈IR
A1 (%) ,
where
A1 (%) =
1
2
log
(
1− %2)+ β2 (((1− q2∗) %+ q2∗)p − q2p∗ − pq2p−2∗ (1− q2∗) %) .
By expanding
((
1− q2∗
)
ρ+ q2∗
)p
, one can verify that for % ∈ (0, 1), A0 (%) > A0 (−%). Also,
d
d%
A1 (%) = − %
1− %2 + β
2
(
p
((
1− q2∗
)
%+ q2∗
)p−1 (
1− q2∗
)− pq2p−2∗ (1− q2∗))
= − %
1− %2 + pβ
2
(
1− q2∗
) p−1∑
k=1
(
p− 1
k
)((
1− q2∗
)
%
)k
q
2(p−1−k)
∗
< −%C∗β (1 + o (1)) ,(6.29)
as β → ∞, uniformly in %, where we relied on the fact that as β → ∞, q∗ → 1. As
noted immediately after its definition (6.5), C∗β is positive. Hence, if β is large enough, the
derivative dd%A1 (%) is negative for ρ ∈ (0, 1). This implies that the maximum of A1 (%) in
(−1, 1) is attained uniquely at % = 0 and proves parts (1) and (2) of the lemma.
We move on to the next parts. First note that from parts (1) and (2) of the lemma there
exists some sequence ρN ∈ (0, 1) with ρN → 0, as N →∞, such that
lim
N→∞
sup
u∈JN
Eu,0
{
(Z × Z)N,β
(
Band
(
cN−1/2
)
; [−1, 1] \ (−ρN , ρN )
)}
(
Eu,0
{
ZN,β
(
Band
(
cN−1/2
))})2 = 0,
for any c > 0. In order to prove part (3) it is therefore enough to show that, with IR,N :=
IR,N (ρ) , (−ρN , ρN ) \
(−ρN−1/2, ρN−1/2),
lim
ρ→∞ limN→∞
sup
u∈JN
Eu,0
{
(Z × Z)N,β
(
Band
(
cN−1/2
)
; IR,N
)}
(
Eu,0
{
ZN,β
(
Band
(
cN−1/2
))})2 = 0.
By substitution of (6.12) and (6.25), this is equivalent to
lim
ρ→∞ limN→∞
sup
u∈JN
´ q∗+cN−1/2
q∗−cN−1/2 dq1
´ q∗+cN−1/2
q∗−cN−1/2 dq2
´
IR,N
d%Φ
(2)
N,β,u (q1, q2, %)´ q∗+cN−1/2
q∗−cN−1/2 dq1
´ q∗+cN−1/2
q∗−cN−1/2 dq2Φ
(1)
N,β,u (q1) Φ
(1)
N,β,u (q2)
= 0.
Therefore, in order to prove (6.22) it is enough to show that
lim
ρ→∞ limN→∞
sup
u∈JN
sup
qi:|qi−q∗|≤cN−1/2
´
IR,N
dρΦ
(2)
N,β,u (q1, q2, %)
Φ
(1)
N,β,u (q1) Φ
(1)
N,β,u (q2)
= 0,
which from (6.13), (6.26), and the fact that
√
NωN/ωN−1 →
√
2pi as N → ∞, is equivalent
to
(6.30) lim
ρ→∞ limN→∞
sup
u∈JN
sup
qi:|qi−q∗|≤cN−1/2
√
N
2pi
ˆ
IR,N
d%
(
1− %2)N−42 Ξ(2)N,β,u (q1, q2, %)
Ξ
(1)
N,β,u (q1) Ξ
(1)
N,β,u (q2)
= 0.
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From (6.27),
(
1− %2)N−42 Ξ(2)N,β,u (q1, q2, %)
Ξ
(1)
N,β,u (q1) Ξ
(1)
N,β,u (q2)
=
(
1− %2)−2 exp{−1
2
C∗N%2 +Nβ2
p∑
i=2
Ki,N (q1, q2) %
i
}
,
(6.31)
where the coefficients Ki,N := Ki,N (q1, q2) satisfy
lim
N→∞
K2,N (q1, q2) = 0 and |Ki,N (q1, q2)| < K, ∀i ≤ p,
for some appropriate constant K > 0, uniformly in q1, q2 ∈
(
q∗ − cN−1/2, q∗ + cN−1/2
)
and
independently of u. Hence, by a change of variables, the left-hand side of (6.30) is bounded
from above by
lim
ρ→∞ lim supN→∞
ˆ
√
NIR,N
1√
2pi
e−
1
2
C∗%2d% ≤ lim
ρ→∞
ˆ
(−ρ,ρ)c
1√
2pi
e−
1
2
C∗%2d%,
where we have used the fact that ρN → 0 as N →∞ to neglect high powers of % in the limit.
Part (3) of the lemma follows.
From (6.22), in order to prove (6.23) it is enough to prove that, with I ′R,N := I
′
R,N (ρ) ,(−ρN−1/2, ρN−1/2),
lim
ρ→∞ lim supN→∞
sup
u∈JN
∣∣∣∣∣∣
Eu,0
{
(Z × Z)N,β
(
Band (N ) ; I
′
R,N
)}
(
Eu,0
{
ZN,β
(
Band
(
cN−1/2
))})2 − 1√C∗
∣∣∣∣∣∣ = 0.
Thus, by similar arguments to the above, it is sufficient to show that
lim
ρ→∞ lim supN→∞
sup
u∈JN
sup
qi:|qi−q∗|≤cN−1/2
∣∣∣∣∣∣
√
N
2pi
ˆ
I′R,N
d%
(
1− %2)N−42 Ξ(2)N,β,u (q1, q2, %)
Ξ
(1)
N,β,u (q1) Ξ
(1)
N,β,u (q2)
− 1√
C∗
∣∣∣∣∣∣ = 0.
Using (6.31) and a change of variables, this is equivalent to
lim
ρ→∞
∣∣∣∣∣
ˆ
(−ρ,ρ)
1√
2pi
e−
1
2
C∗%2d%− 1√
C∗
∣∣∣∣∣ = 0,
which completes the proof of part (4) of the lemma. 
We finish the subsection with the following corollary.
Corollary 23. Assume that N , 
′
N → 0 and N−1 log (′N + N ) → 0, as N → ∞. Then
Lemma 22 is also true if we replace everywhere Band
(
cN−1/2
)
by Band (nˆ, q∗ − N , q∗ + ′N ).
Proof. The corollary follows by replacing everywhere −cN−1/2 and cN−1/2 by −N and ′N ,
respectively, in the proof of Lemma 22. 
6.3. Convergence with ‘3-and-above’ spins averaged. Recall the definition of the con-
ditional probability Pu,0,A and random matrix G (nˆ) := GN−1 (nˆ) given in Remark 16 and
(4.12), respectively. If X is some random variable, viewing Eu,0,A {X} as a (deterministic)
function of A, Eu,0,G(nˆ) {X} is a random variable (measurable with respect to G (nˆ)). In this
subsection we prove the following lemma.
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Lemma 24. For large enough β we have the following. Let N > 0 be a sequence such that
N → 0, as N →∞. With Y∗ given by (6.6),
lim
N→∞
sup
u∈R
∣∣∣∣P{Eu,0,G(nˆ) {ZN,β (Band (N ))}Eu,0 {ZN,β (Band (N ))} ≤ t
}
− P{eY∗ ≤ t}∣∣∣∣ = 0.
Proof. Assume throughout the proof that β is fixed, but large enough. We define
(6.32) ceff (N, q) =
√
1
2
N
N − 1α2 (q) and βeff (N, q) = β · ceff (N, q) .
Define the matrix G0 := G0,N−1 =
√
N
p(p−1)GN−1 (nˆ) and random field
∀σ ∈ SN−2 : HG0N−1 (σ) =
1√
N − 1σ
TG0σ,
and note that (see (5.1) for the definition of the restriction)
(6.33) H¯ nˆ,2N |q (σ) = ceff (N, q)HG0N−1 (σ) and ZN−1,β
(
H¯ nˆ,2N |q
)
= ZN−1,βeff(N,q)
(
HG0N−1
)
,
where for a real function f on SN−1, by abuse of notation, ZN,β(f) denotes the corresponding
partition function
(6.34) ZN,β(f) =
ˆ
exp{−βf(σ)}dµN (σ).
Similarly to (6.12), from Lemmas 14 and 15 we have that
Eu,0,G(nˆ) {ZN,β (Band (N ))}
Eu,0 {ZN,β (Band (N ))}
=
´ q∗+N
q∗−N
ωN−1
ωN
e−βuqp
(
1− q2)N−32 Zβ (H¯ nˆ,2N |q)E{e−βH¯nˆ,3+N (σq)} dq´ q∗+N
q∗−N
ωN−1
ωN
e−βuqp (1− q2)N−32 E
{
Zβ
(
H¯ nˆ,2N |q
)}
E
{
e−βH¯
nˆ,3+
N (σq)
}
dq
,(6.35)
where σq is an arbitrary point such that R (σq, nˆ) = q. From the relation (6.33), since
βeff (N, q∗) → 12
√
1− C∗ and N → 0 as N → ∞, in order to prove the lemma it is sufficient
to show that:
(1) Y GN
(
1
2
√
1− C∗
) d→ Y∗ as N → ∞, where we define, for any β0 > 0, the random
variable
Y GN (β0) , log
(
ZN−1,β0
(
HG0N−1
))
− log
(
E
{
ZN−1,β0
(
HG0N−1
)})
= log
(
ZN−1,β0
(
HG0N−1
))
− (N − 1)β20 .
(2) For any small enough τ > 0, the random process
{
Y GN (β0)
}
β0∈D(δ) on the interval
D(τ) := 12
√
1− C∗β + [−τ, τ ] converges in distribution as N → ∞ (or in fact, even
just tight in N ≥ 1) in the space of continuous functions on D(τ), equipped with the
supremum norm.
The Gaussian random matrix G0 is an N − 1×N − 1 symmetric matrix whose on-or-above-
diagonal entries are independent with variance 1 off the diagonal and 2 on the diagonal.
Thus, the first item above follows from Theorem 7 since HG0N−1 (σ)
d
=
√
2H
pure 2
N−1 (σ) and
1
2
√
1− C∗ < 12 . In order to prove the second item we rely on certain calculations from the
proof of [7, Theorem 2.10] and a result from [6] concerning convergence of linear statistics of
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Wigner matrices. In [7, Eq. (2.14)] the quantity γ̂(β0) is defined. In the sentence following
this definition, it is noted that γ̂(β0) is a decreasing function of β0 ∈ (0, βc) and as β0 ↗ βc,
γ̂(β0) ↘ C+ where C+ and βc are given in [7, Condition 2.3, Definition 2.8] and in our case
(of Wigner matrices) C+ = 2 and βc = 1/2. Hence, if τ is small enough, then
(6.36) inf
β0∈D(τ)
γ̂(β0) > C+.
In the proof of [7, Corollary 5.2], the variable δ is chosen so that δ ∈ (0, (γ̂(β0)− C+)/2) for
some fixed β0. Replacing this requirement on δ by
(6.37) δ ∈
(
0, ( inf
β0∈D(τ)
γ̂(β0)− C+)/2
)
,
and using the fact that the derivatives up to order 3 of Ĝ(z) (defined in [7, Eq. (5.1)]) are
bounded uniformly on [C+ + δ,K] for any δ,K > 0, all the statements and proofs from [7,
Corollary (5.2)] until [7, Eq. (5.33)] hold with the following changes, assuming τ is small
enough. First, any equation that depends on β0 (either directly, or implicitly by depending
on γ̂ = γ̂(β0) or γ = γ(β0); where the latter of the two is defined in [7, Lemma 4.1]) holds
simultaneously for all β0 ∈ D(τ). In particular, equations that hold with probability that goes
to 1 as N →∞ for fixed β0 also hold simultaneously for all β0 ∈ D(τ) with such probability.
Second, any of the estimates of the form O(tN ) hold uniformly in β0 ∈ D(τ); that is, in any
estimate where a term of the form O(tN ) appears, we can replace it by a sequence αN (β0)
satisfying supβ0∈D(τ) |αN (β0)| = O(tN ).
Hence, from (the modified) [7, Eq. (5.33)] (using Definition 2.13, (3.11), (A.4) and (A.7)
of [7]), we have that with probability tending to 1 as N →∞,9
(6.38) Y GN (β0) = −
1
2
Nϕ+log (2β0)− 1
2
log (f2 (β0))− 1
2
log
(
1 +
Nψ
(N − 1) f2 (β0)
)
+αN (β0),
where |αN (β0)| = O
(
N−1+a
)
with arbitrarily chosen a > 0, and where for any function
φ (β0, x) with λi denoting the eigenvalues ofG0/
√
N − 1, we abbreviateNφ := Nφ
(
β0, (λi)
N−1
i=1
)
where
(6.39) Nφ
(
β0, (zi)
N−1
i=1
)
=
N−1∑
i=1
φ (β0, zi)− (N − 1)
ˆ 2
−2
φ (β0, x) dν (x) ,
ν = ν∗ is the semicircle law given in (12.9), and with γˆ = 2β0 + (2β0)−1, the functions ϕ, ψ
and f2 are given by
ϕ (β0, x) = log (γˆ − x) , ψ (β0, x) = (γˆ − x)−2 , f2 (β0) = −1
2
+
γˆ
2
√
γˆ2 − 4 .(6.40)
In particular, f2 (β0) is continuously differentiable in a neighborhood of
1
2
√
1− C∗, and
bounded away from 0 uniformly in β0 ∈ D(τ).
Finally, assuming τ is small enough, the convergence in distribution as N → ∞ of the
processes {Nϕ(β0,λi)}β0∈D(τ) and {Nψ(β0,λi)}β0∈D(τ)
in the space of continuous function with the supremum norm, follows from [6, Example 9.3].
Combined with (6.38), this concludes the proof. 
9We note that, as verified with the authors of [7], in the version currently on the arXiv, there is a small
typo in [7, Eq. (5.33)] and the O(N−1+) should be replaced by O(N−2+).
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6.4. Proof of Proposition 19. In view of Lemma 24, Proposition 19 will follows if we prove
the following lemma.
Lemma 25. For large enough β we have the following. Let aN , N > 0 be sequences such
aN = o(N), N = o(1), and set JN = (mN − aN ,mN + aN ). Then
∀δ > 0 : lim
N→∞
sup
u∈JN
Pu,0
{∣∣∣∣ ZN,β (Band (N ))Eu,0,G(nˆ) {ZN,β (Band (N ))} − 1
∣∣∣∣ ≥ δ} = 0.
Proof. Denote
X (u) =
ZN,β (Band (N ))
Eu,0,G(nˆ) {ZN,β (Band (N ))}
.
It is enough to show that there exist subsets A := AN,u of the space of real symmetric
N − 1×N − 1 matrices such that
(6.41) lim
N→∞
inf
u∈JN
P {GN−1 (nˆ) ∈ AN,u} = 1,
(which is equivalent to the same with Pu,0, by Lemma 15) and
(6.42) ∀δ > 0 : lim
N→∞
sup
u∈JN
sup
A∈AN,u
Pu,0,A {|X (u)− 1| ≥ δ} = 0.
Since Eu,0,A {X (u)} = 1 by definition, (6.42) follows by Chebyshev’s inequality if we show
that
(6.43) lim
N→∞
sup
u∈JN
sup
A∈AN,u
Eu,0,A
{
(X (u))2
}
≤ 1.
Let ρN ∈ (0, 1) be an arbitrary sequence such that ρN → 0 and ρN
√
N → ∞ as N → ∞.
Define the quantities Qi := Qi,u,A by
Q1 , Eu,0,A
{
(Z × Z)N,β (Band (N ) ; (−ρN , ρN ))
}
,
Q2 , Eu,0,A
{
(Z × Z)N,β (Band (N ) ; (−ρN , ρN )c)
}
,
Q3 ,
ˆ
Tnˆ(Band(N );(−ρN ,ρN ))
∏
i=1,2
Eu,0,A
{
e−βHN (σi)
}
dµN ⊗ µN (σ1,σ2) ,
Q4 ,
ˆ
Tnˆ(Band(N );(−ρN ,ρN )c)
∏
i=1,2
Eu,0,A
{
e−βHN (σi)
}
dµN ⊗ µN (σ1,σ2) ,
where (−ρN , ρN )c = [−1, 1] \ (−ρN , ρN ) and Tσ (B; I) and (Z × Z)N,β (B; I) are defined in
(6.17) and (6.18). Since
Eu,0,A
{
(X (u))2
}
=
Q1 +Q2
Q3 +Q4
≤ Q1
Q3
+
Q2
Q3 +Q4
,
(6.43) will follow if we show that
(6.44) lim
N→∞
sup
u∈JN
sup
A∈AN,u
Q2
Q3 +Q4
= 0,
and
(6.45) lim sup
N→∞
sup
u∈JN
sup
A
Q1
Q3
≤ 1,
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where in the last equality the supremum in A is over all real, symmetric N − 1 × N − 1
matrices.
By part (3) of Lemma 22 and Corollary 23, there exist sets A(1)N,u such that (6.41) holds
with A(1)N,u instead of AN,u and
lim
N→∞
tN = 0, with tN = sup
u∈JN
sup
A∈A(1)N,u
Q2
(Eu,0 {ZN,β (Band (N ))})2
= 0.
By Lemma 24, since
Q3 +Q4 = (Eu,0,A {ZN,β (Band (N ))})2 ,
we have that
lim
N→∞
inf
u∈R
P
{Eu,0,G(nˆ) {ZN,β (Band (N ))}
Eu,0 {ZN,β (Band (N ))} ≥ t
1/4
N
}
= 1.
In other words, there exist sets A(2)N,u such that (6.41) holds with A(2)N,u instead of AN,u and
inf
u∈R
inf
A∈A(2)N,u
Q3 +Q4
(Eu,0 {ZN,β (Band (N ))})2
≥ t1/2N .
Setting AN,u = A(1)N,u ∩ A(2)N,u we have that (6.41) and (6.44) hold.
Lastly, note that for any real, symmetric N − 1×N − 1 matrix A, with all suprema taken
over (σ1,σ2) ∈ Tnˆ (Band (N ) ; (−ρN , ρN )),
Q1
Q3
≤ sup
Eu,0,A
{∏
i=1,2 e
−βHN (σi)
}
∏
i=1,2 Eu,0,A
{
e−βHN (σi)
}
= sup
Eu,0,A
{∏
i=1,2 e
−βH¯nˆ,3+N (σi)
}
∏
i=1,2 Eu,0,A
{
e−βH¯
nˆ,3+
N (σi)
}
= sup exp
{
β2Covnˆ,3+N (σ1,σ2)
}
≤ exp
{
Nβ2
p∑
k=3
(
p
k
)
ρkN
}
,
where the inequality in the first line follows since
´
T f(t)dµ/
´
T g(t)dµ ≤ supt∈T f(t)/g(t) for
positive functions, the equality in the second line follows from Lemmas 14 and 15, the equality
in the third line follows since the law of H¯ nˆ,3+N under Pu,0,A is the same as its unconditional
law, and the inequality in the third line follows from
Covnˆ,3+N (σ1,σ2) , E
{
H¯ nˆ,3+N (σ1) H¯
nˆ,3+
N (σ2)
}
(6.46)
= N
p∑
k=3
(
p
k
)(√
1− q21
√
1− q22Rnˆ (σ1,σ2)
)k
qp−k1 q
p−k
2 ,
which follows, with qi = R(σi, nˆ), from (4.11) and (4.10). If we choose ρN such that ρNN
1/3 →
0 as N →∞, then (6.45) holds. This completes the proof. 
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7. mass of bands under Pu,0: the range (qLS, q∗∗)
As pointed out in Section 3, in order to bound contributions to the partition function
related to overlap range (qLS, q∗∗) we derive upper bounds for the corresponding free energy
of bands. Throughout the section we shall use
(7.1) Band = Band (nˆ, q1, q2)
as an abbreviation for a band with general overlaps. Define10
(7.2) ΛF (E, q) =
1
2
log
(
1− q2)+ βEqp + lim
N→∞
1
N
E
{
log
(
ZN−1,β
(
H¯ nˆ,2+N |q
))}
,
where H¯ nˆ,2+N |q, defined by (4.19) and (5.1), is a mixed spherical models on SN−2, and where
ZN,β(f) is given by (6.34). From a standard concentration argument we have the following.
Lemma 26. Let E > 0 be some positive number and set JN = [−EN,EN ]. Then, for any
β,
(7.3) lim sup
N→∞
sup
u∈JN
∣∣∣∣∣ 1N Eu,0 {log (ZN,β (Band))} − supq∈(q1,q2) ΛF
(
− u
N
, q
)∣∣∣∣∣ ≤ 0.
Define
ΛF,2 (E, q) =
1
2
log
(
1− q2)+ βEqp(7.4)
+
1
N
logE
{
ZN−1,β
(
H¯ nˆ,3+N |q
)}
+ lim
N→∞
1
N
E
{
log
(
ZN−1,β
(
H¯ nˆ,2N |q
))}
.
(Where the term involving H¯ nˆ,3+N above does not depend on N .)
Lemma 27. For any β, E and q, with P2 (β) defined by (2.1),
(7.5) ΛF (E, q) ≤ ΛF,2 (E, q) = 1
2
log
(
1− q2)+ βEqp +P2 (|α2 (q)|β) + 1
2
β2
p∑
k=3
α2k (q) .
We also derive bounds on the fluctuations.
Lemma 28. For any β, u and x > 0,
(7.6) Pu,0 {|log (ZN,β (Band))− Eu,0 log (ZN,β (Band))| > Nx} ≤ e−
Nx2
2V β2 ,
where, with αk (q) defined in (4.9),
V := V (q1, q2) =
p∑
k=2
sup
q∈(q1,q2)
(αk (q))
2 .
The rest of the section is taken up with the proofs of the three lemmas.
10The fact that the limit in (7.2) exists follows from the spherical Parisi formula [39, 13]. We could avoid
relying on the formula by simply replacing the limit with the supremum limit and modify the next result
appropriately.
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Proof of Lemma 26. Using the fact that as |q| → 1 , ΛF
(
u
N , q
)→ −∞ uniformly in u ∈ JN ,
we may, as we will, make the assumption that −1 < q1, q2 < 1. By partitioning (q1, q2) to
finitely many intervals and letting the maximal length of an interval approach 0, it is enough
to show that the left-hand side of (7.3) is smaller than c (q2 − q1) for some c > 0 independent
of N .
By Corollary 17, similarly to (6.12), under Pu,0, ZN,β (Band) has the same distribution asˆ q2
q1
ωN−1
ωN
(
1− q2)N−32 e−βuqpZN−1,β (H¯ nˆ,2+N |q) dq.
Therefore, the proof is concluded if we show that
(7.7) X0 , sup
q∈(q1,q2)
∣∣∣∣ 1N log (Zβ (H¯ nˆ,2+N |q))− 1N E{log (Zβ (H¯ nˆ,2+N |q1))}
∣∣∣∣
satisfies
(7.8) lim sup
N→∞
1
N
log (P {|X0| ≥ t+ (q2 − q1) c1}) ≤ −c2t2,
for some c1, c2 > 0.
Using (4.11) one has (for example, by differentiating by q the first logarithm in (7.7)) that
(7.8) follows if we prove that for any 2 ≤ k ≤ p and large enough N ,
(7.9) P
{
max
σ∈SN−2
∣∣∣Hpure kN−1 (σ)∣∣∣ ≥ tN + c(k)1 N} ≤ e−c(k)2 Nt2
for appropriate constants c
(k)
1 , c
(k)
2 > 0. The bound of (7.9) follows by Corollary 12 for k ≥ 3
and the connection to GOE matrices as in (6.33) for k = 2 and the Borell-TIS inequality [1,
Theorem 2.1.1]. 
Proof of Lemma 27. Let EG(nˆ) {·} denote the conditional expectation given G (nˆ) (defined
in (4.12)). By (4.15) and the independence of H¯ nˆ,kN for different k,
EG(nˆ)
{
ZN−1,β
(
H¯ nˆ,2+N |q
)}
= E
{
eβH¯
nˆ,3+
N (σq)
}
· ZN−1,β
(
H¯ nˆ,2N |q
)
,
where σq is an arbitrary point such that R (σq, nˆ) = q. Thus, by Jensen’s inequality and
(4.11),
E
{
log
(
ZN−1,β
(
H¯ nˆ,2+N |q
))}
≤ E
{
log
(
EG(nˆ)
{
ZN−1,β
(
H¯ nˆ,2+N |q
)})}
(7.10)
=
1
2
Nβ2
p∑
k=3
(αk (q))
2 + E
{
log
(
ZN−1,β
(
H¯ nˆ,2N |q
))}
= log
(
E
{
ZN−1,β
(
H¯ nˆ,3+N |q
)})
+ E
{
log
(
ZN−1,β
(
H¯ nˆ,2N |q
))}
.
By (4.11), ZN−1,β
(
H¯ nˆ,2N |q
)
is equal to the partition function of Hpure 2N−1 (σ) at temperature
β |α2 (q)| ·
√
N
N−1 . Thus, by Corollary 6 (and using the monotonicity in temperature of the
partition function) we have that
lim
N→∞
1
N
E
{
log
(
ZN−1,β
(
H¯ nˆ,2N |q
))}
=P2 (β) .
This completes the proof. 
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Proof of Lemma 28. We will show that 1N logZN,β (Band) is a Lipschitz function of a set
of i.i.d standard Gaussian variables with Lipschitz constant bounded from above by β
√
V/N .
The required bound will follow by standard concentration inequalities (see e.g. [3, Lemma
2.3.3]). By Corollary 17, (4.11) and (1.1) we have the following. The law of the field {HN (σ)}σ
under Pu,0 is identical to that of {h (σ, u,J)}σ where J = (Ji1,...,ik) is an array of random
variables with 1 ≤ ij ≤ N , 2 ≤ k ≤ p, whose elements are i.i.d standard Gaussian variables,
and where the (deterministic) function h is given by
(7.11) h (σ, u,x) = u (R (σ, nˆ))p + αk (q (σ))
p∑
k=2
N1/2
(N − 1)k/2
N∑
i1,...,ik=1
xi1,...,ik σ˜i1 · · · σ˜ik ,
where x = (xi1,...,ik) is an array of real numbers as above, and σ˜ = (σ˜1, ..., σ˜N−1) is the vector
of norm
√
N − 1 defined in (4.8).
For any i1, ..., ik,
Di1,...,ik ,
d
dxi1,...,ik
log
(ˆ
Band
exp {−βh (σ, u,x)} dµN (σ)
)
= −β N
1/2
(N − 1)k/2
·
´
Band αk (q (σ)) σ˜i1 · · · σ˜ik exp {−βh (σ, u,x)} dµN (σ)´
Band exp {−βh (σ, u,x)} dµN (σ)
.
The ratio of integrals in the last equation can be viewed as an expectation under a Gibbs
measure on the band which corresponds to (7.11). Denote expectation by this measure by
〈 · 〉h, so that the ratio is simply 〈αk (q (σ)) σ˜i1 · · · σ˜ik〉h. We then have
p∑
k=2
N∑
i1,...,ik=1
(Di1,...,ik)
2 =
p∑
k=2
β2
N
(N − 1)k
N∑
i1,...,ik=1
〈αk (q (σ)) σ˜i1 · · · σ˜ik〉2h(7.12)
≤
p∑
k=2
β2
N
(N − 1)k supq∈(q1,q2)
(αk (q))
2
N∑
i1,...,ik=1
〈
(σ˜i1 · · · σ˜ik)2
〉
h
.
Note that
N∑
i1,...,ik=1
〈
(σ˜i1 · · · σ˜ik)2
〉
h
=
〈
‖σ˜‖2k2
〉
h
= (N − 1)k .
Since the Lipschitz constant mentioned in the beginning is equal to N−1 times the square
root of (7.12), the proof is completed. 
8. Bounds on contributions to ZN,β
In this section we derive the bounds on contributions required for the proof of Theorem 1.
In Section 8.1 we make precise the argument about restriction to caps outlined in Section 3.
In Section 8.2 we define various overlap-depth regions and state the bounds we shall need for
each. We prove them in Section 8.3 using the results on the conditional law of masses derived
in Sections 6 and 7 and corollaries of the Kac-Rice formula from Appendix I.
8.1. Restriction to caps. In (8.9) below we shall prove that for any δ > 0 , w.h.p ZN,β ≥
exp {N (ΛZ (E0, q∗)− δ)}. Observe that
(8.1) ZN,β ({σ : HN (σ) ≥ u}) ≤ µN ({σ : HN (σ) ≥ u}) e−βu ≤ e−βu.
Hence, setting
(8.2) uLS := uLS (β) = −ΛZ (E0, q∗)N/β,
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for any δ > 0
(8.3) ZN,β ({σ : HN (σ) ≥ uLS + δN}) /ZN,β N→∞−→ 0.
The (random) set in (8.3) is related to critical points by the following lemma. Recall that
qLS = 1− CLS log ββ was defined in (5.12) with an arbitrary CLS > (2p (E0 − E∞))−1.
Lemma 29. For large enough β, for small enough δ := δ(β) > 0 ,
(8.4) lim
N→∞
P
{{σ : HN (σ) < uLS + δN} ⊂ ∪σ0∈CN (−∞,uLS+δN)CapN (σ0, qLS)} = 1.
Proof. Any connected component of {σ : HN (σ) < uLS + δN} contains at least one critical
point σ0 ∈ CN (−∞, uLS + δN) (one local minimum point, in particular). Thus, it will be
enough to show that w.h.p for any critical σ0 ∈ CN (−∞, uLS + δN) the connected component
of σ0 is contained in CapN (σ0, qLS). This will follow if we show that
(8.5)
lim sup
N→∞
1
N
logE
∣∣∣∣{σ0 ∈ CN (−E0N, uLS + δN) : infσ:R(σ,σ0)=qLS HN (σ) < uLS + δN
}∣∣∣∣ < 0,
since by Corollary 12, P {CN (−∞,−E0N) = ∅} → 1 asN →∞. We recall that−ΛZ (E0, q∗) /β =
uLS/N → −E0 as β →∞, Θp (x) is continuous, and Θp (−E0) = 0. Also,
Pu,0
{
inf
σ:R(σ,nˆ)=qLS
HN (σ) ≤ uLS + δN
}
= Pu,0
{
inf
σ∈SN−2
HN |qLS (σ) ≤ uLS + δN
}
is decreasing with u. By Lemma 37, in order to finish the proof it will be enough to show
that
(8.6) lim sup
β→∞
lim sup
N→∞
1
N
logP−E0N,0
{
inf
σ∈SN−2
HN |qLS (σ) ≤ uLS + δN
}
< 0.
By Corollary 17, Lemma 14 and (4.15), the probability in (8.6) is bounded from above by
P
{
1√
2
α2 (qLS)NλN +
p∑
k=3
αk (qLS)
√
N
N − 1 infσ H
pure k
N−1 (σ) ≤ uLS + δN + E0 (qLS)pN
}
,
where λN is the minimal eigenvalue of an N − 1 dimensional GOE matrix and λN and{
Hpure kN−1 (σ)
}
σ
, k ≥ 3, are independent of each other.
From Theorem 8 and since αk (qLS) = O
(
(log β/β)k/2
)
, for any t > 0,
(8.7) lim sup
β→∞
lim sup
N→∞
1
N
logP
{
p∑
k=3
αk (qLS)
√
N
N − 1 infσ H
pure k
N−1 (σ) ≤ t
log β
β
N
}
< 0.
From some calculus and the definitions (5.10), (5.9), (5.12) and (4.9), one has that q∗ =
1− χ1√
2p(p−1) +O
(
β−2
)
and
lim
β→∞
β
log β
1
N
(
uLS + E0q
p
LSN
)
=
1
2
− E0pCLS,
lim
β→∞
β
log β
1√
2
α2 (qLS) =
1
2
pE∞CLS.
Therefore, based on (8.7), the left-hand side of (8.6) is bounded from above by
lim sup
β→∞
lim sup
N→∞
1
N
log
{
1
2
pE∞CLSλN ≤ 1
2
− E0pCLS + δ/2
}
.
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Since for any  > 0, lim supN→∞
1
N logP {λN ≤ −2− } < 0 (see e.g.[8, Lemma 6.3]) and
since we assumed that CLS > (2p (E0 − E∞))−1, the proof is completed. 
8.2. Overlap-depth regions and bounds. For the convenience of the reader, we recall
that
ContN,β (A×B) = ZN,β
(∪σ0∈CN (B) {σ : R (σ,σ0) ∈ A}) ,
Reg∗
(
c, κ, κ′
)
=
(
q∗ − cN−1/2, q∗ + cN−1/2
)
× (mN − κ′,mN + κ) .
Let τN > 0 be a sequence such that τN → 0 as N → ∞, required to satisfy a certain
relation which will be specified shortly (see Remark 31). In order to bound the contribution
of RegUB (δ, c, κ, κ
′) (see 3.4) we define the following regions,
RegI
(
c, κ′
)
=
(
(q∗∗, 1) \
(
q∗ − cN−1/2, q∗ + cN−1/2
))
× (mN − κ′, −E0N + τNN) ,
RegII (c, κ) =
(
q∗ − cN−1/2, q∗ + cN−1/2
)
× (mN + κ, −E0N + τNN) ,
RegIII (τ, δ) = (q∗∗, 1)× (−E0N + τN, uLS + δN) ,
RegIV (δ) = (qLS, q∗∗)×
(
mN − κ′, uLS + δN
)
.
1q∗∗ q∗ ± cN− 12qLS
Overlap
uLS + δN
mN + κ
mN − κ′
−E0N + τNNIV
III
III I
*
Depth
Figure 8.1. Regions diagram. The letters correspond to subscripts in the
definitions of the regions. (for RegIII (τ, δ), above we take τ = τN )
We now state the bounds we need on the regions above. Let η0 : (0,∞) → (0,∞) be a
function, which will be fixed henceforth, such that (with cp defined in (2.8))
(8.8) lim
κ→∞
(
P
{
eY∗ ≤ η0 (κ)
})1/2 ˆ κ
0
dv · ecpv = 0.
We remind the reader that the definitions of ΛZ (E, q) and VN,β (u) are given in (5.6) and
(6.2) respectively.
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Proposition 30. For large enough β, for any positive c, τ, κ′ and small enough δ,
lim
κ,c→∞ lim infN→∞
P
{
ContN,β
(
Reg∗
(
c, κ, κ′
)) ≥ η0 (κ)VN,β (mN + κ)} = 1,(8.9)
lim
c→∞ lim supN→∞
E
{
ContN,β
(
RegI
(
c, κ′
))}
/VN,β (mN ) = 0,(8.10)
lim
κ→∞ lim supN→∞
E {ContN,β (RegII (c, κ))} /VN,β (mN ) = 0,(8.11)
lim sup
N→∞
1
N
log (E {ContN,β (RegIII (τ, δ))}) < ΛZ (E0, q∗) ,(8.12)
lim sup
N→∞
1
N
log
(
P
{
1
N
log (ContN,β (RegIV (δ))) > ΛZ (E0, q∗)− δ
})
< 0.(8.13)
Remark 31. We assume that τN satisfies E {ContN,β (RegIII (τN , δ))} /VN,β (mN ) → 0, as
N →∞. The existence of such sequence follows from (8.12) and the fact thatN−1 log (VN,β (mN ))→
ΛZ (E0, q∗).
8.3. Proof of Proposition 30.
8.3.1. Proof of (8.9). Denoting
Band∗ (σ0) = Band
(
σ0, q∗ − cN−1/2, q∗ + cN−1/2
)
.
to finish the proof it will certainly be enough to show that
lim
κ,c→∞ lim infN→∞
P {∃σ0 ∈ CN (mN ,mN + κ) : ZN,β (Band∗ (σ0)) ≥ η0 (κ)VN,β (mN + κ)} = 1.
This will follow if we show that
(8.14) lim
κ→∞ lim infN→∞
P {|CN (mN ,mN + κ)| ≥ 1} = 1,
and
(8.15) lim
κ,c→∞ lim supN→∞
E
∣∣∣∣{σ0 ∈ CN (mN ,mN + κ) : ZN,β (Band∗ (σ0))VN,β (mN + κ) < η0 (κ)
}∣∣∣∣ = 0.
Equation (8.14) follows from Theorem 11. By Lemma 38, the left-hand side of (8.15) is
bounded from above by
(8.16) lim
κ,c→∞ lim supN→∞
C ·
ˆ κ
0
dv · ecpv
(
PmN+v,0
{
ZN,β (Band∗ (σ0))
VN,β (mN + κ)
< η0 (κ)
})1/2
.
By Propositions 18, 19 and the fact that VN,β (mN + v) decreases with v, (8.16) is bounded
from above by
lim
κ,c→∞ lim supN→∞
C ·
ˆ κ
0
dv · ecpv
(
PmN+v,0
{
ZN,β (Band∗ (σ0))
VN,β (mN + v)
< η0 (κ)
})1/2
≤ lim
κ→∞C
(
P
{
eY∗ ≤ η0 (κ)
})1/2 ˆ κ
0
dv · ecpv.
Therefore the lemma follows from our assumption on η0 (κ). 
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8.3.2. Proof of (8.10). Set JN = (mN − κ′, −E0N + τNN) and
BandI (σ0) = Band (σ0, q∗∗, 1) \ Band
(
σ0, q∗ − cN−1/2, q∗ + cN−1/2
)
.
Of course,
(8.17) ContN,β
(
RegI
(
c, κ′, τNN
)) ≤ ∑
σ0∈CN (JN )
ZN,β (BandI (σ0)) ,
so an appropriate bound on the expectation of the right-hand side of (8.17) is sufficient.
We will first bound the expectation of the same with BandI (σ0) replaced by
Band′I (σ0, ) = Band (σ0, q∗∗, 1) \ Band (σ0, q∗ − , q∗ + ) .
By Lemma 20 and Corollary 17, with ϕ (x) = ΛZ (E0, q∗)− a () (i.e., independent of x) and
small enough a () > 0, with I(δ) = (−E0,−E0 + δ),
lim sup
N→∞
sup
u∈NI(δ)
{
1
N
log
(
Eu,0
{
ZN,β
(
Band′I (nˆ, )
)})− ϕ( u
N
)}
≤ lim sup
N→∞
{
1
N
log
(
E−E0,N,0
{
ZN,β
(
Band′I (nˆ, )
)})− ϕ( u
N
)}
≤ 0.
Therefore, by Lemma 40, for any δ,  > 0,
lim sup
N→∞
1
N
log
E
 ∑
σ0∈CN (NI(δ))
ZN,β
(
Band′I (σ0, )
)

≤ sup
E∈I(δ)
{Θp (E) + ΛZ (E0, q∗)− a ()} .
Therefore, from the fact that Θp is continuous and Θp (−E0) = 0 and JN ⊂ I(δ) for large N
and any δ,
lim sup
N→∞
1
N
log
E
 ∑
σ0∈CN (JN )
ZN,β
(
Band′I (σ0, )
)
 ≤ ΛZ (E0, q∗)− a () .
Since this holds true for any  and N−1 log (VN,β (mN ))
N→∞→ ΛZ (E0, q∗), there exists a
sequence N > 0 such that N
N→∞→ 0 for which
(8.18) lim sup
N→∞
E
{∑
σ0∈CN (JN ) ZN,β
(
Band′I (σ0, N )
)}
VN,β (mN )
≤ 0.
What remains is to prove an appropriate upper bound for the expectations of the masses∑
σ0∈C(JN ) ZN,β
(
Band
(i)
I (σ0)
)
, i = 1, 2, with
Band
(1)
I (σ0) = BandN
(
σ0, q∗ − N , q∗ − cN−1/2
)
,
Band
(2)
I (σ0) = BandN
(
σ0, q∗ + cN−1/2, q∗ + N
)
,
where we assume without loss of generality that N > cN
−1/2.
By Corollary 17,
Eu,0
{(
ZN,β
(
Band
(1)
I (nˆ)
))2}
= e−2βq
p
∗(u−mN )(1+o(1))EmN ,0
{(
ZN,β
(
Band
(1)
I (nˆ)
))2}
,
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uniformly in u ∈ JN , as N → ∞. From Corollary 23, (6.23), (6.3), and (6.4), uniformly in
u ∈ JN , as N →∞,
EmN ,0
{(
ZN,β
(
Band
(1)
I (nˆ)
))2}
≤ (1 + o(1)) 1√
C∗
(
EmN ,0
{
ZN,β
(
Band
(1)
I (nˆ)
)})2
≤ (1 + o(1)) (VN,β (mN ) r (c))2 ,
for some r (c)
c→∞→ 0.
Now, Lemma 41 yields, for large enough N ,
E
 ∑
σ0∈C(JN )
ZN,β
(
Band
(1)
I (σ0)
)
≤ CVN,β (mN ) r (c)
ˆ
JN
du · ecp(u−mN )−βqp∗(u−mN )(1+o(1))
≤ CVN,β (mN ) r (c) y (β) ,
for some y (β) <∞, assuming β is large enough so βqp∗ > cp. By similar arguments, a similar
inequality holds for B
(2)
I (σ0, ). Combined with (8.18) and (8.17) this proves the lemma. 
8.3.3. Proof (8.11). Set JN = (mN + κ, −E0N + τNN) and
BandII (σ0) = Band
(
σ0, q∗ − cN−1/2, q∗ + cN−1/2
)
.
We have that
ContN,β (RegII (c, κ)) ≤
∑
σ0∈CN (JN )
ZN,β (BandII (σ0)) .
By similar arguments to those used in the proof of (8.10), we have here that for large N
(8.19)
E
 ∑
σ0∈CN (JN )
ZN,β (BandII (σ0))
 ≤ CVN,β (mN )
ˆ
JN
du · ecp(u−mN )−βqp∗(u−mN )(1+o(1)),
where C > 0 is a universal constant (in particular, independent of β, which will be useful in
the proof of Proposition 3). In this case however we are taking the limit in κ instead of c,
and since for large β
lim
κ→∞ lim supN→∞
ˆ
JN
du · ecp(u−mN )e−βqp∗(u−mN )(1+o(1)) = 0,
the proof is completed. 
8.3.4. Proof of (8.12). Recall that uLS = −ΛZ (E0, q∗)N/β and set
JN = NJ = ((−E0 + τ)N, −ΛZ (E0, q∗)N/β + δN) ,
CapIII (σ0) = Cap (σ0, q∗∗) .
We have that
ContN,β (RegIII (τ, δ)) ≤
∑
σ0∈CN (JN )
ZN,β (CapIII (σ0)) .
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By Corollary 17, uniformly in u ∈ JN ,
Eu,0 {ZN,β (CapIII (nˆ))} ≤ e−βq
p
∗∗(u+E0N)E−E0N,0 {ZN,β (CapIII (nˆ))} ,
and therefore by Proposition 18,
lim sup
N→∞
sup
u∈JN
{
1
N
log (Eu,0 {ZN,β (CapIII (nˆ))})−
(
ΛZ (E0, q∗)− βqp∗∗
( u
N
+ E0
))}
≤ 0.
From Lemma 40,
lim sup
N→∞
1
N
log
E
 ∑
σ0∈CN (JN )
ZN,β (CapIII (nˆ))

 ≤ sup
E∈J
{Θp (E) + ΛZ (E0, q∗)− βqp∗∗ (E + E0)} .
For large enough β, the supremum is equal to
Θp (−E0 + τ) + ΛZ (E0, q∗)− τβqp∗∗
and is strictly less than ΛZ (E0, q∗). This completes the proof. 
8.3.5. Proof of (8.13). Let δ > 0 and set
JN = NJ = N (−E0, −ΛZ (E0, q∗) /β + δ)
and note that (see (8.2), (2.7)) for large N , (mN − κ′, uLS + δN) ⊂ JN . Let q1 < q2 be
some overlaps in (−1, 1) and denote WN,β (σ0) = 1N logZN,β(Band(σ0, q1, q2)). Let  > 0 be
a number such that
(8.20) ∀q ∈ (qLS, q∗∗) : ΛZ (E0, q∗)− ΛF,2 (E0, q) > .
By Lemmas 26, 27 and 28, as N →∞,
sup
u∈JN
Pu,0 {WN,β (nˆ) ≥ ΛZ (E0, q∗)− } ≤ P−NE0,0 {WN,β (nˆ) ≥ ΛZ (E0, q∗)− }
≤ P−NE0,0
{
WN,β (nˆ)− E−NE0,0WN,β (nˆ) ≥ ΛZ (E0, q∗)− − sup
q∈(q1,q2)
ΛF,2 (E0, q)− o(1)
}
≤ exp {−N (L (q1, q2)− o(1))} ,
where
L (q1, q2) ,
infq∈(q1,q2) (ΛZ (E0, q∗)− − ΛF,2 (E0, q))2
2β2
∑p
k=2 supq∈(q1,q2) (αk (q))
2 .
By Lemma 37
lim sup
N→∞
1
N
log (E |{σ0 ∈ CN (JN ) : WN,β (σ0) ≥ ΛZ (E0, q∗)− }|) ≤ sup
E∈J
Θp (E)− L (q1, q2) .
(8.21)
Recall that ΛZ (E0, q∗) /β → E0 as β →∞, and note that Θp (E) increases in E < 0. Thus,
for any given τ > 0, if β is large enough and δ is small enough, then by Theorem 8
(8.22) lim sup
N→∞
1
N
log (E |{σ0 ∈ CN (JN )}|) = sup
E∈J
Θp (E) < τ.
We claim that in order to finish the proof it will be sufficient to show that there exist positive
, c and β0 such that (8.20) holds and for any β > β0 and there exists l := l (β) such that for
any q1, q2 ∈ [qLS, q∗∗] such that 0 < q2 − q1 < l we have that
L (q1, q2) > c.
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To see this, note that if the above holds and we choose β0 large enough and δ small enough
then, first we have from (8.22) that
lim sup
N→∞
1
N
log
(
P
{
1
N
log (|{σ0 ∈ CN (JN )}|) ≥ /2
})
≤ −/4,
and second
lim sup
N→∞
1
N
log
(
P
{
∃σ0 ∈ CN (JN ) : 1
N
log (ZN,β (Band(σ0, qLS, q∗∗))) ≥ ΛZ (E0, q∗)− 
})
≤ −c/2.
With β fixed,
L (q1, q2)
q2↘q1→ L (q1) , (ΛZ (E0, q∗)− − ΛF,2 (E0, q1))
2
2β2
∑p
k=2 (αk (q1))
2
uniformly in q1 ∈ [qLS, q∗∗]. Hence, it will be enough to show that, for large enough β,
(8.23) sup
q∈(qLS,q∗∗)
L (q) > c.
Using the approximations
q∗ = 1− χ1√
2p(p− 1) +O
(
β−2
)
, q∗∗ = 1− χ3√
2p(p− 1) +O
(
β−2
)
,
one can verify that, since ΛZ (E, q) ≥ ΛF,2 (E, q) (e.g., from (7.5) and the fact that
∑p
k=3 α
2
k (q) =
1−∑2k=0 α2k (q)),
(8.24)
lim inf
β→∞
{ΛZ (E0, q∗)− ΛF,2 (E0, q∗∗)} ≥ lim
β→∞
(ΛZ (E0, q∗)− ΛZ (E0, q∗∗)) = M −m > 0,
where M and m are the unique local maximum and minimum in (0,∞), respectively, of the
function 2−1 log t−√2tE0/E∞ + 2−1t2.
If q ∈ (qLS, q∗∗), then 0 < q < qc (assuming β is large and all of those overlaps are defined)
and thus |α2 (q)β| >
√
1
2 . By some calculus
sup
q∈(qLS,q∗∗)
∣∣∣∣αk (q) · ddqαk (q)
∣∣∣∣ ≤ t′k ( βlog β
)−k+1
,
for some tk > 0 and, using the fact that qLS → 1 as β →∞,
(8.25) lim
β→∞
sup
q∈(qLS,q∗∗)
∣∣∣∣ 1β ddqΛF,2 (E0, q)− p (E0 − E∞)
∣∣∣∣ = 0.
It follows from (8.24) and (8.25) that for large enough β and q ∈ (qLS, q∗∗), for some c1, c2 > 0,
(8.26) ΛZ (E0, q∗)− ΛF,2 (E0, q) ≥ 2c1 + c2β (q∗∗ − q) .
Since qLS → 1 as β →∞, from the definition 4.9 of αk (q), for any q ∈ [qLS, q∗∗],
(8.27)
p∑
k=2
(αk (q))
2 ≤ c3 (α2 (q))2 ,
for some c3 > 1 for any β large enough. Hence, with  = c1, if 1− 2 (1− q∗∗) < q ≤ q∗∗, then
α2 (q) ≤ 2α2 (q∗∗) and therefore
Lc1 (q) ≥
c21
2β2c3 (2α2 (q∗∗))2
;
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and if qLS ≤ q ≤ 1 − 2 (1− q∗∗) then q∗∗ − q ≥ (1 − q)/2 and, for an appropriate c4 > 0
assuming β is large,
Lc1 (q) ≥
(
c2β
1
2 (1− q)
)2
2β2c3 (α2 (q))
2 ≥ c4.
Since β · α2(q∗∗) is independent of β, the proof is completed. 
9. Proof of Theorem 1
9.1. Proof of part (1). For the definitions of the various regions used below see Section 8.2
and (3.4). Throughout the proof β and the positive constants c, κ, κ′ are assumed to be large
enough and δ is assumed to be small enough whenever needed. Let  > 0 be an arbitrary
small number. For given κ and κ′, assume k is large enough so that, by Corollary 12 with
probability at least 1−  for large N
ZN,β
(
∪i∈[k]Bandi(cN−1/2)
)
≥ ContN,β
(
Reg∗
(
c, κ, κ′
))
.
From Lemma 29 and Corollary 12, with probability at least 1 −  for large N , HN (σ10) >
mN − κ′ and
ZN,β
(
SN−1 \ ∪i∈[k]Bandi(cN−1/2)
)
≤ ZN,β ({σ : HN (σ) ≥ uLS + δN})
+ ContN,β
(
RegUB
(
δ, c, κ, κ′
))
,
where RegUB(δ, c, κ, κ
′) is contained, up to a set of Lebesgue measure zero, in
RegI
(
c, κ′
) ∪ RegII (c, κ) ∪ RegIII(τN , δ) ∪ RegIV (δ) .
By Proposition 30, (8.1) and (8.2), Remark 31, and the facts that
N−1 log (VN,β (mN ))
N→∞→ ΛZ (E0, q∗)
and η0 (κ)VN,β (mN + κ) /VN,β (mN ) > C for some C > 0 independent of N , we have that
with probability at least 1− 3 for large N
ZN,β
(
SN−1 \ ∪i∈[k]Bandi(cN−1/2)
)
ZN,β
(∪i∈[k]Bandi(cN−1/2)) < ,
and the proof is completed. 
9.2. Proof of part (2). Let , δ > 0 and k ≥ 1 be arbitrary. Choose κ := κ(k, ) > 0 large
enough such that by Corollary 12, setting JN = (mN − κ,mN + κ), with probability at least
1−  for large N
CN (JN ) ⊃
{
σi0 : i ∈ [k]
}
.
Define (see definition (6.19))
D
(1)
σ =
(Z × Z)N,β
(
Band
(
σ, cN−1/2
)
; [−1, 1] \ (−ρ′N−1/2, ρ′N−1/2))(
Eu,0
{
ZN,β
(
Band
(
nˆ, cN−1/2
))})2
with
Band
(
σ, cN−1/2
)
= Band
(
σ, q∗ − cN−1/2, q∗ + cN−1/2
)
.
Using part 3 of Lemma 22, assume ρ′ := ρ′(δ, , κ) > 0 is large enough such that for large N ,
supu∈JN Eu,0D
(1)
nˆ is small enough so that by Lemma 38
P
{
∃σ0 ∈ CN (JN ) : D(1)σ0 > δ
}
< .
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Define
D
(2)
σ =
(
ZN,β
(
Band
(
σ, cN−1/2
))
Eu,0
{
ZN,β
(
Band
(
nˆ, cN−1/2
))})2 .
Assume δ′ := δ′(, κ) is small enough so that by Proposition 19 for largeN ,supu∈JN Pu,0{D
(2)
nˆ <
δ′} is small enough so that by Lemma 38
P
{
∃σ0 ∈ CN (JN ) : D(2)σ0 < δ′
}
< .
Combining the above we have that with probability at least 1 − 3, for large N and any
i ∈ [k],
(9.1) D
(1)
σi0
/D
(2)
σi0
≤ δ/δ′.
Since (see (6.16) for the definition of Rσ0(σ,σ
′))
R
(
σ,σ′
)
= R(σ,σ0)R(σ
′,σ0)
+Rσ0(σ,σ
′)N−1 ‖σ − σ0R(σ,σ0)‖
∥∥σ′ − σ0R(σ′,σ0)∥∥ ,(9.2)
if σ,σ′ ∈ Band (σ0, cN−1/2) and |Rσ0(σ,σ′)| < ρ′N−1/2 , then∣∣R (σ,σ′)− q2∗∣∣ < ρN−1/2
for some ρ := ρ(c, ρ′) independent of N . Thus, under (9.1)
Gc,iN,β ⊗Gc,iN,β
{∣∣R (σ,σ′)∓ q2∗∣∣ > ρN−1/2} < δ/δ′.
By choosing δ small enough compared to δ′, (1.6) follows for the case ±i = i. For even p, the
case ±i = −i follows from the fact that HN (σ) = HN (−σ). 
9.3. Proof of part (3). We first prove the following lemma.
Lemma 32. For any q ∈ (−1, 1) there exists a function δq () > 0 with lim→0+ δq () = 0 such
that the following holds. Let q ∈ (−1, 1), 0 <  < |q|, 1 − |q|, let M be a fixed deterministic
measure on Band (σ0, q − , q + ) (where the dimension N is fixed) and assume that
(9.3) M ⊗M {|R(σ,σ′)− q2| > } < .
Then, denoting σ⊥ = σ − σ0R (σ,σ0),
(9.4) sup
τ∈SN−1
M {|R(σ⊥, τ )| > δq()} ≤ δq().
Proof. Assume towards contradiction that there exist q ∈ (−1, 1), δ > 0, which will be fixed
from now on, and  > 0 as small as we wish such that (9.3) holds and for some τ ∈ SN−1,
(9.5) M {|R(σ⊥, τ )| > δ} ≥ δ.
Let σj , 1 ≤ j, be distributed according to M⊗∞ (i.e., be an i.i.d sequence of samples from
M), and define σj,⊥ similarly to σ⊥. By (9.3) and (9.2) there exists a deterministic function
ρq() such that lim→0+ ρq () = 0 and, for any k ≥ 1,
M⊗∞
{
max
i<j≤k
|R (σi,⊥,σj,⊥)| > ρq()
}
≤M⊗∞
{
max
i<j≤k
∣∣R (σi,σj)− q2∣∣ > } ≤ k(k − 1)
2
.
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From (9.5),
M⊗∞
{
min
i≤k
|R (σi,⊥, τ )| > δ
}
≥ δk.
For arbitrary k ≥ 1, assuming  is such that δk > k(k − 1)/2, we conclude that there exists
deterministic vectors, related by v0 = τ/ ‖τ‖ , v1 = σ1,⊥/‖σ1,⊥‖, ...,vk = σk,⊥/‖σk,⊥‖ to
realizations of the vectors above, such that the matrix (vi · vj) is of the from
A =

1 δ1 δ2 · · · δk
δ1 1 ρ1,2 · · · ρ1,k
δ2 ρ1,2
. . .
...
...
...
. . . ρk−1,k
δk ρ1,k · · · ρk−1,k 1

with |δi| > δ and |ρi,j | ≤ ρq(). With x = (1,−δ1, ...,−δk), ‖v0 − δ1v1 − · · · − δkvk‖22 =
xAxT . However, by a direct computation one sees that xAxT ≤ 1−kδ2 +k2δ2ρq(), which is
negative assuming k > 1/δ2 and  is small enough. We conclude that our initial assumption
is false and therefore the proof is completed. 
Denote qi = R(σ,σ
i
0) and qj = R(σ
′,σj0). From part (2) of Theorem 1 and Lemma 32
applied once with τ = σ and M = Gc,jN,β and once with τ = σ
j
0 and M = G
c,i
N,β, for arbitrary
δ > 0, with probability that goes to 1 as N →∞,
Gc,iN,β ⊗Gc,jN,β
{
1
N
∣∣∣〈σ,σ′ − qjσj0〉∣∣∣ ≤ δ} ≥ 1− δ,
Gc,iN,β ⊗Gc,jN,β
{
1
N
∣∣∣〈σj0,σ − qiσi0〉∣∣∣ ≤ δ} ≥ 1− δ.(9.6)
Whenever the two events above occur
1
N
∣∣∣〈σ,σ′〉− qj 〈σ,σj0〉+ qj (〈σj0,σ〉− qi 〈σj0,σi0〉)∣∣∣ ≤ 2δ,
and since |qi − q∗|, |qj − q∗| < cN−1/2, for large N ,∣∣∣R(σ,σ′)− q2∗R(σi0,σj0)∣∣∣ ≤ 3δ.
The proof is completed by Corollaries 12 and 13. 
10. Proofs of Theorem 2, Proposition 3 and Corollary 4
10.1. Proof of Theorem 2. Let  > 0 be an arbitrary number. For large enough κ, c > 0,
by (1.5) and Corollary 12, for large N
(10.1) P
{∣∣∣NFN,β − log (Cc,κN,β)∣∣∣ > } < ,
with Cc,κN,β = ContN,β (Reg∗ (c, κ, κ)). Hence to finish the proof it is sufficient to prove that
for any δ > 0, there exist c0(δ), κ0(δ) > 0 such that for any c > c0(δ), κ > κ0(δ) there exists
t = t(δ, c, κ) > 0 such that for large N ,
P
{∣∣∣∣log (Cc,κN,β)−NΛZ (E0, q∗) + βqp∗2cp logN
∣∣∣∣ > t} < δ.
This follows from (8.9) and (8.19). 
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10.2. Proof of Proposition 3. In Corollary 12 it is stated that P{HN (σ10) −mN ≥ x} →
exp
{−c−1p ecpx}, as N → ∞. In view of this and the fact that limβ→∞ q∗ = 1, to finish the
proof it is enough to prove that for any δ > 0,
lim sup
β→∞
lim sup
N→∞
P
{∣∣∣∣ 1βqp∗ (NFN,β − log (VN,β (mN ))) +HN (σ10)−mN
∣∣∣∣ ≥ δ} ≤ δ.
From part (1) of Theorem 1, the above will follow if we show that for any δ > 0,
lim sup
β→∞
lim sup
c,k→∞
lim sup
N→∞
P

∣∣∣∣∣∣ 1βqp∗
log (∑
i∈[k]
ZN,β
(
Bandi
(
cN−1/2
)))
(10.2)
− log
(
ZN,β
(
Band1
(
cN−1/2
)))∣∣∣∣∣∣ ≥ δ
 ≤ δ,
and
lim sup
β→∞
lim sup
c→∞
lim sup
N→∞
P
{∣∣∣∣ 1βqp∗
[
log
(
ZN,β
(
Band1
(
cN−1/2
)))
(10.3)
− log (VN,β (mN ))] +HN
(
σ10
)−mN ∣∣∣∣ ≥ δ} ≤ δ.
(Where we used the fact that the bands above are disjoint for large enough β and N , since
limβ→∞ q∗ = 1 and by Corollary 13.)
Fix β > 0 which will be assumed to be large enough wherever needed. Let δ > 0 be
arbitrary. First, we prove (10.3) by showing that, with high probability, HN
(
σ10
)
is not far
from mN and that for any critical value close enough to mN the fluctuation of the mass of
the corresponding band from its expectation is not large. Choose κ = κ(δ) large enough so
that by Corollary 12,11
(10.4) lim sup
N→∞
P{∣∣HN (σ10)−mN ∣∣ ≥ κ} < δ/8.
Denote ZN,β,c(σ0) = ZN,β
(
Band
(
σ0, q∗ − cN−1/2, q∗ + cN−1/2
))
. Choose t = t(δ, κ) suffi-
ciently large so that by Propositions 18 and 19 and Lemma 38,
lim sup
c→∞
lim sup
N→∞
P {∃σ0 ∈ CN (mN − κ,mN + κ) :(10.5)
|log (ZN,β,c(σ0))− log (VN,β (HN (σ0)))| ≥ t} < δ/8.
Since (by the definition of VN,β(u) (6.2))
log (VN,β (HN (σ0)))− log (VN,β (mN )) = −HN (σ0) +mN ,
(10.4) and (10.5) imply (10.3). They also imply a lower bound on the mass corresponding to
HN
(
σ10
)
. Namely,
lim sup
c→∞
lim sup
N→∞
P
{
log
(
ZN,β
(
Band1
(
cN−1/2
)))
≤ log (VN,β (mN − κ))− t} < δ/4.
11We remark that κ is independent of β, as will be all other parameters we choose in the rest of the proof.
This is of course crucial to the proof.
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Therefore, using (8.19) we can choose κ′ = κ′(δ, κ, t) such that for any fixed κ′′ > 0,
(10.6) lim sup
c→∞
lim sup
N→∞
P
{∑
σ0∈CN (mN−κ′′,mN−κ′) ZN,β,c(σ0)
ZN,β
(
Band1
(
cN−1/2
)) ≥ δ
4
}
< δ/2,
uniformly in β ≥ β0 for some large enough β0 (which is independent of our choice of all other
parameters). That is, we have an upper bound on the masses of bands corresponding to
critical values far enough from mN (within a microscopic distance).
Lastly, we need to bound the weights of the bands corresponding to critical values larger
than mN − κ′ that are not equal to HN
(
σ10
)
. This is done by bounding the number of such
points and the fluctuations of the corresponding masses from their expectation. Choose large
enough k = k(δ, κ′) so that from Corollary 12,
lim sup
N→∞
P
{∣∣CN (−∞,mN − κ′)∣∣ ≥ k} < δ/8.
Similarly to (10.5), choose t′ = t′(δ, κ) large enough so that
lim sup
c→∞
lim sup
N→∞
P
{∃σ0 ∈ CN (−∞,mN − κ′) :(10.7)
|log (ZN,β,c(σ0))− log (VN,β (HN (σ0)))| ≥ t′
}
< δ/8.
Since VN,β(u) is decreasing, it follows that
(10.8) lim sup
c→∞
lim sup
N→∞
P
{∑
σ0∈CN (mN−κ′′,mN−κ′) ZN,β,c(σ0)
VN,β
(
HN (σ10)
) ≥ ket′} < δ/2.
Since the bounds in (10.6) and (10.8) are independent of β (assuming it is large enough) and
since the difference in (10.2) is divided by βqp∗ , (10.2) follows from the above and the proof is
completed. 
10.3. Proof of Corollary 4. Let 0 < a and set JN = (mN − a,mN + a). For any c, δ > 0,
by Lemmas 25 and 38,
lim
N→∞
E
∣∣∣∣{σ0 ∈ CN (JN ) : ∣∣∣∣ ZN,β,c(σ0)EHN (σ0),0,G(σ0) {ZN,β,c(nˆ)} − 1
∣∣∣∣ ≥ δ}∣∣∣∣ = 0,
where ZN,β,c(σ0) = ZN,β
(
Band
(
σ0, q∗ − cN−1/2, q∗ + cN−1/2
))
. It therefore also follows
that there exist positive sequences aN > 0, δN = o(1), cN = o(N
1/2) with aN , cN → ∞, as
N → ∞, such that the above holds with them instead of the corresponding constants. By
Corollary 12, there exists a sequence kN ≥ 1 such that kN →∞ and
lim
N→∞
P
{∀i ∈ [kN ] : ∣∣ZN,β,cN (σi0)/ZN,i − 1∣∣ < δN} = 1,
where we define
(10.9) ZN,i , EHN (σi0),0,G(σi0) {ZN,β,cN (nˆ)} .
By Corollaries 12 and 13, by choosing kN that increases slower if needed, we also have that
lim
N→∞
P
{
∀i, j ∈ [kN ], i 6= ±j :
∣∣∣R(σi0,σj0)∣∣∣ ≤ τN} = 1,
for some τN = o(1). For large β, since q∗(β)→ 1 as β →∞, for i and j with
∣∣∣R(σi0,σj0)∣∣∣ ≤
τN , assuming N is large enough,
∩a=i,jBand
(
σa0, q∗ − cNN−1/2, q∗ + cNN−1/2
)
= ∅
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implying that
lim
N→∞
P
{ ∑
i∈[kN ]
ZN,β,cN (σ
i
0) ≤ ZN,β
}
= 1.
Combined with (1.5) this completes the proof. 
11. Proof of Theorem 5
Define the overlap distribution
(11.1) ζN (·) = E
{
MN,1 ⊗MN,2
{
R
(
σ,σ′
) ∈ ·}}
and let B (q, ) ⊂ R denote the ball of radius  centered at q. For β1, β2 > 0 set
(11.2) q12 = q∗ (β1) q∗ (β2) and Q =
{
0, q12, (−1)p+1 q12
}
.
Theorem 5 follows directly from the following proposition, which also contains information
about the overlap distribution.
Proposition 33. For large enough β1, β2 > 0, either different or equal, with MN,i = GN,βi,
there exists v > 0 such that the following holds. For any  > 0,
any q0 ∈ Q is charged : lim inf
N→∞
ζN (B (q0, )) > v,(11.3)
q /∈ Q vanish : lim
N→∞
ζN ((∪q∈QB (q, ))c) = 0.(11.4)
Remark 34. For even p ≥ 4, (11.4) was already known – it was proved by Panchenko and
Talagrand [33].
In the next subsections we relate the overlap distribution (11.1) to critical points and prove
Proposition 33.
11.1. Chaotic behavior and critical points. This section is devoted to an auxiliary result
which reduces questions about chaos to ones about the behavior of the critical points and val-
ues of the Hamiltonian HN (σ) under perturbations. Suppose H
(1)
N (σ) and H
(2)
N (σ) are two
copies of the Hamiltonian HN (σ) defined on the same probability space, but not necessarily
independent, and let G
(1)
N,β and G
(2)
N,β denote the corresponding Gibbs measures. Similarly, let
σ
i,(1)
0 and σ
i,(2)
0 be the enumerations of the critical points of H
(1)
N (σ) and H
(2)
N (σ), respec-
tively, and with W
(n)
i = ZN,βn
(
Band
(n)
i,βn
(
cN−1/2
))
(defined accordingly by (1.4) and (1.2))
define
(11.5) ζcrtN,c,k (·) , E
 ∑
i,j∈[k]
W
(1)
i W
(2)
j δq12R(σi,(1)0 ,σ
j,(2)
0 )
(·)
 ,
where q12 is given in (11.2). Finally, let dBL denote the bounded Lipschitz metric (see e.g.
[24, Appendix D]).
Lemma 35. Assume β1, β2 are large enough and let MN,1 = G
(1)
N,β1
and MN,2 = G
(2)
N,β2
. Then
(11.6) lim
c,k→∞
lim
N→∞
dBL
(
ζN (·) , ζcrtN,c,k (·)
)
= 0.
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Proof. Define the conditional measure
G
c,i,(n)
N,βn
(·) = G(n)N,βn(· ∩ Band
(n)
i,βn
(
cN−1/2
)
)/G
(n)
N,βn
(Band
(n)
i,βn
(
cN−1/2
)
).
Similarly to (9.6) and the discussion surrounding it, by Lemma 32 and using part (2) of
Theorem 1, for any fixed i and j, for any δ > 0, with probability that goes to 1 as N →∞,
G
c,i,(1)
N,β1
⊗Gc,j,(2)N,β2
{∣∣∣R(σ,σ′)− q12R(σi,(1)0 ,σj,(2)0 )∣∣∣ < δ} > 1− δ.
The proof is completed by part (1) of Theorem 1. 
11.2. Proof of Proposition 33. The key to the proof is that both Gibbs measures GN,βi
are concentrated around the critical points of the same random field HN (σ) which through
(11.6) determine the overlap distribution. More precisely, in view of Lemmas 35, 12 and 13,
we have that (11.4) holds and that in order to prove (11.3) we only need to show that there
exist κ > 0 and a, a′ ∈ (0, 1) such that for large enough c,
(11.7){∃σ1,σ2 ∈ CN (mN − κ,mN + κ) : σ1 6= ±σ2, GN,βi (Bandβj ,c (σi)) > a, ∀i, j = 1, 2} ,
occurs with probability at least a′, for large enough N , with
Bandβj ,c (σ) = Band
(
σ, q∗(βj)− cN−1/2, q∗(βj) + cN−1/2
)
.
Let  > 0 be an arbitrarily small number and choose large enough κ = κ() such that the
following three hold. Firstly, for any large enough c > 0, by (8.15), for j = 1, 2,
lim sup
N→∞
E
∣∣∣∣∣
{
σ0 ∈ CN (mN ,mN + κ) :
ZN,βj
(
Bandβj ,c (σ)
)
VN,βj (mN + κ)
< η0 (κ)
}∣∣∣∣∣ < ,
where η0 satisfies (8.8). Secondly, by Theorem 2, (6.2) and (2.7), for some large enough
t = t(κ, )
(11.8) lim sup
N→∞
P
{
NFN,βj − log
(
VN,βj (mN + κ)
)
> t
}
< .
And thirdly, by Theorem 11
lim inf
N→∞
P {CN (mN ,mN + κ) < 4} < .
For this choice of parameters, we have that with probability at least a′ = 1 − 3, there exist
σ1,σ2 as in (11.7) with the lower bound satisfied with a = η0(κ)e
−t for large c. This completes
the proof. 
12. Concluding remarks
The process of log-masses. One can associate a point process to the log-masses of the
bands (say with some cN = o(N
1/2), going to ∞),
ξWN,β =
∑
δW iN,β
, W iN,β = log
(
ZN,β
(
Bandi
(
cNN
−1/2
)))
.
Similarly to the point process of extremal critical values (2.9), we predict that (1 + ιp)
−1ξWN,β,
shifted by and appropriate term of mWN = log (VN,β (mN )) + O(1), converges as N → ∞ to
a Poisson point process, however with intensity exp
{
cpx
βqp∗
}
dx; this would also determine the
limiting law of fluctuations of the free energy. Evidence for this can be found in Corollary
17 and the proof of Corollary 4, and through the connection of Poisson point processes of
exponential intensities, the Poisson-Dirichlet distribution, and the distribution of pure state
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masses; see [31, 40, 28]. The convergence of ξWN,β should be possible to prove by establishing
invariance under perturbations of the disorder and using Liggett’s characterization of shifted
Poisson point processes [30], as done for the point process of critical points in [38]. This will
be studied in future work.
ΛZ (E0, q∗) and the Parisi functional. Theorem 2 implies that FN,β converges in distri-
bution to ΛZ (E0, q∗) which must coincide with the spherical variant of the Parisi formula
[22, 39, 13]. We recall that pure spherical models are known to exhibit 1-step replica symme-
try breaking [39, Proposition 2.2]. The Parisi functional corresponding to mδ0 + (1 −m)δq
(see [33, (1.16)], where in our case ξ (q) = qp) is given by
(12.1) P (m, q) =
1
2
(
β2 (1− qp +mqp) + log (1− q) + 1
m
log
(
1 +
mq
1− q
))
.
Reassuringly, Theorem 1 implies that the limiting overlap distribution function (restricted
to [0, 1]) is of the from mδ0 + (1 − m)δq with q = q2∗. Our prediction regarding the point
process of log-masses suggests, using the connection to the Poisson-Dirichlet distribution,
that m should be equal to m∗ = cp/ (βq
p
∗). Therefore, one would expect that
(12.2) ΛZ (E0, q∗) = P
(
m∗, q2∗
)
.
This can be verified by a direct calculation.12
Temperature chaos in mixed models. SupposeHmN (σ) =
∑
p≥2 γpHN,p(σ), whereHN,p(σ)
are independent pure spherical models. We recall that the mixed model HmN (σ) is called
generic if and only if
∑
p≥2 p
−11 (γp 6= 0) = ∞. Panchenko [32] proved that mixed even p-
spin Ising spin glass models (with or without external field) exhibit temperature chaos. His
methods are expected to apply to spherical spin glasses as well. In contrast, we have seen
that if γp0 = c > 0 for some p0 ≥ 3 and γp = 0 for all p 6= p0 then chaos does not occur. The
transition in chaotic behavior as soon as one moves from a pure model to a generic model,
even if γp, p 6= p0, are extremely small, may seem surprising.
First moment calculations for the critical points as in Theorem 8 were carried out for the
mixed case by Auffinger and Ben Arous in [4]. Assuming that γp0 = c for some p0 ≥ 3 and
γp, p 6= p0, are sufficiently small, we have checked that the second moment computation of
[37] works for HmN (σ) (using a certain truncation argument), at least on the exponential level
(i.e., a result similar to [37, Theorem 3] can be proved). We expect that, under the same
assumption, the proof of the concentration result, Theorem 10, and the convergence of the
extremal process, Theorem 11, proved in [37, 38], also carry over to the mixed case.
One significant difference, however, between the pure and mixed models is related to the
decomposition of Section 4. In the mixed case, instead of just one variable, in the right-hand
side of (4.5) and (4.6) we have a sum over p of the expressions corresponding to the case of
pure p-spin, multiplied by γp. Consequently, upon conditioning on H
m
N (nˆ) = u, ∇HmN (nˆ) = 0
and ∇2HmN (nˆ) = A, the terms in the decomposition that correspond to 0, 1 and 2 are not
deterministic, in contrast to the pure case. Therefore, we expect that in the mixed case it
12Substituting (12.1) and (5.6) into (12.2), canceling like-terms and dividing by βqp∗/2, one finds that (12.2)
holds if and only if
cp +
1
cp
log
(
1− q2∗ (1− cp/ (βqp∗))
1− q2∗
)
− 2E0 + βpqp−2∗
(
1− q2∗
)
= 0.
Using (2.8), (5.10) and (5.8), by straightforward algebra, one can see that the left-hand side of the above is
equal to 2Θp (−E0) (see (12.11)), which by the definition of E0 (2.6), verifies (12.2).
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is possible that the contribution related to critical values which are roughly equal to some
u = mN + v is not monotone in v.
Suppose that the convergence of the extremal process ξN of (2.9) and the fact that for
large β the Gibbs measure is supported on bands around critical points with critical values
approximately mN (defined appropriately) do carry over to some mixed model H
m
N (σ). Even
if this is case, the occurrence of chaos could be explained by the following mechanism, related
to the above: the bands that carry most of the Gibbs mass correspond to critical values which
are approximately equal to mN+vN (β) where limN→∞ |vN (β)−vN (β′)| =∞, for large β 6= β′,
and therefore the centers of the relevant bands for β are orthogonal to those corresponding to
β′ (assuming an equivalent of Corollary 13 holds for HmN (σ)). In the language of the extremal
point process of critical values ξN and the point process of log-masses ξ
W
N,β the corresponding
picture is that the leading particles of ξWN,β correspond (by being related to the same critical
point of the Hamiltonian) to points of ξN of depth that depends on β.
Transition to disorder chaos of the Gibbs measure and ground state. Let H ′N (σ)
be an i.i.d copy of HN (σ) and set, for t ∈ [0, 1],
(12.3) HN,t (σ) = (1− t)HN (σ) +
√
2t− t2H ′N (σ) .
Denote the Gibbs measure ofHN,t byGN,t,β. For β =∞ and odd p letGN,∞ be the probability
measure concentrated at the global minimum point of HN (σ) and define GN,t,∞ similarly.
For even p, for which there are two global minimum points a.s., assume that each is sampled
with probability 1/2. We say that disorder chaos occurs if
(12.4) ∃q0 ∈ [−1, 1] , ∀ > 0 : lim
N→∞
E
{
MN,1 ⊗MN,2
{∣∣R (σ,σ′)− q0∣∣ > }} = 0
holds with MN,1 = GN,β and MN,2 = GN,t,β, for any t ∈ (0, 1). Disorder chaos of the
ground state, or ground state chaos for short, is defined similarly with β =∞. Chen, Hsieh,
Hwang and Sheu [18] proved disorder chaos for spherical mixed (and in particular, pure as
we consider) even p-spin model, with or without external fields. For the same models, Chen
and Sen [20] proved ground state chaos. See also [14] and [16] by Chen for related results for
models with Ising spins.
Once it is known that chaos occurs, it is natural to ask whether chaos can be seen on a
finer scale, i.e., when we take tN → 0. In this regard, we mention that Chatterjee [12] proved
for Ising mixed even p-spin models without an external field and β < ∞ that (12.4) holds
with MN,1 = GN,β and MN,2 = GN,tN ,β with any tN such that tN logN → ∞. For the pure
spherical models the following precise transition holds, for large enough β ∈ (0,∞) or β =∞:
(1) for any s > 0, with tN = s/N , (12.4) does not hold with MN,1 = GN,β and MN,2 =
GN,tN ,β;
(2) in contrast, it does hold if tN = sN/N = o(1) assuming sN →∞ as N →∞.
In Appendix II we prove the first of the two statements based on a certain mixing property for
the deepest critical values under perturbations of the disorder, which relies on tools developed
by Zeitouni and the author in [38]. We also explain in Appendix II how the second statement
can be proved by an extension of certain results of [38]. A full proof of this extension would
require a rewrite of a significant part of [38]. Instead of doing so, we will refer to the original
text and detail the required changes.
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Appendix I: the Kac-Rice formula and related auxiliary results
The Kac-Rice formula [1, Theorem 12.1.1] is a basic tool in our analysis, allowing us to
relate several quantities of interest to the conditional probability Pu,0. Below we prove a
number of simple derivatives of the formula; some using the results of Section 2.2 on critical
points and values.
The Kac-Rice formula can be used to express the mean number of critical points σ0 on
the sphere at which the values of some other fields belong to some target set. For us, those
other fields will be usually related to masses of bands around σ0. The variant of the Kac-Rice
formula that we use is [1, Theorem 12.1.1]. In the notation of [1, Theorem 12.1.1] we will
consider situations where, with some function gN (σ)
(12.5) M = SN−1, f (σ) = ∇HN (σ) , u = 0 ∈ RN−1, h (σ) = (HN (σ) , gN (σ)) ,
where we recall that, with E = (Ei)
N−1
i=1 being an orthonormal frame field on the sphere, we
denote
∇HN (nˆ) = (EiHN (nˆ))N−1i=1 and ∇2HN (nˆ) = (EiEjHN (nˆ))N−1i,j=1 .
The application of [1, Theorem 12.1.1] requires h (σ) to satisfy certain non-degeneracy
conditions - namely, conditions (a)-(g) in [1, Theorem 12.1.1]. We will say that gN (σ) is
tame if the conditions are satisfied and if {h (σ)}σ is a stationary random field. Using (1.1),
the conditions are easy to check in any case we will apply the formula and this will be left to
the reader. Let
(12.6) ωN =
2piN/2
Γ (N/2)
denote the surface area of the N − 1-dimensional unit sphere. The following is obtained from
a direct application of the formula.
Lemma 36. Suppose that gN (σ) is tame and DN and JN are some intervals, then
E |{σ0 ∈ CN (JN ) : gN (σ0) ∈ DN}| = ωN
(
(N − 1) p− 1
2pi
)N−1
2
×
ˆ
JN
du
1√
2piN
e−
u2
2N Eu,0
{∣∣∣∣∣det
(
∇2HN (nˆ)√
p (p− 1) (N − 1) /N
)∣∣∣∣∣1{gN (nˆ) ∈ DN}
}
.(12.7)
Proof. Applying [1, Theorem 12.1.1] with (12.5) yields the integral formula
E |{σ0 ∈ CN (JN ) : gN (σ0) ∈ DN}| =
ˆ
SN−1
dν (σ)φ∇HN (σ) (0)(12.8)
× E
{∣∣det (∇2HN (σ))∣∣1{HN (σ) ∈ JN , gN (σ) ∈ DN} ∣∣∣ ∇HN (σ) = 0} ,
where φ∇HN (σ) (x) is the Gaussian density of ∇HN (σ) and ν is the standard measure on the
sphere (not normalized). Since the integrand above is independent of σ,13 we can replace the
integral with the value of the integrand evaluated at σ = nˆ and multiply by ωNN
N−1
2 , the
volume of SN−1. By Lemma 15, ∇HN (nˆ) ∼ N (0, pIN−1), so that φ∇HN (σ) (0) = (2pip)−
N−1
2 ,
13If we apply the Kac-Rice formula to compute the expectation as is (12.8) with the additional restriction
that σ0 belongs to some measurable subset B ⊂ SN−1, then what changes in the integral formula on the
right-hand side of (12.8) is that the domain of integration SN−1 is replaced by B. Thus, the corresponding
integrand is a continuous Radon-Nikodym derivative w.r.t the Lebesgue measure which, since (HN (σ) , gN (σ))
is stationary, is invariant to rotations of the sphere. It is therefore a constant function.
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and HN (nˆ) and ∇HN (nˆ) are independent. The proof is completed by conditioning on HN (nˆ)
in addition to ∇HN (σ) = 0 and some calculus. 
Several derivatives of (12.7) are of use to us. Their proofs will involve the rate function
Θp (E) of Theorem 8 which we now define explicitly. Let ν
∗ denote the semicircle measure,
the density of which with respect to Lebesgue measure is
(12.9)
dν∗
dx
=
1
2pi
√
4− x21|x|≤2,
and define the function (see, e.g., [26, Proposition II.1.2])
Ω(x) ,
ˆ
R
log |λ− x| dν∗ (λ)(12.10)
=

x2
4 − 12 , if 0 ≤ |x| ≤ 2,
x2
4 − 12 −
[
|x|
4
√
x2 − 4− log
(√
x2
4 − 1 + |x|2
)]
, if |x| > 2.
The exponential growth rate function of (2.5) is given [5] by
(12.11) Θp (E) =
{
1
2 +
1
2 log (p− 1)− E
2
2 + Ω (γpE) , if u < 0,
1
2 log (p− 1) , if u ≥ 0,
where γp =
√
p/ (p− 1).
Lemma 37. Assume the conditions of Lemma 36 with JN = NJ where J ⊂ (−∞, 0) is a
fixed finite interval. Let ϕ : R→ R be a continuous function and assume that
(12.12) lim sup
N→∞
sup
u∈JN
{
1
N
log (Pu,0 {gN (nˆ) ∈ DN})− ϕ
( u
N
)}
≤ 0.
Then
(12.13) lim sup
N→∞
1
N
log (E |{σ0 ∈ CN (JN ) : gN (σ0) ∈ DN}|) ≤ sup
E∈J
{Θp (E) + ϕ (E)} .
Proof. From (12.7) and Ho¨lder’s inequality,
E |{σ0 ∈ CN (JN ) : gN (σ0) ∈ DN}| ≤ ωN
(
(N − 1) p− 1
2pi
)N−1
2
(12.14)
×
ˆ
JN
du
1√
2piN
e−
u2
2N (Eu,0 {|det (V)|a})1/a (Pu,0 {gN (nˆ) ∈ DN})1/b ,
where
(12.15) V , ∇
2HN (nˆ)√
p (p− 1) (N − 1) /N ,
a > 1 is an arbitrary number, and b := b(a) = a/ (a− 1).
First,
(12.16) lim
N→∞
ωN
(
(N − 1) p− 1
2pi
)N−1
2
=
1
2
+
1
2
log (p− 1) .
Second, by a change of variables u 7→ Nv,
(12.17)
lim sup
N→∞
1
N
log
(ˆ
JN
du
1√
2piN
e−
u2
2N exp
{
N
(
Ω
(
γp
u
N
)
+ ϕ
( u
N
))})
≤ sup
x∈J
{
Ω (γpx)− x
2
2
+ ϕ (x)
}
,
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where γp =
√
p/ (p− 1) and Ω is defined in (12.10). Thus, by (12.11), the lemma follows if
we show that for any a > 1,
(12.18) lim sup
N→∞
sup
u∈JN
{
1
Na
log (Eu,0 {|detV|a})− Ω
(
γp
u
N
)}
≤ 0,
and that
(12.19) lim sup
a→∞
lim sup
N→∞
sup
u∈JN
{
1
Nb(a)
log ((Pu,0 {gN (nˆ) ∈ DN}))− ϕ
( u
N
)}
≤ 0.
The inequality (12.19) obviously follows from (12.12), since lima→∞ b(a) = 1.
From (4.12) and (4.16), the conditional law of V under Pu,0 {·} is identical to that of
(12.20) Mu := Mu,N−1 ,M− γp u√
N (N − 1)I,
where M is a GOE matrix and I is the identity matrix, both of dimension N − 1. For any
0 <  < 1 < κ, with λi denoting the eigenvalues of M and λ∗ (u) = maxi
∣∣∣∣λi − γp u√N(N−1)
∣∣∣∣,
E {|det (Mu)|a} ≤ E
{
exp
{
a
∑
i
logκ
(∣∣∣∣∣λi − γp u√N (N − 1)
∣∣∣∣∣
)}}
+ E
{
(λ∗ (u))a(N−1) 1 {(λ∗ (u)) ≥ κ}
}
,(12.21)
where
logκ (x) =

log () if x ≤ ,
log x if x ∈ (, κ) ,
log κ if x ≥ κ.
(12.22)
From the upper bound on the maximal eigenvalue of [8, Lemma 6.3],
(12.23) lim
κ→∞ lim supN→∞
1
N
log
(
E
{
(λ∗ (u))a(N−1) 1 {(λ∗ (u)) ≥ κ}
})
= −∞,
uniformly for u ∈ JN . The empirical measure of eigenvalues of GOE matrices LN = 1N−1
∑N−1
i=1 λi
satisfies a large deviation principle with speed N2 and a good rate function J0 (ν), in the space
of Borel probability measures on R equipped with the weak topology, which is compatible with
the Lipschitz bounded metric; see [9, Theorem 2.1.1]. The good rate function J0 (ν) satisfies
J0 (ν) = 0 if and only if ν = ν
∗ is the semicircle law (12.9). Combined with the fact that
the functions logκ (|· − u′|) have the same Lipschitz constant and bound for all u′ ∈ R, this
implies that for the event
F (u, δ) =
{∣∣∣∣∣ 1N − 1 ∑
i
logκ
(∣∣∣∣∣λi − γp u√N (N − 1)
∣∣∣∣∣
)
−
ˆ
logκ
(∣∣∣λ− γp u
N
∣∣∣) dµ∗ (λ)∣∣∣∣∣ > δ
}
,
we have for any δ > 0 some positive number d (δ) such that
lim sup
N→∞
sup
u∈JN
1
N2
log (P {F (u, δ)}) < −d (δ) .
By taking κ large enough and  small enough, combining this with (12.21) and (12.23) proves
(12.18) and completes the proof. 
For intervals JN of length o (N) around −NE0 the following is also useful for us.
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Lemma 38. Assume the conditions of Lemma 36 with JN = (mN − aN ,mN + a′N ) for some
sequences aN , a
′
N = o (N). Let cp be as defined in (2.8). Then for large enough N ,
E |{σ0 ∈ CN (JN ) : gN (σ0) ∈ DN}|
≤ C
ˆ
JN
du · ecp(u−mN ) (Pu,0 {gN (nˆ) ∈ DN})1/2 ,(12.24)
where C > 0 is an appropriate constant.
Proof. We shall use the notation (12.15) introduced in the proof of Lemma 37. Since the
conditional law of V under Pu,0 {·} is identical to that of the shifted GOE matrix (12.20), as
a particular case of [37, Corollary 23],
(12.25)
(
Eu,0
{
|det (V)|2
})1/2 ≤ CEu,0 {|det (V)|} ,
uniformly in u ∈ JN , for some constant C > 0. As in the proof of Lemma 37, (12.14) holds
and therefore, taking a = 2 and using 12.25, we obtain that
E |{σ0 ∈ CN (JN ) : gN (σ0) ∈ DN}| ≤ CωN
(
(N − 1) p− 1
2pi
)N−1
2
(12.26)
ˆ
JN
du
1√
2piN
e−
u2
2N Eu,0 {|det(V)|} (Pu,0 {gN (nˆ) ∈ DN})1/2 ,
By Lemma 36,
E |CN (JN )| =
ˆ
JN
duωN
(
(N − 1) p− 1
2pi
)N−1
2 1√
2piN
e−
u2
2N Eu,0 {|det(V)|} .
By definition, up to a factor of 2 in the even p case (related to the normalization factor in
(2.9)), the integrand above is equal to the density of the intensity measure of the extremal
point process of critical points ξN , defined in (2.9), shifted by mN . Thus, by [38, Proposition
3] it converges uniformly to ecp(u−mN ) (see also Theorem 11 above). Combined with (12.26)
this yields (12.24). 
The non-negative random variable∑
σ0∈CN (JN )
ZN,β
(
Band
(
σ0, q, q
′))
can be approximated by∑
σ0∈CN (JN )
∑
i≤k
ti1
{
ZN,β
(
Band
(
σ0, q, q
′)) ∈ [ti, ti+1)} ,
where [ti, ti+1), i ≤ k, form a finite partition of [0,∞). Combining this with the monotone
convergence theorem and (12.7) one obtains the following.
Corollary 39. We have that
E
 ∑
σ0∈CN (JN )
ZN,β
(
Band
(
σ0, qN , q
′
N
)) = ωN
(
(N − 1) p− 1
2pi
)N−1
2
×
ˆ
JN
du
1√
2piN
e−
u2
2N Eu,0
{∣∣∣∣∣det
(
∇2HN (nˆ)√
p (p− 1) (N − 1) /N
)∣∣∣∣∣ZN,β (Band (nˆ, qN , q′N))
}
.
(12.27)
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We have the following exponential bound on the expectation above.
Lemma 40. Let JN = NJ where J ⊂ R is a fixed interval. Let ϕ : R → R be a continuous
function and suppose that
(12.28) lim sup
N→∞
sup
u∈JN
{
1
N
log
(
Eu,0
{
ZN,β
(
Band
(
nˆ, qN , q
′
N
))})− ϕ( u
N
)}
≤ 0.
Then
(12.29)
lim sup
N→∞
1
N
log
E
 ∑
σ0∈CN (JN )
ZN,β
(
Band
(
σ0, qN , q
′
N
))
 ≤ sup
x∈J
{Θp (x) + ϕ (x)} ,
Proof. Abbreviate Band (σ0) = Band (σ0, qN , q
′
N ). By Ho¨lder’s inequality,
b 7→ log
(
Eu,0
{
(ZN,β (Band (nˆ)))
b
})
is a convex function. Hence, for b ∈ (1, 2), for any u ∈ JN ,
1
Nb
log
(
Eu,0
{
(ZN,β (Band (nˆ)))
b
})
≤ 1
Nb
(
(2− b) log (Eu,0 {ZN,β (Band (nˆ))}) + (b− 1)NC¯
)
,(12.30)
where we define
C¯ := 2β2 +
2β
N
sup
u∈JN
|u| = 2β2 + 2β
N
sup
x∈J
|x|
and use the fact that
log
(
Eu,0
{
(ZN,β (Band (nˆ)))
2
})
≤ log
(
max
σ,σ′∈SN−1
Eu,0
{
e−βHN (σ)−βHN (σ
′)
})
≤ 2β|u|+ 2β2N.
For any b > 1, with a := a(b) = b/ (b− 1), we have, using the notation (12.15),
Eu,0 {|det (V)|ZN,β (Band (nˆ))}(12.31)
≤ (Eu,0 {|det (V)|a})1/a
(
Eu,0
{
(ZN,β (Band (nˆ)))
b
})1/b
.
Using (12.30) and (12.18) and letting b↘ 1we obtain
lim sup
N→∞
sup
u∈JN
{
1
N
log (Eu,0 {|det (V)|ZN,β (Band (nˆ))})− Ω
(
γp
u
N
)
− ϕ
( u
N
)}
≤ 0.
From (12.27), (12.16) and (12.17), we conclude that (12.29) follows. 
We finish with the following lemma
Lemma 41. Let JN = (mN − aN ,mN + a′N ) with some sequences aN , a′N = o (N), and
define cp as in (2.8). Then, for large enough N ,
E
 ∑
σ0∈CN (JN )
ZN,β
(
Band
(
σ0, qN , q
′
N
))(12.32)
≤ C ·
ˆ
JN
du · ecp(u−mN )
(
Eu,0
{(
ZN,β
(
Band
(
nˆ, qN , q
′
N
)))2})1/2
,
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where C > 0 is an appropriate constant.
Proof. By (12.27), (12.31) and (12.25) it follows that, for an appropriate C > 0, for large N ,
E
 ∑
σ0∈CN (JN )
ZN,β
(
Band
(
σ0, qN , q
′
N
)) ≤ C · ωN
(
(N − 1) p− 1
2pi
)N−1
2
×
ˆ
JN
du
1√
2piN
e−
u2
2N Eu,0 {|det(V)|}
(
Eu,0
{(
ZN,β
(
Band
(
nˆ, qN , q
′
N
)))2})1/2
,
where V is defined in (12.15). The proof now follows from the argument used in the proof of
Lemma 38 right after (12.26). 
Appendix II: transition to disorder chaos
The two statements with which we concluded the discussion about transition to disorder
chaos in Section 12 follow from the two proposition below. Recall the definition (11.1) of
ζN (·) and, similarly to (11.2), set in this section
(12.33) q12 = q∗ (β) q∗ (β) and Q =
{
0, q12, (−1)p+1 q12
}
.
Proposition 42. For large enough β ∈ (0,∞) or β =∞ and any s > 0 we have the following.
With tN = s/N , let MN,1 = GN,β be the Gibbs measure of HN (σ) and MN,2 = GN,tN ,β be
the Gibbs measure of HN,tN (σ), see (12.3). Then there exists v = v(s, β) such that for any
 > 0,
any q0 ∈ Q is charged : lim inf
N→∞
ζN (B (q0, )) > v,(12.34)
q /∈ Q vanish : lim
N→∞
ζN ((∪q∈QB (q, ))c) = 0.(12.35)
Proposition 43. For large enough β ∈ (0,∞) or β =∞ and any sequence tN = sN/N = o(1)
with sN →∞ as N →∞, with MN,1 = GN,β and MN,2 = GN,tN ,β,
(12.36) ∀ > 0 : lim
N→∞
ζN (B (0, )) = 1.
The rest of the appendix is devoted to the proof of Proposition 42 and a sketch of a proof
of Proposition 43.
Proof of Proposition 42. The main tool we use in the proof is the description of the
perturbations of critical points and values under perturbations of the disorder developed by
Zeitouni and the author in [38]. Roughly speaking, when perturbations of the disorder are
as in the statement of Proposition 42: (i) the position of deep critical points does not change
on the macroscopic level, and (ii) the change in corresponding critical values is of order O(1).
Hence, typically the collections of critical points around which the original and perturbed
Gibbs measures are concentrated are the same, up to microscopic changes in their positions.
Relying on this, by Lemmas 35 and 13 we will identify the atoms of the overlap distribution
as N →∞ limit.
Fix s > 0 throughout the proof and let tN = s/N . Set
(12.37) eN := eN (s) =
s
N
(
3
2
− s
N
)/
(
1− s
N
)2
= O(1/N)
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and note that with H ′N (σ) being an independent copy of HN (σ) in the definition (12.3) of
HN,t (σ) we have that
(12.38)
N
N − sHN,tN (σ) = H
+
N,s,eN
(σ) ,
where
(12.39) H+N,s,r (σ) , HN (σ) +
√
2s
N
(1 + r)H ′N (σ) .
In [38] the critical points and values of H+N (σ) = H
+
N,s,r (σ) with s = 1/2 and rN = 0 were
related to those of the original model HN (σ), for large N . By a simple modification the
proofs carry over to the more general case with fixed s and any rN = o(1), and this variant is
what we use below. Define CN,t (B) similarly to CN (B) using the random field HN,t (σ). By
[38, Lemma 8] (modified), for C0 = (E0 − cp)/2 (see (2.6) and (2.8)) there exists a sequence
δN > 0 converging to 0 as N → ∞, such that for any κ > 0, with probability that goes to 1
as N →∞ there exists a mapping GN,κ : CN (mN − κ,mN + κ)→ CN,tN (R) such that, if we
denote σ′ = GN,κ(σ), then for any σ ∈ CN (mN − κ,mN + κ),
val. pert.:
∣∣∣∣∣ NN − sHN,tN (σ′)−
(
HN (σ) +
√
2s
N
H ′N (σ)− 2sC0
)∣∣∣∣∣ ≤ δN ,(12.40)
loc. pert.: R
(
σ,σ′
) ≥ 1− δN .
Moreover, from [38, Lemma 10] (modified) for any κ′ > 0,
(12.41) lim
κ→∞ lim infN→∞
P
{
CN,tN
(
mN − κ′,mN + κ′
) ⊂ GN,κ (CN (mN − κ,mN + κ))} = 1.
We note that H ′N and CN (mN − κ,mN + κ) are independent. Thus, from (12.40), Corollary
12 and an application of the union bound to bound |H ′N (σ0)| uniformly in σ0 ∈ CN (mN − κ,mN + κ),
we also have
(12.42) lim
κ→∞ lim infN→∞
P
{
CN,tN (mN − κ,mN + κ) ⊃ GN,κ
(
CN
(
mN − κ′,mN + κ′
))}
= 1.
Denote by σi0,tN the critical points of HN,tN (σ), similarly to σ
i
0. Let ρ > 0 be an arbitrary
number and fix an integer i 6= 0, assumed to be positive if p is odd. From the above, we have
that for large enough real κ > 0 and integer k ≥ 1, for large N with probability at least 1−ρ,
there exists GN,κ as above, σ
i
0 ∈ CN (mN − κ,mN + κ), GN,κ
(
σi0
)
= σj0,tN for some j ∈ [k],
and R(σi0,σ
j
0,tN
) ≥ 1 − δN . By Corollaries 12 and 13, for large N with probability at least
1− ρ, for any l ∈ [k], l 6= ±j, |R(σl0,tN ,σ
j
0,tN
)| ≤ δ′N , for some sequence δ′N = o(1). Thus, by
Theorem 1, applied both to HN (σ) and HN,tN (σ) (which are identically distributed), and
by Lemma 35 we have that (12.35) holds, in the case of large finite β. By similar arguments
to those in the proof of Proposition 33, (12.34) can also be proved.
Assuming p is odd, let σ∗ and σtN∗ be the global minimum of HN (σ) and of HN,tN (σ),
respectively. From the above and Corollaries 12 and 13, two conclusions follow. First, for any
δ > 0,
lim
N→∞
P
{
R
(
σ∗,σtN∗
) ∈ (−δ, δ) ∪ (1− δ, 1)} = 1.
Second, using Theorem 11 and the fact that the Hamiltonian H ′N (σ) is independent of CN (R),
there exists ρ > 0 small enough such that both the probability that R
(
σ∗,σtN∗
)
≥ 1 − δ
and the probability that
∣∣∣R(σ∗,σtN∗ )∣∣∣ ≤ δ are larger than ρ. This completes the proof of
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Proposition 42 for the case where β =∞ and p is odd. The case with even p follows similarly,
by taking into account the fact that HN (σ) = HN (−σ). 
Sketch of proof of Proposition 43. As in the proof of Proposition 42, here too the per-
turbations of critical points and values will play an important role. However, in contrast to
the setting of Proposition 42, perturbations of the critical values will diverge as N → ∞ in
the current setting.
Suppose that HN,t (σ) is defined by (12.3) with H
′
N (σ) being an independent copy of
HN (σ). Denote by CN,t (R) the set of critical points of HN,t(σ) and set C0 = (E0 − cp)/2
(see (2.6) and (2.8)). Below we will explain how the proof of Lemma 8 of [38] can be modified
to obtain the following.
Lemma 44. Suppose sN > 0 is a sequence such that sN = o(N) and sN → ∞ as N → ∞
and set tN = sN/N . Then there exists a sequence δN > 0 converging to 0 as N → ∞,
such that for any κ > 0, with probability that goes to 1 as N → ∞, there exists a mapping
GN,κ : CN (mN − κ,mN + κ) → CN,tN (R) such that, denoting σ′ = GN,κ(σ), for any σ ∈
CN (mN − κ,mN + κ) we have that
val. pert.:
∣∣∣∣∣ NN − sNHN,tN (σ′)−
(
HN (σ) +
√
2sN
N
H ′N (σ)− 2sNC0
)∣∣∣∣∣ ≤ δNsN ,(12.43)
loc. pert.: R
(
σ,σ′
) ≥ 1− δN .(12.44)
If for some a ∈ (0, 1/2), σ and σ′ are two points that satisfy (12.43) and
(12.45) |HN (σ)−mN | ,
∣∣∣N−1/2H ′N (σ)∣∣∣ < saN ,
then
HN,tN
(
σ′
)
=
(
1− sN
N
)(
HN (σ) +
√
2sN
N
H ′N (σ)− 2sNC0
)
+ o(sN )
= mN + (E0 − 2C0) sN + o(sN ) = mN + cpsN + o(sN ),
where we used the fact that mN/N → −E0. Thus, from Corollary 12 and the fact that
H ′N and HN are independent, (12.45) holds for any σ ∈ CN (mN − κ,mN + κ) with high
probability, and for any k ≥ 1,
lim
κ→∞ limN→∞
P
{∀i ∈ [k] : σi0 ∈ CN (mN − κ,mN + κ) ,∣∣HN,tN (GN,κ(σi0))−mN − cpsN ∣∣ ≤ τsN} = 1,(12.46)
where τ ∈ (0, cp) is an arbitrary constant.
Now, let ′ > 0, fix an arbitrary k ≥ 1 and let i, j ∈ [k]. Let σi0,tN denote the critical
points of HN,tN (σ), defined similarly to σ
i
0. From the above, for large enough κ > 0, for large
N with probability at least 1 − ′, there exists GN,κ as above, σi0 ∈ CN (mN − κ,mN + κ),
and HN,tN
(
GN,κ(σ
i
0)
) ≥ mN + (cp − τ)sN , and R(σi0,GN,κ(σi0)) ≥ 1 − δN (where we recall
that cp − τ > 0). By Corollaries 12 and 13, since for large N , (cp − τ)sN > κ and since
sN = o(1), we have that with probability at least 1 − , |R(σj0,tN ,GN,κ(σi0))| ≤ δ′N , where
δ′N > 0 is some sequence with δ
′
N = o(1). Therefore, with probability at least 1 − 2′, for
large N , |R(σj0,tN ,σi0)| ≤ δ′′N , for some sequence δ′′N > 0 with δ′′N = o(1). By Theorem 1 and
Lemma 35, (12.36) follows. What remains is to explain how the proof of [38, Lemma 8] can
be modified to prove Lemma 44.
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Sketch of proof of Lemma 44. Suppose s′N > 0 is an arbitrary sequence such that s
′
N = o(N)
and s′N → ∞ as N → ∞ and set t′N = s′N/N . Define H+N,s,r (σ) as in (12.39) and note that
H+N,s(1+r),0 (σ) = H
+
N,s,r (σ). Therefore, setting sN = s
′
N (1 + eN ) where eN are defined in
(12.37), by (12.38) we have that
(12.47)
N
N − s′N
HN,t′N (σ) = H
+
N,sN ,0
(σ) = HN (σ) +
√
2sN
N
H ′N (σ) =: H
+
N,sN
(σ) .
Denote the set of critical points of H+N,sN (σ) by C
+
N,sN
(R) and note that it coincides with the
set of critical points of HN,t′N (σ). Thus, from (12.47), by increasing δN if needed, we have
that in order to prove Lemma 44, it is enough to show the following.
Lemma 45. For any sN > 0 such that sN = o(N) and sN → ∞ as N → ∞, we have
the following. There exists a sequence δN > 0 converging to 0 as N → ∞, such that
for any κ > 0, with probability that goes to 1 as N → ∞, there exists a mapping GN,κ :
CN (mN − κ,mN + κ)→ C+N,sN (R) such that, denoting σ′ = GN,κ(σ), for any σ ∈ CN (mN − κ,mN + κ)
we have that
val. pert.:
∣∣∣∣∣H+N,sN (σ′)−
(
HN (σ) +
√
2sN
N
H ′N (σ)− 2sNC0
)∣∣∣∣∣ ≤ δNsN ,(12.48)
loc. pert.: R
(
σ,σ′
) ≥ 1− δN .(12.49)
In [38, Lemma 8] the statement of Lemma 45 is proved with H+N (σ) := H
+
N,1/2 (σ
′), i.e.,
with constant sN = 1/2. We now sketch how the proof of [38, Lemma 8] can be modified to
obtain Lemma 45. In the proof of [38, Lemma 8], ‘good’ critical points are defined by several
conditions related to the perturbed H+N (σ) and unperturbed fields HN (σ) and approxima-
tions of them (these are defined through the functions gi(σ) and sets Bi). In [38, Lemmas 11,
12] it is proved that the probability that all critical points in CN (mN − κ,mN + κ) are good
goes to 1 as N →∞ and that on this event GN,κ can be defined with the desired properties.
The structure of the proof for the modified case with H+N,sN (σ) instead of H
+
N,1/2 (σ) and all
the main arguments in the proof remain the same. What needs to be modified are the defi-
nitions of the functions gi(σ) and sets Bi through which good points are defined and several
inequalities involving them. The functions gi(σ) depend on additional functions and we also
explain how these should be modified.
First, anywhere f¯ ′σ(x), f¯
(1)
σ (x) or f¯
′
σ,lin (x) appear in the definitions of gi(σ) in [38, Section
7.3] and the definitions of f¯+σ,apx(x), Yσ, Vσ and ∆σ in [38, Section 7.2], all of them should
be multiplied by
√
2sN . Additionally, in the definitions of gi(σ) with i = 3, 4, the terms
involving the trace should be multiplied by 2sN . Lastly, the radii of balls and spheres in the
suprema and infima in the definitions of gi(σ) with i = 5, ..., 8 should be changed from N
−α to
w0N
−1/2√sN , where we assume that w0 > 0 is some constant such that 2−3/2Kp,δw20−w0 > 0
where Kp,δ is the original constant in the definition of B7. After those changes gi(σ) are
defined appropriately.
The sets Bi should be modified as follows. Let sˆN > 0 be some sequence such that
sN = o(sˆN ) and (sˆN )
3/2 = o(N1/2sN ) (and therefore, in particular sˆN = o(N)). Let BN () ⊂
RN denote the Euclidean ball centered at 0 with radius . Set B2 = BN−1(N−1/2
√
sˆN ),
B3 = B1
(
N−1/2sˆN
)
, B4 = sN (C0 − τδ(N), C0 + τδ(N)), B5 = B1
(
CN−1/2sˆN
√
sN
)
, B6 =
B1
(
CN−1/2(sˆN )3/2
)
, B7 =
(
1
4Kp,δw
2
0 sˆN ,∞
)
, B8 =
(−√sˆNsNw0,∞), where τδ(N) is a se-
quence which is assumed to be large as we need in the proofs but that still goes to 0 as
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N →∞, δ is small enough such that Kp,δ defined in [38, Eq. (7.10)] is positive, and C > 0 is
a constant that is assumed to be large whenever needed in the proofs.
Once all the changes above have been applied, we can define the good critical points of
HN (σ) as critical points σ0 such that gi(σ0) ∈ Bi for any i = 1, ..., 8, exactly like in the
original proof of [38, Lemma 8]. Then, an equivalent of [38, Lemmas 11, 12] needs to proved;
i.e., we need to show for κ > 0 fixed that with probability going to 1 as N → ∞ all points
in CN (mN − κ,mN + κ) are good, and that on this event GN,κ can be defined appropriately.
The proof of [38, Lemma 12] follows from [38, Lemmas 14, 15, 16]. The statements of [38,
Lemmas 14, 15, 16] in their original form, but with the modified gi(σ) and Bi, imply that for
κ > 0 fixed that with probability going to 1 as N → ∞ all points in CN (mN − κ,mN + κ)
are good. The proofs of [38, Lemmas 14, 15, 16] with the modified gi(σ) and Bi require minor
changes from the the original case. Those changes are only in formulas and all the principal
arguments should be left as they are. For example, in the case involving g2(σ) in the proof
of [38, Lemma 16] one needs to replace the expressions
‖Yn‖ ≤ c
N
∥∥∇f¯ ′n (0)∥∥ and P{QN−1 ≥ N1−α c√p
}
by
‖Yn‖ ≤ c
√
2sN
N
∥∥∇f¯ ′n (0)∥∥ and P
QN−1 ≥ N−1/2
√
s′N
sN
c√
p
 ,
but other that this the proof remains the same.
Lastly, we point out what needs to be changed in the proof of [38, Lemma 11] that states
that if all points in CN (mN − κ,mN + κ) are good, then GN,κ can be defined appropriately.
The last line in each of the first three displayed formulas in the proof should be replaced by
the following, respectively,
√
Nf¯+σ,apx (Yσ) = HN
(√
Nσ
)
+
√
2sN
N
H ′N
(√
Nσ
)
− 2sNC0 (1 + o (1)) ,
√
Nf¯+σ (Yσ) ≤
√
Nf¯+σ,apx (Yσ) +O
(
N−1/2(s′N )
3/2
)
inf
x: ‖x‖=w0N−1/2√sN
√
Nf¯+σ (x) ≥ HN
(√
Nσ
)
+
√
2sN
N
H ′N
(√
Nσ
)
+
(
1
4
Kp,δw
2
0 −
1√
2
w0
)
s′N (1 + o (1)) .
Other changes that are required are straightforward. 
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