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ABSTRACT
This paper proposes an approach to the joint modeling of the
short-time Fourier transform magnitude and phase spectro-
grams with a deep generative model. We assume that the
magnitude follows a Gaussian distribution and the phase fol-
lows a von Mises distribution. To improve the consistency of
the phase values in the time-frequency domain, we also ap-
ply the von Mises distribution to the phase derivatives, i.e., the
group delay and the instantaneous frequency. Based on these
assumptions, we explore and compare several combinations
of loss functions for training our models. Built upon the vari-
ational autoencoder framework, our model consists of three
convolutional neural networks acting as an encoder, a magni-
tude decoder, and a phase decoder. In addition to the latent
variables, we propose to also condition the phase estimation on
the estimated magnitude. Evaluated for a time-domain speech
reconstruction task, our models could generate speech with a
high perceptual quality and a high intelligibility.
Index Terms— deep generative model, magnitude, phase,
group delay, instantaneous frequency
1. INTRODUCTION
Speech signal processing methods typically work in the time-
frequency (TF) domain, and the most widely used TF repre-
sentation is the short-time Fourier transform (STFT) [1–4].
The complex-valued STFT coefficients are typically decom-
posed into the real-valued magnitude and phase spectrograms.
Most signal processing methods focus on magnitude modifica-
tion or estimation. However, an increasing number of works
have shown that phase, including its derivatives, is useful to
improve the performance of various applications [5, 6]. In this
paper, we are interested in the problem of joint magnitude and
phase estimation in the context of speech enhancement.
There exists works on phase recovery given the magnitude,
including the consistency-based approach [7,8], the sinusoidal
signal model based approaches [9, 10], and the deep neural
network (DNN) based approaches [11, 12]. Takamichi et al.
[11] optimize the estimations of the phase and the group delay
assuming a von Mises distribution for each of them. The
method outperforms the Griffin-Lim algorithm [7] given the
true magnitude. Takahashi et al. [12] discretize the phase and
view the phase estimation as a classification problem. The
method performs well for source separation tasks given the
Fig. 1. Overview of the proposed model.
true magnitude and the imperfect magnitude estimate. Both
approaches train the DNNs in a supervised manner.
In contrast, a generative model assumes that some obser-
vation is generated by some latent variables, and the model
learns those variables in an unsupervised manner. Several
DNN-based generative models have been proposed recently, in-
cluding the variational autoencoder (VAE) [13], the generative
adversarial network [14], the flow-based model [15], and the
autoregressive model, such as the WaveNet [16]. Among these
models, the VAE is arguably the most popular. It has been
used for various purposes, including speech separation [17,18]
and speech enhancement [19–21]. In these probabilistic ap-
proaches, the VAEs act as priors that allow an efficient es-
timation of the source power spectrograms. We could then
employ a phase recovery method to estimate the source phase
spectrograms. However, this cascading approach, i.e., a mag-
nitude estimation followed by a phase recovery, is considered
to be suboptimal. Therefore, we aim for a prior of the complex
spectrogram. The WaveNet is possibly used to provide a time-
domain prior. Nonetheless, we opt to work in the TF domain
so that we can build upon the various speech enhancement
methods that work in this domain [3].
Motivated by the success of VAEs in modeling the power
spectrogram [17–21] and that of DNNs in estimating the phase
given the magnitude [11,12], we aim for a joint magnitude and
phase deep generative model. Following the VAE framework,
we define an encoder for estimating the latent variables given
the magnitude and the phase spectrograms. We then define
a magnitude decoder for reconstructing the magnitude given
the latent variables, and a phase decoder for reconstructing the
phase given the latent variables and the reconstructed magni-
tude. Figure 1 gives an overview of our model. We assume
a Gaussian distribution for the magnitude, and a von Mises
distribution for the phase and its derivatives, i.e., the group
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delay (GD) and the instantaneous frequency (IF), each. The
GD is the derivative along the frequency axis, and the IF is
that along the time axis. Thus, there is an interdependence be-
tween the phase, the GD, and the IF that has to be satisfied. We
explore different loss functions for training our models. The
experimental results show that our models could reconstruct
time-domain speech. The results also suggest that as long as
the GD and the IF estimates are good, the phase estimates are
not critical for obtaining a reasonable reconstruction.
The rest of this paper is organized as follows. Section
2 introduces the proposed approach. Section 3 presents the
evaluation. Finally, Section 4 concludes this paper.
2. PROPOSED METHOD
Let af,n ∈ R≥0 and ψf,n ∈ [−pi, pi) be the magnitude and
the phase, respectively, of a complex-valued STFT spectrum
sf,n = af,ne
iψf,n ∈ C, where f ∈ [1, F ] and n ∈ [1, N ] are
the frequency bin and the time frame indexes. For a gener-
ative modeling purpose, let us now assume that for a time
frame n, the magnitude an = [a1,n, . . . , aF,n]
> and the phase
ψn = [ψ1,n, . . . , ψF,n]
> depend on latent variables zn ∈ RD
with D < F . Knowing that there is a generation process
pθ(ψn,an|zn) with some parameters θ, we want to maximize
the joint probability pθ(ψn,an).
2.1. Model formulation
We propose to represent the joint probability between the phase
ψn, the magnitude an, and the latent variables zn as
pθ(ψn,an, zn) = pθψ (ψn|an, zn)pθa(an|zn)pθ(zn). (1)
Note that ψn is conditioned on an and zn, while an is con-
ditioned on zn only. Following the VAE framework [13], to
approximate the posterior pθ(zn|ψn,an), we introduce a varia-
tional inference process qφ(zn|ψn,an) ∼ N (zn|µqn, (σqn)2I)
with parameters φ, where I is a D-dimensional identity matrix.
We also assume a simple prior pθ(zn) ∼ N (zn|0, I).
We then obtain a VAE with an encoder qφ(zn|ψn,an), and
a decoder consisting of a magnitude decoder pθa(an|zn) and a
phase decoder pθψ (ψn|an, zn). Thus, there are three DNNs to
be trained. The combination of the encoder and the magnitude
decoder is similar to the VAEs in [19,20]. Moreover, the phase
decoder resembles the DNNs in [11, 12], that are trained in a
supervised manner to estimate the phase given the magnitude
spectrogram. In our work, the above three DNNs are jointly
trained in an unsupervised manner. Using the encoder, we
could estimate the latent variables zn given some observations.
Most importantly, we could obtain the complex-valued STFTs,
reconstructed using the magnitude and the phase estimated by
the decoder, given zn sampled from the simple prior pθ(zn).
2.2. Parameter estimation
The parameters could be jointly optimized by minimizing the
negative log-likelihood (NLL) function:
−ln pθ(ψn,an)=−ln
∫
zn
pθ(ψn,an, zn) dzn
≤−Eqφ(zn|ψn,an)
[
ln
pθ(ψn,an, zn)
qφ(zn|ψn,an)
]
=KL[qφ(zn|ψn,an)||pθ(zn)]
−Eqφ(zn|ψn,an) [ln pθa(an|zn)]
−Eqφ(zn|ψn,an) [ln pθψ (ψn|an, zn)], (2)
where ln(·) returns the natural logarithm, E[·] returns the ex-
pectation, and KL[4||] is the Kullback-Leibler divergence
from  to4 [22]. The first term is a regularization term Lreg,
the second term is a magnitude reconstruction loss Lmag, and
the third term is a phase reconstruction loss Lpha.
The regularization term [13] is expressed as
Lreg = 1
2N
∑
d,n
(
(µqd,n)
2 + (σqd,n)
2 − ln(σqd,n)2 − 1
)
, (3)
where d is the latent variable dimension index.
The magnitude af,n is assumed to follow a Gaussian distri-
bution with mean µmagf,n ∈ R≥0 and variance (σmagf,n )2 ∈ R≥0:
af,n ∼ N
(
af,n
∣∣∣µmagf,n , (σmagf,n)2) . (4)
The magnitude reconstruction loss is the NLL function:
Lmag = 1
2N
∑
f,n
(
ln 2pi
(
σ̂magf,n
)2
+
(
af,n − âf,n
)2(
σ̂magf,n
)2
)
, (5)
where the estimate âf,n equals to the estimated mean µ̂
mag
f,n .
Additionally, we introduce a regularization term:
Lvar = 1
N
∑
f,n
(
σ̂magf,n
)2
, (6)
which enforces small variances for the distribution so that
obtaining small estimation errors is more emphasized. Empiri-
cally, we observed that this term is crucial when we consider
more loss components, i.e., the phase-related ones.
The phase ψf,n is assumed to follow a von Mises distribu-
tion with mean µphaf,n ∈ [−pi, pi) and concentration κphaf,n ∈ R≥0:
ψf,n ∼ VM
(
ψf,n
∣∣∣µphaf,n, κphaf,n) . (7)
Several works have applied the same assumption for the phase
[10,11,23]. The phase reconstruction loss is the NLL function:
Lpha= 1
N
∑
f,n
(
ln 2piI0
(
κ̂phaf,n
)− κ̂phaf,n cos(ψf,n − ψ̂f,n)) ,
(8)
where the estimate ψ̂f,n is the estimated mean µ̂
pha
f,n and I0(·)
is the modified Bessel function of the first kind with order 0.
Furthermore, we consider the phase derivatives, i.e., the
group delay [1] and the instantaneous frequency [24]. The
group delay (GD) ψgrdf,n ∈ [−pi, pi) is the phase derivative
along the frequency axis:
ψgrdf,n = wrap(−ψf+1,n + ψf,n), (9)
and the instantaneous frequency (IF) ψifrf,n ∈ [−pi, pi) is the
phase derivative along the time axis:
ψifrf,n = wrap(ψf,n+1 − ψf,n), (10)
where wrap(·) returns value in [−pi, pi). Both derivatives cap-
ture the phase dynamics in the different axes.
(a) Encoder (b) Decoder
Fig. 2. Block diagram of the model architecture. The feature
map dimension is (c, d,N), where c is the number of channels,
d is the vector length for frame n, and N is the number of
frames. Black circle concatenates the input channels. The
reparameterization trick [13] is used during the training.
We also apply the von Mises distribution on the GD ψgrdf,n,
with parameters µgrdf,n and κ
grd
f,n, and the IF ψ
ifr
f,n, with parame-
ters µifrf,n and κ
ifr
f,n. We define Lgrd for the GD by substituting
ψf,n, ψ̂f,n and κ
pha
f,n in (8) with ψ
grd
f,n, ψ̂
grd
f,n and κ̂
grd
f,n, respec-
tively. Similarly, we define Lifr for the IF with ψifrf,n, ψ̂ifrf,n, and
κ̂ifrf,n. Note that we do not directly estimate the GD and the IF.
They are derived from the estimated phase. Thus, Lgrd and Lifr
can be seen as constraints, or priors, during the training.
In this paper, we do not estimate any concentration parame-
ter and opt to set κ̂phaf,n = κ̂
grd
f,n = κ̂
ifr
f,n = âf,n + 1. This setting
makes the estimation errors on ψ̂phaf,n, ψ̂
grd
f,n, and ψ̂
ifr
f,n more im-
portant when the estimated magnitude âf,n is high, and vice
versa. As a comparison, another work [11] sets κ̂phaf,n = 1.
2.3. DNN design and training
Figure 2 illustrates the model used in this paper. The number
of frequency bins is F =513 and the latent variable dimension
is D=32. The total number of parameters is about 1.7 million.
Our model implementation resembles the fully convolu-
tional DenseNets [25], that combines the DenseNets [26] and
the U-Net [27]. However, our model does not have skip con-
nections between the encoder and the decoders. We employ
the gated design [28] for all convolutional layers (CLs) and the
weight normalization [29], instead of the batch normalization.
We follow the terminology in [25, 26]. A Dense Block
(DB) consists of 4 two-dimensional CLs with a 3×3 kernel
and a channel growth rate of 8. The output channel number
is the input channel number plus 4×8. A Transition Down
(TD) consists of a 1×1 CL followed by 1×1 average pooling
with an adjustable stride for reducing the vector length while
keeping the channel number. A Transition Expand (TE) is
similar to a TD, but it returns 16 channels. Conversely, a
Transition Up (TU) consists of a 3×3 transposed CL with an
adjustable stride for expanding the vector length. It always
returns 16 channels. A Transition Final (TF) consists of a 1×1
CL to reduce the channel number to 1. Additionally, we use a
Temporal Block [30] consisting of 4 one-dimensional dilated
CLs applied along the time frame axis. The kernel size is 3
with dilations of 1, 2, 4, and 8 for the different layers. This
block is used to capture the temporal dynamic of the latent
variables. A fully-connected (FC) layer uses a leaky ReLU
activation function, except when it is used as the output layer.
The phase decoder outputs are in [−pi, pi).
The model training is done in two stages. In general, the
first stage aims to model the magnitude, while the second one
aims to jointly model the magnitude and the phase. In the first
stage, the encoder and the magnitude decoder are randomly
initialized and then trained with a loss L(M) = Lreg + Lmag +
Lvar. In the second stage, all encoder and decoders are trained
with a lossL(J) = L(M)+L(P) given the pre-trained encoder, the
pre-trained magnitude decoder, and the randomly initialized
phase decoder. The loss L(P) may consist of Lpha, Lgrd, or Lifr.
Thus, we end up with several models (see Tables 1 and 2).
3. EVALUATION
To evaluate the proposed approach, we consider a speech signal
reconstruction task, where the latent variables are estimated
given a clean utterance and then used to recreate that utterance.
The reconstructed speech quality is assessed in terms of the
Mean Opinion Score (MOS) [31], obtained by mapping the
Perceptual Evaluation of Speech Quality score [32]. The MOS
ranging from 1 to 5 represents the quality ranging from bad to
excellent. Additionally, the intelligibility is assessed using the
Short-Time Objective Intelligibility (STOI) score [33].
3.1. Experimental settings
We use the speech utterances from the CHiME-4 dataset [34],
which are taken from the 5k vocabulary subset of the Wall
Street Journal corpus [35]. All data are sampled at 16 kHz.
We only consider the clean speech from the channel 5 of the
simulated utterances. The training, the development, and the
test sets contain 7138, 1640, and 1320 utterances, respectively.
Our models are trained on the training set, validated on the
development set, and evaluated on the test set.
The STFT coefficients are extracted using a Hann win-
dow with a length of 512 and a 75% overlap. We then apply a
1024-point discrete Fourier transform on the windowed signals
resulting in F =513. The rather high zero-padding factor re-
veals useful features by oversampling the spectrum [1]. In our
case, it exposes more evident patterns in the IF spectrogram.
The models are trained by backpropagation [36] with the
Adam update rule whose parameters are fixed to α= 10−3,
β1=0.9, β2=0.999, and =10−6 [37]. The update is done
for every minibatch of 4096 frames, composed of 256-frame
segments from 16 randomly selected utterances. The phase
of each segment is shifted with a random value sampled from
N (0, 1) to increase its variation. The gradient is normalized
with threshold =1 [38]. The training is stopped after 20 con-
secutive epochs failed to obtain better validation error [39].
The latest model yielding the lowest error is kept.
Table 1. Average log-likelihood on the test set for the different
training loss functions.
Model Loss function ân ψ̂n ψ̂grdn ψ̂ifrn
(M) Lreg + Lmag + Lvar 1400 -1204 -1204 -1204
(J1) (M) + Lpha 1366 -964 -712 -954
(J2) (M) + Lgrd 1435 -1201 -607 -1201
(J3) (M) + Lifr 1401 -1198 -1198 -800
(J4) (M) + 1
2
Lpha + 1
2
Lgrd 1420 -1053 -635 -1054
(J5) (M) + 1
2
Lpha + 1
2
Lifr 1399 -1191 -1194 -826
(J6) (M) + 1
2
Lgrd + 1
2
Lifr 1409 -1198 -671 -894
(J7) (M) + 1
3
Lpha + 1
3
Lgrd + 1
3
Lifr 1403 -1196 -690 -908
Table 2. Average objective perceptual performance on the test
set for the different training loss functions. The Griffin-Lim
algorithm (GLA) is also considered for post-processing.
Model Loss function
Without GLA With GLA
MOS STOI MOS STOI
(M) Lreg + Lmag + Lvar 1.96 0.690 3.97 0.792
(J1) (M) + Lpha 3.34 0.770 3.83 0.787
(J2) (M) + Lgrd 2.18 0.734 4.00 0.795
(J3) (M) + Lifr 2.51 0.702 3.86 0.789
(J4) (M) + 1
2
Lpha + 1
2
Lgrd 3.71 0.786 4.04 0.792
(J5) (M) + 1
2
Lpha + 1
2
Lifr 2.39 0.690 3.89 0.790
(J6) (M) + 1
2
Lgrd + 1
2
Lifr 3.54 0.777 3.90 0.789
(J7) (M) + 1
3
Lpha + 1
3
Lgrd + 1
3
Lifr 3.13 0.766 3.86 0.789
3.2. Experimental results
Tables 1 and 2 show the experimental results for the different
loss functions on the test set. Table 1 shows the average log-
likelihood (LL). It is obtained by computing −Lmag, −Lpha,
−Lgrd, and −Lifr for each utterance and then averaging the re-
sults. These LL values reflect the estimation accuracy. Table 2
shows the objective perceptual performance. The magnitude
and the phase are always estimated using our models, except
for the model (M) where the phase is sampled randomly from a
uniform distribution. This model (M) is obtained from the first
training stage only and acts as the baseline. In addition, we con-
sider the Griffin-Lim algorithm (GLA) [7] as post-processing.
It is done for 100 iterations. Boldface numbers show the best
performance for each column, taking into account the 95%
confidence interval. A higher value is better for all metrics.
3.3. Discussion
Table 1 shows that the good magnitude reconstruction achieved
by the model (M) could be preserved by the other models in
most cases. Thus, we could focus on observing the estimation
of the phase and its derivatives. The model (J1) shows that a
good phase estimation naturally provides fair estimates of the
derivatives. Conversely, the models (J4), (J5), and (J7) have
better estimates of either or both of GD and IF, but worse phase
estimate, than the model (J1). It suggests that the optimization
of the phase derivatives strongly drives the overall optimization.
Thus, a more elaborate weighting scheme might be useful.
Let us now observe Tables 1 and 2 together. The model
(J4) provides the best performance. It suggests that minimiz-
ing Lgrd is useful. The models (J1), (J4), (J6), and (J7) provide
fair performance and all of them have a good GD estimation.
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Fig. 3. The left and the right columns show spectrogram
examples of a true speech and its reconstruction using the
model (J4), respectively. From top to bottom, we show
the log-magnitude, the phase, the group delay, and the
instantaneous frequency spectrograms. The utterance is
F05_440C020I_PED from the set et05_ped_simu.
However, the model (J2) shows that a good GD alone is not
enough. Interestingly, the models (J6) and (J7) provide rea-
sonable performance although the phase estimation is poor. It
might suggest that estimating the absolute phase value is not
critical, and capturing the phase interdependence on the fre-
quency and the time axes is sufficient. Additionally, the GLA
iterations effectively improve both the quality and the intelligi-
bility. The performance of our models without the GLA is still
below that of the GLA with random initial phase. However,
our method does not need any iteration.
Figure 3 shows spectrogram examples of a speech seg-
ment and its reconstruction. The log-magnitude spectrograms
show that the model reconstructs the harmonic structures well,
although those for above the frequency bin 200 tend to be un-
clear. The phase and the phase derivative spectrograms clearly
show that there are still opportunities for further improvement.
The estimated spectrograms resemble the true ones only for the
lower frequency bands. This might be an impact of associating
the von Mises concentration parameters to the estimated mag-
nitude. Therefore, the estimation of those parameters should
be explored further. Audio samples are available online1.
4. CONCLUSION
We proposed a deep generative model for jointly modeling the
magnitude and the phase of STFT. We took into account the
phase derivatives, i.e., the group delay and the instantaneous
frequency. We found that good phase derivative estimates are
sufficient to provide a fair speech quality. However, we also
found that the phase derivative optimization strongly drives
the overall optimization and thus, a more elaborate weighting
scheme might be required. Additionally, future work includes
incorporating the estimation of the von Mises concentration
parameters and utilizing the proposed models for downstream
tasks, e.g., speech enhancement and audio source separation.
1Demo webpage: https://aanugraha.gitlab.io/demo/icassp19
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