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Abstract
Nowadays polynomial system solvers are involved in sophisticated computations in algebraic ge-
ometry as well as in practical engineering. The most popular algorithms are based on Gröbner bases,
resultants, Macaulay matrices, or triangular decompositions. In all these algorithms, multivariate
polynomials are expanded in a monomial basis, and the computations mainly reduce to linear algebra.
The major drawback of these techniques is the exponential explosion of the size of the polynomials
needed to represent highly positive dimensional solution sets. Alternatively, the “Kronecker solver”
uses data structures to represent the input polynomials as the functions that compute their values at
any given point. In this paper, we present the ﬁrst self-contained and student friendly version of the
Kronecker solver, with a substantially simpliﬁed proof of correctness. In addition, we enhance the
solver in order to compute the multiplicities of the zeros without any extra cost.
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0. Introduction
Polynomial system solving has been a central topic in computer algebra from the middle
of the sixties. This topic may be seen from various points of view, which explains that
many kinds of solvers have been designed so far. The most popular solvers are certainly
the ones derived from the Buchberger algorithm to compute Gröbner bases. Other popular
solvers are based on triangular decompositions, resultants, orMacaulaymatrices. Nowadays
polynomial system solvers are implemented in all the computer algebra systems, and lie at
the heart of sophisticated tools to handle computations in algebraic geometry, but also to
solve practical problems arising from engineering. Non-specialist readers may consult the
following related books: [5,19,20,23,25,37,62,72].
In all the aforementioned families of algorithms, the multivariate polynomials are repre-
sented by the vectors of their coefﬁcients in the canonical monomial basis. Usually we say
that the polynomials are expanded. With such a representation, each elementary operation
can often be interpreted in terms of Gaussian elimination. Thus linear algebra subroutines
often play a central role in all these methods. Because of the analogy between the Buch-
berger algorithm and the Knuth-Bendix algorithm in the language theory, we often refer to
these methods as rewriting techniques [22].
Instead of expanding a polynomial in the monomial basis, alternative suitable data struc-
tures can be used in order to represent it as the function that computes its values at any given
points. Several solvers have been designed for more than one decade in order to take advan-
tage of such representations. We often refer to these algorithms as evaluation techniques.
The Kronecker solver, that is the subject of this paper, belongs to this family of solvers.
From the complexity point of view, expanding multivariate polynomials coming from
elimination is often a bad idea because of the exponential explosion of the number of their
monomials. On the contrary, eliminant polynomials behave very well from the evaluation
point of view. Let us illustrate these facts with three families of examples. The ﬁrst family of
examples is the determinant of a n×n matrix. This determinant is an eliminant polynomial
of degree n in then2 entries of thematrix. It is well known that its number ofmonomials isn!,
whereas it can be evaluated at any point withO(n3) arithmetic operations. The second family
is the resultant of two univariate polynomials of degrees n with unknown coefﬁcients. This
resultant is an eliminant polynomial in the 2(n + 1) unknowns. Its number of monomials
increases exponentially in n, whereas it is well known that it can be evaluated in time
almost linear in n [25, Chapter 11]. Finally, the third family concerns a system of n dense
polynomials of degree d in 2n variables. Informally speaking, if these polynomials are
sufﬁciently generic then their set of common solutions has dimension n and degree dn.
In this situation, eliminant polynomials in n variables have degree dn, hence a number
of monomials that grows with dn2 when n tends to inﬁnity, and when d is ﬁxed. On the
other hand, the algorithms presented in [56] can evaluate such eliminant polynomials with
a number of arithmetic operations that only grows with dn.
The next paragraphs contain a short survey on evaluation techniques. Then, we give an
overview of the Kronecker solver, and we summarize the main contributions of this paper.
The two ﬁrst sections of this paper contain all the mathematical results needed to prove the
correctness of the Kronecker solver, that is presented in the last section. The third section
is devoted to the representation of radical unmixed ideals.
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0.1. A short survey on evaluation techniques
The nice evaluation properties of eliminant polynomials were ﬁrst explored in a series
of works initiated by Giusti, Heintz, Morais and Pardo at the beginning of the 1990s. The
ﬁrst algorithm, proposed in [29], was computing the dimension of the solution set of a
system of homogeneous polynomials. The multivariate polynomials occurring during the
computations were represented by straight-line programs (see deﬁnition in [9, Chapter 4]).
In [24,34,49] it was then shown that the polynomials involved in the Nullstellensätz also
had nice evaluation properties, and could be thus computed efﬁciently. The ﬁrst step to-
wards the design of a fast polynomial solver taking advantage of the straight-line program
representation was ﬁrst done in [32,64]. Therein the goal was the development of a solver
with a polynomial cost in geometric and Diophantine invariants of the solution sets, instead
of other extrinsic quantities such as the Hilbert regularity–deeply involved in the rewriting
techniques. In the solver proposed in [32], the input system was represented by a straight-
line program and the algorithmwas incremental in the number of equations to be solved. The
Noether position (see deﬁnition in Section 1.2) appeared as a central ingredient. However
this ﬁrst solver was using an evaluation data structure that was permitting loops of ﬁnite
depth. The eliminant polynomials were represented by short programs, but their evaluation
costs were still high.
As announced at the end of [32], this bad behavior could be suppressed thanks to the
use of the Newton operator. This idea was ﬁrst developed in [31] in order to “compress”
the straight-line programs built in the intermediate steps of the solver. A reﬁned version of
[32] together with new lower bounds in Diophantine approximation were then published in
[27]: the lifting ﬁbers (namely, the ideals writtenJi in the sequel) appeared as an efﬁcient
representation of the positive dimensional varieties. Theseworks yielded amajor theoretical
complexity breakthrough in the elimination theory. The different versions of the solver
were sharing the following features: the input polynomials were encoded by a straight-
line program; the resolution was computed equation by equation; it was assumed that the
system had only a ﬁnite number of solutions; the algorithm was computing a univariate
representation (see deﬁnition in Section 3) of the set of the solutions; the running time
was linear in the size of the input straight-line program, and was polynomial in the largest
geometric degree of the intermediate systems; straight-line programs were used all along
the computations in order to represent all the multivariate polynomials. Later on another
reﬁnement was proposed in [33] so that the cost remains polynomial in the latter quantities
and in the height of the solution set for the classical Turing machine model.
The algorithms described in [27,33] were simpliﬁed and their proofs detailed in Morais’
Ph.D. Thesis [63]. The space complexity analysis and algorithmic improvements were then
proposed in [61]. The bit-complexity analysis and important applications for the arithmetic
Nullstellensätz problem were further developed in [38,39].
In order to implement these solvers, it was necessary to begin with programming efﬁcient
evaluation data structures. With this goal in mind, the ﬁrst steps were presented at the
TERA’1996 conference held in Santander (Spain) by Aldaz, and by Castaño, Llovet, and
Martínez [13]. Later on a C + + implementation of straight-line programs was done by
Hägele. Then another library was written in the Haskell language [8]. Independently, other
experiments were conducted to implement the algorithm of [29] in the Maple computer
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algebra system, that was readily offering an evaluation data structure [28]. All these trials
led to the conclusion that huge evaluation data structures were involving so much memory
management that the expected theoretical costs could not be observed in practice.
The solution to this problem came from a program transformation technique called
deforestation [28], that was used in theoretical computer science to eliminate the building
of intermediate data introduced by composition of functions. In some cases this transfor-
mation can be performed automatically, but it required some effort to use it in the context
of [29]. Informally speaking, the deforestation led in [28] to a paradigm telling us that the
computation and the storage of the intermediate evaluation data structures are useless if
one rewrites the algorithms in a suitable manner. Finally, this paradigm led to a successful
implementation of the ideas contained in [29].
The deforestation paradigm was then applied to the solver given in [63]. Presented in
[35], this work led to a complete rewriting of the solver, to several algorithmic simpliﬁ-
cations, and to sharp complexity bounds. Therein, the new central ingredients were the
Kronecker representation of the varieties (originally due to Kronecker in [50], see deﬁni-
tion in Section 3) and the idea of the lifted curves (namely, the ideals written Ki in the
sequel). The new algorithm was programmed in the Magma computer algebra system, and
was called Kronecker [52] in homage to Leopold Kronecker for his seminal work about the
elimination theory. The complete removal of the intermediate straight-line programs led to
the following features: only the input system needs to be represented by a straight-line pro-
gram, and the algorithm handles polynomials in at most two variables over the ground ﬁeld.
Similar complexity analyses and the idea of the lifted curve were independently presented
in [42].
Later, evaluation techniques led to algorithms that compute the equidimensional decom-
position of any polynomial system. These algorithms either perform a pre-treatment on the
input system in order to avoid multiple components in the intermediate steps of the solving,
or they use a generalization of the Newton operator to directly deal with multiple com-
ponents. The former approach was developed in [44,46–48,53], while the latter approach
was achieved in [55,56]. Of course, the rational and absolute irreducible decompositions
can be easily deduced from the equidimensional decomposition by factoring the univariate
representations of the equidimensional components. For instance, one can use the recent
fast algorithms proposed in [7,18,57,58].
Evaluation techniques have been applied with success to solve overdetermined systems
[36], parametric systems [6,40,69], Pham systems [65], sparse systems [45], and systems
overﬁnite ﬁelds [10,11]. They are alsowell suited to computations in real algebraic geometry
[2–4,67,68]. The Kronecker software has been used in order to solve problems arising from
cryptography [26], to construct the “foveal spaces” that model the visual reception on the
retina [60], and to design new multichannel wavelets [59]. Furthermore, the equation by
equation incremental approach has recently been adapted to the context of numerical solving
by homotopy continuation [71]. In this vein, theoretical comparisons between the numerical
and symbolic frameworks have been established in [15–17,21].
Finally, concerning lower bounds on the complexity of polynomial system solving, the
interested reader may consult [14,24,30,41,64]. In a nutshell, and under some technical
assumptions, the main result of [14] tells us that the Kronecker solver belongs to some
“optimal complexity class.”
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0.2. Overview of the Kronecker solver
Throughout this paper, K denotes a commutative ﬁeld of characteristic 0. The input
polynomial system is given by a sequence of equations f1 =· · ·=fn =0 and an in equation
g = 0, where f1, . . . , fn and g belong to K[x1, . . . , xn]. In practice these polynomials
are expected to be represented by an evaluation data structure (a straight-line program, for
instance).
We write I : g∞ = {f | ∃n0, gnf ∈ I} for the saturation of the ideal I ⊆
K[x1, . . . , xn] with respect to g, and we introduce the intermediate ideals
Ii = (f1, . . . , fi) : g∞, for i ∈ {1, . . . , n}.
By convention we let I0 = (0). The version of the Kronecker solver considered in this
paper requires the following hypotheses: fi+1 is a nonzerodivisor modulo Ii , and Ii is
radical, for all i ∈ {0, . . . , n − 1}. In particular we will see that these requirements imply
the ﬁniteness of the solution set of the system. In Section 4.1 we will show that, after
performing a random afﬁne change of the variables in the input system, the algorithm can
safely compute the ﬁnite sets of zeros of the ideals
Ji =
√
Ii + (x1, . . . , xn−i )
in sequence for i from 1 to n, with a high probability of success. The set of zeros of Ji is
represented by i univariate polynomials q,wn−i+2, . . . , wn in K[xn−i+1] such that
Ji = (q, q ′xn−i+2 − wn−i+2, . . . , q ′xn − wn) + (x1, . . . , xn−i ).
Such a representation is called a Kronecker representation ofJi , but it also bears the name
of rational univariate representation [1,66].
The computation of a Kronecker representation of Ji+1 from a representation of Ji
divides into the following three steps:
(1) Lifting step. Compute a Kronecker representation of
Ki =
√
Ii + (x1, . . . , xn−i−1).
(2) Intersection step. Compute a representation of √Ki + (fi+1).
(3) Cleaning step. Compute a representation of √Ki + (fi+1) : g∞.
Of course the algorithm stops as soon as it encounters an empty set of solutions, that is
as soon as Ii = (1). Geometrically speaking,Ki is a one-dimensional ideal whose set of
zeros is a solution curve of the ith ﬁrst equations. This ideal is computed fromJi by means
of an effective version of the implicit function theorem. Then, during the intersection step,
we compute the intersection of the latter curve with the hypersurface deﬁned by fi+1 = 0.
This intersection is made of a ﬁnite set of points, from which we remove the ones contained
in the hypersurface deﬁned by g = 0 during the cleaning step.
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0.3. Our contributions
For the ﬁrst time, this paper presents a concise version of the Kronecker solver together
with a self-contained proof of the correctness. The only prerequisites concern elemen-
tary facts about the Zariski topology, the primary decomposition of ideals (for instances,
see [51, Chapter X, Section 3] or [37, Chapter 4]), and the theory of modules over princi-
pal rings (for instance, see [51, Chapter III, Section 7]). In the ﬁrst section, we start with
a constructive treatment of the dimension via the Noether normalization. In the second
section, we prove all the mathematical results involved in our incremental approach to solv-
ing, including the principal ideal theorem, the deﬁnition of the degree of an ideal, and the
Bézout theorem. Of course, all these results are very classical in the literature but our pre-
sentation is rather compact and does not make use of the Hilbert series. Our proofs follow
geometrical ideas that are directly connected to our algorithms.
Beyond the pedagogical interests, we made substantial simpliﬁcations in the proof of
the correctness of the solver, which made us possible to drop some radicality hypotheses
in several places. For instance our Theorem 1.27 generalizes [35, Corollary 2] to unmixed
ideals.
Our simpliﬁcations also concern the presentation of the algorithm. In particular, the in-
tersection step detailed in Section 4.3 corresponds to the algorithm sketched in [54, Chapter
V, Section 4], and implemented in the Kronecker package [52]; this algorithm is simpler
than the one described in [35, Section 6.2].
Finally these simpliﬁcations and improvements have allowed us to enhance the
Kronecker solver in order to compute the multiplicities of the zeros without any extra
cost (see Section 4.6) for when the ideal In is not radical. The key of this enhancement is
Proposition 2.7 whose proof relies on the calculation of a suitable free module and of one
Smith form. We are now working on the propagation of this enhancement to the aforemen-
tioned equidimensional decomposition algorithms in order to compute the local algebras
at the generic points of the irreducible components. That will be a ﬁrst step toward the
computation of the primary decomposition by means of evaluation techniques.
1. Dimension and multiplication endomorphisms
We start this section with some classical deﬁnitions: algebraic and integral dependencies,
and the dimension of an ideal I in a polynomial ring via the transcendence degree. We
present the Noether normalization as a practical ingredient to compute the dimension. Then,
we relate the unmixedness of I to some torsion-freeness of a suitable module. At the end
of this section we give some important properties of the multiplication by a polynomial f
in the quotient by I.
Throughout this paper,I denotes an ideal of K[x1, . . . , xn]. The total degree of a poly-
nomial q is written deg(q), and its partial degree in the variable xj is written degxj (q).
1.1. Algebraic and integral dependencies
Let A be a subring of K[x1, . . . , xn] with unity.
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Deﬁnition 1.1. Some polynomials e1, . . . , es inK[x1, . . . , xn] are algebraically dependent
modulo I when there exists a nonzero polynomial E with s variables over K such that
E(e1, . . . , es) ∈ I. Otherwise they are algebraically independentmoduloI. A polynomial
e ∈ K[x1, . . . , xn] is algebraic over A moduloI if there exists a nonzero polynomial q ∈
A[T ] such that q(e) ∈ I. Such a polynomial e is integral over A moduloI if there exists
a nonzero monic (i.e. with leading coefﬁcient 1) polynomial q ∈ A[T ] such that q(e) ∈ I.
Algebraic and integral dependencies are preserved when passing to the radical of I, as
detailed in the following proposition:
Proposition 1.2. Some polynomials e1, . . . , es inK[x1, . . . , xn] are algebraically indepen-
dent moduloI if, and only if, they are algebraically independent modulo √I.A polynomial
e ∈ K[x1, . . . , xn] is algebraic (respectively, integral) over A modulo I if, and only if, it
is algebraic (respectively, integral) over A modulo √I.
Proof. The proof is straightforward from the deﬁnitions. 
We will use the following classical properties several times:
Proposition 1.3. Let e1, e2 be in K[x1, . . . , xn].
(a) If e1 and e2 are integral over A modulo I then so are e1 + e2 and e1e2.
(b) If e1 is integral over A modulo I, and if e2 is integral over A[e1] modulo I, then e2
is integral over A modulo I.
Proof. See for instance [51, Chapter VII, Section 1, Propositions 1.3 and 1.4]). 
For any e ∈ K[x1, . . . , xn], we denote by e ∈ K[x0, x1, . . . , xn] the homogenization of
e with respect to the new variable x0, and by I ⊆ K[x0, x1, . . . , xn] the ideal generated
by the homogenized polynomials of I. For any e ∈ K[x0, x1, . . . , xn] we write e for
e(1, x1, . . . , xn) ∈ K[x1, . . . , xn].
Lemma 1.4. Some polynomials e1, . . . , es in K[x1, . . . , xn] are algebraically dependent
modulo I if, and only if, x0, e1, . . . , es are algebraically dependent modulo I.
Proof. If e1, . . . , es are algebraically dependent moduloI then, by homogenizing, we di-
rectly obtain that x0, e1, . . . , e

s are algebraically dependentmoduloI. Conversely, letE be
a nonzero polynomial over K such that E(x0, e1, . . . , e

s ) ∈ I. SinceI is homogeneous,
we can assume that E is homogeneous for the weighted degree (1, deg(e1), . . . , deg(es)).
The conclusion thus follows by substituting 1 for x0 in E(x0, e1, . . . , e

s ) ∈ I. 
Deﬁnition 1.5. A polynomial e ∈ K[x1, . . . , xn] is generally integral over A modulo I
if there exists a nonzero monic polynomial q ∈ A[T ] such that q(e) ∈ I, and such that
deg(q(x1, . . . , xn, T deg(e))) = degT (q(x1, . . . , xn, T deg(e))), (1.1)
where q is seen in K[x1, . . . , xn, T ].
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For any subringAofK[x1, . . . , xn],wewriteA for the subring ofK[x0, x1, . . . , xn]gen-
erated by x0 and by the homogenized polynomials ofA. For example, ifA=K[x1, . . . , xr ]
then A is K[x0, x1, . . . , xr ]. The following properties are direct consequences of the def-
inition:
∀e ∈ A, e ∈ A, (1.2)
∀e ∈ A, any homogeneous component of e belongs to A. (1.3)
Assertion (1.3) is equivalent to saying that A inherits the usual graduation of K[x0, x1,
. . . , xn].
Lemma 1.6. Let e ∈ K[x1, . . . , xn]. The following assertions are equivalent:
(a) e is generally integral over A modulo I.
(b) e is generally integral over A modulo I.
(c) e is integral over A modulo I.
Proof. If (a) holds then there exists a polynomial q = T  + a1T −1 + · · · + a ∈ A[T ]
such that q(e) ∈ I, and such that equality (1.1) holds. It thus follows that
(e) + xdeg(e)−deg(a1)0 a1(e)−1 + · · · + x deg(e)−deg(a)0 a ∈ I,
which leads to (b). Of course (b) implies (c). If (c) holds then there exists a polynomial
q =T +a1T −1 +· · ·+a ∈ A[T ] such that q(e) ∈ I. By property (1.3), we can take
all the ai homogeneous of degree i deg(e), so that we obtain (a) from property (1.2). 
Proposition 1.3 does not extend nicely to generally integral dependencies. Nevertheless,
we have the following weaker properties:
Proposition 1.7. Let e1, e2 be in K[x1, . . . , xn].
(a) If e1 and e2 are generally integral over A modulo I, then so is always e1e2, and so is
e1 + e2 whenever deg(e1 + e2) = max(deg(e1), deg(e2)).
(b) IfA inherits the usual graduation ofK[x1, . . . , xn], if e1 is homogeneous and generally
integral over A modulo I, and if e2 is generally integral over A[e1] modulo I, then
e2 is generally integral over A modulo I.
Proof. We start with part (a). Without loss of generality we can assume that deg(e1)
deg(e2). We know from Lemma 1.6 that e1 and e

2 are integral over A
 modulo I; so are
(e1 + e2) = e1 + xdeg(e1)−deg(e2)0 e2 and (e1e2) = e1e2 by Proposition 1.3(a). Part (a) thus
follows from Lemma 1.6.
As for part (b), we proceed in a similar manner: e1 is integral over A moduloI, and e2
is integral over (A[e1]) moduloI. Thanks to the hypotheses on A and e1, we obtain that
(A[e1]) = A[e1], so that Proposition 1.3(b) implies that e2 is integral over A modulo
I. Part (b) thus follows from Lemma 1.6 again. 
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Example 1.8. LetK=Q[™], with ™=√−1, letI=(x2−x21 ), e1=x2+ ™x21 , and e2=−™x21 .
Of course e2 is generally integral over K[x1] moduloI, and since e21 −2™x21e1 −x41 ∈ I so
is e1. Because e1 + e2 = x2 is not generally integral over K[x1] modulo I, the hypothesis
deg(e1 + e2)=max(deg(e1), deg(e2)) is necessary in Proposition 1.7(a). In addition, since
x2 − e1/(1 + ™) ∈ I, we have that x2 is generally integral over K[x1, e1] modulo I,
which shows that the homogeneity of e1 is necessary in Proposition 1.7(b). Finally, from
x21 − e1/(1 + ™) ∈ I we obtain that x1 is homogeneous and generally integral over K[e1]
moduloI. Since we have already seen that x2 is generally integral over K[x1, e1] modulo
I, this shows that the graduation hypothesis on A is necessary in Proposition 1.7(b).
1.2. Dimension and Noether position
The transcendence degree of a ﬁeld extension F of K is classically deﬁned as the max-
imal number of elements in F which are algebraically independent. If the transcendence
degree r is ﬁnite then any maximal (with respect to the inclusion ordering) subset of ele-
ments of F that are algebraically independent is ﬁnite and has cardinality r (for instance,
see [51, Chapter VIII, Section 1]).
Deﬁnition 1.9. IfI is a prime ideal then the dimension dim(I) ofI is the transcendence
degree of the quotient ﬁeld of K[x1, . . . , xn]/I over K. In general, the dimension ofI =
(1) is the maximum of the dimensions of its associated primes, and, by convention, the ideal
(1) has dimension −1. The ideal I is unmixed if the dimensions of its associated primes
are all equal.
Remark that the dimension of I is preserved when performing linear changes of the
coordinates. The following less classical deﬁnition will be useful for our computational
purposes:
Deﬁnition 1.10. The idealI is in Noether position if there exists r ∈ {0, . . . , n} such that
the variables x1, . . . , xr are algebraically independentmoduloI, and such that xr+1, . . . , xn
are integral over K[x1, . . . , xr ] modulo I.
Example 1.11. The ideal I= (x2 − x21 ) is in Noether position with r = 1.
By Proposition 1.3, if I is in Noether position then any e ∈ K[x1, . . . , xn] is integral
over K[x1, . . . , xr ] moduloI, so that another way to say thatI is in Noether position is to
say that K[x1, . . . , xn]/I is an integral ring extension of K[x1, . . . , xr ]. When I = (1),
we are to show that the integer r in Deﬁnition 1.10 coincides with the dimension ofI, hence
is unique. Of course, whenI=(1),I is in Noether position with r=0 while dim(I)=−1.
Theorem 1.12. Assume that I = (1).
(a) Assume that xr+1, . . . , xn are integral over K[x1, . . . , xr ] modulo I. Then we have
dim(I)r . The latter inequality is an equality if, and only if, x1, . . . , xr are
algebraically independent modulo I.
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(b) Assume that x1, . . . , xr are algebraically independent moduloI.Then we have dim(I)
r . If the latter inequality is an equality thenxr+1, . . . , xn arealgebraic overK[x1, . . . ,
xr ] modulo I. The converse holds if I is unmixed.
Proof. In order to prove part (a), let us ﬁrst assume that I is prime. Since any maximal
subset of algebraically independent elements of {x1, . . . , xr} moduloI is also maximal in
{x1, . . . , xn}, part (a) follows from [51, Chapter VIII, Section 1, Theorem 1.1]. If I is not
prime, then we can assume that I is radical with prime decomposition P1 ∩ · · · ∩ Pm,
by Proposition 1.2. Since xr+1, . . . , xn remain integral over K[x1, . . . , xr ] modulo each
Pl , we deduce that dim(Pl )r for all l ∈ {1, . . . , m}, whence dim(I)r . If x1, . . . , xr
are algebraically dependent modulo I then they are also algebraically dependent modulo
each Pl , for all l ∈ {1, . . . , m}, whence dim(I)< r . Conversely, if dim(I)< r , then
there exists El ∈ Pl ∩ K[x1, . . . , xr ]\{0} for all l. Therefore E1 · · ·Em belongs to I ∩
K[x1, . . . , xr ]\{0}, whence the algebraically dependence of x1, . . . , xr over K modulo I,
which ends part (a).
Let us now deal with part (b). IfI is prime then part (b) straightforwardly follows from
[51, Chapter VIII, Section 1, Theorem 1.1]. If I is not prime then we can assume again
that I is radical with prime decomposition P1 ∩ · · · ∩Pm. If x1, . . . , xr are algebraically
independent modulo I, then there necessarily exists l ∈ {1, . . . , m} such that x1, . . . , xr
are algebraically independent modulo Pl , whence dim(I)r . If xr+1, . . . , xn are alge-
braic over K[x1, . . . , xr ] modulo I, then they are also algebraic modulo Pl , whence
dim(I) = dim(Pl ) = r whenever I is unmixed. Conversely, assume that dim(I) = r
holds, and let i ∈ {r + 1, . . . , n}. For each l ∈ {1, . . . , m}, if x1, . . . , xr are algebraically
dependent modulo Pl then we take El ∈ Pl ∩ K[x1, . . . , xr ]\{0}; otherwise we take
El ∈ Pl ∩ K[x1, . . . , xr , xi]\{0}. Since E1 · · ·Em ∈ I, it follows that xi is algebraic over
K[x1, . . . , xr ] modulo I, which ends part (b). 
Example 1.13. If n=3 andI= (x1x2 −1, x3)∩ (x1) then x1 is algebraically independent
modulo I, and x2, x3 are algebraic over K[x1] modulo I. Since dim(I) = 2, this shows
that we cannot discard the unmixedness hypothesis in Theorem 1.12(b). This example also
shows that Theorem 1.12(a) does not hold if xr+1, . . . , xn are only supposed to be algebraic
over K[x1, . . . , xr ] modulo I.
Example 1.14. If n=2 andI= (x1x2 −1)∩ (x1, x2) then x1 is algebraically independent
modulo I, x2 is algebraic over K[x1] modulo I, and dim(I) = 1. This shows that the
unmixedness hypothesis in Theorem 1.12(b) is too strong.
It can be observed that the Noether position is preserved when extending the ground
ﬁeld. Therefore if I is in Noether position then Theorem 1.12 implies that dim(I) does
not depend on the ground ﬁeld K.
In general the Noether position ofI does not imply the Noether position ofI (consider
Example 1.11). In order forI to be inNoether position,we need to strengthen the preceding
deﬁnition.
Deﬁnition 1.15. An ideal I of dimension r is in general Noether posi-
tion if I is in Noether position, and if, the variables xr+1, . . ., xn are generally integral
over K[x1, . . ., xr ] modulo I.
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Since K[x1, . . . , xr ] inherits the usual graduation of K[x1, . . . , xn], Lemma 1.6 implies
that the Noether and the general Noether positions coincide whenever I is homogeneous.
Example 1.16. The ideal I= (x22 − x1) is in general Noether position.
Proposition 1.17. If I has dimension r and is in general Noether position then any e ∈
K[x1, . . . , xn] is generally integral over K[x1, . . . , xr ] modulo I.
Proof. This property is a direct consequence of Proposition 1.7(a). 
Given an idealI ofK[x1, . . . , xn], there is a priori no reason that it is in Noether position
even after a permutation of the variables. For example,I=(x1x2) is not in Noether position
when seen in K[x1, x2] nor in K[x2, x1]. In fact, it is well known that almost all linear
changes of the variables in I produces a new ideal in Noether position (see for instance
[51, Chapter VIII, Section 2], or [37, Chapter 3]). For example, by substituting x1 + x2 for
x1 in I= (x1x2), we obtain the new ideal (x22 + x1x2) which is Noether position.
For anyn×nmatrixM overK, wewriteI◦M for the ideal {f ◦M(x1, . . . , xn)t | f ∈ I}.
The existence of a general Noether position will follow from a repeated use of the following
lemma:
Lemma 1.18. Let i ∈ {1, . . . , n} and assume that xi+1, . . . , xn are integral (respectively,
generally integral) over K[x1, . . . , xi] modulo I, and that x1, . . . , xi are algebraically
dependent modulo I. Then, for any nonzero polynomial a ∈ I ∩ K[x1, . . . , xi], and for
any point (1, . . . , i−1, 1) ∈ Ki that does not annihilate the homogeneous component h of
highest degree of a, the variables xi, . . . , xn are integral (respectively, generally integral)
over K[x1, . . . , xi−1] modulo I ◦ M , where M is deﬁned by
M(x1, . . . , xn)
t = (x1 + 1xi, . . . , xi−1 + i−1xi, xi, . . . , xn)t .
In addition, we have that degxi (a ◦ M) = deg(a ◦ M).
Proof. Astraightforward calculation shows that the coefﬁcient ofxdeg(a)i ina(x1+1xi, . . . ,
xi−1 + i−1xi−1, xi) is h(1, . . . , i−1, 1). Therefore, if the latter quantity is nonzero then
xi is generally integral over K[x1, . . . , xi−1] modulo I ◦ M . Since xi+1, . . . , xn remain
integral (respectively, generally integral) over K[x1, . . . , xi], the conclusion follows from
Proposition 1.3(b) (respectively, Proposition 1.7(b)). 
Theorem 1.19. There exists a Zariski dense subset of upper triangular n × n matrices M
with 1 on their diagonal such that I ◦ M is general Noether position.
Proof. Let M be an upper triangular matrix with 1 on its diagonal, written in the following
form:
M =
⎛
⎜⎜⎝
1 1,2 . . . 1,n
0 1 . . . 2,n
...
. . .
. . .
...
0 . . . 0 1
⎞
⎟⎟⎠ .
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For all i ∈ {1, . . . , n} we deﬁne the n × n matrix Mi by:
Mi(x1, . . . , xn)
t = (x1 + 1,ixi , . . . , xi−1 + i−1,ixi , xi, . . . , xn)t .
A straightforward calculation shows that M=Mn · · ·M1. Let r=dim(I). Since Mr · · ·M1
only affects the variables x1, . . . , xr , we see that I ◦ M is in general Noether position if,
and only if,I ◦Mn · · ·Mr+1 is in general Noether position. Therefore the theorem follows
from the following stronger claim: for any i ∈ {r, . . . , n}, there exists a Zariski dense subset
of values for (k,l |i + 1 ln, 1k l − 1) such that xi+1, . . . , xn are generally integral
over K[x1, . . . , xi] modulo I ◦ Mn · · ·Mi+1.
The proof of the claim is done by descending induction on i. If i = n then the claim
holds trivially. Assume that the claim is true for some i ∈ {r + 1, . . . , n}. Since ir + 1,
Theorem 1.12(a) implies that x1, . . . , xi cannot be algebraically independent modulo I ◦
Mn · · ·Mi+1. Then Lemma 1.18 asserts that there exists a Zariski dense subset of values for
(k,i |1k i−1) for which xi, . . . , xn are generally integral overK[x1, . . . , xi−1] modulo
I ◦ Mn · · ·Mi , which completes the proof of the claim. 
Corollary 1.20. Theorem 1.19 holds if we replace the space of the upper triangular ma-
trices with 1 on their diagonal by the whole space of the invertible matrices.
Proof. The set of matrices M such that all their principal minors are nonzero is dense. It is
classical that such a matrix M can be uniquely written as the product of a lower triangular
matrix L by an upper triangular matrix U with 1 on its diagonal [43, Section 3.5]. Since
I ◦ L is in general Noether position if, and only if,I is itself in general Noether position,
the conclusion follows from Theorem 1.19. 
From the existence of general Noether positions, we can now deduce:
Corollary 1.21. If I = (1) then dim(I) = dim(I) + 1.
Proof. Thanks to Theorem 1.19, we can assume that I is in general Noether position.
Therefore the conclusion follows from Lemmas 1.4 and 1.6, and Theorem 1.12(a). 
1.3. Unmixedness and torsion
From now on, we assume that I = (1), and we write r0 for the dimension of I.
In addition we will use the following notation:
A = K[x1, . . . , xr ], B = K[x1, . . . , xn]/I,
A′ = K(x1, . . . , xr ), B′ = A′[xr+1, . . . , xn]/I′,
where I′ denotes the extension of I to A′[xr+1, . . . , xn]. The ring B can naturally be
seen as an A-module. The following proposition gives us a useful criterion for testing the
unmixedness of I:
Proposition 1.22. Assume thatI is in Noether position.ThenB is a torsion-freeA-module
if, and only if, I is unmixed.
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Proof. LetQ1∩· · ·∩Qs represent a reducedprimarydecomposition ofI.Herewe follow the
terminology of [51, Chapter X]: “reduced” means that the associated primes P1, . . . ,Ps
belonging to Q1, . . . ,Qs respectively are distinct, and that I cannot be expressed as an
intersection of a proper subset of {Q1, . . . ,Qs}. By Theorem 1.12(a), the idealI is unmixed
if, and only if, A ∩Pl = (0), for all l ∈ {1, . . . , s}. On the other hand, the fact that B has
torsion reformulates into the following property: there exist a ∈ A\{0} and b /∈I such that
ab ∈ I. IfB has torsion then there exist a ∈ A\{0}, l ∈ {1, . . . , s}, and b such that ab ∈ Ql
and b /∈Ql . Therefore we must have a ∈ Pl , hence I is not unmixed. Conversely, if I is
not unmixed then there exists a ∈ (A ∩ Pl )\{0} for some l, hence some power of a is a
torsion element for B. 
Example 1.23. If I = (x1x2) ⊆ K[x1, x2] then I is unmixed of dimension 1 but B has
torsion. This example shows that the Noether position is necessary in Proposition 1.22.
Corollary 1.24. If I is radical, then I′ is radical. The converse holds if I is unmixed.
Proof. The proof is straightforward from Proposition 1.22. 
Example 1.25. IfI= (x2) ∩ (x1, x2)2, thenI′ = (x2) butI is not radical. This example
shows that the unmixedness of I is in general necessary in Corollary 1.24.
Corollary 1.26. Assume that I is unmixed, and let g in K[x1, . . . , xn] be such that I :
g∞ = (1). ThenI : g∞ is unmixed of dimension r. IfI is in Noether position or in general
Noether position then so is I : g∞.
Proof. Without loss of generality we can assume thatI is in Noether position (respectively,
general Noether position), by Theorem 1.19. From Proposition 1.22 we know that B is a
torsion-freeA-module. Therefore the assumptionI : g∞ = (1) implies that x1, . . . , xr are
algebraically independent modulo I : g∞. On the other hand, the inclusion I ⊆ I : g∞
gives us that xr+1, . . . , xn are integral (respectively, generally integral) over A modulo
I : g∞. It follows that I : g∞ inherits the Noether position of I (respectively, general
Noether position), whence dim(I : g∞) = r by Theorem 1.12(a). Finally, the torsion-
freeness of B implies the one of K[x1, . . . , xn]/(I : g∞), and Proposition 1.22 completes
the proof. 
If I is generated by a regular sequence, then it is known (see [23, Corollary 18.17] for
example) that B is a locally free A-module of ﬁnite rank and hence free by the Quillen-
Suslin theorem [51, Chapter XXI, Theorem 3.5]. In this situation, one can naturally speak
about the characteristic and minimal polynomials of the endomorphism of multiplication
by any f in B. In the next subsection we study polynomials with similar properties under
the only hypothesis that B is torsion-free.
1.4. Characteristic and minimal polynomials
If I is in Noether position then B′ is a A′-vector space of ﬁnite dimension, so that, for
any f in K[x1, . . . , xn], we can deﬁne  ∈ A′[T ] (respectively, ) as the characteristic
(respectively, minimal) polynomial of the endomorphism of multiplication by f in B′.
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In short, we will respectively call them the characteristic and the minimal polynomials of
f modulo I.
Theorem 1.27. Assume that I is in Noether position, and let d = deg(f ).
(a)  and  belong to A[T ]. In addition, if I and f are homogeneous, then (T d) and
(T d) are homogeneous when seen in K[x1, . . . , xr , T ].
(b) If the Noether position is general then the total degrees of (T d) and (T d) seen in
K[x1, . . . , xr , T ] equal their respective partial degree in T.
(c) If I is unmixed then (f ) and (f ) belong to I.
Proof. Since f is integral over A modulo I, there exists a monic polynomial q ∈ A[T ]
such that q(f ) ∈ I. Since q(f ) = 0 holds in B′, the minimal polynomial  divides q in
A′[T ]. In particular, all the irreducible factors of  divide q. Since q and these factors are
monic in T, the classical Gauss lemma [51, Chapter IV, Theorem 2.1] implies that all these
factors actually belong to A[T ], so do  and . If I and f are homogeneous then q can
be chosen so that q(T d) is homogeneous. Therefore all the irreducible factors of (T d) are
homogeneous, which concludes part (a).
If theNoether position is general then Proposition 1.17 implies that f is generally integral
over A moduloI. We can thus take q such that equality (1.1) holds. This equality between
the degrees hold for any irreducible factor of q, hence for  and , which concludes part (b).
Since (f ) ∈ I′, there exist a ∈ A\{0} and b ∈ I such that (f ) = b/a. Thus we have
a(f )= 0 in B. By Proposition 1.22, B is torsion-free, whence (f ) ∈ I. The same proof
holds for , which concludes part (c). 
Example 1.28. WithI= (x22 , x1x2) and f = x2 + 1, we haveI′ = (x2) and =T − 1 but
(f )= x2 /∈I. Therefore it is necessary to assume thatI is unmixed in Theorem 1.27(c).
Example 1.29. Theorem 1.27(b) does not hold if the Noether position is not general as
exempliﬁed by taking I= (x2 − x21 ) and f = x2 so that = T − x21 .
2. Incremental approach to solving
In this section we carry on with the notation introduced at the beginning of Section 1.3.
We describe the devices to compute a Noether position when adding a new polynomial f
to the idealI = (1), and we give a proof of the well known principal ideal theorem. Then,
we present a formula to compute a characteristic polynomial modulo I + (f ), that is the
cornerstone of the Kronecker solver, but that is also a main ingredient in the deﬁnition of the
degree of an ideal, and in the proof of a Bézout theorem. Part of the constructive arguments
used in this section appeared already in [12].
2.1. Incremental Noether position
If I is in Noether position then, for a given f ∈ K[x1, . . . , xn], we are going to show
how to change the variables so that I and I + (f ) become in Noether position. We start
with a lemma that relates the ﬁrst properties ofI+ (f ) to the constant coefﬁcients 0 and
0 of  and , respectively.
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Lemma 2.1. Assume that I is unmixed and in Noether position:
(a) 0 and 0 belong to I+ (f ), and (I+ (f )) ∩ A ⊆
√
(0) =
√
(0).
(b) f is a zerodivisor in B if, and only if, 0 = 0 (or equivalently, 0 = 0), if, and only if,
x1, . . . , xr are algebraically independent modulo I+ (f ).
(c) I+ (f ) = (1) if, and only if, 0 ∈ K\{0} (or equivalently, 0 ∈ K\{0}).
Proof. FromTheorem1.27(c),we have that(f ) ∈ I and (f ) ∈ I, whence0 ∈ I+(f )
and 0 ∈ I+(f ). Let a be a polynomial in (I+(f ))∩A, and let g ∈ K[x1, . . . , xn] be such
that a − gf ∈ I. Since g in integral over A moduloI, there exist 0, . . . , −1 in A such
that g+−1g−1+· · ·+0 ∈ I. Bymultiplying the latter expression by f , we obtain that
a+−1a−1f+· · ·+0f  ∈ I.Wededuce thatdivides=a+−1a−1T +· · ·+0T 
in A′[T ]. Since  is monic, this division holds in A[T ], and therefore a is a multiple of
0, which concludes part (a).
If 0 = 0 then we have (f )f = 0 in B, with (T ) = (T )/T . Since deg()< deg()
we obtain that (f ) /∈I, whence f is a zerodivisor. Conversely, if f is a zerodivisor then
there exists g /∈I such that fg ∈ I. Therefore there exists a primary component Q of
I such that g /∈Q and fg ∈ Q. It follows that f belongs to √Q, and that 0 ∈ I +
(f ) ⊆ √Q. SinceI is unmixed, √Q has dimension r, which implies that 0 = 0 thanks to
Theorem 1.12(a). By part (a), 0=0 if, and only if, x1, . . . , xr are algebraically independent
moduloI+ (f ), which concludes part (b). Finally part (c) straightforwardly follows from
part (a). 
This lemma already gives us the following property: if f is a zerodivisor in B, then
x1, . . . , xr are algebraically independent moduloI+ (f ), and thusI+ (f ) is in Noether
position (the general Noether position is also preserved). If f is a nonzerodivisor in B, then
we can compute a Noether position for I+ (f ) as follows:
Proposition 2.2. Assume that I is unmixed.
(a) If f is a zerodivisor in B then dim(I+ (f ))= r . In addition, ifI is in Noether position
or in general Noether position then so is I+ (f ).
(b) If f is a nonzerodivisor in B then dim(I + (f )) equals −1 or r − 1. In addition, if I
is in Noether position (respectively, general Noether position), then for any (1, . . . ,
r−1, 1) ∈ Kr that does not annihilate the homogeneous component h of highest degree
of 0, the idealsI◦M and (I+(f ))◦M are in Noether position (respectively, general
Noether position), and degxr (0 ◦M)=deg(0 ◦M), where M is the matrix deﬁned by
M(x1, . . . , xn)
t = (x1 + 1xr , . . . , xr−1 + r−1xr , xr , . . . , xn)t .
Proof. As previously discussed, part (a) is a consequence of Lemma 2.1(b) and
Theorem 1.12(a).
If 0 ∈ K\{0} then part (b) trivially holds by Lemma 2.1(c). Otherwise, if 0 /∈K then
we use Lemma 1.18 with I + (f ), i = r and 0: we obtain that xr , . . . , xn are generally
integral over K[x1, . . . , xr−1] modulo (I + (f )) ◦ M . In order to complete the proof it
116 C. Durvye, G. Lecerf / Expo. Math. 26 (2008) 101–139
remains to prove that x1, . . . , xr−1 are algebraically independent modulo (I+ (f )) ◦ M .
To this aim, let a ∈ K[x1, . . . , xr−1] ∩ (I+ (f )) ◦ M . By Lemma 2.1(a), 0 ◦ M divides
a power of a. But since Lemma 1.18 tells us that degxr (0 ◦ M) = deg(0 ◦ M)> 0, we
deduce that a = 0, which ﬁnishes the proof of part (b). 
2.2. Incremental unmixedness of the radical
The proof of the following version of the classical principal ideal theorem is adapted
from [70, Chapter I, Section 6.2]. Recall that we assume that I = (1) from Section 1.3.
Theorem 2.3. Assume that I is unmixed, and let f ∈ K[x1, . . . , xn] be a nonzerodivisor
in B. If I+ (f ) = (1) then √I+ (f ) is unmixed of dimension r − 1.
Proof. Thanks to Theorem 1.19, Proposition 2.2(b), and Lemma 2.1(c), we can assume
that r1, dim(I+ (f ))= r − 1,I andI+ (f ) are in general Noether position, and that
degxr (0) = deg(0)1. Let us ﬁrst prove the theorem when I and f are homogeneous.
Let E ∈ K[x1, . . . , xr−1, T ] be such that E(x1, . . . , xr−1, f ) ∈ I. Since (T )
divides E(x1, . . . , xr−1, T ), it follows that 0 divides E(x1, . . . , xr−1, 0). Therefore the
inequality degxr (0)> 0 implies that E(x1, . . . , xr−1, 0) = 0. Since f is a nonzerodivisor
in B, we deduce that E = 0. In other words x1, . . . , xr−1, f are algebraically independent
modulo I. Since degxr (0) = deg(0), Theorem 1.27(a) implies that xr is integral over
K[x1, . . . , xr−1, f ] modulo I. Thanks to Proposition 1.3(b) we obtain that xr+1, . . . , xn
are integral over K[x1, . . . , xr−1, f ] modulo I. This way we have shown that B is an
integral ring extension of K[x1, . . . , xr−1, f ].
Thanks to Proposition 1.22, in order to prove that
√
I+ (f ) is unmixed, it is sufﬁcient
to prove that K[x1, . . . , xn]/√I+ (f ) is torsion-free when seen as a K[x1, . . . , xr−1]-
module. With this aim in view, let b ∈ K[x1, . . . , xn] and a ∈ K[x1, . . . , xr−1]\{0} be such
that ab ∈ √I+ (f ). We claim that a power of b belongs to I+ (f ).
Let m ∈ N and g ∈ K[x1, . . . , xn] be such that ambm − fg ∈ I. In order to prove
the latter claim, we consider B as a K[x1, . . . , xr−1, f ]-module Bf , and we denote by B′f
the corresponding ﬁnitely dimensional K(x1, . . . , xr−1, f )-vector space. By the classical
Gauss lemma [51, Chapter IV, Theorem 2.1], the minimal polynomials of g and bm in B′f
belong toK[x1, . . . , xr−1, f ][T ]. Let (T )=T +−1T −1+· · ·+0 denote theminimal
polynomial of g in B′f . Then the minimal polynomial of bm in B′f is
f (amT /f )/am = T  + −1
(
f
am
)
T −1 + · · · +
(
f
am
)
0.
We deduce that (am)j divides f j−j in K[x1, . . . , xr−1, f ], for all j ∈ {0, . . . ,  − 1}.
Since x1, . . . , xr−1, f are algebraically independent, and since a ∈ K[x1, . . . , xr−1], we
obtain that (am)j divides −j , whence (bm) ∈ I + (f ), which concludes the proof in
the homogeneous situation.
In the general situation, for any isolated prime P of I+ (f ), it can be veriﬁed that P
is an isolated prime ofI + (f ). It follows that dim(P)= r , hence that dim(P)= r − 1,
by Corollary 1.21. 
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Example 2.4. Let I= (x1, x2) ∩ (x3, x4). The ideal I is unmixed. If we take the nonze-
rodivisor f = x2 − x3, then √I+ (f ) = (x1, x2, x3) ∩ (x2, x3, x4) is unmixed while
I+ (f ) = (x1, x2, x3) ∩ (x2, x3, x4) ∩ (x1, x2 − x3, x23 , x4) is not.
Corollary 2.5. Assume that I is unmixed and in Noether position (respectively, general
Noether position), let s ∈ {0, . . . , r}. Then √I+ (xs+1, . . . , xr ) is in Noether position
(respectively, general Noether position) and unmixed of dimension s.
Proof. Since the minimal polynomial of f = xr modulo I is  = T − xr , Lemma 2.1
implies that xr is a nonzerodivisor in B, and thatI+ (xr) = (1). Theorem 2.3 thus ensures
that
√
I+ (xr) is unmixed of dimension r −1. Then we obtain that √I+ (xr) in Noether
position (respectively, general Noether position) from Theorem 1.12(a). Finally, since√√
I+ (xs+1, . . . , xr ) + (xs) =
√
I+ (xs, . . . , xr ), (2.1)
a straightforward induction completes the proof. 
Corollary 2.6. Assume that I is unmixed and in Noether position (respectively, general
Noether position), and let f ∈ K[x1, . . . , xn].
(a) If 0 does not vanish at x1 = · · · = xr = 0, then f is a nonzerodivisor in K[x1, . . . , xn]/
(I+ (x1, . . . , xr )).
(b) If f is a nonzerodivisor in B then the set of points (1, . . . , r ) ∈ Kr such that f is a
nonzerodivisor in K[x1, . . . , xn]/(I+ (x1 − 1, . . . , xr − r )) is Zariski dense.
Proof. Let denote the specialization of  at x1=· · ·=xr =0, and letJ=I+(x1, . . . , xr ).
By Corollary 2.5, J has dimension 0, and thus is unmixed. From Theorem 1.27 we have
that (f ) ∈ I, whence (f ) ∈ J. Therefore the constant coefﬁcient of the minimal
polynomial of f in K[x1, . . . , xn]/J cannot be zero, and thus Lemma 2.1(b) implies
that f is a nonzerodivisor in K[x1, . . . , xn]/J. This concludes the proof of part (a). If f
is a nonzerodivisor in B then Lemma 2.1(b) implies that 0 = 0, which immediately yields
part (b). 
2.3. Incremental computation of the characteristic polynomial
We next present the key formula to compute the characteristic polynomial of xr modulo
I+ (f ).
Proposition 2.7. Assume that I has dimension r1, is unmixed, and is in Noether po-
sition. Let f be a nonzerodivisor in B. Then 0(x1, . . . , xr−1, T ) is proportional over
K(x1, . . . , xr−1) to the characteristic polynomial of xr modulo the extension J′ of
J = I + (f ) to K(x1, . . . , xr−1)[xr , . . . , xn]. The proportionality over K holds if, and
only if,J is in Noether position.
Proof. Let I˜ denote the extension of I to K(x1, . . . , xr−1)[xr , xr+1, . . . , xn], and let
B˜ = K(x1, . . . , xr−1)[xr , xr+1, . . . , xn]/I˜. By Proposition 1.22, B is a torsion-free
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A-module, so is B˜ seen as a K(x1, . . . , xr−1)[xr ]-module. From [51, Chapter III,
Theorem 7.3], it follows that B˜ is free, and, thanks to the Noether position ofI, that B˜ has
ﬁnite rank. Therefore, by [51, Chapter III, Theorem7.9], there exist two bases e1, . . . , e	 and
e′1, . . . , e′	 of B˜, and some monic polynomials h1, . . . , h	 ∈ K(x1, . . . , xr−1)[xr ] such that
hl divides hl+1 for all l ∈ {1, . . . , 	−1}, and such that f el =hle′l in B˜ for all l ∈ {1, . . . , 	}.
On the one hand, since a basis of B˜ induces a basis of B′, we obtain that 0 = ah1 · · ·h	,
for some a ∈ K(x1, . . . , xr−1). On the other hand, we claim that the set B = {xlr e′l |
1 l	, 0l deg(hl)− 1} is a basis of B˜/(f ) seen as a K(x1, . . . , xr−1)-algebra. Let
us ﬁrst verify thatB actually generates B˜/(f ). Let g ∈ B˜/(f ). Any preimage g˜ of g in B˜ can
bewritteng=∑	l=1gle′l ,withg1, . . . , g	 ∈ K(x1, . . . , xr−1)[xr ]. Since, by construction, the
ideal generated by f in B˜ equals (h1e′1, . . . , h	e′	), we can write g =
∑	
l=1rle′l in B˜/(f ),
where each rl denotes the remainder in the division of gl by hl . Secondly, let us verify thatB
is free. Let r1, . . . , r	 ∈ K(x1, . . . , xr−1)[xr ] be such that deg(rl)< deg(hl) and
∑	
l=1rle′l=
0 in B˜/(f ). Then there exist some polynomials q1, . . . , q	 ∈ K(x1, . . . , xr−1)[xr ] such that∑	
l=1rle′l+
∑	
l=1qlhle′l=0 in B˜. Therefore, for all lweobtain rl+qlhl=0,whence ql=rl=0
since deg(hl)> deg(rl).
In the basis B, the matrix of multiplication by xr in B˜/(f ) is a diagonal block matrix,
whose blocks are the companion matrices of the hl . Therefore the characteristic polyno-
mial q of xr in B˜/(f ) equals h1 · · ·h	. We ﬁnally obtain that 0 is proportional to q over
K(x1, . . . , xr−1).
Let us now deal with the last assertion of the proposition. If J = (1) then it trivially
holds thanks to Lemma 2.1(c). Let us now assume thatJ = (1). Theorem 2.3 gives us that
dim(J)= r −1. Therefore ifJ is in Noether position then there exists a monic polynomial
p ∈ K[x1, . . . , xr−1][T ] such that p(xr) ∈ J. Since Lemma 2.1(a) implies that 0 divides
a power of p(xr), we deduce that the leading coefﬁcients of 0 seen in K[x1, . . . , xr−1][xr ]
belongs to K, and thus that 0 is proportional over K to q(xr). Conversely, if 0 is pro-
portional over K to q(xr), then xr is integral over K[x1, . . . , xr−1] modulo J by Lemma
2.1(a). We thus obtain that J is in Noether position by Proposition 1.3(b) and Theorem
1.12(a). 
Example 2.8. The basis B in the proof of Proposition 2.7 is built from the isomorphism
between the K(x1, . . . , xr−1)[xr ]-modules B˜/(f ) and
	⊕
l=1
K(x1, . . . , xr−1)[xr ]/(hl).
In general this direct sum cannot be read as a decomposition of B˜/(f ) into stableK(x1, . . . ,
xr−1)-algebras. This can be seen by taking n = 2, I = (x22 + x1x2), r = 1, and f = x21 .
Then {1, x2} forms a basis of the K[x1]-module B˜ = K[x1, x2]/I˜, in which the matrix
of multiplication by f is the diagonal matrix with h1 = x21 and h2 = x21 on its diagonal.
As K[x1]-modules we thus have B˜/(f ) = K[x1]/(h1)⊕K[x1]/(h2)x2. These two sub-
modules are stable by multiplication by x1 but K[x1]/(h1) is not stable by multiplication
by x2.
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2.4. Degree and Bézout’s theorem
In this last subsection we prove the necessary results in the degree theory that are needed
in the cost analysis of the Kronecker solver.Wewill not reproduce this analysis in this paper,
and refer the reader to [35]. The materials presented in this subsection are not used in the
proof of the correctness of the solver; we shall only use them in Section 4 when discussing
about complexity.
Let M denote an invertible n × n matrix over K. In short, we write IM = I ◦ M ,
BM=K[x1, . . . , xn]/IM ,B′M=A′[xr+1, . . . , xn]/I′M , whereI′M denotes the extension of
IM toA′[xr+1, . . . , xn].Wewrite 	 (respectively, 	M ) for the dimension ofB′ (respectively,
B′M ) seen as a A′-vector space. Proposition 2.7 is a central ingredient to prove the next
theorem that asserts that if I and IM are both in general Noether position then 	= 	M .
Theorem 2.9. Assume that I is unmixed and in general Noether position.
(a) 	M	.
(b) 	M = 	 if, and only if, IM is in general Noether position.
Proof. The proof is postponed in Appendix A. 
Theorem 2.9 ensures that the following deﬁnition of the degree of I actually makes
sense.
Deﬁnition 2.10. The degree of an unmixed ideal I, written deg(I), is the dimension of
B′M seen as an A′-vector space, for any matrix M such that I ◦ M is in general Noether
position.
Remark that deg((0)) = 1, and that deg(I) = 0 if, and only if, I= (1).
Proposition 2.11. Assume that I is unmixed.
(a) deg(√I) deg(I); the inequality is an equality if, and only if, I is radical.
(b) deg(I : g∞) deg(I), for any polynomial g; the inequality is an equality if, and only
if, g is a nonzerodivisor in B.
Proof. By Theorem 1.19, we can assume that I is in general Noether position. The in-
equality of part (a) trivially follows from the inclusion of I′ in the extension of √I to
A′[xr+1, . . . , xn]. If the equality holds in part (a) then this extension of
√
I coincides with
I′. Therefore I′ is radical, and so is I by Corollary 1.24. We are done with part (a).
If I : g∞ = (1) then part (b) trivially holds. Otherwise Corollary 1.26 tells us that
I : g∞ is unmixed of dimension r and in general Noether position. On the other hand the
extension of I : g∞ to A′[xr+1, . . . , xn] coincides with I′ : g∞. Therefore we obtain
that deg(I : g∞) deg(I). If g is a nonzerodivisor in B, then I = I : g∞, whence
deg(I : g∞)= deg(I). Conversely, if the latter equality holds thenI′ : g∞ =I′, whence
I : g∞ =I by Proposition 1.22. 
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Proposition 2.7 is also the core of the following version of the Bézout theorem:
Theorem 2.12. Assume that I is unmixed. Let f be a nonzerodivisor in B, and let J˜
denote the intersection of the primary components Q of J = I + (f ) belonging to an
isolated associated prime P. Then we have that deg(J˜) deg(I) deg(f ). In addition, if
I and f are homogeneous, then the latter inequality is an equality.
Proof. ByTheorem1.19,we can assume thatI andJ are in generalNoether position. From
Theorem 2.3 we know that J˜ is unmixed of dimension −1 or r − 1. By means of Theorem
1.12(a)we observe that the extensions of J˜ andJ coincide inK(x1, . . . , xr−1)[xr , . . . , xn].
Then Proposition 2.7 tells us that deg(J˜) equals the total degree of the constant coefﬁcient
0 of the characteristic polynomial of f in B′. Thanks to Theorem 1.27(b), we deduce that
deg(J˜) deg(I) deg(f ). Finally, Theorem 1.27(a) implies that the latter inequality is an
equality in the homogeneous case. 
3. Univariate representations
Before the presentation of the Kronecker solver in the next section, it remains to explain
how radical unmixed ideals are represented during the computations. In this section we
carry on using the notation introduced in Section 1.3. We always write r for the dimension
ofI, and 	 for the dimension ofB′ seen as aA′-vector space; we also assume thatI = (1).
3.1. Existence and ﬁrst properties
We start with a classical proposition that leads to the deﬁnition of a univariate represen-
tation of a radical unmixed ideal:
Proposition 3.1. Assume that I is radical, unmixed, and in Noether position. Let u =

r+1xr+1 +· · ·+
nxn be aK-linear form. Then,I′ is radical, and the following assertions
are equivalent:
(a) The powers of u generate B′.
(b) The degree of the minimal polynomial of u in B′ equals 	.
(c) There exist unique polynomials q, vr+1, . . . , vn in A′[T ] such thatI′ = (q(u), xr+1 −
vr+1(u), . . . , xn−vn(u)), q ismonic, and deg(vj ) deg(q)−1 for all j∈{r+1, . . . , n}.
(d) There exist unique polynomials q,wr+1, . . . , wn in A′[T ] such that I′ = (q(u),
q ′(u)xr+1 − wr+1(u), . . . , q ′(u)xn − wn(u)), q is monic, and deg(wj ) deg(q) − 1
for all j ∈ {r + 1, . . . , n}.
Proof. We consider the morphism  from A′[T ] to B′ that sends T to u. Since its kernel is
generated by the minimal polynomial of u in B′, each of the four assertions are equivalent
to saying that B′ is isomorphic to A′[T ]/ ker(). 
Deﬁnition 3.2. A linear form u satisfying assertions (a)–(d) of Proposition 3.1 is a prim-
itive element for I. The polynomials q, vr+1, . . . , vn in assertion (c) form a univariate
representation of I. The polynomials q,wr+1, . . . , wn in assertion (d) form a Kronecker
representation of I.
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Let r+1, . . . ,n be new auxiliary variables, we introduce the following objects:
K = K(r+1, . . . ,n), A = K[r+1, . . . ,n, x1, . . . , xr ],
A′ = K(r+1, . . . ,n, x1, . . . , xr ), and B′ = A′[xr+1, . . . , xn]/I′,
whereI′ denotes the extension ofI to A
′
[xr+1, . . . , xn]. We writeI for the extension
of I to K[r+1, . . . ,n, x1, . . . , xn] and we let
B = K[r+1, . . . ,n, x1, . . . , xn]/I.
We introduce the K-linear form u =r+1xr+1 + · · · +nxn. The minimal polynomial
of u in B′ is written q, and we let
w,j = −qj , for all j ∈ {r + 1, . . . , n}.
Proposition 3.3. Assume that I is unmixed and in Noether position.
(a) I is radical if, and only if, q is squarefree.
(b) IfI is radical thenu is primitive forI, q belongs toA[T ], q(u) belongs toI,
and q is homogeneous of degree 	when seen as a polynomial inA′[r+1, . . . ,n, T ].
In addition, if the Noether position is general, then the total degree of q is 	 when
seen in K[x1, . . . , xr , T ].
Proof. It is easy to check thatI is in Noether position and unmixed of dimension n. From
Theorem 1.27, we know that q ∈ A[T ] and that
q(u) ∈ I. (3.1)
By differentiating q(u) with respect to j , we obtain that
q ′(u)xj − w,j (u) ∈ I. (3.2)
If I is radical then I is radical, hence q is squarefree. Conversely, if q is square-
free then q ′(u) is invertible in B
′
. It thus follows from (3.2) that the monomorphism
A′[T ]/(q(T )) ↪→ B′ that sends T to u is surjective, and then that:
I′ = (q(u), q ′(u)xr+1 − w,r+1(u), . . . , q ′(u)xn − w,n(u)).
Thanks to Corollary 1.24, the radicality of I′ implies the one of I, and thus the one of
I, which ends the proof of part (a). Since a basis of B′ induces a basis of B′, q is indeed
the characteristic polynomial of a matrix whose entries are homogeneous of degree one in
r+1, . . . ,n, and thus q is homogeneous of degree 	when seen inA′[r+1, . . . ,n, T ].
The last assertion directly comes from Theorem 1.27(b). 
We are now ready to characterize the univariate representations ofI. For any linear form
u=
r+1xr+1 +· · ·+
nxn, we write q
, w
,r+1, . . . , w
,n for the respective specializations
of q, w,r+1, . . . , w,n at r+1 = 
r+1, . . . ,n = 
n.
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Corollary 3.4. Assume that I is radical, unmixed, and in Noether position.
(a) u is primitive for I if, and only if, q
 is squarefree.
(b) If u is primitive for I, then q
, w
,r+1, . . . , w
,n is the Kronecker representation
of I associated to u. In particular, q
, w
,r+1, . . . , w
,n all belong to A[T ], and
q
(u), q
′

(u)xr+1 − w
,r+1(u), . . . , q ′
(u)xn − w
,n(u) all belong toI. In addition, if
the Noether position is general, then the total degree of q
 is 	, and the total degrees of
w
,r+1, . . . , w
,n are at most 	, when seen in K[x1, . . . , xr , T ].
Proof. By substituting 
r+1, . . . , 
n for r+1, . . . ,n in (3.1) and (3.2), we obtain that
deg(q
) = 	 and that
(q
(u), q
′

(u)xr+1 − w
,r+1(u), . . . , q ′
(u)xn − w
,n(u)) ⊆ I.
If q
(u) is squarefree then q ′
(u) is invertible in B
′
, and therefore the map from
A′[T ]/(q
(T )) to B′ that sends T to u is surjective. It follows from Proposition 3.1(a)
that u is a primitive element. Conversely, if u is a primitive element, then the degree of the
minimal polynomial q of u equals 	, by Proposition 3.1(b), and we thus obtain that q and
q
 have the same degrees, hence are equal. In particular, q
 is squarefree, which concludes
part (a). The rest of the proof comes directly from Proposition 3.3(b). 
Corollary 3.5. Assume thatI is radical, unmixed, and in Noether position. Then the set of
points (
r+2, . . . , 
n) ∈ Kn−r−1 such that u=xr+1 +
r+2xr+2 +· · ·+
nxn is a primitive
element for I is Zariski dense.
Proof. By Proposition 3.3, the discriminant of q is nonzero and homogeneous in the
variables r+1, . . . ,n. Therefore if the specialization of this discriminant at r+1=1,
r+2 = 
r+2, . . . ,n = 
n is nonzero then u is a primitive element for I by Corollary
3.4(a). 
3.2. Specialization of the independent variables
In this subsection, s denotes an integer in {0, . . . , r}, and we letJ=I+ (xs+1, . . . , xr ).
We show how to compute a Kronecker representation of
√
J from one ofI, with the same
primitive element. For this purpose, we introduceJ=I+ (xs+1, . . . , xr ) for the exten-
sion of J to K[r+1, . . . ,n, x1, . . . , xn]. Let C = K[r+1, . . . ,n, x1, . . . , xn]/J,
and let Q represent the specialization of q at xs+1 = · · · = xr = 0. We write J′ for
the extension of J to K(x1, . . . , xs)[xs+1, . . . , xn], and we let C′ = K(x1, . . . , xs)[xs+1, . . . , xn]/J′.
Proposition 3.6. Assume thatI is radical, unmixed, and in Noether position (respectively,
general Noether position). Then J is in Noether position (respectively, general Noether
position), √J is unmixed of dimension s, and we have that:
(a) The squarefree part of Q is the minimal polynomial of u modulo the extension of√
J to K(x1, . . . , xs)[xs+1, . . . , xn].
(b) J is radical if, and only if, Q is squarefree.
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Proof. TheNoether position (respectively, generalNoether position) ofJ, the unmixedness
of
√
J, and its dimension come from Corollary 2.5 directly. Let us now focus on the
case when s = r − 1. We introduce I˜ for the extension of I to K(x1, . . . , xr−1)
[xr , xr+1, . . . , xn], and we let
B˜ = K(x1, . . . , xr−1)[xr , xr+1, . . . , xn]/I˜.
ByProposition1.22,B is a torsion-freeA-module, hence B˜ is a torsion-freeK(x1, . . . ,
xr−1)[xr ]-module. By [51, Theorem 7.3], and since I˜ is in Noether position, we deduce
that B˜ is a free K(x1, . . . , xr−1)[xr ]-module of ﬁnite rank.
Since q is the characteristic polynomial of u in B′, and since a basis of B˜ in-
duces a basis of B′, we deduce that q is also the characteristic polynomial of u in
B˜. Since a basis of B˜ induces a basis of C′, we deduce that Q is the character-
istic polynomial of u in C′. It follows that the squarefree part of Q is the minimal
polynomial of u in K(x1, . . . , xr−1)[xr , . . . , xn]/
√
J′. Since the extension of
√
J to
K(x1, . . . , xr−1)[xr , . . . , xn] is
√
J′, we are done with part (a) when s = r − 1. For
the other values of s, we can straightforwardly proceed by induction thanks to equality
(2.1)(used in the proof of Corollary 2.5).
Let us now deal with part (b). IfJ is radical thenJ′ is radical, and thus the characteristic
polynomialQ of u inC′ coincides with its minimal polynomial. We thus obtain thatQ
is squarefree. Conversely, if Q is squarefree then the minimal polynomial of u modulo
J′ is squarefree. ThereforeJ is radical by Proposition 3.3(a). 
Example 3.7. Let I= (x1 − x4, x2 − x3) ∩ (x3, x4) = (x1x3 − x3x4, x2x3 − x23 , x1x4 −
x24 , x2x4 − x3x4) ⊆ K[x1, . . . , x4]. This ideal satisﬁes the hypotheses of Proposition 3.6
with r = 2. We have q(T )= T 2 − (1x2 +2x1)T , deg(I)=2, andJ=I+ (x1 + x2)=
(x1, x2, x
2
3 , x3x4, x
2
4 ) (with s=r=2). Therefore we get deg(J)=3> deg(I), which shows
that one cannot expect to obtain information on deg(J) from Q in general.
We are now ready to give formulas to compute a univariate representation of
√
J, when
u is a primitive element for
√
J. Let Q˜ represent the squarefree part of Q, and let
W˜,j = −Q˜j .
Let Q˜
, W˜
,r+1, . . ., W˜
,n represent the specializations of Q˜, W˜,r+1, . . ., W˜,n atr+1=

r+1, . . . ,n = 
n. By Proposition 3.6(a), Q˜ is the minimal polynomial of u mod-
ulo the extension of
√
J to K(x1, . . . , xs−1)[xs, . . . , xn], so that by Corollary 3.4(b),
Q˜
, W˜
,r+1, . . . , W˜
,n is the Kronecker representation of
√
J with primitive element u.
Let us now assume that we only know the representation q
, w
,r+1, . . . , w
,n of I.
From the only specializations Q
,W
,r+1, . . .,W
,n of the latter representation at xs+1=
· · · = xr = 0, one can easily compute the Kronecker representation of
√
J as follows:
Corollary 3.8. Assume that I is radical, unmixed and in Noether position, and that u is
primitive for I and for √J.
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Let M
 denote the greatest common divisor of Q
 and Q′
, let q˜ = Q
/M
 denote the
squarefree part ofQ
, letP
=Q′
/M
,and letP−1
 denote the inverse ofP
 inK[T ]/(q˜(T )).
ThenM
 divides all theW
,j , so thatwe can setV
,j=W
,j /M
, for each j ∈ {r+1, . . . , n}.
We deﬁne w˜j as the remainder of q˜ ′V
,jP−1
 divided by q˜(T ), for all j ∈ {r + 1, . . . , n},
and we let w˜j = 0, for j ∈ {s + 1, . . . , r}. Then q˜, w˜s+1, . . . , w˜n is the Kronecker repre-
sentation of √J with primitive element u.
Proof. Wehave to prove that q˜=Q˜
, w˜r+1=W˜
,r+1, . . . , w˜n=W˜
,n. Since u is a primitive
element for
√
J, Corollary 3.4(a) implies that Q˜
 is squarefree, whence q˜ = Q˜
. It follows
that M
 is the specialization of the greatest common divisor M of Q and Q′ at r+1 =

r+1, . . . ,n = 
n.
Let Q = Q1,1 · · ·Ql,l represent the irreducible factorization of Q. Of course, we
have Q˜ = Q,1 · · ·Q,l . We introduce Qˆ,j = Q˜/Q,j and
W˜,j,k = −Q,kj , for all j ∈ {r + 1, . . . , n}, and all k ∈ {1, . . . , l}.
We writeQ
,j , Qˆ
,j and W˜
,j,k for the respective specializations ofQ,j , Qˆ,j and W˜,j,k
at r+1 = 
r+1, . . . ,n = 
n. From
W,j
M
=
l∑
k=1
kW˜,j,kQˆ,k, where W,j = −Qj ,
we deduce that
V
,j =
l∑
k=1
kW˜
,j,kQˆ
,k .
Independently, a straightforward computation gives us the following identities:
W˜
,j =
l∑
k=1
W˜
,j,kQˆ
,k, and P
 =
l∑
k=1
kQ
′

,kQˆ
,k .
Finally the fact that P
W˜
,j equals Q˜′
V
,j in K[T ]/(Q˜
(T )) is equivalent to the following
identity in K[T ]/(Q˜
(T )):(
l∑
k=1
kQ
′

,kQˆ
,k
)(
l∑
k=1
W˜
,j,kQˆ
,k
)
=
(
l∑
k=1
Q′
,kQˆ
,k
)(
l∑
k=1
kW˜
,j,kQˆ
,k
)
,
which is clearly satisﬁed modulo each Q
,k for all k ∈ {1, . . . , l}. 
C. Durvye, G. Lecerf / Expo. Math. 26 (2008) 101–139 125
Corollary 3.9. Assume that I is radical, unmixed, and in Noether position (respectively,
general Noether position), and that I+ (x1, . . . , xr ) is radical.
(a) J is radical, unmixed of dimension s, and in Noether position (respectively, general
Noether position).
(b) If u = 
r+1xr+1 + · · · + 
nxn is a primitive element for I + (x1, . . . , xr ) then it is a
primitive element forJ.
Proof. In order to prove part (a), it remains to prove thatJ is radical. SinceI+(x1, . . . , xr )
is radical, Proposition 3.6(b) (applied with s = 0) implies that the specialization of q at
x1 = · · · = xr = 0 is squarefree. We deduce that Q is squarefree, and Proposition 3.6(b)
thus gives us the radicality ofJ.
By combining Proposition 3.6 applied with s = 0 and Corollary 3.4(a) we obtain that the
specialization of q at x1 = · · · = xr = 0 and r+1 = 
r+1, . . . ,n = 
n is squarefree, so
is the specialization of Q at r+1 = 
r+1, . . . ,n = 
n. Therefore part (b) follows from
Corollary 3.4(a). 
Corollary 3.10. Assume thatI is radical, unmixed, and in Noether position. Then the set
of points (1, . . . , r ) ∈ Kr such that I + (x1 − 1, . . . , xr − r ) is radical is Zariski
dense.
Proof. Proposition 3.3(a) tells us that q is squarefree, and thus that its discriminant is
nonzero. If the specialization of this discriminant at x1 = 1, . . . , xr = r is nonzero, then
Proposition 3.6(b) implies that I+ (x1 − 1, . . . , xr − r ) is radical. 
The following corollary gathers our previous genericity results in a form that will be
useful in Section 4.1. We let  denote an afﬁne change of the variables of the following
form:
⎛
⎝x1...
xn
⎞
⎠ →
⎛
⎜⎜⎝
1 1,2 . . . 1,n
0 1 . . . 2,n
...
. . .
. . .
...
0 . . . 0 1
⎞
⎟⎟⎠
⎛
⎝x1...
xn
⎞
⎠+
⎛
⎝1...
n
⎞
⎠ , (3.3)
where all the k,l and k are taken in K.
Corollary 3.11. Assume thatI is radical and unmixed of dimension r1. Let f and g be
inK[x1, . . . , xn] such that f is a nonzerodivisor inB, and such that (I+ (f )) : g∞ = (1).
Then
√
I+ (f ) and √I+ (f ) : g∞ are unmixed of dimension r − 1, and there exists a
Zariski dense subset of maps  such that:
(a) I ◦ , √I+ (f ) ◦  and (√I+ (f ) : g∞) ◦  are in general Noether position;
(b) I ◦ + (x1, . . . , xr ) is radical;
(c) (√I+ (f ) : g∞)◦+(x1, . . . , xr−1)=(√I+ (f )◦+(x1, . . . , xr−1)) : (g◦)∞;
(d) xr is a primitive element for
√
(I+ (f )) ◦ + (x1, . . . , xr−1);
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(e) xr+1 is a primitive element for
√
I ◦ + (x1, . . . , xr−1, xr − a), for each root a ∈ K¯
(the algebraic closure of K) of the minimal polynomial of xr modulo√
(I+ (f )) ◦ + (x1, . . . , xr−1).
Proof. Remark that (I+ (f )) : g∞ = (1) implies that (I+ (f )) = (1), so that Theorem
2.3 implies that
√
I+ (f ) is unmixed of dimension r − 1, and so is √I+ (f ) : g∞ by
Corollary 1.26. By combining Theorem 1.19, Corollary 1.26 and Proposition 2.2 we obtain
that there exists a Zariski dense subset of maps  such that property (a) holds. Property (b)
comes from Corollary 3.10. Since g is a nonzerodivisor modulo
√
I+ (f ) : g∞, property
(c) follows from Corollary 2.6.
Now we suppose that properties (a)–(c) hold. From Corollary 2.5, we know that√
(I+ (f )) ◦ + (x1, . . . , xr−1)has dimension0.We introduce the linear forms l1, . . . , ln
deﬁned by
(l1, . . . , ln) = −1(x1, . . . , xn).
By construction, l1, . . . , lr−1 are algebraically independent moduloI+ (f ) and lr , . . . , ln
are generally integral over K[l1, . . . , lr−1] modulo I + (f ). Since the linear part of
 is upper triangular, we deduce from Proposition 1.17 that xr , . . . , xn are also gen-
erally integral over K[l1, . . . , lr−1] modulo I + (f ). Therefore we can naturally see√
I+ (f ) + (l1, . . . , lr−1) as an ideal of K[xr , . . . , xn], so that Corollary 3.5 gives us
that the set of points (
r+1, . . . , 
n) such that lr =xr +
r+1xr+1 +· · ·+
nxn is a primitive
element for
√
I+ (f ) + (l1, . . . , lr−1) is Zariski dense, which yields property (d).
Let a ∈ K¯ be as deﬁned in part (e). By Corollary 2.5, √I+ (l1, . . . , lr−1, lr − a)
has dimension 0. We can use Corollary 3.5 again in order to obtain that the set of points
(
r+2, . . . , 
n) such that lr+1 = xr+1 + 
r+2xr+2 + · · · + 
nxn is a primitive element for√
I+ (l1, . . . , lr−1, lr − a) is Zariski dense, which yields property (e). 
4. The Kronecker solver
This section contains a complete presentation of the Kronecker solver together with its
proof of correctness. The top level function is given in the ﬁrst subsection, the subroutines
are detailed after. We recall from the introduction that the input system is written f1 =
· · · = fn = 0, g = 0, and is assumed to verify that, for all i ∈ {0, . . . , n − 1}, fi+1 is a
nonzerodivisormoduloIi , andIi is radical. The algorithm computes some representations
ofIi=(f1, . . . , fi) : g∞ in sequence for i from 0 to n. Since it is easy tomake the algorithm
stop as soon as it reachesIi = (1), in order to simplify the presentation, we will assume in
the rest of the paper that Ii = (1) for all i ∈ {0, . . . , n}.
Example 4.1. Throughout this section, we illustrate the algorithm by means of the
following example with n = 3 variables over the rational number ﬁeld:
f1 = x21 + x22 + x23 − 2,
f2 = x21 + x22 − 1,
f3 = x1 − x2 + 3x3,
g = x3 − 1.
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4.1. The top level algorithm
Under our hypotheses we have the following central properties:
Proposition 4.2. For all i ∈ {0, . . . , n−1}, the ideals√Ii + (fi+1) andIi+1 are unmixed
of dimension n − i − 1.
Proof. Bydeﬁnition,I0 equals (0), hence is unmixed of dimension n. By induction, assume
thatIi is unmixed of dimension n − i for some i ∈ {0, . . . , n − 1}. Since fi+1 is assumed
to be a nonzerodivisor moduloIi , Theorem 2.3 implies that
√
Ii + (fi+1) is either (1) or
unmixed of dimension n − i − 1. From√
Ii+1 =
√
(Ii + (fi+1)) : g∞ =
√
Ii + (fi+1) : g∞,
we deduce that Ii + (fi+1) has dimension n − i − 1 since Ii+1 is assumed to be proper.
When in − 2, Ii+1 is assumed to be radical, so that its unmixedness and its dimension
follow fromCorollary 1.26.When i=n−1,Ii+(fi+1) is necessarily unmixed of dimension
0, so that Corollary 1.26 gives us that Ii+1 is unmixed of dimension 0. 
We recall from the introduction that we have deﬁned Ji =
√
Ii + (x1, . . . , xn−i ) and
Ki=
√
Ii + (x1, . . . , xn−i−1). Before entering themain computations, the solver performs
a random afﬁne change of the variables in the input polynomials f1, . . . , fn and g so that
the following properties hold:
(A1) Ii is unmixed of dimension n − i and in general Noether position, for all i ∈
{0, . . . , n}.
(A2)
√
Ii + (fi+1) is unmixed of dimension n − i − 1 and in general Noether position,
for all i ∈ {0, . . . , n − 1}.
(A3)
√
Ii + (fi+1) : g∞ is unmixed of dimension n − i − 1 and in general Noether
position, for all i ∈ {0, . . . , n − 1}.
(A4) Ii + (x1, . . . , xn−i ) is radical for all i ∈ {0, . . . , n − 1}.
(A5) Ji+1 =
√
Ki + (fi+1) : g∞, for all i ∈ {0, . . . , n − 1}.
(A6) xn−i is a primitive element for
√
Ki + (fi+1), for all i ∈ {0, . . . , n − 1}.
(A7) xn−i+1 is a primitive element for
√
Ki + (xn−i − a) for each root a ∈ K¯ (the
algebraic closure of K) of the minimal polynomial of xn−i modulo
√
Ki + (fi+1),
for all i ∈ {1, . . . , n − 1}.
(A8) Ki =Ii + (x1, . . . , xn−i−1), is unmixed of dimension 1, and is in general Noether
position when seen in K[xn−i , . . . , xn], for all i ∈ {0, . . . , n − 1}.
(A9) Ji is zero dimensional, for all i ∈ {0, . . . , n}.
(A10) xn−i+1 is a primitive element forJi , for all i ∈ {1, . . . , n}.
(A11) xn−i+1 as a primitive element forKi , for all i ∈ {1, . . . , n − 1}.
(A12) xn−i+1 as a primitive element for Ii , for all i ∈ {1, . . . , n − 1}.
We are to show that such a change of the variables can be found at random with a very
high probability of success. More precisely, we are to prove that almost all afﬁne changes
of the variables  deﬁned in (3.3) ensures properties (A1)–(A12). Let us mention here that
our approach closely follows [42, Section 3].
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Proposition 4.3. There exists a Zariski dense subset of maps  for which properties
(A1)–(A12) are satisﬁed if we replace the input system by f1 ◦  = · · · = fn ◦  = 0,
g ◦  = 0.
Proof. For any i ∈ {0, . . . , n − 1}, Corollary 3.11 applied with Ii , fi+1 and g gives us
properties (A1)–(A7) directly. Assume now that (A1)–(A7) hold. Then (A8) and (A9) are
necessarily satisﬁed, by Corollaries 2.5 and 3.9(a). Property (A10) is obtained via Propo-
sition 3.1(a) thanks to (A6) and the inclusion
√
Ki + (fi+1) ⊆ Ji+1. Finally, properties
(A11) and (A12) follow from Corollary 3.9(b) thanks to (A4). 
Example 4.4. The input system of Example 4.1 does not satisfy (A6). After the change of
variables(
x1
x2
x3
)
→
(1 0 0
0 1 −2
0 0 1
)(
x1
x2
x3
)
,
we obtain the system
f1 = x21 + x22 + 5x23 − 4x2x3 − 2,
f2 = x21 + x22 + 4x23 − 4x2x3 − 1,
f3 = x1 − x2 + 3x3,
g = x3 − 1,
which satisﬁes all properties (A1)–(A12).
Here it is important to underline that such a change  of the variables does not spoil the
evaluation cost of the input system: using evaluation data structures for the input polynomials
is a great advantage here. Once the change of the variables is performed in the input system,
the solver is organized around one main loop. The ith iteration of this loop computes the
univariate representation of Ji+1 with primitive element xn−i from the one of Ji with
primitive element xn−i+1. This iteration divides into the following three steps:
(1) Lifting step. Compute the Kronecker representation of Ki with primitive element
xn−i+1.
(2) Intersection step. Compute the univariate representation of√Ki + (fi+1) with prim-
itive element xn−i .
(3) Cleaning step. Compute the univariate representation of√Ki + (fi+1) : g∞ =Ji+1
with primitive element xn−i .
Example 4.5. Geometrically speaking, with Example 4.1, the ﬁrst lifting step computes a
Kronecker representation of a circle on the sphere deﬁned by f1 = 0. The ﬁrst intersection
step computes a univariate representation of four points on the two circles deﬁned by
f1 = f2 = 0. The second cleaning step takes one of the two circles away by removing its
two associated points in the latter representation.
Each of these steps is detailed in the next subsections. Let 	i = deg(Ii ) for each i ∈
{0, . . . , n}, and let 	= max(	i | i ∈ {0, . . . , n}). The following corollary of Theorem 2.12
is the cornerstone of the cost analysis of the Kronecker solver, which is done in [35]:
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Corollary 4.6. For all i ∈ {0, . . . , n − 1}, let I˜i+1 denote the intersection of the primary
components of Ii + (fi+1) belonging to an isolated associated prime. Then we have that
	i+1 deg(I˜i+1) deg(fi+1)	i . The latter inequalities are equalities whenever g=1 and
f1, . . . , fi+1 are homogeneous.
Proof. Theorem 2.12 implies that deg(I˜i+1) deg(fi+1)	i , with equality in the homoge-
neous case. If in−2 thenIi+1 is assumed to be radical, whenceIi+1 =
√
Ii + (fi+1) :
g∞ =
√
I˜i+1 : g∞ by Theorem 2.3. If i = n − 1, then we have that I˜i+1 =Ii + (fi+1).
In both cases Proposition 2.11 yields 	i+1 deg(I˜i+1). Of course the latter inequality is
an equality whenever g = 1. 
4.2. Lifting step
We are now to detail the ith lifting step. For conveniencewe letI=Ii ,J=Ji ,K=Ki ,
and r = n − i, so that we can reuse the notation of the previous sections. The input of this
lifting step is the univariate representation Q,Vr+1, . . . , Vn ofJ seen in K[xr+1, . . . , xn]
with primitive element xr+1. We write Q,Wr+1, . . . ,Wn for the associated Kronecker
representation. The output is the Kronecker representation Q˜, W˜r+1, . . . , W˜n of K seen
in K[xr , . . . , xn] with the same primitive element xr+1. The ingredients of this lifting step
are the Newton iteration that allows us to compute a Taylor expansion of Q˜, W˜r+1, . . . , W˜n
at any order, and Corollary 3.4 for the bound on the degrees of the Q˜, W˜r+1, . . . , W˜n.
We introduce Aˆ = K[[x1, . . . , xr ]], and Bˆ = Aˆ[xr+1, . . . , xn]/Iˆ, where Iˆ represents the
extension of I to Aˆ[xr+1, . . . , xn].
Thanks to (A12), we can consider the Kronecker (respectively, univariate) representation
q,wr+1, . . . , wn (respectively, q, vr+1, . . . , vn) of I with primitive element xr+1.
FromCorollary 3.8,we know that the specializations of q,wr+1, . . . , wn at x1=· · ·=xr=
0 coincidewithQ,Wr+1, . . . ,Wn, respectively, and that the specializations of q,wr+1, . . . ,
wn at x1=· · ·=xr−1=0 coincidewith Q˜, W˜r+1, . . . , W˜n, respectively. Furthermore, thanks
toCorollary 3.4(b), it is sufﬁcient to compute the approximation of q,wr+1, . . . , wn in Aˆ[T ]
to precision (x1, . . . , xr−1, x	i+1r ) in order to obtain Q˜, W˜r+1, . . . , W˜n.
More generally we are going to present an algorithm that computes the approximation
of q,wr+1, . . . , wn in Aˆ[T ] to any precision. This algorithm relies on a modiﬁed version
of the classical Newton method. Let o[0] be any ideal of Aˆ contained in (x1, . . . , xr ). It is
sufﬁcient to describe how to go from the approximation q[0], w[0]r+1, . . . , w
[0]
n to precision
o[0] to the approximation q[1], w[1]r+1, . . . , w
[1]
n to precision o[1], for any ideal o[1] containing
(o[0])2. Inside the approximation algorithm we will need the following statement, in which
part (b) is part of the classical Jacobian criterion:
Lemma 4.7. The polynomials vr+1 = wr+1(q ′)−1, . . . , vn = wn(q ′)−1 are well deﬁned in
Aˆ[T ], and the following properties hold:
(a) Iˆ= (q(xr+1), xr+1 − vr+1(xr+1), . . . , xn − vn(xr+1)).
(b) The Jacobian matrix J of f1, . . . , fi with respect to the variables xr+1, . . . , xn is
invertible in Bˆ.
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Proof. We have already seen that q ′ is invertible modulo q in Aˆ[T ]. Therefore vr+1, . . . , vn
are well deﬁned in Aˆ[T ], and we obtain the following inclusion from Corollary 3.4(b):
(q(xr+1), xr+1 − vr+1(xr+1), . . . , xn − vn(xr+1)) ⊆ Iˆ.
Conversely, for any f ∈ I, we have that
f (x1, . . . , xr , vr+1(T ), . . . , vn(T )) = 0 in A′[T ]/(q(T )).
The fact that the latter equality also holds in Aˆ[T ]/(q(T )) concludes part (a).
Let u= 
r+1xr+1 + · · · + 
nxn be a K-linear form, and let q
 be its minimal polynomial
inB′. By Theorem 1.27(c), there exist some polynomials h1, . . . , hi inK[x1, . . . , xn] and a
nonnegative integer  such that gq
(u)=h1f1+· · ·+hifi . By differentiating with respect
to xr+1, . . . , xn, and by multiplying by g both sides of the latter equality, we deduce that
all the entries of
g+1q ′
(u)(
r+1, . . . , 
n) − g(h1, . . . , hi)J (4.1)
belong to (f1, . . . , fi). Thanks to (A5), g is a nonzerodivisor in K[x1, . . . , xn]/J, hence
the constant coefﬁcient of the minimal polynomial of g in K[x1, . . . , xn]/J is in K\{0}
by Lemma 2.1. Therefore by Proposition 3.6(a), the constant coefﬁcient of the minimal
polynomial of g in B is invertible in Bˆ, and so is g. Since (4.1) also holds over Aˆ and since
q ′(u) is invertible in Bˆ, we deduce that J is invertible in Bˆ, which proves part (b). 
Since q[1] coincides with q[0] to precision o[0], there exists a unique polynomial  ∈
o[0][T ] deﬁned to precision o[1], with deg()	i−1, and such that q[0](T ) divides q[1](T +
(T )) to precision o[1], namely (T ) is the remainder of −q[1](q[1]′)−1 divided by q[0] to
the precision o[1]. For each j ∈ {r + 1, . . . , n}, we introduce the polynomial v˜[1]j (T ) as the
remainder of v[1]j (T + (T )) divided by q[0](T ) to precision o[1].
From Lemma 4.7(a), we know that:
fj (x1, . . . , xr , v
[1]
r+1(T ), . . . , v
[1]
n (T )) = 0 in (Aˆ/o[1])[T ]/(q[1](T )),
for all j ∈ {1, . . . , i}. By substituting T +(T ) for T in the latter equality we deduce that:
fj (x1, . . . , xr , v˜
[1]
r+1(T ), . . . , v˜
[1]
n (T )) = 0 in (Aˆ/o[1])[T ]/(q[0](T )),
for all j ∈ {1, . . . , i}. But thanks to Lemma 4.7(b), v˜[1]r+1, . . . , v˜[1]n can be obtained by means
of the following Newton iteration computed in (Aˆ/o[1])[T ]/(q[0](T )) to precision o[1]:⎛
⎜⎝
v˜
[1]
r+1
...
v˜
[1]
n
⎞
⎟⎠=
⎛
⎜⎝
v
[0]
r+1
...
v
[0]
n
⎞
⎟⎠− J−1
⎛
⎝f1...
fi
⎞
⎠ (x1, . . . , xr , v[0]r+1, . . . , v[0]n ).
Now it remains to show how the v[1]j can be recovered from the v˜
[1]
j . First of all, since
v
[1]
r+1(T ) = T , we easily recover (T ) = v˜[1]r+1(T ) − T . Then, for each j ∈ {r + 1, . . . , n},
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by means of a second-order Taylor expansion, we obtain that:
v˜
[1]
j (T ) = v[1]j (T ) + j (T ),
wherej (T ) represents the remainder of(T )v[0]j
′
(T ) divided by q[0](T ) to precision o[1].
This way we can deduce v[1]j (T ). In a similar manner we have that
q[1](T ) = q[0](T ) + q(T ),
whereq(T ) represents the remainder of(T )q[0]
′
(T ) divided by q[0](T ) to precision o[1].
Example 4.8. Let us illustrate the ﬁrst lifting step of the resolution of the systemofExample
4.1, that corresponds to the easiest case, when i = 1. At the ﬁrst iteration of the lifting step
we have: q[0] = Q = T 2 − 2/5, v[0]3 = V3 = T , o[0] = (x2), and o[1] = (x22 ). The Newton
iteration leads to v˜[1]3 = T + 2/5x2. We thus obtain  = 2/5x2, q = −4/5x2T , and then
q[1](T ) = T 2 − 2/5 − 4/5x2T , which is of course the approximation of the monic part of
f1(0, x2, T ) to precision o[1]. As for the second and last iteration, we take o[0] = (x22 ) and
o[1] = (x32), and obtain q[1](T ) = T 2 − 2/5 − 4/5x2T + 1/5x22 , that is the monic part of
f1(0, x2, T ).
4.3. Intersection step
We carry on with writing I for Ii , J for Ji , K for Ki and r for n − i. We further
let f = fi+1(0, . . . , 0, xr , . . . , xn). The input of the ith intersection step is the Kronecker
representation Q˜, W˜r+1, . . . , W˜n ofK seen in K[xr , . . . , xn] with primitive element xr+1.
We write Q˜, V˜r+1, . . . , V˜n for the associated univariate representation. The output is the
univariate representation Qˆ, Vˆr , . . . , Vˆn of
√
K+ (f ) (seen in K[xr , . . . , xn]) with prim-
itive element xr . In this step the main tool is Proposition 2.7, which leads to the following
formula for Qˆ. We write ResT for the resultant in the main variable T.
Proposition 4.9. The characteristic polynomial of xr modulo K + (f ) is equal to the
following resultant in T:
0 = ResT (f (xr , V˜r+1(T ), . . . , V˜n(T )), Q˜(T )). (4.2)
In particular, Qˆ(xr) is the squarefree part of 0.
Proof. From (A8)we know thatK is unmixed of dimension 1 and is in general Noether po-
sitionwhen seen inK[xr , . . . , xn]. Thanks to (A2), Corollary 2.5 implies that f (xr , . . . , xn)
is nonzerodivisor in K[xr , . . . , xn]/K. Therefore the conclusion follows directly from
Proposition 2.7. 
By means of Corollary 3.8, and thanks to (A7), for any root a ∈ K¯ of Qˆ, we can com-
pute the univariate representation Q˜a, V˜a,r+1, . . . , V˜a,n of
√
K+ (xr − a) with primitive
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element xr+1, so that we have:√
K+ (xr − a) = (Q˜a(xr+1), xr − a, xr+1 − V˜a,r+1(xr+1), . . . , xn − V˜a,n(xr+1)).
We deduce that:√
K+ (xr − a) + (f ) = (f (a, V˜a,r+1(xr+1), . . . , V˜a,n(xr+1)), Q˜a(xr+1))
+ (xr − a, xr+1 − V˜a,r+1(xr+1), . . . , xn − V˜a,n(xr+1)).
On the other hand, since xr is primitive for
√
K+ (f ) by property (A6), we have that√
K+ (f ) + (xr − a) = (xr − Vˆr (a), . . . , xn − Vˆn(a)).
Therefore we can compute Vˆr+1(a) by means of the following formula:
xr+1 − Vˆr+1(a) = gcd(f (a, V˜a,r+1(xr+1), . . . , V˜a,n(xr+1)), Q˜a(xr+1)),
where gcd means the greatest common divisor. By substituting Vˆr+1(a) for xr+1 in all the
V˜a,j , we obtain Vˆj (a) ∈ K¯, for all j ∈ {r + 2, . . . , n}. Finally Vˆr , . . . , Vˆn can be obtained
by interpolation.
Example 4.10. Let us carry on with Example 4.1. We enter the ﬁrst intersection step (that
is i = 1) with Q˜=T 2 − 2/5− 4/5x2 + 1/5x21 and V˜3 =T . The resultant computation leads
to 0 = 1/25x42 − 2/5x22 + 9/25. Since 0 is squarefree, we have Qˆ(T )=T 4 − 10T 2 + 9=
(T −1)(T +1)(T −3)(T +3). The gcd computations then give us: Vˆ3(−1)=−1, Vˆ3(1)=1,
Vˆ3(−3)=−1, and Vˆ3(3)=1.By interpolatingweﬁnally obtain Vˆ3(T )=−1/12T 3+13/12T .
Of course in practice, computations are not really handled in K¯. Instead we appeal
classical techniques of computer algebra: for each irreducible factor Qˆl of Qˆ, we do the
above computations with taking a as the residue class of z in K[z]/(Qˆl(z)), and ﬁnally we
recover the result by means of the Chinese remainder theorem.
4.4. Cleaning step
The input of the ith cleaning step is the univariate representation Qˆ, Vˆr , . . . , Vˆn of√
Ki + (fi+1) seen in K[xr , . . . , xn] with primitive element xr . The output is the univari-
ate representation Qˇ, Vˇr , . . . , Vˇn of
√
Ki + (fi+1) : g∞ with the same primitive element
xr . Since xr is primitive, this is just a gcd computation.
Proposition 4.11. Let e = gcd(Qˆ, g(0, . . . , 0, Vˆr , . . . , Vˆn)), then we have that Qˇ = Qˆ/e,
and that Vˇj is the remainder of Vˆj divided by Qˇ.
Proof. The proof follows from the following straightforward calculations:√
Ki + (fi+1) : g∞ = (Qˆ(xr), xr+1 − Vˆr+1(xr), . . . , xn − Vˆn(xr )) : g∞
= (Qˆ(xr), xr+1 − Vˆr+1(xr), . . . , xn − Vˆn(xr )) : e(xr)∞
= (Qˇ(xr), xr+1 − Vˇr+1(xr), . . . , xn − Vˇn(xr )). 
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Example 4.12. The ﬁrst cleaning step in the resolution of Example 4.1 goes as follows:
the gcd computation leads to e= T 2 − 4T + 3, and thus we get Qˇ= T 2 + 4T + 3, Vˇ2 = T ,
and Vˇ3 = −1.
4.5. Example 4.1 continued
Let us carry on with the resolution of Example 4.1. In Example 4.12, we have obtained
that J2 = (x22 + 4x2 + 3, x3 + 1) + (x1). The second lifting step gives us that K2 =
(x22 + 4x2 + 3 + x21 , x3 + 1), and then the second intersection step yields
√
K2 + (f3)=
(x21 − x1, x2 + 3 − x1, x3 + 1). Finally after the second and last cleaning step, we obtain
J3 = (x21 − x1, x2 + 3− x1, x3 + 1). We get the solutions of the system of Example 4.1 by
changing the variables back.
4.6. Computation of the multiplicities
If In is not radical, Proposition 4.9 permits to compute the multiplicities: at the last
intersection step, the multiplicity of a zero of Kn−1 + (fn) can be read off from the
multiplicity of its coordinate x1 as a zero of the polynomial 0 deﬁned in (4.2) (see [20,
Chapter 4, Proposition 2.7] for instance). Since the primary components ofIn = (Kn−1 +
(fn)) : g∞ are a subset of the ones ofKn−1 + (fn), we thus obtain the multiplicities of the
zeros of In. As announced in the introduction, these multiplicities are actually computed
by the Kronecker solver without any extra cost.
Example 4.13. Let n = 3, f1 = 2x22 + x23 + x1x2 + x1x3 + 3x2x3 + x2 + x3, f2 = x21 +
3x22 + x23 + 4x1x2 + 2x1x3 + 2x2x3, f3 = x21 + 4x22 + 3x23 + 4x1x2 + 2x1x3 + 6x2x3, and
g = 1. Properties (A1)–(A12) hold. We enter the last intersection step with the following
Kronecker representation ofK2:
Q˜ = T 4 + (2/3 + 5/3x1)T 3 + (1/3 + 2/3x1 + 7/6x21 )T 2
+ (1/3x1 + 1/3x21 + 1/3x31)T + 1/6x21 ,
W˜2 = (−2/3 − 5/3x1)T 3 − (2/3 + 4/3x1 + 7/3x21 )T 2
− (x1 + x21 + x31)T − 2/3x21 ,
W˜3 = (−2/3 + 1/3x1)T 3 + (2/3 − 4/3x1 + 1/3x21 )T 2
+ (x1 − x21 − 1/3x31)T + 2/3x21 − 2/3x31 − 1/3x41 .
Then we compute the following irreducible factorization of 0 as deﬁned in Proposition
4.9:
0 = 2/9x41(5x41 − 8x31 + 16x21 − 8x1 + 12).
This way, we obtain that (0, 0, 0) is a solution of multiplicity 4, and that there are 4 other
simple solutions.
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Appendix A. Proof of Theorem 2.9
We carry on with the notation and conventions used in Section 2.4, and we introduce the
following block notation:
M =
(
M1,1 M1,2
M2,1 M2,2
)
,
with M1,1 of size r × r; Idr will represent the r × r identity matrix.
Lemma A.1. Assume thatI is unmixed and that M is in one of the following three forms:(
Idr 0
M2,1 Idn−r
)
,
(
M1,1 0
0 Idn−r
)
, or
(
Idr 0
0 M2,2
)
.
(a) I is in Noether position (respectively, general Noether position) if, and only if, IM
is in Noether position (respectively, general Noether position).
(b) 	M = 	.
Proof. In the ﬁrst two cases, part (a) can be straightforwardly veriﬁed from the def-
initions of the Noether positions, whereas the third case follows from Proposition 1.3
(respectively, Proposition 1.17). Since, in the three cases, M deﬁnes an isomorphism of
K[x1, . . . , xn] that leaves A globally unchanged and that sends I to IM , we clearly have
that 	M = 	. 
Remark that 	 is ﬁnite and positive. If x1, . . . , xr are algebraically dependent moduloIM
thenI′M = (1), whence B′M = 0 and 	M = 0. In this situation, Theorem 2.9 trivially holds,
so that we can assume from now that x1, . . . , xr are algebraically independent moduloIM .
In this situation 	M is ﬁnite since xr+1, . . . , xn are necessarily algebraic over A modulo
IM thanks to Theorem 1.12(b).
Claim A.2. Without loss of generality, we can assume from the outset that
M =
(
M1,1 M1,2
0 Idn−r
)
.
Proof. Since M is invertible, the rank of the submatrix (M1,1 M1,2 ) is r, so that there
exists a (n− r)× r matrix N such that M1,1 −M1,2N is invertible. Then a straightforward
calculation gives us that
M =
(
M1,1 − M1,2N M1,2
M2,1 − M2,2N M2,2
)(
Idr 0
N Idn−r
)
.
Thanks to Lemma A.1, we can assume from the outset that M1,1 is invertible. And since
we have that
M =
(
Idr 0
M2,1M
−1
1,1 Idn−r
)(
M1,1 M1,2
0 M2,2 − M2,1M−11,1M2,1
)
,
we can now assume that M2,1 = 0, thanks to Lemma A.1 again. Finally the claim follows
by using Lemma A.1 once more time in order to reach M2,2 = Idn−r . 
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Let y1, . . . , yr be new variables, and let
Ay = K[y1, . . . , yr ], A′y = K(y1, . . . , yr ).
For each i ∈ {1, . . . , r}, we introduce the linear form
li = yi − (i,1x1 + · · · + i,nxn) ∈ K[y1, . . . , yr , x1, . . . , xn],
where i,j stands for the (i, j)th entry of M−1. For each i ∈ {0, . . . , r}, we write Ii for
the ideal I + (l1, . . . , li ) of K[y1, . . . , yr , x1, . . . , xn]. We deﬁne I′i as the extension of
Ii to A′y[x1, . . . , xn], and let:
Bi = K[y1, . . . , yr , x1, . . . , xn]/Ii and B′i = A′y[x1, . . . , xn]/I′i .
We deﬁne 	i as the dimension of the A′y(x1, . . . , xr−i )-vector space
B′′i = A′y(x1, . . . , xr−i )[xr−i+1, . . . , xn]/I′′i ,
where I′′i represents the extension of I′i to A′y(x1, . . . , xr−i )[xr−i+1, . . . , xn].
It is straightforward to check that x1, . . . , xr , yi+1, . . . , yr are algebraically independent
modulo Ii , and that xr+1, . . . , xn, y1, . . . , yi are generally integral over
K[x1, . . . , xr , yi+1, . . . , yr ]
modulo Ii by Proposition 1.17. From Theorem 1.12(a) we deduce that dim(Ii ) = 2r −
i. Furthermore, by means of Proposition 1.22, it can be veriﬁed that the unmixedness
of I implies the one of Ii . This way, we obtain from Proposition 2.2(a) that li+1 is a
nonzerodivisor in Bi .
Claim A.3. We have 	 = 	0 and 	M = 	r . The ideal Ir is in general Noether position if,
and only if, I ◦ M is in general Noether position.
Proof. The former equality is straightforward while the latter equality and the equivalence
between the Noether positions both follow from:
Ir = (f ◦ M(y1, . . . , yr , xr+1, . . . , xn) | f ∈ I)
+ (x1 − (m1,1y1 + · · · + m1,ryr + m1,r+1xr+1 + · · · + m1,nxn),
. . . ,
xr − (mr,1y1 + · · · + mr,ryr + mr,r+1xr+1 + · · · + mr,nxn)),
where mi,j stands for the (i, j)th entry of M. 
Claim A.3 implies that the theorem reformulates into: (a) 	r	0, and (b) the equality
holds if, and only if, Ir is in general Noether position.
It is a classical fact that the primes associated to I′i correspond to the ones of Ii that
properly extend toA′y[x1, . . . , xn] (see [23, Chapter 3, Theorem 3.10(d)], for instance). Let
P be a prime associated toIi such that its extensionP′ to A′y[x1, . . . , xn] is proper. Since
y1, . . . , yr are algebraically independent moduloP, we can ﬁnd a subset S of {x1, . . . , xn}
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of cardinality r − i such that y1, . . . , yr and the elements of S are algebraically independent
moduloP by [51, ChapterVIII, Section 1, Theorem1.1]. The elements of S are algebraically
independent over A′y modulo P′, and the variables outside of S are algebraic over A′y(S)
modulo P′. It follows that dim(P′) = r − i hence that I′i is unmixed of dimension either
r − i or −1. But since we have assumed that I′M = (1), we have that I′r = (1), whence
dim(I′i ) = r − i for all i ∈ {1, . . . , r}. This way, we obtain from Proposition 2.2(a) that
li+1 is a nonzerodivisor in B′i .
Claim A.4. Without loss of generality, we can assume that I′i is in general Noether posi-
tion, for all i ∈ {0, . . . , r}.
Proof. We are going to exhibit a K-linear change of the variables that preserves 	, and the
general Noether position ofI. Of course the general Noether position ofI implies the one
ofI′0. Since li+1 is a nonzerodivisor inB′i , we can use Proposition 2.2(b) successively with
f = l1, . . . , f = lr in order to construct a matrix
M ′ =
(
M ′1,1 0
0 Idn−r
)
such thatI′i◦M ′ is in generalNoether position for all i ∈ {1, . . . , r}. For each i ∈ {1, . . . , r},
we let
l′i = yi − (′i,1x1 + · · · + ′i,nxn) ∈ A[y1, . . . , yr , x1, . . . , xn],
where ′i,j stands here for the (i, j)th entry of M−1M ′. By construction we have that
I ◦ M ′ + (l′1, . . . , l′i ) =Ii ◦ M ′ to A′y[x1, . . . , xn], so that Claim A.2 allows us to replace
I by I ◦ M ′ and M by M ′−1M from the outset in the theorem. 
In order to prove that 	r	0, we prove the following stronger statement:
Claim A.5. For all i ∈ {0, . . . , r − 1}, we have that 	i+1	i .
Proof. Proposition 2.7 applied with I′i gives us that 	i+1 equals the degree in xr−i of the
constant coefﬁcient of the characteristic polynomial of li+1 modulo I′i . The conclusion
thus follows from Theorem 1.27(b). 
The proof of part (a) of Theorem 2.9 is now completed. If IM is in general Noether
position, then part (a) appliedwithIM andM−1 yields 		M , whence 	=	M . Conversely,
if the latter equality holds then we have to prove that Ir is in general Noether position in
order to complete the proof of part (b), and thus the proof of the theorem. To this aim, we
are to show the following stronger statement:
Claim A.6. If 	= 	M then Ii is in general Noether position, for all i ∈ {0, . . . , r − 1}.
Proof. The general Noether position of I implies the one of I0. By induction, assume
that Ii is in general Noether position for some i0. We can use Proposition 2.7 with Ii
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and li+1. Since Claim A.5 implies that 	i+1 =	i , we deduce that the constant coefﬁcient 0
of the characteristic polynomial of li+1 in B′′i has degree 	i in xr−i . Since Theorem 1.27(b)
implies that deg(0)	i , we deduce from Lemma 2.1(a) that xr−i is generally integral
over K[y1, . . . , yr , x1, . . . , xr−i−1] moduloIi+1. By Proposition 1.7(b) we ﬁnally get that
Ii+1 is in general Noether position. 
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