We address some potential problems with the existing procedures of outlier detection in time series. Also we propose modifications in estimating model parameters and outlier effects in order to reduce the number of tests and to increase the detection accuracy. Experiments with some artificial data sets show that the proposed procedure significantly reduces the number of tests and enhances the accuracy of estimated parameters as well as the detection power.
Introduction
Outlier detection in time series was first introduced by Fox (1972) with two types of outliers, additive and innovational. When the timing of outliers is known, they can be detected using test of hypothesis (Wei, 2006) . Chang (1982) proposed an iterative procedure to detect multiple outliers when the timing of outliers is unknown. Tsay (1988) generalized this procedure to detect four types of outliers. Chen and Liu (1993) proposed a procedure (T-C) using three stages in order to jointly estimate model parameters and outlier effects. Stage I initially detects potential outliers. Stage II jointly estimates outliers' effect and model parameters through iterations. Stage III identifies outliers using the final model parameter estimate obtained in Stage II. This procedure is now implemented in the SCA statistical system (SCA, 1994) . Many authors also adapt this procedure to their outlier detection procedure for multivariate time series (Galeano et al., 2006) and GARCH processes (Charles and Darné, 2005; Franses and Ghijsels, 1999) .
However, there are still potential problems incurred by T-C procedure. Sánchez and Peña (2003) made some refinements for three of these problems: swamping effect caused by bias initial parameters estimation, confusion between innovational outliers and level shifts in the presence of a level shift, and finally masking effect. In this paper, we also address the first problem but in a different aspect concerning the joint estimation iterative procedure. In addition, we raise another potential problem encountered by not only T-C, but also other iterative procedures for outlier detection for their redundant test statistics used throughout their procedures. We then propose two solutions for the former problem,
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Anh Tuan Bui․Chi-Hyuck Jun and introduce a new lower bound to resolve the latter one while maintaining accuracy. The organization of this paper is as follows : in Section 2, we address potential problems with existing procedures. Then, in Section 3, we suggest solutions and propose our new procedure. Experiments with our proposed procedure are presented in Section 4. Discussion and conclusion is shown in Section 5.
Existing Procedures and Potential Problems
In general, a time series may contain multiple outliers of different types. Outliers are usually divided into four types : innovational outlier (IO), additive outlier (AO), level shift (LS) and temporary change (TC).
Here, we will consider IO and AO types for simplicity. LS and TC types can be considered with a little modification. Let {X t } be an outlier free ARMA process as follows : φ(B)X t = θ(B)a t where φ(B) is the AR polynomial, θ(B) is the MA polynomial, and a t is a white noise. Roots of φ(B) and θ(B) lie outside unit circle to satisfy stationary and invertible conditions. Suppose that there are k outliers of either IO type or AO type. Let   be the timing of the i th outlier (i = 1, …, k). Then, the observation at time t, Z t , can be represented by
where w i denotes the initial magnitude (effect) of outlier i, v i (B) = θ(B)/φ(B)for an IO type, v i (B) = 1 for an AO type, and
Stage I of T-C is essentially the procedure proposed by Tsay (1988) . It initially detects potential outliers using the following tests of hypotheses for all observations when the null hypothesis (H 0 ) is that there are no outliers at Z t : (i) Existence of an IO : H 0 vs. H I ; (ii) Existence of an AO : H 0 vs. H A .
Stage II jointly estimates outliers' effect and model parameters through iterations. First, using information of outliers and model parameters obtained from Stage I, outliers' effects are estimated simultaneously by the following multiple regression model based on residuals    's.
where π(B) = φ(B)/θ(B). After the effects of significant outliers are removed based on equation (1), model parameters are re-estimated. This process is repeated until stop condition is met. The stop condition is a userdefined tolerance constant, which is the relative change of the residual standard error from the previous estimate. Stage Ⅲ identifies outliers using the final model parameter estimates obtained in Stage Ⅱ.
However, there are potential problems with this procedure. First, like all other iterative procedures in literature, this procedure uses hypothesis testing for every observation in all iterations. Since there are many normal observations in a series, this strategy leads to unnecessary heavy computation when there are many observations, multivariate series, outliers, or complicated tests applied.
Second, the joint estimation of outliers' effect and model parameters is now a very popular term and commonly used technique in recent research. Nevertheless, there is a potential problem with this iterative procedure that may lead to wrong estimation of model parameters as well as outliers detection. When outliers are not correctly identified (e.g. swamping effect) and there are interactions among fake outliers and true outliers, the joint estimation will produce biased estimates. As a result, the iterative procedure will lead to wrong estimation of model parameters. Consequently, outliers are wrongly detected in the final stage. To illustrate this problem, we generate an artificial series from AR(2) model with Φ(B) = 1-1.1B+0.5B 2 , where white noise follows a Gaussian distribution with mean 0 and variance 1. The length of this series is 100 observations <Figure 1>. Four outliers of AO and IO types are added randomly to this series. The resulting artificial series is called as Series 1. <Table 1> shows these true outliers in Series 1 as well as outliers detected in Stage I and Ⅲ of T-C. <Table 2> shows the maximum likeli- Notice that we will use the maximum likelihood method for all estimations in this paper. As can be seen in <Table 2> the estimates of model parameters in the presence of outliers are distorted. This leads to a wrong detection of outliers in Stage I and causes the problem of joint estimation. The outcome of this stage is a wrong model parameter for Stage III. Consequently, the final result of outlier detection may not be correct.
Proposed Procedure
To deal with the first problem mentioned in Section 2, we propose the use of a lower bound (CL, say) to identify normal observations in the series. The idea is simple : after the first iteration, all observations whose test statistic values smaller than CL will be considered as normal ones (those observations will be called as normal list) and will not be tested in the next iteration. In general, CL could take any value in the range (0, C) without affecting performance of our proposed procedure (C is the critical value used for the statistical tests). We suggest choosing CL of around 2 because in our experience, most of the normal observations have test statistics value < 2. To avoid the masking effect, all observations will be tested after no more outliers are found in the previous iteration.
To improve the iterative procedure for the joint estimation, we propose adding the initial outlier detection step that re-detects outliers using the original series and the most recent model parameters obtained in Stage I of T-C. The purpose of Stage I is then divided into two separated tasks : initial parameter estimation (the same with Stage I of T-C) and then, initial outlier detection. The initial outlier detection step starts with a less outlier-contaminated model parameter estimate from (as we see on <Table 2>, estimate of model parameter obtained after Stage I of T-C is quite close to the outlier free series'). Therefore, it is expected that the outcome of this modification will be more accurate.
However, using an additional step does not ultimately guarantee to resolve the problem of joint estimation. In case the initial estimated model is seriously distorted by outliers, the outcome of Stage I may be still biased. We propose another simple but effective method to deal with this problem by taking advantage from the following observation : residual standard error of the model parameter estimation will decrease as outliers are correctly detected and their effects are removed, but when the problem of joint estimation stage happens, this standard error will increase. <Figure 2> (a) shows residual standard error of model parameter estimations throughout the procedure for the above series. Notice that, this value first decreases to nearly 1 as outliers are detected and their effects are removed, but then increases when the problem of joint estimation occurs. <Figure 2>(b) shows a similar plot for another artificial series for which the problem of joint estimation doesn't happen. The residual standard error decreases over time and eventually converges to 1. In both cases, the residual standard errors of the series without outliers are approximately 1 because these series were generated with white noises following standard normal distribution. 
An observation whose test statistic is at maximum and larger than C is declared as an outlier (either IO or AO). If no outliers are found in the very first iteration of this inner loop, then stop the procedure-the observed (original) series is free from outlier effects.
I.1.3 If there is an outlier found, then remove the effect of this outlier from the residuals and the observations according to its type, add observations whose test statistic is smaller than CL to normal list, set doublecheck = false, then go back to I.1.2 to check if an additional outlier can be found. If there is no additional outlier found, then go to I.1.4. I.1.4 If outliers are found in the inner loop and doublecheck = false, then reset normal list = , set doublecheck = true, and go back to I.1.2. If doublecheck = true, then go to I.1.1 to revise the parameter estimates. If no additional outliers are detected after revising parameter estimates, go to I.2.
I.2 Initial outlier detection
Repeat I.1 using the original series after fixing the model parameters to the final estimates from I.1 in order to detect the timing and the type of an outlier if any. 
Stage II : Joint Estimation of Outlier Effects and

Experiments
Our proposed procedure consists of three modifications that can be used independently as well as jointly without any conflict. Nevertheless, for easier understanding and comparison of these modifications' effectiveness, we will show experiments of each modification separately in Section 4.1 through 4.3. The experiment in Section 4.3 is actually conducted using the full proposed procedure. For these experiments, we use Series 1 mentioned in Section 2 and generate two more series (Series 2 and Series 3-<Figure 3>) with white noises following Gaussian distribution with mean 0 and variance 1. They are summarized in <Table 3>.
Outliers of IO and AO types are randomly added to these series. The information about these outliers will In Section 4.4, we compare performance of our proposed procedure with T-C on 50 series. These series are generated in the same manner with Series 3. In all of our experiments, we use median absolute deviation method to compute residuals. We set C = 4 and CL = 2 for experiments in Section 4.1 through 4.3. We use C = 3.5 and CL = 2.5 for experiment in Section 4.4.
Effect of Lower Bound
By introducing the lower bound, the proposed procedure will reduce the number of tests required significantly as shown in <Table 4>. The computation time will be reduced accordingly. However, the lower bound does not affect the parameter estimation. 
Effect of Adding Initial Outlier Detection stage
<Table 5> summarizes the result of parameter estimates by T-C and the proposed one adding initial outlier detection stage. <Table 6> and <Table 7> show the outlier detection results for 3 series from T-C and proposed procedure, respectively. For Series 2, both procedures produce the same estimates and the same 
Effect of Using Minimum Residual Standard Error
In the previous section, we see that including the initial outlier detection stage may not be sufficient to resolve the problem of joint estimation for Series 3. However, using minimum standard error as a criterion, we are able to detect this problem and obtain quite better parameter estimates of the final model. Consequently, the outlier detection performance of this method is superior. This is shown in <Table 8>. Notice that the results in <Table 8> are conducted using our full procedure. Hence, the total number of tests needed includes tests conducted in the initial outlier detection stage. Nevertheless, it is still less than that of T-C. For Series 1 and Series 2, the problem of joint estimation does not occur or is already resolved; thus our proposed procedure does not provoke the use of minimum standard error. The outlier detection results by our proposed procedure for Series 1 and Series 2 will be the same as the one only using Stage I (<Table 7>). 
Comparison of Performance
In this section, we compare performance of our proposed procedure with T-C on 50 series as mentioned above. We delete some series (around two cases in 50 series) for which T-C procedure takes too much iteration in joint estimation stage to converge. There are three cases that are different in the way outliers added. In Case 1, outliers have magnitudes follow uniform distribution U(3, 20) with random types AO or IO. Case 2 is similar to Case 1 but outliers' magnitudes follow U (20, 30) . Case 3 has only AO type, and magnitudes follow U(20, 30). <Table 9> shows the estimation performance and <Table 10> shows the outlier detection performance and number of tests. Notice that σ is the estimation of residual standard error. Obviously, the proposed procedure produces better estimation and outlier detection performance than T-C while using fewer tests. In addition, the proposed procedure has similar estimation error in all three cases. Hence, it is more robust to different outliers' types and magnitudes. Interestingly, T-C seems to have worst performance when the series have only AO type. 
Discussion and Conclusion
In this paper, we address two potential problems with the existing outlier detection procedure : unnecessary 24 Anh Tuan Bui․Chi-Hyuck Jun computation and problem of joint estimation. Then we suggest solutions for these problems. For the first problem, we introduce a lower bound (CL) to reduce the number of tests needed to detect outliers. Our experiment shows the significant effect of this bound. This effect will be even more meaningful when the lower bound notion is applied for procedures with large sample sizes, multivariate series, and/or complex tests. Certainly, the choice of CL value also affects the number of tests. In our experience, most of the normal observations have test statistics value < 2; thus we suggest to use CL value of 2.
For the second problem, we first propose the inclusion of the initial outlier detection stage before the joint estimation stage. Our experiment shows the effectiveness of this stage. In fact, our idea is quite similar to that of Sánchez and Peña (2003) in terms of splitting Stage I of T-C procedure into two specialized tasks: initial parameters estimation and initial outlier detection, but different in terms of method used. Then, we suggest using the minimum standard error as a criterion to detect the problem of joint estimation and determine the final model parameter. Our proposal successfully solves the problem of joint estimation as shown in our experiment. The result of estimated model parameter is quite good. In case a higher accuracy is required, we can use this final model parameter to initialize another run of the whole procedure. This requires a small modification for the proposed procedure that is to allow user-defined initialized model parameter. What's more, as far as we know, there is no guarantee for the convergence of joint estimation stage. Hence, our proposal can serve a good stopping criterion for all other procedures that use joint estimation before diverging to bias estimates.
However, there is still a limitation in this research that is we did not implement LS and TC types in our procedure. It would be interesting to see how LS and TC affect the joint estimation, and how our proposed procedure deals with it. In future, we will work on this issue to develop a full procedure for outlier detection in time series.
