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Abstrat
We onsider spatial stohasti models, whih an be applied e.g. to teleom-
muniation networks with two hierarhy levels. In partiular, we onsider Cox
proesses XL and XH onentrated on the edge set T
(1)
of a random tessel-
lation T , where the points XL,n and XH,n of XL and XH an desribe the
loations of lowlevel and highlevel network omponents, respetively, and
T (1) the underlying infrastruture of the network, like road systems, railways,
et. Furthermore, eah point XL,n of XL is marked with the shortest path along
the edges of T to the nearest (in the Eulidean sense) point of XH . We investi-
gate the typial shortest path length C∗ of the resulting marked point proess,
whih is an important harateristi e.g. in performane analysis and planning
of teleommuniation networks. In partiular, we show that the distribution
of C∗ onverges to simple parametri limit distributions if a saling fator κ
onverges to zero and innity, respetively. This an be used to approximate
the density of C∗ by analytial formulae for a wide range of κ.
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1 Introdution
Asymptoti properties of spatial stohasti models are onsidered, whih an be ap-
plied e.g. in the analysis and planning of teleommuniation networks. More preisely,
we onsider stohasti models for networks with two hierarhy levels, i.e., there are
network omponents of two dierent kinds: low-level omponents (LLC) and high-
level omponents (HLC). The loations of both HLC and LLC are represented by
points in the Eulidean plane R
2
. We then assoiate with eah HLC a ertain subset
of R
2
whih is alled its serving zone. This is done in suh a way that the serving
zones of the HLC are disjoint onvex polygons whih over the whole R
2
. Eah LLC is
linked to the HLC in whose serving zone the LLC is loated. In partiular, we assume
that the serving zones are onstruted as the ells of the Voronoi tessellation with
respet to the loations of HLC. This is equivalent to link eah LLC to its nearest
HLC, where "nearest" means with respet to the Eulidean distane. Furthermore,
we assume that the HLC and LLC are loated on the edges of a random geometri
graph, where the link from a LLC to its nearest HLC is assumed to be the shortest
path along the edges of that graph. In the ase of teleommuniation networks the
edges of the random geometri graph represent the underlying infrastruture, e.g. an
inner-ity street system.
Thus, we study a lass of stohasti network models whih has been introdued
in [10℄ as the Stohasti Subsriber Line Model (SSLM) for urban aess networks.
Note that the SSLM is a model from stohasti geometry whih provides tools for
the desription of geometri features of the network. Based on this model, stohasti
eonometrial analysis an be done for real teleommuniation networks, e.g. onne-
tion osts for aess networks an be determined, see [13, 14, 36, 38℄, where we fous
on the ase that the infrastruture of the network is modeled by the edge set of a
stationary random tessellation and both the HLC and LLC are modeled by Cox pro-
esses onentrated on this edge set. Then we are espeially interested in the shortest
path length along the edge set between LLC and HLC, whih is an important perfor-
mane harateristi in ost and risk analysis as well as in strategi planning of wired
teleommuniation. In order to dene an appropriately hosen (global) distribution
of the shortest path length we regard the so-alled typial shortest path length C∗.
It an be interpreted as the length of the shortest path from a loation of LLC, whih
is hosen at random among all loations of LLC, and its nearest HLC. We are then
interested in the asymptoti behaviour of the distribution of C∗ for two extreme ases
of model parameters. In partiular, we show that the distribution of C∗ onverges
to simple parametri limit distributions if a saling fator κ onverges to zero and
innity, respetively. This an be used to approximate the density of C∗ by analytial
formulae for a wide range of κ whih is a great advantage e.g. for the eonometrial
analysis of real teleommuniation networks, see [14℄. The mathematial tehniques,
whih we exploit in order to derive our main results presented in Theorems 3.1 and
3.2, inlude Palm alulus and Poisson approximation for stationary point proesses,
Kingman's subadditive ergodi theorem, and the generalized Blashke-Petkantshin
formula from geometri measure theory.
The paper is organized as follows. In Setion 2 we give a short desription of
the partiular stohasti network model onsidered in the present paper. Then, in
Setion 3, we present the main results stated in Theorems 3.1 and 3.2. The proof of
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Theorem 3.2 is given in Setion 4, where some details are postponed to the Appendix.
In Setion 5, it is shown that the mixing and integrability onditions of Theorems 3.1
and 3.2 are fullled for various examples of random tessellations. Some extensions
of our results to other performane harateristis, more general lasses of random
geometri graphs, and more general onnetion rules are disussed in Setion 5.4.
Finally, Setion 6 onludes the paper and gives an outlook to possible future researh.
2 Stohasti modelling of hierarhial networks
To begin with we give a short desription of the partiular stohasti network model
onsidered in the present paper. For more details on this model see also [13℄. More-
over, we briey explain the mathematial bakground and introdue the notation we
are using. For further details on spatial point proesses and random tessellations,
see e.g. [8, 31, 32, 33℄. Surveys on appliations of tools from stohasti geometry
to spatial stohasti modelling of teleommuniation networks an be found e.g. in
[16, 42℄.
2.1 Marked point proesses
First we reall some basi notions and results regarding marked point proesses in R
2
.
They an be used to model loations of ustomers or equipments in teleommuniation
networks. Let B2 denote the family of Borel sets of R2 and N the family of all simple
and loally nite ounting measures on B2. Note that eah ϕ ∈ N an be represented
by the sequene {xn} of its atoms, i.e. ϕ =
∑
n δxn, where δx is the Dira measure
with δx(B) = 1 if x ∈ B and δx(B) = 0 if x 6∈ B. Let N denote the σ-algebra of
subsets of N generated by the sets {ϕ ∈ N : ϕ(B) = j} for j ∈ N and B ∈ B2. The
shift operator tx : N 7→ N is dened by txϕ(B) = ϕ(B + x) for x ∈ R2 and B ∈ B2,
where B + x = {x + y : y ∈ B}. Then a point proess X is a random element of
the measurable spae (N,N ), where we identify X with the sequene {Xn} of its
(random) atoms, writing X = {Xn} for brevity.
Let M be a Polish spae with its Borel σ-algebra BM. Then we use the notation
NM for the family of all ounting measures on B2 ⊗ BM whih are simple and loally
nite in the rst omponent. Note that the atoms (xn, mn) of the ounting measure
ψ =
∑
n δ(xn,mn) ∈ NM have two omponents: the loation xn ∈ R2 and the mark
mn ∈ M. The σ-algebra NM is dened in the same way as above and the shift
operator tx : NM 7→ NM translates the rst omponent of the atoms of ψ ∈ NM by
−x, i.e. tx(ψ) =
∑
n δ(xn−x,mn). A random element X = {(Xn,Mn)} of (NM,NM) is
then alled a marked point proess.
2.2 Palm distributions
Stationarity and isotropy of (marked) point proesses are dened in the usual way, i.e.,
assuming the invariane of their distributions with respet to arbitrary translations
and rotations around the origin, respetively. By λ > 0 we denote the intensity of
a stationary marked point proess X = {(Xn,Mn)}, i.e. λ = E#{n : Xn ∈ [0, 1]2},
3
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and the Palm mark distribution P
o
X : BM → [0, 1] of X is given by
P
o
X(G) =
E#{n : Xn ∈ [0, 1)2,Mn ∈ G}
λ
, G ∈ BM . (2.1)
A random variable M∗ distributed aording to PoX is alled the typial mark of X .
Furthermore, two jointly stationary marked point proesses X(1) = {(X(1)n ,M (1)n )}
and X(2) = {(X(2)n ,M (2)n )} with intensities λ1 and λ2 and mark spaes M1 and M2,
respetively, will be onsidered as random element Y = (X(1), X(2)) of the produt
spae NM1,M2 = NM1 × NM2. The Palm distribution P∗X(i) of Y with respet to the
i-th omponent, i = 1, 2, is then dened on NM1 ⊗NM2 ⊗ BMi by
P
∗
X(i)(A×G) =
E#{n : X(i)n ∈ [0, 1)2,M (i)n ∈ G, tX(i)n Y ∈ A}
λi
, (2.2)
where A ∈ NM1 ⊗NM2 and G ∈ BMi . Note that the Palm mark distribution PoX(i) of
X(i) an be obtained from P∗
X(i)
as a marginal distribution.
2.3 Random tessellations
As a model for the underlying random geometri graph we onsider the edge set
of random tessellations of R
2
. Note that a random tessellation T is a loally nite
partition {Ξn} of R2 into random (ompat and onvex) polygons Ξn, whih are alled
the ells of T . We an also regard T as a marked point proess {(α(Ξn),Ξon)}, where
the shifted ells Ξon = Ξn−α(Ξn) ontain the origin. The points α(Ξn) ∈ Ξn ⊂ R2 are
then alled the nulei of the ells Ξn of T . Furthermore, we an identify T with the
edge set T (1) =
⋃
n ∂Ξn of T . Note that T
(1)
is a random losed set in R
2
, i.e., T (1)
is a random element of (F ,B(F)), where F denotes the family of all losed subsets
of R
2
and B(F) is the smallest σ-algebra of subsets of F whih ontains the hitting
sets FC = {B ∈ F : B ∩ C 6= ∅} for all ompat C ∈ B2.
If T is stationary, i.e., T (1)
d
= T (1) + x for eah x ∈ R2, then the intensity γ of
T is dened as γ = Eν1(T
(1) ∩ [0, 1]2), i.e. the mean length of T (1) per unit area,
where ν1 denotes the 1-dimensional Hausdor measure. In the following we always
assume that T is a (normalized) stationary tessellation with Eν1(T
(1) ∩ [0, 1]2) = 1.
Furthermore, for eah γ > 0 we onsider the saled tessellation Tγ with intensity γ
whih is dened by Tγ = T/γ, i.e., we sale the edge set T
(1)
with 1/γ getting T
(1)
γ
suh that Eν1(T
(1)
γ ∩ [0, 1]2) = γ.
A random tessellation T is alled isotropi if the distribution of T (1) is invariant
with respet to rotations around the origin. Furthermore, a stationary tessellation T
is alled mixing if
lim
|x|−→∞
P(T (1) ∈ A, T (1) + x ∈ A′) = P(T (1) ∈ A) P(T (1) ∈ A′)
for any A,A′ ∈ B(F). Note that for any T whih is mixing it holds that
P(T (1) ∈ A) = 1 or P(T (1) ∈ A) = 0 for eah A ∈ I(F), (2.3)
where I(F) denotes the sub-σ-algebra of invariant sets of B(F), i.e. A + x = A for
all A ∈ I(F) and x ∈ R2. A stationary tessellation T whih satises ondition (2.3)
is said to be ergodi.
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2.4 Cox proesses on edge sets
For any γ > 0, we onsider Cox point proesses XH = {XH,n} and XL = {XL,n}
onentrated on T
(1)
γ , in order to model the loations of HLC and LLC, respetively.
In partiular, we assume that XH is a Cox proess on T
(1)
γ with linear intensity λℓ
whih is onstruted by plaing homogeneous Poisson proesses on the edges of Tγ
with linear intensity λℓ. The random driving measure ΛXH : B2 −→ [0,∞] of XH is
then given by
ΛXH(B) = λℓν1(B ∩ T (1)γ ), B ∈ B2 . (2.4)
Analogously, XL is a Cox proess on T
(1)
γ with linear intensity λ′ℓ whih is onstruted
in the same way, i.e., by plaing Poisson proesses on the edges of Tγ with linear
intensity λ′ℓ. Thus, XH and XL are Cox proesses onentrated on the same edge
set T
(1)
γ , where we assume that XH and XL are onditionally independent given Tγ .
Furthermore, note that XH and XL are stationary, isotropi, and ergodi if T is
stationary, isotropi, and ergodi, respetively. The planar intensities λ and λ′ of XH
and XL are given by λ = λℓγ and λ
′ = λ′ℓγ.
2.5 Serving zones and shortest paths
Let TH = {ΞH,n} denote the Voronoi tessellation indued by the points XH,n of the
Cox proess XH = {XH,n}, i.e.
ΞH,n = {x ∈ R2 : |x−XH,n| ≤ |x−XH,m| for all m 6= n} ,
where | · | denotes the Eulidean norm. The ells ΞH,n of TH are onsidered to be
the serving zones of HLC. By means of the four modelling omponents Tγ , XH , XL
and TH we an onstrut the marked point proess XL,C = {(XL,n, Cn)}, where the
mark Cn is the length of the shortest path from XL,n to XH,j along the edge set T
(1)
γ
of Tγ provided that XL,n ∈ ΞH,j.
Thus, eah LLC is onneted to its nearest HLC in the Eulidean sense and not
in the shortest path sense. However, for appliations this is a reasonable assump-
tion sine the planning of teleommuniation networks is ompliated and existing
networks have evolved for long periods. Therefore, it is unrealisti to assume that
serving zones are dened with respet to the shortest path distane and it is appro-
priate to use a simpler rule. Furthermore, analysis of real data has shown that the
approah onsidered in the present paper is realisti ([14℄).
It is not diult to show that XL,C is a stationary and isotropi marked point
proess if Tγ is stationary and isotropi, respetively. Realizations of servie zones
and shortest paths are displayed in Figure 1(a) and (b) for Tγ being a Poisson-Voronoi
tessellation (PVT) and a Poisson line tessellation (PLT), respetively.
The model harateristi we are mainly interested in is the distribution of the
typial mark C∗ of XL,C. Thus, we are interested in the Palm mark distribution
P
o
XL,C
of XL,C, i.e., the distribution of the typial shortest path length.
Note that the realizations of XL,C an be onstruted from the orresponding
realizations of XL and XH,S, where XH,S = {(XH,n, SoH,n)} is a stationary marked
point proess with marks SoH,n = (T
(1)
γ ∩ΞH,n)−XH,n. Thus, instead of XL,C , we an
5
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(a) PVT as infrastruture model (b) PLT as infrastruture model
Figure 1: Higher-level omponents with their serving zones (blak) and lower-level
omponents (grey with blak boundary) with shortest paths (dashed) along the edge
set (grey).
onsider the vetor Y = (XL, XH,S) and the Palm distribution P
∗
XL
of Y with respet
to XL, whih has been introdued in (2.2). Let (X
∗
L, X˜H,S) be distributed aording
to P
∗
XL
, where we use the notation X˜H,S = {(X˜H,n, S˜oH,n)} and
T˜ (1)γ =
⋃
n≥1
(
S˜oH,n + X˜H,n
)
. (2.5)
Note that X˜H = {X˜H,n} is a (non-stationary) Cox proess on T˜ (1)γ with linear intensity
λℓ. Moreover, by X˜H,0 we denote the losest point (in the Eulidean sense) of {X˜H,n}
to the origin. Then, the typial shortest path length C∗ an be given by C∗ = c(X˜H,0),
where c(X˜H,0) denotes the length of shortest path from the origin to X˜H,0, along the
edges of T˜
(1)
γ . In the following we always assume that the joint distribution of C∗, X˜H
and T˜γ is given by P
∗
XL
.
3 Limit theorems for the typial shortest path length
We investigate the asymptoti behavior of the distribution of C∗ for two dierent
ases: γ → 0 with λℓ xed and γ/λℓ → ∞ with γλℓ xed, i.e., unboundedly sparse
edge sets and unboundedly dense edge sets, respetively. For γ → 0, we show in The-
orem 3.1 that the distribution of C∗ onverges weakly to an exponential distribution,
where no spei assumption on the underlying stationary tessellation T is needed.
Furthermore, for γ →∞ and T being a stationary and isotropi random tessellation
whih is mixing, we get in Theorem 3.2 that the distribution of C∗ onverges weakly
to a Weibull distribution.
6
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(a) κ = 0.5 (b) κ = 1000
Figure 2: Realizations of XH,S = {(XH,n, SoH,n)} for extremal values of κ
3.1 Saling invariane property
Reall that the stohasti network model introdued in Setion 2 and, in partiular,
the distribution of C∗ is fully speied by T , γ, λℓ and λ
′
ℓ. Moreover, it an be shown
(see e.g. [13, 36℄) that the distribution of C∗ does not depend on λ′ℓ. Therefore, we
only regard the parameters γ and λℓ in the following. Sometimes we use the notation
C∗ = C∗(γ, λℓ) to emphasize that the distribution of C
∗
depends on γ and λℓ.
Furthermore, a saling invariane property holds for this model. If the value of the
quotient κ = γ/λℓ is onstant, then the struture of XH,S is xed, but on dierent
sales for dierent parameter vetors (γ, λℓ) = (κλℓ, λℓ). We are interested in the
limiting behavior of the distribution of C∗ for κ → 0 with λℓ xed and for κ → ∞
with λ = λℓγ xed. In Figure 2 realizations of XH,S are shown for two (extremely
small and large) values of κ, where the realization of T is sampled from a PLT. One
an see that for small values of κ the segment systems within the serving zones mainly
onsist of one single segment only, whereas for large values of κ the networks inside
the serving zones beome rather dense.
3.2 Asymptoti exponential distribution for κ→ 0
First we regard the ase that κ = γ/λℓ → 0 with λℓ xed, i.e., γ → 0.
Theorem 3.1 Let T be an arbitrary stationary tessellation. Then, for any xed
λℓ > 0, it holds that
C∗(γ, λℓ)
d→ Z as γ → 0 , (3.1)
where
d→ denotes onvergene in distribution and Z ∼ Exp(2λℓ), i.e., the random
variable Z is exponentially distributed with expetation (2λℓ)
−1
.
Proof Let Rγ = max{r > 0 : B(o, r) ∩ L˜oγ = B(o, r) ∩ T˜ (1)γ }, where B(o, r) denotes
the ball entered at the origin with radius r and L˜oγ is the segment ontaining the
7
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origin of the random edge set T˜
(1)
γ introdued in (2.5). It is not diult to see that
lim
γ→0
Rγ =∞ a.s. (3.2)
Reall that C∗ = c(X˜H,0), where X˜H,0 is the losest point to the origin of the point
proess X˜H = {X˜H,n} of HLC under P∗XL , and note that the values of the distribution
funtion FC∗ : (0,∞)→ (0, 1) of C∗ an be written as
FC∗(x) = P(X˜H,0 ∈ B(o, Rγ)) P(C∗ ≤ x | X˜H,0 ∈ B(o, Rγ))
+ P(X˜H,0 6∈ B(o, Rγ)) P(C∗ ≤ x | X˜H,0 6∈ B(o, Rγ))
for eah x ≥ 0. It an be shown (see e.g. [9℄) that X˜H is a Cox proess whih is
a homogeneous Poisson proess with linear intensity λℓ on the edges of T˜
(1)
γ . This
implies that
P(C∗ ≤ x | X˜H,0 ∈ B(o, Rγ)) = P(min{Z1, Z2} ≤ x,min{Z1, Z2} ≤ Rγ)
P(X˜H,0 ∈ B(o, Rγ))
for eah x > 0, where the random variables Z1 and Z2 are independent, exponentially
distributed with parameter λℓ and independent of Rγ . Furthermore, we get that
P(X˜H,0 6∈ B(o, Rγ)) = P(min{Z1, Z2} > Rγ) = E exp(−2λℓRγ) ,
sine min{Z1, Z2} is exponentially distributed with parameter 2λℓ and independent
of Rγ . Thus, using (3.2), it follows that
lim
γ→0
P(X˜H,0 6∈ B(o, Rγ)) = 0 and lim
γ→0
P(X˜H,0 ∈ B(o, Rγ)) = 1
and, onsequently, limγ→0 FC∗(x) = P(min{Z1, Z2} ≤ x) = 1− exp(−2λℓx) for eah
x ≥ 0.
Note that the ase κ = γ/λℓ → 0 with γ xed and λℓ →∞ an be treated in the
following way. Due to the saling invariane property mentioned in Setion 3.1 we
have
λℓ C
∗(γ, λℓ)
d
= C∗(γ/λℓ, 1)
for any γ, λℓ > 0. Thus, Theorem 3.1 yields that
λℓ C
∗(γ, λℓ)
d→ Z as λℓ →∞ ,
where Z ∼ Exp(2).
3.3 Asymptoti Weibull distribution for κ→∞
In this setion we assume that T is a stationary and isotropi random tessellation
whih is mixing. Furthermore, we assume that
E ν21(∂Ξ
∗) <∞ , (3.3)
where ν1(∂Ξ
∗) denotes the irumferene of the typial ell Ξ∗ of T .
8
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We investigate the asymptoti behavior of the distribution of C∗ = C∗(γ, λℓ) for
κ→∞, where γ →∞ and λℓ → 0 suh that λℓγ = λ is xed. In partiular, we show
that C∗ onverges in distribution to ξZ, where ξ ≥ 1 is a ertain onstant whih is
multiplied by the (random) Eulidean distane Z from the origin to the nearest point
of a stationary Poisson proess of intensity λ. Then, it is easy to see that Z as well
as ξZ have Weibull distributions.
Theorem 3.2 Let Z ∼ Wei(λpi, 2) for some λ > 0. Then there exists a onstant
ξ ≥ 1 suh that
C∗(γ, λℓ)
d→ ξZ as κ→∞ (3.4)
provided that γ →∞ and λℓ → 0 with λℓγ = λ, where ξZ ∼Wei(λpi/ξ2, 2).
The proof of Theorem 3.2 is split into several steps. We rst show in Lemma 4.2
that under the Palm probability measure P
∗
XL
, the Eulidean distane |X˜H,0| from the
origin to the nearest point X˜H,0 of the point proess X˜H = {X˜H,n} of HLC onverges
in distribution to the orresponding harateristi of a stationary Poisson proess
with intensity λ. Furthermore, in Lemma 4.4, we show that for some onstant ξ ≥ 1
the dierene between ξ|X˜H,0| and the shortest path length C∗ = C∗(γ, λℓ) from
the origin to X˜H,0 along the edge set T˜
(1)
γ onverges in probability to zero. Then,
ombining the results of Lemmas 4.2 and 4.4, the assertion of Theorem 3.2 follows.
4 Proof of Theorem 3.2
4.1 Some auxiliary results on onvergene of point proesses
In the proofs of Lemmas 4.1 and 4.2 whih will be given below, we use two lassi
results regarding the onvergene in distribution of point proesses, see e.g. [8, 19, 26℄.
Note that a sequene of point proesses X(1), X(2), . . . in R2 is said to onverge in
distribution to a point proess X in R2 if
lim
m→∞
P(X(m)(B1) = i1, . . . , X
(m)(Bk) = ik) = P(X(B1) = i1, . . . , X(Bk) = ik)
for any k ≥ 1, i1, . . . , ik ≥ 0 and for all nite sequenes of bounded sets B1, . . . , Bk ∈
B2 whih satisfy the ondition P(X(∂Bj) > 0) = 0 for eah j = 1, . . . , k. In this ase
we shortly write X(m) =⇒ X.
LetX = {Xn} be an arbitrary ergodi point proess in R2 with P(X(R2) = 0) = 0,
and let λ ∈ (0,∞) denote the intensity of X . Then, the following limit theorem for
independently thinned and appropriately re-saled versions of X is true. For eah c ∈
(0, 1), let X(c) denote a point proess whih arises from X by independent thinning,
where eah atom Xn of X is deleted with probability 1 − c (and survives with
probability c). Furthermore, let Y (c) be a re-saled version of X(c), where Y (c)(B) =
X(c)(B/
√
c) for eah B ∈ B2. Then, for eah c ∈ (0, 1), the point proess Y (c) is
stationary with the same intensity λ as X , and
Y (c) =⇒ Y if c→ 0, (4.1)
where Y is a stationary Poisson proess in R2 with intensity λ, see e.g. Setion 11.3
of [8℄ or Theorem 7.3.1 in [26℄. Moreover, the following ontinuity property of Palm
9
Saling limits of shortest path lengths
distributions holds. Let X,X(1), X(2), . . . be stationary point proesses in R2 suh
that P(X(R2) = 0) = P(X(m)(R2) = 0) = 0 for eah m ≥ 1 and let λ, λ(1), λ(2), . . .
denote the intensity of X,X(1), X(2), . . ., respetively. If λ(m) = λ for eah m ≥ 1 and
X(m) =⇒ X as m→∞, then
Y (m) =⇒ Y as m→∞, (4.2)
where Y, Y (1), Y (2), . . . are point proesses in R2 whose distribution is equal to the
Palm distribution of X,X(1), X(2), . . ., respetively, see e.g. Proposition 10.3.6 in [26℄.
4.2 Eulidean distane from the typial LLC to its losest
HLC
Throughout this setion we assume that the underlying tessellation T is ergodi. In
order to prove that the Eulidean distane |X˜H,0| from the typial LLC to its losest
HLC is asymptotially Weibull distributed, we rst show that the (stationary) Cox
proess XH onverges in distribution to a homogeneous Poisson proess if κ → ∞
provided that λℓγ = λ is onstant.
Lemma 4.1 If κ→ ∞, where λℓγ = λ for some onstant λ ∈ (0,∞), then XH =⇒
Y , where Y is a stationary Poisson proess with intensity λ.
Proof For eah γ > 1, let XH = XH(γ) denote the Cox proess of HLC with
parameters γ and λℓ, where λℓ = λ/γ for some onstant λ ∈ (0,∞). Note that
the Cox proess XH(γ) an be obtained from XH(1) by independent thinning with
survival probability c = 1/γ and by subsequent re-saling with saling fator
√
1/γ.
Furthermore, the Cox proess XH(1) is ergodi, sine T is ergodi. Thus, using (4.1),
we get that XH(γ) =⇒ Y as γ →∞.
Lemma 4.2 Let Z ∼ Wei(λpi, 2) for some λ > 0. Then |X˜H,0| d→ Z as κ → ∞
provided that γ →∞ and λℓ → 0 suh that λℓγ = λ.
Proof Let X∗H(γ) be a point proess in R
2
whose distribution is equal to the Palm
distribution of XH = XH(γ). Furthermore, let Y be a stationary Poisson proess
with intensity λ. Note that the distribution of Y + δo is then equal to the Palm
distribution of Y , see e.g. Proposition 13.1.VII in [8℄. Thus, using (4.2), Lemma 4.1
gives that
X∗H(γ) =⇒ Y + δo (4.3)
as γ → ∞ and λℓ → 0, where λℓγ = λ. Sine XL and XH are Cox proesses
onentrated on T
(1)
γ whih are onditionally independent given T
(1)
γ , we get that
X˜H+δ0 and the Palm version X
∗
H of XH have the same distributions. This is an easy
onsequene of the representation formula for the Palm distribution of stationary Cox
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proesses, see e.g. Setion 5.2 in [33℄. In partiular, this gives that for eah r > 0
lim
γ→∞
P(|X˜H,0| > r) = lim
γ→∞
P(X˜H(B(o, r)) = 0)
= lim
γ→∞
P((X˜H + δo)(B(o, r)) = 1)
= lim
γ→∞
P(X∗H(B(o, r)) = 1)
= P((Y + δ0)(B(o, r)) = 1)
= P(Y (B(o, r)) = 0) ,
where we used (4.3) in the last but one equality. Thus, for eah r > 0,
lim
γ→∞
P(|X˜H,0| > r) = P(Y (B(o, r)) = 0) = exp(−λpir2) ,
whih means that |X˜H,0| d→ Z ∼Wei(λpi, 2).
4.3 Shortest path length vs. saled Eulidean distane
In this setion we assume that T is a stationary and isotropi random tessellation
whih is mixing. Furthermore, we assume that the integrability ondition (3.3) is
satised. Then, we an show that for some onstant ξ ≥ 1 the dierene between
ξ|X˜H,0| and the shortest path length C∗ = C∗(γ, λℓ) from the origin to X˜H,0 along
the edge set T˜
(1)
γ onverges in probability to zero. In order to show this we need the
following auxiliary result.
Lemma 4.3 Let T˜
(1)
γ,ξ,ε =
{
u ∈ T˜ (1)γ :
∣∣c(u)−ξ|u|∣∣ < ε}, where ξ ≥ 1 is some onstant
and c(u) denotes the length of the shortest path from u to the origin along the edges
of T˜
(1)
γ . If γ → ∞ and λℓ → 0, where λℓγ = λ is xed, then there exists ξ ≥ 1 suh
that for eah ε > 0 and r > 0
lim
γ→∞
E exp
(
− λ
γ
ν1
(
T˜ (1)γ \T˜ (1)γ,ξ,ε ∩ B(o, r)
))
= 1 . (4.4)
The proof of this lemma is postponed to the Appendix. Now, using Lemma 4.3,
we are able to omplete the proof of Theorem 3.2 by showing that the following is
true.
Lemma 4.4 If γ →∞ and λℓ → 0 suh that λℓγ = λ, then there is a onstant ξ ≥ 1
with C∗(γ, λℓ)− ξ|X˜H,0| P→ 0, where P→ denotes onvergene in probability.
Proof We have to show that there exists a onstant ξ ≥ 1 suh that for any ε > 0
and δ > 0 we an hoose γ0 > 0 with
P
(∣∣C∗ − ξ|X˜H,0|∣∣ > ε) ≤ δ
for all γ > γ0. Note that
P
(∣∣C∗ − ξ|X˜H,0|∣∣ > ε)
= P
(∣∣C∗− ξ|X˜H,0|∣∣ > ε, |X˜H,0| ≤ r)+ P(∣∣C∗− ξ|X˜H,0|∣∣ > ε, |X˜H,0| > r) ,
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where r > 0 is an arbitrary xed number. Sine
P
(|X˜H,0| > r) −→ e−λπr2 as γ −→ ∞ ,
see Lemma 4.2, we an hoose r > 0 suh that P
(|X˜H,0| > r) < δ/2 for all γ > 0
suiently large. Thus, it is enough to show that there exists γ0 > 0 suh that
P
(∣∣C∗− ξ|X˜H,0|∣∣ > ε, |X˜H,0| ≤ r) ≤ δ/2 for all γ > γ0. Let N˜ = X˜H(B(o, r)) denote
the number of points of X˜H in B(o, r). Then we have
P
(∣∣C∗− ξ|X˜H,0|∣∣ > ε, |X˜H,0| ≤ r)
≤ E
(
∞∑
k=1
P(N˜ = k | T˜γ) P
(
max
i=1,...,k
(∣∣c(Yi)− ξ|Yi|∣∣) > ε ∣∣∣ T˜γ, N˜ = k)
)
= E
(
∞∑
k=1
P(N˜ = k | T˜γ)
(
1− P(∣∣c(Y1)− ξ|Y1|∣∣ ≤ ε ∣∣ T˜γ)k)
)
,
where the points Y1, . . . , Yk are onditionally independent and identially distributed
aording to ν1
( · ∩ T˜ (1)γ ∩ B(o, r))/ν1(T˜ (1)γ ∩ B(o, r)) for given T˜γ and N˜ = k. In
partiular, for the onditional probability in the latter expression, we have
P
(∣∣c(Y1)− ξ|Y1|∣∣ ≤ ε | T˜γ) =
∫
eT (1)γ ∩B(o,r)
1I[−ε,ε](c(u)− ξ|u|) ν1(du)
ν1(T˜
(1)
γ ∩B(o, r))
=
ν1
(
T˜
(1)
γ,ξ,ε ∩B(o, r)
)
ν1
(
T˜
(1)
γ ∩B(o, r)
) .
Using that N˜ ∼ Poi(λ˜) with λ˜ = λℓν1
(
T˜
(1)
γ ∩B(o, r)
)
given T˜γ , we get
∞∑
k=1
P(N˜ = k | T˜γ)
(
1− P(∣∣c(Y1)− ξ|Y1|∣∣ ≤ ε ∣∣ T˜γ)k)
= 1−
∞∑
k=0
e−
eλ λ˜
k
k!
(λℓν1(T˜ (1)γ,ξ,ε ∩ B(o, r))
λ˜
)k
= 1−
∞∑
k=0
e−
eλ 1
k!
(
λℓν1
(
T˜
(1)
γ,ξ,ε ∩ B(o, r)
))k
= 1− e−λℓ
(
ν1( eT (1)γ ∩B(o,r))−ν1(eT (1)γ,ξ,ε∩B(o,r))
)
.
Thus we have
lim
γ→∞
P
(∣∣C∗−ξ|X˜H,0|∣∣ > ε, |X˜H,0| ≤ r) ≤ 1− lim
γ→∞
E exp
(
−λ
γ
ν1
(
T˜ (1)γ \T˜ (1)γ,ξ,ε∩B(o, r)
))
.
Using Lemma 4.3 this gives that limγ→∞ P
(∣∣C∗ − ξ|X˜H,0|∣∣ > ε, |X˜H,0| ≤ r) = 0,
whih ompletes the proof.
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5 Examples
Reall that in Theorem 3.2 we assumed that the underlying tessellation T is stationary
and isotropi. The examples of tessellations disussed in the present setion obviously
possess these properties. Furthermore, we assumed in Theorem 3.2 that T is mixing
and fullls the integrability ondition (3.3). We rst show that the mixing ondition
is satised for a wide lass of tessellations. Moreover, we also show that (3.3) is true
for these tessellations.
The tessellation models onsidered in the literature fous mainly on PLT and
PVT as well as on Poisson-Delaunay tessellations (PDT), on iterated tessellations
onstruted from these basi tessellations of Poisson type and on STIT tessellations,
see e.g. [1℄[5℄, [9℄[14℄, [30℄ and [36℄[40℄. Here, we assume that an iterated tessella-
tion is either a TI/TII-superposition or a TI/TII-nesting of tessellations TI and TII as
dened e.g. in [2, 25, 40℄. Note that the edge set of a TI/TII-superposition is given
by the union T
(1)
I ∪ T (1)II , where TI and TII are independent. Furthermore, a TI/TII
nesting is onstruted by subdividing eah ell of TI by independent opies of TII .
We show that for these important models Theorem 3.2 an be applied. Furthermore,
if T is a PLT or a TI/TII-superposition/nesting with TI being a PLT, then we an
even alulate the onstant ξ expliitly that appears in Theorem 3.2. On the other
hand, if T is a PDT, we get an upper bound for ξ.
5.1 Mixing tessellations
In order to apply Theorem 3.2 we have to show that the underlying tessellation T is
mixing, where we will use the following riterion to show that a stationary random
losed set is mixing.
Lemma 5.1 A stationary random losed set Ξ in R2 is mixing if and only if
lim
|x|→∞
P(Ξ ∩ C1 = ∅, Ξ ∩ (C2 + x) = ∅) = P(Ξ ∩ C1 = ∅) P(Ξ ∩ C2 = ∅) (5.1)
for all C1, C2 ∈ R, where R is the family of all subsets of R2 whih are nite unions
of losed balls with rational radii and entres with rational oordinates.
Note that the statement of Lemma 5.1 is essentially Lemma 4 in [17℄, see also
Theorem 9.3.2 in [32℄, where the (stronger) ondition is onsidered that (5.1) holds
for all ompat sets C1, C2 ⊂ R2. However, it is easy to see that it sues to assume
that (5.1) holds for the separating lass R; see also Setion 1.4 of [29℄. To make
this lear, we only have to show that E = {FC0C1,...,Ck : C0, . . . , Ck ∈ R′, k ≥ 0} is a
semi-algebra whih generates B(F), where R′ = R ∪ ∅ and
FC0C1,...,Ck = {F ∈ F : F ∩ C0 = ∅, F ∩ C1 6= ∅, . . . , F ∩ Ck 6= ∅} .
Note that the family R′ is union-stable. Thus, by Lemma 2.2.2 in [32℄, we get that
E is a semi-algebra. Moreover, let G ⊂ R2 denote an open set, then G = ⋃∞i=1Ci
for some C1, C2, . . . ∈ R′ and FG = {F ∈ F : F ∩ G 6= ∅} =
⋃∞
n=1FSni=1 Ci , thusFG ∈ σ(E). Sine {FG : G ⊂ R2 open} generates B(F), we get that σ(E) = B(F).
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Now the statement of Lemma 5.1 an be proven by exatly the same arguments used
in the proof of Lemma 4 in [17℄.
It is well known that T is mixing if T is a PDT, PVT and PLT, respetively,
see e.g. Chapter 10.5 in [32℄, and reently it was shown that STIT tessellations are
mixing ([22℄). Furthermore, using Lemma 5.1, we an show that T is mixing if T is
an iterated tessellation onstruted from these basi tessellations of Poisson type.
Lemma 5.2 The tessellation T is mixing if T is a TI/TII-superposition of two mixing
tessellations TI and TII , or a TI/TII-nesting of a mixing initial tessellation TI and
any stationary omponent tessellation TII .
Proof Suppose rst that T is a TI/TII-superposition. Then, for any C1, C2 ∈ R
P(T (1) ∩ C1 = ∅, T (1) ∩ (C2 + x) = ∅)
= P(T
(1)
I ∩ C1 = ∅, T (1)I ∩ (C2 + x) = ∅, T (1)II ∩ C1 = ∅, T (1)II ∩ (C2 + x) = ∅)
= P(T
(1)
I ∩ C1 = ∅, T (1)I ∩ (C2 + x) = ∅) P(T (1)II ∩ C1 = ∅, T (1)II ∩ (C2 + x) = ∅) ,
sine TI and TII are independent. Thus, using Lemma 5.1, we get that T is mixing
if TI and TII are mixing. Let now T be a TI/TII-nesting and assume that C1 =
∪nj=1Bj , C2 = ∪n+mj=n+1Bj for losed balls B1, . . . , Bn+m ⊂ R2 with rational radii and
entres with rational oordinates. Let Ξ1,Ξ2, . . . be the ells of the initial tessellation
TI = {Ξn}, let D denote the family of all deompositions of the index set {1, . . . , n+
m} into nonempty subsets, and for J = {J1, . . . , Jk} ∈ D onsider the set
AJ(x) = {∪j∈Ji(Bj + x1I{j>n}) ⊂ int Ξji , i = 1, . . . , k, Ξji 6= Ξjl for ji 6= jl} , (5.2)
i.e., eah of the sets ∪j∈Ji(Bj + x1I{j>n}) is ontained in a dierent ell of TI . Using
this notation we get
lim
|x|→∞
P(T (1) ∩ C1 = ∅, T (1) ∩ (C2 + x) = ∅)
=
∑
J∈D
lim
|x|→∞
P(T (1) ∩ C1 = ∅, T (1) ∩ (C2 + x) = ∅, AJ(x)) .
Sine the ells Ξ1,Ξ2, . . . of TI are nite with probability 1, we have
lim
|x|→∞
P(T (1) ∩ C1 = ∅, T (1) ∩ (C2 + x) = ∅, AJ(x)) = 0
if there are i ≤ n and j > n with i, j ∈ Jl ∈ J . On the other hand, suppose
that J = {J1, . . . , Jk} is a deomposition of {1 . . . , n +m} with Ji ⊂ {1, . . . , n} for
i = 1, . . . , l and Ji ⊂ {n + 1, . . . , n+m} for i = l + 1, . . . , k. Then we get that
P(T (1) ∩ C1 = ∅, T (1) ∩ (C2 + x) = ∅, AJ(x))
= P(AJ(x), BJi ∩ T (1)II,i = ∅, i = 1, . . . , l, BJi + x ∩ T (1)II,i = ∅, i = l + 1, . . . , k) ,
where BJi = ∪j∈JiBj and TII,1, . . . , TII,k are independent opies of TII whih are
independent of TI . Thus we have
P(AJ(x), BJi ∩ T (1)II,i = ∅, i = 1, . . . , l, BJi + x ∩ T (1)II,i = ∅, i = l + 1, . . . , k)
= P(AJ(x)) P(BJi ∩ T (1)II,i = ∅, i = 1, . . . , l) P(BJi ∩ T (1)II,i = ∅, i = l + 1, . . . , k) .
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Moreover, sine TI is mixing, we get
lim
|x|→∞
P(AJ(x)) = P(AJ ′(o)) P(AJ ′′(o)) ,
where J ′ = {J1, . . . , Jl} and J ′′ = {Jl+1, . . . , Jk} are the deompositions of {1, . . . , n}
and {n + 1, . . . , n + m}, respetively, indued by J , and AJ ′(o) resp. AJ ′′(o) are
dened analogously to (5.2). Summarizing the above onsiderations, we get
lim
|x|→∞
P(T (1) ∩ C1 = ∅, T (1) ∩ (C2 + x) = ∅, AJ (x))
= P(AJ ′(o), BJi ∩ T (1)II,i = ∅, i = 1, . . . , l)
× P(AJ ′′(o), BJi ∩ T (1)II,i = ∅, i = l + 1, . . . , k)
= P(T (1) ∩ C1 = ∅, AJ ′(o)) P(T (1) ∩ C2 = ∅, AJ ′′(o)) ,
whih yields
lim
|x|→∞
P(T (1) ∩ C1 = ∅, T (1) ∩ (C2 + x) = ∅)
=
∑
J∈D
lim
|x|→∞
P(T (1) ∩ C1 = ∅, T (1) ∩ (C2 + x) = ∅, AJ (x))
=
∑
J ′∈D′
∑
J ′′∈D′′
P(T (1) ∩ C1 = ∅, AJ ′(o)) P(T (1) ∩ C2 = ∅, AJ ′′(o))
= P(T (1) ∩ C1 = ∅) P(T (1) ∩ C2 = ∅) ,
where D′, D′′ is the family of all deompositions of {1, . . . , n} and {n+1, . . . , n+m},
respetively. Thus, by Lemma 5.1, the nested tessellation T is mixing.
5.2 Integrability ondition (3.3)
The next result provides several lasses of stationary tessellations suh that the seond
moment of the irumferene of their typial ell is nite, where R(Ξ) denotes the
radius of the minimal ball ontaining the random onvex polygon Ξ.
Lemma 5.3 If T is a PVT, PDT, PLT and STIT tessellation, respetively, then
ER2(Ξ∗) <∞ and, onsequently,
Eν21 (∂Ξ
∗) <∞ . (5.3)
Moreover, (5.3) holds if T is a a TI/TII-superposition/nesting suh that
max{ER2(Ξ∗I),ER2(Ξ∗II)} <∞ , (5.4)
where Ξ∗I and Ξ
∗
II is the typial ell of TI and TII , respetively.
Proof Note that
Eν21(∂Ξ
∗) ≤ 4pi2ER2(Ξ∗) (5.5)
holds for the typial ell Ξ∗ of any stationary tessellation T . Furthermore, if T is a
PDT, then it is well known that ER2(Ξ∗) < ∞. This result goes bak to [27℄, see
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also Theorem 7.5 in [28℄ and Theorem 10.4.4 in [32℄. Similarly, it is well known that
ER2(Ξ∗) <∞ holds if T is a PVT or PLT, see e.g. [7℄. Sine the interior of the typial
ell of a STIT tessellation and a PLT have the same distribution ([30℄), it is lear that
ER2(Ξ∗) < ∞ also for STIT tessellations. If T = TI/TII is an iterated tessellation
with ell intensity λT , then we an use Proposition 3.1 in [24℄ and Campbell's theorem
in order to get
Eν21(∂Ξ
∗) =
λI
λT
E
( ∑
Ξi∈TII
ν21(∂(Ξi ∩ Ξ∗I)) 1I{Ξi∩Ξ∗I 6=∅}
)
=
λIλII
λT
E
∫
R2
ν21(∂(Ξ
∗
II + x ∩ Ξ∗I)) 1I{Ξ∗II+x∩Ξ∗I 6=∅} ν2(dx) ,
where λI , λII and Ξ
∗
I ,Ξ
∗
II denote the ell intensities and the typial ells, respetively,
of TI and TII . Note that we an assume that Ξ
∗
I and Ξ
∗
II are independent random
onvex bodies. Sine ν21(∂(Ξ
∗
II + x ∩ Ξ∗I)) ≤ min{ν21(∂Ξ∗I), ν21(∂Ξ∗II)} we get
Eν21 (∂Ξ
∗) ≤ λIλII
λT
E
(
min{ν21(∂Ξ∗I), ν21(∂Ξ∗II)}ν2(Ξˇ∗II ⊕ Ξ∗I)
)
≤ 4pi λIλII
λT
E
(
min{ν21(∂Ξ∗I), ν21(∂Ξ∗II)} max{R2(Ξ∗I), R2(Ξ∗II)}
)
,
where in the latter inequality we used that
ν2(Ξˇ
∗
II ⊕ Ξ∗I) ≤ piR2(Ξˇ∗I ⊕ Ξ∗II) ≤ 4pimax{R2(Ξ∗I), R2(Ξ∗II)} .
Using (5.5) and the independene of Ξ∗I and Ξ
∗
II , this gives
Eν21(∂Ξ
∗) ≤ 4pi
3 λIλII
λT
E
(
min{R2(Ξ∗I), R2(Ξ∗II)} max{R2(Ξ∗I), R2(Ξ∗II)}
)
=
4pi3 λIλII
λT
ER2(Ξ∗I)ER
2(Ξ∗II) < ∞ ,
provided that (5.4) holds.
5.3 Asymptoti Weibull distribution of shortest path lengths
In Setions 5.1 and 5.2 we showed that the assumptions of Theorem 3.2 are fullled for
several lasses of random tessellations T . Thus, we are now able to apply Theorem 3.2
to these tessellations.
Corollary 5.4 Let Z ∼ Wei(λpi, 2) and let T be a PDT, PVT, PLT or STIT tes-
sellation, or an iterated tessellation T = TI/TII suh that ondition (5.4) is fullled,
where T is either
1. a superposition of two mixing tessellations TI and TII , or
2. a nesting of a mixing initial tessellation TI and any stationary omponent tes-
sellation TII .
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Then C∗
d→ ξZ for some onstant ξ ≥ 1 provided that γ →∞ and λℓ → 0 suh that
λℓγ = λ. Furthermore, if T is a PLT or a TI/TII-superposition/nesting, where TI is
a PLT, then ξ = 1. If T is a PDT, then ξ ≤ 4/pi ≈ 1.27.
Proof The rst part of the assertion follows from Theorem 3.2 if the results of Lem-
mas 5.2 and 5.3 as well as the omments immediately before Lemma 5.2 are taken into
aount. Now we onsider the ases that T is a PLT, a TI/TII-superposition/nesting
with a PLT TI , or a PDT. To begin with, let T be a PLT with intensity 1. Then,
the edge set T˜
(1)
γ of the tessellation T˜γ introdued in Setion 2.5 is generated by a
random sequene of lines L0, L1, . . . , where L1, L2, . . . form the edge set T
(1)
γ of the
(stationary and isotropi) PLT Tγ and L0 is an isotropi line through the origin o,
whih is independent of Tγ . Thus we have
1
γ
ν1(T˜
(1)
γ \T˜ (1)γ,ξ,ε ∩ B(o, r)) ≤
1
γ
ν1(T
(1)
γ ∩B(o, r)) +
2r
γ
.
Using Theorem A.1, together with Lemma A.2, this yields that the family of random
variables {Xγ,ξ, γ > 0} with Xγ,ξ = ν1(T˜ (1)γ \T˜ (1)γ,ξ,ε∩B(o, r))/γ is uniformly integrable
sine ν1(T
(1)
γ ∩ B(o, r))/γ = pir2ν1(T (1) ∩ B(o, rγ))/ν2(B(o, rγ)) onverges to r2pi in
L1 due to the fat that the PLT T is mixing and, therefore, ergodi ([8℄, Theorem
12.2.IV). Furthermore, in Lemma 4.3 we showed that there is a ξ ≥ 1 suh that
the Laplae transform of Xγ,ξ onverges to 1, whih implies that Xγ,ξ
P−→ 0 ([20℄,
Theorem 5.3). Thus, applying Theorem A.1 again, we get that
lim
γ→∞
EXγ,ξ = 0 . (5.6)
However, if T
(1)
γ gets denser, there are lines whih interset the line through o lose
to o. Thus, all points on these lines have approximately the diret onnetions as
shortest paths whih an be used to show that ξ = 1. Suppose that ξ > 1 and let
r > 2 > ε > 0 with ξ > 1 + ε. If the line Li intersets the segment L0,ε, where
L0,ε = L0 ∩ B(o, ε/2), then for eah y ∈ Li it holds that 0 ≤ c(y)− |y| ≤ ε sine the
path from y to o via the intersetion point Li ∩L0,ε is not longer than |y|+ ε. Thus,
if |y| > 2 ∣∣c(y)− ξ|y|∣∣ = ∣∣c(y)− |y| − (ξ − 1)|y|∣∣ ≥ ε(|y| − 1) ≥ ε ,
whih means that y ∈ T˜ (1)γ \T˜ (1)γ,ξ,ε. Furthermore, if Li ∩ L0,ε 6= ∅, it is not diult to
see that ν1(Li∩B(o, r)\B(o, 2)) ≥ a for some onstant a > 0. These two observations
lead to
Xγ,ξ =
1
γ
ν1(T˜
(1)
γ \T˜ (1)γ,ξ,ε ∩ B(o, r)) ≥
1
γ
ν1
( ⋃
i:Li∩L0,ε 6=∅
{Li ∩ B(o, r)\B(o, 2)}
)
≥ a
γ
#{Li : Li ∩ L0,ε 6= ∅}
and, sine #{Li : Li ∩ L0,ε 6= ∅} ∼ Poi(2 εγ/pi),
lim inf
γ→∞
EXγ,ξ ≥ lim
γ→∞
a
γ
E#{Li : Li ∩ L0,ε 6= ∅} = 2 εa
pi
> 0 ,
17
Saling limits of shortest path lengths
whih is a ontradition to (5.6). Thus, ξ = 1 holds. If the tessellation T = TI/TII is
a superposition/nesting suh that TI is a PLT, then
1
γ
ν1(T˜
(1)
γ \T˜ (1)γ,ξ,ε ∩ B(o, r)) ≥ 1I{o∈ eT (1)
I,γ
}
1
γ
ν1(T˜
(1)
I,γ \T˜ (1)I,γ,ε ∩ B(o, r)) ,
where T˜
(1)
I,γ denotes the part of T˜
(1)
γ whih orresponds to TI . Sine TI is assumed to
be a PLT, the same arguments as above an be applied to show that ξ = 1. Finally,
let T be a PDT and let N(y) denote that node of T whih is losest to y ∈ R2. It
has been shown in [4℄ that for any t > 0 and y ∈ ∂B(o, 1), there is a path P (ty) from
N(o) to N(ty) on T (1) with length c(P (ty)) suh that almost surely
lim
t−→∞
c(P (ty))
t
=
4
pi
. (5.7)
Consider the stationary point proess T (1) ∩ L of intersetion points {Xi}, where
L = {sy : s ∈ R} and · · · < X−1 < X0 ≤ 0 < X1 < · · · , and denote by c(Xi, Xj)
the shortest path length from Xi to Xj on T
(1)
. Furthermore, onsider the stationary
marked point proess {(Xi, c(Xi, N(Xi))} and denote its typial mark by c∗N . For
eah i > 0 we then have
c(X0, Xi)
|Xi −X0| ≤
c(N(o), N(Xi))
|Xi −X0| +
c(X0, N(o))
|Xi −X0| +
c(Xi, N(Xi))
|Xi −X0|
≤ c(P (Xi))|Xi| +
c(X0, N(o))
|Xi| +
c(Xi, N(Xi))
|Xi| .
Clearly, the seond summand of the latter expression tends to 0 as i→∞. The same
is true for the third summand, beause {(Xi, c(Xi, N(Xi))} is ergodi and E c∗N <∞.
Thus, by (5.7), we get that
lim sup
i→∞
c(X0, Xi)
|Xi −X0| ≤
4
pi
. (5.8)
On the other hand, we have P(limi→∞ c(X0, Xi)/|Xi − X0| = ξ) = 1 if and only if
P(limi→∞ c(X
∗
0 , X
∗
i )/|X∗i − X∗0 | = ξ) = 1, where {X∗i } is the Palm version of {Xi}.
Now, using (5.8) and (B.7), it follows that ξ ≤ 4/pi.
5.4 Some extensions
Note that the setting of Theorem 3.2 an be generalized in dierent ways. For exam-
ple, the statement of this theorem remains valid if instead of C∗ the typial subsriber
line length S∗ is onsidered, where S∗ is the shortest path length from the origin to the
nearest point XH,0 of XH , whih is dened as the sum of the distane from the origin
to the nearest point of the edge set T (1) and the shortest path length on T (1) from
this point to XH,0 ([13℄). Note that in this ase the auxiliary results orresponding
to Lemmas 4.3 and 4.4 an be proved basially in the same way.
Furthermore, in the proof of Theorem 3.2 it is not neessary to assume that T is a
random tessellation, but it is possible to onsider an arbitrary stationary and isotropi
segment proess in R
d
whih is mixing and suh that there is only one single luster
18
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Figure 3: Densities of C∗ if T is a PLT (together with orresponding limit distribu-
tions)
with probability 1. This means in partiular that Theorem 3.2 an be extended to
random geometri graphs.
Another kind of extensions an be obtained by relaxing the assumption that XL,n
is onneted to the nearest point ofXH , i.e., TH is a Voronoi tessellation. For instane,
XL,n an be onneted to its k-th nearest neighbour of XH for any k ≥ 1. Then, in
Theorem 3.2 we only have to replae Z by the distane from the origin to the k-th
nearest point of a Poisson proess whih is distributed aording to a generalized
Gamma distribution ([15, 41℄). Further possible extensions inlude that TH is a
ertain Cox-Laguerre tessellation ([23℄) or an aggregated tessellation ([2, 34℄).
6 Conlusion and Outlook
We onsider the typial shortest path length C∗ of stohasti network models with
two hierarhy levels, where the loations of network omponents are modelled by Cox
proesses on the edges of random tessellations. It is shown that the distribution of
C∗ onverges to known limit distributions for extreme ases of the model parameters,
i.e., if a ertain saling fator κ tends to zero or innity.
The results of the present paper have appliations in the analysis of teleommu-
niation aess networks sine the distribution of C∗ is losely related to ost and
risk analysis of suh networks ([14℄). Using the tting tehniques introdued in [12℄,
an optimal tessellation model an be hosen for a given set of road data. Moreover,
the saling fator κ an be estimated. Then, on the one hand, for small values of κ
the limit distribution of C∗ is diretly available and it does not depend on the type
of the optimal tessellation model. On the other hand, for large values of κ the limit
distribution of C∗ and an upper bound for this distribution is diretly available if the
optimal model is PLT or PLT-superposition/nesting and PDT, respetively.
In order to get an idea how small or large the saling fator κ should be (to
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Figure 4: Densities of C∗ if T is a PVT (together with orresponding limit distribu-
tions)
replae the distribution of C∗ by the orresponding limit distribution) and how to
alulate the onstant ξ appearing in the limit distribution for C∗ as κ → ∞, the
density of C∗ an be estimated by Monte Carlo simulation of the typial serving zone
([36℄). This an be done for PVT, PLT and PDT as well as for superpositions and
nestings built from these basi tessellation models, using simulation algorithms of
the typial serving zone introdued in [9, 11, 37, 39℄. In Figures 3 and 4 estimated
densities for dierent values of κ are shown together with the orresponding limit
distributions if the tessellation model hosen for the underlying road system is a
PLT and PVT, respetively. As an be seen in Figure 4 (b), the density of the
Wei(λpi/1.1452, 2)-distribution approximates the density of C∗ very well for T being
a PVT and κ ≥ 1000. This suggests that in this ase the onstant ξ appearing in
Theorem 3.2 and Corollary 5.4, respetively, is approximately 1.145.
Furthermore, the limiting distributions derived in the present paper an be used
to hoose parametri densities whih an be tted to the estimated density of C∗ for a
large range of κ. Parametri families whih inlude both exponential distributions and
Weibull distributions turned out to be good hoies, see [14℄. In Figure 5 estimated
densities for dierent values of κ are shown together with tted trunated Weibull
distributions. Note that these trunated Weibull distributions have two parameters
and there is a quite good t for both tessellation models onsidered in Figure 5 and
for a large range of values of κ.
A Some mathematial bakground
In the proof of Lemma 4.3 given below we make use of some well-known results from
measure theory, the theory of subadditive proesses, and geometri measure theory
whih are briey summarized. We start with the denition of onvergene in measure
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Figure 5: Densities of C∗ (together with tted parametri densities)
and uniform integrability whih an be used to haraterize L1-onvergene. A family
of measurable funtions {fγ, γ ≥ 1} dened on a measurable spae (Ω,A, µ) and
taking values in R onverges loally in µ-measure to a measurable funtion f : Ω→ R
if
lim
γ→∞
µ({|fγ − f | ≥ ε} ∩A) = 0 (A.1)
for all ε > 0 and A ∈ A with µ(A) <∞, where µ is assumed to be a σ-nite measure.
If µ is a probability measure suh that (A.1) holds for eah ε > 0 and A = Ω, then
one says that fγ onverges in probability to f . Furthermore, if for eah ε > 0 there
is a µ-integrable funtion g suh that∫
{|fγ |≥g}
|fγ(ω)|µ(dω) ≤ ε for all γ ≥ 1 , (A.2)
then the family {fγ, γ ≥ 1} is said to be uniformly µ-integrable. With the above de-
nitions it is possible to haraterize the L1-onvergene as follows; see Theorem 2.12.4
in [6℄.
Theorem A.1 A sequene of µ-integrable funtions f1, f2, . . . : Ω→ R onverges in
L1 to a µ-integrable funtion f : Ω → R if and only if (i) fn onverges loally in
µ-measure to f and (ii) {fn} is uniformly µ-integrable.
We still mention an elementary but useful result whih immediately follows from the
denition of uniform integrability.
Lemma A.2 Let {fγ, γ ≥ 1} and {gγ, γ ≥ 1} be two families of measurable funtions
on (Ω,A, µ) whih satisfy that |fγ| ≤ |gγ| for all γ ≥ 1. Then {fγ, γ ≥ 1} is uniformly
µ-integrable if {gγ, γ ≥ 1} is uniformly µ-integrable.
Another useful tool is the notion of subadditivity. Let Y be a family of real-valued
random variables Y = {Yij, 0 ≤ i < j} dened on some probability spae (Ω,A,P).
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Note that Y an be seen as a random element of some measurable spae (S,B(S)) of
double-indexed sequenes, where B(S) is the Borel-σ-algebra of S. Then Y is alled
a subadditive proess if
1. Yik ≤ Yij + Yjk for all i < j < k,
2. Y = {Yij} d= Y′ = {Yi+1,j+1},
3. EY +01 <∞, where Y +01 = max{0, Y01}.
The following result is due to Kingman ([21℄, Theorem 1). It is alled the subadditive
ergodi theorem; see also Theorem 10.22 in [20℄.
Theorem A.3 Let Y be a subadditive proess. Then the limit
ζ = lim
j→∞
1
j
Y0j (A.3)
exists and is nite with probability one and Eζ = infj∈N EY0j/j. If Eζ > −∞, then
the onvergene in (A.3) also holds in the L1-norm. Moreover, let IS ⊂ B(S) be
the σ-algebra of subsets of S whih are invariant under the shift Y 7→ Y′, where
Y ′ij = Yi+1,j+1, and let I = Y−1IS ⊂ A be the orresponding sub-σ-algebra of events.
Then,
ζ = lim
j→∞
1
j
E
(
Y0j | I
)
. (A.4)
Note that a subadditive proess Y is alled ergodi if P(Y ∈ A) = 0 or P(Y ∈
A) = 1 for eah A ∈ IS . Thus, in the ergodi ase, the limit ζ onsidered in (A.3)
and (A.4), respetively, is almost surely onstant.
Finally, we use a deomposition of the Hausdor measure ν1 whih is a speial
ase of the generalized Blashke-Petkantshin formula ([18℄, Proposition 5.4).
Theorem A.4 Let C ⊂ R2 be a dierentiable urve and assume that
ν1({x ∈ C : Tan[C, x] = span{x}}) = 0 , (A.5)
where Tan[C, x] is the tangent at x to C and span{x} = {cx : c ∈ R} is the line
whih goes through the origin o ∈ R2 and the point x ∈ C. Then, for any measurable
g : C → [0,∞) it holds that∫
C
g(x) ν1(dx) =
∫ 2π
0
∑
xi∈C∩L
+
Φ
|xi|
sinαi
g(xi) dΦ , (A.6)
where L+Φ is the half line of diretion Φ ∈ [0, 2pi) emanating from o and αi is the angle
between Tan[C, xi] and span{xi}.
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B Proof of Lemma 4.3
With the help of Theorems A.1  A.4 stated above we are now able to prove Lemma 4.3.
Obviously, lim supγ→∞ E exp
(
− λ
γ
ν1
(
T˜
(1)
γ \ T˜ (1)γ,ξ,ε∩B(o, r)
)) ≤ 1. Thus it is suient
to show that
lim inf
γ→∞
E exp
(
− λ
γ
ν1
(
T˜ (1)γ \ T˜ (1)γ,ξ,ε ∩B(o, r)
)) ≥ 1 . (B.1)
Proof of (B.1). First reall that we an identify T˜
(1)
γ with the Palm version Λ∗
T
(1)
γ
of the stationary random measure Λ
T
(1)
γ
given by Λ
T
(1)
γ
(B) = ν1(B ∩ T (1)γ ) for B ∈ B2
sine Λ
T
(1)
γ
is the random driving measure of the Cox proess XL, see [33℄, p. 156.
Then, using the abbreviation
h(τ (1)) = exp
(
−λ
γ
ν1(τ
(1) \ τ (1)ξ,ε ∩B(o, r))
)
,
where τ
(1)
ξ,ε =
{
u ∈ τ (1) : ∣∣c(u)−ξ|u|∣∣ < ε} and c(u) denotes the length of the shortest
path from u to the origin along the edge set τ (1) of a tessellation τ with o ∈ τ (1), we get
from the Campbell theorem for stationary random measures ([8℄, Proposition 13.2.V)
that
Eh(T˜ (1)γ ) =
1
γν2(B(o, 1/γ))
E
( ∫
T
(1)
γ ∩B(o,1/γ)
h(T (1)γ − x)ν1(dx)
)
=
1
pi
E
(∫
T (1)∩B(o,1)
h
(
T (1)γ −
z
γ
)
ν1(dz)
)
,
where we used the substitution z = γx in the last expression bearing in mind that
(1/γ)T (1) = T
(1)
γ . Furthermore, we put T
(1)
γ,ε,z = {y ∈ T (1)γ : |c(y, z/γ)− ξ|y − z/γ|| <
ε}, where c(y, z/γ) denotes the length of the shortest path from y to z/γ along the
edges of the onsidered graph. Then, for eah γ ≥ 1, we get that
Eh
(
T˜ (1)γ
)
=
1
pi
E
( ∫
T (1)∩B(o,1)
exp
(
− λ
γ
ν1
(
T (1)γ \T (1)γ,ε,z ∩ B(z/γ, r)
))
ν1(dz)
)
≥ 1
pi
E
(
ν1
(
T (1) ∩ B(o, 1)) inf
z∈T (1)∩B(o,1)
exp
(
− λ
γ
ν1
(
T (1)γ \T (1)γ,ε,z ∩B(z/γ, r)
)))
=
1
pi
E
(
ν1
(
T (1) ∩B(o, 1)) exp (− sup
z∈T (1)∩B(o,1)
λ
γ
ν1
(
T (1)γ \T (1)γ,ε,z ∩B(z/γ, r)
)))
≥ 1
pi
E
(
ν1
(
T (1) ∩ B(o, 1)) exp(− sup
z∈T (1)∩B(o,1)
λ
γ
ν1
(
T (1)γ \T (1)γ,ε,z ∩B(o, r + 1)
)))
.
Now, in order to prove (B.1), it is suient to show that
Xγ,ξ
L1→ 0 for γ →∞, (B.2)
where Xγ,ξ = supz∈T (1)∩B(o,1)
1
γ
ν1
(
T
(1)
γ \T (1)γ,ε,z ∩ B(o, r + 1)
)
. To see this, note rst
that (B.2) implies that Xγ,ξ onverges in probability to 0. Thus, the random variable
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Yγ,ξ = exp(−λXγ,ξ)ν1(T (1) ∩ B(o, 1)) onverges in probability to ν1
(
T (1) ∩ B(o, 1))
if (B.2) holds. Moreover, Yγ,ξ ≤ ν1(T (1) ∩ B(o, 1)) for all γ ≥ 1 and Eν1(T (1) ∩
B(o, 1)) = pi < ∞, whih means that {Yγ,ξ, γ ≥ 1} is uniformly integrable. Hene,
Theorem A.1 yields that Yγ,ξ onverges in L
1
to ν1
(
T (1) ∩B(o, 1)) and, in partiular,
limγ→∞ 1/piEYγ,ξ = 1/piEν1
(
T (1) ∩ B(o, 1)) = 1 if (B.2) holds. Thus, (B.1) follows if
we an show that (B.2) is true.
Proof of (B.2). Sine Xγ,ξ ≥ 0 it sues to show that Eγ,ξ → 0. Furthermore,
note that with probability 1 the segments of the segment system T
(1)
γ ∩ B(o, r + 1)
fulll the onditions of Theorem A.4, sine none of these segments points to the
origin beause T (1) was assumed to be stationary. Thus, using Theorem A.4 we get
that
EXγ,ξ = E
(
sup
z∈T (1)∩B(o,1)
1
γ
∫
T
(1)
γ ∩B(o,r+1)
1I[ε,∞)
(∣∣c(y, z
γ
)− ξ|y − z
γ
|∣∣) ν1(dy))
= E
(1
γ
sup
z∈T (1)∩B(o,1)
∫ 2π
0
∑
Xi∈T
(1)
γ ∩L
+
Φ :
|Xi|≤r+1
|Xi|
sinαi
1I[ε,∞)
(∣∣c(Xi, z
γ
)− ξ|Xi − z
γ
|∣∣) dΦ)
≤r + 1
γ
E
(∫ 2π
0
sup
z∈T (1)∩B(o,1)
∑
Xi∈T
(1)
γ ∩L
+
Φ :
|Xi|≤r+1
1
sinαi
1I[ε,∞)
(∣∣c(Xi, z
γ
)− ξ|Xi − z
γ
|∣∣) dΦ)
=
2pi(r + 1)
γ
E
(
sup
z∈T (1)∩B(o,1)
∑
Xi∈T
(1)
γ ∩L
+:
|Xi|≤r+1
1
sinαi
1I[ε,∞)
(∣∣c(Xi, z
γ
)− ξ|Xi − z
γ
|∣∣))
= 2pi(r + 1)Egγ
(
T (1)
)
,
where in the last but one line we used Fubini's theorem and the isotropy of T
(1)
γ ,
denoting by L+ = L+0 the half line with diretion Φ = 0, and in the last expression
we used the abbreviation
gγ
(
T (1)
)
=
1
γ
sup
z∈T (1)∩B(o,1)
∑
Xi∈T
(1)
γ ∩L
+:
|Xi|≤r+1
1
sinαi
1I[ε,∞)
(∣∣c(Xi, z
γ
)− ξ|Xi − z
γ
|∣∣) . (B.3)
Sine the point proess T (1)∩R is stationary with intensity 2/pi ([32℄, Theorem 4.5.3),
where we identify R with the x-axis, we an apply the inversion formula for Palm
distributions of stationary point proesses on R; see Proposition 11.3 (iii) in [20℄.
Thus, if T (1)∗ denotes the Palm version of T (1) with respet to the point proess
T (1) ∩ R, we get that
Egγ
(
T (1)
)
=
2
pi
E
( ∫ ∞
0
1I[0,X∗1 ](x) gγ
(
T (1)∗ − x) dx) ,
where the points of {X∗i } = T (1)∗ ∩ R are numbered in asending order suh that
. . . < X∗−1 < X
∗
0 = 0 < X
∗
1 < X
∗
2 < . . .. Hene, in order to prove (B.2) it sues to
show that
lim
γ→∞
E
( ∫ ∞
0
1I[0,X∗1 ](x) gγ
(
T (1)∗ − x) dx) = 0 , (B.4)
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where the funtion gγ : F → [0,∞) is given in (B.3). The proof of (B.4) is subdivided
into two main steps. First, we show that
lim
γ→∞
g˜γ
(
x, T (1)∗
)
= 0 (B.5)
almost everywhere with respet to the produt measure ν1 ⊗ P∗, where we used
the abbreviating notation g˜γ(x, T
(1)∗) = 1I[0,X∗1 ](x) gγ(T
(1)∗ − x) and P∗ denotes the
distribution of T (1)∗. Then, we show that {g˜γ, γ > 0} is uniformly (ν1⊗P∗)-integrable.
By means of Theorem A.1, this implies that (B.4) holds.
Proof of (B.5). Note that for eah x ∈ [0, X∗1 ] we get
gγ
(
T (1)∗ − x)
≤ 1
γ
sup
z∈(T (1)∗−x)∩B(o,1)
∑
Xi∈(T
(1)∗
γ −
x
γ
)∩L+:
|Xi|≤r+1
1
sinαi
1I[ε,∞)
(∣∣c(Xi, z
γ
)− ξ|Xi − z
γ
|∣∣)
=
1
γ
sup
z∈T (1)∗∩B(x,1)
∑
X∗i ∈T
(1)∗∩(L++x):
X∗i ∈B(x,(r+1)γ)
1
sinαi
1I[ε,∞)
(1
γ
∣∣c(X∗i , z)− ξ|X∗i − z|∣∣)
≤ 1
γ
∑
X∗i ∈T
(1)∗∩(L++x):
X∗i ∈B(x,(r+1)γ)
1
sinαi
sup
z∈T (1)∗∩B(x,1)
1I[ε,∞)
(1
γ
∣∣c(X∗i , z)− ξ|X∗i − z|∣∣) .
Thus,
gγ
(
T (1)∗ − x)
≤ 1
γ
∑
X∗i ∈T
(1)∗∩L+:
|X∗i |≤(r+a)γ
1
sinαi
sup
z∈T (1)∗∩B(o,a)
1I[ε,∞)
(1
γ
∣∣c(X∗i , z)− ξ|X∗i − z|∣∣)
=
1
γ
∑
X∗i ∈T
(1)∗∩L+:
|X∗i |≤(r+a)γ
1
sinαi
1I[ε,∞)
(1
γ
sup
z∈T (1)∗∩B(o,a)
∣∣c(X∗i , z)− ξ|X∗i − z|∣∣) ,
where a = 1 +X∗1 . Furthermore, we have
1
γ
sup
z∈T (1)∗∩B(o,a)
∣∣c(X∗i , z)− ξ|X∗i − z|∣∣ ≤ 1γ (c(o,X∗i )− ξ|X∗i |)
+
1
γ
(
sup
z∈T (1)∗∩B(o,a)
c(z, o) + ξa
)
,
sine c(X∗i , o) − c(o, z)≤ c(X∗i , z)≤ c(X∗i , o) + c(o, z) and ξ|X∗i | − ξa ≤ ξ|X∗i − z| ≤
ξ|X∗i |+ ξa for all i ≥ 1 and z ∈ T (1)∗∩B(o, a). Clearly, the seond term of this upper
bound tends to zero P
∗
-almost surely as γ → ∞. Thus in order to show that (B.5)
holds, it sues to prove that P
∗
-almost surely
1
γ
(
c(o,X∗i )− ξX∗i
) ∈ (− ε
2
,
ε
2
)
(B.6)
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for all suiently large i ≥ 1 suh that X∗i ≤ (r + a)γ.
Proof of (B.6). Note that X = {|X∗i −X∗j |, i, j ≥ 1, i < j} is an additive proess,
beause |X∗i − X∗k | = |X∗i − X∗j | + |X∗j − X∗k | for i < j < k. Sine T (1)∗ ∩ R is
yle-stationary (see e.g. [35℄), we have that {|X∗i −X∗j |} d= {|X∗i+1 −X∗j+1|}, where
0 < EX∗1 <∞. Thus, by Theorem A.3 we get that the nite limit limi→∞X∗i /i = ζX
exists P
∗
-almost surely. Furthermore, onsider the family Y = {Yij, i, j ≥ 1, i < j}
of non-negative random variables with Yij = c(X
∗
i , X
∗
j ), where c(X
∗
i , X
∗
j ) denotes the
shortest path length fromX∗i toX
∗
j on T
(1)∗
. Then, it is easy to see that Yik ≤ Yij+Yjk
for i < j < k. By the yle-stationarity of T (1)∗ ∩R, we have that {Yij} d= {Yi+1,j+1},
where EY01 = Ec(X
∗
0 , X
∗
1 ) < ∞ holds by ondition (3.3); see the next paragraph
below. Thus Y is a subadditive proess and we an again apply Theorem A.3 to get
that the nite limit limj→∞ c(X
∗
0 , X
∗
j )/j = ζY exists P
∗
-almost surely. Sine X and Y
are ergodi (see the paragraphs below), the limits ζX and ζY are onstant. Notiing
that 0 < EX∗1 = ζX ≤ ζY <∞, this gives that
lim
j→∞
c(o,X∗j )
X∗j
= lim
j→∞
j
X∗j
c(X∗0 , X
∗
j )
j
= ξ , (B.7)
where ξ = ζY/ζX ∈ [1,∞). Now let ε˜ > 0 suh that ε˜(r + a) < ε/2. Then (B.7)
implies that with probability 1
c(o,X∗i )
X∗i
− ξ ∈ (−ε˜, ε˜)
for all i suiently large and, therefore,
1
γ
(
c(o,X∗i )− ξX∗i
) ∈ (− ε
2
,
ε
2
)
if i is suiently large and X∗i /γ ≤ r + a.
Proof of Ec(X∗0 , X
∗
1 )<∞. Consider the stationary marked point proess {(Xn,Ξ+n )},
where {Xn} = T (1) ∩R is the point proess of intersetion points of the edge set T (1)
with the line R, and Ξ+n the ell of T on the right of Xn. Let λ
+
denote the intensity
of the marked point proess {(Xn,Ξ+n )}, and Ξ+∗ its typial mark. Then, by the
denition of the Palm mark distribution (see e.g. Setion 2.2), we get that
E c(X∗0 , X
∗
1 ) ≤ E ν1(∂Ξ+∗) =
1
λ+
E
∑
Xi∈T (1)∩[0,1)
ν1(∂Ξ
+
i )
=
1
λ+
E
∑
Ξi∈T
1I{∂+Ξi∩[0,1)6=∅}ν1(∂Ξi) ,
where ∂+Ξ denotes that part of the boundary of Ξ with outer unit normal vetor in
[pi/2, 3pi/2). Thus, applying Campbell's theorem to the latter expression, we have
Ec(X∗0 , X
∗
1 ) ≤
λT
λ+
Eν1(∂Ξ
∗)
∫
R2
1I{∂+Ξ∗+x∩[0,1)6=∅}ν2(dx)
=
λT
λ+
Eν1(∂Ξ
∗)ν2([0, 1)⊕ ∂+Ξ∗) ,
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where λT = 1/E ν2(Ξ
∗). Sine ν2([0, 1)⊕∂+Ξ∗) ≤ a ν1(∂Ξ∗) for some onstant a <∞,
this implies that E c(X∗0 , X
∗
1 ) ≤ (aλT/λ+)Eν21(∂Ξ∗). Thus, the assertion is shown.
Ergodiity. We only prove that X is ergodi, beause the ergodiity of Y an be
shown in the same way. Reall that by IS ⊂ B(S) we denote the σ-algebra of those
subsets of the spae S of double-indexed sequenes, whih are invariant under the
shift {|X∗i − X∗j |} 7−→ {|X∗i+1 − X∗j+1|}. Furthermore, note that X = h(T (1)∗γ ) for
some measurable funtion h : F → S, where for any tessellation τ in R2 and A ∈ IS ,
we have h(τ (1)) ∈ A if and only if h(τ (1) − x) ∈ A for all x ∈ [0,∞). Thus, from the
denition of the Palm distribution of the stationary point proess {Xi} = T (1) ∩ R
with intensity 2/pi, we get for any A ∈ IS that
P(X ∈ A) = P(h(T (1)∗) ∈ A)
=
pi
2
E
∑
Xi∈T (1)∩B(o,1)∩L+
1IA(h(T
(1) −Xi))
=
pi
2
E
(
1IA(h(T
(1))) #{Xi ∈ T (1) ∩ B(o, 1) ∩ L+}
)
=
pi
2
E
(
1Ih−1(A)(T
(1)) #{Xi ∈ T (1) ∩ B(o, 1) ∩ L+}
)
.
On the other hand, sine T1 is mixing and h
−1(A) = h−1(A) + x for any A ∈ IS and
x ∈ L+, we have
P
(
T (1) ∈ h−1(A)) = lim
|x|→∞,x∈L+
P
(
T (1) ∈ h−1(A), T (1) − x ∈ h−1(A))
= P
(
T (1) ∈ h−1(A))2 ,
whih implies that P
(
T (1)∈ h−1(A)) = 0 or P(T (1)∈ h−1(A)) = 1. Thus, altogether,
we have
P(X ∈ A) = P(T (1) ∈ h−1(A)) pi
2
E #{Xi ∈ T (1) ∩ B(o, 1) ∩ L+}
= P
(
T (1) ∈ h−1(A))
and, onsequently, P(X ∈ A) = 0 or P(X ∈ A) = 1 for any A ∈ IS , whih means
that X is ergodi.
Uniform integrability. Finally, we show that the family {g˜γ, γ > 0} onsidered
in (B.5) is uniformly (ν1 ⊗ P∗)-integrable. From the ergodi theorem for stationary
marked point proesses ([8℄, Theorem 12.2.IV), we get that
lim
γ→∞
1
γ
∑
Xi∈T (1)∩L+:
|Xi|≤(r+1)γ
1
sinαi
= (r + 1) lim
γ→∞
1
(r + 1)γ
∑
Xi∈T (1)∩L+:
|Xi|≤(r+1)γ
1
sinαi
= (r + 1) E(sinα∗)−1
almost surely and in L1 sine the point proess T (1)∩R marked with the intersetion
angles is ergodi, whih an be shown in the same way as the ergodiity of X. Here
α∗ denotes the typial intersetion angle whih is distributed aording to the density
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fα∗(α) = sin(α)/2 for 0 ≤ α < pi, see e.g. [33℄, p. 288. This yields E(sinα∗)−1 =
pi/2 <∞. Thus
0 = lim
γ→∞
E
∣∣∣∣ 1γ ∑
Xi∈T (1)∩L+:
|Xi|≤(r+1)γ
1
sinαi
− (r + 1) E(sinα∗)−1
∣∣∣∣
= lim
γ→∞
2
pi
E
∫
R
1I[0,X∗1 ](x)
∣∣∣∣ 1γ ∑
Xi∈(T
(1)∗−x)∩L+:
|Xi|≤(r+1)γ
1
sinαi
− (r + 1) E(sinα∗)−1
∣∣∣∣ dx ,
where in the last equality we used the inversion formula for Palm distributions of
stationary marked point proesses on R; see Proposition 11.3 (iii) in [20℄. In other
words, we showed that
1I[0,X∗1 ](x)
1
γ
∑
Xi∈(T
(1)∗−x)∩L+:
|Xi|≤(r+1)γ
1
sinαi
−→ (r + 1)1I[0,X∗1 ](x) E(sinα∗)−1
in L1(ν1⊗ P∗) as γ →∞. This means in partiular that the family {hγ, γ > 0} with
hγ(x, T
(1)∗) = 1I[0,X∗1 ](x)
1
γ
∑
Xi∈(T (1)∗−x)∩L+:
|Xi|≤(r+1)γ
1
sinαi
is uniformly (ν1 ⊗ P∗)-integrable; see Theorem A.1. Furthermore, we have that
1I[0,X∗1 ](x)gγ(T
(1)∗ − x) ≤ 1I[0,X∗1 ](x)
1
γ
∑
Xi∈(T
(1)∗−x)∩L+:
|Xi|≤(r+1)γ
1
sinαi
.
Thus Lemma A.2 yields that the family {g˜γ, γ > 0} onsidered in (B.5) is uniformly
(ν1 ⊗ P∗)-integrable.
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