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ABSTRACT
With the increasing use of the Web of Data and the de-
velopment of data based analysis applications, there is a
real need for developing suitable methods and techniques
for evaluating and help ensuring web data quality. Among
Quality dimensions, completeness is recognized as difficult
to evaluate, as it often relies on gold standards and/or a
reference data schema that are neither always available nor
realistic from a practical point of view. In this paper, we
propose an approach for Linked Data completeness assess-
ment. The approach is a two-step process: first, mining
from a data source, a schema that reflects the actual rep-
resentation of data, which, in the second step, is used for
completeness evaluation. The paper presents both theoreti-
cal background and experimental results performed on real-
world RDF linked datasets.
Keywords
Linked Data, RDF Data Quality, Completeness, Quality
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1. INTRODUCTION
Nowadays, with the development of web technologies, data
is considered as a strategic asset for increasing companies’
revenue. This phenomenon is enhanced thanks to the crowd
sourced community efforts that led to the availability of
huge structured data sets covering a wide variety from sev-
eral sources such as civil society, local communities and do-
main experts. This data is being released continuously and,
thanks to its digital format, it is mainly suitable for comput-
erized usage leading to the development of new techniques,
technologies, practices and methodologies aiming to better
understand business and market needs. As a consequence,
this data, accessible from a wide range of users, empowers
and even influences decision making processes. According
to a report by the McKinsey Global Institute [19], by using
social technologies, companies could increase margins by as
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much as 60 percent. In research area, the exploration of se-
mantic links between datasets will enable novel analyzes to
be performed. For example, linked open drug data aims to
connect previously unlinked results from clinical trials, gene
expression assays, and chemical testing [27].
However, as data publishing does not require special ex-
pert knowledge or skills, availability of data does not always
guarantees its usability. This means that the quality of pub-
lished data is not as good as we could expect leading to a
low added value and low reliability of the derived conclu-
sions. Information quality has been extensively studied in
the context of relational databases [29, 21]. However, in
the context of Web of Data, this is an emerging issue and
a real challenge for future research. Indeed, Linked Open
Data1 (LOD) through HTTP URI’s offer an infrastructure
for publishing and navigating through data without ensur-
ing the quality of its usage [3]. As a consequence, there is
a real need for developing suitable methods and techniques
for evaluating and help ensuring web data quality.
Quality of the Web of Data attracted recent interest and
main contributions go into two directions. The first one re-
lies on user contribution to qualify the quality of data and
is thus subjective. The second one, more objective, mainly
concentrates on data provenance. In this paper we are more
precisely concerned with data completeness as a dimension
of data quality and the way to assess it. Indeed, data com-
pleteness is recognized as an important quality dimension
and providing completeness information about a data source
helps increasing the confidence of such a source.
Data completeness has two facets. The first one analyzes
whether all data is available. Such completeness is known as
structural completeness [1] and requires a reference bench-
mark or gold data set as completeness reference. This vision
is more related to the amount of data provided and its rel-
evance to answer users requests. The second facet entails
having a value for each property of the data. This latter
is then said complete if all necessary values are recorded.
A traditional way to measure completeness in this case is
the rate of missing values. This subsumes that data rely on
an agreed and well-designed schema in which properties are
equally relevant. Indeed, assessing completeness as the rate
of missing values does not take into account the fact that
missing a marginal property should have a less importance
than missing an essential value. In the context of web data
1http://lod-cloud.net
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these two assumptions are not satisfied.
Let’s consider, for instance, a collaboratively built dataset.
In this case, the traditional top down vision of a predefined
schema is no true. Both data and underlying schema evolve
continuously as data are described by several communities
having different views and needs. The challenge is thus to
provide a suitable completeness assessment method taking
into account the absence of an agreed schema. Accordingly,
we adopt in the remaining of the paper the definition from
[28] for completeness as the ability to represent every mean-
ingful state of the represented real world system. This def-
inition highlights two interesting aspects. The first one is
the notion of state considering the combination of prop-
erties rather than their individual values. The second is
the notion of meaningful state’ suggesting that complete-
ness should take into account the relevance of properties
when analyzing missing values.
We aim to provide an approach for RDF data complete-
ness assessment. Our approach could be applied based on
a reference schema that is inferred from data values. This
schema will represent the meaningful state of the considered
dataset. In summary, we make the following contributions:
1. We use a mining approach to infer a schema from data,
as we consider that no predefined schema exists.
2. We introduce a novel approach for data completeness
assessment based on both the inferred schema and the
data.
3. We experimentally assess our approach by using real-
world datasets as a case study. We analyzed the rela-
tionship between the completeness and the number of
properties in the inferred schema, and the complete-
ness and the robustness of the calculation when dataset
size varies.
The remainder of this paper is organized as follows: sec-
tion 2 presents a motivating example introducing the prob-
lem tackled in this article; section 3 gives a formal descrip-
tion of the problem; section 4 details the mining-based ap-
proach; section 5 presents and analyzes a set of experiments;
section 6 summarizes a related literature on the subject
while section 7 draws conclusions and future research di-
rections.
2. MOTIVATING EXAMPLE
We illustrate in this section the main idea behind our ap-
proach through an example that shows the issues and the
difficulties encountered in the calculation of a dataset com-
pleteness. Let consider the set of scientists described in the
well-known open linked dataset, DBpedia. We would like to
know, when querying this dataset about a particular scien-
tist, if the information provided for this scientist are com-
plete or not. We would like also to know if all the scientists
in this dataset are well described.
To do so, the first intuition consists of comparing the prop-
erties used in the description of each scientist with a refer-
ence scientist schema (ontology). For example, in DBpedia,
the class Scientist2 has a list of 4 properties (e.g. doctor-
alAdvisor), but these properties are not the only ones used
in the description of a scientist (e.g. the birthdate prop-
erty is not present in this list). Indeed, the class Scientist
has a super class called Person. So, the description of a
scientist may also take into account the properties of this
class. Therefore, to obtain an exhaustive list of the whole
properties used in the description of a scientist, we have to
calculate the union of the set of properties of the class Sci-
entist and all its ancestors. For our example, the reference
scientist schema that we called Scientist Schema could be
calculated as follows:
Scientist Schema = {Properties on Scientist} ∪
{Properties on Person} ∪ {Properties on Agent} ∪
{Properties on Thing}
such that: Scientist v Person v Agent v Thing
Thus, the completeness of a scientist description (e.g. Al-
bert Einstein) will be the proportion of properties used in
the description of this scientist to the total number of prop-
erties in Scientist Schema. In the case of DBpedia, with
a simple SPARQL query3, we can obtain the size of Scien-
tist Schema, which is equal to 664 (A-Box properties). So,
the completeness of the description of Albert Einstein could
be calculated as follows:
Comp(Albert Einstein) =
|Properties on Albert Einstein|
|Scientist Schema|
=
21
664
= 4, 21%
However, on the one hand, we know that the description
of a scientist does not possibly need all the properties of the
schema. For example, the property weapon is far from being
relevant in the description of Albert Einstein (in DBpedia,
this property is not used in any scientist instances, whether
it is part of the Scientist Schema) and cannot have the same
importance as, for instance, the name or the university of
a scientist. This is also the case of several properties in
Scientist Schema. In addition, a description, with 21 A-
Box properties4 (and 66 T-Box and other external proper-
ties), of a scientist seems to be actually a good representation
and provides enough useful information about this scientist.
Thus, considering that the description of Albert Einstein has
solely 4.21% as a value of completeness is quite reductive.
On the other hand, when we calculate, for example, the com-
pleteness of the first 1000 scientists, we obtained a value of
completeness equals to 1.37% (lower that the one obtained
for the so ”famous” scientist Albert Einstein). This is due to
the fact that several ”not famous” scientist has a very few
number of A-Box properties. Therefore, the completeness of
the whole dataset gets lower regarding to the number of the
”not famous” scientists (it certainly get even lower when it
calculated for the 18,233 DBpedia scientists5).
2http://mappings.dbpedia.org/server/ontology/
classes/
3Performed on: http://dbpedia.org/sparql
4http://dbpedia.org/resource/Albert_Einstein
5http://wiki.dbpedia.org/Datasets/
DatasetStatistics (statistics of the DBpedia 2014
version for the english language)
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We can finally conclude that, the completeness as calcu-
lated here, does not provide us with the relevant value re-
garding the real representation of scientists in the DBpedia
dataset. Hence, to overcome this issue, there is a need to
explore instances to get an idea about how they are actu-
ally describing and which properties, with the importance
of each one, are used. Based on data mining, the approach
that we propose in this paper, deals with this issue by ex-
tracting, from a set of instances (of the same class), the
pattern of the most representative properties and calculates
a completeness in respect to this pattern.
3. PROBLEM STATEMENT
The problem of completeness evaluation is not to find an
absolute value but to compute the more suitable one for the
context of use. In our situation, the context is a dataset
representing a category or a set of categories such as Actor
or Organization. Table 1 illustrates some instances of the
Actor category in form of triples, taken from DBpedia.
Table 1: A sample of triples from DBpedia
Subject Predicate Object
Ben Affleck birthDate 1972-01-01
Ben Affleck residence Los Angeles
Angelina Jolie birthDate 1975-06-04
Angelina Jolie citizenship United States
Adam West birthDate 1928-09-19
Adam West citizenship American
Adam West residence Ketchum, Idaho
Each Category is described by a set of properties (pred-
icates) and an instance of this category could have a value
for all the properties or only for a subset of these properties.
This subset is called transaction. Table 2 represents the set
of transactions constructed from the triples of the table 1.
Table 2: Transactions created from triples
Instance Transaction
Ben Affleck birthDate, residence
Angelina Jolie birthDate, citizenship
Adam West birthDate, citizenship, residence
More formally, lets define a datasetD to be triple (C, IC , P ),
where C is the set of categories (e.g., Actor, City), IC is the
set of instances for categories in C (e.g., Ben Affleck is an
instance of the Actor category), and P = {p1, p2, ..., pn} is
the set of properties (e.g residence(Person, P lace)).
Let T = {t1, t2, ..., tm} be a set of transactions with ∀k, 1 ≤
k ≤ m : tk ⊆ P be a vector of transactions over P , and E(tk)
be the set of items in transaction tk. Each transaction is a
set of properties used in the description of the instances of
the subset I′ = {i1, i2, ..., im} with I′ ⊆ IC (e.g., properties
used to describe the Ben Affleck instance are: birthDate and
residence). We consider CP the completeness of I′ against
properties used in the description of each of its instances.
Problem definition Given a dataset D, a subset of in-
stances I′, and a set of transactions T constructed from I′,
we would like to calculate the completeness CP of I′.
4. THE MINING-BASED APPROACH
Completeness at the data level assesses missing values [26].
This vision requires a schema that needs to be inferred from
the data source. However, as we mentioned in the motivat-
ing example, considering a schema as the union of all prop-
erties used for a category description is not relevant. Indeed,
this vision neglects the fact that missing values could express
inapplicability [6]. A missing value is said inapplicable when
it represents a property that is inapplicable to the particular
object or instance. In this case, we could conclude that all
properties are not equally important.
To take this aspect into consideration, we propose an ap-
proach that calculates the completeness of an input dataset
by posing the problem as an itemset mining problem. There-
fore, the process of inferring a reference schema will consider
the real data, actually contained in the dataset. Our mining-
based approach includes two steps:
1. Properties mining: Given a dataset D, we first rep-
resent the properties, used for the description of the D
instances, as a transactions vector. We then apply the
well known FP-growth algorithm [13, 14] for mining
frequent itemsets (we chose FP-growth for efficiency
reasons. Any other itemset mining algorithm could,
obviously, be used). Only a subset of these frequent
itemsets, called ”Maximal” [20, 11, 12], is captured.
This choice is motivated by the fact that, on the one
hand, we are interested in the expression of the fre-
quent pattern and, on the other hand, the number of
frequent patterns could be exponential when the trans-
action vector is very large (see Section 4.1 for details).
2. Completeness calculation: Once the set of maxi-
mal frequent itemsets MFP is generated, we use the
apparition frequency of items (properties) in MFP,
to give each of them a weight that reflects how impor-
tant the property is considered for the description of
instances. Weights are then exploited to calculate the
completeness of each transaction (regarding the pres-
ence or absence of properties) and, hence, the com-
pleteness of the whole dataset.
In the following we give a detailed description of each step.
4.1 Properties mining
Let D(C, IC , P ) be a dataset and I′ be a subset of in-
stances with I′ ⊆ IC . We first initialize T = φ, MFP = φ.
For each i ∈ I′ we generate a transaction t. Indeed, each
instance i is related to values (either resources or literals)
through a set of properties. Therefore, a transaction tk of
an instance ik is a set of properties such that tk ⊆ P . Trans-
actions generated for all the instances of I′ are then added
to the T set.
Example 1. Taking table 1, let I′ be a subset of instances
such that: I′ = {Ben Affleck, Angelina Jolie, Adam West}.
The set of transaction T would be:
T = {{birthDate, residence}, {birthDate, citizenship},
{birthDate, citizenship, residence}}
The objective is then to compute the set of frequent pat-
terns FP from the transaction vector T .
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Definition 1. (Pattern) Let T be a set of transactions.
A pattern Pˆ is a sequence of properties shared by one or
several transactions t in T .
For any pattern Pˆ , let E(Pˆ ) be the corresponding set of
items (constitutes, in our case, of properties), and T (Pˆ ) =
{t ∈ T | E(Pˆ ) ⊆ E(t)} be the corresponding set of trans-
actions. E(Pˆ ) designates the expression of Pˆ , and |T (Pˆ )|
the support of Pˆ . A pattern Pˆ is frequent if 1|T | |T (Pˆ )| ≥ ξ,
where ξ is a user-specified threshold.
Example 2. Taking table 2, let Pˆ = {birthDate, residence}
and ξ = 60% . Pˆ is frequent as its relative support (66.7%)
is greater than ξ.
To find all the frequent patterns FP, we used, as we mo-
tivated above, the FP-growth itemsets mining algorithm.
However, according to the size of the transactions vector,
the FP-growth algorithm could generate a very large FP
set. As our objective is to see how a transaction (a descrip-
tion of an instance) is complete against a set of properties,
we focus on the pattern expression (in terms of items it con-
tains) instead of its support.
For completeness calculation, we need to select a pattern
to serve as reference schema. This pattern should present
a right balance between frequency and expressiveness. In
itemset mining, a concept, called ”Maximal” frequent pat-
terns, allow us finding this subset. Thus, to reduce FP, we
generate a subset containing only ”Maximal” patterns.
Definition 2. (MFP) Let Pˆ be a frequent pattern. Pˆ is
maximal if none of its proper superset is frequent. We define
the set of Maximal Frequent Patterns MFP as:
MFP = {Pˆ ∈ FP | ∀Pˆ ′ ) Pˆ : |T (Pˆ
′)|
|T | < ξ}
Example 3. Taking table 2, let ξ = 60% and the set of fre-
quent patterns FP = {{birthDate},{residence},{citizenship},
{birthDate,residence} {birthDate,citizenship}}. The MFP
set would be:
MFP = {{birthDate,residence}, {birthDate,citizenship}}
4.2 Completeness calculation
In this step our goal is to find a unique pattern that al-
lows us evaluating the completeness of a transaction regard-
ing this pattern. However, the maximal frequent patterns
MFP, that we generated in the previous steps, contains
often several candidate patterns. In this case, our strategy
consists of reducing the MFP set to obtain only one pat-
tern. However, all the properties fromMFP are not equally
important. We consider for that two aspects; the apparition
frequency of an item (a property) inMFP, and the support
of each Pˆ ∈ FP containing this item. The result will be a
weighted frequent pattern that we denote Pˆw. This pattern
will be used then as a reference schema in the completeness
calculation.
Definition 3. (Weighted frequent pattern) Let MFP be
a set of maximal frequent pattern. A weighted frequent
pattern Pˆw is a set of couples < p,w(p) > composed of a
property p and a weight w associated to this property. The
weight w is calculated as follows:
∀p ∈
n⋃
i=1
E(Pˆi) : w(p) =
1
|MFP|
n∑
i=1
δ(p, i).
|T (Pˆi)|
|T | (1)
such that: p a singleton, Pˆi ∈MFP and
δ(p, i) =
{
1 if p ∈ E(Pˆi)
0 otherwise
The equation 1 takes into account, as we mentioned above,
the frequency of a property p by checking, via the δ param-
eter, its presence on the itemset of each maximum frequent
pattern. As the weight is calculated relatively to the num-
ber of transactions in T (to get a relative support), its value
will range between 0 and 1.
Example 4. Let MFP = {{birthDate,residence}, {birth-
Date,citizenship}} where both itemsets have a support of
67%. The set of the weighted frequent patterns Pˆw would
be:
Pˆw = {{birthDate, 0.67}, {residence, 0.33},
{citizenship, 0.33}}
Once we obtained the weighted pattern Pˆw, we carry out
for each transaction, a comparison between its correspond-
ing properties and the weighted properties of Pˆw. We get,
therefore, an indication about the completeness of each trans-
action t ∈ T .
Definition 4. (Completeness C) Let I′ a subset of instances,
T the set of transactions constructed from I′, and Pˆw the
set of weighted frequent properties. The completeness of I′
corresponds to the completeness of its transaction vector T
obtained by calculating the average of the completenesses
of each transaction regarding Pˆw. Therefore, we define the
completeness CP of a subset of instance I′ as follows:
CP(I′) = 1|T |
|T |∑
k=1
n∑
j=1
w(pj ∩ E(tk))
W (2)
such that:
w(∅) = 0, W =
n∑
j=1
w(pj), pj ∈
n⋃
j=1
E(Pˆj), and Pˆj ∈MFP
It is worth noting that, the weights of the properties allow
us to evaluate the completeness of a given transaction with
respect to a context, which is in our case, the properties
used in the all transactions. The Algorithm 1 shows the
pseudo-codes for calculating CP(I′).
Example 5. Let ξ = 60%. The completeness of the subset
of instances in table 1 regarding Pˆw = {{birthDate,0.67},
{residence,0.33},{citizenship,0.33}}, would be:
CP(I′) = (2∗(0.33+0.67)+(0.33+0.33+0.67))/1.33∗3 = 0.83
This value corresponds to the completeness average value
for the whole dataset regarding the inferred schema Pˆw.
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Algorithm 1 Completeness calculation
Input: D, I′, ξ
Output: CP(I′)
for each i ∈ I′ do
ti =
∣∣p1 p2 . . . pn∣∣
T = T + ti
. Properties mining
MFP = Maximal(FP-growth(T , ξ))
Pˆw =< nil, nil >
for each Pˆ ∈MFP do
for each p ∈ Pˆ do
. Using equation 1
w(pi) = CalculateWeight(p,MFP, T )
Pˆw.put(pi, w(pi))
. Using equation 2
return CP (I′) = CalculateCompleteness(I′, T , Pˆw)
5. EMPIRICAL EVALUATION
This section is devoted to a set of experiments aiming
to evaluate our approach against a variation of its underly-
ing parameters. The evaluation methodology explores the
behavior of completeness metric regarding two sides. The
first concerns the impact of the number of instances whereas
the second is related to the user-specified threshold ξ. The
experiments were performed on two well-known real-world
datasets, publicly available on the Linked Open Data (LOD).
The first one, DBpedia, is a large knowledge base com-
posed of structured information extracted collaboratively
from Wikipedia. It describes currently 4.58 million things.
The second dataset, Freebase, is a large collaborative knowl-
edge base of the world’s information, built mainly from data
provided by its community members. The last version of
Freebase (before its migration to Wikidata) includes approx-
imately 47.3 million topics and 2.9 billion facts.
5.1 Dataset description
For the evaluation of the robustness of our approach we
are looking to investigate its behavior regardless the nature
of data. To do so, for each dataset we have chosen a couple of
categories from different natures. For DBpedia, we studied
the completeness of instances that have as types the follow-
ing categories: C = {Populated Place, Organisation, Actor,
Athlete}, and for Freebase the instances that have as types
the following ones (which are equivalent or close to those of
DBpedia): C = {Citytown, Organization, Football Player,
Museum}. Indeed, our objective is not to compute an abso-
lute completeness of a source. In practice, the completeness
of the whole source is of marginal interest since queries of-
ten concern a subset of data. We thus analyzed the behavior
and robustness of our completeness measure for various cat-
egories with different sizes. This is motivated by the fact
that good completeness values, for a desired category, re-
main attractive even if the overall completeness (average or
other aggregate measure) or the completeness of categories
that do not interest the user are not satisfactory. Besides, a
completeness of 99% may be uninteresting if the schema is
ridiculously small.
In the first step of our experiments, we performed queries
(SPARQL for DBpedia and MQL for Freebase) on datasets
endpoints to extract data concerning each category. We
then constructed the set of corresponding transactions T .
A transaction vector is constituted of sequences of proper-
ties deduced from instances belonging to a single category
(e.g. the set of Actors in DBpedia). The set of transactions6
is then used as an input to generate the frequent patterns
and to compute the completeness. Experiments were run on
a Dell XPS 27 with an Intel Core i7-4770S processor and
16GB of DDR3 RAM. The execution time of each experi-
ment is insignificant (less than 5 seconds).
5.2 Impact of the number of instances
In this experiment we compare the completeness values,
obtained for each category when varying the number of trans-
actions (values range between 100 and 10000). Besides, we
explain the completeness values that we obtained using a
brute force approach (BFA), which measure the complete-
ness according to the whole properties used in the descrip-
tions of the instances. The results of DBpedia and Freebase
categories are given in Figures 1 and 3.
We observe in these two figures that, concerning our met-
ric, the obtained completeness values are relatively stable
regarding the variation of the number of transactions (e.g.
they range between 0.92 and 0.95 for the DBpedia category
Populated Place with ξ = 60%). For Freebase categories, the
values are less regular than those of DBpedia. This means
that the distribution of missing values in DBpedia is more
regular than the one of Freebase. This observation is inter-
esting as it expresses the fact that, for the used categories at
least(e.g. organization), the instances have a widely diver-
gent descriptions (despite the fact that they have the same
type).
For the number of properties, represented in Figure 2 and
4, the conclusions are the same. The number of properties
in Pˆw remains stable for the different itemsets sizes. This
expresses a relative robustness of the metrics regarding the
number of instances.
Concerning the completeness computed using the brute
force approach, the values that we obtained are very low (less
than 0.26 for both DBpedia and Freebase categories) and get
lower (tend to zero) when the number of transactions grows
(hence, we do not represent those values in the two figures).
This is due to the fact that the instances from DBpedia or
Freebase categories do not use all possible properties present
in the selected set of instances. As we explained above in
the motivating example, this approach could not provide us
with a relevant value of completeness, as properties have not
all the same importance.
5.3 Impact of the user-specified threshold ξ
To measure the impact of the minimum support thresh-
old we rank correlation between ξ and the completeness, and
between ξ and the number of properties in Pˆw. We used for
that the Spearman’s rank correlation coefficient ρ.
6itemsets used in these experiments are available at: http:
//cedric.cnam.fr/~hamdif/upload/cpmining2/
36
ISSN 2429-4586
0 0.2 0.4 0.6 0.8 1
·104
0.7
0.8
0.9
1
Transactions
Populated Place
ξ = 95%
ξ = 60%
ξ = 40%
0 0.2 0.4 0.6 0.8 1
·104
0.7
0.8
0.9
1
Transactions
C
o
m
p
le
te
n
es
s
Organisation
ξ = 95%
ξ = 60%
ξ = 40%
0 0.2 0.4 0.6 0.8 1
·104
0.7
0.8
0.9
1
Actor
ξ = 95%
ξ = 60%
ξ = 40%
0 0.2 0.4 0.6 0.8 1
·104
0.7
0.8
0.9
1
C
o
m
p
le
te
n
es
s
Athlete
ξ = 95%
ξ = 60%
ξ = 40%
Figure 1: Completeness of DBpedia categories when varying the number of transactions
and the minimum support ξ
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Figure 2: The number of properties in Pˆw, for each DBpedia category, when varying
the number of transactions and the minimum support ξ
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Figure 3: Completeness of Freebase categories when varying the number of transactions
and the minimum support ξ
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Figure 4: The number of properties in Pˆw, for each Freebase category, when varying
the number of transactions and the minimum support ξ
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The values obtained for the sample of our experiments
(by considering all DBpedia and Freebase categories, and
all transactions sizes) are presented in the table 3.
To determine the significance of ρ, we used a t-distribution
with n−2 degrees of freedom, and the standardized t statis-
tic t = ρ
√
n−2
1−ρ2 (where n = 27 is the size of our sample). For
both DBpedia and Freebase categories , the positive correla-
tion of ranks between ξ and the completeness is statistically
significant at the 0.0005 level of significance (confidence level
99.9%), which is very well within the region of rejection of
the null hypothesis. As a result, we have a large positive cor-
relation between the user-specified threshold and the com-
pleteness. Concerning |Pˆw| a negative correlation with ξ
seems to be obvious. Indeed, the negative correlation of the
DBpedia categories is statically significant at the 0.005 level
of significance. However, when we interpret ρ for the Free-
base categories, we found that it is only significant at 0.05
(which still a good correlation). This is due to the fact that,
as we can see in figure 4, there is no significant variation in
the number of properties when ξ varies (especially for the
Football Player category).
5.4 Discussion
Experiments that we carried out, show that the complete-
ness metric provides meaningful values according to a pat-
tern (or reference schema) mined from a dataset.
The first observation regarding the experiments concerns
the behavior of the completeness metrics. The results ob-
tained demonstrated the robustness of the proposed mea-
sure regarding the size of the dataset and even the nature
of data. The higher stability in the values obtained for DB-
pedia compared to those of Freebase could be related to
the fact that DBpedia has an underlying ontology that has
been created based on the most commonly used infoboxes
within Wikipedia. Freebase however, imports data from a
wide variety of sources leading to less homogeneity in data
descriptions. Moreover, we notice that values are better for
categories such as Actors that are popular and probably at-
tracts more publication effort than for organization.
The second observation is related to the user-defined thresh-
old. This parameter refers to the desired expressiveness of
the mined schema. The experiments showed a high corre-
lation with the completeness of the datasets regarding this
schema. This means that our approach is able to provide
the user with the set of properties that ensures a degree of
completeness meeting his/her requirements. Such a charac-
teristics is very interesting and has several practical impacts.
First, it provides a way to help expressing meaningful queries
over RDF datasets when a schema describing the data source
structure is missing. This schema, in addition to providing
a query structure, ensures a degree of completeness that the
user could control through the specification of the thresh-
old. Note that the inferred pattern/schema, besides assur-
ing good completeness values, has also a good expressiveness
as it contains a significant number of properties (around 40
properties for some DBpedia categories). In the case of Free-
base, the pattern is less expressive, as it is not greater than
12 (for considered categories in our experiments). So as a
conclusion, we can say that, the more instances descriptions
are homogeneous, the more completeness values are close
(for any subset), and the more expressive are the inferred
schemes.
Finally, once the completeness is measured regarding a
reference schema for a given data source, the properties com-
posing the schema could constitute good candidates for in-
terlinking the dataset with external sources. Indeed, the
completeness values obtained for the inferred schema will
propagate through the links and assure a certain complete-
ness for the external source.
6. RELATED WORKS
Information quality attracted many research works since
two decades. It is an interesting theoretical as well as prac-
tical domain and several projects proposed methodologies
to help dealing with quality assurance in traditional busi-
ness information systems [21, 2, 4]. From the Web of Data
perspective, the problem is a rather new issue. Researchers
pointed out the fact that making data accessible is not suf-
ficient especially when the users are companies and govern-
mental agencies and especially when the target usage is busi-
ness, research or countries’ security. The credibility of data
sources is thus bound to the quality of the content.
Several proposals could be classified using the 4 cate-
gories from the TDQM community [29] namely: Intrinsic
(accuracy, reputation, believability and provenance), Rep-
resentational (understandability, consistency and concise-
ness), Accessibility (accessibility and security), and Contex-
tual (amount of data, relevance, completeness and timeli-
ness). Intrinsic quality relies on internal characteristics of
the data during evaluation. Most of the proposal concen-
trate on provenance data elicitation [25, 22, 15, 10]. From an
external point of view, representational quality is concerned
with factors influencing users interpretations and practices
such as understandability [23] or data conciseness [30]. Con-
cerning accessibility, a very important criteria in the context
of web data, we could cite [18] where authors discussed com-
mon RDF publishers’ errors that have a direct impact on
data accessibility. Finally, contextual quality means that
data could not be said ”good” or ”poor” without consider-
ing the context in which it is produced or used. To asses
timeliness, the work presented in [16] relies on data prove-
nance whereas authors in [5] propose metrics measuring the
amount of data appropriate to meet associations mining re-
quirements. The relevance dimension is considered from a
ranking point of view in [8] and in the context of heteroge-
neous web data search in [17].
A quality criterion that remains critical and relies heavily
on context is completeness. However, one can rarely find
data having no missing entries. The incompleteness could
have several reasons, ranging from human omission or mis-
understanding during acquisition to data processing leading
to lost data. The role of completeness evaluation is then
to add information about data completeness to avoid biased
analysis results and invalid conclusions. A first research di-
rection focus on query answers completeness. We could cite
[7] where authors introduced a framework to specify com-
pleteness statement on RDF data. To evaluate the complete-
ness of data sources, Fu¨rber at al. [9] distinguishes schema
completeness from population or data completeness. The
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Table 3: Spearman rank correlation ρ between ξ and CP, and ξ and |Pˆw|
CP |Pˆw| CP |Pˆw| CP |Pˆw| CP |Pˆw|
Populated Place Organisation Actor Athlete
0.94 −0.82 0.9 −0.68 0.94 −0.81 0.94 −0.82
Citytown Football Player Museum Organization
0.81 −0.56 0.93 −0.73 0.82 −0.36 0.78 −0.81
former measures to which extent classes and properties are
taken into account in data description. The second however,
measures how complete is the population represented in the
data compared to a complete population. A similar vision
of completeness is adopted in [24] through extensional and
intentional completeness. These definitions and the related
metrics are very close to those used in the context of rela-
tional databases where the schema is the database schema
and where the population refers to the database instances
that is compared to an assumed ”real world”.
Note that the limitation of such a vision is that we should
assume a closed-word assumption where a gold standard ex-
ists and could be used for both schema and population com-
pleteness assessment. However, our proposal, that addresses
the schema completeness issue, do not rely on such an as-
sumption, moreover difficult to meet. We propose to com-
pute an intrinsic completeness value of the data source us-
ing both its extension (properties) and intention (instances).
The underlying assumption is that, as data sources are popu-
lated by several persons and/or originate from several sources,
the more frequent schema is likely to be a ”consensus”schema.
7. CONCLUSION
We have presented in this article an approach for eval-
uating the completeness of RDF linked data sources. The
approach is a two steps process that first computes a plau-
sible schema as a set of properties and then computes the
completeness of the related data source based on the discov-
ered schema. Both schema and completeness computations
use only the information from the data source without need
of a gold standard.
The properties composing the schema are obtained by ap-
plying the well known FP-growth algorithm with an underly-
ing assumption stating that a more frequent schema is likely
to be more relevant. This solution is a compromise between
the gold-standard approach difficult to apply in practice,
and a brute force approach leading to irrelevant results.
The approach has been evaluated on two datasets that
are DBpedia and Freebase. Several experiments have been
conducted to evaluate the completeness measure robustness
regarding the number of instances and the user-specified
threshold. We have also analyzed how the approach behaves
when varying several parameters factors. We have, for in-
stance, studies the impact of the threshold and the number
of transactions on the number of properties composing the
mined schema.
Our analysis revealed some interesting characteristics al-
lowing the characterization of the sources and the behavior
of the community that maintains each of the data sources.
The results show a low size of the computed schema for some
categories such as Organization indicating the high hetero-
geneity of properties in the schema of data sources.
In the future, we will study how to improve the complete-
ness of data sources by concentrating the effort on the more
relevant properties. We will also work on how to use the
completeness values to improve query expressions to increase
the completeness of returned results.
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