Abstract-Online object tracking is a challenging problem as it entails learning an effective model to account for appearance change caused by intrinsic and extrinsic factors. In this paper, we propose a novel online object tracking algorithm with sparse prototypes, which exploits both classic principal component analysis (PCA) algorithms with recent sparse representation schemes for learning effective appearance models. We introduce 1 regularization into the PCA reconstruction, and develop a novel algorithm to represent an object by sparse prototypes that account explicitly for data and noise. For tracking, objects are represented by the sparse prototypes learned online with update. In order to reduce tracking drift, we present a method that takes occlusion and motion blur into account rather than simply includes image observations for model update. Both qualitative and quantitative evaluations on challenging image sequences demonstrate that the proposed tracking algorithm performs favorably against several state-of-the-art methods.
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I. INTRODUCTION
A S ONE of the fundamental problems in computer vision, object tracking plays a critical role in numerous lines of research such as motion analysis, image compression, and activity recognition. While much progress has been made in the past decades, developing a robust online tracker is still a challenging problem due to difficulties to account for appearance change of a target object, which includes intrinsic (e.g., pose variation and shape deformation) and extrinsic factors (e.g., varying illumination, camera motion, and occlusions).
A tracking method typically consists of three components: an appearance (observation) model which evaluates the likelihood of an observed image patch (associated to a state) belonging to the object class; a dynamic model (or motion model), which aims to describe the states of an object over time (e.g., Kalman filter [1] and particle filter [2] , [3] ); and a search strategy for finding the likely states in the current frame (e.g., mean shift [1] and sliding window [4] ). In this paper, we propose a robust appearance model that considers the effects of occlusion and motion blur. Hence, we only discuss key issues related to appearance models rather than present a detailed review of all components.
In order to develop effective appearance models for robust object tracking, several critical factors need to be considered. The first one is concerned with how objects are represented. Any representation scheme can be categorized based on adopted features (e.g., intensity [5] , color [2] , texture [6] , Haar-like feature [4] , [7] , super-pixel based feature [8] , and sparse coding [9] ), and description models (e.g., holistic histogram [1] , part-based histogram [10] , and subspace representation [5] ). Instead of treating the target object as a collection of low-level features, subspace representation methods provide a compact notion of the "thing" being tracked, which facilitates other vision tasks (e.g., object recognition).
Second, representation schemes can be either generative or discriminative. For object tracking, generative methods focus on modeling appearance and formulate the problem as finding the image observation with minimal reconstruction error (e.g., using templates [1] , [10] and subspace models [5] , [11] , [12] ). On the other hand, discriminative algorithms aim at determining a decision boundary that distinguishes the target from the background (e.g., using boosting algorithms [4] , [6] , [7] , [13] , and support vector machines [14] , [15] ). It has been shown that discriminative models perform better if the training set size is large [16] , while generative models achieve higher generalization when limited data is available [17] . In addition, several algorithms that exploit the advantages of both generative and discriminative models have been proposed [15] , [18] - [20] . In this paper, we focus on developing a robust algorithm using a generative appearance model that considers occlusion and motion blur to alleviate tracking drift.
Third, it has been shown that online learning facilitates tracking algorithms by adapting to appearance change of the target and the background. Numerous methods including template update [1] , [21] , incremental subspace learning [5] , [11] , [12] , [22] , [23] , and online classifiers [4] , [6] have been demonstrated to be effective for object tracking. However, due to straightforward update of appearance models using tracking results, slight inaccuracy can therefore result in incorrectly labeled training examples and degrade the models gradually with drifts. To address this problem, Avidan [6] adopts a simple outlier rejection scheme, and Babenko et al. [7] introduce multiple instance learning (MIL) [24] into visual tracking. Alternatively, Grabner et al. [13] propose a semisupervised boosting algorithm to address the online update problem where labeled training examples come from the first frame only, and subsequent instances are regarded as unlabeled data. This strategy is further extended in [25] , which introduces constraints for positive and negative examples to exploit the structure of unlabeled data.
Notwithstanding the demonstrated success in reducing drifts, considerably few attempts have been made to directly address the occlusion problem, which remains as arguably the most critical factor for causing tracking failures. To deal with this challenging problem, several part-based models have been employed. Adam et al. [10] propose a fragment-based tracking method using histograms. Yang et al. [26] apply the "bag of words" model from the category-level object recognition [27] to visual tracking. In [21] , Mei et al. propose a tracking algorithm by casting the problem as determining the most likely patch with a sparse representation of templates. This method is able to model partial occlusion by sparse representation of trivial templates. However the space or time complexity is quite significant. Recently, motivated by the success of the HOG-LBP pedestrian detector [28] , Dinh et al. [29] propose a complex co-training approach using generative and discriminative trackers that deals with partial occlusion. Although these algorithms perform relatively well in handling partial occlusion, they often fail to track objects in challenging image sequences with drastic appearance change and background clutters.
In this paper, we propose a robust generative tracking algorithm with adaptive appearance model which handles partial occlusion and other challenging factors. Compared with part-based models [10] , [26] , our algorithm maintains holistic appearance information and therefore provides a compact representation of the tracked target. By exploiting the advantage of subspace representation, our algorithm is able to process higher resolution image observations, and performs more efficiently with favorable results than the existing method based on sparse representation of templates [21] . In comparison to the subspace based tracking algorithms [5] , [12] , our algorithm is able to deal with heavy occlusion effectively. Different from [29] , our algorithm does not require a complex combination of generative and discriminative trackers for handling partial occlusion. Numerous experiments and evaluations on challenging image sequences bear out that the proposed algorithm is efficient and effective for robust object tracking.
II. RELATED WORK AND CONTEXT
Much work has been done in object tracking and more thorough reviews on this topic can be found in [30] . In this section we discuss the most relevant algorithms and put this work in proper context.
A. Object Tracking With Incremental Subspace Learning
Object tracking via online subspace learning ( [5] , [11] , [12] , [22] , [23] ) has attracted much attention in recent years. The incremental visual tracking (IVT) method [5] introduces an online update approach for efficiently learning and updating a low dimensional PCA subspace representation of the target object. Several experimental results demonstrate that PCA subspace representation with online update is effective in dealing with appearance change caused by in-plane rotation, scale, illumination variation and pose change. However, it has also been shown that the PCA subspace based representation scheme is sensitive to partial occlusion, which can be explained by Eq. 1
where y denotes an observation vector, z indicates the corresponding coding or coefficient vector, U represents a matrix of column basis vectors, and e is the error term ( Figure 1(a) ). In PCA, the underlying assumption is that the error vector e is Gaussian distributed with small variances (i.e., small dense noise). Therefore, the coding vector z can be estimated by z = U y, and the reconstruction error can be approximated by y − UU y 2 2 . However, this assumption does not hold for object representation in visual tracking when partial occlusion occurs as the noise term cannot be modeled with small variance. Hence, the IVT method is sensitive to partial occlusion. In addition, the IVT method is not equipped with an effective update mechanism since it simply uses new observations for learning new basis vectors without detecting partial occlusion and processing these samples accordingly. In order to account for partial occlusion for object tracking, we model the error term e with arbitrary but sparse noise.
B. Object Tracking With Sparse Representation
Sparse representation has recently been extensively studied and applied in pattern recognition and computer vision, e.g., face recognition [31] , super-resolution [32] , and image inpainting [33] . Motivated by [31] , Mei et al. [21] propose an algorithm ( 1 tracker) by casting the tracking problem as finding the most likely patch with sparse representation and handling partial occlusion with trivial templates by
where y denotes an observation vector, A represents a matrix of templates, z indicates the corresponding coefficients, and e is the error term which can be viewed as the coefficients of trivial templates. Figure 1( 
where . 1 and . 2 denote the 1 and 2 norms respectively. The underlying assumption of this approach is that error e can be modeled by arbitrary but sparse noise, and therefore it can be used to handle partial occlusion. However, the 1 tracker has two main drawbacks. First, the computational complexity limits its performance. As it requires solving a series of 1 minimization problems, it often deals with lowresolution images (e.g., 12 × 15 patches in [21] ) as a tradeoff of speed and accuracy. Such low-resolution images may not capture sufficient visual information to represent objects for tracking. The 1 tracker is computationally expensive even with further improvements [34] . Second, it does not exploit rich and redundant image properties which can be captured compactly with subspace representations. We present an efficient and effective representation that factors out the part describing the object appearance and the other part for noise.
C. Motivation of This Work
In this paper, we exploit the strength of both subspace learning and sparse representation for modeling object appearance. It can be viewed as introducing 1 regularization into subspace representation with PCA. For object tracking, we model target appearance with PCA basis vectors, and account for occlusion with trivial templates by
where y denotes an observation vector, U represents a matrix of column basis vectors, z indicates the coefficients of basis vectors, and e is the error term (which can be viewed as the coefficients of trivial templates). In our formulation, the prototypes consist of a small number of PCA basis vectors and a set of trivial templates (See Figure 1(c) ). As e is assumed to be arbitrary but sparse noise, we solve Eq. 4 by
We present an algorithm to solve this optimization problem in the next section. Here, we first highlight the difference between the formulations in Eq. 5 and Eq. 3. For the formulation with Eq. 3, the coefficients for both target and trivial templates should be sparse (as illustrated in Figure 1 (b)) since the target templates are coherent [35] and coefficients for trivial templates are used to model partial occlusion. However, for our formulation with Eq. 5, coefficients for trivial templates should be sparse while the coefficients for the basis vectors are not sparse as PCA basis vectors are not coherent but orthogonal. As the number of trivial templates is much larger than the number of basis vectors, an observation can be sparsely represented by prototypes. Thus, we need to develop an algorithm to solve Eq. 5 rather than use existing ones. Our formulation has the following advantages. First, compared with the incremental subspace representation of the IVT tracker [5] , our method models partial occlusion explicitly Obtain z i+1 via z i+1 = U (y − e i )
4:
Obtain e i+1 via e i+1 = S λ (y − Uz i+1 )
5:
i ← i + 1 6: Until convergence or termination Output: z opt and e opt and therefore handles it effectively. Second, compared with the 1 tracker [21] , our algorithm is able to handle highresolution image patches with less computational complexity by exploiting subspace representation.
III. OBJECT REPRESENTATION VIA ORTHOGONAL BASIS VECTORS AND 1 REGULARIZATION
In this section, we propose an algorithm for object representation with sparse prototypes as formulated in Eq. 5. Let the objective function be L (z, e) = 
where y ∈ R d×1 denotes an observation vector, U ∈ R d×k represents a matrix of orthogonal basis vectors, z ∈ R k×1 indicates the coefficients of basis vectors, e ∈ R d×1 describes the error term, λ is a regularization parameter, and I ∈ R d×d indicates an indentity matrix (where d is the dimension of the observation vector, and k represents the number of basis vectors). As there is no close-form solution for Eq. 6, we propose an iterative algorithm to compute z opt and e opt . Lemma 1: Given e opt , z opt can be obtained from z opt = U y − e opt .
Proof : If e opt is given, the problem of Eq. 6 is equivalent to the minimization of J (z), where J (z) = 1 2 y − e opt − Uz 2 2 . This is a simple least squares problem, and the solution can be easily found as z opt = U y − e opt .
Lemma 2: Given z opt , e opt can be obtained from
Proof : If z opt is given, the minimization of Eq. 6 is equivalent to the minimization of G (e) = + λ e 1 . This is a convex optimization problem and the global minimum can be found by the shrinkage operator, e opt = S λ y − Uz opt [36] .
By Lemmas 1 and 2, the optimization in Eq. 5 can be solved efficiently. The steps of our algorithm are presented in Table 1 .
We note that several approaches for sparse principal component analysis have been proposed [37] - [39] . These methods extend classical PCA algorithms to find sparse factors via nonnegative matrix factorization, 1 penalty, and LASSO approach for generic data sets. Our work focuses on inferencing sparse coefficients with prototypes (PCA basis vectors and trivial templates as illustrated in Figure 1 (c) as well as Eq. 4), whereas sparse PCA (SPCA) aims to learn sparse basis vectors from a given training set. As the proposed algorithm exploits image properties for representing observations with sparse prototypes, it is likely to be more effective for vision applications. The experimental results presented in Section V bear out the motivation of this formulation for object tracking.
IV. OBJECT TRACKING VIA SPARSE PROTOTYPES Object tracking can be considered as a Bayesian inference task in a Markov model with hidden state variables [5] . Given a set of observed images Y t = {y 1 , y 2 , ..., y t } at the t-th frame, we estimate the hidden state variable x t recursively
where p (x t |x t −1 ) represents the dynamic (motion) model between two consecutive states, and p (y t |x t ) denotes observation model that estimates the likelihood of observing y t at state x t . The optimal state of the tracked target given all the observations up to t-th frame is obtained by the maximum a posteriori estimation over N samples at time t by
where x i t indicates the i -th sample of the state x t , and y i t denotes the image patch predicated by x i t . Figure 2 shows the main steps of our tracking algorithm. At the outset, the state of the target object is manually initialized.
A. Dynamic Model
In this paper, we apply an affine image warp to model the target motion between two consecutive frames. The six parameters of the affine transform are used to model p (x t |x t −1 ) of a tracked target. Let x t = {x t , y t , θ t , s t , α t , φ t }, where x t , y t , θ t , s t , α t , φ t denote x, y translations, rotation angle, scale, aspect ratio, and skew respectively. The state transition is formulated by random walk, i.e., p (x t |x t −1 ) = N (x t ; x t −1 , ), where is a diagonal covariance matrix.
B. Observation Model
If no occlusion occurs, an image observation y t can be assumed to be generated from a subspace of the target object spanned by U and centered at μ. However, it is necessary to account for partial occlusion in an appearance model for robust object tracking. We assume that a centered image observation y t (y t = y t − μ) of the tracked object can be represented by a linear combination of the PCA basis vectors U and few elements of the identity matrix I (i.e., trivial templates) (Figure 1(c) ), i.e., y t = Uz t + e t . We note that U consists of a few basis vectors and z t is usually dense. On the other hand, e t accounts for noise or occlusion. Some samples drawn by our dynamic model are shown in Figure 3 . If there is no occlusion, the most likely image patch can be effectively represented by the PCA basis vectors and coefficients corresponding to trivial templates (referred as trivial coefficients) tend to be zeros (as illustrated by the sample y 1 of Figure 3(b) ). On the other hand, a candidate patch that does not correspond to the true target location (e.g., mis-aligned sample) often leads to a dense representation (as illustrated by the samples y 2 and y 3 of Figure 3(b) ). If partial occlusion occurs, the most likely image patch can be represented as a linear combination of PCA basis vectors and very few number of trivial templates (as illustrated by y 4 of Figure 3(c) ). As shown in Figure 3(c) , the trivial coefficients of the sample that best matches the target, y 4 , are much sparser than those that do not correspond to the true object location (y 5 and y 6 ). Based on these observations, we note that the precise localization of the tracked target can be benefited by penalizing the sparsity of trivial coefficients.
For each observation corresponding to a predicted state, we solve the following equation efficiently using the proposed algorithm as summarized in Table 1 L z i , e i = min
and obtain z i and e i , where i denotes the i -th sample of the state x (without loss of generality, we drop the frame index t). The observation likelihood can be measured by the reconstruction error of each observed image patch However, Eq. 10 does not consider occlusion. Thus, we use a mask to factor out non-occluding and occluding parts
where
is a vector that indicates the zero elements of e i , is the Hadamard product (elementwise product), and β is a penalty term (simply set to λ in this study). If the j -th element of e i (obtained from Eq. 9), is zero then w [5] 659 illumination variation, scale change Singer1 [40] 321 illumination variation, scale change David Indoor [5] 462 illumination variation scale change, out-plane rotation Car 11 [5] 393 illumination variation scale change, background clutter Deer [40] 71 abrupt motion, background clutter Jumping [25] 313 abrupt motion Lemming [19] 1336 out-plane rotation, scale change occlusion, background clutter Cliffbar [7] 471 in-plane rotation, scale change background clutter, abrupt motion labeling any pixel as being occluded. The experimental results in Section V demonstrate the effectiveness of our formulation.
C. Update of Observation Model
It is essential to update the observation model for handling appearance change of a target object for visual tracking. The model degrades if some imprecise samples are used for update, thereby causing tracking drift. Instead, we explore the trivial coefficients for occlusion detection since the corresponding templates are used to account for noise. First, each trivial coefficient vector corresponds to a 2D map as a result of reverse raster scan of an image patch. A non-zero element of this map indicates that pixel is occluded (referred as occlusion map). Second, we compute the ratio η, of the number of nonzero pixels and the number of occlusion map pixels. We use two thresholds tr 1 and tr 2 to describe the degree of occlusion (e.g., tr 1 = 0.1 and tr 2 = 0.6 in this paper). Third, based on the occlusion ratio η, we apply one of the three kinds of operations: full, partial, and no update. If η < tr 1 , we directly update the model with this sample. If tr 1 ≤ η ≤ tr 2 , it indicates that the target is partially occluded. We then replace the occluded pixels by its corresponding parts of the average observation μ, and use this recovered sample for update. Otherwise if η > tr 2 , it means that a significant part of the target object is occluded, and we discard this sample without update. Figure 2(d) shows several cases regarding three update scenarios. After we cumulate enough samples, we use an incremental principal component analysis method [5] to update our observation model (i.e., PCA basis vectors U and the average vector μ).
D. Discussion
We note that our tracker is robust since it is able to tackle the presence of potential outliers (e.g., occlusion and misalignment) with the proposed observation model and update scheme. For the accurate location of the tracked target, the proposed representation model (Eq. 9) and observation likelihood (Eq. 11) as presented in Section IV-B, enable the tracker to handle partial occlusion explicitly and facilitate it to choose the well-aligned observation (See Figure 3 for illustrated examples). With the update scheme of the proposed observation model, as presented in Section IV-C, our tracker is able to alleviate the problem caused by inaccurate samples (i.e., update the model by outliers).
V. EXPERIMENTS
The proposed algorithm is implemented in MATLAB which runs at 2 frames per second on a Pentium 2.0 GHz Dual Core PC with 3 GB memory. For each sequence, the location of the target object is manually labeled in the first frame. For PCA representation, each image observation is normalized to 32 × 32 pixels and 16 eigenvectors are used in all experiments. In addition, we use 1024 trivial templates. With our formation in Eq. 4, the dimensionality of z and e is 16 and 1024 respectively. As a trade-off between computational efficiency and effectiveness, 600 particles are used and our tracker is incrementally updated every 5 frames. The regularization constant λ is set to 0.05 in all experiments. We present some representative results in this section. All the MATLAB source codes and datasets are available on our web sites (http://ice.dlut.edu.cn/lu/publications.html, http://faculty.ucmerced.edu/mhyang/pubs.html).
We use twelve challenging image sequences in the experiments. Table I lists all the evaluated image sequences and only gray scale information is used for experiments. We use the ground truth information when it is provided along with each sequence (e.g., Occlusion 1, Caviar 1, Caviar 2), and label the other videos on our own. We evaluate the proposed tracker against six state-of-the-art algorithms using the source codes provided by the authors for fair comparisons, including the IVT [5] , 1 [21] , FragTrack [10] , MILTrack [7] , VTD [40] , and PN algorithms [25] . Both qualitative as well as quantitative evaluations are presented, and more results can be found at http://faculty.ucmerced.edu/mhyang/video/prototype1.avi.
A. Qualitative Evaluation
Heavy occlusion: In the Occlusion 1 sequence [10] , our algorithm, FragTrack and 1 methods perform better, as shown in Figure 4 (a), since these methods take partial occlusion into account. The FragTrack method is able to handle occlusion via the part-based representation with histograms. The proposed and 1 trackers handle occlusion using sparse representation with trivial templates. For the Occlusion 2 sequence (Figure 4(b) ), our tracker performs best especially when partial occlusion or in-plane rotation occurs (e.g., #0150, #0500, and #0700). In these frames, the FragTrack method performs poorly since it does not handle appearance change caused by pose and occlusion. Although the MILTrack method is able to track the target object, it is not able to estimate the in-plane rotation due to its design. We note that it is not straightforward to extend this method by simply using an affine motion model as a result of the adopted representation with generalized Haar-like features. On the other hand, the 1 tracker does not perform well in this sequence. This can be explained by that the target after it is occluded by a similar object. In contrast, our algorithm performs well in terms of position and scale even when the target is heavily occluded.
Illumination change: Figure 5 shows results from four challenging sequences with significant change of illumination and scale, as well as pose variation. For the Car 4 sequence, there is a drastic lighting change when the vehicle goes underneath the overpass or the trees. The target object is small with low contrast and drastic illumination change in the Car 11 video. The IVT and proposed algorithms perform well in tracking this vehicle whereas the other methods drift away when drastic illumination variation occurs (e.g., #0200) or when similar objects appear in the scene (e.g., #0300). In the Singer 1 video, drastic change of illumination and scale makes it difficult to track. Likewise, the appearance of the person changes significantly when he walks from a dark room into areas with spot light in the David Indoor video. In addition, appearance change caused by scale and pose as well as camera motion pose great challenges. We note that the IVT and proposed trackers perform better than the other methods. This can be attributed to that appearance change of the object can be well approximated by a subspace at fixed pose [42] . We also note that some trackers do not adapt to scale (e.g., MILTrack) or in-plane rotation (e.g., MILTrack, PN, and FragTrack). Fast motion: Figure 6 illustrates the tracking results using the Deer and Jumping sequences. As the objects undergo abrupt motion, it is difficult to predict their locations. In addition, it is rather challenging to account for appearance change caused by motion blur and properly update these appearance models. In the Deer video, the VTD method and our tracker perform better than the other algorithms. For the Jumping sequence, our tracker performs better than the other methods whereas the MILTrack and PN algorithms are able to track the objects in some frames. We note that the PN algorithm is equipped with a re-initialization mechanism which facilitates object tracking. Due to repetitive motion in the Jumping sequence, some trackers may be able to track the object again by chance after failure (e.g., 1 , MILTrack and FragTrack methods from #0070 to #0075). Similarly, some trackers may be able to capture the object by chance as the object reappears at the same image location due to camera pan (e.g., VTD and PN methods from #0052 to #0071) in the Deer video.
Cluttered background:
The Lemming sequence is challenging for visual tracking as the object undergoes change of scale and pose, as well as heavy occlusion in cluttered background. Figure 7(a) shows that the proposed and PN trackers perform better than the other methods. It is worth noting that our tracker is able to adapt to scale change (e.g., #0001, #0230, #0710, and #1336), in-plane rotation (e.g., #0230, #1000, #1060, and #1336), and occlusion (e.g., #0330, and #0450). The object in the Cliffbar clip (Figure 7(b) ) undergoes scale change, in-plane rotation, abrupt motion in a cluttered background. In addition, the target and the surrounding region have similar texture. The 1 and FragTrack methods perform poorly since the surrounding background is similar to the target object (#0090 of Figure 7(b) ). The IVT algorithm fails after abrupt motion occurs (e.g., #0328, and #0329) and the PN tracker drifts gradually (e.g., #0280, #0328, and #0329). These results can be attributed to problem with appearance update. Both the MILTrack method and our algorithm are able to track the locations. However, the proposed algorithm adapts better to change of scale (e.g., #0001, #0090, #0280, and #0471) and rotation (e.g., #0001, #0140, #0155, and #0471).
Discussion: In Section IV, we present some justifications why the proposed method is able with partial occlusion effectively by using two representative cases (Figure 3(b) and (c)). We further present more results to illustrate how our algorithm handles other challenging factors. Figure 8 shows three representative tracking results under illumination variation, pose change, background clutter and motion blur. As shown in Figure 8 (a) and (b), the best candidates can be well represented by the PCA basis and therefore the error terms are more sparse than those of the misaligned candidates. This can be attributed to the strength of subspace representation. If the tracked target undergoes illumination variation and slight pose change, the appearance variation can be well modeled by a low dimension PCA subspace. Thus, our tracker performs well when the target objects undergo illumination variation and pose change. In addition, we note that accurate locations of the tracked objects can be obtained by penalizing the sparsity of the error term. Our tracker capture the targets accurately when they appear in cluttered backgrounds (Figure 8(b) ) or move abruptly (Figure 8(c) ). In Figure 8 (c) while the wellaligned and mis-aligned candidates are not well reconstructed, the error terms of the mis-aligned ones are larger and the Fig. 9 . Overlap rate evaluation. This figure shows overlap rates for twelve video clips we tested on. Our algorithm is compared with six state-of-the-art methods: IVT [5] , L1 tacker [21] , FragTrack [10] , MILTrack [7] , VTD [40] , and PN methods [25] . corresponding representations are denser. Thus, our tracker is able to distinguish the targets from their surrounding backgrounds. Furthermore, we note that the error term facilitates more accurate appearance update (with aligned samples).
B. Quantitative Evaluation
Performance evaluation is an important issue that requires sound criteria in order to fairly assess the strength of tracking algorithms. Quantitative evaluation of object tracking typically involves computing the difference between the predicated and the ground truth center locations, as well their average values. Table II summarizes the results in terms of average tracking errors. Our algorithm achieves lowest tracking errors in almost all the sequences. On the other hand, the tracking overlap rate indicates stability of each algorithm as it takes the size and pose of the target object into account. Given the tracking result of each frame R T and the corresponding ground truth R G , the overlap rate is defined by the PASCAL VOC [43] criterion, score =
area(R T ∩R G )
area(R T ∪R G ) . An object is regarded as being successfully tracked when the score is above 0.5. Figure 9 shows the overlap rates of each tracking algorithm for all the sequences and Table III presents the average overlap rates. Overall, our tracker performs favorably against the other algorithms.
While our work is different from sparse PCA (as mentioned in Section III), we also implement a SPCA based tracker within the same Bayesian framework. Given a Gram matrix G, the SPCA method [38] aims to compute sparse principal components, which only have a limited number of nonzero entries while capturing the maximum amount of variance
where |u| is the number of nonzero entries of u and ρ controls the sparsity of u. In our experiments, ρ is empirically set to 5, and the Gram matrix G is updated with new observation every 5 frames. We present the results of SPCA based tracker in Table II and Table III . The results show that our algorithm with Eq. 11 performs better than the SPCA based tracker, especially for some challenging sequences (e.g., Occlusion 2, Singer 1, Deer, Lemming) and surveillance videos (Caviar 1 and Caviar 2). For presentation clarity, we put the tracking results of the proposed and SPCA based methods at http://faculty.ucmerced.edu/mhyang/video/prototype2.avi. We note that it takes about 5 seconds for the SPCA tracker requires to process each frame (using the algorithm proposed by d'Aspremont et al. [44] ) since it is a time-consuming task to solve the optimization problem of Eq. 12.
To demonstrate how the occlusion map facilities object tracking and appearance update, we present the results using only Eq. 10 without occlusion map, and Eq. 11 with occlusion map in Table II and Table III . The results show that our algorithm is able to estimate occlusion maps effective, thereby further improving the tracking results both in terms of overlap rate and center location error. We note that the occlusion mask can be estimated reliably in the proposed algorithm whether the target object is occluded or not. Figure 10 shows some estimated occlusion maps and their use for model update.
If the target is well tracked and the occlusion rate is small, the tracking result is used to update the observation model directly (Figure 10(c) and (f) ). When the tracked target suffers from partial occlusion (Figure 10(a) and (b) ), the occlusion maps reflect this situation and the occlusion rates are consequently higher. Therefore, partial update prevents the tracker from inaccurate update. When the tracking results are not accurate (Figure 10(d) , (e), and (i)), the occlusion rates are also consequently higher. In such cases, partial update is carried out to reduce the risk of inaccurate update (especially for Figure 10 circles, and backgrounds are factored out by occlusion maps before model update). If tracking returns are off the targets (Figure 10 (g) and (h)), the occlusion rates are high and the observed image patches are discarded without update.
C. Computational Complexity
The most time consuming part of the evaluated tracking algorithms is to compute the coefficients using the basis vectors or templates. Table IV shows the computational complexity of the step for computing coefficients in the IVT method [5] , 1 tracker [21] and the proposed algorithm. For the IVT method, the computation involves matrix-vector multiplication and the complexity is O (dk). The computational complexity of the 1 tracker for computing the coefficients using the LASSO algorithm is O d 2 + dk . The computational load of our method is mainly in the step 3 of Table 1 (the cost of step 4 can be negligible) and the complexity is O (ndk) where n is the number of iterations (e.g., 5 on average). While our tracker is much more efficient than the 1 tracker and slower than the IVT method, it achieves more favorable results in terms of center location error and overlap rate.
VI. CONCLUSION
This paper presents a robust tracking algorithm via the proposed sparse prototype representation. In this work, we explicitly take partial occlusion and motion blur into account for appearance update and object tracking by exploiting the strength of subspace model and sparse representation. Experiments on challenging image sequences demonstrate that our tracking algorithm performs favorably against several state-ofthe-art algorithms. As the proposed algorithm involves solving 1 minimization problem for each drawn sample with the proposed model, we plan to explore more efficient algorithms for real-time applications. We will extend our representation scheme for other vision problems including object recognition, and develop other online orthogonal subspace methods (e.g., online NMF) with the proposed model. In addition, we plan to integrate multiple visual cues to better describe objects in different scenarios and to utilize prior knowledge with online learning for more effective object tracking.
