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Abstract
This paper presents a thorough study of gender classiﬁcation methodologies
performing on neutral, expressive and partially occluded faces, when they are
used in all possible arrangements of training and testing roles. A comprehensive
comparison of two representation approaches (global and local), three types of
features (grey levels, PCA and LBP), three classiﬁers (1-NN, PCA+LDA and
SVM) and two performance measures (CCR and d′) is provided over single- and
cross-database experiments. Experiments revealed some interesting ﬁndings,
which were supported by three non-parametric statistical tests: when training
and test sets contain diﬀerent types of faces, local models using the 1-NN rule
outperform global approaches, even those using SVM classiﬁers; however, with
the same type of faces, even if the acquisition conditions are diverse, the sta-
tistical tests could not reject the null hypothesis of equal performance of global
SVMs and local 1-NNs.
Keywords: Face Analysis; Gender Classiﬁcation; Global/Local
Representation; Cross-database Experiment
1. Introduction
Classifying demographic traits such as gender, age and race is useful in
countless tasks. In particular, gender classiﬁcation can be applied to dynamic
market studies, human-computer interaction, personalised services in a large
number of businesses, among others.
In the area of face analysis, face recognition [1, 2, 3, 4, 5, 6] and facial ex-
pression analysis [7, 8, 9, 10] are extensively studied compared to the gender
classiﬁcation problem which is addressed less often [11, 12]. This could partly
be due to a general belief that gender classiﬁcation is similar to a face recog-
nition problem with only two classes. To the best of our knowledge, there are
Email addresses: yandreu@uji.es (Yasmina Andreu), pgarcia@uji.es (Pedro
Garc´ıa-Sevilla), mollined@uji.es (Ramo´n A. Mollineda)
Preprint submitted to Elsevier October 4, 2013
*Revised Manuscript
Click here to view linked References
not published studies that support this statement by exploring the performance
diﬀerences of automatic systems when dealing with face recognition and gender
classiﬁcation. However, these studies are easily found in the psychology litera-
ture [13, 14, 15]. In [13], it is clearly stated that, in order to identify a face, the
information that makes it unique has to be encoded. In contrast, to recognize
the gender of a face the information encoded must be shared by a group of dif-
ferent faces (male or female). From the point of view of data complexity, gender
classiﬁcation is a 2-class problem with a generally large number of face images
per class from diﬀerent people resulting in sparse classes, while face recognition
is a multi-class problem with usually very few faces per class that belong to
the same individual. Therefore, gender classiﬁcation problems have commonly
a much higher intra-class variance than face recognition problems.
Many believe that systems designed to address a face recognition problem
generally succeed in gender classiﬁcation. After the explanation above, it seems
clear that this is not always true. One example could be the well-known face
recognition system proposed by Martinez [1]. It uses only one training sample
per class. When addressing a gender classiﬁcation problem, it is desirable to
have a broad and diverse training data set so each gender could be as well
characterised as possible. For this reason, this would not be the best approach
to deal with gender classiﬁcation.
Although the concept of gender is universally known, what type of informa-
tion allows automatic systems to discriminate between male and female faces
is not clear yet. According to psychological studies [16], humans use conﬁgu-
ral and featural information for recognizing faces, although it is possible for us
to perform quite well in the absence of one of them. Since humans use both
types of information when analysing faces, some authors have decided to use
global (conﬁgural information) as well as local (featural information) descrip-
tors assuming that it will ease the problem of classifying gender on automatic
systems. Based on this idea, studies combining local and global features [17, 18]
conclude that using both types of features provides better face characterisations
and hence better classiﬁcation rates than using just one of them. It should be
noted that these studies used occlusion-free face images.
Most of the areas where automatic gender classiﬁcation has interesting ap-
plications are usually set in real environments where the accessories and clothes
worn by subjects are beyond our control, and people express their feelings
through facial expressions. These are the main reasons why automatic gen-
der classiﬁcation systems should be able to properly classify expressive and
partially occluded face images. Many studies have been published proposing
several methodologies for recognizing faces in the presence of occlusions [1, 5, 6],
as opposed to the very few published studies on gender classiﬁcation of occluded
faces [19]. Toews and Arbel [19] propose a methodology for classifying visual
traits using the Object Class Invariant (OCI) model. Faces are described by an
OCI consisting of a segment line from the bottom of the nose to the forehead
and a set of model features denoted by scale-invariant geometric and appear-
ance image information. Using images from the FERET database, the best
classiﬁcation rate is 83.7% obtained using a Bayesian classiﬁer. In addition, the
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authors test their OCI model for classifying gender from simulated occluded
faces. That is, images from the FERET database with a resolution of 256× 384
pixels were artiﬁcially obscured by a black circle of diﬀerent radii. With an
occlusion of radius 40 pixels, the classiﬁcation rate is 75%, however when the
occluding radius goes up to 80 pixels, the classiﬁcation rate drops to 60% which
is the rate of male faces in the data set.
In the current literature, most of the automatic gender classiﬁcation systems
use the same face database for obtaining the training and test sets [20, 21, 22].
In this case, the acquisition conditions of training and test images are exactly
the same which is far from a realistic scenario. Bekios-Calfa et al. [23] proved
that single-database experiments are optimistically biased and present a cross-
database study on gender classiﬁcation. Regarding cross-database experiments
with a reasonable amount of training samples, SVM+RBF roughly achieves 80%
of success. However, if there is less training data and a broad demography, all
the compared classiﬁers achieve similar classiﬁcation rates of around 70-75%.
All three face databases used in that work contained non-occluded faces.
This paper presents an experimental study of gender classiﬁcation from face
images comparing two diﬀerent representation approaches, three types of fea-
tures and several classiﬁers using two performance measures. Experiments are
carried out on single databases and crossing databases to explore more realistic
scenarios. Furthermore, experiments focus on classifying the gender from face
images showing diﬀerent facial expressions and from partially occluded faces.
The main contributions of this paper are the following:
• A thorough experimental study of gender classiﬁcation methodologies from
neutral and distorted faces used in all possible combinations of training
and testing roles. Distorted faces refer to faces aﬀected by facial expres-
sions or by real occlusions caused by wearing a scarf or sunglasses. Con-
clusions are supported by three statistical tests applied to two diﬀerent
performance measures.
• Solid conclusions are drawn on the strengths and weaknesses of two rep-
resentations approaches (global and local), three types of features (grey
levels, PCA and LBP) and three classiﬁers (1-NN, SVM and PCA+LDA)
when addressing the problem of gender recognition.
• A reliable assessment of the robustness of the presented methods to changes
in acquisition conditions and demographic variables, such as age and eth-
nicity, by performing cross-database experiments.
The rest of the paper is structured as follows: Section 2 outlines the method-
ology adopted for performing the experiments and details the processes of char-
acterizing face images and the classiﬁers to be used; Section 3 presents the
databases involved in the experiments; Section 4 describes the experimental
set-up and the statistical tests which are applied for comparing the results; in
Section 5 the results of the experiments are discussed and the statistical diﬀer-
ences found among the performances of the diﬀerent classiﬁcation models are
provided; ﬁnally, the conclusions are presented in Section 6.
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2. Methodology
An overview of the methodology adopted for carrying out the experiments
is given before detailing each step of this process:
Preprocessing of face images is necessary to isolate the area of the image
containing the face, to normalise the contrast of the image, and to suppress
illumination problems. First, the face is detected automatically using the
Viola and Jones algorithm [24] implemented in the OpenCV [25] library.
Next, the area of the image containing the face is extracted and then
equalized and resized. The interpolation process required for resizing the
image uses a three-lobed Lanczos windowed sinc function [26] which keeps
the original image aspect ratio. In the end, an equalized face image is
passed to the feature extraction step. It should be noted that no technique
for aligning faces is applied, so unaligned faces will be classiﬁed.
Feature extraction is applied to each preprocessed face image to characterise
the face using feature vectors. See further details in Section 2.2.
Classiﬁcation follows a standard scheme: a model trained from previously
seen faces predicts the gender of a test face. This process is explained in
Section 2.3.
Performance assessment is carried out using two diﬀerent measures (cor-
rect classiﬁcation rates and d-prime). These two measures are detailed in
Section 2.4.
2.1. Representation Approaches
Two representation approaches are compared in this experimental study: a
global and a local scheme.
In the global approach, the face is characterised as a whole. Therefore, this
representation provides conﬁgural as well as featural information.
In the local approach, the face is characterised by a collection of local regions
which provide information about the appearance of each part of the face in
isolation. A series of overlapping patches of M ×M pixels are considered over
the area of the image where the face was detected. From one patch to its
neighbour, there is a one pixel shift. Given a position (i, j) in a face image,
we deﬁne Di,j as the neighbourhood of patches associated to (i, j). For a given
patch pk,l, centred at position (k, l), pk,l ∈ Di,j iﬀ |i − k| ≤ P and |j − l| ≤ P .
The constant P deﬁnes the size of the neighbourhood. In the classiﬁcation
step, the class of each patch is predicted by the classiﬁer constructed using its
neighbouring patches in the training set. This local classiﬁcation scheme based
on neighbourhoods was designed to have a higher tolerance towards distortions
in face images, inaccurate face detections and alignments.
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2.2. Features
This study compares three types of features: grey levels (raw information),
Principal Component Analysis of the grey level space (transformed information)
and Local Binary Patterns (texture information), all combined with the two
aforementioned representation approaches.
Regardless of which feature is going to describe the face, the method for
extracting features depends on which representation approach (global or local)
is adopted. For global features, the method considers all pixels within the area
of the image where the face was detected, resulting in one feature vector that
describes the face. For local features, the method is applied to each one of
the patches extracted from the image. Consequently, several feature vectors
describe one face. The feature extraction methods are explained below.
2.2.1. Grey Levels
The grey level values of the pixels forming the area of interest in the image
(the whole face or a local patch) are vectorised resulting in a feature vector.
For global features, the face is characterised by a feature vector of the grey
level values of the pixels within the area where the face was detected. For local
features, the face is characterised by a set of feature vectors of a common length
equal to the number of pixels in each patch. In this case, the face is characterised
by as many feature vectors as patches are in the face image.
2.2.2. Principal Component Analysis
Principal Component Analysis (PCA) [27] searches for a subspace whose
basis vectors correspond to those directions in the original space with max-
imum variance. Let W be a linear transformation that maps the original
d−dimensional space onto a f−dimensional feature subspace. Then, new fea-
ture vectors yi ∈ ℜ
f are deﬁned by yi =W
Txi where xi ∈ ℜ
d. This method
has been widely used in face recognition [4, 5, 28] leading to good recognition
accuracies. Those results have encouraged some researchers to classify gender
in the transformed PCA space [29] where very good performances are reported.
In this work, PCA features are extracted from the whole face area (global
approach) and from the neighbourhood of each position (local approach). In
both cases, the target subspace is built from training face images by retaining
those eigenvectors accounting for 95% of the variance. For obtaining global
features, the PCA basis are calculated from the grey level values of the area
of the image where the face was detected. Then, the PCA transformation is
applied to each face image resulting in a feature vector which describes it. For
obtaining local features, the PCA basis are calculated separately for each patch
neighbourhood.
2.2.3. Local Binary Patterns
Local Binary Patterns (LBP) were originally deﬁned to characterise image
textures [30]; more recently, they have been used as face descriptors [3]. A
binary number describes each pixel in the image and it is calculated considering
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a neighbourhood around each pixel. Then, all neighbours are given either value
1, if they are brighter than the central pixel, or value 0 otherwise. The values
assigned to the neighbours are read sequentially in the clockwise direction to
form the binary pattern which characterises the central pixel. In the end, the
image is characterised by a histogram of the LBP values of all the pixels. This
description was improved by using the so-called uniform LBPs [31]. The uniform
patterns have at most two one-to-zero or zero-to-one transitions in the circular
binary code.
In this work, uniform LBPs with neighbourhoods of radius 2 and 8 sam-
ple points are used. As a result, a histogram of 59 bins is extracted where
58 bins correspond to all the possible uniform LBPs and the extra bin is for
accumulating the non-uniform patterns.
For global features, instead of characterising the whole face, several non-
overlapping regions of the face image are described separately; this is how LBP
features have been successfully used to represent facial images [3]. For each
region, a histogram of LBP features is extracted and then, all histograms are
concatenated to form one feature vector as a global description of the face. For
local features, each patch is characterised by its corresponding histogram of
LBPs.
2.3. Classiﬁers
Three diﬀerent types of classiﬁers are used in this study: Nearest Neighbour,
PCA+LDA and Support Vector Machines.
Following a global approach, a standard classiﬁcation scheme is adopted
where a classiﬁer previously trained with the features extracted from the train-
ing face images predicts the gender of a test face. In the local approach, the
classiﬁcation process is slightly diﬀerent and it works as follows. Let Ci,j be the
local classiﬁer trained with Dtrai,j , the set of training patches within the neigh-
bourhood of the position (i, j) in the face images. Given the set of patches
extracted from a test image, a class label for patch pi,j is predicted by Ci,j ∀i, j,
resulting in N predicted classes. Finally, the predicted gender of the face is
obtained by a majority vote of the N local predictions.
2.3.1. Nearest Neighbour (1-NN)
The intuition underlying nearest neighbour classiﬁcation is quite straight-
forward. A test sample is classiﬁed by its nearest neighbour in the training set.
The metric used is the Euclidean distance.
Global 1-NN works as the well-known 1-NN classiﬁer.
Local 1-NN consists of a set of local classiﬁers. In total, there are as many
1-NN classiﬁers as patches. Each one of these local classiﬁers searches for
the nearest neighbour only among the patches within the corresponding
neighbourhood.
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2.3.2. Principal Components + Linear Discriminant Analysis (PCA+LDA)
Linear Discriminant Analysis (LDA) [27] is a method to ﬁnd a linear combi-
nation of features that best discriminate among classes. It looks for those fea-
tures that enlarge the diﬀerence of the class means. In other words, it searches
for a feature space where classes are better separated.
LDA is most commonly applied to a lower-dimensional intermediate space
in order to avoid the mathematical problems due to the fact that the number of
samples per class is usually small with respect to the dimensionality of the orig-
inal feature space (for details see [32]). Hence, in gender classiﬁcation problems,
LDA is usually applied after reducing the dimensionality with PCA [23].
As a result, LDA provides a subspace of at most c− 1 dimensions where c is
the number of classes. In a gender classiﬁcation problem there are two classes,
so LDA provides a 1−dimensional feature space. An optimal binary partition
of the 1−dimensional feature space is searched and used as a classiﬁcation rule.
Global PCA+LDA works as the general PCA+LDA explained above.
Local PCA+LDA consists of a set of local classiﬁers, one PCA+LDA classi-
ﬁer per patch. Each one of these local classiﬁers uses the feature vectors
extracted from the patches that belong to the corresponding neighbour-
hood.
2.3.3. Support Vector Machine (SVM)
A Support Vector Machine [33] constructs a hyperplane for an optimal class
separation. There are many hyperplanes which can classify the data. Intuitively,
the best separation can be achieved by the hyperplane that maximises margins
to the nearest points of both classes. This classiﬁer has been extensively used
in many automatic facial analysis tasks, including gender classiﬁcation [11, 12].
However, this classiﬁer suﬀers from a high computational cost when provided
with a large number of training samples. For this reason, we found that build-
ing as many local SVMs as patches are in the image was not computationally
aﬀordable. Therefore, in the experiments, SVM only adopts a global approach.
Global SVM works as a standard SVM. Particularly, the SVM implementa-
tion with a third degree polynomial kernel provided with LIBSVM 3.0 [34]
is used in the experiments. After an exploratory study, this third degree
polynomial kernel was chosen for its good ratio of computational cost to
classiﬁcation accuracy.
2.4. Classiﬁcation Assessment
In order to assess the performance of classiﬁcation models, two measures
are used: Correct Classiﬁcation Rate (CCR) and d-prime (d′). CCR, probably
the most popular way of evaluating the eﬀectiveness of a classiﬁer, computes
the percentage of correctly classiﬁed samples over the total number of samples.
However, empirical and analytical evidence show that CCR may be strongly bi-
ased with regard to data imbalance, which could lead to inaccurate conclusions.
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The second measure, d-prime [35], is a suitable approach for assessing the
classiﬁer behaviour on a two-class problem, because it is robust to skewed
classes. Its computation is based on two performance indices computed sep-
arately on the two classes, which penalises biased classiﬁcation results towards
one of the classes. Thus, as compared to CCR, d′ provides a diﬀerent perspec-
tive to the analysis of classiﬁer performance.
3. Description of the Face Databases
Three face databases are used in the experiments, two of them containing
only neutral faces, and a third database containing neutral, expressive, and
realistically occluded faces.
FERET (Facial Recognition Technology Database) [35] contains 12,922
colour images of 512×768 pixels corresponding to 994 people’s faces rang-
ing from ages 10 to 70 and from diﬀerent races. Speciﬁcally, it contains
face images of 412 subjects of less than 20 years old, 442 adults aged
20-40 and 140 adults aged 50-70. There are 225 Asian faces, 73 African-
American faces, 57 Hispanic faces, 618 Caucasian faces and 21 from other
races. There were 13 face images collected from each subject with diﬀerent
face poses turning the head right or left with several degrees.
Our experiments use only the images corresponding to frontal views of the
face. The total number of images used from this database is 2,015 face
images of 1,173 male and 841 female faces corresponding to 787 diﬀerent
subjects (427 males and 360 females).
PAL (Productive Aging Lab Face) [36] contains 575 colour images of size
640× 480 pixels corresponding to 575 individuals (there is only one image
per individual) with ages ranging from 18 to 93. It contains face images of
107 females and 115 males aged 18-29, 47 females and 29 males aged 30-49,
90 females and 33 males aged 50-69 and 106 females and 47 males aged
70-94. There are 89 African-American faces (26 males and 63 females),
434 Caucasian faces (158 males and 275 females) and 52 from other races
(40 males and 12 females).
All the faces images from this database are used in the experiments.
AR [37] contains around 4,000 colour images of 768× 576 pixels corresponding
to 130 people’s faces. Images feature frontal view faces with diﬀerent
facial expressions, illumination conditions, and occlusions (sunglasses and
scarf). Information about the age and race of the subjects is not provided,
although after majority sampling the database it can be said that all the
individuals are young Caucasian adults.
Our experiments use the images corresponding to smile, angry, “scream-
ing” and neutral facial expression, top occlusions caused by sunglasses
and bottom occlusions caused by wearing a scarf. A total of 774 images
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Global Local
(1) 1NN-grey-G (8) 1NN-grey-L
(2) 1NN-pca-G (9) 1NN-pca-L
(3) 1NN-lbp-G (10) 1NN-lbp-L
(4) PCALDA-G (11) PCALDA-L
(5) SVM-grey-G
(6) SVM-pca-G
(7) SVM-lbp-G
Abbreviation: Classifier-Feature-G/L
Table 1: Classiﬁcation models considered in the experiments.
are used from this database. These images consist of 130 face images (74
males and 56 females) for each facial expression, 129 top occluded face
images (75 males and 54 females) and 125 bottom occluded face images
(72 males and 53 females).
The class balances are roughly 60% male and 40% female faces for FERET
and AR, and 40%-60% for PAL. These class balances are more accurately pro-
vided for each data set in Table 2(a).
4. Experimental Set-up
The experimental set-up was designed to study the eﬀectiveness of local and
global representations, and grey levels, PCA and LBP face characterisations
using 1-NN, PCA+LDA and SVM for classifying gender when distorted face
images are used for training, testing or both. To the best of our knowledge, the
problem of assessing the consequences of including non-neutral and occluded
faces in the training and the evaluation of classiﬁers has not been extensively
addressed in previous works. Additionally, to recreate realistic conditions, cross-
database experiments are provided involving diﬀerent databases for training and
testing. A combination of a representation approach (global or local), a type of
feature (grey levels, PCA or LBP) and a particular classiﬁer (1-NN, PCA+LDA
or SVM) will be referred to as a classiﬁcation model. Table 1 enumerates the
eleven diﬀerent classiﬁcation models considered in the experiments.
A summary of all the combinations of training-test data sets is shown in
Table 2(a) (four letters A, B, C and D are used in this table to distinguish
between experiments containing/not containing distortions in the training/test
sets). In this table the class balances are also provided. Face images from the
AR database are selected to form three data sets with an increasing level of
diﬃculty: AR neutral contains only neutral faces, AR light distortions contains
neutral and expressive faces, and AR heavy distortions contains the images of
the previous data set and also occluded faces.
In order to provide statistical support for the existence of performance dif-
ferences among classiﬁcation models, several non-parametric statistical tests are
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Training data sets
FERET PAL
AR AR light AR heavy
neutral distortions distortions
58:42 61:39 43:57 43:57 43:57
T
es
t
d
a
ta
se
ts
FERET A A A B B
PAL A A A B B
AR Neutral A A A B B
AR light distortions C C C D D
AR heavy distortions C C C D D
(a) Combinations of training and test data sets (A: Training and test without dis-
tortions. B: Training with distortions and test without them. C: Training without
distortions and test with them. D: Training and test with distortions). Class balances
(percentage of male:female faces) are shown below each training data set.
Training
With and Without With Without
Distortions Distortions Distortions
T
es
t
d
a
ta
se
ts
With and Without
G1: A∪B∪C∪D G2: B∪D G3: A∪CDistortions
With Distortions G4: C∪D G5: D G6: C
Without Distortions G7: A∪B G8: B G9: A
(b) Deﬁnition of groups of experiments (from G1 to G9). These groups have been
designed for a later statistical study of the classiﬁcation rates of the experiments in
each group.
Table 2: Summary of the data sets used in the diﬀerent groups of experiments.
applied to two performance measures (Correct classiﬁcation rate and d-prime).
This statistical study of the results obtained will be performed over groups of
experiments which are built regarding some distortion criteria to assess speciﬁc
experimental scenarios. Table 2(b) shows the experiments that form each group.
When extracting grey levels and PCA features, for global descriptions, the
area of the image containing the face is 45 × 36 pixels, giving a global feature
vector length of 1620. For local representations, a face image is described by
a total of 1170 local 49-dimensional feature vectors obtained from overlapping
patches of size 7 × 7 pixels. When extracting LBP features, global character-
isations consider 20 non-overlapping regions of 9 × 9 pixels from which LBP
histograms are extracted and then concatenated to form a global feature vector
of 1180 elements. For local LBP descriptions, a face is represented by 1170 fea-
ture vectors of 59 elements extracted from overlapping patches of 7 × 7 pixels.
Local LBP features were also extracted from larger patches to test if the patch
size inﬂuenced the classiﬁcation task, concluding that the performance was not
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strongly aﬀected. Therefore, the size of patches is kept at 7× 7 pixels to allow
a direct comparison with the rest of the local features.
To assess classiﬁer performances in single-database experiments, that is, ex-
periments where the training and test sets are extracted from the same database,
5 repetitions of a 5-fold cross validation technique are executed (25 runs in to-
tal). The partitions needed for conducting these experiments were based on
subjects instead of images. Therefore, images of the same individual could only
be found in the training or the test set, but never in both. In cross-database
experiments, only one simulation is performed, training with one database and
testing with the other. For the local classiﬁcation, each neighbourhood spans
P = 2 positions in each direction from its center; hence, a neighbourhood covers
25 patches.
4.1. Statistical Tests
Due to the large number of experiments, a detailed comparison of perfor-
mance is diﬃcult. In order to ease this task, several tests1 are applied to show
whether statistical diﬀerences exist among the performances of the classiﬁca-
tion models. All of these statistical tests are based on a null hypothesis which
states that all classiﬁcation models perform equally. This is assumed certain
and evidence is searched for in the data to reject it.
Firstly, Iman-Davenport’s test [39] is computed to detect diﬀerences among
the performances of all classiﬁers. This statistic is obtained from the equation:
FF =
(n− 1)χ2F
n(k − 1)− χ2F
(1)
which is compared to a F -distribution with k − 1 and (k − 1)(n − 1) degrees
of freedom, where n denotes the total number of experiments, k the amount
of classiﬁcation models and χ2F is the value of the Chi-square distribution with
F degrees of freedom. In order to reject the null hypothesis, the FF statistic
should be higher than the corresponding value of the F -distribution. In that
case, signiﬁcant diﬀerences among the classiﬁcation model performances exist.
Secondly, Holm’s method [40] is applied to identify statistical diﬀerences
between the most signiﬁcant classiﬁcation model and the remaining models.
Holm’s null hypothesis assumes that the performance of the former is statisti-
cally equal to the performance of the other models. Several pairwise hypotheses
are checked sequentially, one per each of the models except for the most signif-
icant one. For a given signiﬁcance level α, Holm’s method checks if P(i) <
α
k−i
where P(i) is the P-value of the i
th hypothesis and k the amount of classiﬁcation
models. If the condition is met, the ith null hypothesis is rejected (i.e. the ith
model performs statistically worse than the most signiﬁcant one).
Thirdly, Wilcoxon’s Signed Rank test [41] provides pairwise comparisons, so
statistical diﬀerences between each pair of classiﬁcation models can be found.
1These statistical tests were conducted using KEEL data mining software [38].
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For each pair, Wilcoxon’s null hypothesis assumes that both classiﬁcation mod-
els perform equally. This test proceeds by ranking the diﬀerences in performance
of two models. Let di be the diﬀerence between the performances of two classi-
ﬁcation models on the i-th experiment. Then, the diﬀerences di ∀i are ranked
according to their absolute values. Let R+ be the sum of the ranks where the 1st
model outperforms the 2nd and R− be the sum of the opposite cases. The ranks
where di = 0 are split evenly among R+ and R−. When there is an odd number
of cases where di = 0, one of those ranks is ignored. Being Z = min(R+, R−),
if Z is less or equal than the Wilcoxon distribution for n degrees of freedom,
then the null hypothesis stating that both classiﬁcation models perform equally
well is rejected.
5. Discussion of the Experimental Results
In this section, we present a wide comparison of the performance of all the
classiﬁcation models involved in this study. In order to provide a comprehensive
analysis, we carried out three statistical tests to the nine groups of experiments
detailed in Table 2(b) considering both performance measures, CCR and d′ (the
performance results can be seen in Appendices A and B). Therefore, eighteen
groups of experiments are discussed for each statistical test.
According to Iman-Davenport’s statistic, signiﬁcant diﬀerences exist among
the performance of all classiﬁcation models using both measures. To better
grasps these diﬀerences, the results of Holm’s andWilcoxon’s tests are discussed.
Holm’s method
Holm’s method results for CCR are shown in Figure 1 and for d′ in Figure 2.
The null hypotheses (which assume statistical equality) associated to those mod-
els above the double lines were rejected when compared with the most signiﬁcant
classiﬁcation model (shown at the bottom of each table in Figures 1 and 2) with
a 95% signiﬁcance level.
Taking into account the statistical tests over both measures, global 1-NNs
are always rejected using any type of features and PCA+LDA models, global
and local, are rejected in most cases (except once using CCR and three times
using d′ out of the eighteen groups of experiments). In general, global SVMs
and local 1NNs perform statistically better than the rest.
Regarding LBP features, the main diﬀerence between both measures is that,
according to d′, global SVMs and local 1-NNs are among the statistically supe-
rior models. However, this is not the case when using CCR. This suggests that
LBP-based methods lead to more balanced performance rates between classes.
Wilcoxon’s signed rank test
A summary of Wilcoxon’s signed rank test for CCR is shown in Figure 3 and
for d′ in Figure 4. In these ﬁgures, the symbol “•” indicates that the classiﬁca-
tion model in the row signiﬁcantly outperforms the model in the column, and
the symbol “◦” indicates that the classiﬁcation model in the column signiﬁcantly
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G1
1NN-lbp-G 0.005
PCALDA-L 0.006
1NN-pca-G 0.006
1NN-grey-G 0.007
1NN-lbp-L 0.008
PCALDA-G 0.010
SVM-lbp-G 0.013
1NN-pca-L 0.017
SVM-pca-G 0.025
SVM-grey-G 0.050
1NN-grey-L
G2
1NN-lbp-G 0.005
PCALDA-L 0.006
1NN-grey-G 0.006
1NN-pca-G 0.007
PCALDA-G 0.008
SVM-lbp-G 0.010
1NN-lbp-L 0.012
1NN-pca-L 0.017
SVM-pca-G 0.025
SVM-grey-G 0.050
1NN-grey-L
G3
1NN-lbp-G 0.005
PCALDA-L 0.006
1NN-pca-G 0.006
1NN-lbp-L 0.007
1NN-grey-G 0.008
PCALDA-G 0.010
1NN-pca-L 0.012
SVM-pca-G 0.017
SVM-lbp-G 0.025
SVM-grey-G 0.050
1NN-grey-L
G4
1NN-lbp-G 0.005
PCALDA-L 0.006
1NN-pca-G 0.006
PCALDA-G 0.007
1NN-lbp-L 0.008
1NN-grey-G 0.010
SVM-lbp-G 0.012
SVM-grey-G 0.017
1NN-pca-L 0.025
SVM-pca-G 0.050
1NN-grey-L
G5
PCALDA-L 0.005
1NN-lbp-G 0.006
1NN-pca-G 0.006
1NN-grey-G 0.007
1NN-lbp-L 0.008
PCALDA-G 0.010
SVM-lbp-G 0.012
1NN-pca-L 0.017
1NN-grey-L 0.025
SVM-grey-G 0.050
SVM-pca-G
G6
1NN-lbp-G 0.005
PCALDA-G 0.006
PCALDA-L 0.006
1NN-lbp-L 0.007
1NN-pca-G 0.008
1NN-grey-G 0.010
SVM-grey-G 0.012
SVM-pca-G 0.017
SVM-lbp-G 0.025
1NN-pca-L 0.050
1NN-grey-L
G7
1NN-lbp-G 0.005
PCALDA-L 0.006
1NN-grey-G 0.006
1NN-pca-G 0.007
1NN-lbp-L 0.008
PCALDA-G 0.010
SVM-lbp-G 0.012
1NN-pca-L 0.017
SVM-pca-G 0.025
1NN-grey-L 0.050
SVM-grey-G
G8
1NN-lbp-G 0.005
PCALDA-L 0.006
1NN-grey-G 0.006
1NN-pca-G 0.007
PCALDA-G 0.008
SVM-lbp-G 0.010
1NN-lbp-L 0.012
SVM-pca-G 0.017
1NN-pca-L 0.025
SVM-grey-G 0.050
1NN-grey-L
G9
1NN-lbp-G 0.005
1NN-pca-G 0.006
1NN-grey-G 0.006
PCALDA-L 0.007
1NN-lbp-L 0.008
PCALDA-G 0.010
1NN-pca-L 0.012
1NN-grey-L 0.017
SVM-pca-G 0.025
SVM-lbp-G 0.050
SVM-grey-G
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Figure 1: Holm’s method results for measure CCR (correct classiﬁcation rate)
of all classiﬁcation models compared with the most signiﬁcant in each case
(showed in bold at the bottom of each table) with a 95% signiﬁcance level. All
the models above the double line performed signiﬁcantly worse than the model
in bold. Refer to Table 2 for the description of the groups of experiments.
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G1
1NN-lbp-G 0.005
1NN-grey-G 0.006
1NN-pca-G 0.006
PCALDA-L 0.007
PCALDA-G 0.008
SVM-lbp-G 0.010
SVM-pca-G 0.012
SVM-grey-G 0.017
1NN-lbp-L 0.025
1NN-pca-L 0.050
1NN-grey-L
G2
1NN-lbp-G 0.005
PCALDA-L 0.006
1NN-grey-G 0.006
1NN-pca-G 0.007
PCALDA-G 0.008
SVM-lbp-G 0.010
SVM-pca-G 0.012
SVM-grey-G 0.017
1NN-lbp-L 0.025
1NN-pca-L 0.050
1NN-grey-L
G3
1NN-lbp-G 0.005
1NN-pca-G 0.006
1NN-grey-G 0.006
PCALDA-G 0.007
PCALDA-L 0.008
SVM-pca-G 0.010
SVM-grey-G 0.012
SVM-lbp-G 0.017
1NN-lbp-L 0.025
1NN-grey-L 0.050
1NN-pca-L
G4
1NN-lbp-G 0.005
PCALDA-G 0.006
1NN-pca-G 0.006
1NN-grey-G 0.007
PCALDA-L 0.008
SVM-pca-G 0.010
SVM-lbp-G 0.012
SVM-grey-G 0.017
1NN-lbp-L 0.025
1NN-pca-L 0.050
1NN-grey-L
G5
PCALDA-L 0.005
1NN-lbp-G 0.006
1NN-grey-G 0.006
1NN-pca-G 0.007
PCALDA-G 0.008
SVM-lbp-G 0.010
SVM-pca-G 0.012
1NN-pca-L 0.017
1NN-lbp-L 0.025
1NN-grey-L 0.050
SVM-grey-G
G6
1NN-lbp-G 0.005
PCALDA-G 0.006
1NN-pca-G 0.006
1NN-grey-G 0.007
SVM-pca-G 0.008
SVM-grey-G 0.010
PCALDA-L 0.012
SVM-lbp-G 0.017
1NN-lbp-L 0.025
1NN-grey-L 0.050
1NN-pca-L
G7
1NN-lbp-G 0.005
1NN-grey-G 0.006
PCALDA-L 0.006
1NN-pca-G 0.007
PCALDA-G 0.008
SVM-lbp-G 0.010
SVM-pca-G 0.012
1NN-lbp-L 0.017
SVM-grey-G 0.025
1NN-grey-L 0.050
1NN-pca-L
G8
1NN-lbp-G 0.005
PCALDA-L 0.006
1NN-grey-G 0.006
SVM-lbp-G 0.007
1NN-pca-G 0.008
PCALDA-G 0.010
SVM-pca-G 0.012
SVM-grey-G 0.017
1NN-lbp-L 0.025
1NN-pca-L 0.050
1NN-grey-L
G9
1NN-grey-G 0.005
1NN-pca-G 0.006
1NN-lbp-G 0.006
PCALDA-L 0.007
PCALDA-G 0.008
1NN-lbp-L 0.010
SVM-pca-G 0.012
SVM-lbp-G 0.017
SVM-grey-G 0.025
1NN-grey-L 0.050
1NN-pca-L
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Figure 2: Holm’s method results for measure d′ of all classiﬁcation models
compared with the most signiﬁcant in each case (showed in bold at the bottom
of each table) with a 95% signiﬁcance level. All the models above the double
line performed signiﬁcantly worse than the model in bold. Refer to Table 2 for
the description of the groups of experiments.
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G1
1 2 3 4 5 6 7 8 9 10 11
1 - • ◦ ◦ ◦ ◦ ◦ •
2 - • ◦ ◦ ◦ ◦ ◦ •
3 ◦ ◦ - ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦ ◦ •
5 • • • • - • •
6 • • • • - • • •
7 • • • • - ◦ •
8 • • • • - • • •
9 • • • • ◦ - • •
10 ◦ ◦ ◦ ◦ -
11 ◦ ◦ ◦ ◦ ◦ ◦ -
G2
1 2 3 4 5 6 7 8 9 10 11
1 - • ◦ ◦ ◦ ◦ ◦
2 - • ◦ ◦ ◦ ◦ ◦
3 ◦ ◦ - ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦ ◦ •
5 • • • • - • • •
6 • • • • - • • •
7 • ◦ ◦ - ◦ ◦
8 • • • • • - • •
9 • • • • • - • •
10 • • • ◦ ◦ ◦ ◦ - •
11 ◦ ◦ ◦ ◦ ◦ ◦ -
G3
1 2 3 4 5 6 7 8 9 10 11
1 - ◦ ◦ ◦ ◦ ◦
2 - ◦ ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦ •
5 • • • • - • •
6 • • • - • •
7 • • • - • •
8 • • • - • • •
9 • • • ◦ - • •
10 ◦ ◦ ◦ ◦ ◦ -
11 ◦ ◦ ◦ ◦ ◦ -
G4
1 2 3 4 5 6 7 8 9 10 11
1 - • • ◦ ◦ ◦ ◦ ◦ •
2 ◦ - • ◦ ◦ ◦ ◦ ◦ •
3 ◦ ◦ - ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦ ◦
5 • • • • - ◦ • •
6 • • • • • - • • •
7 • • • • - ◦ ◦ • •
8 • • • • • - • • •
9 • • • • • ◦ - • •
10 ◦ ◦ ◦ ◦ ◦ -
11 ◦ ◦ ◦ ◦ ◦ ◦ ◦ -
G5
1 2 3 4 5 6 7 8 9 10 11
1 -
2 -
3 -
4 -
5 -
6 -
7 -
8 -
9 -
10 -
11 -
G6
1 2 3 4 5 6 7 8 9 10 11
1 - • • ◦ ◦ ◦ ◦
2 - • ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦
4 - ◦ ◦ ◦ ◦ ◦
5 • • - ◦ ◦
6 • - • •
7 • • • • - ◦ • •
8 • • • • • - • • •
9 • • • • ◦ - • •
10 ◦ ◦ ◦ -
11 ◦ ◦ ◦ -
G7
1 2 3 4 5 6 7 8 9 10 11
1 - ◦ ◦ ◦ ◦ ◦ ◦
2 - ◦ ◦ ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦ ◦
4 • • • - ◦ •
5 • • • • - • •
6 • • • - • •
7 • • -
8 • • • - • • •
9 • • • - • •
10 ◦ ◦ ◦ ◦ -
11 ◦ ◦ ◦ ◦ ◦ -
G8
1 2 3 4 5 6 7 8 9 10 11
1 - • ◦ ◦ ◦ ◦ ◦
2 - • ◦ ◦ ◦ ◦
3 ◦ - ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦
5 • • - • • •
6 • -
7 • ◦ - ◦
8 • • • • • - • •
9 • • - •
10 • • • -
11 ◦ ◦ -
G9
1 2 3 4 5 6 7 8 9 10 11
1 - ◦ ◦ ◦ ◦ ◦
2 - ◦ ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦ ◦
4 • • • - •
5 • • • - • • • •
6 • • - • •
7 • -
8 • • - •
9 - •
10 ◦ ◦ ◦ ◦ -
11 ◦ -
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Figure 3: Summary of the Wilcoxon’s statistic applied over CCR values for all
pairs of classiﬁcation models (above the main diagonal 90% conﬁdence level,
and below it 95%). The symbol “•” indicates that the classiﬁcation model in
the row signiﬁcantly outperforms the model in the column, and the symbol “◦”
indicates that the model in the column signiﬁcantly surpasses the model in the
row. Refer to Table 1 for the description of the classiﬁcation models numbered
from 1 to 11 and to Table 2 for the description of the groups of experiments. In
group G5, Wilcoxon’s cannot ﬁnd diﬀerences due to insuﬃcient data.
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G1
1 2 3 4 5 6 7 8 9 10 11
1 - • ◦ ◦ ◦ ◦ ◦ ◦
2 - • ◦ ◦ ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦ ◦ ◦
5 • • • • - • ◦ ◦ •
6 • • • • ◦ - ◦ ◦ ◦ •
7 • • • • - ◦ ◦ ◦ •
8 • • • • • • • - •
9 • • • • • • • - •
10 • • • • • - •
11 ◦ ◦ ◦ ◦ ◦ ◦ -
G2
1 2 3 4 5 6 7 8 9 10 11
1 - ◦ • ◦ ◦ ◦ ◦ ◦ ◦ •
2 - • ◦ ◦ ◦ ◦ ◦ •
3 ◦ ◦ - ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦ ◦ •
5 • • • • - • • •
6 • • • • ◦ - • ◦ ◦ •
7 • • ◦ ◦ - ◦ ◦ ◦ •
8 • • • • • • - •
9 • • • • • • - •
10 • • • • • - •
11 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ -
G3
1 2 3 4 5 6 7 8 9 10 11
1 - • ◦ ◦ ◦ ◦ ◦ ◦ ◦
2 - ◦ ◦ ◦ ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦ ◦ ◦
5 • • • • - ◦ ◦ •
6 • • • • - ◦ ◦ ◦ •
7 • • • • - •
8 • • • • • • - •
9 • • • • • • - •
10 • • • • - •
11 ◦ ◦ ◦ ◦ ◦ -
G4
1 2 3 4 5 6 7 8 9 10 11
1 - • ◦ ◦ ◦ ◦ ◦ ◦
2 - • ◦ ◦ ◦ ◦ ◦ ◦
3 ◦ ◦ - ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • - ◦ ◦ ◦ ◦ ◦ ◦
5 • • • • - • ◦ ◦
6 • • • • - ◦ ◦ ◦
7 • • • • - ◦ ◦ ◦ •
8 • • • • • • • - •
9 • • • • • • • - •
10 • • • • • • - •
11 ◦ ◦ ◦ ◦ -
G5
1 2 3 4 5 6 7 8 9 10 11
1 -
2 -
3 -
4 -
5 -
6 -
7 -
8 -
9 -
10 -
11 -
G6
1 2 3 4 5 6 7 8 9 10 11
1 - • • • ◦ ◦ ◦ ◦ ◦ ◦
2 - • • ◦ ◦ ◦ ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 - ◦ ◦ ◦ ◦ ◦ ◦ ◦
5 • • - ◦ ◦ ◦
6 • • • • - ◦ ◦ ◦ ◦
7 • • • • - ◦ ◦
8 • • • • • • • - •
9 • • • • • • • - •
10 • • • • - •
11 • • ◦ ◦ -
G7
1 2 3 4 5 6 7 8 9 10 11
1 - ◦ ◦ ◦ ◦ ◦ ◦ ◦
2 - ◦ ◦ ◦ ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • • • - ◦ ◦ ◦ ◦ ◦ •
5 • • • • - • •
6 • • • • - ◦ ◦ •
7 • • • - ◦ ◦ •
8 • • • • • - •
9 • • • • • - •
10 • • • - •
11 ◦ ◦ ◦ ◦ ◦ ◦ ◦ -
G8
1 2 3 4 5 6 7 8 9 10 11
1 - ◦ • ◦ ◦ ◦ ◦ ◦
2 • - • ◦ ◦ ◦ ◦ ◦
3 ◦ ◦ - ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 - ◦ ◦ ◦ ◦
5 • - • ◦ •
6 • - ◦ ◦ •
7 - ◦ ◦ ◦
8 • • • • • - •
9 • • • • • - •
10 • • • • -
11 ◦ ◦ ◦ -
G9
1 2 3 4 5 6 7 8 9 10 11
1 - ◦ ◦ ◦ ◦ ◦ ◦
2 - ◦ ◦ ◦ ◦ ◦ ◦ ◦
3 - ◦ ◦ ◦ ◦ ◦ ◦
4 • • - ◦ ◦ ◦ ◦ •
5 • • • • - •
6 • • • - ◦ •
7 • • • - •
8 • • • • - •
9 • • • • - •
10 -
11 ◦ ◦ ◦ ◦ ◦ -
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Figure 4: Summary of the Wilcoxon’s statistic applied over d′ values for all
pairs of classiﬁcation models (above the main diagonal 90% conﬁdence level,
and below it 95%). The symbol “•” indicates that the classiﬁcation model in
the row signiﬁcantly outperforms the model in the column, and the symbol “◦”
indicates that the model in the column signiﬁcantly surpasses the model in the
row. Refer to Table 1 for the description of the classiﬁcation models numbered
from 1 to 11 and to Table 2 for the description of the groups of experiments. In
group G5, Wilcoxon’s cannot ﬁnd diﬀerences due to insuﬃcient data.
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surpasses the model in the row. Above the main diagonal, the conﬁdence level
is 90% and, below it, it is 95%. The discussion of Wilcoxon’s results is presented
by groups of experiments (for details about the groups see Table 2(b)).
Groups G1, G2, G3, G4, and G7: Data sets of images with and
without distortions were used for training or for testing. Wilcoxon’s
tests show that global SVMs and local 1-NNs statistically outperform the rest
of the classiﬁcation models, supporting the conclusion extracted from Holm’s
method. This is more clearly shown with the measure d′ than with CCR, since
with the latter the local 1-NN using LBP features does not always outperform
all the other models. Besides, d′-based tests show that local 1-NN with grey
levels and PCA features surpass the performance of global SVMs in most cases.
Group G5: Only distorted faces were used both for training and
testing. Wilcoxon’s test cannot ﬁnd diﬀerences among the performances of the
classiﬁcation models due to insuﬃcient data; to approximate a normal distri-
bution, six or more experiments are needed [42]. Note that, in this group of
experiments, Holm’s method ﬁnds reasonable statistical diﬀerences since hav-
ing a small number of experiments can only cause the non rejection of false null
hypotheses [43].
Groups G6 and G8: Distorted faces were used for training and
non-distorted for testing and vice versa. Wilcoxon’s tests ﬁnd that there is
a tendency for local models to be statistically superior to global solutions. This
conclusion is strongly supported by d′-based tests where local 1NNs perform
statistically better than the rest of the models with a 90% conﬁdence and than
most of the models with a 95%.
Group G9: Only non-distorted faces were used both for training
and testing. Wilcoxon’s test ﬁndings diﬀer depending on the measure used (d′
or CCR). In d′-based tests, the six models (global SVMs and local 1NNs) that
stand out in the other groups of experiments show a statistical superiority to
the rest of global models (with the exception of local 1NNs using LBP features).
In CCR-based tests, global SVM with grey levels seems to statistically outper-
form most of the other models. However, when these CCR statistical tests
are applied only to the experiments of this group that use diﬀerent databases
for training and testing (that excludes the three single-database experiments),
Iman-Davenport’s statistic cannot ﬁnd diﬀerences, Holm’s method only rejects
global 1-NN with PCA features and both, global and local, 1-NN with LBP
features. In addition, Wilcoxon’s test ﬁnds just a few statistical diﬀerences with
a 95% of signiﬁcance level, showing that global SVM with grey levels statisti-
cally outperforms only global 1-NNs with grey levels and both 1-NNs with LBP
features (see Figure 5). These ﬁndings suggest that the statistical diﬀerences
obtained for this group of experiments when using CCR measure should be
mainly attributed to the experiments that use the same database for training
and testing.
In general, looking at the results, there are two diﬀerentiated sets of clas-
siﬁcation models: global SVMs and local 1-NNs, and the rest. The former set
undoubtedly obtains better performances than the latter in most groups of ex-
periments. In cases where training faces present distortions and test faces do
17
Holm’s method
1NN-lbp-G 0.005
1NN-lbp-L 0.005556
1NN-pca-G 0.00625
1NN-grey-G 0.007143
PCALDA-L 0.008333
SVM-lbp-G 0.01
SVM-pca-G 0.0125
1NN-pca-L 0.016667
PCALDA-G 0.025
1NN-grey-L 0.05
SVM-grey-G
Wilcoxon’s Test
1 2 3 4 5 6 7 8 9 10 11
1NN-grey-G (1) - ◦
1NN-pca-G (2) - ◦
1NN-lbp-G (3) - ◦ ◦ ◦ ◦ ◦
PCALDA-G (4) • - •
SVM-grey-G (5) • • - •
SVM-pca-G (6) - •
SVM-lbp-G (7) -
1NN-grey-L (8) - •
1NN-pca-L (9) - •
1NN-lbp-L (10) ◦ -
PCALDA-L (11) -
Figure 5: Statistical tests performed using the CCR of only cross-database
experiments with non-distorted faces. Holm’s results with a 95% signiﬁcance
level, Wilcoxon’s above the main diagonal 90%, and below it 95%.
not and vice versa, local 1-NNs are superior to the rest in statistical terms.
However, when the same type of faces (neutral or distorted) are found in train-
ing and test sets, global SVMs and local 1-NNs behave in a statistically equal
manner. Note that, under diﬀerent acquisition conditions for training and test
images, that is, in cross-database experiments, none of the classiﬁcation models
showed a statistical superiority over the rest, even though when face images
were not distorted.
A clear advantage of one type of feature over the other was not detected;
nonetheless the best choice would be to lean towards grey levels or PCA features
since it is found more times among the best classiﬁcation models (considering
both measures).
Regarding how the performances of the models are aﬀected by the data sets
used, no major diﬀerences where detected in most of the cases. However, when
using FERET and PAL databases (in both combinations of training with one
and testing with the other) lower performances were obtained. This is probably
due to the diﬀerent acquisition conditions of the face images in each database.
There is a considerable variability among the actual CCR results (see Ap-
pendix A) which is due to the diﬀerent levels of diﬃculty in solving the problem
of gender classiﬁcation of the experiments. Considering only the best CCR per
experiment, the lowest and highest CCR’s are 72.30% and 96.00%, respectively.
Although not all our results can be directly compared to those published in the
literature, Bekios-Calfa et al. [23] studied several linear discriminant techniques
for gender classiﬁcation, presenting some experiments that are somehow equiv-
alent to some of those in this work. Table 3 provides the CCR’s obtained in
each case for a quick comparison, showing that our results are at the same level
of the state of the art in face gender classiﬁcation.
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Single-database Exp. Cross-database Exp.
FERET PAL FERET/PAL PAL/FERET
Bekios-Calfa et al. 93.95% 89.81% 71.50% 78.85%
Our results 94.06% 88.57% 72.30% 77.11%
Table 3: Correct Classiﬁcation Rates of four experiments compared with the
equivalent experiments presented in [23].
6. Conclusion
This paper has presented a comprehensive experimental study on gender
classiﬁcation techniques using non-distorted and distorted faces. An extensive
comparison of two representation approaches (local and global), three types
of features (grey levels, PCA and LBP) and three classiﬁers (1-NN, SVM and
PCA+LDA) has been provided by means of three statistical tests applied to
two performance measures (CCR and d′).
From the ﬁndings of these statistical tests, we can see that global as well as
local approaches can successfully solve gender classiﬁcation problems when the
conditions present in the test images can also be found in the training set.
According to the results of both performance measures, in the case of train-
ing and test sets with diﬀerent face distortions, local approaches signiﬁcantly
outperform global solutions. This superiority is due to the fact that local ap-
proaches are designed to better deal with distortions in the face images and an
expressive/occluded face can be seen as a distorted neutral face and vice versa.
In cross-database experiments with neutral faces, global classiﬁcation models
do not statistically surpass local models. Moreover, some classiﬁcation models
are never found among the models that achieve the best performances for each
group of experiments; this is the case of global 1-NNs.
To conclude, global SVMs together with local 1-NNs are the best classiﬁca-
tion models to address gender classiﬁcation problems among those considered in
this work. However, when training and test images do not share the same type
of distortions or acquisition conditions, local 1-NN approaches surpass global so-
lutions. Focusing on the three diﬀerent types of features analysed, no statistical
diﬀerences were found among them.
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Appendix A. Correct Classiﬁcation Rates
The CCR obtained for each one of the experiments carried out are shown
in Table A.4.
19
Appendix B. D−prime Measure
The d′ values obtained for each one of the experiments carried out are shown
in Table B.5.
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