Representation Theory of Iwahori-Hecke Algebras and Schur Algebras of Symmetric Groups by KENNY SNG
REPRESENTATION THEORY OF IWAHORI-HECKE




FOR THE DEGREE OF MASTERS OF SCIENCE
DEPARTMENT OF MATHEMATICS
NATIONAL UNIVERSITY OF SINGAPORE
2013

National University of Singapore
Department of Mathematics
Representation Theory of Iwahori-Hecke









I hereby declare that this thesis is my original work and it has
been written by me in its entirety. I have duly acknowledged all
the sources of information which have been used in the thesis.






I would like to extend my heartfelt gratitude to the following:
Associate Professor Tan Kai Meng for his guidance throughout both my undergraduate
and graduate studies in NUS. I am indebted to him for all his guidance in the algebra
modules that I have taken, and even more so for the knowledge about module theory and
representation theory imparted to me during discussion sessions. I am also very grateful for
his willingness to supervise me for a 4-month long research internship, my final year project
and my masters thesis, and for his guidance and utmost patience in answering all the queries
and questions that I had.
Dr Lim Kay Jin for his help and readiness for discussions, and for organising various semi-
nars from which I certainly learnt a great deal.
Professor Andrew Mathas, for his kind help in answering our queries regarding the ma-
terials presented in his book.
The professors at Ecole Polytechnique in France, for their patience and guidance during my
two years in the NUS-French Double Degree Programme (FDDP), without which I would
not have matured mathematically.
My fellow friends who have accompanied me up to this point in my life, without which
life would have become very much unbearable. Special mention also goes to a group of
friends in Ecole Polytechnique who accompanied me during the FDDP.
vii
viii Acknowledgments
My parents, for their love, care and patience they have given me and for allowing me to
realise my true potential. Without them, this degree would not have been possible.
And finally, to a special someone who has loved me with all her heart and soul over the






List of Notations xiii
1 Introduction 1
2 Preliminaries 3
2.1 Cellular Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 The Iwahori-Hecke Algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Representations of the Iwahori-Hecke Algebra 11
3.1 Young Tableaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 A Cellular Basis for H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 The Specht Modules and the Jucys-Murphy Elements . . . . . . . . . . . . . 27
3.4 The Irreducible H -modules . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 The q-Schur Algebra 39
4.1 Semistandard Tableaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39





Over a field of characteristic 0, the representation theory of the symmetric group Sn is very
well understood, in contrast to the modular representation theory of the symmetric groups
where many open problems still remain. The Iwahori-Hecke algebra H (named after Erich
Hecke and Nagayoshi Iwahori) of the symmetric group is a one-parameter deformation of
the group algebra of a symmetric group, and it is hoped that a detailed study of the mod-
ular representation theory of H will reveal to us valuable information about the modular
representations of Sn.
In the first chapter, we will define the Iwahori-Hecke algebra H , and also introduce cellular
algebras and their representation theory. The reason for introducing cellular algebras be-
comes obvious in the second chapter, where we will construct a cellular basis for H and use
the general theory of cellular algebras to classify the irreducible H -modules.
After studying the Iwahori-Hecke algebra, we will introduce the q-Schur algebra S in the
third chapter. The main objective, again, is to make use of the general theory of cellular
algebras and the results from the second chapter to study the representation theory of S
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This thesis arose from a detailed study of the Iwahori-Hecke algebras based on [3] written
by Andrew Mathas in order to gain a deeper understanding about the representation theory
of symmetric groups, since the modular representation theory of the Hecke algebras includes
the modular representation theory of the symmetric groups as a special case.
After many weeks of studying the materials in the book carefully, we found that there were
many results in the book whose proofs are incomplete, and, in some cases, contain major
gaps. Although an errata is readily available online, it is incomplete as most of the errors
discovered are not addressed in the errata. Since this book is the only one available in the
existing literature that provides an introduction to the Hecke algebras of the symmetric
groups, the author hopes to correct the errors discovered in an attempt to make the book
more accessible for a reader wishing to acquaint himself with the subject.
There are two objectives to this thesis. The first objective is to present a relatively self-
contained introduction to the representation theory of the Iwahori-Hecke algebras and the
Schur algebras of the symmetric groups. The second, which is also the main objective, is
to clarify and correct the proofs which were found to contain gaps. Thus, proofs that were
deemed satisfactory in the relevant materials and references will not be presented in this
thesis, and the corresponding results stated to aid in the overall flow of the thesis.
It is hoped that together with this thesis, the materials in [3] will be more easily understood
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We shall begin by recalling some results from the theory of cellular algebras, which was
introduced by Graham and Lehrer in [2]. The main reason for doing this is that both the
Iwahori-Hecke algebras and the q-Schur algebras are cellular algebras.
Let R be a commutative domain with 1, and A an associative unital R-algebra which is free
as an R-module.
Definition 2.1.1. Suppose (⇤, ) is a (finite) poset and that for all   2 ⇤ there is a finite
indexing set T ( ) and elements c st 2 A for all s, t 2 T ( ) such that
C = {c st |   2 ⇤ and s, t 2 T ( )}
is a basis for A. For each   2 ⇤ let Aˇ  be the R-submodule of A with basis {cµuv | µ 2
⇤, µ >   and u, v 2 T (µ)}. We say that (C ,⇤) is a cellular basis of A if
(i) the R-linear map ⇤ : A! A determined by (c st)⇤ = c ts, for all   2 ⇤ and all s, t 2 T ( ),
is an algebra anti-isomorphism of A; and,
(ii) for any   2 ⇤, t 2 T ( ) and a 2 A there exists rv 2 R such that for all s 2 T ( ), we
3








If A has a cellular basis, we say that A is a cellular algebra.
Remark 2.1.2. It should be noted that in part (ii) of the above definition, rv does not
depend on s, although it depends on  , t and a.
From this point onwards, we assume that (C ,⇤) is a fixed cellular basis of the algebra A. For
  2 ⇤, let A  be the R-module with basis the set of cµuv where µ 2 ⇤, µ     and u, v 2 T (µ).
Hence, Aˇ  is a submodule of A , and the quotient module A /Aˇ  has basis c st + Aˇ  where
s, t 2 T ( ). By applying the anti-isomorphism ⇤ to 2.1.1(ii), a direct calculation gives us
the following lemma.
Lemma 2.1.3. Let   2 ⇤.







where, for each u, ru is the element of R determined by 2.1.1(ii).
(ii) The R-modules A  and Aˇ  are two-sided ideals of A.




tv ⌘ rstc uv mod Aˇ .
Fix an element   2 ⇤. If s 2 T ( ), we define C s to be the R-submodule of A /Aˇ  with
basis c st + Aˇ  where t 2 T ( ). By 2.1.1(ii), C s is a right A-module. It should also be noted
that the action of A on C s is independent of s, that is, C s is isomorphic to C t as right
A-modules for all s, t 2 T ( ). This motivates the following definition.
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Definition 2.1.4. (i) We define the right cell module C  to be the right A-module which
is free as an R-module with basis {c t | t 2 T ( )} and where for each a 2 A, the action







where rv 2 R is determined by 2.1.1(ii).
(ii) We also define the left cell module C⇤  to be the free R-module with basis {c t | t 2







for all a 2 A, and rv 2 R is again determined by 2.1.1(ii).
For all s 2 T ( ), we see that C  is isomorphic to C s as right A-modules via the R-linear map
which sends c t to c st+ Aˇ  for all t 2 T ( ). Observe also that as (A,A)-bimodules, A /Aˇ  is
isomorphic to C⇤ ⌦RC  via the R-linear map which sends c st+Aˇ  to c s⌦c t for all s, t 2 T ( ).
Moreover, by definition, we can easily see that the quotient module A /Aˇ  is isomorphic toL
s2T ( )C
 
s as right A-modules. Hence, as right A-modules, A /Aˇ  is isomorphic to a direct
sum of |T ( )| copies of C .
By Lemma 2.1.3(iii), there exists an unique bilinear map h , i : C  ⇥ C  ! R such that for
s, t 2 T ( ), hc s , c t i is given by
hc s , c t ic uv ⌘ c usc tv mod Aˇ ,
where u and v are any elements of T ( ). The following result tells us that this bilinear map
is both associative and symmetric.
Proposition 2.1.5 ([3, Proposition 2.9]). Suppose that   2 ⇤ and let x, y 2 C . Then
(i) hx, yi = hy, xi.
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(ii) hxa, yi = hx, ya⇤i for all a 2 A.
(iii) xc uv = hx, c uic v for all u, v 2 T ( ).
Let radC  = {x 2 C  | hx, yi = 0 for all y 2 C }. By Proposition 2.1.5(ii), we see that
radC  is an A-submodule of C . We define D  to be the quotient module C / radC . We
have the following basic properties of D .
Proposition 2.1.6 ([3, Proposition 2.11]). Suppose that R is a field, and let µ be any
element of ⇤ such that Dµ 6= 0. Then
(i) the right A-module Dµ is absolutely irreducible.
(ii) the Jacobson radical of Cµ is equal to radCµ.
Proposition 2.1.7 ([3, Corollary 2.13]). Suppose that R is a field and let µ and   be
elements of ⇤ such that Dµ 6= 0 and Dµ ⇠= D . Then µ =  .
Define ⇤0 = {µ 2 ⇤ | Dµ 6= 0}. Then, µ 2 ⇤0 if and only if the bilinear form h , i on Cµ
is non-zero. Moreover, we now have a list of pairwise inequivalent irreducible A-modules
indexed by elements of ⇤0. The next theorem tells us that when R is a field, we indeed have
a complete list.
Theorem 2.1.8 ([3, Theorem 2.16]). Suppose that R is a field and that ⇤ is finite. Then
{Dµ | µ 2 ⇤0} is a complete list of pairwise inequivalent irreducible A-modules.
Definition 2.1.9. Let µ 2 ⇤0 and   2 ⇤. Define d µ = [C  : Dµ] to be the composition
multiplicity of the irreducible module Dµ in C . The matrix D = (d µ) where   2 ⇤ and
µ 2 ⇤0 is called the decomposition matrix of A.
Remark 2.1.10. The number d µ is well-defined by the Jordan-Hölder Theorem.
We have the following two corollaries describing D and how it aﬀects the structure of A.
Corollary 2.1.11 ([3, Corollary 2.17]). Suppose that R is a field. If µ 2 ⇤0 and   2 ⇤ then
dµµ = 1 and d µ 6= 0 only if     µ i.e. the decomposition matrix D is unitriangular.
Corollary 2.1.12 ([3, Corollary 2.21]). Suppose that R is a field. Then the following are
equivalent.
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(i) A is (split) semisimple.
(ii) C  = D  for all   2 ⇤.
(iii) radC  = 0 for all   2 ⇤.
(iv) d µ =   µ for all   and µ in ⇤.
2.2 The Iwahori-Hecke Algebra
Before defining the Iwahori-Hecke Algebra, we will first state certain technical results about
the symmetric groups which we will be using later on.
Definition 2.2.1. We denote by SX the set of all bijective functions acting on a set X on
the right. For any integer n   1, let Sn denote the set S{1,2,...,n}.
We fix an integer n   1. We denote by T the set of all transpositions in Sn. For i =
1, 2, ..., n   1, let si denote the transposition (i, i + 1) and let S = {s1, s2, ..., sn 1}. Then,
Sn is generated by s1, s2, ..., sn 1 subject to the relations
s2i = 1, for i = 1, 2, ..., n  1,
sisj = sjsi, for 1  i < j   1  n  2,
sisi+1si = si+1sisi+1, for i = 1, 2, ..., n  2.
The second and third relations are called the braid relations of Sn.
Suppose that w 2 Sn and write w = si1 ...sik where si1 , ..., sik are elements of S. If k is
minimal, we say that w has length k and write l(w) = k. In this case, si1 ...sik is called a
reduced expression for w. By definition, if s 2 S and w 2 Sn then l(sw) = l(w) ± 1. We
define
N(w) = {(j, k) 2 Sn | 1  j < k  n and jw > kw}.
We have the following results which enable us to determine whether l(sw) = l(w) + 1 or
l(sw) = l(w)  1.
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Proposition 2.2.2 ([3, Proposition 1.3]). Suppose that w 2 Sn. Then
(i) l(w) = |N(w)|; and,
(ii) N(w) = {t 2 T | l(tw) < l(w)}.
Corollary 2.2.3 ([3, Corollary 1.4]). Suppose that w 2 Sn and that si 2 S. Then
l(siw) =
8><>:l(w) + 1, if (i)w < (i+ 1)w,l(w)  1, if (i)w > (i+ 1)w.
Theorem 2.2.4 (The Strong Exchange Condition, [3, Theorem 1.5]). Let si1 , ..., sik be
elements of S and suppose that t 2 T and that l(tsi1 ...sik) < l(si1 ...sik). Then,
tsi1 ...sik = si1 ...csia ...sik
for some a. Furthermore, t = si1 ...sia 1siasia 1 ...si1 .
Corollary 2.2.5 ([3, Corollary 1.7]). Suppose that w 2 Sn and s 2 S. Then
(i) l(sw) < l(w) if and only if w has a reduced expression beginning with s;
(ii) l(ws) < l(w) if and only if w has a reduced expression ending with s.
Remark 2.2.6. The reverse implication of both parts of Corollary 2.2.5 is obvious. However,
the other implication is less obvious and requires more work.
We will now define the Iwahori-Hecke algebra of Sn. Let R be a commutative domain with
1 and q be an element in R. The Iwahori-Hecke algebra H =HR,q(Sn) of Sn is the unital
associative R-algebra with generators T1, T2, ..., Tn 1 satisfying the following relations:
(Ti   q)(Ti + 1) = 0, for i = 1, 2, ..., n  1,
TiTj = TjTi, for 1  i < j   1  n  2,
TiTi+1Ti = Ti+1TiTi+1, for i = 1, 2, ..., n  2.
When q = 1, then the first relation reduces to T 2i = 1, and thus H would be isomorphic to
the group ring RSn. It is for this reason that H is also known as a deformation of RSn.
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Suppose that w 2 Sn and let si1 ...sik be a reduced expression for w. Define
Tw = Ti1 ...Tik .
By Theorem 1.8 of [3], the element Tw is independent of the choice of the reduced expression
and thus is well-defined. If w is the identity element of Sn we identity Tw with 1 = 1R, the
identity element of R.
Lemma 2.2.7. Suppose that s 2 S and w 2 Sn. Then
TwTs =
8><>:Tws if l(ws) > l(w),qTws + (q   1)Tw if l(ws) < l(w).
Proof. Suppose that l(ws) > l(w), and let si1 ...sik be a reduced expression for w. Then, since
l(ws) > l(w) i.e. l(ws) = l(w)+1, si1 ...siks is a reduced expression for ws and so Tws = TwTs.





= Tws(q + (q   1)Ts)
= qTws + (q   1)TwsTs
= qTws + (q   1)Tw.
Remark 2.2.8. As expected, when q = 1, we recover the situation in RSn.
The previous lemma tells us that the set {Tw | w 2 Sn} spans H as an R-module. In fact,
we have much more.
Theorem 2.2.9 ([3, Theorem 1.13]). The Iwahori-Hecke algebra HR,q(Sn) is free as an
R-module with basis {Tw | w 2 Sn}.
In the next chapter, we will apply the theory of cellular algebras toH to study the irreducible
H -modules i.e. the irreducible representations ofH and classify them up to isomorphism.

Chapter 3
Representations of the Iwahori-Hecke
Algebra
In this chapter, we shall prove that H is indeed a cellular algebra by constructing a cellular
basis for it. After doing so, we will then apply the theory of cellular algebras to classify the
irreducible H -modules.
From this point onwards, unless otherwise stated, we shall assume that q is an invertible
element of R. With this assumption, each generator Ti of H is invertible with inverse
T 1i = q
 1(Ti   q + 1), and T 1w = T 1ik ...T 1i1 for all w 2 Sn, where si1 ...sik is any reduced
expression for w.
3.1 Young Tableaux
We shall first begin by studying properties of the Young Tableaux, which are crucial objects
in the representation theory of Sn. In this report, the combinatorics of Young Tableaux will
again play an important role in the representation theory of both the Iwahori-Hecke algebra
and the q-Schur algebra.
Definition 3.1.1. Let n be a positive integer. A sequence of non-negative integers µ =
(µ1, µ2, ...) is said to be a composition of n if |µ| =
P
i µi = n, and we write µ |= n. The
integers µi for i   1 are called the parts of µ. A composition µ of n is a partition if µi   µi+1
for all i   1, and we write µ ` n.
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If µ |= n and µ = (µ1, µ2, ..., µk, 0, 0, ...), we shall also identity µ with the finite sequence
(µ1, µ2, ..., µk).
Definition 3.1.2. The diagram of a composition µ is the subset of N⇥ N defined by
[µ] := {(i, j) | 1  j  µi, i   1}.
The elements of [µ] are called the nodes of µ.
We shall adopt the common practice of representing diagrams as array of boxes. For example,
if µ = (2, 4) then [µ] = .
Definition 3.1.3. Let µ |= n. A µ-tableau t is one of the n! arrays of integers obtained by
assigning each node of [µ] by one of the integers 1, 2, ..., n allowing no repeats. We say that
t has shape µ and write Shape(t) = µ.
Example 3.1.4. Let µ = (2, 4). The following are examples of µ-tableaux:
1 2
4 3 5 6
and
1 5
4 3 6 2
.
Definition 3.1.5. A µ-tableau t is row standard if the entries in t increase from left to right
in each row. t is said to be standard if µ is a partition, and the entries increase from left to
right in each row and from top to bottom in each column. We denote by Std( ) the set of
all standard  -tableaux.
Example 3.1.6. If µ = (4, 2), then 2 3 4 6
1 5
is row standard but not standard, while 1 3 5 6
2 4
is standard.
Given any composition µ |= n, let tµ be the row-standard tableau formed by filling in the
integers 1, 2, ..., n in increasing order from left to right along the rows of [µ]. For example, if
µ = (2, 4) then tµ = 1 2
3 4 5 6
.
If µ = (µ1, ..., µk) |= n, the symmetric group Sn acts on the right of any µ-tableau
by permuting the entries inside the given tableau. For example, if t = 1 3
2 4 5 6
then
t(2, 3)(1, 4, 6) = 4 2
3 6 5 1
.
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Definition 3.1.7. For each µ = (µ1, µ2, ..., µk) |= n, the Young subgroup Sµ of Sn is the
subgroup
Sµ = S{1,2,...,µ1} ⇥S{µ1+1,µ1+2,...,µ1+µ2} ⇥ · · ·⇥S{n µk+1,n µk+2,...,n}
⇠= Sµ1 ⇥Sµ2 ⇥ · · ·⇥Sµk ,
which is also the row stabliliser of tµ under the action of Sn.
Observe that si 2 Sµ if and only if i and i + 1 are in the same row of tµ. Thus, the Young
subgroup Sµ is generated by S \Sµ. Let H (Sµ) to be the subalgebra of H generated by
{Ts | s 2 S \ Sµ}. By Lemma 2.2.7 and Theorem 2.2.9, H (Sµ) is a free R-module with
basis {Tw | w 2 Sµ}. Finally, define mµ :=
P
w2Sµ Tw, which is an element of H (Sµ), and
let Mµ to be the right H -module mµH .
Lemma 3.1.8. Suppose that µ is a composition of n and let w be an element of Sµ. Then,
mµTw = ql(w)mµ.














(Tws + qTw + (q   1)Tws) by Lemma 2.2.7
= qmµ.
We will first give a description of a particular set of right coset representatives for Sµ in Sn
using the row standard tableaux.
Proposition 3.1.9 ([3, Proposition 3.3]). Suppose that µ |= n and let
Dµ = {d 2 Sn | tµd is row standard}.
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Then Dµ is a complete set of right coset representatives of Sµ in Sn. Moreover, if w 2 Sµ
and d 2 Dµ, then l(wd) = l(w) + l(d) and Twd = TwTd.
From the above proposition, we see that each row standard µ-tableau corresponds to a right
coset of Sµ in Sn. If t is a row standard µ-tableau, we denote by d(t) the unique element of
Sn such that t = tµd(t). By the above proposition again, d(t) will be the unique element of
minimal length in the coset Sµd(t). We call such right coset representatives the distinguished
right coset representatives.
The following result gives us a basis for the module Mµ.
Corollary 3.1.10 ([3, Corollary 3.4]). Let µ |= n. Then Mµ is a free R-module with basis
{mµTd(t) | t is a row standard µ-tableau}. Moreover, if t is row standard and s = tsi for
some 1  i  n, then
mµTd(t)Ti =
8>>>>><>>>>>:
qmµTd(t) if s is not row standard,
mµTd(s) if s is row standard and l(d(s)) > l(d(t)),
qmµTd(s) + (q   1)mµTd(t) if s is row standard and l(d(s)) < l(d(t)).
We now study several orders, two on the set of compositions and one on the set of row
standard tableaux.







for all i   1. If µ D ⌫, we say that µ dominates ⌫. If µ D ⌫ and µ 6= ⌫, we write µ B ⌫.
Definition 3.1.12. Let µ and ⌫ be compositions of an integer n. Write µ   ⌫ if, for some
index i, µj = ⌫j for j < i and µi   ⌫i. If µ   ⌫ and µ 6= ⌫, we write µ > ⌫.
Given a row standard tableau t such that Shape(t) |= n and an integer m  n, let t#m be
the tableau obtained from t by deleting all the entries greater than m. Then, t#m is a row
standard ⌫-tableau where ⌫ = Shape(t#m) is a composition of m.
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Definition 3.1.13. Let µ |= n. Given two row standard µ-tableaux s and t write s D t if
and only if Shape(s#m) D Shape(t#m) for all 1  m  n. Similarly, if s D t and s 6= t, we
write s B t.
Definition 3.1.14. Suppose that si1 ...sik is a word in Sn with si1 , ..., sik 2 S. A subexpres-
sion of si1 ...sik is any expression of the form sij1 ...sijl where 1  j1 < ... < jl  k.
Remark 3.1.15. The above definition simply means that subexpressions are obtained from
the original word by deleting some of the letters.
Definition 3.1.16. Given two elements v, w 2 Sn, we write v D w if v has a reduced
expression which is a subexpression of some reduced expression of w.
It is not immediately clear that this order defined on the elements of Sn is a partial order, as
an element in Sn can have many diﬀerent reduced expressions. Moreover, v D w if and only
if there exists t1, ..., tk 2 T such that v = wt1...tk and l(wt1...tj) = l(w)  j for j = 1, 2, ..., k
(refer to Sections 5.9-5.11 of [1]). This partial order is known as the Bruhat-Chevalley order.
The next two results illustrates the relationship between the partial orders defined above.
Lemma 3.1.17. Let µ |= n. Suppose that t is a row standard µ-tableau and let j < k be
integers that are lying in diﬀerent rows of t. Let s be the row standard tableau obtained
by reordering the entries in each row of t(j, k), if such a reordering is necessary. Then the
following are equivalent.
(i) d(s) B d(t);
(ii) s B t; and,
(iii) k appears in a higher row of t than j.
Proof. We shall first show that (ii) is equivalent to (iii). Suppose that j and k appears in
rows q and r respectively of s. Then, for m < j or m   k, we certainly have Shape(s#m) =
Shape(t#m). For j  m < k, Shape(t#m) is just Shape(s#m) with the q-th part decreased by
1 and the r-th part increased by 1. With this, we see that s B t if and only if q < r.
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We now show that (iii) is equivalent to (i). By definition, we have that tµ = td(t) 1. Thus,
condition (iii) is equivalent to saying that jd(t) 1 > kd(t) 1, which is equivalent to (j, k) 2
N(d(t) 1). On the other hand, since t(j, k) and s agree up to a reordering of the entries in
each row, there exists w 2 Sµ such that wd(s) = d(t)(j, k) and l(wd(s)) = l(w) + l(d(s)) by
Proposition 3.1.9. So,
wd(s) B d(t) , l(d(t)(j, k)) < l(d(t))
, l((j, k)d(t) 1) < l(d(t) 1)
, (j, k) 2 N(d(t) 1).
However, since l(wd(s)) = l(w) + l(d(s)), we have d(s) D wd(s), and thus condition (iii)
implies condition (i).
Suppose now that d(s) B d(t). In particular, l(d(s)) < l(d(t)). By the same argument
above, there exists w 2 Sµ such that wd(s) = d(t)(j, k) and l(wd(s)) = l(w) + l(d(s)). Let
w = si1 ...sir and d(s) = sj1 ...sjk be reduced expressions for w and s respectively, where
si1 , ..., sir , sj1 , ..., sjk 2 S. Suppose for a contradiction that l(d(t)(j, k))   l(d(t)). Equality
cannot happen as d(t)(j, k) and d(t) have diﬀerent parities. Thus, we may assume that
l(d(t)(j, k)) > l(d(t)). Then, by the strong exchange condition (Theorem 2.2.4), d(t) must
be equal to si1 ...sirsj1 ...sjk with one term deleted. Then, we can obtain an element in coset
Sµd(t) having length at most l(d(s)), which implies that l(d(t)) < l(d(s)), a contradiction.
Theorem 3.1.18 (Ehresmann). Let µ be a composition of n and suppose that s and t are
row standard µ-tableaux. Then s D t if and only if d(s) D d(t).
Proof. Suppose that d(s) B d(t). Consider the case where d(t) = d(s)t for some t 2 T
and l(d(t)) > l(d(s)). Then, s B t by the previous lemma. The general case follows by an
immediate induction (refer to the paragraph after Definition 3.1.16).
Suppose now that s B t. For any tableau u, write rowu(k) = r if k appears in row r of
u, Shape(u#m)j to be the j-th part of the composition Shape(u#m), and Shape(u#m)1...j =Pj
i=1 Shape(u#m)i. Let r   1 be the smallest integer where row r of s and t are diﬀerent, a
be the smallest number appearing in row r of s but not in row r of t and b be the smallest
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number appearing in row r of t but not in row r of s.
Since s B t, we have a < b, and by Lemma 3.1.17 we must have rowt(a) > r. Choose c such
that a  c < b and rowt(c) > r such that rowt(c) is minimal subject to these conditions.
Let t0 be the row standard tableau obtained by rearranging the entries in t(b, c). Then, by
Lemma 3.1.17, t0 B t and d(t0) B d(t). We shall show that s D t0. If this is true, then
d(s) D d(t0) B d(t) by inducting on the length of the interval of the partial order between s
and t.
If k < c or k   b, then Shape(t0#k) = Shape(t#k). For all k, if j < r, we also have
Shape(t0#k)j = Shape(t#k)j. By definition of t0, Shape(t0#k)1...j = Shape(t#k)1...j for all
k if j   rowt(c). In conclusion, if k < c or k   b or j < r or j   rowt(c), we have
Shape(s#k)1...j   Shape(t0#k)1...j.
Suppose now that a  c  k < b and r  j < rowt(c). Then, by considering the relative
positions of the integers b, c and k, we have Shape(t#k)1...j + 1 = Shape(t0#k)1...j. By the
minimality of rowt(c), we also have Shape(t#a 1)j = Shape(t#k)j for all r < j < rowt(c) and
for all c  k < b.
By the definition of r, for all j  r, Shape(s#a 1)1...j = Shape(t#a 1)j. Since s B t, for all j,
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which implies that for all r  J < rowt(c) and c  k < b, we must have Shape(s#k)1...J  
Shape(t#k)1...J + 1. Combining this with Shape(t#k)1...J + 1 = Shape(t0#k)1...J , we have
Shape(s#k)1...J   Shape(t0#k)1...J for all a  c  k < b and r  J < rowt(c), and we are
done.
From this theorem, we have the following corollary which might seem technical at first but
will be used many times.
Corollary 3.1.19 ([3, Corollary 3.9]). Suppose that ⌧ , g and t are row standard  -tableaux
such that ⌧ B g and d(t) = d(g)w for some w 2 Sn with l(d(t)) = l(d(g)) + l(w). Then,
there exists rv 2 R such that m Td(⌧)Tw =
P
v rvm Td(v) with rv 6= 0 only if v B t.
3.2 A Cellular Basis for H
Corollary 3.1.10 gave us a basis for the permutation modules Mµ indexed by the row stan-
dard µ-tableaux. In this section we will transform the basis of H = M (1n) into a cellular
basis indexed by pairs of standard tableaux of the same shape.
Recall that in the definition of a cellular algebra we required an involution given by the
cellular basis. We now introduce an involution on H which will turn out to be the required
involution. We define ⇤ to be the R-linear antiautomorphism of H defined by T ⇤i = Ti for
i = 1, 2, ..., n  1. Hence, T ⇤w = Tw 1 for all w 2 Sn.
Let µ |= n and let s and t be row standard µ-tableaux. Define mst := T ⇤d(s)mµTd(t). Since
m⇤µ = mµ, we have m⇤st = mts. If µ = (1n), then H = Mµ and the elements {mst} spans
H by Corollary 3.1.10. In order to show that H is a cellular algebra, we will write the
elements mst as a linear combination of muv where u and v are standard tableaux. We have
the following result as a starting point.
Lemma 3.2.1 ([3, Lemma 3.10]). Let µ |= n and let   be the partition obtained from µ by
reordering its parts. Suppose s and t are row standard µ-tableaux. Then mst is an R-linear
combination of element of the form muv where u and v are row standard  -tableaux.
In order to accomplish our goal, we need to introduce a special type of tableau. Let   ` n,
and suppose (i, j) 2 [ ] where  i+1   j and let a and b be the (i, j)-th and (i+1, j)-th entry
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respectively in t . The (i, j)-th Garnir tableau of shape   is the row standard  -tableau
g = gij where all numbers less than a or greater than b occupy the same positions in t  and
g, and where the remaining numbers a, a+ 1, ..., b are inserted into the remaining positions
in increasing order from left to right, first along row i + 1 then along row i. We shall refer
to these remaining positions as the "zig-zag" (for obvious reasons).
Example 3.2.2. Let   = (3, 3). Then, t  = 1 2 3
4 5 6
, g11 = 2 3 4
1 5 6
and g12 = 1 4 5
2 3 6
.
Remarks. 1. If g is a Garnir tableau of shape   and ⌫ is a row standard  -tableau such
that ⌫ B g, then ⌫ is standard.
2. Let g be a Garnir tableau of shape  . Then there exists a unique s 2 S such that gs
is standard. Furthermore, for any row standard  -tableau ⌫, ⌫ B g) ⌫ D gs.
Lemma 3.2.3. Let   be a partition of n and suppose that g is a Garnir tableau. Then there






where h 2H mµH .
Proof. Write   = ( 1, ..., k), and let g = gij. Define ⌫ := ( 1, ..., i 1, j   1, i + 1, i+1  
j, i+2, ..., k) |= n, and let X = {vw | v 2 S , w 2 S⌫}. Then, X can be written as a











By Proposition 3.1.9, we also have that w 2 S⌫ \ D  if and only if w 2 S⌫ and t w is row
standard. We claim that
{t w | w 2 S⌫ \D } = {g} [ {⌧ 2 Std( ) | ⌧ B g}.
The fact that g 2 {t w | w 2 S⌫ \ D } is obvious. Let ⌧ 2 Std( ) such that ⌧ B g. Then,
⌧ = t w for some w 2 D . Since ⌧ is standard and ⌧ B g, all entries outside of the zig-zag
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must lie in the same positions in both ⌧ and g. Thus, w 2 S⌫ .
Conversely, consider t w for w 2 S⌫ \ D , and suppose that t w is not g. By definition of
S⌫ \ D , we see that all entries in t w and t  lie in the same positions, except for those in
the zig-zag. Since t w is not g, a close observation will reveal that t w must be standard in
this case. It remains to argue that t w B g. Let d be the (i, j) entry in t w. If d + 1 does
not lie in the same row as d, then we apply the transposition (d + 1, d) to t w. By Lemma
3.1.17, t w(d+1, d) C t w and we conclude by induction. If d+1 lies in the same row as d,
we consider d+ 2. If this doesn’t lie in the same row as d, we apply (d+ 2, d) and conclude
by induction again. Repeating this procedure, we conclude that t w B g.















d(v)2S \D⌫ mvt⌫ and µ be the partition obtained from ⌫ by reordering its parts.
Then, µ >  , and h 2H mµH by Lemma 3.2.1, as desired.
Lemma 3.2.4. Let   be a partition. Suppose that t is a row standard  -tableau that is not
standard, and let a and b be the (i, j)-th and (i+1, j)-th entry respectively such that a > b.
Then, there exists w 2 Sn such that t = gw, where g = gij and l(d(t)) = l(d(g)) + l(w).
Proof. Since t is row standard but not standard, we choose an s 2 S such that ts is row
standard and ts B t. If the only choice for s is (a, b), then t = gij, and we are done. If not,
we can choose s 2 S such that the (i, j)-th entry of ts is greater than the (i+ 1, j)-th entry
of ts and that ts B t. Then, we have that l(d(t)) = l(d(ts)) + 1. We repeat this process
inductively until we reach a tableau tw where the only choice for such an s is (a, b), and thus
tw = gij and l(d(t)) = l(d(g)) + l(w).
Lemma 3.2.5. Let   be a partition of n and suppose that s and t are row standard  -
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for some h 2Pµ`n
µ> 
H mµH .
Proof. For the case where t is standard, there is nothing to prove. Suppose t is not standard.
Then, by the preceding lemma, there exists a Garnir tableau g and w 2 Sn such that t = gw
and l(d(t)) = l(d(g) + l(w). Hence, mst = msgTw. By Lemma 3.2.3 there exists a partition































for some rv 2 R by Corollary 3.1.19. We conclude by induction on the dominance order that
the terms in this sum can be written in the required form, and we are done.
Using these results, we have the following proposition providing us with a basis for H .
Proposition 3.2.6 ([3, Proposition 3.16]). The Iwahori-Hecke algebra H is free as an
R-module with basis M = {mst | s, t 2 Std( ) for some partition   of n}.
We call M the Murphy basis, or standard basis, for H .
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Lemma 3.2.7. Suppose that t is a standard  -tableau where   is a partition of n such that
i and i+1 are in the same column of t for some i. Then, for any standard  -tableau s, there
exist rv 2 R such that





for some h 2Pµ`n
µ> 
H mµH .
Proof. Suppose that i occupies the node (a, b) in t. Then, i+ 1 occupies the node (a+ 1, b)
in t by assumption. By Lemma 3.1.17 t B tsi, so that
l(d(tsi)) = l(d(t)) + 1.
Furthermore, tsi is row standard but not standard, so that tsi = gw for some w 2 Sn by
Lemma 3.2.4, where g = gab and
l(d(tsi)) = l(d(gw)) = l(d(g)) + l(w).
Thus, we have
















where h, h0 (= T ⇤d(s)h) 2H mµH for some partition µ >  .
Let c be the (a+1, b)-th entry of g. Then c+1 is the (a, b)-th entry of g. Since tsi = gw, by
3.2. A CELLULAR BASIS FOR H 23
considering the (a, b)-th and (a+ 1, b)-th entries in the relevant tableaux, we see that w, as
a function on the set {1, 2, ..., n}, maps c and c+1 to i and i+1 respectively. Since w 1scw
is the transposition ((c)w, (c+ 1)w), we see that w 1scw = si i.e. wsi = scw. Thus,
t = gwsi = gscw.
Let ⌧ = gsc. Then, ⌧ is standard, and ⌧ B g by Lemma 3.1.17, so that l(d(g)) = l(d(⌧))+ 1.
Thus, t = ⌧w, and
l(d(t)) = l(d(tsi))  1 = l(d(g)) + l(w)  1 = l(d(⌧)) + l(w).









Note that ms⌧Tw = ms,⌧w = mst. The desired result now follows by applying Corollary 3.1.19
and Lemma 3.2.5.
The following proposition and corollary will aid us to achieve our objective in proving that
M is a cellular basis for H .
Proposition 3.2.8 ([3, Proposition 3.18]). Let i be an integer with 1  i < n and suppose
that h 2 Mµ where µ is a composition of n such that mµ = (1 + Ti). Suppose that
h =
P
 `n rstmst, where rst 2 R and mst 2M. Then rst = 0 whenever i and i+ 1 belong to
the same column of s. Furthermore, if s and s0 = s(i, i + 1) are both standard  -tableaux,
then rs0t = rst for any t 2 Std( ).
Corollary 3.2.9. Let µ be a composition of n and suppose that
P
 `n rstmst 2Mµ for some
rst 2 R. Then
(i) rst = rs0t whenever s0 is standard and s0 = sw for some w 2 Sµ; and,
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(ii) rst = 0 whenever there exists integers i and j such that i and j are in the same row of
tµ and i and j are in the same column of s.
Proof. We let h =
P
rstmst 2Mµ and suppose that i and i+1 are in the same row of tµ for





















1CCA 2M ⌫ .
which implies that h 2Mµ ✓M ⌫ . By Proposition 3.2.8, if s0 = ssi, then rst = rs0t. Suppose
now that s0 = sw for some w 2 Sµ. We claim that we can choose si 2 Sµ such that s0si
is standard and l(wsi) < l(w) (equivalently, (i)w 1 > (i + 1)w 1 by Corollary 2.2.3). By
analysing the positions of i and i+1 in s0, such an si always exists, and we can thus proceed
by induction to get the desired result.
Suppose now that there exist integers i and j in the same row of tµ lying in the same column
of s. If j = i + 1, rst = 0 by Proposition 3.2.8, and we are done. Suppose that j > i, and
j 6= i + 1. In s, let A denote the set of integers belonging to the same row of i and to the
right of i, and B denote the set of integers belonging to the same row of j and to the left of j.
If i+ 1 /2 A [B, we apply the transposition (i, i+ 1) to s. Suppose i+ 1 2 A, and suppose
further that in B, there are no elements bigger than i + 1. In this case, we apply the
transposition (i + 1, j) to s to obtain a standard tableau. If there exists some k in B such
that i+1 < k < j, we pick the minimal element satisfying this condition, and swap it with i,
and apply a suitable permutation such that the resulting row in which k now belongs consists
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of integers strictly increasing along the row. In any case, we pick w 2 S{i,i+1,...,j} such that
|(i)w   (j)w| < |i   j|. By induction, there exists w0 2 S{i,i+1,...,j} such that s0 = sw0 is
standard, and a, a+1 is lying in the same column of s0 for some integer a satisfying i  a < j.
Then, w0 2 Sµ, and by Proposition 3.2.8, rs0t = 0, and by (i), rst = rs0t = 0.
We now define Hˇ   to be the R-module with basis
{muv | u, v 2 Std(µ), µ ` n, µ B  }.
Similarly, we define H   to be the R-module with basis mst where s and t are standard
µ-tableaux with µ D  .
Using all the results obtained in this section, we obtain the following theorem which shows
that H is a cellular algebra, and that M is indeed a cellular basis for H with respect to
the dominance order defined on the partitions of n.
Theorem 3.2.10 ([3, Theorem 3.20 (The Standard Basis Theorem)]). The Iwahori-Hecke
algebra H is free as an R-module with basis M. Moreover, the following hold.
(i) The R-linear map determined by mst 7! mts, for all mst 2M, is an anti-isomorphism
of H .
(ii) Suppose that h 2H and that t 2 Std( ). Then there exist rv 2 R for each v 2 Std( )




rvmsv mod Hˇ  .
With this theorem, we can strengthen Lemma 3.2.7 in the following way.
Corollary 3.2.11 ([3, Corollary 3.21]). Suppose t is a standard  -tableau such that i and




rvmsv mod Hˇ  
for some rv 2 R.
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We are now in a position to apply the theory of cellular algebras to construct all the irre-
ducible H -modules. Let   ` n. We define the Specht module S  to be the right H -module
(Hˇ   +m )H . Note that this is a submodule of the quotient module H /Hˇ  .
Given a standard  -tableau t, we define mt = Hˇ   +mt t. Using Theorem 3.2.10, we have
the following basis for the Specht module S .
Proposition 3.2.12. Suppose that   is a partition of n. Then the Specht module S  is free
as an R-module with basis {mt | t 2 Std( )}.
With this proposition, we see that S  is thus isomorphic to the cell module defined in the
previous chapter. We call the basis in Proposition 3.2.12 the standard basis of S . Also,
from the previous chapter, there is a unique R-bilinear map from S  ⇥ S  into R such that
hms,mtim  = mt smtt  mod Hˇ  
for all s, t 2 Std( ). By Proposition 2.1.5 this form is associative and symmetric, and hence
radS  is an H -submodule of S . For each partition  , we define D  to be the right H -
module S / radS . By Theorem 2.1.8, we have the following classification of the irreducible
H -modules when R is a field.
Theorem 3.2.13 (Dipper-James). Suppose that R is a field. Then
{D  |   ` n,D  6= 0}
is a complete set of non-isomorphic irreducible H -modules.
Remark 3.2.14. We remark that the notations of S  and D  diﬀer from the the notations
used by Gordon James in the case of the symmetric group algebras (i.e. when q = 1). In
particular, when q = 1, the Specht module S  is isomorphic to the module S 0 in James’
notation, and the module D  is isomorphic to the module D  ⌦ sgn in James’ notation,
where sgn denotes the signature representation.
In Section 3.4, we will classify the partitions   for which D  6= 0.
3.3. THE SPECHT MODULES AND THE JUCYS-MURPHY ELEMENTS 27
3.3 The Specht Modules and the Jucys-Murphy Elements
In this section, we try to understand more about the structure of the Specht module S . In
particular, we will construct an orthogonal basis for S  which will be helpful in classifying
the blocks of H later on. We define, for k = 2, 3, ..., n,
Lk := q
 1T(k 1,k) + q 2T(k 2,k) + ...+ q1 kT(1,k),
and we define L1 := 0. These elements of H are called the Jucys-Murphy elements. The
following proposition can be shown using brute-force calculations.
Proposition 3.3.1 ([3, Proposition 3.26]). Let i and k be integers with 1  i < n and
1  k  n.
(i) TiLi+1 = (q   1)Li+1 + 1 + LiTi and TiLi = Li+1Ti   1  (q   1)Li+1.
(ii) Ti and Lk commute if i 6= k   1, k.
(iii) Li and Lk commute.
(iv) Ti commutes with LiLi+1 and Li + Li+1.
In order to find out how the Jucys-Murphy elements act on the standard basis of the Specht
modules, we need the following lemmas.
Lemma 3.3.2 ([3, Lemma 3.28]). Let   be a partition of n. Then there exists an element
↵ 2 R such that mt(L2 + ...+ Ln) = ↵mt for all standard  -tableau t.
Lemma 3.3.3 ([3, Lemma 3.29]). Let   be a composition of n and let s and t be standard
 -tableaux such that s B t and t = ssi for some i with 1  i < n. For k = 1, 2, ..., n suppose
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where rt(k) = rs(k) if k 6= i, i+ 1, rt(i) = rs(i+ 1) and rt(i+ 1) = rs(i).
Before we proceed, we need to make some definitions. Given an integer m, define [m]q :=
1 + q + ... + qm 1 if m   0, [ m]q :=  q m[m]q and [0]q = 0. Thus, when q 6= 1, we have
[m]q =
qm 1
q 1 . If m   0, we define [m]!q := [1]q[2]q...[m]q. These are called the quantum
integers and quantum factorials respectively.
Definition 3.3.4. Define e to be the smallest positive integer such that [e]q = 0, and set
e =1 if no such integer exists.
Thus, either q = 1 and e is simply the characteristic of R, or q 6= 1 and q is a primitive
e-th root of unity. We shall see in what follows that e plays the same role in the representa-
tion theory ofH as the characteristic of the field in the representation theory of finite groups.
Definition 3.3.5. Let x = (i, j) be a node in [ ]. The e-residue of x is defined to be the
integer res(x) = j   i mod e. If e =1, we define res(x) = j   i. If t is a  -tableau and k an
integer with 1  k  n, then the e-residue of k in t is defined to be rest(k) = res(x) where
x is the unique node in [ ] where k in t occupies.
Theorem 3.3.6 (Dipper-James). Suppose that   is a partition of n. Let t be a standard






Proof. By the preceding lemma, it suﬃces to show that m Lk = [rest (k)]qm  mod Hˇ   for
k = 1, 2, ..., n. When n = 1, there is nothing to show. Assume that the result is true for
smaller values of n. We now proceed by induction on k. When k = 1 the result is trivial as
L1 = 0 and [rest(1)]q = [0]q = 0.
Suppose firstly that k is in row r of t  such that  r+1 6= 0. Let µ = ( 1, ..., r). Then,
a = |µ| < n, and we also have that m  = mµh for some h in the subalgebra of H generated
by the elements Ta+1, ..., Tn 1. Observe that mµLk 2 H (Sa), and by Proposition 3.3.1(ii),
h and Lk commute. Thus, by induction hypothesis and working modulo Hˇ  , we obtain
m Lk = mµhLk




where we have used the fact that Hˇ µh ✓ Hˇ  . This can be easily verified as follows. Write
  = ( 1, ..., l). Taking any mst 2 Hˇ µ, where s, t 2 Std(⌫) where ⌫ = (⌫1, ..., ⌫b) ` a and






where ⌫˜ = (⌫1, ⌫2, ...⌫b, r+1, ..., l) is a partition of n and ⌫˜ B   since ⌫ B µ by the same
reasoning as above in the equality mt t  = m  = mµh. Hence, we may assume that k is in
the last row of t .
Suppose that k is not in the first column of t  and that we know the result for smaller k.
Then, k > 1 and sk 1 2 S . By Lemma 3.1.8, we have that m Tk 1 = qm . Hence, working
modulo Hˇ  , we have
m Lk = q
 1m (Tk 1Lk 1Tk 1 + Tk 1)
= m (Lk 1Tk 1 + 1)
⌘ (1 + q[rest (k   1)]q)m 
= [rest (k)]qm .
We may now assume that k is in the last row and first column of t . Suppose that k = n,
so that   = ( 1, ..., r, 1). Let i be the first number in row r of t , and t be the standard
 -tableau t = t sn 1sn 2...si+1. We know from Lemma 3.3.2 that mt (L2 + ...+Ln) = ↵mt 
for some ↵ 2 R. By induction, we also have mt Lk = [rest (k)]qmt  for 1  k < n.
Thus, mt Ln = rnmt  for some rn 2 R. Consequently, by Lemma 3.3.3, we have that
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mtLi = [rest(i)]qmt +
P
sBt asms and mtLi+1 = rnmt +
P
sBt bsms. Our aim is to show that
rn = [rest (n)]q.
Now, i and i + 1 are in the same column of t, and thus by Corollary 3.2.11, we can find





























for some ds 2 R. Comparing coeﬃcients, we have rn = [rest (n)]q, as desired.
We are now left with the case where k < n and k is the number in the last row and first
column of t . As above, we still let µ = ( 1, ..., r, 1). Then, k = |µ| and if we let h =
P
w Tw









for some ruv 2 R. If ⌫ ` k, let ⌫ˆ be the partition of n obtained by appending 1n k to ⌫,
and if u 2 Std(⌫), let uˆ be the unique standard ⌫ˆ-tableau such that uˆ#k = u. By the natural
embedding H (Sk) into H (Sn), we have that if u, v 2 Std(⌫) then muv = muˆvˆ. Observe
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also that if ⌫ B µ, then ⌫ˆ >  . Therefore, from the previous equation, we have





1CCA 2H   \X
⌫> 
H ⌫ ✓ Hˆ  ,
which implies that m Lk ⌘ [rest (k)]qm  mod Hˇ   as desired.
For the remainder of this section, we assume that R is a field and that e > n. The next
lemma shows us that the assumption e > n is actually very important.
Lemma 3.3.7. Assume that e > n and let s 2 Std( ) and t 2 Std(µ) where   and µ are
partitions of n.
(i) Suppose that [ress(k)]q = [rest(k)]q for k = 1, 2, ..., n. Then, s = t (and   = µ).
(ii) Suppose that   = µ and that there exists an i such that [ress(k)]q = [rest(k)]q for all
k 6= i, i+ 1. Then either s = t or s = t(i, i+ 1).
Proof. Observe that since e > n, 2 nodes have the same e-residue if and only if both nodes
lie on the same diagonal. Thus, distinct addable nodes of any partition all have distinct
e-residues. Thus, by successively adding the integers 1, 2, ..., n, we see that s is completely
determined by the residue sequence [ress(1)]q, [ress(2)]q, ..., [ress(n)]q, and the lemma follows
immediately.
In essence, this lemma says that when R is a field and e > n, the e-residues allow us to
distinguish the standard tableaux from each other.









and let ft = mtFt.
The next theorem tells us exactly how to construct an orthogonal basis (with respect to the
unique bilinear map in H as explained in the paragraph preceding Proposition 2.1.5) for
the Specht modules.
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Theorem 3.3.9 ([3, Theorem 3.36 (Dipper-James)]). Suppose that R is a field and e > n,
and let   be a partition of n. Then,
{ft | t 2 Std( )}
is an orthogonal basis for S .
3.4 The Irreducible H -modules
In this section, we will give necessary and suﬃcient conditions for when the module D  is
non-zero. Together with Theorem 3.2.13, this will completely classify the non-isomorphic
irreducibleH -modules. Unless otherwise stated, R is assumed to be a field for the remainder
of this section. Recall that e is the smallest positive integer such that [e]q = 0 or e = 1 if
such an integer does not exist.
Definition 3.4.1. A partition   is e-restricted if  i    i+1 < e for all i   1. A standard
 -tableau s is e-restricted if whenever there exists a standard µ-tableau t with   D µ and
[ress(k)]q = [rest(k)]q for k = 1, 2, ..., n, then   = µ.
We denote by Stde( ) the set of e-restricted standard  -tableaux. The first result will show
us how e-restricted standard  -tableaux will enable us to determine whether our module D 
is zero or not.
Proposition 3.4.2 ([3, Corollary 3.38]). Let   be a partition of n. Then dim(D )  
| Stde( )|.
Thus, in order to show that D  is non-zero, we only need to construct one e-restricted
standard  -tableau, and we will show that this is possible precisely when the partition   is
e-restricted. The key object to the construction is a ladder tableau.
Definition 3.4.3. Let   ` n. The ladder number of a node (i, j) 2 [ ] is defined to be the
integer le(i, j) = j   i + e(i   1). When e = 1, we define le(i, j) = (j   i) + n(i   1). A
ladder consists of nodes in N⇥ N having the same ladder number.
Let   be a partition of n. The ladder tableau l e is constructed inductively as follows. If
n = 1, we set l e = t . When n > 1, let (i, j) be the unique node in [ ] satisfying the
following two conditions:
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(i) le(i, j)   le(k, l) for all (k, l) 2 [ ], and
(ii) if le(i, j) = le(k, l) then i  k.
Let ⌫ be the partition of n   1 with diagram [ ]\{(i, j)} and define l e to be the unique
 -tableau such that l e#(n 1) = l⌫e .
In other words, the ladder tableau l e is formed by filling in the nodes of [ ] with numbers
1, 2, ..., n such that ladders with lower ladder numbers are filled in first, and nodes within
the same ladder are filled in from left to right. Observe that by construction, l e is a standard
 -tableau.
Example 3.4.4. Let   = (4, 3) and e = 3. Then, l e = 1 2 4 6
3 5 7
.
Lemma 3.4.5. Suppose that   is an e-restricted partition of n. Then the ladder tableau l e
is e-restricted.
Proof. Let l0, l1, ..., lk be the ladders in [ ]. Now, if b   1 then  b    b+1 < e since   is e-
restricted. Thus, if (i, j) and (i0, j0) are two nodes in the same ladder La for some a = le(i, j),
then (i0, j0) 2 [ ] whenever (i, j) 2 [ ] and i  i0. In other words, the ladders l0, ..., lk are all
unbroken in the sense that the nodes which belong to the same ladder as (i, j) and appearing
a later row also belong to [ ].
Suppose that t is a standard tableau, not necessarily of shape  , such that [rest(k)]q =
[resl e (k)]q for k = 1, 2, ..., n. If we can show that t D l e , then Shape(t) D Shape(l e ) =   so
that l e is e-restricted by definition, and we are done. We proceed by induction on n.
When n = 1, there is nothing to show, so we can suppose that n > 1. Let i = resl e (n) and
let m be maximal such that resl e (m) 6= i. Then, n must appear at the top of the ladder
lk \ [ ] while m appears at the bottom of the ladder kk 1 \ [ ]. Define µ := Shape(l e#m).
Now, by induction, for all r  m, we have Shape(t#r) D Shape(lµe#r) = Shape(l e#r). Now,
by the choice of m, the integers m + 1,m + 2, ..., n all lie in the ladder Lk i.e. lk \ [µ] = ;.
Note also that rest(m + 1) = rest(m + 2) = ... = rest(n) ⌘ k (mod e). Observe now that
t is obtained from t#m by adding m + 1, ..., n at addable nodes with e-residues equal to k.
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Hence, each row of t#m can increase by at most 1. However, l e is obtained from lµe by adding
the integers m+ 1, ..., n at the lowest possible row. Hence, t D l e as desired.
With these two results, we have that if   is e-restricted, thenD  is non-zero. We now attempt
to prove the converse, which will allow us to finally classify the irreducible H -modules.
Definition 3.4.6. Let µ = (µ1, ..., µk) be a composition. Then we define [µ]!q := [µ1]!q[µ2]!q...[µk]!q.
Lemma 3.4.7 ([3, Lemma 3.41]). Suppose that µ |= m,   ` n with m  n and t is a row
standard  -tableau such that i and i + 1 are in the same row of t whenever they are in the
same row of tµ. Then m Td(t)mµ = [µ]!qm Td(t). In particular, m2  = [ ]!qm .
Suppose that   = ( 1, ..., k). For i   1, let  i = ( i, i+1, ..., k) and  i = ( i   i+1, i+1 
 i+2, ...) which is a composition of  i. We also define g  := g1g2...gk, where, for 1  i  k,
gi is the greatest common divisor of {[ ]!q 2 Z[q, q 1] |   D  i}.
In the following lemma, we work in the case where R = Z[q, q 1].
Lemma 3.4.8. Suppose that   = ( 1, ..., k) is a partition of n and let s and t be standard
 -tableaux. Then, hms,mti = rg  for some r 2 Z[q, q 1].
Proof. Recall that by definition, hms,mtim  ⌘ mt smtt  mod Hˇ  . By Corollary 3.1.10, we
have that mt smtt  is a linear combination of terms of the form m Td(v)m  where v is a row
standard  -tableau. Thus, it suﬃces to prove that if t is a row standard  -tableau, then
m Td(t)m  ⌘ rg m  for some r 2 Z[q, q 1]. For convenience, we shall write m  = m 1 ...m k
where S  ⇠= S 1 ⇥ · · ·⇥S k . We first consider mt tm 1 .
For i   1, let µi be the number of entries in row i of t which are less than or equal to  1.
Then, µ = (µ1, ..., µk) is a composition of  1. Let u be the row standard  -tableau such
that u# 1 = t 1 and where the remaining entries  1 + 1, ..., n are inserted in the same way
into [ ]\[µ] form left to right then top to bottom. Then, we see easily that we can find a
sequence of row standard  -tableaux t0 = t, t1, ..., tj = u where ti+1 is obtained from ti by a
transposition (ai, ai + 1) where ai is in a lower row of ti than ai + 1 and (ai, ai + 1) 2 S 1
or S{ 1+1,...,n}. Thus, by Lemma 3.1.17, ti E ti+1 i.e. l(d(ti)) = l(d(ti+1)) + 1. Thus,
t = uwv for some w 2 S 1 and v 2 S{ 1+1,...,n} such that l(d(t)) = l(d(u)) + l(w) + l(v), and
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mt t = mt uTwTv = mt uTvTw since w and v certainly commute.
By Lemma 3.1.8 and the definition of ⇤, we have TwTvm 1 = ql(w)m 1Tv, and thus
mt tm 1 = mt uTwTvm 1
= ql(w)mt um 1Tv.
Let ⌫ = ( 1, 1   µ1, ..., k   µk) which is a composition of n. In row k of u, let the entries
be i, i+ 1, ..., i+ j, k, k + 1, ..., k + l, where i, i+ 1, ..., i+ j are the entries less than or equal
to  1. Let A = S{k,k+1,...,k+l}, B = S{i,i+1,...,i+j,k,k+1,...,k+l} and C = S{i,i+1,...,k+l}. Then,
we can choose a particular coset decomposition C =
`
j2J  jA such that for all c 2 C,
c =  ja for some unique  j and a 2 A and l(c) = l( j) + l(a). Then, since B is a subgroup
of C, we can decompose B =
`
j02J 0  jA, where J 0 = {j 2 J |  j 2 B}. In this way,
mt u = m Td(u) 2H m⌫ , and thus
mt tm 1 = q
l(w)mt um 1Tv 2H m⌫H .
Suppose that   4 ⌫. This implies that   4 ⌫˜, where ⌫˜ is the partition obtained from ⌫ by
reordering its parts. Then
mt tm 1 2 H   \H m⌫H
✓ H   \H ⌫˜
✓ Hˇ   by Lemma 3.2.1.
Hence, mt tm 1 ⌘ 0 mod Hˇ  , and our claim is proven in this case.
Suppose now that   D ⌫. Then, ( 1, ..., k) D ( 1, 1   µ1, ..., k   µk), which is (by direct
computation) equivalent to µ D  1 = ( 1    2, ..., k 1    k, k). Then, by definition of g1,
g1 divides [µ]!q. Note also that since Sµ is a subgroup of S 1 , m 1 = mµh for some h 2H .
Hence, by Theorem 3.2.10, we can find rv 2 Z[q, q 1] such that
mt tm 1 = q
l(w)mt um 1Tv
36 3.4. THE IRREDUCIBLE H -MODULES




rvmt v mod Hˇ  .
Moreover, mt tm 1 2 (M ( 1,1n  1 ))⇤, and thus by Corollary 3.2.9, rb 6= 0 only if v and t  have
the same first row. Repeating the above argument, there exist rv 2 Z[q, q 1] such that
mt tm 1 ...m i ⌘ g1...gi
X
v2Std( )
rvmt v mod Hˇ  
where rv 6= 0 only if v and t  agree on the first i-rows for i = 1, 2, ..., k. Taking i = k yields
the required result.
We let d µ = [S  : Dµ] be the composition multiplicity of Dµ in S . We are ready to classify
the irreducible H -modules.
Theorem 3.4.9 ((Dipper-James)). Suppose that R is a field.
(i) {Dµ | µ is an e-restricted parition of n} is a complete list of non-isomorphic irreducible
H -modules.
(ii) Suppose that µ is an e-restricted partition of n and   is a partition of n. Then dµµ = 1,
and d µ 6= 0 if and only if   D µ.
Proof. We first show that D  is non-zero if and only if   is e-restricted. By Proposition 3.4.2
and Lemma 3.4.5 we already have that D  6= 0 when   is e-restricted. Conversely, suppose
that   is not e-restricted. Then, for some integer i   1 we have  i    i+1   e. Then, [e]!q
will be a factor of gi and thus [e]!q is a factor of g . However, by definition [e]q = 0, and thus
g  = 0. By Lemma 3.4.8, for all s, t 2 Std( ) we have hms,mti = 0, and hence radS  = S 
and D  = 0. Theorem 2.1.8 and Corollary 2.1.11 now gives the required result.
Corollary 3.4.10. Suppose that R is a field. Then the following are equivalent:
(i) H is (split) semisimple;
(ii) S  = D  for all partitions   of n; and,
(iii) e > n.
3.4. THE IRREDUCIBLE H -MODULES 37
Proof. The equivalence of (i) and (ii) follows immediately from Corollary 2.1.12. Suppose
(ii) holds. By the preceding theorem, the module D(n) is non-zero only if the partition (n) is
e-restricted, which forces e > n. Conversely, suppose e > n and let   be any partition of n.
By Lemma 3.3.7(i), every  -tableau t is e-restricted, and thus dimD    | Stde( )| = | Std( )|
by Corollary 3.4.2. However, dimS  = | Std( )| by Proposition 3.2.12. Since d   = [S  :




In this chapter we study the q-Schur algebras, which will be defined as an endomorphism
algebra EndH (  M ) as   runs through certain types of compositions. The main result of
this chapter is that this algebra is also cellular, and this will help us to classify the irreducible
modules of the q-Schur algebras. We will also obtain a functor which allows us to link the
representation theory of the q-Schur algebras with that of the Iwahori-Hecke algebra H .
4.1 Semistandard Tableaux
Definition 4.1.1. Let d be a non-negative integer, and define ⇤(d, n) to be the set of
compositions of n with at most d parts. The q-Schur algebra is the endomorphism algebra





We also write S (n) for the algebra S (n, n) i.e. when d = n. By definition, observe that





Thus, in order to study the the q-Schur algebras, it is important to study the space HomH (M ⌫ ,Mµ).
We need new kinds of tableaux to help us.
Definition 4.1.2. Let µ = (µ1, ..., µl) |= n and ⌫ = (⌫1, ..., ⌫m) |= n. A µ-tableau T is
said to be of type ⌫ if, for every 1  i  m, i occurs ⌫i times in the tableau. We write
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Shape(T) = ⌫.
We now define ! to be the partition (1n). Then, the tableaux we have encountered in the
previous chapter are just tableaux of type !. Observe also that a tableau T will contain
repeated entries if and only if it is not of type !. We will use lower case letters for tableaux
of type ! and upper case letters for tableaux of arbitrary type.
Definition 4.1.3. A µ-tableau T is row semistandard if the entries in each row of T are
non-decreasing. A µ-tableau T is said to be semistandard if µ is a partition, T is row
semistandard and the entries in each column of T are strictly increasing. We denote by
T0(µ, ⌫) the set of semistandard µ-tableaux of type ⌫.
Suppose that µ is a composition of n. Let Tµ be the tableau of type µ such that the (i, j)-th
entry of Tµ is i for all admissible j. If µ is a partition, then Tµ is the unique semistandard
µ-tableau of type µ i.e. T0(µ, µ) = {Tµ}.
Given t a  -tableau of type w and ⌫ a composition, we can form a tableau of type ⌫ by
letting ⌫(t) be the tableau of type ⌫ obtained from t by replacing each entry i in t by r if i
appears in row r of t⌫ .
Example 4.1.4. Suppose that t = 1 3 4 5
2 6




⌫(t) = 1 1 2 2
1 3
.
Definition 4.1.5. Let T be a row semistandard µ-tableau of type ⌫. Define first(T) to be
the unique row standard µ-tableau such that ⌫(first(T)) = T and first(T) D t whenever t is
a row standard tableau with ⌫(t) = T.
Example 4.1.6. Suppose that µ = (4, 4) and let T to be the µ-tableau 1 1 3 4
2 3 3 4
. Then, T
is of type ⌫ = (2, 1, 3, 2), and first(T) = 1 2 4 7
3 5 6 8
.
Lemma 4.1.7. Suppose that d 2 Dµ \ D 1⌫ , where µ and ⌫ are compositions of n. Then,
d 1Sµd \S⌫ = S⌧ for some composition ⌧ of n.
Proof. Let H = d 1Sµd\S⌫ . We must show that H is generated by H\S. Since d 1Sµd is
just the row stabilizer of tµd, the elements of H are just the permutations fixing the rows of
tµd and t⌫ , which implies that H is generated by transpositions. Let (i, j) 2 H, where i < j.
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Then, i and j are in the same row of tµd and in the same row of t⌫ . Then, id 1 < jd 1,
and id 1 and jd 1 are in the same row of tµ and in the same row of t⌫d 1. Let i  k  j.
In t⌫ , i, j and k are in the same row, and thus in t⌫d 1, we have id 1  kd 1  jd 1.
Since id 1 < jd 1, and id 1 and jd 1 are in the same row of tµ, this implies that id 1, jd 1
and kd 1 lie in the same row of tµ, and thus i, j and k lie in the same row of tµd. We
conclude that (i, i+ 1), (i+ 1, i+ 2), ..., (j   1, j) all belong to H, and hence H is generated
by H \ S.
Definition 4.1.8. If d 2 Dµ\D 1⌫ , we let µd\⌫ denote the composition such that Sµd\⌫ =
d 1Sµd \S⌫ .
Proposition 4.1.9. Suppose that µ and ⌫ are compositions of n and let Dµ⌫ be the set
of d 2 Sn such that ⌫(tµd) is row semistandard and tµd D t whenever t is a row standard
tableau such that ⌫(t) = ⌫(tµd). Then, Dµ⌫ is a complete set of (Sµ,S⌫)-double coset
representatives in Sn. In addition, the following hold.
(i) Every element w of Sn can be written uniquely in the form w = vdu where v 2 Sµ,
d 2 Dµ⌫ and u 2 Dµd\⌫ \S⌫ . Furthermore, l(w) = l(v) + l(d) + l(u).
(ii) The map d 7! ⌫(tµd) is a one-to-one correspondence between the elements of Dµ⌫ and
the set of row semistandard µ-tableaux of type ⌫.
(iii) Dµ⌫ = Dµ \D 1⌫ .
Proof. From Proposition 3.1.9 the right cosets ofSµ are indexed by row standard µ-tableaux,
which implies that the (Sµ,S⌫)-double cosets are indexed by the S⌫ orbits of row standard
µ-tableaux. Observe that two row standard µ-tableaux s and t are in the same orbit precisely
when ⌫(s) = ⌫(t) (refer to the comment after Definition 4.1.3) i.e. if d and d0 are elements
of Dµ, then SµdS⌫ = Sµd0S⌫ if and only if ⌫(tµd) = ⌫(tµd0).
Consider one such orbit O. Using Lemma 3.1.17, we observe that O contains a unique
tableau t such that whenever i and i+1 are in the same row of t⌫ then either i and i+1 are
in the same row of t or t B t(i, i+ 1). Let d 2 Dµ such that t = tµd. Then, d 2 Dµ⌫ , and we
have that if si 2 S⌫ , then l(dsi) = l(d)+1 i.e. l(sid 1) = l(d 1)+1. Hence, d 1 has minimal
length in the right coset S⌫d 1, and we have d 1 2 D⌫ , which implies that d 2 Dµ \ D 1⌫ .
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Furthermore, O is the set of tableaux of the form tµdu where u 2 S⌫ and du 2 Dµ. Hence,
given w 2 SµdS⌫ , there exists a unique u 2 S⌫ such that du 2 Dµ and the tableaux tµw
and tµdu agree up to a reordering of the entries in each row i.e. w = vdu for some unique
v 2 Sµ, u 2 S⌫ and tµdu is row standard. Since v 2 Sµ and du 2 Dµ, l(vdu) = l(v) + l(du)
by Proposition 3.1.9. Since d 2 D 1⌫ and u 2 S⌫ , we also have l(du) = l(d)+ l(u). Therefore
l(vdu) = l(v) + l(d) + l(u). It remains to show that u 2 Dµd\⌫ to prove (i). Now tµdu
is row standard if and only if iu < ju for all integers i < j which are in the same row of
tµd. If u 2 S⌫ , we claim that tµdu is row standard if and only if tµd\⌫u is row standard, or
equivalently u 2 Dµd\⌫ , as desired. To prove the claim, observe that we have
a and b are in the same row of tµd\⌫u
, a and b are in the same row of t⌫ and tµd, and a appears to the left of b in tµd\⌫u
, (a, b) 2 S⌫ , (a, b) 2 d 1Sµd and a < b
, a appears to the left of b in t⌫ and tµd.
Thus, if tµdu is row standard then tµd\⌫u is row standard. Conversely suppose u 2 Dµd\⌫ .
Let i < j be in the same row of tµd. If they are in the same row of t⌫ , we are done. If not,
then i appears in a higher row than j in t⌫ . Then, since u 2 S⌫ , iu < ju, which implies that
tµd is row standard.
We now show (ii). Observe that given any row semistandard µ-tableau T of type ⌫, there
exists row standard µ-tableau t such that T = ⌫(t) (refer to Example 4.1.4). The converse
has already been observed as explained in the remark after Definition 4.1.3 and in Example
4.1.4, and from the proof of (i) we see that the map is injective. Thus, (ii) is true.
For (iii), we have already shown that Dµ⌫ ✓ Dµ \ D 1⌫ in the proof of (i). Suppose that
d 2 Dµ \ D 1⌫ . We claim that d is of minimal length in the double coset SµdS⌫ . To show
this, for all x 2 SµdS⌫ , x =  d⌧ for some   2 Sµ and ⌧ 2 S⌫ . Then, we have that
l( d) = l( ) + l(d) and l(d⌧) = l(d) + l(⌧). Hence, in the reduced expression, cancellation
can only occur among the terms in   and ⌧ i.e. l(x)   l(d), as desired. By (i) we have
already shown that each double coset contains a unique element of minimal length and this
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element is in Dµ⌫ , and we are done.
Let d 2 Dµ⌫ , and let T = ⌫(tµd) and S = µ(t⌫d 1). Then, from the above proposition, S and












Writing (M ⌫)⇤ =H m⌫ as M ⌫⇤, we see that
P
w2SµdS⌫ Tw 2Mµ \M ⌫⇤. Thus, d defines an





for all h 2H . The importance of these elements is made clear in the following theorem.
Theorem 4.1.10 ([3, Theorem 4.7]). Let µ and ⌫ be compositions of n. Then
HomH (M ⌫ ,Mµ) is free as an R-module with basis {'dµ⌫ | d 2 Dµ⌫}.
Every homomorphism ' in HomH (M ⌫ ,Mµ) is determined completely by '(m⌫), and more-
over '(m⌫) 2 Mµ \M ⌫⇤ by Theorem 4.1.10, (4.1) and (4.2). Conversely, any element x of
Mµ \M ⌫⇤ determines a homomorphism in HomH (M ⌫ ,Mµ) via m⌫h 7! xh. We have thus
shown that:
Corollary 4.1.11. Let µ and ⌫ be compositions of n. Then HomH (M ⌫ ,Mµ) andMµ\M ⌫⇤
are canonically isomorphic R-modules via the map HomH (M ⌫ ,Mµ)!Mµ \M ⌫⇤ given by
' 7! '(m⌫).
4.2 The Irreducible Modules and the Schur Functor
Let   be a partition of n and µ be a composition of n. Let S be a semistandard  -tableau






and let mtS = m⇤St.
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Theorem 4.2.1 (Murphy). Let µ be composition of n. Then Mµ is free as an R-module
with basis
{mSt | S 2 T0( , µ), t 2 Std( ),  ` n}.










and thus mSt 2Mµ. Clearly, the set of elements mSt defined above are linearly independent
since they are sums running over pairwise disjoint sets of elements in the Murphy basis.
We now show that these elements span Mµ. By Theorem 3.2.10, every element h 2Mµ can
be written as h =
P
rstmst for some rst 2 R. Suppose that rst 6= 0, and let µ(s) = S. Since
s is standard, µ(s) = S must be row semistandard. Now, if s and s0 are standard tableaux
then µ(s) = µ(s0) if and only if s = s0w for some w 2 Sµ. Using Corollary 3.2.9, S must be
semistandard and rst = rs0t whenever µ(s) = µ(s0). Grouping the terms in the summation,
we are done.
Let   be a partition of n and let µ and ⌫ be compositions of n. Suppose that S 2 T0( , µ)





where the sum is over all pairs (s, t) of standard  -tableaux such that µ(s) = S and ⌫(t) = T.
By appropriately grouping the terms in the summation as in the proof of Theorem 4.2.1, we
have the following corollary.
Corollary 4.2.2 ([3, Corollary 4.11]). Suppose that µ and ⌫ are compositions of n. Then
Mµ \M ⌫⇤ is free as an R-module with basis
{mST | S 2 T0( , µ),T 2 T0( , ⌫),  ` n}.
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The main result in this chapter is that the q-Schur algebras are cellular. Let ⇤+(d, n) be the
set of partitions contained in ⇤(d, n). Suppose that   2 ⇤+(d, n), µ, ⌫ 2 ⇤(d, n) and that
S 2 T0( , µ) and T 2 T0( , ⌫). By the previous corollary, mST 2 Mµ \M ⌫⇤, and thus we
can define 'ST 2 S (d, n) by
'ST(m↵h) =  ↵⌫mSTh
for all ↵ 2 ⇤(d, n) and h 2H .
For any   2 ⇤+(d, n), let T0( ) =
S
µ2⇤(d,n) T0( , µ), and define Sˇ  (d, n) to be the R-
submodule of S (d, n) spanned by the homomorphisms 'ST where S,T 2 T0(↵) for some
↵ 2 ⇤+(d, n) with ↵ B  . Also, let S  (d, n) to be the R-submodule of S (d, n) spanned by
the maps 'ST where S,T 2 T0( ) for some   2 ⇤+(d, n) with   D  .
Theorem 4.2.3 ([3, Theorem 4.13 (The Semistandard Basis Theorem)]). The q-Schur al-
gebra is free as an R-module with basis
 (d, n) := {'ST |   2 ⇤+(d, n), S,T 2 T0( )}.
Moreover,
(i) The R-linear map ⇤ : S (d, n) ! S (d, n) defined by '⇤ST = 'TS, for all S,T 2 T0( )
and all   2 ⇤+(d, n), is an anti-isomorphism of S (d, n).
(ii) Suppose that   2 ⇤+(d, n) and that T is a semistandard  -tableau. Then for all




rV'SV mod Sˇ  (d, n).
Hence, ( (d, n),⇤+(d, n)) is a cellular basis of S (d, n). We will now apply the theory of cel-
lular algebras to classify the irreducibleS (d, n)-modules. Let   2 ⇤+(d, n). The cell module
labelled by   inS (d, n) is theWeyl module W  , which is the submodule ofS (d, n)/Sˇ  (d, n)
generated as a right S (d, n)-module by Sˇ  (d, n) +'T T  . By Theorem 4.2.3, we have that
W   is free as an R-module with basis {Sˇ  (d, n) + 'T T | T 2 T0( )}.
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Consider HomH ( µ2⇤(d,n)Mµ, S ). This becomes a rightS (d, n)-module under composition
of maps. Given a semistandard  -tableau T of type µ, let mT :=
P
mt 2 S , where the sum
is taken over standard  -tableaux t such that µ(t) = T. Define 'T 2 HomH ( µ2⇤(d,n)Mµ, S )
by 'T(m↵) =  ↵µmT.
Proposition 4.2.4 ([3, Proposition 4.14]). Let   2 ⇤+(d, n) be a partition of n. Then the
R-module homomorphismW   ! HomH ( µ2⇤(d,n)Mµ, S ) defined by Sˇ  (d, n)+'T T 7! 'T
is injective and in fact a S (d, n)-module monomorphism, so that W   is isomorphic to the
S (d, n)-submodule of HomH ( µ2⇤(d,n)Mµ, S ) spanned by {'T | T 2 T0( )}.
Henceforth, we identity W   with this submodule. The basis {'T | T 2 T0( )} is called the
semistandard basis of W  .
As in Chapter 2, W   has an associative symmetric bilinear form which is determined by the
equation
h'S,'Ti'T T  ⌘ 'T S'TT  mod Sˇ  (d, n)
for all S,T 2 T0( ). Note that from this equation, we have that h'S,'Ti = 0 unless S,T
are tableaux of the same type since 'T S'TT  = 0 otherwise. Then, recalling that radW  
is the set of elements x 2 W   such that hx, yi = 0 for all y 2 W  , we once again define
L  := W  / radW  .
Note that 'T T  is the identity map on M . Thus,
h'T  ,'T i'T T  ⌘ 'T T 'T T 
= 'T T  mod Sˇ  (d, n),
and we have h'T  ,'T i = 1. We conclude that L  6= 0, and we now have the following
results as a direct consequence of Theorem 2.1.8.
Theorem 4.2.5 (Dipper-James). Suppose that R is a field.
(i) Let   2 ⇤+(d, n). Then L  is an absolutely irreducible S (d, n)-module.
(ii) {L  |   2 ⇤+(d, n)} is a complete set of non-isomorphic irreducible S (d, n)-modules.
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Given  , µ 2 ⇤(d, n)+, we let d µ := [W   : Lµ] be the composition multiplicity of the simple
module Lµ in W  . By Corollary 2.1.11, we have the following result.
Corollary 4.2.6. Suppose that R is a field and let   and µ be partitions in ⇤(d, n). Then
dµµ = 1, and d µ = 0 unless   D µ.
Recall that ! is defined to be the partition (1n) of n. For the remainder of this chapter
we assume ! 2 ⇤+(d, n) i.e. d   n. In this case, we have that HomH (H ,H ) is an
R-submodule of S (d, n). By Theorem 4.2.3, we have
HomH (H ,H ) = 'T!T! HomH ( µ2⇤(d,n)Mµ, µ2⇤(d,n)Mµ)'T!T!
= 'T!T!S (d, n)'T!T! .
Now HomH (H ,H ) = 'T!T!S (d, n)'T!T! and H are isomorphic via the map ⇢h 7! h
where ⇢h is the homomorphism given by left multiplication by h. Thus, given a rightS (d, n)-
module M , we can form the module M'T!T! , also known as !-weight space, which is a right
'T!T!S (d, n)'T!T! -module i.e. a rightH -module by the isomorphism above. We thus have
a functor from the category of right S (d, n)-modules to the category of right H -modules,
which is known as the Schur functor.
The final theorem in this chapter establishes an intimate link between the representation
theory of the Hecke algebras and that of the q-Schur algebras using the Schur functor.
Theorem 4.2.7. Suppose that R is a field and that d   n. Let   be a partition of n. Then,
as right H -modules,
(i) W  'T!T! ⇠= S ;
(ii) L 'T!T! ⇠= D .
Furthermore, if µ is an e-restricted partition of n, then [W   : Lµ] = [S  : Dµ].
Proof. Let T be a standard  -tableau of type µ. From definition, 'T'T!T! = 0 unless µ = !.
Moreover, if µ = ! then T = t is just a standard  -tableau and 'T'T!T! = 't. Recalling
that W   has a semistandard basis {'T | T 2 T0( )}, we see that W  'T!T! is free as an R-
module with basis {'t | t 2 Std( )}, and we have aH -module isomorphismW  'T!T! ! S 
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sending 't to 't(mw) = 't(1) = mt.
By definition, h's,'ti'T T  ⌘ 'T s'tT  mod Sˇ  (d, n). We evaluate both sides of this






⌘ hms,mtim  mod Hˇ .
Since Hˇ   is invariant under the action of Sˇ  (d, n), we have that h's,'tim  ⌘ hms,mtim 
mod Hˇ  , which implies that h's,'ti = hms,mti. Also, by definition of the bilinear
form, we see that h's,'T0i = 0 whenever T0 is not of type w. Hence, we conclude that
(radW  )'TwTw ⇠= radS  i.e. radicals are sent to radicals under the Schur functor, and we
have shown (ii). In particular, L 'TwTw is non-zero if and only if   is e-restricted.
Let W   = W 1 > W 2 > ... > W k > 0 be a composition series for W  . Then, applying the
Schur functor, we get aH -module filtration with successive quotientsW i'TwTw/W i+1'TwTw ⇠=
(W i/W i+1)'TwTw ⇠= Lµi'TwTw for some partitions µi. By the preceding paragraph, this quo-
tient is non-zero (and equal to Dµi) if and only if µi is e-restricted. Therefore, if we omit
the modules W i'TwTw such that W i'TwTw = W i+1'TwTw , or equivalently those with cor-
responding µi not being e-restricted, we have a composition series of S  with the desired
multiplicities.
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