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Abstract
Conditional Mutual Information (CMI) is a
measure of conditional dependence between
random variables X and Y, given another ran-
dom variable Z. It can be used to quantify con-
ditional dependence among variables in many
data-driven inference problems such as graph-
ical models, causal learning, feature selec-
tion and time-series analysis. While k-nearest
neighbor (kNN) based estimators as well as
kernel-based methods have been widely used
for CMI estimation, they suffer severely from
the curse of dimensionality. In this paper, we
leverage advances in classifiers and genera-
tive models to design methods for CMI esti-
mation. Specifically, we introduce an estima-
tor for KL-Divergence based on the likelihood
ratio by training a classifier to distinguish the
observed joint distribution from the product
distribution. We then show how to construct
several CMI estimators using this basic diver-
gence estimator by drawing ideas from condi-
tional generative models. We demonstrate that
the estimates from our proposed approaches
do not degrade in performance with increasing
dimension and obtain significant improvement
over the widely used KSG estimator. Finally,
as an application of accurate CMI estimation,
we use our best estimator for conditional inde-
pendence testing and achieve superior perfor-
mance than the state-of-the-art tester on both
simulated and real data-sets.
1 Introduction
Conditional mutual information (CMI) is a fundamental
information theoretic quantity that extends the nice prop-
erties of mutual information (MI) in conditional settings.
For three continuous random variables, X , Y and Z, the
conditional mutual information is defined as:
I(X;Y |Z) =
∫∫∫
p(x, y, z) log
p(x, y, z)
p(x, z)p(y|z)dxdydz
assuming that the distributions admit the respective den-
sities p(·). One of the striking features of MI and CMI is
that they can capture non-linear dependencies between
the variables. In scenarios where Pearson correlation
is zero even when the two random variables are depen-
dent, mutual information can recover the truth. Like-
wise, in the sense of conditional independence for the
case of three random variables X ,Y and Z, conditional
mutual information provides strong guarantees, i.e.,X ⊥
Y |Z ⇐⇒ I(X;Y |Z) = 0.
The conditional setting is even more interesting as de-
pendence betweenX and Y can potentially change based
on how they are connected to the conditioning variable.
For instance, consider a simple Markov chain where
X → Z → Y . Here, X ⊥ Y |Z. But a slightly dif-
ferent relationX → Z ← Y hasX 6⊥ Y |Z, even though
X and Y may be independent as a pair. It is a well known
fact in Bayesian networks that a node is independent of
its non-descendants given its parents. CMI goes beyond
stating whether the pair (X,Y ) is conditionally depen-
dent or not. It also provides a quantitative strength of
dependence.
1.1 Prior Art
The literature is replete with works aimed at apply-
ing CMI for data-driven knowledge discovery. Fleuret
(2004) used CMI for fast binary feature selection to im-
prove classification accuracy. Loeckx et al. (2010) im-
proved non-rigid image registration by using CMI as a
similarity measure instead of global mutual information.
CMI has been used to infer gene-regulatory networks
(Liang and Wang 2008) or protein modulation (Giorgi
et al. 2014) from gene expression data. Causal discovery
(Li et al. 2011; Hlinka et al. 2013; Vejmelka and Paluš
2008) is yet another application area of CMI estimation.
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Despite its wide-spread use, estimation of conditional
mutual information remains a challenge. One naive
method may be to estimate the joint and conditional den-
sities from data and plug it into the expression for CMI.
But density estimation is not sample efficient and is of-
ten more difficult than estimating the quantities directly.
The most widely used technique expresses CMI in terms
of appropriate arithmetic of differential entropy estima-
tors (referred to here as ΣH estimator): I(X;Y |Z) =
h(X,Z)+h(Y,Z)−h(Z)−h(X,Y, Z), where h(X) =
− ∫
X
p(x) log p(x) dx is known as the differential entropy.
The differential entropy estimation problem has been
studied extensively by Beirlant et al. (1997); Nemen-
man et al. (2002); Miller (2003); Lee (2010); Les´niewicz
(2014); Sricharan et al. (2012); Singh and Póczos (2014)
and can be estimated either based on kernel-density
(Kandasamy et al. 2015; Gao et al. 2016) or k-nearest-
neighbor estimates (Sricharan et al. 2013; Jiao et al.
2018; Pál et al. 2010; Kozachenko and Leonenko 1987;
Singh et al. 2003; Singh and Póczos 2016). Build-
ing on top of k-nearest-neighbor estimates and break-
ing the paradigm of ΣH estimation, a coupled estimator
(which we address henceforth as KSG) was proposed by
Kraskov et al. (2004). It generalizes to mutual informa-
tion, conditional mutual information as well as for other
multivariate information measures, including estimation
in scenarios when the distribution can be mixed (Runge
2018; Frenzel and Pompe 2007; Gao et al. 2017, 2018;
Vejmelka and Paluš 2008; Rahimzamani et al. 2018).
The kNN approach has the advantage that it can natu-
rally adapt to the data density and does not require ex-
tensive tuning of kernel band-widths. However, all these
approaches suffer from the curse of dimensionality and
are unable to scale well with dimensions. Moreover, Gao
et al. (2015) showed that exponentially many samples are
required (as MI grows) for the accurate estimation using
kNN based estimators. This brings us to the central mo-
tivation of this work : Can we propose estimators for
conditional mutual information that estimate well even
in high dimensions ?
1.2 Our Contribution
In this paper, we explore various ways of estimating CMI
by leveraging tools from classifiers and generative mod-
els. To the best of our knowledge, this is the first work
that deviates from the framework of kNN and kernel
based CMI estimation and introduces neural networks to
solve this problem.
The main contributions of the paper can be summarized
as follows :
Classifier Based MI Estimation: We propose a novel
KL-divergence estimator based on classifier two-sample
approach that is more stable and performs superior to the
recent neural methods (Belghazi et al. 2018).
Divergence Based CMI Estimation: We express CMI
as the KL-divergence between two distributions pxyz =
p(z)p(x|z)p(y|x, z) and qxyz = p(z)p(x|z)p(y|z), and
explore candidate generators for obtaining samples from
q(·). The CMI estimate is then obtained from the diver-
gence estimator.
Difference Based CMI Estimation: Using the im-
proved MI estimates, and the difference relation
I(X;Y |Z) = I(X;Y Z) − I(X;Z), we show that es-
timating CMI using a difference of two MI estimates
performs best among several other proposed methods in
this paper such as divergence based CMI estimation and
KSG.
Improved Performance in High Dimensions: On both
linear and non-linear data-sets, all our estimators per-
form significantly better than KSG. Surprisingly, our es-
timators perform well even for dimensions as high as
100, while KSG fails to obtain reasonable estimates even
beyond 5 dimensions.
Improved Performance in Conditional Independence
Testing: As an application of CMI estimation, we use
our best estimator for conditional independence testing
(CIT) and obtain improved performance compared to the
state-of-the-art CIT tester on both synthetic and real data-
sets.
2 Estimation of Conditional Mutual
Information
The CMI estimation problem from finite samples can be
stated as follows. Let us consider three random vari-
ables X , Y , Z ∼ p(x, y, z), where p(x, y, z) is the
joint distribution. Let the dimensions of the random vari-
ables be dx, dy and dz respectively. We are given n
samples {(xi, yi, zi)}ni=1 drawn i.i.d from p(x, y, z). So
xi ∈ Rdx , yi ∈ Rdy and zi ∈ Rdz . The goal is to esti-
mate I(X;Y |Z) from these n samples.
2.1 Divergence Based CMI Estimation
Definition 1. The Kullback-Leibler (KL) divergence be-
tween two distributions p(·) and q(·) is given as :
DKL(p||q) =
∫
p(x) log
p(x)
q(x)
dx
Definition 2. Conditional Mutual Information (CMI)
can be expressed as a KL-divergence between two dis-
tributions p(x, y, z) and q(x, y, z) = p(x, z)p(y|z), i.e.,
I(X;Y |Z) = DKL(p(x, y, z)||p(x, z)p(y|z))
The definition of CMI as a KL-divergence naturally leads
to the question : Can we estimate CMI using an estima-
tor for divergence ? However, the problem is still non-
trivial since we are only given samples from p(x, y, z)
and the divergence estimator would also require samples
from p(x, z)p(y|z). This further boils down to whether
we can learn the distribution p(y|z).
2.1.1 Generative Models
We now explore various techniques to learn the condi-
tional distribution p(y|z) given samples ∼ p(x, y, z).
This problem is fundamentally different from drawing
independent samples from the marginals p(x) and p(y),
given the joint p(x, y). In this simpler setting, we can
simply permute the data to obtain {xi, ypi(i)}ni=1 (pi de-
notes a permutation, pi(i) 6= i). This would emulate sam-
ples drawn from q(x, y) = p(x)p(y). But, such a permu-
tation scheme does not work for p(x, y, z) since it would
destroy the dependence between X and Z. The prob-
lem is solved using recent advances in generative models
which aim to learn an unknown underlying distribution
from samples.
Conditional Generative Adversarial Network
(CGAN): There exist extensions of the basic GAN
framework (Goodfellow et al. 2014) in conditional
settings, CGAN (Mirza and Osindero 2014). Once
trained, the CGAN can then generate samples from the
generator network as y = G(s, z), s ∼ p(s), z ∼ p(z).
Conditional Variational Autoencoder (CVAE): Simi-
lar to CGAN, the conditional setting, CVAE (Kingma
and Welling 2013) (Sohn et al. 2015), aims to maximize
the conditional log-likelihood. The input to the decoder
network is the value of z and the latent vector s sampled
from standard Gaussian. The decoder Q gives the con-
ditional mean and conditional variance (parametric func-
tions of s and z) from which y is then sampled.
kNN based permutation: A simpler algorithm for gen-
erating the conditional p(y|z) is to permute data values
where zi ≈ zj . Such methods are popular in condi-
tional independence testing literature (Sen et al. 2017;
Doran et al.). For a given point {xi, yi, zi}, we find the
k-nearest neighbor of zi. Let us say it is zj with the cor-
responding data point as {xj , yj , zj}. Then {xi, yj , zi}
is a sample from q(x, y, z).
Now that we have outlined multiple techniques for esti-
mating p(y|z), we next proceed to the problem of esti-
mating KL-divergence.
2.1.2 Divergence Estimation
Recently, Belghazi et al. (2018) proposed a neural net-
work based estimator of mutual information (MINE) by
utilizing lower bounds on KL-divergence. Since MI is
a special case of KL-divergence, their neural estimator
can be extended for divergence estimation as well. The
estimator can be trained using back-propagation and was
shown to out-perform traditional methods for MI estima-
tion. The core idea of MINE is cradled in a dual repre-
sentation of KL-divergence. The two main lower bounds
used by MINE are stated below.
Definition 3. The Donsker-Varadhan representation ex-
presses KL-divergence as a supremum over functions,
DKL(p||q) = sup
f∈F
E
x∼p
[f(x)]− log( E
x∼q
[exp(f(x))])
(1)
where the function class F includes those functions that
lead to finite values of the expectations.
Definition 4. The f-divergence bound gives a lower
bound on the KL-divergence:
DKL(p||q) ≥ sup
f∈F
E
x∼p
[f(x)]− E
x∼q
[exp(f(x)−1)] (2)
MINE uses a neural network fθ to represent the function
class F and uses gradient descent to maximize the RHS
in the above bounds.
Even though this framework is flexible and straight-
forward to apply, it presents several practical limi-
tations. The estimation is very sensitive to choices
of hyper-parameters (hidden-units/layers) and training
steps (batch size, learning rate). We found the optimiza-
tion process to be unstable and to diverge at high dimen-
sions (Section 4. Experimental Results). Our findings
resonate those by Poole et al. in which the authors found
the networks difficult to tune even in toy problems.
2.2 Difference Based CMI Estimation
Another seemingly simple approach to estimate CMI
could be to express it as a difference of two mu-
tual information terms by invoking the chain rule, i.e.:
I(X;Y |Z) = I(X;Y, Z) − I(X;Z). As stated be-
fore, since mutual information is a special case of KL-
divergence, viz. I(X;Y ) = DKL(p(x, y)||p(x)p(y)),
this again calls for a stable, scalable, sample efficient
KL-divergence estimator as we present in the next Sec-
tion.
3 Classifier Based MI Estimation
In their seminal work on independence testing, Lopez-
Paz and Oquab (2016) introduced classifier two-sample
test to distinguish between samples coming from two un-
known distributions p and q. The idea was also adopted
for conditional independence testing by Sen et al. (2017).
The basic principle is to train a binary classifier by label-
ing samples x ∼ p as 1 and those coming from x ∼ q
as 0, and to test the null hypothesis H0 : p = q. Un-
der the null, the accuracy of the binary classifier will be
close to 0.5. It will be away from 0.5 under the alter-
native. The accuracy of the binary classifier can then be
carefully used to define P -values for the test.
We propose to use the classier two-sample principle for
estimating the likelihood ratio p(x,y)p(x)p(y) . While existing
literature has instances of using the likelihood ratio for
MI estimation, the algorithms to estimate the likelihood
ratio are quite different from ours. Both (Suzuki et al.
2008; Nguyen et al. 2008) formulate the likelihood ra-
tio estimation as a convex relaxation by leveraging the
Legendre-Fenchel duality. But performance of the meth-
ods depend on the choice of suitable kernels and would
suffer from the same disadvantages as mentioned in the
Introduction.
3.1 Problem Formulation
Given n i.i.d samples {xpi }ni=1, xpi ∼ p(x) and m i.i.d
samples {xqj}mj=1, xqj ∼ q(x), we want to estimate
DKL(p||q). We label the points drawn from p(·) as
y = 1 and those from q(·) as y = 0. A binary classifier
is then trained on this supervised classification task. Let
the prediction for a point l by the classifier is γl where
γl = Pr(y = 1|xl) (Pr denotes probability). Then the
point-wise likelihood ratio for data point l is given by
L(xl) = γl1−γl .
The following Proposition is elementary and has already
been observed in Belghazi et al. (2018)(Proof of Theo-
rem 4). We restate it here for completeness and quick
reference.
Proposition 1. The optimal function in Donsker-
Varadhan representation (1) is the one that computes the
point-wise log-likelihood ratio, i.e, f∗(x) = log p(x)q(x) ∀x,
(assuming p(x) = 0, where-ever q(x) = 0).
Based on Proposition 1, the next step is to substitute the
estimates of point-wise likelihood ratio in (1) to obtain
an estimate of KL-divergence.
DˆKL(p||q) = 1
n
n∑
i=1
logL(xpi )− log
 1
m
m∑
j=1
L(xqj)

(3)
We obtain an estimate of mutual information from (3) as
Iˆn(X;Y ) = DˆKL(p(x, y)||p(x)p(y)). This classifier-
based estimator for MI (Classifier-MI) has the follow-
ing theoretical properties under Assumptions (A1)-(A4)
(stated in Section 9).
Theorem 1. Under Assumptions (A1)-(A4), Classifier-
MI is consistent, i.e., given , δ > 0,∃n ∈ N, such that
with probability at least 1− δ, we have
|Iˆn(X;Y )− I(X;Y )| ≤ 
Proof. Here, we provide a sketch of the proof. The
classifier is trained to minimize the binary cross entropy
(BCE) loss on the train set and obtains the minimizer
as θˆ. From generalization bound of classifier, the loss
value on the test set from θˆ is close to the loss obtained
by the best optimizer in the classifier family, which itself
is close to the global minimizer γ∗ of BCE (as a func-
tion γ) by Universal Function Approximation Theorem
of neural-networks.
The BCE loss is strongly convex in γ. γ links BCE to
I(· ; ·), i.e., |BCEn(γθˆ) − BCE(γ∗)| ≤ ′ =⇒ ‖γθˆ −
γ∗‖1 ≤ η =⇒ |Iˆn(X;Y )− I(X;Y )| ≤ .
While consistency provides a characterization of the es-
timator in large sample regime, it is not clear what guar-
antees we obtain for finite samples. The following The-
orem shows that even for a small number of samples, the
produced MI estimate is a true lower bound on mutual
information value with high probability.
Theorem 2. Under Assumptions (A1)-(A4), the finite
sample estimate from Classifier-MI is a lower bound on
the true MI value with high probability, i.e., given n test
samples, we have for  > 0
Pr(I(X;Y ) +  ≥ Iˆn(X;Y )) ≥ 1− 2 exp(−Cn)
where C is some constant independent of n and the di-
mension of the data.
3.2 Probability Calibration
The estimation of likelihood ratio from classifier predic-
tions Pr(y = 1|x) hinges on the fact that the classifier
is well-calibrated. As a rule of thumb, classifiers trained
directly on the cross entropy loss are well-calibrated. But
boosted decision trees would introduce distortions in the
likelihood-ratio estimates. There is an extensive litera-
ture devoted to obtaining better calibrated classifiers that
can be used to improve the estimation further (Laksh-
minarayanan et al. 2017; Niculescu-Mizil and Caruana
2005; Guo et al. 2017). We experimented with Gradi-
ent Boosted Decision Trees and multi-layer perceptron
trained on the log-loss in our algorithms. Multi-layer
perceptron gave better estimates and so is used in all the
experiments. Supplementary Figures show that the neu-
ral networks used in our estimators are well-calibrated.
Even though logistic regression is well-calibrated and
might seem to be an attractive candidate for classifica-
tion in sparse sample regimes, we show that linear clas-
sifiers cannot be used to estimate DKL by two-sample
approach. For this, we consider the simple setting of es-
timating mutual information of two correlated Gaussian
random variables as a counter-example.
Lemma 1. A linear classifier with marginal features
fails the classifier Two sample MI estimation.
Proof. Consider two correlated Gaussians in 2 dimen-
sions (X1, X2) ∼ N
(
0,M =
( 1 ρ
ρ 1
))
, where ρ is the
Pearson correlation. The marginals are standard Gaus-
sans Xi ∼ N (0, 1). Suppose we are trying to estimate
the mutual information DKL(p(x1, x2)||p(x1)p(x2)).
(a) dx = dy = 1 (b) dx = dy = 10
Figure 1: Mutual Information Estimation of Correlated Gaussians : In this setting, X and Y have independent co-
ordinates, with (Xi, Yi) ∀ i being correlated Gaussians with correlation coefficient ρ. I∗(X;Y ) = − 12dx log(1− ρ2)
The classifier decision boundary would seek to find
Pr(y = 1|x1, x2) > Pr(y = 0|x1, x2), thus
p(x1, x2) > p(x1)p(x2) => x1x2 >
1
2ρ log(1−ρ2)
The decision boundary is a rectangular hyperbola. Here
the classifier would return 0.5 as prediction for either
class (leading to DˆKL = 0), even when X1 and X2 are
highly correlated and the mutual information is high.
We use the Classifier two-sample estimator to first com-
pute the mutual information of two correlated Gaussians
(Belghazi et al. 2018) for n = 5, 000 samples. This set-
ting also provides us a way to choose reasonable hyper-
parameters that are used throughout in all the synthetic
experiments. We also plot the estimates of f-MINE and
KSG to ensure we are able to make them work in simple
settings. In the toy setting dx = 1, all estimators accu-
rately estimate I(X;Y ) as shown in Figure 1.
3.3 Modular Approach to CMI Estimation
Our classifier based divergence estimator does not en-
counter an optimization problem involving exponentials.
MINE optimizing (1) has biased gradients while that
based on (2) is a weaker lower bound (Belghazi et al.
2018). On the contrary, our classifier is trained on cross-
entropy loss which has unbiased gradients. Furthermore,
we plug in the likelihood ratio estimates into the tighter
Donsker-Varadhan bound, thereby, achieving the best of
both worlds. Equipped with a KL-divergence estima-
tor, we can now couple it with the generators or use the
expression of CMI as a difference of two MIs (which
we address from now as MI-Diff.). Algorithm 1 de-
scribes the CMI estimation by tying together the gener-
ator and Classifier block. For MI-Diff., function block
“Classifier-DKL” in Algorithm 1 has to be used twice :
once for estimating I(X;Y,Z) and another for I(X;Z).
For mutual information, Dq in “Classifier-DKL” is ob-
tained by permuting the samples of p(·).
For the Classifier coupled with a generator, the generated
distribution g(y|z) may deviate from the target distribu-
tion p(y|z) - introducing a different kind of bias. The
following Lemma suggests how such a bias can be cor-
rected by subtracting the KL divergence of the sub-tuple
(Y,Z) from the divergence of the entire triple (X,Y, Z).
We note that such a clean relationship is not true for gen-
eral divergence measures, and indeed require more so-
phisticated conditions for the total-variation metric (Sen
et al. 2018).
Lemma 2 (Bias Cancellation). The estimation error due
to incorrect generated distribution g(y|z) can be ac-
counted for using the following relation :
DKL(p(x, y, z)||p(x, z)p(y|z)) =
DKL(p(x, y, z)||p(x, z)g(y|z))−DKL(p(y, z)||p(z)g(y|z))
4 Experimental Results
In this Section, we compare the performance of vari-
ous estimators on the CMI estimation task. We used
the Classifier based divergence estimator (Section 3) and
MINE in our experiments. Belghazi et al. (2018) had two
MINE variants, namely Donsker-varadhan (DV) MINE
and f-MINE. The f-MINE has unbiased gradients and we
found it to have similar performance as DV-MINE, albeit
with lower variance. So we used f-MINE in all our ex-
periments.
The “generator”+“Divergence estimator” notation will
be used to denote the various estimators. For instance,
if we use CVAE for the generation and couple it with
f-MINE, we denote the estimator as CVAE+f-MINE.
When coupled with the Classifier based Divergence
block, it will be denoted as CVAE+Classifier. For MI-
Diff. we represent it similarly as MI-Diff.+“Divergence
estimator”.
We compare our estimators with the widely used KSG
estimator.1 For f-MINE, we used the code provided
to us by the author (Belghazi et al. 2018). The same
hyper-parameter setting is used in all our synthetic data-
sets for all estimators (including generators and diver-
gence blocks). Supplementary contains the details about
1The implementation of CMI estimator in Non-parametric
Entropy Estimation Toolbox (https://github.com/
gregversteeg/NPEET) is used.
Input: Dataset D = {xi, yi, zi}ni=1, number of outer boot-strap iterations B, Inner iterations T , clipping constant τ .
Output: CMI estimatate Iˆ(X;Y |Z)
for b ∈ {1, 2, . . . B} do
Permute the points in dataset D to obtain Dpi .
Split Dpi equally into two parts Dclass,joint = {xi, yi, zi}n/2i=1 and Dgen = {xi, yi, zi}ni=n/2.
Train the generator G(·) on Dgen.
Generate the marginal data-set using points y′i = G(zi)∀ zi ∈ Dclass,joint(:, Z). Dclass,marg = {xi, y′i, zi}n/2i=1
Iˆb(X;Y |Z) = Classifier_DKL(Dclass,joint,Dclass,marg, T, τ)
end
return 1B
∑
b Iˆb(X;Y |Z)
Function Classifier_DKL(Dp,Dq, T, τ):
Label points u ∈ Dp as l = 1 and v ∈ Dq as l = 0.
for t ∈ {1, 2, . . . T} do
Dtrainp ,Devalp ← SPLIT_TEST_TRAIN(Dp).
Dtrainq ,Devalq ← SPLIT_TEST_TRAIN(Dq)
Train classifier C on {Dtrainp ,~1}, {Dtrainq ,~0}
Obtain classifier predictions Pr(l = 1|w)∀w ∈ Devalp ∪ Devalq , and clip to [τ, 1− τ ].
DˆtKL(p||q)← 1|Devalp |
∑
u∈Devalp
log Pr(l=1|u)1−Pr(l=1|u) − log
(
1
|Devalq |
∑
v∈Devalq
Pr(l=1|v)
1−Pr(l=1|v)
)
end
return DˆKL(p||q) = 1τ
∑
t Dˆ
t
KL(p||q)
Algorithm 1: GENERATOR + CLASSIFIER
the hyper-parameter values. For KSG, we vary k ∈
{3, 5, 10} and report the results for the best k for each
data-set.
4.1 Linear Relations
We start with the simple setting where the three random
variables X , Y , Z are related in a linear fashion. We
consider the following two linear models.
Table 1: Linear Models
Model I Model II
X ∼ N (0, 1) X ∼ N (0, 1)
Z ∼ U(−0.5, 0.5)dz Z ∼ N (0, 1)dz
U = wTZ, ‖w‖1 = 1
 ∼ N (Z1, σ2 )  ∼ N (U, σ2 )
Y ∼ X +  Y ∼ X + 
where U(−0.5, 0.5)dz means that each co-ordinate of Z
is drawn i.i.d from a uniform distribution between −0.5
and 0.5. Similar notation is used for the Gaussian :
N (0, 1)dz . Z1 is the first dimension of Z. We used
σ = 0.1 and obtained the constant unit norm random
vectorw fromN (0, Idz ). w is kept constant for all points
during data-set preparation.
As common in literature on causal discovery and in-
dependence testing (Sen et al. 2017; Doran et al.), the
dimension of X and Y is kept as 1, while dz can
scale. Our estimators are general enough to accommo-
date multi-dimensional X and Y , where we consider a
concatenated vector X = (X1, X2, . . . , Xdx) and Y =
(Y1, Y2, . . . , Ydy ). This has applications in learning in-
teractions between Modules in Bayesian networks (Segal
et al. 2005) or dependence between group variables (Ent-
ner and Hoyer 2012; Parviainen and Kaski 2016) such
as distinct functional groups of proteins/genes instead of
individual entities. Both the linear models are represen-
tative of problems encountered in Graphical models and
independence testing literature. In Model I, the condi-
tioning set can go on increasing with independent vari-
ables {Zk}dzk=2, while Y only depends on Z1. In Model
II, we have the variables in the conditioning set combin-
ing linearly to produce Y . It is also easy to obtain the
ground truth CMI value in such models by numerical in-
tegration.
For both these models, we generate data-sets with vary-
ing number of samples n and varying dimension dz to
study their effect on estimator performance. The sam-
ple size is varied as n ∈ {5000, 10000, 20000, 50000}
keeping dz fixed at 20. We also vary dz ∈
{1, 10, 20, 50, 100}, keeping sample size fixed at n =
20000.
(a) Model I : Variation with n, dz = 20 (b) Model I : Variation with dz , n = 20, 000
(c) Model II : Variation with n, dz = 20 (d) Model II : Variation with dz , n = 20, 000
Figure 2: CMI Estimation in Linear models : We study the effect of various estimators as either number of samples
n or dimension dz is varied. MI-Diff.+Classifier performs the best among our estimators, while all our proposed
estimators improve the estimation significantly over KSG. Average of 10 runs is plotted. Error bars depict 1 standard
deviation from mean. (Best viewed in color)
Several observations stand out from the experiments: (1)
KSG estimates are accurate at very low dimension but
drastically fall with increasing dz even when the condi-
tioning variables are completely independent and do not
influence X and Y (Model-I). (2) Increasing the sample
size does not improve KSG estimates once the dimen-
sion is kept moderate (even 20!). The dimension issue
is more acute than sample scarcity. (3) The estimates
from f-MINE have greater deviation from the truth at
low sample sizes. At high dimensions, the instability is
clearly portrayed when the estimate suddenly goes neg-
ative (Truncated to 0.0 to maintain the scale of the plot).
(4) All our estimators using Classifier are able to obtain
reasonable estimates even at dimensions as high as 100,
with MI-Diff.+Classifier performing the best.
4.2 Non-Linear Relations
Here, we study models where the underlying rela-
tions between X , Y and Z are non-linear. Let Z ∼
N (1, Idz ), X = f1(η1), Y = f2(AzyZ + AxyX + η2).
f1 and f2 are non-linear bounded functions drawn uni-
formly at random from {cos(·), tanh(·), exp(−| · |)} for
each data-set. Azy is a random vector whose entries are
drawn N (0, 1) and normalized to have unit norm. The
vector once generated is kept fixed for a particular data-
set. We have the setting where dx = dy = 1 and dz can
scale. Axy is then a constant. We used Axy = 2 in our
simulations. The noise variables η1, η2 are drawn i.i.d
N (0, σ2 ), σ2 = 0.1.
We vary n ∈ {5000, 10000, 20000, 50000} across each
dimension dz . The dimension dz itself is then varied as
{10, 20, 50, 100, 200} giving rise to 20 data-sets. Data-
index 1 has n = 5000, dz = 10, data-index 2 has n =
10000, dz = 10 and so on until data-index 20 with n =
50000, dz = 200.
Obtaining Ground Truth I∗(X;Y |Z) : Since it is not
possible to obtain the ground truth CMI value in such
complicated settings using a closed form expression, we
resort to using the relation I(X;Y |Z) = I(X;Y |U)
where U = AzyZ. The dependence of Y on Z can be
completely captured once U is given. But, U has dimen-
sion 1 and can be estimated accurately using KSG. We
generate 50000 samples separately for each data-set to
estimate I(X;Y |U) and use it as the ground truth.
We observed similar behavior (as in Linear models) for
our estimators in the Non-linear setting.
(1) KSG continues to have low estimates even though
in this setup the true CMI values are themselves low
(< 1.0). (2) Up to dz = 20, we find all our estimators
closely tracking I∗(X;Y |Z). But in higher dimensions,
they fail to perform accurately. (3) MI-Diff. + Classifier
is again the best estimator, giving CMI estimates away
(a) Non-linear Model : Number of samples increase with
Data-index, dz = 10 (fixed)
(b) Non-linear Model : Number of samples increase with
Data-index, dz = 20 (fixed)
(c) Non-linear Models (All 20 data-sets)
Figure 3: On non-linear data-sets, a similar trend is observed. KSG under-estimates I∗(X;Y |Z), while our estimators
track it closely. Average over 10 runs is plotted. (Best viewed in color)
from 0 even at 200 dimensions.
From the above experiments, we found MI-
Diff.+Classifier to be the most accurate and stable
estimator. We use this combination for our downstream
applications and henceforth refer to it as CCMI.
5 Application to Conditional
Independence Testing
As a testimony to accurate CMI estimation, we apply
CCMI to the problem of Conditional Independence Test-
ing(CIT). Here, we are given samples from two distri-
butions p(x, y, z) and q(x, y, z) = p(x, z)p(y|z). The
hypothesis testing in CIT is to distinguish the null H0 :
X ⊥ Y |Z from the alternativeH1 : X 6⊥ Y |Z.
We seek to design a CIT tester using CMI estimation
by using the fact that I(X;Y |Z) = 0 ⇐⇒ X ⊥
Y |Z. A simple approach would be to reject the null if
I(X;Y |Z) > 0 and accept it otherwise. The CMI es-
timates can serve as a proxy for the P -value. CIT test-
ing based on CMI Estimation has been studied by Runge
(2018), where the author uses KSG for CMI estimation
and use k-NN based permutation to generate a P -value.
The P -value is computed as the fraction of permuted
data-sets where the CMI estimate is≥ that of the original
data-set. The same approach can be adopted for CCMI to
obtain a P -value. But since we report the AuROC (Area
under the Receiver Operating Characteristic curve), CMI
estimates suffice.
5.1 Post Non-linear Noise : Synthetic Data
In this experiment, we generate data based on the post
non-linear noise model similar to Sen et al. (2017). As
before, dx = dy = 1 and dz can scale in dimension. The
data is generated using the follow model.
Z ∼ N (1, Idz ), X = cos(axZ + η1)
Y =
{
cos(byZ + η2) ifX ⊥ Y |Z
cos(cX + byZ + η2) if X 6⊥ Y |Z
The entries of random vectors(matrices if dx, dy > 1)
ax and by are drawn ∼ U(0, 1) and the vectors are nor-
malized to have unit norm, i.e., ‖a‖2 = 1, ‖b‖2 = 1.
c ∼ U [0, 2], ηi ∼ N (0, σ2e), σe = 0.5. This is different
from the implementation in Sen et al. (2017) where the
constant is c = 2 in all data-sets. But by varying c, we
obtain a tougher problem where the true CMI value can
be quite low for a dependent data-set.
ax, by and c are kept constant for generating points for a
(a) CCIT performance degrades with increasing dz;
CCMI retains high AuROC score even at dz = 100.
(b) Estimates for CI data-sets are ≤ 0 and those for non-CI
are > 0 at dz = 100. Thresholding CMI estimates at 0 yields
Precision = 0.84, Recall = 0.86.
Figure 4: Conditional Independence Testing in Post Non-linear Synthetic Data-set
Figure 5: AuROC Curves : Flow-Cytometry Data-set.
CCIT obtains a mean AuROC score of 0.6665, while
CCMI out-performs with mean of 0.7569.
single data-set and are varied across data-sets. We vary
dz ∈ {1, 5, 20, 50, 70, 100} and simulate 100 data-sets
for each dimension. The number of samples is n = 5000
in each data-set. Our algorithm is compared with the
state-of-the-art CIT tester in Sen et al. (2017), known as
CCIT. We used the implementation provided by the au-
thors and ran CCIT with B = 50 bootstraps 2. For each
data-set, an AuROC value is obtained. Figure 4 shows
the mean AuROC values from 5 runs for both the testers
as dz varies. While both algorithms perform accurately
upto dz = 20, the performance of CCIT starts to de-
grade beyond 20 dimensions. Beyond 50 dimensions, it
performs close to random guessing. CCMI retains its su-
perior performance even at dz = 100, obtaining a mean
AuROC value of 0.91.
Since AuROC metric finds best performance by varying
thresholds, it is not clear what precision and recall is ob-
tained from CCMI when we threshold the CCMI esti-
mate at 0 (and reject or accept the null based on it). So,
for dz = 100 we plotted the histogram of CMI estimates
separately for CI and non-CI data-sets. Figure 4b shows
that there a clear demarcation of CMI estimates between
the two data-set categories and choosing the threshold as
0.0 gave the precision as 0.84 and recall as 0.86.
2https://github.com/rajatsen91/CCIT
5.2 Flow-Cytometry : Real Data
To extend our estimator beyond simulated settings, we
use CMI estimation to test for conditional independence
in the protein network data used in Sen et al. (2017).
The consensus graph in Sachs et al. (2005) is used as the
ground truth. We obtained 50 CI and 50 non-CI relations
from the Bayesian network. The basic philosophy used
is that a protein X is independent of all other proteins Y
in the network given its parents, children and parents of
children. Moreover, in the case of non-CI, we notice that
a direct edge between X and Y would never render them
conditionally independent. So the conditioning set Z can
be chosen at random from other proteins. These two set-
tings are used to obtain the CI and non-CI data-sets. The
number of samples in each data-set is only 853 and the
dimension of Z varies from 5 to 7.
For Flow-Cytometry data, since the number of samples is
too small, we train the Classifier for fewer epochs to pre-
vent over-fitting, keeping every other hyper-parameter
the same. CCMI is compared with CCIT on the real data
and the mean AuROC curves from 5 runs is plotted in
Figure 5. The superior performance of CCMI over CCIT
is retained in sparse data regime.
6 Conclusion and Future Directions
In this work we explored various CMI estimators by
drawing from recent advances in generative models and
classifies. We proposed a new divergence estimator,
based on Classifier-based two-sample estimation, and
built several conditional mutual information estimators
using this primitive. We demonstrated their efficacy in
a variety of practical settings. Future work will aim to
approximate the null distribution for CCMI, so that we
can compute P -values for the conditional independence
testing problem efficiently.
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8 Supplementary
8.1 Hyper-parameters
We provide the experimental settings and hyper-
parameters for ease of reproducibility of the results.
Table 2: Classifier : Hyper-parameters
Hyper-parameter Value
Hidden Units 64
# Hidden Layers 2 (Inp-64-64-Out)
Activation ReLU
Batch-Size 64
Learning Rate 0.001
Optimizer Adam
(β1 = 0.90, β2 = 0.999)
# Epoch 20
Regularizer L2 (0.001)
Table 3: CGAN : Hyper-parameters
Hyper-parameter Value
Hidden Units 256
# Hidden Layers 2 (Inp-256-256-Out)
Activation Leaky ReLU(0.2)
Batch-Size 128
Learning Rate 1e− 4
Optimizer Adam
(β1 = 0.5, β2 = 0.9)
# Epoch 100
Noise dimension 20
Noise distribution U(−1.0, 1.0)ds
Table 4: CVAE : Hyper-parameters
Hyper-parameter Value
Hidden Units 256
# Hidden Layers 2 (Inp-256-256-Out)
Activation Leaky ReLU(0.2)
Batch-Size 128
Learning Rate 1e− 4
Optimizer Adam
(β1 = 0.5, β2 = 0.9)
# Epoch 20
Dropout 0.9
Latent dimension 20
Table 5: f-MINE : Hyper-parameters
Hyper-parameter Value
Hidden Units 64
# Hidden Layers 1 (Inp-64-Out)
Activation ReLU
Batch-Size 128 (512 for DV-MINE)
Learning Rate 1e− 4
Optimizer Adam
(β1 = 0.5, β2 = 0.999)
# Epoch 200
Table 6: AuROC : Flow-Cytometry Data (Mean ± Std.
of 5 runs.
Tester AuROC
CCIT 0.6665± 0.006
CCMI 0.7569± 0.047
8.2 Calibration Curve
Figure 6: Calibrated Classifiers : We find that our clas-
sifiers trained with L2-regularization and two hidden
layers are well-calibrated. The calibration is obtained
for MI Estimation of Correlated Gaussians with dx =
10, ρ = 0.5
While Niculescu-Mizil and Caruana (2005) showed that
neural networks for binary classification produce well-
calibrated outputs. the authors in Guo et al. (2017)
found miscalibration in deep networks with batch-
normalization and no L2 regularization. In our experi-
ments, the classifier is shallow, consisting of only 2 lay-
ers with relatively small number of hidden units. There is
no batch-normalization or dropout used. Instead, we use
L2-regularization which was shown in Guo et al. (2017)
to be favorable for calibration. Figure 6 shows that our
classifiers are well-calibrated.
(a) dx = dy = 5, N = 500, (b) dx = dy = 5, N = 5000
(c) dx = dy = 20, N = 500 (d) dx = dy = 20, N = 5000
Figure 7: The Donsker-Varadhan Representation provides a lower bound of the true MI. For each hyper-paramter
choice, the estimates lie below I∗(X;Y ). An optimal estimator would return the maximum estimate from multiple
hyper-parameter choices for a given data-set. Estimates are plotted for Correlation Gaussians introduced in Figure 1.
8.3 Choosing Optimal Hyper-parameter
The Donsker-Varadhan representation 1 is a lower bound
on the true MI estimate (which is the supremum over all
functions). So, for any classifier parameter, the plug-in
estimate value computed on the test samples will be less
than or equal to the true value I(X;Y ) with high prob-
ability (Theorem 2). We illustrate this using estimation
of MI for Correlated Gaussians in Figure 7. The esti-
mated value lies below the true values of MI. Thus, the
optimal hyper-parameter is the one that returns the max-
imum value of MI estimate on the test set.
Once we have this block that returns the maximum MI
estimate after searching over hyper-parameters, CMI es-
timate in CCMI is the difference of two MI estimates,
calling this block twice.
We also plot the AuROC curves for the two choices of
number of hidden units in flow-Cytometry data (Figure
9b) and post Non-linear noise synthetic data (Figure 9a).
When the number of samples is high, the estimates are
pretty robust to hyper-parameter choice (Figure 7 (b),
9a). But in sparse sample regime, proper choice of hyper-
parameter can improve performance (Figure 9b).
8.4 Additional Figures and Tables
• For Flow-Cytometry data-set, we used number of
hidden units = 64 for Classifier and trained for 10
Figure 8: Logistic Regression Fails to Classify points
from p(x1, x2) (colored red) and those from p(x1)p(x2)
(colored blue).
epochs. Table 6 shows the mean AuROC values for
two CIT testers.
• Figure 8 shows the distribution of points from
p(x1, x2) and p(x1)p(x2). Here the classifier would
return 0.5 as prediction for either class (leading to
DˆKL = 0), even though X1 and X2 are highly cor-
related (ρ = 0.99) and the mutual information is
high.
(a) Post Non-linear noise data-sets (b) Flow-Cytometry data-sets
Figure 9: Hyper-parameter Sensitivity : We observe the performance in conditional independence testing with number
of hidden units as 64 Vs 256, keeping all other hyper-parameters the same in respective cases.
9 Theoretical Properties of CCMI
In this Section, we explore some of the theoretical prop-
erties of CCMI. Let the samples xi ∼ p(x) be labeled as
l = 1 and xj ∼ q(x) be labeled as l = 0. Let Pr(l =
1) = Pr(l = 0) = 0.5. The positive label probability
for a given point x is denoted as γ(x) = Pr(l = 1|x).
When the prediction is from a classifier with parameter
θ, then it is denoted as γθ(x). The argument x of γ is
dropped when it is understood from the context.
The following assumptions are used throughout this Sec-
tion.
• Assumption (A1) : The underlying data distribu-
tions p(·) and q(·) admit densities in a compact sub-
set X ⊂ Rdx .
• Assumption (A2) : ∃ α, β > 0, such that α ≤
p(x), q(x) ≤ β ∀x.
• Assumption (A3) : We clip predictions in algorithm
such that γ(x) ∈ [τ, 1 − τ ]∀x, with 0 < τ ≤
α/(α+ β).
• Assumption (A4) : The classifier class Cθ is param-
eterized by θ in some compact domain Θ ⊂ Rh. ∃
constant K, such that ‖θ‖ ≤ K and the output of
the classifier is L-Lipschitz with respect to parame-
ters θ.
Notation and Computation Procedure
• In the case of mutual information estimation
I(U ;V ), x ∈ Rdu+dv represents the concatenated
data point (u, v). To be precise, p(x) = p(u, v) and
q(x) = p(u)p(v).
• In the proofs below, we need to compute the Lip-
schitz constant for various functions. The general
procedure for those computations are as follows.
|φ(x)− φ(y)| ≤ Lφ|x− y|
We compute Lφ using supz |φ′(z)|, z ∈
domain(φ). The functions encountered in the
proofs are continuous, differentiable and have
bounded domains.
• The binary-cross entropy loss estimated from n
samples is
BCEn(γ) = −
(
1
n
∑
i
li log γ(xi)+
(1− li) log(1− γ(xi))
)
(4)
When computed on the train samples (resp. test
samples), it is denoted as BCEERMn (γ) (resp.
BCEn(γ)). The population mean over the joint dis-
tribution of data and labels is
BCE(γ) = − (EXLL log γ(X)+
(1− L) log(1− γ(X))) (5)
• The estimate of MI from n test samples for classifier
parameter θˆ is given by
I
γθˆ
n =
1
n
n∑
i=1
log
γθˆ(xi)
1− γθˆ(xi)
−log
 1
n
n∑
j=1
γθˆ(xj)
1− γθˆ(xj)

The population estimate for classifier parameter θˆ is
given by
Iγθˆ = E
x∼p
log
γθˆ(x)
1− γθˆ(x)
− log
(
E
x∼q
γθˆ(x)
1− γθˆ(x)
)
Theorem 3 (Theorem 1 restated). Classifier-MI is con-
sistent, i.e., given , δ > 0,∃n ∈ N, such that with prob-
ability at least 1− δ, we have
|Iγθˆn (U ;V )− I(U ;V )| ≤ 
Intuition of Proof
The classifier is trained to minimize the empirical risk on
the train set and obtains the minimizer as θˆ. From gen-
eralization bound of classifier, this loss value (BCE(γθˆ))
on the test set is close to the loss obtained by the best
optimizer in the classifier family (BCE(γθ˜)), which it-
self is close to the loss from global optimizer γ∗ (viz.
BCE(γ∗)) by Universal Function Approximation Theo-
rem of neural-networks.
The BCE loss is strongly convex in γ. γ links BCE to
I(· ; ·), i.e., |BCEn(γθˆ) − BCE(γ∗)| ≤ ′ =⇒ ‖γθˆ −
γ∗‖1 ≤ η =⇒ |Iˆn(U ;V )− I(U ;V )| ≤ .
Lemma 3 (Likelihood-Ratio from Cross-Entropy Loss).
The point-wise minimizer of binary cross-entropy loss
γ∗(x) is related to the likelihood ratio as γ
∗(x)
1−γ∗(x) =
p(x)
q(x) , where γ
∗(x) = Pr(l = 1|x) and l is the label
of point x.
Proof. The binary cross entropy loss as a function of
gamma is defined in (5). Now,
EXLL log γ(X) =
∑
x,l
p(x, l)l log γ(x)
=
∑
x,l=1
p(x|l = 1)p(l = 1) log γ(x) + 0
=
1
2
∑
x
p(x) log γ(x)
Similarly,
EXL(1−L) log(1− γ(X)) = 1
2
∑
x
q(x) log(1− γ(x))
Using these in the expression for BCE(γ), we obtain
BCE(γ) = −1
2
(∑
x∈X
p(x) log γ(x) + q(x) log(1− γ(x))
)
The point-wise minimizer γ∗ of BCE(γ) gives
γ∗(x)
1−γ∗(x) =
p(x)
q(x) .
Lemma 4 (Function Approximation). Given ′ > 0,
∃ θ˜ ∈ Θ such that
BCE(γθ˜) ≤ BCE(γ∗) +
′
2
Proof. The last layer of the neural network being sig-
moid (followed by clipping to [τ, 1− τ ]) ensures that the
outputs are bounded. So by the Universal Function Ap-
proximation Theorem for multi-layer feed-forward neu-
ral networks (Hornik et al. 1989), ∃ parameter θ˜ such that
|γ∗ − γθ˜| ≤ ′′ ∀x, where γθ˜ is the estimated classifier
prediction function with parameter θ˜. So,
|BCE(γθ˜)− BCE(γ∗)| ≤
1
τ
′′
since log is Lipshitz continuous with constant 1τ . Choose
′′ = 
′τ
2 to complete the proof.
Lemma 5 (Generalization). Given ′, δ > 0, ∀n ≥
18M2
′2 (h log(96KL
√
d/′) + log(2/δ)), such that with
probability at least 1− δ, we have
BCEn(γθˆ) ≤ BCE(γθ˜) +
′
2
Proof. Let θˆ ← arg min
θ
BCEERMn (γθ).
From Hoeffding’s inequality,
Pr
(|BCEERMn (γθ)− BCE(γθ)| ≥ µ) ≤ 2 exp(−2nµ2M2
)
where M = log
(
1−τ
τ
)
.
Similarly, for the test samples,
Pr (|BCEn(γθ)− BCE(γθ)| ≥ µ) ≤ 2 exp
(−2nµ2
M2
)
(6)
We want this to hold for all parameters θ ∈ Θ. This
is obtained using the covering number of the compact
domain Θ ⊂ Rh. We use small balls Br(θj) of radius
r centered at θj so that Θ ⊂ ∪jBr(θj) The covering
number κ(Θ, r) is finite as Θ is compact and is bounded
as
κ(Θ, r) ≤
(
2K
√
h
r
)h
Using the union bound on these finite hypotheses,
Pr
(
max
θ
|BCEERMn (γθ)− BCE(γθ)| ≥ µ
)
≤ 2κ(Θ, r) exp
(−2nµ2
M2
)
(7)
Choose r = µ8L (Mohri et al. 2018). Solving for number
of samples nwith 2κ(Θ, r) exp
(
−2nµ2
M2
)
≤ δ, we obtain
n ≥ M22µ2 (h log(16KL
√
d/µ) + log(2/δ)).
So for n ≥ M22µ2 (h log(16KL
√
d/µ) + log(2/δ)), with
probability at least 1− δ,
BCEn(γθˆ)
(a)
≤ BCE(γθˆ) + µ
(b)
≤ BCEERMn (γθˆ) + 2µ
(c)
≤ BCEERMn (γθ˜) + 2µ
(d)
≤ BCE(γθ˜) + 3µ
(a) follows from (6). (b) and (d) follow from (7). (c)
is due to the fact that θˆ is the minimizer of train loss.
Choosing µ = ′/6 completes the proof.
Lemma 6 (Convergence to minimizer). Given ′ > 0,
∃ η
(
= (1− τ)
√
2λ(X )′
α
)
> 0 such that whenever
BCE(γθ)− BCE(γ∗) ≤ ′, we have
‖ ~γθ − ~γ∗‖1 ≤ η
where ~γ = [γ(x)]x∈X and λ(X ) is the Lebesgue measure
of compact set X ⊂ Rdx .
Proof.
BCE(γ) = −1
2
(∑
x∈X
p(x) log γ(x) + q(x) log(1− γ(x))
)
is α′-strongly convex as a function of ~γ under Assump-
tion (A2), where α′ = α(1−τ)2 . So ∀γ , ∂
2BCE
∂γ(xk)∂γ(xl)
≥ α′
for k = l and 0 otherwise. Using the Taylor expansion
for strongly convex functions, we have
BCE( ~γθ) ≥ BCE( ~γ∗) + 〈∇BCE( ~γ∗), ~γθ − ~γ∗〉
+
α′
2
‖ ~γθ − ~γ∗‖22
Since ~γ∗ is the minimizer,∇BCE( ~γ∗) = 0. So,
‖ ~γ∗ − ~γθ‖2
≤ (1− τ)
√
2
α
(
BCE( ~γθ)− BCE( ~γ∗)
)
=⇒ ‖ ~γ∗ − ~γθ‖2 ≤ (1− τ)
√
2
α
′
From Holder’s inequality in finite measure space,
‖ ~γ∗ − ~γθ‖1 ≤
√
λ(X )‖ ~γ∗ − ~γθ‖2
≤ (1− τ)
√
2
α
λ(X )′ = η
Lemma 7 (Estimation from Samples). Given  > 0, for
any classifier with parameter θ ∈ Θ, ∃n ∈ N such that
with probability 1,
|Iγθn (U ;V )− Iγθ (U ;V )| ≤

2
Proof. We denote the empirical estimates as E
x∼pn
(·) and
E
x∼qn
(·) respectively. The proof essentially relies on the
empirical mean of functions of independent random vari-
ables converging to the true mean. More specifically, we
consider the functions fθ(x) = log γ
θ(x)
1−γθ(x) and g
θ(x) =
γθ(x)
1−γθ(x) . Since γ(x) ∈ [τ, 1− τ ], both f(x) and g(x) are
bounded. (f ∈ [log τ1−τ , log 1−ττ ] and g ∈ [ τ1−τ , 1−ττ ]).
Functions of independent random variables are indepen-
dent. Also, since the functions are bounded, they have
finite mean and variance. Invoking the law of large num-
bers, ∃n ≥ n′1() such that with probability 1
| E
x∼pn
fθ − E
x∼p
fθ| ≤ 
4
(8)
and ∃n ≥ n′2() such that with probability 1
| E
x∼qn
gθ − E
x∼q
gθ| ≤ τ
4(1− τ) (9)
Then, for n ≥ max(n′1(), n′2()), we have with proba-
bility 1
|Iγθn (U ;V )− Iγθ (U ;V )|
≤ | E
x∼pn
fθ − E
x∼p
fθ|+ | log E
x∼qn
gθ − log E
x∼q
gθ|
≤ | E
x∼pn
fθ − E
x∼p
fθ|+ 1− τ
τ
| E
x∼qn
gθ − E
x∼q
gθ|
=

4
+

4
=

2
where in the last inequality, we use the Lipschitz constant
for log with the bounded function g as argument.
Proof of Theorem 3
Using Proposition 1, Iγ
∗
(U ;V ) = I(U ;V ), where γ∗ is
the unique global minimizer of BCE(γ).
The empirical risk minimizer of BCE loss is θˆ. For a rich
enough class Θ and large enough samples n, Lemma 5
and Lemma 4 combine to give BCEn(γθˆ)−BCE(γ∗) ≤
′. Applying Lemma 6 with ′ = α8λ(X )
(
η
β(1−τ
)2
, we
have ‖ ~γ∗ − ~γθˆ‖1 ≤ η2β . This further implies that
E
x∼p
|γ∗ − γˆθˆ| ≤
η
2
(10)
and
E
x∼q
|γ∗ − γˆθˆ| ≤
η
2
(11)
We now compute the Lipschitz constant for f = log γ1−γ
as a function of γ, which links the classifier predictions
to Donsker-Varadhan representation.
|f∗ − fˆ θˆ| = | log γ
∗
1− γ∗ − log
γˆθˆ
1− γˆθˆ
| ≤ 1
τ2
|γ∗ − γˆθˆ|
and
|ef∗ − efˆ θˆ | = | γ
∗
1− γ∗ −
γˆθˆ
1− γˆθˆ
| ≤ 1
τ2
|γ∗ − γˆθˆ|
For γ ∈ [τ, 1− τ ], the function f ∈ [log τ1−τ , log 1−ττ ] is
continuous and bounded with Lipschitz constant 1τ2 . So,
using (10) and (11),
E
x∼p
|f∗ − fˆ θˆ| ≤ 1
τ2
η
2
and E
x∼q
|ef∗ − efˆ θˆ | ≤ 1
τ2
η
2
Finally, from the Donsker-Varadhan representation 1,
|I(U ;V )− Iγθˆ (U ;V )| ≤ | E
x∼p
f∗ − E
x∼p
fˆ θˆ|+
| log E
x∼q
ef
∗ − log E
x∼q
efˆ
θˆ |
≤ E
x∼p
|f∗ − fˆ θˆ|+ E
x∼q
|ef∗ − efˆ θˆ |
=
η
2τ2
+
η
2τ2
=
η
τ2
(12)
where we use the inequality log(t) ≤ t− 1 coupled with
the fact that E
x∼q
ef
∗
= 1. Given  > 0, we choose η =
τ2 2 .
To complete the proof, we combine the above result (12)
with Lemma 7 using Triangle Inequality,
|Iγθˆn (U ;V )− I(U ;V )|
≤|Iγθˆn (U ;V )− Iγθˆ (U ;V )|+ |Iγθˆ (U ;V )− I(U ;V )|

2
+

2
= 
Corollary 1. CCMI is consistent.
Proof. For each individual MI estimation, we can ob-
tain the classifier parameter θ1(resp. θ2) ∈ Θ such that
Theorem 1 holds with approximation accuracy /2. So,
∃n ≥ n1(/2) such that with probability at least 1− δ
|Iˆγθ1n (X;Y Z)− I(X;Y Z)| ≤ 
2
and n ≥ n2(/2) such that with probability at least 1− δ
|Iˆγθ2n (X;Z)− I(X;Z)| ≤ 
2
Using Triangle inequality, for n ≥ max(n1, n2), with
probability at least 1− δ, we have
|Iˆn(X;Y |Z)− I(X;Y |Z)|
= |Iˆγθ1n (X;Y,Z)− Iˆγθ2n (X;Z)− I(X;Y, Z) + I(X;Z)|
≤ |Iˆγθ1n (X;Y,Z)− I(X;Y,Z)|+ |Iˆγθ2n (X;Z)− I(X;Z)|
≤ 
2
+

2
= 
Theorem 4 (Theorem 2 restated). The finite sample esti-
mate from Classifier-MI is a lower bound on the true MI
value with high probability, i.e., given n test samples and
the trained classifier parameter θˆ, we have for  > 0
Pr(I(U ;V ) +  ≥ Iγθˆn (U ;V )) ≥ 1− 2 exp(−Cn)
where C is some constant independent of n and the di-
mension of the data.
Proof.
I(U ;V ) = max
γ
Iγ(U ;V )) ≥ max
θ
Iγθ (U ;V )) ≥ Iγθˆ (U ;V ))
We apply one-sided Hoeffding’s inequality to (8) and (9)
with given  > 0,
Pr( E
x∼pn
f θˆ − E
x∼p
f θˆ ≤ 
2
)
≥ 1− exp
(
− n
2
8(log((1− τ)/τ))2
)
= 1− exp(−C1n2)
Pr
(
E
x∼p
gθˆ − E
x∼pn
gθˆ ≤ τ
2(1− τ)
)
≥ 1−exp
(
−n
2
2
(
τ
1− τ
)4)
= 1−exp(−C2n2)
Pr
(
I
γθˆ
n (U ;V )) ≤ Iγθˆ (U ;V )) + 
) ≥ 1− 2 exp(−Cn)
where C = 2 min(C1, C2).
