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ABSTRACT: The share of skilled workers in urban populations has steadily 
increased since 1970 in US metropolitan areas, but more in some cities 
than in others. A higher concentration of skills is a sought after asset for 
cities as it affects population growth positively, also when the initial share 
is instrumented for by using land-grant colleges. However, skilled cities 
may attract more skilled workers, but not because they are more skilled 
initially: increasing returns are rejected when controlling for fixed effects 
and bias due to inclusion of a lagged dependent variable. Several amenities 
such as a low-skilled personal service sector do affect the concentration of 
skills positively. Although firms seem to benefit from externalities, there is 
no convincing case for an effect on the concentration of college graduates 
in a city.  
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The latest vogue on growth that city councils around the world have tuned in to is creativity. Not 
factories, not infrastructure, nor openness to trade are the tricks that make some regions so productive, 
but key to any strategy to achieve urban star-status are the “creative people [that] power regional 
economic growth, and these people prefer places that are innovative, diverse, and tolerant” (Florida, 
2004, p.34). However popular the importance of artists, editors, designers, engineers, business 
professionals, opinion-makers and poets are considered for city growth, a critique is that creativity is not 
all that different from formal education. In Edward Glaeser’s review (2002, p.596) of an earlier but 
similar book by Florida (2002) he remarks: “Sure, creativity matters. The people who have emphasized 
the connection between human capital and growth always argued that this effect reflected the 
importance of idea transmission in urban areas. But there is no evidence to suggest that there is 
anything to this diversity or Bohemianism, once you control for human capital. As such, mayors are 
better served by focusing on the basic commodities desired by those with skills, than by thinking that 
there is a quick fix involved in creating a funky, hip, Bohemian downtown”. 
How robust is the role of skills in explaining different city population growth rates? Moreover, 
what influences changes in the stock of skills, and how large is the effect of the initial skill concentration 
on future changes?  
This paper will look at the geographic concentration of highly educated workers. Most of the 
literature has focused on the location of firms, and the importance of human capital has only relatively 
recently been addressed: human capital matters for city growth, and the link may be dominated by a 
productivity effect and to lesser extend an amenity related effect. The literature has paid however less 
attention to the determinants of the concentration of skills in a city. Section 2 will comment on existing 
views on city growth and adapt their arguments to answer the question why some metropolitan areas 
succeed in becoming clusters of human capital.  
The average share of high skilled labor in the total work force has steadily increased over time 
across developed countries (from 1970 to 2000 by an average 38% per decade in US MSAs1), but this 
increase is unequally distributed across cities. Section 6 will confirm that this increase is a cause of urban 
growth by using as an instrument colleges that were established with the 1862 land-grant act: about 5% 
higher population growth is induced by a 10% increase in the concentration of college graduates in a 
city, confirming earlier finds. Accepting that skills induce growth Glaeser and Berry (2005) and Wheeler 
(2005) address the concentration of skills in cities and conclude that educated cities attract ever more 
skilled workers: increasing returns to an increase in the share of college graduates on itself. The 
conclusions neglect however from some methodological issues such as bias in a lagged dependent 
variable and possible omitted variable bias, which will be addressed in section 7.1: the coefficient is 
more likely smaller or equal to one and other factors are needed to explain increased concentration of 
skills.  
Secondly, two main explanations for the dispersion and different expansion rates of human 
capital across cities are tested in section 7.2. Not only consumption amenities, but also labor market 
characteristics or the degree of diversity of industry might matter for attracting human capital. The role 
                                                 
1 Average 10-year growth rate of the skill concentration; Metropolitan Statistical Areas, definition US Census Bureau 1999. 
  1of several amenities proves significant, and the structure of industry as broadly captured by three 
contesting industry structures that maximize externalities have no convincing effects: regional 
specialization (Marshall-Arrow-Romer), local competition (Porter), and urban diversity (Jacobs) matter 
less convincingly for the concentration of skills in a city than amenities do. Sections 3, 4,  and 5 will lay 
out the estimation strategy and data construction, section 8 will assess the characteristics of several large 
and highly educated cities in the light of the analysis, and section 9 concludes. 
 
 
2.  Three Views on City Growth 
 
2.1  Highly educated workers induce urban growth 
The motivation for this paper is the importance of human capital in explaining growth. Robust 
causal effects have been found on employment growth and on wage growth (i.e. recently Shapiro, 2005; 
Moretti, 2004c) where possible endogeneity of the share of college graduates was addressed directly by 
instrumenting for the share of college graduates. Glaeser and Saiz (2004) measure the effect on 
population growth which is robust to many controls, but do not instrument for the skill concentration 
directly. To complement the robustness of the effect and establish causality this paper will also use an 
instrument, land-grant colleges, directly.  
Human capital matters because growth of agglomerations is more and more depended on 
knowledge intensive industries and less on transportation costs which have fallen considerably over 
time. At the center of agglomeration models is the low cost of transportation when firms produce close 
to market around transportation hubs with congestion as a limiting force (Baldwin et. al., 2002). 
However, while it cost 18.5 cents in 1890 to ship one ton over a one mile distance, presently it costs 
only 2.3 cents (2001 dollars) (Rosenthal and Strange, 2004; Glaeser and Saiz, 2004). Several works in the 
literature conclude that skills and growth are linked through mainly a productivity effect, and less so by 
an effect of an increase in the quality of life. In short, wages are only higher if productivity is higher or 
else firms would make a loss. Growth depends on profit, which in turn depends on productivity. 
Shapiro (2005) finds that a 10 percent increase in an MSA’s concentration of male, white, college-
educated residents is directly associated with a 0.8 percent increase in subsequent employment growth. 
Naturally, employment growth attracts people to a city. He attributes this to local knowledge spillovers 
generated by human capital in urban areas, and two thirds of the effect to be due to productivity, while 
one third is an increase in the quality of life. Based on work by Rauch (1993), Moretti (2004c) asserts 
that wages are higher in cities with a high concentration of skilled labor controlling for worker’s 
characteristics, even for college graduates: the negative relative supply effect on the wage of graduates 
from an increase in college graduates in a city is actually smaller than the positive spillover effect (given 
imperfect substitutability between high and low skill workers). Glaeser and Maré (2001) find evidence 
that cities speed up the accumulation of human capital as a significant fraction of the urban wage 
premium is accumulated over time by long-term urban residents2 (formal education does not rise as 
much over time), and is lower for recent immigrants. Moreover, the wage premium is kept by workers 
migrating out of the city supporting the channel of knowledge spillovers from workers laboring in 
                                                 
2 Workers in cities earn an average 33% more than non-urban workers. (Glaeser, Maré, 2001) 
  2proximity. Moretti, (2004a,b,c) finds that spillovers from an increase in college graduates is positive and 
higher than from an increase of lower educated individuals. So spillovers are highest if highly educated 
people agglomerate. In other words, spillovers are very low if highly skilled people are absent. In 
Acemoglu and Angrist (2000) spillovers also depend on educated workers although they find a small 
effect of average education levels on the state level, but they focus mainly on the lower levels of 
education as their instrument of compulsory schooling laws mainly affects the lower end of the 
education distribution. Moreover, Moretti (2004c) concludes that land-grant colleges are a better 
instrument in wage regressions than compulsory schooling laws. Black and Henderson (1999) formalize 
a model where endogenous urban growth also depends on localized information spillovers through 
human capital accumulation, inducing population growth. Finally, Combes, Duranton, and Gobillion 
(2006) find evidence that geographical wage disparities are largely determined by individual skills and 
sorting across French employment areas by skills, leaving open the question as to what in turn 
determines this sorting. 
Because the empirics below will confirm the link between educated workers (carriers of 
knowledge) and growth through knowledge spillovers and the induced productivity effect, it is 
interesting to look into the determinants of the location of skilled workers.  
 
2.2  Consumption amenities attract skilled labor to urban areas 
An alternative theory looks to the role of amenities: features of a location that make it attractive 
for people to live and work there. This theory has focused on the general location of people however, 
and hardly yet on the location of highly educated workers. While the former connection exists (i.e. cities 
in warmer climates grow faster) and contests the importance of skilled labor for city growth, the latter 
connection will be tested by introducing four amenities that should predominantly appeal to skilled 
workers. Moreover, Glaeser and Saiz (2004) show that skills matter for growth even when amenities are 
controlled for and the concentration of skills matters more in colder climates.  
The theory of consumption amenities rests on the observation that compared to transportation 
costs of goods, the cost of moving people has not declined much (for example in terms of opportunity 
costs of valuable time given higher real earnings), and as productivity shifted to knowledge and people 
intensive services, clustering around people has become more important, and location more determined 
by the preference of people (Glaeser, Kohlhase, 2004). Cities provide a greater variety of services and 
consumer goods, an attractive setting (i.e. weather or aesthetics), good public services, and lower 
transportation costs for people. The consumer city view (Glaeser, Kolko, Saiz, 2001) links the 
attractiveness in consumer amenities to population growth. The new demand for cities is thus shaped by 
its attractiveness to people where higher amenity levels in the form of high demand for houses correlate 
positively with city population growth. Main amenities include warm weather, a dry climate, and 
proximity to the coast. A one standard deviation increase in these variables drives growth of MSAs up 
by respectively 0.35, 0.12, and 0.24 standard deviations (Glaeser, Kolko, Saiz, 2001).  
Furthermore, urban rents (house prices) rise faster than (nominal) wages suggesting the growth 
is caused by the amenities (decline in real wages), and not by higher productivity. Spatial equilibrium 
determines that amenity levels can be measured as the residual (urban amenity premium) from 
regressing log median house value (urban rent premium) on log median nominal income (urban 
  3productivity premium). Higher wages plus amenities must be offset by higher costs of living and 
disamenities such that real wages are constant over space, otherwise all people would flock to the city 
without bounds. This does not however control for differences in housing supply elasticity. If housing 
supply is inelastic (i.e. due to limitations in terms of space or regulation) prices will rise faster for a given 
increase in demand, implying an upward bias to the measurement of the rise in urban rents and a greater 
than actual influence of amenities. In regions where housing supply is more elastic, such as the spacious 
and under populated or under regulated south and Mid-West, increase in demand for housing results in 
more houses being build, keeping prices at an equilibrium level and helping to create a more elastic 
labor supply (Glaeser, Gyourko, Saks, 2005).  In that other extreme, demand for amenities will be 
underestimated. Although it is harder to say which amenities have appeal, this paper will use a direct 
estimation of the effect of amenities instead of indirectly via house prices which might shed additional 
light on the issue, especially if the last decade’s evolution of house prices is better characterized as a 
boom in house prices than a boom in supply or appreciation of amenities.  
According to the amenity view, people in general should be attracted to locations with for 
example a high share of restaurants, museums, health services per capita, or an attractive local setting 
(climate). This may be true for general population growth, and the evidence below confirms that cities 
in milder climate grow faster, but it has not been addressed so far in the literature what role it may play 
in the location decision of skilled labor as also skilled cities grow faster: skills are a substitute for cities 
not so fortunate to be located in a mild climate.  
Glaeser, Kolko, and Saiz (2001) propose four vital amenities that make a city attractive: a rich 
variety of services and consumer goods (restaurants, theaters, mix of social partners), aesthetics and 
physical setting (climate), good public services (schools, crime), and speed (transportation). They find 
positive correlations between amenities (residual from regression house prices on income) and 
population growth. However, people of all skill levels are likely to benefit from these amenities, and not 
only the high-skilled.  
While also trying several conventional amenities mentioned in the literature, this paper 
proposes to test for several different amenities that should appeal especially to highly educated workers: 
a (low-skill-intensive) personal service sector (consumption amenity), a higher share of owner-occupied 
housing units, a flexible labor market, and cultural diversity.  
A low-skill personal service sector3 consisting of services from laundry, day care, beauty shops, and 
parking, to car repair and electrical repair services, are the services that make living in a city more 
convenient, especially when work is demanding. The higher earnings are, the higher is the opportunity 
cost of not working, and in a workforce with a high concentration of similar highly educated workers 
competition on the job may also be higher (Rosenthal and Strange, 2004). Having few of these services 
around (note for example day care) makes it more difficult for working couples to manage work and 
leisure. Indeed, if more highly educated workers lead to higher productivity and growth, what would 
happen if all workers are college graduates? A city will likely also need less educated workers to perform 
tasks that are equally important for maintaining a productive city.  
                                                 
3 Defined as Standard Industrial Codes (SIC codes) 7200 (personal services), 7500 (auto repair services), and 7600 
(miscellaneous repair services); The percentage of college graduates working in this sector was 4% in 1980, and 5% in 1990. 
  4The share of owner-occupied housing units may matter because home-ownership has two features 
different from rented houses. It is likely that the high skilled share of the population will find it easier to 
buy a house, because they earn more on average and will find it easier to get a mortgage, while less 
income has to be committed to a renting contract, even when monthly payments are equal among the 
two types. Moreover, as long as your expectation is that wages will at least not decline in the future, you 
are willing to commit a significant part of income to a mortgage. A second feature addresses mobility. It 
is more costly to move to another location from an owned unit relative to moving between rented units4 
in terms of transaction cost such as notary and real estate agent fees, and search costs in their selection 
decision: agents become pickier if they know they commit a large part of their wealth in a location they 
cannot easily move out of again, assuming people are risk averse. These characteristics do not hold for 
renting. The correlations between the share of owner-occupied housing and both the murder rate and 
the share of the population that did not move between 1995 and 2000 (which was 52% of the 
population) are respectively -0.33 and 0.56. Additionally, this correlation suggests that cities with more 
owner-occupied houses have generally somewhat less crime. Having more such units available in a city 
makes it less likely that skilled workers move out of a city in response to a negative employment shock.  
A flexible labor market is attractive to skilled labor as they benefit in terms of spillovers from 
moving between jobs (see next section below), and they are presumably more prone to adapt to 
changing environments (Glaeser, 2003) and need less protection by labor laws and unions. Glaeser and 
Alesina (2005) describe evidence that regulation negatively affects private investment. If unions 
represent vested interests in keeping an incumbent employer in business as long as possible without 
shedding labor, then this might deter investment (there is too little data available on venture capital) in 
new start-ups. Saxenian (1994) attributes job flexibility and openness to change of small companies to 
one of the success factors of Silicon Valley. Skilled workers are more likely to start up a company and 
benefit from flexible labor markets. For example, high skill sectors such as software have relatively low 
union density rates. While I could not include union density and coverage rates for the sample of MSAs 
in all decades, I proxy for this by using the number of labor organization establishments per 1000 
residents5. 
There is some evidence (described in Alesina and Ferrara, 2004) that cultural diversity based on 
language, life style, and attitudes are positively associated with as amenities (greater variety of consumer 
and cultural goods) and higher productivity. On the other hand they find evidence that on the county 
level, ethnical diversity negatively predicts growth in poor counties, and less negative or even positive in 
richer counties, but is positively associated with income levels suggesting that diversity can be beneficial 
at higher levels of development. They explain this through diversity based skill complementarities in 
production when the production process is sufficiently diversified, as in advanced economies. Florida 
(2004) describes positive correlations between measures of tolerance and creativity. Glaeser and Alesina 
(2005) note that immigrants are often more risk taking than natives but also that public goods provision 
such as welfare spending is lower in ethnically more diverse areas. These measures are not perfect as 
both ethnicity and language based diversity may over or underestimate cultural diversity. Ottaviano and 
Peri (2004) use yet a different measure of cultural diversity based on immigrants’ country of birth. They 
                                                 
4 Assuming there is no difference in the housing supply elasticity between units for sale and units for rent.  
5 Corresponding to SIC code 8630: labor organizations.  
  5show it has economic value and is positively associated with both urban wages for natives and the rental 
price of housing. As ethnical diversity increases with an inflow of immigrants who compete more 
directly for jobs with lower educated natives than with higher educated natives, any positive effects of 
this variable may be stronger for highly educated people than for lower levels of education and vice 
versa for negative effects. To see if there is any effect of cultural diversity on the location of highly 
educated individuals I proxy for culture by ethnical diversity: the inverse of the sum of squared race 
shares of the population, where races are: White, African-American, Hispanic, and an ‘other’ group, 
which includes people from Asian origin, as defined by the US Census. Diversity based on country of 
birth is included as a robustness check.  
 
2.3  Industry composition externalities matter for skill concentration 
  Thirdly, externalities stemming directly from the composition of industry provide a theoretical 
explanation for city growth. While the literature of this branch has looked mainly at the location of 
firms and the benefits of externalities for firm profits and wages, it should also be interesting to look at 
the effects on the location of highly educated workers as they are a strong cause of urban growth. As 
carriers of (tacit) knowledge, skilled labor should be able to benefit from externalities created by the 
industry composition. This describes another source of knowledge spillovers, originating for example 
from the proximity of similar industries, instead of directly through the density of skills.  
Broadly three competing theories describe in which setting externalities occur in cities induced 
by a favorable industry structure. Generally, spillovers are higher within a city than outside a city, 
because spillovers are based on the interactions of individuals. The higher the concentration of 
individuals, the higher the number of interactions, and the higher the chance that useful knowledge 
reaches the right person6. 
The first theory described in Glaeser et al (1992) is due to Marshall (1890), Arrow (1962), and 
Romer (1986) (MAR-externalities, or localization economies) where externalities occur between firms in 
an industry who can learn from each other by being in close geographical and technological proximity 
helping growth in that industry. This theory predicts that local monopoly is better for growth than 
competition because the flow of ideas through imitation, movement, and interaction of highly skilled 
labor is internalized fully by the innovator. In contrast, Porter (1990) argues that innovation is induced 
by local competition. Although highest in specialized, geographically concentrated industries, 
competition among firms within this industry induces innovations, because the alternative to innovating 
is demise of the company. Externalities are then maximized in specialized, but competitive, industries. 
The more specialized and competitive a city, the higher are the externalities. A third branch, by Jacobs 
(1969; 1984), emphasizes that externalities are maximized when industries learn from technologically 
close industries outside the own industry. Geographic proximity and diversity (urbanization economies) 
increase the opportunities of learning and adopting new ideas from other industries. The adoption of 
new ideas will then be faster if local competition is higher. Moreover, a larger and more diverse labor 
pool and pool of firms lowers risk in the event of negative shocks (Duranton, Puga, 2004) and works 
thus as a form of portfolio diversification (Frenken et al, 2004). A greater variety of firms and workers 
                                                 
6 Controlling for the initial size of the population is very similar to controlling for population density as MSA definitions (1999) 
are based on fixed county boundaries: an increase in population corresponds to an increase in density. 
  6in close interaction also speeds up the search and matching process between firms and workers, 
increasing efficiency and productivity.  
  An implication of these theories is that firms that benefit from certain types of externalities will 
locate in cities where this type of externality is highest. Henderson et al (1995) find that mature 
industries benefit most from MAR externalities, and new technology firms more from both MAR and 
Jacobs externalities. New firms locate in diverse cities to benefit from Jacobs externalities, while mature 
firms might choose specialized cities. Duranton and Puga (2001) support this view: diverse cities act as a 
laboratory for new products. Mature products are then produced in specialized cities. The latter cities 
will grow only as long as their specialization is cutting edge in terms of technology, while the former 
may stay productive (Jacobs, 1984). Glaeser et al (1992) find that own-industry employment growth is 
highest in diverse and locally competitive cities (based on 2-digit data) in support of Jacobs-externalities. 
In addition, Rosenthal and Strange (2003) find that diversity encourages firm births.  
These papers however do not focus on the other possible beneficiaries of externalities. Not 
only firms, but also workers benefit directly from externalities. Workers in an environment with high 
externalities will be more productive and earn higher wages if they can innovate for their company 
based on knowledge spillovers from other workers in their environment.7 This suggest that highly 
skilled workers are attracted to places that offer the highest level of spillovers, because spillovers depend 
on highly educated workers (see Rosenthal, Strange, 2004 for an overview). For example, diverse and 
larger cities may offer more work opportunities for highly specialized knowledge (Duranton and Jayet, 
2005). Moretti (2004c) finds evidence that productivity (wages) for skilled workers are higher if they 
reside in a city with a higher concentration of highly skilled workers. As educated workers are the 
carriers of knowledge, and given the existence of positive externalities, a match between two skilled 
workers of equal level and from technologically close industries generates more spillovers (Moretti, 
2004b) than a match between two lower skilled workers or a match between low and high skilled 
workers. Of course, spillovers are positive from high to lower education, but not always the other way 
around. In addition, Glaeser (2003) describes how a large share of human capital is capable of adapting 
to new technology quicker when a negative shock hits a city. Manufacturing cities (as of 1940) shifted 
out of this industry faster if they had a larger base of human capital. These cities reinvented themselves, 
supporting Jacobs’ theory (1984).  
This suggests that skilled workers should be attracted to skilled cities, and to places where 
spillovers are high. To test this I will control for initial levels of skill concentration and compute indices 
that should capture the features of MAR, Porter, and Jacobs-externalities. In addition, following Katz 
and Murphy (1992) and Moretti (2004c) I control for national exogenous shocks that shift relative 
demand of skilled workers predicted purely by the city industry mix.  
  
2.4  Why not simply local production of college graduates? 
  The concentration of skills in a city could be directly determined by the local production of 
college graduates by colleges and universities. A region as Boston, MS has many colleges and 
universities and also a high concentration of skills (2000: 34%). Yet, Boulder, CO, with an even higher 
                                                 
7 Wages could underestimate the attractiveness of a location if workers accept lower wages in return for better outside options 
as a form of job security, or if the work is more interesting as a result of a better match.  
  7skill concentration (2000: 52%) has about one fifth of the number of colleges that Boston has. Bound et 
al. (2004) find that college graduates are highly mobile, and that there is only a modest link between 
graduating large numbers of students and local skill concentration, which depends on whether or not 
local industry employs graduates intensively. Sumell, Stephan, and Adams (2005) also find that PhD 
graduates are very mobile and only stay in the region where they graduated if industry-faculty 
collaboration is strong, but also depending on personal characteristics as age, marital status and level of 
debt. For as far as changes in the share of college graduates in the population is determined by the 
intensity of their employment in local industry, this effect should be captured by the index of skill 
demand shocks (see further down) (Katz, Murphy, 1992).  
 
 
3.  Indices of Industry Structure 
 
3.1 Diversity  Indices 
  To test the importance of the three forms of externalities (MAR, Porter, Jacobs) an index has 
to be constructed that incorporates their features8. Most commonly used is the Herfindahl-Hirschman 
index which sums the squared labor shares of each industry. However, I want to distinguish between 
diversity ad an aggregate level (1 or 2 digit industry codes) and diversity at a lower level (3 or 4 digit 
industry codes) within each aggregate industry group and measure them simultaneously in one 
regression. Jacobs-externalities are for example highest if all workers are equally distributed over related 
industries, which means specialization on the 1- or 2-digit level and simultaneously diversity within this 
group at the 3- or 4-digit level. A different index, Theil’s entropy, provides the right framework to 
achieve this9. 
Theil’s (1972) measure of entropy corresponds to the expected information content of a 
probability distribution: in this application the distribution of employment in industries across cities and 
major industry groups, where the θs stand for the probability to find a number of workers in a certain city-
industry.  
 Define  Sg , g = 1,…,24 the major industry groups in city S = 1,…,288 broadly based on 1- and 2-
digit SIC industry classifications10, which represents unrelated diversity: industries which are 
technologically dissimilar. Industries i belonging to these groups are defined as technologically similar and 
related diversity because they belong to only one of the groups Sg. The appendix 7 describes in detail which 
major industries are included. Each group Sg consists of i industries belonging to this group at the lowest 
reported classification level (mostly 4-digit; in some cases 3-digit).  
D e f i n e :            
             (1) 
where                  (2) 
                                                 
8 Different from the other sections where as usual log and ln are used interchangeably: in this section log stands for log10 and 
not the natural logarithm. 
9 See Frenken et al. (2004) for a recent similar application of this measure. 
10 Standard Industrial Classification (SIC) based on the 1980 and 1990 definitions from the County Business Pattern data 
(Census, 1980, 1990). 




          ( 3 )  
Between group entropy (unrelated diversity: MAR-externalities) is defined as: 
         (4) 
and measures the city specific dispersion of workers across major industry groups. Hso takes on its 
maximum value log(g) = log(24) ≈ 1.380 if all workers are distributed equally across all the major 
industry groups that exist in the city, and its minimum value if all workers in city s are found in only one 
industry group g: log(1/1) = 0. This index corresponds to unrelated diversity. A low value of this index 
represents specialization of a city in a few industries corresponding to a high level of MAR-externalities.  
   An analogues index can be defined at the lowest industry level: 
             (5) 
which measures between industry entropy at the lowest digit level, which takes on its maximum value if 
all workers in a city are distributed equally across all 4-digit industries that exist in the city, and its 
minimum value if all employment in a city is concentrated in only one 4-digit industry. 
  Both measures are additive in the following way (see Theil, 1972, for a derivation): 
            (6) 
where:                    (7) 
defines the industrial diversity of the sth MSA within industry group g by employment distribution across 
all i .   g S ∈
Finally, Hs – Hso is the average within group entropy, and measures the average diversity within 
industries groups in a city s. Hso will be used as an index of unrelated diversity (MAR-externalities), and 
Hs – Hso as an index of related diversity corresponding to Jacobs-externalities: a higher value corresponds 
to a higher level of Jacobs-externalities. This index is always larger or equal to zero because both Θsg/θs. 
and Hsg are non-negative: there can never be more dividedness after grouping than there was before 
grouping. The nice feature of this index for diversity, i.e. compared to a more commonly used 
Herfindahl-Hirschman-index, is that including both measures in one regression does not introduce 
additional collinearity to the regression, because they are independent of each other. They can therefore 
be measured simultaneously for their effect on the location of college graduates.  
 
3.2 Competition 
  Following Glaeser et. al. (1992) I include an index of competition in order to measure Porter’s 
type of externalities: 
  9 
The more firms there are in an industry per worker, the higher is the level of competition relative to the 
national level of competition. If this value is greater than one it means that an industry is locally more 
competitive than the national average. Taking for each MSA the average competition in each of the 
industry-groups that exists in a city, I arrive at an index for the level of competition in a city relative to 
the national average. Unfortunately, without firm level output figures it is hard to distinguish between 
more competitive firms and smaller firms and the number of firms per worker as such might not reflect 
competition. However, since I average the industry major groups instead of 4-digit levels of competition 
this should not be of great concern as it is likely that aggregate groups of industries do not consist of 
only large or only small firms. In their article, a higher value of this measure is significantly associated 
with higher employment growth in two digit industries in support of both Porter’s and Jacob’s theories, 
and as negative evidence of MAR externalities.  
 
3.3  Exogenous labor demand shock for skilled workers 
  To control for the possibility that MSAs attract more highly educated workers because they 
happen to employ a large part of the workforce in industries that employ skilled labor and experienced a 
positive national shock, I follow Katz and Murphy (1992) and Moretti (2004c) and include an index of 
skilled-biased demand shock. The index captures exogenous shifts in the relative demand for workers 
with a bachelor’s degree or higher that is predicted by the mix of industries in a city. Naturally, if a city 
happens to specialize in an industry that employs many college graduates (i.e. software) and this industry 
experiences a demand shock at the national level, then this city will attract more college graduates in any 
case. The index is based on nationwide employment growth for college graduates in industries weighted 
by the share of industries in a MSA:  
                (8) 
where s indexes the major industry groups, j is the type of worker (here workers with a college degree or 
higher), c indexes the MSA,  and t stands for the decade after which the shock takes place (from t to 
t+10). η equals the number of employees in industry s, city c at time t, and the last term measures the log 
change in employment of type j workers in national industry s from t to t+10. 
  The employment shares of skilled labor in each industry group is estimated from the IPUMS 
database11, which reports the educational attainment of workers in each industry in a sample of about 
one million individuals per decade. By including this index, I hope to control for any exogenous skilled-
biased demand shocks that affect the relative demand for college graduates purely because of its 
industry mix, and not its structure.  
 
 
4. Estimation  Procedure 
 
The dependent variable will be population growth, regressed on city characteristics 10 years 
earlier, and in the second set of regressions the share of workers aged 25+ with a college degree or 
                                                 
11 Integrated Public Use Microdata Series, 1% samples: 1980, 1990, and 2000. 
  10more, regressed on city characteristics 10 years earlier. Because the level of concentration of college 
graduates will be shown to matter for growth, the latter regressions will equally regress the level of the 
share of college graduates and not its growth rate, because the city with the highest level of the share of 
college graduates will perform better in the future.  
 
4.1  Lagged dependent variable 
  One of the estimation problems with growth regressions is that they all include a lagged 
dependent variable. This will tend OLS estimates of the coefficient on the lagged dependent variable to 
be biased upwards, while within estimators are biased downwards even when the cross-section 
dimension is large because the correlation between yi,t-10 and ηi,t does not go to zero (Nickel, 1981; Bond, 
2002). Potentially this bias can be large if t  is small, which is the case in my sample. Although 
significance of the variable is not affected, inference on the size of the effect is more problematic. By 
estimating an effect of the initial share of skilled workers on the future effect of the same variable a 
lagged dependent variable is introduced in the equation. It is important to establish whether this 
coefficient is larger, smaller, or equal to one. In Berry and Glaeser (2005) the effect is estimated to be 
larger than one, but the bias in the coefficient is not addressed. If this is the true coefficient this means 
that it is essentially an unstable process: the concentration of skills increases indefinitely. At best this 
could be a temporary situation, but as the OLS estimate is biased upward, the true effect is likely 
smaller. It can still be true that educated cities increased their skill concentration faster, but this is ceteris 
paribus probably not due to the initial skill concentration alone.  
To estimate a consistent effect on the concentration of college graduates the methodology by 
Bond (2002) is adopted by means of using a twostep differenced-GMM Arellano-Bond type estimator 
(Roodman, 2005) which includes a correction for finite sample bias. This is however not possible for all 
regressions, because industry county-level data could not be collected for 1970 in a comparable manner 
to the decades 1980 and 199012. It will be shown however that the bias introduced by the lagged 
dependent variable is modest. Results where this bias could not be corrected for however, will be 
interpreted as a lower bound where the true value is likely close to the estimated value. 
  The regressions that confirm the link between skill concentration and population growth also 
contain a lagged dependent variable, but this is not a variable of main interest. The exact direction and 
size of any bias in the other regressors is unclear so it is best to view the results as qualitative, rather 
than as the true parameter size.  
 
4.2  Omitted variable bias 
While estimating the effect of amenities and industry structure on the location of skilled 
workers in a city several things might be overlooked. Cities are very heterogeneous with respect to time 
invariant setting, natural resources, climate, general appeal in terms of aesthetics, or landscape and 
(state) laws that did not change over the sample period. Most of these time invariant features are 
unobserved and need to be controlled for as they may be correlated with the error. For this reason the 
within estimator will be employed. 
                                                 
12 CBP data for 1969 is available on ICPSR but is not yet consistent with CBPs 1980 and 1990.  
  11The general equation to estimate (where the intercept is omitted) is: 
t i t i t i t i t i Z X y y , 10 , 10 , , ε τ δ β + + + = − − −            (9) 
and εi,t = αi + ηi,t. 
y is the dependent variable (log population in the first part, and college graduates share in the second 
part), X is a matrix of explanatory variables that vary across time and observations, and Z is a matrix of 
observed fixed effects. εi,t is the error term composed out of an individual unobserved group fixed effect 
and a general error term. τt represents a year-fixed effect that does not vary across MSAs, but does vary 
across decades and allows the intercept to change for every decade to account for national 
circumstances that affect all MSAs equally.  
The individual unobserved time invariant fixed effect is given by αi, such that E{[Xi,t-10Zi]'εi,t} ≠ 
0, while I do assume that ηi is independent of the variables, but can still be correlated over time because 
of the presence of the same MSA group across time. 
Using the within transformation this yield the following general equation to be estimated: 











 − = − −
where upper bars denote variable means over time.  
The within method can still cause some bias towards zero in the estimator, especially when the 
explanatory variables are correlated over time (i.e. if they change slowly). Therefore it is good to work 
with decadal observations, which should reduce this possible problem of medium-run autocorrelation. 
Most of the variables used in the estimations are shares and as such bounded between (0,1). If 
variables approach either bound this could affect the coefficients. In that case a logistic transformation 
could be applied to make the variables unbounded. However, it will not be used as none of the variables 
ever approach a bound.  
 
 
5.  Discussion of Data Sources 
 
The main data used are decadal observations on metropolitan statistical areas (MSA) from the 
HUD State of The Cities Data System, which offers a sample of 1970, 1980, 1990 and 2000 Census 
data. Thus far the terms city and MSA have been used interchangeably, but both will refer to the 1999 
Census definition13. Except in New England states (New England Central Metropolitan Area 
(NECMA) is used there) the definition of Primary MSA (PMSA) along county-based boundaries should 
capture the standard assumption that a MSA is a labor pool as it is unclear if the externality effects arise 
where people work or where they live14, as long as both are within the same greater area. Central MSA’s 
are however considered too large areas. Furthermore I only consider MSAs with a population of more 
than 100,000 in 1999, which leads to a sample of 288 cities with an average of 650,000 people per city. 
See the appendix table 6 for descriptive statistics.  
                                                 
13 Definitions by the Office of Management and Budget, US Census Bureau, 1999: to avoid the endogeneity of current 
definitions to growth. 
14 Between 1960 and 1980 commuting within a city rose by only 0.5% while commuting between city and suburb or other 
places rose by almost 4% showing increasing disparity between location of work and living (Glaeser, Kolko, Saiz, 2000).  The 
MSA should include the whole region. 
  12The Census data provides a measure of human capital in the form of persons aged 25 and over 
with at least a Bachelor’s diploma, and the number of high school drop outs, but unfortunately no 
further precise measures such as average years of schooling. Also, it provides numbers for the share of 
the work force in various industries, but not on a very disaggregate level, which it only does for the year 
2000. The three main categories (manufacturing, professional services, trade) account for 63% of total 
MSA employment in 1990.  
Other sources used are the County and City Data Books (1994) for climate variables, the 
County Business Patterns Database for constructing the amenities, and the FBI National Archive of 
Criminal Justice Data for murder rates (negative amenity). For these data, the MSA level figures were 
obtained by aggregating from county level, using the Census Bureau 1999 definition. From these 
sources, almost complete datasets could be obtained for 1980 and 199015. The related diversity index is 
based on 4-digit data on employment (or 3-digit if 4-digit was not reported), which suffers from a 
problem: public CBP data requires that no single company’s activity level should ever be identifiable. 
Therefore, if an industry in a county consists of only a few establishment, then data on employment is 
suppressed and is replaced by a range: i.e. 0-19, 20-99, or 100-249, etc, employees. In these cases the 
range was replaced by the middle of the range: i.e. 10, 60, 175, etc. It was also tried to use the lower 
bound of the range, and a separate index was constructed on 3-digit data, which suffers much less from 
this problem. The appendix table 7 lists further details per variable. IPUMS 1% samples were used to 
construct the national skilled worker demand shocks, also using college graduates or higher as a measure 
of the skilled labor force, and to construct the cultural diversity index based on country of birth.  
  Figure 1 in the appendix repeats the correlation between skills (persons 25 and over with a 
Bachelor’s degree or higher as a share of the urban population aged 25 and over) and growth also found 
in Glaeser and Saiz (2004), but for our set of cities. Cities with a higher share of skilled labor were likely 
to experience higher population growth in the subsequent two decades. Over an even longer period 
from 1970 to 2000 this correlation is significantly 26 percent. Moreover, in figure 2 the same relation is 
found to be more pronounced for those MSA with an average January temperature of less then 39.2 
degrees Fahrenheit (4° Celsius), while at the same time colder areas (measured by the average number of 
days per year a household has to turn on the heating) and wetter areas (average annual precipitation) are 
very negatively correlated with population growth: respectively -0.28 and -0.59.16 This points in the 
direction of skills to be a possible substitute for two main correlates of population growth: climate 
variables. Furthermore, a strong negative correlate with population growth is the initial share of the 
work force in manufacturing, consistent with the decline of manufacturing as a driver of economic and 
population growth.  
  The descriptive statistics (table 6) in the appendix also show the increase or decrease in the 
mean across cities for all variables. The share of skilled labor increased from 11.1% in 1970 to 23.6% in 
2000. While manufacturing declined, population in cities increased by an average of 230,000 per city, 
and median family income from 41,000 to 50,000 in real (2000 $) terms although the city-averaged real 
median house value increased from 71,000 to 116,000: a much larger increase. In other words, demand 
for city housing (non-rented units) increased more than income. The share of the population that is 
                                                 
15 The panel dataset is balanced, except for the precipitation variable where data was only missing for Honolulu, HI. 
16 See the appendix tables XXX for cross-correlations.  
  13foreign born in cities doubled on average over the same 30 year period. Lastly, the share of non-movers 
(those with the same address) was on average only 52% between 1995 and 2000 reflecting a presumably 
mobile urban population.  
  Among amenities the low-skilled services sector has the strongest significant correlation with 
the skill concentration 20 years later: 0.428. The share of owner occupied housing units is surprisingly 
negative, and labor organizations has the strongest negative significant correlation.  
  The diversity indices show in the significant correlations a pattern that supports Jacobs’s 
externalities: unrelated diversity correlates negative, and related diversity positive with the concentration 
of college graduates 10 years later. The trend is increased unrelated specialization and increased related 
diversity over the 20 year period.  
 
 
6  Empirical Results: the link between skills and growth is robust 
  
  In addition to describing the robust effect of the concentration of graduates on growth in 
sections 6.1 and 6.2, section 6.3 will rule out reverse causation using land-grant colleges as an instrument 
for the share of college graduates directly instead of using the number of colleges in 1940 per capita as a 
proxy such as was done in Glaeser and Saiz (2004)17.  
The table 1 in the appendix reproduces regression results as also found by Glaeser, Saiz (2004) 















Log      ( 1 1 )  
where  i  is a MSA subscript and t  a time index: independent variables are timed at t-10 so that 
coefficients measure their effect on future population growth. Although the results are best taken as 
qualitative rather than quantitative due to the inclusion of a lagged dependent variable, the main 
conclusions from these regressions is that a one-percentage-point increase in the share of the labor 
force with a college degree or higher significantly increases decadal growth by about one-half of one 
percent, with a heteroskedasticity robust standard error of 0.17.  
Columns 2, 3, and 5 include climate as measured by heating degree days and precipitation and 
show that warmer and dryer cities grow significantly faster: a doubling of the number of days a 
household has to turn on the heating (a much colder city) slows growth by about 2%. Either people’s 
preference have shifted over time towards warmer climates (since the larger cities used to be in the 
northern half of the US) which can be called a preference shock, or the invention of air-conditioning 
has made possible something people maybe always wanted: live in a warm climate, but not when you 
have to work. In that sense, the change can also be called a permanent technology shock18.  
The employment variables show that when not taking into account the MSA fixed effects, that 
mainly specialization in manufacturing and professional services slows city growth, while trade enters 
positive. For example, a city with a 10 percentage point higher share of labor in manufacturing at t-10, 
                                                 
17 The instrument has also been used by Moretti (2004c) in a wage regression, and by Shapiro (2005) in an employment 
regression. 
18 With a long term view on the future from this perspective: availability of fresh water might be a limit to this development.  
 
  14has significantly 1,65 % slower growth in the subsequent decade from t-10 to t according to column 3. 
Including regional fixed effects, which capture any omitted factors that are specific to one of the five 
census regions, such as anything specific and constant over time for all the southern states, decreases 
most coefficients, but increases standard errors somewhat. As seems natural, also unemployment has a 
strong negative effect on population growth: cities that provide no work grow slower, highlighting the 
importance of labor demand in cities for attracting population.  
Next, in columns 4 and 6 the MSA fixed effects are included, which account for any omitted 
unobserved variables that are specific to cities and constant over time. They include the climate 
variables, but may also include local natural resources such as rivers, or path dependent institutions: 
those that do not change over the 30 year period, which may be certain legislation as they differ across 
states. All these omitted or unobserved factors might very well affect population growth and determine 
growth disparities across cities. Note that state fixed effects are not included as most states have only a 
few metropolitan areas.  
Their impact on the coefficients is significant. It shows that professional services, trade 
employment, and unemployment have less influence than without controlling for the fixed effects. The 
change in sign of manufacturing means that while cities with a high share of labor in manufacturing are 
likely to decline in population (columns without MSA fixed effects), cities with a certain level of workers 
in manufacturing that manage to increase this industry actually increased population in the next decade. 
In other words: a booming city that offers work to its citizens attracts population, also if the boom is in 
manufacturing, again highlighting the importance of labor demand. In column 5 the employment 
variable was actually capturing something that is really MSA specific as unemployment is no longer 
significant. Also including a proxy of school quality, the share of high school drop-outs (those aged 25+ 
that have not finished high school) does not enter significantly. 
  The within estimator in column 6 finds a very similar coefficient on the share of college 
graduates which indicates that the climate variable and the regional dummies capture an important part 
of the otherwise unobserved MSA specific characteristics that are associated with the share of college 
graduates. The other coefficients do change much, so including the fixed effects remains important. 
 
6.2  Controlling for immigration and cross-effects 
  Table 2A reports the results for accounting for the effect of immigration (share of the 
population that is born outside the US), and includes some cross-effects to determine the relative 
importance of variables. Marginal effects of the interaction terms are reported in panel B. 
  Column 1 includes a cross-effect between heating degree days (cold city) and the share of 
higher educated labor. Although the important MSA fixed effects cannot be included in this regression 
because temperature is constant over time, I do include the region and year dummies. The cross-effect 
is positive implying that the impact of skills on future growth is higher in colder cities. The 
corresponding column in panel B shows that the effect of climate on population growth is actually 
unimportant at the average level of human capital. On the other hand, the colder the city, the higher the 
effect is of human capital on future population growth.  
  Column 2 and 3 include the share of foreign born people and an interaction term between this 
variable and the share of skilled labor. The latter column includes MSA fixed effects, while the first one 
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population growth. Increasing the share of foreign born out of the total city population by 1 percentage 
point increases future growth by 0.55% (column 4). The cross-effect in columns 2 and 3 is negative with 
a very large coefficient. Consistent with Glaeser and Saiz (2004), cities that experience more 
immigration decrease the importance of skilled labor: they grow anyway. Including fixed effects the 
coefficient on immigration is larger but so is the standard error. This reinforces the finding that skills 
matter for future population growth: while controlling for immigration a one percentage point increase 
in the share, raises population growth in the next decade by about 0.44%.   
 
6.3  Establishing causality using land-grant colleges as an IV 
  Reverse causality implies that more college graduates settle in cities that are expected to grow 
faster in the next decade, and if true, would make inference on the direction of causality problematic,  
even though this means that agents are quite forward looking (10 years). Using a good predictor of the 
share of graduates in a city that is clearly exogenous to the outcome and any non-negliable unobserved 
characteristics should solve this problem.  
The preferred instrument following Moretti (2004c) and Shapiro (2005) is land-grant colleges 
(Nevins, 1962). These were founded since 1862 when the US Congress passed the Morrill Act to 
support higher education. Every state that had remained in the Union (and expanded to southern states 
in 1890) received a grant to establish colleges in engineering, agriculture and military science: 73 land-
grant colleges and universities were founded, with each state having at least one. Almost one-fifth of all 
college students were educated through the universities and colleges that evolved out of the originally 
technical and agricultural institutions (Moretti, 2004c). Virtually all the MSA’s have colleges and 
universities, but only 49 of them have one founded by a land-grant19. After more than a century the 
presence of a land-grant college in a city significantly predicts the share of graduates in a city. The 
correlation is 0.36 (1% significance) and explains an important part of the variation in the share of 
graduates over cities (column 2, table 3).  
  This instrument has to satisfy several assumptions to be useful for a consistent estimate of the 
effect of the concentration of graduates on population growth rates. First of all, the presence of a land-
grant college should be randomly assigned to cities, and cities with a grant should not be systematically 
different from cities without a land-grant. If colleges and universities tend to be located in wealthy areas, 
densely populated areas, or political centers, the instrument is not exogenous. Although not directly 
testable, the act that founded the colleges was federal, and assured that at least one college was founded 
in each state, irrespective of characteristics. Among 288 metropolitan areas the four main Census 
regions West, Northeast, South and Midwest have respectively 19.6%, 20.93%, 17.09%, and 11.43% 20 
of cities with a land-grant institution. Given the agricultural and technical nature of the colleges, rural 
areas were just as likely to be awarded the grant as were cities. Small towns in underpopulated states 
were just as likely to receive a grant as the more developed parts of the early settled New England states. 
                                                 
19 The state of Wyoming is missing: Laramie (University of Wyoming) is too small to appear in the sample. 
20 The share in the Midwest is somewhat smaller due to the fact that many land-grant cities have populations of less than 
100,000 and are excluded from the sample, such as Brookings, SD. Shapiro (2005) concludes that land-grant institutions are 
distributed independently from the Census regions using a Pearson’s chi-squared test.  
  16Cities that received a grant include Boston, MS (MIT); Madison, WS; Prairie View, TX; Fairbanks, AK; 
Reno, NV; Tallahassee, FL; and Albany, NY21.  
Moretti (2004c) shows that cities with a land-grant and cities without have similar racial and 
demographic structures, and workers in these cities have virtually identical (measured by AFQT scores) 
ability for similar educational attainment. More importantly, since the program took place federally 
more than a century ago, the presence of a land-grant institution is likely to be uncorrelated with 
unobservable factors that affect present population growth rates. Furthermore, the historical nature of 
the instrument also makes a direct link from land-grants to population growth rates in the last few 
decades unlikely. There is indeed no significant correlation (0.07) with population growth rates between 
1980 and 2000, but a strong positive significant correlation (0.36) with the share of college graduates. It 
is therefore likely that land-grant institutions affect population growth rates only through the share of 
college graduates, even though this is not testable as it involves unobserved counterfactuals:  what 
would have happened with a city if it would not have had a land-grant institution.  
The only problem with this instrument is that it is a dummy and cannot be used in a 
specification including fixed MSA effects, because the within transformation would absorb the 
instrument. For this reason the regressions in table 3 uses OLS and 2SLS including the observed fixed 
effects: region and time dummies, and the climate variables.  
Column four reports the instrumented effect of the concentration of people with a bachelor’s 
degree or higher in a city on future population growth: the effect is highly significant and actually larger 
than the uninstrumented case in column one. There appears to be no reverse causality and human 
capital is a strong predictor of city population growth rates. The coefficient is larger, but so is the 
standard error, and therefore a Hausman test cannot reject the null that the estimates are not 
systematically different and thus concludes that OLS is consistent, but also more efficient. Note that 
without MSA dummies immigration is actually bad for city growth possibly reflecting the fact that many 
(at least recent) immigrants work in agriculture and manufacturing or other lower wage jobs, which were 
not high growth industries between 1970 and 2000.  
For robustness, column two reports a direct effect of the instrument: it significantly predicts 
the share of college graduates and explains a large part of the variance in the share of college 
graduates22. Column three reports the significant 1st stage23, where an F-test on the instrument is 
included: the relatively high F-statistic rejects the presence of weak-instrument bias (Stock, Yogo, 2002). 
This is reassuring, because even if there is some correlation with the error through unobserved fixed 
effects, the strength of the instrument increases consistency of the IV-estimator, and decreases bias due 
to any violation of the exclusion restriction. This is important as it is not possible to control for MSA-
                                                 
21 The following metro-areas have at least one land-grant institution: Albany, NY; Athens, GA; Baton Rouge, LA; Boston, MA; 
Champaign-Urbana, IL; Columbia, MO; Columbia, SC; Columbus, OH; Des Moines, IA; Fargo-Moorhead, ND-MN; 
Fayetteville-Springdale, AR; Fort Collins, CO; Gainesville, FL; Greensboro, NC; Hartford, CT; Honolulu, HI; Knoxville, TN; 
Lafayette, IN; Lansing-East Lansing, MI; Lexington, KY; Lincoln, NE; Macon, GA; Madison, WI; Minneapolis-St. Paul, MN-
WI; Nashville, TN; Pine Bluff, AR; Portsmouth-Dover-Rochester, NH-ME; Providence, RI; Raleigh-Durham, NC; Reno, NV; 
Richmond, VA; Riverside-San Bernardino, CA; Sacramento, CA; San Francisco, CA; State College, PA; Tallahassee, FL; 
Tucson, AZ; Washington, DC-MD-VA and Wilmington, DE-MD (Nevins, 1962). 
22 Excluding year dummies and a constant the instrument explains 20% of the variation.  
23 Included in the first stage are also the climate variables: although they are found to be positive determinants of population 
growth in table 1, they are actually significantly negatively associated with the concentration of skills. 
  17fixed effects in this setting which might be correlated with the instrument. A formal Sargan-test of over-
identifying restrictions is not possible because the model is just identified.  
The main finding is that college graduates still significantly predicts future population growth: a 
10% increase in the share of college graduates predicts about 5% extra subsequent population growth. 
This is actually very close to the effect on output growth being 5-6% as measured by Moretti (2004b). 
 
 
7  Further Results: mixed effect of amenities and diversity on the share of college 
graduates 
 
  This section will try to address the bias in the estimated coefficient of a lagged dependent 
variable and measure the effect of amenities which proves to be significant. There is no convincing case 
for the externality indices, and the coefficient of the initial skill concentration on itself one period later 
is found to be equal or smaller than one.  
 
7.1  Dynamic Panel Bias and Constant Returns 
  As mentioned earlier, the main variables of interest could not be collected for the year 1970, 
which means that in effect only 2x288 observations can be pooled when the explanatory variables are 
lagged one period with respect to the dependent variable. This creates a problem, because the two-step 
differenced GMM estimator, which corrects for bias due to inclusion of a lagged dependent variable, 
can only be used at a minimum of three time periods since it uses lagged values of first-differenced 
explanatory variables as instruments. With t=2 there would be no observations left to be used as 
instruments. However, upward bias in the OLS regressions and downward bias in the within regressions 
enters the equation through the lagged dependent variable only (Nickell, 1981; Bond, 2002). Therefore, 
to evaluate this bias I regress the share of college graduates on lagged levels of itself, and other 
explanatory variables for which enough periods could be collected. Table 4 reports the regressions. 
Note that none of the proposed indices could be included. The low-skill service sector is however 
proxied for by the number of workers in personal services and in business and repair services, and the 
ethnical diversity index by the share of foreign born individuals. The share of owner-occupied housing 
units was available, as were important controls as unemployment, population, and workers in 
manufacturing. This exercise should give an indication on the severity of the bias due to the lagged 
dependent variable.  
  Column 1 reports the OLS estimates with region fixed effects, but no MSA fixed effects. The 
coefficient on the lagged share of college graduates is significantly positive, but close to one24, and 
includes an upward bias. Although this regression may suffer from omitted variable bias, there are 
negative effects of immigration and owner-occupied housing on the future concentration of college 
graduates. It might be that if immigrants are on average less educated than current residents, then 
immigration will lower the share of skilled workers in a city. The second column includes MSA fixed 
effects and employs the within transformation to eliminate unobserved fixed city characteristics. The 
coefficient of lagged college graduates is now significant, and significantly smaller than one, but this 
                                                 
24 A F-test rejects that the coefficient on college graduates is equal to one in columns 1 and 2, but cannot reject equality to one 
in column 3 (p-value of 0.12). 
  18estimate is likely biased downward. As expected, cities that expanded manufacturing (which employs 
mainly lower skilled individuals) attracted relatively less skilled workers. Unemployment is a negative 
force: given cities’ characteristics, a city where unemployment rose saw a decrease in the share of skilled 
workers: skilled workers responded more to unemployment than lower skilled workers, reflecting the 
higher mobility of the skilled workforce. The share of owner-occupied housing is now significantly 
positive when controlling for unobserved city characteristics: in column 1 the variable may have 
captured a negative effect that was really MSA specific. There is now also a positive effect of the size of 
the personal services sector.  
  The last column uses the two-step differenced GMM Arellano-Bond estimator (Roodman, 
2005) which corrects for finite sample bias (Windmeijer, 2005) and eliminates the unobserved fixed 
effects through first-differencing. It uses lagged first-differenced values of the explanatory variables to 
instrument for themselves: they are all allowed to be endogenous, except for the time dummies. A 
Hansen’s J-statistic of over-identifying restrictions (robust to heteroskedasticity and autocorellation) 
cannot reject at normal confidence levels that the instruments are valid. The Arellano-Bond test cannot 
reject the presence of AR(1) in the error as expected (there is AR(1) in the error by construction in this 
estimator), however there are too few time periods to test for autoregression of order 2 in the error 
term. In regression 2 the estimate of the magnitude of AR(1) in the error of the within estimator is quite 
small (0.04) so that it is less likely that any AR(2) in the error is a big problem. Furthermore, based on so 
few time periods these test have low power and less interpretive value. Because periods are 10 year 
intervals any problematic autocorrelation is unlikely.  
  As expected, the two-step differenced GMM estimator finds a coefficient in between the OLS 
and within estimates, which supports the model to be well specified as an AR(1) process given that any 
finite sample bias is corrected for. The difference between the within estimate and the two-step GMM 
estimate is statistically very small which indicates that the downward bias in the within estimator is 
likewise small. Both estimates also find a negative effect of house value: given characteristics and 
holding income constant, cities that saw high price rises were less attractive to skilled workers (although 
the effect is small). It seems that house value as a proxy for amenities does not work well for highly 
educated workers: it might be that as house prices rise it becomes more difficult for increasing numbers 
of people to afford to live in a city, and if supply is inelastic, impossible because fewer houses are for 
sale, which might reflect a significant increase in the ability of local residents to block new projects as 
described by Glaeser, Gyourko, and Saks (2005). 
  Importantly, table 4 finds no evidence for increasing returns in the share of college graduates: 
controlling for unobserved time invariant city characteristics there is no evidence that skilled workers go 
where skilled workers are. Since the two-step GMM estimate is below but close to one, there is a better 
case for constant returns: an F-test cannot reject equality to one (p-value = 0.12). Even if it is in general 
true that skilled cities became more skilled (without control the coefficient is quite larger than one, 
supporting sorting of skills as found in Combes, Duranton, and Gobillion (2006)), this effect is not due 
to the presence of skilled people in itself, but may be attributed to city specific characteristics. This 
contrast Wheeler (2005), and Berry and Glaeser (2005) who explain increasing returns by a tendency of 
skilled workers to increasingly employ other skilled workers without controlling for un-observables or 
dynamic panel bias. When MSA fixed effects and bias in the lagged dependent variable are accounted 
  19for, the effect of a concentration of college graduates on the future concentration is close to or below 
one: other factors are needed to explain why some cities expand their share faster.  
 
7.2  A Low Skilled Service Sector Matters 
  Table 5 uses observations on the years 1980, 1990, and 2000 for all the proposed amenities and 
indices. All regressions include a lagged dependent variable, which makes OLS estimate biased upward, 
and within-estimates biased downward for this coefficient. Table 4 showed that the bias downward in 
the within estimates is probably not very large, but the two-step GMM estimator finds a coefficient that 
is not without error. Therefore, within-estimates should be viewed as lower bounds to the true effect, 
where in columns 2, 4, 5, and 6 the true coefficient is likely to be close to or below one. The coefficients 
on the other variables should be interpreted preferably as qualitative rather than an exact measure of the 
size of the effect since the literature is not clear on the size and direction of any bias in the other 
regressors. All regressions include the Katz & Murphy exogenous relative demand shock for skilled 
labor as a control.  
  The indices on related variety (Jacobs-externalities) and competition (Porter/Jacobs-
externalities) are positive, but small and not significant. Only unrelated variety (MAR-externalities; 
portfolio effect) shows a significant positive sign, robust to MSA fixed effects in column 2, but 
including other important controls in column 5, the significance disappears. Surprisingly and 
unexpectedly, non of the externality indices on industry structure appeal to high skilled workers in 
particular. Trying different measures for the related variety index such as using the lower bound in the 
range given where data was suppressed on employment only increased standard errors, and using an 
index based on 3-digit data changed the coefficients very little. Also using instead a log2 transformation 
did not matter. Another problem is that the main industry groups are constructed without an input-
output matrix that should measure industry relations more precisely, and is thus probably too arbitrary: 
the indices are sensitive to which industries are classified as being unrelated to others. The means of the 
unrelated and related densities decline for unrelated diversity both in the 80s and 90s25. However, 
related diversity decreases from 1980 to 1990 (means of 1.19 and 1.13 respectively), but increases much 
more in the 90s26. This could bias the effect of related variety, because a rapid increase in diversity 
between 1990 and 2000 (means of respectively 1.13 and 1.45) is not picked up by the regressions. Next I 
try to change the industry main groups to a set of 9 consisting broadly of 1-digit classifications. Table 9 
shows that when using this measure cities with higher related diversity attract more skilled people but 
this is not robust to within-estimation. Including MSA fixed effects shows that cities which increased 
competition relative to their mean levels attracted more college graduates. The coefficients on the other 
variable do not change. This shows how sensitive the indices are to the definition of which industries 
are considered unrelated, but also that the indices are not sensitive to measurement error originating 
from data suppression due to confidentiality.  
                                                 
25 1980: 1.00; 1990: 0.94; 2000: 0.86 
26 2000 figures are from NAICS classification of industries, but using the same 24 main industry groups: SIC and NAICS do 
not compare readily, so 2000 numbers may not be consistent with 1980 and 1990 numbers. In the regressions only 1980 and 
1990 were used.  
  20Furthermore, the population variable can also be interpreted as a population density indicator, 
because for all years the same county definition was used for the MSAs. Population density of an MSA 
does not seem to influence the concentration of skills.  
  Columns 3 and 4 include seven amenities and the ethnical diversity index. Clearly insignificant 
are traditional amenities as restaurants, museums, health institutions, and crime (disamenity). Judging 
from the standard-errors they could be positive or negative: non of them appeal particular to either skill 
levels. There are significant effects on the other four variables, which actually become more pronounced 
when unobserved time invariant city specific characteristics are included. The concentration of skilled 
workers in a city responds positively to a low-skilled service sector, and home ownership. As expected, 
labor organizations (proxy for stringent labor markets) affect concentration of skills negatively, yet 
ethnical diversity enters the equation negatively also. This is unexpected, although it the negative sign of 
immigration found in table 4. However, in table 4 it switches sign if the two-step GMM estimator is 
used. Furthermore, ethnical diversity may be a poor substitute for cultural diversity. Ottaviano and Peri 
(2004) found positive cultural diversity effects on wages and rents. To see if my negative result is due to 
the wrong proxy for cultural diversity, I include also their measure based on country of birth of foreign 
urban citizens. Table 11 shows for 1980 and 1990 the ranking of countries and the percentage of the 
total foreign born urban population each country represents. Note that in contrast to Ottaviano and 
Peri (2004) I use the percentage of all foreign people, and not just those of working age because also the 
elderly and children contribute to culture. Furthermore, Puerto Rico is counted as a separate country 
because of its cultural distinction from mainland US, and smaller countries (in terms the size of 
contribution to US immigrants) are grouped together. Mexico is clearly the largest country of origin, and 
western countries as Italy and Germany became relatively smaller countries of origin, compared to the 
Americas. Table 12 repeats columns 3 through 5 from table 5. Very little has changed. There is still a 
negative and stronger, yet less significant, effect of cultural diversity on the future concentration of high 
skilled labor. An explanation could be that the average level of education of immigrants is lower than 
the average education of natives, which does not necessarily conflict with the positive effect on wages 
for natives as found by Ottaviano and Peri (2004). 
The results of table 5 are robust to including other significant controls: unemployment, housing 
value (again negative), and high school drop-outs.27 Importantly, controlling for these amenities and 
unobservable fixed effects decreases the coefficient on the lagged dependent variable: there is an even 
weaker case for increasing returns. Highly educated workers do not come to particular cities in the 
future only because there are many skilled individuals now. In combination with the diversity indices 
this indicates that amenities may matter more for skilled workers, although externalities may still matter 
more for the location of firms. Also Combes, Duranton, and Gobillion (2006) find that wages are 
determined by individual skills, and by a far smaller amount due to industry interactions or local 
endowments. Their benefits may accrue mostly to firm profits and not to wages. If skilled workers 
hardly see the benefits of local interactions in their wage, then it consistently will also play a small role in 
their decision to live in a certain city. Unemployment has a negative effect on skilled workers in 
                                                 
27 Other controls as the share of workers in manufacturing or foreign born residents did not change the results in any way 
(except for the diversity index based on country of origin, which becomes insignificant once the share of foreign born is 
included, as they are highly collinear).  
  21particular, but between two cities offering work, the final decision to settle in a particular city may come 
from amenities only.  
  Column 6 and panel B investigates the interaction between the low-skill service sector and the 
lagged dependent variable. Panel B evaluates the marginal effects at the means and maximum values of 
the two variables: 
 
so that:                  
and the corresponding standard error depends on the concentration of college graduates and is given 
by: (analogues for the marginal effect of the share of college graduates on itself) 
 
Increasing the low-skilled service sector affects the persistence over time of the concentration of college 
graduates positively and significantly. The direct effect on the concentration of skilled workers become 
higher, the higher the initial concentration of skills. Figure 3 plots this relationship. The marginal effect 
of 1 more low-skill service establishment per 1000 residents on future concentration of skills becomes 
significant as the initial concentration of college graduates in a city exceeds 19.2%, which is very close to 
the median concentration in 1990. For the upper skilled half of cities an increase of 1 establishment per 
1000 residents affects the future concentration of skills significantly and more so as the initial 
concentration is higher. Moreover, this effect decreases any mean reversion in the concentration of 
skills by 0.05 percentage points per extra establishment and brings the coefficient closer to constant 
returns: at the maximum thickness of this service industry in 1990 the effect of lagged concentration of 
skills on itself is close to one. Still, increasing returns are not likely.  
 
 
8  What Do Successful Cities Look Like? 
 
  The previous section has attempted to discover the effects of city characteristics on the future 
concentration of college graduates. Starting point is the importance of having a large concentration of 
skills for future population growth, a good measure of a city’s economic growth. This section will 
describe some very educated cities, and the most populous (P)MSAs. How did they score on the 
amenities, and what was their relative importance?  
  Table 13 in the appendix lists the 15 most educated cities in panel A measured as their share of 
the population with a bachelor’s degree or higher in 2000, and in the even numbered columns thereafter 
their 1990 characteristics: levels of important determinants of the concentration of skills. The levels are 
multiplied with the coefficient found in the regression analysis to calculate their aggregate effect on next 
decade’s concentration of skills. Panel B calculates the average levels and effects. The same is done for 
the 7 largest metropolitan areas in panel C.  
Note however that the coefficients of the regressions cannot be taken as the true effect because 
they could not be estimated in the most appropriate way (taking account of the lagged dependent 
  22variable), but if we are willing to believe they are approximately near the true effect, it can at least say 
something about the relative performance between cities. Still, it is best not to take the magnitudes too 
literal. Furthermore, the regression coefficients were obtained through fixed effect estimations. This 
means that there can still be city-specific characteristics of cities that explain their concentration of 
skills, and those characteristics listed in table 13 are not exhaustive.  
  Comparing the most educated cities first to the average US metropolitan area, it stands out that 
they are almost twice as educated as the average city, but that they increased this share at a somewhat 
slower rate than the average city. Nevertheless, they attracted 6.1% extra college graduates between 1990 
and 2000, instead of 3.8%, likely implying a population growth rate difference of at least 7.6% over the 
next decade28 (instead of 6.6% had the most educated cities attracted also only 3.8% extra college 
graduates). The 15 most educated cities had less labor organizations (per 1000 residents), and a 16% 
larger low-skilled service sector. They did however have more rented houses compared to the average, 
which means that they could actually improve on this. San Francisco PMSA scores particularly high on 
the low-skilled service sector which more than compensates for the relatively high number of labor 
organizations (less flexible labor market). Santa Fe does very well in terms of the housing market (many 
owner occupied housing units), and seems to have a very flexible labor market. Both factors that make 
it attractive to skilled workers. The Golden Triangle of Raleigh-Durham-Chapel Hill, the location of 
three major universities: Duke, North Carolina State, and University of North Carolina (≈ a fixed 
effect), does similarly good in terms of its labor market flexibility, and has a larger low-skill service 
sector.  
  Although New York MSA is the largest city in the US, the analysis chose to use the PMSA 
definition for the largest agglomerations. For that reason New York PMSA (which does not include 
New Jersey for example) comes in second place in panel C. New York is clearly a city of tenants 
(something that could be improved upon according to this analysis), but it does have a more than 
average flexible labor market and a significant low-skilled service sector. It also scores very high on 
cultural diversity which unfortunately turned out to be insignificant or even negative. It did attract 4.6% 
extra college graduates. In terms of that increase, also Detroit might be climbing back (+5.1%), 
although it comes from a very low concentration of skills (17.7%). It does poor in terms of labor 
organizations and the low-skilled service sector (having few college graduates does not automatically 
imply a larger service sector of low-skilled labor), but much better in terms of housing. Los Angeles 
expanded its concentration of skills the least and could thus eventually be overtaken by other 
metropolitan areas. It could do better in its provision of owner occupied housing, but also fixed effects 
or unobservables may play a role.  
 
 
9  Conclusion and Future Directions 
  
                                                 
28 (0.407-0.236)*0.443=0.076, using table 4 (4). 
  23  It has been shown that a higher concentration of skilled workers in a city benefits that city’s 
growth also if the initial share is instrumented for. Two theories were tested that should have 
explanatory power in predicting in which cities this concentration is strongest in the future. Externalities 
as captures by unrelated diversity (MAR), competition (Porter), or related diversity (Jacobs) in addition 
to population density in general did not seem to work very well. Amenities on the other hand do have 
an effect as captured by a low-skilled personal services sector (positive and more important as the initial 
concentration is higher), owner-occupied housing share (positive), and weakly cultural diversity 
measured by both ethnicity and country of birth of immigrants (negative), and labor organizations 
(negative). Furthermore, the effect of the initial concentration of college graduates on the future 
concentration is not larger than one in contrast to Berry and Glaeser (2005) and Wheeler (2005). There 
is a better case for constant returns and a stable process. 
  The absence of convincing evidence by the diversity indices can be attributed to the calculation 
of the indices which may be based too arbitrarily on which major industry groups are considered to be  
unrelated. On the other hand, since there is ample evidence in the literature that firms do benefit from 
externalities, it might be that a) low and high skilled workers benefit equally from externalities, b) rents 
from externalities are internalized into firm profits but not all in wages, c) rents are accumulated in 
housing prices. Moretti (2004c) finds positive wage effects for both high and low skilled workers which 
could support a) where the effect for skilled workers is positive (0.3% wage increase) even though their 
relative supply increases, but not very large. Consistent with explanation b), the very small effects of 
local (industry or density based) interactions on regional wage disparities found by Combes, Duranton, 
and Gobillion (2006) are in line with a small or absent effect on the location decision of skilled workers. 
Regression table 10 looks into explanation c): the effect of skill concentration is more than twice as 
large on the median house value growth rate than on the median family income growth rate. Some 
amenities also increase house prices such as low-skill services and ethnical diversity, and school quality 
as proxied roughly by the share of high school drop-outs has no effect (controlling for the poverty rate), 
yet these are all very small compared to the effect of the initial skill-concentration. As house prices rise 
home owners benefit, but at some point a city might become too expensive even for high earners: 
columns 2 and 3 in table 4 actually find a negative effect of house value on the future skill 
concentration. In any case, externalities do not seem to matter as much as amenities do matter in 
explaining changes in the share of college graduates in a city. 
  While this paper has focused on US cities, an other interesting direction is city growth in 
Europe. This might give alternative insights as people are less mobile in Europe (in terms of changing 
the city where one lives), labor markets are less flexible and overall housing might be more inelastic. On 
the other hand density of cities is higher and the set of amenities include for example more historic 
aesthetics. Data collection will pose a challenge: to quote Combes and Overman in The Spatial 
Distribution of Economic Activities in the European Union (2004): “The [data, red] situation is much simpler at 
the urban level. There is no consistent, publicly available, EU wide data on cities.” 
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    Reserve Bank of St. Luis Working Paper Series, 2005-065A, pp.32. Table 1: The Positive Link Between the Initial Concentration of Skills and Future Population Growth    
  
  ∆log(population) 
        
  (1) (2) (3)  (4):  Within  (5)  (6):  Within 
at t-10        
Share with Bachelor's degree (age 25+)  0.519  0.818  0.947  0.519  0.563  0.563 
  (0.073)*** (0.102)*** (0.096)*** (0.169)*** (0.137)*** (0.169)*** 
Log(population)    -0.028 -0.029 -0.319 -0.027 -0.320 
    (0.004)*** (0.004)*** (0.025)*** (0.004)*** (0.025)*** 
Log(average heating degree days '61-'90)    -0.021  -0.056    -0.020   
   (0.012)*  (0.009)***   (0.012)*  
Log(average precipitation '61-'90)    -0.088  -0.090    -0.089   
   (0.009)***  (0.007)***  (0.009)***  
Share  workers  in  manufacturing    -0.104 -0.165 0.326 -0.115 0.325 
    (0.051)** (0.049)***  (0.091)*** (0.053)** (0.099)*** 
Share workers in professional services    -0.479  -0.609  0.074  -0.348  0.061 
    (0.115)***  (0.109)*** (0.176) (0.120)*** (0.180) 
Share  workers  in  trade    0.787 0.667 0.477 0.702 0.535 
    (0.152)***  (0.148)*** (0.225)** (0.157)*** (0.238)** 
Unemployment  rate       -0.698  0.129 
       (0.227)***  (0.208) 
Share High School drop-outs (age 25+)          -0.067  0.072 
       (0.072)  (0.112) 
        
Year  fixed  effect  yes yes yes yes yes yes 
Region fixed effect  no  yes  no  no  yes  no 
MSA fixed effects  no  no  no  yes  no  yes 
        
Observations  864 861 861 864 861 864 
Number  of  MSA  288 287 287 288 287 288 
Adj.  R-squared  0.07 0.55 0.53 0.49 0.56 0.49 
               Robust standard errors in parentheses             
               * significant at 10%; ** significant at 5%; *** significant at 1%   
  27        Table 2: Robustness and Interaction Terms                 Panel A 
  
  ∆log(Population) 
       
  (1)  (2)  (3): Within  (4): Within 
at t-10       
Share with Bachelor's degree (age 25+)  0.471  1.275  0.920  0.443 
  (0.184)** (0.128)*** (0.203)*** (0.165)*** 
Heating degree days * Share Bachelor's  0.010       
  (0.004)**     
Log(population)  -0.029  -0.029 -0.352 -0.339 
  (0.004)***  (0.004)*** (0.025)*** (0.026)*** 
Average heating degree days '61-'90 
(coldness)  -0.002 0.000     
 (0.001)**  (0.000)     
Average precipitation '61-'90  -0.000  -0.000     
 (0.000)***  (0.000)***     
Share workers in manufacturing  -0.161  -0.112  0.244  0.302 
 (0.051)***  (0.053)**  (0.091)***  (0.097)*** 
Share workers in professional services  -0.587  -0.657  0.099  0.061 
 (0.124)***  (0.124)***  (0.170)  (0.176) 
Share workers in trade  1.107  1.086  0.627  0.593 
 (0.165)***  (0.167)***  (0.219)***  (0.233)** 
Foreign born * Share Bachelor's    -6.720  -4.355   
   (1.022)***  (1.194)***   
Share of Foreign Born Population    1.199  1.680  0.554 
    (0.210)*** (0.365)*** (0.153)*** 
Unemployment rate        0.023 
       (0.200) 
Share High School drop-outs (age 25+)        -0.110 
       (0.126) 
       
Year fixed effect  yes  yes  yes  yes 
Region fixed effect  yes  yes  no  no 
MSA fixed effects  no  no  yes  yes 
       
Observations  861  861 864 864 
Adj.  R-squared  0.51  0.53 0.51 0.50 
Number of MSA  287  287  288  288 
       Robust standard errors in parentheses         
       * significant at 10%; ** significant at 5%; *** significant at 1%   
 
        Marg. effects evaluated at means corresponding to regressions (1), (2), and (3)          Panel B 
    
  ∆log(Population)   
        
at t-10  (1) (2)  (3):  Within  Mean 
Share with Bachelor's degree (age 25+)  0.860  0.976  0.725  0.16 
 (0.104)***  (0.106) ***  (0.067) ***   
Heating degree days * Share Bachelor's  0.010       
 (0.004)**       
Average heating degree days '61-'90 
(coldness)  -0.0003     37.29 
 (0.0004)      
Foreign born * Share Bachelor's    -6.720  -4.355   
   (1.022)***  (1.194)***   
Share of Foreign Born Population    0.141  0.994  0.04 
   (0.086)*  (0.201)***   
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      Table 3: Instrumenting for the Share of College Graduates using Land-Grant Institutions 
        
  ∆log(Population)  Share with Bachelor's degree  ∆log(Population) 
      
 (1):  OLS  (2): OLS  (3): 1
st Stage  (4): 2SLS 
at t-10        
Share with Bachelor's degree (age 25+)  0.851    1.867 
 (0.101)***     (0.512)*** 
Land-grant Institution (dummy)    0.059 0.020 
   (0.005)*** (0.004)*** 
as IV 
Log(population) -0.025   0.013  -0.040 
 (0.004)***   (0.001)***  (0.008)*** 
log(average heating degree days '61-'90)  -0.029   0.014  -0.042 
 (0.013)**   (0.003)***  (0.015)*** 
Log(average precipitation '61-'90)  -0.100   0.009  -0.110 
 (0.010)***   (0.003)***  (0.011)*** 
Share workers in manufacturing  -0.104   -0.125 0.023 
 (0.050)**   (0.019)***  (0.084) 
Share workers in professional services  -0.493   0.638  -1.208 
 (0.115)***   (0.033)***  (0.369)*** 
Share workers in trade  0.721   -0.210 0.981 
 (0.155)***   (0.047)***  (0.214)*** 
Share of Foreign Born Population  -0.299   0.083  -0.397 
 (0.104)***   (0.039)**  (0.132)*** 
       
Year fixed effect  yes  yes yes  yes 
Region fixed effect  yes  no yes  yes 
MSA fixed effects  no  no no  no 
F-test on excluded IV (F < 10 => weak IV)     33.44   
Correlation with Share Bachelor’s degree    0.355***    
Correlation with population growth rate    0.074    
Hausman-test, p-value      0.98 
H0: OLS more efficient: no endogeneity       (not  rejected) 
       
Observations 861  861 861  861 
Adj. R-squared  0.56  0.45 0.73  0.49 
Number of MSA  287  287 287  287 
 Robust standard errors in parentheses             
 * significant at 10%; ** significant at 5%; *** significant at 1%    
 
  29       Table 4: Bias in the Lagged Dependent Variable         
      
  Share with Bachelor's degree (age 25+) 
      
 (1)  (2):  Within  (3): Arellano-Bond      
(two step GMM)
† 
L. = lag (at t-10)      
L. Share with Bachelor's degree (age 25+)  1.090  0.759  0.837 
 (0.024)***  (0.035)***  (0.105)*** 
L. Log(population)  0.003  0.005  0.019 
 (0.001)***  (0.005)  (0.016) 
L. Log Share Workers in Personal Services  -0.001  0.013  0.010 
 (0.002)  (0.005)***  (0.018) 
L. Log Share Workers in Business and Repair Services  0.003  0.002  0.004 
 (0.003)  (0.004)  (0.013) 
L. Share workers in manufacturing  0.016  -0.061  -0.176 
 (0.009)*  (0.021)***  (0.051)*** 
L. Share workers in professional services  0.036  0.037  0.138 
 (0.019)*  (0.043)  (0.162) 
L. Share workers in trade  0.103  0.068  -0.041 
 (0.029)***  (0.046)  (0.122) 
L. Share of Foreign Born Population  -0.054  -0.022  0.226 
 (0.013)***  (0.040)  (0.130)* 
L. Unemployment rate  -0.071  -0.086  -0.123 
 (0.031)**  (0.034)**  (0.063)* 
L. Share High School drop-outs (age 25+)  -0.024  0.013  0.068 
 (0.011)**  (0.026)  (0.051) 
L. Owner occupied housing share  -0.032  0.071  0.063 
 (0.013)**  (0.024)***  (0.072) 
L. Log Median Familily Income (real; 2000$)  0.007  0.018  0.073 
 (0.007)  (0.011)  (0.033)** 
L. Log Median House Value (real; 2000$)  0.003  -0.020  -0.074 
 (0.003)  (0.004)***  (0.014)*** 
      
Year fixed effect  yes  yes  yes 
Region fixed effect  yes  no  no 
MSA fixed effects  no  yes  yes 
      
Estimate of ρ in error term (AR1)    0.04   
Hansen’s test (p-value)      0.101 
Arellano-Bond AR(1) test (z-value)      0.006 
      
Observations 864  864  576 
Adj. R-squared  0.97  0.94   
Number of MSA  288  288  288 
         Robust  standard  errors  in  parentheses        
         * significant at 10%; ** significant at 5%; *** significant at 1%     
         † All regressors were allowed to be predetermined and endogenous, and finite sample bias is corrected for. 
 
  30       Table 5: Explaining Change in the Concentration of Skills: Amenities and Diversity              Panel A 
   
  Share with Bachelor's degree (age 25+) 
         
  (1): OLS  (2): Within  (3): OLS  (4): Within  (5): Within  (6): Within 
L. = lag (at t-10)        
L. Share with Bachelor's degree (age 25+)  1.148 0.652 1.135 0.533 0.685 0.447 
  (0.014)*** (0.057)*** (0.016)*** (0.053)*** (0.068)*** (0.079)*** 
L. Log(population)  0.004 -0.006 0.005 -0.005 0.000 0.001 
  (0.001)*** (0.006) (0.001)*** (0.007) (0.008) (0.006) 
L. Unrelated Diversity Index  0.021 0.047     0.026  
  (0.009)** (0.022)**     (0.021)  
L. Related Diversity index  0.005 0.014     0.008  
  (0.007) (0.012)     (0.012)  
L. Competition Index  0.003 0.004     0.002  
  (0.002) (0.003)     (0.003)  
L. Low-Skill Service * Share  Bachelor’s          0.051 
        (0.012)*** 
L. Low-Skill Service Establishments per 1000       0.003 0.009 0.005 -0.007 
     (0.001)** (0.003)***  (0.002)*** (0.003)** 
L. Labor Organization Establishments per 1000      -0.005 -0.088 -0.085 -0.066 
     (0.010)  (0.035)** (0.033)** (0.031)** 
L. Owner occupied housing share      0.004 0.085 0.091 0.084 
     (0.019) (0.030)***  (0.033)*** (0.030)*** 
L. Murder rate per 100,000 pop      -0.000 0.000 0.000 0.000 
     (0.000)  (0.000)* (0.000)* (0.000)* 
L. Ethnical Diversity Index      -0.007 -0.027 -0.017 -0.024 
     (0.002)*** (0.010)***  (0.012) (0.010)** 
L. Eating and Drinking Establishments per 1000       0.001 -0.002    
     (0.002) (0.005)    
L. Museums per 1000 pop      -0.013 0.004    
     (0.069) (0.089)    
L. Health Institutions per 1000 pop      -0.001 -0.003    
     (0.002) (0.004)    
L. Log Median House Value (real; 2000$)          -0.016 -0.013 
       (0.005)*** (0.004)*** 
L.  Unemployment  rate       -0.074 -0.139 
       (0.047) (0.036)*** 
L. Share High School drop-outs (age 25+)          0.021   
       (0.036)   
L. Share Population below Poverty Line          -0.037   
       (0.059)   
        
Year  fixed  effect  yes yes yes yes yes yes 
Region fixed effect  yes  no  yes  no  no  no 
MSA fixed effects  no  yes  no  yes  yes  yes 
Katz  &  Murphy  Index  yes yes yes yes yes yes 
        
Observations  576 576 575 575 576 576 
Adj.  R-squared  0.97 0.89 0.97 0.91 0.91 0.92 
Number  of  MSA  288 288 288 288 288 288 
         Robust standard errors in parentheses           
         * significant at 10%; ** significant at 5%; *** significant at 1% 
 
        Marginal effects corresponding to regression (6) above              Panel B 
  Share with Bachelor's degree (age 25+) 
using:  the mean values  the maximum values 
 
L. = lag (at t-10)  mean  (6):  FE maximum (6):  FE 
L. Share with Bachelor's degree (age 25+)  0.18  0.573  0.43  0.813 
    (0.064)***  (0.070)*** 
L. Low-Skill Service * Share Bachelor’s     0.050    0.050 
    (0.012)***  (0.012)*** 
L. Low-Skill Service Establishments / 1000  2.47  0.0023  7.19  0.015 
   (0.0015)*    (0.003)*** 
  31Figure 1: Skilled Cities Grow Faster in the Next 20 Years (Selected          
MSAs Labeled) 
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Cold MSA (january temperature < 4 degrees Celcius)
 
Figure 3: Low Skill Services More Important Predictor if Initial   
Concentration Is Higher 
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Share with Bachelor's degree (age 25+) in 1990
95% confidence band
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Low-Skill Personal Services per 1000 Residents in 1990 
Table 6: Correlations (with significance level) and Means    
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Share of high school drop outs 
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Share of foreign born population  0.130 










Land-Grant Institution (1862)  0.082 
(0.164) 
Land-Grant Institution (1862)  0.404 
(0.000) 
- - - - 
   Unrelated Diversity Index  -0.178 







   Related Diversity Index  0.230 







   Competition Index  -0.022 










(0.000)  -  1.99 
(0.42) 
2.96 
(1.04)  - 
   Labor Organizations/1000 pop  -0.150 
(0.011)  -  0.10 
(0.06) 
0.10 
(0.08)  - 
    Share of Owner-Occupied 
Housing 
-0.377 






   Murders per 100,000 Residents  -0.100 






   Ethnical Diversity Index  -0.015 






   Eating  &  Drinking 
Establishments 
0.153 






   Museums  0.062 






   Health Institutions  0.329 







A The percentage of college graduates working in this sector was 4% in 1980 and 5% in 1990 (estimate from IPUMS data). 
 
  33




SIC code  Description 
    
01 07--  AGRICULTURAL SERVICES,FORESTRY,FISHERIES 
02 10--  MINING 
03 15--  CONTRACT CONSTRUCTION 
04 2000  FOOD AND KINDRED PRODUCTS 
05 2100  TOBACCO MANUFACTURES 
06  2200;  
2300 
TEXTILE MILL PRODUCTS;  
APPAREL AND OTHER TEXTILE PRODUCTS 
07 2400;    LUMBER AND WOOD PRODUCTS;  
FURNITURE AND FIXTURES 2500 
08  2600;  
2700 
PAPER AND ALLIED PRODUCTS;  





CHEMICALS AND ALLIED PRODUCTS;  
PETROLEUM AND COAL PRODUCTS;  
RUBBER AND MISC. PLASTICS PRODUCTS 
10 3200  STONE, CLAY, AND GLASS PRODUCTS 
11 3300  PRIMARY METAL INDUSTRIES 
12 3400  FABRICATED METAL PRODUCTS 
13 3500  MACHINERY, EXCEPT ELECTRICAL 
14 3600  ELECTRIC AND ELECTRONIC EQUIPMENT 
15 3700  TRANSPORTATION EQUIPMENT 
16 3800  INSTRUMENTS AND RELATED PRODUCTS 
17 3900  MISCELLANEOUS MANUFACTURING INDUSTRIES 
18  40-- less 4800  TRANSPORTATION AND OTHER PUBLIC UTILITIES 
19 4800  COMMUNICATION 
20 50--  WHOLESALE TRADE 
21 52--  RETAIL TRADE 
22 60--  FINANCE, INSURANCE, AND REAL ESTATE 
23 70--  SERVICES 
24 99--  UNCLASSIFIED ESTABLISHMENTSB 
 
Table 8: Variable Sources   
Variable Source/Definition  Details 
Unit: MSA/NECMA  US Census Bureau  1999 definition was used, and only MSAs over 100,000 as of then. Where applicable, very 
large agglomerations (CMSA) were split into PMSA definitions. New England Central 
Metropolitan Area 
Population  HUD State of the Cities Data 
System (Census) 
Data is provided for the decades 1970, 1980, 1990, and 2000 
Share with a bachelor’s degree 
or higher (age 25+) 
idem  Out of the population (age 25+).  
Share workers in 
manufacturing  
idem  




Share workers in trade  idem  Wholesale and retail trade 
Share with less than high 
school degree (age 25+) 
idem  
Median family income  idem   
Median house value  idem   
Share of houses occupied by 
owners 
idem  
Share of high school drop-outs 
(age 25+) 
idem  
Share Population in Poverty  idem   
Unemployment rate  idem   
Industry Indices  County Business Patterns 1980, 
1990, and 2000. 
US Census, Provided through ICPSR: http://www.icpsr.umich.edu/ 
County level data was aggregated to MSA/NECMA  level 
Katz & Murphy index  IPUMS  1% samples 1980, 1990, 2000: http://www.ipums.umn.edu/usa/ 
Excluding unemployed workers: per industry the number of workers with a college degree 
or higher was divided by the number of workers in that industry.  
Average January temperature  County and City Data Books 
1994 
City level data was matched to MSA level. 
Non-movers between 1995 
and 2000 
US Census Bureau, Census 2000   
Foreign born population  HUD State of the Cities Data 
System (Census) 
Share of the population born outside the USA 
Murder rate (offenses)  idem  murders per 100,000, originally FBI: National Archive of Criminal Justice Data; years 1980, 
1990, 2000; county level data was combined to MSA level 
Average annual heating degree 
days 1961-1990 period 
County and City Data Books, 
1994 
Cities were matched to their corresponding MSA; where data was missing the nearest city 
with population of at least 50,000 was used. 
Average annual precipitation 
1961-1990 period 
idem idem 
Region fixed effect  US Census Bureau  Dummy for five regions: Pacific (Alaska and Hawaii), West, Midwest, South, and Northeast. 
Eating and drinking 
establishments per capita 
County Business Patterns 
Database, 1980, 1990, 2000 
SIC code 5800; county level data added to MSA level 
Health institutions per capita  idem  SIC code 8000; county level data added to MSA level: 
Museums per capita  idem  SIC code 8400; county level data added to MSA level 
Low-Skill Services  idem  SIC code 7200; 7500; 7600; county level data added to MSA level 
Labor organizations  idem  SIC code 8630; county level data added to MSA level 
 
B This is a non-negliable group as it contains many start-ups for which it is often not yet possible to classify them in one particular SIC class.
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     Table 9: Alternative Diversity Index Calculation: Column numbers correspond to the columns in table 5.  
    
using 9 major groups and the maximum digit sub-industries  using 9 major groups and 3 digit sub-industries 
        
  Share with Bachelor's degree (age 25+)  Share with Bachelor's degree (age 25+) 
    
  (1): OLS  (2): Within  (5): Within  (1): OLS  (2): Within  (5): Within 
L. = lag (at t-10)        
L. Share with Bachelor's degree (age 25+)  1.144  0.641  0.655  1.145  0.633  0.658 
  (0.015)*** (0.056)*** (0.067)*** (0.015)*** (0.055)*** (0.067)*** 
L.  Log(population)  0.003 -0.002 0.004 0.004 -0.001 0.004 
  (0.001)*** (0.007)  (0.008) (0.001)*** (0.006)  (0.008) 
L. Unrelated Diversity Index  -0.013  0.021  0.007  -0.012  0.017  0.008 
  (0.013) (0.028) (0.029) (0.013) (0.028) (0.028) 
L. Related Diversity Index  0.015 0.010 -0.001 0.020 0.006 0.003 
  (0.005)*** (0.012)  (0.011) (0.006)*** (0.018)  (0.017) 
L. Competition Index  -0.002 0.027 0.034 -0.002 0.028 0.033 
  (0.004) (0.012)**  (0.012)***  (0.004) (0.013)**  (0.013)** 
L. Low-Skill Service Establishments per 1000 pop      0.005      0.005 
     (0.002)***    (0.002)*** 
L. Labor organizations per 1000      -0.076      -0.076 
     (0.031)**     (0.031)** 
L. Owner occupied housing share      0.083      0.083 
     (0.033)**     (0.033)** 
L. Murder rate per 100,000 pop      0.000      0.000 
     (0.000)**     (0.000)** 
L. Racial Diversity Index      -0.012      -0.012 
     (0.012)     (0.012) 
L. Log Median House Value (real; 2000$)      -0.015      -0.015 
     (0.005)***    (0.005)*** 
L.  Unemployment  rate     -0.124     -0.121 
     (0.045)***    (0.046)*** 
L. Share High School drop-outs (age 25+)      0.024      0.023 
     (0.036)     (0.036) 
L. Share Population below Poverty Line      -0.056      -0.057 
     (0.060)     (0.060) 
        
Year  fixed  effect  yes yes yes yes yes yes 
Region fixed effect  yes  no  no  yes  no  no 
MSA fixed effects  no  yes  yes  no  yes  yes 
Katz  &  Murphy  Index  yes yes yes yes yes yes 
        
Observations  576 576 576 576 576 576 
Adj.  R-squared  0.97 0.89 0.92 0.97 0.89 0.92 
Number  of  MSA  288 288 288 288 288 288 
        Robust standard errors in parentheses             
        * significant at 10%; ** significant at 5%; *** significant at 1%     
       
Note: The 9 major industry groups consist of SIC codes (see table 7): 07--, 10--, 15--, 19-- (Manufacturing; 20-- for 1990 data), 40--, 50--, 52--, 
60--, and 70--. Public administration was not reported in the database.  
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Table 10: Median Family Income and Housing Value 
    




    
  (1): within  (2): within 
at t-10    
Log Median Family Income (real; 2000$)  -1.300   
 (0.071)***   
Log Median House Value (real; 2000$)    -1.590 
   (0.047)*** 
Share with Bachelor's degree (age 25+)  0.951  1.705 
 (0.248)***  (0.566)*** 
Log(population) 0.031  -0.151 
 (0.031)  (0.078)* 
Low-Skill Service Establishments per 1000 pop  0.016  0.046 
 (0.009)*  (0.021)** 
Labor organizations per 1000  -0.095  -0.520 
 (0.096)  (0.268)* 
Eating and Drinking Establishments per 1000 pop  -0.009  -0.081 
 (0.013)  (0.036)** 
Museums per 1000 pop  -0.116  0.537 
 (0.243)  (0.751) 
Health Institutions per 1000 pop  -0.000  0.009 
 (0.013)  (0.033) 
Ethnical Diversity Index  -0.112  -0.143 
 (0.043)***  (0.103) 
Owner occupied housing share  -0.215  -0.485 
 (0.129)*  (0.301) 
Murder rate per 100,000 pop  0.002  0.003 
 (0.001)***  (0.002)** 
Share workers in manufacturing  0.614  0.502 
 (0.114)***  (0.275)* 
Share workers in professional services  -0.349  -1.233 
 (0.185)*  (0.793) 
Share workers in trade  0.312  1.125 
 (0.214)  (0.594)* 
Unemployment rate  -0.014  -1.416 
 (0.190)  (0.478)*** 
Share High School drop-outs (age 25+)  -0.166  0.538 
 (0.144)  (0.326)* 
Share Population below Poverty Line  -0.323  -0.867 
 (0.290)  (0.470)* 
    
Year fixed effect  yes  yes 
Region fixed effect  no  no 
MSA fixed effects  yes  yes 
    
Observations 575  575 
Number of MSA  288  288 
Adj. R-squared  0.90  0.94 
   Robust standard errors in parentheses     
   * significant at 10%; ** significant at 5%; *** significant at 1%     
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Table 12: Cultural Diversity Based on Country of Birth of the Urban Population, 
Otherwise as in Table V (column numbers correspond) 
  
  Share with Bachelor's degree (age 25+) 
      
  (3): OLS  (4): Within  (5): Within 
L. = lag (at t-10)     
L. Share with Bachelor's degree (age 25+)  1.132  0.596  0.742 
  (0.018)*** (0.057)*** (0.074)*** 
L.  Log(population)  0.005 0.006 0.004 
 (0.001)***  (0.010)  (0.012) 
L. Unrelated Diversity Index      0.014 
     (0.020) 
L. Related Diversity index      0.015 
     (0.013) 
L. Competition Index      0.001 
     (0.003) 
L. Low-Skill Service * Share Bachelor’s        
     
L. Low-Skill Service Establishments per 1000   0.003  0.006  0.005 
 (0.002)*  (0.003)**  (0.002)*** 
L. Labor Organization Establishments per 1000  -0.008  -0.091  -0.084 
 (0.011)  (0.040)**  (0.037)** 
L. Owner occupied housing share  0.002  0.066  0.067 
 (0.022)  (0.033)**  (0.039)* 
L. Murder rate per 100,000 pop  -0.000  0.000  0.000 
 (0.000)**  (0.000)  (0.000) 
L. Country of Birth Diversity Index  -0.024  -0.091  -0.026 
 (0.009)***  (0.052)*  (0.056) 
L. Eating and Drinking Establishments per 1000   0.001  0.001   
 (0.003)  (0.006)   
L. Museums per 1000 pop  -0.083  -0.003   
 (0.071)  (0.102)   
L. Health Institutions per 1000 pop  0.000  -0.001   
 (0.002)  (0.004)   
L. Log Median House Value (real; 2000$)      -0.023 
     (0.004)*** 
L. Unemployment rate      -0.085 
     (0.045)* 
L. Share High School drop-outs (age 25+)      -0.003 
     (0.039) 
L. Share Population below Poverty Line      -0.097 
     (0.061) 
     
Year fixed effect  yes  yes  yes 
Region fixed effect  yes  no  no 
MSA fixed effects  no  yes  yes 
Katz & Murphy Index  yes  yes  yes 
     
Observations  511 511 511 
Adj.  R-squared  0.97 0.92 0.93 
Number of MSA  270  270  270 
Table 11: Ranking of Immigration Countries of Origin 
% of all urban foreign born 
  1980 1990 
1 Mexico  14.3  Mexico  20.55 
2 other 
†  8.64 other 
† 7.32 
3 Puerto  Rico*  6.83  Central 
America  5.51 
4 Germany  6.7  South 
America  5.24 
5 Italy  5.84  Puerto  Rico*  5.13 
6 Canada  5.4  West  Indies  5.13 
7 West  Indies  4.73  Germany  4.8 
8 Cuba  4.42  Philippines  4.62 
9 South  America  4.19  China  4.53 
10 Philippines  3.66  Cuba  3.79 
11 China  3.27  Canada  3.62 
12 England  3.11  Italy  3.06 
13 Poland  2.9  Korea  2.97 
14  Other 
USSR/Russia  2.83 India  2.82 
15 Central  America  2.68 Vietnam  2.78 
16 Korea  2.05  England  2.25 
 
Foreign born as 




as % of urban 
population 
10.81 
* Part of the USA, but counted as a separate country. 
†  Residual countries grouped together (those with < 0.50 % of all 
immigrants). 
         Robust standard errors in parentheses           
         * significant at 10%; ** significant at 5%; *** significant at 1% 
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Table 13: Characteristics of The 15 Most Educated Cities, and The 7 Most Populous Cities 
       
(1)  (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)
                   
  Dependent variable is the % of the urban population with a 
Bachelor’s degree or higher in 2000, explained by urban 
characteristics in 1990. Coefficients are taken from the 





































































Rate    
   
 

































(0.047)    
A                       Most  Educated  Cities (insignificant) (insignificant)
1  Boulder-Longmont, CO PMSA  0.524  0.428                        0.359 0.578 0.053 1.242 -0.021 0.029 -0.002 4.676 0.023 0.048 -0.004 0.407 77.8
2  San Francisco, CA PMSA  0.436  0.349                            0.292 0.459 0.042 2.482 -0.042 0.105 -0.009 4.627 0.023 0.05 -0.004 0.302 69.3
3  Washington, DC-MD-VA-WV PMSA  0.418  0.370                            0.310 0.577 0.053 2.064 -0.035 0.070 -0.006 3.493 0.017 0.036 -0.003 0.336 80.3
4  Columbia, MO MSA  0.417  0.365                            0.306 0.517 0.047 1.268 -0.022 0.142 -0.012 5.659 0.028 0.046 -0.003 0.344 82.4
5  Madison, WI MSA  0.406  0.342                            0.286 0.536 0.049 1.154 -0.020 0.202 -0.017 2.999 0.015 0.032 -0.002 0.311 76.4
6  San Jose, CA PMSA  0.405  0.326                            0.273 0.570 0.052 2.410 -0.041 0.053 -0.005 3.600 0.018 0.047 -0.003 0.294 72.5
7  Charlottesville, VA MSA  0.401  0.333                            0.279 0.564 0.051 1.429 -0.024 0.061 -0.005 3.150 0.016 0.032 -0.002 0.314 78.3
8  Santa Fe, NM MSA  0.399  0.357                            0.299 0.643 0.059 2.119 -0.036 0.034 -0.003 2.760 0.014 0.044 -0.003 0.329 82.4
9                                Bloomington,  IN  MSA 0.396  0.329 0.276 0.522 0.047 1.142 -0.019 0.101 -0.009 2.331 0.012 0.056 -0.004 0.303 76.3
10  Fort Collins-Loveland, CO MSA  0.395  0.323                            0.270 0.594 0.054 1.198 -0.020 0.016 -0.001 3.417 0.017 0.053 -0.004 0.316 79.9
11  Raleigh-Durham-Chapel Hill, NC MSA  0.389  0.317                            0.265 0.568 0.052 1.698 -0.029 0.036 -0.003 3.151 0.016 0.037 -0.003 0.298 76.6
12  Gainesville, FL MSA  0.387  0.346                            0.290 0.492 0.045 1.675 -0.028 0.055 -0.005 2.792 0.014 0.056 -0.004 0.311 80.4
13                                Champaign-Urbana,  IL  MSA 0.380  0.341 0.285 0.511 0.047 1.404 -0.024 0.121 -0.010 2.468 0.012 0.041 -0.003 0.307 80.7
14                                Middlesex-Somerset-Hunterdon,  NJ  PMSA 0.374  0.302 0.253 0.676 0.062 1.496 -0.025 0.107 -0.009 3.640 0.018 0.044 -0.003 0.295 78.8
15  Bryan-College Station, TX MSA  0.370  0.358                            0.300 0.378 0.034 1.836 -0.031 0.008 -0.001 2.560 0.013 0.057 -0.004 0.311 84.1
         
B  average of the above 15  0.407  0.346  0.289  0.546  0.05  1.641  -0.028  0.076  -0.006  3.422  0.017  0.045  -0.003  0.318  78.4 
                         
  average  city,  overall                                0.236 0.198 0.166 0.604 0.055 1.521 -0.026 0.100 -0.008 2.955 0.015 0.062 -0.005 0.197 83.5
  median  city,  overall                                0.227 0.188 0.157 0.610 0.056 1.415 -0.024 0.082 -0.007 2.690 0.013 0.059 -0.004 0.191 84.0



















C   Most Populous Cities                      (insignificant) (insignificant)
1  Los Angeles-Long Beach, CA PMSA  0.249  0.223                        0.187 0.456 0.042 3.023  -0.051 0.043 -0.004 3.012 0.015 0.073  -0.005 0.183 73.6
2  New York, NY PMSA  0.292  0.246                            0.206 0.316 0.029 2.957 -0.050 0.071 -0.006 3.284 0.016 0.083 -0.006 0.189 64.8
3  Chicago, IL PMSA  0.301  0.245                            0.205 0.573 0.052 2.042 -0.035 0.081 -0.007 3.197 0.016 0.067 -0.005 0.226 75.2
4  Boston-Worcester-Lawrence-Lowell-Brockton, MA-NH NECMA  0.338  0.278                            0.233 0.559 0.051 1.262 -0.021 0.058 -0.005 2.462 0.012 0.066 -0.005 0.265 78.4
5  Philadelphia, PA-NJ PMSA  0.277  0.226                            0.189 0.651 0.059 1.648 -0.028 0.086 -0.007 3.023 0.015 0.057 -0.004 0.224 80.7
6
†  Washington, DC-MD-VA-WV PMSA  0.418  0.370                            0.310 0.577 0.053 2.064 -0.035 0.070 -0.006 3.493 0.017 0.036 -0.003 0.336 80.3
7                              Detroit,  MI  PMSA  0.228  0.177 0.148 0.659 0.060 1.658 -0.028 0.082 -0.007 2.614 0.013 0.089 -0.007 0.179 78.8
         
            
                              
         
                
                
  
 
Note: For each variable the regression coefficient’s value is listed from the given table, and column number between brackets. Robust standard errors in parenthesis, and significance level denoted by stars: ** significant at 5%; *** 
significant at 1%.  
† Washington DC also appears among the 15 most educated cities.  
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