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1 Introduction
Let G=H be a semisimple symmetric space, that is, G is a connected semisimple real Lie
group with an involution , and H is an open subgroup of the group of xed points for
 in G. The fundamental problem in harmonic analysis on G=H is to obtain an explicit
direct integral (`Plancherel') decomposition
L '
Z

^
G
m

 d() (1)
of the regular representation L of G in L
2
(G=H) into irreducible unitary representations.
The principal result of this paper is the determination of such a decomposition for the
part of L
2
(G=H) which corresponds to the `most-continuous part' of the spectrum.
In order to explain what is meant by the `most-continuous part', let us consider for
a moment the important particular case of the group G itself considered as a symmetric
space for the left times right action of G  G (the `group case'). As is well known
an explicit decomposition of the form (1) has then been determined by Harish-Chandra
([25]-[27]). The components of L
2
(G) fall in a (nite) number of `series', each of which
corresponds to a particular (class of) cuspidal parabolic subgroup P and is a direct integral
of representations 
P;;

 

P;;
. Here 
P;;
belongs to the principal series induced from
P =MAN ,  is in the discrete series ofM , and  is a continuous parameter ranging in the
imaginary linear dual ia

of a (the Lie algebra of A). By denition, the most-continuous
part of L
2
(G) is the component part associated with a P with maximal a-part, that is, a
minimal parabolic subgroup.
Returning to the general case of G=H, let g be the Lie algebra of G, and let g =
h q be its decomposition into 1-eigenspaces for  (so that h is the Lie algebra of H).
Furthermore, let  be a Cartan involution commuting with . By analogy with the group
case one expects L
2
(G=H) to decompose into a nite number of parts, each attached to a
particular parabolic subgroup P satisfying (P ) = P . The part attached to P =MAN
has the form of a direct integral of generalized principal series representations 
;
= 
P;;
,
with data essentially as follows. The parabolic subgroup P =MAN has -stable M and
A parts,  is in the discrete series for the symmetric space M=(M \ H), and  2 ia

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vanishes on a \ h. The `most-continuous part' would then be the part corresponding to
the parabolic subgroup P =MAN as above for which a \ q is maximal, which is the so-
called -minimal parabolic subgroup. For this parabolic subgroup the space M=(M \H)
is compact, and hence only nite dimensional 's occur. In this paper we determine
explicitly such a direct integral
Z

;
m


;
d(; ) (2)
for this parabolic subgroup, together with an equivariant imbedding into L
2
(G=H) (the
multiplicity m

= m

of 
;
, explicitly given below, happens to be independent of ).
The most-continuous part of L
2
(G=H), denoted by L
2
mc
(G=H), is then by denition the
image of (2). We realize the inverse map from L
2
mc
(G=H) to (2) explicitly by means of
the Fourier transform f 7!
^
f dened in [13]. We also prove that the orthocomplement
L
2
0
(G=H) of L
2
mc
(G=H) is `small' in a certain spectral sense (see below). In particular,
if G=H has split rank one, that is if the maximal abelian subspace a \ q of p \ q is
one-dimensional, then L
2
0
(G=H) decomposes discretely.
The discrete series for L
2
(G=H) (which is obtained in the above scheme with P = G),
has been extensively studied, and is by now quite well understood (see [20], [35]). In
particular, in the above-mentioned case of split rank one, where the discrete series is
complementary to L
2
mc
(G=H), one can now determine the full decomposition of L
2
(G=H)
by combination of these results with the present work. Previously such an explicit de-
composition was known for spaces of rank one (which means that a \ q in addition to
being one dimensional is maximal abelian in q), see for example [19], [18], [34]. For the
symmetric spaces GL(n;C)=U(p; q) a Plancherel decomposition has been obtained in [15];
note that these symmetric spaces are of type G
C
=G
R
; a complex reductive group modulo
a real form.
Besides the group case, another important particular case is when G=H is a Rieman-
nian symmetric space of the non-compact type, in which case H is compact. In this case
there is a well-developed theory of harmonic analysis, primarily due to Harish-Chandra
and Helgason ([22], [23], [24] and [29]). We shall see that L
2
mc
(G=H) = L
2
(G=H) in
this case. Thus we retrieve in (2) the Plancherel decomposition of L
2
(G=H). A major
simplication of the proof of this decomposition was found by Rosenberg [36], who used
techniques inspired by Helgason's Paley-Wiener theorem (see also [30], IV, x7).
For the present generalization to arbitrary G=H we use ideas inspired by those of
Rosenberg. In fact, we also obtain a Paley-Wiener theorem for G=H (that is, we deter-
mine the Fourier image of the space C
1
c
(G=H)
K
of K-nite compactly supported smooth
functions), but only in the case where G=H has split rank one. For the group case a
similar theorem was obtained in [16] for groups of split rank one, and in [2] for groups
of arbitrary split rank. For spaces G=H of general rank we prove the injectivity of our
Fourier transform on compactly supported functions and pose a conjectural image space.
We shall now describe our results in more detail. Let P = MAN be a -minimal
parabolic subgroup as above, let  be a nite dimensional unitary representation of M ,
and let  2 a

qc
, where a
q
= a \ q. Furthermore, let C
1
( : ) and C
 1
( : ) denote
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the spaces of smooth, respectively generalized, vectors for 
;
, and let C
 1
( : )
H
be
the space of H-xed elements in C
 1
( : ). In [6], [13] a certain nite dimensional
space V () (independent of ) was dened together with a natural family of linear maps
j

( : ) = j

(P :  : ) : V () ! C
 1
( : )
H
, depending meromorphically on  2 a

qc
and bijective for generic . The denition involved a normalization procedure which
guarantees that  7! j

( : ) is regular at the imaginary points  2 ia

q
(cf. [13]). This is
crucial for the denition of the Fourier transform associated with (2). For f 2 C
1
c
(G=H)
one denes
^
f ( : ) =
Z
G=H
f(gH)
; 
(g)j

( :  ) d(gH)
2 Hom(V (); C
1
( :  )) ' V ()


C
1
( :  ) (3)
for  2 ia

q
:
Our main result, stated in Theorems 18.8 and 18.9, now asserts that if one sets
d(; ) = dim() d, where d is Lebesgue measure (suitably normalized) on ia

q
, then
f 7!
^
f extends to a partial isometry of L
2
(G=H) onto the space given by (2), with specied
domains for  and .
In the group case as well as in the Riemannian case the Plancherel theorem is proved
by reduction to K-nite functions on G=H, and so is our theorem here (in the Riemannian
case one may even reduce to K-invariant functions on G=K, but for general G=H other
K-types than the trivial one are needed). For functions on G=H transforming according to
a givenK-type  , a Fourier transform closely related to the one above can be dened with
the use of normalized Eisenstein integrals E

( : ) on G=H. These are generalizations
of Harish-Chandra's normalized Eisenstein integrals associated with a minimal parabolic
subgroup in the group case. In the Riemannian case a K-invariant normalized Eisenstein
integral is essentially equal to c()
 1
'

; an elementary spherical function divided by the
associated c-function. The Eisenstein integrals as well as their normalized versions were
dened and studied in the paper [7], on which the present paper heavily relies. They are
linear combinations of matrix coecients of K-nite vectors of type  with the H-xed
vectors j

( : ),  2 V (), and they depend meromorphically on the parameter  2 a

qc
and linearly on the parameter  2

C( ). Here

C( ) is a certain nite dimensional
space depending on  (see Section 5 for its denition). The Eisenstein integrals behave
nitely under the algebra D(G=H) of invariant dierential operators on G=H, and they
can be represented by converging series expansions describing their asymptotic behavior
at innity. From the leading terms of these expansions normalized c-functions related to
G=H were obtained in [7].
In the present paper we need the normalized Eisenstein integral rather than the unnor-
malized one, because of the crucial fact (established in [13]) that  7! E

( : ) is regular
at points  2 ia

q
: This is closely related to the regularity of the j

( : ) at imaginary
values of :
In Section 7 we give a converging expansion for the Eisenstein integral and a uniform
estimate for its coecients. In the Riemannian case this specializes to the estimate of [21]
which is crucial for Helgason's Paley-Wiener theorem as well as for Rosenberg's proof of
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the Plancherel theorem. Likewise the estimate plays a crucial role in the present paper.
It will be proved in [14].
The Fourier transform Ff() of a (Schwartz-) function f on G=H transforming accord-
ing to the K-type  is dened by integration of f against E

( : ); it is a

C( )-valued
Schwartz function on ia

q
. If f is compactly supported, then Ff has a meromorphic ex-
tension to a

qc
; in Section 8 we derive an estimate of Paley-Wiener type for Ff: As in the
classical case the precise estimate is controlled by the size of the support of f . In compar-
ison with the Riemannian case it is a serious complication that the Eisenstein integrals
are obtained only by analytic continuation in  from a region in a

qc
which is smaller than
the region one wants to cover (for instance, ia

q
is in general not contained in the initial
region). This problem was overcome in [7], and we base our Paley-Wiener estimate on an
initial estimate from there.
In Sections 9 and 10 we study `wave packets'. These are superpositions of normalized
Eisenstein integrals: The wave packet transform J' of a

C( )-valued function ' on ia

q
(with suitable decay) is given by integration of ' against E

; thus J' is a function on
G=H of type  . It is easily seen that the transforms F and J are the transposed of
each other (that is, with L
2
-type inner products on the respective function spaces one
has hFf j'i = hf j J 'i). It is the wave packet transform that furnishes the imbedding
of (2) into L
2
(G=H), for functions of type  ; thus the part of L
2
mc
(G=H) that transforms
according to  is the closure in L
2
(G=H) of the space of all wave packets J' with a func-
tion ' of Schwartz decay. In the Riemannian case the inversion formula for the spherical
Fourier transform essentially asserts that J is the inverse of F (in the formulation of
Harish-Chandra the Plancherel measure involves a factor jc()j
 2
, but in our description
the factor is incorporated in the normalizations). In the general case, where other series
than the most-continuous are present, one can only expect J to be a partial inverse of
F . A key step in Rosenberg's proof for G=K is the use of Helgason's `shift argument',
where the integration in the wave packet is moved away from ia

q
in the direction of the
negative Weyl chamber. This allows one to detect the size of the support of J' from a
Paley-Wiener estimate of ' (see [30], IV, Thm. 7.3). Carrying out a similar shift for G=H
one would have to take residues into account, because the normalized Eisenstein integrals
are in general not holomorphic; the presence of these residues would then be responsible
for the other series in L
2
(G=H). A priori it is however not clear that these residues corre-
spond to the other series. Instead of tackling the problem directly, we circumvent it in the
following way. The singularities met in the shift argument are located on a nite number
of hyperplanes, and it is possible to choose a (non-trivial) invariant dierential operator
D so that all the singularities are cancelled by its presence in the application of the shift
to DJ'. The outcome, given in Theorem 10.2, is indeed that the size of the support of
DJ ' is governed by a Paley-Wiener estimate of '. Notice that the dierential operator
D depends on  .
Since Ff has already been shown to satisfy a Paley-Wiener estimate when f is com-
pactly supported, it follows that the size of the support of DJFf is governed by the size
of the support of f . In Section 11 we rene this result and obtain in Theorem 11.1 that
suppDJFf  supp f for all compactly supported smooth functions f of type  .
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The goal of the following Sections 12, 13, 14 is to establish the `inversion formula',
Theorem 14.1, which states that
DJF = D (4)
on compactly supported smooth functions of type  . This formula is a cornerstone in
the proof of the main theorem. At this point the compactness of H is crucially used in
Rosenberg's argument for the Riemannian case, and hence in our generality we have to
introduce a dierent method. We base the proof of (4) on a theory of `asymptotic behavior
of dierential operators' developed in Section 12. It follows from the above mentioned
support preserving property of DJF that this operator acts as a dierential operator
on functions of type  . Moreover, from easy properties of J and F the operator DJF
is seen to belong to the commutant of D(G=H). We prove that the coecients of any
dierential operator that commutes with D(G=H) on functions of type  have converging
series expansions similar to that of E

( : ), and that the leading terms in the expansions
determine the operator uniquely. The formula (4) then follows from a comparison of the
asymptotic behavior of DJF with that of D. The crucial part of the comparison is
carried out in Section 13.
In Section 15 we establish injectivity of the Fourier transforms f 7! Ff and f 7!
^
f;
when f ranges over the compactly supported smooth functions (see Theorems 15.1 and
15.5). This is deduced from (4) and a result in [12], which states that the application
of an invariant dierential operator is injective on C
1
c
(G=H), under a certain condition
which is met by the D from above.
In Section 16 we invert the order of F and J and study the operator FJ on

C( )-
valued Schwartz functions on ia

q
. We prove that this operator is simply given by the
projection onto the space of functions satisfying a certain transformation property under
a Weyl group. In particular, it follows that if (; ) is restricted to a fundamental domain
for the action of this Weyl group, then J gives rise to an isometric injection of (2) into
L
2
(G=H), for functions of K-type  . At this stage our proof is reminiscent of an argument
of Harish-Chandra for the spherical Fourier transform on G=K (see [23], pp. 591-592), but
the `inversion formula' (4) enters crucially at a certain point. On the Fourier transformed
side the application of D corresponds to multiplication with a certain polynomial, and
since we are dealing with meromorphic functions we are allowed to divide it out.
In Section 18 we take up the study of the Fourier transform f 7!
^
f for non-K-nite
functions. Using the results of the previous sections we prove our main theorem, Theorem
18.9, which was outlined above. We also obtain the result mentioned earlier that the
orthocomplement L
2
0
(G=H) of L
2
mc
(G=H) is `spectrally small': A K-nite function f of
type  in L
2
0
(G=H) is contained in the kernel of the dierential operator D (notice however
that D depends on  ). Another manifestation of the spectral smallness is the result that
L
2
0
(G=H) \ C
1
c
(G=H) = f0g (Theorem 18.11).
In Section 19 we discuss the dependence of Theorem 18.9 on various choices made
along the way.
In Section 20 we establish some results that will be needed in Section 21.
Finally, in Section 21 we derive the Paley-Wiener type result mentioned above for
spaces of split rank one. In analogy with the group case (see the references mentioned
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above) the image by F of the space of compactly supported smooth functions of type 
is characterized by a growth condition (obtained from the `Paley-Wiener type' estimate
of before), a condition for the transformation under the Weyl group, and an extra set
of conditions (not present in the Riemannian case) coming from relations among the
Eisenstein integrals. These conditions are set up without the assumption of split rank
one in order to give a conjecture for the general case. In comparison with the group case
and the Riemannian case the theory is more complicated, because we have to deal with
meromorphic functions on a

qc
rather than holomorphic functions.
As mentioned above, the present paper owes a great deal to the theory of Helgason
and Rosenberg on the spherical Fourier transform for G=K. One of the major advantages
of Rosenberg's proof of the Plancherel formula, compared with Harish-Chandra's original
proof, is that some rather intricate estimates of [23] are avoided. Recently it was shown
(see [1]) that also Harish-Chandra's result on Schwartz functions can be derived by the
same method. For the present generalization to G=H we have not been able to avoid
the use of such Schwartz estimates (see Theorem 16.4); they are given in [9]. Besides
the theory for G=K our major source of inspiration has of course been Harish-Chandra's
papers [25]-[27] for the group case.
Some of the results of this paper have been announced in [11], where also some further
results on the multiplicity function m

are discussed and illustrated by examples. In that
paper we also give some details on the specialization of the present theory to the group
case. Other results of the present paper, as well as applications to multipliers, have been
described in the survey paper [10]. Finally we would like to draw attention to the lecture
notes [28], where an overview of the theory behind the present paper is given.
2 Notation and preliminaries
Let G be a real reductive Lie group of Harish-Chandra's class (cf. [25] ),  an involution of
G, and H an open subgroup of the group G

of its xed points. Then G=H is a reductive
symmetric space. Let  be a Cartan involution commuting with , with corresponding
maximal compact subgroup K, and let g = h+ q and g = k+ p be the decompositions of
the Lie algebra g induced by  and  (we follow the custom of denoting the Lie algebra of
a Lie group by the corresponding lower case German letter). As usual, the Killing form
on [g; g] is extended to an invariant bilinear form B on g, for which the inner product
hX ; Y i =  B(X; Y ) is positive denite. We also require the extension to be compatible
with , that is, B(X; Y ) = B(X;Y ) for all X;Y 2 g.
Fix a maximal abelian subspace a
q
of p \ q, and put A
q
= exp a
q
. Let M
1
be the
centralizer of a
q
in G. We denote by  the root system of a
q
in g. Each positive system

+
for  determines a parabolic subgroup M
1
N , where N is the exponential of the
sum n of the positive root spaces. In this way there is a one-to-one correspondence
betweeen the positive systems for  and the -minimal parabolic subgroups (that is,
those which are minimal with respect to being -stable) containing A
q
. We write P
min

for this set of parabolic subgroups, (P ) for the positive system corresponding to a given
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P 2 P
min

, and (P ) for its subset of simple roots. Similarly we write a
+
q
(P ) for the
corresponding positive open Weyl chamber in a
q
, and A
+
q
(P ) for its exponential. The
Langlands decomposition of a given P 2 P
min

is always written as MAN
P
or MAN ;
then MA = M
1
, and N
P
= N is as above. Moreover, the maximality of a
q
implies that
a
q
= a \ q, where a = logA. We denote the real and complex linear dual spaces of a and
a
q
by a

, a

c
, a

q
and a

qc
; respectively, and view the latter two spaces as the subspaces of
the former two, consisting of the linear forms which vanish on a
h
= a \ h. In particular,
the element  = 
P
=
1
2
tr ad()j
n
2 a

satises  =  and hence belongs to a

q
. The
inner product h ; i is transferred to a complex bilinear form on a

qc
by duality. For  2 a

c
and a 2 A we write a

= e
(loga)
.
The reection group W of  is naturally isomorphic to N
K
(a
q
)=Z
K
(a
q
), the normalizer
modulo the centralizer of a
q
in K. Let W
K\H
be the canonical image of N
K\H
(a
q
) in W ,
then the open double P H cosets in G are parametrized by the quotient W=W
K\H
, in
the obvious way. It will be convenient to x, once and for all, a set W of representatives
in N
K
(a
q
) for this quotient. It will also be convenient to denote the element of W which
represents eW
K\H
in W=W
K\H
by 1: We now have the following generalized Cartan
decomposition of G, for each Q 2 P
min

:
G = cl
[
w2W
KA
+
q
(Q)wH; (5)
here cl stands for `closure', and the union inside cl is disjoint. The map (k; h; a) 7!
kw
 1
awh is a dieomorphism of K
K\H\M
HA
+
q
(Q) onto the open subset KA
+
q
(Q)wH
of G: Moreover, clKA
+
q
(Q)wH = Kcl (A
+
q
(Q))wH; and if an element x of this set is
written x = kawh according to the latter decomposition, then the a 2 clA
+
q
(Q) is unique.
We now recall from [6] the denition of the principal series for G=H. Let
c
M
fu
denote
the set of (equivalence classes of) irreducible nite dimensional unitary representations of
M: For P =MAN 2 P
min

we consider the representation 
;
= 
P;;
of G induced from
the representation 
 e


 1 of P; where  2
c
M
fu
and  2 a

qc
. In accordance with loc.cit.
we use left induction; thus the space C
1
(P :  : ) = C
1
( : ) of smooth vectors for 
;
is the space of smooth functions f : G! H

satisfying the transformation rule
f(manx) = a
+
(m)f(x) (m 2M; a 2 A; n 2 N; x 2 G); (6)
and G acts from the right. Similarly, we denote by C
 1
(P :  : ) = C
 1
( : ) the space
of generalized functions f : G ! H

satisfying (6). It will also be useful to work with
the compact picture of these representations; it is obtained by taking restrictions to K of
the above functions. More precisely, let C
1
(K : ) and C
 1
(K : ) denote the spaces of
smooth, respectively generalized, functions from K to H

satisfying the transformation
rule
f(mx) = (m)f(x) (m 2 K
M
; x 2 K); (7)
where we have written K
M
= K \M: Then restriction to K induces a linear isomorphism
C
 1
( : ) ' C
 1
(K : ); mapping C
1
( : ) onto C
1
(K : ): Via this isomorphism we
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transfer the induced representation to a representation of G on C
 1
(K : ); again denoted
by 
P;;
= 
;
: We recall that
hf j gi =
Z
K
hf(k) j g(k)i dk (8)
denes a sesquilinear pairing C
1
(K : )  C
 1
(K : ) ! C; which is equivariant for

;
; 
; 


: In particular, for  2 ia

q
the representation 
;
is unitarizable; the associated
Hilbert space is the space L
2
(K : ) of square integrable functions in C
 1
(K : ): Here
and in the following we use the convention that bilinear pairings are denoted by h ; i;
whereas sesquilinear pairings are denoted by h j i; the latter are always assumed to be
skew linear in the second component.
For each  2
c
M
fu
; let V () denote the formal direct sum
V () =
M
w2W
H
wH
M
w
 1

; (9)
provided with the direct sum inner product, where H
M
=M \H; and where H
wH
M
w
 1

is
the space of wH
M
w
 1
-xed vectors in H

. It will be convenient to write V (; w) for the
image of H
wH
M
w
 1

in V (); and pr
w
:  7!  
w
for the orthogonal projection of V () onto
this component.
Let
c
M
H
be the set of (equivalence classes of) those , for which V () 6= 0. Notice that
M = K
M
wH
M
w
 1
(10)
for all w 2 W, and hence the representations in
c
M
H
restrict irreducibly to K
M
(see
[13], Lemma 1). By [6], Thm. 5.10, the representations 
;
have non-trivial H-xed
distribution vectors for generic , if and only if  2
c
M
H
. For this reason the series of
representations 
;
with  2
c
M
H
and  2 a

qc
is called the principal series for G=H.
In fact, by loc.cit. the space C
 1
(K : )
H
of H-xed distribution vectors for 
;
is in
bijective correspondence with V (), for generic . The correspondence is given as follows.
If R 2 R; then we put
a

q
(P;R) = f 2 a

qc
j hRe ; i < R for  2 (P ) g: (11)
Let 
 be the open subset [
w2W
PwH of G, and let the linear map j( : ) = j(P :  : )
from V () to C
 1
( : )
H
be dened by
j( : )()(x) =
8
>
<
>
:
a
+
(m)
w
for x = manwh 2 

(m 2M;a 2 A;n 2 N;w 2 W; h 2 H);
0 for x =2 
:
for  2 V (),  2
c
M
H
and  2 a

qc
with  +  2 a

q
(P; 0) (this condition on  implies
that x 7! j( : )()(x) is continuous). Then the Hom(V (); C
 1
(K : ))-valued function
 7! j( : ) extends meromorphically to a

qc
, and j( : ) is a bijection from V () onto
9
C 1
( : )
H
for generic  2 a

qc
. In particular, the elements of C
 1
( : )
H
are uniquely
determined by their restrictions to 
, for generic .
Let D(G=H) denote the algebra of invariant dierential operators on G=H. Let U(g)
denote the universal enveloping algebra of the complexication g
c
of g; and U(g)
H
the
subalgebra of H-xed elements. Recall that the right action R of G on C
1
(G) induces a
surjective homomorphism of algebras
r : U(g)
H
! D(G=H); (12)
whose kernel is U(g)
H
\ U(g)h. Let b be a maximal abelian subspace of q, containing a
q
,
then b is a Cartan subspace for G=H. Let (b) denote the root system of b in g
c
andW (b)
its reection group. Then there is a natural isomorphism  (called the Harish-Chandra
isomorphism) of D(G=H) onto the algebra I(b) = S(b)
W (b)
of invariants for W (b) in S(b)
(the symmetric algebra of b
c
).
Let P =MAN 2 P
min

. Since the distributions in C
 1
( : )
H
are right H-invariant
there is a natural action of the algebra D(G=H) on this space. We shall now discuss this
action and at the same time x some notations.
The space M
1
=H
M
1
is again a reductive symmetric space (here H
M
1
= M
1
\ H); let
D(M
1
=H
M
1
) denote its algebra of invariant dierential operators. Then there is a natural
map
8

P
: D(G=H)! D(M
1
=H
M
1
) dened by the requirement
D  
8

P
(D) 2 nU(g) + U(g)h; (13)
here we have abused notations by identifying an element D 2 D(G=H) with any X 2
U(g)
H
for which D = r(X) (and similarly for D(M
1
=H
M
1
)). It is easily seen that
8

P
is a
homomorphism of algebras.
Dene the real analytic function d
P
: M
1
!]0;1[ by
d
P
(m) = jdet(Ad(m)j
n
)j
1=2
:
Then the map D 7! d
 1
P
D  d
P
denes an automorphism of D(M
1
=H
M
1
): We dene the
algebra homomorphism  : D(G=H)! D(M
1
=H
M
1
) by
(D) = d
 1
P

8

P
(D)  d
P
: (14)
Let W
M
1
(b) be the Weyl group of b
c
in m
1c
; and let I
M
1
(b) = S(b)
W
M
1
(b)
denote the set
of invariants in S(b) for this Weyl group. Moreover, let 
M
1
: D(M
1
=H
M
1
) ! I
M
1
(b) be
the corresponding Harish-Chandra isomorphism, then it is easily seen that

M
1
 = : (15)
This justies the notation in the denition (14), since the resulting map  does not depend
on the particular choice of P 2 P
min

.
The space M
1
=H
M
1
naturally decomposes as a product M
1
=H
M
1
'M=H
M
A
q
: This
induces a decomposition of the algebra of invariant dierential operators:
D(M
1
=H
M
1
) ' D(M=H
M
)
 U(a
q
): (16)
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Since U(a
q
) is naturally isomorphic to the symmetric algebra S(a
q
); and hence to the
algebra of polynomial functions a

qc
! C; the elements of D(M
1
=H
M
1
) may be viewed
as D(M=H
M
)-valued polynomial functions on a

qc
: In particular, if D 2 D(G=H); then
8

P
(D) and (D) may be viewed as polynomial functions a

qc
! D(M=H
M
): We denote
by
8

P
(D : ) and (D : ) respectively their values in an element  2 a

qc
: It is readily
veried that (D : ) =
8

P
(D :  + 
P
):
Let w 2 N
K
(a
q
): Then conjugation by w in U(g) induces an algebra isomorphism
D(M
1
=H
M
1
)! D(M
1
=wH
M
1
w
 1
); which we denote by D 7! Ad(w)D: Thus

w
:= Ad(w)  : D(G=H)! D(M
1
=wH
M
1
w
 1
) ' D(M=wH
M
w
 1
)
 S(a
q
) (17)
is a homomorphism of algebras. If D 2 D(G=H);  2 a

qc
; then the operator 
w
(D : ) in
D(M=wH
M
w
 1
) is dened as the evaluation of 
w
(D) in :
Let w 2 W: Then via  we have a natural action of the algebra D(M=wH
M
w
 1
) on the
space V (; w) ' H
wH
M
w
 1

: Let 
w
: D(M=wH
M
w
 1
) ! End(V (; w)) be the associated
homomorphism of algebras. If D 2 D(G=H);  2 a

qc
; then we dene (D :  : ) 2
End(V ()) as the direct sum of the endomorphisms 
w
(
w
(D : )) 2 End(V (; w)); w 2
W:
We now recall from [13], eqn. (38), that for every D 2 D(G=H) we have
D(j( : )) = j( : )((D :  : )) ( 2 V ()); (18)
as a meromorphic identity in  2 a

qc
:
If D belongs to Z(G=H) = r(Z); the canonical image in D(G=H) of the center Z of
U(g); then (D :  : ) can be computed as follows.
Let j be a Cartan subalgebra of g containing a
q
; and let j
0
denote the orthocomplement
of a
q
in j: Then
j = j
0
 a
q
: (19)
Via this decomposition we view j

0c
and a

qc
as subspaces of j

c
: Let W (j) denote the
Weyl group of the root system (j) of j
c
in g
c
; and let 
g
j
denote the Harish-Chandra
isomorphism from Z onto I(j) := S(j)
W (j)
: Let 

2 j

0c
denote the innitesimal character
of ; here we use the decomposition j
0
= (j \ m)  (a \ h) to identify (j \ m)

c
with a
subspace of j

0c
: Then 

+  is the innitesimal character of the induced representation

;
; that is, if Z 2 Z; then Z acts by the scalar 
g
j
(Z : 

+ ) on 
;
: Performing the
substitution D = r(Z) in (18) and using the injectivity of j( : ) for generic  2 a

qc
; we
infer, for all Z 2 Z;  2 a

qc
; that
(r(Z) :  : ) = 
g
j
(Z : 

+ ) I
V ()
: (20)
3 Normalization of measures
In this section, we shall specify the normalization of the various measures involved in
our Plancherel formula. From now on dx = d(gH) will be a xed choice of invariant
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measure on G=H; and dk the normalized Haar measure of K. Let P 2 P
min

: If da is an
invariant measure on A
q
, the decomposition (5) induces the following formula for dx (see
[37], p. 149):
Z
G=H
f(x)dx = C
Z
K
Z
A
+
q
(P )
X
w2W
f(kawH)J(w
 1
aw) dadk; (21)
for f 2 C
c
(G=H); where C is a positive constant and J is the function
J(a) =
Y
2(P )


a

  a
 



m
+

h
a

+ a
 
i
m
 

on A
q
. Here the numbers m


are dened as follows: For  2  let g

= g
+

 g
 

denote
the decomposition of the root space g

into the 1 eigenspaces for , then m


= dimg


.
Notice that J is independent of the choice of P . The constant C is also independent of
the choice of P ; this follows from the observation that the action of W is transitive on
P
min

and leaves the measure da invariant. We shall use the normalization of da for which
C = 1.
Let jW j be the order of W , and let d be Lebesgue measure on ia

q
; normalized as
jW j
 1
times the regularly normalized measure d
reg
(); the latter measure is the one
which allows an extension of the classical Fourier transform ' 7! '^; C
c
(A
q
) ! C(ia

q
),
dened by the formula
'^() =
Z
A
q
'(a) a
 
da; (22)
to an isometry from L
2
(A
q
; da) onto L
2
(ia

q
; d
reg
).
If w 2 N
K
(a
q
) then the space M=wH
M
w
 1
is compact by (10). We equip it with the
M -invariant measure for which this space has total measure one.
If P
1
= MAN
1
; P
2
= MAN
2
are -minimal parabolic subgroups with the indicated
Langlands decompositions, let the Haar measure of the nilpotent group

N
1
\N
2
be normal-
ized as in [33], x2. The sole reason for using this normalization is to make valid the usual
product formulas for standard intertwining operators (cf. [6], Prop. 4.6). If P 2 P
min

; we
let dn denote the Haar measure of

N
P
(normalized according to the above), and dene
the positive constant c(A
q
) by (see also [7], eqn. (122)):
c(A
q
)
 1
=
Z

N
P
e
2
P
H
P
(n)
dn: (23)
Here H
P
: G! a is the real analytic map dened by x 2 N
P
expH
P
(x)MK: Notice that
the constant c(A
q
) is independent of the choice of P 2 P
min

:
4 The Fourier transform
Let P 2 P
min

; and let  2
c
M
H
: As a meromorphic Hom(V (); C
 1
(K : ))-valued func-
tion on a

qc
the function  7! j( : ) may have singularities at points of ia

q
: Following
12
[13] we shall now introduce a suitable normalization of the j( : ) to get rid of these
singularities.
If P
1
; P
2
2 P
min

; let A(P
2
: P
1
:  : ) denote the standard intertwining operator from

P
1
;;
to 
P
2
;;
; dened as in [6]. This operator maps C
 1
(P
1
:  : ) equivariantly and
continuous linearly to C
 1
(P
2
:  : ); and depends meromorphically on  as an endo-
morphism of C
 1
(K : ) (`the compact picture', cf. [6], Prop. 4.11). Since the standard
intertwining operators are bijective for generic ; the map
j

(P :  : ) := c(A
q
)
 1
A(

P : P :  : )
 1
j(

P :  : ) (24)
is again a bijection from V () onto C
 1
(P :  : )
H
for generic  2 a

qc
(see (23) for the
denition of c(A
q
)).
Remark 4.1 Note that the intertwining operator A(

P : P :  : ) depends on the chosen
normalization of the Haar measure dn of

N
P
: However, the operator c(A
q
)A(

P : P :  : )
is independent of this particular normalization. Therefore the map j

( : ) is independent
of the chosen normalization of dn as well.
By meromorphy of the inverted intertwining operator (see [6]), the expression (24)
is meromorphic as a Hom(V (); C
 1
(K : ))-valued function of  2 a

qc
: Notice that
eqn. (18) remains valid if j is replaced by j

, because of the equivariance of the intertwining
operator.
If  > 0; we dene the subset a

q
() of a

qc
by:
a

q
() = f 2 a

qc
j jhRe  ; ij <  for all  2 g:
Notice that a

q
() = a

q
(P; ) \ a

q
(

P ; ):
According to [13] we now have the following regularity result.
Theorem 4.2 Let  2
c
M
H
: Then there exists a constant  > 0 such that the meromorphic
Hom(V (); C
 1
(K : ))-valued function  7! j

( : ) is regular on the neighborhood
a

q
() of ia

q
:
Theorem 4.2 allows us to dene a Fourier transform. At a later stage we shall have to
keep track of particular choices of representations; therefore we shall distinguish between
irreducible nite dimensional unitary representations of M and their equivalence classes.
In this spirit we shall write [] 2
c
M
fu
; respectively  2 ! 2
c
M
fu
; to indicate that  is a
nite dimensional irreducible unitary representation ofM; whose equivalence class belongs
to
c
M
fu
; respectively equals ! 2
c
M
fu
: Moreover, we write H

for the nite dimensional
complex Hilbert space in which  is (unitarily) realized, and we write
d
!
= d

= dimH

:
We now come to the denition of a Fourier transform on C
1
c
(G=H): For [] 2
c
M
H
; let
L
2
(K : ) denote the Hilbert space of square integrable elements in C
 1
(K : ) (cf. Sec-
tion 2). We equip the dual V ()

of V () with the dual Hermitean inner product, and
L
2
(K : ) 
 V ()

with the tensor product inner product.
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If f 2 C
1
c
(G=H); then for [] 2
c
M
H
;  2 ia

q
we dene the element
^
f( : ) =
^
f
P
( : ) 2 Hom(V (); C
 1
(K : )) ' C
 1
(K : ) 
 V ()

by
^
f( : ) = [
; 
(f)  I]j

(P :  :  )
:=
Z
G=H
f(gH) [
; 
(g)
 I] j

(P :  :  ) d(gH): (25)
Here we view j

(P :  : ) as an element of C
 1
(K : )
V ()

; and 
; 
= 
P;; 
denotes
the principal series representation Ind
G
P
(
 
1); realized on C
 1
(K : ) (cf. Section 2).
By denition we thus have that
^
f( : ) 2 C
 1
(K : ) for  2 ia

q
. However, it is easily
seen that actually
^
f( : ) 2 C
1
(K : ) (use Lemma 4.3 below to throw dierentiations
on f). Moreover, the map f 7!
^
f( : ) is continuous from C
1
c
(G=H) to C
1
(K : ), for
all  2 ia

q
.
The following intertwining property is obvious from the denitions:
Lemma 4.3 Let f 2 C
1
c
(G=H); [] 2
c
M
H
;  2 ia

q
: Then
d
L
x
f( : ) = [
; 
(x)
 I]
^
f( : ) (x 2 G):
5 Eisenstein integrals
Throughout this paper  will be a unitary representation of K in a nite dimensional
Hilbert space V

: A function f : G=H ! V

is called  -spherical if it transforms according
to the rule:
f(kx) =  (k)f(x) (k 2 K; x 2 G=H):
The space of smooth  -spherical functions G=H ! V

is denoted by C
1
(G=H :  ):
Let 
M
denote the restriction of  to K
M
: If w 2 W; then by C
1
(M=wH
M
w
 1
: 
M
)
we denote the space of smooth functions ' : M=wH
M
w
 1
! V

which are 
M
-spherical,
i.e. transform according to the rule
'(km) =  (k)'(m) (k 2 K
M
; m 2M=wH
M
w
 1
):
We recall from Section 3 that M=wH
M
w
 1
is equipped with an invariant measure for
which it has total measure 1: In view of (10) the space C
1
(M=wH
M
w
 1
: 
M
) is nite
dimensional; it may be viewed as a subspace of L
2
(M=wH
M
w
 1
) 
 V

and thus inherits
a Hilbert space structure.
We now dene the following formal direct sum of Hilbert spaces:

C( ) =
M
w2W
C
1
(M=wH
M
w
 1
: 
M
): (26)
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Note that the space

C( ) is nite dimensional. The component associated with w 2 W
will be denoted by

C
w
( ); and the projection map onto this component by pr
w
:  7!  
w
:
If [] 2
c
M
fu
; we denote by C
1

(M=wH
M
w
 1
) (or C
1
[]
(M=wH
M
w
 1
)) the space of left
M -isotypical functions of type [] in C
1
(M=wH
M
w
 1
): It is easily seen from (10) that
this space is nite dimensional. We write

C
w;
( ) =

C
w
( ) \ [C
1

(M=wH
M
w
 1
) 
 V

]
and denote the direct sum of these over w 2 W by

C

( ): It follows from the Frobenius
reciprocity theorem (for details, see [13], Lemma 3) that

C

( ) is non-zero if and only if
[] 2
c
M
H
and 
_
j
K
M
occurs in the decomposition of 
M
into irreducible K
M
-types, where

_
denotes the representation contragradient to . We use the notation 
_
"  (or [
_
] "  )
to indicate this occurrence, and we thus have the nite sum decomposition

C( ) =
M
[
_
]"

C

( ); (27)
where the sum extends over the equivalence classes [] 2
c
M
fu
for which [
_
] "  .
We are now ready to dene the  -spherical Eisenstein integral. It will depend on
parameters  2

C( ) and  2 a

qc
: Let P 2 P
min

: If  2

C( ); then for  2 a

qc
we dene
the function
~
 ( : ) : G=H ! V

by
~
 ( : x) =
8
>
<
>
:
a
+
P
 
w
(m) for x = manwH
(m 2M ;a 2 A; n 2 N; w 2 W);
0 for x =2 [
w2W
PwH:
(28)
It follows from [6], Prop. 5.6, that if  + 
P
2 a

q
(P; 0) (see (11)) then
~
 () is continuous
on G. The  -spherical Eisenstein integral is then dened by
E( : )(x) = E

(P :  : )(x) =
Z
K
 (k)
 1
~
 ( : kx) dk; (29)
for x 2 G=H. Then  7! E( : ) is a linear map from

C( ) to C
1
(G=H :  ). Moreover
the map  7! E( : ) allows a meromorphic extension to all of a

qc
(see [7] and [13]).
Remark 5.1 The present denition of the Eisenstein integral slightly extends the one
given in [7], x3. If # 
c
K is a nite set of K-types, then we write V
#
:= C(K)
#
_
for
the space of continuous functions on K which behave nitely under the right regular
representation R; with K-types contained the set #
_
:= f
_
j  2 #g; where 
_
2
c
K
denotes the representation contragradient to . Moreover, we write

#
:= Rj
V
#
(30)
for the restriction of R to V
#
: If we take (; V

) = (
#
;V
#
) in the present denition of the
Eisenstein integral, then we obtain the denition of [7].
The more general  -spherical Eisenstein integral can be expressed in terms of the more
restricted one in a natural way. This allows a straightforward extension of the theory of
[7] to the more general Eisenstein integral. For details we refer the reader to [13]. In the
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present paper we shall often refer to [7] for a result on Eisenstein integrals and then apply
it to the present more general setting.
We now recall some properties of the singular set of the meromorphic function  7!
E( : ) that will be of importance in this paper.
As in [7], if S  a

qc
n f0g; let 
S
(a
q
) be the set of elements of S(a
q
) n f 0 g which can
be written as a product of linear factors of the form h ; i+ c; with  2 S; c 2 C: It is to
be understood that 1 2 
S
(a
q
): Notice that C


S
(a
q
) is precisely the set of polynomial
functions on a

qc
whose zero locus is contained in a nite union of hyperplanes which are
translates of the linear subspaces 
?
;  2 S: If S = a

qc
n f0g we simply write (a
q
) for

S
(a
q
):
We now have the following, by [7], Prop. 10.3 (and the above remark). For everyR 2 R
there exists a polynomial p 2 

(a
q
) such that for every  2

C( ) the C
1
(G=H :  )-
valued meromorphic function
E
p
(P :  : ) :  7! p()E(P :  : ) (31)
is regular on a

q
(P;R):
Thus the Eisenstein integral has its singularities in a locally nite union of translates
of the hyperplanes 
?
;  2 : It may have singularities at points  2 ia

q
: We will
describe a normalization procedure to obtain Eisenstein integrals which are regular at
ia

q
: To prepare for this we rst need to describe the asymptotic behavior of Eisenstein
integrals.
Let Q 2 P
min

: Then according to [7], x14, and [13], x4, there exist unique meromorphic
End(

C( ))-valued functions C
QjP
(s : ) on a

qc
(s 2 W ) such that for generic  2 ia

q
we
have:
E(P :  : )(maw) 
X
s2W
a
s 
Q
[pr
w
C
QjP
(s : ) ](m) as a
Q
 !1;
for all  2

C( ); w 2 W;m 2 M: Here the relation  means that the dierence is
o(a
 
Q
) as a
Q
 !1, and the latter notion means that log a tends radially to innity in the
open chamber a
+
q
(Q). The endomorphisms C
QjP
(s : ) (s 2 W ) are invertible for generic
 2 a

qc
: We now dene the normalized  -spherical Eisenstein integral by
E

(P :  : ) = E(P : C
P jP
(1 : )
 1
 : );
for  2

C( ); and as a meromorphic identity in  2 a

qc
: For generic  2 ia

q
its asymptotic
behavior along the open chambers in the Cartan decomposition is described as above, but
with normalized C-functions:
E

(P :  : )(maw) 
X
s2W
a
s 
Q
[pr
w
C

QjP
(s : ) ](m) as a
Q
 !1: (32)
Here the normalized C-functions are given by:
C

QjP
(s : ) = C
QjP
(s : )C
P jP
(1 : )
 1
:
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Remark 5.2 A dierent normalization of the Eisenstein integral was dened in [7], x16,
by the formula: E
1
(P :  : ) := E(P : C

P jP
(1 : )
 1
 : ): This denition extends to the
present situation, see Remark 5.1. The associated normalized C-functions are given by:
C
1
QjP
(s : ) = C
QjP
(s : )C

P jP
(1 : )
 1
: According to [13], eqn. (52) and the line following
eqn. (55), we have, for P;Q 2 P
min

,  2

C( ) and s 2 W :
E

(P :  : ) = E
1
(

P :  : ); C

QjP
(s : ) = C
1
Qj

P
(s : ) ; (33)
as meromorphic identities in the variable  2 a

qc
: The results of [7] for E
1
and C
1
are
easily translated to results for E

and C

because of these relations.
For every R 2 R there exists a p 2 

(a
q
) such that the function
E

p
(P :  : ) :  7! p()E

(P :  : ) (34)
is regular on a

q
(

P ;R); in analogy with (31); see [7], Cor. 16.2 and Prop. 10.3.
We now have the following crucial result, due to [7] and [8] (see also [13], Prop. 5).
Proposition 5.3 Let P;Q 2 P
min

; s 2 W: Then
C

QjP
(s :  

)

C

QjP
(s : ) = I
as a meromorphic identity in  2 a

qc
: In particular the normalized C-function C

QjP
(s : )
is a unitary endomorphism of

C( ); for every  2 ia

q
:
The above result implies that the right-hand side of (32) is regular for  2 ia

q
: Starting
from this observation, the following result is obtained in [13], Thm. 2, where it plays a
crucial role in the proof of Theorem 4.2 above (conversely it is a consequence of the latter
theorem and eqn. (35) below).
Proposition 5.4 Let  be a nite dimensional unitary representation of K: There exists
 > 0 such that the meromorphic C
1
(G=H :  )-valued map  7! E

( : ) is regular on
a

q
() for every  2

C( ):
Remark 5.5 Combining the above proposition with Corollary 2 of [13], we now see that
(32) is in fact valid for all  2 ia

q
:
We shall now describe the relation of the Eisenstein integral to the principal series of
G=H; meanwhile xing notations that will also be needed at a later stage. If # 
c
K is a
nite subset, then we write
H
;#
:= C
1
(K : )
#
for the (nite dimensional) space of K-nite functions in C
1
(K : ) all of whose K-
types belong to #: If [] 2
c
M
H
; w 2 W; we shall write V () and V (; w) for the Hilbert
spaces which are conjugate to V () and V (; w) respectively. If T = ' 
  belongs to
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H;#

 V (; w); then according to [7], x4, we may dene a function  
T
2

C
w
(
#
) =
C
1
(M=wH
M
w
 1
: 
#M
) by
 
T
(m)(k) = h'(k
 1
) ; (m)i

(m 2M; k 2 K):
The map T 7!  
T
is linearly extended to a map H
;#

V ()!

C(
#
): Via the Hermitean
inner product on V () we have a natural isometry
V () ' V ()

;
and accordingly we view T 7!  
T
as a linear map from H
;#

V ()

to

C(
#
): According
to [7], Lemma 4.1, we now have:
Lemma 5.6 The map T 7! d
1=2

 
T
is an isometry from H
;#

 V ()

onto

C

(
#
); for
each [] 2
c
M
H
.
According to [13], eqn. (53), the relation with the principal series can now be described
as follows. Let T = '
  2 H
;#

 V (): Then
E


#
( 
T
: )(xH)(k) = h' j
;


(kx)j

( :

)i (x 2 G; k 2 K) (35)
as a meromorphic identity in  2 a

qc
: The sesquilinear pairing in this formula is dened
by (8).
We now return to the more general situation of an arbitrary : In this case a relation
similar to (35) is given in [13], Prop. 12 (we shall however not be using it here). The
 -spherical Eisenstein integrals as well as their normalizations are D(G=H)-nite. The
action of the algebra of invariant dierential operators may be described as follows. For
w 2 W let 
w
: D(G=H)! D(M
1
=wH
M
1
w
 1
) be the homomorphism of algebras dened in
Section 2. We recall that elements of D(M
1
=wH
M
1
w
 1
) may be viewed as D(M=wH
M
w
 1
)-
valued polynomial functions on a

qc
: In particular, if  2 a

qc
; D 2 D(G=H); then

w
(D : ) is a dierential operator in D(M=wH
M
w
 1
); it therefore naturally acts on

C
w
( ) ' C
1
(M=wH
M
w
 1
: 
M
) by an endomorphism we denote by 
w
(D :  : ): Let
(D :  : ) 2 End(

C( )) be the direct sum of the endomorphisms 
w
(D :  : ); w 2 W:
Then by [13], eqn. (54) we have, for  2

C( ):
DE

( : ) = E

((D :  : ) : ) (D 2 D(G=H)); (36)
as a meromorphic identity in  2 a

qc
: The above equation is also valid with the unnor-
malized Eisenstein integral E instead of E

:
The dependence of the Eisenstein integral on the parabolic subgroup P is described
by the following functional equation, for P
1
; P
2
2 P
min

,  2

C( ) and s 2 W (see [13],
Prop. 4):
E

(P
2
: C

P
2
jP
1
(s : ) : s) = E

(P
1
:  : ): (37)
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As suggested by the equations (36) and (37) we have the following relation between
the action on

C( ) of D(G=H) and the C-functions (which are endomorphisms of

C( )),
for P;Q 2 P
min

; s 2 W :
C

QjP
(s : )  (D :  : ) = (D :  : s) C

QjP
(s : ) (D 2 D(G=H)) (38)
as a meromorphic identity in  2 a

qc
; cf. [13], eqn. (73).
The endomorphisms (D :  : ) of

C( ) admit a simultaneous diagonalization: Let
b be a Cartan subspace of q containing a
q
: Then b = b
k
 a
q
; where b
k
:= b \ k: Via this
decomposition we identify a

qc
and b

kc
with subspaces of b

c
: Let  : D(G=H) ! I(b) 
S(b) be the Harish-Chandra isomorphism. Given  2 b

kc
we dene the algebra homo-
morphism 

: D(G=H) ! S(a
q
) by 

(D)() = (D :  + ); for D 2 D(G=H); and
 2 a

qc
: Correspondingly we have the joint eigenspace

C( )[] :=
\
D2D(G=H)
2a

qc
ker [(D :  : )  

(D)()] :
Then according to [7], Prop. 4.7, there exists a nite subset L  ib

k
such that

C( ) =
M
2L

C( )[]; (39)
the decomposition being orthogonal.
The decomposition into joint eigenspaces becomes simpler if D ranges over Z(G=H) =
r(Z): Recall from (19) that j is a Cartan subalgebra of g containing a
q
: Moreover, 
g
j
is
the Harish-Chandra isomorphism from Z onto I(j):
Lemma 5.7 Let [] 2
c
M
H
;  2 a

qc
and Z 2 Z: Then the endomorphism (r(Z) :  : )
acts by multiplication with the scalar 
g
j
(Z :    

) on

C

( ); here 

2 j

0c
is the
innitesimal character of :
Proof. Since the endomorphism depends polynomially on  and linearly on Z; we may as
well assume that  2 ia

q
and that Z 2 Z is real (with respect to the real form g of g
c
).
Then the representation 
;


has the innitesimal character 

+

 = 

  : Moreover,
since 
;


is unitary, it follows that

g
j
(Z : 

  ) = 
g
j
(Z
_
: 

  ) = 
g
j
(Z :   

):
Combining this with (20) we see that, for every  2 V (); we have:
(r(Z) :  :

) = 
g
j
(Z :   

):
Combining the obtained equation with [13], eqn. (43), and applying Lemma 3 of loc.cit.
we see that (r(Z) :  : ) acts by multiplication with 
g
j
(Z :    

) on

C

( ): 2
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We end this section by recalling a result that will be used a number of times in the rest
of this paper. If D 2 D(G=H), then by D

we denote the formal adjoint of D with respect
to the measure dx of G=H; i.e. it is dened by the formula hDf j gi = hf jD

gi for all
f; g 2 C
1
c
(G=H); where h j i denotes the L
2
-inner product. For all D 2 D(G=H);  2 a

qc
we have D

2 D(G=H) and:
(D :  : )

= (D

:  :  

): (40)
Here the star on the left hand-side indicates the adjoint with respect to the Hilbert
structure of

C( ): The relation (40) is an immediate consequence of [13], eqns. (41) and
(43).
6 The -spherical Fourier transform
Let  be a unitary representation of K in a nite dimensional Hilbert space V

: Follow-
ing [7], x17, we shall dene the  -spherical Fourier transform on a space of  -spherical
Schwartz functions.
Let  be Harish-Chandra's elementary spherical function with spectral parameter
zero, associated with the Riemannian symmetric pair (G;K): We dene the functions
; 
G=H
: G=H ! [0;1[ by
(xH) = (x(x)
 1
)
1=2
(x 2 G);

G=H
(kah) = j log aj (k 2 K; a 2 A
q
; h 2 H):
Following [7], x17, we now dene the space of (L
2
-) Schwartz functions C(G=H; V

) as the
space of C
1
functions f : G=H ! V

such that
sup
x2G=H
(x)
 1
(1 + 
G=H
(x))
n
kL
u
f(x)k <1
for all n 2 N; u 2 U(g); here L
u
denotes the regular action of u from the left on smooth
functions on G=H. Equipped with the obvious collection of seminorms this space is a
Frechet space. We denote its closed subspace of  -spherical functions by C(G=H :  ):
If f; g : G=H ! V

are  -spherical functions such that the function x 7! hf(x) j g(x)i
is integrable on G=H; then we dene
hf j gi :=
Z
G=H
hf(x) j g(x)i dx: (41)
Let P 2 P
min

be xed. It follows from Proposition 5.4 and from the remark succeeding
Thm. 19.1 in [7], that for f 2 C(G=H :  ) the function x 7! hf(x) jE

(P :  : )(x)i is
integrable on G=H; for every  2

C( ): We dene the Fourier transform Ff = F
P
f of f
to be the function ia

q
!

C( ) determined by:
hFf() j i = hf jE

(P :  :  

)i; (42)
for all  2

C( ): Let S(ia

q
) denote the (Schwartz) space of rapidly decreasing functions
on the Euclidean space ia

q
, then we now have (cf. [13], Cor. 4):
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Lemma 6.1 The Fourier transform F is a continuous linear map from C(G=H :  ) to
S(ia

q
)


C( ): 2
If f is compactly supported then from equation (42) one sees that Ff extends to a
meromorphic

C( )-valued function on a

qc
; given by the same equation.
We recall some more properties of the  -spherical Fourier transform. From [4], Lemma
7.2, it follows that D(G=H) maps C(G=H :  ) continuously into itself. From equations
(36), (42) and (40) we obtain the following result (see also [7], Lemma 19.3).
Lemma 6.2 Let f 2 C(G=H :  ); D 2 D(G=H): Then
F(Df)() = (D :  : )Ff() ( 2 ia

q
):
The following result is a consequence of (37) combined with Proposition 5.3 (see also
[13], eqn. (76)).
Lemma 6.3 Let P
1
; P
2
2 P
min

; and s 2 W: Then for all f 2 C(G=H :  ) we have:
F
P
2
f(s) = C

P
2
jP
1
(s : )F
P
1
f() ( 2 ia

q
):
We shall now describe the relation of the spherical Fourier transform with the Fourier
transform dened in Section 4. Let # 
c
K be a nite subset, and in the rest of this section
let  = 
#
be as in Remark 5.1. We denote the spaces of leftK-nite functions in L
2
(G=H)
and C
1
c
(G=H) all of whose K-types belong to # by L
2
(G=H)
#
and C
1
c
(G=H)
#
respec-
tively. These spaces are closed subspaces of L
2
(G=H) and C
1
c
(G=H), respectively. We
equip them with the induced structures, respectively of a Hilbert space and a topological
linear space.
The map 
e
: ' 7! '(e) denes a linear functional on V

= V
#
: Moreover, one readily
veries that the map F 7! 
e
F is a bijective isometry from L
2
(G=H :  ) onto L
2
(G=H)
#
:
Its inverse,
&:L
2
(G=H)
#
'
 !L
2
(G=H :  ); (43)
is given by &(')(x)(k) = '(kx) for k 2 K;x 2 G=H (see [13], Lemma 5). Of course, & maps
the space C
1
c
(G=H)
#
bijectively and continuously onto C
1
c
(G=H :  ); and it intertwines
the actions of D(G=H) on these spaces.
If f 2 C
1
c
(G=H)
#
; then it follows from Lemma 4.3 that
^
f( : ) 2 C
1
(K : )
#

 V ()

' H
;#

 V () (44)
for [] 2
c
M
H
;  2 ia

q
:
We now recall the following relation between the 
#
-spherical Fourier transform and
the Fourier transform.
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Proposition 6.4 Let # 
c
K be a nite subset, and put  = 
#
. Furthermore, let
f 2 C
1
c
(G=H)
#
and put F = &(f): Then for [] 2
c
M
H
; T 2 H
;#

 V () and  2 ia

q
we
have that
hFF () j 
T
i = h
^
f( : ) jT i: (45)
Moreover, for  2 ia

q
we have the nite sum
FF () =
X
[]2bM
H
[
_
]"
d

 
^
f( :)
: (46)
Proof. The relation (45) is given in [13], Prop. 3, and (46) is equivalent to it as a
consequence of (27) and Lemma 5.6. 2
7 Expansions of the Eisenstein integral
In this section  will be a xed unitary representation of K in a nite dimensional Hilbert
space V

; and P;Q will be xed parabolic subgroups from P
min

: Being a D(G=H)-nite
 -spherical function, the Eisenstein integral E

( : ) = E

(P :  : ) (with  2

C( ))
has a convergent expansion on the chamber A
+
q
(Q) (see [4]). We will recall some specic
properties of this expansion, which are obtained in [14] in generalization of Gangolli's
paper [21].
We start by recalling from [4] the notion of the  -radial component of a dierential
operator from D(G=H); meanwhile xing notations that will be used later in this paper.
From the Cartan decomposition (see (5) and the succeeding text) it follows that
KA
+
q
(Q)H is an open subset of G: If f 2 C
1
(G=H :  ); then f restricts to a smooth
V
K\H
M

-valued function on A
+
q
(Q): Thus we have the restriction map:
T
#
Q
: f 7! f jA
+
q
(Q); C
1
(G=H :  )! C
1
(A
+
q
(Q); V
K\H
M

); (47)
which is a continuous linear map for the usual locally convex topologies on these spaces.
Let C
1
c
(KA
+
q
(Q)H;V

) denote the space of smooth compactly supported V

-valued
functions equipped with the usual complete locally convex topology. The subspace of
functions f transforming according to the rule f(kxh) =  (k)f(x) for k 2 K;h 2 H;x 2
KA
+
q
(Q)H is closed; we denote it by C
1
c
(KA
+
q
(Q)H :  ) and equip it with the restriction
topology. A function of C
1
c
(KA
+
q
(Q)H;V

) may be viewed as a function of C
1
c
(G;V

) via
extension by zero outside its support. Accordingly we have a continuous linear embedding
C
1
c
(KA
+
q
(Q)H :  ) ,! C
1
(G=H :  ): (48)
Via this embedding we identify the linear space on the left-hand side with its image in
the space on the right-hand side. This image equals the linear subspace of functions
f 2 C
1
(G=H :  ) with supp f  KA
+
q
(Q)H: Notice however that the image is not closed,
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hence not complete, as a subspace of C
1
(G=H :  ); therefore the embedding (48) cannot
be used to identify C
1
c
(KA
+
q
(Q)H :  ) topologically with a subspace of C
1
(G=H :  ):
Now recall that the map (k; h; a) 7! kah induces a dieomorphism from K 
M\K\H
H A
+
q
(Q) onto KA
+
q
(Q)H: From this the following lemma is immediate.
Lemma 7.1 The map T
#
Q
restricts to a topological linear isomorphism from the space
C
1
c
(KA
+
q
(Q)H :  ) onto C
1
c
(A
+
q
(Q); V
K\H
M

):
We dene the continuous linear map
T
"
Q
: C
1
c
(A
+
q
(Q); V
K\H
M

)! C
1
(G=H :  ) (49)
as the inverse of the topological linear isomorphism of the above lemma, composed with
the embedding (48). For later purposes we list:
T
#
Q
 T
"
Q
= I on C
1
c
(A
+
q
(Q); V
K\H
M

); (50)
T
"
Q
 T
#
Q
= I on C
1
c
(KA
+
q
(Q)H :  ): (51)
Notice that if for g; h 2 C
1
c
(A
+
q
(Q); V
K\H
M

) we dene
hg jhi
J
:=
Z
A
+
q
(Q)
hg(a) jh(a)i

J(a) da; (52)
then from (21) (with C = 1) we see that T
"
Q
is the transposed of T
#
Q
in the sense that
hf j T
"
Q
gi = hT
#
Q
f j gi
J
(53)
for all f 2 C
1
c
(KA
+
q
(Q)H :  ) and g 2 C
1
c
(A
+
q
(Q); V
K\H
M

):
If D 2 D(G=H) then one readily checks that

Q;
(D) := T
#
Q
D  T
"
Q
(54)
denes an element of the ring
C
1
(A
+
q
(Q))
 S(a
q
)
 End(V
K\H
M

) (55)
of dierential operators on A
+
q
(Q); with coecients in C
1
(A
+
q
(Q))
 End(V
K\H
M

): The
operator (54) is called the  -radial component of D on A
+
q
(Q): Using (51) one readily sees
that 
Q;
is an algebra homomorphism from D(G=H) to (55). Note that if a function
f 2 C
1
(G=H :  ) is D(G=H)-nite, then its restriction to A
+
q
(Q) is nite under the
algebra 
Q;
(D(G=H)):
If X 2 U(g)
H
; then we shall also write 
Q;
(X) for 
Q;
(r(X)) (cf. (12)). Thus we
also view 
Q;
as an algebra homomorphism from U(g)
H
to (55).
Let O = O
Q
denote the ring of functions : A
+
q
(Q) ! C which admit a converging
series expansion of the form
(a) =
X
2N(Q)
c

a
 
(a 2 A
+
q
(Q)) (56)
with coecients c

2 C:
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Remark 7.2 Let (Q) be the set of simple roots in (Q): If  2 N(Q); we write
 =
P
2(Q)


: If moreover z 2 C
(Q)
; we write
z

=
Y
2(Q)
z



:
Let D denote the unit disk in C: Then obviously the series (56) denes a function in O
if and only if the power series
P
2N(Q)
c

z

converges on the polydisk D
(Q)
(and hence
denes a holomorphic function ' on that set). This explains the use of the notation O:
Let z = z
Q
: A
+
q
(Q) ! D
(Q)
be the map dened by z

(a) = a
 
( 2 (Q)): Then
the above functions  and ' correspond to each other by (a) = '(z(a)): Operations
like term by term dierentiation which can be applied to power series, can therefore be
applied to elements of O as well.
The following result is now a straightforward consequence of [4], Prop. 3.5, Lemma
3.6 and Prop. 3.7.
Lemma 7.3 The map 
Q;
is an algebra homomorphism from U(g)
H
to O
Q

 S(a
q
) 

End(V
K\H
M

):
In the rest of this section we shall write 
+
= (Q); and we shall suppress the
dependence on Q in the notations. In particular we write A
+
q
= A
+
q
(Q);  = (Q);
 = 
Q
; and 

= 
Q;
:
If  =
P
2


 2 N;we writem() =
P

j

j: Let  (

m
) denote the endomorphism
by which the `m \ k-part' of the Casimir element of U(g) acts on V
K\H
M

(see [14] for
details), and let  2 End(End(V
K\H
M

)) be dened by  = ad( (

m
)): Then the set N of
eigenvalues of  is a symmetric subset of R: Put
S = f 2 a

qc
j 9( 2 N n f0g): h2    ; i 2 Ng: (57)
One readily checks that the evaluation map f 7! f(e) denes a linear isometry
ev
1
:

C
1
( ) ' C
1
(M=H
M
: 
M
)
'
 !V
K\H
M

: (58)
Via this isomorphism we endow V
K\H
M

with the structure of a D(M=H
M
)-module. Recall
the denition of the algebra homomorphism  : D(G=H) ! D(M
1
=H
M
1
) ' D(M=H
M
) 

S(a
q
) from Section 2. If D 2 D(G=H);  2 a

qc
; we denote the endomorphism by which
the operator (D : ) acts on V
K\H
M

by (D :  : ): Notice that this endomorphism is
related to the endomorphism 
1
(D :  : ) on

C
1
( ) dened above (36) by
ev
1

1
(D :  : ) = (D :  : )  ev
1
:
Let L 2 D(G=H) denote the image of the Casimir element of U(g) under the map r
dened in (12). (L is the Laplace-Beltrami operator associated with the natural pseudo-
Riemannian structure on G=H induced by the bilinear form B:)
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Proposition 7.4 ([14]) Let  2 a

qc
n S; where S is dened by (57). Then there exists a
unique function 

= 
Q;
2 a
 
O 
 End(V
K\H
M

) having an expansion of the form


(a) = a
 
X
2N
,

()a
 
(a 2 A
+
q
)
with ,

() 2 End(V
K\H
M

); ,
0
() = I, such that:
[

(L)

](a) = 

(a) (L :  : ) (a 2 A
+
q
):
Finally, 

(a) and the ,

() (a 2 A
+
q
;  2 N) extend to meromorphic functions of
 2 a

qc
with singular set contained in S:
The functions 

occur in the expansion of the normalized Eisenstein integral as
follows. If w 2 W;  2 a

qc
nS we dene the End(V
K\wH
M
w
 1

)-valued function 
Q;w
( : )
on A
+
q
(Q) by

Q;w
( : a) =  (w) 
Q;
(a)   (w)
 1
: (59)
Then we have the following.
Theorem 7.5 ([14]) Let P;Q 2 P
min

; w 2 W: Then for every  2

C( ) we have
E

(P :  : )(aw) =
X
s2W

Q;w
(s : a)[pr
w
C

QjP
(s : ) ](e) (a 2 A
+
q
(Q))
as a meromorphic identity in :
Note that the above identity remains valid if E

( : ) and C

QjP
(s : ) are replaced
by their unnormalized versions E( : ) and C
QjP
(s : ) respectively.
Let J : A
+
q
!]0;1[ be the Jacobian introduced in Section 3. Then for  2 a

qc
n S we
dene the function
e


: A
+
q
! End(V
K\H
M

) by
e


(a) = J(a)
1=2


(a) (a 2 A
+
q
): (60)
Now obviously a
 
J(a)
1=2
2 O; and therefore the function
e


has an expansion of the
form
e


(a) = a

X
2N
a
 
e
,

() (61)
with coecients
e
,

() 2 End(V
K\H
M

);  2 N:
If R 2 R; we dene the following nite subset of N:
X
R
= f 2 N n f0g j kk
2
  2Rm() + minN  0g:
Moreover, we dene the following polynomial function of :
p
R
() =
Y
2X
R
Y
d2N
(h2    ; i   d): (62)
(If X
R
is empty then by denition p
R
() = 1.)
The following estimates will play a crucial role in Sections 10 and 13. Let

a

q
(Q;R)
denote the closure of a

q
(Q;R) in a

qc
:
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Theorem 7.6 ([14]) Let R 2 R: Then there exist constants C > 0;  > 0 (depending
on ;R) such that
jp
R
()j k
~
,

()k
op
 C (1 + jj)

(1 + jj)
deg p
R
;
for all  2 N and  2

a

q
(Q;R): Here k  k
op
denotes the operator norm.
Corollary 7.7 ([14]) Let R 2 R: Then we have the following:
(a) if a 2 A
+
q
; then the function  7! p
R
()

(a) is holomorphic in a neighborhood of

a

q
(Q;R);
(b) there exists for each  > 0 a constant C > 0 (depending on ;R) such that
jp
R
()jk

(a)k
op
 C a
Re 
(1 + jj)
deg p
R
(63)
for all  2

a

q
(Q;R); and all a 2 A
q
with (log a) >  (8 2 
+
):
Remark 7.8 Notice that if G=H is split, that is, if a
q
is also maximal abelian in q, then
m  h so that  (

m
) acts trivially on V
K\H
M

. Hence N = f0g, from which we infer that
if R  0 then X
R
is empty and p
R
= 1. In particular this is the case when G=H is a
Riemannian symmetric space. The same conclusion holds for the trivial K-type  on an
arbitrary reductive symmetric space G=H:
8 Paley-Wiener estimates for the Fourier transform
Let (; V

) be a nite dimensional unitary representation of K; and let P 2 P
min

: If
f 2 C
1
c
(G=H :  ) then its  -spherical Fourier transform Ff = F
P
f; originally dened as
a

C( )-valued Schwartz function on ia

q
, has a unique meromorphic extension to all of a

qc
:
Thus it may be viewed as an element of the spaceM


C( ) of meromorphic

C( )-valued
functions on a

qc
: The purpose of this section is to give estimates of Paley-Wiener type,
relating the growth of Ff to the support of f:
We start with a preparatory lemma. The set 

(a
q
); dened in Section 5, is partially
ordered by the relation of division. Let
8
 2 

(a
q
) be a polynomial which is minimal
subject to the condition that for every 2

C( ) the function E

8

:  7!
8
()E

(P :  : )
is holomorphic in a

q
(

P ; 0); for its existence, cf. (34). The polynomial
8
 is uniquely
determined up to a non-zero scalar factor.
Lemma 8.1 There exists a constant  > 0 such that:
(a) The polynomial
8
 has no zeros in a

q
();
(b) For every  2

C( ) the function E

8

:  7!
8
()E

(P :  : ) is holomorphic in
a

q
(

P ; ):
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Proof. If l :  7! h ; i c is a linear factor of
8
 ( 2 (

P ); c 2 C); then by minimality
of
8
 we must have l
 1
(0) \ a

q
(

P ; 0) 6= ;: Hence Re c < 0; and we see that there exists a
constant  > 0 such that l
 1
(0)\ a

q
() = ;: Since
8
 is a product of linear factors like the
above, there exists a constant  > 0 such that (a) holds.
The function E

8

is regular on the set ia

q
: Moreover, by (34) there exists a polynomial
p 2 

(a
q
) such that pE

8

is regular on a

q
(

P ; 1) (for any  ). Applying the lemma below
with 
1
= 1 and ' = E

8

; we see that there exists 
2
> 0; independent of  ; such that
E

8

is regular on the set a

q
(

P ; 
2
): Now decrease the  found in the rst part of the proof
so that   
2
: 2
Lemma 8.2 Let 
1
> 0 and p 2 

(a
q
): Then there exists a constant 
2
> 0 such that
the following holds. Suppose ' : a

q
(

P ; 
1
)! C is a meromorphic function such that:
(a) p' is regular on a

q
(

P ; 
1
);
(b) ' is regular on a

q
(

P ; 0) [ ia

q
:
Then the function ' is regular on a

q
(

P ; 
2
):
Proof. We may restrict ourselves to the case that p is a rst degree polynomial of the
form  7! h ; i  c;  2 (

P ); c 2 C; since (up to a sign) every polynomial of 

(a
q
) is
a product of such rst degree polynomials. We now distinguish the following three cases:
(i) Re c < 0; (ii) Re c = 0; (iii) Re c > 0:
(i) In this case U
1
:= p
 1
(0) \ a

q
(

P ; 0) is a non-empty open subset of the complex
hyperplane p
 1
(0): By (b) it follows that p' vanishes on U
1
; the latter set is contained in
the convex, hence connected, open subset U
0
1
:= p
 1
(0) \ a

q
(

P ; 
1
) of p
 1
(0): By analytic
continuation it follows that p' vanishes on U
0
1
: Hence on the set a

q
(

P ; 
1
) the rst degree
polynomial p is a divisor of the holomorphic function p'; and the conclusion follows with

2
= 
1
:
(ii) In this case U
2
:= p
 1
(0) \ ia

q
is a non-empty real subspace of the complex
hyperplane p
 1
(0): By (b) the function p' vanishes on U
2
: We may now apply analytic
continuation as in (i) and deduce the conclusion with 
2
= 
1
:
(iii) In this case we put 
2
= min(
1
;Re c): Then p has no zeros on a

q
(

P ; 
2
); and
p' is holomorphic on a

q
(

P ; 
2
)  a

q
(

P ; 
1
); by assumption (a). From this the desired
conclusion follows. 2
Dene the polynomial  2 

(a
q
) by
() =
8
( 

): (64)
Let  > 0 be as in Lemma 8.1. Then from (42) it follows that for every f 2 C
1
c
(G=H :  )
the function  7! ()Ff() is holomorphic on  a

q
(

P ; ) = a

q
(P; ):
By [7], Cor. 16.2 and Prop. 10.3 we may shrink  to ensure the existence of constants
C > 0; N 2 N; s > 0 such that:
k
8
()E

(P :  : )(a)k  C(1 + jj)
N
e
(s+jRej)j logaj
k k; (65)
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for all  2

C( ); a 2 A
q
and  2 a

q
(

P ; ): We shall use this estimate to obtain a crude
estimate for Ff: Let S be a subset of a
q
and dene the subset X
S
of G=H by
X
S
= K expS H: (66)
If S is compact then so is X
S
, and we equip the space
C
1
S
(G=H :  ) := ff 2 C
1
c
(G=H :  ) j supp f  X
S
g (67)
with the usual Frechet topology. Put
R
S
= sup
Y 2S
jY j:
(If S = ; then R
S
=  1:) Then we have the following:
Proposition 8.3 Let  > 0 be as above. Then for every n 2 N there exists a continuous
seminorm  on C
1
S
(G=H :  ) such that for all f 2 C
1
S
(G=H :  ) and every  2 a

q
(P; )
we have:
k()Ff()k  (1 + jj)
 n
e
R
S
jRej
(f):
Proof. From the above estimate for the Eisenstein integral it follows straightforwardly
that there exist constants C
0
and N such that
k()Ff()k  C
0
(1 + jj)
N
e
R
S
jRej
sup
x2X
S
kf(x)k; (68)
for all  2 a

q
(P; ); f 2 C
1
S
(G=H :  ). To improve upon this estimate, we need the
following lemma. Recall the denition of the endomorphism 
w
(D :  : ) of

C
w
( ) (w 2
W; D 2 D(G=H);  2 a

qc
) from the text preceding eqn. (36).
Lemma 8.4 There exist a constant m 2 N and for every w 2 W; k 2 N and X 2 a
q
an
m+ 1-tuple D
0
; : : : ;D
m
in D(G=H) such that:
(X)
k
=
m
X
j=0
(X)
j

w
(D
j
:  : ) (69)
as an endomorphism of

C
w
( ), for all  2 a

qc
:
Proof. Recall the denition (14) of  : D(G=H)! D(M
1
=H
M
1
); and the identity 
M
1
 =
 in (15). It is well known that S(b) is an integral ring extension of I(b); hence so is
also I
M
1
(b); and by the identity above we conclude that D(M
1
=H
M
1
) is an integral ring
extension of (D(G=H)): Hence there exists a number m 2 N with the property that for
every Y 2 a
qc
 D(M
1
=H
M
1
) there exist E
0
; : : : ; E
m
2 D(G=H) such that
Y
m+1
=
m
X
j=0
Y
j
(E
j
):
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Let now w 2 W; and k 2 N: Then it follows by repeated application of the above identity
to Y = Ad(w
 1
)X that there exist D
0
; : : : ;D
m
2 D(G=H) such that
[Ad(w
 1
)X]
k
=
m
X
j=0
[Ad(w
 1
)X]
j
(D
j
): (70)
Applying the isomorphism Ad(w) : D(M
1
=H
M
1
) ! D(M
1
=wH
M
1
w
 1
) we obtain an iden-
tity of elements in D(M
1
=wH
M
1
w
 1
): By (16) this may be viewed as an identity of
D(M=wH
M
w
 1
)-valued polynomial functions on a

qc
: In view of (17) evaluation in  now
results in the desired identity (69). 2
Completion of the proof of Proposition 8.3. For w 2 W let F
w
:= pr
w
F : Then it suces
to prove the estimate with F replaced by F
w
:
Let m 2 N be the constant of the above lemma. Fix w 2 W; X 2 a

q
; k 2 N; and let
D
0
; : : : ;D
m
2 D(G=H) be such that (69) holds. Then by Lemma 6.2 and (68) it follows
that
k(X)
k
()F
w
f()k  (1 + jj)
m
m
X
j=0
jXj
j
k()F
w
(D
j
f)()k
 C
00
(1 + jXj)
m
(1 + jj)
m+N
e
R
S
jRej
max
j
sup kD
j
fk:
Here N is the constant of (68), and C
00
> 0 is a constant independent of f and : It is
now straightforward to complete the proof. 2
We shall also need an estimate for Ff which reects more rened aspects of the geom-
etry of supp f: The key to this estimate is the following estimate for the (unnormalized)
Eisenstein integral.
Proposition 8.5 Let w 2 W: Then there exists a constant C > 0 such that for all
 2

C
w
( ); a 2 A
q
and  2 a

q
(P; 0)   
P
we have
kE(P :  : )(a)k  C max
v2W
K\H
a
vw
 1
(Re+
P
)
k k: (71)
Proof. Since the Eisenstein integral is an Eisenstein integral for (G;H
e
) as well (see the
argumentation in [6], remark after the proof of Prop. 5.6), we may assume that H is
connected. From [13], eqn. (69), we recall that
E(P : L(w) : ) = E(w
 1
Pw :  : w
 1
);
where L(w) is a unitary endomorphism of

C( ): From the denition of L(w) in loc.cit. it
follows that L(w) maps

C
1
( ) onto

C
w
( ): On the other hand  2 a

q
(P; 0)   
P
if and
only if w
 1
 2 a

q
(w
 1
Pw; 0)   
w
 1
Pw
; therefore it suces to prove the result for w = 1
and arbitrary P:
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Thus assume that w = 1; and let  2

C
1
( ): Dene
~
 ( : ) : G=H ! V

as in (28).
Note that this function is continuous since Re+ 
P
is strictly

P -dominant, and that it
vanishes outside PH:
Recall from (29) that the Eisenstein integral is dened by the absolutely convergent
integral
E(P :  : )(a) =
Z
K
 (k)
 1
~
 ( : ka) dk (a 2 A
q
):
Now x a 2 A
q
; and k 2 K; and assume that ka 2 PH: Then to complete the proof it
suces to show that
k
~
 ( : ka)k  C max
v2W
K\H
a
v(Re+
P
)
k k;
with C a constant independent of k and a:Write ka = n expXmh; with n 2 N
P
; X 2 a
q
;
m 2M; h 2 H: Then by the convexity theorem (Thm. 3.8) of [3] it follows thatX = Y +Z;
where Y 2 conv (W
K\H
log a); and where Z belongs to the closed convex cone spanned by
the vectors H

;  2 (P );m
 

6= 0 (here H

2 a
q
is determined by H

? ker; (H

) =
2; cf. Section 3 for the denition of m
 

). Hence (Re+ 
P
)(Z)  0; and it follows that
k
~
 ( : ka)k  max
v2W
K\H
a
v(Re+
P
)
k (m)k  max
v2W
K\H
a
v(Re+
P
)
k k
1
;
where k  k
1
denotes the sup norm on

C
1
( ) = C
1
(M=H
M
:  ): By nite dimensionality
the sup norm is equivalent to the Hilbert norm. 2
Corollary 8.6 Let  > 0; w 2 W: Then there exist constants C > 0; N 2 N such that
for all  2

C
w
( ); a 2 A
q
and  2 a

q
(

P ; )  

P
we have
k
8
()E

(P :  : )(a)k  C (1 + jj)
N
max
v2W
K\H
a
vw
 1
(Re 
P
)
k k: (72)
Proof. From [13], Prop. 2, we have
E

(P :  : ) = E(

P : C
P j

P
(1 : )
 1
 : ):
In view of [7], Prop. 16.1, the End(

C( ))-valued function  7! C
P j

P
(1 : )
 1
is meromor-
phic and of -polynomial growth on every set a

q
(

P ;R); R 2 R: Moreover, from loc.cit.,
Prop. 15.7, we see that C
P j

P
(1 : ) preserves the decomposition

C( ) = 
w2W

C
w
( ): In
view of Proposition 8.5 with

P in place of P it now follows that there exist a polynomial
p 2 

(a
q
) and constants C > 0; N 2 N such that we have an estimate of the form
(72), for  2 a

q
(

P ; 0)  

P
; but with p instead of
8
: The desired estimate now follows by
an application of the Cauchy formula in the same way as in the proof of Lemma 6.1 in
loc.cit. 2
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If T is a closed subset of a
q
; we dene its supporting function h
T
: a

qc
! [ 1;1] by:
h
T
() = sup
X2T
Re (X) ( 2 a

qc
): (73)
Note that the supporting function of the empty set is given by h
;
=  1: Note also that
all values of h
T
are nite if and only if T is compact and non-empty.
Corollary 8.7 Let S be a W
K\H
-invariant compact subset of a
q
; and let  > 0: For
every n 2 N there exists a continuous seminorm  on C
1
S
(G=H :  ) such that for every
w 2 W; f 2 C
1
S
(G=H :  ) and all  2 a

q
(P; )  
P
we have:
k()F
w
f()k  (1 + jj)
 n
e
h
wS
( )
(f):
Proof. Since S is W
K\H
-invariant, it follows that
sup
a2expS
v2W
K\H
a
vw
 1

= e
h
S
(w
 1
)
= e
h
wS
()
( 2 a

q
):
From (42) and Corollary 8.6 it now follows in a straightforward manner that
k()F
w
f()k  C
S
(1 + jj)
N
e
h
wS
( )
kfk
1
with C
S
a constant which only depends on  and S: The proof is completed by applying
Lemma 8.4 in the same fashion as in the second part of the proof of Proposition 8.3. 2
We now come to a lemma which is a variation on Paley-Wiener type results for Eu-
clidean space as presented in [32], x7.3. The lemma will enable us to collect the estimates
of Proposition 8.3 and Corollary 8.7 into a simultaneous one.
Lemma 8.8 Let S be a compact subset of a
q
, let ; r;R > 0, and let  be a

C( )-valued
holomorphic function on a

q
(P; ). Assume that for every n 2 N we have:
(a) sup
2a

q
(P;)
(1 + jj)
n
e
 RjRej
k()k <1;
(b) sup
2a

q
(P; r)
(1 + jj)
n
e
 h
S
( )
k()k <1:
Then for each N 2 N we have:
sup
2

a

q
(P;0)
(1 + jj)
N
e
 h
S
( )
k()k <1: (74)
Moreover, the seminorm in the latter expression can be estimated from above by a constant
times the seminorm in (a) with a suitable n (depending on N).
Proof. Let 
n
() denote the seminorm in (a). From the estimates in (a) it follows that
the restriction to ia

q
of  is a Schwartz function; in fact by a straightforward application
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of Cauchy's integral formula we see that every Schwartz-type seminorm can be estimated
from above by (a constant times) one of the seminorms 
n
():
Let f : a
q
!

C( ) be the inverse Fourier transform of , dened by
f(x) =
Z
ia

q
e
(x)
() d: (75)
Then f is a Schwartz function on the Euclidean space a
q
, and by continuity of the in-
verse Fourier tranfsorm for the Schwartz topologies every Schwartz-seminorm of f can be
estimated by one of the 
n
('): Moreover, it follows from the Euclidean Fourier inversion
formula that with a suitably normalized Lebesgue measure dx on a
q
we have
() =
Z
a
q
e
 (x)
f(x) dx; (76)
for  2 ia

q
.
Let 
0
2 a

q
(P; 0), then it follows from (75) and an application of Cauchy's theorem,
justied by (a), that
f(x) =
Z
ia

q
e

0
(x)+(x)
(
0
+ ) d: (77)
In particular, this shows that x 7! e
 
0
(x)
f(x) is a Schwartz function, and hence also that
we have (76) for  2 a

q
(P; 0).
Let t > 0 be any number such that t
0
2 a

q
(P; r). Replacing 
0
by t
0
in (77) and
applying (b) with a suitably large n we obtain the estimate
kf(x)k  C e
tRe
0
(x)
e
h
S
( t
0
)
Z
ia

q
(1 + jt
0
+ j)
 n
d;
with C a positive constant. By taking the limit as t ! 1 we infer that if Re
0
(x) +
h
S
( 
0
) < 0 then f(x) = 0.
In (76) we now need only integrate over the set where  Re
0
(x)  h
S
( 
0
) for
all 
0
2 a

q
(P; 0), and hence the integrand f(x)e
 (x)
is dominated by e
h
S
( )
kf(x)k,
if  2 a

q
(P; 0); by continuity this domination still holds if  belongs to the closure of
a

q
(P; 0): Thus we obtain
k()k  e
h
S
( )
Z
a
q
kf(x)k dx;
valid for all  2

a

q
(P; 0). A similar estimate is obtained for (x
0
)
k
() for any x
0
2 a
q
;
k 2 N; on the right-hand side f is then replaced by its k-th derivative in the direction x
0
.
This shows that the seminorm in (74) can be estimated in terms of a Schwartz-seminorm
of f; which in turn may be estimated by 
n
(); for a suitable n: 2
In view of Lemma 8.8, Proposition 8.3 and Corollary 8.7 provide motivation for the
following denition of pre Paley-Wiener spaces. If ' is a

C( )-valued function, we write
'
w
= pr
w
' for its w-component, w 2 W.
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Denition 8.9 Let S be a non-emptyW
K\H
-invariant compact subset of a
q
: If p 2 (a
q
);
we dene the pre Paley-Wiener space M(S; p) to be the space of meromorphic functions
' : a

qc
!

C( ) satisfying the following three conditions (a) { (c):
(a) For each s 2 W we have '(s) = C

P jP
(s : )'() as a meromorphic identity in ;
(b) The function p' is holomorphic on an open neighborhood of

a

q
(P; 0);
(c) For every n 2 N and each w 2 W we have:
sup
2

a

q
(P;0)
(1 + jj)
n
e
 h
wS
( )
kp()'
w
()k <1:
The pre Paley-Wiener space M(S; p) is equipped with the structure of a locally convex
space by means of the seminorms in condition (c).
Remark 8.10 In addition to the above we adopt the convention that M(;; p) is the
trivial space, for every p 2 (a
q
):
Note that, if S  S
0
and if p divides p
0
; we have M(S; p)  M(S
0
; p
0
); the inclusion
map being continuous.
One can actually prove that M(S; p) is a Frechet space. We will do this at a later
stage, under the assumption that p 2 

(a
q
); see Corollary 20.2.
The results obtained in this section can now be summarized in the following theorem.
Theorem 8.11 Let  2 

(a
q
) be as in (64). Let S be aW
K\H
-invariant compact subset
of a
q
: Then F maps C
1
S
(G=H :  ) continuously into M(S; ):
Proof. Let f 2 C
1
S
(G=H :  ). The meromorphic function ' = Ff satises (a) in view
of Lemma 6.3 with P
1
= P
2
= P; and (b) in view of (64) and Lemma 8.1 (b). Moreover,
from Proposition 8.3 and Corollary 8.7 it follows by application of Lemma 8.8 that '
satises (c). 2
9 Wave packets
In this section P is a xed element of P
min

: For n 2 N let C
n
(ia

q
) denote the space of
continuous functions ' : ia

q
! C such that
sup
2ia

q
(1 + jj)
n
j'()j <1;
equipped with the obvious structure of a Banach space. Then
C
N
(ia

q
) :=
\
n2N
C
n
(ia

q
)
33
is a Frechet space in a natural way. For ' 2 C
N
(ia

q
)


C( ); we dene the wave packet
J' = J
P
' by
J'(x) =
Z
ia

q
E

(P : '() : )(x) d (x 2 G=H): (78)
The integral converges absolutely by the estimates of [7], Thm. 19.2, which hold with
 = 1; in view of the regularity theorem (Proposition 5.4). Obviously J' is a  -spherical
function on G=H:
If ' 2 C
N
(ia

q
)


C( ) andD 2 D(G=H); then we write (D :  )' for the function  7!
(D :  : )'(): Notice that ' 7! p' is a continuous linear endomorphism of C
N
(ia

q
) 


C( ) for any End(

C( ))-valued polynomial p on ia

q
, hence in particular for p = (D :  ).
Lemma 9.1 The wave packet map J is a continuous linear map from C
N
(ia

q
) 


C( )
to C
1
(G=H :  ): Moreover, for all ' 2 C
N
(ia

q
)


C( ) and D 2 D(G=H) we have:
DJ ' = J ((D :  )'): (79)
Proof. The rst assertion is a straightforward consequence of the above mentioned esti-
mates of [7], Thm. 19.2. In fact, it follows from these estimates that dierentiation under
the integral sign is allowed in (78): if u 2 U(g); then we have
L
u
J'(x) =
Z
ia

q
L
u
[E

('() : )](x) d: (80)
Let now v be a representative of D in U(g)
H
; and let x 2 G be xed. Then DJ '(x) =
R
v
(J')(x) = L
u
(J')(x); with u = [Ad(x)v]
_
; where y 7! y
_
denotes the principal anti-
automorphism of U(g). Inserting this in (80), and observing that L
u
[E

('() : )](x) =
D[E

('() : )](x) = E

((D :  : )'() : )(x) for all , we obtain (79). 2
Remark 9.2 Notice that if p has no zeros on ia

q
then ' 2 M(S; p) implies that 'j
ia

q
2
C
N
(ia

q
), for all S and p as in Denition 8.9, and the map ' 7! 'j
ia

q
is continuous. Hence
in this case J gives rise to a continuous transformation, also denoted J , from M(S; p)
to C
1
(G=H :  ). In particular this applies to the polynomial  dened in (64).
We will now discuss the relation of the wave packet transform to the spherical Fourier
transform.
Recall the denition of the functions ; 
G=H
: G=H ! [0;1[ from Section 6. For
p; n 2 N; let T
p
n
(G=H :  ) be the Banach space of functions f 2 C
p
(G=H :  ); such that
sup
x2G=H
(1 + 
G=H
(x))
 n
(x)
 1
kL
u
f(x)k <1;
for all u 2 U(g) with orderu  p: Then by [7], Cor. 17.6 we have a G-equivariant,
continuous sesquilinear pairing h j i : T
p
n
(G=H :  ) C(G=H :  )! C; dened by
hf j gi :=
Z
G=H
hf(x) j g(x)i
V

dx: (81)
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Since the inclusion map S(ia

q
)! C
N
(ia

q
) is obviously continuous, Lemma 6.1 shows that
the spherical Fourier transform F maps C(G=H :  ) continuously to C
N
(ia

q
)


C( ): We
equip the latter space with the continuous sesquilinear pairing
h' j i =
Z
ia

q
h'() j ()i

C()
d ('; 2 C
N
(ia

q
)


C( )):
Lemma 9.3 For every p 2 N there exists a number n 2 N such that J is a continuous
linear map from C
N
(ia

q
)


C( ) to T
p
n
(G=H :  ): Moreover, J is the transposed of F in
the sense that
hJ' j fi = h' j Ffi (' 2 C
N
(ia

q
)


C( ); f 2 C(G=H :  )): (82)
Proof. The rst part of the lemma is a straightforward consequence of (80) and the
estimates in [7], Thm. 19.2. Moreover, by the same estimates it follows that given ' and
f as in (82) the function : ia

q
G=H ! C; dened by
(; x) = hE

('() : )(x) j f(x)i
V

is an absolutely integrable function with respect to the product measure d dx on ia

q

G=H: Integration of (; x) rst with respect to  and then with respect to x yields the
left-hand side of (82); integration in the reversed order yields the right-hand side. In view
of Fubini's theorem this implies (82). 2
Corollary 9.4
(a) The composition JF is a continuous linear map from C(G=H :  ) to C
1
(G=H :  );
which commutes with the action of D(G=H):
(b) There exists a number n 2 N such that JF is a continuous linear map from
C(G=H :  ) to T
0
n
(G=H :  ): The map JF is formally symmetric in the sense that
for all f; g 2 C(G=H :  ) we have:
hJFf j gi = hf j JFgi:
Proof. This is an immediate consequence of Lemmas 6.1, 6.2, 9.1 and 9.3. 2
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10 Support properties of wave packets
For the Euclidean and the non-compact Riemannian symmetric spaces, the transforma-
tion J is also the inverse of the Fourier transformation F ; and the Paley-Wiener theorem
is derived from the fact that if ' extends to a holomorphic function on a

qc
of exponen-
tial growth, then J' has bounded support. In the more general case of a semisimple
symmetric space, the situation is more complicated, primarily because E

( : ) is only
meromorphic in : This is one of the reasons we can only derive conclusions about the
support of DJ' = J (D :  )'; with D a suitable operator from D(G=H) (depending on
 ).
For Q 2 P
min

; we denote by c
+
q
(Q) the closed dual cone of a
+
q
(Q) in a
q
:
c
+
q
(Q) := fX 2 a
q
j 8Y 2 a
+
q
(Q): hX ; Y i  0 g: (83)
Notice that we also have:
a
+
q
(Q) = fY 2 a
q
j 8X 2 c
+
q
(Q): hX ; Y i > 0 g: (84)
Let T be a closed subset of a
q
: Then its supporting function h
T
: a

qc
! [ 1;1]; dened
by (73), is lower semi-continuous. If T is non-empty and compact, then h
T
is nite and
continuous.
The supporting function will be useful to us because of the well known fact that the
closure of the convex hull of T is given by
cl (conv T ) = fY 2 a
q
j (Y )  h
T
() (8 2 a

q
) g: (85)
Indeed this follows immediately from the fact that every point in the complement of
cl (convT ) may be separated from T by a hyperplane.
The following lemma will be needed in the rest of this section. If S; S
0
are subsets of
a
q
; we write S   S
0
= fX  X
0
j X 2 S; X
0
2 S
0
g:
Lemma 10.1 Let S  a
q
be compact and convex, and let Q 2 P
min

: Then
(a) S   c
+
q
(Q) = fY 2 a
q
j 8 2 a

q
\ a

q
(

Q; 0): (Y )  h
S
() g;
(b)
h
S   c
+
q
(Q)
i
\ a
+
q
(Q)  convWS:
Proof. If S = ;; then the assertions are obvious. Therefore we assume that S is non-empty.
Notice that
c
+
q
(Q) = fY 2 a
q
j 8 2 a

q
\ a

q
(

Q; 0): (Y )  0 g:
It is now straightforward to check that T := S  c
+
q
(Q) is contained in the right-hand side
of (a). Conversely, let Y 2 a
q
belong to the right-hand side of (a). To prove that Y 2 T;
it suces to show that
(Y )  h
T
() (8 2 a

q
); (86)
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since T is closed and convex (see (85)). Now h
S
 h
T
since S  T: Hence if  2 a

q
is
strictly Q-dominant then (86) follows from the assumption on Y . If  is Q-dominant, this
is still the case, since h
S
is continuous. On the other hand, if  is not Q-dominant, then
(c
+
q
(Q)) is not bounded from below, hence h
T
() =1; and (86) follows.
It remains to prove (b). Let Y 2 T \ a
+
q
(Q): Then by (85) it suces to prove that for
every  2 a

q
one has
(Y )  h
WS
(): (87)
Fix  2 a

q
: Then there exists a w 2 W such that w
 1
 is Q-dominant, and by (a) there
exists an element X 2 S such that w
 1
(X)  w
 1
(Y ): But then
(wX) = w
 1
(X)  w
 1
(Y )  (Y );
indeed the last inequality holds because Y 2 a
+
q
(Q); whereas w
 1
 is Q-dominant, so that
Y   w
 1
Y 2 c
+
q
(Q) and w
 1
(Y   w
 1
Y )  0: This proves (87). 2
The main result of this section is the following theorem. See Denition 8.9 for the
denition of the pre Paley-Wiener space M(S; p): Let P 2 P
min

and J = J
P
:
Theorem 10.2 Let p 2 (a
q
) and w 2 W: Then there exists a dierential operator
D 2 D(G=H); such that
(a) p divides (D :  );
(b) det(D :  ) 2 (a
q
);
(c) for every W
K\H
-invariant convex compact subset S of a
q
; and for all ' 2 M(S; p)
we have
suppJ [(D :  )'] \A
+
q
(w
 1
Pw)  exp[S   c
+
q
(w
 1
Pw)]: (88)
Notice that by (a) we have (D :  )' 2 C
N
(ia

q
) for all ' 2 M(S; p), so that the
application of J in (88) makes sense. Furthermore, here and below we regard the chambers
A
+
q
(Q), Q 2 P
min

, as subsets of G=H by means of the projection G! G=H.
Before starting with the proof of this theorem we rst deduce a corollary from it.
Denition 10.3 Let p 2 (a
q
): Then we dene D
p
= D
;p
to be the set of D 2 D(G=H)
such that D

= D and
(a) p divides (D :  );
(b) det(D :  ) 2 (a
q
);
(c) for every W
K\H
-invariant convex compact subset S  a
q
and for all ' 2 M(S; p)
we have
suppJ [(D :  )'] \A
+
q
(Q)  exp[S   c
+
q
(Q)] (Q 2 P
min

): (89)
37
Corollary 10.4 Let p 2 (a
q
): Then D
p
6= ;: Moreover, if D 2 D
p
then for every W -
invariant convex compact subset S  a
q
we have J [(D :  )'] 2 C
1
S
(G=H :  ) for all ' 2
M(S; p), and the map ' 7! J [(D :  )'] is continuous fromM(S; p) to C
1
S
(G=H :  ).
Remark 10.5 If p has no zeros on ia

q
; then from Remark 9.2 and Lemma 9.1 it follows
that J (D :  )' = DJ '; for all ' 2 M(S; p): In particular this applies to the polynomial
 dened in (64).
Proof of Corollary 10.4. For w 2 W; let D
w
2 D(G=H) fulll the requirements of
Theorem 10.2, and put
D
0
=
Y
w2W
D
w
; D = D

0
D
0
:
We will rst show that D 2 D
p
: It is readily veried that D

= D and that condition (a)
of Denition 10.3 holds. Condition (b) follows because by (40) we have
det(D

0
:  : ) = det(D
0
:  :  

)

= det(D
0
:  :  

):
To see that (c) holds, let S  a
q
be aW
K\H
-invariant convex compact subset, and let ' 2
M(S; p): Then for every w 2 W we have J [(D :  )'] = D

0
Q
v2W ;v 6=w
D
v
J [(D
w
:  )']
by (79), and hence suppJ [(D :  )']  suppJ [(D
w
:  )']: Thus we see that (88) holds
for the present D and each w 2 W: If u 2 N
K\H
(a
q
); then J [(D :  )'](uau
 1
) =
 (u)J [(D :  )'](a); and exp[S   c
+
q
(u
 1
w
 1
Pwu)] = u
 1
exp[S   c
+
q
(w
 1
Pw)]u; and we
see that (88) holds for all w 2 WN
K\H
(a
q
): The latter set is naturally mapped onto W;
and since WP = P
min

; (89) follows. Hence D
p
6= ;:
To prove the remaining assertions, let D 2 D
p
; and let S  a
q
satisfy the hypothesis.
Then from (89) and Lemma 10.1 (b) we obtain that
suppJ [(D :  )'] \A
+
q
(Q)  expS;
for all Q 2 P
min

, and since G=H = cl [
Q2P
min

KA
+
q
(Q)H, we infer that J [(D :  )'] 2
C
1
S
(G=H :  ): Finally the map ' 7! (D :  )' is continuous from M(S; p) to C
N
(ia

q
)
since p divides (D :  ), and hence the asserted continuity follows from Lemma 9.3. 2
For the proof of Theorem 10.2 we need some preparation. We recall from (19) that
j = j
0
 a
q
is a Cartan subalgebra of g: Let W
n
(j) denote the normalizer of a
q
in W (j):
Lemma 10.6 Let X 2 a
qc
nf 0 g: Then there exists an element Y 2 j
0
such that X+Y =2
w(j
0c
) for each w 2 W (j):
Proof. If w 2 W
n
(j); then w also normalizes j
0
: Hence in this case X +Y =2 w(j
0c
) for any
Y 2 j
0
:
On the other hand, if w 2 W (j)nW
n
(j); then we may select 
w
2 a

q
such that w
w
=2 a

q
.
Thus p
w
: Y 7! w
w
(X + Y ) is a non-trivial polynomial function on j
0
:
Let now Y 2 j
0
be such that p
w
(Y ) 6= 0 for every w 2 W (j) n W
n
(j): Then for
each w 2 W (j) n W
n
(j) we have: w
w
(X + Y ) 6= 0: Since 
w
2 a

q
; this implies that
X + Y =2 w(j
0c
): 2
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Lemma 10.7 Let p 2 (a
q
): Then there exists aD 2 D(G=H) such that p
I

C()
divides
(D :  ) in S(a
q
)
 End(

C( )), and such that det(D :  ) belongs to (a
q
):
Remark 10.8 In the proof below we will see that in factD can be chosen from Z(G=H) =
r(Z):
Proof of Lemma 10.7. Since D 7! (D :  ) is an algebra homomorphism from D(G=H)
into S(a
q
)
End(

C( )); it suces to prove the lemma for p = X + c; with X 2 a
qc
nf 0 g
and c 2 C: Let Y 2 j
0
be associated with X as in the previous lemma. For each [] 2
c
M
H
let 

2 j

0c
denote the innitesimal character of : Recall the nite decomposition (27)
of

C( ) and dene
q() =
Y
w2W (j)
[
_
]"
[(w + 

)(X + Y ) + c] ( 2 j

c
):
Then q 2 S(j)
W (j)
; hence q equals the image 
g
j
(Z) of a unique element Z 2 Z under the
Harish-Chandra isomorphism 
g
j
. We claim that D = r(Z) satises the requirements. For
this let [] 2
c
M
H
and notice that by Lemma 5.7 the endomorphism (r(Z) :  : ) ( 2
a

qc
) acts on

C

( ) by multiplication with 
g
j
(Z :    

); that is by
q(  

) =
Y
w2W (j)
[
0_
]"
[(w   w

+ 

0
)(X + Y ) + c] :
In particular, if [
_
] "  we have the factor (X) + c for (w; 
0
) = (e; ): Moreover, for
arbitrary (w; 
0
) the polynomial  7! (w   w

+ 

0
)(X + Y ) + c on a

qc
is non-trivial
because X + Y =2 w(j
0c
): All the assertions now easily follow. 2
Proof of Theorem 10.2. From (59) and (63) it follows that the polynomial p
0
2 (a
q
) has
the property that for each a 2 A
+
q
(P ) there exists a constant C > 0 such that
kp
0
()
P;w
( : a)k  C(1 + jj)
degp
0
a
Re
; (90)
for each w 2 W and all  2

a

q
(P; 0):
Let D 2 D(G=H) be chosen according to Lemma 10.7 such that p
0
p divides (D :  ):
Then D satises assertions (a) and (b) of the theorem. We shall prove that it also satises
(c). Let S and ' be given as in (c), and put
~'() := (D :  : )'() ( 2 a

qc
):
Notice that ~' belongs to the space M(S; 1): Indeed, from eqn. (38) it follows that ~'
fullls condition (a) of Denition 8.9, and since p divides (D :  : ) and (D :  : ) 2
End(

C( )) commutes with the projection pr
w
:

C( ) !

C
w
( ); for every w 2 W; con-
ditions (b) and (c) hold as well. In fact, by the same argument (b) and (c) hold also for
p
 1
0
~'.
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Let now w 2 W: Combining estimate of Denition 8.9 (c) for p
 1
0
~' with (90) we see
that for every n 2 N and a 2 A
+
q
(P ) there exists a constant C > 0 such that
k
P;w
( : a) ~'
w
()k  C(1 + jj)
 n
e
h
wS
( )
a
Re
(91)
for all  2

a

q
(P; 0): In particular, the function  7! 
P;w
( : a) ~'
w
() is holomorphic on
an open neighborhood of

a

q
(P; 0):
Now x a 2 A
+
q
(P ); and suppose that J ~'(aw) 6= 0: In view of the sphericality of J ~'
it suces to show that
log a 2 wS   c
+
q
(P ):
Let  2 a

q
\a

q
(P; 0) be xed. Then   2 a

q
(

P ; 0); and hence by Lemma 10.1 with Q = P
it suces to show that
h
wS
( ) + (log a)  0: (92)
By Theorem 7.5 and Denition 8.9, condition (a), we have
J ~'(aw) =
Z
ia

q
E

(P : ~'() : )(aw) d
=
Z
ia

q
X
s2W

P;w
(s : a)[C

P jP
(s : ) ~'()]
w
(e) d
=
Z
ia

q
X
s2W

P;w
(s : a) ~'
w
(s)(e) d:
From (91) we see that the integral and the sum in the last member may be interchanged,
and since the measure d on ia

q
is W -invariant, we obtain:
J ~'(aw) = jW j
Z
ia

q

P;w
( : a) ~'
w
()(e) d:
In view of (91) we obtain, by applying Cauchy's theorem:
J ~'(aw) = jW j
Z
ia

q

P;w
(+ t : a) ~'
w
( + t)(e) d; (93)
for all t  0: From (93) and (91) it follows that
kJ ~'(aw)k  C
1
jW j a
t
Z
ia

q
(1 + jj)
 n
d e
th
wS
( )
= C
2
e
t[(loga)+h
wS
( )]
(t  0); (94)
with C
1
; C
2
positive constants independent of t (choose a suitable n). Since J ~'(aw) 6= 0;
the last member of (94) cannot have limit equal to 0 as t ! 1: Hence (92) follows and
the proof is complete. 2
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Remark 10.9 Consider the special case where G=H is a Riemannian symmetric space
of the non-compact type. In this case the polynomial p
0
of (62) is 1 (see Remark 7.8).
Furthermore, if we take p = 1 in Denition 10.3, then by examination of the above proof
we see that the operator D 2 D
p
in this case can be taken as the identity operator D = 1.
In this case the proof above is essentially Helgason's `shift argument' (cf. [30], Ch. IV,
Thm. 7.3).
11 The behavior of supports
In this section we combine the results of the previous three sections. We consider the
composition JF ; which is a continuous linear map from C
1
c
(G=H :  ) to C
1
(G=H :  );
indeed this follows from Corollary 9.4 (a).
It is an immediate consequence of the results of the previous sections that there exists
a dierential operator D 2 D(G=H) such that det(D :  ) 2 (a
q
) and such that DJF
maps C
1
c
(G=H :  ) continuously into itself. In fact, let S be a W
K\H
-invariant convex
compact subset of a
q
: Then by Theorem 8.11, the Fourier transform F maps C
1
S
(G=H :  )
continuously intoM(S; ); where  is the polynomial dened in (64). On the other hand,
by Corollary 10.4 the subset D

 D(G=H) dened in Denition 10.3 (with p = ) is non-
empty. Let D 2 D

: Then, if in addition S is W -invariant, Corollary 10.4 (and Remark
10.5) shows that DJ mapsM(S; ) continuously into C
1
S
(G=H :  ). In particular, DJF
maps C
1
c
(G=H :  ) continuously into itself. The purpose of the present section is to
improve this result as follows.
Theorem 11.1 Let D 2 D

: Then
suppDJFf  supp f for all f 2 C
1
c
(G=H :  ):
Proof. Let D 2 D

: Then D

= D and it follows from Corollary 9.4 (b) that the linear
endomorphism DJF of C
1
c
(G=H :  ) satises condition (a) of Proposition 11.2 below.
On the other hand, from Theorem 8.11 and condition (c) of Denition 10.3 (with
p = ) it follows that DJF satises condition (b) of the proposition below. The theorem
now follows from that proposition. 2
Proposition 11.2 Let T be a linear endomorphism of C
1
c
(G=H :  ) such that the fol-
lowing conditions (a) and (b) are fullled:
(a) for all f; g 2 C
1
c
(G=H :  ) we have hT f j gi = hf j T gi;
(b) for every W
K\H
-invariant compact convex subset S  a
q
; every f 2 C
1
S
(G=H :  );
and each Q 2 P
min

we have:
suppT f \A
+
q
(Q)  exp[S   c
+
q
(Q)]:
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Then supp T f  supp f for all f 2 C
1
c
(G=H :  ).
We rst need a lemma. Recall from (66) the notion of X
S
 G=H.
Lemma 11.3 Let f 2 C
1
c
(G=H :  ), and let S  a
q
be a W
K\H
-invariant open set.
Assume that hf j gi = 0 for all g 2 C
1
c
(G=H :  ) with supp g  X
S
. Then f vanishes on
X
S
:
Proof. Let Q 2 P
min

; and recall the denition of the map T
"
Q
in (49). Then by (21) we
have
Z
A
+
q
(Q)
hJ(a)f(a) jh(a)i da = hf j T
"
Q
hi = 0
for all h 2 C
1
c
(A
+
q
(Q); V
K\H
M

) with supp h  exp[S \ a
+
q
(Q)]: This implies that Jf and
hence f vanishes on exp[S \ a
+
q
(Q)]: Since the union of the chambers a
+
q
(Q) is dense the
lemma follows. 2
Proof of Proposition 11.2. If S  a
q
; then by cl (S); int (S) we denote the closure
and the interior of S in a
q
; respectively.
Let S denote the collection of all the closed W
K\H
-invariant sets S  a
q
with the
property that for every f 2 C
1
c
(G=H :  ) we have:
supp f \A
q
 expS ) supp T f \A
q
 expS:
We shall establish the proposition by proving that S contains all the closed W
K\H
-
invariant sets.
We start by discussing some set operations for members of S: If f 2 C
1
c
(G=H :  );
then by continuity of f one readily veries, for any open subset U  a
q
; that f = 0 on
expU if and only if f = 0 on exp[int (cl (U))]: Passing to complements we see, for any
closed subset S  a
q
; that supp f \A
q
 expS () supp f \A
q
 exp[cl (intS)]: From
this we infer, for any W
K\H
-invariant closed subset S of a
q
; that
S 2 S () cl (int (S)) 2 S:
If S  a
q
is a closed subset of a
q
; we put S
c
= cl (a
q
nS) = a
q
nint (S):We now observe that
S 2 S) S
c
2 S: Indeed, let S 2 S and let f 2 C
1
c
(G=H :  ) with supp f \A
q
 expS
c
.
By property (a) we then have hT f j gi = hf j T gi = 0 for all g 2 C
1
c
(G=H :  ) with
supp g \ A
q
 exp[int (S)]. Hence T f vanishes on exp[int (S)] by the lemma above,
whence supp T f \A
q
 expS
c
:
It is clear that any intersection of sets from S belongs to S. Moreover, if S is any
collection of sets from S; then one readily checks that cl [[
S2S
int (S)] equals [\
S2S
S
c
]
c
;
hence belongs to S:
From property (b) and Lemma 10.1 (b) we see that the closedW -invariant convex sets
S  a
q
belong to S. In particular the closed balls

B(0; R), R > 0, are in S. Moreover,
let X 2 a
q
be nonzero and let r > 0; then the set

X;r
= fY 2 a
q
j hwX;Y i  rkXk for all w 2 Wg
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is W -invariant and convex, hence a member of S. We infer that the sets
V

=

B(0; kXk + ) \ 
c
X;kXk 
; 0 <  < kXk;
also belong to S. Now if Y 2 V

then kY k  kXk+  and hwX ; Y i  (kXk   )kXk for
some w 2 W , from which it follows that
kY   wXk
2
= kY k
2
+ kXk
2
  2hwX;Y i  4kXk;
so that V

 W

B(X; 4kXk). On the other hand it is easily seen that X lies in the interior
of V

, and thus we see that there is a basis of neighborhoods U of X satisfying WU 2 S.
Taking unions we conclude, for any closed W -invariant set S  a
q
; that the closure of its
interior belongs to S; hence S 2 S:
As before, let X 2 a
q
be nonzero and let 0 <  < kXk. Put U =

B(X; ) and
let f 2 C
1
c
(G=H :  ) with supp f \ A
q
 exp(W
K\H
U); then since WU 2 S we have
supp T f \A
q
 exp(WU). We claim that if  is suciently small then actually supp T f \
A
q
 exp(W
K\H
U), so that W
K\H
U 2 S.
To establish the claim, let Q 2 P
min

and let Y 2 WU \ a
+
q
(Q) be such that expY 2
supp T f: Then
Y 2 convW
K\H
U   c
+
q
(Q)
by (b). Write Y = Z    accordingly with Z 2 convW
K\H
U and  2 c
+
q
(Q): Since
Y 2 a
+
q
(Q) we have hY; i  0, and it follows that kZk
2
 kY k
2
+ kk
2
. On the other
hand, from Z 2 convW
K\H
U we deduce that kZk  kXk+  and from kY k 2 WU that
kY k  kXk   . It follows that
kk
2
 kZk
2
  kY k
2
 (kXk+ )
2
  (kXk   )
2
= 4kXk: (95)
We now observe that W
K\H
X is a nite subset of the sphere S = @B(0; kXk); and hence
conv (W
K\H
X) \ S = W
K\H
X: From this we see: if w 2 W is such that wX =2 W
K\H
X;
then wX =2 convW
K\H
X: Thus by choosing  suciently small we may assume that
the square of the distance from wU to convW
K\H
U exceeds 4kXk for all w 2 W with
wX =2 W
K\H
X. Then (95) implies that Y 2 wU for some w 2 W with wX 2 W
K\H
X.
But if wX = sX for w; s 2 W then wU = sU , and hence we actually have Y 2 W
K\H
U .
Thus for suciently small  > 0 we have supp T f \ A
+
q
(Q)  exp(W
K\H
U) for every
Q 2 P
min

, and hence also supp T f \ A
q
 exp(W
K\H
U); this establishes the claim that
W
K\H

B(X; ) 2 S when  is suciently small. Taking unions we conclude, for any closed
W
K\H
-invariant set S  a
q
; that cl (int (S)) 2 S; hence S 2 S: This establishes the
proposition. 2
12 Asymptotic behavior of dierential operators
Let Q 2 P
min

: We consider the algebra
D := C
1
(A
+
q
(Q))
 End(V
K\H
M

)
 S(a
q
) (96)
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of dierential operators on A
+
q
(Q) with coecients in C
1
(A
+
q
(Q)) 
 End(V
K\H
M

): The
algebra operates on V
K\H
M

-valued functions. If R is a subalgebra of C
1
(A
+
q
(Q)); stable
under the action of S(a
q
) by dierentiations, then
D
R
:= R
 End(V
K\H
M

)
 S(a
q
) (97)
is a subalgebra of D: Via the map u 7! 1 
 u; the algebra End(V
K\H
M

) 
 S(a
q
) will be
identied with D
C
; the subalgebra of constant coecient operators in D:
We recall that O = O
Q
is the ring of functions on A
+
q
(Q) which may be expanded in
series of the form (56). If  2 a

qc
; we write e

for the function a 7! a

on A
q
: Moreover,
we denote by O
+
= O
+
Q
the ideal in O generated by the functions e
 
;  2 (Q): If
P 2 D
O
; then there exists a unique constant coecient dierential operator C (P ) =
C
Q
(P ) 2 End(V
K\H
M

)
 S(a
q
); called the constant part of P along A
+
q
(Q); such that
P   C(P ) 2 O
+

 End(V
K\H
M

)
 S(a
q
):
The following lemma is obvious.
Lemma 12.1 The map P 7! C(P ); D
O
! End(V
K\H
M

)
 S(a
q
) is a homomorphism of
algebras.
From (54) we recall, for every D 2 D(G=H); the denition of its (Q;  )-radial com-
ponent 

(D) = 
Q;
(D). The map D 7! 

(D) is a homomorphism of algebras from
D(G=H) to D
O
; by Lemma 7.3.
Recall also, from the text following formula (58), the denition of the algebra homo-
morphism ( :  ) : D(G=H)! End(V
K\H
M

)
 S(a
q
):
Put  = 
Q
: Then the following generalization of [22], Lemma 26, describes the top
order asymptotic behavior of the radial component 

(D) of an operator D 2 D(G=H).
Lemma 12.2 Let D 2 D(G=H): Then 

(D) 2 D
O
; and
C(

(D)) = e
 
(D :  )  e

:
Proof. From (13) we have
D  
8


Q
(D) 2 n

Q
U(g) + U(g)h:
The result now follows from [4], Lemma 3.9, applied with the choice of positive roots

+
= (

Q): 2
Thus the radial component 

(D) of an operator D 2 D(G=H) has a converging
expansion on A
+
q
(Q):


(D) =
X
2N(Q)
e
 
D

; (98)
with D

2 End(V
K\H
M

)
 S(a
q
); D
0
= e
 
(D :  )  e

: In this paper we shall need such
an expansion not only for the elements of the (commutative) algebra 

(D(G=H)); but
also for the elements in the commutant of this algebra in D: The main result of this section
is:
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Theorem 12.3 Let P 2 D and assume that
[P;

(D)] = 0 (D 2 D(G=H)): (99)
Then P belongs to D
O
; moreover P is uniquely determined by C(P ) 2 End(V
K\H
M

) 

S(a
q
); its constant part along A
+
q
(Q): Finally, if P 6= 0; then:
order (P   C(P )) < orderP:
Remark 12.4 In the above formulation we have used the convention that the zero oper-
ator has order  1: Notice that it follows from the above that P and C (P ) have the same
order.
Remark 12.5 Theorem 12.3 is in fact valid under the weaker hypothesis that (99) holds
for all D 2 Z(G=H) = r(Z). This follows from a rather straightforward modication of
Lemma 12.10 and its proof.
Before discussing the proof of Theorem 12.3, we mention that it has the following
consequence, in view of Lemma 12.2. Notice that the radial component of an operator
D 2 D(G=H) may have smaller order than D itself (it may for example vanish for a
non-trivial operator, cf. [12], Remark 2).
Corollary 12.6 Let D 2 D(G=H); D 6= 0: Then
order (

(D)   e
 
(D :  )  e

) < order

(D);
and 

(D) is uniquely determined by (D :  ):
We rst investigate the meaning of the commutation relations (99) in a somewhat
more general situation. Let W be a nite dimensional vector space, and let D be dened
as in (96), but with W in place of V
K\H
M

: Let R be a subalgebra of C
1
(A
+
q
(Q)); stable
under the action of S(a
q
) by dierentiations, and dene D
R
as in (97), again with W
in place of V
K\H
M

: Finally suppose that B  D
R
is a subalgebra, and E  D
R
a nite
dimensional linear subspace such that
D
R
= REB; (100)
where the expression in the right-hand side denotes the linear subspace spanned by all
products of the form fvb with f 2 R; v 2 E; b 2 B:
Let H
1
; : : : ;H
d
be a basis for a
q
: For a multi-index  2 N
d
; we write
@

= H

1
1
  H

d
d
;
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to emphasize that this element of S(a
q
) will be viewed as a mixed partial derivative on
A
q
: The @

;  2 N
d
constitute a basis for S(a
q
): Given a dierential operator P 2 D we
write
P =
X

P

@

;
with coecients P

2 C
1
(A
+
q
(Q)) 
 End(W ): The following lemma asserts that if P
commutes with B; then the vector composed of its coecients satises a conite system
of dierential equations.
Lemma 12.7 Let P 2 D be a dierential operator of order n 2 N; and assume that
[P;D] = 0 (D 2 B): (101)
Then there exists an s 2 N and nitely many functions '

i
2 R 
 End(End(W ))
(1  i  d; jj; jj  s; jj; jj  n); such that for every 1  i  d; jj  s and all 
with jj  n we have:
H
i
@

(P

) =
X
jjs
jjn
'

i
( @

(P

)); (102)
as an equation in C
1
(A
+
q
(Q))
 End(W ):
Proof. By the assumption (100) there exists an s 2 N such that
D
R
= REnd(W )S
s
(a
q
)B; (103)
where S
s
(a
q
) denotes the subspace of elements of order at most s in S(a
q
): For 1  i  d
and jj  s we have
[H
i
@

; P ] =
X

[H
i
@

; P

] @

; (104)
and by the Leibniz rule there exist constants c

i
2 C; such that
[H
i
@

; P

] = H
i
@

(P

) +
X

jjs
c

i
@

(P

) @

: (105)
On the other hand, from (103) we see that H
i
@

is a nite sum of elements of the form
fA@

B; with f 2 R; A 2 End(W ); B 2 B; and jj  s: Moreover, [fA@

B;P ] =
[fA@

; P ]B by the hypothesis (101). The latter expression is a nite sum of terms of the
form  


( @

(P

)) @

; with  


2 R
End(End(W )) and jj  s: From this reasoning we
conclude that
[H
i
@

; P ] =
X
;
jjs


i
( @

(P

)) @

; (106)
with 

i
2 R 
 End(End(W )): Substituting (105) in the right-hand side of (104) and
comparing the resulting coecient of @

with the corresponding coecient of @

in the
right-hand side of (106), we obtain (102), with '

i
= 

i
  c

i[ ]
: 2
46
We will apply the above lemma in two special cases. Let E(A
q
) denote the space
of exponential polynomial functions on A
q
; i.e. the space of nite linear combinations of
functions of the form a 7! (log a)
m
a

; with  2 a

qc
; m 2 N
d
: Here we have used the
notation
(log a)
m
:=
d
Y
j=1
[H

j
(log a)]
m
j
;
with H

1
; : : : ;H

d
the basis of a

q
dual to H
1
; : : : ;H
d
: A subalgebra A
1
of a commutative
algebra A
2
will be called conite if A
2
is nitely generated as a A
1
-module.
Lemma 12.8 If A  D(G=H) is a conite subalgebra, then the algebra End(V
K\H
M

)

S(a
q
) is a nite (A :  )-module from the right (as well as from the left).
Proof. In view of the isomorphism (16) this is a straightforward consequence of the fact
that the algebra D(M
1
=H
M
1
) is nite as a (D(G=H))-module, cf. [7], eqn. (27). 2
Lemma 12.9 Let A  D(G=H) be a conite subalgebra and let P 2 D be an operator
such that [P; (D :  )] = 0 for every D 2 A: Then P has coecients of exponential
polynomial type, i.e. its coecients belong to E(A
q
)
 End(V
K\H
M

):
Proof. In view of the previous lemma, we may apply Lemma 12.7 with W = V
K\H
M

,
R = C; and B = (A :  ); and infer that the coecients of P satisfy equations of the
form (102). Let N be the set of pairs (; ) 2 N
d
N
d
; with jj  s and jj  orderP;
and dene the C
N

 End(V
K\H
M

)-valued function P on A
+
q
(Q) by
P
(;)
(a) = @

P

(a) ((; ) 2 N ):
Then we may rewrite the above system of equations in vector form:
H
i
P =M
i
P (1  i  d); (107)
where M
i
2 End(C
N

 End(V
K\H
M

)): Let M : a
q
! End(C
N

 End(V
K\H
M

)) be the
linear map determined by M(H
i
) =M
i
: Then we infer that
P(a) = e
M(loga)
C (a 2 A
+
q
(Q));
for a suitable C 2 C
N

 End(V
K\H
M

): It follows that the coecient P

= @
0
P

of P is
of exponential polynomial type. 2
If A = D(G=H) then we can rene the above lemma, and we obtain the following `at'
version of Theorem 12.3.
Proposition 12.10 Let P 2 D; and assume that
[P; (D :  )] = 0 (D 2 D(G=H)):
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Then P has constant coecients, i.e. it belongs to End(V
K\H
M

)
 S(a
q
):
Proof. By the previous lemma, the coecients of P are of exponential polynomial type.
Let S  a

qc
be the nite set of exponents occurring in these coecients. Then we may
write P as a nite sum
P (a) =
X
2S
m2N
d
(log a)
m
a

P
;m
;
with P
;m
2 End(V
K\H
M

)
 S(a
q
): Put P

(a) = a

P
m
(log a)
m
P
;m
; then one easily sees
that every P

commutes with all (D :  );D 2 D(G=H): Thus we may as well assume
that S consists of a single element :
For  2 a

qc
and v 2 V
K\H
M

; dene the function e

v : A
q
! V
K\H
M

; a 7! a

v:
Moreover, let E

denote the following nite dimensional linear span of functions
E

= h e
s
v j s 2 W; v 2 V
K\H
M

i: (108)
In view of the lemma below, for generic  the space E

is a sum of joint eigenspaces for
(D(G=H) :  ): This implies that P maps E

into itself. In particular the function
P (e

v)(a) = a
+
X
m
(log a)
m
P
;m
()v (109)
is contained in E

for generic  2 a

qc
: Now  +  =2 W n fg for generic ; and we
conclude that we must have  = 0; and P
;m
() = 0 for m 6= 0: Hence P has constant
coecients. 2
Lemma 12.11 For  in the complement of a locally nite union of hyperplanes in a

qc
the space E

dened in (108) is a sum of simultaneous eigenspaces for (D(G=H) :  ):
Proof. Let b be a Cartan subspace of q; containing a
q
; and let  : D(G=H)! I(b) be the
associated Harish-Chandra isomorphism.
If  2 a

qc
; we dene E
0

to be the space of functions f 2 C
1
(A
q
)
 V
K\H
M

satisfying
the system of dierential equations:
(D :  )f = (D :  : )f (D 2 D(G=H)):
Then obviously e

v 2 E
0

for all v 2 V
K\H
M

and hence
E


X
s2W
E
0
s
: (110)
By (58) and (39) the endomorphism (D :  : ) of V
K\H
M

is semisimple with eigenvalues
of the form (D :  + );  2 L; for all D 2 D(G=H),  2 a

qc
. Let T = [
w2N
K
(a
q
)
wL,
then it follows from the Weyl-invariance of (D) that (D :  : s) has eigenvalues of the
form (D : +) with  2 T , for all s 2 W . For  2 T; let E
0
;
be the space of functions
f 2 C
1
(A
q
)
 V
K\H
M

such that
(D :  )f = (D :  + )f (D 2 D(G=H)):
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Then it follows from the above discussion that
E
0
s

X
2T
E
0
;
(111)
for all s 2 W .
On the other hand, in view of (58) it follows from [7], Prop. 13.5, that E
0
;
 E

; for
 in the complement of a locally nite union of hyperplanes. Together with (110) and
(111) this completes the proof. 2
Proposition 12.12 Let P 2 D; and let A  D(G=H) be a conite subalgebra. Assume
that
[P;

(D)] = 0 (D 2 A):
Then P belongs to E(A
q
)O 
 End(V
K\H
M

)
 S(a
q
):
Proof. It follows from [5], Lemma 3.8, that there exists a nite dimensional subspace
E
0
 End(V
K\H
M

)
 S(a
q
) such that
D
O
= OE
0


(Z(G=H)):
The above equality certainly holds with Z(G=H) replaced by D(G=H); and since D(G=H)
is a nite module over A; it also holds with Z(G=H) and E
0
replaced by A and a nite
dimensional linear subspace E of D
O
respectively. Therefore we may apply Lemma 12.7
with R = O and B = 

(A): It follows that the coecients of P satisfy equations of
the form (102). As in the proof of Lemma 12.7 these equations may be rewritten in the
vector form (107), but this time withM
i
2 O
End(C
N

End(V
K\H
M

)): The conclusion
now follows from [17], App. 1, if one proceeds along the lines of [4], pp. 233-234. 2
Proof of Theorem 12.3. Let P satisfy the hypotheses of the theorem. Then by the previous
proposition, P has an absolutely converging series expansion:
P (a) =
X
2X
m2M
(log a)
m
a

P
;m
(a 2 A
+
q
(Q)): (112)
HereM  N
d
is a nite subset, and X is a subset of a

qc
of the form X = S+( N(Q));
with S  a

qc
nite. Moreover, P
;m
2 End(V
K\H
M

) 
 S(a
q
): Here it is possible that
S = ;; this means that X = ; and P = 0: An element  2 X for which there exists an
m 2 M such that P
;m
6= 0 will be called an exponent of P (along Q). The maximal
elements in the set of exponents with respect to the ordering  on a

qc
(dened by 
1


2
() 
2
  
1
2 N(Q)) are called the leading exponents of P: We denote the set
of these leading exponents by T and dene the associated leading part of P to be the
operator
P
L
(a) :=
X
s2T
m2M
(log a)
m
a
s
P
s;m
:
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By construction we have P
L
= 0 ) P = 0: We now consider the commutation relations
(99) once more. Inserting the expansions (112) and (98) of P and 

(D); we conclude
that [P
L
; e
 
(D :  )  e

] = 0; or, equivalently,
[e

P
L
 e
 
; (D :  )] = 0 (D 2 D(G=H)):
Then by Lemma 12.10 we infer that e

P
L
 e
 
; and hence P
L
; has constant coecients.
Thus we see that T  f0g; and that P
0;m
= 0 for m 6= 0: Hence
P (a) =
X
m2M
(log a)
m
X
2N(Q)
a
 
P
 ;m
; (113)
with P
0;m
= 0 for m 6= 0: In particular we see that P
L
= P
0;0
: Hence the map P 7! P
0;0
is
an injective linear map from the commutant of 

(D(G=H)) into End(V
K\H
M

)
 S(a
q
):
Inserting the expansion (113) together with that of 

(D) once more in (99), we now
nd, for every D 2 D(G=H):
0 = [P;

(D)](a)
=
X
m2M
;2N(Q)
h
(log a)
m
a
 
P
 ;m
; a
 
D

i
=
X
m2M
;2N(Q)

(log a)
m
[a
 
P
 ;m
; a
 
D

] + a
 
[(log a)
m
;D

]a
 
P
 ;m

:
Shrinking M if necessary, we may assume that for each m 2M at least one of the P
 ;m
( 2 N(Q)) is non-trivial. Suppose now that M 6= ; and that m
0
is an element in M
of maximal length jmj: Then, since [(log a)
m
0
;D

] has powers of log a of length strictly
smaller than m
0
; it follows from the above equations that:
X
;2N(Q)
h
a
 
P
 ;m
0
; a
 
D

i
= 0;
that is, the dierential operator
P
m
0
(a) =
X
2N(Q)
a
 
P
 ;m
0
also commutes with 

(D); for every D 2 D(G=H): By the rst part of the proof this
forces P
0;m
0
6= 0; which in turn forces m
0
= 0: Hence M  f0g; and writing P

= P
 ;0
we obtain:
P (a) =
X
2N(Q)
a
 
P

(a 2 A
+
q
(Q)):
Hence P 2 O
End(V
K\H
M

)
S(a
q
); as claimed in the theorem. Moreover, C (P ) = P
0;0
determines P uniquely. Finally, if P 6= 0; it remains to prove the statement on the orders.
This is done exactly as in [12], proof of Prop. 1, by means of a recursion formula for the
P

; arising from the commutation of P with the Laplacian. 2
50
We conclude this section by discussing some properties of the constant part of an
operator P 2 D
O
which will be useful at a later stage. The following lemma is easy to
prove.
Lemma 12.13 Let  2 a

qc
: Then conjugation by the function e

: a 7! a

leaves the
algebra D
O
as well as its subalgebra D
C
invariant, and denes automorphisms of these
algebras. Moreover, for every P 2 D
O
we have:
C(e

P  e
 
) = e

C(P )  e
 
:
Lemma 12.14 Conjugation by the function a 7! J(a)
1=2
leaves the algebra D
O
invariant,
and denes an automorphism P 7!
e
P of D
O
: Moreover, if P 2 D
O
; then
C(
e
P ) = e

C(P )  e
 
: (114)
Proof. Observe that J(a)
1=2
= a

'; with ' 2 O an invertible element such that '(a)! 1
if a
Q
 !1 (i.e. if a
 
! 0 for each  2 (Q)). Using the previous lemma we nd that
C (J
1=2
P J
 1=2
) = e

C('P '
 1
)  e
 
= e

C(P )  e
 
:
2
Let ' 2 C
1
c
(a
+
q
(Q)) be xed such that
Z
a
+
q
(Q)
j'(X)j
2
dX = 1; (115)
where dX denotes the Lebesgue measure on a
q
which via exp corresponds to the invariant
measure da on A
q
: Let d := dima
q
: Then for v 2 V
K\H
M

;  2 a

qc
and  > 0 we dene
the function f
;;v
2 C
1
c
(A
+
q
(Q))
 V
K\H
M

by
f
;;v
(expX) = 
d=2
e
(X)
J(expX)
 1=2
'(X) v: (116)
Then supp f
;;v
tends to innity in A
+
q
(Q) as & 0; and using (53) and the relation (50)
one readily checks that
hT
"
Q
f
;;v
j T
"
Q
f
; ;w
i = hf
;;v
j f
; ;w
i
J
= hv jwi:
Lemma 12.15 Let P 2 D
O
: Then for v;w 2 V
K\H
M

and  2 a

qc
we have
lim
&0
hPf
;;v
j f
; ;w
i
J
= hC(
e
P )()v jwi:
Before proving the lemma we mention the following easy estimate for functions in O
+
:
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Lemma 12.16 Let  2 O
+
; and let 
  a
+
q
(Q) be compact. Then there exist constants
r; C > 0 such that
j (exp tX)j  C e
 rt
(X 2 
; t  1):
Proof. This follows easily from the observations in Remark 7.2. 2
Proof of Lemma 12.15. Let k be the order of P; let S
k
(a
q
) denote the subspace of
elements of order at most k in S(a
q
); and x a norm j  j on End(V
K\H
M

)
 S
k
(a
q
):
For  > 0; v 2 V
K\H
M

; put '

(a) = '( log a); and dene g
;v
: A
q
! V
K\H
M

by
g
;v
(a) = 
d=2
'

(a)v: Here we have extended ' by zero to a compactly supported function
on a
q
: For all  > 0 we have:
hg
;v
j g
;w
i :=
Z
A
q
hg
;v
(a) j g
;w
(a)i

da = hv jwi

(v;w 2 V
K\H
M

): (117)
We will rst investigate the behavior of hPg
;v
j g
;w
i: One readily veries that there exists
a constant C > 0; only depending on '; such that for every U 2 End(V
K\H
M

) 
 S
k
(a
q
),
and all  2 ]0; 1] ; v 2 V
K\H
M

one has
jUg
;v
(a)  U(0)g
;v
(a)j  
1+d=2
C jU jjvj (118)
and
jUg
;v
(a)j  C 
d=2
jU jjvj: (119)
for all a 2 A
q
: Using the estimate (119) and Lemma 12.16 we see that for P
+
:= P  
C(P ) 2 O
+

 End(V
K\H
M

)
 S
k
(a
q
) there exists a constant r > 0 such that
hP
+
g
;v
(a) j g
;w
(a)i = O(e
 r=
) (& 0);
uniformly in a 2 A
q
: Combining this estimate with (118) for U = C(P ) and with (119),
and integrating over A
q
; we nd that
h[P   C(P )(0)]g
;v
j g
;w
i = O(
d+1
vol(supp'

)) = O():
But
hC(P )(0)g
;v
j g
;w
i = hg
;C (P )(0)v
j g
;w
i = hC(P )(0)v jwi;
for all  > 0; by (117). It follows that
lim
&0
hPg
;v
j g
;w
i = hC(P )(0)v jwi: (120)
To complete the proof, we observe that
hPf
;;v
j f
; ;w
i
J
= he
 
e
P  e

g
;v
j g
;w
i:
Moreover, in view of Lemma 12.13, the operator e
 
e
P  e

belongs to D
O
; and has constant
part equal to e
 
C(
e
P )  e

: Hence C (e
 
e
P  e

)(0) = C (
e
P )(): Now apply (120), with
e
 
e
P  e

in place of P: 2
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13 A limit behavior of the spherical Fourier trans-
form
Throughout this section P 2 P
min

will be xed, and we will discuss the asymptotic
behavior of the  -spherical Fourier transform F = F
P
in the following sense. Let Q 2
P
min

; ' 2 C
1
c
(a
+
q
(Q)); and suppose that (115) holds. For v 2 V
K\H
M

;  2 ia

q
and  > 0
we dene f
;;v
2 C
1
c
(A
+
q
(Q)) 
 V
K\H
M

as in the previous section, by (116). We shall
investigate the asymptotic behavior of F T
"
Q
f
;;v
as & 0:
Our rst result is the following. For v 2 V
K\H
M

; let  
v
2

C
1
( ) ' C
1
(M=H
M
: 
M
)
be dened by  
v
(eH
M
) = v: Then the map v 7!  
v
inverts the map (58), hence is an
isometry. Extend ' by zero to a compactly supported function on a
q
; and let '^ denote
its Euclidean Fourier transform, dened as in (22). Dene '
;;v
: ia

q
!

C( ) by
'
;;v
() =
X
s2W

 d=2
'^(
s   

) C

QjP
(s : )

 
v
: (121)
Let p
0
be the polynomial dened by (62) with R = 0; and let
8
p

() :=
Y
s2W
p
0
(s); p

() :=
8
p

( 

):
Proposition 13.1 There exists a r > 0 such that for every p 2 S(a
q
) which is divisible
by p

we have
kp (F T
"
Q
f
;;v
  '
;;v
)k
L
2
(ia

q
)


C()
= O(e
 r=
) (& 0)
for all v 2 V
K\H
M

and  2 ia

q
.
Proof. Let  2

C( ): Then for  2 ia

q
we have:
h[F T
"
Q
f
;;v
]() j i
= hT
"
Q
f
;;v
jE

( : )i
=
Z
a
+
q
(Q)

d=2
e
(X)
'(X) hv jJ(expX)
1=2
E

( : )(expX)i dX: (122)
Put C

QjP;1
(s : ) := pr
1
C

QjP
(s : ) and let
E

Q;1
( : )(ma) =
X
s2W
a
s
[C

QjP;1
(s : ) ] (m) (m 2M; a 2 A
q
)
be the (Q; 1)-principal part of the normalized Eisenstein integral (cf. [13], eqn. (56)). It
depends analytically on  2 ia

q
. Moreover, dene the remainder term R( ; ) : a
+
q
(Q)!
V

by
J(expX)
1=2
E

( : )(expX) = E

Q;1
( : )(expX) +R( ; )(X):
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Let I
1
(v; ; ;  ; ) and I
2
(v; ; ;  ; ) be the integrals obtained from the integral (122) if
one replaces J(expX)
1=2
E

( : )(expX) by E

Q;1
( : )(expX) and R( ; )(X) respec-
tively. Then
h[F T
"
Q
f
;;v
]() j i = I
1
(v; ; ;  ; ) + I
2
(v; ; ;  ; ):
We claim that I
1
(v; ; ;  ; ) = h'
;;v
() j i and then it remains to estimate the integral
p() I
2
(v; ; ;  ; ); for all  2

C( ):
To prove the claim we observe that
I
1
(v; ; ;  ; ) = 
d=2
Z
a
q
X
s2W
'(X) e
( s)(X)
hv jC

QjP;1
(s : ) (e)i dX (123)
= 
 d=2
X
s2W
'^(
s   

) hv jC

QjP;1
(s : ) (e)i: (124)
Because the map v 7!  
v
is an isometry, we have:
hv jC

QjP;1
(s : ) (e)i = h 
v
jC

QjP;1
(s : ) i:
Since  
v
2

C
1
( ) = pr
1

C( ); the right-hand side in the above equation is equal to
h 
v
jC

QjP
(s : ) i = hC

QjP
(s : )

 
v
j i and the validity of the claim now follows.
The proof is now completed by the estimate of p

()I
2
(v; ; ;  ; ) given in the lemma
below. 2
Lemma 13.2 There exists a r > 0 and for every  2 ia

q
, N > 0 a constant C > 0 such
that for all v 2 V
K\H
M

,  2

C( );  2 ia

q
and all 0 <   1 we have
kp

() I
2
(v; ; ;  ; )k  C (1 + jj)
 N
e
 r=
k k kvk:
Proof. Since

C( ) is nite dimensional, it suces to prove the estimate for a xed  :
From Theorem 7.5 and (59) with w = 1; and in view of denition (60) and the expansion
(61), we infer that the remainder term is given by the following absolutely convergent
series ( 2 ia

q
):
8
p

()R( ; )(X) =
X
s2W
2N(Q)nf0g
R
s;
( ; )(X); (125)
where
R
s;
( ; )(X) =
8
p

() e
(s )(X)
~
,

(s) [C

QjP;1
(s : ) ](e):
By Proposition 5.3 and Theorem 7.6 there exist constants C
0
> 0 and  > 0 such that
k
8
p

()
~
,

(s) [C

QjP;1
(s : ) ](e)k  C
0
(1 + jj)
degp

(1 + jj)

; (126)
for all  2 ia

q
;  2 N(Q):
Let
r
0
= minf(X) j  2 (Q); X 2 supp'g
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and let 0 < r < r
0
. Then for every  2 N(Q) we have   r
0
m() on supp': Hence if
X 2 
 1
supp'; then
kR
s;
( ; )(X)k  C
0
(1 + jj)
degp

(1 + jj)

e
 m()r
0
=
; (127)
for all  2 ia

q
;  2 N(Q): Since jf 2 N(Q) j m() = kgj grows at most linearly in k;
the series
G(z) =
X
2N(Q)nf0g
(1 + jj)

z
m()
converges absolutely in the disc jzj < 1; and denes an analytic functionG there. It follows
from this that the series (125) converges absolutely and uniformly in X 2 
 1
supp'; for
every  2 ia

q
; and 0 <   1: Interchanging integration and summation and performing
the substitution X 7! 
 1
X; we now obtain ( 2 ia

q
):
p

()I
2
(v; ; ;  ; ) =
X
s2W
2N(Q)nf0g
I
s;
(v; ; ;  ; );
where
I
s;
(v; ; ;  ; ) = 
 d=2
'^(
s    + 

) hv j
8
p

()
e
,

(s)C

QjP;1
(s : ) (e)i: (128)
Fix  2 ia

q
. By the Paley-Wiener estimate for the Euclidean Fourier-Laplace transform
of a compactly supported smooth function there exists for every N 2 N a constant D > 0
such that
j'^(
s   + 

)j  D (1 + 
 1
js   + j)
 N
e
 m()r
0
=
;
for all 0 <   1;  2 ia

q
;  2 N(Q): Since  is real, whereas s   is purely imaginary,
we have js   + j  js  j; hence there exists a constant D
0
, depending on N and ,
such that
j'^(
s   + 

)j  D
0
(1 + jj)
 N
e
 m()r
0
=
: (129)
Applying this estimate and (126) to (128), we nd that for every N 2 N there exists a
constant D
00
> 0; such that for all 0 <   1;  2 N(Q) n f0g, and v 2 V
K\H
M

we have
jI
s;
(v; ; ;  ; )j  D
00
(1 + jj)
 N
(1 + jj)


 d=2
e
 m()r
0
=
kvk ( 2 ia

q
):
We deduce from this that there exists a constant D
000
> 0 such that:
jp

()I
2
(v; ; ;  ; )j  D
000

 d=2
(1 + jj)
 N
kvkG(e
 r
0
=
);
for all 0 <   1;  2 ia

q
; v 2 V
K\H
M

. We now use that the holomorphic function
G vanishes at z = 0; and therefore satises an estimate of the form G(z) = O(z) on
jzj  e
 r
0
: Since r < r
0
we infer that 
 d=2
G(e
 r
0
=
) = O(e
 r=
), and the lemma follows.
2
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The following corollary to Proposition 13.1 will be crucial in the next section.
Corollary 13.3 Let D 2 D(G=H) be a dierential operator such that the polynomial
 7! p

()p

( 

) divides (D :  ) in S(a
q
)
End(

C( )): Then for all v;w 2 V
K\H
M

and
 2 ia

q
we have
lim
&0
hFDT
"
Q
f
;;v
j F T
"
Q
f
;;w
i = h(D :  : )v jwi: (130)
Proof. Write I() for the inner product behind the limit sign in (130), and let P 2
S(a
q
) 
 End(

C( )) denote the quotient of (D :  : ) by p

()p

( 

): Then for  2 ia

q
we have
I() = hPp

F T
"
Q
f
;;v
j p

F T
"
Q
f
;;w
i:
From denition (121), the estimate (129) with  = 0; and the unitarity of the normalized
C-functions (Proposition 5.3) it follows that for every polynomial q 2 S(a
q
) we have:
kq '
;;v
k
L
2
(ia

q
)
V
K\H
M

= O(
 d=2
) (& 0):
Combining this with Proposition 13.1 we see that
I() = hPp

'
;;v
j p

'
;;w
i+O() = J() + O();
where J() = h(D :  )'
;;v
j'
;;w
i: Thus it suces to study the limit behavior of J():
Substituting (121) we see that J() =
P
s;t2W
J
s;t
(); with
J
s;t
() = 
 d
Z
ia

q
'^(
s  

) '^(
t  

) A
s;t
() d;
A
s;t
() = h(D :  : )C

QjP
(s : )

 
v
jC

QjP
(t : )

 
w
i: (131)
Here we recall that d = jW j
 1
d
reg
() as in Section 3. Substituting  = 
 1
(s   ) we
obtain
J
s;t
() = jW j
 1
Z
ia

q
'^() '^(ts
 1
 + 
 1
(ts
 1
   ))A
s;t
(s
 1
 + s
 1
) d
reg
():
If ts
 1
  6= 0; then by dominated convergence we see that lim
&0
J
s;t
() = 0 (use that '^
is Schwartz, and that A
s;t
() is polynomially bounded in ; by unitarity of the normalized
C-functions). On the other hand, if ts
 1
 = ; then by dominated convergence we see
that
lim
&0
J
s;t
() = jW j
 1
Z
ia

q
'^() '^(ts
 1
) d
reg
() A
s;t
(s
 1
)
= jW j
 1
Z
a

q
'(X)'(ts
 1
X) dX A
s;t
(s
 1
)
= jW j
 1

s;t
A
s;t
(s
 1
):
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Therefore
lim
&0
I() = lim
&0
J()
= jW j
 1
X
s2W
A
s;s
(s
 1
)
= jW j
 1
X
s2W
hC

QjP
(s : s
 1
)(D :  : s
 1
)C

QjP
(s : s
 1
)

 
v
j 
w
i: (132)
Using (38) and Proposition 5.3 we now see that
lim
&0
I() = h(D :  : ) 
v
j 
w
i = h 
(D :  :)v
j 
w
i = h(D :  : )v jwi:
Here we have used the denition of  in Section 7 and the fact that the map v 7!  
v
is
an isometry. 2
14 Fourier inversion modulo a dierential operator
In this section we shall use the results of the previous sections to prove the following
theorem. Recall the denition of  2 

(a
q
) from (64), and that of D

= D
;
 D(G=H)
from Denition 10.3 with p = : Then D

6= ;; by Corollary 10.4.
Theorem 14.1 Let D 2 D

: Then
DJFf = Df; (133)
for all f 2 C
1
c
(G=H :  ):
Proof. Fix D 2 D

; and let f 2 C
1
c
(G=H :  ): Then the functions on both sides of (133)
are smooth. Hence it suces to prove (133) on KA
+
q
(Q)H for any Q 2 P
min

(use (5)).
For this it suces to show that hg jDJFfi = hg jDfi for all g 2 C
1
c
(G=H :  ) with
supp g  KA
+
q
(Q)H (cf. Lemma 11.3). The latter equation is equivalent to
hDJFg j fi = hDg j fi; (134)
by Corollary 9.4 (b) and since D = D

(see Denition 10.3 with p = ).
Thus it suces to prove DJFg = Dg for every g 2 C
1
c
(G=H :  ) with supp g 
KA
+
q
(Q)H: In other words, we have reduced the proof of (133) to the case that f 2
C
1
c
(KA
+
q
(Q)H :  ) = image(T
"
Q
) (see (49) and Lemma 7.1), with arbitrary Q.
Since DJF and D decrease supports (cf. Theorem 11.1), the maps DJF  T
"
Q
and
D  T
"
Q
map C
1
c
(A
+
q
(Q); V
K\H
M

) into C
1
c
(KA
+
q
(Q)H :  ): Hence by Lemma 7.1 it suces
to show that the endomorphism
P := T
#
Q
DJF  T
"
Q
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of C
1
c
(A
+
q
(Q); V
K\H
M

) equals T
#
Q
D  T
"
Q
: The latter operator equals 

(D) = 
Q;
(D):
Thus it suces to show that
P = 

(D): (135)
This identity will be established in the rest of this section.
Lemma 14.2 The operator P = T
#
Q
DJF  T
"
Q
is a dierential operator with smooth
End(V
K\H
M

)-valued coecients, satisfying the commutation relations
[P;

(@)] = 0 (@ 2 D(G=H)):
Proof. It follows from Theorem 11.1 that the continuous linear operator P from the
space C
1
c
(A
+
q
(Q); V
K\H
M

) to the space C
1
(A
+
q
(Q); V
K\H
M

) decreases supports. Hence
P is a dierential operator with smooth End(V
K\H
M

)-valued coecients (cf. [30], remark
on p. 236). Let @ 2 D(G=H) be arbitrary. Then it follows from Corollary 9.4 (a) that
@ commutes with the operator DJF : From this and (51) we see that P commutes with
T
#
Q
 @  T
"
Q
; which equals 

(@): 2
It follows from the above lemma and Theorem 12.3 that P 2 D
O
; and that the constant
part C (P ) 2 End(V
K\H
M

) 
 S(a
q
) is well dened and determines P uniquely. Thus, in
order to obtain the identity (135) we need only to verify that C (P ) = C (

(D)); or
equivalently, that
C (
e
P ) = C (
g


(D)): (136)
Observe that
C (
g


(D)) = (D :  ); (137)
by Lemmas 12.2 and 12.14. Hence (136) is a consequence of the proposition below, which
completes the proof of Theorem 14.1. 2
Proposition 14.3 C(
e
P ) = (D :  ):
Proof. Let p

be as in Proposition 13.1. Then by Lemma 10.7 there exists a dif-
ferential operator D

2 D(G=H) such that the polynomial  7! p

()p

( 

) divides
(D

:  ) in S(a
q
) 
 End(

C( )); and such that det(D

:  ) is non-trivial. In particu-
lar, (D

:  ) is not a zero divisor in S(a
q
) 
 End(V
K\H
M

): Now consider the operator
P
0
= T
#
Q
D

DJF T
"
Q
: Using (51) we infer that P
0
= 

(D

)P; and by Lemmas 12.1 and
12.2 we see that P
0
2 D
O
and
C (
e
P
0
) = (D

:  )C (
e
P ): (138)
On the other hand, in view of Lemma 12.15 we have, for v;w 2 V
K\H
M

;  2 ia

q
;
hC(
e
P
0
)()v jwi = lim
&o
hP
0
f
;;v
j f
;;w
i
J
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= lim
&0
hT
#
Q
D

DJF T
"
Q
f
;;v
j f
;;w
i
J
= lim
&0
hJ FD

DT
"
Q
f
;;v
j T
"
Q
f
;;w
i
= lim
&0
hFD

DT
"
Q
f
;;v
j F T
"
Q
f
;;w
i
= h(D

D :  : )v jwi;
the last three equalities being in consequence of (53) and Corollary 9.4 (a), (82), and
Corollary 13.3, respectively. Hence
C (
e
P
0
) = (D

:  )(D :  ): (139)
The desired conclusion now follows from (138) and (139), since (D

:  ) is not a zero
divisor. 2
Remark 14.4 Consider again the case where G=H is a Riemannian symmetric space of
the non-compact type. Then the Eisenstein integrals (see also [31], Ch. III, x2) are entire
functions on a

qc
. The normalized Eisenstein integrals are obtained from these by division
with Harish-Chandra's c-function (use loc.cit., p. 245, eqn. (51)), which by the formula of
Gindikin-Karpelevic has no zeros in a

q
(

P ; 0), and hence the polynomial  of (64) is 1. By
Remark 10.9 we have 1 2 D

, hence Theorem 14.1 says that JF = I on C
1
c
(G=H :  ).
In this case our formula is essentially identical with the inversion formula for Helgason's
-spherical Fourier transform, see loc.cit., Ch. III, Prop. 5.10 and Thm. 5.16.
15 Injectivity of the Fourier transforms
From the inversion theorem (Theorem 14.1) of the previous section we will deduce injec-
tivity of the Fourier transforms F and f 7!
^
f on compactly supported smooth functions.
Theorem 15.1 The Fourier transform F maps C
1
c
(G=H :  ) injectively into the space
S(ia

q
)


C( ):
The proof of this theorem will be based on a result of [12], which we will now recall.
Fix Q 2 P
min

and put n = n
Q
: In view of the decomposition g = n + m+ a
q
+ h; we
may dene a map
8

Q
: U(g) ! U(a
q
) by
8

Q
(u)  u modulo (n + m)U(g) + U(g)h: By
restriction to U(g)
H
we obtain a homomorphism D(G=H)! S(a
q
); also denoted by
8

Q
:
We dene the homomorphism :D(G=H) ! S(a
q
) by (D)() =
8

Q
(D)( + 
Q
) (D 2
D(G=H);  2 a

qc
); then  is independent of the choice of Q; cf. [12], Lemma 1.
Recall that if S is a closed subset of a
q
; then we dene the subset X
S
of G=H by (66).
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Proposition 15.2 Let D 2 D(G=H) be a non-zero dierential operator with deg (D) =
orderD; and let S be a W
K\H
-invariant closed convex subset of a
q
: Then for every f 2
C
1
c
(G=H) we have:
suppDf  X
S
) supp f  X
S
: (140)
In particular, D is injective on C
1
c
(G=H).
Proof. This is Theorem 2 of [12]. The nal statement is equivalent to (140) with S = ;.
2
Lemma 15.3 Let p 2 (a
q
); and dene the subset D
0
p
= D
0
;p
of D(G=H) by
D
0
p
= fD 2 D
p
j deg (D) = orderDg: (141)
Then D
0
p
6= ;:
Proof. From [12], Lemma 3, we see that for D 2 D(G=H) we have deg (D) = deg (D

):
Fix w 2 W: Then from the rst lines of the proof of Corollary 10.4 we see that we must
show that in Theorem 10.2 the operator D = D
w
can be found with deg (D) = order (D):
This will be true if the operator D in Lemma 10.7 can be found such that deg (D) =
orderD:We will go over the proof of that lemma, and verify that the constructed operator
D satises the additional requirement. One easily veries that one may still reduce to
the case that p 2 (a
q
) is of the form p = X + c; with X 2 a
qc
n f0g; c 2 C: Dene
q 2 S(j)
W (j)
and Z 2 Z as in the proof. Then we must show that D = r(Z) satises the
additional requirement.
FixQ 2 P
min

; put n = n
Q
; and dene
8

Q
as above. Then deg (@) = deg
8

Q
(@) for all
@ 2 D(G=H): Now
8

Q
(D) =
8

Q
(Z); and since deg
8

Q
(Z)  orderD  orderZ = deg q;
it is sucient to show that deg
8

Q
(Z) = deg q: We recall that the Cartan subalgebra j
decomposes as in (19), and that, accordingly, a

qc
and j

0c
are viewed as subspaces of j

c
:
Let 
+
(j) be a choice of positive roots for j
c
in g
c
which is compatible with (Q): Let
g
+
c
be the associated sum of positive root spaces in g
c
; and let 
j
2 j

c
be the associated
rho. Dene
8
q 2 S(j) by
8
q() = q(   
j
) for  2 j

c
: Then it suces to show that
deg
8
q = deg
8

Q
(Z): Now Z 
8
q modulo g
+
c
U(g): Since
g
+
c
= n
c
 [g
+
c
\m
c
]
it follows from this that
8

Q
(Z) equals the restriction of
8
q to a

qc
: Now
8
q is a product
of rst degree polynomials of the form L :  7! (w   w
j
+ 

)(X + Y ) + c: Since
w
 1
(X +Y ) =2 j
0
by Lemma 10.6, the polynomial  7! w(X +Y ) is not constant on a

qc
:
The restriction of every factor L to a

qc
is therefore of degree 1. Hence the restriction of
8
q to a

qc
has the same degree as
8
q; and the proof is complete. 2
Proof of Theorem 15.1. Let f 2 C
1
c
(G=H :  ); and suppose that Ff = 0: Fix D 2 D
0

(cf. the lemma above). Then from Theorem 14.1 it follows that DJFf = Df; hence
Df = 0: Applying Proposition 15.2 we infer that f = 0: 2
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Using Proposition 15.2 once more we obtain the following version of the inversion
formula.
Corollary 15.4 Let D 2 D(G=H) be any dierential operator such that DJF maps
C
1
c
(G=H :  ) to itself. Then DJF = D on C
1
c
(G=H :  ):
Proof. Fix D
1
2 D
0

; and let f 2 C
1
c
(G=H :  ): Then it follows from Theorem 14.1 that
D
1
(DJFf  Df) = D(D
1
JFf  D
1
f) = 0: But DJFf  Df is compactly supported,
hence using Proposition 15.2 we infer that it is zero. 2
From Theorem 15.1 we obtain the following companion result for the Fourier transform
f 7!
^
f:
Theorem 15.5 Let f 2 C
1
c
(G=H): If
^
f(; ) = 0 for all [] 2
c
M
H
and  2 ia

q
; then
f = 0:
Proof. By equivariance and continuity of the Fourier transform (cf. Lemma 4.3) it suces
to prove this for a K-nite f . Thus assume that # 
c
K is nite, and that f 2 C
1
c
(G=H)
#
:
Let  = 
#
be as in Remark 5.1 and recall the denition of & in (43). We recall that &
maps C
1
c
(G=H)
#
bijectively onto C
1
c
(G=H :  ): Put F = &(f): Then by Proposition 6.4
we have FF = 0; and hence F = 0 by Theorem 15.1. This implies that f = 0 as well. 2
We end this section with a result that relates (D) to the Q-radial component 
Q;
(D)
dened in (54), with Q a given parabolic subgroup in P
min

: Recall that 
Q;
(D) is a
dierential operator on A
+
q
(Q); with coecients in C
1
(A
+
q
(Q))
 End(V
K\H
M

):
Lemma 15.6 Let D 2 D(G=H): Then orderD = deg (D) if and only if orderD =
order
Q;
(D):Moreover, if one of these equivalent conditions is fullled, then the principal
symbol of 
Q;
(D) equals I
V
K\H
M


 [
8


Q
(D)]
d
; here the subscript d indicates that the
homogeneous part of degree d := orderD has been taken.
Proof. Assume that order (D) = d; with d  1 (otherwise all assertions are trivial). Fix
~
D 2 U(g)
H
of order d such that r(
~
D) = D: Put

n =

n
Q
: Then we have the decomposition
g =

n + (m \ k) + a
q
+ h; as a sum of vector spaces. Hence
~
D  
8


Q
(D) belongs to

nU(g)
d 1
+(m\k)U(g)
d 1
+U(g)h; where U(g)
d 1
denotes the subspace of U(g) consisting
of all elements of order at most d   1: It now follows from [4], Lemma 3.9, that the
dierential operator 
Q;
(D) I

8


Q
(D) has order at most d 1: From this all assertions
follow. 2
16 The image of the spherical Fourier transform
In this section we will determine the image of the Schwartz space under the Fourier
transform F = F
P
; and the kernel of the wave packet transform J = J
P
(as before we
assume that P 2 P
min

; and that  is a nite dimensional unitary representation of K).
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If s; t 2 W; then from [13], eqn. (71), we see that
C

P jP
(t : s)C

P jP
(s : ) = C

P jP
(ts : ) ( 2 ia

q
):
This condition allows us to dene a representation  of W on the space of

C( )-valued
functions on ia

q
; by
[(s)']() = C

P jP
(s
 1
: )
 1
'(s
 1
) = C

P jP
(s : s
 1
)'(s
 1
): (142)
Notice that it follows from the unitarity of the normalized C-functions, see Proposition
5.3, that  denes a unitary representation of W on L
2
(ia

q
)


C( ):
Lemma 16.1 Let s 2 W: Then (s) commutes with (D :  ) for all D 2 D(G=H), that
is
(s)((D :  ) ') = (D :  )  ((s)')
for all ' as above.
Proof. This follows from eqn. (38). 2
The importance of the representation  is apparent from the following result. Let
(S(ia

q
) 


C( ))
W
denote the space of (W )-invariants in S(ia

q
) 


C( ): Clearly this is
a closed subspace of S(ia

q
)


C( ), hence it is Frechet.
Lemma 16.2 The Fourier transform F maps C(G=H :  ) into (S(ia

q
)


C( ))
W
.
Proof. This is an immediate consequence of Lemma 6.3 with P
1
= P
2
= P: 2
Remark 16.3 Although we did not assert it in the above lemma, it is true that S(ia

q
)


C( ) is an invariant subspace for , and that (s) acts continuously on it for all s 2 W .
This follows from polynomial estimates for the derivatives of the C-functions that can be
obtained using the material of [7]. However, we shall not need this here.
In this section we will show that we actually have the equality
im(F) = (S(ia

q
)


C( ))
W
:
In the proof we will need the following result, which is the analogue of [27], Thm. 26.1.
Theorem 16.4 The wave packet transform J maps S(ia

q
)


C( ) continuously into the
Schwartz space C(G=H :  ):
Proof. See [9], Thm. 1. 2
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Combining this theorem with the continuity of F on the Schwartz space (cf. Lemma
6.1) and density of C
1
c
(G=H :  ) in C(G=H :  ); we see that Theorem 14.1 holds for
Schwartz functions:
Corollary 16.5 Let D 2 D

: Then DJF = D on C(G=H :  ): 2
We now come to a result that will be the key to the other results of this section. Since
 denes a unitary representation of W in the Hilbert space L
2
(ia

q
)


C( ); the map
P
W
: f 7! jW j
 1
X
s2W
(s)f
denes an equivariant orthogonal projection operator onto the space of W -invariants, and
we have an orthogonal direct sum decomposition of L
2
(ia

q
) 


C( ) into the following
invariant closed subspaces:
L
2
(ia

q
)


C( ) = kerP
W
 (L
2
(ia

q
)


C( ))
W
: (143)
Theorem 16.6 On S(ia

q
)


C( ) we have FJ = P
W
:
We will prove Theorem 16.6 in a number of steps. First we collect some properties of
the composition FJ :
Lemma 16.7 The composition T = FJ is a continuous linear endomorphism of S(ia

q
)


C( ): Moreover, it satises the following conditions (a) - (c).
(a) (D :  ) T = T (D :  ) for all D 2 D(G=H);
(b) (s) T = T for all s 2 W ;
(c) hT '
1
j'
2
i = h'
1
j T '
2
i for all '
1
; '
2
2 S(ia

q
)


C( ):
Proof. The continuity of T follows from Theorem 16.4 and Lemma 6.1. Condition (a)
follows from Lemmas 9.1 and 6.2. Condition (b) follows from Lemma 16.2. Finally, (c)
follows from Lemma 9.3 and Theorem 16.4. 2
Proposition 16.8 There exists an open dense W -invariant set a

q
 a

q
with the fol-
lowing property. Let T be any continuous linear endomorphism of S(ia

q
) 


C( ) such
that conditions (a) { (c) of Lemma 16.7 are fullled. Then there exists a unique smooth
function  : ia

q
! End(

C( )) such that
T '() = () P
W
'() (144)
for all ' 2 S(ia

q
)


C( ),  2 ia

q
.
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Proof. We will prove this result in a number of steps. For every  2 a

qc
we dene the
distribution u

2 D
0
(ia

q
)
 End(

C( )) by
u

(') = T '() (' 2 C
1
c
(ia

q
)


C( )): (145)
Then the commutation relations (a) become:
u

(D :  ) = (D :  : )  u

(D 2 D(G=H)): (146)
To cast these relations in a more tractable form, we recall the decomposition (39) of

C( ) in joint eigenspaces for (D :  : ), D 2 D(G=H), where L  ib

k
is nite. Here
b = b
k
 a
q
is a Cartan subspace of q containing a
q
: Via this decomposition we identify
a

qc
and b

kc
with subspaces of b

c
:
Let W (b) be the Weyl group of the restricted root system (b) of b
c
in g
c
: We
claim that there exists an open subset 

1
 ia

q
; whose complement is a nite union of
hyperplanes, such that for all 
1
2 

1
; 
2
2 a

qc
we have
L+ 
1
\ W (b)[L+ 
2
] 6= ; ) 
1
2 W
2
: (147)
In order to prove this claim we x a basis B for b

kc
. For 
1
;
2
2 L, w 2 W (b) and
 2 B with w =2 b

kc
the set
f 2 ia

q
j h;wi = hw
2
 
1
; wig
is either empty or a hyperplane in ia

q
. Let 

1
 ia

q
be the complement of the union of
all these sets. Then if 
1
2 

1
and 
1
+ 
1
= w(
2
+ 
2
) for some 
1
;
2
2 L, w 2 W (b)
and 
2
2 a

qc
we have h
1
; wi = hw(
2
+ 
2
) 
1
; wi = hw
2
 
1
; wi, and hence by
the denition of 

1
, w 2 b

kc
, for all  2 B. It follows that w normalizes b
k
, and hence
also a
q
. Moreover it then follows that 
1
= w
2
and 
1
= w
2
. This proves (147).
The next steps in the proof of Proposition 8.3 are given in the following lemmas. Recall
that  : D(G=H) ! S(b) is the Harish-Chandra homomorphism, and that 

(D : ) :=
(D :  + ) for  2 b

kc
and  2 a

qc
.
Lemma 16.9 If  2 

1
; then suppu

W:
Proof. Fix 
1
;
2
2 L;  
j
2

C( )[
j
] (j = 1; 2); and dene v 2 D
0
(ia

q
) by v(f) =
hu

(f 
  
1
) j 
2
i for f 2 C
1
c
(ia

q
): Then it suces to show that supp v W:
The relations (146) imply that
[

1
(D)   

2
(D)()] v = 0; (148)
for all D 2 D(G=H): Let  2 supp v: Then it follows from (148) that (D : 
1
+ ) =
(D : 
2
+); for all D 2 D(G=H): This implies that 
2
+ is W (b)-conjugate to 
1
+ ;
hence that  2 W by the property (147) of 

1
. Hence supp v W: 2
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Our next objective is to show that, for generic ; the distribution u

has order zero.
The following lemma will be our basic tool.
Lemma 16.10 Let u be a distribution on R
n
with support consisting of a single point
x
0
2 R
n
: Moreover, let '
j
2 C
1
(R
n
) (1  j  n) and suppose that the d'
j
(x
0
); 1  j 
n; are linearly independent. Finally assume that
'
j
u = '
j
(x
0
)u (1  j  n):
Then u is a multiple of the Dirac measure 
x
0
at x
0
:
Proof. The proof is straightforward, and involves an application of the multi-variable
Leibniz rule. 2
Lemma 16.11 Let  2 b

kc
: Then for  in the complement in a

qc
of a nite union of
hyperplanes, the map from D(G=H) to a
qc
; given by D 7! d [

(D)](); is surjective.
Proof. For  2 (b); let H

2 b
c
be the  1 eigenvector for the reection s

in ;
normalized by (H

) = 2: If S  b

c
; we write W (b; S) for the centralizer of S in W (b);
and (b; S) for the set of roots  2 (b) whose root hyperplane kerH

in b

c
contains S:
(Here and in the following we use the canonical identication b
c
' b

c
:) It is well known
that W (b; S) is the subgroup of W (b) generated by the reections in roots of (b; S):
Since obviously (b; + a

qc
) = (b;C + a

qc
); it follows that the group W (b; + a

qc
)
equals W (b;C+ a

qc
); hence in particular centralizes a

qc
:
Let 
 be the subset of  2 a

qc
for which  +  is not contained in any of the root
hyperplanes ker(H

);  2 (b) n (b; + a

qc
): Then 
 is the complement of nitely
many hyperplanes in a

qc
: Moreover, by denition we have, for  2 
; that (b;+ ) =
(b; + a

qc
) and hence W (b;+ ) centralizes a

qc
:
Fix  2 
 and let X 2 a
q
be given. Choose a polynomial function p : b

c
! C such
that
dp(w( + )) = wX
for all w 2 W (b). This is possible because the stabilizer of +  in W (b) stabilizes X by
what was said above. The polynomial
q() :=
1
jW (b)j
X
w2W (b)
p(w)
has derivative dq() = jW (b)j
 1
P
w2W (b)
w
 1
dp(w); hence
dq( + ) = X:
On the other hand, q is W (b)-invariant, hence equal to (D) for some D 2 D(G=H): Let

a
q
denote the projection b
c
! a
qc
along b
kc
; then it follows that
d[

(D)]() = 
a
q
[dq( + )] = X:
2
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We shall now use Lemmas 16.9 and 16.11 to prove that for generic  the distribution
u

dened by (145) is a sum of Dirac measures. More precisely, let 

1
be as in Lemma
16.9, and let 

2
be a complement in ia

q
of a nite union of hyperplanes such that the
assertion of Lemma 16.11 holds for every  2 L;  2 

2
: Let 

0
denote the intersection of


1
\

2
with the set of regular points in ia

q
; and nally let ia

q
be the intersection of the
sets w

0
; (w 2 W ): Then the complement of ia

q
in ia

q
is a nite union of hyperplanes.
Lemma 16.12 For every  2 ia

q
the distribution u

is supported by W and has order
zero.
Proof. Fix  2 ia

q
: Then u

is supported in W; by Lemma 16.9. Let 
j
2 L,  
j
2

C( )[
j
] for j = 1; 2; and dene v as in the proof of that lemma. Since  is regular,
the orbit W consists of jW j distinct points and we may express v uniquely as a sum of
distributions v
s
(s 2 W ); with supp v
s
 fsg: From (148) it follows that each v
s
satises
the relations
'
D
v
s
= 0;
where '
D
= 

1
(D)   

2
(D)(): It follows from the denition of ia

q
and Lemma 16.11
that the collection of dierentials d'
D
(s) (D 2 D(G=H)) spans a

qc
; and therefore
contains a subset consisting of dima

qc
independent elements. Now apply Lemma 16.10
to conclude that each v
s
has order zero. 2
Completion of the proof of Proposition 16.8. It follows from Lemma 16.12 that there
exist unique functions E
s
: ia

q
! End(

C( )) such that for every  2 ia

q
we have
u

=
X
s2W

s

 E
s
():
In particular, if  2 C
1
c
(ia

q
)


C( ) is supported inside a given chamber, we have
T  () = u

( ) = E
1
() ()
for  in this chamber, and hence by the property (b) of T (in Lemma 16.7) that
T  () =
X
s2W
(s)[E
1
 ]() (149)
for all  2 ia

q
.
Let ' 2 S(ia

q
) 


C( ) be given and x  2 ia

q
. Let  2 C
1
c
(ia

q
) 


C( ) be
supported inside the chamber containing , then it follows from property (c) (in Lemma
16.7) and eqn. (149) that
hT ' j i = h' j T  i = h' j
X
s2W
(s)[E
1
 ]i = hE

1
X
s2W
(s)' j i:
Hence (144) follows with  = jW jE

1
.
It is easily seen from (144) that  is unique and smooth. 2
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Proof of Theorem 16.6. In view of Lemma 16.7 the operator T = FJ satises the
conclusion of Proposition 16.8. It remains to prove that we have  = I for this T ; the
resulting equation
T '() = P
W
'()
for  2 ia

q
extends to ia

q
by continuity.
Let f 2 C(G=H :  ) and apply (144) to ' = Ff . Then we have
FJFf() = ()Ff() (150)
for  2 ia

q
. Select D 2 D

(recall that this set is non-empty, by Corollary 10.4). Then
det(D :  ) belongs to (a
q
) hence does not vanish identically. Multiplying (150) with
(D :  : ) and applying Corollary 16.5 and Lemma 6.2 we infer that
(D :  : )Ff() = (D :  : )()Ff()
for  2 ia

q
: Using Lemma 16.13 below, and the fact that (D :  : ) is invertible for 
in a dense open subset of ia

q
; we now conclude that () = I for  in a dense open subset
of ia

q
. By continuity of  this completes the proof. 2
Lemma 16.13 Let  2 ia

q
; and suppose that h ; i 6= 0 for all  2 : Then f 7! Ff()
maps C
1
c
(G=H :  ) onto

C( ):
Proof. Let  satisfy the hypotheses, and suppose that  2

C( ) is orthogonal to Ff()
for every f 2 C
1
c
(G=H :  ): We will show that then  = 0:
We have
hf jE

(P :  : )i = hFf() j i = 0;
for all f 2 C
1
c
(G=H :  ): This implies that E

(P :  : ) vanishes on G=H: Now apply
the lemma below. 2
Lemma 16.14 Let  2 ia

q
; and suppose that h ; i 6= 0 for all  2 : Then for every
 2

C( ) n f0g the function E

(P :  : ) does not vanish identically on G=H.
Proof. Let  satisfy the hypotheses, let  2

C( ); and suppose that E

(P :  : ) = 0: If
w 2 W; then on A
+
q
(P )wH the Eisenstein integral is asymptotically given by its principal
part:
a

P
E

(P :  : )(aw) =
X
s2W
a
s
[C

P jP
(s : ) ]
w
(e) + o(1)
as a!1 along rays in A
+
q
(P ) (see Remark 5.5). Since  is regular, the exponents s (s 2
W ) are distinct, and by uniqueness of asymptotics we conclude that each coecient
[C

P jP
(s : ) ]
w
(e) must be zero. Recalling that C

P jP
(1 : ) = I; we conclude that  
w
(e) =
0 for all w 2 W: Hence  (e) = 0; and since  is 
M
-spherical this implies that  = 0: 2
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If V is a topological linear space, then by a projection of V we mean an idempotent
continuous linear endomorphism P of V: For such an endomorphism we have kerP =
im(I  P ) and imP = ker(I  P ); and V = kerP  imP as a direct sum of closed linear
subspaces.
Corollary 16.15 The map P
W
leaves the space S(ia

q
)


C( ) invariant. Its restriction
P
W
to this space equals FJ and is a projection. The image of P
W
equals (S(ia

q
) 


C( ))
W
: Finally,P
W
is symmetricwith respect to the L
2
-pre-Hilbert structure of S(ia

q
)


C( ):
Proof. The rst assertion and the equality P
W
= FJ follow from Theorem 16.6. That
P
W
is a projection of S(ia

q
)


C( ) is now obvious; the characterization of its image is
obvious as well. The symmetry of P
W
follows from the orthogonality of P
W
. 2
In particular we have the following decomposition of the Schwartz space into an or-
thogonal direct sum of closed subspaces:
S(ia

q
)


C( ) = kerP
W
 (S(ia

q
)


C( ))
W
:
We are now able to determine the image of F and the kernel of J :
Theorem 16.16 The image of F : C(G=H :  ) ! S(ia

q
) 


C( ) and the kernel of
J : S(ia

q
)


C( )! C(G=H :  ) are given by
imF = imP
W
= (S(ia

q
)


C( ))
W
; (151)
kerJ = kerP
W
: (152)
Proof. Lemma 16.2 asserts that imF  (S(ia

q
) 


C( ))
W
: On the other hand, from
Theorem 16.6 it follows that FJ = I on (S(ia

q
) 


C( ))
W
; establishing the converse
inclusion and hence (151).
By (82) the kernel of J is the orthocomplement of the image of F , hence (152) follows.
2
17 The kernel of the spherical Fourier transform
In this section we will study the kernel of F and the image of J in C(G=H :  ): The main
result is Corollary 17.4. We start with the following observation.
Lemma 17.1 The operator P
mc
:= JF is a projection of C(G=H :  ): Moreover, it is
symmetric with respect to the L
2
-pre-Hilbert structure of C(G=H :  ):
Proof. The continuity of P
mc
follows from Lemma 6.1 and Theorem 16.4. Combining
Theorem 16.6 and Lemma 16.2 we see that
FJF = F : (153)
The idempotence of P
mc
now follows immediately. Finally, the symmetry is a straight-
forward consequence of Lemma 9.3. 2
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Let
C
0
(G=H :  ) := ker(P
mc
);
C
mc
(G=H :  ) := ker(I  P
mc
) = im(P
mc
):
Then as a direct consequence of the above lemma we obtain:
Corollary 17.2 The following is an orthogonal direct sum decomposition into closed
subspaces:
C(G=H :  ) = C
mc
(G=H :  ) C
0
(G=H :  ):
2
Proposition 17.3 The kernel of F : C(G=H :  ) ! S(ia

q
) 


C( ) and the image of
J : S(ia

q
)


C( )! C
1
(G=H :  ) are given by:
kerF = C
0
(G=H :  );
imJ = C
mc
(G=H :  ):
Moreover, let D 2 D

: Then
kerD \ C(G=H :  ) = C
0
(G=H :  ):
Proof. From (153) we see that kerF = kerFJF  kerJF  kerF , and the rst identity
follows.
To prove the second identity we note that imJ  imJF = imP
mc
= C
mc
(G=H :  ):
On the other hand, by (82) the image of J is contained in the orthocomplement of the
kernel of F , which by the rst identity is C
mc
(G=H :  ):
For the last equality, notice that D = DP
mc
; by Corollary 16.5, whence kerD 
C
0
(G=H :  ): For the converse inclusion suppose that f 2 kerD: Then (D :  )Ff =
F(Df) = 0: The endomorphism (D :  : ) is invertible for  in a dense open subset of
ia

q
; by Denition 10.3 (b) with p = : It now follows that Ff vanishes on an open dense
subset of ia

q
; hence everywhere by its continuity. Hence kerD  kerF = C
0
(G=H :  ):
2
Corollary 17.4 The restriction F
mc
= FjC
mc
(G=H :  ) is a continuous linear isomor-
phism from C
mc
(G=H :  ) onto (S(ia

q
)


C( ))
W
: The inverse of F
mc
equals the restriction
of J to (S(ia

q
)


C( ))
W
: Finally, the map F
mc
is an isometry for the given L
2
-pre-Hilbert
structures on the Schwartz spaces.
Proof. That F
mc
is a bijection onto (S(ia

q
) 


C( ))
W
, whose inverse is the restriction
of J to this space, is immediate from the denitons and results above. Since F and
J are continuous for the Schwartz space topologies, it follows that F
mc
is a topological
isomorphism. Thus, it remains to prove that F
mc
is an isometry. For this we notice that
for f 2 C
mc
(G=H :  ) we have JFf = f; hence
hf j fi = hJFf j fi = hFf j Ffi:
2
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Let L
2
(G=H :  ) denote the space of  -spherical square integrable functions G=H !
V

; and let L
2
(ia

q
) 


C( ) denote the space of square integrable functions ia

q
!

C( ):
Then L
2
(G=H :  ) and L
2
(ia

q
) 


C( ) are the completions of the pre-Hilbert spaces
C(G=H :  ) and S(ia

q
) 


C( ) respectively. Let L
2
0
(G=H :  ) and L
2
mc
(G=H :  ) be the
closures in L
2
(G=H :  ) of C
0
(G=H :  ) and C
mc
(G=H :  ) respectively.
Corollary 17.5 We have the following orthogonal decomposition of Hilbert spaces:
L
2
(G=H :  ) = L
2
0
(G=H :  ) L
2
mc
(G=H :  ):
Moreover, the Fourier transform F has a unique extension to a continuous linear map
from L
2
(G=H :  ) to L
2
(ia

q
) 


C( ); also denoted by F : Its kernel equals L
2
0
(G=H :  );
and it maps L
2
mc
(G=H :  ) isometrically onto (L
2
(ia

q
)


C( ))
W
:
The adjoint F

: L
2
(ia

q
) 


C( ) ! L
2
(G=H :  ) of the extension F is the unique
continuous linear extension of J : S(ia

q
) 


C( ) ! C(G=H :  ): Finally, F

F is the
orthogonal projection L
2
(G=H :  )! L
2
mc
(G=H :  ):
Proof. Apart from the assertion about the adjoint, all assertions are immediate conse-
quences of the above discussion. Let ' 2 S(ia

q
) 


C( ): Then for all f 2 C(G=H :  )
we have hF

' j fi = h' j Ffi = hJ' j fi; by Lemma 9.3. By density of C(G=H :  ) in
L
2
(G=H :  ) we now see that F

= J on S(ia

q
)


C( ): 2
The space C
0
(G=H :  ) is spectrally small in the sense that it equals the kernel of
any dierential operator from D

: In a distribution sense a similar assertion is valid for
L
2
0
(G=H :  ):
Lemma 17.6 Let D 2 D

= D
;
; and let kerD denote the space of generalized functions
G=H ! V

annihilated by D: Then
L
2
0
(G=H :  ) = L
2
(G=H :  ) \ kerD:
Proof. Let f 2 L
2
(G=H :  ): If g 2 C(G=H :  ); then hDf j gi = hf jDgi = hf jDJFgi =
hf j J (D :  )Fgi = hf j F

(D :  )Fgi = h(D :  )

Ff j Fgi: In view of Theorem 16.16
we see from this that Df = 0 in the sense of generalized functions if and only if the
tempered generalized function (D :  )

Ff is perpendicular to [S(ia

q
)


C( )]
W
: This is
in turn equivalent to (D :  )

Ff = 0; in view of Lemma 16.1. Since (D :  ) is invertible
almost everywhere the latter assertion is equivalent to Ff = 0; or f 2 L
2
0
(G=H :  ): 2
We will say that a function of L
2
(G=H) belongs to a nite sum of discrete series, if it
is contained in a nite sum of irreducible closed invariant subspaces of L
2
(G=H):
Proposition 17.7 If dima
q
= 1; then the spaces C
0
(G=H :  ) and L
2
0
(G=H :  ) are nite
dimensional and equal to each other. Any component of a function in these spaces belongs
to a nite sum of discrete series.
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Proof. Assume that dima
q
= 1: We rst show that C
0
(G=H :  ) is nite dimensional.
Select D 2 D
0

(cf. Lemma 15.3). Then by Proposition 17.3 the space C
0
(G=H :  ) is
contained in the kernel N of D in C
1
(G=H :  ): Recall the denition of the restriction
maps T
#
Q
: C
1
(G=H :  ) ! C
1
(A
+
q
(Q); V
K\H
M

); Q 2 P
min

; from (47). By the Cartan
decomposition (5) the kernels of the maps T
#
Q
; Q 2 P
min

have a trivial joint intersection.
Thus, let Q 2 P
min

; then it suces to show that the space T
#
Q
(N ) has nite dimen-
sion. The latter space is contained in the kernel of the radial component 
Q;
(D) of
D; dened in (54). Since dimA
q
= 1; this radial component is an ordinary dierential
operator. Its coecients belong to C
1
(A
+
q
(Q);End(V
K\H
M

)): Moreover, by Lemma 15.6
its principal symbol equals I 
 X
k
; for some X 2 a
qc
; k 2 N: From this we see that
the kernel of 
Q;
(D); and hence the space T
#
Q
(N ); is a nite dimensional subspace of
C
1
(A
+
q
(Q); V
K\H
M

): This proves that the space C
0
(G=H :  ) is nite dimensional. It
therefore equals its closure in L
2
(G=H :  ); which in turn equals L
2
0
(G=H :  ); by deni-
tion.
For the remaining assertion we note that the nite dimensional space C
0
(G=H :  )
is invariant under the action of the center Z of U(g): Thus if f is a component of a
function in C
0
(G=H :  ); then f is a Z- and K-nite function in C(G=H): By a well known
theorem of Harish-Chandra (see e.g. [38], Cor. 3.4.7) the (g;K)-module V
f
generated by
f is admissible and of nite length (note that it is contained in C(G=H)). Its closure

V
f
in
L
2
(G=H) is therefore a closed invariant subspace which is admissible and of nite length;
by unitarity it decomposes as a nite direct sum of irreducible closed subspaces. 2
In the following corollary we assume that G is connected, semisimple and linear.
Corollary 17.8 If dima
q
= 1 and rankG=H 6= rankK=K\H, then we have the inversion
formula JFf = f , for all f 2 C(G=H :  ).
Proof. By Corollary 16.5 and Proposition 17.3 the function f JFf belongs to the space
C
0
(G=H :  ): The latter is trivial by Proposition 17.7, since the assumption on the rank
of G=H implies that there is no discrete series, cf. [35]. 2
18 The Plancherel decomposition
In this section we shall describe the Plancherel decomposition of the most-continuous
part of L
2
(G=H): It will be convenient to have the Fourier transform
^
f ([] : ) dened
on classes [] 2
c
M
H
instead of individual representations . For this purpose we x, once
and for all, a distinguished representative 
!
for every class ! 2
c
M
H
: The set of these
representatives will be denoted by
c
M
H
: Let ! 2
c
M
H
: Then for f 2 C
1
c
(G=H);  2 ia

q
we dene
^
f(! : ) :=
^
f (
!
: ) 2 C
 1
(K : 
!
)
 V (
!
)

:
The Weyl group W acts naturally on
c
M
H
as follows. Let v 2 N
K
(a
q
) represent the
element s 2 W , and let  2 ! 2
c
M
H
. Then s! = [v], where the representation v
71
is dened by v(m) = (v
 1
mv). This action on
c
M
H
transfers to an action on
c
M
H
determined by s
!
= 
s!
If # 
c
K is a nite set of K-types, let 
#
be dened as in Remark 5.1. Moreover,
let & be the isometry L
2
(G=H)
#
! L
2
(G=H : 
#
) dened in (43). We recall that & maps
C
1
c
(G=H)
#
bijectively onto C
1
c
(G=H : 
#
):
Proposition 18.1 Let # 
c
K be a nite set of K-types, and let f 2 C
1
c
(G=H)
#
,
F = &(f) 2 C
1
c
(G=H : 
#
): Then for every  2 ia

q
we have:
kFF ()k
2
=
X
!2
b
M
H
d
!
k
^
f(! : )k
2
L
2
(K : 
!
)
V (
!
)

:
The sum is nite;
^
f(! : ) is non-zero only for those ! for which 
_
!
" 
#
.
Remark. Notice that k
^
f (! : )k is independent of the choice of the representative 
!
:
Proof. This follows readily from (46), since the map T 7! d
1=2

 
T
is an isometry. 2
Corollary 18.2 For every f 2 C
1
c
(G=H) we have that
kfk
2
L
2
(G=H)

X
!2
b
M
H
Z
ia

q
d
!
k
^
f (! : )k
2
d:
In particular all the integrals on the right-hand side converge, and for almost all  2 ia

q
we have
P
!
d
!
k
^
f(! : )k
2
<1:
Proof. Since the Fourier transform f 7!
^
f (! : ) is equivariant and continuous it suces
to prove this for left K-nite f: Thus assume that f 2 C
1
c
(G=H)
#
; with # 
c
K a nite
subset, dene  = 
#
as before and let F = &(f) 2 C
1
c
(G=H :  ) (cf. (43)). Applying
Corollaries 17.2 and 17.4 we obtain
kfk
2
= kFk
2
 kP
mc
Fk
2
=
Z
ia

q
kFF ()k
2
d:
Now use Proposition 18.1. 2
For ! 2
c
M
H
; we endow
H(!) := L
2
(K : 
!
)
 V (
!
)

with the tensor product Hilbert structure. Let the algebraic direct sum
H
alg
=
M
!2
b
M
H
H(!)
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be equipped with the inner product dened by
hv jwi =
X
!2
b
M
H
d
!
hv
!
jw
!
i (v;w 2 H
alg
):
Moreover, let H be the Hilbert completion of H
alg
for this inner product, and let L
2
denote the Hilbert space of square integrable functions ia

q
! H: If ' 2 L
2
; we write
'(! : ) = '()
!
: With these notations we have
k'k
2
L
2
=
X
!2
b
M
H
Z
ia

q
d
!
k'(! : )k
2
d:
Thus, if f 2 C
1
c
(G=H); then by Corollary 18.2 we have that
^
f() 2 H for almost all
 2 ia

q
, and that
^
f 2 L
2
with
k
^
fk
L
2
 kfk
L
2
(G=H)
: (154)
There is a natural unitary representation  = 
P
of G in L
2
; given by:
((x)')(! : ) = [
P;
!
; 
(x)
 I]'(! : ) (x 2 G):
Lemma 4.3 implies that the map f 7!
^
f intertwines the regular action L of G on C
1
c
(G=H)
with this representation : The following result is now immediate.
Proposition 18.3 The map f 7!
^
f has a unique extension to a G-equivariant continuous
linear map F from (L;L
2
(G=H)) to (;L
2
):
Now let L
2
0
(G=H) = kerF and let L
2
mc
(G=H) be its orthocomplement in L
2
(G=H):
Then
L
2
(G=H) = L
2
0
(G=H)  L
2
mc
(G=H) (155)
is an orthogonal direct sum decomposition into closed G-invariant subspaces.
Proposition 18.4 The restriction of F to L
2
mc
(G=H) is an isometry.
Proof. Let # 
c
K be a nite subset. Then it suces to show that the restriction of F
to L
2
mc
(G=H)
#
is an isometry. The following lemma allows us to do this by reduction to
Corollary 17.4. 2
Let # 
c
K be a nite subset and put  = 
#
:
Lemma 18.5 For f 2 L
2
(G=H)
#
and F = &(f) we have
kFfk
L
2
= kFFk: (156)
Moreover, the map & restricts to isometries
L
2
0
(G=H)
#
'
 !L
2
0
(G=H :  ) and L
2
mc
(G=H)
#
'
 !L
2
mc
(G=H :  ):
Proof. It follows from Proposition 18.1 that (156) holds for f 2 C
1
c
(G=H)
#
: By den-
sity and continuity this result is still true for f 2 L
2
(G=H)
#
: From this we see that
L
2
0
(G=H :  ) = kerF = &(L
2
0
(G=H)
#
); and taking orthocomplements we conclude that
L
2
mc
(G=H :  ) = &(L
2
mc
(G=H)
#
): 2
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To nd the explicit direct integral decomposition of L
2
mc
(G=H); we must characterize
the image of F: For this we need to dene a representation , of W on L
2
which is the
analogue of the representation  dened in (142).
If H is a Hilbert space, let End(H) denote the Banach space of continuous linear
endomorphisms of H; equipped with the operator norm.
Proposition 18.6 For each s 2 W there exists a measurable map C
s
: ia

q
! End(H);
which is almost everywhere uniquely determined, such that  7! kC
s
()k is bounded, and
such that for every f 2 C
1
c
(G=H) we have
^
f (s) = C
s
()
^
f () (157)
for almost all  2 ia

q
: For almost all  2 ia

q
the map C
s
() : H ! H is unitary, and
restricts to a unitary operator C
s
(! : ) : H(!)! H(s!); intertwining 

!
; 
with 

s!
; s
;
for every ! 2
c
M
H
: Moreover, for all s; t 2 W we have:
C
st
(! : ) = C
s
(t! : t) C
t
(! : ):
In particular C
1
() = I and C
s
()
 1
= C
s
 1
(s) for all s 2 W .
Before giving the proof of this proposition we note the following consequence. For
s 2 W; let C
s
be as above and dene a map ,(s) : L
2
! L
2
by
[,(s)']() = C
s
 1
()
 1
'(s
 1
) = C
s
(s
 1
)'(s
 1
) (' 2 L
2
): (158)
Then it follows that ,(s) is (G)-equivariant, and that ,: s 7! ,(s) denes a unitary
representation of W in L
2
; satisfying
(,(s)
^
f)() =
^
f () (159)
for f 2 C
1
c
(G=H). A dierent characterization of , in terms of standard intertwining
operators will be given in Corollary 19.6.
Turning to the proof of the above proposition we will rst establish uniqueness. If

  ia

q
is a measurable subset, we write L
2


for the closed invariant subspace of L
2
consisting of elements that vanish outside 
: If ' 2 L
2
; let '


be the unique element of
L
2


that equals ' on 
: Then ' 7! '


is an orthogonal projection. Since multiplication
by a bounded measurable map is L
2
-continuous, the uniqueness statement of Proposition
18.6 is an immediate consequence of the following lemma.
Lemma 18.7 Let 
 be an open chamber in ia

q
with respect to . Then f 7!
^
f


maps
C
1
c
(G=H) onto a dense subspace of L
2


; and C
1
c
(G=H)
#
onto a dense subspace of (L
2


)
#
,
for all nite sets # 
c
K .
Proof. By density of the algebraic sum of the (L
2


)
#
in L
2


it suces to prove the statement
about C
1
c
(G=H)
#
for all #. Let T 2 (L
2


)
#
; and suppose that
h
^
f jT i = 0 for all f 2 C
1
c
(G=H)
#
: (160)
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Then we must show that T = 0. Put T () =
P
!
T (! : ); with T (! : ) 2 H(!)
#
=
L
2
(K : 
!
)
#

 V (
!
)

: Notice that the sum is nite. Let  = 
#
be as before. Then
 
T (! :)
2

C
!
( ): Dene 	: ia

q
!

C( ) by
	() =
X
!2
b
M
H
d
!
 
T (! :)
:
Then 	 2 L
2
(ia

q
) 


C( ); and 	 = 0 outside 
: Let now F 2 C
1
c
(G=H :  ); and put
f = &
 1
F 2 C
1
c
(G=H)
#
: Then by Proposition 6.4 we have
hFF j	i =
X
!2
b
M
H
Z
ia

q
d
!
h
^
f (! : ) jT (! : )i d = h
^
f jT i = 0:
Since the image of C
1
c
(G=H :  ) under F is dense in (L
2
(ia

q
) 


C( ))
W
by Theorem
16.16, it follows that 	 is perpendicular to (L
2
(ia

q
) 


C( ))
W
: In combination with the
fact that 	 vanishes outside a fundamental domain for the action of W; this implies that
	 = 0, and we conclude that T = 0. 2
Proof of Proposition 18.6. Let s 2 W: Fix a nite subset # 
c
K and let  = 
#
be as
before. For ! 2
c
M
H
; recall (Lemma 5.6) that the map H(!)
#
!

C
!
( ); T 7! d
1=2
!
 
T
is an isometry. For  2 ia

q
we notice that the endomorphism C

P jP
(s : ) of

C( ) maps

C
!
( ) into

C
s!
( ) (cf. [13], eqn. (68)) and dene the map
C
s
(! : )
#
: H(!)
#
! H(s!)
#
by
 
C
s
(! :)T
= C

P jP
(s : ) 
T
(T 2 H(!)
#
): (161)
Then it follows from Lemma 5.6 and Proposition 5.3 that C
s
(! : )
#
is a unitary map. For
 2 ia

q
we dene the unitary map C
s
()
#
2 End(H
#
) by C
s
()
#
= C
s
(! : )
#
on H(!)
#
:
Notice that the map  7! C
s
()
#
is continuous since  7! C

P jP
(s : ) is continuous.
Let now f 2 C
1
c
(G=H)
#
; and let F = &f 2 C
1
c
(G=H :  ). Then using Lemma 6.3,
Proposition 6.4 and (161) we easily see that
^
f(s) = C
s
()
#
^
f() (f 2 C
1
c
(G=H)
#
): (162)
Now let #
0

c
K be a nite subset containing #: Then it follows by (162) and Lemma 18.7
together with the continuity of  7! C
s
()
#
that C
s
()
#
0
restricts to C
s
()
#
on H
#
for all
 2 ia

q
. Hence for every  2 ia

q
there exists a unique unitary map C
s
() : H ! H such
that C
s
() = C
s
()
#
on H
#
; for all #. The map  7! C
s
() is measurable, since it is the
limit of a sequence of continuous maps. Moreover, from (162) it follows that C
s
satises
(157) for K-nite functions f 2 C
1
c
(G=H), for all  2 ia

q
. By density and continuity
(Proposition 18.3) it follows that (157) holds for all f as an identity in L
2
, hence also
pointwise almost everywhere. The existence of C
s
is now established; the uniqueness
was obtained earlier. The remaining assertions are straightforward consequences of the
construction above. 2
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We can now describe the image of F: Let (L
2
)
W
denote the set of W -invariants in L
2
for the representation ,; dened by (158). This is an invariant subspace for ; since ,(s)
is equivariant for each s 2 W:
Theorem 18.8 The Fourier transform F is an equivariant isometry from L
2
mc
(G=H) onto
(L
2
)
W
:
Proof. Let U denote the image of C
1
c
(G=H)
K
under F: Then U  (L
2
)
W
by (159). The
map F being an isometry, it suces to show that U is dense in (L
2
)
W
:
Let 
 be an open chamber in ia

q
: If ' 2 L
2
; recall that we write '


for the restriction
of ' to 
; i.e. the unique element of L
2


satisfying '


= ' on 
: One readily veries that
jW j
1=2
times the map
: (L
2
)
W
! L
2


; ' 7! '


(163)
is an equivariant isometry, and therefore it suces to show that (U) is dense in L
2


: Now
this follows from Lemma 18.7. 2
Fix a choice 
+
of positive roots for the root system  = (g; a
q
); and let a

q
+
be the
positive Weyl chamber in a

q
:
Theorem 18.9 The map F induces the following Plancherel decomposition of the re-
striction of the regular representation L to L
2
mc
(G=H):
Lj
L
2
mc
(G=H)
'
X
!2
b
M
H
Z

ia

q
+
V (
!
)


 

!
;
d
!
jW j d; (164)
and
kfk
2
= jW j
X
!2
b
M
H
d
!
Z

ia

q
+
kFf(! : )k
2
d
for f 2 L
2
mc
(G=H). In particular, for every ! 2
c
M
H
the principal series 

!
;
occurs with
multiplicity m
!
= dimV (
!
) for almost every  2 ia

q
+
:
Remark 18.10 For further results on the multiplicities in the decomposition (164) we
refer to [11].
Proof. Put 
 =  ia

q
+
; and let  be dened as in (163). The map  F now induces the
direct integral decomposition (164). If ! 2
c
M
H
; then for every  2 ia

q
+
the principal series
representation 

!
;
is irreducible (cf. [6], Prop. 3.7). Moreover, owing to the restriction
on the domain of ; there is no double occurrence of the representations 

!
;
: To be more
precise, let !; !
0
2
c
M
H
be xed. Then for almost all ; 
0
2 ia

q
+
the representations 

!
;
and 

!
0
;
0
are equivalent if and only if (!
0
; 
0
) = (s!; s) for some s 2 W: Since  and 
0
are in the same chamber, the latter condition is in turn equivalent to (!
0
; 
0
) = (!; ):
These nal remarks imply that indeed (164) establishes the Plancherel decomposition,
with multiplicities as described in the nal assertion of the theorem. 2
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The following result expresses that the orthocomplement L
2
0
(G=H) of L
2
mc
(G=H) is
small in a certain spectral sense. Recall the denition of D
;
from Denition 10.3 and let
D
#;
= D

#
;
.
Theorem 18.11
(a) Let # 
c
K be a nite subset. Then for any D 2 D
#;
we have (in the sense of
generalized functions):
L
2
0
(G=H)
#
= L
2
(G=H)
#
\ kerD: (165)
(b) L
2
0
(G=H) \ C
1
c
(G=H) = 0:
(c) If dima
q
= 1; then the space L
2
0
(G=H) decomposes discretely.
Proof. (a) Let  = 
#
: Let f 2 L
2
0
(G=H)
#
; and put F = &f: Then F 2 L
2
(G=H :  ) and
f = 
e
F: Now Df = 0 as a generalized function if and only if DF = 0 as a generalized
function. Therefore the result follows by application of Lemma 18.5 and Lemma 17.6.
(b) This is equivalent to Theorem 15.5.
(c) Assume that dima
q
= 1: Let # 
c
K be any nite subset and put  = 
#
: Then using
the rst isometry of Lemma 18.5 we infer from Proposition 17.7 that the space L
2
0
(G=H)
#
is nite dimensional. Moreover, its elements are components of functions in L
2
0
(G=H :  );
and by again applying Proposition 17.7 we see that L
2
0
(G=H)
#
is contained in the discrete
part L
2
d
(G=H) (that is, the closure of the span of all the irreducible closed invariant
subspaces) of L
2
(G=H). Since # was arbitrary we infer that L
2
0
(G=H) is contained in
L
2
d
(G=H), hence it decomposes discretely. 2
19 Dependence on choices
In this section we shall discuss the dependence of the Plancherel formula for L
2
mc
(G=H)
on the choices made. We will also derive a formula for the representation , of W in L
2
in terms of intertwining operators.
We rst discuss the dependence of the Plancherel formula on the choice W of repre-
sentatives for W=W
K\H
: Let W
0
be a second choice of representatives. Let V
0
() ([] 2
c
M
H
); j
0
; j

0
;
^
f
0
P
; F
0
and L
2
0
; 
0
be dened as before, but with W replaced by W
0
. Then
according to [6], Lemma 5.8, there exists, for every [] 2
c
M
H
; a unique unitary map
R() : V ()! V
0
() such that
j
0
(P :  : ) R() = j(P :  : ); (166)
for P 2 P
min

;  2 a

qc
: Since the map R() does not depend on P 2 P
min

; it follows from
the denition of j

(cf. (24)) that (166) holds with j replaced by j

: Hence
^
f
0
P
( : ) = [I 
R()
 1t
]
^
f
P
( : ) 2 L
2
(K : ) 
 V
0
()

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for all f 2 C
1
c
(G=H);  2 ia

q
: Let the map R : L
2
! L
2
0
be dened by
R'(! : ) = [I 
R(
!
)
 1t
]'(! : ) (' 2 L
2
; ! 2
c
M
H
;  2 ia

q
):
Then the following result expresses the dependence of the decomposition (164) on W:
Lemma 19.1 The map R : L
2
! L
2
0
is a unitary isomorphism, intertwining  and 
0
:
Moreover, F
0
= R F:
We now turn to the dependence of the Plancherel decomposition on the choice of
the parabolic subgroup P 2 P
min

: If P;Q 2 P
min

; [] 2
c
M
fu
;  2 a

qc
; let the standard
intertwining operator A(Q : P :  : ) from 
P;;
to 
Q;;
be dened as in [6] (see also the
text preceding (24)).
We recall from [6], Prop. 6.1, that there exists a unique meromorphicEnd(V ())-valued
meromorphic function B(Q : P : ) on a

qc
; such that
A(Q : P :  : )  j(P :  : ) = j(Q :  : ) B(Q : P :  : ) (167)
as a meromorphic identity in  2 a

qc
: The version of this transformation rule for j

is
given by the following lemma.
Lemma 19.2 Let P;Q 2 P
min

: Then for every [] 2
c
M
H
we have
A(Q : P :  : )  j

(P :  : ) = j

(Q :  : ) B(

Q :

P :  : ): (168)
Proof. See [13], diagram (14). 2
Let P;Q 2 P
min

: Then it follows from the above that for all f 2 C
1
c
(G=H); [] 2
c
M
H
and  2 ia

q
we have:
^
f
Q
( : ) = [A(Q : P :  : )
B(

Q :

P :  : )
 1t
]
^
f
P
( : ):
We now dene the map A(Q : P ) : L
2
! L
2
by
A(Q : P )'(! : ) = [A(Q : P : 
!
: ) 
B(

Q :

P : 
!
: )
 1t
]'(! : );
for ' 2 L
2
; ! 2
c
M
H
;  2 ia

q
: The following result describes the dependence of the
decomposition in Theorem 18.9 on the parabolic subgroup P:
Lemma 19.3 The map A(Q : P ) is an equivariant unitary isomorphism from (L
2
; 
P
)
onto (L
2
; 
Q
): Moreover, F
Q
= A(Q : P ) F
P
:
Proof. According to [7], x15, we have, for ! 2
c
M
H
;  2 ia

q
; the identities
A(Q : P : 
!
: )

A(Q : P : 
!
: ) = (Q : P : 
!
: )I;
B(

Q :

P : 
!
: )

B(

Q :

P : 
!
: ) = (

Q :

P : 
!
: )I:
Moreover, combining Lemma 15.8 and equation (129) of [7] we obtain a third identity
(Q : P : 
!
: ) = (

Q :

P : 
!
: ): The unitarity of A(Q : P ) follows from these three
identities. The proof of the other assertions is straightforward. 2
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Next we investigate the dependence of the Plancherel decomposition on the choice
of the representatives 
!
: First, let ! be a class in
c
M
H
; and suppose that ; 
0
2 !:
Fix a unitary intertwining operator T : H

! H

0
: Then T naturally induces the map
I(T ) : C
 1
(P :  : ) ! C
 1
(P : 
0
: ) given by f 7! T  f: Recall that the space V ()
is the formal direct sum of the spaces V (; w); with w ranging over W: For w 2 W; let
i(T;w) : V (; w)! V (
0
; w) be the natural map induced by T; and let i(T ) : V ()! V (
0
)
be the direct sum of the maps i(T;w): Then it is obvious from the denitions that
I(T )  j

(P :  : ) = j

(P : 
0
: )  i(T ): (169)
One readily veries that the restriction of I(T )
 i(T )
 1t
to a map L
2
(K : ) 
 V ()

!
L
2
(K : 
0
) 
 V (
0
)

does not depend on the particular choice of T: Therefore we denote
this restriction by I(
0
; ): It is obviously unitary, and it intertwines the representations

P;;

I and 
P;
0
;

I:Moreover, it follows from the above that for every f 2 C
1
c
(G=H)
and  2 ia

q
we have:
^
f (
0
: ) = I(
0
; )
^
f ( : ):
Now x for every ! 2
c
M
H
a second representative 
0
!
: Let
c
M
0
H
denote the set of
these representatives, and dene H
0
; L
2
0
; 
0
and F
0
as in Section 18 but with every-
where 
0
!
instead of 
!
; for ! 2
c
M
H
: Let I(
c
M
0
H
;
c
M
H
) denote the direct sum of the
maps I(
0
!
; 
!
) : H(!) ! H
0
(!); and let I(
c
M
0
H
;
c
M
H
) : L
2
! L
2
0
be dened by ' 7!
I(
c
M
0
H
;
c
M
H
) ': The following straightforward result now describes the dependence of
the Plancherel decomposition on the choice of
c
M
H
:
Lemma 19.4 The map I(
c
M
0
H
;
c
M
H
) : L
2
! L
2
0
is an equivariant unitary isomorphism.
Moreover, F
0
= I(
c
M
0
H
;
c
M
H
)  F:
We will nally use the material of this section to give a characterization of the rep-
resentation , of W in L
2
; dierent from the one in Proposition 18.6. For this we need
transformation properties of j

under the action of the Weyl group. For v 2 N
K
(a
q
);
let L(v) : C
 1
(P :  : ) ! C
 1
(vPv
 1
: v : v) be the intertwining operator dened
by L(v)'(x) = '(v
 1
x): Then by [6], Lemma 6.10, there exists a unique unitary map
L(; v) : V ()! V (v); not depending on P; ; such that
L(v)  j(P :  ) = j(vPv
 1
: v : v) L(; v): (170)
By [13], eqn. (63), we have
^
f
vPv
 1
(v : v) = [L(v)
 L(; v)
 1t
]
^
f
P
( : ) (171)
for all f 2 C
1
c
(G=H); [] 2
c
M
H
;  2 ia

q
:
Now x v 2 N
K
(a
q
); and let s denote its image in W: Put
c
M
0
H
= v
c
M
H
; so that

0
!
= v
s
 1
!
; and let H
0
; L
2
0
; 
0
and F
0
be dened as above. Dene the mapm(v) : L
2
! L
2
0
by
[m(v)'](! : ) = [L(v)
 L(
s
 1
!
; v)
 1t
]'(s
 1
! : s
 1
):
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Then m(v) is a unitary equivariant isomorphism (L
2
; 
P
) ! (L
2
0
; 
0
vPv
 1
); and it follows
from (171) that for every f 2 L
2
(G=H) we have:
F
0
sPs
 1
f = m(v)[F
P
f ]:
One readily veries that the map I(
c
M
H
; v
c
M
H
) m(v) : L
2
! L
2
only depends on the
image s of v in W: Therefore we denote it by m(s):We now have the following.
Lemma 19.5 Let s 2 W: Then the map m(s) is an equivariant unitary isomorphism
from (L
2
; 
P
) onto (L
2
; 
sPs
 1
): Moreover, F
sPs
 1
=m(s) F
P
:
Corollary 19.6 For every s 2 W we have ,(s) = A(P : sPs
 1
) m(s):
Proof. Fix s 2 W and write a for the operator on the right-hand side of the above
equation. From the denitions given above we infer that there exists a measurable function
 7! b() with values in the space of unitary maps H ! H such that for ' 2 L
2
we have
[a']() = b(s
 1
)'(s
 1
): Combining Lemmas 19.3 and 19.5 we see that
^
f = a
^
f for every
f 2 C
1
c
(G=H): Hence
^
f(s) = b()
^
f():
By the uniqueness part of Proposition 18.6 this implies that b() = C
s
(): Now use
denition (158) of ,(s) to conclude that a = ,(s): 2
Remark 19.7 Corollary 19.6 essentially expresses the relation between
^
f(s) and
^
f()
by means of standard intertwining operators. In the Riemannian case a similar relation
is given in [31], Ch. VI, Cor. 3.9.
20 Properties of the pre Paley-Wiener spaces
In this section we collect some properties of the pre Paley-Wiener spaces introduced in
Denition 8.9. These properties will be needed in the next section. Let P 2 P
min

be
xed, let (; V

) be a nite dimensional unitary representation of K; and let F = F
P
be
the associated  -spherical Fourier transform.
Let  2 

(a
q
) be as in (64) and let S be a compact W
K\H
-invariant subset of a
q
:
Moreover, let  > 0 be as in Lemma 8.1. If f 2 C
1
S
(G=H :  ); then by Theorem 8.11
the function Ff belongs to the pre Paley-Wiener space M(S; ): Moreover, it has the
property that Ff is holomorphic on the open neighbourhood a

q
(P; ) of

a

q
(P; 0): We
will show that the positive constant  can be xed so that any function in M(S; ) has
this property. More generally, we establish a similar result for the pre Paley-Wiener space
M(S; p); under the assumption that p 2 

(a
q
):
80
For convenience we introduce, for p 2 (a
q
); the spaceM(p) of meromorphic functions
' : a

qc
!

C( ) which satisfy conditions (a) and (b) of Denition 8.9. We equip this space
with the locally convex topology determined by the set of seminorms

V
: ' 7! sup
2V
kp'()k; (172)
with V a bounded subset of

a

q
(P; 0): ThenM(S; p) is a linear subspace ofM(p); moreover
the inclusion map is continuous.
If U is a complex manifold, then byO(U) we denote the space of holomorphic functions
U ! C; equipped with the usual Frechet topology.
Proposition 20.1 Let p 2 

(a
q
): Then we have the following.
(a) For every r > 0 there exists a polynomial function q
r
2 

(a
q
) such that the
following holds. For every ' 2 M(p) the function q
r
' is holomorphic on a

q
(P; r);
moreover, the map ' 7! q
r
'j
a

q
(P;r)
is continuous fromM(p) to O(a

q
(P; r))


C( ):
(b) There exists a constant  > 0 such that for every ' 2 M(p) the function p' is
regular on a

q
(P; ): Moreover, the map ' 7! p'j
a

q
(P;)
is continuous from M(p) to
O(a

q
(P; ))


C( ):
(c) The space M(p) is Frechet.
Before giving the proof of this result, we derive the following corollary from it.
Corollary 20.2 Let p 2 

(a
q
): Then we have the following.
(a) There exists a constant  > 0 such that for any W
K\H
-invariant compact set S  a

q
the following holds. For every ' 2 M(S; p) the function p' is regular on a

q
(P; );
moreover, the map ' 7! p'j
a

q
(P;)
is continuous fromM(S; p) to O(a

q
(P; ))


C( ):
(b) For every W
K\H
-invariant compact set S  a
q
the pre Paley-Wiener spaceM(S; p)
is Frechet.
Proof. If S  a
q
is any W
K\H
-invariant compact subset, then M(S; p)  M(p); the
inclusion map being continuous. Hence (a) follows from Proposition 20.1 (b) with the
same positive constant :
To see that (b) holds, let S  a

q
be compact and W
K\H
-invariant. Then M(S; p) has
a countable system of neighborhoods of the origin, hence is metrizable. Let ('
n
) be a
Cauchy sequence inM(S; p); then we must show it converges inM(S; p): By continuity of
the inclusion map the sequence ('
n
) is Cauchy inM(p); hence converges in M(p); let '
be its limit. Then p'
n
! p' pointwise on

a

q
(P; 0): Hence if  is any of the seminorms of
Denition 8.9 (c), then ('
n
 ')  sup
mn
('
n
 '
m
): Since ('
n
) is a Cauchy sequence
in M(S; p) it now follows that ' 2 M(S; p) and that ('
n
) converges to ' in M(S; p) as
well. Thus we have established property (b) 2
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For the proof of Proposition 20.1 we need information on the poles of the C-functions.
We start with some results on standard intertwining operators. For P;Q 2 P
min

; [] 2
c
M
fu
;  2 a

qc
; let A(Q : P :  : ) denote the standard intertwining operator from 
P;;
to

Q;;
; dened as in [6]. We recall from the text preceding (24) that A(Q : P :  : ) may be
viewed as a continuous linear endomorphism of C
 1
(K : ); depending meromorphically
on :
From [6], Props. 4.7 and 4.8, we recall that there exists a unique non-trivial meromor-
phic function (Q : P : ) : a

qc
! C such that
A(P : Q :  : ) A(Q : P :  : ) = (Q : P :  : ) I; (173)
for generic  2 a

qc
:
We shall describe the poles of the intertwining operators, viewed as meromorphic
functions of ; in some detail, rst on the K-nite level. If # 
c
K is a nite subset,
then we denote by C(K : )
#
the nite dimensional subspace of right K-nite functions in
C
 1
(K : ); all of whose right K-types belong to #: Moreover, we denote the restriction
of the standard intertwining operator to this space by A(Q : P :  : )
#
:
Lemma 20.3 Let P;Q 2 P
min

and let U  a

qc
be an open subset such that for every
 2 (Q;P ) := (Q) \ (

P ) the function  7! jRe h ; ij is bounded on U: Then there
exists a polynomial q 2 
(Q;P )
(a
q
) such that for every nite subset # 
c
K we have the
following:
(a) The End(C(K : )
#
)-valued meromorphic functions  7! q()A(Q : P :  : )
#
and
 7! q()A(Q : P :  : )
 1
#
are regular on U:
(b) The meromorphic functions  7! q()(Q : P :  : ) and  7! q()(Q : P :  : )
 1
are regular on U:
Proof. The existence of a q such that the function  7! q()A(Q : P :  : )
#
is regular
on U for any nite set # 
c
K is a straightforward consequence of [33], Thm. 6.6. This
proves the rst part of assertion (a).
The existence of a q such that (b) holds follows if we restrict (173) to an arbitrary
xed K-isotypical component of C
 1
(K : ) and apply [7], Lemma 16.6, to the resulting
restrictions of the intertwining operators.
Finally, the existence of a q for which the remaining part of (a) holds follows from the
rst part of (a), combined with (173) and (b). 2
For r 2 N; let C
 r
(K : ) denote the space of generalized functions in C
 1
(K : ) of
order at most r: By compactness of K this space carries a Banach topology (see [6], x4,
where the notation D
0
r
is used instead of C
 r
). In the following we shall use the notation
B(C
 r
; C
 r
0
) for the Banach space of bounded linear operators C
 r
(K : )! C
 r
0
(K : );
equipped with the operator norm (r; r
0
2 N):
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Corollary 20.4 Let the assumptions of Lemma 20.3 be fullled and let q 2 
(P
2
;P
1
)
be such that for any nite subset # 
c
K assertion (a) holds. Then for every relatively
compact open subset 
  U there exists a constant s 2 N; such that for every r 2 N we
have the following:
(a) the mapping (; f) 7! q()A(Q : P :  : )f maps 
 C
 r
(K : ) continuously into
C
 r s
(K : );
(b) the induced function  7! q()A(Q : P :  : )jC
 r
(K : ) from 
 to the Banach
space B(C
 r
; C
 r s
) is holomorphic.
Proof. By density of the K-nite functions the result follows if we combine Lemma 20.3
(a) with Prop. 4.11 of [6]. 2
Recall the introduction of the meromorphic End(V ())-valued map B(Q : P : ) on
a

qc
by the property (167).
Lemma 20.5 Let P;Q 2 P
min

: Moreover, let U  a

qc
be an open subset such that
for every  2 (Q;P ) := (Q) \ (

P ) the function  7! jhRe ; ij is bounded on U:
Then there exists a polynomial function q 2 
(Q;P )
(a
q
) such that the End(V ())-valued
meromorphic functions
 7! q()B(Q : P :  : ) and  7! q()B(Q : P :  : )
 1
(174)
are regular on U:
Proof. By the product decomposition of [6], Prop. 7.1, we see that it suces to prove this
result if P;Q are -adjacent, i.e. P 6= Q and all roots in (Q;P ) are proportional. Assume
this to be the case and let  be the reduced root in (Q;P ): Then  is a simple root for
the positive system (

P ); and Q = P
s

; the conjugate of P under the reection s

2 W
in the root hyperplane : Moreover, C


(Q;P )
(a
q
) = C


fg
(a
q
) and the condition on U
is equivalent to:  7! jRe h ; ij is bounded on U:
We recall from Section 2 that the setW is in bijective correspondence with W=W
K\H
:
Accordingly we transfer the action by left multiplication of W on W=W
K\H
to an action
on W; denoted (s; v) 7! s  v: If w 2 W; we write V (; w) for the summand H
wH
M
w
 1

in
the direct sum decomposition (9).
Let w 2 W: Then the endomorphism B(Q : P :  : ) leaves the subspace V (; w) +
V (; s

 w) of V () invariant; see [6], Lemma 7.2. We denote its restriction to that
subspace by B
w
(Q : P :  : ): It now suces to establish the existence of a q 2 
fg
(a
q
)
such that the endomorphisms q()B
w
(Q : P :  : )
1
depend holomorphically on  2 U:
By [6], Lemma 6.10 and eqn. (7.1), there exists a unitary bijection L = L(w
 1
; w)
from V (w
 1
) onto V (); mapping V (w
 1
; 1)+V (w
 1
; s
w
 1

1) onto V (; w)+V (; s


w); such that
B
w
(Q : P :  : ) = L B
1
(w
 1
Qw : w
 1
Pw : w
 1
 : w
 1
) L
 1
: (175)
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Notice that w
 1
 is a simple root in (w
 1
Pw); that w
 1
Qw = (w
 1
Pw)
s
w
 1

; and that
w
 1

fg
(a
q
) = 
fw
 1
g
(a
q
): We now see from (175) that it suces to prove the existence
of a q 2 
fg
(a
q
) such that q()B
1
(P
s

: P :  : )
1
depend holomorphically on  2 U;
for arbitrary  2
c
M
H
; P 2 P
min

;  any simple root in (

P ); and nally U any open
subset of a

qc
with  7! jRe h ; ij bounded on U: Using the split rank one reduction of
[6], Lemma 7.4, (where B
1
is denoted B
s

) we now see that it suces to prove the lemma
if dima
q
= 1; and if Q =

P : In the rest of the proof we assume this to be the case. Let 
be the reduced root in (

P ): The condition on U means that U  a

q
(R) for some R > 0:
Following [6], x 5, we dene, for any Q 2 P
min

; the map ev: C
 1
(Q :  : )
H
! V ()
by ev(f)
w
= f(w); w 2 W: Then ev  j(Q :  : ) = I
V ()
; for generic  2 a

qc
: Using (167)
we now obtain the following identity of endomorphisms of V () for generic  2 a

qc
:
B(

P : P :  : ) = ev A(

P : P :  : )  j(P :  : ): (176)
By [7], Thm. 9.1, there exist a polynomial q
1
2 

(a
q
) and a constant r 2 N such that
q
1
()j(P :  : ) depends holomorphically on  2 a

q
(R) as an element of C
 r
(K : ); for
every  2 V (): Moreover, by Corollary 20.4 there exists a polynomial q
2
2 

(a
q
) such
that q
2
()A(

P : P :  : ) depends holomorphically on  2 a

q
(R) as an element of the space
B(C
 r
; C
 r s
):Write q = q
1
q
2
: Then we see that f

() := q()A(

P : P :  : )j(P :  : )
depends holomorphically on  2 a

q
(R); as an element of C
 r s
(K : ): Moreover, f

()
is 
;
(H)-invariant, hence (; h) 7! 
;
(h)f

() is a smooth map from a

q
(R)  H to
C
 r s
(K : ); which is holomorphic in the rst variable. It now follows by application
of [6], Lemma 4.13, that ev(f

()) 2 V () depends holomorphically on  2 a

q
(R); for
every  2 V (): We conclude that q() times the endomorphism on the right-hand side
of (176) depends holomorphically on  2 a

q
(R); and the assertion about B follows. For
the assertion about B
 1
we observe that it follows from [6], Prop. 6.2 (i), that
B(

P : P :  : )
 1
= (P :

P :  : )
 1
B(P :

P :  : ):
Now combine Lemma 20.3 (b) with the result obtained for B to complete the proof. 2
Lemma 20.6 Let P;Q 2 P
min

; s 2 W: Moreover, let U be a an open subset of a

qc
such
that for each  2 (

P ) \ s
 1
(Q) the function  7! jRe h ; ij is bounded on U: Then
there exists a polynomial function q 2 
(

P )\s
 1
(Q)
(a
q
) such that the endomorphism
q()C

QjP
(s : ) (177)
of

C( ) depends holomorphically on  2 U:
Proof. For s 2 W; let L(s) be the unitary endomorphism of

C( ) dened in [13], x7.
Then by loc.cit., Lemma 7, we have the transformation rule
C

QjP
(s : ) = L(s) C

s
 1
QsjP
(1 : );
as a meromorphic identity in  2 a

qc
: From this we see that it suces to prove the
assertion for s = 1 and arbitrary P;Q 2 P
min

:
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By (27) the space

C( ) admits an orthogonal direct sum decomposition into subspaces

C

( ); where [] ranges over nitely many classes in
c
M
H
: Moreover, the endomorphism
C

QjP
(1 : ) leaves every subspace of this decomposition invariant. Let [] 2
c
M
H
occur in
the decomposition. Then it suces to prove the existence of a q 2 
(

P )\(Q)
(a
q
) such that
the restriction to

C

( ) of the endomorphism (177) with s = 1 depends holomorphically
on  2 U: This follows immediately from [13], Lemma 3 and eqn. (57), combined with
Lemmas 20.3 and 20.5 above. 2
If U  a

qc
is an open subset, and q a polynomial function in (a
q
); we denote the map
O(U) ! O(U); ' 7! q' by m
q
: The image of m
q
is denoted by O(U; q) and equipped
with the topology inherited from the ambient space O(U):
Lemma 20.7 Let U  a

qc
be an open subset, and let q 2 (a
q
): Then the map m
q
is a
topological linear isomorphism from O(U) onto O(U; q):
Proof. Since O(U) has no zero divisors, it is clear that m
q
is a linear isomorphism from
O(U) onto O(U; q):Moreover, it is obvious that m
q
is continuous. For the continuity of its
inverse one needs to estimate ' in terms of q'; for ' 2 O(U): The required estimates can
be obtained by a repeated application of Cauchy's integral formula in the same fashion
as in the proof of Lemma 6.1 in [7]. 2
Proof of Proposition 20.1. We rst prove (a). Let r > 0: For s 2 W; put
U
s
= s
 1
a

q
(P; r) \

a

q
(P; 0):
Then a

q
(P; r) is the union of the sets sU
s
; s 2 W:
Fix s 2 W for the moment, and let  2 s
 1
(P ) \ (

P ): Then for  2 U
s
we
have Re h ; i  0: For such  we also have Re h ; i = Re hs ; si < r: Hence  7!
jRe h ; ij is bounded on U
s
: By Lemma 20.6 it now follows that there exists a polynomial
function q
s
2 

(a
q
) such that the function  7! q
s
()C

P jP
(s : ) is regular on an open
neighborhood of U
s
; hence locally bounded on U
s
: Let now ' 2 M(p): Since ' satises
conditions (a) and (b) of Denition 8.9, it follows that the function
 7! q
s
()p()'(s)
is locally bounded on U
s
: We now dene the polynomial q 2 

(a
q
) by
q() =
Y
s2W
q
s
(s
 1
)p(s
 1
):
Then the function q' is locally bounded on sU
s
for every s 2 W: These sets are closed
in the set a

q
(P; r) and cover it. Therefore the function q' is locally bounded, hence
holomorphic, on a

q
(P; r): Moreover, from the above reasoning we also see that the map
' 7! q'j
a

q
(P;r)
is continuous.
We now turn to the proof of (b). Let q 2 

(a
q
) be a polynomial as in (a) for r = 1:
Let ' 2 M(p): Then qp' is regular on a

q
(P; 1); and p' is regular on

a

q
(P; 0); hence on the
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smaller set ia

q
[ a

q
(P; 0): By Lemma 8.2, applied with 
1
= 1 and with q in place of p; it
follows that there exists a constant  2]0; 1[; depending only on q; such that p' is regular
on a

q
(P; ): This establishes the rst assertion of (b). For the second assertion, we note
that by (a) the map R : ' 7! qp'j
a

q
(P;)
is continuous from M(p) to O(a

q
(P; ))


C( ):
We have just seen that its image is contained inO(a

q
(P; ); q): Thus we may apply Lemma
20.7 and compose the map R with m
 1
q

 I

C()
to establish the validity of (b).
Finally we prove (c). Since M(p) has a countable system of neighborhoods of the
origin it is metrizable, and it suces to prove completeness.
Let ('
n
)
n2N
be a Cauchy sequence in M(p): For each r > 0 we write 

r
= a

q
(P; r);
and we select q
r
2 

(a
q
) as in assertion (a). Then the sequence (q
r
'
n
j

r
) is a Cauchy se-
quence in the Frechet space O(

r
)


C( ); hence converges to a limit  
r
2 O(

r
)


C( ):
We dene the meromorphic function 
r
on 

r
by 
r
= q
 1
r
 
r
: Let now r; r
0
> 0:
Then q
r
q
r
0
'
n
j

r
0
! q
r
 
r
0
= q
r
q
r
0

r
0
; locally uniformly on 

r
0
: Similarly, we see that
q
r
q
r
0
p
0
'
n
j

r
! q
r
q
r
0

r
; locally uniformly on 

r
: It follows that 
r
= 
r
0
on 

r
\ 

r
0
=


min(r;r
0
)
: Now the union of the sets 

r
; r > 0; equals a

qc
: Hence there exists a meromor-
phic function ' : a

qc
!

C( ) such that ' = 
r
on 

r
; for every r > 0: We will show that
' belongs to M(p) and is the limit of the sequence ('
n
):
By the denition of ' we have that q
r
'
n
converges to q
r
' in O(

r
) 


C( ) for all
r > 0. In particular it follows that '
n
()! '() for generic  2 a

qc
. From this it follows
that ' fullls condition (a) of Denition 8.9.
Let  > 0 be the constant of the already established property (b). Then (p'
n
j


) is
a Cauchy sequence in O(


)


C( ): Let f be its limit. By a straightforward passage to
limits we have q

f = p 

= pq

': Hence f = p'; and we conclude that p' is holomorphic
on 


; and that the sequence (p'
n
) converges locally uniformly to p' on 


: In particular
this means that ' fullls condition (b) of Denition 8.9, hence belongs toM(p), and that
'
n
! ' with respect to the seminorms (172). This completes the proof of property (c).
2
21 Paley-Wiener theorems
In this section we assume that P 2 P
min

and that  is a nite dimensional unitary
representation of K: Our objective is to investigate the image of the space C
1
c
(G=H :  )
under the  -spherical Fourier transform F = F
P
:
If S  a
q
is a closed W
K\H
-invariant subset, then we dene the closed subset X
S
of G=H by (66). Recall also the denition (73) of the supporting function h
T
: a

qc
!
[ 1;1]; when T is a closed set of a
q
: Dene the polynomial  2 

(a
q
) as in (64). Then
we have the following Paley-Wiener type characterization of the support of a compactly
supported function in terms of its Fourier transform.
Theorem 21.1 Let f 2 C
1
c
(G=H :  ); and let S be anyW
K\H
-invariant compact convex
subset of a
q
: Then supp f  X
S
if and only if for every n 2 N there exists a constant
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C > 0 such that for every w 2 W and  2

a

q
(P; 0) we have
k()pr
w
Ff()k  C (1 + jj)
 n
e
h
wS
( )
: (178)
Proof. The implication `only if' is immediate from Theorem 8.11 and Denition 8.9 (c).
Since f is compactly supported, there exists a W
K\H
-invariant compact subset T  a
q
such that supp f  X
T
: By Theorem 8.11 we have that Ff 2 M(T; ):Hence Ff satises
conditions (a) { (b) of Denition 8.9. If we combine these with the estimate (178), we
see that in fact Ff 2 M(S; ): Fix D 2 D
0

(cf. Lemma 15.3). Then from Corollary 10.4
(and Remark 10.5) we obtain that
suppDJFf  X
S
:
By Theorem 14.1 this implies that
suppDf  X
S
:
In view of Proposition 15.2 we nally conclude that supp f  X
S
: 2
Denition 21.2 The pre Paley-Wiener space M(G=H :  ) is dened to be the space of
meromorphic functions ' : a

qc
!

C( ) having the following properties:
(a) '(s) = C

P jP
(s : )'() for all s 2 W; and generic  2 a

qc
;
(b) The function ' is holomorphic on an open neighborhood of

a

q
(P; 0);
(c) There exists a constant R > 0 and for every n 2 N a constant C > 0; such that for
all  2

a

q
(P; 0) we have:
k()'()k  C (1 + jj)
 n
e
RjRej
:
The supporting function of the closed ball B in a
q
of center 0 and radius R  0 is
given by h
B
() = RjRej: Using this in combination with Denition 8.9 we see that
M(G=H :  ) =
[
S
M(S; ); (179)
where S ranges over the W
K\H
-invariant compact subsets of a
q
: From Corollary 20.2 (b)
we recall that the spaces in the right-hand side of (179) are Frechet. Moreover, if S
1
 S
2
;
then M(S
1
; )  M(S
2
; ); the inclusion map being continuous. Accordingly we equip
M(G=H :  ) with the direct limit locally convex topology.
In view of (179), the following result is an immediate consequence of Corollary 10.4
(and Remark 10.5).
Lemma 21.3 Let D 2 D

: Then DJ maps the pre Paley-Wiener space M(G=H :  )
continuously into C
1
c
(G=H :  ): 2
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Remark 21.4 It follows from Corollary 20.2 that there exists an  > 0 such that ' is
holomorphic on the open neighborhood a

q
(P; ) of

a

q
(P; 0); for every ' 2 M(G=H :  ):
Moreover, the map ' 7! 'ja

q
(P; ) is continuous fromM(G=H :  ) toO(a

q
(P; ))


C( ):
Wemay shrink  to ensure that the polynomial  has no zeros in a

q
() (see (64) and Lemma
8.1 (a)). Thus it also follows that every ' 2 M(G=H :  ) is holomorphic on the open
neighborhood a

q
() of ia

q
and that the restriction map is continuous from M(G=H :  )
to O(a

q
())


C( ):
From Theorem 8.11 and Theorem 15.1 we see that F maps C
1
S
(G=H :  ) injectively
and continuously into M(S; ); for any W
K\H
-invariant and compact subset S of a
q
:
Therefore F maps C
1
c
(G=H :  ) injectively and continuously into M(G=H :  ): If f 2
C
1
c
(G=H :  ) then the coecients in all Laurent series developments of Ff satisfy all the
linear relations coming from similar relations for Eisenstein integrals. In fact we have:
Lemma 21.5 Let @
1
; : : : ; @
k
2 S(a

q
) be a nite collection of constant coecient complex
dierential operators on a

qc
; and let  
1
; : : : ;  
k
2

C( ); and 
1
; : : : ; 
k
2

a

q
(P; 0): Then
the relation
k
X
i=1
@
i
[()hv jE

(P :  
i
:  

)i]
=
i
= 0 (180)
of elements in C
1
(G=H) holds for every v 2 V

if and only if for all f 2 C
1
c
(G=H :  )
one has the relation:
k
X
i=1
@
i
[()hFf() j 
i
i]
=
i
= 0: (181)
Proof. For v 2 V

; let E
v
denote the left-hand side of (180), viewed as a function in
C
1
(G=H): Dene E : G=H ! V


by E(x)(v) = E
v
(x): Then E 2 C
1
(G=H : 
_
): The
condition (180) holds for every v 2 V

if and only if E = 0; which in turn is equivalent
to
R
G=H
E(x)(f(x)) dx = 0 for all f 2 C
1
c
(G=H :  ): By the denition of the Fourier
transform the latter condition is equivalent to (181) for all f 2 C
1
c
(G=H :  ): 2
In the group case the extra relations (181) are known to determine F(C
1
c
(G=H :  ))
as a subspace of M(G=H :  ) by the work of Campoli [16] in the split rank one case and
Arthur [2] in the general case. This motivates the following denition.
Denition 21.6 The Paley-Wiener space PW(G=H :  ) is dened to be the space of
functions ' 2 M(G=H :  ) satisfying the following condition:
For all nite collections @
1
; : : : ; @
k
2 S(a

q
);  
1
; : : : ;  
k
2

C( ); and 
1
; : : : ; 
k
2

a

q
(P; 0)
for which one has the relation (180) of elements in C
1
(G=H) for every v 2 V

; one also
has the relation:
k
X
i=1
@
i
[()h'() j 
i
i]
=
i
= 0: (182)
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Let 
 be the open neighborhood of

a

q
(P; 0) of Remark 21.4. If @
1
; : : : ; @
k
2 S(a

q
);
 
1
; : : : ;  
k
2

C( ); and 
1
; : : : ; 
k
2

a

q
(P; 0) are as in the above denition, then the map
 7!
k
X
i=1
@
i
[()h'() j 
i
i]
=
i
is continuous from O(
)


C( ) to C: In view of Remark 21.4 the map is also continuous
fromM(G=H :  ) to C: This implies that the space
PW
S
(G=H :  ) :=M(S; ) \ PW(G=H :  )
is a closed subspace of the Frechet space M(S; ); it thus becomes a Frechet space in a
natural way. From (179) we see that
PW(G=H :  ) =
[
S
PW
S
(G=H :  );
where S ranges over theW
K\H
-invariant compact subsets of a
q
:Moreover, if S
1
 S
2
; then
PW
S
1
(G=H :  )  PW
S
2
(G=H :  ); the inclusion map being continuous. Accordingly we
equip PW(G=H :  ) with the direct limit locally convex topology. Then the inclusion map
PW(G=H :  ) M(G=H :  ) is continuous and has a closed image.
From the above discussion we now obtain:
Proposition 21.7 The Fourier transform F is an injective continuous linear map from
C
1
c
(G=H :  ) into PW(G=H :  ): Moreover, if S is a W
K\H
-invariant compact subset of
a
q
; then F maps C
1
S
(G=H :  ) into PW
S
(G=H :  ): 2
Remark 21.8 We believe F is actually a linear isomorphism from C
1
c
(G=H :  ) onto
PW(G=H :  ): Although we do not know how to prove this in general, we will present a
proof for the case dima
q
= 1:
Before proceeding we note some consequences of the above conjecture. Suppose the
conjecture is valid. Then if S is a W
K\H
-invariant compact convex subset of a
q
; the
Fourier transform F restricts to an injective continuous linear map of Frechet spaces
C
1
S
(G=H :  ) ! PW
S
(G=H :  ): The restricted map is surjective as well. For let  2
PW
S
(G=H :  ):Then by the conjecture there exists a function f 2 C
1
c
(G=H :  ) such that
 = Ff: From Theorem 21.1 we deduce that f 2 C
1
S
(G=H :  ); whence the surjectivity.
By the open mapping theorem for Frechet spaces it then follows that F restricts to a
topological linear isomorphism from C
1
S
(G=H :  ) onto PW
S
(G=H :  ): Taking the limit
over all W
K\H
-invariant compact convex subsets of a
q
we then obtain that F is actually
a topological linear isomorphism from C
1
c
(G=H :  ) onto PW(G=H :  ):
The following result gives a useful reformulation of the relations in Denition 21.6
(compare with [2], p. 76).
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Lemma 21.9 Let ' 2 M(G=H :  ): Then ' 2 PW(G=H :  ) if and only if for all
nite collections @
1
; : : : ; @
k
2 S(a

q
) and 
1
; : : : ; 
k
2

a

q
(P; 0) there exists a function
f 2 C
1
c
(G=H :  ) such that
@
i
[()'()]
=
i
= @
i
[()Ff()]
=
i
(1  i  k):
Proof. The `if' part is obvious from Lemma 21.5. To see that the `only if' part holds, let
@
1
; : : : ; @
k
and 
1
; : : : ; 
k
be given. We equip the nite dimensional linear space (

C( ))
k
with the product space Hilbert structure and dene the linear map L : PW(G=H :  ) !
(

C( ))
k
by
L()
i
= @
i
[()()]
=
i
( 2 PW(G=H :  ); i = 1; : : : ; k):
Then we must show that L() 2 L(FC
1
c
(G=H :  )) for all  2 PW(G=H :  ), or equiv-
alently that the subspace U := L(FC
1
c
(G=H :  )) of imL in fact equals imL: Since
(

C( ))
k
is nite dimensional this is equivalent to the assertion that for every  = ( 
i
) 2
(

C( ))
k
we have that  ? U )  ? imL: In view of Lemma 21.5 this is a consequence
of Denition 21.6. 2
We will need the following result.
Lemma 21.10 Let D 2 D

: Then for every ' 2 M(G=H :  ) we have
FDJ ' = (D :  )': (183)
Proof. By meromorphy of both members it suces to establish this identity on ia

q
:
Since det(D :  ) 6= 0; it suces to establish the identity which arises from application of
(D :  ) to (183); hence it suces to prove (183) with D
2
instead of D: By the invariance
(a) of Denition 21.2 it suces to show that the resulting identity holds when tested
against elements of (S(ia

q
)


C( ))
W
: Hence in view of Theorem 16.16 it suces to show
that
hFf j FD
2
J'i = hFf j(D :  )
2
'i (184)
for all f 2 C(G=H :  ): By continuity of the Fourier transform it suces to establish the
identity for f in the dense subspace C
1
c
(G=H :  ): The left-hand side of (184) then equals
hJ Ff jD
2
J'i = hDJFf jDJ'i = hDf jDJ 'i
= hD
2
f j J'i = hFD
2
f j'i
= h(D :  )
2
Ff j'i: (185)
The transpositions that have been carried out are all allowed, since they are of the form
hg jDhi = hDg jhi; with g; h 2 C
1
(G=H :  ); and with either g or h compactly supported.
The second equality follows from Theorem 14.1. Finally the last member of the equations
(185) equals the right-hand side of (184) in view of (40) and since both Ff and ' are
smooth functions on ia

q
; decreasing faster than (1 + jj)
 n
for every n: 2
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Corollary 21.11 Let D 2 D

: Then multiplication by (D :  ) maps M(G=H :  ) into
the subspace F(C
1
c
(G=H :  )) of PW(G=H :  ):
Proof. This follows from combining Lemma 21.10 with Lemma 21.3 and Proposition 21.7.
2
In particular, if G=H is a Riemannian symmetric space of the noncompact type we
have seen in Remark 14.4 that  = 1 and 1 2 D

. Hence it follows from the corollary
above that M(G=H :  ) = F(C
1
c
(G=H :  )) = PW(G=H :  ). Hence in this case (182)
is fullled for all functions satisfying (a)-(c) in Denition 21.2. Moreover we have that
the Fourier transform maps C
1
c
(G=H :  ) onto the Paley-Wiener space. It can be shown
that this assertion is equivalent with Helgason's Paley-Wiener theorem for the -spherical
Fourier transform, see [31], Ch. III, Thm. 5.11.
Notice that in general PW(G=H :  ) is a proper subspace of M(G=H :  ) (see for
example [16], Thm. 3.4.2 and the succeeding example). However, in the split rank one
case (i.e. dima
q
= 1) the following corollary shows that only nitely many conditions
of the form (182) are needed to characterize it as a subspace of M(G=H :  ) (cf. [16],
Observation 2.3.2, for the group case).
Corollary 21.12 Let dima
q
= 1: Then the Paley-Wiener space PW(G=H :  ) has nite
codimension in M(G=H :  ):
Proof. Fix D 2 D

: Then in view of Corollary 21.11 it suces to show that the space
(D :  )M(G=H :  ) has nite codimension in M(G=H :  ): Let f
1
; : : : ; 
k
g be the set
of zeros of det(D :  ) in

a

q
(P; 0): For 1  j  k; let m
j
be the order of the zero of
det(D :  ) at 
j
: Let V be the subspace of M(G=H :  ) consisting of the functions '
for which ' vanishes up to the order m
j
at every 
j
(1  j  k): Then V has nite
codimension. Moreover, if ' 2 V; then (D :  )
 1
' is holomorphic on

a

q
(P; 0): Using
(38) with Q = P one now readily deduces that (D :  )
 1
' 2 M(G=H :  ): Hence V is
contained in (D :  )M(G=H :  ); and therefore the latter space has nite codimension.
2
Lemma 21.13 Assume that dima
q
= 1; and let D 2 D

: Then for every function ' 2
PW(G=H :  ) there exists a function f 2 C
1
c
(G=H :  ) such that '   Ff belongs to
(D :  )M(G=H :  ):
Proof. Let ' 2 PW(G=H :  ); and let the subspace V of M(G=H :  ) be dened as in
the proof of Corollary 21.12. Then by Lemma 21.9 there exists a f 2 C
1
c
(G=H :  ) such
that ' Ff 2 V: In the proof of Corollary 21.12 we saw that V  (D :  )M(G=H :  ):
2
We can now prove a full Paley-Wiener theorem for the case that G=H has split rank
one.
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Theorem 21.14 Assume dima
q
= 1: Then F is a topological linear isomorphism from
C
1
c
(G=H :  ) onto PW(G=H :  ):
Proof. By Remark 21.8 it suces to prove bijectivity, and by Proposition 21.7 it re-
mains to prove surjectivity. Let ' 2 PW(G=H :  ) be given. Fix D 2 D

; and let
f 2 C
1
c
(G=H :  ) be as in Lemma 21.13. Then ' Ff belongs to (D:  )M(G=H :  );
hence to F(C
1
c
(G=H :  )); by Corollary 21.11. Hence also ' belongs to the latter space.
2
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