Abstract. We propose a convergent implicit stabilized finite element discretization of the nonstationary incompressible magnetohydrodynamics equations with variable density, viscosity, and electric conductivity. The discretization satisfies a discrete energy law, and a discrete maximum principle for the positive density, and iterates converge to weak solutions of the limiting problem for vanishing discretization parameters. A simple fixed point scheme, together with an appropriate stopping criterion is proposed, which decouples the computation of density, velocity, and magnetic field, and inherits the above properties, provided a mild mesh constraint holds. Computational studies are provided.
Introduction
We consider the density-dependent magneto-hydrodynamics equations, which couples the incompressible Navier-Stokes equation with variable density and viscosity with Maxwell's equation to describe a viscous, incompressible, and electrically conducting multi-fluid in a domain Ω ⊂ R d (d = 2, 3): the symmetrized velocity gradient, ρ : Ω T → R + the density, and p : Ω T → R the hydrodynamic pressure of vanishing mean value, i.e., Ω p(·, x) dx = 0. Moreover, b : Ω T → R d is the magnetic induction, and g : Ω T → R d represents a given body force per unit mass. We allow for a discontinuous density dependent viscosity η(ρ), and an electric conductivity ξ(ρ), where η, ξ are continuous functions such that
The initial datum ρ 0 : Ω → R is piecewise constant, positive; as is pointed out in [11, Section 4.2] , choosing ρ 0 ≥ 0 is mathematically feasible (also in this work), but makes the physical relevancy of equation (1.1) 4 questionable in zones of vacuum. Hence, the case of fluids enclosed in a free surface and surrounded by a vacuum is excluded, while the evolution of a free interface separating two fluids filling Ω is modelled by (1.1)-(1.2). This problem is mostly relevant in the case d = 3, but the two-dimensional analogue is interesting as well; see e.g. [17, Remark 2.1] for a proper definition of involved curl-operators in the case d = 2.
Crucial properties of solutions of (1.1) are nonnegativity, a maximum principle for ρ, which amounts to
as well as the energy law (0 < t < T ):
We refer to [11, Chapter 4 and 5] for details regarding the model, and existing analytical and numerical studies of these equations. A typical application of (1.1)-(1.2) is to describe the production of aluminium in electrolytic cells. A schematic description of this experiment uses an electric current which runs downwards through two horizontal layers of incompressible nonmiscible conducting fluids, and causes a motion of the interface, depending on the magnetohydrodynamic coupling; see [11, Chapter 6] , and Section 5.
Weak solutions to (1.1)-(1.2) are constructed in [11, Chapter 4] for Ω ⊂ R 3 a simply connected, regular domain. It is well known that H 0 (div; Ω) ∩ H(curl; Ω) is continuously embedded into W 1,2 (Ω) if Ω ⊂ R 3 is a convex polyhedron, or has a boundary which is C 1,1 ; cf. [15, Section I.3.5] or [1, Section 2.3] . In this work, we propose fully practical finite element based schemes, whose solutions converge to weak solutions for vanishing discretization parameters; in particular, this result holds for Ω ⊂ R 3 a general polyhedral domain. Key tools to accomplish this result are:
(i) a discrete energy and maximum principle for approximate densities, which requires stabilization terms in the discrete setting (Lemma 3.1), (ii) an adapted discrete version (Lemma 3.2) of the compactness result by R. DiPerna and P.L. Lions [9] for approximate finite element solutions of (1.1) 3 ; see also Remark 3.1, (iii) a compactness result of J.L. Lions to control temporal changes of iterates (see Lemma 3.3) , and (iv) results from corresponding studies for a one-fluid magnetohydrodynamical fluid flow in [33] .
By Helmholtz orthogonal decomposition, a vector field can be written as a unique sum of its solenoidal and irrotational components, i.e., L 2 (Ω) = H ⊕ ∇W 1,2 (Ω). Correspondingly, we introduce the space H curl; Ω , which is endowed with the norm ψ ψ ψ H(curl) := ψ ψ ψ 3 ) is dense, both in H(div; Ω) and H(curl; Ω); cf. [1, Proposition 2.3] . For all ψ ψ ψ ∈ X, we have Poincaré's inequality ψ ψ ψ L 2 ≤ C curl ψ ψ ψ L 2 for all ψ ψ ψ ∈ X, which implies that · H(curl) and curl(·) L 2 are equivalent norms on X. The space H 0 (curl; Ω) ∩ H 0 (div; Ω) coincides with W 
The space D D D(Ω) of restrictions to Ω of smooth functions D D D(R
We recall a crucial tool to construct unique distributional solutions ρ : Ω T → R of the convection equation
for given u ∈ L 1 0, T ; W 1,2 0 (Ω) , and f ∈ L 1 0, T ; L 2 (Ω) , which has been derived by J. DiPerna and P.L. Lions [9] , together with the following stability result (see e.g. [38, Theorem 1.1]).
Lemma 2.3. Let {ρ
Assume that
, where ρ : Ω T → R is the unique solution of (2.1). Moreover, this solution has the following properties:
This compactness result is a crucial tool to establish existence of solutions for the incompressible Navier-Stokes equations with variable density and viscosity [28] . Another compactness result will be useful below to validate strong convergence of both, velocity and magnetic field iterates in ; solvability will be shown in Section 3 by a practical implicit finite element based discretization.
, that u 0 , b 0 ∈ H, and (1.3) are valid. We call the triple u, b, ρ :
(ii) u, b is weakly continuous for t > 0, with values in
Weak solutions to problem (1.1)-(1.2) are constructed in [11, Theorem 4.4] for domains Ω ⊂ R 3 which are either convex, or have a boundary in C 1,1 .
Finite element spaces.
Let T h be a quasi-uniform triangulation of the polygonal, resp., polyhedral domain Ω ⊂ R 3 into tetrahedra of maximal diameter h > 0, i.e., Ω = K∈T h K. Throughout this work, let C > 0 denote a generic constant which does not depend on time and space discretization parameters k, h > 0. 
Discrete density space. Let
Given the set of nodes E h = {x : ∈ L} of the triangulation T h , the nodal interpolation operator
If for each ∈ L we denote by ϕ ∈ C(Ω) the nodal basis function which is T h elementwise affine and satisfies ϕ (x ) = 1 and ϕ (x m ) = 0 for all m ∈ L \ { }, then we have β = Ω ϕ dx. We define ξ 2 h = (ξ, ξ) h , and recall (see [6] ) that for all ξ, χ, η
We say that the triangulation T h is strongly acute if for all x ∈ E h \ ∂Ω and all x ∈ E h \ {x } there exists
this holds if and only if every sum of two angles opposite to an interior edge is bounded by π − θ 0 , for some θ > 0. For d = 3, a sufficient but not necessary condition is that every angle between two faces of a tetrahedron is bounded by π 2 − θ 0 , for some θ 0 > 0; see [24] for further details.
Discrete velocity and pressure spaces. Let
resp.,
We define L 2 -, resp.,
The following error estimates are standard, (see also [18] ) (i = 0, 1),
The following compatibility condition of spaces
(Ω) ⊆ L h is needed to account for coupling effects in Scheme A given below.
We define the discrete Laplacian Δ h :
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, we obtain by inverse estimate and standard approximation results,
The following discrete Sobolev interpolation inequality follows from [18, Lemma 4.4 
Discrete magnetic field and multiplier spaces. We use edge elements to approximate solenoidal functions of Maxwell's equation, which only enforce continuity of tangential field components across inter-element boundaries. Below, we use Nédélec's first family of spaces (cf. [31] ) for the unknown B :
, where D i is given by the homogeneous polynomials p of degree k that satisfy p(x) · x = 0 on K ∈ T h . Consider then
We may define the interpolation R R R h : H(curl; Ω) → C h , which satisfies for all
We introduce the discretely solenoidal function space
The following estimates ( = 0, 1) may be found in [5, Theorem 3.5] or [39, Lemma 3.4] , and [20, Theorem 4.8 
Another link between the spaces X h and X is accomplished by the Hodge mapping H : H(curl; Ω) → X, such that
The following approximation property is shown in [20, Lemma 4.5 
Lowest-order edge elements are divergence free inside each element. However, a nonzero divergence in distributional sense arises from discontinuities of the normal component at inter-element boundaries. Since X h ⊂ X, the compactness of 
and a piecewise affine interpolation on [t j , t j+1 ) is defined by
It follows that ϕ
3. Scheme A: A fully discrete Scheme with discrete maximum principle and discrete energy law
To obtain the energy law (1.5), we need to multiply (1.1) 1 with u, and (1.1) 3 with 1 2 |u| 2 . We are motivated to construct a numerical scheme which shares properties (1.4) and (1.5) with the original problem (1.1)-(1.2); however, to use a test function which is a nonlinear function of the finite element velocity field does not seem to be a promising strategy. For this reason, the following reformulation is proposed in [30] in a related context:
If we take the dot product of the right-hand side with u, integration in space yields
We use this idea in the following implicit finite element discretization of (1.1)-(1.2). Below, we discuss the relevancy of additional stabilization terms added to allow for positive densities, and a discrete maximum principle. Let ϕ + := max{0, ϕ}, and (·, ·) * stands for either (·, ·), or (·, ·) h .
In fact, Scheme A comprises two discretization strategies, depending on the choice of (·, ·) * . We use several stabilizing terms in the scheme: the one lead by α allows for the M -matrix property of the stiffness matrix related to (3.1) to validate (3.6) below; it turns out that improved stability properties for {U n } are needed for this purpose, which is the reason for the term lead by β 2 ≥ 0. Finally, strong L p -convergence of {div U n } is needed to properly identify the limit in (3.1), which is the reason for the third stabilization term lead by β 1 ≥ 0; the convergence proof for the scheme below suggests the corresponding penalization parameter to depend on h > 0 as well. In order to validate strong L 2 -convergence of {U n } in the case d = 3 requires β 3 > 0 in the scheme; see Lemma 3.3. This term may be skipped in the two-dimensional setting Ω ⊂ R 2 . Note that in (3.3), we employ R n ∈ S h as a Lagrange multiplier to enforce the discrete divergence free constraint for computed magnetic fields at finite scales k, h > 0; the related term actually goes to zero for discretization parameters tending to zero.
We use numerical integration for the leading term in (3.1) to allow for a discrete maximum principle for computed densities, without any mesh constraint to hold. As will be clear from the following analysis (e.g., Step 1 in the proof of Lemma 3.3), this form of integration couples back with the one for the leading two terms in (3.2); as we will see later, stability, and monotonicity properties of the scheme are not affected by the choice of exact or numerical integration for the relevant terms in (3.2), while necessary compactness properties of velocity iterates of the scheme require numerical integration in (3.2) as well to be compatible with the formulation in (3.1); cf. Lemma 3.3.
The following result validates existence of solutions of Scheme A which satisfy a discrete energy identity (α, β 1 , β 2 ≥ 0). Moreover, provided that meshes are of strongly acute type, and α, β 1 , β 2 > 0, we validate a discrete maximum principle for iterates {ρ n } n≥0 as well, i.e., the above scheme holds for existing iterates
, with ρ n−1
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Lemma 3.1. Let α, β 1 , β 2 , β 3 ≥ 0, and √ β 2 h β 2 2 ∇U 0 ≤ C. For every n ≥ 1, there exists a solution U n , P n , B n , R n , ρ n ∈ J h × L h × X h × S h × V h of (3.1)- (3.3), which satisfies 1 2 d t ρ n + U n 2 * + β 2 h β 2 ∇U n 2 + 1 μ B n 2 (3.4) + η n−1 D D D(U n ) 2 + β 1 h −β 1 div U n 2 + β 3 h β 3 Δ h U n 2 + 1 μ 2 1 ξ n−1 curl B n 2 + k 2 ρ n−1 + d t U n 2 * + β 2 h β 2 ∇d t U n 2 + d t B n 2 = Ω ρ n−1 g n U n dx , 1 2 d t ρ n 2 h + k 2 d t ρ n 2 h + αh α ∇ρ n 2 = 0 . (3.5)
Moreover, if (2.8) holds, T h is a strongly acute triangulation, and
We use Brouwer's fixed point theorem to obtain solvability of (3.1)-(3.3) for every n ≥ 1 in Step 1 of the following proof; we proceed by induction, assuming
which then leads to the existence of (
The bounds in Step 2 of the proof then justify (3.7) for 0 ≤ ≤ n. In Step 3, property (3.6) is verified, which requires the compatibility assumption (2.8) in part d) of this step of the proof, and uses the upper uniform bound max 0≤n≤N ∇U n ≤ Ch
Proof. 1st
Step: Solvability. For every n ≥ 1, consider the continuous mapping
Because of (3.7), the modulus of the negative terms is finite; hence, provided that
is then a consequence of (2.5), (2.11).
2nd
Step: Discrete energy identity.
2), and use
Adding both resulting equations then yields (3.4). 3rd
Step: Discrete maximum principle. Fix n ≥ 1. We verify the M -matrix property of the sub-system matrix related to (3.1), for given
be the canonical basis of V h . We employ vectors
, stiffness matrix
, and
, with
to restate (3.1) as follows: , and (3.4),
The following three steps establish that
In order to verify nonpositivity of h α k + c (U n ) for neighboring = , we have to make sure that
, for some c θ 0 > 0. Similar to a), in order to make sure that
2 , and we may conclude as above.
c) A A A n is strictly diagonal dominant. We again use the fact that the number of neighboring nodes x ∈ N h for each x is bounded independently of h > 0. Hence, there exists a constant C ≡ C #{ : (∇ϕ x , ∇ϕ x ) = 0} > 0, such that for
6 . Hence, from a)-c) we may conclude that A A A n is an M -matrix, which then implies
Here, we employ (2.
and [χ]
− := I V h min{0, Φ} for Φ ∈ V h . We wish to validate
We may also verify (3.9), with negative sign in front of the last term. Now, putting
and hence ρ n ≤ ρ 2 , for all n ≥ 0. The lower bound follows immediately from the M -matrix property of the system matrix for (3.8) , where ρ n is substituted by 
6) holds; consider the continuous interpolants in time U U U(t, ·), ℘(t, ·), B B B(t, ·), R(t, ·), σ(t, ·)
The uniform bounds (3.4) and (3.6) allow for convergent subsequences, and functions
The incompressibility of u as stated in (3.12) 1 follows from
, and tending k, h → 0 validates the assertion; strong convergence as stated in (3.13) 3 then follows from weak and norm convergence. Also, we use Lemma 2.5 to make sure in assertion (3.12) 2 that b is divergence-free. Moreover, from (3.4) and (3.6) we may conclude that sequences {U U U}, resp., {U U U ± }, as well as {B B B}, resp., {B B B ± }, and {σ}, resp., {σ ± } converge to the same limit as k, h → 0, since, for example,
which tends to zero for k → 0.
We now detail passing to the limit in equation (3.11) 1 , under the assumptions that
for k, h → 0 hold. We remark that (3.15) 2 will be shown to hold in Lemma 3.
we may recast (3.11) 1 in the form
We integrate over [0, T ], and identify limits term by term. For the first term, we apply integration by parts, and employ (2.4), the W 1,2 -stability of I V h , and related convergence properties, and (3.13) 6 to conclude that
Because of (3.15) 1 , (3.13) 6 , we may then conclude that
easily follows from (3.15) 2 , (3.13) 6 . We proceed similarly with the third term in (3.16), by exploiting (3.13) 3 , in particular. For the last term in (3.16), we use (3.5) to conclude that
Putting things together then validates that ρ is a weak solution of (1.1) 3 . As a next step, in order to pass to the limit in terms of (3.11) 2 , we need to make sure that densities converge strongly in L p ; in [38, Theorem 5.1], a general compactness result is shown for solutions of a discrete version of (1.1) 3 , where a discontinuous Galerkin method is used. We adapt the arguments given there to our problem, and also summarize the above results in the following:
be given, such that for all χ ∈ V h , and n ≥ 1,
, as well as 
Once we show that
we deduce by lower semicontinuity property of norms with respect to weak-star convergence in
and the assertion of the lemma follows. We use the energy identity (3.5) to conclude after twice integrating in time, for T a point of the net I k := {t k },
We combine equations (3.21), (3.18) as well as the following bounds which employ (3.4), (3.5), and (2.4), In order to identify limits in each term of (3.11) 1−3 , we need strong L p -convergence of the sequence U U U , B B B, σ . For this purpose, we employ Lemma 2.4: because of the uniform bounds in Lemma 3.1, and Lemma 2.5, by [37] it remains to show that there exist a constant C > 0 independent of k, h > 0, and some κ ∈ (0, 1) such that
The proof of the following lemma requires (·, ·) * = (·, ·) h in (3.2) of Scheme A, and
There exists
A corresponding result for the density dependent incompressible Navier-Stokes equation in a different numerical setting may be found in [30, pp. 1295-1296] .
Proof. Step 1. Control of increments of {U
Let t = t n ≥ t ≥ 0 be a point of the net I k = {t n } n≥0 . Integration with respect to s ∈ (t n− , t n ), and using (3.23) then leads to
where A summarizes the terms three to five in (3.11) 2 .
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Correspondingly, integrating (3.11) 1 with respect to s ∈ (t n− , t n ), and setting
Subtracting this equation from (3.24) and observing that
Upon choosing W = U U U (t n , ·) − U U U (t n− , ·) ∈ J h , and summing over all steps ≤ n ≤ N , and using (3.6), the left-hand side dominates
Next, we derive bounds Ct κ , for some κ > 0 for each term on the right-hand side of (3.26), after integration in time over [0, T ].
By (3.4), the negative term in (3.27) may then be bounded by 
A corresponding estimate for k
N n=1 t n t n−
A ds follows accordingly. The term III in (3.26) requires β 3 > 0 for d = 3 in order not to conflict with the requirement for 0 < α, β 2 needed for property (3.6); see Lemma 3.1. We confine to the case d = 3; summing over ≤ n ≤ N leads to
Here, we use (3.4), (2.10), Hölder, and an inverse inequality. As a consequence, we need
In order to control IV , we use property (2.15) of the Hodge mapping H :
We use an inverse estimate for the first term, (2.15), and L p -interpolation together with Lemma 2.1 (ii) for the second. Then, there exists 0 < δ 2 ≡ δ 2 (δ 1 ) < 1, such License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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that we find the upper bound
Thanks to the discrete energy law (3.4), we may then conclude as follows:
(3.30)
Putting things together then yields for some
Step 2. Control of increments of {B n } ⊂ X h . We proceed similarly to Step 1, where arguments simplify and we use equation (3.11) 3 .
Let t = t n > 0 be a point of the net I k . Integrating (3.11) 3 with respect to s ∈ (t n− , t n ) leads to
B B B(t n , ·)−B B B(t
n− , ·), ψ ψ ψ = − t n t n− 1 μ 1 ξ − curl B B B + , curl ψ ψ ψ + U U U + ×B B B − , curl ψ ψ ψ ds .
Upon choosing ψ ψ ψ =B B B(t n , ·)−B B B(t n− , ·) ∈ X h , the left-hand side dominates B B B(t n , ·) − B B B(t n− , ·)
2 ; after summation over ≤ n ≤ N , terms on the right-hand side may be bounded as
thanks to (3.4). We use similar arguments as in the previous step to control the term IV there. We use the inverse estimate U U U 
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B B B(t, ·) − B B B(t − δ, ·)
By Lemma 2.4, we may conclude from Lemma 3.3 compactness of the sequence
and hence in addition to
where property (3.31) 3 is a consequence of the uniform bounds for {σ} ⊂ L ∞ 0, T ; L ∞ , and Lemma 3.2, together with (3.13) 6 . It remains to pass to limits in each of the terms in (3.11) 2 and (3.11) 3 for k, h → 0, with (·, ·) * = (·, ·) h . We begin with (3.11) 2 , where W(t, ·) = Q 1 h ζ ζ ζ(t, ·) for every t ∈ [0, T ), and ζ ζ ζ ∈ C ∞ 0 [0, T ); J J J . We rewrite the leading two terms in (3.11) 2 as follows:
We independently control terms on the right-hand side:
(i) Last term on thee right-hand side of (3.32). We use (3.23), which has three terms A 1 , A 2 , and A 3 on the right-hand side:
We easily conclude lim k,h→0 A 11 = ρu, ∇ u, ζ ζ ζ from (3.13), (3.31) 3,1 . We use an inverse estimate, and a standard approximation result to bound the term A 12 ,
for any 2 > 0, and 3 = (ii) Difference term on right-hand side of (3.32). We use integration by parts to conclude that
(iii) First term on right-hand side of (3.32). We use integration by parts to conclude
Putting (i) through (iii) together yields for (3.32),
(3.33)
Passing to the limit in the third and fourth term in (3.11) 2 uses strong L p -convergence of density and velocity iterates given in (3.31) 1,3 . For example, we find in a first step for the third term, using (3.31) 3 , interpolation of L 3 between L 2 and W 1,2 , and Lemma 3.1,
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for k, h → 0. As a consequence, we find for the third term for k, h → 0,
A convergence study for the fourth term in (3.11) 2 is similar. Passing to the limit in terms V , V II − IX in equation (3.11) 2 follows easily from (3.13), (3.31) . We recall the cancellation of terms from (3.33), and limits of III, IV . For the sixth term in (3.11) 2 , we employ (3.4), (2.6) to conclude for 2 > β 1 ,
The limit of the seventh and eighth term in (3.11) 2 is zero for β 2 , β 3 ≥ 0, since for h → 0,
and for h → 0, 
Passing to the limit in each of the terms now easily follows from (3. 
, (A2)
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For every k, h > 0 sufficiently small, there exists a pentuple
which solves Scheme A, and satisfies (3.4), (3.5) , and (3.6). Tending k, h → 0, where
there exist a convergent subsequence, and
Moreover, u, b, ρ is a weak solution to (1.1)-(1.2).
Remark 3.1. In [30] , a convergent discretization of the incompressible Navier-Stokes equations with variable density and viscosity (i.e., problem (1.1) 1−3 , with b = 0) is proposed. In order to balance the conflicting requirements of stability, consistency, and nonnegativity of the density, the key ingredients of the given discontinuous Galerkin scheme are (i) piecewise constant approximations of the density giving rise to a monotone scheme to validate (3.6), (ii) velocity fields which have average divergence equal to zero on each element and satisfy div
, which is needed to conclude strong L 2 (Ω T ) convergence of approximate densities. A proper scenario [30, Thm. 3.7] are velocity-pressure spaces which satisfy (2.5), and where the pressure space contains piecewise constant functions (Crouzeix-Raviart elements); cf. also [30, Sec. 4] . A complementary scenario is given in this work, where different stabilizing terms are used in the continuous Galerkin method (3.1)-(3.2), and key ingredients of the scheme are (i ) the M -matrix property of the stiffness matrix related to (3.1), where element-wise affine, globally continuous density approximations are used. Here, the compatibility assumption (2.8) is needed to balance ansatz spaces of both, pressure and density, (ii ) a stabilization term in (3.2) is inserted to conclude div U U U + → 0 in L 2 (Ω T ). In turn, velocity-pressure spaces which respect (2.5) with continuous pressure functions (e.g., Taylor-Hood elements, MINI element) are admitted. A proper balancing strategy of stabilization parameters given in (A1)-(A2) of Theorem 3.1 is needed to adjust the conflicting discretization and stabilization effects, and hence conclude convergence.
4.
Algorithm A: A simple fixed point scheme to solve Scheme A The fully discrete Scheme A requires solving a nonlinear coupled system for every n ≥ 1. Usually, iterative strategies are employed, which typically go along with a loss of desirable properties for computed iterates, such as the discrete energy identity, and the discrete maximum principle for computed densities in the present case. In fact, the specific iterative scheme has to satisfy a contraction principle to validate convergence to a (unique) limit which solves Scheme A, which is clearly harder to satisfy than the requirements needed in Section 3 to validate solvability of Scheme A by Brouwer's fixed point theorem. For practicability, a thresholding criterion has to be supplemented as well to stop the iteration at every time level, which is based on evaluating incremental updates in proper norms. Thresholding criteria have to be properly chosen to make sure that such approximations of solutions to Scheme A eventually converge to weak solutions.
In [33, Section 3] , a corresponding program has been realized for the one-fluid magnetohydrodynamics problem, which comes from formally setting ρ ≡ 1 in (1.1): it is shown in [33, Theorem 3.2] that sufficient for the proposed iterative scheme to satisfy a contraction property are choices k ≤Ch δ , where δ = 2 (d = 2), and δ = 4 (d = 3). Clearly, we may not expect a less restrictive mesh constraint in the present case. We draw the following conclusions from [33] :
(i) The nonlinear coupling of b and u in equations (1.1) 1 and (1.1) 4 is strong, and (ii) H(curl; Ω)-conforming discretizations for the magnetic field have limited stability properties (cf. Lemma 2.1), which is the reason for the above restrictive (sufficient) mesh-constraints to validate the contraction property.
In order to obtain less restrictive mesh constraints which are sufficient for a contraction property in the present context, we propose two changes of Scheme A:
(a) We replace X h ⊂ H(curl; Ω) in Scheme A by
and delete the Lagrange multiplier R n ∈ S h from this scheme; see e.g. [16] , and [11, Sections 3.3 and 3.4] . Note that b L 6 ≤ C b W 1,2 , for all b ∈ X h , as opposed to Lemma 2.1 (ii). (b) We add the stabilization term γh γ (∇d t B n , ∇ψ ψ ψ) to the left-hand side of (3.3).
The convergence analysis below holds for convex polyhedral domains.
Remark 4.1. It is immediate to adapt the results in Section 3 to the modified Scheme A, when (a) and (b) hold; Theorem 3.1 remains valid, for Ω ⊂ R 3 now a convex polyhedron.
The following fixed point algorithm decouples the computation of iterates, and amounts to successively solving three linear problems in every step indexed by n ≥ 1.
Algorithm A. Choose α, β 1 , β 2 , β 3 , γ > 0, and a threshold parameter θ > 0.
, update n ← n + 1 and go to Step 1.
4. Set ← + 1, and go to Step 2.
It will turn out from the subsequent analysis, that choosing α, β 1 , β 2 , β 3 , γ > 0 allows for a discrete maximum principle to hold for positive iterates {ρ n, } ≥0 . Moreover, the combination of W 1,2 -conforming finite elements for the magnetic field b, and stabilization terms only requires a mild mesh constraint (4.5) to validate a contraction principle; at the same time, iterates of Algorithm A { ρ n, , U n, , B n, } ≥0 are obtained in a fully decoupled manner. For simplicity, we confine to the case d = 3. 
≥0
be a solution to Algorithm A. For every n ≥ 1, the above mapping to update
)
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Then, the fixed-point Algorithm A terminates for every n ≥ 1, and corresponding unique iterates ρ n, n , U n, n , B n, n ∈ V h × J h × X h satisfy the following perturbed versions of the discrete energy laws:
and positive iterates {ρ n, n } n ⊂ V h satisfy the discrete maximum principle (3.6). Moreover,
and overall (subsequence) convergence of
towards weak solutions of (1.1)-(1.2) for k, h, θ → 0 is valid.
We argue by induction over n ≥ 1 to verify this result.
Proof.
Step 1: Solvability for every ( n, ) ≥ 0. We first consider a modified version of Algorithm A, where ρ n, −1 in the second term in (4.2) is changed to ρ n, −1 + . Let n ≥ 1, and suppose that ρ 1 ≤ ρ n−1 ≤ ρ 2 , and
where, by inverse inequality, (2.3) and (4.8),
In order to validate
for all ≥ 1, we have to make sure that
Then, we may conclude recursively that for all ≥ 1,
whereC > 0 is the constant used in (4.8) . This result also validates existence of unique solutions for Algorithm A by Lax-Milgram theorem.
Step 2: Positivity of density iterates, and discrete maximum principle for every ( n, ) ≥ 0. It holds that (4.10)
This property can be shown as in Step 3 of the proof of Lemma 3.1, by using (4.9).
As a consequence, we may drop the initial change of the second term in (4.2) in Step 1, where ρ n, −1 was replaced by ρ n, −1 + to verify (4.9).
Step 3: Contraction property. Fix n ≥ 1. Let E n, ϕ := ϕ n, − ϕ n, −1 , for ϕ ∈ U, B, P, ρ , and suppose that ρ 1 ≤ ρ n−1 ≤ ρ 2 , as well as (4.8) . Then, for all
A critical term is the last one, which is the main motivation to use mass lumping for the leading two terms in (4.2), which allows to benefit from (4.11) 1 directly. However, we remark that this is not necessary for the arguments to follow, and exact integration of the leading two terms in (4.2) could be treated as well by the following argument: additional terms could then be controlled by (2.4), together with derivative terms on the left-hand side of (4.12).
We use (4.11) 1 to bound the last term as
thanks to (4.10), the continuous embedding
, and interpolation of L experiments, by h we understand an elementwise constant mesh size indicator function h(x)| K = h K , where h K denotes the diameter of the mesh element K ∈ T h . Further, we allow for nonuniform time steps, and implicitly assume that k ≡ k n on a given time level n. 5.1.1. Navier-Stokes equations. We employ the following stabilized variational formulation for the solution of the Navier-Stokes equations in the numerical experiments
with W ∈ V h , ϕ ∈ V h . We used a P 2/P 1 Taylor-Hood finite element method for the approximation of the above variational formulation, i.e., continuous piecewise quadratic finite element functions for the velocity, and continuous piecewise affine functions for the pressure. We found that the inclusion of the stabilization term
, ∇W in the above formulation (i.e., the β 2 -term from (4.2)
with β 2 = 1) was essential to obtain a solution without spurious oscillations; see also Remark 5.1. We consider two types of boundary conditions for the velocity field, the homogeneous Dirichlet boundary condition ("no slip") and a "slip" boundary condition
where t i , i = 1, 2 are two unit vectors orthogonal to n.
Remark 5.1 (Stabilization of the Navier-Stokes equations). In general, some sort of stabilization is necessary to obtain a meaningful numerical solution of the NavierStokes equations. The β 1 and β 3 stabilization terms in (3.2) and (4.2) are included mainly for theoretical reasons. The β 1 and β 3 terms have similar counterparts in more established SUPG-type stabilization techniques; cf., e.g. [10] . In practice all stabilization contributions need to be carefully balanced, which is nontrivial in the present setting, and exceeds the scope of the present work. We have obtained satisfactory results with the formulation (5.1) which only includes the β 2 stabilization term from (4.2). For simplicity, we have not considered the remaining β 1 and β 3 terms in our computations and conclude that further numerical tests are needed to investigate this issue.
The saddle point system corresponding to (5.1) takes the following form:
We solve the above linear system by a multigrid method with a Vanka-type smoother. Below, we give a brief description of the method, for more details about Vankatype multigrid solvers for Navier-Stokes equations see, e.g., [22] and the references dfree condition as it is inconsistent with the continuous formulation of Maxwell's equations; see also Remark 5.2 below. The conductivity is an elementwise constant function:
otherwise, where x K is the barycenter of the element K ∈ T h . The algebraic system associated with (5.4) is solved by a multigrid method with a patch smoother from [3] ; see also [21] . The construction of the edge element smoother is similar to the Vanka smoother described previously. One iteration of the edge element smoother consists of a loop over all vertices, where the local system associated with a given vertex contains all degrees for freedom (edges) that are connected to the vertex; see Figure 1 (right) for a 2D example. 
The worst case scenario for all our experiments was
Remark 5.3 (Lagrange vs. edge elements for Maxwell's equations). The theoretical analysis from Section 4 suggests that the W 1,2 -conforming finite element spaces might have better numerical properties than the H(curl)-conforming edge elements. However, we found that the algebraic system resulting from a discretization of Maxwell's equations by quadratic finite elements was extremely difficult to solve iteratively for discontinuous conductivity. Following [14] we added a regularization term however, the modification proved to be inefficient for a discontinuous conductivity. The same holds for the γ stabilization term from (4.3), which in addition has a negative effect on the divergence-free constraint. On the other hand, the edge elements multigrid solver proved to be robust with respect to discontinuities in the conductivity; cf. [20] . Moreover, in contrast to the above conjecture motivated from theory, we observe no significant differences in the convergence of the fixedpoint iterations for both types of finite element spaces; on average, five iterations were sufficient in order to satisfy the stopping criterion (5.6). Based on our experience and the above arguments, we conclude, that the edge elements seem to be a preferable choice for practical applications with discontinuous coefficients.
5.1.3.
Density. The evolution of the density is computed from
The stabilization α ρ (U n, −1 )∇ρ n, , ∇χ is crucial in order to obtain solutions free of spurious oscillations. An upwind scheme is obtained if we take the stabilization parameter as follows
The above upwind scheme is a practical generalization of the original α-term from (4.1) with α = 1. The upwind stabilization can be overdiffusive which is a drawback in applications where the evolution of interfaces is of interest. In the numerical experiments, (5.5) is solved by an algebraic flux correction scheme from [26] , [25] where the parameter α ρ | K Instead of (4.4), we employ a more practical stopping criterion for the fixed point iterations in Algorithm A,
with TOL = 10 −8 . Note, that on a discrete level (5.6) implies that (4.4) is satisfied with θ = C(h, k)TOL.
The complete adaptive algorithm for a fixed time level n can be summarized as follows:
• Compute ρ n , U n , B n : employ Algorithm A with stopping criterion (5.6) and with (4.1), (4.2), (4.3) replaced by (5.5), (5.1), (5.4).
• Perform the postprocessing step.
• Proceed to the next time level, set n := n + 1.
As is mentioned in Remark 5.3, we observe no significant dependence of the number of the fixed-point iterations on the ratio between the time step and the mesh size in the numerical experiments. However, it may not be expected that this property of the numerical algorithm remains true for smaller mesh sizes.
Rayleigh-Taylor instability.
The following example is to test the performance of the two-fluid solver without the electromagnetic effects, i.e., we set B ≡ 0. Rayleigh-Taylor instabilities are created when a heavy fluid is placed upon a lighter one and when the initial equilibrium state is perturbed. The computational domain is a unit cube. We take ρ 1 = 2235 kg/m 3 , ρ 2 = 10 −3 ρ 1 . For the velocity we use the slip boundary condition (5.2), and zero initial condition. The evolution of the fluid density at x = 0.5 is given in Figure 2 , and the evolution of the fluid interface together with the evolution of the adaptive mesh can be seen in Figure 3 . 
Single fluid magnetohydrodynamics.
In order to test the magnetohydrodynamic part of the code we perform single fluid experiments similar to the experiments from [10] . The computational domain Ω is a 2 × 1 × 1 brick. There is a homogeneous electric current J = −(0, 0, 200) kA flowing through the computational domain. In addition, two linear conductors carrying electric current are placed near the domain Ω; see Figure 4 . The boundary condition for the magnetic field is obtained by computing the field generated by the electric current in the brick and in the external conductors using the Biot-Savart law. For the velocity we use a homogeneous Dirichlet boundary condition. We consider two configurations for the external conductors. The Figures 5 and 6 show the different configurations and their effect on the velocity field together with the expected results. Our transient computations qualitatively agree with the results from [10] which were obtained from a static model.
Two-fluid magnetohydrodynamics.
In the next three experiments we study the evolution of an interface between two conducting fluids. The physical parameters for the two fluids are chosen close to those from [13] , [32] in order to mimic the processes during aluminium electrolysis.
The domain Ω in the first experiment is a unit cube. We use the slip boundary condition (5.2) for the velocity field. For the magnetic field we use a nonlinear Neumann type boundary condition, we set 0 . The described initial configuration of the two fluids represent an equilibrium if magnetic effects are neglected. The nonhomogeneous boundary condition on the vertical walls induces a strong magnetic field in the parts of the domain occupied by fluid with high conductivity, i.e., the liquid aluminium; see Figure 8 and Figure 10 . In effect, a velocity field is created by the magnetic field, Figure 9 . The flow is stronger in the liquid aluminium, and causes a deformation of the initially straight interface between the two fluids; see Figure 7 .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 0 . We consider zero initial conditions for both the magnetic field and the velocity. A homogeneous Dirichlet boundary condition ("no slip") is prescribed for the velocity. The boundary condition for the magnetic field is obtained in the same fashion as in the single fluid case, i.e., from the Biot-Savart using the prescribed values of the electric current flowing through the domain and the external conductors; see Figure 5 (right). The evolution of the fluid interface is depicted in Figure 11 . The evolutions of the velocity and the magnetic field at z = 0.5 are displayed in Figures 12 and 13 , respectively. In the final experiment we study the oscillations of the cryolite/aluminium interface, the so called "metal pad roll instabilities"; cf. [11] , [32] . The parameters for the computations are as follows:ρ 1 = 0.935,ρ 2 = ρ max = 1, μ = 1, ξ 1 = 10 −4 , ξ 2 = 1. The domain Ω is a unit cube. The computations were performed on a uniform mesh with h = 1/16 with fixed time step k = 0.1. For the magnetic field we prescribe the following initial condition B 0 (x) = (y − 0.5, −(x − 0.5), 0). The initial condition roughly corresponds to a magnetic field created by a uniform vertical electric current curl B 0 = (0, 0, −2). For the velocity we prescribe the slip boundary condition and the initial condition is zero. To create an initial disturbance of the interface we set g = (0, −10 sin(0.0556π), −10 cos(0.0556π)) for 0 ≤ t ≤ 1, which is equivalent to "tilting" of the domain by an angle of ≈ 10
• . The boundary condition for the magnetic field is n × B| ∂Ω = n × B 0 | ∂Ω for 0 ≤ t ≤ 1. For t > 1 the gravity is set straight, i.e., g = (0, 0, −10) and a uniform magnetic field B z = (0, 0, b z ) is superimposed to the magnetic field created by the electric current, i.e., the boundary condition is changed to n × B| ∂Ω = n × (B 0 + B z )| ∂Ω for 1 < t ≤ 25. We found that the oscillations were stable for b z = 0.1 and became unstable for the increased background magnetic field b z = 0.2. We display the position of the interface at various times for b z = 0.1 in Figure 14 . Similarly, as in [11] , we observe a formation of loops in the perturbed current curl B − curl B 0 , which is predicted by the theoretical explanations of the rolling phenomenon; see Figure 15 . 
