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Resumen
Se presenta el desarrollo de un sistema de extraccio´n de caracterı´sticas discriminantes
para sen˜ales electrocardiogra´ficas basado en te´cnicas de dina´mica no lineal, orientado a
la clasificacio´n de los grupos: 1) normal, 2) con patologı´a fibrilacio´n ventricular y 3)
con otras arritmias ventriculares como son la taquicardia y el aleteo ventricular. Para la
seleccio´n de caracterı´sticas, se plantean criterios de mı´nima independencia estadı´stica y
ma´xima informacio´n; este ana´lisis estadı´stico incluye el ana´lisis de correlacio´n por rangos
y componentes principales. Con el objetivo de evaluar el desempen˜o discriminante de las
caracterı´sticas calculadas, se utilizo´ como te´cnica de clasificacio´n: ma´quinas de soporte
vectorial. Se obtuvo que cinco caracterı´sticas basadas en te´cnicas de dina´mica no lineal
representan suficiente separabilidad entre las clases.
ix
Abstract
This document presents the development of a discriminant-feature-extraction system for
ECG signals based on non linear dynamics techniques, aimed to the classification of the
following sets: 1) normal, 2) ventricular fibrillation pathology and 3) other ventricular
arrhythmias like ventricular tachycardia vent. feature extraction criteria were established
based on statistical independence and maximum information viewpoint. This statistical
study also includes range correlation analysis and principal components analysis. with the
objective of assessing the discriminant capability of the calculated feature a support vector
machine was employed as a classifier. It was found that five feature based on nonlinear
dynamic technique are sufficient to assure the separability of the classes.
x
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Este trabajo se realiza en el marco del proyecto Ana´lisis Automatizado de
Sen˜ales Cardı´acas financiado por el DIMA-Manizales, Acta 38, Resolucio´n
CFIA-199 de 2002. Proyecto de investigacio´n: 20201002545.
Introduccio´n
En los sistemas biolo´gicos existe un variado nu´mero de ritmos (latido del corazo´n, los del
suen˜o,etc.). Variadas investigaciones se han hecho respecto a las sen˜ales de electrocar-
diografia (ECG), las cuales describen el comportamiento ele´ctrico del corazo´n, que como
otros ritmos biolo´gicos, son el resultado de sistemas dina´micos no lineales y complejos.
Se ha encontrado que la actividad ele´ctrica cardı´aca presenta secuencias de doblamiento
de periodos hasta llegar a un re´gimen cao´tico, comportamiento similar al de otros sistemas
que desarrollan caos.
Existe una gran variedad de patologı´as cardı´acas que afectan morfolo´gicamente las sen˜ales
ECG. Especial importancia tiene la sen˜al de ECG que no esta´ dentro de los rangos mor-
folo´gicos que se ajustan al ritmo normal (arritmia cardı´aca); dentro de este tipo de pa-
tologı´as cardı´acas, se tiene la Fibrilacio´n Ventricular (FV), que causa miles de muertes
su´bitas al an˜o [45]. Este tipo de arritmia, en muchas ocasiones, es de cara´cter irreversible
en condiciones naturales [85], lo que ha provocado un notable aumento de dispositivos
defibriladores/cardioversores automa´ticos en las u´ltimas dos de´cadas. Las investigaciones
indican que cuando se presenta la FV, el corazo´n entra en un re´gimen cao´tico diferente, y
al someterlo a un shock ele´ctrico, sus para´metros se modifican al punto de hacer que e´ste
regrese a un re´gimen en que los patrones de comportamiento este´n dentro de los ma´rgenes
clı´nicos aceptables [10]; de ahı´ la necesidad de realizar un reconocimiento automa´tico de
esta arritmia y distinguirla de otras parecidas como son la taquicardia y aleteo ventricular.
De otra parte, En los u´ltimos an˜os el descenso progresivo en el costo del procesamiento
digital de alto rendimiento ha impulsado la introduccio´n de te´cnicas de ana´lisis automa´tico
de sen˜ales ECG.
xiii
Este trabajo esta´ orientado al uso de te´cnicas de dina´micas no lineales en la caracterizacio´n
de sen˜ales ECG en estado de FV y hace parte de un proyecto de investigacio´n aprobado por
el DIMA-Manizales llamado “Ana´lisis Automatizado de Sen˜ales Cardı´acas” y consta de 6
capı´tulos, los cuales se mencionan a continuacio´n:
El capı´tulo 1, expone los conceptos preliminares tanto de ECG como de la patologı´a de
estudio del tipo Fibrilacio´n Ventricular. El capı´tulo 2, es el que detalla las te´cnicas de
ana´lisis de las sen˜ales en general, haciendo hincapie´ en las te´cnicas no lineales, que a la
postre son las que se requieren para llevar a cabo los objetivos de este estudio. El capı´tulo 3,
presenta el marco experimental del trabajo, junto con la descripcio´n de los algoritmos que
se utilizaron exponiendo los resultados obtenidos. Finalmente, en el capı´tulo 4 se presentan
las conclusiones de la tesis.
Objetivos
Objetivo General
Caracterizar sen˜ales ECG orientado a la clasificacio´n de las clases normal y con patologı´a
fibrilacio´n ventricular empleando te´cnicas de dina´mica no lineal.
Objetivos Especı´ficos
– Estimar las caracterı´sticas de sen˜ales ECG empleando te´cnicas de dina´mica no lineal.
– Analizar el poder discriminante para las caracterı´sticas propuestas en la clasificacio´n
de las sen˜ales del tipo normal y con patologı´a fibrilacio´n ventricular.
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Preliminares Fisiolo´gicos y Clı´nicos
El corazo´n es un o´rgano en el que se dan varios tipos de ritmos, que se han investigado
en forma aislada y han sido caracterizados debido a la posibilidad de distinguirlos en los
electrocardiogramas. Las irregularidades de las sen˜ales de electrocardiografı´a (ECG) han
sido reconocidas como signos de identificacio´n de alguna enfermedad. Varias de´cadas de
investigacio´n han hecho de (ECG) una disciplina ba´sica para el diagno´stico de deso´rdenes
cardı´acos. Debido a su simplicidad, bajo costo y el ser una te´cnica no invasiva, permite que
siga siendo ampliamente utilizada respecto a otras te´cnicas modernas [4].
La fibrilacio´n ventricular (FV) es un tipo de arritmia cardı´aca en que la actividad ele´ctrica
del corazo´n es totalmente irregular, de forma que no hay ningu´n latido efectivo. Esta
situacio´n lleva sistema´ticamente a un estado de paro cardı´aco grave que, si no se consigue
detener con los procedimientos de reanimacio´n, es irreversible y provoca la muerte. Este
tipo de arritmia se presenta en su mayor parte en pacientes que tienen alguna enfermedad
cardı´aca y especialmente afectacio´n de las arterias coronarias, pudiendo ser la arritmia
su primera manifestacio´n. Esta arritmia se presenta en muchas condiciones cardiolo´gicas
agudas (infarto de miocardio), y en casos de taquicardias ventriculares que degeneran en
e´sta u´ltima. Las posibilidades de sobrevivir son muy pocas si no se puede dar reanimacio´n
cardiopulmonar avanzada ra´pidamente. De hecho, la posibilidad de superar un paro cardio-
rrespiratorio, au´n en las mejores condiciones (dentro de un hospital con cuidados intensivos
coronarios y todos los recursos tecnolo´gicos y de personal) son entre el 20 y 25% [53].
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1.1 Variaciones en el registro de ECG
El te´rmino variante normal de ECG indica una sen˜al obtenida en una persona normal con
algunas variaciones en la morfologı´a P-QRS-T. Sin embargo, el registro de sen˜al ECG anor-
mal en un individuo sano y asintoma´tico no se considera necesariamente como cardio´pata.
Puesto que algunos patrones anormales de ECG que se presentan en individuos normales
pueden simular varias formas de cardiopatı´a, para hacer una interpretacio´n correcta del
ECG, se debe realizar una correlacio´n clı´nica precisa.
1.1.1 Patologı´as
Estas son algunas de las patologı´as de actividad cardı´aca ma´s comunes, ası´ como sus ma-
nifestaciones en el ECG [34, 47, 54].
– Agrandamiento auricular. En el registro ECG de un corazo´n con funcionamiento
normal, las ondas P son pequen˜as. Si existe sobrecarga o hipertrofia de la aurı´cula
derecha, esta onda se hace mayor, pero permanece estrecha. Por el contrario, si la
aurı´cula izquierda esta´ agrandada, la onda P se ensancha.
– Hipertrofia ventricular. Se incrementa la masa muscular debido a un incremento
de carga u otros motivos. En este caso, las variaciones en el ECG corresponden al
aumento del complejo QRS en amplitud y duracio´n.
– Defectos de conduccio´n ventricular. Consiste en una anormal iniciacio´n de la acti-
vacio´n de los ventrı´culos. Se manifiesta en una mayor duracio´n del complejo QRS.
– Preexcitacio´n. Se da cuando la conduccio´n del impulso ele´ctrico de la aurı´cula al
ventrı´culo se realiza por canales distintos a la unio´n auriculo-ventricular. Se mani-
fiesta en un anormal patro´n del complejo QRS.
– Infarto. Cuando el mu´sculo cardı´aco se queda sin suficiente aporte sanguı´neo (isquemia),
el potencial transmembrana de las ce´lulas dan˜adas se hace menor, resultando un seg-
mento ST elevado en la regio´n dan˜ada. Conforme van muriendo las ce´lulas, se va
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perdiendo la onda R y se forman ondas Q. El cambio final es la inversio´n y ensan-
chamiento de las ondas T.
– Patologı´as asociadas con el entorno cardı´aco. Son alteraciones en el registro ECG
debido no al corazo´n, sino al volumen conductor que lo rodea, como el caso de la
pericarditis. En este caso la superficie externa del corazo´n se inflama. Se produce
una elevacio´n en el segmento ST.
– Taquicardia. Corresponde a un ritmo cardı´aco anormalmente alto. Puede ser supraven-
tricular o auricular, y ventricular. Su aparicio´n es debida a la formacio´n de un circuito
que permite el inicio de un ciclo continuo automantenido. La taquicardia por reentra-
da sı´ es debida a la formacio´n de este circuito automantenido, pero existe otro posible
mecanismo, la taquicardia por automatismo, en el que existe un foco de ce´lulas que
se despolarizan automa´ticamente por su cuenta, transmitiendo el impulso al resto. En
la figura 1.1 se muestra un ejemplo de arritmia.
Figura 1.1: Arritmia en la que se presentan complejos ventriculares prematuros con R en T
– Fibrilacio´n. Corresponde a un ritmo irregular, asociado con un funcionamiento no
u´til de las ca´maras asociadas. Puede darse en la aurı´cula o en el ventrı´culo, siendo
este u´ltimo la causa de muerte en pacientes cardı´acos.
– Bloqueo AV. Cuando el tejido no transmite el impulso de aurı´cula a ventrı´culo, el
corazo´n puede parar completamente. Frecuentemente, ocurre cuando el mu´sculo
ventricular responde con un ritmo muy bajo, de unos 30lpm o incluso menor. Estos
latidos son de escape, pues al no llegarle impulso, el ventrı´culo termina por despo-
larizarse automa´ticamente, aunque so´lo puede hacerlo muy lentamente.
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1.1.2 Arritmia
Una arritmia es el cambio en el ritmo normal del corazo´n. La arritmia se identifica por el
lugar del corazo´n donde se originan (aurı´culas o ventrı´culos) y por lo que le sucede al ritmo
del corazo´n cuando ellas ocurren. Un estudio detallado de los diferentes tipos de arritmia
puede consultarse en [57]. Entre los principales tipos de arritmia esta´n:
Originadas en las aurı´culas
– Arritmia sinusal: Cambios cı´clicos en el ritmo sinusal (normal) del corazo´n durante
la respiracio´n, con aumento y disminucio´n alternantes en la frecuencia de los latidos.
Es comu´n en nin˜os y frecuente en adultos.
– Taquicardia sinusal: Genera estı´mulos en el seno auricular con una frecuencia mayor
a 100 lpm. Esta es una reaccio´n fisiolo´gica normal al esfuerzo, la emocio´n, la di-
gestio´n, algunos estimulantes del tipo de la adrenalina, la cafeı´na y algunos to´xicos.
En el registro ECG simplemente se aprecia el aumento en la frecuencia cardı´aca,
aunque los valores de P, QRS y T puedan ser normales, dependiendo de la causa que
provoca la taquicardia.
– Bradicardia sinusal: Resulta de la iniciacio´n de estı´mulos por el seno a una fre-
cuencia menor a 60lpm. Puede tratarse de una reaccio´n fisiolo´gica al reposo, debido
a la accio´n de ciertas drogas o al aumento de la presio´n intracraneana. El registro
ECG muestra complejos P, QRS y T esencialmente normales y la disminucio´n en la
frecuencia antes mencionada.
– Sı´ndrome del seno enfermo: El nodo del seno no dispara su sen˜al adecuadamente,
de tal forma que el ritmo del corazo´n disminuye. A veces el ritmo cambia arriba y
abajo, entre un ritmo ra´pido (taquicardia) y uno lento (bradicardia).
– Contraccio´n supraventricular o contraccio´n auricular prematura (PAC): Un latido
ocurre anticipadamente en la aurı´cula, originando que el corazo´n se contraiga antes
del siguiente latido regular.
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– Taquicardia supraventricular (SVT): taquicardia auricular parasisto´lica (PAT): Una
serie de latidos anticipados en la aurı´cula aceleran el ritmo del corazo´n. En la PAT,
periodos repetidos de latidos muy ra´pidos inician y terminan repentinamente.
– Aleteo auricular: Sen˜ales disparadas ra´pidamente hacen que los mu´sculos en la
aurı´cula se contraigan velozmente, llevando a un ritmo cardı´aco muy ra´pido y es-
table.
– Fibrilacio´n auricular: En las aurı´culas se disparan sen˜ales ele´ctricas en forma muy
ra´pida y descontrolada. A los ventrı´culos les llegan sen˜ales ele´ctricas de un modo
completamente irregular, de tal forma que los latidos del corazo´n son completamente
irregulares.
– Sı´ndrome de Wolff-Parkinson-White: Trayectorias anormales entre las aurı´culas y los
ventrı´culos hacen que lleguen sen˜ales ele´ctricas a los ventrı´culos en forma adelantada
y entonces se transmiten de nuevo hacia las aurı´culas. Como consecuencia, se pueden
desarrollar ritmos cardı´acos muy ra´pidos durante los rebotes entre las aurı´culas y los
ventrı´culos.
Originadas en los ventrı´culos
– Complejos ventriculares prematuros (PVC): Una sen˜al ele´ctrica de los ventrı´culos
origina un latido anticipado. El corazo´n, entonces, parece tener una pausa hasta que
ocurre el siguiente latido del ventrı´culo en forma normal.
– Taquicardia ventricular: El corazo´n late ra´pido debido a sen˜ales ele´ctricas que llegan
de los ventrı´culos (en vez de llegar de las aurı´culas).
– Fibrilacio´n ventricular: En los ventrı´culos se disparan sen˜ales ele´ctricas de una for-
ma muy ra´pida y descontrolada, haciendo que el corazo´n se estremezca en vez de
latir y bombear sangre.
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1.1.3 Variabilidad de la frecuencia cardı´aca
Una de las caracterı´sticas de la sen˜al ECG ma´s importante es la denominada Variabilidad
de la Frecuencia Cardı´aca (VFC), la cual se obtiene estimando el tiempo transcurrido entre
dos ondas R consecutivas, con lo cual se obtienen los puntos que conforman la sen˜al VFC.
El ana´lisis de la VFC, tanto en el dominio temporal como en el frecuencial, se emplea como
elemento importante en el diagno´stico y tratamiento de diversos casos clı´nicos. Una ventaja
del ana´lisis de la VFC es que se trata de una herramienta de diagno´stico no invasivo que
puede detectar patologı´as cardı´acas sutiles que de otra forma, solo podrı´an ser detectadas
con pruebas extensivas [1]. En el complejo sistema de regulacio´n de la frecuencia cardı´aca
intervienen varios factores, destacando fundamentalmente, el nodo sinuauricular el cual
recibe sen˜ales del sistema nervioso auto´nomo [46]. En [40], se propone que el ana´lisis de
VFC como un proceso con dina´mica no lineal, de naturaleza fractal, cuyo comportamiento
complejo podrı´a ser explicado a partir de modelos cao´ticos. El control del ritmo cardı´aco
es perturbado por alteraciones en la funcio´n del sistema nervioso auto´nomo en un nu´mero
importante de sı´ndromes clı´nicos que incluyen la muerte su´bita cardı´aca, la falla congestiva,
la intoxicacio´n con cocaı´na, el sufrimiento fetal, el envejecimiento fisiolo´gico y otras ma´s.
Estas condiciones esta´n asociadas con una pe´rdida de la complejidad de la dina´mica del
latido cardı´aco. Tales cambios, que no son detectables usando la estadı´stica convencional,
pueden ser cuantificados usando los nuevos me´todos derivados del ana´lisis no lineal como
es la dimensio´n de correlacio´n. Por tanto, una variedad de enfermedades que alteran la
funcio´n autono´mica llevara´n a una pe´rdida de la complejidad fisiolo´gica y por tanto, a una
mayor regularidad. La dina´mica del ritmo sinuauricular es tı´picamente menos compleja en
este tipo de pacientes que en individuos sanos. En [38] se enfatiza que cuando se cuantifican
pe´rdidas de este tipo de complejidad no lineal, no necesariamente van acompan˜adas por una
disminucio´n de la varianza calculada por los me´todos estadı´sticos tradicionales.
6
Capı´tulo 1. Preliminares Fisiolo´gicos y Clı´nicos
1.2 Fibrilacio´n Ventricular
1.2.1 Fisiologı´a y antecedentes clı´nicos
La fibrilacio´n ventricular es un proceso patolo´gico del tipo arritmia ventricular, inclui-
da en el conjunto general de arritmias cardı´acas. Las arritmias ventriculares se observan
frecuentemente, pero no todas son malignas, ya que por ejemplo, pueden aparecer ex-
trası´stoles benignas. En cambio, tambie´n pueden producir muerte su´bita debido a taquicar-
dias ventriculares y fibrilacio´n. Por ello, la ra´pida deteccio´n de estas u´ltimas se convierte
en un factor relevante ya que la vida del paciente puede encontrarse en peligro. Dicha
arritmia normalmente esta´ asociada con complicaciones en problemas de las arterias coro-
narias. Mediante estudios realizados en autopsias se ha comprobado que en la mayor parte
de casos de muerte su´bita no existı´an lesiones debido a una patologı´a cro´nica, por lo que
se constata que una arritmia de este tipo puede desencadenar un proceso de degeneracio´n
irreversible de fatı´dicas consecuencias.
La muerte su´bita en personas que no han mostrado signos de ninguna patologı´a anterior
sigue siendo una causa de muerte bastante comu´n, sin que todavı´a se tenga suficientemente
claras las causas iniciales que las provocan. Excluyendo aquellas muertes debidas a acci-
dentes o crı´menes, ana´lisis forenses han demostrado que el tejido mioca´rdico sufre graves
alteraciones en la mayorı´a de los casos con lo que, junto con otras exclusiones realizadas,
se llega a la conclusio´n de que la causa de la muerte en estos casos es de origen cardı´aco.
Mecanismos celulares de generacio´n de arritmia
A nivel celular, los mecanismos electrofisiolo´gicos de generacio´n de arritmia cardı´aca se
pueden dividir en tres grupos principales: automatismo aumentado (o automaticidad eleva-
da), actividad desencadenada (o disparada) y reentrada.
– Automatismo aumentado. Este efecto se produce cuando se acelera el proceso au-
toma´tico de despolarizacio´n diasto´lica lenta en la fase 4 del potencial de accio´n [57].
7
Capı´tulo 1. Preliminares Fisiolo´gicos y Clı´nicos
La activacio´n de ce´lulas adyacentes se produce cuando el potencial de reposo llega
a su umbral de accio´n y se activa. En condiciones patolo´gicas, el potencial de re-
poso es menos negativo (-60mV) que en estado normal (-90mV), por lo que el ritmo
se acelera ya que la activacio´n es ma´s ra´pida, correspondiendo este bajo potencial
a una despolarizacio´n parcial y produciendo que l canal de sodio se desactive. Uno
de los factores que puede producir este tipo de arritmia es la isquemia, ya que e´sta
incrementa la concentracio´n extracelular de potasio.
– Activacio´n desencadenada. Con este te´rmino se especifica el proceso mediante el
cual una arritmia no se transmite ni manifiesta en una ce´lula en reposo, pero una
vez que se ha producido su estimulacio´n ele´ctrica e´sta se incorpora al conjunto de
ce´lulas en actividad arrı´tmica. Se distinguen dos tipos principales. En el primer tipo,
se produce como resultado de post-despolarizacio´n precoz en la fase3 del potencial
de accio´n correspondiente a la onda T en un ECG de superficie. La segunda clase es
debida a la post-despolarizacio´n tardı´a en el final de la fase 3 o inicio de la fase 4 del
potencial de accio´n que ocurre en el final de la onda T o la parte restante del periodo
de dia´stole.
– Reentrada. Existen tres requisitos esenciales para que se inicie un feno´meno de
reentrada. En primer lugar deben existir dos caminos separados de conduccio´n con
diferentes propiedades funcionales electrofisiolo´gicas, el segundo factor es que debe
haber un bloqueo unidireccional normalmente inducido pro el pulso precedente y lo-
calizado en la unio´n entre el miocardio sano y el afectado; y finalmente, un retardo
en la conduccio´n, impidiendo que el frente de activacio´n encuentre miocardio exci-
table ma´s alla´ del lugar del bloqueo. Dependiendo de si los circuitos de reentrada
ocurren entre las fibras del haz de Purkinje y el miocardio sano (micro reentrada) o
dichos circuitos comprenden incluso las ramas externas del haz y una gran exten-
sio´n de miocardio (macro reentrada), el tratamiento clı´nico es diferente. A menudo,
la reentrada puede confundirse con una actividad disparada y su finalizacio´n. Las
caracterı´sticas dependientes del tiempo apoyan la explicacio´n del mecanismo de ini-
cio de la taquicardia ventricular, es decir, al existir extraestı´mulos precoces el tiem-
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po de conduccio´n se incrementa y se hace anormalmente lento en fibras conducto-
ras, permitiendo de esta forma a los potenciales ma´s retardados transmitir la acti-
vacio´n al miocardio adyacente de igual forma que la estimulacio´n de las fibras en
una zona de conduccio´n retardada habilita la reactivacio´n del miocardio adyacente.
El conocimiento de estos mecanismos es importante ya que la taquicardia ventricular
puede iniciarse y finalizarse mediante estı´mulos programados, o una alta descarga
ra´pida. Resulta difı´cil diferenciar entre feno´menos de reentrada.
Taquicardia Ventricular
Este tipo de taquicardia es originada por debajo de la bifurcacio´n del haz de His y consiste
en al menos tres complejos con una frecuencia entre 100 y 250 complejos por minuto. Nor-
malmente el diagno´stico de esta patologı´a no suele presentar problemas durante el ana´lisis
visual directo del registro ECG, aunque es complejo su distincio´n de la taquicardia supra-
ventricular con aberraciones o que involucre situaciones ma´s complejas como la actuacio´n
de las fibras de Mahaim. Su aparicio´n se refleja en una modificacio´n de la actividad auri-
cular y ventricular.
Las caracterı´sticas tı´picas de la taquicardia ventricular (TV) uniforme o monomorfa son:
– Taquicardia regular con un ritmo entre 100 y 200 complejos por minuto.
– Complejos ventriculares monomo´rficos deformados en anchura (QRS > 0.12 s).
– Disociacio´n auriculo-ventricular antero´grada.
Adema´s de la taquicardia ventricular monomorfa, existen varios tipos de taquicardia ventri-
cular polimorfa como se puede ver en la figura 1.2.1 y los conocidos Torsade des Point en la
figura 1.3 [30]. Ambos tipos de taquicardia son muy particulares, por cuanto son fa´cilmente
confundibles con la fibrilacio´n ventricular, pues se trata de sen˜ales altamente irregulares que
suelen en degenerar en fibrilacio´n ventricular y se debe aplicar un tratamiento de electro-
choque al igual que para la FV. Por otro lado, un ritmo de TV puede degenerar en Flutter
Ventricular, que tiene las mismas caracterı´sticas que TV, pero con una mayor frecuencia de
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Figura 1.2: Taquicardia Ventricular polimorfa. (Tomada de [26])
latidos por minuto y con un aspecto en el ECG de sen˜al pra´cticamente sinusoidal.
El ritmo depende del nodo sinusal y normalmente es ma´s lento que el ritmo de la TV.
Para confirmar la presencia de TV se deben identificar las ondas P capaces de producir
captura o fusio´n, aunque esto puede resultar difı´cil con electrodos de superficie usuales.
Estas fusiones indican que el foco ventricular ha sido modificado por una influencia ex-
terna (normalmente de origen supraventricular). A pesar de que esa es la norma general
pueden existir excepciones ya que, por ejemplo la actividad auricular se puede interpretar
como fibrilacio´n auricular o taquicardia auricular isorrı´tmica.
El ritmo ventricular puede tener, en ocasiones, una de las siguientes caracterı´sticas:
– Ritmo irregular en el caso de taquiarritmia ventricular, lo que supone una dificultad
para diferenciarle de fibrilacio´n auricular con un corto periodo refractario del haz de
Kent (taquicardia pseudo ventricular).
– Ritmo menor de 100 lpm.
– Ritmo acelerado mayor de 200 lpm con una onda sinusoidal regular de amplitud
grande que se denomina Flutter Ventricular (VFL).
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Figura 1.3: “Torsade des Points” o Taquicardia helicoidal. (Tomada de [26])
La forma de complejo QRS normalmente es ma´s ancha de lo normal, y so´lo excepcional-
mente es de complejos QRS estrechos. Los complejos ventriculares pueden clasificarse
dentro de dos grupos: en el primero los complejos cambian su forma y conllevan un cam-
bio del ritmo, y en el segundo caso, la configuracio´n cambia progresivamente de pulso en
pulso de tal forma que existen todo tipo de formas entre TV y fibrilacio´n ventricular (FV).
1.2.2 Registro ECG para FV
El ECG manifiesta un ritmo completamente irregular en anchura, amplitud y frecuencia.
– Los complejos QRS son reemplazados por deflexiones irregulares y ra´pidas.
– Ritmo muy ra´pido, extremadamente irregular y multiforme, con complejos de ampli-
tud variable.
– Onda P o cualquier ritmo auricular no identificable.
– Imposible determinar frecuencia ventricular.
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– No son identificables los componentes de una onda de registro ECG normal.
1.2.3 Caracterizacio´n automa´tica de FV
En la caracterizacio´n de estados de normalidad o de patologı´a de sen˜ales de ECG han si-
do utilizadas diferentes tipos de te´cnicas, desde las ma´s sencillas, pasando por te´cnicas de
modelado matema´tico, reconocimiento de patrones y estadı´stica (ba´sicamente bayesiana),
hasta el empleo de te´cnicas de inteligencia artificial [22]. Adema´s de las redes neuronales,
en los u´ltimos tiempos se ha empleado frecuentemente para caracterizar las sen˜ales ECG
la transformada Wavelet (WT) [24] y [18]. Diferentes trabajos han sido presentados en los
u´ltimos an˜os con relacio´n al tratamiento de las arritmias cardı´acas y sistemas de diagno´stico
automa´tico [56]. Diferentes desarrollos en el campo de las arritmias esta´n enfocados al
ana´lisis de los registros Holter [36]. Otros trabajos de sistemas automa´ticos de diagno´stico
en cardiologı´a esta´n orientados a identificar un nu´mero muy reducido de patologı´as como
taquicardias y latidos ecto´picos [97]. ERASMUS es un prototipo disen˜ado e implementa-
do de un sistema de consulta basado en conocimiento para la interpretacio´n de arritmias
complejas [104]. Fredric y Soowhan (1996) disen˜aron un sistema basado en lo´gica difusa
que permite clasificar arritmias cardı´acas mediante el ana´lisis de los complejos QRS del
ECG [33]. En la actualidad, diferentes tipos de electrocardio´grafos presentan un cierto ni-
vel de diagno´stico a partir de la sen˜al ECG [36].
Dado que la deteccio´n de fibrilacio´n ventricular (FV) es un asunto de gran importancia,
se han realizado diversos estudios, entre los cuales, se han aplicado te´cnicas matema´ticas
en el dominio del tiempo y de la frecuencia, y recientemente se han comenzado a em-
plear nuevas te´cnicas como las de tiempo-frecuencia, ana´lisis mediante Wavelets, redes
neuronales y caos. El objetivo final de los algoritmos desarrollados consiste en obtener un
diagno´stico preciso de la patologı´a para su empleo en sistemas de ayuda me´dica mediante
la implementacio´n hardware del equipo y que a trave´s de la emisio´n de un aviso de alerta
permita la intervencio´n del equipo me´dico e incluso pueda servir como fuente de activacio´n
de un sistema de desfibrilacio´n automa´tica que permita una actuacio´n inmediata. Actual-
mente, existen en el mercado aparatos que incorporan ayuda a la decisio´n de desfibrilacio´n.
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Un ana´lisis comparativo muy interesante en lo que a bondad de funcionamiento se refiere,
es el estudio realizado por A. Murray en [65]; e´ste, realiza una comparativa entre 5 des-
fibriladores comerciales, brindando buenos resultados de funcionamiento que mejoran en
algunos casos los de algoritmos publicados. Aunque adolecen de una mayor especificidad
ante presencia de ruido. Los primeros algoritmos de deteccio´n aplicados a un desfibrilador
automa´tico fueron desarrollados por Dyack y Wellbron en 1970 [17]. Posteriormente, en
los an˜os 80 surgieron algoritmos que, adema´s de los criterios de ritmo cardı´aco incluı´an
criterios de morfologı´a de la sen˜al [16]. Throne [92] presenta una solucio´n computacional-
mente eficiente para medir la autocorrelacio´n normalizada. Los RSN presentan alta depen-
dencia por su ritmicidad, mientras que la FV refleja baja dependencia por su falta de coor-
dinacio´n. La principal dificultad de este me´todo esta´ cuando se tienen episodios de Aleteo
Ventricular (AV). Thakor et. al. [90] plantea un me´todo que estima el nu´mero de ondas
fundamentales, por unidad de tiempo (1 s), que se generan en la sen˜al ECG; no obstante,
a partir del estudio realizado, se comprobo´ que el algoritmo asociado tarda en detectar FV
o´ TV unos 7 s. Ropella et. al. [77] presento´ la Magnitud de Coherencia Cuadrada (MCC).
Posteriormente Sierra et. al. [83] propone calcular la MCC con electrodos superficiales.
La dificultad de este me´todo esta´ en que el AV, al ser un ritmo organizado perio´dicamente,
hace que la MCC sea alto. Otro problema que sucede en la variante de Sierra, es que la
Fibrilacio´n Auricular (FA) presenta MCC baja y puede mezclarse con la actividad ventri-
cular en la sen˜al ECG superficial produciendo interpretaciones erro´neas. Estas dificultades
son salvadas en posteriores trabajos de Sierra et. al., combinando la relacio´n de bandas
de potencia y la medicio´n del potencial isoele´ctrico [12]. Se puede resumir que en estos
me´todos, las medidas cuantitativas que se establecen no caracterizan totalmente la FV de
algunas arritmias, como la TV y la FA. Orozco R y Pascau A. son quienes dan a conocer un
me´todo, el cual estima cuantitativamente el potencial isoele´ctrico mediante ECG en forma
normalizada [74]. Este me´todo tiene la dificultad de que no siempre garantiza que se anule
el potencial isoele´ctrico en los episodios de FV debido fundamentalmente a que, a lo largo
de estos episodios, puede cambiar aleatoriamente la energı´a de las ondas de alta frecuencia
y como consecuencia se generan pequen˜as transiciones que provocan que se presente [46]
y [85].
13
Capı´tulo 1. Preliminares Fisiolo´gicos y Clı´nicos
Muchos esfuerzos se han realizado en la bu´squeda de me´todos para la deteccio´n automa´tica
de FV mediante electrocardiografı´a (ECG), con el fin de obtener un modelo capaz de dis-
tinguir esta arritmia de otros estados rı´tmicos. Al ser la FV una arritmia de las ma´s serias y
peligrosas, merece un estudio muy cuidadoso con el fin de analizarla mediante te´cnicas no
lineales por medio de las sen˜ales ECG.
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Ana´lisis de Sen˜ales ECG
Se presentan para el ana´lisis de sen˜ales ECG diversas te´cnicas, tanto lineales, como no
lineales, todas ellas orientadas al reconocimiento del estado funcional cardı´aco, el cual
exige de las caracterı´sticas seleccionadas de informacio´n suficiente poder discriminante.
La extraccio´n de caracterı´sticas es una de las etapas de la cual depende en gran medida el
buen desempen˜o del sistema de reconocimiento [67].
2.1 Te´cnicas lineales
2.1.1 Procesos aleatorios independientes
Representacio´n estacionaria
El registro digital de ECG puede ser modelado como un proceso estoca´stico estacionario,
esto es, con caracterı´sticas de aleatoriedad invariantes en el tiempo. Asumiendo la ergodi-
cidad del proceso estacionario cuando los valores promedios de tiempo y de ensamble son
ide´nticos [71], la estimacio´n de los momentos de una realizacio´n ξ (t) dada en el intervalo
de tiempo (0, T ), en forma general puede ser descrita como
E˜n [ξ (t)] =
∞∫
−∞
ξn(t)dt, n ∈ Z (2.1)
Las caracterı´sticas de aleatoriedad que representan los procesos ergo´dicos, teniendo en
cuenta la estimacio´n (2.1), toman la forma:
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1. Momentos simples
E˜n [ξ (t)] = lim
T−→∞
1
T
T∫
0
ξn(t)dt, n ∈ Z
E˜n
[
ξ (t)− ξ(t)
]
= lim
T−→∞
1
T
T∫
0
(
ξ(t)− ξ(t)
)n
dt, n ≥ 2, n ∈ Z (2.2)
2. Momentos compuestos ( Funcio´n de autocorrelacio´n)
E˜n [ξ (t) ξ (t+ τ)] = Rξ (τ) =
1
T
T∫
0
(
ξ (t)− ξ(t)
)(
ξ∗ (t+ τ)− ξ(t)
)
dt (2.3)
La descripcio´n de una sen˜al aleatoria en el dominio de la frecuencia se puede realizar
por medio de la densidad espectral de potencia Sξ (ω), recurriendo a la transformada de
Winner-Jinchin [70], que se determina como:
Sξ (ω) = R̂ξ (τ) =
∞∫
−∞
[ξ (t) ξ (t+ τ)] ejωτdτ, (2.4)
siendo R̂ξ la transformada de Fourier de la respectiva funcio´n de correlacio´n. En la repre-
sentacio´n del proceso estacionario ξ(t) dado en el intervalo de ana´lisis t ∈ T , puede ser
empleada la Representacio´n Generalizada de Fourier, ası´:
ξ(t) =
∑
n
ξnφn(t), t ∈ T (2.5)
donde
ε2(t) =
1
T
∫
T
∣∣∣∣∣f(t)−
N∑
n=0
fnφn(t)
∣∣∣∣∣
2
dt, donde ε2 ≥ 0 (2.6)
Sin embargo, los coeficientes ξn definidos en (2.6) se convierten en magnitudes aleatorias,
con lo cual la convergencia de (2.5) al proceso aleatorio ξ(t), frecuentemente se entiende
en sentido del valor cuadra´tico medio. En el ana´lisis de los procesos aleatorios, es tambie´n
importante la seleccio´n del conjunto base {φk : i = 0, N − 1}, que en general se puede lle-
var a cabo de dos maneras: seleccio´n de bases que brinden el menor error de representacio´n
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para un nu´mero dado N de coordenadas, o bien, la menor cantidad de coordenadas N para
un valor dado de error en la reconstruccio´n de las sen˜ales. Adema´s, es preferible, que los
coeficientes de la serie (2.5) sean no correlacionados, por cuanto en este caso la tarea de
seleccio´n se resuelve relativamente fa´cil. Si el proceso aleatorio ξ(t) esta´ centralizado y
le corresponde la funcio´n continua de correlacio´n Rξ(τ) se puede demostrar que para un
valor determinado de N , la esperanza matema´tica del error cuadra´tico medio integral de la
representacio´n del proceso [82] por medio de la expansio´n (2.5)
E

T∫
0
[
ξ(t)−
N−1∑
k=0
ξkφk(t)
]2
dt
 (2.7)
sera´ mı´nima, si el conjunto base {φk : i = 0, N − 1} cumple la ecuacio´n homoge´nea de
Fredholm de segundo tipo, ası´
λkφk(t) =
1
T
T∫
0
Rξ(t− τ)φk(t)dt, ∀k = 0, N − 1, t ∈ T (2.8)
La solucio´n genera un conjunto de valores propios λk > λk+1,∀k = 0, N − 1 y las corres-
pondientes funciones propias {φk(t),∀k = 0, N − 1} del nu´cleo Rξ(t− τ) de la ecuacio´n,
las cuales son ortogonales, y en forma general, pueden ser escogidas, de tal manera, que
cumplan la condicio´n de ortonormalidad. Los coeficientes en la expansio´n (2.5) del pro-
ceso aleatorio empleando el conjunto base ortonormal de (2.8) resultan ser no correlado,
que para el caso de procesos aleatorios gaussianos, estos cumplen la condicio´n de completa
independencia estadı´stica. Ası´ mismo se podra´ demostrar que
E {ξmξ∗n} =
 λm, m = n0, m 6= n
E
{
ξ2(t)
}
= Rξ(0) = σ
2
ξ =
∞∑
n=1
λn
Para un sistema base {φk(t),∀k = 0, N − 1}, que cumpla la ecuacio´n (2.8), la esperanza
matema´tica del error cuadra´tico medio (2.7), sobre el intervalo de descomposicio´n T , esta´
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dada por la expresio´n
ε2 =
1
T
E

T∫
0
[
ξ(t)−
N−1∑
k=0
ξkφk(t)
]2
dt

=
1
T
T∫
0
E
{
ξ2(t)
}
dt− 2
T
T∫
0
N−1∑
k=0
E {ξkξ(t)}φk(t)dt+ 1
T
T∫
0
N−1∑
m=0
N−1∑
n=0
E {ξmξn}φm(t)φn(t)dt
= σ2ξ −
N−1∑
k=0
σ2ξi (2.9)
La expresio´n (2.9) permite encontrar el nu´mero de te´rminos de la expansio´n (2.5), que
provea el valor dado de error de representacio´n. La descomposicio´n de un proceso aleato-
rio con funcio´n de correlacio´n continua en la serie (2.5), en la cual las funciones base (2.8)
se denomina serie de expansio´n de Karhunen-Loeve (K-L). La descomposicio´n del ruido
blanco gaussiano, al cual le corresponde la funcio´n de correlacio´n Rξ(τ) = N0δ(τ)/2 se
puede descomponer en el intervalo de tiempo (0, T ) empleando cualquier sistema de fun-
ciones ortonormales. En este caso, los coeficientes de la expansio´n corresponden a valores
aleatorios del tipo gaussiano e independientes estadı´sticamente, todos ellos con varianza
igual a σ2ξ = N0/2 Aunque la expansio´n (K-L) asegura el mı´nimo de te´rminos de N en
(2.5) para un valor dado de error de representacio´n ε2, sin embargo, su empleo pra´ctico es
bastante limitado [82], debido a las siguientes restricciones: la funcio´n de correlacio´n del
proceso aleatorio no siempre es conocida, el procedimiento de bu´squeda de la solucio´n de
(2.8), en general, no es conocido, y por u´ltimo, la realizacio´n te´cnica de las funciones base
{φk} (excluyendo el caso de funciones armo´nicas simples) es bastante compleja. Por esto,
en la pra´ctica en calidad de funciones base se emplean las ortogonales que que provean
un valor suficientemente cercano al mı´nimo, pero que puedan tengan implementacio´n re-
lativamente simple. Entre estas bases esta´n las funciones de Fourier, los polinomios de
chebyshev y Legendre, adema´s de las funciones de Haar y Walsh.
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La representacio´n a partir del sistema base de Fourier dada por:
ξ(t) =
∞∑
k=−∞
ξk exp(jkω0τ), donde ξk =
1
T
T∫
0
ξ(t) exp(−jkω0t)dt (2.10)
resulta ser o´ptima en caso de procesos aleatorios perio´dicamente estacionarios, definidos
como
E {ξ(t+ kT )} = E {ξ(t)} , Rξ(τ + kT ) = Rξ(τ),∀k ∈ Z
Donde los coeficientes ξk definidos en (2.10) son no correlados, con varianza igual al
te´rmino k de la serie de Fourier de la funcio´n de correlacio´n del proceso aleatorio, esto
es:
σ2ξk =
1
T
T∫
0
Rξ(τ) exp(−jkω0τ)dτ
Para los procesos estacionarios no perio´dicos la base exponencial no es la o´ptima, por
tanto, los coeficientes de la descomposicio´n sera´n correlacionados. Sin embargo, en los
procesos ergo´dicos, tomando la condicio´n T →∞, los coeficientes de Fourier resultan ser
no correlados [71] y la transformada de Fourier se aproximan a la expansio´n (K-L). El valor
del error cuadra´tico medio debido al truncamiento de la serie (2.10) en la representacio´n
del proceso ergo´dico ξ(t) con valor medio igual a cero, es igual a [70]:
ε2 ≈ 2σ2ξk/pi2N
Representacio´n no estacionaria
Dado que las sen˜ales de ECG son altamente no estacionarias, se requiere entonces del
ana´lisis no parame´trico durante la extraccio´n de su informacio´n. La Transformada Wavelet
(WT), toma ventaja al brindar la posibilidad de extraer, en forma de lista de coeficientes,
las principales caracterı´sticas o aproximacio´n de una sen˜al. La WT debe ser aplicada a
cada latido en el dominio discreto, y los coeficientes obtenidos son incluidos en la secuen-
cia de salida x′i[m]. Este tipo de transformada permite la localizacio´n conjunta de eventos
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en tiempo-frecuencia; este ana´lisis incluye la te´cnica de ventaneo con regiones de taman˜o
variable. Se usan largos intervalos de tiempo donde se quiere informacio´n ma´s precisa a ba-
ja frecuencia y regiones cortas donde se quiere informacio´n de alta frecuencia. El ana´lisis
Wavelet puede encontrar aspectos como tendencias, puntos de quiebre, discontinuidades
en derivadas grandes, autosimilaridad, etc. [61]. Si se desea una buena localizacio´n de la
distribucio´n resultante en el tiempo se escoge una ventana estrecha en tiempo, que va divi-
diendo el plano tiempo-frecuencia en recta´ngulos alargados en el sentido de la frecuencia
y estrechos a lo largo del tiempo. Si por el contrario, se desea una buena discriminacio´n en
la frecuencia de la distribucio´n, las ventanas se rotan en su recubrimiento del plano 90o. La
uniformidad del recubrimiento, una vez elegida la ventana, lleva a difı´ciles compromisos
de resoluciones que no siempre encuentra fa´cil solucio´n.
En la WT, la descomposicio´n se realiza en diferentes componentes frecuenciales, pero de
tal manera que cada una de las componentes tenga una resolucio´n de acuerdo con su escala
[62]. La nocio´n de escala se relaciona directamente con su interpretacio´n cartogra´fica.
Una versio´n de una sen˜al cualquiera f(t) aumentada en escala, sera´ una sen˜al similar pero
muestreada a una tasa mayor
(
f(t)→ 1√
2
f(t/2)
)
. De forma similar, disminuir la escala
de dicha sen˜al lleva consigo la reduccio´n de la velocidad de muestreo, manteniendo una
forma de onda similar
(
f(t)→ √2f(2t)). Partiendo de una sen˜al conocida a una escala
(de referencia), se puede llegar de muchas maneras a una nueva versio´n de dicha sen˜al a
otra escala predeterminada. La bu´squeda de una u´nica sen˜al a la escala destino, define
el concepto de resolucio´n, la cual depende de la cantidad de informacio´n presente en una
sen˜al; a mayor informacio´n mayor resolucio´n tendra´ la sen˜al. Es importante tener presente,
que si la sen˜al original tiene resolucio´n 1, nunca se podra´ aumentar dicha resolucio´n sin
an˜adir ma´s informacio´n. La funcio´n ψ(t) de variable real t que se conoce como funcio´n
Wavelet madre y que debe oscilar en el tiempo, adema´s debe estar bien localizada en el
dominio temporal. La localizacio´n temporal se expresa en la forma habitual de ra´pido
decaimiento hacia cero cuando la variable independiente t tiende al infinito. La idea de
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oscilacio´n de la funcio´n se traduce en la siguiente formulacio´n:∫ ∞
−∞
ψ(t)dt = 0 (2.11)∫ ∞
−∞
tm−1ψ(t)dt = 0 (2.12)
siendo (m − 1) el valor del orden del momento de la funcio´n ψ(t). A partir de la funcio´n
madre, se generan el resto de funciones de la familia mediante cambios de escala y trasla-
ciones {ψa,b(t), a > 0, b ∈ R}. La funcio´n madre, tradicionalmente se ajusta a escala
unidad. El para´metro de escala a queda asociado a un estiramiento o encogimiento de la
funcio´n madre. Ası´, dada una funcio´n localizada en el tiempo s(t), su versio´n escalada
sa(t) se define como
sa(t) =
1√
a
s
(
t
a
)
, a ∈ R, a > 1 (2.13)
esta funcio´n mantiene la misma forma que s(t) pero sobre un intervalo de representacio´n
(soporte) ma´s amplio. Si el para´metro de escala se hace menor que 1, pero mantenie´ndolo
siempre positivo (para evitar una inversio´n de la funcio´n) se obtiene una compresio´n del
soporte de la funcio´n. El para´metro de traslacio´n b, permite la localizacio´n temporal de
la distribucio´n de energı´a. A partir de la funcio´n madre ψ(t), se generan las funciones
Wavelet ψa,b(t) mediante operaciones conjuntas de cambio de escala y traslacio´n
ψa,b(t) =
1√|a|ψ
(
t− b
a
)
(2.14)
En [62], se demuestra que si la funcio´n madre ψ(t) es real, entonces la familia de funciones
definidas por su traslacio´n y escalamiento conforman una base completa del espacio, y por
lo tanto, se puede representar cualquier funcio´n (sen˜al de energı´a finita f(t) ∈ L2(R))
mediante una combinacio´n lineal de las funciones ψa,b(t), calculando los coeficientes de
tal descomposicio´n en la forma del producto escalar. La Transformada Wavelet Continua
se describe por:
C(a, b) =
∫ ∞
−∞
f(t)ψ∗a,b(t)dt
C(a, b) =
1√|a|
∫ ∞
−∞
f(t)ψ∗
(
t− b
a
)
dt = 〈f(t), ψa,b(t)〉
(2.15)
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donde tanto el para´metro a es denominado de escala, mientras b se denomina de traslacio´n,
ambos varı´an de forma continua por todo el eje real, esto es, a, b ∈ R, a > 0. La funcio´n
f(t), puede ser reconstruida unı´vocamente [21] utilizando la expresio´n 2.16.
f(t) =
1
Cψ
∫ ∞
−∞
∫ ∞
−∞
〈f(τ), ψa,b(τ)〉ψa,b(t)dadb
a2
(2.16)
donde la constanteCψ, denominada condicio´n de admisibilidad, depende so´lo de la funcio´n
Wavelet madre ψ(t), de acuerdo con
Cψ = 2pi
∫ ∞
−∞
∣∣∣ψˆ(ξ)∣∣∣2 |ξ|−1dξ <∞ (2.17)
La condicio´n de admisibilidad asegura que la funcio´n Wavelet madre no tenga contenido a
frecuencia nula (o que e´ste resulte despreciable)(ver ecuacio´n 2.11) y con ello, que las ver-
siones dilatadas resultantes de la funcio´n madre este´n todas centradas a frecuencias difer-
entes. A diferencia del caso de las expresiones de Fourier, la transformada f(t)→ C(a, b)
representa con mucha redundancia una funcio´n de una variable en un espacio bidimension-
al y por lo tanto, estas funciones Wavelet no forman una base ortonormal real. Un muestreo
apropiado de los para´metros de la funcio´n Wavelet permite eliminar la redundancia, obten-
er una base ortonormal de Wavelets de soporte compacto y definir la metodologı´a para el
ca´lculo eficiente de los coeficientes Wavelet.
2.1.2 Procesos aleatorios cı´clicos
El registro digital de ECG, asumiendo su estacionariedad, puede ser analizado por medio
de las series de tiempo, las cuales contienen movimientos o variaciones caracterı´sticas
(componentes) que pueden medirse y observarse por separado. El modelo ba´sico de la
serie de tiempo de cualquier proceso aleatorio tiene cuatro componentes mas el ruido de
medicio´n, lo cual se puede escribir ası´:
Yt = Tt + Ct + St + ut + ηt (2.18)
donde [88]:
– Componente de tendencia (Tt). Se refiere a la direccio´n general a la que una serie de
tiempo parece dirigirse en un intervalo grande de tiempo. La tendencia representa el
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comportamiento predominante de la serie. Esta puede ser definida meramente como
el cambio de la media a lo largo de un periodo.
– Componente cı´clico (Ct). Es aquella parte de la serie que, conforme pasan los perio-
dos mantiene una cierta regularidad en su comportamiento, esto se refiere a oscila-
ciones de larga duracio´n alrededor de la curva de tendencia, las cuales pueden ser
o no ser perio´dicas, es decir, pueden o no seguir caminos ana´logos en intervalos de
tiempo iguales. Se caracterizan por tener lapsos de expansio´n y contraccio´n.
– Componente estacional (St). Representa un movimiento perio´dico en la serie de
tiempo.
– Componente aleatorio (ut). Se refiere a movimientos espora´dicos o de corto plazo
de las series de tiempo, debido a sucesos que se producen de manera ocasional o
imprevisible. Representan todos los tipos de movimientos de una serie de tiempo
que no sea tendencia, variaciones estacionales y fluctuaciones cı´clicas.
– Ruido de medicio´n (ηt). Se refiere a puntos de la serie que se escapan de lo normal.
Es una observacio´n de la serie que corresponde a un comportamiento anormal del
feno´meno (sin incidencias futuras) o a simplemente valores ano´malos de medicio´n.
2.2 Te´cnicas de dina´mica no lineal
Los sistemas no lineales son sistemas que no responden a los estı´mulos en proporcio´n
directa. En ciertas circunstancias, los sistemas determinı´sticos no lineales, entran en un
estado llamado caos, que presentan una marcada sensibilidad a las condiciones iniciales,
por lo que siendo sistemas deterministicos presentan comportamiento impredecible a largo
plazo [72]. Se ha venido observando la existencia de nuevas propiedades que aparecen en
estos sistemas como resultado de la interaccio´n entre sus partes y que no pueden explicarse
a partir de las propiedades de sus elementos componentes [87]. Las primeras observaciones
de dina´mica no lineal y conducta cao´tica en los sistemas fisiolo´gicos se realizaron a finales
de la de´cada de los 70’s y principios de los 80’s por L. Glass y M.C Mackey [58], mientras
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que A. Winfree aplicaba me´todos geome´tricos de la dina´mica no lineal a las oscilaciones
biolo´gicas, especialmente a los ritmos circadianos (24 h) y al ritmo cardı´aco [99]. Di-
versos estudios realizados en los 80’s evidenciaron la naturaleza no lineal de los procesos
cardı´acos [76, 6].
2.2.1 Teorı´a del Caos
Se puede definir el caos como aquel comportamiento impredecible que aparece en un sis-
tema dina´mico determinı´stico debido a la sensibilidad a las condiciones iniciales [23].
Cuando el proceso es cao´tico, si se conoce con una precisio´n infinita la condicio´n inicial del
sistema, se puede predecir el estado en cualquier instante. Se va a suponer que el sistema
no lineal a estudiar esta´ caracterizado por la siguiente funcio´n generatriz (mapa) [42]:
Xn+1 = f(Xn) (2.19)
Conociendo la condicio´n inicialX0 se obtiene la serie temporal por iteracio´n de (2.19). Por
lo tanto, el valor de Xn se obtiene componiendo la funcio´n f(Xn), n veces. Un ejemplo de
sistema no lineal es la ecuacio´n logı´stica correspondiente a la aproximacio´n de la poblacio´n
de una especie en un ecosistema y definida como:
Xn+1 = c ·Xn · (1−Xn) (2.20)
El valor de la constante c es el que fija el comportamiento del sistema. Por cierto, si
X0 = 0 o´ X0 = 1 se obtendra´ que Xn+1 = 0 para n > 0. En las figuras 2.1, 2.2 y 2.3
se muestran los resultados para 6 elecciones diferentes del para´metro c para X0 = 0.25.
Ası´, para valores de c pequen˜os (> 3), la serie converge hacia un punto fijo que depende
del valor de c (perı´odo 1). Mientras, para 3 < c < 3.45 aparece una oscilacio´n de perı´odo
2. A medida que aumenta el para´metro c van apareciendo oscilaciones de otros perı´odos
(proceso de bifurcacio´n). El ana´lisis teo´rico [23] revela que a partir de c = 3, 57 se
produce el caos. En la figura 2.4 se observa el punto fijo para c = 1, 5 y c = 2. En la
figura 2.5 se observan oscilaciones de perı´odo 2 (primera bifurcacio´n) que son generadas
para c = 3, 25 y en el caso de c = 3, 54 se ha producido una segunda bifurcacio´n. En
la figura 2.6 se observa que para c = 3, 59 ya se tiene un proceso cao´tico en el cual au´n
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Figura 2.1: Simulaciones de la ecuacio´n logı´stica para X0 = 0, 25 con valores
de c = 1, 5 y c = 2, 0
Figura 2.2: Simulaciones de la ecuacio´n logı´stica para X0 = 0, 25 con valores
de c = 3, 25 y c = 3, 54
puede observarse cierta regularidad (aunque no hay una periodicidad estricta) y en el caso
de c = 3, 99 el proceso es claramente cao´tico. En la figura 2.7 se muestran dos series
escogiendo c = 3, 99 y X0 = 0, 2500 en un caso y X0 = 0, 2501 en el otro. Sin emabrgo,
aunque al principio ambas series se parecen, al cabo de poco tiempo el comportamiento
es completamente diferente. Existen diferentes me´todos para representar la caracterı´stica
de un sistema dina´mico. La representacio´n ma´s extendida es el diagrama en el plano de
fase cuando la sen˜al analizada es continua o bien el mapa de retorno cuando la sen˜al esta´
muestreada [42]. Aunque en la literatura es usual encontrar que se utiliza el te´rmino espacio
de fase para referirse al espacio en que se ubica el mapa de retorno de sen˜ales discretas.
Se define el mapa de retorno de primer orden como la representacio´n de la sen˜al Xn+1
respecto a la sen˜al Xn. De forma similar se pueden representar los mapas de retorno de
orden k como la representacio´n de la sen˜al Xn+k respecto a la sen˜al Xn (es decir, la sen˜al
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Figura 2.3: Simulaciones de la ecuacio´n logı´stica para X0 = 0, 25 con valores
de c = 3, 59 y c = 3, 99
Figura 2.4: Mapas de retorno de primer orden para la ecuacio´n logı´stica con
valores de c = 1, 5 y c = 2, 0
respecto a sı´ misma retardada un cierto nu´mero de muestras). En las figuras 2.4, 2.5 y
2.6 se presentan mapas de retorno de primer orden para las sen˜ales representadas en las
figuras 2.1, 2.2 y 2.3 respectivamente. Para los dos primeros casos se tiene un punto fijo,
para el tercer caso aparecen dos puntos asociados a la oscilacio´n de perı´odo dos y en el
cuarto caso tenemos cuatro puntos asociados a la doble bifurcacio´n. Finalmente, el elevado
nu´mero de puntos que aparecen en los dos u´ltimos casos indica la presencia de caos. Sin
embargo,estos puntos en el mapa de retorno esta´n ordenados, mostrando, evidentemente,
la forma del mapa que da origen al proceso (una para´bola). En las figuras 2.8 y 2.9 se
presentan mapas de retorno de diferentes o´rdenes para c = 3, 99. La traza que aparece
en los mapas de retorno es independiente de las condiciones iniciales. Se aprecia tambie´n
que las trazas que aparecen son las sucesivas composiciones del mapa. El empleo de los
mapas de retorno de orden superior a 1 pone de manifiesto la aparicio´n de periodicidades.
26
Capı´tulo 2. Ana´lisis de Sen˜ales ECG
Figura 2.5: Mapas de retorno de primer orden para la ecuacio´n logı´stica con
valores de c = 3, 25 y c = 3, 54
Figura 2.6: Mapas de retorno de primer orden para la ecuacio´n logı´stica con
valores de c = 3, 59 y c = 3, 99
Por ejemplo, en el caso de una bifurcacio´n de perı´odo 2, su mapa de retorno de orden 2
se reduce a un u´nico punto fijo. En la pra´ctica se emplean estos mapas para detectar la
presencia de atractores o figuras que se generan en el espacio de fase [39], cuya presencia
es evidente cuando se utiliza un retardo τ (orden del mapa de retorno) ido´neo. De otra
parte, el efecto del ruido sobre la serie de tiempo a analizar puede afectar a la interpretacio´n
de los mapas de retorno. En las figuras 2.10 y 2.11 se muestran los mapas de retorno de
primer orden para la ecuacio´n logı´stica con las siguientes especificaciones X0 = 0, 25 y
c = 3, 99. A la cual se ha an˜adido ruido gaussiano con diferentes niveles de amplitud. Los
sistemas cao´ticos exhiben a menudo estructuras fractales, definidos como un conjunto de
puntos que no se parece a un objeto euclı´deo (punto, recta, plano) independientemente de
la escala a la que se le analice. Un fractal es una curva o superficie que es independiente de
la escala [59]. Por lo cual presenta propiedades de autosemejanza (al observarse la sen˜al a
diferentes escalas tiene el mismo aspecto).
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Figura 2.7: Comportamiento de la ecuacio´n logı´stica para c = 3, 99 y dos
condiciones iniciales muy parecidas
Figura 2.8: Mapas de retorno de orden 1 y 2 para c = 3, 99 en el caso de la
ecuacio´n logı´stica
2.2.2 Espacio de Fase
Cuando el objeto de estudio es el registro de una sen˜al muestreada de un sistema, no so´lo
se pierde la informacio´n entre los instantes de muestreo, sino que adema´s no se tiene in-
formacio´n de las dema´s variables del sistema. Lo anterior implica la necesidad de inferir
informacio´n acerca de los dema´s estados o variables del sistema a partir de la informacio´n
muestreada que se tiene. En [73] se propone que en un sistema dina´mico cuyos estados ge-
neran un atractor, la informacio´n correspondiente al atractor entero puede ser reconstruida
a partir de la medicio´n muestreada de una sola variable. Sea la representacio´n del registro
de la sen˜al original muestreada, dada por el vector:
y =
[
y1 y2 y3 . . . yN
]
(2.21)
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Figura 2.9: Mapas de retorno de orden 3 y 4 para c = 3, 99 en el caso de la
ecuacio´n logı´stica
Figura 2.10: Efecto del ruido sobre los mapas de retorno
a partir del cual, la trayectoria reconstruida se expresa por la matriz X, donde cada fila xi
corresponde a un vector que representa un punto en el espacio de fase. Esto es:
X =
[ →
x1
→
x2
→
x3 . . .
→
xM
]T
(2.22)
cada fila −→xi se define para una serie de tiempo con longitud N como:
→
xi =
(
yi, yi+τ , yi+2τ , ..., yi+(m−1)τ
) (2.23)
siendo τ el retardo de reconstruccio´n u orden del mapa de retorno y m la dimensio´n de
inmersio´n o de embebimiento, de acuerdo al Teorema de Takens [89]. De esta manera, X es
una matriz de dimensio´n Mxm, mientras las constantes de dimensionalidad se relacionan
por la ecuacio´n:
M = N − (m− 1)τ (2.24)
donde M es el nu´mero de puntos m-dimensionales en el espacio de fase. En cuanto a
la seleccio´n del valor de retardo τ , este sigue siendo un problema abierto, ya que existen
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Figura 2.11: Mapas de retorno para un SNR = 20dB y 3dB
me´todos alternativos para determinar el tiempo de retardo o tiempo de demora τ . Si el
tiempo de retardo reconstruido es muy pequen˜o, cada coordenada es casi la misma y el
atractor reconstruido se concentrarı´a a lo largo de la lı´nea identidad o diagonal del espacio
de fase. Por otra parte, si el tiempo de retardo es relativamente grande, sucesivas coorde-
nadas de demora aparecera´n como causalmente no relacionadas y el atractor reconstruido
no representara´ la verdadera dina´mica. Estos problemas reciben el nombre de redundancia
e irrelevancia, respectivamente. Un valor que ofrece buenos resultados es el que utiliza el
denominado mutua informacio´n promedio (average mutual information- AMI), propuesto
en [32], quien sugiere que un buen estimador del tiempo de retardo τ es el tiempo en el que
aparece el primer mı´nimo en la serie AMI. Otro criterio para hallar el tiempo de retardo
es hacie´ndolo igual al retardo en el cual la funcio´n de autocorrelacio´n de la sen˜al cae por
debajo de la cuota 1− 1/e de su valor inicial. En general, con la correcta eleccio´n de m y
τ , la secuencia de puntos m-dimensionales contenidos en X , forma una copia difeomo´rfica
del atractor original, esto es, las propiedades cualitativas del atractor generado son iguales
a las del original. Utilizando esta propiedad se puede calcular las propiedades espaciales a
partir de muestras de una sola variable.
Puntos y trayectorias en el espacio de fase
Un punto en el espacio de fase representa unı´vocamente un estado dina´mico del sistema. La
sucesio´n de dichos puntos consecutivos en el tiempo es lo que se conoce como trayectoria
u o´rbita. Una trayectoria que empieza en el primer punto en el tiempo de un atractor
reconstruido partir de una serie de datos y contiene los puntos que lo suceden ordenados
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temporalmente es llamada trayectoria fiducial. En la teorı´a de caos determinı´stico dos
puntos en el espacio de fase con las mismas coordenadas representan un mismo estado
dina´mico y siempre tendra´n una evolucio´n en el tiempo ide´ntica.
Atractores
Es la regio´n limitado en el espacio de fase a la cual las trayectorias suficientemente cer-
canas convergen asinto´ticamente, rasgo caracterı´stico de todos los sistemas dina´micos disi-
pativos. Dependiendo de su topologı´a se pueden distinguir varios tipos:
– Atractor de punto fijo. En este tipo de atractor todas las trayectorias tienden a un solo
estado estable que, en el espacio de fase, corresponde a un punto. El ejemplo tı´pico
es el pe´ndulo amortiguado que llega al reposo despue´s de cierto tiempo. Un ejemplo
se puede apreciar en la figura 2.12.
Figura 2.12: Atractor puntual. Representa un pe´ndulo que va disminuyendo su movimiento
con el tiempo debido al efecto de la gravedad
– Atractor de ciclo lı´mite. Este tipo de atractor se observa cuando se estudian sistemas
con comportamiento cı´clico completamente regular. Se confina a un subespacio del
espacio de fase, pero las trayectorias que describen las variables son siempre iguales,
siendo predecible su comportamiento en el tiempo. Un ejemplo se puede apreciar en
la figura 2.13.
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Figura 2.13: Atractor de ciclo lı´mite. Representacio´n del comportamiento del pulmo´n
en ventilacio´n meca´nica. Presio´n (eje X), contra el Volumen (eje Y).
– Atractor Toroidal. Cuando el sistema es cuasiperio´dico genera un atractor similar
al de ciclo lı´mite, pero las trayectorias no siempre pasan por los mismos puntos,
aprecia´ndose ası´, el comportamiento no uniforme. Un ejemplo se puede apreciar en
la figura 2.14.
Figura 2.14: Atractor toroidal.Esquematiza el comportamiento de un sistema
cuasiperio´dico determinı´stico.
– Atractor extran˜o. La principal propiedad de estos atractores es su considerable de-
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pendencia de las condiciones iniciales. Puntos inicialmente cercanos en el espacio
de fase se separan exponencialmente al cabo de un tiempo. Todos los atractores
extran˜os conocidos tienen una dimensionalidad no entera y provienen de sistemas
cao´ticos [9]. Un ejemplo de atractor extran˜o se muestra en la figura 2.15.
Figura 2.15: Atractor extran˜o. Este atractor corresponde al mismo sistema del pulmo´n
pero sin el control ejercido por el ventilador meca´nico.
2.2.3 Dimensiones
Al momento de analizar el comportamiento cao´tico de sistemas de dina´mica no lineal,
es muy importante realizar el ana´lisis dimensional, ya que permite estimar los grados de
libertad, es decir, el nu´mero de variables independientes que serı´an necesarias para describir
toda la dina´mica del sistema. Se han encontrado casos en los que este ana´lisis ofrece
informacio´n valiosa al momento de caracterizar.
Dimensio´n Euclı´dea o Euclidiana
El te´rmino dimensio´n, en geometrı´a, se refiere generalmente a la dimensio´n euclidiana
cla´sica en la que una dimensio´n es una lı´nea, dos dimensiones conforman un plano y tres
dimensiones un volumen. Si un cubo se parte en 2 por cada una de sus caras, aparecen
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8 cubos. Si se dividiera en 3 partes en cada una de sus caras, aparecerı´an 27 cubitos.
Se puede generalizar e´ste feno´meno con una ley potencial dada por N = FD, donde N
es el nu´mero de piezas que aparecen, F es el factor de escala y D es la dimensio´n del
objeto. Para el caso del cubo, 8 = 23 y 27 = 33. Desde este punto de vista, el cubo tiene
una dimensio´n euclidiana igual a 3. Sin embargo, la geometrı´a cla´sica tiene limitaciones
cuando se pretenden medir estructuras naturales.
Dimensio´n Topolo´gica
Hermann Weyl utiliza la siguiente expresio´n para ilustrar el concepto de dimensio´n: “Se
dice que el espacio es tridimensional porque los muros de una prisio´n son bidimensiona-
les”. Gerald A. Edgar en [29] completa la imagen de Weyl en los siguientes te´rminos:
Si se tiene un punto en el espacio tridimensional, se puede usar un pequen˜o cubo como
prisio´n. El cubo esta´ constituido por 6 caras planas. Cada una de estas caras es bidimen-
sional. Un punto que vive en una de estas caras puede ser sometido a prisio´n haciendo
uso de una pequen˜a circunferencia. Ası´, decir que las caras del cubo son bidimensionales,
requiere saber que una circunferencia es unidimensional. Un punto que vive en una de
las circunferencias, puede ser aprisionado haciendo uso de dos puntos como muros de la
prisio´n. Es necesario saber que un conjunto reducido a dos puntos es de dimensio´n cero.
Finalmente, un punto que vive en el conjunto de dos puntos es ya incapaz de moverse. No
se necesitan muros para aprisionarlo. Se esta´, por definicio´n, ante un conjunto de dimen-
sio´n cero. La construccio´n de la dimensio´n topolo´gica (DT ) se puede basar en la idea de
generalizar el concepto de que la dimensio´n de una bola es tres mientras que la dimensio´n
de la esfera que la limita es dos; es decir, la dimensio´n de un conjunto X se obtiene a partir
de la dimensio´n de su frontera δX . Por otra parte, la dimensio´n topolo´gica basada en la
dimensio´n de recubrimiento, es un concepto que juega un papel importante en la definicio´n
de dimensio´n fractal.
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Dimensio´n de Recubrimiento
Sea un subconjunto S de Rn. Un recubrimiento abierto de S es cualquier coleccio´n de
conjuntos abiertos α cuya reunio´n contiene al conjunto S, como se observa en la figura
2.16. Un refinamiento abierto α′ del recubrimiento abierto es otro recubrimiento tal que
Figura 2.16: Dimensio´n Topolo´gica
cada abierto A′ ∈ α′ esta´ incluido en algu´n abierto A ∈ α. En algu´n sentido como se ob-
serva en la figura 2.17, un refinamiento abierto α′ de S, proporciona un recubrimiento ma´s
detallado de S que α. Se dice que α es un recubrimiento abierto de orden k del conjunto
Figura 2.17: Dimensio´n Topolo´gica 0
S, si, cualquiera que sea x ∈ S, x pertenece a un ma´ximo de k abiertos del recubrimiento
α. En la figura 2.18 se presenta la curva de Koch, para la cual se determina una dimen-
sio´n topolo´gica igual a 1. Definicio´n: El conjunto S tiene dimensio´n de recubrimiento
Figura 2.18: Dimensio´n Topolo´gica 1
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(dimensio´n topolo´gica) n, si cualquier recubrimiento abierto α de S admite un refinamien-
to abierto de orden n + 1, pero no de orden n. Esta definicio´n de dimensio´n topolo´gica se
asemeja mucho a la dada por Henri Poincare´, la cual se resume a continuacio´n:
– El conjunto vacı´o tiene dimensio´n -1.
– Si los bordes de los entornos pequen˜os de todos los puntos del ente son espacios
(n− 1)-dimensionales, decimos que el espacio que consideramos es n-dimensional.
Ası´, segu´n lo anterior, se tiene lo siguiente:
– El conjunto vacı´o tiene dimensio´n topolo´gica: DT = −1.
– El punto tiene dimensio´n topolo´gica: DT = 0.
– El segmento tiene dimensio´n topolo´gica: DT = 1.
– el cuadrado tiene dimensio´n topolo´gica: DT = 2.
– El cubo tiene dimensio´n topolo´gica: DT = 3.
Dimensio´n Fractal o Fraccional
La dimensio´n fractal o fraccional es una propiedad de los objetos la cual indica que´ tanto
ocupa el espacio que los contiene. Normalmente es considerada la dimensio´n euclidiana
donde los modelos son descritos en te´rminos de puntos, lı´neas, rectas, cı´rculos, para´bolas y
otras curvas simples. Quien quiera medir la superficie de una piedra, tratarı´a de aproximarla
a una esfera o a un cubo; de igual manera, si se desea saber cua´l es la superficie de absor-
cio´n del intestino, la medida cambiara´ segu´n la resolucio´n que utilice para hacerlo, debido
a que el intestino presenta pliegues desde el nivel macrosco´pico hasta el microsco´pico. Una
lı´nea irregular que tiende a llenar un espacio bidimensional tiene una dimensio´n fracciona-
ria entre 1 y 2, ası´ como un plano que se pliega, tiende a llenar un espacio tridimensional,
teniendo una dimensio´n fractal entre 2 y 3. Muchas cosas en la naturaleza (como las es-
tructuras porosas, interfases o lı´mites entre estructuras, superficies rugosas, objetos que se
ramifican, etc.) tienen caracterı´sticas fractales [51]. De esta manera, la dimensio´n fractal
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es un ı´ndice que permite cuantificar mejor las caracterı´sticas geome´tricas de los objetos
que tienen geometrı´a fractal [43]. Los feno´menos con comportamiento fractal se pueden
representar por medio de gra´ficos de tendencia; a estos gra´ficos se les puede medir la di-
mensio´n fractal, logrando ası´ cuantificar la complejidad de su dina´mica [27]. La definicio´n
de dimensio´n fractal, la sugirio´ Felix Hausdorff en 1919, readaptada posteriormente por
Besicovich (dimensio´n de Hausdorff-Besicovich o de autosemejanza). Por teorı´a de la me-
dida, la unio´n de N figuras A1, A2, ..., AN , es la suma algebraica de sus medidas:
m(union) =
N∑
k=1
m (Ak)
Si una figura A es semejante a otra figura A′, con razo´n de semejanza r, la medida de A es
proporcional a la medida de A′, siendo la constante de proporcionalidad una potencia de la
razo´n de semejanza:
m(A) =
(
1
r
)Dˆ
·m (A′)
La definicio´n de Hausdorff-Besicovich se hace mediante la medicio´n de un segmento AB
del que se obtienen N subsegmentos iguales, cuya razo´n de semejanza con AB es r, des-
preciando el resto del segmento. La media total del segmento AB es la suma de la medida
de todos los subsegmentos iguales:
m(AB) =
N∑
k=1
m (sk) = N ·m (s1)
por otra parte:
m(AB) =
(
1
r
)Dˆ
·m (s1)
de donde se puede identificar:
N =
(
1
r
)Dˆ
⇒ rDˆ ·N = 1
el exponente Dˆ esdenominado dimensio´n de autosemejanza o dimensio´n fractal. En ge-
neral, si al obtener desde un ente H , N entes iguales, semejantes al original, con razo´n
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de semejanza r, entonces la dimensio´n de autosemejanza de H es el nu´mero real Dˆ que
verifica, N · rDˆ = 1, por lo que, LnN + DˆLnr = 0. Por tanto al tomar Dˆ = DF , se tiene
que:
DF =
LnN
Ln
(
1
r
) (2.25)
la razo´n de semejanza r se puede considerar como, r = p/P , donde p es el taman˜o de
cada ente N y P es el taman˜o del ente H . En [59] se presenta un ejemplo muy utilizado
para ilustrar este concepto. Supo´ngase que se quiere medir la costa de la Gran Bretan˜a.
Para ello, basta con tomar una regla y deslizarla a lo largo de ella para obtener la longitud.
La longitud estimada sera´ el producto del nu´mero de veces que hemos deslizado la regla
y la longitud de la regla. No obstante, que´ ocurre si disminuimos la longitud de la regla?.
La longitud estimada aumentara´ porque se estara´ teniendo en cuenta detalles de la costa
que antes se obviaban (debido a que la regla es recta e indeformable). Si la longitud de la
regla tiende a cero, la longitud estimada tendera´ a infinito. La definicio´n geome´trica de la
dimensio´n fractal es mostrada en la ecuacio´n (2.26).
DF =
log
(
l2
l1
)
log
(
s1
s2
) (2.26)
donde l2 y l1 son las longitudes estimadas con las reglas 2 y 1 mientras que s2 y s1 son
las longitudes de las reglas. La dimensio´n fractal es un nu´mero situado entre la dimensio´n
topolo´gica y la dimensio´n topolo´gica ma´s uno de lo que se mide. La dimensio´n fractal
puede coincidir con la dimensio´n euclidiana cuando el objeto de estudio es por ejemplo
una lı´nea o un plano perfectamente continuo, sin rugosidades, sin picos, ni huecos. En
la figura 2.19 se observa una lı´nea recta a la cual se le realiza el ca´lculo de la dimensio´n
fractal y se corrobora la coincidencia entre la dimensio´n fractal y la dimensio´n euclidiana.
Utilizando la ecuacio´n (2.25), se tiene que:
DF =
LnN
Ln
(
1
r
) = Ln (9)
Ln
(
1
1/9
) = 1
en efecto, la dimensio´n fractal es igual a la dimensio´n ecuclidiana. En la figura 2.20 se
muestra la curva de Koch y utilizando la ecuacio´n (2.25) se hace el ca´lculo de dimensio´n
fractal.
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Figura 2.19: Lı´nea recta de dimensio´n fractal 1
Figura 2.20: Lı´nea de Koch con dimensio´n fractal 1,26
DF =
LnN
Ln
(
1
r
) = Ln (16)
Ln
(
1
1/9
) ∼= 1, 26
La dimensio´n fraccionaria mide el grado de escabrosidad y/o discontinuidad de un objeto
presentando un grado de irregularidad constante a diferentes escalas. Este tipo de dimen-
sio´n tiene una grande aplicacio´n en el ana´lisis de sen˜ales cao´ticas, debido a que permite
cuantificar la complejidad de estas sen˜ales.
Dimensio´n de Inmersio´n
Un requisito ba´sico en el ana´lisis nume´rico de sistemas dina´micos es la seleccio´n de la Di-
mensio´n de Inmersio´n (m) o tambie´n conocida como Dimensio´n de Embebimiento. En el
caso tı´pico de una serie de tiempo y, dicha seleccio´n, segu´n el teorema de Takens, implica
determinar el nu´mero de puntos previos necesarios que deben ser utilizados para la esti-
macio´n del punto siguiente. Es decir, para cualquier sistema dina´mico de dimensio´n finita,
un punto determinado puede ser expresado en funcio´n de los n puntos anteriores, siendo
n la dimensio´n del atractor reconstruido, tambie´n llamada dimensio´n de correlacio´n (Dc).
En [89] se presente un criterio para estimar un valor aceptable de m, es hallar la dimensio´n
de correlacio´n y mediante la expresio´n (2.27) se puede obtener un valor aproximado de la
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dimensio´n de inmersio´n.
m ≥ 2Dc+ 1 (2.27)
Dimensio´n de Correlacio´n
Estima la dimensio´n fractal del atractor que se forma en el espacio de fases. Es un tipo
de dimensio´n probabilı´stica, la cual depende del cubrimiento con un elemento de volumen
(esfera, cubo, etc.) de dia´metro e, sobre la trayectoria de la sen˜al o curva caracterı´stica
que describe el comportamiento de un sistema [72]. En el espacio de fases, la Integral de
Correlacio´n C(ε) mide el nu´mero de puntos −→xj que esta´n correlacionados con cada uno de
los puntos restantes, en una esfera de radio ε, alrededor de los puntos −→xi y esta´ definida en
la ecuacio´n (2.28):
C(ε) := lim
M→∞
1
M2
M∑
i=1
M∑
j=1
Θ
(
ε−
∥∥∥→xi− →xj∥∥∥) (2.28)
dondeM es el nu´mero de puntos de la serie generada en el espaciom-dimensional, Θ(z) es
la funcio´n Heaviside (escalo´n unitario), ‖−→xi −−→xj‖ es la distancia euclı´dea entre un par de
puntos dentro del atractor. Grassberger y Procaccia [44] han demostrado que la dimensio´n
de correlacio´n (Dc) puede ser obtenida por medio de la ecuacio´n (2.29):
Dc := lim
ε→0
lnC(ε)
ln ε
(2.29)
Uno de los algoritmos ma´s utilizados para calcular Dc esta´ descrito en [44]. Esta expre-
sio´n se puede calcular para diferentes radios ε, teniendo en cuenta que el mı´nimo ε vendra´
fijado por los pasos de cuantificacio´n; y adema´s es posible estimar la dimensio´n de cor-
relacio´n para diferentes dimensiones de inmersio´n (m), utilizando los valores encontrados
para C(ε).
Para sistemas no lineales la dimensio´n de correlacio´n no necesariamente es un valor entero.
Con series de tiempo la dimensio´n de correlacio´n se calcula como la pendiente de la regio´n
mas lineal encontrada al graficar lnC(ε) vs ln(ε), por cuanto se tiene una cantidad finita
de datos se distorsiona el ca´lculo de Dc para valores extremos de ε [95]. Para una correcta
estimacio´n de la Dc, la dimensio´n de inmersio´n debe ser al menos el doble ma´s uno de la
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Dc, esto es, m = 2Dc + 1 [2]. En sen˜ales cao´ticas la dimensio´n de correlacio´n tiende a
saturarse a un valor determinado cuando la dimensio´n de inmersio´n aumenta, este valor es
el valor asinto´tico de la dimensio´n de correlacio´n, que se denotara´ por Dc∗. Es importante
anotar que para sen˜ales aleatorias nunca se presenta tal saturacio´n. Para obtener la Dc∗, se
Figura 2.21: Obtencio´n de la dimensio´n de correlacio´n
ha propuesto ajustar una funcio´n exponencial de la forma expresada en la ecuacio´n (2.30):
Dc(m) = Dc∗
(
1− e−km) (2.30)
donde la Dc∗ corresponde al valor de saturacio´n y la k es la constante de la exponencial
[13]. Los valores de Dc∗ y k se pueden ser estimados usando el me´todo de Levenberg y
Marquardt [64].
Un concepto ligado a este es el de ı´ndice (DCK), el cual corresponde al producto de la Dc∗
por la k, obtenidas con el me´todo anterior corresponde al valor de la derivada en el tramo
inicial de la curva ajustada, es decir cuando m −→ 0.
2.2.4 Exponente de Hurst
Ligada al concepto de dimensio´n fractal esta´ la definicio´n del exponente de Hurst. La
mayorı´a de algoritmos estiman dicho exponente, ya que si la dina´mica de un sistema es
descrita en una serie de tiempo, este relaciona el comportamiento de la serie que se va
analizar a distintas escalas, y luego se calcula la dimensio´n fractal aplicando la expresio´n
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(2.31):
DF = DT −H (2.31)
donde DF es la dimensio´n fractal, DT es la dimensio´n topolo´gica (igual a 2 para series
temporales) y H es el exponente de Hurst. El exponente de Hurst cuantifica la dina´mica
de la serie de tiempo y permite ponderar hasta que´ punto los datos pueden ser representa-
dos por un movimiento de tipo browniano. Para H = 0, 5 la serie se comporta como un
movimiento browniano. Para 0, 5 < H < 1 la serie tiene una dina´mica suave, lo que indica
que las tendencias del pasado persisten en el futuro, mientras que para 0, 5 < H < 1 la
serie se caracteriza por tener un mayor contenido de alta frecuencia y esto refleja que las
tendencias del pasado tienden a ser inversas en el futuro. En la figura 2.22 se muestran 5
ejemplos para diferentes exponentes de Hurst. Las sen˜ales han sido generadas con el algo-
ritmo descrito en [8] y basado en la sı´ntesis espectral. Es importante hacer e´nfasis en que
Figura 2.22: Ejemplos de series temporales con diferentes exponentes de Hurst
el exponente de Hurst cuantifica la dina´mica cao´tica del sistema en ana´lisis. No obstante,
la complejidad del sistema puede caracterizarse a partir de otro ı´ndice llamado dimensio´n
de correlacio´n [13] mientras que la impredecibilidad del sistema se puede cuantificar por
medio de otros indicadores llamados exponentes de Lyapunov [84]. El exponente de Hurst
(H) se obtiene de la relacio´n empı´rica expresada en (2.32):
R
s
=
(τ
2
)H
(2.32)
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donde R es el rango (diferencia entre el valor ma´ximo y el mı´nimo de la serie dada por
X), s es la desviacio´n esta´ndar y τ es el retardo. H se estima como la pendiente de la
representacio´n logarı´tmica de la ecuacio´n (2.33) [31]:
R
s
=
(τ
2
)H
(2.33)
Los algoritmos para caracterizar sen˜ales a nivel de dina´mica no lineal son lentos computa-
cionalmente. No obstante, han aparecido recientemente algoritmos ra´pidos para la esti-
macio´n del exponente de Hurst. Estos algoritmos son el me´todo de ana´lisis dispersional [8]
y el ana´lisis de reescalado [7]. El primero da buenos resultados para exponentes de Hurst
pequen˜os mientras que el segundo da buenos resultados para exponentes de Hurst eleva-
dos. Adema´s tienen la ventaja de realizar estimaciones lo suficientemente correctas con
segmentos cortos de sen˜al (ya funcionan bien a partir de 256 muestras) y no requieren ni
el ca´lculo del retardo ni una dimensio´n de ana´lisis predefinida ya que se basan en ca´lculos
estadı´sticos y espectrales de la sen˜al (se emplea el concepto de autosemejanza). Al mo-
mento de analizar el comportamiento cao´tico de sistemas de dina´mica no lineal, es muy
importante realizar el ana´lisis dimensional, ya que permite estimar los grados de libertad,
es decir, el nu´mero de variables independientes que serı´an necesarias para describir toda la
dina´mica del sistema.
2.2.5 Exponentes de Lyapunov
La impredecibilidad de una sen˜al se puede cuantificar con los exponentes de Lyapunov. Es-
tos indican la sensibilidad o dependencia de los estados futuros de un sistema bajo ciertas
condiciones iniciales. Una perturbacio´n infinitesimal inicial por lo general crecera´ expo-
nencialmente y a la razo´n de crecimiento que tenga se le llama el exponente de Lyapunov.
Las trayectorias cao´ticas presentan al menos un exponente de Lyapunov positivo. Para
trayectorias perio´dicas, todos los exponentes de Lyapunov son negativos. En general, ex-
isten tantos exponentes de Lyapunov como ecuaciones dina´micas. Mediante el conjunto
de los exponentes de Lyapunov es posible estimar la tasa a la cual convergen o divergen
las trayectorias dentro de un atractor. Cualquier sistema que contenga por lo menos un
exponente de Lyapunov positivo se define como cao´tico [100].
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Espectro completo de exponentes de Lyapunov
Existe todo un espectro de exponentes de Lyapunov definido en te´rminos de la forma en
que se deforma el atractor (una esfera inicial de eje pi(0)) a medida que evoluciona en
el tiempo. Ası´, el i-e´simo exponente de Lyapunov, se define en te´rminos de la tasa de
crecimiento del i-e´simo eje, pi, como:
λi = lim
t→∞
log2
ρt (t)
ρi(0)
En este espectro de exponentes, los λi esta´n ordenados de mayor a menor y pueden uti-
lizarse para caracterizar el tipo de atractor. Si todos los λi son negativos, el atractor es
un punto. Si λ1 = 0, y los dema´s son negativos, el atractor es un ciclo limite estable. Si
λ1 = λ2 = 0, y los dema´s son negativos, el atractor es un toro bi-dimensional en el es-
pacio de fases. Si al menos un exponente de lyapunov es positivo, el atractor es extran˜o,
indicando una divergencia exponencial de las trayectorias en el atractor, lo cual genera una
extrema sensibilidad a las condiciones iniciales.
El Ma´ximo Exponente de Lyapunov
El exponente de Lyapunov es un valor promedio que indica la razo´n a la cual se separan las
trayectorias cercanas en el espacio embebido y nos permite cuantificar la magnitud del caos.
Se puede definir de la siguiente manera: Sean βn1 y βn2 dos puntos en el espacio de estados
separados por una distancia ‖βn1 − βn2‖ = δ0 << 1. Se denota por δ℘n la distancia al
tiempo n entre las dos trayectorias que emergen de estos puntos, δ℘n = ‖βn1+℘n − βn2+℘n‖.
Por lo cual λ esta´ determinado por:
δ℘n ' δ0e℘n , δ℘n << 1, ∆n >> 1.
En la tabla 2.1 se muestra el significado fı´sico de los posibles valores de λ. Es por tanto,
que el ma´ximo exponente de Lyapunov es una medida del valor, en el cual las trayectorias
pasan cerca una de la otra en el espacio de fase en el cual divergen. Es importante recalcar
que o´rbitas cao´ticas tienen al menos un exponente de Lyapunov positivo.
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Tipo de movimiento Ma´ximo Exponente de Lyapunov
Punto fijo estable λ < 0
Ciclo lı´mite estable λ = 0
Caos 0 < λ <∞
Ruido λ =∞
Tabla 2.1: Significado de los valores del ma´ximo exponente de Lyapunov
2.2.6 El Me´todo de los datos sustitutos
Tambie´n conocida como los surrogate data. Este me´todo permite detectar una estructura
no lineal determinista en una serie temporal. Fue propuesto por Thelier [91], y es uno de
los me´todos ma´s aceptados y utilizados actualmente. Para ello es necesario generar varias
series de surrogate data de la siguiente forma:
1. Se obtiene la transformada de Fourier de la serie de tiempo.
2. Se aleatoriza la fase de e´sta entre 0 y 2pi
3. Se realiza la transformada inversa de Fourier.
Esto produce una serie de surrogate data que mantienen el mismo espectro de Fourier y
funcio´n de autocorrelacio´n que la serie original. Se generan varias series de surrogate
data y posteriormente se elige un ı´ndice de complejidad (por ejemplo la dimensio´n de
correlacio´n) que se calcula tanto para la serie original como para las series de surrogate
data. Finalmente se aplica una prueba estadı´stica para comparar las serie original con las
generadas de surrogate data. Si las diferencias son significativas se concluye que existe una
estructura no lineal determinista en la serie original.
2.2.7 Complejidad relativa de Lempel y Ziv
Es una medida de la complejidad algorı´tmica de la serie temporal. La complejidad de
Lempel y Ziv o C(n) refleja el orden que se retiene en un patro´n temporal unidimensional
o en una cadena de n sı´mbolos [49]. Por simplicidad se puede considerar so´lo cadena
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con ceros y unos (por ejemplo 01000110101). Para ello se convierten las series de tiempo
originales en secuencias de 0 cuando la diferencia entre dos elementos sucesivos de la serie
de tiempo es negativa y 1 cuando la diferencia entre los dos elementos sucesivos es positiva
o nula. El algoritmo para estimar C(n) se basa en la reconstruccio´n de la cadena original
S mediante operaciones de copia e insercio´n de sı´mbolos en una nueva cadena. La C(n)
aumenta conforme se necesiten nuevos sı´mbolos o secuencias de sı´mbolos (0, 1, 01, 010,
etc.) para reproducir la cadena S. La complejidad ma´xima tiene valor 1 y una perfecta
predictibilidad tiene valor 0. En e´ste sentido el ruido blanco tiene la ma´xima complejidad
posible. Un algoritmo muy utilizado es el de Kaspar y Schuster [49].
2.3 Caracterı´sticas de representacio´n
2.3.1 Coeficientes de amplitud
El me´todo de coeficientes de amplitud consiste en la adquisicio´n y digitalizacio´n de la sen˜al,
donde los coeficientes de representacio´n corresponde a los valores obtenidos directamente
de la secuencia digitalizada.
2.3.2 Segmentacio´n de traza
Es una te´cnica usada en reconocimiento de patrones para reducir la complejidad computa-
cional y los requerimientos de memoria sobre todo cuando la base de conocimiento es
relativamente grande. El proceso es similar al procedimiento de muestreo no uniforme,
donde cada muestra corresponde a puntos de gran variacio´n en la secuencia de entrada
original [20]. Inicialmente, para cada latido xi, se calcula su derivada acumulada y asocia-
da a partir de la muestra j, ası´
∆[j] =
j+1∑
k=1
| xi[k]− xi[k − 1] | (2.34)
donde j + 1 ≤ ni − 1.
La secuencia de salida tiene una tasa de muestreo menor que el de la secuencia de entrada
debido a que necesita q + 1 valores para calcular q diferencias consecutivas a lo largo
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de la misma. Es de particular intere´s la derivada acumulada obtenida, ∆[ni − 2], la cual
es la referencia tomada para calcular los puntos de muestreo. Ası´, este valor ∆[ni − 2] es
dividido por el nu´mero de muestras deseado n′i para la secuencia final x′i en orden a calcular
la longitud de intervalo L. Luego se toman los puntos donde ∆ excede mu´ltiplos de L y se
obtienen los puntos donde xi debe ser muestreado. Ası´,
x′i[m] = xi[r] | r = arg( max
0≤m≤n′i−1
)j(∆[j] ≤ (m+ 1)L) (2.35)
2.3.3 Aproximacio´n poligonal
Es este caso se calcula una lista de ve´rtices que ajustan una curva plana de acuerdo con
ciertas condiciones de umbral de error. La curva plana a aproximar es la secuencia discreta
de entrada que representa el latido, y la lista de ve´rtices formara´ la sen˜al de salida [20]. El
me´todo comienza con una aproximacio´n simple consistente en una lı´nea desde (0, xi[0])
hasta (ni − 1, xi[ni − 1]). Son examinados todos los puntos entre los extremos con el
propo´sito de encontrar el ma´s lejano de la lı´nea. Si el umbral es excedido en este pun-
to, se toma como un nuevo ve´rtice y el algoritmo procede iterativamente con cada nueva
lı´nea resultante. La iteracio´n final es alcanzada cuando todas las lı´neas involucradas en la
aproximacio´n poligonal cumplen con la restriccio´n del umbral. Por consiguiente, la nueva
secuencia de salida es:
x′i[m] =
{
(j0, xi[j0]), ..., (jn′i−1, xi[jn′i−1])
} (2.36)
Si las sen˜ales que se quieren analizar son no estacionarias a lo largo del tiempo y de la
frecuencia, entonces no se pueden analizar con estas transformaciones, sino que se requiere
tener de forma conjunta informacio´n de la evolucio´n temporal y frecuencial de las sen˜ales.
2.3.4 Coeficientes Wavelet
Esta´ basado en la transformada Wavelet (WT). Toma las ventajas de las posibilidades de
esta herramienta matema´tica para extraer, en forma de lista de coeficientes, las principales
caracterı´sticas o aproximaciones de una sen˜al.
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2.3.5 Dina´mica no lineal
Durante los u´ltimos an˜os ha aumentado el nu´mero de estudios de las sen˜ales electrocar-
diogra´ficas con el enfoque no lineal y se han contrastado los resultados ası´ obtenidos con
los provenientes de los me´todos lineales, observa´ndose que ambos ana´lisis proporcionan
informacio´n distinta [37, 96, 95, 55]. Se han propuesto diversas medidas no lineales para
estimar la complejidad de una serie de tiempo [2]. Algunas de ellas han sido aplicadas a las
sen˜ales ECG, como tambie´n a la variabilidad de la frecuencia cardı´aca (VFC), como son: la
dimensio´n del atractor [13], la entropı´a [102], los ı´ndices de informacio´n [95], el exponente
mayor de Lyapunov [84], los mapas de Poincare´ [103], los ı´ndices de complejidad [15] y
la dina´mica simbo´lica [52]. De estos me´todos no lineales, la dimensio´n del atractor ha
sido particularmente u´til en el ana´lisis de sen˜ales VFC para caracterizar diversas patologı´as
cardı´acas y su grado de avance [14, 69].
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El reconocimiento de patrones de biosen˜ales (ECG, voz,etc.) se puede dividir en dos pro-
cesos fundamentales como se aprecia en la figura 3.1: el entrenamiento, que comprende
la extraccio´n y seleccio´n del conjunto de caracterı´sticas o para´metros que representen cada
clase de estado funcional; y la toma de decisiones que realiza la clasificacio´n de las sen˜ales
por algu´n principio discriminante. A su vez, el entrenamiento comprende las siguientes
Figura 3.1: Diagrama de bloques reconocimiento de patrones
etapas: recoleccio´n y registro de sen˜ales ECG, y preprocesamiento de la sen˜al. Dicho pre-
procesamiento tiene como objetivo adecuar los datos de tal forma, que exista un mı´nimo
efecto de las perturbaciones, conservando el suficiente poder discriminante. Seguidamente
se realiza la estimacio´n de caracterı´sticas de ECG para cada una de las clases involucradas
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en el estudio, que para este caso corresponde a la fibrilacio´n ventricular, junto con otros
tipos de arritmia ventriculares. Finalmente, se efectu´a el ana´lisis del poder discriminante
de las caracterı´sticas de ECG con el objetivo de mejorar el desempen˜o del clasificador.
3.1 Recoleccio´n y registro de sen˜ales ECG
3.1.1 Conjunto de ana´lisis
En general, el conjunto de sen˜ales de ECG empleado en el entrenamiento debe cumplir con
las siguientes condiciones [5]:
1. Presencia de sen˜ales representativas. Sin embargo, se debe incluir sen˜ales raramente
observadas pero clı´nicamente significativas.
2. Estandarizacio´n de los registros ECG, es decir, sen˜ales utilizadas por un amplio sec-
tor de la comunidad cientı´fica.
3. Etiquetamiento clı´nico de Registros. Normalmente, cada complejo QRS, ha sido
manualmente etiquetado por dos o ma´s cardio´logos, trabajando de forma indepen-
diente. Estas anotaciones sirven de referencia para comparar los resultados pro-
ducidos por cierto me´todo automa´tico de procesamiento, y los producidos segu´n el
esta´ndar de los cardio´logos.
4. Digitalizacio´n de los registros electro´nicos de ECG. El formato debe incluir la in-
formacio´n de los para´metros de registro, entre ellos, la frecuencia de muestreo, la
ganancia (amplitud), etc.
En el desarrollo de sistemas automa´ticos de clasificacio´n de ECG, es preferible el empleo de
bases de datos, por cuanto estas permiten la evaluacio´n de los me´todos de ana´lisis y proce-
samiento desarrollados de una forma reproducible, automa´tica, cuantitativa, y esta´ndar.
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3.1.2 Base de datos
La base de datos (BD) empleada es la del MIT-BIH (The Massachusetts Institute of Technology-
Beth Israel Hospital), por ser una de las principales fuentes reconocidas de registros de
ECG. En esta BD se han incluido sen˜ales representativas de un conjunto amplio de pa-
tologı´as, con larga duracio´n (hasta 24h [5]), adema´s incluye campos de etiquetas realizados
por expertos con el fin de servir de patro´n para evaluar los diferentes algoritmos de proce-
samiento de sen˜ales ECG. A trave´s de la BD MIT-BIH (acceso vı´a Physionet) se pueden
obtener registros de otras bases de datos, con lo cual todas las sen˜ales a utilizar proceden de
una misma fuente. La BD MIT-BIH contiene la siguiente clasificacio´n de registros ECG:
– Base de datos de arritmias. Contiene 48 fragmentos de 30 minutos correspondientes
a registros ambulatorios de dos canales (frecuencia de muestreo - 360Hz, resolucio´n
- 11bits, y rango de 10mV).
– Creighton University Ventricular Tachyarrhythmia Database. Contiene 35 registros
del tipo fibrilacio´n ventricular (duracio´n aprox. 8.5 minutos, frecuencia de muestreo
- 250Hz).
– MIT-BIH Noise Stress Test Database. Contiene 15 registros de 30 minutos.
– MIT-BIH ST Change Database. Contiene 28 registros de duracio´n entre 13 y 67
minutos.
– MIT-BIH Malignant Ventricular Arrhythmia Database. Se encuentran disponibles
22 registros de 30 minutos.
– MIT-BIH Atrial Fibrillation/Flutter Database. Contiene 25 registros de 10 horas.
– MIT-BIH ECG Compression Test Database.
– MIT-BIH Supraventricular Arrhythmia Database. Esta base de datos incluye 78 re-
gistros de 30 minutos.
– MIT-BIH Long-Term Database. Corresponde a 7 registros de larga duracio´n, entre
10 y 22 horas, extraı´dos de registros Holter reales.
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– MIT-BIH Normal Sinus Rhythm Database.
3.2 Preprocesamiento de las sen˜ales de ECG
El preprocesamiento se realiza con el objetivo de reducir alteraciones en gran parte debidas
al ruido generado durante la adquisicio´n y el registro de la sen˜al ECG.
3.2.1 Interferencias y artefactos
Estas perturbaciones se clasifican en interferencias y artefactos, los cuales contaminan el
contenido de la informacio´n y disminuyen la efectividad del proceso automatizado. En
el caso de las interferencias se hace referencia a las perturbaciones de origen electro-
magne´tico, mientras que en los artefactos se tienen en cuenta las perturbaciones generadas
por movimientos o posturas incorrectas del paciente. Los procedimientos ma´s empleados
para la reduccio´n de ruido en sen˜ales ECG son los basados en: filtrado cla´sico, filtrado
de media mo´vil, promedio de latidos, aproximacio´n mediante funciones y la transformada
Wavelet [19]. Desde el punto de vista del procesamiento de sen˜ales, se debe tener en cuenta
el contenido en frecuencia del ECG. El ancho de banda del ECG es aproximadamente de
unos 125 Hz, con la distribucio´n mostrada en la figura 3.2. En la literatura se encuentra que
los componentes por encima de los 35 Hz no son muy significativos [19].
Los registros de sen˜ales ECG pueden ser contaminados por varias clases de perturbaciones,
entre las cuales esta´n [98]:
– Interferencia de lı´nea de potencia. Corresponde a la sen˜al de 60 Hz y sus armo´nicos.
Las caracterı´sticas que pueden ser necesarias para variar un modelo de ruido de lı´nea
de potencia incluyen la amplitud y la frecuencia contenidas en la sen˜al.
– Ruido por contacto de electrodos. Es el ruido transitorio causado por la pe´rdida de
contacto entre el electrodo y la piel, la cual efectivamente desconecta el sistema de
medicio´n del sujeto [98].
– Artefactos de movimiento. Son cambios transitorios (pero no escalones) en la lı´nea
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Figura 3.2: Espectro de la sen˜al ECG
base causados por cambios en la impedancia electrodo-piel debido al movimiento del
electrodo.
– Contraccio´n muscular (Electromiogra´fico, EMG). Las contracciones musculares cau-
san potenciales de niveles de mV. La lı´nea base del EMG esta´ usualmente en el rango
de los µV y por lo tanto es usualmente insignificante.
– Desplazamiento de lı´nea base y modulacio´n de amplitud de ECG con respiracio´n.
El desplazamiento de lı´nea base por respiracio´n puede ser representado como una
componente sinusoidal en la frecuencia de respiracio´n adherida a la sen˜al de ECG.
Es de especial cuidado el tratamiento de este tipo de ruido, debido a que se encuentra
ubicado en la banda de componentes importantes del ECG, por lo que su filtrado
puede eliminar componentes importantes en e´l.
– Ruido electroquiru´rgico. Este destruye completamente el ECG y puede ser repre-
sentado con una gran cantidad de sinusoides con frecuencias aproximadamente entre
100 Hz y 900 Hz [68].
– Ruido de instrumentacio´n generado por dispositivos electro´nicos utilizados en proce-
samiento de sen˜ales.
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3.2.2 Filtracio´n de perturbaciones
Filtros FIR
El me´todo ma´s comu´n para la reduccio´n de ruido, asumiendo que los espectros de la per-
turbacio´n no se traslapen con las de la sen˜al ECG, es el que se realiza mediante filtros
pasabajos [66]. La expresio´n general del filtro lineal e invariante en tiempo discreto es la
siguiente:
y[n] =
N∑
i=0
aix[n− i]−
M∑
j=1
bjy[n− j] (3.1)
donde a y b son los coeficientes del filtro.
Molificacio´n
Una caso especial, es el ruido de la respiracio´n que debido a sus caracterı´sticas no presenta
resultados satisfactorios con un filtro FIR pasa-altos. Es preferible el empleo te´cnicas de
filtracio´n basadas en convolucio´n con kernels [86]. Entre los kernels empleados esta´n los
basados en el me´todo de regularizacio´n llamado Molificacio´n Discreta. Este me´todo per-
mite recuperar de manera estable una sen˜al en el tiempo, conocida de manera aproximada
en una malla dentro de su dominio.
Una forma directa de implementar un filtro digital corresponde a la convolucio´n de la sen˜al
de entrada con la respuesta impulso del filtro digital. Cuando la respuesta impulso es uti-
lizada de esta manera, se dice de un filtro por kernel [86]. De este modo, la δ−molificacio´n
de una funcio´n integrable f esta´ basada en la convolucio´n con el Kernel [3]:
ρδ,p(x) =
 Apδ−1 exp(−x
2
δ2
), −pδ ≤ x ≤ pδ
0, en otro caso.
(3.2)
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Dicho Kernel es no negativo, de clase C∞ {(−pδ, pδ)}, adema´s,
+∞∫
−∞
ρδ,p(x)dx =
pδ∫
−pδ
ρδ,p(x)dx
= Ap
pδ∫
−pδ
δ−1 exp(
−x2
δ2
)dx
= Ap
p∫
−p
exp(−u2)du = 1
lo que demuestra que no existen pe´rdidas de energı´a al aplicar el kernel.
El disen˜o del kernel pasaaltos se puede realizar mediante el me´todo de muestreo en fre-
cuencia [60], que exige el conocimiento del vector de magnitud A, el vector de fase F y
el nu´mero de puntos N . En el caso particular, A se genero´ con una funcio´n exponencial,
obtenie´ndose la respuesta espectral deseada descrita por:
A(ω) = 1− e−ω/τ (3.3)
donde τ es el para´metro a modificar para obtener la respuesta deseada. Para F se considera
un vector lineal de N puntos igualmente distribuidos con valores desde 0 hasta 1, en orden
a obtener una fase lineal. N es el nu´mero de puntos para los dos vectores y para el kernel
que se desea obtener. La respuesta en frecuencia obtenida para el kernel descrito se puede
Figura 3.3: Respuesta de frecuencia del Kernel pasaaltos (η = 250 y τ = 10)
observar en Fig 3.3, ası´ como la respectiva realizacio´n de una sen˜al ECG filtrada se expone
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en la tabla de figuras 3.1. Los procedimientos particulares de esta te´cnica aplicada a la
filtracio´n de sen˜ales ECG se desarrolla en [75].
Sen˜al sin filtrar Sen˜al filtrada
Tabla 3.1: Filtracio´n de la Sen˜al ECG
3.3 Estimacio´n de caracterı´sticas ECG usando te´cnicas no
lineales
Las tres clases de estado funcional a clasificar de acuerdo a la actividad presentada en los
registros de ECG son: normal (k = 1), fibrilacio´n ventricular (k = 2) y otros tipos de
arritmia (k = 3). Se considera que las tres clases a analizar muestran evidencias relevantes
de dina´mica no lineal,por tanto, se emplean te´cnicas de caracterizacio´n no lineal consis-
tentes en obtener los ı´ndices de complejidad, impredecibilidad y caoticidad de los registros
respectivos de ECG. Cada registro va a ser notado de la forma ϕi,j , donde i es el nu´mero
de la clase y j es el nu´mero del registro. Los siguientes son los para´metros de complejidad
que se consideran inicialmente en la caracterizacio´n de sen˜ales ECG:
3.3.1 Informacio´n mutua promedio (ξ1)
Por cuanto, algunos de los para´metros de complejidad emplean indirectamente la informa-
cio´n mutua promedio, este fue la primera caracterı´stica de ECG analizada. La informacio´n
mutua promedio (Average Mutual Information - AMI) brinda la relacio´n cuantitativa de
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informacio´n que hay entre los datos medidos de las sen˜ales. Adema´s, puede servir de in-
dicativo del retardo τ que se requiere para reconstruir el atractor en el espacio de fase [32].
El valor de retardo esta´ determinado por el punto en que se presenta el primer mı´nimo en la
serie de estimaciones del valor AMI, a lo largo de un registro ECG. La informacio´n mutua
promedio esta´ definida como:
I(τ) =
∑
i,i+τ
P (X(i), X(i+ τ)) log2
[
P (X(i), X(i+ τ))
P (X(i))P (X(i+ τ))
]
(3.4)
donde X(i) es el vector correspondiente al segmento de registro de ECG, P (X(i)) y
P (X(i + τ)) son las probabilidades individuales para las mediciones X(i) y X(i + τ),
siendo P (X(i), X(i + τ)) la respectiva probabilidad conjunta. El valor de τ corresponde
al nu´mero de muestras en el que se presenta el primer mı´nimo en los valores estimados. En
la tabla de gra´ficas 3.2, para las tres clases de estudio, se presentan los valores obtenidos
de AMI (cantidad de informacio´n por el eje y, contra el nu´mero de muestras en el eje x).
Mientras, en la tabla 3.3 se da el promedio y la varianza de los valores para los cuales se
presentaba el mı´nimo de la serie de estimaciones del valor AMI para todos los registros de
cada una de las clases. Todos los valores obtenidos, se exponen detalladamente en el anexo
C.1.
k = 1 k = 2 k = 3
Tabla 3.2: Informacio´n mutua promedio
3.3.2 Dimensio´n de correlacio´n (ξ2)
En la estimacio´n, se utilizo´ el algoritmo de Takens [89] descrito en el apartado 2.2.2, para
el cual se sugiere un valor de dimensio´n de inmersio´n igual a 20. La reconstruccio´n del
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AMI k = 1 k = 2 k = 3
ξ1 96 14 94
σ2ξ1 211.94 6.095 829.46
Tabla 3.3: Estadı´stica de los valores obtenidos en la serie de estimaciones AMI
atractor se hizo teniendo en cuenta el retardo τ que se obtuvo por medio de las series AMI.
En la estimacio´n de la dimensio´n de correlacio´n a lo largo de los registros, se empleo´ un
valor de apertura de ventanas de ana´lisis correspondientes a 15000 muestras.
En la tabla 3.4, para las tres clases de estudio, se presentan la media y la varianza de los
valores obtenidos en la estimacio´n de ξ2. En la figura 3.4 se analiza el comportamiento
de la estimacio´n por intervalos para cada una de las clases de ana´lisis. Todos los valores
calculados se encuentran en el anexo C.2.
DC k = 1 k = 2 k = 3
ξ2 4.6443 9.7637 6.03
σ2ξ2 4.36 37.68 15.42
Tabla 3.4: Estadı´stica de los valores obtenidos en la estimacio´n de la dimensio´n de correlacio´n
Figura 3.4: Comportamiento de la DC a lo largo de los registros de las diferentes clases
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3.3.3 Caracterı´sticas basadas en vectores de energı´a (ξ3, ξ4)
En general, para relaciones sen˜al/ruido bajas es difı´cil la estimacio´n de la dimensio´n de
correlacio´n y otros para´metros importantes. Una forma de reducir la influencia del ruido de
una sen˜al es utilizando el me´todo de descomposicio´n en valores singulares, el cual forma
una matriz a partir de los vectores embebidos en el espacio de fase y luego, tras calcular los
autovectores y autovalores, se realiza la reconstruccio´n de la sen˜al rotando la matriz a una
base reducida compuesta por los autovectores que tengan un valor significativo. Debido a
que los autovectores con autovalores relativamente pequen˜os son supuestamente domina-
dos por el ruido, esta reduccio´n del espacio de fase es una forma de contrarrestar la influ-
encia del ruido presente en los registros ECG. La transformada de Karhunen-Loeve [63]
es el procedimiento usualmente empleado en la descomposicio´n de valores singulares por
medio de la cual se puede reducir la dimensionalidad del sistema y obtener los ejes sobre
los cuales se distribuye la mejor concentracio´n de energı´a del sistema. Analizando la evolu-
cio´n en el tiempo de los ejes donde se concentra la mayor cantidad de energı´a se pueden
hallar caracterı´sticas dina´micas propias de las transiciones de estado del sistema a ser ana-
lizado.
Sea la representacio´n del registro de la sen˜al ECG original discretizada, dada por el vector:
y(n) =
[
y1 y2 y3 . . . yN
]
Utilizando el valor del primer cruce por cero de la funcio´n de autocorrelacio´n de y(n), se
escoge el para´metro L, con el cual se genera el siguiente arreglo:
v1 = [y(1), y(2), ..., y(L)]
T
Si N es el nu´mero de muestras de la serie de tiempo, entonces se pueden generar K in-
tervalos de L muestras, de donde K = M/L; ası´, para cada intervalo Ki, se conforman
L vectores columna de dimensio´n L, cada uno desplazado una muestra con respecto al
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anterior, de forma que los vectores queden altamente correlacionados.
v1 = [y(1), y(2), ..., y(L)]
T
v2 = [y(2), y(3), ..., y(L+ 1)]
T
v3 = [y(3), y(4), ..., y(L+ 2)]
T
.
.
.
vL = [y(L), y(L+ 1), ..., y(2L)]
T
Con estos vectores se forma la matriz trayectoria de la sen˜al A(t) = [v1, v2, ..., vL], siendo
v1, v2, ..., vL vectores columna. A partir de e´sta se obtiene la matriz de autocorrelacio´n
Q(Kn) del intervalo Kn, que corresponde a:
Q(Kn) = E
[
viv
T
i
] (3.5)
donde, vi corresponde a los vectores muestra de la sen˜al. El elemento (i,j) de la matriz de
autocorrelacio´n corresponde a:
Q
(Kn)
i,j =
1
L
L∑
m=1
yKm,iy
K
m.j (3.6)
Para cada segmento Ki se tienen L vectores (altamente correlacionados) de los cuales se
quiere encontrar la representacio´n estadı´stica. Se puede suponer que estos vectores residen
en un espacio P -dimensional. Para generar dicho espacio se aplica la te´cnica de Karhunen-
Loeve, con lo cual, partiendo de la matriz de autocorrelacio´n de los vectores L se logra
obtener un conjunto ortogonal de P vectores de dimensio´n L que generen el subespacio
vectorial en el que los vectores residen. Lo que se obtiene con esta transformacio´n es que
se puedan representar los vectores L con un nu´mero menor de vectores que expanden el
espacio vectorial de los datos. Esto es, se consigue la disminucio´n de la dimensionalidad
del problema de L vectores a P vectores. Este nu´mero P es el que en definitiva se uti-
liza como indicador de la distribucio´n de energı´a del sistema. Seguidamente se realiza el
mismo procedimiento para el siguiente intervalo Ki+1, que comienza en la muestra L y va
hasta 2L, y ası´ sucesivamente, hasta que el total de las muestras del registro sean analizadas.
Una vez calculado el para´metro P para todos los intervalos del registro, se puede obtener la
representacio´n gra´fica de e´stos, la cual ofrecerı´a informacio´n a cerca del comportamiento
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de P conforme la sen˜al evoluciona en el tiempo. Otro indicador se obtiene multiplicando un
porcentaje de retencio´n de valores1 por el ma´ximo valor propio obtenido en un intervalo; el
nu´mero de valores propios que este´ por encima de dicha multiplicacio´n se guarda y se hace
consecutivamente igual en los dema´s intervalos. Al final se representan gra´ficamente los
valores obtenidos y se obtiene una forma de medida de complejidad de la sen˜al conforme
evoluciona en el tiempo. Siguiendo el mismo procedimiento, se puede almacenar el mayor
autovalor para cada matriz de autocorrelacio´n y se tiene la opcio´n de analizar gra´ficamente
la evolucio´n en el tiempo de dichos autovalores, lo cual da idea del comportamiento de la
energı´a de la sen˜al.
En la tabla 3.5, para las tres clases de estudio, se presentan los valores obtenidos en la esti-
macio´n de la media y la varianza del nu´mero de autovalores retenidos (NAR) ξ3. La tabla
3.6 muestra el valor de la media y la varianza de los ma´ximos autovalores (MA) ξ4 encon-
trados en los registros. En todos los casos se trabajo´ con un L=300; este valor se obtuvo
por tanteo y error debido a que se requerı´a que el nu´mero de muestras fuera el suficiente
para contener latidos completos. Todos los valores obtenidos se muestran en los anexos
C.3 y C.4.
NAR k = 1 k = 2 k = 3
ξ3 32 35 42
σ2ξ3 17.4 6.1 31.49
Tabla 3.5: Estadı´stica del nu´mero de los autovalores retenidos
MA k = 1 k = 2 k = 3
ξ4 96 14 94
σ2ξ4 211.94 6.095 829.46
Tabla 3.6: Estadı´stica de los ma´ximos autovalores estimados
1Porcentaje de retencio´n de valores– es un valor que se obtiene por ensayo y error, buscando retener los
suficientes valores propios para lograr una gra´fica significativa.
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3.3.4 Estimacio´n de los exponentes de Lyapunov (ξ5)
En primera instancia se analiza la estimacio´n de los exponentes de Lyapunov, en sen˜ales
ECG clasificadas previamente en normal y con el tipo de patologı´a Fibrilacio´n Ventricular.
Inicialmente, el marcador ma´s inmediato y ampliamente utilizado para un gran nu´mero de
medidas sobre el ECG es el ritmo cardı´aco a trave´s de la deteccio´n del complejo QRS, pero
debido a la dificultad de su deteccio´n en casos de fibrilacio´n, este para´metro no resulta
aconsejable como u´nico marcador, aunque algunos algoritmos se apoyan en e´l para emitir
algu´n diagno´stico [78].
Algoritmo de Wolf et al.
El algoritmo estima el mayor exponente de Lyapunov a partir de una serie de tiempo [100].
Primero se hace la reconstruccio´n del espacio de fase y se busca el punto del conjunto de
vecinos ma´s cercano Xtn (vector del atractor con la mı´nima distancia euclidiana al punto
en cuestio´n) para el primer vector embebido Xt0. Se debe tener en cuenta una restriccio´n
en la bu´squeda del vecino, pues e´ste debe estar lo suficientemente separado en tiempo, tal
que no se computen como vecinos ma´s cercanos los vectores consecutivos de la misma
trayectoria. Sin tener en cuenta esta correccio´n, los exponentes de Lyapunov pueden estar
adulterados debido a la correlacio´n temporal de los vecinos. Una vez se determinan el
vecino Xtn y la distancia inicial L(0) se hace evolucionar el sistema un tiempo fijo ∆t
(tiempo de evolucio´n) y se calcula la nueva distancia L(∆t). Luego se busca un vector de
reemplazo tan cerca como sea posible del punto de la trayectoria fiducial2 evolucionado
Xt0+∆t y que conserve aproximadamente la misma orientacio´n angular del vector trazado
entre Xt0+∆t y Xtn+∆t; este proceso se repite sucesivamente hasta alcanzar el numero total
de vectores embebidos M . Finalmente el exponente de Lyapunov se puede estimar usando
la fo´rmula 3.7:
λ =
1
M ·∆t
M∑
i=1
log2
|Li,j(∆t)|
|Li,j(0)| (3.7)
2La trayectoria fiducial– es aquella que comienza en el primer punto en el tiempo de un atractor recons-
truido a partir de una serie de datos y contiene los puntos que lo suceden ordenados temporalmente.
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donde:
Li,j(0) = Xti −Xtj
Li,j(∆t) = Xti+∆t −Xtj+∆t
y j corresponde al ı´ndice del vecino ma´s cercano (o vector de reemplazo) del vector Xti.
Algoritmo de Rosenstein et al. [79]
Este algoritmo es similar al de Wolf et al., permite la estimacio´n de los exponentes de
Liapunov partir de una serie de tiempo corta y ruidosa. El primer paso consiste en la re-
construccio´n del espacio de fase. Luego se halla el vecino ma´s cercano para cada vector
embebido. despue´s de eso se hace evolucionar el sistema un tiempo fijo preestablecido, y
el ma´ximo exponente de Lyapunov se puede estimar como la tasa de separacio´n promedio
entre vecinos.
Asumiendo que la separacio´n se determina a partir del ma´ximo exponente de Lyapunov (λ),
entonces en un tiempo t la distancia sera´ d(t) ∼ Ceλt, donde C es la separacio´n inicial.
Tomando el logaritmo natural a ambos lados de la expresio´n se obtiene:
Ln(d(t)) ∼ Ln(C) + λt
Esto proporciona un conjunto de lı´neas paralelas para las diferentes dimensiones de embe-
bimiento y el ma´ximo exponente de Lyapunov se puede calcular como la pendiente prome-
dio de todos los vectores embebidos.
Los exponentes de Lyapunov son altamente sensibles con respecto al para´metro de sepa-
racio´n en tiempo τ (necesario para la reconstruccio´n del atractor), a la dimensio´n de embe-
bimiento o de inmersio´n y especialmente al tiempo de evolucio´n del sistema. De otra parte,
la condicio´n de Eckmann-Ruelle [28] da la estimacio´n del taman˜o mı´nimo de apertura
necesario para el ca´lculo de la dimensio´n del atractor y el exponente de Lyapunov. Este
requerimiento indica que los vecinos calculados para un punto de referencia dado deben
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estar dentro de un radio r, donde r es pequen˜a con respecto al dia´metro d del atractor
reconstruido, por ende:
r
d
= ρ << 1
el valor de ρ suele ser escogido igual a 0.1, adema´s el nu´mero de candidatos para vecinos,
Γ(r), debe ser mucho mayor que uno (Γ(r) >> 1). Por otro lado, Γ(r) ≈ K · rD y
Γ(d) ≈ N , donde K es una constante, D es la dimensio´n del atractor y N es el nu´mero de
datos. Por lo tanto se obtiene:
Γ(r) ≈ N
(r
d
)D
>> 1 (3.8)
Finalmente se obtiene la condicio´n de Eckmann-Ruelle para el nu´mero mı´nimo de datos
para el ca´lculo de los exponentes de Lyapunov:
Log(N) >> D · Log
(
1
ρ
)
(3.9)
Si se toma ρ = 0.1, se obtiene un N , tal que
N > 10D (3.10)
En la tabla ??, para las tres clases de estudio, se presentan la media y la varianza de
los valores obtenidos en la estimacio´n de ξ3. Los ma´ximos exponentes de Lyapunov
(MEL)fueron calculados utilizando el algoritmo de Wolf et al. para los segmentos de
sen˜ales descritos. Todos los valores calculados se encuentran en el anexo C.5.
MEL k = 1 k = 2 k = 3
ξ5 7.885 5.493 6.694
σ2ξ5 0.439 0.631 0.774
Tabla 3.7: Estadı´stica de los exponentes de Lyapunov estimados
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3.3.5 Morfologı´a del atractor 3D
Despue´s de analizar los resultados descritos en los puntos anteriores, se procedio´ a recon-
struir los atractores con una dimensio´n de inmersio´n igual a 3 y con el mismo retardo (τ )
utilizado en las pruebas anteriores. Esto se hace con el objetivo de visualizar la morfologı´a
de los atractores para las diferentes clases en un espacio de inmersio´n tridimensional. En
la tabla de figuras 3.8 se presenta un atractor tı´pico de cada una de las clases. Todos los
atractores 3D reconstruidos se exponen en el anexo C.6.
Atractor para k=1 Atractor para k=2 Atractor para k=3
Tabla 3.8: Atractores reconstruidos de sen˜ales ECG para las diferentes clases
3.4 Ana´lisis discriminante
Un problema frecuente en las tareas de clasificacio´n es el referido a la dimensionalidad,
entendida como la cantidad de caracterı´sticas a considerar, que puede ser enorme, com-
parable con la cantidad de realizaciones de entrenamiento del sistema, generando consigo
alta variabilidad en el modelo discriminante. Esto tı´picamente conlleva a la degradacio´n en
el rendimiento del clasificador. La seleccio´n de para´metros, consiste en la reduccio´n de la
dimensionalidad de las caracterı´sticas iniciales de ECG que alimentan el clasificador, man-
teniendo un nivel de discriminacio´n, tal que permita el reconocimiento de las diferentes
clases de estado funcional cardı´aco. En este sentido, las te´cnicas de ana´lisis multivariado
permiten analizar la confiabilidad de las caracterı´sticas propuestas del sistema por diversos
criterios, entre ellos, la dependencia estadı´stica y la redundancia informativa.
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El objetivo ba´sico del ana´lisis discriminante es la identificacio´n de las posibles relaciones
que existan entre las observaciones originadas de las diferentes clases, para de esta manera
ubicar los elementos no clasificados en alguna de las categorı´as predefinidas.
Con el propo´sito de elegir, dentro del espacio total de caracterı´sticas ECG, aquellas que
discriminen adecuadamente las clases de estado funcional cardı´aco definidas, se presenta
la siguiente metodologı´a propuesta en [94]:
– Prueba de hipo´tesis estadı´stica para la comparacio´n del promedio de las clases.
– Ana´lisis de correlacio´n por rangos (matriz de Spearman), que estima el grado de
dependencia estadı´stica entre los pares de caracterı´sticas ECG.
– Ana´lisis de componentes principales, destinado a la reduccio´n de la dimensionalidad
del espacio de caracterı´sticas ECG.
3.4.1 Ana´lisis de correlacio´n por rangos
Como medida de asociacio´n entre las caracterı´sticas de ECG, el ana´lisis de correlacio´n
por rangos es utilizado para observar su mutua dependencia. Una de estas medidas de
asociacio´n es el coeficiente de rango de Spearman [25]. Los valores de los coeficientes de
correlacio´n por rangos esta´n entre -1 y 1. Un valor cercano a cero indica que no existe
una asociacio´n entre las variables. El coeficiente de correlacio´n de Spearman rs es definido
como el coeficiente de correlacio´n lineal entre los rangos de cada xi ∈ x ⊆ F , ası´:
rs =
Ns∑
i=1
(Ri −R)(Si − S)√
Ns∑
i=1
(Ri −R)2
√
Ns∑
i=1
(Si − S)
(3.11)
Aunque se pierde alguna informacio´n al reemplazar los datos originales por sus rangos,
el coeficiente de Spearman es ma´s robusto a la presencia de anomalı´as en los datos que
la correlacio´n lineal, debido a que pequen˜as variaciones no influyen el rango de los datos.
La transformacio´n del espacio original al espacio de rangos genera una linealizacio´n entre
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las caracterı´sticas [25]. En la tabla 3.9 se presenta el resultado del ana´lisis de correlacio´n
por rangos para las 5 caracterı´sticas de ECG (ξ1, ξ2, ..., ξ5) por cada una de las 3 clases
presentes (k = 1, k = 2yk = 3). Este resultado puede observarse gra´ficamente en la figura
3.5.
1.000 -0.389 0.221 -0.283 0.588
-0.389 1.000 -0.002 0.040 -0.372
0.221 -0.002 1.000 -0.602 -0.131
-0.283 0.040 -0.602 1.000 -0.005
0.588 -0.372 -0.131 -0.005 1.000
Tabla 3.9: Ana´lisis de Correlacio´n
Figura 3.5: Correlacio´n entre las caracterı´sticas
En la figura 3.5 se observa que al tomar un valor razonable de independencia estadı´stica
(en este caso, se tomo´ 0.4), el ana´lisis de correlacio´n indica que la cantidad de pares de car-
acterı´sticas ECG que pueden ser consideradas como independientes es significativo. Otro
punto es que ξ3 procede de un ca´lculo que involucra ξ4, es por esto que se puede apreciar
una dependencia estadı´stica considerable entre estas dos caracterı´sticas; esto indica que
hay una posible redundancia en la informacio´n. Un ensamble efectivo podrı´a prescindir de
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una de las dos caracterı´sticas, utilizando un criterio de seleccio´n que consistirı´a en escoger
el que presente menos coeficiente de correlacio´n con los dema´s.
3.4.2 Ana´lisis de componentes principales
Es tal vez uno de los me´todos de reduccio´n de dimensio´n ma´s utilizado, en gran parte de-
bido a su simplicidad conceptual y a la eficiencia computacional de sus algoritmos. Tam-
bie´n conocido como la transformacio´n de Karhunene-Loe`ve. [63]. Inicialmente su campo
de accio´n se centra en las transformaciones lineales de los datos originales, y busca maxi-
mizar la varianza direccional de una manera no correlacionada, ası´ el problema de reduc-
cio´n de dimensionalidad tiene un solucio´n analı´tica exacta.
Geome´tricamente, el hiperplano generado por los primeros L componentes principales es
el hiperplano de regresio´n que minimiza las distancias ortogonales a los datos. Por esta
razo´n PCA es un me´todo de regresio´n sime´trica, contrario a la regresio´n lineal esta´ndar.
Sin embargo, este ana´lisis so´lo esta´ en capacidad de encontrar un subespacio lineal, lo que
Figura 3.6: Representacio´n de la varianza ma´xima por PCA
indica que no puede manejar datos con una relacio´n no lineal. No se conoce cua´ntos com-
ponentes principales deben tomarse en cuenta; aunque existen algunas reglas empı´ricas
para decidir, i.e, eliminar aquellos componentes cuyos autovalores sean menores a cierta
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fraccio´n del mayor de los autovalores, o tener en cuenta los necesarios para representar
cierto porcentaje de la varianza total [63].
El objetivo es encontrar los autovectores de la matriz de covarianza. Dichos autovectores
describen la direccio´n de los componentes principales de los datos originales, y su in-
terpretacio´n estadı´stica esta´ dada por el autovalor correspondiente. Este me´todo puede
estructurarse de la siguiente manera [63]:
1. Conformacio´n de la matriz inicial de datos F ⊂ RM , a partir de vectores de carac-
terı´sticas x.
2. Centralizacio´n del primer momento, calcular x¯ y restarlo de cada xi ∈ x ⊆ F .
3. Ca´lculo de la matriz de covarianza (o de correlacio´n) Σ.
4. Determinacio´n de los autovectores y autovalores para la matriz Σ.
Σν = λν (3.12)
en donde λ es un autovalor y ν un autovector.
5. Organizacio´n de los autovalores de tal manera que:
λ1 > λ2 > · · · > λn (3.13)
6. Seleccio´n de los primeros d 6 n autovectores y generar el nuevo set de datos en la
nueva representacio´n estableciendo un criterio sobre la varianza porcentual acumu-
lada.
El resultado que se obtuvo al realizar un ana´lisis de los componentes principales sobre las
caracterı´sticas ECG estudiadas se muestra en la figura 3.7. En te´rminos de reduccio´n, los
resultados presentados en la figura 3.7 indican que la dimensionalidad del vector original de
caracterı´sticas puede ser llevado a 4 componentes para un criterio de varianza acumulada
del 95%; aunque por el costo que representa el ana´lisis de los componentes principales
para reducir tan so´lo una caracterı´stica, es ma´s viable trabajar con el conjunto completo de
caracterı´sticas; adema´s, los resultados que en estas condiciones arroja el clasificador, es del
99.98%.
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Figura 3.7: Ana´lisis de los componentes principales
3.4.3 Prueba y validacio´n
Las siguientes son las condiciones de prueba de clasificacio´n:
– Espacio analizado de Caracterı´sticas ECG. En concordancia con los resultados obtenidos
del ana´lisis multivariado se toma el conjunto completo de caracterı´sticas propuestas
(ξ1, ξ2, ξ3, ξ4, ξ5).
– Clasificadores de prueba. La consistencia de las caracterı´sticas en el reconocimiento
de las sen˜ales ECG, se probo´ en el clasificador del tipo Ma´quina de Soporte Vectorial
[48]. Una breve descripcio´n de este tipo de clasificadores se encuentra en el anexo
D.
– Estrategia de validacio´n. Se realizo´ la validacio´n cruzada con el objetivo de observar
la variacio´n en los para´metros del clasificador y su capacidad de generalizacio´n, para
esto se utilizaron 2 particiones de la muestra.
– Medida de desempen˜o. La medida Precisio´n indica el porcentaje de acierto promedio
obtenido en las dos validaciones; mientras Desviacio´n define la desviacio´n porcentu-
al del error de clasificacio´n.
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Caracterı´sticas del clasificador SVM utilizado
La arquitectura utilizada para la ma´quina de soporte vectorial corresponde a C-SVM mul-
ticlase con esquema “uno contra los dema´s” (one against the rest) para 3 clases y 5 carac-
terı´sticas. Es importante determinar la siguiente notacio´n:
cv: Validacio´n cruzada.
acc: Precisio´n.
k: Es el kernel, lo cual es el mapeo de un espacio de entrada en otro que tiende a ser
infinito-dimensional.
c: Es el para´metro de regularizacio´n inversa de la ma´quina de soporte vectorial.
d: Grado del polinomio.
γ: Es equivalente a 1/(2σ2) para una funcio´n de gauss.
Los kernels empleados en el presente trabajo corresponden a los siguientes con sus respec-
tivas caracterı´sticas:
– Lineal. Con c=1.
– Polinomial. Con c=1 y d=3.
– RBF-Radial Basis Function. Con c=10 y γ=0.2.
Los siguientes fueron los resultados del clasificador:
– SVM: cv = 2− 10 y acc = 98.2456.
– Kernel polinomial: cv = 2− 10 y acc = 98.2456.
– kernel RBF (Radial Basis Function): cv = 2− 10 y acc99.9.
Todos los resultados son para cv 2-10 y std =0, lo cual implica que para todas las valida-
ciones cruzadas de 2 hasta 10 se obtuvieron los mismos resultados.
Observaciones
– Para radial basis SVM se tuvo que normalizar los datos entre uno y menos uno, sino
el acc no sube de 35%. Esto se debe a que son nu´meros grandes y todos positivos.
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– Que la validacio´n cruzada arroje el mismo resultado para todas las particiones, sig-
nifica que las caracterı´sticas tienen buena capacidad de discriminacio´n.
– Con los datos escalados, linear SVM baja el rendimiento un poco ma´s que polinomi-
al, esto es debido a que en el espacio normalizado ya no son tan separables.
– El mejor kernel es el RBF, ya que el mapeo del kernel es mucho mas estable ante
variaciones del conjunto de datos o con nuevas muestras. Adema´s, los kernels lineal
y polinomial tienen una respuesta lenta, au´n en conjuntos pequen˜os como el utilizado
en el ana´lisis.
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Conclusiones
– Se analiza y desarrolla la caracterizacio´n de los estados funcionales normales de la
actividad cardı´aca, como tambie´n los patolo´gicos de los tipos fibrilacio´n ventricular,
taquicardia ventricular y fluttering; empleando las siguientes te´cnicas de dina´mica
no lineal: Dimensio´n de correlacio´n, mı´nimo valor de AMI, nu´mero de autovalores
retenidos, dina´mica de los ma´ximos autovalores y exponentes de Lyapunov.
– Se analiza la sensibilidad de la estimacio´n de cada una de las caracterı´sticas mediante
el estudio de los diferentes algoritmos propuestos para el ca´lculo. Como resultado se
obtiene que la estimacio´n de las propuestas, presentan suficiente consistencia para la
clasificacio´n de las sen˜ales. Este ana´lisis tambie´n mostro´ que debido a los altos costos
computacionales de los algoritmos propuestos para el ca´lculo de las caracterı´sticas,
la clasificacio´n debe realizarse en condiciones fuera de lı´nea.
– Se analiza y desarrolla una metodologı´a orientada al estudio del poder discriminante
de las caracterı´sticas en la clasificacio´n de estados funcionales cardı´acos propuestos.
El ana´lisis discriminante esta´ basado en el criterio de dependencia estadı´stica y de-
mostro´ que ba´sicamente el conjunto de caracterı´sticas propuesto representan sufi-
ciente separabilidad entre las clases.
– La consistencia de las caracterı´sticas propuestas para el reconocimiento de estados
cardı´acos funcionales, se probo´ en ma´quinas de soporte vectorial. Como resultado se
obtuvo pra´cticamente la completa discriminabilidad de las clases.
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Ape´ndice A
Fundamentos de electrocardiografı´a
A.1 Origen fisiolo´gico
El corazo´n es una bomba muscular dividida en cuatro ca´maras: Dos ca´maras receptoras
o aurı´culas, localizadas en la parte superior y dos centros de bombeo o ventrı´culos en la
parte inferior, cuya misio´n es el bombeo de sangre desoxigenada a los pulmones y de san-
gre oxigenada a todas las partes del cuerpo. La contraccio´n y distensio´n de dichas ca´maras
se realiza de manera sı´ncrona de tal forma que se optimiza el gasto cardı´aco [35].
El corazo´n esta´ compuesto por ce´lulas excitables que se contraen al ser estimuladas por sus
vecinas y esa contraccio´n se da u´nicamente, si el mu´sculo cardı´aco cambia la conductividad
de su pared celular, permitiendo un flujo de iones de Calcio [98]. En la figura A.1 se mues-
tra el sistema de conduccio´n de impulsos del corazo´n, el cual esta´ compuesto por: 1) El
nodo sinoauricular; 2) el nodo aurı´culo-ventricular; 3) el haz de His; 4) las ramas derecha e
izquierda del haz de His; y 5) el sistema de Purkinje. En general, la contraccio´n es dispara-
da por el nodo sinusal cuando se excede un determinado potencial de umbral. En reposo
las ce´lulas tienen un potencial transmembrana de 90mV, el cual es cı´clico, con un perio-
do entre 400 y 1200ms. Este nodo sinusal, situado en la posicio´n cefa´lica de la aurı´cula
derecha, esta´ compuesto por un grupo de ce´lulas que se despolarizan automa´ticamente cada
800ms. Esta despolarizacio´n se transmite a las ce´lulas auriculares adyacentes, propagando
asimismo el llamado potencial de accio´n y describiendo un flujo de cationes Na+ y Ca++,
que irrumpen desde el medio extracelular hacia el interior cuando la membrana se hace
permeable. La conduccio´n se realiza a trave´s de todo el mu´sculo y a trave´s de los llamados
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Figura A.1: Anatomı´a del sistema de conduccio´n del corazo´n
caminos preferenciales, que transmiten el impulso de excitacio´n de forma ra´pida. De es-
ta forma, el estı´mulo se transmite a las dos aurı´culas que se contraen y llega hasta el nodo
aurı´culo-ventricular. Este conjunto de ce´lulas se caracterizan por tener una conduccio´n muy
lenta. Por otro lado, la separacio´n entre aurı´culas y ventrı´culos no es conductora salvo por
un punto. Por lo tanto, la excitacio´n queda retenida en el nodo aurı´culo-ventricular durante
el tiempo suficiente para que las aurı´culas hayan bombeado la sangre a los ventrı´culos.
Pasado este tiempo, la excitacio´n sigue su camino hacia los ventrı´culos a trave´s del haz de
His de forma ra´pida. A partir de este punto, la velocidad de la excitacio´n se acelera hasta
alcanzar las fibras de Purkinje donde se transmite a todos los puntos de ambos ventrı´culos
causando la contraccio´n de e´stos y, por consiguiente, la expulsio´n de la sangre venosa hacia
los pulmones y de la sangre arterial hacia el resto del cuerpo. La fase de recuperacio´n se
conoce como repolarizacio´n, y durante este periodo las concentraciones de iones vuelven al
nivel normal. Existe una conexio´n especial, el nodo auriculoventricular (AV), que avanza
de aurı´cula a ventrı´culo, evitando frecuencias cardı´acas superiores a 200lpm (latidos por
minuto) [50]. La despolarizacio´n del mu´sculo produce un nivel positivo que precede a la
onda de avance. Esto significa que en la superficie del mu´sculo los electrodos recogen un
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nivel positivo. La amplitud de la deflexio´n es proporcional a la masa de mu´sculo, lo cual
permite detectar, por ejemplo, pacientes con los ventrı´culos derecho o izquierdo agranda-
dos (Hipertrofia ventricular).
La suma de todos los potenciales ele´ctricos desarrollados durante todo este proceso hace
el que la sen˜al ECG pueda ser detectada por medio del electrocardio´grafo, colocando elec-
trodos en lugares determinados de la superficie del cuerpo. Normalmente la sen˜al ECG se
registra en papel milime´trico, en el cual 5mm en el eje horizontal representan 0.2s y 1cm
en el eje vertical representa 1mV de amplitud como se muestra en la figura A.2.
Figura A.2: Sen˜al de electrocardiografı´a
A.2 Componentes de la sen˜al ECG
Cada onda del ECG esta´ relacionada con una accio´n especı´fica del sistema cardı´aco que
genera diferentes potenciales. Un periodo de ciclicidad de la sen˜al ECG perteneciente
a un individuo sano, consiste en una onda P, el complejo QRS, la onda T y la onda U
[34], tal como se muestra en la figura A.3. Las porciones del electrocardiograma entre las
deflexiones se denominan segmentos y las distancias entre ondas se denominan intervalos.
La sen˜al ECG puede ser dividida en los siguientes intervalos y segmentos [47]:
– Onda P. Representa la despolarizacio´n de la aurı´cula. Su duracio´n normal es de 0.1s
y tiene una amplitud menor a 0.25 mV. La forma depende de la localizacio´n de los
electrodos o derivacio´n. Un aumento del voltaje o de la duracio´n de esta onda indica
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Figura A.3: Esquema de los complejos, intervalos y segmentos de la sen˜al ECG
una anomalı´a auricular. La ausencia de esta onda ocurre en una parada del nodo
sinusal, y en el bloqueo sinoauricular (situacio´n en la que sı´ se despolariza el nodo
sinusal, pero no se transmite el impulso a las ce´lulas de la aurı´cula contiguas).
– Complejo QRS. Representa la despolarizacio´n de los ventrı´culos. Esta´ formado por
las ondas Q, R y S. Su duracio´n es de aproximadamente 100ms y su amplitud se
encuentra entre 1 mV y 3 mV. Durante este evento tiene lugar la repolarizacio´n au-
ricular, llamada onda Ta, la cual queda enmascarada por el complejo QRS y, por lo
tanto, esta deflexio´n no suele observarse en la sen˜al ECG de 12 derivaciones. La
onda Ta tiene direccio´n opuesta a la onda P.
– Onda T. Representa la repolarizacio´n de los ventrı´culos. La onda T normal es
asime´trica en sus ramas y esta´ redondeada en su ve´rtice. La pendiente de la rama
inicial es ma´s suave que la de la rama terminal. Las anomalı´as de esta onda pueden
indicar enfermedades cardı´acas primarias, aunque hay casos de personas sanas con
las mismas anomalı´as. Tambie´n puede traducir transtornos del equilibrio hidroelec-
trolı´tico.
– Onda U. Tiene origen fisiolo´gico poco claro, pero se cree que resulta de la repolar-
izacio´n lenta del sistema de conduccio´n intraventricular (Purkinje). Es anormal en
trastornos del Potasio.
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– Segmento PR. Corresponde a la lı´nea isoele´ctrica entre el comienzo de la onda P y
la deflexio´n inicial del complejo QRS. Mide el tiempo de conduccio´n AV e incluye
el tiempo necesario para la despolarizacio´n auricular, el retardo normal de la con-
duccio´n en el nodo AV (cerca de 0.07s), adema´s del el paso del impulso a trave´s
del haz de His y sus dos ramas, hasta el comienzo de la despolarizacio´n ventricular.
Normalmente varı´a entre 0.12 y 0.21s.
– Segmento ST. Es el intervalo entre el final del complejo QRS (llamado punto J) y el
inicio de la onda T. Representa el tiempo durante el cual, los ventrı´culos permanecen
en estado activado y puede iniciarse la repolarizacio´n ventricular. Normalmente el
segmento ST es isoele´ctrico, aunque puede estar tambie´n ligeramente desviado. Una
desviacio´n elevada a menudo representa un infarto de miocardio, una pericarditis
aguda o una miocarditis.
– Intervalo PP. Corresponde al intervalo de tiempo entre el comienzo de la onda P y el
comienzo de la siguiente onda P. Con ritmo sinusal regular, el intervalo PP es igual al
intervalo RR. Sin embargo, con ritmo ventricular irregular, o cuando las frecuencias
auricular y ventricular son regulares pero diferentes entre sı´, el intervalo PP debe
medirse desde el mismo punto en dos ondas P sucesivas y calcular la frecuencia
auricular por minuto, en la misma forma que se calcula la frecuencia ventricular por
minuto.
– Intervalo RR. Corresponde al intervalo de tiempo entre dos ondas R de dos complejos
QRS consecutivos. Corresponde al intervalo de tiempo entre el comienzo de la onda
Q y el final de la onda S, perteneciente a un mismo complejo QRS. Este intervalo es
un indicador del tiempo de conduccio´n intraventricular.
– Intervalo QT. Corresponde al intervalo de tiempo entre el comienzo del complejo
QRS y el final de la onda T, representando la duracio´n de la sı´stole ele´ctrica. Varı´a
con la frecuencia cardı´aca y por efecto del sistema nervioso auto´nomo. A veces el
final de la onda T no esta´ bien definido, o puede haber una onda U superpuesta a la T.
En estos casos no es posible medir el intervalo QT correctamente. La relacio´n entre
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el ritmo cardı´aco y la duracio´n de este intervalo viene dado en la tabla A.1.
Ritmo Cardı´aco [lpm] Duracio´n del QT [s]
60 0.33-0.43
70 0.31-0.41
80 0.29-0.38
90 0.28-0.36
100 0.27-0.35
120 0.25-0.32
Tabla A.1: Duracio´n del intervalo QT
A.3 Derivaciones
Por cuanto el corazo´n es un o´rgano tridimensional, y dado que no se puede registrar en
una superficie plana (papel de registro o pantalla de monitor) una imagen tridimensional,
es necesario proyectar las fuerzas ele´ctricas cardı´acas sobre dos planos: frontal y horizon-
tal, con el fin de conocer si dichas fuerzas se dirigen de arriba-abajo, derecha-izquierda,
delante-atra´s. Para ello es suficiente que se registren a trave´s de las distintas derivaciones
las fuerzas ele´ctricas cardı´acas proyectadas sobre el plano frontal (arriba-abajo), y sobre
el plano horizontal (derecha-izquierda). Segu´n donde se situ´en los electrodos de registro
se detecta una parte concreta del flujo de corriente despolarizante y repolarizante de la es-
tructura tridimensional que es el miocardio. Por ello, para obtener una imagen completa
y correcta de co´mo se transmite la excitacio´n en el corazo´n, se requiere informacio´n de
electrodos situados en distintas posiciones. La disposicio´n especı´fica que guardan los elec-
trodos recibe el nombre de derivacio´n. Los registros obtenidos en cada derivacio´n varı´an al
cambiar el a´ngulo desde donde se observe la actividad cardı´aca, aunque debe quedar claro
que siempre se analiza la misma actividad cardı´aca. Se conocen ma´s de 40 derivaciones
distintas, pero habitualmente so´lo 12 son las ma´s utilizadas. Entre las derivaciones del
plano frontal se encuentran, tanto las bipolares, como las aumentadas; y del plano verti-
cal, esta´n las precordiales. Cabe anotar que en cada derivacio´n se obtiene un registro que
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representa la misma actividad ele´ctrica del corazo´n.
– Bipolares. Las derivaciones esta´ndar bipolares (I, II y III) son las derivaciones elegi-
das originalmente por Einthoven para registrar los potenciales ele´ctricos en el plano
frontal del cuerpo [41]. Como se observa en la figura A.4, se colocan electrodos
Figura A.4: Derivaciones Bipolares y el tria´ngulo de Einthoven
en el brazo izquierdo (LA), brazo derecho (RA) y pierna izquierda (LL). La pierna
derecha funciona como tierra y no realiza ninguna funcio´n en la produccio´n del tra-
zo de ECG. Las derivaciones bipolares muestran diferencias de potencial entre dos
electrodos seleccionados: 1) Derivacio´n I es la diferencia de potencial entre el brazo
izquierdo y el brazo derecho (LA-RA); 2) Derivacio´n II, es la diferencia de potencial
entre la pierna izquierda y el brazo derecho (LL-RA); y 3) Derivacio´n III, es la dife-
rencia de potencial entre la pierna izquierda y el brazo izquierdo. La relacio´n entre
las derivaciones se expresa algebraicamente por la ecuacio´n de Einthoven: derivacio´n
II = derivacio´n I + derivacio´n III.
– Aumentadas. Las derivaciones bipolares de las extremidades tienen el inconveniente
de que registran so´lo diferencias de potencial ele´ctrico y no el potencial real neto en
un punto de la superficie del cuerpo. Para separar las derivaciones bipolares en sus
dos componentes,se emplean las derivaciones unipolares (VR, VL y VF). Las deriva-
ciones unipolares guardan una relacio´n matema´tica bien definida con las bipolares
esta´ndar y registran las diferencias de potencial, entre un electrodo positivo situado
en un miembro y otro negativo, cuyo potencial es el combinado de los electrodos de
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Figura A.5: Derivaciones monopolares de las extremidades
los otros dos miembros; esto se consigue conecta´ndolos en el electrocardio´grafo a
la denominada central terminal de Goldberger (CTg), que los une mediante resisten-
cias de 5000 Ω, de forma que su potencial combinado se puede considerar 0, por lo
cual el electrodo negativo es insensible a las variaciones de potencial del mu´sculo
cardı´aco. En estas condiciones el electrodo explorador funciona como monopolar,
conecta´ndose al brazo derecho (R), al brazo izquierdo (L) o a la pierna izquierda
(F), registra´ndo respectivamente las derivaciones VR, VL y VF, como se observa en
la figura A.5. 1) VR: registra las diferencias de potencial detectadas entre el brazo
derecho (+) y brazo izquierdo, pierna izquierda. 2) VL: registra las diferencias de
potencial detectadas entre el brazo izquierdo (+) y brazo derecho, pierna izquierda.
3) VF: registra las diferencias de potencial detectadas entre la pierna izquierda (+) y
brazo derecho, brazo izquierdo. La mayorı´a de los electrocardio´grafos esta´n constru-
idos de manera que los voltajes obtenidos por medio de las derivaciones monopolares
experimentan una ampliacio´n automa´tica de 3/2. En estos casos los registros de ECG
van precedidos del prefijo a (amplificada), por lo cual las derivaciones son llamadas
unipolares aumentadas y se designan como aVR, aVL y aVF.
– Precordiales. Representan la actividad ele´ctrica del corazo´n analizada en un plano
horizontal, pues para complementar la informacio´n que da el plano frontal, las deriva-
ciones precordiales brindan conocimiento de la situacio´n anterior o posterior de las
fuerzas ele´ctricas del corazo´n. Dichas derivaciones son particularmente u´tiles para
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los casos en los cuales los vectores cardı´acos son perpendiculares al plano frontal,
pues la proyeccio´n de un vector sobre el plano que le es perpendicular es igual a cero
y, por tanto, las derivaciones del plano frontal no la ponen de manifiesto, mientras
que, al ser el vector, ma´s o menos paralelo al plano horizontal, su proyeccio´n sobre
e´ste es evidente. Estas derivaciones registran las diferencias de potencial existentes
entre distintos puntos de la pared tora´cica (electrodos positivos) y el electrodo ref-
erencial (-), cuyo potencial es el potencial combinado de los tres electrodos de los
miembros. El registro se consigue conectando los electrodos a la central terminal de
Wilson (CTw), que los une mediante resistencias, de forma que su potencial combi-
nado se puede considerar cero, por lo que el electrodo negativo es insensible a las
variaciones del potencial del mu´sculo cardı´aco, registra´ndose las diferencias de po-
tencial entre el positivo y el corazo´n. Estas derivaciones siguen el mismo principio
de registro que las unipolares de los miembros. Las derivaciones del plano horizontal
que se utilizan en electrocardiografı´a clı´nica normalmente son seis; de V1 a V6, cuya
disposicio´n se muestra en la figura A.6. Las derivaciones precordiales se proyectan
Figura A.6: Derivaciones monopolares precordiales y sus registros
desde el electrodo positivo a trave´s del nodo AV, hacia la espalda del paciente (en un
plano horizontal). Luego si se piensa en estas derivaciones como rayos de una rueda,
el centro de la misma es el nodo AV, siendo la derivacio´n V2, una lı´nea recta entre
el pecho y la espalda del paciente. En cada derivacio´n se obtiene un registro que
representa la misma actividad ele´ctrica del corazo´n analizada desde distintos ejes del
plano horizontal (Ver la figura A.6).
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Derivacio´n Posicio´n electrodos Nomenclatura
I=LA-RA
Bipolar RL,LL,RA,LA II=LL-RA
III=LL-LA
aVR=RA-0.5(LA+LL)
Aumentadas RL,LL,RA,LA aVL=LA-0.5(LL+RA)
aVF=LL-0.5(LA+RA)
V1 = v1 − (LA+RA+LL)3
V2 = v2 − (LA+RA+LL)3
Precordiales v1,v2,v3,v4,v5,v6 V3 = v3 − (LA+RA+LL)3
V4 = v4 − (LA+RA+LL)3
V5 = v5 − (LA+RA+LL)3
V6 = v6 − (LA+RA+LL)3
Tabla A.2: Descripcio´n de las 12 derivaciones del ECG
Existen otras derivaciones menos conocidas, pero a veces importantes, que son variantes
de las unipolares, las cuales corresponden a V7,V8,V9, que enfrentan la parte posterior del
corazo´n, adema´s de las RV1 y RV2, que enfrentan el ventrı´culo derecho.
Las tablas A.2 y A.3 muestran las principales derivaciones, con la posicio´n de los electro-
dos, la nomenclatura utilizada, y la polaridad de las ondas, respectivamente.
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Derivacio´n Onda P Complejo QRS Onda T
I + + +
II + + +
III +/- +/- +/-
aVR - - -
aVL +/- +/- +
aVF + + +
V1 +/- - -
V2 +/- +/- +/-
V3 + + +
V4 + + +
V5 + + +
V6 + + +
Tabla A.3: Derivaciones electrocardiogra´ficas y polaridad de las ondas
A–11
Ape´ndice B
Uso de la base de datos
B.1 Lectura de los registros
Los registros ECG en la base de datos del MIT-BIH esta´n representados por un archivo
de cabecera (archivo.hea), un archivo de sen˜al (archivo.dat) y un archivo de anotaciones
(archivo.atr). El archivo de anotaciones clı´nicas no siempre esta´ presente en todos los re-
gistros de la base de datos; sin embargo, todos los registros de las carpetas mitdb y CUDB
tienen sus respectivas anotaciones, en las cuales se puede observar el tipo de patologı´a
presentado o la normalidad de cada latido o ciclo ECG; adema´s tambie´n se incluyen otras
anotaciones que describen el ritmo y la calidad de la sen˜al, es decir, si se encuentra limpia
o ruidosa. Los archivos de anotaciones varı´an en longitud de acuerdo a su contenido y a
la duracio´n del registro y se pueden examinar con el archivo rdann, que junto con toda la
base de datos y los archivos para leer los registros, se encuentran disponibles y sin ningu´n
costo en la pa´gina Web de Physionet. Para la extraccio´n de los datos de las bases de datos
se emplea el programa rdsamp, ejecutado bajo DOS y usa la siguiente estructura:
rdsamp -r cu01 -f 0 -t 4:28 > prueba.txt
En este caso, el programa convierte la sen˜al de los primeros 4:28 minutos de un archivo
llamado cu01.dat en un archivo del tipo (archivo.txt) llamado prueba.txt, declarando los
siguientes para´metros:
-f: tiempo de inicio.
-t: tiempo de finalizacio´n.
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-r: registro proveniente del archivo (archivo.dat).
B.2 Lista de anotaciones
Esta es una lista de los diferentes tipos de anotaciones encontradas en las sen˜ales de la base
de datos del MIT-BIH:
– N: Normal beat
– L: Left bundle branch block beat
– R: Right bundle branch block beat
– A: Atrial premature beat
– a: Aberrated atrial premature beat
– J: Nodal (junctional) premature beat
– S: Supraventricular premature beat (atrial or nodal)
– V: Premature ventricular contraction
– F: Fusion of ventricular and normal beat
– [: Start of ventricular flutter/fibrillation
– !: Ventricular flutter wave
– ]: End of ventricular flutter/fibrillation
– e: Atrial escape beat
– j: Nodal (junctional) escape beat
– E: Ventricular escape beat
– P: Paced beat
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– f: Fusion of paced and normal beat
– p: Non-conducted P-wave (blocked APC)
– Q: Unclassifiable beat
– |: Isolated QRS-like artifact
– +: Rhythm change
– ∼: Change in signal quality
– ": Comment annotation
– (AB: Atrial bigeminy
– (AFIB: Atrial fibrillation
– (AFL: Atrial flutter
– (B: Ventricular bigeminy
– (BII: 2th heart block
– (IVR: Idioventricular rhythm
– (N: Normal sinus rhythm
– (NOD: Nodal (A-V junctional) rhythm
– (P: Paced rhythm
– (PREX: Pre-excitation (WPW)
– (SBR: Sinus bradycardia
– (SVTA: Supraventricular tachyarrhythmia
– (T: Ventricular trigeminy
– (VFL: Ventricular flutter
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– (VT: Ventricular tachycardia
– U: Extreme noise or signal loss in both signals: ECG is unreadable
– M (or MISSB): Missed beat
– P (or PSE): Pause
– T (or TS): Tape slippage
– qq: Signal quality change: the first character (’c’ or ’n’) indicates the quality of the
upper signal (clean or noisy), and the second character indicates the quality of the
lower signal
B.3 Origen de archivos utilizados
Cada registro fue notado de la forma ϕi,j , donde i es el nu´mero de la clase (1= registros
normales, 2= registros con fibrilacio´n ventricular y 3= registros que presentan otro tipo de
arritmias ventriculares) y j es el nu´mero del registro.
B.3.1 Sen˜ales normales
Las sen˜ales normales utilizadas para las pruebas que se hicieron, fueron extraı´das de la
carpeta MITDB de la base de datos utilizada para este trabajo. Se obtuvieron 17 segmentos
en los cuales las anotaciones indicaban normalidad. Para las pruebas se probo´ que con tan
solo 50000 puntos era suficiente para obtener los resultados que se requerı´an, es por esto
que estos registros en mucha parte, so´lo fueron tratados con una longitud de 50000 puntos.
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Archivo Archivo fuente Intervalo de muestreo (min)
ϕ1,1 100 0 - 10:01
ϕ1,2 101 0 - 2:55
ϕ1,3 101 2:58 - 5:18
ϕ1,4 101 5:34 - 14:15
ϕ1,5 101 15:17 - 30:04
ϕ1,6 103 0 - 19:07
ϕ1,7 105 0 - 10:25
ϕ1,8 106 7:38 - 10:53
ϕ1,9 112 0 - 10:01
ϕ1,10 113 0 - 10:01
ϕ1,11 115 0 - 10:01
ϕ1,12 117 0 - 10:01
ϕ1,13 121 0 - 27:30
ϕ1,14 122 0 - 30:04
ϕ1,15 123 0 - 30:04
ϕ1,16 201 0 - 6:18
ϕ1,17 202 0 - 13:35
B.3.2 Fibrilacio´n ventricular
Todas las sen˜ales electrocardiogra´ficas con fibrilacio´n ventricular fueron extraı´das de la
carpeta CUDB de la base de datos del MIT-BIH, de las cuales se obtuvieron un total de 18
segmentos de sen˜al en que las anotaciones indicaban la presencia de esta patologı´a entre
todos los registros. A continuacio´n se muestra una descripcio´n detallada del origen de cada
uno de estos segmentos de sen˜al. Los archivos de datos obtenidos se etiquetaron de ϕ2,1 a
ϕ2,17.
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Archivo Archivo fuente Intervalo de muestreo (min)
ϕ2,1 cu01 0 - 8:28
ϕ2,2 cu02 8:09 - 8:28
ϕ2,3 cu08 7:07 - 8:06
ϕ2,4 cu10 5:17 - 8:00
ϕ2,5 cu11 6:11 - 7:11
ϕ2,6 cu13 7:08 - 8:28
ϕ2,7 cu15 6:46 - 8:28
ϕ2,8 cu16 4:14 - 5:48
ϕ2,9 cu17 6:22 - 7:00
ϕ2,10 cu18 5:35 - 6:01
ϕ2,11 cu19 6:51 - 7:18
ϕ2,12 cu20 4:04 - 4:28
ϕ2,13 cu22 6:10 - 7:25
ϕ2,14 cu23 5:35 - 6:45
ϕ2,15 cu24 5:57 - 7:03
ϕ2,16 cu05 0 - 8:28
ϕ2,17 cu02 3:05 - 5:08
ϕ2,18 cu07 3:02 - 8:28
B.3.3 Otras arritmias ventriculares
Todas las sen˜ales electrocardiogra´ficas con anotaciones que indicaban presencia de arrit-
mias ventriculares, entre las que se pueden destacar la taquicardia ventricular y el fluttering,
fueron extraı´das de la carpeta VFDB de la base de datos del MIT-BIH. Se encontraron un
total de 22 archivos con segmentos de sen˜al en que las anotaciones indicaban la presen-
cia de estas patologı´as. Todos los archivos extraı´dos tenı´an una duracio´n de 30 minutos,
aunque para todas las pruebas, solo se trabajo´ con 50000 puntos que corresponden a 3 mi-
nutos y 20 segundos de sen˜al, en los cuales hay suficiente informacio´n para el ana´lisis no
lineal. A continuacio´n se especifica la fuente de cada archivo utilizado.
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Archivo Archivo fuente Intervalo de muestreo (min)
ϕ3,1 418 0:20 - 3:40
ϕ3,2 419 0:20 - 3:40
ϕ3,3 420 0:20 - 3:40
ϕ3,4 421 0:20 - 3:40
ϕ3,5 422 0:20 - 3:40
ϕ3,6 423 0:20 - 3:40
ϕ3,7 424 0:20 - 3:40
ϕ3,8 425 0:20 - 3:40
ϕ3,9 426 0:20 - 3:40
ϕ3,10 427 0:20 - 3:40
ϕ3,11 428 0:20 - 3:40
ϕ3,12 429 0:20 - 3:40
ϕ3,13 430 0:20 - 3:40
ϕ3,14 602 0:20 - 3:40
ϕ3,15 605 0:20 - 3:40
ϕ3,16 607 0:20 - 3:40
ϕ3,17 609 0:20 - 3:40
ϕ3,18 610 0:20 - 3:40
ϕ3,19 611 0:20 - 3:40
ϕ3,20 612 0:20 - 3:40
ϕ3,21 614 0:20 - 3:40
ϕ3,22 615 0:20 - 3:40
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Resultados del Ana´lisis Estadı´stico
C.1 Informacio´n mutua promedio
C.1.1 Sen˜ales normales
Archivo ϕ1,1 Archivo ϕ1,2
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Archivo ϕ1,3 Archivo ϕ1,4
Archivo ϕ1,5 ϕ1,6
Archivo ϕ1,8 Archivo ϕ1,12
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Archivo ϕ1,14 Archivo ϕ1,15
Archivo ϕ1,16 Archivo ϕ1,17
Tabla C.1: Informacio´n mutua promedio de las sen˜ales ECG normales
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C.1.2 Fibrilacio´n Ventricular
Archivo ϕ2,1 Archivo ϕ2,2
Archivo ϕ2,3 Archivo ϕ2,4
Archivo ϕ2,5 Archivo ϕ2,6
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Archivo ϕ2,8 Archivo ϕ2,10
Archivo ϕ2,11 ϕ2,12
Archivo ϕ2,14 Archivo ϕ2,18
Tabla C.2: Informacio´n mutua promedio de las sen˜ales ECG con fibrilacio´n ventricular
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C.1.3 Otras arritmias ventriculares
Archivo ϕ3,3 Archivo ϕ3,5
Archivo ϕ3,8 Archivo ϕ3,9
Archivo ϕ3,10 Archivo ϕ3,14
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Archivo ϕ3,16 Archivo ϕ3,17
Archivo ϕ3,18 Archivo ϕ3,19
Archivo ϕ3,20 Archivo ϕ3,21
Tabla C.3: Informacio´n mutua promedio de las sen˜ales ECG con arritmias ventriculares
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C.2 Dimensio´n de correlacio´n
C.2.1 Sen˜ales normales
Archivo ϕ1,1 ϕ1,2 ϕ1,3 ϕ1,4 ϕ1,5 ϕ1,6 ϕ1,7 ϕ1,8
DC 5.3595 5.0342 4.1002 3.3685 3.1861 3.2774 4.2354 3.2547
Archivo ϕ1,9 ϕ1,10 ϕ1,11 ϕ1,12 ϕ1,13 ϕ1,14 ϕ1,15 ϕ1,16
DC 7.3525 4.0355 4.7278 4.1026 4.3886 4.1086 3.665 11.6765
Archivo ϕ1,17
DC 3.0801
Tabla C.4: Dimensio´n de correlacio´n para sen˜ales ECG normales
C.2.2 Fibrilacio´n ventricular
Archivo ϕ2,1 ϕ2,2 ϕ2,3 ϕ2,4 ϕ2,5 ϕ2,6 ϕ2,7 ϕ2,8
DC 12.059 10.564 13.022 8.4234 8.5495 14.808 6.9847 2.2831
Archivo ϕ2,9 ϕ2,10 ϕ2,11 ϕ2,12 ϕ2,13 ϕ2,14 ϕ2,15 ϕ2,16
DC 3.9945 8.0523 6.8751 17.304 28.839 8.6042 7.5592 4.2444
Archivo ϕ2,17 ϕ2,18
DC 6.7432 6.8375
Tabla C.5: Dimensio´n de correlacio´n para sen˜ales ECG con FV
C–8
Capı´tulo C. Resultados del Ana´lisis Estadı´stico
C.2.3 Arritmias ventriculares
Archivo ϕ3,1 ϕ3,2 ϕ3,3 ϕ3,4 ϕ3,5 ϕ3,6 ϕ3,7 ϕ3,8
DC 6.8641 6.2238 2.8451 5.6659 3.6562 6.7251 18.564 4.6151
Archivo ϕ3,9 ϕ3,10 ϕ3,11 ϕ3,12 ϕ3,13 ϕ3,14 ϕ3,15 ϕ3,16
DC 2.6264 5.2608 3.8426 5.9841 5.8783 4.3739 16.438 6.2252
Archivo ϕ3,17 ϕ3,18 ϕ3,19 ϕ3,20 ϕ3,21 ϕ3,22
DC 6.284 3.4901 4.6331 3.6214 4.5432 4.278
Tabla C.6: Dimensio´n de correlacio´n para sen˜ales ECG con arritmias ventriculares
C.3 Nu´mero de autovalores retenidos
C.3.1 Sen˜ales normales
Archivo ϕ1,1 ϕ1,2 ϕ1,3 ϕ1,4 ϕ1,5 ϕ1,6 ϕ1,7 ϕ1,8
NAR 35 34 34 32 33 39 28 35
Archivo ϕ1,9 ϕ1,10 ϕ1,11 ϕ1,12 ϕ1,13 ϕ1,14 ϕ1,15 ϕ1,16
NAR 28 36 38 28 25 29 32 29
Archivo ϕ1,17
NAR 26
Tabla C.7: Promedio del nu´mero de autovalores retenidos para sen˜ales normales
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C.3.2 Fibrilacio´n ventricular
Archivo ϕ2,1 ϕ2,2 ϕ2,3 ϕ2,4 ϕ2,5 ϕ2,6 ϕ2,7 ϕ2,8
NAR 33 33 35 38 38 36 33 35
Archivo ϕ2,9 ϕ2,10 ϕ2,11 ϕ2,12 ϕ2,13 ϕ2,14 ϕ2,15 ϕ2,16
NAR 35 32 33 39 34 34 33 33
Archivo ϕ2,17 ϕ2,18
NAR 40 38
Tabla C.8: Promedio del nu´mero de autovalores retenidos para sen˜ales con FV
C.3.3 Arritmias ventriculares
Archivo ϕ3,1 ϕ3,2 ϕ3,3 ϕ3,4 ϕ3,5 ϕ3,6 ϕ3,7 ϕ3,8
NAR 32 33 44 49 50 47 47 41
Archivo ϕ3,9 ϕ3,10 ϕ3,11 ϕ3,12 ϕ3,13 ϕ3,14 ϕ3,15 ϕ3,16
NAR 37 36 38 37 38 44 48 43
Archivo ϕ3,17 ϕ3,18 ϕ3,19 ϕ3,20 ϕ3,21 ϕ3,22
NAR 38 41 43 48 52 42
Tabla C.9: Promedio del nu´mero de autovalores retenidos para sen˜ales con arritmias ventriculares
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C.4 Dina´mica de los Ma´ximos Autovalores
C.4.1 Sen˜ales normales
Archivo ϕ1,1 ϕ1,2 ϕ1,3 ϕ1,4 ϕ1,5 ϕ1,6 ϕ1,7 ϕ1,8
MA 29057 29576 29339 29225 29327 29715 29799 30222
Archivo ϕ1,9 ϕ1,10 ϕ1,11 ϕ1,12 ϕ1,13 ϕ1,14 ϕ1,15 ϕ1,16
MA 25941 30178 27810 26087 26259 25687 26214 30023
Archivo ϕ1,17
MA 29922
Tabla C.10: Ma´ximos autovalores encontrados para sen˜ales normales
C.4.2 Fibrilacio´n ventricular
Archivo ϕ2,1 ϕ2,2 ϕ2,3 ϕ2,4 ϕ2,5 ϕ2,6 ϕ2,7 ϕ2,8
MA 23227 22678 14630 29343 29591 54921 34794 76897
Archivo ϕ2,9 ϕ2,10 ϕ2,11 ϕ2,12 ϕ2,13 ϕ2,14 ϕ2,15 ϕ2,16
MA 31101 59883 70671 25279 31825 47664 40595 23478
Archivo ϕ2,17 ϕ2,18
MA 15248 15535
Tabla C.11: Ma´ximos autovalores encontrados para sen˜ales con FV
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C.4.3 Otras arritmias ventriculares
Archivo ϕ3,1 ϕ3,2 ϕ3,3 ϕ3,4 ϕ3,5 ϕ3,6 ϕ3,7 ϕ3,8
MA 7821.1 9468.2 7041.6 8077 5500.2 1960.3 2159.5 4155.7
Archivo ϕ3,9 ϕ3,10 ϕ3,11 ϕ3,12 ϕ3,13 ϕ3,14 ϕ3,15 ϕ3,16
MA 6367.4 7564.4 5194.9 3217.3 3993.3 9242.8 2013.8 5614.4
Archivo ϕ3,17 ϕ3,18 ϕ3,19 ϕ3,20 ϕ3,21 ϕ3,22
MA 11246 11274 15253 3024.7 6539.3 10214
Tabla C.12: Ma´ximos autovalores encontrados para sen˜ales con arritmias ventriculares
C.5 Exponentes de Lyapunov
C.5.1 Sen˜ales normales
Archivo ϕ1,1 ϕ1,2 ϕ1,3 ϕ1,4 ϕ1,5 ϕ1,6 ϕ1,7 ϕ1,8
MEL 7.8343 7.1322 8.2948 8.6367 8.1545 9.2418 8.4101 7.7725
Archivo ϕ1,9 ϕ1,10 ϕ1,11 ϕ1,12 ϕ1,13 ϕ1,14 ϕ1,15 ϕ1,16
MEL 6.8390 8.1681 7.9745 6.9608 6.7921 7.9626 7.8862 8.3478
Archivo ϕ1,17
MEL 7.6361
Tabla C.13: Ma´ximo exponente de Lyapunov para sen˜ales ECG normales
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C.5.2 Fibrilacio´n ventricular
Archivo ϕ2,1 ϕ2,2 ϕ2,3 ϕ2,4 ϕ2,5 ϕ2,6 ϕ2,7 ϕ2,8
MEL 7.179 4.3525 6.2259 6.1119 6.3460 5.1263 5.3766 5.2438
Archivo ϕ2,9 ϕ2,10 ϕ2,11 ϕ2,12 ϕ2,13 ϕ2,14 ϕ2,15 ϕ2,16
MEL 4.8641 3.8833 5.4247 5.0825 5.1031 5.4438 6.0513 5.3624
Archivo ϕ2,17 ϕ2,18
MEL 5.2038 6.4911
Tabla C.14: Ma´ximo exponente de Lyapunov para sen˜ales ECG con FV
C.5.3 Otras arritmias
Archivo ϕ3,1 ϕ3,2 ϕ3,3 ϕ3,4 ϕ3,5 ϕ3,6 ϕ3,7 ϕ3,8
MEL 6.8839 6.6876 6.2653 5.4306 6.7283 6.2406 5.8863 6.1313
Archivo ϕ3,9 ϕ3,10 ϕ3,11 ϕ3,12 ϕ3,13 ϕ3,14 ϕ3,15 ϕ3,16
MEL 6.2947 6.2174 5.3655 6.0080 7.4252 7.0571 6.6984 6.6984
Archivo ϕ3,17 ϕ3,18 ϕ3,19 ϕ3,20 ϕ3,21 ϕ3,22
MEL 9.0136 7.5336 7.8833 5.7089 7.4269 7.6740
Tabla C.15: Ma´ximo exponente de Lyapunov para sen˜ales ECG con arritmias ventriculares
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C.6 Reconstruccio´n de atractores 3D
C.6.1 Sen˜ales normales
Archivo ϕ1,1 Archivo ϕ1,2 Archivo ϕ1,3
Archivo ϕ1,4 Archivo ϕ1,5 Archivo ϕ1,6
Archivo ϕ1,8 Archivo ϕ1,12 Archivo ϕ1,14
Archivo ϕ1,15 Archivo ϕ1,16 Archivo ϕ1,17
Tabla C.16: Atractores reconstruidos de sen˜ales ECG normales
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C.6.2 Fibrilacio´n ventricular
Archivo ϕ2,1 Archivo ϕ2,2 Archivo ϕ2,3
Archivo ϕ2,4 Archivo ϕ2,5 Archivo ϕ2,6
Archivo ϕ2,7 Archivo ϕ2,8 Archivo ϕ2,9
Archivo ϕ2,10 Archivo ϕ2,11 Archivo ϕ2,12
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Archivo ϕ2,13 Archivo ϕ2,14 Archivo ϕ2,15
Archivo ϕ2,16 Archivo ϕ2,17 Archivo ϕ2,18
Tabla C.17: Atractores reconstruidos de sen˜ales ECG con fibrilacio´n ventricular
C.6.3 Otras arritmias ventriculares
Archivo ϕ3,1 Archivo ϕ3,2 Archivo ϕ3,3
Archivo ϕ3,4 Archivo ϕ3,5 Archivo ϕ3,6
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Archivo ϕ3,7 Archivo ϕ3,8 Archivo ϕ3,9
Archivo ϕ3,10 Archivo ϕ3,11 Archivo ϕ3,12
Archivo ϕ3,13 Archivo ϕ3,14 Archivo ϕ3,15
Archivo ϕ3,16 Archivo ϕ3,17 Archivo ϕ3,18
Archivo ϕ3,20 Archivo ϕ3,21 Archivo ϕ3,22
Tabla C.18: Atractores reconstruidos de sen˜ales ECG con arritmias ventriculares
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Ma´quinas de soporte vectorial
Las Ma´quinas de Soporte Vectorial (SVM) esta´n sustentadas en el principio de mini-
mizacio´n de riesgo estructural (SRM) propuesto en [93]. Un subconjunto de funciones
encontradas en el proceso de optimizacio´n minimizan el riesgo actual del problema, de
manera que entrenando una serie de ma´quinas para el objetivo dado, se minimizan el riesgo
y la confiabilidad de la dimensio´n Vapnik-Chervonenkis (VC), la cual implica los requer-
imientos de almacenamiento de la te´cnica de aprendizaje y la calidad de sus respuestas para
responder a un problema de clasificacio´n.
En forma general, la funcio´n de riesgo actual R(α) es expresada como una cota, para la
definicio´n de la cual se determina el riesgo empı´rico Remp(α) como el promedio de los
errores de entrenamiento para un nu´mero finito y fijo de observaciones {xi, yi} (xi: patro´n,
yi: etiqueta del patro´n i):
Remp(α) =
1
2l
∑
|yi − f(xi, α)| (D.1)
La cantidad 1
2
|yi − f(xi, α)| ∈ [0, 1] es llamada pe´rdida. Para un nu´mero η tal que 0 <
η < 1, que representa las pe´rdidas se tiene que [93]
R(α) ≤ Remp(α) +
√(
h(log(2l/h) + 1)− log(η/4)
l
)
(D.2)
donde h es la dimensio´n Vapnik-Chervonenkis (VC) y .... corresponde a la confidencia.
Sea un grupo de datos de entrenamiento {xi, yi} con i = 1, ..., l, yi ∈ {−1, 1} y xi ∈ Rd.
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Existe un hiperplano que separa los datos de etiquetas positivas y negativas [11].
xi.w + b ≥ 1− ξi para yi = 1
xi.w + b ≤ −1 + ξi para yi = −1
ξi ≥ 0,∀i
(D.3)
donde w es la normal al hiperplano y ξi son las variables introducidas por errores de clasi-
ficacio´n como violaciones del hiperplano, de manera que
∑
ξi es la cota del error de clasi-
ficacio´n (observar la figura D.1).
Figura D.1: Hiperplano que separa los datos
Una manera natural de an˜adir un costo a la funcio´n objetivo es minimizar ‖w‖2 /2+C∑ ξi
[11], donde C es una constante elegida por el usuario correspondiente al inverso de la
penalizacio´n de los errores. Ası´, la anterior funcio´n objetivo D.1 corresponde a un problema
de optimizacio´n convexa entendido como un problema de programacio´n cuadra´tica (QP),
cuya forma dual Wolfe es [101]:
Maximizar:
LD ≡
∑
i
αi − 1
2
∑
αiαjyiyjxixj (D.4)
Sujeto a:
0 < αi < C (D.5)
∑
αiyi = 0 (D.6)
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con solucio´n en forma de:
Ns
w =
∑
αiyixi (D.7)
donde Ns es el nu´mero de vectores de soporte.
Por cuanto, en la mayorı´a de los casos el espacio de entrada no es lineal, es necesario
hacer la transformacio´n de los datos basa´ndose en el producto interno para mapearlos en el
espacio euclidiano H , de manera que [80]:
Φ : Rn → H (D.8)
Luego, el algoritmo de entrenamiento, solo depende de los datos a trave´s de los productos
punto de la forma Φ(xi) · Φ(xj). En este caso, se tiene una funcio´n K llamada kernel
definida como
K(xi, xj) = Φ(xi) · Φ(xj)
De manera que solo es necesario reemplazar el anterior kernel en el algoritmo de entre-
namiento D.4.
Los kernels ma´s utilizados para reconocimiento de patrones son los siguientes [81]:
– lineal: K(x, y) = (x′y)
– polinomial: K(x, y) = (γx′y + r) con γ > 0
– RBF: K(x, y) = exp(−γ‖x− y‖2) con γ > 0
– sigmoide: tanh(γx′y + r)
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