Abstract-A physical model of a nonlinear subprocess in a continuous paper pulp digester is discussed and simplified. Model approximation is carried out in order to produce a simple linear model to be used for unknown parameter estimation of the physical model. The Taylor series expansion and the orthogonal collocation method are applied for the model linearization and model lumping, respectively. The reduced model is expressed as a standard state space form. The model parameters are estimated in the least squares sense, and the parameters retain their own physical meanings. The results of the parameter estimation are discussed and the model is verified using validation data.
I. INTRODUCTION
Process models play a more and more important role in the development of control technology. Modelling of a continuous paper pulp digester is a troublesome task due to a complex mixture of chemical reactions and transport phenomena within the process. System identification is a good alternative to model a complex process, for example, a digester. Funkquist [1] , [2] used a grey-box identification approach for model parameter estimation of a continuous digester. Wisnewski et al. [3] applied an identification procedure based on normalized moments of an impulse response to identify a set of linear models used for the model predictive control of a continuous digester. Alexandridis [4] applied the partial least squares method in model identification based on a Purdue digester model proposed by Wisnewski et al. [5] . Amirthalingam et al. [6] , [7] presented subspace identification based inferential control of a continuous pulp digester.
Comparing with black-box models, the parameters in a physical model bear certain physical meanings, which can be very useful in the diagnostic procedure or the controller design. The current study aims to deliver a simple linear model for a distributed parameter nonlinear process. For this process a complex nonlinear physical model is already available, and there exist unknown parameters in the physical model. The unknown parameters can be identified based on the simple linear model that is an approximation of the complex physical model, and the parameter estimates retain their own physical meanings. A subprocess in a continuous paper pulp digester is selected as an application example. In the next section, a physical digester model is simplified for the selected subprocess. Then the model is linearized and lumped. In Section 3, a software tool developed for the parameter estimation is applied and the parameter estimation results are analyzed. Model validation is discussed in Section 4. Section 5 gives conclusions.
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II. A NONLINEAR SUBPROCESS IN A DIGESTER
A continuous paper pulp digester at Husum pulp mill, Mreal, Sweden is a dual vessel arranged digester. The main digester vessel can be divided into a co-current zone and a counter-current zone, as that shown in Fig. 1 . Each zone can be modelled by coupled nonlinear partial differential equations (PDEs), that are constructed based on balance equations. Due to the model similarity between the two zones, we select only a single zone, the co-current zone, for the study of model approximation and unknown parameter estimation. The selected subprocess is denoted as G in Fig. 1 .
A. Process modelling
In the last few decades, physical model studies of continuous paper pulp digesters have been frequently reported [5] , [8] , [9] , [10] , [11] , [12] . Process modelling of the current study is based on a fundamental model proposed by Bhartiya [12] , 2003. For this model, each volume in a digester is assumed to contain three phases: solid phase, entrapped liquor phase and free liquor phase. The combined solid phase and entrapped liquor phase is referred to as chip phase. The solid phase is assumed to consist of five components. The entrapped liquor and the free liquor are aqueous solution with six components. For more detail of the model please refer to the original paper (Bhartiya [12] , 2003).
Kappa number is an important quality variable of pulp, and it is often chosen as the main controlled variable of a controlled digester system. This variable is related to the residue of lignin in pulp, thus the lignin content in solid phase is an indirect measure of pulp quality along a continuous digester. The alkali concentration of entrapped liquor plays an important role in governing the rate of delignification. In addition, temperatures of substances involving delignification influence the reaction rate through the reaction rate constants. Therefore alkali concentration in liquor and temperatures of liquor and chips are often chosen as manipulated variables and observed variables.
From control and monitoring point of view, the following variables are important, and then they are selected as subprocess variables of G: We make the following assumptions in order to obtain a simple model which describes some dominant dynamics of the subprocess.
Assumptions:
A1: The dynamic variations of chip porosity, the mass variations of solid and liquor, and the change in external volume flow rate can be neglected. A2: The heat released by the exothermic reactions and energy transfer due to diffusion of components between the entrapped liquor and free liquor can be ignored. A3: The process dynamics can be considered approximately linear around an equilibrium point. A4: In the current study, only lignin in solid phase and effective alkali in liquor phase are taken into account in the reaction rate equations.
The simplified model is given as the following:
Comparing with the model in [12] , here
, and γ is a stoichiometric coefficient. In the model R sL is the reaction rate of lignin of solid phase, and R ea is the reaction rate of alkali of entrapped liquor phase. The nonlinear relation of the reaction rates are given as follows:
This simplified model (1) - (7) is the model derived by Lundquist [13] .
B. Model linearization
A nonlinear relation in a process model can be linearized at an equilibrium point to describe the process local dynamics. We place a notation Δ before the notations of the process variables to define the local dynamics, for example, using ΔT f for the variable T f .
The nonlinear relations given in (6) and (7) are linearized by applying a Taylor series expansion. Substituting the linearized R sL and R ea into (5) and (4), respectively, a linearized model of G is then obtained as:
where a 1 =ρ sL and a 2 =ρ ea since
Notationsρ sL andρ ea are the equilibrium points of ρ sL and ρ ea .
C. A lumped linear model
The orthogonal collocation (OC) method is one of the methods of Weighted Residuals [14] . It is commonly used to obtain a lumped model of a distributed parameter system for process identification, simulation and control [1] , [2] , [15] , [16] . Advantages of applying the OC method for model reduction are explained in the references, e.g. in [15] , [16] .
The two temperature variables in (8) and (9) and three concentration variables in (10) - (12) are defined as state variables of the process:
where the state vector x is a function of the spatial variable z and the time variable t. Note that the spatial variable z does not refer to the real physical length. It is normalized via a linear variable transformation and we define z ∈ [0, 1].
The following notation is introduced:
where f is the linear relation defined by (8) - (12), and the boundary condition is given as:
where u(t) is a vector of process inputs. The input u and the output y of G are defined as:
where z top , z c6 and z ext denote the vertical positions of the digester at the top, the outlet of c6 and the upper extraction, respectively. Notation T s (z top , t) denotes the top steam temperature. The selection of in-and output variables depends not only on the variable importance for the process observation and control, but also on the validity of the variable online measurement. For example, although the alkali concentration of the free liquor at extraction is important, it is not selected as a process output since its online measurement is not available. A trial solution of x(z, t) is chosen as the polynomial:
where the basis functions l j (z) are Lagrange interpolation polynomials with the interpolation points chosen as the interior collocation points z 1 , z 2 , · · ·, z N , and the boundary points z 0 = 0 and z N +1 = 1. The first order spatial derivative can then be approximated as:
For an arbitrary single state variable x i (z, t) in (13), where i = 1, · · · , 5, its spatial derivatives at the collocation points can be derived as the following:
The linearized model (8) - (12) can then be approximated by the OC approximation in a standard state space form:
where the matrices of the state space model are given as (22). The matrices A 1 and B 1 are given from (20). According to (18) , matrices C 1 , C 2 , D 1 and D 2 are defined as the following:
The identity matrix and zero matrix in A has the same dimension as A 1 , and the zero matrices in matrices B, C and D have the same dimensions as matrices B 1 , C 1 and D 1 , respectively.
III. UNKNOWN PARAMETER ESTIMATION OF THE PHYSICAL MODEL
A vector of unknown parameters exist in (8)- (12) is defined as:
(23) In the least-squares sense, the model agreement resulted from the parameter estimation is indicated using a loss function V (θ) defined as:
where y js is the jth simulated output, y jm is the jth measured output and n is the number of data points.
A software tool developed for the model parameter estimation is applied. The software package consists of program routines encoded in MATLAB 7.0.1, which are divided into three categories to accomplish the following tasks: 1) Model linearization, finite dimensional approximation, and model implementation. 2) Process variable selection, data processing, process simulation. 3) Loss function definition, parameter start point selection, parameter estimation and model validation.
A. The influence of u 3 on the identification process
The data of most input and output signals selected in (16) and (17) are collected from their on-line measurements. However, the signal u 3 = Δρ sL (z top , t) is not measured online, that causes a lack of input data collection. According to the experience and the knowledge of the process, the variation of lignin content at the top of digester is very slow, therefore the input signal u 3 is assumed as a constant. Unknown parameter estimation started from a guess of parameter start point. In order to test the influence from the variation of u 3 , we keep the parameter start point unchanged, then increase the value of u 3 .
It can be seen from (11) and (12) that the sensitivity of the model response to the change of u 3 depends on the parameter values of γ and a 2 . We use two guessed start points of the parameters in the test. The first one is denoted as θ SP 1 , in which the values of γ and a 2 are relative small. Increasing the two parameter values, the second start point is denoted as θ SP 2 . The identification process must be more sensitive to the variation of u 3 using θ SP 2 than using θ SP 1 . Table I shows some data dealing with the identification process: different choice of u 3 , start value and final value of the loss function V (θ), and the number of iteration/function count (No. I/FC).
Observing the identification process with θ SP 1 , the start value of V (θ) is not influenced by the variation of u 3 because of small start values of γ and a 2 . With θ SP 2 , the increase of u 3 strongly influences the start value of V (θ), and it makes the parameter estimation difficult by ether requiring a big iteration number or resulting a great final V (θ). This implies that it takes longer time to estimate parameter for a larger u 3 or the parameter search ends at a bad local optimal value. A negative big value of u 3 also leads problems, and it is not discussed here in detail due to the page limit.
In fact a large u 3 is unreasonable since a local linearized model only allow small signal variations, and in general the top lignin content in chip (ρ sL (z top )) does not vary so much. In summary, selecting a small value of lignin content change at the top of the digester, e.g., Δρ sL (z top ) ∈ [1, 3] , is a reasonable choice for u 3 .
B. Identification with varied start points
Choosing u 3 = 1 and keeping this input fixed, the parameter estimation with different start points of the parameters is performed. We repeat the estimation, and each time a new start point is applied. Looking at the final parameter estimates obtained with 7 different start points, the estimation results do not depend on varied choice of start point. The most estimations are ended with the final V (θ) < 966 and only one estimation has final V (θ) = 968.188.
We select the estimations with final V (θ) > 966, i.e., one estimation mentioned in the former paragraph, and the estimations No.5 and No.6 with θ SP 2 shown in Table I , then re-identify the parameters after a fine adjustment of start points. Improved results of the selected estimations are obtained in which the final values of V (θ) in the reidentifications approach the normal level. This implies that an estimation could go in a wrong direction such that the parameter search is ended in a local optimum. A fine tuning of start point may affect the search direction so that a better optimal estimate can be achieved. However, the numbers of I/FC in the re-identification for No.5 and No.6 with θ SP 2 in Table I are 105/1166 and 1427/15708 respectively, and this still supports the discussion made in subsection III-A: a big value of u 3 makes parameter estimation difficult.
C. Estimation results analysis
A larger value of final V (θ) implies a greater residue in an estimation. In contrast, an estimation with a less final V (θ) often provides a better estimate. Collecting the estimates with the final V (θ) < 966 from the identification results given in subsection III-A and subsection III-B, then plot the estimates of parameters v f , d f , v c , d c , D f , D c , a 1 , and a 2 in Fig. 2 , where the mean value of the estimates for each parameter is illustrated using a solid line. The dotted lines illustrate the ±5% interval around the mean value, and the dashed lines are ±10% interval. The ±20% interval corresponds to the vertical axes.
All However, the process nonlinear properties strongly affects the dynamics of ρ ea and ρ sL , then further affects ρ fa due to the connection between (10) Parameters a 1 and a 2 are defined due to the model linearization, and they are given as:
The mean value of a 1 in Fig.2 is 28.839. Comparing it with the real work point of lignin content at top which is 29 (% mass ODW ), this estimate is reasonable. All the estimates of a 2 in Fig.2 give a zero value. Although signal ρ ea does not measured online, its value can not exceed the upper limit of ρ fa . In fact the measured ρ fa is processed to match the dimension of ρ sL , and ρ fa is much less than ρ sL when the two signals are compared with same dimension. This resultsρ fa ρ sL , then we haveρ ea ρ sL . The estimates of a 1 and a 2 are acceptable since a 2 a 1 . Because of the product k · γ in (11), estimates of k and γ vary considerably. There is an inverse relationship concerning the value variations between |k| and γ, and it is shown in the left part of Fig.3 . A greater |k| combined with a smaller γ or a smaller |k| combined with a greater γ may give similar model accuracy.
Model agreement with measured data is demonstrated by the right plots in Fig. 3 , where estimate of No.5 in Fig. 2 is applied.
IV. MODEL VALIDATION
The mean squares error (MSE) of a process output is defined as:
where ε j denotes the residue of one of the process outputs: and n is the number of data points. The MSE of the identification results are shown in Table II . The values of MSE using both identification data and validation data are closed each other. Fig. 4 demonstrates the simulation and the measured data of G using validation data, where for the simulation the same parameter estimate as using for the simulation shown in Fig 3 is applied. Comparing with Fig. 3 , there is no obvious deterioration of agreement between the measurement and the simulation using validation data.
From a point of view of control oriented model validation [17] , a model error model can be identified based on the measured process data and the model residual data. Due to the page limit, we only illustrate a model error model in Fig. 5 , that describe the model error concerning the output y 3 . The model error model is a high-order black-box model identified using a black-box identification toolbox [18] , and it provides helpful information for the controller design with robustness considerations.
V. CONCLUSIONS
A nonlinear subprocess of a digester is selected for the parameter estimation study. The model of the subprocess consists of nonlinear coupled PDEs. The nonlinear model is linearized and then reduced using the OC method in linear state space form. A software tool developed for model identification of the distributed parameter system is applied. The unknown parameter estimation of the selected process is based on a reduced physical model, thus the estimates of each parameter retain its own physical meaning.
The influences from the changes of a constant input and varied parameter start points on the identification process are tested and discussed. Some estimation results are improved by adjusting their parameter start points. The parameter estimates are illustrated graphically and discussed. The obtained model is verified by simulation using validation data and mean square error analysis, and also a model error model description. The identification provides acceptable parameter estimates for the reduced linear model that is suitable to describe the local dynamic properties of subprocess G. In the future the parameter identification will be carried out based on a more complex model.
