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Abstract
The bottleneck in the quantitative analysis of Markov chains and Markov decision processes
against specifications given in LTL or as some form of nondeterministic Büchi automata is the
inclusion of a determinisation step of the automaton under consideration. In this paper, we
show that full determinisation can be avoided: subset and breakpoint constructions suffice. We
have implemented our approach—both explicit and symbolic versions—in a prototype tool. Our
experiments show that our prototype can compete with mature tools like PRISM.
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1 Introduction
Markov chains (MCs) and Markov decision processes (MDPs) are widely used to study
systems that exhibit both, probabilistic and nondeterministic choices. Properties of these
systems are often specified by temporal logic formulas, such as the branching time logic
PCTL [18], the linear time logic PLTL [6], or their combination PCTL* [6]. While model
checking is tractable for PCTL [6], it is more expensive for PLTL: PSPACE-complete for
Markov chains and 2EXPTIME-complete for MDPs [11].
In classical model checking, one checks whether a modelM satisfies an LTL formula ϕ by
first constructing a nondeterministic Büchi automaton B¬ϕ [34], which recognises the models
of its negation ¬ϕ. The model checking problem then reduces to an emptiness test for the
productM⊗B¬ϕ. The translation to Büchi automata may result in an exponential blow-up
compared to the length of ϕ. However, this translation is mostly very efficient in practice,
and highly optimised off-the-shelf tools like LTL3BA [1] or SPOT [14] are available.
The quantitative analysis of a probabilistic model M against an LTL specification ϕ
is more involved. To compute the maximal probability PM(ϕ) that ϕ is satisfied in M,
the classic automata-based approach includes the determinisation of an intermediate Büchi
automaton Bϕ. If such a deterministic automaton A is constructed for Bϕ, then determining
the probabilityPM(ϕ) reduces to solving an equation system for Markov chains, and a linear
programming problem for MDPs [6], both in the productM⊗A. Such a determinisation step
usually exploits a variant of Safra’s [31] determinisation construction, such as the techniques
presented in [29,32].
Kupferman, Piterman, and Vardi point out in [23] that “Safra’s determinization construc-
tion has been notoriously resistant to efficient implementations.” Even though analysing long
LTL formulas would surely be useful as they allow for the description of more complex re-
quirements on a system’s behaviour, model checkers that employ determinisation to support
LTL, such as LiQuor [8] or PRISM [24], might fail to verify such properties.
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2 Lazy Probabilistic Model Checking without Determinisation
In this paper we argue that applying the Safra determinisation step in full generality is
only required in some cases, while simpler subset and breakpoint constructions often suffice.
Moreover, where full determinisation is required, it can be replaced by a combination of the
simpler constructions, and it suffices to apply it locally on a small share of the places.
A subset construction is known to be sufficient to determinise finite automata, but it fails
for Büchi automata. Our first idea is to construct an under- and an over-approximation start-
ing from the subset construction. That is, we construct two (deterministic) subset automata
Su and So such that L(Su) ⊆ L(Bϕ) ⊆ L(So) where L(Bϕ) denotes the language defined by
the automaton Bϕ for ϕ. The subset automata Su and So are the same automaton S except
for their accepting conditions. We build a product Markov chain with the subset automata.
We establish the useful property that the probability PM(ϕ) equals the probability of reach-
ing some accepting bottom strongly connected components (SCCs) in this product: for each
bottom SCC S in the product, we can first use the accepting conditions in Su or So to
determine whether S is accepting or rejecting, respectively. The challenge remains when the
test is inconclusive. In this case, we first refine S using a breakpoint construction. Finally,
if the breakpoint construction fails as well, we have two options: we can either perform a
Rabin-based determinisation for the part of the model where it is required, thus avoiding
to construct the larger complete Rabin product. Alternatively, a refined multi-breakpoint
construction is used. An important consequence is that we no longer need to implement
a Safra-style determinisation procedure: subset and breakpoint constructions are enough.
From a theoretical point of view, this reduces the cost of the automata transformations in-
volved from nO(k·n) to O(k·3n) for generalised Büchi automata with n states and k accepting
sets. From a practical point of view, the easy symbolic encoding admitted by subset and
breakpoint constructions is of equal value. We discuss that (and how) the framework can
be adapted to MDPs—with the same complexity—by analysing the end components [6,11].
We have implemented our approach—both explicit and symbolic versions—in our
IscasMC tool [17], which we applied on various Markov chain and MDP case studies.
Our experimental results confirm that our new algorithm outperforms the Rabin-based ap-
proach in most of the properties considered. However, there are some cases in which the
Rabin determinisation approach performs better when compared to the multi-breakpoint
construction: the construction of a single Rabin automaton suffices to decide a given con-
nected component, while the breakpoint construction may require several iterations. Our
experiments also show that our prototype can compete with mature tools like PRISM.
To keep the presentation clear, the detailed proofs are provided in the appendix.
2 Preliminaries
2.1 ω-Automata
Nondeterministic Büchi automata are used to represent ω-regular languages L ⊆ Σω = ω →
Σ over a finite alphabet Σ. In this paper, we use automata with trace-based acceptance
mechanisms. We denote by [1..k] the set {1, 2, . . . , k} and by j ⊕k 1 the successor of j in
[1..k]. I.e., j ⊕k 1 = j + 1 if j < k and j ⊕k 1 = 1 if j = k.
I Definition 1. A nondeterministic generalised Büchi automaton (NGBA) is a quintuple
B = (Σ, Q, I,T,Fk), consisting of
a finite alphabet Σ of input letters,
a finite set Q of states with a non-empty subset I ⊆ Q of initial states,
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a set T ⊆ Q×Σ×Q of transitions from states through input letters to successor states,
and
a family Fk = {Fj ⊆ T | j ∈ [1..k] } of accepting (final) sets.
Nondeterministic Büchi automata are interpreted over infinite sequences α : ω → Σ of
input letters. An infinite sequence ρ : ω → Q of states of B is called a run of B on an input
word α if ρ(0) ∈ I and, for each i ∈ ω, (ρ(i), α(i), ρ(i+ 1)) ∈ T. We denote by Run(α) the
set of all runs ρ on α. For a run ρ ∈ Run(α), we denote with tr(ρ) : i 7→ (ρ(i), α(i), ρ(i+ 1))
the transitions of ρ. We sometimes denote a run ρ by the associated states, that is, ρ =
q0 · q1 · q2 · . . . where ρ(i) = qi for each i ∈ ω and we call a finite prefix q0 · q1 · q2 · . . . · qn
of ρ a pre-run. A run ρ of a NGBA is accepting if its transitions tr(ρ) contain infinitely
many transitions from all final sets, i.e., for each j ∈ [1..k], Inf(tr(ρ)) ∩ Fj 6= ∅, where
Inf(tr(ρ)) = { t ∈ T | ∀i ∈ ω ∃j > i such that tr(ρ)(j) = t }. A word α : ω → Σ is accepted
by B if B has an accepting run on α, and the set L(B) = {α ∈ Σω | α is accepted by B } of
words accepted by B is called its language.
BE
x
y z
a, 1
c
a
b, 2
Figure 1 A Büchi auto-
maton
Figure 1 shows an example of Büchi automaton. The num-
ber j after the label as in the transition (x, a, y), when present,
indicates that the transition belongs to the accepting set Fj ,
i.e., (x, a, y) belongs to F1. The language generated by BE is a
subset of (ab|ac)ω and a word α is accepted if each b (and c) is
eventually followed by a c (by a b, respectively).
We call the automaton B a nondeterministic Büchi automaton (NBA) whenever |Fk| = 1
and we denote it by B = (Σ, Q, I,T,F). For technical convenience we also allow for finite
runs q0 · q1 · q2 · . . . · qn with T ∩ {qn} × {α(n)} × Q = ∅. In other words, a run may end
with qn if action α(n) is not enabled from qn. Naturally, no finite run satisfies the accepting
condition, thus it is not accepting and has no influence on the language of an automaton.
To simplify the notation, the transition set T can also be seen as a function T: Q ×
Σ → 2Q assigning to each pair (q, σ) ∈ Q × Σ the set of successors according to T, i.e.,
T(q, σ) = { q′ ∈ Q | (q, σ, q′) ∈ T }. We extend T to sets of states in the usual way, i.e., by
defining T(S, σ) =
⋃
q∈S T(q, σ).
I Definition 2. A (transition-labelled) nondeterministic parity automaton (NPA) with k
priorities is a quintuple P = (Σ, Q, I,T, pri) where Σ, Q, I, and T are as in Definition 1 and
a function pri : T→ [1..k] from transitions to a finite set [1..k] of priorities.
A run ρ : ω → Q of a NPA is accepting if the lowest priority that occurs infinitely often
is even, that is if lim infn→∞ pri(tr(ρ)(n)) is even.
I Definition 3. A (transition-labelled) nondeterministic Rabin automaton (NRA) with k
accepting pairs is a quintuple A = (Σ, Q, I,T, (Ak,Rk)) where Σ, Q, I, and T are as in
Definition 1 and (Ak,Rk) = { (Ai,Ri) | i ∈ [1..k], Ai,Ri ⊆ T } is a finite family of Rabin
pairs. (For convenience, we sometimes use other finite sets of indices rather than [1..k].)
A run ρ of a NRA is accepting if there exists i ∈ [1..k] such that Inf(tr(ρ))∩Ai 6= ∅ and
Inf(tr(ρ)) ∩ Ri = ∅.
An automaton A = (Σ, Q, I,T,ACC), where ACC is the acceptance condition (parity,
Rabin, Büchi, or generalised Büchi), is called deterministic if, for each (q, σ) ∈ Q × Σ,
|T(q, σ)| ≤ 1, and I = {q0} for some q0 ∈ Q. For notational convenience, we denote
a deterministic automaton A by the tuple (Σ, Q, q0,T,ACC) and T: Q × Σ → Q is the
partial function, which is defined at (q, σ) if, and only if, σ is enabled at q. For a given
deterministic automaton D, we denote by Dd the otherwise similar automaton with initial
state d. Similarly, for a NGBA B, we denote by BR the NGBA with R as set of initial states.
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I Definition 4. We call a NGBA B = (Σ, Q, I,T,Fk) a semi-deterministic Büchi automaton
(SDBA) if the set of states Q can be partitioned into two sets Qi and Qf , where Qi is the
set of states B is initially in and Qf is the set of finally reached states B is eventually
always in, such that 1.) I ⊆ Qi is singleton, and 2.) the set of transitions can be partitioned
into three sets: transitions Ti ⊆ Qi × Σ × Qi that are taken initially, transit transitions
Tt ⊆ Qi × Σ×Qf , and transitions Tf ⊆ Qf × Σ×Qf the automaton takes after a transit
transition has been used, such that Ti and Tf are partial functions, i.e., for each σ ∈ Σ,
|Ti(qi, σ)| ≤ 1 for each qi ∈ Qi and |Tf (qf , σ)| ≤ 1 for each qf ∈ Qf .
2.2 Determinisation of Generalised Büchi Automata
NGBAs can be translated to deterministic Rabin automata (DRAs) using the following
construction from [33]. We first define the structure that captures the acceptance mechanism
of our deterministic Rabin automaton.
I Definition 5 (Ordered trees). We call a tree T ⊆ N∗ an ordered tree if it satisfies the
following constraints:
Each element v ∈ T is called a node. The empty sequence ε ∈ T is called the root.
If a node v = n1 . . . njnj+1 is in T , then v′ = n1 . . . nj is also in T ; v′ is called the
predecessor of v, denoted by pred(v); pred(ε) is undefined.
If a node v = n1 . . . nj−1nj is in T , then, for each 0 ≤ i < nj , v′ = n1 . . . nj−1i is also in
T ; v′ is called an older sibling of v and v a younger sibling of v′; the set of older siblings
of v is denoted by os(v).
Ordered trees are therefore non-empty sets of nodes that are closed under predecessors
and older siblings.
I Definition 6 (Generalised history tree). Let B = (Σ, Q, I,T,Fk) be a NGBA. A generalised
history tree (GHT) d over Q for k accepting sets is a triple d = (T , l, h), where
T is an ordered tree,
l : T → 2Q \ {∅} is a labelling function such that
l(v) ( l(pred(v)) holds for all v ∈ T , v 6= ε,
the intersection of the labels of two siblings is disjoint, i.e., for each v ∈ T and each
v′ ∈ os(v), l(v) ∩ l(v′) = ∅, and
the union of the labels of all siblings is strictly contained in the label of their prede-
cessor, i.e., for each v ∈ T there exists q ∈ l(v) such that for each v′ ∈ T , v = pred(v′)
implies q /∈ l(v′),
h : T → [1..k] is a function that labels every node with a number from [1..k].
For a GHT d = (T , l, h), (T , l) is the history tree introduced in [32]. GHTs are enriched
by the second labelling function, h, which is used to relate nodes in the tree with a particular
accepting set. Intuitively, h(v) denotes the active index of the accepting transitions, i.e.,
Fh(v). The construction separates the transition mechanism from the acceptance condition.
A GHT contains the set of currently reached states in its root. We therefore denote l(ε)
for a given GHT d = (T , l, h) by rchd(d). As it helps to understand the correctness of our
breakpoint construction, we recall how to determinise a NGBA.
I Definition 7 (Determinisation construction [33]). Given a NGBA B = (Σ, Q, I,T,Fk)
with |Q| = n states and k accepting sets, we construct an equivalent DRA D =
(Σ, Qd, q0,Td, { (Ai,Ri) | i ∈ J }), denoted by det(B), as follows.
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Qd is the set of generalised history trees over Q.
q0 is the generalised history tree ({ε}, l : ε 7→ I, h : ε 7→ 1).
For each tree d ∈ Qd and σ ∈ Σ with T(l(ε), σ) 6= ∅, the transition d′ = Td(d, σ) is the
result of the following sequence of steps: for each node v ∈ d, let Qv be l(v);
1. Raw update of l. For each node v ∈ d, set l(v) = T(Qv, σ).
2. Sprouting new children. For each node v ∈ d with c children and h(v) = i, create a
new child vc with l(vc) = Fi(Qv, σ) and h(vc) = 1.
3. Stealing of labels. For each node v and each q ∈ Qv, q is removed from the labels of
all younger siblings of v and all of their descendants.
4. Accepting and removing. For each node v whose label is equal to the union of the
labels of its children, remove all descendants of v from the tree, and restrict the domain
of l and h accordingly. Update h(v) with h(v)⊕k 1.
The transition is in Av for all nodes v for which this applies.
5. Removing nodes. Remove all nodes with empty labels. (The resulting tree T ′ may
no longer be ordered.) l and h are updated by restricting their domain.
6. Renaming and rejecting. To repair the orderedness, we denote by ‖v‖ = |os(v) ∩ T ′|
the number of (still existing) older siblings of v, and map v = n1 . . . nj to v′ =
‖n1‖ ‖n1n2‖ ‖n1n2n3‖ . . . ‖v‖, denoted rename(v). We update a triple (T , l, h) from
the previous step to
(
rename(T ′), l′ : rename(v) 7→ l(v), h′ : rename(v) 7→ h(v)).
For each v /∈ T ∩ T ′ and each v ∈ T ′ with rename(v) 6= v, the transition is in Rv.
The sets Ai and Ri are constructed according to above Steps 4 and 6.
J is the set of nodes that occur in some ordered tree of size n (the number of nodes).
AE
ε, {x}, 1
ε, {yz}, 1
0, {y}, 1
ε, {x}, 2ε, {yz}, 2
a
b
c
a
c
b
Figure 2 The determ-
inisation for BE
Figure 2 shows the DRA AE corresponding to the NGBA BE
in Figure 1. Each rounded box is a tree and each node contains
the node identifier and the associated l- and h-labels, respectively.
Aε contains the double arrow transitions while R0 contains the
remaining transitions; Rε and A0 are empty.
2.3 Markov Chains and Product
A distribution µ over a set X is a function µ : X → [0, 1]
such that
∑
x∈X µ(x) = 1. A Markov chain (MC) is a tuple
M = (M,L, µ0,P), where M is a finite set of states, L : M → Σ is a labelling function,
µ0 is the initial distribution, and P: M × M → [0, 1] is a probabilistic transition mat-
rix satisfying
∑
m′∈M P(m,m′) ∈ {0, 1} for all m ∈ M . A state m is called absorbing if∑
m′∈M P(m,m′) = 0. We write (m,m′) ∈ P for P(m,m′) > 0.
ME
a
c b2/3 1/3
1 1
Figure 3 A MC
with L(m) = m for
each m.
A maximal path ofM is an infinite sequence ξ = m0m1 . . . satis-
fying P(mi,mi+1) > 0 for all i ∈ ω, or a finite one if the last state is
absorbing. We denote by PathsM the set of all maximal paths ofM.
An infinite path ξ = m0m1 . . . defines the word α(ξ) = w0w1 . . . ∈ Σω
with wi = L(mi), i ∈ ω.
Given a finite sequence ξ = m0m1 . . .mk, the cylinder of ξ, de-
noted by Cyl(ξ), is the set of maximal paths starting with prefix
ξ. We define the probability of the cylinder set by PM
(
Cyl(m0m1 . . .mk)
) def= µ0(m0) ·∏k−1
i=0 P(mi,mi+1). For a given MC M, PM can be uniquely extended to a probability
measure over the σ-algebra generated by all cylinder sets.
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In this paper we are interested in ω-regular properties L ⊆ Σω and the probability
PM(L) for some measurable set L. Further, we define PM(B) def= PM({ ξ ∈ PathsM |
α(ξ) ∈ L(B) }) for an automaton B. We write PMm to denote the probability function when
assuming that m is the initial state. Moreover, we omit the superscript M whenever it is
clear from the context. We follow the standard way of computing this probability in the
product ofM and a deterministic automaton for L.
I Definition 8 (Product MC and Projection). Given a MC M = (M,L, µ0,P) and a de-
terministic automaton A = (Σ, Q, q0,T,ACC), the product Markov chain is defined by
M×A def= (M ×Q,L′, µ′0,P′) where
L′
(
(m, d)
)
= L(m);
µ′0
(
(m, d)
)
= µ0(m) if d = T(q0, L(m)), 0 otherwise; and
P′
(
(m, d), (m′, d′)
)
equals P(m,m′) if d′ = T(d, L(m′)), and is 0 otherwise.
We denote by piA((m, d), (m′, d′)) the projection on A of the given ((m, d), (m′, d′)) ∈ P′,
i.e., piA((m, d), (m′, d′)) = (d, L(m′), d′), and by piA(B) its extension to a set of transitions
B ⊆ T′, i.e., piA(B) = {piA(p, p′) | (p, p′) ∈ B }.
As we have accepting transitions on the edges of the automata, we propose product Markov
chains with accepting conditions on their edges.
I Definition 9 (GMC, RMC, and PMC). Given a MCM and a deterministic automaton A
with accepting set ACC, the product automaton isM⊗A def= (M×A,ACC′) where
if ACC = Fk, then ACC′
def= F′k where F′i = { (p, p′) ∈ P′ | piA(p, p′) ∈ Fi } ∈ F′k for
each i ∈ [1..k] (Generalised Büchi Markov chain, GMC);
if ACC = (Ak,Rk), then ACC′
def= (A′k,R′k) where A′i = { (p, p′) ∈ P′ | piA(p, p′) ∈
Ai } ∈ A′k and R′i = { (p, p′) ∈ P′ | piA(p, p′) ∈ Ri } ∈ R′k for each i ∈ [1..k] (Rabin
Markov chain, RMC); and
if ACC = pri : P → [1..k], then ACC′ def= pri′ : P′ → [1..k] where pri′(p, p′) =
pri(piA(p, p′)) for each (p, p′) ∈ P′ (Parity Markov chain, PMC).
Thus, RMC, PMC, and GMC are Markov chains extended with the corresponding accepting
conditions. We remark that the labelling of the initial states of the Markov chain is taken
into account in the definition of µ′0.
I Definition 10 (Bottom SCC). A bottom strongly connected component (BSCC) S ⊆ V is
an SCC in the underlying digraph (V,E) of a MCM, where all edges with source in S have
only successors in S (i.e., for each (v, v′) ∈ E, v ∈ S implies v′ ∈ S). We assume that a
(bottom) SCC does not contain any absorbing state. Given an SCC S, we denote by PS the
transitions ofM in S, i.e., PS = { (m,m′) ∈ P | m,m′ ∈ S }.
3 Lazy Determinisation
We fix an input MC M and a NGBA B = (Σ, Q, I,T,Fk) as a specification. Further, let
A = det(B) be the deterministic Rabin automaton (DRA) constructed for B (cf. [31–33]),
and letM⊗A = (M ×Q,L, µ0,P,ACC) be the product RMC. We consider the problem
of computing PMm0(B), i.e., the probability that a run ofM is accepted by B.
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Figure 4 Overview of the model checking procedure
3.1 Outline of our Methodology
We first recall the classical approach for computing PM(B), see [3] for details. It is well
known [6] that the computation of PM(B) reduces to the computation of the probabilistic
reachability in the product RMCM⊗A with A = det(B). We first introduce the notion of
accepting SCCs:
I Definition 11 (Accepting SCC). Given a MC M and the DRA A = det(B), let S be a
bottom SCC of the product RMCM⊗A. We say that S is accepting if there exists an index
i ∈ [1..k] such that Ai ∩ piA(PS) 6= ∅ and Ri ∩ piA(PS) = ∅; we call each s ∈ S an accepting
state. Moreover, we call the union of all accepting BSCCs the accepting region.
Essentially, since a BSCC is an ergodic set, once a path enters an accepting BSCC S,
with probability 1 it will take transitions from Ai infinitely often; since Ai is finite, at least
one transition from Ai is taken infinitely often. Now we have the following reduction:
I Theorem 12 ([6]). Given a MCM and a Büchi automaton B, consider A = det(B). Let
U ⊆M ×Q be the accepting region and let ♦U denote the set of paths containing a state of
U . Then, PM(B) = PM⊗A(♦U).
When all bottom SCCs are evaluated, the evaluation of the Rabin MC is simple: we
abstract all accepting bottom SCCs to an absorbing goal state and perform a reachability
analysis, which can be solved in polynomial time [3, 6]. Thus, the outline of the traditional
probabilistic model checking approach for LTL specifications is as follows:
1. translate the NGBA B into an equivalent DRA A = det(B);
2. build (the reachable fragment of) the product automatonM⊗A;
3. for each BSCC S, check whether S is accepting. Let U be the union of these accepting
SCCs;
4. infer the probability PM⊗A(♦U).
The construction of the deterministic Rabin automaton used in the classical approach is
often the bottleneck of the approach, as one exploits some variant of the approach proposed
by Safra [31], which is rather involved. The lazy determinisation technique we suggest in
this paper follows a different approach.
We first transform the high-level specification (e.g., given in the PRISM language [24])
into its MDP or MC semantics. We then employ some tool (e.g., LTL3BA [1] or SPOT [14])
to construct a Büchi automaton equivalent to the LTL specification. This nondeterministic
automaton is used to obtain the deterministic Büchi over- and under-approximation subset
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automata Su and So, as described in Subsection 3.3. The languages recognised by these
two deterministic Büchi automata are such that L(Su) ⊆ L(B) ⊆ L(So). We build the
product of these subset automata with the model MDP or MC (cf. Lemma 19). We then
compute the maximal end components or bottom strongly connected components. According
to Lemma 20, we try to decide these components of the product by using the acceptance
conditions Foi and Fui of Su and So, respectively.
For each of those components where over- and under-approximation do not agree (and
which we therefore cannot decide), we employ the breakpoint construction (cf. Corollary 22),
involving the deterministic Rabin over- and under-approximation breakpoint automata BPu
and BPo, such that L(BPu) ⊆ L(B) ⊆ L(BPo). For this, we take one state of the component
under consideration and start the breakpoint construction with this state as initial state.
This way, we obtain a product of a breakpoint automaton with parts of the model. If the
resulting product contains an accepting component (using the under-approximation), then
the original component must be accepting, and if the resulting product contains a rejecting
component (using the over-approximation), then the original component must be rejecting.
The remaining undecided components are decided either by using a Safra-based construc-
tion, restricted to the undecided component, or only by using BPu, where we start from
possibly different states of the subset product component under consideration; this approach
always decides the remaining components, and we call it the multi-breakpoint construction.
For the model states that are part of an accepting component, or from which no accepting
component is reachable, the probability to fulfil the specification is now already known to
be 1 or 0, respectively. To obtain the remaining state probabilities, we construct and solve
a linear programming (LP) problem (or a linear equation system when we start with MCs).
Note that, even in case the multi-breakpoint (or Safra-based) procedure is necessary in
some places, our method is usually still more efficient than direct Rabin determinisation,
for instance based on some variation of [33]. The reason for this is twofold. First, when
starting the determinisation procedure from a component rather than from the initial state
of the model, the number of states in the Rabin product will be smaller, and second, we
only need the multi-breakpoint determinisation to decide MECs or bottom SCCs, such that
the computation of transient probabilities can still be done in the smaller subset product.
The following optimisations can be used to speed up the model checking algorithm.
We can compute the graph decomposition on the fly. Thus, we first compute one com-
ponent, then decide it, compute the next component, etc.
If we have shown a state (m,R) of the subset product to be accepting and R′ ⊃ R, then
(m,R′) is accepting.
We can treat all states, from which we find that we can reach an accepting component
with probability 1, as accepting.
Note that, if such a state is part of a MEC, this expands to the complete MEC, and if
the state is initial, we can already terminate the algorithm.
Subset and breakpoint products can be effectively represented using BDDs [27].
In the remainder of this section, we detail the proposed approach: we first introduce the
theoretical background, and then present the incremental evaluation of the bottom SCCs.
3.2 Acceptance Equivalence
In order to be able to apply our lazy approach, we exploit a number of acceptance equival-
ences in the RMC. Given the DRA A = det(B) and a state d of A, we denote by rchd(d)
the label of the root node ε of the labelled ordered tree associated to d (cf. [31–33]).
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I Theorem 13. Given a NGBA B and A = det(B), let d be an arbitrary state of A. Then,
a word is accepted by Ad if, and only if, it is accepted by Brchd(d).
Intuitively, a word α is accepted by Ad if there is an accepting sequence d0d1d2 . . .
with d0 = d and di = (Ti, li, hi) for each i ∈ ω; since each li+1(ε) is the set of
states reached from li(ε) via α(i), then in Brchd(d) = Bl0(ε) there is a sequence of states
q0q1q2 . . . such that each qi+1 ∈ li+1(ε) is reached from some qi ∈ li(ε) via α(i); such
a sequence is accepting as well by the way det(B) is constructed. A similar argument
applies for the other direction. The formal proof is a mild generalisation of the correctness
proof of the DRA construction [33]. Theorem 13 provides an immediate corollary.
I Corollary 14. Given a NGBA B, a MC M, and the DRA A = det(B), (1.) a path ρ
in M⊗A that starts from a state (m, d) is accepted if, and only if, the word it defines is
accepted by Brchd(d); and (2.) if rchd(d) = rchd(d′), then the probabilities of acceptance from
a state (m, d) and a state (m, d′) are equal, i.e., PM⊗A(m,d) (B) = PM⊗A(m,d′)(B).
This property allows us to work on quotients and to swap between states with the same
reachability set. If we ignore the accepting conditions, we have a product MC, and we can
consider the quotient of such a product MC as follows.
I Definition 15 (Quotient MC). Given a MCM and a DRA A = det(B), the quotient MC
[M×A] ofM×A is the MC ([M ×Q], [L], [µ0], [P]) where
[M ×Q] = { (m, [d]) | (m, d) ∈M ×Q, [d] = { d′ ∈ Q | rchd(d′) = rchd(d) } },
[L](m, [d]) = L(m, d),
[µ0](m, [d]) = µ0(m, d), and
[P]
(
(m, [d]), (m′, [d′])
)
= P
(
(m, d), (m′, d′)
)
.
By abuse of notation, we define [(m, d)] = (m, [d]) and [C] = { [s] | s ∈ C }. It is easy to see
that, for each d ∈ Q, d ∈ [d] holds and that [P] is well defined: for (m, d1), (m, d2) ∈ [(m, d)],
P
(
(m, d1), (m′, [d′])
)
= P
(
(m, d), (m′, d′)
)
= P
(
(m, d2), (m′, [d′])
)
holds.
I Theorem 16. For a MCM and DRA A = det(B), it holds that
1. if S is a bottom SCC ofM×A then [S] is a bottom SCC of [M×A],
2. if S′ is a bottom SCC of [M×A], then there is a bottom SCC S ofM×A with S′ = [S].
Together with Definition 11 and Theorem 13, Theorem 16 provides:
I Corollary 17. Let S be a bottom SCC of [M×A]. Then, either all states s of M⊗A
with [s] ∈ S are accepting, or all states s ofM⊗A with [s] ∈ S are rejecting.
Once all bottom SCCs are evaluated, we only need to perform a standard probabilistic
reachability analysis on the quotient MC.
3.3 Incremental Evaluation of Bottom SCCs
To evaluate each bottom SCC of the RMC, we use three techniques: the first one is based on
evaluating the subset construction directly. We get two deterministic NGBAs that provide
over- and under-approximations. If this fails, we refine the corresponding bottom SCC by a
breakpoint construction. Only if both fail, a precise construction follows.
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3.3.1 Subset Construction
For a given NGBA B = (Σ, Q, I,T,Fk), a simple way to over- and under-approximate its lan-
guage by a subset construction is as follows. We build two NGBAs So = (Σ, 2Q, {I},T′,Fok)
and Su = (Σ, 2Q, {I},T′,Fuk), differing only for the accepting condition, where
T′ = { (R, σ,C) | ∅ 6= R ⊆ Q,C = T(R, σ) },
Foi = { (R, σ,C) ∈ T′ | ∃(q, q′) ∈ R× C. (q, σ, q′) ∈ Fi } ∈ Fok for each i ∈ [1..k], and
Fui = { (R, σ,C) ∈ T′ | ∀(q, q′) ∈ R× C. (q, σ, q′) ∈ Fi } ∈ Fuk for each i ∈ [1..k].
SE
{x} {y, z}a
b
c
Figure 5 The sub-
set construction for
BE
Essentially, So and Su are the subset automata that we use to
over- and under-approximate the accepting conditions, respectively.
Figure 5 shows the reachable fragment of the subset construction for
the NGBA BE depicted in Figure 1. The final sets of the two subset
automata are Fo1 = {({x}, a, {yz})} and Fo2 = {({yz}, b, {x})} for So
and Fu1 = Fu2 = ∅ for Su. The following lemma holds:
I Lemma 18. L(Su[d]) ⊆ L(Ad) ⊆ L(So[d]).
The proof is easy as, in each Foi and Fui , the accepting transitions are over- and under-
approximated. With this lemma, we are able to identify some accepting and rejecting
bottom SCCs in the product.
We remark that So and Su differ only in their accepting conditions. Thus, the corres-
ponding GMCs M⊗ Su and M⊗ So also differ only for their accepting conditions. If we
ignore the accepting conditions, we have the following result:
I Lemma 19. LetM be a MC, B a NGBA, A = det(B), and Su as defined above; let S be
Su without the accepting conditions. Then,M×S and [M×A] are isomorphic.
The proof is rather easy—it is based on the isomorphism identifying a state (m,R) ofM×S
with the state (m, [d]) of [M×A] such that rchd(d) = R.
Considering the accepting conditions, we can classify some bottom SCCs.
I Lemma 20. Let M be a MC and B a NGBA. Let So and Su be as defined above. Let S
be a bottom SCC ofM⊗Su. Then,
S is accepting if Fui ∩ piSu(PS) 6= ∅ holds for all i ∈ [1..k];
S is rejecting if Foi ∩ piSu(PS) = ∅ holds for some i ∈ [1..k].
ME × SE
a, {y, z}
c, {x} b, {x}2/3 1/3
1 1
Figure 6 The
product ofME and SE
The above result directly follows by Lemma 18. Figure 6 shows
the product of the MC ME depicted in Figure 3 and the subset
automaton SE in Figure 5. It is easy to check that the only bottom
SCC is neither accepting nor rejecting.
For the bottom SCCs, for which we cannot conclude whether
they are accepting or rejecting, we continue with the breakpoint
construction.
3.3.2 Breakpoint Construction
For a given NGBA B = (Σ, Q, I,T,Fk), we denote with bp(Q, k) = { (R, j, C) | C ( R ⊆
Q, j ∈ [1..k] } the breakpoint set, where (1.) R intuitively refers to the set of currently
reached states l(ε) in the root ε of an extended history tree d = (T , l, h); (2.) j refers to the
index h(ε) of the root; and (3.) C is the union of the l-labels of the children of the root.
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That is, (R, j, C) =
(
l(ε), h(ε),
⋃
i∈T ∩N l(i)
)
, also denoted by 〈d〉, where T ∩ N represents
the nodes of T that are children of ε, i.e., (R, j, C) is an abstraction of the tree (T , l, h).
We build two DRAs BPo = (Σ, bp(Q, k), (I, 1, ∅),T′, {(Aε, ∅), (T′,R0)}) and BPu =
(Σ, bp(Q, k), (I, 1, ∅),T′, {(Aε, ∅)}), called the breakpoint automata, as follows.
From the breakpoint state (R, j, C), let R′ = T(R, σ) and C ′ = T(C, σ)∪Fj(R, σ). Then
an accepting transition with letter σ reaches (R′, j ⊕k 1, ∅) if C ′ = R′. This corresponds to
the equivalence from Step 4 that determines acceptance. (Note that Step 3 does not affect
the union of the children’s labels.) Since Step 4 removes all children, this is represented by
using ∅ as label of the child 0. Formally,
Aε = { ((R, j, C), σ, (R′, j ⊕k 1, ∅)) | (R, j, C) ∈ bp(Q, k), σ ∈ Σ,
∅ 6= R′ = T(R, σ), C ′ = T(C, σ) ∪ Fj(R, σ), C ′ = R′ }.
The remaining transitions, for which C ′ 6= R′, are obtained in a similar way, but now the
transition reaches (R′, j, C ′), where j remains unchanged; formally,
T′′ = { ((R, j, C), σ, (R′, j, C ′)) | (R, j, C) ∈ bp(Q, k), σ ∈ Σ,
∅ 6= R′ = T(R, σ), C ′ = T(C, σ) ∪ Fj(R, σ), C ′ 6= R′ }.
The transition relation T′ is just T′′ ∪Aε. Transitions that satisfy C ′ = ∅ are rejecting:
R0 = { ((R, j, C), σ, d) ∈ T′′ | T(C, σ) = ∅ }.
BPE
{x}, 2, ∅
{y, z}, 1, {y}{x}, 1, ∅
{y, z}, 2, ∅ a
c
b
a
b
c
Figure 7 The breakpoint
construction for BE (fragment
reachable from ({x}, 1, ∅))
Figure 7 shows the reachable fragment of the breakpoint
construction for the NGBA BE depicted in Figure 1. The
double arrow transitions are in Aε while the remaining trans-
itions are in R0.
I Theorem 21. The following inclusions hold:
L(Su[d]) ⊆ L(BPu〈d〉) ⊆ L(Ad) ⊆ L(BPo〈d〉),L(So[d]).
We remark that the breakpoint construction can be refined further such that it is finer
than L(So[d]). However we leave it as future work to avoid heavy technical preparations.
Exploiting the above theorem, the following becomes clear.
I Corollary 22. Let S be a bottom SCC of the quotient MC. Let (m, d) ∈ S be an arbitrary
state of S. Moreover, let BPo, BPu be the breakpoint automata. Then,
S is accepting if there exists a bottom SCC S′ in M⊗ BPu〈d〉 with S = [S′], which is
accepting (i.e., S′ contains some transition in Aε).
S is rejecting if there exists a bottom SCC S′ in M ⊗ BPo〈d〉 with S = [S′], which is
rejecting (i.e., S′ contains no transition in Aε, but some transition in R0).
ME ⊗ BPuE
c, ({x}, 2, ∅)
a, ({y, z}, 1, {y})b, ({x}, 1, ∅)
a, ({y, z}, 2, ∅) 1
2/3
1/3 1
1/3
2/3
Figure 8 The product of ME and
BPuE
Note that the productsM⊗BPu〈d〉 andM⊗BPo〈d〉
are the same RMCs except for their accepting condi-
tions. Figure 8 shows the product of the MC ME
depicted in Figure 3 and the breakpoint automaton
BPuE in Figure 7. It is easy to see that the only bot-
tom SCC is accepting.
Together with Corollary 17, Lemma 20 and Co-
rollary 22 immediately provide the following result,
which justifies the incremental evaluations of the bottom SCCs.
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I Corollary 23. Given a MC M, a NGBA B, and A = det(B), if [(m, d)] is a state in a
bottom SCC of the quotient MC and [d] = [d′], then
PM⊗Ad(m,d) (B) = 1 if P
M⊗Su[d′]
(m,[d]) (B) > 0 or P
M⊗BPu〈d′〉
(m,〈d〉) (B) > 0, and
PM⊗Ad(m,d) (B) = 0 if P
M⊗So[d′]
(m,[d]) (B) < 1 or P
M⊗BPo〈d′〉
(m,〈d〉) (B) < 1.
In case there are remaining bottom SCCs, for which we cannot conclude whether they are
accepting or rejecting, we continue with a multi-breakpoint construction that is language-
equivalent to the Rabin construction.
3.3.3 Multi-Breakpoint Construction
The multi-breakpoint construction we propose to decide the remaining bottom SCCs makes
use of a combination of the subset and breakpoint constructions we have seen in the previ-
ous steps, but with different accepting conditions: for the subset automaton S = S(B) =
(Σ, Qss, qss,Tss,Fss), we use the accepting condition Fss = ∅, i.e., the automaton accepts
no words; for the breakpoint automaton BP = BP(B) = (Σ, Qbp, qbp,Tbp,Fbp), we con-
sider Fbp = Aε. Note that the Büchi acceptance condition Fbp = Aε is trivially equival-
ent to the Rabin acceptance condition {(Aε, ∅)}, so BP is essentially BPu. We remark
that in general the languages accepted by S and BP are different from L(B): L(S) = ∅
by construction while L(BP) ⊆ L(B), as shown in Theorem 21. To generate an auto-
maton accepting the same language of B, we construct a semi-deterministic automaton
SD = SD(B) = (Σ, Qsd , qsd ,Tsd ,Fsd) by merging S and BP as follows: Qsd = Qss ∪ Qbp,
qsd = qss, Tsd = Tss ∪ Tt ∪ Tbp, and Fsd = Fbp, where Tt = { (R, σ, (R′, j′, C ′)) |
R ∈ Qss, (R′, j′, C ′) ∈ Qbp, and R′ ⊆ Tss(R, σ) }. The equivalence between the languages
accepted by B and SD will be established in Section 5.3, more precisely by Proposition 27,
but we point it out here as it is used in the proof of Theorem 25.
For A = det(B), it is known by Lemma 19 thatM×S andM×A are strictly related,
so we can define the accepting SCC ofM×S by means of the accepting states ofM×A.
I Definition 24. Given a MC M and a NGBA B, for S = S(B) and A = det(B), we say
that a bottom SCC S ofM×S is accepting if, and only if, there exists a state s = (m, d)
in an accepting bottom SCC S′ ofM×A such that (m, rchd(d)) ∈ S.
Note that Corollary 14 ensures that the accepting SCCs ofM×S are well defined.
I Theorem 25. Given a MC M and a NGBA B, for SD = SD(B) and S = S(B), the
following facts are equivalent:
1. S is an accepting bottom SCC ofM×S;
2. there exist (m,R) ∈ S and R′ ⊆ R such that (m, (R′, j, ∅)) belongs to an accepting SCC
ofM⊗SD(m,(R′,j,∅)) for some j ∈ [1..k];
3. there exist (m,R) ∈ S and q ∈ R such that (m, ({q}, 1, ∅)) reaches with probability 1 an
accepting SCC ofM⊗SD(m,({q},1,∅)).
Theorem 25 provides a practical way to check whether an SCC S ofM×S is accepting:
it is enough to check whether some state (m,R) of S has R ⊇ R′ for some (m, (R′, j, ∅)) in
the accepting region ofM⊗SD, or whether, for a state q ∈ R, (m, ({q}, 1, ∅)) reaches with
probability 1 the accepting region. We remark that, by construction of SD, if we change the
initial state of SD to (R, j, C)—i.e., if we consider SD(R,j,C)—then the run can only visit
breakpoint states; i.e., it is actually a run of BP(R,j,C).
E.M. Hahn, G. Li, S. Schewe, A. Turrini, and L. Zhang 13
ComputeAccScc(M,B)
1: AccScc = ∅
2: S = BuildSubset(B)
3: M×S = BuildProd(M,S)
4: Scc = ComputeScc(M×S)
5: for all S ∈ Scc do
6: if IsAcc(M,B, S)
7: AccScc = AccScc ∪ {S}
8: return AccScc
IsAcc(M,B, S)
1: take a state (m,S) ∈ S
2: for all q ∈ S do
3: BP = BuildBP(B, {q})
4: M⊗BP=BuildProd(M,BP, (m, {q}))
5: if (m, {q}) is accepting inM⊗BP
6: return true
7: return false
Figure 9 Algorithm to compute accepting SCCs ofM×S(B)
4 Semi-Determinisation
Based on the Theorem 12, the classical approach for evaluating MCs for LTL specifications
is sketched as follows:
1. translate the NGBA B into an equivalent DPA D = det(B);
2. build (the reachable fragment of) the product automatonM⊗D;
3. for each bottom SCC S, check whether S is accepting. Let U be the union of these
accepting SCCs;
4. abstract all accepting bottom SCCs to an absorbing goal state and perform a reachability
analysis to infer PM⊗D(♦U), which can be solved in polynomial time [3, 6].
The classical approach is to construct a deterministic Rabin automaton in step 1 and
thus to evaluate Rabin acceptance conditions in step 3 [31,33]. The size of such deterministic
Rabin automaton is m · nO(k·n) where n and k are the number of states and accepting sets
of B, respectively, and m the number of states of M. By using the isomorphism between
the product MCM×S ofM and S = S(B) and the quotient MC [M×D], in Lemma 19
we have established that it is enough to check whether each SCC of M× S is accepting.
Then, computing the probability PM(B) simply reduces to computing the probability of
reaching the accepting SCCs in M× S. The latter step is analogous to the classical one,
so let us focus on the former. The corresponding pseudocode makes use of the procedures
ComputeAccScc(M,B) and IsAcc(M,B, S), computing the accepting SCCs of M× S
and whether the SCC S is accepting, respectively.
The procedure ComputeAccScc(M,B) is the same as the one depicted in Figure 9
and works as follows: 1.) we build the subset automaton S and its product with the MC
M, M× S; 2.) we compute the SCCs of M× S; 3.) for each SCC S, we decide whether
it is accepting and we collect into AccScc all accepting SCCs. By Corollary 14, we have
that AccScc contains all states of M× S corresponding to the accepting states of M×D.
Note that we just need to work with the reachable fragment of S and ofM×S, since the
unreachable parts do not contribute to the evaluation of PM(B).
Regarding the procedure IsAcc(M,B, S), we first verify whether S is accepting via
over- and under-approximating acceptance conditions on the subset construction itself. This
technique is in not complete; if S has not been decided, we proceed with over- and under-
approximating acceptance conditions on the breakpoint construction. If S is still not decided,
we finally fall back to the original Rabin construction, but only on the states of S.
In this work we prove that it is sufficient to use subset and breakpoint constructions for
identifying accepting SCCs. The new construction avoids the Rabin (or parity) determinisa-
tion of the Büchi automaton completely and gives an improved complexity. The pseudocode
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of our semi-deterministic construction is the one depicted in Figure 9: deciding the accepting
SCCs ofM×S is based on breakpoint automata BP with Büchi acceptance conditions; the
method is conclusive, but different initial states might have to be considered. The evaluation
of the probability of reaching such accepting SCCs requires only M× S. The algorithm
we propose is rather simple, but its correctness is much more involved and we devote the
next section to show that our novel approach is correct. The correctness is based on the
equivalence of the given NGBA B and a semi-deterministic Büchi automaton whose initial
part is generated via subset construction while for the final part the breakpoint construction
is used. The transit transitions between these two parts connect each subset state S to each
possible breakpoint state (R′, j′, C ′) having R′ ⊆ T(R, σ). As Theorem 25 will show, an
SCC ofM×S is accepting if and only if by performing one of such transit transitions we
land directly inside an accepting SCC ofM⊗BP. Alternatively, by the same theorem, an
SCC ofM×S is accepting if and only if by performing one of such transit transitions we
land to a state (m, ({q}, 1, ∅)) that reaches accepting SCCs ofM⊗BP with probability 1.
Note that such SCCs may be unreachable from the usual initial state of M⊗ BP, so this
does not contradict the fact that the usual breakpoint construction is not enough to decide
whether α ∈ L(B) for a given word α ∈ Σω.
5 Correctness
In this section we show that the semi-determinisation construction is correct. This result is
achieved in several steps. We first describe how a NGBA B can be converted into a semi-
deterministic Büchi automaton SD via subset and breakpoint constructions; then we show
that B and SD recognise the same language; next, we consider the parity determinisation
D of SD and we show that again the recognised language is preserved; finally, we relate the
accepting SCCs of M× S with the accepting SCCs of M⊗ SD and of M⊗ BP, where
S = S(B) and BP = BP(B). We conclude the section with the complexity analysis of the
semi-determinisation construction.
5.1 Semi-Determinisation of NGBAs
The first step for proving the correctness of our semi-determinisation construction is the
generation of a semi-deterministic automaton corresponding to the given B, by using the
subset and breakpoint constructions.
I Definition 26. Given a NGBA B, consider the subset and Büchi breakpoint automata
S(B) = (Σ, Qss, qss,Tss,Fss) and BP(B) = (Σ, Qbp, qbp,Tbp,Fbp), respectively. The semi-
determinisation of B is the Büchi automaton SD(B) = (Σ, Qsd , qsd ,Tsd ,Fsd) where Qsd =
Qss∪Qbp is the set of states, qsd = qss is the initial state, Tsd = Tss∪Tt∪Tbp is the transition
relation, Fsd = Fbp is the accepting set, and Tt is defined as Tt = { (R, σ, (R′, j′, C ′)) |
R ∈ Qss, (R′, j′, C ′) ∈ Qbp, and R′ ⊆ Tss(R, σ) }.
Thus, the semi-deterministic automaton SD(B) consists of two deterministic parts: an
initial part with the states Qi = Qss, where the automaton follows the subset construction,
and a final part with the states Qf = Qbp, where the automaton follows the breakpoint
construction. Within a run of an automaton, there is only (or: at most) a single step that is
not following this deterministic pattern: the transition taken from Tt from the initial to the
final part. By construction, it is clear that the resulting automaton is semi-deterministic.
Figure 10 shows the semi-determinisation of the Büchi automaton BE in Figure 1. The
left hand side is the initial part, obtained via the subset construction; the right hand side
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Subset construction
{x} {y, z}a
b
c
Breakpoint construction
{x}, 2, ∅
{x}, 1, ∅
{y, z}, 2, ∅ {y, z}, 1, {y}
{y, z}, 1, {z}
{y}, 2, ∅
a
c
b a
b
c
c
b
c
b
b
c
c
a
a
a
a
Figure 10 Semi-determinisation SDE of BE in Figure 1 (fragment)
is a fragment of the final part, generated via the breakpoint construction. We remark that
the breakpoint construction has 38 states (of which only 12 states are reachable via transit
transitions) while we have depicted only 6 of them. Double arrows are transitions belonging
to Fsd = Fbp while dotted arrows are (some of) the transit transitions in Tt.
5.2 Determinising and Applying SDAs
Given a SDBA SD = (Σ, Qsd , qsd ,Tsd ,Fsd) with Qsd = Qi ∪ Qf and Tsd = Ti ∪ Tt ∪ Tf ,
we can construct a DPA D = (Σ, Qd, (qsd , ∅),Td, pri) (where ∅ represents the function with
an empty domain) as follows. Let T␣sd be the completion of Tsd that maps every element of
Qsd ×Σ not in the domain of Tsd to a fresh symbol ␣. For the components T␣i and T␣f , we
use according definitions.
A state in Qd is a pair (r, f), consisting of the state r reached through the extended
initial transitions T␣i and a bijection f : [1..m]→ R for a set R ⊆ Qf with m = |R|.
The transition Td :
(
(r, f), σ
) 7→ (r′, f ′) is defined as follows:
update of subset part: r′ = T␣i (r, σ);
updating breakpoint states: let g : [1..m]→ R′ be a surjection with R′ ⊆ Qf∪{␣} defined
as g(j) = T␣f
(
f(j), σ
)
for each j ∈ [1..m];
minimal acceptance number: let a be the minimal integer such that
(
f(a), σ, g(a)
) ∈ Fsd
is an accepting transition if such an integer exists, and a = |Qf |+ 1 otherwise;
removing duplicate breakpoint states: let g′ : [1..m] → R′ be obtained from g by repla-
cing, for every h, j ∈ [1..m] such that j > h and g(j) = g(h), g(j) by ␣;
minimal rejecting number: let d be the minimal integer with g′(d) = ␣ if such an integer
exists, and d = |Qf |+ 1 otherwise;
removing blanks: let g′′ : [1..m′′] → R′′ be a bijection with R′′ = R′ \ {␣} where m′′ =
|R′′|; g′′ is obtained from g′ by removing the ␣ signs while preserving the order, that is,
if h < j, g′′(h) = g′(h′), and g′′(j) = g′(j′), then h′ < j′;
restoring transit transitions: f ′ : [1..m′] → S is a bijection with f ′(h) = g′′(h) for all
h ≤ m′′, S = R′′ ∪ { q ∈ Qf | (r, σ, q) ∈ Tt }, and m′ = |S|; and
transition priority: the priority of this transition
(
(r, f), σ, (r′, f ′)
)
is 2d− 1 if d ≤ a and
2a if a < d.
Note that in the above definition, for f ′ the assignment of numbers i with m′′ < i ≤ m′ to
elements of { q ∈ Qf | (r, σ, q) ∈ Tt } is arbitrary as long as f ′ is a bijection. We denote by
D(SD) the DPA D constructed as above from SD.
Given a NGBA B, we write D = det(B) to denote the automaton D = D(SD(B)) and
for a state d = (r, f) of D, we denote by rchd(d) the states reached in d, i.e., rchd(d) = r.
The parity automaton follows the initial subset part of the semi-deterministic automaton
in the part r of a state (r, f). It simulates the final breakpoint part via the function f that
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DE (␣, ∅)({x}, ∅)
({y, z}, f1)
({x}, f2)
({y, z}, f4)
({x}, f3)
a, 77 b, 77
c, 77
a, 77
b, 77
c, 77
b, 3
a, 1
a, 77
b, 1 c, 1
c, 2
a, 77
a, 1
c, 3
b, 2
a, 1
j f1(j) f2(j) f3(j) f4(j)
1 {y, z}, 1, {y} {x}, 1, ∅ {x}, 2, ∅ {y, z}, 2, ∅
2 {y, z}, 2, ∅ {x}, 2, ∅ {x}, 1, ∅ {y, z}, 1, {y}
3 {y, z}, 2, {y} {y, z}, 2, {y}
4 {y, z}, 1, ∅ {y, z}, 1, ∅
5 {y, z}, 1, {z} {y, z}, 1, {z}
6 {y, z}, 2, {z} {y, z}, 2, {z}
7 {y}, 1, ∅ {y}, 1, ∅
8 {y}, 2, ∅ {y}, 2, ∅
9 {z}, 1, ∅ {z}, 1, ∅
10 {z}, 2, ∅ {z}, 2, ∅
Figure 11 Parity automaton DE corresponding to SDE in Figure 10
Table 1 Examples of the construction of the transitions of DE in Figure 11
Transition (({y, z}, f1), b, ({x}, f2)) Transition (({x}, f2), a, ({y, z}, f1))
j g(j) acc. g′(j) g′′(j) f ′(j) g(j) acc. g′(j) g′′(j) f ′(j)
1 {x}, 1, ∅ no {x}, 1, ∅ {x}, 1, ∅ {x}, 1, ∅ {y, z}, 1, {y} no {y, z}, 1, {y} {y, z}, 1, {y} {y, z}, 1, {y}
2 {x}, 1, ∅ yes ␣ {x}, 2, ∅ {x}, 2, ∅ {y, z}, 2, ∅ no {y, z}, 2, ∅ {y, z}, 2, ∅ {y, z}, 2, ∅
3 {x}, 1, ∅ yes ␣ {y, z}, 2, {y}
4 {x}, 1, ∅ no ␣ {y, z}, 1, ∅
5 {x}, 2, ∅ yes {x}, 2, ∅ {y, z}, 1, {z}
6 {x}, 1, ∅ yes ␣ {y, z}, 2, {z}
7 ␣ no ␣ {y}, 1, ∅
8 ␣ no ␣ {y}, 2, ∅
9 {x}, 1, ∅ no ␣ {z}, 1, ∅
10 {x}, 1, ∅ yes ␣ {z}, 2, ∅
stores the nondeterministic choice of where to start in the breakpoint part by assigning them
to the entries f(i) while preserving the previous choices.
Figure 11 shows the parity automaton DE obtained by applying the above determin-
isation to the semi-deterministic automaton SD(BE) depicted in Figure 10. Function f1
is completely arbitrary since functions g, g′, and g′′ are all the empty function, so let us
detail how to obtain the transition from ({y, z}, f1) to ({x}, f2) via action b. Table 1 shows
the functions g, g′, g′′, and f ′ we compute and whether (f(j), b, g(j)) is accepting (i.e.,
(f(j), b, g(j)) ∈ Fsd). As we can see, for the transition from ({y, z}, f1) to ({x}, f2) via
action b we have that both a and d have value 2 since (f1(2), b, g(2)) ∈ Fsd and g′(2) = ␣,
so the resulting transition has priority 2d− 1 = 3 as d ≤ a. Instead, for the transition from
({x}, f2) to ({y, z}, f1) via action a, we have that both a and d have value |Qf | + 1 = 39
since there is no accepting transition and no blank in g′( · ), so the resulting transition has
priority 2d − 1 = 77. Note that in f ′( · ) only positions 1 and 2 are determined by g′′( · );
the remaining positions are again arbitrary and having f ′ = f1 is the result of a deliberate
choice. In fact, a different choice would just make the resulting parity automaton larger
than DE while accepting the same language.
Consider a word α ∈ {a, b, c}ω and the associated run ρ: if α ∈ {a, b, c}ω \ (ab|ac)ω,
then the corresponding run of DE has 77 as limiting minimum priority since α /∈ (ab|ac)ω
means that there exists i ∈ ω such that either α(i) = α(i + 1) = a, or α(i) = b and
α(i+ 1) = c, or α(i) = c and α(i+ 1) = b, thus the state (␣, ∅) is reached via the transition
tr(ρ)(i + 1). Since (␣, ∅) enables only self-loops each one with priority 77, this is also the
minimum priority appearing infinitely often. Now, suppose that α ∈ (ab|ac)ω \ L(B). This
means that either α ∈ (ab|ac)∗(ab)ω, or α ∈ (ab|ac)∗(ac)ω; in the former case, the automaton
repeatedly switches between states ({x}, f2) and ({y, z}, f1), and in the latter case between
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states ({x}, f3) and ({y, z}, f4). In both cases, it is immediate to see that the minimum
priority appearing infinitely often is 3 that is odd, thus α is rejected.
5.3 Language Equivalence
The semi-deterministic construction we presented in Definition 26 preserves the accepted
language, that is, a NGBA B and the resulting semi-deterministic automaton SD(B) ac-
cept the same language; moreover, the language accepted by SD(B) starting from a state
(R, j, C) ∈ Qf depends only on R, the subset component.
I Proposition 27. Given a NGBA B, let SD be constructed as above. Then, L(SD) = L(B).
I Proposition 28. Given a NGBA B and two states (R, j, C), (R, j′, C ′) ∈ Qf of SD(B),
L(SD(B)(R,j,C)) = L(SD(B)(R,j′,C′)).
Similarly, for a given NGBA B, also SD = SD(B) and the corresponding parity auto-
maton D = D(SD) are language equivalent, thus L(B) = L(SD) = L(D).
I Proposition 29. Given a SDBA SD and D = D(SD), L(SD) = L(D) holds.
Given a semi-deterministic Büchi automaton SD, D = D(SD), and a state (r, f) of D, we
remark that for i ∈ ω we have f(i) ∈ Qf . Since SD is semi-deterministic, by Definition 4 the
reachable fragment of SDf(i) is a deterministic automaton so we can consider the product
M⊗SDf(i) that is a MC extended with accepting conditions. In particular, the accepting
SCCs of M⊗ D and M⊗ SD are strictly related by the function f of states (r, f) ∈ D
and the smallest priority occurring in the considered SCC. In the following, we say that
M⊗SD(m,q) (orM⊗D(m,(r,f))) is accepting if the probability to eventually being trapped
into an accepting SCC is 1.
I Lemma 30. Given a SDBA SD and D = D(SD), ifM⊗D(m,(r,f)) forms an SCC where
the smallest priority of the transitions in the SCC is 2a, thenM⊗SD(m,f(a)) is accepting.
It is known by Lemma 19 thatM×S andM×D are strictly related, so we can define
the accepting SCC ofM×S by means of the accepting states ofM×D.
I Definition 31. Given a MC M and a NGBA B, for S = S(B) and D = det(B), we say
that a bottom SCC S ofM×S is accepting if, and only if, there exists a state s = (m, (R, f))
in an accepting bottom SCC S′ ofM×D such that (m,R) ∈ S.
Note that Corollary 14 ensures that the accepting SCCs ofM×S are well defined.
I Theorem 32. Given a MC M and a NGBA B, for SD = SD(B) and S = S(B), the
following facts are equivalent:
1. S is an accepting bottom SCC ofM×S;
2. there exist (m,R) ∈ S and R′ ⊆ R such that (m, (R′, j, ∅)) belongs to an accepting SCC
ofM⊗SD(m,(R′,j,∅)) for some j ∈ [1..k];
3. there exist (m,R) ∈ S and q ∈ R such that (m, ({q}, 1, ∅)) reaches with probability 1 an
accepting SCC ofM⊗SD(m,({q},1,∅)).
Theorem 32 provides a practical way to check whether an SCC S ofM×S is accepting:
it is enough to check whether some state (m,R) of S has R ⊇ R′ for some (m, (R′, j, ∅)) in
the accepting region ofM⊗SD, or whether, for a state q ∈ R, (m, ({q}, 1, ∅)) reaches with
probability 1 the accepting region. We remark that, by construction of SD, if we change the
initial state of SD to (R, j, C)—i.e., if we consider SD(R,j,C)—then the run can only visit
breakpoint states; i.e., it is actually a run of BP(R,j,C).
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I Theorem 33. Given a MCM and a Büchi automaton B, consider S = S(B) andM×S
with accepting SCCs according to Definition 24. Let U be the accepting region and let ♦U
denote the set of paths containing a state of U . Then, PM(B) = PM×S(♦U).
5.4 Complexity of Semi-Determinisation
The complexity of the procedure ComputeAccScc(M,B) in Figure 9 isO(m2·k·3n), where
n is the number of states of the Büchi automaton B, k the number of accepting sets in Fk,
and m the number of states of the MCM. Note that the actual runtime can be improved
by caching the positive results of IsAcc(M,B, S): if S is accepting with witness (m, q) with
q ∈ R and (m,R) ∈ S, and we have to compute IsAcc(M,B, S′), we can first verify whether
there exists (m,R′) ∈ S′ such that q ∈ R′; if this is the case, we can immediately return a
positive answer without constructing the Büchi breakpoint automaton.
6 Markov Decision Processes
The lazy determinisation approach proposed in this paper extends to Markov decision pro-
cesses (MDPs) after minor adaptation; Markov chains have mainly been used for ease of
notation. While the details of the extension to MDPs have been moved to Appendix A, we
give here an outline of the adaptation with a focus on the differences and particularities that
need to be taken into consideration when we are dealing with MDPs.
An MDP is a tupleM = (M,L,Act, µ0,P) whereM , L, and µ0 are as for Markov chains,
Act is a finite set of actions, and P: M×Act → Dist(M) is the transition probability function
where Dist(M) is the set of distributions over M . The nondeterministic choices are resolved
by a scheduler υ that chooses the next action to be executed depending on a finite path.
Like for Markov chains, the principal technique to analyse MDPs against a specification ϕ is
to construct a deterministic Rabin automaton A, build the productM⊗A, and analyse it.
This product will be referred to as a Rabin MDP (RMDP). According to [6], for a RMDP,
it suffices to consider memoryless deterministic schedulers of the form υ : M × Q → Act,
where Q is the set of states of A. Given a NGBA specification Bϕ, we are interested in
supυPM,υ(Bϕ). In particular, one can use finite memory schedulers on M. (Schedulers
that control M can be used to control M ⊗ A for all deterministic automata A.) The
superscript M is omitted when it is clear from the context. We remark that the infimum
can be treated accordingly, as infυPυ(Bϕ) = 1− supυPυ(B¬ϕ).
As Theorem 13 operates on the word level, Corollary 14 immediately extends to MDPs.
Under the corresponding equivalence relation we obtain a quotient MDP. From here, it is
clear that we can use the estimation of the word languages provided in Theorem 21 to
estimate supυPυ(Bϕ).
I Corollary 34. Given an MDP M and a NGBA B, let m be a state of M and d, d′ be
states of A = det(B) with [d] = [d′]. Then supυPυ(m,[d])(Su[d]) ≤ supυPυ(m,〈d〉)(BPu〈d〉) ≤
supυPυ(m,d)(Ad) = supυPυ(m,d′)(Ad′) ≤ supυPυ(m,〈d〉)(BPo〈d〉), supυPυ(m,[d])(So[d]) holds.
In the standard evaluation of RMDP, the end components of the product M⊗A play
a role comparable to the one played by bottom SCCs in MCs. An end component (EC) is
simply a sub-MDP, which is closed in the sense that there exists a memoryless scheduler υ
such that the induced Markov chain is a bottom SCC. If there is a scheduler that additionally
guarantees that a run that contains all possible transitions infinitely often is accepting, then
the EC is accepting. Thus, one can stay in the EC and traverse all of its transitions (that
the scheduler allows) infinitely often, where acceptance is defined as for BSCCs in MCs.
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I Theorem 35. Given an MDP M and a NGBA B, for A = det(B), SD = SD(B), and
S = S(B), if C is an accepting EC ofM⊗A, then (1.) [C] is an EC ofM×S and (2.) C′ = 〈C〉
is an accepting EC ofM⊗SD. C′ contains a state (m, (R, 1, ∅)) with R ⊆ [d] and (m, d) ∈ C.
Note that, since each EC C ofM⊗A is either accepting or rejecting, finding an accepting
EC C′ = 〈C〉 ofM⊗SD allows us to derive that C is accepting as well.
For RMDPs, it suffices to analyse maximal end components (MEC). We define a MEC as
accepting if it contains an accepting EC. MECs are easy to construct and, for each accepting
pair, they are easy to evaluate: it suffices to remove the rejecting transitions, repeat the
construction of MECs on the remainder, and check if there is any that contains an accepting
transition. Once accepting MECs are determined, their states are assigned a winning prob-
ability of 1, and evaluating the complete MDP reduces to a maximal reachability analysis,
which reduces to solving an LP problem. It can therefore be solved in polynomial time.
These two theorems allow us to use a layered approach of lazy determinisation for MDPs,
which is rather similar to the one described for Markov chains. We start with the quotient
MDP, and consider an arbitrary MEC C. By using the accepting conditions of the subset
automata Su and So, we check whether C is accepting or rejecting, respectively. If this test is
inconclusive, we first refine C by a breakpoint construction, and finally by a multi-breakpoint
construction. We remark that, as for Markov chains, the breakpoint and multi-breakpoint
constructions can be considered as oracles: when we have identified the accepting MECs, a
plain reachability analysis is performed on the quotient MDP.
Theorem 35 makes clear what needs to be calculated in order to classify an EC—and
thus a MEC—as accepting, while Corollary 34 allows for applying this observation in the
quantitative analysis of an MDP, and also to smoothly combine this style of reasoning with
the lazy approach. This completes the picture of [11] for the quantitative analysis of MDPs,
which is technically the same as their analysis of concurrent probabilistic programs [11].
In general, it is possible to compute infυPM,υ(B¬ϕ) instead of supυPM,υ(Bϕ), and then
use supυPM,υ(Bϕ) = 1 − infυPM,υ(B¬ϕ). For computing the infimum, we would have to
invert the terms: an EC is rejecting, if it is not accepting, and a MEC is rejecting, if it
contains a rejecting EC. This detour has a principle computational disadvantage: a witness
that an EC is rejecting is more involved than a witness that it is accepting, as it requires to
try all combinations of subsets (see below).
We have not implemented this detour. However, this approach may be worthwhile trying
when B¬ϕ appears to be better suited for analysis. This could, e.g., be the case, when B¬ϕ
is deterministic, or when B¬ϕ) is significantly smaller than Bϕ. Given that the construction
of Bϕ and B¬ϕ are cheap in practice, it might be worth computing both.
It is worthwhile to point out that, in principle, the qualitative analysis from [11] could
replace Theorem 35 when using this detour. This would imply accepting the computational
drawbacks and losing the choice between the two automata to start with. The techniques
from Section 4.2 of [11] also do not directly allow for analysing MECs only, and some further
work would have to be invested to allow for focussing on rejecting MECs, and to facilitate
it when using the detour through B¬ϕ.
As said before, from a theoretical point of view, to compute supυPM,υ(Bϕ) it is enough
to consider the maximal end components of M⊗ det(Bϕ) instead of the bottom SCCs as
in the Markov chain case and then compute the maximal probability to reach the accepting
MECs. From the practical point of view, the algorithms ComputeAccScc and IsAcc
shown in Figure 9 can be easily adapted to MDPs as follows: in ComputeAccScc, at
line 4 ComputeScc is replaced by ComputeMec that computes the MECs of the product
between the MDP M and the subset automaton S; in IsAcc(M,B, C), line 1 has to be
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Figure 12 Finding accepting ECs in MDPs: MDPM, NGBA B, S = S(B), BP = BP(B)
replaced by a loop on all (m,R) ∈ C since checking the acceptance from a single state of the
MEC C does not suffice. However, if (m,R) is known to be not accepting, we can exclude all
states that cannot avoid reaching (m,R), thus the breakpoint construction can be performed
on a reduced number of states.
For MDPs, differently from the subset and breakpoint construction, for the multi-
breakpoint case testing only one (m,R) ∈ C in general is not sufficient; consider the MDP
M and the NGBA B depicted in Figure 12. We first consider the product MDP M× S,
containing one MEC. We first try to decide whether it is accepting by considering the state
(c, {x}). The only nonempty subset of {x} is the set itself, thus we look for accepting MECs
inM⊗BP(c,({x},1,∅)). It is clear that from (c, ({x}, 1, ∅)) no accepting MECs can be reached.
In contrast to the MC setting, we cannot conclude that the original MEC is not accepting.
Instead, we remove (c, {x}) from the set of states to consider, as well as (b, {x}), from which
we cannot avoid reaching (c, {x}). The state left to try is (a, {x, y}), where we have two
transitions available. Indeed, inM⊗BP the singleton MEC {(a, ({y}, 1, ∅))} is accepting.
Thus the MEC ofM×S is accepting, though only one of its states—{(a, {x, y})}—allows
us to conclude this, and we need to select the correct subset, {y}, to start with.
7 Implementation and Results
We have implemented our approach in our IscasMC tool [17] in both explicit and BDD-
based symbolic versions. We use LTL formulas to specify properties, and apply SPOT [14]
to translate them to NGBAs. Our experimental results suggest that our technique provides
a practical approach for checking LTL properties for probabilistic systems. A web interface
to IscasMC can be found at http://iscasmc.ios.ac.cn/. For our experiments, we used
a 3.6 GHz Intel Core i7-4790 with 16GB 1600 MHz DDR3 RAM.
We consider a model [10] of a distributed file server system used by Google in the PRISM
model version of [2]. This model is a continuous-time Markov chain, but we can apply our
methods on its embedded (discrete time) MC.
To estimate the scalability of our approach, we have applied it on increasingly larger
formulas. For this, we have applied SPOT to generate 100 random formulas for each
formula size from 2 to 30 based on the atomic propositions of [10]. On these formulas we
have then applied our model checker as well as PRISM. We used a timeout of 5 minutes and
represent model checking runs which timed out as if they were performed in 5 minutes. In
the left part of Figure 13 we plot the averages of the different runs for both tools (blue “+”
for PRISM and red “×” for IscasMC). As shown, IscasMC is very close to PRISM for
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Figure 13 Plots for random formulas
smaller formula sizes and its relative performance improves for larger ones. Unfortunately,
we were not able to compare our approach with Rabinizer 3 [22], because the tool failed in
the considered random formulas, such that we could not produce a plot. The problem seems
to be caused by a preprocessing step on the formula before translating it to an automaton.
Next, we consider a mutual exclusion protocol [30] (with four processes) which is an
MDP. Again, we consider random formulas of given lengths. As seen in the right part of
Figure 13, the general picture is similar to the previous case.
As a second case study, we consider a set of properties analysed previously in [7]. As
there, we aborted tool runs when they took more than 30 minutes or needed more than
4GB of RAM. The comparison with the results from [7] cannot be completely accurate:
unfortunately, their implementation is not available on request to the authors, and for their
results they did not state the exact speed of the machine used. By comparing the runtimes
stated for PRISM in [7] with the corresponding runtimes we obtained on our machine, we
estimate that our machine is faster than theirs by about a factor of 1.6. Thus, we have
included the values from [7] divided by 1.6 to take into account the estimated effect of the
machine. In Table 2 we provide the results obtained. Here, “property” and “n” are as in [7]
and depict the property and the size of the model under consideration. We report the total
runtime in seconds (“time”) for the explicit-state (“BP expl.”) and the BDD-based symbolic
(“BP BDD”) implementations of the multi-breakpoint construction, as well as the explicit
and symbolic (“RB expl.”, “RB BDD”) of the Rabin-based implementation. In both BP
and RB cases, we first apply the subset and breakpoint steps. We also include the runtimes
of PRISM (“PRISM”) and of the tool used in [7] (“scaled [7]”) developed for a subclass
of LTL formulas and its generalisation to full LTL [15] implemented in Rabinizer 3 [22]
(“Rabinizer 3”, for which we thank the authors for providing the source code). We mark
the best running times (obtained by rounding the actual times) with bold font.
The runtime of our new approaches is almost always better than the running time of
other methods. In many cases, the multi-breakpoint approach performs better than new the
Rabin-based approach (restricted to the single undecided end component), but not always.
Broadly speaking, this can happen when the breakpoint construction has to consider many
subsets as starting points for one end component, while the Rabin determinisation does not
lead to a significant overhead compared to the breakpoint construction. (E.g., when the
history trees have at most three or four nodes.) Thus, both methods are of value. Both of
them are faster than the specialised algorithm of [7] and Rabinizer 3. We assume that one
reason for this is that this method is not based on the evaluation of end components in the
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Table 2 Runtime comparison for the randomised mutual exclusion protocol
time
property n BP expl. BP BDD RB expl. RB BDD PRISM Rabinizer3 scaled [7]
Pmin=?(GFp1=10 ∧GFp2=10
∧GF p3=10 ∧GFp4=10) (3)
4 3 5 15 28 – 104 23
5 19 21 – 104 – 1478 380
Pmax=?((GFp1=0 ∨ FGp2 6=0)
∧(GFp2=0 ∨ FGp3 6=0)) (4)
3 1 2 2 4 138 2 1
4 3 7 4 15 – 20 18
5 19 32 35 76 – 319 299
Pmax=?((GFp1=0 ∨ FGp1 6=0)
∧(GFp2=0 ∨ FGp2 6=0)) (5)
3 2 2 2 4 41 2 1
4 3 8 4 17 336 19 18
5 19 34 45 68 – 314 289
Pmax=?((GFp1=0 ∨ FGp2 6=0)
∧(GFp2=0 ∨ FGp3 6=0)
∧(GFp3=0 ∨ FGp1 6=0))
(6)
3 1 2 2 6 – 5 4
4 3 9 7 27 – 52 47
5 29 38 99 124 – 871 762
Pmax=?((GFp1=0 ∨ FGp1 6=0)
∧(GFp2=0 ∨ FGp2 6=0)
∧(GFp3=0 ∨ FGp3 6=0))
(7)
3 1 2 2 9 – 5 5
4 3 9 12 41 – 50 49
5 29 38 – 171 – 849 792
Pmin=?((GFp1 6=10 ∨GFp1=0 ∨ FGp1=1)
∧GF p1 6=0 ∧GFp1=1) (8)
3 1 2 1 3 1 1 1
4 3 6 3 10 8 13 6
5 17 25 17 41 123 208 91
Pmax=?((Gp1 6=10 ∨Gp2 6=10 ∨Gp3 6=10)
∧(FGp1 6=1 ∨GFp2=1 ∨GFp3=1)
∧(FGp2 6=1 ∨GFp1=1 ∨GFp3=1))
(9)
3 2 6 2 4 – 982 50
4 9 16 7 14 – 1718 440
5 136 60 91 56 – – –
Pmin=?((FGp1 6=0 ∨ FGp2 6=0 ∨GFp3=0)
∨(FGp1 6=10 ∧GFp2=10 ∧GFp3=10) (10)
3 2 3 2 5 169 3 2
4 79 12 4 18 – 32 21
5 – 48 44 69 – 480 339
Note: The entries in column “scaled [7]” are the runtimes from [7] divided by 1.6 as we used an estimated 1.6 times faster machine.
subset product, and also its implementation might not involve some of the optimisations
we apply. In most cases, the explicit-state implementation is faster than the BDD-based
approach, which is, however, more memory-efficient.
As third case study, we consider a model [19] of two clusters of n=16 workstations
each, so that the two clusters are connected by a backbone. Each of the workstations may
fail with a given rate, as may the backbone. Though this case study is a continuous-time
Markov chain, we focused on time-unbounded properties, such that we could use discrete-
time Markov chains to analyse them. We give the results in Table 3, where the meaning
of the columns is as for the mutual exclusion case in Table 2. As before, we mark the best
(rounded) running times with bold font. The properties propUk are probabilities of the
event of component failures with respect to the order (first k failures on left before right)
while propGF∧k and propGF∨k describe the long-run number of workstations functional. As
clearly shown from the results in the table, IscasMC outperforms PRISM andRabinizer 3
all cases, in particular for large PLTL formulas. It is worthwhile to analyse in details
the three properties and how they have been checked: for the propUk case, the subset
construction suffices and returns a (rounded) probability value of 0.509642; for propGF∧k,
the breakpoint construction is enough to determine that the property holds with probability
0. This explains why the BP and RB columns are essentially the same (we remark that the
reported times are the rounded actual runtimes). Property propGF∨k, instead, requires to
use the multi-breakpoint or the Safra-based construction to complete the model checking
analysis and obtaining a probability value of 1.
Finally, as fourth case study, we consider a self-stabilising protocol originally proposed
by Israeli and Jalfon [20]; as our PRISM model, we consider the one adopted in [25]. The
model is parametric in the number n of participants. For this case study, we analyse three
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Table 3 Runtime comparison for the workstation cluster protocol. In the table, we use the
following shortcuts for the formulas:
propUk := P=?(left_n=nU (left_n=n−1U (. . .U (left_n=n−kU right_n 6=n) . . .),
propGF∧k := P=?(GFleft_n=n ∧
∨k
i=0 FGright_n=n−i), and
propGF∨k := P=?(GFleft_n=n ∨
∨k
i=0 FGright_n=n−i).
time
property BP expl. BP BDD RB expl. RB BDD PRISM Rabinizer3
propU9 2 2 2 2 6 25
propU10 2 3 2 3 23 121
propU11 3 4 3 4 95 686
propU12 4 5 4 5 – –
propU13 7 8 7 8 – –
propU14 7 9 7 9 – –
propGF∧2 1 1 1 1 2 1
propGF∧3 1 1 1 1 48 1
propGF∧4 2 1 1 1 – 2
propGF∧5 1 1 1 2 – 14
propGF∧6 1 1 1 1 – 177
propGF∧7 2 2 2 2 – –
propGF∨2 1 1 1 2 2 1
propGF∨3 1 1 2 3 233 1
propGF∨4 1 1 2 3 – 2
propGF∨5 1 2 1 2 – 14
propGF∨6 2 2 2 4 – 180
propGF∨7 3 3 3 6 – –
instances of the PLTL formula
Pmin=?
[
G
(
(
k∑
i=1
qi = k) =⇒
((
(
k∑
i=1
qi = k)U (
k∑
i=1
qi = k − 1)
)
U . . .U (
k∑
i=1
qi = 1)
))]
providing a statement about the number of tokens still existing during the executing of the
self-stabilising algorithm. In Table 4 we provide performance comparisms for k = 6, 7, 8.
IscasMC was able to decide all properties by the subset criterion, such that applying
breakpoint, multi-breakpoint, or Safra determinisation was not necessary. Therefore, we only
provide two entries for the IscasMC explicit (“IscasMC expl.”) and symbolic (“IscasMC
BDD”) implementation. From the results, it is clear that the explicit version of IscasMC,
by using the subset criterion, outperforms both PRISM and Rabinizer 3; if we consider
the symbolic version, IscasMC BDD is always faster than Rabinizer 3 and only in one
case (k = 6, n = 15) it is slower than PRISM. By analysing the causes that made PRISM
fail in all cases for k = 7 and k = 8, we find that the construction of the DRA for the given
formula took too long or too much memory, such that PRISM failed before even starting
to construct the product of the model and the Rabin automaton.
It is interesting to observe, together with the runtimes for the mutual exclusion protocol
shown in Table 2 and the runtimes for the workstation cluster shown in Table 3, how
Rabinizer 3 performs much better on formulas involving mainly the nested G operators
than the U operator. This seems to be caused by the master-slave automata construction
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Table 4 Runtime comparison for the self-stabilising protocol. In the table, propk is the formula
Pmin=?[G((
∑k
i=1 qi = k) =⇒ (((
∑k
i=1 qi = k)U (
∑k
i=1 qi = k − 1))U . . .U (
∑k
i=1 qi = 1)))]
time
property n IscasMC expl. IscasMC BDD PRISM Rabinizer 3
prop6
10 1 2 56 360
11 1 4 56 359
12 2 7 56 360
13 3 14 57 361
14 4 29 56 363
15 6 71 59 364
prop7
10 1 2 – –
11 2 4 – –
12 2 7 – –
13 3 14 – –
14 4 31 – –
15 6 72 – –
prop8
10 1 2 – –
11 2 4 – –
12 2 7 – –
13 3 14 – –
14 4 30 – –
15 7 69 – –
underlying Rabinizer 3 (cf. [15, 22]): given an LTL formula ϕ, let ϕ1, . . . , ϕn be LTL
formulas such that for each ϕi, Gϕi is a sub-formula of ϕ, occurring in the scope of an F
temporal operator. For instance, for ϕ = F(G(a ∧ FGb) ∨Gc), examples of such formulas
are ϕ1 = a ∧ FGb, ϕ2 = b and ϕ3 = c. Checking whether a subformula Gϕi finally holds,
i.e., it occurs in the scope of F, is delegated to a slave automaton, while the remaining tasks
are directly managed by the master automaton. For the formula ϕ, three slaves are created,
one for each formula Gϕi. This means that a formula like propGF∧k and propGF∨k can be
split among multiple slaves, while a formula like propUk is essentially managed by a single
automaton, thus taking no advantage from the master-slave construction.
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A Markov Decision Processes
ME
ma0 m
b
1
1
1
1
Figure 14 An
MDP
In this section, we give more details on how we evaluate MDPs. Let
M = (M,L,Act, µ0,P) be an MDP. Figure 14 shows an example of
an MDP; the labels of the states are in superscript and we omit the
actions of the transitions.
We recall the computation of the probability supυPυ(Bϕ) where
υ : M → Act is a deterministic scheduler, based on [3, Lemma 10.125]
but adapted to the accepting condition on transitions instead of on states. Let A = det(Bϕ)
denote the deterministic Rabin automaton for Bϕ.
A.1 Product of MDPs with Deterministic Automata
As for MC, we have to define products of MDP with deterministic automata. We first define
the product MDP and then the product automata and finally the quotient MDP.
I Definition 36 (Product MDP). Given an MDPM = (M,L,Act, µ0,P) and a deterministic
automaton A = (Σ, Q, q0,T,ACC), the product MDP is defined by M × A def= (M ×
Q,L′,Act, µ′0,P′) where
L′((m, d)) = L(m);
µ′0((m, d)) = µ0(m) if d = T(q0, L(m)), and 0 otherwise; and
P′((m, d), a)(m′, d′) equals P(m, a)(m′) if d′ = T(d, L(m′)), and is 0 otherwise.
We recall that (p, a, p′) ∈ P′ means P′(p, a)(p′) > 0 and we define piA(p, a, p′) to be the
projection on A of the given (p, a, p′) = ((m, d), a, (m′, d′)), i.e., piA(p, a, p′) = (d, L(m′), d′).
BE ME × SE
q0 q1
true
a
a
¬a
m0, {q0}
m1, {q0, q1}
m0, {q0, q1}
1
1
1
1
Figure 15 A Büchi automaton BE and the product MDP ofME and SE
Figure 15 shows in the left hand side a Büchi automaton whose language contains all
words from Σω where a occurs infinitely often; the labels true and ¬a are shortcuts for all
labels in Σ and in Σ \ {a}, respectively. This means, for instance, that if Σ = {a, b}, then
q0 has two transitions with label a and b, respectively, to q0 itself. The right hand side of
Figure 15 shows the product MDP between ME in Figure 14 and the subset construction
SE of BE . The dashed box encloses a maximal end component we will formally define later;
intuitively, a maximal end component is the MDP counterpart of a bottom SCC of a Markov
chain.
I Definition 37 (RMDP, PMDP, and GMDP). Given an MDPM = (M,L,Act, µ0,P) and
a deterministic automaton A = (Σ, Q, q0,T,ACC), the product automaton is defined by
M⊗A def= (M×A,ACC′) where
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if ACC = { (Ai,Ri) | i ∈ [1..k] }, then ACC′ def= { (A′i,R′i) | i ∈ [1..k] } where A′i =
{ (p, a, p′) ∈ P′ | piA(p, a, p′) ∈ Ai, a ∈ Act } and R′i = { (p, a, p′) ∈ P′ | piA(p, a, p′) ∈
Ri, a ∈ Act } (Rabin Markov Decision Process, RMDP);
if ACC = pri : P → [1..k], then ACC′ def= pri′ : P′ → [1..k] where pri′(p, a, p′) =
pri(piA(p, a, p′)) for each (p, a, p′) ∈ P′ (Parity Markov Decision Process, PMDP); or
if ACC = {Fi | i ∈ [1..k] }, then ACC′ def= {F′i | i ∈ [1..k] } where F′i = { (p, a, p′) ∈ P′ |
piA(p, a, p′) ∈ Fi, a ∈ Σ } (Generalised Büchi Markov Decision Process, GMDP).
I Definition 38 (Quotient MDP). Given an MDPM and a DRA A = det(B), the quotient
MDP [M×A] is the MDP ([M ×Q], [L],Act, [µ0], [P]) where
[M ×Q] = { (m, [d]) | (m, d) ∈M ×Q, [d] = { d′ ∈ Q | rchd(d′) = rchd(d) } },
[L](m, [d]) = L(m, d),
[µ0](m, [d]) = µ0(m, d), and
[P]
(
(m, [d]), a, (m′, [d′])
)
= P
(
(m, d), a, (m′, d′)
)
.
As for the quotient MC, the quotient MDP is again well defined: it is immediate to see
that d ∈ [d] and that for each (m, d1), (m, d2) ∈ [(m, d)] and each a ∈ Act, it holds
P
(
(m, d1), a, (m′, [d′])
)
= P
(
(m, d), a, (m′, d′)
)
= P
(
(m, d2), a, (m′, [d′])
)
.
A.2 Reduction to Probabilistic Reachability
For the reader’s convenience, we recall the reduction of supυPM,υ(Bϕ) to probabilistic
reachability in the RMDPM⊗A.
First, we introduce some concept and corresponding notation, starting with the concept
of maximal end component (MEC) that is the MDP counterpart of the SCC for a MC; the
formal definition is not so immediate as we have to take care of the role of the actions.
I Definition 39 (MEC). Given an MDPM = (M,L,Act, µ0,P),
a sub-MDP is a pair (T, en) such that ∅ 6= T ⊆ M and en : M → 2Act satisfying:
(1.) ∅ 6= en(t) ⊆ Act(t) for each r ∈ T where Act(t) denotes the enabled actions of t, and
(2.) t ∈ T and a ∈ en(t) implies P(t, a) ∈ Dist(T ).
An end component ofM is a sub-MDP (T, en) such that the digraph induced by (T, en)
is strongly connected.
An end component C = (T, en) is a maximal end component (MEC) if it is not contained
in some other end component (T ′, en′) 6= (T, en) with T ⊆ T ′ and en(t) ⊆ en′(t) for all
t ∈ T .
As for SCCs, we define the transitions PC of the MEC C = (T, en) of the MDP M as
PC = { (t, a, t′) ∈ P | t, t′ ∈ T, a ∈ en(t) }.
I Definition 40 (Accepting MEC). Given an MDP M and a DRA A = det(B), let C be a
MEC of the product RMDP M⊗A. We say that C is accepting if there exists an index
i ∈ [1..k] such that Ai ∩ piA(PC) 6= ∅ and Ri ∩ piA(PC) = ∅.
Note that Theorem 16 and Corollary 17 extend easily to the MECs of the quotient MDP
and to accepting MECs of the product automaton, respectively.
We now describe how to simplify the identification of the accepting MECs. Given an
MDPM, we first define a sub-MDP restricting to a subset of transitions B ⊆ P. LetMB
denote the sub-MDP with transition space B. Moreover, let B̂ be the completion of the set
B, i.e., B̂ = { (m, a,m′) ∈ P | ∃m′′ ∈M. (m, a,m′′) ∈ B }.
With these notations, we recall that the computation of the probability supυPυ(Bϕ) can
be reduced to a reachability probability:
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for a Rabin pair (A,R), define U(A,R) ⊆ M such that m ∈ U(A,R) if there exists a MEC
C = (T, en) in M(P\R̂) such that m ∈ T and PC ∩ A 6= ∅. In this case we say m is
accepting with respect to (A,R). Note that if m is accepting, then all states in T are
accepting as well, thus T ⊆ U(A,R).
Let U def=
⋃
i∈[1..k] U(Ai,Ri) be the accepting region and A = det(B). Then,
supυPM,υ(Bϕ) reduces to a probabilistic reachability:
sup
υ
PM,υ(Bϕ) = sup
υ
PM⊗A,υ(♦U).
Obviously, if a MEC (T, en) contains a state m ∈ U from the accepting region, then the
probability of accepting the language of Bϕ is the same for all of them, so it does not matter
the particular state m′ ∈ T we reach when we enter (T, en).
A.3 The Incremental Evaluation of MECs
As argued in the body of the paper, the likelihood supυP
M⊗A,υ
(m,d) (Bϕ) does not depend on d
itself, but only on [d]. Together with the observations from Corollary 34, we can therefore
follow the principle layered approach. As for Markov chains, we can use the results from the
previous layers to avoid parts of the construction. The incremental evaluation is described
in details as follows.
Construct the quotient MDPM⊗Su (which is the same asM⊗So except the accepting
conditions). For each MEC C, evaluate as follows:
1. Similar to Lemma 20 for Markov chains, C is accepting if C contains some accepting
transition (p, a, p′) with piSu(p, a, p′) ∈ Fui for each i ∈ [1..k]; C is rejecting if C does not
contain transitions (p, a, p′) with piSu(p, a, p′) ∈ Foi for some i ∈ [1..k].
2. If we could neither establish that C is accepting nor that C is rejecting, we refine C by
a breakpoint construction (only for this MEC). Let (M⊗BPu)|C, (M⊗BPo)|C denote
the breakpoint automata for C (again, the difference is only reflected by the accepting
conditions).
These RMDPs are to be read as the MDPs that exist if one expands the MDP restricted
to C. Let C′ be an arbitrary MEC in the resulting breakpoint automata; we recall that
the Rabin pairs for BPo and BPu are {(Aε, ∅), (T′,R0)} and {(Aε, ∅)}, respectively.
3. C′ is accepting if C′ contains some accepting transition (p, a, p′) with piBPu(p, a, p′) ∈ Aε,
i.e., it is accepted by BPu. Otherwise, C′ = (T, en) is for sure rejecting if it is rejected
by BPo, i.e., there exists (p, a, p′) ∈ PC′ with piBPu(p, a, p′) ∈ R0.
4. If C remains inconclusive, we finally evaluate the MECs of M⊗A. For this, we follow
a similar procedure as for the breakpoints. In particular, it suffices to refine the MECs
individually.
After the above procedure, we make accepting MECs in the quotient MDP absorbing,
whereas non-accepting MECs are untouched. We remark that a MEC cannot be accepting
if it contains a state (m, 〈d〉) such that supυPM⊗A,υ(m,d) (Bϕ) < 1 has been established by a
previous estimation. As a final step, a probabilistic reachability analysis—through solving
a linear programming problem—is needed for the evaluation. Note that this can always be
performed on the quotient MDP.
Figure 16 shows the product automaton of ME and AE = det(BE), i.e., the RMDP
obtained with the DRA corresponding to BE depicted in Figure 15. This example is par-
ticularly interesting since it remarks that finding a rejecting MEC is inconclusive. In fact,
consider the MEC enclosed in the left hand dashed box of the product automaton. This
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ME ⊗AE
m1, {q0}
1
m0, {q0, q1} m1, {q0, q1} m0,
{q0, q1}
{q1}
1 1
1
1
Figure 16 The product automaton ofME and AE = det(BE)
MEC is rejecting but we can not conclude that the language of the product automaton is
empty since there is another scheduler that eventually leaves such MEC reaching the right
hand MEC that is indeed accepting, since it contains an accepting transition, depicted with
the double arrow.
B Symbolic Implementation of Our Approach
Binary decision diagrams (BDDs) [26] are a well-known mechanism to represent binary
functions f : BV → B (where B is the Boolean set and v ∈ BV means v : V → B) by using a
specific form of directed acyclic graphs. Given a NGBA B, we describe first how B can be
represented symbolically. By taking V = Q, we can construct the indicator BDDs vR for any
set R ⊆ Q, such that vR(q) = 1 if, and only if, q ∈ R. We can represent multiple states of
the subset automaton by building a disjunction over their indicator functions. This is then
used to encode states of subset automata So and Su (which are subsets of the states Q of
B). We encode the transition relation by introducing additional variables Σ representing the
transition labels and a copy Q̂ of Q as successor variables. For this, we construct a function
t : BQ×BΣ×BQ̂ → B where T(R, σ) = C if, and only if, t(vR, vσ, vC) = 1. The construction
for the breakpoint automata is similar; for instance, denoted by [1..k] the set of variables
encoding [1..k], the states can be represented by using functions from BQ × B[1..k] × BQ to
B.
This idea resembles [27], but there additional variables are introduced to enumerate states
of subset (or breakpoint) automata. For our purposes this is not needed. The construction
of the single-breakpoint and multi-breakpoint automata is almost identical in terms of their
BDD representations. According to [27], Rabin automata are not well suited to be be
constructed using BDDs directly. It is however possible to construct them in an explicit way
and convert them to a symbolic representation afterwards. For this, we assign a number to
each of the explicit states of the Rabin automaton. Afterwards, we can refer to the state
using BDD variables encoding this number.
We emphasise that we can still compute Rabin automata on-the-fly when using the
BDD-based approach, so as to avoid having to construct parts of the Rabin automaton
which are not needed in the product with the MC or MDP. It might happen that in the
symbolic computation of the reachable states of the product we note that a certain state
of the Rabin automaton is required. In this case, we compute this successor state in the
explicit representation of the automaton, assign to it a new number, encode this number
using BDDs and then use this BDD as part of the reachable states.
MDPs can be represented similarly. To represent exact transition probabilities, one
can involve multi-terminal BDDs (MTBDDs) [9, 13]. If they are not required, BDDs are
sufficient. Products of symbolic model and automata can then be computed using (MT)BDD
operations, allowing for effective symbolic analyses. To compute the (bottom) SCCs, we
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employ a slight variantion of [16]. For MDPs, we then employ a symbolic variant of the
classical algorithm [11,12] to obtain the set of MECs from the set of SCCs. The acceptance
of an SCC/MEC can be decided by a few BDD operations.
C Proofs
C.1 Proof of Theorem 13
To establish Theorem 13, we show inclusion in both directions. The proof is the same as
the correctness proof for the determinisation construction in [33], but the claim is different,
and the proof is therefore included for completeness. The difference in the claim is that
L(Ad) = L(Brchd(d)) is shown for d = (T , l, h) with a singleton set T = {ε} that contains
only the root and h(ε) = 1. The proof, however, does not use either of these properties.
I Lemma 41. L(Ad) ⊆ L(Brchd(d))
Notation
For an ω-word α and j ≥ i, we denote with α[i, j[ the word α(i)·α(i+1)·α(i+2)·. . .·α(j−1).
We denote with Q1 →α Q2 for a finite word α = α1 · . . . · αj−1 that there is, for all qj ∈ Q2
a sequence q1 · . . . · qj with q1 ∈ Q1 and (qi, αi, qi+1) ∈ T for all 1 ≤ i < j. If one of these
transitions is guaranteed to be in Fa, we write Q1 ⇒αa Q2.
For an extended history tree d = (T , l, h), we denote for a state q ∈ rchd(d) the node of
ϑ ∈ T , such that q ∈ l(ϑ), but not in any child of ϑ (@i ∈ N. q ∈ l(ϑi)), by host(q, d).
For an input word α : ω → Σ, let ρ = d0 · d1 · . . . be the run of the DRA A on α. A node
v in the history tree di+1 is called stable if rename(v) = v and accepting if it is accepting in
the transition (di, α(i), di+1).
Proof. Let α ∈ L(Ad). Then there is a v that is eventually always stable and always
eventually accepting in the run ρ = d0 · d1 · d2 · . . . (with d0 = d) of Ad on α. We pick such
a v.
Let i0 < i1 < i2 < . . . be an infinite ascending chain of indices such that
v is stable for all dj with j ≥ i0, and
the chain i0 < i1 < i2 < . . . contains exactly those indices i ≥ i0 such that di is accepting;
this implies that h is updated exactly at these indices.
Let di = (Ti, li, hi) for all i ∈ ω. By construction, we have
rchd(d)→α[0,i0[ li0(v), and
lij (v)⇒α[ij ,ij+1[hij lij+1(v).
Exploiting König’s lemma, this provides us with the existence of a run that visits all accepting
sets Fi of Brchd(d) infinitely often. (Note that the value of h is circulating in the successive
sequences of the run.) This run is accepting, and α therefore belongs to the language of
Brchd(d). J
I Lemma 42. L(Ad) ⊇ L(Brchd(d)).
Proof. Let α ∈ L(Brchd(d)) and ρ = q0 · q1 · . . . be the run of Brchd(d) on the input word α; let
ρA = d0 · d1 · . . . be the run of Ad on α. We then define the related sequence of host nodes
ϑ = v0 · v1 · v2 · . . . = host(q0, d0) · host(q1, d1) · host(q2, d2) · . . .. Let l be the shortest length
|vi| of these nodes of the trees di hosting qi that occurs infinitely many times.
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We follow the run and see that the initial sequence of length l of the nodes in ϑ eventually
stabilises. Let i0 < i1 < i2 < . . . be an infinite ascending chain of indices such that the
length |vj | ≥ l of the j-th node is not smaller than l for all j ≥ i0, and equal to l = |vi| for
all indices i ∈ {i0, i1, i2, . . .} in this chain. This implies that vi0 , vi1 , vi2 , . . . is a descending
chain when the single nodes vi are compared by lexicographic order. As the domain is
finite, almost all elements of the descending chain are equal, say vi := pi. In particular, pi is
eventually always stable.
Let us assume for contradicting that this stable prefix pi is accepting only finitely many
times. We choose an index i from the chain i0 < i1 < i2 < . . . such that pi is stable for all
j ≥ i. (Note that pi is the host of qi for di, and qj ∈ lj(pi) holds for all j ≥ i.)
As ρ is accepting, there is a smallest index j > i such that (qj−1, α(j − 1), qj) ∈ Fhi(pi).
Now, as pi is not accepting, qi must henceforth be in the label of a child of pi, which contradicts
the assumption that infinitely many nodes in ϑ have length |pi|.
Thus, pi is eventually always stable and always eventually accepting. J
The lemmas in this appendix imply Theorem 13.
C.2 Proof of Theorem 16
Before proving Theorem 16 we establish the following result about the relation between
paths and bottom SCCs of the product DRA.
I Lemma 43. For a MCM, a DRA A = det(B), and the product MCM×A, the following
holds:
1. if there is a path from (m, d) to (m′, d′) inM×A, then there is a path from [(m, d)] to
[(m′, d′)] in [M×A]; and
2. if there is a path from [(m, d)] to [(m′, d′)] in [M×A] and (m, d) is reachable inM×A,
then there is a path from (m, d) to some (m′, d′′) with rchd(d′) = rchd(d′′) inM×A.
In particular, if [(m, d)] is reachable in [M× A], then (m, d′) is reachable in M× A for
some d′ with rchd(d) = rchd(d′).
Both of the claims are easy to establish by induction over the length of the path. They
prepare the relevant theorem about bottom SCCs.
Proof. To show (1), we have to run through the properties of a bottom SCC. First, all states
in [S] are reachable and connected by Lemma 43. It remains to show that no state [(m′, d′)] /∈
[S] is the successor of any state in the quotient MC. Let us assume for contradiction that
there is a state (m, d) ∈ S such that [(m′, d′)] is the successor of [(m, d)′] By Lemma 43,
this implies that there is a state (m′, d′′) with rchd(d′′) = rchd(d′) reachable from (m, d). As
S is a bottom SCC, (m′, d′′) ∈ S holds, and [(m′, d′)] = [(m′, d′′)] ∈ [S] follows, which is a
contradiction.
To show (2), let us start with the set S′′ = { s ∈ V | [s] ∈ S }. [S′′] = S follows from
the point (2) of Lemma 43, and S′′ is closed under successors: assuming by contradiction
that this is not the case provides a (m, d) ∈ S′′ with successor (m′, d′) /∈ S′′. (Note that the
reachability of (m, d) implies the reachability of (m′, d′).) But this implies that [(m′, d′)] is
a successor of [(m, d)], and by construction of S′′, [(m′, d′)] ∈ S. For the bottom SCC S, the
construction of S′′ then implies (m′, d′) ∈ S′′, which is a contradiction.
As S′′ is closed under successors, it contains some bottom SCC, and we select S′ to be
such a bottom SCC. We have shown that [S′] is a bottom SCC in the quotient MC in the
first half of this proof. Consequently, [S′] is a bottom SCC that is contained in S, and hence
[S′] = S holds. J
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C.3 Proof of Theorem 21
In this appendix, we show Theorem 21, that is, the inclusions L(Su[d]) ⊆ L(BPu〈d〉) ⊆ L(Ad) ⊆
L(BPo〈d〉),L(So[d]). The subset automata Su, So, and the breakpoint automata BPu, BPo
are defined in Section 3.3.
Given a triple (R, j, C), we refer to R by set
(
(R, j, C)
)
, to j by index
(
(R, j, C)
)
, and to
C by children
(
(R, j, C)
)
.
I Lemma 44. L(Su[d]) ⊆ L(BPu〈d〉).
Proof. Let us assume for contradiction that α is an infinite word such that the run ρ of Su[d]
on α is accepting, while the run ρ′ of L(BPu〈d〉) on α is rejecting. Then there is a position
p ∈ ω such that the following statements hold:
no transition after position p is accepting in tr(ρ′), and, consequently,
there is an index i such that, in the run ρ′ of BPu〈d〉, for all n ≥ p, index(ρ′(n)) = i.
It is easy to see that, by construction, set(ρ′(n)) = ρ(n) holds for all n ∈ ω. As ρ
is accepting, there is a position n ≥ p such that, for all q ∈ ρ(n) and all q′ ∈ ρ(n + 1),
(q, α(n), q′) ∈ T implies (q, α(n), q′) ∈ Fi. (Otherwise Fi would not be accepting in Su[d].)
But then, transition n in tr(ρ′) is accepting, which is a contradiction. J
I Lemma 45. L(BPu〈d〉) ⊆ L(Ad)
Proof. Let us consider an accepting run ρ of BPu〈d〉 and a run ρ′ of Ad on a given input
word α. It is easy to show by induction that, for ρ′(n) = (Tn, ln, hn),
set(ρ(n)) = rchd(ρ′(n)),
children(ρ(n)) =
⋃
i∈Tn∩N ln(i), and
index(ρ(n)) = hn(ε)
hold for all n ∈ ω, and that if tr(ρ)(n) is accepting, then tr(ρ′)(n) is accepting with accepting
pair with index ε. As the root cannot be rejecting, this implies that ρ′ is accepting, too. J
I Lemma 46. L(Ad) ⊆ L(BPo〈d〉)
Proof. Let us consider an accepting run ρ′ of Ad and a run ρ of BPo〈d〉 on a given input
word α. It is easy to show by induction that, for ρ′(n) = (Tn, ln, hn),
set(ρ(n)) = rchd(ρ′(n)),
children(ρ(n)) =
⋃
i∈Tn∩N ln(i), and
index(ρ(n)) = hn(ε)
hold for all n ∈ ω, and that if tr(ρ′)(n) is accepting with accepting pair with index ε (recall
that the root cannot be rejecting), then tr(ρ)(n) is accepting. If tr(ρ′)(n) is accepting, but
not with index ε, then the node with position 0 in the history is eventually always stable (note
that, whenever 0 is not stable, no other node than ε is) say from position p ∈ ω onwards.
But then children(ρ(n)) ⊇ ln(0) cannot be empty for any n ≥ p, thus tr(ρ)(n) /∈ R0.
Consequently, tr(ρ) is rejecting only finitely many times, and α is accepted by BPo〈d〉. J
I Lemma 47. L(Ad) ⊆ L(So[d]).
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Proof. Recall that A is obtained by determinisation of the NGBA B, i.e., A = det(B). Let
ρ be the run of a word α that is rejected by So[d], and i an index such that tr(ρ) contains
only finitely many transitions in Fi. Then there is a position n ∈ ω such that no transition
in Fi may occur from n onwards.
But then there is no m ≥ n for which a position q ∈ ρ(m) is reachable such that
(q, α(n), q′) is in the set Fi of the NGBA B. Thus no run of B on α can have more than n
transitions from Fi, hence α /∈ L(B[d]) and the claim follows with since L(B[d]) = L(Ad) by
Theorem 13, thus α /∈ L(Ad). J
Together, the lemmas in this appendix imply Theorem 21.
C.4 Proof of Proposition 27
We split Proposition 27, which says that given a NGBA B we have L(SD(B)) = L(B),
in two lemmas corresponding to the inclusions L(SD(B)) ⊆ L(B) and L(B) ⊆ L(SD(B)),
respectively.
I Lemma 48. Given a NGBA B, L(SD(B)) ⊆ L(B).
Proof. Let ρ = R0 · . . . · Rn−1 · (Rn, jn, Cn) · (Rn+1, jn+1, Cn+1) . . . be an accepting run
of SD(B) on a word α. Thus, for each i ≥ 0, Ri+1 = Ti(Ri, α(i)) holds; (Rn, jn, Cn) ∈
Tt(Rn−1, α(n− 1)); and, for each i ≥ n, (Ri+1, ji+1, Ci+1) = Tf ((Ri, ji, Ci), α(i)) holds.
Let b0 < b1 < b2 . . . be the ascending chain of breakpoints. That is, the chain that
contains exactly the positions bl such that ρ(bl) = (Rbl , jbl , ∅) for some Rbl ⊆ Q and jbl ∈
[1..k] that are reached after some accepting transition has been performed.
We build the largest prefix closed tree of initial sequences q0 · q1 · . . . · qh ∈ Q∗ of runs,
for which the following conditions hold:
q0 · q1 · . . . · qh−1 ∈ Q∗ is included in the tree,
it is an initial sequence of a run of B,
qh ∈ Rh, and
for all indices h = bl+1 (with l ∈ N) from the chain of breakpoints there has to be a jbl
accepting transition (qm, α(m), qm+1) ∈ Fjbl for some bl ≤ m < h.
As usual with the breakpoint construction, it is easy to show that there exists a run
q0 · q1 · . . . · qh for all h ∈ ω and qh ∈ Rh. Thus, we are left with an infinite and finitely
branching tree. Invoking König’s lemma, this tree contains an infinite path, which is an
accepting run of B by construction. J
I Lemma 49. Given a NGBA B, it is L(B) ⊆ L(SD(B)).
Before proving Lemma 49, we introduce some terminology we use in the proof.
Given two sequences pi and pi′, we write pi E pi′ if pi is a prefix of pi′.
Let ρ = q0 · q1 · q2 · . . . be a run of B on an ω-word α ∈ Σω. For this run ρ, we denote by
[ρ, n, α] the set of runs on α with the same initial sequence ρn = q0 · . . . · qn, i.e., [ρ, n, α] =
{ ρ′ ∈ Run(α) | ρn E ρ′ }. Moreover, let 〈ρ, n, α〉 be the sequence Rn · Rn+1 · Rn+2 · . . .
where Ri = { q ∈ Q | ∃ρ′ ∈ [ρ, n, α]. ρ′(i) = q } for all i ≥ n. Essentially, the sets Ri are the
sets from a subset construction that starts with the singleton Rn = {qn ∈ Q} at position n.
Note that Rn is indeed a singleton since it is the last state of ρn.
With 〈ρ, n, α〉h, we define the sequence Chn · Chn+1 · Chn+2 . . . where Chi = { q ∈ Q | ∃ρ′ ∈
[ρ, n, α]. ρ′(i) = q and ∃l, n < l ≤ i. ρ′(l) ∈ Fh }.
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Essentially, (Rn, Chn) are initially the pairs from a breakpoint construction (relative to
the accepting set Fh) that starts with (Rn, Chn) = ({qn}, ∅) at position n, but does not reset
when a breakpoint is met. In this case, the sequence continues with sets Rm = Cm for all po-
sitions m from the breakpoint onwards: Rm = Cm implies T(Cm, α(m)) = T(Rm, α(m)) ⊇
Fh(Rm, α(m)), and thus Rm+1 = T(Rm, α(m)) = T(Cm, α(m)) ∪ Fh(Rm, α(m)) = Cm+1.
Note that, for each h ∈ [1..k], each j ≥ n, 〈ρ, n, α〉h = Chn · Chn+1 · Chn+2 · . . ., and
〈ρ, n, α〉 = Rn ·Rn+1 ·Rn+2 · . . ., by construction it follows that Chj ⊆ Rj .
We first define the width of a position n as width(ρ, n, α) = max{ |Rj | | j ≥ n } where
〈ρ, n, α〉 = Rn ·Rn+1 ·Rn+2 · . . . and, for each h ∈ [1..k], widthh(ρ, n, α) = max{ |Chj | | j ≥ n }
where 〈ρ, n, α〉h = Chn · Chn+1 · Chn+2 · . . ..
Note that, for each h ∈ [1..k] and each n ∈ ω, we have the following relations between
the widths: widthh(ρ, n + 1, α) ≤ widthh(ρ, n, α) ≤ width(ρ, n, α) and width(ρ, n + 1, α) ≤
width(ρ, n, α). In fact, by definition of width, we have that widthh(ρ, n, α) = max{ |Cj | | j ≥
n } = max{|Cn|,max{ |Cj | | j ≥ n + 1 }} = max{|Cn|,widthh(ρ, n + 1, α)} ≥ widthh(ρ, n +
1, α), and similarly for width(ρ, n + 1, α) ≤ width(ρ, n, α). Since Chj ⊆ Rj holds for each
h ∈ [1..k] and j ≥ n, it is immediate to derive widthh(ρ, n, α) ≤ width(ρ, n, α).
Since the widths are monotone, we can therefore define the width of a run as the
limit of the width of its positions, i.e., we define width(ρ, α) = limn→∞ width(ρ, n, α) and
widthh(ρ, α) = limn→∞ widthh(ρ, n, α). We are now ready to prove Lemma 49:
Proof. Let ρ = q0 · q1 · q2 · . . . be an accepting run of B. We first show that width(ρ, α) =
widthh(ρ, α) holds for each h ∈ [1..k]. For doing this, we select an n ∈ ω such that
width(ρ, n, α) = width(ρ, α) holds. Note that such an n exists due to the monotonicity
of width(ρ, n, α) in n and the fact that width(ρ, n, α) has 0 as lower bound. Moreover,
width(ρ,m, α) = width(ρ, α) holds for each m ≥ n.
For a given h, we can now choose an arbitrarymh > n such that tr(ρ)(mh) ∈ Fh. (As ρ is
accepting, arbitrarily large suchmh exists.) We have 〈ρ,mh−1, α〉h = ∅·Chmh ·Chmh+1·Chmh+2·
. . . and 〈ρ,mh, α〉 = Rmh · Rmh+1 · Rmh+2 · . . .. Now, tr(ρ)(mh) ∈ Fh implies qmh ∈ Chmh ,
which together with {qmh} = Rmh provides Chmh ⊇ Rmh . A simple inductive argument
thus implies Chj ⊇ Rj for all j ≥ mh, and thus widthh(ρ,mh − 1, α) ≥ width(ρ,mh, α) =
width(ρ, α). Together with width(ρ, α) = width(ρ,mh − 1, α) ≥ widthh(ρ,mh − 1, α), this
provides widthh(ρ,mh − 1, α) = width(ρ, α). As mh can be chosen arbitrarily large, this
implies widthh(ρ, α) = width(ρ, α).
With this observation, we can construct an accepting run of SD(B) as follows. We
start with an initial sequence R0 · R1 · . . . · Rn−1 in Qi where by definition R0 = I ∈ qsd .
Note that this sequence is well defined and deterministic; moreover, for each 0 ≤ i < n,
qi ∈ Ri holds. Since qn ∈ T(qn−1, α(n − 1)), we have that qn ∈ Ti(Rn−1, α(n − 1)),
thus (Rn−1, α(n − 1), ({qn}, 1, ∅)) ∈ Tt and we use such transition to extend the sequence
R0 ·R1 · . . . ·Rn−1 to R0 ·R1 · . . . ·Rn−1 ·(Rn, jn, Cn) where (Rn, jn, Cn) = ({qn}, 1, ∅). Again,
qn ∈ Rn. Note that the choice of using the accepting set F1 is arbitrary. The remainder of the
run, (Rn+1, jn+1, Cn+1) · (Rn+2, jn+2, Cn+2) . . . is well defined, as this second part is again
deterministic, and still qi ∈ Ri for each i > n. Since qi ∈ Ri for each i ≥ n, the deterministic
automaton in the second part does not block. Moreover, 〈ρ, n, α〉 = Rn · Rn+1 · Rn+2 · . . .
holds by a simple inductive argument.
We assume for contradiction that this constructed run ρ′ = R0 ·R1 ·. . .·Rn−1 ·(Rn, jn, Cn)·
(Rn+1, jn+1, Cn+1) · (Rn+2, jn+2, Cn+2) · . . . is not accepting. Then there exists an m > n
such that, for all i ≥ m, tr(ρ′)(i) is not in Fsd .
Let 〈ρ,m, α〉jm = Cjmm · Cjmm+1 · Cjmm+2 · . . .. A simple inductive argument provides that
Cjmi ⊆ Ci ( Ri holds for all i ≥ m. Thus, there is a i ≥ m with |Cjmi | = widthjm(ρ,m, α).
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But since widthjm(ρ,m, α) ≥ widthjm(ρ, α) = width(ρ, α) = width(ρ, n, α), we have that
|Ri| ≤ |Cjmi |, which contradicts Cjmi ( Ri. J
C.5 Proof of Proposition 28
Proof. We show that given (R, j, C), (R, j′, C ′) ∈ Qf of SD(B) it is L(SD(B)(R,j,C)) ⊆
L(SD(B)(R,j′,C′)); symmetry then provides us with equivalence.
Let us assume for contradiction that ρ = (R0, j0, C0) ·(R1, j1, C1) · . . . is the accepting run
of SD(B)(R,j,C) while ρ′ = (R′0, j0, C0) · (R′1, j′1, C ′1) · . . . is the rejecting run of SD(B)(R,j′,C′)
on an input word α. Note that R′0 = R0 since R0 = R = R′0; similarly, C0 = C and j0 = j
as well as C ′0 = C ′ and j′0 = j′.
We can first establish with a simple inductive argument that Rl = R′l for all l ∈ ω
(and that SD(B)(R,j′,C′) has a run on α). In fact, for l = 0, we have already noted that
Rl = R0 = R = R′0 = R′l; suppose that Rl = R′l; by construction of SD(B), it follows that
Rl+1 = Ti(Rl, α(l)) = Ti(R′l, α(l)) = R′l+1. Since ρ is accepting, Rl+1 6= ∅ for each l ∈ ω
and this implies that
(
(Rl, j′l , C ′l), α(l), (Rl+1, j′l+1, C ′l+1)
) ∈ Tf ∪ Fsd , i.e., SD(B)(R,j′,C′)
has a run on α.
As ρ′ is rejecting, there exists an n ∈ ω such that, for each l ≥ n, we have that(
(Rl, j′l , C ′l), α(l), (Rl+1, j′l+1, C ′l+1)
)
/∈ Fsd , otherwise ρ′ would be accepting; note that
since we have that
(
(Rl, j′l , C ′l), α(l), (Rl+1, j′l+1, C ′l+1)
) ∈ Tf ∪ Fsd , this implies that(
(Rl, j′l , C ′l), α(l), (Rl+1, j′l+1, C ′l+1)
) ∈ Tf . By definition of Tf , it follows that C ′l+1 ( r′l+1
and j′l+1 = j′l , thus for each l ≥ n we have j′l = j′n.
As ρ is accepting, transitions from Fsd are taken infinitely often, thus the indices j ∈ [1..k]
are visited cyclically. In particular, since j′n ∈ [1..k], this implies that there exists an l > n
such that jl = j′n, as effect of the transition
(
(Rl−1, Cl−1, jl−1), α(l − 1), (Rl, ∅, j′n)
) ∈ Fsd .
However, since ρ′ is rejecting by assumption, we know that C ′m ( Rm. Moreover
1.) by definition of SD, the breakpoints sets are reset to ∅ after an accepting transition.
2.) For non-accepting transitions, the breakpoint construction is monotonic in the sense that
for each A, B1, B2, i, and σ such that B1 ⊆ B2 ( A and (A′, i, B′2) = Tf ((A, i,B2), σ),
it follows that Tf ((A, i,B1), σ) is defined and, for (A′, i, B′1) = Tf ((A, i,B1), σ), we have
B′1 ⊆ B′2.
3.) As ρ′ is rejecting, its breakpoint sets are never reset after position n (and remain to be
jl).
From 1.)-3.), it follows by induction that Cm ⊆ C ′m, thus Cm ⊆ C ′m ( Rm for each
m > l. This, however, implies due to the definition of Fsd that in ρ no further accepting
transitions follow, thus jm = jl = j′n. This implies that ρ is rejecting, contradicting the
initial assumption. J
C.6 Proof of Proposition 29
As for Proposition 27, we split the proof of Proposition 29 into two lemmas, stating that for
each q ∈ q ∈ Q′, L(Dq) ⊆ L(SDq) and L(SDq) ⊆ L(Dq) hold, respectively. As notation, for
states q ∈ Qi, q′ ∈ Qf , and q = (r, f) ∈ Q′, we write q ∈ q if q = r, and q′ ∈ q if there exists
j ∈ ω with f(j) = q′.
By a trivial inductive proof, we get the following observation.
I Lemma 50. Given a semi-deterministic Büchi automaton SD and D = D(SD), for each
q ∈ Qsd, each q ∈ Q′ with q ∈ q, and each input word α, there is a pre-run q · q1 · . . . · qn of
SDq if, and only if, there is a pre-run q · q1 · . . . · qn of Dq with qn ∈ qn.
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I Lemma 51. Given a semi-deterministic Büchi automaton SD and D = D(SD), for each
q ∈ q ∈ Q′, L(Dq) ⊆ L(SDq) holds.
Proof. We first show L(D) ⊆ L(SD).
Let ρ = q · q1 · q2 · . . . be an accepting run of Dq on a word α with dominating priority
2a; let n ≥ 1 be a natural number such that pri(ql, α(l), ql+1) ≥ 2a holds for all l ≥ n; and
let ql = (rl, fl) for all l ≥ n.
By Lemma 50, there is a pre-run q · q1 · q2 · . . . · qn with qn = f(a) of SDq. The
observation that no priority less than 2a occurs from the n-th transition onwards in ρ
provides with the construction of D that this pre-run can be continued to a unique run
ρ′ = q · q1 · q2 · . . . · qn · qn+1 . . . with ql = fl(a) for all l ≥ n. Further, for all l ≥ n with
pri(ql, α(l), ql+1) = 2a, we have (ql, α(l), ql+1) ∈ Fsd . As there are infinitely many such l, ρ′
is accepting. J
I Lemma 52. Given a semi-deterministic Büchi automaton SD and D = D(SD), for each
q ∈ q, L(SDq) ⊆ L(Dq) holds.
Proof. Let q0 · q1 · q2 · . . . with q0 = q be an accepting run of SDq on an input word α. Then
there is a minimal n ∈ ω such that qn ∈ Qf—and thus ql ∈ Qf for all l ≥ n and ql ∈ Qi for
all l < n.
By a simple inductive argument we can show that Dq has a run ρ = (q0, f0) · (q1, f1) ·
. . . · (qn−1, fn−1) · (rn, fn) · (rn+1, fn+1) . . . on α, such that ql ∈ (rl, fl) for all l ≥ n.
Moreover, there is a descending chain in ≥ in+1 ≥ in+2 . . . of indices such that ql = fl(il).
This chain stabilises at some point to a = in′ = liml→∞ il. Consequently, we have that
pri
(
(rl, fl), α(l), (rl+1, fl+1)
)
is even or no smaller than 2a for all l ≥ n′. (Assuming that
the priority is an odd number less than 2a would imply that there is a ␣ sign in g′ at a
position less than or equal to a, which would contradict that the index has stabilised.) For
all positions l ≥ n′ with (q′l, α(l), q′l+1) ∈ F, pri((rl, fl), α(l), (rl+1, fl+1)) is an even number
less than or equal to 2a. The smallest priority occurring infinitely often in the transitions
of ρ is therefore an even number less than or equal to 2a. J
C.7 Proof of Lemma 30
Proof. To prove the lemma, we first note that no transition of any run of the product
(which is an SCC) can see a priority smaller than 2a. Thus, for all such runs
(m0, (r0, f0)) · (m1, (r1, f1)) · (m2, (r2, f2)) . . ., the sequence (m0, f0(a)) · (m1, f1(a)) ·
(m2, f2(a)) . . . is a run, and a transition like
(
(mj , fj(a)), α(j), (mj+1, fj+1(a))
)
is ac-
cepting if, and only if, the priority is minimum and even; more precisely, we have that
pri
(
(mj , (rj , fj)), α(j), (mj+1, (rj+1, fj+1))
)
= 2a.
It is then easy to see that the measure of the accepting paths ofM⊗SDf0(a) equals the
measure of the paths ofM⊗D(r0,f0) with dominating priority 2a, which is 1. J
C.8 Proof of Theorem 25
Proof. 1) =⇒ 2) Let S be an accepting bottom SCC of M× S, ρ be a run of M× S
trapped into S, and α be the associated word. By Definition 24, it follows that there exists
an SCC S′ of [M⊗D] that is isomorphic to S containing only accepting states, where
D = det(B). By a simple inductive argument, we can show that the run ρ′ of M⊗D
on α satisfies ρ(i) = [ρ′(i)] for each i ∈ ω and that ρ′ is trapped into an S′′ of M⊗D
with [S′′] ⊆ S′ as well. Since S′ is accepting, by Corollary 17 S′′ contains only accepting
38 Lazy Probabilistic Model Checking without Determinisation
states as well; this means that there exists i ∈ ω such that ρ′(i) = (m, (r, f)) ∈ S′′ and
a transition ((m, (r, f)), α(i), (m′, (r′, f ′))) such that pri((r, f), α(i), (r′, f ′)) is even and
minimum, say 2a. By Lemma 30 it follows that M ⊗ SDf(a) forms an SCC that is
accepting. By construction of D, f(a) = (R, l, C) and f ′(a) = (R′, l⊕k 1, ∅) where R ⊆ r
and R′ ⊆ r′, thus we have (m′, r′) ∈ S and R′ ⊆ r′ such that (m′, (R′, l⊕k 1, ∅)) belongs
to an accepting SCC ofM⊗SD(m′,(R′,l⊕k1,∅)), as required.
2) =⇒ 1) Let S be a bottom SCC ofM×S such that there exist (m,R) ∈ S and R′ ⊆ R
such that (m, (R′, j, ∅)) belongs to an accepting SCC S′ ofM⊗SD(m,(R′,j,∅)) for some
j ∈ [1..k]. Since S′ is accepting, by construction of D, Proposition 29, and Lemma 30, it
follows that there exists f and integer a such that f(a) = (R, l, C) andM⊗D(m,(R,f))
is accepting. If (m, (R, f)) is already in an accepting SCC S′′ ofM⊗D(m,(R,f)), then by
definition of accepting SCC for M× S, by Theorem 16 and Corollary 17 we have that
S = [S′′] is accepting as well. SinceM⊗D(m,(R,f)) is accepting, let α one of the accepted
words and ρ the resulting run starting from (m, (R, f)); eventually ρ is trapped into an
accepting SCC S′′ with [S′′] = S. Let i ∈ ω such ρ(i) = (m′, (r′, f ′)) ∈ S′′ and pri(tr(ρ)(i))
is even and minimum, say 2a. This implies by construction of D that f ′′(a) = (r′′, l, ∅)
where ρ(i + 1) = (m′′, (r′′, f ′′)) ∈ S′′ for some m′′ ∈ M . Since (m′′, (r′′, f ′′)) ∈ S′′ and
S′′ is accepting, by Corollary 17 it follows that all states in S′′ are accepting, thus by
Definition 31, S is accepting as well.
1)⇐⇒ 3) This equivalence follows directly from a combination of the proofs of Pro-
positions 27 and Proposition 29; in particular, the proof of Lemma 49 (stating that
L(B) ⊆ L(SD)) provides the singleton {q} needed for the implication 1) =⇒ 3). J
