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Abstract
We prove that the L2-Betti numbers of a rigid C∗-tensor category vanish in the presence
of an almost-normal subcategory with vanishing L2-Betti numbers, generalising a result
of [BFS12]. We apply this criterion to show that the categories constructed from totally
disconnected groups in [AV16] have vanishing L2-Betti numbers. Given an almost-normal
inclusion of discrete groups Λ < Γ, with Γ acting on a type II1 factor P by outer auto-
morphisms, we relate the cohomology theory of the quasi-regular inclusion PoΛ ⊂ PoΓ to
that of the Schlichting completion G of Λ < Γ. If Λ < Γ is unimodular, this correspondence
allows us to prove that the L2-Betti numbers of P o Λ ⊂ P o Γ are equal to those of G.
1 Introduction
The theory of L2-invariants originates with Atiyah, who defined L2-Betti numbers for Γ-
coverings of compact manifolds [Ati74] as a tool to study elliptic differential operators. In
this setting, one has a discrete group Γ acting freely on a noncompact manifold X with com-
pact quotient X = X/Γ. If the covering space X is contractible, these L2-Betti numbers
are invariants of Γ. Later, Cheeger and Gromov introduced an L2-cohomology theory for
actions of discrete groups on CW -complexes [CG85], which gives rise to L2-Betti numbers
β
(2)
n (Γ) for arbitrary countable discrete groups Γ via the action of Γ on its classifying space.
Over the years, L2-invariants have found application in many parts of mathematics, see e.g.
[Gab01; Lu¨c02]. Given these connections with other research areas, considerable effort has
been made to define L2-invariants for various kinds of “quantum” symmetries. For example,
given a compact quantum group G of Kac type, one can take the L2-Betti numbers β(2)n (Ĝ)
of its discrete dual in the sense of [Kye06]. Various familiar results about L2-Betti numbers
of discrete groups carry over to the quantum setting —see e.g. [Kye07; BKR16; KRVV17]—
although concrete computations are in general much more difficult.
Similarly, L2-Betti numbers have also been defined for rigid C∗-tensor categories, with the
introduction of a Hochschild-type (co)homology theory for such categories in [PSV15]. Taking
(co)homology with coefficients in the regular representation and measuring the dimension of
the resulting spaces in the appropriate way, one then obtains a definition of L2-Betti numbers.
In fact, [PSV15] formulates these concepts in the more general framework of quasi-regular
inclusions of type II1 factors. The first main result of this paper is a vanishing criterion for the
L2-Betti numbers of a rigid C∗-tensor category, which we apply to the categories constructed
from totally disconnected groups in [AV16]. When the categories involved are actual discrete
groups, our vanishing criterion reduces to a known result of [BFS12]. In the second half, we
discuss the cohomology theory and L2-Betti numbers of quasi-regular inclusions coming from
discrete Hecke pairs, i.e. inclusions of discrete groups Λ < Γ such that [Λ : Λ∩ gΛg−1] <∞ for
all g ∈ Γ. Concretely, given an outer action of Γ on a type II1 factor P , the crossed product
inclusion P o Λ ⊂ P o Γ is quasi-regular. The second main result of this paper essentially
identifies the cohomology theory of P o Λ ⊂ P o Γ with the continuous cohomology of the
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Schlichting completion G of Λ < Γ. When G is unimodular, this correspondence also recovers
the L2-Betti numbers β
(2)
n (G), as defined in [KPV13; Pet12].
Rigid C∗-tensor categories come about naturally in the study of quantum symmetries of vari-
ous kinds, providing a unifying language to talk about discrete groups, representation cat-
egories of compact (quantum) groups and standard invariants of finite-index subfactors. The
study of rigid C∗-tensor categories is in many respects informed and inspired by progress
made in the theory of discrete groups over the past decades. Following this principle, the fact
that approximation and rigidity properties like amenability, property (T) and the Haagerup
property have played a central role in understanding discrete groups has spurred efforts to
formulate these properties in the framework of C∗-tensor categories. In the context of sub-
factor standard invariants, this programme was first carried out through Popa’s symmetric
enveloping algebra [Pop94a; Pop99; Pop01; Bro14], and later through the development of a
(unitary) representation theory for rigid C∗-tensor categories [PV14; NY15; GJ15]; see also
[PSV15; AdLW16a; AdLW16b]. The recent developments concerning L2-Betti numbers fit
naturally into this line of research.
Already in [PSV15], various computational properties of L2-Betti numbers for quasi-regular in-
clusions were established, including a Ku¨nneth-type formula for tensor products, a free product
formula, and a Cheeger–Gromov-type vanishing result for amenable quasi-regular inclusions.
All of these specialise to analogous statements in the context of rigid C∗-tensor categories.
Later, [KRVV17] established that L2-Betti numbers of rigid C∗-tensor categories scale along
finite-index inclusions, and that the L2-Betti numbers of the dual Ĝ of a Kac-type compact
quantum group G agree with those of its representation category Repf (G). Moreover, since
the L2-Betti numbers of a rigid C∗-tensor category actually only depend on the Morita equi-
valence class of the category [PSV15, Proposition 7.4], this allows for quite some flexibility
in computing L2-Betti numbers of discrete quantum groups. Taken together, these results
provide computations of the L2-Betti numbers of several discrete quantum groups and repres-
entation categories of compact quantum groups, including the free unitary quantum groups of
Van Daele and Wang [VDW95] and various wreath products [KRVV17, Theorem 5.2]; see also
[BKR16; KR16].
Let C be a full C∗-tensor subcategory of a rigid C∗-tensor category D. The goal of the first part
of this article is to show that if C has vanishing L2-Betti numbers and C is (almost) normal
in D (see Definition 3.1 below), then the larger category D must also have vanishing L2-Betti
numbers. This generalises a result of Bader, Furman and Sauer [BFS12, Corollary 1.4].
Given a totally disconnected locally compact group G with a compact open subgroup K, Arano
and Vaes [AV16] define a rigid C∗-tensor category Cf (K < G). For all such K < G, the category
Repf (K) of finite-dimensional unitary representations of K sits inside Cf (K < G) as a normal
subcategory. Since Repf (K) has vanishing L
2-Betti numbers, our criterion yields that the L2-
Betti numbers of Cf (K < G) also vanish. Our results also imply that certain bicrossed product
discrete quantum groups (in particular those considered in [VV18]) have vanishing L2-Betti
numbers.
In the second part of the article, we study a related but fundamentally different problem.
Given an almost-normal inclusion Λ < Γ of discrete groups with Γ acting on a type II1 factor
P by outer automorphisms, the crossed product inclusion P o Λ ⊂ P o Γ is quasi-regular and
irreducible. In this context, it commonly happens that analytic properties of Λ < Γ (and by
extension P o Λ ⊂ P o Γ) correspond to analytic properties of the Schlichting completion
G of Λ < Γ, see e.g. [AD12; LP14; Pop01]. Since the Schlichting completion G of Λ < Γ is
unimodular whenever the inclusion P oΛ ⊂ P oΓ is, one can ask the same question about the
L2-Betti numbers β
(2)
n (G) and β
(2)
n (P oΛ ⊂ P o Γ). We show that both sequences of L2-Betti
2
numbers agree, provided that one takes β
(2)
n (G) with respect to an appropriate normalisation
of the Haar measure on G.
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2 Preliminaries
2.1 Dimension theory
2.1.1 Elementary notions
We frequently make use of the Lu¨ck dimension for von Neumann algebras with a normal,
semifinite and faithful (abbreviated n.s.f.) trace. This dimension function (due to Lu¨ck [Lu¨c97a]
in the finite setting) generalises the Murray–von Neumann dimension to arbitrary modules over
von Neumann algebras equipped with a faithful n.s.f. trace. Throughout, all von Neumann
algebras we deal with will have separable predual, and all Hilbert spaces will be separable.
For an overview of the theory in the case of von Neumann algebras equipped with a normal
faithful tracial state, we refer to [Lu¨c02, § 6.1]. The definition in the finite case can be restated
essentially verbatim for semifinite traces [Pet12, Definition B.17].
Definition 2.1 ([Pet12])
Let M be a von Neumann algebra with n.s.f. trace τ , and H a right M -module. Then define
dim−M (H) = sup{(Tr⊗τ)(P ) |P ∈Mn(C)⊗M, (Tr⊗τ)(P ) <∞,
P (Cn ⊗M) ↪→ H as M -modules} .
The definition for left modules is analogous.
We refer to [KPV13, § 5.4] and [Pet12, Appendix B] for an in-depth discussion of this dimension
function in the semifinite setting. If there is no possibility of confusion as to whether we
take the dimension from the left or from the right, we often simply write dimM instead of
dimM− or dim−M . As explained in [KRVV17, Remark 3.8], the dimension function dim−M can
alternatively be defined as
dim−M (H) = sup{τ(p) dim−pMp(Hp) | p ∈M, τ(p) <∞} ,
where we consider the corner pMp equipped with the tracial state given by τ(p)−1τ(·). This
observation reduces many questions about dimension theory for semifinite traces to the finite
case.
This is especially true when working with so-called locally finite modules, which will cover all
modules of interest to us.
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Definition 2.2
Let M be a von Neumann algebra with n.s.f. trace τ . A right (resp. left) M -module H is locally
finite if for all ξ ∈ H there exists a projection p ∈ M such that τ(p) < ∞ and ξp = ξ (resp.
pξ = ξ).
The category of locally finite (left or right) M -modules is closed under passage to subobjects,
quotients and extensions.
In homological computations, it is often useful to consider dimension isomorphisms instead of
algebraic isomorphisms.
Definition 2.3
Let M be a von Neumann algebra with n.s.f. trace τ , and let H, K be (left or right) M -
modules. Then a left M -module map ϕ : K → H is a dimension monomorphism if kerϕ
is zero-dimensional, a dimension epimorphism if cokerϕ is zero-dimensional and a dimension
isomorphism if both conditions are satisfied. A sequence H
ϕ→ K ψ→ L is dimension exact if
kerψ/ imϕ is zero-dimensional.
As the name implies, modules related by a dimension isomorphism in either direction must
have the same dimension.
The following criterion is easily deduced from its well-known counterpart for finite traces [Sau03,
Theorem 2.4].
Proposition 2.4
Let M be a von Neumann algebra with n.s.f. trace τ , and let K be a locally finite (left or right)
M -module. Then K is zero-dimensional if and only if for every ξ ∈ K and ε > 0 there exists
a projection p ∈M such that τ(p) < ε and pξ = ξ.
Remark 2.5
Let H be a locally finite module. If K ⊂ H is a submodule with the property that given ε > 0
and ξ ∈ H, one can always find a projection p ∈M with τ(p) < ε and (1−p)ξ ∈ K, we say that
K is rank dense in H. By the proposition stated above, this is the same as saying that H/K
is zero-dimensional, or that the inclusion map of K in H is a dimension epimorphism. The
terminology rank dense comes from the rank topology on H [see e.g. Tho06], which is defined
by the pseudonorm ‖ξ‖rank = inf{τ(p) | p ∈ M projection s.t. pξ = ξ}. The statement that
dimM H = 0 is equivalent to ‖ξ‖rank = 0 for all ξ ∈ H.
The following variant of [KPV13, Lemma A.5] remains true in the semifinite setting, with
(mutatis mutandis) the same proof.
Lemma 2.6
Let M be a von Neumann algebra with n.s.f. trace τ , p ∈M a projection of finite trace and K
a dense M -submodule of L2(M, τ)p. Then K is also rank dense in L2(M, τ)p.
Definition 2.7
Let M be a von Neumann algebra with n.s.f. trace τ . A τ -filtration is a family of projections
F in M satisfying
• τ(p) <∞ for all p ∈ F ;
• p ∨ q ∈ F for all p, q ∈ F ;
• ∨p∈F p = 1.
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Given a left M -submodule K of the M -M -bimodule L2(M), we say that F is compatible with
K if Kp ⊂ K for all p ∈ F . The space KF = {ξ ∈ K | ∃p ∈ F : ξp = ξ} is then a left
M -submodule of K.
Lemma 2.8
Let M be a von Neumann algebra with n.s.f. trace τ and K a dense left M -submodule of L2(M).
For any τ -filtration F compatible with K, we have that KF is rank dense in L2(M)F .
Proof. Fix ξ ∈ L2(M)F and ε > 0. Then there exists p ∈ F such that ξp = ξ. Apply Lemma 2.6
to Kp ⊂ L2(M)p to find a projection q ∈ M such that (1− q)ξ ∈ Kp ⊂ KF and τ(q) < ε, as
required.
2.1.2 Induction and scaling
In the sequel, we will frequently work with inclusions of von Neumann algebras equipped with
semifinite traces rather than a single algebra. In this section, we review some of the techniques
that frequently appear in this context.
The method used to prove the scaling formula for λ-Markov inclusions discussed in [KRVV17]
appears as Theorem 3.17 in [Sau02], albeit in the finite setting. For completeness, we state the
semifinite formulation here.
Proposition 2.9
Let M and N be von Neumann algebras equipped with some fixed n.s.f. trace. Consider an
exact functor F : Mod−N → Mod−M . Suppose that F preserves filtered colimits and that there
exists λ ∈ (0,+∞) such that
dimM (F (H)) = λ dimN (H)
for any finitely generated locally finite projective1 right module H, then the same formula holds
for general locally finite H. An analogous statement holds for left modules.
Proof. If H is a finitely presented and locally finite N -module, there is an exact sequence
0 → K → L → H → 0 with K finitely generated and L finitely generated locally finite
projective. Since N is semihereditary, it follows that K is projective as well. Applying the
exact functor F , we obtain an exact sequence 0 → F (K) → F (L) → F (H) → 0. Since K,L
are both finitely generated locally finite projective modules, the additivity property of dimM
and dimN now yields that
dimM (F (H)) = dimM (F (L))− dimM (F (K)) = λ dimN (L)− λ dimN (K) = λ dimN (H) .
The passage from finitely presented locally finite modules to arbitrary locally finite modules
using the cocontinuity property of F is exactly the same as in [Sau02].
The following result is a generalisation of [Sau02, Theorem 1.48] and [Lu¨c02, Theorem 6.29],
although we do not make any claims about the faithfulness of − ⊗N M here. We follow the
proof given in [Lu¨c02].
Proposition 2.10
Let M be a von Neumann algebra with a von Neumann subalgebra N . Then M is flat as a left
(resp. right) N -module.
1Up to isomorphism, these are precisely the modules of the form P (Cn⊗N) for P ∈Mn(C)⊗N a projection
with finite trace.
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Proof. Clearly the situation is symmetric, so we only prove the variant for M as a left module.
Flatness of M is equivalent to the requirement that TorN1 (H,M) = 0 for all right N -modules H.
We will verify this for progressively more general H. First, assume H to be finitely presented.
Then there is an exact sequence
0→ K → Cn ⊗N → H → 0 (2.1)
with K finitely generated. Since von Neumann algebras are semihereditary, K is actually
projective, so K is a direct summand of Cm ⊗ N for some m, which means that there exists
a (not necessarily self-adjoint) idempotent E ∈ Mm(C) ⊗ N such that K ∼= E(Cm ⊗ N).
Taking P to be the right support projection of E, multiplication by E gives an isomorphism
P (Cm⊗N)→ K, so without loss of generality, we may suppose that (2.1) is given in the form
0→ P (Cm ⊗N) θ→ Cn ⊗N → H → 0 .
In particular, this allows us to consider the injection θ as an element of Mn×m(C) ⊗ N . The
first five terms of the long exact sequence of Tor are given by
0→ TorN1 (H,M)→ P (Cm ⊗M) θ→ Cn ⊗M → H ⊗N M → 0
because TorN1 (Cn ⊗ N,M) = 0 on account of the fact that Cn ⊗ N is free. We keep the
notation θ for the amplification of θ : P (Cm ⊗N)→ Cn ⊗N to P (Cm ⊗M)→ Cn ⊗M since
both are given by the same matrix in Mn×m(C) ⊗ N ⊂ Mn×m(C) ⊗M . Hence, to show that
TorN1 (H,M) = 0, it suffices to verify that θ remains injective after applying −⊗NM . However,
the injectivity of θ : P (Cm ⊗ N) → Cn ⊗ N is equivalent to the support projection of θ∗θ in
Mm(C)⊗N being P . Viewing θ∗θ as an element of Mm(C)⊗M the support projection does
not change, so we then find that θ : P (Cm ⊗M)→ Cn ⊗M remains injective. This concludes
the proof for H finitely presented.
The remainder of the proof is exactly the same as [Lu¨c02]. Assume H to be finitely generated.
Then there exists an exact sequence
0→ K → Cn ⊗N → H → 0,
where we no longer assume K to be finitely generated. Let K0 be an arbitrary finitely-generated
submodule of K. Then Cn ⊗N/K0 is finitely presented, so
TorN1 ((Cn ⊗N/K0),M) = 0.
Taking the direct limit as K0 increases to K, we recover that Tor
N
1 (H,M) = 0 because Tor
commutes with direct limits. To pass from finitely generated H to general H, one can similarly
take the limit along the finitely generated submodules of H to recover the desired result.
Corollary 2.11
Let M be a von Neumann algebra with n.s.f. trace τ , and N a von Neumann subalgebra such
that τ |N remains semifinite. On locally finite left (resp. right) N -modules, the functor M ⊗N −
(resp. −⊗N M) has the following properties:
• it is dimension-preserving,
• it preserves dimension-exact sequences, and
• in particular, it preserves dimension mono-, epi- and isomorphisms.
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Proof. The first claim is immediate from Proposition 2.10 and Proposition 2.9. Note that
M ⊗N − and − ⊗N M also map locally finite modules to locally finite modules. Since any
such dimension-preserving exact functor preserves dimension-exact sequences of locally finite
modules, the other claims also follow.
Corollary 2.12
Let M be a von Neumann algebra with n.s.f. trace τ , and N a von Neumann subalgebra such
that τ |N remains semifinite. For any τ -filtration F of projections in N , the multiplication map
µ : M ⊗N L2(N, τ)F → L2(M, τ)F is a dimension isomorphism.
Proof. Define α : MF → M ⊗N NF by sending m ∈ MF to m ⊗N p for p ∈ F such that
mp = m. Then α inverts the natural multiplication map M⊗N NF →MF and is hence an iso-
morphism. Moreover, note that the embedding of NF into L2(N, τ)F is an injective dimension
isomorphism by Lemma 2.8, so the amplification β : M ⊗N NF → M ⊗N L2(N, τ)F remains
an injective dimension isomorphism by Corollary 2.11. Hence, β ◦ α : MF →M ⊗N L2(N, τ)F
is a dimension isomorphism. Composing this injection with µ, we recover the embedding of
MF into L2(M, τ)F , which is of course also a dimension isomorphism. This already shows
that the image of µ is rank dense. The fact that the kernel of µ is zero-dimensional is now
straightforward to show using Proposition 2.4. Indeed, for any ξ ∈ kerµ and any ε > 0, there
exists a projection p ∈M with τ(p) < ε and x ∈MF such that pξ − ξ = (β ◦ α)(x). But then
x = (µ ◦ β ◦ α)(x) = µ(pξ − ξ) = 0, so pξ = ξ, as required.
2.2 Rigid C∗-tensor categories
2.2.1 Basic notions and notation
A rigid C∗-tensor category is a C∗-tensor category C where every object α ∈ C admits a
conjugate α ∈ C. The tensor unit of C —which we take to be irreducible— will be denoted
by ε. Rigid C∗-tensor categories are always semisimple, i.e. every object decomposes into
finitely many irreducible ones. The standard reference on rigid C∗-tensor categories is [NT13,
Chapter 2].
The category Repf (G) of finite-dimensional unitary representations of a compact quantum
group G is a rigid C∗-tensor category in a natural way, with the monoidal structure given by
the tensor product of representations. Objects in Repf (G) are conjugate if and only if they are
conjugate as unitary representations in the sense of [NT13, Definition 1.4.5].
Any discrete group Γ can be viewed as a rigid C∗-tensor category by considering the cat-
egory HilbΓf of finite-dimensional Γ-graded Hilbert spaces [NT13, Examples 1.6.3, 2.1.2], with
morphisms consisting of linear maps respecting the Γ-grading. Irreducible objects correspond
to copies of C labelled by elements of Γ, and the group multiplication induces a monoidal
structure on HilbΓf . The conjugation operation on Hilb
Γ
f corresponds to inversion in Γ.
Throughout, we largely use the same notational conventions as [PSV15] and [KRVV17]. The
collection of isomorphism classes of irreducible objects of a rigid C∗-tensor category C is denoted
by Irr(C). We always assume Irr(C) to be a countable set. Additionally, we always implicitly
work with a fixed choice of representatives for each isomorphism class, and we do not distinguish
between isomorphism classes and their chosen representatives.
Given α, β ∈ C, we denote the Banach space of morphisms α → β by (β, α). The rigidity
assumption forces (β, α) to be finite-dimensional. In particular, all endomorphism spaces (α, α)
are finite-dimensional C∗-algebras. For all α ∈ C, the algebra (α, α) comes with a natural trace
Trα : (α, α) → C for α ∈ C defined in terms of a standard solution to the conjugate equations
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for α. These are maps tα : ε→ αα, sα : ε→ αα satisfying the following three conditions
(s∗α ⊗ 1)(1⊗ tα) = 1 ,
(t∗α ⊗ 1)(1⊗ sα) = 1 ,
s∗α(T ⊗ 1)sα = t∗α(1⊗ T )tα ∀T ∈ (α, α) . (2.2)
Such standard solutions are unique up to unitary conjugacy. Moreover, the map (α, α) →
(ε, ε) ∼= C defined by the formula (2.2) is always tracial and independent of the choice of
standard solution. This is the categorical trace Trα, which gives rise to an inner product on
(β, α) by means of the formula
〈V,W 〉 = Trβ(VW ∗) = Trα(W ∗V ) .
Whenever we write onb(β, α), we refer to an orthonormal basis of (β, α) with respect to this
inner product. The positive real number
d(α) = Trα(1) = s
∗
αsα = t
∗
αtα
is called the quantum dimension of α.
For our purposes, representations of rigid C∗-tensor categories are best understood in terms of
the tube algebra. In the case where Irr(C) is finite (i.e. when C is a so-called fusion category),
this construction is due to Ocneanu [Ocn93]. In the general setting, the tube algebra point of
view on the representation theory of rigid C∗-tensor categories was developed in [GJ15; PSV15].
Given a rigid C∗-tensor category C, its tube algebra AC has underlying vector space
AC =
⊕
i,j,α∈Irr(C)
(iα, αj) .
By abuse of notation, we usually identify (iα, αj) with the summand indexed by i, j, α in the
above direct sum. The product and star operation are defined by
V ·W = δk,k′
∑
γ∈Irr(C)
U∈onb(αβ,γ)
d(γ)(1⊗ U∗)(V ⊗ 1)(1⊗W )(U ⊗ 1)
V # = (t∗α ⊗ 1⊗2)(1⊗ V ∗ ⊗ 1)(1⊗ 1⊗ sα) .
where V ∈ (iα, αk) and W ∈ (k′β, βj). One checks that these definitions do not depend on
any non-canonical choices, and that AC becomes a ∗-algebra with these operations. In order
to eliminate any potential confusion with composition and adjoints of morphisms in C, we
explicitly denote the tube algebra operations by · and #.
For i ∈ Irr(C), let pi be the identity on i considered as an element of (iε, εi) ⊂ AC . Then
(pi)i∈Irr(C) is a family of self-adjoint idempotents satisfying pi · V · pj = V for all V ∈ (iα, αj).
Given a finite subset F ⊂ Irr(C), we denote the sum∑i∈F pi by pF . Hence, while AC is typically
not a unital algebra, every element V ∈ AC is supported under some pF .
The tube algebra comes with two natural linear functionals:
% : AC → C : V ∈ (iα, αj) 7→
{
Trα(V ) i = j = ε
0 otherwise
,
τ : AC → C : V ∈ (iα, αj) 7→
{
Tri(V ) i = j, α = ε
0 otherwise
.
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The functional % is in fact a ∗-homomorphism, referred to as the counit or trivial representation
of AC . This allows us to consider C both as a left and right AC-module. On the other hand,
the functional τ is a faithful trace on AC , and positive in the sense that τ(V # · V ) ≥ 0. The
inner product it induces on AC satisfies
τ(V # ·W ) =
{
d(α)−1 Trαj(V ∗W ) α = β
0 otherwise
where V ∈ (iα, αj) and W ∈ (iβ, βj) [see PSV15, Proposition 3.10]. Completing AC with
respect to this inner product yields a GNS space L2(AC , τ) on which AC acts faithfully by left
(and right) multiplication [PSV15, Proposition 3.10]. If we now takeMC to be the weak closure
of AC embedded in B(L2(AC , τ)) as left multiplication operators, then τ extends uniquely to a
n.s.f. tracial weight on MC .
Following [PSV15], we put
Hn(C;V ) = TorACn (V,C)
for any nondegenerate right AC-module V , where C is considered as a left AC-module. This
generalises the definition of homology for actions of discrete groups on vector spaces.
The Hilbert space L2(AC , τ) is naturally an MC-MC-bimodule, but since we want to view it
rather as an AC-module from the right, it is more convenient to consider the subspace given
by the following algebraic direct sum:
L2(AC , τ)0 =
⊕
i∈Irr(C)
L2(AC , τ) · pi .
Observe that this subspace remains an MC-AC-bimodule, and that L2(AC , τ)0 is locally finite
as a left MC-module. We can analogously consider the AC-MC-bimodule 0L2(AC , τ) defined
by the algebraic direct sum
0L2(AC , τ) =
⊕
i∈Irr(C)
pi · L2(AC , τ) .
Of course L2(AC , τ)0 is precisely L2(AC , τ)F as in Definition 2.7, where F is the filtration given
by all projections pF for F ranging over the finite subsets of Irr(C). One can then introduce
the L2-Betti numbers of C via
β(2)n (C) = dimMC Hn(C;L2(AC , τ)0)
since the leftMC-module structure on L2(AC , τ)0 naturally passes to the homology spaces. As
explained in [PSV15, Proposition 6.4, Corollary 7.2], the analogous cohomological definition
using Ext•AC(C;−) is equivalent.
2.2.2 Inclusions of rigid C∗-tensor categories
Let D be a rigid C∗-tensor category and C a full C∗-tensor subcategory. The fullness guarantees
that Irr(C) ⊂ Irr(D). For α ∈ Irr(D), put
αC = {β ∈ Irr(D) | ∃pi ∈ C : β ↪→ αpi} , Cα = {β ∈ Irr(D) | ∃pi ∈ C : β ↪→ piα} .
In this way, one obtains partitions of Irr(D) into left/right C-cosets. The set of left (resp. right)
cosets is denoted by D/C (resp. D\C).
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For any object α ∈ D, the rigidity assumption guarantees that there exists a largest subobject
of α that is contained in C, which we denote by [α]C .
Given some family of objects S ⊂ D, denote
A˜S =
⊕
i,j∈Irr(D)
⊕
α∈Irr(D)∩S
(iα, αj) ⊂ AD .
Note that the ambient category is suppressed in the notation. We denote by eS the orthogonal
projection of L2(AD, τ) onto the closure of A˜S . When S = {e}, A˜S is the commutative ∗-
algebra
B = span{pi | i ∈ Irr(D)} . (2.3)
In homological arguments involving the tube algebra, working with the inclusions AC ⊂ AD and
MC ⊂MD is not always practical, the main reason being that AD is a degenerate AC-module.
Instead, it is often better to consider the nondegenerate ring extension
A˜C =
⊕
i,j∈Irr(D)
⊕
α∈Irr(C)
(iα, αj) ⊂ AD .
Taking the weak closure of the left regular representation of A˜C on L2(A˜C , τ), we obtain a
von Neumann algebra M˜C . Using [KRVV17, Lemma 3.11], one checks that M˜C is canonically
isomorphic to the von Neumann algebra subalgebra ofMD generated by A˜C acting on L2(AD, τ)
by multiplication, and that the projection eC commutes with both left- and right representations
of M˜C on L2(AD, τ). This identification also respects the canonical tracial weights on M˜C and
MD. We therefore make no further distinction between M˜C and its image inside MD.
The restriction of τ to M˜C remains semifinite, and eC induces a conditional expectation from
MD onto M˜C . As a consequence of [KRVV17, Lemma 3.10], we have that
β(2)n (C) = dimM˜C Tor
A˜C• (L
2(A˜C , τ)0,C) .
In other words, we can compute the L2-Betti numbers of C using A˜C instead ofAC . Additionally,
[KRVV17, Proposition 3.12] shows2 that AD is projective over A˜C . If C ⊂ D is an inclusion
of finite index (in the sense of [KRVV17], i.e. #D/C < ∞), the same holds for M˜C ⊂ MD,
but this is no longer true in general. However, we still get that MD is a flat M˜C-module as a
consequence of Proposition 2.10.
Put nτ = {x ∈MD | τ(x∗x) <∞}. For any family of objects S ⊂ D, we define
ZS = eS(nτ ) ⊂ L2(AD, τ) . (2.4)
When S = C, ZC is equal to M˜C ∩ nτ . In general, it is not necessarily the case that ZS ⊂MD.
However, when S is a left or right coset, ZS has the following properties.
Lemma 2.13
Let D be a rigid C∗-tensor category and C a full tensor subcategory. Fix α ∈ Irr(D). Then
(i) the projection eαC commutes with the right action of M˜C on L2(AD, τ) ;
(ii) ZαC is a flat right M˜C-submodule of L2(AD, τ) ;
2The result in [KRVV17] is stated for inclusions of finite index, but the projectivity claim in the statement
applies to arbitrary inclusions with exactly the same proof.
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(iii) for all finite subsets F ⊂ Irr(D), pF · ZαC is a subset of MD and projective as a right
M˜C-module.
Analogous results hold if one considers Cα instead of αC.
Proof. Recall from [KRVV17, Lemma 3.11] that
pi · eαC = d(α)
d([αα]C)
∑
j∈Irr(D)
W∈onb(iα,αj)
d(j)W · eC ·W# (2.5)
for all i ∈ Irr(D), as operators on L2(AD, τ). Fix ξ ∈ L2(AD, τ) and x ∈ M˜C . For all i ∈ Irr(D),
(2.5) tells us that
pi · eαC(ξ · x) = d(α)
d([αα]C)
∑
j∈Irr(D)
W∈onb(iα,αj)
d(j)W · eC(W# · ξ · x)
=
d(α)
d([αα]C)
∑
j∈Irr(D)
W∈onb(iα,αj)
d(j)W · eC(W# · ξ) · x
= pi · eαC(ξ) · x .
Since the (pi)i∈Irr(D) sum up to the identity on L2(AD, τ), we conclude that eαC(ξ·x) = eαC(ξ)·x.
Given x ∈ nτ , the identity (2.5) additionally yields that
pi · eαC(x) = d(α)
d([αα]C)
∑
j∈Irr(D)
W∈onb(iα,αj)
d(j)W · eC(W# · x) ,
which is a finite linear combination of elements of MD, since eC(W# · x) ∈ M˜C ∩ nτ for all
W ∈ AD. Hence, pF · ZαC ⊂MD for all finite subsets F ⊂ Irr(D).
The fact that ZαC is a right M˜C-module is an immediate consequence of (i). For all i ∈ Irr(D),
consider the right M˜C-linear map
Φi :ZαC →
⊕
j∈Irr(D)
(iα, αj)⊗ pj · M˜C (2.6)
ξ 7→
⊕
j∈Irr(D)
 ∑
W∈(iα,αj)
d(j)W ⊗ eC(W# · ξ)
 .
Note that only finitely many terms in the direct sum are nonzero, so Φi is well-defined. Also
note that the module appearing on the right side of (2.6) is projective. By (2.5), the map
Ψi :
⊕
j∈Irr(D)
(iα, αj)⊗ pj · M˜C → ZαC⊕
j∈Irr(D)
Vj ⊗Wj 7→
∑
j∈Irr(D)
Vj ·Wj .
has the property that (Ψi ◦Φi)(ξ) equals pi ·ξ (up to a positive scaling constant), so Φi restricts
to an embedding of pi · ZαC into a projective module as a direct summand. This implies that
pi · ZαC is itself projective. It is also clear from (2.5) that pi · ZαC is a subset of MD. Taking
direct sums, we get that pF · ZαC is a projective M˜C-submodule of MD for all F ⊂ Irr(D).
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The maps Φi additionally induce an injection
ZαC →
∏
i∈Irr(D)
 ⊕
j∈Irr(D)
(iα, αj)⊗ pj · M˜C
 .
This realises ZαC as a submodule of a direct product of flat M˜C-modules. By [Lam99, Theor-
ems 4.47, 4.67] and the fact that von Neumann algebras are semihereditary rings, this implies
that ZαC is flat, as claimed.
2.3 Quasi-regular inclusions
The theory of L2-Betti numbers for rigid C∗-tensor categories introduced in [PSV15] can be
understood in a more broad framework, where the objects of interest are quasi-regular inclusions
of type II1 factors.
Definition 2.14
Let T ⊂ S be an inclusion of type II1 factors. Define the quasi-normaliser of T inside S by
QNS(T ) =
{
x ∈ S
∣∣∣ ∃a1, . . . , an, b1, . . . , bm ∈ S : xT ⊂ n∑
i=1
Tai, Tx ⊂
m∑
j=1
bjT
}
.
We say that T ⊂ S is quasi-regular if S = QNS(T )′′. In what follows, we always consider
irreducible quasi-regular inclusions, i.e. T ′ ∩ S = C1.
Proceeding as in [PSV15], one can define a tube algebra for any irreducible quasi-regular
inclusion T ⊂ S together with some choice of category of Hilbert T -T -bimodules C. In much
the same way as for rigid C∗-tensor categories, this gives rise to a representation theory and a
purely algebraic Hochschild-type (co)homology theory [PSV15, § 7]. If T ⊂ S is additionally
unimodular —referring to the requirement that all T -T -subbimodules of L2(S)⊗nT , n ≥ 1 have
equal left- and right T -dimension— the tube algebra embeds densely into a von Neumann
algebra with a canonical n.s.f. trace, which allows for a definition of L2-Betti numbers [PSV15,
Definition 4.3].
By realising a finitely generated rigid C∗-tensor category C as the category of M -M -bimodules
appearing in the Jones tower of a finite-index subfactor N ⊂ M , one recovers a unimodular
quasi-regular inclusion T ⊂ S by passing to the symmetric enveloping inclusion of N ⊂ M .
Defined with respect to an appropriate category of T -T -bimodules, the tube algebra of T ⊂ S
is strongly Morita equivalent to AC [PSV15, Proposition 3.12]. In particular, this gives rise to
an identification of the (co)homology theories of C and T ⊂ S.
While the tube algebra perspective is very useful to frame the representation theory of rigid
C∗-tensor categories in this setting, we will take a slightly different (but ultimately equivalent)
point of view. For our purposes, it will be convenient to define cohomology spaces for T ⊂ S
with coefficients in any Hilbert S-S-bimodule, following [PSV15, § 4]. We recall the necessary
definitions and notation below. All computations at the level of quasi-regular inclusions will
be cohomological in nature, so we omit the analogous homological definitions.
Remark 2.15
Given a von Neumann algebra T , a right T -module V and a left T -module W , the notation
V ⊗T W will always refer to the algebraic relative tensor product of V and W . If T is a type
II1 factor and V,W are Hilbert T -modules, we denote the Connes tensor product of Hilbert
T -modules by V ⊗T W to emphasise the difference. We use a similar notational convention
for tensor powers. In the same vein, we use the notation Hom(−,−) and End(−) to denote
bounded morphisms and endomorphisms, as opposed to purely algebraic ones.
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Given a quasi-regular inclusion T ⊂ S, put S = QNS(T ). For any Hilbert S-S-bimodule K
there is a Hochschild-type [Hoc56] bar cochain complex with terms
Cn = HomT−T (S⊗nT ,K)
for n ≥ 0, where we adopt the convention that S⊗0T = T . In other words, C0 = {ξ ∈ K |
ξ is T -central}. The differentials of C• are given by
∂ : Cn → Cn+1 :
n+1∑
i=0
(−1)i∂i ,
(∂0ϕ)(s0 ⊗T · · · ⊗T sn) = s0ϕ(s1 ⊗T · · · ⊗T sn) ,
(∂iϕ)(s0 ⊗T · · · ⊗T sn) = ϕ(s0 ⊗T · · · ⊗T si−1si ⊗T · · · ⊗T sn) i ∈ {1, . . . , n} ,
(∂n+1ϕ)(s0 ⊗T · · · ⊗T sn) = ϕ(s0 ⊗T · · · ⊗T sn−1)sn .
We denote the cohomology of this complex by H•(T ⊂ S;K). If T ⊂ S is unimodular, the
bounded S-S-bimodule endomorphisms of the regular Hilbert S-S-bimodule given by
Hreg =
⊕
n≥2
L2(S)⊗
n
T (2.7)
form a von Neumann algebra M(T ⊂ S) that comes with a natural n.s.f. trace [see PSV15,
§ 4]. Hence, one gets L2-Betti numbers by putting
β(2)n (T ⊂ S) = dimM(T⊂S)Hn(T ⊂ S;Hreg) .
Given an extremal finite-index subfactor N ⊂M , the SE-inclusion T ⊂ S will be a unimodular
quasi-regular inclusion of type II1 factors. On the other hand, N ⊂ M also comes with a
natural rigid C∗-tensor category C(N ⊂ M), generated by the M -M -bimodules appearing in
the Jones tower of N ⊂ M . As explained in [PSV15, § 7.2], the L2-Betti numbers of T ⊂ S
and C(N ⊂ M) agree. Since all finitely generated rigid C∗-tensor categories can be realised
in this way [see Pop94b]; [NY15, Example 5.1] this definition is for all intents and purposes a
generalisation of the one for rigid C∗-tensor categories. In particular, one recovers the L2-Betti
numbers of a discrete group Γ by choosing an outer action of Γ on some type II1 factor P and
taking the L2-Betti numbers of P ⊂ P o Γ.
2.4 Hecke pairs and Schlichting completions
Throughout this section, Γ will denote a discrete group and Λ an almost-normal subgroup,
i.e. a subgroup of Γ with the property that [Λ : Λ ∩ gΛg−1] < ∞ for all g ∈ Γ. All discrete
groups we consider will be countable. Inclusions Λ < Γ of this form are referred to as Hecke
pairs. Equivalently, one could require that the double coset ΛgΛ be a finite subset of Γ/Λ (or
Λ\Γ) for all g ∈ Γ. In order to study Hecke pairs systematically, it is often useful to instead
consider a (typically nondiscrete) completion of Γ, originally due to Schlichting [Sch80] and
further developed by Tzanev [Tza01]. Since we will make extensive use of this construction
in the final part of this article, we recall some of the essentials here. The reader may consult
[Tza01; KLQ03] for more detailed exposition.
Letting Γ act on Γ/Λ and completing the resulting permutation group in the topology of
pointwise convergence, one obtains a locally compact totally disconnected group G acting on
Γ/Λ by permutations with compact stabilisers —for a more precise statement, see [KLQ03,
§ 3]. In particular, the stabiliser K of Λ is a compact open subgroup, in which the image of Λ
is dense. The pair K < G is called the Schlichting completion of Λ < Γ, and we have a natural
identification of the coset spaces Γ/Λ and G/K. Note that the natural map Γ→ G need not be
injective in general, e.g. when ΛC Γ is a proper normal subgroup3. In spite of this, we usually
3In this degenerate case, the Schlichting completion is canonically isomorphic to the quotient group Γ/Λ.
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do not distinguish between elements of Γ and their images in G.
The locally compact group G can fail to be unimodular. In general, G is unimodular precisely
when [Λ : Λ ∩ xΛx−1] = [Λ : Λ ∩ x−1Λx] for all x ∈ Γ. In this case, we will call the Hecke pair
Λ < Γ unimodular as well.
Example 2.16
Classical examples of Hecke pairs include the following:
• SLn(Z) ⊂ SLn(Z[1/p]) for any prime p, with Schlichting completion PSLn(Zp) ⊂ PSLn(Qp)
[SW09, Example 3.10].
• The Baumslag–Solitar group BS(m,n) = 〈a, t | t−1amt = an〉 contains 〈a〉 ∼= Z as a
natural almost-normal subgroup.
The first example is unimodular. The Hecke pairs arising from Baumslag–Solitar groups typ-
ically are not unimodular, unless |m| = n (see e.g. [Rau15, Lemma 9.1]).
We conclude this section by taking a look at the group von Neumann algebra L(G) of G when
G is unimodular. Recall that L(G) is the von Neumann algebra defined by completing Cc(G)
acting on L2(G) by convolution. By unimodularity, the von Neumann algebra L(G) comes
equipped with a natural n.s.f. Plancherel trace τ— given f ∈ Cc(G), τ assigns the value f(e)
to the element of L(G) given by convolution with f . Since the convolution representation of
Cc(G) depends on the normalisation of the Haar measure, so does the Plancherel trace. For
our purposes, however, the normalisation will always be fixed to assign measure 1 to K, so we
do not make the dependency explicit in the notation.
For L ⊂ K a compact open subgroup, the convolution operator associated with the normalised
characteristic function µ(L)−1χL ∈ Cc(G) defines a projection pL ∈ L(G), given by
(pLξ)(h) =
1
µ(L)
∫
L
ξ(g−1h) dµ(g) . (2.8)
As an operator on L2(G), pL is the projection onto the left-L-invariant vectors, so pLL
2(G) ∼=
`2(L\G). In fact, pLL(G)pL is exactly the commutant of the right G-action on `2(L\G), and
the restriction of the Plancherel trace to this corner of L(G) is implemented by the vector
state associated with the (non-normalised) characteristic function of L. If L = K we also have
that `2(K\G) ∼= `2(Λ\Γ), which allows us to view pKL2(G)pK as acting on `2(Λ\Γ). The
Hecke algebra of Λ < Γ —i.e. the convolution ∗-algebra spanned by the characteristic functions
χΛxΛ— acts naturally on `
2(Λ\Γ) by convolution, and forms a weakly dense subalgebra of
pKL(G)pK in this way.
2.5 Continuous cohomology and L2-Betti numbers for locally compact totally
disconnected groups
In order to formulate a useful cohomology theory for locally compact groups, one needs to
take the topology into account in various ways. Consider a (second countable) locally compact
group G. Instead of arbitrary G-modules, the coefficient spaces are limited to (quasi-complete)
locally convex topological vector spaces equipped with a continuous right G-action. Given such
a space V , one can then define Hnc (G;V ) in terms of a bar resolution involving the spaces of
continuous functions C(Gn, V ) for n ≥ 1 equipped with a diagonal translation action (see e.g.
[Gui80, Proposition I.1.2]). In particular, there is a meaningful way to talk about cohomology
with coefficients in a Hilbert space on which G acts continuously from the right. If G is
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unimodular, this naturally leads to a definition of L2-Betti numbers for G [Pet12]. We recall
some of the exposition of [Gui80] and [Pet12] here.
Take G to be a unimodular locally compact group and fix a Haar measure on G. Then the left
L(G)-module structure on L2(G) turns Hnc (G;L
2(G)) into an L(G)-module, Following [Pet12,
§ 3.1], this allows one to define
β(2)n (G) = dimL(G)H
n
c (G;L
2(G)) . (2.9)
Note that L2-Betti numbers are only defined up to a constant multiplicative factor, since scaling
the Haar measure also scales the L2-Betti numbers. If G is discrete and we choose the Haar
measure such that each group element is assigned measure 1, we recover the usual L2-Betti
numbers for discrete groups. See [KPV13; Pet12] for a more in-depth treatment.
For general G, the right-hand side of (2.9) is tightly coupled with the topology of G in various
ways. However, when one restricts attention to totally disconnected locally compact groups
together with a choice of compact open subgroup, almost all topological subtleties disappear;
this is also the point of view espoused in [Pet12, Chapter 5]. Since this algebraic description
will be useful for us later, we sketch the construction here. Our principal reference is [Gui80].
Consider a locally compact totally disconnected group G with K a compact open subgroup, and
suppose that we are given some right C[G]-module V . For all n ≥ 0 put Cn = Fun((K\G)n+1, V ),
i.e. the space of all functions from Gn+1 to V that are left-K-invariant in each coordinate. We
let G act on Cn as follows:
(f · g)(g0, . . . , gn) = f(g0g−1, . . . , gng−1) · g .
Then there is a complex 0 → V → C0 → · · · → Cn → · · · of right C[G]-modules with
differentials given by
(∂f)(g0, . . . , gn+1) =
n+1∑
i=0
(−1)if(g0, . . . , ĝi, . . . , gn+1)
and the augmentation V → C0 defined by sending a vector v ∈ V to the constant function
with value v. A routine computation shows that this complex is exact.
If V is a quasi-complete locally convex topological vector space equipped with a continuous
right G-action, this a priori purely algebraic complex turns out to be an injective resolution
of V in the appropriate sense [Gui80, § I.2, Proposition III.2.3]. This allows us to compute
H•c (G;V ) as the cohomology of the complex
0→ Fun(K\G,V )G → · · · → Fun((K\G)n+1, V )G → · · · (2.10)
where WG is the space of G-invariant vectors in the C[G]-module W .
In addition to the previous assumptions, we now take G to be unimodular, and we choose the
normalisation of the Haar measure µ on G such that µ(K) = 1. If we decrease the size of a
compact open subgroup L < K along a neighbourhood basis B of {e} consisting of compact
open subgroups of K, the projections pL defined in (2.8) increase strongly to the identity.
Moreover, note that τ(pL) = µ(L)
−1 = [K : L]. By [KPV13, Lemma A.16], this leaves us with
β(2)n (G) = dimL(G)H
n
c (G;L
2(G))
= sup
L∈B
τ(pL) dimpLL(G)pL pL
(
Hnc (G;L
2(G))
)
= sup
L∈B
[K : L] dimpLL(G)pL H
n
c (G; `
2(L\G)) . (2.11)
15
In many respects, the corners pLL(G)pL behave like the group von Neumann algebras of discrete
groups. Combining this with (2.10), one can then apply techniques from the discrete setting
to understand the right-hand side of (2.11).
Remark 2.17
It is a basic result in the theory of locally compact totally disconnected groups that the collec-
tion of all compact open subgroups of K always forms a neighbourhood basis of the identity.
However, sometimes more convenient choices are available. If we start with a discrete Hecke
pair Λ < Γ with Schlichting completion K < G, the conjugates {gKg−1 | g ∈ Γ} form a
subbasis of the topology on G [KLQ03, Definition 4.3, Proposition 4.5]. Hence, we can take
B to be the filter of subgroups of the form K ∩ g1Kg−11 ∩ · · · gnKg−1n for g1, . . . , gn ∈ Γ. This
choice of B turns out to be useful in section 4.3.1.
2.6 Homological algebra
2.6.1 Bicomplexes in homological algebra
On the algebraic side, the main ingredient in the proof of Theorem 3.8 is a well-established
tool from homological algebra. To keep this paper as self-contained as possible, we recall the
necessary preliminaries here —this also gives us the opportunity to justify why these techniques
can be applied to rigorously compute homology “up to dimension zero”.
Definition 2.18
A bicomplex in an abelian category C is a triple ((Cp,q)p,q∈Z, ∂h, ∂v) where ∂h : Cp,q → Cp,q−1
and ∂v : Cp,q → Cp−1,q are referred to as the horizontal and vertical differentials, respectively.
As usual, we suppress the sub-indices on the differentials, and we simply write C•,• to refer to
the entire triple if there is no danger of confusion. The differentials should satisfy ∂h∂h = 0,
∂v∂v = 0 and ∂h∂v = −∂v∂h, i.e. all columns C•,q and all rows Cp,• should be chain complexes
in C.
A first quadrant bicomplex is a bicomplex where Cp,q = 0 whenever p < 0 or q < 0.
Our principal reference for this section is [Wei94].
Remark 2.19
The abelian categories we work with will always be categories of modules, so we will only
consider concrete abelian categories in this section (i.e. subcategories of the category of abelian
groups).
Remark 2.20
As explained in [Wei94, § 1.2.5], the category of bicomplexes in C is equivalent to the category of
chain complexes that themselves consist of chain complexes in C. One only needs to transform
the anticommutativity condition ∂h∂v = −∂v∂h into ∂h∂v = ∂v∂h, which can be accomplished
by a sign change in the differentials.
The diagonals of a bicomplex form the so-called total complex Tot(C•,•) with terms
Tot(C•,•)n =
⊕
n=p+q
Cp,q
and differentials ∂Tot = ∂h + ∂v. The anticommutativity condition ∂h∂v = −∂v∂h ensures that
∂2 = 0.
An important feature of bicomplexes is that they can serve as a way of combining and comparing
complexes. The tensor product bicomplex construction is one such mechanism.
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Definition 2.21
Let R be a ring (with or without unit), and let Q• and P• be chain complexes of left R-modules
and right R-modules, respectively. The tensor product bicomplex Q•⊗RP• has terms Qq⊗RPp,
with vertical differentials given by 1q⊗∂P and horizontal differentials given by (−1)p(∂Q⊗1p).
In many interesting cases, one can compare the homology of Q• and P• by means of the total
complex Tot(Q• ⊗R P•). One typical such application is the standard proof of the theorem
stating that one can compute TorRn (A,B) by resolving either variable [see Wei94, § 2.7].
The true power of bicomplexes lies within the framework of spectral sequences. However, for
our purposes, the following more elementary result is already sufficient.
Proposition 2.22 (Acyclic assembly lemma)
Let C•,• be a first-quadrant bicomplex in some concrete abelian category and assume that N ∈ N
is such that every row Ck,• (resp. column C•,k) is exact at position Ck,m (resp. Cm,k) for all
m ≤ N . Then Tot(C•,•) is exact at position Tot(C•,•)m for all m ≤ N .
Proof. See e.g. [Wei94, § 2.7.3] for a detailed proof in the case where one takes the rows (or
columns) to be exact everywhere (i.e. the case N =∞). Since the argument will be useful for
us later, we provide it here in the case where the rows Ck,• are taken to be exact at position
Ck,m for all m ≤ N . The other case is equivalent after transposing the bicomplex.
Fix 0 ≤ m ≤ N . A cycle ξ ∈ Tot(C•,•)m consists of elements ξn ∈ Cm−n,n satisfying the relation
∂h(ξn+1) + ∂
v(ξn) = 0 for all n ≥ 0. To show that ξ = ∂Tot(η) for some η ∈ Tot(C•,•)m+1, we
have to exhibit elements ηn ∈ Cm−n+1,n satisfying
ξn = ∂
h(ηn+1) + ∂
v(ηn) (2.12)
for all n ∈ Z. Note that we necessarily have to choose ηn = 0 when n > m+ 1 or n < 0, since
Cm−n+1,n = 0 in this case. Hence, we only have to provide η0, . . . , ηm+1, and show that the
relation (2.12) holds for n ∈ {0, . . . ,m}. For other values of n, the relation (2.12) trivialises.
We will construct the remaining η0, . . . , ηm+1 satisfying (2.12) inductively, starting by putting
η0 = 0. In order for (2.12) to hold when n = 0, we have to choose η1 ∈ Cm,1 such that
∂h(η1) = ξ0. This is possible because the row Cm,• is exact at position Cm,0 and ∂h(ξ0) = 0
automatically. Suppose now that we have constructed η0, . . . , ηk satisfying (2.12) for 0 ≤ n ≤
k − 1 where 1 ≤ k ≤ m. Then we compute
0 = ∂h(ξk) + ∂
v(ξk−1) = ∂h(ξk) + ∂v(ξk−1 − ∂v(ηk−1))
= ∂h(ξk) + ∂
v(∂h(ηk)) = ∂
h(ξk − ∂v(ηk)) .
(2.13)
But the row Cm−k,• is exact at position Cm−k,k, since k ≤ m ≤ N . This means that there
exists ηk+1 ∈ Cm−n,k+1 such that ∂h(ηk+1) = ξk − ∂v(ηk), exactly as required by (2.12).
We will also need the following variant for dimension-exact sequences. This result is probably
known to the experts, but we provide a proof for completeness.
Proposition 2.23 (Dimension-acyclic assembly lemma)
Let M be a von Neumann algebra with n.s.f. trace τ . Let C•,• be a first-quadrant bicomplex
of locally finite (left or right) M -modules, and assume that N ∈ N is such that every row Ck,•
(resp. column C•,k) is dimension exact at position Ck,m (resp. Cm,k) for all m ≤ N . Then
Tot(C•,•) is dimension exact at position Tot(C•,•)m for all m ≤ N .
Proof. As in our proof of Proposition 2.22, we only consider the case where the rows are taken to
be dimension exact up to the Nth position. Fix 0 ≤ m ≤ N , ε > 0 and a cycle ξ ∈ Tot(C•,•)m,
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which we again decompose as elements ξn ∈ Cm−n,n satisfying ∂h(ξn+1) + ∂v(ξn) = 0 for all
n ≥ 0. By Proposition 2.4, it suffices to find a projection p ∈M and an element η ∈ Tot(C•,•)m
such that τ(p) < ε and (1− p)ξ = ∂Tot(η). In the same spirit as the proof of Proposition 2.22
we will exhibit projections p0 ≤ · · · ≤ pm and elements η0, η1, . . . , ηm+1 such that
(1− pn)ξn = (1− pn)(∂h(ηn+1) + ∂v(ηn)) and τ(pn) < ε2n−m (2.14)
for all n ∈ {0, . . . ,m}. Taking p = pm, we can then assemble (1 − p)η0, . . . , (1 − p)ηm+1 into
an element of Tot(C•,•)m+1 with the required property. Again, we bootstrap the induction by
putting η0 = 0. Applying Proposition 2.4 to the dimension-exactness of Cm,• at Cm,0, we find
a projection p0 ∈ M and η1 ∈ Cm,1 such that τ(p0) < ε2−m and (1 − p0)ξ = ∂h(η1). Then
(2.14) is satisfied for n = 0. For the induction step, suppose that 1 ≤ k ≤ m and that we
have constructed appropriate projections p0 ≤ · · · ≤ pk−1 and η0, . . . , ηk satisfying (2.14) for
0 ≤ n ≤ k − 1. Analogously to (2.13), one then finds that
∂h [(1− pk−1)(ξk − ∂v(ηk))] = 0 .
By dimension-exactness of Cm−k,• at position Cm−k,k, this implies the existence of a projection
q ∈M and ηk+1 ∈ Cm−k,k+1 such that τ(q) < ε2k−m−1 and
(1− q)(1− pk−1)(ξk − ∂v(ηk)) = ∂h(ηk+1) .
If we now put pk = q ∨ pk−1, the requirement (2.14) is satisfied for n = k, completing the
inductive step.
Alternatively, one could apply Proposition 2.22 in the Serre quotient category of M -modules
modulo zero-dimensional objects (cfr. the discussion in [Tho06, § 1.2]) to arrive at the same
conclusion, but the above argument gives a more hands-on approach.
The homological algebra section of this paper can be reformulated somewhat more succinctly
using the language of spectral sequences without substantially changing the general structure of
the proofs, but in the interest of accessibility we have opted to make all homology computations
as explicit as possible.
2.6.2 Mapping cones
Consider two chain complexes C• and D• in some concrete abelian category, and a chain map
ϕ• : C• → D•. Then ϕ induces natural maps ϕ˜∗ : H∗(C•) → H∗(D•) on homology. It is then
natural to ask when ϕ˜ is an isomorphism. Mapping cones [Wei94, § 1.5] provide an answer by
associating a new complex to ϕ.
Definition 2.24
Given a chain map ϕ• : C• → D•, define
cone(ϕ)n = Cn−1 ⊕Dn
with differentials
∂ : cone(ϕ)n → cone(ϕ)n−1 : ξ ⊕ η 7→ −∂(ξ)⊕ (∂(η)− ϕn−1(ξ)) .
The complex cone(ϕ)• is called the mapping cone of ϕ.
The main result concerning mapping cones is the following.
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Proposition 2.25
A chain map ϕ• : C• → D• induces an isomorphism on homology if and only if the mapping
cone of ϕ is exact.
Proof. See [Wei94, Corollary 1.5.4].
In this sense, the homology groups of cone(ϕ)• can be interpreted as measuring the extent to
which ϕ˜∗ : H∗(C•)→ H∗(D•) fails to be an isomorphism.
Using mapping cones and Proposition 2.25, one can prove the following fact about first quadrant
bicomplexes.
Lemma 2.26
Let C•,• be a first quadrant bicomplex in some concrete abelian category. Let C0•,• be the complex
obtained from C•,• by replacing the zeroth column by zeroes. If Tot(C•,•) is exact, then there
are natural isomorphisms
Hn(C•,0) ∼= Hn+1(Tot(C0•,•)) (2.15)
for all n ∈ Z.
Proof. This is essentially the argument used in the proof of [Wei94, Theorem 2.7.2]. We denote
the horizontal (resp. vertical) differentials of C•,• by ∂h (resp. ∂v). Write Ap = Cp−1,0, where
we view A• as a chain complex with differentials given by ∂v. Of course we can then canonically
identify Hn+1(A•) ∼= Hn(C•,0). Consider the maps
ϕn : Tot(C
0
•,•)n → An :
⊕
i∈N
C0n−i,i 3 (ξi)i∈N 7→ (−1)n−1∂h(ξ1).
A routine computation shows that this gives rise to a chain map ϕ from Tot(C0•,•) to A•. On
the other hand, there are isomorphisms
cone(ϕ)n+1 → Tot(C•,•)n :
[(⊕
i∈N
C0n−i,i
)
⊕ Cn,0
]
3 (ξi)i∈N ⊕ η 7→ (ζi)i∈N ∈
(⊕
i∈N
Cn−i,i
)
where ζi =
{
η i = 0 ,
(−1)nξi i 6= 0 ,
realising a chain isomorphism from cone(ϕ)• to the total complex of C•,• shifted by one. Hence,
if said total complex is exact, Proposition 2.25 tells us that ϕ induces the required isomorphisms
(2.15) on homology.
3 A vanishing theorem for almost-normal inclusions of rigid
C∗-tensor categories
3.1 Normal and almost-normal inclusions of rigid C∗-tensor categories
Consider a rigid C∗-tensor category D and a full C∗-tensor subcategory C. For α, β ∈ Irr(D),
write α ∼ β whenever there exist pi, pi′ ∈ Irr(C) such that α ↪→ piβpi′. The relation ∼ is an
equivalence relation, and we denote the equivalence class of α by CαC. We call these the double
cosets of C ⊂ D. Obviously, αC = βC also implies that CαC = CβC, so each double coset is a
disjoint union of one-sided cosets. This leads us to the following natural definition.
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Definition 3.1
A full C∗-tensor subcategory C of a rigid C∗-tensor category D is said to be almost normal if
CαC is a union of finitely many left (resp. right4) cosets for all α ∈ Irr(D). If Cα = αC for all
α ∈ Irr(D), we call the inclusion normal.
Remark 3.2
Consider an inclusion of rigid C∗-tensor categories C ⊂ D with D finitely generated. If C ⊂ D
is almost normal, this inclusion gives rise to a tower T ⊂ S ⊂ R of factors of type II1 in which
all inclusions are irreducible and quasi-regular. To see why this is the case, fix a generating
object α ∈ D and use Popa’s reconstruction theorem [Pop94b] to choose an extremal finite-
index inclusion of type II1 factors N ⊂ M such that L2(M1) 7→ α extends to a unitary
monoidal equivalence between D and the category of bifinite M -M -bimodules appearing in the
Jones tower N ⊂ M ⊂ M1 ⊂ · · · [see also NY15, Example 5.1]. Choose an M -M -bimodule
realisation Hα of every α ∈ Irr(D). For simplicity, we choose Hε = L2(M). Put T = M ⊗Mop
and define
S0 =
⊕
α∈Irr(C)
H0α ⊗H0α ⊂ R0 =
⊕
α∈Irr(D)
H0α ⊗H0α .
Here, the direct sums and tensor products are algebraic and the symbol −0 denotes passage
to bounded vectors. The Longo–Rehren approach to Popa’s symmetric enveloping algebra
[LR94; Mas99, see also PV14, Remark 2.7] then provides ∗-algebra structures and traces on S0
and R0 that turn the inclusion S0 ⊂ R0 into an inclusion of tracial ∗-algebras. By passing to
the GNS representation associated with this canonical trace, we can complete S0 and R0 to von
Neumann algebras S and R. In this way, we get a tower of von Neumann algebras T ⊂ S ⊂ R.
Since the inclusion T ⊂ R is irreducible, T ⊂ S ⊂ R is a tower of irreducible inclusions of
type II1 factors. The inclusions T ⊂ S and T ⊂ R are quasi-regular and unimodular, with
the L2-Betti numbers recovering those of C and D, respectively [see PSV15, Proposition 3.12].
One then checks that the almost-normality of C in D implies that R0 ⊂ QNR(S), so QNR(S)
is weakly dense in R, as required.
Example 3.3
Let C, D be rigid C∗-tensor categories, and F : C → D a unitary tensor functor. Recall that
an object in a rigid C∗-tensor category is called trivial if it is isomorphic to a direct sum of
copies of the tensor unit ε. Suppose that F is normal in the sense of [BN10], i.e. for any object
α ∈ C, there is a subobject α0 of α such that F (α0) is the largest trivial subobject of F (α).
Then C0 = {α ∈ C | F (α) trivial} is a normal subcategory of C in the sense of Definition 3.1.
Indeed, by hypothesis, there exist nonzero natural numbers (nγ)γ∈Irr(C0) such that F (γ) = ε
⊕nγ
for all γ ∈ Irr(C0). We also know that F (γ) contains no trivial summands when γ ∈ Irr(C) \
Irr(C0). This implies that
dimC(F (α), F (β)) = mult(ε, F (αβ)) =
∑
γ∈Irr(C0)
nγ mult(γ, αβ)
for all α, β ∈ Irr(C). The right-hand side of this expression is nonzero if and only if β ∈ αC0.
However, taking conjugates, we also get that
dimC(F (α), F (β)) = dimC(F (α), F (β)) =
∑
γ∈Irr(C0)
nγ mult(γ, αβ)
which is nonzero if and only if β ∈ C0α. It follows that C0α = αC0 for all α ∈ Irr(C), as claimed.
4The left and right versions are equivalent.
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Conversely, it is not true that any normal subcategory in the sense of Definition 3.1 is the kernel
of a normal functor. For one, the restriction of a normal tensor functor to its kernel C0 induces
a fibre functor on C0, and not all C∗-tensor categories admit fibre functors. This obstruction
is arguably of a purely technical nature, and hence somewhat unsatisfying. However, since the
existence of a normal functor with kernel C0 depends on much more than the fusion rules of C,
we strongly believe that there are many natural counterexamples that do admit fibre functors,
although we do not have any concrete such example.
Remark 3.4
Given a compact quantum group G and a normal compact quantum subgroup H in the sense of
[Wan94; Wan08], the restriction functor Repf (G)→ Repf (H) is normal in the sense of [BN10],
and the subcategory C0 ⊂ Repf (G) in Example 3.3 consists precisely of all representations
with matrix coefficients in the subalgebra C(G/H) ⊂ C(G) [Wan08, Proposition 2.1]. In other
words, C0 can be identified with the representation category Repf (G/H). We conclude that the
normal compact quantum subgroup H ⊂ G gives rise to a normal inclusion of representation
categories Repf (G/H) ⊂ Repf (G).
The categories constructed in [AV16] from totally disconnected groups provide another source
of interesting examples. For the convenience of the reader, we briefly explain how to construct
these categories here. Let G be a locally compact totally disconnected group with a compact
open subgroup K. A `∞(G/K)-G-`∞(G/K)-module consists of a Hilbert `∞(G/K)-`∞(G/K)-
bimodule H, equipped with an action of G that is equivariant with respect to the bimodule
structure in the obvious way, i.e.
g · (χsK · ξ · χtK) = χgsK · (g · ξ) · χgtK
for ξ ∈ H and s, t, g ∈ G. Taking the morphisms between `∞(G/K)-G-`∞(G/K)-modules to be
all bounded linear maps intertwining the relevant actions, one gets the category C(K < G). The
Connes tensor product over `∞(G/K) turns this category into a (typically nonrigid) C∗-tensor
category.
A `∞(G/K)-G-`∞(G/K)-module H is said to be of finite rank if χK · H (or equivalently
H ·χK) is finite-dimensional. The subcategory of C(K < G) given by all finite-rank `∞(G/K)-
G-`∞(G/K)-modules is a rigid C∗-tensor category, which we will denote by Cf (K < G). As
stated in [AV16], the finite-dimensional unitary representations ofK form a natural subcategory
of Cf (K < G). It turns out that this subcategory is normal in Cf (K < G). This is the content
of the next result.
Proposition 3.5
Let G be a second-countable locally compact totally disconnected group, and K < G a compact
open subgroup. Let C be the full subcategory of Cf (K < G) consisting of all objects H ∈ Cf (K <
G) with the property that χgK · H = H · χgK for all g ∈ G. Then the following hold:
(i) C is unitarily monoidally equivalent to Repf (K) [AV16],
(ii) C is normal in Cf (K < G), and
(iii) if moreover G can be decomposed as G = KΓ with Γ < G a discrete subgroup such
that Γ ∩ K = {e}, then C is normal in Cf (K < G) in the stronger sense discussed in
Example 3.3.
The extra hypothesis in (iii) asserts that (K,Γ) is a matched pair for G, in the sense defined
in [Kac68; BS92; VV01; FMP15]. Many examples of matched pairs G = KΓ with G totally
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disconnected, K infinite compact and Γ infinite discrete can be found by considering simply
transitive actions on Euclidean buildings of type A˜2 [CMSZ91; VV18]. Given such a matched
pair, the associated bicrossed product quantum group H has Cf (K < G) as its representation
category [VV18, Proposition 6.1].
Proof of Proposition 3.5. The first claim is explained in the discussion preceding Theorem 3.1
in [AV16]. To prove (ii), we show that the right (and left) cosets of C in Cf (K < G) are given
by
CKxK = {H ∈ Cf (K < G) | χKxK · H · χK = H · χK}
= {H ∈ Cf (K < G) | χK · H · χKx−1K = χK · H}
for KxK ∈ K\G/K. We now proceed to describe a set of canonical representatives of CKxK .
For x ∈ G, define
Kx = `2(G/K ∩ x−1Kx) (3.1)
with G acting by left translation, and the `∞(G/K)-bimodule structure given by (cfr. the
discussion in [AV16, § 3])
(F1 · ξ · F2)(g) = F1(g)ξ(g)F2(gx−1).
It is not difficult to see that Kx is an irreducible element of CKxK . Moreover, the isomorphism
class of Kx only depends on KxK.
We now claim that CKx = KxC = CKxK , and that these cover all cosets of C in Cf (K < G).
The inclusions CKx ⊂ CKxK and KxC ⊂ CKxK are clear. To prove the reverse inclusions, fix an
arbitrary object H ∈ CKxK , and define
L1 = `2(G/K)⊗`∞(G/K) H L2 = H⊗`∞(G/K) `2(G/K)
where G acts diagonally, and the left- and right `∞(G/K)-module structures are both defined
by multiplication on the `2(G/K)-leg. By construction L1,L2 ∈ C. Under the identification
of C with Repf (K), L1 (resp. L2) is the object corresponding to the representation of K on
χK · H (resp. H · χK).
We now embed H inside both L1Kx and KxL2, via
ϕ1 : H → L1Kx :
ξ 7→
∑
g(K∩x−1Kx)∈G/(K∩x−1Kx)
(
χgK ⊗`∞(G/K) ξ · χgx−1K
)⊗`∞(G/K) χg(K∩x−1Kx) ,
ϕ2 : H → KxL2 :
ξ 7→
∑
g(K∩xKx−1)∈G/(K∩xKx−1)
χgx(K∩x−1Kx) ⊗`∞(G/K)
(
χgxK · ξ ⊗`∞(G/K) χgK
)
.
To check that ϕ1 and ϕ2 are morphisms in Cf (K < G), one first observes that both maps
intertwine the respective actions of G. It is then sufficient to verify that ϕ1 and ϕ2 commute
with χK · − and − ·χK , which is straightforward. The injectivity of ϕ1 and ϕ2 follow from the
assumption that H ∈ CKxK .
Finally, we still have to argue that every irreducible object in Cf (K < G) occurs in some CKxK .
For any H ∈ Cf (K < G) and any double coset KxK, there is a canonical projection operator
pKxK on H defined by
pKxK(ξ) =
∑
g(K∩xKx−1)∈G/K∩xKx−1
χgxK · ξ · χgK
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for ξ ∈ H. Note that pKxK is an endomorphism of H for all x ∈ G, and that
pKxK(ξ · χK) = χKxK · ξ · χK (3.2)
for all x ∈ G and ξ ∈ H. Additionally, one easily verifies that (pKxK)KxK∈K\G/K constitutes a
family of pairwise orthogonal projections summing to the identity. If H is irreducible, it follows
that there is precisely one double coset KxK such that pKxK is the identity on H, so (3.2) tells
us that H ∈ CKxK . This concludes the proof of (ii).
To prove (iii), we construct a normal tensor functor (in the sense of [BN10]) from Cf (K < G)
to the category HilbΓf of finite-dimensional Hilbert spaces graded over Γ. Concretely, put
F : Cf (K < G)→ HilbΓf : H 7→
⊕
γ∈Γ
χK · H · χγK .
By definition, every morphism ϕ : H → K in Cf (K < G) restricts to a linear map χK ·H·χγK →
χK · K ·χγK for all γ ∈ Γ, which turns F into a unitary functor. The unitary functor F admits
a unitary monoidal structure given by the natural unitaries
UH,K : F(HK)→ F(H)F(K) : ξ 7→
∑
γ∈Γ
(1⊗ piK(γ)∗χγK)ξ .
Indeed, a straightforward computation shows that UH,K is a morphism of Γ-graded Hilbert
spaces for all H,K ∈ Cf (K < G). The fact that UH,K yields a monoidal structure on F then
follows by exactly the same computation as the one in [VV18, Proposition 6.1].
Finally, observe that the largest subobject of H that is mapped to a trivial object in HilbΓf is
precisely pK(H). It follows that F is normal with kernel C, as claimed.
Remark 3.6
In more abstract terms, the above argument demonstrates that the fibre functor on Cf (K < G)
constructed in [VV18, Proposition 6.1] from the matched pair decomposition G = KΓ factors
through HilbΓf . More precisely, it is the result of composing F : Cf (K < G) → HilbΓf with the
forgetful functor HilbΓf → Hilbf that discards the grading.
Since said fibre functor realises Cf (K < G) as the representation category of the bicrossed
compact quantum group H associated with the matched pair (K,Γ), this is essentially the
C∗-tensor category version of the exact sequence 1 → K̂ → Ĥ → Γ → 1 of discrete quantum
groups.
Remark 3.7
We believe that for general K < G, the canonical copy of Repf (K) in Cf (K < G) will not
always be the kernel of any normal functor, but we do not have any examples where we can
prove that this is the case. This is a question in the same spirit as the one asked in [VV18,
Remark 6.2] about the existence of fibre functors on Cf (K < G). In particular, one could
ask whether Repf (K) being normal inside Cf (K < G) in this stronger sense forces G to be
unimodular, or if there are any other examples besides the ones coming from matched pairs.
3.2 Vanishing results
This section is devoted to the proof of the following vanishing theorem for L2-Betti numbers
of rigid C∗-tensor categories.
Theorem 3.8
Consider a rigid C∗-tensor category D and an almost-normal subcategory C. Given N ∈ N
such that β
(2)
n (C) = 0 for all 0 ≤ n ≤ N , we also have that β(2)n (D) = 0 for all 0 ≤ n ≤ N .
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If D is a countable discrete group, we recover [BFS12, Corollary 1.4]. The statement for general
almost-normal inclusions of discrete groups was proven in [BFS12], but the case of normal
subgroups had been covered much earlier [see Lu¨c97b, Theorem 3.3(2)]. From a homological
algebra perspective, the techniques we employ in our argument are conceptually rather similar
to those used in [BFS12]. The dimension-theoretic part of the argument is more subtle, in
part due to the fact that we have no categorical counterpart to the orbit-stabiliser theorem for
subgroups acting on cosets.
Remark 3.9
While we do not have any example of an almost-normal inclusion of rigid C∗-tensor categories
that is both non-normal and non-equivalent to an almost-normal inclusion of discrete groups,
making the extra assumption of normality does not substantially simplify the proof of The-
orem 3.8. We have therefore opted to state the theorem in this somewhat more general language.
Remark 3.10
In the context of inclusions Λ < Γ of discrete groups, it is worth noting that specialising to
normal subgroups allows one to approach the problem from several other angles. For example,
the proof of [Lu¨c97b, Theorem 3.3(2)] applies the Leray–Serre spectral sequence to the fibration
of classifying spaces B(Λ) → B(Γ) → B(Γ/Λ). In addition to this, there is an analogue of
Theorem 3.8 for strongly normal inclusions of discrete measured groupoids, proved in [ST07,
Theorem 1.3] by making use of a Grothendieck spectral sequence analogous to the classical
Hochschild–Serre spectral sequence. To the best of the author’s knowledge, these techniques
are not immediately applicable to the situation of Theorem 3.8, even if the subcategory C is
normal in D.
Remark 3.11
If one is only concerned with the first L2-Betti number, there are versions of Theorem 3.8 for dis-
crete groups that go back even further —see e.g. [Lu¨c95, Theorem 0.7], [Gab01, The´ore`me 6.8]
or [BMV04, Corollary 1]. Theorem 5.12 in [PT07] gives a vanishing criterion for the first
L2-Betti number under much weaker conditions on the subgroup Λ < Γ.
Before turning to the proof of Theorem 3.8, we first discuss a number of corollaries and ex-
amples.
Corollary 3.12
Let C be a rigid C∗-tensor category. If C admits an almost-normal amenable subcategory with
infinitely many classes of irreducible objects, then all L2-Betti numbers of C vanish.
Proof. This follows from Theorem 3.8 combined with the fact that amenable rigid C∗-tensor
categories with infinitely many irreducibles have vanishing L2-Betti numbers [see PSV15, Co-
rollary 8.5].
Corollary 3.13
Let G be a compact quantum group of Kac type, and H a normal compact quantum subgroup.
Given N ∈ N such that β(2)n (Ĝ/H) = 0 for all 0 ≤ n ≤ N , we also have that β(2)n (Ĝ) = 0 for
all 0 ≤ n ≤ N . In particular, if G admits an infinite coamenable quotient, β(2)n (Ĝ) = 0 for all
n ≥ 0.
Proof. The first statement follows from Theorem 3.8 by Remark 3.4 and [KRVV17, The-
orem 4.2]. If K is an infinite coamenable quotient of G, then [Kye07, Corollary 6.2] states
that K̂ has vanishing L2-Betti numbers, so the second statement follows from the first. Al-
ternatively, one can also conclude the second statement from Corollary 3.12 and the fact that
Repf (K) is an amenable rigid C∗-tensor category with infinitely many irreducibles.
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Using Corollary 3.12, we can also prove that the rigid C∗-tensor categories introduced in [AV16]
have vanishing L2-Betti numbers.
Corollary 3.14
Let G be a second-countable locally compact totally disconnected non-discrete group, and K < G
a compact open subgroup. Then the category Cf (K < G) has vanishing L2-Betti numbers.
Proof. Recall from Proposition 3.5 that Cf (K < G) contains a copy of Repf (K) as a nor-
mal subcategory. We also know from [NT13, Proposition 2.7.12] that Repf (K) is amenable.
Moreover, since we required G to be non-discrete, K must be an infinite compact group, which
means that Repf (K) has infinitely many distinct irreducibles. The result now follows from
Corollary 3.12.
Finally, our results also imply that certain bicrossed products have vanishing L2-Betti numbers.
Corollary 3.15
Let G be a second-countable locally compact totally disconnected non-discrete group, K < G a
compact open subgroup, and Γ < G a discrete subgroup such that G = KΓ and K ∩ Γ = {e}.
Let H be the bicrossed product compact quantum group associated with the matched pair (K,Γ).
Then Ĥ has vanishing L2-Betti numbers.
Proof. Recall that the existence of such a matched pair decomposition forces G to be unimod-
ular, and the bicrossed product compact quantum group H will always be of Kac type [FMP15,
Theorem 3.4]. The vanishing of all L2-Betti numbers of H can be viewed as a corollary of The-
orem 3.8 in two ways: either via Corollary 3.13, or by passing through Corollary 3.14. The first
argument proceeds by observing that H fits into an exact sequence 1 → Γ̂ → H → K → 1 of
compact quantum groups. Since K is infinite and coamenable [see NT13, Proposition 2.7.12],
the conditions of Corollary 3.13 are then satisfied. Alternatively, one could appeal to [VV18,
Proposition 6.1] to get that Repf (H) is unitarily monoidally equivalent to Cf (K < G). The
conclusion then follows after applying Corollary 3.14 and [KRVV17, Theorem 4.2].
3.3 Proof of the vanishing theorem
The proof of Theorem 3.8 proceeds in two major steps, which we treat in separate subsections.
First, we apply the techniques from homological algebra recalled in section 2.6 to prove a “gen-
eric” dimension-vanishing criterion for arbitrary inclusions C ⊂ D of rigid C∗-tensor categories.
This part of the argument is entirely algebraic, and involves almost no dimension theory. In the
second half, we show that the conditions of this generic vanishing criterion are satisfied under
the hypotheses of Theorem 3.8. This part of the proof uses very little homological machinery;
it relies mostly on a local version of the dimension scaling formula from [KRVV17].
3.3.1 A homological bicomplex
In this section, we associate a first quadrant bicomplex to any full inclusion of rigid C∗-tensor
categories C ⊂ D and any nondegenerate right AD-module V . This bicomplex is built up out of
the usual bar resolution of V combined with an A˜C-relative version of the bar complex, which
we introduce in the lemma below.
Lemma 3.16
Let D be a rigid C∗-tensor category and C a full tensor subcategory. Put
P qD/C = A
⊗A˜C (q+2)
D
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The system
0← AD m← P 0D/C ← · · · ← P •D/C (3.3)
with differentials defined by ∂ =
∑q
i=0(−1)i∂i is an exact sequence of projective left and right
AD-modules, where the face maps ∂i are given by
∂i(V0 ⊗A˜C · · · ⊗A˜C Vq ⊗A˜C Vq+1)
= V0 ⊗A˜C · · · ⊗A˜C Vi · Vi+1 ⊗A˜C · · · ⊗A˜C Vq ⊗A˜C Vq+1 .
and m : AD ⊗A˜C AD → AD is the multiplication map. For any right AD-module V (resp. leftAD-module W ) the respective induced complexes
0← V ← V ⊗A˜C AD ← · · · ← V ⊗A˜C A
⊗A˜C•
D
0←W ← AD ⊗A˜C W ← · · · ← A
⊗A˜C•
D ⊗A˜C W
(3.4)
are therefore exact.
Proof. The projectivity follows from [KRVV17, Proposition 3.12], as explained in section 2.2.2.
The standard argument shows that ∂∂ = 0. To show exactness, we exhibit an explicit homotopy.
Put
h(pi · V0 ⊗A˜C · · · ⊗A˜C Vq ⊗A˜C Vq+1) = pi ⊗A˜C V0 ⊗A˜C · · · ⊗A˜C Vq ⊗A˜C Vq+1.
Clearly ∂h + h∂ is the identity map on P •D/C (and similarly for ∂h + hm), so the identity is
null-homotopic. It follows that the complexes in (3.4) are also exact, e.g. by interpreting (3.3)
as a deleted projective resolution of the zero module.
If C is the trivial subcategory generated by the unit object, we of course recover the usual bar
complex of D. In this situation, we simply write P •D instead of P •D/C .
Definition 3.17
Let C be a full tensor subcategory of a rigid C∗-tensor category D and V a nondegenerate
right AD-module. The first quadrant bicomplex C•,•(V ) is defined as the AD-tensor product
complex of V ⊗AD P •D/C and P •D ⊗AD C, i.e.
Cp,q(V ) ∼= V ⊗A˜C A
⊗A˜C q
D ⊗A˜C A
⊗B(p+1)
D · pε
for p, q ≥ 0. Here, B denotes the ∗-algebra defined in (2.3), i.e. the ∗-subalgebra of AD spanned
by the projections pi, i ∈ Irr(D).
We also define an augmented version C˜•,•(V ) of C•,•(V ) by putting C˜p,q(V ) = Cp,q(V ) for
p, q ≥ 0 and C˜p,−1(V ) = V ⊗B A⊗BpD · pε for p ≥ 0. The extra differentials C˜p,0(V )→ C˜p,−1(V )
are induced by the module map σ : V ⊗A˜C AD → V . The vertical differentials on C˜p,−1(V ) are
the usual ones for inhomogeneous chains. See Figure 1 for a diagram of C˜•,•.
Before proceeding, we make a few elementary observations about the structure of C•,•(V ) and
C˜•,•(V ). First, note that the extra column C˜•,−1(V ) (drawn with shading in Figure 1) is pre-
cisely the bar resolution of V as a right A˜D-module. Therefore we have natural identifications
of homology spaces
H∗(C•,−1(V )) ∼= TorAD∗ (V,C) ∼= H∗(D;V ) . (3.5)
The homology of the other columns can be characterised as follows.
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Lemma 3.18
Let D be a rigid C∗-tensor category, C a full tensor subcategory and V a right AD-module. For
all n, q ≥ 0, we have that
Hn(C•,q(V )) ∼= TorA˜Cn
(
V ⊗A˜C A
⊗A˜C q
D ,C
)
.
Proof. Recall that there is a resolution of the counit ρ : AD → C by projective left AD-modules
given by
0← C ρ← AD · pε ← · · · ← A⊗B•D · pε . (3.6)
By [KRVV17, Proposition 3.12], AD is projective as a left A˜C-module. It follows that (3.6)
is still a projective resolution of C as a left A˜C-module. Since C•,q(V ) is the result of apply-
ing V ⊗A˜C A
⊗A˜C q
D ⊗A˜C − to the deleted version of this resolution, the claim follows (see also
Figure 1).
Lemma 3.19
Let D be a rigid C∗-tensor category, C a full tensor subcategory and V a right AD-module.
Then there are natural isomorphisms H∗(Tot(C•,•(V ))) ∼= H∗(D;V ) in homology.
Proof. We claim that the augmented complex C˜•,•(V ) has exact rows. This is a consequence
of the exactness of
0← V ← V ⊗A˜C AD ← · · · ← V ⊗A˜C A
⊗A˜C•
D
ensured by Lemma 3.16. Indeed, C˜p,•(V ) is the result of tensoring this complex with the
projective (in particular flat) AD-module A⊗B(p+1)D ·pε. Note that the augmented term C˜p,−1(V )
is crucial to obtain exactness in C˜p,0(V ). By Proposition 2.22, it follows that the total complex
of C˜•,•(V ) is exact. Applying Lemma 2.26 to C˜•,•(V ) (shifted by one horizontal degree), we
get identifications
H∗(Tot(C•,•(V ))) ∼= H∗(C˜•,−1(V )) ∼= H∗(D;V )
so the claim is proven.
Since C•,•(V ) is functorial in V and the isomorphisms in Lemma 3.18 and Lemma 3.19 are
natural in V , any left R-module structure will carry over to the terms appearing in C•,•(V )
in the obvious way, and factor through all homology computations. We apply this to get the
following generic vanishing criterion.
Proposition 3.20
Let D be a rigid C∗-tensor category, and C a full tensor subcategory. Additionally, let M be a
von Neumann algebra with n.s.f. trace τ , and V a M -AD-bimodule such that V is nondegenerate
as an AD-module and locally finite as an M -module.
Given N ≥ 0 such that
∀q ≥ 0, n ≤ N : dimM TorA˜Cn
(
V ⊗A˜C A
⊗A˜C q
D ,C
)
= 0 ,
we also have that dimM Hn(D;V ) = 0 for all n ≤ N .
Proof. By Lemma 3.18 the columns C•,q are dimension exact at Cn,q for all n ≤ N and q ≥ 0,
so Proposition 2.23 tells us that
dimM Hn(Tot(C•,•(V ))) = 0.
for all n ≤ N . But we already knew that Hn(Tot(C•,•(V ))) ∼= Hn(D;V ) from Lemma 3.19, so
the conclusion follows.
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3.3.2 Inductively establishing dimension-exactness in the total complex
In order to prove Theorem 3.8, we will show that the conditions of Proposition 3.20 are satisfied
for V = L2(AD)0 and M = MD whenever C is almost normal in D, in addition to having
vanishing L2-Betti numbers up to a certain degree. Before doing so, we first discuss the
relationship between the various algebras associated with C ⊂ D when C is almost normal in
D.
For all double cosets CαC, the projection eCαC onto the closed linear span of A˜CαC ⊂ L2(AD, τ)
satisfies
eCαC =
∑
Cβ⊂CαC
eCβ =
∑
γC⊂CαC
eγC .
Observe that the sums are finite, precisely because C ⊂ D is almost normal. It follows that the
space ZCαC defined in (2.4) admits the following finite direct sum decompositions:
ZCαC =
⊕
Cβ⊂CαC
ZCβ =
⊕
γC⊂CαC
ZγC .
By Lemma 2.13, we get that ZCαC is a flat M˜C-M˜C-subbimodule of L2(AD, τ), and that pF ·ZCαC
(resp. ZCαC · pF ) is projective as a right (resp. left) M˜C-module for all finite F ⊂ Irr(D).
Lemma 3.21
Let C ⊂ D be an inclusion of rigid C*-tensor categories, and suppose that C is almost normal
in D. With the notation introduced in section 2.2.2, the natural multiplication maps
A˜CαC ⊗A˜C 0L
2(A˜C , τ)→ eCαC0L2(AD, τ)
L2(A˜C , τ)0 ⊗A˜C A˜CαC → eCαCL
2(AD, τ)0
pF · ZCαC ⊗M˜C L
2(A˜C , τ)→ pF · eCαCL2(AD, τ)
L2(A˜C , τ)⊗M˜C ZCαC · pF → eCαCL
2(AD, τ) · pF
are isomorphisms for all α ∈ Irr(D) and all finite F ⊂ Irr(D).
Proof. Note that pF · ZCαC and ZCαC · pF are subsets of MD for all finite F ⊂ Irr(D), so the
third and fourth multiplication maps are well-defined. In exactly the same way as the proof of
Lemma 2.13, one can write down explicit inverses for all these multiplication maps.
Lemma 3.22
Let C ⊂ D be an almost-normal inclusion. Fix α ∈ Irr(D), a left M˜C-module H and a right
M˜C-module K. Then
dimM˜C−
(
ZCαC ⊗M˜C H
)
=
∑
Cβ⊂CαC
d(β)2
d([ββ]C)
dimM˜C−(H)
dim−M˜C
(
K ⊗M˜C ZCαC
)
=
∑
βC⊂CαC
d(β)2
d([ββ]C)
dim−M˜C(H)
Proof. We will prove only the version for right modules for notational convenience, using
the same methods as [KRVV17]. Fix α ∈ Irr(D) and representatives α1, . . . , ακ of orbits
α1C, . . . , ακC covering CαC. By Proposition 2.9 and the fact that ZCαC is flat over M˜C , we only
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have to check the statement for locally finite finitely generated projective modules. Define a
Hilbert space
H =
κ⊕
k=1
⊕
i,j∈Irr(D)
(iαk, αkj)
and a right M˜C-linear map into the Hilbert space tensor product
U : eCαCL2(AD, τ)→ H⊗ L2(A˜C , τ) :
ξ 7→
κ∑
k=1
∑
i,j∈Irr(D)
W∈onb(iαk,αkj)
√
d(j)d(αk)
d([αkαk]C)
W ⊗ eC(W# · ξ) .
By [KRVV17, Lemma 3.11], U is isometric. Put q = UU∗, and observe that
U∗ : H⊗ L2(A˜C , τ)→ eCαCL2(AD, τ) : (iαk, αkj)⊗ L2(A˜C , τ) 3W ⊗ ξ 7→
√
d(j)d(αk)
d([αkαk]C)
W · ξ .
The composition UxU∗ yields a well-defined operator on H⊗ L2(A˜C , τ) for all x ∈ M˜C . Since
this is a composition of right M˜C-linear operators, we find that UxU∗ lies in the commutant
of the right diagonal action of M˜C . Hence, this gives rise to a unital ∗-homomorphism
Ξ : M˜C → q(B(H)⊗M˜C)q : x 7→ UxU∗ .
Moreover, for x ∈
(
M˜C
)
+
(TrB(H)⊗τ)(UxU∗) =
κ∑
k=1
∑
i,j∈Irr(D)
W∈onb(iαk,αkj)
d(j)d(αk)
d([αkαk]C)
τ(W# · x ·W )
=
κ∑
k=1
d(αk)
2
d([αkαk]C)
τ(x) . (3.7)
Let P ∈ Mn(C) ⊗ M˜C be a projection of finite trace. We embed P (Cn ⊗ ZCαC) ↪→ (id ⊗
Ξ)(P )(Cn ⊗ H ⊗ L2(A˜C , τ)) by sending ξ ⊗ η to ξ ⊗ U(η). This is well-defined because the
coefficients of P lie in M˜C . It follows that
dim−M˜C P (C
n ⊗ZCαC) ≤ (Trn⊗TrB(H)⊗τ)((id⊗ Ξ)(P )) . (3.8)
Conversely, given V ∈ (iαk, αkj), η ∈ Cn, x ∈ M˜C , we also know that
(1⊗ U∗) ((id⊗ Ξ)(P )(η ⊗ V ⊗ x))
= P (η ⊗ U∗(V ⊗ x))
=
√
d(j)d(αk)
d([αkαk]C)
P (η ⊗ V · x) ∈ P (Cn ⊗ZCαC) .
(3.9)
Define
HF =
κ⊕
k=1
⊕
i∈F
j∈Irr(D)
(iαk, αkj) ⊂ H
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for finite F ⊂ Irr(D). Denote the projection of H onto HF by qF . By (3.9), (1⊗ U∗) restricts
to an injective right-linear map
(id⊗ Ξ)(P )(Cn ⊗HF ⊗ M˜C)→ P (Cn ⊗ZCαC) .
Since F is finite, the left-hand side is a finitely generated locally finite projective module.
Indeed, it is isomorphic to P0(Cn ⊗ HF ⊗ M˜C), where P0 is the right support projection of
(id ⊗ Ξ)(P )(1 ⊗ qF ⊗ 1). As F increases, the projection P0 increases to (id ⊗ Ξ)(P ) strongly,
so the dimension of this module increases towards
(Trn⊗TrB(H)⊗τ) ((id⊗ Ξ)(P )) =
κ∑
k=1
d(αk)
2
d([αkαk]C)
(Tr⊗τ)(P )
via another application of (3.7). We conclude that we can embed finitely generated locally
finite projective modules of dimension arbitrarily close to the right-hand side of (3.8) into
P (Cn ⊗ZCαC), yielding the reverse inequality.
An appeal to (3.7) now yields
dim−M˜C P (C
n ⊗ZCαC) = (Trn⊗TrB(H)⊗τ)((id⊗ Ξ)(P ))
=
n∑
i=1
(TrB(H)⊗τ)(UPiiU∗)
=
κ∑
k=1
d(αk)
2
d([αkαk]C)
n∑
i=1
τ(Pii)
=
κ∑
k=1
d(αk)
2
d([αkαk]C)
(Tr⊗τ)(P )
=
κ∑
k=1
d(αk)
2
d([αkαk]C)
dim−M˜C P (C
n ⊗ M˜C) .
Remark 3.23
Note that [KRVV17, Lemma 3.2] already guarantees that the left- and right scaling constants
appearing in Lemma 3.22 do not depend on the choice of coset representatives, as one would
expect. However, the left- and right scaling constants need not coincide in general, even when
C ⊂ D is normal. Given a locally compact totally disconnected group G with a compact open
subgroup K, the normal inclusion Repf (K) ⊂ Cf (K < G) provides an interesting class of
examples. In this situation, the left- and right scaling constants agree for all cosets if and only
if G is unimodular. Indeed, given H ∈ Cf (K < G),
dim([HH]Repf (K)) =
∑
gK∈G/K
dim(χgK · H · χK)2 , and
dim([HH]Repf (K)) =
∑
gK∈G/K
dim(χK · H · χgK)2 .
Plugging in H = Kx as defined in (3.1), we recover
dim([KxKx]Repf (K)) = [K : K ∩ xKx−1] and dim([KxKx]Repf (K)) = [K : K ∩ x−1Kx] .
These quantities are equal for all x ∈ G if and only if G is unimodular.
We are now ready to prove Theorem 3.8.
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Proof of Theorem 3.8. By Proposition 3.20, it suffices to verify that
dimMD Tor
A˜C
n
(
L2(AD, τ)0 ⊗A˜C A
⊗A˜C q
D ,C
)
= 0
for all q ≥ 0, n ≤ N . Note that the above is equivalent to
dimM˜C Tor
A˜C
n
(
L2(A˜C , τ)0 ⊗A˜C A
⊗A˜C q
D ,C
)
= 0 (3.10)
for all q ≥ 0, n ≤ N . Indeed, this follows by observing thatMD⊗M˜C− is exact and dimension-
preserving in combination with the fact that MD ⊗M˜C L
2(A˜C , τ)0 is dimension-isomorphic to
L2(AD, τ)0 (cfr. Corollary 2.12).
We will prove (3.10) by induction on q. The base case q = 0 is the hypothesis of the theorem
stating that β
(2)
n (C) = 0 for all n ≤ N . For the induction step, observe that Lemma 3.21
provides us with isomorphisms of pF · M˜C · pF -AD-bimodules
pF · L2(A˜C , τ)0 ⊗A˜C A
⊗A˜C (q+1)
D ∼=
⊕
CαC∈C\D/C
pF · L2(A˜C , τ)0 ⊗A˜C A˜CαC ⊗A˜C A
⊗A˜C q
D
∼=
⊕
CαC∈C\D/C
pF · eCαCL2(AD, τ)0 ⊗A˜C A
⊗A˜C q
D
∼=
⊕
CαC∈C\D/C
pF · ZCαC ⊗M˜C L
2(A˜C , τ)0 ⊗A˜C A
⊗A˜C q
D
for any finite subset F ⊂ Irr(D). Applying Hn(C;−) and using the fact that pF · ZCαC is
projective (and hence flat) as a right M˜C-module, we recover isomorphisms of left pF · M˜C ·pF -
modules
pF ·Hn
(
C;L2(A˜C)0 ⊗A˜C A
⊗A˜C (q+1)
D
)
∼=
⊕
CαC∈C\D/C
Hn
(
C; pF · ZCαC ⊗M˜C L
2(A˜C)0 ⊗A˜C A
⊗A˜C q
D
)
∼=
⊕
CαC∈C\D/C
pF · ZCαC ⊗M˜C Hn
(
C;L2(A˜C)0 ⊗A˜C A
⊗A˜C q
D
)
.
Letting F increase to Irr(D) and applying [KPV13, Lemma A.16] leaves us with
dimM˜C Hn
(
C;L2(A˜C)0 ⊗A˜C A
⊗A˜C (q+1)
D
)
=
∑
CαC∈C\D/C
dimM˜C
[
ZCαC ⊗M˜C Hn
(
C;L2(A˜C)0 ⊗A˜C A
⊗A˜C q
D
)]
.
By the induction hypothesis and Lemma 3.22, all terms in the sum on the right-hand side are
zero, so the claim follows.
4 L2-Betti numbers associated with Hecke pairs
Suppose that Γ is a countable discrete group acting on a type II1 factor P by outer automorph-
isms, and let Λ < Γ be an almost-normal subgroup. Then P o Λ ⊂ P o Γ is a quasi-regular
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inclusion, which is unimodular in the sense of [PSV15, Definition 3.3] precisely when Λ < Γ is.
On the other hand, the Schlichting completion G is also unimodular in this case, so we have
two ways to associate L2-Betti numbers to the Hecke pair Λ < Γ. These turn out to yield the
same values, which is the content of the theorem below.
Theorem 4.1
Let Λ < Γ be a unimodular Hecke pair and P a type II1 factor. Denote the Schlichting comple-
tion of Λ < Γ by K < G, and equip G with the Haar measure normalised such that µ(K) = 1.
Given an outer action α of Γ on P by trace-preserving automorphisms, put T = PoΛ, S = PoΓ
and S = QNS(T ). Then β(2)n (T ⊂ S) = β(2)n (G) for all n ≥ 0.
Example 4.2
Contrasted with Corollary 3.14, Theorem 4.1 shows that the behaviour of P o Λ ⊂ P o Γ is
potentially different from that of Cf (K < G). To confirm that this is actually the case, we have
to exhibit a Hecke pair Λ < Γ such that the Schlichting completion has nonvanishing L2-Betti
numbers. Such examples exist in the literature: one can take Λ = SLn(Z) and SLn(Z[1/p]) for
n ∈ N and p a prime larger than n. Then [Pet12, Theorem 5.30] shows that the nth L2-Betti
number of G = PSLn(Qp) does not vanish.
Before we can proceed with the proof of Theorem 4.1, we need a number of technical auxiliary
results, explained in the three subsections below. In the process, we also obtain a cohomological
dictionary between Λ < Γ and T ⊂ S, of which we discuss a few other applications.
4.1 Bimodules and unitary representations
Consider a discrete group Γ acting on a type II1 factor P by outer automorphisms and put
S = P o Γ. Let H be a Hilbert space equipped with a unitary right action of Γ. We turn
L2(S)⊗H into a Hilbert S-S-bimodule via
x(ξ ⊗ η)pug = xξpug ⊗ η · g , (4.1)
where x ∈ S, p ∈ P , ξ ∈ L2(S), η ∈ H and g ∈ Γ [compare AV16, Proposition 2.7]. Often, H
will be the permutation representation of Γ on `2(I) coming from some right action of Γ on a
set I. In this case, we abbreviate the S-S-bimodule L2(S)⊗ `2(I) as K(Γ; I).
Lemma 4.3
Let Γ be a discrete group acting on a type II1 factor P by outer automorphisms. For any unit-
ary antirepresentation Γ y H, view L2(S)⊗H as an S-S-bimodule via (4.1). The assignment
F : H 7→ L2(S)⊗H is a fully faithful functor from the category Rep(Γop) of unitary antirepres-
entations of Γ to the category HilbBimodS−S of Hilbert S-S-bimodules. Here, the morphisms
in Rep(Γop) and HilbBimodS−S are bounded maps intertwining the relevant actions, and the
action of F on morphisms is defined by F (V ) = 1⊗ V .
In particular, all Hilbert S-S-subbimodules of L2(S) ⊗H are of the form L2(S) ⊗ K for some
closed Γ-subspace K ⊂ H.
Proof. We have to show that the map
Φ : Hom−Γ(H,K)→ HomS−S(L2(S)⊗H, L2(S)⊗K) : V 7→ 1⊗ V
is an isomorphism for all H,K ∈ Rep(Γop) Clearly, Φ is well-defined and injective. To see
that Φ is also surjective, fix a bounded S-S-bimodular map W : L2(S) ⊗ H → L2(S) ⊗ K.
Then, for all ξ ∈ H, W (1 ⊗ ξ) is a P -central vector in L2(S) ⊗ K. Expanding this in terms
of an orthonormal basis of K and using the fact that P ⊂ P o Γ is irreducible, we find that
W (1⊗ ξ) = 1⊗ η for some unique η ∈ K. If we now define V (ξ) = η, easy computation shows
that V : H → K is a bounded Γ-intertwiner, and that W = 1⊗ V .
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The structure of K(Γ; I) is fairly easy to describe in terms of the action of Γ on I.
Lemma 4.4
Let Γ be a discrete group acting on a type II1 factor P by outer automorphisms, and I a set
equipped with a right action of Γ. Denote the set of Γ-orbits in I by Orb(I). Given α ∈ I,
denote the stabiliser of α in Γ by Γα. Then the Hilbert S-S-bimodule K(Γ; I) decomposes as
follows:
K(Γ; I) ∼=
⊕
α·Γ∈Orb(I)
K(Γ; Γα\Γ) . (4.2)
The left and right tracial weights [ADP, § 8.4] on EndS−S(K(Γ; I)) agree. If Γ acts on I with
finite orbits, the categorical trace is given by
τS−S(V ) =
∑
α·Γ∈Orb(I)
[Γ : Γα]〈V (1⊗ δα),1⊗ δα〉 =
∑
α·Γ∈Orb(I)
[Γ : Γα]〈V0(δα), δα〉 (4.3)
for V = 1⊗ V0 ∈ EndS−S(K(Γ; I))+.
Proof. The decomposition (4.2) is immediate from the orbit-stabiliser theorem. The fact that
Γ permutes the basis vectors δi ∈ `2(I) means that (1⊗ δi)i∈I is not only a left S-module basis
for K(Γ; I), but also a right S-module basis. If the Γ-orbits in I are finite, this immediately
implies (4.3).
4.2 The regular bimodule
Throughout, we fix a countable discrete group Γ with an outer action α : Γ y P on a type
II1 factor P once and for all. The crossed product P o Γ will be denoted by S. Given an
almost-normal subgroup Λ < Γ, the regular S-S-bimodule (2.7) associated with P oΛ ⊂ S can
be written in a way that makes the connection with the Schlichting completion more apparent.
To this end, we apply the construction from the previous subsection.
For now, let Λ < Γ be any subgroup of Γ and put T = P o Λ. Recall that a Hilbert T -
T -bimodule H gives rise to a Hilbert S-S-bimodule L2(S) ⊗T H ⊗T L2(S) by induction. On
the bimodules discussed in the previous section, this induction operation has a particularly
convenient description.
Proposition 4.5
Consider a set I with a right action of Γ, and let Λ0 < Λ be an arbitrary subgroup. Then there
are canonical unitary isomorphisms of S-S-bimodules
K(Γ; Λ0\Γ) ∼= L2(S)⊗T K(Λ; Λ0\Λ)⊗T L2(S) , (I)
K(Γ; Λ\Γ× I) ∼= L2(S)⊗T K(Γ; I) , (II)
K(Γ; I × Λ\Γ) ∼= K(Γ; I)⊗T L2(S) , (III)
∼= L2(S)⊗T K(Λ; I)⊗T L2(S) . (IV)
Proof. The isomorphisms and their inverses are, in order,
(I)
{
x⊗ δΛ0g 7→ xug−1 ⊗T (1⊗ δΛ0)⊗T ug
x⊗T (t⊗ δΛ0h)⊗T pug 7→ xtpug ⊗ δΛ0hg
(II)
{
x⊗ δΛg,i 7→ xug−1 ⊗T (ug ⊗ δi)
x⊗T (pug ⊗ δi) 7→ xpug ⊗ δΛg,i
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(III)
{
x⊗ δi,Λg 7→ (xug−1 ⊗ δig−1)⊗T ug
(x⊗ δi)⊗T pug 7→ xpug ⊗ δig,Λg
(IV)
{
x⊗ δi,Λg 7→ xug−1 ⊗T (1⊗ δig−1)⊗T ug
x⊗T (t⊗ δi)⊗T pug 7→ xtpug ⊗ δig,Λg
where x ∈ S, t ∈ T , p ∈ P , i ∈ I and g, h ∈ Γ.
Inductive application of this result immediately yields the following.
Corollary 4.6
There are canonical isometric S-S-bimodule isomorphisms
L2(S)⊗
n+1
T ∼= K(Γ; (Λ\Γ)n)
for all n ≥ 0. Here, we take (Λ\Γ)0 to be a one-point set equipped with the trivial action of Γ.
Interpreted in this way, the second claim of Proposition 4.5 is simply a reformulation of the
statement
L2(S)⊗PoΛ0 L2(S) ∼= L2(S)⊗T
(
L2(T )⊗PoΛ0 L2(T )
)⊗T L2(S) .
From now on, we assume Λ to be an almost-normal subgroup of Γ with Λ < Γ unimodular.
Recall from section 2.3 that the regular Hilbert S-S-bimodule Hreg associated with the quasi-
regular inclusion T ⊂ S is defined by
H0reg =
⊕
n∈N
L2(S)⊗
n
T and Hreg = L2(S)⊗T H0reg ⊗T L2(S) .
As in [PSV15], M(T ⊂ S) refers to the von Neumann algebra EndS−S(Hreg). This algebra
comes equipped with a canonical tracial weight Tr characterised by the following condition:
if H ⊂ H0reg is a bifinite T -T -subbimodule and p : H0reg → H is the associated orthogonal
projection, we have that
Tr((1⊗ p⊗ 1)x(1⊗ p⊗ 1)) = TrH(pι∗xιp) (4.4)
for all x ∈ M(T ⊂ S)+, where TrH(·) denotes the categorical trace5 on EndT−T (H) and
ι : H0reg → Hreg is the canonical induction map.
In light of Proposition 4.5 and Corollary 4.6, we will identify H0reg and Hreg with
H0reg = L2(T )⊕
⊕
n≥0
K(Γ; (Λ\Γ)n) and Hreg =
⊕
n≥1
K(Γ; (Λ\Γ)n) . (4.5)
A key technical tool in the L2-Betti number computation is the observation that the regular
bimodule Hreg contains copies of K(Γ; Λ0\Γ) when Λ0 ranges over a family of “nice” subgroups
of Λ. More concretely, let FΛ<Γ be the set of subgroups of Λ of the form Λ0 =
⋂n
i=0 xiΛx
−1
i
for some x0 = e, x1 . . . , xn ∈ Γ. Given any Λ0 ∈ FΛ<Γ, Λ0 < Γ is of course still a Hecke pair,
giving rise to the same Schlichting completion G as Λ < Γ. The following result then describes
how to embed K(Γ; Λ0\Γ) inside Hreg in a convenient position.
5Since we assume T ⊂ S to be unimodular, the categorical trace is equal to both the right and the left trace.
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Proposition 4.7
For all Λ0 ∈ FΛ<Γ, there exists an S-S-bimodular isometry W : K(Γ; Λ0\Γ) → Hreg that
implements a ∗-isomorphism
EndS−S(K(Γ; Λ0\Γ)) ∼= (WW ∗)M(T ⊂ S)(WW ∗) (4.6)
satisfying
Tr ((WW ∗)y(WW ∗)) = [Λ : Λ0]〈(W ∗yW )(1⊗ δΛ0), (1⊗ δΛ0)〉 (4.7)
for all y ∈M(T ⊂ S)+. In addition, these isometries have the following properties:
(i) denoting the Schlichting completion of Λ < Γ by G, and the respective closures of Λ and
Λ0 by K and K0, there is a natural trace-preserving ∗-isomorphism
(WW ∗)M(T ⊂ S)(WW ∗) ∼= pK0L(G)pK0 , (4.8)
where pK0 is the projection in L(G) defined by (2.8);
(ii) if we choose such a WΛ0 for all Λ0 ∈ FΛ<Γ and denote the central support of WΛ0W ∗Λ0 inM(T ⊂ S) by zΛ0, then
Hreg =
⋃
Λ0∈FΛ<Γ
zΛ0Hreg . (4.9)
Proof. Fix {x1, . . . , xn} ⊂ Γ and put Λ0 = Λ∩
⋂n
i=1 x
−1
i Λxi. Recall from Lemma 4.4 that there
is a S-S-bimodular embedding
K(Γ; Λ0\Γ)→ K (Γ, (Λ\Γ)n) ⊂ H0reg : x⊗ δΛ0g 7→ x⊗ δΛx1g,...,Λxng .
By restriction, we get a T -T -bimodular embedding
W0 : K(Λ; Λ0\Λ)→ K (Γ, (Λ\Γ)n) ⊂ H0reg .
Through the isomorphisms in Proposition 4.5, this map induces an S-S-bimodular embedding
W : K(Γ; Λ0\Γ)→ K
(
Γ, (Λ\Γ)n+2) ⊂ Hreg : x⊗ δΛ0g 7→ x⊗ δΛg,Λx1g,...,Λxng,Λg .
Again under the identifications of Proposition 4.5, the projections 1⊗T W0W ∗0 ⊗T 1 and WW ∗
represent the same endomorphism of Hreg. Using Lemma 4.4 to compute the categorical trace
on EndT−T (K(Λ; Λ0\Λ)), it follows that W satisfies (4.7).
To prove (i), recall from Lemma 4.3 that EndS−S(K(Γ; Λ0\Γ)) is given by the commutant of
the right action of Γ on `2(Λ0\Γ). In this case `2(Λ0\Γ) ∼= `2(K0\G), and said commutant is
precisely pK0L(G)pK0 . It follows that (4.6) actually gives rise to an isomorphism
(WW ∗)M(T ⊂ S)(WW ∗) ∼= pK0L(G)pK0 .
Moreover, (4.7) shows that the trace Tr on M(T ⊂ S) corresponds exactly to the Plancherel
trace on L(G) when both are restricted to these corners.
To see why (4.9) is true, first observe that vectors of the form 1 ⊗ δΛy1,...,Λym,Λ generate Hreg
as an S-S-bimodule. We will show that all these generators are contained in zΛ0Hreg for
some Λ0 ∈ FΛ<Γ. Given any tuple Λy1, . . . ,Λym ∈ (Λ\Γ)m, put Λ0 =
⋂m
i=1 y
−1
i Λyi and
ξ = 1⊗ δΛy1,...,Λym,Λ. As in the first part of the proof, Lemma 4.4 provides an S-S-bimodular
isometry W : K(Γ; Λ0\Γ)→ Hreg that maps 1⊗ δΛ0 to ξ. Composing this with the adjoint of
the isometry WΛ0 : K(Γ; Λ0\Γ)→ Hreg that we fixed a priori, we get that
ξ =
(
WW ∗Λ0
)
(WΛ0(1⊗ δΛ0)) ∈M(T ⊂ S)(WΛ0W ∗Λ0)Hreg ⊂ zΛ0Hreg ,
as required.
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4.3 A cohomological correspondence
Let Λ be an almost-normal subgroup of Γ. Put T = P o Λ and S = QNS(T ). For now, we do
not assume Λ < Γ to be unimodular. In this section, we study the cohomology of the Hilbert
S-S-bimodule L2(S)⊗H defined in (4.1) for any Hilbert space H equipped with a continuous
unitary right action of G. Combined with the results of the previous two subsections, we can
then prove Theorem 4.1.
First, note that
S = span{tug | t ∈ T, g ∈ Γ} . (4.10)
Indeed, [PSV15, Lemma 2.5] tells us that S precisely consists of those elements of S that are T -
bounded in some irreducible bifinite T -T -subbimodule of L2(S). However, these subbimodules
are all of the form K = ⊕k∈Λ∩g−1Λg\Λ L2(T )ugk ⊂ L2(S) for g ∈ Γ. The T -bounded vectors in
K are spanned by {tugk | t ∈ T, k ∈ Λ}, which readily leads to (4.10). More generally, we have
that the left T -module S⊗nT is free with basis
{ug1 ⊗T · · · ⊗T ugn | gi ∈ Λ\Γ, i = 1, . . . , n} .
This is easy to see by embedding S⊗nT ⊂ L2(S)⊗nT and applying an orthogonality argument.
The fact that the natural map S⊗nT → L2(S)⊗nT is injective is covered in [PSV15, Lemma 6.3].
Let H be a Hilbert space on which Γ acts unitarily from the right, and consider L2(S) ⊗ H
with the Hilbert S-S-bimodule structure defined in (4.1). There are natural isomorphisms
HomT−T (S⊗nT , L2(S)⊗H) ∼= Fun((Λ\Γ)n+1,H)Γ (4.11)
for all n ≥ 0, defined by
Φ : HomT−T (S⊗nT , L2(S)⊗H)→ Fun((Λ\Γ)n+1,H)Γ :
〈Φ(ϕ)(g0, . . . , gn), η〉 = 〈ug−10 ϕ(ug0g−11 ⊗T ug1g−12 ⊗T · · · ⊗T ugn−1g−1n )ugn ,1⊗ η〉 ,
Ψ : Fun((Λ\Γ)n+1,H)Γ → HomT−T (S⊗nT , L2(S)⊗H) :
Ψ(f)(tus1 ⊗T · · · ⊗T usn) = tus1···sn ⊗ f(s1 · · · sn, s2 · · · sn, . . . , sn, e) ,
where g0, . . . , gn, s1, . . . , sn ∈ Γ, t ∈ T and η ∈ H. It is easy to see that Φ ◦ Ψ = id. To prove
that Ψ ◦ Φ = id, one uses the irreducibility of P ⊂ S to get that ϕ(s1 ⊗T · · · ⊗T sn) lies in
us1···sn ⊗H ⊂ L2(S)⊗H.
Following [PSV15, Definition 4.1], the cohomology spaces Hn(T ⊂ S, L2(S) ⊗ H) are defined
as the n-th cohomology of the complex with terms
Cn = HomT−T (S⊗nT , L2(S)⊗H) (4.12)
and the usual differentials for inhomogeneous cochains; see section 2.3.
Let G be the Schlichting completion of Γ, and K the image of Λ in G. Let H be a Hilbert space
equipped with a continuous unitary right representation of G. The natural map Γ→ G induces
a unitary right representation of Γ. Under the identification (4.11), the cochain complex Cn in
(4.12) is identified with
Cn ∼= Fun((Λ\Γ)n+1,H)Γ = Fun((K\G)n+1,H)G =: C˜n ,
where the differentials on C˜n are given by dropping coordinates, as explained in section 2.5.
Since K is compact and open in G, the discussion from [Gui80] reviewed in section 2.5 shows
that the cohomology of C˜• is precisely H•c (G;H). This leads to the following result.
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Proposition 4.8
Let Λ < Γ be a Hecke pair with Schlichting completion K < G. Put S = PoΓ and S = QNS(T ).
For any continuous unitary right representation of G y H, there are canonical isomorphisms
in cohomology
Hn(T ⊂ S;L2(S)⊗H) ∼= Hnc (G;H) .
Remark 4.9
In some sense, Proposition 4.8 reduces the cohomology theory of T ⊂ S to that of the Schlichting
completion G. To justify this statement, fix a Hilbert S-S-bimodule K. Define K′ as the largest
T -T -subbimodule of K that can be written as a direct sum of T -T -bimodules embedding inside
L2(S)⊗
n
T for some n ≥ 1. By maximality, K′ is in fact an S-S-subbimodule of K. Now, since K′
embeds into a direct sum of copies of Hreg, K′ is isomorphic to an S-S-subbimodule of K(Γ; I),
where I is a disjoint union of sufficiently many copies of
⊔
n≥1(Λ\Γ)n. By Lemma 4.3, this means
that there exists a closed Γ-subspace H of `2(I) such that K′ ∼= L2(S)⊗H as S-S-bimodules.
Moreover, since H is closed, we can upgrade the action of Γ on H to a continuous unitary
right representation of the Schlichting completion G by restricting the canonical permutation
representation of G on `2(I).
As explained in [PSV15, Remark 4.2(4)], the cohomology Hn(T ⊂ S,K) does not change if
we replace K with the Hilbert S-S-subbimodule K′. This leads to canonical identifications in
cohomology
Hn(T ⊂ S,K) ∼= Hn(T ⊂ S, L2(S)⊗H) ∼= Hnc (G;H) .
In section 4.3.2, we apply this principle to give cohomological proofs of the equivalence of a
number of representation-theoretic properties for G and T ⊂ S.
4.3.1 Application to L2-Betti numbers
In this section, we assume Λ < Γ to be unimodular. We continue denoting the Schlichting
completion by K < G. Consider a subgroup Λ0 ∈ FΛ<Γ, and denote the closure of the image
of Λ0 in G by K0. Take H = `2(Λ0\Γ) = `2(K0\G). Observe that Cn and C˜n both come with
canonical actions of pK0L(G)pK0 , and that the isomorphism (4.11) intertwines these actions.
This allows us to make a slight improvement to Proposition 4.8.
Corollary 4.10
Let Λ < Γ be a unimodular Hecke pair. With the same notation as Proposition 4.8, there are
isomorphisms of left pK0L(G)pK0-modules
Hn(T ⊂ S;K(Γ; Λ0\Γ)) ∼= Hnc (G; `2(K0\G))
for all Λ0 ∈ FΛ<Γ and n ≥ 0.
We now proceed to prove Theorem 4.1. Throughout, we preserve the notational conventions
established in this section.
Proof of Theorem 4.1. For all Λ0 ∈ FΛ<Γ, choose an isometry WΛ0 : K(Γ; Λ0\Γ) → Hreg with
the properties described in Proposition 4.7. Denote the central support of WΛ0W
∗
Λ0
by zΛ0 .
With some slight abuse of notation, we denote the completion of any Λ0 ∈ FΛ<Γ inside G by
K0, and write pK0 for the projection in L(G) defined by (2.8). Proposition 4.7(i) tells us that
Tr(WΛ0W
∗
Λ0) = [Λ : Λ0] = τ(pK0) . (4.13)
38
Moreover, combining Proposition 4.7(i) with Corollary 4.10 we get the identity
dim(WΛ0W
∗
Λ0
)M(T⊂S)(WΛ0W ∗Λ0 )H
n(T ⊂ S; (WΛ0W ∗Λ0)Hreg)
= dimpK0L(G)pK0 H
n
c (G; `
2(K0\G)) .
Combining (4.13) with an appeal to [KPV13, Lemma A.16] we then get that
dimM(T⊂S)Hn(T ⊂ S; zΛ0Hreg)
= Tr(WΛ0W
∗
Λ0) dim(WΛ0W
∗
Λ0
)M(T⊂S)(WΛ0W ∗Λ0 )H
n(T ⊂ S; (WΛ0W ∗Λ0)Hreg)
= [Λ : Λ0] dimpK0L(G)pK0 H
n
c (G; `
2(K0\G)) .
Finally, we apply (4.9) from Proposition 4.7(ii), take the supremum over all Λ0 ∈ FΛ<Γ and
then appeal to (2.11) and Remark 2.17 to find that
β(2)n (T ⊂ S) = dimM(T⊂S)Hn(T ⊂ S;Hreg) = sup
Λ0∈FΛ<Γ
dimM(T⊂S)Hn(T ⊂ S; zΛ0Hreg)
= sup
Λ0∈FΛ<Γ
[Λ : Λ0] dimpK0L(G)pK0 H
n
c (G; `
2(K0\G)) = β(2)n (G) ,
which concludes the proof.
4.3.2 Correspondences in one-cohomology
Besides its usefulness in studying L2-Betti numbers, the cohomological identification Propos-
ition 4.8 also allows us to establish a direct link between various properties of G and their
relative counterparts for T ⊂ S. As stated in Remark 4.9, we now proceed to explain this in
further depth. We preserve the notation used in the previous subsection, but we no longer
assume G to be unimodular.
Suppose that we are given a continuous unitary right action of G on a separable Hilbert space
H. Recall that a 1-cocycle for G with coefficients in H is a continuous function c : G → H
satisfying the relation c(xy) = c(x)y + c(y). Similarly, [PSV15] defines a 1-cocycle for T ⊂ S
with coefficients in a Hilbert S-S-bimodule K as a T -bimodular derivation c : S → K, where
S = QNS(T ). It is immediate from the definition that the following properties are equivalent
for any given 1-cocycle c : G→ H:
• c is left K-invariant, i.e. c(kx) = c(x) for all k ∈ K and x ∈ G;
• c is right K-equivariant, i.e. c(xk) = c(x)k for all k ∈ K and x ∈ G;
• c vanishes on K.
We will call such 1-cocycles K-trivial. Observe that any 1-cocycle c : G→ H is cohomologous to
a K-trivial one. Indeed, if we put ξ = µ(K)−1
∫
K c(k) dµ(k) w.r.t. a Haar measure µ, then the
coboundary d(x) = ξ−ξx agrees with c on K, so c−d is K-trivial. In particular, a coboundary
is K-trivial if and only if it is given by a K-invariant vector. Under the isomorphism (4.11)
and after further identifying Fun(Λ\Γ × Λ\Γ,H)Γ ∼= Fun(Λ\Γ,H)Λ ∼= Fun(K\G,H)K , the 1-
cocycles of T ⊂ S with coefficients in L2(S) ⊗ H correspond exactly to K-trivial 1-cocycles
of G with coefficients in H. Given a K-trivial 1-cocycle c : G → H, the corresponding T -T -
bimodular derivation c˜ : S → L2(S)⊗H is given by
c˜(tug) = tug ⊗ c(ug) , (4.14)
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where t ∈ T and g ∈ Γ. Conversely, if we start with a T -T -bimodular derivation c˜ : S →
L2(S) ⊗H, the irreducibility of P ⊂ S ensures that substituting t = 1 in (4.14) defines a left
Λ-invariant 1-cocycle c : Γ → H. The left Λ-invariance then allows us to extend c uniquely to
a K-trivial G-cocycle.
This correspondence preserves all properties of 1-cocycles defined in [PSV15, Definition 9.15]:
Definition 4.11 ([PSV15])
Consider an S-S-bimodule K and a 1-cocycle c : S → K. Then
• c is inner if there exists a T -central vector ξ in K such that c(x) = xξ− ξx for all x ∈ S ;
• c is approximately inner if there exists a sequence (ξn)n∈N of T -central vectors in K such
that c(x)− (xξn − ξnx)→ 0 for all x ∈ S ;
• c is proper if for any κ > 0 the set of x ∈ S such that ‖c(x)‖ ≤ κ‖x‖2 is contained in a
bifinite T -T -subbimodule of L2(S).
For G-cocycles, the analogous definitions are as follows.
Definition 4.12
Consider a Hilbert space H equipped with a continuous right action of G by unitaries, and a
1-cocycle c : G→ H. Then
• c is inner if there exists ξ in H such that c(g) = ξ − ξg for all x ∈ G ;
• c is approximately inner if there exists a sequence (ξn)n∈N in H such that c(x) − (ξn −
ξng)→ 0 for g ∈ G uniformly on compact subsets of G [Gui80, § III.2.3] ;
• c is proper if g 7→ ‖c(g)‖ is a proper map, i.e. if for any κ > 0 the set of x ∈ G such that
‖c(x)‖ ≤ κ is compact.
Proposition 4.13
Let H be a Hilbert space equipped with a continuous right action of G by unitaries. A K-trivial
1-cocycle c : G→ H is inner (resp. approximately inner, proper) if and only if the corresponding
T -T -bimodular derivation c˜ : S → L2(S)⊗H specified in (4.14) is.
Proof. First, observe that the T -central vectors in L2(S)⊗H are precisely given by 1⊗ξ where
ξ ∈ H is K-invariant. For such vectors, we have that
c˜(ug)− (ug(1⊗ ξ)− (1⊗ ξ)ug) = ug ⊗ (c(g)− (ξ − ξg)) . (4.15)
If c˜ is approximately inner and (ξn)n a sequence of K-invariant vectors in H such that c˜(x)−
(x(1⊗ ξn)− (1⊗ ξn)x)→ 0, the above identity tells us that c(g)− (ξn− ξng)→ 0 uniformly on
compacts. Indeed, for any fixed compact set Q ⊂ G, we can find a finite set {g1, . . . , gm} ⊂ G
such that Q ⊂ ⋃iKgi. For any ε > 0, fix N such that ‖c˜(ugi)− (ugi(1⊗ ξn)− (1⊗ ξn)ugi)‖ < ε
for all n ≥ N . Then (4.15) yields that ‖c(g)− (ξn− ξng)‖ < ε for all g ∈ Q, proving the claim.
To prove that c˜ is approximately inner exactly when c is, it is now sufficient to justify that
the approximate innerness of c can be witnessed by a sequence of K-invariant vectors. This is
indeed the case: let pK : H → H be the projection onto the space of K-invariant vectors, and
fix a sequence (ξn)n in H such that c(g)− (ξn − ξng)→ 0 uniformly on compact subsets of G.
Then
c(g)− (pK(ξn)− pK(ξn)g) = 1
µ(K)
∫
K
c(g)− (ξnk − ξnkg) dµ(k)
=
1
µ(K)
∫
K
(
c(kgk−1)− (ξn − ξnkgk−1)
)
k dµ(k) ,
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which converges to zero because c(h) − (ξn − ξng) → 0 uniformly on KgK. This leaves the
equivalence of properness to be explained. Since c is K-trivial, the function g 7→ ‖c(g)‖ is
constant on double cosets in K\G/K. First assume c to be proper and fix κ > 0. The set
{g ∈ G | ‖c(g)‖ ≤ κ} is then compact by hypothesis. Our earlier observation now tells us that
there is a finite set F ⊂ K\G/K such that ‖c(g)‖ > κ whenever KgK /∈ F . Equivalently,
‖c˜(tug)‖ = ‖t‖2‖c(g)‖ > κ‖t‖2 for t ∈ T, g ∈ Γ whenever KgK /∈ F . But since double cosets
correspond to irreducible bifinite T -T -bimodules in the Jones tower of T ⊂ S, this precisely
means that c˜ is proper. Conversely, if c˜ is proper and κ > 0, the set {g ∈ Γ | ‖c˜(ug)‖ ≤ κ}
covers only finitely many double cosets K\G/K. It follows that {g ∈ G | ‖c(g)‖ ≤ κ} is covered
by the same double cosets, and hence compact, as required.
This dictionary of 1-cohomology allows us to easily transfer various properties between T ⊂
S and G, which we do in the proposition formulated below. All of these can be obtained
through other means, see e.g. [PSV15, Remark 8.11] for the statement about amenability, and
[Eym72; LP14; AD12; Pop01] for related results concerning amenability, property (T) and the
Haagerup property in this setting.
Proposition 4.14
Let Λ < Γ be a Hecke pair with Schlichting completion K < G, where Γ acts on a type II1 factor
P by outer automorphisms. Assume that [Γ : Λ] =∞. Then G has P whenever S = P oΓ has
P relative to T = P oΛ, where P is either property (T), the Haagerup property or amenability.
Proof. As before, put S = QNS(T ). By the Delorme–Guichardet theorem, property (T) for
G is equivalent to H1c (G;H) ∼= H1(T ⊂ S;L2(S) ⊗ H) vanishing for all continuous unitary
right representations Gy H. But if H1(T ⊂ S;−) vanishes on all S-S-bimodules of the form
L2(S) ⊗H, it must vanish on any S-S-bimodule, as explained in Remark 4.9. This in turn is
equivalent to the relative property (T) for T ⊂ S as a consequence of [PSV15, Theorem 9.16].
As for the Haagerup property, we know from [PSV15, Theorem 9.16] that T ⊂ S has the
Haagerup property if and only if there exists a proper 1-cocycle c : S → K for some S-S-
bimodule K. Again appealing to Remark 4.9, we can take K to be of the form L2(S)⊗H for some
Hilbert space H carrying a unitary continuous right G-representation. By Proposition 4.13, c
induces a proper cocycle on G with values in H. Conversely, if c : G→ H is a proper 1-cocycle,
replacing it by a cohomologous K-trivial 1-cocycle preserves the properness, so we can again
appeal to Proposition 4.13 to obtain a proper 1-cocycle taking values in L2(S)⊗H.
Finally, [PSV15, Theorem 9.16] tells us that T ⊂ S is amenable if and only if there is an
approximately inner but non-inner cocycle with values in L2(S)⊗T L2(S) ∼= L2(S)⊗ `2(K\G).
Invoking Proposition 4.13 once more, this is the same as G admitting an approximately inner
but non-inner K-trivial cocycle with values in `2(K\G) ⊂ L2(G). By [Gui80, Corollaire III.2.4],
this is equivalent to the amenability of G. Conversely, if G is amenable, the G-representation
`2(K\G) weakly contains the trivial representation by [AD12, Proposition 3.4]. Appealing
to [Gui80, Corollaire III.2.3], this means that `2(K\G) admits an approximately inner but
non-inner 1-cocycle c : G → `2(K\G). Since this cocycle is cohomologous to a K-trivial 1-
cocycle with the same properties, the converse implication follows after one final appeal to
Proposition 4.13.
Example 4.15
The above equivalences highlight another way in which the behaviour of P o Λ ⊂ P o Γ
and G is subtly different from that of Cf (K < G). Indeed, as shown in [AV16, § 4], the
conditions for Cf (K < G) to have property (T) or the Haagerup property are stronger than
the corresponding property for G. In particular, the Hecke pair SL2(Z) < SL2(Z[1/p]) leads to
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a Schlichting completion G = PSL2(Qp) with the Haagerup property, but Cf (K < G) does not
have the Haagerup property [see AV16, Proposition 4.2].
Additionally, there are locally compact totally disconnected groups G with property (T) such
that the associated rigid C*-tensor categories Cf (K < G) do not have property (T) [see e.g.
AV16, Example 4.3].
5 Concluding remarks
Putting our vanishing result in the more general framework of quasi-regular inclusions through
the lens of Remark 3.2, we get the following very appealing generalisation question.
Question 5.1
Suppose that we are given N ∈ N and a tower T ⊂ S ⊂ R of type II1 factors such that T ⊂ S,
T ⊂ R and S ⊂ R are all quasi-regular, with T ⊂ S and T ⊂ R additionally unimodular. If
β
(2)
n (T ⊂ S) = 0 for all n ≤ N , does it follow that β(2)n (T ⊂ R) = 0 for all n ≤ N?
In the case P ⊂ P o Λ ⊂ P o Γ with Λ < Γ almost normal and Γ acting outerly on P , this
recovers the vanishing theorem in the discrete group setting.
In the same setting, supposing that Λ < Γ is unimodular, one a priori has three sets of L2-Betti
numbers associated with the Hecke pair Λ < Γ:
• the L2-Betti numbers of the Schlichting completion G ;
• the L2-Betti numbers of P o Λ ⊂ P o Γ ;
• the L2-Betti numbers of Cf (K < G), where K < G is the Schlichting inclusion of Λ < Γ.
Moreover, by [AV16, Proposition 2.7] the category of bifinite (P oΛ)-(P oΛ)-bimodules gener-
ated by the (PoΛ)-(PoΛ)-bifinite subbimodules of L2(PoΓ) is unitarily monoidally equivalent
to Cf (K < G). Our results imply that the former two sequences always agree, while the latter
always vanishes (even irrespective of any unimodularity hypothesis on Λ < Γ). This naturally
leads one to ask what the fundamental difference is between the respective tube algebras of
P o Λ ⊂ P o Γ and Cf (K < G). As shown in [AV16], the tube algebra of Cf (K < G) is given
by an explicit subalgebra of L∞(G)oG, where G acts on itself by conjugation. It is however
unclear what one should expect for P o Λ ⊂ P o Γ.
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