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Posttraumatic Stress Disorder: Diagnostic Data Analysis by Data Mining 
Methodology
Aim To use data mining methods in assessing diagnostic symptoms in post-
traumatic stress disorder (PTSD).
Methods The study included 102 inpatients: 51 with a diagnosis of PTSD and 
51 with psychiatric diagnoses other than PTSD. Several models for predicting 
diagnosis were built using the random forest classifier, one of the intelligent 
data analysis methods. The first prediction model was based on a structured 
psychiatric interview, the second on psychiatric scales (Clinician-administered 
PTSD Scale – CAPS, Positive and Negative Syndrome Scale – PANSS, Ham-
ilton Anxiety Scale – HAMA, and Hamilton Depression Scale – HAMD), 
and the third on combined data from both sources. Additional models placing 
more weight on one of the classes (PTSD or non-PTSD) were trained, and 
prototypes representing subgroups in the classes constructed.
Results The first model was the most relevant for distinguishing PTSD diagno-
sis from comorbid diagnoses such as neurotic, stress-related, and somatoform 
disorders. The second model pointed out the scores obtained on the CAPS scale 
and additional PANSS scales, together with comorbid diagnoses of neurotic, 
stress-related, and somatoform disorders as most relevant. In the third model, 
psychiatric scales and the same group of comorbid diagnoses were found to be 
most relevant. Specialized models placing more weight on either the PTSD or 
non-PTSD class were able to better predict their targeted diagnoses at some ex-
pense of overall accuracy. Class subgroup prototypes mainly differed in values 
achieved on psychiatric scales and frequency of comorbid diagnoses.
Conclusion Our work demonstrated the applicability of data mining meth-
ods for the analysis of structured psychiatric data for PTSD. In all models, the 
group of comorbid diagnoses, including neurotic, stress-related, and somato-
form disorders, surfaced as important. The important attributes of the data, 
based on the structured psychiatric interview, were the current symptoms and 
conditions such as presence and degree of disability, hospitalizations, and du-
ration of military service during the war, while CAPS total scores, symptoms 
of increased arousal, and PANSS additional criteria scores were indicated as 
relevant from the psychiatric symptom scales.
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Posttraumatic stress disorder (PTSD) is charac-
terized by the symptoms of re-experiencing the 
traumatic event, avoidance symptoms, and in-
creased arousal (1), but differences can be found 
in clinical presentations of symptoms between 
survivors of different traumas (2). Various co-
morbid diagnoses can be identified in these pa-
tients: alcohol abuse, depression, anxiety disor-
ders, panic disorder and phobia, psychosomatic 
disorder, personality disorder, psychotic disor-
ders, drug abuse, and dementia (3). Furthermore, 
PTSD is commonly misdiagnosed, resulting in 
inappropriate treatment (4).
Many authors reported various difficulties in 
estimating symptom severity in PTSD patients, 
especially if the diagnostic process was relat-
ed to compensation seeking (3,5-8). It has also 
been shown that clinicians have a more subjec-
tive approach to patients who demand com-
pensation (9).
Because of these adverse factors, the process 
of diagnosing PTSD is a complex one, and defin-
ing accurate diagnostic methods for PTSD is im-
portant in both clinical and forensic practice.
As some studies have shown (10,11), vari-
ous data collected from the patient, such as short 
medical history, laboratory tests, specialist find-
ings, or examination results could be analyzed 
with specialized “data mining” algorithms. Such 
algorithms can be used for finding intercorrela-
tions between different parameters and exploring 
possibilities of using the acquired data for deriv-
ing rules and conditions useful in making faster 
diagnostic procedures and more targeted thera-
peutic interventions (12).
Data mining is defined as “nontrivial extrac-
tion of implicit, previously unknown, and po-
tentially useful information from data” (13) 
and “the science of extracting useful informa-
tion from large data sets or databases” (14). The 
term “data mining” includes both statistical tech-
niques and algorithms developed for machine 
learning applications. Machine learning is a part 
of the artificial intelligence field in computer sci-
ence, dealing with algorithms that can identify 
important structural features and seek non-ob-
vious patterns in available data (15), in order to 
improve their performance in future, previous-
ly unseen situations. Especially relevant for data 
mining are those machine learning approaches 
which represent the acquired knowledge in an 
explicit form understandable to humans.
Since one of the major conditions for apply-
ing data mining techniques is the existence of 
uniform data sets (16), such methods are mostly 
used in biomedical research efforts, such as gene 
expression and regulation, protein structure, mu-
tation research (17-19), and less frequently in ev-
eryday clinical work. To demonstrate that data 
mining techniques can assist in the diagnostic 
process of PTSD, we investigated the feasibility 
of a data mining approach applied to medical in-
formation acquired on psychiatric patients in the 
Department of Psychiatry of the Dubrava Uni-
versity Hospital, with the assistance of the ex-
perts from Ruđer Bošković Institute.
Subjects and methods
Subjects
The study included a total of 102 inpatients at 
the Department of Psychiatry, Dubrava Uni-
versity Hospital. One group comprised patients 
(veterans of 1991-1995 war in Croatia) who had 
a confirmed diagnosis of combat-related PTSD 
(n = 51), and the other group was a comparison 
group consisting of patients who had other psy-
chiatric diagnoses but not PTSD (n = 51).
Patients were chosen by random number 
generator from 2450 patients treated at the De-
partment of Psychiatry, Dubrava University 
Hospital, the Referral Center for Stress-relat-
ed Disorders of the Ministry of Health and So-
cial Welfare. A structured psychiatric interview 
and the Structured Clinical Interview for DSM-
IV (20) (SCID) were applied to all patients. We 
also used Clinician-Administered PTSD Scale 
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(CAPS) (21), Positive and Negative Syndrome 
Scale (PANSS) (22), Hamilton Anxiety Scale 
(HAMA) (23), and Hamilton Depression Scale 
(HAMD) (24). The final diagnoses were deter-
mined by the psychiatrists, according to the In-
ternational Classification of Disorders (ICD-
10) (25) criteria. The patients were divided into 
two groups: patients with combat PTSD and pa-
tients with other psychiatric diagnoses (mood 
disorders, schizophrenia, schizotypal and delu-
sional disorders, neurotic, stress-related, somato-
form disorders, personality disorders). All pa-
tients completed the same diagnostic procedure.
All patients were men with median age (10th 
percentile-90th percentile of age distribution) 
of 38 (32.1-50.9). The groups were age matched 
(P = 0.124, two-tailed Mann-Whitney U-test), 
with the median age of PTSD patients equal-
ing 38 (32.0-54.0) years and of non-PTSD pa-
tients 38 (33.0-45.0) years. Non-parametric sta-
tistics were used here due to age distribution in 
both groups differing from the normal distribu-
tion (Shapiro-Wilk test, P values were 0.013 and 
0.014 for PTSD and non-PTSD groups, respec-
tively).
Most of the PTSD patients were married 
(n = 39; 76.5%); 25.5% (n = 13) were without 
children, 17.6% (n = 9) had one child, 37.3% 
(n = 19) had two children, and 19.6% (n = 10) 
had three or more children. Regarding their ed-
ucation, 2.0% (n = 1) did not finish primary 
school, 7.8% (n = 4) had only elementary educa-
tion, and 90.2% (n = 46) had secondary or higher 
education. Among the patients, 25.5% (n = 13) 
were employed, 7.8% (n = 4) unemployed, 27.5% 
(n = 14) were on sick leave, and 39.2% (n = 20) 
were retired.
In the group of non-PTSD patients, a simi-
lar percentage of patients was married (n = 38; 
74.5%); 19.6% (n = 10) were without children, 
25.5% (n = 13) had one child, 37.3% (n = 19) 
had two children and 17.7% (n = 9) had three or 
more children. As in the PTSD group, only 2.0% 
(n = 1) of patients did not finish primary school, 
while 5.9% (n = 3) had only elementary educa-
tion, and 92.2% (n = 47) had secondary or high-
er education. Of all non-PTSD patients 21.6% 
(n = 11) were employed, 25.5% (n = 13) unem-
ployed, 31.4% (n = 16) were on sick leave, and 
21.6% (n = 11) were retired.
Methods
Each patient underwent the following examina-
tions: 1) psychiatric (psychiatric interview and 
examination, clinical psychiatric scales, demo-
graphic data, evaluation of traumatic event, eval-
uation of health status and functioning); 2) psy-
chological (neuropsychologic tests, personality 
tests, traumatic events questionnaires); and 3) 
biochemical examination (serum cortisol, thy-
roid hormones, lipids, serotonin, and dopamine 
indicators). Examination and collection of data 
was performed by a psychiatrist.
In order to be included in the study, patients 
had to be free of acute somatic disease, cardioce-
rebrovascular disease, diabetes or liver disease, 
and not abusing psychoactive substances or al-
cohol.
Only clinical data collected during the struc-
tured psychiatric interview, SCID, and the psy-
chiatric scales were used in the analysis, including 
80 of the 243 total attributes.
Diagnosis of PTSD and other diagnoses were 
made according to the ICD-10 criteria (25). The 
final diagnosis was made in cases where all sets of 
criteria (psychiatric and psychometric) were ful-
filled. For all patients, the main diagnosis and first 
comorbid diagnosis, if available, were recorded.
To ensure a more uniform representation of 
comorbid diagnoses of PTSD patients in the da-
tabase, some of the diagnoses were grouped, fol-
lowing the ICD-10 classification (25): A – no 
comorbid diagnosis (n = 15; 29.4% of PTSD pa-
tients); B – mood disorders (n = 12; 23.5%): bi-
polar affective disorder, depressive episode, re-
current depressive disorder, persistent affective 
disorders, other affective disorders; C – schizo-
phrenia, schizotypal and delusional disorders 
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(n = 8; 15.7%): schizophrenia, persistent delu-
sional disorders, acute and transient psychotic 
disorders, unspecified nonorganic psychosis; D 
– neurotic, stress-related, and somatoform disor-
ders (n = 13; 25.5%): other anxiety disorders, re-
action to severe stress and adjustment disorders, 
other neurotic disorders; E – disorders of adult 
personality and behavior (n = 3; 5.9%).
The major diagnoses of non-PTSD patients 
were grouped in a similar manner: B – mood dis-
orders (n = 10; 19.6% of non-PTSD patients): 
bipolar affective disorder, depressive episode, re-
current depressive disorder, persistent affective 
disorders, other affective disorders; C – schizo-
phrenia, schizotypal and delusional disorders 
(n = 6; 11.8%): schizophrenia, persistent delu-
sional disorders, acute and transient psychotic 
disorders, unspecified nonorganic psychosis; D 
– neurotic, stress-related, and somatoform disor-
ders (n = 31; 60.8%): other anxiety disorders, re-
action to severe stress and adjustment disorders, 
other neurotic disorders; E – disorders of adult 
personality and behavior (n = 4; 7.8%).
Comorbid diagnoses of non-PTSD patients 
were also grouped in the following way: B – 
mood disorders (n = 1; 2.0%): bipolar affective 
disorder, depressive episode, recurrent depressive 
disorder, persistent affective disorders, other affec-
tive disorders; D – neurotic, stress-related, and so-
matoform disorders (n = 4; 7.8%): other anxiety 
disorders, reaction to severe stress and adjustment 
disorders, other neurotic disorders; E – disorders 
of adult personality and behavior (n = 3; 5.9%).
Structured psychiatric interview collected 
data that included patient’s age, education, qual-
ification, employment, and marital status, and 
information about current relationships, num-
ber of children, housing and economic status, in-
come, presence and degree of disability, military 
service, and legal offenses. It also included data 
on previous treatments, comorbid diagnoses, sui-
cide attempts, previous and current social func-
tioning, heredity, relations in the primary family, 
alcohol consumption, and smoking habits (5).
The CAPS scale is a structured interview that 
measures the frequency and intensity of main and 
associated symptoms of PTSD, and is one of the 
standard criteria for measuring traumatic stress 
(21). It consists of several components measur-
ing the major clusters of PTSD symptoms. For 
each patient, the scores of traumatic event, re-
experiencing symptoms, avoidance symptoms, 
and symptoms of hyperarousal, along with total 
CAPS scores and validity were entered in a da-
tabase, while the two components that measure 
whether the duration of the disturbance exceeds 
one month and whether the disturbance causes 
clinically significant distress or impairment were 
not used because of highly unbalanced distribu-
tions (data not shown).
As both the scores and the validity are con-
sidered relevant for the assessment of a patient, 
for the purpose of this study we also calculated 
weighted scores (criterion score multiplied by [5 
– validity score]) for each patient. By multiplying 
these values, the score and the validity both con-
tributed to the final (weighted) score. Our intent 
was to investigate whether such scores will be 
identified as more important by the data mining 
algorithm than non-weighted scores.
The PANSS scale (22) was used to evaluate 
positive and negative syndromes in schizophre-
nia, and their association with global psychopa-
thology. PANSS total positive scale scores, total 
negative scale scores, general psychopathology 
scores, additional criteria scores, and total scores 
were noted.
We used the HAMA scale (14 items) for es-
timating anxiety symptomatology (23), and the 
HAMD scale (24 items) for estimating the se-
verity of the patients’ depression (24). Total 
HAMA and HAMD scores were also noted.
Data analysis
After acquisition, the data were stored in Attri-
bute-Relation File Format (arff) format, native to 
the Weka data mining package (26), and then ana-
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lyzed by the Parallel Random Forest (PARF) soft-
ware (27). This open-source Random Forest (RF) 
implementation developed at the Ruđer Bošković 
Institute (Zagreb, Croatia) allows computation to 
be distributed over a cluster of computers, which be-
comes relevant when working with large data sets.
We used the RF classifier (28), which has 
been shown to offer comparable or better classi-
fication performance than other state-of-the-art 
algorithms (18), such as the widely accepted Sup-
port Vector Machines (SVM) (29) or C4.5 de-
cision trees (30). Two important features influ-
enced our choice of classifier for this work: 1) its 
relative insensitivity of the algorithm to parame-
terization, and 2) the insight into functioning of 
the RF model by means of an attribute ranking 
algorithm and construction of class prototypes.
Using the RF classifier, we trained three mod-
els for diagnosing PTSD, based on data collect-
ed from 1) a structured psychiatric interview; 2) 
psychiatric symptom scales - CAPS (21), PANSS 
(22), HAMA (23), HAMD (24); and 3) the 
combination of the two sources.
The RF classifier (28) is a data mining meth-
od based on an ensemble of decision tree mod-
els that map observations about an item (“attri-
butes”) to conclusions about the item’s target 
value (“class”). An individual decision tree is de-
scribed by a tree-like structure wherein leaves 
represent classifications and branches represent 
conjunctions of features that lead to those classi-
fications. A decision tree can be learned by split-
ting the source set into subsets based on an attri-
bute value test (31). This process is repeated on 
each derived subset in a recursive manner. The 
recursion is completed when splitting is either 
non-feasible, or a singular classification can be 
applied to each element of the derived subset. Af-
ter being “grown” to the maximum, the individ-
ual tree is in many implementations – such as the 
popular C4.5 algorithm (30) – pruned to obtain 
simpler and more accurate models.
A single RF model consists of a large number 
of decision trees, each derived from a random-
ly chosen subset of the data, which then vote to 
obtain the final classification on the unlabeled 
instances. The subset is chosen by sampling n 
out of n instances with replacement. This ap-
proach, also called bootstrap sampling, on av-
erage picks out 1 - e-1 ≈ 63.2% of instances for 
training (32).
The number of attributes available to the al-
gorithm in the construction of each node is also 
constrained to obtain more robust models (28). 
Model performance on unseen data are estimat-
ed using the out-of-bag procedure, where only 
the part of the data set not used in construction 
of a specific tree is used for testing of that tree. 
This procedure is in concept similar to leave-one-
out crossvalidation and should yield comparable 
results.
The RF can also be used for the estimation 
of relative attribute importance (Imp). This is 
achieved by comparing the out-of-bag perfor-
mance of the model with the performance of the 
same model run on the data set with a single at-
tribute shuffled. Deterioration in predictive abil-
ity signals a relevant attribute. A standardization 
procedure (28) is used to derive a Z-score (Z-sc) 
for the extent of such deterioration, allowing its 
statistical significance to be determined, and cor-
responding attributes to be ranked. This method 
of attribute evaluation also allows attributes im-
portant only in interaction to be identified. In 
this work, we supplied the Z-scores of each attri-
bute which may be informative of comparative 
attribute importance within a single classifica-
tion experiment, however they cannot be com-
pared between experiments.
All models in this work were built in a two-
step fashion: the first iteration was used to mea-
sure attribute importance and retain only attri-
butes with P values (statistical significance) less 
than 0.05; those attributes were used in the sec-
ond iteration to build the final model, estimate 
its predictive performance on unseen data, con-
struct class prototypes and list relevant attributes. 
For an attribute to be shown in Tables 1-3, its P 
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value has to be below 0.05 also in the second it-
eration.
The predictive performance of models in this 
article was normally expressed as accuracy, ie the 
number of instances for which the class is pre-
dicted correctly divided by the total number of 
instances. Baseline accuracy in our experiments 
is 50%, meaning a model guessing at random 
would classify half of all the instances correctly. 
Other measures of performance used here are 
sensitivity (proportion of total PTSD cases iden-
tified by the model) and specificity (proportion 
of non-PTSD patients identified by the model).
Using a feature of the PARF software (27), 
we were able to build specialized models that 
place more weight on one of the classes (PTSD 
or non-PTSD), emphasizing either specifici-
ty or sensitivity (Table 4). Each shift from the 
1:1 ratio does, however, decrease the overall ac-
curacy of the given model, which is expected as 
1) the classes are balanced in number and 2) 
as demonstrated by roughly equal numbers of 
false positives and false negatives in 1:1 models, 
classes are equally “difficult to learn.” All of the 
other models described have equally weighted 
classes (1:1).
Furthermore, we used the option of the PARF 
software to compute “prototypes” of each class to 
obtain representative clusters of patients. Clus-
ters are formed using a sample proximity matrix, 
formed from the statistics obtained by classifying 
patients using all trees in the forest, and count-
ing the number of times that two samples ended 
in the same leaf of the tree. Patients that often end 
up in the same leaves of the trees are close to each 
other, whereas those that do not are far.
This PARF prototypes feature enables iden-
tification of representative sub-groups/clusters 
of patients of one class, thus providing insight to 
domain experts and grounds to speculate about 
possible multiple paths leading to a particular 
class membership.Table 1. Relevant attributes in random forest based model 1
Z-score* Attribute†
165.98 group D of comorbid diagnoses – neurotic, stress-related, and 
 somatoform disorders
102.41 percentage of disability
 86.62 duration of military service during the war
 79.99 birth order in family
 73.66 number of previous hospitalizations
 67.84 type of alcohol consumption
 65.98 disability status
 45.07 physical disability
 41.52 period of treatment in outpatient clinic
 36.15 duration of current employment status (employment, 
 unemployment, sick leave, retirement)
 28.45 age
 27.00 duration of life time employment of partner
 25.75 year of most intensive psychiatric treatment
 24.36 possession of driving license
 22.82 duration of current employment status of partner 
 (employment, unemployment, sick leave, retirement)
 18.76 relationships in primary family
 18.66 number of brothers/sisters
 17.90 current employment status (employment, unemployment, sick 
 leave, retirement)
 17.71 psychical disability
 13.77 personal income
 12.18 frequency of alcohol consumption
  8.51 group C of comorbid diagnoses - schizophrenia, schizotypal 
 and delusional disorders
*Z-Score – the distance, in units of standard deviation, of a case from the population 
mean. Here, the population is represented by reductions in number of correctly 
classified out-of-bag instances for each tree, after a single attribute has been shuffled. 
The specific case whose distance from the mean this Z-score expresses is zero (no 
deterioration in accuracy with attribute shuffling, ie a completely irrelevant attribute); 
therefore, the Z-score is computed by dividing the mean with the standard deviation. 
Statistical significance is then determined assuming normality.
†Attributes with P value <0.05 are listed, sorted by relevance. The accuracy of this 
model was 70.59%. Values for standardized value (Z-score) are shown.
Table 2. Relevant attributes in random forest based model 2*
Z-score† Attribute‡
221.43 CAPS criterion D (hyperarousal symptoms)
190.53 CAPS total score
164.48 PANSS additional criteria score (anger, difficulty in delaying 
 gratification and affective lability)
148.10 group D of comorbid diagnoses – neurotic, stress-related, and 
 somatoform disorders
141.78 CAPS criterion C (avoidance symptoms)
136.19 Hamilton anxiety scale
105.77 CAPS criterion D (hyperarousal symptoms) weighted with 
 validity
104.34 CAPS criterion C (avoidance symptoms) weighted with validity
102.41 CAPS criterion B (re-experiencing symptoms)
 95.30 PANSS general psychopathology score
 83.64 CAPS total score weighted with validity
 55.90 CAPS criterion B (re-experiencing symptoms) weighted with 
 validity
 39.87 PANSS total positive score
 39.66 Hamilton depression scale
 38.48 CAPS criterion A (exposure to a traumatic event)
 37.32 PANSS total score
 30.33 CAPS inverse validity score
 22.29 PANSS total negative score
*Abbreviations: CAPS – Clinician-administered PTSD Scale; PANSS – Positive and 
Negative Syndrome Scale.
†Z-score – the distance, in units of standard deviation, of a case from the population 
mean. Here, the population is represented by reductions in number of correctly clas-
sified out-of-bag instances for each tree, after a single attribute has been shuffled. 
The specific case whose distance from the mean this Z-score expresses is zero (no 
deterioration in accuracy with attribute shuffling, ie a completely irrelevant attribute); 
therefore, the Z-score is computed by dividing the mean with the standard deviation. 
Statistical significance is then determined assuming normality.
‡Attributes with P value <0.05 are listed, sorted by relevance. The accuracy of this 
model was 80.39%. Values for standardized value (Z-score) are shown.
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Results
Model 1 – Prediction of diagnosis based on a 
structured psychiatric interview
The first model was based on the data from 
a structured psychiatric interview, including the 
data on main and comorbid diagnosis, family, 
childhood and personal history, and social and 
psychiatric data. It included 63 different attri-
butes, 21 of which were shown as relevant (P val-
ue of the attributes <0.05).
In this model, the most relevant attribute was 
group D of the comorbid diagnoses, which in-
cluded neurotic, stress-related, and somatoform 
disorders (other anxiety disorders, reaction to se-
vere stress and adjustment disorders, and other 
neurotic disorders) (Table 1). This was followed 
by attributes that were closely related to the po-
tential for the development of combat PTSD 
and its consequences (such as percentage of dis-
ability, duration of military service during the 
war, birth order in the family, number of previ-
ous hospitalizations) and type of alcohol con-
sumed (Table 1). The out-of-bag crossvalidation 
accuracy of this model was 70.59%.
Model 2 – Prediction of diagnosis based on 
psychiatric scales
The attributes included in this model were 
the main and comorbid diagnosis, along with the 
results from psychiatric scales – CAPS (A – ex-
posure to a traumatic event, B – re-experiencing 
symptoms, C – avoidance symptoms, D – hyper-
arousal symptoms, total scores, validity, weighted 
scores for B, C, and D criteria, and weighted to-
tal scores), HAMA (total scores), HAMD (to-
tal scores), PANSS (positive scale scores, negative 
scale scores, general psychopathology scores, ad-
ditional criteria scores, total scores). Eighteen of 
the 22 attributes were relevant (P value of the at-
tributes <0.05).
Table 3. Relevant attributes in random forest based model 3*
Z-Score† Attribute‡
188.59 CAPS criterion D (hyperarousal symptoms)
173.67 CAPS total score
126.02 CAPS criterion C (avoidance symptoms)
118.48 PANSS additional criteria score (anger, difficulty in delaying 
 gratification and affective lability)
113.61 CAPS criterion B (re-experiencing symptoms)
113.17 Hamilton anxiety scale
 93.61 CAPS criterion C (avoidance symptoms) weighted with validity
 92.82 group D of comorbid diagnoses – neurotic, stress-related, and 
 somatoform disorders
 84.96 CAPS criterion D (hyperarousal symptoms) weighted with validity
 79.76 CAPS total score weighted with validity
 70.33 PANSS general psychopathology score
 65.50 CAPS criterion B (re-experiencing symptoms) weighted with validity
 57.61 birth order in family
 48.56 disability status
 41.12 CAPS criterion A (exposure to a traumatic event)
 37.59 duration of military service during the war
 34.95 percentage of disability
 30.13 CAPS inverse validity score
 29.36 Hamilton depression scale
 27.93 number of brothers/sisters
 25.78 duration of current emotional relationship
 23.91 PANSS total score
 22.48 number of previous hospitalizations
 21.31 PANSS total negative score
 20.40 number of relatives that patient support
 19.20 relationships in primary family
 18.37 PANSS total positive score
 13.17 physical disability
 12.54 duration of current employment status (employment, 
 unemployment, sick leave, retirement)
 10.55 age
  9.92 period of treatment in outpatient clinic
*Abbreviations: CAPS – Clinician-administered PTSD Scale; PANSS – Positive and 
Negative Syndrome Scale.
†Z-score – the distance, in units of standard deviation, of a case from the population 
mean. Here, the population is represented by reductions in number of correctly 
classified out-of-bag instances for each tree, after a single attribute has been shuffled. 
The specific case whose distance from the mean this Z-score expresses is zero (no 
deterioration in accuracy with attribute shuffling, ie a completely irrelevant attribute); 
therefore, the Z-score is computed by dividing the mean with the standard deviation. 
Statistical significance is then determined assuming normality.
‡Attributes with P value <0.05 are listed, sorted by relevance. The accuracy of this 
model was 78.43%. Values for standardized value (Z-score) are shown.











structured interview 1:1  75 67 0.706
structured interview 2:1  84 35 0.598
structured interview 3:1  98 25 0.618
structured interview 1:2  43 90 0.667
structured interview 1:3  31 96 0.637
psychiatric scales 1:1  80 80 0.804
psychiatric scales 2:1  90 69 0.794
psychiatric scales 3:1  96 59 0.775
psychiatric scales 1:2  65 92 0.784
psychiatric scales 1:3  61 94 0.775
interview + scales 1:1  76 80 0.784
interview + scales 2:1  90 67 0.784
interview + scales 3:1 100 55 0.775
interview + scales 1:2  61 90 0.754
interview + scales 1:3  53 96 0.745
*Models built with different weight for posttraumatic stress disorder (PTSD) or non-
PTSD class based on a structured psychiatric interview, psychiatric scales or both.
†Sensitivity – proportion of total PTSD cases identified by the algorithm.
‡Specificity – proportion of non-PTSD cases identified by the algorithm.
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The psychiatric scales with comorbid diag-
nosis had good predictive values. The most rel-
evant attributes were CAPS criterion D (hyper-
arousal symptoms), along with the total CAPS 
scores (Table 2). These attributes were followed 
by PANSS additional criteria (anger, difficulty in 
delaying gratification, and affective lability) and 
group D of comorbid diagnoses (neurotic, stress-
related, and somatoform disorders – other anxi-
ety disorders, reaction to severe stress and adjust-
ment disorders, other neurotic disorders). The 
out-of-bag crossvalidation accuracy of this model 
was 80.39%.
Model 3 – Diagnosis from structured psychiatric 
interview and psychiatric scales
The third model was trained on the data from 
both the structured psychiatric interview and 
psychiatric scales (CAPS, PANSS, HAMA, and 
HAMD) combined into a single data set. From 
a total number of 80 attributes, 31 were found to 
be relevant (P value of the attributes <0.05).
After combining all available attributes, 
CAPS criterion D (hyperarousal symptoms) 
again surfaced as the most important attribute 
(Table 3). This was followed by the total CAPS 
scores, CAPS criterion C (avoidance symptoms), 
PANSS additional criteria scores (anger, difficul-
ty in delaying gratification, and affective lability), 
and CAPS criterion B (re-experiencing symp-
toms). The out-of-bag crossvalidation accuracy 
of this model was 78.43%.
Additional data mining experiments
Some specialized models were also built by plac-
ing more weight on either the PTSD or non-
PTSD class (Table 4), sacrificing overall accura-
cy for possible improvements in specificity (the 
proportion of non-PTSD cases identified by the 
model) or sensitivity (the proportion of PTSD 
cases identified by the model) values.
An example of such a specialized mod-
el which combines both the structured psychi-
atric interview and psychiatric scales, placing 
three times more weight on the non-PTSD class, 
achieved 100% specificity (out-of-bag estimate 
for unseen data), meaning it is highly unlikely to 
produce false positives.
Finally, we instructed the PARF software 
to construct prototypes of the PTSD and non-
PTSD classes of patients, based on a combina-
tion of data from the structured interview and 
the psychiatric scales, ie the same data used in 
Model 3, to obtain “representative patients” of 
each class.
The PTSD class yielded 2 prototype groups, 
one with 46 and the other with 4 patients. One 
patient was not assigned to a prototype. The non-
PTSD class yielded 3 prototype groups, with 44, 
5, and 1 patients described by these groups; the 
single-patient prototype group was not examined 
further. Again, one patient was not assigned to a 
prototype.
Descriptive statistics on the distribution of 
attribute values among the subgroups are list-
ed in Table 5. Only the attributes shown to be 
statistically significant (corresponding to attri-
butes in Model 3) are shown, excluding weighted 
CAPS scores.
For the most relevant attributes, the proto-
types of PTSD and non-PTSD classes differed 
mainly in the results of the scales used, with 
PTSD patients having higher scores in compari-
son with non-PTSD patients. Furthermore, non-
PTSD patients had group D comorbid diagnoses 
(neurotic, stress-related, and somatoform disor-
ders) more frequently than PTSD patients.
The two minor prototype groups, with 4 pa-
tients for PTSD and 5 patients for the non-
PTSD class were distinct from their respective 
major prototype groups. The scores were lower 
for the PTSD minor prototype on the psychi-
atric scales (closer to the non-PTSD group) and 
neurotic, stress-related, or somatoform disor-
ders were more often diagnosed. The psychiatric 
scale scores of the minor non-PTSD prototype 
were higher than for the major one, demonstrat-
ing a tendency toward the values observed in the 
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PTSD group, while the same group of comorbid 
diagnoses was less frequently diagnosed.
Discussion
We used a feature of the random forest to iden-
tify attributes in the structured psychiatric inter-
view and psychiatric scales which showed relevance 
to the diagnosis of PTSD. To our knowledge, this 
is one of the first data mining experiments in the 
field of psychiatry, although significant research has 
been already done in some medical (10) and non-
medical domains (17-19,33).
Our findings showed that the ability of the 
model to predict PTSD diagnosis based solely on 
data from the structured psychiatric interview 
was moderate (out-of-bag crossvalidation accu-
racy 70.59%). We found high relevance of the 














188.59 CAPS criterion D score (hyperarousal symptoms) 21 (19-23) 15 (15,15) 13 (0-15) 19 (19,20)
173.67 CAPS total score 64 (57-76) 46 (43-46) 40 (0-49) 60 (53-67)
126.02 CAPS criterion C score (avoidance symptoms) 26 (21-32) 16 (16,16) 12 (0-20) 23 (19-28)
118.48 PANSS additional criteria score (anger, difficulty in delaying gratification and affective 
 lability)
 8 (6-10)  6 (5,6)  5 (4-7)  7 (4-7)
113.61 CAPS criterion B score (re-experiencing symptoms) 19 (16-21) 14 (12-14) 10 (0-15) 18 (16-19)
113.17 Hamilton anxiety scale score 21 (17-23) 16 (12-16) 14 (11-16) 19 (15-19)
92.82 group D of comorbid diagnoses – neurotic, stress-related, and somatoform disorders§ majority: 0 majority: 1 majority: 1 majority: 0
70.33 PANSS general psychopathology score 38 (35-44) 34 (33,34) 33 (29-35) 36 (35-37)
57.61 birth order in family  2 (2,2)  2 (2,2)  1 (1,2)  1 (1,2)
48.56 disability status║  1 (1,2)  2 (1,2)  2 (1-3)  3 (2,3)
41.12 CAPS criterion A (exposure to a traumatic event)¶  1 (1,1)  1 (1,1)  1 (1,2)  1 (1,1)
37.59 duration of military service during the war in years  5 (2-8)  6 (5,6)  2 (0-5)  5 (0-8)
34.95 percentage of disability 20 (0-40) 20 (0-20)  0 (0-0)  0 (0-0)
30.13 CAPS inverse validity score  4 (3,4)  4 (3,4)  4 (4,4)  4 (4,4)
29.36 Hamilton depression scale score 14 (11-21) 10 (8-10) 10 (8-11) 12 (12,13)
27.93 number of brothers/sisters  1 (1,2)  3 (1-3)  1 (1,2)  1 (1,2)
25.78 duration of current emotional relationship in years 11 (0-15) 10 (7-10) 13 (0-19) 20 (14-20)
23.91 PANSS total score 64 (56-78) 55 (52-55) 56 (50-65) 64 (61-65)
22.48 number of previous hospitalizations  2 (0-4)  1 (1,1)  0 (0-1)  0 (0-0)
21.31 PANSS total negative score  9 (8-13)  8 (8,8) 11 (7-14) 14 (11-15)
20.4 number of relatives that patient support  2 (1-3)  1 (1,1)  2 (1,2)  3 (2,3)
19.2 relationships in primary family**  1 (1,1)  1 (1,1)  1 (1,1)  1 (1,2)
18.37 PANSS total positive score  7 (7-16)  7 (7,7)  7 (7,7)  7 (7,7)
13.17 physical disability††  3 (2,3)  3 (3,3)  3 (3,3)  3 (3,3)
12.54 duration of current employment status in years (employment, unemployment, sick leave, 
 retirement)
 4 (2-11) 13 (2-13)  3 (1-9)  1 (1-3)
10.55 age in years 38 (35-41) 36 (35,36) 38 (36-48) 43 (37-47)
9.92 period of treatment in outpatient clinic in years  9 (2-11)  7 (4-7)  6 (1-11)  6 (6-11)
9.56 possesion of driving license‡‡  1 (1,1)  1 (1,1)  1 (1,1)  1 (1,1)
5.55 duration of life time employment of partner in years 13 (10-15)  6 (5,6) 13 (10-20) 13 (13-27)
4.99 duration of current employment status of partner in years (employment, unemployment, 
 sick leave, retirement)
12 (9-14)  6 (5,6) 12 (8-20) 12 (12-28)
4.87 current relationship toward primary family§§  1 (1,1)  1 (1,1)  1 (1,2)  1 (1,1)
4.25 legal offenses║║  0 (0-1)  1 (0-1)  1 (0-1)  1 (0-1)
2.03 time elapsed from the year of most intensive psychiatric treatment in years  1 (1-7)  1 (1,1)  1 (1,1)  1 (1-6)
*Abbreviations: CAPS – Clinician-administered PTSD Scale; PANSS Positive and Negative Syndrome Scale.
†Z-score – the distance, in units of standard deviation, of a case from the population mean. Here, the population is represented by reductions in number of correctly classified 
out-of-bag instances for each tree, after a single attribute has been shuffled. The specific case whose distance from the mean this Z-score expresses is zero (no deterioration in ac-
curacy with attribute shuffling, ie a completely irrelevant attribute); therefore, the Z-score is computed by dividing the mean with the standard deviation. Statistical significance is then 
determined assuming normality.
‡Descriptive statistics of distributions of attribute values for PTSD and non-PTSD class prototype clusters. For numeric attributes (all except group D of diagnoses – neurotic, stress-
related, and somatoform disorders) median (5th-95th percentile) is provided. For group D of diagnoses, a categorical attribute, the majority category in the prototype cluster is shown.
§For group D of diagnoses, a categorical attribute, the majority category in the prototype cluster is shown, 0 – not present, 1 – present.
IIDisability status: 1 – disability status present and administratively confirmed; 2 – in the process of realizing administrative conformation of disability status; 3 – disability not present.
¶CAPS criterion A (exposure to a traumatic event): 1 – present; 2 – not present.
**Relationships in primary family: 1 – good; 2 – satisfactory; 3 – poor.
††Physical disability: 1 – permanently; 2 – temporarily; 3 – not present.
‡‡Possesion of driving license: 1 – yes; 2 – No.
§§Current relationship toward primary family: 1 – looking after; 2 – occasionally visiting; 3 – no contact.
IIIILegal offenses: 0 – no offenses; 1 – law offense; 2 – felony; 3 – both 1 and 2.
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group of comorbid diagnoses, which comprised 
neurotic, stress-related, and somatoform disor-
ders. This was not surprising, considering that 
many symptoms in this group overlap with the 
symptoms of PTSD and distinguishing between 
these groups is often difficult (1). The same group 
was also shown as highly relevant in the other 
two models, whereas other groups of comorbid 
diagnoses were only marginally relevant (such as 
group C – schizophrenia, schizotypal and delu-
sional disorders) or irrelevant.
Attributes such as the presence and degree of 
disability, duration of military service during the 
war, number of previous hospitalizations, and 
the period of treatment in outpatient clinic rep-
resented the cluster of information that related 
to the conditions and factors leading to the de-
velopment of combat PTSD and its consequenc-
es. Furthermore, duration of military service 
could also be an indirect measure of duration of 
exposure to combat (1,34), while the number of 
previous hospitalizations was also found to be 
relevant, probably because some institutions did 
not have other type of treatment programs than 
institutional treatment.
We found that PTSD patients were signifi-
cantly more often younger children in the family, 
indicating that birth order may be a social factor 
for developing PTSD. Birth order could be relat-
ed to the development of PTSD in terms of the 
separation of children from their primary fam-
ily, family psychopathology, and the reaction 
of young children to stress events, as their re-
sponses are often influenced by the parents’ re-
actions (1).
Finally, alcohol abuse and dependence is of-
ten found in PTSD patients (3) as it reduces 
acute symptomatology, especially the symptoms 
of anxiety and depression, and could lead to the 
comorbid diagnosis of alcoholism.
From the second model, based only on psy-
chiatric scales, which was mainly related to the 
attributes that included current symptoms and 
conditions, the importance of the CAPS scale 
surfaced, representing the majority of the rele-
vant attributes in this model. It included both 
CAPS total scores and CAPS subscales as a mea-
sure of main symptoms of PTSD, which is in 
line with reports of other authors that have also 
found CAPS scale as a good discriminator for 
PTSD, using classical statistical methods (35,36). 
Hyperarousal symptoms were found to be the 
most relevant CAPS subscale, which are known 
to be one of the critical symptoms of PTSD, and 
this finding is in concordance with the hypoth-
esis that noradrenergic system is hyperactive in 
some patients with PTSD (1). Analyzing other 
scales, attributes measuring current PTSD symp-
toms in patients were found important, like the 
PANSS additional criteria scores (anger, diffi-
culty in delaying gratification and affective labil-
ity) and the Hamilton anxiety scale, which was 
shown to be important in some other studies as 
well (37), because PTSD is classified as an anxi-
ety disorder.
In the third model, which combined data 
from both the psychiatric scales and the struc-
tured interview, psychiatric scales were clearly 
identified as more relevant than attributes from 
the interview. In this model, the diagnoses of 
neurotic, stress-related, and somatoform disor-
ders were distinguished from PTSD diagnosis. 
It is important that in both models, CAPS crite-
ria were related in the same order – hyperarous-
al symptoms were found to be most relevant, fol-
lowed by avoidance symptoms, re-experiencing 
symptoms, and finally exposure to a traumatic 
event.
Taken together, structured interview and psy-
chiatric scales data result in a model of a slightly 
lower predictive value than the model using psy-
chiatric scales only, with an accuracy of 78.43%. 
RF has previously been shown to be unhindered 
by adding weakly predictive attributes (28).
Minor fluctuations in the predictive ability, 
found in this case, where out-of-bag prediction 
of only 2 patients changed, would not be consid-
ered unusual as they are within the range of in-
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ter-experimental variation caused by the stochas-
tic component of RF.
An additional model (data not shown) was 
also trained to predict PTSD diagnosis from the 
CAPS scale only, which was shown to be the 
most useful in PTSD diagnosis. Other psychi-
atric scales were excluded in this experiment; 
only a slight deterioration in predictive ability 
(78.43% out-of-bag classification accuracy) was 
noted.
Our attempt to weight individual criteria 
from the CAPS scale with validity values did 
not yield more important attributes – all non-
weighted variables were found to be more rele-
vant than their weighted counterparts. A proba-
ble reason for this is that validity of answers is a 
property of the patients and is essentially unrelat-
ed to the CAPS scores itself, and possibly com-
plementary to it in diagnosing PTSD. Therefore, 
any attempt to combine them into a single value 
resulted in a loss of information. It is, however, 
possible that another weighting procedure would 
better suit our purpose.
Models based on shifting more weight on 
the PTSD or non-PTSD class could be useful if 
we need a more specific or sensitive model, with 
some loss of overall accuracy.
Using prototype models of PTSD and non-
PTSD classes in which representatives of each 
class were described, evident division in results 
of used scales was found. Minor prototypes that 
included lower number of patients probably rep-
resent “boundary” cases for both the PTSD and 
non-PTSD classes. Along with that, non-PTSD 
patients more frequently had some of the comor-
bid diagnoses that included neurotic, stress-re-
lated, and somatoform disorders than the PTSD 
patients.
All data for our models were acquired on vet-
eran soldiers, and as such all results refer to male 
patients with combat-related PTSD. It is one of 
limitations of the study, but the number of wom-
en with combat PTSD in Croatia is significantly 
smaller, ranging from 4 to 6% (5).
In this study, we applied data mining meth-
odology to explore useful patterns that would 
help us in forming more objective and reliable 
models for PTSD diagnosis based on collected 
structured data. Our intent was not to define 
PTSD itself in detail, but to extract some impor-
tant attributes that could be of value in the pro-
cess of decision making.
The classification task in this work could have 
been addressed by another classifier, such as de-
cision trees or support vector machines. The ad-
vantages of the random forest classifier are that 
it is robust to noise, missing data, and parame-
trization, and it does not assume that variables 
are independent, features important in medi-
cal and biological research (18). Some authors 
in biomolecular research showed that it is more 
critical how the attributes of investigated items 
were encoded rather than the specific method 
used (38).
Two possible limitations of the algorithm 
have been described in the literature: the random 
forest may have performance inferior to a single 
pruned decision tree when a very large number 
of meaningless (noisy) inputs are present (39), 
an obstacle easily overcome by choice of training 
parameters. Also, it has been shown that random 
forests’ performance in cases of unbalanced class 
sizes can be improved (40) by employing class 
weights or downsampling the majority class dur-
ing training. None of the two conditions is met 
by our data set.
In conclusion, using a machine learning ap-
proach, we described several attributes impor-
tant in designing a clinical model for diagnos-
ing PTSD. From experiments conducted on the 
structured interview data, it seems that, although 
data about the patient’s medical history, and so-
cial, economic and marital status may be rele-
vant, indirect data about previous and current 
symptoms, such as presence and degree of disabil-
ity, hospitalizations and duration of military ser-
vice, are of greater importance for the model de-
sign. On the other hand, psychiatric scales, which 
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indicate the current condition of a patient, are 
more relevant in estimating diagnosis, especially 
the scores on CAPS and its subscales. One more 
important attribute is the group of comorbid di-
agnoses comprised of neurotic, stress-related, and 
somatoform disorders.
The importance of these results is to serve as 
a proof-of-concept that a data mining approach 
may be useful in the clinical practice. Also, the 
trained models and associated attribute rank-
ings could be informative in constructing diag-
nostic models for PTSD. Future research should 
include more comprehensive efforts with a larg-
er group of patients, more attributes for descrip-
tion of a given patient and using several different 
methods of data analysis.
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