ABSTRACT Spiral wave is closely related to the occurrence of malignant ventricular arrhythmia. It is important and necessary to study the spiral wave dynamics to better analyze and control spiral waves. In this paper, the dynamics of FitzHugh-Nagumo(FHN) model is identified by using a novel method based on deterministic learning and interpolation method. The FHN model, which has been studied extensively in physical and mathematical science, is often used to study spiral waves. It is a distributed parameter (DPS) described by two coupled partial differential equations (PDEs). To identify the underlying system dynamics of the FHN model globally, we first transform the FHN model into a set of ordinary differential equations (ODEs) by applying the method of lines. Then, we identify the dynamics of the approximation system by employing deterministic learning. That is, the FHN dynamics on a set of spatial grid nodes is accurately identified. To achieve the global identification of the FHN model, the underlying system dynamics of the FHN model on any other spatial point is approximated via an algorithm based on the interpolation method. The effectiveness and feasibility of the proposed method are demonstrated theoretically and numerically.
I. INTRODUCTION
Spiral waves are one of the most typical two-dimensional spatiotemporal patterns in excitable or oscillatory reactiondiffusion systems, which can be observed in a variety of chemical and biological systems. Studies have shown that the ventricular tachycardia and fibrillation are often regarded as the results of the breakup of spiral waves in cardiac muscle [1] - [3] . It is important and necessary to study the dynamics of spiral waves, which may propose ideas in prevention and treatment of ventricular tachycardia and fibrillation. The FitzHugh-Nagumo(FHN) model [4] , [5] , a simplified modification of the famous Hodgkin-Huxley model (the first mathematical model of myocardial cell) [6] , has been used as a classic model for decades in the study of spiral waves in excitable media [7] , [8] . In addition, it is also useful for the study of biology, genetics, and heat and mass transfer
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systems [9] . The chaos and synchronization of the FHN model have potential applications value in several fields, including medicine, laser technology, chemistry, and secure communication [10] . Therefore, it is of great significance to study the dynamics of FHN model in practical application.
It is noted that the FHN model is described by two coupled PDEs, the identification of the FHN model is virtually a problem of distributed parameter system (DPS) identification. In general, the researches on DPS identification can be classified as two categories [11] : (a) the system structure of DPS is known while system parameters are unknown; (b) both system structure and parameters of DPS are unknown, which is very common in the real world. For the first case, it just needs to identify the system parameters of DPS. For the second case, both the system structure and parameters of DPS have to be identified. Parameter identification, which means for the determination of unknown parameters from observed data in the sense that the predicted output is close to the observed data on some criteria, is the fundamental issues in DPS identification [12] , [13] (e.g., parameter estimation in mechanical systems [14] - [16] , spatially extended systems [17] , flow reactors [18] ). There is also much research on parameter identification of the FHN model, which is important for analyzing the dynamical behavior of the FHN model [10] , [19] - [22] . When the PDE description of the DPS is known, it can be easily transformed into an infinite-dimensional system of ordinary differential equation or difference equation (DE) . Then the model reduction will be critical to derive a low-order model for practical application.
Persistent excitation (PE) condition is an essential condition to ensure parameter convergence in both lumped parameter system identification and DPS identification. Nevertheless, the PE condition is normally hard to be satisfied and cannot be verified in advance for the identification of general nonlinear dynamical systems. Recently, a novel method, named deterministic learning, was proposed to identify the dynamics of general nonlinear dynamical systems [23] . It has proved that the partial PE condition can be satisfied along the recurrent orbits by applying the localized RBF networks, where the recurrent orbit represents a large set of periodic, quasiperiodic, almost-periodic, and even chaotic orbits generated from nonlinear dynamical systems (strict definition of the recurrent orbit can be seen in [24] ). With the partial PE condition, the accurate identification of system dynamics can be achieved along the recurrent orbits [25] - [27] .
In our previous work [28] , system dynamics of the FHN model has been identified at a set of finite spatial points. In our other work [29] , a novel system identification method based on deterministic learning and interpolation method had been proposed to identify a one-dimensional DPS. In this work, we will study global identification of FHN model, which means to achieve accurate identification of FHN model on any spatial point, based on the methods proposed in [28] and [29] . System dynamics of the FHN model can be regarded as an infinite-dimensional continuous differentiable function vector since it is described by two coupled PDEs. The infinite-dimensional property makes it hard to identify system dynamics of the FHN model by applying neural networks directly. To overcome the problem, the model reduction is essential for FHN model. Therefore, we first divide the space domain of FHN model into a set of subdomains by a set of spatial grid nodes and approximate the spatial derivatives by employing the method of lines (a special case of the finite difference method). That is, the FHN model is approximated by a set of ODEs. Second, we identify the dynamics of ODEs by employing deterministic leaning theory. The dynamics underlying recurrent orbits of spiral waves corresponding to the grid nodes can be accurately identified and represented as a constant manner. Third, we approximate the FHN model dynamics at any other spatial point by applying interpolation method based on the identification results corresponding to the grid nodes. That is, the global identification of FHN model is achieved, accurate identification of the FHN model at any spatial point can be achieved.
Compared with other studies on identification of FHN model, the features of the proposed method, including: (a) The underlying system dynamics of FHN model is identified globally only based on the system state at a set of spatial grid point via deterministic learning and interpolation; (b) It has important significance in the possible application of the method (e.g., the study of spiral wave in cardiac tissue) as two-dimensional DPS is more common than onedimensional DPS in practice, it may provide new ways for the DPS identification in industry; (c) The obtained knowledge contains complete information on both states and system dynamics of FHN model. Information of system states, structure and parameters of the FHN model is also included; (d) The obtained knowledge is stored by constant RBF networks, which makes it easy to be employed to recognize the similar dynamical behaviors.
The remaining part of this paper is organized as follows. Deterministic learning theory and polynomial interpolation methods will be introduced briefly in Section 2. The proposed method is demonstrated in Section 3. Numerical results are discussed in Section 4. Finally, Section 5 concludes the paper.
II. PRELIMINARY A. DETERMINISTIC LEARNING
Deterministic learning theory is a machine learning method recently proposed for the identification and recognition of temporal patterns [25] . It was principally developed based on the knowledge of RBF networks, adaptive control and system identification. For a temporal pattern, which is defined as a periodic or recurrent orbit generated by nonlinear dynamical systems, the fundamental knowledge of the temporal pattern can be accurate identified and stored as a time-invariant manner [26] , [27] .
Consider the following dynamical system:
where u = [u 1 , . . . , u n ] T ∈ R n is the system state, G(u; p) = [g 1 (u; p), . . . , g n (u; p)] T is a continuous but unknown nonlinear function vector, and p is a constant parameter vector.
In order to accurately model the unknown system dynamics G(u; p) underlying a dynamical pattern ϕ ζ (a recurrent orbit), the following estimator system is applied:
where u i andû i are states of (1) and (2) respectively, d i > 0 is a parameter to be designed, RBF networksŴ 
where σ i > 0 is a small constant parameter, γ i = γ T i > 0. It has proved that for almost any temporal pattern (recurrent orbit) ϕ ζ , the accurate identification of unknown dynamics g i (u; p) along the orbit ϕ ζ can be achieved [25] - [27] and represented as follow: 
B. POLYNOMIAL INTERPOLATION
Interpolation is an essential mathematical tool that plays an important role in scientific and technical calculation. Specifically, it is a vital part of many mathematical algorithms and methods. Polynomial interpolation is one of the most popular interpolation methods since polynomials are easy to construct and evaluate, easy to multiply and sum, easy to integrate and differentiate, and have a variety of properties [30] . In many cases, it is seen that polynomial oscillates varyingly but the function varies smoothly [30] . To overcome this problem, spline function, which is a function of polynomial bits joined together, is considered. The cubic spline interpolation is the most frequently used spline interpolation since it has sufficient flexibility, and the interpolant is continuously differentiable in the interval and has continuous second derivative [31] . The bicubic spline is defined as the product of two one-dimensional cubic splines. It is a usual method that is well-known and extensively applied since it gives more smoother surface than nearest-neighbor or bilinear interpolation method [32] . A two variable cubic spline interpolation of a function f (x, y) is the fitting of a unique series of cubic splines for a given set of data points (x i , y j , f ij ). The points (x, y) at which f (x, y) are known based on the grid points in x − y plane. Remark 1: Though there are many interpolation methods and algorithms in literature, none of these methods is better than all other methods for all issues. There are no criteria to evaluate which interpolation algorithm is superior to all other algorithms [33] . The selection of the interpolation algorithm has to consider multiple factors comprehensively, such as computing consuming, data type and desired accuracy [34] . Since the purpose of the paper is to propose a new method for the global identification of FHN model, the selection of interpolation method is not discussed intensively in this paper.
III. METHODS
Consider the following FHN model:
where u = u(x, y, t) and v = v(x, y, t) are system states, represents the time ratio between u and v, a, b, m are system parameters, ∇ 2 = ∂ ∂x 2 + ∂ ∂y 2 is Laplace operator. Remark 2: There has been a lot of research on the existence of spiral wave solutions of FHN model, their characteristics and behaviors that vary with parameters [35] . It has been shown that for different parameters the spiral waves generated by the FHN model can behave different dynamical behaviors, periodic rotation or quasiperiodic rotation. The spiral wave orbit at any spatial point is recurrent.
Consider
, and evenly subdivide the rectangle into the following (N −1)×(N −1) subrectangles:
with the following (N − 1) × (N − 1) internal grid nodes:
where h x = h y = h = 2L/(N − 1). For simplicity, denote u i,j = u(x i , y j , t), then we can approximate the Laplacian ∇ 2 u at (x i , y j ) by using the method of lines as follow:
Thus, we can approximate the system (6) at the grid node (x i , y j ) as the following system:
where
and p 2 = m represents the parameters of (6) . That is, we transform the infinite-dimensional FHN model described by PDEs into a finite-dimensional dynamical system described by a set of ODEs.
A. LOCAL IDENTIFICATION
In this subsection, the underlying system dynamics of FHN model at the spatial grid nodes will be identified first, which is called ''local identification". We employ the following two dynamical models to identify the system dynamics F 1 (u i,j , v i,j ; p 1 ) and F 2 (u i,j , v i,j ; p 2 ) of the approximation system (8):
,û i,j andv i,j are the estimation of u i,j and v i,j in system (8) respectively, a 1 > 0 and a 2 > 0 are design constants, RBF networksŴ
Remark 3:
Though there is no strict definition of the system dynamics of DPS, it can be regarded as the infinitedimensional continuously differentiable vector function of the infinite-dimensional dynamical system (i.e., the DPS that often described by PDEs or integral equation) [36] . The dynamics of the FHN model (6) (8) and (9), the derivative of the state
are the ideal approximation errors. The following law is employed to updateŴ 1 andŴ 2 :
The following theorem manifests that F 1 (u i,j , v i,j ; p 1 ) and F 2 (u i,j , v i,j ; p 2 ) can be accurately identified along the recurrent orbit at spatial grid nodes (x i , y j ).
Theorem 4: [28] Consider the adaptive system composed of (8), (9) and (11), we have: (i)ũ i,j andṽ i,j converge to a small neighborhood of zero, andŴ 1 andŴ 2 converge to small neighborhoods ofŴ * l andŴ * 2 ; (ii) accurate approximation of F 1 (u i,j , v i,j ; p 1 ) and F 2 (u i,j , v i,j ; p 2 ) can be attained along the recurrent orbit at spatial grid node (x i , y j ).
where 1 e and 2 e are the practical approximation error along the trajectory corresponding to spatial point (x i , y j ).
Remark 5: FHN model is often used for studying spiral waves, which is a representative of the two-dimensional spatiotemporal patterns with recurrent orbit. Under different parameter conditions, different spiral waves can be generated by FHN model, such as rotating spiral wave (periodic orbit), modulated rotating spiral wave (quasiperiodic orbit), meandering spiral wave (chaotic orbit). That is, for any given spatial point (x, y), u(x, y, t) and v(x, y, t) are recurrent in time. Thus, the partial PE condition can be satisfied along the recurrent orbits at spatial grid nodes (x i , y j ) by applying the localized RBF networks, which makes the achievement of local identification of the FHN model.
B. GLOBAL IDENTIFICATION
Based on the local identification of FHN model, in the subsection we will achieve the global identification of FHN model by employed interpolation method. To differentiate the notation from the spatial grid nodes involving in the above subsection, replace the spatial variable U i,j and V i,j in (11) with U (x, y) and V (x, y), where (x, y) is any given spatial point barring the grid nodes (x i , y j ), thus U (x, y, t) and V (x, y, t) can be treated as one-variable function of t. Then (11) can be rewritten as follows:
The following equations can be obtained by solving the partial differential equations (13):
y, t).
To achieve the accurate identification of FHN model globally, the following Lemma and two theorems are first given.
Lemma 6: [37] Let f (x, y) ∈ C (4, 4) [ ], where where s f be the bicubic spline interpolant of f ∈ C (4, 4) [ ], h x = max 0≤i≤n−1 (x i+1 − x i ), h y = max 0≤j≤n −1 (y j+1 − y j ).
Theorem 7:Ŵ 1 (x, y, t),Ŵ 2 (x, y, t), S 1 (U (x, y, t)) and
Proof: Please see the appendix A. Based on the Theorem 4, Theorem 7 and Lemma 6, the following theorem gives the identification method of FHN model system dynamics at any spatial point (x, y) based on the identification results corresponding the grid nodes.
Theorem 8: The dynamics of (6) F I (u, v, p I )(I = 1, 2) can be approximated as the following equation:
where W I C (x, y, T ) is bicubic spline interpolation of W I (x, y, T ), S 1 C (x, y, T ) and S 2 C (x, y, T ) are bicubic spline interpolation of S 1 (U (x, y, T )) and S 2 (V (x, y, T )), where I is the ideal approximation error of F I (u, v, p I ) by employing RBF network, which can be made arbitrarily small. Proof: Please see the appendix B. Remark 9: It can be seen from (17) that the approximation errors strongly depend on the mesh spacing h. The approximation errors N 1 (x), N 2 (x) are in proportion to h 4 under given parameters σ, and C, the smaller h the smaller N 1 (x), N 2 (x). In practice, the determination of h needs to take into account various factors comprehensively, such as accuracy requirement, system formation, and even computing resources.
IV. SIMULATION RESULTS
To demonstrate the feasibility and effectiveness of the proposed method, simulation results on spiral waves with periodic and chaotic dynamics will be presented in the section. The FHN model (6) will be first solved by using finite difference method and explicit Euler method. Eq. (7) is used to approximate the Laplacian ∇ 2 u. The reaction time terms VOLUME 7, 2019 are stepped with the following algorithm:
where dt = t k+1 − t k is the time step.
The FHN equation (6) The rectangle is evenly subdivided into (N −1)×(N −1) subrectangles:
Using the deterministic learning, F 1 (u i,j , v i,j ; p) and F 2 (u i,j , v i,j ; p) can be accurately identified and represented as Figure 2 shows the identification results of F 1 (u, v; p 1 ) and F 2 (u, v; p 2 ) at the spatial grid point (x 26 , y 26 ) by using deterministic learning as an example, where E 1 = F 1 (u 26, 26 
3) and (23.7, −20.7) corresponding to h = 0.4, h = 0.5, and h = 0.6 are given in Figure 5 . It can be seen that the smaller mesh spacing h, the smaller the approximation error N 1 (x), N 2 (x). In other words, the smaller h, the higher accuracy of approximation of the proposed method.
For spiral waves with chaotic orbit, the accurately identification of FHN model can also be achieved. Spiral waves with chaotic behavior can be generated from FHN model (6) under the following parameter conditions:
The chaotic orbit of spiral waves at spatial grid node (x 20 , y 50 ) is shown in Fig. (III-B) as an example. The identification results of F 1 (u, v; p 1 ) and F 2 (u, v; p 2 ) at spatial grid node (x 40 , y 40 ) by using deterministic learning are shown in Figure 7 , where E 1 = F 1 (u 40 The accurate approximation of F 1 (u, v; p 1 ) and F 2 (u, v; p 2 ) at spatial points (11.7, 11.7) and (23.7, 23.4) using FIGURE 8. The approximation of F 1 (u, v ; p 1 ) and F 2 (u, v ; p 2 ) with chaotic u(x, y , t ) and v (x, y , t ) at spatial point (11.7, 11.7).
FIGURE 9.
The approximation of F 1 (u, v ; p 1 ) and F 2 (u, v ; p 2 ) with chaotic u(x, y , t ) and v (x, y , t ) at spatial point (23.7, 23.4). bicubic spline interpolation based onW T 1 S 1 (U i,j ) and
) are shown in shown as examples in Figures 8, and 9 corresponding to h = 0.6, respectively. These indicate that F I (u, v; p I )(I = 1, 2) with chaotic orbit of u(x, y, t) and v(x, y, t) can also be accurately identified by using the proposed method. The comparisons of F(u, v) L 1 at spatial points (11.7, 11.7) and (23.7, 23.4) corresponding to h = 0.4, 0.5, 0.6 are shown in Figure 10 . It can be seen the smaller mesh spacing h, the smaller approximation error, which is consistent with the influence of h on approximation error for periodic orbit.
V. CONCLUSION
In this study, a novel method via deterministic learning and interpolation is proposed for identifying FHN model dynamics. It extends the method proposed in [29] from one-dimensional DPS to a two-dimensional DPS with coupled variables, and achieves the global identification of the FHN model based on system states at a set of spatial points. It also provides a new idea for the identification of other actual DPS. It is a significant advancement from the viewpoint of the possible application of the method in the identification of actual DPS (e.g., the studies of spiral wave in cardiac tissue). The system dynamics at spatial grid nodes are first accurately modeled by employing deterministic learning. Then the system dynamics at any other spatial point is approximated based on the identification results corresponding to the spatial grid nodes. That is, global identification of the FHN model dynamics is achieved. The effectiveness and feasibility of the proposed method are demonstrated theoretically and numerically, which involves reselecting the interpolation method and correspondingly both theoretical derivation and computer algorithm have to be redesigned due to the FHN model is composed of two coupled PDEs. Different from existing methods in literature, the identification results contain more information than system structure and parameters of the FHN model. In addition, the identification result can be represented and stored as a constant manner, which makes it easy to be employed to recognize the similar dynamical behaviors. The proposed method can also provide some new thought in practical application, such as study of spiral wave in cardiac tissue. Future work will be focused on the following two aspects: (a) how to extend the method to other high-dimensional DPS; (b) how to improve the approximation performance through the appropriate selection of dimensionality reduction method and interpolation algorithm.
APPENDIX A
In the appendix, we give the proof of Theorem 7.
Proof: From (14), it can be seen that is unbounded in , then for ∀M 1,0 > 0, without loss of generality,
then we have
According to Theorem 4, for (
It contradicts with (20) . Thus,
is bounded in
Assume that
is unbounded in , then for
Similarly, It contradicts with Theorem 4 thatũ i,j converges to a small neighborhood of zero. Hence,
is bounded.
In the same way, we can prove that
and
It contradicts with the boundness of
Assume that ∂ 2+lũ (x,y,t) ∂x 2 ∂y l is unbounded in , without loss of generality, there ∃(x , y ) ∈ , such that
Similarly, the boundness of
∂x k ∂y l (k = 3, 4) can also be proofed.
In summary,
In the same way, it can be proofed that
ii) Next, we prove the continuity of
∂x k ∂y l . From the above analysis, it can be proved that
is also bounded in , that is there exists M k+1,l+1
That is,
Similarity, the continuity of
can also be proofed.
iii) The continuity of
In the same way, there exists a constant S k,l In the appendix, we give the proof of Theorem 8. Proof: By Theorem 4, it can be seen that the dynamics F 1 (u, v; p) can be accurately modeled by using deterministic learning and expressed as follow: 
where T is a time point to confirm W 1 (x, y, t) convergence, 
By (14), (30) and (31), 
Similarly, it can be proved that W 2 C (x, y, T )S 2 C (x, y, T ) converges uniformly to W 2 (x, y, T )S 2 (V (x, y, T )) as h = max{h x , h y } → 0, and 
