Hub and spoke networks are used to switch and transfer commodities between terminal nodes in distribution systems at minimum cost and/or time. The p-hub center allocation problem is to minimize maximum travel time in networks by locating p hubs from a set of candidate hub locations and allocating demand and supply nodes to hubs. The capacities of the hubs are given. In previous studies, authors usually considered only quantitative parameters such as cost and time to find the optimum location. But it seems not to be sufficient and often the critical role of qualitative parameters like quality of service, zone traffic, environmental issues, capability for development in the future and etc. that are critical for decision makers (DMs), have not been incorporated into models. In many real world situations qualitative parameters are as much important as quantitative ones. We present a hybrid approach to the p-hub center problem in which the location of hub facilities is determined by both parameters simultaneously. Dealing with qualitative and uncertain data, Fuzzy systems are used to cope with these conditions and they are used as the basis of this work. We use fuzzy VIKOR to model a hybrid solution to the hub location problem. Results are used by a genetic algorithm solution to successfully solve a number of problem instances. Furthermore, this method can be used to take into account more desired quantitative variables other than cost and time, like future market and potential customers easily.
Introduction
Hub and spoke networks are widely used in transportation systems like cargo delivery systems [1] and passengers [2] , postal delivery systems and computer networks. The main idea of hub networks is to route commodities (e.g., goods or passengers) between origin and destination nodes via special facilities (called hubs) instead of connecting a direct link for every origin-destination (O-D) route. This reduces costs and enhances the efficiency of the network. In fact, the function of these facilities is to collect, switch, sort and transfer commodities. Each terminal node can be connected to one hub or several hubs. The former is called the single allocation scheme and the latter is a multiple allocation scheme, both could be found in the work of Campbell et al. [3] (see Fig. 1 ). Another classification is based on if there are capacity constraints on the amount of traffic that can be routed via each arc or hub or on both of them. It is often assumed that the graph between hub nodes is complete and here we have the same assumption. A general survey on the state of the art issues of hub location problems is available in [4] . Drezner and Hamacher [5] presented a framework for the classifications of hub location problems that we used in Table 3 . According to their classification, this paper deals with p-hub/D/SA, cap, qul/minimax t problem. In this pattern, the first section, p-hub means the problem is in the p-hub class and that the number of located hubs is predetermined-being exactly p. In the second part, D indicates that the feasible location of hubs is discrete space and they are located on given nodes. Other characteristics of the problem and constraints are included in the third section. Here SA stands for single allocation and cap and qul respectively denote capacitated situation and qualitative variables. Last section introduces the objective function of the problem. The aim is to minimize the maximum travel time between any O-D pair. This objective function is useful for time sensitive services and transportation networks such as express mail services in which one can ensure a maximum time to deliver letters from anywhere to any destination. Table 1 outlines the principal characteristics of some recent research in hub location problems and shows their difference. In the first column s and m represents single or multiple allocation. In the last column C, T and Q represent cost, time and qualitative variables respectively.
Taghipourian et al. [17] presented a fuzzy dynamic model considering a group of facilities as virtual hubs for backup in case the main hubs fail to operate. Correia et al. [18] added a new decision variable for hub capacities that meets balancing requirements. As can be seen from Table 1 , the main concern in previous works is to minimize time or cost or both. There is a lack of attention to qualitative parameters for deciding on the location of hubs and allocating terminal nodes to them. In many real world situations, however, there are other aspects that Decision Makers (DMs) need to have included in the model to ensure the quality of the selected location like quality of service at hubs, environmental issues, infrastructures, existing facilities and equipments, capability for future developments, potential market share and customers, risk level, size of the hub, availability and many other factors. In addition to the minimization of cost and time, there is a lack of systematic methods to satisfy the needs of DMs. Kuo and Liang [23] discussed the importance of service quality in airports and presented an MCDM model for evaluation. Chu [15] studied importance of qualitative variables in real-world problems and presented a fuzzy MCDM model for marine transportation in southeastern Asia. Chen et al. [24] surveyed environmental risks for international hub airports. Farahani et al. [25] reviewed multi-criteria approaches to different facility location problems Here we first modify the work of Bashiri and Mirzaei [6] which used a method based on fuzzy TOPSIS (Technique for Order Performance by Similarity to Ideal Solution) to take into account the role of qualitative parameters besides the quantitative ones, and here we aim to strengthen the previous work and also present a heuristic solution to the problem. The TOPSIS method calculates the closeness criterion (CC) based on two reference points that is the ''shortest distance'' from the ideal solution and the ''farthest distance'' from the negative-ideal. One drawback of this paper is that although two reference points are used, the relative importance of distances from these points is ignored. In contrast, the VIKOR method ranks the alternatives based on the index which is calculated by the particular measure of ''closeness'' to the ideal solution. Also these two Multi Attribute Decision Making (MADM) methods use different ways to normalize the decision matrix and eliminate the units of criterion functions. The VIKOR method uses linear normalization and the TOPSIS method uses vector normalization. The former results in the normalized value to be independent from evaluation unit of a criterion function, whereas the latter may depend on the evaluation unit. Opricovic and Tzeng [26] showed by comparative analysis that these two different normalizations make different aggregating functions for ranking. We present an innovative hybrid method based on fuzzy VIKOR to overcome the foregoing drawback and make a more reliable method. The other main contribution of this research is to present a heuristic solution based on genetic algorithms to solve the p-hub/D/SA, cap, qul//minimax t which according to Campbell et al. [3] is an NP-complete problem and cannot be solved on a large scale in polynomial time.
To solve this problem we make the following assumptions:
The objective function is Minimax. The model involves time and qualitative criteria to potentially achieve the optimum solution. The solution space is discrete and finite. The set of candidate hub locations is known (set H) and there are N terminal nodes to allocate to selected hubs. Travel time between nodes and the capacity of hubs are given.
There are a group of decision makers (set D).
In an established network all of the hub nodes are connected to each other. Each non-hub node is connected to exactly one hub.
To travel between two non-hub nodes, one or two hubs have to be passed, i.e. the direct connection between non-hub nodes is not allowed. The capacities of the hub nodes are known.
Proposed method
In this method, DMs deal with a set of nodes (set H with m members) that are candidates for opening hub facilities. These alternatives are denoted as h 1 , h 2 ...h i ..., h m that we want to select p alternative from them to establish hub facilities. It means a solution correspond to p members from set H. DMs also introduce a set of criteria which are important in their decision making process denoted by set J (j =1,2,..., n) and the rating of the jth aspect is denoted by f ij , which represents jth criterion function for the alternative h i . Here values of f ij are determined by DMs in linguistic terms as shown in Table 2 in Section 2.1, because the information of those locations is not crisp, thus we have to apply fuzzy set theory. Fig. 2 shows the three main steps in the proposed method. In the first step, fuzzy VIKOR algorithm uses several steps to rank candidate hub locations with respect to qualitative attributes that influence the benefit of the network. The results of the fuzzy VIKOR algorithm are used as the input of mathematical model in next step together with transfer time parameters, which is presented in Section 2.2. The last step includes a GA heuristic solution to the model and numerical illustration which will discussed in Section 2.3 and 3.
Fuzzy VIKOR method
The VIKOR method was introduced by Opricovic in 1998 for multicriteria optimization of complex systems [26] . It is one of the recent decision making techniques for obtaining a compromise solution for a problem with conflicting criteria and is widely used in the literature. According to Opricovic [27] the compromise solution is ''a feasible solution, which is the closest to the ideal, and a compromise means an agreement established by mutual concessions.'' VIKOR introduces the multicriteria ranking index based on the particular measure of ''closeness'' to the ''ideal'' solution F ⁄ . We propose fuzzy VIKOR based on fuzzy set theory to deal with the uncertainty and doubt that DMs face when describing criteria for hub locations. Chen and Wang [28] applied fuzzy VIKOR to select outsourcing vendors. These criteria are expressed in linguistic terms and the method is very suitable even if we have more than one DM and have to solve the problem using group decision-making under a fuzzy environment. We use triangular fuzzy numbers to express value of criteria for each alternative as a triple e A ¼ða 1 ; a 2 ; a 3 Þ of crisp numbers a 1 < a 2 < a 3 . The membership function of fuzzy number e A is given by:
; a 2 6 x 6 a 3 ;
0; x > a 3 : 
* The work applies a new methodology called SiGMA on p-hub problem and no new mathematical formulation is presented.
Linguistic scales for the importance weights of criteria are shown in Table 2 . Fig. 3 shows two fuzzy numbers. Basic operators on these two fuzzy numbers are as follows [29] : The following is a systematic procedure to obtain a fuzzy VIKOR ranking index:
Step 1. Gather the fuzzy multi-criteria group decision-making information for the hub location problem for the decision matrix g DM, consisting of a value of each criterion for each hub and weight vector f W , from K DMs as: where m is the number of candidate hub locations, n is the number of criteria that DMs introduce,f ij ; 8i ¼ 1; 2; ...; m; 8j ¼ 1; 2; ...; n is a linguistic variable and denotes the rating of hub i with respect to criterion j andw j ; j ¼ 1; 2; ...; n is also a linguistic variable and denotes the weight of criterion j. These linguistic variables can be described by triangular fuzzy numbers,f ij ¼ða ij ; b ij ; c ij Þ andw j ¼ðw j1 ; w j2 ; w j3 Þ.
Step 2. Integrate the k preferences of DMs gathered in Step 1 for the fuzzy DM matrix and weight as:
...; n and 8i ¼ 1; 2; ...; m:
Step 3. Now having the integrated data in g DM and f W , calculate the fuzzy best valuef 
Ranking of the candidate hub locations, based on qualitative attributes using fuzzy VIKOR algorithm Mathematical modeling regarding indices from previous step and the transfer times Solving the problem by the proposed genetic algorithm Fig. 2 . The main steps of this method.
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If the jth function represents a cost: ð8Þ 
The normalized values in the VIKOR method, as used in Eq. (9), does not depend on the evaluation unit of a criterion function.
Step 5. Obtain values e Q i for each hub as:
where v is the weight for the strategy of maximum group utility and 1 À v is the weight of the individual regret, usually v = 0.5 and
...; n:
Step 6. Defuzzify the triangular fuzzy numbers e Q i ; e R i and e S i into crisp values S i ,R i and Q i using the weighted average method according to equation (12) . This method is computationally faster and easier and gives moderately accurate result. Rank the alternative hubs in three separate lists, sorting by each values S, R and Q in increasing order. The smaller the Q i , the better the alternative. 
where h (2) is the second hub in the ranking list by Q and DQ = 1/(m À 1). (b) The acceptance stability in decision making is obtained so that h (1) also must be the best ranked by S and/or R. This compromise solution is stable within a decision making process, which could be the strategy of maximum group utility (when v > 0.5 is needed), or ''by consensus'' v % 0.5, or ''with veto'' (v < 0.5). Here, v is the weight of the decision making strategy of maximum group utility. We iteratively repeat Step 7 until finally we have p hubs selected. If one of the conditions is not satisfied, then a set of compromise solutions is proposed, which consists of alternatives h (1) and h (2) if only condition (a) is satisfied; or hubs h (1) , h
, ..., h (M) if condition (a) is not satisfied; and h (M) is determined by the relation Q(h
)<DQ for maximum M. Q i is used in mathematical formulation as described in Section 2.2.
Mathematical formulation
We consider the capacity restriction on the volume of traffic entering a hub via collected goods. The aim is to locate p hubs from a set H and allocate non-hub nodes to them to minimize the longest travel time in any O-D route. The notations used in the model are as follows:
X ik
A binary variable that equals 1 if node i is allocated to hub k and 0 otherwise y k A binary variable that equals 1 if a hub is established at node k and 0 otherwise t ik Transfer time for commodity to travel from node i to hub k t km Transfer time for commodity to travel from hub k to hub m a Discount factor for trips between two hub nodes N The set of terminal nodes O i Total commodity to be transferred from node i C k Capacity restriction on hub k Q k Ranking index from fuzzy VIKOR e Q Average value of Q k and c
Restrain factor
It should be denoted that both t ik and t km are needed because each of them belong to a different matrix, respectively for nodes in sets N and H. The formulation for the capacitated p-hub center single allocation problem is as follows:
X ik 2f0; 1g; 8i 2 N; k 2 H; y k 2f0; 1g; 8k 2 H:
Q i amplifies the probability of selecting good quality nodes as hubs. Adding this factor compensates inordinate travel time from non-hub nodes to a qualitatively good hub. Since 0 6 Q i 6 1 we modify the values 0 and 1 by either adding or subtracting a small value e. Here e = 0.05. In the modified formulation the factor c has the role of lever to restrain the effect of qualitative and quantitative parameters and prevents the coefficients to have a great influence on the solution. It is determined by the DMs, here c =1. b Q and the square root function also help to restrain the effect of Q i . Constraint (14) ensures that every node is assigned to exactly one hub. Constraints (15)- (17) assure that the numbers of opened hubs are exactly p and non-hub nodes will be allocated to them. Constraint (18) sets the total flow into hub k via collection less than its maximum capacity.
Here we also present another formulation based on O'Kelly minimizing the total cost in the network with integrated qualitative factors. Let w ik be the flow between node i and j and c ik be the transportation cost from node i to j.
In this objective function, the first and second part calculate distribution and collection costs respectively, the third part calculates transportation between hubs and the last part is fixed cost for establishing hub nodes. The cost function is not our main topic and we'll focus is on the time function in next sections. As mentioned in introduction, it is useful in a variety of real-world situations like express postal delivery, emergency services, Healthcare, public facilities ant etc.
Genetic algorithm heuristic solution

Literature review on solution methods
There are quite a few papers on applying heuristics and metaheuristics methods to location optimization problems. Many researchers have worked on hub location as a major class of these problems. Table 2 presents a brief review of these heuristic approaches.
Developing a Genetic Algorithm (GA) solution
Genetic algorithms were developed by John Holland in 1975 [34] and have their origins in the mechanisms of evolution and natural selection. They have been used to solve many hard problems in recent literature. Dealing with the presented Integer Non-Leaner Programming (INLP) model as a hard problem, it is necessary to use metaheuristic methods to obtain good solutions in reasonable amount of time. Genetic algorithms are widely used with binary encodings for several reasons. Holland and his students developed it with such encodings in the first place and since decision variables of the present problem are binary, GA is a good heuristic method for it. GAs use a population of chromosomes to find near optimum solutions where chromosomes represent solutions. Starting from an initial population of individuals, the algorithms evolve generations of offspring. Each chromosome consists of numerous bits and a group of bits form a gene that represents a variable.
Encoding, initialization of population
Kratica et al. [32] presented two methods using GAs to solve the p-hub/D/SA//min P c problem, namely GAHUB1 and GA-HUB2. In GAHUB1, the structure of each individual is divided into two segments. First, a string of p genes that takes values from the set {0, 1, 2, ..., nÀ1} to represent the indices of open hub nodes, where n is the total number of hub and non-hub nodes. The second is a string of nÀp genes, each of which contains a number r between 0 and pÀ1. This means the node is allocated to hub r. Encoding using GAHUB2, each individual contains n genes referring to n nodes. If a node is selected to open a hub, the first bit in the corresponding gene will take a 1 and 0 otherwise. We use a new encoding to the CpHCA problem in which each individual consists of |N| genes corresponding to terminal nodes. Each gene consists of |H| bits and a string have |N| Â |H| bits altogether. Each bit refers to an arc in the hub and spoke network and will take a 1 if there is an arc between the terminal node i and hub k. For simplicity we define a chromosome virtually as an |N| Â |H| array for which, due to constraint (3), all the bits in each row are zero other than one. For example with |H| = 2 and |N| = 3, the string 10|10|01 means the terminal nodes 1 and 2 are allocated to hub 1 and terminal node 3 is allocated to hub 2. Fig. 5 illustrates 3 chromosomes for a |5| Â |3| problem.
The notations used in the method are as follows:
nch the number of chromosomes ch i the ith chromosome Sr the survival rate for chromosomes from the current generation to the next N the set of terminal nodes rep the number of replication of algorithm (generations) and € the mutation rate A random number generator (RNG) is used to initialize the algorithm. To create a feasible initial solution, firstly chromosomes are created by the RNG and then verified against constraints (3)- (7). Only valid individuals will be accepted. This procedure will continue till nch valid chromosomes are generated.
Selection and crossover function
Crossover is the basic operator to combine two individuals in GAs. The objective of the crossover operator is to create offspring by combining good qualities of two or more parents in order to achieve better quality results. Nonetheless, due to the inherent property of randomization in metaheuristics, it is not necessarily the case that the offspring will have better qualities than parent at all times. We use one-cut-point crossover operator to create offspring from parents. The probability of selecting solutions to enter the mating pool is directly related to their ranked fitness values (i.e., fitter solutions receive higher ranks).
A brief outline of the GA scheme we developed is described by the following steps:
Recall the ranking index from the fuzzy VIKOR Read the data {the travel time, flow matrices and GA parameters} Initialize chromosome population by RNG While (convergence is not achieved) Calculate Ch-fitness Calculate g-best {remembers the global best of all iterations.} Sort Ch-fitness Select the best fitness values For c =1:crossover rate Mate individuals Select random individuals and apply the mutation operation Select nch random individuals from pool End for End while Report g-best During crossover we need a repair procedure to prevent generating spurious offspring. Once offspring inherit the first section from the parents as illustrated in Fig. 6 , we proceed to the following steps to complete the one cutpoint crossover. For the second section, first we count the number of opened hubs in each child. If it equals p we only copy rows from the other parent that have the hub in one of the currently opened hubs.
For the other rows we copy a random row from the first parent to the child chromosome. This procedure is like multi cutpoint crossover to some extent. If the number of opened hubs in the first section is less than p we will copy the rows from the other parent until the number of opened hubs equals p. Then we proceed like the previous state. Only chromosomes with p hubs are accepted for the next generation.
Numerical examples
For a better understanding of the proposed method, we present two numerical examples. The first example demonstrates the fuzzy VIKOR method and the second one is a problem based on the AP (Australian Post) data set which will be solved by the GA. The results are compared with exact solutions obtained with general MIP solvers. All the tests are carried out on an Intel core2Duo T7500 2.20 GHz machine with 2 GB RAM. The algorithm was coded in C programming language. Example 1. Suppose there is a group of two decision makers D 1 and D 2 to decide on the ranking of three candidate hub locations and they introduce four criteria as C 1 -quality of service, C 2 -zone traffic, C 3 -environmental issues and C 4 -capability for future development. The importance weight of each criterion and the rating of alternatives are given in Tables  4 and 5 to complete step 1. According to Table 2 , the linguistic term are transformed to triangular fuzzy numbers and using equations (1)-(6) the aggregate fuzzy weights and fuzzy normalized decision matrix are calculated as step 2. The results are shown in Tables 6 and 7 . In step 3, the Fuzzy best value (FBV) and fuzzy worst value (FWV) are calculated using (7) and (8) and shown in Table 8 . According to steps 4 and 5 calculate S, R and Q using equations (9)-(11) (see Table 9 ). In step 6 defuzzify fuzzy values in Table 9 using (12) and rank the alternatives in the three lists (Table 10 ). Finally the results of ranking alternatives as described in step 7 are presented in Table 11 . Using (13) we have DQ = 0.5. Finally in step 7 the ranking is H 1 , H 2 and H 3 . As it is predictable, the deficit in criterion 3 for H 1 does not result in outranking of other candidates because of the cheap weight for C 1 . Opened hubs are shown under the ''hubs'' column. The optimal solution is given in the Opt column which is previously known using MIP solvers. ''Optimal'' is replaced whenever the algorithm received the optimal solution. The GA-best column is the best result of all 25 runs and GA-mean is the average of all results. Gen-count shows the average number of generations that the algorithm ran. The average time is given under the Time column. Two types of gap are calculated to compare the results to the optimal solution. The difference between the best solution in 25 executions and the optimal solution is given in the Gap (%) column. Avrg-gap is another index for solution quality and is calculated as Avrg gap ¼ The importance weight of each criterion.
VH M Table 5 The rating of each alternative under each criterion. Table 6 The aggregate fuzzy weight of criteria. For small problems (like 3 Â 5) the algorithm works almost as an exact solution technique and gains the optimum in every run in a negligible amount of time compared to MIP solvers like CPLEX. For medium size ones there is a some answers that have a little deviance from optimum with a little gap but optimum is found in all instances. The standard deviations are acceptable. A major advantage of this heuristic is the small amount of time that it takes to find its solutions.
Note that the value of the objective function does not represent the travel time for the maximum trip. To find the real time the qualitative parameters have to be eliminated from the model and the objective function recalculated. Also we remark that opening the same hubs in two instances does not mean the allocation of non-hub nodes is similar and their chromosomes are different. We also ran the algorithm on some larger problem instances 5 Â 25 and 6 Â 25. Since there are no data on the optimum solution costs for large instances and MIP solvers cannot solve them, we used the minimum solution found in the 25 run as the optimum to calculate Avrg-gap and r. There is a growth in gap and variance from the best solution but it makes sense as a fair solution is gained in a reasonable time. Due to satisfying records in Table 12 it is not unlikely that the best solution is near optimum. Note that for last problem nch = 300 and rep = 300. A 6 Â 25 instance is a very large problem in this case that almost no exact solution can be found for it.
Conclusions
In this paper we presented a GA based heuristic to solve the capacitated p-hub center problem which is an NP-hard problem. A hybrid approach is used to the problem which considers both qualitative and quantitative parameters for the hub location problem. The results are satisfying for the AP data set compared to the exact solution as they have a small percentage gap and variance of gap. As shown in Table 12 , our heuristic GA achieved the optimum solution for all instances in 25 runs and in some instances every single run lead to optimal solution. In other instances the average gap between GA heuristic and optimum is reasonable.
This model can be used in different versions of the problem like multiple allocation or multiple objective in which DMs are interested in optimizing two conflicting objectives like cost and time. But the main development can be on the new mating and mutation methods to reduce standard deviation and algorithms that reduce the solution time. Researchers also can work on other metaheuristics like ant colony optimization and particle swarm optimization to the problem.
