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It is shown that Suzuki—Ree groups can be easily defined by means of com-
paring two fundamental representations of the ambient Chevalley group in char-
acteristic 2 or 3. This eliminates the distinction between the Suzuki—Ree groups
over perfect and imperfect fields and gives a natural definition for the analogues
of such groups over commutative rings. As an application of the same idea, we
explicitly construct a pair of polynomial maps between the groups of types Bn
and Cn in characteristic 2 that compose to the Frobenius endomorphism. This,
in turn, provides a simple definition for the Tits mixed groups over rings.
The classical definition of Suzuki—Ree groups over a perfect field [Tit60] uses the exis-
tence of the exceptional root length changing automorphism of the Chevalley group of type
C2, G2 or F4 and the endomorphism of the base field that squares to Frobenius. Over a
ring, the former is only defined for the elementary subgroup, while the latter need not be
invertible. Below we give a new definition for Suzuki—Ree groups that incorporates the
case of imperfect fields [Tit62, II.10] and works for commutative rings.
Let Φ be a root system of type C2, G2 or F4, and let σ be a mapping induced by the
symmetry of its Dynkin diagram. Consider the fundamental weights λ and µ corresponding
to the terminal nodes of the Dynkin diagram, the latter are permuted by σ. Assume that λ
is the highest weights of the minimal representation of G(Φ), then µ is the highest weight of
the adjoint representation in case Φ = G2,F4 and of the unique short-roots representation
in case Φ = C2 (Table 1). It so happens that in characteristic 2 (for C2 and F4) or 3 (for
G2) the dimension of the irreducible highest weight representation V (µ) drops and becomes
equal dimV (λ).
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Φ p roots numbering λ µ V (λ)Z V (µ)Z
C2 2 $1 $2 minimal, 4-dim short-roots, 5-dim
G2 3 $1 $2 minimal, 7-dim adjoint, 14-dim
F4 2 $4 $1 minimal, 26-dim adjoint, 52-dim
Table 1: Weights and representations
In what follows a subscript p will denote the restriction to characteristic p. Thus Gp
means the affine group scheme over Fp obtained in a natural way from a Z-scheme G, and
V (λ)p denotes the Gp-module obtained from G-module V (λ)Z. The module V (λ)p might
not be irreducible, so we will denote by V (λ) the irreducible Gp-module with the highest
weight λ.
To see that dimV (λ) = dimV (µ) < dimV (µ)p, let us construct V (µ) explicitly as a
submodule or a quotient of V (µ)p. This amounts to finding the unique maximal proper
Gp-invariant submodule of V (µ)p.
If Φ = C2, the required G(C2)2-invariant submodule of V ($2)2 = 〈e1, e2, e0, e−2, e−1〉 is
the symplectic subspace 〈e1, e2, e−2, e−1〉 of codimension 1.
If Φ = G2,F4, the short-roots Chevalley generators {eα | α ∈ Φ<} together with {hi |
αi ∈ Π<} generate an ideal s of g(Φ)p, which is the subrepresentation of V (µ)p. Note that
dim s = dimV (µ)Z − dimV (λ)Z.
Let now R be a commutative ring of characteristic p and let τ be a Tits endomorphism
on R, that is, τ2 = ϕ, the Frobenius endomorphism. τ induces a mapping on every free
R-module, in particular, on V (λ)R and V (µ)R. We identify these two R-modules by means
of choice of basises (note that the weights of both representations are isomorphic as posets,
see Figure 1). For an element g ∈ G(Φ, R) we will denote by gν the corresponding operator
on V (ν)R.
We define Suzuki—Ree groups as
σG(Φ, R, τ) = {g ∈ G(Φ, R) | τgλ = gµτ}.
This set is obviously closed under multiplication. To show that it is closed under tak-
ing inverses consider the equality τ = g−1µ gµτ , rewrite the right-hand side as g−1µ τgλ and
multiply both sides by g−1λ from the right. Define
U = σU(Φ, R, τ) = U(Φ, R) ∩ σG(Φ, R, τ),
H = σH(Φ, R, τ) = H(Φ, R) ∩ σG(Φ, R, τ),
B = σB(Φ, R, τ) = B(Φ, R) ∩ σG(Φ, R, τ) = HU,
N = σN(Φ, R, τ) = N(Φ, R) ∩ σG(Φ, R, τ).
Lemma 1. If F is a field, Suzuki—Ree group admits Bruhat decomposition
σG(Φ, F, τ) = UNU.
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Figure 1: Weight diagrams of the adjoint representations of G2 and F4 (in the latter only
the positive part is shown), see [PSV98] for details. The crossed out vertices
correspond to the basis of s and are quotiented out. The vertices shown in black
and joined by the bold edges survive and form the weight diagram of the minimal
representation.
Proof. For an element g ∈ σG(Φ, F, τ) let g = uhwv be its restricted Bruhat decomposition
in G(Φ, F ), that is, u ∈ U(Φ, F ), h ∈ H(Φ, F ), w ∈ N(Φ,F2), v ∈ U(Φ, F ) ∩ wU−(Φ, F ).
Then τuλhλwλvλ = uµhµwµvµτ . Rewrite this as
τuλhλwλ = uµhµwµvµτv
−1
λ
and note that for any (uni-)triangular matrix u there exists a (uni-)triangular matrix u′
such that τu = u′τ (namely, u′ is obtained from u by the element-wise application of τ).
u′h′τwλ = uµhµwµvµv′τ, and hence τwλ = h′′u′′uµhµwµvµv′τ.
Everything is Fp-linear, the operator in the left-hand side acts naturally on V (λ,Fp), an
Fp-submodule of V (λ), and so the same applies to the one in the right-hand side. Moreover,
in this action τ can be discarded, for τ |Fp = id. Thus both operators wλ = h′′u′′uµhµwµvµv′
are written in terms of their restricted Bruhat decompositions in G(Φ, F ), which is unique,
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and thus wλ = wµ, u′′uµ = vµv′ = h′′hµ = 1. Restoring uλ, hλ and vλ from u′′, h′′ and v′,
one sees that g = uhwv is the Bruhat decomposition in σG(Φ, F, τ).
1 Suzuki group, the case Φ = C2.
It is easy to check that
xγ(ξ)µ =
{
xσ(γ)(ξ), if γ is long,
xσ(γ)(ξ
2), if γ is short.
One can now describe the structure of U by comparing for u =
∏
γ∈C+2 xγ(ξγ) ∈ U the
action of τuλ and uµτ on eν , where ν is the lowest weight, and solving for ξγ . Namely,
σU(C2, R, τ) 3 u = x+(a, b) = xα(a)xβ(aτ )xα+β(b)x2α+β(aτ+2 + bτ ),
x+(a, b)λ =

1 a b+ aτ+1 ab+ bτ + aτ+2
1 aτ b
1 a
1
 .
Recall that an element of the torus H(C2, R) is of the form h = hα(ε1)hβ(ε2), where
hγ(ε) = wγ(ε)wγ(−1), wγ(ε) = xγ(ε)x−γ(−ε−1)xγ(ε).
Thus hλ = diag(ε1, ε2/ε1, ε1/ε2, 1/ε1) and hµ = diag(ε2, ε21/ε2, ε2/ε21, 1/ε2), and so h ∈ H
if ε2 = ετ1 and h is of the form h(ε)λ = diag(ε, ετ−1, ε1−τ , ε−1).
Note the following relations:
x+(a, b)x+(c, d) = x+(a+ c, b+ d+ a
τ c),
h(ε)x+(a, b) = x+(ε
2−τa, ετ b),
[h(ε), x+(0, b)] = x+(0, b+ ε
τ b),
[h(ε), x+(a, 0)] = x+(a+ ε
2−τ , aτ+1(ε2τ−2 + 1)).
The torus normalizer N equals H ∪ ŵ0H, where ŵ0 = antidiag(1, 1, 1, 1). Note that
ŵ0h(ε) = x−(0, ε)x+(ε
1−τ ,0),
and so over a field F it follows from Bruhat decomposition that σG(C2, F, τ) = 〈U,U−〉.
Here
U− = ŵ0U = {x−(a, b) | a, b ∈ R}, x−(a, b) = ŵ0x+(a, b).
If F 6= F2, the Suzuki group σG(C2, F, τ) is perfect. Indeed, for ε ∈ F \ {0, 1} one has
[h(ε), x+(0, b/(ε
τ + 1))] = x+(0, b),
[h(ε), x+(a/(ε
2−τ + 1), 0)] = x+(a, a1+τ/(ε2−τ + 1)).
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2 Small Ree group, the case Φ = G2.
In this case one has to fix the signs of the structure constants appropriately in order to
obtain a nice description for σU(G2, R, τ). We construct the Lie algebra and Chevalley
group of type G2 in their 7-dimensional representation as simultaneously preserving certain
symmetric bilinear and alternating trilinear forms, defined as follows.
Fix a basis ei, i = 1, 2, 3, 0,−3,−2,−1 of V , then let B be a bilinear form with Gram
matrix Be = antidiag(1, 1, 1, 2, 1, 1, 1). Define T to be the unique alternating trilinear form
such that T (ei, ej , ek) = 1 if (i, j, k) is one of (0, 1,−1), (0,−2, 2), (0,−3, 3), (1,−2,−3)
or (−1, 3, 2) and 0 if (i, j, k) is not the permutation of one of the triples above. Note that
this description differs from the classical and more symmetric formula for the Dickson form
[Asc87], [Asc88, section 5], but suits better for our purposes.
Now we define the G2 Lie algebra and Chevalley group as
g(G2) =
{
g ∈ gl7
∣∣∣∣∣ ∀u, v, w ∈ V B(gu, v) +B(u, gv) = 0,T (gu, v, w) + T (u, gv, w) + T (u, v, gw) = 0
}
,
G(G2) =
{
g ∈ GL7
∣∣∣∣∣ ∀u, v, w ∈ V B(gu, gv) = B(u, v),T (gu, gv, gw) = T (u, v, w)
}
.
Let {α, β, α+β, 2α+β, 3α+β, 3α+2β} be the set of positive G2 roots. We fix a Chevalley
basis in g(G2) as follows:
eα = e12 − 2e3,0 + e0,−3 − e−2,−1,
eβ = e23 − e−3,−2,
eα+β = e13 + 2e2,0 − e0,−2 − e−3,−1,
e2α+β = 2e1,0 − e2,−3 + e3,−2 − e0,−1,
e3α+β = −e1,−3 + e3,−1,
e3α+2β = −e1,−2 + e2,−1,
eγ = −P e−γP, γ ∈ Φ−,
hα = [eα, e−α] = diag(1,−1, 2, 0,−2, 1,−1),
hβ = [eβ, e−β] = diag(0, 1,−1, 0, 1,−1, 0).
Here P = antidiag(1, . . . , 1) is the peridentity matrix. Note that the choice of signs is not
compatible with [Car89, Lemma 12.4.2]. We define the elementary generators as
xγ(ξ) = exp(ξeγ), γ ∈ Φ.
A straightforward computation shows that
xγ(ξ)µ = xσ(γ)
(
(−1)1+ht(γ) · ξe(γ)
)
λ
, where e(γ) =
{
1, if γ is long,
3, if γ is short.
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An element of U(G2, R) lies in 2G(G2, R, τ) if it is of the form
x+(a, b, c) = x1(a)x2(b)x3(c), where a, b, c ∈ R, and
x1(a) = xα(a)xβ(a
τ )xα+β(−aτ+1)x2α+β(aτ+2),
x2(b) = xα+β(b)x3α+β(−bτ ),
x3(c) = x2α+β(c)x3α+2β(c
τ ).
The elements of the torus in G(G2) are of the form h = hα(ε1)hβ(ε2), where
hα(ε)λ = diag(ε, 1/ε, ε
2, 1, 1/ε2, ε, 1/ε), hβ(ε)λ = diag(1, ε, 1/ε, 1, ε, 1/ε, 1),
hα(ε)µ = diag(1, ε
3, 1/ε3, 1, ε3, 1/ε3, 1), hβ(ε)µ = diag(ε, 1/ε, ε
2, 1, 1/ε2, ε, 1/ε).
From this one easily deduces that h ∈ H if ε2 = ετ1 and h is of the form
h(ε)λ = diag(ε, ε
τ−1, ε2−τ , 1, ετ−2, ε1−τ , ε−1).
The relations between these elements are
x+(a1, b1, c1)x+(a2, b2, c2) =
= x+(a1 + a2, b1 + b2 + a1a
τ
2 , c1 + c2 + b1a2 + a1a
τ+1
2 − a21aτ2),
x+(a, b, c)
−1 = x+(−a,−b+ aτ+1,−c+ ab+ aτ+2),
h(ε)x+(a, b, c) = x+(ε
2−τa, ετ−1b, εc),
[h(ε), x+(0, 0, c)] = x+(0, 0, c(ε− 1)),
[h(ε), x+(0, b, 0)] = x+(0, b(ε
τ−1 − 1), 0),
[h(ε), x+(a, 0, 0)] = x+(a(ε
2−τ − 1), aτ+1(1− ε2−τ ), aτ+2(ε2−τ − 1)2).
The torus normalizer N equals H ∪ ŵ0H, where ŵ0 = antidiag(−1, . . . ,−1). We also define
U− = ŵ0U = {x−(a, b, c) | a, b, c ∈ R}, x−(a, b, c) = ŵ0x+(a, b, c).
It is not known whether σG(G2, F, τ) is perfect when F is an infinite field, but it is always
quasi-perfect, with the sole exception F = F3. Denote by E the elementary subgroup of
G = σG(G2, F, τ), that is, E = 〈U,U−〉.
Lemma 2. If F 6= F3, then [G,G] = E and is perfect.
Proof. Since G = 〈U,N〉, one has [G,G] = 〈[f, g] | f, g ∈ U ∪ N〉G. Using the relations
listed above, it is easy to show that E 6 [G,G]. Namely,
x+(0, 0, c) = [h(−1), x+(0, 0, c)],
x+(0, b, 0) = [h(ε), x+(0, b/(ε
τ−1 − 1), 0)] for ε /∈ F3,
x+(a, 0, 0) = [h(−1), x+(a, 0, 0)] · x+(0, ∗, ∗).
6
On the other hand, all the commutators [f, g] with f, g ∈ U ∪ N lie in E. The inclusion
[N,U ] 6 E follows from the expression for h(ε)x+(a, b, c) and the definition of U−. It only
remains to consider commutators of the form [N,N ]. But H is abelian, while
[h(ε), ŵ0h(η)] = h(ε
2) and [ŵ0h(ε), ŵ0h(η)] = h(η2/ε2),
so [N,N ] = {h(ε2) | ε ∈ R∗} = H(2). The coset ŵ0H(2) is contained in E because
x+(0, 1/η, 0)x−(0, η, 0)x+(0, 1/η, 0) = ŵ0h(ητ+1),
and substituting η = ετ−1 gives ητ+1 = ε2. Now H(2) =
(
ŵ0H
(2)
)2.
It follows from Bruhat decomposition and the inclusion NU 6 E that E is a normal
subgroup of G. Since it contains the normal generators of [G,G], one concludes that
E > [G,G].
To show that E is perfect, note that in the commutator expressions for x+(a, b, c) all
factors can be taken from E. Indeed,
x+(−η−1, η−1−τ , η−2−τ )x−(η, 0, 0)x+(η−1,−η−1−τ , η−2−τ ) = ŵ0h(−η4+2τ )
and substituting η = ε2−τ gives −η4+2τ = −ε2, in particular, h(−1) ∈ E.
Remark. If the field F is finite, G = E.
Proof. If F is finite and char(F ) = 3, then F ∗ = {±ε2 | ε ∈ F ∗}, so H 6 E.
3 Simplicity
Lemma 3. If F 6= Fp is a field, then the commutator subgroup G = σG(Φ, F, τ)′ is simple.
Proof. Since B˜ = (H ∩G)U and N ∩G form a BN -pair for G, we will prove the simplicity
by appealing to a general result of Tits (see [Car89, Theorem 11.1.1]). Namely, it suffices to
show that B˜ is solvable and core-free, the ambient group G is perfect and that the simple
reflections cannot be divided into two commuting subsets. The solvability of B˜ follows
from the solvability of the group of upper triangular matrices, the perfectness of G has
been proved above, and the Weyl group property is easy to check. It remains to show
that the intersection of all conjugates of B˜ is trivial. Note that ŵ0Bŵ0−1 ∩ B = H. Now
consider vB for some v ∈ U−, v 6= 1. Its elements are of the form vh(ε)uv−1 for some
t ∈ F ∗ and u ∈ U . If this element lies in H, then vh(ε)u = h(η)v = v′h(η) for some η ∈ F ∗
and v′ ∈ U−. By the uniqueness of the Bruhat decomposition u = 1 and ε = η. But v 6= v′
unless ε = 1, and so B ∩ ŵ0B ∩ vB = 1.
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4 Polynomial mappings between Bn and Cn
As an application of the same idea, we explicitly construct a pair of polynomial maps
between the groups of type Cn and Bn in characteristic 2 that compose to the Frobenius
endomorphism. The existence of such maps allowed Nuzhin and Stepanov [НС18] to carry
the result of Bak and Stepanov about the subring subgroups of symplectic groups [BS17] to
the subgroups of the Chevalley group G(Bn, A) that contain E(Bn, R), where R is a subring
of a commutative ring A.
The map ρ : G(Bn)→ G(Cn) is constructed by restriction of the natural action of G(Bn)
on (Bn, $1) = 〈e1, . . . , en, e0, e−n, . . . , e−1〉 onto 〈e1, . . . , en, e−n, . . . , e−1〉 (here 〈e0〉 is the
zero-weight subspace), see the end of the proof of [Car89, Theorem 11.3.2(ii)]. This restric-
tion results in mapping
xα(t)(Bn,$1) 7−→ xα∨(t)(Cn,$1), if α ∈ Bn is long,
xα(t)(Bn,$1) 7−→ xα∨(t2)(Cn,$1), if α ∈ Bn is short.
The map θ : G(Cn)→ G(Bn) is constructed in a similar manner, but by considering the
representations (Cn, $n) and (Bn, $n).
The fundamental representation (Cn, $n) is a subrepresentation of ∧nV , where V is the
natural 2n-dimensional module for Sp2n. We fix the basis e1, . . . , en, e−n, . . . , e−1 of V , such
that the elementary generators act as
Tij(ξ) = e+ ξeij ± ξe−j,−i, i 6= ±j,
Ti,−i(ξ) = e+ ξei,−i.
Here ξ ∈ R, i, j ∈ {1, . . . ,−1}. Denote
eA =
∧
a∈A
ea for A ⊆ {1, . . . ,−1}.
Here we do not care about the order of factors for we are only interested in the case of
characteristic 2. The vectors eA with |A| = n form a basis of ∧nV . For A ⊆ {1, . . . ,−1}
denote Aij = A ∩ {±i,±j} and S(A) = A ∩ −A. Define a linear operator
X+ : ∧n V → ∧n−2V by X+eA =
∑
a∈S(A), a>0
eA\{±a}.
Then V ($n) = kerX+ (see [Bou08, Ch. VIII, §13.3.IV]). Now let us express the action of
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the elementary generators on ∧nV .
Ti,−i(ξ)eA =
∧
a∈A\{−i}
ea ∧ (e−i ± ξei︸ ︷︷ ︸
if −i ∈ A
) =
{
eA ± ξeA\{−i}∪{i}, if −i ∈ A and i /∈ A,
eA, if i ∈ A or −i /∈ A.
Tij(ξ)eA =
∧
a∈A\{−i,j}
ea ∧ (ej ± ξei︸ ︷︷ ︸
if j ∈ A
) ∧ (e−i ± ξe−j︸ ︷︷ ︸
if −i ∈ A
) =
=

eA ± ξeA\{j}∪{i}, if Aij ∈
{{j}, {±j}, {−i,±j}},
eA ± ξeA\{−i}∪{−j}, if Aij ∈
{{−i}, {±i}, {±i, j}},
eA ± ξeA\{j}∪{i}±
± ξeA\{−i}∪{−j}±
± ξ2eA\{−i,j}∪{i,−j}, if Aij = {−i, j},
eA otherwise.
We will now show that U = 〈eA, S(A) 6= ∅〉 ∩ kerX+ is invariant in characteristic 2.
For an element u =
∑
k αkeAk and B ⊂ {1, . . . ,−1}, |B| = n− 2 denote
Y (u,B) =
∑
k
αk, where the sum is over such k that Ak = B ∪ {±a} for some a.
An element u =
∑
i αieAi lies in kerX+ if for every B ⊂ {1, . . . ,−1}, |B| = n − 2 the
sum Y (u,B) vanishes. Consider u =
∑
k αkeAk , where S(Ak) 6= ∅ for every k. Then
Ti,−i(ξ)u = u+ ξ
∑
k : −i∈Ak, i/∈Ak
αkeAk\{−i}∪{i} = u+ ξu
′,
and all the summands in u′ are of the form αeA with S(A) 6= ∅. Hence Ti,i(ξ)u ∈ U .
Tij(ξ)u = u+ ξ
∑
k : Aijk ={j},{±j},{−i,±j},{−i,j}
αkeAk\{j}∪{i}+
+ ξ
∑
k : Aijk ={−i},{±i},{±i,j},{−i,j}
αkeAk\{−i}∪{−j}+
+ ξ2
∑
k : Aijk ={−i,j}
αkeAk\{−i,j}∪{i,−j} ≡
≡ ξ
∑
k :
Aijk ={±j}
S(Ak\{j})=∅
αkeAk\{j}∪{i} + ξ
∑
k :
Aijk ={±i}
S(Ak\{−i})=∅
αkeAk\{−i}∪{−j} (mod U)
Since Tij(ξ)u ∈ kerX+, to each summand of u of the form αkeAk with Ak = B ∪ {±j},
where S(B) = ∅, there corresponds another summand αmeAm , Am = B ∪ {±i} with the
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same B, otherwise Y (u,B) 6= 0. But then Ak \{j}∪{i} = B∪{i,−j} = Am \{−i}∪{−j},
so the basis elements involved in each of the two sums above coincide. Now note that since
U is defined by linear equations on eA with coefficients in F2, one can find a basis of U that
consists of F2-linear combinations of eA, thus one can assume that all αk in the above sums
are actually 1, and so this sum becomes zero in characteristic 2.
Consider the quotient space kerX+/U . This is an Sp2n-module of dimension 2n with the
basis eA + U , S(A) = ∅. The action of the induced root element operators T is described
as
Ti,−i(ξ)eA =
{
eA + ξeA\{−i}∪{i} + U, if − i ∈ A,
eA + U otherwise.
Tij(ξ)eA =
{
eA + ξ
2eA\{−i,j}∪{i,−j} + U, if − i, j ∈ A,
eA + U otherwise.
These are the formulas for the action of the elementary root unipotents in the spin repre-
sentation of Bn, where the long root unipotents act by squares.
To see that this mapping does indeed send an arbitrary element g of Sp(2n,R) to an
element of Spin(2n+1, R), one has to check that the operator g˜ = ∧ng, acting on kerX+/U ,
is an element of Spin(2n+ 1, R) in its 2n-dimensional spin representation. The action of g˜
is given by the formula
g˜(eA + U) =
∧
a∈A
gea + U.
Denote M = 〈e1, . . . , en〉 (so that V = H(M) in the natural way), then one can identify
kerX+/U and ∧M by eA+U 7→ eA∩{1,...,n} and use the canonical isomorphism C+(2n+1) =
C(H(M)) ∼= End(∧M) (see [Bas74, Theorem 2.4]). The latter isomorphism maps ei ∈ M
to (y 7→ ei ∧ y), which is, in turn, identified with the mapping
si : eA + U 7−→
{
eA\{−i}∪{i} + U, if − i ∈ A,
U, if i ∈ A
from End(kerX+/U). An element f ∈ M∗ = 〈e−n, . . . , e−1〉 is mapped to the unique
(anti)derivation df of degree −1 prolonging f , in particular,
de−i(eB) =
∑
c∈B
eB\{c}de−i(ec) =
{
eB\{i}, if i ∈ B,
0, if i /∈ B.
This operator acts on kerX+/U as
s−i : eA + U 7−→
{
eA\{i}∪{−i} + U, if i ∈ A,
U, if − i ∈ A.
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By definition [Bas74, § 3.1], the special Clifford group of a quadratic module P is
SCliff(P ) = {u ∈ C+(P )∗ | pi(u)P 6 P}.
Here pi(u)a = ±uau−1. Thus to show that g˜ ∈ SCliff(2n + 1), one has to check that
conjugation by g˜ preserves the linear span 〈s1, . . . , sn, id, s−n, . . . , s−1〉 6 End(kerX+/U).
The Sp(2n,R)-invariance of this subspace is checked by a straightforward computation.
Namely, denote q = Ti,−i(ξ) and r = Tij(ξ), then
qsj =
{
s−i + ξ id +ξ2si, if j = −i,
sj otherwise,
rsk =

s−i + ξ2s−j , if k = −i,
sj + ξ
2si, if k = j,
sk otherwise.
The Spin group is defined [Bas74, § 3.2] as the kernel of the norm map N : SCliff(P )→ R∗.
Here N(x) = xx, and x 7→ x is the antiautomorphism of C(P ) that extends the identity
map on P . On C+(2n + 1) ∼= End(kerX+/U) it can be defined by N(x) = JxtJ , where
JAB = δA,−B (with respect to eA + U , S(A) = ∅). Consider K ∈ End∧nV , defined (with
respect to eA) by KAB = δA,B, B = {1, . . . ,−1} \ B. Then if follows from the Laplace
expansion in multiple rows that
∧ng ·K · (∧ng)t ·K ≡ det(g) · id∧nV (mod 2),
and hence N(g˜) = g˜J g˜tJ = det(g) = 1, so θ : g 7→ g˜ maps Sp(2n,R) to Spin(2n+ 1, R).
5 Tits mixed groups
The maps ρ and θ, constructed in the previous section, allow one to give a simple definition
of the Tits mixed groups over commutative rings. Usually one considers a pair of fields
E 6 F of characteristic p, the part of an infinite chain of fields
. . . 6 F p2 6 Ep 6 F p 6 E 6 F 6 E1/p 6 F 1/p 6 . . .
The mixed group is then defined [Tit74, § 10.3.2] (see also [Nae17]) as
G(Φ, E, F ) =
〈
xα(ξ) : α ∈ Φ,
ξ ∈ E if α is long,
ξ ∈ F if α is short
〉
.
Over a ring this defines the elementary subgroup, but not the ambient group. Note that
θ(G(Cn, F )) = G(Bn, F
2, F ) and that G(Bn, F 2, E) = G(Bn, E)∩G(Bn, F 2, F ). Now since
G(Bn, E, F ) ∼= G(Cn, F 2, E), also G(Bn, F 2, E) ∼= G(Cn, E2, F 2) = ϕ(G(Cn, E, F )). This
definitions of mixed group are easily extended to the groups over rings.
For the mixed groups of types G2 or F4 everything is even easier. For example, in case
Φ = G2 the reduction map ϑ : G(G2)3 → End(V (µ)) sends an element of G(G2)3 = Gad(G2)
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to an element of G(G2)µ, since the preserved forms B and T on V are simply the reductions
modulo 3 of the Killing form κ(u, v) = tr(adu · ad v) and of the unique Gad(G2)-invariant
(alternating) trilinear form (u, v, w) 7→ κ([u, v], w) on the adjoint module. Then one defines
G(G2, F
3, E) = G(G2, E) ∩ ϑ(G(G2, F )).
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