Examples of approximate solutions to some building thermal physics problems, such as the definition of temperature, concentration and moisture fields, are presented. All the above problems require solving a heat equation in the presence of a heat transfer component and taking into account the parameters' dependence on the potential. To obtain the solutions, the Karman integral method, the comparison theorem and variational methods have been used. The obtaining of approximate solutions allows for the analysis of the dependence of time-dependent potentials on various parameters, and verification of the solutions obtained by numerical methods. Also, the benefits of and the need for obtaining approximate solutions in certain cases are shown. The effectiveness of approximation methods for solving complex equation systems and nonlinear problems is explained.
Introduction
Building thermal physics issues include the problems of determining temperature fields, moisture fields, as well as hydrodynamics and diffusion problems [1, 2] .
Solving these problems generally comes down to solving the heat equation [3, 4] , and therefore, the solutions obtained are universal and can be used in the analysis of various physical processes.
In fact, this is obvious since all the above processes are subject to one and the same fundamental pattern -the flux is proportional to the gradient of the scalar physical quantity which can be considered a potential. Time-dependent potentials include temperature Т (Fourier's law), concentration n (Fick's law), elastic fluid pressure (Darcy's law) in an elastic medium -p, moisture θ. θ -is a moisture potential which is subject to similar fundamental patterns
The basic physics to make the equation are the heat and material balance equations, i.e. energy and mass conservation laws.
General form of the equation for φ-potential looks as follows [5, 6] , Eqn (1):
where φ -nonstationary potential (temperature, concentration, etc.); k -transfer coefficient (thermal conductivity, diffusion, piezoconductivity, etc.); β -coefficient, determining the ratio of macro-and microtransfer; q -the source distributed over volume, for example, the number of particles per unit of time in a given point in space.The first term on the right-hand side of the equation takes into account the molecular component, and the second term -the convective component of transfer, ( , ) q r t -source distribution over volume.
To solve the equation, boundary and initial conditions are recorded according to the problem set. With the advent of numerical solution methods [6, 7] making it possible to model physical processes and solve Eqn (1) with complex boundary conditions present, in non-homogeneous media, in the event of phase changes, analytical solution methods have lost their former importance and are hardly ever used [8] .
In our opinion, this situation is not quite fair.
It is indeed near-impossible to get an exact solution, but there are approximate solution methods that enable us to find simple formulas to make estimate calculations, analyze qualitative regularities and, most importantly, verify the solutions obtained by using numerical methods [7, 9] . It is often required in solving nonlinear equations or problems, the mathematical model of which is a system of equations.
Methodology
Some relevant examples are given below.
1. Let us consider the problem of particles concentration distribution during the steady flow of liquid (air) along a flat plate with both molecular and convective mass transfer.
The complexity of solving this problem lies in the need to solve a system of Eqns (2):
u -the velocity of fluid flowing along the plate, n -impurity concentration, Re, Pe -Reynolds and Peclet numbers respectively.
Let us solve this problem on an approximate basis using the Karman integral method [10] . Please note that this problem was solved in paper [9] using numerical methods.
Comparing the first and the third equations of the system (1), it can be concluded that in the particular case of the Reynolds and the Peclet numbers having the same value, the velocity and concentration distribution in the boundary layer will be the same; it is sufficient that the kinematic viscosity coefficient is equal to the diffusion coefficient.
The kinematic viscosity coefficient of air at the temperature of 20°C is on the order of 10
/с, the diffusion coefficient at the same temperature for particles of 1 µm in diameter is on the order of 10 -10 м 2 /с. Therefore, assessing the thickness of boundary layers, it can be concluded, that they will be different in size. It should be noted that transfer coefficient values are determined with an accuracy not exceeding 10%.
The Karman integral equation for the boundary layer obtained as per the laws of dynamics can be written as Eqn (3):
where τ x is shear stress.
The approximate solution of this equation is obtained with boundary conditions, Eqns (4)
δ -thickness of boundary layer.
Rendering the solution as a third-degree polynomial, the approximate solution is recorded as follows Eqn (5):
For δ we have -( )
Let us find a similar integral equation for the diffusion boundary layer assuming that the boundary layer has no additional sources, Eqn (6): 
To solve Eqn (4) let us establish the boundary conditions. n = 0 with у = 0; 0 n n n , 0 y
Based on the system (1), it can be written for concentration in our case, Eqn (7)
The boundary condition for the air-plate boundary takes the form of, Eqn (8):
Rendering the solution in the form of a third-degree polynomial, we get, Eqn (9)
The thickness of the diffusion boundary layer is determined by the Eqn (10):
For this purpose, we have taken into account by comparing the transfer coefficients that the diffusion boundary layer is thinner than the hydrodynamic boundary layer.
Then, Eqn (9) takes the form of Eqn (11):
Denoting the relation of the diffusion layer thickness to that of the hydrodynamic boundary layer by letter k = d δ δ , we get Eqn (12)
The expression for δ known from the solution of the Karman integral equation for the boundary layer. As a result of integration of the equation written, we get the expression for k coefficient, Eqn (13).
If we introduce a non-dimensional parameter similar to the Prandtl number, we have Eqn (14)
The diffusion coefficient is lower than the kinematic viscosity coefficient, which implies that the diffusion boundary layer is thinner than the hydrodynamic boundary layer.
The thickness of the diffusion boundary layer is defined by the following expression, Eqn (15) 
By inserting this expression into (15), we get the concentration of airborne particles along the vertical axis. This solution allows us estimate the concentration field.
Given below is an example of the use of a different approximation method for solving a nonlinear equation.
The nonlinearity of the equation comes about when the dependence of transfer coefficients from the nonstationary potential has to be taken into account. It happens in case of a very large range in potential change such as temperature change within an enclosure in the event of fire, or change in the material moisture content in the event of an abrupt change in temperature, Eqn (16).
( )
where φ is a non-dimensional value (potential), determined by the relation of the potential to its value at the border [8] , Eqn (17):
The principle of obtaining the solution comes down to transforming the equation so that its variable part is removed from the derivative sign and becomes a variable coefficient.
1) Let us consider as the first dependence Eqn (18):
Let us proceed to the new unknown function ( )
Then, Eqn (1) is transformed as follows Eqn (19):
and is solved with the following conditions Eqn (20):
By inserting into Eqn (19) coefficient maximum and minimum equations, we get two equations (21):
with the same boundary and initial conditions, Eqns (22):
If k 2 >k 1 and C 2 >C 1 , the u 1 -coordinate curve will be above the u 2 (x) dependence curve at any given time.
The solution of equations (21) 
or Eqn (25):
The solution in this case is shown on Fig. 1 . 2) The transfer parameter dependence most frequently occurring in practice Eqn (26): The solution of the equation using a variational method, for instance, the Bubnov-Galerkin method [2] takes the form of Eqn (29): The comparison of analytical and approximate solutions has shown that the approximate solution method gives fairly good results, as the approximate solution error did not exceed 5%.
The comparison of exact and approximate solutions obtained using the Bubnov-Galerkin method, has shown that the both methods give essentially very close solution results except for small time values 3) Let us take the dependence Eqn (30):
After the replacement of 1
, we come to the Eqns (31):
x 0
The solution in this case is shown on Fig. 2 . In these examples, exact solutions to linear equations can be obtained. However, in more complex cases two approximation methods have to be used; firstly, a nonlinear equation gets linearized, and, secondly, the equations are solved using one of the approximation methods. However, calculations show that such an approach to problem solving is rather efficient.
The approximation methods have also proven their efficiency in solving problems with phase changes [3, 11] .
Results
These examples show the efficiency of using approximate solution methods in solving building thermal physics problems. A similar method has been previously applied by the authors to solve specific heat exchanger calculation problems, and problems involving phase changes. [9, 10] . It may safely be said that approximation method often allow us not only to analyse the accuracy of a solution obtained by numerical methods, but also to use the solution for engineering calculations. It should be kept in mind that the accuracy of the parameters used in calculations is generally lower than the accuracy of the approximate solution. It should be noted that in more complex cases two approximation methods have to be used; firstly, a nonlinear equation gets linearized, and, secondly, the equations are solved using one of the approximation methods.
Conclusions
Finding the way to define nonstationary potentials is one of the main problems in building thermal physics. Formulas need to be in place for the calculation of thermal heat losses, moisture fields, etc.
To solve such problems, the authors propose using approximate methods which enable us to obtain fairly simple solutions and perform the physical analysis of the processes taking place.
