This paper proposes a high-accuracy sub-pixel registration framework based on phase correlation for noisy images. First we introduce a denoising module, where the edge-preserving filter is adopted. This strategy not only filters off the noise but also preserves most of the original image signal. A confidence-weighted optimization module is then proposed to fit the linear phase plane discriminately and to achieve subpixel shifts. Experiments demonstrate the effectiveness of the combination of our modules and improvements of the accuracy and robustness against noise compared to other sub-pixel phase correlation methods in the Fourier domain.
Introduction
Sub-pixel image registration plays a crucial role in computer vision and image processing, such as super resolution, denoising and medical reconstruction [1] , [2] . Phase correlation has proved to be an attractive solution [4] among a wide variety of registration techniques.
Shift-estimation based on phase correlation falls into two categories: methods in the spatial and the Fourier domains. The methods in the spatial domain obtain the peak of the phase correlation surface as the shifts [3] , [5] , [7] . Foroosh [5] calculated the shifts by linear-weighting the maximum and sub-maximum peaks. J Ren [7] took into consideration the difference between two side neighbors of the maximum peak to improve the robustness against noise.
Methods in the Fourier domain fit the linear phase plane to achieve sub-pixel estimations [4] , [8] , [9] . Patrick [8] picked data points in the low-frequency band only of the linear phase plane to alleviate the effects of the high-frequency outliers. Keller [9] utilized the energy concentration property of the phase correlation surface and used the low-pass filter to suppress the noise. However, these methods utilize all picked data points in the linear phase plane equally when outliers of this plane, sometimes existing in the low-frequency band, might corrupt the estimations.
In this paper, a high-accuracy sub-pixel registration framework is proposed based on phase correlation in the Fourier domain. First, a denoising module is introduced, where the edge-preserving filter is proposed and utilized before the traditional phase correlation module to retain a more original image signal. Second, we propose a confidenceweighted optimization module to fit the linear phase plane discriminately which leads to accurate and robust estimations. The rest of the paper is organized as follows. The formulation of phase correlation is introduced in Sect. 2. Our proposed scheme is presented in Sect. 3. Evaluation of our framework is given in Sect. 4, followed by a brief conclusion in Sect. 5.
Phase Correlation Method
Suppose images I 1 (x) and I 2 (x) satisfy I 2 (x) = I 1 (x + Δx) where x = (x, y) and Δx = (Δx, Δy). Their Fourier transforms are denoted by F 1 (u) and F 2 (u) where u = (u, v). According to the Fourier shift property, the phase correlation function C(u) is calculated as
If we apply the inverse Fourier transform to C(u), the phase correlation surface c(x) is obtained in Eq. (2) . By locating the peak of the surface, we get the integer shifts.
The sub-pixel shifts can be estimated by fitting the linear phase plane A(u) calculated in Eq. (3) .
However, noise can not be neglected in real images and C(u) in Eq. (1) should be changed to C (u),
where N 1 (u) and N 2 (u) are the Fourier transform of the noises in I 1 (x) and I 2 (x) respectively. When the Signal to Noise Ratio (SNR) is low, the phase correlation surface is turned to be unreliable and there would be many outliers existing in the linear phase plane. As a result, fitting all data points equally would degrade the estimation accuracy.
Copyright c 2011 The Institute of Electronics, Information and Communication Engineers Figure 1 shows the flowchart of our proposed framework. Before the step of phase correlation, we apply the denoising module with an edge-preserving filter. Then we divide the shift estimation into two steps: the coarse step and the refine one. In the coarse step, the integer shifts Δx 1 = (Δx 1 , Δy 1 ) are obtained by determining the peak of the phase correlation surface. After making compensation for the integer shifts, we achieve the decimal shifts Δx 2 = (Δx 2 , Δy 2 ) in the refine step. Finally, the integer and decimal parts are added as the ultimate shifts Δx. Our contributions concentrate on the design of the edge-preserving denoising and the confidence-weighted optimization modules.
Proposed Framework

Edge-Preserving Denoising
According to Eq. (4), noise existing in the original image would affect the fitting step. Especially when the SNR is low, the influence will even be amplified. Therefore, we denoise the images before phase correlation. As the noise mainly concentrates on the high-frequency band, the lowpass filter can alleviate the noise. However, lacking the capacity to separate the image signal from the noise, this type of the filter also reduces the high-frequency image signal. Therefore, fewer data points are available for plane fitting and would lead to less accurate estimations. This paper introduces the edge-preserving filter [10] for noisy images, which is formulated as
where I i and I o are input and output images, R represents the neighbor area of the point x. G α ( m − x ) refers to the spatial Gaussian kernel with the variance α, and G β (|I i (m) − I i (x)|) refers to the range Gaussian kernel with the variance β. These two kernels constitute our edge-preserving filter.
The normalized item S is denoted as
In the flat region where the pixels have the similar range (corresponding to the low-frequency image signal), the edge-preserving filter acts like a low-pass filter. While in the edge region where the pixels range varies abruptly (corresponding to the high-frequency image signal), this filter can preserve more image signal by using the range Gaussian kernel. Consequently, in the low SNR, our scheme can still collect most of the original image signal and lead to more convincing estimations. Though the filter may change some complex edge locations, we preserve a majority of the image signal. This module is theoretically applicable as there is always noise existing in the real images and the experiments in Sect. 4 support that.
Confidence-Weighted Optimization
In the previous steps, we estimate and compensate for the integer shifts. In the refine step, the outliers in the linear phase plane caused by the noise and aliasing would corrupt the estimations of direct fitting. So we evaluate each data point with a confidence-weight and propose the weighted optimization to calculate the decimal shift. This implies the plane is fitted discriminately. The optimization criterion is defined as arg min
where u represents the coordinate point (u, v), ω(u) refers to the corresponding confidence-weight, and A(u) refers to the linear phase plane in Eq. (3). Accurate sub-pixel shifts can be resolved as a closed form solution defined as,
where 
where Corr(u) refers to the correlation weight and Dist(u) refers to the distance one. They are defined as follows.
Corr(u) = N(B(u))N(B(0)) N(B(u)) N(B(0))
where B(u) denotes the square-block of data points with the side length L around the point u in the plane A(u). B(0) corresponds to the point (0, 0). N(B(u)) refers to the threedimensional normal unit vector calculated by least-square fitting of the data square-block B(u). L = 10 is a typical and effective value in our experiments.
where w and h refer to the width and height of A(u). The range of point u is from (−w/2, −h/2) to (w/2, h/2). If the point lies at the center of the linear phase plane, e.g., u = (0, 0), the distance weight gets the high value; if the point is one of the diagonal points in the plane, e.g., u = (w/2, h/2), the distance weight gets the low value.
In our scheme, we assume that the data points in the center of the plane (corresponding to the low-frequency band) are more reliable than others. Our assumption is reasonable because outliers on the low-frequency band are much less than ones on the high-frequency band [8] . According to that, we calculate the correlation between each data block and the central block. The higher results lead to higher confidence-weight, and vice versa. In addition, the low-frequency points are considered more effective and their confidence-weights are higher.
Experiments and Discussion
Both the synthetic and real data are tested on the performance of the accuracy and robustness against noise. Let 
S AE(z)
where n refers to the times of simulations and z = x, y. First we take experiments on different combinations of our modules. Then our scheme is compared with the schemes of Patrick [8] and Keller [9] implemented by us.
Modules Evaluation
In this section, modules of our framework are evaluated, including the denoising and confidence-weighted optimization modules. We take experiments on 4 images shown in Fig. 2 . For each image, a test pair with the shifts of Δx = (0.5, 0.5) is created. Then the White Gaussian Noise (WGN) with different variances is added to the test pairs and the variances are from 0 to 12, 000 with the interval of 1, 000. This procedure is repeated 100 times. Four combinations of our modules are compared, i.e., PC (Phase Correlation), PC+ED (Edge-preserving Denoising), PC+CO (Confidence-weighted Optimization) and PC+ED+CO (the proposed method). The MAE with the SAE along the xand y-directions versus the noise variance are plotted in Fig. 3 (a) and (d) respectively. We draw three conclusions from the above experiments. 1) As the EF and CO modules filter off outliers partly (a) (b) (c) (d) Fig. 2 Test images to generate the samples of sub-pixel shifts, namely "Barbara", "Pentagon", "Aerial" and "MRI".
in the linear phase plane, the estimations are more accurate than PC.
2) The CO module proves to be more effective than the EF one. That's because giving low weights to the data points on the high-frequency band can alleviate the noise.
3) The proposed method achieves the most accurate and robust results among all.
Schemes Evaluation
Firstly, 10 standard images in the literature are employed as the synthetic data. First, in each direction 9 shifts are generated within the interval of [−1, 1], which include −1, −0.75, −0.5, −0.25, 0, 0.25, 0.5, 0.75 and 1. Consequently, for each image in total 81 2-D shifts are formed to generate sub-pixel samples. Then the additive WGN with different variances is embedded on those samples and the procedure is repeated 100 times. The corresponding variances are from 0 to 40, 000 with the interval of 1, 000. When the variance is larger than 12, 000, the MAE of all the methods are larger than 1 which are unreliable. So Fig. 3 (b) and (e) only show the MAE with the SAE along the x-and y-directions versus the noise variances from 0 to 12, 000. Next, real MRI (Magnetic Resonance Imaging) data is evaluated. The dataset is from Hoge [2] , containing a series of MRI images, and a sample is shown in Fig. 2 (d) . The real shifts between each pair of images are known. After establishing image pairs from given data, the additive WGN with different variances is embedded on images for 100 times. The corresponding variances are from 0 to 40, 000 with the interval of 1, 000. In this experiment, integer parts have been compensated firstly. When the variance is larger than 6, 000, the MAE of all the methods are larger than 1 which are unreliable. Thus only the MAE with the SAE along the x-and y-directions versus the noise variances from 0 to 6, 000 are shown in Fig. 3 (c) and (f).
Some conclusions can be drawn from the above results. 1) All methods report good results in the high SNR. The reason why the estimations of the real data along the x-direction are bad is analyzed in [2] . 2) The MAE of all methods is less than 0.01 under the condition that images registered are noisy-free, i.e. variance=0. Further more, we achieve the minimal MAE among all. 3) With the SNR decreasing, our method becomes more accurate and robust against noise than Patrick's and Keller's, especially in the experiments for the synthetic data.
Conclusion
In summary, we propose a high-accuracy sub-pixel registration framework which is composed of the denoising and optimization modules. In the denoising module, we acquire a more original image signal by applying an edge-preserving filter. In the optimization module, we fit the confidenceweighted plane to achieve sub-pixel shifts. Experimental results on both synthetic and real data demonstrate that our framework is reasonable and achieves the most accurate and robust estimations among recent research works.
