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ABSTRACT 
In a detailed study of the accuracy of the Cholesky method for solving least 
squares equations, points in the algorithm at which accuracy is lost are identified, 
methods for improving accuracy are discussed, and simple formulas for predicting 
accuracy from the maximum variance inflation factor (as well as from the condition 
number) are evaluated. The central role of cancellation in determining accuracy is 
emphasized. 
1. INTRODUCTION 
By least squares calculations we mean the calculations made in connec- 
tion with the estimation of the parameters of the linear model, 
y=xp+e, 
where y is an n X 1 vector of observed values of the response variable, X is an 
LINEAR ALGEBRA ANDITSAPPLZCATZONS 127:463-502 (1999) 
0 Elsevier Science Publishing Co., Inc., 1990 
463 
655 Avenue of the Americas, New York, NY 10010 0024-3795/90/$3.50 
464 J. H. RANDALL AND A. A. RAYNER 
n X p observational matrix, B is a p X 1 vector of parameters, and z is a 
vector of errors. In a multiple regression situation with k predictor vari- 
ables (x1,x2,..., xk) where an intercept model is proposed, B will be 
[PO Pi PZ ... &IT and the elements of X will consist of the values of 
Xl> x a>...> xk corresponding to y, augmented by an initial column of l’s 
corresponding to the intercept & (i.e., p = k + 1 here). In this case the 
matrix of the normal equations, 
XrXb = XTy, (1.1) 
will be nonsingular, and the solution b = [b,, b,, b,, . . , b,lT is the least 
squares estimator of B. The concern of this paper is with the accuracy with 
which the coefficients b,, b,, b,, . . . , b, of the solution are computed using 
the Cholesky algorithm [4]. 
Computer Errors 
Errors “due to approximation imposed by the computer” [30, p. 241 are 
classified as propagated error (originating in representation error) and gener- 
ated error; see [58, Chapter 21 and [28, Chapter 11. 
In general these sources confine their effects to nibbling away at the 
accuracy of the last few digits of a computation. But this is not always so. 
There is a form of error which can cause very serious loss of accuracy. For 
example, inputting 123: and 123j on a hypothetical 5-digit decimal com- 
puter which truncates, and subtracting, yields 123.66 - 123.33 = 000.33 = 
0.33000. Since the last 3 zeros have no significance, there is a loss of 3 digits 
compared to inputting j [11, pp. 73, 911. This cancellation of common 
leading digits in subtraction has resulted in cancellation error [16]. However, 
if the two numbers subtracted are free from error, such cancellation does not 
cause cancellation error [6I, p. 111. For example, 123.50 - 123.25 = 0.25 
exactly, not only on our hypothetical computer, but also on any real com- 
puter, despite the cancellation of the same three digits. 
It is well known that cancellation occurs if calculations of sums of squares 
and sums of products about means are programmed according to the calcula- 
tor fonnula 
(1.2) 
but it is far more common than this, and its effects can be drastic enough to 
be referred to by numerical analysts as catastrophic [16]. 
ACCURACY OF LEAST SQUARES CALCULATIONS 465 
It is convenient to use the term computer roundoff error for the combined 
effect of all sources of error. 
Ill-Conditioned Data 
Severe computer roundoff error is a reflection of numerical instability, 
which may be occasioned either by the computational method or by the 
nature of the data [30, p. 341. In the case of the equations (1.1) such data, 
(i.e. the matrices X or XrX) are said to be ill-conditioned. 
There are two measures of ill-conditioning in common use: 
(1) Condition number. For the reasons given in [3, p. 1041 we adopt 
scaled versions of the condition number, viz., for XrX positive definite 
K(X~X) ‘zfk(R) = Xmax/hmin, 
where R is the matrix obtained by scaling XrX to unit diagonals [34], and 
x max and X,, are the largest and smallest latent roots (eigenvalues) of R. 
Similarly [3, pp. 104, 1201, 
K(x) zf K(x*) = Cdl/Or, 
where X* is the matrix whose columns are those of X scaled to unit length, 
and wr and w, are the maximum and minimum nonzero singular values of 
X*. Of course (X*)rX* = R, and hence [21] 
K(x%) = K"(x). 0.3) 
(2) Variance inflation factors. The variance inflation factor (VIF) of b, 
(i=O,1,2 ,..., k) is defined to be the corresponding diagonal element in R - ’ 
[38]. According to Marquardt and Snee [40]: “The maximum variance 
inflation factor is the best single measure of the conditioning of the data.” 
The use of VIFs to “probe the effects of collinearities” is given a solid 
numerical-analytic grounding in [55], but we are unaware of similar theory 
relating the VIFs directly to accuracy. 
The Cholesky and QR Methods 
The Cholesky [4] (or square root) algorithm, described in detail in 
Chapter 7 of [24], is probably the best method of performing the least squares 
calculations starting from the normal equations (1.1). It is compact, whether 
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in recording calculator results [13, pa 1151 or in computer storage require- 
ments [31, 471; computationally economical [8; 36; 37; 47; 62, p. 21; and 
computationally stable [3, p. 81; 8; 31; 54, p. 153; 62, p. 21. The basis of the 
method is the factorization 
xrx = LLr, 
where L is a unique positive lower triangular matrix of order p. Alternatively 
[30, p. 294; 411, the Cholesky method without square roots involves the 
related factorization LDLr, in which L is unit lower triangular and D is 
positive diagonal. However, this version of the Cholesky algorithm is ignored 
in this paper (see [62, p. 21). 
It is well known that, for X of full column rank, 
X=QU, (1.4) 
where U is a positive upper triangular matrix of order p, Q is a column-ortho- 
normal matrix of order n X p (i.e. Q*Q = I,), and Q and U are unique. This 
is called a QR factorization of X, but for obvious notational reasons R has 
here been replaced by U. It produces the solution in the form b = U-‘Q*y. 
The Cholesky and QR methods are intimately related, since by (1.4) 
X=X = UrQrQU = UrU, (1.5) 
in which it follows, from the uniqueness of L and U, that U = LT. Grounds for 
preferring the QR methods are: 
(i) the calculation of X*X and Xry is avoided [21]; 
(ii) from (1.3) the condition number of X*X is the square of that of X. 
Thus Golub [21] stated that “X*X is frequently ill-conditioned and influ- 
enced greatly by roundoff errors.” However, he added that the expectation of 
substantial advantages from (ii) was an oversimplification. Fears of severe loss 
of accuracy in the calculation of X*X and X*y [27, 33, 36, 371 seem to have 
been based on cancellation error through use of (1.2) as evidently happened 
circa 1967 in many programs which fitted a centered form of the model (see 
Section 3). On the other hand, the Cholesky method is superior to any QR 
method in respect of economy of computing operation [9, p. 119; 22, p. 1771. 
Unfortunately, neither Longley [33] nor Wampler [60], in their classic 
papers, appears to have included any program based on the Cholesky method 
among the many programs they tested. An obvious objective of our study has 
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therefore been to obtain results on accuracy of calculations based on the 
Cholesky method so that it can be compared with other methods. This was 
also the objective of Kopitzke et al. [31], but their attempt was heavily 
criticized by Maindonald [36]. 
A brief history of methods based on the “triangulation” of X or XrX is 
given in [47]. An omission is the paper by Rushton [45], which, by showing 
how to calculate the sums of squares due to fitting each predictor variable in 
order of fitting, must have been responsible for weaning many British 
statisticians away from iterative methods into using a closed method. That 
this had already happened in the U.S.A., where the Doolittle method was 
well established, is evident from [l, p. 1991. The subsequent falloff in 
popularity of the Doolittle method may be due to papers such as [46]. 
Centering Procedures 
A major objective of our study has been to evaluate gains in accuracy 
obtainable by means of centering procedures to be detailed in Section 3. Snee 
and Rayner [53] presented a table demonstrating the reduction in VIFs due 
to centering when fitting a polynomial model of the second degree to a set of 
data also used in this study, but they did not show how reduced VIFs were 
associated with increased computational accuracy. 
Microcomputers 
In 1983, when this study was begun, many statisticians (e.g. [19, 431) did 
not believe that microcomputers would be adequate for statistical work. We 
therefore programmed a microcomputer to duplicate the work of the main- 
frame computers for comparative purposes. The Cholesky method, because of 
its economy, would seem to be particularly suitable for microcomputers, 
which, by definition, are restricted in aspects such as the amount of memory 
available. 
2. THE DATA-SETS IN THIS STUDY 
Five data-sets were used: 
(1) The original Longley data [33] with y = total employment 
(“ Longley”). 
(2) Unpublished data (listed in [44]) of the protein content ( y ) of samples 
of durum wheat together with the near-infrared light reflectance of the 
samples (measured by the settings of 18 filter positions) as predictor variables 
(“ Durum”). 
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(3) The data presented by Myers [42, p. 341 (“Myers”). 
(4) The acetylene data utilized by Marquardt and Snee [40] 
(“ Acetylene”). 
(5) Wampler’s [60] artificial test problem Yl (“Wampler”). 
With each data-set is associated the fitting of a particular linear model: 
Longley: Multiple linear regression (n = 16, k = 6). 
Durum: Multiple linear regression (n = 44, k = 18). 
Myers: Quadratic polynomial with 2 factors (n = 20, k = 5). 
Acetylene: Quadratic polynomial with 3 factors (n = 16, k = 9). 
Wampler: 5thdegree polynomial (1 factor) (n = 21, k = 5). 
3. CENTERING OF POLYNOMIAL REGRESSION MODELS 
We follow [53] in distinguishing between “centering the model” and 
“centering the factors.” 
In its uncentered form a general polynomial regression model may be 
represented as: 
Uncentered model 
E(y)=&+~&xi+ ~~&jxixj+ ..-. 
1 ’ i 
(j 2 i) 
(3.1) 
The centered form of (3.1) is obtained by expressing the predictor 
variables as deviations from their data means: 
Centered model 
where Xi =Xx,/n, xixj= Cxixj/n, etc. 
Only the intercept parameter is different from those of (3.1), /3$ having 
been made orthogonal to the remaining parameters. 
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By centering the factors we mean that each factor xi is expressed as 
zi = xi - Xi, so that the model becomes: 
Centered factors model 
E(y) = a0 + &xizi + c c ajjzizj + . . . . 
t i j 
(j > i) 
(3.3) 
The parameters of the terms of the highest degree in (3.3) are identical with 
their counterparts in (3.1) and (3.2). 
Lastly, the model (3.3) may be centered, i.e., the two types of centering 
may be applied together to give: 
Doubly centered model 
E(y)=c~,* + ~ai(-i-~i)+ ~~a,,(~i~j-~)+ ...) (3.4) 
i 
(j > i) 
in which only the intercept parameter is different from those in (3.3). 
With model centering XrX may be taken as the k X k matrix of sums of 
squares and sums of products about means of the k predictor variables, b* 
being calculated separately as ij (taking advantage of the orthogonality). This 
is equivalent to taking [X] ij = xii - Fi, without an initial column of l’s, i.e. 
p = k here. Similarly for the model (3.4). 
These centering procedures are very old, especially centering the model 
(known in a certain genre of the literature as “means out,” as opposed to 
“means in,” i.e. no centering). Fisher [14, p. 1311 introduced it “to simplify 
the algebra,” but the numerical desirability of the centered model was not 
ignored, and early texts usually switched without explanation to sums of 
squares and sums of products about means, i.e. implicitly centering the 
model. Healy [26] offered possibly the first description of all three models 
with centering, describing their benefits in terms of ease of computation. 
Freund [20] drew attention to the reduction of roundoff errors in polynomial 
models by centering the factors. In more recent years Snee and Marquardt 
[39, 40, 49-531 have consistently drawn attention to both forms of centering 
on the grounds that they remove nonessential ill-conditioning and permit 
interpretation of the regression relationship in the region of the data. The 
latter consideration means that in their view models with centering are not 
only computationally advantageous, but are also themselves appropriate 
objects of study. 
470 J. H. RANDALL AND A. A. RAYNER 
TABLE 1 
THE MODELS FITTED TO THE DATA-SETS TOGETHER WITH THEIR MAXIMUM VIFS 
AND CONDITION NUMBERS 
Model 
Longley uncentered 
Longley centered 
Dnrnm nncentered 
Durum centered 
Myers uncentered 
Myers centered 
Myers factors centered 
Myers double centered 
Acetylene nncentered 
Acetylene centered 
Acetylene factors 
centered 
Acetylene double 
centered 
Wampler nncentered 
Wampler centered 
Wampler factor 
centered 
Wampler double 
centered 
P maxVIF 
LU 7 1.36~10~ 
LC 6 1.79x103 
DU 19 1.94x10* 
DC 18 3.29x 10’ 
MU 6 2.83x 10’ 
MC 5 5.45x 10s 
MF 6 2.75x10 
MD 5 1.95x10 
AU 10 6.92x lo8 
AC 9 2.86~10~ 
AF 10 1.36~10~ 9.8 x lo4 4.133 4.991 
AD 9 6.56~10~ 4.3 x 104 3.817 4.637 
WU 6 4.04~10~ 4.9 x 106 5.606 6.630 
WC 5 2.61~10’ 2.7 x lo6 5.417 6.426 
WF 6 1.37~10~ 6.1 x lo2 2.136 2.788 
WD 5 1.37x lo2 6.1 x 10’ 2.136 2.788 
log(max VIE) log K 
1.9 x 109 
1.2x104 
8.9 x 10’ 
1.4x107 
2.5 x lo7 
3.5 x 104 
1.8~10~ 
1.2x 102 
8.5 x lo9 
5.0 x 107 
8.135 9.272 
3.252 4.087 
8.288 9.947 
5.517 7.142 
6.452 7.405 
3.737 4.548 
1.440 2.248 
1.290 2.084 
8.840 9.928 
6.456 7.701 
In Table 1 the 16 models we shall be considering are listed, together with 
their maximum VIFs and condition numbers, and since these cover such a 
wide range, their logarithms (logarithms are to base 10 throughout) are also 
presented. Notice that for aII applicable models U > C > F > D both for 
max(VIF) and for K, save that WF = WD; also that max(VIF) is always less 
than K, for which it provides a lower bound [5]. The selected models offer a 
wide range of ill-conditioning, from modest to horrific. 
4. COMPUTERS, PROGRAMS, AND THE MEASUREMENT 
OF ACCURACY 
The mainframe computers used in this study were the Unisys (Sperry, 
Univac) 1100/71 of the University of Natal and the Unisys 1100/72 of the 
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University of Stellenbosch. Decimal numbers are stored in binary form on the 
Unisys, implying that representation error will be present in virtually all real 
numbers, and the word length is 36 bits, giving a potential accuracy of about 
8 decimal digits (27-bit mantissa) in single precision (SP) and about 18 digits 
(60-bit mantissa) in double precision (DP). Calculated coefficients were 
therefore printed to 8 (SP) or 18 digits (DP). 
Our choice of microcomputer was foreordained by the fact that the first 
author owned a Hewlett-Packard model 85 [7]. The HP-85 stores decimal 
numbers in binary-coded decimal (BCD) form, with a mantissa of 12 digits. 
The representation of numbers in BCD implies that the HP-85 stores any real 
number of 12 or fewer digits with perfect accuracy. All 12 available digits of 
calculated coefficients were printed. 
At both universities homemade multiple regression programs based on 
the Cholesky algorithm were utilized. The Natal program is a general purpose 
regression program, originally written by R. M. Pringle in 1965. The 
Stellenbosch program, on the other hand, was written by the first author (in 
BASIC for the HP-85, translated into FORTRAN for the Unisys) in the form of a 
series of five programs, each dedicated to a particular one of our five 
data-sets, but utilizing common subprograms to perform the Cholesky algo- 
rithm and to evaluate accuracy. 
We adopted, as a measure of the accuracy of a computed coefficient b 
with exact value 6, Wampler’s [60] “count of the number of correct signifi- 
cant digits” in b, which we term the Wampler accuracy (WA) of b. Basically 
lb - 61 
WA= -logr, (4.1) 
i.e. the negative of the logarithm of the relative error in b. If b - 6 = 0, 
WA = d, “the approximate number of decimal digits with which the machine 
computes.” We took d = 8, 12, and 18 for SP, HP-85, and DP, provided 6 
was an exact decimal within d digits; if not, we applied (4.1), which 
sometimes gave WA > d. Our measure of the loss of accuracy in the 
computation of b is therefore d - WA. 
Exact values of the coefficients for the first four data-sets in our study 
were obtained using routines developed by the first author for his HP85 (see 
[35, p. 1251). These routines perform arithmetic on integers of arbitrary 
length. Another method would have been to use the algorithm of Howell [29], 
as was done for the LU model by John E. Miller of the U.S. Department of 
the Interior. Solutions for the Wampler models were easily obtained, since 
the WU data-set was constructed to have coefficients equal to unity. 
As a measure of the accuracy of any test computer run we have used the 
mean of the WA values of the coefficients concerned. In addition, using an 
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arbitrary criterion of WA = 4 for satisfactory accuracy, we have drawn 
attention to single coefficients with WA < 4, when the mean was >, 4. For 
any test run we have taken d -(mean WA) as our measure of loss of 
accuracy for that run. 
With three types of scaling (see Section 6) used in conjunction with the 
16 models of Table 1, there were 48 test runs duplicated in both SP and DP 
at each university, as well as 48 runs on the HP-85, a total of 240 in all. 
However, the DU model would not run in single precision on either main- 
frame computer, regardless of scaling, owing to singularity problems, reduc- 
ing the number of SP runs to 45 on each computer, and the total number of 
runs to 234. 
The mean of the signed differences in WA values between the two 
mainframe computers over the 93 test runs on each was precisely 0.0 digits to 
one decimal place. While this was fortuitous, 82% of the differences were 
< 0.5 digits, disregarding sign. These results suggest that the programming of 
the two mainframe computers is of comparable quality and that the results 
from them may be combined. 
5. SOURCES OF ACCURACY LOSS WITH THE CHOLESKY METHOD 
The Cholesky algorithm consists of two stages: 
(i) Compute the positive upper triangular matrix U for which UrU = 
XTX, as in (1.5), and hence 
h = u-TxT Y. (54 
(ii) Compute the solution vector 
b =U-‘h. (5.2) 
In practice the computations may not proceed explicitly according to the 
above formulas, but the two stages are readily identifiable. 
The First Stage 
Table 2 gives the WA values for the elements of U and h for one 
particular run (fitting the unscaled MU model on the HP-85). In addition, the 
column headed b gives the WA values for the computed coefficients. The 
final column concerns the second stage. 
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TABLE 2 
WA VALUES WITH THE CHOLESKY METHOD ON THE ~~-85 FOR THE 
MU MODEL (UNSCALED) 
473 
1 h 
“Signifies precise agreement between exact and calculated values 
when rounding exact values to 12 digits. 
bin all tables containing WA values slight discrepancies may be 
evident because entries were calculated to 3 decimal places and then 
rounded to 1 place. 
In Table 2 the points at which accuracy is lost by cancellation in the 
calculation of b are clearly revealed. The first row of [U ]h] is calculated by 
dividing variable totals by 6 (n = 20), and no accuracy is lost here. The 
element urr, the diagonal element in the second row, is calculated as 
(&;-u&)lp= (18036- ( g)‘I”2; 
and since & works out on the HP-85 to 17760.8 exactly, no accuracy is lost 
here either. However, 
CXlX2 - UOlUO2 
u 12 = 
Ull 
3374.2 - (596,‘&?)(113.4/m) 
Ull 
and on the HP-85 the numerator is calculated as 
3374.2OOOOOO0 - 3379.31999999 = - 0005.11999999, 
instead of the exact - 5.12. The association of the roundoff error present in 
the number subtracted with the 3 digits canceled in the subtraction brings 
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about a reduced accuracy of roughly 12 - 3 = 9 digits for uis, reflected in 
WA = 8.7. Of the remaining elements in the second row, only urs is similarly 
affected. [Note that (1.2) is used in the calculation of all elements of this row.] 
A further 2 or 3 digits are similarly lost in the fourth row, resulting in WAS of 
6.2 and 6.5 for uss and h,. Since b, = h,/u,, and since b, is used in the 
back substitution to calculate all the other coefficients, these accuracies are 
communicated to all elements of b, resulting in the mean WA of 6.1, or a loss 
of accuracy of approximately 6 digits, roughly equal to log(max VIF) for this 
case. 
Similar investigations were made of the Unisys SP and DP runs with the 
same model. Not only were the main points of loss of accuracy (i.e. urs, urs, 
uti, and the fourth row) the same, but the mean WAS (1.6 and 11.9) show 
approximate losses of accuracy of 6 digits in each case, the same as with the 
HP-85. 
It has been shown, at least for the unscaled MU model, that losses of 
accuracy in the first stage of the Cholesky algorithm are due almost entirely 
to cancellation. 
The Second Stage 
In the computation of b by back substitution as in (5.2) viz. 
k 
bi = c u’ihi, 
j=O 
(5.3) 
b, is computed first as h,/U,k, and the other coefficients are calculated in 
reverse order from those already calculated, i.e. bi (i = k - 1, k - 2,. . . ,O) is 
calculated from bi+l, bi+2,..., and b, (excluding b, when the model is 
centered). No cancellation error can occur in the simple division to obtain b, 
(which therefore reflects the accuracy with which the first stage is com- 
pleted), and any subsequent loss of accuracy in bi due to cancellation will be 
communicated to bi _ 1 etc., resulting in a decline in WA from b, to b, (or 
b,, as the case may be). Inspection of the WA values for b in Table 2 shows 
no such decline, i.e., there seems to be no loss of accuracy due to cancellation 
in the second stage of the Cholesky algorithm with the unscaled MU model 
on the HP-85. Two further examples will be found in Table 6. 
The final column of Table 2 (headed b’) gives the WA values for the 
solution vector computed by pausing the Cholesky algorithm after stage 1 
and substituting for the second stage exact values of U and h rounded to 12 
digits. The evidence of these WA values supports the contention that, for the 
run concerned, the major loss of accuracy occurs in the first stage. Indeed, 
since on the HP-85 numbers are rounded to 12 digits, there is a maximum 
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TABLE 3 
EXACT VALUES OF THE PRODUCT Uiihj USED IN THE SECOND STAGE OF THE CHOLJZSKY 
(UNSCALED wu MODEL)a 
.i I i=O 1 2 3 4 5 
0 62396Ooj 0 0 0 0 0 
1 - 1279575; 127957% 0 0 0 0 
2 975532& - 308062; 15403; 0 0 0 
3 - 397252 272036” 45 - 34846; 1161: 0 0 
4 847183 - 108557: 25827; - 2040 51 0 
5 - 7382; 16627g - 6383; 879; - 50 1 
*Columns total to 1 
representation error of 5 in the 13th digit, which (when the exact value is 
unity) translates to WA = 11.3. Thus the loss of accuracy observed in the 
second stage would seem to be within the bounds of the representation error 
of the HP-85. 
The same procedure was applied to the MU model on the Unisys with 
both SP and DP (for which the maximum representation error with respect to 
unity corresponds to WA = 7.8 and 17.8 respectively), and to the LU model 
on the HP-85, producing mean WAS of 7.7, 17.6, and 11.1 respectively. In all 
these runs, therefore, it is possible to conclude that there was no cancellation 
error in the second stage. 
Inspection of the individual WA values for all the other runs as obtained 
from the regular Cholesky procedure revealed no declines in accuracy from 
b, to b, or b, of the sort leading to an alternative conclusion, except for the 
WU and WC models. For these models all runs showed a decline in WA from 
b, to b, or b, of approximately 4 digits, except in one DP run, for which the 
calculated b, was exactly 1, when the decline was about 9 digits. Apart from 
this one case, the decline was also fairly regular, except that for the WU 
model WA(b,) was usually slightly higher than WA(b,). This situation is 
investigated for the case of the unscaled WU model in Tables 3 and 4. 
Table 3 shows the exact values of the product terms uijhj summed in the 
calculation of each bi as in (5.3) for the unscaled WU model. Since each 
exact bi = bi = 1, each column sums exactly to 1. Hence in the first column, 
for example, in which the term with the largest number of digits in its 
integral part is u”h, with 7, there is a loss of 6 digits due to cancellation. At 
the same time, if we use 12digit floating-point decimal arithmetic (as in the 
HP-85), divergence of the column total (0.99999644) from its exact value 
begins at the fifth decimal place due to a cancellation of 6 digits, as reflected 
in a loss of 6.6 digits of accuracy (WA = 5.4). Corresponding figures for all 
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TABLE 4 
ACCURACY IN THE SECOND STAGE OF THE CHOLESW 
ALGORITHM (UNSCALED wu MODEL) 
b, b, b2 b3 b4 b, Mean 
Number of digits canceled 6543 10 3.2 
WA value using 12 digits 5.4 6.7 7.5 8.4 11 a 12 8.5 
Observed WA value (HP-85) 2.5 2.2 2.6 3.5 4.7 6.5 3.6 
With more accurate first stage 4.9 5.8 6.6 7.5 9.0 10.7 7.4 
“A case not covered by Wampler’s formula. Since only 10 decimal 
places are possible, it does not seem correct to take WA = 12. 
columns are given in the first two rows of Table 4. These represent concep- 
tual losses of accuracy in the second stage only, since the entries in Table 3 
are exact. The third row of Table 4 gives the realized accuracy with the 
HP-85, and of course this is inclusive of losses of accuracy from the first stage. 
The fourth row of Table 4 gives WA values (also with the HP-85) resulting 
from a modification of the Cholesky algorithm which can often virtually 
eliminate losses of accuracy in the first stage, but which does not address the 
effect of cancellation in the second stage (see Section 9). Accordingly, these 
values are very close to those in the second row. 
Apparently the Wampler problem, when r is not centered, has a property 
affecting the computational accuracy with which its coefficients are deter- 
mined, which goes beyond the usual ill-conditioning of X. Whatever the 
reason for this may be is immaterial so far as comparison of the Cholesky 
with the QR methods is concerned, since all have a common second stage. 
6. SCALING 
Like centering, scaling has also been around for a long time. Thus Fox 
[17] in pm-electronic-calculator and pre-computer days recommended as 
follows: 
For ease of computation it is desirable to work throughout with a fixed number of 
decimal places. To this end coefficients [i.e. elements of XrX] of greatly varying 
orders of magnitude are to be avoided, and it is suggested, as a rough working rule, 
that the matrix should be transformed so that all coefficients are less than unity, but at 
least one in every row and column lies between 0.1 and 1.0. This can always be 
achieved by operations on rows, which do not alter the equations, and on columns, 
which is equivalent to a change of variable. 
Thus, scaling involves at least making the diagonal elements lie between 0.1 
and 10, and it is achieved by multiplying the predictor variables where 
necessary by appropriate powers of 10 (“decimal scaling”). Or one may go a 
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TABLE 5 
MEAN GAINSa IN ACCURACY FOR UNITY SCALINCb 
u c F D Means 
(i) Over no scaling 
SP -0.1 - 0.2 + 0.0 + 0.0 ~ 0.1 
DP - 0.7 - 0.3 - 0.2 +0.1 - 0.3 
Means - 0.4 - 0.3 -0.1 +0.1 - 0.2 
HP-85 - 1.6 - 0.5 - 0.2 - 0.2 - 0.7 
(ii) Over decimal scaling 
SP - 0.0 + 0.0 -0.1 - 0.1 - 0.0 
DP - 0.2 - 0.2 - 0.0 + 0.2 - 0.1 
Means - 0.1 - 0.1 - 0.1 +0.1 - 0.1 
aDifferences of mean WA values. 
bCell means do not correspond to equal numbers of runs because of the 
failure of the DU single precision runs and because models with centered 
factors do not exist for Langley and Durum. The same applies to subsequent 
tables where appropriate. 
step further [27] and equalize the diagonal elements, especially by scaling to 
unit diagonals (“unity scaling”), in which case XrX is scaled to R. With 
model centering, R is the correlation matrix; for an uncentered model R is 
the matrix of “correlations about the origin,” bordered by an initial row and 
column. Modem practice [lo; 12, p. 264; 25, p. 113; 47; 53; 561 supports the 
view that unity scaling is the optimal scaling procedure for minimizing 
computer roundoff error. 
Although scaling was a side issue, we decided to vary our unity-scaled 
programs in order to investigate the loss of accuracy with the alternatives of 
decimal scaling or not scaling at all. The results of Table 5 are based on the 
mean WAS (after descaling) of each of the 234 runs. Here the constant term 
was omitted from the mean WA for centered models, since it is unaffected by 
scaling. Figures for the HP-85 (a decimal machine) have been kept separate 
because on this machine the calculated coefficients obtained with decimal 
scaling are identical with those obtained without scaling [15, p. 381. 
Clearly unity scaling has failed to deliver. Any actual gains in accuracy 
are trivial and tend to be associated with moderate ill-conditioning, where we 
may anticipate they would be superfluous. Of the 78 individual differences, 
unity scaling minus no scaling, only 32% showed gains in accuracy, with only 
one gain > 1 digit. On the other hand there were 8 losses of accuracy 
> 1 digit, the largest being the extraordinary loss of 5.5 digits for the LU 
model on the HP-85. For unity scaling minus decimal scaling (excluding the 
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HP-85), 48% of the 62 cases show a gain in accuracy, with the largest gain 1.6 
digits and the largest loss 1.5 digits. 
The conclusion that scaling is not beneficial, and may even be associated 
with a serious loss of accuracy, was surprising. However, Chambers [8] found 
that standardizing the predictor variables (very closely related to unity 
scaling) had no predictable effect over no scaling when he applied the 
Cholesky and various QR algorithms to the LC model. Also Lesage and 
Simon [32] have recently confirmed our conclusion. 
Various authors, e.g. [3, pp. 120, 183; 8; 15, Chapter 11; 211, have 
discussed the question of the optimal scaling for producing the minimum 
K(X) or ~(Xrx). Most quote a result by Van der Sluis [59] which implies that 
near-optimality is obtained by scaling so that the diagonal elements of the 
transformed XrX are equal; transformation to R is then an obvious special 
case in statistics. The inference would seem to be that unity scaling will 
produce near-optimal accuracy. However, if we take the LU model as an 
example, any expectation that unity scaling will produce a gain in accuracy 
commensurate with the reduction in condition number from 2.361 X 101’ 
(unscaled) to 1.873 X 10’ will be disappointed, since our experience was a 
mean loss of accuracy of 1.9 digits for this model (1.0 digits excluding the 
exceptional loss on the HP-85). 
Table 6 was drawn up to investigate this exceptional loss, viz. mean 
WA = 8.6 unscaled versus 3.1 unity scaled. The patterns in Table 6(i) and (ii) 
are clearly different. Compared with the unscaled case, unity scaling pro- 
duces a drop in WA for urs of about 4 digits, which then communicates itself 
to all the elements in the 7th column, with an additional final loss of about 1; 
digits in ues. If we concentrate on the major loss, urs for the unscaled case is 
C(x, - Xr)(xs - x,>/{E.(r,- ~,)2}“2, of which the numerator is calculated 
in the Cholesky algorithm as 
3,180,539.90 - ( 7) [ 7) = 3,180,539.90 - 3,179,776.05 
= 763.85. 
Thus despite the cancellation, this subtraction is exact on the HP-85 because 
of BCD representation. With unity scaling, on the other hand, the numerator 
of urs is ria - rolros ( where the T’S are correlation coefficients about the 
origin), calculated as 
0.994998 - (0.999997)(0.994762) = 0.994998 - 0.994759 = 0.000239 
(values rounded to 6 digits). Here the cancellation of 3 digits causes a 
corresponding loss of accuracy due to the roundoff error present in the r ‘s. It 
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TABLE 6 
WA VALUES WITH THE CHOLESKY METHOD ON THE HP-85 FOR THE Lu MODEL 
U Ih b 
(i) Unscaled 
12.0 12.0 12.0 12.0 12.0 12.0 12.0 
12.3 10.8 12.1 12.0 12.1 11.8 
9.0 9.0 8.6 9.4 9.9 
10.7 10.2 9.7 9.9 
10.1 7.3 8.8 
8.4 8.0 
8.9 
(ii) Unity-scaled 
I 
12.0 8.8 
11.6 7.7 
9.5 8.5 
9.6 8.9 
8.8 9.0 
8.1 8.4 
8.6 ! 8.8 Mean 8.6 
12.0 11.9 12.5 12.9 11.4 11.6 11.7 ; 11.5 
10.0 10.2 10.3 10.1 9.5 7.9 1 9.5 
8.4 8.4 8.2 8.2 6.3 ; 8.4 
10.7 9.7 9.1 6.6 1 8.7 
9.4 7.5 5.9 1 8.1 
6.7 5.7 ; 6.1 
3.6 I 3.6 
._ I  
3.3 
2.6 
2.8 
3.4 
3.6 
2.4 
3.3 
Mean 1 3.1 
is thus seen that most of the 5i digit difference on the HP-S5 is due to the 
fortuitous nonoccurrence of cancellation error in the unscaled case. Conse- 
quently, the difference must be seen as a fortuitous gain of 5: digits due to 
not unity scaling, rather than as a loss as suggested above (see also Sections 7 
and 10). 
On a binary machine, however, cancellation error will occur in the 
calculation of urs for the LU model whether unscaled or unity scaled. Our 
results with the Unisys in this respect are not clear-cut, but are roughly in 
accordance with expectation based on an analysis of cancellation. 
In view of the results of this section, quoted mean WA values will 
henceforth be for unscaled runs unless indicated otherwise. 
7. THE EFFECTS OF CENTERING AND SOME 
OTHER COMPARISONS 
The basic computational evidence on centering is contained in Table 7. 
We first note the performance of the HP-S5 relative to the Unisys, as 
indicated by the column means: SP 3.5, HP-S5 7.7, DP 13.3. Although the 
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TABLE 7 
MEAN WA VALUES (UNSCALED) FOR THE 16 MODELS OF TABLE 1 OBTAINED 
WITH SINGLE AND DOUBLE PRECISION AND ON THE ~~-85~ 
Data-set Model SP HP-85 DP Meansb 
Longley Uncentered 
Centered 
Durum Uncentered 
Centered 
Myers Uncentered 
Centered 
Factors centered 
Double centered 
Acetylene Uncentered 
Centered 
Factors centered 
Double centered 
Wampler Uncentered 
Centered 
Factors centered 
Double centered 
0.4 
5.0’ 
d 
- 
2.7 
1.8 
4.4d 
5.5 
5.9 
0.8 
2.1 
4.2” 
5.1” 
0.0 
2.0 
5.9 
6.4 
8.6 10.7 6.2 
10.0 15.2 10.0 
3.7 9.4 7.5” 
6.4 12.6 10.5” 
6.1 11.7 6.6 
8.6 14.1 9.1 
10.1 15.8 10.6 
10.3 16.0 10.8 
5.0 10.1 5.4 
5.8 12.6 7.0 
8.4 14.2 9.1 
9.3 15.1 9.9 
3.6 11.6 5.4 
6.5” 11.3 6.6 
10.4 16.5 11.1 
10.8 16.6 11.3 
“Single and double precision runs are means of two runs each (one at 
each university). 
b Weighted means, giving SP and DP double the weight of HP-85. 
‘Although the mean WA value > 4.0, one or both runs gave WA values 
< 4.0 for one or more coefficients as follows. LC: One run gave 3 values 
< 4.0 (lowest 2.9). MC: One run gave 3 values < 4.0 (lowest 2.8); the other 
gave 4 values < 4.0 (lowest 2.7). AF: One run gave 5 values < 4.0 (lowest 
3.8); the other gave a mean WA of 3.9 with 6 values < 4.0 (lowest 3.1). AD: 
One run gave 4 values < 4.0 (lowest 3.7). WC: One value 3.4. 
dNo result. 
“SP excluded. 
comparison is slightly upset (i) by the absence of the DU(SP) run, and (ii) by 
the high mean WA of 8.6 for LU(HP-85) already discussed in Section 6, the 
mean losses of accuracy (d - WA) are about the same (4; digits) for all 
“ precisions”. Hence, as regards accuracy, the performance of the HP-85 is in 
line with a Unisys operating with a precision of about 12 digits. It seems 
reasonable that this conclusion (and our conclusions in general) will extrapo- 
late to any computers, regardless of the d-value concerned. 
Centering the model has given a mean gain in accuracy over no centering 
of 2.5 digits. This gain, however, varies over the five data-sets. For Longley in 
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particular it is 3.9 digits, even without allowance for the WA of 8.6 for LU 
(HP-85), which in this context is clearly seen to be out of line. (With unity 
scaling the gains were: SP 5.0, HP-85 5.6, DP 5.6.) Longley himself [33] 
estimated the gain for LC over LU as between 3 and 4 digits. It is possible, 
therefore, that the Longley data have been misleading in respect of the 
effectiveness of model centering. The reason seems to be in the much larger 
difference in log K or log(maxVIF), 5.2 and 4.9 respectively, for Longley than 
for our other data-sets (Table 1). 
Centering the factors in models of degree > 1 has given a mean gain in 
accuracy of 4.4 digits, with Wampler (5.7) showing a higher gain than Myers 
(3.9) and Acetylene (3.7) a pattern which is consistent over the three 
“precisions”. For these models centering the factors is more effective than 
centering the model, especially for Wampler. Again these observations seem 
to be in line with our measures of conditioning. However, the mean gain due 
to centering models with centered factors, is only about i digit, also in line 
with our measures of conditioning. 
If we regard our 16 models as representing a wide range of conditionings, 
obviously the Cholesky method with double precision has satisfied all normal 
requirements of accuracy; with single precision, however, the accuracy, even 
at best, is no more than marginal. Apart from the exceptional WU and WC 
models, the HP-85 failed only in the most ill-conditioned case. 
If we consider the results for the five data-sets individually, no centering 
has been required with double precision (d = 18) to produce adequate 
accuracy, whereas with the HP-85 (d = 12) centering the factors (centering 
for Longley and Durum) has proved its worth as a routine measure, bearing 
in mind the exceptional WA for LU. With single precision (d = 8), however, 
centering cannot always be relied upon. 
Results obtained by Longley [33, 341, Chambers [8], and Wampler [60] 
with the LU, LC, and WU models suggest an advantage for QR methods 
over the Cholesky of about 2-4 digits of accuracy. 
8. LOSS OF ACCURACY THROUGH DECENTERING 
By decentering we mean the reduction of a fitted model in one of the 
centered forms (3.2) (3.3), or (3.4) to a form corresponding to the uncentered 
model (3.1). 
Let (3.1) in observational form be denoted by y = Xp + l . Any model 
with centering represents a reparameterization of (3.1) by means of B’ = TB 
to 
y = xrpr+ c, (8.1) 
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where 
X'= XT-‘. (8.2) 
Hence the decentering process could be computed as 
bd= T-lb’ (8.3) 
where bd denotes the coefficients corresponding to (3.1). However, it would 
be rare for X’ to be computed explicitly as in (8.2). As already seen, it is 
standard to fit an intercept model such as (3.1) in the form (3.2) in the 
well-known manner, and for the calculation of b,d from bg ( = ij), the only 
coefficient involved, to be programmed. For the model (3.3) one is less likely 
to find a standard routine for (8.3). Our procedure was to work out T- ’ “by 
hand,” and either to incorporate the resulting formulas into dedicated pro- 
grams (Stellenbosch), or to use a 14digit calculator or, when this was 
inadequate, a separate program with b’ as input (Natal). 
Decentering may be done merely to simplify the regression equation, but 
according to Snee and Marquardt (see Section 3), the coefficients of interest 
should be those of the models with centering. Also, decentering is unneces- 
sary for contour plots [Snee, private communication, 19831. From the oppo- 
site point of view, centering can be used as a purely computational device as 
seen in Section 3. St. John [56], even though he was concerned with mixture 
models, stated a general truth when he wrote: 
If one uses the centered intercept models only to avoid numerical round-off problems 
on the computer, the model has served the purpose. However, if one then transforms 
back to parameter estimates [for the uncentered model], the large VW’s for these 
estimates still exist, still are symptomatic of deficiencies in the data, and should not be 
ignored. 
The authors have met an occasional prophet of doom who has claimed 
that decentering brings one back to square one, the gains in accuracy due to 
centering being totally lost on decentering. Table 8 shows that this is not so. 
It is in any case unlikely, because the coefficients of the terms of the highest 
degree remain unchanged by decentering; the proportions of these in the 
various models considered by us vary from j$ (DC) to i (WF and WD). 
What usually happens is that there is a slight nibbling away at the WA values 
of the coefficients of the terms not of the highest degree, with the result that 
the mean WA value for the decentered model is not much lower than that of 
the model in centered form, and there is thus still a considerable gain in 
accuracy over the corresponding uncentered model. A comparison of Table 8 
and Table 7 shows that this is true for all except Wampler, especially WF 
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TABLE 8 
MEAN WA VALUES AFI-ER DECENTERING FOR THE CJZNTERED MODELS OF TABLE 1 
Data-set Model SP HP-85 DP Means 
Langley Centered 4.8” 9.7 14.8 9.8 
Durum Centered 2.5 6.2 12.4 10.4b 
Myers Centered 3.8” 7.9 13.3 8.4 
Factors centered 5.3 9.8 15.7 10.4 
Double centered 5.4 9.8 15.6 10.4 
Acetylene Centered 1.4 5.0 12.0 6.4 
Factors centered 3.gd 8.2 14.0 8.8 
Double centered 4.7” 8.9 14.8 9.6 
Wampler Centered 0.5 5.0” 9.8 5.1 
Factors centered 2.5” 6.9 12.6 7.4 
Double centered 2.3” 7.0 12.4 7.3 
aAlthough the mean WA after decentering > 4.0, one or both runs gave 
WA values < 4.0 for one or more coefficients as follows. LC: One run gave 3 
values c 4.0 (unaltered by decentering). AD: One run gave 5 values < 4.0 
(lowest 3.7), the same coefficients being involved as before decentering, plus 
bo. WC: Two values < 4.0, the same as before decentering, plus b,,. 
bSP excluded. 
‘Decentering has brought the mean WA below 4 for both runs. 
dOne run maintained a mean WA > 4.0 with 6 values < 4.0 (lowest 3.8) 
the same 5 coefficients being involved as before decentering, plus bo. The 
mean WA of the other run dropped from 3.9 to 3.6. 
and WD, where the losses of accuracy approach 4 digits. Despite this, the 
mean gains in accuracy due to model centering alone and factor centering 
alone (shown in Section 7 to be 2.5 and 4.4 without decentering) are still as 
high as 1.8 and 3.1 digits after decentering. 
As regards WF and WD, it appears that, whatever losses of accuracy due 
to cancellation in the second stage of the Cholesky algorithm were staved off 
by centering x, their effect cannot be avoided in the end. In fact, the 
numbers of digits canceled in b,d, b;‘, . . . , bLj exactly parallel the experience of 
Table 4. Nevertheless WF and WD still show gains of about 2 digits 
over WU. 
9. IMPROVING THE ACCURACY OF THE CHOLESKY METHOD: 
THE DOUBLE CHOLESKY METHOD 
The Cholesky method amounts to an implicit reparameterization of (3.1) 
as in (8.1) with B’=Up and X’= XU-‘, denoted here by y and Z respec- 
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tively, and since by virtue of (1.5) 
ZTZ = u-~x~xu-’ = I, (94 
the reparameterization is orthogonal. If we denote b’ by c, we see that 
c = ZTy = u-TXTy, 
b =U-‘c, (9.2) 
corresponding to (5.1) and (5.2) respectively. 
However, although (9.1) is theoretically exact, the computed U and Z, say 
U, and Z,, will be affected by roundoff error, so that ZFZl will be only 
approximately equal to the unit matrix, with the closeness of the approxima- 
tion depending on the conditioning of XTX. Usually Z is not computed 
explicitly, but, in order to improve the orthogonality, one may program to 
compute Z by obtaining UrPT in stage 1, e.g. by operating on [XTX] I] instead 
of [XTX]XTy] (cf. [24, p. 239]), and then forming new normal equations 
ZrZ,c = Zf’y and solving them by the Cholesky method in the usual way, i.e. 
b =U,‘c =U;l(Z;Z,)-lZTy 
=up[ (XUl.‘)‘(XU~‘)] -l(XU,qTy. (9.3) 
Implicitly one is employing a further reparameterization, amounting to 
p’= U&f3 and X’= Z,V,-’ = XU;lU~l = Z,, so that ZlZ, will be closer to 
I. Since the first stage of the Cholesky algorithm is employed twice, we call 
the procedure, with some inexactitude, “the double Cholesky method,” and 
where necessary we shall refer to the ordinary procedure as “the single 
Cholesky method.” If one recalls our earlier demonstration that, except for 
WU and WC, there is no loss of accuracy due to cancellation in the second 
stage of the Cholesky algorithm, it will be realized that the double Cholesky 
combats loss of accuracy where it is needed, i.e. in the first stage. 
The double Cholesky algorithm was included in the dedicated BASIC and 
FORTRAN programs written in Stellenbosch (cf. Section 4). For this reason the 
double Cholesky programs were run only at Stellenbosch. This means that 
each entry in Table 9 represents the mean WA for a single run. As before, 
test runs were made with all 16 models (unscaled). 
The mean gain in accuracy over all Stellenbosch runs for the double 
Cholesky method over the single Cholesky is 2.5 digits, but the gains are 
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TABLE 9 
MEAN WA VALUES WITH THE DOUBLE CHOLJZSW METHOD, WITH GAINS IN ACCURACY 
OVER THE SINGLE CHOLESKYa SHOWN IN PARENTHESESb 
Data-set Model SP HP-85 DP Means 
LongIey Uncentered 4.2 (3.3) 10.8 (2.2) 14.2 (2.1) 9.7 (2.5) 
Centered 6.1 (1.9) 10.8 (0.8) 16.5 (1.3) 11.1 (1.3) 
Durum Uncentered 10.7 (7.0) 14.2 (4.9) 12.5 (6.0) 
Centered 4.6 (2.0) 10.6 (4.2) 14.1 (1.7) 12.4 (2.9) 
Myers Uncentered 5.4 (3.8) 11.3 (5.1) 15.2 (3.3) 10.6 (4.1) 
Centered 5.8 (1.4) 11.4 (2.8) 15.5 (1.4) 10.9 (1.9) 
Factors centered 6.9 (1.3) 11.8 (1.7) 15.5 (0.0) 11.4 (1.0) 
Double centered 7.0 (1.3) 11.5 (1.2) 17.2 (1.3) 11.9 (1.3) 
Acetylene Uncentered 5.7 (4.8) 11.7 (6.7) 14.6 (4.4) 10.7 (5.3) 
Centered 5.9 (3.8) 11.4 (5.6) 15.7 (3.0) 11.0 (4.1) 
Factors centered 7.1 (3.2) 11.3 (2.9) 16.8 (2.5) 11.7 (2.9) 
Double centered 7.1 (1.8) 11.6 (2.3) 17.0 (1.6) 11.9 (1.9) 
Wampler Uncentered 2.7 (2.5) 7.4 (3.8) 12.5 (1.3) 7.5 (2.5) 
Centered 4.0 (1.9) 8.2 (1.7) 14.7 (3.2) 9.0 (2.3) 
Factors centered 7.3 (1.4) 11.2 (0.8) 17.3 (0.3) 11.9 (0.9) 
Double centered 7.4 (1.1) 11.2 (0.4) 17.3 (0.6) 12.0 (0.7) 
“StelIenbosch runs only. 
bNo decentering. 
‘Although the mean WA value > 4, individual WA values < 4.0 occurred as 
follows, LU: 3 values (lowest 3.1); DC: 4 values (lowest 3.2); WC: 3 values (lowest 
1.3). 
uneven over the data-sets, namely: Longley 1.9, Durum 4.0, Myers 2.0, 
Acetylene 3.6, Wampler 1.6. They are also uneven over the types of center- 
ing, with the greatest gains being recorded for the uncentered models; the 
result of this is that with the double Cholesky method the effects of centering 
are negligible, except that for Wampler the mean gain in accuracy due to 
factor centering, while reduced, is still 4.4 digits. To a lesser extent this 
variability in gains in accuracy extends to the three “ precisions”: SP 2.4, 
HP-85 3.1, DP 2.1. 
It almost seems (e.g. for uncentered models) that the double Cholesky 
algorithm performs best where it is needed, but this cannot be pressed too 
far. With double precision, the increase in accuracy to a mean WA of 15.5 is 
hardly necessary for ordinary purposes. With the HP-85, the mean WA of 
10.8 is not far from full machine accuracy even though three cases of 
“ hyper-astronomical” ill-conditioning are included, plus others merely astro- 
nomical. More important, the three cases (Table 7) where by our arbitrary 
standard of 4digit accuracy the single Cholesky method on the HP-85 was 
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TABLE 10 
MEAN LOSSES OF ACCURACY (d - WA, d = 8,12,18) OVER DATA-SETS, WITH wu 
ANDWCEXCLUDED 
u 
c 
F 
D 
Single Cholesky” Double Cholesky 
SP HP DP SP HP DP 
6.9 6.2 7.1 2.9 0.9 3.4 
4.7 4.3 4.4 2.4 1.0 2.5 
2.9 2.4 2.4 0.9 0.6 1.5 
2.2 1.9 2.0 0.8 0.6 0.8 
a Stellenbosch only. 
inadequate are now well in the clear. With single precision the 11 similar 
cases are reduced to 4-a big improvement, but still leaving single precision 
a dubious prospect. In addition, the double Cholesky method is powerless if 
the computer rejects the data at the first stage. In such a case recourse may 
be made to centering; thus model centering (almost automatic with intercept 
models) may be effective, though it was not quite so in the Durum case. 
Because the algebra of the second stage of the double Cholesky algorithm 
is unaltered from that of the single Cholesky, the Wampler problem contin- 
ued to display the same sort of peculiarities in the second stage with the 
double Cholesky as those noted in Section 5. 
From Table 10 the pattern of loss of accuracy with the single Cholesky 
method seems consistent over the three precisions, whereas with the double 
Cholesky method the loss of accuracy on the HP-85, unlike SP and DP, seems 
independent of type of centering, and hence of the degree of ill-conditioning. 
Thus Figure 1 in Section 10 exhibits parallelism of the three “precisions” 
with the single Cholesky method, while a similar plot for the double Cholesky 
shows the HP-85 as virtually flat compared with SP and DP. 
Losses of accuracy due to decentering were found to be slightly less for 
the double than for the single Cholesky, except for the Wampler models. 
When account is taken of the gains in accuracy with the double Cholesky 
method (Table 9) in relation to the advantage of 2-4 digits for QR methods 
over the single Cholesky method (Section 7) it is clear that the double 
Cholesky method is very competitive so far as accuracy is concerned. In 
regard to efficiency the single Cholesky requires roughly half the computing 
effort of Householder orthogonalization, the most efficient QR method [6; 22 
pp. 89, 1771. The double Cholesky requires most of the effort of two single 
Choleskys as well as the np2 multiplications needed in forming the product 
Z, = XUL~. Therefore the double Cholesky is an attractive alternative if it is 
invoked only when a log(maxVIF) greater than (say) 5 occurs in the initial 
Cholesky. 
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Although the double Cholesky method may be regarded as a potential 
iterative method, it should not be confused with iterative refinement or 
iterative improvement (cf. for example [21]), which requires a full solution for 
each iteration, does not address the source of inaccuracy, and is much less 
powerful than the double Cholesky method. 
The only reference to the double Cholesky method which we were able to 
find in the literature is a brief paper by Taubman [57], who presented the 
formula (9.3), but called it “the design matrix method” for the reason that 
the matrix inverted in (9.3) is not calculated as U-r(XrX)U-‘, though XTX 
must of course, be formed to permit the initial Cholesky decomposition 
XTX = Ur%,. Correspondence with Dr. Taubman revealed that the method 
was originated by Professor R. E. Hall for the TSP software system prior to 
1967. 
10. PREDICTION OF ACCURACY FROM MEASURES 
OF ILLCONDITIONING 
In Section 5 the connection was laid bare between loss of digits of 
accuracy and the number of digits canceled in subtraction. Obviously, 
however, the latter is hardly suitable as a predictor of loss of accuracy, and 
attention turns to measures of illconditioning for this purpose. 
Yet, according to Longley, “Tolerance tests [i.e. VIFs] and/or condition 
numbers do not give a clear indication of exactly how many digits are 
required to obtain a solution” [33]; also [34] “. . . tests with over one hundred 
problems indicate that there is little or no association between the condition 
of the matrix, however defined, and the average decimal digit accuracy 
produced in the solution.” Belsley [2] observes that det(XTX), det(R), V(b), 
and VIFs are not true measures of conditioning, since no relation has been 
established between them and the sensitivity of a least squares problem to 
data perturbations (except possibly in particular cases). 
Despite this, there are indications from previous sections that at least 
rough approximations of accuracy should be possible. For example, Table 11 
shows close agreement between measures of conditioning and gains in 
accuracy due to model centering; in particular the large gain with the 
Longley data-set is accounted for. 
Berk [5], using a theoretical result of Forsythe and Moler [15, pp. 49-511, 
showed that the number of correct digits, q, in the solution to XTXb = XTy 
on a ddecimal computer is given by 
q=d-lOgK, (10.1) 
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TABLE 11 
GAINS IN ACCURACY DUE TO MODEL CENTERING COMPARED WI-Ix CORRESPONDING 
DIFFERENCES IN lOg(IIIaXVIF) AND log Ka 
Data-set and/or model Mean WA log(max VIF) log K 
Longley 4.5 4.9 5.2 
Durnm 3.1 2.8 2.8 
Myers 2.5 2.7 2.9 
Acetylene 1.7 2.4 2.2 
Myers, centered factors 0.3 0.2 0.2 
Acetylene, centered factors 0.9 0.3 0.4 
Wampler, centered factor 0.3 0.0 0.0 
Difference of 
aResults for Longley with the HP-85 and for Wampler with nncentered factor 
are excluded for the reasons given earlier. 
i.e. 
WA=d-bgtc, (10.2) 
where WA represents the mean WA value for the run concerned. 
A Computer Experiment 
Although (10.2) can be useful as an approximation when K is available, an 
approximation in terms of VIFs would be more useful when the Cholesky 
method is used. (Also, Frane [18] lists six reasons why VIFs are more 
generally to be preferred, and adds Berk’s result: that maxVIF is a lower 
bound to K.) 
In order to gain insight into the effect of VIFs on accuracy, a series of 
experimental runs was made on the HP-85 using the (single) Cholesky 
method to solve normal equations Rx = g, where R is of the type 
R = (1- r)I, + rJp, (10.3) 
in which J, is the p x p matrix with all elements unity. Thus R is the 
correlation matrix (cf. Section 5) of the p predictor variables for an artificial 
case where the correlation coefficients are all the same (r). Artificially also, 
vectors g were chosen so as to correspond to particular types of exact 
solution, e.g. for & = 1 (a vector of l’s), g = (1 + (h - 1)r)l. 
In this situation, when R-l exists, it has equal diagonal elements 0 [23, 
p. 1721, corresponding to a common VIF for the coefficients b (cf. [18]), and 
r is expressible in terms of p and 0. 
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For all combinations of p = 3( 1)30 and log u = 2( 1)9, both possible solu- 
tions to r were calculated and the equations solved for two choices of g. For 
each such solution the mean WA was calculated, together with linear 
regressions 
WA=a+blogu. (10.4) 
Although the results were rather erratic (see [44]), they did suggest that a 
unit increase in log u was associated with a unit decrease in mean WA, i.e. 
WA=a-logv. (10.5) 
The mean of the values of a over all runs was 10.5, and this did not change 
conditional on b = - 1. A reasonable equation of the type (10.4) for the 
HP-85 would therefore seem to have a = d - 1.5, or 
WA = 10.5 - log u. (10.6) 
Furthermore, a direct link between the VIFs and cancellation error, and 
hence between VIFs and accuracy, is demonstrable. For a matrix of type 
(10.3) uss = (I - ra 112 ) ) and in the computation of 1 - r2 for p = 7 and 
positive values of r, for example, two digits are canceled in the case u = lo2 
and nine digits in the case u = 10’. These compare with the computed losses 
of accuracy, for “b = 1, of 2.2 and 8.3 digits respectively. Thus the number of 
digits canceled in the very first subtraction in the Cholesky method for the 
cases considered corresponds to the magnitude of log v, and the associated 
cancellation error is reflected in the accuracy of the solution. 
What do our Data-Sets tell us? 
For all available runs exploratory plots were made of mean WA and 
minimum WA, as measures of accuracy, against various transforms of the 
maximum VIF, the recommended best single criterion [40]. In this context 
mean WAS for models (3.2) and (3.4) did not include the constant term 
(unaffected by the conditioning). Both accuracy measures plotted linearly 
against log(maxVIF) for each “precision”, but mean WA was preferred to 
minimum WA on the grounds of less variability. 
It therefore seemed natural to generalize (10.5) to 
WA = a - log(maxVIF) (10.7) 
as one step in the transition from the conditions of the computer experiment 
to the real world (excluding Wampler) of our data-sets. Frane [18] mentions 
an equation of this type. 
Consideration was given to the possibility that an equation of type (10.5) 
might be used to predict WA values for individual coefficients, but regression 
coefficients close to - 1 for WA on 1ogVIF and high negative correlation 
coefficients were seldom in evidence. The idea was therefore abandoned. 
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Coefficients of fitted lines are from Table 12, log(mox VIF), 
common slope Data plotted ore before deletions 
[II Double Precision 
+ HP-85 
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FIG. 1. Plot of mean WA vs. log(maxVIF). 
Linear regressions for mean WA on log(maxVIF) were fitted to the data 
plotted in Figure 1 (all 78 unscaled runs) by ordinary least squares with 
separate intercept parameters for each “precision” and with (i) separate 
slope parameters and (ii) a common slope parameter. However, there are 
obvious outliers in Figure 1, and it was decided on grounds investigated 
earlier to exclude all WU and WC runs and the LU run for the HP-85. These 
steps were repeated with log K replacing log(maxVIF). See Table 12. 
The data deletions had a marked effect on the values of s2; with all runs 
included these were about 0.95 for SP and DP, and > 2 for the HP-85. Also, 
the values of Irl and R were lower. However, there was very little change in 
the intercept and slope estimates. 
Of course, the use of ordinary least squares is empirical, since the WA 
means are based on a varying number (p) of individual WA values (which are 
hardly likely to be uncorrelated); also, independence cannot be asserted for 
different models for the same data-set, nor for Stellenbosch and Natal runs 
with identical models. The usual tests of significance will obviously be 
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TABLE 12 
RESULTS OF FITTING LINEAR REG~SS:ON LINES FOR MEAN WAa ON log(max VIF) 
OR log K AFI’ER DELETION OF ALL wu AND WC RUNS AND THE Lu RUN ON THE HP-85b 
Precision a 
log(max VIF) log K 
b s2 Irl or R a b s2 Irl or R 
Separate slopes 
SP 7.1 - 0.79 0.32 0.96 7.6 - 0.74 0.27 0.97 
HP-85 11.9 - 0.91 0.52 0.96 12.4 - 0.83 0.35 0.97 
DP 17.6 - 0.89 0.52 0.96 18.1 - 0.82 0.45 0.96 
Pooled - 0.44 1.00 - - 0.36 1.00 
Common slope 
SP 7.4 7.9 
HP-85 11.6 
: 
- 0.86 0.44 1.00 12.1 
: 
- 0.79 0.36 1.00 
DP 1 .  1 .  
aExcluding the constant term for the models (3.2) and (3.4). 
bPooled n = 67. 
invalid, but the F-criterion for testing for the acceptability of a common slope 
was computed to provide a rough guide, and was in the region of 1.3 for both 
predictor variables. Compared with (10.2) and (10.7), both common slopes 
were fairly far away from - 1. As regards intercepts, those relating to (10.2) 
were very close to d (8, 12, 18), but the difference of 1.5 from d shown in 
(10.6) for the HP-85 was reduced to about 0.5. 
Arising from concern that the foregoing unweighted analysis might be 
distorting the estimates, an analysis was conducted with the dependent 
variable consisting of the individual WA values, excluding those for the 
constant term in the models (3.2) and (3.4), thus automatically giving the WA 
means weights proportional to p. Because of the close agreement between 
the Stellenbosch and Natal WA values on the Unisys, only the data for the 
Natal Unisys and the HP-85 were included (377 observations). In the event, 
instead of individual accuracies, individual inaccuracies (WA - d, d = 
8,12,18) were used, which implies one straight line through the origin for all 
the precisions for Equation (10.2), and a similar line displaced from the origin 
for Equation (10.7). Lines were fitted with and without intercepts, and also 
separate lines were fitted for all the “precisions”. 
However, inspection of Figure 2 reveals rather intimidating possibilities 
for particular runs to bias the position and slope of the line by means of 
individual outliers not revealed by the WA means. After a little trial and error 
a sort of iteration was set up whereby, if any run contained two or more 
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TABLE 13 
RESULTS OF FITTING REGRESSION LINES FOR WA - d ON lOg(IIKiXMF) OR log K 
AFTER THE DELETION OF RUNS CONTAINING OUTLIERS 
Intercept model No-intercept model 
Precision a b s2 r b 2 
log(max VIF) 
SP - 0.4 - 0.91 0.54 - 0.93 - 0.99 0.57 
HP-85 0.2 - 1.04 0.54 - 0.96 - 1.00 0.55 
DP - 0.1 - I.01 0.47 - 0.97 - 1.03 0.47 
Pooled - 0.1 - 1.00 0.53 - 0.95 - 1.01 0.53 
log K 
SP 0.0 - 0.82 0.54 - 0.93 - 0.82 0.53 
HP-85 0.7 - 0.91 0.46 ~ 0.96 - 0.82 0.53 
DP 0.3 - 0.89 0.55 - 0.96 - 0.85 0.55 
Pooled 0.4 - 0.88 0.52 - 0.96 - 0.83 0.54 
outlying single observations in one direction (on the criterion: magnitude of 
standardized residual >, 2) unbalanced by any outlier in the other direction, 
then all observations from that run were rejected. For both log(maxVIF) and 
log K the iteration involved three stages, and the runs rejected at each stage 
(109 observations in all) were identical. At the first stage the runs rejected 
corresponded to those previously pointed out on independent grounds, viz. 
all WU and WC, plus LU (HP-85 only). 
Results obtained at the conclusion of the iterations are shown in Table 13. 
These “refined” estimates are not very different from those without the 
deletions so far as a and b are concerned. The chief difference was that the 
negative slope steepened for both predictor variables. The values of s2 were 
much lower and more consistent. From s2 and r one sees that the condition 
number and maximum VIF are very much on a par, with the former 
fractionally superior. 
Analyses of variance were performed similar to that on p. 386 of [48], on 
the same basis as before with respect to the required assumptions, in order to 
provide a guide to suitable models. It seemed clear that for log(maxVIF) a 
common no-intercept equation is adequate for all precisions, viz. 
WA - d = - l.Olog(maxVIF), or 
WA = d - l.Olog(maxVIF). (10.8) 
For log K, however, a common intercept term seemed necessary, viz. WA - d 
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WA = (d +0.4) - 0.91ogK. (10.9) 
The difference between (10.8) and (10.9) would seem to be a reflection of the 
fact that log(maxVIF) and log K for the data-sets (without deletions) follow a 
close linear relationship (r = 0.997) estimated by 
log(maxVIF) = - 0.5 +0.9log K. (10.10) 
The significant intercept proclaims that this relationship breaks down for 
small maxVIF and K. 
The Effect of the Magnitude of p 
So far simpler linear prediction formulas have been proposed which take 
no account of the value of p. In connection with (10.1) Berk [5] commented 
that this formula is at least roughly valid up to p = 20, but that there is some 
tendency towards less predictive accuracy for large p if the correlation 
matrix has a single small latent root. Our data-sets are unsuited for determin- 
ing the role of p, since only two models (DU and DC) have p > 10 
(Table 1). Even so, in the fitting of (10.10) DU and DC gave rise to points 
below the general line, with DC designated as an outlier. 
An alternative to trusting that Berk’s observation about (10.1) will apply 
equally well to our other accuracy formulas is presented by the following: 
Berk’s Theorem 3 [5] may be extended slightly to yield 
maxVIF < K < p(sum of VIFs) < p2(maxVIF), 
and hence 
-logpdlogK-log(maxVW)--logP<logP, 
which shows that 
log K - log( max VIF) = log p (10.11) 
with an error of approximation not exceeding log p. 
It is interesting that despite the correlation coefficient of 0.997 in the 
simple linear regression of log K on log(maxVIF) for our data-sets, as seen at 
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(lO.lO), the addition of log p to the regression is highly significant by the 
usual test criterion. The fitted nonintercept model is 
logs = l.O5log(maxVIF) +0.89log p, (10.12) 
although the regression of log K - log(maxVIF) on log p is 
log K - log(maxVIF) = 1.151og p. 
Substitution of (10.11) in (10.2) and (10.8) gives 
WA = d - log p - log( max VIF) (10.13) 
and 
WA=d+l.Ologp-l.OlOgK (10.14) 
as alternative prediction formulas involving p. A possible third alternative is 
provided by (10.12): 
WA = d - 0.91og p - l.Olog(maxVIF). (10.15) 
Tests of Accuracy Prediction Formulas 
Seven formulas were available for consideration, viz. (10.2), (10.7), (10.8), 
(10.9), (10.13), (10.14), and (10.15), and their ability to predict was gauged in 
relation to our five data-sets. We began by dropping (10.15), which would be 
negligibly different from (10.13) over the range of p values available. For 
convenience we list the formulas here: 
1. WA=d-logK, 
2. WA = d - 1.5 - log( max VIF) , 
3. WA = d - log p - log(maxVIF) , 
4. WA = d - log( max VIF) , 
5. WA=d+logp-logK, 
6. WA = d +0.4 - 0.91og K. 
(10.2) 
(10.7) 
(10.13) 
(10.8) 
(10.14) 
(10.9) 
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Of these, formulas 1-3 are not dependent on our data-sets, whereas formulas 
4-6 are, though in comparison with 4 and its derivative 5, the independently 
determined formula 2 required only the evaluation of its intercept from the 
computer experiment [cf. (lO.S)]. Also, although the tests were based on the 
Natal and HP-85 runs, with LU (HP-85) and all WU and WC deleted, 
formulas 4 and 6 were calculated after further deletions as previously 
explained, and of course 5 is derived from 4. All formulas give predicted 
losses of accuracy which are independent of computer and/or precision. 
First we consider the ability of the formulas to predict the mean WA, 
excluding the constant term for models (3.2) and (3.4), as obtained by the 
(single) Cholesky algorithm (no scaling, no decentering). Table 14 records the 
actual and predicted WA means for the 46 retained “precision”/model 
combinations, together with, for each formula, the percentages of prediction 
errors. 
E = (mean WA) - (predicted mean WA), 
exceeding 1 digit and 2 digits in magnitude, the signed magnitude of the 
maximum E, E = CE/40 (the estimated bias of the formula), XE2/40 (its 
estimated Mean Square Error), and C( E - E)2/40 (its estimated random 
error of prediction). 
From Table 14 it is seen that differences in predictability are due mainly 
to bias. With all formulas there tends to be underestimation of accuracy 
(which is on the safe side), but, as is to be expected, this is virtually negligible 
in the case of the data-dependent formulas, which are more accurate by 
about one digit on average. For each formula the largest /El was associated 
with AU (HP-85). 
Similar checks were made on the ability of the predicted mean WA to 
estimate the accuracies of individual coefficients (see [44]). 
The Double Cholesky Method 
In the absence of any theoretical formula, empirical formulas were 
calculated in the same way as for the single Cholesky method. Because of the 
nonparallelism described in Section 9, the HP-85 data were treated sepa- 
rately. The formulas so obtained were: 
Unisys SP and DP: 
HP-85: 
WA = d - 0.4log(max VIF) 
or WA = (d +0.3) - 0.41og K 
WA = (d - 0.4) - 0.1x, 
where x = log(maxVIF) or log K. Thus the accuracies obtained with the 
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TABLE 14 
COMPARISON OF SIX FORMULAS IN THE PREDICTION OF WA MEANS 
C Observed Predicted WA mean by formula 
ode1 WAmean” 1 2 3 4 5 6 
LU - 0.1 - 1.3 - 1.6 - 1.0 - 0.1 - 0.4 0.1 
LC 5.3 3.9 3.2 4.0 4.7 4.7 4.7 
DC 2.5 0.9 1.0 1.2 2.5 2.1 2.0 
MU 2.0 0.6 0.0 0.8 1.5 1.4 1.7 
MC 3.8 3.5 2.8 3.6 4.3 4.2 4.3 
MF 5.5 5.8 5.1 5.8 6.6 6.5 6.4 
MD 5.7 5.9 5.2 6.0 6.7 6.6 6.5 
AU 0.8 -1.9 -2.3 -1.8 -0.8 - 0.9 - 0.5 
AC 1.4 0.3 0.0 0.6 1.5 1.2 1.5 
AF 4.5 3.0 2.4 2.9 3.9 4.0 3.9 
AD 4.5 3.4 2.7 3.2 4.2 4.3 4.2 
WF 6.0 5.2 4.4 5.1 5.9 6.0 5.9 
WD 6.1 5.2 4.4 5.2 5.9 5.9 5.9 
LC 9.6 7.9 7.2 8.0 8.7 8.7 8.7 
DU 3.7 2.1 2.2 2.4 3.7 3.3 3.4 
DC 6.2 4.9 5.0 5.2 6.5 6.1 6.0 
MU 6.1 4.6 4.0 4.8 5.5 5.4 5.7 
MC 8.0 7.5 6.8 7.6 8.3 8.2 8.3 
MF 10.1 9.8 9.1 9.8 10.6 10.5 10.4 
MD 10.0 9.9 9.2 10.0 10.7 10.6 10.5 
AU 5.0 2.1 1.7 2.2 3.2 3.1 3.5 
AC 5.1 4.3 4.0 4.6 5.5 5.2 5.5 
AF 8.4 7.0 6.4 6.9 7.9 8.0 7.9 
AD 9.0 7.4 6.7 7.2 8.2 8.3 8.2 
WF 10.4 9.2 8.4 9.1 9.9 10.0 9.9 
WD 10.5 9.2 8.4 9.2 9.9 9.9 9.9 
LU 9.3 8.7 8.4 9.0 9.9 9.6 10.1 
LC 14.6 13.9 13.2 14.0 14.7 14.7 14.7 
DU 9.4 8.1 8.2 8.4 9.7 9.3 9.4 
DC 12.5 10.9 11.0 11.2 12.5 12.1 12.0 
MU 11.5 10.6 10.0 10.8 11.5 11.4 11.7 
MC 13.3 13.5 12.8 13.6 14.3 14.2 14.3 
MF 16.1 15.8 15.1 15.8 16.6 16.5 16.4 
MD 15.8 15.9 15.2 16.0 16.7 16.6 16.5 
Single precision 
HP-85 
Double precision 
AU 9.8 8.1 7.7 8.2 9.2 9.1 9.5 
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TABLE 14 Continued 
Observed Predicted WA mean by formula 
Model WA mean“ 1 2 3 4 5 6 
AC 11.9 10.3 10.0 10.6 11.5 11.2 11.5 
AF 14.2 13.0 12.4 12.9 13.9 14.0 13.9 
AD 14.6 13.4 12.7 13.2 14.2 14.3 14.2 
WF 16.1 15.2 14.4 15.1 15.9 16.0 15.9 
WD 16.1 15.2 14.4 15.2 15.9 15.9 15.9 
Bias - - 1.07 - 1.59 - 0.98 - 0.09 - 0.19 - 0.12 
X( E - E)‘/40 - 0.49 0.42 0.50 0.42 0.38 0.33 
MSE - 1.64 2.96 1.46 0.43 0.42 0.34 
%IE( 3, 1.0 - 58 85 52 10 8 8 
%IEl > 2.0 - 5 28 5 0 0 0 
fmax(EJ - - 2.9 - 3.3 - 2.8 - 1.8 - 1.8 - 1.5 
aExcluding the constant term for the models (3.2) and (3.4). 
double Cholesky method on the HP-85 are close to independent of the 
ill-conditioning. Further details are given in [44]. 
11. SUMMARY 
An extensive study has been made of the accuracy with which the 
Cholesky (or square root) method computes the solution to the normal 
equations of least squares. 
Contrary to what we find in some textbooks, scaling does not improve the 
accuracy of the Cholesky method. 
It is shown that loss of accuracy with this method is traceable directly to 
cancellation of common leading digits in subtraction. This demonstration 
leads to simple prediction formulas, such as 
WA = d - log(maxVIF), 
where WA represents the mean number of correct significant digits in the 
solution and d represents the potential accuracy (decimal digits) of the 
computer concerned. It is shown that, if d is not large enough for a particular 
data-set, i.e. for a particular log(maxVIF), various forms of centering the data 
improve conditioning, perhaps to the extent that sufficient accuracy is 
available. The culmination of the various forms of centering (in the sense of 
decreasing degree of ill-conditioning) is shown to be a technique we have 
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called the double Cholesky, since it involves forming Z, = XII;’ and then 
applying the Cholesky method to ZrZr, where U; ’ is obtained from the first 
stage of the initial Cholesky decomposition of XrX. The availability of UC’ 
implies the availability of the VIFs, and hence the accuracy might be 
predicted at the end of the first stage of the initial Cholesky algorithm, 
leading, if necessary, to the program automatically invoking the double 
Cholesky algorithm. With such a strategy, insufficient accuracy in solving 
least squares problems with the Cholesky method should seldom be a 
problem, even on machines with precision equivalent to Unisys single preci- 
sion. 
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