Abstract: Model benchmarking allows us to separate uncertainty in model predictions caused by model inputs from 1 uncertainty due to model structural error. We extend this method with a "large-sample" approach (using data from 
Introduction
sampling from or integrating over such distributions does not facilitate uncertainty estimates that approach any true value.
38
Gong et al.'s (2013) theoretical development fundamentally solved this problem. They first measured the amount 39 of information contained in the forcing data -that is, the total amount of information available for the model to
In this paper, we extend Gong et al.'s analysis of information use efficiency to consider model parameters. We do 48 this by using a "large-sample" approach (Gupta et al., 2013) that requires field data from a number of sites.
49
Formally, this is an example of model benchmarking (Abramowitz, 2005) . A benchmark consists of (i) a specific 50 reference value for (ii) a particular performance metric that is computed against (iii) a specific data set. Benchmarks We applied the proposed strategy to benchmark the four land surface models that constitute the second phase of the and root-zone (top 100 cm) soil moistures. The former is taken to be the moisture content of the top 10 cm (top resolution and 3 h temporal resolution, is interpolated to the 15 minute and 1/8° resolution required by NLDAS-2.
84
NLDAS-2 forcing also includes several observational datasets including a daily gage-based precipitation, which is 85 temporally disaggregated to hourly using a number of different data sources, as well as satellite-derived shortwave 86 radiation used for bias-correction. A lapse-rate correction between the NARR grid elevation and the NLDAS grid ). All models act only on the total windspeed, and in this study we also used only the net radiation
91
(sum of shortwave and longwave) so that a total of six forcing variables were considered at each timestep.
92
Parameters used by each model are listed in Table 1 
96
Noah model and literature), a radiation stress parameter (rgl), maximum and minimum stomatal resistances (rsmax 97 and rsmin), and a parameter used in the calculation of vapor pressure deficit (hs). Similarly, the soil classification 98 indices were mapped for use in NLDAS-2 model to soil hydraulic parameters: porosity, field capacity, wilting point,
99
a Clapp-Hornberger type exponent, saturated matric potential, and saturated conductivity. These mappings from 100 class indices to real-valued parameters ensured that similar parameter values generally indicated similar 101 phenomenological behavior. In addition, certain models use one or two time-dependent parameters: monthly each interpolated to the model timestep and so had different values at each timestep.
Benchmarks
As mentioned in the introduction, a model benchmark consists of three components: a particular data set, a particular 
Benchmark Metrics and Reference Values
formula for a performance metric is given in the Appendix. All performance metrics measure some aspect (either quantity or quality) of the information content of model predictions, and the metric that we propose here uses this fact explicitly.
The basic strategy for measuring uncertainty due to model errors is to first measure the amount of information measures uncertainty (i.e., lack of complete information) that is due to model error (Nearing & Gupta, 2015) . This 131 requires that we measure information (and uncertainty) using a metric that behaves so that the total quantity of 132 information available from two independent sources is the sum of the information available from either source. The 
136
To segregate the three sources of uncertainty (forcings, parameters, structures), we require three reference values.
137
The first is the total entropy of the benchmark observations, which is notated as H( ) where represents 138 observations. Strictly speaking, H( ) is the amount of uncertainty that one has when drawing randomly from the 139 available historical record, and this is equivalent, at least in the context of the benchmark data set, to the amount of 140 information necessary to make accurate and precise predictions of the benchmark observations. Note that H( ) is 141 calculated using all benchmark observations at all sites simultaneously, since the total uncertainty prior to adding 142 any information from forcing data, parameters, or models includes no distinction between sites.
143
The second reference value measures information about the benchmark observations contained in model forcing 
Furthermore, since Shannon information is additive, the differences between each of these ordered quantities
164
represent the contribution to total uncertainty due to each model component. This is illustrated in Figure 2 
168
The above differences that measure uncertainty contributions can be reformulated as efficiency metrics. The
169
efficiency of the forcing data is simply the fraction of resolvable entropy:
The efficiency of the model parameters to interpret information in forcing data independent of any particular model 171 structure is: 
Calculating Information Metrics

183
Calculating the first reference value, H( ), is relatively straightforward. There are many ways to numerically 184 estimate entropy and mutual information (Paninski, 2003) , and here we used maximum likelihood estimators. A
185
histogram was constructed using all observations of a particular quantity (10 cm soil moisture, 100 cm soil moisture, or ET from all sites), and the first reference value was:
where is the histogram count for the ℎ of bins. The histogram bin-width determines the effective precision
188
of the benchmark measurements, and we used a bin-width of 0.01 m 3 m -3 (1% volumetric water content) for soil moisture and 5 W m -2 for ET.
190
Similarly, the benchmark performance metric, I� ; ℳ �, is also straightforward to calculate. In this case, a joint
191
histogram was estimated using all observations and model predictions at all sites, and the joint entropy was 192 calculated as:
We used square histogram bins so that the effective precision of the benchmark measurements and model
194
predictions was the same, and for convenience we notate the same number of bins ( ) in both dimensions. The
195
entropy of the model predictions was calculated in a way identical to equation (3.1), and mutual information was: 
201
we used the benchmark observations from a particular site to train an empirical regression that mapped a
202
(necessarily truncated) time-history of forcing data onto predictions y , 
206
As described in the Appendix, the ℛ u regressions are actually kernel density estimators of the conditional 207 probability density P� , � 1: , �, and to the extent that these estimators are asymptotically complete (i.e., they
208
approach the true functional relationships between and at individual sites in the limit of infinite training data),
209
I( ; u ) approaches the true benchmark reference value.
210
I( ; , ) was estimated in a similar way; however, to account for the role of parameters in representing differences 211 between sites, a single regression ℛ u,θ : { 1: , } → { } was trained using data from all sites simultaneously. This
212
regression was used to produce estimates y u,θ = ℛ u,θ ( − : , ) at all sites, and these data were then used to
It is important to point out that we did not use a split-record training/prediction for either the ℛ u regressions at each 215 site, nor for the ℛ u,θ regressions trained with data from all sites simultaneously. This is because our goal was to 216 measure the amount of information in the regressors (forcing data, parameters), rather than to develop a model that
217
could be used to make future predictions. 
239
Because the NLDAS-2 models effectively act on all past forcing data, it was necessary for the regressions to act on 240 lagged forcings. We used hourly-lagged forcings from the fifteen hours previous to time plus daily averaged (or provides native estimates of the relative (nonlinear and nonparameteric) sensitivity to each regressor. We chose lag-
248
periods for the forcing data that reflect the memory of the soil moisture at these sites. To do this, we trained rainy
249
and dry SPGPs at all sites using only precipitation data over a lag period of twenty-four hours plus one hundred and 250 twenty days. We then truncated the lag hourly and daily lag periods where the mean a posteriori correlation lengths stabilized at a constant value: fifteen hourly lags and twenty-five daily lags. This is illustrated in Figure 3 . Since
Because of the time lagged regressors, each SPGP for rainy timesteps in the ℛ u regressions acted on two hundred
254
and forty forcing inputs, and each SPGP for dry timesteps acted on two hundred and thirty-nine forcing data inputs
255
(the latter did not consider the zero rain condition at the current time ). Similarly, the wet and dry SPGPs that 
268
(2014). The spread of the benchmark estimates around the 1:1 line represents uncertainty that was unresolvable
269
given the input data -this occurred when we were unable to construct an injective mapping from inputs to
270
observations. This happened, for example, near the high range of the soil moisture observations, which indicates 271 that the forcing data was not representative of the largest rainfall events at these measurements sites. This might be 272 due to localized precipitation events that are not always captured by the 1/8° forcing data, and is an example of the type of lack of representativeness that is captured by this information analysis -the forcing data simply lacks this type of information.
275
It is clear from these scatterplots that the models did not use all available information in the forcing data. In 
277
here outperformed the physics-based models. This is not at all surprising considering that the regressions were 278 trained on the benchmark data set, which -to re-emphasize -is necessary for this particular type of analysis. Figure   279 5 reproduces the conceptual diagram from Figure 2 using the data from this study, and directly compares the three
280
benchmark reference values with the values of benchmark performance metric. 
283
The total uncertainty in each set of model predictions was generally about 90% of the total entropy of the benchmark 284 observations (this was similar for all four land surface models and can be inferred from Figure 5 ). Forcing data
285
accounted for about a quarter of this total uncertainty related to soil moisture near the surface (10 cm), and about
286
one sixth of total uncertainty in the 100 cm observations ( Table 2 ). The difference is expected since the surface soil 287 moisture responds more dynamically to the system boundary conditions, and so errors in measurements of those 288 boundary conditions will have a larger effect in predicting the near-surface response.
289
In all cases except SAC-SMA, parameters accounted for about half of total uncertainty in both soil layers, however
290
for SAC-SMA this percentage was higher, at sixty and seventy percent for the two soil depths respectively (Table   291 2). Similarly, the efficiencies of the different parameter sets were relatively low -below forty-five percent in all 292 cases and below thirty percent for SAC-SMA (Table 3) . SAC-SMA parameters are a strict subset of the others, so
293
it is not surprising that this set contained less information. In general, these results indicate that the greatest potential 294 for improvement to NLDAS-2 simulations of soil moisture would come from improving the parameter sets.
295
Although the total uncertainty in all model predictions was similar, the model structures themselves performed very differently. Overall, VIC performed the worst and was able to use less than a quarter of the information available to it, while SAC-SMA was able to use almost half (Table 3) . SAC-SMA had less information to work with (from which of the parameters that were not used by SAC-SMA are the most important, and then determine how SAC-
300
SMA might consider the processes represented by these missing parameters. It is interesting to notice that the model 301 structure that performed the best, SAC-SMA, was an uncalibrated conceptual model, whereas Noah, Mosaic, and
302
VIC are ostensibly physics-based (and VIC parameters were calibrated).
303
The primary takeaway from these results is that there is significant room to improve both the NLDAS-2 models and 304 parameter sets, but that the highest return on investment, in terms of predicting soil moisture, will likely come from 305 looking at the parameters. This type of information-based analysis could easily be extended to look at the relative 306 value of individual parameters. 
311
for about two thirds of total uncertainty in the predictions from all four models (Table 2) . Parameters accounted for 312 about one fifth of total uncertainty, and model structures only accounted for about ten percent. In all three cases,
313
the fractions of ET uncertainty due to different components were essentially the same between the four models.
314
Related to efficiency, the forcing data was able to resolve less than half of total uncertainty in the benchmark 315 observations, and the parameters and structures generally had efficiencies between fifty and sixty percent, with the 316 efficiencies of the models being slightly higher (Table 3) . Again, the ET efficiencies were similar among all four 317 models and their respective parameter sets.
The purpose of this paper is two-fold. First, we want to demonstrate (and expand) information-theoretic benchmarking as a way to quantify contributions to uncertainty in dynamical model predictions without relying on uncertainty to evapotranspiration estimates, however the models themselves used only a fraction of the information 
364
The obvious open question is about how to use this to fix our models. It seems that the method proposed here might, 
377
To summarize, Earth scientists are collecting ever-increasing amounts of data from a growing number of field sites
378
and remote sensing platforms. This data is typically not cheap, and we expect that it will be valuable to understand 379 the extent to which we are able to fully utilize this investment -i.e., by using it to characterize and model 380 biogeophysical relationships. Hydrologic prediction in particular seems to be a data limited endeavor. Our ability 381 to apply our knowledge of watershed physics is limited by unresolved heterogeneity in the systems at different 382 scales (Blöschl & Sivapalan, 1995), and we see here that this difficulty manifests in our data and parameters. Our 383 ability to resolve prediction problems will, to a large extent, be dependent on our ability to collect and make use of insufficient, and (2) our current data is underutilized. Model benchmarking has the potential to help distinguish 386 these two issues. distribution, however even when we use a deterministic model we always treat the answer as a statistic of some distribution that is typically implied by some performance metric (Weijs et al., 2010) . Invariably, during model Further, we use the word information to refer to the change in a probability distribution due to conditioning on a model or data (see discussion by Jaynes, 2003, and also, but somewhat less importantly, by Edwards, 1984) . Since probabilities are multiplicative, the effect that new information has on our current state of knowledge about what
397
we expect to observe is given by the ratio:
where P( ) is our prior knowledge about the observations before running the model. In most cases, P( ) will be an 
The integration in the expected value operator is over the range of possibilities for the value of the observation.
406
Most standard performance metrics (e.g., bias, MS, and ) take this form (see Appendix of Nearing & Gupta, 2015).
407
The function is essentially a utility function, and can be thought of, in a very informal way, as defining the 408 question that we want to answer about the observations. Since ℳ is a transformation of 1: and (via model ℳ), any information measure where is monotone and 
respectively, where is a placeholder for any variable that informs us about the observations (e.g., , , ℳ ).
418
Because it is necessary to have a model to translate the information contained in and into information about the 419 observations , the challenge in applying this benchmark is to estimate P( | 1: , ). This conditional probability 
564
The hourly inputs approach a minimum value around fifteen lag periods at the 100 cm depth and the daily inputs 565 approach a minimum at around twenty-five lag periods at the 10 cm depth. This indicates that these lag periods are 566 generally sufficient to capture the information from forcing data that is available to the SPGPs. All benchmark
567
SPGPs were trained with these lag periods. Tables Table 1: Parameters used by the NLDAS-2 LSMs 
612
The hourly inputs approach a minimum value around fifteen lag periods at the 100 cm depth and the daily inputs 613 approach a minimum at around twenty-five lag periods at the 10 cm depth. This indicates that these lag periods are 614 generally sufficient to capture the information from forcing data that is available to the SPGPs. All benchmark
615
SPGPs were trained with these lag periods. 
