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Abstract
In this paper, we propose a new procedure to build a structural-factor model for a
vector unit-root time series. For a p-dimensional unit-root process, we assume that each
component consists of a set of common factors, which may be unit-root non-stationary,
and a set of stationary components, which contain the cointegrations among the unit-
root processes. To further reduce the dimensionality, we also postulate that the stationary
part of the series is a nonsingular linear transformation of certain common factors and
idiosyncratic white noise components as in Gao and Tsay (2019a,b). The estimation of
linear loading spaces of the unit-root factors and the stationary components is achieved
by an eigenanalysis of some nonnegative definite matrix, and the separation between the
stationary factors and the white noises is based on an eigenanalysis and a projected prin-
cipal component analysis. Asymptotic properties of the proposed method are established
for both fixed p and diverging p as the sample size n tends to infinity. Both simulated
and real examples are used to demonstrate the performance of the proposed method in
finite samples.
Keywords: Cointegration, Eigenanalysis, Factor model, High-dimensional time series, Unit
root.
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1 Introduction
Advances in technology have dramatically increased our ability to collect and analyze data in
an unprecedented scale. In many applications, the data consist naturally of high-dimensional
time series. For example, the returns of a large number of assets form a high-dimensional
time series and play an important role in asset pricing, portfolio allocation, and risk man-
agement. Large panel time series data are commonplace in economics and biological studies.
Environmental studies often employ high-dimensional spatio-temporal processes consisting
of a large number of pollution indexes collected at many monitoring stations and over pe-
riods of time. In theory, the vector autoregressive moving-average (VARMA) models can
be used to handle such high-dimensional time series, but they often encounter the diffi-
culties of over-parametrization and lack of identifiability in real applications. See, for in-
stance, Tiao and Tsay (1989), Lu¨tkepohl (2006), Tsay (2014), and the references therein.
Therefore, dimension reduction or structural specification becomes a necessity in apply-
ing high-dimensional time series. Indeed, various methods have been developed in the
literature for multivariate time series analysis, including the scalar component models of
Tiao and Tsay (1989), the LASSO regularization in VAR models by Shojaie and Michailidis
(2010) and Song and Bickel (2011), the sparse VAR model based on partial spectral coherence
by Davis et al. (2012), the factor modeling by Stock and Watson (2005), Bai and Ng (2002),
Forni et al. (2005), Lam et al. (2011) and Lam and Yao (2012), among others. Most of the
studies, however, focus on stationary processes. On the other hand, unit-root nonsationarity
is commonly seen in real applications. For instance, the series of gross domestic product,
total exports, and total imports of an economy tend to contain unit roots. In the presence
of unit-root nonstationary time series, cointegration is often used to account for the common
trends and to avoid non-invertibility induced by over-differencing. See Engle and Granger
(1987), Johansen (1988, 1991), Tsay (2014), and the references therein.
In applications, the cointegration rank of a multiple time series in unknown, and many
approaches have been proposed to estimate the unknown rank from data, starting from
Engle and Granger (1987) and the popular likelihood ratio (LR) test in Johansen (1988,
1991) with a parametric unit-root VAR setting, to Saikkonen and Lu¨tkepohl (2000) and
Aznar and Salvador (2002). However, these methods are rarely applied to systems with
more than five time series due to their poor finite-sample performance. See Johansen (2002).
On the other hand, there exist many applications involving high-dimensional time series.
For example, Engel et al. (2015) contemplated a possibility of determining the cointegration
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rank of a system of seventeen OECD exchange rates. Banerjee et al. (2004) emphasized the
importance of testing for no cross-sectional cointegration in panel cointegration analysis, and
the cross-sectional dimension of modern macroeconomic panel can easily be as large as several
hundreds.
This article provides a new approach to analyze high-dimensional unit-root time series
from a factor modeling perspective. Like Zhang et al. (2019), we assume a p-dimensional time
series is a nonsingular linear transformation of some common unit-root factors and a station-
ary vector process. To further reduce the dimensionality, we assume the stationary vector
process is a nonsingular linear transformation of certain common stationary factors, which
are dynamically dependent, and a vector white noise idiosyncratic series. Such an approach
is in line with Gao and Tsay (2019a,b). Consequently, a p-dimensional time series can be
represented as a non-singular linear transformation of certain unit-root common trends, some
stationary factors which are dynamically dependent, and a white noise idiosyncratic term.
This can be viewed as an extension of the work of Zhang et al. (2019) and Gao and Tsay
(2019a,b), and is also in line with the framework of Tiao and Tsay (1989) because any finite-
order VARMA time series can always be decomposed in this way via canonical correlation
analysis as discussed therein. On the other hand, Pen˜a and Poncela (2006) also considered
the model when a multiple time series is driven by some common unit-root and some sta-
tionary factors when the dimension is fixed. This paper can be seen as an extension to
high-dimensional non-stationary factor modeling with a certain model structure.
Similar to Phillips and Ouliaris (1988), Robinson and Yajima (2002), and Zhang et al.
(2019), we employ methods based on eigenanalysis. In the first step, we estimate the number
of unit-root common factors (or equivalently the cointegration rank) and extract them from
the data by analyzing eigenvalues of some nonnegative definite matrix, which is a function
of sample autocovariance matrices of the series. For estimating the number of stationary
common factors in the second step, we apply the method of Gao and Tsay (2019b) to the
transformed data after eliminating the non-stationary components. In this way, the nonsta-
tionary factors, the stationary factors, and the white noise idiosyncratic components can be
successfully separated. Asymptotic properties of the proposed method are established for
both fixed p and diverging p as the sample size n tends to infinity. We conduct simulation
studies to assess the performance of the proposed modeling procedure in finite samples. A
real example is also provided to illustrate the proposed model and methods.
The rest of the paper is organized as follows. We introduce the proposed model and
3
estimation methodology in Section 2. In Section 3, we study the theoretical properties of
the proposed model and its associated estimates. Section 4 illustrates the performance of the
proposed model using both simulated and real data sets. Section 5 provides some discussions
and concluding remarks. All technical proofs are relegated to an Appendix. Throughout
the article, we use the following notation: ||u||2 = (
∑p
i=1 u
2
i )
1/2 is the Euclidean norm of a
p-dimensional vector u = (u1, ..., up)
′, ‖u‖∞ = maxi |ui|, and Ik denotes the k × k identity
matrix. For a matrix H = [hij ], ‖H‖2 =
√
λmax(H′H) is the operator norm, where λmax(·)
denotes the largest eigenvalue of a matrix, and ‖H‖min is the square root of the minimum
non-zero eigenvalue of H′H. The superscript ′ denotes the transpose of a vector or matrix.
Finally, we use the notation a ≍ b to denote a = O(b) and b = O(a).
2 The Proposed Methodology
2.1 The Setting and Method
Let yt = (y1t, ..., ypt)
′ be a p-dimensional I(1) time series process. We assume yt is observable
and admits a latent structure
yt = L

f1t
f2t
εt
 = [L1,L2,L3]

f1t
f2t
εt
 = L1f1t + L2f2t + L3εt, (2.1)
where L ∈ Rp×p is a full rank loading matrix, f1t = (f1,1t, . . . , f1,r1t)′ is an r1-dimensional I(1)
process, f2t = (f2,1t, . . . , f2,r2t)
′ is an r2-dimensional stationary process, and εt = (ε1t, . . . , εvt)
is a v-dimensional white noise vector with v = p−r and r1+r2 = r. For meaningful dimension
reduction, we assume r1 and r2 are relatively small and fixed integers. In addition, we also
assume that f2t and εt are independent of each other with Cov(f2t) = Ir2 and Cov(εt) = Iv,
and no linear combination of f1t is a stationary process and no linear combination of f2t is
a white noise. In theory, Cov(f1t) is time-varying because f1t consists of unit-root processes,
but its sample version may assume an identity matrix when the sample size is given and the
processes are assumed to start at t = 0 with fixed starting values.
The decomposition of (2.1) is general and in line with the framework of Tiao and Tsay
(1989) and Gao and Tsay (2019a,b) in the sense that any finite-order unit-root VARMA time
series can always be written in Equation (2.1) via canonical correlation analysis between two
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constructed random vectors of yt and its lagged variables. For more details, we refer the
readers to Tiao and Tsay (1989) for a general discussion and to Gao and Tsay (2019a,b) for
a stationary decomposition.
To illustrate the identification issue of Model (2.1) and to provide a concrete analysis, we
let g2t = (f
′
2t, ε
′
t)
′ and G2 = [L2,L3], and rewrite Model (2.1) as
yt = [L1,G2]
 f1t
g2t
 , (2.2)
where g2t is a (p− r1)-dimensional stationary process. Note that Model (2.2) is not uniquely
defined, as [L1,G2] and (f
′
1t,g
′
2t)
′ can be replaced by [L1,G2]H
−1 and H(f ′1t,g
′
2t)
′, respec-
tively, for any invertible H with the form
H =
 H11 H12
0 H22
 , (2.3)
where H11 and H22 are square matrices of sizes (p− r1) and r1, respectively. In other words,
the nonstationary components can include any linear combinations of the stationary ones.
However, for any nonorthogonal invertible matrix [L1,G2], we always have the decomposition
[L1,G2] = AU, where A is orthonormal and U is upper-triangular, and we may replace
[L1,G2] and (f
′
1t,g
′
2t)
′ by A and U(f ′1t,g
′
2t)
′ without altering the structure of the model. Let
A = [A1,A2] and (x
′
1t,x
′
2t)
′ = U(f ′1t,g
′
2t)
′. There is no loss of generality in assuming that
yt = A
 x1t
x2t
 = [A1,A2]
 x1t
x2t
 , (2.4)
whereA is an orthonormal matrix, x1t is an r1-dimensional I(1) process, and x2t is a (p−r1)-
dimensional stationary process. Therefore, x1t = A
′
1yt and x2t = A
′
2yt. For any H with the
form of (2.3) to be orthonormal, we can show that H is a block-orthonormal matrix. Thus,
Model (2.4) is still not identifiable and A1 and A2 cannot be uniquely defined. However,
the linear spaces spanned by the columns of A1 and A2, denoted by M(A1) and M(A2),
respectively, can be uniquely defined.
To proceed with the proposed dimension reduction procedure, noting that (x′1t,x
′
2t)
′ =
5
U(f ′1t,g
′
2t)
′ symbolically for an upper triangular matrix U, we further assume that
x2t = U22
 f2t
εt
 = U22,1f2t +U22,2εt, (2.5)
whereU22 = [U22,1,U22,2] is the lower diagonal block ofU in the form of (2.3). Given Models
(2.4) and (2.5), we estimate r1, r2, the linear spaces M(A1), M(A2), and M(A2U22,1) as
well as to recover x1t and f2t.
2.2 Estimation
We first assume r1 and r2 are known and estimate A1 and A2, or equivalently, M(A1) and
M(A2). We start with a finite dimension p. Similar to Zhang et al. (2019), for k ≥ 0, we
define
Σ̂y(k) =
1
n
n∑
t=k+1
(yt − y¯)(yt−k − y¯)′, y¯ = 1
n
n∑
t=1
yt. (2.6)
For any a1 ∈ M(A1) and a2 ∈ M(A2), a′1Σ̂y(k)a1 is the sample autocovariance function at
lag k for the I(1) process a′1yt, and a
′
2Σ̂y(k)a2 is that for the weakly stationary univariate
time series a′2yt. When p is finite, it is not hard to see that a
′
2Σ̂y(k)a2 converges to a finite
constant almost surely under some mild conditions, and
a′1Σ̂y(k)a1 = Oe(n) or Oe(n
2), (2.7)
depending on whether E(a′1yt) = 0 or not. See Theorems 1 and 2 of Pen˜a and Poncela
(2006). In the above expression, U = Oe(V ) indicates that P (0 < |U/V | < ∞)→ 1. Hence,
intuitively, the r1 directions in the space M(A1) make a′1Σ̂y(k)a1 as large as possible for all
k ≥ 1.
Similar to that in Lam and Yao (2012), Zhang et al. (2019) and Gao and Tsay (2019b),
we combine the information over different lags of yt and define
M̂1 =
k0∑
k=0
Σ̂y(k)Σ̂y(k)
′, (2.8)
where k0 ≥ 1 is a prescribed, fixed integer. We use the product Σ̂y(k)Σ̂y(k)′ instead of Σ̂y(k)
to ensure that each term in the sum of (2.8) is nonnegative definite, and there is no information
cancellation over different lags. Limited experience suggests that a relatively small k0 is
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sufficient in providing useful information concerning the model structure of yt, because, for
the stationary component x2t, cross-correlation matrices decay to zero exponentially as k
increases. Also, the choice of k0 seems to be not sensitive. See, for instance, the simulation
results in Section 4. It can be shown that the r1 largest eigenvalues of M̂1 are at least of
order n2, while the other (p − r1) eigenvalues are Oe(1). Hence, intuitively, M(A1) can be
estimated by the linear space spanned by the r1 eigenvectors of M̂1 corresponding to the r1
largest eigenvalues, andM(A2) can be estimated by that spanned by the (p−r1) eigenvectors
of M̂1 corresponding to the (p− r1) smallest eigenvalues.
Let (â1,1, ..., â1,r1 , â2,1, ..., â2,p−r1) be the orthonormal eigenvectors of M̂1 corresponding
to the eigenvalues arranged in descending order. Define Â1 = (â1,1, ..., â1,r1) and Â2 =
(â2,1, ..., â2,p−r1), the estimated x̂1t and x̂2t are given by
x̂1t = Â
′
1yt and x̂2t = Â
′
2yt. (2.9)
Then,M(Â1) and M(Â2), the linear spaces spanned by the eigenvectors of M̂1, are consis-
tent estimators for M(A1) and M(A2), respectively. See Theorem 1 below for details.
When p is diverging, it is reasonable to impose strengths on the factors x1t and x2t,
and the strengths come from the columns of L1 and G2 for large p. See the discussion in
Gao and Tsay (2019b) for details. For simplicity, we introduce one parameter δ ∈ [0, 1) such
that the nonzero singular values of L1 and L2, and a few top singular values of L3 are of
order p(1−δ)/2. It is not hard to see that the order of a′2Σ̂y(k)a2 is Op(p
1−δ) under some mild
conditions, and a′1Σ̂y(k)a1 = Oe(p
1−δn) or Oe(p
1−δn2), depending on whether E(a′1yt) = 0
or not. Therefore, M(A1) can still be estimated by the linear space spanned by the r1
eigenvectors of M̂1 corresponding to the r1 largest eigenvalues, andM(A2) can be estimated
by that spanned by the remaining (p− r1) eigenvectors of M̂1 corresponding to the (p− r1)
smallest eigenvalues. The estimators for x̂1t and x̂2t are the same as those in (2.9).
Turn to the estimation of U22,1 and f2t. Because U22,1 is not uniquely defined and we can
replace (A2,U22,1) by (A2H
′
1,H1U22,1) or replace (U22,1, f2t) by (U22,1H
′
2,H2f2t) for any
orthonormal matrices H1 ∈ R(p−r1)×(p−r1) and H2 ∈ Rr2×r2 without altering the relations.
Therefore, only M(A2U22,1) can be estimated.
Similar to that in Gao and Tsay (2019b), we decomposeU22,1 andU22,2 asU22,1 = U1Q1
and U22,2 = U2Q2, where U1 and U2 are two half orthonormal matrices in the sense that
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U′1U1 = Ir2 and U
′
2U2 = Ip−v. Thus, Model (2.5) can be written as
x2t = U1z2t +U2et, (2.10)
where z2t = Q1f2t and et = Q2εt. Equivalently, we estimate M(A2U1) and recover z2t.
First, we can apply their proposed method to estimate the linear space M(U1) and
recover z2t. Specifically, we define x̂2t = Â
′
2yt and the estimation of M(U1) is based on the
transformed data x̂2t because M(Â2) is a consistent estimator for M(A2). Define
M̂2 =
j0∑
j=1
Σ˜2(j)Σ˜2(j)
′, (2.11)
where Σ˜2(j) is the lag-j sample autocovariance matrix of x̂2t as that in (2.6) and j0 is a pre-
scribed and fixed positive integer. Assume that V1 and V2 are the orthogonal complements
of U1 and U2, respectively. Let the columns of [Û1, V̂1] be the orthonormal eigenvectors of
M̂2 corresponding to the eigenvalues arranged in descending order, where U1 contains the
first r2 columns, and V̂1 contains the remaining (p− v) columns. See Gao and Tsay (2019b).
Let Σ˜2 be the sample covariance of x̂2t, the estimation of V2 is based on the eigenanalysis of
Ŝ = Σ˜2V̂1V̂
′
1Σ˜2, (2.12)
which is a projected PCA and Ŝ is an estimator for S := Σ2V1V
′
1Σ2, where Σ2 = Var(x2t).
When p is finite, assume V̂2 contains the last r2 eigenvectors corresponding the the smallest
r2 eigenvalues of Ŝ, then the recovered z2t process is
ẑ2t = (V̂2Û1)
−1V̂′2x̂2t. (2.13)
When p is large, similar as that in Gao and Tsay (2019b), we assume the largestK eigenvalues
of the covariance of U2et are diverging, and therefore, the largest K eigenvalues of Ŝ are also
diverging. Suppose V̂∗2 contains (p−r1−K) eigenvectors of Ŝ corresponding to its (p−r1−K)
smallest eigenvalues, we choose V̂2 as V̂2 = V̂
∗
2R̂, where R̂ = [̂r1, ..., r̂r2 ] ∈ R(p−r1−K)×r2
with r̂i being the eigenvector associated with the i-th largest eigenvalues of V̂
∗
2
′Û1Û
′
1V̂
∗
2.
This choice of estimator guarantees that the matrix (V̂′2Û1)
−1 behaves well in recovering the
factor ẑ2t. The resulting estimator z2t is the same as that in (2.13). We refer the readers to
Gao and Tsay (2019b) for further details.
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With Â1, Â2, Û1, and the estimated nonstationary factor process x̂1t and the stationary
one ẑ2t, we compute the h-step ahead prediction of the yt series using the formula ŷn+h =
Â1x̂1,n+h + Â2Û1ẑ2,n+h, where x̂1,n+h and ẑ2,n+h are h-step ahead forecasts for x1t and z2t
based on the estimated past values {x̂11, ..., x̂1n} and {ẑ11, ..., ẑ1n}, respectively. This can be
done, for example, by fitting a VAR model to {x̂11, ..., x̂1n} and {ẑ11, ..., ẑ1n}, respectively.
2.3 Determination of r1 and r2
We begin with the estimation of the number of unit roots r1. Note that the components of
x̂t = Â
′yt = (x̂1t, . . . , x̂pt)
′, defined in (2.9), are arranged according to descending order of the
eigenvalues of M̂1. Therefore, the order of the components reflects inversely the closeness to
stationarity of the component series, with {x̂pt} being most likely stationary, and {x̂1t} being
most likely an I(1) process. Based on this observation, we adopt the method in Zhang et al.
(2019) to estimate the number of nonstationary components r1, which is based on the average
of the sample autocorrelations of each transformed component. But we make a modification
to their method, because limited simulation study shows that some transformed stationary
components also have large autocorrelations when the dimension is high. Let k1 = 1 and
kj = k1 + (j − 1)l for some constant l ≥ 1. Define
Si(m) =
m∑
j=1
ρ̂i(kj), (2.14)
where ρ̂i(j) is the lag-j sample autocorrelation function (ACF) of x̂it defined as
ρ̂i(k) =
[
1
n− k
n−k∑
t=1
(x̂i,t+k − ¯̂xi)(x̂i,t − ¯̂xi)
]/[
1
n
n∑
t=1
(x̂i,t − ¯̂xi)2
]
, i = 1, ..., p,
where ¯̂xi =
∑n
t=1 x̂it/n. As illustrated in Zhang et al. (2019), when x̂it is stationary and some
suitable additional conditions hold, limm→∞ Si(m) <∞ in probability, and, when x̂it is unit-
root nonstationary, ρ̂i(k) → 1 in probability for any fixed k. Therefore, limm→∞ Si(m) =
∞. We use a block size l ≥ 1 in (2.14) to reduce the effect of high-dimensionality on the
transformed stationary components. Then, we start with i = 1, and for any i ≥ 1, if the
average of the autocorrelations Si(m)/m ≥ c0 for some constant 0 < c0 < 1, we let i = i+ 1
and continue the procedure until Si(m)/m < c0. Finally, an estimator of r1 is r̂1 = i− 1. In
our numerical experiments of Section 4, we set c0 = 0.3, l = 3 and m = 10, and the estimator
r̂1 performs very well.
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Next, turn to the estimation of r2, which is the number of stationary common factors.
Because Model (2.10) is the same as (2.2) in Gao and Tsay (2019b) andM(Â2) is a consistent
estimator for M(A2), we apply the white noise test procedure to the transformed data x̂2t.
Specifically, let Ŵ be the matrix of eigenvectors (in the decreasing order of eigenvalues) of the
sample matrix M̂2 in Equation (2.11) and ξ̂t = Ŵ
′Â′2yt = (ξ̂1t, ..., ξ̂p−r̂1,t)
′ be the transformed
series. We test sequentially the number of white noises in ξ̂t, which is an estimate of v.
If the dimension p is small, as recommended in Gao and Tsay (2019b), we use a bottom-
up procedure to determine the number of white noise components and test the null hypothesis
that ξ̂it is a white noises starting with i = p−r̂1 using, for example, the well-known Ljung-Box
statistic Q(m). Clearly, this testing process can only last until i = 1. If all transformed series
ξ̂it are white noise, then r2 = 0 and v̂ = p − r̂1. In general, if ξ̂it is not a white noise series
but ξ̂jt are for j = i + 1, ..., p, then r̂2 = i and v̂ = p − r̂1 − i, and we have Ŵ = [Û1, V̂1],
where Û1 ∈ R(p−r̂1)×r̂2 and V̂1 ∈ R(p−r̂1)×v̂ .
For large p, we can apply the high-dimensional white noise test of Chang et al. (2017)
or Tsay (2020) to subsets of the transformed series ξ̂t. We omit the details here and refer
interested readers to Gao and Tsay (2019b) for details. As a result, we can estimate r2 and,
hence ,U1 and V1 which are similarly defined as those in the low-dimensional case discussed
above.
3 Theoretical Properties
In this section, we investigate some asymptotic theory for the estimation method used in
the paper. Starting with the assumption that the number of common factors r1 and r2 are
known, we divide the derivations into two cases depending on the dimension p. The case
of estimated r1 and r2 is discussed later. To this end, we adopt the discrepancy measure
used by Pan and Yao (2008): for two p × r half orthogonal matrices H1 and H2 satisfying
the condition H′1H1 = H
′
2H2 = Ir, the difference between the two linear spaces M(H1) and
M(H2) is measured by
D(H1,H2) =
√
1− 1
r
tr(H1H
′
1H2H
′
2). (3.1)
Note that D(H1,H2) ∈ [0, 1]. It is equal to 0 if and only if M(H1) = M(H2), and to 1 if
and only if M(H1) ⊥M(H2).
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Put x1t = (x1,1t, . . . , x1,r1t)
′. (2.4) implies that x1,it is I(1) for 1 ≤ i ≤ r1 and wit ≡ ∇x1,it
is I(0). Let wt = (w1t, . . . , wr1t)
′. For simplicity, we assume Ewt = 0 and denote the vector
of partial sums of the components of wt by
Sr1n (t) ≡ (S1n(t1), ..., Sr1n (tr1))′ =
 1√
n
[nt1]∑
s=1
w1s, ...,
1√
n
[ntr1 ]∑
s=1
wr1s
′ ,
where 0 < t1 < ... < tp ≤ 1 are constants and t = (t1, ..., tr1)′.
3.1 Asymptotic properties when p is fixed, but n→∞
We consider first the asymptotic properties of the estimators when p is fixed but n → ∞.
These properties show the behavior of our estimation method when n is large and p is
relatively small. We begin with the assumptions used.
Assumption 1. There exists a Gaussian process W(t) = (W1(t1), ...,Wr1(tr1))
′ such that as
n→∞,
Sr1n (t)
J1=⇒W(t), on Dr1 [0, 1],
where
J1=⇒ denotes weak convergence under Skorohod J1 topology (Chap. 3 of Billingsley
(1999)), and W(1) has a positive definite covariance matrix Ω = [σij ].
Assumption 2. The process {(x2t, f2t)} is α-mixing with the mixing coefficient satisfying
the condition
∑∞
k=1 αp(k)
1−2/γ <∞ for some γ > 2, where
αp(k) = sup
i
sup
A∈F i
−∞
,B∈F∞i+k
|P (A ∩B)− P (A)P (B)|,
and F ji is the σ-field generated by {(x2t, f2t) : i ≤ t ≤ j}.
Assumption 3. E|f2,it|2γ < C1 and E|εjt|2γ < C2 for 1 ≤ i ≤ r2 and 1 ≤ j ≤ v, where
C1, C2 > 0 are some constants and γ is given in Assumption 2.
Assumption 1 implies that det(Var(wt)) 6= 0, which is different from the setting of
Johansen (1995), which allows the ARIMA process for x1t to be driven by a degenerate in-
novation process. Assumption 2 is standard for dependent random processes. See Gao et al.
(2019) for a theoretical justification for VAR models. The conditions in Assumption 3 imply
that E|yit|2γ < C under the setting that p is fixed. The following theorem establishes the
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consistency of the estimated loading matrices Â1, Â2, Â2Û1, its orthonormal complement
Â2V̂1, the matrix Â2V̂2, and the extracted common factors Â1x̂1t and Â2Û1ẑ2t.
Theorem 1. Suppose Assumptions 1–3 hold and r1 and r2 are known and fixed. Then, for
fixed p,
D(M(Âi),M(Ai)) = Op(n−1), for i = 1, 2, (3.2)
D(M(Â2Û1),M(A2U1)) = Op(n−1/2),D(M(Â2V̂1),M(A2V1)) = Op(n−1/2), (3.3)
and
D(M(Â2V̂2),M(A2V2)) = Op(n−1/2). (3.4)
As a result,
‖Â1Â′1yt −A1x1t‖2 = Op(n−1/2) and ‖Â2Û1ẑ2t −A2U1z2t‖2 = Op(n−1/2). (3.5)
From Theorem 1 and, as expected, the convergence rates of the loading matrices Â1
and Â2 are n, implying that they are super-consistent, and this is commonly seen in the
cointegration literature and coincides with the Theorem 3.1 of Zhang et al. (2019), when
each components of yt is an I(1) process. For any Â2, the convergence rates of Û1, V̂1, and
V̂2 are all at the standard rate
√
n, which is consistent with the results in Gao and Tsay
(2019b).
The next theorem states that the proposed method in Section 2.3 can estimate r1 and r2
consistently.
Theorem 2. Under Assumptions 1–3, P (r̂1 = r1)→ 1 and P (r̂2 = r2)→ 1 as n→∞.
3.2 Asymptotic properties when n→∞ and p→∞
We extend the asymptotic results of the previous section to the cases when p → ∞ and
p = O(nc) for some constant c which will be specified in the theorems below. We give more
assumptions first.
Assumption 4. There exists a constant δ ∈ [0, 1) such that σ1(L1) ≍ ... ≍ σr1(L1) ≍
p(1−δ)/2, σ1(U22,1) ≍ ... ≍ σr2(U22,1) ≍ p(1−δ)/2, σ1(U22,2) ≍ ... ≍ σK(U22,2) ≍ p(1−δ)/2,
and σK+1(U22,2) ≍ ... ≍ σv(U22,2) ≍ 1, where 0 ≤ K < v is an integer.
Assumption 5. There exists a Gaussian process W(t) = (W1(t1), ...,Wr1(tr1))
′ such that as
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n→∞,
p−
1−δ
2 Sr1n (t)
J1=⇒W(t), on Dr1 [0, 1],
where
J1=⇒ denotes weak convergence under Skorohod J1 topology, and W(1) has a positive
definite covariance matrix Ω = [σij ].
Assumption 6. (i) For γ given in Assumption 1, any h ∈ Rv and 0 < ch < ∞ with
‖h‖2 = ch, E|h′εt|2γ < ∞; (ii) σmin(R′V∗2′U1) ≥ C3 for some constant C3 > 0 and some
half orthogonal matrix R ∈ R(p−r1−K)×r2 satisfying R′R = Ir2 , where σmin denotes the
minimum non-zero singular value of a matrix.
Assumption 7. For any h ∈ Rv with ‖h‖2 = 1, there exists a constant C4 > 0 such that
P (|h′εt| > x) ≤ 2 exp(−C4x) for any x > 0.
The quantity δ of Assumption 4 is used to quantify the strength of the factors and the
noises. It is not hard to see that the smaller the δ is, the stronger the factors and the white
noises are. An advantage of using index δ is to link the convergence rates of the estimated
factors explicitly to the strength of the factors and the noises. See Gao and Tsay (2019b)
for a detailed discussion. Assumption 4 ensures that all common factors in x1t and x2t, and
some top eigenvalues of the noise covariance are of equal strength δ. In practice, they may
have different levels of strength as in Gao and Tsay (2019b), among others. We can make
similar assumptions and the consistency of the loading matrix would then depend on the
different levels of strength of the factors and the noises. We do not consider this issue here
to save space. Assumption 5 is similar to Assumption 1 and we take the strength of the
nonstationary factors into account according to Assumption 4 and the QR decomposition of
L in Section 2.1. Assumption 6(i) is mild and includes the standard normal distribution as a
special case. Assumption 6(ii) is reasonable sinceV2 is a subspace ofV
∗
2, and the invertibility
of V′2U1 implies that R
′V∗2
′U1 is invertible. The choice of R̂ and hence V̂2 = V̂
∗
2R̂ will be
discussed later.
Theorem 3. Suppose Assumptions 2–7 hold and r1 and r2 are known and fixed. If p =
o(n1/(1+δ)), then,
D(M(Âi),M(Ai)) = Op(p1/2n−1), for i = 1, 2. (3.6)
Furthermore,
D(M(Â2Û1),M(A2U1)) = Op(p(1+δ)/2n−1/2), (3.7)
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and
D(M(Â2V̂1),M(A2V1)) = Op(p(1+δ)/2n−1/2), (3.8)
and
D(M(Â2V̂∗2),M(A2V∗2)) = Op(p(1+δ)/2n−1/2). (3.9)
As a result,
p−1/2‖Â1Â′1yt −A1x1t‖2 = Op(p(1−δ)/2n−1/2), (3.10)
and
p−1/2‖Â2Û1ẑ2t −A2U1z2t‖2 = Op(p1/2n−1/2 + p−1/2). (3.11)
From Theorem 3, the convergence rate of M(Â1) and M(Â2) does not depend on the
strength δ and coincides with the result in Theorem 3.4 of Zhang et al. (2019) if we assume
the number of non-stationary factors is small. Under this assumption, we can handle the cases
when the dimension p = o(n1/(1+δ)) which is higher than the maximal rate of p = o(n1/2−τ )
in Zhang et al. (2019) for some 0 < τ < 1/2. In addition, if p = o(n1/(1+δ)), all the remaining
estimators are all consistent as shown in Theorem 3.
Theorem 4. Under Assumptions 2–7,
(i) if p = o(n1/(1+δ)), P (r̂1 = r1)→ 1 as n→∞;
(ii) if p1+δ/2n−1/2 log(np) = o(1), P (r̂2 = r2)→ 1 as n→∞.
Theorem 4 implies that, if p = o(n1/(1+δ)), we can consistently estimate the number of
nonstationary factors, which is weaker than the condition in Zhang et al. (2019) mentioned
before. For the second step of the procedure to recover the number of the stationary common
factors, we need a dimension p satisfying p1+δ/2n−1/2 log(np) = o(1), which is slightly stronger
than the one in Theorem 4(i), because we require the effect of the estimators on the white
noise part is asymptotically negligible uniformly in terms of t and p in the proofs.
4 Numerical Properties
In this section, we illustrate the finite-sample performance of the proposed methodology
under the scenarios when p is both small and large. As the dimensions of Â1 and A1 are
not necessarily the same, and L1 is not an orthogonal matrix in general, we first extend the
discrepancy measure in Equation (3.1) to a more general form below. Let Hi be a p × ri
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matrix with rank(Hi) = ri, and Pi = Hi(H
′
iHi)
−1H′i, i = 1, 2. Define
D¯(H1,H2) =
√
1− 1
max (r1, r2)
tr(P1P2). (4.1)
Then D¯ ∈ [0, 1]. Furthermore, D¯(H1,H2) = 0 if and only if either M(H1) ⊂ M(H2) or
M(H2) ⊂ M(H1), and it is 1 if and only if M(H1) ⊥ M(H2). When r1 = r2 = r and
H′iHi = Ir, D¯(H1,H2) is the same as that in Equation (3.1). We only present the simulation
results for k0 = 2 and j0 = 2 in Equations (2.8) and (2.11), respectively, to save space because
other choices of k0 produce similar patterns.
4.1 Simulation
Example 1. Consider the models in (2.4) and (2.5) with common factors following
x1,t = x1,t−1 + η1,t and f2,t = Φf2,t−1 + η2,t,
where η1,t and η2,t are independent white noises processes. We set the true numbers of
factors r1 = 2 and r2 = 2, the dimension p = 6, 10, 15, 20, and the sample size n =
200, 500, 1000, 1500, 2000. For each realization, we first simulate a matrix M ∈ Rp×p with
each element independently drawn from U(−2, 2), then use the method and package of Hoff
(2009) to simulate a random orthonormal matrix A of Model (2.4) that follows a matrix-
variate von Mises-Fisher distribution for a given matrix M. The elements of U22,1 and U22,2
are drawn independently from U(−1, 1), and the elements of U22,2 are then divided by √p to
balance the accumulated variances of f2,it and εit for each component of x2,t. Φ is a diagonal
matrix with its diagonal elements being drawn independently from U(0.5, 0.9), εt ∼ N(0, Iv),
η1,t ∼ N(0, Ir1) and η2,t ∼ N(0, Ir2). We use 500 replications for each (p, n) configuration.
We first study the performance of estimating the numbers of nonstationary and stationary
factors. We use l = 3 and m = 10 in (2.14) and c0 = 0.3 to determine r1. Since p is relatively
small compared to the sample size n, for each iteration, we use Ljung-Box test statistics Q(m)
withm = 10 to determine the number of common factors r2. The empirical probabilities (EP)
P (r̂1 = r1), P (r̂2 = r2) and P (r̂1 + r̂2 = r1 + r2) are reported in Table 1. From the table, we
see that, for a given p, the performance of the proposed methods improves as the sample size
increases. On the other hand, for a given n, the empirical probability decreases as p increases,
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Table 1: Empirical probabilities P (r̂1 = r), P (r̂2 = r2) and P (r̂1 + r̂2 = r) of various (p, n)
configurations for the model of Example 1 with r1 = 2, r2 = 2 and r = r1 + r2 = 4, where p
and n are the dimension and the sample size, respectively. 500 iterations are used.
n
p EP 200 500 1000 1500 3000
P (r̂1 = r1) 0.670 0.996 1 1 1
p = 6 P (r̂2 = r2) 0.598 0.900 0.906 0.906 0.914
P (r̂1 + r̂2 = r) 0.904 0.904 0.906 0.906 0.914
P (r̂1 = r1) 0.628 0.990 1 1 1
p = 10 P (r̂2 = r2) 0.452 0.732 0.732 0.726 0.762
P (r̂1 + r̂2 = r) 0.708 0.740 0.732 0.726 0.762
P (r̂1 = r1) 0.550 0.917 1 1 1
p = 15 P (r̂2 = r2) 0.284 0.524 0.588 0.592 0.562
P (r̂1 + r̂2 = r) 0.516 0.542 0.588 0.592 0.562
P (r̂1 = r1) 0.402 0.940 1 1 1
p = 20 P (r̂2 = r2) 0.170 0.368 0.418 0.430 0.480
P (r̂1 + r̂2 = r) 0.378 0.398 0.418 0.430 0.480
especially for the determination of r2, which is understandable since it is harder to determine
the correct number of stationary factors when the dimension increases and the errors in the
white noise testing procedure accumulates. In addition, when the sample size is small and the
dimension is relatively high (e.g., n = 200 and p > 10), the empirical probabilities P (r̂1 = r1)
and P (r̂2 = r2) are not quiet satisfactory, but the total number of factors (r1 + r2) can still
be estimated reasonably well if the dimension is low, say p ≤ 10. Overall, the estimation
of r1 performs well when we increase the sample size, and the Ljung-Box test to determine
r2 works well for the case of small dimension (e.g., p ≤ 10). However, when p is larger
(e.g., p = 15, 20), the Lung-Box test statistic tends to overestimate the number of stationary
factors, implying that we can still keep sufficient information of the original process yt. To
illustrate the consistency of the loading matrices, we present the boxplots of D¯(Â1,A1),
D¯(Â2,A2) and D¯(Â2Û1,A2U22,1) in Figure 1(a), (b) and (c), respectively, where D¯(·, ·) is
defined in (4.1). From Figure 1, for each p, the discrepancy decreases as the sample size
increases and this is in agreement with the theory. The plots also show that, as expected,
the mean discrepancy increases as the dimension p increases.
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Figure 1: (a) Boxplots of D¯(Â1,A1) when r1 = 2 and r2 = 2 under the scenario that p is
relatively small in Example 1; (b) Boxplots of D¯(Â2,A2) when r1 = 2 and r2 = 2 under
the scenario that p is relatively small in Example 1; (c) Boxplots of D¯(Â2Û1,A2U22,1) when
r1 = 2 and r2 = 2 under the scenario that p is relatively small in Example 1. The sample
sizes used are 200, 500, 1000, 1500, 3000, and the results are based on 500 iterations.
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Figure 2: (a) Boxplots of the RMSE1 defined in (4.2) when r1 = 2 and r2 = 2 under the
scenario that p is relatively small in Example 1; (b) Boxplots of the RMSE2 defined in (4.2)
when r1 = 2 and r2 = 2 under the scenario that p is relatively small in Example 1. The
sample sizes used are 200, 500, 1000, 1500, 3000, and the results are based on 500 iterations.
Furthermore, for each (p, n), we study the root-mean-square errors (RMSEs):
RMSE1 =
[
1
n
n∑
t=1
‖Â1x̂t −A1x1t‖22
]1/2
,RMSE2 =
[
1
n
n∑
t=1
‖Â2Û1ẑ2t −A2U22,1f2t‖22
]1/2
(4.2)
which quantify the accuracy in estimating the common factor processes. Boxplots of the
RMSE1 and RMSE2 are shown in Figure 2(a)-(b), respectively. From the plots, we observe
a clear pattern that, as the sample size increases, the RMSEs decrease for a given p, which
is consistent with the results of Theorem 1. Overall, the one-by-one testing procedure works
well when the dimension is small, and the RMSEs decrease when the sample size increases,
even though the performance of the Ljung-Box test may deteriorate due to the overestimation
of the number of the stationary common factors for higher dimension p.
Example 2. In this example, we consider Models (2.4) and (2.5) with x1t and f2t being the
same as those of Example 1. We set the true numbers of factors r1 = 3, r2 = 5 and the number
of the spiked components of the noise covariance K = 3 defined in Assumption 4. The dimen-
sions used are p = 50, 100, 300, 500, and the sample sizes are n = 300, 500, 1000, 1500, 2000.
We consider two scenarios for δ defined in Assumption 4: δ = 0 and δ = 0.5. For each setting,
since it is time consuming to simulate a random orthonormal matrix when the dimension is
high, instead we first simulate a matrix M ∈ Rp×p with each elements drawn from U(−2, 2),
and then perform the SVD onM and we choose the columns of A as the left singular vectors
of M multiplied by p(1−δ)/2. The elements of U22,1 and U22,2 are drawn independently from
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U(−1, 1), and then we divide U22,1 by pδ/2, the first K columns of U22,2 by pδ/2 and the
remaining v −K columns by p to satisfy Assumption 4, as done in Gao and Tsay (2019b).
Φ, εt, η1,t and η2,t are drawn similarly as those of Example 1. We also use 500 replications
in each experiment.
We first study the performance of Si(m) in (2.14) to estimate the number of nonstationary
factors and that of the high-dimensional white noise test mentioned in Gao and Tsay (2019b)
to estimate the number of stationary factors. The choices of m, c0 and l are the same as those
in Example 1. For simplicity, we only present the results of the T (m) statistics defined in
Gao and Tsay (2019b) to estimated r2, and the results for the other test are similar. When
(p − r̂1) ≥ n, we only keep the upper εn components of ξ̂t = Ŵ′Â′2yt with ε = 0.75 in
the testing. The results are reported in Table 2 for r1 = 3, r2 = 5 and K = 3 with δ = 0
and δ = 0.5, respectively. From Table 2, we see that for each setting of δ and fixed p, the
performance of Si(m) and the white noise test improves as the sample size increases except
that the empirical probability P (r̂2 = r2) of n = 500 is smaller than the one of n = 300 for
the dimension p = 500. This is understandable since the actual dimension used in the white
noise testing for n = 300 is 0.75n = 225, while (500 − r̂1) for n = 500 is much larger. As
expected, when the factor strength is strong (δ = 0), the proposed procedure works better.
The table also shows that the white noise test does not work well in selecting the number of
stationary common factor r2 when p ≥ n. Overall, the performance of the proposed modeling
procedure is quite satisfactory when the sample size is larger than the dimension. Next, we
study the accuracy of the estimated loading matrices as that in Example 1. The boxplots
of D¯(Â1,A1), D¯(Â2,A2) and D¯(Â2Û1,A2U22,1) are shown in Figure 3(a)–(c), respectively.
Similar patterns are also obtained for the estimation of other matrices, and we omit them
here. From Figure 3, there is a clear pattern that the estimation accuracy of the loading
matrix improves as the sample size increases even for moderately large p, which is in line
with our asymptotic theory. The results also confirm that the proposed Sm and the white
noise test that select r̂1 and r̂2, respectively, perform reasonably well even for large p.
For each (p, n), we further define the RMSEs for large dimensions as:
RMSE3 =
[
1
np
n∑
t=1
‖Â1x̂t −A1x1t‖22
]1/2
,RMSE4 =
[
1
np
n∑
t=1
‖Â2Û1ẑ2t −A2U22,1f2t‖22
]1/2
(4.3)
which quantify the accuracy in estimating the common factor processes. When the dimension
is moderately large, the boxplots of the RMSE3 and RMSE4 are shown in Figure 4(a)-(b),
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Table 2: Empirical probabilities P (r̂1 = r), P (r̂2 = r2) and P (r̂1 + r̂2 = r) of various (p, n)
configurations for the model of Example 2 with r1 = 3, r2 = 5 and r = r1 + r2 = 8, where p
and n are the dimension and the sample size, respectively. 500 iterations are used.
n
δ p EP 300 500 1000 1500 2000
δ = 0 P (r̂1 = r1) 0.772 0.986 0.990 0.992 0.994
p = 50 P (r̂2 = r2) 0.590 0.904 0.908 0.908 0.918
P (r̂1 + r̂2 = r) 0.694 0.918 0.914 0.916 0.924
P (r̂1 = r1) 0.760 0.978 0.986 0.996 0.990
p = 100 P (r̂2 = r2) 0.526 0.878 0.910 0.922 0.892
P (r̂1 + r̂2 = r) 0.616 0.888 0.920 0.926 0.902
P (r̂1 = r1) 0.760 0.960 0.976 0.978 0.986
p = 300 P (r̂2 = r2) 0.136 0.850 0.900 0.892 0.910
P (r̂1 + r̂2 = r) 0.184 0.886 0.924 0.914 0.924
P (r̂1 = r1) 0.766 0.970 0.972 0.970 0.974
p = 500 P (r̂2 = r2) 0.570 0.204 0.912 0.914 0.876
P (r̂1 + r̂2 = r) 0.658 0.210 0.938 0.944 0.898
δ = 0.5 P (r̂1 = r1) 0.768 0.990 1 1 1
p = 50 P (r̂2 = r2) 0.704 0.926 0.944 0.906 0.916
P (r̂1 + r̂2 = r) 0.900 0.932 0.944 0.906 0.916
P (r̂1 = r1) 0.780 0.992 1 1 1
p = 100 P (r̂2 = r2) 0.590 0.898 0.916 0.924 0.898
P (r̂1 + r̂2 = r) 0.742 0.906 0.916 0.924 0.898
P (r̂1 = r1) 0.780 0.982 1 1 1
p = 300 P (r̂2 = r2) 0.060 0.684 0.922 0.918 0.924
P (r̂1 + r̂2 = r) 0.068 0.688 0.922 0.918 0.924
P (r̂1 = r1) 0.762 0.996 1 1 1
p = 500 P (r̂2 = r2) 0.060 0.054 0.788 0.906 0.940
P (r̂1 + r̂2 = r) 0.070 0.054 0.788 0.906 0.940
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Figure 3: (a) Boxplots of D¯(Â1,A1) when r1 = 3 and r2 = 5 under the scenario that p is
relatively small in Example 1; (b) Boxplots of D¯(Â2,A2) when r1 = 3 under the scenario
that p is relatively large in Example 2; (c) Boxplots of D¯(Â2Û1,A2U22,1) when r1 = 3 and
r2 = 5 under the scenario that p is relatively small in Example 1. The sample sizes used are
300, 500, 1000, 1500, 3000, and the results are based on 500 iterations.
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Figure 4: (a) Boxplots of the RMSE3 defined in (4.3) when r1 = 3 and r2 = 5 under the
scenario that p is relatively large in Example 2; (b) Boxplots of the RMSE4 defined in (4.3)
when r1 = 3 and r2 = 5 under the scenario that p is relatively large in Example 2. The
sample sizes used are 300, 500, 1000, 1500, 2000, and the results are based on 500 iterations.
respectively. From the plots, similar to Example 1, we see a clear pattern that, as the sample
size increases, the RMSEs decrease for a given p, which is consistent with the results of
Theorem 1. Overall, the proposed method works well even for moderately high dimensions.
This is especially so when the sample size is greater than the dimension.
4.2 Real data analysis
Example 3. In this example, we consider the monthly average value-weighted returns of 30
Industrial Portfolios and their corresponding average firm sizes which can be downloaded from
https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html. We
apply the proposed method to the period from February 1943 to October 2009 for a total of
801 observations. The series are shown in Figure 5, where p = 60 and n = 801.
We first applied the method in Section 3.2 and found that r̂1 = 6, i.e., there are 6
nonstationary common factors. When applying the method, we choose c0 = 0.3, m = 30,
and l = 3. Similar results can also be obtained by choosing different c0, m, and l. For
example, when l = 1, the method is the same as that in Zhang et al. (2019) and we still
obtain that r̂1 = 6. When we slightly increase the threshold c0, we would obtain fewer
number of nonstatioary factors which is understandable. For simplicity, we only report the
results with c0 = 0.3, m = 30, and l = 3. The six recovered nonstationary factors are shown
in Figure 6. We can see that these six unit-root factors capture most of the trends of the
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Figure 5: Time plots of monthly returns of 30 Industrial Portfolios and their corresponding
average firm sizes with 801 observations from February 1943 to October 2009 of Example 3.
original data shown in Figure 5, and their sample ACFs also display nonstationary patterns.
Next, we applied the white noise testing method described in Section 2.3 and found
that r̂2 = 24, i.e., there are 24 stationary common factors and the remaining 30 compo-
nents are white noise. To obtain the extracted stationary factors, by the projected PCA in
Gao and Tsay (2019b), we first examine the eigenvalues of the sample covariance matrix Ŝ
defined in (2.12). From Figure 7, we see that there is at least one eigenvalue of the covariance
matrix of the white noise components is diverging. Therefore, we choose K = 1 and the
recovered stationary factors and the white noise components are shown in Figure 8(b) and
(c), respectively. From Figure 8, we see that the 24 stationary common factors in (b) capture
most of the nontrivial dynamic patterns of the recovered stationary components x̂2t shown
in part (a), and the remaining 30 white noise series capture little dynamic information of
x̂2t. This implies that, given a data set of 60-dimensional time series, our proposed method
can recover 6 factors which behave like unit-root series, 24 factors which are stationary with
non-trivial dynamic dependence, and 30 white noise components which capture mainly the
contemporaneous variability of the data.
As mentioned in Section 2.2, we can fit a vector ARIMA model to x̂1t and an ARMA
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Figure 6: Time plots of the estimated 6 nonstationary factors by the proposed method and
their sample ACF in Example 3.
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Figure 7: (a) The first 20 eigenvalues of Ŝ; (b) The plot of ratios of consecutive eigenvalues
of Ŝ .
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Figure 8: (a) Time series plots of the recovered 54-dimensional x̂2t; (b) Time series plots of
the recovered 24 stationary common factors ẑ2t; (c) Time plots of the 30 extraced white noise
series.
model to ẑ2t with proper penalty functions, then use the fitted models to perform out-
of-sample forecasting, because theses factors explain most of the serial and cross-sectional
dependence of the data. We omit the details here for simplicity as the problem has been
extensively studied in the literature. See, for example, Lam et al. (2011), Gao and Tsay
(2019a), and Gao and Tsay (2019b), among others.
5 Concluding Remarks
This paper proposed a new approach to analyze high-dimensional unit-root time series from
a factor modeling perspective. Our setting can be viewed as an extension of the work of
Zhang et al. (2019), Gao and Tsay (2019a,b), and Pen˜a and Poncela (2006), and is also in
line with the framework of Tiao and Tsay (1989). The separation between the non-stationary
factors and the stationary components are achieved by the eigenanalysis of certain nonnega-
tive definite matrix as that in Zhang et al. (2019) with some modification. To further reduce
the dimension of the stationary vector, we adopt the technique introduced in Gao and Tsay
(2019b) to extract the stationary common factors which are dynamically dependent, and
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consequently, the remaining series are white noise components. Our empirical findings show
that the proposed method can extract the nonstationary and stationary factors from complex
data, and it can mitigate the effects of white noise components in recovering the stationary
common factors. The nonstationary and stationary factors contain the dynamic structure
of the original data and they can be used by practitioners to discover useful information in
making statistical inference.
Appendix
Let
Σ̂1(k) =
1
n
n−k∑
t=1
(x1,t+k − x¯1)(x1t − x¯1)′, Σ̂2(k) = 1
n
n−k∑
t=1
(x2,t+k − x¯2)(x2t − x¯2)′,
Σ2(k) = Cov(x2,t+k,x2t), Σx(k) = diag(Σ̂1(k),Σ2(k)),
and
Mx =
k0∑
k=0
Σx(k)Σx(k)
′ =: diag(Dx1 ,D
x
2).
Therefore, there exists a p× p orthogonal matrix Γx such that
MxΓx = ΓxΛx
where Λx is a diagonal matrix of eigenvalues (in decreasing order) of Mx. Since x1t is
nonstationary and x2t is stationary, intuitively D
x
1 and D
x
2 do not share the same singular
values. Therefore, Γx must be a block-diagonal. Define
My = AMxA
′ = AΓxΛxΓ
′
xA
′,
which implies that the columns of AΓx are just the orthogonal eigenvectors ofMy. Since Γx
is block-diagonal, it follows that M(A1) and M(A2) are the same as the spaces spanned by
the eigenvectors corresponding to the largest r1 and the smallest (p− r1) eigenvalues of My,
respectively. Thus, we only need to show the space spanned by the eigenvectors of My can
be approximated by that of M̂1. This question is usually solved by the perturbation theory.
In particular, let
M̂1 =My +∆My, ∆My = M̂1 −My. (A.1)
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We will adopt the perturbation results of Dopico et al. (2000) in our proofs below. We use
C or c as a generic constant whose value may change at different places.
Proof of Theorem 1. By Assumption 2 and (A.2) in the proof of Theorem 1 of Gao and Tsay
(2019b), we can show that
max
0≤k≤k0
‖ 1
n
(x2t − x¯2)(x2,t−k − x¯2)′ − Cov(x2t − x2,t−k)‖2 = Op(n−1/2),
which implies that Condition 1(ii) in Zhang et al. (2019) holds. Under Assumptions 1-2, by
a similar argument as the proof of Theorem 3.1 in Zhang et al. (2019), (3.2) holds.
In addition, note that
Â′2yt = (Â2 −A2)′yt + x2t. (A.2)
Thus,
Σ˜2(j) =(Â2 −A2)′Σ̂y(j)(Â2 −A2) + (Â2 −A2)′Σ̂y2(j) + Σ̂2y(j)(Â2 −A2) + Σ̂2(j)
=:J1 + J2 + J3 + J4, (A.3)
where Σ̂y2(j) and Σ̂2y(j) are the sample covariances of yt+j and x2t, and x2,t+j and yt,
respectively. Since
Σ̂y(j) = A
 Σ̂1(j) Σ̂12(j)
Σ̂21(j) Σ̂2(j)
A′, (A.4)
where Σ̂12(j) and Σ̂21(j) are the sample covariances of x1,t+j and x2t, and x2,t+j and x1t,
respectively.
By Theorem 1 of Pen˜a and Poncela (2006), for 0 ≤ j ≤ k0,
‖Σ̂1(j)‖2 = Op(n). (A.5)
By the proof of Lemma 4 in Zhang et al. (2019), we have
‖Σ̂12(j)‖2 = Op(n1/2) and ‖Σ21(j)‖2 = Op(n1/2). (A.6)
Under Assumptions 2–3, By the proof of Theorem 1 in Gao and Tsay (2019b),
‖Σ̂2(j)−Σ2(j)‖2 = Op(n−1/2). (A.7)
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Therefore, by (A.3)–(A.7),
‖Σ˜2(j) −Σ2(j)‖2 ≤‖J1‖2 + ‖J2‖2 + ‖J3‖2 + ‖J4 −Σ2(j)‖2
≤‖Â2 −A2‖22‖Σ̂y(j)‖2 + ‖Â2 −A2‖2‖Σ̂y2(j)‖2 + ‖Â2 −A2‖2‖Σ̂2y(j)‖2
+ ‖Σ̂2(j)−Σ2(j)‖2
≤Op(n−1 + n−1/2 + n−1/2 + n−1/2) = Op(n−1/2). (A.8)
Then, by Lemma of Gao and Tsay (2019b) and the proof of Theorem 1 therein,
‖Û1 −U1‖2 = Op(n−1/2), (A.9)
and hence,
‖Â2Û1 −A2U1‖2 = Op(‖Â2 −A2‖2 + ‖Û2 −U2‖2) = Op(n−1/2). (A.10)
The proof for the second one of (3.3) is similar. Thus, (3.3) holds.
By (A.10) in the supplement of Gao and Tsay (2019b), (A.8) and (3.3),
‖Ŝ−S‖2 ≤ ‖Σ˜2−Σ2‖22+4‖Σ2‖2‖Σ˜2−Σ2‖2+3‖Σ2‖22‖Â2V̂1−A2V1‖2 = Op(n−1/2). (A.11)
By Lemma 1 in the supplement of Gao and Tsay (2019b),
‖V̂2 −V2‖2 ≤ C ‖Ŝ− S‖2
λK(S)
= Op(n
−1/2). (A.12)
which implies (3.4).
Finally, by (A.2), we have
Â1Â
′
1yt = Â1(Â1 −A1)′yt + (Â1 −A1)x1t +A1x1t. (A.13)
By Lemma 1 of Zhang et al. (2019), ‖yt‖2 = Op(n1/2) and ‖x1t‖2 = Op(n1/2), thus,
‖Â1Â′1yt −A1x1t‖2 ≤ ‖Â1 −A1‖2|yt|+ ‖Â1 −A1‖2|x1t| = Op(n−1/2).
By a similar argument and the proof of Theorem 1 of Gao and Tsay (2019b), the second one
of (3.5) also holds. This completes the proof. 
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Proof of Theorem 2. Note that, for any column v̂1i of V̂1 and the corresponding v1i of
V1,
v̂′1iÂ
′
2yt =v̂
′
1i(Â2 −A2)′yt + v̂′1iU1z2t + (v̂1i − v1i)′U2et + v′1iU2et
=:α1 +α2 +α3 +α4. (A.14)
Under Assumptions 1–3, by Lemma 1 of Zhang et al. (2019), we have
max
1≤t≤n
‖yt‖2 = Op(n1/2 log(n)), max
1≤t≤n
‖z2t‖2 = Op(log(n)), max
1≤t≤n
‖et‖2 = Op(log(n)), (A.15)
and max1≤i≤v ‖v̂1i − v1i‖2 ≤ ‖V̂1 −V1‖2 = Op(n−1/2).
Therefore,
max
1≤i≤v
max
1≤t≤n
‖α1 +α2 +α3‖2 ≤Cn1/2 log(n)‖Â2 −A2‖2 + C log(n)‖V̂1 −V1‖2
=Op(n
−1/2 log(n)) = op(1),
which implies that the effects of the estimators v̂1i and A2 on the white noise component
v′1iU2εt in (A.14) are asymptotically negligible. Then, we can consistently estimate the num-
ber of white noise components asymptotically using white noise tests. This completes the
proof. 
Turn to the proofs when the dimension p is large. For 1 ≤ i ≤ r1, F i(t) = W i(t) −∫ 1
0 W
i(t)dt and F(t) = (F 1(t), ..., F r1(t))′. Let D1n =
√
nIr1 .
Lemma 1. (i) Suppose xit ∼ I(1) for 1 ≤ i ≤ r1, then under Assumption 3,
xi[nt] − x¯i
p(1−δ)/2
√
n
J1=⇒ F i(t), for 1 ≤ i ≤ r1, on D[0, 1]; (A.16)
(ii) Under the conditions in (i),
p−(1−δ)D−11n Σ̂1(0)D
−1
1n −→d
∫ 1
0
F(t)F(t)′dt. (A.17)
Proof. For any I(1) process, we can write ∇xit = wit. Therefore,
xit =
t∑
j=1
wij . (A.18)
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By Assumption 3 and the continuous mapping theorem, it follows that
xi[nt] − x¯i
p(1−δ)/2
√
n
J1=⇒W i(t)−
∫ 1
0
W i(t)dt, for 1 ≤ i ≤ r1, (A.19)
which implies (A.16). (A.17) follows immediately from (i) by the continuous mapping theo-
rem. This completes the proof of Lemma 1. 
Let Σ̂x(k) = A
′Σ̂y(k)A, Γx(k) = diag(Σ̂1(0),Cov(x2,t+k,x2t)), andDn = diag(D1n, Ip−r1).
Define κ = max(r2,K), ∆p = diag(p
(1−δ)/2Iκ, Ip−r1−κ) and Θp = diag(p
(1−δ)/2Ir1 ,∆p)
Lemma 2. (i) Under Assumptions 2–7, we have
max
0≤k≤k0
p−(1−δ)‖D−11n (Σ̂1(k)− Σ̂1(0))D−11n ‖2 = Op(n−1/2). (A.20)
(ii) Under Assumptions 2–7, we have
max
0≤k≤k0
‖∆−1p (Σ̂2(k)−Σ2(k))∆−1p ‖2 = Op(pδ/2n−1/2), (A.21)
and there exists a constant c > 0 such that λmin(∆
−1
p Σ2(0)∆
−1
p ) ≥ c > 0.
Proof. We prove (A.20) first. Note that 1 ≤ i, h ≤ r1,
n−j∑
t=1
(xi,t+j − x¯i)(xht − x¯h)−
n∑
t=1
(xit − x¯i)(xht − x¯h)
= −
j∑
t=1
(xit − x¯i)(xht − x¯h)−
n−j∑
t=1
(xi,t+j − x¯i)(xh,t+j − x¯h)
=: δn1(j, i, h) + δn2(j, i, h).
It follows from Lemma 1(i) that
sup
0≤j≤k0
|δn1(j, i, h)|
n2p1−δ
≤ k0
n
( sup
1≤t≤n
|xit − x¯i|√
np(1−δ)/2
)( sup
1≤t≤n
|xht − x¯h|√
np(1−δ)/2
) (A.22)
= Op(1/n).
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As for δn2(j, i, h), we have xh,t+j − xht =
∑t+j
i=t+1 w
h
i . It follows that
sup
0≤j≤j0
|δn2(j, i, h)|
n2p1−δ
≤
(
sup
t≤n
|xit − x¯i|√
np(1−δ)/2
)(
1
n3/2p(1−δ)/2
n∑
t=1
t+j0∑
i=t+1
|whi |
)
(A.23)
= Op(1/n
1/2).
(A.20) follows from (A.22) and (A.23) since r1 is finite.
As for (A.21), by Lemma 4 of Gao and Tsay (2019b),
max
0≤k≤k0
‖Σ̂2(k) −Σ2(k)‖2 = Op(p1−δ/2n−1/2), (A.24)
which implies (A.21). Since the nonzero singular values of U22,1 and the top K singular
values of U22,2 are of order p
(1−δ)/2, we can decompose Σ2(0) as
Σ2(0) = Πdiag(p
1−δIr2+K , Ip−r1−r2−K)Π
′,
where Π is an invertible (p − r1) × (p − r1) matrix and hence the smallest singular value
σmin(Π) ≥ c > 0. Without loss of generality, we assume κ = r2 and let
Π =
 Π11 Π12
Π21 Π22
 , (A.25)
and hence, ∆−1p Σ2(0)∆
−1
p = PP
′, where
P =
 p−(1−δ)/2Ir2 0
0 Ip−r1−r2
 Π11 Π12
Π21 Π22
 p(1−δ)/2Ir2 0
0 ΛK
 , (A.26)
and ΛK = diag(p
(1−δ)/2IK , Ip−r1−r2−K). It is not hard to verify that P is non-singular if Π
is non-singular. Thus, we have σmin(P) ≥ c > 0, which implies that λmin(∆−1p Σ2(0)∆−1p ) ≥
c > 0. This completes the proof. 
Lemma 3. Under Assumptions 2–7, we have
max
0≤k≤k0
‖Θ−1p D−1n (Σ̂x(k)− Γx(k))D−1n Θ−1p ‖2 = Op(p1/2n−1/2). (A.27)
31
Proof. We first show it for the nonstationary block. By Lemma 3,
p−(1−δ)‖D−11n (Σ̂1(k)− Σ̂1(0))D−11n ‖2 = Op(n−1/2). (A.28)
Next, we consider the cross-block. Note that for 0 ≤ j ≤ k0
n−j∑
t=1
(x1,t+j − x¯1)(x2t − x¯2)′ =
n−j∑
t=1
(x1,t+j − x¯1){U22,1(f2t − f¯2) +U22,2(εt − ε¯)}′
=
n−j∑
t=1
(x1,t+j − x¯1)(f2t − f¯2)′U′22,1
+
n−j∑
t=1
(x1,t+j − x¯1)(εt − ε¯)′U′22,2. (A.29)
For 1 ≤ i ≤ r1 and 1 ≤ h ≤ r2, let
wih :=
n−j∑
t=1
(xi,t+j − x¯i)(f2,ht − f¯2,h) (A.30)
and Ω1 = (wih)r1×r2 . Under Assumptions 2–7, by (A.30) and Lemma 1,
E
r1∑
i=1
r2∑
h=1
(
w2ih
n
)2 ≤Cn−2np1−δ
n−j∑
t,t′=1
E[
(xi,t+j − x¯i)√
np(1−δ)/2
(xi,t′+j − x¯i)√
np(1−δ)/2
]
× E[(f2,ht − f¯2h)(f2,ht′ − f¯2h)]
≤Cp1−δ, (A.31)
which implies that
‖Ω1‖2 = Op(p(1−δ)/2). (A.32)
Therefore,
p−(1−δ)‖D−11nΩ1U22,1‖2 = Op(n−1/2). (A.33)
By a similar argument as above, we can show that
p−(1−δ)‖D−11n
n−j∑
t=1
(x1,t+j − x¯1)(εt − ε¯)′U′22,2‖2 = Op(p1/2n−1/2). (A.34)
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It follows from (A.29), (A.33) and (A.34) that
p−(1−δ)‖D−11n n−1
n−j∑
t=1
(x1,t+j − x¯1)(x2t − x¯2)′‖2 = Op(p1/2n−1/2). (A.35)
By a similar argument, we can show that
p−(1−δ)‖n−1
n−j∑
t=1
(x2,t+j − x¯2)(x1t − x¯1)′D−11n ‖2 = Op(p1/2n−1/2). (A.36)
As for the stationary block, by Assumptions 2–7 and Lemma 4 of Gao and Tsay (2019b),
p−(1−δ)‖ 1
n
n−k∑
t=1
(x2,t+k − x¯2)(x2,t − x¯2)′ − Cov(x2,t+k,x2t)‖2 =Op(p−(1−δ)p1−δ/2n−1/2)
=Op(p
δ/2n−1/2). (A.37)
Lemma 3 follows from (A.28), (A.35)–(A.37). This completes the proof. 
Proof of Theorem 3. By a similar argument as the proof of Theorem 3.1 in Zhang et al.
(2019) and Theorem 2.4 of Dopico et al. (2000),
D(M(Â2),M(A2)) ≤ (‖M−1/2x M̂1/2x ‖F + ‖M1/2x M̂−1/2x ‖F )/η, (A.38)
where η = minλ∈λ(Dx
1
),µ∈λ(D˜x
2
) |λ−µ|/
√
λµ and λ(D˜x2) consists of the p−r1 smallest eigenvalues
of M̂x := A
′M̂1A. By Lemmas 2–3, η ≥ Cn. Note that
‖(Mx)−1/2(M̂x)1/2‖F ≤
k0∑
j=0
‖(Σx(0))−1{Σ̂x(j)Σ̂x(j)′}1/2‖F .
By Lemmas 2–3, the solutions (λi, 1 ≤ i ≤ p) of
|Θ−1p D−1n (Σ̂x(j)Σ̂x(j))1/2D−1n Θ−1p − λΘ−1p D−1n Σx(0)D−1n Θ−1p | = 0
are all bounded in probability. Thus,
‖M−1/2x M̂1/2x ‖F ≤ Op((
p∑
i=1
λ2i )
1/2) = Op(p
1/2).
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Similarly, we can show that
‖M1/2x M̂−1/2x ‖F = Op(p1/2).
Therefore, by Theorem 2.4 of Dopico et al. (2000),
D(M(Â2),M(A2)) = Op(p1/2n−1).
The proof for D(M(Â2),M(A2)) is similar by switching the positions of A1 and A2. This
proves (3.6).
Now turn to the estimation of U1. First, if p = o(n
1/(1+δ)), it is not hard to show that
‖Σ̂1(j)‖2 = Op(p1−δn), ‖Σ̂12(j)‖2 = Op(p1−δ/2n1/2), ‖Σ̂21(j)‖2 = Op(p1−δ/2n1/2),
‖Σ̂2(j)‖2 = Op(p1−δ), ‖Σ̂y2(j)‖2 = Op(p1−δ/2n1/2), and ‖Σ̂2y(j)‖2 = Op(p1−δ/2n1/2).
By (A.4) and use the above convergence rate,
‖Σ̂y(j)‖2 = Op(p1−δn).
Then, by (A.8) and Lemma 4 of Gao and Tsay (2019b),
‖Σ˜2(j)−Σ2(j)‖2 = Op((p1/2n−1)2p1−δn+(p1/2n−1)(p1−δ/2n1/2)+p1−δ/2n−1/2) = Op(p3/2−δ/2n−1/2).
By the proof in Lemma 5 of Gao and Tsay (2019b),
‖M̂2 −M2‖2 = Op(‖Σ˜2(j) −Σ2(j)‖22 + ‖Σ˜2(j) −Σ2(j)‖2‖Σ2(j)‖2) = Op(p5/2−3δ/2n−1/2).
Note that λr2(M2) ≥ Cp2(1−δ). By lemma 1 of Gao and Tsay (2019b) and the proof of
Theorem 1 therein,
‖Û1 −U1‖2 ≤ C ‖M̂2 −M2‖2
λr2(M2)
= Op(p
(1+δ)/2n−1/2).
(3.7) follows from (3.6) and the above one.
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By (A.11) and the rates above, if p = o(n1/(1+δ)), we can show that
‖Ŝ− S‖2 =Op{(p3/2−δ/2n−1/2)2 + p1−δ(p3/2−δ/2n−1/2) + p2(1−δ)n−1/2}
=Op(p
5/2−3δ/2n−1/2). (A.39)
Note that λK(S) ≥ p2(1−δ), hence,
‖V̂∗2 −V∗2‖2 ≤ C
‖Ŝ− S‖2
λK(S)
= Op(p
(1+δ)/2n−1/2). (A.40)
(3.9) follows from (A.40) and (3.6).
By (A.13),
Â1Â
′
1yt −A1x1t =Â1(Â1 −A1)′A1x1t + Â1(Â1 −A1)′A2U22,1f2t
+ Â1(Â1 −A1)′A2U22,2εt + (Â1 −A1)x1t
=:R1 +R2 +R3 +R4. (A.41)
Note that
‖R1‖2 = Op(‖Â1 −A1‖2‖x1t‖2) = Op(p1/2n−1p(1−δ)/2n1/2) = Op(p1−δ/2n−1/2),
‖R2‖2 = Op(‖Â1 −A1‖2‖U22,1‖2) = Op(p1/2n−1p(1−δ)/2) = Op(p1−δ/2n−1),
‖R3‖2 = Op(‖Â1 −A1‖2‖U22,2εt‖2) = Op(p1/2n−1p(1−δ)/2p1/2) = Op(p3/2−δ/2n−1),
and
‖R4‖2 = Op(‖Â1 −A1‖2‖x1t‖2) = Op(p1/2n−1p(1−δ)/2n1/2) = Op(p1−δ/2n−1/2).
Thus, if p = o(n1/(1+δ)),
p−1/2‖Â1Â′1yt −A1x1t‖2 = Op(p(1−δ)/2n−1/2) = op(1).
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By the proof of Theorem 4 in Gao and Tsay (2019b),
p−1/2‖Û1ẑ2t −U1z2t‖2 ≤Cp−δ/2‖Û1 −U1‖2 + Cp−δ/2‖V̂∗2 −V∗2‖2 + p−1/2
=Op(p
1/2n−1/2 + p−1/2). (A.42)
Therefore, if p = o(n1/(1+δ)),
p−1/2‖Â2Û1ẑ2t −A2U1z2t‖2 ≤p−1/2‖Û1ẑ2t −U1z2t‖2 + p−1/2‖Â2 −A2‖2‖U1z2t‖2
≤Op(p1/2n−1/2 + p−1/2 + p1−δ/2n−1)
=Op(p
1/2n−1/2 + p−1/2). (A.43)
This completes the proof. 
Proof of Theorem 4. We first show P (r̂1 = r1)→ 1 as n→∞. For any column â2,i of
Â2, note that
â2,iyt = (â2,i − a2,i)′A1x1t + (â2,i − a2,i)′A2x2t + a′2,iA2x2t. (A.44)
By the proof of Theorems 4 and 5 in Gao and Tsay (2019b) and the proof of Theorem 3
above,
max
1≤i≤p−r1
max
1≤t≤n
‖(â2,i − a2,i)′A1x1t‖2 ≤‖Â2 −A2‖2 max
1≤t≤n
‖x1t‖2
=Op(p
1/2n−1(p(1−δ)/2n1/2 log(n)))
=Op(p
1−δ/2n−1 log(n)), (A.45)
and
max
1≤i≤p−r1
max
1≤t≤n
‖(â2,i − a2,i)′A2x2t‖2 ≤‖Â2 −A2‖2 max
1≤t≤n
‖A2x2t‖2
=‖Â2 −A2‖2{max
1≤t≤n
‖A2U22,1f2t‖2 + max
1≤t≤n
‖A2U22,2εt‖2}
=Op{p1/2n−1(p(1−δ)/2n1/2 log(n) + p1/2 log(np))}
=Op(pn
−1 log(np)). (A.46)
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Therefore, if p = o(n1/(1+δ)), then pn−1 log(np) = o(1), and
â2,iyt = a
′
2,iA2x2t + o(1). (A.47)
Thus, we can consistently estimate r1 by the proposed methods in Section 2.3.
We now prove P (r̂2 = r2)→ 1. Note that
max
1≤t≤n
‖yt‖2 ≤ max
1≤t≤n
‖A1x1t‖2 + max
1≤t≤n
‖A2U22,1f2t‖2 + max
1≤t≤n
‖A2U22,2εt‖2
=Op(p
(1−δ)/2n1/2 log(n)) +Op(p
(1−δ)/2 log(n)) +Op(p
1/2 log(np))
=Op(p
(1−δ)/2n1/2 log(n)). (A.48)
Thus, by (A.14),
max
1≤i≤v
max
1≤t≤n
‖α1‖2 = Op(‖Â2 −A2‖2 max
1≤t≤n
‖yt‖2) = Op(p1−δ/2n−1/2 log(n)),
max
1≤i≤v
max
1≤t≤n
‖α2‖2 = Op(‖V̂1 −V1‖2 max
1≤t≤n
‖U1z2t‖2) = Op(pn−1/2 log(n)),
and
max
1≤i≤v
max
1≤t≤n
‖α3‖2 = Op(‖V̂1 −V1‖2 max
1≤t≤n
‖U22,2εt‖2) = Op(p1+δ/2n−1/2 log(np)).
Therefore, if p1+δ/2n−1/2 log(np) = o(1), the effects of the estimators v̂1i and A2 on the white
noise component v′1iU2εt in (A.14) are asymptotically negligible. Then, we can consistently
estimate the number of white noise components asymptotically using white noise tests. This
completes the proof. 
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