Wirth, Corina and Hans-R. Lü scher. Spatiotemporal evolution of excitation and inhibition in the rat barrel cortex investigated with multielectrode arrays.
I N T R O D U C T I O N
Since the discovery of the "barrel" map in the rodent somatosensory cortex by Woolsey and Van der Loos (1970) , the barrels were regarded as a manifestation of the cortical columns in layer 4 (L4). It turned out that this structure is a well-suited model for investigating sensory information processing in the cerebral cortex. L4 is the main input layer for sensory information relayed through the thalamus and is therefore considered as the first stage in cortical signal processing. Barrels receive input from the ventral posterior medial (VPM) nucleus (Hirsch 1995; Jensen and Killackey 1987; for a review, see Diamond 1995) and are thought to be essential to extract relevant thalamic signals and to amplify or even to damp thalamic input (Pinto et al. 2003) . Axonal and dendritic arbors of barrel neurons are confined to barrel borders Lübke et al. 2000; Petersen and Sakmann 2000) , suggesting that barrels work as functionally independent excitatory neuronal networks (Goldreich et al. 1999; Laaris and Keller 2002; Petersen and Sakmann 2001) . L4 cells also target pyramidal cells in L2/3 (Armstrong-James et al. 1992; Feldmeyer et al. 2002) whose axons arborize in L2/3 and in L5 (Gottlieb and Keller 1997) . Signal processing in L2/3 is no longer confined to a barrel column but spread in vertical and horizontal directions, in particular to L5 (Feldmeyer et al. 2002; Laaris et al. 2000; Lübke et al. 2000; Petersen and Sakmann 2001) .
Excitatory thalamic input induces a rapid and strong feedforward inhibition, limiting spread of excitation both spatially and temporally. Some inhibitory L4 interneurons are excited directly by the thalamocortical afferents (Bruno and Simons 2002; Galarreta and Hestrin 2002; Porter et al. 2001; Staiger et al. 1996) and probably limit the duration of the excitation generated by thalamocortical input. In addition, L4 interneurons receive input from local excitatory neurons and inhibit excitatory L4 neurons, participating in feedback inhibition (Amitai et al. 2002; Beierlein et al. 2000; Gibson et al. 1999) . Interneurons are also interconnected by GABAergic synapses and gap junctions and, in addition, form autapses (Bacci et al. 2003; Gibson et al. 1999) . Porter et al. (2001) found a preponderance of L4 interneurons directed to L2/3 suggesting that the flow of inhibition in the barrel cortex after thalamocortical input could be toward the upper layers, probably following excitation along its intracortical course being inseparably linked to it. However, the precise spatiotemporal behavior of the inhibitory network in L4 and L2/3 has never been described in detail.
Another controversial subject is the role of infragranular layers. L5/6 is generally considered as the main output layer, processing information arriving mainly from L2/3, but direct input in L6 after thalamic stimulation has been observed as well (Armstrong-James et al. 1992; Beierlein and Connors 2002; Laaris et al. 2000) . Interestingly, corticothalamic cells in L6 also send collaterals to L4 (Staiger et al. 1996; Zhang and Deschenes 1997) , and axons of L4 neurons were observed to end in L5/6 (Laaris and Keller 2002; Lübke et al. 2000; Petersen and Sakmann 2000) . These anatomical observations expand the generally postulated simple "thalamus-L4-L2/3-L5/6" pathway.
To gain more insight in the spatiotemporal spread of activity in rat barrel cortex, we used multielectrode arrays with 60 pyramidal shaped electrodes permitting simultaneous multisite recordings in all layers of rat barrel cortex in vitro. Stimulation of individual barrels confirmed the hypothesis that barrels operate as individual entities. Excitation spreading from L4 to supragranular layers is temporally confined by inhibition, leaving only a brief window of excitation in lower L2/3. A similar but longer lasting window of excitation in L5/6 is opened by a specific L5/6-L4-L5/6 loop. In the upper-most layer, excitation is longer lasting probably due to the excitatory action of GABAergic input to the distal dendritic region of pyramidal cells (Gulledge and Stuart 2003) . The excitatory action in the distal dendrite could lower the threshold for backpropagation induced Ca 2ϩ spike firing (Larkum et al. 1999 ). This spatial pattern of inhibition and excitation puts the L5 pyramidal neuron into the position to associate top-down input from other cortical regions with bottom-up input from the whisker pad to generate behaviorally relevant output.
M E T H O D S

Slice preparation
Twelve-to 20-days-old Wistar rats were decapitated and 350 m thick thalamocortical slices were prepared in ice-cold artificial cerebrospinal fluid (ACSF) with a vibratome (D.S.K. microslicer DTK-1000, Dosaka, Kyoto, Japan) as described by Agmon and Connors (1991) . They were incubated in ACSF at 34°for 1 h after slicing. The preparation of the slices was done according to federal and institutional guidelines. ACSF contained (in mM) 125 NaCl, 2.5 KCl, 1.25 NaH 2 PO 4 , 1 MgCl 2 , 2 CaCl 2 , 25 NaHCO 3 , and 25 glucose and was bubbled with 95% O 2 -5% CO 2 .
Identification of barrels in living slices
In thalamocortical slices, barrels can be recognized even by the naked eye. With a ϫ2.5 lens, the barrel field is clearly visible as a band of alternating dark and light patches in L4. We used only slices with clearly distinguishable barrels. Due to optical interference with the nontransparent electrodes and leads of the multielectrode array (MEA) the barrels were often not clearly visible after placing the slices on the MEA (Fig. 1A) . We only kept slices for further experiments if at least one barrel was visually recognizable after mounting on the MEA.
Multielectrode arrays
Arrays of 60 pyramidal shaped electrodes (Ti/Au/TiN) with the following properties were used (Fig. 1A) : electrode diameter, 40 m; electrode spacing, 140 m; tip height, 42 m; impedance, 400 -600 k⍀ (Ayanda Biosystems SA, Lausanne, Switzerland). The MEA was covered with 0.1% polyethylenimine (PEI) dissolved in distilled water. Excess PEI solution was removed after ϳ2 h. The MEA was rinsed with distilled water and left to dry. This coating procedure improved the contact between MEA electrodes and the brain slice, resulting in a larger signal to noise ratio. Prior to recording the slices were trimmed to fit approximately the size of the MEA (ϳ3 ϫ 3 mm). This trimming removed most of the thalamic structure from the slice. After placing the slice on the MEA, we carefully removed all ACSF between the array and the slice with blotting paper. Afterward we added a moist ring of blotting paper around the slice and covered the slice mounted on the array with a plastic cap. We kept the slice for 1-2 min in this humid chamber. This procedure improved the contact between slice and MEA. Afterward, we added ACSF to the slice until it was completely submerged and started perfusion at a temperature of 35°C.
Stimulation
We used ACSF-filled double-barrel micropipettes (-glass) with tip diameters of 5-10 m for extracellular stimulation. Constant amplitude voltage pulses (0.5-5 V, 150 s, 0.3 Hz) were delivered with a modified optically isolated stimulator (Iso Flex, A.M.P.I., Israel) driven by a timer (Master-8, A.M.P.I, Israel). Stimulus intensity was 1.2-1.5 times threshold in all recordings. Individual barrels were stimulated by placing the tip of the stimulus-pipette in the center of the barrels. In a second series of experiments, we stimulated at individual locations along a horizontal line through L4 in steps of 100 m taking the MEA electrodes as landmarks. If other stimulus locations were used, it is mentioned in RESULT.
FIG. 1. Thalamocortical slices and multielectrode array (MEA) recordings. A: small piece of barrel field cortex mounted on the MEA. L1 covers the 1st MEA row. Row 13 of the MEA is located deep in layer 6 at the border to the white matter. The barrels are barely visible as bright clusters in rows 5-7 of the MEA. The leads connecting the individual electrodes to the connectors of the preamplifier can clearly be seen. B: stimulus induced (3V, 0.3 Hz, 150 s) local field potentials (LFPs) recorded with the MEA electrodes (average over 20 sweeps). The stimulus artifact indicates the timing of the stimulus, which was delivered via a theta-glass micropipette filled with ACSF at the location indicated by the asterisk. Three damaged electrodes in the right lower corner of the MEA were switched off. C: spatial activity map of the postsynaptic signals of the recording shown in B, 3 ms after stimulation (see METHODS). Black dot: stimulation location. D: enlarged recordings from the single electrode indicated in B (average over 20 sweeps). To extract the postsynaptic response from the LFP (blue trace), we subtracted the presynaptic component recorded in the presence of 200 M Cd 2ϩ and 100 M Ni 2ϩ (green trace) from the original trace (red). This procedure eliminated the fiber volleys and terminal potentials leaving the postsynaptically induced synaptic local field potentials (sLFPs) and was applied to all recordings prior to the analysis shown in this paper.
Data acquisition
A 60-channel amplifier was used with a band-pass filter set between 10 Hz and 3 kHz, 1200ϫ amplification (B-MEA-1060, Multi Channel Systems, Reutlingen, Germany), and data were acquired by the PCbased data software MC Rack (Multi Channel Systems) at a sampling rate of 10 kHz.
Pharmacology
Stock solutions of the following drugs were dissolved in ACSF getting the final concentrations given in the following text: 10 M bicuculline, 10 M 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), 50 M D(Ϫ)-2-amino-5-phosphonopentanoic acid (D-AP5), and 1 M tetrodotoxin (TTX). Synaptic transmission was blocked by adding 200 M Cd 2ϩ and 100 M Ni 2ϩ to the superfusion solution (all drugs and chemicals were from Sigma, Merck, Tocris, or Alamone).
Data analysis
The local field potential (LFP) at each electrode was recorded against the bath electrode. To improve the signal-to-noise ratio, the traces were averaged (n ϭ 15-20). Because spike activity can be detected with MEA electrodes at distances of Յ100 m (Egert et al. 2002) , we assume that each electrode records additional weak signals from neurons located close to neighboring electrodes. Thus MEA electrodes with a spacing of 140 m cannot be considered as completely independent recording units. As a correction procedure we routinely subtracted 10% of the voltage recorded by each of the four neighboring electrodes from the voltage recorded by the center electrode. This procedure improves the signal contrast slightly without affecting the overall activity pattern. The 60 recordings were displayed in a spatial map corresponding to the electrode location (Fig.  1B) . The individual traces are displayed in such a way as to mimic the polarity of the underlying synaptic potentials identified by pharmacological means (see RESULTS, Fig. 2 ). The trace consisted of a shortlatency, brief positive signal immediately after the stimulus artifact that was followed by a broader positive peak. This second positive peak was followed by a negative peak (Fig. 1D, red (Fig. 1D , green trace) from the traces recorded under control conditions, the short-latency peak almost completely disappeared, suggesting that it represents a "fiber volley" or axon terminal potentials (Swadlow and Gusev 2000) evoked by direct stimulation of the axons. We call these reduced traces synaptic LFPs (sLFPs). The sLFPs were exclusively used for further analysis (Fig. 1D, blue trace) .
To visualize the spatial spread of the signals, we generated colorcoded activity maps representing the instantaneous voltage amplitude of the sLFP recorded by each MEA electrode using cubic interpolation for amplitude ratios at intermediate positions (Fig. 1C) . Red always coded for a positive signal amplitude, whereas blue coded for a negativity in the individual sLFP. With a sampling frequency of 10 kHz, such an activity map could be generated every 0.1 ms. To document the temporal evolution of the sLFP, we produced time series of activity maps with a time interval of 0.2 or 0.4 ms between successive pictures. They were obtained by taking the average of the two or four activity maps were calculated for a time interval of 0.1 ms.
To represent a laminar activity profile along the vertical axes of the cortical column, we calculated the average of the activity across the MEA columns covering the cortical column defined by the activated barrel. These profiles were color coded and displayed as a line scan with time on the abscissa and space across the cortical thickness as the ordinate (see Fig. 4A2 ). For a more detailed analysis of the spatiotemporal evolution of the activity, we calculated the center of mass of the signal amplitude over all recording electrodes obtained every 0.1 ms. The center of mass s v (t) at time t within the vertical dimension (in units of MEA rows) was obtained by
and the center of mass s h (t) at time t within the horizontal dimension (in units of MEA columns) was obtained by
where Fig. 5B2 ), a noise level of Ϫ8 V was subtracted and only the negative values were considered for m ij (t).
To quantify the voltage distribution around the center of mass, we calculated the SD for the horizontal dimension given by
We have organized the result section in the following way. First, a pharmacological analysis of the sLFPs recorded by the individual MEA electrodes will be presented and the excitatory and inhibitory signal components will be determined. Second, evidence that the early excitatory and inhibitory activity remains confined to the barrel borders will be shown. Third, the basic features of the temporal evolution of the activity maps after electrical stimulation of individual barrels will be presented. Fourth, the spatiotemporal evolution of the activity will be dissected into its constituent excitatory and inhibitory components and the spatial and temporal shaping of activity by inhibition will be analyzed in the different cortical layers. Finally, the spatiotemporal evolution of the activity will be presented after stimulation of L6.
Pharmacological characterization of stimulus induced LFPs
In a first set of experiments, we stimulated in L4, the main input layer to the somatosensory cortex. Individual traces of the sLFP consisted of a positive peak 3.5 Ϯ 0.8 (SD) ms (n ϭ 43 experiments) after stimulation that was followed in 53% of the experiments by a negative peak 6.4 Ϯ 2.4 ms after stimulation (Fig. 1D , blue trace; Fig. 2 , A-C). The positive component was present around the stimulation location in L4 (mean peak amplitude in L4: 24.1 Ϯ 20.8 V, n ϭ 43 experiments) but was also detected at other locations (mean peak amplitude at all locations: 14.1 Ϯ 5.2 V, n ϭ 43 experiments.) The negative component was primarily present in L4 and lower L2/3 but never in upper L2/3 (mean peak amplitude at all locations: Ϫ15.6 Ϯ 6.4 V, n ϭ 23 experiments). The amplitude and temporal relation between the positive and the negative peak was very similar from trial to trial but varied considerably from experiment to experiment. The traces in Fig. 2 , A and C, give examples of two extremes.
The different components of the sLFP were pharmacologically dissected using in a first set of experiments the GABA A -receptor antagonist bicuculline (10 M, n ϭ 11). After application of bicuculline, the negative sLFP peak recorded in L4 was completely or largely abolished ( Fig. 2A ). In the cases where no negative component was seen, application of bicuculline led to a broadening and increase of the positive peak. These findings suggest that the negative component of the sLFP was mainly due to GABA A -receptor activation. Second, we blocked the AMPA and NMDA receptors by applying 10 M CNQX and 50 M D-AP5, respectively (n ϭ 6). The positive peak decreased by 21 Ϯ 15% after the application of D-AP5 and vanished completely after adding CNQX (Fig. 2 , B and C), suggesting that the positive sLFP component was caused by both AMPA and NMDA receptor activation. We have observed regional differences in the NMDA/AMPA ratio, but this observation was not analyzed systematically. The negative component following the positive signal disappeared almost completely after the application of CNQX and D-AP5. The small negative component remaining after the application of CNQX and D-AP5 disappeared after application of 10 M bicuculline (Fig. 2C ) and must therefore be evoked by direct stimulation of inhibitory fibers. This analysis suggests that the positive and negative sLFP components in L4 can be related to local excitatory and inhibitory postsynaptic potentials. It does, however, not exclude the possibility that the sLFP is contaminated by passive current flow from distant sources.
Early activation remained spatially confined to the individual barrel
It has been shown previously by means of voltage-sensitive dyes that barrels are functionally independent units (Laaris and Keller 2002; Petersen and Sakmann 2001) . To validate the new recording technique presented in this paper, we performed similar experiments with MEA recordings as those reported by Petersen and Sakmann (2001) , who used voltage-sensitive dyes. The stimulation electrode was moved stepwise along a horizontal line through L4 in steps of 100 m applying at each location identical stimuli (0.5-5V, 150 s, 0.3 Hz; n ϭ 11).
The first positive sLFP peaks occurred in L4 and were limited to small areas corresponding largely to the anatomically defined barrels seen in the microscope image (Fig. 3, A and B), in agreement with recent findings (Laaris and Keller 2002; Petersen and Sakmann 2001) . Some barrels could be fully activated even when the stimulation electrode was placed at the edge of a barrel, whereas other barrels could only be activated partially or not at all (Fig. 3B) .
The time from stimulus onset to the peak of the activation of single barrels varied considerably (Fig. 3B) , lasting from 2 to 5 ms after stimulation (3.5 Ϯ 0.8 ms, n ϭ 43).
An activity profile across the stimulated barrel was calculated by summing up the activity in L4 at the time of maximal activation. Ten activity profiles from different barrels are superimposed after the peak intensity for each of the 8 experiments was normalized (Fig. 3D) . The mean of these 10 activity profiles was fitted by a Gaussian curve yielding a SD of 95 m. Two times the SD gives a rough estimate of the average barrel width of ϳ200 m. To analyze the temporal evolution of the signals, we calculated the center of mass of the positive response in L4 (see METHODS) and plotted its location against time after stimulation (Fig. 3C, 9 experiments) . This figure illustrates the horizontal confinement of the centers of mass to a small corridor of ϳ200 m corresponding to the preceding estimated average barrel width. The center of mass respected the barrel borders as long as the stimulus location was within the barrel borders. The cluster-like activation of L4 caused by stimulation in 100 m-steps along L4 was demonstrated by calculating the average of the center of mass for the time interval 1.5-5 ms after stimulation and plotting it along the MEA rows (Fig. 3E , 5 different experiments, each represented by a different color). This clearly demonstrates that the centers of mass are clustered within the anatomically defined barrels and that the activation respects the individual barrel borders. 
Spatiotemporal evolution of activity after stimulation of single barrels
Stimulating an individual barrel in its barrel hollow led to a stereotypical spatiotemporal evolution of the activity. 1.8 Ϯ 0.6 ms (n ϭ 43) after stimulation, excitation was visible in the stimulated barrel. This short-lasting excitation (on average 1.8 Ϯ 1.2 ms, n ϭ 43) was replaced in 60% of the experiments by a slowly increasing inhibitory signal. Before the excitation in the barrel was replaced by inhibition, excitation spread within a short time interval from the stimulated barrel to L2/3 above the stimulated barrel in 95% of the experiments (Fig. 4A,  1 and 2) . While excitation respected the columnar organization delineated by the barrel borders in L4 and lower L2/3 immediately above the barrel, it became subsequently broader in L2/3 (Fig. 4, A1 and B) . In the upper L2/3, it spread horizontally and crossed the borders of the cortical column, designing a mushroom-like activation in L2/3. Inhibition started in the stimulated barrel 3.4 Ϯ 1.6 ms (n ϭ 23) after stimulation and spread from L4 to the lower L2/3 after excitation (see Fig.  4A1 ). Inhibition in lower L2/3 was observed in all experiments even if it was not visible in the stimulated barrel, creating often two distinct regions of excitation, one in the barrel itself, the other in the upper L2/3.
While excitation of L4 was terminated 3.6 Ϯ 1.8 ms (n ϭ 43) after stimulation, the depolarizing signal in upper L2/3 was active for as long as 15 ms (9.6 Ϯ 3.0 ms, n ϭ 30) after stimulation (Fig. 4A2) . The inhibitory signal in lower L2/3 was visible for 14.7 Ϯ 3.4 ms (n ϭ 34). The described temporal evolution of the excitatory and inhibitory components of the sLFP through the cortical layers can best be followed in Fig.  4A2 , where the mean activity across a cortical column is plotted as a function of time. In addition to the excitation moving up in to the supragranular layers, a weak excitatory signal spread to the infragranular layers as well (see also Fig. 5A1 ).
In a small number of experiments (n ϭ 5, 12%), excitation in a neighboring barrel could be observed (5.1 Ϯ 1.1 ms) after stimulation (Fig. 4, B and C) . In all these cases, the neighboring barrel was activated through L2/3, suggesting that signals in adjacent barrels are primarily evoked by activation of a L4-L2/3-L4 pathway and not by direct activation. In two of these five experiments, a symmetrical activation (although with different delays) of both neighboring barrels could be observed (not shown).
In 25% of the experiments (n ϭ 11), excitation propagated first from the stimulated barrel in L4 to the lower L2/3 and less than one millisecond later to L5/6 (Fig. 4C) . Excitation remained for 8 Ϯ 1.5 ms in L5/6 and did not respect the columnar organization. In five cases, excitation in L5/6 was followed by weak but long-lasting negative signals lasting from 12.2 Ϯ 1.5 to 21.4 Ϯ 4.4 ms after stimulation (not shown). The barrel from which the activity originated was never activated again through recurrent pathways, suggesting that it was either still inhibited or in the refractory period when the neighboring barrel was activated.
In two experiments, the signal remained in the home barrel and did not propagate to other layers. In these cases, the stimulation strength was probably too weak to reach threshold for network activation and thus subsided before spreading to L2/3.
Inhibition shapes the spatiotemporal evolution of the columnar activity
As shown in Fig. 2 , inhibition always follows and depends on activation of the excitatory network. To study the effect of the inhibitory network on the spatiotemporal evolution of the excitation within the barrel cortex, we compared the activity maps recorded under control condition and after the application of 10 M bicuculline (n ϭ 11). Under control condition (Fig.  5A1) , the spatial and temporal evolution of excitation and FIG. 3. Barrels are independent entities. A: bright field microscope image of a thalamocortical slice placed on the MEA where 3 barrels are clearly visible (black). The white square indicates a questionable barrel. B: activity maps recorded at the time after stimulation indicated above each panel. Stimulus location is marked by a black dot. Early excitation is limited to regions corresponding primarily to the barrels outlined in A (black). One barrel (white square) that cannot be seen in A shows up in the activity maps. Note that time of maximal activation is different for each barrel. C: the location of the centers of mass and their SDs were plotted as a function of time after stimulation (see METHODS). They remained horizontally confined to a small region of ϳ200 m corresponding to the width of the stimulated barrel (9 different experiments). D: superimposed activity profiles across barrels (thin black traces, 10 experiments). The average of these 10 traces (thick black trace) was fitted with a Gaussian curve (red) having a SD of 95 m. The maximal voltage was normalized to 1 in each experiment. E: the centers of mass (average over 1.5-5 ms after stimulation) of the positive signals and their SDs were calculated from 5 different experiments. In each experiment L4 was stimulated at discrete locations along a horizontal line, as shown in B. The distribution of the center of mass along the MEA columns showed discrete clusters corresponding to single barrels. Each color indicates a different experiment.
inhibition develops as described in the previous section. In Fig.  5B1 , the same experiment as shown in A1 is repeated under 10 M bicuculline. Now, inhibition is completely abolished, and excitation is longer-lasting in L4 and lower L2/3 compared with control conditions. Under bicuculline, the excitation wave only rarely reached the uppermost L2/3. The summary plots in Fig. 5, A2 and B2, show the spatial and temporal evolution of the center of mass of the excitation under control condition (A2) and under bicuculline (B2). Comparing these two figures reveals that the duration of excitation in L4 and lower L2/3 was markedly increased after the application of bicuculline. With inhibition blocked, excitation remained 2-5 ms longer in the stimulated barrel and in lower L2/3. In addition, the positive signal did not propagate to the upper L2/3 as observed under control conditions. In control conditions, the fast-moving inhibition starting from the barrel and spreading to lower L2/3 "displaced" the positive signal upward, limiting the duration of excitation. In upper L2/3, excitation was substantially longer but restricted to the uppermost L2/3. To illustrate in more detail the influence of bicuculline on the network activity evoked by barrel stimulation, we subtracted the recordings made under bicuculline from the recordings taken under control conditions (Fig. 5C1) . The so calculated "inhibitory signals" in L4 started 3.2 ms after stimulation and quickly moved up into lower L2/3. This strong inhibitory, long-lasting signal was observed in all experiments (n ϭ 11). It never propagated in upper L2/3.
On the contrary, a sharp and laterally spreading small band of a weak positive signal developed in upper L2/3 in parallel to the negative signal located below. The temporal evolution of the center of mass of the negative signals in L4 and L2/3 (Fig.  5C2 , red dots, n ϭ 7) shows a progression from L4 to lower L2/3 in all experiments. This reliable, fast, and strong inhibition was responsible for shaping the diffuse excitation in L4 and L2/3 illustrated in Fig. 5B, 1 and 2 , under bicuculline into a sharp and narrow excitation window in upper L2/3 shown under control conditions in Fig. 5A, 1 and 2 .
The lateral spread of excitation seemed not to be increased in L4 after inhibition was blocked. To evaluate the lateral signal spread before and after the addition of bicuculline, we calculated the activity profile across a barrel as in Fig. 3D in control conditions and under bicuculline. The mean of the activity profiles from 10 different experiments are plotted in Fig. 6A and were fitted with a Gaussian curve yielding SDs of 70 m (control) and 60 m (bicuculline), respectively. This difference was not statistically significant (P Ͼ 0.975, t-test on the individual SDs). It suggests that inhibition is not responsible for the lateral confinement of the excitatory signals to a FIG. 4. Spatiotemporal evolution of activity after stimulation of a single barrel. A1: time series of activity maps spaced at an interval of 0.4 ms (red indicates depolarization; blue indicates hyperpolarization). Excitatory signals were initiated in the stimulated barrel and then spread to L2/3. Excitation mostly respected the columnar organization in L4 and lower L2/3. Excitation spread in horizontal direction in the upper L2/3, resulting in a mushroom-like activation of L2/3. Excitation was followed by inhibition flowing from the stimulated barrel to the lower L2/3. A2: mean activity over the MEA columns covering the stimulated cortical column as a function of time. This "line scan" of the activity across the cortical layers of the same experiment shown in A1 illustrates the spatiotemporal evolution of excitation moving from L4 to L2/3. Excitation in L4 and lower L2/3 was quickly replaced by a long-lasting inhibition. Black point indicates location and time of stimulation, arrow indicates the stimulation artifact. Excitation in the upper-most layer remained active for ϳ10 ms after stimulation. B: consecutive activity maps of a different experiment after stimulation in a barrel (black dot) illustrating activation of a neighboring barrel through a L4-L2/3-L4 pathway. C: same as in B but illustrating activation of a neighboring barrel as well as of L5/6. FIG. 5. The inhibition shapes the excitation in space and time: The temporal evolution of activity recorded under ACSF (A) and under bicuculline (B) as well as the GABA A -mediated component (C). A,1 top: under ACSF, excitation was initiated in the barrel and spread to lower L2/3. It was replaced by inhibition 3.4 ms after stimulation. Bottom: line scan of the same experiment illustrating the long-lasting inhibition in L2/3 restricting excitation to the upper-most layer. Location and time of stimulation is indicated by a black dot. A2: the centers of mass of the excitatory signals in L2-L4 were calculated (7 superimposed experiments) and plotted as a function of time after stimulation. It illustrates the shift of excitation from L4 to L2/3 and the confinement of the excitatory signal to a narrow band in L2/3 at later times. Horizontal line indicates the layer border. B1: same experiment as in A after addition of 10 M bicuculline. Excitation remains much longer in L4 and lower L2/3, whereas upper L2/3 is not excited. B2: plot of center of mass of excitatory signals under bicuculline (6 experiments) shows the long-lasting and more diffuse activation of L2/3. C1: subtracting the recordings in B1 from those in A1 yields the evolution of the signals due to GABA A -receptor activation, revealing early, weak inhibition in the barrel and a later long-lasting inhibition in lower L2/3. In addition to the long-lasting inhibition in L4 and lower L2/3 it illustrates the excitatory action on the upper-most layer. C2: plotting the center of mass of the negative signals of the difference between recordings under bicuculline and recordings under ACSF (red trace, 7 experiments) illustrates that inhibition stops excitation in L4 and lower L2/3 and constrains it to the upper L2/3. For comparison, the data from A2 are included (blue dots). Different color codes were used in A2 and C2 to optimally display the changes in excitation and inhibition, respectively. barrel in L4. In addition we found that the lateral extent of excitation in the lower part of L2/3 under bicuculline did not increase either (Fig. 6B same 10 experiments as in Fig. 6A , same SD of 105 m). However, under both conditions (with and without bicuculline) the response was always significantly broader in L2/3 than in L4 (P Ͻ 0.001 with bicuculline, and P Ͻ 0.025 without bicuculline).
Temporal evolution of the activity map after direct stimulation of L6
In an additional set of experiments, we investigated L6 -L4 connections by stimulating L6, a second input layer, vertically below a barrel above the white matter border (n ϭ 15). Before this was done, the barrel was always stimulated directly to verify its activation pattern as shown in the previous sections. Figure 7 illustrates a typical example of the spatiotemporal evolution of the activity after L6 stimulation. In 13 of 15 experiments, stimulation in L6 resulted in a very early wave of inhibition starting in L6 already 1 ms after stimulation. About 1.5 ms after stimulation, a first excitation wave was visible in L4 usually confined to a barrel border. This excitation was extremely short lasting (ϳ0.5 ms) because it was suppressed by the rising inhibition from L5/6. This inhibition wave rose from L5/6 to L4 and further to lower L2/3 before it was replaced in L4 by an excitation wave (starting 2.2 Ϯ 0.9 ms in L6, 14 experiments), which propagated from L6 to L4 within ϳ2 ms, activating sometimes a single barrel and sometimes L4 in a more diffuse manner. Similarly as after direct stimulation in L4, activation in L4 was short lasting (1.9 Ϯ 1.1 ms, n ϭ 14). From L4, excitation spread to lower L2/3 as described in the previous section. Simultaneously, excitation flowed back from L4 to L6, sometimes through a neighboring barrel, fanning out into a broad band of excitation in L6, including the cortical column from which the excitation wave started. Excitation in L4 was followed by strong inhibition that remained active for several ms (5.5 Ϯ 2.7 ms, n ϭ 14) but hardly spread to supragranular layers.
The time course of the center of mass of the positive response (Fig. 8A, 7 experiments) revealed a clear L6-L4-L6 loop in all experiments. In one experiment, the excitation did not reach L4 but took a short cut through L5, thus following a L6-L5-L6 loop (not shown). Similarly to direct barrel stimulation, the spatiotemporal evolution of the inhibitory signal was more stereotypical compared with the excitatory signals after stimulation of L6. Figure 8B illustrates the temporal evolution of the center of mass of the negative wave. Inhibition ascended like excitation to L4, where it stayed active for Յ10 ms. (Although inhibition was shortly "interrupted" by the ascending excitation between 3.5 and 4.5 ms in individual experiments, this "brake" in the inhibition is not visible in Fig. 8B because several experiments are superimposed and excitation occurred at slightly different times). Inhibition never followed the excitatory loop back into L6.
In Fig. 8C , the temporal evolution of the center of mass of the positive signal after stimulation in L6 is plotted versus the lateral distance (7 experiments superimposed) and confirms the preceding observation that activation of L4 through the L6 to L4 pathway did not always respect the barrel borders. Even when excitation was confined within the barrel borders for the first 3 ms after stimulation in L6, it crossed the barrel borders for later activation time. In contrast the inhibitory wave always respected the barrel border even 10 ms after stimulation in L6 (Fig. 8D) .
To elucidate the interplay between excitatory and inhibitory signals after L6 stimulation, we compared the activity maps recorded under control condition and after the application of 50 M D-AP5 and 10 M CNQX (n ϭ 3, not shown). Addition of D-AP5 and CNQX abolished all excitation and late inhibition. However the early ascending negative signals remained mostly unchanged. After adding 10 M bicuculline, this early negative signal disappeared as well. Thus the early ascending inhibition must be caused by direct stimulation of inhibitory fibers that ascend to L4.
D I S C U S S I O N
Technical considerations
Multielectrode arrays (MEAs) are a new tool for recording the two-dimensional spread of activity in acute brain slices with high temporal resolution.
The design of the MEA and thus the spatial resolution is limited by the number of available amplifiers for simultaneous FIG. 6. Bicuculline does not influence the lateral spread of excitation in L4 and lower L2/3. A: normalized and averaged (n ϭ 10 experiments) excitation profile across barrels in L4 under control condition (red circles) and under 10 M bicuculline (blue circles). The traces are fitted with Gaussian curves yielding SDs of 70 m (control, red trace) and 60 m (bicuculline, blue trace), respectively. There is no significant difference between the 2 curves. B: the same analysis as shown in A, but the excitation profiles were calculated across the cortical columns in L2/3 (same 10 experiements as in A). Again no significant difference in the width of the excitation profiles were seen under control conditions and under bicuculline (SD 105 m under both conditions). However, the excitation profile was significantly broader in L2/3 than in L4.
recording, the tip height of the electrodes, and the surface area of the tissue to be covered by the MEA. The spacing between the electrodes could be reduced with a different MEA-design by at least a factor of 2; however, this would decrease the tip height of the electrodes as well as the total covered surface area (using the same number of electrodes) (Heuschkel et al. 2002) . Thus we used a rectangular array with interleaved electrodes between adjacent rows, an interspacing of 140 m and a tip high of 42 m, that allowed us to record over the entire thickness of the somatosensory cortex with a relatively high spatial resolution and still covering three to four barrels across the barrel field.
Compared with voltage-sensitive dye imaging with highresolution CCD imaging devices (Laaris and Keller 2002; Petersen and Sakmann 2001) , the spatial resolution of the MEA is therefore more limited. On the other hand, MEA data can be sampled at a high rate of 10 kHz, outperforming the limited sampling rate of the CCD cameras. The quality of LFP recordings with MEAs depends on secure contact between the individual electrodes and the brain tissue, which we have optimized by coating the electrodes with PEI and by using pyramidal shaped instead of planar electrodes.
Interpretation of the LFP recordings
In principle, LFPs reflect the voltage drop produced by current flow across the extracellular resistance. The current sources or sinks have their origin in local synaptic conductances and propagated action potentials. We did not calculate the current source density profiles because of the low spatial resolution and uncertainties in the direction of current flow (for review, see Mitzdorf 1985) . We reduced instead the complexity of the LFP-recordings by subtracting the signal produced by fiber volleys and terminal potentials from the LFP-recordings (see METHODS). The underlying source of the reduced LFP was limited to synaptic currents.
By means of pharmacological interventions we could clearly identify that the late negative sLFP was due to activation of GABA A receptors. The early positive component of the sLFP was mainly due to activation of AMPA receptors. In addition a substantial contribution of NMDA receptor activation could be seen in agreement with findings by Egger et al. (1999) . Application of CNQX and D-AP5 not only blocked the early positive component of the LFP but consistently also abolished the late negative component. This is consistent with the observation of thalamocortical spike-triggered rabbit LFPs, which completely disappeared after the local application of DNQX (Swadlow and Gusev 2000) . We therefore conclude that the positive component of the sLFP is the result of stimulating mainly excitatory TC fibers and excitatory axons from L4 cells, which evoke glutamatergic postsynaptic potentials on excitatory as well as on inhibitory neurons in L4 barrels. The nega- FIG. 7. Response pattern after stimulation of L6. A1: time series of activity maps showed a very early inhibition ascending from L5/6 to a barrel in L4. It is followed by raising excitation flowing from L6 to L4, subsequently to L2/3 and simultaneously back to L6. Excitation in L4 is followed by inhibition that may be caused by interneurons activated through excitatory L4 neurons. Black dot: Stimulation position. A2: line scan of the same experiment shown in A1, illustrating the ascending inhibition followed by an excitatory L6-L4-L6 loop. Excitation flows to L2/3 as well. In L4 excitation is replaced by a long-lasting inhibition at Ͻ4 ms after stimulation.
tive component results from feedforward as well as from feedback inhibition through GABAergic synapses in agreement with previous findings (Bruno and Simons 2002; Gibson et al. 1999; Porter et al. 2001; Swadlow 2003) . Occasionally, the stimulus could activate directly a small population of inhibitory neurons as evidenced by a small early persistent negativity that could be blocked by the application of bicuculline (see Fig. 2C ). Although we could clearly relate positivity and negativity in the sLFP to the corresponding local synaptic excitatory or inhibitory actions that underlay active current sources or sinks, we cannot exclude the possibility that the sLFP is also influenced by passive currents sources and sinks produced by longitudinal current flow within the long apical dendrites of pyramidal neurons. For example, the long-lasting narrow band of positivity in upper L2/3 (Fig. 5A1, bottom) could reflect the passive current sink produced by the strong inhibition in lower L2/3. On the other hand, the positive signal in upper L2/3 started before the strong inhibition developed below in lower L2/3, and inhibition seemed to end before the "excitation" in upper L2/3. A similar line of argumentation could be followed for the weak negativity seen in upper L2/3 under bicuculline (Fig. 5B1) . Here again, the negativity developed only after the positivity starts to decline again.
These difficulties are not restricted to the interpretation of LFPs but would remain the same for the interpretation of current source-density profiles.
Functional neocortical column
The direct observation of the spatiotemporal spread of excitation and inhibition through all laminae of the cortex provides a dynamic view of the interdependence of excitation and inhibition in the cortical column. Even after blocking inhibition with bicuculline, the early excitatory signals in the barrels respected the barrel borders, demonstrating that excitation is not spatially constrained to a single barrel by inhibitory networks. This finding confirms previous studies with voltagesensitive dyes (Laaris and Keller 2002; Petersen and Sakmann 2001) and is supported by recent anatomical and physiological studies showing that axonal and dendritic arbors in L4 are largely confined to individual barrels (Feldmeyer et al.1999; Lübke et al. 2000; Petersen and Sakmann 2000; Staiger et al. 1999) . Direct connections between neurons of different barrels are very rare (Kim and Ebner 1999; Schubert et al. 2003) . Excitation of neighboring barrels always occurred via L2/3 and never through direct communication between barrels. A weak direct excitation reported by Schubert et al. (2003) might not be detectable in field potential recordings.
Subsequent spread of excitation to L2/3 in a mushroom-type manner has also been described previously (Feldmeyer et al. 2002; Petersen and Sakmann 2001) . Petersen and Sakmann (2001) observed enlarged lateral spread of excitation in L2/3 of thalamocortical slices after blocking inhibition with 10 M bicuculline. In contrast, we did not see a significant expanded lateral spread of excitation in supragranular layers after blocking inhibition. The limited spatial resolution of MEAs might prevent detection of a small increase in signal spread after application of bicuculline.
Role of the inhibitory network
The results presented reveal a strong and rather stereotypic spatial and temporal interplay between excitatory and inhibitory signals in the barrel cortex. Inhibition occurs mainly through the excitatory network and not by direct electrical stimulation, reminiscent of feedback inhibition. This observa- Fig. 7A . Because the time course of the L6-L4-L6 was different in different experiments, the total loop time was normalized before the data points of the different experiments (n ϭ 7) were superimposed. B: the center of gravity of the inhibitory signal in L5/6 to L4 is plotted against time after stimulation. Inhibition ascends within ϳ3 ms in a stereotypical manner from L6 to L4. The short excitatory brake in the inhibitory signal (compare Fig.  7A2 ) cannot be seen in this illustration, because this brake occurs at different times in the individual experiments and is therefore blurred in this illustration. C: the centers of mass of excitatory signals in L4 are plotted against time after stimulation, demonstrating that the barrel borders were not respected if excitation reached the barrel through the L6 pathway. D: the centers of mass of inhibitory signals in L4 are plotted against time after stimulation. The inhibitory signals in L4 remain confined to barrel borders after it rose from L6 to L4. The results of 7 experiments are shown in each panel.
tion probably reflects the fact that only ϳ15% of all neuronal somata in the barrel belong to inhibitory neurons and are thus not likely to be stimulated directly (Beaulieu 1993) .
Flow of inhibition from L4 to supragranular layers after activation of L4, as reported here, has been predicted by Porter et al. (2001) . They observed that axonal arbors of L4 interneurons are mostly directed upwardly, and he suggests that inhibition follows excitation along its intracortical course, being inseparably linked to it. This prediction is confirmed by our observation, demonstrating that the rising inhibition from L4 to L2/3 always follows excitation and, more importantly, curtails excitation to a few milliseconds. The results reported in this paper reveal a fundamental feature of the inhibitory network with regard to shaping the excitation not only in the temporal but also in the spatial domain. The temporal aspect of shaping the excitatory network has been described for L4 where synchronous discharge of interneurons after thalamocortical excitatory input generated a synchronous feedforward inhibition within the barrel, allowing only a brief window of excitability (Swadlow 2003) . Miller et al. (2001) proposed a strong recurrent excitatory barrel circuit reinforcing the thalamocortical excitation rapidly and nonlinearly, which is then stopped after a few milliseconds by feedforward inhibition that grows more linearly and thus develops too late to prevent the initiation of an excitatory response but curtails excitation efficiently. This is in agreement with our findings that excitation in a barrel is cut off after a few milliseconds by a rise in inhibition. However, ascending inhibition stops excitation in L2/3 as well. This is demonstrated by the long-lasting activation of lower L2/3 with blocked GABA A receptors. In addition to the temporal shaping of the excitatory response in the barrel cortex, a prominent spatial shaping of the response could be demonstrated as well. With inhibition present, the more prominent positive signal in the uppermost L2/3 most likely reflects an excitatory action of GABA. As shown by Gulledge and Stuart (2003) , GABA responses in the distal apical dendrite were always excitatory. Our results confirm their findings by showing that inhibition alone produces a negative signal in L4 and lower L2/3 but a strong positive signal in upper L2/3.
The excitatory signals often varied in space and time, but the response of the inhibitory network (its excitatory action as well) was very stereotypical in all experiments, emphasizing the enormous importance of a precise and solid inhibition which shapes the varying excitatory response in time and space to enable a reliant and precise excitation in the barrel cortex.
Response in L6
Contrary to the response after stimulation of single barrels, excitatory and inhibitory networks seem to be activated independently after stimuli in L6, indicating two separate circuits with distinct functions. This observation is in agreement with findings in monkey visual cortex where multiple, distinct local circuits are suggested in infragranular layers (Briggs and Callaway 2001) .
The early stereotype negative signal spreading to L4 and preceding excitation is surprising. It occurred only 1 ms after stimulation and remained after CNQX and D-AP5 application. This suggests that inhibitory fibers were stimulated directly and are probably engaged in feedforward inhibition in L6 as well as to L4. Inhibition of L4 cells originating in L6 has been observed in the visual cortex (Bolz and Gilbert 1986; Hirsch 1995) and has been implicated in the generation of specific receptive field properties such as end-inhibition. We propose that a similar inhibitory L6-L4 pathway is present in rat somatosensory cortex probably controlling duration and strength of excitation in the barrels.
Strong excitatory signals could only develop when inhibition in L6 faded away. This slow and diffuse excitation suggests a more complicated circuit with more synapses involved than the ascending inhibitory pathway. It is possible that TC fibers passing through L6 were directly stimulated. Two different TC cells have been identified (Arnold et al. 2001 ): Direct-projecting axons that arborize within a single barrel and bifurcatingtype axons that bifurcate in the white matter or in L6 and then project to multiple barrels. This could explain the heterogeneous activation pattern observed after L6 stimulation leading to both, single-barrel excitation as well as to a more diffuse activation of several barrels. It is also possible that L6-L4 fibers were directly stimulated. Indeed, excitatory L6-L4 connections have been found in rat somatosensory cortex (Laaris and Keller 2002; Staiger et al. 1996; Zhang and Deschênes 1997) as well as in cat visual cortex (Bolz and Gilbert 1986; Stratford et al. 1996; Tarczy-Hornoch et al. 1999 ). In addition, direct input from barrel neurons to infragranular layers below the parent barrel has been observed in rat barrel cortex (Armstrong-James 1995; Laaris and Keller 2002; Schubert et al. 2001 ) and cat visual cortex (Tarczy-Hornoch et al. 1999 ). An excitatory L6-L4-L6 loop in rat barrel cortex is thus probable and has been proposed by Lübke et al. (2000) . Our findings are an additional indication that such an excitatory feedforward loop exists. It may contribute to a strong excitation in L4 and may provide L6 with a feedback information on the state of excitation in L4.
Functional implications and conclusions
In the freely exploring rat, whisking occurs at a frequency of ϳ8 -10 Hz. Well-trained rats are able to discriminate between a smooth surface and one having shallow grooves spaced at intervals of 50 m. During forward whisker sweeps, the hair moves across the surface at a speed of 10 -20 mm/s (for a review, see Simons 1995) . Therefore the individual whisker senses surface perturbation at a frequency of once every 2.5-5 ms. The very short window of excitation seen in L4 and lower L2/3 might be necessary to accommodate this high frequency in the barrel cortex. The excitation-inhibition cycle seen was however longer than the 5 ms suggested by the preceding simple calculations. It is well possible that during repetitive activation, the rising excitation might be able to override the inhibition due to differences in short-term plasticity (Fuhrmann et al. 2002) . The close interaction between excitation and inhibition would enable the barrel network to follow a fast cycle of excitation and inhibition. Interestingly this short window of excitation is restricted to L4 and lower L2/3. In contrast to this short excitation, a longer-lasting and sharply delineated excitatory band is established in the upper L2/3. One could speculate that this excitatory action impinging on the distal dendrites might prepare L5 pyramidal cells, the output neurons of the cortical column, for top-down interactions by lowering the threshold for backpropagation activated Ca 2ϩ spike firing (BAC firing) (Larkum et al. 1999 ). The two windows of excitation created in the apical dendritic tuft and the basal dendrite (see Fig. 9 ) would put the L5 pyramidal neuron into the unique position to associate top-down input through BAC firing (Larkum et al. 1999 ) from motor cortical areas and bottom-up input from the whisker pad leading to behaviorally relevant output from the somatosensory cortex.
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