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Abstract
The study of real-life network modeling has become very popular in recent years. An
attractive model is the scale-free percolation model on the lattice Zd, d ≥ 1, because it
fulfills several stylized facts observed in large real-life networks. We adopt this model to
continuum space which leads to a heterogeneous random-connection model on Rd: particles
are generated by a homogeneous marked Poisson point process on Rd, and the probability
of an edge between two particles is determined by their marks and their distance. In this
model we study several properties such as the degree distributions, percolation properties
and graph distances.
1 Introduction
The study of real-life networks such as virtual social networks or financial networks has become
very popular in recent years, see for example [20, 1, 7]. Such networks can be seen as sets of
particles that are possibly linked to each other. Several stylized facts of large real-life networks
have been observed using large empirical data sets (see [20] and Section 1.3 in [13] for further
details):
• The minimal number of links that connect two particles, called the graph distance, is
typically small for distant particles. This is called the “small-world effect”. There is the
observation that most particles in many real-life networks are connected by at most six
links, see [23].
• Particles that are linked tend to have common friends, which is called the “clustering
property”.
• The number of links of a given particle, called the degree, has a heavy-tailed distribution
with (power law) tail parameter τ > 0. The tail parameter is often observed to be between
1 and 2, i.e. the degree distribution has finite mean and infinite variance. We refer to [13]
for explicit examples.
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Since it is too complicated to model large real-life networks particle by particle, many theoretical
random graph models have been developed and their geometrical properties studied. One of
these models is the homogeneous long-range percolation model on Zd, d ≥ 1, first introduced
in [25] for d = 1. The set of particles is the lattice Zd and any two particles x, y ∈ Zd are
independently linked with probability pxy which behaves as λ|x − y|−α for |x − y| → ∞, with
fixed constants λ, α > 0. Since close particles are likely linked, this model has a local clustering
property. Moreover, depending on α, the graph distance of two connected particles is roughly
of logarithmic order as their separation tends to infinity, see [6]. This is a version of the small-
world effect. However, this model does not fulfill the stylized fact of having heavy-tailed degree
distributions. Therefore, [11] extended the homogeneous long-range percolation model to a scale-
free percolation model on Zd (also known as inhomogeneous long-range percolation model). In
their model they consider a collection (Wx)x∈Zd of i.i.d. positive weights that are heavy-tailed
with tail parameter β > 0, and they assign to each particle x ∈ Zd the random weight Wx.
Given these weights, any two particles x, y ∈ Zd are independently linked with probability pxy
which is approximately λWxWy|x − y|−α for large |x − y| and given constants λ, α > 0. Note
that pxy is increasing in the weights Wx and Wy, and decreasing in the distance between x
and y. This means that the weights make particles more or less attractive, i.e. particles with
large weights play the role of hubs in this network. This extension of the homogeneous model
is very natural since the existence of hubs is often observed in real-life networks. Again, this
model has a local clustering property. Depending on α and β, [11] showed that the degree
distribution is heavy-tailed, i.e. this model fulfills the stylized fact of having heavy-tailed degree
distributions. Moreover, they showed that whenever the degree distribution has finite mean but
infinite variance, the graph distance of two particles behaves doubly logarithmically as their
separation tends to infinity. This is again a version of the small-world effect, sometimes called
the ultra-small-world effect.
In this article we adopt the scale-free percolation model on Zd to the continuum space Rd as
proposed in [11], which leads to a heterogeneous random-connection model (RCM) on Rd where
particles are no longer restricted to a lattice. Instead of taking the particles to be the vertices of
Zd with assigned weights, we distribute particles randomly in space according to a homogeneous
Poisson point process on Rd, and to each particle x we attach (independently of its location) a
positive random weight Wx whose distribution is heavy-tailed with tail parameter β > 0. Given
the Poisson cloud and the weights, two particles x and y are linked with probability pxy(λ, α) as in
the scale-free percolation model on Zd. This heterogeneous RCM can be seen as an extension of
the homogeneous RCM on Rd, which was introduced and studied in [21], while an applied version
already appeared in [15]. The main reference for the homogeneous RCM and other continuum
percolation models is [18]. The goal of this article is to prove similar results as in [11, 12] for the
heterogeneous RCM. In particular, depending on α and β, we show that in our heterogeneous
RCM the degree distribution is heavy-tailed with tail parameter τ(α, β) > 0. Assuming that
the weights follow a Pareto distribution with tail parameter β, we give an explicit expression
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of the degree distribution as well as the expected degree of a given particle in terms of the
model parameters β, α, λ and the intensity of the Poisson point process. This result improves
the bounds given in Proposition 2.3 in [11] for this particular choice of weight distribution.
This explicit expression is also helpful to calibrate the model parameters for real-life network
applications. Moreover, we show that there is a non-trivial phase transition depending on α and
β, where λ plays the role of the percolation parameter. Above criticality there is a unique infinite
connected component. For real-life network applications the interesting case is τ(α, β) ∈ (1, 2)
and we observe that in this case the model percolates for all λ > 0. In other words, in this latter
case the network contains infinitely many particles that are all connected through links. We
furthermore study graph distances between particles that lie in the same connected component.
Similar to [11, 12] we prove the existence of different asymptotic regimes, which are characterized
by α and the power law constant β of the marks. As key step in that proof, we show that the
size of the largest connected component restricted to a finite box is of the same order as the
total number of particles in that box. This result is of independent interest and states that the
number of particles belonging to the largest connected network in a finite box [0,m)d is of order
md. Moreover, we show that there is no percolation at criticality whenever pxy(λ, α) does not
decrease too fast in the distance of two particles.
Compared to inhomogeneous long-range percolation on Zd, the heterogeneous RCM has the
advantage that some proofs of the results are more easy to handle since we can use standard
integration in Rd. This also allows us for calculating several graph properties explicitly which
is of central interest for calibrating model parameters. On the other hand, some proofs are
more involved because one needs to make sure that the Poisson cloud is sufficiently regular.
We also mention that the continuum space model, as an extension of the lattice model, has the
advantage that it can be extended to Poisson point processes with space dependent (random)
intensity functions. This can be used to model networks that have more densely populated areas
than other areas.
The paper is organized as follows. In the next section we introduce the model. In Section 3
we state the main results on the degree distributions, the percolation properties, the absence
of percolation at criticality, the size of largest connected components in finite boxes and the
graph distances in the random graph. Section 4 gives the proofs of the results on the degree
distributions and in Section 5 we prove the percolation properties. In Section 6 we prove the
absence of percolation at criticality and the results on the size of largest connected components
in finite boxes are given. Finally, Section 7 contains the proofs of the results on graph distances.
2 The model
We introduce a heterogeneous RCM which modifies the homogeneous RCM defined in [21]
and which is a continuum space analogue to the inhomogeneous long-range percolation model
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presented by [11]. The tuple (X, ν, β, λ, α) denotes a heterogeneous RCM on Rd, d ≥ 1, where
we make the following assumptions:
1. (X, ν, β) is a homogeneous marked Poisson point process, where X denotes the spatially
homogeneous Poisson point process on Rd with fixed intensity ν > 0, and β > 0 denotes
the power law tail parameter of the distribution of the i.i.d. marks Wx, x ∈ X. We assume
that Wx, x ∈ X, has Pareto distribution with scale parameter 1, i.e.
P[Wx > w] = w−β, for w ≥ 1.
2. Given X and (Wx)x∈X , we have an edge (link) between two distinct particles x 6= y ∈ X,
write x⇔ y, independently of all other possible edges, with probability
pxy = pxy(λ, α) = 1− exp
{−λWxWy|x− y|−α} ,
with constants λ > 0 and α > 0, and | · | denoting the Euclidean norm on Rd.
By replacing λ by θ2λ we can extend the results to Pareto distributions with arbitrary scale
parameter θ > 0, but we use θ = 1 as normalization of the model. In [11] there is a more
general version for the choice of the distribution of the marks (Wx)x, but since eventually only
the choice of β > 0 of regular variation at infinity is relevant, the Pareto distribution provides
the full flavor of the asymptotic results. Moreover, for our results only the tail behavior of pxy
is relevant, which is of order λWxWy|x − y|−α; but we make the particular choice of pxy to
simplify calculations. We call X the Poisson cloud with particles x ∈ X. The marks (Wx)x∈X
are the weights in the particles x ∈ X that determine the edge probabilities pxy between the
corresponding particles x and y of X. It follows from [9] that the model is shift invariant and
ergodic.
3 Main results
3.1 Degree distribution
We define the degree Dx of particle x ∈ X to be the number of particles y ∈ X such that x
and y are linked, i.e. x⇔ y. Observe that the distribution of Dx is translation invariant in the
sense that we may start at every particle x of the Poisson cloud X. Since D0 is only defined
if the origin belongs to the Poisson cloud X, we consider D0 under the conditional probability
P0, conditionally given that the Poisson cloud has a particle at the origin. The probability P0
is the Palm measure of P, and the conditioning on the event of having a particle at the origin
does not influence the rest of the Poisson process, see for instance Chapter 12 in [10]. The first
result describes the distribution of the degree D0 under P0.
Theorem 3.1 We obtain the following cases.
(i) For min{α, βα} ≤ d we obtain P0 [D0 =∞] = 1.
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(ii) For min{α, βα} > d we obtain that D0 has (under P0) a mixed Poisson distribution with
mixing distribution being the Pareto distribution with shape parameter τ = βα/d > 1 and
scale parameter c
1/τ
1 , where c1 = c1(d, β, α, λ, ν) =
(
νvd Γ(1− d/α) ττ−1
)τ
λβ, and where
vd denotes the volume of the unit ball in Rd. That is, for k ≥ 0,
P0[D0 = k] =
τc1
k!
∫ ∞
c
1/τ
1
tk−τ−1e−tdt.
Moreover, the survival probability of this distribution fulfills
lim
n→∞
P0 [D0 > n]
n−τ
= c1,
and, hence, the degree distribution is heavy-tailed with tail parameter τ = βα/d > 1. The
first moment of this distribution is given by
E0 [D0] = νvd Γ(1− d/α)
(
τ
τ − 1
)2
λd/α.
This theorem is the continuum space analogue to Theorems 2.1 and 2.2 in [11]; the explicit
expression of E0 [D0] improves the bounds given in Proposition 2.3 in [11] for our choice of the
distribution of the weights (Wx)x∈X . We observe that if βα/d ≤ 1 or if the decay |x|−α is too
slow for |x| → ∞, namely if α ≤ d, then any given particle shares edges with infinitely many
other particles, a.s. This trivial case is, of course, not of interest for real-life network modeling.
In the non-trivial case min{α, βα} > d the distribution of the degree of a given particle is
heavy-tailed with tail parameter τ = βα/d > 1. Hence, in this latter case, the continuum space
model fulfills the stylized fact of having heavy-tailed degree distributions. This differs from the
homogeneous RCM, where the degree distribution always is light-tailed, see formula (6.1) in [18].
According to the stylized facts the interesting case for real-life applications is τ = βα/d ∈ (1, 2)
with α > d, see also Section 1.4 in [13]. Note that, even if α > d, weight distributions having
an infinite variance (β < 2) do not immediately imply degree distributions having an infinite
variance (τ < 2). On the other hand, under the assumption α > d, if the weight distributions
have a finite variance (β > 2), the degree distributions have a finite variance (τ > 2) as well.
3.2 Phase transition
In order to study the percolation properties of the heterogeneous RCM, denote the (maximal)
connected component of x ∈ X by
C(x) = {y ∈ X | there is a finite path of edges connecting x and y},
which is the set of all particles that can be reached from x within the network. The percolation
probability is defined by
θ(λ) = P0 [|C(0)| =∞] ,
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Figure 1: The phase transition picture (lhs) and the graph distances (rhs) for the heterogeneous
RCM on Rd, d ≥ 1, for different model parameters α and β. Recall that the degree distributions
have infinite variances if τ = βα/d > 2 with α > d. The existence of ∆ for the asymptotic
behavior of the graph distances in the case α ∈ (d, 2d) and τ = βα/d > 2 is still unknown; by
now it is only known that log d(0, x) ∼ log log |x|. Additionally, in the case min{α, βα} > 2d,
only the asymptotic linear lower bound on d(0, x) is known.
where |C(0)| denotes the number of particles in the connected component of the origin. The
critical percolation value is defined by
λc = inf{λ > 0 | θ(λ) > 0}.
By ergodicity it follows that there are only finite connected components, a.s., whenever λ < λc;
and there exists an infinite connected component, a.s., if λ > λc. By the uniqueness theorem for
the homogeneous RCM, see Theorem 6.3 of [18], and the fact that pxy ∈ (0, 1) for all particles
x and y, a.s., such an infinite connected component is unique, a.s.; we denote it by C∞.
We refer to [8, 16] for a general introduction to percolation theory. For min{α, βα} ≤ d it follows
from Theorem 3.1 (i) that θ(λ) = 1 for all λ > 0, hence λc = 0. The next theorem gives the
percolation properties in the non-trivial case min{α, βα} > d, see also Figure 1.
Theorem 3.2 Assume min{α, βα} > d.
(a) In the case d ≥ 2 we obtain:
(a1) if βα < 2d, then λc = 0;
(a2) if βα > 2d, then λc ∈ (0,∞).
(b) In the case d = 1 we obtain:
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(b1) if βα < 2, then λc = 0;
(b2) if βα > 2 and α ∈ (1, 2], then λc ∈ (0,∞);
(b3) if min{α, βα} > 2, then λc =∞.
This result also holds true in the discrete space model, see [11]. It shows the existence of a
non-trivial phase transition if the degree distribution has finite variance (τ = βα/d > 2) and
α > d (α ∈ (1, 2] in d = 1). Note that in the interesting case for real-life network applications
(τ = βα/d ∈ (1, 2) with α > d) there is a unique infinite connected component C∞ for all λ > 0.
In the one-dimensional case, similar results to Theorem 3.2 hold true for the homogeneous long-
range percolation model on Z, where the probability of an edge between two sites x and y is
given by 1 − exp{−λ|x − y|−α}, see [19, 22]. It is shown that for α ≤ 1 percolation occurs for
any λ > 0, for α ∈ (1, 2] percolation occurs only for λ sufficiently large, and for α > 2 there does
not exist an infinite connected component, a.s.
Note that λc = 0 whenever τ = βα/d ∈ (1, 2) and, therefore, there is trivially no infinite con-
nected component at criticality λc. The next theorem states that there is no infinite connected
component at criticality λc > 0 also in the case α ∈ (d, 2d) and τ = βα/d > 2. This corresponds
to Theorem 1.5 of [3] for homogeneous long-range percolation and to Corollary 4 of [12] for
inhomogeneous long-range percolation on the lattice. The case α > 2d and τ = βα/d > 2 is still
open, except if d = 1 where there is never an infinite connected component.
Theorem 3.3 Assume α ∈ (d, 2d) and τ = βα/d > 2. There is no infinite connected component
at criticality λc > 0, a.s.
3.3 Percolation on finite boxes
For n ∈ (0,∞) we define the box Λn = [−n, n)d and we denote by Cn the largest connected com-
ponent in Λn (with a deterministic rule if there is more than one largest connected component).
The next result shows that in case of percolation and α ∈ (d, 2d), the number of particles in Cn
presents with high probability at least a positive fraction of the Lebesgue measure of box Λn.
This result is the continuum space analogue to Theorem 6 of [12].
Theorem 3.4 Assume α ∈ (d, 2d) and τ = βα/d > 1. Choose λ ∈ (0,∞) such that θ(λ, α) > 0.
Then, for all α′ ∈ (α, 2d) there exist ρ > 0 and n0 <∞ such that for all n ≥ n0,
P
[
|Cn| ≥ ρnd
]
≥ 1− exp{−ρn2d−α′},
where |Cn| denotes the number of particles of the largest connected component in Λn.
For x ∈ Rd and n ∈ (0,∞) we write Λn(x) = x+ [−n, n)d for the box of side length 2n centered
at x. For x ∈ X we write Cn(x) for the set of particles in Λn(x) ∩ X that are connected to x
within Λn(x). For ` > 0 and ρ > 0 we call x ∈ X a (ρ, `)-dense particle if the number of particles
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in X belonging to C`(x), denoted by |C`(x)|, is at least ρ(2`)d, see also Definition 4.1 of [6]. The
set of (ρ, `)-dense particles in Λn = Λn(0) is denoted by
D(ρ,`)n =
{
x ∈ Λn ∩X
∣∣∣ |C`(x)| ≥ ρ(2`)d} .
Corollary 3.5 below shows that whenever a particle x ∈ X belongs to the infinite connected
component C∞, the probability that it is (ρ, `)-dense converges to 1 as ` → ∞ for some ρ > 0.
This result can be interpreted as a local clustering property in the sense that a particle in the
infinite connected component is surrounded by many other particles that are connected to it.
Moreover, Corollary 3.5 shows that the number of dense particles in box Λn presents with high
probability at least a positive fraction of the Lebesgue measure of that box. Corollary 3.5 is the
analogue to Corollaries 3.3 and 3.4 of [6]. We use it to prove an estimate on the graph distance
in the infinite connected component, below.
Corollary 3.5 Assume α ∈ (d, 2d) and τ = βα/d > 1. Choose λ ∈ (0,∞) such that θ(λ, α) > 0.
(i) There exists ρ > 0 such that for x ∈ Rd,
lim
`→∞
P
[
|C`(x)| ≥ ρ(2`)d
∣∣∣x ∈ C∞] = 1.
(ii) For all α′ ∈ (α, 2d) there exist ρ > 0 and `0 > 0 such that for all n > `20 and ` ∈ (`0, n/`0),
P
[
|D(ρ,`)n | ≥ ρ(2n)d
]
≥ 1− exp{−ρn2d−α′},
where |D(ρ,`)n | denotes the number of (ρ, `)-dense particles in Λn.
3.4 Graph distances
For x, y ∈ X we write d(x, y) for the graph distance or chemical distance between x and y, i.e.
d(x, y) = inf
{
n ∈ N ∣∣∃x1, . . . , xn ∈ X : x⇔ x1 ⇔ . . .⇔ xn−1 ⇔ xn = y} ,
where we use the convention that d(x, y) =∞ if x and y are not in the same connected compo-
nent. In order to measure events involving d(x, y) for x, y ∈ Rd, one needs to make sure that the
particles x and y lie in the Poisson cloud X. We therefore consider the 2-fold Palm measure Px,y
of P which can be interpreted as the conditional distribution of the marked Poisson point process
under the condition that there are particles of the process in x and y, i.e. Px,y[ · ] = P[ · |x, y ∈ X].
Note that we have P[ · |x, y ∈ C∞] = Px,y[ · |x, y ∈ C∞]. The next theorem states bounds on the
graph distance in the case min{α, βα} > d, see also Figure 1 for an illustration.
Theorem 3.6 Assume min{α, βα} > d.
(a) Assume τ = βα/d ∈ (1, 2) and choose λ > λc = 0. There exists η1 > 0 such that for all
ε > 0,
lim
|x|→∞
P
[
η1
2
| log(α(β ∧ 1)/d− 1)| ≤
d(0, x)
log log |x| ≤ (1 + ε)
2
| log(βα/d− 1)|
∣∣∣∣ 0, x ∈ C∞] = 1.
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(b1) Assume α ∈ (d, 2d), τ = βα/d > 2 and choose λ > λc. For all ε > 0,
lim
|x|→∞
P
[
1− ε ≤ log d(0, x)
log log |x| ≤ (1 + ε)
log 2
log(2d/α)
∣∣∣∣ 0, x ∈ C∞] = 1.
(b2) Assume min{α, βα} > 2d. There exists η2 > 0 such that
lim
|x|→∞
P
[
η2 <
d(0, x)
|x|
∣∣∣∣ 0, x ∈ X] = 1.
This theorem is the continuum space analogue to the results in Section 5 of [11] and Theorem 8
of [12]. We note that in homogeneous long-range percolation on Zd the picture about graph
distances in the case α > d (where the degree distribution has finite mean) has two different
regimes: the graph distances behave roughly logarithmically if α ∈ (d, 2d), while if α > 2d, there
is a linear lower bound on the graph distances, see Theorem 1.1 of [6] and Theorem 1 of [4],
respectively. In our model we observe the same behavior if in addition the degree distribution
has finite variance (τ = βα/d > 2). But if the degree distribution has infinite variance, we get
an additional regime where the graph distances behave doubly logarithmically. According to
the stylized facts this latter case is interesting for real-life network applications. In particular, if
d < min{α, βα} < 2d, we see that distant particles are connected by very short paths of edges
which is a version of the (ultra-) small-world effect.
An upper bound on the graph distances in the case min{α, βα} > 2d is still open. As in
homogeneous long-range percolation with α > 2d it is believed that a linear upper bound should
hold, see Conjecture 1 of [4]. For independent nearest-neighbor bond percolation on Zd, d ≥ 2,
this result was proved in [2]. Note that (b1) states that d(0, x) is roughly (log |x|)∆ for large |x|
and some constant ∆ > 0. The existence of ∆ is still unknown, even in homogeneous long-range
percolation. Moreover, the optimal constants in all asymptotic behaviors are still open.
4 Degree distribution
In this section we prove Theorem 3.1. We start with the following observation.
Lemma 4.1 The distribution of degree D0, conditionally given W0, is given by
P0 [D0 = k|W0] = exp
{
−ν
∫
Rd
E0 [p0x|W0] dx
} (
ν
∫
Rd E0 [p0x|W0] dx
)k
k!
, for k ∈ N0.
Note that this distribution is trivial if the integral appearing twice on the right-hand side does
not exist.
Proof of Lemma 4.1. Let X be a Poisson cloud with 0 ∈ X and denote by X(A) the number of particles in X∩A
for A ⊂ Rd. Conditionally given W0, every particle x ∈ X \ {0} is now independently of the others removed from
the Poisson cloud with probability 1−p0x. By Proposition 1.3 of [18], the resulting process X˜ is a thinned Poisson
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cloud, conditionally given W0, with intensity function x 7→ νE0 [p0x|W0]. Since D0 = X˜(Rd \{0}) in distribution,
it follows that, conditionally given W0, D0 has a Poisson distribution with parameter ν
∫
Rd E0 [p0x|W0] dx. 
We now provide a necessary and sufficient condition for the existence of
∫
Rd E0 [p0x|W0] dx in
terms of α and β.
Proposition 4.2 The following two statements are equivalent:
(i) min{α, βα} > d;
(ii)
∫
Rd E0 [p0x|W0] dx <∞.
Lemma 4.1 and Proposition 4.2 imply that the distribution of degree D0, conditionally given
W0, has a Poisson distribution whenever min{α, βα} > d, and that D0 is infinite, a.s., otherwise.
(i) of Theorem 3.1 is therefore a direct consequence of Lemma 4.1 and Proposition 4.2. The
proof of Proposition 4.2 is based on integral calculations.
Proof of Proposition 4.2. We obtain, using integration by parts in the second step,
E0 [p0x|W0] =
∫ ∞
1
βw−β−1
(
1− exp{−λW0|x|−αw}) dw
= 1− exp{−λW0|x|−α}+ λW0|x|−α ∫ ∞
1
w−β exp
{−λW0|x|−αw} dw
= 1− exp{−λW0|x|−α}+ (λW0|x|−α)β ∫ ∞
λW0|x|−α
z−βe−zdz.
Note that, given W0, 1 − exp
{−λW0|x|−α} is integrable over Rd if and only if α > d. It therefore remains to
consider the integrability of |x|−βα ∫∞|x|−α z−βe−zdz. For |x|α ≥ 1 we obtain lower bound
|x|−βα
∫ ∞
|x|−α
z−βe−zdz ≥ |x|−βα
∫ ∞
1
z−βe−zdz,
which is not integrable over Rd for βα ≤ d. This finally shows that (ii) implies (i). For |x|α ≥ 1 we obtain upper
bound, assume β 6= 1,
|x|−βα
∫ ∞
|x|−α
z−βe−zdz ≤ |x|−βα
[∫ 1
|x|−α
z−βdz +
∫ ∞
1
e−zdz
]
= |x|−βα
[
1− |x|βα−α
1− β + e
−1
]
,
which is integrable over Rd for min{α, βα} > d. Similarly if β = 1. This finally shows that (i) implies (ii). 
In order to prove part (ii) of Theorem 3.1 we first calculate ν
∫
Rd E0 [p0x|W0] dx, which is finite
for min{α, βα} > d.
Proposition 4.3 Assume min{α, βα} > d and set τ = βα/d > 1. We obtain
ν
∫
Rd
E0 [p0x|W0] dx = c1/τ1 W d/α0 ,
where c1 is defined in Theorem 3.1, which has a Pareto distribution with scale parameter c
1/τ
1
and shape parameter τ .
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Proof of Proposition 4.3. From Proposition 4.2 we obtain that we can apply Fubini’s theorem which provides
ν
∫
Rd
E0 [p0x|W0] dx = ν
∫
Rd
(∫ ∞
1
βw−β−1
(
1− exp{−λW0|x|−αw}) dw) dx
= ν
∫ ∞
1
βw−β−1
(∫
Rd
1− exp{−λW0|x|−αw} dx) dw.
We first calculate the inner integral. Using polar coordinates and integration by parts, we obtain for w ≥ 1 and
for vd denoting the volume of the unit ball in Rd,∫
Rd
1− exp{−λW0|x|−αw} dx = dvd ∫ ∞
0
(
1− exp{−λW0wr−α}) rd−1 dr
=
dvd
α
∫ ∞
0
(1− exp {−λW0wt}) t−d/α−1 dt
= −vd (1− exp {−λW0wt}) t−d/α
∣∣∣∞
0
+ vdλW0w
∫ ∞
0
exp {−λW0wt} t−d/αdt
= vdλW0w
Γ(1− d/α)
(λW0w)1−d/α
∫ ∞
0
(λW0w)
1−d/α
Γ(1− d/α) t
1−d/α−1 exp {−λW0wt} dt.
The latter is an integral over a gamma density for 1− d/α > 0. Therefore, we obtain∫
Rd
1− exp{−λW0w|x|−α} dx = vd Γ(1− d/α) (λW0w)d/α .
For βα > d this implies that
ν
∫
Rd
E0 [p0x|W0] dx = νvd Γ(1− d/α) (λW0)d/α
∫ ∞
1
βw−β−1wd/αdw = νvd Γ(1− d/α) β
β − d/α (λW0)
d/α .
Since β/(β − d/α) = τ/(τ − 1), the claim follows. 
Proof of Theorem 3.1. The proof of part (i) is a direct consequence of Lemma 4.1 and Proposition 4.2. In
order to prove part (ii), assume min{α, βα} > d and set τ = βα/d > 1. Then, by Lemma 4.1 and Proposition
4.3, D0 has (under P0) a mixed Poisson distribution with mixing distribution being the Pareto distribution with
scale parameter c
1/τ
1 and shape parameter τ . From this we obtain, since E0[W
d/α
0 ] = β/(β − d/α) = τ/(τ − 1),
E0 [D0] = E0
[
c
1/τ
1 W
d/α
0
]
= νvd Γ(1− d/α)
(
τ
τ − 1
)2
λd/α <∞,
and for n ≥ 0, see for instance Lemma 3.1.1 of [24],
P0[D0 > n] =
1
n!
∫ ∞
0
xne−xP0
[
c
1/τ
1 W
d/α
0 > x
]
dx
=
1
n!
∫ c1/τ1
0
xne−xdx+
c1
n!
∫ ∞
c
1/τ
1
xn−τe−xdx = e−c
1/τ
1
∞∑
j=n+1
c
j/τ
1
j!
+
c1
Γ(n+ 1)
∫ ∞
c
1/τ
1
xn−τe−xdx.
Choose n ≥ 0 with n− τ + 1 > 0. Then,
P0[D0 > n] = P0 [Z > n] + c1
Γ(n+ 1− τ)
Γ(n+ 1)
P0
[
Yn > c
1/τ
1
]
,
where Z has a Poisson distribution with parameter c
1/τ
1 , and Yn has a gamma distribution with shape parameter
n− τ + 1 > 0 and scale parameter 1. Markov’s inequality provides
nτP0 [Z ≥ n] = nτP0
[
eZ−n ≥ 1
]
≤ nτE0
[
eZ
]
e−n,
which converges to 0 as n→∞. Moreover, by Stirling’s formula, nτΓ(n+ 1− τ)/Γ(n+ 1) tends to 1 as n→∞,
and so does P0 [Yn > s] for any s > 0. Therefore,
lim
n→∞
nτP0[D0 > n] = c1.

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5 Phase transition
In this section we prove Theorem 3.2 which gives the phase transition picture of the hetero-
geneous RCM in the case min{α, βα} > d. We first prove (a1) and (b1), namely that in any
dimension d ≥ 1 the critical percolation value λc equals 0 whenever α > d and τ = βα/d ∈ (1, 2).
Proof of (a1) and (b1). The idea of the proof is similar to the proof of Theorem 4.4 in [11]. Assume
α > d and τ = βα/d ∈ (1, 2). The goal is to prove that θ(λ) > 0 for all λ > 0. Choose λ > 0 and 0 <
ε < min{d/β, α(2/τ − 1)}. Define for k ≥ 0 boxes Λ2k = [−2k, 2k)d and for k ≥ 1 define disjoint annuli
Rk = Λ2k \ Λ2k−1 . For k ≥ 1 denote by zk the particle with maximal weight in Rk (if it exists). Using that
for k ≥ 1, the number of particles in Rk, denoted by X(Rk), has a Poisson distribution with parameter of order
ν2dk, one derives that the event {X(Rk) ≥ 1 and Wzk ≥ 2k(d/β−ε) for all k ≥ 1} has positive probability. Given
this event, we obtain that zk−1 ⇔ zk for all k ≥ 1 with positive probability, where we set z0 = 0. This implies
θ(λ) > 0. We refer to [11] for the details. 
Next, we prove (a2) and (b2), which provide the non-trivial phase transition for appropriate
choices of α and β.
Proof of (a2) and (b2). We first show that for any dimension d ≥ 1, λc > 0 whenever α > d and τ = βα/d > 2.
We mimic the proof of Theorem 4.2 of [11]. Assume α > d and τ = βα/d > 2. Set x0 = 0. We say that
(x1, . . . , xn) ∈ Xn is a self-avoiding path in X of length n ∈ N starting from the origin, write (x1, . . . , xn) s.a.,
if for all i = 1, . . . , n there is an edge between xi−1 and xi, and every particle xi in that path occurs at most
once. Since the degree distribution has finite mean, see Theorem 3.1, we obtain that the degree of each particle in
such a path is bounded, a.s. Therefore, the event that the origin lies in an infinite connected component implies
that for each n ∈ N there is a self-avoiding path in X of length n starting from the origin. Therefore, using
1− e−x ≤ x ∧ 1,
θ(λ) ≤ E0
 ∑
(x1, . . . , xn) s.a.
n∏
i=1
pxi−1xi
 ≤ E0
 ∑
(x1, . . . , xn) s.a.
E0
[
n∏
i=1
(
λWxi−1Wxi
|xi−1 − xi|α ∧ 1
)∣∣∣∣∣X
] .
For n even and distinct x1, . . . , xn ∈ Rd, Cauchy-Schwarz’ inequality implies that
E0
[
n∏
i=1
(
λWxi−1Wxi
|xi−1 − xi|α ∧ 1
)]
= E0
n/2∏
i=1
(
λWx2i−2Wx2i−1
|x2i−2 − x2i−1|α ∧ 1
) n/2∏
i=1
(
λWx2i−1Wx2i
|x2i−1 − x2i|α ∧ 1
)
≤
n∏
i=1
E0
[(
λWxi−1Wxi
|xi−1 − xi|α ∧ 1
)2]1/2
,
and similarly for n odd. It follows that for all n ∈ N,
θ(λ) ≤ E0
 ∑
(x1, . . . , xn) s.a.
n∏
i=1
E0
[(
λWxi−1Wxi
|xi−1 − xi|α
)2
∧ 1
∣∣∣∣∣X
]1/2 .
Similar to Lemma 4.3 of [11] we get for u ≥ 1 and two i.i.d. random variables W1 and W2 having a Pareto
distribution with scale parameter 1 and shape parameter β, using integration by parts in the first step,
E
[
(W1W2/u)
2 ∧ 1] = 1
u2
+
2
u2
∫ u
1
vP [W1W2 > v] dv =
1
u2
+
2
u2
∫ u
1
v1−β(1 + β log v)dv
≤ (1 + β log u)
(
u−(β∧2) +
2
u2
∫ u
1
v1−βdv
)
≤ (1 + 1{β 6=2}2/|β − 2|) (1 + max{2, β} log u)2 u−(β∧2),
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where the last step follows by considering the cases β < 2, β = 2 and β > 2 separately. We finally have for any
u ≥ 0, set c2 = c2(β) = (1 + 1{β 6=2}2/|β − 2|)1/2,
E
[
(W1W2/u)
2 ∧ 1]1/2 ≤ 1{u<1} + 1{u≥1}c2 (1 + max{2, β} log u)u−(β/2∧1) = g(u), (5.1)
where the equality defines the function g. Using this bound, we obtain
θ(λ) ≤ E0
 ∑
(x1, . . . , xn) s.a.
n∏
i=1
g(λ−1|xi − xi−1|α)

≤ νn
∫
Rd
· · ·
∫
Rd
n∏
i=1
g(λ−1|xi − xi−1|α)dx1 · · · dxn =
(
ν
∫
Rd
g(λ−1|x|α)dx
)n
. (5.2)
Choose λ < 1 such that
(
1 + max{2, β} log(λ−1))λ(β/4)∧(1/2) ≤ 1. This implies for all u ≥ 0,
g(λ−1u) = 1{u<λ} + 1{u≥λ}c2
(
1 + max{2, β} log(λ−1u)) (λ−1u)−(β/2∧1)
≤ 1{u<λ} + 1{u≥λ}λ(β/4)∧(1/2)c2 (1 + max{2, β} log u)u−(β/2∧1).
This provides upper bound∫
Rd
g(λ−1|x|α)dx ≤ vdλd/α + λ(β/4)∧(1/2)c2
∫
|x|≥λ1/α
(1 + max{2, β} log(|x|α)) |x|−α(β/2∧1)dx.
Note that the latter integral is finite because α > d and βα/2 > d. Therefore, we can choose λ > 0 so small that
the right-hand side is less than 1/(2ν). We finally obtain for all λ > 0 sufficiently small,
θ(λ) ≤ 2−n → 0, as n→∞.
This finally implies that for any dimension d ≥ 1, λc > 0 whenever α > d and τ = βα/d > 2.
To finish the proof of (a2) and (b2) it remains to show that the critical percolation value λc is finite in the case
τ = βα/d > 2 and α > d (α ∈ (1, 2] if d = 1). We adapt the proof of Theorem 3.1 of [11].
Partition the space Rd into cubes of side-length n and let r = r(n, d) be the maximal possible distance between
two particles in neighboring cubes. We call a cube Λ in the partition of Rd good if X(Λ) ≥ 1, i.e. at least one
particle x of the Poisson cloud X falls into Λ. Note that a cube Λ is good with probability 1 − exp{−νnd}. If
two neighboring cubes are both good, then the probability that the two particles with maximal weight in the
respective cubes are connected is bounded below by 1 − exp{−λr−α}, note that W0 ≥ 1, a.s. We now consider
the site-bond percolation model on Zd where sites are alive independently with probability 1 − exp{−νnd} and
edges are added independently between alive nearest-neighbor sites with probability 1− exp{−λr−α}. Note that
1−exp{−νnd} can be chosen arbitrarily close to 1 by taking n large and then the nearest-neighbor edges can have
probabilities arbitrarily close to 1 by choosing λ large. Therefore, in dimensions d ≥ 2, the site-bond percolation
model on Zd percolates for sufficiently large λ, see [17] and Theorem 3.2 of [11]. In the case d = 1 and α ∈ (1, 2] it
follows from Theorem 1.2 of [19] that the described site-bond percolation model percolates. But this immediately
implies that there exists an infinite connected component, a.s., in our model for sufficiently large λ. 
In order to complete the proof of Theorem 3.2 it remains to prove (b3), namely that the critical
percolation value λc is infinite in dimension d = 1 whenever min{α, βα} > 2. The proof is similar
to the one of part (c) in Theorem 3.1 of [11]. Since the Poisson cloud induces an additional level
of complexity, we prove (b3) in detail.
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Proof of (b3). Assume d = 1 and min{α, βα} > 2. We describe the particles of a Poisson cloud X = (xi)i∈Z
containing the origin as follows.
x0 = 0;
xi = inf{x ∈ X|x > xi−1}, for i ∈ N;
x−i = sup{x ∈ X|x < x−i+1}, for i ∈ N.
Note that xi − xi−1, i ∈ Z, are i.i.d. having an exponential distribution with parameter ν. The proof of (b3) is
simpler in the case where the weights (Wx)x∈X have finite mean. We start with this case.
Case 1. Assume β > 1 so that we obtain E0[W0] <∞. Choose x ∈ R and define the event
Ax = {no particle y ≤ x shares an edge with any particle z > x}.
The aim is to prove P0[A0] > 0. Stationarity and ergodicity then imply that Ax occurs for infinitely many x ∈ R,
a.s., hence λc =∞. We define for n ∈ N the event
A
(n)
0 = { x−n+k 6⇔ xk for all k = 1, . . . , n}.
We get, using independence of edges,
P0[A0] = P0
[⋂
n∈N
A
(n)
0
]
= E0
[∏
n∈N
n∏
k=1
exp
{−λWx−n+kWxk (xk − x−n+k)−α}
]
.
Note that the weights (Wx)x∈X are independent for different particles and also independent of their locations.
Using Jensen’s inequality, we therefore get
P0[A0] ≥ exp
{
−λ
∑
n∈N
n∑
k=1
E0
[
Wx−n+k
]
E0 [Wxk ]E0
[
(xk − x−n+k)−α
]}
.
Since for each n ∈ N and k = 1, . . . , n, the difference xk − x−n+k is the sum of n i.i.d. random variables having
exponential distributions with parameter ν, xk − x−n+k has a gamma distribution with shape parameter n and
scale parameter ν. Therefore,
P0[A0] ≥ exp
{
−λE0 [W0]2
∑
n∈N
n∑
k=1
να
Γ(n− α)
Γ(n)
}
= exp
{
−λE0 [W0]2 να
∑
n∈N
n2
Γ(n− α)
n!
}
.
By Stirling’s approximation and since α > 2, the latter sum is finite, which finishes the proof in the case β > 1.
Case 2. Assume β ≤ 1. Using independence of edges, we obtain
P0[A0] = E0
exp
−λ ∑
i,j≥0, (i,j)6=(0,0)
Wx−iWxj (xj − x−i)−α

 .
Since we condition on having a particle at the origin, we obtain xj − x−i = xj + |x−i| for all i, j ≥ 0 and
(xj + |x−i|)2 ≥ xj |x−i| > 0 for all i, j ≥ 1. This implies
P0[A0] = E0
exp
−λW0∑
j≥1
Wxjx
−α
j − λW0
∑
i≥1
Wx−i |x−i|−α − λ
∑
i,j≥1
Wx−iWxj (xj − x−i)−α


≥ E0
exp
−λW0∑
j≥1
Wxjx
−α
j − λW0
∑
i≥1
Wx−i |x−i|−α − λ
∑
i≥1
Wx−i |x−i|−α/2
∑
j≥1
Wxjx
−α/2
j

 .
In order to prove that all sums on the right-hand side are finite, a.s., it suffices to check that E0
[∑
j≥1Wxjx
−α/2
j
]
<
∞. Since β ≤ 1 and βα > 2 we can choose ε > 0 such that −α/2+(1−β)(1−ε)/β < −1, and we set aj = j(1+ε)/β
for j ≥ 1. Write ∑
j≥1
Wxjx
−α/2
j =
∑
j≥1
Wxj ∧ aj
x
α/2
j
+
∑
j≥1
(Wxj − aj)+
x
α/2
j
. (5.3)
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Since P [W0 > aj ] = a−βj = j
−(1+ε), the Borel-Cantelli lemma implies that (Wxj −aj)+ is positive for only finitely
many j ≥ 1, a.s. Hence, the second sum in (5.3) is finite, a.s. For the first sum in (5.3) note that
E0
[
Wxj ∧ aj
x
α/2
j
]
= E0
[
x
−α/2
j
]
E0
[
Wxj ∧ aj
] ≤ να/2 Γ(j − α/2)
Γ(j)
∑
1≤k≤aj
P [W0 > k] = να/2
jΓ(j − α/2)
j!
∑
1≤k≤aj
k−β .
For β < 1 this implies for an appropriate constant c3 > 0, using Stirling’s approximation,
E0
[
Wxj ∧ aj
x
α/2
j
]
≤ c3 jΓ(j − α/2)
j!
a1−βj = c3
Γ(j − α/2)
j!
j1+(1−β)(1+ε)/β = c3j
−α/2+(1−β)(1+ε)/β(1 + o(1)),
as j → ∞. By the choice of ε > 0, the right-hand side is summable in j. The same conclusion holds true in the
case β = 1. This completes the proof of (b3). 
6 Percolation on finite boxes
In this section we prove Theorems 3.3 and 3.4 and Corollary 3.5. The key result is Lemma 6.1
below which corresponds to Lemma 2.3 of [3] in homogeneous long-range percolation on Zd.
Lemma 6.1 Assume α ∈ (d, 2d) and τ = βα/d > 1, and choose λ ∈ (0,∞) with θ(λ, α) > 0.
For every ε ∈ (0, 1), ρ > 0 and α′ < 2d there exists m′ ≥ 1 such that for all m ≥ m′,
P
[
|Cm| ≥ ρmα′/2
]
≥ 1− ε,
where |Cm| denotes the number of particles of the largest connected component in Λm.
The proof of Lemma 6.1 is based on a renormalization technique introduced in [3]. We explain
this renormalization in detail because the Poisson cloud induces an additional level of complexity.
For integers m ≥ 1, k ≥ 0 and x ∈ mZd we define the box with corner x and side length m and
its k-enlargement by
Bm(x) = x+ [0,m)
d and B(k)m (x) = x+ [−k,m+ k)d,
respectively. We write Bm and B
(k)
m if x = 0. We call a set of at least ` ≥ 1 particles in
Bm(x) ∩X an `-semi-cluster if these particles are connected within its k-enlargement B(k)m (x).
For an integer valued sequence (an)n∈N0 with an > 1, n ≥ 0, we define for n ∈ N the cube
lengths
mn = anmn−1 = m0
n∏
i=1
ai =
n∏
i=0
ai, with m0 = a0.
For x ∈ mnZd we call Bmn(x) an n-stage box. Note that each n-stage box contains adn of (n−1)-
stage boxes Bmn−1(z) ⊂ Bmn(x) with z ∈ mn−1Zd, which we call children of Bmn(x). In the
following we recursively define the aliveness of n-stage boxes.
Definition 6.2 Let (an)n∈N0 be an integer valued sequence with an > 1, n ≥ 0, and define
(mn)n∈N0 as above. Choose k ≥ 0 and let (θn)n∈N0 be a real valued sequence with θn ∈ (0, 1) for
n ≥ 0.
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• For x ∈ m0Zd we say that 0-stage box Bm0(x) is alive if it contains a (θ0ad0)-semi-cluster,
i.e. it contains at least θ0a
d
0 particles that are connected within B
(k)
m0(x).
• For n ∈ N and x ∈ mnZd we say that n-stage box Bmn(x) is alive if the event An,x =
A
(a)
n,x ∩A(b)n,x occurs, where
A
(a)
n,x = {at least θnadn children of Bmn(x) are alive};
A
(b)
n,x = {all (
∏n−1
i=0 θia
d
i )-semi-clusters of all alive children of Bmn(x)
are connected within B
(k)
mn(x)}.
For n ∈ N0 define un =
∏n
i=0 θi and note that every alive n-stage box Bmn(x) contains at least∏n
i=0 θia
d
i = m
d
nun particles that are connected within k-enlargement B
(k)
mn(x). The next lemma
provides a recursive lower bound for pn = P[An,x], n ∈ N and x ∈ mnZd.
Lemma 6.3 Assume α ∈ (d, 2d) and choose λ > 0. Let ξ ∈ (α/d, 2) and γ ∈ (0, 1) such that
18γ > 16 + ξ. Choose a real valued sequence (θn)n∈N0 with θn ∈ (0, 1), n ∈ N0, and an integer
valued sequence (an)n∈N with an > 1, n ∈ N. Assume that there exists m′0 ≥ 1 such that for all
a0 = m0 ≥ m′0, all n ∈ N and all s ∈ (2e−1νmdn−1, 2eνmdn−1),
sγ < mdn−1
n−1∏
i=0
θi = un−1mdn−1 and s
−ξ < λ
(√
dmn
)−α
. (6.1)
There exist ϕ > 0 and m′′0 ≥ m′0 such that for every a0 = m0 ≥ m′′0, k ≥ 0, and for all n ∈ N
and x ∈ mnZd,
pn = P[An,x] ≥ 1− 1− pn−1
1− θn − a
2d
n
(
2e−2νm
d
n−1(1−2/e) +
(
2e−1νmdn−1
)−ϕ)
.
Proof of Lemma 6.3. Let n ∈ N and x ∈ mnZd. We obtain
1− pn = P
[
Acn,x
]
= P
[
(A(a)n,x ∩A(b)n,x)c
]
≤ P
[
(A(a)n,x)
c
]
+ P
[
(A(b)n,x)
c
]
. (6.2)
For the first term in (6.2), Markov’s inequality and translation invariance provide
P
[
(A(a)n,x)
c
]
= P
 ∑
Bmn−1 (z)⊂Bmn (x)
1An−1,z < θna
d
n
 = P
 ∑
Bmn−1 (z)⊂Bmn (x)
1Acn−1,z > (1− θn)a
d
n

≤ 1
(1− θn)adn
∑
Bmn−1 (z)⊂Bmn (x)
P
[
Acn−1,z
]
=
1
1− θn P
[
Acn−1,z
]
=
1− pn−1
1− θn .
The second term in (6.2) is more involved due to possible dependence in the k-enlargements, k ≥ 0. For two
children B1 and B2 of Bmn(x) let E(B
1, B2) be the event that at least two (un−1mdn−1)-semi-clusters in B
1 ∪B2
are not connected within B
(k)
mn(x). We obtain
P
[
(A(b)n,x)
c
]
≤
(
adn
2
)
sup
(B1,B2)
P
[
E(B1, B2)
]
, (6.3)
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where the supremum is taken over all possible choices of two distinct children B1 and B2 of Bmn(x). We fix two
different children B1 and B2 of Bmn(x). We obtain
P
[
E(B1, B2)
] ≤ P [E(B1, B2), 2e−1νmdn−1 < X(B1 ∪B2) < 2eνmdn−1]
+ P
[
X(B1 ∪B2) ≥ 2eνmdn−1
]
+ P
[
X(B1 ∪B2) ≤ 2e−1νmdn−1
]
,
where X(A) denotes the number of particles of X in A ⊂ Rd. A random variable Y having a Poisson distribution
with parameter µ > 0 satisfies, using Chernoff’s bound,
P
[
Y ≤ e−1µ] ≤ e−µ(1−2/e) and P [Y ≥ eµ] ≤ e−µ, (6.4)
see for instance (A.12) of [14]. Using these bounds we obtain
P
[
E(B1, B2)
] ≤ P [E(B1, B2), 2e−1νmdn−1 < X(B1 ∪B2) < 2eνmdn−1]+ 2e−2νmdn−1(1−2/e).
To estimate the probability above we will condition on the Poisson cloud restricted to B
(k)
mn(x). We fix integers
s ∈ (2e−1νmdn−1, 2eνmdn−1), t ≥ 0 and choose x1, . . . , xs+t ∈ B(k)mn(x) with x1, . . . , xs ∈ B1 ∪ B2. Assume that
{x1, . . . , xs} = (B1 ∪B2) ∩X and {x1, . . . , xt} = B(k)mn(x) ∩X. Consider the edge probabilities
p˜xixj = 1− exp{−λ|xi − xj |−α} ≤ 1− exp{−λWxiWxj |xi − xj |−α} = pxixj ,
a.s., for every i 6= j ∈ {1, . . . , s + t}. Denote by P˜X the probability measure of the resulting edge configurations
restricted to {x1, . . . , xs+t} induced by p˜xixj , i 6= j ∈ {1, . . . , s+ t}. Note that on B(k)mn(x) ∩X = {x1, . . . , xs+t},
E(B1, B2) is determined by edges with end points in {x1, . . . , xs+t}. We therefore get
P
[
E(B1, B2)
∣∣∣∣X ∩ (B1 ∪B2) = {x1, . . . , xs}, X ∩B(k)mn(x) = {x1, . . . , xs+t}] ≤ P˜X [E(B1, B2)].
We can now argue as in the proof of Lemma 2.3 of [5], which we briefly recall. By an abuse of notation, assume
that B1 ∪ B2 = {x1, . . . , xs} and B(k)mn(x) = {x1, . . . , xs+t}. Using that sequence (an)n∈N0 satisfies (6.1) and
B1 ∪ B2 ⊂ Bmn(x), we obtain p˜xixj > 1 − exp{−s−ξ} = νn > 0 for all xi 6= xj ∈ B1 ∪ B2, where the equality
defines νn. For xi 6= xj ∈ B1 ∪ B2 we define q˜xixj by p˜xixj = q˜xixj + νn − νnq˜xixj . We now sample an edge
configuration ω on B
(k)
mn(x) induced by the p˜xixj ’s in two steps. We sample ω
′ on B(k)mn(x) with edge probabilities
q˜xixj if xi 6= xj ∈ B1 ∪ B2 and with edge probabilities p˜xixj otherwise. ω′′ is then independently sampled on
B1∪B2 with edge probabilities νn. Note that ω = ω′∨ω′′ in distribution. Let S1 6= S2 ⊂ B1∪B2 be two disjoint
maximal sets in B1 ∪ B2 that are each connected within B(k)mn(x) by ω′-edges. Here, the maximality of set S1
means that there is no particle in B1 ∪ B2 which does not belong to S1 but is connected to S1 within B(k)mn(x)
by ω′-edges. Given ω′, the probability that there is an ω-edge between S1 and S2 is equal to the probability that
there is an ω′′-edge between S1 and S2, given ω′, which follows by maximality of S1 and S2. The latter probability
is by definition of ω′′ and νn given by 1 − exp{−|S1||S2|s−ξ}, where |Si| denotes the number of particles of Si,
i = 1, 2. Given ω′, denoting by S1, . . . , Sl all disjoint maximal sets in B1 ∪B2 that are connected within B(k)mn(x)
by ω′-edges, the indices {1, . . . , l} form an inhomogeneous random graph of size ∑li=1 |Si| = s and parameter ξ,
as defined in [5]. Lemma 2.5 of [5] shows that there exists ϕ > 0 such that for all M sufficiently large and all
inhomogeneous random graphs of size M and parameter ξ, the probability that such a graph contains more than
one cluster of size at least Mγ , is at most M−ϕ. This implies that there exist ϕ > 0 and m′′0 ≥ m′0 such that for
all m0 ≥ m′′0 , given ω′, there is at most one cluster of size at least sγ formed by S1, . . . , Sl that are connected by
ω-edges, with probability at most s−ϕ. Note that the existence of ϕ is uniform in s ∈ (2e−1νmdn−1, 2eνmdn−1),
t ≥ 0, the locations of {x1, . . . , xs+t}, ω′, n ≥ 1, k ≥ 0 and m0 ≥ m′′0 . Using that sequences (an)n∈N0 and (θn)n∈N0
satisfy (6.1), i.e. sγ < un−1mdn−1, we conclude that there exist ϕ > 0 and m
′′
0 ≥ m′0 such that for every m0 ≥ m′′0 ,
k ≥ 0, n ∈ N, s ∈ (2e−1νmdn−1, 2eνmdn−1), t ≥ 0, and x1, . . . , xs+t ∈ B(k)mn(x) with x1, . . . , xs ∈ B1 ∪B2,
P˜X [E(B1, B2)] ≤ s−ϕ.
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Integrating over the particles in B
(k)
mn(x) \ (B1 ∪B2) and B1 ∪B2 we then get for all m0 ≥ m′′0 ,
P
[
E(B1, B2)
] ≤ 2e−2νmdn−1(1−2/e) + d2eνmdn−1−1e∑
s=b2e−1νmdn−1+1c
P
[
X(B1 ∪B2) = s] s−ϕ
≤ 2e−2νmdn−1(1−2/e) +
(
2e−1νmdn−1
)−ϕ d2eνmdn−1−1e∑
s=b2e−1νmdn−1+1c
P
[
X(B1 ∪B2) = s]
≤ 2e−2νmdn−1(1−2/e) +
(
2e−1νmdn−1
)−ϕ
,
which together with (6.3) implies for all m0 ≥ m′′0 , k ≥ 0 and n ∈ N,
P
[
(A(b)n,x)
c
]
≤ a2dn
(
2e−2νm
d
n−1(1−2/e) +
(
2e−1νmdn−1
)−ϕ)
.
This finishes the proof of Lemma 6.3. 
Using the recursion in Lemma 6.3 and sequences (an)n∈N = (na)n∈N and (θn)n∈N = (n−b)n∈N
for appropriate constants 1 < a < b, for explicit choices see (5) in [5], 1 − pn can be bounded
by a multiple (independent of n) of 1 − p0. In order to prove that pn is arbitrarily close to 1,
it remains to show that 0-stage boxes are alive with arbitrarily high probability for sufficiently
large a0 = m0 and well chosen θ0 ∈ (0, 1).
Proof of Lemma 6.1. Note that α ∈ (d, 2d) and τ = βα/d > 1 imply λc < ∞, see Theorem 3.2. Hence, there
exists λ ∈ (0,∞) with θ = θ(λ, α) > 0 and for these parameters we have a unique infinite connected component
C∞ ⊂ X, a.s. In order to prove Lemma 6.1 it suffices to check that for any ε′ ∈ (0, 1) there exists θ0 ∈ (0, 1) such
that p0 = P [A0,0] > 1 − ε′ for all m0 sufficiently large. The remainder of the proof then follows from the one of
Lemma 2.3 of [5] using Lemma 6.3 above with appropriate sequences (an)n∈N0 and (θn)n∈N0 . Choose ε
′ ∈ (0, 1)
and set θ0 = νvd2
−dθ/2, where vd denotes the Lebesgue measure of the unit ball in Rd. For m ≥ 1 denote by
|C∞ ∩Bm| the number of particles in Bm that belong to the infinite connected component C∞. For m ≥ 1 it holds
that
P
[
|C∞ ∩Bm| ≥ θ0md
]
≥ P
 ∑
x∈X∩B(m/2)
1{x∈C∞} ≥ θ0md
 ,
where B(m/2) denotes the ball of radius m/2 around the origin. Using ergodicity and (12.4.3) of [10] it follows
that
1
νvd(m/2)d
∑
x∈X∩B(m/2)
1{x∈C∞} −→ P0 [0 ∈ C∞] = θ, as m→∞, a.s.
Hence, for all m0 sufficiently large we obtain
P
[
|C∞ ∩Bm0 | ≥ θ0md0
]
≥ 1− ε′/2.
Since the infinite connected component C∞ is unique, a.s., there exists k = k(m0) ≥ 0 such that C∞ ∩ Bm0 is
connected within k-enlargement B
(k)
m0 . Choose k = k(m0) ≥ 0 such that
P
[
C∞ ∩Bm0 is connected within B(k)m0
]
> 1− ε′/2.
This implies that for all m0 sufficiently large,
p0 = P [A0,0] ≥ P
[
|C∞ ∩Bm0 | ≥ θ0md0 and C∞ ∩Bm0 is connected within B(k)m0
]
≥ 1− ε′.

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Proof of Theorems 3.3 and 3.4. Note that by Lemma 6.1, the number of particles of the largest connected
component in Λm is at least ρm
α′ for ρ > 0 and α′ < d, with high probability. In order to prove that this number
is proportional to md, with high probability, we apply a second renormalization based on site-bond percolation,
as in the proof of Theorem 6 in [12], where the bound on the probability that a site is alive is given by Lemma 6.1
above. Theorem 3.4 then follows directly from the results in [12]. This is immediately clear because the bounds
on attachedness of alive sites derived in Lemma 10 (a) in [12] also apply to the Poisson case, see in particular
estimate (2) in [12]. In the same way, using a site-bond percolation model, Theorem 3.3 follows from Theorem 3
in [12]. 
Proof of Corollary 3.5. Using Theorem 3.4, the statements (i) and (ii) of Corollary 3.5 follow from Corollaries
3.3 and 3.4 of [6], respectively. Note that Lemma 3.5 therein corresponds to Lemma 10 (a) in [12]. We refer to
[6] for the details. 
7 Graph distances
7.1 Infinite variance of degree distribution, upper bound
In order to prove Theorem 3.6 we first prove the upper bound of statement (a) which we recall
in the next proposition.
Proposition 7.1 Assume α > d and τ = βα/d ∈ (1, 2). For every λ > λc = 0 and ε > 0 we
obtain
lim
|x|→∞
P
[
d(0, x) ≤ (1 + ε) 2 log log |x|| log(βα/d− 1)|
∣∣∣∣ 0, x ∈ C∞] = 1.
For the proof of this proposition we use the following technical lemma.
Lemma 7.2 Assume α > d and τ = βα/d ∈ (1, 2). If there exists a particle in Λr = [−r, r)d,
r > 0, let z0 ∈ X ∩ Λr be the particle with maximal weight Wz0 in Λr. We obtain for any
constant c ≥ 1,
lim
w→∞P
[
|C(z0)| =∞
∣∣∣Wz0 ≥ w, X(Λr) ≥ c] = 1,
where |C(z0)| denotes the number of particles of the connected component of z0, and where X(Λr)
denotes the number of particles in box Λr.
Note that this result corresponds to Lemma 5.2 of [11]. The only difference lies in the additional
condition that Λr contains at least c ≥ 1 particles which ensures that particle z0 with maximal
weight in Λr exists.
Proof of Lemma 7.2. Let α > d and τ = βα/d ∈ (1, 2). Choose b > 1 such that 2d/β − bα > 0 and choose
ε ∈ (α/2, d/β). Choose r > 0 and for w ≥ 1 sufficiently large we define disjoint annuli R1 = Λw1/α \ Λr,
R2 = Λwb22 \ Λw1/α and Rk = Λwb2k \ Λwb2k−1 for k ≥ 3. If X(Λr) ≥ c, let z0 ∈ X ∩ Λr be the particle
with maximal weight Wz0 in Λr. For k ≥ 1, if X(Rk) ≥ 1, let zk ∈ X ∩ Rk be the particle with maximal
weight Wzk in Rk. By the choices of b and ε, and since X(Rk) is Poisson distributed, we obtain that the event
{X(Rk) ≥ 1 and Wzk ≥ 2kεwd/β for all k ≥ 1} has probability arbitrarily close to 1 for w sufficiently large.
Given this event and the event {X(Λr) ≥ c, Wz0 ≥ w}, we obtain that z0 ⇔ z1 and zk+1 ⇔ zk for all k ≥ 1 with
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probability arbitrarily close to 1 for w sufficiently large, which implies the claim. We refer to the corresponding
proof in [11] for the details. 
Proof of Proposition 7.1. Let α > d and τ = βα/d ∈ (1, 2). Fix ε > 0 and choose b ∈ (0, 1) such that
d(1 + b)/β > α and
1 + ε/2
| log b| ≤
1 + ε
| log(βα/d− 1)| .
Fix m > max{e, 31/(1−b), c−1/d4 ,m0,m1}, with c4 = (1−2/e)ν2−d and where m0 = m0(b) ≥ 0 and m1 = m1(b) ≥ 0
are defined below. Choose x ∈ Rd with |x| ≥ e(logm)/b and set
k = k(x) =
⌊
log log |x| − log logm
| log b|
⌋
≥ 1.
Note that m ≤ |x|bk ≤ m1/b for all x ∈ Rd. For i = 0, 1, . . . , k write Λ(x, bi) for the box with side length |x|bi/2
centered at the point at distance |x|bi/2 from the origin on the segment with end points 0 and x. If there is a
particle in Λ(x, bi), let zi ∈ Λ(x, bi) ∩ X be the particle with maximal weight Wzi in Λ(x, bi). Moreover, write
Λ′(x, bi) for the box with side length |x|bi/2 centered at the point at distance |x|bi/2 from x (instead of the origin)
on the segment with end points 0 and x. If there is a particle in Λ′(x, bi), let z′i ∈ Λ′(x, bi) ∩X be the particle
with maximal weight Wz′i in Λ
′(x, bi), this choice is similar to the one in the proof of Theorem 5.1 of [11]. In
order to make sure that particles zi and z
′
i exist and that boxes Λ(x, b
i) and Λ′(x, bi) contain sufficiently many
particles for all i = 0, . . . , k we consider the probability measure
Pk[ · ] = P
[
·
∣∣∣X(Λ(x, bi)) ≥ c4|x|dbi and X(Λ′(x, bi)) ≥ c4|x|dbi for all i = 0, . . . , k] ,
which is the conditional probability given that there are at least c4|x|dbi ≥ c4md ≥ 1 particles in each of boxes
Λ(x, bi) and Λ′(x, bi) for i = 0, . . . , k. Using Chernoff’s bound, see (6.4), we obtain for each i = 0, . . . , k, since
X(Λ(x, bi)) has a Poisson distribution with parameter ν2−d|x|dbi ,
P
[
X(Λ(x, bi)) < c4|x|db
i
]
≤ P
[
X(Λ(x, bi)) ≤ e−1ν2−d|x|dbi
]
≤ e−c4|x|db
i
,
for each i = 0, . . . , k. Note that m > 31/(1−b) and m ≤ |x|bk imply |x|bi − 3|x|bi+1 > 0 for all i = 0, . . . , k − 1.
This implies that all boxes Λ(x, bi) are disjoint for i = 0, . . . , k. It follows that
P
[
X(Λ(x, bi)) ≥ c4|x|db
i
and X(Λ′(x, bi)) ≥ c4|x|db
i
for all i = 0, . . . , k
]
≥
k∏
i=0
(
1− e−c4|x|db
i
)2
,
where the inequality comes from the fact that Λ(x, 1) = Λ′(x, 1). We write k = k(x) = bN(x) − Mc with
N = N(x) = (log log |x|)/| log b| and M = (log logm)/| log b|, and we obtain, note that | log b| = − log b (because
b ∈ (0, 1)),
lim
|x|→∞
k∑
i=0
exp
{
−c4|x|db
i
}
= lim
N→∞
bN−Mc∑
i=0
exp
{
−c4eb
−Ndbi
}
≤ lim
N→∞
bN−Mc∑
i=0
exp
{
−c4edb
−(bN−Mc−i)−M}
= lim
N→∞
bN−Mc∑
j=0
exp
{
−c4edb
−j−M}
=
∑
j≥0
exp
{
−c4edb
−j−M} ∈ (0,∞). (7.1)
For fixed ε′ > 0 we therefore can choose m0 ≥ 0 (used for the choice of m > m0) so large that for any sufficiently
large |x|, the first equality defines event Nk = Nk(x, b),
P [Nk] = P
[
X(Λ(x, bi)) ≥ c4|x|db
i
and X(Λ′(x, bi)) ≥ c4|x|db
i
for all i = 0, . . . , k
]
≥ 1− ε′. (7.2)
Note that for every δ ∈ (0, 1) and i = 0, . . . , k,
Pk
[
Wzi ≤
(
c4|x|db
i
)(1−δ)/β]
≤ P
[
Wzi ≤ X(Λ(x, bi))(1−δ)/β
∣∣∣X(Λ(x, bi)) ≥ c4|x|dbi]
= P
[
max
z∈Λ(x,bi)∩X
Wz ≤ X(Λ(x, bi))(1−δ)/β
∣∣∣∣X(Λ(x, bi)) ≥ c4|x|dbi]
= E
[(
1−X(Λ(x, bi))δ−1
)X(Λ(x,bi))∣∣∣∣X(Λ(x, bi)) ≥ c4|x|dbi] .
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Using 1− x ≤ e−x, we obtain
Pk
[
Wzi ≤
(
c4|x|db
i
)(1−δ)/β]
≤ E
[
e−X(Λ(x,b
i))δ
∣∣∣X(Λ(x, bi)) ≥ c4|x|dbi] ≤ e−cδ4|x|dδbi . (7.3)
Since |zi − zi+1| < d|x|bi for each i = 0, . . . , k − 1, we therefore obtain
Pk
[
k−1⋃
i=0
{zi 6⇔ zi+1}
]
≤
k−1∑
i=0
Ek
[
e−λd
−αWziWzi+1 |x|−αb
i
]
≤
k−1∑
i=0
Ek
[
e−λd
−αWziWzi+1 |x|−αb
i
1{
Wzj>
(
c4|x|dbj
)(1−δ)/β
; j=i,i+1
}
]
+ 2e−c
δ
4|x|dδb
i+1
≤
k−1∑
i=0
exp
{
−λd−αc2(1−δ)/β4 |x|b
id(1−δ)(1+b)/β |x|−αbi
}
+ 2e−c
δ
4|x|dδb
i+1
=
k−1∑
i=0
exp
{
−λd−αc2(1−δ)/β4 |x|b
i(d(1−δ)(1+b)/β−α)
}
+ 2e−c
δ
4|x|dδb
i+1
.
Since b was chosen such that d(1+b)/β > α, we can choose δ = δ(b) ∈ (0, 1) so small that d(1−δ)(1+b)/β−α > 0.
We therefore proceed as in (7.1) to see that there exists m1 ≥ 0 (used for the choice of m > m1) so large that for
any sufficiently large |x|, Pk
[⋃k−1
i=0 {zi 6⇔ zi+1}
]
≤ ε′. Using symmetry we therefore obtain for sufficiently large
|x|,
Pk
[
zi ⇔ zi+1 and z′i ⇔ z′i+1 for all i = 0, . . . , k − 1
] ≥ 1− 2ε′. (7.4)
Recall that z0 is the Poisson particle with maximal weight Wz0 in box Λ(x, 1) with side length |x|/2 centered at
the midpoint of the segment with end points 0 and x. For every w ≥ 1 it holds that for sufficiently large |x|, see
also (7.3) with i = 0,
Pk [Wz0 ≤ w] ≤ ε′.
Moreover, using that box Λ(x, 1) does not intersect boxes Λ(x, bi) and Λ′(x, bi) for all i = 1, . . . , k, we obtain for
|x| sufficiently large,
Pk
[
|C(z0)| <∞
∣∣∣Wz0 ≥ w] ≤ P
[
|C(z0)| <∞
∣∣∣Wz0 ≥ w, X(Λ(x, 1)) ≥ c4|x|d]
P
[
X(Λ(x, bi)) ≥ c4|x|dbi and X(Λ′(x, bi)) ≥ c4|x|dbi for all i = 1, . . . , k
]
≤
P
[
|C(z0)| <∞
∣∣∣Wz0 ≥ w, X(Λ(x, 1)) ≥ c4|x|d]
1− ε′ ,
where we used (7.2) for the second inequality. Using Lemma 7.2 with r = |x|/4 we see that the numerator is less
than ε′ for sufficiently large w (note that convergence in Lemma 7.2 is uniform in r and c ≥ 1). We therefore
obtain for sufficiently large |x|,
Pk [|C(z0)| =∞] ≥ Pk
[
|C(z0)| =∞
∣∣∣Wz0 ≥ w]Pk [Wz0 ≥ w] ≥ 1− 2ε′1− ε′ (1− ε′) = 1− 2ε′.
Together with (7.4), this implies that for sufficiently large |x|, the event
E = {zi ⇔ zi+1 and z′i ⇔ z′i+1 for all i = 0, . . . , k − 1} ∩ {|C(z0)| =∞}
satisfies Pk[E] > 1− 4ε′. It follows that, using (7.2),
Pk[E | 0, x ∈ C∞] ≥ 1− 4ε′/Pk0,x [0, x ∈ C∞]
= 1− 4ε
′P[Nk]
P
[
Nk
∣∣0, x ∈ C∞]P0,x [0, x ∈ C∞]
≥ 1− 4ε
′
(1− ε′/P0,x [0, x ∈ C∞])P0,x [0, x ∈ C∞] = 1−
4ε′
P0,x [0, x ∈ C∞]− ε′ = 1− ε
′′,
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where the last equality defines ε′′ > 0. Note that on event E, because of the choice of k and since z0 = z′0,
d(0, x) ≤ d(0, zk) +
k∑
i=1
(
d(zi, zi−1) + d(z
′
i−1, z
′
i)
)
+ d(z′k, x)
= d(0, zk) + 2k + d(z
′
k, x) ≤ d(0, zk) + 2 log log |x|| log b| + d(z
′
k, x).
Moreover, on event E, because z0 = z
′
0, we have that zk and z
′
k are both in the infinite connected component C∞.
If, in addition, we assume that 0 ∈ C∞, then 0 and zk are in the same component C∞. Since |zk| ≤ 3|x|bk/4 ≤ m1/b
and the infinite connected component C∞ is unique, a.s., it follows that on E ∩ {0 ∈ C∞}, 0 and zk are connected
within box Λm˜ with probability arbitrarily close to 1, for some m˜ = m˜(m) <∞. Note that m˜ is independent of
x. This implies for any κ > 0 and sufficiently large |x|,
Pk
[
d(0, zk) ≤ κ log log |x|
∣∣∣0 ∈ C∞, E] ≥ 1− ε′.
By symmetry we therefore obtain for |x| sufficiently large,
Pk
[
d(0, zk) + d(z
′
k, x) ≤ 2κ log log |x|
∣∣∣0, x ∈ C∞, E] ≥ 1− 2ε′.
Therefore, if we choose κ = ε/(2| log b|) and |x| sufficiently large,
Pk
[
d(0, x) ≤ 2(1 + ε/2) log log |x|| log b|
∣∣∣∣ 0, x ∈ C∞]
≥ Pk
[
d(0, x) ≤ 2(1 + ε/2) log log |x|| log b|
∣∣∣∣ 0, x ∈ C∞, E]Pk [E| 0, x ∈ C∞]
≥ Pk
[
d(0, zk) + d(z
′
k, x) ≤ ε log log |x|| log b|
∣∣∣∣ 0, x ∈ C∞, E] (1− ε′′) ≥ (1− 2ε′)(1− ε′′).
It follows that for sufficiently large |x|, using (7.2) in the last step,
P
[
d(0, x) ≤ 2(1 + ε/2) log log |x|| log b|
∣∣∣∣ 0, x ∈ C∞] ≥ (1− 2ε′)(1− ε′′)P [Nk∣∣0, x ∈ C∞]
≥ (1− 2ε′)(1− ε′′)(1− ε′/P0,x [0, x ∈ C∞]).
This finishes the proof of Proposition 7.1. 
7.2 Infinite variance of degree distribution, lower bound
Next, we give the proof of the lower bound of statement (a) of Theorem 3.6 which we recall in
the following proposition. Note that this proposition differs from the corresponding Theorem
5.3 of [11] in the discrete space model.
Proposition 7.3 Assume α > d and τ = βα/d ∈ (1, 2). For every λ > λc = 0 there exists
η1 > 0 such that
lim
|x|→∞
P0,x
[
d(0, x) ≥ η1 2 log log |x|| log κ|
]
= 1,
with κ = α(β ∧ 1)/d− 1 ∈ (0, 1).
Proof of Proposition 7.3. We modify the proof of Theorem 5.3 of [11] to our situation. Choose ϑ > 1 and
µ > 0 such that
d/ϑ− dκ+ µ < 0 and µ < dκ.
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Note that this choice is possible since the above constraints require ϑ > 1/κ and µ ∈ (0, d(κ− 1/ϑ)). For x ∈ X
and n ∈ N we define the random variable
Sn(x) = sup
y∈X: d(x,y)≤n
|x− y|,
which represents the Euclidean distance between x and the furthest particle that can be reached from x using
at most n edges. For r > 0 we denote by B(r) the ball of (Euclidean) radius r around the origin. For t > 1 we
obtain, using 1− e−x ≤ x ∧ 1,
P0,x
[
Sn−1(0) < t
1/ϑ, Sn(0) ≥ t
]
≤ P0,x
[
∃z ∈ B(t1/ϑ) ∩X, z′ ∈ B(t)c ∩X such that z ⇔ z′
]
≤ E0,x
 ∑
z∈B(t1/ϑ)∩X
∑
z′∈B(t)c∩X
E
[
λWzWz′
|z − z′|α ∧ 1
∣∣∣∣X]
 .
For two i.i.d. random variables W1 and W2 having a Pareto distribution with scale parameter 1 and shape
parameter β we obtain for u ≥ 1, using integration by parts in the first step,
E
[
W1W2
u
∧ 1
]
=
1
u
+
1
u
∫ u
1
P[W1W2 > v]dv =
1
u
+
1
u
∫ u
1
v−β(1 + β log v)dv
≤ (1 + β log u)
(
u−(β∧1) +
1
u
∫ u
1
v−βdv
)
≤ max{1 + log u, 1 + 1{β 6=1}/|β − 1|} (1 + β log u)u−(β∧1),
where the last step follows by distinguishing between the cases β = 1, β > 1 and β < 1. This provides for u ≥ 1,
E
[
W1W2
u
∧ 1
]
≤ (1 + 1{β 6=1}/|β − 1|) (1 + max{1, β} log u)2 u−(β∧1). (7.5)
Choose t so large that λ−1(t− t1/ϑ)α ≥ 1 which together with (7.5) implies that
P0,x
[
Sn−1(0) < t
1/ϑ, Sn(0) ≥ t
]
≤ E0,x
 ∑
z∈B(t1/ϑ)∩X
∑
z′∈B(t)c∩X
E
[
WzWz′
λ−1|z − z′|α ∧ 1
∣∣∣∣X]

≤ (1 + 1{β 6=1}/|β − 1|)E0,x
 ∑
z∈B(t1/ϑ)∩X
∑
z′∈B(t)c∩X
(
1 + max{1, β} log (λ−1|z − z′|α))2 (λ−1|z − z′|α)−(β∧1)
 .
Choose t so large that (1 + 1{β 6=1}/|β− 1|)
(
1 + max{1, β} log (λ−1|z − z′|α))2 λβ∧1 ≤ |z− z′|µ for all z ∈ B(t1/ϑ)
and z′ ∈ B(t)c. It follows that for sufficiently large t, note that d(κ+ 1) = α(β ∧ 1),
P0,x
[
Sn−1(0) < t
1/ϑ, Sn(0) ≥ t
]
≤ E0,x
 ∑
z∈B(t1/ϑ)∩X
∑
z′∈B(t)c∩X
|z − z′|−α(β∧1)+µ

= E0,x
 ∑
z∈B(t1/ϑ)∩X
E0,x
 ∑
z′∈B(t)c∩X
|z − z′|−d(κ+1)+µ
 .
We estimate the right-hand side under the unconditional measure P instead of P0,x. Note that the tail behavior
is the same under both measures. We obtain
E
 ∑
z∈B(t1/ϑ)∩X
E
 ∑
z′∈B(t)c∩X
|z − z′|−d(κ+1)+µ
 = E
 ∑
z∈B(t1/ϑ)∩X
ν
∫
z′∈B(t)c
|z − z′|−d(κ+1)+µdz′

≤ E
 ∑
z∈B(t1/ϑ)∩X
ν
∫
|z′|≥t−t1/ϑ
|z′|−d(κ+1)+µdz′

= ν2vdt
d/ϑ
∫
|z′|≥t−t1/ϑ
|z′|−d(κ+1)+µdz′.
We therefore obtain for an appropriate constant c5 > 0 and for t sufficiently large,
P0,x
[
Sn−1(0) < t
1/ϑ, Sn(0) ≥ t
]
≤ c5td/ϑ−dκ+µ. (7.6)
Define f : N20 → (0,∞) by f(m,n) = mϑ
n
for all m,n ∈ N0. Observe
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1)
∑∞
k=2 f(2, k)
d/ϑ−dκ+µ <∞ because ϑ > 1 and d/ϑ− dκ+ µ < 0;
2) for all m ≥ 2 and sufficiently small η1 = η1(m) > 0: f
(
m,
⌈
η1
log log |x|
| log κ|
⌉)
≤ |x|/2 for all sufficiently large |x|.
We choose m0 ≥ 2 so large that (7.6) holds true for all t = f(m,n) with m ≥ m0 and n ≥ 2. Using (7.6) and
induction we obtain for each n ≥ 2 and m ≥ m0, note that f(m,n)1/ϑ = f(m,n− 1),
P0,x [Sn(0) ≥ f(m,n)] ≤ P0,x [Sn−1(0) ≥ f(m,n− 1)] + P0,x [Sn−1(0) < f(m,n− 1), Sn(0) ≥ f(m,n)]
≤ P0,x [Sn−1(0) ≥ f(m,n− 1)] + c5f(m,n)d/ϑ−dκ+µ
≤ P0,x [S1(0) ≥ f(m, 1)] + c5
n∑
k=2
f(m, k)d/ϑ−dκ+µ
≤ P0,x [∃ y ∈ X with |y| ≥ f(m, 1) and 0⇔ y] + c5
∞∑
k=2
f(m, k)d/ϑ−dκ+µ.
Note that the right-hand side is independent of n ≥ 2 and is finite for any m ≥ 2. Since f(m, k)d/ϑ−dκ+µ is
decreasing in m ≥ 2, there exists m ≥ m0 such that the right-hand side is less than ε for fixed ε > 0. We finally
obtain for sufficiently small η1 = η1(m) > 0 and for all sufficiently large |x|, set n(x) =
⌈
η1
log log |x|
| log κ|
⌉
≥ 2,
P0,x
[
d(0, x) ≤ η1 2 log log |x|| log κ|
]
≤ P0,x [d(0, x) ≤ 2n(x)]
≤ P0,x
[
Sn(x)(x) ≥ |x|/2
]
+ P0,x
[
Sn(x)(0) ≥ |x|/2
]
= 2P0,x
[
Sn(x)(0) ≥ |x|/2
]
≤ 2P0,x
[
Sn(x)(0) ≥ f
(
m,
⌈
η1
log log |x|
| log κ|
⌉)]
≤ 2ε,
which finishes the proof of Proposition 7.3. 
7.3 Finite variance of degree distribution, case 1, lower bound
In the following we give the proof of part (b1) of Theorem 3.6. We first prove the lower bound
which follows from the following proposition.
Proposition 7.4 Assume α > d and τ = βα/d > 2. For every λ > λc there exists η
′ > 0 such
that
P0,x
[
d(0, x) ≥ η′ log |x|] = 1.
Proof of Proposition 7.4. Choose n ∈ N, 0, x ∈ X and set x0 = 0 and xn = x. As in (5.2) we obtain, the first
sum is over all self-avoiding paths of length n starting from 0, note that xn = x is now fixed,
P0,x [d(0, x) = n] ≤ E0,x
 ∑
(x1, . . . , xn) s.a.
n∏
i=1
pxi−1xi
 ≤ νn−1 ∫
Rd
· · ·
∫
Rd
n∏
i=1
h(xi − xi−1)dx1 · · · dxn−1,
where for y ∈ Rd we define function h by, recall function g defined in (5.1),
h(y) = g(λ−1|y|α) = 1{|y|<λ1/α} + 1{|y|≥λ1/α}c2λ
(β/2∧1) (1 + max{2, β} log(λ−1|y|α)) |y|−α(β/2∧1).
Note that h is integrable because α > d and τ = βα/d > 2. Using x0 = 0 and xn = x, and substituting inductively
xi by xi −∑i−1l=1 xl for i = 1, . . . , n− 1, it follows that
P0,x [d(0, x) = n] ≤ νn−1
∫
Rd
· · ·
∫
Rd
(
n−1∏
i=1
h(xi)
)
h
(
x−
n−1∑
i=1
xi
)
dx1 · · · dxn−1.
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We condition on 1{|xi|<|x|/n} and 1{|xi|≥|x|/n} for all i = 1, . . . , n−1. Note that if |xi| < |x|/n for all i = 1, . . . , n−1
we have |x−∑n−1i=1 xi| ≥ |x|/n, and we bound the corresponding factor in the integral by supy∈Rd: |y|≥|x|/n h(y).
Otherwise, by exchangeability of the xi’s, there are n − 1 different cases where at least one of the xi’s satisfies
|xi| ≥ |x|/n. In each of these n−1 cases we bound one corresponding factor in the integral by supy∈Rd: |y|≥|x|/n h(y).
Note that the restriction on x−∑n−1i=1 xi then drops and we obtain
P0,x [d(0, x) = n] ≤ n
(
sup
y∈Rd: |y|≥|x|/n
h(y)
)(
ν
∫
Rd
h(y)dy
)n−1
, (7.7)
where ν
∫
Rd h(y)dy < ∞ since h is integrable. Next, we bound the supremum on the right-hand side of (7.7).
Choose η > 0 and let |x| be so large that η log |x| ≥ 1. Choose n ∈ N with n ≤ η log |x|. Let µ ∈ (0, α(β/2 ∧ 1))
and choose |x| so large that any y ∈ Rd with |y| ≥ |x|/n satisfies
c2λ
(β/2∧1) (1 + max{2, β} log(λ−1|y|α)) ≤ |y|µ.
If, in addition, |x| is so large that |x|/n > λ1/α, then for any y ∈ Rd with |y| ≥ |x|/n > λ1/α,
h(y) = c2λ
(β/2∧1) (1 + max{2, β} log(λ−1|y|α)) |y|−α(β/2∧1) ≤ |y|−α(β/2∧1)+µ ≤ nα(β/2∧1)−µ|x|−α(β/2∧1)+µ.
We finally obtain for all η > 0 and 1 ≤ n ≤ η log |x| with |x| sufficiently large,
sup
y∈Rd: |y|≥|x|/n
h(y) ≤ ηα(β/2∧1)−µ(log |x|)α(β/2∧1)−µ|x|−α(β/2∧1)+µ.
Together with (7.7) we obtain for any η > 0 and 1 ≤ n ≤ η log |x| with |x| sufficiently large,
P0,x [d(0, x) = n] ≤ n
(
ν
∫
Rd
h(y)dy
)n−1
ηα(β/2∧1)−µ(log |x|)α(β/2∧1)−µ|x|−α(β/2∧1)+µ
≤
(
1 + ν
∫
Rd
h(y)dy
)η log |x|
ηα(β/2∧1)−µ+1(log |x|)α(β/2∧1)−µ+1|x|−α(β/2∧1)+µ
= ηα(β/2∧1)−µ+1(log |x|)α(β/2∧1)−µ+1|x|−α(β/2∧1)+µ+η log(1+ν
∫
Rd h(y)dy) ≤ |x|−δ,
where the last inequality holds for some δ > 0 whenever |x| is sufficiently large and η > 0 is chosen so small that
−α(β/2 ∧ 1) + µ + η log (1 + ν ∫Rd h(y)dy) < 0. We conclude that there exist η′ > 0 and δ > 0 such that for all
|x| sufficiently large,
P0,x
[
d(0, x) ≤ η′ log |x|] = ∑
1≤n≤η′ log |x|
P0,x [d(0, x) = n] ≤ η′(log |x|)|x|−δ,
which converges to 0 as |x| → ∞. 
7.4 Finite variance of degree distribution, case 1, upper bound
In order to finish the proof of statement (b1) of Theorem 3.6 it remains to show the corresponding
upper bound on the graph distances. The result follows from the following proposition, see also
Proposition 4.1 of [6].
Proposition 7.5 Assume α ∈ (d, 2d) and τ = βα/d > 2, and choose λ > λc. For each
ε > 0 and ∆′ > ∆ = log(2)/ log(2d/α) there exists N0 < ∞ such that for all x, y ∈ Rd with
|x− y| ≥ N0,
Px,y
[
d(x, y) ≥ (log |x− y|)∆′ , x, y ∈ C∞
]
≤ ε.
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Note that the latter statement implies
P
[
d(x, y) ≤ (log |x− y|)∆′
∣∣∣x, y ∈ C∞] = 1− Px,y
[
d(x, y) > (log |x− y|)∆′ , x, y ∈ C∞
]
Px,y [x, y ∈ C∞]
≥ 1− ε
Px,y [x, y ∈ C∞] .
To prove Proposition 7.5 we use the concept of hierarchies of particles. For k ≥ 1 we call an
element σ ∈ {0, 1}k, such as σ = 01110001, a hierarchical index. If k = 0, σ ∈ {0, 1}k denotes the
empty string. For σ1 ∈ {0, 1}k and σ2 ∈ {0, 1}l, k, l ≥ 1, we denote by σ1σ2 the concatenation
of σ1 and σ2. Then [6] provides the following definition of a hierarchy.
Definition 7.6 For m ≥ 1 and two distinct particles x, y ∈ X we say that the set of particles
Hm(x, y) =
{
zσ ∈ X
∣∣∣σ ∈ {0, 1}k, k = 1, . . . ,m} ⊂ X
is a hierarchy of depth m connecting x and y if
1. z0 = x and z1 = y;
2. zσ00 = zσ0 and zσ11 = zσ1 for all σ ∈ {0, 1}k and k = 0, . . . ,m− 2;
3. for all σ ∈ {0, 1}k and k = 0, . . . ,m− 2 there is an edge between zσ01 and zσ10 as long as
zσ01 6= zσ10;
4. each edge as in 3. appears only once in Hm(x, y).
For σ ∈ {0, 1}m−2 we call the pairs of particles (zσ00, zσ01) and (zσ11, zσ10) “gaps”.
Recall that for x ∈ Rd and n ∈ (0,∞) we write Λn(x) = x+ [−n, n)d for the box with center x
and side length 2n, and for x ∈ X we write Cn(x) for the set of particles in Λn(x) ∩X that are
connected to x within Λn(x). For any L > 0 and x ∈ Rd we set annulus RL(x) = ΛL(x)\ΛL/2(x).
Moreover, for ` ∈ (0, L) and ρ ∈ (0, 1) we define by
D(ρ,`)L (x) =
{
z ∈ RL(x) ∩X
∣∣∣|C`(z)| ≥ ρ(2`)d} ,
the set of (ρ, `)-dense particles in RL(x). Note that this definition differs from D(ρ,`)L defined in
Section 3.3 because we now consider the particles in annulus RL(x) instead of the particles in
box ΛL. For x, y ∈ Rd, α ∈ (d, 2d) and γ ∈ (α/(2d), 1) we define for m ≥ 1,
Nm = N
γm with N = |x− y|.
We denote by Bm = B(ρ,`)m,γ (x, y) the event that there exists a hierarchy Hm(x, y) of depth m
connecting x and y such that for all k = 0, . . . ,m− 2 and all σ ∈ {0, 1}k,
zσ01 ∈ D(ρ,`)Nk+1(zσ0) and zσ10 ∈ D
(ρ,`)
Nk+1
(zσ1),
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RNk+1(zσ0)
RNk+2 (zσ01)
b
RNk+2 (zσ00)
bzσ001
b zσ010
RNk+1(zσ1)
RNk+2 (zσ10)
b
RNk+2 (zσ11)
b zσ110
bzσ101
b
zσ0
b
zσ1
zσ01
zσ10
Figure 2: Illustration of a hierarchy in Bm. Assume we are given zσ0 and zσ1 for some σ ∈ {0, 1}k and
k = 0, . . . ,m−3. We consider an edge between RNk+1(zσ0) and RNk+1(zσ1) and call the end points zσ01 and zσ10,
respectively. Then, set zσ00 = zσ0 and consider an edge between RNk+2(zσ00) and RNk+2(zσ01) and call the end
points zσ001 and zσ010, respectively. Similarly, we define zσ110 and zσ101. To get a path of edges from zσ0 to zσ1 it
remains to connect the two particles of each gap (z, z′). (If we assume m = 3, the pairs (zσ0, zσ001), (zσ01, zσ010),
(zσ11, zσ101) and (zσ1, zσ110) in the figure are the gaps of the illustrated hierarchy in B3.) Such particles are likely
connected by a short path of edges because they are (ρ, `)-dense and close to each other if m is sufficiently large,
conditional on Bm.
see also (4.5) of [6] and Figure 2 for an illustration. Moreover, we denote by T = T (ρ,`)(x, y) the
event that x and y are (ρ, `)-dense. Note that the event Bm∩T ensures that there is a hierarchy
Hm(x, y) of depth m connecting x and y such that all particles in this hierarchy are (ρ, `)-dense
and lie in the corresponding annulus RNk(zσ). Finally, given Bm, we denote by S = S(`) the
event that all gaps (z, z′) in a hierarchy in Bm satisfy
X(Λ`(z)) ≤ eν(2`)d and X(Λ`(z′)) ≤ eν(2`)d. (7.8)
The event S ensures that we do not have too many particles in boxes Λ`(z) and Λ`(z′), in
particular, the graph distance of connected paths within such boxes is bounded by eν(2`)d. For
the proof of Proposition 7.5 we use Lemma 7.7 below. Part (i) of Lemma 7.7 corresponds to
Lemma 4.2 of [6]. The only difference lies in the additional event S defined by (7.8). Part (ii)
of Lemma 7.7 is the continuum space analogue to Lemma 4.3 of [6] and it shows that the event
Bm occurs with sufficiently high probability.
Lemma 7.7 Choose α ∈ (d, 2d). For all ε ∈ (0, 1), γ ∈ (α/(2d), 1), ∆′ > log(2)/ log(1/γ) and
α′ ∈ (α, 2dγ) there exist N ′ = N ′(ε, γ,∆′) <∞, ρ0 ∈ (0, 1) and a constant c6 > 0 such that the
following holds true: for all x, y ∈ Rd with N = |x− y| ≥ N ′ let m ∈ N be the maximal integer
such that
m log(1/γ) ≤ log logN − ε log log logN. (7.9)
For all ρ ∈ (0, ρ0) and ` ∈ (Nm, 2Nm) in the definitions of Bm, T and S we obtain
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(i) Px,y
[{
d(x, y) ≥ (logN)∆′
}
∩ Bm ∩ T ∩ S
]
≤ ε;
(ii) Px,y [Bcm] ≤ 2m+1e−c6N
2dγ−α′
m ;
(iii) Px,y [Bm ∩ Sc] ≤ ε.
Note that choice (7.9) implies, see also (4.9) of [6],
2m ≤ (logN)log 2/ log(1/γ) and e(log logN)ε ≤ Nm ≤ e(1/γ)(log logN)ε . (7.10)
Proof of Lemma 7.7. We first prove (i). Let ρ ∈ (0, 1). Using the additional event S we argue as in the proof of
Lemma 4.2 of [6] to see that it remains to estimate the probability of the event Am ∩Bm ∩T ∩S ⊂ Am ∩Bm ∩T
for N sufficiently large, where Am is the event that for any hierarchy in Bm there exists a gap (z, z′) such that
there is no edge between the sets C`(z) and C`(z′). Let z ∈ Rd be such that the event Am ∩Bm ∩ T only depends
on the particles in ΛN (z) and edges with end points in ΛN (z) (which exists if N is sufficiently large). For l ≥ 1
and x = x0, y = x1, x2, . . . , xl ∈ ΛN (z) we consider the edge probabilities
p˜xixj = 1− exp{−λ|xi − xj |−α} ≤ 1− exp{−λWxiWxj |xi − xj |−α} = pxixj ,
a.s., for every i 6= j ∈ {0, . . . , l}, and denote by P˜X the probability measure of the resulting edge configurations.
We obtain
Px,y
[
Am ∩ Bm ∩ T
∣∣∣ X ∩ ΛN (z) = {x, y, x1, . . . , xl}] ≤ P˜X [Am ∩ Bm ∩ T ] .
Using the same arguments as in [6] we obtain for all N sufficiently large,
P˜X [Am ∩ Bm ∩ T ] ≤ ε, (7.11)
note that the left-hand side is zero for l too small. This proves (i) by additionally integrating over the Poisson
cloud restricted to ΛN (z) (note that the right-hand side of (7.11) does not depend on the Poisson cloud).
To prove (ii) we note that
Px,y [Bcm] ≤ Px,y [Bm−1 ∩ Bcm] + Px,y [Bcm−1] ≤
m−1∑
k=1
Px,y [Bk ∩ Bck+1] + Px,y [Bc1] =
m−1∑
k=1
Px,y [Bk ∩ Bck+1] .
Hence, it is sufficient to show that there exist ρ0 ∈ (0, 1) and a constant c6 > 0 such that for all ρ ∈ (0, ρ0) and
for ` ∈ (Nm, 2Nm) in the definition of Bm we have for sufficiently large N ,
Px,y [Bk ∩ Bck+1] ≤ 2k+1e−c6N
2dγ−α′
m ,
for all k = 1, . . . ,m − 1, with m as in (7.9). For k = 1, . . . ,m − 1 we denote by B′k the event that there is a
hierarchy Hk(x, y) of depth k connecting x and y such that for each j = 0, . . . , k − 2 and each σ ∈ {0, 1}j ,
zσ01 ∈ RNj+1(zσ0) and zσ10 ∈ RNj+1(zσ1).
By definition we obtain Bk ⊂ B′k. For all ` ∈ (Nm, 2Nm) and ρ ∈ (0, ρ0), where ρ0 will be chosen below, we define
the events
A1 =
{
for any hierarchy in B′k there exists σ ∈ {0, 1}k such that |D(ρ,`)Nk (zσ)| ≤ ρ0(2Nk)
d},
A2 =
{
for any hierarchy in B′k there exists a gap (z, z′) such that there is no edge between
the sets D(ρ,`)Nk (z) and D
(ρ,`)
Nk
(z′)
}
.
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Bk ∩ Bck+1 implies that there is a hierarchy in B′k but, by 3. of Definition 7.6, there is no edge between D(ρ,`)Nk (z)
and D(ρ,`)Nk (z′) for any pair (z, z′) as in the definition of A2. Hence, Bk ∩Bck+1 ⊂ B′k ∩A2, and therefore we obtain
Px,y [Bk ∩ Bck+1] ≤ Px,y
[B′k ∩ A2] ≤ Px,y [B′k ∩ A1]+ Px,y [B′k ∩ Ac1 ∩ A2] , (7.12)
and it remains to bound the two terms on the right-hand side. To bound the first term we note that for N
sufficiently large it holds that for any hierarchy in B′k and σ, σ′ ∈ {0, 1}k with zσ 6= zσ′ , RNk+`(zσ)∩RNk+`(zσ′) = ∅
for all ` ∈ (Nm, 2Nm). The latter implies that the events
{
|D(ρ,`)Nk (zσ)| ≤ ρ0(2Nk)d
}
are independent for different
σ ∈ {0, 1}k. It follows that for N sufficiently large,
Px,y
[B′k ∩ A1] ≤ 2kP [|D(ρ,`)Nk (0)| ≤ ρ0(2Nk)d] .
By Corollary 3.5 (ii) there exist ρ0 ∈ (0, 1) and `0 <∞ such that for all ` ∈ (`0, Nk/`0),
P
[
|D(ρ0,`)Nk (0)| ≤ ρ0(2Nk)
d
]
≤ e−ρ0N2d−α
′
k
(although the definition of D(ρ0,`)Nk (0) differs from D
(ρ0,`)
Nk
in Corollary 3.5 (ii) we can still use the result because
RNk (0) contains a box of side length Nk/3). If we choose N so large that Nm ≥ `0 and Nk/`0 ≥ 2Nm for all
k = 1, . . . ,m− 1, we finally obtain for all N sufficiently large, ρ ∈ (0, ρ0) and ` ∈ (Nm, 2Nm),
Px,y
[B′k ∩ A1] ≤ 2ke−ρ0N2d−α′k ≤ 2ke−ρ0N2d−α′m ≤ 2ke−ρ0N2dγ−α′m . (7.13)
We proceed as in the derivation of (7.11), using the same arguments as in [6], to see that the second term in
(7.12) satisfies
Px,y
[B′k ∩ Ac1 ∩ A2] ≤ 2k exp{−λρ2022dN2dk (5dNm−1)−α} ≤ 2k exp{−λρ2022d(5d)−αN2dγ−αm−1 } ,
for all N sufficiently large. Using (7.12), (7.13) and that N2dγ−αm−1 ≥ N2dγ−α
′
m , it follows that for all N sufficiently
large,
Px,y [Bk ∩ Bck+1] ≤ 2ke−ρ0N
2dγ−α′
m + 2k exp
{
−λρ2022d(5d)−αN2dγ−αm−1
}
≤ 2k+1e−c6N2dγ−α
′
m ,
with c6 = min{ρ0, λρ2022d(5d)−α}.
To prove (iii) we note that any hierarchy in Bm has 2m−1 gaps whose 2m particles {v1 = x, v2 = y, v3, . . . , v2m}
satisfy Λ`(vi) ∩ Λ`(vj) = ∅ for all i 6= j. We therefore obtain for N sufficiently large,
Px,y [Bm ∩ Sc] ≤ 2mPx
[
X(Λ`(x)) > eν(2`)
d
]
.
Using Chernoff’s bound, see (6.4), and (7.10) we obtain for ` ≥ Nm,
2mP
[
X(Λ`(0)) > eν(2`)
d
]
≤ 2me−ν(2`)d ≤ (logN)log 2/ log(1/γ) exp
{
−ν2ded(log logN)ε
}
,
which converges to 0 as N →∞. 
Proof of Proposition 7.5. Using part (i) of Corollary 3.5 (to bound the probability of event T c) and Lemma
7.7, Proposition 7.5 is proven by using the same arguments as in [6]. 
7.5 Finite variance of degree distribution, case 2
In order to finish the proof of Theorem 3.6 it remains to show statement (b2). We start with
the following lemma.
Lemma 7.8 Assume min{α, βα} > d. For all δ ∈ (0, α(β ∧ 1) − d) there exist t0 ≥ 1 and a
constant c7 > 0 such that for all s ≥ 1 and t ≥ t0,
P [there is an edge in Λs with size at least t] ≤ c7sdtd−α(β∧1)+δ.
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Proof of Lemma 7.8. Using (7.5) we obtain for all |x− y| ≥ t0 with t0 sufficiently large,
E
[(
λ
WxWy
|x− y|α
)
∧ 1
]
≤ (1 + 1{β 6=1}/|β − 1|)λβ∧1
(
1 + max{1, β} log(λ−1|x− y|α))2 |x− y|−α(β∧1)
≤ |x− y|−α(β∧1)+δ.
It follows that for all t ≥ t0, using 1− e−x ≤ x ∧ 1,
P [there is an edge in Λs with size at least t] ≤ E
[ ∑
x,y∈X∩Λs
1{|x−y|>t}|x− y|−α(β∧1)+δ
]
=
∑
k≥1
P [X (Λs) = k]
(2s)dk
∫
Λs
· · ·
∫
Λs
k∑
i=1
k∑
j=1
1{|xi−xj |>t}|xi − xj |−α(β∧1)+δdx1 · · · dxk
=
∑
k≥1
P [X (Λs) = k]
(2s)2d
k(k − 1)
∫
Λs
∫
Λs
1{|x−y|>t}|x− y|−α(β∧1)+δdx dy
≤
∑
k≥1
P [X (Λs) = k]
(2s)d
k(k − 1)
∫
|y|>t
|y|−α(β∧1)+δdy = ν2(2s)d
∫
|y|>t
|y|−α(β∧1)+δdy,
where in the last step we used that X(Λs) has a Poisson distribution with parameter ν(2s)
d. It follows that for
an appropriate constant c7 > 0 and for all t ≥ t0 with t0 sufficiently large,
P [there is an edge in Λs with size at least t] ≤ c7sdtd−α(β∧1)+δ,
which finishes the proof of Lemma 7.8. 
Proof of (b2) of Theorem 3.6. Once the proof of Lemma 7.8 is established, the proof of (b2) of Theorem
3.6 follows one-to-one from the proof of Theorem 1 of [4] and Theorem 8 (b2) of [12]. There, a renormalization
is applied to see that we have a linear lower bound on the graph distances within “good” finite boxes, see also
Definition 2 and Lemma 2 of [4]. Lemma 7.8 is then used to prove that all centered boxes of sufficiently large side
lengths are “good”, a.s., see Lemma 14 of [12], which then implies (b2) of Theorem 3.6. We refer to [12] for the
details of the proof. 
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