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Zusammenfassung
In der vorliegenden Arbeit werden mit Hilfe der Fermi-Flu¨ssigkeitstheorie Stro¨me in zwei
auf den ersten Blick sehr verschiedenen Systemen untersucht, na¨mlich elektrische Stro¨me in
inhomogenen Supraleitern sowie Teilchenstro¨me in superfluidem 3He. In beiden Fa¨llen liegt
jedoch ein System wechselwirkender Fermionen zu Grunde, welches mit der Landauschen
Theorie fu¨r Fermiflu¨ssigkeiten beschrieben werden kann. Diese besagt, dass die niederener-
getischen Eigenschaften von wechselwirkenden Fermionen durch die fermionischen Anre-
gungen in der Na¨he der Fermifla¨che, die so genannten Quasiteilchen, charakterisiert werden
ko¨nnen. Eine skalare Verteilungsfunktion dieser Anregungen, welche durch eine klassische
Boltzmann-Transportgleichung gegeben ist, bestimmt physikalische Messgro¨ßen bei tiefen
Temperaturen.
In vielen Metallen als auch in 3He findet unterhalb einer kritischen Temperatur ein U¨bergang
zu einer makroskopisch geordneten Phase statt. Obwohl die Mechanismen, die zur Su-
praleitung bzw. Superfluidita¨t fu¨hren, sehr verschieden sind, so ist das wesentliche Merk-
mal dieser Phasen, die Koha¨renz von teilchen- und lochartigen Anregungen, doch beiden
gemein. Im Rahmen der Landauschen Theorie kann dieser Koha¨renz Rechnung getragen
werden, indem die skalare Verteilungsfunktion durch eine 2×2 Matrix, den quasiklassischen
Propagator, ersetzt wird. Die Diagonalelemente dieses Propagators spielen die Rolle der
Verteilungsfunktion fu¨r Teilchen- und Lochanregungen, wa¨hrend die Nichtdiagonalelemente
deren Koha¨renz widerspiegeln. Diese Verschmelzung der Landautheorie mit den Ideen von
Bardeen, Cooper und Schrieffer ist die Basis der Fermi-Flu¨ssigkeitstheorie fu¨r Supraleiter
und Superfluide, welche Ausgangspunkt dieser Arbeit ist. Im Folgenden werden wir syno-
nym auch die Bezeichnung quasiklassische Theorie verwenden.
Nach einem historischen Ru¨ckblick auf die Entwicklung der Theorie im ersten Kapitel wer-
den im zweiten die quasiklassischen Gleichungen in einer Notation eingefu¨hrt, die es er-
laubt, sowohl Supraleiter als auch superfluides 3He zu beschreiben. Im dritten Kapitel
werden mit Hilfe der linearisierten Gleichungen die dynamischen Eigenschaften von Kon-
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takten zwischen normalleitenden und supraleitenden Metallen (NS-Kontakte) untersucht.
Im vierten Kapitel werden die stationa¨ren Gleichungen benutzt, um die Phasenabha¨ngigkeit
von Teilchenstro¨men durch ein kleines Loch zwischen zwei Reservoiren superflu¨ssigen Heli-
ums zu berechnen. In den folgenden beiden Abschnitten werden die Kapitel drei und vier
kurz zusammengefasst.
Optische Leitfa¨higkeit von NS-Kontakten
In den siebziger Jahren des vergangenen Jahrhunderts wurden zahlreiche Experimente
zu den Eigenschaften von NS-Kontakten durchgefu¨hrt. Nachdem experimentell gefunden
wurde, dass elektrische Felder in einen Supraleiter eindringen ko¨nnen, falls ein statischer,
elektrischer Strom von einem normalleitenden Metall injiziert wird, wurde dies sehr bald
mit der Sto¨rung der Gleichgewichtsverteilung fu¨r Quasiteilchen erkla¨rt. Da das Nicht-
gleichgewicht u¨ber inelastische Streuung relaxiert, ha¨ngt die Eindringtiefe des elektrischen
Feldes von der mittleren freien Wegla¨nge fu¨r inelastische Streuung ab. Dieser Effekt ist am
sta¨rksten nahe der Sprungtemperatur, wenn die meisten Quasiteilchen oberhalb der Ener-
gielu¨cke injiziert werden. Bei tieferen Temperaturen liegen die Energien der Quasiteilchen
gro¨ßtenteils in dieser Lu¨cke. Andreev-Reflexion fu¨hrt dann dazu, dass die Anregungen und
damit auch das elektrische Feld nur wenige Koha¨renzla¨ngen in den Supraleiter eindringen
ko¨nnen.
Statt der statischen werden in Kapitel drei dieser Arbeit die dynamischen Eigenschaften
von NS-Kontakten untersucht. Dabei interessiert insbesondere die lineare Antwort auf ein
zeitabha¨ngiges elektrisches Feld, dessen Frequenz der Energielu¨cke im Anregungsspektrum
des Supraleiters entspricht, d.h. h¯ω = 2 ∆.
Da die Gleichungen der linearen Antworttheorie vom Gleichgewicht abha¨ngen, wird zuna¨chst
dieses berechnet. Dazu wird der selbstkonsistente Ordnungsparameter mittels der Matsu-
baratechnik bestimmt, danach die Verunreinigungsselbstenergien und der quasiklassische
Propagator fu¨r reelle Energien. Dabei zeigt sich, dass die Schmutzselbstenergien einen er-
heblichen Einfluss auf die Zustandsdichte im Normalmetall haben. Im sauberen Grenzfall
wird die Zustandsdichte durch die Na¨he zum Supraleiter nicht beeinflusst. Erst die Ver-
unreinigungen fu¨hren zu einer energieabha¨ngigen Zustandsdichte. Fu¨r eine du¨nne Metall-
schicht zwischen zwei Supraleitern sorgt dieser Effekt der Verunreinigungen zur Ausbildung
einer ortsunabha¨ngigen Energielu¨cke im Normalmetall. Andererseits merkt der Supraleiter
unabha¨ngig von den Verunreinigungen stets die Na¨he zum normalleitenden Metall.
vi
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Die Antwort eines NS-Kontaktes auf ein zeitabha¨ngiges elektrisches Feld wird dominiert
von der Kontinuita¨tsgleichung fu¨r die elektrische Ladung und der lokalen Ladungsneutra-
lita¨t, die eine Folge der guten Abschirmung von Ladungsschwankungen in Metallen ist. In
effektiv eindimensionalen Geometrien, wie sie hier vorliegen, fu¨hrt dies zu einem konstan-
ten Strom, der allein durch die Leitfa¨higkeiten am linken und rechten Rand gegeben ist.
Unklar ist jedoch, wie dieser konstante Strom trotz der Inhomogenita¨t des NS-Kontaktes
entsteht. Um diese Frage zu beantworten, ist die selbstkonsistente Lo¨sung der quasiklas-
sischen Gleichungen notwendig. Die Rechnungen zeigen, dass im Kontakt ein zusa¨tzliches
elektrisches Feld induziert wird, das von der gleichen Gro¨ßenordnung wie das a¨ußere Feld
ist. Dieses induzierte Feld wird von Ladungen im Bereich des Kontaktes erzeugt. Dabei
findet man sowohl Ladungen, die an der Grenzfla¨che lokalisiert sind, als auch solche, die sich
u¨ber mehrere Koha¨renzla¨ngen zu beiden Seiten des Kontaktes verteilen. Erstere treten auf,
falls sich die mittlere freie Wegla¨nge fu¨r elastische Verunreinigungsstreuung am Kontakt
sprunghaft a¨ndert. Unstetigkeiten des Ordnungsparameters ko¨nnen solche Ladungen nicht
hervorrufen. Die Supraleitung ist vielmehr fu¨r die verschmierten Ladungen verantwortlich.
Das Auftreten dieser Ladungen ist kein Widerspruch zur erwa¨hnten Ladungsneutralita¨t,
welche nur approximativ gilt. Die berechneten Ladungen sind von ho¨herer Ordnung in
den Entwicklungsparametern der Fermi-Flu¨ssigkeitstheorie. Jedoch ist ihr Effekt, ein zu-
sa¨tzliches inneres Feld bzw. elektrochemisches Potential, zu beru¨cksichtigen, um zu einer
konsistenten Beschreibung der Kontakte in fu¨hrender Ordnung zu gelangen.
Josephson-Kontakte in superfluidem 3He
Nachdem Josephson koha¨rentes Tunneln zwischen schwach gekoppelten Supraleitern vor-
hergesagt hatte, dauerte es nicht lange, bis dies experimentell nachgewiesen werden konnte.
Obwohl die Analogie zu Supraleitern schon lange bekannt war, gelang der experimentelle
Nachweis der verschiedenen Josephson-Effekte in superfluidem Helium auf Grund der kurzen
Koha¨renzla¨ngen aber erst in den vergangenen Jahren. Die Beobachtung texturabha¨ngiger
Superstro¨me fu¨hrte ku¨rzlich zu einer Reihe neuer theoretischen Arbeiten.
Im vierten Kapitel werden verschiedene Modelle zur Berechnung des Teilchenstromes durch
ein kleines, kreisrundes Loch zwischen zwei Beha¨ltern mit superfluidem 3He gegenu¨berge-
stellt. Dabei werden wir uns auf tiefe Temperaturen beschra¨nken und die Ginzburg-Landau-
Gleichungen nicht diskutieren, da dazu schon umfangreiche Arbeiten existieren.
O¨ffnungen, die klein gegen die Koha¨renzla¨nge sind, beeinflussen den Ordnungsparameter
in den Reservoiren nicht. Da auch die Stro¨me in diesem Grenzfall punktfo¨rmiger Lo¨cher
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sehr klein sind, ist deren Einfluss auf den Ordnungsparameter ebenfalls vernachla¨ssigbar.
Als Konsequenz dieser fehlenden Kopplung zwischen den Reservoiren fu¨hren punktfo¨rmige
Lo¨cher zwangsla¨ufig zu periodischen Stromphasenbeziehungen. Unabha¨ngig von der O¨ff-
nung muss jedoch der Effekt der Trennwand beru¨cksichtigt werden, denn diese wirkt wegen
der Symmetrie des Ordnungsparameters paarbrechend. Numerische Rechnungen zeigen,
dass die Wand hauptsa¨chlich die Gro¨ße des Stromes reduziert, dessen Phasenabha¨ngigkeit
aber nur wenig beeinflusst.
Fu¨r gro¨ßere O¨ffnungen nimmt die Kopplung zwischen den Beha¨ltern zu. Dies reduziert
einerseits die paarbrechende Wirkung der Wand und hat andererseits eine sich stetig a¨n-
dernde Phase zur Folge. Letzteres zersto¨rt die Periodizita¨t der Stromphasenbeziehung
und kann bei großen Lo¨chern zu mehrdeutigen Lo¨sungen fu¨hren. Die selbstkonsistenten
Lo¨sungen der quasiklassischen Gleichungen zeigen, dass der Strom schon fu¨r relativ kleine
O¨ffnungen u¨ber weite Strecken linear von der Phasendifferenz abha¨ngt. Zwar sagt auch eine
hydrodynamische Behandlung des Problems diese Linearita¨t voraus, allerdings ist dann
der Strom infolge divergierender Stromdichten am Rand des Loches stets viel zu groß.
Erstaunlicherweise liefert eine Kombination der hydrodynamisch bestimmten Phase mit der
Transportgleichung der quasiklassischen Theorie eine gute Na¨herung fu¨r den Strom. Diese
U¨bereinstimmung bricht zusammen, wenn mit steigender Phasendifferenz die Stromdichte
im Loch so groß wird, dass sie selbst paarbrechend wirkt. Es zeigt sich, dass der maximale
Strom, falls auf die Lochfla¨che normiert, kaum von der Gro¨ße der O¨ffnung abha¨ngt. Ferner
liegt dieses Maximum zwischen dem Wert fu¨r punktfo¨rmige Lo¨cher und dem maximalen
Superstrom im homogenen Superfluid, welche sich bei tiefen Temperaturen nur um etwa
den Faktor zwei unterscheiden.
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Chapter 1
Introduction
In 1911 Kamerlingh Onnes [1] discovered that the electric resistance of mercury abruptly
disappears if the metal is cooled below 4.2 K. The first phenomenological description of
superconductivity was given in 1935 by F. and H. London [2] who proposed two equations
to reflect the main features of superconductors: perfect conductivity and the exclusion of
magnetic fields. The latter property, which distinguishes the true thermodynamic state
of superconductivity from perfect conductivity, was first observed in 1933 by Meissner and
Ochsenfeld [3]. The next significant step forward towards qualitative as well as quantitative
understanding of superconductivity was done by Ginzburg and Landau [4] who introduced
the fundamental concept of a complex order parameter. The Ginzburg-Landau equations
were the first method of describing inhomogeneous superconductors which lead to the pre-
diction of type-II superconductors by Abrikosov [5]. Though phenomenological at the time
proposed, the equations were proven to be the correct limit of the microscopic equations
near the transition temperature [6].
It needed more than four decades until a microscopic theory was developed by Bardeen,
Cooper, and Schrieffer in 1957 [7]. This theory was then formulated by Gor’kov [6, 8] in
the language of Green’s functions which allows to study not only inhomogeneous supercon-
ductors but also the effect of impurities. The two-particle Gor’kov Green’s function still
depends on the full space and time coordinates (eight in total) and therefore contains in-
formation on microscopic length and time scales. As a consequence, this formalism is very
expensive to apply and delivers redundant information as the properties of conventional
superconductors vary on the coherence length, ξ, which is much larger than, e.g., the Fermi
wavelength.
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In 1968 Eilenberger [9] and, independently, Larkin and Ovchinnikov [10, 11] managed to
find equations for the over the microscopic degree of freedom averaged Gor’kov Green’s
function. These quasiclassical equations are significantly easier than those introduced by
Gor’kov without loosing any information on measurable quantities. They provide a powerful
method of describing superconductors in equilibrium as well as nonequilibrium [11–13], from
the clean to the dirty limit. The theory is valid at all temperatures and may also include
strong electron-phonon and electron-electron interaction.
In the clean limit the quasiclassical equations are equivalent to those derived by Andreev [14]
by eliminating the microscopic dynamics from the Bogolubov equation [15]. The latter is a
Schro¨dinger equation for a two-component wave function describing electron- and hole-like
particles. For dirty superconductors the quasiclassical equations can be simplified further
by a Fermi-surface average leading to a diffusion equation as found by Usadel [16].
In the decade after the BCS theory was established many authors extended the basic ideas
to other pairing mechanisms which then lead to the prediction of superfluid phases in the
Fermi liquid 3He, eventually discovered by Osheroff et al. [17] in 1972. References on this
development are given in a review article by Anderson and Brinkman [18].
With the extention to unconventional pairing mechanisms, reviewed e.g. by Eckern [19]
or Serene and Rainer [20], the quasiclassical theory can be seen as the generalisation of
Landau’s Fermi-liquid theory [21–23] to the superconducting and superfluid state. Landau
suggested that at low temperature a system of interacting fermions can be described by a
classical distribution function for quasiparticles which are composite states of elementary
fermions with the same spin and charge as the noninteracting fermions. The dynamics
of these quasiparticles is determined by a Boltzmann transport equation. Particle-hole
coherence in superfluids requires that the scalar distribution function is replaced by a 2× 2
matrix in Nambu-Gor’kov space. The elements of the Nambu-Gor’kov matrices are spin
matrices if spin-dependent effects are to be investigated. For nonequilibrium situations it
is convenient to use the Keldysh formalism [24] which combines different types of Green’s
functions to, again, a 2× 2 matrix. Hence, in the most general case the scalar distribution
function is replaced by a 8× 8 quasiclassical propagator. But, as for normal Fermi liquids,
the dynamics is governed by a Boltzmann transport equation. The classical part of the
dynamics is given by the motion with Fermi velocity along straight trajectories, the quantum
mechanical part is treated by the matrix structure for particle-hole coherence and the spin
degree of freedom.
The Fermi-liquid theory for superconductors and superfluids is derived by an expansion in
small parameters and is exact in leading order of these parameters. This expansion results
from a separation of low-energy, low-frequency, long-wavelength processes from microscopic
energy, time, and length scales. Examples for such small parameters are kBTc/Ef , 1/kfξ0,
2
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1/kf l, h¯ω/Ef , q/kf , and h¯ωD/Ef . Here, ω and q stand for frequency and wave number
of external perturbations, respectively. The low-energy scale near the Fermi surface is
treated in a consistent way and suffices, due to Pauli’s exclusion principle, to describe
the low-temperature properties. High-energy processes lead to temperature-independent
material parameters which cannot be calculated within this theory but have to be taken
from experiment or ab initio calculations.
Although the quasiclassical approximation simplifies the microscopic equations significantly,
analytic solutions can only be found for homogeneous systems. While the transport equa-
tion can straightforwardly be solved, the main difficulties always stem from the self-con-
sistency equations for the order parameter, the impurity self-energies, or the electrochemical
potential. As these equations ensure the theory to be conserving, they are especially impor-
tant if currents flow in the problem under study. In the work at hand the consequences of
self-consistency for particle currents are examined for two distinct problems. In chapter 3
we study the properties of a metallic contact between a s-wave superconductor and a nor-
mal metal in equilibrium as well as in time-dependent electric fields. In chapter 4 we focus
on a comparison of several simplified models with the self-consistent theory for the case
of a weak link connecting two reservoirs of the p-wave superfluid 3He. In the succeeding
chapter the equations of the quasiclassical theory are introduced, not in the most general
form, but in such a way that they can be applied two both problems mentioned above.
3
Chapter 2
Quasiclassical theory of
superconductors and superfluids
2.1 Keldysh structure
In the following sections the notation used in this work is defined. A more general formu-
lation, including e.g. Landau parameters, is given by Eschrig [25]. The fundamental object
for describing nonequilibrium within the quasiclassical theory of superconductivity and su-
perfluidity is the Green’s function gˇ(R,pf , , t). It is a 2 × 2 matrix combining retarded
(R), advanced (A), and Keldysh (K) propagators,
gˇ =
(
gˆR gˆK
0ˆ gˆA
)
. (2.1)
The quasiclassical propagator gˇ depends on spatial position, R, Fermi momentum, pf , the
distance from the Fermi surface described by the energy variable , and the time t. Below,
the arguments of the Green’s functions and the potentials are dropped for convenience.
The quantum mechanical degrees of freedom, i.e. particle-hole coherence and spin, are
described by the 4× 4 Nambu-Gor’kov matrices gˆR,A,K. The classical part of the dynamics
of quasiparticles is given by the motion with the Fermi velocity vf (pf) along straight
trajectories.
The central equation determining gˇ is a Boltzmann transport equation for matrices,
[
τˆ31ˇ− hˇ, gˇ
]
⊗ + ih¯vf ·∇gˆ = 0ˇ , (2.2)
5
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supplemented by the normalization condition
gˇ ⊗ gˇ = −pi2 1ˇ. (2.3)
In eq. (2.2) hˇ is equivalent with the order parameter, ∆ˇmf , when we consider superfluid
3He, but additionally includes impurity self-energies, σˇimp, and external potentials, vˇext,
when we study charged Fermi liquids:
hˇ = ∆ˇmf + σˇimp + vˇext =

 hˆR hˆK
0ˆ hˆA

 , ∆ˇmf =

 ∆ˆmf 0ˆ
0ˆ ∆ˆmf

 , (2.4)
σˇimp =
(
σˆRimp σˆ
K
imp
0ˆ σˆAimp
)
, vˇext =

 eΦ1ˆ− ec vf ·Aτˆ3 0ˆ
0ˆ eΦ1ˆ− e
c
vf ·Aτˆ3

 . (2.5)
Here, 1ˇ and 1ˆ are unity matrices in Keldysh and Nambu-Gor’kov space, respectively. The
non-commutative folding product ⊗ is defined in appendix A, and τˆi, with i = 1, 2, 3, stands
for the Pauli matrices which act on particle-hole space. The self-energy for impurities with
concentration ci is given through the t-matrix tˇi:
σˇimp(pf ) =
N∑
i=1
ci tˇi(pf ,pf ) ,
tˇi(pf ,p
′
f) = uˆi(pf ,p
′
f )1ˇ + Nf
〈
uˆi(pf ,p
′′
f)1ˇ⊗ gˇ(p′′f)⊗ tˇi(p′′f ,p′f)
〉
p′′
f
. (2.6)
The impurity potentials uˇi are diagonal in Keldysh space. The external potentials are
given by the electrochemical potential, Φ, and the vector potential, A. The charge of an
electron, e, is chosen negative, and c denotes the speed of light. The brackets, 〈...〉, indicate
a Fermi-surface average which is explained in appendix A.
2.2 Nambu-Gor’kov structure
The elements of the Nambu-Gor’kov matrices describing the particle-hole nature of quasi-
particles are parameterized in the following way:
gˆK =
(
gK fK
−f˜K −g˜K
)
=

 σy gK0 σy + gK · σ
[
fKs + f
K
t · σ
]
iσy
−iσy
[
f˜Ks + f˜
K
t · σ
]
σy
[
g˜K0 − g˜K · σ
]
σy

 , (2.7)
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gˆR,A =
(
gR,A fR,A
f˜R,A g˜R,A
)
, hˆR,A =
(
ΣR,A ∆R,A
∆˜R,A Σ˜R,A
)
, hˆK =
(
ΣK ∆K
−∆˜K −Σ˜K
)
. (2.8)
Note that ∆R,A,K and ∆˜R,A,K do not stand for the order parameter exclusively, but the
off-diagonal part of the sum of self-energies. The matrix which describes the pairing energy
has the form
∆ˆmf =
(
0 ∆mf
∆˜mf 0
)
=
(
0 [∆s + ∆t · σ] iσy
iσy [∆
∗
s + ∆
∗
t · σ] 0
)
. (2.9)
All elements of the Nambu-Gor’kov matrices are in general 2 × 2 spin matrices. The
Keldysh propagator and the order-parameter matrix are further split up into scalar and
vector components to indicate singlet and triplet pairing in superconductors and helium,
respectively. The components of the vector σ are the Pauli matrices σx, σy, and σz which act
on spin space. The above parameterization introduces more matrix elements than needed as
symmetries relating them are not used. But for clarifying the structure of, e.g., the Riccati
equations, which are introduced below, it is advantageous not to restrict the notation to
a minimum number of independent parameters. The relations connecting Nambu-Gor’kov
matrix elements result from particle-hole and time-reversal symmetry. They are given by
Serene et al. [20]. With the sign convention chosen above, the relation x˜(R,pf , , t) =
x∗(R,−pf ,−, t) holds for any spin matrix x defined in eqs. (2.7) to (2.9).
2.3 Self-consistency equations
The quasiclassical equations have to be supplemented by the self-consistency equations for
the order parameter. They are given by
∆s(R,pf , t) = Nf
c∫
−c
d
4pii
〈
Vs(pf ,p
′
f )f
K
s (R,p
′
f , , t)
〉
p′
f
(2.10)
for singlet pairing and by
∆t(R,pf , t) = Nf
c∫
−c
d
4pii
〈
Vt(pf ,p
′
f )f
K
t (R,p
′
f , , t)
〉
p′
f
(2.11)
for triplet pairing.
The pairing interaction, Vs(t)(pf ,p
′
f), cannot be calculated within the Fermi-liquid theory
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but has to be determined by experiments. The energy integrals in eqs. (2.10) and (2.11)
have a logarithmic divergence and therefore have to be limited to a finite cutoff energy, c.
The cutoff is a purely technical parameter which has no influence on physical quantities. It
can be eliminated in favour of a reference system as, e.g., the zero-temperature limit (see
eq. (4.9)) or the transition temperature. In numerical calculations the cutoff was eliminated
using the solution of the corresponding homogeneous system. The details of this method
are described by Eschrig [26].
2.4 Physical quantities
The low-energy contributions to physical quantities, which are responsible for temperature-
dependent effects, can be calculated by suitable traces over the Keldysh propagator. Addi-
tionally, there are temperature-independent high-energy contributions. Serene and Rainer
[20] have shown that the formula for a quantity M has the general form
M(R, t) = M0 + M1(Vext)(R, t) + Nf
∞∫
−∞
d
4pii
1
2
Tr4
〈
mˆ gˆK(R,pf , , t)
〉
pf
. (2.12)
Here, M0 is the high-energy part of the equilibrium value of M while M1 describes the
high-energy response which is linear in the external perturbation Vext. For some quantities
the high-energy terms can be calculated using very general properties like gauge or Galilean
invariance. The linear operator mˆ just chooses the proper combination of diagonal elements.
The main quantity of interest in this work, for both the study of a normal metal-supercon-
ductor contact as well as superflow through an orifice connecting two reservoirs of 3He, is
the particle current density which is solely determined by the low-energy contribution,
j(R, t) = Nf
∞∫
−∞
d
4pii
1
2
Tr4
〈
τˆ3 vf (R,pf , t) gˆ
K(R,pf , , t)
〉
pf
. (2.13)
Although metals screen charge fluctuations very effectively, the charge density proves to be
very important when the response of a superconductor to electromagnetic perturbations is
studied. It is calculated via
ρ(R, t) = ρ0(R, t)− 2eNfeΦ(R, t) + Nf
∞∫
−∞
d
4pii
1
2
Tr4
〈
e gˆK(R,pf , , t)
〉
pf
. (2.14)
The high-energy contributions consist here of the equilibrium electronic charge density,
ρ0(R, t), which is cancelled by the positive background in the metal, and the potential
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Φ(R, t) which includes the external perturbation as well as the response to the former.
The density of states, Nf , does not include the spin degree of freedom requiring an explicit
factor 2.
2.5 Matsubara representation
In thermal equilibrium retarded, advanced, and Keldysh propagators are connected by the
relation
gˆK = tanh

2kBTc
(
gˆR − gˆA
)
. (2.15)
The retarded (advanced) propagator is analytic in the upper (lower) complex energy plane.
The integrals in eqs. (2.10), (2.11), or (2.12) can then be evaluated by a contour integration
and replaced by a sum over the poles of the Fermi distribution function:
Nf
∞∫
−∞
d
4pii
1
2
Tr4
〈
mˆ gˆK(R,pf , )
〉
pf
= NfkBT
∞∑
n=−∞
1
2
Tr4
〈
mˆ gˆM(R,pf , n)
〉
pf
. (2.16)
The energies n = (2n+1)pikBT are called Matsubara energies. The Matsubara propagator
is defined by retarded and advanced functions according to
gˆM(R,pf , n) =
{
gˆR(R,pf , in) for n > 0
gˆA(R,pf , in) for n < 0
. (2.17)
The transport equation and the self-energies in Matsubara representation are defined in
analogy to the equation above. Instead of awkward integrals over the BCS singularities,
which require a dense energy grid, the Matsubara technique needs only few evaluations
of the propagator as typical sums converge rapidly. A further advantage for numerical
calculations is that imaginary energies guarantee smooth functions, oscillatory solutions
typical of real energies beyond the gap edge are avoided.
2.6 Riccati parameterization
An inconvenient property of the matrix transport equation (2.2), especially for numerical
calculations, is that it possesses fundamental, exponentially decaying and exploding, un-
physical solutions. The physical solution is then given by a commutator of these and the
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normalization condition [27]. A considerable simplification of the quasiclassical equations
can be achieved by parameterizing the Green’s functions by a set of spin matrices, named
Riccati amplitudes [25, 28–32]. Although this transformation leads to nonlinear instead of
linear equations, it is favourable as the equations are easy to handle and stable if solved
in the correct direction. Furthermore, normalization is, by construction, automatically
satisfied. The parameterization chosen here reads:
gˆR,A = ∓ipi NˆR,A ⊗


(
1 + γR,A ⊗ γ˜R,A
)
2γR,A
−2γ˜R,A −
(
1 + γ˜R,A ⊗ γR,A
)

 , (2.18)
gˆK = −2pii NˆR ⊗


(
xK − γR ⊗ x˜K ⊗ γ˜A
)
−
(
γR ⊗ x˜K − xK ⊗ γA
)
−
(
γ˜R ⊗ xK − x˜K ⊗ γ˜A
) (
x˜K − γ˜R ⊗ xK ⊗ γA
)

⊗ NˆA. (2.19)
Normalization is guaranteed by the matrices
NˆR,A =


(
1− γR,A ⊗ γ˜R,A
)−1
0
0 −
(
1− γ˜R,A ⊗ γR,A
)−1

 . (2.20)
With this parameterization the transport equation transforms into six Riccati-type equa-
tions:
ih¯vf ·∇γR,A + 2γR,A = γR,A ⊗ ∆˜R,A ⊗ γR,A + ΣR,A ⊗ γR,A − γR,A ⊗ Σ˜R,A −∆R,A, (2.21)
ih¯vf ·∇γ˜R,A − 2γ˜R,A = γ˜R,A ⊗∆R,A ⊗ γ˜R,A + Σ˜R,A ⊗ γ˜R,A − γ˜R,A ⊗ ΣR,A − ∆˜R,A, (2.22)
ih¯vf ·∇xK + ih¯∂txK +
(
−γR ⊗ ∆˜R − ΣR
)
⊗ xK + xK ⊗
(
−∆A ⊗ γ˜A + ΣA
)
=
−γR ⊗ Σ˜K ⊗ γ˜A + ∆K ⊗ γ˜A + γR ⊗ ∆˜K − ΣK ,
(2.23)
ih¯vf ·∇x˜K − ih¯∂tx˜K +
(
−γ˜R ⊗∆R − Σ˜R
)
⊗ x˜K + x˜K ⊗
(
−∆˜A ⊗ γA + Σ˜A
)
=
−γ˜R ⊗ ΣK ⊗ γA + ∆˜K ⊗ γA + γ˜R ⊗∆K − Σ˜K .
(2.24)
While the linear transport equation (2.2) is a boundary value problem, the eqs. (2.21) to
(2.24) are initial value problems. If supplemented with the correct initial value, the Riccati
equations for γR, γ˜A, and xK are stable in positive vf direction whereas those for γ˜
R, γA,
and x˜K are stable in opposite direction. Thus, for the first (second) group of functions
the value at the “beginning”(“end”) of a given trajectory must be known. Usually, these
points are in the bulk where the initial values are well known. Even if this is not the case,
it is sufficient to start with an approximate solution a few coherence lengths away from the
point where the solution is needed. Any error in the initial value will decay exponentially
provided that the initial value is not completely off.
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Optical conductivity of NS contacts
3.1 Introduction
In the early 70s experiments on the electric resistance of normal metal superconducting
metal contacts showed that an electric field penetrates into the superconductor when a cur-
rent flows through the contact [33–36]. Rieger et al. [37] studied the contact resistance near
the transition temperature using a time-dependent Ginzburg-Landau equation. Pippard et
al. [33] argued that the resistance results from quasiparticles injected from the normal layer
with energies above the gap. Inelastic scattering reestablishes the equilibrium distribution
of quasiparticles and hence determines the penetration depth of the electric field. The ef-
fect is strongest near the transition temperature when the energy gap for excitations in the
superconductor is small compared to the thermal energy kBTc and the majority of injected
quasiparticles penetrates into the superconductor. At low temperature Andreev reflection
[14] becomes increasingly important as it reduces the fraction of quasiparticles which can
penetrate into the superconductor considerably and, consequently, also the extra resistance.
Particle-like excitations with energies below the gap are converted into hole-like excitations
with reversed velocity and vice versa. Above the gap the portion of quasiparticles which are
Andreev reflected decreases with increasing distance from the Fermi surface. This reflec-
tion takes place within a few coherence lengths of the contact which is much shorter than
the mean free path for inelastic scattering in the materials studied experimentally. Hence,
Andreev reflection reduces the extra resistance of the contact.
A first quantitative analysis of the ideas just described was given by Tinkham and Clarke
[38] and in more detail by Tinkham [39] for tunnel junctions. They calculated the relaxation
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time for the imbalance between hole-like and particle-like branches in the superconductor
produced by quasiparticle injection and related that relaxation time to the potential drop
measured in experiments.
A microscopic theory based on Green‘s functions was developed by Schmid and Scho¨n [40]
and applied or extended by many authors [41–45]. In contrast to the two-fluid model used by
Pippard et al. [33], which distinguishes between a quasiparticle current and a supercurrent,
there is no such decomposition in the microscopic theory. This difference leads to various
definitions of relaxation times for branch-imbalance responsible for the contact resistance.
The conceptional differences of the approaches were discussed by Clarke et al. [46].
For small ballistic contacts Blonder et al. [47] combined the semiconductor tunnelling model
with the Bogolubov equations to describe the branch-imbalance induced by an injected
current. Via a barrier of variable strength they were able to cover the whole range from
tunnelling to metallic contacts.
All articles cited above have in common that the nonequilibrium in the superconductor is
caused by a steady injection of a current. In contrast to this we shall now examine the
response of the contact to a time-dependent electric field with frequencies comparable to
the energy gap in the density of states. The method for tackling this problem was developed
by Eschrig [26] and applied by him and Marquardt [48] to the case of an isolated vortex.
Self-consistency being essential for charge conservation, an integro-differential equation for
six functions coupled via the order parameter, the electrochemical potential, and the self-
energies for elastic impurity scattering has to be solved - a problem too big at the time when
NS contacts were studied originally but now accessible by standard personal computers.
3.2 Model
The interfaces between different metals are assumed to be infinite planes parallel to the
xy−plane. With the electric field applied perpendicular to the interfaces, the problem is
one-dimensional in the space coordinates. The interfaces are fully transparent as we are
interested in the case with maximal coupling between the metals. The metals are chosen
identical apart from the coupling constant, i.e. the superconducting transition temperature,
and the impurity mean free path. These material parameters change either abruptly at the
interfaces or smoothly like a hyperbolic tangent over typically a few coherence lengths. The
Fermi surface is cylindrical. An extension to a spherical Fermi surface is straightforward.
The same trajectories have to be calculated, only the angular averaging has to be changed.
This will affect the length scale for spatial variations but does not change results qualita-
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tively. The pairing symmetry always corresponds to s-wave pairing. For d-wave symmetry
the conductivity is anisotropic requiring the orientation of the Fermi surface with respect
to the field as additional parameter.
In this chapter only isotropic impurity scattering is considered which is characterised by
a dimensionless scattering cross section, σ, and a lifetime or inverse scattering rate, τ(z).
These parameters are defined through
σ =
(piNfu)
2
1 + (piNfu)
2 and
1
τ(z)
= 2c(z)u
piNfu
1 + (piNfu)
2 . (3.1)
The scatterers are, for simplicity, limited to a single species with scattering potential u and
spatially varying concentration c(z). The impurity self-energy is then given by the solution
of the t-matrix equation (2.6). The lifetime corresponds to a mean free path l = vfτ which
equals the zero-temperature coherence length, ξ0, for τ = h¯/(2pikBTc). This intermediate
regime between clean and dirty limit, where the full theory is needed, will be examined in
the subsequent sections.
3.3 NS contacts in equilibrium
Before investigating the dynamics, the equilibrium state of a normal metal superconduct-
ing metal contact is studied as the equilibrium quasiclassical propagator determines the
coefficients of the linear response equations and, hence, contains already all information
for small perturbations from equilibrium. Some (qualitative and quantitative) equilibrium
properties for non-homogeneous superconductors are reviewed below.
3.3.1 Order-parameter profile
The linear response properties strongly depend on the coupling between the normal metal
and the superconducting metal. A surface with non-ideal transmittance decreases this
coupling. The effect of a finite reflectivity on the order parameter in equilibrium is shown
in fig. 3.1. With increasing reflectivity the suppression of the order parameter becomes
smaller until the superconductor is completely decoupled from the normal metal and reaches
its bulk value. In this work the focus lies on the effect which the proximity of normal and
superconducting metals has on the electric conductivity. In the following all calculations will
be restricted to ideally transparent interfaces. For studying the effect of rough or specularly
reflecting interfaces, it is again advantageous to formulate the boundary conditions in terms
13
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Figure 3.1: Order parameter for a contact between a normal metal and a superconducting metal
for T = 0.3 Tc and σ = 0. The graph on the left shows the dependence on the mean free path for
elastic impurity scattering. A short mean free path reduces the coherence length and results in a
steeper profile of the order parameter. The curves correspond to the clean limit (solid line), l = ξ0
(dashed line), and l = 0.2 ξ0 (dashed-dotted line). On the right, the dependence of the order
parameter on the reflectivity, R, is plotted for R = 0, 0.5, and 1 (solid, dashed, and dashed-dotted
line, respectively).
of Riccati amplitudes which naturally separate incoming and outgoing trajectories [25]. In
contrast, the full matrix propagators always carry information prior to and after hitting the
interface leading to far more complicated, non-linear equations with unphysical, spurious
solutions [49]. For further references on boundary models also see section 4.5.
3.3.2 Impurity-induced proximity effect and minigap
Impurity scattering does not only influence the order-parameter profile (see fig. 3.1) but
is especially important for a change in the density of states in a normal metal in contact
with a superconductor. The density of states on the normal side of a NS contact will be
unchanged by the proximity to a superconductor if the self-consistency of the impurity self-
energy is not taken into account (unless there exists a non-vanishing coupling constant in
the normal metal). Consequently, a clean normal metal shows no sign of a proximity effect.
This changes when particle-hole coherence is induced in the normal metal by impurity self-
energies which cause states to be shifted away from the Fermi level. Figure 3.2 demonstrates
the effect of a finite mean free path on the density of states in a NS contact. In contrast
to the normal metal, the superconductor is already affected by the contact without self-
consistency. At the interface itself the density of states equals the constant normal density
14
3.3. NS CONTACTS IN EQUILIBRIUM
  	 













ff


ff
ff
fi




flffi !	" #
$
%&
'(
$)
*+,-
.
,
.
+
.
*
./.0
,ff1
,ff2
,
/
,ff+
,ff-
1
2
/
+
-
Figure 3.2: Density of states for a NS structure for T = 0.3 Tc, l = ξ0, and σ = 10−3. The
curves correspond to different positions in the structure, from bulk normal metal in the front
towards homogeneous superconductor in the back. The dashed line displays the density of states
at the interface. The graph on the left shows the result without self-consistency for the impurity
self-energies. The density of states in the normal metal is unchanged while in the superconductor
it is already altered by the proximity of the interface. The proximity effect in the normal metal
only appears if the impurities are treated self-consistently which is shown in the right graph. Each
curve starts at zero energy, with an additional vertical and horizontal offset.
of states although the order parameter does not vanish at low temperatures. Obviously,
self-consistent impurity self-energies have to be achieved. The modification in the density
of state in NS contacts was experimentally shown by Gue´ron et al. [50].
Apart from a mediation by impurities, particle-hole coherence in the normal metal can also
be caused by a non-vanishing coupling constant. A self-consistent calculation of the order
parameter then results in an order parameter induced in the normal metal which in turn
changes the density of states.
A gap in the density of states of a normal metal can be induced by a superconductor not
only if there is finite coupling in the metal, but already if impurities are present. Belzig et
al. [51, 52] showed that a thin layer of normal metal on top of a superconductor develops a
minigap in the dirty limit. The minigap decreases with increasing normal metal thickness
and with increasing impurity lifetime. The size of the gap is constant throughout the whole
layer, but the shape of the density of states changes with the distance from the interface.
An equivalent geometry is a SNS structure. Figure 3.3 shows that a minigap already de-
velops for an intermediate impurity lifetime, l = ξ0, far from the dirty limit studied by
the Usadel equations [16]. As in the dirty limit, the size of the minigap is independent
of position, but the shape of the density of states varies in space. Similar results were
published by Volkov et al. [53, 54], Golubov et al. [55, 56], and McMillan [57]. In the
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Figure 3.3: Density of states for a SNS structure for T = 0.3 Tc, l = ξ0, and σ = 10−3. The
thickness of the normal metal is ξ0. The curves in the left graph correspond to different positions,
from the centre of the normal metal for the curve in the front towards the bulk superconductor in
the back of the graph. The dashed line shows the density of states at the interface. The impurity-
induced proximity effect results in a minigap in the normal metal at the Fermi energy. Each curve
starts at zero energy, with an additional vertical and horizontal offset. The graph on the right
shows the density of states for three positions within the sandwich: the centre of the structure
(solid line), the SN interface (dashed line), and far inside the superconductor (dotted-dashed line).
The minigap is constant throughout the normal region.
clean limit, however, no gap in the excitation spectrum appears for arbitrary thickness of
the normal layer. The situation is again different for a non-vanishing coupling constant in
the normal layer which results in a gap in the density of states for any strength of cou-
pling. These effects were already found by Saint-James [58] using the Bogolubov equations.
3.4 Linear response
3.4.1 Linearised quasiclassical equations
We are interested in the response of a superconductor to an external electromagnetic field.
For sufficiently small perturbations this response can be studied by expanding the Green’s
functions and the self-energies up to linear order:
gˇ = gˇ0 + δgˇ , ∆ˇ = ∆ˇ0 + δ∆ˇ , σˇ = σˇ0 + δσˇ. (3.2)
16
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The transport equation (2.2) and the normalization condition (2.3) read in linear order:[
ˇ− hˇ0, δgˇ
]
⊗ + ih¯vf ·∇δgˇ =
[
δhˇ, gˇ0
]
⊗ , δgˇ ⊗ gˇ0 + gˇ0 ⊗ δgˇ = 0ˇ . (3.3)
In this form retarded, advanced, and Keldysh Green‘s functions are coupled even for given
self-energies. By introducing the anomalous Green’s function and self-energy,
δgˆa = δgˆK − δgˆR ⊗ F + F ⊗ δgˆA , (3.4)
δhˆa = δhˆK − δhˆR ⊗ F + F ⊗ δhˆA , δhˆK = δσˆKimp , F = tanh

2kBT
, (3.5)
both the transport equation as well as the normalization condition split up in three decou-
pled equations of the form:[
τˆ3 − hˆ0, δgˆ
]
⊗ + ih¯vf ·∇δgˆ =
[
δhˆ, gˆ0
]
⊗ (3.6)
and
δgˆ ⊗ gˆ0 + gˆ0 ⊗ δgˆ = 0ˆ , (3.7)
respectively. Above, the indices R, A, and a of the response functions have been dropped.
Further, the retarded (advanced) equilibrium quantities must be chosen in the equations for
the retarded (advanced) Green’s functions and when they are multiplied by an anomalous
function from the right (left). The full time-dependent quantities do not appear in the
equations below. The index “0” indicating equilibrium can therefore be dropped for brevity.
For numerical calculations it is again advantageous to use the corresponding linearised
Riccati equations. The expansion of the retarded and advanced Green’s functions (2.18)
then reads
δgˆR,A = ∓2pii NˆR,A+

(
δγR,A γ˜R,A− + γ
R,A
+ δγ˜
R,A
) (
δγR,A + γR,A+ δγ˜
R,A γR,A−
)
−
(
δγ˜R,A + γ˜R,A+ δγ
R,A γ˜R,A−
)
−
(
δγ˜R,A γR,A− + γ˜
R,A
+ δγ
R,A
)

 NˆR,A− . (3.8)
The anomalous response function is parameterized by
δgˆa = −2pii NˆR+


(
δxa − γR+ δx˜a γ˜A−
)
−
(
γR+ δx˜
a − δxa γA−
)
−
(
γ˜R+ δx
a − δx˜a γ˜A−
) (
δx˜a − γ˜R+ δxa γA−
)

 NˆA− . (3.9)
The elements of the Nambu-Gor’kov matrices δhˆ are defined as follows:
δhˆR,A =
(
δΣR,A δ∆R,A
δ∆˜R,A δΣ˜R,A
)
, δhˆa =
(
δΣa δ∆a
−δ∆˜a −δΣ˜a
)
. (3.10)
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As we want to study the linear response for a fixed external frequency, the functions in the
equations (3.8) and (3.9) have been Fourier transformed with respect to the time argument.
The folding product (see appendix A) then simplifies to a matrix multiplication with an
additional shift of the energy variable of the equilibrium quantities by ± h¯ω/2. This shift
is indicated by the indices “+” and “−”. The linear equations determining the Riccati
matrices were derived by Eschrig [25, 26]. They are given by:
ih¯vf ·∇δγR,A + 2 δγR,A −
(
γR,A ∆˜R,A + ΣR,A
)
+
δγR,A − δγR,A
(
∆˜R,A γR,A − Σ˜R,A
)
−
= γR,A+ δ∆˜
R,A γR,A− + δΣ
R,A γR,A− − γR,A+ δΣ˜R,A − δ∆R,A , (3.11)
ih¯vf ·∇δγ˜R,A − 2 δγ˜R,A −
(
γ˜R,A ∆R,A + Σ˜R,A
)
+
δγ˜R,A − δγ˜R,A
(
∆R,A γ˜R,A − ΣR,A
)
−
= γ˜R,A+ δ∆
R,A γ˜R,A− + δΣ˜
R,A γ˜R,A− − γ˜R,A+ δΣR,A − δ∆˜R,A , (3.12)
ih¯vf ·∇δxa + h¯ω δxa −
(
γR ∆˜R + ΣR
)
+
δxa − δxa
(
∆A γ˜A − ΣA
)
−
= −γR+ δΣ˜a γ˜A− + δ∆a γ˜A− + γR+ δ∆˜a − δΣa ,
(3.13)
ih¯vf ·∇δx˜a − h¯ω δx˜a −
(
γ˜R ∆R + Σ˜R
)
+
δx˜a − δx˜a
(
∆˜A γA − Σ˜A
)
−
= −γ˜R+ δΣa γA− + δ∆˜a γA− + γ˜R+ δ∆a − δΣ˜a .
(3.14)
These linear equations have the same stability properties as the full equations, i.e. δγR, δγ˜A,
and δxa are stable in vf direction, while δγ˜
R, δγA, and δx˜a have to be solved in opposite
direction.
These equations have to be supplemented by the self-energy equations in linear response.
The corrections for the t-matrices are
δtˆR,A(pf ,p
′
f) = Nf
〈
tˆR,A+ (pf ,p
′′
f) δgˆ
R,A(p′′f ) tˆ
R,A
− (p
′′
f ,p
′
f)
〉
p′′
f
(3.15)
and
δtˆa(pf ,p
′
f) = Nf
〈
tˆR+(pf ,p
′′
f) δgˆ
a(p′′f ) tˆ
A
−(p
′′
f ,p
′
f )
〉
p′′
f
. (3.16)
The response of the order parameter is calculated via
δ∆ˆmf (pf) = Nf
∫ +c
−c
d
4pii
〈
V (pf ,p
′
f )δfˆ
K(p′f)
〉
p′
f
. (3.17)
Here, δfˆK stands for the off-diagonal part of the Keldysh response.
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3.4.2 Local charge neutrality
The condition of charge neutrality leads to a self-consistency equation for the electrochem-
ical potential which reads
eδΦ =
∫ d
4pii
1
4
Tr4
〈
δgˆK(pf)
〉
pf
. (3.18)
Eschrig [26] derived eq. (3.18), which is valid in leading order of the expansion parameter of
Fermi-liquid theory, by applying an order-of-magnitude analysis to the Maxwell equations.
3.4.3 Analytic solution for homogeneous equilibrium
In general, the quasiclassical linear response equations have to be solved numerically. How-
ever, for systems with spatially homogeneous equilibrium analytical expressions can be
achieved which can serve as a good starting point for iterating the self-consistency equations.
An example of such a homogeneous system is a s-wave superconductor with a piecewise con-
stant impurity lifetime characterising isotropic impurity scattering. As a consequence of
the normalization condition (2.3), the quasiclassical propagator is independent of the space
coordinate. The procedure described below then results in an expression which guarantees
charge conservation and even charge neutrality. For systems with non-homogeneous equi-
librium, e.g. a SNS contact, the analytical expression is a good starting point far away from
the inhomogeneity. In one-dimensional systems charge conservation causes corrections to
the self-energies in linear response even in regions with homogeneous equilibrium. This is
the main reason why the partly analytical treatment is useful.
Let us consider a homogeneous s-wave superconductor with an isotropic impurity scattering,
characterised by the lifetime τ . The equilibrium Green’s functions and self-energies then
read
gˆR,A() = −pi τˆ3 − ∆ˆ√
|∆|2 − (± iη)2
, σˆR,A() =
1
2piτ
(√
1− σ pi
σ
1ˆ + gˆR,A()
)
. (3.19)
In the following, the self-energy term proportional to the unity matrix will be dropped as it
commutes with the propagators for an energy-independent, dimensionless scattering cross
section, σ, which we will assume here. In this case the commutator on the left hand side
of eq. (3.6) can easily be calculated using the normalization condition (3.7):
[
τˆ3 − hˆ, δgˆ
]
⊗ = C gˆ ⊗ δgˆ =
{
CR,A gˆR,A+ δgˆ
R,A
Ca gˆR+ δgˆ
a = −Ca δgˆa gˆA−
, (3.20)
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with
CR,A =
−1
pi
(√
|∆|2 − ( + h¯ω/2± iη)2 +
√
|∆|2 − (− h¯ω/2± iη)2 + h¯
τ
)
(3.21)
and
Ca =
−1
pi
(√
|∆|2 − ( + h¯ω/2 + iη)2 +
√
|∆|2 − (− h¯ω/2− iη)2 + h¯
τ
)
. (3.22)
For evaluating the folding product a harmonic time dependence of the external perturbation
with frequency ω is assumed. The effect of the product is then a shift in the energy argument
of the equilibrium quantity by ± h¯ω/2, i.e. for any equilibrium quantity Aˆ and response
δXˆ the folding product can be simplified as follows:
Aˆ()⊗ δXˆ = Aˆ( + h¯ω/2) δXˆ =: Aˆ+ δXˆ ,
δXˆ ⊗ Aˆ() = δXˆ Aˆ(− h¯ω/2) =: δXˆ Aˆ− .
(3.23)
Below, we intensively use the abbreviations
{
δXˆ
}
gˆ
=
1
pi2
gˆ+ δXˆ gˆ− + δXˆ and
[
δXˆ
]
gˆ
= δXˆ gˆ− − gˆ+ δXˆ . (3.24)
The symbols just introduced obey the relations
gˆ+
[
δXˆ
]
gˆ
= pi2
{
δXˆ
}
gˆ
= −
[
δXˆ
]
gˆ
gˆ− and gˆ+
{
δXˆ
}
gˆ
= −
[
δXˆ
]
gˆ
= −
{
δXˆ
}
gˆ
gˆ− . (3.25)
When a spatially constant electric field is now applied, we expect a constant linear response.
For a contact of two metals with different bulk conductivities a constant current, which is
required by charge conservation and charge neutrality, can only be achieved if the response
is such that an additional electric field is induced. This corresponds to an electrochemical
potential with a constant slope. Thus, we search for a solution of the form:
δgˆ = δgˆ0 + δgˆ1 z , δhˆ = δhˆ0 + δhˆ1 z . (3.26)
The transport equations then transform into
C gˆ+ δgˆ0 + ih¯vf cos ϑ δgˆ1 = δhˆ0 gˆ− − gˆ+ δhˆ0 =
[
δhˆ0
]
gˆ
(3.27)
and
C gˆ+ δgˆ1 = δhˆ1 gˆ− − gˆ+ δhˆ1 =
[
δhˆ1
]
gˆ
. (3.28)
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Multiplying by gˆ+ leads to
δgˆ1 =
−1
C
{
δhˆ1
}
gˆ
(3.29)
and
δgˆ0 =
−1
C
{
δhˆ0
}
gˆ
+
ih¯vf cos ϑ
C2pi2
[
δhˆ1
]
gˆ
. (3.30)
As the functions δhˆi themselves depend on δgˆ, we have not yet achieved a closed solution. In
the subsequent steps, the self-consistency conditions have to be implemented in eqs. (3.29)
and (3.30). The simplest self-consistency is that for the impurity self-energies as they do
not couple different energies. Additionally, they do not couple retarded, advanced, and
anomalous functions. The right hand side of eq. (3.29) does not depend on the angle ϑ
between the external field and a given trajectory because δhˆ1 contains only terms which
are averaged over the Fermi surface. Hence, the spatially linear part of δgˆ is independent
of the trajectory. As a consequence, the corresponding impurity self-energy is proportional
to δgˆ1. Equation (3.29) then simplifies using the normalization condition (3.7):
δσˆ1 =
1
2piτ
δgˆ1 , δgˆ1 =
1
D
{δvˆ1}gˆ , (3.31)
with
D = −C − h¯
piτ
, δvˆ1 = δhˆ1 − δσˆ1 . (3.32)
Equation (3.30) is now averaged over the Fermi surface to eliminate the spatially constant
part of the impurity self-energy. The second term and the contribution of the external
perturbation then vanish and the impurity self-energies are expressed through the elec-
trochemical potential and the order parameter. Equation (3.30) can then be simplified
to
δgˆ0 =
−1
C
{δvˆext}gˆ +
1
D
{δvˆ0}gˆ +
ih¯vf cos ϑ
CDpi2
[δvˆ1]gˆ , (3.33)
δvˆR,Aext =
−e
c
vf δA cos ϑ τˆ3 , δvˆ
a
ext = (F+ − F−) δvˆR,Aext . (3.34)
The expressions δvˆ0,1 contain the order-parameter response as well as the electrochemical
potential. The calculation of these involves an energy integral of suitable traces of the
Keldysh response function. Thus, δvˆ0,1 not only couple the three types of functions but
also all energies. The Keldysh response is given by the following formulae:
δgˆK = F− δgˆR − F+ δgˆA + δgˆa = δgˆK0 + δgˆK1 z , (3.35)
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δgˆK0 = F−
{
−1
CR
{
δvˆRext
}
gˆ
+ 1
DR
{
δvˆR0
}
gˆ
+
ih¯vf cos ϑ
pi2CRDR
[
vˆR1
]
gˆ
}
− F+
{
−1
CA
{
δvˆAext
}
gˆ
+ 1
DA
{
δvˆA0
}
gˆ
+
ih¯vf cos ϑ
pi2CADA
[
vˆA1
]
gˆ
}
+
{
−1
Ca
{δvˆaext}gˆ + −1Da {δvˆa0}gˆ +
ih¯vf cos ϑ
pi2CaDa
[vˆa1 ]gˆ
}
,
δgˆK1 = F−
1
DR
{
δvˆR1
}
gˆ
− F+ 1DA
{
δvˆA1
}
gˆ
+ 1
Da
{δvˆa1}gˆ ,
(3.36)
δvˆR,Ai = δ∆ˆi + eδΦˆi , δvˆ
a
i = (F+ − F−) δvˆR,Ai , i = 0, 1 . (3.37)
These equations have to be supplemented by the self-consistency equations
δ∆ˆ = Nf
∫ c
c
d
4pii
〈
V δfˆK
〉
pf
and eδΦˆ = eδΦ1ˆ = 1ˆ
∫
d
4pii
1
2
Tr
〈
δgˆK
〉
pf
. (3.38)
Equations (3.35) to (3.38) correspond to an eigenvalue problem of the form
(
eδΦˆ
δ∆ˆ
)
= M
(
eδΦˆ
δ∆ˆ
)
. (3.39)
The elements of the matrix M are given by the integrals in eq. (3.38) and were evaluated
numerically. The solution of this linear equation fixes δ∆ˆ when eδΦˆ is chosen. The electro-
chemical potential itself is then determined by requiring continuity and charge conservation.
For a metal with constant coupling constant and piecewise constant impurity lifetime this
leads to the exact result for the electrochemical potential. The propagator itself, however,
has additional, exponentially decaying contributions which ensure continuity of the propa-
gator at the inhomogeneities and a smooth change in the spectral current density. These
have to be calculated numerically. If the coupling constant also varies, e.g. in a NSN con-
tact, then the equilibrium Green’s functions are not homogeneous near the contacts and
a full numerical calculation is already needed for the electrochemical potential. However,
by ignoring the changes near the contacts the procedure described above provides a good
guess as starting point for the iteration of the self-energies which already guarantees charge
conservation and charge neutrality at distances of a few coherence lengths from the con-
tacts.
In the case of a vanishing coupling constant, i.e. a normal metal, the equations simplify
drastically. The eigenvalue problem (3.39) reduces to an identity, i.e. holds automatically
for any value of the electrochemical potential. Matching the currents for a system consist-
ing of two wires with different resistivities then leads to the simple result already given by
Ohm’s law and the continuity equation, i.e. a jump of the electric field at the contact. This
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Figure 3.4: Frequency-dependent conductivity for a homogeneous superconductor (dashed lines)
and a normal metal (solid lines) at T = 0.3 Tc. The curves are normalised by the static Drude
conductivity. In the superconductor, the reactive part of the conductivity diverges for low fre-
quency and significant dissipation only starts for ω = 2 ∆. On the left graph the impurity mean
free path equals the coherence length while on the right l = 10 ξ0.
discontinuity corresponds to charges bound to an atomic neighbourhood of the contacts.
Although these length scales are not accessible for the quasiclassical theory, the surface
charges are correctly taken into account as the theory is a conserving approximation up to
first order in the expansion parameters.
In addition to the surface charges there are charges spread over the contact region with the
coherence length and the impurity mean free path as the characteristic length scales for
any system with non-homogeneous equilibrium Green’s functions. To study these problems
the full theory is needed and will be applied in the succeeding section. Remarkably, Ohm’s
law, charge conservation, and charge neutrality already suffices for calculating the current
for any one-dimensional series like SNS, NSN, etc..
3.5 Numerical results
The externally applied field has the form δEext(t) = δEexte−iωtez. With E = −1c ∂A∂t the
perturbation in eq. (2.5) reads
δvˆext(t) =
e vf · δEext(t)
−iω τˆ3 . (3.40)
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Figure 3.5: Electrochemical potential, δΦ(ω, z), in a NSN structure. The thickness of the super-
conducting film is 4pi ξ0, lN = ξ0 = 0.5 lS , and T = 0.3 Tc. The discontinuous impurity lifetime
leads to a kink in the electrochemical potential at the interfaces (at z = ± 2pi ξ0). On the left
the in-phase component is plotted for frequencies ω/∆ = 0.28, 0.57, 1.1, 1.7, 2.0, 2.3, and 5.7
(bottom to top at z = −10 ξ0). The right plot shows the out-of-phase component for frequencies
as indicated by the symbols defined in the first plot.
The calculations are performed for the Fourier transformed quantities which favours the
complex external field in eq. (3.40). For the discussion below we take the real part of this
field, δEext cos ωt. The real part of the response functions δX(ω) then gives the component
which is in phase with the external perturbation while the imaginary part describes the
component which is delayed by pi/2 having the time dependence sin ωt. Note that in the
rest of this chapter and the corresponding figures h¯ = 1.
3.5.1 Electrochemical potential and electric field
As a consequence of charge neutrality an electrochemical potential is built up in the systems
under study which in turn induces an internal electric field. The external and internal fields
are of same order of magnitude and sum up to the total electric field
Etot(t) = Eext(t)−∇δΦ(t) . (3.41)
Figure 3.5 shows the electrochemical potential for a superconductor sandwiched between
two identical metals for various frequencies. The superconducting film has a width dS =
4pi ξ0 which is thick enough to have little interference between the two NS interfaces. This
is the reason why the global shape looks very much like the one the analytical treatment
described above predicts, i.e. a constant gradient connecting the two plateaus in the normal
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Figure 3.6: Electrochemical potential drop,
∆Φ, in a NSN structure. The thickness of
the superconducting film is 4pi ξ0, lN = ξ0,
and T = 0.3 Tc. The potential drop which
would appear without any proximity effect is
subtracted. Thus, ∆Φ represents the drop at
the interfaces only. Solid lines belong to the
component which is in phase with the external
field, dashed lines to a time dependence sinωt.
Crosses indicate an impurity mean free path
lS = ξ0, squares correspond to lS = 2 ξ0. The
step in the impurity lifetime has little effect on
∆Φ.
electrodes. Near the interfaces, however, the detailed shape clearly differs from a ramp.
The kink directly at the interfaces is less pronounced. Instead of surface charges only, the
self-consistent solution needs both, charges localised atomically close to the interfaces and
charges spread over the whole contact. The charge bound to the interface is a consequence
of the discontinuity of the impurity mean free path and disappears if the change takes
place on a length scale accessible by the quasiclassical theory. The total charge is zero
as the structure, when seen from large distances, is equivalent to an uncharged capacitor.
As a measure for the effect the proximity of superconductor and normal metal has on the
dynamical behaviour one may take the height of the ramp reduced by the potential drop
calculated by neglecting the proximity effects:
∆Φ(ω) = δΦ(ω, z = ∞)− δΦ(ω, z = −∞)− −σN
σS
δEext dS . (3.42)
Here, σN and σS are the bulk conductivities of the normal metal and the superconductor,
respectively (see fig. 3.4). The frequency dependence of ∆Φ is shown in fig. 3.6.
In contrast to this global measure of the proximity effect, the local electric field gives in-
formation on spatial dependencies. Figure 3.9 shows the total electric field for a single
NS contact. The field varies slowly between the bulk values which are already given by
Ohm’s law and charge conservation. The fact that the field does not vanish deep inside the
superconductor for frequencies ω < 2 ∆ is due to the time-dependent current. Field and
current are 90◦ out of phase. The field only accelerates the current, no damping occurs (see
fig. 3.17). The spatial structures disappear for larger frequencies as the two electrodes are
then practically identical metals.
The situation is different if the impurity lifetime changes abruptly at an interface. This
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Figure 3.7: Total electric field, Etot(ω, z), in a NS contact. The change of the coupling constant
is smeared over one coherence length. The interface is positioned at z = 0. The impurity mean
free path is discontinuous at the interface, lN = ξ0 and lS = 2 ξ0 (Born limit), T = 0.3 Tc. The
legends indicate the value of ω/∆. The step in the impurity lifetime results in a discontinuity in
the total electric field which is due to surface charges localised at the interface. The left (right)
graph belongs to the component in phase (out of phase) with the external field.
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lines correspond to increasing distance from the interface on the superconducting side (top to
bottom at low frequencies), dotted lines stand for different positions inside the normal metal, and
solid lines belong to the fields far away from the interface. The left (right) graph belongs to the
component in phase (out of phase) with the external field.
26
3.5. NUMERICAL RESULTS
  
 
 
 
  	
 

	
 
 
 
  


ff

fi

fi


fi
ff
fi

fi

fl  

	fl  

fl  

ffi  
! "
! #
"  
# ffi	 
# "$
%	&'(
) *
+ ,
+ -
) * .
/
+
"#01$!#
2
!
2
$
2
1
2
0
2
"#
#3 0
#3 $
#
2
#3 $
2
#3 0
Figure 3.9: Total electric field, Etot(ω, z), in a NS contact. The change of the coupling constant
is smeared over one coherence length. The interface is positioned at z = 0. The impurity mean
free path, l (Born limit), equals the coherence length, ξ0, and T = 0.3 Tc. The legends indicate
the value of ω/∆. The left (right) graph belongs to the component in phase (out of phase) with
the external field.
results in a discontinuous total electric field which can be seen in fig. 3.7. The step is solely
caused by the impurities, the discontinuity of the order parameter does not produce such an
effect. This is demonstrated in figs. 3.10 and 3.11 where the field has sharp features at the
interfaces but is continuous everywhere if the impurity lifetime is smooth. The frequency
dependence of the field step is plotted in fig. 3.12. The self-consistent calculation results
in a smaller step when compared with the non-self-consistent one. Also, the sharp feature
at the gap edge ω = 2 ∆0 is smoothened. The figs. 3.7, 3.10, and 3.11 show a peak of
the electric field inside the superconductor which moves with frequency. The peak position
roughly follows the local gap edge ω = 2 ∆(z).
From figs. 3.7 to 3.11 it is apparent that on the side of the normal metal the characteris-
tic length scale for the electric field to relax to the bulk value substantially increases for
low frequencies. This is due to the fact that the energy shift ± ω/2 then connects equi-
librium states which can both lie near the Fermi level where the proximity effect of the
superconductor is strongest.
3.5.2 Minicharges
The extremely good screening in metals for frequencies well below the plasma frequency
leads to a very effective suppression of charge fluctuations, i.e. to local charge neutrality,
which in turn allows us to calculate the electrochemical potential via eq. (3.18). The laws
27
CHAPTER 3. OPTICAL CONDUCTIVITY OF NS CONTACTS
 
 
	 

	 
  

	








 

 


 ff
fi fl
fi ffi
 ff 
 
fi
!"!#"#
$
"
$
!#
$
!"
#&% '
#
$
#&% '
$
#&% (
$
!)% *
$
!)% +
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the field component ∼ sinωt. The symbols indicate frequencies as defined on the left.
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Figure 3.11: Total electric field, Etot(ω, z), in a NSN structure with discontinuous coupling con-
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∼ sinωt. The symbols indicate the frequencies as defined on the left.
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Figure 3.12: Discontinuity of the total electric field, ∆E tot(ω), at the interface of a NS contact.
The change in the coupling constant is smeared over one coherence length. The impurity mean
free path is discontinuous at the interface, lN = ξ0 and lS = 2 ξ0 (Born limit), T = 0.3 Tc.
The long-dashed line is the fully self-consistent solution, the solid line shows the solution without
any proximity effect, and the dashed curve corresponds to a NN contact with the same impurity
lifetimes. The left (right) graph belongs to the component in phase (out of phase) with the
external field.
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Figure 3.13: Induced charge density in a NS contact. The change in the coupling constant is
smeared over one coherence length. The interface is positioned at z = 0. The impurity mean
free path, lS = lN (Born limit), equals the coherence length, ξ0, and T = 0.3 Tc. The curves
correspond to ω/∆ = 1.7, 1.8, 2.0, 2.1, 2.3, and 5.7. For the component in phase with the external
field (left graph) the maxima decrease with increasing frequency. On the right: the component
∼ sinωt shows minima which increase with frequency.
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of electrodynamics then require a charge density
δρ = −∇2δΦ(r, t) . (3.43)
This is not in contradiction to charge neutrality just stated above. The electrochemical po-
tential is of first order in the expansion parameter of the Fermi-liquid theory. Quasiclassical
propagators vary on a scale given by the coherence length which is large when compared
with atomic length scales which means that derivatives are of order 1/ξ. Hence, the charge
densities defined in eq. (3.43) are of third order in the expansion parameters while the quasi-
classical theory takes only the leading order into account. However, the minicharges spread
over many coherence lengths and their contribution to the electric field can therefore not
be neglected, i.e. a self-consistent calculation of the electrochemical potential is necessary.
In fig. 3.13 the charge density for a NS contact with constant impurity lifetime is plotted.
The charge densities have strong peaks inside the superconductor while only little charge
is induced in the normal metal. The total charge localised near the contact is non-zero.
It is simply given by the difference of the bulk electric field on both sides of the contact.
The charging of the contact cannot be described in leading order Fermi-liquid theory which
predicts a spatially constant current which is of first order in the expansion parameter. But
this does not lead to an inconsistency as an inhomogeneity of the current in next to leading
order acting for a short time given by the plasma frequency already suffices to charge the
contact. Thus, the time dependence of this minicharge is clearly a higher order process,
but its effect is already correctly dealt with in leading order.
3.5.3 Dissipation
We define a local dissipation in the contact by the time averaged quantity
P (z, ω) =
∫ 2pi/ω
0
δj(t) · δEtot(z, t) dt . (3.44)
The proximity to a superconductor causes an increased dissipation in the normal metal
close to the interfaces for ω smaller than 2 ∆. Above the gap edge there is hardly any space
dependence in the normal metal (see figs. 3.14 to 3.18). At frequencies comparable with
the gap edge the peak in the local dissipation moves inside the superconductor for NS or
NSN structures until it finally disappears for ω much larger than 2 ∆.
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Figure 3.14: Local dissipation, P (ω, z), in a NSN structure with discontinuous coupling constant.
The thickness of the superconducting film is 4pi ξ0, l = ξ0 (Born limit), and T = 0.3 Tc. The
frequency dependence of the local dissipation is plotted in the graph on the left. The solid
lines show the local dissipation inside the superconducting film for increasing distances from the
interface (top to bottom at small frequencies). For the largest distances from the interfaces, i.e. at
the centre of the structure, the dissipation is close to that of a homogeneous superconductor for
ω < 2 ∆0 but substantially increased for larger frequencies. The dotted-dashed lines belong to
different positions inside the normal metal. The dashed (dotted) line corresponds to the dissipation
in a homogeneous normal metal (superconductor). The curves are normalised by the dissipation
of a normal metal at vanishing frequency, PN (0). On the right, the space dependence of the local
dissipation is shown. The contacts are at z = ± 2pi ξ0, the curves correspond to ω/∆ = 0.6,
1.7, 1.8, 2.0, 2.1, 2.3, and 5.7 (from bottom to top at z = 0). The curves are normalised by the
dissipation of a homogeneous normal metal, PN (ω).
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Figure 3.15: Local dissipation, P (ω, z), in a
SNS structure. The change in the coupling
constant is smeared over one coherence length.
The impurity mean free path, l (Born limit),
equals the coherence length, ξ0, the thickness of
the normal metal film is 4pi ξ0, and T = 0.3 Tc.
The contacts are at z = ± 2pi ξ0, the curves
correspond to ω/∆ = 1.1, 1.7, 1.8, 2.0, 2.1,
and 2.3 (from top to bottom at z = 0).
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Figure 3.16: Local dissipation, P (ω, z), in a NSN structure with discontinuous coupling constant
and impurity mean free path, lN = ξ0 and lS = 2 ξ0. The thickness of the superconducting film
is 4pi ξ0, T = 0.3 Tc. The left plot displays the frequency dependence of the local dissipation
for various positions in the superconductor (solid lines) and the normal metal (dashed-dotted
line). The dashed (dotted) line corresponds to the dissipation in a homogeneous normal metal
(superconductor). The second plot shows the space dependence of the local dissipation. The
contacts are at z = ± 2pi ξ0, the curves correspond to ω/∆ = 0.6, 1.7, 1.8, 2.0, 2.1, 2.3, and 5.7
(from bottom to top at z = 0).
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Figure 3.17: Local dissipation, P (ω, z), for a NS contact at z = 0. The change in the coupling
constant is smeared over one coherence length, l = ξ0 (Born limit), and T = 0.3 Tc. The fre-
quency dependence of the local dissipation is illustrated on the left. The solid lines display the
local dissipation inside the superconductor for increasing (from top to bottom at low frequencies)
distance from the interface. The dotted-dashed (dotted) line corresponds to the dissipation in the
normal metal (superconductor) without any proximity effect. The right graph shows the space
dependence of the local dissipation. The curves correspond to ω/∆ = 0.14, 1.7, 1.8, 2.0, 2.1, 2.3,
and 5.7 (from bottom to top at z = 5 ξ0).
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Figure 3.18: Local dissipation, P (ω, z), for a NS contact for the same parameters as in fig. 3.17,
but a discontinuous impurity mean free path at the interface, lN = ξ0 and lS = 2 ξ0. The
graph on the left illustrates the frequency dependence of the local dissipation. The solid lines
display the local dissipation inside the superconductor for increasing (from top to bottom at
low frequencies) distance from the interface, the dashed lines correspond to different positions
inside the normal metal. The dotted-dashed (dotted) line corresponds to the dissipation in the
normal metal (superconductor) without any proximity effect. The space dependence of the local
dissipation is shown on the right. The curves correspond to ω/∆ = 0.14, 1.1, 1.7, 2.0, 2.1, and 5.7
(from bottom to top at z = 5 ξ0). For ω = 1.1 ∆ there is a strong peak in the local dissipation of
the normal metal.
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Chapter 4
Weak links in superfluid 3He
4.1 Introduction
Since the prediction of coherent coupling between superconductors connected by a weak
link by Josephson [59] in 1962 there has been intensive work by both theoreticians and ex-
perimentalists on its fundamental principles and the applications in, e.g., superconducting
quantum interference devices (SQUIDs). A review on weak links in superconductors was,
e.g., written by Likharev [60]. The discovery of high-Tc superconductors has reinforced
activity on phase-sensitive phenomena like the Josephson effect to determine the uncon-
ventional pairing symmetry in these new materials. To the most spectacular belong the
tri-crystal experiments by Kirtley et al. [61, 62] which strongly support the dx2−y2 pair-
ing symmetry in cuprate superconductors. In analogy to superconductors, the quantum
liquids 4He and 3He were also expected to show dissipationless, phase-dependent current
flow between two reservoirs connected via small pores. Close to the transition temperature
Josephson predicted a sinusoidal current phase relation,
I(φ) = Ic sin φ, (4.1)
where φ is the difference of the macroscopic phases on both sides of the weak link. As
a requirement for observing this oscillatory current, the weak link (orifice in helium or
e.g. insulating layer in superconductors) must have characteristic dimensions comparable
to the coherence length. Eventually, this requirement is always met as the coherence length
diverges at Tc. However, close to the phase transition fluctuations may become too large
to observe the effect. Due to the small coherence lengths (ξ0 = 70 nm in
3He [63] and
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ξ0 = 0.15 nm in
4He [64], both at zero pressure) it needed considerable effort to confirm
this effect experimentally whereas in conventional superconductors this can be achieved by
standard methods of semiconductor technology. In 2001 the Josephson effect was observed
in the Bose condensate of 4He by Sukhatme et al. [65]. In the Fermi liquid 3He experimental
evidence was achieved by Avenel and Varoquaux [64, 66] more than ten years earlier.
Pereverzev et al. [67] showed that a whole array of weak links can be described by a single
one. Their weak link consisted of a 50 nm thick silicon nitrite membrane with a square
array of 65× 65 apertures separating two reservoirs of superfluid 3He. The spacing of the
pores was 3 µm, their diameter 100 nm each. Driving a second membrane by an applied
voltage a pressure difference, p(t), was created between the reservoirs. The analogue of the
ac Josephson effect describes the time evolution of the phase difference for a given pressure
difference through the equation [68]
h¯
∂φ(t)
∂t
= −µ(t) = −2m p(t)
ρ
. (4.2)
In eq. (4.2) µ stands for the difference in chemical potential, m for the atomic mass, and
ρ for the mass density. The factor two reflects the paired nature of the superfluid, similar
to the charge 2e for a Cooper pair in superconductors. By recording the movement of the
driving membrane both p(t) and I(t) were known leading to a current-phase relation I(φ)
which was indeed sinusoidal.
Other effects known from superconducting weak links have recently also been discovered.
Examples for those are Shapiro steps seen by Simmonds et al. [69] or quantum interference
in a SQUID-like geometry [70]. In the latter experiment the analogue to the magnetic flux
which causes an interference pattern in SQUIDs is the rotation flux through a loop of two
weak links originating in the rotation of the earth.
The order parameter in a Fermi liquid with triplet pairing is a complex vector quantity
which leads to a larger variety of phenomena compared to conventional Josephson junc-
tions. The direction dependence of the order parameter causes pair-breaking near walls and
an extreme sensitivity to surface roughness. For a more detailed description of expected
effects in weak links of Fermi liquids with unconventional pairing symmetry see Rainer and
Sauls [71] and references therein. In recent years experiments in Berkley [72, 73] revealed
an unconventional Josephson effect which stimulated new theoretical studies of weak links
in 3He. In contrast to the unique current-phase relation in s-wave superconductors two
distinct functions I(φ) were found. In the so called pi−state dissipationless, pendulum-like
current oscillations were observed around local minima of free energy at φ = 0 and φ = pi.
The additional minimum at φ = pi is believed to be due to orientational effects of the order
parameter [74–77].
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Figure 4.1: Schematic geometry of a circular orifice be-
tween to helium reservoirs. The order parameter is calcu-
lated self-consistently inside the dotted line, outside of it,
the phase is fixed and the order-parameter profile is that
of two half-spaces separated by a specularly reflecting wall.
Previous theoretical studies of supercurrents in restricted geometries can be divided into
two major approaches. Firstly, in the case of infinitely small holes, the pinhole limit, the
coupling between two reservoirs causes a current but it does not influence the order param-
eter on both sides of the weak link. Secondly, near the critical temperature calculations
also simplify significantly as the quasiclassical equations then merge into the Ginzburg-
Landau equations [78]. In the following we focus on the low-temperature properties of two
half-spaces of superfluid 3He connected by an orifice of finite size. The aim is to study the
importance of self-consistent calculations in the transition from a pinhole to a large hole
which can finally be described using hydrodynamic equations.
4.2 Geometry and model
We assume two superfluid reservoirs of 3He separated by a thin, infinite wall in the xy−plane.
The wall shall be specularly reflecting with a circular orifice of radius a. The origin of the
coordinates is at the centre of the hole (see fig. 4.2). The reservoirs are in the B-phase
which is described by an order parameter with a uniform energy gap of the form
∆(kˆ) = Rkˆ ∆(T ) eiϕ , ∆(kˆ) ·∆∗(kˆ) = ∆2(T ) . (4.3)
The rotation matrix, R(nˆ, θ), describes the relative orientation of orbital angular momen-
tum and spin and can be parameterized by an axis, nˆ, and an angle, θ. There are a
number of small interactions which determine the rotation matrix. The most important of
those is the dipole interaction between the nuclear moments of 3He. In the B-phase the
dipole energy is minimised by a relative spin-orbit rotation given by the Leggett angle,
θL = arccos(−1/4), and an arbitrary axis nˆ [79, 80]. The degeneracy with respect to the
axis is lifted by a magnetic field which then prefers nˆ to be parallel to the applied field [81].
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The presence of a wall destroys the uniformity of the energy gap. The dipole interaction
then pins the rotation axis to the normal of the wall. In high fields a magnetic surface energy
may compete with the latter effect. The competition of different effects in general leads to
a space dependent relative orientation in nontrivial geometries. However, the length scale
over which this so called texture changes is much larger than the coherence length which is
characteristic of the pair-breaking effect of the wall and the size of the orifices studied here.
Hence, we neglect the effect of the texture assuming a spatially constant rotation matrix.
As the wall shall further not be spin active the system is degenerate with respect to R. For
all numerical calculations R is chosen to be the identity.
The presence of the wall causes the order parameter to split up into a component parallel
and perpendicular to the wall. As a consequence the gap then depends on the position
on the Fermi surface and on the distance from the wall. The orifice additionally breaks
translational symmetry parallel to the wall resulting in a dependence on the distance from
the z−axis, ρ. In summary, the order parameter has the form
∆(R, kˆ) = ∆‖(z, ρ) kxeˆx + ∆‖(z, ρ) kyeˆy + ∆⊥(z, ρ) kzeˆz . (4.4)
The phase far from the hole is chosen as sign(z)φ/2 which leads to the relation ∆‖,⊥(z, ρ) =
∆∗‖,⊥(−z, ρ).
In the next sections supercurrent densities are calculated for the limiting cases of a ho-
mogeneous superfluid, a pinhole between two reservoirs of 3He-B, and potential flow for a
fluid with vanishing viscosity. These are followed by a section on the free-energy expression
which is applied to the multivalued solutions of the quasiclassical equations. The results of
self-consistent calculations are discussed at the end of this chapter.
4.3 Depairing current
In the following section we want to calculate the order parameter if a homogeneous current
is applied in the absence of any geometric constriction. For simplicity, Fermi-liquid correc-
tions, which result in a renormalization of the quasiparticle mass and the superfluid velocity
[80], are neglected. The effect of those was studied by Vollhardt et al. [82] and Kleinert
[83]. The current is introduced by a constant phase gradient, i.e. the order parameter is
assumed to have the form
∆(R, kˆ) =
{
∆⊥ kxeˆx + ∆⊥ kyeˆy + ∆‖ kzeˆz
}
eiqz . (4.5)
The order parameter is split up into a component perpendicular and parallel to the current
as it will no longer be isotropic as soon as the current becomes pair-breaking. The com-
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ponents ∆‖ and ∆⊥ are chosen to be real. Note that in this section the indices ⊥ and ‖
refer to the orientation relative to the phase gradient or current. The effect of the phase
gradient is a shift of the Matsubara energies by i 1
2
vf h¯qkˆ · ez =: iu cos θ. Including this shift
in energy, the quasiclassical equations are solved by the homogeneous solution
gˆM(kˆ, n) = −ipi (n + iu cos θ)τˆ3 − ∆ˆ(kˆ)√|∆|2 + (n + iu cos θ)2 . (4.6)
The gap equations (2.11) for the two components of the order parameter and the particle
current density (2.13) then read:
(
∆‖
∆⊥
)
=
3
4
NfV piT
∑
n
pi∫
0
(
2∆‖ cos2 θ
∆⊥ sin2 θ
)
sin θ dθ√
|∆|2 + (n + iu cos θ)2
, (4.7)
j = −iNfvfpiT
∑
n
pi∫
0
cos θ
n + iu cos θ√
|∆|2 + (n + iu cos θ)2
sin θ dθ . (4.8)
The coupled gap equations have in general to be solved numerically. In the Ginzburg-
Landau regime, however, analytical results can be achieved [84]. In the limit T → 0
the sum over Matsubara energies can be replaced by an integral, i.e. 2piT
∑
n →
∫
d.
Eliminating the energy cutoff, c, by the zero-temperature BCS energy gap, ∆0, via
1
NfV
= ln
c
∆0
, (4.9)
the energy integration then simplifies eq. (4.7) to
(
∆‖
∆⊥
)
ln∆0 =
3
2
Re
1∫
0
(
2∆‖z2
∆⊥(1− z2)
){
ln∆(z) + arcosh
uz
∆(z)
}
dz , (4.10)
with
∆(z) =
√
∆2⊥ + (∆
2
‖ −∆2⊥)z2 . (4.11)
Kupriyanov et al. [85] studied this problem for a clean s-wave superconductor with ∆⊥ =
∆‖. The two gap equations above are then equivalent leading to the result [86]
∆ = ∆0
{
1 for r > 1
r
1+r2
e
√
1−r2 for r < 1
, (4.12)
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Figure 4.2: Particle current density and order parameter for bulk 3He-B with constant phase
gradient, q. The graph on the left shows the particle current density (solid lines) and the order-
parameter component parallel (dotted lines) and perpendicular (dashed lines) to the gradient at
temperatures T/Tc = 0, 0.3, and 0.7. At a critical q there is a phase transition to a planar
state for which the current density and the order parameter is plotted in dashed-dotted lines.
On the right, the particle current density and the order parameter are compared with those of a
s-wave superconductor (dashed-dotted line) at T = 0. The isotropic p-wave state is for vanishing
temperature and below the phase transition to the planar state equivalent to the s-wave state.
j =
1
3
Nf h¯v
2
f q
{
1 for r > 1
1−
√
(1− r2)3 for r < 1 . (4.13)
No pair-breaking occurs as long as the parameter r = ∆/u is larger than one, the current
is then strictly linear to the phase gradient.
The two gap equations (4.10) can also been simplified further for the planar state when
∆‖ = 0. Order parameter and current density are in this case determined via
∆⊥ = ∆0
1
2
e
8+5r2
6+6r2
r√
1 + r2
, j =
1
3
Nf h¯v
2
f q
r2
1 + r2
, r =
∆⊥
u
. (4.14)
In contrast to the isotropic s-wave order parameter, pair-breaking starts immediately when
a current is applied even at vanishing temperature. The isotropic B-phase behaves like a
s-wave as long as pair-breaking is absent. When it starts, the order parameter parallel to
the current is suppressed to zero leading to a phase transition into the planar state. Hence,
at zero temperature the B-phase is described by the s-wave formulae if ∆0 > u and by
those of the A-phase (eq. (4.14)) if ∆0 < u (see fig. 4.2). For higher temperatures the
gap equations are solved numerically. The results are plotted in fig. 4.2. For low currents
the B-phase is similar to the s-wave. When pair-breaking starts, the isotropy of the order
parameter is distorted, i.e. the perpendicular component is increased at the expense of the
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order parameter parallel to the current. Finally, the B-phase undergoes a transition into
the planar state.
4.4 Pinhole
In the opposite limit to free space in the preceding section we now calculate the current
density in a hole between two reservoirs of 3He-B. For holes small compared to the coherence
length the current through the hole has no effect on the order parameter. If the pair-
breaking effect of the walls is neglected, the quasiclassical equations have to be solved for
a piecewise constant order parameter which can easily be done. For calculating the current
the propagator is only needed in the hole which simplifies the problem even further as the
Riccati amplitudes are then given by the homogeneous solutions
γM = sign(n)
i ∆mf
|n|+
√
2n + |∆|2
, γ˜M = sign(n)
−i ∆˜mf
|n|+
√
2n + |∆|2
. (4.15)
Here, the matrices ∆mf and ∆˜mf have to be taken “before” the step, which is defined by
the direction of stability of the functions γM and γ˜M , respectively (see section 2.6). In the
Matsubara representation the current density (2.13) is given by
j = NfkBT
∑
n
∫ d Ω
4pi
1
2
Tr4
{
vf τˆ3gˆ
M(R,pf , n)
}
= 2NfvfkBT
∑
n
∫ d Ω
4pi
kˆ gM0 (kˆ, n) .
(4.16)
The scalar component of gM , gM0 , is defined analogously to eq. (2.7). If the order parameter
“before” the step is ∆1 for γ and ∆2 for γ˜, respectively, some basic algebraic manipulations
lead to the expression
gM0 (kˆ, n) = −ipi sign(n)
c2 − a2 − b · b
(c− a)2 + b · b , (4.17)
with
c = −
(
n +
√
2n + |∆1|2
)(
n +
√
2n + |∆2|2
)
, a = ∆1 ·∆∗2 , b = ∆1 ×∆∗2 . (4.18)
At first sight, the terms for positive and negative energies seem to cancel each other. This
is, in general, not the case as the indices 1 and 2 have to be interchanged if the sign of the
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energy changes which is equivalent to a complex conjugation of eq. (4.17). In the case of
a constant order parameter on both sides of the hole with the same magnitude, |∆|, and
orientation, R, but a phase difference φ eqs. (4.16) to (4.18) lead to the current density
j =
1
2
piNFvF |∆| sin φ
2
kBT
∑
n
2|∆| cos φ
2
2n + |∆|2 cos2 φ2
. (4.19)
The sum above can be evaluated by a contour integration [87]. The final result is [88]
j =
1
2
piNF vF |∆| sin φ
2
tanh
|∆| cos φ
2
2kBT
. (4.20)
This is the same result as for a s-wave superconductor [89] due to the quasi isotropic energy
gap in bulk 3He-B. The expression in eq. (4.20) represents the usual Josephson current-phase
relation in the limit of vanishing order parameter near Tc:
j =
1
8
piNF vF |∆| |∆|
kBT
sin φ . (4.21)
For low temperature the current-phase relation is no longer sinusoidal, but is skewed to
higher phases. Phase and temperature dependence of the pinhole current density is shown
in fig. 4.3.
Yip [76] extended this calculation for the case of different rotation matrices on both sides of
the pinhole and found a state with a different current-phase relation, named pi-state, whose
significant features are a much lower current density and an additional minimum of the free
energy at a phase difference pi. The consequence of the latter property is a sign change in
the current for 0 < φ < pi. The pi−state exist for a wide range of textures, examples are
shown in fig. 4.4.
4.5 Pinhole in pair-breaking wall
In the previous paragraph a constant order parameter was assumed. However, due to the
direction dependence the order parameter is altered near walls. For a specularly reflecting
wall the component perpendicular to the wall, ∆⊥, changes sign upon reflection. This causes
pair-breaking which suppresses this component to zero while the parallel components, ∆‖,
are slightly increased compared to the bulk value. This effect was shown by Buchholtz et
al. [90] and can be seen in fig. 4.5. The effect of the wall is less dramatic if some kind of
roughness is introduced because the mixing of trajectories by a rough wall smoothens the
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Figure 4.3: Current-phase relation for a pinhole between two 3He-B reservoirs. On the left,
the order parameter is assumed to be undistorted by the presence of the wall. This assumption
then leads to the same phase dependence as for a s-wave superconductor. The temperatures are
chosen equidistant between T = 0.05 Tc and T = 0.95 Tc (top to bottom). The lowest current
corresponds to T = 0.975 Tc. In the right graph the pair-breaking effect of a specularly reflecting
wall is included for the dashed curves but neglected for the solid ones. The temperatures are
T = 0.3 Tc and T = 0.7 Tc.
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Figure 4.4: Current-phase relation for a pinhole between two 3He-B reservoirs. The order pa-
rameter is a step function of the form ∆(z, kˆ) = ∆(T ) ei sign(z)φ/2 R(nˆ, θ(sign(z)))kˆ. In the left
plot the rotation matrices are given through nˆ = eˆz and θ = sign(z)θL. The lines correspond to
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orientation of spin and angular momentum leads to a reduced current density in the pi−state. The
graph on the right shows the textural dependence of the current at T = 0.1 Tc. The solid line
describes the case of equal texture on both sides of the hole, i.e. the case equivalent to s-wave
superconductors. The dotted-dashed line is taken from the left plot and the dashed line belongs
to the pair R(eˆx, θ + pi), R(eˆx, θ). The last case may occur if a magnetic field is applied in a
direction deviating from the z−axis by the angle θL.
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sudden change of ∆⊥. That component is then not completely suppressed. The detailed
profile of the order parameter near a rough wall depends on the model used to describe
reflection. The most prominent models describing the effect of rough surfaces in 3He-B
are the “randomly rippled wall” [91, 92], the “randomly oriented mirror” [93], the “thin
dirty layer” [94–96], and the model by Ovchinnikov [97, 98]. The latter is an ingenious
formulation of the thin layer model for the limit of a diffusively reflecting wall and needs
the lowest effort to be implemented in numerical calculations.
The main impact a wall has on the pinhole current density is a reduction of its magnitude
but less a change in the phase dependence as the phase is still discontinuous at the orifice.
The pinhole current densities for a constant order parameter and a self-consistent calculation
are compared in fig. 4.3 for two different temperatures. The effect of diffusive walls is similar,
the reduction of the current being slightly stronger and the phase dependence qualitatively
the same [99]. As above, the shape of the current-phase relation is drastically changed if
textural effects are included which again leads to the pi−state. Details on textural effects
on pinhole current densities including pair-braking walls are given by Viljas et al. [74].
4.6 Hydrodynamic limit
If the orifice between the helium reservoirs is sufficiently large, the effect of the pair-breaking
walls becomes less important, and the order parameter has almost everywhere its bulk value.
Additionally, the phase φ will vary slowly and will not influence the order parameter. We
can then assume that the current density is proportional to the local phase gradient. The
proportionality follows from an expansion of eq. (4.8) for a small gradient of the phase.
Together with the continuity equation this leads to
j =
1
3
h¯Nfv
2
f
∞∑
n=−∞
pikBT |∆|2√
(|∆|2 + 2n)3
∇φ =:
1
3
α(T ) h¯Nfv
2
f ∇φ, (4.22)
∇j =
1
3
α(T ) h¯Nfv
2
f ∇
2φ = 0 . (4.23)
In the limit of vanishing temperature the sum, which is abbreviated by α(T ), equals one
and we recover the result given by eq. (4.13). The problem is now described by the potential
flow of an incompressible, frictionless liquid. This problem was studied by Anderson [68].
The boundary conditions are a mixture of von Neumann and Dirichlet type boundary
conditions, given by constants in the orifice and at infinity and an impenetrable wall. This
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is equivalent to the electrostatic problem of a charged metal disc. The solution for a hole
of radius a is [100]
φ(z, ρ) = φ(∞) sign(z)

1− 2pi arcsin
2a√
(ρ− a)2 + z2 +
√
(ρ + a)2 + z2

 . (4.24)
The total current through the orifice is then given by I = 4
3
α(T )h¯Nfv
2
f a φ(∞). However,
the solution must not be taken too seriously as it shows a diverging current density at the
edge of the orifice,
j(z = 0, ρ < a) =
2
3pi
α(T ) h¯Nfv
2
f φ(∞)
1√
a2 − ρ2 , (4.25)
and, hence, is in contradiction to the assumption of a slowly varying phase. The exercise
here is, nevertheless, useful as eq. (4.24) serves as a good starting point for self-consistent
calculations. The current calculated assuming potential flow is far to high. The reason
is that close to the edges of the orifice the phase gradient is neither small nor constant.
However, if the current is calculated via the quasiclassical equations using the hydrodynamic
order parameter, the result is then a good approximation if the radius is large enough to
neglect the pair-breaking effect of the walls and if the phase difference is small enough
to avoid pair-breaking current densities. For an orifice of radius pi ξ0 there is hardly any
difference to the self-consistent solution for phase differences up to 3pi/2 (see fig. 4.14).
4.7 Free-energy functionals
Several approaches exist to derive a quasiclassical expression for the free-energy density
leading to different results, i.e. there is no unique functional for the free-energy density.
However, the spatial integral over these densities results in the same total free energy.
Eilenberger [9] ingeniously guessed an expression whose stationarity conditions with respect
to the order parameter, the propagator, and the vector potential delivers the gap equation,
the quasiclassical transport equation, and Ampe`re’s law, respectively. The major advantage
of Eilenberger’s free-energy functional is its efficiency in numerical calculations, but it lacks
a systematic derivation.
A whole class of systematic derivations of a quasiclassical free energy is based on the free-
energy functional of Luttinger and Ward [101] supplemented by the magnetic field energy:
Ω(Gˆ, Σˆ, Vˆ ) = −TR
{
ΣˆGˆ + ln
[
−Gˆ−10 + Σˆ + Vˆ
]}
+ Φ(Gˆ) +
∫
d3R
(B−Ba)2
8pi
. (4.26)
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Here, TR is an abbreviation for a summation over Matsubara frequencies, an integral over
phase space, and the trace over 4× 4 matrices,
TR {...} = kBT
∞∑
n=−∞
∫ d3k
(2pi)3
∫
d3R
1
2
Tr4 {...} . (4.27)
The self-energy, Σˆ, is given by the functional derivative of the Φ-functional, Φ(Gˆ), with
respect to the Green’s function, Gˆ,
δΦ(Gˆ) = TR
{
ΣˆδGˆ
}
. (4.28)
The equation above guarantees stationarity of Ω in Gˆ. Additionally, the free-energy func-
tional is stationary in Σˆ as a consequence of Dyson’s equation,
Gˆ =
(
Gˆ−10 − Σˆ− Vˆ
)−1
, (4.29)
where Vˆ stands for the external potential. Equation (4.29) is often used as a starting point
for the derivation of the quasiclassical transport equation via the so called ”left-right” trick
[102].
For achieving a quasiclassical free energy, Gˆ and Σˆ have to be replaced by low-energy
quantities like gˆ and ∆ˆ. This can straightforwardly be done for all but the logarithmic
term of eq. (4.26). The latter can be transformed by first differentiating it with respect
to some suitable parameter, then performing the ξ−integration and finally re-integrating
over the artificially introduced parameter. There are several possibilities to implement this
trick which in general lead to different free-energy densities. We follow here an approach
by Thuneberg et al. [27] applied for the case of superfluid 3He [103]. The parameter λ is
introduced as follows:
∆Ω(Gˆ, Σˆ, Vˆ , λ) = Ω(Gˆ, Σˆ, Vˆ , λ)− Ω(GˆN , ΣˆN , Vˆ , λ)
= −TR
{
λΣˆGˆ + ln
[
−Gˆ−10 + ΣˆN + Vˆ + λ
(
Σˆ− ΣˆN
)]}
+ λΦ(Gˆ)
+TR
{
λΣˆNGˆN + ln
[
−Gˆ−10 + ΣˆN + Vˆ + λ
(
ΣˆN − ΣˆN
)]}
− λΦ(GˆN )
+λ
∫
d3R (B−Ba)
2
8pi
= −TR
{
λ∆ΣˆGˆ + ln
[
−Gˆ−1N + λ∆Σˆ
]}
+ TR
{
−Gˆ−1N
}
+ λ
∫
d3R (B−Ba)
2
8pi
+λ
[
Φ(Gˆ)− Φ(GˆN)− TR
{
ΣˆN (Gˆ− GˆN)
}]
.
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Here, GˆN and ΣˆN are Green’s function and self-energy in the normal state, ∆Σˆ = Σˆ− ΣˆN .
The expression above gives the difference in free energy between the superfluid and the
normal state for λ = 1 and vanishes for λ = 0 as this corresponds to the normal state.
Applying the trick of differentiation with respect to λ, ξ-integration, and re-integration
then leads to a quasiclassical expression for the free energy
∆Ω = −Tr
{
∆ˆgˆ
}
+
∫ 1
0
dλ Tr
{
gˆλ∆ˆ
}
+ Φ(gˆ) +
∫
d3R
(B−Ba)2
8pi
. (4.30)
The auxiliary function gˆλ is defined as the solution of the quasiclassical equation in which
∆ˆ has been replaced by λ∆ˆ. The generalised trace is now defined as
Tr{...} = kBTNf
∫
d3R
∞∑
n=−∞
1
2
Tr4 〈...〉pf . (4.31)
Using δΦ(gˆ) = Tr
{
∆ˆδgˆ
}
, we can eliminate Φ(gˆ) in eq. (4.30) which leads to the final result
for the free energy
∆Ω =
∫ 1
0
dλ Tr
{(
gˆλ − 1
2
gˆ
)
∆ˆ
}
+
∫
d3R
(B−Ba)2
8pi
. (4.32)
Note that for intermediate values of the parameter λ there is no physical interpretation
of the auxiliary function gˆλ, only the limiting values of λ correspond to physical systems.
This may be disappointing, but it pays off as the order parameter has to be calculated only
once.
A physically more satisfying derivation of the quasiclassical free energy can be achieved
if only the coupling constant is multiplied by λ, thus if the parameter is used to switch
on the coupling smoothly [104–106]. Requiring stationarity in gˆλ and ∆ˆλ, the auxiliary
systems are then physically well defined. However, the price is immense because the order
parameter has to be calculated self-consistently for all intermediate values of λ.
In yet another derivation λ replaces the discrete Matsubara energies [107, 108]. Again,
the physical interpretation is not clear, the numerical effort needed is comparable with the
approach used here.
For the geometry studied here we are not interested in the free energy compared to the
normal state which must diverge for an infinite volume. The reference system is chosen to
be the reservoirs separated by the wall. Hence we calculate the change in free energy due
to the orifice and the phase difference between the reservoirs,
Ωo = ∆Ω(orifice, φ)−∆Ω(wall) =
∫ ∞
−∞
Ωz(z) dz . (4.33)
47
CHAPTER 4. WEAK LINKS IN SUPERFLUID 3HE
The free-energy density Ωz(z) is introduced to illustrate the qualitative dependence of the
free energy on the distance from the wall (fig. 4.10). As mentioned above, this definition is
not unique, but depends on the free-energy functional used.
Prior to calculating the free energy the order parameter field has to be calculated self-
consistently which also delivers with practically no additional costs the current-phase rela-
tion, I(φ). Instead of applying eq. (4.32), requiring similar effort as the calculation of the
order parameter, the free energy can be calculated via
I(φ) =
2
h¯
∂Ω
∂φ
. (4.34)
This very fundamental formula which reflects that particle number and phase are conjugate
variables was derived by Anderson [68] and can be seen as a generalisation of the relation
known for Josephson junctions
EJ(φ) =
1
2
h¯Ic(1− cos φ) , I(φ) = 2
h¯
∂EJ
∂φ
= Ic sin φ , (4.35)
where EJ and Ic are the Josephson coupling energy and the critical particle current, re-
spectively.
As a test for consistency, eq. (4.34) is derived for the geometry given here starting from
the quasiclassical free-energy expression (4.32) derived earlier by applying an infinitesimal
local gauge transformation φ(R) → φ(R) + δφ(R). The change in free energy then reads
δΩo(φ) =
∫
V
∂Ω(gˆ)
∂gˆ
δgˆ d3R +
∫
∂V
{
∂Ω(∇f, ∇f˜)
∂∇f
δf +
∂Ω(∇f, ∇f˜)
∂∇f˜
δf˜
}
dS . (4.36)
The self-consistent calculation of gˆ guarantees the stationarity of the free energy with
respect to the propagator. Hence, the volume integral above vanishes. Far from the aperture
the free-energy density, Ω, reduces to a functional quadratic in the gradients of the off-
diagonal parts of gˆ. For convenience the gauge transformation at the boundary, ∂V , is now
specified to
δφ(∂V ) =
{
0 for z < 0
δφ = constant for z > 0
. (4.37)
Under this gauge transformation the off-diagonal transforms at the boundary according to
f(∂V ) → eiδφ(∂V )f(∂V ) = f(∂V ) + iδφ(∂V )f(∂V ) , (4.38)
f˜(∂V ) → e−iδφ(∂V )f˜(∂V ) = f˜(∂V )− iδφ(∂V )f˜(∂V ) . (4.39)
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The variation of the free energy has then the form
δΩo(φ) =
∫
∂V+
{
i
∂Ω(∇f, ∇f˜)
∂∇f
f − i∂Ω(∇f, ∇f˜)
∂∇f˜
f˜
}
δφ dS =
h¯
2
I(φ)δφ . (4.40)
Evaluation of the term in brackets for large distances from the orifice leads exactly to
the expression on the right hand side of eq. (4.22) if multiplied by the factor 2/h¯. Thus,
the integration over the boundary for positive z, ∂V+, gives the current leaving V and by
particle conservation the current through the aperture.
Viljas and Thuneberg [74] derived a quasiclassical free energy for pinholes which is also
based on the functional defined in eq. (4.26). In their approach the wall is described
as an impurity scatterer and the λ-integration is performed over the scattering strength.
In contrast to eq. (4.32) where an explicit volume integration is needed, their derivation
leads to an Josephson coupling energy localised at the pinhole, again in accordance with
eq. (4.34). This extreme example of a free-energy density emphasises that there is a wide
range of qualitatively very different functionals which lead to the same observable physical
effects.
The simple method of calculating a free energy via eq. (4.34) only works as long as only the
dependence on the soft variable φ is wanted. For the change in free energy due to the wall
or for the comparison of different branches of I(φ) the quasiclassical free-energy functional
(4.32) was computed numerically (see figs. 4.9 and 4.10).
4.8 Self-consistent solution for finite apertures
The previous sections describe various limiting cases in which the calculation of the current
through the orifice for given phases at infinity simplifies drastically. In the following, these
limits are compared with the fully self-consistent quasiclassical solution.
To calculate the latter, the order parameter is iteratively determined on a two-dimensional
grid reflecting the dependence on z and ρ. The grid is chosen densest near the edge of
the orifice and near the wall. As no time-dependence is considered, the Matsubara rep-
resentation can be used. As a consequence, no singularities occur in the Fermi-surface
average which is performed over a two-dimensional grid of trajectories. However, some care
has to be taken at the discontinuity at angles which separate trajectories reflected at the
wall from those passing through the orifice. The coupling strength and the energy cutoff
are eliminated using the homogeneous solution. Details for this procedure were given by
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Figure 4.5: The self-consistent order parameter near a specularly reflecting wall is plotted in the
left graph. The components parallel (solid line) to the surface are increased above the bulk value
while the component which changes sign in a reflection (dashed line) is suppressed and vanishes
at the wall. The temperatures are T = 0.3 Tc and T = 0.7 Tc. On the right: Order parameter
along the symmetry axis of a circular hole in a wall between two reservoirs at T = 0.3 Tc. The
pair-breaking effect of the wall diminishes with increasing hole radius. The radii r/ξ0 = 0, 1, 2,
and pi.
Eschrig [26]. The phase difference is defined by fixing the phases at the boundary of the
numerical grid which is at ∼ 20 ξ. The differential equations for the matrices γ and γ˜ are
calculated using a fifth-order Runge-Kutta method with adaptive step-size control. The
order parameter along a given trajectory is interpolated by a cubic spline.
If there is no phase difference between the two reservoirs, the order-parameter field is
determined by a competition between the pair-breaking effect of the walls and the orifice
which supports a bulk-like order parameter. In fig. 4.5 the order parameter along the
symmetry axis is plotted for different radii of the aperture. At the centre of the hole the
component parallel to the z-axis recovers rather quickly showing only a small suppression
for a radius of about three coherence lengths. This, of course, happens at the expense of
the components perpendicular to the z-axis.
The situation is more complicated if a phase difference is considered. For φ = pi, e.g., the
imaginary part of the order parameter as defined in section (4.2) changes sign at z = 0,
similar to a reflection at the wall. Consequently, hardly any dependence on ρ can be seen
for the z-component in the second plot of fig. 4.6. For the corresponding real part, however,
the wall still causes a suppression to zero while it has its maximum in the hole where the
imaginary part vanishes (see fig. 4.6). For the radial component of the order parameter
both, real and imaginary part, strongly depend on ρ. The sign change in the imaginary part
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Figure 4.6: Self-consistent order parameter for an orifice of radius a = pi ξ0 at T = 0.3 Tc and
the phase difference φ = pi. For each line the distance to the symmetry axis, ρ, is constant. The
left graph displays the real part of the component parallel to the symmetry axis. The maxima
decrease with increasing ρ. On the left, the imaginary part of the parallel component hardly shows
any dependence on ρ.
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Figure 4.7: Self-consistent order parameter for an orifice of radius a = pi ξ0 at T = 0.3 Tc and
the phase difference φ = pi. For each line the distance to the symmetry axis, ρ, is constant. In
the left graph the maxima of the real part of the component perpendicular to the symmetry axis
decrease with increasing ρ. On the right, the imaginary part is discontinuous for ρ > a.
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Figure 4.8: Multiple solutions for self-consistent order parameter. The phase difference φ = pi, the
temperature T = 0.3 Tc, and the radius of the orifice a = pi ξ0. On the left: The solid lines show
the order parameter which is effectively real and hence cannot carry any current. The dashed and
dotted-dashed lines correspond to real and imaginary part of the current carrying configuration.
The curves with a larger (smaller) modulus belong to the component parallel (perpendicular) to
the wall. On the right: The absolute values of the order parameter for the same configurations.
The real order parameter (solid lines) must go through zero to change sign while the complex
fields have nearly constant moduli.
is discontinuous for ρ > a. Again, the real part is maximal where the imaginary one goes to
zero (fig. 4.7). The moduli of the order parameter are the same as in the case without any
phase difference. Thus, the phase gradient does not act pair-breaking for radii larger than
∼ 2 ξ0, only the phase of the order parameter varies. This is in contrast to a vortex in a
superconductor or superfluid where the order parameter goes to zero at the centre while the
phase is constant (apart from a single discontinuous change by pi) on straight lines through
the centre of the vortex. A similar solution is found if the phase difference is not increased
by small steps starting from zero but set to pi immediately. A self-consistent solution can
then be achieved which is solely imaginary (or equivalently solely real). The sign change in
this solution takes place at z = 0 where all components of the order parameter vanish for
ρ < a. As there is no true phase change, this solution carries no current. In fig. 4.8 this
order parameter is compared with the solution described earlier. In numerical calculations
the currentless solution was not stable, even small perturbations of the phase (not the
modulus) lead to the current carrying state. No new branch of solutions was found around
this singular point. For radii larger than the coherence length the strong suppression of the
order parameter costs more energy than the varying phase, the free energy of the currentless
state is larger than that of the state carrying current (see fig. 4.9).
In pinhole calculations the small current through the orifice has no influence on the order
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Figure 4.10: Free-energy density integrated over the radial variable, ρ, for the temperature
T = 0.3 Tc. The solid lines, which correspond to a constant phase, result in a negative free energy
as the hole reduces the pair-breaking effect of the wall. On the left: Orifice with radius a = 2 ξ0
and phase differences φ/pi = 0, 0.53, and 1. On the right: a = ξ0, φ/pi = 0, 0.5, and 1.
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Figure 4.11: Particle current density for a hole between two 3He-B reservoirs. Various steps of
simplification are compared with the fully self-consistent calculations which are shown in solid
lines. The temperature is 0.3 Tc and the hole radius is pi ξ0. The phase difference is pi/2 in the
graph on the left. Three lines assume a constant magnitude of the order parameter with a phase
variation given by eq. (4.24). The dashed-dotted line then corresponds to the hydrodynamic limit
with a current density proportional to the local phase gradient. The difference to the dotted line
displays the nonlinear contribution, and the dashed line shows the current density which results
from the correct solution of the transport equation. For the long-dashed curve the self-consistent
order parameter for vanishing phase difference was multiplied by the hydrodynamic phase factor.
In the right graph the phase difference is changed to pi.
parameter, the phase is constant on either side of the weak link. Therefore, the order-
parameter field and the current must be a periodic function of the phase difference. This
is not valid in the finite size apertures given here which lead to a continuous change of the
phase throughout the hole. The phase can wind up until, finally, the critical current is
reached inside the hole and superfluidity breaks down locally. For a hole of radius a = ξ0
at a temperature T = 0.3 Tc the critical current is first reached at the edges of the hole for
a phase difference φ ∼ pi. Close to this point convergence becomes increasingly difficult.
If the phase difference is chosen slightly above the critical value the iteration does not
convergence at all. Instead, the order parameter becomes step by step more suppressed,
goes to zero, and, finally, the phase starts to unwind. The iteration would eventually lead to
a self-consistent solution for a smaller phase difference φ → 2pi−φ and an inverted current.
Note that this is only the observation of steps in a numerical iteration and is not meant as
a description of time evolution of phase slippage, a concept introduced by Anderson and
Dayem and Shapiro [68, 109, 110].
In figs. 4.11 to 4.13 the particle current density is shown for five different models. The
model which is poor for all parameters studied is the hydrodynamic limit which assumes
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Figure 4.12: Particle current density for an orifice of radius a = ξ0. The notation is the same as
in fig. 4.11. The phase differences are pi/2 in the left and pi in the right graph.
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Figure 4.14: Averaged particle current density for a hole between two 3He-B reservoirs at T =
0.3 Tc. The graph compares the pinhole model (dashed-dotted lines), which includes the pair-
breaking effect of the walls, with the fully self-consistent solution (dashed lines) and the current
density for the self-consistent order parameter for vanishing phase difference multiplied by a phase
which solves the Laplace equation (4.23) (solid lines). The radii of the orifices are pi ξ0 on the left
and ξ0 for the other graph.
that the current density is linear in the local phase gradient leading to a diverging current
density near the edges of the aperture (eq. (4.25)). This divergence is cut off if the linearity
is given up and eq. (4.8) is used instead. This approximation results in a vanishing current
density for ρ = a, in contradiction to the self-consistent result. The reason for this failure is
the fact that the current is nonlocal but only the information of the local order parameter
has been used so far. The simplest way to incorporate nonlocal effects is to solve the
quasiclassical transport equation for a constant modulus of the order parameter and a
phase given by the solution of the Laplace equation (4.24). This approximation already is
qualitatively in good agreement with the exact solution showing the highest current density
at the edge of the aperture. For a = pi ξ0 this simple model agrees also quantitatively very
well with the full numerical treatment for a wide range of phase differences. Replacing
the constant modulus of the order parameter by the profile calculated self-consistently for
vanishing phase difference does not improve the approximation.
The figs. 4.13 and 4.14 show the phase dependence of the current normalised by the area
of the orifice. The maximal averaged current density does not vary much with the hole
size and is confined by the pinhole current density and the bulk critical current density
which differ only by a factor of two at T = 0.3 Tc. The position of the maximal current
density shifts, of course, with increasing orifice to larger phase differences as does the range
of phases with two (or more) coexisting branches of the current-phase relation, I(φ).
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Summary
NS contact
We studied the linear response of a normal metal superconducting metal contact to a
small electric field. In a preparatory section the order-parameter profile and the density
of states were calculated in equilibrium. We showed that the density of states in the
normal metal is unaltered if the impurity self-energies are not taken into account while the
coherence in the superconductor is always affected by the presence of the normal metal.
Self-consistent calculations result in an impurity-induced proximity effect in the normal
metal. This proximity effect causes a spatially constant gap in the density of states of the
normal metal if the normal metal is sandwiched between two superconductors.
The dynamics of the NS contact is strongly dominated by the conservation law for charge
and local charge neutrality which together fully determine the current in one-dimensional
systems. For answering the question how this constant current is established in the non-
homogeneous NS contact, the quasiclassical equations were solved including the self-con-
sistencies for the order parameter, the impurity self-energies, and the electrochemical po-
tential. The latter was used to deduce an internal electric field as response to the external
perturbation. The internal field is of same order as the perturbation and is caused by
charges which are either bound to the interface or spread over several coherence lengths.
The surface charges are not due to the step in the order parameter at the interface but
solely to abrupt changes of the impurity scattering. The order parameter itself can only
produce continuous charge densities. The charges are indirectly calculated using Maxwell’s
equations. They are of higher order in the expansion parameters of Fermi-liquid theory
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and are hence beyond this theory. Nevertheless, their effect has to be considered to be
consistent in leading order.
Weak links in 3He
We investigated several methods of calculating the current-phase relation of weak links in
3He. In the limit of small holes the hole itself and the current through it does not affect the
order parameter in the superfluid and the current can hence be calculated using the pinhole
model. This leads to a periodic current-phase relation. It was shown that the pair-breaking
effect of the separating wall has no significant influence on the functional dependence of
the current on the phase difference. The wall mainly reduces the amplitude of the current.
For orifices with radii comparable with the coherence length, self-consistent order-parameter
fields were calculated. The two fixed phases of the pinhole model are then replaced by a
field which allows the phase to wind up continuously. This not only breaks the periodicity,
but also leads to multivalued current-phase relations.
Over a wide range the current through the orifice is linear in the phase difference between the
reservoirs. Although this is expected in the hydrodynamic limit, the hydrodynamic equa-
tions are not applicable as they always fail at the edges of the circular apertures. However,
calculating the current quasiclassically with the phase determined via the Laplace equation
gives a fairly good approximation to the fully self-consistent solution. This approximation
becomes weak for larger phase differences when pair-breaking due to the current itself has
to be taken into account.
Remarkably, the maximal current through the aperture is sandwiched between the pinhole
current and the depairing current for a homogeneous superfluid which differ only by a factor
of about two at low temperature in spite of the drastic difference of the models.
A quasiclassical free-energy functional was introduced and it was stressed that this choice is
not unique and that a whole zoo of different functionals exists. The functional was used to
investigate the change in free energy due to the wall, the orifice, and the phase difference.
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Notation
For two functions A(, t) and B(, t) the folding product ⊗ is defined as follows:
A⊗B = e ih¯2 (∂A ∂Bt −∂At ∂B )AB. (A.1)
Hence, this product involves infinitely many differentiations with respect to time and energy.
However, in equilibrium this product reduces to a multiplication in Keldysh, Nambu, or
spin space.
When time dependencies are treated in linear response, for typical products either A or B
are equilibrium quantities, i.e. independent of time. For Fourier transformed functions the
product then results in a shift of the energy variable in the equilibrium quantity:
A()⊗ B(, ω) = A( + h¯ω
2
)B(, ω) , A(, t)⊗ B() = A()B(− h¯ω
2
). (A.2)
Finally, in a high-energy expansion of the Green‘s functions up to the four lowest orders in
1/ only the first order derivatives contribute (see appendix B):
A⊗ B =
[
1 +
ih¯
2
(
∂A ∂
B
t − ∂At ∂B
)
+ ...
]
AB. (A.3)
The Fermi-surface average 〈...〉pf is defined by
〈...〉pf =
1∫
FS
d2pf
|vf |
∫
FS
d2pf
| vf | . . . (A.4)
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In the normal state the density of states per spin is at the Fermi surface given by
Nf =
∫
FS
d2pf
(2pih¯)3 | vf | , (A.5)
with a Fermi velocity vf which is determined by the normal state quasiparticle dispersion
relation, ε(p),
vf(pf ) =
∂ε(p′)
∂p′
|p′=pf . (A.6)
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High-energy expansion
Physical quantities involve integrals over the energy variable. In numerical calculations
these integrals are truncated at a cutoff energy. To increase the accuracy or improve con-
vergence, the high-energy contributions may be necessary. To calculate these, the asymp-
totic behaviour of the Green‘s functions is needed. To achieve this, retarded and advanced
Green‘s functions are expanded in powers of the inverse energy, 1/:
gˆ = gˆ0 +
1

gˆ1 +
1
2
gˆ2 +
1
3
gˆ3 + ... (B.1)
The functions gˆi may still depend on pf , R, and t but not on the energy . Below, isotropic
impurity scattering with lifetime τ is assumed. In the Born limit this gives for the impurity
self-energies the expression
σˆimp =
h¯
2piτ
〈gˆ〉p′
f
. (B.2)
The restriction to the Born limit is for simplicity, only, as it does not affect the Green‘s
functions up to the order
(
1

)3
. When the expansion (B.1) is set into the transport equation
[(
 +
e
c
vf ·A
)
τˆ3 − ∆ˆ− σˆimp − eΦˆ, gˆ
]
⊗
+ ih¯vf ·∇gˆ = 0ˆ , (B.3)
the four lowest orders then read:
1: [τˆ3, gˆ0] = 0ˆ , (B.4)
0: [τˆ3, gˆ1] +
[
e
c
vf ·Aτˆ3 − ∆ˆ− eΦˆ− h¯
2piτ
〈gˆ0〉p′
f
, gˆ0
]
+ ih¯vf ·∇gˆ0 = 0ˆ , (B.5)
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−1: [τˆ3, gˆ2] +
ih¯
2
{τˆ3, ∂tgˆ1}+
[
e
c
vf ·Aτˆ3 − ∆ˆ− eΦˆ− h¯
2piτ
〈gˆ0〉p′
f
, gˆ1
]
−
[
h¯
2piτ
〈gˆ1〉p′
f
, gˆ0
]
+ ih¯vf ·∇gˆ1 = 0ˆ , (B.6)
−2: [τˆ3, gˆ3] +
ih¯
2
{τˆ3, ∂tgˆ2}+
[
e
c
vf ·Aτˆ3 − ∆ˆ− eΦˆ− h¯
2piτ
〈gˆ0〉p′
f
, gˆ2
]
−
[
h¯
2piτ
〈gˆ2〉p′
f
, gˆ0
]
−
[
h¯
2piτ
〈gˆ1〉p′
f
, gˆ1
]
+
ih¯
2
{
∂t
(
e
c
vf ·Aτˆ3 − ∆ˆ− eΦˆ
)
, gˆ1
}
+ ih¯vf ·∇gˆ2 = 0ˆ . (B.7)
The normalization condition gˆ ⊗ gˆ = −pi2 1ˆ leads to
−pi2 1ˆ = gˆ20 +
1

{gˆ0, gˆ1}+ 1
2
[
{gˆ0, gˆ2}+ gˆ21
]
+
1
3
[
{gˆ0, gˆ3}+ {gˆ1, gˆ2}+ ih¯
2
[∂tgˆ1, gˆ1]
]
+ ... (B.8)
In eqs. (B.3) to (B.8) it was already used that gˆ0 does not depend on time. As a consequence,
time derivatives appear only up to first order. Introducing the differential operators DR,A
via
DR,AXˆ =
{
τˆ3 ih¯vf ·∇ + 1ˆ 2e
c
vf ·A
}
Xˆ ± ih¯
τ
{
Xˆ −
〈
Xˆ
〉
p′
f
}
, (B.9)
the solution of eqs. (B.3) to (B.8) can be written in the form:
gˆR,A0 = ±ipiτˆ3 ,
gˆR,A1 = ±ipi
(
−∆ˆ
)
,
gˆR,A2 = ±ipi
1
2
[
∆ˆτˆ3 + D
R,A
]
∆ˆ , (B.10)
gˆR,A3 = ±ipi
1
4
(
−DR,ADR,A∆ˆ + τˆ3
{
∆ˆ, DR,A∆ˆ
}
+ 2∆ˆ3 + ih¯τˆ3
[
∆ˆ, ∂t
(
∆ˆ− eΦˆ
)])
.
The Keldysh Green‘s function for large energies is related to retarded and advanced func-
tions via
gˆK = sign()
(
gˆR − gˆA
)
. (B.11)
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Charge conservation
We discuss charge conservation in the quasiclassical theory, starting from the transport
equation in “Nambu-Keldysh” matrix form (2.2),
ih¯vf ·∇gˇ = −[τˆ31ˇ− ∆ˇmf − σˇimp − vˇext, gˇ]⊗ . (C.1)
The gap equation (2.10) for a singlet pairing superconductor is here used in a slightly
different but equivalent form:
∆ˆmf (R,pf , t) = Nf
+c∫
−c
d
4pii
〈
V (pf ,p
′
f)fˆ
K(R,p′f , , t)
〉
p′
f
, (C.2)
where the matrix fˆK is the off-diagonal part of gˆK.
The conservation of charge can be derived from the transport equation for the Keldysh
propagator,
ih¯vf ·∇gˆK = −
[
τˆ3 − ∆ˆmf − vˆext, gˆK
]
⊗+σˆ
K
imp⊗gˆA−gˆR⊗σˆKimp+σˆRimp⊗gˆK−gˆK⊗σˆAimp , (C.3)
by multiplying by τˆ3, taking the trace, and integration over Fermi surface and energy. In
the following each term in eq. (C.3) is treated separately. The integration of the gradient
term directly leads to the divergence of the current density.
+c∫
−c
d
4pii
Tr4
〈
τˆ3 ih¯vf ·∇gˆK
〉
pf
= 2 i
eNf
∇ · j . (C.4)
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The commutator of the energy variable with the Keldysh propagator is related to the low-
energy contribution of the time derivative of the charge density:
+c∫
−c
d
4pii
Tr4
〈
τˆ3
[
−τˆ3, gˆK
]
⊗
〉
pf
= −
+c∫
−c
d
4pii
Tr4
〈[
, gˆK
]
⊗
〉
pf
= −i∂t
+c∫
−c
d
4pii
Tr4
〈
gˆK
〉
pf
.
(C.5)
The corresponding high-energy contribution results from the commutator which includes
the external perturbation:
+c∫
−c
d
4pii
Tr4
〈
τˆ3
[
vˆext, gˆ
K
]
⊗
〉
pf
=
+c∫
−c
d
4pii
Tr4
〈[
−e
c
vf ·A 1ˆ + eΦ τˆ3, gˆK
]
⊗
〉
pf
=
1
4pii
2
∞∑
n=0
(−i
2
)2n+1 1
(2n + 1)!
Tr4
〈
∂2n+1t
(
−e
c
vf ·A 1ˆ + eΦ τˆ3
) [
∂2n gˆ
K
]+c
−c
〉
pf
=
1
4pii
2
−i
2
∂t Tr4
〈(
−e
c
vf ·A 1ˆ + eΦ τˆ3
)
[−2ipisign()τˆ3]+c−c
〉
pf
= 4i∂teΦ . (C.6)
In the last equation the asymptotic, high-energy expression for the Keldysh propagator was
used, namely
gˆK → −2pii sign()
[
τˆ3 +
∆ˆmf

]
. (C.7)
The commutator involving the order parameter does not contribute if the gap equation
holds:
+c∫
−c
d
4pii
Tr4
〈
τˆ3
[
∆ˆmf , gˆ
K
]
⊗
〉
pf
=
+c∫
−c
d
4pii
Tr4
〈
τˆ3
[
∆ˆmf , fˆ
K
]
⊗
〉
pf
= Nf
+c∫
−c
d
4pii
+c∫
−c
d′
4pii
Tr4
〈〈
τˆ3V (pf ,p
′
f)
[
fˆK(p′f , 
′), fˆK(pf , )
]〉
p′
f
〉
pf
+
+c∫
−c
d
4pii
∞∑
n=1
(
i
2
)n 1
n!
Tr4
〈
τˆ3
[
(−1)n∂nt ∆ˆmf∂n fˆK − ∂n fˆK∂nt ∆ˆmf
]〉
pf
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= 0 +
+c∫
−c
d
4pii
∞∑
n=1
(
i
2
)2n 1
(2n)!
2 Tr4
〈
τˆ3∂
2n
t ∆ˆmf∂
2n
 fˆ
K
〉
pf
=
1
4pii
∞∑
n=1
(−1
4
)n 1
(2n)!
2 Tr4
〈
τˆ3∂
2n
t ∆ˆmf
[
∂2n−1 fˆ
K
]+c
−c
〉
pf
=
∞∑
n=1
(−1
4
)n 1
n
2
2nc
Tr4
〈
τˆ3
(
∂2nt ∆ˆmf
)
∆ˆmf
〉
pf
∼
(
ω
c
)2
−→ 0 . (C.8)
In the equation above, the vanishing of the term without derivatives follows from a redec-
laration of variables, i.e. (p′f , 
′) ↔ (pf , ), and V (pf ,p′f) = V (p′f ,pf ). To evaluate the
second term, the asymptotic high-energy expression for the Keldysh propagator (C.7) was
used. Assuming a harmonic time dependence, the time derivative contributes the factor ω
which is small compared to the energy cutoff.
The remaining term involves the impurity self-energies which vanishes if integrated over
the Fermi surface. To show this, we use an operator Lˇ which is defined as follows:
Lˇ(pf ,p
′
f ) =
[
−Nf uˇ(pf ,p′f ) gˇ(p′f) + δ(pf − p′f) 1ˇ
]−1
.
Here, the inverse means
〈
Aˇ(pf ,p
′′
f)⊗ Aˇ−1(p′′f ,p′f )
〉
p′′
f
= δ(pf − p′f) 1ˇ .
The t-matrix for impurities with concentration cimp and potential uˇ = uˆ 1ˇ can now be
written as
tˇ(pf ,p
′
f) =
〈
Lˇ(pf ,p
′′
f ) uˇ(p
′′
f ,p
′
f)
〉
p′′
f
.
The remaining term can then easily be calculated.
〈 [σˇimp(pf), gˇ(pf )]⊗ 〉pf =
〈〈
cimp
[
Lˇ(pf ,p
′
f) uˇ(p
′
f ,pf ), gˇ(pf)
]
⊗
〉
p′
f
〉
pf
=
〈〈
cimp
[
Lˇ(pf ,p
′
f), uˇ(p
′
f ,pf) gˇ(pf )− δ(pf − p′f) 1ˇ + δ(pf − p′f ) 1ˇ
]
⊗
〉
p′
f
〉
pf
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=
〈〈
cimp
[
Lˇ(pf ,p
′
f),−Lˇ−1(p′f ,pf) + δ(pf − p′f ) 1ˇ
]
⊗
〉
p′
f
〉
pf
= 0ˇ (C.9)
From eqs. (2.13), (2.14), and (C.4) to (C.9) the continuum equation for charge follows:
∇ · j = −∂tρ . (C.10)
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