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Abstract
High-throughput DNA sequencing has revolutionised microbiology and is the
foundation on which the nascent field of metagenomics has been built. This
ability to cheaply sample billions of DNA reads directly from environments
has democratised sequencing and allowed researchers to gain unprecedented
insights into diverse microbial communities. These technologies however are
not without their limitations: the short length of the reads requires the pro-
duction of vast amounts of data to ensure all information is captured. This
“data deluge” has been a major bottleneck and has necessitated the devel-
opment of new algorithms for analysis.
Sequence alignment methods provide the most information about the compo-
sition of a sample as they allow both taxonomic and functional classification
but algorithms are prohibitively slow. This inefficiency has led to the reliance
on faster algorithms which only produce simple taxonomic classification or
abundance estimation, losing the valuable information given by full align-
ments against annotated genomes.
This thesis will describe k-SLAM, a novel ultra-fast method for the align-
ment and taxonomic classification of metagenomic data. Using a k -mer
based method k-SLAM achieves speeds three orders of magnitude faster than
current alignment based approaches, allowing a full taxonomic classification
and gene identification to be tractable on modern large datasets. The align-
ments found by k-SLAM can also be used to find variants and identify genes,
along with their nearest taxonomic origins. A novel pseudo-assembly method
produces more specific taxonomic classifications on species which have high
sequence identity within their genus. This provides a significant (up to 40%)
increase in accuracy on these species. Also described is a re-analysis of a
Shiga-toxin producing E. coli O104:H4 isolate via alignment against bacte-
rial and viral species to find antibiotic resistance and toxin producing genes.
k-SLAM has been used by a range of research projects including FLORI-
NASH [1] and is currently being used by a number of groups.
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In the last 30 years, the field of microbiology has undergone a paradigm shift,
changing both our view of microorganisms and the techniques used to study
them. In the early 20th century, it was believed that a microorganism could
not exist if it could not be cultured. This belief was overturned in the 1980s
with the revolutionary work of Pace in 1985 [8] demonstrating that the unseen
uncultured microbial diversity far outweighed the small range of microbes
that had been cultured so far. This work was driven by the realisation that
it was microorganisms, not stress or other inorganic processes, that were
responsible for a wide range of human health issues. Pace stated that new
techniques and analysis were needed to understand these new unculturable
microbes as simple visual inspection was often ambiguous [9].
Following this revelation a whole new field, metagenomics, was developed.
This new field was dedicated to the analysis of microorganisms that resisted
cultivation. Intense effort was given to characterising the diversity of a huge
variety of environments, from deep sea vents to human intestines, discovering
many new species, genera and phyla. Metagenomics uses DNA sequencing
technology to analyse the genomes of these organisms, discovering not only
what species they are but also what effects they have on their environments.
This report will review the history of DNA sequencing and metagenomics and
present a novel algorithm, k-SLAM, for the rapid analysis of metagenomic
data.
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1.1 Overview of this thesis
The aim of this thesis is to give an overview of the history of microbiology
and metagenomics and how it led to the high-throughput shotgun metage-
nomic approach that is common today.
A summary of recent research focused on human microbiomes and health
will be given, along with a description of the sequencing technology used to
investigate these environments.
As an introduction to computational sequence analysis, a brief description of
common techniques employed in bioinformatics is given, followed by a sum-
mary of current methods for assembly and metagenomics.
Once the history and motivations have been described, k-SLAM (a novel
algorithm for metagenomic analysis) is introduced. The advantages and dis-
advantages of the method are explained, along with full algorithmic details
and validation on a variety of datasets.
Following the description of program itself, details of projects that have used
k-SLAM are presented, along with their results.
Details of the publications including k-SLAM will also be given.
1.2 A short history of microbiology and metage-
nomics
1.2.1 Early microbiology and bacterial culturing
Throughout history people have postulated the existence of organisms too
small to see with the naked eye. From Mahavira in the 6th century BC
to Varro in the 1st century BC, it had been hypothesized that there were
microorganisms in the air, the soil and in water which caused diseases. It
wasn’t until 1676 however, when Anton van Leeuwenhoek looked through his
microscope at bacteria from his own teeth, seeing tiny organisms of differ-
ent shapes moving at great speed, that the theories were confirmed. These
observations were continued for the next 200 years until Cohn, a botanist,
founded the field of bacteriology. He was the first to classify bacterial species
15
with taxonomy, discovering the new species Bacillus subtilis and Beggiatoa.
In the 1880s Koch, a contemporary of Cohn worked on creating cultures of
single species of bacteria, a technique he used to discover Mycobacterium
tuberculosis. It was from then on that microbiology focused on these “pure
culture” techniques.
1.2.2 The study of uncultured organisms
In the 60s, 70s and 80s there was an explosion in microbiological knowledge
based on model organisms (species that could be easily grown in the lab),
the ease of this methodology meant that unculturable organisms were largely
ignored. However by the 1980s it was becoming clear that the few species
that could be lab grown did not represent the full spectrum of bacterial
life. Colwell discovered that there were strains of the Cholera bacterium
Vibrio cholerae that grew in aquatic environments but could not be cultured
after passing through an intestine [10][11]. Staley and Konopka [12] coined
the term “the great plate count anomaly” to describe the difference in the
number of microorganisms that could be seen under a microscope compared
to the number that could be grown on agar. This anomaly could be several
orders of magnitude. The slow emergence of this evidence led scientists to
pay more attention to unculturable bacteria. The most compelling evidence
came from studies on the complexity of the DNA in soil [13] showing that the
total diversity was around 100x more than could be explained by culturable
bacteria alone. It was now clear that new experimental techniques would
need to be developed to explain these results.
1.2.3 16S rRNA genes and metagenomics
It was Woese and colleagues who in 1980 were the first to use 16S rRNA
genes to develop phylogenetic relationships for bacteria [14], this represented
a radical departure from the standard inaccurate classification methods based
on morphology, development or nutrition. The 16S rRNA gene, having an
essential role in protein synthesis, is present in all prokaryotes. The sequences
are short, conserved within a species and different between species. These
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characteristics allow for accurate taxonomic classification. This work led
Pace et al. to create a new branch of ecology based on this 16S method, using
reverse-transcriptase to copy the RNA [15]. They then used this method
to perform the first metagenomic study, a characterisation of the microbial
communities around hot springs in Yellowstone National Park [16]. Once
polymerase chain reaction (PCR) techniques were developed, this method
was used prolifically to discover new taxa in many different environments.
As the PCR method did not suffer from the old culturing bias (although it
did introduce its own biases), it was able to fully document the range and
diversity of these hitherto unknown species.
The first bulk cloning of DNA from an environmental sample was done by
Pace in 1991 [17] where a marine picoplankton community was characterised,
discovering 15 unique bacterial species. Despite the success of this experiment
in species identification, it could only analyse non-protein coding genes. The
first functional genes were extracted from a metagenomic sample by Healy in
1995 [18] who constructed a “zoolibrary” of a mixture of organisms enriched
on dried grasses. This work was continued by DeLong (of the Pace lab),
defining the field of 16S rRNA identification with his work on marine samples
[19].
1.2.4 Environmental shotgun sequencing
From 2002 onwards researchers began using a shotgun sequencing approach
(see section 1.4.1) for metagenomics. This random sampling of the DNA of
an environmental sample makes it possible to characterise the entire genome
of the species rather than just the 16S rRNA gene. This approach can be
very successful, especially when conducted on a massive scale. In 2003 and
2004, two seminal papers were published, characterising entire environments,
based only on recovered DNA:
In 2003, Craig Venter used Sanger sequencing technology (see section 1.4.1)
to conduct a large scale survey of the Sargasso Sea, a large and complex
ecosystem. In total, over a billion base pairs of non-redundant DNA were
analysed (the largest metagenomic project to date), forming a near complete
17
picture of the biodiversity of this environment. 1800 different species were
found, including 148 hitherto unknown phylotypes [20].
In 2004, Tyson et al. sampled the metagenome of an acid mine drainage
system [21]. Random shotgun sequencing was used to recreate near entire
genomes of many new species.
1.2.5 Second generation sequencing
Prior to 2005, all metagenomic sequencing was done using the Sanger method.
This produced long and accurate reads, but in small numbers. In 2005,
Poinar et al. used 454 pyrosequencing (see section 1.4.2) to extract 28 million
base pairs of DNA from a 6 million year old mammoth. This was the first
application of so-called second generation sequencing, which produces many
short reads, to metagenomics. Due to the vast cost savings compared to the
Sanger method, this method has now become the standard procedure for
sequencing environmental DNA. This “democratisation of sequencing” [22]
has lead to an explosion in the quantities of data produced, shifting the cost
from sequencing to computational analysis. The growth in the number of
sequenced bacterial genomes has grown exponentially, from only 2 in 1995
to 300 in 2006 and over 30,000 in 2014 [23].
The ever growing amount and complexity of data produced by these high-
throughput techniques creates a significant computational challenge. It is
left to the bioinformaticians to develop the techniques to analyse, interpret,
compare and visualise these data. Tasks such as assembly (section 1.6.1),
alignment (section 1.5.2), taxonomic (section 1.6.3) and functional (section
2.5) classification each need specialised algorithms which are often too slow
to keep up with the incredible rate of data generation.
For an in depth review of the history of metagenomics, see [24] and [25].
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1.3 Recent research in metagenomics
The field of metagenomics has been revolutionised by whole genome high-
throughput shotgun sequencing. The ability to sample billions of short DNA
reads from bacterial, viral and fungal species has allowed a unique insight
into the taxonomic composition of diverse ecosystems as well as the processes
taking place within. Metagenomics has become one of the fastest growing
scientific disciplines and is maturing into an important tool for improving
quality of life around the world. Metagenomic techniques have found appli-
cations in many areas, from ecological studies of acid mine drainage systems
[26], soils [27] and oceans [28] to medical research involving communities of
bacteria living within the human body [29]. Human microbiome metage-
nomics aims to characterise the internal microbiota of healthy [30] and dis-
eased individuals [31], investigating the microbial composition of sites such
as the skin, gut, vagina, lung and mouth [32] to study conditions including
obesity [33] and inflammatory bowel disease [34].
Currently, high-throughput sequencing technologies e.g. Illumina’s HiSeq or
Life Technologies’ Ion Torrent are used to generate a whole-genome shotgun
(WGS) dataset consisting of large numbers of short reads randomly sam-
pled from the genomes of the species present in the sample. Computational
methods are then used to assemble, assign taxonomies, or infer genes from
the reads.
Once taxonomies and genes have been identified it is possible to discover
metabolic pathways within microbial communities which are important in
host-microbiome interactions.
1.3.1 The Human Microbiome
In the human body microbial cells outnumber human cells by ten to one,
some playing important roles in the gut and on the skin and some causing
disease. Until recently this diverse collection of bacteria, archaea, eukaryotes
and viruses have remained largely unstudied. The primary reason for this
being that the cells are difficult to isolate and culture, their growth being
dependent on specific conditions that cannot be recreated in the laboratory
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[35]. This problem can be sidestepped using metagenomics, sequencing the
DNA directly without the need for culturing, allowing healthy microbes to
be catalogued and pathogenic microbes to be diagnosed.
The gut microbiome
The gut microbiome has a vital role in both the digestion of food and the
protection of the host against opportunistic pathogens. The composition of
microbes is highly variable, even in healthy individuals, and has been shown
to be influenced by factors as diverse as diet [36], age [37], exercise [38],
genetics [39] and delivery mode at birth [40]. The interaction between the
microbiome and the host is highly complex, but it has been discovered that it
can influence many aspects of health including the immune system [41][42],
artery disease [43], diabetes [44], autism [45] and possibly even graft-vs-host
disease [46].
Dysbiosis (alterations of the microbial composition) has significant negative
health consequences and therapies to restore the gut microbiota have shown
promise in preventing disease [47] [48].
Human Microbiome Project
The Human Microbiome Project aims to use metagenomic techniques to
characterise the microorganisms in healthy and diseased humans to discover
what role they play in disease. The project uses whole genome shotgun as
well as 16S rRNA sequencing.
The project has these goals:
• Develop a reference set of microbial genomes and characterise the hu-
man microbiome.
• Elucidate the relationship between disease and changes in the micro-
biome.
• Develop new computational techniques.
The project published its seminal paper in 2012 [32]. The paper characterised
the microbiomes that occupy the gut, skin and vagina of 242 people. The
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analysis showed the diversity of the microbiome between individuals as well
as the specific microbes that inhabit parts of the human body.
Inflammatory bowel disease
Dysbiosis has been found in patients suffering from chronic inflammatory
diseases, suggesting that these conditions may be alleviated by diet [49].
MetaHIT MetaHIT is a European Commission project which sets out to
study the Metagenomics of the Human Intestinal Tract. The objective of
MetaHIT is to discover the associations between bacterial genes with human
health and disease (mainly inflammatory bowel disease and obesity). In 2010,
MetaHIT published a microbial gene catalog of the human gut [50], analysing
3.3 million genes from 576 gigabases of DNA and finding over 1000 species.
This gene catalog was used to identify uncultured bacteria in stool samples.
Obesity
It has been shown that obese mice have marked differences in their gut mi-
crobial composition and these findings have been replicated in humans. This
change in microbiome leads to excess production of fatty acids and chemicals
which interact with the liver and brain of the hosts further contributing to
obesity [51].
Diabetes
Both type 1 and 2 diabetes have been linked to gut microbe composition with
evidence that shifts in composition may accelerate autoimmune destruction
of cells in the pancreas [52].
Cirrhosis
Research has compared gut microbiomes in healthy individuals and those
with liver cirrhosis [53]. The study found large differences in the gut flora
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which suggested an invasion of the gut with oral commensals in those with
cirrhosis. Taxons enriched in individuals with cirrhosis included Veillonel-
laceae and Streptococcus which contain species of oral origin known to cause
opportunistic infections.
Other biomes
The oral microbiome performs a wide variety of functions and has been shown
to be implicated in cardiovascular disease [54] and nutritional deficiencies [55].
The vaginal microbiome is temporally variable and dysbiosis has been shown
to increase risk of premature birth [56].
The skin biome is highly complex and varied depending on the region of the
body [57] and plays a role in many diseases including atopic dermatitis [58].
Disturbed biomes of the respiratory tract have been associated with cystic
fibrosis [59], asthma [60] and COPD [61].
For a more in depth review of recent developments in metagenomics and
for expansion of the articles described above, see [62].
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1.4 DNA sequencing
Despite the double helix structure of DNA being discovered in 1953 [63], it
was fifteen years until the sequence of the bases in a segment of DNA could
be determined. The sequencing of DNA was complicated by several factors,
including [64]:
• The chain length of nucleotides in DNA molecules is much greater than
for the sequence of amino acids in in proteins.
• The chemical properties of the bases (alanine, cytosine, guanine, thymine)
are very similar, making it difficult to distinguish between them.
These problems halted the progression of DNA sequencing, with researchers
experimenting with RNA as it didn’t have all of the drawbacks of DNA. In
1965 Holley [65] performed the first nucleotide sequencing, determining the
bases of E. coli alanine transfer RNA. Holley used base-specific RNAases to
cleave the molecule, in a similar way to how proteins were sequenced.
The next major breakthrough was the discovery of restriction enzymes by
Smith [66]. These enzymes recognised and cleaved DNA at specific nucleotide
sequences (usually between 4 and 6 nucleotides in length), allowing DNA to
be cut into small pieces which could be separated by size using gel elec-
trophoresis.
1.4.1 Sanger sequencing
Plus and minus sequencing: In 1975, Sanger introduced the ‘plus and
minus’ method of sequencing [67], this marked a critical transition to the
modern generation of sequencing methods. This technique used DNA poly-
merase with radiolabelled nucleotides. Short oligonucleotides were generated
that could be separated by electrophoresis and visualised using radiography,
allowing single stranded DNA up to 80 nucleotides to be sequenced.
Dideoxy sequencing: The plus and minus method was rapidly replaced
by the dideoxy or chain terminator method in 1977 [68]. This revolutionary
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method consists of an enzyme catalysed reaction that polymerises the DNA
fragments that are complementary to the template DNA (see [69] for more
information). Briefly:
• A primer is annealed to a known region of the DNA, providing a start
point for DNA synthesis.
• DNA polymerases are used to polymerise deoxynucleoside triphosphates
onto the DNA.
• Polymerisation continues until a terminator dideoxynucleoside triphos-
phate (ddNTP) is inserted.
The method is performed in four different tubes, each containing one of
the four terminators. All of the fragments produced will have the same 5’
end, but the 3’ end will depend on the ddNTP. The fragments are then
separated by electrophoresis. The pattern of bands, read by radiography,
shows the distribution of the terminators in the synthesized DNA and hence
the sequence of bases. This can produce DNA reads up to 200 bases.
The Sanger method was improved using dye-terminators [70]. In this method,
the four ddNTPs are tagged with a fluorescent dye, allowing sequencing to
happen in one reaction instead of in four tubes. This produces reads up
to 1000 nucleotides and was the dominant sequencing technique until next-
generation methods were developed.
Shotgun sequencing
The Sanger method (directed sequencing aside) is a random process; there
is no control over the region of DNA to be sequenced. DNA is randomly
fragmented into small pieces, inserted into a vector and cloned using bacteria.
It is this random nature of the sequencing that led it to be termed shotgun
sequencing.
Applications of Sanger sequencing
The Sanger method was automated by Applied Biosciences in 1986 and was
developed into the ABI 370A sequencer. These machines and ones similar
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were used in sequencing centres to perform large scale sequencing and analy-
sis. In 1990 the NIH were sequencing M. capricolum, E. coli, C. elegans and
S. cerevisiae. In 1991 Venter was using cDNA sequences to capture coding
segments of the human genome [71]. The first complete sequence of a free-
living organism, Haemophilus influenzae, was sequenced by the Venter TIGR
lab in 1995 [72]. The crowning achievement of the Sanger method was the
sequencing of the human genome, a draft sequence of which was completed
in 2001 [73].
1.4.2 Second generation sequencing
Since 2005, several new methods have displaced Sanger and have become
the most common sequencing techniques. These so called second generation
methods are massively parallel, producing vast numbers of reads. The reads
produced by these methods are often shorter and less accurate than the
Sanger method, so large amounts of reads are needed to ensure the entire
genome has been read with sufficient accuracy. A common issue with some
second generation machines is homopolymer length errors. This error occurs
when the same base appears multiple times in a row and machines struggle
to tell the length of these sequences accurately. See “Comparison of next-
generation sequencing systems” 2012 for more information [74].
Roche 454: The 454 pyrosequencing technique was the first of the mas-
sively parallel methods to become available. This method did not require
bacterial cloning and sequenced DNA straight from the host cell. The 454
method amplifies DNA inside water droplets in oil using PCR. These beads
are placed on a fiber optic slide and each of the four ddNTPs are presented
sequentially. When a nucleotide complementary to the template is presented
the polymerase extends the DNA strand, releasing pyrophosphate and a light
signal which is detected by a charge-coupled device. 454 machines produced
variable length reads up to 1000bp with 99.9% accuracy [75] (with some
homopolymer errors). The 454 platform is no longer supported but much
legacy data still exists.
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Illumina: In contrast to the 454 platform, Illumina sequencers use re-
versible chain-terminating nucleotides. These nucleotides are fluorescently
labelled and can be used to sequence DNA base by base. Illumina sequencers
can produce reads up to 300bp with accuracy exceeding 98% [76]. Illumina
machines suffer from sequence specific interference errors (see [77]) and ho-
mopolymer errors.
SOLiD: Applied Biosciences SOLiD platform used a sequencing by liga-
tion technique. In this method, the enzyme DNA ligase is used to identify
the nucleotide present at a given position. SOLiD platforms produced reads
of 50bp at accuracy of 99.9%. Similarly to the 454 method, SOLiD is no
longer used.
Ion torrent: These sequencers use a standard sequencing chemistry but
using a novel semiconductor based detector to register hydrogen ions pro-
duced during polymerisation. Ion torrent machines can produce cheap se-
quences up to 400bp with read quality of 98% [78], however the machine
often does not produce data for sequences with long homopolymers [79].
Pacific Biosciences: A so-called third-generation technique; the PacBio
sequencer uses a “single molecule real time sequencing” technique to produce
extremely long reads (up to 30,000 bases) at moderate accuracy (87%). Reads
from this platform have a high error rate with a uniform error profile (errors
are not context specific) [79].
Paired-end sequencing
One of the main limitations of second generation sequencing techniques is the
short length of the reads produced. This is because the accuracy of nucleotide
identification drops with the number of bases read. These short reads pose
a problem in data analysis because of the repetitive nature of DNA and the
similarity of sequence between different species. Without long reads it can
be difficult to distinguish exactly where a particular read maps to.
This problem can be mitigated by paired-end sequencing.
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Paired-end sequencing is when both ends of a long DNA fragment are se-
quenced. This produces two reads which are a known distance apart. The
Figure 1.1: Paired-end sequencing: both ends of a fragment are sequenced,
producing two reads a known distance apart [2].
reads produced span a larger section of the genome than single-end reads.
This allows significantly more accuracy when mapping or assembling reads
because the long reads are more likely to include unique DNA sequence.
1.4.3 Sequencing by synthesis
As an example of second-generation sequencing technology, the following is
a description of the Illumina “sequencing by synthesis” (SBS) method [2].
This is the main technique used for high-throughput sequencing today and
produces data that k-SLAM is optimised to work with.
SBS is conceptually similar to the capillary electrophoresis method outlined
in section 1.4.1, with fluorescently labelled dNTPs (deoxynucleoside triphos-
phate) being incorporated into the DNA strand by polymerase. The major
difference however is the massively parallel nature, with this process happen-
ing simultaneously on millions of fragments.
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Library preparation
In order to sequence the genome of an organism, the DNA needs to be ex-
tracted and cut into short fragments which can be read by the sequencer.
The collection of DNA fragments is known as a library.
1. Enzymes are used to break up the source DNA into short fragments.
2. Adaptors are attached to each end of the fragments. These short
oligonucleotides allow the fragment to adhere to a support (the flow
cell) on which the sequencing will take place. There are two types of
adaptor, one for each end of the DNA fragment.
Cluster generation
• The DNA library is loaded onto a flow cell which is coated with two
types of oligonucleotide, each being complementary to the two types of
adaptor on the ends of the DNA fragments.
• The adaptor attached one end of the DNA fragments binds to the
complementary oligonucleotide on the surface.
• A DNA polymerase enzyme creates a complement of the fragment.
• The two strands are split up and the original fragment is washed away.
• The fragments bend over into a bridge shape so that the adaptor on the
opposite end of the fragment can bind to its complementary oligonu-
cleotide on the surface
• Polymerase generates the complementary bases to create a double stranded
molecule which is again split up into two single strands which are still
attached to the surface.
• The process is repeated to create thousands of copies of the original
strand.
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Figure 1.2: Cluster generation: each fragment is replicated many times prior
to sequencing [2].
Sequencing
All of the millions of clusters of reads are sequenced simultaneously using the
following method:
1. A reagent containing four different fluorescently tagged nucleotides is
added.
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2. Each of the four nucleotides compete for addition to the chain.
3. Only the correct complementary nucleotide is incorporated.
4. The clusters are illuminated by a light source and produce a signal with
a wavelength specific to the nucleotide.
5. The signal is read by a sensor which detects the wavelength and decides
which nucleotide was added. This process is known as base-calling.
6. This process is repeated along the length of the read.
Figure 1.3: Base calling: fluorescently labelled nucleotides allow DNA se-
quence to be read [2].
1.4.4 Future of sequencing
Along with PacBio, there are several other “third generation” sequencing
platforms in development. A recent review paper by Morey [80] outlines
some possible future techniques:
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Nanopores: One of the most advanced third generation techniques, nanopore
sequencing involves the transit of a DNA molecule through a pore. Nu-
cleotides are inferred from their effect on an optical signal or electrical current
[81][82][83]. This technique allows very long read lengths. Oxford Nanopore
have recently released products which use this technology.
Direct imaging with electron microscopy: This method uses tran-
sition electron microscopy to image atoms to detect nucleotides [84] and is
being developed by Halcyon Molecular and ZS Genetics.
Transistor mediated sequencing: Using metallic pores with alternat-
ing metal and dielectric materials, this method electronically detects nu-
cleotides [85]. TMS is expected to produce very high throughput with over
1M bases per second.
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1.5 Common bioinformatics techniques
Before the algorithm is presented it is first necessary to introduce and ex-
plain some common bioinformatics techniques that are used elsewhere in this
thesis.
1.5.1 k-mers
A k -mer is a sequence of k bases, where k is a constant integer. For example
if you were to take the sequence CTATCGC and split it into overlapping






In bioinformatics, k -mers are used to detect overlaps. If two sequences share
a k -mer then they must share ≥ k bases and may overlap. For example
(shared k -mer in red):
Read 1 : CTATCGC Read 2 : TCGCATC




It can be seen that both read 1 and read 2 share the 4-mer TCGC, hence there
is an overlap between them. k -mers can be used in taxonomic classification
to detect overlaps between sequence reads and database entries.
1.5.2 Pairwise alignment
A common task in bioinformatics is to find the similarity between two se-
quences, this is known as pairwise alignment. An alignment of a section of a
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gene from two different but related species can be used to infer evolutionary
history. Consider this simplified example (polymorphisms in red):
Ancestor sequence : CTATCGCA
Descendant 1 : CTACCGCA
Descendant 2 : CTATCGCGA
It can be seen that the two species diverged from the ancestor in differ-
ent ways, descendant 1 has a single base modification and descendant 2 has
an insertion. However in reality, the ancestor sequence is unknown and this
evolutionary relationship must be inferred through a pairwise sequence align-
ment:
Pairwise alignment of 1 and 2 : CTACCGC-A
CTATCGCGA
The high degree of similarity shows an evolutionary connection between 1
and 2.
Alignment can also be used to determine the closest taxonomic match be-
tween a query and two reference sequences.
Possible match 1 : CTACCGCT
Possible match 2 : CTATGGCA
Query : CTATCGCA
Alignment with 1 : CTACCGCT Alignment with 2 : CTATGGCA
CTATCGCT CTATCGCA
It can be seen that the read is more likely from species 1 than 2. The
differences between the query and the match can be due to sequencing error
or because the query organism is a slightly different strain.
This technique is generally used to find which one of many target sequences
best matches a query sequence. In metagenomics, if you have a small section
of DNA from an unknown organism then its taxonomy can be determined by
comparison to a database of genomes of known species and finding the best
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match.
There are many methods for pairwise alignment, but k-SLAM uses the Smith-
Waterman algorithm as it is proven to find the optimal local alignment.
Smith-Waterman alignment
The Smith-Waterman algorithm uses a matrix based dynamic programming
method to find the optimal alignment for a pair of sequences taking into
account matches, single base differences, insertions and deletions (which all
have scored associated). It was developed in 1981 by Temple Smith and
Michael Waterman [86] and has found widespread use in bioinformatics as it
is an efficient method and mathematically proven to find the best alignment.
The algorithm involves populating a matrix with each element corresponding
to a possible alignment (with score) between the two sequences. This matrix
allows the optimal alignment to be found.
An example:
Sequence 1 : CGTAC
Sequence 2 : CAGTGC




− C G T A C








Decide what scores you will assign to matches, mismatches, insertions and
deletions (M, X, I, D respectively). For example M = 2, X = −1, I = −1,
D = −1.
34
Populate the rest of the matrix using the following relation:
Hi,j = max






Starting at the first base of each sequence, the relation decides whether a
sequence match/mismatch, insertion or deletion would give the best score at
each position. As the relationship is applied throughout the matrix, each




− C G T A C C
− 0 0 0 0 0 0 0
C 0 2 1 0 0 2 2
A 0 1 1 0 2 1 1
G 0 0 3 2 1 1 0
T 0 0 2 5 4 3 2
G 0 0 2 4 4 3 2
C 0 2 1 3 3 6 5
C 0 2 1 2 2 5 8

As each cell is filled, the path taken to reach this cell is stored. When the
matrix is completed the highest scoring cell is chosen and the path (shown




− C G T A C C
− 0 0 0 0 0 0 0
C 0 2 1 0 0 2 2
A 0 1 1 0 2 1 1
G 0 0 3 2 1 1 0
T 0 0 2 5 4 3 2
G 0 0 2 4 4 3 2
C 0 2 1 3 3 6 5
C 0 2 1 2 2 5 8






BLAST [87] (Basic Local Alignment Search Tool) was, along with FASTA,
one of the first fast sequence alignment programs which compared large num-
bers of input sequences individually against a reference database. Prior to the
development of these tools, pairwise alignment was done using dynamic pro-
gramming methods such as the Needleman-Wunsch [88] or Smith-Waterman
[86] algorithms. Dynamic programming algorithms, whilst guaranteed to
find the optimal alignment given two sequences, are very slow and have un-
favourable computational scaling for long sequences. BLAST and FASTA are
“heuristic” algorithms which are much faster than dynamic programming ap-
proaches but are not guaranteed to find the optimal alignments of the query
and database sequences.
Due to its vast speed advantage over previous approaches, BLAST became
one of the most widely used programs in biology and was the most highly
cited paper of the 1990s [89]. It is also the basis of several metagenomic
methods including PhymmBL and MEGAN [90] [91].
A summary of the BLASTN (BLAST for nucleotide sequences) algorithm is
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provided below as applied to the following example sequences:
Reference : CGACGGCCAGGCTAGC
Sequence : CTGCGAGCTAAAAA
1: Low complexity masking Regions of short repetitive sequence, known
as “low-complexity”, can cause alignment errors and need to be removed.
BLASTN uses the program DUST [92] to mask these regions in the query
sequence. For the given example, the final bases of the query are repetitive
and would be masked:
Original : CTGCGAGCTAAAAA
Masked : CTGCGAGCTXXXXX
2: k-mer splitting k -mer matches (see section 1.5.1) are used as seeds
for the BLAST algorithm. For this reason, each query sequence is split up
into sections of k bases (usually 11 for nucleotide alignments). Consider the








3: Find high scoring k-mers In order to find non-exact matches of short
queries, the reference must be searched not just for exact k -mer matches but
for similar ones also.
Each query k -mer is compared with all possible 4-mers using a “substitution
matrix” which assigns scores to matching (e.g. +3) or mismatching (e.g. -2)
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nucleotides: 
A C T G
A +3 −2 −2 −2
C −2 +3 −2 −2
T −2 −2 +3 −2
G −2 −2 −2 +3

For example the two 4-mers:
First : C T G C
Second : C G G C
Score : +3-2+3+3=7
Once all possible variations of each k -mer in a query have been scored, only
the ones with a score greater than the threshold T are considered for align-
ment and stored in efficient search tree structures.
4: Seed and extend The database is scanned for exact matches with
high-scoring words, these matches are called seeds. Each alignment is ex-
tended from both the left and right side of the seed until the alignment score
drops more than a chosen value X (e.g. 3) below the highest previous score.
Consider the example with the seed in red and mismatches in blue:
Reference : CGACGGCCAGGCTAGC
Sequence : CTGCGAGCT






Alignment : C GC AG 11
The resulting alignments are known as High Scoring Pairs (HSP)
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5: Calculate the significance of the HSPs A statistical method based
on the Gumbel extreme value distribution [93] is used to evaluate the sig-
nificance of the high-scoring pairs. A so-called E value is calculated which
represents the predicted number of hits that a random query of this size would
produce by chance in a similar database. Therefore a lower E value means
an alignment is more statistically significant. This technique can break down
with short query sequences.
1.5.3 Lowest common ancestor
Lowest common ancestor (LCA) is a technique for taxonomic classification in
bioinformatics [94]. Often it cannot be unambiguously decided which species
a particular read maps to. This is because reads often align well to many dif-
ferent genomes (as sections of genomes are often conserved between species
in the same genus etc.), in this situation the LCA method is used to deter-
mine the best guess taxonomy.
The LCA algorithm operates on a phylogenetic tree, a data structure rep-
resenting inferred evolutionary relationships between species. In the tree, a











Figure 1.4: Taxonomy tree for Yersinia pestis and pseudotuberculosis [3].
In Figure 1.4 the node representing the genus Yersinia would have amongst
its descendants the species Yersinia pestis and Yersinia pseudotuberculosis.
The LCA algorithm, operating on a set of nodes, moves through the tree to
find the most recent (or lowest) common ancestor node. Comparing with the
above example, if a read was mapped to both Yersinia pestis and Yersinia
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pseudotuberculosis, the lowest common ancestor method would infer that the
read is from the genus Yersinia.
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1.6 Analysis of high-throughput sequencing
data
1.6.1 Assembly
Genome assembly is the process by which an organism’s chromosomes are
recreated from fragmented reads of DNA [95].
When Sanger sequencing was developed (see section 1.4.1) the reads were
' 1000 bases which overlapped each other by a few hundred bases. Taking
the human genome as an example, assembly would correspond to solving
a ' 32 million piece jigsaw. This problem is complicated by those jigsaw
pieces containing errors and with some pieces being missing altogether. For
this reason, each region of the genome must be sampled many times.
Modern high-throughput sequencing platforms, despite producing far more
data, make this computational problem significantly harder. As the reads
produced are only hundreds of base pairs, the jigsaw is now ' 200 million
pieces each of which has hundreds of copies.
The issue is further complicated by the repetitive nature of genomes (over
two-thirds of the human genome is repetitive [96]). This means that if the
reads are shorter than the length of a repeat, the structure of the genome
cannot be determined. The process of genome assembly therefore is a signif-
icant computational challenge.
Assembly usually consists of the following steps:
• Reads are joined up via overlapping regions into a contiguous sequence
known as a contig. The lengths of these sections are limited by repeats,
errors and polymorphisms.
• Paired end data (section 1.4.2), where two reads are taken from opposite
ends of a long fragment, are used to link these contigs together into
scaffolds which may contain gaps.
For a more in depth review of genome assembly see [95].
As assembly is so computationally complex; many algorithms exist which
attempt to solve the problem, some of which will be listed in this section.
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Researchers have the task of determining the best assembler for their par-
ticular dataset. To make this choice easier, several groups have constructed
benchmarks for assemblers to compare accuracy, contig length and execution
time. Some notable benchmarks include Assemblathon [97][98], GAGE [99]
and nucleotide.es [100].
Genome assembly has a key place in metagenomic analyses as the longer
contigs increase accuracy of taxonomic and functional classification. Metage-
nomic assembly comes with its own issues however, primarily the sharing of
genomic regions between species which causes chimeric assembly.
k-SLAM was originally developed as an assembler, using the sorted list of
k -mers to infer overlaps between reads. The focus however shifted to metage-
nomic analysis for entry into the DTRA challenge listed in section 3.1. k-
SLAM however still retains elements of assembly within its algorithm (a
novel pseudo-assembly method in section 2.1.5) which provide significant tax-
onomic accuracy benefits. It is for this reason that a summary of assembly
is provided below.
1.6.2 Algorithms for de-novo assembly
As stated above, many algorithms exist for genomic assembly. These algo-
rithms can generally be broken down into three distinct groups: overlap-
layout-consensus, de Bruijn graph and string graph.
Overlap-layout-consensus
The overlap-layout-consensus (OLC) approach was developed for long reads
from Sanger sequencing and subsequently used to assemble large genomes.
Like all three methods reviewed in this report, OLC uses a graph; in this
case an overlap graph.
Firstly, overlaps are found using a pairwise alignment of reads, this is a com-
putationally expensive task scaling with O(N2). The algorithm is sensitive
to overlap length and also to the method chosen to identify similarity. These
parameters are carefully chosen so that the software is tolerant of base calling
error.
42
Secondly, an overlap graph is constructed, giving an approximate layout.
Multiple sequence alignment is then used to determine the best consensus
layout, however there is no known method of constructing the optimal se-
quence efficiently.
Advantages: The OLC method is memory efficient as the overlap graph
doesn’t need to store bases.
The algorithm is a simple way to assemble data with long read lengths.
Disadvantages: Finding the path through the overlap graph is a Hamilto-
nian path problem, which is NP-complete and hence has no known optimal
solution. This is in contrast to the Eulerian path problem in the de Bruijn
graph which is soluble efficiently.
Programs:
• Celera: Published in 2000 by Adams et al. [101], Celera is a Sanger
era assembler which has since been modified for 454 data [102]. The
new pipeline, called CABOG, has many unique algorithms for base call
correction and consensus graph formation. The error filter operates by
comparing each read to its overlaps and inferring errors. Instead of
altering the read, it modifies stored error rates in the overlaps. Cel-
era used transitive reduction on the graph but this is time consuming
and CABOG replaces this by finding the ‘best overlap’ for each read.
CABOG then builds stretches of uncontested sequence, called unitigs,
from non-branching paths. These unitigs are then scaffolded by paired
end data.
• Newbler: Published in 2005 by Margulies et al. [103], Newbler is a
commonly used assembler for 454 platform data. The program was
originally developed for 100bp reads and uses paired end data for scaf-
folding. The algorithm applies OLC twice, firstly to build unitigs which
then serve as seeds for the second phase of OLC. The software is dis-




In this method, every read is split into a series of ‘k -mers’ (see section 1.5.1),
each a sequence of k bases where k is a constant parameter. For example
a read AACGTAG with k = 4 would be split into: AACG, ACGT, CGTA,
GTAG. In order to form the de Bruijn graph, each unique k -mer is assigned
a node. If two nodes overlap such that the first k − 1 bases of node 2 are
equal to the final k − 1 bases of node 1 then there is a directed edge from
node 1 to node 2.
AACG ACGT CGTA GTAG
Figure 1.5: de Bruijn graph for sequence AACGTAG with k = 4
Data from opposite strands of DNA are dealt with by pairing each node
A with a twin A˜ which is labelled by its reverse complement. If there is a
directed edge from node A to node B then there is associated a symmetric
edge from B˜ to A˜.
By construction, the de Bruijn graph contains a path corresponding to the
original sequence. This conveniently sidesteps the problem of pairwise align-
ment which has unfavourable O(N2) computation time scaling. If the target
sequence has no repeats and there are no sequencing errors then the de Bruijn
graph will consist of one path with no branching, forming a perfect repre-
sentation of the genome. Real world data however contains many errors and
repeats which must be detected and resolved by an assembly algorithm which
analyses the topology of the graph.
Errors and repeats: This section is based on one published by Zerbino
in 2008 [104].
Errors and repeats give rise to a variety of features in the de Bruijn graph:
• Tips: This feature occurs when there is an error fewer than k bases





Figure 1.6: Tip error: sequencing error leads to two divergent paths.
Due to the nature of next-generation sequencing, tips are extremely
common. These features can be removed by coverage data; when a
node has two edges and one edge has very low coverage compared to
the other, the first path is deleted.
• Bubbles: This phenomenon can be caused by a variety of effects; errors
in the middle of long reads, random intersection of two tips and by
polymorphism. Bubbles are harder to resolve than tips and usually are
corrected using a heuristic algorithm comparing coverage and other




Figure 1.7: Graph bubble: two paths which start and end at the same points.
• Chimeric connections: These usually erroneously connect otherwise
correct contigs, breaking them up. There are many situations in which
this effect occurs, including when tips randomly overlap and when dif-





Figure 1.8: Chimeric connection: two contigs falsely connected.
Advantages: As the de Bruijn graph is composed from k-mers its structure
is not influenced by the length or fragmentation of the input reads. This
means that this method is able to cope with reads of very different lengths
(although for mixed read length data finding an optimal k is difficult).
The de Bruijn graph method also has favourable scaling of O(N) rather than
the O(N2) of pairwise methods such as OLC.
With a good graph cleaning algorithm, the de Bruijn graph method copes
well with poor data containing many errors.
Disadvantages: As every read is split into many k-mers, the method uses
large amounts of working memory; for mammalian genomes this can be in
excess of 300GB.
The k-mer splitting also disregards connectivity information, this effect is
increased by longer reads.
As the optimal k-mer size depends on read length, the method struggles with
mixed read length data.
Programs:
• Euler: Published in 2001 by Pevzner [105], Euler was the first as-
sembler to use the de Bruijn graph approach. The software was first
developed for longer Sanger reads but then modified for shorter 454
and Illumina reads. It implements several novel methods for improving
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assembly quality, including the removal of low frequency k-mers, com-
paring graphs with different k-mer sizes and using paired end data to
resolve graph tangles. The software was mainly used for short paired
end reads from Illumina sequencing platforms.
• Velvet: Published by Zerbino in 2008 [104], Velvet is an accurate and
user friendly assembler with several unique construction and cleaning
algorithms. Velvet simplifies and compresses the de Bruijn graph by
concatenating non-branching paths into single nodes; this saves mem-
ory and simplifies cleaning. The software also contains other methods
for reducing graph complexity such as its ‘Tour Bus’ algorithm which
removes bubbles. Other algorithms use coverage and paired end data to
improve assembly quality and contig length. Velvet is used to assemble
Illumina reads although its memory requirements prohibit its use with
very large genomes. In 2012, Velvet was adapted for metagenomic data
by Namiki et al. (MetaVelvet [106]).
• ABySS: Published in 2009 by Simpson et al. [107], ABySS is a pop-
ular grid based assembler. The program uses distributed memory to
assemble very large data sets including human genomes from > 3×109
paired end Illumina reads.
• AllPaths: Published by Butler in 2008 [108], AllPaths is a de Bruijn
graph assembler used for large genomes. The program uses a read filter
which corrects initial k-mers and uses a divide and conquer approach
for applying paired end and read data. It is used to assemble large
genomes from Illumina reads.
• SOAPdenovo: Published closed source in 2009 [109], SOAPdenovo is a
high quality assembler for mammalian sized genomes from very short
(< 75bp) reads. SOAP borrows from Velvet and Euler, with its bub-
ble removal algorithm and k-mer frequency threshold respectively. It
however uses far less memory by discarding read tracking data. SOAP
can also scaffold its contigs together using read pair information in a
similar way to OLC assemblers like CABOG and Celera.
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• SPAdes: Published in 2012 by Bankevich et al. [110], SPAdes was
originally designed for assembling genomes from single-cell sequencing
data. For this reason, its algorithm was optimised for the wide variation
in coverage given by the multiple displacement amplification technique.
SPAdes differs from standard de Bruijn graph assemblers in that it uses
multiple k -mer sizes. This approach to assembly gives SPAdes a large
accuracy increase on microbial genomes.
For a more in depth review of the OLC and de Bruijn graph approaches and
implementations see Miller 2010 [111].
String Graph
Based on a paper published by Myers in 2005 [112], the Simpson-Durbin algo-
rithm [113] resolves the large memory usage of the de Bruijn graph approach
using a ‘string graph’. The algorithm computes overlaps between all pairs
of reads and then constructs a string graph with each read being assigned a
single node rather than being split into k-mers, this has a far lower memory
requirement meaning that mammalian sized genomes can be handled much
more easily.
The first step of the method is to compute pairwise overlaps; this initially
seems to be very computationally expensive (O(N2) scaling), however the
Simpson-Durbin algorithm uses a suffix array and then the Ferragina-Manzini
[114] index to find overlaps, reducing the scaling to linear order.
After all overlaps longer than a specified length have been found, a string
graph is formed with the nodes labelled by their bases and the edges labelled
by overlaps. The goal is a graph where the target genome sequence is repre-
sented by some tour of the graph. Reads that are fully contained by another
read are deleted to save memory.
At this stage, the graph is ‘read coherent’, meaning that any tour of the graph
represents a valid assembly of the reads, this is not true for a de Bruijn graph.
The graph is then simplified using transitive reduction and concatenation of
non-branching paths.
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Advantages: As this method does not break reads into k-mers; it ben-
efits from additional connectivity data and lower memory usage than the
traditional de Bruijn method.
The string graph is also able to cope with mixed read length data far more
effectively than the de Bruijn method.
Disadvantages: The pairwise alignment process, despite the reduced
scaling with the FM index, still requires a lot more CPU time than other
methods.
Programs: The Simpson-Durbin algorithm is implemented in the String
Graph Assembler (SGA) [112].
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1.6.3 Metagenomic classifiers
Modern whole metagenome analysis usually consists of short read high-
throughput shotgun sequencing of a mixed environmental sample which is
then analysed with reference to existing genomes (see section 1.3 for more
information) in order to determine taxonomy.
As the sequences produced are so short there needs to be an incredibly large
number of them so that the sample can be accurately characterised. Modern
metagenomic datasets often have > 107 reads and are bigger than 10GB. This
problem is compounded by the large number of microbial genomes (> 5000
whole bacterial genomes alone [115]) that the reads must be compared to.
For the above reasons, the speed of the computational methods has always
lagged behind the rate of data generation and this has proved to be a large
barrier to the widespread adoption of WGS based metagenomics.
There are currently three main approaches to the taxonomic analysis of high-
throughput shotgun metagenomic datasets; sequence homology, composition
based inference through machine learning and abundance estimation.
Homology based methods
Homology based methods aim to find nucleotide sequences which are common
to both the reads and a database and use these to infer taxonomy. Homol-
ogy methods generally use pairwise alignment, where reads are compared to
previously sequenced genomes to find sections where the sequences match.
By finding the genomes that each reads maps to, taxonomy can be inferred.
The alignment position along the genome can be used to identify the gene
from which the read most likely originated as well as any variants between
the read and the reference sequence.
The oldest method for performing this nucleotide homology search was BLAST
[87], which aligns sequences to a database of genomes using a k -mer based
method. Taxonomy can then be assigned from the top scoring matches.
BLAST and other homology based methods have high accuracy when the
sampled species exists in the genome database but struggle to infer taxon-
omy otherwise. The vast size of the datasets, often more than 1× 107 reads
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means that BLAST based methods are incredibly slow as they have to align
each read to thousands of large genomes. A BLASTN based analysis of
a typical metagenomic dataset can take weeks of compute time. It is for
this reason that BLAST based methods have been largely phased out in the
metagenomic analysis community.
Newer homology based methods dispense with actual alignments, just match-
ing short k -mers to assign taxonomy. This is an important distinction as
while the method allows greatly increased speed, it does not produce actual
alignments and therefore cannot identify genes, variants and alignment po-
sitions.
To describe the history of homology based taxonomic classification, descrip-
tions are provided of the most used methods, from older BLAST based algo-
rithms to state of the art ultra-fast k -mer classifiers.
MEGAN (2007) MEGAN [91] is a GUI for the analysis of metagenomic
datasets which have been aligned to a genome database using a homology
based method e.g. BLAST [87] or DIAMOND [116]. Taxonomy is assigned
to reads using a “lowest common ancestor” method (see section 1.5.3). Func-
tional analysis (see section 2.5) can also be performed (using SEED [117]) by
finding the best alignment for each read to a gene with a known function in
the database.
MEGAN has been used in a variety of metagenomic projects, including an in-
vestigation of marine fish fauna [118] and studying the effects of chlorination
on microbial antibiotic resistance in drinking water [119].
MG-RAST (2008) MG-RAST [120] is a webserver for the analysis of
metagenomic datasets using a pipeline for taxonomic and functional anal-
ysis. Functional and taxonomic assignments are produced by alignment to
databases of nucleotides and proteins. Phylogenetic and functional sum-
maries are produced, and tools for comparative metagenomics are included.
MG-RAST has been used in several prominent projects, including a charac-
terisation of the developing infant gut microbiome [121].
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LMAT (2013) LMAT [122] was one of the first of a new generation of
high speed homology based classifiers that do not perform a full alignment of
the reads against a genome database. LMAT generates a database of k -mers
from a selection of representative genomes, each k -mer stored with its lowest
common ancestor. This database is trimmed to create a “marker library”
of large groups of k -mers from evolutionarily related species. k -mers shared
between the read and the database are used to assign taxonomy. A large
amount of RAM is needed (> 500GB).
LMAT has been used to study combat wound infections [123].
taxator-tk (2014) Taxator-tk [124] uses alignments produced by BLASTN
[87] or LAST [125] against a reference database of genomes. Overlapping
alignments of sections of each read are connected forming longer segments
which are assigned taxonomy based on similarities to the reference sequence.
Taxator has been used to study root microbiota of barley [126] and arabidop-
sis [127].
One Codex (2015) One Codex [128] is a web server which uses a k -
mer based homology approach to compare reads to a custom database of
microbial genomes. Matching k -mers are used in combination with a lowest
common ancestor method to find the most specific taxonomic assignment.
The algorithm produces a graphical overview of the taxonomic composition
of the sample.
Kraken (2015) Kraken [129] is a prominent and ultra-fast classifier which
uses a k -mer based homology method. A database is produced of k -mers and
their lowest common ancestors. Reads are classified using a classification tree
of taxa identified by k -mers in that read, weighted by their number of hits.
The path of greatest score is used to assign taxonomy.
Kraken has seen wide usage in projects including Klebsiella pneumoniae
neonatal infections [130] and Pseudomonas aeruginosa infections in a re-
cently opened hospital [131].
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CLARK (2015) CLARK [132] is another k -mer homology approach which
does not produce alignments. An index is produced of k -mers which are
unique within the genome database. This index therefore contains genomic
regions which are specific to single taxons. Reads are assigned to the genome
with which they share the largest number of k -mers . CLARK also produces a
confidence score for each read’s taxonomy, allowing screening of poor quality
assignments.
CLARK’s incredible speed means it has become widely used on projects
including the study of Escherichia coli contamination of spinach [133].
Abundance estimation methods
Abundance based methods are homology based methods which use alignment
to a greatly reduced database of specific genes. The genes are chosen such
that they are “clade specific” so that if a read maps to that gene then you
can confidently assign taxonomy to a single species. This small database
provides a large increase in speed of analysis but only aligns a small fraction
of reads. It is for this reason that these programs can only produce a report of
the relative abundances of species present in the sample. This disadvantage
of only aligning a subset of reads prevents them from being used for pre-
assembly binning or gene identification.
MetaPhyler (2010) MetaPhyler [134] has a custom index of only 31
marker genes which are mostly universal single-copy genes. The algorithm
uses BLASTX [135] to align reads to this database of markers and uses the
alignments to infer taxonomy to phylum or genus level.
MetaPhyler has been used to study the gut metagenomes of honey bees [136].
MetaPhlAn (2012) One of the most popular abundance estimation al-
gorithms; MetaPhlAn [137] uses ' 1 million clade-specific marker genes to
infer taxonomy. In the case of MetaPhlAn, clades range in specificity from
species to phylum and the markers are strongly conserved within each clade
without mapping to genomes outside the clade. All reads are aligned to the
database using Bowtie [138].
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MetaPhlAn has been used for a vast number of different projects, including
high-profile studies such as the Human Microbiome Project [139] and in the
study of the microbiome of placenta [140].
mOTU (2013) mOTU [141] has an incredibly reduced set of only 10 uni-
versal single-copy marker genes which are used to assign taxonomy to reads.
These genes are referred to as “metagenomic operational taxonomic units”
(mOTUS) and were chosen by scanning genomes for markers and choosing
the ones that performed best in benchmarks.
mOTU has been used to study the global ocean microbiome [142].
GOTTCHA (2015) GOTTCHA [143] has a database of unique signatures
from prokaryotic and viral genomes. This is generated by finding unique
genome segments at a variety of taxonomic levels which then have any 24-
mer that maps to the human genome removed. Reads are split into short
sections which are mapped to the database using BWA [144] to find exact
alignments.
Composition based methods
Composition based methods use machine leaning techniques such as Interpo-
lated Markov Models or Bayesian classifiers to extract sequence features from
a database of genomes which can then be used to assign taxonomy to reads.
These methods have the advantage of not relying on a database (although
one is needed to train the algorithm) but are less accurate than alignment
based methods. Some methods combine composition and homology based
methods to improve accuracy. Composition based methods have recently
largely fallen out of use for taxonomic assignment.
PhymmBL (2009) Phymm [90] was one of the first accurate and fast
metagenomic classifiers. It employed an Interpolated Markov Model which
was trained on a database of 539 complete, curated genomes which could be
used to classify reads as short as 100 base-pairs. Phymm was also combined
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with a BLAST homology method to create PhymmBL, which increase accu-
racy but also lengthened runtimes.
Phymm was used in a number of high-profile projects including a charac-
terisation of the oral metagenome [145] and an insect herbivore microbiome
[146].
NBC (2011) NBC [147] is a webserver that employs a naive Bayesian
classifier trained on the k -mer frequency profile of 635 microbial genomes to
classify reads as short as 25 base-pairs.
NBC was used to characterise feline gastrointestinal microbiota [148] and a
soil microbial community [149].
RITA (2012) RITA (Rapid Identification of Taxonomic Assignments) [150]
uses a mixture of composition and homology methods to assign taxonomy to
reads as short as 50 base-pairs. RITA improved on the previous PhymmBL
hybrid approach with greatly increased speed.
RITA has been used to study Dehalococcoides-containing enrichment cul-
tures [151] and short-chain alkane-degrading cultures [152].
Current state of the art
The extreme size of modern high-throughput shotgun datasets has meant
that older alignment and composition based methods (BLAST, MEGAN,
MG-RAST, PhymmBL, NBC and RITA) have fallen out of favour due to
their lack of speed.
This requirement for algorithmic efficiency has led to reliance on non-alignment
based homology methods (mainly Kraken and CLARK) and abundance based
methods (mainly MetaPhlAn).
The downside of this choice is that none of the popular methods perform a
full alignment of reads against a large database of genomes (as older meth-
ods like BLAST, MEGAN and PhymmBL did), only producing taxonomic
classification or abundance estimation. Full alignment has many advantages,
namely variant detection, gene identification and false positive screening, all
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of which are lost with modern high speed classifiers.
The goal of the k-SLAM algorithm was to provide all of the information given
by a full alignment of all reads against a database whilst retaining the speed
of modern pure-taxonomic classifiers.
For an expanded description of the above classifiers with benchmarks against
an artificial dataset see Metabenchmark [5].
1.6.4 Databases for metagenomic classification
All metagenomic classification algorithms need a database of previously se-
quenced microbial genomes against which the query reads are compared. In
an ideal world, every strain present in all microbiomes would have a rep-
resentative error-free genome in the database. This would allow (barring
identical sequence between species) perfect classification of all metagenomic
reads. The databases however are imperfect and this affects all classifiers.
Due to the vast number of different microbial species (and most of them not
being culturable in a laboratory) there are large gaps in genome databases.
This means that large proportions of the reads in a typical metagenomic
sample cannot be classified. This problem however is being mitigated by the
rapid growth of the databases.
The genomes themselves often contain sequencing errors and sometimes con-
taminant DNA from other species.
The distribution of species present in the databases is heavily skewed towards
the strains most frequently studied.
The taxonomy identifiers and phylogenetic trees are frequently updated or
deprecated.
All of the above issues affect all classifiers and significantly impact both the




k-SLAM is a homology based (section 1.6.3) program for ultra-fast whole
metagenome analysis of high-throughput sequencing data. k-SLAM aligns
all reads to a large database of annotated genomes using an efficient and
parallelisable k -mer based algorithm. The alignments found are used to
infer genes and assign taxonomy. A novel pseudo-assembly technique chains
neighbouring alignments together to increase taxonomic specificity.
k-SLAM was developed (as outlined in section 1.6.3) to have the advantages
of alignment based methods (accuracy, ability to infer genes, variants and
false positives) with the greatly increased speed of the latest purely taxonomic
classifiers.
2.1 The k-SLAM algorithm
2.1.1 An outline of the problem
Consider two problems:
1. Imagine there are several sets of identical twins where one twin lives
in the USA (population O(108)) and the other in Scotland (population
O(107)). The task is to find the identical twins (without prior knowl-
edge of their appearance). The naive solution would be to compare
every person in Scotland with everyone in the USA, this would involve
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O(1015) comparisons, clearly unfeasible.
2. Given a dataset of 107 shotgun reads taken from a human blood sam-
ple identify all non-human species by comparison to a set of known
sequences, e.g. GenBank (' 108 entries). The naive solution would
be to do a pairwise comparison, an all against all search against the
sequence database, this would scale with O(N2), in this case O(1015)
comparisons, again unfeasible.
Many alignment based metagenomic classifiers tackle this issue using BLAST
(see section 1.5.2), a k -mer based sequence aligner [87] as the basis for their
queries, but this is very slow. The aim of k-SLAM was to produce results
just as accurate but with minimal compute time.
A solution to the identical twin problem
1. Collect all of the people in one location.
2. Get all of the people to stand in height order.
3. Go through the line of people, finding people adjacent to one another
who are the same height.
4. From this greatly reduced set of pairs of people, inspect them individ-
ually to see which ones are identical.
The computational equivalent of the identical twin solution is to reduce
the problem to a list-sort. Sorting a long list is one of the quickest operations
a modern computer can perform, many algorithms exist which are fast and
highly parallel.
Aside: Note that the following algorithm description uses RefSeq [115] as
a genome database. However k-SLAM can use any nucleotide database, as
long as it has annotations in the GenBank file format [153].
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2.1.2 Algorithm overview
In order to reduce metagenomic analysis to a list-sort, a k-mer based ap-
proach is needed (see section 1.5.1). The k-mers are used to detect overlaps
(> k overlapping bases) between reads and genomes.
1. Create a vector to store k-mers.
2. For every entry in the RefSeq genome database, split each sequence
into non-overlapping k-mers and add them to the vector. k-mers are
tagged with the ID of the entry and the offset from the start of the
sequence.
3. For every read in the dataset, split into overlapping (k − 1 overlap)
k-mers and add to the vector. k-mers are tagged with the ID of the
read and the offset from the start of the sequence.
4. Sort the vector (this places identical k-mers next to each other).
5. Iterate over the vector finding k-mers which exist in both the database
and the dataset.
6. Infer from each duplicate k-mer an overlap between a genome and a
read. The offset of the read from the start of the reference genome is
calculated from the k-mer offsets.
We now have a small set of k base overlaps between reads and genomes that
can be checked more thoroughly.
The above algorithm avoids the naive O(N2) scaling as list sorting can be
performed in O(N logN) (for quicksort or mergesort [154]).
Limitation of k-mer homology methods It is worth pointing out at
this stage a disadvantage of this method: In order for a genome to be con-
sidered, it must share a k-mer with the read, this relies on the read having
k correct contiguous bases. If the reads have a large number of errors or k is
large, this may not occur. This is not usually an issue as the high quality of
reads from modern sequencers ensures that overlaps are almost always found.
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2.1.3 Smith-Waterman alignment
Once the ≥ k base overlaps have been found (section 2.1.2) we need to test
whether those overlaps are correct or whether they are false positives, i.e
whether the entire read maps to the genome or if it is just k bases. For
this, a pairwise sequence alignment algorithm must be used, in this case a
Smith-Waterman alignment (see section 1.5.2). This particular algorithm
was chosen as it is guaranteed to find the optimal alignment and several fast
implementations have been developed. For k-SLAM, Zhao’s [155] striped,
SIMD optimised Smith-Waterman library is used. The Smith-Waterman
algorithm is used by k-SLAM to determine the similarity of a read to a
genome.
The Smith-Waterman algorithm is highly inefficient for long sequences as
the complexity scales with the square of the length. This is the reason that
k-SLAM must first use a k -mer method to infer the positions where the
reads and genomes overlap. Once these overlap positions are known, the
Smith-Waterman algorithm can be applied on only a small substring of the
genome. This avoids the complexity scaling and provides significantly quicker
runtimes.
2.1.4 Paired end reads
One of the primary limitations of alignment based metagenomics is that the
genomes of related species are often incredibly similar and large sections of
genes are identical (human and chimpanzee sharing 98% of their genes [156]).
If a short sequencing read maps to a section of DNA that is conserved across
species within a genus then it is impossible to determine which of the many
species it is derived from. The greater the length of the read, the greater
chance that it will extend into sequence unique to a single species. However,
there is a limitation on the length of reads from high-throughput sequencers
(see section 1.4.3). This problem can be mitigated by using paired reads (see
section 1.4.2) where both ends of a long piece of DNA are sequenced. This
can extend a read from 150-200 bases to over 5000 (albeit with unknown se-
quence in the middle) and greatly increases the chance that unique sequence
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will be captured.
Paired end reads present a problem to aligners as the separation between
the two read-pairs is unknown and highly variable so one cannot reconstruct
the exact placement of the two reads. This can lead to issues when each
read in a pair maps to several positions along a genome, making it hard to
determine which alignment positions are correct (as the insert size of the pair
is only approximately known). k-SLAM solves this problem by aligning both
reads in the pair individually and then trying to determine the placement of
each read from their alignment positions using the following novel algorithm:
Given the following section of genome with the following alignment posi-
tions of R1 and R2 for a single read-pair, determine the correct pairing and







Figure 2.1: Alignments of a paired end read, note multiple alignment posi-
tions due to genomic repeats. R1 in red, R2 in blue.
It can be seen above that finding the correct pair amongst the alignment
positions is non-trivial as the insert size is unknown.
1. Sort the individual fragments according to their alignment positions
along the target genome.
2. Iterate through fragments in order.
3. For each fragment:
If fragment is R1, create read-pairs from all adjacent R2s (in both
61
directions) until the next R1 is reached.
If fragment is R2, create read-pairs from all adjacent R1s (in both
directions) until the next R2 is reached.
4. If fragment does not form part of a pair, create a dummy read-pair
containing only that fragment.
5. Screen read-pairs which do not conform to the correct strand orienta-
tion (see section 1.4.3).
For the read-pair given above (Figure 2.1) this algorithm will produce mul-
tiple possible read-pairs:
1st R1 with 1st R2 (insert-size 19),
2nd R1 with 1st R2 (insert-size 16),
2nd R1 with 2nd R2 (insert-size 16),
2nd R1 with 3rd R2 (insert-size 24).
All of the read-pairs generated above have different insert sizes (defined as
the distance between the first and last base of a pair). This difference is used
by the following algorithm to decide which of the many pairs is correct for
each read.
Insert size screening
For the following analysis, assume that the insert sizes for an entire dataset
are normally distributed. This allows screening of outliers (false positive
pairs generated by the previous step).
1. Create a list of all of the paired alignments generated from all of the
reads within the dataset.
2. Sort according to insert-size.
3. Find the median (Q2), upper (Q3) and lower quartiles (Q1) of insert-
size.
4. Screen all read-pairs with insert size > Q3 + 2(Q3 −Q1).
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When this method is applied to the above fragments, only the following two
paired alignments would be used:
2nd R1 with 1st R2 (insert-size 16),
2nd R1 with 2nd R2 (insert-size 16).
This corresponds to an original read-pair with insert-size 16 that aligned at
two different positions along the genome. It can be seen that this method
allows the discovery of multiple alignment positions, which helps in gene
identification.
2.1.5 Pseudo-assembly
As explained in the previous section, the primary limitation of alignment-
based metagenomics is the high degree of genome similarity between closely
related species. This similarity makes it difficult to accurately estimate the
abundance of each species in a sample as a large fraction of the reads for
one particular species will also align to other species. Consider the following
example of two species from the same genus along with short reads which







Using any of the existing metagenomic classifiers, despite all four reads
being from species 2, the first three reads would be assigned to the genus
level and read 4 would be the only one correctly classified to species level.
This makes inferring the taxonomic abundance inaccurate.
The novel pseudo-assembly method developed for k-SLAM aims to address
this problem and accurately classify as many reads as possible to the species
level. The goal of the algorithm is to group together overlapping alignments
into long chains which ideally extend into sequence that is unique to one
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species. Choosing the longest chain for each read would then give classifi-
cation to species rather than genus level. In order to preferentially choose
chains which are supported by many reads across their length, coverage also
needs to be taken into account.
The k-SLAM pseudo-assembly algorithm as applied to each genome:
1. For each genome, sort the alignments by start position.
2. Iterate over alignments, forming chains of alignments that overlap by
more than twenty bases.
3. For each chain, calculate the following parameters:
L = be − bs
where L is the chain length (in nucleotides), be is the position of the
final nucleotide in the chain and bs is the position of the first nucleotide.
C = Nb/L





where µs is mean score per nucleotide and s is the Smith-Waterman
score for each alignment.
S = CµsL
where S is the chain’s score which is applied to all of the alignments in
the chain.
The purpose of the above algorithm is to find the average score per nu-
cleotide and multiply it by the length of the chain and by the coverage across
the chain. This gives a score which is assigned to each of the reads within
the chain.
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This pseudo-alignment algorithm gives a > 40% increase in accuracy on dif-
ficult to classify species (see section 2.4.2).
2.1.6 Inferring taxonomy and genes from alignments
After the Smith-Waterman alignments have been performed, it must be de-
cided which hits are significant and use those hits to infer taxonomy and
identify genes. This can be complicated as most reads will map to more than
one genome.
Following is the algorithm k-SLAM uses to decide which hits are significant:
1. Screen alignments with score below a user-chosen threshold.
2. Form alignment pairs.
3. Screen pairs by insert size.
4. Perform pseudo-assembly.
5. For each read:
Multiply the score of the best alignment by a user-chosen percentage
and screen all alignments below this score.
6. Apply the lowest common ancestor (see section 1.5.3) algorithm to infer
taxonomy.
7. Find the gene (from the genome annotations) which has the greatest
overlap with the top scoring alignment.
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2.2 Read pre-processing
Nucleotide reads produced by second-generation sequencing platforms (e.g.
Illumina HiSeq) have characteristic error profiles specific to this method of
sequencing. These errors can cause many problems when the reads are anal-
ysed by aligners, assemblers and taxonomic classifiers.
In this section, three issues common to second-generation sequencers will be
presented along with how those problems can be removed by k-SLAM in a
read pre-processing stage.
Please note that at this stage, read pre-processing implementation in k-SLAM
is still in its preliminary stages and is not currently incorporated into the
publically available distribution.
2.2.1 Quality trimming
In second generation sequencing the accuracy of base calling (the process
by which nucleotides are identified) decreases as more bases are read. This
means that the bases at the end of each read can be far less accurate than
those at the start of the read. This means that the final bases are likely to
contain many errors. If these bases are not removed then they can cause
issues with the alignment and assembly of reads as they will not map accu-
rately. This is accounted for by the sequencer, which assigns a lower “quality
value” to these bases.
In k-SLAM the reads are first trimmed to remove low quality bases using the
following algorithm:
1. Starting at the end of the read and working backwards, a running
cumulative quality total is calculated Q = Σ0i=read.length(qi − 25).
2. Work back until Q ≥ 0 keeping track of the base with the lowest quality.
3. When Q ≥ 0 trim the read at the point of lowest quality.
This algorithm differs from the standard quality trimming tools (including
Trimmomatic [157] and FASTX-toolkit [158]) as it uses a running quality
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total rather than a window. In the future, tests will be run to benchmark
k-SLAM’s quality trimming against existing methods.
2.2.2 Adaptor removal
Part of the second-generation sequencing process is the ligation of adaptors
(see section 1.4.3). If the sequencer reads the entire nucleotide fragment, it
often also sequences the adaptor. This means that there is often erroneous
sequence contaminating the ends of reads which must be removed before
accurate analysis can take place.
k-SLAM removes these contaminants with the following algorithm:
1. The reads are iterated over, finding any point where the 64-mer cover-
age drops to 1 and storing each low coverage 10-mer in a list.
2. The list is sorted and the most frequent 10-mer is found. This is as-
sumed to be the start of the adaptor contaminant.
3. All 64-mers that begin with the adaptor 10-mer are stored in a list
which is then sorted. The 64-mer with the most occurrences on R1 from
each read pair is assumed to be the forward contaminant. Similarly the
64-mer with the most occurrences on R2 from each read pair is assumed
to be the reverse contaminant.
4. Each of the contaminants is split into 6-mers which are stored in a
lookup table.
5. Each read is tested by splitting into 6-mers which are then queried in
the lookup table. If more than 6 are found then the read is assumed
to contain adaptor contamination and is trimmed. (other criteria are
also used)
6. Other tests are performed on each read to remove the last traces of
adaptors, this includes the Levenshtein distance between the final 6
bases of each read and the adaptor prefix being calculated.
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2.2.3 PCR duplicate removal
A PCR process during which DNA fragments are repeatedly replicated is
used to create massively parallel libraries for second-generation sequencing
(see section 1.4.3). This process can preferentially amplify certain sequences,
leading to what is known as “PCR duplicates”, fragments of DNA that end
up over represented after PCR amplification. This over representation can
lead to problems for assemblers and metagenomic classifiers.
As PCR duplicate reads will be identical (barring sequencing error), k-SLAM
finds reads with identical k -mers at the start and end of the reads. These
can be assumed to be PCR duplicates and can be screened.
In addition to problems specific to second-generation sequencers, there
are a number of issues that are present in many samples. Following is a
description of two of the main problems along with descriptions of how k-
SLAM addresses them.
2.2.4 Low complexity reads
Low complexity sequence has short repetitive sections which make sequence
similarity algorithms difficult to apply. It can often be easily spotted by
visual inspection, e.g. AAAACAAAAATAAAAG. If a read has large sections
of repetitive low complexity sequence then classifying it based on short k -
mers is inaccurate.
Tools such as BLASTN use the S-DUST [92] algorithm for screening low
complexity sequence.
k-SLAM uses an algorithm which detects reads with a low number of unique
3-mers, as they will have low-complexity sequence. Following is a description
of this algorithm which provides a large speed increase. For each read:
• A 3-mer lookup table is created (64 bits).
• Overlapping 3-mers from the read are added to the table.
• The number of unique 3-mers is counted.
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• If a read has less than a specified number of 3-mers then it is classified
as low complexity.
2.2.5 Host sequence removal
For samples which are taken from a host, often almost all the reads in the
dataset are derived from that host. For example, when sequencing the blood
of an infected human, over 99% of the DNA in the sample is expected to be
human. Often it is not necessary (or ethical) to analyse the host DNA, so
a method is needed to remove it. If this step is performed before any other
analysis it hugely decreases the size of the dataset and hence the compute
time.
In k-SLAM, reads are classified using a novel algorithm based on “chains” of
16-mers.
Chains of 16-mers
A chain of length n is a sequence of n consecutive 16-mers which are sepa-
rated by 8 bases. For example, the sequence:
ACTGACTTCGAGGCTTACGAGCTATCAAAACACTG
has a chain of 3 16-mers (n = 3) starting at base 1:
ACTGACTTCGAGGCTT, CGAGGCTTACGAGCTA and ACGAGCTATCAAAACA.
Database building
k-SLAM can use any genome as the host reference, for this example a human
host is used.
A lookup table database of human 16-mers is built:
1. Load the reference human genome into memory.
2. Create a lookup table of all possible 16-mers, this is 416 bits or 512MiB.
3. Go through the genome, adding every 8th 16-mer to the lookup table
(a chain which is the length of the entire genome).
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This can be done in advance and stored for future computations on datasets
from a human host.
Classification
Each read is checked against the lookup table:
1. Overlapping 16-mers (15 base overlap) from the read are queried against
the table.
2. 16-mers that are found in the table are checked to see if they form
chains of overlapping k-mers.
3. If the longest chain is longer than a preset cutoff value then the read
is classified as being from the host.
4. If the longest chain is shorter than the cutoff then the sum of the
lengths of the two longest non-overlapping chains is found. If this is






It can be seen that the read has a chain of n = 2 16-mers, starting at base
5, which will be found in the table.
Testing and optimisation
As a preliminary test of the host screening algorithm, a dataset which com-
prises both host DNA and microbial DNA is needed. This test will involve
giving k-SLAM the mixed dataset and seeing how accurately it can separate
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the host from contaminant DNA. As k-SLAM will be primarily used for hu-
man microbiome studies, the host in the test dataset will be human.
Two real datasets were used to create the testing set: a MiSeq sequenced hu-
man genome (the host) [159] and a MiSeq sequenced Bacillus cereus genome
[160]. Both datasets have similar Phred quality (around Q = 36), were se-
quenced on the same Illumina MiSeq platform and have 150bp reads. This
will serve as a preliminary recreation of the type of data found in human
microbiome samples.
The first test was of the host filtering algorithm, to see how well k-SLAM
could separate human and bacterial sequence and to tune the parameters
in order to optimise this algorithm. Firstly define a false positive in this
case as a bacterial read that was incorrectly classified as human and define
a false negative to be a human read that was classified as bacterial. Ideally
an algorithm would have a negligible rate of false positives (≤ 0.1%) so that
no important bacterial data would be lost and a low rate of false negatives
(≤ 15%) so that run time would be considerably decreased.
Fixed chain length The first host-screening algorithm to be tested was
based on the number of 16-mer chains of a certain length. A cutoff of (5,3)
means that a read would need three non-overlapping chains of 5 16-mers
(n = 5) to be classified as host. It was found that the optimal cutoff was
(6,2) which gave a false positive rate of 0.10% and a false negative rate of
16%.
Longest chain length The algorithm was modified to instead use a cutoff
based on the longest chain of 16-mers found. This was found to be an im-
provement on the above method of the number of fixed length chains. The
optimal chain length was found to be 13, which gave 0.07% false positives
and 13% false negatives.
Longest two chains Again the algorithm was modified, this time to take
into account the two longest 16-mer chains as well. This algorithm would
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measure the longest chain and compare it with the single chain cutoff, if it
was longer then if would be screened. Otherwise the sum of the lengths of
the longest two non-overlapping chains would be used and compared to the
double chain cutoff. The optimal parameters were found to be a single chain
cutoff of 13 and a double chain cutoff of 15 which gave 0.083% false positives
and 9.9% false negatives. This was chosen as the algorithm that would be
implemented in k-SLAM (see section 2.2.5).
Low complexity It was noted that many of the false positive reads were
low complexity (had stretches of short repeats). It was decided to implement
a filter for these reads so that they wouldn’t be screened. For each read the
number of unique 3-mers were counted (see section 2.2.4) and compared with
a cutoff value. It was found that the optimal cutoff value was 38 and when
combined with a single chain cutoff of 14 and a double chain cutoff of 15, the
rate of false positives was only 0.028% and the false negative rate was 12%.
Adjusting parameters based on read length For all of the above tests,
the dataset had a fixed read length of 150bp. In real datasets the length could
vary between 100bp (for an Illumina HiSeq) to anything above 20,000bp (for
a PacBio RS II). It is for this reason that the various parameters for host
screening need to be adjusted based on the length of the read in question.
Currently, the only datasets that k-SLAM has been tested on had a read
length of 100-150bp, future testing will involve longer reads.
Chain length cutoff: First, the single and double chain length cutoffs
were optimised. Tests were run with read lengths from 100-150bp in incre-
ments of 2 for a wide range of both the single and double chain cutoffs. The
optimal values were found (ones with false positives ≤ 0.5% and false nega-
tives ≤ 15% and plotted against the read lengths to discover the relationship



















































Figure 2.3: Double chain cutoff vs read length, along with a linear regression
fit
It can be seen from the above graphs that the optimal choice of single
chain cutoff scales linearly with read length (as expected):
s = 0.09l + 1.1
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Where s is the choice of single chain cutoff and l is the read length.
The optimal double chain cutoff has similar scaling:
d = 0.082l + 3
Where d is the choice of double chain cutoff.
3-mer cutoff: Next, the relationship between read length and choice of
3-mer cutoff was optimised. For the optimal values of the single and double
chain cutoffs calculated above, the program was tested with values of read
length from 100-150 and with values of 3-mer cutoff from 30-50. It was found
that there was a linear relationship between read length and the cutoff for
the number of unique 3-mers:
t = 0.1l + 26
Where t is the 3-mer cutoff.
Final choice of parameters The final parameters used in k-SLAM were
calculated by rounding down the values s,d and t shown above. Using these
parameters, the relationship between read length and accuracy of host filter-
ing was calculated. See appendix B for table.
It can be seen from the table that the average rate of false positives is 0.06%
and never exceeds 0.11% and the average rate of false negatives is 13.5% and
never exceeds 15.1%.
This means that for the average dataset, 84.9% of human reads will be
screened whilst leaving 99.94% of the bacterial reads.
Future work The validation detailed above using only a single bacterial
species was preliminary and future testing will involve a more accurate repre-
sentation of the distribution of microbial species within a human microbiome
sample. Tests on these more realistic datasets will allow the algorithm’s sen-
sitivity and specificity to be optimised.
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2.3 Implementation details
k-SLAM is implemented in C++ using only the GNU standard C++ and
BOOST (≥ 1.4) libraries. As the code is written in C++11 and uses the
GNU parallel mode STL, a recent version of gcc (≥ 4.8) is needed to compile
k-SLAM.
For installation instructions as well as system requirements see Appendix C.
2.3.1 k-mers
The k-SLAM algorithm is a k -mer based method, therefore a compact data
structure is needed to represent the k -mers for efficient computation. It was
chosen that the k -mers would be represented as unsigned integers, with each
base represented by two bits.
A→ 00, C → 01, T → 10 and G→ 11
This means that the complement of a base can be taken by flipping the sec-
ond bit. In this scheme, the sequence CATG would be represented in 8 bits:
01001011.
A value of k = 32 was chosen for k-SLAM as it fits conveniently in a 64 bit
unsigned integer.
As k -mers are used to detect overlaps, it is necessary to also take into account
reverse complement k-mers. This is because overlaps need to be detected be-
tween opposite DNA strands. To avoid having to perform computations twice
with both the k -mer and its reverse complement, k-SLAM calculates both
and only adds the numerically smallest to the list to be sorted. This halves
the memory usage and reduces compute time significantly.
In addition to the sequence of nucleotides, k -mers in k-SLAM are also anno-
tated with the offset from the start of the sequence and whether the k -mer
was reverse complemented from the original sequence. This allows the exact
position and orientation of the overlaps to be calculated. k-SLAM can use
any length k-mer, the value of k is encoded at compile time along with the
unsigned integer type used to store the k-mer. Optimal values are 16, 32
75
and 64 as they fit conveniently in 32, 64 and 128 bit integers. Along with
the k -mer itself, the data type also stores the zero indexed offset from the
start of the sequence, the position of the sequence in the vector of sequences
and two boolean values, one describing whether the k -mer came from a read
or from a genome and the other indicating whether the k -mer was reverse
complemented. The offset is stored in a 32 bit integer (allowing sequences
< 4× 109 bases). The array index and bools are stored in a 32 bit unsigned
integer, 30 bits for the index and one bit each for the two bools. This allows
a 32-mer to be stored compactly in 128 bits.
2.3.2 Availability
k-SLAM is freely available open source at github.com/aindj/k-SLAM and
a web-server is provided at sbg.bio.ic.ac.uk/slam/. k-SLAM is fully open
source and distributed under the GNU Affero General Public License.
76
2.4 Validation
In order to evaluate and optimise a metagenomic analysis algorithm it is im-
portant to be able to determine the accuracy of the taxonomic classifications
that are produced and compare them to other algorithms.
There are two main statistics used for the evaluation of taxonomic classifica-




and specificity, defined as:
TP
TP + FP
Where TP refers to the number of true positives (a read that is classified as
the correct species), NR is the number of reads and FP is the number of false
positives (a read that is classified as the wrong species).
For metagenomic analysis, sensitivity indicates what fraction of the input
reads will be classified correctly and specificity indicates what fraction of the
output classifications will be correct.
2.4.1 Dataset creation
In order to calculate the above quantities a dataset is required for which
every read’s taxonomic origin is known. This is impossible for real environ-
mental metagenomes (only the approximate distribution of abundance can
be known) so the standard procedure is to produce these datasets in-silico
[161] [162]. There are two main strategies for the generation of these samples:
Artificial combination of real reads
The simplest way to generate artificial metagenomes is to take shotgun se-
quencing data from a number of isolates and mix them together in a chosen
proportion. This method was developed by Mavromatis [161] and was used
in the testing of Kraken and MetaPhlAn [129] [137]. It has the advantage of
being very accurate in its reproduction of metagenomes, because the reads
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are real. The disadvantage however is finding datasets that have all been
produced by the same model of sequencing machine.
Artificial reads
Sequencing reads also can be entirely artificially generated from whole genomes.
This method was pioneered by Bork [162] who generated artificial metagenomes
for the testing of assemblers. Sections of sequence are randomly selected from
completed genomes and an error profile is applied to replicate that of existing
sequencing technology.
This method has the advantage of being able to generate metagenomes from
any sequenced species in the database and also to simulate a variety of dif-
ferent sequencing platforms.
k-SLAM testing datasets
Two datasets were created for testing different aspects of k-SLAM’s perfor-
mance and comparing them to other classifiers.
The first dataset was entirely artificial, using paired-end 150bp reads gen-
erated from 100 randomly selected NCBI genomes with an error profile five
times greater than would be expected from Illumina reads (methodology
from Kraken [129]). This dataset was designed to test how the accuracy of
k-SLAM and other classifiers changes for different species as it is important
that accuracy is consistent across the spectrum of taxa present in common
environmental samples. This problem is complicated as certain species are
harder to classify than others as they share large sections of their genomes
with other species in their genus. For this reason, all species in this simu-
lated metagenome are in equal proportions. This dataset was created using
the Mason read simulator [163] which can produce Illumina, 454 and Sanger
reads with position specific error rates and base quality values.
The second dataset was built using 15 sets of bacterial isolate HiSeq se-
quencing data. In order to get data with consistent sequencing techniques
and error rates (to better simulate a single metagenome) all reads were taken
from a single project, the MetaHIT genome improvement study [164]. The
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taxonomic composition of the sample was chosen such that around half of
the reads were from bacteria with an exact species and strain match in the
database and the other half were from bacteria with a species, but not strain,
match in the database. This was chosen as algorithms must be able to pick
similar taxonomies if there is not an identical strain in the database.
Metabenchmark
The above datasets, whilst appropriate for testing consistency across species,
do not accurately reflect the diversity and complexity of an environmental
metagenome. The generation of realistic metagenomes for testing classifiers
is a highly specialised area of research and a number of articles have been
published on the topic [161][162][5]. For testing k-SLAM it was decided that
datasets from Metabenchmark [5] would be used (many other mock commu-
nity datasets exist, including HMP HMMC [165]).
The Metabenchmark project was designed to test all of the common tax-
onomic classifers (CLARK [132], Genometa [166], the EBI metagenomics
webserver [167], GOTTCHA [143], Kraken [129], LMAT [122], MEGAN
[91], MG-RAST [120], the One Codex webserver [128], taxator-tk [124],
MetaPhlAn [137], MetaPhyler [134], mOTU [141] and QIIME [168].).
For a realistic benchmark, the datasets have to recreate the complexities of
real data - the number of species present, the distribution of the abundance
of taxa and sequencing errors. The relative abundance of individual taxa
was controlled by sampling read pairs from genomes in varying proportions
to simulate the profile of a real metagenome [5]. Error profiles determined
by analysis of real sequence data from soil samples were used to generate the
reads from real and simulated genomes.
2.4.2 Taxonomic classification accuracy
All of the testing datasets were analysed using a selection of the most used
classifiers (including Kraken [129], CLARK [132], PhymmBL [90], NBC [147]
and RITA [150]) and the number of reads correctly assigned per-species was
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calculated (see Figures 2.4, 2.5, 2.6 and 2.7).
For the first dataset, k-SLAM classified more reads successfully than any
other program. 96% of reads were assigned correctly at the species level vs.
84% for RITA, 91% for CLARK, 92% for Kraken, 94% for PhymmBL and
94% for NBC.
In order to determine which species were classified best by each program, a



































Figure 2.4: Taxonomic classification accuracy comparison for an artificially
generated dataset consisting of 100 randomly selected species. k-SLAM clas-
sified 96% of reads successfully vs 84-94% for other programs. There are 17
species which are classified poorly for all programs apart from k-SLAM (see









































Figure 2.5: Enlargement of Fig. 1 showing only the 15 worst classified species.
k-SLAM is far more accurate on these species due to pseudo-assembled con-
tigs extending beyond conserved regions. (From [4]).
Although k-SLAM’s accuracy is consistently high across the 100 species,
it can be seen that it is particularly accurate for the 20% of species that the
other classifiers struggled most with. These difficult species were examined
and it was found that there were 17 bacteria that appeared in the bottom
25 species of all classifiers (excluding k-SLAM) (see appendix A). These
species often have high genus accuracy (> 95%) but low species accuracy
(often < 50%), suggesting that they share large regions of their genomes
with other species in their genus. Any read mapped within a conserved region
can therefore only be assigned at the genus level. k-SLAM circumvents this
issue using pseudo-assembly, where overlapping alignments can be chained
together to give a contig which extends beyond the conserved region into
unique sequence. It is for this reason that k-SLAM has far greater accuracy
with these difficult species, successfully classifying on average 41% more reads
than Kraken.
For the MetaHIT dataset (see Figure 2.6), k-SLAM classified 97% of reads
correctly at the species level vs. 89% for RITA and 95% for NBC, Kraken
and PhymmBL. k-SLAM not only obtained alignments for more reads than
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for any other classifier but also assigned taxonomy more specifically, this can
be seen by the much smaller gap between genus and species accuracy for k-
SLAM compared to other classifiers. As with the first dataset, this increase


































Figure 2.6: Comparison of species and genus classification accuracy for a
dataset consisting of real reads. k-SLAM classified 97% of reads success-
fully vs 89-95% for other programs. The small difference between species
and genus accuracy for k-SLAM (compared to other classifiers) is due to the
increased specificity of taxonomic assignments given by k-SLAM’s pseudo-
assembly. CLARK was not used on this dataset due to the age of the
database. (From [4]).
In order to determine which classifier performs best on a sample with a
more realistic distribution of species, the Metabenchmark dataset was anal-
ysed using the three fastest classifiers (k-SLAM, Kraken and CLARK). A
graph of species and genus classification accuracy for each program was plot-
ted (see Figure 2.7). It can be seen that, similar to the MetaHIT dataset,
k-SLAM has the greatest species level accuracy across the three classifiers






























Figure 2.7: Comparison of species and genus classification accuracy for the
bacterial/archaeal species from the Metabenchmark [5] dataset. k-SLAM
classified 96% of reads successfully at species level vs 91-93% for other pro-
grams. The small difference between species and genus accuracy for k-SLAM
(compared to Kraken) is due to the increased specificity of taxonomic assign-
ments given by k-SLAM’s pseudo-assembly. (From [4]).
2.4.3 Speed of classification
With the size of metagenomic datasets rapidly increasing, the speed of tax-
onomic assignment algorithms has become more important. To compare
classification speed, each of the different programs were used to analyse the
Human Microbiome Project SRS011061 dataset (from the NCBI Sequence
Read Archive). In order to better recreate modern computational environ-
ments, the speed on eight CPU cores (Xeon E7-8837 2.67GHz) was measured
(see Figure 2.8) and to ensure a consistent test, only single end reads were
used and the database read time was not counted.
When comparing speed, it is important to distinguish between different types
of classification algorithm. Programs such as PhymmBL and RITA which
align all reads to a database tend to be many orders of magnitude slower than
methods such as Kraken and CLARK (which use k -mer based classifiers) or
MetaPhlAn (which aligns only a fraction of the reads to a small database).
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The alignment based methods however have the advantage of knowing ex-
actly where each read mapped to a specific genome. This can be used to
extract other important information such as overlapping genes and sequence
variants.
Compared to the other classifiers that use sequence alignment, k-SLAM’s
speed of 81,000 reads per second was 2,800x faster than RITA, 10,000x faster
than NBC and 20,000x faster than PhymmBL. k-SLAM was slightly slower
than Kraken and 4x slower than CLARK, but in addition to taxonomic
classification, real alignments were generated. This greatly increased speed
(compared to other alignment based methods) allows gene and variant calling
to be computationally viable for modern large metagenomic datasets. The
speed increase of k-SLAM is due to the k -mer based alignment using a list-
sort to find identical k -mers . This is very fast and parallelisable on modern
hardware. For a fixed database size and N reads, the execution time scales
with N logN and the memory usage with N . The disadvantage of this sorted
list method however is large memory usage due to all reads being analysed
simultaneously. It is for this reason that datasets can be split by k-SLAM
into smaller subsets of 1-10M reads before analysis, allowing an upper limit
of memory to be set. k-SLAM uses around 50GB RAM when analysing data

















Does not align all readsAligns all reads
Figure 2.8: Speed comparison of classifiers. k-SLAM is at least 2,800x times
faster than other alignment based classifiers and comparable in speed to non-
alignment based Kraken and CLARK. An improvement of several orders of
magnitude allows gene and variant calling to be computationally tractable
for large metagenomic datasets. (From [4]).
2.4.4 Validation using real metagenomes
Gut
In order to validate the algorithm, we re-analysed the data from the Qin 2014
[53] study (see section 1.3.1) which compared gut microbiomes in healthy
individuals and those with liver cirrhosis. The study found large differences
in the gut flora between the two groups which suggested an invasion of the
gut with oral commensals in those with cirrhosis. k-SLAM was used to
analyse the datasets from all 181 individuals (over 800GB of reads) against
the NCBI bacterial genomes database (see Figure 2.9) and found several
notable differences in gut microbial composition which confirm the results of
the original study. Taxons that were enriched in healthy individuals include
Lachnospiraceae (11% of reads in healthy individuals vs 6% in diseased)
and Ruminococcaceae (13% vs. 11%) which provide gut protective effects.
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Taxons enriched in individuals with cirrhosis include Veillonellaceae (4% vs
2%) and Streptococcus (4% vs 0.5%) which contain species of oral origin
known to cause opportunistic infections. In addition to the results from the
study, we also found greatly increased amounts of E. coli (5% vs 2%) and K.
pneumoniae (3% vs 0.5%) in patients with cirrhosis. These differences may
be due to the use of a more modern version of the NCBI database compared
to the one used in the original study. In addition, the original study used
abundance estimation (scaling the fraction of reads by the relative length of
the genome), whereas k-SLAM provides a per-read taxonomic breakdown.
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Figure 2.9: Analysis of liver cirrhosis data. Taxonomic distribution of gut
microbiome reads. (a) Healthy individuals (b) Patients with liver cirrho-
sis. Around 30-40% of reads were assigned taxonomy. (From [4]). Chart
generated using Krona [6].
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Air
In addition to the gut microbiome, an environmental sample (of microorgan-
isms in air pollution) was analysed (see Figure 2.10).
The sample chosen was from the Cao et al. 2014 study [169] where inhalable
microorganisms in a severe smog event were analysed using high through-
put whole metagenome sequencing. The results of k-SLAM’s analysis corre-
sponded directly to those from the original study (which used MetaPhlAn
[137]), identifying all of the most abundant bacterial species.
Figure 2.10: Taxonomic distribution of air pollution reads. (From [4]).
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2.4.5 Optimisation of parameters
An important component of validation is algorithmic optimisation. As listed
in section 2.1.6 there are two parameters that can be chosen by the user to
alter the behaviour of k-SLAM’s classifier.
Alignment score threshold
Alignments produced by the Smith-Waterman algorithm (see section 1.5.2)
are given a score indicating the strength of the similarity between the two se-
quences. In order to minimise false-positive classifications, k-SLAM screens
all alignments below a user chosen cutoff score.
To determine the effect that the parameter has on the sensitivity and speci-
ficity of taxonomic identification, a graph was produced (Figure 2.11) plotting
















Figure 2.11: The variation in sensitivity and specificity for different Smith-
Waterman alignment score cutoffs for the MetaHIT dataset. (From [4]).
It can be seen from the graph that as score threshold is increased, the
sensitivity decreases and the specificity increases. This indicates that low
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thresholds will produce a large number of classifications with a reasonable
degree of accuracy. Conversely, high thresholds will produce fewer alignments
with a lower rate of false positives.
Top score fraction threshold
As nucleotide sequences are often conserved within similar species, most reads
will have alignments from a number of genomes. It is therefore necessary to
decide for each read which alignments to keep and which to discard.
As above, a graph (Figure 2.12) was plotted of sensitivity and specificity















Figure 2.12: The variation in sensitivity and specificity for different fractional
score cutoffs for the MetaHIT dataset. (From [4]).
It can be seen that as the score fraction is increased, the sensitivity in-
creases and the specificity decreases.
The increase in sensitivity is because increasing the fractional score threshold
discards lower scoring alignments for each read which are likely from related
(but incorrect) species. Unlike the score threshold above (section 2.4.5) it
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does not reduce the overall number of reads which are classified, it just pro-
duces classifications at lower levels in the taxonomy tree.
The reduction in specificity is due to sequencing error in the reads meaning
that there is a chance that the best scoring alignment may not be the cor-
rect one. Increasing the score fraction threshold therefore will increase the
number of false positive classifications.
Publication
k-SLAM’s algorithm, validation and applications were submitted in 2016 [4].
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2.5 Gene identification
To form a complete metagenomic picture of an environmental sample, both
taxonomic and functional analysis must be performed.
Taxonomic and functional analysis can be thought of as “who is out there?”
and “what are they doing?” respectively. Where taxonomic analysis deter-
mines the composition a sample in terms of what species are present and in
what proportions, a functional analysis finds which genes are present which
allows researchers to determine which metabolic processes could be taking
place in a community.
Functional analysis can be performed using an alignment based method in a
similar fashion to homology based taxonomic classification. Functional anal-
ysis however usually involves alignment of sequence to a protein database in
order to discover genes.
One standard pipeline is alignment with BLASTX [135] to the NCBI-NR
protein database [115].
Once protein alignments have been found, a functional analysis requires
knowing the metabolic processes taking place within. This is performed by
using a program like MEGAN [91] to assign functional roles from the SEED
[117] or KEGG [170] databases. This produces as a result a rooted tree where
the internal nodes represent the different subsystems and the leaves represent
the functional roles.
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Figure 2.13: Part of a SEED-based functional analysis of a marine
metagenome sample. Each item represents a functional role in the SEED
and is labeled by the number of reads assigned to this [7].
2.5.1 Combined taxonomic and functional analysis
Current fast methods for taxonomic analysis (including MetaPhlAn and
Kraken) do not use alignment of reads against whole genomes and there-
fore cannot perform a functional analysis.
In order to combine both taxonomic and functional analysis an alignment
based method must be used, however current methods are prohibitively slow
(BLASTX and variants). k-SLAM, being an ultra-fast alignment based clas-
sifier can perform these analyses simultaneously.
Combining taxonomic and functional analysis can be useful not only for
metagenomic analysis but also characterisation of a novel strain isolate.
At first glance it may appear that a metagenomic analysis of a single isolate
would not provide any insight, however if the strain in question is novel and
has acquired genes from bacterial and viral strains then a taxonomic and
functional analysis could be useful.
If the sample was analysed using one of the current purely taxonomic classi-
fiers the results would show a mixture of false positive strains and could not
reveal any of the genes shared with known species. k-SLAM on the other
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hand uses real alignments and can identify individual genes present in a sam-
ple (as long as they are in the genome database) along with their taxonomic
origin and so could be useful in determining the genetic makeup of an un-
known strain.
The results produced from a k-SLAM analysis of a novel isolate would show
the majority of reads coming from an existing species with a small subset
of reads mapping to individual genes from other bacterial or viral strains.
This would allow the toxin producing genes to be identified, along with any
antibiotic resistance genes, aiding treatment.
2.5.2 Shiga-toxin producing E. coli
An important use of functional analysis is to detect antibiotic resistance and
toxin producing genes in a pathogen. Identification of these important genes
can aid treatment and save lives by selecting the correct antibiotics to treat
the infection. This problem is a computational challenge however because
often the pathogens are species which have not had their genomes sequenced
and therefore cannot be easily characterised by taxonomic analysis.
In May and June of 2011 there was an outbreak of an unusual foodborne
strain of E. coli in Germany which infected over 3000 people and caused
40 deaths. Associated cases were discovered in over a dozen countries in
North America and Europe. This particular strain caused death by colonic
ischaemia, bloody diarrhoea and haemolytic-uraemic syndrome which is un-
usual for E. coli. It was later discovered that the pathogen had spread via
contaminated beansprouts.
In order to discover the strain’s evolutionary history and why it was so
virulent, Rohde et al sequenced an isolate of the pathogen from a single
individual using high-throughput sequencers, firstly an Ion Torrent PGM
and then an Illumina HiSeq [171]. The data was then made publicly available
online for researchers around the world to analyse. Within a week, a large
scale crowd-sourced analysis had revealed that the E. coli strain (O104:H4
str. TY-2482) had acquired genes for Shiga toxin 2 (via a prophage) and for
resistance to several antibiotics.
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Analysis using k-SLAM
It was decided to recreate the Rohde et al. crowdsourced analysis using k-
SLAM. This would be a test of the gene identification ability of the program
and would also demonstrate the hugely increased speed provided by using
k-SLAM compared to existing gene identification tools used in the study.
Methods: A database was constructed from all complete E. coli genomes
(with annotation) that were available at the time of the original article, plus
all NCBI bacterial and viral genomes (with E. coli removed). k-SLAM was
used to identify the genes present in the outbreak strain genome, along with
the inferred taxonomic origin for each gene.
Results: k-SLAM found alignments for 98.5% of the reads, with 2.42% of
these alignments being viral strains and the rest bacterial.
The novel E. coli strain was found to have sections of its genome shared
with many existing strains (see Table 2.1) along with a number of phage
sequences.
Strain Percentage of reads
E. coli 55989 47%
E. coli E24377A 7.3%
E. coli SE11 6.9%
E. coli O103:H2 2.4%
E. coli phage P13374 2.00%
. . . . . .
Shigella phage Sf6 0.16%
Table 2.1: Notable strains identified in the k-SLAM analysis of the outbreak
strain along with the percentage of reads that uniquely map to that genome.
(From [4]).
k-SLAM’s analysis matches the results of the original paper, which found
a 99.84% nucleotide identity between the outbreak strain and 55989.
k-SLAM identified also identified all of the important antibiotic resistance
and toxin producing genes from the study along with their taxonomic origins.
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In addition to this, resistance was found to several other substances (see Table
2.2)
Analysis took less than 10 minutes on 8 Xeon E7-8837 2.67GHz cores, far
less than the week taken for the original study (which used crowdsourced
analysis and a variety of gene identification tools).
Genetic feature Predicted taxonomic origin
Shiga toxin 2 subunit A Escherichia phage P13374




Tellurite resistance Escherichia coli 55989












mdtN, marC, emrD, mdtQ
Escherichia coli 55989
Multidrug resistance
norM, mdtH, ebrB, mdtK
Escherichia coli
Table 2.2: Some of the genes found by k-SLAM in the outbreak E. coli strain,
including genes for Shiga toxin and for antibiotic and antibacterial resistance.
All relevant genes (Shiga toxin, tetracycline resistance, streptomycin resis-
tance and tellurite resistance) from the study were found along with their
taxonomy. Genes for resistance to chloramphenicol, copper and polymyxin
were also found. (From [4]).
Discussion: The analysis of the Shiga toxin producing E. coli sample
shows that k-SLAM can be used to identify genes present in a novel strain
as well as their taxonomic origins. This could be used as a rapid diagnostic
procedure to detect antibiotic resistance and toxin producing genes to aid
medical treatment. This can only be done with an alignment based classifier
and k-SLAM makes this computationally tractable.
This analysis was published in the k-SLAM validation paper [4].
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2.6 Web server
In order to encourange adoption of k-SLAM, a web server was created at
http://www.sbg.bio.ic.ac.uk/slam/. The service is free and open to all users
and there is no login requirement.
Users can upload FASTQ files to the server which are analysed on the Im-
perial College CISBIO compute farm. k-SLAM’s normal XML and SAM
output is given, along with a Krona [6] pie chart which provides a quick and
easy to use way of visualising the taxonomic adundance distribution of the
sample. For example outputs of Krona, see Figures 2.9 and 2.10.
Due to bandwidth requirements, the server is designed to use small subsets
of shotgun sequencing data (' 1M reads) so that researchers can get a quick
breakdown of the composition of a sample before possibly running a full anal-
ysis on their own machines.
The web-server has been used by the author’s own research group and several




In addition to being validated on a variety of simulated and real datasets
(see section 2.4), k-SLAM has also been extensively used in novel research.
This chapter will describe some of the projects k-SLAM has been used on;
detection of bioterror threats, joint development of a cloud based analy-
sis pipeline, identification of contaminant species in isolate sequencing and
discovery of false positive species in gut microbiome sequencing. Brief de-
scriptions of the advantages of k-SLAM over existing methods will also be
given.
3.1 DTRA competition
k-SLAM was originally developed to enter a 2013 contest set by the US De-
fense Threat Reduction Agency, titled “Identify Organisms from a Stream of
DNA Sequences”.
The aim of the challenge was to rapidly characterise shotgun metagenomics
data taken from a human host. The participants were given data from 9 hu-
man blood samples, each sequenced by one of a variety of high-throughput
sequencing platforms (Roche, Illumina, Ion Torrent, PacBio) and asked to
characterise the non-human data.
The objective of the challenge was to identify microbial taxonomy, genes and
variants from the shotgun reads. The algorithms had to run on a modern
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supercomputer in < 1hr.
The DTRA, a Pentagon agency, set up the challenge in order to avert bioter-
ror threats. If human blood could be rapidly analysed, finding both pathogen
species and genes, it would be much easier to diagnose victims and chart the
spread of disease. At that time, the task would require weeks of computa-
tional analysis and the goal of the challenge was to reduce this computational
load to manageable levels. With a prize of $1M, over 3000 potential solvers
entered the contest.
As the full scoring algorithm was never disclosed, k-SLAM was optimised by
analysing the given datasets and having the results scored by the organiser’s
webserver. By the end of the challenge, k-SLAM had scored > 90% on 7 out
of the 9 datasets and identified all species present in all 9 sets.
Joining a team with another competitor who had solved the other 2 datasets
allowed k-SLAM to enter to the final judging stage along with two other
teams. In the final, an algorithm developed by a team led by Daniel Huson
won the challenge with k-SLAM in second place.
3.1.1 Advantage of k-SLAM
In 2013 the modern ultra-fast taxonomic classifiers (Kraken [129] and CLARK
[132]) had not yet been developed. The primary advantage of k-SLAM at this
stage was the speed advantage over the current state of the art (PhymmBL
[90], RITA [150], NBC [147]) and the ability to infer genes and variants.
The algorithm was still in its initial stages (without pseudo-assembly) so the
accuracy was not optimal.
3.2 Cloud based analysis
During this four year project, three months were spent as a placement at Il-
lumina Cambridge, the CASE sponsor of the PhD. At this time Illumina was
developing BaseSpace [172], their cloud-based genomics storage and analysis
platform. It was decided that k-SLAM should be adapted to integrate with
BaseSpace so that users of Illumina sequencers could have their data analysed
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in the cloud. As data is streamed directly from Illumina hardware to BaseS-
pace, this would provide an easy to use service for taxonomic classification
of samples without the users having to run resource intensive computation
themselves.
Aside: Docker In order to support different apps, all with different de-
pendencies, BaseSpace is built around Docker [173]. Each app has its own
Docker “container”, which wraps up the program with its own filesystem,
system tools/libraries and dependencies. This ensures each application runs
independently and developers can decide exactly which dependencies to em-
ploy.
Implementation In order to deploy k-SLAM on BaseSpace, a custom
Docker container was designed containing the correct gcc and BOOST ver-
sions along with database files.
When a job is submitted to the k-SLAM app, the FASTQ files are uploaded
along with the Docker container to an Amazon AWS instance. The code can
then execute, producing XML and SAM output, along with a Krona visual-
isation [6].
The k-SLAM BaseSpace app has been extensively tested and will be made
publicly available in the near future.
3.2.1 Advantage of k-SLAM
k-SLAM’s speed and moderate RAM usage make it easily deployable in the
cloud. The program’s database is also compact and easily generated, allowing
fast transfers between servers.
3.3 False positive species detection
The FLORINASH project [1] aims to identify the role of intestinal microflora
in the pathogenesis of non-alcoholic fatty liver disease.
To this end, a variety of individuals, both healthy and diseased had their
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gut microbiomes sequenced and the data analysed using standard taxonomic
classification tools.
There was however an issue with the results of the analysis; a large fraction of
the samples had a significant number of reads align to the protozoan parasite
Entamoaeba histolytica. This was an unexpected result as infection with this
parasite is rare in developed countries.
Using standard taxonomic classifiers, it is very difficult to identify if a species
is a false positive as the only output of the programs are taxonomic IDs and
not full alignments.
To address this problem it was decided to analyse the data using k-SLAM,
producing real alignments and gene identification to investigate if E. histolyt-
ica is a false positive.
3.3.1 Aligning to eukaryotes
When k-SLAM was used to align the dataset against a database of eukary-
otic genomes, 340,632 reads (around 0.02%) aligned to the taxon Entamoeba
histolytica. The E. histolytica genome contains 2,172 contigs, of which 67
had at least one read align to them. In order to determine whether the hits
were false positives, a few tests were run:
3.3.2 Aligning to bacterial data
The reads were aligned to the NCBI bacterial finished genomes. Of the
340,632 reads that aligned to the amoeba, >95% also aligned to bacterial
species (the remaining 5% were probably bacterial species that arent in the
database).
As there should be no significant similarity between large sections of the
genomes of bacterial and amoebal species, this raises the possibility that
there is bacterial contamination within the E. histolytica genome.
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3.3.3 Per contig alignment
One possible method of detecting false positive species using k-SLAM is to
look at the coverage of alignments across the genome. If most of the reads
align to a number of small regions along the genome then it is indicative that
there has either been gene transfer across species or that there is contamina-
tion in the database genome.
To find this distribution of alignments, a bar chart of the number of reads
aligning to each of the 67 contigs was plotted (see Fig 3.1).
For a genuine amoeba in the microbiome, one would expect a relatively even







































Figure 3.2: Number of reads per contig (log scale). Note almost all reads
align to AAFB02001415 with a fairly random distribution on other contigs
Coverage along AAFB02001415
In order to discover why nearly all reads aligned to this contig, a fine grained
graph of coverage along this contig was plotted. It can be seen that there





















Figure 3.3: Coverage across AAFB02001415 (number of reads whose align-
ment begins in each of the 10 base intervals), there are 8 regions where reads
align
3.3.4 Analysis of high coverage regions
The 8 high coverage areas were analysed using the NCBI online BLAST [87]
server to compare them with bacterial sequence. All of the 8 regions aligned
to rRNA genes from the Clostridium genus, most likely C. perfringens. As
a follow up, the entire contig was aligned with BLAST, and the whole con-
tig aligned with 99% identity to the sequence “Clostridium perfringens rrnF
operon (16S rRNA, 23S rRNA, 5S rRNA) AB045287.1 [174]”.
This result implies that the reads which aligned to the amoebal strain are ac-
tually from Clostridium perfringens but didnt align completely to the rRNA
genes of the particular strains in the database. This also shows that the
suspect contig in the amoebal genome is a contaminant of C. perfringens
rRNA.
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3.3.5 Advantage of k-SLAM
This ability to detect false positive species in metagenomic datasets can only
be performed using alignment based methods. None of the current ultra-
fast metagenomic classifiers align all reads to a database of genomes and
only produce taxonomic classification or abundance estimation. With purely
taxonomic classification, it is impossible to distinguish false positive species.
With a full alignment as shown above it can be demonstrated that reads only
map to a single section of a species’ genome, identifying it as a false positive.
The k-SLAM methodology will be published in the upcoming FLORINASH
pipeline paper.
3.4 Screening of contaminant species
Often when isolate data is sequenced it is contaminated with microbial DNA.
An example would be a mouth swab which would be contaminated with oral
flora. One popular application of metagenomic taxonomic classification is to
remove this contamination, allowing simplified analysis of the isolate species
DNA.
k-SLAM was employed by a research group who were looking to sequence
the platypus genome but struggled with assembling the data. The group
thought that their sample was contaminated with microbial DNA but could
not identify the species or remove the erroneous reads. This was leading to
incorrect assemblies which contained both platypus and microbial sequence.
It was found that 20-25% of the dataset was microbial contamination, of
which 10% was Propionibacterium acnes and 5% E. coli. The removal of
these reads allowed for significantly better assembly.
3.4.1 Advantage of k-SLAM
k-SLAM was chosen for this project as not only can it detect microbial con-
taminant sequences it can also determine if they are false positives (see sec-
tion 2). This means that the isolate strain DNA will not be incorrectly




In addition to the projects mentioned above, a number of research groups
have expressed interest in using k-SLAM:
• A group looking at pathogenic species in cystic fibrosis lung samples
have recently begun to use k-SLAM in their analysis.
• Researchers looking into causes of cot death through analysis of the gut
microbiome have requested the use of k-SLAM in their analysis [175].
• A large research consortium sequencing human genomes have shown
interest in using k-SLAM for screening of bacterial contaminants in
saliva samples.
3.5.2 Modifications to k-SLAM
k-SLAM’s efficient k -mer based alignment technique has the potential to be
modified for use in many other research areas:
• The task of sequence compression has become more and more useful
following the explosion in data generation rate from next-generation
platforms. k-SLAM’s alignment to a database coupled with variant
detection could be used to efficiently compress shotgun datasets in a
similar fashion to CRAM [176].
• k-SLAM was originally developed as an assembler but this was halted
due to the DTRA challenge (section 3.1). A future project would be to
use the k -mer sorted list method to form a de Bruijn graph for genome
assembly.
• k-SLAM has previously been used to analyse a number of RNA-seq
datasets to identify species and remove contamination. With some





The development of high-throughput sequencing technology has revolutionised
microbiology and provided the platform upon which modern metagenomics
has been built. This technology has however been both a blessing and a
curse, with the vast amounts of short read length data providing a huge
challenge for bioinformatics. The nature of these data has necessitated the
development of efficient and parallel algorithms for analyses such as assem-
bly, alignment and taxonomic classification.
The development of k-SLAM has been timely, coinciding with the explosion
in metagenomic whole-genome shotgun sequencing projects such as the Hu-
man Microbiome Project [139] and FLORINASH [1]. A need had arisen for
ultra-fast taxonomic and functional classification and many programs had
been developed for that purpose. These new algorithms however could only
provide taxonomic classification or abundance estimation; the quest for speed
had led to the abandonment of full alignment of reads against genomes. If
both taxonomic and functional analyses were to be performed, a full align-
ment was needed and these techniques remained slow due to the extreme size
of the databases (see section 1.6.3).
k-SLAM was developed in order to provide the speed of a modern taxonomic
classifier whilst still providing the extra information given by alignment (such
as gene identification and false positive detection).
Several novel techniques were developed for k-SLAM, including a pseudo-
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assembly algorithm (section 2.1.5) which enhanced accuracy on species which
have large sections of their genomes conserved within their genus. These
techniques have given k-SLAM an accuracy boost of 2 to 12% over other
classification methods, with an increase of up to 40% on the most difficult
species (section 2.4.2). Alongside the accuracy improvements, k-SLAM’s
speed is very competitive, being orders of magnitude faster than other align-
ment based approaches and comparable in speed to modern pure taxonomic
classifiers (section 2.4.3).
A suite of read pre-processing tools have been developed; including algo-
rithms for quality trimming, adaptor removal, PCR duplicate detection, low
complexity screening and host sequence removal (section 2.2). These tools
provide significantly increased accuracy when used to clean datasets prior to
assembly and metagenomic analysis.
The functional analysis component of k-SLAM has been demonstrated in the
replication of the crowd sourced analysis of the Shiga toxin producing E. coli
strain (section 2.5.2). All antibiotic resistance and toxin producing genes
from the study, as well as their predicated taxonomic origins, were found [4].
k-SLAM has also been validated against a number of artificial datasets in-
cluding Metabenchmark [5] (section 2.4) and real datasets including the Qin
[53] liver cirrhosis study. This validation has been submitted for publication
in Nucleic Acids Research [4].
The primary limitation of k-SLAM (and other homology based classifiers)
is that taxonomy cannot be identified if a similar species does not already
exist in the database. This problem is being mitigated by the recent rapid
increase in size of genome databases, including strains assembled from mixed
metagenomic samples [4].
k-SLAM has been used in several high profile projects; including the Defence
Threat Reduction Agency’s “Identify Organisms from a Stream of DNA Se-
quences” challenge (section 3.1) and the FLORINASH study [1] (section 3.3).
A webserver has been developed (section 2.6) and made publicly available at
sbg.bio.ic.ac.uk/slam/ and k-SLAM has been made available for download
open-source at github.com/aindj/k-SLAM.
Several applications of the algorithm have been demonstrated, including
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taxonomic abundance estimation, antibiotic resistance gene identification,
contaminant screening and false positive detection (section 3). With minor
modifications, k-SLAM could be adapted to reference based compression, de
Bruijn graph assembly and whole transcriptome analyses (section 3.5.2).
In general, the future of metagenomics looks bright and varied. Many new
third generation sequencing techniques including Pacific Biosciences’ SMRT
and Oxford Nanopore’s MinION have been developed whose long read lengths
will allow for more accurate and specific metagenomic analysis.
The medical applications of metagenomics are only beginning to be realised
(section 1.3) with the field of host-microbiome interaction producing revolu-
tionary insights.
One trend that has been demonstrated throughout the history of metage-
nomics is that the computational demand of analysis increases with time.
This trend shows no sign of abating, with third generation sequencing pro-
viding a unique challenge and current microbiome studies generating vast
amounts of data. It was the goal of this research to provide a tool that bioin-
formaticians can use to ease the burden of the data deluge and one that will
be modifiable to cope with the changing demands of future sequencing.
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k-SLAM is a program for alignment based metagenomic analysis of large sets
of high-throughput sequence data. k-SLAM uses a k -mer based technique to
rapidly find alignments between reads and genomes which are then validated
using the Smith-Waterman algorithm [177]. Alignments are chained together
into a pesudo-assembly to increase specificity. Taxonomy is inferred using a
lowest common ancestor technique. Genes and variants can also be found
from the alignments and output in SAM format [178].
k-SLAM is fast and highly parallelisable, with speeds of ∼ 5 million reads
per minute on 150bp paired end data.
C.2 Installation
C.2.1 Compilation




optionally add k-SLAM to path: export PATH=$PATH:.
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C.2.2 Database build
k-SLAM is packaged with an installation script which will download the
NCBI taxonomy and bacterial/viral genomes and create k-SLAM’s index.
To download taxonomy and bacterial/viral genomes and create k-SLAM
database in “database dir”:




k-SLAM takes a FASTQ file as its input (plus an R2 FASTQ file for paired
data).
k-SLAM is called from the command line with the following command:
SLAM --db=DATABASE DIR --output-file=OUTFILE R1FILE.fastq (optional
R2FILE.fastq)
For optional SAM output use flag --sam-file=SAM FILE



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































If metagenomic analysis is not required and only alignment is needed, then
the flag “--just-align” can be used. The option “--sam-file” must be
used. If a database was built from FASTA files, then the “--just-align”
flag must be used.
C.3.3 Custom database build
k-SLAM can parse any genomes in the GenBank flat file format [153]:
• Create database directory
mkdir custom db && cd custom db
• Build k-SLAM’s taxonomy databases using the NCBI taxonomy nodes.dmp
and names.dmp
SLAM --parse-taxonomy names.dmp nodes.dmp --output-file taxonomy
• Build k-SLAM’s index from any number of Genbank files
SLAM --output-file database --parse-genbank file1.gbk file2.gbk
file3.gbk ... etc
k-SLAM can also align reads to genomes in FASTA format (only alignment
and not metagenomics):
• Create database directory
mkdir custom db && cd custom db
• Build k-SLAM’s index from any number of FASTA files
SLAM --output-file database --parse-fasta file1.fa file2.fa
file3.fa ... etc





k-SLAM is designed to be run on a parallel platform, ideally with 8 or more
cores. It will however run (albeit slower) on a system with fewer cores.
C.4.2 Memory
k-SLAM’s k -mer list sort algorithm is fast but very memory intensive. For
a dataset of 10 million paired reads aligning against the NCBI bacterial
genomes, k-SLAM requires around 50GB RAM. For much larger datasets, k-
SLAM can split them into smaller subsets (see table C.1 --num-reads-at-once)
which are analysed sequentially (still producing only one set of output files).
C.5 Output
k-SLAM outputs in several formats:
• Summary XML
• Per read taxonomy ID
• Abbreviated taxonomy
• SAM (optional, will use extra CPU time)
C.5.1 Summary XML
Each identified taxon is listed in descending order of the number of reads
assigned to it. Because of the use of a lowest common ancestor method,
taxons may be at any rank. Each read is assigned to a maximum of one
taxon (a genus entry will not contain reads that have been mapped to in-
dividual species within that genus but only reads that mapped to several
species whose LCA was that genus).
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Each taxon has the following tags: abundance (number of reads and per-
centage of total reads), taxonomyID, lineage (from NCBI taxonomy [179]),
name, genes and reads.
Note: Output has to be in XML format therefore any annotations of genes
etc will have the characters <, >, & ,’ and ” replaced with the relevant entity
reference.
Genes
For each taxon, the genes found are listed using the gene tag. A maxinum
of one gene is inferred for each aligned read, based on its position on the
genome. The “count” field describes the number of reads that overlapped
with that particular gene. The protein, locus, product, GeneID, reference
sequence are listed (using NCBI data) along with the cds range.
The same gene may appear in multiple taxons.
C.5.2 Per read taxonomy ID
Mapped reads are listed with their LCA taxonomy. Unmapped reads are not
listed. Output is written to file with suffix “ per read”
C.5.3 Abbreviated taxonomy
Each identified taxon is listed along with the percentage of reads that mapped
to it. Output is written to file with suffix “ abbreviated”
C.5.4 SAM
Output in the Sequence Alignment/Map format [178]. A Bowtie [138] style
output is used (for each read there is a primary line for each reference that
it aligned to). A BWA [144] style XA tag can be printed (using the –sam-xa
parameter) instead of listing all hits. Unmapped reads are not printed except
when they belong to a pair where the other read was mapped.
The following k-SLAM specific tags are used:
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• XS: alignment score assigned by k-SLAM, using pseudo assembly.
• XO: number of hits for this segment.
• XT: taxonomy ID of this reference.
• XG: gene at this position in the reference.
• XP: protein ID of this gene.
• XR: product of this gene.
• XA: BWA style alternate hits in format (chr,pos,CIGAR,NM;)* (this
tag is optional).
142
