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2Abstract
This thesis explores ways to define automated coreference resolution systems by using struc-
tured machine learning techniques. We design supervised models that learn to build corefer-
ence clusters from raw text: our main objective is to get model able to process documents
globally, in a structured fashion, to ensure coherent outputs. Our models are trained and eval-
uated on the English part of the CoNLL-2012 Shared Task annotated corpus with standard
metrics. We carry out detailed comparisons of different settings so as to refine our models and
design a complete end-to-end coreference resolver.
Specifically, we first carry out a preliminary work on improving the way features are
employed by linear models for classification: we extend existing work on separating differ-
ent types of mention pairs to define more accurate classifiers of coreference links. We then
define various structured models based on latent trees to learn to build clusters globally, and
not only from the predictions of a mention pair classifier. We study different latent repres-
entations (various shapes and sparsity) and show empirically that the best suited structure is
some restricted class of trees related to the best-first rule for selecting coreference links. We
further improve this latent representation by integrating anaphoricity modelling jointly with
coreference, designing a global (structured at the document level) and joint model outperform-
ing existing models on gold mentions evaluation. We finally design a complete end-to-end
resolver and evaluate the improvement obtained by our new models on detected mentions, a
more realistic setting for coreference resolution.
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Chapter 1
Introduction
Among the many tasks of Natural Language Processing (NLP), coreference resolution has a
fundamental importance for language interpretation. In fact, detecting properly to which entity
linguistic expressions in the text refer to (in particular, detecting if two expressions refer to the
same object) is crucial to build accurate semantic representations that can serve as a basis to ad-
dress many other NLP related problems such as information extraction, information retrieval,
question-answering systems, automatic summarization or translation. All of these applications
can benefit from an accurate computation of references. Conversely, automated coreference
resolution depends on the quality of many other tasks in language processing: among oth-
ers, POS tagging, syntactic parsing, named entity recognition and shallow semantic extraction
such as entity typing are part of the inputs of state of the art automated systems. Previous
work on the subject has shown that the quality of coreference resolution systems depends on
morphology processing like detecting gender and number, syntactic parsing (constituents or
dependencies), and semantic knowledge such as lexical knowledge or encyclopedic knowledge
Soon et al. (2001); Ng & Cardie (2002b); Bengtson & Roth (2008); Recasens & Hovy (2009).
Indeed, world knowledge can be required to be able to correctly resolve some anaphora, mak-
ing the problem of coreference resolution as difficult as understanding the whole semantics of
a discourse. Although automated coreference resolvers are not intended to address the com-
plete range of referential expressions, today coreference resolution can be assessed on standard
annotated corpora (with a clear range of annotated phenomena) using a variety of standard
metrics. More precisely, most annotations concern noun phrase (NP) coreference. NPs are
syntactic structures that encompass proper names, common nouns and pronouns, which are
the most common referential expressions, i.e. segments of text introducing or pointing to dis-
course objects (terminology will be clarified after). And because the field had time to mature
during the last decades, giving birth to many different empirical approaches to the problem, the
challenge has become harder and now requires more advanced models. Today, both linguistic
and computational constraints on coreference resolution tend to be integrated in automated
systems, which resulted in more sophisticated models than before.
In example 1.11, we give a glimpse of how complex can coreference resolution be.
Numbered brackets represent part of the text which refer to the same object or event. We
can already ask many questions: should we or not annotate coreference copulas (e.g., should
we annotate a link between the two parts of “Johann van Beethoven was a harsh instructor”)?
1http://en.wikipedia.org/wiki/Ludwig_van_Beethoven
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Should coreference links be subject to a context (for instance, transitivity cannot apply though
we create links between “the child Beethoven” “Ludwig” and between “Ludwig” and “the old
Beethoven")? Should noun phrases referring to an object of the world be annotated even if they
are not coreferring with other parts of the text (so that we would make a difference between
them and non referential noun phrases)? With a simple example, we see how complex it can
be to define the problem of resolving coreference. We will provide more detailed examples in
Chapter 2.
[[Beethoven]1’s first music teacher]2 was [[his]1 father]2. Although tradition has it that
[[Johann van Beethoven]2 was a harsh instructor, and that [[the child Beethoven]1, "made
to stand at the keyboard, was often in tears,"]3 the Grove Dictionary of Music and Musicians
claimed that no solid documentation supported [this]3, and asserted that "speculation and myth-
making have both been productive."
Figure 1.1: A first example, with some coreference annotations
Anaphora, defined in linguistics as a pattern consisting of an expression which can only
be interpreted through its context, has been addressed in formal models early in the history
of NLP (Webber, 1978; Hirst, 1981). Among other objectives, this kind of work intended to
define under which conditions anaphoric references were available in a text. During the same
period, the first pronoun resolution systems emerged (Hobbs, 1978; Brennan et al., 1987; Rich
& LuperFoy, 1988; Carbonell & Brown, 1988). These were defined through a combination of
formal hand-crafted rules and had a rather restrained scope, but they are still relevant today,
especially since more accurate syntactic parsers have become available. Anaphora has also
been (and continues to be) addressed by semantic theories of discourse, enlightening empirical
approaches and providing new tools to tackle the problem (Kamp & Reyle, 1993; Asher &
Lascarides, 2003; Lascarides & Asher, 2007). Apart from that, it is worth mentioning that
grammar theory also contributed to the study of anaphora (for instance, see Grosz et al. (1995);
Walker et al. (1998)), providing meaningful constraints which are now partly modelled by the
features of many automated coreference resolvers.
However, the limits of hand-crafted rule-based models rapidly appear when trying to
process large volumes of texts, from diverse domains. Besides the question of language and
domain adaptation or required world knowledge to address coreference resolution in its gener-
ality, these models are quite limited in the sense that their imperfections can only be corrected
through additional hand-crafted patterns, exceptions to the rules, exceptions to the exceptions
and so on. This kind of rule-based methods is not limited to coreference resolution, there
are plenty of them for coping with NLP related problems, and one popular approach to avoid
overloading a system with hard-coded rules is to rely on machine learning techniques, many
of them employing high-dimensional statistical models. In fact, the availability of annotated
corpora of good quality made it possible to create efficient data-driven automated systems for
coreference resolution. By modelling the task of finding coreference links as a classification
problem in high dimension, it is then possible to avoid over-specifying a set of rules (which
can result in a lot of time spent in dealing with exceptions, exceptions to the exceptions and so
on) and let the model learn from data.
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Machine learning approaches to coreference resolution came out in the early 2000s with
supervised models (Soon et al., 2001; Ng, 2003). These supervised models learn to retrieve
the same kind of coreference links as those observed on an annotated corpus. Since then, it has
become the mainstream approach to the problem. The models have been improved thanks to
the combination of new machine learning techniques and progress in computational linguistics
(especially on studying the factors implied in coreference, and how to express them through the
features – or dimensions – of the model). Many advances have been made with joint models on
the one hand (Culotta et al., 2007; Denis & Baldridge, 2007) and unsupervised models on the
other hand (Haghighi & Klein, 2007; Poon & Domingos, 2008; Ng, 2008)). Nevertheless, su-
pervised models are currently those providing the best results. Recently, Stanford’s multi-pass
sieves (Lee et al., 2011), a fully deterministic system based on a clever ordering of resolution
patterns and the propagation of constraints to make as precise decisions as possible on defining
coreference links or not, obtained very good and somehow unexpected results. Even though
this particular architecture challenged all data driven approaches at that time, subsequent im-
provements on the sieves obtained by combining them with statistical models showed that their
robustness could be enhanced by machine learning, providing even better results (Chen & Ng,
2012; Ratinov & Roth, 2012).
Today, the range of empirical approaches to coreference resolution is pretty large2, and
many directions for research are possible. In this thesis, we work in the machine learning
framework, and give ourselves a challenge which is threefold:
• First, we will carry out a preliminary work on the features employed in the statistical
models and find a way to improve the representation of data which is coherent from a
linguistic point of view. This part is essential because the performance of our automated
system will depend on the quality of data representation. Data representation primarily
concerns the way we extract features from data, that is, all the preprocessing modules
in an automated system. This preprocessing must be as accurate as possible to avoid
propagating errors in the whole system. Another aspect, which is related to the linear
model we will use downstream, is to improve the vector representation of data.
• The second line of work is to thoroughly study how to represent a document with a
single structure, which helps addressing coreference resolution with a global coherence.
Indeed, coreference is a global phenomenon, and coreference links span all over the doc-
ument, with structural constraints such as transitivity of the relation, or incompatibility
between certain types of expressions. However, computing a global structure can be a
challenging task, because one has to find a good trade-off between complexity (com-
putation should be fast, for instance, at most quadratic in size of the document) and
expressiveness (to be useful, a structure should provide more accurate results than local
models).
2Research is more oriented towards developing coreference resolvers and evaluating them on annotated data. See
Chapter 4 about the state of the art in automated coreference resolution.
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• Finally, our third objective is to process coreference-related tasks jointly with corefer-
ence resolution. A joint approach to these tasks would help to reduce propagation of
errors, which are difficult to detect and revise in a pipeline structure, and potentially
improve the quality of their resolution.
A complete outline of this thesis in given in Section 1.3, at the end of this chapter. Before
that, let us underline the importance of designing accurate automated coreference resolvers by
detailing some of the applications of this NLP module.
1.1 Current issues in coreference resolution
As already mentioned, coreference resolution has an important status in natural language pro-
cessing and its applications. Having a good partitioning of mentions can help building a se-
mantic representation of the text. This is quite an idealistic view since it is difficult to consider
coreference resolution as task independent from other semantic analysis. A perfect corefer-
ence resolution should in practice involve complex mechanisms which in turn could be used
themselves to build the semantic representation. In fact, as we can see in 2.1, complex mech-
anisms can underlie coreference and in certain cases require external knowledge (i.e. common
knowledge not introduced in the document) to be understood. Besides, coreference can find
many applications in NLP-related tasks such as information extraction or retrieval (it is easy to
imagine that just pronoun resolution can help retrieving more accurate information), automated
question-answering, machine translation, etc.
However, today some authors argue that it is perhaps too early to evaluate the bene-
fits of using coreference resolver to improve other NLP tasks: using their solver on a bench
of experiments on text summarization, term extraction and text categorization, Mitkov et al.
(2007) concluded that “the deployment of anaphora has a positive but rather limited impact".
This study is a bit outdated, but there are many possible explanations for this limited impact of
coreference resolution: coreference resolvers may not be accurate enough today to help other
NLP tasks. But this could be due to another reason (also raised by Mitkov et al. (2007)): integ-
rating coreference resolution as a single input to other systems may result in too many errors
propagating, suggesting that a joint approach to these tasks along with coreference resolution
could result in real improvement of the tasks. In fact, with a few experiments on relation extrac-
tion and entity typing, Chan & Roth (2010) show that a joint approach is more beneficial too
these tasks altogether than addressing them separatly. Apart from that, a remarkable domain
of application of coreference is the automated analysis of medical reports, where coreference
can play an important role (Zhou et al., 2006; Zheng et al., 2011; Uzuner et al., 2012). In
that domain, the need of automated processing of reports is crucial because of the accelerating
production of large amount of texts.
Today there are several trends in the development of automated coreference resolver.
Because of the availability of annotated corpora of good quality in some languages, most sys-
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tems are based on supervised machine learning models and one of the challenges is to design
a model that takes into account both the linguistic properties we know about anaphora and the
computational constraints (in particular, their algorithmic complexity) of the models we use.
The whole matter is to find such a well balanced model. As written at the beginning of this
chapter, among the main issues, finding relevant features for a statistical model is always an
objective one can work on when relying on machine learning techniques. Progress on this side
have been made since the beginning of statistical coreference resolvers and work is still going
on. Knowledge extraction (like ontology construction from text) is one option that could help
adding more features (e.g. name entity typing) needed when common knowledge is required
to infer coreference.
Another modeling problem is to design systems that are able to process coreference
globally, making a single coherent decision on coreference links instead of many independ-
ent local decisions, which has been the mainstream approach for long. As mentioned above,
transitivity is part of the properties of coreference, and any two coreference links should come
with a third one. This has been tackled with different tools or cluster representations (e.g.,
set instead of graphs), some of them being limited by their computational cost like enforcing
constraints with integer linear programming (Denis & Baldridge, 2007). It is also important
to define models that are scalable in the sense that they are supposed to process large amount
of text (potentially with time constraints). For instance, integer linear programming makes it
possible to integrate constraints easily, but the resulting combinatoric problem to solve falls in
the class of NP-complete problems, and is typically a way we would try to avoid.
Finally, an additional challenge on coreference resolution is to design models that can be
extended efficiently to the joint resolution of coreference along with other related tasks. Indeed
joint approaches can potentially reduce the propagation of errors, and help the model make
better decisions. It can also be a good way to fully integrate coreference resolution for improv-
ing other tasks instead of having a pipeline architecture restraining a lot the communication
between different NLP modules3.
1.2 Summary of the main contributions
We end this introductory chapter by listing our contributions to the domain of coreference
resolution. These are separated in Chapters 5, 6, 7 and 8. Firstly, we define a new method
for enhancing the representation of mention pairs in pairwise models, which is linguistically
justified and computationally efficient. It allows us to define a pairwise model competing with
similar models, but also it can be employed in other linear prediction methods such as the struc-
tured models we develop later on. Compared to other feature selection methods, ours relies on
a linguistic approach and extends in some ways the approach of Denis & Baldridge (2008),
by separating different kinds of coreference links and processing them separately (i.e., through
3See chapter 8 for a detailed comparison of pipeline vs joint architecture.
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separated sets of features). Our optimization algorithm explores a large space of representa-
tions by using dynamic programming to find the best one with regards to the F1-score of pair
classification.
Secondly, we carry out a detailed study on latent tree structures that we use for repres-
enting clusters and defining a global approach to coreference resolution. These structures have
been studied previously but separately by other authors. By both topological and quantitative
considerations, we find a better structure which can easily be used jointly with strict constraints
on mention pairs. This work also makes it possible to compare different kinds of structures in
a common framework (linear prediction) and with common features. Indeed, it was not clear
before whether the gain obtained by such structures was due to the structure itself, the features
of the model, or the learning algorithm. Our experiments quantify the gain to structured ap-
proaches and show that “best-first” trees are well suited to coreference resolution compared to
other structures.
Thirdly, we extend the latent tree structures as trees representing both coreference links
and discourse-new mentions in order to achieve both global and joint learning of coreference
resolution along with anaphoricity detection. In fact anaphoricity (or knowing properties such
as discourse-new / discourse-old 4) provides strong constraints on coreference resolution by re-
quiring or invalidating coreference links. A joint approach makes it possible to avoid propaga-
tion of errors and achieves very good results in both of these tasks.
Fourthly, we address the problem of resolving coreference on detected mentions. We
first improve the state of the art on singleton detection5. We then apply our system to detected
mentions, and show that increments due to our improvements of the models also appear in this
case.
1.3 Dissertation outline
The next three chapters are dedicated to introducing the problem of coreference resolution from
an empirical perspective:
• In Chapter 2, we start by introducing the terminology that will be employed throughout
the thesis (Section 2.2.1). The vocabulary we employ is standard in the NLP world (even
if not always accurate from the point of view of linguistics). We then provide a detailed
description of the coreference-related tasks we will address after, and exhibit the inter-
actions between them (Section 2.2.2). The standard metrics for evaluating the quality
of coreference clusters are described in Section 2.3. After briefly introducing previous
coreference corpora on English, we provide a detailed presentation of the CoNLL-2011
4See Section in Chapter for an explanation of this terminology.
5Evaluating coreference resolution on gold mentions can be seen as having an oracle for detecting singleton. This
scenario becomes less unrealistic when singleton detection with a model is accurate enough.
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and 2012 corpora, on which we will carry out all our experiments. We intend to give in-
dications about the impact of ignoring verbal mentions on the evaluation metrics (which
were introduced for the first time in the CoNLL-2011 corpus). We underline some of
the problems related to the annotation scheme of CoNLL-2011 and 2012 in Section 2.5,
and we give our standpoint on the evaluation of coreference resolvers on gold mentions
compared to the evaluation on detected mentions.
• Chapter 3 is an introduction to the machine learning techniques employed in this thesis,
which are state of the art in NLP. We also give some pointers to learn about other statist-
ical methods used in coreference resolution. Feature representation of data and selection
of the features is presented in Section 3.2. Linear classification models are presented in
Section 3.3. Online algorithms for training these models are fully described in Section
3.4. We then have a discussion about how to modify these linear predictors and their
learning algorithm to achieve structure prediction in Section 3.6.
• Chapter 4 provides a brief history of coreference resolution, showing the evolution of
research on the matter, and the orientation toward empirical approaches (see Section 4.1).
We next draw up a complete state of the art on coreference in Section 4.2. Because the
research trends are diverse on the subject and because coreference resolution is connected
to various other tasks in NLP, we preferred to make a thematic presentation of recent
work and group articles having a similar approach together instead of just relying on a
time line.
The following chapters expose our work and our contributions on coreference resolution,
following the three objectives we have defined above:
• In Chapter 5, we propose a new method for significantly improving the performance of
pairwise coreference models using linear predictors. Our approach finds feature space
for separating coreferential and non coreferential mention pairs optimizing the F1-score,
by using combination of features in a similar way to polynomial kernels, but keeping
the learning procedure linear. By relying on a dynamic programming technique, the
procedure remains tractable and the space is selected efficiently among an exponential
number of possibilities. It can be applied to generate a better feature space for a linear
classifier and then plugged into more complex, structured model. One thing worth to
notice is that this method is linguistically justified and is not just a combinatorial trick to
enhance feature spaces.
• Chapter 6 addresses the problem of defining global models for resolving coreference. We
compare several methods for learning latent structures representing coreference clusters
which can be inserted in a framework where we also put accurate must-link and cannot-
link constraints on the pairs of mentions. We study the relationship between standard
decoding strategies used with pairwise models and the latent structures, providing both
topological properties and quantitative results.
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• In Chapter 7 we design a new structured model performing anaphoricity detection and
coreference resolution jointly. This structure is based on a latent tree to represent the full
coreference and anaphoric structure of a document at a global level. We integrate the
constraints studied in Chapter 6 to obtain a robust model that performs both global res-
olution of coreference and joint processing of the strongly related task that anaphoricity
detection is, avoiding propagation of error like in a pipeline model.
• In Chapter 8, we start by improving the state of the art in singleton detection by en-
hancing the feature set currently employed for this task. We then define a complete
architecture for end-to-end coreference resolution, which integrates all the models we
defined before. We show that improvement is achieved in this more realistic setting by
our joint and structured models.
Chapter 2
The task(s) of Coreference Resolution
In this chapter, we start by describing the technical problems we face when we want to design
an automated coreference resolution system. Indeed, the computational tasks depend on the
modelling choices that have been made upstream, and on the methodology chosen to address
the problem. For instance, anaphoricity determination can be done up front or jointly while
resolving coreference. We also examine the dependencies of these task and how errors propag-
ate according to the architecture. We next introduce the evaluation metrics currently used to
quantify the accuracy of coreference resolver. Knowing what the metrics express is import-
ant, both when designing a resolver, and when analysing its output. Finally we list annotated
corpus currently used to rank coreference. Our main focus is on English corpora (all our ex-
periments are in English), and especially on the more recent corpus, published during CoNLL-
2012 Shared Task, which contains a large number of texts in diverse domains, and with many
different kinds of coreference links annotated.
2.1 Coreference resolution: a linguistic introduction
Before proceeding with computational consideration about the problem of coreference resol-
ution, we need to identify precisely the linguistic phenomenon we will be working on. This
section introduces the linguistic context and basic terminology about coreference resolution.
The expression “coreference resolution” should be put in perspective with “anaphora resolu-
tion” which, as we shall see below, provides a more general framework to view coreference
resolution. Although one phenomenon is not subsumed by the other, adopting the anaphora
point of view will help us defining the limits of our study, and showing some of the connec-
tions which can be tackled in future work. In particular, we will see that there are certain
kinds of anaphora involving more complicated semantic relations than coreference and requir-
ing more specific approaches. We will also provide a few examples to illustrate the different
constraints and factors that are at stake in the cognitive process of resolving anaphora, and
which are modelled in computer systems for solving the task.
17
18 2.1. COREFERENCE RESOLUTION: A LINGUISTIC INTRODUCTION
2.1.1 Coreference resolution and anaphora resolution
The linguistic literature about anaphora is abundant (for detailed introductions or treatment
of the topic, see Webber (1978); Hirst (1981); Mitkov (2002); Poesio et al. (2011), and the
term anaphora resolution was previously employed to designate the process of finding an
antecedent to an anaphora (as explained below), but the Message Understanding Conferences
(MUC) popularized the term coreference resolution, defined as the task of identifying refer-
ring expressions and grouping together those which refer to the same discourse entity. We will
emphasize some differences between the two tasks and report when they coincide. The MUC
conferences were initiated to boost research in information extraction (IE), providing data to
evaluate IE systems. Coreference resolution was introduced in MUC-6 (muc, 1995) and MUC-
7 (Chinchor, 1998) corpora, illustrating the fact that it is since then considered as a fundamental
component of IE systems.
Before going deeper in the linguistic aspects, we shall introduce additional terminology.
Mentions (also previously called markables) are text or speech constituents referring to a dis-
course entity (or simply entity) which can be, for instance, a person, an object or a place1, but
also an event2, which is more difficult to apprehend. Discourse entities can be seen as objects
under discussion in the text, but not necessarily objects of the world, which is typically the
case when dealing with hypothetical situations, as illustrated in the sentence below (Partee,
1973):
If I had a [hammer] I would use [it] to break your head.
Discourse elements in a text (or a speech) are not inserted independently and some ref-
erential expressions depend on others to be interpreted correctly. This organization of the
discourse, also called cohesion, provides a more compact way to transmit information. For
instance, some mentions have backward dependencies, in the sense that we need to look at the
left context (i.e., what comes before) and find a previously mentioned entity to know what they
refer to: these mentions are called anaphora. The typical example of anaphora are pronouns:
they carry almost no semantic information (except their gender and number, and sometimes an
entity type like “person") and it requires to find an antecedent to be able to understand the sen-
tence they are part of (with the exception of non-referential “it" pronouns). A simple example
of pronominal anaphora can be found in the following example:
[The man] left his office but [he] forgot to lock the door.
Anaphora provide an economical mechanism for producing discourse and transmitting
information whilst avoiding repetitions when referring several times to the same entity, how-
ever they require an additional cognitive process for being fully understood. Indeed, for each
anaphora, it is necessary to find a mention to which it points back. This particular mention is
1Or more generally, other types of named entities such as organization, date, or some domain specific types (e.g.,
in medical texts).
2Coreference of events are annotated in the recent CoNLL-2011 and 2012 corpora.
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also called the antecedent: finding the antecedent, or one of the acceptable antecedents of ana-
phora in its context is the task called anaphora resolution. When both the anaphora and the
antecedent refer to the same entity, they are said coreferential (this is the case in the example
above). From now, we can see that there is an asymmetric relation between anaphora and their
antecedent, and the complete anaphora resolution task on a given document is to identify all
anaphora and resolve them. Anaphora identification (also anaphora detection) is quite easy to
achieve if we are mainly interested by pronoun resolution (only pleonastic, or non-referential
pronouns are not anaphora and must be eliminated), but it can be more challenging when trying
to determine anaphoricity of definite expressions (e.g. “the man"). Some expressions behav-
ing like anaphora but pointing to a “right-context" (i.e. after in the text) are called cataphora.
They are not captured by the anaphora framework, but are very similar, though. Finally, when
extending the task to resolving anaphora involving different semantic relations than identity
(these are called bridging anaphora – see 2.1.3), the whole task of identifying anaphora and
resolving them becomes much harder.
Anaphora is a fundamental component of discourse: a correct understanding of the lo-
gical structure of a text cannot be achieved without resolving anaphora. However, in some
cases, resolving anaphora necessitates some general world knowledge and also understanding
the discourse. For example, in the following sentences, one should resolve the pronominal
anaphora correctly to fully understand what is happening, but to do so, it is required to infer
that “Peter” scratched the CD:
My father gave me the CD that I lent to [Peter]. I am really angry with
[him] now because it is all scratched.
On the other hand, we can address a similar problem: if we look at all entity mentions
in the text and try to group together mentions referring to the same entity, we can then define
a partition of the mentions. The subsets of coreferent mentions are also called coreference
chains, and the problem consisting in identifying mentions in the text and building coreference
chains is called coreference resolution. From a computational point of view, it can be viewed
as a clustering task, as the purpose is to build a separation of mentions into equivalence classes.
Indeed, coreference is defined as an equivalence relation on mentions contrarily to the asym-
metric relation that binds an anaphor to an antecedent in its context (van Deemter & Kibble,
2000). For example the proper name Michele Obama and the definite noun phrase The First
Lady of the US, which are unambiguously defined without looking at their context (one cannot
be anaphor and the other its antecedent), do corefer provided we are in the temporal context
of nowadays. But finding the coreference relation of the two expressions however requires to
have some up-to-date common or encyclopedic knowledge, which make the task even more
difficult to be fully addressed.
To sum up, if anaphora and coreference resolutions have some mechanisms in common,
especially for finding the reference of pronouns, they also have significant differences in that
coreference can happen without depending on the context and that, in general, anaphora can
have other semantic relations than coreference with their antecedent. In practice, the techniques
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for coping with one resolution or another interleave, and coreferential anaphora resolution
technique can be applied to coreference resolution. The empirical methods we will develop in
this thesis are dedicated to coreference resolution.
2.1.2 Constraints, preferences and common knowledge
Discourse models from formal linguistics provide a more accurate description of the depend-
ency on context of anaphora (Karttunen, 1969; Webber, 1978; Kamp, 1981), in which a model
of interpretation of discourse is dynamically built in the order of the text. In particular, the
Discourse Representation Theory (DRT) offers a suitable framework to study the semantic of
anaphora. Since our interest is in automated computational models for solving anaphora, we
will not go into further details about these theories. However, we must point out the fact that
some anaphora resolution systems use such dynamic representations, such as the Boxer soft-
ware (Bos, 2008). Other systems have simplified but similar representations. For instance,
with entity ranking models, the dynamic structure that is built along the text is only the clusters
of coreferent mentions (Denis & Baldridge, 2008; Rahman & Ng, 2011): every time a new
mention is encountered, it is linked to the most satisfying partial cluster previously built or put
in a new cluster if the model considers it does not belong to any previous cluster.
The mechanism of context dependency can be characterized by constraints and prefer-
ences, entailing a need for syntactic, semantic and pragmatic3 knowledge to resolve anaphora.
In the remaining part of this section, we detail some of the different properties listed in (Car-
bonell & Brown, 1988) to show how complex the process of building anaphora can be (this
prefigures the difficulties encountered by coreference resolution systems).
Constraints Constraints are necessary conditions that must be satisfied by the anaphora and
its antecedents. They eliminate numbers of potential candidates, but also sometimes require
additional knowledge or interpretation of the discourse to be discovered. For instance in:
[John] and [Mary] went shopping. [He] bought a steak.
a gender constraint applies for the pronoun he and the only acceptable antecedent we can
find is John, provided that we are able to derive the genders of the names. Other grammatical
constraints such as number or case also apply. However, one must be careful when determining
the attributes of a mention. In the following sentences:
[A group of students] entered the museum. [They] were very loud.
the number constraint is not satisfied if we derive the number of the first NP from its syntactic
head. We cannot however set the number to be plural since if we pursue the text by “a guard
3Pragmatics is the study of how the context built in a discourse influences its semantic.
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asked the group to be more quiet”, it should be considered as singular for the constraint to
apply. Grammatical attributes have been used as model features in the first machine learning
approaches to coreference resolution (Soon et al., 2001; Ng & Cardie, 2002b).
More subtle constraints arise when dealing with selectional restrictions, requiring even
more knowledge than previously. To illustrate the problem, let us take a look at the two follow-
ing sentences (see Mitkov (2002) for more examples):
1. John took [the cake] from the table and ate [it].
2. John took the cake from [the table] and washed [it].
In such sentences, the acceptable arguments of verbs should be known to resolve the pronoun
it. This requires an ontological knowledge with fine lexical properties, including the types
of arguments a verb accepts (e.g., the argument of “eating" must be eatable). In practice,
building such knowledge databases is a very hard task. But it is not the sole issue we find
with constraints. If we go deeper in semantics, we can find constraints that require a dynamic
interpretation of discourse:
John gave [Tom] an apple. [He] ate it.
In that sentence, a semantic constraint applies: only Tom can be the antecedent of the pronoun
he since John does not have the apple anymore after the first sentence. Enforcing this kind of
constraints in an anaphora resolution system requires a large amount of real-world knowledge
and a whole reasoning process to understand what is going on, and what is permitted or not by
the semantic interpretation.
Preferences At the opposite of constraints, preferences favour some potential antecedents
over the others, provided that they satisfy certain properties. These are not strictly logical con-
ditions such as constraints but factors that influence the attachment of the anaphora to previous
mentions. For instance, the “case-role persistence" preference states that an anaphor tends to
be employed with the same semantic case role as its antecedent:
1. Mary gave an apple to [Susan]. John also gave [her] an orange.
2. [Mary] gave an apple to Susan. [She] also gave John an orange.
In these examples, the pronoun is employed with the same role as its antecedent, object in the
first example and subject in the second. This property is obviously not a strong constraint,
but influences the way an antecedent is selected. These preferences are typically employed as
features in machine learning based models and automatically weighted from annotated data.
In the same way as for constraints, some preferences need a large amount of knowledge to be
established. The two examples below:
1. Mary drove from the park to the [club]. Peter went [there] too.
2. Mary drove from the [park] to the club. Peter left [there] too.
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have identical syntactic structures but, at the discourse level, there is a preference for a “prag-
matic alignment” of the first and second sentences: the actions of going from one place to the
other tend to be in the same direction. This example shows how subtle preferences can be
and we can also imagine how difficult the task of detecting such properties is in computational
models.
We just saw that coreferential anaphora resolution (and by extension coreference resol-
ution) requires information at the lexical, syntactic, semantic and pragmatic levels. It supposes
that we need to build complex discourse representations to be able to deal with all varieties
of coreferential anaphora. However, even at the lowest level, a large amount of knowledge
is required to derive all the linguistic properties on which the resolution depends: this can be
name genders and numbers, semantic properties of object. Consequently, the performance of
automated resolution systems will strongly depend on the amount and quality of pre-processed
data, which make coreference resolution a very challenging task. We should always keep this
in mind when designing our own coreference resolver.
2.1.3 Other kinds of anaphora
In the discussion above, we have restricted anaphora to the case when they are coreferent with
their antecedent. However, the general mechanism of anaphora, which is roughly speaking the
backward dependencies of such discourse element to the context, is not restricted to coreference
and it can potentially involve different semantic relations. Even if we will not address these
kinds of anaphora in this thesis, it is interesting to see how complex the mechanism can be. The
following examples show anaphora which are not coreferential, even if the mentioned entities
are semantically close to each other (Garnham, 2001; Karttunen, 1969):
1. Sally admired [Sue’s jacket], so she got [one] for Christmas.
2. The man who gave [his paycheck] to his wife is wiser than the man who
gave [it] to his mistress.
In the first case, the mention “one” introduces a new entity in the discourse: it refers to a new
entity which has the same characteristics as, but which is not equal to, the previous entity in-
troduced by “Sue’s jacket”. In the second example, “it" does not refer to the same paycheck,
but to the paycheck of another man, which is not explicitly introduced in the text. Such ex-
amples show anew the necessity of a deep understanding of the sense in the discourse to resolve
anaphora.
(Clark, 1975) describes a large variety of so-called “bridging anaphora”, which require
more or less inference to be understood. We will not report all of them here as it goes far from
our focus, but let us point out that, in many cases, there is a need of common world knowledge
to resolve such anaphora (see also Asher & Lascarides (1998) for a study of bridging). In this
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last example, bridging inference is required to find the anchor of an anaphora (meronymy4):
I visited a [house] last week. [The kitchen] was really nice.
We can see with the last example that anaphora is a very general phenomenon in dis-
course, which can necessitate world knowledge or common sense and semantic inference to be
fully understood. We will not be going into more details about bridging anaphora, but let us
mention that recently empirical methods to address bridging anaphora detection and resolution
emerged (Poesio et al., 2004; Lassalle & Denis, 2011; Hou et al., 2013a,b), and this is now a
new challenge in NLP.
2.2 Coreference resolution and related tasks
Coreference resolution is defined as the task of grouping together the mentions referring to the
same entity in a text. In NLP, computational techniques designed to address this problem were
similar to those for resolving coreferential anaphora. Consequently, though they are many
differences from the linguistic point of view (see Section 2.1 in Chapter 1), they are almost
indistinguishable from an empirical perspective, except that coreference resolution requires
to find links between mentions that are not anaphora. Today’s corpora have been annotated
to evaluate NLP systems on coreference resolution rather than just anaphora resolution. This
section specifies the vocabulary we will employ frequently throughout all the pages and defines
the different tasks we have to cope with when designing an automated coreference resolver.
2.2.1 Generic vocabulary
Unlike the terminology presented in introduction (Chapter 1), the terms employed here are
sometimes overloaded from a linguistic point of view to focus more on the computational
aspects of coreference resolution. In fact, to be consistent with current work on coreference
resolution, we favour the terminology more often encountered in computational linguistics
literature over linguistics terms.
A document or a text is the framework within which we achieve coreference resolution.
The task of finding coreference links across documents exists (this is called cross-document
coreference resolution (Bagga & Baldwin, 1998b)), but it is almost a different problem (poten-
tially involving mapping mentions to an ontology or knowledge database). In this thesis, we
work on documents such as news articles, conversations, classical texts, texts from the web,
etc.
4Meronymy is a semantic relation involving an entity (person, object, event) and a necessary part. For example:
tree/trunk, car/driver, race/athletes.
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Coreference should be understood broadly, though we mainly focus on resolving a re-
strained version of coreference. Coreference means referring to the same thing. We saw in the
examples above that this can involve various mechanisms. In a text, a mention is a portion of
a sentence, such as a noun phrase or a verbal phrase that can refer to an object of the world,
or differently to an event in the case of verbs. From the point of view of a computer scientist,
a mention is roughly like a pointer to a unique object of the world. Such objects are called
entities. Two mentions pointing to the same object or event are said coreferent. We identify
the pairwise relation of being coreferent as a set of coreference links.
Considering the fact that coreference is a transitive relation (if a and b are coreferent
and b and c are coreferent, then a and c are coreferent), we can group together the mentions
of a document being coreferent, forming clusters of mentions. To one cluster corresponds one
entity, and because of this one-to-one mapping we will often overload the sense of this term by
talking indifferently about clusters or entities.
Because we work on texts, there is a natural order on words, and consequently on men-
tions, and while clusters can be viewed as cliques (i.e., complete subgraphs) in the graph of
coreference links, entities can also be represented by sequences or mentions. When we take
the mentions of an entity in the order of the text, we refer to this sequence as a coreference
chain. We must point out that when discussing the links of a coreference chain, we only refer
to the links between two successive mentions: a cluster of n mentions has n(n − 1)/2 links,
but the corresponding chain has n− 1 links.
When viewing entities as coreference chains, we distinguish the first mention of a chain,
i.e. the mention introducing the entity for the first time. We call that mention discourse-new,
the next mentions discourse-old. This denomination is easier to use: when talking about ana-
phora, one should be more careful because this implies that the understanding of the anaphora
needs to go backward in the text and find an antecedent. Contrarily, two coreferring names in
the text can be understood independently. A discourse-new mention will also be referred to as
an entity head. We will also be less rigorous when naming the task of retrieving the discourse-
new / discourse-old properties of a mention: we will always refer to this task as anaphoricity
detection, as it has been traditionally called in the NLP literature.
Now we distinguish a special case of clusters, where the entity is represented only once
in the text. We say that the mention (or equivalently, the cluster) in question is a singleton. As
opposed to that, we call all remaining mentions coreferents.
Finally, we introduce a definition which is only related to the computational aspect of
coreference resolution and does not need to be discussed in linguistic theory: we call system
mentions or detected mentions the segments of text provided by an automated system which
is supposed to extract mentions from raw text. Because such program is often imperfect, it
does make mistakes and introduces spurious mentions in the analysis, or misses to detect true
mentions. As opposed to that, reference mentions or key mentions refer to the real mentions
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of the text. From an empirical perspective, these are provided by linguists on annotated corpora
so as to evaluate the quality of automated coreference resolution systems.
2.2.2 Formal description of the tasks
We now formally define the task we will address in this thesis. To be perfectly clear, aside from
coreference resolution, anaphoricity and singleton detection are secondary problems since they
can be derived from a perfect resolution of coreference. In practice, however, they have been
proven useful for improving the partitioning of mentions (we carry out a series of experiment
including anaphora detection in Chapter 7, and mention and singleton detection in chapter 8).
The list of tasks below is open, since any interaction with coreference could be included. For
instance, relation extraction, entity typing as well as cross document coreference are problems
that overlap with coreference resolution, but it is not obvious that one task is subsequent to
another. In particular, extending a system to cover these tasks might require a joint approach to
a more global problem. In our case, we stick to a approach to coreference resolution within a
same document, which can be evaluated properly on standard data with standard metrics, and
compared to existing systems.
Coreference resolution Coreference resolution is the mother task we address in our work.
It is the finality, and evaluation is achieved on this task (because, in principle, we are transmit-
ting the output to another NLP module). The coreference task we consider is defined at the
document level. Formally, given a document D containing n mentions m1, . . . ,mn, the core-
ference resolver has to make a partition of these mentions into entities e1, . . . , ek such that for
each entity el, for each pair of mentions mi,mj ∈ el, mi and mj are coreferent. From a prac-
tical perspective, an entity can be seen as a subset of mentions. In essence, this is a clustering
task, but different approaches to the problem exist, some of them being justified by linguistic
facts (see Chapter 4). Notice that, as mentioned previously, our interest is to group together
coreferring mentions, and not to resolve only coreferent anaphora (the treatment of other ana-
phora is excluded). In Chapter 6, we address coreference resolution globally at the document
level by reviewing and extending state of the art methods, compare this approach with local
pairwise methods.
Anaphoricity detection As coreference resolution includes coreferent anaphora resolu-
tion (for instance with pronoun resolution), detecting anaphora is part of the task. Nonetheless,
we overload the task for it to better fit in our modelling framework, and instead of considering
anaphora only, we try to address discourse-new detection (hence defining a binary classifica-
tion task). Formally, in the documentD, the anaphoricity detector has to partition the mentions
m1, . . . ,mn into two setsMnew andMold such that, for each mi ∈ Mnew, there is no core-
ference link to a previous mention mj  mi ( orders mentions according to their location in
the text). Moreover, for each mi ∈Mold, there exists mj  mi such that mi and mj corefers.
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This task can be solved as a consequence of coreference resolution, but is traditionally seen
as a prior task providing useful (but often erroneous) information to the coreference resolver.
Joint approaches (i.e., both at the same time) to the problem exist, see for instance Rahman &
Ng (2011); Denis & Baldridge (2007) (more details are provided in Chapter 4), and we will
present our own global joint approach to the tasks in Chapter 7.
Mention detection In the definition of the coreference task, we suppose that a document
comes along with a sequence of mentions. Evaluating coreference resolution given the men-
tions has been a subject of debate (evaluating coreference on detected mentions requires defin-
ing convenient metrics, and makes the evaluation very dependent on the preprocessing, see Sec-
tion 2.5), and the “end-to-end task” would be to take a text empty of any mention annotation,
and output a partition of mentions. This obviously requires to define the mentions on which
the partition will be defined. This is the purpose of mention detection: given a document D
containing a text t1, . . . , tm (the tis can be seen as tokens), the mention detector should provide
a set of sequences m1 = (ti11 , . . . , ti1k1 ), . . . ,mn = (ti
n
1
, . . . , tin
kn
) such that m1, . . . ,mn are
the mentions of the text. Despite its simple formulation, this problem is hard to solve exactly,
and usually the output of a mention detector contains spurious mentions (like non-referential
pronouns) and misses some true mentions. Moreover, the quality of the partition provided by a
coreference resolver using detected mentions and evaluated against a reference set of mentions
really depends on the accuracy of the detected mentions and can be dramatically impacted by
them.
Singleton detection Finally, the last task we consider can again be solved as a con-
sequence of coreference resolution. This is however a new task, introduced by Recasens et al.
(2013), who showed that it could improve the quality of a coreference resolver. In fact, empir-
ical evidence shows that coreference partitions contain a great proportion of singletons, and that
separating them from the rest of the mentions could result in more accurate clusters. Formally,
given a document D containing n mentions m1, . . . ,mn, the singleton detector separates the
mentions into two categories S and C such that for all mi ∈ S, for all mj 6= mi, mi and mj do
not corefer, and for all mi ∈ C, there exists mj 6= mi such that mi and mj corefer. Detecting
singletons can be seen as a pre-clustering task helping the coreference resolver, but also as a
way to eliminate spurious mentions (depending on the way we train a statistical model for it,
we can address both the problem of finding singletons and removing spurious mentions with
one tool). In Chapter 8, we propose an improved model for detecting singletons, by exploiting
a richer set of features than what is done in Recasens et al. (2013).
2.3 Evaluation metrics
Measuring the quality of coreference output is not a trivial issue. Even when evaluating a
simple anaphora resolution system, counting the precision of the resolution of each anaphora
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is not sufficient for many reasons: first, not all coreference relations are anaphoric (as we
saw in 2.1.1, proper names can corefer without involving an anaphor) and second, we are not
guaranteed that the output of the system is coherent, in particular, we are not ensured that it
complies with the transitivity property logically required for the output.
So another way is to evaluate mention clusters (hence enforce the resolution system
to output clusters), that is to compare the system mention partition with the reference parti-
tion. Very diverse systems can be compared by this means. This may involve clustering out-
puts which typically amounts to clustering a graph weighted by a pairwise coreference model.
However some systems model coreference resolution differently so that this clustering task
is avoided, for example entity-based systems (see Chapter 4 for a state of the art about these
techniques).
Most coreference specific evaluation metrics define a precision and a recall. These quant-
ities are comprised between 0 and 100% and they should be interpreted as follows: the preci-
sion is high when the clusters tend to have a small number of spurious coreference links, and
the recall is high when the clustering permits to recoverer a high number of coreference links.
Additionally, the F1-score, defined as the harmonic mean between precision and recall gives an
idea of the balance between the two. If one looks at the surface involved by the harmonic mean,
one can see that large imbalances are more penalized (which is not the case with an arithmetic
average). Consequently, a “good coreference resolver" according to these metrics is not one
that tends to produce a few precise links or big entities, but rather something in-between.
As we shall see below, one of the issues with clustering metrics is that they have been
designed to compare partitions over the same set of mentions. It means that they do not take
into account the evaluation of mention detections. As we will see, their definition does not
integrate the fact that the set of reference mentions and the set of system mentions can be
different. To be able to apply them in such cases, different extension have been proposed, all
relying on an alignment of reference and system mentions before scoring the partitions.
2.3.1 Clustering metrics
As a clustering task, coreference resolution could be evaluated as such5. However, clustering
metrics have not been very popular for evaluating coreference systems. Among coreference
evaluation metrics, purity and inverse purity have been used in cross document coreference
resolution (i.e., finding identity relationships between entity across documents. For instance,
see Huang et al. (2009)). Consider the set of clusters output by a system (of response clusters):
R = {R1, . . . , Rk} and the set of key clusters (i.e. correct clusters) K = {K1, . . . ,Kl}.
Precision of system cluster Ri with regards to reference cluster Kj is naturally defined as the
5Notice that however, only very few authors addressed the task as a classical clustering task. See for example
Cardie et al. (1999) and Yangy et al. (2004).
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size of the intersection of clusters over the size of the system clusters:
Precision(Ri,Kj) =
|Ri ∩Kj |
|Ri|
and purity is a weighted average of the maximal precision of each cluster:
Purity(R,K) =
k∑
i=1
|Ri|
N
max
j
Precision(Ri,Kj)
where N = ∑ki=1 |Ri| = ∑lj=1 |Kj | is the number of mentions. This measure evaluates
the quality of cluster from 0 (the worst) to 1 (the best). Purity tends to penalize incorrect
attachments such that sparser clusterings are favoured. Inverse purity is simply defined as:
InversePurity(R,K) = Purity(K,R)
Another popular metric for comparing clusterings is the Rand Index Rand (1971), which
is a pairwise metric used to quantify similarity between two clusterings, when they are defined
over the same set of elements. The Rand Index is computed as follows:
Rand(R,K) = a+ b(
N
2
)
where a is the number of pairs that are in the same cluster forR andK and b the number
of pairs whose elements are in different clusters both in R and K.
(
N
2
)
being the number of
all possible pairs, the Rand Index is valued between 0 and 100%.
2.3.2 MUC
Vilain et al. (1995) introduced MUC, the first specific metric to evaluate the quality of predicted
entities in coreference resolution. This metric was used in the scoring scheme of MUC6 core-
ference task. Basically, it computes for each true entity cluster the number of system clusters
that are needed to cover it. Precision is this quantity divided by the true cluster size minus one.
Recall is obtained by reversing true and predicted clusters. If we consider again our response
R and key K, precision and recall for MUC are defined as:
PrecisionMUC =
∑
R∈R,K∈K,R∩K 6=∅ |R ∩K| − 1∑
R∈R |R| − 1
RecallMUC =
∑
R∈R,K∈K,R∩K 6=∅ |R ∩K| − 1∑
K∈K |K| − 1
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One must be very careful with the formulae above, because they suppose that clusters always
contain two or more elements. It necessitates to “clean” the output of a resolution system
and the key partition to be compared with by getting rid of their singletons. An equivalent
way to write precision and recall for MUC is to consider the number of clusters created when
intersecting a given response (resp. key) cluster with the key (resp. response) partition. If we
denote this number by p(R) (resp. p′(K)), precision and recall are defined as follows:
PrecisionMUC =
∑
R∈R |R| − |p(R)|∑
R∈R |R| − 1
RecallMUC =
∑
K∈K |K| − |p′(K)|∑
K∈K |K| − 1
MUC metric has been criticized on several aspects (Bagga & Baldwin (1998a); Luo (2005)),
especially because it tends to favour systems creating large clusters. In the extreme case where
one big cluster is created for all the document, the precision is not that much hampered. This
is due to the fact that merging two entities will only account for recall errors.
2.3.3 B3
B3 Bagga & Baldwin (1998a) is a “mention centric" evaluation metric: it computes recall and
precision scores for each mention, based on the intersection between the system/true clusters
for that mention. Precision is the ratio of the intersection and the true cluster sizes, while recall
is the ratio of the intersection to the system cluster sizes. Global recall, precision, and F1-
scores are obtained by averaging over the mention scores. IfM denotes the set of mentions,
and R(m) (resp. K(m)) the response (resp key) cluster containing mention m:
PrecisionB3 =
1
|M|
∑
m∈M
|R(m) ∩K(m)|
|R(m)|
RecallB3 =
1
|M|
∑
m∈M
|R(m) ∩K(m)|
|K(m)|
Although it does not have the balance problem of MUC to score high big clusters, this
metric has been criticized for at least two reasons: first, it is distorted towards 100% in the
case where there are a lot of singletons (Recasens & Hovy, 2011). Second, it somehow splits
response clusters and uses them several times when aligning with key and response partitions,
leading to counter-intuitive results (Luo, 2005).
2.3.4 CEAF
Luo (2005) proposed a different approach to scoring partition. The initial idea is to compute
the score via a best one-to-one mapping between the response and key partitions, which is
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equivalent to finding the best optimal alignment in the bipartite graph formed out of these
partitions. It is more a template for defining evaluation metrics than a metric itself because it
depends on the similarity function between a response and a key cluster. The most commonly
used version is CEAFe, with the “φ4 similarity function":
φ4(R,K) =
2× |R ∩K|
|R|+ |K|
The best one-to-one mapping is computed using Munkres assignment algorithm (Munkres
(1957)). The value is divided by the number of response (resp. key) entities for computing
precision (resp. recall). The one-to-one mapping computed by CEAF can be found more in-
tuitive, but one drawback is that all entities are weighted equally (only the size of the overlaps
counts) regardless of the number of mentions they contain.
2.3.5 BLANC
BLANC (BiLateral Assessment of Noun-phrase Coreference) (Recasens & Hovy, 2011), is a
variation of the Rand Index. To define this measure, we need to introduce additional quantities:
let Cr (resp. Ck) the set of coreference links in the response (resp. the key), that is to say, the
edges of the graph we obtain if we look at the clusters as cliques. In other words, we take all
possible (non-oriented) pairs of mentions in a same cluster for all clusters of the response and
of the key, respectively. We also consider the set of non-links, Nr and Nk being all possible
other pairs for response and key respectively. Define:
Pc =
|Cr ∩ Ck|
|Cr|
Rc =
|Cr ∩ Ck|
|Ck|
and
Pn =
|Nr ∩Nk|
|Nr|
Rn =
|Nr ∩Nk|
|Nk|
which correspond to precision and recall for coreference and non-coreference links. BLANC
Precision and Recall are defined as follows:
PrecisionBLANC =
Pc + Pn
2
RecallBLANC =
Rc +Rn
2
Something worth noticing is that the F-score defined for BLANC is not an harmonic
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mean, but a simple average:
FBLANC =
PrecisionBLANC +RecallBLANC
2
BLANC is defined such that it can operate with singletons (clusters of one element). This
is not possible with link-based metrics such as MUC andB3, for which a previous manipulation
consists in removing singletons before scoring. Considering the fact that singletons represent
most mentions Màrquez et al. (2013); Recasens et al. (2013), it is important to have one metric
that takes them into account.
2.3.6 “CoNLL score"
The official score that was used in CoNLL-2011 and 2012 Shared Task (see 2.4 below) was
the average of MUC, B3 and CEAF entity F1-scores. The choice of this score has been largely
discussed, and because no consensus was obtained to choose one specific metric, the average
score was chosen (Pradhan et al., 2011, 2012)). This allows to evaluate different aspects of
response partition through a mix of metrics. In any case, it is still useful to analyse carefully
the precision/recall details of each metric, but generally a system having a good CoNLL score
was at about the same rank with other metrics.
2.3.7 Metrics extensions
All the metrics presented above measure different aspects of clustering. Measuring the quality
of system partition is still a current topic of research. There is no consensus on which particular
metric to use, but there are many proposals of new metrics or extensions of existing metrics.
We present some related work below.
Imperfect mention detection All the metrics above are defined for a given set of men-
tions to work with, and evaluation using them assumes that mention detection is perfect. This
assumption is questionable as soon as one would like to evaluate a full coreference system tak-
ing raw text in input and that creates coreference clusters. Several adaptations of the metrics
have been proposed: Cai & Strube (2010b) used alignments of key and response partitions
to work on a common set of mentions. The alignment is asymmetrical in the sense that it is
a different modification of the partitions that is applied when computing precision or recall.
Pradhan et al. (2014) proposed a simpler alignment of partitions to extend all coreference met-
rics listed above, and performed a new ranking of all coreference systems which participated
to CoNLL-2011 and 2012 Shared Tasks. Luo et al. (2014) proposed a particular extension to
BLANC. In Chapter 8, we employ the alignment proposed by Pradhan et al. (2014), so as to
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be able to compare with existing systems. An additional thing to be evaluated in the case of
detected mentions is the quality of the detection itself.
Simple precision and recall give an idea of the detection quality, but do not make the
difference between mentions that are harder to detect (for instance in the case of events) and
easily detectable mentions. It can also involve some problems when singletons are not annot-
ated, which is the case with CoNLL-2011 and 2012 Shared Tasks.
Different kinds of coreference links Common evaluation metrics have been criticized
recently for providing score too strongly related to the technical aspect of clustering mentions
and not having any linguistic perspective (Chen & Ng (2013)). Indeed, all mentions are treated
the same way as an element of a cluster without distinction of any kind. Chen & Ng (2013)
propose enriched metrics with grammatical typing of mentions, trying to give weight to more
informative detected links, i.e., whose correctness should impact more an automated system.
From their point of view, a name is more important than a nominal, and a nominal is more
informative than a pronoun. Weighting mentions and coreference links lead to a redefinition of
the classical metrics. Their experiments were achieved on reference mentions, but as mentioned
by the authors, it could be extended to detected mentions.
The question of using one metric or another one, and one extension to system mentions
or another is still open, though very lately efforts have been oriented towards having a public
reference implementation (Pradhan et al., 2014).
2.4 Corpora
From an empirical perspective, having a reliable source of data for evaluating automated core-
ference resolver is essential, and obtaining a high rate of agreement between annotators of
coreference on a given corpus is a problem in itself. It requires a sound annotation scheme (see
for instance, Müller & Strube (2006)) and a relevant measure of agreement (in the case of core-
ference, see Passonneau (2004)). Furthermore, with a large volume of annotated documents,
training a statistical model becomes possible. Today, many corpora annotated with coreference
are available in several languages. Of course, the most covered language is English, and it is
also the language for which various state of the art coreference systems exist. The competit-
iveness existing on English puts a certain pressure on incoming systems and allows a thorough
comparison of performances. The experiments we relate in this thesis have been carried out
on CoNLL-2012 English corpus, which is currently the largest and the most diverse annotated
corpus. After briefly describing previous English corpora, we make a detailed presentation of
that CoNLL-2012 corpus.
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2.4.1 MUC and ACE-2005
Previously, corpora annotated with coreference have been introduced on the occasion of evalu-
ation campaign. The 6th Message Understanding Conference (MUC 6, muc (1995)) introduced
a corpus of annotated news wires, with 318 documents, which was sufficient to consider using
machine learning techniques on it. Initial machine learning based resolvers were evaluated on
this corpus (see Soon et al. (2001); Ng & Cardie (2002b)). Singletons were not annotated in
MUC.
The next reference corpus is ACE-2005 (Walker et al. (2006)). It contains weblogs,
broadcast news, newsgroups and broadcast conversations, annotated with coreference clusters,
relations, and events on three languages: English, Mandarin Chinese, and standard Arabic.
One remarkable thing is that these different overlapping annotations allow to create novel ex-
periments involving for instance the interaction between coreference and relation extraction or
entity typing (for example, see Denis & Baldridge (2007); Chan & Roth (2010)). Another be-
nefit of this corpus is that it makes it possible to test automated systems (and thus the features
they are based on) on different domains. Indeed, adapting a statistical coreference resolver on
each domain can result in substantial differences of performances (for experiments with a pair-
wise resolver, see Uryupina & Poesio (2012)). Contrarily to MUC, ACE contains annotations
of singletons.
2.4.2 CoNLL-2011 and 2012 Shared Tasks
CoNLL-2011 and 2012 Shared Tasks, respectively entitled “Modelling Unrestricted Corefer-
ence in OntoNotes” and ”Modelling Multilingual Unrestricted Coreference in OntoNotes”
(Pradhan et al., 2011, 2012), came with a new annotated corpus. Based on the OntoNotes
v5.0 corpus (Hovy et al., 2006) (English, Chinese, Arabic), it contains pre-processed informa-
tion such as POS tagging, syntactic trees, lemmas, word senses, predicate-argument structures
and 18 types of named entities along with coreference chains annotations. The English and
Chinese language parts comprise news wire and magazine articles, broadcast news, broadcast
conversations, web data, and conversational speech for an amount of about one million words
per language. The Arabic part contains about 300k of news wire articles. Two versions of pre-
processed information are available: gold and auto. The gold version contains high-quality
hand-annotations, whereas auto information was produced by automatic state-of-the-art tools.
In this thesis, we only carry out our experiments on the English part on the 2012 corpus, leaving
the rest for future work. Like MUC, and contrary to ACE, CoNLL Shared Task corpus does
not contain singleton annotation.
What is annotated in OntoNotes? A large range of entities and events are covered by
the coreference annotation scheme. To give an idea of what is marked and what is not in the
corpus, we briefly detail the annotation scheme presented in Pradhan et al. (2011, 2012). This
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is highly important to know what kinds of phenomena are annotated, and in which quantity, in
order to design a system that performs well:
• Noun phrases: NPs concern most of the annotated mentions. In the annotation process,
all NPs are automatically extracted from gold parse trees and manually clustered by
annotators, who also add supplementary mentions (e.g. verbs, possessive pronouns).
• Verbs: verbs are added as single-word mentions. They can corefer with other verbs (e.g.
dissolve / dismantle), pronouns, morphologically similar nominalizations (e.g. discuss /
discussion) and noun phrases referring to the same event (e.g. discuss / the conversation).
• Pronouns: all pronouns and demonstratives, except pleonastic pronouns and generic
you, can be part of coreference clusters. In the next example, starred brackets indicate
pleonastic pronouns and generic you, which are not annotated in the corpus:
Senate majority leader Bill Frist likes to tell a story from his days as
a pioneering heart surgeon back in Tennessee. A lot of times, Frist
recalls, [you]* ’d have a critical patient lying there waiting for a new
heart, and [you]* ’d want to cut, but [you]* couldn’t start unless [you]*
knew that the replacement heart would make [it]* to the operating
room.
• Generic mentions: generic nominal mentions (e.g. bare plurals) can be linked with
corefering pronouns, but not with other generic mentions.
[Parents]X should be involved with [their]X children’s education at
home, not in school. [They]X should see to it that [their]X kids don’t
play truant; [they]X should make certain that the children spend enough
time doing homework; [they]X should scrutinize the report card. [Parents]Y
are too likely to blame schools for the educational limitations of [their]Y
children. If [parents]Z are dissatisfied with a school, [they]Z should
have the option of switching to another.
• Pre-modifiers: proper nouns in adjectival form cannot be marked as coreferent (e.g.
adjectival forms of geopolitical entities). Dates and monetary amounts, when used as
modifier, can also belong to a coreference cluster.
During World War II, the two hundred thousand strong [Chinese]* Ex-
peditionary Force went abroad to fight. The Burma Road was the life-
line artery for [China ’s]X anti-[Japanese]* battlefields. The Tengchong
Battle, an annihilation of the [Japanese]* army , became a typical ex-
ample for the [China]X war area.
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The company’s [$150]Y offer was unexpected. The firm balked at [the
price]Y.
• Copular verbs: attributes in copular structures6 are not linked to the referent they
modify and are thus not considered as mentions:
But [Wal-Mart]X is really [the king of the bottom line]*, aren’t they?
• Small clauses: these constructions having the same characteristics as copulas (subject-
predicate) are likewise not annotated:
John considers [Fred]* [an idiot]*.
• Temporal expressions: deixes such as “now” or “yesterday” can be linked to other
temporal expressions. This may involve complex constructions such as in the following
example:
The limit could range [from three years to seven years]X, depending
on the composition of the management team and the nature of its stra-
tegic plan. At [the end of [this period]X]Y , the poison pill would be
eliminated automatically, unless a new poison pill were approved by the
then-current shareholders, who would have an opportunity to evaluate
the corporation’s strategy and management team at [that time]Y.
• Appositives: a specific annotation schema is used for these constructions, however, they
are ignored in evaluation. Thus in data, only a bigger mention covering the appositive is
marked:
“The risks for sterling of a bad trade figure are very heavily on the
down side,” said [[Chris Dillow]*, senior U.K. economist at Nomura
Research Institute]X. [...] However, [Mr. Dillow]X said [...].
We give some statistics about the type of annotated mentions in Table 2.1: overall we
have about 45% of pronouns, one quarter of commons nouns, one quarter of proper nouns,
and a small portion of verbs. However, if we look at the details per category, we see that the
distribution is variable, and really depends on the type of document. For instance in TC (phone
conversations) most mentions are pronouns while in NW (news wire) there are fewer pronouns
than common or proper nouns. This suggests that machine learning approaches to coreference
resolution should take into account the document category (e.g. one model per category). In
practice, using a statistical models on new categories would require additional techniques such
as domain adaptation (which is not the topic of this thesis).
6Some common copular verbs are: appear, be, become, feel, get, go, keep, grow, lie, look, prove, remain, resemble,
run, seem, smell, sound, stay, taste, turn.
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BC BN MZ NW PT TC WB total
pronouns
10,039 7,544 4,977 8,044 23,434 9,418 5,939 69,395
(53.9%) (33.8%) (36.9%) (23.3%) (55.6%) (78.0%) (48.1%) (44.6%)
common 4,247 6,996 3,577 12,856 9,940 1,492 3,305 42,413
nouns (22.8%) (31.3%) (26.5%) (37.2%) (23.6%) (12.4%) (26.8%) (27.3%)
proper 3,889 7,249 4,773 12,993 8,383 962 2,932 41,181
nouns (20.9%) (32.5%) (35.4%) (37.6%) (19.9%) (8.0%) (23.7%) (26.5%)
verbs
435 541 150 620 380 207 172 2,505
(2.3%) (2.4%) (1.1%) (1.8%) (0.9%) (1.7%) (1.4%) (1.6%)
Table 2.1: Distribution of mentions (train)
The coreference task on OntoNotes The task on OntoNotes is twofold: the first stage
consists in detecting mentions (whether they are anaphoric or not is not important), and the
second stage is coreference resolution. It is crucial to notice that the output of coreference
resolution is supposed to be free of singletons, that is to say, mentions being the only ones re-
ferring to an entity are removed from the system partition (indeed, singletons are not annotated
in the gold). This affects both the mention detection metric and some of the coreference met-
rics, but also suggests that the task of detecting singletons might have a significant impact on
the coreference system performance. In fact, Recasens et al. (2013) showed that incorporating
singleton detection as a preliminary task to coreference resolution improved the performances
of a state of the art coreference resolver (Lee et al., 2011).7.
There are three levels of difficulty in CoNLL-2011 and 2012 tasks, according to the
amount of predicted information we start with: the official complete task is “predict men-
tion and resolve coreference”, the first supplementary task is “given gold mention boundaries,
resolve coreference” and the second is “given gold mentions, resolve coreference”. The differ-
ence between the two supplementary tasks lies in the fact that “gold mentions” do not include
singletons whereas “gold mention boundaries” do. However, a quick examination of the data
shows that gold mention boundaries contain also non-referentials, i.e. non mentions, so that it
might not be the best setting for evaluating the clustering part in coreference resolution.
Systems that only use information contained in the CoNLL files (for English, supple-
mentary gender data from Bergsma & Lin (2006) is allowed) are evaluated in the closed track.
If a system uses additional information such as data extracted from Wikipedia, it is evaluated
in the open track. Most of the systems that took part into the shared task had no open track
version and relied only on provided information.
The system participating to the tasks were ranked using CoNLL score, i.e. the un-
weighted average of MUC, B³ and CEAF (entity version)8.
7We present some improvements of their singleton model in Chapter 8
8The winner were Standford rule based system in 2011 (Lee et al., 2011) and a structured perceptron based system
in 2012 (Fernandes et al., 2012))
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BC BN MZ NW PT TC WB total
verb mentions 435 541 150 620 380 207 172 2,505
all mentions 18,553 22,254 13,421 34,397 41,919 12,047 12,287 154,878
ratio 2.3% 2.4% 1.1% 1.8% 0.9% 1.7% 1.4% 1.6%
Table 2.2: Amount of verb mentions (train)
2.4.3 Verbs clusters in CoNLL-2011/12
CoNLL-2011 and -2012 “unrestricted coreference” annotations do not only cover noun phrases
and pronouns but also verbs, which can corefer with other verbs or with noun phrases. Because
the amount of verbs within annotated mentions is very small (about 1.6% of the training set),
this aspect has widely been neglected by the coreference systems participating to the tasks: in
2011 only three systems out of eighteen took verbs into account (Xiong et al. (2011); Yang
et al. (2011); Zhekova & Kübler (2011)) and in 2012 Li (2012) was the only one (for sixteen
participants). Moreover, those systems were ten points behind the best performing systems.
The usual method for detecting mentions consists in extracting all noun phrases, pronouns,
and named entities and perhaps eliminating some of them (e.g amounts, pleonastic “it”, some
dominated NP, etc) using predefined patterns. All extracted elements are then cast into the
clustering process.
Ignoring verbs does not really affect link-based evaluation metrics such as MUC and
B3, but there is a chance that the outputs will be penalized by entity-based metrics (CEAFe)
if verbs form a larger proportion of entities. In our presentation of the corpus, it is interesting
to investigate the data and describe the behaviour of verb clusters and show that there is in-
deed a consistent pattern that should not be ignored when designing unrestricted coreference
resolution systems.
Proportion of verbs in CoNLL-2012 (English part) The statistics of this part are com-
puted using counts on the training set of CoNLL-2012 English. Verb mentions are captured as
mentions with a single token tagged as a verb (i.e. VB, VBD, VBG, VBN, VBP or VBZ). Since
we use gold mentions, singletons are ignored. If we examine the amount of verb mentions, by
category (table 2.2), we see that, even if small variations appears, they are marginal compared
to all mentions.
We now compute, by category, the proportion of verb entities defined as entities contain-
ing at least one verb mention (table 2.3). With larger variations, we observe that verb entities
are not trifling any more (these form one entity out of ten in BC and TC). We also see that
the number of verb entities is closed to the number of verb mentions, which suggests that verb
entities are small.
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BC BN MZ NW PT TC WB total
verb entities 410 504 146 585 375 204 169 2,393
all entities 4,233 6,431 3,532 9,403 6,606 1,913 2,991 35,109
ratio 9.7% 7.8% 4.1% 6.2% 5.7% 10.7% 5.7% 6.8%
Table 2.3: Amount of verb entities
metric precision recall F1
MUC 100.0 97.92 98.95
B3 100.0 98.27 99.13
CEAF 98.39 98.39 98.39
CEAFe 91.39 97.88 94.53
BLANC 99.86 99.48 99.67
CoNLL score 97.53
Table 2.4: Perfect resolver without verb mentions
Impact on metrics Before going any further, let us estimate the impact of detecting verb
entities in unrestricted coreference resolution. We set up two scenarios to approximate the loss
due to ignoring verbs: in both cases we use a perfect resolver (i.e. find all coreference links
between the detected mentions), in the first case we remove all verb mentions and in the second
case all verb entities. When removing verb mentions only, the oracle can find links between the
remaining parts of verb entities, which is a little bit too optimistic. On the other hand, removing
the entire verb entities amounts to resolving these parts as singletons.
Patterns for verb entities We plot the distribution of verb entity size by category (see
figure 2.1), removing sizes exceeding 8 which concern less than 0.7% of verb entities. As we
can see, there are minor variations among the different document categories but overall verb
entities are very small: in fact 93% have size 2 or 3. Given that at least one mention is a verb,
we can seek a general behaviour of the other part of the entity.
Searching for coreference links involving verbs, we can find some that seem pretty hard
to solve because they suppose a deep understanding of the underlying semantic :
Then yesterday he resigned [...]
metric precision recall F1
MUC 100.0 97.32 98.64
B3 100.0 97.92 98.95
CEAF 97.92 97.92 97.92
CEAFe 89.27 97.44 93.17
BLANC 99.85 99.32 99.58
CoNLL score 96.92
Table 2.5: Perfect resolver without verb entities
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Figure 2.1: Verb entity size distribution
Barak didn’t just do some one thing which is very cynical, he also did something
which is not very clever politically [...]
Hopefully, this kind of coreference links is not the majority, and we can find more local
patterns which are more likely to be learned. As a short conclusion, we saw that verb mentions
were not addressed by the majority of state of the art coreference resolvers, and that this was not
really penalized, considering the fact that removing them has a rather limited impact. Indeed,
if one has the only objective to maximize the evaluation metrics with his/her resolver, ignoring
verbs can be a good strategy because it permits to avoid introducing more noise during mention
detection. In our experiments, we have specific features for verbs when evaluating on gold
mentions, but we do not try to detect them.
However, it would be interesting to give them more importance as they provide a more
challenging task from the NLP point of view. Using an incentive for addressing verb core-
ference would be to employ weighted metrics such as those proposed by Chen & Ng (2013),
with a setting that gives a better reward to coreference links including verbs. Concerning the
experiments we carry out in this thesis, we address the problem of solving coreference links
(when working on gold mentions), but not the problem of detecting verb mentions, which is
postponed to our future work.
2.5 Gold mentions vs detected mentions
We conclude this chapter by a discussion which, from our point of view, has a great importance
for evaluation. We saw above that the CoNLL-2012 Corpus, the most complete corpus, on
which we will carry out our experiments, does not annotate complete gold partitions (i.e.,
including singletons), but only provides mentions that have at least one coreferent counterpart.
Additionally, gold mention boundaries do not correspond to the mentions, they are a superset
of them (i.e., they contain spurious mentions).
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Now, when we evaluate a coreference resolver, we can distinguish two aspects, corres-
ponding to two processing steps: mention detection, and mention partitioning. However, the
output is evaluated against the gold mentions of the corpus, that is, the partition short of its
singletons, with both coreference metrics and the mention detection metric (a simple preci-
sion/recall metrics on gold mentions). Thus, both detection and partitioning are evaluated at
the same time, and it is difficult to say if an improvement of the whole system comes from an
improvement of the mention detector or from the clustering method. For example, Kummerfeld
et al. (2011) show a significant improvement due to the sole addition of filters to the mention
detector, suggesting that evaluation of coreference on detected mentions is very sensitive to the
detection quality.
The methodology we chose for properly separating mention detection and clustering is
to evaluate our clustering models on gold mentions only (i.e., gold mentions are given, without
singletons, and need to be partitioned), to highlight the improvements we get on this part (see
Chapters 5, 6 and 7), and make a final evaluation of the complete system in a separate work
(Chapter 8). In this way, we can set the focus on the clustering part first, and then add the
dependency on mention detection in a second stage. Of course, we are conscious that gold
mentions is an easier task than the complete track, and our results on gold mentions should
only be compared to the results obtained by other systems in the same track.
It is important to emphasize the fact that evaluation on gold mentions has been stable
(because metrics are well defined), whilst several issues happened on detected mentions, which
led to re-evaluation of all systems using new implementations of the metrics (Pradhan et al.,
2014).
2.6 Chapter summary
This chapter first introduced the vocabulary we use throughout this thesis (see Section 2.2.1).
We next make a detailed introduction to the tasks we will address in our experiments (Section
2.2.2), namely, anaphoricity detection, mention detection, singleton detection and coreference
resolution itself. These coreference-related tasks can be, in principle, resolved through the sole
treatment of coreference resolution, and some of them are not addressed directly by state of the
art systems. After that, we describe the different evaluation metrics employed in coreference
resolution (see Section 2.3). It is worth noticing that finding relevant and sound evaluation
metrics is still an active topic. We present the main corpora used to evaluate coreference re-
solvers in English in Section 2.4, providing more details on CoNLL-2012 corpus, on which we
carry out all our experiments. Finally, we add a discussion on the evaluation methodology (see
Section 2.5). We state that, on CoNLL-2012 corpus, evaluation on gold mentions is a good way
to see improvements in the partitioning procedure, while the evaluation on detected mentions
introduces a dependency on the quality of mention detection.
Chapter 3
Preliminaries in Machine Learning
In this chapter we review a few aspects of machine learning that we will often refer to in
the next chapters. This will give us the opportunity to detail the theoretical properties of the
models we employ in our work. We start by drawing up a brief outline of Machine Learning
(section (3.1)). In Section 3.2, we formally describe the problem of representing NLP objects by
features, and review some issues related to choosing features. Then, we move on to introducing
linear models and detailing perceptron-like learning algorithms, some of them with a large
margin property (Section 3.3). We make a brief review of kernel methods in Section 3.5. We
terminate by explaining how the previous learning algorithms can be adapted to structure
learning in Section 3.6.
3.1 Introduction
Machine Learning (ML) is a discipline that emerged from computer science and statistics in the
mid-twentieth century, and grew rapidly in importance to become central in many applications
such as pattern recognition, data mining, games, vision, robotics and of course language pro-
cessing. Its growth is partly due to the fact that more and more data is available in diverse areas
(for instance, annotated corpora allow to design ML-based systems for coreference resolution).
Basically, ML techniques are used to automatically discover regularities in data, which can
appear tedious for anybody who wants to explore a large amount of data, and use them to make
decisions such as classifying new data points. It is indeed the ability of ML methods to make
use of both algorithms and statistics, and therefore avoid the process of manually designing
rules, exceptions to the rules, exceptions to the exceptions and so on, that makes it attractive in
many fields in which data are available. To keep it simple, we can distinguish two problems in
ML:
• Supervised learning techniques are employed to infer functions. The goal is to learn
a mapping X → Y from labeled data (also named training set), that is, pairs (x, y) ∈
X×Y . The mapping will be used to label new data objects fromX . There are many ways
to tackle this problem depending on, for instance, how data is represented (e.g. directly
in a vector space or with parametric probability distributions), what learning algorithm
is used, the objective selected for optimization or the complexity of the model (i.e. the
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number of parameters to tune; one has to find a model with a good balance between the
variance of its output and a low bias, that is to say, enough flexibility to fit the data well).
• Unsupervised learning techniques are used when the objective is to discover patterns
in the data. In this case, the model is provided only with unlabeled data from a set X ,
and the goal can be (among others) to discover similarities in the data and form groups
or clusters of proximate objects, or to determine the distribution of data (also known as
density estimation).
However, the frontier between these two approaches is clearly define since one can introduce
more or less supervision to unsupervised techniques, allowing to set up models that adapt easily
on different domains. Examples can be found in coreference resolution in Poon & Domingos
(2008), where a little supervision for finding coreference links is introduced through apposi-
tions and predicate nominatives.
ML techniques have been widely applied to a variety of NLP tasks: POS tagging, pars-
ing, named entities recognition, relation extraction between entities, machine translation, core-
ference resolution, etc. Unlike rule-based systems, they have shown robustness when encoun-
tering previously unseen data or noisy inputs. As a consequence, tackling a NLP task with
ML techniques partly amounts to defining a good representation of the items to be input in the
learning models. This is the object of the next section. For the rest of this chapter, we are only
concerned in supervised learning and especially in classification (i.e. learning a mapping to
discrete categories).
3.2 Modeling the problem and selecting features
This section is dedicated to underlying the importance of choosing a representation for the
instances of a problem. Choosing a representation is related to what is done during data pre-
processing. In certain cases, data preprocessing turns out to be major part of a model with
regards to the size of source code concerning this part, which happens for instance in corefer-
ence resolution system using machine learning.
3.2.1 Feature representation of the data
Once we have decided to rely on machine learning techniques to address our NLP tasks (primar-
ily coreference), we have to design a formal representation of the problem, which is associated
to a collection of features through which the computer manipulates the inputs. This is a full
part of the modeling process, and some crucial decisions are taken at this stage. Formally,
choosing such representation amounts to designing a mapping Φ that transforms raw objects
CHAPTER 3. PRELIMINARIES IN MACHINE LEARNING 43
(set X ) into observable items (set F) :
Φ : X → F
In this thesis, we restrict ourselves to working with F as a feature space1, which is
basically a vector space Rd. Also depending on the learning algorithms used downstream, the
choice of Φ strongly impacts the quality of a system based on ML. A bad representation of data
may involve low scores in evaluations.
Before going into feature selection, we detail the process of generating features. In fact,
the first step is to give the problem we tackle a representation that can be handled by learning
models. A set of initial features is defined manually or by the help of templates. They can be
extracted from a physical signal like in image understanding and speech recognition, or for our
NLP tasks, from text and pre-processing units (parser, tagger, etc). Features can be :
• Real numbers (e.g. the average number of NP per sentence).
• Integers (e.g. number of words in a NP).
• Booleans indicating whether the object satisfies a given property or if it has a certain
attribute (e.g. if a NP is plural).
• Categorical (having values in a finite set). If we need a full real representation of fea-
tures, that is to say if we want F to be a vector space2, we use binary representations of
categorical features: for categories {A,B,C}, we have 3 Booleans indicating which is
the value of the categorical feature (A is (1, 0, 0), B is (0, 1, 0) and C is (0, 0, 1)).
When processing text, the amount of features can be considerable if, for example, we use
lexicalized features for which there can be as many features as words appearing in certain
patterns in the data. Among these initial features, some are nonetheless not relevant or not
informative for the task we are trying to solve and they should therefore be eliminated from the
representation of data. So an additional work on features is needed: this is feature selection.
Feature selection is also called variable subset selection, which is more explicit on the fact that
we are facing an exponential number of possible mappings Φ (see 3.2.2 for more details). To
sum up, there are two preliminary steps to design a system using machine learning: feature
generation and feature selection3. In a supervised learning setting, we start from a collection
of labeled raw objects {(ot, yt)}0≤t<N , and transform them into the feature representations
{(Φ(ot), yt)}0≤t<N on which the learning model will work.
1One could avoid to use specific features, and work directly on the similarity of objects using kernels (Bakir et al.,
2007). However the above framework encompasses all the methods we employ in this thesis.
2This happens for instance when we work with linear models.
3But there are special cases when feature selection is achieved during leaning, for example when using L1-
regularization.
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3.2.2 Feature selection
There are numerous strategies for feature selection, we present a few that are used in NLP
(we will introduce our own method for selecting features for coreference resolution in Chapter
5):
• The simplest approach is to measure the relevance of each feature separately, rank them,
and take the n best (so n is a parameter of the method, and it controls the tradeoff between
the accuracy of features and the complexity of the model). Two popular ways to evaluate
relevance in a supervised classification framework is to compute correlation coefficient
or mutual information between the features and the class labels (seen as random variables
– for instance, see Peng et al. (2005)).
• Instead of taking the n-best features, another approach consists in achieving greedy for-
ward selection or greedy backward elimination. The first method adds the feature leading
to the best improvement of the system and stops when it cannot find any improvement.
The second does the same but the other way around, by removing features until no im-
provement is possible. These strategies may be useful when the output of the learning
model is transformed and evaluated with specific metrics, which is the case of corefer-
ence resolution (see Chen & Ng (2012) for a system using a greedy backward feature
selection).
• In the presence of many irrelevant features, we have to prevent the model from overfit-
ting the training data, which may results in bad predictions on unseen data (if the model
fits the training data too much, there is risk that it may be unable to make good predic-
tions on unseen examples). Regularization methods encourage the fitted parameters of
a model to be small. In particular, L1-regularization encourages to set many parameters
to zero during learning, which is equivalent to removing features from the model. This
produces sparser models, and this is not only interesting when we have many more fea-
tures than training samples, but also when a great part of those features are irrelevant.
L1-regularization has shown to reduce significantly the misclassification error in that last
configuration (Ng, 2004a).
Considering that the set of features is fixed, we have to choose what kind of learning model we
will use. We must keep in mind that many constraints should be taken into account: the size
of the training set, the number of features and the computational complexity of the learning
algorithm are decisive in the choice of the model. In the next sections, we detail the models
and learning algorithms we used in this thesis.
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3.3 Linear models for classification
Linear models have been widely used in statistics, where they are often associated with regres-
sion. Here we are interested in linear models for classification. In that case and in all of this
section,F is a real vector spaceRd (categorical features are binarized) and the class of a feature
vector depends on linear combinations of its components. This actually means that predictions
do not take feature interactions into account: the weight associated to one feature is fixed re-
gardless of the values of the other features. However linear models have a significant advantage
in that they are associated with fast learning algorithms able to handle a large amount of train-
ing examples with very large feature spaces and requiring small memory. These are called
online learning algorithms. Moreover, using kernels (see Section 3.5), it is still possible to use
the framework of linear prediction and apply its features to highly non-linear predictors. Let
us now formally introduce those models.
3.3.1 Binary classification
Let us start by considering binary classification (a more detailed introduction can be found
in Bishop (2007, chapter 4)). When dealing with linear models it is more convenient to use
the following labels: Y = {−1,+1}. Examples of the training set associated to label −1 are
called negative instances, and those marked by label +1 are positive instances. A linear model
separates positive instances from negative instances in Rd with a hyperplane parameterized by
the equation w · x + b = 0. More precisely, for x = (x1, . . . , xd) ∈ F , the class prediction
yˆ(x) for x is given by:
yˆ(x) = sign(w · x+ b) where sign(z) =
−1 if z < 0+1 if z ≥ 0
where w = (w1, . . . , wd) is a weight vector and b is the bias (it gives the shift of the
hyperplane oriented by w to the origin). These are the parameters of the model. We can
include the bias into the weight vector by taking x = (1, x1, . . . , xd) and w = (b, w1, . . . , wd)
we get a simpler expression for prediction :
yˆ(x) = sign(w · x)
The real non negative number |w · x| can be seen as a score of confidence in yˆ(x): the
higher it is, the greater is the confidence in this prediction. Before going directly into detailing
how the weights are set from the training set and a learning algorithm, we shall extend the
linear prediction to multiple classes.
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3.3.2 Multiclass
The most direct way to achieve multiclass predictions with linear models is to define one weight
vector per category and take the best scoring category as final prediction. Suppose we have K
classes and weight vectors (wi)1≤i≤K , the predicted class for a feature vector x is given by:
yˆ(x) = argmax
1≤i≤K
wi · x
Learning can simply be achieved separately for each class by using the instances of
the class as positive examples and all other instances as negative examples. So in this case,
multiclass prediction reduces to some binary classifications. However, as we will see in the
next sub-section, learning multiclass models can be a little tricky if we want to take into account
the multiclass structure during learning.
3.3.3 Structures
Another framework, more general than multiclass, is structured prediction: the purpose is to
learn a mapping X → Y to structured outputs, which in practice may be sequences, trees or
graphs. This is very useful in domains such as NLP since many tasks amount to computing
structures that have internal dependences (for example a sequence of POS tags, a parse tree).
Because the combinatoric is much bigger than for multiclass problems, the architecture of the
models is different. Collins (2002) introduced perceptron-based linear models to handle such
structures: the product X × Y (instead of X ) is mapped to a feature space:
Φ : X × Y → Rd
Φ is called a joint feature map. Then each pair of object and structure can be scored
using a linear model, and taking the best match is straightforward:
yˆ(x) = argmax
y
(w · Φ(x, y))
However, computing the argmax cannot be done naively by enumerating all the possible
objects y since the combinatoric is tremendous (often exponential or more in the size of the
object): instead, it is more clever to insert a search algorithm in the computation such as Viterbi
algorithm for sequence calculation or Prim algorithm for mapping to a tree. Nevertheless, to
make these algorithms compatible with the computation of the argmax, the choice of Φ is
restricted. For example, mapping an object to a tree can be achieved by taking Φ(x, y) as a
sum of feature vectors associated to the edges of the tree 4, so that Prim algorithm5 can work
4We will use these kinds of representations in Chapters 6 and 7.
5Prim algorithm is used to compute minimum or maximum weighted spanning tree on an undirected graph.
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on a weighted graph. We will see in details how to handle the structured learning procedure
with linear models in Section 3.6.
3.4 Online learning algorithms
So far we described how to make predictions with linear models, but we did not explain how
the weight vectors were set up. An important distinction has to be made here. There are two
ways for designing learning algorithms: the first allows to load all the training set in memory
and works on all the feature vectors at the same time. This is called batch learning. The
other approach consists in successively loading one example of the training set and using it to
update the weights. That is online learning. Batch learning methods are often theoretically
well founded and provide good results, but in reality it is difficult to cope with large datasets
since they would require a tremendous amount of memory and computation time. Online
learners only see the data sequentially, and may require several passes over the training set,
but their running time is more reasonable and, since a lot of work has been done lately to
reduce the performance gap with batch learners, they offer acceptable performances. Here we
are particularly interested in online algorithms: they are simple to implement and well suited
to running many experiments in a moderate time so as to compare different settings rapidly.
Moreover, linear methods perform well on the problems discussed in this thesis, provided we
have a good selection of features (see Chapter 5). In this section we do not deal with feature
representation, we still suppose that F = Rd and we write xt instead of Φ(ot). In addition, we
only give the full description of learning procedure for binary classification.
3.4.1 Perceptron algorithm
The Perceptron was introduced by Rosenblatt (1958) as a model of how information are pro-
cessed and stored by the brain. Rapidly, it was proven that if a training set is linearly separable,
that is if there exists a hyperplane separating the instances of each classes in F , then the per-
ceptron algorithm is guaranteed to fit the parameters to find a separation in a finite number
of steps. Later, the perceptron was criticized for its inability to handle non linearly separable
problems and the model was considered to be doomed to disappear. However, this algorithm is
still used nowadays, especially the “averaged perceptron” which is very popular in NLP (espe-
cially its structured version), for example in POS tagging (Collins, 2002), parsing (Collins &
Roark, 2004) or coreference resolution (Bengtson & Roth, 2008; Stoyanov et al., 2010a).
Concretely, the Perceptron algorithm for fitting a linear model proceeds in rounds. Dur-
ing each round, the algorithm goes through all training examples sequentially, tries to classify
each one using its current weights and updates the weights whenever the classification is incor-
rect. The complete procedure for binary classification is given in Algorithm 3.1. The “receive”
instruction should be understood as follows: ifD = (xt, yt)0≤t<N , it is actually x(t mod N) that
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INPUT: Training data: T = {(xi,Pi}Ti=1, Iterations: N , Learning rate: τ
OUTPUT: Weight vectors w
1: Initialize: w1 = (0, . . . , 0)
2: for n : 1..N do
3: for t : 1..T do
4: Receive instance: xt
5: Predict: yˆt = sign(wt · xt)
6: Receive correct label: yt ∈ {−1,+1}
7: if yˆt 6= yt then
8: Update: wt+1 = wt + τytxt
9: else
10: Proceed: wt+1 = wt
11: end if
12: end for
13: end for
Figure 3.1: Perceptron learning algorithm for binary classification.
is received since the procedure cycles on the training examples. Two criteria can be used to stop
iterating: a limit on the number of cycles on the training data or stopping when the loss on the
training data does not vary too much between two consecutive iterations. The loss is a function
that quantifies the error of the model on a prediction. Let us pick up an example (xt, yt) and
consider the current weight vector wt. Common losses used in classification problems are6:
• 0-1 loss : I(yt 6=wt·xt) (a binary indicator of the error)
• hinge (or max-margin) loss7: max {0, 1− yt(wt · xt)}
Now let us discuss some properties of the Perceptron algorithm. First, to have an intuition
of how it works, we can see the effect of an update with an instance (xt, yt) on a further
classification of xt: when xt is misclassified, wt+1 = wt + τytxt and then wt+1 · xt =
wt · xt + τyt ‖xt‖2 so that sign(wt+1 · xt) has more chances to be yt. In fact, if the learning
rate τ is large enough, the effect is immediate and xt is well classified after the update, but
overall the hyperplane moves too much at each update and this behavior may hamper the global
performance of the perceptron, especially if the training data is noisy. On the other hand, if τ
is too small, the hyperplane moves too slowly and a lot of iterations over the training set are
required to classify the instances correctly. The two following theorems guarantee convergence
of the perceptron in the case of linear separability and give a bound of the number of errors
made by the learning algorithm.
Theorem (Rosenblatt, 1958) When the training data is linearly separable, i.e. when there
exists a hyperplane with parameter ζ such that: sign(ζ · xt) = yt for all t, then the perceptron
6Task-specific losses in structured predictions are described in Section 3.6.
7The hinge loss has the strong advantage to be convex, which will be used by passive-aggressive algorithms (see
3.4.2).
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will find a separating hyperplane in a finite number of iterations, i.e. there is a number T such
that: sign(wT · xt) = yt for all t.
Theorem (Novikoff, 1962) Take τ = 1 and D = (xt, yt) 0≤t<N . Let us take R > 0 such
that ‖xt‖ ≤ R for all t. Suppose that there exists u ∈ Rn and γ > 0 such that ‖u‖ = 1 and
yt(u · xi) ≥ γ for all t. Then the number of mistakes made by the perceptron algorithm in one
round over D is at most (R/γ)2.
The latter theorem exhibits the notion of margin, which geometrically corresponds to the
largest stripe around a separating hyperplane which does not contain any data points. Formally,
if u is a unit vector parameterizing a hyperplane separatingD = (xt, yt) 0≤t<N , the geometrical
margin is the distance of the hyperplane to the closest point of D: min
0≤t<T
|u·xt|
‖u‖ .
Another property of the perceptron algorithm is that it only needs to store the current
weight vector wt and nothing else, and it reads the training set sequentially during learning: it
is in the category of online learning algorithms.
Finally, an important modification of the perceptron is the averaged perceptron (see Fre-
und & Schapire (1999)), which has shown to provide good results on NLP tasks in practice
(for example: Fernandes et al. (2012)). It consists in learning with the perceptron algorithm,
and then take the mean weight vector over all the history of learning instead of the last vector
to make predictions: if the learning algorithm has done T iterations, the mean weight vector is
1
T
∑T
t=1wt. Using an averaged perceptron avoids to overfit the training set.
3.4.2 Passive-aggressive algorithms
Here we review a class of learning algorithms similar to the perceptron in that they are online
and update their weights in a similar way: the passive-aggressive (PA) algorithms (Crammer
et al., 2006). The key difference is passive-aggressive does not have a constant learning rate
but rather adapts the size of the update step to satisfy a constraint: large margin classification.
Maximizing the margin of a separation augments the ability of the model to generalize. More
formally, given a new example (xt, yt) from the training set, the signed margin is defined as
yt(wt ·xt). The purpose of PA learning is to achieve a classification of the example with margin
at least 1. The hinge loss l(w; (xt, yt)) := max {0, 1− yt(wt · xt)} is perfectly suited to this
configuration: it is positive only if the margin is lower than 1 and non negative else where.
Following the perceptron philosophy, we seek the minimum displacement of the current weight
vector wt to reach margin 1, which can be found by solving the following equation:
wt+1 = argmin
1
2 ‖w − wt‖
2 s.t.
w∈R
max {0, 1− yt(wt · xt)} = 0 (PA)
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This optimization consists in obtaining a safe (i.e., with large margin) classification for
the example that is currently learned. Fortunately, this is a convex optimisation problem that
can be solved analytically using Lagrange multipliers8: wt+1 = wt + τtytxt with τt = lt‖xt‖2 .
This has the real advantage to achieve an update in one step, avoiding numerical optimization
to solve the problem.
A problem with PA is that enforcing a margin of at least 1 is somehow too brutal and may
cause large shifts of the weight vector, hindering the global performances of the model. The
solution introduced by Crammer et al. (2006) consists in introducing a parameter to tune the
balance between the minimization of the displacement of the weight vector and the satisfaction
of a large margin. Two versions, that can also be solved analytically with Lagrange multipliers
under the Karush-Khun-Tucker conditions, are given9:
wt+1 = argmin
1
2 ‖w − wt‖
2 + Cξ s.t.
w∈R
l(w; (xt, yt)) ≤ ξ and ξ ≥ 0 (PA-I)
wt+1 = argmin
1
2 ‖w − wt‖
2 + Cξ2 s.t.
w∈R
l(w; (xt, yt)) ≤ ξ (PA-II)
The step sizes for PA-I and PA-II are respectively τt = min
{
C, lt‖xt‖2
}
and τt =
lt
‖xt‖2+ 12C
. The complete learning procedure for PA is given in Algorithm 3.2.
Similarly to the bound on errors of the perceptron, a bound on cumulative squared loss
can be exposed:
Theorem Crammer et al. (2006) D = (xt, yt) 0≤t<N . Suppose that there exists R > 0
such that ‖xt‖ ≤ R for all t, and u ∈ Rn such that l(u; (xt, yt)) = 0 for all t. Then∑N−1t=0 l2t ≤
‖u‖2R2.
Now, as we wrote before, the simplest way to address multiclass learning is to learn
one model per class. It can also be done in a more “passive-aggressive” way by, for each
training instance, ranking the models with regards to their score on the instance, and update
the models only if the one corresponding to the true class is not the first. Matsushima et al.
(2010) proposed a method for determining more precisely which models should be updated.
They introduce support class, which roughly corresponds to the minimum number of models to
update to obtain a correct classification of the current instances. Again, there are tree versions
of the update which are all calculated in closed form using Lagrange mutlipliers.
8See Boyd & Vandenberghe (2004, chapter 5) for an introduction to Langrange multipliers techniques.
9These versions are inspired from Vapnik (1998).
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INPUT: Training data: T = {(xi,Pi}Ti=1, Iterations: N , Aggressiveness parameter: C
OUTPUT: Weight vectors w
1: Initialize: w1 = (0, . . . , 0)
2: for n : 1..N do
3: for t : 1..T do
4: Receive instance: xt
5: Predict: yˆt = sign(wt · xt)
6: Receive correct label: yt ∈ {−1,+1}
7: Suffer loss: lt = max {0, 1− yt(wt · xt)}
8: Set step size:
9: τt = lt‖xt‖2 (PA)
10: τt = min
{
C, lt‖xt‖2
}
(PA-I)
11: τt = lt‖xt‖2+ 12C
(PA-II)
12: Update: wt+1 = wt + τtytxt
13: end for
14: end for
Figure 3.2: Passive-aggressive algorithms (PA, PA-I, PA-II)
3.4.3 Confidence-Weighted and Adaptive Regularization of Weights
NLP modeling typically involves a large number of features (there can be thousands or even
millions, especially when using lexicalized features), most of them are observed rarely. How-
ever, the linear models presented above do not take into account this particularity of dealing
with data sparseness in high dimension (the parameter can move too much when the model
learns rare features). Dredze et al. (2008) introduced linear models that cope with such rare
features by employing a measure of confidence in each weight: Confidence-Weighed (CW)
models. A CW model has a less aggressive behavior when updating weights with strong con-
fidence and it is more brutal with weights having low confidence. Formally, the confidence is
modeled by a Gaussian distribution over the weight vector: w ∼ N (µ,Σ) where µ ∈ R and
Σ is a positive semi-definite matrix d × d. To give an intuition, if the variance of a weight is
high, the model is not confident in its value. On the contrary if it is narrow, the model is quite
sure of the weight’s value. Moreover, covariance (that is non diagonal values in Σ) captures
information about feature interactions. Prediction is not achieved by picking up a weight vector
at random from the distribution, which would involve a non deterministic behavior with some
variance, but instead uses the mean µ. So the usage is the same as other linear models during
prediction. The sole difference is in learning.
The learning procedure follows the same philosophy as PA algorithms, but instead of
finding a minimum modification of weights such that the new learning instance is classified
with a minimum margin, CW algorithm finds the closest Gaussian distribution over weights
(i.e. finds new mean µ and covariance matrix Σ) to the current distribution such that the in-
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stance is classified correctly with a minimal probability. Kullback-Leibler (KL) divergence is
used to quantify the difference between the two distributions. Given a new labeled example
(xt, yt), the equation to solve is:
(µt+1,Σt+1) = min
µ,Σ
DKL (N (µ,Σ) ‖ N (µt,Σt)) s.t. Pr(yt(w · xt) ≥ 0) ≥ η
η is a parameter to control the aggressiveness of the learning procedure. Fortunately, the
KL divergence between two Gaussian distributions can be calculated in closed form and the
equation reduces to:
(µt+1,Σt+1) = min
µ,Σ
1
2
{
log
(det Σt
det Σ
)
+ Tr
(
Σ−1t Σ
)
+ (µt − µ)>Σ−1t (µt − µ)
}
s.t. yt(µ · xi) ≥ φ
√
x>t Σxt
with number φ = Φ−1(η), where Φ is the cumulative distribution function of the stand-
ard normal distribution, i.e. Φ(x) = 1√2pi
´ x
−∞ e
−u2du. Because of the square root, the con-
straint of that problem is not convex and the Lagrange multipliers technique cannot be directly
employed to solve the problem analytically , so in the first version of CW, Dredze et al. (2008)
linearized the constraint (i.e. removed the square root) to be able to solve the optimization. But
Crammer et al. (2008) found that the problem could indeed be solved exactly with Lagrange
multipliers and calculus by using a change of variables (they resort to square root decomposti-
tion of positive semi-definite matrices). However a last issue remains: when dealing with high
dimensional data, the covariance matrix Σ can be very large and slow down the learning pro-
cess. An easy solution to handle this is to approximate the matrix by its diagonal, and obtain an
algorithmical complexity linear in the number of instances and the dimension. The full exact
CW learning algorithm and its diagonal approximation will not be employed in this thesis (it is
a direction to explore in future work), but can be found in Crammer et al. (2008).
The parameter a corresponds to the initial variance of the model,
−→0 is a d-dimensional
vector filled with zeros and Id is the unit diagonal matrix of size d. With xt = (x1t , . . . , xdt ),
diag2(xt) is the diagonal matrix with value xit at (i, i). The formula are derived using Lagrange
multipliers, second degree polynomial solutions and some linear algebra. The important fact
to point out is the computation of αt as a maximum. One should notice the similarity with
PA algorithm: αt is non zero only if the constraint yt(µ · xi) ≥ φ
√
x>t Σxt (or equivalently
Pr(yt(w · xt) ≥ 0) ≥ η) is not satisfied. In other words, the update is achieved only if the
instance classified with an unsatisfactory probability, i.e. less than a parameter η.
In practice, CW has shown rapid convergence of the learning procedure and state-of-
the-art results on a number of text processing tasks compared to other online models, but also
batch models such as SVM and maximum entropy model (Crammer et al., 2012). A multiclass
CHAPTER 3. PRELIMINARIES IN MACHINE LEARNING 53
version of CW was set up by Crammer et al. (2009a).
Even if reaching state-of-the-art performances, CW has shown to be very aggressive dur-
ing learning which could result in overfitting the training data Crammer et al. (2008). Cram-
mer et al. (2009b) proposed a modification of the model incorporating a regularization factor,
the Adaptive Regularization of Weights (AROW). When iterating over the training examples,
AROW adjusts its regularization which makes it more robust to noisy training data. Concretely,
AROW still uses a Gaussian distribution over weights but replaces the objective function of CW
by:
(µt+1,Σt+1) = min
µ,Σ
{
DKL (N (µ,Σ) ‖ N (µt,Σt)) + λ1lh2(yt, µ · xt) + λ2x>t Σxt
}
where lh2(yt, µ · xt) = (max {0, 1− yt(µ · xt)})2 is the squared hinge loss, and λ1
and λ2 are parameters to control regularization and confidence. This objective is easier to
solve analytically. To simplify the setting of the model, Crammer et al. (2009b) assume that
λ1 = λ2 = 12r for r > 0.
We should notice that the condition for updating forces the model to change confidence
Σ only if µ is also updated, i.e. when αt > 0. Again, a diagonal approximation of Σ reduces
the algorithmic complexity of the model while still providing good performances. In practice,
AROW performed better than CW on synthetic data and some real tasks (Crammer et al.,
2009b). Finally, there is a theoretical bound on the number of mistakes made by AROW:
Theorem (Crammer et al., 2009b) Denote by M (resp. U) the set of example indices
for which AROW makes a mistake, i.e. yt(µt · xt) ≤ 0 (resp. an update but no mistake, i.e.
0 < yt(µt · xt) ≤ 1). Let XM = ∑t∈M xtx>t , XU = ∑t∈U xtx>t and XA = XM +XU . For
any u ∈ Rd,
|M| ≤
√
r ‖u‖2 + u>XAu
√
log
(
det
(
Id +
1
r
XA
))
+ |U|+
∑
t∈M∪U
gt − |U|
where gt = max
{
0, 1− ytu> · xt
}
.
3.5 Learning with kernels
So far, we only discussed linear separation, emphasizing the fact that there exist fast online
learning algorithms for linear models, some of which reaching state-of-the-art performances on
some datasets. We now show how those algorithms can be used to learn non-linear predictors.
A very popular technique is to resort to kernels. To briefly illustrate how it works, let us
54 3.6. LEARNING TO PREDICT STRUCTURES
underline that starting from a initial weight vector filled with zeros, all the learning algorithms
above produce at the end a weight vector with is a linear combination of the training instances:
w = ∑N−1t=0 αtxt. So a prediction with such weight vector is: w · x = ∑N−1t=0 αtxt · x. The
essential idea for using kernels is to replace the canonical inner product x · x′ by a positive
definite kernel κ(x, x′) (Bakir et al., 2007). A kernel function corresponds to an inner product
in a space of much higher dimension (possibly infinite), such that κ(x, x′) = φ(x) · φ(x′),
where φ is a non linear mapping from Rd to this space. A famous example of kernels is the
polynomial kernel which has the form:
K(u, v) = (αu · v)β
where α and β are parameters. To illustrate how much the corresponding mapping can be
complex, we give φ in the case β = 2:
φ(x) =
(
x21, . . . , x
2
n,
√
2x1x2, . . .
√
2x1xn,
√
2x2x3, . . . ,
√
2xn−1xn,
√
2cx1, . . . ,
√
2cxn, c
)
Predicting with a kernel, that is to say, using a linear predictor in the high dimension
space is achieved as follows:
sign (w · φ(x)) = sign
(
N−1∑
t=0
αtκ(xt, x)
)
So only the kernel function is needed (trying to compute φ directly may be very difficult or
computationally inefficient). One way to reduce the complexity of the model is to restrain to
the case where only a few αt are non zeros. The corresponding vector are the so called support
vectors. This class of models are called SVM classifiers (Cortes & Vapnik, 1995). Training a
SVM amounts to solving a quadratic problem, this is too costly to have a reasonable runtime
when applied to a large dataset with a high number of features. Another way to learn with
kernels is to “kernelize” (i.e. replace inner product by kernel functions) the algorithms we
presented above. But if the training set is a bit noisy, the number of support vectors might
grow without bound and that can increase seriously the runtime and the amount of allocated
memory. To cope with such problems, in the case of PA, (Wang & Vucetic, 2010) proposed
modified “budgeted” algorithms that work with a fixed number of support vectors. These
algorithms have a much more acceptable runtime and they were shown to achieve competitive
results compared with the “non-budgeted” versions.
3.6 Learning to predict structures
In this section, we will see how linear models can be used for structured prediction (we are
now interested by the learning procedures). In particular we will see that all the learning
algorithms we detailed before (perceptron, PA, CW and AROW) apply to learning structures.
Collins (2002) first introduced a method for learning to predict structures with a perceptron:
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as explained in Subsection 3.3.3, an object x ∈ X and an output structure y ∈ Y are jointly
represented by a feature vector φ(x, y). Let us recall that learning to predict structures can be
seen as a classification problem with a very large number of categories, typically exponential
in the size of the input. Using this representation, we seek the best structure prediction yˆ(x) =
argmax
y
(w · Φ(x, y)).
Computing the argmax is one of the challenging issues of structured learning: as men-
tioned in 3.3.3, the search space for structures is typically exponential in the size of the object
x, and to be computationally efficient, the structure predictor should enumerate all the possible
structures, but it should be coupled to a search algorithm. For example, Collins (2002) com-
bined the structured perceptron with Viterbi algorithm to infer the best hidden sequence for
POS tagging (in this case, x is a sequence of words and y a sequence of POS tags). For com-
patibility of the learning procedure with the search algorithm, the feature vector is decomposed
in elementary feature vectors:
Φ(x, y) =
∑
i∈I
φ(x, yi)
and thus the score of a structure is the sum of the scores of its sub-elements. In the case of
Collins (2002), elementary units model the dependence between a current tag, some previous
tags and the current word. The dependence φ(x, yi) encompasses lexical features and n-grams.
Another example is McDonald et al. (2005), where x is the words of a sentence and y, the
structure to be computed, is a tree. The feature vector for the tree is decomposed in features
over the edges of the tree, so that finding the best tree boils down to computing the scores for
all possible edges and computing a maximum spanning tree on a complete weighted graph to
find the argmax.
Now, let us focus on the learning procedure. The modified perceptron designed by
Collins (2002) also cycles on the training instances (x, y) and updates its weight vector each
time the predicted structure yˆ is incorrect. The update is achieved only on symmetric differ-
ence of the sub-elements of Φ(x, y) and Φ(x, yˆ): basically, after the update the algorithm will
favour elements Φ(x, yi) that were not selected in the prediction yˆ and will avoid picking up
sub-elements Φ(x, yˆi) that were not part of the true structure y. This operation boils down to
adding Φ(x, y) − Φ(x, yˆ) to the weight vector (possibly with a learning rate). The detailed
learning procedure is given in algorithm 3.4. Again, a version of the theorem bounding the
number of errors of the perceptron is given by Collins (2002). We do not report it here since
the bound is exactly the same.
The learning method of algorithm 3.4 is called prediction-based, because it is the current
prediction that is used when updating the weights. Another approach consists in employing
a structure-specific loss ls (which basically measures the difference between two structures)
and trying to find the argmax that also maximizes this loss. This approach is called max-loss
update10. The effect of max-loss is to find more non relevant sub-elements so that more wrong
predictions will be pushed aside after the update.
10We the the terminology of Crammer et al. (2006).
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INPUT: Training data: T = {(xi,Pi}Ti=1, Iterations: N , Learning rate: τ
OUTPUT: Weight vectors w
1: Initialize: w1 = (0, . . . , 0)
2: for n : 1..N do
3: for t : 1..T do
4: Receive instance: xt
5: Predict: yˆt = argmax
y∈Y
(wt · Φ(xt, y))
6: Receive correct structure: yt ∈ Y
7: if yˆt 6= yt then
8: Update: wt+1 = wt + τ (Φ(xt, yt)− Φ(xt, yˆt))
9: else
10: Proceed: wt+1 = wt
11: end if
12: end for
13: end for
Figure 3.3: Structured perceptron learning (prediction-based).
Structured versions of PA Crammer et al. (2006), CW and AROW Mejer & Crammer
(2010, 2011) have also been studied, showing results similar to or better than the perceptron.
We do not write down the modifications of the algorithm since the only difference is to replace
the vector xt in binary classification by Φ(xt, yt) − Φ(xt, yˆt) for structured learning. We will
go in further details in structured prediction when developing such models in Chapters 6, 7 and
8.
Kernelized versions of structured models can be defined in the SVM framework. For
instance, see Yu & Joachims (2009) for initial work, and Ping et al. (2014) for an interesting
extension to hidden variables.
3.7 Chapter summary
This chapter is an introduction to the learning techniques that we use in this thesis. Section
3.1 gives a small history of Machine Learning, briefly justifies using learning models instead
of hand-made rules in many domains, and discusses the supervized and unsupervized learning
paradigms. Section 3.2 draws up the problem of modelling objects with features to address a
given task, and explains how all features (numbers and categorical) can be cast into a vectorial
space. It then describes a few methods for selecting features. The first two (n-best selection,
and greedy forward selection/backward elimination) are the most common and easy to imple-
ment. Section 3.3 explains how linear models can be used for binary classification, multiclass
problems or structured predictions. It details the calculations with inner product between the
weight vector (parameter of the model) and the feature vector (object to classify). Section 3.4
introduces online learning algorithms for training linear models. Online algorithms have the
advantage of being memory and time efficient even though they may require several passes
over the training set. Four kinds of learning algorithms are detailed (perceptron, PA, CW and
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INPUT: Training data: T = {(xi,Pi}Ti=1, Iterations: N , Learning rate: τ , Loss: ls
OUTPUT: Weight vectors w
1: Initialize: w1 = (0, . . . , 0)
2: for n : 1..N do
3: for t : 1..T do
4: Receive instance: xt
5: Receive correct structure: yt ∈ Y
6: Predict (max-loss): yˆt = argmax
y∈Y
(wt · Φ(xt, y)) +
√
ls(yt, y)
7: if yˆt 6= yt then
8: Update: wt+1 = wt + τ (Φ(xt, yt)− Φ(xt, yˆt))
9: else
10: Proceed: wt+1 = wt
11: end if
12: end for
13: end for
Figure 3.4: Structured perceptron learning (max-loss).
AROW), and bounds on the number of errors they make during training are given as theorems.
The full pseudo-code, including parameters is written for each algorithm we will use. Sec-
tion 3.5 shows how the online learning algorithms can be combined with kernels to perform
highly non-linear separations of data. Some references about optimizing the runtime when us-
ing kernels are given. Finally, Section 3.6 shows how the learning algorithms can be employed
for structured prediction, insisting on the fact that in this case, the learning algorithm is often
coupled to a search algorithm to compute the structure with the best score. This involves cer-
tain constraints on the feature representation of structures. Two modes for learning to predict
structures are introduced: prediction-based and max-loss. Although kernels are not used in our
experiments and although online large-margin models (PW, CW and AROW) do not represent
the majority of our models, both provide a general framework in which all the models presented
in this thesis would be extended for further optimizations.
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Chapter 4
History and state of the art of coreference resolution
In this chapter, we introduce the various techniques that have been employed for coreference
resolution. We begin by a brief history of anaphora/coreference resolution, in which we will
see that the work on the subject really boomed in the 2000s, with more advanced resolution
systems. Because the systems did not evolve in a unique direction, we will next attempt to do a
presentation of the current resolution systems by topics, retaining the main characteristic of a
system to put it into a category (sometimes, a system will appear in two categories).
Apart from this standalone state-of-the-art review, whose goal is to indicate the current
trends in coreference resolution, more specific states of the art will be included in Chapters 5,
6 and 7 in their introductions and related work sections. In this way, it will be easier to make
the connections between our proposals and previous work on the same topic.
4.1 Historical introduction
This section draws up a brief history of the study of coreference resolution, from the early
discourse theoretical-based approaches to the recent empirical methods using less strict rules
and parameterized through statistical analysis of corpora carefully annotated by specialists.
4.1.1 Early rule-based systems (1960-1990)
The early systems resolving anaphora1, mostly restricted to processing pronouns or nouns hav-
ing the same syntactic head as a previous noun (e.g. “the price / this price”), were introduced
in the 1960s. STUDENT question-answering system (Bobrow, 1964) applied hardcoded de-
terministic rules to solve easy anaphora, but it was very limited. SHRDLU system (Winograd,
1972) was more elaborated as it employed more accurate heuristics based on syntax and a no-
tion of focus favoring some potential antecedents over others. LUNAR system (Woods et al.,
1972) used a parser and a semantic interpreter (whereas the previous two systems only ex-
ploited basic lexical matching rules), however its heuristics were still very limited to some
kinds of anaphora.
1See Mitkov (2002) or Poesio et al. (2011) for more details about the early developments of coreference resolution
systems.
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A few years later, the first knowledge-based systems appeared: at the time, the purpose
was to implement different preference rules and constraints obtained from formal models and
linguistic theories, which related anaphora behaviour to syntax, discourse and common know-
ledge. The earliest system based only on syntax was Hobbs’ algorithm (Hobbs, 1976, 1978). It
was a rule-based method relying on morphological information and the parse tree of sentences
to resolve pronouns. Albeit based on syntactic constraints emanating from binding theory, the
method was rather simplistic in the sense that it offered sufficient performances but could not
improve on specific cases. However it is worth noticing that, three decades later, it was a vari-
ation of this algorithm that was implemented in the last step of the Stanford multi-sieves system
(Lee et al., 2011), the winner of CoNLL-20112.
The BFP algorithm for pronoun resolution (Brennan et al., 1987; Walker, 1989), based
on a dynamic framework extending centering theory (Grosz & Sidner, 1986), used a set of rules
on discourse units (constraints on syntactic structure, types of referring expressions) providing
a measure of salience to predict which entity is the most likely to be referred to at a given
time (i.e position in the text). The algorithm proceeded in four steps: construct all acceptable
anaphoric resolutions for a pronoun, filter them applying constraints, rank them using a trans-
ition model and select the best resolution. Despite its more elaborated foundations, the BFP
algorithm showed results worse than those obtained with other rule-based systems of the same
period. In particular, the much simpler Hobbs algorithm performed better (for instance, see
benchmarks by Tetreault (1999)). Later, Strube (1998) proposed an alternative rule system to
compute salience, providing improvements over the original algorithm.
One of the main problems during this period was that no common data existed to eval-
uate the resolution systems, and the methodology for scoring was neither standardized, and
the numbers published did not reflect any absolute performance. Consequently, it was quite
difficult to find out which method was more accurate.
4.1.2 Emergence of annotated corpora (1990s)
In the 1990s, because of the interest in applying coreference resolution to practical problems
such as information extraction, a new methodology was introduced, more oriented toward em-
pirical approaches to the matter. In particular, MUC-6 (muc, 1995) and MUC-7 (Chinchor,
1998) campaigns introduced coreference annotation schemes and provided corpora, which
made it possible to compare all different resolution systems on a common basis, using the
same metrics of evaluation3. Annotation schemes specified exactly what kinds of anaphora
were taken into account. More precisely, MUC scheme was based on the annotation of mark-
ables, which encompass nouns, noun phrases and pronouns (demonstrative, personal and in-
cluding possessives), and various relations between them including: bound anaphora, apposi-
tions, predicate nominals (in copulas), function and values (e.g. “the temperature is 90°”) and
2More details about this procedure are given in the following sections.
3See Section 2.3 of Chapter 2 for details on evaluation metrics.
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metonymy4.
Standard metrics to evaluate coreference resolution were subject of debate. The initial
MUC metric was completed by others capturing different properties of the output (see Chapter
2 for more details about scoring metrics).
4.1.3 Data-driven approaches and machine learning (2000-present)
The availability of a considerable amount of annotated data and the late advances in machine
learning made it possible to develop empirical methods for coreference resolution based on
statistical learning techniques. The first modelling of the problem as mention pairs classific-
ation was introduced by (Soon et al., 2001) and further developed by (Ng & Cardie, 2002b).
This kind of systems incorporate a statistical model for pairs classification, and a heuristic
procedure for making clusters. They are still competitive with current approaches.
Other systems were based on ranking instead of classification (Ng (2005)): in that frame-
work, for each mention, the entities previously built are ranked and the mention is attached to
the first in the ranking (or marked new). This approach is consistent with formal discourse
theories in which the construction of references is achieved following the order of the text with
backward links.
The next generation of data-driven systems intended, instead of relying on heuristic clus-
tering or resolving anaphora in the order of the text, to make decision at the global level. Taking
into account more complex interactions had also the drawback of introducing more combinat-
oric in the resolution systems. For instance, Denis & Baldridge (2007) had an integer linear
programming formulation of constrains between the mentions in the text. This allows to ex-
plore a larger space of possibilities than when using heuristic clustering techniques, but the
problem to solve is NP-complete in general. Other global approaches include first order logic
modeling of mentions: Culotta et al. (2007) used graphical models, Poon & Domingos (2008)
Markov logic networks (Richardson & Domingos, 2006).
At the beginning of the 2010s, CoNLL-2011 and 2012 Shared Tasks ((Pradhan et al.,
2011, 2012)) provided large corpora (in English, then Chinese and Arabic) with texts from vari-
ous domains (news, conversion, biblical texts, web, etc), containing annotations of many kinds
of coreference (including event coreference, see 2.4.2 for more details). But, even though the
data was standardized, discussion about scoring metrics on detected mentions were engaged,
finally leading to a reference implementation of the metrics Pradhan et al. (2014).
With 2011-12 Shared Tasks, a new kind of rule based systems appeared. Introduced
by (Lee et al., 2011), the multi-sieves outperformed classical machine learning approaches on
4Some of these relationships were dropped later by CoNLL annotation scheme: appositions and predicate nomin-
als were not taken into account in evaluating coreference resolution anymore.
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CoNLL 2011, using a set of cautious rules and patterns to establish coreference links, applying
them from the highest to the lowest precision. Interestingly, the last step of this resolution
method was to employ a version of Hobbs algorithm to resolve pronouns. Another sieve-based
system incorporating parameters fitted on data (Chen & Ng, 2012) was quite competitive in
CoNLL 2012 campaign. At the same time, (Fernandes et al., 2012) used sieve-like rules for
preprocessing mentions before applying machine learning techniques and were ranked first in
the campaign with such a hybrid system.
4.2 State of the art in coreference resolution
In this section, we introduce a variety of empirical models and architectures for coreference
resolution. It is difficult to define a proper classification of systems since their features can
overlap, and it is also hard to obtain a ranking of current approaches because their performance
depends on the choice of features for the underlying statistical models and the way text is
preprocessed.
4.2.1 Pairwise models and decoding strategies
The “pairwise model" for coreference resolution is a very generic system, and quite an effi-
cient one, since different evolutions of this basis scheme have reached state-of-the-art results.
It should be viewed as a family of models having a common architecture. Basically, a pair-
wise model is a model for classifying pairs of mentions as coreferent or not, coupled with a
rule-based procedure to create clusters of mentions called a “decoder". The role of the decoder
is to create a coherent output, i.e. enforce transitivity between coreference links provided by
the pairwise model. Such model does not ensure this property (as it considers every pair inde-
pendently from each others). Since enough annotated data is provided now, pair classification
models are usually based on statistical models5. A discussion of the features employed to
represent the data can be found in 4.2.9.
Decoding strategies The most obvious way to obtain real clusters from the output of a
pairwise model is the transitive closure on the graph of positively classified pairs and was
employed by McCarthy & Lehnert (1995). In a seminal paper, Soon et al. (2001) introduced
a range of features for learning a pairwise model, and a new way of decoding the output: the
so called “closest-first" decoding consists in taking each mention in the order of the text and
merging it (i.e. put in the same cluster) with the closest previous mention with which a positive
coreference link is in the output. Contrarily to the transitive closure, this decoder removes
links from the output of the pair model and selects only one backward link for each mention if
it exits. This approach comes with a special way of sampling the data for the statistical model.
5See Chapter 3 for a presentation of some to these models.
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Ng & Cardie (2002b) proposed a variant of this decoder, based on the confidence of the pair
model. They chose to take the previous mention with which the confidence of the model was
the highest compared to all other pairs formed with previous mentions and merge it with the
examined mention. This is called “best-first" decoding6. They also introduced a different way
of sampling training data to learn the pair model such that the pair model is more adapted to
the decoder used downstream (see Uryupina (2004) for a another interesting sampling method
for pairwise models).
Concerning the latest pairwise models, Stoyanov et al. (2010a) propose both closest-first
and best-first strategies in their implementation, and Björkelund & Farkas (2012) have a mixed
strategy, which is a closest first form for pronouns and a best-first for the mentions with another
grammatical type.
Current implementations More recently, pairwise models have shown to be robust when
employed with the most recent sets of features. Bengtson & Roth (2008) show that this simple
architecture gives state of the art results, and that such systems can always be regarded as a
strong baseline. Stoyanov et al. (2010a,b) propose a state of the art implementation of pairwise
models, with different possibilities of statistical learners and decoders, and was shown to have
median score on CoNLL-2011 shared task (Stoyanov et al. (2011)). Versley et al. (2008)
propose a toolkit for coreference resolution based on pairwise models, which has been extended
to process several languages (Broscheit et al. (2010)).
4.2.2 Local learning, global decoding
In order to make global coherent decisions from a pair model, Klenner (2007) reduces the prob-
lem of decoding to a constrained optimization problem: instead of having a greedy strategy to
make clusters, they define an integer linear programming (ILP) problem such that transitivity
must be ensured in the output, but also the sum of weights on the link must be maximized.
Denis & Baldridge (2009) define a similar architecture, but take advantage of the ILP problem
to include additional constraints such as anaphoricity and entity types. ILP makes it possible
to define more complex and global decoding strategies, but it has a severe drawback: the op-
timization problem falls into the class of NP-complete problems, and unless one finds a way to
drastically reduce the number of links to process (either by filtering or by dividing the problem
into sub-problems), this approach does not scale well to larger documents. Contrarily, most
state of the art resolution systems have an algorithmic complexity in O(N2) where N is the
number of mentions in the document. Indeed, most of them analyse the set of mention pairs,
or mention subsets of lower size.
6In Chapter 6 we study the topological properties of the greedy decoders and quantify the effect of selecting links
given a priority measure on them (e.g. best first backward link) with the transitive closure as referential.
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4.2.3 Graph-cut methods
Another approach to decoding consists in separating clusters provided by the transitive closure
into smaller and more reliable clusters. Nicolae & Nicolae (2006) first introduced the technique
by using an intermediate “best graph cut" problem. Their method employ an additional model
that, given a partition, decides to stop or continue cutting clusters. However, by trying to
learn an optimal stopping criterion, they have to face the problem of sampling the (exponential
number of) states of a partition to be able to create a learning data set. They achieved results
comparable to what obtained by Ng & Cardie (2002b) (in MUC score).
Cai & Strube (2010a) propose a different approach based on hyper-graph partitioning.
This model employs spectral clustering and learns how to partition the mentions (this approach
can then also be classified in the previous subsection). Martschat et al. (2012) introduce a
different graph method, based on a more elaborated decoder. It uses a set of various pairwise
relations of two kinds: positive relations indicate that it is more likely to have a coreference link
between the pair of mentions, and negative relations indicate otherwise. These are weighted by
a statistical analysis of the training data (which amounts to learning a model), and passed to a
greedy decoder, which basically balances positive and negative indicators to create coreference
clusters. Later, Martschat (2013) shows that the statistical weighting of relations may not be
useful at all, and that the system could reduce to a simple rule-based system.
4.2.4 Entity modelling and ranking
As opposed to pairwise models which only “see" characteristics of mentions (or pairs), other
systems attempt to model cluster-mention relations, and cluster-cluster relations. The goal is to
use the fact that, when merging mentions to make clusters by the decoding strategies above, at
some point, a mention can be merged to a mention already merged with another mention. So,
by taking into account all the information available about a partial entity, the system should be
more accurate than if it examines only mention-mention relations. Luo et al. (2004) models
the probability of a mention to a previously created entity. Moreover, it does not apply this
model with a greedy decoding strategy, but employs a beam-search (which roughly amounts
to looking at the decisions to be made several steps forward) to find better ways of selecting
attachments of mentions to the current partial clusters.
Ng (2005) defines a completely different approach to the matter, by using a ranking
model to find the previous partial cluster to which a mention is the most likely to be attached
to (the mentions are taken in the order of the text). In a sense, modelling coreference as a
ranking problem is closer to theoretical work on anaphora, where the attachment of an ana-
phor to a previous entity is seen as a sequential process, Denis & Baldridge (2008) propose
specialized ranking models, adapting to the fact that the attachment of a mention to a previous
entity depends on its grammatical type (see also Morton (2000) for similar considerations about
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mention types). Rahman & Ng (2011) extend the ranking model by adding lexical features and
integrating information about anaphoricity of mentions in the ranking process.
Haghighi & Klein (2010) model entity relations through sharing lexical information and
entity types, which help their model to leverage semantic constraints. Durrett et al. (2013)
define a model with factor graphs enforcing structural constrains on entities (some semantic
properties of coreferent mentions must be the same). Stoyanov & Eisner (2012) propose a sys-
tem that makes the easiest decisions first, and the next decisions by using cluster-level features.
This latter approach is comparable to the multi-pass sieves (Lee et al. (2011)), except it does
learn weights from training data.
4.2.5 Graphical models for global learning
Graphical models are well-suited for modelling a joint probability (from a generative perspect-
ive), but also to make global classification decision (from a discriminative point of view).
Hence they can be employed to model the coreference problem globally, at the document
level. McCallum & Wellner (2004) introduced the first discriminative approach with graph-
ical models to coreference resolution, which made it possible to not consider pairs of mentions
independently. Daumé III & Marcu (2005) introduced a clustering method with a Dirichlet
process prior constraining the distribution of the size of the clusters (in particular, it ensures
to get many small clusters and very few big ones). Haghighi & Klein (2007) propose a quite
elaborated graphical model modelling entities, salience (for mention detection), and a dedic-
ated modelling of pronouns. Culotta et al. (2007) Haghighi & Klein (2010) and Durrett et al.
(2013) introduce models based on factor graphs to share information between entities and make
more sensible decisions regarding the semantic types of entities. Finally, Poon & Domingos
(2008) propose a coreference resolver based on Markov logic network (MLN). MLN can be
regarded as frameworks to build graphical models, and make it possible to integrate logical
constraints in the model. Similarly to ILP methods, MLN can easily integrate logical con-
straints such as semantic matches, but contrarily to ILP, it is not always specified for them to
be exact on constraints, and inference can be faster. Song et al. (2012) use also MLN for their
coreference resolution system. The set of features they have is quite different, though, and their
learning procedure is completely supervised.
4.2.6 Latent tree models
As an alternative to global decoding via ILP, which casts the procedure in a too complex prob-
lem, and to graphical modelling, which generally requires a sampling procedure for inference,
Yu & Joachims (2009) introduced a model representing the global architecture of clusters by
latent trees. Basically, a cluster is viewed as a connected component of a graph and can be
represented by a tree, the lightest structure connecting the elements of a connected compon-
ent. From a discriminative perspective, the model learns to build such trees, given a document.
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Fernandes et al. (2012), the winner of CoNLL-2012 Shared Task, proposed a different shape of
latent trees derived from best-first decoding. They additionally filter out some of the mention
pairs to get a more accurate learning of the weights. Chang et al. (2013) work on the same kind
of latent trees and add rule-based constraints to improve the accuracy of the model. Finally,
Björkelund & Kuhn (2014) define a more elaborated learning procedure that improves the lat-
ent tree model. Aside from the initial latent tree model which employed a structured SVM, the
other systems are based on linear models, learned with a simple averaged perceptron algorithm
in the case of Fernandes et al. (2012), showing that the benefits of structured modelling can be
considerable. In Chapter 6, we provide a more thorough discussion about latent trees and the
benefits of structured learning for coreference resolution.
4.2.7 Rule-based models
The first rule-based model was Hobbs algorithm (Hobbs, 1978). It was defined as a simple
procedure to resolve pronouns, by making an extensive usage of parsing trees. Initially eval-
uated manually on 100 pronouns from three text genres (assuming that the text was perfectly
parsed), with an accuracy of 88.3%, Hobbs’ algorithm was later re-evaluated by several au-
thors, obtaining results ranging from 76% to 82% (Matthews & Chodorow, 1988; Lappin &
Leass, 1994; Tetreault, 2001). It is kind of a state of the art procedure since a very similar
procedure is employed by the now famous multi-pass sieves system of Lee et al. (2011). That
system was ranked first on CoNLL-2011 Shared Task, and was not machine learning based,
contrarily to other participating systems. Basically sieves are a set of rules that builds entities
iteratively and propagates constraints that prevent some mentions to be linked together. The
major idea is to apply the rules from the most accurate to the less accurate (generally, less ac-
curate rules do not apply everywhere because of the propagated constraints). A more detailed
presentation of the sieves (Lee et al. (2013)) shows that a significative portion of the final score
is due to pronoun resolution: an improvement of 10% in CoNLL score is reported by applying
the last sieve, which is roughly a Hobbs algorithm. (Chen & Ng, 2012) proposed an exten-
ded version of the multi-pass sieves, by adding lexicalized features and statistically learned
weights on the sieves. Another noticeable rule-based system is the multi-graph resolver due
to Martschat (2013), which is an untrained version of Martschat et al. (2012) (all the weights
are set to one). If these rather simple systems do not outperform machine learning based ap-
proaches now, they nonetheless point out the importance of an accurate preprocessing of the
data (gender and number detection, named entity typing, parsing).
4.2.8 Unsupervised models
Aside from rule-based resolution systems, which to some extent can be considered as unsu-
pervised models because they do not learn to discriminate from training data7, there are a few
7The rules can be optimized to address coreference resolution for a particular class of document, though.
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systems that learn to resolve coreference from un-annotated data. Such approaches can be use-
ful when the coreference problem is addressed on a specific class of document for which no
annotated data exists (because it is in a language for which no corpus exits, or because it is a
domain not covered by current corpora). Haghighi & Klein (2007) first introduced an unsuper-
vised system: their approach is to employ a non parametric Baysian model with many features
for modelling cross document entities, salience to detect mentions, and a specific treatment of
pronouns. The model has hyperparameters that have to be tuned on annotated data. Ng (2008)
proposed an improvement of the model, using EM algorithm to set the parameters. These first
unsupervised models were less accurate than discriminative (i.e. supervised) models, but the
system of Poon & Domingos (2008), based on Markov logic network (which is also unsuper-
vised) achieved state of the art results. It has not been compared to other systems on the latest
corpora (CoNLL-2011 and 2012) and with the new evaluation metrics (Ceaf, BLANC).
4.2.9 Features for learning models
Except for the rule based models, all the systems presented above are machine learning based,
and consequently require a good representation of data for the task (mention pairs, mention-
entities, or simply mention classification). The choice and quality of features plays a crucial
role in the architecture, improving the set of features often results in significant gains in the
partition quality. This aspect of statistical resolver is also a problem when trying to replicate
a system: usually features depend on the quality of preprocessing (like parsing, semantic type
finding, morphological analysis, etc) for which there are no standard tools or software to use.
Consequently differences between apparently identical system may be due to the way features
are computed. In this section, we give pointers to relevant papers for defining or selecting
features.
Classical hand-crafted features Soon et al. (2001) introduced an initial set of features
that is now broadly used. These features are based on string matches, pronoun features, charac-
terization of NP (definite, demonstrative), number and gender, semantic classes (like named en-
tity types: person, organization, location, time, etc) and alias (e.g. “U.S." and “United States").
Ng & Cardie (2002b) improved some of theses features, and showed that significant improve-
ment could be achieved through feature selection. Bengtson & Roth (2008) proposed a set
of accurate features which made it possible to define a competitive pairwise model, showing
again the importance of the choice of features. Noticeably, they use the output of an anaphor-
icity detector as a feature in the coreference model (Ng (2004b) showed previously that the
propragation of errors of such anaphoricity detector used as a strong constraint on a pair model
required a fine tuning of the system). Rahman & Ng (2011) give an exhaustive list of all the
features they used for representing mention pair interactions and anaphoricity. A more detailed
analysis of features for coreference resolution can be found in Recasens & Hovy (2009).
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Lexicalized features Chen & Ng (2012) integrate lexical pairs in their system, which res-
ults in a high dimensional and sparse system, but help capturing more coreference interaction.
Song et al. (2012) explicitly define the interaction between features and their action on core-
ference link through the first-order logic of MLN. Durrett & Klein (2013) propose a different
approach: instead of employing hand-craft features, they make a different use of the data by
mostly considering lexicalized features (boolean features indicating what is the head word,
last word, previous word, etc, for a given mention). With tens of thousands of features, they
manage to capture as much as hand-crafted features, with the noticeable exception of semantic
features. They address this latter problem by completing their set of features with classical
semantic features.
Feature selection Feature selection has been a very well studied topic in machine learning
(see for instance Dash & Liu (1997); Kohavi & John (1997); Weston et al. (2000); Peng et al.
(2005)). However, specific methods have been developed for coreference resolution: Uryupina
& Poesio (2012) shows that domain specific modelling does improve the quality of a pairwise
model. Ekbal et al. (2011); Uryupina et al. (2011b) define a method for optimizing the set of
features with regards to the evaluation metrics, so that the whole system is tuned for improving
the quality of partitions instead of that of the classification model. Fernandes et al. (2012) have
a different approach: they use a procedure similar to entropy methods for creating classification
trees to create products of features. However, it is only a procedure for expanding the space of
features and not pruning it.
Lexical knowledge and world knowledge Representation of data is not just a tech-
nical problem concerning statistical models that can be solved by selection methods or feature
products (or more generally by kernels). There is important work on representing linguistic
knowledge, and more broadly world knowledge.
The lexical database Wordnet (Miller (1995)) has been used quite early in coreference
resolution systems, but its lack of coverage on certain domains can reduce the advantage it
provides elsewhere. Many authors tried to tackle the sparsity of such database by either ex-
tracting knowledge from the Web (see for instance Uryupina et al. (2011a)), or by converting
the collaborative encyclopedia into a relational database (Ponzetto & Strube (2006)).
Bergsma & Lin (2006) defined a bootstrapping procedure to extract names gender and
number from Google N-grams. These are the only data extracted from the Web that were
authorized in CoNLL-2012 Shared Task Pradhan et al. (2012). Bergsma & Yarowsky (2011)
proposed a tool for detecting non-referential pronouns it using the local context of the pronoun.
The tool is based on Google N-grams, and runs very fast thanks to a good compression of data.
It was shown to outperform state of the art tools in the domain.
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4.3 Chapter summary
The first part of this chapter contains a brief history of automated coreference resolution, re-
lating the empirical turn of the research due to the rise of information extraction and text pro-
cessing in NLP. Since the 2000s, most coreference resolvers are statistical, mostly due to the
fact that, in English, a considerable amount of annotated data is available.
The second part of the chapter sums up the state of the art for the empirical methods
in coreference resolution. The problem has been modeled in various ways, as a mention pair
classification problem coupled to a clustering procedure, as a ranking problem, and now more
global approaches have emerged. The main advantage of global methods is that they enforce
semantic coherence within clusters. A possible drawback is that they complexify the task from
the computational point of view.
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Chapter 5
Feature space hierarchy learning for pairwise coreference
resolution
The results of this chapter have been published, first, as a long paper in TALN 2013 (Lassalle
& Denis, 2013a), and an extended version of it as a long paper in ACL 2013 (Lassalle & Denis,
2013b).
As mentioned in our introductory chapter (Chapter 1), our first objective is to develop
a framework for improving the representation of data in the statistical models we use. As we
shall see thereafter, linear models are particularly popular and widely used in coreference
resolution. To address our objective, we place ourselves in this linear framework, and try to
get an improvement on current models by modifying the way features are implemented.
This chapter proposes a new method for significantly improving the performance of pair-
wise coreference models. Given a set of indicators, our method learns how to best separate
types of mention pairs into equivalence classes for which we construct distinct classification
models. In effect, our approach finds an optimal feature space (derived from a base feature
set and indicator set) for discriminating coreferential mention pairs. Although our approach
explores a very large space of possible feature spaces, it remains tractable by exploiting the
structure of the hierarchies built from the indicators. Our experiments on the CoNLL-2012
Shared Task English datasets (gold mentions) indicate that our method is robust relative to
different clustering strategies and evaluation metrics, showing large and consistent improve-
ments over a single pairwise model using the same base features. Our best system obtains a
competitive 67.2 of average F1 over MUC, B3, and CEAF which, despite its simplicity, places
it above the mean score of other systems on these datasets.
5.1 Introduction
Coreference resolution is the problem of partitioning a sequence of noun phrases (or mentions),
as they occur in a natural language text, into a set of referential entities. A common approach
to this problem is to separate it into two modules: on the one hand, one defines a model for
evaluating coreference links, in general a discriminative classifier that detects coreferential
mention pairs. On the other hand, one designs a method for grouping the detected links into
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a coherent global output (i.e. a partition over the set of entity mentions). This second step
is typically achieved using greedy heuristics McCarthy & Lehnert (1995); Soon et al. (2001);
Ng & Cardie (2002b); Bengtson & Roth (2008), although more sophisticated clustering ap-
proaches have been used, too, such as graph cut methods Nicolae & Nicolae (2006); Cai &
Strube (2010a) and Integer Linear Programming (ILP) formulations Klenner (2007); Denis &
Baldridge (2009). Despite its simplicity, this two-step strategy remains competitive even when
compared to more complex models utilizing a global loss Bengtson & Roth (2008).
In this kind of architecture, the performance of the entire coreference system strongly
depends on the quality of the local pairwise classifier.1 Consequently, a lot of research effort
on coreference resolution has focused on trying to boost the performance of the pairwise clas-
sifier. Numerous studies are concerned with feature extraction, typically trying to enrich the
classifier with more linguistic knowledge and/or more world knowledge Ng & Cardie (2002b);
Kehler et al. (2004); Ponzetto & Strube (2006); Bengtson & Roth (2008); Versley et al. (2008);
Uryupina et al. (2011a). A second line of work explores the use of distinct local models for dif-
ferent types of mentions, specifically for different types of anaphoric mentions based on their
grammatical categories (such as pronouns, proper names, definite descriptions) Morton (2000);
Ng (2005); Denis & Baldridge (2008).2 An important justification for such specialized models
is (psycho-)linguistics and comes from theoretical findings based on salience or accessibility
Ariel (1988). It is worth noting that, from a machine learning point of view, this is related to
feature extraction in that both approaches actually recast the pairwise classification problem in
higher dimensional feature spaces.
In this chapter, we claim that mention pairs should not be processed by a single classifier,
and instead should be handled through specific models. But we are furthermore interested in
learning how to construct and select such differential models. Our argument is therefore based
on statistical considerations, rather than on purely linguistic ones3. The main question we raise
is, given a set of indicators (such as grammatical types, distance between two mentions, or
named entity types), how to best partition the pool of mention pair examples in order to best
discriminate coreferential pairs from non coreferential ones. In effect, we want to learn the
“best” subspaces for our different models: that is, subspaces that are neither too coarse (i.e.,
unlikely to separate the data well) nor too specific (i.e., sensitive to data sparseness and noise).
We will see that this is also equivalent to selecting a single large adequate feature space by
using the data.
Our approach generalizes earlier approaches in important ways. For one thing, the defin-
ition of the different models is no longer restricted to grammatical typing (our model allows for
various other types of indicators) or to the sole typing of the anaphoric mention (our models
can also be specific to a particular type antecedent or to the two types of the mention pair).
1There are however no theoretical guarantees that improving pair classification will always result in overall im-
provements if the two modules are optimized independently.
2Sometimes, distinct sample selections are also adopted during the training of the distinct local models Ng &
Cardie (2002b); Uryupina (2004).
3However it should be underlined that the statistical viewpoint is complementary to the linguistic work.
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More importantly, we propose an original method for learning the best set of models that can
be built from a given set of indicators and a training set. These models are organized in a hier-
archy, wherein each leaf corresponds to a mutually disjoint subset of mention pair examples
and the classifier that can be trained from it. Our models are trained using the Online Passive-
Aggressive algorithm or PA Crammer et al. (2006), a large margin version of the Perceptron
(see Chapter 3). Our method is exact in that it explores the full space of hierarchies (of size at
least 22n) definable on an indicator sequence, while remaining scalable by exploiting the par-
ticular structure of these hierarchies with dynamic programming. This approach also performs
well, and it largely outperforms the single model. As will be shown based on a variety of exper-
iments on the CoNLL-2012 Shared Task English datasets, these improvements are consistent
across different evaluation metrics and for the most part independent of the clustering decoder
that was used.
The rest of this chapter is organized as follows. Section 5.2 discusses the underlying
statistical hypotheses of the standard pairwise model and defines a simple alternative frame-
work that uses a simple separation of mention pairs based on grammatical types. Next, in
Section 5.3, we generalize the method by introducing indicator hierarchies and explain how to
learn the best models associated with them. Section 5.4 provides a brief system description and
Section 5.5 evaluates the various models on CoNLL-2012 English datasets.
5.2 Modeling pairs
Pairwise models basically employ one local classifier to decide whether two mentions are core-
ferential or not. When using machine learning techniques, this involves certain assumptions
about the statistical behavior of mention pairs.
5.2.1 Statistical assumptions
Let us adopt a probabilistic point of view to describe the prototype of pairwise models. Given
a document, the number of mentions is fixed and each pair of mentions follows a certain dis-
tribution (that we partly observe in a feature space). The basic idea of pairwise models is to
consider mention pairs independently from each other (that is why a decoder is necessary to
enforce transitivity).
If we use a single classifier to process all pairs, then they are supposed to be identically
distributed. We claim that pairs should not be processed by a single classifier because they are
not identically distributed (or a least the distribution is too complex for the classifier); rather,
we should separate different “types” of pairs and create a specific model for each of them.
Separating different kinds of pairs and handling them with different specific models
can lead to more accurate global models. For instance, some coreference resolution systems
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process different kinds of anaphors separately, which suggests for example that pairs containing
an anaphoric pronoun behave differently from pairs with non-pronominal anaphors. One could
rely on a rich set of features to capture complex distributions, but here we actually have a rather
limited set of elementary features (see Section 5.4) and, for instance, using products of features
must be done carefully to avoid introducing noise in the model. Instead of imposing heuristic
product of features, we will show that a clever separation of instances leads to significant
improvements of the pairwise model.
5.2.2 Feature spaces
5.2.2.1 Definitions
We first introduce the problem more formally. Every pair of mentions mi and mj is modeled
by a random variable:
Pij : Ω → X ×Y
ω 7→ (xij(ω), yij(ω))
where Ω classically represents randomness, X is the space of objects (“mention pairs”) that is
not directly observable and yij(ω) ∈ Y = {+1,−1} are the labels indicating whether mi and
mj are coreferential or not. To lighten the notations, we will not always write the index ij.
Now we define a mapping:
φF : X → F
x 7→ x
that casts pairs into a feature space F through which we observe them. For us, F is simply a
vector space over R (in our case many features are Boolean; they are cast into R as 0 and 1).
For technical coherence, we assume that φF1(x(ω)) and φF2(x(ω)) have the same values
when projected on the feature space F1 ∩F2: it means that common features from two feature
spaces have the same values.
From this formal point of view, the task of coreference resolution consists in fixing φF ,
observing labeled samples {(φF (x), y)t}t∈TrainSet and, given partially observed new variables
{(φF (x))t}t∈TestSet, recovering the corresponding values of y.
5.2.2.2 Formalizing the statistical assumptions
We claimed before that all mention pairs seemed not to be identically distributed since, for
example, pronouns do not behave like nominals. We can formulate this more rigorously: since
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the object space X is not directly observable, we do not know its complexity. In particular,
when using a mapping to a too small feature space, the classifier cannot capture the distribution
very well: the data is too noisy.
Now if we say that pronominal anaphora do not behave like other anaphora, we dis-
tinguish two kinds of pairs: we state that the distribution of pairs in X is a mixture of two
distributions, and we deterministically separate pairs to their specific distribution part. In this
way, we may separate positive and negative pairs more easily if we cast each kind of pair into
a specific feature space. Let us call these feature spaces F1 and F2. We can either create two
independent classifiers on F1 and F2 to process each kind of pair or define a single model on a
larger feature space F = F1 ⊕F2. If the model is linear (which is our case), these approaches
happen to be equivalent.
So we can actually assume that the random variables Pij are identically distributed, but
drawn from a complex mixture. A new issue arises: we need to find a mapping φF that renders
the best view on the distribution of the data.
From a theoretical viewpoint, the higher the dimension of the feature space (imagine
taking the direct sum of all feature spaces), the more we get details on the distribution of
mention pairs and the more we can expect to separate positives and negatives accurately. In
practice, we have to cope with data sparsity: there will not be enough data to properly train
a linear model on such a space. Finally, we seek a feature space situated between the two
extremes of a space that is too big (sparseness) or too small (noisy data). The core of this work
is to define a general method for choosing the most adequate space F among a huge number
of possibilities when we do not know a priori which is the best.
5.2.2.3 Linear models
In this work, we try to linearly separate positive and negative instances in the large space F
with the Online Passive-Aggressive (PA) algorithm (Crammer et al. (2006)): the model learns
a parameter vectorw that defines a hyperplane that cuts the space into two parts. The predicted
class of a pair x with feature vector φF (x) is given by:
CF (x) := sign(wT · φF (x))
Linearity implies an equivalence between: (i) separating instances of two types, t1 and
t2, in two independent models with respective feature spaces F1 and F2 and parameters w1
and w2, and (ii) a single model on F1 ⊕F2. To see why, let us define the map:
φF1⊕F2(x) :=

(
φF1(x)T 0
)T
if x is typed t1(
0 φF2(x)T
)T
if x is typed t2
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and the parameter vector w =
(
w1
w2
)
∈ F1 ⊕F2. Then we have:
CF1⊕F2(x) =
CF1(x) if x is typed t1CF2(x) if x is typed t2
Now we check that the same property applies when the PA fits its parameterw. For each
new instance of the training set, the weight is updated according to the following rule4:
wt+1 = arg min
w∈F
1
2 ‖w−wt‖
2 s.t. l(w; (xt, yt)) = 0
where l(w; (xt, yt)) = min(0, 1− yt(w · φF (xt))), so that when F = F1 ⊕F2, the minimum
if x is typed t1 is wt+1 =
(
w1t+1
w2t
)
and if x is typed t2 is wt+1 =
(
w1t
w2t+1
)
where the
wit+1 corresponds to the updates in space Fi independently from the rest. This result can be
extended easily to the case of n feature spaces. Thus, with a deterministic separation of the
data, a large model can be learned using smaller independent models.
5.2.3 An example: separation by gramtype
To motivate our approach, we first introduce a simple separation of mention pairs which creates
9 models obtained by considering all possible pairs of grammatical types {nominal, name,
pronoun} for both mentions in the pair (a similar fine-grained separation can be found in Chen
et al. (2011)). This is equivalent to using 9 different feature spaces F1, . . . ,F9 to capture
the global distribution of pairs. With the PA, this is also a single model with feature space
F = F1 ⊕ · · · ⊕ F9. We will call it the GRAMTYPE model.
As we will see in Section 5.5, these separated models significantly outperform a single
model that uses the same base feature set. But we would like to define a method that adapts a
feature space to the data by choosing the most adequate separation of pairs.
5.3 Hierarchizing feature spaces
In this section, we have to keep in mind that separating the pairs in different models is the
same as building a large feature space in which the parameter w can be learned by parts in
independent subspaces.
4The parameter is updated to obtain a margin of a least 1. It does not change if the instance is already correctly
classified with such margin.
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5.3.1 Indicators on pairs
For establishing a structure on feature spaces, we use indicators which are deterministic func-
tions on mention pairs with a small number of outputs. Indicators classify pairs in predefined
categories in one-to-one correspondence with independent feature spaces. We can reuse some
features of the system as indicators, e.g. the grammatical or named entity types. We can also
employ functions that are not used as features, e.g. the approximate position of one of the
mentions in the text.
The small number of outputs of an indicator is required for practical reasons: if a cat-
egory of pairs is too refined, the associated feature space will suffer from data sparsity. Ac-
cordingly, distance-based indicators must be approximated by coarse histograms. In our ex-
periments the outputs never exceeded a dozen values. One way to reduce the output span of
an indicator is to binarize it like binarizing a tree (there many possible binarizations). This
operation produces a hierarchy of indicators which is exactly the structure we exploit in what
follows.
5.3.2 Hierarchies for separating pairs
We define hierarchies as combinations of indicators creating finer categories of mention pairs:
given a finite sequence of indicators, a mention pair is classified by applying the indicators
successively, each time refining a category into subcategories, just like in a decision tree (each
node having the same number of children as the number of outputs of its indicator). We allow
the classification to stop before applying the last indicator, but the behavior must be the same
for all the instances. So a hierarchy is basically a sub-tree of the complete decision tree that
contains copies of the same indicator at each level.
If all the leaves of the decision tree have the same depth, this corresponds to taking the
Cartesian product of outputs of all indicators for indexing the categories. In that case, we refer
to product-hierarchies. The GRAMTYPE model can be seen as a two level product-hierarchy
(figure 5.1).
Figure 5.1: GRAMTYPE seen as a product-hierarchy
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Product-hierarchies will be the starting point of our method to find a feature space that
fits the data.
Now choosing a relevant sequence of indicators should be achieved through linguistic
intuitions and theoretical work (gramtype separation is one of them). The system will find
by itself the best usage of the indicators when optimizing the hierarchy. The sequence is a
parameter of the model.
5.3.3 Relation with feature spaces
Like we did for the GRAMTYPE model, we associate a feature space Fi to each leaf of a
hierarchy. Likewise, the sum F = ⊕iFi defines a large feature space. The corresponding
parameter w of the model can be obtained by learning the wi in Fi.
Given a sequence of indicators, the number of different hierarchies we can define is
equal to the number of sub-trees of the complete decision tree (each non-leaf node having
all its children). The minimal case is when all indicators are Boolean. The number of full
binary trees of height at most n can be computed by the following recursion: T (1) = 1 and
T (n+ 1) = 1 + T (n)2. So T (n) ≥ 22n : even with small values of n, the number of different
hierarchies (or large feature spaces) definable with a sequence of indicators is gigantic (e.g.
T (10) ≈ 3.8.1090).
Among all the possibilities for a large feature space, many are irrelevant because for
them the data is too sparse or too noisy in some subspaces. We need a general method for
finding an adequate space without enumerating and testing each of them.
5.3.4 Optimizing hierarchies
Let us assume now that the sequence of indicators is fixed, and let n be its length. To find the
best feature space among a very high number of possibilities, we need a criterion we can apply
without too much additional computation. For that we only evaluate the feature space locally
on pairs, i.e. without applying a decoder on the output. We employ 3 measures on pairwise
classification results: precision, recall and F1-score. Now selecting the best space for one of
these measures can be achieved by using dynamic programming techniques. In the rest of the
paper, we will optimize the F1-score.
Training the hierarchy Starting from the product-hierarchy, we associate a classifier and
its proper feature space to each node of the tree5. The classifiers are then trained as follows:
5In the experiments, the classifiers use a copy of a same feature space, but not the same data, which corresponds
to crossing the features with the categories of the decision tree.
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for each instance there is a unique path from the root to a leaf of the complete tree. Each
classifier situated on the path is updated with this instance. The number of iterations of the
Passive-Aggressive is fixed.
Computing scores After training, we test all the classifiers on another set of pairs6. Again,
a classifier is tested on an instance only if it is situated on the path from the root to the leaf
associated with the instance. We obtain TP/FP/FN numbers7 on pair classifications that are
sufficient to compute the F1-score. As for training, the data on which a classifier at a given node
is evaluated is the same as the union of all data used to evaluate the classifiers corresponding
to the children of this node. Thus we are able to compare the scores obtained at a node to the
“union of the scores" obtained at its children.
Cutting down the hierarchy For the moment we have a complete tree with a classifier at
each node. We use a dynamic programming technique to compute the best hierarchy by cutting
this tree and only keeping classifiers situated at the leaf. The algorithm assembles the best local
models (or feature spaces) together to create larger models. It goes from the leaves to the root
and cuts the sub-tree starting at a node whenever it does not provide a better score than the node
itself, or on the contrary propagates the score of the sub-tree when there is an improvement.
The details are given in algorithm 5.2. This algorithm solves an argmax problem: finding the
sub-hierarchy with which pair classification has the highest F1-score on a development set.
1: list← list of nodes given by breadth-first search
2: for node in reverse(list) do
3: if node.children 6= ∅ then
4: if sum-score(node.children) > node.score then
5: node.TP/FP/FN← sum.num(node.children)
6: else
7: node.children← ∅
8: end if
9: end if
10: end for
Figure 5.2: Cutting down a hierarchy
Let us briefly discuss the correctness and complexity of the algorithm. Each node is
seen two times so the time complexity is linear in the number of nodes which is at leastO(2n).
However, only nodes that have encountered at least one training instance are useful and there
areO(n×k) such nodes (where k the size of the training set). So we can optimize the algorithm
6The training set is cut into two parts, for training and testing the hierarchy. We used 10-fold cross-validation in
our experiments.
7True positives, false positives and false negatives.
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to run in time O(n × k)8. If we scan the list obtained by breadth-first search backwards, we
are ensured that every node will be processed after its children. (node.children) is the set of
children of node, and (node.score) its score. sum-num provides TP/FP/FN by simply adding
those of the children and sum-score computes the score based on these new TP/FP/FN numbers.
(line 7) cuts the children of a node when they are not used in the best score. The algorithm
thus propagates the best scores from the leaves to the root which finally gives a single score
corresponding to the best hierarchy. Only the leaves used to compute the best score are kept,
and they define the best hierarchy.
Relation between cutting and the global feature space We can see the operation of
cutting as replacing a group of subspaces by a single subspace in the sum (see figure 5.3). So
cutting down the product-hierarchy amounts to reducing the global initial feature space in an
optimal way.
Figure 5.3: Cutting down the hierarchy reduces the feature space
To sum up, the whole procedure is equivalent to training more than O(2n) Perceptrons sim-
ultaneously and selecting the best performing one.
5.4 System description
Our system consists in the pairwise model obtained by cutting a hierarchy (the PA with selected
feature space) and using a greedy decoder to create clusters from the output. It is parametrized
by the choice of the initial sequence of indicators.
5.4.1 The base features
We used classical features that can be found in details in Bengtson & Roth (2008) and Rahman
& Ng (2011): grammatical type and subtype of mentions, string match and substring, appos-
ition and copula, distance (number of separating mentions/sentences/words), gender/number
8In our experiments, cutting down the hierarchy was achieved very quickly, and the total training time was about
five times longer than with a single model.
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match, synonymy/hypernym and animacy (using WordNet), family name (based on lists),
named entity types, syntactic features (gold parse) and anaphoricity detection.
5.4.2 Indicators
As indicators we used: left and right grammatical types and subtypes, entity types, a boolean
indicating if the mentions are in the same sentence, and a very coarse histogram of distance
in terms of sentences. We systematically included right gramtype and left gramtype in the
sequences and added other indicators, producing sequences of different lengths. The parameter
was optimized by document categories using a development set after decoding the output of
the pairwise model.
5.4.3 Decoders
We tested 3 classical greedy link selection strategies that form clusters from the classifier de-
cision: Closest-First (merge mentions with their closest coreferent mention on the left) Soon
et al. (2001), Best-first (merge mentions with the mention on the left having the highest pos-
itive score) Ng & Cardie (2002b); Bengtson & Roth (2008), and Aggressive-Merge (transitive
closure on positive pairs) McCarthy & Lehnert (1995). Each of these decoders is typically
(although not always) used in tandem with a specific sampling selection at training. Thus,
Closest-First for instance is used in combination with a sample selection that generates train-
ing instances only for the mentions that occur between the closest antecedent and the anaphor
Soon et al. (2001).
P R F1
SINGLE MODEL 22.28 63.50 32.99
RIGHT-TYPE 29.31 45.23 35.58
GRAMTYPE 39.12 45.83 42.21
BEST HIERARCHY 45.27 51.98 48.40
Table 5.1: Pairwise scores on CoNLL-2012 test.
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5.5.1 Data
We evaluated the system on the English part of the corpus provided in the CoNLL-2012 Shared
Task Pradhan et al. (2012), referred to as CoNLL-2012 here. The corpus contains 7 categories
of documents (over 2K documents, 1.3M words). We used the official train/dev/test data sets.
We evaluated our system in the closed mode which requires that only provided data is used.
5.5.2 Settings
Our baselines are a SINGLE MODEL, the GRAMTYPE model (section 5.2) and a RIGHT-TYPE
model, defined as the first level of the gramtype product hierarchy (i.e. grammatical type of
the anaphora Morton (2000)), with each greedy decoder and also the original sampling with a
single model associated with those decoders.
The hierarchies were trained with 10-fold cross-validation on the training set (the hier-
archies are cut after cumulating the scores obtained by cross-validation) and their parameters
are optimized by document category on the development set: the sequence of indicators ob-
taining the best average score after decoding was selected as parameter for the category. The
obtained hierarchy is referred to as the BEST HIERARCHY in the results. We fixed the number
of iterations for the PA for all models.
In our experiments, we consider only the gold mentions. This is a rather idealized setting
but our focus is on comparing various pairwise local models rather than on building a full core-
ference resolution system. Also, we wanted to avoid having to consider too many parameters
in our experiments.
5.5.3 Evaluation metrics
We use the three metrics that were used in CoNLL-2012 Shared Task evaluation9, namely:
MUC (Vilain et al., 1995), B3 (Bagga & Baldwin, 1998a) and CEAF with the φ4 similarity
function (Luo, 2005). In addition, we report the CoNLL score which we recall is an unweighted
average over the F1 scores given by the three metrics. Following common practice, we use
micro-averaging when reporting our scores for entire datasets. For more information on the
metrics, we refer to Chapter 2.
9BLANC metric Recasens & Hovy (2011) results are not reported since they are not used to compute the CoNLL-
2012 global score. However we can mention that in our experiments, using hierarchies had a positive effect
similar to what was observed on B3 and CEAF.
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5.5.4 Results
The results obtained by the system are reported in Table 5.2. The original sampling for the
single model associated to Closest-First and Best-First decoder are referred to as SOON and
NGCARDIE.
The P/R/F1 pairwise scores before decoding are given in table 5.1. BEST HIERARCHY
obtains a strong improvement in F1 (+15), a better precision and a less significant diminution
of recall compared to GRAMTYPE and RIGHT-TYPE.
Despite the use of greedy decoders, we observe a large positive effect of pair separation
in the pairwise models on the outputs. On the mean score, the use of distinct models versus a
single model yields F1 increases from 6.4 up to 8.3 depending on the decoder. Irrespective of
the decoder being used, GRAMTYPE always outperforms RIGHT-TYPE and single model and
is always outperformed by BEST HIERARCHY model.
Interestingly, we see that the increment in pairwise and global score are not 100% cor-
related: for instance, the strong improvement of F1 between RIGHT-TYPE and GRAMTYPE
results in a small increase of the global score.
Depending on the document category, we found some variations as to which hierarchy
was learned in each setting, but we noticed that parameters starting with right and left gram-
types often produced quite good hierarchies: for instance right gramtype→ left gramtype→
same sentence→ right named entity type.
We observed that product-hierarchies did not perform well without cutting (especially
when using longer sequences of indicators, because of data sparsity) and could obtain scores
lower than the single model. Hopefully, after cutting them the results always became better as
the resulting hierarchy was more balanced.
Looking at the different metrics, we notice that overall, pair separation improves B3 and
CEAF (but not always MUC) after decoding the output: GRAMTYPE provides a better mean
score than the single model, and BEST HIERARCHY gives the highest B3, CEAF and mean
score.
The best classifier-decoder combination reaches a score of 67.19, which would place it
above the mean score (66.41) of the systems that took part in the CoNLL-2012 Shared Task
(gold mentions track). Except for the first at 77.22, the best performing systems have a score
around 68-69. Considering the simple decoding strategy we employed, our current system sets
up a strong baseline.
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5.6 Conclusion and outlooks
In this chapter, we described a method for selecting a feature space among a very large num-
ber of choices by using linearity and by combining indicators to separate the instances. We
employed dynamic programming on hierarchies of indicators to compute the feature space
providing the best pairwise classifications efficiently. We applied this method to optimize the
pairwise model of a coreference resolution system. Using different kinds of greedy decoders,
we showed a significant improvement of the system.
Our approach is flexible in that we can use a variety of indicators. In the future, we will
apply the hierarchies on finer feature spaces to make more accurate optimizations. Observing
that the general method of cutting down hierarchies is not restricted to modeling mention pairs,
but can be applied to problems having Boolean aspects. A straightforward extension of this
work should then be to study how such methods can be employed to address other tasks in
computational linguistics (e.g. anaphoricity detection or discourse and temporal relation clas-
sification wherein position information may help separating the data). This work would be,
however, beyond the scope of this thesis.
In this work, we have only considered standard, heuristic linking strategies like Closest-
First. So, a natural extension of this work is to combine our method for learning pairwise
models with more sophisticated decoding strategies (like Bestcut or using ILP). Then we can
test the impact of hierarchies with more realistic settings.
Finally, the method for cutting hierarchies should be compared to more general but sim-
ilar methods, for instance polynomial kernels for SVM and tree-based methods (Hastie et al.,
2005). We also plan to extend our method by breaking the symmetry of our hierarchies. In-
stead of cutting product-hierarchies, we will employ usual techniques to build decision trees10
and apply our cutting method on their structure. The objective is twofold: first, we will get rid
of the sequence of indicators as parameter. Second, we will avoid fragmentation or overfitting
(which can arise with classification trees) by deriving an optimal large margin linear model
from the tree structure.
In the next chapters, we will use only simple hierarchies discussed here. One reason is
that we will develop structured models for which it is not trivial to derive a hierarchy cutting
procedure. However, because we noticed that features spaces produced by cutting on pair-
wise linear models also improve structured models, it is worth employing simple versions of
hiearchies in this case (see chapter 6 and 7).
10Bansal & Klein (2012) show good performances of decision trees on coreference resolution.
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Chapter 6
Learning Constrained Latent Structures for Coreference
Resolution: a Comparative Approach
In the previous chapter we define a technique to improve linear models. In the experiments we
carried out, we implemented pairwise models that only address coreference resolution locally,
and require a decoder to create clusters. The issue with such models is that we learn to build
coreference clusters only from local information. Our second objective (see chapter 1) is to
investigate how to represent documents (or at least the coreference structure) with a single
structure, which could be learned directly instead of learning local coreference links. The
advantage of structured models is that they allow the system to make a global decision on
coreference clusters rather than many local decisions that can be difficult to reconcile after.
This chapter compares several methods for learning latent structures encoding corefer-
ence clusters that optionally take into account very accurate constraints on mention pairs. We
study the relationship between standard decoding strategies used with pairwise models and
those used with structured learning of latent structures, providing both topological and em-
pirical comparisons. In general, we show that sparse link selection strategies provide better
results than those given by denser latent structures. In particular, Best-First decoding appears
to outperform all other kinds of link selections, such as Maximum Spanning Tree and other
intermediate decoders. We also show that further gains can be obtained by the addition of
pairwise constraints. In this case, our model learns to complete a partial structure on a non-
complete graph with mentions as vertices. Our experiments on the CoNLL-2012 dataset show
that our best system obtains state-of-the-art results, and significant gains compared to standard
locally-trained models.
6.1 Introduction
Recall that coreference resolution consists in partitioning mentions (typically noun phrases)
occurring in a text into referential entities. Various models exist for addressing this task, from
purely rule-based methods (e.g., the Stanford multi-pass sieve Lee et al. (2011)) to advanced
machine learning techniques. Technically, coreference resolution can be seen as a clustering
task, but many machine learning approaches since Soon et al. (2001) have reduced the problem
of partitioning mentions to performing clustering on a weighted mention graph. Initial methods
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proceeded by first inducing a local classifier to detect coreferring pairs of mentions and then
applying a greedy heuristic decoder to create entities. Apart from the obvious transitive closure
rule McCarthy & Lehnert (1995), more conservative decoders such as CLOSESTFIRST (Soon
et al., 2001) or BESTFIRST (Ng & Cardie, 2002b; Bengtson & Roth, 2008) have been used.
Recently, more global approaches were introduced, basically still working on a graph of
mention pairs (i.e., using the same pairwise features), but with more elaborated models. In par-
ticular, Yu & Joachims (2009) represent mention clusters by latent trees using structural SVM
in learning (a cluster is represented by a tree connecting its members). Fernandes et al. (2012)
propose a related approach by learning to build latent trees with a structured large-margin per-
ceptron (Collins, 2002). Structured latent tree methods are also investigated by Chang et al.
(2012, 2013). This later approach is augmented with domain knowledge-based constraints.
Common to these three approaches is that they recast the coreference resolution problem as
a structured classification task (thereby folding the clustering objective inside the learning
phase), and that they rely on latent tree-like structures for representing clusters. These ap-
proaches however differ in the type of decoder they use for deriving these latent structures, and
ultimately in the shapes of these structures. Thus, Yu & Joachims (2009) resort to a Maximum
Spanning Tree (MST, or MSF in this chapter) algorithm to produce their latent structures,
while Chang et al. (2012) and Chang et al. (2013) use a standard BESTFIRST decoding. In-
terestingly, Fernandes et al. (2012), the winner of CoNLL-2012 Shared Task, also use a MST
algorithm but on a weighted directed graph, which in effect amounts to running a BESTFIRST
decoder on the corresponding undirected graph. These differences raise a number of interest-
ing questions, the first being: What is the most relevant type of latent structure for learning
coreference resolution? And, in turn: How does one characterize these structures formally, and
how do they compare to the structures produced by the standard decoders used with mention
pair models?
This chapter proposes a unified theoretical and experimental framework for comparing
structured latent tree coreference systems. By studying the topological properties of the differ-
ent decoders, we first demonstrate that MSF decoding is equivalent to transitive closure on the
graph of positive mention pairs in terms of the clusterings it produces. Second, we show that
from a topological and combinatoric point of view, the structures produced by MSF are much
more expressive than the structures generated by BESTFIRST or CLOSESTFIRST (which are
equally expressive). By contrast, our experiments on CoNLL-2012 reveal that empirically BE-
STFIRST outperforms MSF-based decoding, both with locally-trained and structured models.
In general, our results indicate that sparse link selection methods lead to better performance
than methods that rely on denser structures. What is remarkable is that, compared to other
possible sparse link selection strategies, BESTFIRST still performs best. This result is arrived
at by considering a family of decoders obtained by adding supplementary positive links to the
BESTFIRST structure, thus converging to transitive closure. We also develop constrained ver-
sions of our structured models, incorporating pairwise must-link and cannot-link constraints.
These constrained models learn to complete a partial structure given by must-link rules by re-
specting cannot-link constraints to obtain a latent representation of clusters. To sum up, our
CHAPTER 6. LEARNING CONSTRAINED LATENT STRUCTURES FOR
COREFERENCE RESOLUTION: A COMPARATIVE APPROACH 89
comparison is done along three main directions: local vs. structured models, sparse vs. dense
latent structure, and unconstrained vs. constrained decoding. This comparison relies on the
same learning framework, namely the structured perceptron (Collins, 2002; Fernandes et al.,
2012), which makes our approach easily replicable.
The rest is organized as follows. Section 6.2 investigates the structural and topological
properties of decoders. Section 6.3 introduces our structured models. Section 6.4 then details
the features we employed and how the data is preprocessed. Section 6.5 details our three main
experiments.
6.2 Decoding the weighted pair graph
A variety of machine learning-based coreference resolvers rely solely on modeling mention
pairs. They use a feature representation of mention pairs, a statistical model to weight the
graph of pairs, and a heuristic procedure or decoder to create clusters. In such systems, the
decoder works as a link selector: it builds a subgraph of the weighted graph whose connected
components are the clusters in the output partition. Here, we study the three decoders which
underlie many standard mention pair models: CLOSESTFIRST iterates the mentions and links
each one to the closest preceding mention with which the pair is classified positively (if it
exists) (Soon et al., 2001). BESTFIRST also iterates the previous mentions but links the current
mention to the preceding mention for which the mention pair has the highest positive score (Ng
& Cardie, 2002b; Bengtson & Roth, 2008). Finally, AGGRESSIVEMERGE, is a mere transitive
closure on positive pairs. More recently, the MSF decoder was used in the context of latent
tree models Yu & Joachims (2009).
In this section, we study these decoders in terms of their topological (i.e., the types of
cluster they output) and structural (i.e., the set of links they select) properties. The main results
are the finer cluster produced by BESTFIRST and CLOSESTFIRST compared to transitive clos-
ure, the equivalence of MSF decoding and transitive closure, and the compared combinatoric
of MSF and BESTFIRST.
6.2.1 From decoders to structures
Any coreference model based on pairs of mentions can be represented in the following general
framework. For a given document, we define a complete weighted undirected graph G =
(V,E, ω), where V represents the (ordered) mentions1 in the text, E all the mention pairs, and
ω : E → R a weighting function indicating our belief in a pair to be coreferent. At this point,
it does not matter how the weights are produced, this will be the subject of Section 6.3. Let
G+ denotes G from which negatively weighted edges have been removed. It may no longer
1We call either vertex or mention the same object.
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be a connected graph. More importantly, it is sufficient for the three decoders to work on
G+. Now focusing on the selected links, we call structures the subgraph of G+ made of the
links provided by decoders. The straightforward question we can ask is: what are the possible
structures for a decoder?
BESTFIRST Structures We denote by Sbest(G+) the set of all possible BESTFIRST struc-
tures on G+ regardless of the values of the weights. This is a collection of forests: indeed,
no cycle can be created by BESTFIRST linking. The proof is obvious: if there is a cycle, con-
sider the rightmost vertex of the cycle (in the order of the text). Necessarily, two edges of the
cycle have an end at this vertex which contradicts the fact that BESTFIRST chooses at most one
backward link for each mention. The set of CLOSESTFIRST structures is also Sbest(G+), as
one simply has to change the weights to obtain the same structures on a graph. More specific-
ally, these two decoders output a spanning forest for G, that is a set of disjoint spanning trees
covering all mentions, each tree corresponding to exactly one cluster. In practice, the structure
effectively computed by BESTFIRST is:
Fˆ = arg max
F∈Sbest(G+)
∑
e∈EF
ω(e)
where EF denotes the edges of the forest F . The process of building a forest-like structure
on G+ with BESTFIRST is illustrated in figure 6.1: first the graph edges are weighted (using
the score of a statistical model), negatively weighted edges are removed and clustering rules
are applied. Final clusters are usually smaller than the connected component of the graph of
positively weighted edges.
G G+ Tree Structure Clusters
Figure 6.1: The different step of decoding a weighted graph using BESTFIRST to create
clusters.
Maximum Spanning Forests We would like to characterize AGGRESSIVEMERGE struc-
tures within the same class of forest-like structures. To do this, we define an equivalent decoder,
MSF (for Maximum Spanning Forest)2, producing exactly the same partition given a weighted
graph: it computes a maximum spanning forest on G+ (recall that G+ is not necessarily con-
nected) using Kruskal algorithm, and links the mentions according to the selected edges. More
2This kind of structures was first used for coreference resolution by Yu & Joachims (2009).
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precisely, if Sspan(G+) is the set of spanning forests for G+, the computed structure is:
F˜ = arg max
F∈Sspan(G+)
∑
e∈EF
ω(e)
Two well-known greedy algorithms for finding that optimal structure are Prim’s algorithm
(Prim, 1957) and Kruskal’s algorithm (Kruskal, 1956); both have been shown to be correct
and run inO(|E| log(|V |)) using an implementation with binary heap. Let us now give a proof
of the equivalence of AGGRESSIVEMERGE and MSF. If we consider a connected component
of G+, by definition, a spanning tree on this component connects all vertices. A maximum
spanning forest is a collection of spanning trees, with exactly one tree connected the elements
of each connected component: indeed, if a tree is strictly contained in a component, that is
there is another tree within the same component, it is possible to create a single bigger tree by
adding a positive link (we work on G+) between the two trees. By this operation we obtain a
spanning forest with a greater weight, which contradicts the fact MSF has a maximum weight.
Thus, if we link altogether the mentions in a same spanning tree of the forest, we exactly obtain
the transitive closure of G+. It is important to understand that coreference resolvers that use
AGGRESSIVEMERGE or MSF yield exactly the same partitions. The only difference lies in the
intermediate structure that MSF generates, and this will be crucial for learning.
6.2.2 Topological and structural properties
So far, we have shown that CLOSESTFIRST, BESTFIRST and MSF produce the sparsest pos-
sible structures to represent clusters. We now study more precisely the shape of these sparse
structures and how they are related to the final partition of mentions. Which of these structures
are more suitable for learning will be discussed in Section 6.5.
The topologies of partitions From the point of view of the clusters, CLOSESTFIRST and
BESTFIRST produce partitions that are always refined version of that of MSF. This property
is immediate by looking at the structures: Sbest(G+)is a set of spanning forests, thus neces-
sarily a subset of Sspan(G+), which contains all possible spanning forest on G+. All trees
in each structure are contained in a connected component of G+, with the difference that one
tree of the MSF matches exactly one component. Thus the clusters of CLOSESTFIRST and
BESTFIRST are contained in the clusters of MSF (see Figure 6.2). Intuitively, a finer partition
is more conservative as it is more precise on coreference links, but has a lower recall. This is
illustrated in section 6.5, where we define intermediate decoders to see the differences between
BESTFIRST and MSF.
The lack of expressiveness of MSF As we saw earlier, an essential topological prop-
erty of MSF is that it only builds forests whose trees match exactly one connected component
of G+ and is strictly equivalent to a transitive closure in the partitions it produces. Therefore,
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CLOSESTFIRST BESTFIRST MSF
Figure 6.2: In general, CLOSESTFIRST and BESTFIRST produce a subpartition of that of MSF/
AGGRESSIVEMERGE.
regardless of the weights, the partition created by MSF only depends on the topology of G+.
The fact that it does not depend on the weights implies that MSF does not have much express-
iveness in the sense that a small variation of the weights that does not alter the topology of
G+ does not result in a change in the output structure (while it could change the BESTFIRST’s
output)3.
Combinatoric expressiveness of the structures Despite the lack of expressiveness
discussed above, MSF structures have a combinatoric advantage over the other structures.
Suppose we do not know the weighting function ω a priori, what structures can be expected
to be built? We saw that Sbest(G+)was included in Sspan(G+). However the converse is not
true: as we can see on figure 6.2, the MSF tree cannot be generated by the two other decoders.
Now the question is: how much bigger is Sspan(G+)?
We can quantify the difference of combinatoric complexity of the structures (i.e. the
number of configurations they can generate): without knowing the weights a priori, let us
count the potential structures that can be built by each decoder. If n is the number of mentions
(or vertices in the graph), CLOSESTFIRST and BESTFIRST link every mention independently
to exactly one previous mention or no mention at all, which gives n! possible configurations. As
for MSF, Cayley’s formula gives us the number of spanning trees for n vertices on a complete
graph: nn−2. If we examine the ratio of these numbers, using Stirling’s formula we get:
n!
nn−2
∼ n
nen
√
2pin
nn−2
= n
5
2 e−n
√
2pi
For a document with 10 mentions, it is 3.6%, and with 100 mentions, less than 10−38. So
compared to the others, the MSF decoder is far more expressive in the variety of the structures
it can produce when having (potentially large) variation of the weights.
3The same property holds for CLOSESTFIRST.
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6.2.3 Constraining the weighted graph
The framework developed so far makes it easy to integrate pairwise constraints. Given the
linguistic properties of mentions, some potential coreferent links can be invalidated by cannot-
link constraints (e.g., gender or number mismtaches). Conversely, some accurate patterns,
or must-link constraints, can detect pairs that are very likely to be coreferent (e.g. matching
strings for proper names). These constraints can be directly added to the graph: cannot-links
are taken into account by removing the corresponding edges of G+ so that no structure can
select them, and must-links are integrated as initially selected edges for the structures4. Note
that cannot-links as defined here are not hard constraints in the sense that a cluster may contain
a cannot-link at the end. This approach gives more power to the learning model, which can
actually cancel a cannot-link.
6.2.4 The structures of recent coreference resolvers
Finally, we can use our framework to analyse the different structures provided by different
state-of-the-art coreference resolution systems. The discussion of how we learn ω is delayed
until section 6.3.
Many recent systems use structures produced by the three decoders above: for instance,
Bengtson & Roth (2008) use BESTFIRST, Stoyanov et al. (2010a) propose CLOSESTFIRST and
BESTFIRST strategies, while Björkelund & Farkas (2012) add a mixed strategy depending on
the grammatical type of the current mention. Chang et al. (2012, 2013) consider best backward
links (i.e., BESTFIRST) in a latent structure with must-link and cannot-link constraints, Yu &
Joachims (2009) use latent MSF, which we now know is equivalent to an AGGRESSIVEMERGE
strategy, but in a structured learning model.
Fernandes et al. (2012) compute latent MST on a directed graph with Chu-Liu-Edmonds
Algorithm (Chu & Liu, 1965; Edmonds, 1965), with filters for canceling out some edges be-
forehand (equivalent to cannot-links). Interestingly, since their graph is restricted to left-to-
right edges, and because in a directed tree a node has at most one parent, in the maximum
spanning tree they build, each mention is linked to the previous best (or none) in such way
that the resulting structure is a BESTFIRST structure. Furthermore, it appears then that it is not
necessary to use Chu-Liu-Edmonds Algorithm, because best link selection is sufficient to get
the same structure.
Some of the models above use a root: an additional vertex linked with all other vertices
with weight 0 (and kept in G+). As a result, structures are always connected, but they encode
the same clusters as if there were no root. A root is specifically employed by Fernandes et al.
(2012) to tune a specific loss on root-mention links for the learning model.
4The resulting structures may contain cycles if must-links themselves create those cycles.
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6.3 Learning latent structures
We now turn to the issue of learning the weights for scoring the different forest structures
presented above. Following previous recent approaches (Yu & Joachims, 2009; Fernandes
et al., 2012; Chang et al., 2013), we recast the problem of learning coreference clusterings as a
structured classification problem.
6.3.1 From local to global learning
Local mention pair models are hampered by the fact that their weights are not related to the
structures output by the decoder. In particular, they may not be suited to produce the most
coherent structures. Structured learning, on the other hand, makes it possible to learn directly
to build the structures and improve their quality by a global update on the document itself, and
not only locally on pairs.
Directly learning partitions is difficult since we cannot compute the exact best partition in
a tractable way. Enumerating partitions is unimaginable considering that the size of their space
is exponential (equal to the Bell number). Sparse structures are well-suited to this approach
because they are directly related to an optimization algorithm (both BESTFIRST and MSF
compute an argmax).
6.3.2 Structured learning
The task of learning a clustering function is recast as a supervised structured classification
problem. That is, the learning algorithm observes a set of examples T = {(xi,yi)}Ti=1, where
xi is an instance from a structured input spaceX (the space of documents) and yi is a structured
label from an output space Y whose size is exponential in the size of x. Assume we have at
hand an embedding function Φ : X ×Y → H, whereH is a Hilbert space equipped with inner
product 〈·, ·〉. Given a document x = {x1, . . . , xn} with n mentions, Kn denotes the weighted
complete graph Kn on mentions. Let y be a structure on Kn whose set of edges is Ey. We
restrict Φ to the following decomposed form:
Φ(x,y) =
∑
(m,m′)∈Ey
φ(x,m,m′)
where φ(x,m,m′) is an embedding of the mention pair (m,m′) depending on information
contained in document x (e.g. a feature representation). If we additionally assume that we
have at hand a fixed vector w ∈ H. The score associated to (x,y) is given by
〈w,Φ(x,y)〉 =
∑
(m,m′)∈Ey
〈w, φ(x,m,m′)〉
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In this case, the weighting function on G (the graph associated to document x) employed in
the previous section is then given by ω(m,m′) = 〈w, φ(x,m,m′)〉. As we shall see, w is a
prediction vector that we will have to learn given documents labeled with their corresponding
coreference clusters. To predict x’s structure, we simply compute
F (x) = arg max
F∈S(K+n )
∑
(m,m′)∈EF
〈w,Φ(m,m′)〉
where S(K+n ) can be either Sbest(K+n ) or Sspan(K+n ) according to the kind of structures we
choose (MSF or BESTFIRST). Since CLOSESTFIRST structures are not computed by maximiz-
ing their total weight (but only according to the topology of K+n ), we do not define a structured
learning procedure for them.
The crucial problem we are now faced with is that of learning a relevant weight vectorw.
Indeed, we do not directly observe gold structures corresponding to a partition, and moreover,
several structures can correspond to the same partition. Thus, we must create these target
structures from the sole observation of clusters. Thereafter, we address this problem within a
structured perceptron learning approach.
6.3.3 Latent structure perceptron-based learning
In the present case,H = Rm with the canonical dot product. The goal of learning is to acquire
the weight vector w ∈ Rm. Our parameter estimation relies on the online algorithm presented
below.
INPUT: Training data: T = {(xi,Pi}Ti=1
OUTPUT: Weight vector w
1: w(0) = 0;v = 0; i = 0
2: for n : 1..N do
3: for t : 1..T do
4: Compute true label ywi from Pi and w
(i):
ywi = arg max
y∈Y˜i
〈w(i),Φ(xi, y)〉
5: Compute max-loss prediction y˜:
y˜ = arg max
y∈Y
〈w(i),∆(xi, y, ywi )〉+ l(y, ywi )
6: w(i+1) = w(i) + ∆(xi, ywi , y˜)
7: v = v +w(i+1)
8: i = i+ 1
9: end for
10: end for
11: w = v(N×T )
Figure 6.3: Structured perceptron learning algorithm with parameter averaging, in max-loss
mode.
Note that ∆(x, y, y′) stands for Φ(x, y) − Φ(x, y′), and l(y, y′) for the non-negative loss
between labels y and y′. This algorithm is only given a sequence {xi,Pi}Ti=1 of documents
without their corresponding structures, but containing information on the partition of their
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mentions. It starts with an initial weight vector w(0) and iterates N times over the training
examples, resulting in N × T iterations. At each round i, a true structure is computed in
replacement of gold labels according to the current document xi by finding the structure cor-
responding to the clustering with the best current weight (in the algorithm, Y˜i corresponds to
the structures compatible with the partition Pi). In practice, it is easily computed by removing
non-coreferent edges from the complete graph according to the gold clustering, and then by
choosing the structure on this graph with maximum weight (it is like working on G+).
Next, we compute a predicted structure in max-loss mode (Crammer et al., 2006).5 This
means that we use a trade-off between the maximization of the structure weight and finding a
structure “far from the true structure", according to a loss counting the number of edges the
structures do not have in common (the approach is similar to Fernandes et al. (2012)). The
weight vector is updated by the difference of true and max-loss predicted labels in a structured
perceptron manner. The final weight vector is obtained by averaging over the weight vectors
obtained after each round. Weight averaging is common in online learning for it helps reducing
overfitting (Freund & Schapire, 1999; Collins, 2002).
6.3.4 Constrained learning
As noted in section 6.2, we want to constrain our structures so that they obey some must-link
and cannot-link rules. We proceed exactly as for inference, meaning that we constrain the
structure construction by removing edges from the graph and adding must-link edges to the
tree-shaped predicted structures. Integrating constraints in the learning procedure amounts to
defining a model that learns how to complete a partial structure given by constraints, which is
different from applying constraints only during coreference resolution.
6.4 System description
Our different coreference systems are based on pairwise representation of mention pairs, mean-
ing we re-employ classical features. We define a baseline system, referred to as “local model"
which is a simple pairwise model trained using an averaged Perceptron, associated to the three
decoders we presented in section 6.2. As opposed to the local model, we set up a “global
model", which consists in learning BESTFIRST and MSF structures with the algorithm given
in section 6.3. For the global model we define constrained and unconstrained versions, and we
add a supplementary “dense" global model which does not learning using tree-like structures
but the whole weighted graph or its transitive closure (more details given in section 6.5).
5The more direct prediction-based (i.e., without loss) update always gave lower results in our development exper-
iments, so we do not detail this learning mode here.
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6.4.1 Feature set
Our system uses a classical set of features used for mention pair classification (for more
details see Bengtson & Roth (2008); Rahman & Ng (2011)): grammatical type and sub-
types, string and substring match, apposition and copula, distance (number of separating men-
tions/sentences/words), gender and number match, synonymy/hypernymy and animacy, family
name (based on lists), named entity types, syntactic features (gold parse) and anaphoricity de-
tection. We have an additional morphological feature which indicates if a verb is derived from
a noun, to take into account coreference of events. In addition, we expand the feature space
by using products of the above features with grammatical types. Recall that in Chapter 5, we
defined a method for improving pairwise models by expanding the space of features. We found
in our development that this technique also significantly improved the results of all models
defined here. For the sake of clarity and replicability, we do not integrate the full hierarchy
discovery in these experiments. We use the “pair of gramtypes" hierarchy instead, which yet
provides sufficient improvement to the base models.
6.4.2 Constraints
We explored a reduced set of constraints, although sufficient to provide significant perform-
ance gains. Our first set of must-links is provided by our implementation of sieve 1 of Lee
et al. (2011), which among other things accurately matches patterns involving the speaker of
sentences (e.g. He said: "I believe you"). Another second set of must-links come from exact
string matches of proper nouns. We also use several sets of cannot-links, coming from number,
gender, and (un)animated mismatches, as well as i-within-i constraints.
6.5 Experiments
The objective of our experiments is to determine which model, local or global, sparse or dense,
unconstrained or constrained performs the best on coreference resolution. All the models are
implemented within the same framework (i.e. averaged perceptron on the same set of features)
allowing for a sound comparison.
6.5.1 Experimental setup
Data We evaluated the models on the CoNLL-2012 Shared Task English CorpusPradhan
et al. (2012), which has 7 categories of documents (more than 2K documents). We used
the official Train/Dev/Test data sets. We evaluated our system in the closed mode which re-
quires that only provided data is used (with the exception of data from WordNet and Bergsma
& Lin (2006)’s gender and number data, which are are authorized). Finally, note that we
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considered only the gold mentions. Our main objective is on comparing various competing
learning-decoding combinations rather than on building a full end-to-end coreference resolu-
tion system.
Evaluation We compare our various systems using the three popular coreference resolution
metrics: MUC (Vilain et al., 1995), B3 (Bagga & Baldwin, 1998a), and Entity-based CEAF (or
CEAFe) (Luo, 2005). Following (Pradhan et al., 2012), we also report a global F1-score, which
corresponds to an unweighted average of the MUC, B3 and CEAFe F1 scores. Micro-averaging
is used throughout when reporting our scores for entire dataset CoNLL.
Settings All our perceptron models are trained on 30 iterations on the corpus, using the tree
loss defined above and max-loss update in structured mode.
6.5.2 Results and discussion
Our main results are summarized in Table 6.1.
MUC B3 CEAFe CoNLLP R F1 P R F1 P R F1
Baselines
CLOSESTFIRST 88.0 75.6 81.3 81.0 63.3 71.0 51.0 74.8 60.6 71.0
TRANSITIVE 87.1 82.9 84.9 66.1 77.4 71.3 53.7 62.4 57.7 71.3
BESTFIRST 89.7 77.0 82.9 84.2 66.0 74.0 52.0 76.7 62.0 73.0
Structured Models
MSFstruct 89.1 77.8 83.1 76.5 68.6 72.3 49.7 70.7 58.3 71.3
BESTFIRST struct 85.4 85.0 85.2 69.9 75.2 72.4 67.1 68.1 67.6 75.1
Constrained Models
MSFconstr 90.6 79.5 84.7 81.4 70.8 75.7 51.8 73.0 60.6 73.7
BESTFIRST constr 86.4 85.4 85.9 73.9 76.3 75.1 67.3 69.9 68.6 76.5
Table 6.1: Results on CoNLL-2012 Test Set (gold mentions).
Local vs. global First, we compare our three local models (the baselines) with structured
versions of BESTFIRST and MSF. As expected, CLOSESTFIRST and BESTFIRST tend to have
larger precision scores and higher recall scores on MUC and B3 (and the other way around
for CEAFe) compared to transitive closure, which relates their propension for smaller (resp.
larger) clusters. What is remarkable in the structured version is that overall, BESTFIRST is
significantly improved, and this mostly comes from CEAFe improvement, which indicates that
the entities are better "segmented" in the sense that they align better with the gold partition.
Compared to its local equivalent, the structured BESTFIRST changes the balance for more
recall. By contrast, the CoNLL score of MSF does not improve over its local counterpart
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(although the structured MSF is apparently more precise). The superiority of BESTFIRST over
MSF is likely to come from the fact that it is linguistically more realistic as humans process
mentions sequentially. BESTFIRST structures may also be more advantageous from a learning
point of view in that they define a smaller, more biased space; they also probably give rise to
fewer model updates.
Unconstrained vs. constrained When considering models learned with (or without)
constraints, let us first note that MSFconstr is a new model and does not appear in previous
work. The results are very clear here: constraints improve performance across all metrics,
both in precision and recall, providing an improvement of one and a half CoNLL point. The
constrained version of the structured BESTFIRST has a CoNLL score of 76.5 on gold mentions,
which would place us second in CoNLL-2012 Shared Task in the same setting. This result plays
in favor of mixed coreference models, with both feature description of pairs and deterministic
constraints.
Sparse vs. dense The next set of experiments explicitly compares the performance of
sparse and dense latent structure learning. So, it is only related to "global" models. We only
study MSF transitive closure since BESTFIRST does not have obvious dense dual structure.
MSF learning is the latent structure as calculated in section 6.3. In TRANSITIVEstruct model,
the cluster are represented by the sum of the link of the corresponding cliques. The third
model, G+struct, is intermediate: it uses the graph G+ as latent structure, and the "true value"
employed to update the model is given by the cliques (transitive closure). Results are given in
table 6.2. What we observe is that the dense structure hamper the model’s results. The worse
configuration is when using all links in TRANSITIVEstruct. Basically, what happens is that
dense structured models tend to have more aggressive and inaccurate updates. This experiment
tells us that sparse latent structures are better suited to learning. We saw in table 6.1 that they
are also adapted to constrained learning.
MUC B3 CEAFe CoNLLP R F P R F P R F
MSFstruct 89.1 77.8 83.1 76.5 68.6 72.3 49.7 70.7 58.3 71.3
TRANSITIVEstruct 88.7 64.9 75.0 84.7 56.6 67.9 37.1 70.2 48.5 63.8
G+struct 85.3 71.8 78.0 73.8 63.5 68.3 41.8 64.0 50.6 65.6
Table 6.2: Sparse vs dense structure learning on CoNLL-2012 Test Set (gold mentions).
Densifying decoders So far, we have shown that BESTFIRST empirically outperforms
MSF for learning latent structures, but there exists a whole family of decoders whose express-
ive power is between that of BESTFIRST and that of MSF. Our final set of experiments, carried
out on the CoNLL-2012 Dev set, studies these other decoders. Specifically, we start with a
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pairwise model learning on the Train Set and work on the G+ we obtain with it. We define
intermediate parameterized decoding strategies that allow us to densify the set of selected links
compared to initial decoders. In order to perform exhaustive comparisons, we only run each
new decoder with a local mention pair model (i.e., the model used as baseline in section6.5).
First, we densify BESTFIRST6 by considering the n best backward positive link selection
(it can be less than n for a given mention if we do not have enough positive backward links
at our disposal). This strategy obviously converges to the transitive closure. The effect of
increasing n is illustrated in B3 metric on figure 6.4: as we can imagine, precision decreases
and recall increases, but overall, the F1-score decreases as soon as we add supplementary
backward positive links.
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Figure 6.4: n-BESTFIRST B3 convergence (Dev Set)
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Figure 6.5: n-BESTLINK B3 convergence (Dev Set)
We next define a second densifying strategy, n-BESTLINK, selecting for each mention
the best n links to any mention (irrespective of their relative position). This is a sort of gen-
eralization of BESTFIRST. As shown in figure 6.5, this model starts with a higher precision
6No similar generalization of CLOSESTFIRST, and MSF is already a transitive closure and cannot be densified
further.
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than n-BESTFIRST, but surprisingly, contrarily to n-BESTFIRST, the B3 score augments as the
strategy densifies.
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Figure 6.6: n-BESTEDGE B3 convergence (Dev Set)
Finally, we define a model n-BESTEDGES that selects the n best edges of G+. This is a
sort of relaxation of Kruskal algorithm, which may create cycle at each link selection. Because
the size of document varies, we do not actually take the n best links, but a n × a function
depending on the size of the document. To make it simple, we fit a power law for each category
of documents on the Train Set giving the approximate number of coreference links in function
of the number of mentions. We then select n tenth of this number best edges to get a smooth
evolution. Here, we start with a very high precision, and the F1 increase as we select more
links (see figure 6.6).
To summarize, we provide the corresponding CoNLL for each of the three strategies
in Figure 6.7. Let us make it clear that the rate of convergence cannot be compared between
the strategies. Instead, we look at the general behavior. Obviously, densifying the strategies
make them converge to the transitive closure. But what is striking is that only n-BESTFIRST is
hindered by densifying (in fact it is optimal with n = 1) while the two other similar strategies
are improved by being more dense. A possible explanation for that is that BESTFIRST is
related to the linguistic intuition that resolving coreference can be achieved through finding an
antecedent to each anaphora. BESTFIRST is optimal in the sense that it is the sparsest structure
obtaining the best results, however, it is not the best we can do given the positively classified
links: we computed an oracle giving the best clustering we can get from it and obtained a
CoNLL score of 79.86.
6.6 Related work to this chapter
For a more detailled presentation of the state of the art in coreference resolution, look back to
chapter 4. This section gives a few description of work related to this chapter.
102 6.7. CONCLUSION AND OUTLOOKS
 50
 55
 60
 65
 70
 75
 1  2  3  4  5  6  7  8  9  10
BestFirst
BestLink
BestEdge
Figure 6.7: n-Best CoNLL score convergence (Dev Set)
A popular supervised learning approach to coreference resolution is the mention-pair
model (McCarthy & Lehnert, 1995; Morton, 2000; Soon et al., 2001; Ng & Cardie, 2002b;
Stoyanov et al., 2010a; Lassalle & Denis, 2013b; Björkelund & Farkas, 2012) which, despite its
simplicity, works well in practice. However, a drawback of this approach is that the classifier is
optimized independently from the clustering. Recent structured output models directly address
this problem. While it is difficult to globally optimize a clustering metric (it can be a NP-
hard problem), one can instead optimize over the latent tree structures that represent the most
informative links in the clusters (Fernandes et al., 2012; Chang et al., 2013; Yu & Joachims,
2009).
Other structured output models to coreference include correlation clustering (Finley &
Joachims, 2005) as well as various probabilistic graphical model-based approaches (McCal-
lum & Wellner, 2004; Culotta et al., 2007). These learning models are more complex in
that they also attempt to enforce transitivity. Other transitivity enforcing models use Integer
Programming-based (Klenner, 2007; Denis & Baldridge, 2009). Due to their much higher
complexity, these global decoding schemes are used in combination with locally-trained mod-
els. Coreference resolution has also been framed as a (hyper)graph-cut problem (Nicolae &
Nicolae, 2006; Cai & Strube, 2010a). Several other models have attempted to break away from
the mention pair representation altogether, trying to model cluster-mention or cluster-cluster
relations (Luo et al., 2004; Haghighi & Klein, 2010; Rahman & Ng, 2011; Stoyanov & Eisner,
2012).
6.7 Conclusion and outlooks
We thoroughly studied the structural properties of common decoders used for learning-based
coreference resolution and saw how they were related to transitive closure. In particular, we
showed that BESTFIRST decoding produces subpartitions of transitive closure and that empir-
ically, this sparse link selection outperforms other strategies very well both with locally-trained
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and structured models. In the context of structured learning, we saw that sparse latent struc-
tures were much more suited to learning than dense structures, and that well-chosen constraints
allow for additional performance gains. By comparing models into the same framework, we
can definitely say that BESTFIRST structure is more suited to coreference resolution than MSF:
even if the latter explores a very large space, it does not produce better clustering. Finally, find-
ing accurate must-link and cannot-link constraints from various sources remains an open area,
and we hope they can improve structured models.
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Chapter 7
Joint Anaphoricity Detection and Coreference Resolution by
Learning Constrained Latent Structures
The results of this chapter have been published as a long paper in AAAI 2015 (Lassalle &
Denis, 2015).
So far, we have defined a technique to improve linear models that are usually employed
in coreference resolution (see Chapter 5), and we carried out experiments on various treelike
structures and decoders to find out that sparse latent structures were suited to learning to
resolve coreference in a structured (global) way. The BESTFIRST tree appeared to be the best
combination for coreference resolution (see Chapter 6). In this chapter, we address our third
objective (see chapter 1), that is to say, we extend the treelike structures to resolve coreference
jointly with another task: anaphoricity. We aim at improving the quality of coreference clusters
by replacing a pipeline architecture, where errors propagate, by a joint structure, where all
information is processed at the same time. Because we employ the same kind of structures, we
are still addressing coreference resolution globally, i.e., at the document level, and thus we are
defining a model which is both global and joint.
This chapter introduces a new structured model for learning anaphoricity detection and
coreference resolution in a joint fashion. Specifically, we use a latent tree to represent the full
coreference and anaphoric structure of a document at a global level, and we jointly learn the
parameters of the two models using a version of the structured perceptron algorithm. Our joint
structured model is further refined by the use of pairwise constraints which help the model
to accurately capture certain patterns of coreference. Our experiments on the CoNLL-2012
English datasets show large improvements in both coreference resolution and anaphoricity
detection, compared to various competing architectures. Our best coreference system obtains
a CoNLL score of 81.97 on gold mentions, which is to date the best score reported on this
setting of the dataset.
7.1 Introduction
Resolving coreference in a text, that is, partitioning mentions (noun phrases, verbs, etc) into
referential entities is a challenging task in NLP leading to many different approaches (Ng,
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2010). Anaphoricity detection, on the other hand, consists in deciding whether a mention is
anaphoric (aka discourse-old) or non-anaphoric (discourse-new).1 This task is strongly related
to coreference resolution and has been mainly addressed as a preliminary task to solve, leading
to pipeline architectures (Ng & Cardie, 2002a; Ng, 2004b; Denis & Baldridge, 2008) (see
Chapter 8 for a description of the pipeline).
An important drawback of pipelined models is that errors tend to propagate from ana-
phoricity detection to coreference resolution, hence ultimately hindering the performance of the
downstream system. In order to avoid error propagation, Denis & Baldridge (2007) propose
a joint inference scheme using Integrer Linear Programming (ILP) to maximize the scores of
both of the two models. In this case, inference is performed jointly but the two models are still
trained independently. Poon & Domingos (2008) perform joint learning using using Markov
Logic Networks, but sampling techniques are needed to perform inference. Rahman & Ng
(2011) propose a ranking approach wherein, for each mention taken in the order of the text,
the decision to link it to a previous mention and to classify it as discourse-new is taken jointly.
In this approach, the decision is local to the mention and the previous context, but crucially
does not take into account the next mentions in the document. Other approaches simply use
the output of an anaphoricity classifier as feature for the coreference model (Bengtson & Roth,
2008; Durrett et al., 2013).
In this chapter, we employ latent trees to represent the full coreference and anaphoricity
structure of a document. We extend latent tree models that can be found in Yu & Joachims
(2009); Fernandes et al. (2012); Chang et al. (2013); Björkelund & Kuhn (2014) by intro-
ducing two kinds of edges: the first ones encode coreference links, while the second ones
represent discourse-new elements. Basically, a latent coreferent tree links together the men-
tions that make up the same entity. We restrict the shape of latent trees by allowing only one
“backward link" per mention so as to be able to define a coherent structure when introducing
discourse-new links. This also allows us to compute the structure easily from a weighted graph
using a greedy “Best-First" algorithm. Our main contribution is to provide the first system that
learns coreference resolution and anaphoricity detection both in a joint and global fashion. The
model is joint in that parameters for the two models are estimated together, so that changes in
the anaphoricity detection model directly affect the estimation of the coreference resolution
parameter (and vice versa). The model is global in that parameters are learned in a way that
minimizes a loss defined at the document level. We additionally define a set of must-link and
cannot-link constraints on the structure, which helps improving the model on certain types of
coreference links such as coreference of first person pronouns with the speaker of a sentence.
Our experiments on CoNLL-2012 compare pipeline vs. joint models and local vs. global
versions of them, always obtaining better coreference results with joint models. More precisely,
the CoNLL score systematically improves as one goes from pipeline to joint models as well as
from local to global models. The constrained version of our global joint model obtains the best
1In this chapter, we slightly overload these terms by taking a non-anaphor to denote the first mention of an entity
(in the order of the text), and an anaphor any mention that is not.
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results overall, and achieves performance that is well above the state-of-the-art. At the same
time, we observe that anaphoricity detection also largely improves in the global joint model.
The rest of the chapter is organized as follows. In Section 7.2, we define our latent tree
structures and explain why we limit the tree to certain shapes. We then detail the learning
procedure in Section 7.3, the features of our models in Section 7.4, and our results are finally
presented in Section 7.5.
7.2 Joint Latent Representation of the Coreference Structure
This section first discusses the relationship between anaphoricity and coreference, and then
defines a tree structure to represent the coreference structure of a document. We explain how
one can restrict the shape of latent trees to compute them efficiently.
7.2.1 Anaphoricity and Coreference
Once mentions are identified in a text, they have to be linked together to form coreference
clusters. A question one may ask is whether a mention is anaphoric, that is, is understood
through a reference to one or several preceding mentions. If not, it is a discourse-new. Determ-
ining anaphoricity helps us reducing the search space for coreference resolution. For example,
in the text in figure 7.1, m1, m2 and m5 are discourse-new (i.e., they do not have backward
coreference link to preceding mentions), while all other mentions are anaphora (i.e., they have
outgoing backward coreference links).
[Peter]m1 told [John]m2 [he]m3 did not manage to open the door of [his]m4 apartment because
[the key]m5 broke off in the lock. [[His]m6 friend]m7 managed to get [it]m8 out and open,
which made [him]m9 very happy.
Figure 7.1: A simple example: only mentions with coreference links (i.e., non-singleton) are
annotated.
A common approach is to detect anaphoricity before coreference resolution, giving rise
to a pipeline architecture: mentions are classified as anaphoric or not based on a locally trained
model, and these classifications are used to constrain the decisions of the downstream corefer-
ence model. That is, only mentions that are classified as anaphoric can be linked to a previous
mention by the coreference classifier. An important drawback of such systems is that errors
tend to propagate, which in turn requires a careful tuning of the confidence threshold used in
anaphoricity classification Ng (2004b).
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7.2.2 Joint Representation of Anaphoricity and Coreference
Some coreference systems implement a joint determination of anaphoricity and resolution core-
ference. Rahman & Ng (2011) propose a ranking approach which jointly learns the two tasks
but not at the document level (the decision is taken regardless of the coreference structure to
be built after). Denis & Baldridge (2007) formulate the joint problem as an ILP problem that
globally maximizes the scores of an anaphoricity model and a pairwise coreference model sub-
ject to constraints relating the two tasks (e.g., resolve all and only anaphors). However, this
approach has two disadvantages: the complexity of the ILP problem to solve (i.e., it is NP-
hard), and more importantly the fact that the models are trained separately (and thus do not
incorporate global decisions).
Latent tree representations of coreference clusters have proven efficient for globally
learning to resolve coreference (Fernandes et al., 2012; Chang et al., 2013; Yu & Joachims,
2009; Björkelund & Kuhn, 2014). We start from an undirected weighted graph of pair men-
tions (see section 7.3 for details about weighting the graph) and a collection of trees is com-
puted, each tree representing a cluster. Two methods have been used for building such trees
from weighted graphs: running a Maximum Spanning Tree (MST) algorithm on the graph or
using a BESTFIRST decoding strategy (i.e., only the highest scoring backward link is selected
for each mention, provided it exists). It is easy to see that the set of links selected by this latter
method has no cycle, and then is also a spanning forest (Björkelund & Kuhn, 2014). That is,
both methods yield spanning forests but the structures generated by the latter method have a
more restricted topology. From now on, we will refer to this second method as BESTFIRST
MST.
There are at least two main motivations for using BESTFIRST MST over standard MST.
First, the experiments carried out by Chang et al. (2013) suggest that BESTFIRST trees achieve
better results than MST on coreference resolution. Second, BESTFIRST MST appear to be
easy to calculate from an algorithmic point of view. Thus, the BESTFIRST strategy can be
easily extented by defining a single rooted tree for representing the partition of mentions. The
root is a dummy mention added to the other mentions and placed before them in the order
of the text. Root-mention links directly encode the fact that the mention is a discourse-new,
while mention-mention links are coreference links (see figure 7.2). This interpretation of root-
mention links is guaranteed by BESTFIRST MST because no coreference path can be created
between a mention linked to the root and a previous mention. We give a sketch of proof for
this result: if such a path existed, the rightmost element (in the order of the text) of the set of
mentions occurring along the path would necessarily have two backward links, which is not
possible with the BESTFIRST strategy. By contrast, this kind of path is allowed in unrestricted
MST: imagine for instance that we have two mentions m1 and m2 and that the MST contains
the links (root,m2) and (m1,m2). We see that the semantics of "root-mention" links is not
preserved in that case.
Formally, for a given document with mentions {m1, . . . ,mn}, we consider a complete
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root
[Peter]m1
[he]m3
[him]m9
[his]m4
[His]m6
[John]m2
[His friend]m7
[the key]m5
[it]m8
Figure 7.2: A latent tree representing the coreference structure of the text in figure 7.1.
weighted undirected graph G = (V,E, ω), where V is the set of mentions plus an additional
root (ordered as root  m1  · · ·  mn), E all the pairs formed using V , ω : E → R a
weighting function decomposed as follows:ω(mi,mj) = ωc(mi,mj) 1 ≤ i, j ≤ nω(root,mj) = ωn(mj) 1 ≤ j ≤ n
where ωc : E → R quantifies the confidence that a pair is coreferent, and ωn : V → R the
confidence that a mention is discourse-new. We explain how to learn this weighting function
in section 7.3. We define Sbest(G) as the set of spanning trees on G such that every mention
can only have at most one link to a previous mention (or to the root). We want to compute the
following structure:
Tˆ = arg max
T∈Sbest(G)
∑
e∈ET
ω(e)
with ET the set of links of the spanning tree T . It is easy to see why it is a global decision,
that jointly incorporates coreference and anaphoricity, by decomposing the objective function
as: ∑
(m,m′)∈EcorefT
ωc(m,m′) +
∑
m∈V newT
ωn(m)
where EcorefT is the set of links (mi,mj) in tree T such that mi 6= root and V newT the set of
mentions mj such that there is a link (root,mj) in the tree.
Because we have restricted the shape of spanning trees, we can compute the argmax
easily by using a BESTFIRST strategy (see figure 7.3): for each mention, the backward edge
with the highest weight is selected, and links the mention either to a previous mention (i.e., it
is anaphoric) or to the root (i.e., it is discourse-new).
From a topological point of view, our tree is similar to the one used by Fernandes et al.
(2012). The difference is that they do not have weights on root-mention links (no global ana-
phoricity detection), and they compute the structure with Chu-Liu-Edmonds Algorithm (Chu
& Liu, 1965; Edmonds, 1965). However, as pointed out by Björkelund & Kuhn (2014), be-
cause MST is computed on an oriented graph with only backward edges, it is sufficient to use
a BESTFIRST strategy to build it.
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INPUT: G = (V,E, ω)
OUTPUT: BESTFIRST Spanning Tree T
1: ET = ∅
2: for j : 1 . . . N do
3: mbest = ∅; sbest = −∞
4: for i : 1 . . . j − 1 do
5: if ωc(mi,mj) > sbest then
6: mbest = mi; sbest = ωc(mi,mj)
7: end if
8: end for
9: if ωn(mj) > sbest then
10: mbest = root
11: end if
12: add link (mbest,mj) to ET
13: end for
Figure 7.3: Computing the coreference structure with the highest weight.
7.2.3 Constrained Structures
A way to integrate prior knowledge of the coreference structure is to use constraints on mention
pairs: we can add must-link (knowledge of a coreference link) and cannot-link (impossibility
of linking two mentions) constraints in the computation of the spanning tree. These constraints
can be generated by finding patterns in the text using accurate rules (see section 7.4 for details).
In this case, the BESTFIRST strategy only creates a backward link for mentions that do not
appear at the right position of a must-link, and backward links are selected among those which
are not cannot-links.
7.3 Learning Latent Structures
In this section, we explain how ωc and ωn are learned from data. We formulate the problem of
learning coreference partitioning and anaphoricity dectection as a joint structured classification
problem, following previous recent approaches (Yu & Joachims, 2009; Fernandes et al., 2012;
Chang et al., 2013; Björkelund & Kuhn, 2014).
7.3.1 Structured Learning
In this formulation, the learning algorithm observes a set of examples (i.e., annotated docu-
ments of the training set) T = {(xi,yi)}Ti=1, where xi is an instance from a structured input
space X (the space of documents) and yi is a structured label from an output space Y whose
size is typically exponential in the size of xi. Suppose we have at hand a joint feature map
Φ : X ×Y → H, whereH is a Hilbert space with inner product 〈·, ·〉. We additionally assume
thatH = Hc⊕Hn and that the subspaces are equipped with their own inner products 〈·, ·〉c and
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〈·, ·〉n induced from 〈·, ·〉. Now, given a document x with n mentions m1, . . . ,mn, we create
a graph G with additional root as described in Section 7.2. Let y be a BESTFIRST MST on G
with coreference links Ecorefy and anaphoric mentions V
new
y . We restrict Φ to the following
decomposed form:
Φ(x,y) =
∑
(m,m′)∈Ecorefy
φc(x,m,m′) +
∑
m∈V newy
φn(x,m)
where φc(x,m,m′) (resp. φn(m)) is an embedding of the mention pair (m,m′) (resp. of
the mentions m) in Hc (resp. Hn), depending on information contained in document x (e.g.
a feature representation). To score the pair (x,y), we suppose we have at hand two weight
vectors wc ∈ Hc and wn ∈ Hn. The score associated to (x,y) is:
〈w,Φ(x,y)〉 =
∑
(m,m′)∈Ecorefy
〈wc, φc(x,m,m′)〉c
+
∑
m∈V newy
〈wn, φn(x,m)〉n
The relationship with the weighting function on G described in Section 7.2 is the following:
ωc(m,m′) = 〈wc, φc(x,m,m′)〉c and ωn(m) = 〈wn, φn(x,m)〉n. Predicting x’s BEST-
FIRST MST amounts to solving:
T (x) = arg max
T∈Sbest(G)
〈w,Φ(x,y)〉
Now, we must address the problem of learning relevant weights vectors wc and wn.
The problem is that we cannot directly observe gold BESTFIRST MST since we are only given
annotation describing the coreference partition of documents, and that there is no unique tree
corresponding to a given partition. Hence, we have to find a way to create targeted structures
from the clustering information. In the following, we address the problem in the structured
perceptron framework.
7.3.2 Latent Structure Perceptron-based Learning
For our purpose, we consider that Hc = Rm and Hn = Rp and we use the canonical dot
products. The goal of learning is to acquire the weight vectors wc ∈ Rm and wn ∈ Rp. We
estimate these parameters with the online perceptron algorithm presented in Figure 7.4.
This algorithm is only given a sequence {xi,Pi}Ti=1 of documents without their corres-
ponding spanning trees, but with information on the partition of their mentions. Most of the
time there are several possibilities for representing a partition by a tree, and we need to se-
lect one at each round. Starting from initial weight vectors w(0)c and w
(0)
n , it iterates N times
over the training examples, giving a total of N × T iterations. At each round i, a true tree is
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INPUT: Training data: T = {(xi,Pi}Ti=1
OUTPUT: Weight vectors wc and wn
1: w
(0)
c = 0;w(0)n = 0;vc = 0;vn = 0; i = 0
2: for n : 1..N do
3: for t : 1..T do
4: Compute true label ywi from Pi and (w
(i)
c ,w
(i)
n ):
ywi = arg max
y∈Y˜i
{ ∑
(m,m′)∈Ecorefy
〈wc, φc(x,m,m′)〉c + ∑
m∈V newy
〈wn, φn(x,m)〉n
}
5: Compute max-loss prediction y˜:
y˜ = arg max
y∈Y
{ ∑
(m,m′)∈Ecorefy
〈wc, φc(x,m,m′)〉c + ∑
m∈V newy
〈wn, φn(x,m)〉n +
l(y, ywi )
}
6: w
(i+1)
c = w(i)c +
∑
(m,m′)∈Ecoref
yw
i
φc(x,m,m′)− ∑
(m,m′)∈Ecorefy˜
φc(x,m,m′)
7: w
(i+1)
n = w(i)n +
∑
m∈V new
yw
i
φn(x,m)− ∑
m∈V newy˜
φn(x,m)
8: vc = vc +w(i+1)c
9: vn = vn +w(i+1)n
10: i = i+ 1
11: end for
12: end for
13: wc = vc(N×T ) ;wn =
vn
(N×T )
Figure 7.4: Structured perceptron learning algorithm with parameter averaging, in max-loss
mode for joint learning of coreference resolution and anaphoricity detection.
computed for document xi, and it plays the role of the gold label in structured learning. We
select the tree ywi with the best current weight which is compatible with the partition Pi (in
the algorithm, the set of those trees is denoted by Y˜i. This gold tree is easily computed by
removing non-coreferent edges from the complete graph according to the gold clustering, and
by applying the extended BESTFIRST strategy described in figure 7.3.
Next, we compute a predicted structure in max-loss mode (Crammer et al., 2006).2 This
corresponds to a trade-off between maximizing the weight of the predicted tree and finding a
tree “far from the true tree", according to a loss counting the number of edges the structures do
not have in common (the approach is similar to (Fernandes et al., 2012)). Again the predicted
tree is computed by modifying the weights of the graph (by just adding one to all links not
in the true tree), and applying the extended BESTFIRST. The weight vectors are updated by
the difference of true and max-loss predicted labels in a structured perceptron manner (the
difference is projected in Hc and Hn to update wc and wn respectively). The final weight
vector is obtained by averaging over the weight vectors compiled after each round. Weight
averaging is common in online learning for it helps reducing overfitting Freund & Schapire
(1999); Collins (2002).
2The more direct prediction-based (i.e., without loss) update always gave lower results in our development exper-
iments, so we do not detail this learning mode here.
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Now we see that coreference resolution and anaphoricity detection are learned both in
a jointly and globally manner: jointly because backward coreference links are in balance with
“anaphoricity links", and globally beacause the update is achieved on a tree representing the
complete coreference structure of the document.
7.3.3 Constrained Learning
As explained in Section 7.2, simple must-links and cannot-links rules can be applied before
using the learning model. Specifically, we remove cannot-links from the graph and add oblig-
atory edges to the tree and complete the tree by applying the BESTFIRST rule on mentions that
are not at the right hand position of a must-link and by avoiding removed links. This is done
both during training and inference.
7.4 Systems Description
7.4.1 Local vs. Structured models
Our different coreference systems are based on pairwise representation of mention pairs, mean-
ing we re-employ standard pairwise features. We define a baseline system, referred to as “local
model" which is a simple pairwise model trained using an averaged perceptron, and using a
BESTFIRST decoder (Ng & Cardie, 2002b; Bengtson & Roth, 2008). This model uses ana-
phoricity information in the form of a feature that corresponds to the output of an anaphoricity
mention classifier in a way similar to Bengtson & Roth (2008) and Durrett et al. (2013). This
model is also trained using the averaged perceptron.
We also define a joint local model JOINTBESTFIRST whose behavior is the same as
BESTFIRST with the difference that the root can be an antecedent (using two separates weight
vectors to represent coreference and anaphoricity). It is joint in that the decision of creating a
backward link is opposed to the decision of classifying the mention as discourse-new. But it is
still local because the model is updated for each mention of a document.
As opposed to these local models, we set up a “global model", which consists in learning
BESTFIRST MST structures with the algorithm given in Section 7.3, JOINTBESTFIRSTstruct.
We compare this model to its version without anaphoricity BESTFIRSTstruct (global corefer-
ence, but not joint). For the two global models, we also define additional constrained versions,
JOINTBESTFIRSTconstr and BESTFIRSTconstr.
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7.4.2 Pipeline vs. Joint models
We compare joint models to their pipeline equivalents by using a classifier of anaphoricity
upstream. PIPEBESTFIRST is the pipelined version of BESTFIRST: that is, backward links
are forbidden for mentions detected as discourse-new. Conversely, a mention that is classified
as anaphoric by the anaphoricity model must have a backward link (taking the one with the
highest score, even if negative). Similarly, we define pipeline versions of the structured models,
PIPEBESTFIRSTstruct and PIPEBESTFIRSTconstr.
7.4.3 Feature sets
Coreference Features Our system uses a classical set of features used for mention pair
classification (for more details see Bengtson & Roth (2008); Rahman & Ng (2011). These
include: grammatical types and subtypes, string and substring match, apposition and copula,
distance (number of separating mentions/sentences/words), gender and number match, syn-
onymy/hypernymy and animacy, family name (based on lists), named entity types, syntactic
features (gold parse), a morphological feature indicating if a verb is derived from a noun and
anaphoricity detection. In addition, we use products of the above features with grammatical
types, which we found to improve the results of all our models.
Anaphoricity Features For the anaphoricity classifier, we also re-use features proposed
in previous work (Ng & Cardie, 2002a; Ng, 2004b; Denis & Baldridge, 2008). These include:
number of words in the mention; binary features indicating if it is pronoun, speech pronoun,
reflexive pronoun, proper name, definite description, quantified description, possessive descrip-
tion or bare noun; the position in text; if the mention is embedded in another mention; if the
string/the head matches that of a preceding mention; if the mention is an apposition or acronym
of a preceding mention.
7.4.4 Constraints
We defined a rather small set of constraints, but sufficient to improve the performance of our
models. Our must-links are given, first, by our own implementation of sieve 1 of Lee et al.
(2011), which accurately matches patterns involving the speaker of sentences (e.g. He said: "I
believe you"), and second, by exact string matches of proper nouns. We also use several sets of
cannot-links, coming from number, gender, and (un)animated mismatches, as well as i-within-i
constraints.
In addition, in all our models (constrained or not), we systematically set cannot-links
between pronouns to make the BESTFIRST approach coherent with Ng & Cardie (2002b) (no
pronoun antecedent for pronouns).
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7.5 Experiments
In these experiments, our objective is to evaluate the improvement one can get with a joint
structured model over their pipelined and/or local counterparts, both from coreference resolu-
tion and anaphoricity detection perspectives.
7.5.1 Experimental setup
Data Our models are evaluated on the CoNLL-2012 Shared Task English corpus. We use
the official separation of documents in Train/Dev/Test data sets and we test our models in the
closed mode in which features can be built only from provided data (with the exception of two
additional sources: WordNet and Bergsma & Lin (2006)’s gender and number data).
We evaluate our models on the gold mentions, to avoid introducing noise from detected
mention and focus more on anaphoricity detection and coreference resolution. A full end-to-
end coreference resolution system might require additional work and heuristics to filter out
some mentions in order to build a robust coreference system.
Evaluation Our models are evaluated using the following three popular coreference resolu-
tion metrics: MUC (Vilain et al., 1995), B3 (Bagga & Baldwin, 1998a), and Entity-based CEAF
(or CEAFe) (Luo, 2005). Following Pradhan et al. (2012), we also report a global F1-score,
refered to as the CoNLL score, which corresponds to an unweighted average of the MUC, B3
and CEAFe F1 scores. Micro-averaging is used throughout when reporting our scores for entire
CoNLL-2012 dataset.
Settings All our models are (local or structured) linear models, learned with the averaged
perceptron algorithm with 30 iterations on the corpus (it is sufficient to obtain stable scores on
the Dev set). In structured learning, we used the max-loss learning mode, associated with the
tree loss defined in Section 7.3. Our baseline for anaphoricity detection is a simple averaged
perceptron.
7.5.2 Results and Discussion
Coreference resolution All the coreference results are reported in table 7.1. We observe
the following improvements: whether pipeline or joint, structured models perform better than
local models and constrained models better than unconstrained models.
Notice that the local pipelined model PIPEBESTFIRST slightly improves over the local
BESTFIRST (from 72.96 to 73.46), but its structured version PIPEBESTFIRSTstruct performs
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a little worse than BESTFIRSTstruct (from 75.07 down to 74.4), mostly due to precision losses
on MUC and B3 and a corresponding loss in recall on CEAFe. It is unclear whether these
differences are truly significant, but this might mean that deciding whether to use the pipeline
as a hard constraint or to only propagate anaphoricity values through a feature depends on the
coreference model we have chosen (whether it is local or global).
Turning to the joint models, let us first observe that JOINTBESTFIRST outperforms BE-
STFIRST by a little over one and a half CoNLL point (from 72.96 up to 74.5). The performance
gains come from large improvements in precision on MUC and B3 (and a corresponding im-
provement in recall on CEAFe). But the gains are much more significant with the structured
version JOINTBESTFIRSTstruct and the constrained version JOINTBESTFIRSTconstr: there,
the CoNLL score increases by more than 5 points, due to improvements of 3.5 in B3, and of
close to 11.8 in CEAFe. On all three metrics, the gains are found in both recall and precision.
Considering the nature of the CEAFe metric (calculated by finding the best matching between
system and gold clusters), these results suggest that entities are better segmented in our joint
models. Finally, our best model, JOINTBESTFIRSTconstr, obtains a CoNLL score of 81.97,
which is currently, up to our knowledge, the best achievement on gold mentions. By compar-
ison, Chang et al. (2013) obtained a maximum score of 77.43 as previous highest score.
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Anaphoricity detection We evaluate anaphoricity/discourse-new detection in the different
models as follows: after resolving jointly or not anaphoricity and coreference, we label the first
mention of each cluster as discourse new and all the rest as anaphoric and compare this with
the gold partition. Results are reported in table 7.2. Notice that we do not report anaphoricity
scores of pipeline models since they are exactly the same as the baseline local ananphoriciy
model.
Before discussing the results, let us point out that gold mentions contain 22.7% of
discourse-new mentions and 77.3% of discourse-old mentions. This distribution is biased to-
wards anaphoric mentions, presumably more so than if singleton entities had been annotated in
the CoNLL-2012 dataset.
Looking at table 7.2, we first observe that the two local models BESTFIRST and JOINT-
BESTFIRST have worse performance than the baseline anaphoricity model, and this even
though JOINTBESTFIRST obtains better coreference results than the pipeline version. This
suggests that anaphoricity should not be addressed locally without taking the whole context
of the document. Structured and constrained pipeline models BESTFIRSTstruct and BEST-
FIRSTconstr do not worsen anaphoricity detection quality after coreference resolution, but do
not improve it either (only minor increments are found).
On the contrary, joint models JOINTBESTFIRSTstruct and JOINTBESTFIRSTconstr show
a very significant improvement over the local anaphoricity model, especially on discourse-new
mentions. The accuracy achieved by the global joint model is very high compared to the
other configuration (i.e., 98.52), and we saw that it also resulted in strong improvements on
the coreference side. Overall, the large improvement in anaphoricity detection confirms that
coreference entities are much better segmented in our joint model. We finally notice that,
because of their deterministic aspect, the constraints of BESTFIRSTconstr and JOINTBEST-
FIRSTconstr slightly hinder the quality of anaphoricity detection compared to BESTFIRSTstruct
and JOINTBESTFIRSTstruct.
Discourse Old Discourse New overall
P R F1 P R F1 accuracy
Baseline
local anaphoricity model 93.18 94 93.59 79.37 77.04 78.19 90.09
Local Models
BESTFIRST 96.42 82.78 89.08 60.97 89.75 72.61 84.39
JOINTBESTFIRST 99.8 83.48 90.92 64.34 99.45 78.13 87.16
Strutured Models
BESTFIRSTstruct 93.91 93.52 93.71 78.66 79.76 79.21 90.34
JOINTBESTFIRSTstruct 99.66 98.41 99.03 94.91 98.87 96.85 98.52
Constrained Models
BESTFIRSTconstr 94.21 93.13 93.67 77.93 80.91 79.39 90.31
JOINTBESTFIRSTconstr 99.45 97.95 98.7 93.5 98.19 95.79 98.01
Table 7.2: Anaphoricity detection on CoNLL-2012 Test Set English (gold mentions).
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7.6 Related Work
A more complete review of the state of the art in coreference resolution was given in chapter 4.
We detail here some aspects that are directly related to the work we present in this chapter.
7.6.1 Latent tree coreference models
The joint structured approach presented in this chapter directly extends recent work on lat-
ent tree structured models (Fernandes et al., 2012; Chang et al., 2013; Yu & Joachims, 2009;
Björkelund & Kuhn, 2014). Given that it is difficult to globally optimize a clustering met-
ric, these approaches instead optimize over the latent tree structures that represent the most
informative links in the clusters. If these structures are very similar to those we use, they do
not include anaphoricity information nor are used to jointly learn anaphoricity dectection and
coreference resolution
This type of approaches breaks away from the standard mention-pair models (Soon et al.,
2001; Ng & Cardie, 2002b; Bengtson & Roth, 2008; Stoyanov et al., 2010a; Björkelund &
Farkas, 2012) and so-called ranking models (Denis & Baldridge, 2008; Rahman & Ng, 2011).
Other structured output models to coreference include correlation clustering Finley & Joachims
(2005) as well as various probabilistic graphical model-based approaches McCallum & Well-
ner (2004); Culotta et al. (2007). These learning models are more complex in that they also
attempt to enforce transitivity. Other transitivity enforcing models use Integer Programming-
based Klenner (2007); Denis & Baldridge (2009). Due to their much higher complexity, these
global decoding schemes are used in combination with locally-trained models. Coreference
resolution has also been framed as a (hyper)graph-cut problem Nicolae & Nicolae (2006); Cai
& Strube (2010a). Several other models have attempted to break away from the mention pair
representation altogether, trying to model cluster-mention or cluster-cluster relations Luo et al.
(2004); Haghighi & Klein (2010); Rahman & Ng (2011); Stoyanov & Eisner (2012).
7.6.2 Anaphoricity detection
A number of previous work has attempted to model anaphoricity detection, and to combine it
with coreference resolution.
Ng & Cardie (2002a) empirically show that the pipeline setting typically induces drops
in coreference performance. Ng (2004b) shows that one can get improvement on coreference
resolution, but this requires careful tuning of the anaphoricity classification threshold. Denis &
Baldridge (2008) uses an anaphoricity classifier combined with a mention ranking model.
Previous joint approaches using ILP Denis & Baldridge (2007) or Markov Logic Net-
120 7.7. CONCLUSION AND PERSPECTIVES
work Poon & Domingos (2008) (or more recently Bögel & Frank (2013)) have the drawback
of formulating a problem which is NP-complete, and may be very time consuming. Rahman
& Ng (2011) propose a local joint approach using ranking to decide whether a mention is
discourse-new or linked to a previous entity.
Finally, we can find in Bengtson & Roth (2008) and Durrett et al. (2013) models that use
anaphoricity as a feature in the coreference model.
7.7 Conclusion and Perspectives
We introducted a new model for jointly detecting anaphoricity and resolving coreference. Our
model is based on latent tree structures that are straightforward to compute on a weighted
graph. Our experiments on gold mentions show that both anaphoricity detection and corefer-
ence resolution are improved in the joint model compared to non-joint and pipeline models,
leading to results that are significantly higher than state-of-the-art. The best of our models is a
constrained version of the joint structured model and achieves a CoNLL score of 81.97 on gold
mentions which is to date, up to our knowledge, the best score achieved on gold mentions.
The next step is to integrate joint model in a robust end-to-end coreference system run-
ning on raw text, in order to evaluate its performance on detected mentions and find out whether
the improvements we obained here also apply in this more realistic setting. This work is carried
out in chapter 8.
Chapter 8
From plain text to clusters: the complete task of coreference
resolution
Considering the three previous chapters, we addressed our three objectives, that is to say: 1.
to improve feature representation of documents in linear models (see chapter 5), 2. to study
structured approaches to coreference resolution, processing information globally at the docu-
ment level (see Chapter 6), and 3. to define a joint approach to coreference anaphoricity, which
improves the accuracy on both tasks (see Chapter 7). For more stability and reproducibility of
the results, we evaluated our coreference resolver on gold mention on the CoNLL-2012 corpus
(gold mention are the annotated mentions and do not contain mentions without coreference
link). For our work to be exhaustive, we also need to see how the different components be-
have when inserted into an end-to-end architecture: such a system takes raw text in input and
outputs coreference partitions. The crucial question is now to know whether we still get the
improvements we got before in this more realistic conditions, and how our complete system
compares to the state of the art.
In previous chapters, we carried out our experiments on gold mentions in order to avoid
introducing too many parameters in the model and a bias due to system mentions. In this
chapter, we build a complete system that processes raw text and output coreference clusters.
Compared to the preliminary models tested on gold mentions, an important additional part in
the system is the mention dectection module, that is, the function that extracts mention spans
from raw text. The other module we include in the architecture is a little bit unconventional
for state-of-the-art systems: it is the singleton detector. The purpose of a singleton detector is
to reduce the clustering possibilities by isolating some clusters that contain only one mention
(or singletons), and letting the general coreference model processing the rest of the mentions.
If we suppose that the singleton detector is perfect, this amounts to using the model trained to
solve coreference on gold mentions (recall that gold mentions are mentions that have at least
one coreferent counterpart). The more singleton detection is accurate, the more our previous
experiments can be considered as “realistic”.
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8.1 Introduction
An end-to-end coreference resolver takes raw text in input and outputs clusters. Several in-
termediate processing steps can be inserted in between for characterizing the raw document
and extracting features for the coreference model: POS tagging, tokenizing, constituent and
dependency parsing, named entity recognition, morphological analysis or gender and number
tagging are useful information for the model. All this information can be employed to detect
coreference links, and it can be extracted with state-of-the-art tools (e.g. parsers). However all
this implies that the performance of a coreference resolver strongly depends on the quality of
this information. CoNLL-2011 and 2012 Shared Tasks (Pradhan et al., 2011, 2012) introduced
an annotated corpus containing all this pre-processed information so that all coreference re-
solvers can be compared on the same basis. But coreference annotations only include mentions
with coreference links and exclude so-called singletons. Consequently, there is still a task we
need to deal with: mention detection. Ideally, we would like to extract only the gold mentions,
but knowing if a mention is a singleton is a global information on the coreference structure of
the document. So we have to design a robust architecture that can be trained on a noisy set of
mentions.
This chapter is organized as follows: in section 8.2, we describe our module for detecting
mentions in raw text. In addition to this module, a singleton detector is studied in section 8.3.
We show that state-of-the-art singleton detection can be greatly improved with little effort by
modeling potential coreference links or potential anaphoricity of the mentions. These two
modules are then inserted into the complete architecture, which is described in section 8.4.
Learning issues are discussed in that section. Numerical results and comparison with state of
the art are achieved in section 8.5.
8.2 Detecting mentions
In chapters 5, 6 and 7, we carried out experiments on gold mentions, assuming that they were
given. An important step in building an end-to-end system is to select the set of mentions to
be clustered during coreference resolution. In other words, it is the problem of detecting or
extracting mentions from raw text. This step is crucial in a end-to-end coreference system, and
it can have a significant impact on the performance of coreference resolution.
8.2.1 Detection methods and metrics
Mention detection involves several issues: first, the question of what kinds of mentions to take
into account. All noun phrases are not necessarily mentions (for example, in “it is raining", it
is not referential), and conversely, some mentions are not necessarily NPs (for example a verb
in event coreference). Additionally, the annotation scheme can require to annotate elements of
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a copula as coreferent (e.g., “[he] is [the president of France]”) (muc, 1995) or to exclude
them (Pradhan et al., 2011, 2012). In practice, detecting mentions is not an obvious task and
is often achieved through a set of heuristic rules extracting mentions from the parse tree (Lee
et al., 2011; Fernandes et al., 2012; Lee et al., 2013). Moreover, the choice of detecting method
can have a significant impact on coreference resolvers: for instance, Kummerfeld et al. (2011)
reports significant performance improvement with a same coreference resolver but additional
filtering methods to “clean" detected mentions.
The second, more technical, problem we have when working on detected mentions is
the choice of metrics. Indeed, it is necessary to match gold annotations and output partitions
which are defined on a different set of mentions. Most metrics are not designed to work with
detected mentions and several modifications have been proposed to deal with the full task (Cai
& Strube, 2010b; Luo et al., 2014; Pradhan et al., 2014). In particular, Pradhan et al. (2014)
carried out a re-evaluation of all systems participating in CoNLL-2012 Shared Task, involving
some differences between new and original scores and ranking1.
For these reasons, we preferred to carry out our previous experiments on gold mentions,
so as to get rid of the uncertainty due to mention detection. In the present chapter, we extend
the architecture of our system to work on raw text, and thus include mention detection in the
evaluation.
8.2.2 A simple architecture for mention detection
We now describe the mention detection module we implemented and determine its quality
compared to annotated data.
The architecture of our mention detection system combine several ideas we can find in
the literature. The main idea is to start with the largest set of potential mentions and reduce it
be combining several accurate deterministic and statistical filters. Indeed, we need to get rid of
spurious mentions such as non-referential pronouns, or non annotated mentions (such as those
appearing in copula for CoNLL-2012 Shared Task Corpus). Our detection procedure is the
following:
1. LetM be the set of detected mentions. It is initially defined as the set of all NPs (noun
phrases), PRP$s (possessive pronouns) extracted from the parse tree, and named entities
which are included in larger NPs 2. This is basically the detection procedure applied by
Fernandes et al. (2012). This method has a large coverage on mentions, but introduces
many spurious mentions. If not combined with further filters (as in Fernandes et al.
(2012)), it can produce bad results.
1Hopefully, the top performers remained the same in the new ranking.
2Notice that here we do not extract verb mentions. Future work will include developing an accurate procedure for
detecting this kind of mentions.
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2. Only keep maximal NP projection inM: remove NPs included in larger NPs whenever
they have the same syntactic head (this step does not apply to named entities detected
above). This kind of rules is applied in Durrett & Klein (2013); Lee et al. (2011, 2013).
This first filter eliminates NPs that are very likely to be spurious mentions.
3. We next apply a set of heuristics, many of them inspired from Kummerfeld et al. (2011)
and Lee et al. (2013). Specifically, we remove fromM:
• Named entities tagged “PERCENT”, “MONEY”, “QUANTITY” or other than year
“CARDINAL”.
• Second parts of appositions (e.g. The president of the US, Barack Obama)3.
• Attributes signaled by copular verbs.
• Specific cases of you as in “you know” or “you can”.
• Quantified expressions: “all of us/you/them”, “both of [...]”, “some of [...]”, “many
of [...]”.
• Non words like “mm”, “hmm”, “ahem”, “um”.
4. Remove non referential pronouns it fromM. This step is more complicated, Lee et al.
(2013) use a set of patterns on dependency parse tree to remove non-referential it. In our
system we use the statistical model developed by Bergsma & Yarowsky (2011), which
outperforms previous models.
We can roughly evaluate the quality of our filters: on the development set, where 17,804
gold mentions are annotated (recall that only mentions with at least one coreference link are
annotated) we apply the detection procedure and get 39,853 mentions. We only count 361 gold
mentions rejected by the filters, and 22,049 detected mentions that have no coreference link.
So the ratio of gold mentions over detected mentions is about 43.77%, which means that we
are a bit far from being in the same conditions as working on gold mentions.
In fact, once the set of detected mentions is determined, there are still mentions that
are likely to be alone in their coreference clusters, which can be detected by examining their
context. That means that we can reduce further the set on mentions on which the coreference
resolver will operate. This latter procedure is explained in Section 8.3 below.
3Though this filter can seem unnecessary because of the previous rule, in practice it can eliminate NPs that were
not because of head detection errors.
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8.3 Eliminating singletons
We evaluated our models on gold mentions in Chapters 5, 6 and 7. The choice in CoNLL-
2011 and 2012 was to not include mentions without coreference link in the gold. Trying to
eliminate these mentions from the set of detected mentions is thus a natural procedure. This is
not only justified by the evaluation protocol we chose, but empirically motivated by the shape
of coreference partitions.
In a document, clusters coreferring mentions have various sizes. A typical distribution
emerges from empirical observations: many mentions do not corefer with others and there
are very few entities. In fact, the distribution of entity sizes roughly looks like a power law.
Màrquez et al. (2013) observe that most clusters contain a single mention, and that generally
entities are small. Singletons (i.e., clusters of size one) are 62.88% of mentions and 86.25% of
entities on the data they study4. More importantly, as pointed out by Recasens et al. (2013),
clusters of size one (or singletons) account for half of the data: they report that 56% of clusters
are singletons in the CoNLL-2012 corpus development set5.
A clustering approach to coreference with a Dirichlet process prior that gives control
on the number of entities was proposed by Daumé III & Marcu (2005). We could extend
this approach by using Pitman-Yor processes (Pitman & Yor, 1997), which would allow us
to constraint the size of clusters and deal with this particular distribution of size. Another
idea would be to employ extended spectral graph cut algorithms such as the one proposed by
Zhou et al. (2014) to reproduce power laws. Nevertheless, in order to stay consistent with the
structured approach to coreference resolution, we will not go in this direction in this thesis.
Consequently, here we only focus on separating singletons from the rest of clusters. Put
differently, we want to detect mentions that have no coreference link with other mentions (we
will call both singleton the entity and the single mention it contains). As mentioned by Reca-
sens et al. (2013), this approach is justified empirically by the high proportion of singletons in
a text document, whatever the category of document. Thus detecting singletons can be seen as
a new task related to coreference resolution. It is not a preprocessing task because classifying
a mention as singleton is a global choice on the document, nor a consequence of coreference
resolution because some singletons are easy to detect. From the point of view of algorithmic
complexity, preprocessing the text by removing singletons accelerates resolvers having a quad-
ratic complexity (e.g. pair models), and even more complex combinatorial systems such as
resolution using ILP.
4The corpora used in this study comprise the English, Catalan, and Spanish data sets from the SemEval-2010 Task
1 on Multilingual Coreference Resolution (Recasens et al., 2010).
5To compute this, they consider the mention boundaries given in annotations as the set of mentions.
126 8.3. ELIMINATING SINGLETONS
8.3.1 A new coreference-related task
Based on the fact that many entities appear only once in a discourse, Recasens et al. (2013) in-
troduce this new coreference-related task of detecting singletons. Being able to predict whether
a mention is a singleton or not would help solving the coreference task on detected mentions,
but should be performed carefully because each singleton detected is a global choice on core-
ference partitioning. This task is thus formulated as a binary classification task, which is less
complex and can be addressed by simple models.
In the particular case of CoNLL-2011 and 2012 corpora, gold mentions are only men-
tions with at least one coreference link. Thus gold mentions exclude both singletons (i.e.,
mentions without coreference link) and spurious mentions (e.g., NP that are not referential).
In this case, the binary classification task is less “clean” in the sense that singletons are put
together with spurious mentions against gold mentions6.
A good handling of this task has been proposed by Recasens et al. (2013) to improve
coreference resolution: in a pipeline architecture, the singleton detector exclude some spurious
mentions and singletons so that the coreference resolver does less mistakes when clustering the
rest of the mentions. In their experiment, the resolver is Stanford’s multi-pass sieves resolver
(Lee et al., 2011), and improvement only appears when the binary classifier is set with a cer-
tain confident threshold to avoid removing too many non-singletons. The total improvement
reported is about 0.7% in CoNLL score.
8.3.2 Improving the base model
The features of the binary classifier defined by Recasens et al. (2013) are inspired from dis-
course theory (e.g. Grosz et al. (1995); Walker et al. (1998)): grammatical and semantic role
of the mention and morphosyntactic properties are taken into account.
In this subsection, we show that the model can be significantly improved with very little
effort. In fact, we just have to notice that singleton detection intersects with other coreference
task: first (and obviously), with the task of detecting coreference links. Second, with anaphor-
icity detection. Indeed, if a mention is anaphoric (or discourse-old), it cannot be a singleton.
That being said, adding some coreference link detection features, and anaphoricity fea-
tures might help the model detects non-singleton mentions. Because the task is binary, improv-
ing the accuracy on one category would have a direct impact on the accuracy on the other one.
We define a binary classifier with the same base features as Recasens et al. (2013), and employ
the following additional features:
• Base features: internal morphosyntactic (grammatical type, animacy, person, number,
6Indeed, Recasens et al. (2013) consider as singletons all NPs which are not gold mentions.
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Model
Singleton Coreferent
P R F1 P R F1
Base model 79.57 81.72 80.63 76.23 71.39 73.73
Additional features
83.97 86.61 85.27 82.23 77.79 79.47
(single model)
Additional features
83.83 87.82 85.83 82.64 77.23 79.84
(one model per category)
Table 8.1: Singleton detection (logistic regression), on CoNLL-2012 English Dev.
indefinite, quantified, number of modifiers), grammatical role features (position in sen-
tence, syntactic links, in coordination) and semantic environment (negation, modality,
under attitude verb).
• Anaphoricity features: number of words, speech/reflexive pronoun, possessive descrip-
tion, bare noun, contains “of”, contains relative/wh- pronoun, position in sentence/text.
• Coreference features: only simple relation with other mentions (embedding, string
match, head match, apposition, acronym).
We reproduce the exact same experimental conditions as Recasens et al. (2013): the
classifier is a logistic regression model, trained on the CoNLL-2012 Train set by using all NPs
as mentions and gold mentions as non-singletons. The model is evaluated on the development
set. We additionally define two modes for training: in the first version, the classifier is trained
on all the corpus, in the second, one model is assigned to each category of document.
We only report here the score in “standard" threshold (50% in the logistic regression
model). The scores are precision, recall and F1-score for the two categories (singleton vs
coreferent). Overall results are reported in table 8.1. We can see that we almost reproduce the
same results as Recasens et al. (2013) with the base model, and that the additive set of features
provides a significant improvement of 5 points in F1-score for singletons and 6 points in F1-
scores for coreferents, which is more than we could expected a priori: the intuitions that using
features from similar task would help detecting singletons is confirmed here. Notice that the
classifiers trained per category performs slightly better than the single classifier7.
Now let us look and the detailed results per category for our best model (additional
features and training per category) are reported in table 8.2. It is noticeable that we get various
behaviors according to the category of document we work in. For example, the balance of
score is inverted between MZ (where the model tends to be good on singletons) and PT (where
it is better on coreferents). This suggests that the classification threshold should be adjusted,
carefully, per category. Indeed, one potential issue is that the singleton model may hurt the
coreference resolver by having too high a recall and too low precision. This would result in a
very mis-aligned set of system mentions compared to gold mentions.
7Having good accuracy in singleton detection makes the coreference experiments on gold mentions more realistic.
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Category
Singleton Coreferent
P R F1 P R F1
BC 81.01 82.03 81.52 78.68 77.52 78.1
BN 81.79 85.87 83.78 80.99 75.89 78.36
MZ 89.11 93.9 91.44 83.6 73.04 77.96
NW 86.51 89.0 87.74 74.99 70.38 72.61
PT 76.95 77.14 77.05 91.44 91.36 91.40
TC 74.44 84.98 79.36 88.83 80.36 84.38
WB 81.37 91.49 86.13 85.22 70.09 76.91
Table 8.2: Singleton detection (logistic regression), results by category, CoNLL-2012 English
Dev.
8.4 Building the end-to-end resolver
Having defined our mention detection module and the singleton classifier, we should be able
to set up our full architecture now. In this section we detail the complete end-to-end corefer-
ence resolver, reading raw text and building mention partitions. We integrate all previously
detailed modules along with a pre-processing NLP module to define the complete architecture.
Since we rely to a machine learning approach, model traning issues are discussed and potential
bottleneck identified.
8.4.1 Pre-processing raw text
The end-to-end system takes raw text in input (in our case, English). Documents are pre-
processed i.e., parsed and tagged. The corpus delivered by CoNLL-2011 and 2012 Shared
Tasks are already preprocessed in order to not have a bias due to the quality of parsing or
tagging in coreference evaluation. Specifically, the corpus provides:
• Part of speech tags: these come along tokenization of the text.
• Syntactic parsing: this part is essential for extracting mentions, as we essentially work
on NPs.
• Lemma for each token.
• Word sense: word sense disambiguation can help solving coreference in some cases
(e.g., a bass as a guitar or a fish)
• Speaker information (when relevant): this information is particularly important in dia-
logs where the speaker uses the “I” pronoun.
• Named entity tags: can help extracting mentions, and adding constrains on coreference
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links (e.g., personal pronouns can corefer with PERSON but not LOCATION).
• Predicate-arguments tags: role information can be employed in features to model a kind
of focus (implying that some antecedents are less “accessible” than others for a given
anaphora).
In addition, gender and number data extracted by Bergsma & Lin (2006) is authorized in
closed track evaluation. Gender and number have critical importance in coreference resolution
as they provide highly relevant information for constraining coreference links. Apart from all
the features described above, document category is implicitly given (this is relevant to mention
it as soon as we train models by category of documents).
Though all this information would be computed by a state-of-the-art NLP preprocessing
module (except the speaker information, which might be harder to infer from text) in a com-
plete system, in order to give results consistent with those of the campaign, our pre-processing
module is implicit in our experiment, that is to say we use the information provided by the
corpus. Indeed, it becomes more difficult to compare systems if their quality also depends on
the quality of the parser or tagger that was employed.
8.4.2 The complete architecture
The next step, once the processing is done, is to detect mentions. As detailed in section 8.2
above, this procedure uses information built by the preprocessing module (in particular, NP
and named entity spans are used to identify mentions). Once extracted, we reduce the set of
mentions by eliminating singletons in order to process data set as close as possible to gold
mentions. The last step of the architecture is of course the coreference resolver itself, using
one of the models we designed in the previous chapters. The complete pipeline is depicted in
figure 8.1.
Depending on if we use a joint model or not, anaphoricity and coreference resolution
can be separated. If they are, the pipeline is extended by two separate modules are illustrated in
figure 8.1. The architecture is now complete, but we still need to discuss some model learning
issues.
8.4.3 Learning with detected mentions
Only having access to gold mentions in the annotated corpus is not only a matter of how to
evaluate coreference resolver. It also implies that we need to adapt the learning procedure of
our models. Indeed, the mention detector and the singleton model are not perfect and con-
sequently the coreference model has to deal with non-singleton or spurious mentions. In our
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Figure 8.1: End-to-end coreference resolution architecture
case, employing directly models learned on gold mention led to very poor results. It is better
for us to train the model on the mentions produced by our system.
Our resolver relies on three categories of model parameters for detecting singletons,
anaphoricity and coreference. Learning these parameters is a sensitive issue: the performance
and stability of the whole resolver will depend on the choices we will make here. We discuss
several possibilities below.
Training the singleton model The singleton detector is the first statistical model em-
ployed in the pipeline. Our preliminary experiment showing improvements of the base model
was carried out on all NPs. But in practice, because mention detection filters out many NPs, we
prefer to train the singleton model on detected mentions. In that case, the training set is defined
as the mentions detected on train documents, aligned with gold mentions. Put differently, our
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gold singletons are the mentions that have been extracted by our mention detector but which
are not annotated mentions. On the other hand gold coreference mentions those which have
been extracted but which are not gold mentions.
As mentioned in section 8.3, if we use a 50% threshold, the accuracy of the singleton
detector varies on the different document categories. A singleton which is not eliminated can
still be alone in its coreference cluster after coreference resolution but the inverse is not pos-
sible: a mention classified as singleton is eliminated from coreference resolution. It may then
better in this case to favor a balance towards precision for the singleton model, that is to say to
be more confident when eliminating singletons.
Training the coreference model The first question is whether we should train our core-
ference models on gold mentions or detected mentions. Detected mentions are usually a better
choice in an architecture without singleton elimination because the ratio of coreference links
over all possible links is even more smaller, and directly using a model trained on gold mention
may result in a to high recall of such links and very low precision.
Yet another problem arises: since we employ a singleton detector upstream, we should
take into account the fact that its output is different from detected mentions. If the singleton
model was perfect, we could directly use the parameters learned on gold mentions. However,
we are not close enough to filter out all singletons, and the performance collapse completely
if we use a model trained on gold mentions. We observed a certain stability of the singleton
detector as it does not overfit training data, and gives accuracy results of about the same order
as if we evaluate it on the training set or the development set. We thus use the output of the
singleton model on the training set, and align it with gold annotations (i.e. we take the union
of gold and detected mentions) to learn the coreference model.
Moreover, as discussed in Durrett & Klein (2013), adding undetected gold mentions in
the coreference train set can improve the accuracy of a coreference resolver. We observed
the same phenomenon with our coreference models, and consequently added undetected (or
filtered out) gold mentions to the training set.
Training an anaphoricity detector If we do not use the joint model for anaphoricity and
coreference, we need to specify the training set for an anaphoricity model. Theoretically, the
anaphoricity model processes all mentions, and thus should be trained on detected mentions.
However the singleton models also eliminates spurious mentions, and we found that the ana-
phoricity model performed better when trained after singleton elimination. Finally, to avoid
introducing discrepancies between training sets, we employ the same mentions as for training
the coreference model.
The training sets are now properly defined for our architecture. For training structured
coreference models, we employ the perceptron learning algorithms described in section 6.3
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(Chapter 6) and section 7.3 (Chapter 7). To optimize our singleton model thresholds, we try a
range of values and select the best by trying to maximize the CoNLL score on the development
set.
8.4.4 System description
The configurations we test in this chapter are defined as follows: the three first modules in the
architecture (pre-processing, mention detection, singleton elimination) remain the same, and
we plug in coreference models defined in the two previous chapters.
Recall that empirical evidence in 6 suggests that latent trees computed in a best-first
fashion provide better models than, for instance, MST latent trees. In Chapter 7, we showed
that structured models performed better that pipeline models. We restrain a bit the set of models
we test here, but still make distinctions between local (i.e., pairwise), structured (using latent
trees) and constrained (structured with must-link and cannot-link constraints) models.
Specifically, our baseline is the simple BESTFIRST pairwise model. JOINTBESTFIRST
is the pairewise model addressing both coreference and anaphoricity for each mention. BE-
STFIRSTstruct and JOINTBESTFIRSTstruct are their structured versions, and BESTFIRSTconstr
and JOINTBESTFIRSTconstr are their (structured) constrained versions.
Coreference Features We use the same common features as listed in Bengtson & Roth
(2008); Rahman & Ng (2011): grammatical types and subtypes, string and substring match,
apposition and copula, distance (number of separating mentions/sentences/words), gender and
number match, synonymy/hypernymy and animacy, family name (based on lists), named entity
types, syntactic features.
Anaphoricity Features Anaphoricity features are the same as in Chapter 7: number of
words in the mention; binary features indicating if it is pronoun, speech pronoun, reflexive
pronoun, proper name, definite description, quantified description, possessive description or
bare noun; the position in text; if the mention is embedded in another mention; if the string/the
head matches that of a preceding mention; if the mention is an apposition or acronym of a
preceding mention (see Ng & Cardie (2002a); Ng (2004b); Denis & Baldridge (2008)).
Constraints We use the same constraints as in the previous chapter. Namely, must-links
and cannot-links from sieve 1 of Lee et al. (2011), and additional cannot-links, using num-
ber, gender, and (un)animated mismatches, as well as i-within-i constraints. We add additional
cannot-link constraints from the “statistical sieve” designed by Chen & Ng (2012), which con-
sists in taking the full strings of mentions, and eliminating the pairs that are frequently not
coreferent in the training data.
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8.5 Experiments
In these experiments, our objective is to evaluate our coreference models when inserted in an
end-to-end architecture. If mention detection and singleton classification was perfect, then
our system would reproduce exactly the results we got on gold mentions. In other words, a
potential bottleneck in our architecture can be one of these two modules.
Data As before, the models are evaluated on the CoNLL-2012 Shared Task English corpus,
using “auto” preprocessing provided in the corpus. Additional information from wordNet and
Bergsma & Lin (2006)’s gender and number database is used.
This time, we evaluate our models on the detected mentions. Considering the good
scores we reported in Chapter 7, the focus is now to find out:
1. Whether the improvements we got on gold mentions with joint/structured/constrained
transpose to detected mentions.
2. How our best model is ranked on detected mentions (in the new ranking provided by
Pradhan et al. (2014)).
3. If there is a bottleneck in our architecture.
Evaluation We evaluate the models using the following three coreference resolution met-
rics: MUC Vilain et al. (1995), B3 Bagga & Baldwin (1998a), and Entity-based CEAF (or
CEAFe) Luo (2005). We also report the CoNLL score (the unweighted average of the MUC,
B3 and CEAFe F1 scores). We employ the extended versions of the metrics defined in Pra-
dhan et al. (2014) to deal with non-aligned partitions. Scores are aggregated by using micro-
averaging, and before evaluating a partition against gold annotations, we remove singletons
(either detected by the singleton model or isolated by the coreference model).
Settings All our coreference models are linear models, learned with the averaged perceptron
algorithm (or its structured version) with 30 iterations on the training set which is enough to get
stable scores. When learning structures, we use the max-loss learning mode, combined with
the tree loss defined in Section 7.3 (Chapter 7).
The singleton model is the logistic regression model we evaluated before. We adjust its
threshold for each category to optimize the CoNLL score obtained by the complete pipeline.
This procedure is achieved on the development set.
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8.5.1 Results and Discussion
Coreference resolution We report the final coreference results in Table 8.3. Compared
to the figures in Chapter 7, the increments we get with more complex models are still here,
but on a smaller scale. We obtain an improvement of 3 points in CoNLL score from the base
model the joint and constrained structured model JOINTBESTFIRSTconstr . If we compare to
the score obtained by JOINTBESTFIRSTstruct, we see that most of the improvement is due to
the use of structure learning and joint resolution of coreference and anaphoricity.
The gain in joint resolution is more important on structured models (BESTFIRSTstruct
vs JOINTBESTFIRSTstruct) than on pair models (BESTFIRST vs. JOINTBESTFIRST), which
was also the case on gold mentions. Joint resolution of coreference and anaphoricity seems
more beneficial when the whole (latent) structure of clusters is learned.
Our best model has a better balance in precision and recall than the base model, which
tends to produce more fragmented partitions. Compared to the new ranking of the systems
participating in CoNLL-2012 Shared Task (Pradhan et al., 2014), our system would be ranked
second with a score of 57.85. In that ranking, the first system (Fernandes et al., 2012) obtains
60.7 and the second (Martschat et al., 2012) 57.7. Other recents models (Björkelund & Kuhn,
2014; Durrett & Klein, 2013; Chang et al., 2013) obtained scores of about the same order8 as
(Fernandes et al., 2012).
As a result, even though our best model outperformed the existing on gold mentions,
our end-to-end system is competitive with existing systems, but a bit below state of the art. A
possible explanation for this is the difficult interaction between mention detection, singleton
elimination and coreference resolution. Indeed, as we mentioned before, the first two modules
in our system are the potential bottleneck. In practice our coreference models had a noticeable
sensitivity to the threshold used in the singleton model. Additionally, as it is described above,
the training scheme is also a bit complex and might not be optimal compared to the simple
procedure we had on gold mentions.
When carrying out error analysis, we observed that many errors were due to the inclu-
sion of non gold mentions in the clusters. The models tend to create clusters with mentions
considered as singletons in the gold annotations. Because our detection module is one of the
most restricted in terms of filters compared to existing systems, our investigation should be dir-
ected towards the interaction between the singleton model and the coreference models. When
increasing the acceptance threshold too much, the singleton model starts to eliminate gold men-
tions and coreference results are rapidly hampered. On the other hand, if the threshold is too
low, output partitions contain many “gold singletons” (i.e., mentions not in gold annotations)
within larger clusters.
8One should be careful with the numbers given in the corresponding articles, because some were computed with
the deprecated scoring method.
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As a short conclusion of these experiments, the quality of the constrained and structured
model (addressing anaphoricity and coreference jointly – JOINTBESTFIRSTconstr) is now con-
firmed on gold mentions.
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Mention detection One measure worth examining when evaluating a coreference resolver
on system mention is the precision/recall of mention detection. However, because CoNLL cor-
pus only contains gold mentions, singletons are not taken into account in the computation: pre-
cision and recall are calculated after coreference resolution and on gold mentions. To compute
the score, system singletons are removed from the partition before comparing with annotations.
We can be a bit skeptical about the usefulness of this measure for several reasons:
1. The score is sensitive to the coreference model we use.
2. It is possible not to count a spurious mention as an error in precision if it classified in a
singleton (and thus eliminated) after resolution.
3. Singletons are not counted in the recall.
Despite these problems (all due to singletons not being annotated in gold), this biased preci-
sion/recall measure gives an idea of how the system behaves, and how good it is at extracting
mentions. Our results are given in Table 8.4
Mention Detection
P R F1
Local Models
BESTFIRST 87.04 63.98 73.75
JOINTBESTFIRST 87.65 65.13 74.73
Structured Models
BESTFIRSTstruct 83.57 67.24 74.52
JOINTBESTFIRSTstruct 84.64 68.46 75.7
Constrainted Models
BESTFIRSTconstr 76.49 73.59 75.01
JOINTBESTFIRSTconstr 78.51 74.68 76.55
Table 8.4: Mention detection on CoNLL-2012 Test Set English.
Singleton elimination Finally, the last thing we need to look at is the scores obtained by
our singleton classifier on detected mentions (recall that we evaluated the singleton model on
all NPs). Because the threshold of the model has been adjusted for each category and with each
combination with a coreference model, the results we give in Table 8.5 are only informative on
the performance of singleton elimination.
Compared to the experiments on NPs, singleton elimination on detected mentions has
a better precision on coreferring mentions. This is bit expected since NPs subsum detected
mentions and the ratio of spurious mentions or singletons over coreferring mentions is greater.
We cannot make any other comparison with state of the art as soon as the task of detecting
singletons is new and a bit marginal in coreference resolution. In our experiments, the singleton
model was an essential part which helped coreference models to be more accurate. In fact our
coreference models lose about 4 CoNLL points if we do not use the singleton model.
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Category
Singleton Coreferent
P R F1 P R F1
BC 83.23 79.48 81.31 78.87 82.71 80.75
BN 84.10 84.54 84.32 80.83 80.31 80.57
MZ 89.72 92.72 91.19 82.18 75.97 78.95
NW 88.07 88.30 88.18 76.07 75.66 75.86
PT 77.62 77.00 77.31 91.16 91.43 91.30
TC 77.77 80.12 78.92 87.47 85.84 86.65
WB 82.60 89.35 85.84 83.51 74.13 78.54
overall 85.20 85.94 85.57 82.19 81.29 81.73
Table 8.5: Singleton elimination on CoNLL-2012 Test Set English.
8.6 Conlusion and outlooks
In this chapter, we designed an end-to-end coreference resolver, by adding two modules to the
architecture we had in the previous chapters: mention detection and singleton elimination. Our
mention detector was inspired from previous work and consists in a series of filters to remove
NPs from detected mentions. Our singleton classifier is an improvement over the one intro-
duced by Recasens et al. (2013): it is superior by more than 5 points of F1 score, just because
we model potential coreference links and anaphoricity in the features. Singleton elimination is
an essential part of our architecture.
When testing our coreference models defined in Chapter 7, we observed that structured
learning provided improvements over pairwise models, and more importantly that our joint and
constrained model also provided an improvement over existing latent trees models in the case
of detected mentions. Our system achieves honorable results on CoNLL-2012: it would have
been ranked second with 57.85 of CoNLL score. Nonetheless, improvement is still needed to
reach the quality of the best current systems.
The weak side of our architecture lies in the learning procedure on detected mentions,
and the interface between the singleton and the coreference models. One idea to overcome
the difficulties that our architecture encounters when training the models would be to get more
interaction between singleton and coreference in a single joint model. The model would be
joint for singletons, anaphoricity and coreference. A direct way to implement that would be
to use an ILP formulation of the problem or a backtracking algorithm, but we would lose the
gain in complexity we have when using sparse tree structures. We thus need to develop both a
well-suited structure and algorithm to address the three tasks jointly.
Besides, it is noticeable that we use quite simple learning models when relying on struc-
tured perceptrons for learning. Most of the gains were due to structural improvement, features
and constraints. Now there is still room for model improvement on the learning side, in par-
ticular using non linear methods (e.g., structural SVM (Yu & Joachims, 2009)), large margin
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method (e.g. structured PA/CW or AROW – see Chapter 3).
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Chapter 9
Summary
In this thesis, we designed structured models for resolving coreference. Our main objective was
to define a resolver that would process documents globally, achieving both coreference resolu-
tion and other related tasks, while having an acceptable sub-quadratic algorithimical complex-
ity. To fulfill this objective, we defined three lines of research:
1. We improved the way features are used in linear models. In particular, we defined
a method for improving pairwise linear models by building optimal hierarchies (see
chapter 5). These hierarchies separate various kinds of pairs into disjoint feature spaces
to avoid too different pairs to “overlap" during learning. Though a bit theoretical at first
glance, this method is an extension of previous models separating different kinds of ana-
phora. We identified an elementary hierarchy (separation of mention pairs according
to the grammatical type of each side of the pair) that provides a significant gain both
on pairwise models and structured models. Indeed, our structured models employ this
separation (see chapters 6, 7 and 8).
2. The second line of work consisted in finding a good structure for representing the core-
ference structure of a document and, more importantly, well suited to learning. We car-
ried out detailed experiments in chapter 6, which identify a certain class of latent trees
(computed by a best-first strategy) as a good structure for learning partitions globally.
Surprisingly, maximum spanning tree, which have a better expressiveness in terms of
possible structures do not perform better. Additionally, tree structures appear to be more
suited to learning than denser graphs.
3. Finally, our last purpose was to modify the structured employed to represent coreference
partitions in order to use additional information from coreference-related tasks. In par-
ticular, we designed a specific latent tree representation of both coreference clusters and
anaphoricity of mentions. This allowed us to design an efficient model for solving these
tasks. The model was further boosted by deterministic constraints allowing to capture
more coreference links in a document. Up to our knowledge, our best model achieves
the current best CoNLL score of 81.97 on gold mentions (see chapter 7) and is ranked
just above the second system in the CoNLL-2012 Shared Task (see chapter 8).
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When designing our end-to-end system, we addressed the problem of eliminating singletons
(i.e., mentions without coreferring counterparts in the document). We improved state of the
art significantly by modeling potential coreference links and anaphoricity in the features of
our classifier. Singleton elimination guides the coreference model downstream but involves a
rather complicated learning procedure for all the models. There is also a noticeable sensitivity
of the whole architecture to the classification threshold of the singleton model.
In the future, as we did for anaphoricity, we plan to integrate singleton modeling into
the latent structure representing coreference. It would simplify greatly both the architecture of
the end-to-end system, and the learning procedure. Moreover, a joint resolution of coreference,
anaphoricity and singletons might also benefit the three tasks. Apart from that, another way to
improve our models would be to employ more advanced statistical learning methods such as
large margin or kernel methods. Since the gains we had before were mostly due to structural
redefinition or improvement, there are good odds to get more accurate models just by innovat-
ing on this technical side. Other possibilities are to employ different loss than the simple one
we used for structured learning, for instance by penalized the links according to the type of
the mentions. Learning can be achieved differently with partial early updates and with more
refined structures to model different types of coreference interactions.
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