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ABSTRACT 
In this thesis we develop diagnostic measures to identify influential observa-
tions in the estimation of polyserial correlation. The polyserial correlation is the 
correlation between a latent continuous variable (Y) and an observable continu-
ous variable (X). The latent variable underlies a variable (Z), which is observed 
in polytomous form. The polyserial correlation is estimated with the maximum 
likelihood approach and the estimator is developed based on an assumption that 
the joint distribution of the variables, X and Y, is multivariate normal. Various 
statistical tools, such as the Cook's distance, case-deletion and local influence 
approach, have been proposed to study outliers and influence of individual ob-
servations in different statistical models. We utilize the existing tools to develop 
measures to detect the influential observations in maximum likelihood estimation 
of polyserial correlation. 
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Chapter 1 
Introduction 
There are many examples in behavioral and social studies, psychology (Lazarsfeld, 
1959; Load & Novick, 1968), econometrics (Nerlove & Press, 1973; Schmidt & 
Strauss, 1975) and biometrics (Ashford & Sowden, 1970; Finney, 1971) for which 
investigators often come across with measurements that are coded in dichotomous 
or polytomous form. Typical examples of such measurements are the attitude 
items, performance items and satisfaction items which are coded in Likert scale: 
(a) Strongly Disagree, (b) Disagree, (c) Neutral, (d) Agree, (e) Strongly Agree. 
It is assumed that the observed dichotomous or polytomous variable has been 
derived from an underlying continuous random variable which is divided with 
the thresholds. Meanwhile, other measurements are obtained in continuous form 
such as height and time period items. For a deeply study and analysis, it is often 
neccessary and interesting to exploit such situation in more details. Polyserial 
1 
correlation is one of the important parameters to be investigated. 
Let Y be an underlying continuous random variable with a series of thresholds 
a , Z be an observed discrete variable in polytomous form, and the relation of Z 
and Y is given by 
Z = 1 if —oo = Oil <Y < a2 
Z = 2 if a2 < y < as 
： (1-1) 
Z = t if c^t < y < c^ t+i = oo. 
Let X represent another observed continuous variable. Polyserial correlation 
is the correlation between the observed continuous variable X with the latent 
(unobserved) continuous variable Y, where the latent variable underlies a variable 
Z that is observed in polytomous form. 
Assuming the latent variable is normally distributed and when Z is dichoto-
mous, the maximum likelihood estimation of the correlation between X and Y 
has been studied by Tate (1955). Tate's work has been generalized by Hannan 
and Tate (1965). Hannan and Tate obtained the maximum likelihood estimates 
of the correlation, thresholds and the standard error estimates for the biserial 
case when X is a random vector. Cox (1974) generalized Tate's work for a uni-
variate X by treating Z as a polytomous observed variable and obtained the 
maximum likelihood estimates of the parameters in the model via the scoring 
2 
algorithm. Olsson, Drasgow and Dorans (1982) studied the polyserial correlation 
coefficient by comparing the ML estimator with a two-step estimator and with a 
simple ad hoc estimator. Lee and Poon (1986) provide a method for estimating 
the parameters of a model, under the normality assumption, in which X is an 
observable random vector and Z is an observable ordinal polytomous variable 
in a more generalized context. The parameters estimated in the model contain 
the mean vector, covariance matrix of X , the thresholds and the polyserial cor-
relations between X and Y. Based on values of Y and the thresholds, Poon 
and Lee (1987) generalized the model to the situation where Z is an observable 
polytomous random vector. 
In this paper we propose a method to develop measures for detecting influen-
tial observation in the estimation of polyserial correlation. 
There are two major paradigms in influential analysis literature: the deletion 
approach and the local influence approach. The deletion approach assesses the 
effect of dropping a case on a chosen quantity and a typical disgnostic measure 
is the Cook's distance (Cook, 1977). The concept of Cook's distance was first 
introduced in the context of the linear regression model and was subsequently 
generalized to other statistical models (see McCullagh & Nelder, 1983; Bruce 
& Martin, 1989). While this kind of intuitively convincing measures becomes 
very popular in influnce analysis, it is also well known that such measures are 
vulnerable to masking effects that arise in the presence of several unusual ob-
3 
servations. Diagnostic measures derived from deleting a group of cases are also 
well documented in the literature but their practicability is in doubt because of 
combinatorial and computational problems. 
On the other hand, the local influence approach is an unified approach pro-
posed by Cook (1986) for assessing the influence of local departures from the as-
sumptions underlying a statistical model. Using different perturbation schemes, 
the approach has been applied successfully in various analyses. Such perturba-
tions can apply to model assumptions, to data values and to case weights. 
The essential idea of the approach is to assess the behavior of the likelihood 
displacement obtained from a relevant perturbation. Ideally, we would like to 
have the complete influence graph of the likelihood displacement, but this is only 
possible in very simple situations. Cook (1986) pointed out that the normal cur-
vature Ci along a direction I, where I'l = 1, at the critical point of the influence 
graph of the displacement function carries important information for diagnostics. 
In particular, the direction 1憲工 corresponding to the maximum of Q's is the most 
useful quantity to assess influence. The group of perturbation parameters that 
possess large magnitudes in 1觀工 exhibit strong joint influence. The method is 
powerful because it is relatively simple to use. It utilizes certain ideas from differ-
ential geometry to assess the behaviour of the likelihood displacement function. 
Moreover, the conformal normal curvature Bi (Poon k Poon, 1999) transforms 
the normal curvature onto the unit interval and has been demonstrated by Poon 
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& Poon (1999) as another effective influence measure. 
Typical examples of the local influence approach are the applications of the 
approach to the diagnostics and influence analyses in mixed model analysis of 
variance (Beckman et al. 1987) , in regression transformations (Lawrance 1988 
and, Tsau & Wu 1992), in regression models with censored -data (Escobar & 
Meeker 1992), in generalized linear modelling (Thomas & Cook 1989,1990), in 
nonlinear regression (8t Laurent & Cook, 1993), in elliptical linear regression 
models (Galea, Paula & Bolfarine 1996), in factor analysis and structural equation 
models (Cadigan 1995; Lee & vVang 1996 and Poon, et al. 1999), in principal 
components analysis (8hi 1997), and in detection of multivariate outliers (Poon, 
Lew & Poon, 2000 and Poon & Poon, 2002). 
Using Cook's local influence approach (Cook 1986) and its recent modification 
by Poon & Poon (1999), the conformal normal curvature (Poon & Poon 1999) 
of an appropriately selected influence graph is used to construct an outlying 
measure. The measure therefore has good geometrical reasoning. The proposed 
measure also inherits all nice features of the conformal normal curvature. In 
particular, it assumes values in-the unit interval and hence it is easier to judge 
its magnitude. If objectivity is desired, a geometrically orientated method can 
be used to determine ' ~ reference constant to judge the influential effect. This 
approach utilizes geometrical reasoning rather than distributional properties and 
large sample theories. As a result, it enables applying the measure to small sample 
5 
problems. 
The main purpose of this paper is to develop diagnostic measures to identify 
influential observations in the estimation of polyserial correlation. The polyserial 
correlation is estimated with the maximum likelihood approach for which the joint 
distribution of the variables, X and Y, is assumed to be multivariate normal. We 
utilize the local influence approach in order to detect the influential observations 
in maximum likelihood estimation of polyserial correlation. Section 2 reviews the 
maximum likelihood estimations of polyserial correlations. Section 3 reviews the 
local influence approach. In section 4, main results on local influence analysis of 
the model are developed. Diagnostic measures and the corresponding benchmark 
are obtained on the basis of a conformal normal curvature. Results obtained from 
three illustrative examples are given in section 5. Discussion and some technical 
details are presented in section 6 and appendix respectively. 
6 
Chapter 2 
Maximum Likelihood Estimations 
of Polyserial Correlations 
In this section we review the maximum likelihood estimations of polyserial corre-
lations proposed by Lee and Poon (1986). Let X be an observable px 1 continuous 
random vector and Y represent the assumed underlying continuous variable. It 
is assumed that the random vector (X', Y)' is multivariate normally distributed 




where /x and S are the mean vector and the covariance matrix of X respectively, 
cr = a7u(X，Y) and var{Y) = 1. The set of parameters 0 = (/^，S，a, or) of the 
model consists the mean vector the independent parameters in the covariance 
7 
matrix E of X , the thresholds a 二（a。，…，(^ t广 and the covariance a between 
X and Y. Let Z be the observable discrete random variable in relation to Y and 
there are n^ observations for Z = A; (k = 1 , . . . , t). Let x^i {i = 1,...，rik) be the 
observed random vector for the corresponding k. The estimate of 6 is obtained 
from the random sample (^ ocki, ^k)-
Let Pr(x) and Pr(x'，z) be the probability density functions of X and ( X �Z ) 
respectively. Then the conditional distribution of Y given X = x is normal with 
mean cr'S—i(x — /jl) and variance 1 — Suppose the relation of Y and Z 
is defined as (1.1). Let ^ be the standardized normal distribution function and 
r = (1 一 ( T ' S - T h u s , 
Pr(Z = A;|x) = F i {ak<Y <ak+i\^) 
=<l>(aA:+i，x)— 否 ( 2 . 1 ) 
where 
V r 乂 
The likelihood function for the random sample {x^i, z^) is given by 
t Tlk 
k=l i=l 
( 1 t n,, 1 
= ( 2 7 r 厂所 2 | 5 ^ � - e x p - i E — - M) 
.丄 k=l 2=1 J 
t rik 
X n EU歪(Qfc+l，工- ^{Ctk, Xk^)}, 
k=l i=l 
8 
where N 二 J^rik is the total sample size and p is the dimension of X . The 
maximum likelihood estimates of the parameters are obtained by maximizing 
L{0) or equivalently by minimizing the log-likelihood function 
1 t rik 
L\e) = -N\og |S| + - ^ ^ ( x , , - - m) 
乙 ^ k=l i=l 
t rik 
— 一 ^ak.Xki)}. (2.3) 
A:=l i=l 
Appropriate transfromations shown below provide the basis to obtain esti-
mates of 0. Let Ti = —oo, Ti+i 二 oo, 
Tk = k = 2,... (2.4) r 
and 
卜 A . (2.5) r 
The inverses of these one-to-one transformations give, 
(T = - E ^ + m ) — " 2 ， （2.6) 
and with ai = —oo, at+i = oo, 
a , = i n + + r s 幻— 1 / 2 . & = 2,...，力 （ 2 . 7 ) 
These lead to the following transformation, 
= ^{Tk + x) 
9 
and (2.1) can be extended to, 
Pr(Z - k\x) = - (I>(cu-,x人 
As a result, the set of parameters is transformed from 0 into 0*�where Q, 二 
(/^ ，S,《，T). Let 二、！JL, E) and Q2 二（<?，t). The function L* can be expressed 
as 
L'(e) 二 = Li(^i) + 二 Li(ax，S) + r), 
where 
S) = \ x p log(27r) + J A'log |S| + • 亡 f > “ - aO'ITVa：,—") 




乙 = - [ [ k ) g { ( I ) ( r � � i .J (2.9) 
k-= \ 1=1 
That is. the traiisforiiied likelihood fuiicrioii L' (0') is nuide iip of two uni<>!)ru<iriit 
likelihood functions (2.8) and (2.9). Consider 乙 o n l y , riiaxiiiiuin likelihood 
est i I nates p, of “ .iiid E of E are given explicitly by the sample riK'aii and .sample 
covariance matrix of : 
. L, 二 I : : • ； 丨 _ : � 1 丨— /” 
" = 
On the other haiui. ^ and f are obtainefi \^ y <oine rn^niincar oprimization 
procedure applying to L:�^^, r . The foilowing Nr.v/um-Raph.^ on ali^ onrhrii is 
10 
used in this paper: 
没 严 = - 7琴2 ) - iG(没2 ) (2.10) 
where O2 二（仏？)〜7 is the step-size parameter which takes in sequence 1, 0.5, 0.25, •.. 
that reduces L2, G(沒2) = is the gradient vector and H(沒2) = is the 
Hessian matrix. It is a well known algorithm that is very efficient when H is 
positive definite. 
Lee and Poon (1986) propose a method to obtain reasonably good starting 
values of ^ and r for the algorithm in the study. Let cr^  be the sample standard 
deviation of z. Then covi^, Z)/az and ^'^{nk/N) are taken as the initial esti-
mates of a and a/c, for /c 二 1,.. •,力一1，respectively where 否—1 is the inverse 
of the standardized normal distribution function. Then the starting values of ^ 
and 丁 can be obtained by (2.4), (2.5) and r with these estimates inserted. The 
algorithm stops when the root mean square of the elements in the gradient vector 
is less than 0.0001. 
We can obtain the estimates of a and a by ^ and r thru (2.6) and (2.7). 
The polyserial correlation estimates are given by pj 二 j 二 1 , . . . The 




Normal Curvature and the 
Conformal Normal Curvature of 
Local Influence 
We utitlize the local influenctial approach developed by Cook (1986) to develop 
diagnostic measures for revealing observations that influence the estimates of both 
a and a substantially. The local influence approach is a unified approach assess-
ing the influence of minor perturbations of a statistical model. Such perturbations 
can apply to model assumptions, to data values and to case weights. 
Cook suggests to use the normal curvature Ci of the graph of the likelihood 
displacement function along a direction I at the optimal point to study character-
istics of the influence graph. Poon and Poon (1999) extend the idea and introduce 
12 
an improved measurement so called the conformal normal curvature Bi. The con-
formal normal curvatures is a one-to-one function of the normal curvature and it 
allows one to judge the magnitude of Bi under a unit interval, where Bi G [0. 1 . 
Section 3.1 and 3.2 briefly describe the concept of the local influence approach. 
13 
3.1 Normal Curvature 
Let L{0) denote the log-likelihood corresponding to a postulated model, where 0 
is a X 1 vecctor of unknow parameters. Let L{0\u) denote the log-likelihood 
corresponding to the perturbed model for a given n' x 1 vector u in some open 
subeset Q or R几'.It is assumed that there is an such that L{9) 二 L(没|cJo) for 
A A 
all 6. Let 0 and denote the maximum likelihood estimators under L{0) and 
L{0\ijj), respectively, and assume that L{0\uj) is twice continuously differentiable 
in { 6 ' T o assess the influence of varying u throughtout Vt, Cook (1986) gives 
the likelihood displacement 





V LD{U) j 
be the influence graph formed by the values of the (n' + 1) x 1 vector. A straight 
line in Q passing through luq is defined by uj{a) = cjq + al, where a is a scalar, 
and luq and I are fixed nonzero vectors of unit length in R^'. This line generated 
a lifted line in Cl passing through c^ o- Each direction I specifies such a lifted line 
and each lifted line corresponds to a normal section of the influence graph. Cook 
(1986) proposed to use the normal curvature Ci of the graph of the likelihood 
displacement function along a direction L where I'l = 1, at the optimal point ujq 
14 
to study characteristics of influence graph. Define L and A be x p' and p' x n' 
matrices with elements respectively given by 
.d'muo) d'L{e\u) 
= p^R and A”. 二 . （3.2) 
It can be shown that 
二 尹 （3.3) 
• • • • 
where F = A A is a x n' matrix. Large values of Ci indicate that the 
perturbation along the corresponding direction I induces a considerable change 
in the likelihood displacement, that is, large values of Ci indicate strong local 
influence. Cook also proposes that Cmax — rnaxiCi is the largest eigenvalue 
where the direction 1飄工 is the associated eigenvector of the symmetric matrix 
—2F given in (3.3). 
15 
3.2 Conformal Normal Curvature as an Influen-
tial Measure 
Poon and Poon (1999) introduces that the conformal normal curvature, Bi, is an 
effective measurement to identify the influential perturabtion parameters. While 
Ci is defined on an unbounded interval, the conformal normal curvature Bi trans-
forms Ci one-to-one onto the unit interval. The Bi is particularly an effective 
influence measure when it is difficult to judge the magnitude of Ci. In a direction 
I at a critical point uq, the conformal normal curvature is given by 
Bi 二 - 秦 = - 1 � • (3.4) 
From theorem 2 of Poon and Poon (1999), for any direction Bi satisfies the 
condition that 0 < \Bi\ < 1. This tells us that Bi is a normalized measure, thus 
it becomes easier to interpret its magnitude. 
Let 
B = (3.4a) 
yTrF 
and Bj be the j-th diagonal element of B. Poon & Poon (1999) has shown 
that Bj's are also effective diagonastic measures. Large Bj's indicate that the 
corresponding perturbation parameters are simultaneously having substantial in-
fluences on the estimation. Using the concept of mean curvature, Poon and Poon 
(1999) also notes that if the contribution of all Bj's, j = 1,... , n is uniform, then 
16 
each is equal to 
(3.5) 
n / r r ( F ) 2 
The value b can be used as a reference constant when judging the largeness of 
Bj. We can use 2b, for example, as a handy benchmark if we follow the common 
practice of considering greater than two times the average as influential. In prac-
tice, there may appears that a group of observations that explicity splits from the 
majority observations. If this is the case, we may identify the influential obser-
vations by the natural gap. In practical applications, the natural gap approach 
has been widely used in diagnostic literature as a simple and efficient method for 




Influential Observations in the 
Estimations of Polyserial 
Correlations and the Thresholds 
4.1 Case-weights perturbation 
We follow Cook (1986) and introduce the case-weights perturbation to the log-
likelihood for the postulated model of polyserial correlations. Recall from Section 
2, let 6i = (/Li，S) be a g X 1 vector storing the elements in fj, and the lower 
triangular elements of S, where q = p + p* and p* = p{p + l)/2，O2 = 
be a X 1 vector where q' = p + (力一1). Let uti, k 二 1 , . . . , i 二 h •..,几k 
be the perturbation parameters, and u; be the perturbation vector collecting 
18 
(cJii,. .. , ujtnt)T defined on a relevant perturbation space Ct of RN• For example, 
may be the space such that 0 < Ukz < I for all It will be seen that 
if the element Uki in l j is zero and all other elements are one, the case-weights 
perturbation scheme becomes the deletion of case x � ” Let uq 二（1,... ,1),，it is 
obvious that L*{0*) = L*(r|a;o)-
Lee and Poon (1986) obtains the maximum likelihood estimates of polyserial 
correlations by transformating the set of parameters from 0 = (fx^ S , a , a) to 
a new set of paramenters 0* 二 0，S, ‘ , t)，which is a g* x 1 vector, where 
q* = q + q'. We will emphasis the influencial effect of individual observations 
to the estimate of 0* in this thesis. Consider the following perturbed likelihood 
after transformation, the resulted perturbed likelihood is given by 
L*(<9*|cj) == Li((9i|u;) + L2(^2H, (4.1) 
where 
t nk / 2 I 1 \ 




L2{e2\uj) 二-Y^Y^ � ki log{^{Tk+i + ^Xh) - ^Tk + (4.3) 
fc=l i二 1 
19 
4.2 Observations Influencing the Estimates of 
0 * 二 (M,S,《,T) 
We may utilize the technique from Section 3.1 and 3.2 to find the normal curvature 
Ci of our perturbed likelihood function (4.1). In our case, the iV x TV matrix F 
consists two components: the q* x q* matrix L and the q* x N matrix A . The 
estimate of 9* is obtained as described in Section 2. Note that 
/ , \ 0 0 0 
[ — 卿 = 0 0 0 
” 洲力^ n n ^ ^ 
^ U d 谈 d^dr 
f) f) 炉 1/2 d�2 
\ ^ U dTQ� drdr 
I .. \ 
Iv，s 0 
= ， (4.4) 
V � 
where 
f d^ n \ f d^ d^ \ 
^ U .. d 谈 d^dr 
LaS = ， = • (4.5) 
A a^ Li 炉丄2 
\ U asas / \ drd^ drdr / 
The inverse of L, is a diagonal block matrix given by 
/ ..-1 \ 
£-1 = " ， . (4.6) 
—1 
V � � T ) 
20 
As the vector A can be written as A ' 二（ A m， s , � , t Y , The matrix F becomes 
/ - 1 \ ( \ 
F = 1 
V � ) \ 〜，) 
= ( 4 . 7 ) 
The F matrix, which is evaluated at ^ == ^  and a; 二 cj。，is made up of two inde-
pendent components: F^'^ and F^'^. This provides the basis for us to interpret 
of influences with respect to the two sets of parameters and 没2 respectively. 
See Section 4.3 and 4.4 for more details. 
The N X N matrix F右，了 = A^ can be evaluated by calculating 
the iV X g, matrix.A'右,二（A/忘，A;), with components 
q2 L Q 
——工h i { ( K T M +《工ki) — 4>(^k + ^'Xki)} gx 
—^^(Tfc+I + (Xki)—歪(Tk + i'Xki)^‘ • 
and 
^ : 机 2 = 队Tk + � ) (4 9) 
T dTkdUki ^(Tfc+i + i'Xki)-否(Tk + (Xkd 
• • 1 
The q' x matrix (L)J:^ is readily available at the last iteration of the Newton-
Raphson algorithm. Expressions of elements in (L)^^ are shown in Appendix I. 
F^'^ immediately follows the results of Poon and Poon (2002). By the fact 
that the maximum likelihood estimates of {jl and S are statistically independent, 
21 
L~ s is a diagonal block matrix and it leads to F^'^ = F^ + F^. Specifically, 
we have 
/ \ / ..—1 \ 
-covifi) 0 Kb 0 
Lax，s 二 A 二 ..—1 ， 
• \ 0 -cov{t) y y 0 y (4 10) 
where cov{fi) is a p x p matrix storing the covariance matrix of fX and cov{^l) is a 
A 
p* X p* matrix storing the covariance matrix of the lower triangular of E. Denote 
an element in —cov^fi) by when it associates to the covariance between the a-
th and 6-th elements of /la and fit of {i, and an element in —cov[il) by £ “ / ) ( • / ) 
when it associates to the covariance between f^ cc'p' and Syp/； where Eq'/?', for 
example, denote the (a^ entry of E. 
From Poon and Poon (2002), expressions of F " and F^ are given as below. It 
is worth noting that several kinds of subscripts are used. The one of the form ki is 
related to ccki, a{ki) is related to the element in A corresponding to the parameter 
j^a in and Xki, [a'p'){ki) is related to the element in A corresponding to the 
( a � e l e m e n t of E and x^i. 





“〉': ^ — ” 1 
(F }(k2)(kj) 二 A. ‘ 
l<J'<Q'<p.l<p'<7'<p 
二 Z X < [ � … ( t ^ s ) (丄 ' )。 " )〜,“/ ) 
[l<a'.-'<p . 
l<a'.y.p'<p 
+ [ " V / j / ) “ t + £ )(-丄,)(’,��A(’/y�i 
l<a'.3'.Y.p'<p , 
where jjki = 'JOki — M is a p x 1 vector. (L^.slad' Ls the element in corresponding 
to fLa and (J如 and (t>+s)(:�i'」')(,,'"'）is the dement in corresponding to the 
(a'. 3')-th and ( 7 ' . //)-th entries of S . Let ‘V6(人he the /户th element of /乂人and 
he the (a'. J')-th element of S—丨，then rh(、first conipoiienr of (4.12) can he 
expressed as: 
‘ a' I ^ 
a a y 
the second conipoiieiu: 
f ‘ 
=-々二 I:〜二. - id- V ； , - - .rlj • 
23 
and the fourth component: 
二 - 、 [ p - y'kj^-'vkj — y'k广yki + (y'k扩mY-�. (4.i5) 
Finally, the third component is symmetric to the 2nd component. 
• • 
From (4.8) to (4.15), the expression for F in (4.7) is available. As a result, 
influence measures can be constructed using (3.4a). We use the conformal normal 
curvature Bi as an influential measure to identify the influential perturbation 
parameters. Let 
= — 丄 二 — — A 询 - l A Tr(—P) 
(4.16) 
and B* be the j-th diagonal element of B*. We can compare the Bj* 's, j = 
1,...，n to in order to identify the corresponding influential observation. 
The elements with large B^* values or larger then 2b�are the group of influential 
observations in estimating 0* = E, r ) . We may also identify the group of 
the most significantly influential observations by using the natural gap approach. 
•24 
4.3 Observations Influencing the Estimates of 
The diagnostic measures developed in the previous section measure the effects of 
the perturbation on estimates of all parameters in 0*. When the effects on only a 
subset of the parameters is of interest, Cook (1986) demonstrated that the effects 
could be studied by examining the normal curvature of the influence graph of 
an induced objective function. From expressions (25) and (26) of Cook (1986), 
suppose that the vector 0* and the matrix L can be expressed as 
/ ..-1 \ 
—1 Lii 0 
r = and L = . 
—1 
V 0 L22 ； 
Suppose we are interested in the effects of the perturbation on the estimate . 
of let 
/ \ 0 0 
K22 = 
—1 
V 0 L22 y 
Then one can examine the normal curvature, 
C f 二 - K22)A/. (4.17) 
Moreover, based on the similarity between (4.17) and (3.3) the conformal 
normal curvature can be constructed using (3.4). 
Section 4.1 shows that the perturbed likelihood is made up of two independent 
functions, (4.2) and (4.3). Section 4.2 also shows that the F matrix can be 
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decomposed into three components (see (4.7) and the discussion near (4.10)). 
Specifically, we have 
F 二 + 
•• /i, •• S •广 7" 
• = f '^ + F (4.18) 
As a result, using (4.6), (4.10), (4.17) and (4.18), and by studying the cor-
responding normal curvature, we can identify to the estimates of Oi = (/x, S) , 
O2 二 r ) , /J. and S. For example, if one is interested in the effects on the 
estimate of 61 only, one can study the normal curvature given by 
= - 丨 ， （4.19) 
where A^^s and L^ ^ are given near (4.6) and F"， is obtained using (4.11) 
to (4.15). One can also examine the diagonal elements Bj^, j = 1,. .. , iV of 
the matrix B^^ = —F^'^/yTY^^'^)'-. Similarly influential observations to 
and S are measured by examining the diagonal elements Bj's of B^ and B 
respectively, where 
•• IL •• S 
B^ = 一 " , and B^ 二 — ~ , . 
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4.4 Observations Influencing the Estimates of 
没2 二 
If only the observations influencing the estimate of O2 = r ) is of interest, we 
can study the normal curvature given by 
二 - ( 4 . 2 0 ) 
where L^^ and A^ t are given near (4.6) and F，二 A〔_r can be ob-
tained using the method discussed in Section 4.2. Moreover, let , j = 1,. . . , N 
be the diagonal elements of the matrix B^- = —F ’ !\]Tr�Y ’ 尸.The elements 
with large BJ^ values are considered be the group of influential observations in 
estimating Go = r) . A reference benchmark can be constructed as 
2:rr(产） 
2.0 - 二 — = = = . 




5.1 Cox's Data 
Cox (1974) attempted to find a satisfactory way of measuring the degree of as-
sociation existing between such variables as body weight and fertility in sheep. 
The assumption that the discrete variable is a classification of an underlying 
continuous variable is justified in the case of fertility data by Tallis (1955), who 
notes that it seems reasonable to assume that the number of offspring born is 
determined by an underlying continuous potential, with no offspring being born 
for potentials below a certain threshold level, one offspring is born for potentials 
above this level but below a second threshold, and so on. 
The correlation between the weights at mating and the number of lambs 
born in a flock of N = 25 four year old Romney ewes is estimated. Let Y be 
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the potential underlying continuous variable mentioned above. The number of 
lambs born Z and the liveweight at mating X for each ewe are given in Table 
1. Lee and Poon (1986) reanalyzed the data set for univariate X using the 
maximum likelihood approach. Their maximum likelihood estimates agreed with 
those reported by Cox. 
We analyzed the data set using the proposed procedure in Section 4 and we 
computed the values of B � , B f , Bf^ and B严，丁 j 二 丄• • j y from 
PM，S, FA- p S and F"，^’《，�respectively. 
Table 1. Individual Ewe Data 
Obs X Z Obs X Z Obs X Z 
1 7 2 0 1 0 1 0 8 1 1 9 8 8 1 
2 8 8 0 1 1 1 0 4 1 2 0 1 0 4 1 
3 1 1 2 0 12 9 2 1 2 1 1 0 3 2 
4 9 3 1 1 3 7 7 1 2 2 8 5 2 
5 8 6 1 1 4 8 0 1 2 3 9 6 2 
6 8 7 1 1 5 9 9 1 2 4 9 6 2 
7 7 8 1 1 6 9 2 1 2 5 1 0 4 2 
8 6 9 1 1 7 7 2 1 
9 1 0 1 1 1 8 8 1 1 
The diagnostics measurements are compared to the corresponding 26's and the 
results are presented in Table 2. The values marked with asterisks indicate 
that the observations are influential to the corresponding estimates. Index plots 
of B广 s ' b , B p and Bf ' ' , j = 1 . . . N are also presented in Figure 1(a), 1(b) 
and 1(c) respectively and they are shown in Appendix II. 
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The results show that observations 1, 2, and 3 are classified as influential 
in estimating of 0* 二 （/la，I],$t). These observations are also influential in 
estimating of O2 = ( ‘ , r ) . On the other hand, Figure 1(b) shows that observations 
1，3, 8, 10 and 17 are located above the corresponding benchmark 26, hence they 
are influential in estimating Oi = {(jl, X)). Table 2 shows that the influential 
observations in estimating r ) are also influential in estimating (/lx, E, r ) . 
Meanwhile, the influential observations in estimating S) show no evidence 
that they are influential in estimating (^ lx, E, r ) . The influence effect on O2 = 
r ) are more prominent that the effect on 61 == (A^ , S) in this example. 
With different objectives we can have different group of influential observa-
tions. Figure 1(d) and 1(e) show that the influential observations in estimating 
/J, are also influential in estimating S). Whereas the influential observations 
in estimating S are not necessary influential to Oi. 
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Table 2. Influential measures for the ewe data 
Observation B广冗 B^ Bf B’， 工’乞，丁 
1 0 . 3 6 4 1 * 0 . 3 5 2 3 * 0 . 3 5 5 2 * 0 . 1 9 1 0 * 0 . 1 7 5 5 * 
2 0 . 0 1 9 3 0 . 0 0 7 3 0 . 0 2 3 7 0 . 3 7 9 5 * 0 . 3 9 2 6 * 
3 0 . 5 6 3 1 * 0 . 4 5 9 0 * 0 . 5 8 5 5 * 0 . 8 9 7 4 * 0 . 8 9 6 0 * 
4 0 . 0 1 9 8 0 . 0 0 5 4 0 . 0 2 5 1 0 . 0 2 6 1 0 . 0 2 5 8 
5 0 . 0 1 6 2 0 . 0 2 2 1 0 . 0 1 3 1 0 . 0 2 0 1 0 . 0 1 9 8 
6 0 . 0 1 7 8 0 . 0 1 3 7 0 . 0 1 8 9 0 . 0 2 0 8 0 . 0 2 0 4 
7 0 . 0 5 7 3 0 . 1 6 2 4 0 . 0 1 1 1 0 . 0 1 6 1 0 . 0 1 3 2 
8 0 . 6 0 5 6 * 0 . 4 7 4 6 * 0 . 6 3 7 5 * 0 . 0 1 4 5 0 . 0 2 2 6 
9 0 . 0 2 6 1 0 . 1 0 7 5 0 . 0 0 9 0 0 . 0 3 7 0 0 . 0 3 6 7 
1 0 0 . 2 2 6 1 * 0 . 3 0 2 9 * 0 . 1 8 5 3 0 . 0 5 1 2 0 . 0 3 9 1 
1 1 0 . 0 7 0 8 0 . 1 7 9 2 0 . 0 2 2 7 0 . 0 4 2 5 0 . 0 3 9 6 
1 2 0 . 0 2 0 8 0 . 0 0 1 8 0 . 0 2 8 0 0 . 0 2 5 0 0 . 0 2 4 7 
1 3 0 . 0 7 9 5 0 . 1 8 9 0 0 . 0 3 0 6 0 . 0 1 5 8 0 . 0 1 1 4 
1 4 0 . 0 2 9 3 0 . 1 1 5 2 0 . 0 0 7 8 0 . 0 1 6 9 0 . 0 1 5 7 
1 5 0 . 0 1 5 9 0 . 0 6 9 9 0 . 0 0 7 3 0 . 0 3 3 8 0 . 0 3 4 1 
1 6 0 . 0 2 0 8 0 . 0 0 1 8 0 . 0 2 8 0 0 . 0 2 5 0 0 . 0 2 4 7 
1 7 0 . 3 1 5 8 * 0 . 3 5 2 3 * 0 . 2 8 8 5 * 0 . 0 1 4 8 0 . 0 0 4 3 
1 8 0 . 0 2 1 6 0 . 0 9 4 6 0 . 0 0 9 8 0 . 0 1 7 3 0 . 0 1 6 6 
1 9 0 . 0 1 9 3 0 . 0 0 7 3 0 . 0 2 3 7 0 . 0 2 1 5 0 . 0 2 1 1 
2 0 0 . 0 7 0 8 0 . 1 7 9 2 0 . 0 2 2 7 0 . 0 4 2 5 0 . 0 3 9 6 
2 1 0 . 0 5 0 8 0 . 1 5 3 3 0 . 0 0 5 9 0 . 0 1 1 6 0 . 0 0 8 9 
2 2 0 . 0 1 4 9 0 . 0 3 2 6 0 . 0 0 6 9 0 . 0 1 4 0 0 . 0 1 3 6 
2 3 0 . 0 1 5 3 0 . 0 2 8 6 0 . 0 0 9 2 0 . 0 1 0 2 0 . 0 0 9 6 
2 4 0 . 0 1 5 3 0 . 0 2 8 6 0 . 0 0 9 2 0 . 0 1 0 2 0 . 0 0 9 6 
2 5 0 . 0 7 0 8 0 . 1 7 9 2 0 . 0 2 2 7 0 . 0 1 2 0 0 . 0 0 8 0 
(25)： 0 . 2 1 9 8 0 . 2 8 1 6 0 . 1 9 1 0 0 . 1 5 7 3 0 . 1 5 3 9 
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5.2 Aids Data 
This illustrative real example is based on a portion of the data set in a study 
of the effects of establishment practices, knowledge and attitudes on condom use 
among Filipina commercial sex workers (CSWs) by Morisky, et al. (1998). It has 
been suggested that the nature of commercial sex work promotes the spread of 
HIV vims. Specifically, unprotected sex and multiple partners put CSWs at risk 
for contracting and spreading HIV as well as other sexually transmitted diseases 
(STDs). 
1394 of CSWs were chosen from business establishments in four site geograph-
ically dispersed and located in the Southern Philippines about 400 miles from 
Manila. The participants were selected on a voluntary basis and were recruited 
from commercial sex work establishments in each of the sites (bars, night clubs, 
karaoke TV, and massage parlours). The CSWs are aged from 15 to 54. The 
entire questionnaire consisted of 134 items, covering the areas of demographics, 
knowledge, attitudes, beliefs, behaviours, self-efficacy for condom use, alcohol and 
drug use and social desirability. 
It is assume that latent social and psychological determinants Y such as CSWs 
risk behaviour, knowledge and attitudes associated with AIDS underly the ordinal 
categorical variables Z are measured on a five-point 1, 2, 3，4 and 5 scale, each 
with four thresholds. Let X an 3 x 1 observable random vector. The associated 
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questions in the AIDS data set are shown in the table below: 
Table 3. Associated Questions in the AIDS Data Set. 
The observable X： 
Xi : How often did you perform vaginal sex in the last 7 days? 
X2： How often did you perform manual sex in the last 7 days? 
X3： How often did you perform oral sex in the last 7 days? 
The ordinal categorical variables Z： 
Zi ： How much of a threat do you think AIDS is to the health of people? 
2*2 ： How great is the risk of getting AIDS or the AIDS virus 
from sexual intercourse with someone? 
Z3： Who has the AIDS virus using a condom? 
Z4: Whom you don't know very well without using a condom? 
Z5: Who injects drugs? 
We remove the missing values and there are {N = 754) observations remain ‘ 
in our dataset. Assuming that the variables are normally distributed, the local 
influence approach is applied to the maximum likelihood models of polyserial 
correlation involving X with each Z. We follow the proposed method in previous 
sections. We computed B ^ and B严‘丁 for j 二 1. •. iV as influential 
measures to identify the influential perturbation parameters corresponding to 
different objectives. 
Index plots for Bp^, Bf'^ and B 产 ， 。 f o r each polyserial correlation between 
X and Z are given in Figure 2, 3, 4, 5 and 6 in Appendix II. We employ the natural 
gap approach to detect the influential observations of each figure and they are 
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labelled on the figures. 
The results show that the influential observations in estimating S) are 
also influential in estimating E, r ) . On the other hand, influential observa-
tions in estimating r ) show no evidence that they are influential in estimating 
(/Li, S , €，T). An observation is identified as influential in estimating (/x, E) with 
X and each Z. The corresponding observation (x, z) = (2，3, 30, 4，3，5，3, 3) is 
also the only influential observation in estimating (/x, S , r ) . 
34 
5.3 Simulation Data 
Lee and Poon (1986) illustrated the accuracy to estimate the polyserial corre-
lations via the maximum likelihood approach by the following simulation study. 
The study is based on simulated data in which X is generated from a multivari-
ate normal distribution with the dimension p equal to 5. The population mean 
vector and covariance matrix of X are taken to be 0 and I respectively, while 
the population correlations between X and Y are taken to be (-0.6, -0.1，0.0，0.2, 
0.7). A sample size N = 100 of simulation data was generated. The simulated 
random vector (x ,^ y) was transformed to z) by (1.1) with the preassigned 
thresholds a 二（一oo, —1.0, 0.0, 0.6,1.0,1.3, oo广 Root mean squared errors are 
used to examine the accuracy of the correlation estimates. 
A simulation is conducted using the above settings. As described in Section 
2, initial estimates of cr, a, ^ and S are calculated from the transformed random 
vector ( X � z ) . Then the starting values of 之 and r are computed using (2.5), (2.6) 
A A 
and r with these estimates inserted. The maximum likelihood estimates /i, S , ^ 
and T are then used for the computation of local influence measures. 
We again computed Bf’ Bf^ and B严，丁 for j = 1 …iV from 
pM，s，pAx，pS, and fm，s，《，t respectively. One of the simulation case {N = 
100) with part of the results is shown in Table 4. See Table 5 in Appendix III for 
the complete results. Observations 2, 9, 11, 18 and 25 are perturbed to be 
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Table 4. Influential measures for the simulation data. 
Observation B 产 B^ Bf Sf^ B严，丁 
1 0 . 0 2 6 7 0 . 0 6 4 9 0 . 0 2 2 7 0 . 0 1 7 0 0 . 0 2 6 4 
2 0 . 2 2 6 2 * 0 . 2 5 0 9 * 0 . 2 2 1 4 * 0 . 3 4 9 2 * 0 . 1 9 6 5 * 
3 0 . 0 2 1 4 0 . 0 6 1 8 0 . 0 1 7 3 0 . 0 6 3 8 0 . 0 1 4 4 
4 0 . 0 5 3 2 0 . 0 8 8 8 0 . 0 4 9 3 0 . 0 3 3 6 0 . 0 5 2 8 
5 0 . 0 3 3 2 0 . 0 7 2 7 0 . 0 2 9 1 0 . 0 0 3 6 0 . 0 3 5 3 
6 0 . 0 9 5 7 0 . 1 1 8 9 0 . 0 9 2 4 0 . 0 0 4 5 0 . 1 0 2 4 
7 0 . 0 3 6 0 0 . 0 8 6 7 0 . 0 3 0 8 0 . 0 0 8 6 0 . 0 3 7 6 
8 0 . 0 3 6 9 0 . 0 8 0 0 0 . 0 3 2 4 0 . 1 0 5 1 0 . 0 2 5 5 
9 0 . 1 9 0 1 * 0 . 2 3 6 9 * 0 . 1 8 3 7 * 0 . 1 8 1 2 * 0 . 1 8 0 3 * 
1 0 0 . 1 2 9 9 * 0 . 1 3 8 1 0 . 1 2 7 8 * 0 . 0 4 7 4 0 . 1 3 3 5 * 
1 1 0 . 4 9 0 6 * 0 . 2 9 6 1 * 0 . 5 0 3 7 * 0 . 0 1 1 4 0 . 5 2 6 6 * 
1 2 0 . 1 0 6 9 0 . 1 2 6 9 0 . 1 0 3 9 0 . 0 0 4 4 0 . 1 1 4 5 
1 3 0 . 1 6 3 1 * 0 . 1 9 8 1 * 0 . 1 5 8 0 * 0 . 1 3 2 7 * 0 . 1 5 7 7 * 
1 4 0 . 0 3 5 1 0 . 0 7 6 6 0 . 0 3 0 8 0 . 0 2 4 8 0 . 0 3 4 4 
1 5 0 . 0 2 6 3 0 . 0 6 8 3 0 . 0 2 2 1 0 . 0 5 5 8 0 . 0 2 0 8 
1 6 0 . 0 4 1 2 0 . 0 8 0 1 0 . 0 3 7 1 0 . 0 2 2 1 0 . 0 4 1 4 
1 7 0 . 0 3 0 5 0 . 0 6 9 3 0 . 0 2 6 5 0 . 0 8 7 3 0 . 0 2 1 1 
1 8 0 . 2 4 0 0 * 0 . 2 9 0 5 * 0 . 2 3 2 6 * 0 . 0 3 6 1 0 . 2 5 3 5 * 
1 9 0 . 0 1 7 8 0 . 0 1 4 7 0 . 0 1 7 9 0 . 0 0 7 3 0 . 0 1 8 2 
2 0 0 . 0 2 7 1 0 . 0 6 4 2 0 . 0 2 3 3 0 . 0 3 6 4 0 . 0 2 4 3 
2 1 0 . 0 1 7 5 0 . 0 2 1 2 0 . 0 1 7 0 0 . 0 0 4 1 0 . 0 1 8 3 
2 2 0 . 0 1 5 8 0 . 0 2 9 8 0 . 0 1 4 3 0 . 0 0 4 8 0 . 0 1 6 4 
2 3 0 . 0 1 6 2 0 . 0 2 9 2 0 . 0 1 4 8 0 . 0 0 4 3 0 . 0 1 6 9 
2 4 0 . 0 1 4 8 0 . 0 5 5 7 0 . 0 1 0 8 0 . 1 1 0 8 0 . 0 0 1 0 
2 5 0 . 4 8 4 6 * 0 . 2 7 8 1 * 0 . 4 9 9 0 * 0 . 5 7 5 8 * 0 . 4 4 4 2 * 
(26): 0 . 1 1 4 4 0 . 1 6 0 5 0 . 1 0 8 9 0 . 1 1 5 9 0 . 1 0 9 5 
outliers by multiplying three times to the values of these observations. We observe 
their influential effects to the estimates. Observations with B]'s values larger than 
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only those extreme cases are of interest. Under such circumstance, in determining 
how large a measure is large enough to be worthy of further notice, one can simply 
employ the natural gap approach together with an index plot to help detecting 
large values. In most cases, such simple method can efficiently reveal observations 
that need special attentions. When we consider the identification of influential 
observations is an exploratory rather than comfirmatory goal, strict adherence to 
critical value for identification seems not required. 
If objectivity is desired, for example in automation implementation of the 5 / s , 
for systematically and flexibly reasons, different objective benchmarks can also 
、 
be constructed to identify different groups of influential observations to address 
the need of researchers who have different requirements for the sensitivity level. 
In this case, we may establish benchmarks, for example 3b or 46, for judging the 
largeness of a measure. 
In this thesis we consider only one polytomous variable each time. The pro-
posed method may be extended to a model with multiple polytomous variables. 
Estimation is complicated and so is the influence analysis. It is difficult to apply 
the proposed approach directly to the model with continuous and many ordi-
nal categorical variables because the underlying observed-data likelihood func-
tion involves complicated multiple integrals. Methods like the Partial Maximum 
Likelihood, Monte Carlo methods may be utilized for estimation and different 
influence analysis procedures need to be developed. When there are many poly-
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tomous variables, it is possible to arrange the observations into frequencies of 
a contingency table. Under this circumstance, case weights perturbation may 
not be appropriate because for contingency table, it is no longer the influence 
of individual observation which is of interest but rather the influence of the ob-
served frequency in a specific cell of the contingency table is of interest. As the 
model is then combining the continuous and polytomous variables in some de-
gree, domination of the influential effects on the continuous observations or by 
the discrete observation to the polyserial correlations and the thresholds requires 
further investigation. 
Finally, since the local influence approach has no distributional and large 
sample properties involved, one can apply such approach to problems with small 
sample sizes. With different objectives, different observations would be identi- . 
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Appendix I 
Elements of the Gradient vector G(没2) 二 絮： 
dL2 _ ^ ^ -Xfcz{0(r /e+i + Xfc,) — (pijk + 
I 二 h { ^ K + i + � — H T k + ( � ) } 
dL2 = ^ + i'xni) 
？ F + e�/^-1，0 (12) 
T 
Elements of the Hessian matrix 丑(没2) = 302892 ’ 
d � 二 + ^ oCkiX'iA^KTk+i + i'Xki) - (f>{rk + 
d ^ 二 + i'xt^) — ^(Tk + 
^hihi 尘(Tfc+i + i'xki) — ^Tk + i'xki) 
(1-3) 
+ +�Xh-i’i)(l){rh + 
mrh + 专‘工 h—i，d —歪(Th-1 + 
,["(r/, + + (Xm) - (^Th + i'xhi)} 
{rh + i'xhM{Th + i'xhi) j (I 幻 
48 
11 1;( Th + 1;' xh-d1;( Th-l + t;' Xh-l,i) 
i=l {cI>( Th + e' Xh-l,i) - <1>( Th-l + e' Xh_l,i)}2 if m = h-l, 
nh-l rf...( + c' ) 2:= If' Th ~ Xh-l,i 
i=l {<1>( Th + e' Xh-l,i) - <1>( Th-l + e' Xh-l,i) }2 
x [cP( Th + e' Xh-l,i) + (Th + e' Xh-l,i) {cI>( Th + e' Xh-l,i) - <1>( Th-l + e' Xh-l,i)}] 
I: 1;( Th + 1;' Xhi) 
+ i=l {<1>( Th+l + e' Xhi) - <1>( Th + e' Xhi)}2 
x [cP( Th + e' Xhi) - (Th + e' Xhi) {1>( Th+l + e' Xhi) - cI>( Th + e' Xhi)} J if m = h, 
_ I: 1;( Th + t;' Xhi)1;( Th+l + 1;' Xhi) 
i=l {cI>( Th+l + ~'Xhi) - cI>( Th + ~'Xhi)}2 if m = h+l, 
o otherwise. (1-5) 
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Figure 1(b)： B 产 of Cox example 
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Figure 1(c): B考，丁 of Cox example 
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Figure 1(d): B � o f Cox example 
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Figure 1(e): Bf of Cox example 
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Figure 2(a): of the Aids Data, (x, ；ri) 
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Figure 2(b): B 产 of the Aids Data, {x, zi) 
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Figure 2(c): Bf^ of the Aids Data, (x, zi) 
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Figure 3(a): B严,丁 of the Aids Data, [x,Z2) 
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Figure 3(b): B『，e of the Aids Data, {x, Z2) 
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Figure 3(c): Bf'^ of the Aids Data, (x, Z2) 
• ( 2 1 . 0 . 1 , 1 ) 
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Figure 4(a): B严,丁 ^f the Aids Data, {x.zs) 
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Figure 4(b): B 产 of the Aids Data, (x.zs) 
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Figure 4(c): B f^ of the Aids Data, (x, z^) 
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Figure 5(a): B 广 o f the Aids Data，(x,Z4) 
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Figure 5(b): B 产 of the Aids Data，{x, z^) 
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Figure 5(c): B f^ of the Aids Data, {x, z^) 
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Figure 6(a): B严,丁 of the Aids Data, 
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Figure 6(b): B 产 of the Aids Data, (x, ^5) 
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Figure 6(c):時丁 of the Aids Data, {x, £5) 
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Figure 7(b): 广 of the Simulation Data 
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Figure 7(c): Bf'^ of the Simulation Data 
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Table 5. Influential measures for the simulation data. 
Observation 工 B^ Bf Bf^ B 产’。 
1 0 . 0 2 6 7 0 . 0 6 4 9 0 . 0 2 2 7 0 . 0 1 7 0 0 . 0 2 6 4 
2 0 . 2 2 6 2 * 0 . 2 5 0 9 * 0 . 2 2 1 4 * 0 . 3 4 9 2 * 0 . 1 9 6 5 * 
3 0 . 0 2 1 4 0 . 0 6 1 8 0 . 0 1 7 3 0 . 0 6 3 8 0 . 0 1 4 4 
4 0 . 0 5 3 2 0 . 0 8 8 8 0 . 0 4 9 3 0 . 0 3 3 6 0 . 0 5 2 8 
5 0 . 0 3 3 2 0 . 0 7 2 7 0 . 0 2 9 1 0 . 0 0 3 6 0 . 0 3 5 3 
6 0 . 0 9 5 7 0 . 1 1 8 9 0 . 0 9 2 4 0 . 0 0 4 5 0 . 1 0 2 4 
7 0 . 0 3 6 0 0 . 0 8 6 7 0 . 0 3 0 8 0 . 0 0 8 6 0 . 0 3 7 6 
8 0 . 0 3 6 9 0 . 0 8 0 0 0 . 0 3 2 4 0 . 1 0 5 1 0 . 0 2 5 5 
9 0 . 1 9 0 1 * 0 . 2 3 6 9 * 0 . 1 8 3 7 * 0 . 1 8 1 2 * 0 . 1 8 0 3 * 
1 0 0 . 1 2 9 9 * 0 . 1 3 8 1 0 . 1 2 7 8 * 0 . 0 4 7 4 0 . 1 3 3 5 * 
1 1 0 . 4 9 0 6 * 0 . 2 9 6 1 * 0 . 5 0 3 7 * 0 . 0 1 1 4 0 . 5 2 6 6 * 
1 2 0 . 1 0 6 9 0 . 1 2 6 9 0 . 1 0 3 9 0 . 0 0 4 4 0 . 1 1 4 5 
1 3 0 . 1 6 3 1 * 0 . 1 9 8 1 * 0 . 1 5 8 0 * 0 . 1 3 2 7 * 0 . 1 5 7 7 * 
1 4 0 . 0 3 5 1 0 . 0 7 6 6 0 . 0 3 0 8 0 . 0 2 4 8 0 . 0 3 4 4 
1 5 0 . 0 2 6 3 0 . 0 6 8 3 0 . 0 2 2 1 0 . 0 5 5 8 0 . 0 2 0 8 
1 6 0 . 0 4 1 2 0 . 0 8 0 1 0 . 0 3 7 1 0 . 0 2 2 1 0 . 0 4 1 4 
1 7 0 . 0 3 0 5 0 . 0 6 9 3 0 . 0 2 6 5 0 . 0 8 7 3 0 . 0 2 1 1 
1 8 0 . 2 4 0 0 * 0 . 2 9 0 5 * 0 . 2 3 2 6 * 0 . 0 3 6 1 0 . 2 5 3 5 * 
1 9 0 . 0 1 7 8 0 . 0 1 4 7 0 . 0 1 7 9 0 . 0 0 7 3 0 . 0 1 8 2 
2 0 0 . 0 2 7 1 0 . 0 6 4 2 0 . 0 2 3 3 0 . 0 3 6 4 0 . 0 2 4 3 
2 1 0 . 0 1 7 5 0 . 0 2 1 2 0 . 0 1 7 0 0 . 0 0 4 1 0 . 0 1 8 3 
2 2 0 . 0 1 5 8 0 . 0 2 9 8 0 . 0 1 4 3 0 . 0 0 4 8 0 . 0 1 6 4 
2 3 0 . 0 1 6 2 0 . 0 2 9 2 0 . 0 1 4 8 0 . 0 0 4 3 0 . 0 1 6 9 
2 4 0 . 0 1 4 8 0 . 0 5 5 7 0 . 0 1 0 8 0 . 1 1 0 8 0 . 0 0 1 0 
2 5 0 . 4 8 4 6 * 0 . 2 7 8 1 * 0 . 4 9 9 0 * 0 . 5 7 5 8 * 0 . 4 4 4 2 * 
(26)： 0 . 1 1 4 4 0 . 1 6 0 5 0 . 1 0 8 9 0 . 1 1 5 9 0 . 1 0 9 5 
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Table 5. Influential measures for the simulation data (continue). 
Observation 工 B^ Bf Bf 广 
2 6 0 . 0 1 5 3 0 . 0 4 3 9 0 . 0 1 2 4 0 . 0 0 5 2 0 . 0 1 5 7 
2 7 0 . 0 1 6 9 0 . 0 4 0 5 0 . 0 1 4 5 0 . 0 0 7 1 0 . 0 1 7 2 
2 8 0 . 0 4 0 3 0 . 0 7 8 5 0 . 0 3 6 3 0 . 0 4 6 0 0 . 0 3 7 2 
2 9 0 . 0 7 3 8 0 . 1 0 4 1 0 . 0 7 0 2 0 . 0 1 4 8 0 . 0 7 7 5 
3 0 0 . 0 1 8 0 0 . 0 2 2 1 0 . 0 1 7 5 0 . 0 0 4 8 0 . 0 1 8 8 
3 1 0 . 0 1 8 1 0 . 0 4 3 5 0 . 0 1 5 5 0 . 0 0 4 6 0 . 0 1 8 9 
3 2 0 . 0 1 4 3 0 . 0 5 6 1 0 . 0 1 0 2 0 . 0 6 7 0 0 . 0 0 6 4 
3 3 0 . 0 2 7 5 0 . 0 6 0 5 0 . 0 2 4 1 0 . 0 0 8 8 0 . 0 2 8 4 
3 4 0 . 0 1 6 0 0 . 0 2 9 9 0 . 0 1 4 5 0 . 0 0 4 1 0 . 0 1 6 7 
3 5 0 . 0 2 5 2 0 . 0 5 1 4 0 . 0 2 2 4 0 . 0 0 8 0 0 . 0 2 6 0 
3 6 0 . 0 1 5 5 0 . 0 2 1 4 0 . 0 1 4 8 0 . 0 0 7 3 0 . 0 1 5 8 
3 7 0 . 0 1 4 9 0 . 0 3 7 4 0 . 0 1 2 6 0 . 0 2 1 0 0 . 0 1 3 2 
3 8 0 . 0 1 8 1 0 . 0 1 8 6 0 . 0 1 7 8 0 . 0 0 7 0 0 . 0 1 8 5 
3 9 0 . 0 2 3 8 0 . 0 7 1 9 0 . 0 1 9 0 0 . 0 2 2 1 0 . 0 2 2 7 
4 0 0 . 0 1 5 5 0 . 0 4 4 1 0 . 0 1 2 6 0 . 0 5 0 5 0 . 0 0 9 9 
4 1 0 . 3 0 5 7 * 0 . 1 7 2 0 * 0 . 3 1 5 1 * 0 . 0 0 8 1 0 . 3 2 8 0 * 
4 2 0 . 0 1 6 0 0 . 0 5 6 4 0 . 0 1 2 1 0 . 0 1 1 6 0 . 0 1 5 7 
4 3 0 . 0 1 7 9 0 . 0 1 4 3 0 . 0 1 8 1 0 . 0 0 6 1 0 . 0 1 8 5 
4 4 0 . 0 1 6 3 0 . 0 2 7 5 0 . 0 1 5 0 0 . 0 0 7 8 0 . 0 1 6 4 
4 5 0 . 0 7 4 3 0 . 1 1 7 6 0 . 0 6 9 5 0 . 0 0 6 5 0 . 0 7 9 2 
4 6 0 . 0 2 2 2 0 . 0 4 1 3 0 . 0 2 0 2 0 . 0 0 5 6 0 . 0 2 3 2 
4 7 0 . 0 1 8 8 0 . 0 4 2 1 0 . 0 1 6 4 0 . 0 1 2 7 0 . 0 1 8 6 
4 8 0 . 0 1 4 4 0 . 0 4 9 0 0 . 0 1 1 0 0 . 0 6 0 8 0 . 0 0 7 4 
4 9 0 . 0 2 2 0 0 . 0 6 4 7 0 . 0 1 7 8 0 . 0 1 2 8 0 . 0 2 2 0 
5 0 0 . 0 4 6 2 0 . 0 7 0 8 0 . 0 4 3 4 0 . 0 5 2 4 0 . 0 4 2 7 
(26)： 0 . 1 1 4 4 0 . 1 6 0 5 0 . 1 0 8 9 0 . 1 1 5 9 0 . 1 0 9 5 
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Table 5. Influential measures for the simulation data (continue). 
Observation B 产 B^ Bf Bf^ B>^、"’t 
5 1 0 . 0 1 5 9 0 . 0 2 5 1 0 . 0 1 4 8 0 . 0 0 8 6 0 . 0 1 5 9 
5 2 0 . 0 2 5 1 0 . 0 7 0 5 0 . 0 2 0 5 0 . 0 3 1 5 0 . 0 2 2 7 
5 3 0 . 0 1 6 3 0 . 0 2 0 8 0 . 0 1 5 7 0 . 0 3 8 5 0 . 0 1 2 3 
5 4 0 . 0 1 5 5 0 . 0 3 0 3 0 . 0 1 4 0 0 . 0 2 3 6 0 . 0 1 3 6 
5 5 0 . 0 7 6 7 0 . 0 8 8 6 0 . 0 7 4 7 0 . 0 1 2 7 0 . 0 8 0 9 
5 6 0 . 0 1 7 5 0 . 0 6 6 8 0 . 0 1 2 7 0 . 0 2 1 3 0 . 0 1 6 0 
5 7 0 . 0 1 4 5 0 . 0 3 5 0 0 . 0 1 2 4 0 . 0 1 3 4 0 . 0 1 3 8 
5 8 0 . 0 2 5 7 0 . 0 7 4 3 0 . 0 2 0 8 0 . 0 1 0 5 0 . 0 2 6 2 
5 9 0 . 1 0 4 5 0 . 1 4 0 2 0 . 1 0 0 0 0 . 0 5 7 4 0 . 1 0 4 8 
6 0 0 . 0 1 8 0 0 . 0 1 5 9 0 . 0 1 8 0 0 . 0 6 3 5 0 . 0 1 0 8 
6 1 0 . 0 2 2 6 0 . 0 6 2 4 0 . 0 1 8 6 0 . 0 1 1 3 0 . 0 2 2 8 
6 2 0 . 0 1 3 0 0 . 0 3 5 5 0 . 0 1 0 7 0 . 0 2 0 8 0 . 0 1 1 2 
6 3 0 . 0 2 0 4 0 . 0 1 4 8 0 . 0 2 0 7 0 . 0 7 5 4 0 . 0 1 1 8 
6 4 0 . 1 3 2 6 * 0 . 1 4 8 6 0 . 1 2 9 7 * 0 . 0 6 8 2 0 . 1 3 3 6 * 
6 5 0 . 0 3 0 3 0 . 0 6 0 2 0 . 0 2 7 1 0 . 0 4 3 6 0 . 0 2 6 7 
6 6 0 . 0 1 8 8 0 . 0 3 2 5 0 . 0 1 7 3 0 . 0 0 8 9 0 . 0 1 9 0 
6 7 0 . 0 4 4 4 0 . 0 7 8 9 0 . 0 4 0 7 0 . 0 1 3 0 0 . 0 4 6 1 
6 8 0 . 0 4 2 5 0 . 0 8 6 3 0 . 0 3 7 9 0 . 0 2 1 6 0 . 0 4 2 9 
6 9 0 . 0 1 6 2 0 . 0 2 2 0 0 . 0 1 5 5 0 . 0 5 4 7 0 . 0 1 0 1 
7 0 0 . 1 6 5 6 * 0 . 1 6 6 2 * 0 . 1 6 3 7 * 0 . 0 4 4 9 0 . 1 7 2 2 * 
7 1 0 . 0 2 1 6 0 . 0 4 9 4 0 . 0 1 8 7 0 . 0 7 2 3 0 . 0 1 3 5 
7 2 0 . 0 3 0 8 0 . 0 6 5 8 0 . 0 2 7 1 0 . 0 3 1 2 0 . 0 2 8 9 
7 3 0 . 0 6 2 2 0 . 0 9 7 4 0 . 0 5 8 2 0 . 0 6 9 3 0 . 0 5 7 6 
7 4 0 . 0 4 1 5 0 . 0 7 2 9 0 . 0 3 8 1 0 . 1 6 3 8 * 0 . 0 2 2 6 
7 5 0 . 0 1 3 9 0 . 0 2 6 4 0 . 0 1 2 6 0 . 0 3 5 3 0 . 0 1 0 2 
(26)： 0 . 1 1 4 4 0 . 1 6 0 5 0 . 1 0 8 9 0 . 1 1 5 9 0 . 1 0 9 5 
75 
Table 5. Influential measures for the simulation data (continue). 
Observation B …工 B^ B。? 工 .石, t 
3_ I I 3_ I 
7 6 0 . 0 5 0 0 0 . 0 9 1 1 0 . 0 4 5 6 0 . 0 2 6 1 0 . 0 5 0 3 
7 7 0 . 0 1 4 0 0 . 0 3 2 8 0 . 0 1 2 0 0 . 1 3 6 3 * 0 . 0 0 3 3 
7 8 0 . 0 7 0 8 0 . 1 1 6 2 0 . 0 6 5 7 0 . 0 2 6 6 0 . 0 7 2 6 
7 9 0 . 0 2 9 2 0 . 0 7 1 2 0 . 0 2 4 9 0 . 0 2 5 9 0 . 0 2 7 9 
8 0 0 . 0 3 3 0 0 . 0 8 9 7 0 . 0 2 7 2 0 . 0 3 5 0 0 . 0 3 0 8 
8 1 0 . 0 1 7 2 0 . 0 5 7 4 0 . 0 1 3 3 0 . 0 3 3 1 0 . 0 1 4 1 
8 2 0 . 0 7 2 6 0 . 0 9 8 0 0 . 0 6 9 4 0 . 0 4 0 7 0 . 0 7 2 7 
8 3 0 . 0 4 3 1 0 . 0 9 5 2 0 . 0 3 7 7 0 . 0 9 1 9 0 . 0 3 4 0 
8 4 0 . 0 1 8 8 0 . 0 5 3 6 0 . 0 1 5 3 0 . 0 3 3 1 0 . 0 1 5 8 
8 5 0 . 0 1 5 2 0 . 0 3 8 2 0 . 0 1 2 9 0 . 1 7 8 4 * 0 . 0 0 7 6 
8 6 0 . 0 1 5 4 0 . 0 2 2 1 0 . 0 1 4 6 0 . 2 0 8 1 * 0 . 0 1 1 4 
8 7 0 . 0 1 6 4 0 . 0 1 7 6 0 . 0 1 6 1 0 . 2 2 4 0 * 0 . 0 1 2 5 
8 8 0 . 0 5 0 8 0 . 1 1 0 3 0 . 0 4 4 6 0 . 1 7 2 7 * 0 . 0 3 1 4 
8 9 0 . 0 1 9 4 0 . 0 6 5 8 0 . 0 1 4 8 0 . 2 3 8 1 * 0 . 0 1 1 2 
9 0 0 . 0 3 0 9 0 . 0 6 2 4 0 . 0 2 7 6 0 . 1 8 0 4 * 0 . 0 0 9 0 
9 1 0 . 0 3 5 8 0 . 0 9 2 8 0 . 0 3 0 0 0 . 0 4 2 8 0 . 0 3 2 7 
9 2 0 . 0 7 2 4 0 . 1 1 4 8 0 . 0 6 7 6 0 . 0 2 3 8 0 . 0 7 4 7 
9 3 0 . 0 2 6 1 0 . 0 7 7 5 0 . 0 2 1 0 0 . 0 2 5 7 0 . 0 2 4 6 
9 4 0 . 0 3 4 6 0 . 0 9 3 5 0 . 0 2 8 7 0 . 0 6 1 4 0 . 0 2 9 0 
9 5 0 . 0 4 9 2 0 . 1 0 4 0 0 . 0 4 3 5 0 . 1 1 8 5 * 0 . 0 3 7 1 
9 6 0 . 0 5 5 1 0 . 1 0 5 3 0 . 0 4 9 8 0 . 0 4 3 5 0 . 0 5 3 5 
9 7 0 . 0 6 4 7 0 . 0 8 1 0 0 . 0 6 2 4 0 . 2 0 6 1 * 0 . 0 4 1 9 
9 8 0 . 0 4 3 3 0 . 0 8 8 5 0 . 0 3 8 6 0 . 0 5 9 6 0 . 0 3 8 6 
9 9 0 . 1 3 9 2 * 0 . 1 6 6 3 * 0 . 1 3 5 2 * 0 . 1 2 3 6 * 0 . 1 3 3 2 ^ 
1 0 0 0 . 2 1 5 2 ^ 0 . 2 1 2 8 * 0 . 2 1 3 1 * 0 . 0 2 8 5 0 . 2 2 7 8 * 
(26)： 0 . 1 1 4 4 0 . 1 6 0 5 0 . 1 0 8 9 0 . 1 1 5 9 0 . 1 0 9 5 
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