In this article, we consider the quasi-linear stochastic wave and heat equations on the real line and with an additive Gaussian noise which is white in time and behaves in space like a fractional Brownian motion with Hurst index H ∈ (0, 1). The drift term is assumed to be globally Lipschitz. We prove that the solution of each of the above equations is continuous in terms of the index H, with respect to the convergence in law in the space of continuous functions.
Introduction
We consider the following stochastic wave and heat equations on [0, ∞) × R, respectively:
and
The initial conditions u 0 , v 0 : R → R are deterministic measurable functions which satisfy some regularity conditions specified below. The drift coefficient b : R → R is assumed to be globally Lipschitz.
The termẆ H (t, x) stands for a random perturbation that is supposed to be a Gaussian noise which is white in time and has a spatially homogeneous correlation of fractional type. More precisely, on some complete probability space (Ω, F , P), the noiseẆ H is defined by a family of centered Gaussian random variables {W H (ϕ), ϕ ∈ D}, where D := C ∞ 0 ([0, ∞) × R) is the space of infinitely differentiable functions with compact support, with covariance functional
for all ϕ, ψ ∈ D, where F denotes the Fourier transform in the space variable. For any H ∈ (0, 1), the spectral measure µ H is given by µ H (dξ) := c H |ξ| 1−2H dξ, c H = Γ(2H + 1) sin(πH) 2π .
The above covariance relation, as in [11] , is used to construct an inner product on the space D defined in the following way:
Let H H be the completion of D with respect to the inner product ·, · H , which will be the natural space of deterministic integrands with respect to W H . Indeed, our noise can be extended to a centered Gaussian family {W H (g), g ∈ H H } indexed on the Hilbert space H H and satisfying
As usual, for any g ∈ H H , we say that W H (g) is the Wiener integral of g and we denote it by , with t > 0 and x ∈ R. Then, the following random field is naturally associated to our noise W This is the covariance of a standard Brownian motion in the time variable, while in the space variable we have obtained the covariance of a fractional Brownian motion with Hurst parameter H. We denote by (F H t ) t≥0 the filtration generated by W H , namely
where N denotes the class of P-null sets in F . The solution to equations (SWE) and (SHE) will be interpreted in the mild sense. That is, for any T > 0, we say that an adapted and jointly measurable process u H = {u H (t, x), (t, x) ∈ [0, T ] × R} solves (SWE) (resp. (SHE)) if, for all (t, x) ∈ [0, T ] × R, it holds u H (t, x) = I 0 (t, x) + 
Here, the function G t (x) is the fundamental solution of the wave (resp. heat) equation in R, and I 0 (t, x) is the solution of the corresponding deterministic linear equation. These are given by 
Our main objective consists in studying the continuity in law, in the space C([0, T ] × R) of continuous functions, of the solution u H to equations (SWE) and (SHE) with respect to the Hurst index H ∈ (0, 1). More precisely, we fix H 0 ∈ (0, 1) and we will provide sufficient conditions on the initial data under which, whenever H → H 0 , the C([0, T ] × R)-valued random variable u H converges in law to u H0 (cf. Theorem 4.1). Recall that the parameter H quantifies the regularity of the random perturbation W H , and hence the level of noise in the system. So we will study the probabilistic behavior of the solution in terms of H, aiming at showing that the sensitivity in H implies the corresponding convergence of the solutions.
We note that continuity in law with respect to fractionality indices has been studied in other related contexts. We refer the reader to [18, 17, 16] for results involving symmetric, Wiener and multiple integrals with respect to fractional Brownian motion, respectively, while in [15, 23] the convergence in law of the local time of the fractional Brownian motion and of anisotropic Gaussian random fields has been considered, respectively. Finally, in the recent paper [1] , the continuity in law for some additive functionals of the subfractional Brownian motion has been studied.
In order to tackle our main objective, we start by focusing on the linear version of equations (SWE) and (SHE). That is, we consider the case where b = 0. Here, we first prove existence and uniqueness of solution, together with the existence of a continuous modification, for any H ∈ (0, 1) (cf. Theorem 2.1). So, for the particular case of (SWE) and (SHE), this result puts together the more general ones of [2] (valid for H ≤ reduces to analyze the convergence of the corresponding stochastic convolutions, which are centered Gaussian processes. For this, we first check that the corresponding family of probability laws is tight in the space C([0, T ] × R), and then we identify the limit law by characterizing the underlying Gaussian candidate for the limit (see Theorem 2.8 for details). Finally, we point out that in the linear case, the proof of the main convergence result holds for both wave and heat equations.
We remark that there are several well-posedness results for equations (SWE) and (SHE) with b = 0 and a more general noise term, namely of the form σ(u(t, x))Ẇ H (t, x), for some function σ : R → R: if H < 1 2 , we refer the reader to, e.g., [3, 13] , while the case H ≥ 1 2 falls in the general framework of Walsh and Dalang (see [22, 10, 11] ). When H < 1 2 , most of the existing work focuses on the particular coefficient σ(z) = z, which corresponds to the so-called Hyperbolic Anderson Model (HAM) and the Parabolic Anderson Model (PAM), respectively (see [3, 12, 5] and references therein). In these cases, the fact that H < 4 . In the present article, we do not encounter such issues since the noise appears in the equations in an additive way. Indeed, we plan to address the convergence in law with respect to H for the HAM and PAM in a separate publication, where the underlying stochastic integrals are interpreted in the Skorohod sense.
We turn now to the study of the quasi-linear case, that is assuming that b is a general Lipschitz function. Here, we first prove that equations (SWE) and (SHE) admit a unique solution (see Theorem 3.1). This result holds for any H ∈ (0, 1) and, as far as we know, is new for the case H < , it follows from [11, Thm. 4.3] ). Moreover, we note that the proof of Theorem 3.1 can be built in a unified way for both wave and heat equations.
Nevertheless, the analysis of the weak convergence in the quasi-linear case does not admit a unified proof for wave and heat equations. More precisely, for the wave equation, the convergence in law of u H to u
H0
, whenever H → H 0 , follows from a pathwise argument: we prove that, for almost all ω, the solution of (SWE) can be seen as the image of the stochastic convolution through a certain continuous
In the case of the heat equation, this argument cannot be directly applied, for the associated deterministic equation which has to be solved in order to define the above-mentioned functional is not well-posed for a general coefficient b. We overcome this difficulty by first assuming that b is a bounded function and then using a truncation argument. As it will be exhibited in Section 4.3, this part of the paper contains most of the technical difficulties that we need to face. It is also worthy to point out that, in the analysis of the wave equation and the heat equation with bounded b, we have established ad hoc versions of Grönwall lemma which have been crucial to complete the corresponding proofs (see, respectively, Lemmas 4.2 and 4.4).
This article is organized as follows. Section 2 is devoted to study the convergence in law for equations (SWE) and (SHE) in the linear additive case (i.e. b = 0). In Section 3, existence, uniqueness and pathwise Hölder continuity in the quasi-linear additive case are established. Finally, the main result on weak convergence for the quasi-linear case is proved in Section 4: here we treat separately the case of the wave equation ( When we make use of the constant C, we are meaning that the value of that constant is not relevant for our computations, and also that it can change its value from line to line. When two constants (possibly different) appear on the same line, we will call them C 1 , C 2 . Sometimes we use C p when we want to stress that the constant depends on some exponent p.
Weak convergence for the linear additive case
In this section, we consider equations (SWE) and (SHE) in the case where the drift term vanishes, that is b = 0. Then, the mild formulation (4) reads
where we recall that the term I 0 and the fundamental solution G have been defined in (5) and (6), respectively. Throughout this section we assume that H ∈ (0, 1). Notice that (7) is now an explicit formula for the solution u It can be easily verified that the above conditions on the initial data imply that I 0 : R + × R → R is a continuous function. On the other hand, the stochastic convolution in (7) is a well-defined centered Gaussian random variable since, for any (t, x) ∈ [0, T ] × R,
where we have applied Lemma 2.4 below. Hence, we have the following result:
Theorem 2.1. Assume that Hypothesis A holds and let H ∈ (0, 1). Then, there exists a unique solution
. Moreover, the random field u H admits a modification with continuous sample paths.
Proof. We only need to prove that u H has a modification with continuous paths. Indeed, since I 0 is deterministic and continuous, we check that the stochastic convolutionũ H (t, x) := u H (t, x) − I 0 (t, x) admits a continuous modification. This is a direct consequence of Step 1 in the proof of Theorem 2.8 below. More precisely, for any p ≥ 2, there exists a constant C (depending only on p) such that, for all t, t ′ ∈ [0, T ] and x, x ′ ∈ R, it holds
where α = H for the wave equation and α = H 2 for the heat equation. An application of Kolmogorov's continuity criterion concludes the proof. Remark 2.2. In the case of the heat equation, the assumptions of Theorem 2.1 indeed imply that, for all p ≥ 1, sup
For the wave equation, this property can be obtained by slightly strengthening the hypotheses of u 0 and v 0 , e.g. assuming that they are bounded functions (see [11, Lem. 4.2] ).
Remark 2.3. The proof of Theorem 2.1 implies that the stochastic convolution in equation (7) has a modification which is (locally) β 1 -Hölder continuous in time for any β 1 ∈ (0, α) and (locally) β 2 -Hölder continuous in space for any β 2 ∈ (0, H).
In the proof of the main result of the present section (cf. Theorem 2.8), we will need the following three technical lemmas (proved in [3] ). They provide explicit estimates, depending on H, of the norm in the space L 2 (R; µ H ) of the Fourier transforms of the fundamental solutions of the deterministic wave and heat equations, where we recall that, respectively:
In the following three lemmas, we will denote either one of these two functions by F G t (ξ). We recall that the spatial spectral measure is given by µ (2)).
converges if and only if α ∈ (−1, 1). In this case, it holds:
for the heat equation,
where the constant C α is given by
Lemma 2.5 ([3], Lemma 3.4.). Let T > 0 and α ∈ (−1, 1). Then, for any h > 0, it holds:
for the heat equation, CT |h| 1−α for the wave equation,
Lemma 2.6 ([3], Lemma 3.5.). Let T > 0 and α ∈ (−1, 1). Then, for any h > 0, it holds:
for the wave equation, where
|η| 2−α dη for the heat equation, and
We will also make use of the following tightness criterion in the plane (see [24, Prop. 2 
.3]):
Theorem 2.7. Let {X λ } λ∈Λ be a family of random functions indexed on the set Λ and taking values in the space C([0, T ] × R), in which we consider the metric of uniform convergence over compact sets. Then, the family {X λ } λ∈Λ is tight if, for any compact set J ⊂ R, there exist p ′ , p > 0, δ > 2, and a constant C such that the following holds for any t ′ , t ∈ [0, T ] and x ′ , x ∈ J:
We are now in position to state and prove the main result of this section. Proof. We split the proof in two steps. In the first one, we prove that the sequence of stochastic convolutions is tight in C([0, T ] × R), while the second step is devoted to the identification of the limit law.
Step 1: Since H n → H 0 , the sequence {H n } is contained in a compact set K ⊂ (0, 1). For a fixed H ∈ (0, 1), we have that the solution u H is expressed as
We will apply Theorem 2.7 to the family {ũ
We write then, supposing without loss of generality that t ′ ≥ t and
Thus, we have
where I 1 , I 2 are defined as:
Since I 1 is the moment of order p of a centered Gaussian random variable, we have
Notice that we have used the standard properties of Fourier transform in the space variable, and we performed the change of variable s ′ = t ′ − s. The constant z p is the p-order moment of a standard normal distribution and c H is given by (2) . Now we apply Lemma 2.4 and obtain
, wave equation,
The above constantC 1−2H is the one of Lemma 2.4:
First, we observe that z p is independent of H and
Next, as far as estimate (10) for the wave equation is concerned, we note that 2 2H ≤ 4 and 1 1+2H ≤ 1, for any H ∈ (0, 1). Thus, we concentrate on the constantC 1−2H , which we show that it is uniformly bounded in H. Clearly, the functionC 1−2H : (0, 1) → R has, possibly, a singularity only in H = We now turn to the analysis of the term I 2 . More precisely, we have
where C p denotes some constant depending on p. We estimate J 1 and J 2 using similar techniques as those used for the term I 1 . Hence, via the change of variable s ′ = t − s, we have:
Thus, by Lemma 2.6,
The above constants are the following:
is again continuous in (0, 1), and thus bounded for H ∈ K.
For the term J 2 , we have:
, and applying Lemma 2.5 we end up with
Here, the constant C H is
which again is a bounded function on the set K.
To sum up, we have proved that
where α = H for the wave equation and α = H 2 for the heat equation, and the constant C depends only of p and T . Thus, choosing p > 4 min H∈K H , we have that the hypotheses of Theorem 2.7 are fulfilled by the family {ũ H } H∈K , for both the solution to (SWE) and (SHE). This concludes the first step of the proof.
Step 2: In order to identify the limit law of the sequence {u Hn } n≥1 , we proceed to prove the convergence of the finite dimensional distributions ofũ Hn when n → ∞. We recall that, for every H ∈ (0, 1),ũ H = u H − I 0 is a centered Gaussian process, so it suffices to analyze the convergence of the corresponding covariance functions.
Let us first consider the case of the wave equation. Taking into account the explicit form of
dξ ds.
We clearly have that c Hn → c H0 . The integrand function in the latter integral converges, as n → ∞, to
for almost every (s, ξ) ∈ [0, t] × R. Moreover, thanks to the fact that | sin(z)| ≤ z for all z ∈ R, its modulus is dominated by the integrable function
Then, by the dominated convergence theorem, we obtain that
On the other hand, in the case of the heat equation, we have
The pointwise limit of the above integrand is given by 
This covers all cases except t = t ′ . In this latter case, the modulus of the integrand appearing in (11) becomes
and the integrability of this function is an easy consequence of Lemma 2.4. Therefore, by the dominated convergence theorem, we also obtain that
which concludes Step 2 of the proof.
To finish the proof of the theorem, it remains to observe that, since the translation by I 0 is clearly a continuous mapping from C([0, T ] × R) into itself, the convergence in distributionũ 3 Quasi-linear additive case: existence of solution
In this section, we consider equations (SWE) and (SHE) with a general drift coefficient b, where we assume that b : R → R is a globally Lipschitz function. Let T > 0. Owing to (4), we recall that a solution to these equations is an adapted and jointly measurable process {u
where the term I 0 and the fundamental solution G are specified in (5) and (6) 
The case H = 1 2 was considered in [22] . Finally, we have not been able to find a proof of existence in the case H < 1 2 . This section is devoted to present a proof of existence and uniqueness of solution to (12) which holds for any H ∈ (0, 1) (cf. Theorem 3.1). Furthermore, we provide sufficient conditions on the initial data ensuring that the solution admits a Hölder-continuous version (cf. Theorem 3.2 below).
Along this section, we will require more restrictive conditions for the initial conditions u 0 and v 0 in the case of the wave equation. Concretely, we consider the following assumption: Moreover, we recall that we are considering the filtration (F H t ) t≥0 which is generated by our fractional noise W H (see (3)). 
Proof. We follow similar arguments as those used in [10] . We split the proof in four parts.
Step 1: We define the following Picard iteration scheme. For n = 0, we set
and for n ≥ 1 we define
Clearly, the process u H 0 is adapted and, by step 1 in Section 4.3, it is L 2 (Ω)-continuous. Then, u H 0 admits a jointly measurable modification (cf. [6, Prop. B.1]), which will be denoted in the same way.
Owing to Lemma 3.3, we obtain that, for every n ≥ 0, the Picard iteration u H n is L 2 (Ω)-continuous, and thus has a jointly measurable modification. Moreover, by Lemma 3.4 below, u
The above two facts imply that u H n is well-defined, for all n ≥ 0. On the other hand, it is clear that any Picard iteration defines an adapted process.
Step 2: We prove that the Picard iteration scheme converges in the space of L 2 (Ω)-continuous, adapted and L p (Ω)-uniformly bounded processes, which is a complete normed space when endowed with the norm
Indeed, it can be seen as the closed subset formed by adapted process of the space
which is a Banach space for any p ≥ 2. Then, it is sufficient to show that the sequence of Picard iterations is Cauchy with respect to || · || p to infer the existence of a limit.
We use that b is Lipschitz and Minkowski inequality for integrals to obtain
ds.
This inequality implies that
we have that
Then, by Grönwall lemma, we can conclude that {u H n } n≥0 defines a Cauchy sequence in the underlying space, and therefore it converges to a limit u H , namely
Since any u H n is L 2 (Ω)-continuous and adapted, u H has the same properties. In particular, L 2 (Ω)-continuity implies the existence of a joint-measurable version of u H .
Step 3: We check that the process u H is a solution of (12) . To do this, we take n → ∞ with respect to the uniform L p (Ω)-norm in the expression
The left-hand side, by its definition, converges to u H , while for the non-constant (with respect to n) part of the right-hand side, we argue as follows:
We note that the latter term converges to zero as n → ∞. Thus, we have that u H satisfies (12).
Step 4: Uniqueness can be checked by using analogous arguments as those used in the previous steps.
We have the following property of the sample paths of the solution u
Assume that Hypothesis B is fulfilled. Let u H be the solution of (12) . Then, for any t, t ′ ∈ [0, T ] and x, x ′ ∈ R such that |t ′ − t| ≤ 1 and |x ′ − x| ≤ 1, the following inequalities hold true:
and sup
where γ = H for the wave equation and γ = H 2 for the heat equation. Hence, the process u H has a modification whose trajectories are almost surely γ ′ -Hölder continuous in time, for all γ ′ < γ, and H ′ -Hölder continuous in space for all H ′ < H.
Proof. The bounds (15) and (16) are an easy corollary of the stronger results obtained in step 1 of Section 4.3. Indeed, in that theorem, the same kind of estimates have been obtained uniformly with respect to the Hurst index H, when restricted on a compact set [a, b] ⊂ (0, 1). Nevertheless, here we need to obtain (15) and (16) only for a fixed H ∈ (0, 1).
In order to conclude this section, we state and prove the two lemmas that we used in step 1 of the proof of Theorem 3.1 above. Lemma 3.3. For each n ≥ 0, the process u H n defined by (13) and (14) satisfies the following. There exists a constant C = C(n, H) such that, for any t ∈ [0, T ] and h ∈ R with t + h ≤ T , it holds
and, for any x ∈ R and h ∈ R with |h| < 1,
In particular, the process u
Proof. We proceed by induction. In the case n = 0, first we study the time increments. We focus on the right continuity. The computations for the left continuity are analogous. We have
where
In [3] , Theorem 3.7, it is shown that
for the wave equation,
Ch
H for the heat equation.
Concerning the term A 2 , we have
These terms have been studied in the proof of Theorem 2.8, concretely A 2,1 corresponds to term J 1 in that theorem and term A 2,2 corresponds to I 1 . So, (17) for n = 0.
Regarding the space increments, we have, for any h ∈ R with |h| < 1,
As before, by [3, Thm. 3.7] , we have
for both heat and wave equations. The term B 2 corresponds to J 2 in the proof of Theorem 2.8, hence
So, we have proved (18) for n = 0.
We suppose now by induction hypothesis that u H n satisfies (17) and (18) . Let us compute the time increments of u H n+1 , for 0 < h << 1:
We already showed that D 1 is bounded as the right hand side of (17), so we only need to handle D 2 and D 3 . As in Lemma 19 of [10] , first we compute D 2 . Namely, using that b is Lipschitz and applying CauchySchwarz inequality and Fubini theorem, we have
Notice that in the last inequality we used the induction hypothesis.
Regarding D 3 , we have
The uniform boundedness in L 2 (Ω) of u H n (by Lemma 3.4) gives that
for both wave and heat equations. Thus, taking into account the above estimates for J 1 , J 2 and J 3 , we obtain that u H n+1 satisfies (17) . We are left to deal with the spatial increments of u H n+1 . Indeed, we have
The term K 1 has already been studied, and K 2 can be treated as the term J 2 , obtaining that K 2 ≤ C|h| 
Proof. First, we have
By [11] , Lemma 4.2, we have that
and this is uniform in H, since we are considering the same initial conditions for every H. Regarding the stochastic term, arguing as in (9) and applying Lemma 2.4, we get
The last inequality comes from an estimate essentially identical to the one already computed in (10). All above constants which are dependent on H can be uniformly bounded, provided that H is in the compact interval [a, b] ⊂ (0, 1). The above considerations yield
Next, owing to (14) we can infer that
If we apply Hölder inequality, we obtain
The constants appearing in the previous calculations are clearly independent of H. Then, we have
We conclude the proof by applying Grönwall lemma.
Quasi-linear additive case: weak convergence
This section is devoted to prove that the mild solution u H of equation (SWE) (resp. (SHE)) converges in law in the space of continuous functions, as H → H 0 , to the solution u H0 of (SWE) (resp. (SHE)) corresponding to the Hurst index H 0 .
Throughout this section, we fix H 0 ∈ (0, 1) and any sequence (H n ) n≥1 converging to H 0 . Then, we consider the following assumptions for the initial data: Without any loss of generality, we assume that H n ≤ α, for all n ≥ 1. Hence, we will be able to apply the results of the previous section for all these Hurst indexes.
The main strategy to prove that u Hn converges in law to u H0 can be summarized as follows. Recall that b is assumed to be globally Lipschitz. Let η be a deterministic function in C([0, T ] × R), and consider the (deterministic) integral equation
which is defined on the space C([0, T ] × R), endowed with the metric of uniform convergence on compact sets. We will prove that (20) admits a unique solution. This allows us to define the solution operator
by (F η)(t, x) := z(t, x). We will show that this operator is continuous. Note that u Hn = F (ū Hn ) (almost surely), for all n ≥ 0, whereū . Therefore, we can apply Theorem 2.7 of [9] to obtain the desired result.
Here is the main result of the paper. The proof of the above theorem will be tackled in the following three subsections. Indeed, we need to distinguish the case of the wave equation from the one of the heat equation. Moreover, for the heat equation, we split the analysis in two subcases: bounded b and possibly unbounded b. As it will be made clear in the sequel, in the latter case, the above-explained strategy based on the solution operator cannot be applied, so the case b unbounded will be studied separately.
Wave equation
In this section, we provide the proof of Theorem 4.1 for the stochastic wave equation (SWE). For this, as already explained, it suffices to prove that equation (20) has a unique solution and that the solution operator (21) is continuous. These two facts will be proved in Theorem 4.3 below.
We recall that the fundamental solution G of the wave equation on [0, ∞) × R is
We will make use of the following ad hoc version of Grönwall lemma ( [8] ). We give its proof for the sake of completeness.
Lemma 4.2. Let {f n , n ≥ 0} be a sequence of real-valued non-negative functions defined on
, for some a, b ∈ R such that a < b, and T > 0. Suppose that there exist λ, µ > 0 such that, for
and that f 0 is bounded. Then, for every n ≥ 0 and (t,
which in particular implies that lim sup
Proof. We prove it by induction: the case n = 1 reduces to the inequality
that is clearly satisfied. We go on with the inductive step: if (22) holds true, then
which is our thesis. In the last two inequalities, we shifted by one the index of the sum and we used the fact that 4k 2 + 6k + 2 > k + 1, for every k ∈ N. If we take the lim sup as n → ∞ in both sides of the inequality we also obtain easily that lim sup
We will use the above Grönwall-type lemma to prove the following theorem, proved also in [8] . Proof. We define the Picard iteration scheme
Clearly, the above expressions of the Picard scheme are well-defined. Moreover, since b is Lipschitz continuous, if z n−1 is continuous then also b • z n−1 is so. This gives by induction that z n is a continuous function. Moreover, we will show that z n converges uniformly on compact sets on [0, T ] × R. More precisely, we prove that the sequence {z n } n≥0 is uniformly Cauchy on
We can apply Lemma 4.2 to the sequence of functions f n := |z n+1 − z n | and with λ = 0 and µ = 2C, obtaining that
Notice that the latter bound does not depend on t and x. This remark, together with the fact that the function z 1 −z 0 is bounded on any compact set, and that the sum
is convergent, yield that the sequence {z n (t, x)} n≥0 is uniformly Cauchy on
. Let z(t, x) denote its limit. Then, by the uniqueness of the pointwise limit, the fact that C([0, T ] × R) is a complete metric space (with the underlying metric) and that z n , n ≥ 0, are continuous functions, we have that z is also a continuous function in C([0, T ] × R).
Letting n → ∞ in (23) and observing that b • z n → b • z uniformly on compact sets, one easily gets that z solves equation (20) .
The uniqueness of the solution comes from a simple remark: suppose we have two solutions z 1 , z 2 relative to the same η. Then, for a fixed L > 0 and for any (t,
It remains to apply Lemma 4.2 to obtain the uniqueness for every L > 0, and thus for the equation on the whole space.
Let us now turn to the analysis of the solution operator F :
, which is defined by F (η)(t, x) := z(t, x). We need to prove that this operator is continuous with respect to the metric of uniform convergence on compact sets. That is, we show the continuity of the restricted mapping
We denote by || · || ∞,L the supremum norm on
Here, we apply again Lemma 4.2 to obtain that
Heat equation: b bounded
In this section, we prove Theorem 4.1 for the stochastic heat equation (SHE) in the particular case where the drift b is assumed to be a bounded function. This is necessary in order to construct a Picard iteration scheme to solve equation (20) ,
Recall that the fundamental solution of the heat equation in [0, ∞) × R is given by
2t .
As we did in the previous subsection, first we establish an ad hoc version of Grönwall lemma.
be a sequence of functions that satisfy, for every (t, x) ∈ [0, T ] × R, the following inequality: for some µ, λ > 0,
where b : R → R is bounded and Lipschitz continuous with Lipschitz constant C. Then, we have that, for any n ≥ 1 and
As a consequence, we also have that
Proof. We prove it by induction. First, we compute |f 2 (t, x) − f 1 (t, x)| ≤ µ A direct consequence of this fact is that lim sup n→∞ |f n+1 (t, x) − f n (t, x)| ≤ λe t , which concludes the proof.
The proof of Theorem 4.1 in our standing case follows from the following result. 1 (s, y) )dyds + η(t, x), n ≥ 1.
We clearly have that z 0 is continuous. Assume that z n−1 is continuous, and we check that z n is so. In fact, let (t, Thanks to the continuity of b and z n−1 , the latter integrand converges point-wise to
Since b is bounded and G has finite integral over [0, sup m t m ] × R, we can apply the dominated convergence theorem to obtain that Since the rightmost term of this inequality is the general term of a converging series, and the series does not depend on (t, x), we can infer that the sequence {z n (t, x)} n≥0 is uniformly Cauchy in [0, T ] × R. This means that a limit z exists and, since z n → z uniformly, z ∈ C([0, T ] × R). Moreover, it is straightforward to verify that z is the solution to equation (20) . Finally, uniqueness of solution can be easily checked by applying again Lemma 4.4.
As far as the continuity of the solution operator F : C([0, T ] × R) → C([0, T ] × R) is concerned, where F (η)(t, x) = z(t, x), this property can be verified similarly to the case of the wave equation, but applying Lemma 4.4.
Heat equation: b general
In this section, we aim to verify the validity of Theorem 4.1 for the stochastic heat equation (SHE) in the case of a general globally Lipschitz coefficient b. Recall that the initial condition u 0 is assumed to satisfy Hypothesis C. In particular, u 0 is α-Hölder continuous for some α > H 0 .
We will use a truncation argument on the drift b: for every m 
