Introduction
Neural development is a complex process of progressive and regressive changes leading to a functional and adaptable brain. In humans, it stretches over an extended period of life, from birth until the late years of the second decade of life. Development combines cell birth as well as the programmed cell death, the emergence as well as the elimination of synapses, changes of the molecular composition of neuronal membranes, changes of the conduction time of axons and many more. Some of these changes are genetically predetermined, and others are influenced by experience ('nature' and 'nurture'). Only a coordinated combination of both processes leads to a brain that is optimally functional.
In recent decades, hearing has developed into a model sensory system. In the auditory system, brain development and its dependenceon experience can be examined in full complexity. In contrast to other sensory systems, there is effective treatment of severe to profound deafness even in humans using a neuroprosthesis, the cochlear implant. For that purpose, an electrode carrier with up to 22 stimulation contacts is inserted in the scala tympani of the inner ear; wireless power and control signals are provided by a processor placed behind the ear (. Fig. 1 ). Approximately 350,000 patients worldwide use a cochlear implant; until August 2020, the millionth patient will be supplied with a cochlear implant. Approximately 100,000 children world-wide are already using this device today. Approximately 60-70 % of the congenitally deaf children learn their native language with the cochlear implant at a level permitting them later to use the telephone (without lip reading and without prior knowledge of the context) and achieve thus a so-called 'open speech comprehension' [4, 8, 17] . They can attend mainstream school. Thus, the condition of the so-called 'forbidden experiment', in which, with impaired hearing setting in different ages, the hearing and speech development is examined, is not only medically relevant, but became an integral part of a therapy with the aim to provide deaf children with communication beyond sign language. Using modern technology, we are able to examine their brain with the imaging methods and compare it with better controlled and more exact animal experimental data.
When cochlear implants were initially used in congenitally deaf adults, success was very limited. In notable contrast to postlingually deafened individuals, these patients could not develop speech comprehension even after years of implant use. They could perceive acoustic stimuli, but could not perform more complex auditory analyses, such as those essential for speech comprehension. Also, simpler auditory tasks like counting of acoustic stimuli were difficult for these subjects. The (sensitive) periods in which the brain is optimally adapted for language acquisition and auditory learning are closing and are not easily reopened (are critical).
Which processes are affected by congenital deafness in the brain and why are they so difficult to overcome?
Charles Darwin had already noticed that white cats with blue eyes were frequently deaf. Their inner ear shows a so-called Scheibe-type of dysplasia: although the hair cells are absent (they disappear before the onset of hearing), the supporting cells and the auditory nerve fibres are preserved in their inner ear. Many cochlear implant studies have been conducted with this deafness model in recent years, as the feline cochlea is large enough to be provided with a human cochlear implant.
Juvenile synaptic plasticity
Synaptic plasticity changes during postnatal development. Both the receptors and the ion channels responsible for the synaptic transmission undergo developmental changes. Their anchoring in the postsynaptic density and its composition also changes during the development. Juvenile postsynaptic receptors and their ion channels require a longer opening phase and thus a longer lasting postsynaptic potential. Therefore, the postsynaptic potentials can sum up more easily in juvenile animals, even without precise synchrony of inputs. As a result of the aforementioned and other circumstances, the plasticity of the juvenile synapses is higher than that in the adult animal (review in [6] ). That could easily lead to the conception that the mentioned sensitive phase for auditory learning is determined by the postnatal changes of the synaptic plasticity. This conclusion, however, would be premature: the synaptic plasticity exists also in many adult synapses, and only their extent is reduced compared with juvenile ones. Therefore, synaptic plasticity would only explain a gradual reduction of the perfor-mance with increasing age at cochlear imlantation. A congenitally deaf adult provided with a cochlear implant would then, in principle, be able to reach similar linguistic competences as a kid implanted at a very early stage-the adult would only need much more time to reach the same performance. This, however, contradicts the data of implanted congenitally deaf adults mentioned earlier in the text [2, 4] . Therefore, additional processes must be involved in closingthe sensitive periods.
When considering critical periods, the system's perspective [6] is essential: it is not the synapse that learns, but the brain. To control the behaviour of the individual adaptively, synaptic changes have to be integrated into a complex informationprocessing architecture in the brain.
In early development, many neural circuits develop without experience. In the auditory system of mammals, e.g., the extraction of interaural time and loudness differences in the superior olivary complex is principally functional before the cochlea can transduce acoustic signals. Although the synapses of the brainstem are present with the onset of hearing, they show degenerative changes in deaf individuals (review in [9] ). Most synapses in the auditory cortex develop after birth and a long time after onset of hearing, during the first 1-4 postnatal years in humans (review in [9] ). How high is the proportion of synapses developing with the auditory experience and how many of them develop independent of hearing?
Our in vivo studies demonstrated central maturation and a cortical adaptation to 'electrical' hearing in deaf cats that were early chronically stimulated with a cochlear implant for more than 700-1100 h (. Fig. 2a ; [5, 13] ). These cortical reorganizations showed several sensitive periods (. Fig. 2b, c ; see [13, 14, 15] ). In the following sections, we would like to analyse the mechanisms of these reorganizations.
Feature sensitivity
An essential function of a sensory system is the extraction of features necessary for distinguishing biologically relevant acoustic stimuli. The basic functionality of the auditory system is genetically predetermined: even in profoundly deaf animals, there is a functional auditory pathway to the auditory cortex showing a rudimentary function, including a rudimentary feature representation (e.g. of cochlear location-cochleotopy-or binaural characteristics of the auditory input). The ability of feature extraction, however, is clearly reduced compared with hearing animals (. Fig. 3 ; review in [9] ). This proves that essential functions of the sensory systems are on one hand roughly genetically determined, but on the other hand also require experience for fine-tuning. This experience enables the brain to achieve full efficiency and improve the genetically predefined abilities. Experience prevents degeneration and uncontrolled developmental steps undergone in absence of function. During the development of the 'deaf' auditory cortex, both abnormal developmental steps and degenerative changes have been observed [12] .
To learn to discriminate different sensory stimuli, some initial representation of their distinctive features is essential. A reduced feature extraction in the brain of congenitally deaf individuals therefore complicates the onset of the learning process and is, in our view, also one reason for closing of sensitive periods for auditory learning.
Deprivation effects in the cortical column
Cortical interactions show more dependence on the experience than the general interconnection pattern of the afferent auditory system. On the one hand, the general function of the cortical column is preserved in the primary auditory cortex of deaf animals; on the other hand, it shows a significant desynchronization of the evoked activity and a dysfunction of the deep layers V and VI (. Fig. 4 ; [12, 13] ). As these layers represent the output layers of the auditory cortex, it was assumed that a consequence is the reduction of the function of corticothalamic circuits that could affect the sensory memory. Additionally, these layers receive modulatory feedback inputs from higher-order cortical areas, which modulate the function of the primary auditory cortex. Deafness would therefore affect the capacity to incorporate topdown interactions. A reduction of cortical feedback projections could be recently anatomically demonstrated in deaf animals [1] . Furthermore, with the absence of auditory experience, the development of functional cortical synapses was dramatically affected, both in the initial synaptogenesis as well as in the later synaptic pruning phase (. Fig. 4 ; [9] ). This proves that the establishment of cortical circuits is strongly influenced by experience. The maturation of non-functional synapses into functional ones is conditioned by sensory input.
'Bottom-up' and 'top-down' in deafness
Information is analysed and stored on different processing levels in the brain. On one hand, auditory characteristics of the stimuli such as frequency or spatial position are stored in topological maps. On the other hand, the brain also processes auditory objects, defined as complex neural representations that can be subjects of a foreground/background distinction: did I hear a miaow of a cat, the noise of a waterfall, the sound of a glass bottle which fell on the ground? Sensory objects are actively synthesized from sensory features. They are established by active experience and are based on past experiences and needs of the given subject. They are highly subjective and context-and action-dependent.
We do not know how and where auditory objects are represented in the brain; we assume that this takes place in a distributed fashion within a larger cortical neural network, probably in an ensemble of several cortical fields. Our perception is generally focused on objects. Frequently we are not aware which features of the objects are distinctive. This depends on the context, i.e. on the other objects that are simultaneously present on the scene and potentially require distinction. To allow this, feature representations and object representations must be in constant interaction, so that object perception and feature perception can mutually affect each other. Interestingly, cortical areas are asymmetrically interconnected; one can differentiate 'feedforward' and 'feedback' patterns-in functional terms, 'bottomup' and 'top-down' interactions. If a hierarchical structure of the areal organization is assumed as given, it comes to interactions in bottom-up manner (from features to the object) and top-down manner (from the object to features). An essential component of cortical networks is the ability to integrate the so-called topdown information into the bottom-up information processing. In case of the field A1, it means to relate the cortical input (bottom-up) to the top-down influence from higher-order cortical areas. This takes place within the cortical column.
Behaviourally, top-down effects refer, e.g., to the ability to modulate processing in the cortex in a context-dependent manner [7] . One example of such a modulation is by attention. The processing of the stimuli occurs in the reverse order of the hierarchy of the cortical fields. We first recognize the forest, then the trees; the tree (the object, for which probably higher areas are responsible), before we regard the details of the colour of the leaves of the tree (for which early areas are responsible); we recognize at first the gist of the scene and before its details, integrated into the scene [3] .
Footprints of the sensory objects and top-down effects can be found in the socalled 'filling-in' (or continuity illusion) phenomena, e.g. when an object is temporally or spatially partly occluded by another. When in a speech signal an individual phoneme is replaced by noise, for a normal-hearing test subject it is not possible at all to identify the position of the replaced phoneme ('phonemic restoration effect'). The test subjects fill 'the gaps' meaningfully. There is a whole variety of further documented phenomena in which top-down influences are considerably involved [7] . Top-down processing is also used with targeted learning, focused on certain sensory stimuli. Learning in adults is generally influenced by top-down influences.
With a newborn child, however, all of this is not possible: Children have to first construct representations at high hierarchical levels (the sensory objects). First of all, they have to learn what a cat is, what 'miaow' is and what a waterfall is. Consequently, top-down influences cannot occur in juvenile subjects. Processing of information changes during the postnatal development from a bottom-up-driven process to a combined bottom-up and top-down-influenced process [7] . Deafness will strongly interfere with this, since it prevents the development of higher representations (auditory objects).
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Development · Plasticity · Deprivation · Deafness · Cochlear implant the auditory behavior. The projections directed from the secondary to the primary sensory areas are layer specific and mainly target layer I/II and the infragranular layers V and VI. The infragranular layers project then into the supragranular and granular layer (layers II, III and IV) and have a modulating effect (in contrast to the driving influence, e.g. from the thalamus). Infragranular layers could play an essential role for the transmission of the top-down information into the processing within field A1 (the so-called cognitive modulation; [7] ).
An essential effect of deafness in the primary auditory cortex was found in the infragranular layers, showing less evoked activity [10] . Infragranular activity is developmentally observed in hearing animals for the first time between the second and third month of life. The extent of infragranular activation strengthens till adulthood (. Fig. 4 ; [12] ). With deafness, infragranular activity can transiently be observed around the second to third month of life in cats; it, however, disappears at later age (ibid.). Early chronic electrical stimulation with deaf animals could preserve this activity [13] . Due to the reduced infragranular activity in deaf- A congenitally deaf animal responds in the primary auditory cortex to electrical stimulation of the auditory nerve proving the basic functionality of the auditory system without auditory experience. 'Implantation age ~ 3 mo. ' marks the group of the deaf animals having received a cochlear implant with approximately 3 months and have been stimulated and trained for 2-5 months. These animals have shown a slow expansion of the active area and an enlargement of the amplitudes of the field potentials with increasing stimulation duration. In animals implanted late ('implantation age 6 mo. ') the field potentials have changed through the stimulation, but the expansion of the active area was much smaller than in early implanted animals (figure from Kral and Sharma [9] , reproduced with permission). b, c As an example, quantitative analysis of the responses with comparisons between the stimulated and not-stimulated ear at the cortex ipsilateral to the implanted ear (from Kral et al. [15] , modified and reproduced with permission). Amplitude comparisons (b) and latency comparisons (c) are shown. Unilateral hearing (green) and unilateral implanted deaf animals (red) show both in latencies and in amplitudes a shift to the hearing ear (shorter latencies, larger amplitudes), but a decreasing effect with increasing age at intervention (age at onset of unilateral hearing). With late treatment (6 months), there were only small changes. Controls: naïve congenitally deaf animals (red rectangles) and normal hearing animals (blue rectangles) (mo months). * ~ p<0.05; ** ~ p<0.01; *** ~ p<0.001
ness, it can be assumed that on one hand, the basis for circuits relevant for the sensory memory is impaired by deafness, and on the other hand, congenital auditory deprivation leads to a decoupling of the early areas from the cognitive top-down influences [7, 12, 13] . Such a decoupling of the primary auditory areas from the higher areas leads to the inability of a cognitive modulation, and it also prevents the control of learning. A decline of synaptic plasticity with increasing age leads at the same time to a reduction of the bottom-up-driven plasticity. Thus, a cortical area is formed that does not possess the juvenile synaptic plasticity to develop and shape object representations and at the same time cannot incorporate the matured top-down modulation to control cortical plasticity. The ability to learn is thereby significantly reduced. We think that this is another reason for the final closing of sensitive periods [6] .
Cross-modal reorganization with deafness
Brain areas that are not used in early phases of the postnatal development will partially take over new functions. If the new function is related to another sensory system, the process is referred to as crossmodal plasticity.
Many neuroscientists assume that no part of the brain remains without function for a long time. This assumption is, however, incorrect. In deafness, extensive degenerative changes in the auditory brainstem and many nuclei of the central auditory system can be observed, suggesting an extensive absence of adequate inputs. Although supranormal visual abilities in deaf individuals have been known for a long time, there is no evidence of a visual reorganization in the primary auditory cortex (field A1) in congenitally deaf cats, neither on a neurophysiologic [11] , anatomic [1] or behavioural levels [16] . This, however, is different for the secondary area DZ: here a visual and somatosensory reorganization could be anatomically demonstrated [1] . With behavioural experiments, it could also be shown that this area is responsible for supranormal visual movement detection [16] . Visual tasks could be further assigned to the secondary area PAF with spatial localization [16] . These data demonstrate that the crossmodal reorganization shows a high specificity for the area affected by deafness.
The cross-modal reorganization can be another reason for the closing of the sensitive phases, as it rededicates neural resources of the auditory system. In addition, these experimental data confirm that the cross-modal reorganization of the brain is more specific with sensory deprivation than previously assumed.
Cognitive consequences
The extensive changes brought about by congenital deafness in the cortex not only have consequences for sensory functions. The auditory cortex has also a function as an information buffer characterized by high temporal resolution that cognition-25 e-Neuroforum 1 · 2015 | Fig. 3 8 Auditory sensitivity in the auditory cortex (primary field A1) during adulthood examined with electrical stimulation of the auditory nerve and electrophysiological investigations or with histological analyses with retrograde tracers. a The number of cortical neurons not activated (i.e. not responding to the stimulation with a cochlear implant) in the primary auditory cortex is increased by deafness. b The maximum firing rate of the neurons responding to stimulation is significantly reduced in deaf animals. c The dynamic range of the responses is reduced in deaf animals to only a few decibels. d The convergence/divergence of the projection from the thalamus to the cortex has increased in deaf animals, i.e. the cochleotopic gradient was reduced. e The cortical responses showed a lower threshold in deaf animals, whereby the threshold of the brainstem responses was the same as in hearing animals. This demonstrates a cortical hypersensitivity in deafness. f Features extracted from the auditory input in the central auditory system were also affected: the cortical sensitivity to interaural time differences (ITDs), which is 'inherited' from the superior olivary complex, was substantially reduced in deaf animals. These data confirm a reduced sensitivity of the deaf hearing system to features of the auditory stimuli such as intensity, position of the excitation in the cochlea and position of the sound source in space (figure modified after Barone et al. [1] and Kral and Sharma [9] ). * ~ p<0.05; ** ~ p<0.01; *** ~ p<0.001 |
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Fig. 4 8 Functional development of the auditory cortex with and without auditory experience. a Current source density analyses of field potentials can determine synaptic processes around the registration electrode. Before hearing onset, i.e. before the 10th day of life (when auditory thresholds fall under 100 dB SPL), only a small cortical responses at long latencies can be recorded, despite existing auditory (electrically) evoked brain stem responses. Cortical responses increased with age in hearing animals, and their latency decreased. The evoked amplitudes reached a maximum between the fourth and sixth week; afterwards, there was a decrease of amplitudes till the third month of life, when adult amplitudes were reached. The pattern of the activity also changed: the activity increased particularly late in the deep layers V and VI with increasing age. In deaf animals, this process was different: The increase of the excitation ability was slowed down, and the decrease was strengthened. b Average values of peak amplitudes of the power source densities with individual animals in comparison; for adult age, an grand mean average of four animals is shown in both hearing and deaf animals. Arrow (1) shows the delayed functional synaptogenesis; arrow (2) points to increased synaptic pruning (figure from Kral and Sharma [9] , reproduced with permission) can use as a 'blackboard' to manipulate and process temporal information (review in [6] ). Therefore, a reduction of the topdown access to this board, combined with its abnormal functionality, could generally impair temporal processing. Deficits in the visual sequencing with congenital deaf individuals confirm this hypothesis (review in [8, 9] ). Hearing has further functions in control of attention-it can, e.g., shift the attention beyond the field of view and warn of invisible sound sources. Deafness consequently leads to the reduction of the ability to concentrate to a situation or a distinct location in space ('sustained attention') and shifts the (visual) attention to the periphery of the visual field, as if the deaf individual would constantly scan the surroundings. In children, this effect reduces the time interval of joint attention with the mother and hereby influences learning-based development processes. Many further cognitive changes could be identified as a consequence of congenital deafness supporting the neural results presented here. Of clinical relevance, the consequence for reading is the most important: congenitally deaf 18-year-old individuals show a delayed reading ability of more than 7-8 years compared with agematched people with normal hearing (review in [8] ).
A congenital hearing disorder affects every 1000th newborn. Together with congenital heart defects and the trisomy 21, deafness represents the most frequent human congenital disease. The success of the therapy for hearing impairments with respect to language depends critically on the age at intervention [4, 17] ; the therapy for the hearing disorder should take place within the first 3.5 years, but optimally within the first year of life. The possible therapeutic measures primarily include treatment with hearing aids and neuroprosthetic therapy with cochlear implants. For the few patients not being able to use a cochlear implant, central auditory implants are a possible alternative. Supporting the cognitive and linguistic development after compensating for the hearing disorder is essential, also due to the cognitive consequences of sensory deprivation reviewed here.
The future
Hearing through a cochlear implant enables communication, but does not completely replace the inner ear. Hearing in complex environments with many sound sources and the perception of music remain open research topics to further improve this most successful neuroprosthesis. The future must above all resolve the inter-individual differences in the benefit from implantation: approximately 30 % of the children without any additional (known) handicap, even if implanted early, do not achieve the expected speech performance. The reasons remain unclear. The clarification of the factors of interindividual variability is the mission of our research in the future. Thomas Lenarz. has numerous contributions to hearing research, in particular, in the area of auditory implants and the audiology, the majority of which was compiled at the Medical University Hanover (MHH), Dept. of Otolaryngology. He has been the chairman of the department since 1993 and has led it to world-class institution. He is well known of his important contributions in the areas of auditory implants, newborn hearing screening, implantable hearing aids, biomaterials for medical implants and audio-bionics. Trend-setting work also developed in the area of electroacoustic stimulation, the local drug delivery of the cochlea as well as central auditory prostheses. Lenarz has expanded the cochlear implant program in Hanover to the world's leading centre. In 2003, the German Hearing Centre Hanover has been set up for the integrated care for patients with hearing loss and for clinical research. He initiated a joint institute (VIANNA) connecting universities in audioneurotechnology and nano-biomaterial research in Hanover in 2009. He is the Spokesman of the Collaborative Research Centre 599 'Bioengineering' and Deputy Spokesman of the Excellenzcluster 'Hearing4all' . Thomas Lenarz wrote more than 400 scientific publications and attracted several million euros for projects from granting institutions around the world. His activities were honoured by prizes and numerous presidential positions in different societies.
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