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ABSTRACT 
We study the number of invariant polynomials of [ Ai,j], i, j E {l, 2}, when the 
submatrices A,,,, A,,,, A,,, are prescribed. 
1. INTRODUCTION AND RESULTS 
Several results are known that are concerned with similarity invariants of 
matrices when certain sets of entries are prescribed. For example, see the 
references. This paper studies the number of invariant polynomials of 
where A, 1 and A, 2 are principal submatrices, when we prescribe A,,,, 
A 1,2, and ‘A, 2. It re’sults from 136, Corollary I] that the number of invariant 
polynomials different from 1 of an m X m matrix A is the minimum integer 
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t for which there exists an m x t matrix B such that the pair (A, B) is 
completely controllable. 
Let F denote a field, and let G denote an algebraically closed extension 
of F. If A E Fmxm, let i(A) be the number of invariant polynomials 
different from 1 of A, and let 
RG( A) = min rank( AZ, - A). 
A‘EG 
In [22], it was proved that if A E Fmxm, then 
m=R&A) +i(A). (1.2) 
Clearly, we have 1 6 i(A) < m and 0 < R,(A) < m - 1. The equality (1.2) 
shows that studying the number of invariant polynomials different from 1 of 
(1.1) is equivalent to studying the number 
(1.3) 
In this paper, we shall prove the following theorems and corollaries. The 
proofs are presented in Section 4. From now on, we assume that 
A3 1 1 E FPxp, A,,, E FPX9, A 2 2 E Fqxq, 
m=p+q, 7E (l,...,m), pE (O,...,m - l}, 
and that 
fl 1 *** Ifr (respectively, g, 1 **a I gS) 
are the invariant factors different from 1 of 
[ xzp - Al.1 -4.21 [respectively, [ XzrfisJ]. 
Given a polynomial f E F[ x], d(f) denotes its degree. 
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THEOREM 1.1. Zf there exists A,, i E FqXP such that 
(1.4) 
then 
72 max{r,s}, (1.5) 
r < i( K CB L) + rank A,,,, (1.6) 
where K is any square matrix, of order d(f, *** f,.), with invariant polynomi- 
als different from 1 equal to fi, . . . , fr, and L is any square matrix, of order 
d(g, 0.. gS>, with invariant polynomials different from 1 equal to g,, . . . , g,. 
(We adopt the convention that rf r = s = 0 then i( K @ L) = 0.) 
Note that, in Theorem 1.1, the number i( K @ L) does not depend on the 
particular matrices K, L chosen. 
The converse of Theorem 1.1 is not always true, as the following example 
shows: Suppose that r = 2, F and G are, respectively, the fields of real and 
complex numbers, and 
It is easy to verify that, for every A,, 1 E Fix 3, the number (1.3) is equal to 3. 
Moreover, (1.5) and (1.6) are satisfied with T = 2. Bearing in mind (1.2), we 
conclude that the converse of Theorem 1.1 is not true in this case. 
THEOREM 1.2. The converse of Theorem 1.1 is true if at least one of the 
following conditions is satisfied: 
(A) A,,, = 0, 
03) (A,,,, A, e) and (A\,,, A:,,) are completely controllable pairs, 
CC) 7 = 1, 
(D) T = max{r, s), 
(E) there exists A, E F such that 
R,(K@L) =rank[&Z-(K@L)]. (l-7) 
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(We adopt the convention that if r = s = 0, then both sides of (1.7) are equal 
to zero.) 
Note that, in particular, (E) is satisfied if the polynomial fi *a. f,g, *** g, 
has all its roots in F. Therefore, (E) is satisfied if F is algebraically closed. 
THEOREM 1.3. Zf there exists A, 1 E FqxP such that 
then 
p<m - mau(r,s}, (1.9) 
p > R,(K @ L) + m - d(f, .a* f,g, **a g,) - rank A,,,, (1.10) 
where K and L are defined as in Theorem 1.1. 
THEOREM 1.4. The converse of Theorem 1.3 is true if at least one of the 
following conditions is satisfied: 
(A), (B), (E) of Theorem 1.2, 
(C’) p = m - 1, 
(D’) p = m - max{r, s}. 
COROLLARY 1.1. There exists A,, 1 E Fq ‘P such that 
ii:::: Ay =r (1.11) 
if and only if 
max{i( A,,,), i( A,,,)} Q 7 G i( A,,, @ 4,~). (1.12) 
COROLLARY 1.2. There exists A, 1 E Fqxp such that 
(1.13) 
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if and only if 
COROLLARY 1.3. Suppose that (A,,,, A,,,) and (A\,,, A:,2) are com- 
pletely controllable pairs. Then there exists A, 1 E FqXP such that (1.4) holds 
if and only if 
T < rank A, 2. (1.15) 
COROLLARY 1.4. Suppose that (A,, 1, A,,,) and ( Ai,2, A;,,) are com- 
pletely controllable pairs. Then there exists A,, 1 E FqXP such that (1.8) holds 
if and only if 
m - rank A, 2 < p. (1.16) 
COROLLARY 1.5. There exists A,, 1 E FqXP such that (1.1) is non- 
derogatory if and only if max(r, s} < I. 
COROLLARY 1.6. There exists A,, 1 E Fqxp such that 
if and only if (1.5) holds. 
COROLLARY 1.7. There exists A, 1 E FqXP such that 
if and only if (1.9) holds. 
Before proving the previous results, we introduce more notation: 
(I) ei”’ and fi’“) d enote, 
of the identity matrix Z,. 
respectively, the i th row and the i th column 
(II) If 
f(x) = Xk - ak_l~k-l - ... -a, E F[ x], k > 1, 
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C(f) and C’(f) denote the following companion matrices: 
C(f) = [f2(k) *** j-ik) u]‘, where a = [a0 ... uk-llt> 
c’(f) = [al j-i’“’ . . . f$k-I)], where a’ = [uk_i *-- u,]“. 
(III) Given a vector 
h = [h, 1.. h,] E FIX” 
(respectively, k = [h, ... h,lt E I?““) 
and positive integers 1 < 6, < *** < Sk < n, we adopt the convention that 
h[S I,..., Sk] = [h6, ... hsk] E Flxk 
( 
respectively, L[Si,..., Sk] = [ha, ... hsk]’ E Fkxl). 
[respectively, pi 2 **a > u,], u = rank A,,,, are 
the nonzero controllability indices of ( A,, i, A,, 2> [respectively, ( A:, a, Ai, ,>I. 
2. EQUIVALENCE RELATIONS 
We define an equivalence relation N in Fpxp X FPX9 X FqX9 as 
follows: 
(A,,,, A,,,, A,,,) - (A>,,, A;,,, Ai.21 
if and only if there exists a nonsingular matrix 
(2.1) 
E F”‘“, where P, 1 E Fpxp, (2.2) 
such that 
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that is, 
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4.2 =P,;A,,P,,-P-‘P P-‘A P . 3 > 2,2 2,l 1,l 1.2 2.2’ 
Two matrices A, A’ E FpXm are said to be block similar if there exists a 
nonsingular matrix P of the form (2.2) such that 
A’ = P,;AP. 
LE~MA 2.1 (Normal form for block similarity [35, Theorem 2.11; 10, 
Theoreti 6.2.51). The matrix [A,, 1 A,,,] is block similar to 
where 
(2.3) 
As there is no ambiguity, we also say that two matrices B, B ’ E Fmx 4 are 
bZock similar if there exists a nonsingular matrix P of the form (2.2) such that 
B’ = P-‘BP2 2. 
Clearly, we have the following normal form for this second block similarity 
relation. 
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LEMMA 2.2. The matrix is block similar to 
D, 0
[ 1 D, 0 , 0 L 
where 
L = C(g1) @ **. @ C(gJ, (2.4) 
D, = C( xv’) @ ... @ C( x”), 
It results immediately from Lemmas 2.1 and 2.2 that 
LEMMA 2.3. (A,,,, A,,,, A,,,) is --equivalent to (A\,,, Ai,z, A’,,& 
where 
M 0 
K and L are defined in (2.3) and (2.41, respectively, and (Ml, 1, M,,Y.) and 
(Mi, 2, M: 2) are completely controllable pairs. 
Proof Let P be a nonsingular matrix of the form (2.2) such that 
p-1 
A 
[ 1 A lz2 P,,, 7-,2 
has the normal form referred in Lemma 2.2. Suppose that 
p-I[ “is’ i~;:]p = [“i zi” i], where c,,, E FP~P. 
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Let 
be a nonsingular matrix such that 
has the normal form for block similarity. Suppose that 
and 
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where A’, 1 
lemma. 
E FPXP. Then A\,l, A’,,,, A; 2 have the forms prescribed in the 
n 
The following lemmas are easy to prove. 
LEMMA 2.4. Zf the condition (2.1) is satisfied, then 
[Al,1 Al.21 and [A’,,, A>,,] 
(respectively, [ ::::I and [ ;I:]) 
are block similar. Therefore, the controllability indices of (A,, 1, A,,,) and 
(A’,,,, A\,,) (respectively, (A:,,, A;,,) and ((A’,,,Y, (A’, ,I”)) coincide; and 
the invariant factors of 
and [ xZp - A’,,, -A;,,] 
coincide. 
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LEMMA 2.5. Zf the condition (2.1) is satisfied, then the theorems and 
corollaries of Section 1 are equivalent to the assertions that we obtain from 
them on replacing A,, 1, A,,,, A,_, with A;, 1, A’,,z, A\,2, respectively. 
LEMMA 2.6. Zf a matrix of the form 
is obtained from a matrix of the form 
on per$orming any of the following similarity transformations, then (2.1) is 
satisfied: 
M”(a): Multiply the i th row by a, and then multiply the i th column by 
a-‘, where i E 11,. . . , m) and a E F - {O}. 
pj”: Permute the i th row with the j th row, and then permute the i th 
column with the j th column, where i, j E (1,. . . , p} or i, j E {p + 
1 ,...,m). 
Tji(a): Add the i th row multiplied by a to the j th row, and then subtract 
the j th column multiplied by a from the i th column, where a E F, 
i, j E {l, . . . , m), and the following condition is not satisfied: 
i E {p + l,...,m} and j E {l,...,p). 
3. THE COMPLETELY CONTROLLABLE CASE 
Throughout this section, we assume that (A,, 1, A,,,) and (A\,,, A;,,) are 
completely controllable pairs. 
NOTATION. Given positive integers yl,. . . , y,, S,, . . . , S,, we denote by: 
(1) %,...>, the set of all the vectors 
[hl . . . h,]’ E FY”, y= y1 + **’ +36: 
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such that $i = 0 whenever i @ {rl,yl + ~2, -. . ) YI + ‘a- + ‘%I; 
(11) %,,...,su the set of all the vectors 
[h, +.. hs] E Flxs, 6 = 8, + *.* +a,, 
such that hi = 0 whenever i E (1, 1 f 61, 1 f 8, + 82, - . . ) 1 + 
4 + -** + s,_;); 
(III) GJ’~,:~;~s’_ the set of all the matrices of size y X 6 whose columns 
belong to Hy,,.:.:, and whose rows belong to fr, 6 ; 
(IV) L,,,...Jr uthe set of all the matrices of th: fdrk 
where the rows of M 
LEMMA 3.1. (A,, 
where 
1, A,,,, A,,,) is --equivalent to (A;,,, A\,2, A’,,,), 
and the submatrix of A;,, lying in rows pul, p1 + p2, . . . , pl + .*a + pu, and 
columns 1, 1 + vl, . . . , 1 + vl + *** + vr_ 1 is nonsingular. 
The proof of this lemma coincides with the proof of Lemma 2.3. 
LEMMA 3.2. Let 
c = C(xPl) fB -** a3 C(x”), 
h E H,+..,.. - {Oh 
Then there exists a nonsingular matrix P E F pxp and a permutation 
l-&*.*> & of the indices pLL1, . . . , pg such that 
P_lCP = C(&q a3 **. a3 C(x”“), 
(P-‘h)[~~,~~+~~*l,,...,~~+...+~~l 
= [l 0 .-* oy, (3.2) 
p-lg E qL,,...,p> forevery g E HwI,...,.o. (3.3) 
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Proof. By induction on u. Suppose that h = [hi a** hplt. If (T = 1, 
we take P = h,I,. If CT = 2 and h,, # 0, we take 
If (T = 2 and hpl = 0, we take 
Now suppose that (T 2 3. Let C, be the submatrix that we obtain from 
C on deleting the first pi rows and columns. Let h, be the vector that we 
obtain from h on deleting the first cc, coordinates. If h, = 0, the lemma is 
satisfied by taking 
P = hP,ZP, $ Zp_PL1 and P: = pi. i E (I,..., o). 
If ha z 0, then, by the induction assumption, there exist a nonsingular matrix 
p, E F(1,-rl)x(P-k) and a permutation pi”‘, . . . , &’ of p2,. . . , pm such 
that 
= [l 0 *** o]“, 
P,lg, E H,(Z) (2) 
z . . . ..PL. forevery go E Hp2....,C1qa 
Let ho,o be the vector that we obtain from <I,, @ Pi’)h on deleting the last 
cL(32) + . . . +&’ coordinates. According to the induction assumption, there 
exist a nonsingular matrix P, o E F(~1+~~3x(@l+~f’) and a permutation 
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p(f), cL(23) of pul, cL(22) such that 
~~~(C(x’l)~C(x~~)))P,,, = c(x@) @ C(x@), 
(P$2,,,)[ /.$‘> /-by + &‘I = [I Olf, 
p;;g,,, l Hpy,/q for every g,, ,, E H,+ +y). 
Then the lemma is satisfied with 
P = (I,, @ PlJ(PO.0 @ Q+ - +&&b”) 
and ( /.L;, . . . , /A;) = ( /A\~‘, /a& &‘, . - - > I@). n 
LEMMA 3.3. Suppose that A;, 1, A;,2, and A’,,, have the forms indicated 
in Lemma 3.1, and let 
Then there exists a nonsingular matrix 
S = S,,, @ Zq E Fmxm 
and a permutation P’~, . . . , & of the indices ~1, . . . 7 Pi such that 
S-‘A’S = 
where 
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columns 1,l + vi,...,1 + vi + -0. + v,_ i is upper triangular and has its 
principal entries equal to 1. 
Proof. By induction on o. Suppose that Ai 2 = [hi,j]. If u = 1, we 
take 
P = h, ,I, CB I,. 
Now suppose that u > 2. Let h be the first column of A\ 2. We have h # 0. 
According to Lemma 3.2, there exist a nonsingular matrix P E FPxP and a 
permutation $i, . . . , CL& of the indices pi,. . . , CL, such that 
and (3.2), (3.3) are satisfied. Let 
C = (P-’ CB 14) A’(P @ I& 
and consider C partitioned as follows: 
and the submatrix of C,, a lying in rows ~1, $i + da, . . . , p\ + *a* + P; and 
columnsl,l+v,,...,l+v,+--*-tv,_, hastheform 
where M E F’“- 1)x (m- 1) 
Let D be the submatrix that we obtain from C on deleting rows and columns 
1 >.-.1 /ii and p + 1, . . . , p + vl, and suppose that 
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Let P, E F(P-pL;)X(P-p~) be a permutation matrix such that P,‘D, ,P, 
results from D,, 1 by a p ermutation of the blocks C(X Pi), . . . , C(x “L) and 
According to the induction assumption, there exist a nonsingular matrix 
and a permutation ~(231,. . . , &? of /.@I, . . . , &) such that 
where 
and the submatrix of D;,2 lying in rows pz , (3) &’ + /43), . . . ) &) + . . . + /J$ 
and columns 1,l + vg, . . . , 1 + v2 + 1.. + v,_ 1 is upper triangular and has 
its principal entries equal to 1. It is easy to conclude that the lemma is 
satisfied if we take 
LEMMA 3.4. Let 
LEH 
V1,...,Vm’ where il[l] = 1. 
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Then there exists a nonsingular matrix Q E FqXq such that 
Q-‘DQ E L Y1....,Vo~ 
(kQ)[ 1,l + v,,...,l + v1 + *** +v,-11 
= [l 0 .** 01, (3.4) 
g[l] = 0 ==a gQ=g forevery i E YII...,vm~ (3.5) 
EQ E fiv, __.. v forevery i E fiu,....,v,. (3.6) 3 0 
Proof. Suppose that & = [l h, *a* hq]. If u = 1, we take Q = I,. If 
u > 2, we take 
LEMMA 3.5. Suppose that A\!:, A\:),, and A:)2 have the forms indicated 
in ~ernma 3.3, and let 
A(z) = 
A(j2), 
* 
A'1"'2 
’ 
[ .I E Fmxm. * A(22j2 
Then there exists a nonsingular matrix 
S = I, $ S,,, E F”‘” 
such that 
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and the submatrix of A(f’, lying in rows ~1, P> + P;, . . . , P\ + -** + t-& and 
columns 1,l + vl,. . . , i + v1 + *a* + v~_~ is Z,. 
Proof. It is analogous to the proof of Lemma 3.3. The argument is by 
induction on u. Suppose that A \‘i = [h. .I. If I+ = 1, we take S = Z,. Now 
suppose that u > 2. Let L be the Pith’Yow of A?),. According to Lemma 
3.4, there exists a nonsingular matrix Q E FqXq such that 
Q-‘Arj2Q E L 
Y,....,Ye’ 
and (3.41, (3.5), (3.6) are satisfied. Consider the matrix 
C = (I, @ Q-l)A(“)(Zp CB Q) 
partitioned as follows: 
and the submatrix of C,, 2 lying in rows pi, & + &, . . . , I-L\ + *** + I.(, and 
columns 1,l + vl,. . . , 1 + v1 + *a* + v~-~ has the form 
where M E F(~-l)x(~-l) 
where M is upper triangular and has its principal entries equal to 1. Let D 
be the submatrix that we obtain from C on deleting rows and columns 
1 >***, p> and p + 1,. . . , p + vl, and suppose that 
D= [D;‘l ;:;;I, , where D, 1 E F(P-&ul,)x(P-P’d . 
According to the induction assumption, there exists a nonsingular matrix 
R = Zp-& @ R, 2 E F(m-IL’,--Y,)X(m-IL’,--Y,) 
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such that 
where 
and the submatrix of 01, 2 lying in rows CL;, r’Jz + &, . . . , & + *** + & and 
columns 1,l + ZJ~,. . . , 1 + v2 + *** + v~_~ is Z,_l. It is easy to conclude 
that the lemma is satisfied if we take 
Q = (Zp @ Q)(Z,+vl @ Rd n 
LEMMA 3.6. Let D be a matrix that is different from C(X~~> @ C( xyz), 
where y1 > yz, at most in the entry (yl + yz, yl>. Then there exists T E 
FYzXYl such that the last column of T is equal to zero and 
[ $ z:2]D[‘; zy,] = C(xyl) @ C(rYZ). (3.7) 
Proof. Suppose that the entry (yl + yz, yl> of D is equal to a. Then 
the lemma is satisfied with 
T = [0 a& 0] E FYsXY1, 
where the first block of zeros is of size yz X (yl - yn - I). 
LEMMA 3.7. Let C be a matrix that is diferent from 
at most in the entries 
n 
(3.8) 
(3.9) 
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i, j E (1,. . . , a}, such that pj > pi. Then there exists a nonsingular matrix 
P E Fpxp such that 
P-‘g = g forevery g E Hp,,...,r,. (3.10) 
Proof. By induction on u. If u = 1, we have C = C(x pi) and the 
lemma is satisfied with P = Zp. Suppose that cr > 2. Let C, be the submatrix 
of C lying in rows and columns pi + 1, p1 + 2,. . . , p. According to the 
induction assumption, there exists a nonsingular matrix PO E F(p-~~)x(p-p~) 
such that 
P,‘C,P, = C(xc”2) 8 *** @ C(x”), 
p&o = go forevery go E Hp,,...,.o- 
Let c’ = <I,, @ P;l)C(Z,l @ PO). Th is matrix is different from (3.8) at most 
in the entries ( pi + **a + pi, /..Q), i E (2,. . . , ~1, such that ~1 > /-Q. 
According to Lemma 3.6, there exists, for each i E (2,. . . , (~1 such that 
k1 > pi. a matrix Ti E F’+“l such that the last column of Ti is equal to 
zero and 
where Ci is the submatrix of C’ lying in rows and columns I,. . . , /..Q and 
I-9 + 
--.+pi_l+l,..., ,~r+--*+~~.Ifi~@ ,..., (~land~.,=~~,letT, 
be the zero matrix of size pi X ,~i. Let 
Q= 
It is easy to see that P = <I,, @ P,)Q satisfies the lemma. 
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LEMMA 3.8. Let D be a matrix that is difirent from C(xyl) @ C(xy2), 
where y1 < yz, at most in the entry (yl + 1,l). Then there exists T E FYZXY1 
such that the first row of T is equal to zero and (3.7) is satisfied. 
Proof. Suppose that the entry (rl + 1,l) of D is equal to a. Then the 
lemma is satisfied with 
T = [0 aZ,, OIt E FYsXYl, 
where the first block of zeros of T is of size 1 X yl. w 
LEMMA 3.9. Let vi,. . . , v6_ be a permutation of the indices vl, . . . , vr, 
and let C be a matrix that is different from 
C( x”Y) @ *.* @ C( &) (3.11) 
at most in the entries 
E;; = (vi + .** +v,‘_1 + 1, v; + **. +l& + l), (3.12) 
i,j E {l,..., u}, such that i > j and VI > v,!. Then there exists a nonsingular 
matrix Q E FqXq such that 
Q-‘CQ = C( x”;) $ .a. @ C( &), 
gQ =g for every g E R;, ) lJ:* (3.13) 
Proof. The proof is by induction on u and is analogous to the proof of 
Lemma 3.7. The induction assumption is applied to the submatrix C, of C 
lying in rows and columns 1, . . . , q - vi. W 
LEMMA 3.10. Suppose that A,, 1, c3) A$“,, A$‘)2 have the forms indicated in 
Lemma 3.5. Then there exist matrices A\:\, Afi, At), and a permutation 
vi,..., vi of the indices vl, . . . , v, such that 
vi > v; whenever i > j and pi = pi, (3.14) 
( A’;f), , A$ , A(,42) - ( A\::, Ay’2, A’z”,i) > 
Alfjl = C(xcLl) @ .-- cB C(x”), 
A$ E Gy~~...,f‘cr Y,,...,“* 7 
the submatrix of A?; lying in rows pl,. . . , p1 + *-- f CL, and columns 
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1,1 + vi,. . . , 1 + vi + 0.. + vJ_~ is Z,, A’2”,\ is different from (3.11) at 
most in the entries E:jz (3.12), i, j E {l, . . . , a}, and, for i > j, the entry 
E:; of A(24)2 is equal to zero whenever pi < pj or v,! > vi. 
Proof. Firstly, we permute the first p rows and columns of 
and its last q rows and columns in order to get a matrix 
C= 
A’P’, 1 z A(4) I 1 0’ ($2 
where 
v;, . . .) v6_ is a permutation of the indices vl, . . . , v,, A?),, A(P), have the 
forms prscribed in the lemma, and the condition (3.14) is satisfieh. 
In C = [ci ,I, we perform the transformation 
TP+ -+‘?--~k,~+v;+ -+,;_,+I> 
for each jE(l,..., g] and kE{p+l,... ,mI\{p+l,p+v;+ 
1 ,---> p+v;+ .*a + v:_~ + I}. We get a matrix of the form 
where C I2 2 
(1,. . . ) d.’ 
is different from (3.11) at most in the entries E2;‘, i, j E 
In C’ = [c’~,~], for each i, j E (1,. . . , a} such that /..Q < pj, we perform 
730 
We get a matrix of the form 
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where Ci2i is different from A(P), 
11,. . . , cd, with pi < /+, and Cp,, 
at most in the entries Et!,>’ (3.9), i, j E 
is different from (3.11) at most in the 
entries Eti2 and an entry of this form is equal to zero whenever pi < pj. 
According to Lemma 3.7, there exists a nonsingular matrix P E Fpxp 
such that 
p-‘Cy),p z A(4) 
1.1 
and (3.10) is satisfied. Then the matrix 
cC3) = (p-1 $ I,)cy P @ I</) 
has the form 
c(3) = 
A(f), 
’ 
A'P', 
’ 
[ 1 * cw * 2.2 
In Cc3) = [ci3j], we perform 
T Ir,+ - +PJ 
p+v;+ - +uj_l+l ( - ($3) 1 p+V;i-+V:_,+l,p+Ui+-+V;_,+l ) 
for every i, j E (1,. . . , 
form 
CT} such that i <j or u,! = VJ. We get a matrix of the 
where Cp& is different from (3.11) at most in the entries EE;2 such that 
i > j, v,! > vi and ~~ = pj, and Ci”l is different from (3.8) at most in the 
entries Ek;’ such that i < j or (VI = vj’ and pi = ~1~). 
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According to Lemma 3.9, there exists a nonsingular matrix Q E Fqxq 
such that Q-‘CTiQ has the form (3.11) and (3.13) is satisfied. Let 
Cc') = (I, @ Q-')C'"'t$ @ Q> = 
Cl”\ A'4' 
*' c(xv;) e .:I'@ c(xv;> . 
I 
Finally, in C (5) = [cl”;], we perform , 
for every i,j E (1,. . . , CT}. We get a matrix 
where A’;f’,, A’;ti, and A, 2 c4) have the forms prescribed in the lemma. n 
LEMMA 3.11. Suppose that pl = --* = p,, = p and ~1 = *** = V’ = 
Y. Suppose that A,, , c4) , A\!‘,, A(24)2 have the forms indicated in Lemma 3qlO. 
Then there exists a nonsingular katrix P of the form (2.2) such that 
(3.15) 
and C, 2 is diferent from (3.11) at most in the entries E:j2 (3.12) such that 
if E {i, . . . . (T} and i <j + 1. 
Proof. In order to get a contradiction, suppose that the lemma is false. 
Let u be the minimum integer in (3,. . . , CT] for which there exists a 
nonsingular matrix P of the form (2.2) such that (3.15) and (3.16) are 
satisfied and C,,, is different from (3.11) at most in the entries Etj” and the 
entry E$” of C, 2 is equal to zero whenever i > u and i > j + 1. Let 
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We define a matrix C’ as follows: If the entry E:t_ 1 of C,,, is different 
from zero, let C’ = C. Otherwise, we permute the first p rows and columns 
of C and its last 4 rows and columns in order to obtain a matrix 
where 
( * A’P’, , ’ A\:\, C; 2) - ( A$, A’p,‘z , C,,2) > 
G>2 is different from (XII) at most in the entries ETj2, the entry Efj2 
of G,2 is equal to zero whenever i>u and i>j+l, and the entry 
E,2::_1 of C;,, is diferent from zero. 
Suppose that C ’ = [c;,~], and let 
where 
s = Z(4)/l @ cz, @ z(MI)p+(u-l)” @ cc @ Z(n-t+ 
c = C~+(u-l)v+l,p+("-2)"+l' 
Starting with C c2) = [ci’j], we perform , 
for each j E 11, . . . , u - 2). We get a matrix 
c(3) = 
A'P', 
' 
ci”‘z 
' 
[ 1 O I c$3,, ' 
the submatrix of Ci3i lying in rows /.L, 2~, . . . , up and columns 1,l + 
u,..., 1 + (o - 1)~ is lower triangular and has its principal entries equal to 
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1, and where C$s& is different from (3.11) at most in the entries ET;, 
i,jE{l,...,a}and 
((u-2)v+l,(j-l)v+2), (3.17) 
j E 11,. . . , u - 2}, and has its entries Et;’ with i > u and i > j + 1 equal 
to zero. 
We have A(P), = Z, 8 C(x@). Suppose that the entry (ip, 1 + (j - 1)~) 
of C$sk is equal to di,j, i, j E {I,. . . , (T}. Let D = [di,j] and R = D 8 5. 
Then 
R_lC’3’ 
1.2 
= A(14)2. 
Suppose that the entry (3.17) of C& is equal to dj. Let 
where 
It is easy to see that the matrix 
is different from (3.11) at most in the entries E,?jz, i, j E (1,. . . , a}, and the 
entry E&” of C.$tg is equal to zero whenever i > u and i > j + 1. 
We have 
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It is not hard to deduce that there exists a nonsingular matrix 
such that 
and the condition that results from (3.16) on replacing P with Q is satisfied. 
This contradicts the definition of u. H 
LEMMA 3.12. Suppose that Ay:, A?),, At), have the forms indicated in 
Lemma 3.10. Then there exist matrices AT\, A$Ti, Az)z such that 
and Af)2 is difirent from (3.11) at most in the entries Ef;’ (3.12) such that 
i,j E (1,. . . , a} and i <j + 1. 
Proof. Let {jl,. . . , j,} be the set of the indices j E (1, . . . , u - l} such 
that pj > pj+l or VJ < I$+,. Suppose that 0 =j, <j, < ... <j, <jk+l = 
u. We have 
rUj,+l = **’ = cLjzll, 
r I 
vj,+l = ... = vj,+,, i E (0,. . . , k}. 
Consider the matrices A\:\, A$, At), partitioned as follows: 
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where Cii\ E Fp*xpl, cf\ E FPiXql, Cgi: E Fqc’qc, pi = pji+ 1 + --a + /.++,, , 
’ + 9i = ‘ii+ 1 *** +~i,+,, i E {0, . . . , k}. The rows of Mi,t, i, t E (0,. . . , k}, 
i < t, belong to f&j,+ ,,..,. v;,+,) and the transposes of its columns belong to 
fi$,+I,..., “;.+I’ According to Lemma 3.11, for each i E (0,. . . , k} there exists a 
nonsingulajr matrix 
E F”hxT mi = pi + 9j7 
such that 
((P~~:)-ls’)t> gP$f’z E K;,+ ,,‘.., $+, for every g = fq+ I,..., “;i+, 
and Dgi is different from 
at most in the entries 
such that U, v E 11,. . .,ji+l -ji} and u < o + 1. Let 
Then 
where A\rjl, Af; , A($h have the prescribed forms. 
736 FERNANDO C. SILVA 
LEMMA 3.13. ht g(x) E F[xl b e a manic polynomial of degree k > 1, 
and A E F. Then there exists a lower triangular matrix T E Fkx k, with its 
principal entries equal to 1, and there exists a manic polynomial h(x) of 
degree k such that 
T-‘C( g)T = hZ, + c(h). (3.18) 
Proof By induction on k. If k = 1, the lemma is trivial. Suppose that 
k > 2 Let T E F(k-l)X(k-l) be a lower triangular matrix wth its principal / . 
entries equalsto 1, and let h, be a monk polynomial such that 
T,-‘C(X~-~ T - ) o - *I,-, + ‘thO). 
Let [h, **a h,_,] be the last row of C(h,), and 
Then T-‘C(g)T has the form indicated on the right side of (3.18) for a 
certain monk polynomial h. W 
Analogously, one can prove the assertion that results from Lemma 3.13 on 
replacing C( g ) and C(h) with C ‘( g ) and C ‘(h), respectively. 
LEMMA 3.14. Let h E F. Suppose that A\!‘,, A\:;, A$), have the forms 
indicated in Lemma 3.12. Then there exist matrices ATi, A\:‘,, Ai6)2 such that 
and At), is diferent from (3.11) at most in the entries E,?,! (3.12) such that 
if E (1,. . . , (T) and i <j + 1. 
Proof. For each i E (1, . . . , cr), let Ti be a lower triangular matrix, with 
its principal entries equal to 1, such that 
T,-'C( x”)Ti = hZp, + C(h,) 
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for a certain manic polynomial hi. Let 
where T = T, CB -0. $ T, CB Iq. The matrix C has the form 
where 
c 1.1 = hZp + (C(h,) a3 *** CT3 C(h,)). 
Suppose that the last row of C(h,) is [hi, 1 -1. hi /L I. In C, for each 
i E (1,. . . , CT), k E (1,. . . , ki}, we perform the following transformation: 
We get a matrix of the form 
where A\:\, Ai:; have the forms prescribed in the lemma and Cg 2 is 
different from (3.11) at most in the entries Etj2 such that i 4<j + 1. Su&ose 
that 
ck,2 = [Di,j]T D,,j E FYiXV;, i,j E {l,..., o}. 
For each i E 11,. . . , a}, let Si be a lower triangular matrix, with its principal 
entries equal to 1, such that 
si-lDi,jsj = AZ,: + C’(g) 
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for a certain manic polynomial hi. Let 
where S = ZP @ S, $ a** G.J S,. Suppose that 
CiT’z = [E,,j], Ei,j E F”:“‘;, i,j E {I,..., a}. 
The matrix C pi belongs to L,;, , ,,> and 
Ei,j = 0 whenever i > j + 1. 
In Cc2’ = [ci”,!], for each k E. {l, . . . , a}, i E { p + 1, . . . , m} \ { p + 1, p + 
1 + v;,..., p + 1 + v; + s-0 + vL_ 1}, we perform the transformation 
Tz*l+ - +q -Cy;+,+“;+ _. ++). 
We get a matrix of the form 
i 
AI + A’p$ P 3 A$@, 
* XI 
’ 1 + A’26’2 ’ 9 * 
where Aif\, A?),, and Afi have the prescribed forms. n 
LEMMA 3.15. Suppose that AT’,, A(1S1)2, AT), have the forms indicated in 
lemma 3.14. Let A(26J1 E FqXP be a matrix that is diRerent from the zero 
mutri3c at most in the entries 
E&l = (vi + **. + v;, 1 + p1 + *-* +pj& (3.19) 
i,j E {l,..., a}. Suppose that the entry EF/ of AT\ is equal to cI, j. Suppose 
that the entry Eff (3.12) of A’2”,12 is equal to di, j. Then there exist unimodular 
matrices U(x),V(x) E F[x],‘, such that 
=l,_,@ (diag(x”;-l,...,xvb-l) 
(XI, - 0) diag(x”l,..., x”-) - C), (3.20) 
where D = [di,jI, C = [c,,jI* 
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Proof. For each positive integer u, let 
T, = 
I 
E F[ xlUX”. 
Let 
M=T 
I 
s, 
where 
z = [zi,j]> 
i E {l,..., a}, 
i,j E {l,..., u}, 
i E {l,...,~), 
j E {l,..., v}, i Zj. 
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Clearly, there exist permutation matrices P, Q E F”‘X”’ such that 
M’ = PMQ 
I diag(x’“I,..., xpr) -Z, = -Zm-20 @ -C 1 diag(x”;-‘,...,x”~-‘)(xZ,-D) ’ 
The matrices 
( [ 47 0 u = zm-2v 63 diag(x”;-‘,...,x”~-‘)(xZ,-D) Z, Ii PT, 
0 47 
-Z, diag(x@I,..., rpc) I) 
satisfy the lemma. n 
4. PROOFS OF THE THEOREMS 
Given a polynomial matrix W E F[ xlmxn, let j(W) be the number of 
invariant factors of W different from 1, and let 
ro(W) = Fi;rankW(A). 
The following lemma generalizes (1.2). 
LEMMA 4.1. Given a matrix pencil xA, + A,, A,, A, E FmXn, we have 
rank( xA, + A,) = ro( xA, + A,) + j( xA, + A,). (4.1) 
Proof. Note that we may assume, without loss of generality, that 3cA, + 
A, is in the Kronecker normal form for strict equivalence. See [9, p. 401. It is 
easy to prove (4.1) in this case. n 
Proof of Theorem 1.3. Suppose that (1.8) is satisfied. From Lemma 2.3 
and Section 3, we deduce that there exists a nonsingular matrix P of the form 
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(2.2) such that 
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P-lAP =A', 
where 
Al,,, A;,,, and A\,, have the forms indicated in Lemma 2.3, and 
v;,..., vJ is a permutation of vr, . . . , v, , the submatrix of M,, 2 lying in rows 
Z-Q> **. > /-$ + a-- +pm andcolumnsl,l + vi,...,1 + vi + *** +vL_r is Z,, 
and M, 2 is different from (3.11) at most in the entries E?j2 (3.12), 
i, j E (1:. . . , u). 
Let 
be the submatrix of A' lying in rows and columns d + 1,. . . , m - e. Let 
h E G. Then 
rank( h I,,, - A) = rank( AZ, - A') 
> rank( hZ, - K) + rank( AZ, - L) 
+ rank(hZ,,_d_e - M). 
The submatrix that results from AZ,,_ d-e - M on deleting the rows p - 
d + vi,..., p - d + v; + ... + v; has its rows linearly independent. 
Therefore, 
rank( hZ, - A) aR,(K@L)+m-d-e-u. 
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From this inequality, (1.10) results. On the other hand, 
p =G rank( AZ,,, - A) 
G min p + rank i [ n,:ys,,]> 9 + rank[hZp -A,,, -Ai,+ 
Therefore, 
From this inequality and Lemma 4.1, we deduce (1.9). n 
Proof of Theorem 1.1. It results from Theorem 1.3. Take p = m - 7. 
Using (1.2), it is easy to see that (1.4) is equivalent to (1.8), (1.5) is equivalent 
to (1.9), and (1.6) is equivalent to (1.10). n 
LEMMA 4.2. Suppose that (A), (1.9) and (1.10) are satisfied. Let A, be 
an element of G such that (1.7) is satisfied. Then there exists A,> i E FqXP 
such that (1.8) is satisfied and 
rank(&Z, -A) = p, 
where A has the form (1.1). 
Proof. Without loss of generality, we may assume that A,, i = K = 
CKfJ @ a** EB C(f,) and A,,, = L = C(g,) $ *-a $ C(g,>. 
Let 
Then 
t=p-R,(Ke+L). (4.2) 
t =G m - max{r, s} - R,(K) - R,(L). 
Using (1.21, we get that m - r = q + R,(K). Therefore 
t <q -R&L) =i(L) =s. 
Analogously, t < r. 
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Let dj = d(h), i E (1,. . . , t-1, ej = d(gj), j E (1,. . . , sl. If t = 0, let J 
be the zero matrix of size 9 X p. If t + 0, let J be the 9 X p matrix that has 
the entries 
(e1 + -a- +es_k+l, 1 + d, + -** +dr-k), k E {l,...,t}, 
equal to 1 and the other entries equal to zero. Consider the matrix 
Let A E G, and define 
r(A) = max{i :fi( A) f 0,O < i < r}, 
s(A) = max{j: g,(A) # 0,O <j 6 s}, 
where f,(x) = 1 and g,(x) = 1. Clearly, 
rank( hZP -K)=p-r+?-(A), (4.3) 
rank( AZ, - L) = 9 - s + s(A), (4.4) 
Suppose that 
T-(A) < r - t and s(h) Q s - t. (4.5) 
Then 
r-t 
i& rank( “12, - ‘(_fi>) = 4 + 3.. t-d,_, - r + t + r(A), (4.6) 
s-t 
c rank(AZ,, - C(gj)) = e, + .** +e,_, - s + t + s(A), (4.7) 
j=l 
r 
AzL+k - CCLt+k) 0 
2 rank p 
0 
k=l 
0 
ALl+k - C(gs-t+k) 
1 0 a** 0 
= (d,_,+, + e,_t+l) + *** +(rl, + e,v) -t, (4.8) 
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Clearly, rank( A Z, - M) is the sum of the left sides of (4.6), (4.7), and (4.8). 
Thus 
rank( AZ,,, - M) = (d, + **a +d, - r + r-(A)) 
+(e, + *** +e, - s + s(h)) + t, 
and therefore, 
rank( AZ, - M) = rank(AZp - K) + rank(AZ, - L) + t. (4.9) 
With similar arguments, we deduce that if (4.5) is not satisfied, then 
rank( AZ,,, - M) = p + rank(AZ4 - L), ifr-r(A) <s-s(A), 
(4.10) 
rank( AZ,,, - M) = 9 + rank(AZp - K), ifs -s(A) <r - r(A). 
(4.11) 
If (4.5) is satisfied, we get, from (4.2) and (4.9), that 
rank( AZ, -M)>p. 
If (4.5) is not satisfied and r - r(A) < s - s(A), we get, from (1.9) and 
(4.10X that 
rank( AZ, -M)>p+R,(L)=m-sap. 
Analogously, if (4.5) is not satisfied and s - s(A) < r - r(A), we get, from 
(1.9) and (4.11), that rank(AZ,,, - M) 2 p. Therefore 
h(M) a P- (4.12) 
Now, choose A, E G such that 
R,(K 8 L) = rank(A,Zp - K) + rank(A,Z4 - L). (4.13) 
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We have 
p G m - r = 4 + ~o( K) G 9 + rank( AOZp - K). 
Therefore 
t = p - R,(K EJ L) Q 9 - rank(A,Z, - L) = s - s(ha). 
Analogously, t Q r - r(&). Therefore, (4.5) is satisfied with A = A,, and 
consequently (4.9) 1s satisfied with A = A,. Then, from (4.2) and (4.13), 
we get 
rank( A, Z, -M) =p. 
From (4.12), we conclude that R,(M) = p. n 
LEMMA 4.3. Let A E F, and suppose that (B), (1.9), and (1.10) are 
satisfied. Then there exists A, 1 E FqXP such that (1.8) is satisfied and 
rank( AZ,,, - A) = P, (4.14) 
where A has the form (1.1). 
Proof. Note that, in this case, (1.10) has the form p 2 m - u. Bearing 
in mind Lemma 2.5, we assume, without loss of generality, that 
A I,1 = AZP + AT’,, A,,z = Af)2, A,,, = AZ4 + A$‘,, (4.15) 
where A\!\, A\:‘,, AT’, have the forms indicated in Lemma 3.14. Let A, 1 = 
A(,6: be the matrix of the form indicated in Lemma 3.15 such that C = [‘c~,~] 
satisfies 
-1 if lgj<a-m+pand i=j, 
ci,j = 1 if 1 <j Q u - m + p, i =j + 1 and di,j = 0, (4.16) 
0 otherwise. 
According to Lemma 3.15, there exist unimodular matrices U(x), V(x) E 
F[x]“‘~~ that satisfy (3.20). Let M(x) be the matrix that results from (3.20) 
on replacing x with r - A. The determinant Al(x) of the submatrix of M(x) 
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lying in rows I,2 ,..., m-a,m-u+2,m-(T+S ,..., p+l and 
columns 1,2, . . . , p is the product of a nonzero constant by a power of 
x - A. On the other hand, the determinant x2(x) of the submatrix of M(x) 
lying in rows and columns 1,2,. . . , p is equal to 1 plus a multiple of x - A. 
The polynomials xi(x) and xz( x) are relatively prime, and therefore the pth 
determinantal divisor of M(x) is equal to 1. Hence the pth invariant factor of 
M(x) is equal to I and 
i(A) <m-p, (4.17) 
where A has the form (1.1). 
Since Al, - A has m - p columns equal to zero, we have 
and therefore 
rank( AZ,,, -A)<p (4.18) 
%(A) G P. (4.19) 
From (I.2), (4.17), and (4.19) we conclude that (1.8) is satisfied. Conse- 
quently, from (4.18), we deduce that (4.14) is satisfied. n 
LEMMA 4.4. Let D, , E FuxU, D, , E Fox’, D -> _ E FCx”, D, 7 6 
!y controllable, then th2d:e exist T, E F”x“, 
L> - 
F”Xt* If (D,, 2, D,, 3) is complete/ 
T2 E Ft x“ such that 
D,, 0 0 
D,:, D,,, D,,, =[ 
D 1.1 0 0 1 0 D,,, D2.3 . 
(4.20) 
Proof. Firstly, we prove the lemma when [D, 2 D,,,] has a normal 
form for block similarity. This first proof is by induction on u. If u = 1, we 
take 
Tl = 0, T2 = 
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Now suppose that v > 2. Suppose that 
where E, 1 E F(“-l)Xtr, E E F(~-l,x(O-l), E, 4 E F(~-l,x(W-l), and w 
the numb’er of nonzero co:t:ollability indices of (II,, 2, D,, 3). The pair 
is 
is completely controllable. According to the induction assumption, there exist 
S, E F(“-l)xU, S, E FlxU, S, E F(w-l)xu such that 
[ 
D 1-1 0 0 0 rz 
0 E2,2 E2,3 E2.4 
Then the lemma is satisfied with 
s, T,= s 
[ 1 > T2 = 2 
I, 0 0 0 
0 s, I,_, 0 0 
E 2,4 S, 0 1 0 
s3 0 0 I,_, 
s3 
S2Dl,1 - E3,, . 
0 I 
Now let us consider the general case. Let 
E F(v+t)x(o+t) where P, 1 E F”‘“, 
be a nonsingular matrix such that 
P;:[D,,, D,,31P = [or,,, D;,31> where D’, 2 E Fux”, (4.21) -> 
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has a normal form for block similarity. Let R, E FDXU, R, E FtXU be 
matrices such that 
0 DJ [ R2 4z, 1” 0  4 0  
(4.22) 
Let 
T, = P,,,R,, T2 = P,,,R1 + P,,,R,. 
We have 
Using these equalities, (4.21) and (4.22) it is easy to see that (4.20) is 
satisfied. n 
LEMMA 4.5. The converse of Theorem 1.3 is true if p = m - 1. 
Proof. Suppose that (1.9) and (1.10) are satisfied. The condition (1.9) 
implies that max(r, s) 6 1. If this maximum is zero, then (B) is satisfied and 
this case has already been considered. Now suppose that m&r, s} = 1. 
Without loss of generality, suppose that r > s. We also assume that o 2 1, as 
the case cr = 0 has already been studied in Lemma 4.2. 
Without loss of generality, suppose that A,, 1 = A>, 1, A, 2 = Ai 2, A, 2 = 
4,2, where A\,l, Ai,2, A\, 2 have the forms indicated in Lemma 2:3. Acdord- 
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ing to Lemma 4.3 there exists M,,, E F(9-e)x(p-d) such that 
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R,(M)=m-d-e-l, where M = [E:;: ::;:I. 
That is i(M) = 1 and M is nonderogatory. Let P E F(m-d-e)x(m-d-e) be a 
nonsingular matrix such that P-lMP = C(g), where g is the characteristic 
polynomial of M. 
Firstly, suppose that s = 1. Let 
The submatrix of XI, - N lying in rows 1,. . . , d - 1, d + 1,. . . , m and 
columns 1,. . . , m - e, m - e + 2,. . . , m has determinant equal to f 1. 
Therefore, the (m - l)th determinantal divisor of XI, - N is equal to 1, and 
i(N) = 1. The matrix N is similar to 
where h, = Pf~T~d-~e), h, = e\m-d-e)P-l. Let h,, 1 = h,[l, . . . , p - d], h, 2 
= h,[p -d + l,..., m - d - e]. According to Lemma 4.4, there exist k, 
E F(pedjxd, T, E F(qpa)xd such that 
Id 
-T1 
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Analogously, since (Mk 2, Al:,,) is completely controllable, it can be proved 
that there exist S, E Fex(p-d), S, E Fsx(9-r) such that 
Then N’ is similar to 
iv@) = (I, a3 s-‘)(T_’ a3 Z,)N’(T CD I,)( I, $ S), 
where 
The matrix Nc2) has the form (1.1) for a certain matrix A,,, E F9XP, 
i(Nc2)) = i(N) = 1, and R,(N(2’) = m - 1 = p. 
In the case s = 0, the lemma can be proved with similar arguments. H 
LEMMA 4.6. The converse of Theorem 1.3 is true if p = m - max{r, s}. 
Proof, Suppose that (1.9) and (1.10) are satisfied. Without loss of 
generality, suppose that r > s. As the case r = 1 has already been consid- 
ered, we assume that r > 2. We also assume that s > 2. The case s < 1 uses 
similar arguments. Without loss of generality, suppose that A,, 1 = A’,, 1, 
A = A\ 2, A,,, = A\,2, where Ai, i, A;,,, Ai 2 have the forms indicated in 
Lkkma 213. 
According to Lemma 4.2, there exists C,, 1 E Fd(gz-‘gs)xdCfl -frml) such 
that 
R C(f1) @ *** @ CK1) 0 
c C 2.1 C(g2) fB *** @ C(gs) I 
= d(f, yf_,g, ... gJ - 7 + 1. (4.23) 
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According to Lemma 4.5, there exists D,, 1 E F(d(g,)+q-s)x(d(f,)+p-d) such 
that 
From (4.23) and (4.241, it results that 
= d(frgl) + m - d - e - 1. 
(4.24) 
AC(A) am-r=p, 
where A has the form (1.1) and 
A 
0 D2, 
2.1 = c, 
2.1 0’ 
Let A E G be a root of f,(x). Clearly, 
(4.25) 
rank( AZ, - A) Q rank( AZ, - K) + m - d = m - r = p. 
From this inequality and (4.25), (1.8) results. n 
LEMMA 4.7. The converse of Theorem 1.3 is true $ (E) is satisfied. 
Proof. Suppose that (1.9) and (1.10) are satisfied. Without loss of 
generality, suppose that A,, i = A’,>,, A,,, = A;,,, A,?, = A;,,, where A’,,,, 
A’I, 2) A; 2 have the forms indicated in Lemma 2.3. 
If we have an equality in (1.91, this lemma results from Lemma 4.6. Now 
suppose that we have a strict inequality in (1.9). We also assume that cr z 1, 
as the case u = 0 has already been studied in Lemma 4.2. It is not hard to 
see that there exist nonnegative integers pl, p2 such that 
P = Pl + PZ> 
R,(K@L)<pl,<d+e-max{r,s}, 
m-d-e-a,<p2<m-d-e-l. 
(See [28, Lemma 81.) Let h, be an element of F such that (1.7) is satisfied. 
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According to Lemma 4.2, there exists ] E Fex" such that 
and 
&I, -K 0 
rank 
-3 h,K, - L = pl. 1 
According to Lemma 4.3, there exists M,, 1 E F(9-e)x(p-d) such that 
and 
rank 
i 
4$,-d - Ml.1 -Ml,2 
-Ms. 1 A&, - M,,, = "- I 
Clearly, (1.8) is satisfied if we take 
A 2,l = 
0 M2,, 
[ I J 0’ n 
We have proved Theorem 1.4 in Lemmas 4.2, 4.3, 4.5, 4.6, and 4.7. 
Theorem 1.2 results from Theorem 1.4, using (1.2). 
To close this section, note that the corollaries of Section 1 result from the 
theorems. 
If A,,, = 0, it is easy to see that (1.12) is equivalent to (1.5) and (1.6) and 
(1.14) is equivalent to (1.9) and (1.10). Note that, in this case, A,, i 83 A,,, is 
similar to K @ L. 
If(B) is satisfied, then (1.15) is equivalent to (1.5) and (1.6) and (1.16) is 
equivalent to (1.9) and (1.10). Note that, in this case, (1.5) and (1.9) are trivial 
conditions, since the right side of (1.5) is equal to zero and the right side of 
(1.9) is equal to m. 
Since a square matrix A is nonderogatory if and only if i(A) = 1, 
Corollary 1.5 results from Theorems 1.1 and 1.2. 
Corollary 1.6 is a consequence of Theorems 1.1 and 1.2. Note that we 
have i(K @ L) > i(K) = r and i(K @ L) > s. Analogously, Corollary 1.7 is a 
consequence of Theorems 1.3 and 1.4. 
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