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Abstract 
 
Accurate and timely intelligence has always been an essential part of warfare. In a 
dynamic and unpredictable world, the intelligence business has received greater focus 
in operations other than war as well. Traditionally, national intelligence organizations 
have been organized in stovepipes, centrally managed by a hierarchical structure. 
However, the global breadth and rapid dynamics of today’s intelligence issues require 
new approaches. The current situation demand agile networked organizations that 
employ techniques for organization-wide collaboration and efficient utilization of 
distributed and shared resources [1]. In order to make intelligence processes more 
efficient, and to provide the foundation for efficient transition of today’s intelligence 
enterprise towards the network-centered defense (NBF), the concept of a network-
based intelligence enterprise (NBI) has been developed. 
 
Today, sources of information are countless and produce huge amounts of information 
at an ever increasing rate. Technologies for storage of this information are able to 
cope with the ever increasing amounts bits and bytes, but it is hard to find practical 
and efficient ways of utilizing the information. One of the most promising approaches 
for making information usable and reusable for a larger audience on the web is the 
Semantic Web. On the Semantic Web, information is formalized in machine 
interpretable ontologies, which means that both users and applications have a shared 
understanding of information. This will better enable users and machines to cooperate. 
 
An important step in realizing the goals of NBI is to identify, or develop, a language 
that could be used to represent information and knowledge at various levels of 
abstraction. Among the languages that will help realize the Semantic Web, OWL 
(Web Ontology Language) has received great attention lately. OWL fulfils several of 
the requirements that are associated with representing information and knowledge in a 
networked intelligence enterprise. However, some intricate aspects are not treated, 
such as uncertainty of information, which call for alternative measures. This study 
suggests combining OWL with BN (Bayesian Networks) by providing a natural 
linkage, in the form of a specific probabilistic extension, to OWL. Furthermore, it is 
suggested that an interface to a high level ontology, expressed in UML and/or DL 
(Description Logic), is developed for OWL. The high level ontology comprises a 
description of those entities, relations between them, and processes that are most 
characteristic and representative for the target domain. The high level ontology is 
maintained to establish a consistent view of NBI that could be understood by all 
parties involved in development of the system. 
 
The infrastructure of NBI must enable efficient cooperation between various users and 
groups within a networked environment. Thus, NBI must give access to a generic 
framework for common information and knowledge that could be extended to meet 
the needs of various users and groups. In this, the infrastructure must assure 
interoperability and consistency between the generic framework and the customized 
“views” of information and knowledge that may exist. NBI should be backed-up by a 
service-oriented infrastructure capable of handling the complex processes of the 
intelligence enterprise in a dynamic manner. This means that the requirements of a 
user or group define the momentary composition of services expected to resolve some 
current process. This study stresses the importance of Grid environments, or more 
specifically the marriage of Grid environments with the Semantic Web, as a basis for  6
realizing NBI. Furthermore, it proposes a preliminary architecture for NBI that should 
serve as the foundation for future research and development related to NBI. 
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1. Introduction  
1.1 Background 
From a general perspective, intelligence is knowledge and foreknowledge of the 
world around us. This knowledge is provided by intelligence organizations to help 
consumers, either civilian or military, to reflect on alternative options and outcomes 
prior to decision making. Intelligence production is complex, involving tedious 
collection of facts, their analysis, quick and clear evaluation, and their timely 
dissemination to consumer [1]. In order to make the intelligence processes, within the 
military intelligence enterprise, more efficient, and to provide the foundation for 
efficient transition of today’s intelligence enterprise towards the network-centered 
defense (NBF), the concept of a network-based intelligence enterprise (NBI) has been 
developed. 
 
The concept, or vision, for NBI outlines a trusted system capable of providing 
information of high value to various customers, to enable reaction in a pro-active 
manner. The NBI environment customizes information and knowledge according to 
the context of the intended users. This includes customization of information 
according to role, mission, technical equipment and physical environment of the user. 
Moreover, the vision outlines the intention to apply new information and knowledge 
management strategies and methods to enable new and innovative capabilities. 
Finally, the environment should be able to leverage its services during national, as 
well as international operations.  
 
In the beginning of 2004 the Swedish Defence Research Agency (FOI) was assigned 
the task to conduct research related to information and knowledge management for 
future network-based intelligence systems. The task has been divided in three parallel 
tracks:  
 
1.  Information and knowledge representation 
2.  Infrastructure (architecture) for information and knowledge management 
3.  Prototype development  
 
The prototype(s) should demonstrate and test various technologies and methods 
developed or identified in the research-oriented tracks (1 & 2). Furthermore, it 
represents the intermediate step between research products and implementations that 
in the end will provide real value for the intelligence community.  
 
Today, sources of information are countless and produce huge amounts of 
information. The (intelligence) analyst often possesses information, but lack sufficient 
tools for efficient utilization. This is highly critical in a situation where time is a 
limiting factor. Instead of adding information, sophisticated information 
communication tools appear to add noise, not clarity. The issue is how to turn raw 
data and poorly useful content into useful and relevant intelligence. We consider the 
research and development carried out within the Semantic Web community highly 
applicable to cope with these problems and to establish a framework for information 
and knowledge management within future network-based intelligence systems.  10
1.2 The Semantic Web 
The Web allows access to an enormous amount of information, and the amount of 
available information on the Web is increasing all the time. An efficient way of 
discovering relevant information in this “information jungle” is to use metadata. 
Metadata means data about data, or in more detail, a structured description about 
information. Such a description may contain the property, e.g. category, of some 
information, the relationship between different information, and so on. The effective 
use of metadata, however, presupposes the use of some standard language (syntax and 
semantic) for its representation. The problem is that at present, different communities 
or organizations, are using different incompatible standard languages for metadata, 
which makes it difficult to discover, interchange and reuse information among 
multiple applications. 
 
The Semantic Web has been suggested as an approach to improve the situation, i.e. to 
improve and extend the use of the Web. According to Berners-Lee et al., the Semantic 
Web is  
 
“an extension of the current Web, in which information is given well-
defined meaning, better enabling computers and people to work in 
cooperation.”. [2] 
 
The World Wide Web Consortium (W3C) defines the Semantic Web as follows:  
 
“The Semantic Web provides a common framework that allows data 
to be shared and reused across application, enterprise, and 
community boundaries. It is a collaborative effort led by W3C with 
participation from a large number of researchers and industrial 
partners.” [3] 
 
As discussed above, representation of metadata using a standard language is a 
necessary step to take in realizing the Semantic Web. The next step concerns 
reasoning with metadata, i.e., to infer further information by reasoning with the 
metadata that is already represented on the Web, using computer power. To support 
reasoning tasks, the language must be formal as well, having formally defined syntax 
and semantics.  
1.3 Method 
This study has been based mainly on literature, i.e. books, conference proceedings, 
documents available on the internet etc. We have also had discussions with the 
customer on a regular basis to obtain knowledge of the intelligence domain, but also 
to be assured of the direction of the study. The prototype development involved 
working with common tools for application of Semantic Web technologies, which 
yielded valuable practical experience.  11
1.4 Outline of Report 
Chapter 2 of this report investigates methods and techniques for information and 
knowledge representation within NBI. The chapter includes a discussion of the 
concept of an ontology and its use and importance for realizing NBI. Further, this 
chapter presents a number of languages considered for information and knowledge 
representation in NBI and a recommendation on which language/languages to employ. 
 
Chapter 3 proposes a high level architecture for NBI. The chapter presents an 
overview of technologies and methods crucial for successful realization of NBI in the 
future. Further, the architecture is described from a service perspective, but also from 
the perspective of the abstraction level of information and knowledge. 
 
Chapter 4 presents a prototype aimed at illustrating search for information in an 
ontology-based information structure.  
 
Chapter 5 presents suggestions for future research within the area of information and 
knowledge management in network-based intelligence systems. 
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2. Information & Knowledge Representation 
2.1 What is ontology? 
In general, ontology is defined in dictionaries, e.g. in Mariam-Webster Online 
Dictionary [4], as 
 
•  a branch of metaphysics concerned with the nature and relations of being 
•  a particular theory about the nature of being or the kinds of existents 
 
In computer science the term “ontology” is referred to frequently, but the notion of 
ontology varies depending on the discipline. For example, in Knowledge 
Representation, which is a sub-area of Artificial Intelligence, ontology stands for a 
specific perspective, or an assumption, about the target application area to be 
represented. You may assume, e.g. that in your application area activities occur only 
in sequence and not in parallel. On the other hand, Information Systems Modeling 
uses an ontology as a meta-model to enhance common understanding of the target 
system at a very early stage of system development. The recent emergence of the 
Semantic Web came with its own definition of ontology as well. The reason 
ontologies are becoming so popular has to do in large part with what they promise: a 
shared and common understanding of some domain that can be communicated among 
people and application systems [5]. 
 
Our definition of ontology is quite similar to that of the Semantic Web, but we 
distinguish between two different abstraction levels of ontologies: The upper level 
ontology and the lower level ontology. With the upper level ontology we mean a 
description of those entities, relations between them, and processes that are most 
characteristic and representative for the given problem domain. That is, in our case, 
NBI.  
The purpose of this ontology is to reach a common understanding of the problem 
domain among those who are involved in a system development project in a very 
early stage of the project development. For this purpose, the description must not be 
very detailed, but it should provide an overview of the problem. The descriptions as 
such are models at a highly general level, and they can be reused for different 
modeling purposes and even in some cases for different applications domains. 
 
A lower level ontology is obtained by developing further an upper level ontology and 
by adding more details to it. Important issues concerning lower level ontology 
include: the consistency, completeness and un-vagueness of the represented 
information/knowledge, and how well they are structured. Though these issues are of 
course important for an upper level ontology, the importance of them becomes much 
clearer here. 
2.2 NBI requirements on ontology 
In addition to the general requirements on ontologies that are mentioned above, like 
consistency and completeness, the vision of NBI places additional requirements. That 
is, in order to realize the vision of NBI, the ontology must support the following: 
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•  Automated and context-based reasoning 
•  Uncertainty management 
•  Network-based application 
 
Uncertainty management is one of the prerequisites for realizing the vision of NBI, 
since in NBI applications, information is not always certain. For example, we can 
have multiple-hypothesis about terrorist organizations and their activities. Different 
experts can have different opinions and only partial information about terrorist 
behaviors. Such information has to be represented in a correct and consistent way. 
2.3 Languages for Information & Knowledge Representation  
2.3.1 XML (eXtensible Markup Language) 
As its name implies, XML is a markup language to mark up, i.e. structure, or encode, 
electronic documents using so called tags. Historically, the word “mark up” has been 
used to describe annotation or other marks within a text intended to instruct a 
compositor or typist how a particular passage should be printed or laid out [6]. It may 
be argued that it is a simplification to state that XML is a markup language: Though 
XML itself is a markup language, it is also a meta-language (standard, or a protocol) 
for defining a markup language at the same time. In addition, XML can be used to 
refer to “a family of technologies that can do everything from formatting documents 
to filtering data” [7] 
 
Before the era of XML began, it was HTML (HyperText Markup Language) that had 
been used for writing web pages. Compared to HTML, XML has strong advantages. 
First of all, in XML representation is separated from presentation. This means, the 
information that is represented in XML can be presented in different ways, while a 
HTML representation is fixed to a certain form of presentation. Further, XML 
provides more powerful expressiveness by allowing definition of your own tags 
(extensible), while in HTML you have only a fixed number of predefined tags.  
 
As mentioned previously, there are several components in the “XML-family” some of 
which will be described in brief below, based mainly on [8] and [3]. 
 
•  DTD (Document Type Definition) defines the structure of XML documents by 
letting users define the set of tags, the order of tags etc. A well-formed XML 
document (conforming to the XML syntax) is said to be valid if it conforms to 
its DTD as well.  
•  Namespaces are used to avoid name clashes, i.e. ambiguities that arise when 
the same tag name is used in different contexts, by declaring in an XML 
document to which namespaces tag names belong, and declaring the scope of 
the namespaces.  
•  XSL (eXtensible Stylesheet Language) deals with presentation of an XML 
document by transforming it to an HTML document. That is, how the source 
content should be styled, laid out, and paginated onto some presentation 
medium, such as a window in a Web browser or a hand-held device, or a set of 
physical pages in a catalogue, report, pamphlet, or book.  
•  XML Schema has been developed to deal with the drawbacks of DTD. That is, 
the expressive power of DTDs is limited, and their syntax is not XML.   15
2.3.2 RDF (Resource Description Framework) 
RDF [9] is one of the first steps taken to realize the vision of the Semantic Web. RDF 
is a language developed by the World Wide Web Consortium (W3C) for representing 
metadata about resources on the Web, such as title, author and update date of a Web 
page. RDF provides a common framework for expressing such metadata, so that it can 
be interchanged and reused across different applications, organizations and 
communities. Thereby the interoperability of metadata can be enhanced significantly. 
As was the case with XML, RDF is more of a framework than a language consisting 
of several components, and the most basic ones are presented below in short.  
 
RDF Syntax, in its most common form, is directly based on XML. RDF imposes 
formal structure on XML to support the representation of Web resources, as discussed 
in the RDF Data Model below.  
 
The most basic entities of the data model are, of course, resources. A resource is 
anything that is uniquely identifiable by an URI (Uniform Resource Identifier)
1. An 
example of a resource is the W3C document describing RDF, and its URI is 
http://www.w3.org/RDF/. Then, information about Web resources is expressed as 
statements that are binary relationships between resources, for example,  
 
“The homepage of http://www.w3.org/RDF/ is http://www.w3.org ”  
 
Formally, a statement is a triple: <subject, predicate and object>
2. In the above 
statement, “http://www.w3.org/RDF/” is the subject, “homepage of” is the predicate, 
and “http://www.w3.org” is the object. A statement can be described visually as a 
graph. Figure 2.1 is the graphic representation of the example statement above.  
 
 
 
 
   
 
Figure 2.1 A RDF statement expressed as a graph. 
 
The subject is a resource with its URI label. The predicate is also a resource, which 
might sound strange. This is to eliminate any ambiguity that may arise from using 
only words, instead of URIs, for identifying predicates. The meaning of a predicate, 
for example “author”, may vary depending on applications and contexts. RDF 
uniquely identifies predicates by using the XML namespace. The object, which is the 
value of the predicate, can be either a resource with an URI, as in the above example, 
or a literal. If the object is a literal, then it is represented as a rectangle (using the 
graph notation). The RDF Data Model is recursive: Since predicates are resources, 
they can also be subjects and can have their own predicates and objects; statements 
and objects can also be resources, which means they may have predicates and objects 
                                                 
1 URL (Unique Resource Location) and URN (Unique Resource Name) are two concepts that are 
closely related to URI. Unfortunately, the distinction between these terms is not very clear in the web 
community today. A possible disdinction (“the classical view”), is that a URI can be specified by either 
an URL or an URN [3]. 
2 Subject, predicate and object are often referred to as, resource, property and value, respectively, as 
well.  
http://www.w3.org/RDF
/
http://www.w3.org/ 
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as well. The graph notation is intended for visualizing the represented information for 
human understanding in an easy way. For computer representation, RDF statements 
are usually converted into XML.  
 
RDF Schemas are used to declare a vocabulary for a target application domain, i.e. a 
set of classes of resources and a set of predicates (their subjects and objects), 
including the hierarchical specialization relationships between such classes and 
predicates. The XML namespace mechanism is used to identify RDF Schemas.  
 
The above discussion shows that RDF can be seen as an application of XML in most 
cases (other serializations of RDF exists). It then seems natural to raise the question: 
Why don’t you simply use XML for representing metadata? A major problem with 
XML for this purpose lies in its data structure. That is, an XML document is 
structured hierarchically as a tree where the order in which elements appear has 
meaning. It is not very easy to maintain the correct order of a huge number data items, 
and combine such trees. The simple structure of RDF statements, <subject, predicate 
and object>, makes it easy to maintain, search and combine even in large numbers.  
2.3.3 OWL (Web Ontology Language)   
As discussed previously, RDF provides a flexible way to represent metadata, 
enhancing the interoperability, interchange and reuse of metadata. However, the 
expressive power of RDF is far too limited to be considered an ontology language for 
the Semantic Web. What is required above RDF for the Semantic Web is “an 
ontology language what can formally describe the meaning of terminology used in 
Web documents. If machines are expected to perform useful reasoning tasks on these 
documents, the language must go beyond the basic semantics of RDF Schema” [9]. 
This section presents OWL [10] which is recommended by W3C as an ontology 
language for the Semantic Web. The presentation is based directly on [10]. 
 
OWL has been developed by incorporating lessons learned from the design and 
application of its forerunners DAML [11] and OIL [12]. OWL goes beyond XML, 
RDF and RDF Schema in its ability to represent machine interpretable content on the 
Web by providing additional vocabulary along with a formal semantics: For example, 
relations between classes (e.g. disjointness), cardinality (e.g. “exactly one”), equality, 
richer typing of properties, characteristics of properties (e.g. symmetry), and 
enumerated classes. In addition to the enriched expressiveness, OWL enables, being a 
formal language, computerized reasoning. This is another important contribution to 
the efforts to realize the vision of the Semantic Web indeed. Note that OWL is not 
separated from RDF, but rather extends the language constructs provided by RDF and 
RDF schema. 
  
OWL comes with three increasingly expressive sublanguages: OWL Lite, OWL DL 
and OWL Full. These sublanguages are presented below based directly on [10]: 
 
OWL Lite supports those users primarily needing a classification hierarchy and 
simple constraints. For example, while it supports cardinality constraints, it only 
permits cardinality values of 0 or 1. It should be simpler to provide tool support for 
OWL Lite than its more expressive relatives, and OWL Lite also has a lower formal 
complexity than OWL DL. 
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OWL DL supports those users who want the maximum expressiveness while 
retaining computational completeness (all conclusions are guaranteed to be 
computable) and decidability (all computations will finish in finite time). OWL DL 
includes all OWL language constructs, but they can be used only under certain 
restrictions (for example, while a class may be a subclass of many classes, a class 
cannot be an instance of another class). OWL DL is so named due to its 
correspondence with description logics that form the formal foundation of OWL. See 
section 2.2.6 for information on description logics.  
 
OWL Full is meant for users who want maximum expressiveness and the syntactic 
freedom of RDF with no computational guarantees. For example, in OWL Full a class 
can be treated simultaneously as a collection of individuals and as an individual in its 
own right. OWL Full allows an ontology to augment the meaning of the pre-defined 
(RDF or OWL) vocabulary. It is unlikely that any reasoning software will be able to 
support complete reasoning for every feature of OWL Full. 
 
Each of these sublanguages is an extension of its simpler predecessor, both in what 
can be expressed and in what can be concluded:  
•  Every OWL Lite/DL representation is an OWL DL/Full representation.  
•  Every OWL Lite/DL conclusion is an OWL DL/Full conclusion. 
OWL users should consider which sublanguage best suits their needs. The choice 
between OWL Lite and OWL DL depends on the extent to which they require the 
more-expressive constructs provided by OWL DL. The choice between OWL DL and 
OWL Full mainly depends on the extent to which users require the meta-modeling 
facilities of RDF Schema (e.g. defining classes of classes, or attaching properties to 
classes). When using OWL Full as compared to OWL DL, reasoning support is less 
predictable since complete OWL Full implementations do not currently exist.  
2.3.4 DL (Description Logic)  
DL is the name for a family of knowledge representation (KR) languages. The main 
building blocks of a DL are concepts and roles:  
 
•  A concept is interpreted as a set of objects in a domain. For example, the 
concepts Person and Female represent the set of persons and the set of 
females respectively.  
•  A role is interpreted as a binary relation between objects in the domain.  For 
example, the role hasChild represents the relation between parents and their 
children.  
 
Therefore, concepts and roles correspond to unary predicates in predicate logic, and 
binary predicates, respectively. DLs can be considered as a subset of predicate logic in 
that predicates with higher arity
3 are also allowed in predicate logic while DLs are 
restricted to unary and binary predicates, i.e. concepts respectively roles, only. More 
complex concepts and roles can be built from other previously defined concepts and 
roles, using constructors such as intersection (Π), negation (¬) and role 
                                                 
3 In general, an arity means the number of arguments of a function or a predicate.  For example, the 
arity of the predicate, say, P(x,y,z), is three.   18
quantifications (∃ and ∀). Different DL may come with different set of constructors. 
For more examples, consider the following axioms:   
 
 Woman  ≡ Person Π Female 
 Mother  ≡ Woman Π ∃hasChild.Person  
 
where a new concept Woman is defined intuitively as the intersection of Person and 
Female, i.e. the set of female persons; Mother as the set of women who have at 
least one child. For a more detailed discussion of DLs, please refer to [13]. 
 
One of the advantages of DLs is that these languages are equipped with logic-based 
formal semantics. This implies that the knowledge represented in these languages, 
expressed as a set of DL-formulas, cannot be misunderstood or interpreted differently 
by different persons. This is a desirable property indeed considering the serious 
consequences of, for example, a KR system that has been developed on the basis of a 
KR that is interpreted in an unintended manner. In addition, DLs can be used not only 
for representing knowledge, but also for reasoning with the represented knowledge. 
That is, one can infer further knowledge that is implicitly represented from the 
explicitly represented knowledge, as logical implication using the inference rules that 
are provided by DL. The subsumption rule that defines the subsumption relationship
4 
between concepts is one of such rules. Using the subsumption rule, one may draw 
some conclusions from the axioms presented above: For instance, Woman is 
subsumed by Person, and Mother is subsumed by Woman. Another distinguishing 
feature of DLs is that they support hierarchical representation of knowledge, mainly 
based on the subsumption relationship discussed above. The usefulness of hierarchical 
representation is well known in general. For example, one of the main reasons for the 
success of object oriented (OO) methodologies in software engineering is their use of 
the specialization relationship that is essentially the same as the subsumption 
relationship. In OO methodologies a subclass, i.e. a specialization, of a class inherits 
all attributes and operations from the class, which enhances reuse of specification, see, 
for example, [14] and [15]. The subsumption relationship in DL is used in a similar 
way from the viewpoint of representation, as implicitly shown in the example above. 
In addition, it can be used as an efficient way of making inferences, e.g. to determine 
whether an object is an instance of a certain concept.  
  
                                                 
4 Different terms are often used for the subsumption relationship in different areas, e.g. specialisation 
relationship in object-oriented software engineering and is-a relationship somewhere else.   19
 
Figure 2.2 Architecture of a KR system  
based on Description Logics [13]. 
 
Figure 2.2 shows a typical architecture of a KR system based on DLs, where the KR 
system comprises three parts: a knowledge base (KB), reasoning facilities, and the 
interface including mechanism for KB updating. The KB consists of two parts, the 
TBox and the ABox. The TBox includes terminological knowledge, i.e. knowledge 
about concepts and roles. The statements presented above are examples of such 
knowledge. The ABox contains assertional knowledge, i.e. assertions about objects in 
terms of the concepts and roles from the Tbox. For example,  
 
  hasChild(Tina, Jonathan)  
 
with its intuitive meaning. As mentioned previously, to determine the subsumbtion 
relationship between concepts is one of main reasoning tasks.  Through the interface 
the KR system interacts with its environment, e.g. delivering results for the queries 
from the environment, and updating the KB by adding, deleting and modifying 
statements.  
 
The ability of expressing taxonomy in terms of hierarchical classification and the 
ability of reasoning provided by DLs led to a number of proposals that used DLs to 
represent and reason with information on the Web, i.e. to model Web structures and to 
acquire information from the Web. Other application areas that benefit from the 
possibility of representing taxonomy in DLs include library (taxonomies are 
commonly used in library classification) and medicine (for the construction and 
maintenance of very large ontologies of medical knowledge) [13]. In addition, several 
other languages, not considered in this report, for the Semantic Web, such as DAML-
ONT, OIL, and DAML+OIL, are more or less based on DLs.  
 
As mentioned previously, DLs are a subset of predicate logic. In general, as one may 
expect, the expressiveness power of DLs are weaker than predicate logic: “the DLs 
considered so far, … can express only (and all) those notions that can be expressed in 
(variants of) FOPC with three or fewer variables. Previous results in the literature then 
show that there are indeed things that one can say with k+1 variables that cannot be 
expressed in any way with just k variables.” [16].
5    
                                                 
5 FOPC is the acronym for First Order Predicate Calculus, i.e. predicate logic.   20
 
In order to deal with time and uncertainty that are two of fundamental phenomena in 
several application areas, extensions of DLs have been proposed. For example, 
probabilistic logic and fuzzy logic have been proposed for representing and reasoning 
uncertainty in the context of DLs. In probabilistic DLs the knowledge about the 
domain is expressed in terms of probabilistic terminological axioms (expressing 
statistical information of the domain) and probabilistic assertions (specifying the 
degree of belief in the assertions). The reasoning tasks are to find the probability 
bounds for subsumption relationships and assertions. More recently, DLs are 
suggested to be combined with Bayesian networks [13]. 
2.3.5 UML (Unified Modelling Language) 
UML is a standard language for object-oriented (OO) analysis and design in software 
engineering. The language has been developed by combining the concepts of three 
major approaches within OO analysis and design, i.e. OOAD of Booch [17], OMT of 
Rumbaugh [18] and OOSE of Jacobson et al. [19], as well as a number of ideas from 
other OO methods. UML is a set of graphical description techniques for specifying, 
visualizing, implementing and documenting object-oriented systems. These graphical 
notations are supposed to be understood intuitively and easily by system developers. 
After introduction, UML began to be spread rapidly and widely within the OO 
community. From the viewpoint of knowledge representation for NBI, two groups of 
diagrams from UML can be considered; the structural diagrams and the behavioral 
diagrams. The presentation of the diagrams is based on [14]. 
 
The structural diagrams are used to describe the structural aspects of a system. They 
are the class diagram, the object diagram, the component diagram and the deployment 
diagram. A class diagram may be the most important diagram in UML, and it shows a 
set of classes and the relationships between classes. A class is a set of objects that 
share the same attributes and operations. An attribute is a property of an object in the 
class, and an operation is a service that an object may be requested to perform. As 
shown in Figure 2.3, a class, e.g. a set of employees, is represented as a rectangle, 
divided into three compartments: The name, e.g. “Employee”, of a class is placed in 
the first section, the attributes, e.g. “personalID”, in the second and the operations, 
e.g. “income”, in the third. The main relationships between classes are specialization, 
aggregation and association. A specialization is a relationship between a general class 
(superclass) and a more specific class (subclass), meaning that every object in a 
subclass is an object in its superclass as well. A subclass inherits the attributes and 
operations of its superclass. Specialization is described by an arrow with an open 
head. For example, in Figure 2.3 “Employee” is a superclass of “SalesPerson”. An 
association describes how many objects of one class can relate to each object of 
another class. For example, an employee is a member of exactly one department and a 
department may have one or more employees as its members. An aggregation is a 
special kind of association and refers to a part-whole relationship, meaning that a 
larger class (whole), e.g. “Company”, consists of smaller classes (parts), e.g. 
“Department”. An aggregation is indicated by placing a small diamond on the whole 
class side at the line connecting the classes.  
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Figure 2.3 UML Class diagram. 
 
An object diagram shows a set of objects and their relationships at a point in time. 
Therefore an object diagram is a snapshot description of the system, i.e. a system 
state. The component diagram and the deployment diagram are used for describing 
implementation-related issues, e.g. the physical structure of a system.  
 
There are five behavioral diagrams in UML for describing the dynamic aspects of a 
system: use case diagram, sequence diagram, collaboration diagram, state-chart 
diagram and activity diagram. A use case diagram is a diagram that shows a set of use 
cases, e.g. “Place order” in Figure 2.4, and actors, e.g. “Customer”, as well as their 
relationships. A use case is a description of a set of sequences of actions that a system 
performs to yield an observable result of value to an actor. Each sequence of actions is 
called a scenario. A use case can include as part of its description other use cases and 
relationships between them. Both sequence diagrams and collaboration diagrams are 
used to describe interactions. An interaction consists of a set of objects, their 
relationships and the messages that may be dispatched among them. A state-chart 
diagram specifies the sequences of states an object goes through during its lifetime in 
response to events, together with its responses to those events. A state-chart diagram 
is intended mainly for a detailed description of a reactive object, i.e. the reaction of 
that object in reply to events received, in the form of responses. An activity diagram is 
a special case of a state-chart diagram in which most of the states are activity states 
and most state transitions are triggered by completion of activities in the source state.  
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Figure 2.4 UML Use case diagram. 
 
2.3.6 BN (Bayesian Networks)  
In general, when modeling situations we have to deal with uncertainties. Prediction, 
fusion of the uncertain information, war friction, hostile agent’s courses of action etc., 
are examples of cases where a high degree of uncertainty is involved. 
 
Bayesian Networks (BN) [20] is a statistical modeling method used to represent 
uncertain causal relations between different statistical variables. By using BN 
methodology it is possible to deal with uncertainty in a uniform and scientifically 
correct manner. The methodology has several potential areas of application within the 
intelligence domain, for instance detecting threatening behaviors by insiders [21], 
antiterrorism risk management [22] or probabilistic assessment of homeland terrorist 
threats [23]. 
 
The graphical representation of BN is different from that of UML. BN employs 
representation in the form of nodes and arcs and thus is more similar to OWL. 
Currently, the description languages that are used for development of the Semantic 
Web are not able to represent uncertainty in a uniform and consistent manner. 
Concepts often overlap each other and problem of discerning classes arises. OWL that 
is proposed as standard language for Semantic Web does not support representation of 
uncertainty. In OWL, which is based on traditional logic, representation and reasoning 
can only be performed in true and false terms. However, in most real world situations 
we face different kinds of knowledge that can be uncertain and/or incomplete. In other 
words we can be certain that some statements are true, but only to some degree. 
Ontology languages need to have the ability to express incomplete and uncertain 
information. 
 
Both RDF/OWL and BN are based on directed graphs. This implies that it would be 
possible to translate OWL to BN structures if necessary. By doing that we could 
enable the advantages of BN, such as correct and consistent stochastic inference and 
enriched representation, in Semantic Web applications. There are some requirements 
and obstacles to achieve this translation however. Firstly, standardized labeling of 
probability values in OWL must exist. Secondly, generation of BN graph-structures 
from OWL is probably a difficult task that poses a lot of ambiguities. Finally, a 
method for calculating conditional probability tables (CPTs) for BN from OWL must  23
exist. In [24] the inclusion of probabilistic labels in OWL is proposed, where 
probabilities can be attached with individual concepts. 
2.4 Assessment of the languages  
The previous section has presented several languages as potential candidates for 
representing information and knowledge in NBI. Now the question is which of those 
language/languages are most relevant? For the assessment, we need criteria. In 
general, the following criteria are considered when assessing representation 
languages:  
 
•  Expressive power    
•  Semantics  
•  Abstraction level  
•  User-friendliness  
•  Computer tool support  
 
Furthermore, there are requirements coming from NBI in particular:  
 
•  Automatic reasoning  
•  Uncertainty management 
•  Network-based application  
•  Interoperability with existing Web languages such as XML and RDF  
 
In a previous section (2.1) we distinguished between upper level ontology and lower 
level ontology. Among the languages presented above, only DL and UML can 
reasonably be considered for representing the upper level ontology. The problem with 
other languages is that their abstraction level is too low. That is, using such languages 
you have to decide e.g. data structures for your information to be represented. This 
kind of decisions is more relevant to the lower level ontology. Both DLs and UML 
are: 
 
•  expressive enough for representing upper level ontologies   
•  suitable for this level of abstraction 
•  supported by various computer tools 
 
Other advantages of DLs include their well defined formal semantics and the 
possibility for automated reasoning. The currently available version of UML suffers 
from lack of clear semantics. For example, there is no single accepted definition of the 
difference between aggregation and association, which are two main components in a 
class diagram. For more discussion of the semantics of UML, please refer to, e.g. 
[14]. On the other hand, compared to DLs, UML is much easier to learn and to use. 
The user-friendliness of UML is a non trivial advantage. For example, UML 
specifications can be used in discussions with customers who may not have enough 
mathematical skills needed to understand DL specifications. In addition, UML is a 
standard description language for the object-oriented community. This implies, for 
instance, that UML will be supported by the whole community concerning further 
development but also for development of computer tools. Therefore we suggest UML 
as the main language for the upper level ontology, and DLs as a supplementary 
language for those parts that are most important, e.g. safety critical, and that can not  24
be represented clearly enough in UML. That is, those parts that must be represented 
and understood correctly and clearly, and that would lead to catastrophic 
consequences otherwise. 
 
For representing the lower level ontologies we suggest OWL. Recalling that OWL has 
been developed by utilizing the nice properties of its forerunners, i.e. XML and RDF, 
but also of DLs, the choice is fairly simple. In other words, among the languages 
presented above, OWL is the language that satisfies most criteria. Another important 
aspect is that OWL is recommended as an ontology description language by W3C 
which is the main international driving force within the Semantic Web. This means, 
OWL will benefit from the efforts of this consortium.  
 
Even though OWL is considered to be the “best” language and suggested for the 
lower level ontology for the time being, it should be pointed out that OWL alone is far 
from satisfying all the requirements of NBI, and that much work has to be done in 
future. The main problem lies in its expressiveness: Using OWL  
 
•  you can not express uncertainty  
•  it is not clear how to express:  
o  activities (behaviors)  
o  time 
 
As discussed previously, management of uncertainty is one of the prerequisites for 
realizing the vision of NBI, since in NBI applications information is not always 
certain. For example, we can have multiple hypothesis concerning terrorist 
organizations and their activities. Different experts can have different opinions and 
only partial knowledge about terrorist behaviors. Such knowledge has to be 
represented in correct and consistent manner. For dealing with uncertainty, we suggest 
to combine OWL with BN by providing a natural linkage in the form of a specific 
probabilistic extension of OWL.  
 
OWL supports description of the structural aspects clearly, for example, what are the 
relationships between different terrorist organizations, who are the members, etc. On 
the other hand, it is not clear how to represent the dynamic aspects, e.g. the typical 
and/or possible activities of the terrorists, which would constitute an essential part of 
modeling such organizations. Expressing time is another issue to be considered. 
Information is strongly time-dependent, i.e. some information that is of crucial value 
at one moment in time may lose its value completely in a few minutes. Hence, certain 
intelligence information must be time stamped in some way. 
 
Table 2.1 summarises the assessment of the languages, where the “X” mark indicates 
satisfaction of a criterion. Notice that this table is intended to provide a rough 
overview of the languages w.r.t. the criteria. For this purpose, it does not describe the 
degree of satisfaction of each criterion in higher detail, e.g. in the scale of 1 to 5, than 
simply yes/no. Further, the weight, or the order of importance, of the criteria is not 
considered either. For example, though the number of “X” occurrences of DL is 
higher than that of UML, we suggested UML as the main language for the upper level 
ontology. It was because UML’s user-friendliness is considered more important than 
the stable semantics and the possibility for automatic reasoning of DLs.  
  25
Table 2.1 Comparison of languages. 
 
 
2.5 Future work 
Based mainly on the language assessment provided above, some future research 
topics have been identified, se table 2.2. 
 
Table 2.2 Proposed areas of research for next phase. 
Area of Research  Description 
Interfaces between 
layers 
Definition of interface for coupling of UML and DLs, as well as 
interfaces for transformation of information between the upper 
and lower ontologies 
Uncertainty of 
information 
Extension of OWL to enable management of uncertainty of 
information, for instance through use of BN 
General extensions of 
OWL 
Investigate the possibility for representing activities and time in 
OWL 
Ontology 
management 
Methods for updating or changing an ontology to reflect dynamic 
aspects  
 
An efficient and systematic way to create an interface between UML and DLs could 
be to use DLs as a underlying semantics for UML, or for some parts of UML. DLs 
seem to be a reasonable choice for defining an interface between the upper and lower 
level ontologies as well for two reasons: Firstly, OWL is already based on DLs. 
Secondly, DLs can be used for the upper level ontology directly, or through the 
proposed UML-DLs interface. Extending OWL with BN can be done in three steps: 
Extend OWL with probabilistic representation; transform this knowledge from OWL 
to BN by a set of rules; BN performs statistical inference process in time-efficient 
manner. Systems that do not share a single ontology might still be able to interoperate 
by mapping or merging different ontologies. It may be possible to construct systems 
that not only use ontologies but also modify them or even learn them dynamically. 
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3. Architecture 
3.1 Enabling Technologies & Concepts 
This section provides an introduction to technologies and concepts of prime 
importance to the successful realization of the NBI infrastructure. Also, it includes 
pointers to well known toolkits and specifications within each domain of application 
that may become relevant in developing NBI, at least at the prototype level. 
3.1.1 GRID Infrastructures 
3.1.1.1 Introduction 
In the past, system developers have often assumed a homogenous host environment, 
i.e. a reliable, secure and centrally managed environment for their applications. 
However, as the benefit of inter-connecting heterogeneous resources has become clear 
this assumption has been violated. The advent of robust, high-performance networks 
has shifted our view of corporate resources towards enhanced sharing, increased 
availability and possibilities for efficient outsourcing of certain functions. 
 
According to Foster et al. [25] grid technologies support sharing and coordinated use 
of heterogeneous resources within Virtual Organizations (VOs). That is, formation of 
virtual computing systems from geographically dispersed resources, operated by 
different organizations that apply diverse policies. A VO comprises resources (data, 
applications etc.) and people that jointly operate within a domain of interest. VOs are 
dynamically formed over time, given changing demands and/or interests from users. 
 
3.1.1.2 Open Grid Services Architecture - OGSA 
The formation of VOs from heterogeneous and distributed resources is challenging, 
especially in terms of interoperability. If one applies a service-oriented view for Grid 
infrastructures this problem can be decomposed into two main issues: 
 
1.  Definition of service interfaces 
2.  Identification of protocol used to invoke services 
 
The Open Grid Services Architecture (OGSA) [26] aims at providing a standardized 
way of representing resources in forms of databases, computational capacity, 
applications etc. In the OGSA model all resources are treated as services, where 
services are considered as [27]: 
 
“network-enabled entities that provide some capability 
through the exchange of messages” 
 
OGSA extends the Web Services concept by defining a common semantics for Grid-
enabled services – Grid Services. Grid Services supply a set of well-defined interfaces 
and conventions that enable standardized service discovery, creation, lifetime 
management etc, but also naming and upgradeability. 
 
Conceptually, it is important to state the difference between OGSA and OGSI (Open 
Grid Services Infrastructure). OGSA defines the overall architecture of the Grid 
services concept, for instance which services are part of the architecture and how they  28
are related, whereas OGSI specifies the base on which the Grid services are built 
upon. Table 3.1 summarizes some current efforts in realizing OGSI [28]. 
 
Table 3.1 Grid technologies based on OGSA. 
Project  Description  URL 
GT3  Globus Toolkit, 
version 3. Java-
based 
implementation 
based on 
Apache Axis 
and Tomcat 
http://www.globus.org 
 
 
MS.NETGrid  .NET-based 
implementation 
supplied by 
EPCC 
http://www.epcc.ed.ac.uk/~ogsanet/ 
 
OGSI::Lite  Implementation 
in Perl, 
supplied by The 
University of 
Manchester 
http://www.sve.man.ac.uk/Research/AtoZ/ILCT 
 
OGSI.NET  .NET based 
implementation 
from the 
University of 
Virginia 
http://www.cs.virginia.edu/~humphrey/GCG/ogsi.net.
html 
 
PyOGSI   Implementation 
in Python 
supplied by 
Lawrence 
Berkley 
National 
Laboratory 
http://www.itg.lbl.gov/gtg/projects/pyOGSI/ 
 
 
3.1.1.3 Semantic Grids 
Today, data and information are produced at an overwhelming speed. Despite this, the 
technologies to store and access data and information are coping rather well. 
However, when it comes to efficient utilization of data and information, current 
technologies crumble. One problem that inhibits efficient search for information on 
the Internet is lack of formalization and structuring, which the Semantic Web 
community tries to counteract by giving information a well-defined meaning (through 
formalized languages). 
 
The semantic Grid initiative tries to bridge the gap between the Semantic Web and the 
Grid communities, thus “as the Semantic Web is to the web, so is the Semantic Grid to 
the Grid” [29]. Whereas the classical notion of a grid encompasses a high 
performance computing infrastructure, the semantic grid extends upon this to include 
support for information handling and knowledge processes. This next-generation Grid 
requires [29]: 
 
•  Knowledge discovery and knowledge management functionalities for users’ 
need and system management  29
•  Semantic modeling of users’ tasks and needs, grid services, data sources, 
computing devices 
•  Pervasive and ubiquitous computing, through context awareness and 
adaptation 
•  Advanced forms of collaboration, through dynamic formation of virtual 
organizations (VOs) 
•  Self-configuration, autonomic management, dynamic resource discovery, and 
fault-tolerance 
 
Table 3.2 summarizes some current efforts striving in this direction. 
 
Table 3.2 Research and development related to Semantic Grids. 
Project  Description  URL 
COG  Commercial 
application of Grid 
technology via 
ontological modeling 
to integrate corporate 
information 
http://www.cogproject.org 
 
 
 
SWAP  Combination of Peer-
to-Peer and Semantic 
Web computing  
http://swap.semanticweb.org/public/index.htm 
 
Mygrid  Grid middleware, 
oriented towards 
information Grids for 
bioinformatics 
http://www.mygrid.org.uk/ 
 
 
CoAKTinG  State of the art in 
collaborative 
mediated spaces for 
distributed e-Science 
http://www.aktors.org/coakting/ 
 
Geodise  Grid enabled 
optimization and 
design search for 
engineering 
http://www.geodise.org 
 
 
Knowledge 
Grid 
High-level system for 
providing grid-based 
knowledge discovery 
services 
http://www.isi.cs.cnr.it/kgrid 
 
 
 
 
3.1.2 Agents-Based Systems 
Agent-based system can be characterized according to the following statement [30]: 
 
“An agent is an encapsulated computer system that is situated 
in some environment and that is capable of flexible, 
autonomous action in that environment in order to meet its 
design objectives.” 
 
Agents should be both reactive and proactive, which means that they should respond 
efficiently to changes in their environment as well as act in anticipation of future 
goals. Agents are often used for integration of software systems, above all for hiding  30
the complexity of the system from its users. From a general perspective a software 
agent comprises the following elements [31]: 
 
•  Services: functionality exposed for use by other agents. 
•  Goals: tasks in order to resolve the mission of an agent, either self-inflicted or 
mission given by the agent’s owner. 
•  Resources: information concerning external resources in the form of services, 
libraries, ontologies, groups etc. 
•  Internal Objects: internal data structures, shared by all native processes of an 
agent. 
•  Control: specification of how an agent responds to service requests from other 
agents. 
 
An agent-based software system usually comprises several agent types that have 
separate functionality, features and that employ different strategies. The following 
agent types are common in an agent-based system [31]: 
 
•  Profiler Agent – Used for profiling, or filtering, of information to provide a 
customized view for its owner 
•  Maintenance Agent – Performs maintenance of the system, which involves 
monitoring and possibly repair in case of error 
•  Filter Agent – Used for pure filtering of information based on user 
requirements and/or the decision-making of the agent 
•  Search Agent – Roams a network in search for information based on user 
requests or decision-making of the agent 
•  Distribution Agent – Distributes resources to suitable spaces for storage or 
execution 
•  Watch Agents – Used to monitor a certain type of event. The agent is inactive 
until the event takes place and then notifies its owner 
•  Software Agents – Performs check of a users software to make sure that it can 
receive a certain type of resource 
 
In [31] a comparison of agent frameworks is made to evaluate their suitability for 
information management in logistics systems. Some of the frameworks evaluated in 
this report are outlined in table 3.3. 
3.1.3 The Semantic Web 
Interest in the Semantic Web has increased significantly in the last two or three years. 
This is partly related to the increased interest in formalization of information and 
knowledge through application of ontologies. When integration of systems (A2A or 
B2B)
6 becomes more and more important the need for a common understanding of 
information is crucial. In this respect, an ontological approach promises a shared view 
of information that forms the fundament for true interoperability within a loosely-
coupled system. 
 
 
 
                                                 
6 A2A – Application to Application, B2B – Business to Business.  31
Table 3.3 Frameworks for development of agent-based systems. 
Project  Description  URL 
Aglets  Framework for mobile agent 
applications, developed by IBM 
http://www.trl.ibm.com/aglets/ 
 
Cougaar  Cognitive Agent Architecture – 
framework for large scale agent-
based systems. Developed within 
the DARPA Advanced Logistics 
Project 
http://www.cougaar.org 
 
 
 
 
DIET Agents  Multi-agent platform suitable for 
development of p2p applications 
and/or distributed systems  
http://diet-agents.sourceforge.net 
 
 
JADE  Java Agent Development Platform 
– Framework for development of 
agent-based p2p applications 
http://jade.cselt.it 
 
 
 
 
Table 3.4 Toolkits for development of Semantic Web applications. 
Project  Description  URL 
Jena  Jena is a Java 
framework for 
developing Semantic 
Web applications, from 
HP Labs 
http://jena.sourceforge.net/  
 
 
Sesame  Sesame is an open 
source RDF database 
with support for RDF 
Schema inference and 
querying 
http://www.openrdf.org 
 
 
 
ICS-FORTH 
RDFSuite 
Provides open source, 
high-level scalable tools 
for the Semantic Web  
http://139.91.183.30:9090/RDF/ 
 
 
MindSwap  A number of Semantic 
Web related projects at 
the University of 
Maryland 
http://www.mindswap.org/ 
 
Redland RDF 
Application 
Framework 
A number of Semantic 
Web related tools. 
Development supported 
by the EU IST project 
SWAD-Europe 
http://www.redland.opensource.ac.uk/ 
 
 
 
 
 
Protégé  Extensible architecture 
for creation of 
customized knowledge-
based applications 
http://protege.stanford.edu/ 
 
 
Along this line of development a number of major organizations and companies have 
become involved in the development of the basic specifications for the enabling 
technologies of the Semantic Web, mainly through W3C. The languages promoted by 
W3C, these are RDF and OWL, have reached the recommendation status in the 
progress of standardization. As both RDF and OWL have matured a number of 
toolkits for building Semantic Web applications have been developed. Some of these 
toolkits are presented in table 3.4.  32
 
A number of languages for the Semantic Web exist today. Also, several 
specializations of these languages exist that reflect some common functionality, for 
example OWL-S for services or SWRL for rules. Table 3.5 outlines the most 
important specifications, related to development of NBI. 
 
Table 3.5 Specifications related to realization of the Semantic Web. 
Project  Description  URL 
RDF  Resource Description 
Framework, 
specification 
managed by W3C 
http://www.w3.org/RDF/ 
 
  
 
OWL  Web Ontology  
Language, 
specification 
managed by W3C 
http://www.w3.org/2004/OWL/ 
 
 
 
OWL-S  OWL-based Web 
Service ontology to 
enable automation of 
service utilization  
http://www.daml.org/services/owl-s/1.0/ 
 
 
 
SWRL  Semantic Web Rule 
Language  includes a 
high-level abstract 
syntax for Horn-like 
rules in both the 
OWL DL and OWL 
Lite sublanguages of 
OWL 
http://www.w3.org/Submission/2004/SUBM-
SWRL-20040521/ 
 
DAML  Darpa Agent Mark-
up Language is a 
language for the 
Semantic Web, 
extends XML and 
RDF 
http://www.daml.org 
 
 
 
 
 
3.1.4 Computer-Supported Cooperative Work 
Following World War II, national intelligence organizations were usually organized in 
stovepipes, comprising specialists working in parallel, centrally managed by a 
hierarchical structure. This was sufficient for the kind of bipolar security problems 
that was the reality of the cold war era. However, the global breadth and rapid 
dynamics of today’s intelligence issues requires new approaches. The current situation 
demand agile networked organizations that employ techniques for organization wide 
collaboration [1]. 
 
Computer-based collaboration is one of the new uprising topics within computer 
science. It provides novel methods and techniques that allow people to communicate 
and collaborate through computers. When collaborating, by using computer 
environments and support, people may share areas and tools, and at the same time 
communicate through multimedia applications such as web-cams, chats and virtual 
rooms etc. Hence virtual spaces for human-human cooperation may be provided, and 
help people and organizations to overcome distances and limits between them 
[32][33]. 
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CSCW is the commonly used short term for Computer Supported Cooperative Work. 
It is a collective name for the kind of multimedia environments that allow people to 
work together in a common environment, despite being seated in different locations. 
The environments that implement and provide CSCW are referred to as CVEs 
(Collaborative Virtual Environments) [34]. 
  
In a complex and diffuse domain, such as the defense domain, a single activity seldom 
involves only one person. In for example M&S processes, or in military logistics 
operations, people with different background (such as subject matter experts, soldiers, 
or officers) often need to cooperate to make sure that no misinterpretations are 
performed and to solve the problem together in the best possible way. These people 
are often seated at different locations in diverse computer environments, which 
complicates the communication, and hence collaboration, between them. This often 
leads to reduced (if not eliminated) communication, and may result in 
misunderstandings, non-efficient and non-optimized solutions to problems, neglected 
information etc. which in some cases can even lead to catastrophic results. For these 
reasons the features of CSCW are beneficial and sometimes necessary in a network-
based defense that operates both nationally and internationally. CSCW is also a 
cornerstone in a network-based intelligence system where groups are formed 
(statically or dynamically) to work on a common task. Table 3.6 outlines platforms for 
realizing CSCW. 
3.1.5 Summary 
The more the Semantic Web idea is exploited on the internet, software supporting it 
will be developed. This includes software tools to support the development of 
semantic websites, building ontologies etc. Context-based search engines that search 
on semantic context rather than key-words or logical expressions with key-words will 
be developed. The developers of NBI can benefit from this. Many of these tools will 
be of the Open-Source type, and available for free, as is the case for a multitude of 
web development products today, see the section on enabling technologies. Of course, 
more advanced tools that can be purchased will also be available, often offering better 
technical support and user manuals. 
 
The application of GRID environments for large scale information and knowledge 
management represents an important line of development. Given the efforts to migrate 
Grid environments towards service orientation, and the integration of Semantic Web 
technologies in these contexts, Grid research and development will play an important 
role in realizing NBI. Furthermore, agent-based systems are crucial in realizing the 
context-based availability of resources as defined in the vision for NBI. Finally, 
research in CSCW is crucial to derive methods that will allow dispersed users, 
geographically and organizationally, to work on common intelligence issues in an 
efficient way. 
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Table 3.6 Platforms for realizing CSCW. 
Project  Description  URL 
Groove  P2P-based 
platform, supplied 
by Groove 
Networks 
http://www.groove.net 
 
 
GroupKit  Tcl-based 
implementation, 
originally 
developed by 
University of 
Calgary 
http://www.groupkit.org 
 
Habanero  Web- & Java-
based 
environment, 
developed  by 
University of 
Illinois 
http://www.isrl.uiuc.edu/isaac/Habanero/ 
 
JCE – Java 
Collaborative 
Environment 
Web- & Java-
based 
environment, 
developed  by, 
among others Old 
Dominion 
University 
http://snad.ncsl.nist.gov/madvtg/Java/Java.html 
 
NetMeeting  Windows-
implementation 
supplied by 
Microsoft 
http://www.microsoft.com/windows/netmeeting/ 
  
3.2 High-level Architecture of NBI 
3.2.1 Constraints & Definitions 
It is important to stress that the network-based intelligence service (NBI) exists within 
the framework of the network-based defense, NBF. NBF is based on a service-
oriented architecture whose policies, design principles etc. we are obligated to follow. 
Our approach is to identify the necessary components of a network-based intelligence 
service and adapt these requirements to the service-oriented architecture of NBF, and 
also point at issues or requirements enforced by NBI, but currently not resolved by the 
architecture of NBF. 
 
To provide a clear and unambiguous description of the elementary constituents of 
NBI, and their inter-relations, it is necessary to define a number of fundamental 
concepts. In the context of an architectural view of NBI, definitions of data, 
information, knowledge are critical to provide. There is no clear consensus as to how 
these terms are used through out the research community today, but the important 
issue is to provide an interpretation for NBI, and thus, to avoid ambiguities. As stated 
by [35]: 
•  A collection of data is not information 
•  A collection of information is not knowledge 
•  A collection of knowledge is not wisdom 
•  A collection of wisdom is not truth  35
 
Given these statements one might conclude that information, knowledge and wisdom 
are not simply collections. For example, the sum of all parts in a collection of data 
elements is less than the result of looking at the collection from an information 
perspective [36]. 
 
Data is a context-less point in space and time without any relations what so ever, for 
example a simple letter, word or number. Data becomes information when supplied 
with relations that yield meaning of the data. However, the perception of a collection 
of data elements as information depends largely on the understanding and context of 
an observer [36]. Information does not include the constructs to resolve why the data 
is what it is, or dynamic aspects such as change of data over time. Knowledge extends 
the concept of information by introduction of intentionality. This means that 
knowledge is information that has a purpose or use [37]. In essence, information 
relates to description, definition, or perspective, thus capable of answering the 
questions what?, who?, when? and where?, whereas knowledge comprises strategy, 
practice, method or approach, thus answers the question how?. 
 
 
Figure 3.1 Definition of data, information and knowledge for NBI. 
 
Figure 3.1 outlines the perception of data, information and knowledge that forms the 
basis for describing the architecture of NBI in the subsequent sections. In this model, 
data is defined as a simple element representing for instance a simple datatype, image 
or sound, which has no associated meaning to it. If data is provided a certain context, 
it transforms to information. In NBI, the possible relations that may be associated with 
data, are formalized in ontologies (information models). Knowledge is perceived as 
rules that operate on information in order to generate new information or trigger other 
rules. Both information and knowledge may be treated as data when transferred or 
persistently stored. 
3.2.2 Service Oriented Architecture – SOA 
3.2.2.1 Services in NBF 
When conceptualizing large systems a common approach is to use a service oriented 
view. In this model, functionality that is exposed by the systems is decomposed into 
services, encapsulating content or processing capabilities.   36
 
Currently, no formal definition of the service concept exists for NBF, in the context of 
information management for military command and control. Within the LedSyst 
projects the following informal notion of a service can be found: At a general level, a 
service can be seen as a mechanism for coupling a provider with a consumer, see 
figure 3.2. It can be used to describe the interaction of machines, but also to describe 
interaction between people within an organization. A consumer does not name an 
individual producer, but refers to a service of a particular kind, when requesting some 
functionality. In this way, flexibility is maintained within the organization. 
 
Figure 3.2 Service concept within the framework of NBF. 
 
This chapter will discuss the notion of a service from an NBI perspective. It will not 
give a formal definition of a service, but rather highlight some features of a service as 
required by the information and knowledge management principles of NBI. Note that 
these features relate to computer-based services. However, even a computer-based 
service may in the end require human effort to terminate successfully. 
 
3.2.2.2 Characteristics of an NBI-service 
The intelligence domain comprises several complex processes that represent how an 
information requirement is translated to some form of information gathering task and 
then how information is processed and valued, to finally yield an intelligence source 
for dissemination to concerned customers. In Phobos [38] these processes and 
associated services have been described from a high-level perspective. The models in 
Phobos reflect the complexity of the intelligence domain, especially in the context of 
a computer-based and distributed system aiming at automation, flexibility and 
innovative strategies for information and knowledge management. 
 
The utilization of service-based infrastructures is rather main-stream nowadays, for 
example coupling of systems through Web Services. Also, more scientifically 
oriented efforts like Grid-infrastructures are usually based on a service oriented view 
and usually extend common protocols and standards for Web Services. Given the 
vision of a network-based intelligence system, common practices for service-based 
infrastructures are not entirely applicable. 
 
To enable automation of tasks that are realized by a set of loosely coupled entities, 
whose functionality is exposed as services, new approaches are needed. At the lowest 
level, that is, at the service interface and description level, semantically rich forms of 
representation are needed. The potential for re-use of a service, the interoperability 
among a set of services and the localization of the “correct” set of services, all rely on 
interfaces and description that takes into account the semantics of information. 
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An NBI process should be described at an abstract level, avoiding explicit relations to 
available services within the network. This is required to permit individual processes 
to be realized by different set of services depending on availability, QoS aspects, 
access rights, context etc. A process should be decomposable, meaning that generic 
sub-processes, representing common NBI functionality, are used to build complex 
processes (the expected functionality). A process at the top-level comprises sub-
processes that in turn could reference other sub-processes, thus forming a hierarchical 
structure. At the lowest level in this hierarchy, references to actual service instances 
are made through some kind of naming system, based on service categories, or other 
descriptions. It is important that requirements at the top-level are traced down through 
the hierarchy to find the set of services that matches the expected functionality 
correctly. 
 
To sum up, we need a way of representing processes, service interfaces and service 
descriptions at a syntactic and semantic level. This is required to carry out dynamic 
composition of services to meet certain requirements within the NBI infrastructure 
and to automate the localization, selection, matching and execution of services. 
 
3.2.2.3 OWL-S 
OWL-S is an ontology providing the possibility to mark-up services in an 
unambiguous and computer-interpretable way, thus enabling automation of web 
services tasks. OWL-S is based, as the name implies, on OWL and is a successor of 
DAML-S. DAML-S and hence OWL-S has been developed in conjunction with the 
DARPA DAML
7 project. 
 
The specification of OWL-S [39] does not provide a strict definition of what a service 
is, other than stating that it represents web-based resources that allow some kind of 
interaction (non-static). However, since Web Services has been in the center of 
attention for the last years, OWL-S has been focused on automation of Web Service 
composition. 
 
The concept of OWL-S is based on providing a machine interpretable description of 
deployed services that has a clear syntax and semantics. These descriptions should be 
available through some kind of repository for easy localization, selection, matching 
and execution of services. OWL-S provides the basic constructs for describing 
services and needs to be extended by domain specific models. The top-level ontology 
in OWL-S is the Service ontology where a Service presents a ServiceProfile (what the 
service does), and is described by a ServiceModel (how the service works) and 
supports a ServiceGrounding (how to access the service). See figure 3.3 for a 
graphical view of the top-level ontology in OWL-S. 
 
                                                 
7 DAML – Darpa Agent Mark-up Language  38
 
Figure 3.3 Top-level ontology in OWL-S describing a Service. 
 
3.2.2.4 Main Service Categories 
This section gives an overview of main service categories involved in realizing the 
NBI-system. This description is influenced by the development of semantic grids and 
related approaches, but also takes into account the distinction between data, 
information and knowledge as defined in section 3.2.1. 
 
 
Figure 3.4 Main service categories of the NBI-system. 
 
NBI can be described in terms of four fundamental layers, see figure 3.4, comprising 
principal service categories. This division is made to ease identification of required 
components of the system as well as to establish the boundary between knowledge, 
information and data. That is, define at what level semantics and context of 
information may have an impact on how a service is developed, deployed and used. 
 
Data & Computation Services 
The data and computation services layer represents an abstraction over the physical 
network, computers, databases etc. The data services should support the ability to 
store huge amounts of information and knowledge, however at this level considered as 
context-free bits and bytes. Moreover, it should expose multiple data sources as a 
single interface, meaning that the actual distribution or replication of data is 
transparent to the users of the services. At this level a number of computation services 
are also defined that give access to high-performance computing infrastructures to  39
support analysis and processing of information requested by a user. These services 
expose interfaces to clusters, dedicated computational grids and more, which can 
receive execution jobs for fast processing, achieved through parallel and distributed 
computing. 
 
Information Services 
The services contained within the information services layer relates to description, 
definition and perspective. This means that the services manage the information stack 
as defined in section 3.2.3.1, where the architectural overview is presented. In 
essence, the information services must support the management of information at 
various levels of abstraction, which involves supporting consistency and 
interoperability between disparate levels, the evolution of employed concepts and 
relations and of course the creation, update and deletion of information instances. 
Furthermore, the information services must support various search schemes, for 
instance concept-relation-based searches, to find required information for users or 
other services. 
 
Knowledge Services 
The knowledge services layer comprises services that relate to strategy, practice, 
method or approach that will bring added value to information. One of the major 
cornerstones of this layer is services for efficient workflow management. The 
intelligence domain comprises several complex business processes that represent how 
information is retrieved, constructed, maintained etc, and which involve computer-
based services as well as services dependent on human intervention. NBI requires an 
efficient way of representing service chains and methods for grounding these abstract 
definitions to actual services instances. This involves service discovery, selection, 
matching and finally execution based on an ontological approach. The knowledge 
layer also includes services for inference over information that utilize business rules 
defined at a system-wide level, or defined by a particular kind of group to meet their 
specific needs. Further more, the knowledge services layer will comprise a multitude 
of enterprise services, which provide users with advanced tools for analysis, modeling 
and simulation etc. 
 
Security Services 
The security layer traverses all other layers and hence is more or less part of all 
services within the infrastructure. The information and knowledge infrastructure 
should be a highly trusted environment, thus including support for authentication, 
encryption and different forms of privacy requirements. The security requirements are 
tightly coupled with the context of the user, which should govern the access rights to 
services and certain kinds of information and/or rules. 
 
The following aspects are important when considering security of information [31]: 
 
•  Confidentiality – ensures that information is not shown or exposed to non-
authorized persons 
•  Integrity – ensures consistency of data by preventing non-authorized creation, 
modification or removal 
•  Availability – ensures that legitimate users are not incorrectly denied access to 
information and resources   40
•  Legitimate use – ensures that information is not exploited in a non-authorized 
way or by non-authorized users 
 
End users layer – Intelligence Portal 
The intelligence portal represents a point of entry for intelligence consuming and 
producing users. The portal should deliver user-friendly applications that allow people 
to work with processes relevant for the intelligence domain. An important feature of 
the portal is support for Computer Supported Cooperative Work (CSCW), which 
means that people, regardless of physical location, can cooperate to solve a problem 
or make a decision. This includes different types of shared applications, ranging from 
simple white-boards to tools for modeling and execution of simulations. Collaboration 
by utilization of computer tools is based on formation of groups that share common 
interests and goals. These could be static, for instance representing a persistent unit at 
the headquarters performing their daily duties, or the group may be more short-lived, 
for instance a group of intelligence personnel at an international operation. It is 
important to include the possibility to express group specific knowledge, processes 
and vocabularies to reflect a group’s understanding of information that is suitable for 
the kind of situation they are in. 
 
The necessity for effective cooperation between people, often dispersed over 
geographical areas, on missions in different countries etc. requires some kind of 
electronic whiteboard, or common portal, solution for each group. In this case, the 
group members work on a common display, irrespective of the geographical 
distribution of the group members. Dedicated software ensures that all members see 
the same workspace or desktop on their computer screens. The original idea of an 
electronic whiteboard is to be able to draw pictures on an area displayed to all 
members. But here we must carry the idea further. The whiteboard might here contain 
not only a graphical representation of the intelligence request on its way towards the 
solution, but also different kinds of services available to analyze the present state of 
the request. The members must also be able to do work on their own, partly based on 
what they see on the whiteboard and then “post” it on the whiteboard when they judge 
it to be mature enough for presentation to the other members. 
3.2.3 Architecture Outline 
This section presents a high level architecture, described in the context of structuring 
and formalization of information and knowledge within the NBI-system. The 
architecture presented here is the first attempt to identify the essential components in 
an information and knowledge management infrastructure for NBI, and should serve 
as the basis for discussion and further exploration. 
 
3.2.3.1 High-Level Concept 
Figure 3.5 outlines the idea of distinct layers of information models that are 
increasingly specialized moving upwards in the stack. The layers labeled Upper 
Ontology and Lower Ontology constitute schemas, or templates, which the models in 
the Instances layer must conform to. In addition to these layers, a Rule layer operates 
on all levels in the information stack, representing the knowledge of the system. Note 
that the separation of these layers is made from a logical point of view and does not 
necessary coincide with the actual distribution of information and knowledge in a real 
system. The architecture will promote vertical and horizontal interoperability, i.e. 
applications or services within one domain, operating on different levels in the stack,  41
are interoperable (vertical), at the same time as applications or service within separate 
domains are interoperable (horizontal).  
 
All information, part of the NBI-system, is made available to users through a shared 
space. The shared space is either “global”, information available for all users of the 
NBI-system (given that the user is authorized to use the content), or “local”, 
information available for a particular group. Besides the possibility to create group-
wise information, the architecture should also promote creation of group specific 
schemas and rules. This is illustrated in figure 3.5, where two different groups exists, 
one at the headquarters, labeled HQ, and one on an international operation, labeled 
IntOp. Note that the group specific schemas and rules defined within these groups 
represent extensions of the schemas contained in the generic layers of the NBI 
architecture. In the following text the layers presented in figure 3.5 are described in 
more detail. The examples presented in this text are partly based on a terrorist 
taxonomy developed within the program for international and homeland security at 
university of Ohio [40]. 
 
 
Figure 3.5 Layers in the information and knowledge management infrastructure of NBI. 
 
3.2.3.2 Upper Ontology – Taxonomy 
The upper ontology represents the first level of abstraction of the domain, or domains, 
of interest. It represents generic and reusable models that do not describe the 
intelligence domain in detail, but rather express some common 
information/knowledge within the Swedish Armed Forces. 
 
It is of major importance to define a common view of the vocabulary used when 
modeling (describing) features, ranging from components of the system itself, to 
information contained within the system. The fundament for realizing this is a shared 
taxonomy that specifies how things are labeled and also how they are interrelated. 
 
Figure 3.6 illustrates some concepts that could be part of an NBI-specific taxonomy 
(part of the Upper Ontology), at a simple level. First, the concept of a Terrorist Unit is 
defined by classifying different terrorist groups/individuals as subclasses of Terrorist  42
Unit. The terrorist taxonomy includes individuals, groups, and also nation states. 
Another example would be to classify different kinds of remote sensing images as 
subclasses of Imagery. This taxonomy could define image types such as satellite 
images or aerial photographs as subclasses of Imagery. The idea of the taxonomy is to 
setup a “is-a” hierarchy of concepts within the target domain. 
 
 
Figure 3.6 Terrorist taxonomy. 
 
 
3.2.3.3 Lower Ontology – NBI System Models 
The lower ontology represents an extension of the upper ontology. At this level the 
information and knowledge is fully machine readable and interpretable, i.e. 
representation in the chosen language of NBI (OWL). The lower ontology, which is 
referred to as the NBI System Models in the following text, comprises the Process 
Models and the Structural Models. 
 
The NBI System Models define the concept of NBI. These models are vital for 
creating a common understanding of the system and of the information managed, 
processed or analyzed by the system. The System Models are not only important from 
a software engineering perspective, but are essential in utilizing the NBI-system. The 
System Models are constructed from modular and re-usable sub-models, divided into 
two separate categories; Process Models and Structural Models. The Structural 
Models can be seen as the constituent that causes reaction in the system, whereas the 
Process Models defines the reactions. A reaction can be seen as en event within the 
system that is triggered as a direct response to a customer requiring service, as a side 
effect of a customer requiring service, or as an effect of self-configuration. For 
example, consider a customer posting information in the NBI-system. This event is 
represented by a certain activity that is realized by a set of services, for instance 
services for validation and storage (customer requiring service). The actual realization 
of the service request is governed by rules, for instance the selection of service 
instances based on QoS requirements or context of the user. As a side effect to this 
event, new information may be produced through inference that a secondary customer 
is a subscriber of, and hence that person will be notified (side-effect). However, the  43
system only delivers the information if and when the intended recipient is ready to 
receive it (self-configuration). 
 
Process Model 
A vital aspect of NBI is a formal approach to describing and utilizing processes. NBI 
comprises several processes, which represent how resources contained within NBI are 
managed and utilized to meet the needs of various users. In Phobos these processes 
have been defined from a high-level perspective [38]. 
 
The Process Models form the basic framework for utilizing/managing information and 
knowledge in an efficient way within the NBI-system. The Process Models represent 
how intelligence information is collected, analyzed, valued, restructured, maintained 
and disseminated (Activity Model), and how services realizing the activities are 
modeled (Service Model). Also, they define collaboration aspects, for instance 
collaboration between organizations, or collaboration between groups or individuals 
acting within the framework of the NBI-system (Collaboration Model). 
 
Activity Model 
The Activity Model defines the schemas for describing workflows relevant for NBI. 
Based on these schemas, instances are created that represent functionality exposed by 
the NBI-system. In correspondence with UML 2, activity modeling focus on the 
sequence and conditions for coordinating lower-level behaviors and is not concerned 
with actual resources exposing the particular behavior [41]. In this context, behavior 
could be seen as sub-activities or services that realize the functionality. Activities 
should exist at different levels to form a decomposable framework of sub-activities, 
representing common functionality. Also, one activity could be realized by different 
sets of sub-activities, depending on factors such as QoS requirements, security 
measures etc. Further more, there are no explicit bindings from activities to real 
service instances. This allocation is also performed dynamically to reflect 
requirements such as mentioned above. The Activity Model defines control constructs 
that are used to express the execution path of a particular activity. 
 
Service Model 
The Service Model defines the schemas for describing services contained within the 
NBI-system. This model is highly relevant for creating a framework exposing plug-
and-play features and a high level of automation. In essence, services that are not 
hard-wired to specific activities, but dynamically localized, selected and executed 
depending on requirements on the activities. The Service Model must consider the 
description of a service as well as the means to access it. More specifically, it must 
include constructs for representing [39]. 
 
•  What the service requires from its consumers 
•  What the service provides for its consumers 
•  How the service works 
•  How the service is accessed 
 
For each service instance present within the NBI-system, these aspects must be 
described according to the Service Model. 
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Collaboration Model 
Whereas the Activity Model and the Service Model describe NBI from a technical 
perspective, the Collaboration Model describes NBI from the perspective of 
interacting people. NBI is an environment highly dependent on cooperation among its 
users. For instance, when setting up a team of experts to work on a specific problem, 
it is necessary to define this group’s preferences. This involves declaring the purpose 
or goal of the group, the steps required to reach the goal, responsibilities of individual 
member of the group, or sub-groups formed within the group, and finally how the 
collaboration will take place. 
 
The Collaboration Models can be seen as a dynamic application of the Activity 
Models, which in turn are realized through the Service Models. Whereas the Activity 
Models represent the functionality exposed by the NBI-system, at different levels of 
abstraction that are fairly static, the Collaboration Models define how the activities are 
utilized by a group. For example, defining the responsibilities of individual group 
members in realizing a task, means of collaboration employed (means of 
communication, applications etc.), or special resources created for a group. 
 
Structural Models 
The Structural Models are divided in two main categories Common Intelligence 
Information Models and Application Information Models. The Common Intelligence 
Information Models define the notions of the real-world i.e. the physical world or 
virtual worlds other than NBI. At this level, information is modeled from a general 
intelligence perspective; that is, information models that could suit all groupings 
within the intelligence community. The Application Information Models structure 
information necessary for management of the NBI-system. These two main categories 
are described in more detail below and illustrated in a set of examples. 
 
Common Intelligence Information Models 
The Common Intelligence Information Models (CIIM) defines the schemas for 
representing the information that provides the actual value for customers of the 
systems. Note that the CIIMs outlined in figure 3.5 (Terrorist, Environment etc.) are 
just examples. A multitude of other CIIMs will exist in a future NBI.  
 
The information modeled by the CIIMs is defined in a modular and reusable way, 
where individual schemas represent a well-defined subset of the reality. However, the 
boundaries between these sub-domains are rather blurred and the categorization could 
be made in many different ways. The schemas are not isolated features and multiple 
cross-references exist among them. However, if carefully designed the schemas could 
be defined to allow “higher-level” concepts, such as a terrorist unit, cross-reference 
(or import) schemas that represents more “basic” constructs, without cross-references, 
such as a person. This could be beneficial from a system management perspective 
when schemas evolve over time. 
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Figure 3.7 Simplified Common Intelligence Information Model. 
 
Figure 3.7 illustrates a simplified CIIM for a terrorist unit of the type non-state group. 
This kind of terrorist unit is described in terms of “has motivation”, “has target” and 
“employs strategy”. These properties (predicates) reference (imports) classes in three 
sub-schemas, namely Target, Motivation and Strategy. In figure 3.7, only the Target 
and Motivation schemas are illustrated. The Target schema defines different types of 
targets and their associated properties (not shown in figure), whereas the Motivation 
schema defines the cause behind a group’s acts. Note that these lower level schemas 
could be utilized in other contexts as well, for instance when modeling a paramilitary 
unit, or even when describing regular armed forces (if the concepts of Target and 
Motivation are expanded slightly). 
 
Application Information Models 
The Application Information Models define the schemas for information related to 
management of the NBI-system. This includes schemas for describing a user, a group, 
the context of a user, metadata for unstructured content and security. 
 
Metadata 
It is not possible, or even desirable, to structure and formalize all information 
contained within the NBI-system. Some information is inherently unstructured and 
should remain so, for instance images, audio and movies, or information that requires 
representation in some native format. However, it is of outmost importance to tag 
these resources with metadata that are structured and formalized to ease its 
localization and use. Also, the NBI-system will contain semi-structured information. 
An intelligence report that today has an unstructured form of representation should 
not only be described from the “document resource” perspective. It is also desirable to 
make these resources more structured by metadata markup of the text itself.  
 
Note that there are no sharp boundary between Metadata models and the CIIMs. The 
latter could from one perspective be seen as the means to supplement some 
unstructured content with machine interpretable information that will increase its 
usability. The metadata models discussed here are meant to present the more technical  46
aspects of the unstructured resources contained within the NBI-system. Consider the 
example in figure 3.8. Here a panchromatic image is described in terms of the area it 
covers and what equipment that was used to acquire the image (the Metadata model). 
Further more, the figure illustrates how the terrorist model defined in figure 3.7 can 
serve as additional metadata by linking it with the Area class through a “feature of 
interest” association.   
 
 
Figure 3.8 Simplified Metadata model for an image resource. 
 
Context 
In the vision for NBI the idea of context-based utilization of resources is strongly 
promoted. Context-based utilization is expected to bring customization of the NBI-
system to meet the needs, requirements and conditions of a user in the best way 
possible. Customization refers to creation of user-specific views of information, 
dynamic availability of functionality (or QoS of functionality), and finally push of 
relevant information to concerned clients (see section 3.2.3.7 for more information 
concerning information push). The basic Context model refers to a single user of the 
NBI-system, but contexts should be defined at higher levels as well. When defining a 
group within the NBI-system, the group should also be associated with a context in 
order to enable customization at the group level. 
 
The following aspects are important when defining a context model: 
 
•  Technical environment – The NBI-system should be able to leverage its 
services during both international and national operations. The system must 
allow the use of heterogeneous platforms to deliver the required information 
during various conditions. The context must therefore enable the system to 
detect what kind of platform is used when accessing the system to deliver 
information according to the correct format. 
•  Operative environment – The operative environment of the user should be 
represented to determine a user’s access rights to functionality or information. 
For instance, accessing the NBI-system from an Internet café in Khartoum 
should be associated with the proper security measures, or even the utilization 
of NBI from various subnets of the military network should have separate 
security policies. 
•  Mission – The mission, goal, or the current phase in realizing a goal, should 
also direct the customization of the system. The mission could influence what 
resources are assigned to an individual or group and this allocation could also 
change over time to reflect different stages of a mission.    47
•  Profiles – An essential part of customizing the “view” of the NBI-system from 
the perspective of a user or group is profiling. Profiling refers to the recording 
of a user’s interaction with the system to provide more efficient utilization of 
the systems resources, for example presentation of information based on 
previous preferences concerning the visualization. 
 
User 
The User model represents a fairly static view of a user in the NBI-system. Thus, the 
User models express information related to identification, means of contact, 
education, occupation etc. Instances of the User model are referenced when defining 
instances of a Collaboration Model, i.e. expressing the members of a group.   
 
Security 
The NBI-system should be a highly trusted environment and must therefore have a 
strict security policy. Every resource in the system must have a Security model 
associated with it, to assess if the information can be trusted, to resolve access rights 
and more. As indicated in the DoD Net-Centric Data Strategy [42] the ability to 
evaluate trustworthiness of information is important in net-centric information 
sharing. Thus, the security model should declare the author, publisher and sources for 
the information. This will enable users to select data from known sources of high 
reliability and quality. However, the NBI-system should in some cases treat this 
information with care, hiding it from potential users of a resource. For instance, if the 
author of some information does not want to reveal his/hers sources. 
 
3.2.3.4 Instances 
The models described so far all represent schemas that information must conform to 
in order to be seen as a resource within the NBI-system. At the instance level the 
“real” information is contained. That is, the information providing real value to users. 
In figure 3.9 an instance based on the schema presented in figure 3.8, is shown. This 
instance represents a Metadata model for a panchromatic aerial-photograph and 
includes information concerning the camera used for image production and which 
territory the image covers. Further more, the image coverage is associated with a 
certain terrorist organization that uses conventional weapons for destruction of 
infrastructures in pursuit of political goals.  
 
 
Figure 3.9 Example of an instance based on the schema presented in figure 3.8. 
 
3.2.3.5 Rules 
Rules are applied on information to provide additional value to supplied information. 
The rules represent the knowledge of the NBI-system, and thus characterize how  48
information is “perceived”. The rules ultimately operate on all levels in the hierarchy 
described in figure 3.5 and have multiple purposes. The idea is that rules capture the 
understanding of information (represent knowledge) and govern how the information 
is maintained within the NBI-system. The rules should ease the maintenance of 
information through its entire lifetime by influencing several functions, for instance:  
•  Specifies how the process models should be utilized for service composition in 
order to meet requirements defined by a context model. 
•  Defines the application of user-preferences to enable context-based 
presentation of information. 
•  Inference over a set of information to provide additional information for a 
user. 
•  Used in several enterprise services to aid various analysis tasks. 
 
3.2.3.6 Examples 
In this section, the application of the proposed architecture is illustrated in a number 
of use cases. The idea is to present how a user will interact with the shared space of 
the NBI-system. This will not be a complete overview of processes relevant for NBI, 
but rather highlight some key aspects. In all cases presented, it is important to realize 
the complexity of assuring the security of the system. These aspects are not treated 
here, but must be treated with special care when developing the architecture further.  
 
Search 
An analyst, starting to work on a specific intelligence task, focused on some topic, 
will in the first place probably enter some search patterns or queries into the system 
and get back information elements, or “entries” and products (interlinked elements). 
By fine-tuning the search pattern, the analyst will hopefully be able to reduce the 
system output to a manageable amount of relevant information. The analyst could also 
show interest in the search topic by subscribing to further information matching the 
query that might be entered in the system, see section on subscriptions. Note that the 
“analyst” must not necessarily be a person, it could be a software agent designed for 
watching the state of an intelligence task. 
 
In the NBI-system, searches are not made based on simple key-words. Instead, search 
for information is made based on “concepts” and “relations” defined in the structural 
models, augmented by user defined terms. This enables more precise localization of 
required information. Consider the following sentence: 
 
All terrorist units employing conventional 
weapons that have been documented in an 
aerial photograph 
 
In this example the search involves the Terrorist Unit concept, which includes all 
instances of terrorist unit (individual, non-state, state etc.) having the relation employs 
strategy point to an instance of Conventional Weapons. Moreover, the Terrorist unit 
instances should be associated with an Area documented in an Aerial Photograph. 
Since  Aerial Photograph and Area are abstract concepts, all instances of Area 
associated with any Aerial Photograph will match the query. Additional restrictions 
can be added to the query, for instance limiting the search to a Non-state Group 
having the string fraction in its name and so on. 
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As the example shows, this type of search is not only dependent on the actual 
instances that hold the relevant information, but also the structural models that the 
instances are based upon. This in turn implies a dependence on the lower level 
taxonomies and ontologies as well. The prototype, described in chapter 4, constitutes 
an example of concept-relation-based search for information based on OWL-based 
representation of information. 
 
Other issues to consider when searching for information are the analyst’s interest in 
inferred information. The inferred information is created by application of rules on 
information that has been supplied by various users. Since, this information is in fact 
generated automatically it should be clearly stated which information that is inferred 
and which is not. Also, the user should have the choice to toggle between the modes 
of no inference and inference. The inferred information is based on rules defined at a 
“system-wide” level or defined by a particular group or even an individual. In this 
way, the various perceptions of information may co-exist within the framework of 
NBI. Preferably, the perception is optimized according to the task of a particular 
group or individual. 
 
An important question to address in the context of concept-relation-based searches is 
how a request for information should be defined by a user and then be mapped to a 
native query language for the used representation language. I.e., how will a user of 
NBI “ask” for information from NBI?  
 
As noted above a search within the NBI-system is dependent on all levels in the 
hierarchy defined in figure 3.5. This means that special care has to be taken to assure 
vertical consistency (interoperability) between these layers. If changing a model at a 
certain level the infrastructure must infer those changes in all other layers as well. 
Also, horizontal consistency (interoperability) is important if multiple specializations 
of a concept coexist within different groups 
 
Subscriptions 
An analyst interested in a particular kind of information must have the possibility to 
express this interest in the NBI-system. When information of this type becomes 
available, for instance by posting of information by other users or through an 
inference process, the analyst should be notified of this. This means that the analyst 
will not actively search for new information at regular intervals, but relevant 
information will be pushed to the client software of the analyst. This will require a 
subscription-based system, where a consumer declares interest in a certain type of 
information and where the system automatically pushes the relevant information to 
the client. 
 
The information push could be of two main types. First, information that has been 
explicitly requested (intentional information push) could be supplied. Second, the 
information can be pushed based on user profiles (unintentional information push). 
 
•  Intentional Information Push 
In this case, information is pushed to the user-interface based on a former 
request from a user. The intentional information push extends the common 
search function by having an extended lifetime. A common search returns 
information available at the time of query and then terminates. As an  50
extension, a user could extend the lifetime of the query so that information is 
pushed when it becomes available. The information becomes available either 
when information is reported to the NBI-system or when information is 
reported, which in combination with existing information, yields the 
subscribed information type. 
•  Unintentional Information Push 
In this case, the information push is based on the context model of the user. 
The context model should express, and record, how a user usually interacts 
with the NBI-system. For instance, it could express what type of information a 
user most often searches for, what processes the user is regularly involved in 
and tasks that requires input from the user. This will yield a highly customized 
user-interface, which will present relevant information for the user even 
though it is not explicitly requested.       
 
In either case, it is important to realize that subscriptions to various types of 
information are also concept-relation-based, similar to a search. The user should for 
example have the possibility to declare interest in a specific terrorist organization, or 
define more abstract (complex) subscriptions. For instance, the user could declare 
interest in any terrorist organization having any type of relation with another terrorist 
organization that has a reputation of organizing drug-traffic in a specific area. 
 
Posting Information 
Information (instances) that exist within the NBI-system must conform to schemas 
defined in the process and structural models. If this requirement is not met, the 
concerned information can not be supplied to the NBI-system. This implies that when 
users supply information to the system, it has to undergo strong validation. Given the 
nature of the concerned information, the supplier of information gets access to some 
kind of template that defines how information should be formalized. The template 
captures for instance how to describe a terrorist organization and will thus guide the 
user in creating a new information entry on this particular topic. 
 
In essence, when information is supplied to the NBI-system three main functions are 
vital, these are: 
 
1.  Validation – This represents the process to check for consistency of the 
supplied information with the concerned process or structural model. This is 
similar to the process of validating an XML document using a DTD or 
Schema. 
2.  Inference check – The addition of new information must result in an 
evaluation of rules responsible for inference of a particular information type. 
This can of course take place at several levels, for instance inference at the 
general, system wide, level or inference within defined groups.  
3.  Subscription check – Given the new information, or the information that is 
created in response to the new information, it is necessary to check existing 
subscriptions to find new matches. If new matches are found the information 
must be pushed to the concerned user. 
 
To understand the complexity of creating new information entries in the NBI-system 
consider the following example: 
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•  Let’s look at an example with 3 instances: A,B,C: 
•  A: paramilitary band  
•  B: a certain truck 
•  C: a munitions storage site 
•  These instances can be “filled” with time-stamped updates, such as “observed 
at (x,y)” (event 1, applicable on entries like A or B), “has killed people in: has 
burnt down: village named z” (event 2, applicable on an entry like A), “strange 
activities observed around: entrance door damaged probably due to attempts to 
break in: C” (event 3, applicable on an entry like C). 
•  The structural models define what relations can “exist” between different 
types of features. This gives meaning to the relations that can be established 
between instances; “B observed at C”, “B observed in village named z”, “B 
observed in village named z during event 2”. Conclusion: Maybe A is 
travelling in B. (ability to “travel in” is a property of B which belongs to an 
entity class “truck” which has this property). If so, maybe A is also the actor in 
event 3. 
 
When posting a new entry, it is important to try to associate it with an already existing 
instance before entering it. It might be an existing instance that simply needs to be 
updated. This means that we have a hard (100% reliable) link between the old 
information and the new information, namely the update. The links then only describe 
the development in time for an instance. To simplify association, there must be a large 
range of possibilities to attach “fingerprints” with reliability measures to instances. In 
the case of A this is not easy. The band might recruit new soldiers, and others might 
leave the band, or the band can be permanently or temporarily “dissolved”. “Members 
of A tend to speak language y” could be a fingerprint. “Very tall man is leader of A” 
could be a usable, but far from perfect, fingerprint of A (as long as the very tall man is 
together with the band). In the case of B, certain truck features (colour, damages, 
manufacturer etc) can be attached. In the case of C it is trivial; it is located at (x,y) and 
cannot be easily moved. Status information about C can be updated easily; we know 
that it relates to C and no other entity. In all these cases, the location of the entity 
(movable or not) at the last time stamped update of its entry is a type of “fingerprint”. 
IT support for finding associations like this will be one of the most important (if not 
the most important) piece of an intelligence system and will probably require 
substantial research efforts to be resolved. 
 
Of course, the fingerprints of the entities that will be attached to their respective 
instances will often be rudimentary, uncertain or even wrong. So, it will often not be 
possible to do this association, or one might do an erroneous association. Support for 
following up entries and maybe fuse entries that (in due time) turn out to represent the 
same entity, and split an entry in two that turn out to represent two separate entities is 
another important property of this type of system. A parallel can be drawn to multi 
target tracking in clutter which copes with the same problem. 
 
Analysis 
It must be possible for an analyst to formulate a hypothesis, and test that hypothesis in 
the NBI-system. The analyst can assume that two entries are actually the same 
(represent the same entity), or that one entry should be split in two or more entries 
(turned out to represent two different, but probably similar, entities). The consequence 
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split or merged. He/she could assume that a yet unknown link or some other relation 
exists between two entries. Or the opposite - that an established link is not valid. 
Before entering or removing the link, the assumptions for its presence or removal 
must then be tested for their consequences in all inference chains that could be 
concluded from them. If this leads to the conclusion that the hypothesis can not be 
rejected, at a certain confidence interval (the analysis has led to a synthesis), the 
hypothesis could be added to this inference structure, stamped with the identity of the 
analyst that added it, and on which indications he based his/her assumptions. Complex 
tasks involving much information can often be difficult to encompass. Methods for 
finding hidden relations can often rely on looking at a different “dimensions” of the 
problem. It can for instance involve time-line analysis where time-stamped entries are 
ordered along a time line, rather than spatially, in order to find potential connections. 
One can set up networks of relations between people: who knows whom, and who has 
family relations with whom. Trying to figure out nested business connections is much 
the same. These can all be different dimensions of the entire problem. By isolation of 
the dimensions of the problem, and looking at each dimension in turn, the work 
becomes more manageable. Tools that allow analysis within a chosen dimension, as 
well as comparisons between dimensions would be very valuable in NBI, but of 
course hard to implement. 
 
Information fusion is an important cornerstone in the network-centric warfare, but the 
subject is very general. In a network centric intelligence organization it would 
correspond to the processes where people or machines try to, using hypothesis testing, 
find links and relations between pieces of information. By intelligent tagging of the 
information elements in the way that makes it searchable on a Semantic Web, it would 
be possible to design software that scan databases and discover relations between 
pieces of information so information products can be formed. These would then 
consist of a set of information elements linked by the relations found. 
 
Information fusion provides methods for reasoning about information under 
uncertainty. It is often easier to define entries in the intelligence system; perhaps some 
text, some name of a person, a coordinates and some time(s). However, how should 
the certainty or reliability in each of these entities be estimated and entered in the 
system? This will often be the key issue. Information in intelligence databases 
obviously has different levels of reliability. Database management rules perhaps 
dictate which information is allowed to be entered in a specific database depending on 
its certainty or reliability. Information might be moved to another database or 
information category within the same database if its certainty changes due to updates 
with new information related to it. This implies that it is not enough to tag information 
according to a specific ontology. The uncertainty must be represented in some way 
and follow an information entry during its entire lifetime. How uncertainty can be 
represented and categorized in order to make a machine able to reason about potential 
relations is a complex task. An uncertain or vague relation in an information product, 
containing several “chained” relations, can make the whole conclusion wrong if the 
relation turns out to be incorrect. A chain in not stronger than its weakest link. 
3.3 Discussion & Future Work 
In the DoD (Department of Defense) Net-Centric Data Strategy [42] a number of 
goals are defined, which represents the strategy to achieve the benefits of net-
centricity in data management. These goals are to a large degree relevant to the  53
research and development associated with NBI, concerning efficient information and 
knowledge management. The goals of the DoD Net-Centric Data Strategy are 
summarized in table 3.7. 
 
Table 3.7. Goals of the DoD Net-Centric Data Strategy. 
Goal  Description 
Visible  All assets within the enterprise, including intelligence, non-intelligence, 
raw and processed, should be advertised by metadata tagging 
Accessible  Users and applications within the enterprise post assets to a shared 
space. This implies that metadata is provided that describes the asset 
and that the asset is stored in an accessible way 
Institutionalize  Information and knowledge management practices are integrated in 
various Department processes and practices 
Understandable  Users and application have a common view of information, at the 
syntactic and semantic levels 
Trusted  Users and applications can establish a view on the authority of assets by 
well-defined security measures 
Interoperable  Information is exchanged in an interoperable way, meaning that 
differing views of information must be resolved through mediation or 
translation 
Responsive to 
user needs 
The experiences from users are continuously collected to ensure 
satisfaction 
 
The basis for this strategy, which also applies to NBI, is a common framework for 
information and knowledge, i.e. information must be understandable by all actors 
within the system. When building the foundation for such framework, a number of 
variables need consideration. According to van Elst & Abecker [43], the following 
variables are crucial when designing an infrastructure for information and knowledge 
management: 
 
•  Stability 
•  Sharing Scope 
•  Degree of formality 
 
The stability variable refers to the level of stability of an information model, or 
schema. For instance, a schema defining how to describe a user in the NBI-system is 
probably fairly static over time. On the other hand, a schema used for describing the 
tactics of terrorists would probably evolve much faster over time, as the strategies of 
these groups change. The sharing scope refers to the level of sharing of information 
within the enterprise. Information can be kept individually, shared within a specific 
group, or be accessible for all users of the system. The degree of formality defines the 
level of formalization and thus determines the level of machine-readability and 
machine-interpretability, which will influence the possibilities for process automation 
and inference. 
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Figure 3.10 Dimension to consider in designing  
information and knowledge management systems [43]. 
 
Figure 3.10 illustrates the interplay of sharing scope, stability and formality. It is 
important to understand the interaction of these variables and to identify information 
at the high end of these dimensions in designing the information and knowledge 
management system [43]. 
 
From the NBI-perspective, it is important to investigate these variables closely to find 
their respective influence on management of information and knowledge in the 
intelligence enterprise. This will require a thorough analysis of information that 
should be part of the NBI-system, both legacy information and information enforced 
by NBI. This work should direct the efforts to build-up the required ontologies, 
taxonomies, structural and process model. 
 
As the DoD strategy implies, it is important to institutionalize information and 
knowledge management practices in the organization. NBI will most probably bring 
new routines to the intelligence community, which will require education and, in 
essence, a new way of relating to information and knowledge. It is important that 
users within the intelligence community see the NBI-system as a first-class resource 
that will encourage them participate. The NBI-system is dependent on the willingness 
of its users to contribute their information and therefore must be easy to use and be 
regarded as a highly trusted system. 
 
Moreover, military intelligence is an operative business. This means that the transition 
towards NBI must not have the consequence that today’s intelligence databases and 
organizations are shut down, and that a NBI is built from scratch. A way to 
continuously migrate from yesterday’s systems to tomorrow’s systems must be found 
in order to not make the migration task infeasible. A detailed plan for manual, or 
automatic, tagging of information in today’s databases must be specified. Existing 
tagging systems might be translated somehow, perhaps using software specifically 
designed for that single purpose, to aid a human “translator” to speed up his work. 
 
Swedish defense politics state that most of the future Swedish military missions will 
take place in some remote territory, often as part of a joint activity between several 
nations in peace-keeping or peace-enforcing missions. To be effective, intelligence 
must be shareable within such joint missions. However, this is not easily done. 
Intelligence often tends to be kept secret within the collecting organization. 
Sometimes, it is used in some type of bargain. “If you give me information about this,  55
then you get information on that”. Policies on how to handle valuable intelligence 
probably differ between members of an international mission. Furthermore, it is not 
just to connect the NBI system to a joint data “hub”. Security reasons, differences in 
architecture between the nation’s intelligence systems etc. makes it unfeasible. But it 
must be possible to exchange intelligence, and therefore the NBI development must 
consider interoperability at an international scale as well. 
 
Table 3.8 summarizes the above mentioned aspects as the necessary steps required to 
build-up an information and knowledge management infrastructure for NBI. 
 
Table 3.8 Essential steps in realizing an infrastructure for NBI. 
Area of Research  Description 
Information and 
knowledge requirements 
Thorough investigation of information relevant for the 
intelligence domain that could initiate the start of a 
knowledge acquisition phase (taking into account formality-
stability-sharing) 
Method &  technique for 
information & knowledge 
management 
Establish methods for realization of the layered information 
stack, defined in the architectural overview, for example 
methods to assure vertical and horizontal consistency and 
interoperability 
Security in information & 
knowledge management 
Definition of security policy and methods for information 
resources in the layered information stack.  
International 
collaboration on data and 
information standards 
Establish collaboration with international organizations, 
active within the intelligence community, to prevent an “in-
house” solutions that may inhibit international cooperation  
Information & knowledge 
management strategy for 
the intelligence domain 
Establish an information and knowledge management 
strategy for the intelligence domain 
Migration towards NBI  Develop plan for migration towards NBU that takes into 
account legacy systems and minimal inference on current 
operative tasks 
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4. Prototype Development 
4.1 Purpose 
The purpose of this prototype is to demonstrate the use of an ontology-based 
application in an intelligence-oriented scenario. More specifically, the prototype 
demonstrates concept-relation-based search for information in an OWL/RDF-based 
information structure. The prototype is not intended as a ready-to-use tool, but should 
be regarded as an application for demonstration and discussion of certain concepts. 
4.2 Overview 
The prototype consists of a Graphic User Interface (GUI) capable of visualizing a 
schema definition and its associated instances. The schema in this case corresponds to 
a structural model as defined in the architectural overview, see section 3.2.3.4. The 
schema is defined in OWL (see section 2.2.5 for a description of OWL) and describes 
the concepts of a terrorist unit, based partly on the terrorist taxonomy presented in 
[40]. 
 
The prototype does not use a database to enable persistent storage, since the number 
of concepts and instances are fairly small at the moment. However, the prototype can 
be easily extended in the future to include this type of functionality. The application 
reads the OWL files to RAM at each session start. Presently, two separate files are 
read, one containing the actual schema definition and a second one containing 
instances based on the schema definition.  
 
The prototype displays the class hierarchy of the schema in a tree structure, see figure 
4.1. It is also possible to inspect individual classes for their relations and properties, 
which are displayed in a property inspector (the table to the right of the tree structure 
in figure 4.1). The property inspector also lists the range of individual properties and 
relations, for instance a data type or another class.  
 
 
Figure 4.1 The classes in the model are displayed as a tree in the GUI. The  
properties and the related classes are displayed in a table by selecting  
a class in the tree. 
 
The prototype is a Java application utilizing one of the most commonly used Semantic 
Web toolkits, namely the Jena toolkit. Jena is developed by HP Labs within their  58
Semantic Web program [44]. Further more, the application utilizes the ObjectViewer 
toolkit to visualize information generated by the search mechanism [45]. 
4.3 Concept-relation-based Search 
The prototype demonstrates concept-relation-based search for information as 
described in the architectural overview, see section 3.2.3.7. A search query is 
constructed from triples originating from combo boxes presenting the subjects, 
predicates and objects in the schema, see figure 4.2. The search can be made based on 
a single triple or multiple triples, using abstract concepts or user defined textual 
elements. When clicking the Start button a window is opened that displays the chosen 
statement. If the user wants to make a deeper search, i.e. adding more statements, it is 
possible by clicking the More button, see figure 4.2. The result from a search is 
displayed as a graphical model in one of the frames of the GUI. 
 
 
 
Fig 4.2 To search for information the user chooses statements, defined  
in the ontology, from three comboboxes. The statement(s) are then  
listed in a second frame. 
  59
4.4 Future work 
In the future it would be valuable to extend the prototype in the following ways: 
 
•  Extend the prototype, or integrate the functionality of the prototype in an 
existing framework, to enable management of the schema and creation of 
instances based on the schema. 
•  Include support for user-defined inference, which means that a user defines 
rules that are used by the reasoning system of Jena to generate new 
information or relations. 
•  Illustrate methods for management of uncertainty of information in 
RDF/OWL-based structures. 
•  Investigate how a query for information should be specified in the GUI to 
create a user-friendly and efficient environment. 
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5. Conclusions & Future Work 
We consider research and development within the Semantic Web crucial for further 
development of the NBI-concept. Languages promoted by the W3C, such as RDF and 
OWL, provide the basic framework for mark-up of information resources in an 
unambiguous and semantically clear way. The intelligence enterprise could certainly 
benefit from using the language as the basis for its information and knowledge 
representation. Among the most interesting features of these languages is the 
possibility for using inference rules. This could be used in several intelligence-related 
enterprise services to find “hidden” relations in information in an efficient and 
automated fashion. However, some aspects of these languages needs further 
exploration, such as management of information uncertainty and representation of 
activities and time respectively. 
 
The language for information and knowledge representation within NBI must be 
backed-up by an infrastructure, capable of handling information and knowledge at 
various levels of abstraction. A vital part of NBI is support for CSCW that will allow 
people, dispersed geographically and organizationally, to cooperate in order to solve 
an intelligence-related task. This means that the infrastructure must support various 
“views” of information that are optimized to certain type of tasks that should be 
resolved by a group or individual. The information and knowledge contained within 
the infrastructure should be tightly coupled with the context of a user or group. This 
means that presentation, but also automated analysis, of information are based on user 
and/or group preferences. In realizing the infrastructure for NBI we consider research 
and development within the area of Grid environments of great importance. More 
specifically, the incorporation of Semantic Web technologies (RDF and OWL) in 
Grid environments is highly relevant for future development of the NBI-concept.   
 
Table 5.1 summarizes recommended research issues within the area of information 
and knowledge representation. Table 5.2 presents necessary steps in realizing an 
information and knowledge management infrastructure for NBI. 
 
Table 5.1 Proposed research within the area of information and knowledge representation. 
Area of Research  Description 
Define interfaces 
between layers 
Define interface for coupling of UML and DLs, as well as interfaces 
for transformation of information between the upper and lower 
onologies 
Uncertainty of 
information 
Extension of OWL to enable management of uncertainty of 
information, for instance through use of BN 
General extensions of 
OWL 
Investigate the possibility for representing activities and time 
Ontology 
management 
Methods for updating or changing an ontology to reflect dynamic 
aspects  
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Table 5.2 Proposed research to aid development of information and knowledge management 
infrastructure for NBI. 
Area of Research  Description 
Information and 
knowledge requirements 
Thorough investigation of information relevant for the 
intelligence domain that could initiate the start of a 
knowledge acquisition phase (taking into account formality-
stability-sharing) 
Method &  technique for 
information & knowledge 
management 
Establish methods for realization of the layered information 
stack, defined in the architectural overview, for example 
methods to assure vertical and horizontal consistency and 
interoperability 
Security in information & 
knowledge management 
Definition of security policy and methods for information 
resources in the layered information stack.  
International 
collaboration on data and 
information standards 
Establish collaboration with international organizations, 
active within the intelligence community, to prevent an “in-
house” solutions, which may inhibit international 
cooperation  
Information & knowledge 
management strategy for 
the intelligence domain 
Establish an information and knowledge management 
strategy for the intelligence domain 
Migration towards NBI  Develop plan for migration towards NBU, which takes into 
account legacy systems and minimal inference on current 
operative tasks 
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