With the SIT Vidicon camera operated in direct mode at the CTIO 4-m telescope, we have obtained V,(B -V) colormagnitude data for the globular clusters 47 Tue (NGC 104,C0021-723), NGC 288(C0050-268), and NGC 1904(C0522-245). These data in general cover the magnitude range 16 < V < 22, and accurately define the main-sequence turnoff positions for all three clusters. By comparison of our data with the recent theoretical isochrones of VandenBerg (1983), we find that the main-sequence loci of the three clusters can be suecesfully matched by ages in the range (16 ± 3) billion years, if we adopt heavy-element abundances which are similar to spectroscopically derived estimates.
I. Introduction
Main-sequence photometry of the globular clusters provides one of the most important single methods of establishing the age and formation time spread of the Galaxy. The most recent reviews of this problem (Carney 1981 (Carney , 1983 Sandage 1982; Flannery and Johnson 1982; Janes and Demarque 1983; Cannon 1983; VandenBerg 1983) have all reached the general conclusion that the "best-fitting" ages of theoretical isochrones, matched to real clusters with deep main-sequence data, are in the approximate range 15-18 billion years. But several of these authors have also stressed the difficulty of achieving isochrone fits that truly reproduce the observed color-magnitude (C-M) diagrams with high accuracy in all parts of the diagram. Part of this still-frustrating situation may be a result of the models themselves (see VandenBerg for an especially complete discussion of the many effects of the model parameters), and it is encouraging to see that the most recent and physically realistic evolutionary models have had considerably more success than previous ones in matching the turnoff regions of the oldest star clusters (VandenBerg 1983; Sandage 1982; Harris, Hesser, and Atwood 1983a, hereafter Paper I; Richer and Fahlman 1983) . However, part of the difficulty also clearly lies with the available photometry for the globular clusters: for most clusters with main-se°Visiting Astronomer, Cerro Tololo Inter-American Observatory, and Kitt Peak National Observatory, which are operated by the Association of Universities for Research in Astronomy, Inc., under contract with the National Science Foundation. quence photometry (see VandenBerg (1983) for an illuminating compilation), the internal scatter of the photometry is still too large and the magnitude limits are too bright to be of much help in pinning down isochrone ages and abundances rigorously.
The greatest majority of available C-M diagrams for the Galactic globular clusters have been produced by the well-established, and relatively well-understood, process of photographic photometry calibrated via photoelectric sequences. Partly because of the extreme difficulty of obtaining large enough numbers of standards at the required faint levels for the main sequence (typically V lim ~ 21), and partly because of the strong nonlinearity of photographic calibration curves near the plate limit, systematic errors in either color or magnitude for the mainsequence position are hard to avoid. Many clusters that have traditionally been used for main-sequence fits and age dating may, in fact, contain such errors (e.g., Butcher and Oemler 1978; VandenBerg 1983; Paper I; Richer and Fahlman 1983) . Photometrists have hoped for many years that the advent of the new detectors (TV-like systems, CCDs, and so forth) would eliminate several of these difficulties of nonlinearity and insensitivity, and would eventually lead to the production of C-M diagrams that are deeper, more precise, and more ^accurate than photographic techniques have been able to attain.
With this situation in mind, beginning in 1980 we undertook a program of SIT Vidicon photometry with the CTIO 4-m telescope. The CTIO SIT detector system (Atwood et al. 1979 ) has been employed most frequently for spectroscopic programs but can also be used in direct mode for photometry. Globular clusters are among the most well-suited objects for this particular detector used in the direct imagery mode, since at the CTIO 4-m R-C focus a field size of ~ 1' square can be attained, with a (bright) saturation limit typically around V > 16 depending on the readout time and frame size. During observing runs in November 1980 and December 1981 we obtained a large series of vidicon frames in B and V for three Galactic globular clusters and four old clusters in the LMC. Our primary goal was to obtain C-M photometry reaching as deep as the detector would permit, with the hope that a basically linear device like the SIT would help in accurately defining the faint parts of the diagrams for the program clusters. As will be seen below, our program has met with mixed success.
In this paper, we present our results for the three nearby globular clusters NGC 104 (47 Tucanae), NGC 288, and NGC 1904 . The first two of these were selected for their current high astrophysical interest (cf. the reviews by Cannon 1981a Cannon , 1983 Gustafsson 1983; or VandenRerg 1983) . Our observations of NGC 1904 were originally obtained for determination of color-equation terms from observations near the horizontal-branch level, but its main sequence turned out to be easily reachable as well with short exposure times and was something of a bonus in the program results. In a companion paper (Harris, Hesser, and Atwood 1983b, hereafter Paper III) , similar data are presented for four LMC clusters (NGC 1466 , NGC 2203 , NGC 2210 , and NGC 2257 . The following sections describe our data acquisition and reduction (section II), analysis of the internal photometric errors (section III), and finally treatments of the individual clusters (sections IV-VI). (Readers interested primarily in the results alone will find it possible to skip to section IV without loss of continuity.)
II. Data Reduction
Our observations in 1980 (November 8-10) were hampered by poor weather and consequently were used primarily for tests of the suitability of the equipment for the project. Most of our results rely on the four nights of the 1981 (December 18-21) run. The SIT was operated in its "equilibrium" mode (continual readout of the detector, summing many short-roughly 40-sec-exposures) to allow the maximum possible dynamic range without saturation. The adopted pixel size was 0.192 arc sec, and the frames were either 256 or 340 pixels square. Table I contains a summary of the various BV frame pairs we obtained for the three globular clusters discussed here. In the second column, the first digit of the frame number gives the night (1 to 4) of observation, and the last two digits the exposure sequence number during that night. The total exposure time in minutes follows in the third column. In each of the program fields we at- tempted to include as many BV photometric standards as possible which were sufficiently faint to avoid saturation; but for 47 Tue and NGC 288 in particular the available sequences (see sections IV and V) are spread out over such a large area that this proved to be quite a stringent criterion. The small (~ T) field size of the detector, in fact, proved to be its most serious practical limitation to achieving thorough absolute calibration of the photometry, as will be seen throughout the following discussion. The identification numbers of the standard stars used in each frame are given in the fourth column of the table.
Exposures for dark-count subtraction and flat-fielding were taken at the beginning and end of each night; the flat fields were exposed on both an illuminated dome screen and on twilight sky (and in both B and V) but the twilight-sky frames were mostly adopted for final reductions. Although the dark subtraction and flat-field patterns reproduced acceptably from night to night, each night's frames were reduced separately. This preliminary work was carried out at CTIO with the La Serena computing center vidicon software package (Schaller et al. 1980) . All subsequent reduction of the flattened and normalized frames was completed with the IPPS system at Kitt Peak National Observatory. Some concentric-aperture photometry (2CAP; see, e.g., Wells (1980) and the other software documentation at KPNO) was carried out to check the reproducibility of the photometric zero points from frame to frame. However, all the final measurements reported here are from the RICHFLD routines (Tody 1981) , which give relative magnitudes by image profile fitting for all measured stars in the frame. The absolute calibration came strictly from the (sometimes very few) standard stars within each frame. The point spread function (PSF) was constructed by scaling and averaging anywhere from four to seven bright star images for every individual frame. The adopted box sizes used to fit the PSF to the program stars varied somewhat with the seeing but were typically near 35 pixels (7 arc sec). With ~ 0.2 arc sec pixels and seeing ranging from 1.5 arc sec to 3 arc sec over the four nights, the image profiles in all cases were thoroughly sampled! The unfortunately mediocre seeing undoubtedly contributed significantly to the difficulty we had in reaching very faint magnitudes. Selection of the program stars to be measured on each frame was done interactively with the COMTAL image display down to the faintest images detectable by the eye. The preliminary list of coordinates was put into the normal RICHFLD batch processing mode, and the profile fitting and image subtraction completed. In most cases multiple iterations of this procedure were made in order to remove obvious images remaining from the previous round of RICHFLD processing.
In some cases (47 Tue, NGC 288) virtually all the measured stars were "uncrowded" (i.e., with image separations larger than 2-3 arc sec) and presented no problems for the routines. In others (NGC 1904 , NGC 1466 , NGC 2257 ) most of the program stars were crowded by other images, and care was taken to subtract stars in order of decreasing brightness (to eliminate the wings of the large images before measuring the smaller ones). As is normal for the RICHFLD single-star fitting routines (Tody 1981; Stryker 1981) , we found that the profile fits were unsuccessful only when applied to severely crowded images of roughly equal brightness, tending in this case to center on a saddle point between the two peaks. Most of these types of situations were left out of the final results. Two examples of our "before" and "after" experiences with the RICHFLD process of scaling the PSF and then subtracting fitted stars from the frame are shown in Figure 1 for an uncomplicated field (NGC 288), and then for a much more complex one (NGC 1466) with considerable crowding as well as background gradients.
A purely empirical way by which we tested the internal precision of the RICHFLD photometry was to reduce selected frames twice, but with slightly different PSF's, box sizes, fitting parameters, and so forth. (All of the NGC 1904 frames, and two of NGC 2257, were double-reduced.) In all cases the relative magnitudes obtained in this way agreed to well within the external random errors; that is, the internal fitting uncertainties alone were always factors of 2 to 3 smaller than the true random uncertainties of the photometry (see Table III below). The major sources of random error in our results are therefore not in the measurement process itself, but arise from aspects of the detector (such as local background noise and its variations, or accuracy of flat fielding) and, of course, photon statistics (cf. Crane 1974; Ford 1979; Westphal and Kristian 1976) .
Experience has shown the SIT detector to be an intrinsically linear device (Westphal and Kristian 1976; Atwood et al. 1979; Ford 1979; Frogel and Twarog 1983) . The only direct tests of this assumption we have made are plots of our instrumental v,b magnitudes versus V,B for the calibrating sequence stars in NGC 1904 (section VI below) and in NGC 2257 (Paper III). The NGC 1904 sequence (Stetson and Harris 1977 ) covered a 2-magnitude range (15 < V < 17, 16 < B < 18), and the NGC 2257 sequence (Walker 1972) almost 5 magnitudes (17 < V < 22, 18 < B < 23). In both cases, the magnitude residuals showed no dependence on intensity at the < 2% level. We also performed a simple test which ensured that the equilibrium mode operation of the detector was not introducing any nonlinearities into the internal magnitude scale. In the NGC 2257 "north" field (see Paper III) we secured long (200 summed readout cycles) and short (10 readout cycles) exposures of the same field in both B and V, taken consecutively. The instrumental magnitudes of the stars in the field, normalized to the same exposure time, were then compared. In the V frames, for 19 uncrowded stars brighter than V ~ 22.0, we found that the residuals depended on magnitude according to the least-squares relation Table I ) for a 5:1 ratio of total exposure. Finally, we may note that the fact that the RICHFLD profile fitting works at all, over much more than a factor of 100 in intensity, makes a strong statement about the linearity of the system. In summary, to within ± 2% we find no evidence for nonlinearities in the detector or in any stage of the data reduction. The instrumental magnitude scales of the photometry are therefore believed to be systematically correct to that level.
III. Calibration and Error Analysis
While RICHFLD provided relative magnitudes within each frame from the PSF scaling ratio (sr), the photometric zero points came entirely from the local standards. The standard stars we employed are listed in Table II : sources are Hesser and Hartwick (1977) and Cannon (1981fr) for 47 Tue, Cannon (1974) for NGC 288, and Stetson and Harris (1977) (Harris et al. 1983b) . In each case the picture on the left is the original frame, and on the right is the same picture after completed RICHFLD processing.
The initial reason for selecting NGC 1904 as one of our program objects was for calibration of the color terms in the transformation from the instrumental Vidicon system v, (b -v) to the standard V,(B-V) system. The NGC 1904 field contains many well-established stars of different colors all at approximately the same magnitude level (blue horizontal-branch stars and red giants). These are sufficiently faint to avoid saturating the detector, and (most importantly) numerous enough that several at once could be fitted into a single frame. We note here that the NGC 1904 frames were made smaller (256, rather than 340, pixels square) specifically to allow a faster frame readout time and hence a saturation limit of V ~ 16, B ~ 16 bright enough to include the stars at the horizontal-branch level. For the 340 pixel square frames used on the other clusters, the saturation limit was there- 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 1977 18 (Table II) , residuals Au = u -V + const and Ab = b -B + const are plotted against color index. Here b,u are the SIT instrumental magnitudes from RICHFLD and B,V the standard values (Stetson and Harris 1977) . The mean residuals have been arbitrarily set to near zero for the sake of the plots. Straight-line least-squares fits to the graphs are given in equation (1) also the later discussion of Frogel and Twarog on the E3 photometry itself). We therefore believe our results to be more securely determined, as indicated by the comparative quoted errors on the coefficients. It should, however, be stressed that the actual values of the coefficients make little difference to the final photometry in any case, since virtually all our program stars are of intermediate color (main-sequence or subgiant cluster members). This makes them quite insensitive to variations in the color coefficients, within broad limits.
Since the SIT has not been widely used for photometry, we attempted to derive the dependence of random errors on magnitude in two quite separate ways. First was the conventional technique of comparing the results from different exposures of the same field (i.e., the repeatability from frame to frame, or night to night). We took several multiple overlapping exposures for fields in 47 Tue and NGC 2257, with the results as given in the first part of Table III . The values in this list represent the average standard error for single measurements of uncrowded stars, normalized to an exposure time of ~ 35 minutes (50 summed readouts).
Our second, and particularly powerful, method of estimating the random photometric errors was to use the RICHFLD algorithms for constructing artificial star fields. In a given frame which had already been completely reduced (and hence was almost "clean" of anything but sky background noise and images too faint to be detected), we inserted typically about 100 artificial "stars" of a wide range of magnitudes, at random locations. The artificial images were constructed by scaling the real PSF for that frame to produce an image of any desired magnitude; the luminosity distribution of the constructed images was weighted to the faint end so as to mimic the real cluster fields as closely as possible. The complete artificial star field was then measured in RICHFLD batch mode just as for the real fields, and the output magnitudes and positions for the artificial stars were compared with their known input values. Thus we obtained: (a) the random errors in both magnitude and position; (b) completeness fraction of image detection and measurement as a function of magnitude; and (c) any systematic magnitude errors (nonlinearities) which result from the image-profile fitting process.
As indicated above, we found that the mean residuals Am (PSF input -RICHFLD output) were never significantly different from zero (compared with the random errors) at all magnitude levels, and hence that the measuring procedures were reliably linear. Concerning item (b), we found that the photometry became rapidly incomplete (in the sense that the RICHFLD fitting routines could not converge to a solution) for stars fainter than V ~ 22.0, B ~ 22.5, for the normalized exposure time of 35 minutes mentioned above. This result depends somewhat on the degree of crowding, and should be adjusted for the frame exposure time. However, we did not investigate this aspect of the problem very rigorously since we were primarily interested in the accuracy of the photometry itself. In general, we found that images which were obviously visible to the eye on the COM-TAL display (see the finder charts) were also successfully measurable; no effort was made to program for automatic image detection.
In the second part of Table III , we list the mean standard errors for both magnitude and position (profile centering) as derived from the artificial star field experiments. These are obtained from three frames each in B and V, taken from the 47 Tue and NGC 2257 fields. At any given magnitude level the errors here are closely similar to those in the first part of Table III , and we have simply averaged the two sets of estimates to produce the final adopted random errors for our photometry (last part of Table III ). It should be remembered that these are mean estimates only (applying to single measures of uncrowded stars), and do not apply rigorously to all frames in our data set. Our experience with the entire body of material (different exposure times, stability of flat fielding, background noise characteristics, etc.) indicated that some variations from night to night and indeed from frame to frame do exist in the quality of the photometry. The growth curve of photometric and centering errors (Table III) does not behave in exactly the way that an ideal photon-counting detector would. Nevertheless, we believe that our empirically derived error estimates represent fairly the overall precision of the results, and they are borne out ultimately in the observed scatter of the cluster squences in the final C-M diagram.
The final V,(B-V) data for 47 Tue, NGC 288, and NGC 1904 are presented in Table IV , along with the finder charts in Figures 3-5 . The respective columns of Table IV give: (first) our star identification number within the cluster; (second) and (third) x and y position in arc seconds, measured from the lower-left corner of each finder chart; (fourth) and (fifth) V and (B-V); (sixth) number of averaged observations; and (seventh) other identification number for those stars which were used as standards. The x,y coordinate system is roughly aligned with the normal cardinal directions, in the sense that the x-axis points nearly NORTH and the y-axis nearly EAST (actually about 10 degrees clockwise from these directions); see the individual comments below on the different charts. Although the local (internal) precision of the coordinates is usually smaller than 0.1 arc sec from the RICHFLD profile-fitting solutions, their true external errors are at best near 0.2 arc sec because of small geometric scale distortions (beam bending) across each frame. This should be kept in mind when using the x,y values in Table IV to determine the relative positions of the program stars.
IV. 47 Tucanae NGC 2257 and 47 Tue occupied first priority on our SIT program. Of all the clusters we observed, the photometry for 47 Tue was clearly of highest precision, undoubtedly due to the cluster's proximity and to the lower crowding. An interpretation of the resulting C-M diagram of the main sequence, and its excellent fit to the recent isochrones of VandenBerg (1983) , has already been presented (Paper I and Harris, Hesser, and VandenBerg 1983) and need not be repeated here. The complete set of SIT measurements for a total of 243 stars is displayed in Figure 6 .
In Table IV , the numbering system for the program stars relates to the finder charts as follows: stars in the range 1-99 apply to frame pair 1001/2 (Fig. 3a) ; 101-199 to frames 2008/9 (Fig. 3b) ; 201-299 to frames 2010/11 (Fig. 3c) ; 301-399 to frames 3011/12 (Fig. 3d) ; and finally 401-499 to frames 4010/11 (Fig. 3e) . The four frames taken in the 1980 run overlap completely with the 2010/11 pair from 1981, and have been averaged in with them. All the frames except 1001/2 have the orientation described earlier (the x-axis running 10 deg clockwise from north, y 10 deg clockwise from east). Note from Figures 3a,b that 1001/2 overlaps with 2008/9 but is slightly rotated with respect to it. If (x,y) denotes 107  108  109  110  111  112  113  114  115  116  117  118  119  120  121  122  123  124  125  126  127  128  129  130  131  132  133  134  135  136  137  138  139  140  141  142  143  144  145  146  147  148  149  150  151  152  153  154  155  156  157  158  159  160  161  162  163  164  165  166  167  168  169  170  171  172  173  174  175  201  202  203 1  1  1  2  1  2  2  1  2  1  1  1  1  2  2  1  2  1  1  2  2  2  2  2  2  2  2  2  1  2  2  1  2  2  2  2  2  2  1  1  1  2  1  2  2  2  2  2  2  1  2  2  2  1  2  1  2  2  2  2  2  2  1  2  2   HH9088   210  211  212  213  214  215  216  217  218  219  220  221  222  223  224  225  226  227  228  229  230  231  232  233  234  235  236  237  238  239  240  241  242  243  244  245  246  247  248  249  250  251  252  253  254  255  301  302  303  304  305  306  307  308  309  310  311  312  313  314  315  316  317  318  319  320  321  322  323  324  325  326  327  328  329  330  331  332  333  334  335  336  337  338  339  340  341  342  343  344  345  346  347  348  349  350  351  352  353  401 1  2  2  1  1  1  2  2  2  2  2  1  2  2  2  1  2  2  2  1  2  2  2  2  2  2  1  2  2  2  2  1  1  2  2  2  2  2  2  1  2  2  2  1  2  1  2  1  2  1  2  1  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  1  2  1  1  2  2  2  2  2  2  1  1  2  2  1  1  2  1  2  2  2  2  1  2  1  1  2  1  2  2  2  1  1  1 2  2  2  2  2  1  2  1  1  2  2  1  2  2  2  1  1  2  1  2  2  1  2  1  2  1  2  2  2  1  1  1  2  2  1  2  2 2  2  1  1  2  2  2  2  2  2  2  2  2  2  2  2 (It should be remembered that only the first few stars in Table IV (nos. 1-18) have coordinates which are on the locally rotated axis system of 1001/2. The remainder all have identically oriented axes. The zero point of each subset is the lower-left corner of that frame pair to which it belongs.) Normal points for the 47 Tue main sequence are given in Table V . The observed scatter along the main sequence varies from o(B-V) -0.025 for V < 18 to 0.06 for 20 < V < 21. The quoted random errors for (B-V) are only average over the entire data set, which is somewhat inhomogeneous. When plotted individually, some of the frames (e.g., 2008/9, 4010/11) actually appear to have even sharper definitions of the main-sequence locus, while other frames are worse than the average. But despite the composite nature of Figure 6 , and the (unavoidably) small number of standards on which the zero-point calibration was based, any frame-to-frame zero point differences must clearly be smaller than ± 0.02 mag given the observed dispersion in the final diagram. Our new data, when combined with the precise photographic definitions of the brighter parts of the cluster by Lee (1977) and Hesser and Hartwick (1977) , yield an exceptionally complete and well-defined C-M diagram over a range of nine magnitudes for this prototypical "'metal-rich" globular cluster (Paper I). One aspect of the diagram only briefly mentioned in Paper I is the luminosity function along the main sequence, which we show here in the histogram of Figure  7 . The histogram was defined by including stars within ~ 2.5o(B -V) of the mean main-sequence line. Despite the modest total number of stars in the diagram (143 between V -17 and 21), the differential luminosity function n(V) does not indicate the obvious exponential increase suggested by Da Costa (1982) . Instead, an approximately linear increase is seen (with slope dn/dV ~ 12 mag -1 ) up to V ~ 20, where a turnover seems to be reached. While the different frames have varying exposure times and hence photometric limits (though all have limits at least as faint as V ~ 21), the same luminosity function shape appears in all frames individually. We note that very much the same characteristic of the main sequence appears in the comparably deep C-M diagrams of M15 (Sandage and Katern 1982) and of M4 (Richer and Fahlman 1983) . However, Da Costa (private communication) has pointed out that his luminosity function, when scaled to ~ 100 stars total between V = 17 and 20, actually agrees with our luminosity function over that magnitude interval. Thus the smaller number of stars in our sample may be masking the true shape of the function. V. NGC 288 NGC 288, situated nearly at the south galactic pole, has been the subject of several recent color-magnitude studies (Cannon 1974 (Cannon , 1981a Alcaino and Liller 1980; Olszewski, Canterna, and Harris 1983; Buonanno et al. 1983) . Cannon (1981a Cannon ( , 1983 in particular has raised the possibility that this cluster might have an unusually faint turnoff point and has discussed this issue in the context of the globular-cluster age problem. However, his most recent electronographic data (Cannon and Hawkins 1983) for a larger sample of stars now appear to indicate a more nearly normal position for the turnoff, as would be expected if all the halo clusters formed at the same epoch (Sandage 1982; VandenBerg 1983) . Penny (1984) has also deduced rather normal properties from electronographic studies. One reason for the attraction of much interest to NGC 288 has been the well-known suggestion (Pilachowski and Sneden 1980) allicity as 47 Tue; if so, the morphology of its C-M diagram would be strongly anomalous. Although we did not devote a major portion of our SIT observations to NGC 288, we felt that it would be valuable to obtain a C-M diagram which had been calibrated in a different way than any of the previous studies. Our photometry for a total of 97 stars appears in Table IV : stars numbered 101-199 refer to frames 3009/10 (Fig. 4a) , and stars 201-299 to frames 4008/9 (Fig. 4b) . The resultant C-M diagram is plotted in Figure  8 . Although the absolute calibration of each frame pair relies on only one photoelectrically measured star (from Cannon 1974), the two separate frames superimposed well, falling in the same region of the C-M diagram within their internal errors. The scatter along the main sequence is higher than in 47 Tue, partly because of the shorter frame exposures, but also because of a more uncertain background in the NGC 288 frames particularly. To obtain a globally uniform sky background level (to ± 2%) in both the B and V frames of each pair we had to repeat the flat-fielding procedure in addition to the twilight-sky flats used initially. In each frame the sky background was normalized to its value near the position of the local standard star (Cll or C22) used for absolute calibration, and the same local correction factors were applied to all the stellar magnitudes. Some residual random errors in the present results at the ~ 3% level due to this effect may therefore still exist.
Normal points for the NGC 288 C-M diagram are given in Table V . The turnoff point of the cluster (defined as the bluest point along the main sequence) lies at V t0 = 19.0 ± 0.1, (B-V) t0 = 0.42 ± 0.02 (internal standard error). If the apparent magnitude of the horizontal branch (blue edge of the RR Lyrae region) is at V HB = 15.3 (Alcaino and Liller 1980; Olszewski et al. 1983) , then the magnitude difference AV(to -HB) is 3.7 ± 0.2, about 0.2-0.3 mag larger than the "normal" for most globular clusters with well-established main-sequence data (Sandage 1982) . Given the sketchy calibration of the present photometry and the relatively small number of stars around the turnoff region, this discrepancy may not yet be worth stressing.
Comparison of our data with the other available studies can also be made. We find that the mean location of the main sequence is identical (to within the errors quoted above) with that found by Olszewski et al. (1983) from a photographic study calibrated principally by Racine-prism secondary images. Alcaino and Liller (1980) found V t0 ~ 18.8, (B-V) t0 ~ 0.50, while Buonanno et al. (1983) , in a recalibration and reworking of the same plate material, find V t0 ~ 18.8, (B-V) t0 ~ 0.44. Both these studies were also calibrated primarily from secondary-image extrapolation of existing sequences, and differences of the amount indicated are not surprising. Cannon and Hawkins (1983) also find the turnoff to be near V ~ 19, (B-V) ~ 0.4. (Since there is no overlap between our sample and that of Olszewski et al. (1983) ; and since we did not have available detailed finding charts and tables for the papers of Buonanno et al. (1983) and of Cannon and Hawkins (1983) , our comparisons are necessarily restricted to superposition of C-M diagrams.) Thus at the level of ± 0.2 magnitude in V and ± 0.03 in (B-V), there now appears to be substantial agreement among the current studies of this cluster in the placement of the main sequence.
In Figure 8 we have also added a set of isochrone lines taken from the VandenBerg (1983) models. The isochrones are for ages of 12, 15, and 18 billion years, and have composition parameters Y = 0.2, Z = 0.001. The metallicity value corresponds to [Fe/H] ~ -1.3, which is the observationally determined heavy-element abundance (Canterna, Harris, and Ferrall 1982; Pilachowski, Sneden, and Wallerstein 1983) . The adopted distance modulus for the fit shown in Figure 7 is (m -M) v -14.65 with E(B -V) = 0.03 (Cannon 1974; Canterna et al. 1982) , which corresponds to an absolute visual magnitude of -1-0.6 at the blue edge of the RR Lyrae gap. Without a larger sample of stars to define the crucial turnoff and subgiant regions, and somewhat higher quality data than we have been able to achieve here, the isochronal age of NGC 288 cannot be pinned down more precisely than ±4 billion years or so. However, the only point we wish to make here is that a relatively "normal" set of parameters (age, abundance, HB luminosity) is capable of producing an entirely satisfactory fit to the existing main-sequence photometry. Aside from the suggestion of a slightly higher than average AV(to -HB) value, it may therefore be premature to suggest that the C-M diagram for NGC 288 contains any strong age or He-abundance anomalies.
VI. NGC 1904
NGC 1904 is an M 13-type cluster, of intermediate metallicity with an extremely blue horizontal branch (Stetson and Harris 1977) . The three fields we measured in the cluster (see Fig. 5 ) had to be reasonably close to the center in order to include several calibration stars at once, and two frame pairs (1005/6 and 2012/13) contained large numbers of closely spaced images. These same two frame pairs were, however, taken on the nights of best seeing, and the resultant scatter in the C-M diagram at the main-sequence turnoff is no worse than for NGC 288. Figure 9 shows the complete Vidicon photometry for a total of 257 stars. (We remind the reader that the frame size was made smaller for this cluster in order to achieve a brighter saturation limit-see section III.) (In Table IV , ID numbers of 1000+ refer to frames 1005/6 (Fig. 5a ), 2000+ to frames 2012/13 (Fig. 5b) , and 3000+ to frames 3013/14 (Fig. 5c) . Here, the number N in the sixth column is not the number of independent observations, but the number of RICHFLD reductions (1 or 2) averaged together; all the frames were reduced twice under slightly different parametric conditions, and most stars appeared in both sets. The mean rms residuals between our SIT photometry and the Stetson-Harris photographic magnitudes are o(V) -0.075, o(B -V) = 0.051 (20 stars), commensurate with the combined internal random errors of both types of data. The individual differences are tabulated in Table VI .
In Figure 10 , we show a composite C-M diagram including (a) all the SIT measurements with N -2 from Table IV; (b) the other cluster stars brighter than V ~ 17 measured photographically, from Stetson and Harris (1977) ; and (c) a set of isochrones with Z = 0.001, Y = 0.2 from VandenBerg (1983) . Rejection of the singlemeasure points has reduced the scatter around the main sequence noticeably. An interesting feature visible in both Figures 9 and 10 is the very faint extension of the blue horizontal branch to near the V level of the turnoff, reminiscent of the same extreme BHB in NGC 6752 (see Cannon 1981a) . The turnoff location itself is rather indeterminate from our data because of the sample cutoff near V ~ 20.5, but appears to be located near V ~ 19.4, (B -V) ~ 0.52, or about 3.2 magnitudes below the HB.
We have matched the isochrones with E(B -V) = 0.02 and (m -M) v -15.60 (or HB) = +0.6). Again, an age in the range of 12 to 18 billion years appears to provide the best match for the critical subgiant and turnoff area of the diagram. Adoption of a higher metallicity ([Fe/H] > -1.0) would bring the turnoff colors into better alignment with the present observations, but would then destroy the color agreement with the subgiants and lower giant branch (which, at this stage, are undoubtedly more reliable than the fainter stars). Unfortunately, not enough of the unevolved main sequence is measured to permit any more precise determination of the cluster age, or distance modulus. We have not arrived at the particular isochrone shown in Figure 10 by an exhaustive search among all the parameters; just as for NGC 288, our intent here is only to display a model fit where a normal age, and a metallicity near the observationally indicated value, have been adopted.
VII. Summary
Main-sequence photometry has been presented for three southern globular clusters, with observations obtained from the CTIO SIT Vidicon camera and reduced through the RICHFLD algorithms at KPNO. Because of their depth and precision, the data for 47 Tue are of the most astrophysical interest and have contributed significantly to the process of accurately calibrating the age of this keystone object (Paper I). The remaining material (for NGC 288 and NGC 1904) is only indicative of the main sequences in these two clusters, and further observational work will be required to permit reliable isochrone fitting to be carried out. Nevertheless, in both cases we suggest that relatively straightforward interpretations through the most recent theoretical models are possible for these clusters without recourse to unusual sets of age or abundance parameters.
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