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A GENERALIZED ONE PHASE STEFAN PROBLEM AS A
VANISHING VISCOSITY LIMIT∗
KELEI WANG†
Abstract. We study the vanishing viscosity limit of a nonlinear diffusion equa-
tion describing chemical reaction interface or the spatial segregation interface of
competing species, where the diffusion rate for the negative part of the solution
converges to zero. As in the standard one phase Stefan problem, we prove that the
positive part of the solution converges uniformly to the solution of a generalized
one phase Stefan problem. This information is then employed to determine the
limiting equation for the negative part, which is an ordinary differential equation.
1. Introduction
In this paper we study the convergence as ε → 0 of solutions to the following
nonlinear parabolic problem:
(1.1) ∂tuε = ∆αε(uε) + f(uε).
The function αε is
αε(u) :=
{
u, if u ≥ 0
εu, if u ≤ 0.
The nonlinearity f is assumed to be Lipschitz and satisfies f(0) = 0.
This equation arises in chemical reaction models (see Cannon and Hill [4], Evans
[12]) and the spatial segregated limit of competing systems for two species in ecology
models, that is, the k → +∞ limit of the following system (here we omit intra-species
terms):
(1.2)
{
∂tu1 − d1∆u1 = −ku1u2,
∂tu2 − d2∆u2 = −ku1u2,
see Evans [11], Dancer et. al. [6] and Crooks et. al. [5]. See also [24] for the case
with more than two species.
For (1.1), u+ := max{u, 0} and u− := max{−u, 0} represent the density of two
species, while the nodal set {u = 0} is the segregated interface between them.
Regularity properties of the solution and of the interface have been studied by
Cannon and Hill in [4] and Tonegawa in [22].
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In this paper we are interested in the situation where the diffusion rate of one
species is so small that negligible. For example, in the liquid-solid phase transition
model, sometimes we make the ideal assumption that there is only heat diffusion
inside the liquid phase and exchange of heat across the phase interface, but no
heat diffusion inside the solid phase. For (1.1) this corresponds to letting ε → 0
in (1.1), hence a kind of vanishing viscosity problem. We will show the limit is a
generalized one phase Stefan free boundary problem, whose weak formulation (in
the distributional sense) is as follows (cf. Rodrigues [21, Section 1.2] or Visintin [23,
Section 1.1]).
Definition 1.1. Given a domain Ω ⊂ Rn, a constant T > 0, a nonnegative function
W ∈ L∞(Ω) and a Lipschitz function f on R, a nonnegative function u ∈ L1(Ω ×
(0, T )) is a weak solution of the generalized, nonlinear one phase Stefan free boundary
problem associated to f and W , if for any η ∈ C∞0 (Ω× (0, T )), we have
(1.3)
∫ T
0
∫
Ω
[β(u)ηt + u∆η + f(u)η] dxdt = 0.
Here
β(u)(x, t) :=
{
u(x, t), if u(x, t) > 0
−W (x), otherwise.
If W ≡ const. and f ≡ 0, this is the standard one phase Stefan problem. But for
the limiting problem of (1.1), W is determined by an ordinary differential equation
(the limiting equation for u−ε , see (2.2) for the precise statement) and is not a
constant in general.
The nonlinear Stefan problem describing biological spreading has been studied by
Du and his collaborators in a series of works, see [9] and the survey paper [8], as
well as [1] where the Stefan free boundary condition is derived based on an ecology
consideration. The derivation of a similar one phase Stefan problem from a system
similar to (1.2) has been conducted by Hilhorst et. al. in a series of works [15, 16, 17],
where they considered the spatial segregation limit k → +∞ of the system
(1.4)
{
∂tu1 − d1∆u1 = −ku1u2,
∂tu2 = −ku1u2,
In the same spirit, a two phase Stefan free boundary problem is derived from a
modified system of (1.2) by Hilhorst et. al. in [18, 19].
Our result, combined with the ones from [6] and [24], gives a derivation of this
Stefan problem in two steps: first (1.1) is derived from (1.2) as a spatial segregation
limit, then the Stefan problem is derived from (1.1) as a vanishing viscosity limit.
Note that (1.4) can also be viewed as a vanishing viscosity limit of (1.2). Therefore
the derivation in [15, 16, 17] differs from ours in the order of these two steps.
To conclude this introductory section, we give a formal derivation of (1.3) from
(1.1), in the setting of classical solutions. (See Visintin [23, Section 1.2] for the
definition of classical solutions of (1.3). For (1.1), a solution uε is classical if the
interface {uε = 0} is a smooth hypersurface, see Tonegawa [22].)
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Take a point (x0, t0) ∈ ∂{u > 0} and assume in a neighborhood of it the free
boundary is a smooth hypersurface, given by the graph {t = T (x)}. Take a hyper-
bolic scaling
u˜ε(x, t) := uε(x0 + εx, t0 + εt).
Then
u˜ε(x, t)→ u˜(x, t) := A
[
1− e
t+ξ·x
|ξ|2
]
locally smoothly in {t < ξ · x}.
Here ξ := ∇T (x0) and
A := lim
t→T (x0), t<T (x0)
lim
ε→0
uε(x0, t).
In fact, u˜ is understood as the solution of{
∂tu˜−∆u˜ = 0 in {t < ξ · x},
u˜ = 0 on {t = ξ · x}.
Note that we have
|∇u˜|2 = A2|ξ|−2 = −A∂tu˜.
Combining this equation with the relations
|∇u+ε |
2 = ε2|∇u−ε |
2 and ∂tu
+
ε = ∂tu
−
ε on {uε = 0},
and letting ε→ 0 we formally get
|∇u+(x0, t0)|
2 = |A|∂tu
+(x0, t0).
This is the classical Stefan free boundary condition with a possibly non-constant
thermal conductivity coefficient A.
2. Setting and main result
We are only interested in the interior case. Hence we work in the following setting:
suppose uεi is a sequence of solutions to (1.1) in Q
+
1 := B1 × (0, 1) ⊂ R
n × R with
εi → 0, and there exists a constant Λ < +∞ such that
(2.1) ‖uεi‖L∞(Q+1 ) ≤ Λ.
Since L∞(Q+1 ) is the dual space of L
1(Q+1 ), after passing to a subsequence, we may
assume uεi converges to a limit u, and f(uεi) converges to f¯ , both ∗-weakly in
L∞(Q+1 ). Similarly, we will also assume uεi(0) converges ∗-weakly to a limit u0 in
L∞(B1).
The main result of this paper is
Theorem 2.1. Under the above assumptions, we have
(i) u+εi converges to u
+ in Cloc(Q
+
1 ), and u
−
εi
converges to u− ∗-weakly in L∞(Q+1 );
(ii) Ω(t) := {u(t) > 0} is open and increasing in t in the sense that
Ω(t1) ⊂ Ω(t2), ∀ 0 < t1 < t2 < 1;
in particular, there exists an upper semi-continuous function T : B1 7→ [0, 1]
such that
Ω =
{
(x, t) ∈ Q+1 : t > T (x)
}
;
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(iii) for a.e. 0 < s < t < 1,
(2.2) u(x, t) = u(x, s) +
∫ t
s
f¯(x, τ)dτ, for a.e. x ∈ B1 \ Ω(t).
(iv) in Q+1 , u
+ is the weak solution of the generalized, nonlinear Stefan problem
associated to the nonlinearity f and
(2.3) W (x) := −u0(x)−
∫ T (x)
0
f¯(x, s)ds;
(v) ∇u+εi converges to ∇u
+ strongly in L2loc(Q
+
1 ).
Remark 2.2. • The L∞ bound usually comes from global consideration, e.g.
if there is a suitable initial-boundary value condition.
• It is possible that f¯ 6= f(u), which is a common phenomena about nonlinear
functions of ∗-weakly convergent sequences. But we do have the corresponding
weak-∗ convergence from u±εi to u
±.
• By (2.2), we also have
W (x) = − lim
t→T (x), t<T (x)
u(x, t) ≥ 0 a.e. in B1.
The last inequality follows from the fact that u ≤ 0 in {t < T (x)}.
• When coupled with a suitable initial-boundary value condition, the solution
to the limiting problem is unique and we do not need to pass to a subsequence
of ε → 0 to choose ∗-weakly convergent sequences. The uniqueness can be
proved as in the standard one phase Stefan problem, where one only needs
to note that because there is a coupling between u+ and u− through the free
boundary condition, we need to first prove uniqueness of solutions to the
ordinary differential equation satisfied by u−. With this uniqueness result, it
is also possible to determine directly the limiting equation, without resorting
to the analysis in Section 5 and Section 6 of this paper. However, we expect
the local interior analysis here could be useful in the study of entire solutions
such as travelling waves for (1.2) and the nonlinear Stefan problem, which
have attracted the attention of many researchers (see e.g. [8]).
The arguments to prove this theorem are mostly standard ones used in the one
phase Stefan problem, although we also need to determine the limiting problem for
the negative phase. We will consider two transformations of uε. First let βε be the
inverse of αε, that is,
βε(v) =
{
v, if v ≥ 0
v/ε, if v ≤ 0.
Then vε := αε(uε) satisfies
(2.4) ∂tβε(vε) = ∆vε + f (βε(vε)) .
This is nothing else but a standard approximation to the enthalpy formulation of one
phase Stefan problem. However, in previous work about the one phase Stefan prob-
lem this approximation was mainly used to prove the existence of weak solutions,
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but here we are interested in the approximation process itself, which, as explained
in Section 1, is related to the problem (1.1).
In (2.4), the information of u−ε is thrown away, and we can expect good a priori
estimates for vε, see Section 3 for estimates in Sobolev spaces (which are similar to
the one in Friedman [13]), and Section 5 for estimates about continuity (which is
proved as in Caffarelli-Friedman [3], Caffarelli-Evans [2] or DiBenedetto [7]).
Next, we will also use a variational inequality formulation (see Duvaut [10], Fried-
man and Kinderlehrer [14] and Rodrigues [21]), where we consider
wε(x, t) :=
∫ t
0
vε(x, s)ds.
For ε > 0, there is no variational inequality formulation for (1.1), but we will still
adopt this name, because the limiting equation of wε is similar to the variational
inequality formulation for the one phase Stefan problem.
Important to us is the fact that the equation for wε encodes some information
about u−ε . This is because it involves integration from 0 to t, which contains a part
where uε < 0. By this observation and noting the increasing property of Ω(t), the
limiting equation for u−ε is determined totally by the one for wε.
Finally, in any open set U ⊂ Q+1 \ Ω, (2.2) says
(2.5) ∂tu = f¯ in the distributional sense.
It will be seen that we do not use any estimate on
(2.6) ∂tuε − ε∆uε = f(uε) in U.
The equation (2.2) is derived solely from the one for wε. Note that (2.2) could be
stronger than (2.5) because we do not know if ∂Ω has zero Lebesgue measure. The
defect of this approach is our failure of the determination of the form of f¯ . We
believe this is not achievable in general, unless the convergence from uε(0) to u0 is
better than the weak-∗ convergence in L∞(B1).
Notations: The following notations will be employed in this paper.
• We will omit the subscript i and just write ε→ 0 for notational simplicity.
• An open ball is denoted by Br(x). If x = 0, we simply write it as Br.
• The forward parabolic cylinder Q+r (x, t) := Br(x)× (t, t+ r
2), the backward
parabolic cylinder Q−r (x, t) := Br(x) × (t − r
2, t). Finally, the parabolic
cylinder is Qr(x, t) := Br(x) × (t − r
2, t + r2). If the center is (0, 0), it will
be not written down explicitly.
• The notion of almost every property is always understood with respect to
the standard Lebesgue measure.
• The space V2(Q
+
1 ) consists of functions satisfying
‖u‖V2(Q+1 ) := sup
t∈(0,1)
‖u(t)‖L2(B1) +
∫
Q+1
|∇u(x, t)|2dxdt < +∞.
• We use L to denote the Lipschitz constant of the nonlinearity f .
• We use C to denote a constant which does not depend on ε. If we want to
emphasize its dependence on some quantities, it is written as C(·).
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The remaining part of the paper is organized as follows. In Section 3 we derive
some basic uniform regularity of uε and vε in Sobolev spaces. In Section 4 we
introduce the parabolic variational inequality formulation and study the convergence
in this framework. Section 5 is devoted to the proof of uniform convergence of u+ε
(equivalently, vε). Finally we prove Theorem 2.1 in Section 6.
3. Uniform Sobolev regularity
In this section we show uniform boundedness of vε in some Sobolev spaces.
For any η ∈ C∞0 (B1), multiplying (1.1) by uεη
2 and integrating by parts we obtain
d
dt
1
2
∫
B1
u2εη
2 = −
∫
B1
|∇(u+ε η)|
2 +
∫
B1
|u+ε |
2|∇η|2(3.1)
− ε
∫
B1
|∇(u−ε η)|
2 + ε
∫
B1
|u−ε |
2|∇η|2 +
∫
B1
f(uε)uεη
2.
Substituting standard cut-off function into this equation we see that for any r ∈
(0, 1), there exists a constant C(r) such that
(3.2)
∫ 1
0
∫
Br
[
|∇u+ε |
2 + |∂tu
+
ε |
2 + ε
(
|∇u−ε |
2 + |∂tu
−
ε |
2
)]
≤ C(r)Λ2.
Using vε this is rewritten as
(3.3)

∫ 1
0
∫
Br
(
|∇v+ε |
2 + |∂tv
+
ε |
2
)
≤ C(r)Λ2,∫ 1
0
∫
Br
(
|∇v−ε |
2 + |∂tv
−
ε |
2
)
≤ C(r)Λ2ε.
Combining these estimates with the L∞ bound on vε, after passing to a subse-
quence, we may assume vε → u1 weakly in V2(Q
+
r ) (for any r ∈ (0, 1)) and strongly
in L2loc(Q
+
1 ). Since
‖u+ε − vε‖L∞(Q1) ≤ Λε,
u+ε also converges strongly to u1 in L
2
loc(Q
+
1 ). After passing to a further subsequence,
we also assume u+ε and vε converge a.e. to u1 in Q
+
1 .
By these convergence and the weak-∗ convergence of uε, u
−
ε converges ∗-weakly
to u2 := u1 − u in L
∞
loc(Q1).
Lemma 3.1. We have
u1 = u
+, u2 = u
− a.e. in Q+1 .
Proof. For a.a. (x, t) ∈ {u1 > 0},
lim
ε→0
u+ε (x, t) = u1(x, t) > 0.
Hence for all ε sufficiently small (depending on the point (x, t)), uε(x, t) = u
+
ε (x, t),
and it converges to u1(x, t) as ε→ 0. In other words, uε → u1 a.e. in {u1 > 0}.
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By Lebesgue’s dominated convergence theorem, for any ϕ ∈ L∞(Q+1 ),
lim
ε→0
∫
{u1>0}
uεϕ =
∫
Q+1
u1ϕ,
while by the definition of weak-∗ convergence, we also have
lim
ε→0
∫
Q+1
uεχ{u1>0}ϕ =
∫
Q+1
uχ{u1>0}ϕ.
Therefore u = u1 and u2 = u1 − u = 0 a.e. in {u1 > 0}. Then u1u2 = 0 a.e. in
Q+1 . The conclusion follows by noting that u = u1 − u2 and both u1 and u2 are
nonnegative functions. 
4. Parabolic variational inequality
Take an arbitrary h ∈ [0, 1). If h > 0, after passing to a subsequence, assume
uε(h) converges to a limit uh ∗-weakly in L
∞(B1).
For (x, t) ∈ B1 × [h, 1], define
wh,ε(x, t) :=
∫ t
h
vε(x, s)ds.
Direct calculation using (2.4) gives
(4.1) ∆wh,ε − ∂twh,ε = gh,ε,
where
gh,ε(x, t) := βε(vε(x, t))− vε(x, t)− βε(vε(x, h))−
∫ t
h
f (βε(vε)(x, s)) ds
= − (1− ε)uε(x, t)
− − uε(x, h)−
∫ t
h
f (uε(x, s)) ds.(4.2)
Because uε and vε are uniformly bounded in L
∞(Q1), there exists a constant C
such that
‖gh,ε‖L∞(B1×(h,1)) ≤ C.
By definition,
−Λε ≤ wh,ε ≤ Λ, in B1 × (h, 1).
Then standard W 2,p estimates imply that both ∇2wh,ε and ∂twh,ε are uniformly
bounded in Lploc(B1 × (h, 1)), for any p < +∞. By Sobolev embedding theorems,
wh,ε are uniformly bounded in C
1+α, 1+α
2
loc (B1 × [h, 1)) for any α ∈ (0, 1).
After passing to a subsequence of ε→ 0, we may assume
• wh,ε converges to wh in C
1+α, 1+α
2
loc (B1 × [h, 1)) for any α ∈ (0, 1);
• ∇2wh,ε and ∂twh,ε converge to ∇
2wh and ∂twh respectively, with respect to
the weak topology in Lploc(B1 × (h, 1)) for any p < +∞;
• gh,ε converges ∗-weakly in L
∞(B1 × (h, 1)) to
(4.3) gh(x, t) := −u(x, t)
− − uh(x)−
∫ t
h
f¯(x, s)ds.
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By the convergence of vε established in Section 3, ∂twh = u
+ in the distributional
sense. Later we will show that all of these limits are independent of the choice of
subsequences of ε→ 0, and gh is independent of the choice of h.
Passing to the limit in (4.1) we get
(4.4) ∆wh − ∂twh = gh, in B1 × (h, 1).
Concerning wh, we observe the following facts:
(1) since ∂twh ≥ 0, {wh(t) > 0} (which is an open set by the continuity of wh)
is increasing in t in the sense that
{wh(t1) > 0} ⊂ {wh(t2) > 0}, for any h < t1 < t2 < 1;
(2) wh ≥ 0, which follows by combining (1) with the fact that wh(x, h) ≡ 0;
(3) gh = 0 and u
+ = 0 a.e. in {wh = 0}, which is a consequence of the fact that
wh ∈ W
2,1
p,loc(B1 × (h, 1)).
Remark 4.1. Unlike the standard approximation to the parabolic variational in-
equality formulation of the one phase Stefan problem (such as the one used in [14,
Section 2]), where basically one considers an approximate equation
∆w˜ε − ∂tw˜ε + βε (w˜ε − ε) = 0,
at this stage we cannot use Eqns. (4.1)-(4.4) to prove that u > 0 a.e. in {wh > 0},
by noting that after simplification, (4.1) reads as
∆wh,ε − βε(∂twh,ε) = uε(x, h).
In fact, by (4.3), even if f = 0 (hence f¯ = 0), it is not clear if ∂tgh = 0 in
{wh > 0} (in the distributional sense). Although this is indeed the case, we need to
first prove that u− = 0 in {wh > 0} (see Section 6).
5. Uniform convergence
In this section we prove the uniform convergence of u+ε to u
+. This is in fact a
direct consequence of results in [3, 2, 7]. In particular, the next four lemmas, Lemma
5.1-Lemma 5.4, are just suitable adaption of corresponding results in [3, 2, 7] to
our specific setting. These four lemmas are used to prove the continuity of vε in
backward parabolic cylinders. Continuity in forward parabolic cylinders can also be
proved following the methods in [3, 2, 7]. However, here we present a direct proof
(see Proposition 5.7), by establishing an almost-monotonicity in time property for
uε (see Lemma 5.3). This lemma will also be used in the next section to prove
{u > 0} = {wh > 0}.
In the following we denote, for any r > 0,
Q∗r := Br ×
(
−
r2
4n
, 0
)
.
Lemma 5.1. For any M > 0, there exists a constant σ(M) > 0 so that the fol-
lowing holds. Suppose vε is a continuous solution of (2.4) (with a possibly different
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nonlinearity f , but its Lipschitz constant is still bounded by L) in Q−1 satisfying
−Mε ≤ vε ≤ 1 and
(5.1)
1
|Q∗1|
∫
Q∗1
(1− vε) ≤ σ.
Then
vε ≥
1
2
in Q∗1/2.
Proof. The proof is divided into two steps.
Step 1. Caccioppoli inequality. Given −1/(4n) < t1 < t2 < 0 and k ∈ (0, 1),
for any η ∈ C∞0 (B1 × (t1, t2)) and t ∈ (t1, t2), multiplying (2.4) by (k − vε)+η
2 and
integrating in B1 × (t1, t) leads to∫ t
t1
∫
B1
|∇ [(k − vε)+η] |
2 +
∫
B1
Bk,ε(vε(t))η
2(5.2)
=
∫ t
t1
∫
B1
[
(k − vε)
2
+|∇η|
2 + 2Bk,ε(vε(t))η∂tη − f(uε)(k − vε)+η
2
]
,
where
Bk,ε(v) :=

0, if v ≥ k
1
2
(k − v)2, if 0 ≤ v ≤ k
k2
2
+ 1
2ε
v2 − k
ε
v, otherwise.
Since vε ≥ −Mε, there exists a constant C(M) depending only on M such that
1
2
(k − vε)
2
+ ≤ Bk,ε(vε) ≤ C(M)(k − vε)
2
+.
With this estimate (5.2) is transformed into∫ t
t1
∫
B1
|∇ [(k − vε)+η] |
2 +
∫
B1
(k − vε(t))
2
+η
2(5.3)
≤ C(M)
∫ t
t1
∫
B1
[
(k − vε)
2
+
(
|∇η|2 + |η∂tη|
)
+ (k − vε)+η
2
]
.
Since t is arbitrary, by this inequality and Sobolev embedding theorem we get two
constants p > 1 and C(M) such that
(5.4)
(∫ t2
t1
∫
B1
(k − vε)
2p
+ |η|
2p
) 1
p
≤ C(M)
∫ t2
t1
∫
B1
(k − vε)+
[
|∇η|2 + |η∂tη|+ η
2
]
.
Step 2. De Giorgi iteration. For any m ≥ 1, set
km := 2
−1 + 2−m, rm = 2
−1 + 2−m
and
am :=
∫
Q∗rm
(km − vε)+.
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Take a function ηm ∈ C
∞
0 (Q
∗
rm) such that ηm ≡ 1 in Q
∗
rm+1
, 0 ≤ ηm ≤ 1 and
|∇ηm|
2 + |∂tηm| ≤ 16(rm − rm+1)
−2. Substituting ηm into (5.4) leads to
(5.5)
(∫
Q∗rm+1
(km − vε)
2p
+
) 1
p
≤ C(M)4mam.
In {(km+1 − vε)+ 6= 0}, we have
(km − vε)+ ≥ 2
−m−1.
Therefore ∫
Q∗rm+1
(km − vε)
2p
+ ≥ 2
−(m+1)(2p−1)
∫
Q∗rm+1
(km+1 − vε)+.
Substituting this into (5.5) we get a constant A(M) > 1 such that
(5.6) am+1 ≤ A(M)
mapm.
By our assumption on vε, we have
a1 =
∫
Q∗1
(1− vε)+ ≤
∫
Q∗1
(1− vε) ≤ σ|Q
∗
1|.
By [20], if σ is small enough (depending only on A(M)), then limm→+∞ am = 0.
Hence ∫
Q∗
1/2
(
1
2
− vε
)
+
= 0.
Since vε is continuous, this implies that vε ≥ 1/2 in Q
∗
1/2. 
Lemma 5.2. For any ε, σ,M > 0, there exist two constants θ := θ(ε, σ,M) ∈ (0, 1)
and ρ := ρ(ε, σ,M) ∈ (0, 1) so that the following holds. Suppose vε is a continuous
solution of (2.4) in Q∗1 (with a possibly different nonlinearity f , but its Lipschitz
constant is still bounded by L) satisfying vε ≥ −Mε, supQ∗1 vε = 1 and
1
|Q∗1|
∫
Q∗1
vε ≤ 1− σ,
then
vε ≤ θ in Q
∗
ρ.
Proof. Take
γ := 1−
σ
2
, β := 1−
1− σ
1− σ/2
.
Then it is readily verified that
|{vε < γ} ∩Q
∗
1| ≥ β|Q
∗
1|.
Since
∂tv
+
ε −∆v
+
ε ≤ Lv
+
ε ,
the conclusion follows by applying [3, Lemma 3.1]. 
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Lemma 5.3. For any δ > 0, there exists an r(δ) < δ (independent of ε) such that,
for any (x, t) ∈ {vε ≤ 0} ∩Q
−
1−δ(0, 1),
sup
Q∗
r(δ)
(x,t)
vε ≤ δ.
Proof. Assume by the contrary, there exists a δ > 0, a sequence of points (xε, tε) ∈
Q−1−δ(0, 1) satisfying vε(xε, tε) ≤ 0, and a sequence of rε → 0 such that
(5.7) sup
Q∗rε(xε,tε)
vε ≥ δ.
For any r > 0, denote
Mε(r) := sup
Q∗r(xε,tε)
vε.
For any ε > 0 and r ∈ (rε, δ), take the rescaling
vrε(x, t) :=
1
Mε(r)
vε(xε + rx, tε + r
2t).
It is a continuous solution of
∂tβε(v
r
ε) = ∆v
r
ε −
r2
Mε(r)
f (Mε(r)βε(v
r
ε)) .
The Lipschitz constant of the nonlinearity is still bounded by L. Furthermore,
vrε ≥ −Mε in Q
∗
1 and supQ∗1 v
r
ε = 1, where M := Λ/δ. Since v
r
ε(0, 0) ≤ 0, by Lemma
5.1 we must have
1
|Q∗1|
∫
Q∗1
(1− vrε) ≥ σ(M).
Therefore Lemma 5.2 is applicable, which gives
sup
Q∗ρ
vrε ≤ θ := θ(σ(M),M) < 1.
Rescaling back this is
Mε (ρr) ≤ θMε(r), ∀r ∈ (2rε, δ/2).
An iteration of this estimate leads to
Mε(rε) ≤ θ
log( δ
8rε
)/| log ρ|Mε (ρδ) .
Since limε→0 rε = 0 and Mε(ρδ) ≤ Λ, we obtain
lim
ε→0
Mε(rε) = 0,
which is a contradiction with (5.7). 
Lemma 5.4. For any λ > 0, there exists a ρ(λ) > 0 (independent of ε) so that the
following holds. If (xε, tε) ∈ Q
+
1 and vε(xε, tε) ≥ λ, then
vε ≥
λ
2
in Q∗ρ(λ)(xε, tε).
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Proof. DefineMε(r) and v
r
ε as in the proof of the previous lemma. Note thatMε(r) ≥
λ for any r. We still have vrε ≥ −Mε in Q
∗
1 and supQ∗1 v
r
ε = 1, with M := Λ/λ.
Lemma 5.1 says
(5.8)
1
|Q∗1|
∫
Q∗1
(1− vrε) ≤ σ(M) =⇒ inf
Q∗ρr(xε,tε)
vε ≥
1
2
Mε(r),
while Lemma 5.2 says
(5.9)
1
|Q∗1|
∫
Q∗1
(1− vrε) ≥ σ(M) =⇒Mε(ρr) ≤ θMε(r).
Let k0 be the minimal positive integer such that (5.8) holds for r = ρ
k0 . Then for
any k < k0, by (5.9) we have
Mε(ρ
k+1) ≤ θMε(ρ
k).
Since for any r, λ ≤Mε(r) ≤ Λ, we must have
k0 ≤
log (Λ/λ)
| log θ|
.
Take ρ(λ) := ρ
log(Λ/λ)
| log θ| . By the definition of k0, it satisfies the assumption in (5.8).
Because Mε(ρ
k0) ≥ λ, we get
inf
Q∗
ρ(λ)
(xε,tε)
vε ≥ inf
Q∗
ρk0
(xε,tε)
vε ≥
1
2
Mε(ρ
k0) ≥
λ
2
. 
Remark 5.5. With more work it is possible to obtain a modulus of continuity for vε,
which holds uniformly in ε. We do not need this and a qualitative result is sufficient
for our purpose.
The following lemma shows that for solutions of (1.1), the positivity set is almost
increasing in time. This will be passed to the ε → 0 limit as a real monotonicity
property.
Lemma 5.6. Given λ > 0 and a cylinder QT := Br(x)× (t, t+ T ), suppose uε is a
continuous solution of (1.1) in this cylinder, satisfying
• uε ≥ −Λ in Q
T ;
• uε ≥ λ in B2r/3(x)× {t}.
If ε is sufficiently small, then uε > 0 in Br/4(x)× (t+ r
2/8, t+ T ).
Proof. Without loss of generality, assume (x, t) = (0, 0) and r = 1. We divide the
proof into three steps.
Step 1. Comparison functions. Take a function ϕ ∈ C∞(Rn), satisfying
ϕ = λ in B1/2(0), ϕ ≤ λ everywhere and ϕ ≡ −Λ outside B2/3(0). Let uε,∗ be the
solution of (1.1) in QT with initial-boundary value ϕ. By the comparison principle
for (1.1) (see [4, Theorem 6]),
(5.10) uε ≥ uε,∗ in Q
T .
Therefore we only need to show that uε,∗ > 0 in B1/4 × (1/8, T ).
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Set vε,∗ := αε(uε,∗) and
wε,∗(x, t) :=
∫ t
0
vε,∗(x, s)ds.
As in Section 3 and Section 4, we assume wε,∗ → w∗ and vε,∗ → v∗ in the corre-
sponding sense.
Since
∂tu
−
ε,∗ − ε∆u
−
ε,∗ ≤ Lu
−
ε,∗,
by the comparison principle
(5.11) u−ε,∗ ≤ e
Ltu˜ε in Q
T .
Here u˜ε is the solution of
(5.12)
{
∂tu˜ε = ε∆u˜ε, in Q
T ,
u˜ε = ϕ
−, on ∂pQT .
Step 2. A positive lower bound. Let G(x, y, t) be the heat kernel for the
standard heat operator ∂t −∆ in B1 with zero Dirichlet boundary condition. Then
the heat kernel for ∂t − ε∆ is G(x, y, εt). Hence we have the representation formula
(5.13) u˜ε(x, t) = Λ−
∫
B1
G(x, y, εt)
[
Λ− ϕ−(y)
]
dy.
From this representation and the continuity of ϕ−, we get
(5.14) lim
ε→0
u˜ε(x, t) = ϕ
−(x), uniformly in B2/3 × [0, T ].
Combining (5.11) and (5.14), we see as ε→ 0, u−ε,∗ → 0 uniformly in B1/2× [0, T ].
Substituting this into (4.2) gives
∆wε,∗(x, t)− ∂twε,∗(x, t) = ϕ(x, 0)−
∫ t
0
f(u+ε,∗) + o(1), in B1/2 × (0, T ),
where o(1) is measured in L∞. Passing to the limit we obtain
∆w∗(x, t)− ∂tw∗(x, t) = ϕ(x, 0)−
∫ t
0
f(v∗), in B1/2 × (0, T ).
Taking derivative in t and noting that v∗ = ∂tw∗, we get
∂tv∗ −∆v∗ = f(v∗) in B1/2 × (0, T ).
The above three equations are all understood in the distributional sense. However,
by standard parabolic theory, v∗ is smooth in B1/2 × (0, T ). As before we still have
v∗ ≥ 0. By Harnack inequality, there exists a constant γ > 0 such that
(5.15) v∗ > γ strictly in B1/3 × [1/16, T ].
Step 3. Completion of the proof. By Section 3, as ε → 0, vε,∗ converges
strongly to v∗ in L
1
loc(Q
+
1 ). Thus for any (x, t) ∈ B1/4 × (1/8, T ),
lim
ε→0
∫
Q∗
1/16
(x,t)
vε,∗ =
∫
Q∗
1/16
(x,t)
v∗ ≥ γ|Q
∗
1/16|.
14 K. WANG
Combining this estimate with Lemma 5.3, we get an ε∗ such that
vε,∗ > 0 in B1/4 × [1/8, T ], if ε ≤ ε∗.
The proof is complete by noting that vε ≥ vε,∗ in Q
T . 
Proposition 5.7. As ε→ 0, vε → u
+ in Cloc(Q
+
1 ).
Proof. For any (x, t) ∈ Q+1 , let
(5.16)

v∗(x, t) := lim sup
ε→0 and (xε,tε)→(x,t)
vε(xε, tε),
v∗(x, t) := lim inf
ε→0 and (xε,tε)→(x,t)
vε(xε, tε).
To prove the uniform convergence of vε to u
+, in view of the a.e. convergence of vε, it
is sufficient to show that v∗ = v
∗ everywhere. Since we always have 0 ≤ v∗ ≤ v
∗ ≤ Λ,
this is trivially true if v∗(x, t) = 0.
It remains to consider the case when λ := v∗(x, t) > 0. Take a subsequence εi → 0
and a sequence of points (xεi, tεi)→ (x, t) to attain the limsup in (5.16). By Lemma
5.4, there exists a ρ := ρ(λ/2) such that vεi ≥ λ/4 in Q
−
ρ (xεi, tεi). Then Lemma 5.6,
applied to vεi in the cylinder Bρ(xεi)× [tεi −ρ
2, tεi +ρ
2], implies that vεi > 0 strictly
in Q+ρ/4(xεi , tεi). Hence for all εi small,
∂tvεi −∆vεi = f(vεi), in Qρ/6(x, t).
Since 0 < vεi < Λ in Qρ/6(x, t), standard parabolic regularity theory and Arzela-
Ascoli theorem imply that vεi converge to u
+ in a smooth way in Qρ/7(x, t). As a
consequence,
∂tu
+ −∆u+ = f(u+), in Qρ/7(x, t).
By Harnack inequality, there exists a constant γ > 0 such that u+ ≥ γ in Qρ/8(x, t).
Since vε → u
+ in L1(Qρ/8(x, t)), similar to Step 3 in the proof of Lemma 5.6, we
deduce that for all ε small (before passing to the subsequence), vε > 0 and converges
uniformly to u+ in Qρ/10(x, t). In particular, v∗(x, t) = v
∗(x, t). 
Because ‖u+ε − vε‖L∞(Q1) ≤ Λε, we get
Corollary 5.8. As ε→ 0, u+ε → u
+ in Cloc(Q
+
1 ).
6. Completion of the proof
Since vε → u
+ in Cloc(Q
+
1 ), u
+ ∈ C(Q+1 ). Hence Ω := {u > 0} is an open subset
of Q+1 , and for each t ∈ (0, 1), Ω(t) := {u(t) > 0} is an open subset of B1.
Property 1. ∂tu−∆u = f(u) and f¯ = f(u) in Ω.
Proof. This follows from the local uniform convergence of u+ε to u in Ω. 
Property 2. Ω(t) is increasing in t.
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Proof. Take a point x ∈ Ω(t). By the continuity of u+, there exists a cylinder
Qr(x) and a positive constant λ > 0 such that u ≥ 2λ in Qr(x). By the uniform
convergence of u+ε , for all ε small, uε ≥ λ in Qr(x). Applying Lemma 5.6 to uε in
the cylinder Br(x) × (t − r
2, 1), we see for these ε, uε > 0 in Br(x)× (t− r
2/4, 1).
Hence
∂tuε −∆uε = f(uε), in Br(x)× (t− r
2/4, 1).
Then we find a constant γ > 0 by Harnack inequality such that uε ≥ γ in Br/2(x)×
[t, 1]. Letting ε → 0 and using the uniform convergence of u+ε , we deduce that
Br/2(x)× [t, 1] ⊂ Ω. 
By this monotonicity property, we obtain a function T : B1 7→ [0, 1] such that
Ω =
{
(x, t) ∈ Q+1 : t > T (x)
}
,
which is the waiting time of x. By the continuity of u+, T is an upper semi-
continuous function.
Property 3. In B1 × (h, 1), {wh > 0} = Ω.
Proof. For any (x, t) ∈ Q+1 \ Ω, by Property 2,
u(x, s) ≤ 0, a.e. in (0, t).
Therefore Lemma 3.1 and Proposition 5.7 together imply that
vε(x, s)→ 0, uniformly in s ∈ [0, t].
Then by the definition of wh,ε, we get
wh(x, s) = 0, ∀s ∈ [h, t].
In conclusion, wh = 0 outside Ω.
Next we claim that wh > 0 in Ω. Indeed, for any (x, t) ∈ Ω, there exists an open
neighborhood of it where u > 0 strictly. The claim then follows from the fact that
∂twh = u
+. 
Property 4. For any 0 ≤ h < 1,
(6.1) u(x, t) = uh(x) +
∫ t
h
f¯(x, s)ds, for a.e. (x, t) ∈ [B1 × (h, 1)] \ Ω.
Proof. By Property 3, [B1 × (h, 1)] \ Ω ⊂ {wh = 0}. By results in Section 4, gh = 0
a.e. in [B1 × (h, 1)] \ Ω. The conclusion then follows from the formula of gh in
(4.3). 
Property 5. For a.e. h ∈ (0, 1),
u(x, h) = uh(x), for a.e. x ∈ B1 \ Ω(h).
Proof. Taking h = 0 in (6.1) we obtain
(6.2) u(x, t) = u0(x) +
∫ t
0
f¯(x, s)ds, for a.e. (x, t) ∈ [B1 × (0, 1)] \ Ω.
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Subtracting (6.1) from (6.2) we obtain
uh(x) = u0(x) +
∫ h
0
f¯(x, s)ds for a.e. x ∈ B1 \ Ω(h).
Comparing this with the t = h case of (6.2) we conclude the proof. 
Combining Property 4 with Property 5 we obtain (2.2).
Property 6. For any (x, t) ∈ Ω,
(6.3) ∆w0(x, t)− ∂tw0(x, t) = −u0(x)−
∫ T (x)
0
f¯(x, s)ds−
∫ t
T (x)
f(u(x, s))ds.
Proof. This follows by dividing the integral in (4.3) (with h = 0) into two parts:
(0, T (x)) and (T (x), t), and then applying Property 1 to the latter one. 
Differentiating (6.3) in t gives the equation for u+, (1.3), with W given by (2.3).
Property 7. ∇u+ε → ∇u
+ strongly in L2loc(Q
+
1 ).
Proof. Since u+ is continuous and ∂tu−∆u = f(u) in {u > 0}, for any η ∈ C
∞
0 (Q
+
1 )
and k > 0, we have
(6.4)∫
Q+1
−|(u−k)+|2η∂tη+|∇(u−k)
+|2η2+2η(u−k)+∇(u−k)+·∇η−f(u)(u−k)+η
2 = 0.
Letting k → 0 we get
(6.5)
∫
Q+1
−|u+|2η∂tη + |∇u
+|2η2 + 2ηu+∇u+ · ∇η − f(u+)u+η2 = 0.
On the other hand, testing (1.1) with u+ε η
2 we obtain
(6.6)
∫
Q+1
−|u+ε |
2η∂tη + |∇u
+
ε |
2η2 + 2ηu+ε ∇u
+
ε · ∇η − f(u
+
ε )u
+
ε η
2 = 0.
Letting ε → 0 in (6.6), by the strong convergence of u+ε and weak convergence of
∇u+ε in L
2
loc(Q
+
1 ), we obtain
lim
ε→0
∫
Q+1
|∇u+ε |
2η2 =
∫
Q+1
|u+|2η∂tη − 2ηu
+∇u+ · ∇η + f(u+)u+η2
=
∫
Q+1
|∇u+|2η2.
This gives the strong convergence of ∇u+ε in L
2
loc(Q
+
1 ). 
The proof of Theorem 2.1 is complete.
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