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Abstract
Artificial Neural Networks (ANN) deal with information through interactions among neurons (or nodes), approximating the
mapping between inputs and outputs based on nonlinear functional composition. They have the advantages of self-learning,
self-organizing, and self-adapting. It is practical to use ANN technology to carry out hydrologic calculations. To this end, this
note has fundamentally set up a system of calculation and analysis based on ANN technology, and given an example of application
with good results. It shows that ANN technology provides a relatively effective way of solving problems in hydrologic calculation.
c© 2007 Elsevier Ltd. All rights reserved.
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In hydrologic calculation, it is common to set up mathematical models or draw related graphs based on existing
data. Hence, it involves issues of pattern recognition [1]. There is, however, no satisfactory mathematical model
y = f (x) that would fix hydrologic elements [2,3]. Since the newly developed technology of Artificial Neural
Networks (ANN for short) has advantages of self-learning, self-organizing, and self-adapting [4], there are many
successful applications of it on pattern recognition [5,6]. Therefore, on the basis of the principle and method of
ANN [7], we study some related issues of hydrologic calculation in this note.
1. The principle and method of ANN
An ANN is a complex network that consists of many simple neural cells [8]. It is roughly modeled on the human
brain. It has a parallel distribution information processing device and can approximate the mapping between input
and output by compositions of nonlinear functions [9]. It does not require any design of mathematical models. It can
learn solely based on experience; process various fuzzy, nonlinear, noisy data through neuron simulation, memory,
and association; and process calculation analysis using the method of self-adapting pattern recognition [10].
ANN algorithms include Hebbian, Delta, Kohonen, and BP [4]. The BP algorithm (error back-propagation) was
presented in 1985 by Rumelhart and his PDP team. It realized Minsky’s thought on multilayer neural networks. A
typical multilayer-feed-forward neural network consists of a number of neurons that are connected together, usually
arranged in layers. Its first layer is the input layer. Its final layer is the output layer. All other layers are hidden layers,
which contain the neurons that do the real work. Its topological structure is shown in Fig. 1.
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Fig. 1. The topological structure of a simple three-layer-feed-forward neural network.
A neural network that uses the error back-propagation algorithm is said to be a BP network, whose learning process
consists of feed-forward and feed-backward parts. Each sample signal in the feed-forward process is applied by the
sigmoid function f (x) = 1/(1+ e−x ) before it is passed to the next layer. The situation of neurons on each layer can
only affect the situation of neurons on the next layer. If the output layer does not produce the desired value, then the
errors will be fed back from the outputs to the inputs through the network, and the weights of nodes in each layer will
be changed along the way. The algorithm repeats in this way until the error values are sufficiently small.
Let m be the number of layers, ymj denote the output from the node j in the layer m, y
0
j = x j denote the input at
node j , Wmi j be the weight of connection between node i and node j , and θ
m
j be the threshold at the node j in the
layer m. The BP network is training as follows:
(1) Initialize each weight and threshold to a random value in (−1, 1).
(2) Select a pair of data (xk, T k) from the training data and substitute inputs into the input layer such that
y0i = xki for i. (1)
Here k denotes the number of iterations.
(3) Pass the signal forward by using the formula
ymj = F(smj ) = F
(∑
i
Wmi j y
m−1
i + θmj
)
. (2)
The calculation processes the output at each node j from the first layer through the last layer until it completes. Here
F(s) is the sigmoid function.
(4) Calculate the error for each node j in the output layer as follows:
δmj = ymj (1− ymj )(T kj − ymj ). (3)
Here the error is obtained as the difference of the actual output value and the desired target value.
(5) Calculate the error for each node j in each hidden layer as follows:
δm−1j = F ′(sm−1j )
∑
i
Wmi j δ
m
i . (4)
The error is obtained by feeding back errors layer by layer, where m = m,m − 1, . . . , 1.
(6) Change the weights and thresholds backward layer by layer:
Wmi j (t + 1) = Wmi j (t)+ ηδmj ym−1i + α[Wmi j (t)−Wmi j (t − 1)] (5)
θmj (t + 1) = θmj (t)+ ηδmj + α[θmj (t)− θmj (t − 1)]. (6)
Here t is the number of iterations; η is the learning rate (η ∈ (0, 1)); α is the momentum value (α ∈ (0, 1)).
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Table 1
Peak stage at the Shi-Gou stations and the result of its calculation (unit: m)
Order HG HT P (mm) HS Output Fit value Error
1 36.90 14.84 102 16.92 0.9804 16.83 −0.09
2 29.12 12.44 23 12.72 0.1125 12.83 0.11
3 29.93 11.50 52 13.06 0.1446 12.98 −0.08
Training 4 31.40 12.98 63 14.08 0.4119 14.21 0.13
5 31.51 12.76 88 14.29 0.4277 14.28 −0.01
6 31.80 14.39 67 14.72 0.5174 14.70 −0.02
7 30.05 13.10 70 13.60 0.2823 13.61 0.01
8 29.82 12.58 52 13.44 0.2116 13.29 −0.15
9 28.64 12.59 122 12.85 0.1165 12.85 0.00
Sample 10 28.89 10.89 37 12.37 0.0200 12.40 0.03
11 28.54 11.71 64 12.31 0.0420 12.50 0.19
12 29.78 12.16 31 13.11 0.1629 13.06 −0.05
13 28.94 11.77 22 12.56 0.0543 12.56 0.00
Testing 14 30.26 12.34 44 13.36 0.2416 13.42 0.06
15 30.22 13.15 72 13.70 0.3136 13.76 0.06
Sample 16 32.19 14.68 136 15.44 0.6597 15.35 −0.09
(7) Go to step (2), start the next iteration, repeat (2) through (7) until the network error
E =
∑
k
∑
j
(T kj − ymj )2/2 (7)
is sufficiently small as expected.
Once the network completes its training, its weights and thresholds are determined. Thus, we can start a calculation
analysis.
2. Example and test
We demonstrate an application of the ANN technology in hydrologic calculation in this section by examining the
peak stage [11] at the Shi-Gou station in Sui-Jiang, China, as shown in Table 1.
Let HS be the peak stage recorded at the Shi-Gou station. Then HS can be expressed as
HS = f (HG , HT , P).
Here HG denotes the peak stage recorded at the Gu-Shui station, which is the upper reach of the Shi-Gou station; HT
denotes the peak stage at the Shi-Gou station recorded at the same time as HG ; P is the precipitation of the space
interval. Since HG , HT , and P are the inputs while HS is the output, there are three nodes in the input layer and one
node in the output layer. It follows from Kolmogorov’s law that there are eight nodes in the hidden layer. Hence, the
ANN in our hydrologic calculation has the topological structure (3, 8, 1).
In order to speed up the convergence, let us normalize the original data xi as follows:
x ′i = (xi − xmin)/(xmax − xmin). (8)
Here xmax, xmin denote the maximal value and the minimal value of the flood series, respectively. Thus, each
x ′i ∈ [0, 1].
We can input x ′i into the input layer of the BP algorithm and select training data to start the training and learning
process. We choose the learning rate η = 0.85 and the momentum value α = 0.60. In order to test the BP algorithm
after each training and learning, we take the first thirteen flood series as the training samples, and the last three flood
series as the testing samples. After one hundred thousand times of training and learning from the training samples,
the network error E = 0.003, which is less than the expected error; thus, the BP algorithm is convergent. It is clear as
shown in Table 1 that the imitation is very good since the average error e of the series is only about 0.07 m and the
maximal error emax of the series is only about 0.19 m.
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Fig. 2. Recorded and calculated peak stage at the Shi-Gou station in Sui-Jiang.
Since the trained network has imitated and memorized the functional relationship between input and output, it can
be used to determine the flood stage. It is obvious as shown in Table 1 that the result of tests for the three flood series
is good since the prediction errors are less than 1% (Fig. 2).
3. Final discussion
3.1. ANN application in hydrologic calculations
As mentioned at the beginning, it is hard to find a function f that would express the relationship between a
dependent variable y and an independent variable x of hydrologic elements such that y = f (x), even in the simplest
case like the relation between the discharge Q and the stage H . On the other hand, we have seen that the greatest
advantage of an ANN is that it does not need a mathematical model. It can imitate and memorize any complex
relationship between inputs and outputs by training and learning using historical data, and carry out the calculation
analysis by association. Therefore, many issues (including forecasting) in hydrologic calculation can be analyzed by
using ANN technology. The main issues are as follows:
(1) Calculation of discharge stage. Here the input variable is the stage, the output variable is the discharge.
(2) Forecasting of the propagation time of the flood peak with multiple factors. Here factors may include the
simultaneous discharge of lower reaches, the difference of discharges of upper reaches, the precipitation of the space
interval, the backwater of lower reaches, and the discharge of multiple tributaries; these factors are input variables.
The output variable is the propagation time of the flood peak.
(3) Forecasting of the precipitation runoff with multiple factors. Here the input variables include the rainfall at each
single station Pi (i = 1, 2, . . . , n), the average of areal rainfall, the earlier stage affecting rainfall Pa , the water storage
W0 of drainage basin prior rain, the duration of rainfall T , the intensity of rainfall, the evaporation in the interval of
precipitation, and the initial discharge Q0; the output variable is the runoff.
(4) Flood routing through a reservoir. Here the input variables include the precipitation within a time interval at
each single station Pi (i = 1, 2, . . . , n), the average of areal rainfall within a time interval, the average of discharge
into the reservoir within a time interval, and the initial dam stage of a time interval; the output variable is either the
dam stage at the end of a time interval or the average of discharge out of the reservoir within a time interval.
(5) Calculation of the largest flood for different drainage basin areas. Here the input variable is the area of a drainage
basin, the output variable is the largest peak discharge of an actual survey.
(6) Calculation of the hydrologic data extension of a design station. Here input variables are the annual rainfall, the
annual runoff, the modulus of annual flow, and so on, of a reference station; the output variable is the annual runoff of
a design station.
In addition, there are many other issues, such as the forecast of low flowwith multiple factors, the forecast of melted
snow runoff, the ice-condition forecast, the forecast of tidal river stages, the medium and long term hydrologic forecast,
the relation between the point rainfall and the areal rainfall, the flood peak-volume relation, the discharge–sediment
relation, the unit sediment–section sediment relation, the natural annual runoff restoration and so on, that can also be
analyzed by using the ANN technology. To that end, we collected a large number of data and carried out calculations.
It turns out that the results are generally satisfactory as long as we select proper parameters. Therefore, we believe
that the ANN technology has a bright future in applications in hydrologic calculations.
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3.2. Selection of parameters
(1) The selection of the number of nodes for the hidden layer
In 1989, Robert Hecht and Nielson proved that a continuous function on any closed interval can be approximated
by a BP network with one hidden layer; thus, a BP network with three layers can carry out any mapping from
n-dimensional space to m-dimensional space. Thus, we have adopted a three-layer BP network with single hidden
layer in our calculation. It follows from Kolmogorov’s theorem that the number of nodes in the hidden layer is at least
2n + 1, where n is the number of nodes in the input layer. Since n = 3, the number of nodes in the hidden layer is at
least 7. Considering the accuracy, we determined that the number of nodes for the hidden layer is 8.
(2) The selection of the momentum value
In order to improve the network training speed, a momentum value α ∈ (0, 1) is added in the formula that is used
to modify the weights. The momentum takes into account the extent to which a particular weight was changed on the
previous iteration. When the value of α is equal to 0, the change of weights is obtained via the method of gradient
descent. When the value of α is equal to 1, the change of weights is set equal to the change on the previous iteration
such that the part of the change generated by the method of gradient descent is ignored. Therefore, when the value of
α is increased, it will help to find the set of weights that provides the best performance of the network. In our case, we
choose the value of 0.60 for the momentum α.
(3) The selection of the learning rate
It is very important to choose a proper value of the learning rate η during the course of training the network. The
value of the learning rate η is a positive number below 1, and it should not be too high. When the value of η is too
high, it may result in an unstable state. On the other hand, if the value of η is too small, it may take a long time to
complete the course of training of the network. The bigger the value of η, the faster the modification of the weights
will be. Therefore, we may choose a large value of η provided that it will not cause any instability of the performance.
In our case, we choose the value of 0.85 for the learning rate η.
4. Conclusion
Although it is often impossible to find a specific function for the relation between a dependent variable and an
independent variable in hydrologic elements, the ANN technology can provide us with an alternative solution for such
a hard issue. It deals with information through interactions among neurons (or nodes), and approximates the mapping
between inputs and outputs based on the nonlinear functional composition. It has the advantages of self-learning,
self-organizing, and self-adapting. Therefore, it is practical to use ANN technology to carry out hydrologic
calculations. Our calculation results have confirmed that.
The error in our example (see Table 1) is only between 0.44% and 0.58%, which is certainly good enough
for a hydrologic forecast. However, it will be very difficult to achieve the same accuracy if we use the traditional
approach [10]. Furthermore, the ANN technology allows us to have multi-variables in both input and output layers.
This is very important for hydrologic calculations since the stage, discharge, and other hydrological variables are often
functions of many influential variables.
This note, aimed at addressing the issues in hydrologic calculation, has preliminarily set up a system of calculation
and analysis based on ANN technology. We have developed applied functional software (via computer program
GWBASIC) along with our research. This is a new attempt in hydrologic calculation. If we combine it with other
algorithms, there is no doubt that we will be able to improve the accuracy and level of the hydrologic calculation.
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