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Abstract--We provide a duality relation between the joint distribution of several variables associated 
with busy servers in an M/G/s/s queue and the correspondlng jolnt distributic~ associated with idle 
input sources in a GI/M/1/s/a queue. The M/G/$/s queue, so called Erlang's loss system, has been 
extensively studied as a model of telephone exchanges. Using the duality relation and the previously 
established results for the M/G/s/s queue, we can derive some well-known and some new results 
for the Gl/M/1/s/s queue that is a useful model of multiple access ystems uch as tlme-sharing 
computer systems or multiple access communication channels. 
1. INTRODUCTION 
In this paper we provide a duality relation between the joint distribution of several variables 
associated with busy servers in an M/G/s/s queue and the corresponding joint distribution 
associated with idle input sources in a GI/M/1/s/s queue. 
The M/G/s/s queueing system we consider is so called Erlang's loss system: Assume that 
customers are arriving at the system according to a Poisson process with rate A(> 0); there 
are s(_> 1) homogeneous servers in parallel and no waiting room; and service times are i.i.d. 
random variables with a cdf H having finite mean l /p ,  independent of the arrival process. If 
a customer arrives when all s servers are busy, he cannot enter the system and so that he is 
overflowed. Assume that overflowed customers are cleared, that is, they leave the system and 
have no effect upon it. Elaborate studies and various generalizations of this system have been 
done so far, because the M/G/s/s queue is an important model in designing telephone xchanges; 
see Section 2 for details. 
The other system we consider is a GI/M/1/s/s queueing system that is a dual of the M/G/s/s 
queue in the following sense: We assume that the number of input sources is s and that each 
source independently generates customers according to a renewal process when idle and sleeps 
otherwise. The distribution of interrenewal times is given by H, the same as the service-time 
distribution in the M/G/s/s queue above. In addition, assume that only one server is available 
and that service times are independent and exponentially distributed random variables with mean 
1/A. A classical application of this model is the machine interference model where the group of 
input sources is a set of s machines and an arrival corresponds to a machine breakdown. Of course, 
the server corresponds to a repairperson; see [1] for a comprehensive list of references. Another 
application of the GI/M/1/s/s queue can be found in modeling multiple access ystems uch as 
time-sharing systems or multiple access communication channels; see, e.g., [2, pp. 144-154]. 
There are several studies on the duality in GI/G/1 queues: Imagine that the interarrival-time 
and service-time distributions are interchanged in an M/G/1 queue. The resulting GI/M/1 
queue is called the dual or the inverse; see [3-5]. Some interesting results relating to busy and 
idle periods and waiting times in these two queues have been summarized in [6], via a generalized 
ballot theorem; cf. [7]. 
In this paper, we provide a duality relation between the M/G/s/s and GI/M/1/s/s queues 
described abc~ve. That is, we prove that the joint distribution of the number of busy servers 
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(at arbitrary time) and the attained service times in the M/G/s/s queue are equivalent to the 
joint distribution of the number of idle sources (at arbitrary time / and the attained idle times in 
the dual GI/M/1/s/s queue. This result indicates that many useful properties obtained so far 
for the M/G/s/s queue and its generalizations can be immediately translated into those for the 
aI /M/ l /s /s  queue. 
Tak~cs [7] has shown an analogous result: He showed that the distribution of the number of busy 
servers (immediately before the arrival) in a GI/M/s/s queue is equivalent to the distribution 
of the number of idle sources (immediately before the service completion) in its dual M/G/1/ 
(s+ 1)/(s + 1) queue under appropriate initial conditions. It should be noted that the observation 
epochs and the number of idle sources are different from our result; see [7, pp. 189-191]. 
This paper is organized as follows: In Section 2, we give a brief review of the M/G/s/s 
queue and its generalizations. In Section 3, we definitely state the duality theorem between 
the M/G/s/s and GI/M/1/s/s queues. Using the duality theorem and the previous results 
for the M/G/s/s queue, we derive in Section 4 some well-known and some new results for the 
GI/M/1/s/s queue, including the insensitivity to the interarrival-time distribution; see [1]. 
2. ERLANG'S LOSS SYSTEM AND ITS GENERALIZATIONS 
Let N(t) denote the number of busy servers at time t(>_ 0) in the M/G/s/s queue. Then, 
Erlang's well-known formula for the stationary distribution is 
Pk -- lim P{N(t) = k} - 
t-.coo 
a k 
k~ 
s a j ' 
k = o , . . . , s ,  (1) 
which is independent of N(0), where a = A/p is the offered load. For an interesting history and 
a good bibliography of this formula, see [8]. 
By the property PASTA [9], P, is considered as the loss probability that an arriving customer 
finds all servers busy. Conventionally, we write P, - B(s, a), which is usually called Erlang's B 
formula or Erlang's loss function. Jagerman [10] has investigated the analytic properties of B(s, a / 
as a function of two complex variables, obtaining integral-form, asymptotic, and approximate 
representations. 
By the use of B(s, a), Kaufman [11] has obtained the following result: Suppose r + 1 servers 
in the M/G/sis queue (r < s / in equilibrium are chosen randomly without replacement, and 
r servers chosen are busy. He proved that the conditional probability that the (r + 11 't server 
chosen is busy equals to the a priori probability that a randomly chosen server in an equilibrium 
M/G/(s - r)/(s - r) queue is busy. 
The formula (1 / is valid for any service-time cdf H, that is, the stationary distribution is 
insensitive to H except the first moments of the interarrival-time and service-time cdf's. To 
prove (1) for general cases, we must introduce some supplementary variables to make the process 
Markovian, because {N(t);t > 0} is not a Markov process except he case that H is exponential. 
For g(t) _> 1, we define ~(t) = (~x(t),... ,~N(0(t)) as a vector of a random permutation of the 
lengths of the past durations of the N(t) service times in progress at time t(~ 0), i.e., assume 
that all of the N(t)l permutations are equally probable. The sample paths of (N(t),~(t)) can 
be constructed so as to be left continuous. Then, {N(t),~(t);t >_ 0} is a Markov process. The 
stationary joint distribution of (N(t), ~(t)) is given by 
k 
lira PTN(,) = k, > x) = Pk I I  T1 - H'Cx,)}, 
t-*oo /=1 
k = o, . . . , s ,  (2)  
where z = (Z l , . . .  , ~k) with z~ >_ 0 (i - 1,. . . ,  k) if N(t) --/¢ >_ 1, and H ° denotes the equilibrium 
distribution of H, i.e., 
H'(O = {1-  du, t >__ O. (31 
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If we suppose that the joint distribution of (N(0),~(0)) agrees with (2), then {N(t), ~(t);t >__ 0} 
becomes a stationary process for which P{N(t) = k) = Pt for k = 0,..., s and all t _> 0. 
Tak~cs [8] has verified that the stationary distribution of a Markov process embedded in 
{N(t),~(t);t > 0} at arrival epochs is also given by the right hand side of (2). In addition, 
Shanbhag and Tambouratzis [12] have shown that the same result holds for a process embedded 
at departure pochs, where overflows are regarded as the departures from the system; ef. [13]. 
There have been several studies on generalizations of the M/G/s /s  queue. Brumelle [14] 
considered an M/G/s /s  queue with state-dependent arrival and service rates, say, At and #t 
when N(t) = k (k = 0, . . . ,  s). His model includes (i) a processor shared queue (s = oo, At = A 
for k > 0 and #t = #/k for k > 1), (ii) general birth and death processes as well as (iii) the usual 
Erlang loss system (At = A and #t = # for k = 0, . . . ,  s). For this generalized model, he obtained 
the stationary joint distribution of (g(t), ~(t)). In particular, a generalization of (1) is given by 
lim P{N( t )  = k} = 
1--*o0 
7rk 
At 
i=0 Aj 
k=O, . . . , s ,  (4) 
where 
( k Ai, Ai rk = r0 H v--- k=l , . . . , s ,  r0= 1+ (5) 
i= l  zl2i j= l  i----1 
From Theorem 1 in [14], we can see that ~rk = limn...co P {Nn = k} for k = 0 , . . . ,  s, where 
{Nn; n > 0) is defined by Nn = N(tn) if tn is an arrival epoch, and Nn = N(tn + O) if tn is a 
departure poch. It is easy to cheek that (4) coincides with (1) if Ai -- A and/~i - # for all i. 
Fakinos [15,16] considered an M/G/s/s  queue with heterogeneous servers. We mean by het- 
erogeneous that each server has a (possibly) different service-time cdf with finite mean, say, 1/l~i 
for the ith server (i = 1, . . . ,  s). He provided, among other things, the stationary distribution of 
the process {N(t);t >_ 0} as a generalization of (1), which is 
lim P{N( t )  = k} = 
1.-.*o0 
k 
(s-k)! E 17a., 
na < ' "<nk  i= l  
(s-j)! E I]a., 
j=0  n l<. . .<nj  i=1 
, k=O, . . . , s ,  (6) 
where nt , . . . ,nk  E {1, . . . , s )  with nl < nz < ... < nk, and ai = A/#i ( i=  1 , . . . , s ) .  It is Mso 
easy to check that (6) coincides with (1) if pi -- # for all i. 
For an M/G/s /s  queue with group arrivals and/or group services, Fakinos [17,18] extended 
the results for Erlang's loss system. 
In addition, Fakinos [19] considered an M/G/s /s  queue with servers subject to breakdowns. 
Each server is subject to breakdowns which occur only when (s)he/it is busy. Specifically, break- 
downs occur according to a failure rate function 7(t) (t > 0) and hence the corresponding failure- 
time edf is given by 
(/0') C(t )= l -exp  - 7(u) du , t>.O. (7) 
Let e be its mean and assume e < co. On a breakdown, the customer waits and her/his service 
is continued just after the repair of the server, so that no loss of service is involved. In [19], it 
is also assumed that successive repair-times are i.i.d, random variables with a edf D with finite 
mean d, and independent of the failure process. A generalized Erlang formula he provided is 
lim P{N( t )  = k} = 
1t...*00 
1 k 
k-  (8) 
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where N(t) denotes the number of servers either in service or in repair; see also [20]. Clearly, (8) 
coincides with (1) if d = 0. 
We will translate these generalized results into those for GI/M/1/s / ,  queues in Section 4. 
3. DUALITY THEOREM 
Let M(t) denote the number of idle input sources at time t(>_ 0) in the GI]M/1/ , /s  queue 
that is the dual of the M/G/s/s  queue. That is, the system has the interarrival-time cdf H with 
the mean 1/p and the exponential service-time distribution with the mean 1/~. For M(t) ~ 1, 
we define ~(t )  = (~l(t),. . . ,  yM(0(t)) as a vector of a random permutation of the lengths of the 
past durations of the M(t) idle times at time t(~ 0) in the idle input sources. Suppose that all 
of the M(t)! permutations are equally probable. Then we have 
THEOREM. The processes {N(t),~(t);t > O} in the M/G/s/s queue and {M(t),l?(t);t > O} in 
its dual G I /M/1 / , / ,  queue are stochastically identical if (N(O), ~(0)) = (M(O), 17(0)). 
PROOF. Obviously, {M(t), 0(t);t >_ 0} is a Markov process. Following Sevast'yanov [21], we can 
write down a system of integro-differential equations and boundary conditions for the stationary 
distribution of (M(t), y(t)) in a straightforward manner. It is easy to see that these equations 
coincide with Equations (9) and (10) in [21] for the process {N(t),~(t);t >_ 0}, and hence these 
processes follow exactly the same stochastic law if the initial conditions are equivalent; see [21] 
for details. | 
4. APPLICATIONS TO GI/M/1/s/s QUEUES 
Using the results in Sections 2 and 3, we derive some well-known and some new results for 
the GI/M/1/s/s  queue and its variants. For the convenience of comparing our results with 
those previously established, we restore the notations for the GI/M/1/s/s queue to the standard 
ones, interchanging the arrival and service rates. That is, throughout this section, we consider the 
standard GI/M/1/s/s queue with the interarrival-time cdf H with mean 1/A and the exponential 
service-time distribution with mean 1/p. 
Let Q(t) denote the number of customers either waiting or being served at time t(~ 0) in this 
GI /M/1 / , / ,  queue and let .~I(t) = s - Q(t). Clearly, ~/(.) denotes the number of idle input 
sources in the GI/M/1/s/s queue with the standard notations. In addition, let/V(t) denote the 
number of busy servers in the dual M/G/s/s  queue with the arrival rate/J and the service rate A. 
Then, under appropriate initial conditions, we have the following equivalences: 
{QCt) = k I Q(0)} = {.~/(t) = s - k I ,~(0) = s - Q(0)} (9) 
= {~(t) = ,  - k I ~(0) =,  - Q(0)}, k = 0,...,,. 
From Erlang's formula (i) and (9), the stationary distribution of the GI/M/I/s/s queue is given 
by 
lim e{0( t )  = k} = 
$-*CO 
u-O-k) ak 
(a -  k)! _ (a -  k)! 
' a - J -  ' at 
E L, E (, j)~ j=O j=O -- 
, k=0, . . . , s ;  (10) 
see [2, p. 149, (3.164),(3.165)] or [1, (3.10)]. This also shows that the stationary distribution 
is insensitive to the interarrival-time distribution; see [1]. We see from (9) that the stationary 
empty probability limt--.co P{Q(t) -- 0) is given by B(s, a-l). Hence, the utilization factor of the 
system, say p(a,  a) ,  is 
p(s ,a )  = 1 - B (s ,a -1 ) ,  (11) 
and the throughput of the server is pp(s, a); see [2, p. 150, (3.173),(3.174)]. Using the formula 
B(0, a) - 1, 
B(s,a) = aB(s -  1,a) (12) 
s + aB(s - 1, a)' s >_ 1, 
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(see, e.g., [22, pp. 70-71, Exercise 4-25]), we can obtain the recursion 
p(0, a) = 0, 
p(s,a)= (l + l-p(Sal'a))-1 , 8>1, (13) 
by which p(8, a) can be computed in a stable way. It is easy to interpret Kaufman's result to the 
GI /M/ I /s /s  case. 
In much the same way as above, we can immediately obtain the stationary distributions for 
some generalized GI/M/1/8/8 queues: For a GI/M/1/8/8 queue with state-dependent arrival 
and service rates, the stationary distribution is 
"B'#_ k 
lim P{Q(t) = k} = P'-* k = 0,...,8, (14) 
j=o Pi 
from (4), where 
k 
~k "-- 7r0 
i - -1  
-1  
J" (15) k=l , . . . , s ,  ~'o = 1+ 
j f f i l  i=1  
with appropriately defined Ai and Pi (i = 1, . . . ,  8) as in [14]. 
For a GI/M/1/s/8 queue with heterogeneous input sources, the stationary distribution is easily 
derived from (6), which is 
m-k 
k! Z I'I an "1 
lim P{Q(t) = k} = ,~,<..-<,,_, i=1 k = 0, . . .  ,s (16) $ $ - j  ' 
j----0 nt<. . .<n , -  i i----1 
with ai "- Ai/p and an increasing sequence ni E {I, ...,s} (i-- i,... ,8); cf. [23]. 
Finally, we consider a GI/M/1/s/8 queue with input sources subject to breakdowns. This 
system may be regarded as a model of (i) the maz~hine interference model with intermittently 
used machines, (ii) the multiple access system with users' vacations, and so on. From (8), we 
obtain the stationary distribution as 
lira P{O(O = k} = 
$--*oo 
(8 - k)! 
( aj -" (8=j) !  1+ j r0 
k = 0 , . . . ,8 ,  (17) 
where c(d) denotes the mean breakdown (repair) time defined in Fakinos' model [19]. Using (17), 
we can further derive other performance measures uch as the utilization and throughput of the 
system. 
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