A deterministic technique for reliable phase stability analysis is described for the case in which asymmetric modeling (different models for vapor and liquid phases) is used. In comparison to the symmetric modeling case, the use of multiple thermodynamic models in the asymmetric case adds an additional layer of complexity to the phase stability problem. To deal with this additional complexity we formulate the phase stability problem in terms of a new type of tangent plane distance function, which uses a binary variable to account for the presence of different liquid and vapor phase models. To then solve the problem deterministically, we use an approach based on interval analysis, which provides a mathematical and computational guarantee that the phase stability problem is correctly solved, and that thus the global minimum in the total Gibbs energy is found in the phase equilibrium problem. The new methodology is tested using several examples, involving as many as eight components, with NRTL as the liquid phase model and a cubic equation of state as the vapor phase model. In two cases, published phase equilibrium computations were found to be incorrect (not stable).
Introduction
A key step in the computation of multiphase equilibrium is phase stability analysis. A reliable technique for phase stability analysis will assure both that the correct number of phases is found, and that the phase split computed corresponds to a global minimum in the total Gibbs energy. That is, phase stability analysis serves as a global optimality test in solving the global optimization problem that determines phase equilibrium at constant temperature and pressure. However, phase stability analysis is itself a global optimization problem that can be very difficult to solve reliably. A standard approach to the problem is the use of tangent plane analysis [1] , in particular the method implemented by Michelsen [2] . However, a very large number of other methods have been proposed, involving a variety of equation solving and optimization techniques. Some methods use local optimization and/or equation solving methods, perhaps in connection with some multistart approach, or the use of homotopy-continuation.
Stochastic global optimization methods (e.g., simulated annealing, genetic algorithms, etc.) have also been frequently proposed in this context. However, none of these techniques is actually guaranteed to produce the correct results. Thus, there has been significant interest in the development of deterministic techniques that guarantee the correct solution of the phase stability problem, as reviewed briefly below.
These efforts have been focused primarily on the case of symmetric models (same thermodynamic model used for all phases). Work on deterministic stability analysis for the asymmetric case (different models used for different phases) has been limited to cases involving either an ideal gas vapor phase or a pure solid phase. We will consider here a deterministic method for the more general asymmetric case, focusing on the common situation in modeling vapor-liquid equilibrium in which nonidealities are represented in the vapor phase by an equation of state and in the liquid phase by an excess Gibbs energy model.
One approach for deterministic phase stability analysis, as demonstrated by McDonald and
Floudas [3, 4, 5, 6] for symmetric cases in which various excess Gibbs energy models were used, is the use of deterministic global optimization techniques, such as GOP [7, 8] and branch-and-bound [9] . McDonald and Floudas [3, 4, 5, 6 ] also considered the asymmetric case in which an excess Gibbs energy model was used for liquid phases and the vapor was an ideal gas. A more general branch-and-bound strategy, the α-
Problem Formulation
The basis for tangent plane analysis for phase stability is the test formulated by Baker et al. [1] .
Assume that the phase to be tested has a composition (mole fraction) vector 0 x and that a constant temperature T and pressure P have been specified. Then consider the molar Gibbs energy vs. composition (mole fraction) surface g(x) and a hyperplane tangent to g(x) at 0 = x x . If this tangent plane ever crosses (goes above) the Gibbs energy surface, then the system being tested is not stable (i.e., it is either unstable or metastable). This condition is often stated in terms of the tangent plane distance function D(x) that gives the distance of the Gibbs energy surface above the tangent plane. This is given by x . If D(x) is negative for any value of x, then the phase being tested is not stable. To determine if D is ever negative, its minimum is sought. If a stationary point (local minimum) of D is found for which D < 0, then this indicates that the phase being tested is not stable. Actually, to show that a phase it not stable, it is sufficient to find any point x for which D < 0. However, stationary points with D < 0 are commonly sought since they are useful in providing initial composition estimates for a possible new equilibrium phase or phases. Proof that the phase being tested is stable is obtained if the global minimum of D is zero (corresponding to the tangent point at the feed composition 0 x ). Obviously this procedure may fail if the global minimum of the tangent plane distance function is not found. For instance, if the optimization algorithm used returns a global minimum of zero, while the true global minimum is negative, the conclusion that the phase is stable will be incorrect.
The foregoing assumes that there is a single function g(x) that represents all phases that may be present in the system (though g(x) may be multivalued if an equation of state model is used and there are multiple compressibility roots). Unlike this symmetric model case, in the asymmetric model case there will be different g(x) functions for different types of phases. We will consider here only the situation in which vapor and liquid phases are possible, and use g V (x) to represent the Gibbs energy of a vapor phase and g L (x) to represent the Gibbs energy of liquid phases. Xu et al. [22] and Scurto et al. [23] have described an approach for deterministic phase stability analysis for the asymmetric case of solid-fluid equilibrium, in which one model is used for fluid phases, and another for pure solid phases.
In tangent plane analysis for phase stability, since the goal in testing a phase is to detect alternate states that have a lower Gibbs energy, the Gibbs energy surface that must be used is given by whichever
, and evaluations at 0
x must be done on the lower of the Gibbs energy surfaces. Thus,
Note that the vapor and liquid tangent plane distance functions, 
In order to avoid the difficulties associated with the nondifferentiable objective function, it is convenient to reformulate the problem. We define the "pseudo tangent plane distance" function
θ ∈ is a binary variable whose value will be determined as part of the optimization problem. Assuming that an equation of state model ( , ) 0 f Z = x is used for the vapor phase, and treating the compressibility Z as an independent variable, the minimization problem that must be solved can now be expressed as . This is an (n+2) × (n+2) system of nonlinear equations that can be solved for the stationary points in the optimization problem. As noted above, it is common to solve the phase stability problem by seeking such stationary points, since they may be useful in providing initial composition estimates for a possible new equilibrium phase or phases. The introduction of the binary variable θ is a key feature of this problem formulation, as it provides the capability to combine any two different thermodynamic models that might be used in an asymmetric model of phase behavior. While θ appears as a continuous variable in Eq. (5), it will be treated explicitly as a binary variable when this system is solved, as explained below.
The (reduced) Gibbs energy functions are expressed here relative to the pure components as liquids at system temperature and pressure. For a liquid phase
where E ( ) g x is the excess Gibbs energy as given by some appropriate model. The model used here is NRTL, 
In the examples below, either the 
Problem Solving Methodology
For solving Eq. (5), an (n+2) × (n+2) nonlinear system, for the stationary points in the phase stability problem, we use a method based on interval mathematics, in particular an interval-Newton approach combined with generalized bisection (IN/GB). This is a deterministic technique that provides a mathematical and computational guarantee that all the stationary points are found, and thus that the global minimum in the pseudo tangent plane distance function D is found. For general background on interval mathematics, including interval arithmetic, computations with intervals, and interval-Newton methods, there are several good sources [20, 24, 25] . Details of the basic IN/GB algorithm employed here are given by Schnepper and Stadtherr [12] and Hua et al. [18] .
An important feature of this approach is that, unlike standard methods for nonlinear equation solving and/or optimization that require a point initialization, the IN/GB methodology requires only an initial interval, and this interval can be sufficiently large to enclose all feasible results. Thus, in the case of phase stability analysis, all composition variables (mole fractions) x i can be initialized to the interval Intervals are searched for stationary points using powerful root inclusion tests based on the interval-Newton method. This method can determine with mathematical certainty if an interval contains no stationary point or if it contains a unique stationary point. In the algorithm used here, we first apply interval-Newton using the pivoting preconditioner described by Gau and Stadtherr [26] . If necessary, this is followed by a root inclusion test using the standard inverse-point preconditioner [12] . If, after both of the interval-Newton tests, it cannot be proven that that interval contains a unique stationary point or no stationary point, then the interval is bisected and the root inclusion tests applied eventually to each subinterval. For the binary variable θ, a special bisection rule is used. If θ is chosen by the IN/GB algorithm as the variable to be bisected, then it is bisected into the degenerate (thin) intervals [0, 0] and [1, 1] . Note that thus θ can be bisected only once. In this way, θ is treated explicitly as a binary (rather than continuous) variable in solving the equation system.
On completion, the IN/GB algorithm will have determined narrow enclosures of all the stationary points of D, including the local and global optima, and thus the global minimum can be readily determined. Alternatively, IN/GB can be applied in connection with a branch-and-bound scheme, which will lead directly to the global minimum without finding any of the other stationary points. However, as noted above, if the tested phase is not stable, knowledge of the stationary points can be useful for initializing phase split computations.
Results and Discussion
Using this problem solving methodology, together with the concept of pseudo tangent plane distance, as introduced above, we now consider several test problems. In each case, an asymmetric model is used, with NRTL for the liquid phase, and a cubic equation of state (PR or SRK) for the vapor phase.
The first two example problems are very simple and serve to demonstrate the key concepts of the methodology.
Problem 1
This problem involves the binary mixture of tetrahydrofuran (component 1) and 2,2,4-trimethylpentane (component 2). Du et al. [27] performed vapor-liquid equilibrium measurements for this system at P = 101.3 kPa, and then modeled their results using NRTL and SRK. For this model, the Gibbs energy surface g for a phase of composition x 1 (and x 2 = 1 -x 1 ) is shown in Figure 1 . Note that this surface is determined from the vapor-phase model g V and liquid-phase
For an overall (feed) composition of x 0,1 = 0.6, the pseudo tangent plane Figure 2 . This shows that there are two stationary points in the PTPD, one at x 1 = 0.6 and θ = 1 (the feed point; vapor phase) and the other at x 1 ≈ 0.33 and θ = 0.
Because D is negative at this latter point, this system is clearly not stable as a single phase. Since θ = 0
at the point where D is negative, this indicates that the total Gibbs energy can be lowered by introducing a liquid phase.
The interval-Newton methodology outlined above was applied to compute the stationary points for several feed compositions for this system, with the results as shown in Table 1 These results are consistent with the phase diagram computed by Du et al. [27] using the model described above. For each feed point considered, the computation time required to compute all the stationary points was approximately 0.01 s. These times, and all computation times reported below, were determined using an Intel Pentium 4 CPU (3.2 GHz).
Problem 2
For this problem we consider the binary mixture of dimethyl carbonate (component 1) and cyclohexane (component 2) at T = 298.15 K, the phase behavior of which was measured and modeled by
Cocero et al. [28] . NRTL parameters were determined from experimental data as A 12 are not stable as a single phase. These results are all in agreement with the work of Cocero et al. [28] .
For each feed point considered, the computation time required to compute all the stationary points was again approximately 0.01 s.
Problem 3
In this example, the system studied is the binary mixture of 2,3-dimethyl-2-butene (component 1) and methanol (component 2). Experimental vapor-liquid equilibrium measurements were made for this system recently by Uusi-Kyyny et al. [29] at atmospheric pressure. The experimental pressure varied slightly, but for most measurements was P = 101.2 kPa, and this is the value used here. The experimental results were modeled by Uusi-Kyyny et al. using SRK as the vapor-phase model, and using NRTL, 
with A 1 = 6.574, B 1 = 2500. Table 3 .
This feed tested as not stable, but in addition to a stationary point with negative PTPD near the experimental vapor-phase composition, there were also two other stationary points with negative PTPD.
Using NRTL/SRK to do a bubble-point calculation for this liquid-phase composition ( shown in the second row of data in Table 3 , as well as in the PTPD plot in Figure 3 , shows that this solution to the bubble point problem is in fact not stable. While this may be a mathematically correct solution to the bubble point problem, it is not thermodynamically correct, and it is not a point on the vapor-liquid envelope predicted by NRTL/SRK, as was believed by Uusi-Kyyny et al. In fact, a phase split calculation, followed by phase stability analysis of the results (third row of results in Table 3 In Figure 4 , we show the entire phase diagram for this system when calculated from Uusi-Kyyny et al.'s SRK/NRTL model, along with the experimental phase equilibrium data. These calculations were validated by using the methodology for phase stability analysis described above. Stability analysis results are given for some selected points in This does not necessarily mean that NRTL is a poor choice of model for the liquid, only that a poor choice of parameters has been made.
Problem 4
This example is based on the work of Kang [30] , who did measurements and modeling of vapor- Table 4 (second row) and in the PTPD plot in Figure 5 . In fact, when Kang's model is correctly solved, by use of the reliable phase stability analysis procedure given here, there are two VLLE lines (one a heterogeneous azeotrope) found. At the heterogeneous azeotrope (slightly lower in pressure than Kang's incorrect azeotrope) and pressures above it, the liquid splits into one liquid phase with x 1 = 0.5566 and another liquid phase with x 1 = 0.9013. At the other VLLE line (slightly lower in pressure than the heterogeneous azeotrope) and pressures above it, the liquid splits into one liquid phase with x 1 = 0.0647 and another liquid phase with x 1 = 0.5360. Both these phase splits were validated using phase stability analysis, as indicated in Table 4 (third and fourth lines) for trial points (905 kPa) somewhat above the VLLE pressures. Since this type of phase behavior is not observed experimentally, and the prediction of a liquid-liquid split is due solely to the liquid-phase model used, it is apparent that the NRTL parameters determined by Kang are not appropriate. In a situation similar to that seen in the previous example, apparently the phase stability procedure used by Kang (if any) was not reliable, leading to an incorrect liquid-liquid phase split result, and misleading Kang into thinking that his NRTL parameters were reasonable.
Figures 6 and 7 show a phase diagram computed for the pressure range near the three-phase lines.
These calculations were validated by doing phase stability analysis using the methodology described above. Stability analysis results are given for some selected points in Table 4 (for each feed tested in this Figures 6 and 7 is perhaps best regarded as that of a "hypothetical" system described by the NRTL/PR model given above.
Another issue that should be discussed in connection with this problem is the initial interval chosen for the vapor-phase compressibility Z. As discussed above, we generally specify a lower bound of 0.5 for Z. For standard cubic equations-of-state, such as PR and SRK, at the low pressures for which NRTL or other activity coefficient models are likely to be used, this is a very safe assumption. However, for a strongly associating fluid, such as HF, standard cubic equations of state are inadequate, and the vapor-phase compressibility could easily be below 0.5 even at conditions for which Z is close to one for most other compounds [31] . Since, in our "hypothetical" model, PR is used without vapor-phase association, we were still able to use a lower bound of 0.5. However, if the Łenko and Anderko model [31] , which does account for vapor-phase association, was used, we would have needed to use a smaller lower bound for Z. We anticipate that, in most such cases, the modeler will be able to set the lower bound on Z based on physical knowledge of the system being modeled. If this is not possible, then the lower bound on Z can simply be set to the lowest feasible value consistent with the EOS being used. If this is done, however, stationary points from the EOS model (θ = 1) might be found that have a liquid-phase, not vapor-phase, compressibility. Since the EOS is intended to model the vapor phase only, these stationary points would need to be screened out. This can be done by solving the EOS for the vapor-phase compressibility at the composition of the stationary point, and then eliminating that stationary point if it
does not correspond to the vapor phase.
Problem 5
This problem involves the ternary mixture of methyl acetate (component 1), methanol (component 2) and water (component 3) at P = 101.3 kPa, the phase behavior of which was measured and modeled by Martin and Mato [32] . For the liquid phase, the model used is NRTL-m, a variation of NRTL due to Mato et al. [33] in which α ij is not an independent parameter but is instead determined from 1 2
with G ij as defined above. NRTL-m parameters were determined by fit to experimental data to be A 12 The interval-Newton methodology was applied to compute the stationary points for several feed compositions for this system, with the results as shown in Table 5 . Each feed point tested is one on the experimental vapor-liquid envelope, and thus we would expect it to be either just outside or just inside the Table 5 , the stability test indicates that it is not stable, and there is a stationary point with a negative PTPD at (0.6543, 0.2719, 0.0739) and θ = 1 (vapor), very near the experimental vapor phase composition. For each feed tested, the computation time was less than 0.2 s.
Problem 6
In this problem, we consider the five-component mixture of n-propanol (component 1), n-butanol (component 2), benzene (component 3), ethanol (component 4) and water (component 5). For the liquid phase, NRTL is used with the parameters as given by Tessier et al. [15] . For the vapor phase, PR is used with the pure component properties (T c , P c and ω) given in Table 6 . Since we are primarily interested in this system as a test of computational performance, and not in the accuracy of the model, all binary interaction parameters k ij are assumed to be zero. The values of the binary interaction parameters do not affect the mathematical form of the equation system to be solved, only the coefficient values, and thus by assuming all k ij = 0, the problem is not necessarily made any more or less difficult. Table 6 We used the interval-Newton methodology to determine stationary points for several feed mixtures for this system. Table 7 gives selected results, at different T and P, for feeds with composition (0.148, 0.052, 0.52, 0.10, 0.18). The first row of data, for T = 298.15 K and P = 101.325 kPa, corresponds to conditions used in one of the test problems given by Tessier et al. [15] , who correctly assumed that there would be no vapor phase at these conditions. The liquid-phase stationary point results correspond directly to those given by Tessier et al. Computation time requirements are also given in Table 7 , and range from 7.3 to 29.9 s, depending primarily on the number of stationary points that exist.
Problem 7
This final example is intended primarily to investigate the computational performance of the interval-Newton methodology as problem size (number of components) continues to increase.
Hypothetical mixtures of up to eight components are used. The NRTL A ij and α ij parameters for these mixtures are given in Table 8 . For the vapor phase, PR is used with the critical properties, acentric factor, liquid molar volumes, and Antoine equation coefficients (for sat i P in mmHg and T in K) given in Table 6 for components 1-5, and in Table 9 for components 6-8 (note that though the pure component data used for components 1-5 are the same as used in Problem 6, the NRTL parameters used for components [1] [2] [3] [4] [5] are not the same as in Problem 6). The six component mixture studied involves components 1-6 and has a feed composition of (0.148, 0.052, 0.400, 0.100, 0.180, 0.120). The seven component mixture comprises components 1-7 with a feed composition of (0.148, 0.052, 0.300, 0.100, 0.180, 0.120, 0.100).
The eight component mixture consists of components 1-8 and has a feed composition of (0.148, 0.052, 0.300, 0.100, 0.180, 0.120, 0.060, 0.040). Table 10 gives results at selected temperatures and pressures for the three feeds and problem sizes considered. These results are representative of the range of computation time requirements encountered in solving these problems for several other temperatures and pressures. For each problem size, computation times range over roughly an order of magnitude, with higher computation time not necessarily corresponding to a larger number of stationary points. These results also reflect the exponential complexity that may be associated with deterministic global optimization (in general, an NPhard problem). While multi-hour computation times, such as seen in the next to last problem in Table 10 for the eight component problem, may seem large, at least in this context, this time can be well spent if it means avoiding the computation of a phase equilibrium with the wrong number of phases.
Concluding Remarks
We have addressed here the problem of determining phase stability, in a reliable and deterministic way, for the case in which asymmetric modeling (different models for vapor and liquid phases) is used. To do this, we introduced a new type of tangent plane distance function, which uses a binary variable to account for the presence of different liquid and vapor phase models. To then solve the problem deterministically, we used an interval-Newton approach, which provides a mathematical and computational guarantee that the global minimum, as well as all the stationary points, in the tangent plane distance function are found. The new methodology was successfully tested using several examples, involving as many as eight components, with NRTL as the liquid phase model and a cubic equation of state as the vapor phase model. In two cases, published phase equilibrium computations were found to be incorrect (not stable).
The guarantee that the phase stability problem is correctly solved clearly comes at the expense of additional computation time, which may become large as problem sizes become large. Thus, this procedure is not well suited for situations in which it would be used repeatedly inside some other iterative calculation, such a process simulator, or a stand-alone code for phase equilibrium. Instead, the most appropriate use for this procedure is as a final validation step, to determine whether the process simulator, or stand-alone phase equilibrium code, has in fact reached a correct result. The use of deterministic phase stability analysis in this context has recently been demonstrated by Burgos-Solórzano et al. [21] , who also show how the stationary point results can be used to provide corrective feedback in the case that a phase equilibrium result is determined to be incorrect. Figure 6 . See text for discussion.
