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Two-dimensional electronic systems have long attracted interest in the physics and material
science communities due to the exotic physics that arises from low-dimensional conﬁne-
ment. Studying the electronic behavior of 2D systems can provide insight into a variety
of phenomena that are important to condensed-matter physics, including epitaxial growth,
two-dimensional electron scattering and many-body physics. Correlation eﬀects are strongly
inﬂuenced by dimensionality, which determines the many-body excitations available to a sys-
tem. In this dissertation, I examine the electronic structure of two very diﬀerent types of
two-dimensional systems: valence band electrons in single layer graphene and electronic
states created at the vacuum interface of single crystal copper surfaces.The characteristics
of both electronic systems depend intimately on the morphology of the surfaces they inhabit.
Thus, in addition to discussing the respective band structures of these systems, a signiﬁcant
portion of this dissertation will be devoted to measurements of the surface morphology of
these systems.
Free-standing exfoliated monolayer graphene is an ultra-thin ﬂexible membrane and, as
such, is known to exhibit large out-of-plane deformation due to substrate and adsorbate
interaction as well as thermal vibrations and, possibly, intrinsic buckling. Such crystal
deformation is known to limit mobility and increase local chemical reactivity. Addition-
ally, deformations present a measurement challenge to researchers wishing to determine the
band structure by angle-resolved photoemission since they limit electron coherence in such
measurements. In this dissertation, I present low energy electron microscopy and micro-
probe diﬀraction measurements, which are used to image and characterize corrugation in
SiO2-supported and suspended exfoliated graphene at nanometer length scales. Diﬀraction
line-shape analysis reveals quantitative diﬀerences in surface roughness on length scales be-
low 20 nm which depend on ﬁlm thickness and interaction with the substrate. Corrugation
decreases with increasing ﬁlm thickness, reﬂecting the increased stiﬀness of multilayer ﬁlms.
Speciﬁcally, single-layer graphene shows a markedly larger short range roughness than multi-
layer graphene. Due to the absence of interactions with the substrate, suspended graphene
displays a smoother morphology and texture than supported graphene. A speciﬁc feature
of suspended single-layer ﬁlms is the dependence of corrugation on both adsorbate load and
temperature, which is manifested by variations in the diﬀraction lineshape. The eﬀects of
both intrinsic and extrinsic corrugation factors will be discussed.
Through a carefully coordinated study I show how these surface morphology measure-
ments can be combined with angle resolved photoemission measurements to understand the
role of surface corrugation in the ARPES measurement process. The measurements de-
scribed here rely on the development of an analytical formulation for relating the crystal
corrugation to the photoemission linewidth. I present ARPES measurements that show
that, despite signiﬁcant deviation from planarity of the crystal, the electronic structure of
exfoliated suspended graphene is nearly that of ideal, undoped graphene; the Dirac point is
measured to be within 25 meV of EF . Further, I show that suspended graphene behaves as a
marginal Fermi-liquid, with a quasiparticle lifetime which scales as (E−EF )−1; comparison
with other graphene and graphite data is discussed.
Image and surface states formed at the vacuum interface of a single crystal provide
another example of a two dimensional electronic system. As with graphene, the surface
quality and morphology strongly inﬂuence the physics in this 2D electronic system. However,
in contrast to graphene, which must be treated as a ﬂexible membrane with continuous height
variation, roughness in clean single crystal surfaces arises from lattice dislocations, which
introduce discrete height variations. Such height variations can be exploited to generate a
self assembled nano-structured surface. In particular, by making a vicinal cut on a single
crystal surface, a nanoscale step array can be formed. A model system for such nanoscale
self assembly is Cu(111). Cu(775) is formed by making an 8.5◦ viscinal cut of Cu(111) along
the [112¯] axis. The electronic states formed on the surface of this system, with a nanoscale
step array of 14 Å terraces, shows markedly diﬀerent behavior those formed on Cu(111).
In this dissertation, I show that the tunability of a femtosecond optical parametric oscil-
lator, combined with its high-repetition rate and short pulse length, provides a powerful tool
for resonant band mapping of the sp surface and image states on ﬂat and vicinal Cu(111)-
Cu (775) surfaces, over the photon energy range from 3.9 to 5 eV. Since the time scale
for excitation of the metal image state from the Cu surface state is comparable with the
electron-electron equilibration time scale, sharp features are measured due to resonant ex-
citation in the photoelectron energy distribution curves. In addition, I explore the range of
photon energies and optical intensities which may be used for this approach and show that
despite the relatively high pump intensity, the 250 kHz repetition rate of this laser ame-
liorates the space-charge broadening and electron-energy shifting even for photon energies
close to the vacuum edge.
The strong excitation conditions generated by a femtosecond laser pulse applied to a Cu
surface also allow the excitation and observation of a recently measured bulk state. In this
dissertation I show that angle-resolved, tunable, two-photon photoemission (2PPE) can be
used to map a bulk unoccupied band, viz. the Cu sp-band 0 to 1 eV below the vacuum
level, in the vicinity of the L point. This short-lived bulk band can be accessed using our
setup due to the strong optical pump rate. I describe how photoemission from this state
can be distinguished from photoemission from 2D states which is also present in the data.
In particular, the variation of the ﬁnal-state energy with }ω has a measured slope of ∼ 1.64
in contrast with values of 1 or 2 observed for 2PPE from two-dimensional (2D) states. This
unique variation illustrates the signiﬁcant role of the perpendicular momentum of initial and
ﬁnal states in interpreting 2PPE data.
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1.1 Two Dimensional Surface Systems
Advances in nanoscale science and engineering over the last decade have revolutionized the
world of materials, electronics, and optics. At the same time, improvements in the quality
of experimental probes have allowed researchers to examine the electronic structure and
dynamics of these nanoscale materials with new levels of precision in both energy and time.
Nanosystems of reduced dimensionality provide an excellent platform for examining the
emergent properties of complex systems. Low-dimensional surface systems, in particular,
allow for a ﬂexible and powerful approach to examining these phenomena, since they can
be readily fabricated and altered by self-assembly. Further, because of their open nature,
surface systems can be interrogated by the powerful momentum-selective probe of angular-
resolved photoemission.
One example of a nanostructured surface system is self-assembled nanowires on single
crystal metal surfaces. Ultrafast pump-probe measurements can be used to study lifetime
in these nanosystems with the goal of understanding the interrelation of dynamics and
conﬁnement in these artiﬁcially fabricated nanosystems. In particular, in this dissertation
I present work on a surface array patterned by natural self-assembly with Angstrom-scale
features, viz. the surface of Cu(775). Additionally, I explore a free-standing monolayer ﬁlm
1
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formed via exfoliation techniques, viz. monolayer graphene, and examine the physics of this
system using advanced photoemission and electron microscopy techniques.
First, I provide a brief overview of the physics in these systems. In particular, the unique
massless fermionic band structure of single layer graphene will be presented along with a
discussion of the surface morphology of graphene. The physics of electronic states at single
crystal metal surfaces will then be presented. Speciﬁcally, the formation of surface states
and image potential states at the vacuum interface of a single crystal metal will be discussed.
Finally, a brief discussion of unoccupied bulk states in single crystal metals will be presented.
1.2 Graphene
Graphene is a single monolayer of carbon atoms arranged in a two-dimensional honeycomb
lattice. It can be thought of as the building block for many carbon structures; fullerenes,
which are zero-dimensional spherical arrangements of carbon atoms are essentially wrapped
up graphene balls, carbon nanotubes are one-dimensional tubes of rolled graphene, and and
graphite is a three-dimensional structure composed of stacked graphene sheets. Despite
its ubiquity in these other forms, graphene was ﬁrst produced in isolated form only very
recently[9]. However, graphene has long been a subject of theoretical discussion, beginning
with a 1947 paper by P.R. Wallace, who used graphene as a starting point to study the
electronic structure of graphite[10].
The recent availability of monolayer-thick two-dimensional crystals such as graphene
and Boron Nitride has generated widespread interest in the physics and materials science
communities. In the case of graphene, in particular, the two dimensional nature of the crystal
in combination with its unusual massless Dirac fermions determines a host of intriguing
and unique transport phenomena, including graphene's half-integer quantum Hall eﬀect
(HE) and non-zero Berry's phase[11, 12]. Unlike most metals, undoped graphene has a
Fermi surface which consists of a set of 2 inequivalent points in momentum-space. Thus,
at zero temperature and zero doping, the density of states at the Fermi level vanishes. In
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Figure 1.1: (Left) Lattice structure of graphene. A and B designate sublattice sites and a1
and a2 the primitive lattice vectors. The δi designate nearest neighbors. (Right) Reciprocal
space of graphene showing Brillouin zone and primitive vectors of reciprocal lattice. This
ﬁgure is adapted from Ref. [1]
combination with the linear dispersion of low energy charge carriers, this vanishing density
of states is expected to lead to unusual band-renormalization eﬀects that are not seen in
Fermi-liquid systems such as unusually high electron-electron coupling.
1.2.1 Electronic Properties
The graphene unit cell contains two carbon atoms, denoted A and B in Fig. 1.1, separated
by a distance of 1.42. The two primitive lattice vectors have length
√
3a = 2.46 and
form a triangular lattice. Taken together, the two sublattices form the familiar hexagonal
lattice of graphene. The corresponding Brillouin zone (BZ) is also hexagonal, with reciprocal
space lattice vectors of distance 2/
√
3a. The BZ is shown in Fig 1.1. The Dirac points are
located at the two inequivalent corners of the BZ, labeled K and K'. They have positions in

















Each carbon atom in the graphene crystal is connected to its 3 nearest neighbors by
a σ bond formed by a hybridized sp2 orbital. This σ bond leads to the trigonal planar
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structure and is responsible for the enormous mechanical strength of the graphene lattice.
The remaining pz orbital is perpendicular to the planar structure and forms the pi and pi∗
bands, which give graphene it's unique electronic properties. Following the standard tight-






where t is the nearest-neighbor hopping energy and |RA〉 and |RB〉 represent the atomic
orbitals centered at the sublattice points A and B, respectively. The summation is performed
over all pairs of nearest neighbors in the crystal. Note that we do not include next-nearest-
neighbor terms as their contribution has a negligible eﬀect on the band structure for charge-
carriers in close proximity to the Fermi level.











where k = (kx, ky) is the 2D, in plane, momentum. This allows us to change bases and





where α(k) is expressed as:
α(k) = eikxa + 2eikya/2cos(
√
3aky/2) (1.6)


























c) d)Figure 1.2: Graphene band structure. (a) Valence band dispersion given by Eq. 1.7. (b)
Contour plot of conical dispersion in vicinity of K point. Successive equipotential lines are
separated by 200 meV.





3aky)cos(akx/2) + 4cos2(akx/2) (1.7)
where the plus and minus signs correspond to the conduction (pi∗) band and valence(pi) band,
respectively. A diagram of the valence band structure is shown in Fig x. The characteristic
Dirac cones are obtained by expanding the band structure around theK point as k = K+q.
This leads to the simple energy dispersion:
E± ≈ ±~vF |q| (1.8)
where vF is the Fermi velocity, given by vF = 3ta/2~. With t ≈ 2.8, the Fermi velocity is
≈ 106 m/s. This result is in stark contrast to the standard quadratic dispersion found in
most metallic systems, E(q) = q2/2m, (m is electron mass) where the group velocity, dE/dq,
is energy dependent. In the case of graphene the dispersion is linear and the group velocity
is a constant, independent of energy and momentum. Thus, the charge carriers in graphene
behave like ultra-relativistic particles and can be described by the two dimensional massless
Dirac Hamiltonian. The usual two-component Dirac spinors are replaced by eigenfunctions
composed of two "pseudospin" components that correspond to the A and B sublattice sites
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Figure 1.3: (a) Normal-normal correlation function in momentum space, G(q)/N , calculated
from Monte Carlo simulations of free standing graphene sheets as performed by Fasolino etal.
for ﬁnite graphene lattices of diﬀerent sizes[2]. Solid straight line gives harmonic power-
law behavior and dashed line shows anharmonic corrections. (b) G(q)/N as a function of
temperature. This ﬁgure is adapted from Ref. [2]
and the velocity of light is replaced by vF , which is ∼ 1/300 c.
1.2.2 Morphology of Graphene
Only a single atom thick, graphene is the ultimate example of a ﬂexible membranea true
2D crystal embedded in 3D space. Thus, in addition to the typical acoustic and optical
phonon modes encountered in most 3D solids which disperse as ωac(k) ∝ k and ωop(k) ∝
const, respectively, graphene has additional "ﬂexural" phonon modes which arise due to
the out-of-plane oscillations of its carbon atoms. The acoustic ﬂexural mode disperses as
ωﬂex(k) ∝ k2 for small k. The existence of such a ﬂexural mode has long been predicted to
cause crumpling of 2D membranes[13, 14, 15] and, thus, before its recent discovery, there
was signiﬁcant debate about whether graphene could exist in the free-standing state. Since
the ﬂexural modes disperse at k2, they dominate the behavior of structural ﬂuctuations at
long wavelengths.
The basic theory of ﬂexible membranes can be used to explain this crumbling tendency[16].
We treat the graphene sheet as a smooth 2D membrane and represent the local height as
h(r), where r is the in-plane coordinate. The sheet is then parameterized by R = (r, h(r))
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and the local surface normal is given by:
N =
z−∇h√
1 + (∇h)2 (1.9)
where ∇ = (∂x, ∂y) is the gradient operator in 2D. For a perfectly ﬂat graphene sheet, the
surface normals at all r are aligned and ∇·N = 0. The spontaneous creation of ripples costs










where the second expression is valid in the limit that (∇h)2  1. Taking a Fourier transform







We can now quantize the problem by introducing a momentum operator, Pk, which












where σ is the 2D mass density of the sheet. This is easily recognized as the equation
for simple harmonic motion in h with a frequency given by ωﬂex =
√
κ/σ k2. From this
result it is straightforward to see why the existence of long-wavelength phonons should
cause crumpling in 2D sheets[16]. The number of ﬂexural modes per unit area at a given



















The resulting integral is logarithmically divergent as k → 0. For a system with ﬁnite
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size, L, we can obtain a ﬁnite value for the integral by replacing the lower limit of integration

















Unfortunately, the above result only produces a well ordered system if L  LT . How-
ever, for graphene κ ≈ 1 eV [2] and σ ≈ 7.5 × 10−7 kg/m2 we ﬁnd LT ≈ 1 Å at T ≈
300 K, which means that free-standing graphene should always crumple at room tempera-
ture. However, note that the above discussion is only valid in the harmonic approximation,
where the ﬂexural modes of graphene can be considered to be decoupled from the stretching
modes. Recently, Fasolino, et.al. have proposed that, at a critical wavelength of ∼ 20 nm,
anharmonic corrections, which couple the bending and stretching modes, become dominant
and prevent the membrane from crumpling (see Fig. 1.3) [2]. Through the use of Monte
Carlo simulations of free standing graphene sheets, they have shown that the harmonic ap-
proximation is only valid for ﬂexural phonons with wavelengths < 20 nm. At larger length
scales coupling between the bending and stretching modes eﬀectively damps long-wavelength
phonons[2].
1.3 Two Dimensional Electronic States on Single-Crystal Metal
Surfaces
"God made solids, but surfaces were the work of the devil." -Wolfgang Pauli
Due to the very large number of atoms present in a macroscopic solid, exact theoret-
ical formulations of solid-state physics are essentially impossible to solve. Thankfully, for
a very large class of materials, one can derive many of the basic properties of condensed-
matter systems by exploiting the translational symmetry of an ideal crystalline lattice to
reduce the number of free parameters from an insurmountable 1023 to a manageable hand-
ful. Thus, most theoretical models in solid state physics are based on the assumption of a
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perfect crystalline lattice that extends inﬁnitely in all directions. Such a description allows
the application of a number of mathematical symmetry operations, which makes the prob-
lem tractable while still providing a good approximation to derive the basic macroscopic
properties of a solid.
The introduction of a surface, however, complicates this approach. In particular, surface
atoms have fewer neighbors than their bulk counterparts. Thus, chemical bonds must be
broken to form the surface which costs energy. Additionally, due to the changes in chemical
bonding, surface relaxations and reconstructions are common; surface atoms are displaced
from the ideal positions they would occupy in the bulk. Even if one neglects these shifts
in atomic positions and models a surface as a truncated bulk (with its atoms at bulk-like
positions), new physics arises since the model system is no longer inﬁnite in all directions.
Thus, the electronic structure in the vicinity of the surface of metals and semi-conductors
is markedly diﬀerent than that of the bulk due to the abrupt termination of the crystal
lattice. In particular, surface states are formed, which are new electronic states localized to
the few atomic layers closest to the surface. Such states exist within energy regions which
are band gaps for the bulk and are, thus, not degenerate with any bulk bands. Additionally,
if the bulk is metallic or semiconducting, a bound series of unoccupied states can form due
to the attraction of an electron near the surface of the bulk to its "image charge." In this
section, I present a brief review of the physics of surface states and image states.
1.3.1 Surface States
In general, the mathematical formalism used to determine the band-structure near the sur-
face is more complicated than in the bulk, due to the broken symmetry along the direction
perpendicular to the metal-vacuum interface. The translational symmetry which is normally
assumed in the derivation of standard electronic Bloch states only applies along the direction
parallel to the surface. However, a simple one-dimensional model can be used to understand
the basic origin of surface states. In general, a 1D crystal potential with periodicity a can
be written as a Fourier sum:

















Figure 1.4: Formation of 1D Shockley surface state. (a) Energy bands along k⊥for one-
electron bulk states. (b) Nearly-free electron model with cosine potential along a semi-
inﬁnite linear chain. (c) Real part of the wave function for Shockley surface state.
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z;n = ±1,±2, ... (1.15)
Consider, now, the case where the crystal has a periodic, but weak potential (so that
the nearly-free electron model can be used) with the surface located at z=0. Keeping only




a z) z > 0
0 z < 0
(1.16)
where the surface is located at z = 0 and z > 0 corresponds to the bulk and z < 0 to the
vacuum.
Very far from the surface we can neglect the eﬀect of termination of the crystal and the
solution of the 1D Schrödinger for this potential takes on the standard Bloch wave form. Near
the Brillouin-zone boundary (k ∼ pi/a) electrons are scattered from the k = pi/a state to the
k = −pi/a state. Thus, the solutions have the form ψ(z) = eikz(A + Bei(2pi/a)]z). Plugging
this form into the Schrödinger equation with the V (z) potential it is straightforward to show
that at the zone-boundaries the free-electron parabola splits and allowed and forbidden bands
arise with a band gap of 2V . This band structure is shown in Fig. 1.4. To extend these
solutions to include the surface contribution we match this Bloch wave solution in the bulk
onto a decaying exponential outside the bulk. Such a piecewise solution can be found for
every possible energy eigenvalue within the allowed band. Thus, the corresponding energy
levels are only slightly modiﬁed from those of the inﬁnite bulk.
However, the presence of the surface allows us to introduce an additional solution by
considering complex values of k, k = p ± iq, where we again consider solutions near the
zone-boundary, p = pi/a:
ψ(z) = e±qzeipz(A+Bei(2pi/a)z) (1.17)
This class of solutions is forbidden for the inﬁnite bulk crystal because the exponential
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term e±qz diverges at +∞ or -∞. However, for the semi-inﬁnite crystal considered here we
can consider the following solution:
ψ(z) =
 e
−qzeipz(A+Bei(2pi/a)z) z > 0
C eq
′z z < 0
(1.18)
where, again, z > 0 corresponds to the bulk and z < 0 to the vacuum. Clearly, this solution
decays to zero at both +∞ and -∞. The coeﬃcients A and B are chosen to be A = eiδ and
B = e−iδ, where δ ranges from -pi/2 to 0 corresponding to the bottom and top of the band
gap, respectively. After some calculation, the solution inside the crystal can then be written
as:
ψ(z) = A′ e−qz cos[(pi/a)z + δ] (1.19)
The coeﬃcients A′ and C are then chosen to match ψ and dψ/dz at the surface. In
general, there is always a region in the gap, 0 > δ > −pi/2, where the two wavefunctions
can be matched and a surface state can exist. From the form shown in Eq. 1.18 it is clear
that the wavefunction is localized at the surface and decays exponentially into the vacuum
and into the bulk. An example of Re[ψ] is shown in Fig. 1.4
We have shown that such a state can exist in the free-electron model. Such states can
also be shown to arise starting with the tight-binding model. In the literature, these surface
gap states are often denoted as Shockley states[17] or Tamm states[18] depending on whether
they can be mathematically described by the nearly-free electron model or the tight-binding
model, respectively.
1.3.2 Image States
Image states are two-dimensional quantized electronic states that form at the surface of
a metal or high-dielectric-constant crystal[19, 20, 21, 22, 23]. They form as a result of
the electrostatic attraction between an electron above the surface of the crystal and its
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corresponding "image charge" in the bulk[19, 20]. In the presence of a projected surface
band gap in the bulk a crystal barrier will be present for electrons of particular values
of E and k‖, preventing those electrons from being recaptured by the metal. Thus, a
series of bound states are formed with a Rydberg-like progression of energies. Image states
generally have longer lifetimes (20 - 100 fs) than bulk states due to the fact that the image
state wavefunction is largely localized outside the metal with minimal penetration into the
bulk. Image states are, however, sensitive to surface conditions and will be modiﬁed by the
presence of adsorbates, step edges or surface roughness. Thus, these states are of interest
because of their applicability to other areas of condensed-matter physics. They provide a
useful model system with long lifetimes and precise energy eigenvalues to study the physics
of two-dimensional electronic systems. Additionally, image states form on a very wide range
of metallic surfaces and will change in character based on the underlying properties of
the crystal surface. Thus, the study of image states can provide insight into a variety of
phenomena that are important to condensed-matter physics, including epitaxial growth,
two-dimensional electron scattering and low-dimensional conﬁnement.
Figure 1.5 shows an idealized image-state system. The simplest way to calculate the
energy spectrum of the system is to assume that the crystal barrier is inﬁnite. The potential,





where z is the distance from the electron to the metal surface. The problem is, then,






This simple treatment yields some useful results which aid in a basic understanding
of image states. First, one observes that the spacing between successive Rydberg states
CHAPTER 1. INTRODUCTION 14
decreases as 1/n2 so that higher order states become more diﬃcult to resolve by experimental
techniques. However, it can also be shown that the z-position of the maximum value of the
wavefunction scales as n2, which means that higher order states are more decoupled from
the bulk and, thus, longer lived with smaller widths in energy space.
A more precise treatment of the image state spectrum can be obtained by considering
the phase shift of the electron wavefunction at its turning points. Denoting the phase shifts
at the crystal barrier and Coulombic barrier as φc and φb, respectively, we can write the
condition for a stationary state as :
φc + φb = 2pin (1.22)
where φc and φb vary with the energy of the state. The phase shift at the Coulombic barrier,
φb, was implicitly contained in the previous simpliﬁed model. However, by introducing an
inﬁnite crystal barrier, we have ignored any potential penetration of the image state into the
bulk, which eﬀectively ﬁxes φc at pi. By taking into account the variation in φc with energy
(and from one metal to another) we can model penetration of the wavefunction into the



























Figure 1.5: (Left) Electric ﬁeld lines around an image state electron in the vicinity of a
metal surface. (Right) Idealized image-state system. Diagram shows electrostatic potential




A wide range of specialized experimental techniques were employed in the investigations
described in this dissertation. In this chapter I review basic principles underlying these
experimental techniques and provide details about the speciﬁc experimental setups used to
acquire data. I also describe the sample preparation procedures used to obtain both sus-
pended and supported graphene as well as a well ordered nano-structured Cu(775) surface.
2.1 Spectroscopic Photoemission and Low Energy Electron
Microscopy
2.1.1 Review of Low Energy Electron Microscopy
Low energy electron microscopy (LEEM) is a UHV surface imaging technique developed by
Ernst Bauer and Wolfgang Telieps in 1985. In contrast to scanning microscopy techniques
such as scanning electron microscopy (SEM) or scanning tunneling microscopy (STM), which
require an electron beam or probe to be focused on a small spot and scanned across it,
LEEM is a true imaging technique, i.e., all imaging pixels are acquired simultaneously from
the illuminated area on the surface. This enables dynamic processes to be studied in real
time. Additionally, LEEM diﬀers from other electron microscopy techniques in that typical
electron energies are on the order of 1 - 100 eV. Thus, the technique is highly surface sensitive
16
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and allows the probing depth of the electron beam to be tuned by varying the energy.[3]
The basic setup of a LEEM instrument is shown in Fig. 2.2. High energy electrons
(15 - 20 keV) are emitted from an electron gun and pass through a series of condenser
lenses which focus and position the beam. The electrons are then sent through a magnetic
beam separator (used to separate the incoming from the outgoing beams) and an objective
lens before impinging on the sample. The sample is held at a very high voltage while the
electron gun and objective are grounded such that the incoming electrons are decelerated
to "low" energies before interacting with the surface. Backscattered electrons are then re-
accelerated to high energies as they move away from the surface before passing back through
the objective lens. The beam separator steers the backscattered electrons into the imaging
column, after which they are detected by an imaging plate or screen.
Multiple contrast mechanisms exist in LEEM depending on the electron energy used and
the speciﬁcs of the sample being probed. At typical LEEM energies, the cross section for
elastic backscattering from the surface atoms depends both on the electron energy and on
the chemical species of the scattering atom. In particular, the backscattering cross section
is a non-monotonic function of nuclear charge, which allows one to image light adsorbates
which may be present on substrates composed of heavier atoms. Additionally, the reﬂection
coeﬃcient for a crystalline solid varies strong with electron energy due to the band structure
of the material; incident electrons with energies corresponding to band gaps in the material
will be reﬂected with high probability, while those with energies that can be matched onto
electronic states in the crystal will penetrate into the material. This phenomenon is identical
to that encountered in an analysis of low-energy electron diﬀraction. Thus, a natural contrast
mechanism for LEEM is based on local diﬀerences in the diﬀractions conditions, which occur
if the periodicity of the sample varies as a function of location along the surface due to strain
ﬁelds, dislocations, or local variations in surface structure or crystal orientation. This type of
contrast is normally called "bright ﬁeld contrast" if specularly reﬂected electrons are imaged.
If the sample contains regions with diﬀerent crystal orientations it can be useful to image
non-specularly diﬀracted beams, which is called "dark ﬁeld contrast." Another contrast
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Figure 2.1: LEEM contrast mechanisms. (a-c) Diﬀraction contrast: (a,b) bright ﬁeld, (c)
dark ﬁeld. (d, e) Interference contrast: (d) geometric phase contrast, (e) quantum size
contrast. Figure adapted from Ref. [3]
mechanism is interference contrast due to surface steps or thin ﬁlms, called "geometric
phase contrast" and "quantum size contrast," respectively. Both mechanisms result from
the interference caused by the diﬀerence in optical path-length for electrons reﬂected from
the terraces bordering a step or from the top and bottom of a thin ﬁlm. The quantum size
eﬀect is analogous to the eﬀect produced by a Fabry-Pe´rot interferometer and is very useful
for thin ﬁlm growth studies by LEEM.[3] These LEEM contrast mechanisms are illustrated
in Fig. 2.1
2.1.2 Nanospectroscopy Beamline at ELETTRA
All of the graphene measurements described in this dissertation were made using the Spectro-
scopic Photoemission and Low Energy Electron Microscope (SPELEEM) at the Nanospec-
troscopy beamline at the Elettra Synchrotron light source[24]. The SPELEEM is a versatile
multi-technique microscope that combines low-energy electron microscopy (LEEM) with
energy-ﬁltered X-ray photoemission electron microscopy (XPEEM). The microscope images
surfaces, interfaces and ultra-thin ﬁlms using a range of complementary analytical charac-
terization methods[25, 26]. When operated as a LEEM, the microscope probes the specimen
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using elastically backscattered electrons. As described above, LEEM is highly sensitive to
the surface crystalline structure and, due to the favorable backscattering cross-sections of
most materials at low energies, allows image acquisition to be obtained at video frame rates.
The lateral resolution of the microscope for LEEM imaging is currently below 10 nm. In
XPEEM mode, the specimen is probed using the beamline photons, provided by an undu-
lator source; thus, the technique is sensitive to the local chemical and electronic structures.
Laterally resolved versions of synchrotron-based S-ray absorption (XAS) and photoemission
spectroscopy (XPS) are possible. The principle of operation for X-ray photoemission will
be described in section 2.3. the The lateral resolution in XPEEM approaches a few tens of
nm.[27]
Along with real-space imaging, the SPELEEM microscope is capable of micro-probe
diﬀraction imaging, i.e. laterally restricted low-energy electron diﬀraction (µ−LEED) and
angle-resolved photoemission electron spectroscopy (µ−ARPES) measurements when prob-
ing with electrons and photons, respectively. In diﬀraction operation the microscope images
and magniﬁes the back focal plane of the objective lens. In ARPES mode, the full angular
emission pattern can be imaged on the detector up to a parallel momentum of ∼ 2Å−1;
at larger parallel momentum the transmission of the microscope decreases. All diﬀraction
measurements are restricted to areas of ∼ 2 µm in diameter, which are selected by insert-
ing a ﬁeld-limiting-aperture into the ﬁrst image plane along the imaging-optics column of
the instrument. Thus, the microscope enables measurements on samples that are homoge-
neous over areas of a few square microns. The energy resolution of the SPELEEM is 300
meV and the momentum resolution of the microscope when operated in diﬀraction mode
(LEED or ARPES) is ∼ 0.045 Å−1. This value for the momentum resolution was obtained
from calibration on a standard tungsten crystal; measurements using this crystal showed
that the value changed by less than 5% as the kinetic energy of photoemitted electrons (or
backscattered electrons for the case of LEED) increased from 25 to 100 eV. Speciﬁcally, the
momentum resolution was observed to increase from 0.044 Å−1 at 25 eV to 0.046 Å−1 at
100 eV.








Main Chamber Sample Prep 
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Figure 2.2: (Left) Schematic of SPELEEM microscope. (Right) Details of imaging column
and electron analyzer.
Basic introductions to the techniques of LEED and ARPES will be presented in sections
2.2 and 2.3, respectively.
2.2 Low Energy Electron Diﬀraction
2.2.1 Review of Low Energy Electron Diﬀraction
Low energy electron diﬀraction (LEED) is a useful tool for determining the surface struc-
tural properties of both crystalline and amorphous materials. In a standard LEED setup
a coherent electron plane wave with ﬁxed energy and momentum is directed at a sample
mounted in an ultra-high vacuum chamber. The far-ﬁeld scattered electron intensity is then
recorded as a function of scattering angle. Analysis of the resulting diﬀraction pattern pro-
vides useful information about the atomic structure of the sample. Typical electron energies
range from 10 to 500 eV; thus the electron wavelengths are on the order of the distances
between atoms in the sample (a few Å). Due to the strong interaction between electrons
and atoms, the penetration depth of the incident electron beam is typically less than 10 Å.
Due to surface sensitivity of LEED and the need to verify that one has a clean, well or-
dered surface, a LEED setup is commonplace on nearly all UHV chambers that are employed
for use in surface science experiments. A typical LEED setup is diagrammed in Fig. 2.3.
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Ewald sphere
Figure 2.3: (Left) Schematic of a three-grid LEED unit. This ﬁgure is adapted from Ref. [4]
(Right) Ewald sphere construction for LEED scattering. k and k′ represent incoming and
outgoing momentum vectors and K = k′ − k. The 2D reciprocal lattice points are plotted
along the kx direction with vertical rods extending from each point. The scattering condition
K‖ = G‖ can be fulﬁlled for every point at which the sphere crosses a reciprocal-lattice rod.
The (1 0) scattering condition is shown explicitly.
Electrons generated by a heated cathode ﬁlament are accelerated and focused by a series of
electrostatic lenses: A, B, C and D. The acceleration energy is determined by the potential
between the cathode and apertures A and D, while apertures B and C are used to focus the
electron beam. The last aperture, D, is grounded as is the sample and the ﬁrst grid in front
of the ﬂuorescent screen; thus, electrons traveling towards sample as well as the scattered
electrons propagate in a ﬁeld free region. The backscattered electrons are detected by the
ﬂuorescent screen, which must be kept at a large positive bias (∼ 5 keV) with respect to the
ﬁrst grid since only high energy electrons can cause the screen to ﬂuoresce. A middle grid
is positioned between the ﬁrst (grounded) grid and the screen and kept at a slight negative
bias in order to suppress inelastically scattered electrons.
CHAPTER 2. EXPERIMENTAL TECHNIQUES 22
2.2.2 Theory of LEED
In general, "slow" electrons interact very strongly with atoms in a solid, making an exact
theoretical description of the LEED process rather complicated. In particular, multiple
scattering events must be taken into account, which means the standard Born approximation
is not suﬃcient. However, many of the essential features of a LEED experiment can be
adequately described by the so-called kinematic theory, in which only single scattering events
are taken into account. A brief description of the kinematic theory of LEED will be presented
here.
We begin by assuming that the incident and scattered waves are both plane waves
described by ψ ∝ ei(k·r−Et/~). The scattering probability from an incident state, ψi, with
wavevector k, to a ﬁnal state, ψs, with wavevector k′, is proportional to the square of the








dtψ∗s(r, t)V (r)ψi(r, t) (2.1)
where V (r, t) is the time-dependent potential that describes the interaction of the incident
electrons with the crystal surface. V (r, t) can be written as a sum over the individual atomic
contributions as:




where v is the interaction potential of a single atom and n = (n1, n2, n3) labels the atoms
in the primitive lattice, which have time varying positions given by ρn(t). Inserting our











where K = k− k′ and f(K) is the atomic scattering factor obtained by taking the Fourier
transform of v(r). We now explicitly separate the atomic position vectors into static com-
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ponents parallel and perpendicular to the surface, as well as a time varying component that
represents displacement from equilibrium: ρn(t) = r‖n+r⊥n+sn(t). Inserting this deﬁnition
into Eq. 2.3 the resulting scattering amplitude can be separated into an elastic term and
an inelastic term. The inelastic term arises from the time dependence in sn(t) and contains
information about interaction with surface vibrational modes (phonons). Our main concern











In the τ → ∞ limit, the integration over t yields an energy-conserving delta function,
δ(E′ − E), as expected. The sum over n is essentially a sum over surface atoms since the
penetration depth of the incident LEED beam is limited to a few surface layers. Thus, we




where n1 and n2 are integers and a1 and a2 are primitive lattice vectors in the surface
plane. If we let n1 and n2 run to inﬁnity, the summation in 2.5 is non-zero only when
K · a1 = 2pih and K · a2 = 2pik, where h and k are integers. This condition expresses the
familiar conservation of parallel momentum:
K‖ = k′‖ − k‖ = G‖ (2.6)
where G is a primitive vector of the reciprocal lattice. Thus, in the basic kinematic inter-
pretation of LEED, scattered intensity is found only when the change in parallel momentum
of the scattered electron beam matches the parallel component of a reciprocal lattice vector.
The same conservation of momentum is not found in the perpendicular direction, because,
as noted above, the summation in 2.5 runs only over the atoms in the top-most layers.
A common visualization tool for illustrating the LEED diﬀraction condition is the Ewald
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sphere, shown in Fig. 2.3. Along a grid in reciprocal lattice space the wave-vector of the
incoming electron, k, is positioned with its end at the (0,0) reciprocal lattice point and a
sphere is constructed along its starting point. Vertical rods are then constructed starting at
each point of the reciprocal lattice. The scattering condition K‖ = G‖ is then fulﬁlled at
the locus of points for which the Ewald sphere crosses a reciprocal-lattice rod.
2.2.3 Experimental Setup for LEED measurements
The LEED experiments described in this dissertation were performed using two instruments.
LEED experiments performed on stepped Cu surfaces used a standard three-grid LEED sim-
ilar to the one described above. LEED data obtained on suspended and supported monolayer
graphene described in chapter 3 was taken with the SPELEEM microscope in operation at
the Nanospectroscopy Beamline of the Elettra Synchrotron light source. Although the exper-
imental setup for the SPELEEM microscopy diﬀers from that of a conventional LEED setup,
the underlying principle is the same. As described in section 2.1.2, diﬀraction measurements
can be taken by imaging the back focal plane of the objective lens. Additionally, laterally
restricted electron diﬀraction measurements are possible with the SPELEEM microscope
by inserting a ﬁeld limiting aperture into the ﬁrst image plane along the imaging-optics
column of the instrument. This allows regions as small as 2µm to be examined by LEED.
Such lateral resolution is not possible with a conventional LEED setup, which employs an
electron beam several mm in size.
2.3 Photoemission Spectroscopy
2.3.1 Review of Photoemission Spectroscopy
Photoemission Spectroscopy (PES) is a decades-old experimental technique that has been
reﬁned over the years and is still extensively used to study core levels and valence bands in
a wide range of systems, ranging from simple monatomic gases to complex structures such
as high-temperature superconductors. The ﬁrst experimental detection of photoemission
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was by Heinrich Hertz in 1887[28]. In the earliest experiments monochromatic radiation,
obtained by passing light from a continuum source through a prism monochromater, was
focused onto the surface of a potassium or sodium sample in a vacuum tube. Liberated elec-
trons then traveled to a second metal plate within the vacuum, where the current generated
was measured as a function of retarding voltage. Thus, the maximum kinetic energy of the
photoelectrons could be determined by adjusting the retarding voltage until the current was
completely suppressed. It was found that this energy depended on both the frequency of the
incident radiation and the metal under investigation. Since these early experiments predate
the development of modern quantum mechanics, the photoelectric eﬀect, which cannot be
adequately explained with the classical theory of electromagnetic radiation, was not fully
understood at the time. However, in 1905 Einstein was able to explain the eﬀect by invoking
the quantum nature of light.[29] The basic equation governing the phenomenon is:
eU = KEmax = ~ω − φ (2.7)
where U is the retarding potential, KEmax the maximum electron kinetic energy, ω the
frequency of light, and φ the work function of the metal under investigation. Thus, the
most energetic electrons are those closest to the Fermi level that absorb all the energy of an
incoming photon, ~ω, and lose the minimum energy required to escape the metal, φ.
In principle, modern PES studies are performed in the same way as those early ex-
periments were. Fig. 2.5 shows a schematic of a modern PES experiment. Experiments
are performed under ultra-high vacuum (UHV) conditions with pressures in the 10−10 torr
range. Monochromatic light with photon energy ~ω and vector potential A impinges on
the sample. A wide range of monochromatic photon sources are available, including laser
radiation, gas discharge lamps, and synchrotron light sources. Together, these light sources
provide a very wide range of photon energies, from a few eV from laser radiation all the
way up to 1 keV or more from synchrotron sources, enabling the researcher to study a
large variety of systems and phenomena including surface states, chemical bonding, valence
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bands and core levels. The polarization and angle of incidence of the radiation can also
be varied to access diﬀerent electronic states in the system. The photoemitted electrons
are detected and counted by an electron detector (usually a microchannel plate (MCP) or
charge-coupled device (CCD)) after passing through an electrostatic energy analyzer, which
determines their ﬁnal-state kinetic energy, KEf . In angle-resolved experiments the emission
angle, (θ, φ), of the photoemitted electrons is also recorded. In some experiments, the spin
of the photoemitted electrons is also detected.
Figure 2.5 shows a typical photoemission electron energy distribution curve and its re-
lation to the energy band structure of a hypothetical metal with core levels and a valence
band. As is shown, by plotting the total number of photoemitted electrons as a function
of ﬁnal state kinetic energy, a replica of the band structure of the solid is generated. Final
state kinetic energies are referenced to the vacuum level, EF, while binding energies in solids
are generally referenced to the vacuum level, EV. Thus, if the work function of the material
under investigation is known, (φ = EV - EF), the binding energy of the initial states can be
easily calculated from the ﬁnal state kinetic energies according to:
KEf = ~ω − φ− |EB| (2.8)
Additionally, parallel momentum, k‖, is conserved in the photoemission process, so k‖ for







2.3.2 Angle resolved Ultraviolet Photoemission Spectroscopy
The energy states of a metal or semiconductor are characterized by single-electron energies,
E, and wavevectors, k. It is the goal of angle-resolved ultraviolet photoemission spectroscopy
(ARUPS) to determine the band structure by mapping this E(k) relationship[30, 31, 32, 33,















Figure 2.4: (Left) Typical PES setup. A light source provides photons of energy ~ω and
vector potential A. The emission angle, (θ, φ), and kinetic energy, KE, of photoemitted
electrons are measured. Figure adapted from Ref. [5] (Right) Energy level diagram showing
core levels and valence band in a solid sample along with the corresponding angle integrated
energy distribution curve for photoemitted electrons. EF and EV refer to Fermi level and
vacuum level, respectively.
6]. In the simplest model of photoemission, the transitions are vertical in a reduced zone
scheme; they occur without the participation of other excitations.
The three-step model is the most commonly used model for the interpretation of photoe-
mission spectra of solids.[34]. The PE process is broken up into 3 basic steps: the excitation
of the photoelectron from its initial state to an excited state within the crystal, travel from
the bulk to the surface, and escape from the surface into the vacuum. Although the process
is purely phenomenological (in reality, the photoemission process occurs as a single step)
it is adequate to describe many aspects of PE. The ﬁrst step is considered within the re-
duced zone scheme and is a direct transition, meaning that the momentum of the electron
is conserved up to a reciprocal lattice vector. If the photon has energy in the soft-UV range
(which is the case for valence band ARUPS), its momentum can be neglected. The equation




|M(kf ,ki)|2 δ(Ef − Ei − ~ω)δ(kf − ki −G) (2.10)
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where the delta functions explicitly conserve energy and momentum and the transition
matrix, M, is evaluated between an initial and ﬁnal state block waves within dipole approx-




(A · p) (2.11)
In the ﬁnal step, the electrons that are able to escape are those that have suﬃcient kinetic
energy to overcome the surface potential barrier. As indicated in Eq. 2.10, the initial step
preserves total electron momentum. However, in the ﬁnal step as the electrons cross the
surface potential barrier, they lose perpendicular momentum and only k‖is conserved. There
are several methods that exist to determine k⊥. In particular, if one has knowledge about the
intermediate excited state into which the electron is excited before escaping into the vacuum
it is straightforward to calculate k⊥since the ﬁrst step in the 3-step process preserves total
momentum. This is illustrated schematically in Fig. 2.5 (Left). Such information can come
from ab initio band structure calculations. However, if the photon energy is suﬃciently
high, such that the intermediate excited state is many eV above EF , it is more common to
assume that this intermediate state "free-electron" like. One then simply uses the standard
free-electron dispersion, ~2k2/2m, shifted below the vacuum level by the so-called "inner
potential" of the metal.
2.3.3 Two-Photon Photoemission
The ARPES techniques described above can only be used to access occupied crystal states.
In order to probe unoccupied states one must use an alternative technique such as inverse
photoemission (IPE) [35, 36, 37] or two-photon photoemission (2PPE) [23, 38, 39, 20, 40,
41, 42, 43, 44, 45, 46, 47]. All of the data presented in this dissertation on unoccupied states
of ﬂat and stepped Cu surfaces was collected using two-photon photoemission. Thus, in this
section I present a brief review of 2PPE.
The basic 2PPE scheme is illustrated in Fig. 2.6. An electron from an occupied state
CHAPTER 2. EXPERIMENTAL TECHNIQUES 29
Figure 2.5: (Left) Three-step model of photoemission. (Right) Excitation within the reduced
















Figure 2.6: Excitation process for two-photon photoemission. A photon of energy ~ω1 is
absorbed by an occupied state electron at time t = 0. The electron makes a transition from
a bound state below EF to an intermediate state with energy Ei, where EV < Ei < EF .
At a later time a second photon of energy ~ω2 excites the electron to a free state above the
vacuum level.
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below the Fermi level is pumped to a bound, unoccupied state of the crystal, before being
excited above the vacuum level by absorption of a second photon. After excitation to a free
state in the vacuum, the detection process is identical to that of single photon photoemission.
Since the process is, by deﬁnition, a second order process, high photon ﬂuxes are required in
order to acquire a good signal-to-noise ratio. Additionally, low photon energies are needed
for the pump pulse since the total energy of the pump must be less than the work function to
avoid ejecting electrons directly into the vacuum. For this reason, pulsed laser photon sources
are used for 2PPE. Pulsed laser sources are also naturally suited to making time-resolved
measurements. If the ﬁrst pulse has a diﬀerent energy than the second pulse (bichromatic
2PPE), a time delay can be introduced between the pump and probe pulses which can be
exploited to measure ultrafast dynamic eﬀects[40, 41, 42, 44, 45, 46, 47].
While a number of condensed-matter systems have been examined using 2PPE, the
technique has been used most fruitfully for the study of the electronic-band structure of
normally unoccupied image and related surface states on metal surfaces [23, 38, 39, 20, 40,
41, 42, 44, 45, 46, 47]. In addition, the use of time-resolved capability, which is inherent to
2PPE measurements, enables direct determination of ultrafast quasiparticle inelastic decay
and thus the measurement precision of scattering in image states has developed to be of the
order of several femtoseconds [40, 41, 42, 44, 45, 46, 47]. The technique of 2PPE has even
been successfully applied to probe empty bulk states, which are inaccessible to photoemission
spectroscopy [48, 49, 50, 51, 52, 53]. The signals from such bulk states are relatively weak in
comparison to image and molecular states because of their relatively short lifetimes, which
are dominated by electron-electron scattering[53]. More recently, 2PPE has been used to
map the unoccupied bulk states in the vicinity of the L-point below the vacuum level[53].
Finally, entirely new and potentially very powerful applications of time-resolved 2PPE have
also been demonstrated, such as detection of periodic motion of electron wave packets [54],
motion of adsorbate atoms [55], coherent control of currents[56], hot electron dynamics[57],
plasmon dynamics[58, 59], and dynamics of electron transfer, localization, solvation, as well
as polaron formation[60, 61, 62, 63, 64, 65].
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Figure 2.7: Femtosecond laser system and vacuum system.
2.3.4 Experimental Setup for 2PPE with Femtosecond Laser System
The setup used to collect the 2PPE data described in this dissertation is diagrammed in
Fig. 2.7. The laser system uses an ultrafast Ti:Sapphire pulse source, the pulses of which
are ampliﬁed in a regenerative ampliﬁer, and then used to drive an optical parametric
ampliﬁer to provide a tunable source of visible light. This output is then converted to UV
wavelengths by second harmonic-generation in a 1 mm BBO crystal, thus producing a train
of 90 fs tunable UV pulses. The range of available wavelengths is ∼ 340 - 250 nm, which
corresponds to a photon energy range of 3.6 - 5 eV. The laser has a 250 KHz repetition
rate and produces pulses with total energies of the order of 1 nJ. The UV wavelength is
determined using a 0.25 m monochromator with a wavelength accuracy of about ± 1 nm
corresponding to ± 20 meV error in the UV photon energy.
Photoemitted electrons are collected using a 160◦ (36.5-mm radius) spherical-sector en-
ergy analyzer. The acceptor cone of the detector yields a momentum resolution of δ k‖=
0.03Å−1; the energy resolution was set to ∼50 meV, a value greater than the energy res-








Figure 2.8: Supported and suspended graphene samples (a) Optical microscopy image of
monolayer and multilayer supported graphene sample. (colors enhanced to show contrast).
(b) LEEM image of the same sample. Numbers indicate graphene thickness in ML. (c)
XPEEM image of Au 4f 7/2 core level taken at edge of Au wire on graphene. (d) Intensity
proﬁle along red dashed line in (c). (d) Schematic of suspended-graphene sample conﬁgu-
ration. (e) Optical micrograph of sample containing suspended monolayer graphene (MLG)
and few-layer graphene (FLG).
olution limit of the short optical pulse of ∼ 20 meV bandwidth. The laser incidence was
ﬁxed at 70◦ and the angular resolution was achieved by rotating the detector about a ﬁxed
sample.
2.4 Sample Preparation
2.4.1 Graphene Sample Preparation
Graphene samples were extracted by micro-mechanical cleavage from Kish graphite crystals
(Toshiba Ceramics, Inc.) and placed onto an SiO2-thin-ﬁlm layer on an Si substrate using
the standard micro-mechanical exfoliation technique[9]. The suspended graphene samples
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were obtained through the use of a patterned substrate, in which cylindrical cavities 5 µm in
diameter were etched to a depth of 500 nm. A sketch of the sample conﬁguration is shown
in Fig. 2.8 along with an optical micrograph. Great care was taken to eliminate any source
of surface contamination during sample preparation, ensuring that the graphene surface
under study was pristine. In particular, no photo-lithographic patterning techniques were
used on the graphene sheets. To avoid charging the substrate under photon and electron
beam irradiation, the graphene ﬂakes were grounded by Au/Cr stripes evaporated through
a metal shadow mask. Prior to the experiments with the electron microscope, all samples
were inspected with an optical microscope to identify the thinnest ﬂakes [66].
After preparation the samples were placed into a UHV chamber with a base pressure
of 2 × 10−10 mbar, and the surface cleaned via low-energy electron irradiation to elimi-
nate adventitious hydrocarbon molecules adsorbed during prior atmospheric exposure[67].
XPEEM with 403 eV photons was employed to examine the graphene sheets for impurities
that may have been introduced in the preparation procedure. Traces of Au contamination
from shadow masking during contact formation were measured only in the immediate prox-
imity (within 5 µm) of the Au strips (see Fig 2.8). For each sample, LEEM was used to
locate sample areas of interest and to determine ﬁlm thickness with atomic resolution by
measuring intensity modulations in the LEEM I-V spectra.[67, 68, 69]
Several experiments were carried out to determine the best surface preparation procedure
for the graphene. It was found that prolonged UHV annealing at 300 C◦ resulted in degra-
dation of the graphene LEED pattern, possibly due to the oxidation of the graphene due
to the interaction with the underlying SiO2-substrate [70]. Further, XPEEM measurements
showed that heating caused diﬀusion of Au and Cr across the graphene from the nearby
grounding stripes. These two problems prevented us from cleaning samples by annealing.
Electron stimulated desorption of the adspecies was chosen instead for in situ surface prepa-
ration. In fact, irradiation at room temperature with low-energy electrons (in the range 25
to 150 eV) was found to result in a rapid increase in the intensity of the LEED patterns
of both graphite and graphene ﬂakes. The samples were locally irradiated until the elec-







Figure 2.9: (a) Sketch of well ordered Cu(775). The terrace width is 14.02 Å and the
sample cut is such that the step descends along the [11	2] direction. (b) LEED pattern at 65
eV of Cu(775) surface illustrates splitting of diﬀraction spots.
tron reﬂectivity of the Bragg reﬂection at 60 eV reached maximum intensity, typically in
∼ 30 mins. As we chose not to treat the samples thermally, we cannot exclude the presence
of impurities, carbonates in particular, on the ﬁlms. Comparative LEEM experiments were
also carried out on HOPG; these experiments veriﬁed that irradiation with 60 eV electrons
produced very sharp LEED patterns and led to the development of clean areas as large as
1 µm. The experiments on HOPG also showed that after e-beam irradiation some degree
of contamination remained in the form of islands nucleated at steps, step bunches or other
surface defects.
2.4.2 Cu(111) and Cu(775) Sample Preparation
In our experiments, a high-purity (99.999% purity) single-crystal copper sample of 1.2-cm
diameter is cut to the desired (111) and (775) orientations on opposite sides of the crystal.
The 8.5 ◦ miscut of the (775) surface with respect to (111) is accurate to within 0.1 degree.
The sample, with both ﬂat and stepped surfaces accessible, is then placed into a UHV
chamber (base pressure less than 2 × 10−10 Torr) equipped with an ion sputtering gun, a
low-energy electron diﬀraction (LEED) instrument, a quadrupole mass spectrometer (QMS),
and a spherical-sector electron-energy analyzer. The sample is prepared by Ar+-sputtering
at 2 keV for 20 min and subsequent annealing to 500 ◦ C. Each sample-preparation cycle is
repeated until sharp LEED spots are observed. On the Cu(775) surface, the procedure is
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repeated until the LEED spots are split to indicate high step regularity as shown in Fig. 3.1.
Prior to each experimental run, the samples surface is re-prepared 2-3 times, as required.
Chapter 3
Measurements of the Surface
Morphology of Graphene
3.1 Introduction
The transport properties of graphene depend strongly on the quality of its crystalline lattice,
the presence of defects and dopants, and charge transfer from adsorbed or bound species
[1]. Changes in conductance due to molecular adsorption are large enough to permit the
detection of individual gas molecules by a graphene sensor [71]. Crystal deformations, due to
either intrinsic thermal ﬂuctuations or interactions with the substrate, largely contribute to
electron scattering [71] and any attendant decrease in conductivity and carrier mobility [72,
73, 74]. In addition, corrugations and defects are expected to aﬀect the chemical properties
of graphene. Theoretical studies show that surface defects and bonding irregularities can
lower reaction barriers [75]. Extrinsic ripples and curvature can in fact produce structure
distortions showing domains of lower than hexagonal symmetry [76]. Such domains can
exhibit admixture of sp2 and sp3 C orbital character and pi orbital misalignment, which in
carbon nanotubes are known to lead to increased reactivity [77]. Thus, techniques which
lead to the control of topographic or morphological defects can play an important role
in improving the properties of graphene for applications. For instance, ultrahigh electron
36
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mobility was recently achieved in suspended graphene [78] and attributed to the concurrent
eﬀects of reduced contamination, the absence of interaction with the substrate, and the
decreased surface corrugation.
Considerable experimental and theoretical eﬀort has recently been dedicated to issues
related to the morphology of single-layer graphene, addressing in particular the origin of any
intrinsic corrugation and its relationship to crystal stability. In one of the earliest of such
experiments, transmission electron microscopy revealed that both single- and double-layer
suspended graphene display perfect crystalline structure in the short range, but are intrinsi-
cally corrugated in the long range, with deformations in the out-of-plane direction extending
to a distance of 1 nm and a surface normal variation of 5◦ [79]. A recent experimental inves-
tigation has shown that long-wavelength ripples in graphene can be controlled by inducing
mechanical or thermal strain [80]. However, it is believed that at ﬁnite temperature, even in
the absence of applied strain, ripples at small wavelengths are present in graphene sheets. In
fact, buckling in the direction normal to the lattice plane has been invoked to explain the sta-
bility of 2D crystals, as it serves to eﬃciently suppress long-wavelength phonons [16, 81, 82],
which would otherwise cause lattice melting at any ﬁnite temperature, as demonstrated by
the pioneering work of Peierls[14], Landau [13], and later by Mermin [15]. Recent theoretical
studies conﬁrm that the intrinsic corrugation in suspended graphene originates from thermal
ﬂuctuations and has a well-deﬁned dependence on temperature [2, 83]. At suﬃciently small
length scales such corrugation is well described by the theory of ﬂexible membranes in the
harmonic approximation. At a critical wavelength, estimated to be 20 nm, anharmonic
corrections, which couple the bending and stretching modes, become dominant and prevent
the membrane from crumpling [2].
By contrast, corrugations measured in supported graphene are expected to be extrinsic
in origin, arising from the interaction of graphene with the substrate. In particular, scanning
probe experiments have shown corrugation wavelengths for supported graphene that are in
the range of 10-30 nm [76, 84, 85, 86]. Analyses of the height-height correlation functions in
such measurements indicates that graphene is smoother than the SiO2 substrate [76]; this
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arises because the energetic cost of elastic lattice deformation prevents the graphene ﬁlm
from conforming exactly to the substrate topography. In one study of supported graphene
using STM, corrugation was reported with a preferential wavelength of 15 nm and attributed
to an intrinsic eﬀect [86], since it was not observed on the supporting substrate.
In this chapter, I describe an investigation of the corrugation in both freely suspended and
SiO2-supported exfoliated graphene layers. Our approach takes full advantage of the multiple
techniques oﬀered by a low energy electron microscope (described in detail in Chapter 2), to
obtain a full characterization of the corrugation features in graphene. LEEM allows direct,
real space imaging of the sample morphology over large surface areas (up to several tens
micron), with lateral resolution of 10 nm and high structure sensitivity. In addition, this
technique enables micro-probe low energy electron diﬀraction (µ-LEED) measurements that
are restricted to a surface area of only a few square microns, thus providing access to the
reciprocal space. Most importantly µ-LEED is sensitive to crystal deformations on length
scales from ∼ 20 nm down to inter-atomic distances, thus complementing the real space
images by providing additional information about corrugation at very short length scales.
By combining these two electron microprobes, we are able to access both the microscopic
and mesoscopic regimes, and thus the crossover length scale of both intrinsic and extrinsic
corrugation.
3.2 Measurements of Graphene Thickness
An important aspect of our experiments is that LEEM can reach atomic depth sensitivity.
This is possible in the presence of electron conﬁnement in thin ﬁlms, which determine a mea-
surable modulation in the electron reﬂectivity between consecutive Bragg peaks at very low
electron energy. Such intensity modulation, generally referred to as quantum-size contrast
[87, 88], arises due to the formation of quantum-well resonances (QWRs). In the so-called
phase accumulation model [88], QWRs are described by the Bohr-Sommerfeld quantization
rule, which sets the condition for a resonance by the existence of constructive interference
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between electron waves scattered at the ﬁlm interface and at the surface:
2k(E)mt+ Φsurf (E) + Φif (E) = 2pin (3.1)
Here, k(E) is the perpendicular wavevector of an electron in the ﬁlm, E its energy (rela-
tive to the Fermi level), t is the inter-layer distance, m is the ﬁlm thickness (in monolayers),
Φsurf (E) and Φif (E) are the energy-dependent phase shifts for reﬂection of electrons at
the surface and at the interface, respectively, and n is an integer. In the case of suspended
graphene, Φif (E) = Φsurf (E), the phase shift for reﬂection at the vacuum interface. The
same condition can be assumed to hold in the case of SiO2-supported graphene, as the
graphene ﬁlm is known to be (partially) suspended on the substrate [86].
The phase condition described by Eq. 3.1 is analogous to that for a resonance in a Fabry-
Pérot cavity and explains why the LEEM microscope can be eﬀectively used as an electron
interferometer for probing the thickness of ultra-thin ﬁlms [89]. Equation 3.1 can be inverted
to determine the existence condition for QWRs [90, 69]. In this way, one obtains a formula
for the ﬁlm thickness m, at which QWRs occur as a function of the allowed wave vectors
k(E), and the quantum number, ν:
m(E, ν) =
[Φsurf (E) + Φif (E)] /2pi + ν
1− k(E)t/pi . (3.2)
QWRs (and thus maxima in electron reﬂectivity) are found for ν = m − n, with 1 ≤
ν < m. Minima in reﬂectivity are found for ν = m − n − 1/2. It has been shown that
m− 1 quantum interference peaks, and thus m− 1 maxima and m minima in the electron
reﬂectivity, are produced by a ﬁlm thickness of m layers [87, 69].
Predictions for the energy of reﬂectivity maxima and minima were obtained with the
phase accumulation model [69, 90], by imposing the condition for the ﬁlm thickness m
at which quantum-well resonances occur as a function of the allowed wave vectors k and
the quantum number ν (see Eq. 3.2). In our calculation, the phase shifts upon electron
reﬂection at the surface, which represents the leakage of the standing wave function beyond
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the boundary, were assumed to be equal to 0. This approximation, which is essentially
phenomenological, has been widely used in previous studies [69, 90]. The phase shift at
the other surface plane was treated identically, as both terminating planes of the graphene
ﬁlms are in fact equal in the case of suspended samples. The same holds in the case of
supported samples, because the interface is partially suspended and the interaction with the
SiO2 supporting substrate is minimal. Recall that the LEEM IV curves for suspended and
supported samples are identical.
The function k(E) was obtained by modeling the conduction band of graphite in the
ΓA direction using the simple tight-binding scheme, i.e. E =  − 2t cos(ka), where  is the
energy of the band center, a is the interlayer distance and t is 1/4 of the bandwidth [68].
The electron energy E is referenced to the Fermi level and is given by E = (Ekin−Evac)+φ,
where Ekin is the kinetic energy (often referred to as start energy) of the electrons impinging
on the surface, Evac is the vacuum level (obtained as the energy of the transition from LEEM
to total reﬂection, ∼ 0.75 eV in our case) and φ is the work function of graphite, i.e. 4.65 eV
[91].
The band parameters (band minimum and maximum) were adjusted to optimize the
ﬁt with the experimental data. The curves shown in Figure 1, bottom-right, reproduce
the position of experimental maxima and minima in electron reﬂectivity with very good
accuracy. They were obtained with EL and ET equal to 5 and 10.4 eV (relative to the Fermi
level). These values compare reasonably well with 4.4 eV and 10.7 eV, reported in a recent
ab initio study on multi-layer graphene [68].
Fig. 3.1, top panel, shows a LEEM image of an area composed of graphene layers of
diﬀerent thicknesses on a SiO2 substrate, each with a diﬀerent grey-scale intensity. Char-
acteristic LEEM IV spectra (obtained in bright-ﬁeld mode, i.e. using the specular beam)
from similar regions with graphene sheets ranging in thickness from 1 to 6 ML are shown
in the lower left of the ﬁgure. Full and empty circles in Fig. 3.1, bottom-right, indicate
the electron energies at which maxima and minima in electron reﬂectivity are observed, re-
spectively. As can be seen, the predictions of the phase accumulation model obtained using
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Figure 3.1: LEEM image of a multi-thickness graphene sheet supported on SiO2; (bottom
left) the LEEM IV spectra show the reﬂectivity modulations induced by quantum-well res-
onances. Single-layer (dashed line) and multi-layer (continuous lines) spectra are identiﬁed
by the labels. (bottom right) The observed maxima and minima in electron reﬂectivity
(full and empty circles) are compared to the predictions of the phase accumulation model
(continuous and dotted curves respectively); quantum numbers are indicated on the right
axis. More details are given in the Methods Section.
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Eq. 3.2, represented by continuous and dotted curves in the Figure, match the experimental
data closely. Details of the calculations are given in the Methods Section.
The intensity modulations in the IV spectra of exfoliated multi-layer graphene samples
closely resemble the previously reported spectra of epitaxial graphene on SiC [68, 92]. The
single-layer LEEM IV spectrum of SiO2 supported graphene (dashed curve in Fig. 3.1,
bottom left) is instead completely featureless. The identiﬁcation of this featureless spectrum
with single-layer graphene is conﬁrmed by LEED measurements, which show a clear six-fold
symmetry, in contrast to the threefold symmetry observed for multi-layer samples. As
expected, no Bragg peaks were observed in the LEED IV spectrum of single-layer graphene.
In fact, no such peaks can be seen for suspended or SiO2-supported single-layer graphene,
as the Bragg condition originates from constructive interference between waves scattered at
diﬀerent crystal planes.
3.3 LEEM imaging of graphene corrugation
Due to its high lateral resolution and thickness sensitivity, LEEM provides access to the
local morphology of suspended and supported graphene samples. Figure 3.2 shows LEEM
images of a large multi-thickness graphene ﬂake on the SiO2 substrate, into which micron-
sized cylindrical cavities have been etched, as described in the Methods Section. The disks
correspond to the suspended portions of the ﬁlm. The variation in the local thickness of the
ﬁlm (indicated by labels in Fig. 3.2 A) becomes evident at an electron kinetic energy of 4.2
eV, due to the quantum-size contrast.
In all samples under study and for all thicknesses examined, the suspended portions of
our samples appeared brighter in LEEM than those supported on SiO2. This is consistent
with the reduced intensity and broader width of the zero-order diﬀraction IV curves recorded
on all SiO2-supported samples (see Fig. 3.2). This type of contrast arises due to surface cor-
rugation, because the ﬁnite angular acceptance of the microscope rejects e-beam reﬂections
from surface planes tilted beyond the cutoﬀ angle as determined by a contrast aperture1.
1In the homogeneous ﬁeld approximation the acceptance angle of the LEEM microscope is given by
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Figure 3.2: (A) LEEM image at 4.2 eV of suspended disks and SiO2-supported graphene
(disk diameter is 5µm). The local thickness in units of monolayer (indicated by labels) was
determined by measuring the electron reﬂectivity curves in the energy interval 1 to 8 eV;
(B) LEEM image of the same region at electron kinetic energy of 38 eV; (C) LEEM image
of the suspended portion of single-layer ﬂake at electron kinetic energy of 10 eV; (Bottom)
Zero-order diﬀraction IV curves of SiO2-supported and suspended tri-layer graphene.
CHAPTER 3. MEASUREMENTS OF THE SURFACEMORPHOLOGYOFGRAPHENE44
Thus, a surface that scatters the e-beam over a wide range of oﬀ-normal angles will appear
darker than a ﬂat one, aligned normal to the beam. We note that this eﬀect occurs even if
the wavelength of the corrugation is below the lateral resolution of the microscope.
LEEM images at higher magniﬁcation show clearly the origin of the contrast diﬀerence
observed between suspended and supported regions. High-lateral resolution images of single,
bi- and tri-layer graphene are shown in Figs. 3.3 A-C. The higher reﬂectivity of the single-
layer suspended disk (A) is due to the presence of large ﬂat regions normal to the e-beam
(appearing bright in the ﬁgure), which in some cases extend up to lengths of about 50 nm.
These bright areas are fewer and smaller on the supported part of the ﬁlm, but become
larger on thicker samples. We observed that the patterns in Fig. 3.3 change when deﬂecting
the angle of the e-beam illumination (not shown). As the incident e-beam is tilted, diﬀerent
surface planes become in fact visible. This behavior conﬁrms that the contrast observed in
LEEM arises from variations in the local surface normal of a static smooth surface.
The more pronounced corrugation observed in supported regions is very likely induced
by the interaction with the substrate [76, 84, 85, 86] and therefore has extrinsic origin.
Adsorbates are obviously another possible source of corrugation. It is in fact known that even
small quantities of impurities can determine crystal deformation, as has been pointed out in
a recent STEM study [93]. However, one should expect adsorbates to be distributed evenly
on the graphene surface, resulting in no diﬀerences between the supported and suspended
regions. Another explanation is that the corrugation of the SiO2 support induces an increase
in the local activity of surface sites which in turn causes the pinning of impurities.
Although LEEM is not sensitive to continuous height variations (in the present case,
the image contrast is due to oﬀ-axis e-beam reﬂections) the LEEM images in Fig. 3.3 can
provide real space information about the horizontal correlation length. The bright regions
correspond in fact to ﬂat areas, where local height variations are small and correlated.
We underline that diﬀerent bright regions may have diﬀerent heights. Thus, the horizontal
α = arcsin(r/f ·√E/E0), where E0 is the kinetic energy (start energy) of the electron, E the high voltage
applied to the cathode lens (18kV), f the focal length of objective lens (40 mm) and r the radius of the
contrast aperture. At electron energy of 10 eV and contrast aperture of 30µm, we estimate an acceptance
half-cone of 1.8◦.
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correlation length ξ (i.e. the distance beyond which height ﬂuctuations are not anymore
correlated) corresponds to the average size and distribution of the bright regions. We have
estimated ξ by computing to the full width at height maximum of the central peak in the
autocorrelation function on the intensity proﬁles taken across the LEEM images (see the
lower part of Fig. 3.3). In this way, we ﬁnd a value of 24 ± 0.3 nm and 30 ± 0.3 nm
for single-layer supported and suspended graphene respectively, which increase to ∼ 36 nm
in the case of bilayer graphene. Our value of 24 nm for supported single-layer graphene
compares favorably to previously reported correlation lengths measured by STM on SiO2
supported graphene, which vary in the range 10 to about 30 nm [76, 84, 86].
Finally, we note that the high lateral resolution LEEM images in Fig. 3.3 A-C clearly
show that the disk edges appear rough. This roughness, which is due to the imperfect edge
deﬁnition of the etched well, indicates that graphene has the ﬂexibility to conform to edge
surface features at the 10 nm scale. In addition, a close examination of the images also reveals
the presence of darker lines (resembling veins) extending across the graphene throughout
the supported and suspended regions. As can be seen by comparing Fig. 3.2 A-B, these
are not steps separating regions of diﬀerent thickness. The origin of these features could be
short wavelength wrinkles in the graphene membrane, in accord with similar observations
reported in a recent STEM study [93].
3.4 LEED Measurements of Morphology of Graphene
Due to the intrinsic sensitivity of the line shape of diﬀracted electron beams to local height
variations, micro-probe low energy electron diﬀraction (µ-LEED) was used to probe the
roughness of SiO2-supported and suspended regions of uniform thickness. In particular,
µ-LEED measurements allowed us to access lattice distortions at length scales below the
horizontal correlation length (a few tens of nm in single- and double-layer graphene), thus
complementing the LEEM data presented in the previous section.
The most prominent feature that was observed in all graphene samples was the broad-
CHAPTER 3. MEASUREMENTS OF THE SURFACEMORPHOLOGYOFGRAPHENE46
Figure 3.3: (A-C) LEEM images at 10 eV illustrating the morphology of suspended and
SiO2-supported graphene, at ﬁeld of view of 2 µm: (A) single-layer, (B) bilayer and (C)
trilayer suspended graphene disks and surrounding supported areas; (Bottom) Intensity
autocorrelation function curves of the SiO2-supported (dashed line) and suspended regions
shown in (A).

































Figure 3.4: Proﬁle across the (00) diﬀraction beam of single-layer suspended graphene at
multiple electron energies. Multidimensional Lorentzian ﬁts are shown as solid lines. See
text for details. The curves have been oﬀset for clarity.
ening of the diﬀraction proﬁle with increasing perpendicular electron momentum transfer.
Figure 3.4 shows proﬁles of the central diﬀraction beam of single-layer suspended graphene
at multiple kinetic energies, together with best ﬁts obtained using a multi-dimensional
Lorentzian. This line-shape provides an excellent approximation to the expected diﬀraction
line shape for rough surfaces (see the Supporting Information provided). The ﬁt function
was convolved with a Gaussian in order to take into account the response function of the
instrument, which has a transfer width of 10 nm. This width is constant within the energy
range of pertinence to this study.
Figure 3.5 shows the variation of the half width at half maximum (HWHM) of the (00)
diﬀraction beam as a function of increasing perpendicular momentum transfer of the probe
electrons, k⊥ = (kin − kout) · nˆ ∼= 2 |kin|, for SiO2-supported and suspended graphene (left
and right panels in the ﬁgure, respectively). Each data point in the ﬁgure was obtained by
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ﬁtting the (00) diﬀraction beam with a multidimensional Lorentzian line proﬁle, as shown
in Fig. 3.4. As can be seen, ﬁlm thickness and the presence of a supporting substrate have a
signiﬁcant inﬂuence on the evolution of peak broadening. We observe that peak broadening
is always less pronounced in suspended than in supported samples. For example, suspended
bi-layer graphene ﬁlms show such narrow diﬀraction peaks that their widths are comparable
to those of thick supported graphite ﬁlms.
The broadening of the central diﬀraction peak with increasing k⊥ is not observed on thick
graphite ﬁlms on SiO2 (which are expected to be atomically ﬂat) that have undergone the
same preparation and cleaning procedure as that used for graphene (see the curve labeled
TG in Fig. 3.5). For all graphite ﬂakes the HWHM was less than 0.05 Å−1, and nearly
independent of k⊥. This value is considerably smaller than that measured on SiO2-supported
and suspended single-layer graphene (≥ 0.45 Å−1 at k⊥=8 Å−1).
All curves in Fig. 3.5 show the presence of several sharp peaks in the width of the
central diﬀraction beam (indicated by the dashed vertical lines in the Figure). In single-
layer graphene, such peaks are observed when higher-order diﬀraction spots enter the Ewald
sphere. For instance, at k⊥5.8 Å
−1and k⊥∼ 9.7 Å−1, the peak width of the zero-th order
diﬀraction beam reaches distinct maxima, which correspond to a sharp decrease in the
diﬀraction intensity due to the appearance of the ﬁrst and second order diﬀraction spots,
respectively. In multi-layer ﬁlms, additional maxima in peak width can be observed at
electron wavelengths that correspond to out-of-phase diﬀraction conditions, i.e. to maximum
destructive interference between waves that are backscattered at the diﬀerent layers. We
observe that, under these conditions, the diﬀraction line shape cannot be described in a
simple way as arising from local height variations of the graphene surface because other
contributions to broadening may come into play (e.g. inelastic scattering, diﬀuse elastic
scattering due to correlation between adsorbates or defects; we can exclude broadening due
to the amorphous SiO2 substrate, as no evidence of zero order diﬀraction can be observed
on it). Therefore, data points corresponding to these values of k⊥ were not considered in
the analysis that follows.
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Figure 3.5: Variation of the (00) diﬀraction beam HWHM (circles) for diﬀerent graphene
ﬁlms as a function of the electron momentum transfer k⊥, measured at room temperature.
The dashed vertical lines indicate resonances corresponding to out-of-phase diﬀraction con-
ditions in multilayers. The continuous lines represent best ﬁts using Eq. 3.3. The HWHM
curves for SiO2-supported and suspended graphene are shown in the left and right pan-
els, respectively. The ﬁlm thickness is indicated by the numeric labels; TG refers to thick
graphite ﬁlm on SiO2.
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3.4.1 Quantitative analysis of the short-range roughness in graphene
The analysis of the angular intensity distribution of diﬀraction data is a powerful inves-
tigative tool for characterizing surface disorder and roughness on a vast class of systems,
including random, self-aﬃne and mounded surfaces [94, 95, 96]. Relevant examples of appli-
cation can be found in epitaxial growth processes [97, 98, 99, 100]. As will be shown below,
LEED line-shape analysis allowed us to estimate an important parameter that is commonly
used to quantify surface roughness, the roughness exponent α. This parameter describes
the short range behavior of the height-height correlation function, which, below horizontal
correlation length, scales as a power law with exponent 2α. In fact, α measures surface
roughness. It ranges from 0 to 1: small (large) values indicate jagged (smooth) morphology
on short length scales.
The data set presented in Fig. 3.5 allows us to determine accurately the dependence
of broadening on momentum transfer, demonstrating that the zero-order diﬀraction width
increases according to a power law (continuous lines). Deviations from linearity are small
and become important only in the case of single-layer graphene. This behavior can be
understood invoking the model developed by Yang, Wang and Lu [94, 95, 96], which describes
the general principles of diﬀraction from rough surfaces (a summary of the model can be
found in the Supporting Information provided). This kinematic model predicts that the
diﬀraction line-shape, which is connected to the height-height correlation function of the
rippled surface by a Fourier transform, can be expressed as a function of the parameters
describing roughness on self-aﬃne surfaces. For suﬃciently large perpendicular momentum
transfer k⊥, the diﬀraction proﬁle does not show a δ function character but becomes purely
diﬀusive (i.e. broadened). This occurs when Ω ≡ (wk⊥)2  1, where w, referred to as
interface width, is the standard deviation of the surface height. 2 In this case, the HWHM
of the zero-order diﬀraction scales according to a power law of the electron momentum
2For the range of electron energies used in our LEED experiments, k⊥ ≥ 5 Å−1; according to the literature,
w varies in the range of few Å to 1 nm. Therefore, the requirement Ω  1 is readily satisﬁed.
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transfer k⊥[94]:
HWHM (00) = Zgη−1k
1/α
⊥ (3.3)
Zg deﬁnes the half width of the scaling function that determines the actual shape of the
peak proﬁle. The parameter η (roughness length) also describes roughness in the short range
and is deﬁned as: η = ξw−1/α. From this deﬁnition, it follows that η is proportional to the
average width of correlated areas (i.e. the ﬂat regions in the continuously bent graphene
ﬁlm). Note that η is not dimensionless, but η = [L](α−1)/α (where L is a length).
Rigorously, Eq. 3.3 is only valid for self-aﬃne surfaces.[94] It is unclear whether graphene
can be considered purely self-aﬃne. In the case of thin supported ﬁlms, self-aﬃnity might
be inherited from the SiO2 substrate, to which the graphene partially conforms. Suspended
as well as thicker supported ﬁlms show diﬀerent characteristics. The oscillatory behavior in
the autocorrelation function observed in single-layer suspended graphene (see for example
Fig. 3.3) suggests that the large wavelength ripples show a preferential periodicity, so that
the surface can be more appropriately considered mounded. In this case the HWHM is
expected to depend both on the correlation length and ripple wavelength [100]. However,
we observe that, for suﬃciently large values of the momentum transfer, diﬀraction theory
predicts that peak broadening results from corrugations at length scales much smaller than
the correlation length [96]. Thus, the eﬀect of the surface curvature at large wavelengths
can be neglected and Eq. 3.3 can be safely assumed to hold validity.
Experimentally, the roughness exponent α was obtained by ﬁtting the data in Fig. 3.5
using Eq. 3.3. The data points corresponding to the out-of-phase diﬀraction condition were
not included in the ﬁt for two reasons: i) Other broadening contributions may become im-
portant, as anticipated; ii) one of the hypotheses that form the basis of Yang's model does
not hold, and the model cannot be applied. Zg was calculated numerically after ﬁnding α
(see the supporting information), which allowed us to determine the short range parameter
η. The values of α and η for suspended and supported graphene are shown in Table 3.1 as
a function of ﬁlm thickness. As can be seen, two distinct regimes can be identiﬁed corre-
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Thickness SiO2-supported suspended
(layers) α η α η
1 0.49± 0.04 77± 20 0.54± 0.02 84± 11
2 0.80± 0.04 64± 6 0.80± 0.05 144± 25
3 0.80± 0.06 81± 14 0.82± 0.06 131± 24
4 0.77± 0.07 104± 28 - -
6 0.80± 0.05 133± 25 - -
8 0.80± 0.05 157± 25 - -
TG 0.87± 0.07 327± 70 - -
Table 3.1: The roughness exponent α and roughness parameter η as a function of ﬁlm
thickness for supported and suspended graphene at room temperature. TG stands for thick




sponding to single- and multi-layer graphene. For single-layer graphene we measure values
of α close to 0.5. This value is consistent with the roughness exponent of the height-height
correlation function reported in two recent scanning probe studies [86, 76]. The rougher
short-range morphology of single-layer supported graphene results from the interaction with
the SiO2 substrate, to which the graphene partially conforms [86]. Conversely, both in sus-
pended and SiO2-supported multilayers α saturates to ∼ 0.8. Note that a similar value of α
is observed even at bilayer thickness, which suggests that the increased stiﬀness of the bilayer
is already suﬃcient to warrant a smooth short-range morphology. The smoother texture of
supported multilayers is conﬁrmed by the monotonic increase of η with ﬁlm thickness 3. This
suggests that the ﬁlms become progressively ﬂatter with increasing thickness. Large values
of η are observed in the case of suspended graphene even at bi-layer thickness, suggesting
the presence of very large ﬂat regions (namely areas over which the height-height correlation
function is constant).
3.4.2 Eﬀect of Adsorbates and Temperature Dependence
We now discuss the eﬀect of electron and photon irradiation on the LEED peak width in
suspended single- and bilayer graphene. As reported in the methods section, our samples
3A comparison of η values for diﬀerent thickness is possible in this case because α ∼ 0.8 for all multilayer
samples.
CHAPTER 3. MEASUREMENTS OF THE SURFACEMORPHOLOGYOFGRAPHENE53
were treated using electron-stimulated desorption (ESD). Figure 3.6, left panel, shows the
HWHM vs k⊥ of single- and bilayer ﬁlms, for diﬀerent exposures to electron and photon
beams. Empty circles (curves labeled A) indicate HWHM data that were acquired shortly
after the standard preparation procedure used in this study, which corresponds to an irra-
diation time of 30 min with 60 eV electrons (see the methods section). The other curves
(labeled B, empty triangles) were measured after much longer irradiations with electrons
(about 3 hours and 30 mins, at energy > 10 eV) and photons (∼ 50 eV, for about 1 hour).
As can be seen, only suspended single-layer graphene displays a notable narrowing of the
peak width after prolonged irradiation. Conversely, the HWHM curves of suspended bilayer
disks do not diﬀer appreciably before and after long irradiation. The LEED peak narrow-
ing observed in single-layer graphene results from an increase in value of the parameter η,
rather than that of α (see Table 3.2). Thus, we can relate the narrowing of the zero-order
diﬀraction to the improved sample cleanliness that was achieved by ESD. We argue that
the roughness may vary signiﬁcantly as a result of small variations in adsorbate concentra-
tion, due to the reduced stiﬀness of single-layer ﬁlms. This suggests that the corrugation in
single-layer exfoliated graphene can be aﬀected by adsorbates, and thus is, at least in part,
extrinsic in origin.
In order to gain a more detailed understanding of the corrugation in graphene, we inves-
tigated the eﬀect of temperature change on the LEED peak broadening in suspended single-
and bilayer ﬁlms. Contrary to bi-layer graphene, single-layer displays temperature-induced
changes in the shape of the zero order diﬀraction peak. The eﬀect of temperature on line
broadening of single-layer graphene is shown in the right panel of Fig. 3.6, for short (A) and
long (B) e-beam irradiation times. The curves at high and low temperatures were acquired
after those at room temperature. As can be seen in both cases, a change in sample tempera-
ture leads to a noticeable change in the slope of the HWHM versus k⊥. Peak-proﬁle analysis
shows that, independent of electron and photon irradiation time, the roughness parameter α
increases with decreasing temperature (see Table 3.2), and reaches a maximum value of 0.64
at 155K. Thus, temperature induced changes in peak broadening can be clearly resolved
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Figure 3.6: Left: variation of the (00) diﬀraction beam HWHM for single- (1) and bilayer
(2) suspended graphene at room temperature, as a function of the electron momentum
transfer k⊥. The curves labeled A (empty circles) were measured after irradiating the ﬁlm
for 30 minutes with 60 eV electrons. Curves B (empty triangles) were measured after a
longer irradiation (see text). Right: HWHM curves of single-layer suspended graphene at
diﬀerent temperatures, for diﬀerent exposures to e-beam (A and B). Sample temperature is
indicated by the labels.
from those induced by adsorbates, which aﬀect η. The observed variation of α suggests
that the ﬁlm roughness decreases at wavelengths well below horizontal correlation length
and coherence of the probe electron beam (∼ 20 nm in both cases). In this instance, LEED
peak narrowing is due to an increase of coherent scattering at short wavelengths, which we
attribute to a reduced deformation of the lattice at low temperature.
It is important to note that the Debye-Waller eﬀect is not expected to produce a broad-
ening of the diﬀraction peaks. Increasing vibrational amplitudes, in fact, leave the average
lattice constants unchanged, and therefore simply result in a decrease of the diﬀraction in-
tensity [101]. Our results are in agreement with the theory of Fasolino et al., which predicts
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Thickness Temperature short irradiation (A) long irradiation (B)
(layers) (K) α η α η
1 435 0.49± 0.02 94± 11 − −
1 297 0.54± 0.02 84± 11 0.50± 0.02 143± 23
1 155 − − 0.64± 0.03 91± 11
2 435 0.73± 0.08 153± 50 − −
2 297 0.80± 0.05 144± 25 0.74± 0.07 150± 50
2 155 − − 0.78± 0.06 96± 19
Table 3.2: The roughness exponent α and roughness parameter η as a function of ﬁlm
thickness for suspended graphene at diﬀerent temperatures and for diﬀerent irradiations
times: (A) irradiation of 30 min with 60 eV electrons. (B) irradiations with electrons (about
210 min, at energy > 10 eV) and photons (∼ 50 eV, for about 1 hour). η is in units of[
Å
](α−1)/α.
that phonon-induced corrugations in graphene should occur on length scales below 20 nm.
Such corrugations, which may be related to the diﬀerent bond-lengths arising from the mul-
tiplicity of the carbon bond, display a well deﬁned dependence on temperature [2]. In fact,
in the harmonic approximation, the rms height variation across a ﬂexible membrane scales
with temperature as
√
T/κ(T ), where κ(T ) is the bending rigidity. A detailed comparison
with theoretical predictions for the above functional dependence is impossible in our case,
because of the interplay between intrinsic and extrinsic factors. We underline that the eﬀect
of temperature is smaller than that of adsorbates. This warrants the need of additional, de-
tailed investigations in order to discriminate the diﬀerent eﬀects of temperature, adsorbate
loading and substrate conﬁguration.
3.5 Conclusion
LEEM and µ-LEED measurements were used to characterize the surface morphology, lo-
cal thickness and crystal structure of suspended and SiO2-supported graphene layers. Our
results show clearly that the corrugation observed on supported graphene samples is quan-
titatively diﬀerent than that observed on suspended samples. While the former is largely
determined by the morphology of the substrate, the latter is inﬂuenced by intrinsic and
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extrinsic factors. Supported graphene samples display a rough morphology at short wave-
lengths, up to a thickness of several layers. This corrugation decreases with increasing ﬁlm
thickness, as the stiﬀer multi-layer ﬁlm becomes eﬀectively suspended on the hills of the
SiO2 substrate.
Suspended samples appear signiﬁcantly smoother in the short-range than those sup-
ported on SiO2. For instance, bi-layer suspended graphene shows very narrow diﬀraction
peaks, comparable to those measured on thick supported graphite ﬁlms. The smooth short-
range texture of suspended bilayer is conﬁrmed by the high value of the roughness expo-
nent (∼ 0.8). Micro-probe diﬀraction measurements demonstrate, however, that suspended
single-layer graphene ﬁlms are still corrugated. The roughness exponent, ∼ 0.55 at room
temperature, is lower than that measured on multilayers. We note that the reduced corru-
gation of suspended graphene reported here correlates well with the signiﬁcantly improved
transport properties of suspended-graphene devices [78].
Most relevantly, our experiments provide evidence that the corrugation in single-layer
suspended graphene is sensitive to adsorbate load and temperature variations. This behav-
ior, which is characteristic of single-layer graphene, is determined by the very high ﬂexibility
of the crystal at this thickness. The weak temperature dependence of the diﬀraction line
shape observed in single-layer disks points to a line broadening mechanism that is only par-
tially phonon-induced, and thus intrinsic in nature, which supports the picture that thermal
ﬂuctuations produce deviations from planarity [2]. However, we underline that the most im-
portant contributions to corrugation in single-layer exfoliated graphene are extrinsic. Our
results, in fact, suggest that interactions with physisorbed or chemisorbed species can cause
signiﬁcant changes in the surface morphology. We envisage that the ability to modify such
corrugation, by means of temperature, boundary conditions, deposition or removal of host
adatoms and molecules etc., will be crucial in assuming further control of the transport prop-
erties of graphene, with important implications to the their future exploitation in practical
devices.
Chapter 4
Measurements of the Band Structure
of Exfoliated Graphene
4.1 Introduction
Angle-resolved photoemission spectroscopy (ARPES) is the experimental method that is
most frequently used to probe the electronic structure of crystals. However, so far, the
majority of ARPES studies of graphene have been conducted on epitaxial graphene, which
has been grown on a variety of substrates such as SiC, Ru, Ni and Ir. [102, 8, 103, 104, 105,
106, 107, 108] Epitaxial graphene is ideal for photoemission experiments, but, due to the
interaction between the epitaxial graphene monolayer and the substrate, the band structure
is often distorted such that the Dirac point shifts away from the Fermi energy, thus changing
the quasiparticle dynamics. In an eﬀort to minimize the eﬀect of substrate interaction on
epitaxial graphene, recent ARPES studies have focused on several multilayer systems, such
as intercalated graphite[109] and graphene grown on the C face of SiC. [110] These layered
systems consist of multiple stacked graphene sheets that are substantially electrically iso-
lated, thus resulting in an electronic band structure that mimics that of suspended exfoliated
single-layer graphene. However, despite its scientiﬁc and technological importance, exfoli-
ated graphene has been the subject of only a limited number of ARPES studies,[111, 106]
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despite the fact that it remains the best choice for device physics, as it is easily backgated
and has the highest measured mobility.[78]
Several obstacles impede measurement of the bandstructure of exfoliated graphene.
One diﬃculty arises from the fact that available single-layer exfoliated graphene ﬂakes are
typically less than 20 µm in size, thus precluding the use of standard ARPES systems,
which require samples to be several mm in size. Hence, most information regarding low-
energy occupied states in exfoliated graphene has been obtained indirectly from electrical-
transport measurements[11, 12] or directly by optical-probing techniques.[112, 113] These
techniques examine the bandstructure generally within 1eV of the Dirac point and do
not directly provide momentum resolution. For photoemission the limitation in size can
be overcome by working with high lateral-spatial-resolution probes such as those available
using spectromicroscopy.[114, 108] A second major impediment to photoemission studies
is due to the fact that graphene is an ultrathin crystal. This ultrathin property has, in
turn, two important consequences for photoemission studies. The ﬁrst is the transparency
of monolayer graphene to UV photons and photoemitted electrons, which causes a strong
background photoemission signal if the monolayer graphene is in close physical proximity
with a substrate.[111] The second is that exfoliated graphene is not atomically ﬂat, but is
known to deform locally, a result shown through AFM, STM, electron microscopy, and elec-
tron scattering results.[86, 76, 67, 84, 115] It has been argued that the deformation is due
to the fact that monolayer-thick graphene has soft ﬂexural modes leading to ready bending
of the graphene. The presence of a supporting substrate or scaﬀold can, to a certain de-
gree, stabilize height ﬂuctuations in the graphene layer, but corrugations in the underlying
supporting substrate are transferred in part to the graphene due to the reduced stiﬀness of
this material. Additionally, intrinsic corrugations that cannot be attributed to interaction
with the substrate were recently observed in supported graphene.[86] Further, in a recent
low energy diﬀraction study, we demonstrated that even graphene suspended over etched
cavities exhibits corrugation, which appeared to have been intrinsic in origin. [67]
Thus, in general, two dimensional crystals produced by exfoliation may show signiﬁcant
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local curvature, manifested as corrugation and ripples. This corrugation is known to aﬀect
not only the electronic and transport properties of the material, but can also have a major
impact on photoemission results. In particular, the theory of ARPES was developed for
single-crystal atomically ﬂat surfaces and relies on the fact that momentum perpendicular
to the surface is conserved in the photoemission process. On such perfectly ordered crystals
the photoemission lineshape is directly related to the spectral function of the electronic
state being probed, from which information about many-body physics can be extracted.
The corrugation in thin sheets of layered materials breaks this symmetry and obscures the
intrinsic many-body eﬀects.
In this chapter, I present a systematic approach to account for such corrugation-induced
broadening in ARPES on thin ﬁlms. By combining photoemission results with detailed infor-
mation about surface morphology obtained from prior electron-microscopy measurements[67]
taken in-situ on the same samples the inﬂuence of corrugation on spectral broadening can be
quantiﬁed. I go on to describe a method to discount the eﬀect of surface corrugation from
ARPES measurements to reveal the intrinsic many-body physics present in graphene. The
results show that suspended graphene behaves as a marginal Fermi-liquid with an anomalous
quasiparticle lifetime which scales as (E − EF )−1.
4.2 Experiment
The measurements used the Spectroscopic Photoemission and Low Energy Electron Mi-
croscope (SPELEEM) at the Nanospectroscopy beamline at the Elettra Synchrotron light
source[24] described in detail in Chapter 2.
The SPELEEM instrument used to collect data has the important advantage of having
a suﬃciently high spatial resolution to guarantee that we are measuring a single crystal
sample of monolayer graphene and that all of the measured spectral intensity is derived
from a fully suspended region. This capability is necessary since the suspended regions
are approximately 5 µm in diameter and, therefore, cannot be resolved with conventional
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photoemission instruments, which employ spatial averaging techniques that collect data over
surface areas of several square millimeters. The potential to combine both photoemission
and electron scattering measurements is essential for this experiment since it allows us to
measure bandstructure and surface morphology on the same samples.
ARPES data at multiple photon energies were obtained on the suspended areas of the
graphene ﬁlm. Only regions of uniform thickness were considered. In order to elucidate
the role of surface corrugation and substrate inﬂuence, comparative experiments were also
carried out on corresponding regions where the ﬁlm was supported by the SiO2 substrate.
This surface has been recently carefully calibrated by prior STM and electron-scattering
measurements. [76, 84, 86] In addition, ARPES measurements were made on Kish-graphite
ﬂakes that were present on the same substrates. As graphite is a well understood and
commonly studied system, these measurements provided a useful point of comparison for
our graphene measurements. Photoemission from graphite is, in some respects, similar to
that from graphene because of the stacked-layer nature of the former. However, the physics
near the Dirac point is signiﬁcantly diﬀerent owing to the fact that the multilayer stacking in
graphite breaks the symmetry between A and B sublattices, which results in two dispersing
branches, such that low energy excitations do not have the simple linear dispersion relation
that is found for graphene.
4.3 Results
Photoemission spectra were measured from two samples with diﬀering degrees of surface cor-
rugation and substrate interaction, that is, on suspended and substrate-supported graphene;
note that all ARPES data presented in this chapter are raw (i.e. unprocessed) unless ex-
plicitly stated otherwise. Previous LEED measurements have shown that the horizontal
correlation length increases from 24 nm to 30 nm in measurements taken on supported
and suspended samples, respectively.[67] In addition, ARPES data were collected at room
temperature over the entire surface Brillouin zone (SBZ) from 0.5 eV to -8 eV (energy ref-






































Figure 4.1: ARPES data along symmetry directions in Brillouin Zone for graphene and
graphite. (a)SiO2 supported graphene (~ω=90 eV). (b) Suspended graphene (~ω=84 eV).
(c)Kish graphite (~ω=90 eV). (d) Suspended graphene (~ω=50 eV). Inset shows 2D graphene
Brillouin zone.
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erenced to EF ), for monolayer graphene and graphite, using a range of photon energies.
Figure 4.1 shows ARPES spectra taken from a sample supported by and in contact with the
SiO2 surface and a sample that was suspended over the 5 µm wells shown in Fig. 2.8. For
comparison, the ARPES spectrum from Kish graphite is shown as well. This data has been
included to provide an example of the photoemission linewidth obtained by the SPELEEM
instrument on a well known and related crystal system.
The data show dispersion along 3 symmetry lines in the SBZ. As expected from the
reduced corrugation, as well as the absence of any substrate interaction, the ARPES data
for suspended graphene show a dramatic improvement in quality as compared to the data
for supported graphene. Additionally, there is a very broad, parabolically dispersing peak
centered at the Γ point at a binding energy of ∼8 eV in the data taken on supported graphene.
This feature has been previously attributed to photoemission from the amorphous SiO2
substrate[111] and is not observed in the spectrum taken on suspended graphene. Although
the substrate is only 300 nm below the suspended graphene, any background electrons
emitted at this height will be signiﬁcantly defocused in the electron optics of SPELEEM
microscope. Additionally, due to the grazing incidence angle of the photon beam (16◦), the
bottom of the cavity is not fully illuminated. Thus, the cavity edge casts a shadow, which
further reduces the photoemission signal from the substrate.
In the vicinity of the K points, a conical dispersion is observed centered at the K point
on the suspended graphene spectrum. At ∼ 1 eV below the Fermi level a trigonal-warping
deviation from angular isotropy becomes clearly noticeable. Measurements taken through
the K point and in the direction parallel to the ΓM direction (vertical direction) show two
symmetric dispersing branches forming the two sides of the Dirac cone. The band structure
can be made signiﬁcantly sharper (see Fig. 4.2) by taking the second derivative along each
momentum direction. In this case, use of the second derivative allows easier determination of
the Dirac point with respect to the Fermi level. Figure 4.2(b) shows the linear best ﬁt to the
two branches as well as the location of the Fermi level. From the ﬁt, we ﬁnd that the Dirac
point is within 25 meV of EF (ED = −9 ± 25meV ). Thus, the sample is minimally doped

















































Figure 4.2: (a) ARPES intensity through K point along ΓM (ky) direction in suspended
monolayer graphene (~ω = 50eV ). (b) Smoothed second derivative image of dispersion
shown in (a). (c) Smoothed second derivative ARPES intensity through K point along ΓK
(kx) direction. (d) Extracted dispersion from (c) Inset shows graphene Brillouin zone. Red
solid (dashed) line indicates ky (kx) direction through K point.






































Figure 4.3: Dispersion along the vertical (ky) direction through the 	K point for graphite
obtained at photon energies of (a) ~ω = 86 eV and (b) ~ω = 76 eV. (c,d) Smoothed second
derivative images of spectra shown in (a) and (b), respectively. Inset shows graphite surface
Brillouin zone. Solid red line indicates ky direction through 	K point.
due to the preparation procedure used here, which did not involve any photolithographic
or chemical-transfer techniques. In contrast, the Dirac point previously measured by our
group on a supported sample was found to be ∼300 meV below the Fermi level, which was
attributed to doping by interaction with charged impurities in the SiO2 layer.[111]
For comparison with results on a known photoemission materials system, graphite spec-
tra were taken at two photon energies (86 and 76 eV) along the same (vertical) direction
through the K point; these results are shown in Fig. 4.3. The dispersion obtained at ~ω=86
eV is clearly symmetric about the K point. At this photon energy we can resolve the split-
ting of the pi state into bonding and antibonding bands, with the two bands separated by
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∼ 0.12 Å−1. The bands themselves are approximately 0.1 Å−1 in width. In the spectrum
taken at 76 eV the two peaks are nearly degenerate. Again, the second derivative allows for
easier determination of peak locations.
Figure 4.4 shows the graphene dispersion taken along the ΓK direction through the
K point. Comparative measurements were made at two diﬀerent photon energies (~ω =
50, ~ω = 84) and are shown in Fig. 4.4(a) and (b), respectively. In this direction, only
one branch of the dispersion can be seen as the diﬀerence in phase between electron waves
emitted from the A and B sub-lattice sites results in complete destructive interference. [116]
Thus, this is a convenient direction along which to measure precisely the dispersion in the
vicinity of the Dirac cone. The inset to Figure 4.4(c) compares momentum distribution
curves (MDCs) taken at a binding energy of 0.7 eV for the suspended-graphene spectra at
both photon energies. The data in Fig. 4.4(c) show that the width of the ~ω=84 eV MDC
is signiﬁcantly larger than the ~ω=50 eV MDC (0.17 Å−1 vs 0.12 Å−1).
Additionally, there is a slight asymmetry in all three MDCs as additional spectral weight
is present on the right side of the peak (at higher values of kx). The background signal
decreases and the peaks become narrower for 50 eV photons as compared to 84 eV photons.
Speciﬁcally, in the 0-4 eV range (referenced to EF ), the MDC width increases monotonically
from 0.1 to 0.2 Å−1 and from 0.15 to 0.3 Å−1 for data collected with 50 eV photons and 84 eV
photons, respectively. In contrast, MDCs taken along the same direction (ΓK) on supported
graphene are signiﬁcantly broader[111] and show almost no dependence on binding energy;
they are ∼0.5 Å−1 in width from the Fermi energy to -4 eV binding energy. Thus, spectral
features are sharpest for suspended samples measured with lower photon energy.
Referring, now, to data taken on the suspended sample, one obvious concern is that the
dramatic increase in spectral features observed with increasing photon energy reﬂects an
electron kinetic energy dependence in the momentum resolution of the instrument. However,
as noted in Chapter 2, the instrumental resolution has been calibrated with a standard
tungsten crystal and shown to increase by less than 5 % over a large range in electron kinetic
energies (25 to 100 eV). This change in resolution is not suﬃcient to explain the ∼ 50 %
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Figure 4.4: ARPES intensity along ΓK direction in suspended monolayer graphene.
Graphene photoemission taken with photon energies of (a) ~ω = 84eV and (b) ~ω = 50eV .
(c) HWHM of MDCs as a function of binding energy taken from (a) and (b). Inset shows
sample MDCs taken 0.7 eV below EF as indicated by dashed red lines in (a) and (b).
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increase seen in MDC width between data taken with 50 and 84 eV photons. Additionally,
as noted above, one can clearly resolve features that are separated by less than 0.12 Å−1in
the graphite spectrum obtained with a photon energy of 86 eV.
4.4 Discussion
4.4.1 Comparison of Graphite and Graphene Results
As shown in Fig. 4.4, variation in photon energy results in changes to the linewidth of
the graphene photoemission spectra, which can be exploited to sharpen the spectrum. In
explaining these results on graphene, it is useful ﬁrst to examine the eﬀect of photon energy
variation for graphite. The diﬀerences in the measured photoemission spectra of graphite
taken at ~ω=76 eV and ~ω=86 eV shown in Figs. 4.3(a) and (b), respectively, are easily
understood by considering the 3 dimensional band structure of graphite. In particular,
according to the standard model of photoemission, variation in ~ω allows one to access a
range of initial states with diﬀerent kz.[6] Using the free-electron approximation for the ﬁnal
state allows calculation of kz of the initial state.[6, 117] Thus, in the case of the data shown
in Fig. 4.3, photoemission obtained at ~ω = 86 eV corresponds to kz = 0 (the ΓKM plane),
while ~ω = 76 eV accesses kz = 0.3c∗ which is nearer the AHL plane. Since kz is changed,
the clear double band feature seen for kz = 0 changes as the graphite band structure varies
along kz in accord with the known graphite band structure. [116, 118, 119, 117]
Consider now the eﬀect of changing photon energies for the case of graphene photoemis-
sion. Since graphene is truly a 2D crystal, the initial states in the valence band are highly
localized along the z direction. Thus, the Brillouin zone is strictly 2D and the electronic
structure is essentially kz independent. Comparison with photoemission from surface states
is useful, since they are also localized in 2D.[120] However, the role of evanescent decay
into the bulk, which is important for surface states in metals and results in a partial kz
dependence,[120] such as surface resonance, is absent in graphene and, thus, we may treat
the initial state as independent of photon energy. In fact, as seen in Fig. 4.4, changing
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the photon energy in the case of graphene causes only a change in the overall linewidth and
does not aﬀect the measured bandstructure. As will be discussed below, the diﬀerence in the
width of ARPES features between spectra obtained at ~ω =50 and ~ω =84 is a consequence
of the surface roughness of the graphene samples. Since electrons in graphene propagate
on a locally curved surface, the usual momentum conservation rules in ARPES must be
modiﬁed and a photon-energy-dependent broadening term is introduced.
4.4.2 General Considerations
In standard many-body ARPES theory, the intensity of the photoemission signal is propor-
tional to the spectral function, A(k, ω):
A(k, ω) =
Im[Σ(k, ω)]
(ω − ωk − Re[Σ(k, ω)])2 + Im[(Σ(k, ω)]2 (4.1)
where ω = E − EF and k are binding energy and momentum, respectively, and ωk is
the single-particle dispersion. The real and imaginary parts of the self-energy, Σ(k, ω),
represent renormalization of the bare-bands and scattering rate, respectively. To obtain the
full expression for the photocurrent, the above function is then multiplied by energy and
momentum-preserving delta functions, δ(ki−kf−G)δ(Ei−Ef−W ), whereG is a reciprocal
lattice vector and i and f label the initial and ﬁnal states, respectively, and W is the work
function of the material.
However, one major complication to this approach arises for the case of suspended
graphene since the momentum preserving function, δ(ki − kf −G), is only a precise delta-
function if the system under investigation is atomically ﬂat. While this is the case for
the majority of single-crystal samples probed with ARPES, including the Kish graphite
described above, exfoliated monolayer graphene, as is discussed in the Introduction, has sig-
niﬁcant deviations from planarity, ranging from 1 to 10 Å.[79] This corrugation introduces
an additional broadening mechanism into the ARPES spectrum, which can be as large as, or
larger than, the intrinsic broadening represented by Im[Σ(k, ω)]. Thus, in order to extract
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the true self-energy of carriers in the crystal, such corrugation-induced broadening must be
taken into account. The MDCs are best ﬁt by a convolution of A(k, ω) with a function that
represents broadening due to surface roughness. Thus, as will be shown below, at ﬁxed ω,
photoemission intensity as a function of k‖ can be expressed as:
I(k‖) ∝
∫
d2k‖′Sk⊥(k‖)A(k‖ − k′‖, ω) (4.2)
where k‖ = ki‖− kf‖ and Sk⊥ represents corrugation-induced broadening. Sk⊥ , the surface
structure factor, is a function of the surface geometry of the sample and is also generally de-
pendent on the change in perpendicular momentum from initial to ﬁnal state, k⊥ = ki⊥−kf⊥.
We note that several prior studies have examined the eﬀect of surface roughness on ARPES
measurements.[121, 122] In these prior studies, the roughness considered was due to discrete
height variations caused by monatomic steps, rather than the continuous undulations of a
thin ﬁlm. Thus, the broadening in spectral features measured by ARPES was attributed to
increased electron scattering rather than a variation in the phase of photoemitted electrons
induced by local height ﬂuctuations. In our experiments on suspended graphene samples,
the surface morphology is carefully measured simultaneously with the ARPES measurements
presented here, thus allowing us to determine Sk⊥ independently.[27]
Finally, note that the surface corrugation of the graphene sheets will also alter the
bandstructure by inducing a change in the local potential proportional to the square of
the curvature. Thus, the ripples act as scattering centers, which will decrease lifetime and
potentially change the Fermi velocity. These eﬀects are contained in A(k, ω) and will also
be present in the ARPES data. However, such eﬀects are distinct from that described by
Sk⊥ , which represents decoherence as electrons pass from a curved 2D space to free space.
4.4.3 Corrugation Broadening
Corrugation broadening can be treated by considering the equation that describes photoe-
mission from a Bloch state in the graphene sheet into a free-electron state above the crystal.
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Ckj φ(r−R− τj) (4.3)
we obtain the following matrix element for excitation into a free electron ﬁnal state:







ei(ki−kf )·Rφ˜(kf ) (4.4)
where ki is the initial pseudo-momentum of a valence-band electron and kf is the ﬁnal-
state momentum (for a full description and deﬁnitions of symbols see Appendix). Equation
4.3 describes an initial state with precise momentum at a ﬁxed binding energy. For an
atomically-ﬂat crystalline 2D surface the position vectors can be expressed as R = n1a1 +
n2a2, where the ni are integers and the ai primitive lattice vectors in the xy plane. In this
case, the sum over R in Eq. 4.3,
∑
ei(ki−kf )·R, is zero unless ki‖ − kf‖ = G, where G is a
reciprocal lattice vector. This condition is, thus, a statement of the momentum conservation
discussed above, δ(ki−kf −G). If, however, z is allowed to vary continuously as a function
of position along the surface, so that R = n1a1 + n2a2 + ∆x + ∆y + z1, with z no longer
constant, the summation in Eq. 4.4 is not as readily calculated. Perfect phase cancellation
away from reciprocal lattice vectors does not occur, resulting in non-zero photoemission
intensity when ki‖ − kf‖ 6= G.
Summations such as the one in Eq. 4.4 are encountered in the theory of LEED on rough
surfaces.[97, 98, 94] In fact, in many respects the formal analysis of LEED results bears
many similarities to that of ARPES. In a prior study using one-photon photoemission and
high-resolution LEED applied simultaneously to surface states of Cu(100) and Cu(111), it
was demonstrated experimentally that the photoemission linewidth and the width of the
LEED-spot proﬁle are correlated linearly.[122] In particular, for LEED one measures the
diﬀraction structure factor, S(k) ∝ |∑ eik·R|2 where, as in the case of photoemission, k is
1It is implied here that ∆x, ∆y and z are functions of position along the surface with z representing the
local height of the surface and ∆x, ∆y representing deviations from the ideal lateral positions of surface
atoms which are necessary to keep the average bond length unchanged.
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the total momentum transfer, k = ki − kf , and the sum is over atomic positions, R, on a
surface. In addition, for ARPES transition probability is proportional to the square of the
matrix element; thus, the same structure factor, S(k), is applicable. Thus, LEED theory
can guide our analysis.
The structure factor, S(k), can be calculated with information about the average proper-
ties of the surface, described by three variables: horizontal correlation-length, ξ, RMS height
variation, w, and a dimensionless parameter, α, termed the roughness exponent," which
describes surface roughness on length scales smaller than ξ.[94] All three parameters can
be extracted from real-space information about the surface by computing the height-height
correlation function, which is used in a variety of thin ﬁlm measurements, including those
on graphene and other surfaces, and is deﬁned as H(r) = 〈|z(r0 + r)− z(r0)|2〉. As is shown




k⊥H(r). Thus, the average parameters that characterize a given rough surface (w, ξ,
and α) and determine the form of H(r) also determine S(k⊥,k‖). Hence, with these pa-
rameters, it is possible to compute the summation in Eq. 4.4. In fact, previously reported
measurements using low-energy electron microscopy and low-energy electron diﬀraction have
determined these parameters to be α = 0.54± 0.02, w = 1.99± 0.15 Å, and ξ = 30± 0.3 nm
for the same suspended graphene samples used in this study.[67] Although the functional
form of S(k⊥,k‖) is complex, the width of Sk⊥(k‖) (i.e. for k⊥ ﬁxed) in k‖ space has a sim-
ple dependence on k⊥ and the parameters describing the surface roughness. In particular,
the width, ΓS is proportional to (k⊥w)
1
α /ξ, which explains the decrease in experimental
linewidth with decreasing k⊥ shown in Fig. 4.4. For ﬁtting purposes it is useful to have the
exact functional form of Sk⊥(k‖). Yang, et al. have shown that for (wk⊥)
2  1 the form is
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4.4.4 Intrinsic Broadening
It is straightforward to introduce intrinsic initial-state broadening into our ARPES descrip-
tion by replacing our initial state wavefunction, ψk, with a sum over multiple momentum
states,
∑
akψk, where the aki are complex coeﬃcients related to the spectral function by




matrix elements weighted by the complex coeﬃcients ak, where the Mk are the original
transition matrix elements deﬁned in Eq. 4.4. Again, using Fermi's golden rule we ﬁnd that
the transition probability is proportional to the square of this sum.














As shown in the appendix the k 6= k′ sum can be safely neglected due to random
phase cancellation and we arrive at the ﬁnal expression for the full photoemission intensity
expressed in Eq. 4.2.
Note that the broadening introduced by the surface corrugation of the suspended graphene
sheet is only contained in the transition matrix element Mk. The many-body physics that
describes the interaction of charge carriers in graphene with other excitations is contained
in the complex coeﬃcients ak. Thus, the "intrinsic" or initial state broadening referred to
in this section, as well as subsequent sections, is the width of the spectral function derived
from the complex coeﬃecients, A(k, ω) = |aki |2.
Finally, we note that, in general, the linewidth (Γm) measured in ARPES from well
prepared, atomically ﬂat surfaces is a function of the initial state or photohole linewidth
(Γi) as well as the linewidth of the ﬁnal state or photoelectron (Γf ). However, for the case
of 2D states such as surface states in metals or thin ﬁlms like graphene, there is no dispersion
with k⊥ and Γm = Γi.[123]































Figure 4.5: (a) Graphene bandstructure over ﬁrst BZ. (b) Contour lines drawn along
constant binding energies in the vicinity of the K point (binding energies indicated in eV).
(c,d) Dispersion along kx and ky, respectively (along dashed blue lines in (b)).
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4.4.5 Analysis of Spectra and Discussion
Figure 4.2 shows a plot of the dispersion obtained along the ΓK direction in the vicinity of the
Dirac point. The average Fermi velocity, derived from the slope of ω vs kx is 1.07±0.05×106
m/s. This value is obtained from an analysis of the dispersion in the energy range from
0 to 0.6 eV (see blue best-ﬁt line in Fig. 4.2(d)). This value is in excellent agreement
with results obtained by IR measurements on undoped supported exfoliated graphene.[124,
125] Additionally, the dispersion along ΓK is linear in this region (0 to 0.6 eV) with no
deviations from linearity within our experimental uncertainty. As discussed above, despite
the roughness-induced broadening in the spectrum, the dispersion curve is easily extracted
from the raw ARPES data by taking the second derivative of the ARPES intensity along the
momentum direction. However, determining the intrinsic width of spectral features requires
a deeper analysis.
Our prior measurements of the surface corrugation in suspended graphene allow us to
extract the intrinsic electronic structure from our ARPES data. The procedure for this ﬁtting
is as follows: ﬁrst, Sk⊥ is determined from our surface morphology measurements and used
as a constant parameter, then A(k‖) is varied until the convolved function, I(k‖), represents
a good ﬁt to the experimental data. Although a full deconvolution is, in principle, possible,
it is much more straightforward to begin with an assumption for the functional form of
A(k‖) and systematically vary the parameters until a good ﬁt is found. The functional form
of A(k‖) is assumed to be a Lorentzian, the most commonly used photoemission lineshape,
which results from the k-independent approximation for Im[Σ(k, ω)].2
In carrying out this procedure, we introduce two additional simpliﬁcations. First, note
that we are examining the region in k-space within the ﬁrst Brillouin zone along the ΓK (kx)
direction in the vicinity of the K point. As shown in Fig. 4.5, the pi state disperses rapidly
along kx in this region, but relatively slowly along ky since ∂ω/∂ky=0 at ky=0. Thus, al-
2In ﬁtting the MDCs an instrumental broadening term was also convolved with our spectral function. The
energy resolution introduces a width of ∆EvF . In combination with the lateral resolution of the instrument















































































Figure 4.6: Intrinsic width of ARPES features for Suspended monolayer graphene. (a)
Example of MDC ﬁtting. (b) Two independent contributions to broadening. Red line:
intrinsic linewidth of initial state. Blue line: broadening due to corrugation at ~ω=50 eV
(solid) and ~ω=84 eV (dashed). (c) Inverse lifetime as a function of binding energy for
~ω=50 (blue) and ~ω=84 eV (red). (d) Best ﬁt line to intrinsic width vs. binding energy
for ~ω=50 data in vicinity of Fermi level.
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though Eq. 4.6 describes a 2D convolution, it is possible to replace the required 2D kxky
integral with a 1D integral along kx. Second, we note that most of the MDCs considered
here have an asymmetric peak shape, with additional spectral weight in the ω > vF |k| re-
gion of the curve. Possible reasons for this asymmetry are discussed in a separate paragraph
below. For ﬁtting purposes, this additional spectral weight was not considered and the best
ﬁt was obtained by imposing a momentum cutoﬀ within 0.1 Å−1 of the peak position on
the ω > vF |k| side of the curve. Figure 4.6(a) shows a representative curve from the ~ω=50
eV data taken 0.7 eV below the Fermi level along with a best ﬁt. Note that the lineshape
of this curve provides an excellent ﬁt to the experimental data. Figure 4.6(b) shows the
two independent contributions to the linewidth: the corrugation-induced broadening and
the intrinsic broadening. In order to cross-check that the convolution procedure accurately
captures the photon-energy dependence of the photoemission process, the same ﬁtting pro-
cedure was repeated on data obtained with a photon energy of ~ω=84. At this photon
energy, k⊥ = 4.27Å
−1 and, according to Eq. 4.6, the width of Sk⊥ is nearly twice as large as
it is at ~ω = 50 eV. However, as expected, the intrinsic linewidth extracted from the ﬁtting
procedure is the same for data obtained with both photon energies. A comparison of the
self-energy extracted from the two data sets is shown in Fig. 4.6(c); the two resulting curves
are the same, within experimental error, thus conﬁrming the photon-energy dependence
given in Eq. 4.6 and lending further support to our approach.
Comparison can be made to the theoretical work of Park et al. who compute, from
ﬁrst principles, the MDC broadening expected in an ARPES study of graphene [7]. Al-
though their computation has been performed for doped graphene, their result for suspended
graphene compares very favorably to ours. Figure 4.7 shows our result for the intrinsic MDC
width along with the prediction of Park et al. for both freely suspended graphene and SiC
supported graphene. As seen in Fig. 4.7(b), dielectric screening from the SiC substrate
signiﬁcatly reduces the MDC broadening. However, their result for suspended graphene is
qualitatively similar to ours; they predict a monotonic increase in MDC width from 0 at EF
to ∼0.09 at 2 eV. However, care must be taken when comparing this calculation to our result,
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Figure 4.7: Inverse lifetime as a function of binding energy for ~ω=50 (blue) shown with
error bars. Inset shows graphene DOS. (b) Previous experimental and theoretical results for
ARPES MDC width of graphene. Plot includes ﬁrst principles calculation of Park, et al. [7]
for suspended (red curve) as well as SiC supported (blue curve) graphene along with data
from Bostwick, et al.[8] (black curve). Note that this data corresponds to doped graphene.
as the calculation has been performed for doped graphene, which changes the quasiparticle
dynamics. For example, the kink observed in the 1 to 1.5 eV range is not present in our
data. In comparison, our measured intrinsic linewidth increases linearly from EF to ∼ 3 eV,
after which it is constant at ∼ 0.13 Å−1. The kink at ∼3 eV in our data corresponds to the
rapid change in the density-of-states in graphene which occurs at a binding energy equal to
the nearest-neighbor hopping energy of ∼2.8 eV (see inset to Fig 4.7).
To make our observations quantitative and enable comparison with other work, we per-
form a linear ﬁt of the intrinsic width versus binding energy, Γi = α+β(E−EF ). From this
ﬁt, we ﬁnd α = 0.002± 0.005 Å−1 and β = 0.039± 0.01 Å−1eV −1. As expected, the value
of α is within experimental uncertainty of zero since excited states just above the Fermi
level should be very long lived. Consider now the parameter β that describes the increase
in inverse quasiparticle lifetime with increasing binding energy. Ready comparison can be
made to the theoretical work of Park et al. who compute from ﬁrst principles the broadening
expected in an ARPES study of neutral graphene [7]. Their result compares very favorably
to ours. In particular, they predict a linear increase in the intrinsic MDC width from 0 to
∼ 0.05 Å−1 in the energy range from 0 to -1 eV, which corresponds to β ≈ 0.05 [7].
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The lifetime is related to Γi by τ = 1/(2ΓivF ). Thus, our measured value can be
expressed as β= 0.78±0.02 fs−1 eV−1, so as to enable ready comparison with prior mea-
surements of the same quantity on graphite and exfoliated graphene. For graphite, β has
been measured by femtosecond photoemission to be an order of magnitude smaller, viz.
0.029 fs−1 eV−1 [126], while STS measurements of exfoliated graphene on graphite have
produced an intermediate value of (β = 0.11 fs−1 eV−1) [127]. A reasonable explanation
for this discrepancy is the greater out-of-plane corrugation of suspended graphene, which
has been predicted to be the largest contribution to electron scattering in rough graphene
sheets[72, 73, 74]. Indeed, such roughness constitutes short-range correlated disorder, which
has also been shown theoretically to lead to scattering rates which scale linearly with ω in
graphene [128].
Comparison can also be made with results obtained on epitaxial graphene grown on
SiC. In such a system the Dirac point is ∼ 0.5 eV below the Fermi level which changes
the quasiparticle dynamics resulting in a non-linear behavior for Γi vs ω. In particular, it
has been shown that electron-plasmon interaction in doped epitaxial graphene results in an
increase in the electron scattering rate in a narrow energy region where ω ∼ ED.[8] (see
black curve in Fig 4.7(b)). However, at deeper binding energies a nearly linear increase of
Γi has been demonstrated with a slope of ∼ 0.025 Å−1eV −1, which is comparable to our
measured value of β.
Because of the unique Dirac Fermion behavior and two-dimensionality of graphene, there
has been much discussion of many-body physics that would lead to lifetime broadening in
ARPES measurements of graphene[8, 129, 130, 131]. In conventional bulk crystals Fermi-
liquid theory predicts the decay of a photohole through creation of an electron-hole pair to
result in a lifetime which scales as (E − EF )2, in proportion to the number of excitation
pathways that satisfy momentum and energy conservation. However, the linear dispersion
of the graphene bands, along with the vanishing density of states at EF , modify this picture.
Hence, undoped graphene is expected to show anomalous marginal Fermi-liquid behavior,
characterized by a lifetime that scales as (E − EF )−1.[129] Electron-phonon interaction
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has also been shown experimentally to lead to linewidth broadening.[125, 8] However, the
interaction is limited by the phonon dispersion to within 140 meV of EF .[106] Coulombic
interactions, however can aﬀect scattering rates for electrons well below EF . As noted above,
elastic scattering due to short-range correlated impurities such as adatoms, dislocations or
corrugations has also been shown theoretically to produce a (E − EF )−1 dependence on
lifetime.[128]
As discussed above, prior STS measurements have conﬁrmed this linear increase for a
small range of energies (∼150 meV) in the vicinity of the Fermi level for exfoliated graphene
on graphite.[127] Our measurement conﬁrms that this behavior persists as far as 2eV below
the Fermi level; a log-log plot of Γi vs ω displays a slope of∼1. As noted above, such marginal
Fermi-liquid behavior has also been observed by femtosecond time-resolved photoemission
spectroscopy on graphite.[126]
We now return to the topic of asymmetry in MDC peak shape. As many recent the-
oretical studies have pointed out, the commonly-made k-independent approximation for
Im[Σ(k, ω)] is not fully valid in graphene as the doping level approaches zero.[129, 130]
The vanishing density of states at ω = EF along with graphene's linear dispersion near EF
places a kinematic restriction on the available phase space for electron-electron scattering.
The scattering pathway e− → e− + e−h+ is only available for oﬀ-shell electrons for which
ω > vF |k| and is kinematically forbidden when ω < vF |k|. Thus, one expects a discontinuity
in Im[Σ(k, ω)] at ω = k and decay due to electron-electron interaction may be indicated by
asymmetry in MDC peak shape.[128, 130] As mentioned above and indicated in Fig. 4.6,
in MDCs taken through the K point for monolayer graphene additional spectral weight is
present in the ω > vF |k| regime. In principle, a full deconvolution of the ARPES intensity
would recover the exact function form of A(k, ω). However, such a procedure would require
use of the full 2D integral speciﬁed by Eq. 4.2, which is beyond the scope of the work
presented here.
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4.5 ARPES formalism for thin ﬁlm membrane
In this section, we develop the detailed formalism used to evaluate the graphene ARPES
results presented above.
According to the standard tight-binding scheme, initial pi states in the valence band of
graphene with energy ωk and crystal-momentum k are represented as a linear combination









Ckj φ(r−R− τj) (4.7)
where 1√
N
is an overall normalization factor, A and B designate the sublattice sites and
τj their locations within the unit cell. The Ckj are complex coeﬃcients obtained from the
tight-binding model and the φ are molecular pz orbitals. The sum over R runs over all N
unit cells in the crystal (note that we work in the limit where N →∞).
The transition-matrix for photoexcitation from this initial state to a plane wave ﬁnal




d3re−ikf ·r(p ·A)ψki(r) (4.8)
Inserting the above deﬁnition for the initial state we obtain:








where φ˜ is the Fourier transform of the molecular pz orbital and λˆ represents the polarization
vector of the incoming radiation. We are interested in a small region of momentum-space
in the vicinity of the K point. Since ki · λˆ and φ˜(kf ) are nearly constant in this region,





−iki·τj . The sum over j,∑
Ckij e
−ikf ·τj , depends only on the relative phase between the Ckj 's and the pathlength
diﬀerence from atoms A and B to the detector. This term changes rapidly on a contour
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around the K point. Along the ΓK direction, the term changes from 2 to 0 as we pass
through the K point from the ﬁrst to the second BZ. However, if we restrict ourselves to the




nearly constant. Thus, we are left with the sum
∑
ei(ki−kf )·R.
For a 3D crystal with perfect translational symmetry the position vectors can be rep-
resented as: R = n1a1 + n2a2 + n3a3, where n1, n2, n3 are integers and a1,a2,a3 are
primitive lattice vectors. In this case, the sum over R reduces to a momentum-preserving
delta function δ(kf − ki − G) where G is a reciprocal lattice vector. However, since
graphene is a two-dimensional lattice, momentum conservation does not hold in the per-
pendicular direction. More signiﬁcantly, exfoliated graphene is a ﬂexible membrane that is
not atomically ﬂat, so the R's must be expressed in terms of a continuous variable; thus
R = n1a1 + n2a2 + ∆x + ∆y + z, where zj is a continuous variable which represents the
local height of the graphene sheet. The variation in height is such that we can consider the
well-known theory of scattering from continuous rough surfaces in order to evaluate the sum






where D(r) is the density-function of the material which, for a perfectly crystalline ﬂat





A periodic lattice generates a photoemission spectrum with the periodicity of the recip-
rocal lattice. However, since we are concerned with the photoemission spectrum in a small
region of k-space in the ﬁrst Brillouin zone, we may abandon the description of the surface
as a discrete lattice and replace it with a smooth, continuous sheet. Thus, we approximate
D(r) as a surface density function:
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D(ρ, z′) ' δ[z′ − z(ρ)] (4.12)
where ρ = r‖ = (x, y) and z′ = r⊥. Thus, the surface is now deﬁned by the height function
z = z(ρ). Inserting the above deﬁnition of D(r) and explicitly separating ki and kf into




We have retained momentum-conservation; for a constant z(ρ) the above integral produces
δ(ki‖ − kf ‖) times a complex phase; but for a non-trivial z(ρ), the delta function broadens
since ei(ki⊥−kf⊥)·z(ρ) is no longer independent of ρ. Additionally, electronic states in graphene
propagate on a curved space, which implies that the direction of the initial state wavevector,
ki, varies as a function of position along the surface so that ki⊥ and ki‖ vary with ρ as well.
This introduces additional phase variation into the exponential argument (ki⊥−kf⊥) · z(ρ).
However, this variation is very small in comparison to that introduced by changes in z(ρ)
and can eﬀectively be ignored with little change in our ﬁnal result. In particular, ki⊥ varies
proportional to k ∂z∂ρk which is on the order of 0.01 Å
−1. Thus the phase variation in the
term ki⊥z  1 (∆z ≈ 2 Å) is very small in comparison to the variation in the kf⊥z term
(kf⊥ ranges from 2.5 to 3.5 Å−1). Thus, we will approximate the direction of the initial
state wavevector, ki, as constant for all points on the surface. This means that k is not ρ
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The term inside the parentheses is the height-diﬀerence function, C(r, k⊥), of the surface
which is related to the height-height correlation function, H(r) = 〈|z(r0 + r) − z(r0)|2〉. It
is straight forward to show that the C(r, k⊥) equals e−
1
2








For a large class of surfaces, H(r) has the following properties:
H(r) ∝ e2α, for r  ξ (4.18)
H(r) = 2w2, for r  ξ (4.19)
where α is a measure of the small scale roughness termed the roughness exponent." In
particular, it can be shown that the full width at half maximum (FWHM) of I(k‖) (with
k⊥ held constant) scales as ξ−1(wk⊥)
1
α when (wk⊥)2  1. The functional form of I(k‖) is
well approximated as:[94]









The above discussion began with the assumption that the initial state, ψk, had a well
deﬁned pseudo-momentum, k, and energy ωk. To include initial state broadening in our
description, we replace ψk with a sum over multiple momentum states,
∑
akψk, where the
ak are complex coeﬃcients. The coeﬃcients, ak, are related to the spectral function, A(k, ω)
by |ak|2 = A(k, ω) with the spectral function deﬁned as:
A(k, ω) =
Im(Σ)
(ωk − ω −Re(Σ))2 + Im(Σ)2 (4.21)
where Σ = Σ(k, ω) is the quasiparticle self-energy. Retaining our simple description of the




kq, over multiple matrix elements weighted by the complex coeﬃcients ak,
where the Mkq are the original transition matrix elements deﬁned in Eq. 4.9. Again, using
Fermi's golden rule we ﬁnd that the transition probability is proportional to the square of
this sum:






















where ∆k‖ = k′‖ − k‖, k⊥ ≈ k′⊥. The ei∆k‖ρ factor in the ρ integral introduces a ran-
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dom phase that causes the integral to average to zero (since it is taken over the whole
surface). Thus, the cross terms can be safely neglected and we arrive at the ﬁnal expression
or photoemission intensity as a function of k‖ with k⊥ ﬁxed, described by Eq. 4.2.
4.6 Conclusion
Photoemission on thin sheets of 2D crystals is expected to grow in importance as interest
in single-layer insulators and semiconductors increases. We have performed ARPES on
a 2D suspended surface with well-deﬁned surface corrugation. By comparing our work
with our prior results obtained from diﬀraction measurements on corrugation in suspended
graphene sheets[111] we have developed a model for understanding the eﬀect of corrugation
on ARPES spectra. By analyzing results obtained with diﬀerent photon excitation energies,
we have estimated the contribution of surface roughness to broadening. Thus, despite the
surface corrugation in the graphene layer, it is still possible to develop insights into graphene
physics. In particular, we have shown that exfoliated suspended graphene is essentially
undoped in its pristine form. Additionally, we have shown that the band structure has no
signiﬁcant deviations from linearity in the vicinity of the Dirac point. Our measured Fermi
velocity is comparable to results obtained on supported graphene by transport and optical
measurements. Finally, we have also shown that undoped exfoliated graphene behaves as a
marginal Fermi-liquid with an anomalous carrier lifetime, which scales as (E − EF )−1.
Chapter 5
Band Mapping of Self Assembled
Nanostructures on Single Crystal
Surfaces
In this chapter, I describe resonant band mapping of the the model surface systems Cu(111)
and Cu(775) using a relatively high-repetition-rate femtosecond OPA source, which is tun-
able over the photon-energy range of 3.75 to 5 eV. The results show that resonant band
mapping can be done with such an OPA source. In addition, the measurements show that,
while strong pumping can be obtained with this source, any space charge is suﬃciently
reduced such that sharp features can be readily observed.
5.1 Introduction
While angle-resolved photoemission spectroscopy (ARPES) is a powerful and widely used
technique for probing the occupied states of the band structure of single-crystal materials
[30, 31, 32, 33, 6], inverse photoemission (IPE) spectroscopy [35, 36, 37] and two-photon pho-
toemission (2PPE) [23, 38, 39, 20, 40, 41, 42, 43, 44, 45, 46, 47] are the accepted techniques
for probing their unoccupied states. Recently, 2PPE has become more widely used due to its
86
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high energy-resolution and the fact that it allows measurement of ultrafast dynamics using
pump-probe methods [40, 41, 42, 44, 45, 46, 47]. In addition, the commonly employed high-
repetition-rate, i.e., ∼100 MHz, Ti:Sapphire-based lasers have been eﬀective in providing
enhanced signal-noise ratios over lower-repetition-rate, nanosecond, dye or excimer lasers.
Band mapping is a major measurement technique for electronic structures that uses
occupied-state ARPES in conjunction with a photon-energy-tuned synchrotron beamline[30,
31, 32, 33, 6]. Band mapping can be carried out in 2PPE by using a tunable laser source
via resonant excitation of a target intermediate state from a well deﬁned initial state, fol-
lowed by further excitation to the ﬁnal-state continuum prior to full equilibration of the
k‖states[132, 133]. Such crystal-momentum equilibration times have been measured by sev-
eral authors and, in general, it is found that intraband and interband lifetimes are of the
order of 60 and 40 fs, respectively[47, 134]. Thus during pumping within a typical 90-fs pulse,
the electron distribution will be only partially equilibrated. This lack of full equilibration
in the electron distribution of the excited states can lead to a resonance in the energy-
distribution curves (EDC) as the laser photon energy is tuned through the energy spacing of
the ground- and target-excited state. This approach has been demonstrated previously using
a tunable frequency-doubled dye-laser system[132, 133]. However, a nanosecond-dye-laser
system cannot achieve the same 2PPE signal-to-noise ratio in comparison with that using a
much higher repetition-rate Ti:Sapphire system and cannot also achieve the same degree of
unequilibrated electron distribution that is possible with a femtosecond pulse source.
Optical parametric ampliﬁers (OPA), driven by Ti:Sapphire lasers are tunable over a
wide bandwidth range and thus it is possible to use this tunable laser for band map-
ping of low-binding-energy surface systems, i.e., those accessible with two 4-5 eV photons.
While Ti:Sapphire-based, synchronously-pumped, optical parametric oscillators (OPO) in
conjunction with frequency doubling are able to operate at the high ∼100 MHz repetition-
rates of Ti:Sapphire oscillators, the use of Ti:Sapphire-based OPA systems in the ∼100 kHz
repetition-rate is more conveniently and readily realized. In addition, OPAs are able to pro-
vide a higher tuning bandwidth compared to OPOs because of the larger energies achievable
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in the OPAs.
5.2 Experiment
In the experiments described in this chapter, a high-purity (99.999 % purity) single-crystal
copper sample of 1.2-cm diameter is cut to the desired (111) and (775) orientations on oppo-
site sides of the crystal. The 8.5◦ miscut of the (775) surface with respect to (111) is accurate
to within 0.1◦. The laser system uses an ultrafast Ti:Sapphire pulse source, the pulses of
which are ampliﬁed in a regenerative ampliﬁer, and then used to drive an optical parametric
ampliﬁer to provide a tunable source of visible light. This output is then converted to UV
wavelengths by second harmonic-generation in a 1 mm BBO crystal. Photoemitted electrons
are collected using a 160◦ (36.5-mm radius) spherical-sector energy analyzer. The angular
data is collected along the MΓM direction of the (111) surface Brillouin zone. For the (775)
surface this corresponds to the direction across the steps. Throughout the experiments pre-
sented in this chapter, the sample was biased at -4 V to reduce the eﬀects of stray ﬁelds.
The data presented is corrected for both the additional kinetic energy and change in the
parallel momentum k‖of the electrons due to this accelerating voltage[52]. Additional details
of sample preparation and the experimental setup were presented in Chapter 2.
The normally-unoccupied image states are populated by resonant excitation from the
occupied sp-like surface state of Cu(111) and/or by nonresonant indirect excitation via
electron transfer to and then from occupied bulk states, and then probed after absorption
of a second photon of the same energy; see schematic diagram in Fig. 5.1. Since the Cu
surface state and image states have diﬀerent eﬀective masses, resonant excitation occurs at
diﬀerent parallel momenta for each choice of photon energy. By tuning the photon energy,
it is possible to resonantly map the entire surface and image-state spectra. The femtosecond
laser provides a high signal-to-noise ratio and the resonant mapping scheme allows for precise
measurement of the dispersion and reference planes (the dispersion minimum) of both the
occupied and the excited bands.
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5.3 Excitation Spectra and Processes
Prior to describing the bandmapping measurements, I will show the eﬀect of excitation
resonance on the EDC curves as well as the linewidth of these curves and their consistency
with previous measurements of resonant 2PPE photoemission. The relevant electronic states
for the experiment are shown in the sketch in Fig. 5.1 along with a depiction of two possible
excitation channels as well as two measured representative photoemission energy-distribution
curves (EDCs), each taken at a diﬀerent angle for illumination of a Cu(111) surface with
~ω = 4.29 eV. The lower intensity curve (circles), taken at k‖= 0 Å
−1shows two peaks,
while the second (squares), taken at k‖= 0 Å
−1, shows a single, much-higher intensity
peak. Considering ﬁrst the circle curve, the well-established binding energies and dispersion
relations of the Cu(111) surface can be used to assign the lower energy of the two peaks
to a nonresonant two-photon process from the n = 0 occupied surface state and the higher
energy peak to photoemission from an n = 1 image state, which is excited by scattering
from a nearby bulk excited state or intraband scattering. Because of the nature of the
excitation processes, each of the processes is termed nonresonant excitation. Note that, in
this case, the surface and image-state-peak energies are readily resolvable. On the other
hand, at k‖= -0.18 Å
−1a single, much-higher-intensity peak is observed. Again using the
well established energetics of this system, it can be shown that, for this photon energy and
parallel momentum, excitation of the n = 1 image state from the n = 0 surface state is
resonant with the photon energy in this case. This resonance leads to a sharp, well deﬁned
photoemission signal.
Photoemission of a surface-state electron requires the simultaneous absorption of two
photons through a virtual or resonant intermediate state, while photoemission of an indi-
rectly excited image-state electron is accomplished through absorption of a single photon.
The kinetic energy of electrons photoemitted from the surface and image states can be writ-
ten, respectively, as E0 = 2~ω − ε0 − φ and E1 = ~ω − ε1 where ~ω is the incident photon
energy, φ is the work function and ε0 and ε1 are the binding energies of the surface state and
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image state electrons, respectively; these binding energies are referenced to the Fermi and
vacuum levels, respectively. Thus, the kinetic energy of photoemitted surface-state electrons
varies as 2~ω, twice the incident photon energy, while the kinetic energy of photoemitted
image-state electrons varies as ~ω a result which can be used to distinguish occupied (sur-
face) states from unoccupied (image) states. In addition, the relative separation in energy
space of image, E1, and surface state, E0, peaks, i.e.,E1−E0, are dependent on the incident-
photon energy; thus the resonance condition, E1−E0 = 0, or equivalently, ~ω = ε0 +φ−ε1,







Figure 5.1: (Left) Schematic photoemission channels observed in the 2PPE process using
the n = 0 surface and n = 1 image states of Cu(111). The red lines above the vacuum
level reﬂect the measured 2PPE ﬁnal state kinetic energies. (Right) EDCs from Cu(111)
measured at k‖= 0 Å
−1and k‖= -0.18 Å
−1using 4.29 eV photons. The data is ﬁt using
the functional form discussed in the text [Eq. (1)]. The two curves represent EDCs under
oﬀ-resonant and near-resonant conditions.
In order to determine the lineshape of the photoemitted signal, I will express the 2PPE
intensity or the EDC at a particular emission angle as:
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I(E) =
a
[(E − E0)2 + (Γ0/2)2][(E − E1)2 + (Γ1/2)2] +
b
(E − E1)2 + (Γ1/2)2 (5.1)
where E0 and E1 are the kinetic energies described above, Γ0 and Γ1 are the linewidths
corresponding to surface- and image-state peaks, and a and b are ﬁtting parameters. This
expression is consistent with prior theoretical treatments of two-photon photoemission [135,
136]. The ﬁrst term in the above equation represents photoemission from coherently coupled
surface and image states, whereas the second term corresponds to electrons that are ﬁrst
excited into an unoccupied state, and then scattered by electron-electron interactions or
other scattering centers into an image state. As can be seen from the form of the ﬁrst
term, resonant enhancement occurs when E0 = E1. Although Eq. 5.1 is written for narrow-
linewidth laser sources[135, 136], it can be used as a ﬁrst approximation to describe sources
with the 20 meV transform-limited linewidth of the femtosecond source used in this study.
As an example, ﬁtted curves corresponding to the functional form in Eq. (1) for 4.29 eV
incident photon energy data are shown in Fig. 5.1. In this case, the coherent term dominates
the photoemission signal at the resonance and accounts for as much as 75% of the image-state
electrons at the band minimum (k‖= 0 Å
−1). Taking into account spectrometer resolution,
the measured linewidths are 76 ± 25 meV and 82 ± 25 meV for the n = 0 and n = 1 states,
respectively, at k‖= 0 Å
−1. These results agree with the room temperature measurements of
Wallauer and Fauster of 65 ± 15 meV and 85 ± 10 meV, respectively[137], and measurements
of Knoesel, et al. of 62 ± 4 meV and 62 ± 5 meV, respectively[138]. Note, that in our case,
this resonant peak is slightly asymmetric due to the Fermi cut-oﬀ at ∼3.85 eV. For the n =
1 state, the expected lifetime broadening is ∼ 40 meV, where the rest of the contribution of
about 22 meV to the intrinsic linewidth arises from pure dephasing[138, 139].
By operating the OPA source at pulse energies below those leading to space-charge
distortion, useful data were collected over a relatively wide photon energy tuning range of
∼ 3.9 to 5 eV. The dispersion curves of the surface states in question were obtained by
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measuring the EDC curves over a set of typical emission angles from −18◦ to +18◦. Figure
5.2 shows the data obtained at one photon energy, 4.29 eV for Cu(111) and 4.48 eV for
Cu(775). In Fig. 5.2(a), the lower of the two bands is that due to the n = 0 surface state (see
also Fig. 5.1). As discussed earlier, due to its lower eﬀective mass (m∗ ≈ 0.4me) compared
to the image-state eﬀective mass (m∗ ≈ me), the surface-state band disperses faster and
crosses the image-state band at ∼ 0.17 Å−1away from the band minimum. In the case of
Fig. 5.2(b), the surface-state band of Cu(775) is folded and the band minimum appears at
an oﬀ-normal angle corresponding to k‖=pi/L (for Cu(775), pi/L = 0.22 Å
−1), due to vicinal
cut and superlattice formation as expected from earlier studies of this surface [140, 141] as
well as for other noble-metal vicinal surfaces. [52, 52] Note that for the k‖= pi/L branch of
the surface state in Fig. 5.2(b) a strong resonance is observed around the crossing point of
this surface state branch and the n = 1 feature. We can also observe the weak surface-state
feature for k‖< 0.18 Å
−1. In contrast, the surface-state feature in the k‖= −pi/L branch is
invisible. The resonance feature associated with this branch and the n = 1 state, however,
can be observed because of its slightly higher intensity relative to the nearby signal. Thus
there is an asymmetry in the two observed Umklapp branches of the surface state, which
will be discussed below. In the lower portion of Figs. 5.2(a) and (b), the maximum EDC
intensity is plotted as a function of parallel momentum for this same data. Note that the
photoemission signal intensity clearly peaks at a value of k‖corresponding to the crossing
of the surface and image states as a result of resonant excitation. The resonances on the
Cu(111) surface are sharper in k‖and stronger compared to those on the Cu(775) surface.
This relative sharpness is related to the linewidths of the surface and image states, which are
considerably broader on the stepped surface due to the scattering and structural variation in
terrace widths, as well due to hybridization of the surface states with bulk states [142, 143].
In addition, any step-edge defect scattering would increase the nonresonant contribution
given by the second term in Eq. 5.1. Simulated photoemission intensities using Eq. 5.1 and
the known energetic properties of the bands are shown as insets in Fig. 5.2. This simulation
was obtained using the two terms of Eq. 5.1 at a given value of k‖and the ﬁtted dispersion
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curves for the surface and n = 1 image states. For the case of Fig. 5.2(b), an additional
term, with the same functional form as the ﬁrst term of Eq. 5.1, was added to model the
two separate branches of the band-folded surface state. In both cases, the ﬁnal simulated
intensities include the Fermi function for room temperature. The simulations show good
qualitative agreement with the observed photoemission intensities. Finally note that the
dispersion data for both the image and the surface state can be obtained from plots such
as that presented in Fig. 5.2. However, as discussed in earlier work, the interaction of the
surface and image states can distort the apparent band dispersion and result in erroneous
determination of dispersive properties [38]. This can be even more important in the case of
stepped surfaces where the band structure is more complicated as shown in Fig. 5.2(b). To
illustrate this complication, in Fig. 5.2(b), the Umklapp surface state-band centered at k‖=
−pi/L= - 0.22 Å−1is not suﬃciently strong to be observed in the raw EDC data, while its
resonance response, as it crosses the image-state band, can be easily identiﬁed, as discussed
above. In some photoemission experiments Umklapp features from noble-metal stepped
surfaces exhibit a lack of symmetry in intensity on either side of k‖= 0 and, speciﬁcally no
Umklapp feature is seen for negative values of k‖. For example, it is well known that the
step-modulated state on vicinal Cu exhibits a photon-energy dependent intensity variation.
As shown on Cu(223) [144], Cu(443) [145], and Cu(775) [146], the step-modulated surface
state is most intense in PE measurements for photon energy ≤ 45 eV, while its Umklapp,
with band minimum located at k‖=3pi/L becomes dominant as the photon energies increase
to >45 eV. This phenomenon has been explained as a result of photoemission resonances
[143, 144], which are determined by matching the k⊥component of the ﬁnal state with the
spatial oscillation of the surface state as it evanesces into the substrate. Note that in our
2PPE measurement, however, an Umklapp is obtained at k‖= −pi/L. This result is opposite
to that anticipated from single-photoemission experiments and theory, but is in agreement
with other 2PPE experiments, such as that of Baumberger et al. on Cu(443)[142].
An important feature of the photoemission seen in our system is the degree to which the
process relies on non-equilibration of the electron distribution in the excited intermediate
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Figure 5.2: Angle-resolved 2PPE (a) from Cu(111) surface at an incident photon energy
of 4.29 eV and (b) from Cu(775) at an incident photon energy of 4.48 eV. The green dotted
lines represent the n = 0 surface-state band dispersion and the solid blue lines represent
the n = 1 image-state band dispersion. The maximum photoemission signal intensity as a
function of momentum is plotted in the lower portion of each ﬁgure. Using the measured
eﬀective masses and linewidths, simulations of the 2PPE signals for (111) and (775) surfaces
using Eq. (1) are presented in the insets (an extra term similar to the ﬁrst term in Eq. (1)
is added for the (775) surface simulation).
state, from which photoemission occurs. This lack of full equilibration is not seen, for
example, in typical, single-photon photoemission band-mapping experiments done using
synchrotron or UV lamp sources. In those cases, non-equilibration does not play a role in
determining the excitation-relaxation processes in the ﬁnal state since it couples directly into
the free-electron states and since the occupation of the initial state is given accurately by
ambient temperature Fermi-Dirac statistics. In the case of 2PPE, the excitation time is 100
fs and photoemission occurs at times comparable to or faster than the intraband relaxation
time of the intermediate state. As mentioned above for Cu(111) the n = 1 lifetime has
been measured to be ∼ 18 fs [138, 139], a result in agreement with many-body theory
[47, 147, 148, 149]. This lifetime arises from contributions due to intraband and interband
processes [149]. This lack of full equilibration within the excited state can be seen by the
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comparatively narrow region in k-space, over which photoemission occurs in Fig. 5.2. Note
that in our experiments with the stepped surface, the intermediate distribution is broadened
out more perceptibly than for the ﬂat surface; however, the bright resonant portion of the
curves in Fig. 5.2 indicates that this broadening or equilibration is not complete and that
resonant mapping is still possible. This additional broadening is attributed to hybridization
between the bulk and surfaces states [142, 143], and step scattering[42, 150].
Figure 5.3: Angle-resolved 2PPE spectra for a series of incident photon energies on the
Cu(775) surface. From left to right, the photon energies are 3.89, 3.96, 4.08, 4.22, 4.31, 4.40,
and 4.48 eV, respectively.
To carry out band mapping, the binding energy and the crystal momentum were mea-
sured as described in the experimental section. Figure 5.3 shows a series of angle-resolved
2PPE spectra from the Cu(775) surface at diﬀerent incident-photon energies. As mentioned
above, the origin of the resonance point is reﬂected by the ﬁrst term in Eq. 5.1 and is due
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to the fact that the image state is directly pumped from the surface state and that, due to
the intense, ultrafast laser pulse, photoemission takes place prior to electron equilibration.
The measured resonant points obtained from both surfaces are shown in Fig. 5.4 along with
parabolic ﬁts to the image and surface states. In the case of Cu(775) the surface state is
folded due to the step superlattice [140, 141] and only parts of each folded band are visible.
This band-folded surface state may be described by the KronigPenney model, wherein the






cos−1[|T | cos(k‖L)]− φ
}2 − ε0 (5.2)
where T = |T |eiφ is the complex transmission coeﬃcient through the one-dimensional
step barriers [151, 152]. Thus by setting L = 14.02 Å, one can obtain the values of the
ﬁtting parameters ε0,m∗, |T | and φ. The minima of the resulting bandfolded parabolas
are separated by 0.44 Å−1(i.e., the superlattice reciprocal vector). The measured binding
energies for the Cu(111) and Cu(775) surface states are ε0 = 0.40 ± 0.07 eV and 0.29 ±
0.06 eV respectively, in agreement with the values of 0.39 eV and 0.28 eV below EF from
earlier measurements [142, 141]. The reduced binding energy of the surface state on the
stepped surface is attributed to conﬁnement of electrons due to the step-edge potential
[142, 153, 141, 145, 152]. The eﬀective masses of the surface state are m∗ = 0.40 ± 0.10
me and 0.48 ± 0.30 me for Cu(111) and Cu(775), respectively, corresponding to the blue
solid-line ﬁts to the data in the bottom panels of Figs. 5.4(a) and (b). The larger mass
for the (775) surface compared with the ﬂat surface, agrees with a previous measurement
from a vicinal Cu(111) surface with a comparable terrace width of 15.4 Å, which yielded
m∗ = 0.45 me [152]. The remaining ﬁtting parameters for the surface state of Cu(775) are
|T | = 0.99 ± 0.10 and φ = (0.96 ± 0.26)pi. Note that the larger error bars associated with
the (775) surface state bandfolding arise from the insuﬃcient data for |k‖| > pi/L and the
assumption that the binding energies, ε0, at k‖= pi/L and pi/L are equal. The measured
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binding energy at k‖= −pi/L, however, appears to be lower than the binding energy at k‖=
pi/L. This apparent diﬀerence in the measured binding energies at k‖= ±pi/L may be an
artifact due to the large diﬀerence between the signal intensity levels at these two parabolas
for this photon energy such as observed previously for ARPES experiments with Au(223)
[154]. For the case of the n = 1 image-state, the band minimum is approximately 4.05 eV
above the Fermi level with eﬀective masses of m∗ = 1.17 ± 0.10 me and m∗ = 1.13 ± 0.20
me for Cu(111) and Cu(775), respectively, as shown in the top panels of Figs. 5.4(a) and
(b).
In the case of the (775) surface, the band minimum of the image state is not at k‖=
0 but slightly oﬀ normal. In a previous, more detailed, nanosecond-pulse band mapping
experiment of the Cu(775) surface, the band minimum was observed for the emission in the
[111] direction with a subtle inﬂection of band dispersion close to the surface normal. In the
present experiment using fs pulses and with fewer data points, the band minimum in the
data ﬁt appeared at an intermediate point between the [111] and [775] directions.
The slightly higher measured value of the eﬀective mass for both Cu(111) and Cu(775)
surfaces for the n = 1 state may be indicative of the dynamic nonequilibrium processes
occurring during resonant excitation of the electrons from the initial state to the intermediate
n = 1 state. Despite the fact that our measured values agree with reported values within the
uncertainty limits, these slightly higher values deserve additional comment. With regards
to the Cu(111) surface, it has been found theoretically that for Cu(111) (and Ag(111)) the
intrinsic linewidth of n = 1 increases linearly with k‖2 due chieﬂy to the contributions of
intraband scattering and, more importantly, the increasing overlap between the image states
and the bulk states, thus the lifetime decreases with increasing k‖values [149]. For the case
of Cu(001) and Ag(001), a similar dependence is observed experimentally[134, 155], but with
a much weaker lifetime dependence on k‖due to the small overlap between wavefunctions
of the image state and the bulk states. Thus for ultrashort pulses with large bandwidth,
a corresponding band k‖values will be excited to the intermediate n = 1 band. Due to
shorter lifetimes at the higher k‖values, the resonance value will be weighted to lower energy
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Figure 5.4: Band dispersion obtained for (a) Cu(111) and (b) Cu(775) using the technique
of resonant band mapping. The top curves denote the n = 1 intermediate state, while the
bottom curves denote the surface state (n = 0). The blue quadratic curves [(a) and top of
(b)] are ﬁts to the data. The ﬁts yield n = 1 eﬀective masses of m∗ = 1.17 ± 0.10 me and
m∗ = 1.13 ± 0.20 me for the Cu(111) and Cu(775) surfaces, respectively. For Cu(111), m∗
= 0.40 ± 0.10 me for n = 0, while for Cu(775), m∗ = 0.48 ± 0.30 me.
value. As direct consequence, the dispersion will yield a larger apparent eﬀective mass. For
the Cu(775), a diﬀerent behavior is expected. Roth et al., demonstrated that in a stepped
Cu(119) surface, the lifetime of the n = 1 state has an anisotropic behavior with respect to
electrons traveling up-steps or down-steps [150]. As a consequence, this observation suggests
that in resonant band-mapping, anisotropic behavior with respect to k‖is also expected. To
some degree this behavior is observed in Fig. 5.4(b) above. In our ﬁtting however, we used
the Kronig-Penney model, in which the bandfolded parabolas are symmetric. The measured
eﬀective mass is, again, within the uncertainty in agreement with reported values.
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5.4 Conclusion
Laser photoemission is attracting new interest due to its low-photon energy and hence its
ability to sample crystal regions away from the surface, that is to reliably probe the bulk-
crystal electronic structure. The results shown in this chapter indicate that ultrafast lasers
can be used, as well, for other photoemission techniques to study surface and near-surface
excited states and bands. Ideally, an optimal laser source for 2PPE would provide high-
intensity, tunable, and high-repetition-rate (> 1 MHz) pulses, which permits the reduction
of the laser intensity to the ideal one photoemitted-electron per laser pulse. In this chapter,
I have examined the implications of newly emerging tunable moderate-repetition-rate lasers
for resonant photoemission to map the excited electronic structure in surface bands. I in-
vestigated this possibility using the two model surface systems of ﬂat Cu(111) and stepped
Cu(775); in the case of the latter, its nanometer-scale arrays of potential steps yields in-
formation on lateral surface-electron movement. This nanostructured system is probed by
accessing the unoccupied-state manifold with two-photon photoemission since the tunable,
fs optical parametric ampliﬁer (OPA) source (with 250 KHz repetition rate), allows reso-
nant mapping with photon energies 4.2-4.6 eV of the unoccupied-states structure. I have
demonstrated measurements of surface-state bandfolding due to Umklapp processes by the
periodic steps on the Cu(775) surface. The weak unoccupied state observed here using this
ultrafast tunable OPA has recently been identiﬁed as due to pumping of a bulk band. The
observation of this state shows clearly the suﬃciently high excitation rate possible with this
OPA source.
Chapter 6
Mapping Unoccupied Bulk States
using Two-photon Photoemission
6.1 Introduction
As discussed above, angle-resolved photoemission spectroscopy (PES) is the deﬁnitive method
for accurate measurement of the electronic structure of crystalline solids [6]. Its use is nor-
mally constrained to occupied states ranging in energy across the valence band to ther-
mally accessible regions just above the Fermi level EF [156, 157]. For access of unoccupied
bands between EF and the vacuum level Ev, techniques such as inverse photoemission (IPE)
[158, 37] and 2PPE[41, 39] have been developed. Compared to IPE, 2PPE has the advantage
of superior energy resolution and time-resolved measurement capability. In this dissertation,
I have discussed the importance of 2PPE in investigating the 2D electronic structure of pla-
nar and nanostructured metallic surfaces, including surface states (SS) and image states
(IS)[41, 39]. Recent work, however, has shown the importance of bulk bands in interpret-
ing 2PPE spectra [23, 159, 160, 161, 52, 49, 50, 51]. In particular, direct two-photon (2P)
transitions between bulk bands below EF and above Ev via virtual intermediate states have
been observed using 2PPE on Ag(111) [23, 159, 160, 161] and Cu(111) [52].
There is an increasing need for mapping the unoccupied bulk electronic structure in the
100
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region EF < E < Ev, as underscored in a recent theoretical formalism for probing bound
unoccupied bulk states by 2PPE [162]. This need is growing in many areas of condensed
matter research; for example, in strongly correlated materials, non-Fermi-liquid behavior
results in the emergence of bandgaps in this energy region, which are not well understood
[163, 164]. In this Chapter, I show the use of 2PPE to map an excited, normally unoccupied
Cu(111) bulk band in the energy range EF < E < Ev. Thus, I will show that 2PPE is more
powerful in its ability to observe bound, unoccupied states than previously demonstrated
and should stimulate further studies of their properties.
2PPE has been used to study metals for over 45 years [165] and has been extensively used
to probe 2D states below Ev [41, 39]. Its potential, however, for band mapping of bulk states
has not been realized until now because of the relatively short lifetimes of bulk states due to
electron-electron scattering, which leads to a rapid dephasing of the intermediate state and,
thus, a much weaker 2PPE signal. In contrast, 2PPE from image states is readily observed
because of the relatively long lifetimes of image states, e.g., ∼ 18 fs for IS1 (n=1 IS) [139],
since the decay of image states is restricted by the lack of available ﬁnal states and phase
space. The bulk electron density Nb may be obtained using the lifetime τ . From Fermi-
liquid theory, τ = τ0E2F /(E − EF )2, τ0 = 128/(pi2
√
3ωp), and ωp is the plasma frequency
[166, 167, 57]. Using, e.g., E−EF ≈ 4.4 eV and Cu parameters [168, 169] yields τ ≈ 1.6 fs. If
e-e scattering is the dominant loss channel, Nb may be estimated using a rate equation with
pumping and loss terms that depend on laser intensity and τ , respectively. To determine
the IS1 surface electron density ns, a similar rate equation is used as discussed in detail in
Ref. [170]. Note that only those bulk electrons within the electron mean free path, λe, of the
surface have a non-negligible probability of being photoemitted. Thus, the relevant quantity
for comparison with ns is nb ≈ Nbλe. Under quasi-equilibrium condition and for suﬃciently
intense pulses, nb/ns scales as ∼ τ(F/Tp)1/2, where F and Tp are the laser ﬂuence and
pulsewidth, respectively. Thus, despite the short bulk state τ , intense short pulses may be
used for eﬃcient pumping of the intermediate bulk states, thereby permitting observation
of these states by 2PPE.
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6.2 Experiment
Experiments were carried out at pressures < 2 × 10−10 Torr and room temperature. A
Cu(111) sample was prepared by several cycles of Ar+ sputtering and annealing until sharp
LEED spots were observed. The surface was also characterized by 2PPE work function Φ
measurement to ﬁnd Φ = 4.9±0.05 eV. The ampliﬁed Ti:Sapphire laser described in Chapter
2 was used as the photon source; laser pulses were p-polarized with 70◦ incidence angle.
Starting from a relatively high value, the laser power was decreased until the 2PPE signal
scaled quadratically with the power, and the detected energetic positions and linewidths of
the SS or IS did not vary with power. Such a procedure minimized the space-charge eﬀects
and limited the maximum ﬂuence to F ≈ 5 µJ/cm2. PE electrons were detected along the
direction of the (111) surface Brillouin zone using a spherical-sector energy analyzer with 50
meV energy resolution. The sample was biased at −4 V to reduce the eﬀects of stray ﬁelds.
Corrections for the change in electron kinetic energy KE and parallel momentum }k|| due
to this bias voltage were performed using a procedure described in Ref. [52].
6.3 Results and Discussion
2PPE data were taken for several }ω in the range 4.4-4.9 eV, although our discussion below
focuses mostly on results at three representative values of }ω: 4.84, 4.70, and 4.59 eV (Fig.
6.1). The 2PPE spectra displayed a set of distinctive features, e.g., Fig. 6.1(a) reveals four
bands, where the top two and bottom two bands, each, overlap and exhibit sharp maxima
at k|| = ±0.22 and ±0.1Å−1, respectively. Many of these features can be readily identiﬁed
as originating from well-known 2D Cu(111) states based on their parabolic dispersion and
binding energies; the n = 0, 1, and 2 features denote SS, IS1, and IS2, respectively. Fig.
1(d)-(f) shows the theoretical curves. The eﬀective masses of the IS1 and SS, averaged
over three photon energies, are m∗ = 1.04± 0.10me and 0.50± 0.04me, respectively, where
me is the electron mass, in excellent agreement with published results [3]. In addition, we
have identiﬁed a fourth spectral feature, denoted sp in Fig 6.1, as due to bulk electronic
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Figure 6.1: 2PPE spectra of Cu(111) at }ω = (a) 4.84, (b) 4.7, and (c) 4.59 eV. Correspond-
ing panels (d)-(f): theoretical calculations. Labels n =0, 1, and 2 denote SS, IS1, and IS2,
respectively; sp (dashed line) indicates transitions between the occupied and unoccupied
sp bands below Ev.
transitions between the lower and upper sp-bands just below and above EF , respectively, as
discussed below.
In 2PPE, the variation of Ef with }ω may be used to identify the excitation channels
for the intermediate state [41, 39]. Typical excitation channels are presented in Fig. 6.2(a):
Photoexcitation of a speciﬁc intermediate 2D state may occur as a result of an indirect
process, e.g., an intraband or bulk-to-surface band scattering process (A), direct 2P process
through a virtual intermediate state (B), or direct surface-band-to-image-band excitation
(C). Finally, excitation of a bulk band can occur via a direct bulk-to-bulk band transition
(D). Thus for indirect excitation via an intermediate state, and direct excitation via a virtual
intermediate state, Ef varies as }ω and 2}ω, respectively. Fig. 6.2(b) shows Ef data for
SS, IS1, and IS2 bands at k|| = 0. Linear ﬁts to the data yield dEf/d(}ω) = 2.04 ± 0.14,
1.03 ± 0.03, and 1.02 ± 0.05, respectively, in agreement with the expected }ω-dependence,
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Figure 6.2: (a) Schemes for possible channels of intermediate-state excitation: (A) indirect
excitation, (B) virtual-state transition, and resonant transition (C) between 2D states and
(D) between bulk states. (b) Ef vs. }ω for SS, IS1, IS2 bands at k|| = 0.0 Å−1, and for
sp-band feature at k|| = 0.3 Å−1. Lines: ﬁts to data with approximate slopes.
further conﬁrming the identity of these states. For the sp-band features, dEf/d(}ω) =
1.64± 0.09 averaged over k||= 0.1, 0.2, and 0.3 Å−1. The data for k||= 0.3 Å−1 are shown.
The origin of this last }ω-dependence is discussed below.
Examination of prior 2PPE measurements on Cu(111) shows that the sp-feature in Fig.
6.1 has not been previously reported, which is likely due to the use of lower laser intensities,
which decreases the eﬀective population of the excited electrons, and in addition, the use of
smaller photon energies, which prevents access to the relevant states. To conﬁrm the bulk
origin of this band, we ﬁrst examine its dispersion with respect to k||. Note that this feature
has an approximately linear dispersion with respect to k||, in contrast to the clearly parabolic
SS, IS1, and IS2 bands. In addition, at lower photon energies, e.g., at }ω = 4.59 eV [Fig.
6.1(c)] and 4.51 eV (not shown), these linear features become more spectrally isolated and
shorter in k|| space. At larger }ω (e.g., at 4.7 and 4.84 eV), these sp-features intersect the
IS1 state. Note, further, that the sp-structures exhibit clear high-electron-energy cutoﬀs,
which depend on }ω. In Fig. 1(b)-(c) the cutoﬀ occurs at EF ; however, this is t not for the
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case in Fig. 6.1(a).
To understand the physics of our photoexcitation processes, we examined the variation
of the intensity maxima in the spectra near the points where two 2PPE features intersect,
which arise either from a true resonance (i.e., a direct band-to-band transition from initial
state to intermediate state) or simply a simultaneous excitation from two diﬀerent initial
states into the same ﬁnal state. In particular, the peaks of the electron distribution curves
away from the intersection points for the Fig. 6.1(a) data were ﬁt for each of the features and
the extracted intensities were then normalized to the relevant peak signal. A comparison of
the sum of these individual intensities extrapolated to the intersection points, with the actual
measured intensities at the maxima, may be used to determine the nature of the excitation
(Fig. 6.3). For the SS and IS2 bands, an extrapolation of the individual contributions to
the resonance peak at k|| = 0.22 Å−1 shows that their sum (solid line, Fig. 3(a) inset) is
about half of the measured intensity. The fact that the total intensity is not simply a sum
of the contributions implies that the maximum signal is the result of a resonant excitation
between the SS and IS2. In fact, at k|| = 0.22 Å−1, the energy separation of these two
bands is 4.88±0.09 eV, which is equal, within the experimental error, to the photon energy,
}ω = 4.84± 0.05 eV.
Consider now the strong 2PPE signal at k|| = 0.1 Å−1, which originates from the crossing
of the IS1 and sp features. Performing the same analysis as above yields the results plotted
in Fig. 3(b). Extrapolating and adding the measured intensities to the resonance" location
gives a value equal to within 10% of the total measured intensity (see Fig. 6.3(b) inset).
The clear additive nature of these two contributions to the total signal implies that these
two bands are predominantly independent of each other since the momentum-conserving
transitions between these two states are not possible. Thus, at the point where the two
features cross, the total intensity is due to the sum of the intensities of separate transitions.
These results however do not preclude possible coupling between bulk and the 2D states, as
seen in 3PPE [171, 172]
Our observed sp-features, Fig. 6.1, agree with the Cu band structure that was obtained
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Figure 6.3: Contributions to }ω =4.84 eV spectrum. Top inset (2PPE spectrum). Frac-
tional signals for (a) n = 0 and 2, and (b) n = 1 and sp-band, states relative to the peak
signals at k|| = 0.22 and 0.1 Å−1, respectively. Vertical dash-dot lines: signal-maxima posi-
tions. Other insets: squares (data), solid lines are corresponding sums of the extrapolated
contributions to the peaks at maxima k|| values.
using a tight-binding code employing a 9 × 9 Hamiltonian [168]. (For a list of references
on Cu band structure, see Refs. [6] and [173, 174, 175].) Here, the position of the upper
band was adjusted by 0.35 eV so that the L-gap is equal to its experimentally measured
value of 4.95 eV for Cu [6, 176]. In Fig. 6.4(a), the pairs of relevant bands are shown for
the ﬁrst excitation step of the 2PPE process as a function of k⊥ and k|| in the vicinity of
the L-point, i.e., (k⊥,k||) = (1.507, 0.0) Å−1 (see Fig. 4). The 2D-projected intermediate
state transitions are shown as dashed lines in Fig. 6.1(d)-(f), in excellent agreement with
the experimental results. The observed bulk transitions can only occur for values of k,
which satisfy the following three criteria simultaneously: (I) Em(k) − Ei(k) = }ω, (II)
EF ≤ Em(k) ≤ Ev, and (III) Ei(k) ≤ EF , where Ei and Em are the initial state and
intermediate state energies, respectively. These criteria thus imply a ﬁnite range of k, hence
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Figure 6.4: (a) Lines: calculated energy band structure vs. k⊥ at ﬁxed k|| values. Symbols:
measured band map of bound, unoccupied states. (b) Calculated band structure vs. k⊥ and
k||. Transitions with }ω = 4.7 eV are indicated.
k||, values at these transitions. For Cu(111), these conditions may be satisﬁed near the
L-point. In our case, the lower limit of allowed |k||| values is set by criterion I, while the
upper limit is set either by criterion II (the onset of one-photon PE occurs when Em > Ev)
or by criterion III (Fermi cutoﬀ). As }ω is decreased, the available range of |k||| decreases
and these bulk transition features become more isolated in our spectrum as observed in Fig.
1(c).
Our measured non-integer Ef -vs.-}ω slope for the sp-band may be explained by approx-
imating the upper and lower sp-bands as two parabolic bands [Fig. 4(a)] with quadratic
coeﬃcients α1 and −α2, respectively. Using Ef (k) = Em(k) + }ω, we obtain dEf/d(}ω) =
1 + (1 + α2/α1)
−1 = 1.67 ± 0.02, averaged over the range k|| = 0 to 0.4 Å−1, in excellent
agreement with the measured value of 1.64 ± 0.09. This non-integer slope implies that the
transition cannot involve a 2D state, and is a consequence of the extra degree of freedom
arising from the additional quantum number, k⊥. Our measured data together with a knowl-
edge of the initial states permit us to map the intermediate state band structure, i.e., Em
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vs. k⊥, as shown in Fig. 4(a) for k||=0.1 to 0.3 Å−1. This map is obtained by ﬁrst extract-
ing Ei from the data using the relation Ei = Φ + KE − 2}ω, then extracting k⊥ at the
given Ei using the known Cu band structure for states below EF and for which intermediate
states are accessible by vertical transitions using our photon energies. The resulting values
of Em = Ei + }ω, agree with the theoretical curves within the uncertainty limits.
The excellent agreement between theory and experiment implies that the two-step tran-
sitions are vertical in E vs. k space and, thus, do not involve changes in crystal momentum
[see Fig. 4(b)]. Examination of the Cu band structure, however, shows that the only mo-
mentum conserving transitions in this ﬁnal stage are located > 12 eV above the intermediate
bands, and, hence, are not accessible for low photon energies. The lack of an energetically
accessible well-deﬁned bulk free-electron band implies that the ﬁnal PE transition proceeds
as a one-step process [177, 178, 179] involving the near-surface electrons into the strongly
damped inverse-LEED states [6, 162].
6.4 Conclusion
In this chapter, I have demonstrated an example of non-equilibrium mapping of bound,
unoccupied bulk states below Ev with two-photon photoemission. Such states are, in general,
hard to access by standard photoemission techniques. However, I have shown that these
states are distinguishable from and are predominantly independent of the well-known 2D-
state transitions. Such states possess a non-integer ﬁnal-state dispersion with respect to }ω,
which illustrates the signiﬁcant role of k⊥. This result is relevant for a better understanding
of bulk electronic structures and it opens new avenues for high energy-resolution studies and
direct measurements of unoccupied bulk-state lifetimes and electron dynamics.
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