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Abstract
In this paper using the uniqueness theorem of analytic functions we investigated the eigenvalues
and the spectral singularities of the difference equation
an−1yn−1 + bnyn + anyn+1 = λyn, n ∈ Z= {0,±1,±2, . . .},
where t{an}n∈Z, {bn}n∈Z are complex sequences and λ is a spectral parameter.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction and preliminaries
Spectral analysis of Sturm–Liouville, Schrödinger and Klein–Gordon differential equa-
tions with spectral singularities have been intensively investigated since 1960 [4–6,9,12,
13,15,16]. In [7] it has been shown by some examples that the non-selfadjoint difference
equations have spectral singularities. Afterwards spectral analysis of discrete equation
with spectral singularities became interesting subject in this field. Some problems of
spectral theory of non-selfadjoint discrete Schrödinger and Dirac equations with spectral
singularities were studied in [1,7,8,10]. Note that the spectral analysis of the selfadjoint
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difference equations have been treated by various authors (for the relevant references one
may consult Agarwal [2] or Agarwal and Wong [3]).
Let us consider the difference equation
an−1yn−1 + bnyn + anyn+1 = λyn, n ∈ Z, (1.1)
where {an}n∈Z, {bn}n∈Z are complex sequences and an 	= 0 for all n ∈ Z. Note that we can
write the difference equation (1.1) in the following Sturm–Liouville form:
∆(an−1∆yn−1)+ qnyn = λyn, n ∈ Z,
where qn = an−1+an+bn and ∆ is the forward difference operator, i.e., ∆yn = yn+1−yn.
Suppose that the complex sequences {an}n∈Z and {bn}n∈Z satisfy∑
n∈Z
|n|(|1− an| + |bn|)<∞. (1.2)
Under condition (1.2), Eq. (1.1) has solutions
e+n (z)= α+n einz
(
1+
∞∑
m=1
A+n,meimz
)
, n ∈ Z, (1.3)
e−n (z)= α−n e−inz
(
1+
m=−1∑
−∞
A−n,me−imz
)
, n ∈ Z, (1.4)
for λ = 2 cosz, where z ∈ C+ := {z: z ∈ C, Im z  0}, and A±n,m, α±n are expressed in
terms of {an}n∈Z and {bn}n∈Z. Moreover, A±n,m satisfy
∣∣A+n,m∣∣ c
∞∑
k=n+[m/2]
(|1− ak| + |bk|), (1.5)
∣∣A−n,m∣∣ c
k=n+[m/2]+1∑
−∞
(|1− ak| + |bk|), (1.6)
where [m/2] is the integer part of m/2 and c > 0 is a constant ([14], see also [1]). Therefore
e+n (z) and e−n (z) (n ∈ Z), are analytic with respect to z in C+ = {z: z ∈ C, Im z > 0}
and continuous in C+. The Wronskian of solutions e+(z) := {e+n (z)}n∈Z and e−(z) :=
{e−n (z)}n∈Z of Eq. (1.1) is defined by
W
[
e+(z), e−(z)
]= an[e+n (z)e−n+1(z)− e+n+1(z)e−n (z)].
If we define
f (z)=W[e+(z), e−(z)],
then f is analytic in C+, continuous in C+ and
f (z)= f (z+ 2π).
Let us define the semi-strip P0 = {z: z = ξ + iτ, −π2  ξ  3π2 , τ > 0} and P =
P0 ∪ [−π2 , 3π2 ].
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We will denote the set of all eigenvalues and spectral singularities of (1.1) by σd and
σss , respectively.
It is well known that
σd =
{
λ: λ= 2 cosz, z ∈ P0, f (z)= 0
}
, (1.7)
σss =
{
λ: λ= 2 cosz, z ∈
[
−π
2
,
3π
2
]
, z 	= 0,π, f (z)= 0
}
(1.8)
and
f (z)=
(∏
k∈Z
ak
)−1[
e−iz
(
1+
∞∑
m=1
A+0,me
imz
)(
1+
m=−1∑
−∞
A−1,me
−imz
)
− a20eiz
(
1+
∞∑
m=1
A+1,me
imz
)(
1+
m=−1∑
−∞
A−0,me
−imz
)]
(1.9)
hold [1].
Definition 1.1. The multiplicity of a zero of f in P is called the multiplicity of the
corresponding eigenvalue or spectral singularity of Eq. (1.1).
Theorem 1.2 [1]. If for some ε > 0,
sup
n∈Z
{
eε|n|
(|1− an| + |bn|)}<∞ (1.10)
holds, then Eq. (1.1) has a finite number of eigenvalues and spectral singularities, and
each of them is of finite multiplicity.
Under condition (1.10) we observe that the function f has an analytic continuation to
the half-plane Im > −ε/4 and the finiteness of eigenvalues and spectral singularities of
Eq. (1.1) are obtained as a result of this analytic continuation [1].
Now let us suppose that for some ε > 0 and 1/2 δ < 1,
sup
n∈Z
{
eε|n|δ
(|1− an| + |bn|)}<∞ (1.11)
holds. Note that the condition (1.11) is weaker than (1.10). It follows from (1.5), (1.6)
and (1.9) that under condition (1.11) the function f is analytic in C+ and infinitely
differentiable on the real axis. But f does not have an analytic continuation from the real
axis to lower half-plane. Consequently under condition (1.11) the finiteness of eigenvalues
and spectral singularities of Eq. (1.1) cannot be shown in a way similar to Theorem 1.2.
The purpose of this paper is to prove the following.
Main result. Under condition (1.11), Eq. (1.1) has a finite number of eigenvalues and
spectral singularities, and each of them is of finite multiplicity.
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2. Proof of the main result
In this section we will assume that the condition (1.11) holds.
If
F(z) := f (z)eiz,
then
F(z)=
(∏
k∈Z
ak
)−1[(
1+
∞∑
m=1
A+0,me
imz
)(
1+
m=−1∑
−∞
A−1,me
−imz
)
− a20e2iz
(
1+
∞∑
m=1
A+1,me
imz
)(
1+
m=−1∑
−∞
A−0,me
−imz
)]
, (2.1)
by (1.9). Note that the function F is analytic in C+ and infinitely differentiable on the real
axis and
F(z)= F(z+ 2π).
It follows from (1.7) and (1.8) that
σd =
{
λ: λ= 2 cosz, z ∈ P0, F (z)= 0
} (2.2)
and
σss =
{
λ: λ= 2 cosz, z ∈
[
−π
2
,
3π
2
]
, z 	= 0,π, F (z)= 0
}
(2.3)
hold.
Equations (2.2) and (2.3) shows that, in order to investigate the quantitative properties
of eigenvalues and spectral singularities of (1.1), we need to discuss the quantitative
properties of the zeros of F in P .
Let us denote the set of zeros of F in P0 and in [−π2 , 3π2 ] by M1 and M2, respectively,
i.e.,
M1 =
{
z: z ∈ P0, F (z)= 0
}
,
M2 =
{
z: z ∈
[
−π
2
,
3π
2
]
, F (z)= 0
}
.
We also denote the set of all limit points of M1 and M2 by M3 and M4, respectively, and
the set of all zeros of F with infinite multiplicity in P by M5.
From (2.2) and (2.3) we get that
σd = {λ: λ= 2 cosz, z ∈M1} (2.4)
and
σss = {λ: λ= 2 cosz, z ∈M2}\{0,π}. (2.5)
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Theorem 2.1. (i) The set M1 is bounded and is countable.
(ii) The set M2 is compact and µ(M2) = 0, where µ denote the Lebesgue measure in
the real axis.
(iii) M1 ∩M5 =∅, M3 ⊂M2, M4 ⊂M2, M5 ⊂M2, µ(M3)= µ(M4)= µ(M5)= 0.
(iv) M3 ⊂M5, M4 ⊂M5.
Proof. Using (1.5), (1.6) and (2.1) we have
F(z)=
(∏
k∈Z
ak
)−1[
1+ o(1)], z ∈ P0, z= ξ + iτ, τ →∞. (2.6)
Equation (2.6) shows the boundedness of the set M1. Since F is a 2π periodic function
and is analytic in C+, consequently we get that the set M1 has at most a countable number
of elements.
(ii) and (iii) can be obtained from the boundary uniqueness theorem of analytic func-
tions [11].
From the continuity of all derivatives of F on [−π2 , 3π2 ] we obtain (iv). ✷
Lemma 2.2. The inequalities∣∣F (k)(z)∣∣ Bk, z ∈ P, k = 0,1, . . . , (2.7)
hold, where
Bk  C4k +Ddkk!kk(1/δ−1), (2.8)
and C, D, d are positive constants depending on ε and δ.
Proof. It follows from (1.5), (1.6) and (1.11) that∣∣A+j,m∣∣ Ce−(ε/2)|m/2|δ , j = 0,1, m= 1,2, . . . , (2.9)∣∣A−j,m∣∣ Ce−(ε/2)|m/2|δ , j = 0,1, m=−1,−2, . . . , (2.10)
hold. From (2.1), (2.9) and (2.10) we get that∣∣F (k)(z)∣∣ C4k +Dk, z ∈ P, k = 0,1, . . . , (2.11)
where
Dk = C4k
∑
n∈Z
|n|ke−(ε/2)|n|δ , k = 0,1, . . . .
Now we obtain the estimate
Dk  2C4k
∞∫
0
tke−(ε/2)t δ dt = C4k+1 1
δε
(
2
ε
)2/δ−1 ∞∫
0
y(k+1)/δ−1e−y dy
for Dk .
If we define
ν =
[
k + 1
δ
− 1
]
,
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then we get
Dk  C4k+1
1
δε
(
2
ε
)2/δ−1(k + 1
δ
)(k+1)/δ−1 ∞∫
0
y(k+1)/δ−(ν+1)e−y dy. (2.12)
Using the inequalities(
1+ 1
k
)k/δ
< e1/δ, kk < k!ek, (1+ k)1/δ−1 < ek/δ,
we find that
Dk Ddkk!kk(1/δ−1), k = 0,1, . . . , (2.13)
by (2.12), where D and d are positive constants depending on ε and δ.
From (2.11) and (2.13) we have (2.7) and (2.8). ✷
We will use the following uniqueness theorem for the analytic functions, to prove the
next result.
Theorem 2.3 [7]. Let us assume that the 2π periodic function g is analytic in the open
upper half-plane, all of its derivatives are continuous in the closed upper half-plane and
sup
z∈P
∣∣g(k)(z)∣∣Qk, k = 0,1, . . . ,
and the set G ⊂ [−π2 , 3π2 ] with µ(G) = 0 is the set of all zeros of the function g with
infinity multiplicity in P . If
ω∫
a
lnT (s) dµ(Gs)=−∞ (2.14)
holds, where
T (s)= inf
k
Qks
k
k! , k = 0,1, . . . ,
and µ(Gs) is the Lebesgue measure of s-neighborhood of G, and ω ∈ (0,2π) is an
arbitrary constant, then g ≡ 0 in C+.
Lemma 2.4. M5 =∅.
Proof. Since the function F is not equal to zero identically, then by Theorem 2.3
ω∫
0
lnT (s) dµ(M5,s) >−∞, (2.15)
where
T (s)= inf
k
Bks
k
k! ,
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and µ(M5,s) is the Lebesgue measure of s-neighborhood of M5, and Bk is defined by (2.8).
Substituting (2.8) in the definition of T (s), we arrive at
T (s)=D exp
{
−
(
1
δ
− 1
)
e−1/(1−δ)d−1/(1−δ)s−δ/(1−δ)
}
. (2.16)
It follows from (2.15) and (2.16) that
ω∫
0
s−δ/(1−δ) dµ(M5,s) <∞. (2.17)
Since δ/(1− δ) 1, consequently (2.17) holds for arbitrary s if and only if µ(M5,s)= 0
or M5 =∅. ✷
Theorem 2.5. Under condition (1.11), Eq. (1.1) has a finite number of eigenvalues and
spectral singularities, and each of them is of finite multiplicity.
Proof. To be able to prove the theorem we have to show that the function F has a finite
number of zeros with finite multiplicities in P .
From Theorem 2.1 and Lemma 2.4 we get that M3 =M4 =∅. So the bounded sets M1
and M2 have no limit points, i.e., the function F has only finite number of zeros in P .
Since M5 =∅, these zeros are of finite multiplicity. ✷
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