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Abstract
Ultracold atomic gases loaded into optical cavities constitute one of the most versatile
platforms for the study of out-of-equilibrium dynamics and quantum simulation of many-
body systems. In this thesis, we explore these two possibilities, motivated by current
state-of-the-art atom-cavity experiments, uncovering novel phenomena and opening up
new theoretical and experimental avenues into the intriguing world of quantum many-
body physics.
First, we study a gas of ultracold atoms coupled to three optical resonators. We
show that the inherent Z2 symmetries, associated with each atom-cavity coupling, can be
combined into a global SO(3) rotational symmetry which can be spontaneously broken.
We determine the phase diagram of the system, which shows the emergence and breaking
of the continuous symmetries and displays first- and second-order phase transitions. We
argue that by coupling the atoms equally to n different modes, it will in general be possible
to generate a global SO(n) symmetry.
Second, we investigate the dynamics of a spinor BEC inside an optical cavity. We
focus on a two-component Dicke model with complex light-matter couplings, accounting
for photon losses. We compute the steady-state phase diagram and find dynamical in-
stabilities in the form of limit cycles, heralded by the presence of exceptional points and
level attraction. We show that the instabilities are induced by dissipative processes that
generate nonreciprocal couplings between the two collective spins.
Lastly, we explore the dynamics of a BEC inside an optical cavity in the presence of
an optical lattice. We derive an effective master equation by adiabatically eliminating the
cavity field. In the bad-cavity regime, we find an infinite-temperature steady state, but
with relaxation dynamics that can be highly nontrivial. For small hopping, the interplay
between dissipation and strong interactions leads to an algebraic relaxation of the system,
whereas for large hopping, the approach to the steady state is exponential. In the good-
cavity regime, we show that the system allows for optical pumping between momentum
modes, enabling cavity cooling.
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1
Introduction
Light-matter interactions play a central role in the way we perceive, comprehend and
communicate with our environment. These give rise to colors, shadows, brightness, opac-
ity, and many other properties that we assign to our environment, based on the way it
interacts with light. The formulation of Maxwell’s equations in 1862 constituted a major
step in the understanding of this phenomenon, by explaining how electromagnetic waves
propagate through space. Deeper insight arrived decades later with the advent of quan-
tum theory, which re-established the notion that light can also be understood in terms of
finite energy packages or particles, called photons.
Quantum mechanics not only allowed to explain remarkable phenomena such as the
photoelectric effect, but also forged the foundational ideas for the manipulation of light.
At the pinnacle of this stands the invention of the laser, which revolutionized the tech-
nological world and opened the door to a new generation of experimental platforms in
physics. Two paradigmatic examples are the development of laser cooling and atomic
traps, which earned Steven Chu, Claude Cohen-Tannoudji and William Daniel Phillips
the Nobel prize in 1997 [4–6]. This advancement in turn led to the generation of the
first atomic Bose-Einstein Condensate which also resulted in Eric Cornell, Carl Wieman
and Wolfgang Ketterle receiving the Nobel prize in 2001 [7, 8]. The achievement of ultra
low temperatures using laser cooling provided the opportunity to explore the behavior of
quantum matter in an highly controlled environment [9], given by the interaction between
atoms and light.
In the following decade, this possibility gave birth to a new field of research interested
in exploiting this exquisite control to simulate quantum phenomena using cold atom ex-
periments [10]. This goes under the name of quantum simulation. This concept emerged
from the difficulty in studying macroscopic systems computationally, using the currently
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2available technological tools. The main obstacle is the size of the Hilbert space, which
grows exponentially with the number of components in the system, exceeding the ca-
pacity of computational power very fast. In this sense, experiments with quantum gases
can act as simulators for macroscopic systems by manipulating the set-up in such a way
that it realizes a particular model one is interested in studying. A particularly successful
example constitutes the trapping of ultracold atoms in optical lattices [11], offering the
possibility to study a wide variety of tight-binding models. Examples include the real-
ization of strongly interacting states of matter [12–14], topological phenomena [15–17],
or many-body localization [18]. Nowadays, quantum simulation is an ongoing and very
active research area, present in other experimental platforms such as trapped ions [19],
superconducting circuits [20] or photonic crystals [21].
In spite of these advances relying on the use of lasers to trap and control the atoms,
light plays a passive role in these systems, acting as a fixed background for the atoms. This
situation is drastically changed if atoms are placed inside optical cavities [22]. In these set-
ups, photons make several round trips between the two mirrors before being scattered away
of the system. This enhances the effective light-matter coupling and allows for the atoms
to back act of the dynamics of the light field. The study of electromagnetic fields trapped
within confined spaces is usually referred to as cavity quantum electrodynamics or cavity
QED. An additional, and unavoidable, feature of this type of systems is the presence
of photon losses due to imperfections in the cavity mirrors, meaning that cavity QED
platforms are intrinsically open quantum systems. Excitingly, this dissipation channel
can be exploited to monitor the system in situ by placing a photodetector at one of the
cavity mirrors. This allows to perform measurements on the system without having to
modify or destroy it. For these reasons, optical cavities have become strong candidates
for quantum simulation.
The idea of placing Bose-Einstein condensates inside optical cavities was born with the
intention of expanding the quantum simulation toolbox to models containing long-range
interactions, mediated by cavity photons. This was experimentally conceived for the first
time in 2010 by K. Baumann et al. at ETH Zurich [23]. They showed that the influence of
long-ranged interactions contributed to the presence of a self-organization phase transition
in which a crystal of light and matter emerges. This work has since become the foundation
for a myriad of studies using atom-cavity systems to perform quantum simulation of more
complex phenomena. These directions include multimode cavities [24, 25], optical lattices
[26, 27], multiple cavities [28–30] and spinor BEC’s [31–33], among others [22].
The aim of this thesis is to explore new possibilities for atom-cavity systems as sim-
ulators of complex quantum phenomena, and to investigate the impact of dissipation on
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the dynamics of these systems. The former is motivated by the arguments presented
above, with the results of our work enlarging the quantum simulation toolbox. The latter
arises from the need to fully characterize the system, as dissipative processes unavoid-
ably affect the dynamics beyond a certain timescale. This question is very timely as,
in contrast to their closed system counterparts, open quantum systems remain far less
well-understood. Thus, it is not a priori clear what kind of effects, properties or phases
can emerge in these settings. It is then of vital importance to address this issue in order
to be capable of characterizing and predicting novel phenomena in quantum many-body
systems. Our work contributes to this goal by analyzing two relevant physical examples
(spinor Bose-Einstein condensates and Bose-Hubbard models) and uncovering exciting
phenomena resulting from the effects of dissipation.
1.1 Thesis outline
In this thesis we explore the physics of ultra-cold atomic gases interacting with light
fields confined to optical cavities. Chapters 1 and 2 correspond to introductory concepts
and tools needed to study the physics of these systems and Chapters 3 to 5 discuss the
original work carried out as part of the PhD programme.
In this chapter, we explore the fundamental concepts behind light-matter interaction
between atoms and cavity fields. We generalize this to the case where a quantum gas,
formed by a macroscopic amount of atoms, interacts with a cavity mode and derive an
effective model to describe this system. We then take an intermezzo to describe in detail
the main features of this model, as they will be highly relevant for the all the work
described in this thesis, and in particular for the systems considered in Chapters 3 and
4. We also provide a physical interpretation of these features in terms of the atomic and
cavity degrees of freedom, which are the relevant quantities for experimental studies. We
close this chapter by including the effects of optical lattices and derive the effective model
we will consider in Chapter 5. In Chapter 2, we introduce the formalism of open quantum
systems from the point of view of Markovian Lindblad master Equations, which will be
pivotal for the study of out-of-equilibrium dynamics in Chapters 4 and 5.
In Chapter 3, we consider a quantum gas interacting with multiple optical cavities. We
show that in certain parameter regimes, the effective model describing this system can
exhibit different continuous symmetries. We compute the ground-state phase diagram
and discuss its implications on the real space configuration of the atomic cloud. We
argue that for n modes coupled to the atomic cloud in the same fashion it is possible
to simulate the symmetry breaking of continuous rotational symmetries SO(n). This
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work was published in [2]. In Chapter 4, we instead consider the interaction of a spinor
Bose-Einstein condensate with the single mode of an optical cavity. By introducing a
misalignment between the polarizations of an external drive and the cavity we obtain
non-reciprocal interactions between the atomic species mediated by the cavity photons.
We investigate the system dynamics, and discover the presence of a previously unobserved
instability, which is generated by photon loss processes. This was published in [3]. The
work presented in Chapter 5, published in [1], concerns the physics of a quantum gas
placed on a two-dimensional optical lattice and interacting with a single cavity mode. In
this work we develop an effective model solely in terms of atomic degrees of freedom by
adiabatically eliminating the cavity photons and analyze the possible steady-states and
relaxation dynamics in different parameter regimes. We identify two different relaxation
regimes. The first one corresponds to a diffusive approach to the steady-state, emerging
when the gas is strongly interacting, and where type of diffusion is given by the interplay
between short- and long-ranged interactions. The second one occurs when the short-
ranged interactions are negligible and results in an exponential decay towards the steady-
state. Lastly, concluding remarks are provided in Chapter 6.
Throughout the thesis, we work in units where ~ = 1 and c = 1.
1.2 Light-matter interaction in a cavity
In this section we introduce the two main characters in this thesis: atoms and con-
fined light fields. We start by describing the interaction between a single atom and a
single cavity mode and introduce the well-known dispersive limit, corresponding to the
parameter regime in which we will be operating throughout this thesis. Using these tools,
we then construct a many-body Hamiltonian for the interaction between a Bose-Einstein
Condensate (BEC) and the single-mode of an optical cavity. This model forms the basis
for what will be discussed in this work. Next, we present a brief summary of the physics
of an archetypal model in quantum optics known as the Dicke model [34]. As we will show
below, this model provides a very useful framework to describe the low-energy manifold
of a BEC interacting with a cavity mode, and in particular, is able to capture the physics
behind the self-organization phase transition that takes place in this system [23].
1.2.1 A single atom in a cavity
Our starting point consists of an atom trapped inside a high-finesse Fabry-Perot res-
onator with the assumption that it only interacts with a specific mode of the resonator. All
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the different modes supported by the resonator can be obtained by solving the paraxial
Helmholtz equation. These solutions are periodic in the longitudinal direction, corre-
sponding to the cavity axis. In the transverse plane, they are instead described by the
Hermite-Gauss polynomials. This transverse structure of the modes leads to the nomen-
clature TEMn,m ≡ Transverse Electromagnetic Modes, with (n,m) specifying the precise
transverse structure defined by the Hermite-Gauss polynomials. For simplicity, we will
consider the atom to be coupled to the so-called fundamental mode TEM0,0. In the trans-
verse plane, the TEM0,0 mode has a Gaussian structure, whose width we will consider
to be much larger than the size of the region where the atom is trapped. This allows us
to drop the spatial dependence along the transverse plane and focus only on the effects
along the longitudinal axis.
The interaction between an atom and an electromagnetic field can be captured within
the electric dipole approximation, leading to an interaction Hamiltonian of the form
Hˆint = − ~ˆd · ~ˆE, (1.1)
where ~ˆE is the electric field inside the cavity and ~ˆd corresponds to the dipole operator of
the atom. In general, the dipole operator for a multi-level atom is defined
~ˆd =
∑
i,k
(
~di,k|i〉〈k|+ ~dk,i|k〉〈i|
)
, (1.2)
with |i〉 the energy levels of the atom and ~di,k = 〈i|xˆ|k〉 the spatial overlap between the
energy levels and the atomic position xˆ. By modifying the geometry of the resonator,
e.g. varying the length of the cavity, it is possible to control the natural frequency of the
light modes, allowing one to tune it close to resonance with respect to a specific atomic
transition. With this in mind, the first simplification we introduce in our model is the
assumption that the atom is effectively well described by only two relevant energy levels,
namely, a ground state |g〉 and an excited state |e〉 with a level splitting of frequency
ωat. In this basis, the atom can be parametrized using the Pauli matrices, with σˆz =
(|e〉〈e| − |g〉〈g|)/2, σˆ+ = |e〉〈g| and σˆ− = |g〉〈e|. The dipole operator then acquires the
form ~ˆd = ~dσˆ− + ~d∗σˆ+. On the other hand, the electromagnetic field for the cavity mode
is given by
~ˆE = Ec
√
ωc
V ε0
cos (~kc · ~ˆx)
(
~ aˆ+ ~∗ aˆ†
)
, (1.3)
where Ec is the amplitude of the field, ωc the frequency of the cavity mode, V the mode
volume, defined as the cross section of the optical beam times the length of the cavity,
and ~kc the cavity wave vector. The operators aˆ† and aˆ correspond to bosonic operators,
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Figure 1.1: Schematic depiction of the model presented in (1.4). A two level system
σˆz with frequency ωat is placed inside an optical cavity under a trapping potential Vˆtrap.
The atom interacts with the TEM0,0 quantized mode of the cavity, represented by the
bosonic operators aˆ and aˆ†, with frequency ωc. Photons can escape the cavity at a rate κ.
Moreover, the system is transversely driven by an external laser with frequency ωp and
amplitude Ωp.
obeying [aˆ, aˆ†] = 1, which create and annihilate photons inside the cavity. Lastly, the
vector ~ corresponds to the polarization vector of the field satisfying |~|2 = 1. With these
definitions we can now write an effective Hamiltonian for the coupled atom-cavity system
of the form
Hˆ = ~ˆp
2
2m + Vˆtrap + ωatσˆz + ωcaˆ
†aˆ+ g(~ˆx)
(
aˆ+ aˆ†
)
(σˆ− + σˆ+) , (1.4)
where we introduced the light-matter coupling g(~ˆx) = g0 cos (~kc · ~ˆx), with g0 =
√
ω
V ε0
~ · ~d,
and we took both ~ and ~d to be real. The first term in the Hamiltonian corresponds to the
kinetic energy of the atom, with ~ˆp the momentum operator and m the mass of the atom,
and the second one to an external trapping potential. The third and fourth terms are
associated with the internal levels of the atom and the cavity photons, respectively, and the
last term with the light-matter interaction, resulting from the dipole approximation. This
interaction allows for two type of scattering processes: number conserving, corresponding
to aˆ†σˆ− and aˆσˆ+, in which a photonic excitation is exchanged by an atomic transition or
vice versa; and number non-conserving, corresponding to aˆ†σˆ+ and aˆσˆ−, where photon
and atomic excitations can be simultaneously created or destroyed.
In a rotating frame with respect to Hˆ0 = ωcaˆ†aˆ+ ωatσˆz, the number conserving terms
evolve as aˆ†σˆ−ei(ωat−ωc)+aˆσˆ+e−i(ωat−ωc), while the non-conserving terms obey aˆ†σˆ+ei(ωat+ωc)+
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aˆσˆ−e−i(ωat+ωc). This means that for |ωat − ωc|  ωat + ωc, the non-conserving terms will
rotate at a much faster rate than the conserving terms. Consequently, they have a much
weaker imprint on the dynamics of the system. Hence, we neglect these terms. This
procedure is known as Rotating Wave Approximation (RWA), and it works best in the
limit of small coupling1 g0  (ωat, ωc). As a result of this approximation, we arrive at
Hˆ = ~ˆp
2
2m + Vˆtrap + ωatσˆz + ωcaˆ
†aˆ+ g(~ˆx)
(
aˆσˆ+ + aˆ†σˆ−
)
, (1.5)
where the Hamiltonian now conserves the number of excitations. Ignoring the external de-
grees of freedom of the atom, this Hamiltonian goes under the name of Jaynes-Cummings
model and is arguably one the most fundamental models describing light-matter interac-
tion [35]. Instead of delving into the physics of this paradigmatic Hamiltonian, we will
explore the case when the system is coherently driven by an external classical pump which
is far detuned from the atomic transition frequency ωat. This is known as the dispersive
regime.
The dispersive regime
We now include in our model the presence of an external coherent pump which drives
the system periodically with frequency ωp, see Fig. 1.1. Typically, in atom-cavity systems
we are interested in two types of pumping, side pumping, where the cavity mode is being
driven, or transverse pumping, where the atomic transitions are being driven. In our case,
we will focus on the latter. In particular, we will consider the cavity axis to be pointing
along the x axis and the pump along the z axis. For a two-level atom, the effects of
transverse pumping can be incorporated in our Hamiltonian through the term
Hˆpump = Ω(zˆ)(σˆ−eiωpt + σˆ+e−iωpt), (1.6)
with Ω(zˆ) = Ωp cos (kpzˆ), where Ωp is the Rabi frequency and kp = |~kp| the modulus of
the pump wavevector. Note that this introduces an undesired time dependence in our
Hamiltonian. Such dependence can be removed by moving into a frame rotating at the
pump frequency, given by the transformation Uˆ = eiωp(aˆ†aˆ+σˆz)t, leading to
Hˆ = ~ˆp
2
2m + Vˆtrap −∆atσˆz −∆caˆ
†aˆ+ g(xˆ)
(
aˆσˆ+ + aˆ†σˆ−
)
+ Ω(zˆ)(σˆ− + σˆ+), (1.7)
1In the context of Rb atoms inside optical cavities, this is well justified as g0 ∼ MHz while both the
cavity frequency and level splitting satisfy (ωc, ωat) ∼ THz.
8 1.2 Light-matter interaction in a cavity
where ∆c = ωp−ωc and ∆at = ωp−ωat are the cavity and atomic detunings respectively.
For the reminder of this work, we will consider the pump to be red-detuned from both
the atomic transition and the cavity frequency, meaning (∆at,∆c) < 0. We proceed by
using Eq. (1.7) to compute the equations of motion in the Heisenberg picture. This yields
∂taˆ = i∆caˆ− ig0 cos (kcxˆ)σˆ−
∂tσˆ− = i∆atσˆ− + i2g0 cos (kcxˆ)aˆσˆz + i2Ωp cos (kpzˆ)σˆz
∂tσˆz = −ig0 cos (kcxˆ)(aˆσˆ+ − aˆ†σˆ−)
∂txˆ =
pˆx
m
∂tzˆ =
pˆz
m
∂tpˆx = i[Vˆtrap, pˆx] + g0kc sin (kcxˆ)
(
aˆσˆ+ + aˆ†σˆ−
)
∂tpˆz = i[Vˆtrap, pˆz] + Ωpkp sin (kpzˆ) (σˆ− + σˆ+) . (1.8)
Let us now focus on the limit when the pump is far detuned from the atomic transition,
meaning ∆at  (∆c, g0, η), known as the dispersive regime. In this limit, the probability
for the atom to go through a transition into the excited state is strongly suppressed,
resulting in the atom mostly remaining in the ground state. Thus, we can adiabatically
eliminate the excited state of the atom by approximating σˆz ≈ −12 and taking ∂tσˆ− = 0,
resulting in σˆ− = g(xˆ)∆at aˆ +
Ω(zˆ)
∆at . Substituting this expression into the equation of motion
for the other operators, we obtain a set of expressions than can be traced back into an
effective Hamiltonian [36]
Hˆ = ~ˆp
2
2m + Vˆtrap −∆caˆ
†aˆ+ g
2
0
∆at
cos2 (kcxˆ)aˆ†aˆ+
Ω2p
∆at
cos2 (kpzˆ)
+g0Ωp∆at
cos (kcxˆ) cos (kpzˆ)(aˆ+ aˆ†). (1.9)
We have now obtained an effective picture in which the interaction between the atom and
the cavity photons is given by virtual transitions to the excited state, hence why the ∆−1at
dependence in the interaction terms. Notice also that now the light field is only coupled
to the external degrees of freedom of the atom. Let us now examine in more detail the
resulting effective interaction, corresponding to the last three terms in Eq. (1.9). The first
one is proportional to the photon number operator aˆ†aˆ and corresponds to a dielectric
shift of the cavity frequency due to the presence of the atom. This reveals that even a
single atom can act as a dielectric medium inside an optical resonator. On the other hand,
this term can also be understood as a lattice potential along the cavity axis acting on the
atom, which is dependent on the number of photons present in the cavity. Analogously,
the second one corresponds to a lattice potential along the z direction, generated by the
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external pump. Lastly, the third term is associated with two-photon scattering processes
between the pump and the cavity field, mediated by the atom and depending on its
position. One can also understand this term as an effective 2D potential felt by the
atom when the cavity occupies a coherent state aˆ|α〉 = α|α〉. As we will see in the next
section, when considering the many-body case in the ultra-cold regime, this last term
is responsible for the emergence of a quantum phase transition, defining two different
macroscopic behaviors, one in which the system remains in a superfluid state and another
in which the system spontaneously self-organizes in real space.
Before proceeding to add the next layer of complexity to our model, a few remarks
regarding the considerations made in this section are due. First, the way adiabatic elimi-
nation was carried out above was a rather crude procedure. In general, tracing out degrees
of freedom requires a more careful treatment. This will be discussed more rigorously at
the beginning of Chapter 2, where we will describe a generic method to adiabatically
eliminate degrees of freedom and obtain a physically well-defined and meaningful descrip-
tion. Nevertheless, the approximations used above can provide a qualitative picture for
understanding the physics of the system in this parameter regime. Finally, it is also im-
portant to remark that we have not included the effects of dissipative processes in our
model. Typical dissipation sources include atom loss, spontaneous emission and photon
loss through the cavity mirrors. In particular, photon losses will be the main dissipation
channel that we will consider in the remainder of this work. For the moment, dissipation
will be included phenomenologically in our equations of motion. Nevertheless, in Chapter
2 we will introduce the formalism of Lindblad master equations, which will allows us to
rigorously account for the presence of dissipative process in the dynamics of the system.
1.2.2 A BEC in a cavity
We now consider the case of N atoms inside an optical cavity. In typical experiments,
this number is usually of order N ∼ 105. Moreover, we will consider the system to be at
a sufficiently low temperature such that atoms are forming a Bose-Einstein condensate
(BEC), meaning that they are all macroscopically occupying the same single-particle
state. In this context, by sufficiently low temperature T , we mean that T  ωr, where
ωr =
k2p
2m is the recoil frequency of the atoms inside the cavity, given by the momentum kp
imparted by pump photons. Using the result derived in Eq. (1.9) we define the many-body
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Hamiltonian
Hˆ = −∆aˆ†aˆ+
∫
d~x
Ψˆ†(~x)
 ~p 2
2m + Vˆtrap + U0 cos
2 (kcx)aˆ†aˆ+ V0 cos2 (kpz)
+ η cos (kcx) cos (kpz)(aˆ+ aˆ†)
Ψˆ(~x) + αs2 Ψˆ†(~x)Ψˆ†(~x)Ψˆ(~x)Ψˆ(~x)
,
(1.10)
where we have introduced the creation and annihilation field operators Ψˆ†(~x) and Ψˆ(~x) for
the atoms, and the parameters U0 = g20/∆at, V0 = Ω2p/∆at and η = g0Ωp/∆at. Note that
we have dropped the subscript in the cavity the detuning, as for the rest the discussion this
will be the only detuning we consider. The last term in this expression accounts for contact
interaction between atoms, with strength αs. This Hamiltonian was the starting point of
the first experimental realization of a BEC in a cavity [23]. In principle, this corresponds
to an interacting many-body problem between two bosonic fields, intrinsically not fully
solvable. However, it is possible to obtain an accurate minimal picture of the physics by
performing suitable approximations. The first one will be to ignore the effects of short-
range interactions between the atoms, assuming that the effective interaction strength is
weaker than the rest of energy scales in the system. The second and most important one
will be considering that the pump strength, encoded in η, is small enough such that we
can consider only the low-energy manifold to play a significant role in the dynamics of
the system. Given that the cavity mode only couples to the external degrees of freedom
of the atoms, by low-energy manifold of the system, we refer to the lowest momentum
states the atoms can occupy and which allow to minimally capture the effects of scattering
processes with the cavity field. In the remainder, we will choose the pump wavevector to
match that of the cavity and we will use the notation kp = kc = k.
In the non-interacting case, the atoms form a condensate in the lowest momentum state
available from the standing-wave potential generated by the transverse pump. We will
consider this to be our zero-point energy. Next, we need to analyze the effects of photon
scattering with the cavity field. The interaction via the AC Stark shift does not result
in momentum transitions for the atoms, and simply shifts the cavity detuning. On the
other hand, momentum transitions do occur when photons are scattered from the pump
into the cavity, and vice versa, by interacting with the atoms. When an atom absorbs a
photon from the pump, it virtually enters its excited state while getting a momentum kick
in the (±)z direction. This photon is then almost instantaneously emitted into the cavity,
resulting in the return of the atom into its ground state and the gain of another momentum
kick, now in the (±)x direction. Taking into account all the possible directions in which
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this process can happen, we see that these two-photon scattering processes couple the
BEC state |0, 0〉 with the momentum states | ± kx,±kz〉, with |kx| = |kz| = k and energy
E = 2ωr. Assuming that the energies associated with higher momentum states in the band
defined by the standing-wave potential of the pump are much higher than ωr, we restrict
our low-energy manifold to two states: the BEC state |0, 0〉, and the symmetric linear
combination of the excited momentum states |k〉 = ∑σ,σ′=± |σkx, σ′kz〉. This truncation
is sometimes denoted as the single recoil limit, as we consider only the first excited state
due to the recoil from atom-photon scattering process. This is shown schematically in
Fig. 1.2. This simplification allows us to construct an ansatz for the atomic field operator
of the form
Ψˆ(x, z) = 1√
V
bˆ0 +
2√
V
cos (kx) cos (kz)bˆ1, (1.11)
where V is the volume of the system, bˆ0 is the annihilation operator for atoms in the
BEC and bˆ1 the annihilation operator for atoms in the excited momentum state |k〉, both
satisfying bosonic commutation relations [bˆi, bˆ†j] = δi,j and the constraint bˆ
†
0bˆ0 + bˆ†1bˆ1 = N .
Note that the cosine-like spatial structure of the excited states results from the linear
combination of propagating planar waves in the four different directions ±x and ±z.
Inserting this ansatz into Eq. (1.11) and carrying out the integration we arrive at
Hˆ =
(
−∆ + U0N2
)
aˆ†aˆ+ ω0bˆ†1bˆ1 +
λ√
N
(
aˆ† + aˆ
) (
bˆ†1bˆ0 + bˆ†0bˆ1
)
+ U0Mbˆ†1bˆ1aˆ†aˆ, (1.12)
where ω0 = 2ωr, λ = ηN2 and M =
3
4 is a numerical factor resulting from the overlap of
the cosine functions. The Stark shift term produces two different terms. The first one
corresponds to a shift of the cavity frequency, proportional to the number of atoms, and
the second to an interaction between the photon number and the number of atoms in the
excited state. For the rest of our discussion, we will in general consider the majority of
the atoms to be populating the BEC and thus we neglect the last term in Eq. (1.12). As
a final step, we make use of the Schwinger transformation to map the two atomic bosonic
operators bˆ0,1 into collective spin operators Jˆz = bˆ
†
1bˆ1−bˆ†0bˆ0
2 , Jˆ+ = bˆ
†
1bˆ0 and Jˆ− = bˆ†0bˆ1. This
leads to
Hˆ = −∆aˆ†aˆ+ ω0Jˆz + λ√
N
(
aˆ† + aˆ
) (
Jˆ+ + Jˆ−
)
, (1.13)
where we absorbed the dispersive shift into the definition of the cavity detuning and
neglected a constant shift. This resulting Hamiltonian corresponds to the well-known
Dicke model, which describes the interaction between a bosonic field (aˆ) and a collective
spin ( ~ˆJ) of length N2 . We will show that the Dicke model suffices as a minimal model
capable of capturing the presence of a phase transition in our system, and the departure
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Figure 1.2: Schematic representation of the momentum transitions of the atoms gener-
ated by interacting with pump and cavity photons, adapted from Ref. [23]. On the left,
level scheme for the transitions. From the BEC state |0, 0〉 the atom scatters either a
pump (green arrows) or a cavity (light blue arrows) photon and virtually transitions to
its excited state with a momentum excitation along the x or the z direction, see Fig. 1.1
for reference. The atom then leaves this virtual state by scattering a second photon,
thus entering the | ± kx,±kz〉 state, corresponding to carrying a momentum excitation in
each spatial direction. On the right, the effective channels resulting from the two-photon
Raman scattering in momentum space. On the top right corner we include the second
quantization interaction terms that lead to the transitions into the excited momentum
state and those that lead to the return into the BEC.
of a macroscopic population of the BEC, due to interactions with the light field. In the
next section, we proceed to provide a short description of the main properties of the Dicke
model and elaborate on the presence of a so-called superradiant phase transition and its
interpretation as a spatial self-organisation for the atoms inside the cavity.
1.3 Intermezzo: The Dicke model
In this section, we take a brief detour from our main discussion regarding atoms inside
a cavity, and instead focus on the effective model we just derived: the Dicke model. This
model will be central for the rest of the work presented in this thesis, and when not
explicitly treated, we will draw important analogies with it.
The so-called Dicke model was first described by Dicke in 1954 [34]. In his work, Dicke
considered an ensemble of two-level atoms occupying their respective excited state and
coupled to an electromagnetic field. He found that if the atoms were placed within a
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fraction of a wavelength of the electromagnetic field, they could go through a collective
relaxation process in which the intensity of the emitted photons was enhanced by a factor
of N , being the N the number atoms, with respect to the single-particle emission intensity.
This transient collective process was later dubbed superradiance, or superradiant emission.
Decades later, separately, Hepp and Lieb [37] and Wang and Hioe [38] focused on this
model from a different perspective. Namely, they studied the steady-state properties of
this model when the two-level atoms were coupled to a quantized electromagnetic mode,
such as the ones present inside optical cavities. Their findings were that this model
exhibited two different phases: one phase in which the atoms occupy their ground-state
while the photonic field is in its vacuum state, which we will denote normal phase; and
a second phase in which the atoms partially occupy their excited state, signalling a finite
number of photonic excitations, which grows linearly with N . This phase corresponds to
what we denote today as the superradiant phase, and the transition between these two
phases is known as superradiant phase transition. In both these works, the system was
taken to be at finite temperature T , making these phase transition classical. However, it
has been shown that this transition does survive in the limit T → 0 [39]. Moreover, this
is the regime that will be considered throughout the rest of the thesis.
Here we will introduce a few key concepts and distinguishing features of this model
which will be useful for the coming chapters. In particular, we will make emphasis on
the presence of the superradiant phase transition both for the ground state, when the
system is closed, and in the steady state, when the system is open. One last important
remark is that we will be in general interested in focusing on the case of large N , i.e. the
thermodynamic limit, as in real experiments N ∼ 105. The Dicke model turns out to be
particularly amenable in this limit, as it has been shown that in the thermodynamic limit
all of its properties can be captured using the mean-field approximation [39].
Symmetries
Before jumping onto discussing the phase diagram of the Dicke model, it is vital that
we point out one of the fundamental aspects of this model, namely, its symmetries. If
we look at the Hamiltonian (1.13), it is straightforward to see that it remains invariant
under the transformation
(
aˆ, aˆ†, Jˆ−, Jˆ+
)
→ −
(
aˆ, aˆ†, Jˆ−, Jˆ+
)
. (1.14)
This corresponds to a Z2 symmetry. This symmetry is associated with invariance under
the action of the operator Uˆ = eipiNˆ , where the operator Nˆ = aˆ†aˆ+ Jˆz counts the number
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of excitations in the system. Note that Uˆ is a parity operator. This means that the
Dicke Hamiltonian conserves the parity of the number of excitations, defining two disjoint
sectors in the Hilbert space where the number of excitations is either even or odd. The
spontaneous breaking of this symmetry leads to the aforementioned phase transition. In
the symmetry broken phase, this results in a pair of degenerate ground states, connected
by the action of Uˆ on them.
1.3.1 Closed system
It is easiest tounderstand the physics of the Dicke model by considering first the case
where the physics is dictated purely by the Hamiltonian presented in Eq. (1.13). This
will be very useful for the discussion in Chapter 3, where we focus on the closed system
physics of an atomic cloud coupled to several atomic resonators, generalizing the discus-
sion presented here. Despite the plethora of interesting phenomena concerning the Dicke
model, for our purposes, it will suffice to discuss the main properties of its phase diagram.
In order to make direct connection with the discussion in Chapter 3, we will use two
approaches: a simple mean-field expansion of the Dicke Hamiltonian, and an exact diag-
onalization approach, following the route presented by Emary and Brandes [39]. Clearly,
the second option will provide a more detailed and accurate picture. However, it is still
interesting to discuss the first approach as it turns out to offer a very good qualitative
picture and can provide useful insights of the model by performing very simple calcula-
tions. Additionally, it is a very common approach to study the dynamics in the case when
the system is open.
Before discussing these two procedures, let us slightly modify the physical picture by
mapping the collective spin operators into bosonic operators bˆ† and bˆ, obeying [bˆ, bˆ†] = 1,
making use of the Holstein-Primakoff transformation
Jˆ+ = bˆ†
√
N − bˆ†bˆ Jˆ− =
√
N − bˆ†bˆ bˆ Jˆz = bˆ†bˆ− N2 , (1.15)
which results in the Hamiltonian
Hˆ = −∆aˆ†aˆ+ ω0
(
bˆ†bˆ− N2
)
+ λ√
N
(
aˆ† + aˆ
)(
bˆ†
√
N − bˆ†bˆ+
√
N − bˆ†bˆ bˆ
)
. (1.16)
The key idea behind this step is to facilitate the study of this model when considering
the thermodynamics limit N →∞.
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Mean-field approximation
The starting point of this approach consists of introducing a mean-field energy EMF,
by defining the average values of the bosonic modes as α = 〈aˆ〉 and β = 〈bˆ〉, which will
play the role of order parameters, and minimize it with respect to α and β to obtain the
corresponding ground state as a function of the system parameters. Using the Hamiltonian
defined in (1.16), up an irrelevant constant shift, we obtain
EMF = −∆|α|2 + ω0|β|2 + λ√
N
(α + α∗) (β∗ + β)
√
N − |β|2. (1.17)
Minimizing with respect to α leads to
α = − λ(−∆) (β
∗ + β)
√
1− |β|
2
N
(1.18)
resulting in
EMF = ω0|β|2 − λ
2
(−∆) (β
∗ + β)2
(
1− |β|
2
N
)
. (1.19)
Splitting the order parameter as β = Re[β] + iIm[β] and further minimizing the energy
with respect to Im[β], we obtain Im[β] = 0, yielding
EMF = ω0
(
µ− 1
µ
β2 + 1
N
β4
µ
)
(1.20)
where we introduced a new parameter µ = λ2cr/λ2, with λcr =
√
(−∆)ω0
2 . As we will see
λcr corresponds to the critical coupling strength at which the phase transition occurs.
The phase diagram now follows from the resulting global minima of EMF in (1.20). As a
function of the coupling strength λ, we find two different phases:
• Normal phase (NP) - For λ < λcr there is only one global minimum, corresponding
to β = 0 and α = 0. This is associated with the cavity being empty, and the col-
lective spin pointing towards the south pole of the Bloch sphere (〈Jˆx〉, 〈Jˆy〉, 〈Jˆz〉) =
(0, 0,−N2 ).
• Superradiant phase (SP) - For λ > λcr, the Z2 symmetry is spontaneously broken
and a pair of minima emerge with β = ±
√
N
2 (1− µ). Here, the cavity field gets
macroscopically occupied, as (α, β) ∝ √N , and the collective spin acquires a finite
component along the x direction, as 〈Jˆx〉 ∝ β. Note that for the cavity, the difference
between the two possible solutions corresponds to the phase of α, which can be either
0 or pi.
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Figure 1.3: Schematic depiction of the properties of the superradiant phase transition
for a closed system. On the left, we show the mean-field energy EMF in the two parameter
regimes, above and below the critical coupling λc. The Z2 symmetry breaking is observed
in the splitting of the global minimum (solid green dot), representing the NP, into two
degenerate minima for λ > λc (solid purple dots), representing the superradiant ground
states. On the right, we plot the lower branch of the excitation spectrum (solid cyan)
and the bosonic order parameter (solid blue), as a function of the light-matter coupling
λ. We observe how at the critical point the gap in the spectrum closes, signaling the
phase transition, and the order parameter acquires a finite value, which can be positive
or negative as a consequence of the symmetry breaking.
Note that at λ = λcr the order parameters approach zero in each phase, meaning that
this is a phase transition of second order.
We have thus obtained the already predicted superradiant phase transition, the critical
point λcr at which this transition occurs and the form of the order parameters. These
results are summarized in Fig. 1.3. To further understand the properties of each phase
and the character of the transition, it is necessary to go beyond this mean-field energy
approach.
Exact diagonalization
In general, the next step to go beyond the mean-field approximation would be to
expand the operators around their mean-field values and expand the interaction terms in
the Hamiltonian up to quadratic order. Excitingly, for the Dicke Hamiltonian (1.16) this
turns to be particularly easy. In the thermodynamic limit the interaction is quadratic
and the Hamiltonian becomes exactly diagonalizable. In the previous section, we learned
that the phase diagram displays two different phases, distinguished by the values of the
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order parameters (α, β), which vanish in the NP and are proportional to
√
N in the SP.
We can now use this knowledge to simplify the non-linear interaction in the Hamiltonian
(1.16).
Let us first consider the NP. In the thermodynamic limit N → ∞, the occupation of
the modes is much smaller than N . Therefore we can neglect the terms proportional to
bˆ†bˆ inside the square roots in (1.16), leading to
Hˆ = −∆aˆ†aˆ+ ω0bˆ†bˆ+ λ
(
aˆ† + aˆ
) (
bˆ† + bˆ
)
. (1.21)
After this simplification, the Hamiltonian is effectively quadratic and it is thus diagonal-
izable. The precise steps are very simple and they are explained in detail in [39]. They
amount to moving into a position-momentum (xˆ1,2, pˆ1,2) representation for each mode,
where the interaction term corresponds to an xˆ1xˆ2 type coupling. Next, one needs to
perform a rotation to decouple the position coordinates, and then return to the creation
and annihilation operator picture. Up to a constant shift, the resulting diagonalized
Hamiltonian is
HˆNP = εNP,+ cˆ†NP,+cˆNP,+ + εNP,− cˆ
†
NP,−cˆNP,−, (1.22)
where the spectrum is defined as
ε2NP,± =
1
2
[
∆2 + ω20 ±
√
(∆2 − ω20)2 − 16λ2∆ω0
]
. (1.23)
Crucially, in this expression we can observe how the “−” mode starts softening as the
value of λ is increased. In particular, when λ = λcr this energy branch reaches zero,
corresponding to a gap closing in the spectrum and resulting in a phase transition. For
λ > λcr the spectrum (1.23) becomes imaginary, meaning that this effective description
is not valid anymore in the superradiant phase.
So how do we proceed now? The key point is that in the superradiant phase the order
parameters are proportional to
√
N , and thus 〈bˆ†bˆ〉 ∼ N , meaning that the terms inside
the square root cannot be neglected anymore. The trick to go about this is to displace
the bosonic operators by their respective average values as aˆ → α + cˆ and bˆ → β + dˆ.
Considering again the thermodynamic limit, we can then expand the square root terms to
obtain a quadratic Hamiltonian by eliminating all terms with negative powers of N . As
shown in [39], these steps lead to the presence of linear terms in our Hamiltonian that we
want to get rid of. For them to vanish, the order parameters need to satisfy the conditions
2λβ
√
1− β
2
N
−∆α = 0
[
4λ2
∆N (N − 2β
2) + ω0
]
β = 0. (1.24)
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In fact, the two possible sets of solutions to these conditions correspond to the order
parameters in the NP and SP as defined above. In the NP, the trivial solution results in
no displacement of the operators and leads to the description in Eq. (1.22). In this case,
we are instead interested in the second set of solutions with α given by Eq. (1.18) and
β =
√
N
2 (1− µ). We are then left with the quadratic Hamiltonian
Hˆ =−∆cˆ†cˆ+ ω02µ(1 + µ)dˆ
†dˆ+ ω0(1− µ)(3 + µ)8µ(1 + µ)
(
dˆ† + dˆ
)2
+ λµ
√
2
1 + µ
(
cˆ† + cˆ
) (
dˆ† + dˆ
)
.
(1.25)
We observe that in the limit µ → 1, i.e. λ = λcr, the Hamiltonians (1.21) and (1.25)
coincide, thus confirming our intuition that the phase transition is indeed of second order.
This Hamiltonian can now be diagonalized following the same steps as before, yielding
HˆSP = εSP,+ cˆ†SP,+cˆSP,+ + εSP,− cˆ
†
SP,−cˆSP,−, (1.26)
with spectrum
ε2SP,± =
1
2
ω20
µ2
+ ∆2 ±
√√√√(ω20
µ2
−∆2
)2
+ 4∆2ω20
 , (1.27)
where we again see how as λ → λcr the lower branch starts softening until the gap is
closed at the critical point. This is shown in Fig. 1.3.
In summary, we have analyzed the system using two approaches. First, the mean-field
approximation, based on a Landau free energy scheme, provided some qualitative insights
about the form of the phase diagram, where we obtained the critical point and the order
parameters. Next, using this knowledge, we exploited the simple form of the Hamiltonian
in the thermodynamic limit and diagonalized it to obtain the excitation spectrum on top
of each phase. In chapter 3, we will revisit these approaches and generalize these results
to the case for multiple bosonic modes interacting with each other.
1.3.2 Open system
We are now interested in explicitly considering the open nature of our system. In
particular, we will focus on the presence of photon losses in the system, meaning the
number of photonic excitations in our system will decay at rate κ. This was first considered
in [40], where an experimental realization of Dicke model in ring cavities was proposed,
and later studied in more detail in [41–44], in the context of a cavity mode coupled to a
BEC. Other types of dissipation channels, such as spin dephasing or spontaneous emission,
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have also been considered recently in the context of the Dicke model and shown to also
influence the dynamics in non-trivial ways [45]. As opposed to the closed case, now the
definition of our problem is intrinsically different. In the closed system we were looking
for the ground state, i.e. the configuration in which the system minimizes the energy.
Instead, here we are interested in the dynamics of the system. In particular, we focus on
the possible steady states it exhibits and their stability against fluctuations, which define
a steady-state phase diagram.
As previously mentioned, the formalism for treating open systems will only be intro-
duced in Chapter 2, but for now it will suffice to add dissipation phenomenologically.
Additionally, we will not make use of the Holstein-Primakoff transformation and we will
look instead at the dynamics of the collective spin. We will consider the large N limit,
thus allowing to describe the system through the dynamics of their mean-field values.
From the Hamiltonian (1.13), we can obtain the dynamics in the Heisenberg picture.
This leads to
∂tα =
(
i∆− κ2
)
α− i 2λ√
N
Sx
∂tSx = −ω0Sy
∂tSy = ω0Sx − 2λ√
N
(α + α∗)Sz
∂tSz =
2λ√
N
(α + α∗)Sy, (1.28)
where we have introduced the mean-field values (Sx, Sy, Sz) = (〈Jˆx〉, 〈Jˆy〉, 〈Jˆz〉) and α =
〈aˆ〉 is defined as before. Again, note that we have added the presence of photon losses
by hand, on the first equation, by including a decay rate κ. It is also important to note
that these equations are still invariant under parity transformations (α, Sx) → −(α, Sx).
Thus, we expect that the presence of a phase transition will also lead two the emergence
of a pair of steady states. The steady-states of the dynamics can now be obtained by
setting the equations of motion to zero. We thus arrive at the steady-state conditions
α = 2λSx√
N(∆ + iκ2 )
Sy = 0
[
ω0 − 8λ
2∆
N(∆2 + κ24 )
Sz
]
Sx = 0, (1.29)
resulting in two fixed points of the dynamics, one associated with the NP and another
with the SP. The former corresponds to the solution α = Sx = 0 and Sz = −N2 , in analogy
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Figure 1.4: Dynamics of the system, as given by Eqs. (1.28), below and above the
critical point λc. The cavity field is given in the solid red curves and the collective spin is
plotted on a Bloch sphere, with a darker trajectory color for later times and the steady
state denoted by a solid red dot. In (a), we show the evolution inside the NP, where we see
how the collective spin stabilizes in the south pole of the Bloch sphere Sz = −N2 and the
cavity field approaches zero in the long-time limit. In (b), we observe how the SP becomes
the steady state above threshold, with the collective spin acquiring a finite component in
the x direction and the cavity field getting macroscopically populated. Paremeters: (a)
∆ = −10ω0, κ = 4ω0, λ = 0.5ω0; (b) ∆ = −ω0, κ = 0.5ω0, λ = ω0. For both cases a
generic initial condition was taken.
with the result obtained for the closed case. The latter yields
Sx = ±N2
√√√√
1− ω
2
0
(
∆2 + κ24
)2
16λ4∆2 , (1.30)
corresponding to the two different superradiant steady states, where Sz results from
Eq. (1.29), and Sx is obtained from the spin length conservation condition S2x +S2y +S2z =
N2
4 . The critical point can be extracted directly from (1.30) as the value of λ for which
Sx becomes complex, corresponding to
λc =
1
2
√√√√ω0 (∆2 + κ24 )
(−∆) . (1.31)
In Fig. 1.4 we present the time evolution of a generic trajectory in the NP and the SP.
The steady-state characteristics are similar to those of the ground-state picture, with the
difference that the critical point and the exact form of the order parameters are now also
dependent on the photon loss rate κ in a non-trivial way.
We corroborate these results by performing a linear stability analysis of the semiclassi-
1.3 Intermezzo: The Dicke model 21
-1
-0.5
0
0.5
1
 
 cr
⌘
!0
NP SP
Re[⌘]
unsta
ble m
ode
Figure 1.5: Stability of the dynamical modes of the system inside the NP. Below thresh-
old (solid blue curves), all eigenvalues of the dynamical matrix (1.32) possess negative real
part, yielding damping towards the NP attractor. Above threshold, one of the eigenvalues
acquires a positive real part, corresponding to the NP fixed point becoming unstable in
favor of the SP becoming the new steady state.
cal equations of motion (1.28). This amounts to performing the expansions aˆ(t) = α+δaˆ(t)
and Jˆσ(t) = Sσ+δJˆσ(t), where α and Sσ are steady-state values, and linearizing the equa-
tions of motion. Following these steps leads to the linearized equations of motion
∂t

δaˆ
δaˆ†
δJˆx
δJˆy
 =

(
i∆− κ2
)
0 −i 2λ√
N
0
0 −
(
i∆ + κ2
)
i 2λ√
N
0
0 0 0 −ω0
−λSz√
N
−λSz√
N
ω0 + λ√N
Sx
Sz
(α + α∗) 0


δaˆ
δaˆ†
δJˆx
δJˆy
 , (1.32)
where the fluctuations along the z direction are fixed by SxδJˆx + SzδJˆz = 0, taking into
account that Sy = 0 in both phases. Note that the matrix elements of the dynamical
matrix depend on the order parameters (α, Sx). To search for the presence of the phase
transition, it is most convenient to carry out this analysis in the NP, where α = Sx = 0
and Sz = −N2 , and obtain when the fluctuations become unstable. Plugging these values
into the dynamical matrix in Eq. (1.31), we arrive at the eigenvalue equation
(
ω20 + η2
) [
∆2 +
(
η + κ2
)2]
+ 4∆λ2 = 0, (1.33)
with η the eigenvalues of the dynamical matrix. The imaginary part of η is associated with
the frequencies of the eigenmodes and the real part with their damping. In particular, the
latter determines the stability of the fixed points. A stable fixed point results in Re[η] < 0
for all eigenvalues, while an unstable one possesses at least one eigenvalue with Re[η] > 0.
22 1.4 Self-organization phase transition
For λ = 0, we retrieve the eigenfrequecies of the uncoupled system η = iω0,−iω0, i∆− κ2
and −i∆− κ2 . For finite λ, this equation does not admit a compact analytical form, and
needs to be solved numerically. In Fig. 1.5, we present the real part of the eigenvalues
as a function of λ for the NP fixed point. As expected, at the critical point, one of the
modes approaches zero, and becomes positive above threshold, signalling the transition
of the NP to an unstable fixed point.
To summarize, in this section we have considered the open version of the Dicke model
and studied its semiclassical equations of motion. We found that the phase transition
survives the presence of dissipation, and overall exhibits qualitatively similar features to
that of the ground-state transition. Namely, the steady-state is unique in the NP and
splits into two different ones, connected by a parity transformation, when crossing into
the SP. The main difference resulted in the exact form of the order parameters and the
position of the critical point, which shows a non-trivial dependence on the dissipation
rate. It is worth mentioning that a second, less obvious difference also exists. The critical
exponent of the phase transition in the closed case, equal to −1 [39], differs to that of the
open case, which has been shown to be equal to −12 [43]. This points out that despite the
similarities between both cases, the intrinsically different nature of each transition makes
them distinguishable, even in the κ → 0 limit, where the equations of motion and order
parameters become equal.
1.4 Self-organization phase transition
Let us now return to our original problem. In Sec. 1.2.2, we arrived at the Dicke model
as an effective description for the interaction between a single mode of an optical cavity
and the external degrees of freedom of a BEC. In Sec. 1.3, we explored the Dicke model
and showed that this model exhibits a phase transition. So what does this physically
mean for the atomic gas interacting with the cavity? Tracing back our derivation of
Eq. (1.13), the effective two-level systems depicted the atoms either being part of the
BEC or occupying an excited momentum state with ~k = ~kp and accounting for the entire
atomic cloud led to the collective spin ~ˆJ . For small λ, i.e. for weak pump strength, atom-
photon scattering events occur at a very low rate, followed by their loss through the cavity
mirror. Therefore, on average, the atoms remain in the BEC, while the cavity stays in
its vacuum state. This corresponds to the NP, where the full occupation of the BEC is
equivalent to all two-level systems pointing down, meaning Sz = −N2 . More photons get
scattered into the cavity as we increase the strength of the drive, thus increasing λ, and
this behavior remains stable until the threshold value is reached λ = λcr. Beyond this
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Figure 1.6: Schematic picture of the self-organization phase transition. For λ < λcr all
the atoms are in the BEC, and scattered photons leak out before any light field is able
to build up inside the cavity. For λ > λcr, a finite cavity field is formed inside the cavity,
leading to the self-organization of the atoms in a checkerboard-pattern, either in the even
or odd sites, thus forming a so-called density wave.
value, the phase transition takes place and we can interpret the behavior of the system
in two different ways.
One way is to think of the amount of photons scattered into the cavity overcoming the
amount that is dissipated, resulting in the build up of a finite amplitude of the light field.
The combination between the finite cavity field and the transverse drive generates an
effective lattice potential for the atoms of the form cos (kx) cos (kz), as previously shown
in Eq. (1.9). In the presence of this new potential, the atoms adapt by starting a process
of self-organization in which they occupy either the even (cos (kx) cos (kz) = 1) or the odd
sites (cos (kx) cos (kz) = −1). This results in the formation of a periodic checkerboard-
like spatial structure commonly referred to as density wave (DW) or density-wave state,
which in this picture is the counterpart of the SP phase. The occupation of either even or
odd sites stems from the breaking of the Z2 symmetry present in our model. The specific
choice also fixes the phase of the cavity field to either 0 or pi. On the other hand, this
transition can also be interpreted as the atoms starting to occupy the excited momentum
state as a result of the high incoming flux of pump photons. The spatial wave function
of the excited state |k〉 is proportional to cos (kx) cos (kz), corresponding to the atoms
populating the density-wave state. This spatial structure then acts as a Bragg lattice for
the incoming transverse drive which can then efficiently transfer photons into the cavity,
generating a finite population of the cavity mode. The phase transition is schematically
shown in Fig. 1.6.
Overall, we can view this process as a self-sustained mechanism in which the density-
wave state allows for the generation of cavity photons and these in turn strengthen the
potential that keeps the atoms organized in a checkerboard pattern. Physically, the
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presence of this phase transition can be understood as a competition between the kinetic
energy which favors a homogeneous spatial distribution, i.e the BEC, and the long-ranged
interactions with the cavity field which in turn favors the formation of a spatial structure.
It is important to remind ourselves that the picture provided by the Dicke model is only
valid within the single-recoil limit. This turns out to be a good description close to
criticality, but as one increased the pump strength further, higher momentum states start
getting occupied. Therefore, within our effective description, even in the self-organized
regime, it still holds that the majority of the atoms still occupy the BEC state 〈bˆ†0bˆ0〉 ∼
O(N), while the population of the excited state, despite not being zero, is of order 1.
Self-organization due to atom-cavity interactions was first described [46] and experi-
mentally observed [47] in the context of thermal atoms in 2003. Almost a decade later this
phenomenon was experimentally realized for quantum gases [23], where a connection with
a quantum phase transition and Dicke model was first made. This triggered a plethora
of theoretical studies [41–44, 48, 49] and experimental follow-ups [50–53], which further
characterized the properties of the phase transition and explored the out-equilibrium dy-
namics of the system. As mentioned previously, the work of Baumann et al. [23] has also
become the cornerstone for countless experimental extensions of this set-up, including the
use of multimode cavities [24, 25], optical lattices [26, 27], multiple cavities [28–30] and
spinor BEC’s [31–33].
Before finalizing the introduction chapter, we consider one further extension of the
BEC in a cavity model, which includes the presence of an external optical lattice in the
system. This constitutes the basis of the phenomena studied in Chapter 5.
1.5 Optical lattices
In this section we derive the effective model describing an ultra-cold atomic gas cou-
pled to the single mode of an optical cavity and in the presence of an external optical
lattice in the x-z plane. We assume a third, much deeper, lattice potential in the y di-
rection that effectively splits the system in several two-dimensional copies. In relation
with our previous discussion, the laser in the z direction acts both as an external pump
and as a lattice potential for the atomic cloud. For the sake of generality, we consider
the cavity to be rotated by an angle ϕ in the x-z plane and define its wave vector as
~kc = 2piλc (cosϕ, 0, sinϕ). We also allow the cavity wavelength λc to be different from the
lattice (pump) wavelength λp.
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Our starting point is the single-particle Hamiltonian defined in Sec. 1.2.2
Hˆ = −∆aˆ†aˆ+
∫
d~x
Ψˆ†(~x)
 ~p 2
2m + Vˆtrap + U0 cos
2 (~kc~x)aˆ†aˆ+ V0
(
cos2 (kpx) + cos2 (kpz)
)
+ η cos (~kc~x) cos (kpz)(aˆ+ aˆ†)
Ψˆ(~x) + αs2 Ψˆ†(~x)Ψˆ†(~x)Ψˆ(~x)Ψˆ(~x)
,
(1.34)
where we have now also included the external lattice potential in the x direction. We then
expand the field operators in term of Wannier functions Ψˆ = ∑iWi(~x)bˆi. The Wannier
functions Wi(~x) are defined as the eigenfunctions of the non-interacting Hamiltonian Hˆ0 =
~p 2
2m +V0 (cos
2 (kpx) + cos2 (kpz)). They exhibit the same periodicity as the lattice and are
strongly localized at sites i = (ix, iz)λp2 . In particular, we restrict ourselves to the lowest
Bloch band of the Hamiltonian. The operators bˆi and bˆ†i the annihilation and creation
operators for particles at a specific site i. Inserting this decomposition into (1.34) we
obtain
Hˆ =
∑
i
εinˆi−J
∑
〈i,j〉
bˆ†i bˆj +
U
2
∑
i
nˆi(nˆi−1)−∆aˆ†aˆ+
∑
i
δinˆiaˆ
†aˆ+
(
aˆ† + aˆ
)∑
i
ginˆi, (1.35)
where nˆi = bˆ†i bˆi is the number operator at site i. The first term can be interpreted as
a local chemical potential εi ≈ Vtrap(xi, zi) due to presence of the trap, which we have
assumed to be slowly varying. For the second and third terms, the parameters
J =
∫ ∫
dxdz W ∗i (x, z)
[
~p 2
2m + V0
(
cos2 (kpx) + cos2 (kpz)
)]
Wi
(
x, z − λ2
)
(1.36)
U = α2
∫ ∫
dxdz |Wi(x, z)|4 (1.37)
correspond to the hopping amplitude, which we have considered only up to nearest neigh-
bor, and the on-site interaction strength. The fifth term in (1.35), with
δi = U0
∫
dxdz W ∗i (x, z) cos2 (~kc · ~x)Wi (x, z) , (1.38)
is associated with the dispersive shift, where it now depends on the specific configuration
of the atoms on the lattice. Note that considering general λc 6= λp and/or ϕ 6= 0 yields
a site dependent shift. The last term corresponds to the atom-light scattering process,
where
gi = η
∫
dxdz W ∗i (x, z) cos (~kc · ~x) cos (kz)Wi (x, z) . (1.39)
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After having derived a general model, we now focus on the more specific case of λc = λp
and ϕ = 0. Ultimately, in Chapter 5 we will be interested in exploring the experimental
set-up realized in [23], which satisfies this condition. Other studies have considered an
incommensurate ratio λc/λp and showed that glassy phases and structural superfluids may
arise in this case [54]. Two important simplifications take place when considering equal
pump and cavity wavelengths. First, the dispersive shift becomes equivalent for all sites,
leading to an energy shift ∑i δinˆi = Nδ, which we absorb in the definition of ∆. Second,
the light matter coupling adopts the form gi = Pig, where Pi = ±1 is the parity of site
i. This results in the light field being coupled to the operator Φˆ = ∑e nˆe −∑o nˆo, which
measures the occupation imbalance between even and odd sites. Additionally, we will
for simplicity neglect the effects of the trapping potential. Including these simplifications
into Eq. (1.35) yields the effective Hamiltonian
Hˆ = −J∑
〈i,j〉
bˆ†i bˆj +
U
2
∑
i
nˆi(nˆi − 1)−∆aˆ†aˆ+ g
(
aˆ† + aˆ
)
Φˆ, (1.40)
which corresponds to a modified version of the well-known Bose-Hubbard model. The
properties of this Hamiltonian have been considered both experimentally [26, 27, 55] and
theoretically [54, 56–58], showing that it exhibits a rich phase diagram resulting from the
competition of scales between the kinetic energy, given by the hopping term, the short-
ranged interactions and the infinite-range interactions mediated by the cavity photons.
In Chapter 5, we will focus on the impact of photon losses in the dynamics of this model
and discuss its relaxation dynamics towards the steady state.
2
Open quantum systems
2.1 Introduction
An open quantum system is defined as a quantum system coupled to an external
bath, leading to the presence of dissipative processes in its dynamics [59, 60]. In general,
all physical systems are intrinsically open, with the only exception of the universe as a
whole. Thus, a description of any realistic system requires accounting for the presence
of dissipative channels. This is particularly important in certain areas such as quantum
information [61], where it is crucial to understand the impact of losses in order to design
robust protocols and efficient experimental platforms. Additionally, dissipation can also
serve as a mean to drive a system into particular states of interest, opening the door to the
field of reservoir engineering [62]. Our current understanding of open quantum systems
is rudimentary compared to that of closed systems. This makes open systems an active
field of research not only from a practical point of view, but also from a fundamental
perspective. A representative example is the study of quantum many-body systems in
open settings [63, 64]. There, great progress is being made along several lines such as
classifying many-body phases of matter [65, 66], identifying clear signatures for phase
transitions [67] or exploring novel features which emerge when the system is open [68].
There is a wide variety of strategies to approach open quantum systems, with the
appropriate choice depending on the problem at hand. Throughout this thesis, we make
use of the formalism of Linblad master equations to describe the open dynamics of atom-
cavity systems. In this chapter, we introduce this formalism and provide a minimal
background in order to follow the discussions in Chapters 4 and 5. In Sec. 2.2, we present a
derivation for the Lindblad master equation, and in Sec. 2.3 we outline the main properties
of this framework, in contrast with the usual properties of closed systems.
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2.2 Master equation
While there are several methods to derive the form of the master equation, our deriva-
tion will make use of the so-called projection methods or Nakajima-Zwanzig formalism
[69, 70]. Specifically, we follow the steps presented in [59]. In short, the strategy consists
of splitting the whole system into a small subsystem and a bath and then tracing out
the bath degrees of freedom to obtain an effective equation of motion for the subsystem.
Tracing out the bath degrees of freedom turns out to be a rather complex procedure which
in general cannot be carried out. However, in many relevant physical systems it is possible
to introduce a set of approximations that make this elimination procedure possible. These
assumptions are known as the Born approximation or weak-coupling condition and the
Markov approximation. Both will be key in order to derive the final form of the master
equation1.
We consider the time evolution for the density matrix of a closed system of the form
∂tρˆ = Lρˆ = −i[Hˆ, ρˆ] = −i
[
Hˆsys + HˆB + Hˆint, ρˆ
]
, (2.1)
where we have split the evolution into three terms: Hˆsys contains the evolution with
support only in the subsystem we are interested in studying, which we denote as ’system’
from now on; HˆB corresponds to the rest of degrees of freedom of the whole system, which
correspond to the external bath, labeled ’B’; and finally, Hˆint includes the interaction
terms between the system and the bath. We have also introduced the superoperator
L(?) = (−i)[Hˆ, ?], which determines the dynamical evolution of the density matrix ρˆ.
To eliminate the bath degrees of freedom we define the projection operators
P ρˆ = TrB[ρˆ(t)]⊗ ρˆB Q = 1− P , (2.2)
where P projects the full density matrix into a product state, with ρˆB the steady state of
the bath in the absence of coupling with the system and TrB the trace over the bath. Our
objective is then to obtain an effective equation of motion for the projection P ρˆ, which
only concerns the system degrees of freedom. These operators obey the properties:
i) PLsys = LsysP ii) PLB = LBP = 0
iii) PLintP = 0 iv) P2 = P Q2 = Q, (2.3)
1It is worth pointing out that strong efforts are currently being made to expand this formalism beyond
the boundaries of these approximations, leading to so-called Non-Markovian Lindblad master equations
[71].
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where the subscripts on L denote which Hamiltonian is inside the commutator. Property
(i) follows from Lsys and P operating on different sectors and (ii) from P taking the
bath into the steady state. Property (iii) corresponds to assuming no interactions acting
only on a single support, either the bath or the system, as these can be absorbed in the
definitions of Hˆsys or HˆB, respectively. Lastly, property (iv) is true by definition of a
projector operator. Using these properties, we can obtain the equations of motion for
each sector
∂t(P ρˆ)(t) = Lsys(P ρˆ)(t) + PLint(Qρˆ)(t)
∂t(Qρˆ)(t) = (LB + Lsys +QLint) (Qρˆ)(t) +QLint(P ρˆ)(t). (2.4)
To introduce the first approximation we first simplify the form of the Eqs. (2.4) by using
the Laplace transform2 f(s) =
∫∞
0 e
−stf(t)dt, yielding
s(P ρˆ)(s)− (P ρˆ)(0) = Lsys(P ρˆ)(s) + PLsys(Qρˆ)(s)
s(Qρˆ)(s)− (Qρˆ)(0) = (LB + Lsys +QLint) (Qρˆ)(s) +QLint(P ρˆ)(s). (2.5)
Solving for (Qρˆ)(s) using the second equation and inserting this expression in the first
one we obtain
s(P ρˆ)(s)−
{
(P ρˆ)(0) + PLint [s− Lsys − LB −QLint]−1 (Qρˆ)(0)
}
=
{
Lsys + PLint [s− Lsys − LB −QLint]−1QLint
}
(P ρˆ)(s). (2.6)
We now perform the first approximation and consider the coupling between the bath and
the system to be weak with respect to the rest of energy scales in each sector. In the
spirit of the Born approximation, this amounts to truncating the expression in (2.6) by
keeping up to lowest order terms in Lint, yielding
s(P ρˆ)(s)−
{
(P ρˆ)(0) + PLint [s− Lsys − LB]−1 (Qρˆ)(0)
}
=
{
Lsys + PLint [s− Lsys − LB]−1QLint
}
(P ρˆ)(s). (2.7)
The term proportional to (Qρˆ)(0) can be neglected as it simply shifts the initial con-
ditions and does not affect the dynamics at later times. On the other hand, the term
proportional to QLint on the second line does modify the effective evolution of the system
dynamics. This term corresponds to the influence of the system-bath interactions on the
2For notational simplicity, we distinguish the functions in the time domain and the s domain only by
their arguments.
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bath dynamics in the limit of weak coupling. Performing a second Laplace transformation
to return to the time domain, we arrive at
∂tρˆsys(t) = Lsysρˆsys(t) + TrB
[
PLint
∫ ∞
0
dτ e(Lsys+LB)τQLint(P ρˆ)(t− τ)
]
. (2.8)
We have obtained an equation of motion for the system degrees of freedom ρˆsys = TrB[ρˆ].
In practice, however this equation is rather complicated to solve as it depends on its
own past history, as seen in the term proportional to ρˆ(t− τ). To proceed, we make the
assumption that the energy scales defining the bath are much larger than those of the
system, resulting in it evolving at a much faster rate than the system. In this regime,
we can make use of the so-called Markov approximation and neglect the influence of past
events on the evolution of the system, namely ρˆ(t−τ) ≈ ρˆ(t). Physically, this corresponds
to the bath quickly approaching the steady-state, due to its fast evolving dynamics. Hence,
any internal transition in the bath, caused by system-bath interactions, will disappear
before backacting on the system. Consequently, the system effectively interacts with the
bath in its steady-state, in spite of any previous interacting events. In this sense, we refer
to the bath being memoryless and the system dynamics being independent of its previous
history.
Next we consider the interaction Hamiltonian to be of the form Hˆint =
∑
m,n gm,nXˆmξˆn,
with Xˆm being system operators and ξˆn bath operators. Making use of
e(Lsys+LB)τ Oˆ = e−iHˆBτe−iHˆsysτ OˆeiHˆBτeiHˆsysτ (2.9)
and the properties (2.3), we obtain that the second term in Eq.(2.8) reduces to
− TrB
{
P
[∑
mn
gmnXˆm(0)ξˆn(0),
[∫ ∞
0
dτ
∑
m′n′
gm′n′Xˆm′(−τ)ξˆn′(−τ), ρˆsys(t)⊗ ρˆB
]]}
,
(2.10)
with Xˆm(t) = eiHˆsystXˆme−iHˆsyst and ξˆm(t) = eiHˆBtξˆme−iHˆBt. Accounting for the action of
the projector P and performing the trace using Tr[ρˆB] = 1 we obtain
∂tρˆsys(t) = Lsysρˆsys(t)−
∑
mn
∑
m′n′
gmngm′n′
∫ ∞
0
dτ
{
〈ξˆn(0)ξˆn′(−τ)〉[Xˆm(0), Xˆm′(−τ)ρˆsys(t)]
+〈ξˆn′(−τ)ξˆn(0)〉[ρˆsys(t)Xˆm′(−τ), Xˆm(0)]
}
,
(2.11)
where 〈ξˆn′(t)ξˆn(t′)〉 = TrB[ξˆn′(t)ξˆn(t′)ρˆB]. Note that the presence of the external bath is
now fully encoded in the correlators 〈ξˆn′(t)ξˆn(t′)〉. To proceed, it is necessary to make
2.2 Master equation 31
further assumptions about the structure of the bath. A similar expression is derived in
Chapter 5, when eliminating the photonic degrees of freedom in an atom-cavity system.
For simplicity, we redefine the form of the interaction as Hˆint =
∑
n gn
(
Xˆ†n ξˆn + Xˆn ξˆ†n
)
,
where Xˆn are eigenoperators satisfying [Hˆsys, Xˆn] = ωnXˆn and Xˆn(t) = Xˆne−iωnt. Follow-
ing the same steps as above, we obtain
∂tρˆsys(t) = Lsysρˆsys(t)−
∑
mn
gmgn
∫ ∞
0
dτ
{
〈ξˆ†m(0)ξˆn(−τ)〉[Xˆm(0), Xˆ†n(−τ)ρˆsys(t)]
+〈ξˆm(0)ξˆ†n(−τ)〉[Xˆ†m(0), Xˆn(−τ)ρˆsys(t)] + 〈ξˆn(−τ)ξˆ†m(0)〉[ρˆsys(t)Xˆ†n(−τ), Xˆm(0)]
+〈ξˆ†n(−τ)ξˆm(0)〉[ρˆsys(t)Xˆn(−τ), Xˆ†m(0)]
}
. (2.12)
Given that the correlators are considered at steady state of the bath, they are invariant
under time translations. Consequently, terms oscillating at different frequencies ωm 6= ωn
will vary at a very fast time scale compared to the evolution of the system. We thus
perform a rotating wave approximation and neglect all terms with m 6= n. Re-expressing
the integral terms as
∫ ∞
0
dτ e−iωnτ 〈ξˆ†n(−τ)ξˆn(0)〉 =
1
2Fn + iχn
∫ ∞
0
dτ e−iωnτ 〈ξˆn(−τ)ξˆ†n(0)〉 =
1
2Gn + iδn∫ ∞
0
dτ eiωnτ 〈ξˆ†n(0)ξˆn(−τ)〉 =
1
2Fn − iχn
∫ ∞
0
dτ eiωnτ 〈ξˆn(0)ξˆ†n(−τ)〉 =
1
2Gn − iδn
(2.13)
we arrive at
∂tρˆsys(t) =− i
[
Hˆsys +
∑
n
(
δnXˆ
†
nXˆn + χnXˆnXˆ†n
)
, ρˆsys(t)
]
+
∑
n
Fn
(
Xˆ†nρˆsys(t)Xˆn −
1
2XˆnXˆ
†
nρˆsys(t)−
1
2 ρˆsys(t)XˆnXˆ
†
n
)
+
∑
n
Gn
(
Xˆnρˆsys(t)Xˆ†n −
1
2Xˆ
†
nXˆnρˆsys(t)−
1
2 ρˆsys(t)Xˆ
†
nXˆn
)
. (2.14)
This equation of motion for the density matrix is known as Lindblad master equation.
The terms inside the commutator correspond to the coherent evolution of the system
together with a pair of new coherent terms which arise due to the interaction with the
bath. The second and third lines describe dissipative process, and make the time evolution
of the density matrix non-unitary. Inside the brackets, the first term defines what type
of dissipative process takes place while the second and third term ensure that the density
matrix remains normalized. If we consider the first term in the second line Xˆ†nρˆsysXˆn =
Xˆ†n|ψ〉〈ψ|Xˆn, we observe that transitions of the state |ψ〉 are caused by the action of the
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operator Xˆ†n on it. We thus refer to Xˆ†n as a jump operator. From the third line, we get
that Xˆn is also a jump operator. The frequencies accompanying these terms (Fn, Gn) are
denoted dissipation rates, and specify the rate at which each dissipative process occurs.
From Eq. (2.14), we can understand the precise influence of the bath on the system. On
the one hand, the type of system-bath interactions, given by Hˆint, are what determines
what additional coherent interaction emerges and which jump operators are present in the
master equation. On the other hand, the structure of the bath, encoded in the correlators
〈ξˆn(t)ξˆn(t′)〉, defines the coupling strength of the additional interactions (δn, χn) and the
dissipation rates (Fn, Gn).
This concludes our derivation of the master equation. We finish by mentioning that,
in general, Lindblad master equations are usually expressed in the form
∂tρˆ = Lρˆ = −i[Hˆ, ρˆ] +
∑
n
κnD[Rˆn]ρˆ, (2.15)
where the superoperator D is denoted as the dissipator and is defined as D[Rˆn]ρˆ =
RˆnρˆRˆ
†
n − 12Rˆ†nRˆnρˆ − 12 ρˆRˆ†nRˆn, with Rˆn the jump operators and κn the associated dis-
sipation rates. The superoperator L is commonly known as Lindbladian or Liouvillian.
In the next sections, we discuss how the spectral properties of the Lindbladian L fully
determine the dynamics of the system and point out some of the most relevant differences
between Lindbladian and Hamiltonian evolution.
2.3 Properties of Lindbladian evolution
In the previous section we derived the general form of the master equation (2.15). The
main property of this equation is that it is linear in ρˆ, meaning that the general solution
can be casted as
ρˆ(t) = eLt ρˆ(0). (2.16)
In this sense, the Lindbladian is the generator of the non-unitary dynamics under which
ρˆ evolves. More specifically, the generalized evolution superoperator L is a completely
positive trace preserving (CPTP) map. This means that despite the evolution being non-
unitary, it is always guaranteed that the density matrix is completely positive and satisfies
Tr[ρˆ] = 1. This is guaranteed even if the Lindbladian is time dependent, as long as the
dissipation rates remain positive3. For simplicity, we will only consider the case in which
3If this is not the case and the dissipation rates become negative during time-evolution, the problem
becomes intrinsically non-Markovian, and requires a different approach to the systems dynamics [72, 73]
beyond the scope of this discussion.
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all terms inside L are time independent.
In analogy with the spectral decomposition of the Hamiltonian unitary evolution, the
same method can be applied to the Lindbladian. We define the left and right eigenmatrices
as
Lvˆi = λivˆi wˆiL = λiwˆi. (2.17)
The fact that vˆi 6= wˆi follows directly from L being non-unitary. Note that, in general, the
eigenmatrices vˆi do not represent physical density matrices, meaning they do not satisfy
Tr[vˆi] = 1. Additionally, non-unitarity results in the eigenvalues λi being complex. Since
the Lindbladian is the generator of a CPTP map, it is guaranteed that all λi come in
complex conjugate pairs and, more importantly, they satisfy Re[λi] ≤ 0. This ensures
that the system always decays to a certain steady state. From (2.17), it follows that
density matrices can be represented as linear combinations of right eigenmatrices. The
CPTP property then ensures that a physical initial condition ρˆ(0), with Tr[ρˆ(0)] = 1,
will remain physical at all times despite it being decomposable as a linear combination of
“unphysical” matrices.
The eigenmatrices of L can be classified according to the form of their respective
eigenvalue (see Fig. 2.1). The real part determines the decay rate of the eigenmatrix,
as Re[λi] ≤ 0, and the imaginary part its oscillation rate. Purely real eigenvalues are
associated with decaying states and for the case Re[λi] = 0, the eigenmatrix corresponds
to the steady state of the system. By definition of a CPTP map it is always true that
there exists at least one eigenvalue with λi = 0, i.e. there is always a steady state.
A finite imaginary part adds oscillations to the time evolution, which in combination
with decay generates states denoted as spirals [74]. Purely imaginary eigenvalues do
not decay and are associated with coherences between the steady states of the system.
These notions also give rise to the concept of dissipative gap ∆d, which is defined as the
eigenvalue whose real part is closest to the steady state. This parameter is also used to
characterize out-of-equilibrium phase transitions, which occur when the dissipative gap
closes as one parameter is varied [67]. From a computational perspective, the spectral
decomposition of L is especially interesting as obtaining the eigenvalues and eigenmatrices
of L fully determines the dynamical evolution of the system, providing access to all type
of observables and correlation functions. Nevertheless, this is restricted to systems with
small Hilbert spaces, where diagonalizing L is not an expensive procedure.
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Figure 2.1: Generic spectrum of a Lindbladian super-operator. Right eigenstates are
classified according to their eigenvalues λ. If Re(λ) < 0, Im(λ) = 0, the states will decay
in time (green dots). If Re(λ) < 0, Im(λ) 6= 0, the states will show oscillatory behavior
as they decay (purple dots). If Re(λ) = 0, Im(λ) 6= 0, the states will survive in the long
time limit but will present an oscillatory behavior (blue dots). If Re(λ) = Im(λ) = 0, the
states will not present any variation as time evolves, thus becoming the steady states of
the system (red dot). The value ∆d corresponds to the so-called dissipation gap which
separates the steady state from the state with slowest decay rate.
2.4 Symmetries and conserved quantities
To finalize this chapter we discuss a few differences between Lindbladian and Hamilto-
nian evolution in what concerns symmetries and conserved quantities. These differences
have been addressed in detail by Albert and Jiang in [74]. Here, we outline the main
points of their discussion and refer the reader to [74] for details. In order to define con-
served quantities, we first need to introduce the equations of motion for operators in the
Lindbladian formalism. This can be done by examining the time evolution for the average
value of an observable Oˆ
∂t〈Oˆ〉 =Tr[Oˆ∂tρˆ]
=Tr
{
Oˆ(−i)[Hˆ, ρˆ] +∑
n
κn
(
OˆRˆnρˆRˆ
†
n −
1
2Rˆ
†
nRˆn
ˆrho− 12 ρˆRˆ
†
nRˆn
)}
=Tr
{[
i[Hˆ, Oˆ] +
∑
n
κn
(
Rˆ†nOˆRˆn −
1
2Rˆ
†
nRˆnOˆ −
1
2OˆRˆ
†
nRˆn
)]
ρˆ
}
, (2.18)
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where we employed the cyclic property of the trace in the third line. We thus obtain an
equation of motion for operators
∂tOˆ = L†Oˆ = i[Hˆ, Oˆ] +
∑
n
κn
(
Rˆ†nOˆRˆn −
1
2Rˆ
†
nRˆnOˆ −
1
2OˆRˆ
†
nRˆn
)
, (2.19)
which is usually denoted adjoint equation. This is an extension of the Heisenberg equation
of motion to open systems4.
For closed systems, a specific observable Jˆ is a conserved quantity if and only if it
commutes with the Hamiltonian [Hˆ, Jˆ ] = 0. By virtue of Noether’s theorem, the conserved
quantity is also a generator of a symmetry of the system defined by the operator Uˆ = eiϕJˆ ,
By a symmetry of the system, we mean Uˆ satisfies Uˆ †HˆUˆ = Hˆ, which is also true if and
only if [Hˆ, Jˆ ] = 0. This establishes a direct relation between the presence of conserved
quantities, the presence symmetries and the commutator with Hˆ being equal to zero.
This is no longer true when the system is open and the evolution of operators is given by
the adjoint equation (2.19).
First thing to note is that when an operator commutes with Hˆ and all the jump opera-
tors Rˆn, it is a conserved quantity ∂tJˆ = 0. Importantly, this is not a necessary condition
for a quantity to be conserved, as it is possible that for certain operators dissipative chan-
nels might cancel with each other. Note that conserved quantities have an interpretation
as left eigenmatrices of L with eigenvalue zero, as they obey L†Jˆ = (JˆL)† = 0.
For open systems, it is possible to define a symmetry of the system as U †LU = L, where
U = eiϕJ is a superoperator defined by the generator J which is in turn a superoperator
defined by Jˆ . At the superoperator level Jˆ will generate a symmetry of the open system
if [L,J ] = 0. By mapping the superoperators into N2 ×N2 dimensional matrices5, with
N the size of the Hilbert space,
Lˆ =− i
(
Hˆ ⊗ 1− 1⊗ Hˆ∗
)
−∑
n
κn
(
Rˆn ⊗ Rˆ∗n − Rˆ†nRˆn ⊗ 1− 1⊗ (Rˆ†nRˆn)∗
)
Jˆ =Jˆ ⊗ 1− 1⊗ Jˆ∗, (2.20)
we obtain that the conditions to satisfy [L,J ] = 0 are
4It is worth noting that other approaches, such as Langevin equations [59], typically include a noise
term. This term is absent in Eq. (2.19) as it results from the ensemble average characterizing the density
matrix formalism.
5In this picture, density matrices become N2 column vectors. This is a typical strategy to encode the
dynamics of open systems when approaching the problem numerically [75].
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[Hˆ, Jˆ ] = 0
@tJˆ = 0 Uˆ
†HˆUˆ = Hˆ U†LU = L
[Hˆ, Jˆ ] = [Rˆn, Jˆ ] = 0
@tJˆ = 0
Closed System Open System
Figure 2.2: Schematic comparison of the relation between symmetries and conserved
quantities for closed and open systems, adapted from Ref. [74].
∑
n
κn[Rˆn, Jˆ ]⊗ Rˆ∗n − Rˆn ⊗ [Rˆ∗n, Jˆ∗] = 0∑
n
κn[Rˆ†nRˆn, Jˆ ] = [Hˆ, Jˆ ] = 0. (2.21)
From these expressions we observe that if the observable Jˆ satisfies [Rˆn, Jˆ ] = [Hˆ, Jˆ ] = 0,
both conditions are automatically satisfied as well, thus meaning that Jˆ is a generator
of a symmetry of the system. It is the case again that the converse is not true. The
conditions (2.21) can still be satisfied if [Hˆ, Jˆ ] = 0 and [Rˆn, Jˆ ] = ζn, with ζn ∈ R. In
this case Jˆ still generates a symmetry despite it not commuting with both Hamiltonian
and jump operators. Lastly, this means that Jˆ can generate a symmetry without having
to be a conserved quantity. Moreover, if Jˆ is a conserved quantity which does not obey
[Rˆn, Jˆ ] = [Hˆ, Jˆ ] = 0, there is no guarantee that the conditions (2.21) will be satisfied,
meaning that conserved quantities are not in general generators of symmetries for open
systems. These results are summarized schematically in Fig. 2.2.
This completes our introduction to open quantum systems and Lindblad master equa-
tions. In the following chapters we will make use of the master equation as introduced in
(2.15) to describe the effects of photon losses in atom cavity systems. In particular, the
derivation presented in Sec. 2.2 will be the basis to construct an effective master equation
in chapter 5, where we are interested in adiabatically eliminating the photonic degrees of
freedom.
3
Emergence of continuous rotational
symmetries in ultracold atoms
coupled to optical cavities
3.1 Introduction
In Chapter 1, we presented atom-cavity systems as an interesting platform for the
quantum simulation of many-body systems. We put special emphasis on the presence
of a self-organization phase transition [41–44], resulting from a Z2 symmetry breaking
due to atom-cavity interactions [39]. This phenomenon was observed experimentally in
[23], where the high degree of control allowed for the study of the symmetry breaking
process [48], measurement of the excitation spectrum [50], and real-time observation of
the fluctuations [51, 53].
Recent work has brought these ideas to a higher level of complexity by considering the
effects of coupling a second cavity to the atomic cloud [28]. The combined system inherits
an overall Z2×Z2 symmetry, where each Z2 symmetry can be broken separately, yielding
a superradiant state in one of the cavities. More importantly, it was found that when the
cavities are coupled symmetrically to the atoms, the system exhibits an overall continuous
U(1) symmetry, which upon breaking, leads to the presence of superradiant emission in
both cavities simultaneously. These results were corroborated by the observation of the
associated Goldstone and Higgs modes [29]. Further studies have also considered the
robustness of this symmetry [76] and the effects of inter-cavity photon scattering processes
on the ground state phase diagram [30, 77].
Symmetry enhancement of this type was previously discussed in the context of circuit
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QED [78] and for atoms coupled to two-mode cavities [79], which has recently been an-
alyzed in detail for generic atom-light couplings and including the effects of photon loss
[80]. These systems exhibit complex ground and steady state phase diagrams, including
multicritical points, and qualitatively different phases, resulting from the different un-
derlying symmetries and their spontaneous breaking. With the emergence of these rich
phenomena, it is intriguing to ask what other symmetries can arise for atom-cavity sys-
tems when further increasing their complexity, given their strong potential as quantum
simulators.
In this chapter, we explore the consequences of adding a third cavity mode into a setup
similar to the one in [28]. The results of our work have been published in [2]. In Sec. 3.2,
we present an effective low-energy model of the system, analogous to the effective model
derived in Sec. 1.2.2. We discuss the properties of the model in Sec. 3.3. We show that the
system possesses a Z2 × Z2 × Z2 symmetry, which cannot only be combined to form the
previously observed U(1) symmetry, but also yields a global SO(3) rotational symmetry
when all cavities are coupled symmetrically to the atomic cloud. We additionally find
that this generalizes to an SO(n) symmetry when the atoms are symmetrically coupled
to n cavities. In Sec. 3.4, we obtain the ground state phase diagram of the system
using a mean-field approximation and characterize the emergent phases resulting from
the spontaneous breaking of the different symmetries. We complement this analysis in
Sec. 3.5 by calculating the excitation spectrum and studying its behavior when crossing
the different critical points present in the system. In Sec. 3.6, we discuss the possible
self-organized structures of the atoms in the different phases. We conclude in Sec. 3.7.
Lastly, in Appendices 3.A and 3.B, we provide further details regarding the derivation
of the effective model presented in Sec. 3.2 and the bilinear Hamiltonian from which the
excitation spectrum is extracted in Sec. 3.5.
3.2 Model
We consider a system of three intersecting single-mode optical cavities, symmetrically
aligned in the x-z plane, with a gas of ultracold atoms forming a Bose-Einstein conden-
sate (BEC) placed in the center, see Fig. 3.1. The system is pumped by a circularly
polarized laser in the y direction, which is reflected off a mirror, generating a standing
wave potential for the atoms. Two-photon scattering processes between the pump and
the cavities mediate momentum transitions for the atoms from the |~k0〉 BEC state into
a set of twelve excited states |~k(i) = ±(~kp ± ~k(i)c )〉, with ~kp and ~k(i)c the wave vectors of
the pump and cavity i, respectively. For the case |~k(i)c | = |~kp| = k, these excited states
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~kp = keˆyx
z
y
~k(3)c
~k(2)c
~k(1)c
Figure 3.1: A gas of ultracold atoms in a BEC state (blue circle) is placed at the
intersection of three high-finesse single-mode optical cavities, which are all located in the
x-z plane and aligned at the same angle from each other, with wave vectors ~k(1)c = keˆx,
~k(2)c = k2 (eˆx +
√
3eˆz) and ~k(3)c = k2 (−eˆx +
√
3eˆz). An external circularly polarized laser,
which is reflected off a mirror not shown in the figure, drives the atoms from the transverse
direction, resulting in two-photon scattering processes between the cavity modes and the
drive, mediated by atomic momentum transitions.
become degenerate, yielding a low-energy description which in the rotating frame of the
pump reads
Hˆ =
3∑
i=1
(−∆i)aˆ†i aˆi + ωbˆ†i bˆi +
λi√
N
(aˆ†i + aˆi)
(
bˆ†i bˆ0 + bˆ
†
0bˆi
)
, (3.1)
where aˆi is the annihilation operator for photons in cavity i, with ∆i = ωp − ωc the
cavity-pump detuning, bˆ0 and bˆi are bosonic annihilation operators for atoms in the |~k0〉
and the |~k(i)〉 states, respectively, and ω is the energy difference between |~k0〉 and |~k(i)〉.
The interaction term corresponds to transitions between |~k0〉 and |~k(i)〉 mediated by the
emission or absorption of a photon in cavity i, with strength λi/
√
N , where N is the total
number of atoms in the system. We focus on the case where ∆i = ∆ < 0 for all i, and
use the coupling strengths λi as control parameters. The derivation of the Hamiltonian
(3.1) is analogous to the one for the single cavity case in Eq. (1.12), and the precise steps
are presented in Appendix 3.A.
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3.3 Symmetries
For generic λi, the Hamiltonian (3.1) possesses a Z2 × Z2 × Z2 symmetry, associated
with parity transformations of the form
(
aˆi, aˆ
†
i , bˆi, bˆ
†
i
)
−→ −
(
aˆi, aˆ
†
i , bˆi, bˆ
†
i
)
, (3.2)
for i = 1, 2, 3. If two of the cavities have the same coupling strength λ1 = λ2 = λ 6= λ3,
their corresponding Z2 × Z2 is combined into a U(1) symmetry associated with rotations
between the degrees of freedom of cavities 1 and 2aˆ1
aˆ2
→ Rˆθ
aˆ1
aˆ2
 ,
bˆ1
bˆ2
→ Rˆθ
bˆ1
bˆ2
 , (3.3)
with Rˆθ a rotation matrix
Rˆθ =
cos θ − sin θ
sin θ cos θ
 . (3.4)
The overall symmetry of the system then becomes U(1)× Z2. For the case λi = λ for all
i, the Hamiltonian becomes invariant under the transformation Rˆθ acting on any pair of
cavities. For three cavities, we can associate this invariance to a global SO(3) symmetry,
corresponding to the three possible rotations between cavities.
By tuning the coupling strengths, we can then interpolate between the regimes where
the system acquires different symmetries, which can be spontaneously broken separately.
As explained in Chapter 1, the breaking of a discrete Z2 symmetry is associated with the
system undergoing a superradiant phase transition. This means that one of the cavities
acquires a macroscopic occupation number, and that the atomic cloud self-organizes into
a checkerboard pattern, resulting from the interference between the pump and the macro-
scopic cavity field [23, 46, 81]. In the case of a U(1) symmetry breaking, the light field
amplitude is arbitrarily spread between the two symmetrical cavities due to the ground
state degeneracy, with the self-organization pattern given by the interference between the
pump and the two cavity fields [28]. This is shown in Fig. 3.5.
As discussed in the next section, the same occurs when the emergent SO(3) symmetry
is broken, but with the light field amplitude spread among the three cavities instead. In
the following, we make these notions precise by studying the phase diagram using a mean-
field approach, obtaining the excitation spectrum, and analyzing the self-organization of
the atoms due to the light-field interference.
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3.4 Mean-field phase diagram
We obtain the ground state phase diagram making use of the mean-field approximation
which is valid in the thermodynamic limit N → ∞. We start by introducing the order
parameters αi = 〈aˆi〉 and βi = 〈bˆi〉 into Eq. (3.1)
EMF =
3∑
i=1
(−∆)|αi|2 + ω|βi|2 + λi√
N
(αi + α∗i ) (βi + β∗i )
√√√√N − 3∑
j=1
|βj|2, (3.5)
where we factorized the two-point correlators as 〈aˆ†aˆ〉 ≈ 〈aˆ†〉〈aˆ〉 and made use of particle
number conservation |〈bˆ0〉|2 = N −∑3j=1 |βj|2. Minimizing the energy with respect to the
cavity field leads to αi = − λi(−∆)√N (βi + β∗i )
√
N −∑3j=1 |βj|2, resulting in
EMF =
3∑
i=1
ω|βi|2 − λ2i
(βi + β∗i )
2
(−∆)N
N − 3∑
j=1
|βj|2
 . (3.6)
Next, minimizing EMF with respect to the imaginary part of βi, we further obtain Im[βi] =
0, yielding
EMF = ω
 3∑
i=1
µi − 1
µi
β2i +
1
N
3∑
i,j=1
β2i β
2
j
µi
 , (3.7)
with µi = λ2cr/λ2i , where λcr =
√
(−∆)ω
2 is the critical coupling strength. The ground state
phase diagram of the system then follows from the global minima of EMF as a function of
the parameters λi. This yields four different phases, shown in Fig. 3.2, which we denote as
normal (NP), single cavity superradiant (S1), double cavity superradiant (S2) and triple
cavity superradiant (S3):
• (NP) - For all λi < λcr, the only minimum of EMF is the trivial solution, βi = 0 for
all i, where there is no macroscopic occupation in any cavity and the atoms remain
in the BEC state.
• (S1) - For λi > λcr and λi > (λj, λk), one of the Z2 symmetries is spontaneously
broken and the energy develops two minima at βi = ±
√
N
2 (1− µi), βj = βk = 0,
corresponding to the two possible self-organized patterns and the presence of a
macroscopic light field in cavity i.
• (S2) - For λi = λj = λ > λcr and λ > λk, the minima of EMF correspond to a
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Figure 3.2: Mean-field ground state phase diagram of the system as a function of the
atom-light couplings λi, resulting from the minima of EMF (3.7). The orange cubic region
where all λi < λc corresponds to the normal phase (NP). The regions with λi > λcr
and λi > (λj, λk) are associated with single cavity superradiance (S1). Blue lines denote
the edge of the planes with λj = λk = λ > λcr and λ > λi, where the broken U(1)
symmetry yields superradiance in two cavities (S2). The diagonal red line denotes the
region λi = λ > λcr, for all i, where the spontaneous SO(3) symmetry breaking leads
to superradiance in all cavities (S3). Solid and dashed lines correspond to second- and
first-order phase transitions, respectively.
circumference in the βi-βj plane, parametrized byβi
βj
 =
√
N
2 (1− µ)
cos θ
sin θ
 , (3.8)
with βk = 0. This is associated with the spontaneous breaking of the continuous
U(1) symmetry, where two cavities become superradiant and the relative distribu-
tion of light intensity is given by the angle θ.
• (S3) - For all λi = λ > λcr, all modes become macroscopically occupied and the
energy minima span a spherical surface in order parameter space, parametrized by
β1
β2
β3
 =
√
N
2 (1− µ)

cosφ
sinφ cos θ
sinφ sin θ
 . (3.9)
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This triple superradiant phase emerges from the spontaneous breaking of the SO(3)
symmetry, where the two angles (φ, θ) parametrize the distribution of light intensity.
In all superradiant phases, the cavity field intensity α2 = ∑i α2i ∝ β2 = ∑i β2i is fully
determined by the driving strength, encoded in λi, and the total number of atoms in the
system. Physically, this follows from the amount of photons present in the system being
fixed by the amount of photons scattered from the pump. Crucially, we note that different
ground states of a superradiant phase feature the same cavity field intensity. Therefore,
they are connected by transformations that preserve the value of α2. Geometrically, in
n > 1 dimensions, such transformations correspond to proper rotations (and parity trans-
formations in the single cavity case n = 1), which are the generators of the SO(n) group.
Thus, for the generic case of symmetrical coupling of the atoms to n different cavities,
this results in an overall SO(n) symmetry. The emergence of rotational symmetries in the
system can then be understood as the ground states of a superradiant phase conserving
the total field intensity, and being related to each other only by a redistribution of the
light field among the different cavity modes.
In Fig. 3.3, we show the ground state manifold as a function of the order parameters
for the four different phases. We find that all transitions from the normal phase into any
of the superradiant ones are of second order, as the order parameters continuously move
from zero to a finite value when the system crosses the phase boundary. In contrast, for
transitions among superradiant phases, the order parameters change discontinuously at
the critical points. Following Refs. [78, 79], we refer to these transitions as being first
order. Note that, unlike usual first order phase transitions, due to the change in ground
state topology at the critical points, the system does not exhibit any latent heat nor
hysteresis.
3.5 Excitation spectrum
Following the methods in Refs. [39, 78], the spectrum of fluctuations can be obtained
by linearizing the operators in Eq. (3.1) around their mean-field value, i.e. aˆi → cˆi + αi,
bˆi → dˆi − βi, and neglecting terms of order O( 1N ), with the fluctuations (cˆi,dˆi) being
of order O(1). This yields a bilinear Hamiltonian in the fluctuations (cˆi,dˆi) from which
the spectrum can be extracted using a Bogoliubov transformation, see Appendix 3.B for
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Figure 3.3: The mean-field energy (3.7) as a function of the order parameters β1,2,3 for
the four different phases. The energy minimum (blue region) sits at the origin in the NP,
and its position becomes non-vanishing in the ordered phases. In the S1 phase, the three
solutions correspond to one of the cavities becoming superradiant, and for the S2 phase to
one pair of cavities becoming superradiant simultaneously, where different points in the
ground state manifold are associated with different intensity distributions between the
cavities. In the S3 phase, all cavities become superradiant and the ground state manifold
corresponds to a spherical surface where the different ground states can also be associated
with different intensity distributions.
details. In the normal and S1 phases, the spectrum reads
ε
(i)2
NP,± =
1
2
[
∆2 + ω2 ±
√
(∆2 − ω2)2 − 16λ2i∆ω
]
, (3.10)
ε
(i)2
S1,± =
1
2
ω2
µ2i
+ ∆2 ±
√√√√(ω2
µ2i
−∆2
)2
+ 4ω2∆2
 , (3.11)
ε˜
(j 6=i),2
S1,± =
1
2
∆2 + ω24µ2i (1 + µi)2±√√√√(∆2 − ω24µ2i (1 + µi)2
)2
+ 4λ2j∆
ω
µi
(1 + µi)2
, (3.12)
where we considered cavity i to be in the superradiant state. These excitation spectra
are shown in Fig. 3.4(a), where we observe how the lowest energy branch vanishes at the
critical point between the NP and the S1 phases, to increase again in the S1 phase, as
expected from the spontaneous breaking of a discrete symmetry. The dependence of (3.12)
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Figure 3.4: Excitation spectrum (in units of ω) when crossing the transitions from: (a)
NP to S1, (b) NP to S2 and (c) NP to S3. In (b) and (c) we observe the emergence of
Goldstone modes, resulting from the spontaneous breaking of the continuous symmetries
U(1) and SO(3), respectively. In all cases, we have chosen ω = −∆ for simplicity, but
the results are independent of the parameter choice as long as ∆ < 0.
on λi, through µi = λ2cr/λ2i , stems from the transition boundaries to other superradiant
phases also being dependent on λi (blue lines in Fig. 3.2). In the S2 phase, the excitation
branches of the cavity that remains in the normal phase correspond to ε˜(j)S1,±, whereas the
superradiant branches mix, yielding
η2G = 0 (3.13)
η2A =
1
4∆2
(
4∆4 + 16λ4 − 8λ2∆ω + ∆2ω2
)
(3.14)
χ2± =
1
2∆2
(
∆4 + 16λ4 ±
√
(∆4 − 16λ4)2 + 4∆6ω2
)
, (3.15)
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where ηG,A correspond to the Goldstone and amplitude modes, respectively, associated
with the breaking of the continuous U(1) symmetry. This can be observed in Fig. 3.4(b),
with the appearance of a vanishing mode (ηG) as the gap closes at the critical point.
One can also see how the energies in Eqs. (3.13)-(3.15) result from the mixing of the
superradiant cavity modes, as the excitations for the non-superradiant cavity (solid green
lines) emerge from the branches of the same cavity in the normal phase (dashed green
lines). For the S3 phase, the mode mixing leads to the same spectrum of the S2 phase,
where now the ηG,A modes become double degenerate instead. This is shown in Fig. 3.4(c),
where the excitations associated with a non-superradiant cavity in (b) are not present
any more. The increase in the number of Goldstone modes follows from the spontaneous
breaking of a higher dimensional symmetry, namely SO(3), and can be understood as
excitations along the angular directions of the ground state manifold.
3.6 Self-organization in the S3 phase
Superradiance is accompanied by atomic self-organization, where the atoms sit at the
minima of the effective potential generated by the interference between the pump and the
cavity light fields. In this section, we present the self-organized patterns that arise in the
S3 superradiant phase. The total effective potential reads
V (~x) =
[
Ωp cos (ky) +
3∑
i=1
Ωi cos (~k(i)c ~x+ ϕi)
]2
, (3.16)
where Ω(p,i) =
√
U(p,i) are the pump and cavity amplitudes, respectively, with U(p,i) the
potential depths (see Appendix 3.A), ϕi are the phases of each cavity field, and the cavity
wave vectors are defined as ~k(1)c = keˆx, ~k(2)c = k2 (eˆx +
√
3eˆz) and ~k(3)c = k2 (−eˆx +
√
3eˆz),
as shown in Fig. 3.1. By choosing the origin of coordinates appropriately, we can set
ϕ1 = 0. In Fig. 3.5, we present four two-dimensional cuts of V (~x), for the self-organized
atoms in the S3 phase, where the amplitudes are distributed according to Ω1 = Ωc cosφ,
Ω2 = Ωc sinφ sin θ and Ω3 = Ωc sinφ cos θ, for the case ϕ2 = ϕ3 = 0. We have additionally
chosen the angles φ and θ to display the lattice structure in the other two superradiant
phases. For clarity, the selected values correspond to the case where the cavity amplitudes
contribute equally to the total potential. For ϕ2 = ϕ3 = 0, considering other values of φ
and θ only modifies the lattice depth, but the position of the extremal points is fixed. In
(a), we show the potential for the S1 phase, where cavity 1 is in the superradiant state.
The atoms form a checkerboard pattern in the x-y plane (not shown) but are free in the z
direction. Panel (b) corresponds to the S2 phase, where cavity 1 and 3 are superradiant.
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Figure 3.5: Two-dimensional cuts (y = 0) of the effective potential V (~x) generated by
the light fields for ϕ2 = ϕ3 = 0 and Ωp = 10Ωc, in the S3 phase corresponding to: (a)
φ = 0, θ = 0 (equivalent to the S1 phase); (b) φ = pi/4, θ = 0 (equivalent to the S2
phase); (c) φ = arctan (
√
2), θ = pi/4; and (d) φ = pi − arctan (√2), θ = 3pi/4.
In this case, the atoms arrange in a rhomboidal lattice with lattice constant 2λc/
√
3, being
λc the cavity wavelength. Finally, in (c) and (d), we present the potentials for the S3
phase, where all cavities are superradiant, for two situations where minima and maxima
are exchanged. In both cases, the resulting structure is a hexagonal lattice, with lattice
constant 2λc/3 in (c) and 2λc/
√
3 in (d). This set of qualitatively different self-organized
structures is a consequence of the high complexity of the system, namely, the interference
between the three different cavity modes.
For generic ϕ2,3, the position of the atoms is shifted around when varying φ and θ.
For example, if we consider a fixed value of φ and vary θ continuously, the position of
the atoms is smoothly translated along the z axis. More specifically, for x = 0 and
ϕ2 − ϕ3 = pi/2, we obtain V (z) =
[
Ωp + Ωc cos (φ) + Ωc sin (φ) cos
(
θ + ϕ3 +
√
3
2 kz
)]2
, in
direct analogy with the results discussed in Ref. [28], where the continuous translation is
directed along the axis perpendicular to the external pump. In Ref. [28], this translation
is a direct consequence of the U(1) symmetry resulting from the system being invariant
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under rotations between cavities 1 and 2. In our case, the SO(3) symmetry corresponds
to invariance under rotations between cavities i and j, for any pair (i, j). We can then
associate these rotations with continuous translations along the direction perpendicular
to the wave vector of the cavity that is left invariant. Therefore, the SO(3) symmetry can
be interpreted as three different continuous translations of the atomic positions, along the
directions perpendicular to each one of the cavity wave vectors. As a result, the potential
can be located anywhere in the x-z plane. Thus, we can associate the presence of the
two Goldstone modes in the S3 phase with the breaking of two continuous translational
symmetries.
3.7 Conclusion
In this chapter, we have studied the interaction between a gas of ultracold atoms and
three single-mode optical cavities, in the presence of transverse pumping. We showed
that the Z2 symmetries associated with each cavity-atom coupling can be combined, not
only into a U(1) symmetry, but also into a rotational SO(3) symmetry, which in the
case of n different single-mode resonators generalizes to an SO(n) symmetry. Using the
mean-field approximation, we calculated the ground state phase diagram and obtained
that spontaneous breaking of this symmetry led to a phase transition into a state where
all cavities become superradiant. The continuous manifold of degenerate ground states
corresponds to different light field intensity distributions among the three cavities, which
conserve the overall intensity present in the system. We found signatures of the SO(3)
symmetry breaking in the excitation spectrum, with the appearance of two Goldstone
modes at the critical point, associated with the two possible excitations along the angular
directions of the ground state manifold. We also studied the self-organization of the
atoms, which resulted in a hexagonal lattice, whose precise periodicity depends on the
specific realization of the symmetry breaking that occurs at the phase transition.
In conclusion, our results demonstrate that rich phenomena emerge from multi-mode
light-matter interacting systems. This is interesting from the perspective of quantum
simulation, where efforts are being made towards the study of many-body systems with
increasingly higher complexity [24, 25, 82]. Further interesting avenues include accounting
for inter-cavity interactions, where coupling between order parameters allow to control
the position of the phase boundaries [30], and considering the out-of-equilibrium nature
of the system, e.g. the effects of quantum noise due to measurement back-action on the
system dynamics [41, 43, 83], or the effects of photon losses on the steady state phase
diagram [42, 44, 84].
Appendix
3.A Derivation of effective Hamiltonian (3.1)
Here we provide a derivation of the effective model (3.1), in analogy with the steps
followed in Chapter 1 to derive the effective low-energy Hamiltonian (1.12). In contrast,
here we need to account for the multiple cavity modes when introducing the electric field,
and special care is needed when treating the alignment of the polarizations.
The setup consists of a gas of ultracold two-level atoms forming a BEC, located at the in-
tersection point of three high-finesse Fabry-Pe´rot cavities, lying in the x-z plane, symmet-
rically aligned from each other and transversely pumped in the y direction by a circularly
polarized laser (see Fig. 3.1). We start by considering the single-particle Hamiltonian of a
two-level atom interacting with the cavity modes and the external pump. In the rotating
frame of the pump, the interaction Hamiltonian reads
Hˆint = − ~ˆd † · ~ˆE − ~ˆE† · ~ˆd, (3.17)
within the rotating-wave and dipole approximations. The dipole operator is defined as
~ˆd = ~dσˆ−e−iωpt, with matrix element ~d = 〈g|~ˆx|e〉, where ~ˆx is the position of the atom,
σˆ− = |g〉〈e| is the lowering operator, and |g〉 and |e〉 are the ground and excited states of
the atom, respectively. The electric field follows from the linear combination of the three
cavity fields and the external pump, yielding
~ˆE =
3∑
l=1
El~lgl(~x)aˆle−iωpt +
Ep
2 ~pgp(~x)e
−iωpt, (3.18)
where ωp is the pump frequency and El,p and ~l,p are the field amplitudes and polarization
vectors for cavity l and the pump, respectively. The mode functions for the cavities and
the pump are gl(~x) ∝ cos (~k(l)c ~x) and gp(~x) ∝ cos (~kp~x), with wave-vectors ~k(l)c and ~kp
defined as in the main text. In the dispersive regime, where the driving is far detuned
from the resonance frequency of the atom, the excited state can be eliminated using
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perturbation theory. This results in the dipole operator being proportional to the electric
field ~ˆd = −αs ~ˆE [85], where αs ∝ ∆−1at is the scalar polarizability of the atoms, with
∆at = ωat − ωp the atom-pump detuning and ωat the energy splitting of the two-level
atoms. This leads to
Hˆint =
3∑
l,l′=1
αsElEl′gl(~x)gl′(~x)(~l · ~ ∗l′)aˆ†l′ aˆl +
3∑
l=1
αsElEp
2 gl(~x)gp(~x)
[
(~l · ~ ∗p )aˆl + h.c.
]
+
αsE
2
p
4 gp(~x)
2|~p|2. (3.19)
In general, the atomic polarization also has vectorial and tensorial components. We
take the atoms to be 87Rb with F = 1 as the maximum eigenvalue of the total angular
momentum in the ground-state manifold. The contribution from the vectorial component
vanishes if we consider the case mF = 0 [85], with mF = −F, . . . , F the spin quantum
number along the quantized axis. Furthermore, the tensorial component can be neglected
in the typical frequency range used in these experiments [32]. We can thus simplify the
Hamiltonian (3.19) to obtain
Hˆint = Upgp(~x)2 +
3∑
l=1
Ulgl(~x)2aˆ†l aˆl +
3∑
l=1
ηlgl(~x)gp(~x)
(
ξlaˆl + ξ∗l aˆ
†
l
)
, (3.20)
where we introduced the potential depths Up =
αsE2p
4 and Ul = αsE
2
l , the two-photon Rabi
frequencies ηl = αsElEp2 , the parameters ξl = ~l · ~ ∗p , and used the definition |~l,p|2 = 1.
We have neglected inter-cavity interactions, which is justified in the limit Ep  El. This
results in a many-body Hamiltonian of the form (~ = 1)
Hˆ =
3∑
l=1
(−∆l)aˆ†l aˆl +
∫
d~x Ψˆ†(~x)
 pˆ
2
x + pˆ2y
2m +
3∑
l=1
ηl (ξlaˆl + ξ∗l aˆ†l) cos (~kp~x) cos (~k(l)c ~x)
+ Ul cos2 (~k(i)c ~x)aˆ
†
l aˆl
+ Up cos2 (~kp~x)
Ψˆ(~x),
(3.21)
where ∆l is the cavity-pump detuning as defined in the main text, Ψˆ(~x) is the bosonic
annihilation operator for the atomic field, pˆx,y are the momentum operators, and m is the
mass of the atoms. The first term inside the curly brackets corresponds to the kinetic
energy of the atoms. The second term is associated with light-matter interactions, where
the absorption or emission of photons mediates transitions of the atoms between the BEC
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momentum state |~k0〉 and twelve different momentum states |~k(i) = ±(~kp±~k(i)c )〉. We focus
on the case where |~k(i)c | = |~kp| = k, which leads to the energies of the excited momentum
states becoming degenerate ω = 2ωrec, with ωrec = k2/2m the recoil energy of the atoms.
The third term is a dispersive shift of the cavity frequency due to the presence of the
atoms and the last term corresponds to the periodic potential for the atoms generated by
the pump. For simplicity, we have neglected the effects of short-ranged interactions. We
now consider the low-energy physics of the system and use the ansatz
Ψˆ(~x) = 1√
V
bˆ0 +
3∑
l=1
2√
V
cos (~kp~x) cos (~k(l)c ~x)bˆl, (3.22)
where V is the volume of the system, and bˆ0,l are the bosonic annihilation operators of
the momentum states defined in the main text. Inserting this ansatz into Eq. (3.21), we
obtain the effective Hamiltonian
Hˆ =
3∑
l=1
(−∆l)aˆ†l aˆl + ωbˆ†l bˆl +
λl√
N
(
ξlaˆl + ξ∗l aˆ
†
l
) (
bˆ†l bˆ0 + bˆ
†
0bˆl
)
, (3.23)
where we absorbed the dispersive shift of the cavity in the definition of the detuning and
we introduced the light-matter couplings λl = ηl
√
N/2. We define the cavity fields to be
linearly polarized in the x-z plane, with ~1 = eˆz, ~2 = −
√
3
2 eˆx +
1
2 eˆz and ~3 =
√
3
2 eˆx +
1
2 eˆz.
To ensure the possibility of realizing symmetrical coupling between the cavities we choose
the pump to be circularly polarized ~p = e−i
pi
2 eˆx+ eˆz, leading to (ξ1, ξ2, ξ3) = (1, ei
pi
3 , e−i
pi
3 ).
These factors can then be removed by performing a set of unitary transformations of the
form aˆl → aˆl/ξl, which yields the effective Hamiltonian presented in Eq. (3.1).
3.B Calculation of the energy spectrum
We obtain the energy spectrum of the Hamiltonian (3.1) following the approach used
in Refs. [39, 78]. First, we displace the operators by their expectation values aˆi → cˆi +αi,
bˆi → dˆi − βi. Considering the thermodynamic limit N →∞, we expand the Hamiltonian
up to order O(1), exploiting the fact that (αi,βi) ∝
√
N , where the leading order term
corresponds to the mean-field energy EMF defined in Eq. (3.5). Imposing the terms linear
in (cˆi, dˆi) to be vanishing leads to the mean-field solutions obtained in Sec. 3.4. We are
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thus left with a bilinear Hamiltonian
Hˆbil =
3∑
i=1
(−∆)cˆ†i cˆi +
ω +
∑
j
2λj√
kN
αjβj
 dˆ†i dˆi
+ λi√
kN
3∑
j=1
αiβj
(
dˆ†i dˆ
†
j + dˆ
†
i dˆj + dˆ
†
j dˆi + dˆj dˆi
)
+ λi
2k
√
kN
3∑
j,l=1
αiβiβjβl
(
dˆ†j + dˆj
) (
dˆ†l + dˆl
)
+ λi
(
cˆ†i + cˆi
) 3∑
j=1
δij
√
k
N
− βiβj√
kN
(dˆ†j + dˆj)
, (3.24)
where k = N −∑i βi. Inserting the different solutions for αi and βi described in Sec. 3.4
yields the Hamiltonian in each different phase. Given the bilinear nature of (3.24), the
normal modes and energy spectrum of the system in each phase are straightforwardly
obtained by performing a Bogoliubov transformation.
4
Dissipation-induced instabilities of a
spinor Bose-Einstein condensate
inside an optical cavity
4.1 Introduction
In the previous chapter we explored the possibility of using atom-cavity systems for the
quantum simulation of certain classes of Hamiltonians and their ground-state phase dia-
grams. Additionally, as it was explained in Chapter 1, quantum gases in optical cavities
also form an ideal set-up for the study of quantum many-body systems far from equilib-
rium. Their large cooperativity allows reaching the strong light-matter coupling regime
[86, 87] and cavity photon losses enable in-situ monitoring of the many-body dynamics in
real time [88, 89]. In Chapter 1, we discussed out-of-equilibrium dynamics in the context
of the open Dicke model [23, 53], where the experimental realization provided access to
the observation of critical phenomena [50] and driven-dissipative dynamics [51]. Further
advances have led to the study of competition between short- and long-ranged interac-
tions out of equilibrium using optical lattices [27, 55], and the observation of complex
many-body phenomena in multi-mode cavities [24, 25, 82].
Recently, considerable progress has been made, both theoretically [90, 91] and experi-
mentally [31, 32, 92–94], on the coupling of multiple internal atomic states to the cavity
modes, given its potential for quantum simulation of magnetism [91] and for quantum-
enhanced metrology [93, 94]. The focus of these studies has been however on the coherent
effects of the coupling, leaving the impact of dissipative processes largely unexplored.
Dissipation can have noticeable effects on the properties of many-body systems, such as
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modifying the nature of phase transitions [63, 64], the form of the phase diagram [45, 84],
their dynamical evolution [1, 95–97], or giving rise to topological effects [98]. Therefore,
it is exciting to explore the impact of dissipation on these complex systems.
In this chapter, we investigate the driven-dissipative dynamics of a spinor BEC com-
posed of two hyperfine states coupled to a single mode of an optical cavity, as experimen-
tally realized in Ref. [32], see Fig. 4.1. This can be captured by an open two-component
Dicke model with complex light-matter couplings, as shown in Sec. 4.2. In Sec. 4.3, we
obtain the steady-state phase diagram using a semi-classical approximation of the equa-
tions of motion and studying the stability of the fixed points. We uncover the emergence
of a novel unstable region that, as we show, is induced by the photon losses. Our re-
sults are to be seen in contrast to previous studies where this type of dissipation leads
to only minor quantitative effects [40–44, 49]. As we saw in Sec. 1.3.2, photon losses
in the Dicke model shifted the position of the critical point but had no impact in the
resulting phase diagram. By adiabatically eliminating the cavity field, we find that the
interplay between dissipation and complex coupling results in level attraction between
eigenfrequencies and the appearance of anti-damping, with the emergence of instabilities
being heralded by the presence of exceptional points in the spectrum. In the unstable
region, the anti-damping prevents the system from approaching a stable steady-state fixed
point and leads to limit-cycle oscillations in the long-time limit. We trace this complex
phenomena back to dissipative processes of the cavity field mediating non-reciprocal in-
teractions between the spins. In Sec. 4.4, we go beyond adiabatic elimination and find
that cavity fluctuations generate an additional anti-damping contribution that renders
the normal phase unstable. Nevertheless, we show that this contribution remains negligi-
ble for typical parameters in the current generation of experiments [31, 32], allowing for
observation of the aforementioned phenomena. We conclude in Sec. 4.5.
4.2 Model
We consider a gas of ultracold spin-1 atoms forming a BEC inside an optical cavity,
see Fig. 4.1. The atoms are coupled to a single cavity mode via a linearly-polarized
laser that pumps the system transversely. The atoms mediate two-photon scattering
processes between the cavity and the pump which lead to transitions between the BEC
state |k0〉 and the excited states |~k±,±〉 = | ± (~kc ± ~kp)〉, where ~kc,p are cavity and pump
momenta, respectively. We fix |~kc| = |~kp| = k and, in this case, all the states |~k±,±〉
are degenerate, thus for each atom i the transitions take place between |k0〉i and the
symmetric state |k〉i = 12
∑
µ,ν=± |~kµ,ν〉i [23]. This allows for a description of the system in
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Figure 4.1: Spinor Bose-Einstein condensate composed of two hyperfine states mF =
±1, coupled to a single-mode optical cavity with photon loss rate κ and transversely driven
by a laser whose polarization vector ~p is at an angle ϕ with respect to the cavity field
polarization vector ~c. This leads to a finite contribution from the vectorial polarizability
of the atoms, resulting in complex light-matter couplings, of equal strength but opposite
phase, between the hyperfine states and the cavity field [32].
terms of collective spin operators, which, in the rotating frame of the pump, reads1 [32]
Hˆ = −∆aˆ†aˆ+∑
mF
ω0Jˆz,mF +
Jˆx,mF√
NmF
(λ∗mF aˆ+ λmF aˆ
†), (4.1)
where aˆ is the bosonic annihilation operator for the cavity field, ∆ = ωp − ωc is the
detuning between the cavity ωc and the pump ωp frequency. The operator Jˆα,mF =∑
i σˆ
i
α,mF
is a collective spin operator, where σˆz,mF = |k〉ii〈k| − |k0〉ii〈k0| and σˆix,mF =
1
2(|k0〉ii〈k| + H.c.). The level splitting ω0 equals twice the recoil frequency ωr = k2/2m,
and NmF is the number of atoms in spin state mF . The third term in (4.1) describes the
scattering of a pump photon into the cavity mode which is accompanied by an atomic
transition. Misalignment between pump and cavity polarizations induces a non-vanishing
vectorial component in the atomic polarizability, so the spin states couple differently to
the cavity [32]. The complex light-matter couplings λmF = |λmF |eiφmF have modulus
|λmF | =
√
λ2s cos2 ϕ+ λ2vm2F sin2 ϕ, where λs,v is proportional to the scalar and vectorial
atomic polarizabilities and ϕ the angle between the pump and cavity polarization vectors
~p and ~c, and tanφmF = λvmFλs tanϕ [32].
For the remainder of this chapter, we will focus on the case N±1 = N , |λ±1| = λ
and φ1 = −φ−1 = φ. We obtain a two-component variant of the Dicke model [34, 37,
38]. We stress that, for the Hamiltonian (4.1), the two effective atomic spins cannot be
1Note that there is a factor of 2 difference between the defintion of λ here and in Eq. (1.13). This
choice was made in order to make a straightforward comparison with the results in [32, 33] .
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encapsulated in a single collective spin due to the phase difference between the couplings
and that the phase difference φ cannot be removed from the Hamiltonian by any gauge
transformation. Indeed, we find that it is one of the key ingredients for the effects we
discuss below.
The Hamiltonian (4.1) possesses a Z2 symmetry, associated with invariance under the
transformation Uˆ = eipiNˆ , with Nˆ = aˆ†aˆ+∑σ=±1 Jˆz,σ, which can be understood as parity
conservation of the total number of excitations in the system. For φ = 0, spontaneous
breaking of this symmetry results in the well-known superradiant phase transition of the
Dicke model [34, 37, 38], where the global spins acquire a finite and equal x-component.
For the atom-cavity system, this corresponds to a transition from the BEC state with no
photons inside the cavity, corresponding to the normal phase (NP), into a self-organized,
density-wave state (DW), accompanied by the emergence of a macroscopic cavity field
[41–44, 49]. It has been shown in Ref. [32] that for φ 6= 0, the spontaneous breaking of the
Z2 symmetry can lead to a different kind of superradiant order where the x-component
of the collective spins anti-align, corresponding to each cloud of atoms self-organizing
in opposite checkerboard patterns, i.e. formation of a spin wave (SW). In Fig. 4.2(a)
we show the phase diagram obtained within mean-field theory (see Appendix 4.A), in
agreement with the observations reported in [32], where the NP-DW as well as the NP-
SW boundaries are given by λd/scr =
√
(−∆)ω0
1±cos (2φ) and the DW-SW boundary is located at
φ = pi/4. In the following, we study how this phase diagram is modified when taking into
account the dissipative nature of the cavity.
4.3 Steady-state phase diagram
We start by including dissipation in our model via a Lindblad master equation of the
form ∂tρˆ = (−i)[Hˆ, ρˆ] + κ(aˆρˆaˆ† − 12 aˆ†aˆρˆ − 12 ρˆaˆ†aˆ), where κ is the photon loss rate. In
analogy with Sec. 1.3.2, we perform a semi-classical approximation and obtain a set of
equations of motion for the cavity field and the collective spins, which after factorizing
high-order correlations read
∂tα =
(
i∆− κ2
)
α− i λ√
N
(
Sx,1e
iφ + Sx,−1e−iφ
)
,
∂tSx,±1 = −ω0Sy,±1,
∂tSy,±1 = ω0Sx,±1 − λ√
N
(
αe∓iφ + α∗e±iφ
)
Sz,±1,
∂tSz,±1 =
λ√
N
(
αe∓iφ + α∗e±iφ
)
Sy,±1, (4.2)
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Figure 4.2: (a) Ground-state and (b) steady-state phase diagrams as a function of the
light-matter coupling λ and phase φ, for ∆ = −400ω0 and κ = 250ω0. Going beyond
adiabatic elimination and including the cavity field fluctuations renders the NP unstable
(light orange shading) for φ 6= 0,±pi2 . Above the phase diagrams we show schematic
depictions of the lattice configurations of the atoms in each phase. For the DW and SW
phases, the spins occupy the same and opposite checkerboard patterns, respectively. In
the SDW I and II phases, density and spin imbalance coexist, denoted by the difference
in arrow lengths, with one being strongly dominant over the other in each phase.
with α = 〈aˆ〉 and Sσ,±1 = 〈Jˆσ,±1〉. We first focus on the bad-cavity limit, (|∆|, κ) 
(ω0, λ), as studied experimentally in Refs. [31, 32]. In this limit, the cavity evolves much
faster than the atoms, allowing us to adiabatically eliminate it by considering α to be
in the steady state α ≈ λ√
N
Sx,1eiφ+Sx,−1e−iφ
∆+iκ2
. By setting ∂tSσ,±1 = 0, we obtain a set of
algebraic equations for the steady-state solutions
Sx,±1 +
2λ2
N(∆2 + κ24 )
{
∆Sx,±1 +
[
∆ cos (2φ)∓ κ2 sin (2φ)
]
Sx,∓1
}√
N2
4 − S
2
x,±1 = 0,
(4.3)
where we used Sy,±1 = 0 and Sz,±1 = −
√
N2
4 − S2x,±1. These equations do not admit a
closed analytical solution, except for the trivial solution Sx,±1 = 0, associated with the NP.
Hence, the steady-state values for Sx,±1 need to be obtained numerically. To construct the
phase diagram, we determine the stability of these solutions by linearizing the equations
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Figure 4.3: (a) The imaginary and real part of the eigenvalues η±,± of the dynamical
matrix (4.4), resulting from adiabatic elimination of the cavity field, for λ = 2ω0, ∆ =
−400ω0 and κ = 250ω0. We observe level attraction in the spectrum, consequence of the
emergence of exceptional points. (b) The real part of the pair of eigenvalues ε±+ (solid
lines) responsible for anti-damping in the NP, obtained from the full dynamical matrix
including cavity field fluctuations in Eq. (4.9), for ∆/ω0 = 10, 25, 50, 400, 1000, 10000,
κ = 0.625|∆| and λ = 2ω0. As the bad-cavity limit is approached, the eigenvalues reduce
to η−,+ (dashed lines) given by (4.7). All quantities are in units of ω0.
of motion around the steady state Jˆσ,±1(t) ' Sσ,±1 + δJˆσ,±1(t)
∂t

δJˆx,1
δJˆy,1
δJˆx,−1
δJˆy,−1
 =

0 −ω0 0 0
ω0 + ξ+ 0 χ+ 0
0 0 0 −ω0
χ− 0 ω0 + ξ− 0


δJˆx,1
δJˆy,1
δJˆx,−1
δJˆy,−1
 . (4.4)
We observe that the effects of the eliminated cavity field are that of introducing a frequency
splitting
ξ± =
2λ2Sz,±1
N(∆2 + κ24 )
{
∆
(
S2x,±1
S2z,±1
− 1
)
+
[
∆ cos (2φ))∓ κ2 sin (2φ)
]
Sx,1Sx,−1
S2z,±1
}
(4.5)
between the spin components, and inducing effective interactions between the spins
χ± = − 2λ
2Sz,±1
N(∆2 + κ24 )
[
∆ cos (2φ)∓ κ2 sin (2φ)
]
. (4.6)
with both ξ± and χ± functions of the external and order parameters. Note that the latter
are in general different χ+ 6= χ−, resulting in a non-reciprocal coupling. This means that
each spin responds differently to the motion of the other one, which turns out to have
a strong impact on the driven-dissipative dynamics of the system. The resulting phase
diagram is shown in Fig. 4.2(b), where we identify five different phases, classified by the
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Figure 4.4: Dynamics in the unstable regime, with ∆ = −40ω0, κ = 25ω0, λ = 5ω0
and φ = pi/4. (a) Time evolution of the average photon number, displaying limit-cycle
oscillations in the long-time limit. (b) Bloch spheres depicting the long-time dynamics
(blue) of the collective spins preceding the start of the steady-state limit cycle (thick
red line). Insets: (i) Magnified picture of the limit-cycle oscillations; (ii) Time evolution
for φ = 0.4, corresponding to the NP within adiabatic elimination, but unstable when
including the cavity field dynamics.
order parameters Sx,±1 and the number of stable solutions, which we will now describe in
turn.
The most striking difference with the ground-state phase diagram is the emergence of
an unstable region inside the NP. To understand this, we look at the spectrum of the
dynamical matrix in Eq. (4.4), which in the NP reads
η±,± = ±i
√
ω0(ω0 + ξ)± ω0√χ+χ−, (4.7)
where ξ = ξ± = Ω∆ and χ± = Ω[∆ cos(2φ)∓ κ2 sin(2φ)], with Ω = λ2/(∆2 + κ
2
4 ). From this
expression, we see that when the couplings χ± acquire opposite sign, tan2 (2φ) > 4∆2/κ2,
the imaginary parts (frequencies) coalesce, while the real parts (decay rates) become finite,
resulting in the emergence of decay and anti-damping, see Fig. 4.3(a). This phenomenon
is known as level attraction and can only arise in non-Hermitian matrices, such as the
dynamical matrix in Eq. (4.4) [99]. This is signaled by the presence of exceptional points,
where the eigenvalues are degenerate and the eigenvectors coalesce. In our case, this
corresponds to tan2 (2φ) = 4∆2/κ2, where we have χ± = 0. The emergent anti-damping
is what makes the NP unstable. This can be observed in Fig. 4.4, where we show the time-
evolution of the cavity field, from the semi-classical equations of motion (4.2). Initializing
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Figure 4.5: Schematic representation of the non-reciprocal coupling as the interference
of light-matter scattering pathways. Red (Blue) circles denote the collective spin ~S1 (~S−1).
The light blue arrows denote the interaction with an incoming or outgoing photon. The
phases are given by the light-matter coupling λ± = λe±iφ, and the cavity phase shift
follows from the cavity response function χR = |χR|eiφc , with φc = tan (−2∆/κ). Non-
reciprocity emerges from the phase shift generated by the cavity is not modified when
swapping the spins. This means that the cavity distinguishes the two type of scattering
processes (the terms in the left vs. the terms in the right), but not which spin the photons
are scattered from (left and right terms get the same phase shift respectively).
the system in the NP with small fluctuations in the cavity field, we see how the system
does not remain in this phase, but becomes unstable and at long times features a limit
cycle 2. Excitingly, this phenomenon has recently been observed experimentally, with
periodic oscillations in the phase and photon number of the light field leaking out of the
cavity [33].
We trace the origin of the unstable behavior to the cavity field mediating non-reciprocal
interactions between the atoms. The form of the couplings follows from the equations of
motion of the cavity field in the NP, yielding
χ± = − i2λ∓1χRλ
∗
±1 +
i
2λ
∗
∓1χ
∗
Rλ±1, (4.8)
with χR = (−i∆+κ/2)−1 the cavity response function in the bad-cavity limit. Each term
represents an amplitude for a photon scattering process from one spin to another, with
2We have used parameters different from those in the recent experiment [32] for the phase diagram in
Fig. 4.2(b), so that clean self-sustained oscillations are established within the integration times available
through numerical integration.
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χ± being the total scattering amplitude for each pathway. For κ = 0, the total scattering
amplitudes are symmetric under the exchange of spins (χ+ = χ−). Conversely, for finite
κ, the phase shift induced by the cavity response results in the interference between
the scattering amplitudes being different for each pathway, leading to a non-reciprocal
coupling, see Fig. 4.5. Thus, we can conclude that emergence of the dynamical instability
is a consequence of the dissipative nature of the cavity field. Note that, nevertheless,
the phase difference between λ±1 is a crucial ingredient, as for φ = 0 both pathways are
equivalent, independently of the value of κ. This constitutes one of the major findings
of this work, which should be contrasted with the impact of photon loss in the standard
Dicke model. There, these processes lead to a shift of the critical point [40, 42–44, 49]
and a change in the critical exponent [43], but the ground-state and steady-state phase
diagrams are qualitatively similar.
For λ > λSScr =
√
(−ω0)(∆2+κ2/4)
∆±
√
∆2 cos2 (2φ)−(κ2/4) sin2 (2φ) , the system becomes unstable favoring two
different steady-state superradiant phases, which we denote as SDW I and SDW II. These
are different from the DW and SW phases in Fig. 4.2(a) as the effects of dissipation in
the steady-state equations lead to |Sx,1| 6= |Sx,−1|, resulting in simultaneous presence of
density- and spin-wave order. The SDW I phase is a reminiscent of the DW phase with
two of solutions corresponding to the spins being almost aligned, and the SDW II phase
is instead reminiscent of the SW phase, with a pair of solutions associated with the spins
being almost anti-aligned. This schematically shown in Fig. 4.2. Finally, we identify a
fifth phase at large coupling λ, where both SDW I and II are steady states of the system.
4.4 Beyond adiabatic elimination
Finally, we go beyond adiabatic elimination and include the fluctuations of the cavity
field. The steady-state equations for the cavity field α and spins Sx,±1 remain unchanged.
In the linear stability analysis we now have to include the dynamics of the cavity-field
fluctuations δaˆ and δaˆ†, leading to a dynamical matrix of the form
∂t

δaˆ
δaˆ†
δJˆx,1
δJˆy,1
δJˆx,−1
δJˆy,−1

=

i∆− κ2 0 −i λ√N eiφ 0 −i λ√N e−iφ 0
−i∆− κ2 0 i λ√N e−iφ 0 i λ√N eiφ 0
0 0 0 −ω0 0 0
− λ√
N
Sz,1e
−iφ − λ√
N
Sz,1e
iφ ω0 + Ξ+ 0 0 0
0 0 0 0 0 −ω0
− λ√
N
Sz,−1eiφ − λ√NSz,−1e−iφ 0 0 ω0 + Ξ− 0


δaˆ
δaˆ†
δJˆx,1
δJˆy,1
δJˆx,−1
δJˆy,−1

,
(4.9)
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where Ξ± is related to ξ±, as defined in Eq. (4.5), through Ξ± = ξ± + 2∆λ
2Sz,±1
N(∆2+κ24 )
. As
opposed to the previous case, it is not possible to diagonalize this dynamical matrix
analytically, even in the NP. Thus, we compute the eigenvalues numerically. We find that
the resulting phase diagram is qualitatively similar to the one presented in Fig. 4.2(b),
with the important exception of the NP being unstable for all φ 6= 0,±pi2 . This is due to a
pair of complex conjugate eigenvalues ε±+ with finite real positive part. In Fig. 4.3(b), we
show the real part of these eigenvalues. These are finite for all φ 6= 0,±pi2 and they reduce
to expression (4.7) in the limit (|∆|, κ) (ω0, λ). As a consequence, the system is driven
into limit cycles all throughout the region associated with the solutions Sx,±1 = 0. This
is shown in the inset of Fig. 4.4, where the time-evolution is considered at a point where
adiabatic elimination predicts the NP to be stable, i.e. λ < λSScr and tan2 (2φ) < 4∆2/κ2.
We observe how the system initially remains in the NP, but at longer times, the system
dynamics features limit-cycle behavior.
We investigate this further by calculating the eigenvalues perturbatively, exploiting
that this phenomenon is also present at small λ. In Fourier space, the linearized equations
of motion for the cavity fluctuations are
χ−1R (ω)δaˆ(ω) =
−iλ
2
√
N
∑
σ
[
δJˆ+σ (ω) + δJˆ−σ (ω)
]
eiσφ −√κaˆin(ω) (4.10)
with [δaˆ(ω)]† = δaˆ(−ω)†, χR(ω) = [−i(∆ + ω) + κ/2]−1 the cavity response function
at finite frequency, Jˆ± = Jˆx ± iJˆy the spin raising and lowering operators and aˆin the
cavity input noise. For λ = 0, δJˆ+±1 and δJˆ−±1 rotate with frequencies ω0 and −ω0,
respectively. Using a rotating-wave approximation, we can consider these pairs of modes to
be effectively uncoupled and focus only on the dynamics of δJˆ−±1. Substituting Eq. (4.10)
into the equation of motion for δJˆ−±1(ω), we obtaini(ω0 − ω) + i2Σ(ω0) i2Λ+(ω0)
i
2Λ−(ω0) i(ω0 − ω) + i2Σ(ω0)
 δJˆ−1 (ω)
δJˆ−−1(ω)
 = ~Γin (4.11)
with
Σ(ω) = λ
2
2 [−iχR(ω)+ iχ
∗
R(−ω)], Λ±(ω) =
λ2
2 [−iχR(ω)e
∓2iφ+ iχ∗R(−ω)e±2iφ], (4.12)
the self-energy and the non-reciprocal coupling, respectively. In the sprit of Fermi’s
Golden Rule we have evaluated the energy-dependent self-energy and coupling at the
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unperturbed frequency of the mode ω0 [100]. We have incorporated all noise terms in
~Γin =
λ
√
κN
2
χR(ω)aˆin(ω)e−iφ + χ∗R(−ω)aˆ†in(ω)eiφ
χR(ω)aˆin(ω)eiφ + χ∗R(−ω)aˆ†in(ω)e−iφ
 . (4.13)
The spectrum follows from the determinant of the dynamical matrix (4.11) as3
ε−± = −iω0 −
i
2Σ(ω0)±
i
2
√
Λ+(ω0)Λ−(ω0). (4.14)
The self-energy Σ(ω0) only provides a frequency shift and a finite damping rate, given
that for ∆ < 0, Im[Σ(ω0)] < 0. On the contrary, the couplings Λ±(ω0) always yield
an anti-damping contribution, which cannot be compensated by the self-energy damp-
ing, as they emerge in a ± pair and due to Im[Λ+(ω0)Λ−(ω0)] 6= 0 for all φ 6= 0,±pi2
and κ 6= 0. Thus, the finite-frequency response of the cavity fluctuations is responsible
for the emergence of anti-damping and for the NP becoming unstable to self-sustained
oscillations. As expected, in the limit κ → 0, we obtain Im[Λ+(ω0)Λ−(ω0)] → 0 and
Re[Λ+(ω0)Λ−(ω0)] > 0, thus restoring the stability of the NP and confirming again the
dissipative nature of the instability. Interestingly, in this limit, the interaction still re-
mains non-reciprocal Λ+(ω0) 6= Λ−(ω0), meaning that outside the bad-cavity regime the
presence of non-reciprocity does not imply unstable behavior. A second pair of eigen-
values ε+± is obtained if one considers the dynamics of δJˆ+±1 instead, which together with
(4.14) provides an approximate form for the eigenvalues ε±+ shown in Fig. 4.3(b) in the
limit of small λ. The form of (4.14) also explains why in the bad-cavity limit the insta-
bility is confined to a finite region. More specifically, the bad-cavity limit is equivalent
to ω → 0, corresponding to the zero-frequency response of the cavity fluctuations be-
ing the only component playing a role in the dynamics. This leads to Σ(ω) → ξ and
Λ+(ω)Λ−(ω) → χ+χ−, i.e. the instability occurs if χ+χ− < 0, in agreement with our
previous result.
4.5 Conclusion
In this chapter, we explored the driven-dissipative dynamics of a spinor-BEC interact-
ing with the single mode of an optical cavity, by means of an effective two-mode Dicke
model. We found that a misalignment between the polarizations of the cavity mode and
the external drive resulted in complex light-matter couplings. By adiabatically eliminat-
3We use the Fourier transform convention Oˆ(t) ∝ ∫ dωe−iωtOˆ(ω). Hence, the frequency ω is related
to the spectrum of the dynamical matrix by a factor of −i.
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ing the cavity field we obtained that photons mediate non-reciprocal interactions between
the collective spins. Using a semiclassical approach, we uncovered the presence of an
unstable region in the steady-state phase diagram in which the system is driven into limit
cycles. Through a linear stability analysis, we showed that the presence of the unstable
region is caused by the non-reciprocity in the interactions. Moreover, we found the root
for non-reciprocity to be in the phase shift generated by the cavity during atom-photon
scattering events. In particular, this phase shift is purely a consequence of the dissipative
nature of the cavity, leading to the conclusion that the obtained instability is induced by
dissipation. This constitutes a highly interesting result as it shifts the paradigm of photon
losses in Dicke models, from merely shifting the position of the critical point, to have a
stronger impact in the overall dynamical behavior of the model.
Our work opens exciting avenues for future investigations. First, finding an exact
solution similar to [39] or efficient numerics [101] would allow one to explore the instabil-
ity beyond the semi-classical approximation employed here. Second, non-reciprocity has
recently been investigated with several platforms [102–105] that have been specifically
engineered. Here, it emerges naturally as a consequence of the dissipative nature of the
cavity field, offering a testbed for non-reciprocal phenomena in a highly-controlled en-
vironment. In particular, interesting directions include the impact of non-reciprocity on
higher-order photon correlations [106] or on synchronization behavior [107]. Lastly, the
effects of interatomic interactions could be investigated with an additional optical lattice
and lead to complex many-body behavior [108].
Appendix
4.A Mean-field ground-state phase diagram
In this appendix we discuss the main steps taken to obtain the form of the ground-
state phase diagram presented in the main text. This was first discussed in Ref. [32] and
follows the same arguments as in Secs. 1.3.1 and 3.4. We start by introducing the Holstein-
Primakoff transformation Jˆz,±1 = bˆ†±bˆ±−N2 and Jˆx,±1 = 12
(
bˆ†±
√
N − bˆ†±bˆ± +
√
N − bˆ†±bˆ± bˆ±
)
and inserting it in the Hamiltonian (4.1) defined in the main text, which leads to (up to
a constant shift)
Hˆ = −∆aˆ†aˆ+ ∑
σ=±
[
ω0bˆ
†
σ bˆσ +
λ
2
(
aˆe−iσφ + aˆ†eiσφ
)(
bˆ†σ
√
N − bˆ†σ bˆσ +
√
N − bˆ†σ bˆσ bˆσ
)]
.
(4.15)
We obtain the ground-state phase diagram of the Hamiltonian (4.15) by studying the
mean-field energy
EMF = −∆|α|2 +
∑
σ=±
[
ω0|βσ|2 + λ(αe−iσφ + α∗eiσφ)Re[βσ]
√
1− |β
2
σ|
N
]
, (4.16)
where α = 〈aˆ〉 and β± = 〈bˆ±〉. Minimizing the energy with respect to both fields yields
β± = Re[β±] and α = λ∆
∑
σ e
iσφβσ
√
1− β2σ
N
. We expand the square-root terms to first
order, since close to the phase transition (β±/N) 1, and introduce new order parameters
βd,s = 1√2(β+±β−), which signal the presence of density- and spin-wave order, respecitvely.
This leads to
EMF '
[
ω0 +
λ2
∆ (1 + cos (2φ))
]
β2d −
λ2
2N∆(1 + cos (2φ))β
4
d
+
[
ω0 +
λ2
∆ (1− cos (2φ))
]
β2s −
λ2
2N∆(1− cos (2φ))β
4
s . (4.17)
From the global minima of (4.17), we distinguish three different phases as function of
λ and φ, see Fig. 4.2(a) in the main text. First, for λ < (λdcr, λscr), being the critical
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values λdcr =
√
(−∆)ω0
1+cos (2φ) and λ
s
cr =
√
(−∆)ω0
1−cos (2φ) , both order parameters vanish βd,s = 0.
This corresponds to the NP, where both collective spins point down in the z direction,
meaning that all atoms remain in the BEC state. Second, for λ > λdcr and 0 ≤ φ ≤ pi4 ,
we obtain βd = ±
√
N(1− (λdcr/λ)2), while βs = 0. This is associated with both collective
spins aligning in the x-z plane, meaning that both atomic species self-organize in the same
pattern, thus realizing a density-wave state (DW). Lastly, for λ > λscr and pi4 ≤ φ ≤ pi2 , we
obtain βs = ±
√
N(1− (λscr/λ)2) and βd = 0, where now the x-components of the spins
point in opposite directions. This can be understood as the atomic species self-organizing
in the opposite checkerboard patterns, resulting in the emergence of a spin-wave state
(SW).
5
Tuning the relaxation dynamics of
ultracold atoms in a lattice with an
optical cavity
5.1 Introduction
Ultracold atomic gases loaded in optical lattices have proven to be an ideal playground
for simulating quantum many-body physics [10–18]. The Bose-Hubbard (BH) model [109]
is a paradigmatic example for which the superfluid-Mott insulator phase transition has
been observed experimentally [12].
More recently, ultracold atoms in optical lattices have been coupled to the single mode
of an optical cavity with the aim of exploring and simulating richer phenomena [26, 27].
The description of these systems can be based on a BH-type model whose physics is deter-
mined by the competition between kinetic energy, on-site, and infinite-range interactions.
The ground-state phase diagram of this system and quench dynamics have been explored
experimentally [26, 27, 55] and theoretically [54, 56–58, 110]. This has provided a detailed
understanding of the coherent phenomena of the system. However, little is known about
its open system dynamics. Driven-dissipative systems can exhibit notably different phase
diagrams from their equilibrium counterparts [65] and the interplay of interactions and
dissipation can lead to unusual relaxation dynamics [111–114].
In this chapter, we investigate the effects of dissipation in the set-up realized in Ref. [26].
The model is introduced in Sec. 5.2. For weak atom-light coupling, we derive an effec-
tive quantum master equation for the atoms by adiabatically eliminating the cavity field
(Sec. 5.3). In the bad cavity limit (Sec. 5.4), where the cavity field adiabatically fol-
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Figure 5.1: Schematic representation of the system. A gas of ultracold atoms is placed
inside a high-finesse cavity with cavity wavelength λc and photon loss rate κ. Two lasers
of wavelength λ (red arrows) form a periodic lattice potential of wavelength λ2 . Atoms
can hop across the lattice in the x-z plane with an amplitude J and are subject to an
on-site interaction U . The laser in the transverse direction also acts as an external pump
which can scatter photons off the atoms into the cavity and vice versa.
lows the atoms, we recover the effective Hamiltonian studied in Refs. [26, 54, 56, 57], but
supplemented with measurement-induced dephasing between states of different imbalance
between the even and odd sites. The steady state is that of infinite temperature, however,
the relaxation dynamics can change drastically: For small hopping (Sec. 5.4.1), the atoms
explore configuration space in anomalous diffusion [112–114]. In contrast, if short- and
long-range interactions are of the same order, their effects can cancel giving rise to normal
diffusion. For large hopping and vanishing short-ranged interactions (Sec. 5.4.2), we show
that the dynamics can be reduced to a linear rate equation predicting an exponential
relaxation to the infinite-temperature state. Finally, in Sec. 5.5, we study the good cav-
ity limit for zero on-site interactions, where optical pumping between momentum pairs
enables cavity-assisted cooling, similar to the one observed in Ref. [115]. We conclude in
Sec. 5.6.
The results presented in this chapter have been published in [1]. Later studies have
also considered the open system dynamics by analyzing the effects of quantum noise on
the ground-state phase diagram [83] and studying the light-matter entanglement in the
steady state using numerical methods [116]. As an important note, at the time of writing
this thesis, we found an error in the calculations of the relaxation dynamics in [1]. Despite
the correction being of high physical relevance, the results obtained in [1] remain correct
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to a large extent. The calculation details comparing the results in [1] and the correct
results, described in Sec. 5.4.1, are presented in Appendix 5.A.
5.2 Model
We consider a gas of ultracold atoms placed inside an optical cavity, in the presence
of an external optical lattice and driven by a pump laser in the direction transverse to
the cavity axis (see Fig. 5.1). We focus on the case where the cavity wavelength λc is
commensurate with that of the lasers forming the lattice λc = λ. Such a system can be
described with the BH model including an atom-light interaction term [26], which in the
rotating frame of the pump reads
Hˆ = HˆU + HˆJ + Hˆ∆ + g(aˆ† + aˆ)Φˆ, (5.1)
with HˆU + HˆJ = U2
∑
i nˆi (nˆi − 1)− J
∑
〈i,j〉 bˆ
†
i bˆj the BH Hamiltonian, being nˆi = bˆ
†
i bˆi the
atomic number operator at site i and Φˆ = ∑e nˆe −∑o nˆo, where e/o stands for even/odd
sites. The operators aˆ and bˆ obey bosonic commutation relations. Here, J is the nearest
neighbor hopping amplitude and U the on-site interaction strength. The third term
represents the cavity photons Hˆ∆ = −∆aˆ†aˆ, where ∆ = ωp − ωcav is the laser detuning
with respect to the cavity mode, and the last term is the light-matter coupling induced
by the pump. This interaction corresponds to photon scattering between the pump field
and the cavity mode, which is determined by the atomic distribution across the lattice.
The derivation of the Hamiltonian (5.1) can be found in Sec. 1.5.
We include cavity losses using the Lindblad master equation
∂tρˆ = Lρˆ ≡ (−i)[Hˆ, ρˆ] + κD[aˆ](ρˆ) (5.2)
where D[aˆ](?) ≡ aˆ ? aˆ† − 12 {aˆ†aˆ, ?} and κ is the rate of photon loss. As we are most
interested in characterizing the atomic dynamics, we focus on the case of weak light-
matter coupling g. In this regime, we can adiabatically eliminate the photonic degrees of
freedom and obtain an effective description for the atoms.
5.3 Adiabatic elimination
In this section, we adiabatically eliminate the cavity photons using the Nakajima-
Zwanzigg formalism [59, 60, 69, 70], following the same steps as in Sec. 2.2. This yields
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an effective equation of motion for the reduced atomic density matrix to second order in
the light-matter coupling g
P ρˆtot(t) = PLatP ρˆtot(t) + g2PLint
∫ ∞
0
dt′ e(Lat+Lph)t
′LintP ρˆtot(t− t′), (5.3)
where the projector P is defined as P ρˆtot(t) = Trph[ρˆ(t)] ⊗ ρˆssph, with ρˆssph the steady
state density matrix for the photons in the absence of coupling. The Liouvillian terms
are defined as Latρˆtot = (−i)[HˆU + HˆJ , ρˆtot], Lphρˆtot = (−i)[Hˆ∆, ρˆtot] + κD[aˆ](ρˆtot) and
Lintρˆtot = (−i)[Hˆint, ρˆtot].
To take the trace over the photon sector, we need to consider correlation functions of the
form 〈ξˆ(t)ξˆ(t′)〉, with ξˆ = aˆ†+ aˆ and where 〈. . . 〉 denotes an average for g = 0. These can
be obtained by considering the bath coupled to the light field as a zero-temperature source
of white noise, i.e. the only non-vanishing correlation function is 〈aˆin(t)aˆ†in(t′)〉 = δ(t− t′),
where aˆin and aˆ†in are input noise operators [117]. This yields 〈ξˆ(t)ξˆ(t′)〉 = 〈aˆ(t)aˆ†(t′)〉 =
e−
κ
2 |t−t′|+i∆(t−t′). Inserting this into (5.3) and tracing over the cavity mode, we obtain
˙ˆρat(t) = Latρˆat(t)−g2
∫ ∞
0
dt′
(
e−
κ
2 |t′|+i∆t′ [Φˆ(0), Φˆ(−t′)ρˆat(t)]+e−κ2 |t′|−i∆t′ [ρˆat(t)Φˆ(−t′), Φˆ(0)]
)
,
(5.4)
where ρˆat(t) = Trph[ρˆ(t)], Φˆ(t) = eiHˆattΦˆe−iHˆatt and we have made use of the Markov
approximation. Since (5.4) is an integro-differential equation, it is difficult to use in
practice.
The imbalance operator Φˆ = ∑e nˆe − ∑o nˆo commutes with the on-site interactions
[HˆU , Φˆ] = 0, so its free evolution is Φˆ(t) = eiHˆJ tΦˆe−iHˆJ t. In the quasimomentum basis
bˆk = 1√K
∑
j bˆje
ikj, where j denotes the lattice sites, K is the total number of sites,
and k = 2pi
K
n the quasimomentum with n = 0, . . . , K an integer, HˆJ =
∑
k εkbˆ
†
kbˆk and
Φˆ = ∑k bˆ†kbˆk−kpi , with kpi = pi. We then have Φˆ(t) = ∑k ei(εk−εk−kpi )t bˆ†kbˆk−kpi . Using this
property, we can integrate over t′ and obtain
˙ˆρat = (−i)[HˆU+HˆJ , ρˆat]+g2
∑
k∈BZ
{
G(−εk+εk−kpi)[bˆ†kbˆk−kpi ρˆat, Φˆ]−G∗(εk−εk−kpi)[ρˆatbˆ†kbˆk−kpi , Φˆ]
}
(5.5)
with
G(ω) =
∫ ∞
0
dt′ e−
κ
2 |t′|+i(∆+ω)t′ = κ/2(∆ + ω)2 + κ2/4 + i
∆ + ω
(∆ + ω)2 + κ2/4 , (5.6)
where the sums over k run over the first Brillouin zone (BZ) k ∈ [−pi, pi). Equation (5.5)
is a Markovian quantum master equation that is local in time. However, its non-Lindblad
form makes its physical interpretation not straightforward.
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It is possible to bring (5.5) into Lindblad form in two different regimes: the bad
cavity limit J  (κ, |∆|), where G(ω) becomes independent of ω, and in the good cavity
limit, where terms of the form (bˆ†kbˆk−kpi)2 can be safely neglected using a rotating wave
approximation (RWA). In the following, we focus on the bad cavity limit and discuss the
good cavity limit in Sec. 5.5.
5.4 Bad-cavity regime J  (κ, |∆|)
In the bad cavity limit J  (κ, |∆|), the cavity follows the dynamics of the atoms
adiabatically, and G(ω) = κ/2∆2+κ2/4 + i
∆
∆2+κ2/4 , which allows us to bring (5.5) into Lindblad
form
˙ˆρat = (−i)[Hˆeff, ρˆat] + γD[Φˆ](ρˆat) (5.7)
with
Hˆeff = HˆU + HˆJ + HˆUl , (5.8)
where
HˆUl = −
Ul
K
(∑
e
nˆe −
∑
o
nˆo
)2
, (5.9)
with
Ul = −Kg2Im[G(εk − εk−kpi)] = −K
g2∆
∆2 + κ24
(5.10)
γ = 2g2Re[G(εk − εk−kpi)] =
g2κ
∆2 + κ24
. (5.11)
The effective Hamiltonian (5.8) features hopping, on-site interactions, and infinite-range
interactions HˆUl , a consequence of the global coupling of all atoms to the single-mode
cavity field. The Hamiltonian (5.8) has been previously studied in Refs. [54, 56, 57] where
it was shown that the ground-state phase diagram exhibits four phases classified by the
presence or absence of atomic coherence and even-odd imbalance.
Crucially, we find that there is dephasing between atomic configurations correspond-
ing to different imbalance with rate γ, which comes as the dissipative counterpart to the
coherent long-range interactions HˆUl . Since Φˆ is Hermitian, the dissipator can be rear-
ranged as a commutator with the density matrix D[Φˆ]ρˆat = 12 [Φˆ, [ρˆat, Φˆ]], meaning that
the steady state ρˆssat needs to obey [ρˆssat, Hˆeff] = [ρˆssat, Φˆ] = 0.
For J = 0, the Hamiltonian and the jump operator satisfy [Hˆeff, Φˆ] = 0, making the
quantum master equation (5.7) exactly solvable. Since both Hˆeff and Φˆ are diagonal in
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the site basis, the steady states correspond to number states in this basis. The dissipator
in (5.7) eliminates coherences between states associated with different eigenvalues of Φˆ,
but does not affect coherences between states where these are equal. For a general initial
state, expressed in number state basis, this means the density matrix can be decomposed in
blocks, corresponding to different eigenvalues of Φˆ, which remain unchanged by dynamical
evolution and will preserve coherence in the long time limit. Steady states with non-
vanishing coherences are usually referred to as decoherence free subspaces [118] and have
been subject of much investigation due to potential applications for quantum computing
[119].
For J 6= 0, Hˆeff and Φˆ do not commute anymore [Hˆeff, Φˆ] 6= 0. From this, it follows
that the steady state is unique and ρˆssat ∝ 1. This corresponds to a steady state of
the form ρˆ(t = ∞) = 1
M
∑
n |n〉〈n|, where n = (n1, n2, ..., nK) denotes a specific atomic
configuration and M =
(
K+N−1
N
)
, i.e. the external pump eventually heats the system up
to the completely mixed (infinite-temperature) steady state.
In the following, we will study the relaxation dynamics towards the infinite-temperature
steady state. We find two different regimes: for small hopping the interplay between
interactions and dissipation leads to (normal and anomalous) diffusion [112, 113], while
for large hopping the steady state is approached exponentially.
5.4.1 Small hopping limit J  (U,Ul, γ)
Following [112–114], we start our analysis by perturbatively eliminating the density
matrix coherences, given that for strong interactions and in the presence of dephasing
these should not play an important role in the evolution of the system. This yields an
effective description in terms of the diagonal elements of ρˆat. We then simplify the problem
by introducing a mean-field decomposition and obtain analytical results in the limit of
large particle filling, where we can derive a continuum description for the equations of
motion.
The equations of motion for the coherences can be approximated to
∂tρ
n+ede,o
n 'd
[
−iU(ne − no + d) + i4Ul
K
(φ0 + d)− 2γ
]
ρ
n+ede,o
n
+ iJ
√
ne + δd,1
√
no + δd,−1
(
ρnn − ρn+e
d
e,o
n+ede,o
)
, (5.12)
where edi,j is a vector whose ith component is equal to d, its jth component equal to −d,
and the rest are equal to 0. Here the labels e and o refer to a specific even-odd pair of
sites. Note that in Eq. (5.12) we have assumed d = ±1. We focus on this set of coherences
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since they are the only ones coupled to the diagonal elements. We have also introduced
the imbalance φ0(n) =
∑
e ne−
∑
o no. The approximate sign stands for having ignored the
coupling to other coherences, which barely influences the dynamics in this limit. Using
J  (U,Ul, γ) we can integrate (5.12) to obtain
ρ
n+ede,o
n '
dJ
√
ne + δd,1
√
no + δd,−1
U(ne − no + d)− 4UlK (φ0 + d)− 2iγ
(
ρnn − ρn+e
d
e,o
n+ede,o
)
, (5.13)
where we have neglected the transient terms and kept terms up first order in (J/U, J/Ul, J/γ)
(see Supplemental Material in [114] for further details). Inserting this in the equations of
motion for the diagonal elements, we obtain
∂tρ
n
n = 4γJ2
∑
〈i,j〉
d=±1
δi∈e (ni + δd,1)(nj + δd,−1)[U(ni − nj + d)− 4UlK (φ0 + d)]2 + 4γ2
(
ρ
n+edi,j
n+edi,j
− ρnn
)
+
δi∈o
(nj + δd,1)(ni + δd,−1)
[U(nj − ni + d)− 4UlK (φ0 + d)]2 + 4γ2
(
ρ
n+edj,i
n+edj,i
− ρnn
). (5.14)
We now simplify the form of (5.14) using a Gutzwiller ansatz
ρˆ(t) =
K⊗
j=1
∑
nj
ρj(nj, t)|nj〉〈nj|
 , (5.15)
where we only make a distinction between even and odd sites ρe(m, t) 6= ρo(m, t), but
consider all even/odd to be equivalent among themselves ρe(o)(m, t) = ρe′(o′)(m, t). In this
form, the trace condition on the density matrix translates to ∑nj ρj(nj, t) = 1. Plugging
this ansatz into (5.14) yields (see Appendix 5.A for details)
∂tρe(ni, t) = 4zγJ2
∑
{nk}
k 6=i
∑
d=±1
(ni + δd,1)(nj + δd,−1)
[U(ni − nj + d)− 4UlK (ni − nj + d+ ϕn)]2 + 4γ2
×
∏
p∈e
p 6=i
ρe(np, t)
∏
q∈o
q 6=j
ρo(nq, t)
ρe(ni + d, t)ρo(nj − d, t)− ρe(ni, t)ρo(nj, t)

∂tρo(ni, t) = 4zγJ2
∑
{nk}
k 6=i
∑
d=±1
(ni + δd,1)(nj + δd,−1)
[U(ni − nj + d)− 4UlK (ni − nj + d− ϕn)]2 + 4γ2
×
∏
p∈e
p 6=j
ρe(np, t)
∏
q∈o
q 6=i
ρo(nq, t)
ρo(ni + d, t)ρe(nj − d, t)− ρo(ni, t)ρe(nj, t)
,
(5.16)
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where z is the coordination number and we have split the imbalance φ0(n) into the con-
tribution from i and j and the contribution from the rest of the lattice ϕn =
∑
p∈e,p 6=i np−∑
q∈o,q 6=j nq. By integrating these equations numerically we can access all the properties
of the system. In this language, the steady state of the system now adopts the form
ρe(o)(n, t = ∞) = 1M
(
K+N−n−2
N−n
)
. Considering the limit of large system size K → ∞, this
can be recasted as ρe(o)(n, t = ∞) ' fn+1/[f(1 + f)n+1] using Stirling’s formula, where
f = N/K is the lattice filling.
To explore (5.16) analytically, we follow Refs. [112–114] by considering the limit of large
filling f and introducing a continuous variable x = n/f . The probability distributions
are redefined as pe(o)(x = n/f, t) = fρe(o)(n, t), with pe(o)((n + 1)/f, t) = pe(o)(x, t) +
∂x[pe(o)(x, t)]dx and the steady state given by pe(o)(x,∞) = e−x. In the continuum limit,
the equations of motion (5.16) read
∂tpe(o)(x, t) =
4zγJ2
f 2
∂x
[
Do(e)(x, t)∂xpe(o)(x, t)− Fo(e)(x, t)pe(o)(x, t)
]
. (5.17)
In this expression we have introduced the diffusion functions
De(x, t) =
∫
d~x
∫
dy
xy
[U(x− y)− 4Ul
K
(x− y + ϕ(~x))]2 + 4γ2
f2
 ∏
p∈e
xp 6=x
pe(xp, t)
 ∏
q∈o
xq 6=y
po(xq, t)
po(y, t)
Do(x, t) =
∫
d~x
∫
dy
xy
[U(x− y)− 4Ul
K
(x− y − ϕ(~x))]2 + 4γ2
f2
 ∏
p∈e
xp 6=y
pe(xp, t)
 ∏
q∈o
xq 6=x
po(xq, t)
pe(y, t),
and the force functions
Fe(x, t) =
∫
d~x
∫
dy
xy
[U(x− y)− 4Ul
K
(x− y + ϕ(~x))]2 + 4γ2
f2
 ∏
p∈e
xp 6=x
pe(xp, t)
 ∏
q∈o
xq 6=y
po(xq, t)
∂ypo(y, t)
Fo(x, t) =
∫
d~x
∫
dy
xy
[U(x− y)− 4Ul
K
(x− y − ϕ(~x))]2 + 4γ2
f2
 ∏
p∈e
xp 6=y
pe(xp, t)
 ∏
q∈o
xq 6=x
po(xq, t)
∂ype(y, t),
where the integrals run over all variables xp,q and y, with ϕ(~x) =
∑
p∈e xp −
∑
q∈o xq. The
expressions xp,q 6= x and xp,q 6= y in the products refer to the fact that each product
contains K2 − 1 factors, corresponding to the infinite-range coupling between the pair
of sites we consider and the rest of the system. The highly complicated dependence of
the diffusion and force functions on the probability distributions makes it very difficult
to approach Eq. (5.17) for a generic case. Thus, we analyze (5.17) in the limits where
analytical solutions can be obtained. We distinguish two regimes: one in which one of
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Figure 5.2: Dynamical evolution of the local particle fluctuations of the even sites for
different fillings and xe = xo = 1 in the two different regimes from (5.16) (solid color
lines). The insets show the evolution for xe = 1 +  and xo = 1−  in the case of a double
well K = 2. Dashed black lines correspond to the analytical results (5.20) and (5.23) in
the main figures, and to the Eqs (5.25) and (5.26) in the insets.
the interactions is strongly dominant, either short or long range, and a second one when
they are both of the same order. As we will see, this has a strong impact in the relaxation
dynamics. In particular, we will consider sharply peaked and symmetrically distributed
initial conditions of the form pe(o)(x, 0) = δ(x−xe(o)). This allows us to ignore the effects
of the force functions Fe(o)(x, t) at short times.
We first consider initializing the system in the MI phase, with xe = xo = x0. For
U 6= 4Ul/K, with either U  4Ul/K or U  4Ul/K, at very short times, the dynamics
around the initial points can then be approximated by
∂τ1pe(o)(x, τ1) = ∂x
 x20
(x− x0)2 + 4γ2u2f2
 ∂xpe(o)(x, τ1)
 , (5.18)
where we introduced the parameter u = U−4Ul/K and the dimensionless time τ1 = t/t∗1,
with t∗1 = u
2f2
4zJ2γ . Hence, when referring to short times, we mean τ1  1. Note that for
initial conditions in the MI phase, the effects of the imbalance term ϕ(~x) disappear1. This
gives numerical access to Eqs. (5.16) at short times, as the terms inside the product can
be traced out. We can then obtain an analytical solution for Eq. (5.18). By ignoring the
term of order γ/uN in the denominator we find a scaling solution of the form pe(x, τ1) =
1This turns out to remain true throughout the entire time evolution and can be shown by computing
the time evolution of 〈Φˆ〉. There, it is possible to see that, within our mean-field approximation, choosing
xe = xo leads to 〈Φˆ〉 = 0 at all times.
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ge(ξ)/τ ν1 with ξ = x/τ ν1 , leading to
pe(o)(x, τ1) =
1
4Γ(5/4)(x20τ1)1/4
e
− (x−x0)4
16τ1x20 . (5.19)
This corresponds to anomalous diffusion of the probability distribution at short times.
Using (5.19), we can readily obtain the local number fluctuations κi = 〈nˆ2i 〉−〈nˆi〉2, which
reads
κe(o)
f 2
= Γ(3/4)Γ(5/4)x0
√
τ1. (5.20)
This initial fast growth of the fluctuations can be understood as the system starting to
explore neighboring configurations, separated by a small energy barrier from the initial
state. Anomalous diffusion was also obtained in [113] for a BH model under the effects of
local dephasing. This indicates that the impact of strong interactions on the dynamics is
independent of their range of action and that the global nature of the dephasing in (5.7)
does not play a major role within this level of approximation.
In Fig. 5.2(a) we show the time evolution of the local particle number fluctuations
of the even sites for uN/γ  1 and xe = xo = 1, resulting from numerical integration
of (5.16). We see that correlations do follow the power-law behavior predicted from the
analysis in the continuous limit. As expected, the analytical results become more accurate
for increasing values of the particle filling.
In the opposite limit, where interactions are of the same order, i.e. uN/γ  1, the
behavior of the system becomes notably different. Assuming same initial conditions as
before, i.e. ignoring the force terms and the imbalance function, the dynamics around the
initial points reduce to
∂τ2pe(o)(x, τ2) = x20∂2xpe(o)(x, τ2), (5.21)
where we introduced a new dimensionless time τ2 = t/t∗2, where t∗2 = γzJ2 , and with short
times corresponding to τ2  1. Analogously to the previous case, this equation also allows
for a scaling solution, leading to
pe(o)(x, τ2) =
1
2x0
√
piτ2
e
− (x−x0)2
4x20τ2 (5.22)
and local number fluctuations
κe(o)
f 2
= 2x20τ2. (5.23)
This corresponds to normal diffusion, characterized by the linear growth of κe in time.
The emergence of this regime in the limit uN/γ → 0 can be understood in terms of
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Figure 5.3: Dynamical evolution of the time derivative of the local particle number
fluctuations for different values of the filling f = 1, 4, 8, 12 and initial conditions in the
MI phase, with x0 = 1. We observe how for uN/γ  1 the time-scales at which the
steady state is reached become larger for increasing filling, consequence of the large energy
splitting with the states associated with high on-site population (x 1). In contrast, for
uf/γ  1, the steady state is approached orders of magnitude faster as all configurations
are energetically degenerate. Dashed black lines correspond to the analytical predictions
for short times (5.20) and (5.23).
the spectrum of the effective Hamiltonian (5.8) for J = 0. For u = 0, all atomic states
become degenerate. As a result, the system explores every configuration at the same rate,
meaning that the evolution of the probability distribution is the same at every point in
x, corresponding to a normal diffusion process in configuration space. In Fig. 5.2(b) we
present the evolution of κe/f 2 for uN/γ = 0. We find good agreement between numerical
results and (5.23) that improves for larger filling f .
The long time behavior of the system can also be understood in terms of the energy
spectrum of (5.8). For uN/γ  1, after the distribution reaches the x = 0 boundary, the
dynamics becomes dominated by the x 1 region. These configurations are associated to
states with large occupation numbers and have a high energy cost to populate. As a result,
there is a slowdown of the dynamics, which becomes more pronounced for higher fillings.
This is shown in Fig. 5.3, where one can see how for higher values of f the approach
of the steady state becomes increasingly slower. This phenomenon was also observed
in [113], where it is shown that correlations exhibit a stretched exponential behavior
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κe(τ1) ∝ e−α
√
τ1 . For uN/γ  1, this is no longer the case due to the energy degeneracy
among the different atomic configurations, which allows the probability distribution to
explore all the configuration space at the same rate, leading to a much faster approach
of the steady state distribution. This behavior can be observed in the inset of Fig. 5.3,
where the time at which the steady state is reached is orders of magnitude smaller than
in the uN/γ  1 case.
If we now consider initializing the system in the DW phase, namely, with a finite
imbalance between even and odd sites, xe = 1 +  and xo = 1− , the situation becomes
more complicated. The contribution from the imbalance ϕ(~x) = (K2 − 1)2 ' K, since
K  1, leads to an effective diffusion function of the form
De(o)(x) ' xexo[(U − 4Ul
K
)(x− xe(o))± 4Ul]2 + 4γ2f2
. (5.24)
From this expression, one can obtain analytical expressions similar to Eqs. (5.19) and
(5.22), depending on the system parameters2. From the form of the diffusion function
(5.24), we find four different regimes. First, for U  4Ul, we recover anomalous diffusion
with time scale given by t∗1. For U ∼ 4Ul, same anomalous diffusion is obtained, with
time scale t∗1, but with shifted initial points, x′e = xe − 4UlK and x′o = xo + 4UlK for
the probability distribution. When U  4Ul, but U ∼ 4UlK , the x dependence in the
denominator disappears, leading again to normal diffusion but now with a new timescale
t∗3 =
4U2l 
2f2
zJ2γ . We expect this time scale to be particularly large given that Ul ∝ K.
Finally, for U  4Ul
K
, anomalous diffusion re-emerges, with a time scale given by t∗1, but
with modified initial points x′e = xe +K and x′o = xo −K. Note that in all these cases
we have also assumed γ/f  (U,Ul), as in [112–114].
Although it is still possible to make analytical predictions in the same way as for the
MI case, it is not feasible to contrast them numerically with the solutions from Eq. (5.16).
More specifically, the contribution from the imbalance term forces one to include terms
inside the product, making the calculation unfeasible. Nevertheless, we still expect the
analytical results to be accurate, given the strong of matching in the MI case. As a way
of assessing the level of impact of the imbalance in the initial conditions, we consider the
case of a double well , where ϕ(~x) = 0, which allows for a numerical treatment. Despite
it being a crude simplification, we obtain a few insightful differences with respect to the
MI case. Taking K = 2 and ϕ(~x) = 0 results in solutions analogous to Eqs. (5.19) and
2We assume  ∼ K−1, given that for smaller values it can be neglected and that  ∼ 1 would correspond
to imbalances of order f , which in the f  1 limit does not comprise a realistic experimental situation.
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(5.22), with
pe(o)(x, τ1) =
1
4Γ(5/4)(xexoτ1)1/4
e
− (x−xe(o))
4
16τ1xexo
κe(o)
f 2
= Γ(3/4)Γ(5/4)
√
xexoτ1 (5.25)
for finite u and
pe(o)(x, τ2) =
1
2√pixexoτ2 e
− (x−xe(o))
2
4xexoτ2
κe(o)
f 2
= 2xexoτ2 (5.26)
for u = 0. The insets in Fig. 5.2 show the evolution of the correlations for initial conditions
with imbalance 2. On the one hand, for finite u we observe that the imbalance results
in a delayed approach of the algebraic regime (5.20). This arises as the peaks of the
effective diffusion distributions in Eqs. (5.24) and the initial probabilities are centered
at different points. Thus, the probability distribution needs a certain amount of time to
broaden before exploring the region of space that leads to (5.19). For large enough ,
the anomalous diffusive behavior can get washed out if the broadening time required by
pe(o)(x, τ1) is larger than the time it takes to reach the reflective boundary at x = 0, where
Fe(o)(x, τ1) ≈ 0 stops being a good approximation. On the other hand, for u = 0, we see
that an initial imbalance does not modify the evolution of the correlations, this follows
from the diffusion function being homogeneous, i.e. it has the same form independently of
the initial point of the neighboring site. Finally, in the long time limit, the same energetic
arguments used in the MI case apply here. Thus, a slowdown of the dynamics is expected
for finite u and a fast approach of the steady state for u ≈ 0.
5.4.2 Large hopping limit J  (U,Ul, γ)
We now return to Eq. (5.7) and consider the limit where the hopping amplitude is the
dominant energy scale J  (U,Ul, γ). For convenience, we will consider vanishing onsite
interactions U = 0. In this regime, it is best to work in momentum space, so we start with
Eq. (5.5) in the limit J  (|∆|, κ). To simplify the problem, we move to an interaction
picture, taking HˆJ as the free Hamiltonian, and perform a RWA, i.e. we eliminate all the
left over rotating terms. This yields
˙ˆρat =(−i)[Hˆeff, ρˆat] + γ
k<pi∑
k=0
{
D[bˆ†kbˆk−kpi ](ρˆat) +D[bˆ†k−kpi bˆk](ρˆat)
}
, (5.27)
Hˆeff =
k<pi∑
k=0
[
(εk + δ)nˆk + (εk−kpi + δ)nˆk−kpi + 2δnˆknˆk−kpi
]
, (5.28)
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with nˆk = bˆ†kbˆk and δ = g2∆/(∆2 + κ2/4).
From the definition of Φˆ we know that this operator only couples pairs of momentum
states with momentum differing by kpi. For U = 0, this means that [nˆk + nˆk−kpi , Hˆeff] = 0.
Together with [nˆk + nˆk−kpi , bˆ
†
kbˆk−kpi ] = [nˆk + nˆk−kpi , bˆ
†
k−kpi bˆk] = 0, we find that the dynamics
of each pair of momentum states is decoupled from that of the other momentum modes.
For simplicity, we focus only on the states k0 = 0 and kpi = pi, with HˆJ = −J(nˆk0 − nˆkpi)
and Φˆ = bˆ†k0 bˆkpi + bˆ
†
kpi
bˆk0 . The reduced version of (5.27) reads
˙ˆρat = (−i)[Hˆeff, ρˆat] + γ
{
D[bˆ†k0 bˆkpi ](ρˆat) +D[bˆ†kpi bˆk0 ](ρˆat)
}
(5.29)
with
Hˆeff = Nδ − J(nˆk0 − nˆkpi) + 2δnˆk0nˆkpi . (5.30)
As result of the RWA, the long-ranged interactions have been reduced to a number-
number interaction between the momentum states k0 and kpi. This interaction modifies
the spectrum of Hˆeff but commutes with the rest of the terms in (5.30). The form of (5.30)
leads to momentum being a good quantum number [nˆk, Hˆeff] = 0. This feature enables us
to recast Eq. (5.29) as a linear rate equation of the form P˙i =
∑
j(Γj→iPj−Γi→jPi), where
Pi is the probability for the system to be in a certain state |nk0 , nkpi〉 and Γj→i are the
transition rates between different states. This equation of motion depends linearly on the
state probabilities, as opposed to the non-linear form of Eqs. (5.16). The general solution
for such a rate equation corresponds to a linear combination of exponential decays. Thus,
in contrast to the results of the previous section, the relaxation towards the steady state
is now exponential. Note that Γj→i = γ for all i,j, leading to Pi(t → ∞) = 1/D, being
D = N+1 the size of the Hilbert space, for all i, i.e. the steady state is indeed an effective
infinite temperature state as expected. In terms of average population, this corresponds
to the atoms equally occupying each momentum mode 〈nˆk0〉 = 〈nˆkpi〉 = N/2 in the steady
state.
In Fig. 5.4(a) we present the evolution of the diagonal density matrix elements from
the numerical integration of (5.29) (solid blue) and the full quantum master equation
(5.2) (dashed black). As expected, all the diagonal elements exponentially approach the
same steady state value and the population of the k0 mode becomes N/2. The match
between both numerical solutions indicate the validity of the RWA for large hopping J .
We have checked numerically that small corrections due to the rotating terms will only
account for small oscillations at very short times. The effect of small but finite U is that
of slowly spreading the atoms across all the available momentum states. We expect that
as the atoms start populating other pairs of momentum modes differing by kpi, these will
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Figure 5.4: Dynamical evolution of the diagonal density matrix elements for N = 30
and U = 0, in the bad (a) and good (b) cavity regimes. The blue lines denote the solution
obtained from (5.29) and the dashed black lines from (5.2). In red, the time evolution of
the average number of particles in the k0 state. Parameters: (a) g = 10−4κ, ∆ = −2κ,
J = 10−4κ; (b) g = 10−4κ, ∆ = −2κ, J = κ. In both cases all particles are initially in
the momentum state k0 = 0.
quickly thermalize into the steady state discussed above and eventually scatter towards
other states at a rate of order U2/J  γ. Once the atoms have explored all possible
momentum modes, the final state will correspond to an infinite temperature state that
spans the entire Hilbert space of the system, corresponding to the steady state of Eq. (5.7).
5.5 Good-cavity regime
This regime is characterized by the cavity being able to resolve the scales of atomic
transitions, i.e. J ∼ (|∆|, κ). Thus, our starting point is Eq. (5.5). In this limit, it is
only possible to bring this equation into Lindblad form by applying the RWA. For our
purposes, we will again consider the limit of vanishing on-site interactions U = 0, in order
to focus on the impact of the cavity. This leads to
˙ˆρat = (−i)[Hˆeff, ρˆat] +
k<pi∑
k=0
{
Γk,+D[bˆ†kbˆk−kpi ](ρˆat) + Γk,−D[bˆ†k−kpi bˆk](ρˆat)
}
, (5.31)
with
Hˆeff =
k<pi∑
k=0
[
(εk + δk,−)nˆk + (εk−kpi + δk,+)nˆk−kpi + λknˆknˆk−kpi
]
, (5.32)
82 5.5 Good-cavity regime
-10 -5 0 5 10
-5
0
5
-10 -5 0 5 10
0
0.5
1
Te↵/J
(c)
(b)
nk0/N
 /
N
-10 -5 0 5 10
0
0.01
0.02
0.03
0.04
0.05
!/

(a)
  < 0  > 0
R
e[
G
(!
)]
/

Figure 5.5: (a) The spectral function Re[G(ω)] of the cavity field. For zero-temperature
white noise, this corresponds to a Lorentzian function of width κ centered at −∆. For
positive(negative) values of ∆, i.e. a blue(red) detuned light field, we obtain pumping
of the high(low) momentum state. (b) The effective steady state temperature Teff as a
function of ∆/κ with J = κ. (c) Average number of particles in the low momentum state
〈nˆk0〉/N as a function of ∆/κ, with J = κ, for N = 1, 5, 10, 50 (dashed) and N → ∞
(solid). The function becomes sharper for increasing N and develops a step at ∆ = 0,
where it always satisfies 〈nˆk0〉/N = 1/2. Vertical grey dashed lines indicate ∆ = ±2J .
where δk,± = g2Im[G(∓εk ± εk−kpi)], λk = δk,+ + δk,− and Γk,± = 2g2Re[G(∓εk ± εk−kpi)].
We then reduce our description to a pair of representative momentum states (k0, kpi),
which reads
˙ˆρat = (−i)[Hˆeff, ρˆat] + Γ−D[bˆ†k0 bˆkpi ](ρˆat) + Γ+D[bˆ†kpi bˆk0 ](ρˆat) (5.33)
with
Hˆeff = (δ− − J)nˆk0 + (δ+ + J)nˆkpi + λnˆk0nˆkpi , (5.34)
where δ± = g
2(∆±2J)
(∆±2J)2+κ2/4 , λ = δ+ + δ− and Γ± =
g2κ
(∆∓2J)2+κ2/4) are the transition rates.
Analogously to (5.30), here momentum is also a good quantum number, and thus the
dynamics of the states |nk0 , nkpi〉 will be purely dissipative. This again allows to rewrite
the master equation (5.33) as a rate equation, where now the transitions |nk0 , nkpi〉 →
|nk0 + 1, nkpi − 1〉 occur at rate Γ− and the transitions |nk0 , nkpi〉 → |nk0 − 1, nkpi + 1〉 at
rate Γ+, leading to the rates Γi→j satisfying detailed balance
Γ−
Γ+
=
κ2
4 + (2J −∆)2
κ2
4 + (2J + ∆)2
= e
2J
Teff . (5.35)
Note that the form of these rates follow the Lorentzian form of cavity spectral function
(see Fig. 5.5(a)). In (5.35), Teff stands for the effective temperature of the system. The
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steady state of the system is then given by a thermal distribution whose temperature can
be controlled via the detuning ∆. This enables control over the population of the atoms
which can be optically pumped into either momentum mode according to
〈nˆk0〉 =
r − (N + 1)rN+1 +NrN+2
(1− r)(1− rN+1) , (5.36)
for r 6= 1, with r = Γ−/Γ+, and 〈nˆkpi〉 = N − 〈nˆk0〉. The case r = 1 corresponds to the
bad cavity limit result (Γ+ = Γ− = γ) with Teff = ∞ and 〈nˆk0〉 = N2 . In Fig. 5.5(b) and
(c), we present the effective temperature and the population fraction of the k0 mode as a
function of the detuning. The dashed lines correspond to the results in Eqs. (5.35) and
(5.36), and the solid lines to the results from numerical integration of (5.2). Note that
as the number of particles N becomes very large the behavior of 〈nˆk0〉 becomes extreme,
i.e. the atoms fully polarize in either state only as a function of the sign of ∆. This follows
from considering N →∞ in (5.36) which yields 〈nˆk0〉/N → 1 for ∆ < 0, 〈nˆk0〉/N → 0 for
∆ > 0, and 〈nˆk0〉/N → 1/2 when ∆ = 0 or in the bad cavity limit |∆|/J  1.
The dynamical behavior of (5.33) is shown in Fig. 5.4(b). The system is initialized
with all atoms in the k0 state and with ∆ = −2J . As expected, the atoms mostly remain
in this configuration when they approach the steady state. This can also be observed in
the behavior of 〈nˆk0〉 which remains very close to 1 throughout the entire evolution. As
previously, the good match with the solutions obtained from (5.2) indicates the validity
of our approximations.
The presence of optical pumping in this regime is interesting from the perspective of
state preparation, as it could be used as a cavity cooling mechanism to maximize the
number of particles in the BEC state. A similar strategy was used in [115] for cavity
cooling by pumping the system along the cavity axis. The main difference with [115] is
that here the energy splitting between atomic transitions is not given by the recoil energy
of the atoms but instead by the hopping amplitude J . Analogously to Sec. 5.4.2, we
expect the effects of finite but small U to be that of slowly scattering the atoms into other
momentum configurations at a rate U2/J  Γ± and a final state corresponding to each
pair of momentum modes being equally populated but obeying a thermal distribution
between the two modes.
5.6 Conclusions
In this chapter, we have studied the non-equilibrium dynamics of a gas of ultracold
atoms inside an optical resonator, in the presence of an optical lattice and transverse
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driving. We have shown that the relaxation dynamics of ultracold atomic inside opti-
cal cavities can display a wide variety of different behaviors, as a consequence of the
competition between interactions, hopping and dissipation.
In the bad cavity regime, we obtained that the steady state always corresponds to
infinite temperature. However, the approach to this steady state strongly depends on
the considered parameter regime. For small hopping, we integrated the coherences of
the density matrix to obtain a description only in terms of the probabilities associated
to each atomic configuration and analyzed these quantities using a Gutzwiller ansatz
and considering a continuum description in the limit of large filling f . The result was
an algebraic decay of the particle number fluctuations, which can be associated with
anomalous diffusion if one of the interaction strengths dominates over the other, or with
normal diffusion when the interactions are of the same order. For large hopping, by
performing a RWA, we obtained that the dynamics of the system is entirely dissipative
and shown that the resulting master equation can be mapped into a linear rate equation.
As a consequence, in this limit the approach of the steady state is given by a linear
combination of exponential decays.
In contrast, in the good cavity regime, we found that for vanishing on-site interactions,
the system evolves into a different steady state, given by a thermal distribution between
pairs of momentum states. This allows for optical pumping between these pairs as the
effective temperature can be controlled using the detuning ∆. This could be implemented
as an alternative scheme for cavity-assisted cooling of atomic clouds in ultra-narrow band
cavities, where one can access good cavity regime.
We believe that all the presented results are within experimental reach. Observation
of the algebraic regime requires (U,Ul, γ)  J as realized in [26], with (U,Ul) = 10J-
40J . This can be tailored to uN  γ or uN  γ, while satisfying the single-band
approximation [26], i.e. all energy scales being much smaller that the interband energy
gap. Tuning of the dissipation rate is available through γ ∝ V0/∆2, where V0 is the optical
lattice depth, meaning that the ratio γ/J can be controlled. The regime of exponential
relaxation could be observed by reducing the effective short-range interactions by means
of Feshbach resonances, using external magnetic fields. Implementation of the bad cavity
regime requires detuning the pump laser such that |∆|  J , and using an optical cavity
with a linewidth of order κ ∼ MHz. Both conditions are already fulfilled in [26], where
∆ ∼ MHz and J ∼ Hz. Exploring the good cavity regime requires a detuning on the
order of ∆ ∼ Hz and an ultranarrow-band optical cavity [52, 53, 115], where κ ∼ Hz.
Finally, it is worth emphasizing that our results rely on the adiabatic elimination
scheme discussed in Sec. 5.3. It has been recently shown [120] that the approximations
5.6 Conclusions 85
needed to construct a Lindblad type master equation, i.e. bad cavity limit or RWA,
can lead to unphysical results, e.g. the lack of a superradiant phase transition in the
steady-state for the bad cavity regime due to the system always heating up to infinite
temperature. Thus, it would be interesting to explore the corrections to our predictions
by employing the approach presented in [120], corresponding to studying Eq. (5.5) nu-
merically without making any further assumptions3.
3In Sec. 5.3 we stated that since Eq. (5.5) is not in Lindblad form, it is not guaranteed that the
dynamics of the system will remain physical. Nevertheless, it is mentioned in [120] that violation of
physical properties only happens in very special cases.

Appendix
5.A Erratum in [1] and further details for Section 5.4.1
In this appendix we discuss the erratum found in [1], concerning the relaxation dy-
namics of Eq. (5.7) in the small hopping limit, and the calculation details behind the
correction to this error, which lead to the expressions presented in Sec. 5.4.1.
Steps followed in [1]
As discussed in Sec. 5.3, after eliminating the cavity field by means of the Nakajima-
Zwanzig method, in the bad-cavity limit, one is left with a master equation of the form
˙ˆρ = (−i)[HˆU + HˆJ + HˆUl , ρˆ] + γD[Φˆ](ρˆ). (5.37)
Following the steps of [112–114], in [1] we analyzed the relaxation dynamics in the small
hopping limit J  (U,Ul, γ) by perturbatively eliminating the density matrix coherences
in the equations of motion for the diagonal elements. The equation of motion presented
in [1] for the coherences of ρˆ = ∑n,n′ ρn′n |n′〉〈n| is
∂tρ
n+e1i,j
n ' [−iu(ni − nj + 1)− 2γ] ρn+e
1
i,j
n + iJ
√
ni + 1
√
nj
(
ρnn − ρ
n+e1i,j
n+e1i,j
)
, (5.38)
where we ignore further coupling between coherences. Most importantly, the role of the
interactions was encapsulated in the parameter u = U−4Ul/K. This led to the equations
of motion
∂tρ
n
n = 4γJ2
∑
〈i,j〉
d=±1
(ni + δd,1)(nj + δd,−1)
u2(ni − nj + d)2 + 4γ2
(
ρ
n+edi,j
n+edi,j
− ρnn
)
(5.39)
for the diagonal elements of ρˆ, resulting in an algebraic relaxation of these quantities,
which could be interpolated between anomalous diffusion (u  γ) and normal diffusion
(u = 0) according to [1]. The error is precisely in these expressions, as the form of
Eq. (5.38) is only valid for a double-well lattice K = 2. For K > 2, the terms proportional
to U and γ remain correct, meaning that the anomalous diffusion discussed in [1] is valid,
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but only in the regime where the term ∝ Ul is negligibly small compared to on-site
interactions and dephasing. This is in accordance with the results presented in [112–
114]. However, for K > 2 the contribution from −i[HˆUl , ρˆ] is no longer proportional to
4iUl
K
(ni − nj + d) but instead acquires a more complicated form. In particular, it depends
on the overall imbalance of the specific atomic configuration that is under consideration.
In the following, we analyze the corrections to this behavior and provide more details on
the derivation of the expressions presented in Sec. 5.4.1.
Corrections to erratum and calculation details for Sec. 5.4.1
Accounting for the in general non-vanishing imbalance, φ0(n) =
∑
e ne −
∑
o no of a
generic configuration |n〉, the coherent evolution term yields
− i[HˆUl , ρˆ] =
iUl
K
∑
n,n′
ρn
′
n [Φˆ2, |n′〉〈n|] =
iUl
K
∑
n,n′
ρn
′
n (φ0(n′)2 − φ0(n)2)|n′〉〈n|. (5.40)
For n′ = n+ e±1e,o, we obtain (φ0(n′)2−φ0(n)2) = ±4(φ0(n)±1), whereas for n′ = n+ e±1o,e,
(φ0(n′)2−φ0(n)2) = ∓4(φ0(n)∓1). Therefore, the equations of motion for the coherences
read
∂tρ
n+ede,o
n ' d
[
−iU(ne − no + d) + i4Ul
K
(φ0 + d)− 2γ
]
ρ
n+ede,o
n + iJ
√
ne + δd,1
√
no + δd,−1
(
ρnn − ρn+e
d
e,o
n+ede,o
)
∂tρ
n+edo,e
n ' d
[
−iU(no − ne + d)− i4Ul
K
(φ0 − d)− 2γ
]
ρ
n+edo,e
n + iJ
√
ne + δd,−1
√
no + δd,1
(
ρnn − ρn+e
d
o,e
n+edo,e
)
(5.41)
where we abbreviated φ0 = φ0(n). Setting the time derivatives to 0 and plugging the
result into the equations of motion for the diagonal terms, we obtain
∂tρ
n
n = 4γJ2
 ∑
〈e,o〉
d=±1
(ne + δd,1)(no + δd,−1)
[U(ne − no + d)− 4UlK (φ0 + d)]2 + 4γ2
(
ρ
n+ede,o
n+ede,o
− ρnn
)
+
∑
〈o,e〉
d=±1
(no + δd,1)(ne + δd,−1)
[U(no − ne + d) + 4UlK (φ0 − d)]2 + 4γ2
(
ρ
n+edo,e
n+edo,e
− ρnn
) =
4γJ2
 ∑
〈e,o〉
d=±1
(ne + δd,1)(no + δd,−1)
[U(ne − no + d)− 4UlK (φ0 + d)]2 + 4γ2
(
ρ
n+ede,o
n+ede,o
− ρnn
)
+
∑
〈o,e〉
d=±1
(no + δd,−1)(ne + δd,1)
[U(no − ne − d) + 4UlK (φ0 + d)]2 + 4γ2
(
ρ
n+ede,o
n+ede,o
− ρnn
), (5.42)
5.A Erratum in [1] and further details for Section 5.4.1 89
where we flipped the sign of d in the fourth line and made use of edi,j = e−dj,i . Note that for
K = 2, φ0 = ne − no, thus retrieving the results from [1].
To simplify things, we introduce a Gutzwiller ansatz ρˆ(t) =
K⊗
j=1
[∑
nj ρj(nj, t)|nj〉〈nj|
]
,
resulting in ρnn(t) =
∏
j ρj(nj, t). Inserting this into Eq. (5.42) and tracing over all sites
except for a particular site l we are left with
∂tρl(nl, t) = 4γJ2
∑
{nk}
k 6=l
∑
〈i,j〉
d=±1
τ(ne, no; n, d) (ρ1 . . . ρK) (ρe(ne + d, t)ρo(no − d, t)− ρe(ne, t)ρo(no, t)) ,
(5.43)
where the labels (e, o) stand for whichever index (i, j) is even or odd, with the definition
τ(ne, no; n, d) = (ne+δd,1)(no+δd,−1)[U(ne−no+d)− 4UlK (φ0+d)]2+4γ2
. Note that this is consistent with the result in
Eq. (5.42). At this point, we can cancel the terms where neither (i, j) 6= l by noting that
τ(ne − d, no + d; n, d) = τ(ne, no; n,−d)
· · · ∑
ne=0,no=0
d=±1
τ(ne, no; n, d)
[
ρe(ne + d, t)ρo(no − d, t)− ρi(ne, t)ρo(nj, t)
]
· · · ∑
ne=d,no=−d
d=±1
τ(ne − d, no + d; n, d)ρe(ne, t)ρo(no, t)−
∑
ne=0,no=0
d=±1
τ(ne, no; n, d)ρi(ne, t)ρo(nj, t)
· · · ∑
ne=0,no=0
d=±1
τ(ne, no; n,−d)ρe(ne, t)ρo(no, t)−
∑
ne=0,no=0
d=±1
τ(ne, no; n, d)ρi(ne, t)ρo(nj, t) = 0,
(5.44)
where in the third line we exploited that τ(ne, no; n,−d) = 0 when either (ne, no) = 0
and that ρj(n, t) = 0 for n < 0, allowing us to reset the sum limits back to (ne, no) =
0. We further simplify expression (5.43) by introducing a homogeneity approximation
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ρj(nj, t) = ρe(nj, t) ∀ j even and ρj(nj, t) = ρo(nj, t) ∀ j odd. This yields
∂tρe(ni, t) = 4zγJ2
∑
{nk}
k 6=i
∑
d=±1
(ni + δd,1)(nj + δd,−1)
[U(ni − nj + d)− 4UlK (ni − nj + d+ ϕn)]2 + 4γ2
×
∏
p∈e
p 6=i
ρe(np, t)
∏
q∈o
q 6=j
ρo(nq, t)
ρe(ni + d, t)ρo(nj − d, t)− ρe(ni, t)ρo(nj, t)

∂tρo(ni, t) = 4zγJ2
∑
{nk}
k 6=i
∑
d=±1
(ni + δd,1)(nj + δd,−1)
[U(ni − nj + d)− 4UlK (ni − nj + d− ϕn)]2 + 4γ2
×
∏
p∈e
p 6=j
ρe(np, t)
∏
q∈o
q 6=i
ρo(nq, t)
ρo(ni + d, t)ρe(nj − d, t)− ρo(ni, t)ρe(nj, t)
,
(5.45)
where we introduced the coordination number z, and split the imbalance φ0(n) into
the contribution from i and j and the contribution from the rest of the lattice ϕn =∑
p∈e,p 6=i np −
∑
q∈o,q 6=j nq. For K = 2, we have ϕn = 0 and we can trace out all of the
sites except l and j, thus retrieving the results in [1, 112–114]. In general, however, for
K > 2 this is not possible anymore and we need to account for all possible imbalance
configurations of the full lattice ϕn 6= 0. From these expressions, the rest of the analysis
proceeds as described in Sec. 5.4.1.
6
Conclusion and Outlook
In this thesis we have investigated the physics of ultracold atoms coupled to optical
cavities. We have studied several variations of this concept and uncovered new routes for
quantum simulations as well as novel out-of-equilibrium phenomena resulting from the
dissipative processes intrinsic to cavity QED.
In Chapter 3, we considered a system consisting of a BEC cloud interacting with
three different optical resonators. By performing a mean-field analysis we computed the
ground-state phase diagram, and the main defining features of each phase. Specifically,
we obtained that by tuning the light-matter couplings and the cavity-pump detunings it
is possible to interpolate between different global rotational symmetries in the system.
For three different resonators these can be either Z2, U(1) or SO(3) and they can be
spontaneously broken. We gained further insight by computing the excitation spectrum
and shown that Goldstone(roton) modes emerge upon spontaneously breaking the con-
tinuous(discrete) symmetry. This provides evidence that for n resonators it is in principle
to possible simulate systems exhibiting an SO(n) rotational symmetry. We also made
connection with the experiments by considering the different atomic configurations that
emerge when entering the symmetry broken phases.
These results take atom-cavity systems one step forward as quantum simulators. Be-
sides realizing this phenomena experimentally, it would be exciting to consider what are
the effects of accounting for more momentum states in the low-energy description. There
is evidence that these type of coupling leads to intertwined order [30] and the presence of
richer symmetries could yield interesting complex phenomena. A customary task would
be to evaluate the precise effects of noise and dissipation of the phase diagram in order
to assess the presence of this symmetries in realistic scenarios.
In Chapter 4, we studied the driven-dissipative dynamics of a spinor BEC coupled to a
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single cavity mode. We showed that the vectorial coupling resulting from misalignment be-
tween pump and cavity polarizations resulted in the cavity mode mediating non-reciprocal
interactions between the two spin species. We found that the non-reciprocal coupling had
a major impact on the form of the phase diagram, resulting in the emergence of an un-
stable phase dominated by perpetual oscillations of the system observables. We tracked
the origin of the non-reciprocal coupling to the phase shift generated by the cavity mode
through dissipative processes. Thus, we concluded that the presence of this instability
was induced by dissipation.
This work paves the way for exploring novel phenomena exploiting this dissipative
effect. This is particularly exciting from the perspective of non-reciprocal interactions as
they have not yet been discussed in the context of many-body systems. A natural follow
up would be to perform an in depth analysis of the dynamical behavior of the system, in
analogy with [42], to properly characterize the boundaries of the unstable region and its
main properties. Using this knowledge, an exciting route would be to place this system
under the influence of an external optical lattice potential in the same spirit as Chapter 5
and study the effects of the instability. We expect a competition between non-reciprocal
interactions trying drive the system between different CDW configurations and short-
range interactions trying to stabilize a MI phase. We know from Chapter 5 that this
competition has a strong impact on the phase diagram of the system, and the presence of
non-reciprocity could lead to the stabilization of exotic non-equilibrium phases and novel
dynamical behavior.
The last part of our work was presented in Chapter 5, where we considered a BEC cloud
interacting with a single mode of a cavity and placed under an external lattice potential.
We derived an effective master equation by eliminating the photonic degrees of freedom
and studied the relaxation dynamics of the system. In the bad-cavity limit, we obtained
an infinite temperature steady-state which could be approached either algebraically or
exponentially, depending on the strength of the interactions relative to the hopping pa-
rameter. Moreover, in the former case, the decay towards the steady state corresponds
to either anomalous or normal diffusion, as a result of the competition between short and
long range interactions. In the good cavity regime, for small interactions, we found that
the relaxation dynamics were still exponential but towards a steady state with a thermal
distribution between the BEC state and the first excited momentum state. These findings
demonstrate how the high complexity of a many-body system can have a strong impact
on its relaxation dynamics. This lattice-cavity system offers an exciting opportunity to
observe and study these different regimes. Interestingly, the diffusive behavior predicted
by [113] was recently observed experimentally for a BH model generated using optical
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lattices [121]. The measurements of the correlations necessitated only of time-of-flight
protocols, readily available in atom-cavity systems.
Overall, the work presented in this thesis evidences the capacity and the versatility of
quantum gases coupled to optical cavities. There are numerous directions to be further
explored in the future with the advent of increasing complexity in these platforms. Among
many others, two natural extensions of the paradigm considered here are accounting for
extra cavity modes and time-dependent coupling. The former has already shown exciting
results and promises to lead the next generation of quantum simulation experiments in
cavity systems, given their tunability of sign and range of interactions [25]. The latter is
currently under development, with some studies exploring the possibility for time crystals
[122, 123], and others delving into the field of quantum control by implementing feedback
protocols in the driving scheme [124, 125]. Finally, we hope the ideas discussed throughout
this thesis, which constitute Refs. [1–3], stimulate further studies and spark new exciting
ideas in this rapidly growing field.
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