Two first-order autoregressive time-series are observed subject to considerable measurement error. One time-series is a scaled, lagged version of the other. The properties of the crosscorrelation function between the two series are studied. Simulation results show that the sample cross-correlation function is biased substantially downward for sample sizes of even a few hundred. The theoretical derivations are applied to simultaneous optical and X-ray observations of the low-mass X-ray binary LMC X-2. It appears that the lag of maximum cross-correlation between the two sets of observations varied over a range of more than 30 s during the 1.22 h of data analysed here.
I N T RO D U C T I O N
In principle, information about the extent of circumstellar material around a variable star (or other astronomical object) may be obtained by studying the time-variability in different wavelengths. The rationale is that the more energetic photons are emitted at the surface of the star, and may be absorbed and reprocessed by cooler material at some distance from the original site of emission. The reprocessed radiation is less energetic. The expectation is therefore that high-energy photons reach the observer directly, while there may be a lower energy component which is lagged. The lag, due to light travel-time, would supply some indication of the distance between the source and the reprocessing site. This fundamental idea has been considered in a number of contexts; some recent examples in the literature include blazars (Sembay et al. 2002) , active galactic nuclei (Sergeev et al. 2002) and X-ray binaries (O'Brien et al. 2002) . The latter paper is particularly interesting in that it deals with the finite spatial extent of the reflecting material: this will cause a 'smearing' of the observed lag.
The tool most often used to study time-delays of the type discussed above is the cross-correlation function (ccf) between the light curves as measured in different wavebands, typically X-rays or ultraviolet on the one hand, and optical or infrared on the other. This paper is concerned with the properties of the ccf, in the general setting common to the applications mentioned above. Throughout we will use a specific data set as a case study, and use its analysis for illustrative purposes.
The scheme of the paper is as follows.
(i) Understanding of the structure of the two individual series is a necessary condition for an analysis of the relationship between E-mail: ck@saao.ac.za the components. In Section 2 we therefore fit models to these, and verify their adequacy.
(ii) Once the individual series can be modelled, the underlying 'signal' can efficiently be filtered from the noisy observations. A preliminary visual comparison of the signals in the two wavebands is a useful first step on the way to finding an overall description of the data.
(iii) A joint model for the two series, which incorporates their individual forms as well as the postulated relationship between them, is formulated in Section 3.
(iv) It is well known (e.g. Fuller 1996) that the autocorrelation in the individual series has a marked influence on the ccf. The results of (iii) can then be used to find realistic confidence limits on the ccf.
(v) We show the usefulness of binning the data. Of course, this entails using appropriately modified forms of the ccf and its standard errors.
(vi) Ideas for further work are discussed in Section 6. (vii) Technical results are collected in the Appendices.
M O D E L S F O R T H E I N D I V I D UA L S E R I E S
The bivariate data set used for purposes of illustration is described in McGowan et al. (2001) , and in considerably more detail in McGowan et al. (2003) . It consists of 1.22 h of simultaneous X-ray and optical observations of the low-mass X-ray binary LMC X-2. In the forms of the data we use, integration time for the X-ray data is 1 s, and for the optical data is 2.019 s. The two sets of observations are plotted in Fig. 1 . Nine out of the 4441 X-ray observations are missing, and these are replaced by linearly interpolated values. Both series in Fig. 1 have the typical appearance of first-order autoregressive forms with superposed noise (e.g. Koen & Lombard 1993, or any modern text on time-series analysis). The relevant model equations are 
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for the X-ray data, and
for the visual. In equations (1) and (2), X(t) and V (t) are the measured X-ray and optical fluxes at time t; µ x + x(t) and µ v + v(t) are the true fluxes, uncontaminated by the measurement errors e x (t) and e v (t). The (constant) mean values of the fluxes are µ x and µ v , while x(t) and v(t) are the randomly varying parts of the true flux values. The stochastic functions x(t) and v(t) each consist of two components: 'autoregressive' terms x(t − 1) and v(t − 1) from the previous time-period, and 'innovations' η x (t) and η v (t). It is useful to think of the two components as respectively 'inertial' and 'impulsive': the X-ray and optical processes are driven by uncorrelated impulses or innovations, to which the physical systems show both an immediate and a more extended (inertial) reaction. It is assumed that both the measurement errors e x (t) and e v (t), and the innovation processes η x (t) and η v (t), are serially uncorrelated. For positively correlated processes such as those in Fig. 1 
for the variances of the innovation processes.
Of course, the main aim of this paper is the investigation of the relationship between x(t) and v(t), so that the formulation consisting of (1) and (2) is not quite complete. This will be dealt with in later sections of the paper -for now efforts are concentrated on understanding the two individual series.
As pointed out by König & Timmer (1997) , equations of the form (1) and (2) may be solved by 'linear state space' methods, otherwise known as 'Kalman filtering'. The interested reader is referred Koen Harvey (1989) , for details of the necessary algorithms. The particular implementation used in this paper is due to Jones (1980) . Fig. 2 shows the two filtered series, i.e. the statistical estimates of x(t) and v(t) at each time point t, corresponding to the second set of solutions in Table 1 . The parameter values associated with the fitted models are also summarized in Table 1 . The first line in the table is based on the standard assumption that the measurement errors have constant variances; the second was obtained by using our estimates of the individual measurement errors. Clearly the two sets of values agree very well. The fitted models were assessed in two different ways. First, model selection criteria were used to compare the fitted models to viable competitors (e.g. second order autoregressive models). Both models are optimal according to the Bayes information criterion, a standard model selection tool (e.g. Koen & Lombard 1993; Harvey 1989) . The second battery of tests involved testing the model residuals for randomness. Residuals associated with the optical data model are entirely consistent with white noise, but the X-ray residuals show remaining autocorrelation significant at the ∼1-2 per cent level. Investigation showed that the high significance is attributable primarily to a ∼3 standard errors autocorrelation at a lag of 10 s. As the actual values of the autocorrelation coefficient is only 0.042, and fitting a higher order model does not improve the situation, we cautiously accept the X-ray time-series model also.
The visual and X-ray observations were not made at exactly the same time points. In principle this does not constitute much of a problem for estimating the ccf: cross-products of the form [798] [799] [800] [801] [802] [803] [804] [805] [806] [807] [808] could be calculated for all observed lags τ i j , and a curve could be fitted to the results to give an estimate of c(τ ). We choose not to do this for a number of reasons, the most important of which is that the analysis presented here lends itself more easily to the derivation of general results. In other words, we keep to the spirit of the paper, which is to study the properties of the standard ccf, rather than focus on the specifics of the LMC X-2 data.
The simplification we choose to use is to interpolate linearly in the more densely observed X-ray data to estimate observations at the timepoints corresponding to the visual measurements. The results of fitting models to the interpolated X-ray data (which are used in the remainder of the paper) are also shown in Table 1 . The model using our own measurement error estimates (bottom line) is not satisfactory, due to a high degree of residual autocorrelation. The model in the top line, based on uniform measurement errors, and with σ ex estimated from the data, is acceptable. In what follows, the models in the top line of Table 1 will be used: this is not essential, but considerably more convenient than using individual error estimates for each observation.
A J O I N T M O D E L F O R T H E T W O S E R I E S
One of the facilities of Kalman filtering, which is a recursive procedure, is the option of performing 'retrospective smoothing', starting from the last observation and working backwards -that is, conditioning on the later data. The results of applying the so-called 'fixed interval smoother' (e.g. Harvey 1989) to the two filtered series in Fig. 2 are shown in Fig. 3 . In order to compare the two light curves more easily, each was 'normalized' in the standard way (mean subtraction, division by the overall standard deviation). Inspection of the Fig. 3 shows the following.
(i) The general shapes agree very well in the interval ∼1200-4000 s.
(ii) X-ray variations seem to be more sharply defined than those in the optical, although this may be an analysis artifact caused by the higher noise level of the visual data.
(iii) The optical radiation lags the X-rays over large parts of the light curve. The lag does not appear to be constant -for example, the maxima near times 2000, 2600 and 2700 appear to be more or less in phase, while later optical maxima (near times 3200, 3500 and 4000) lag the X-ray maxima.
(iv) There is a distinct impression that the rising parts of optical flares follow rapidly after increases in X-ray intensity, while the declining parts follow decreases in X-rays with a longer lag (e.g. flares near 2700, 2800, 3500 and 4000 s).
(v) Lags are not necessarily unambiguous -see the complicated structures in the ranges 1300-1500 and 2800-3200 s.
A model which can describe all these features is beyond the scope of this paper. We focus on (i) and (iii) only, and remark that a combination of the model below with the approach of O'Brien et al. (2002) could possibly accommodate all aspects listed above.
Only one change is made to the set of model equations (1) and (2): the innovations in (2) are replaced by lagged, scaled versions of the innovations in (1), i.e.
replaces (2). The implication is that both X-ray and optical processes are 'driven' by the same set of innovations {η
with respective 'amplitudes' σ ηx and σ ηv . Furthermore, the optical process only responds to the innovation η x (t) at the time t + τ . In order to accommodate the possibility that the lag is variable, the data could be partitioned. Alternatively, data in overlapping 'windows' could be studied in order to obtain local values of τ . In what follows, the parameter values of Table 1 will be assumed to hold, and τ will be estimated from the ccf. We proceed to study its theoretical properties for the bivariate time-series defined by (1) and (3).
P RO P E RT I E S O F T H E C RO S S -C O R R E L AT I O N F U N C T I O N
It is well known that autocorrelation in the components of a bivariate time-series influences the cross-correlation between the two series: for example, Koen (1994) presented simulation results showing that substantial cross-correlation between completely independent series may be obtained. It is therefore necessary (i) to find the autocovariance structures of the two individual time-series, and (ii) to establish the effects of the autocorrelations on the ccf.
Further insight into the data structure is possible by the simple expediency of binning: this avoids possibly introducing artifacts due to complicated smoothing algorithms, and allows the analyst to study the behaviour of the data set over different time-scales. The latter aspect bears some resemblance to the more traditional frequency domain analysis of bivariate time-series, but avoids the implicit assumption that the relationship between the two series is constant over time. Properties of the ccf of binned data are also derived below.
The formulae below are given for the X-ray data only; the forms for the optical data are entirely analogous. The theoretical autocovariance of X(t) as defined by (1) is
where
The result follows by noting that γ X (k) = γ x (k) + γ e (k), and using the well known form for γ x (k) (e.g. Chatfield 1989).
Consider now the case of data points binned together. For nonoverlapping bins, the bin midpoints are at
The autocovariance function of thex(t j ) is derived in Appendix A; using (A2) and (A3),
where C and C 0 are constants which depend only on , α x and σ x . The theoretical ccf is dealt with in Appendix B, where it is shown that for unbinned data ( = 1)
which of course incorporates the autocorrelations of the two individual series. It is noteworthy that the maximum cross-correlation is less than 0.4, even for perfectly correlated x(t) and v(t): this is, of course, a consequence of the inevitable measurement noise. The result for binned data is considerably more complicated, consisting of five functions defined on contiguous domains -see equations (B6)-(B8) and the sentence following (B8).
The sample cross-correlation function (sccf) of the LMC X-2 data will be calculated below. As the results of the previous section suggested that the relationship between the two series may not be constant, the sccf will be calculated over a data window of width 2W + 1, centred on a choice of time points t:
with an obvious modification to the summation limits for negative τ . The local mean and variance of the X-ray data at time t are Rather more surprising is that the sccf shows considerable downward bias for 'small' sample sizes. This means that for time-series of the types discussed in this paper -which are typical of, for example, X-ray binaries -cross-correlations will be underestimated unless the number of data are substantial. It is also noteworthy that the bias increases with increasing difference between the lag k and τ .
In order to further evaluate the sccf r XV (k) its standard errors need to be known. The conventional approach is to use
or, in the case of binned data,
Examination of formulae for the asymptotic standard errors on r XV (k) given in Appendix C shows that (8) is only appropriate for series with no autocorrelation. Furthermore, it addresses only one of two null hypotheses of interest, namely that there is no relation between the two series (zero cross-correlation; hypothesis 1). The second hypothesis is that a model of the form described by equations (1) and (3), with its associated ccf, is applicable (hypothesis 2). Over most of the timespan of the observations only the second hypothesis is of interest, as it is blatantly clear from e.g. Fig. 3 that there is a strong relationship between the two series. Results for hypothesis 1 are shown in Fig. 5 , for various sample sizes N and bin widths . Lower (dot-dashed) lines are the conventional error estimates (8); upper (solid) lines are the asymptotic errors (C9); and the dots show mean values from 20 000 simulations. Parameter values for the latter two cases were taken from Table 1 .
It is clear that the conventional ccf variances given by (8) severely underestimate the true bounds on the ccf, even for data sets with a few thousand observations. The asymptotic formula (C9) is seen to give a good approximation for N > 1000 or so. Finally, the standard errors increase with for a given N; this is a manifestation of the effective decrease in the sample size, due to the binning. Standard errors on the sccf under hypothesis 2 were calculated from the same simulations used to generate Fig. 4 ; results appear (1) and (3) applies with parameters as in Table 1 . Data are not binned.
in Fig. 6 . These can be used in combination with the information in Fig. 4 to test whether the sccfs are consistent with the model specified by equations (1) and (3).
The simulation results also allow the estimation of probabilities of correct detection of the lag τ between the two series. The effect of sample size N is illustrated in Fig. 7 ; as expected the probability of finding the correct lag increases with N. As an example, for N = 2000 the probability of making an error of more than two time units in the lag is about 8 per cent; for N = 500 the number is 17 per cent and for N = 200 it is 42 per cent. Inspection of Fig. 8 shows that binning improves the probability of finding the lag in the right interval (but, of course, at the expense of resolution): for N = 200, the probability of making an error of more than two time-units drops from 42 per cent for = 1 to 32 per cent for = 2.
The reader's attention is drawn to the asymmetry of the histograms in Figs 7 and 8; this is due to the inequality of α x and α v . Clearly the probability of underestimating the lag can be substantially greater than the probability of over-estimation; for N = 2000 ( = 1) the numbers are 37 and 20 per cent, respectively.
A P P L I C AT I O N TO L M C X -2
The results of applying the theory of Section 4 to the LMC X-2 observations are plotted in Figs 9-11, for = 1, 5 and 10, respectively. In all three cases moving windows including about 200 observations were used: results based on fewer points are very noisy, and the timeresolution with wider windows is too poor. The short, heavy lines in the top panels of the figures show the actual window widths; of course, in each of the diagrams this is also a 'dependence time-scale' for the estimates plotted, in the sense that estimates further apart are based on non-overlapping data. (1) and (3) Lags are estimated subject to the constraint (imposed by the physical model) that they be non-negative; for the sake of interest the top panel of Fig. 9 shows the result of not making this assumption. The lag estimates plotted correspond to the maxima of the ccfs, and are plotted against the midpoints of the data windows. The actual correlation coefficient maxima are graphed in the bottom panels of the three figures. The broken lines are the ±1σ limits (from Fig. 6 ) on the maximum correlation (from Fig. 4) , and the solid line is the 1σ bound on zero correlation (from Fig. 5) .
We offer the following observations.
(i) Despite the relatively small sample sizes of order 200 points used, correlations are significantly non-zero over much of the range of the observations. In particular, correlations are at or above the 3σ level for t (in units of 2.019 s) in the approximate interval (800, 2000) .
(ii) For = 1 virtually all correlations lie within ±2σ of the value expected for the model of equations (1) and (3); for = 5, 10 correlations are discordant in the approximate interval (300, 600) and for t > 2100.
(iii) The lag ambiguity referred to in point (v) of Section 2 is partially responsible for the very noisy appearance of the estimates shown in Figs 9-11. Some of the smaller jumps, particularly in Fig. 9 , can be ascribed to sampling fluctuations -cf. Figs 7 and 8. Nevertheless, it is clear that there is long time-scale coherence in the lags estimated.
(iv) Figs 9-11 suggest that the lag τ is in the range (0, 10) over the interval (100, 250); is undefined over (300, 700); increases from about 4 to about 15 over (750, 1800); drops from 15 to about 8 over (1800, 2000) ; and is undefined thereafter.
(v) Inspection of Fig. 8 shows that the probability of a non-zero estimated lag, given that the true lag is zero, can readily be assessed. For example, for = 10, the probability of finding a lag of 10 (compare with Fig. 11 ) is 2.6 per cent. For = 1, the probabilities of finding lags larger than 5 or 10 (compare with Fig. 9 ) are 5.8 per cent and 1.8 per cent respectively. The implication is that the estimated lags are significantly non-zero over large time intervals. The interested reader is referred to McGowan et al. (2003) for an interpretation of this result.
D I S C U S S I O N
Some of the most interesting general results of this paper are as follows.
(i) It was shown that the two time-series are individually well modelled as 'near unit root' (i.e. α x , α v almost unity) first-order autoregressive processes with superposed measurement noise. Previous experience leads us to believe that many other similar data sets can be modelled similarly.
(ii) Within the framework adopted here, the model specified by equations (1) and (3) appears to be adequate for the LMC X-2 data, provided allowance is made for time-dependence of the lag τ (but see below).
(iii) The main thrust of this paper was an exploration of the properties of the ccf of data satisfying equations (1) and (3), both for raw and for binned data. The autocovariances, cross-correlations, and asymptotic standard errors of the ccf were derived in the appendices.
(iv) Binning substantially increases the cross-correlation; as an example, compare Figs 1 and 12.
(v) The sample ccf is a biased estimator for the ccf, even for fairly large samples (Fig. 4) . The asymptotic bounds for zero crosscorrelation are overestimates for sample sizes smaller than about 500.
(vi) Standard errors on the estimated ccf for data satisfying (1) and (3) are best found by simulation when the data are binned.
(vii) The results summarized by Figs 7 and 8 show that very large samples are needed for precise lag estimates.
We conclude by mentioning a few other avenues worthy of exploration.
(i) Radio observations of GRS 1915+105 given in Fender et al. (2002 show quasi-periodic variations. The authors make use of cross-correlations between measurements at two different wavelengths to derive a lag. Applying the methods of this paper to such observations would be very interesting: it is known (e.g. Kraicheva et al. 1999 ) that quasi-periodicities can be modelled as second order autoregressive processes, so that the problem may be conceptually little different from the first-order autoregressions treated here. (ii) It is well known that inference for non-zero correlation coefficients ρ is best done using the transformation Devore 2000) . Simulations as described in Section 4 can easily be used to study the properties of
(iii) It has already been mentioned that the model comprised of equations (1) and (3) is an oversimplification. Improvements in two areas are needed. The first is the physical description of the system under consideration. Typically this has been very vague in this type of study. In this regard the paper by O'Brien et al. (2002) appears to be a significant advance. The other area is that of the statistical modelling techniques. Ideally, a simultaneous model for the two time-series should be formulated which allows for time variability in all parameters. This could be accomplished by formulating models in terms of probability distributions (at each time-point) for parameters of interest (such as the lag), rather than only obtaining point estimates. In the present context of indexed (or equally spaced) timeseries the methodology of 'Markov chain Monte Carlo state space' modelling (e.g. Carlin, Polson & Stoffer 1992) could be considered.
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A P P E N D I X A : T H E O R E T I C A L AU TO C OVA R I A N C E F U N C T I O N S
For x(t) as defined by the second equation in (1),
(e.g. Chatfield 1989). Then, forx(t j ) as defined in Section 4 above, and k > j,
where t k − t j = (k − j) is the lag. Using the modulus of the lag in (A2) ensures that the same result holds for j > k: (A2) is thus valid for all nonzero lags.
By making use of Taylor expansions up to third order in (1 − α x ) it can be shown that
For our data both α x and α v are very close to unity, so that the term in square brackets is also approximately unity for small . Comparison of (A1) and (A4) then shows thex(t j ) form a first-order autoregressive process. For larger , the term in square brackets can deviate substantially from unity, and thex(t j ) form an autoregressive moving average process with both orders unity (see e.g. Koen & Lombard 1993, or any modern text on time-series analysis).
A P P E N D I X B : T H E O R E T I C A L C RO S S -C O R R E L AT I O N F U N C T I O N S
The theoretical covariance of X(t) and V (t) is
Following standard procedure we write
Using the fact that η x (t) is white noise,
it follows that the cross-correlation between X(t) and V (t) at lag k is
For the parameter values in Table 1 , B xv = 0.377. It is interesting that even in the case of zero measurement error, the maximum cross-correlation is only 0.883. The required algebra is considerably more in the case of binned data. Suppressing the subscript on η x for convenience, the analogous equation to (B1) is 
Similarly,
where η is again η x .
The following results can be derived from (B4) and (B5) after some manipulation: for p = k − τ ,
For 0 < p = k − τ < :
For k = τ γ (k ) = Aσ 2 ηx
For − < p = k − τ < 0, α x and α v are interchanged in (B7); and for p = k − τ − , α x and α v are interchanged in (B6). Fuller (1996) provides the asymptotic result:
A P P E N D I X C : VA R I A N C E S O F T H E E S T I M AT E D C RO S S -C O R R E L AT I O N S
(A small error in Fuller's formula has been corrected: the order of the two indices on the cross-correlation is reversed in its fourth and seventh occurrences in his expression). The derivation of the analytical result for the case of unbinned data is tedious, and presented without details below. For the case of binned data we rely on numerical calculations based on (A2), (A3 
where B x ≡ C/C 0 and analogously for B v . Then
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