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Abstract
In this short paper we investigate the number of ways to write a positive integer as a product
of two co-prime positive integers. More specifically, we are interested in finding an efficient way to
calculate the sum of these number of ways for first n natural numbers. We find some interesting
results for this sum involving Mo¨bius function and such.
2010 Mathematics Subject Classification: 11N64 , 11N37.
1 Introduction
We define ϕ(a, n) as the number of positive integers less than or equal to n which are co-prime to a.
Then, ϕ(n, n) = ϕ(n) is Euler function of n. It is well known that1 if n has k distinct prime factors,
then we can easily find ϕ(a, n) in O(2k). We also define T (N) as the total number of divisors from 1 to
n, so T (n) =
∑n
i=1 pi(i) where pi(n) denotes the number of positive divisors of n. This paper uses some
well known results which are available in pretty much most elementary number theory book that covers
arithmetic functions. A comparatively new reader can consult with [1, chapter 2, 3] for some well known
facts we will use. As for notations, we will opt for the well established ones.
We denote the number of distinct prime factors of a positive integer n by ω(n). Mo¨bius function is
defined as usual.
µ(n) =


1 if n = 1
0 if x2|n for some x > 2
(−1)ω(n)
Consider a positive integer n. Denote the number of pairs (a, b) such that 1 ≤ a, b ≤ n, gcd(a, b) = 1 and
n = ab as f(n). We are interested in f(n) and the cumulative summation F (n) =
∑n
i=1 f(i). Our aim
is to calculate the sum in two ways and show that,
2n− 1 + 2
∑
i>1
i2<n
(
ϕ
(
i,
⌊n
i
⌋)
− ϕ (i)
)
= T (n)−
⌊√n⌋∑
i=2
µ(i)T
(⌊ n
i2
⌋)
We will also discuss the complexity of calculating this sum.
1Consult with [1, chapter 3] for discussion on big O notation.
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2 Main Results
We have to find out f(n) before we can move on to find F (n). Finding f(n) is fairly easy.
Theorem 2.1. For any positive integer n, f(n) = 2ω(n).
Proof. Assume that n has the canonical prime factorization pe11 p
e2
2 · · · pekk . Since a and b both divides n
but have no common divisors other than 1, they will consist of different prime factors. We denote the
set of prime factors of n as P (n). Note that P (a), P (b) ⊂ P (n) and P (a)∩P (b) = {}. Also, if pi ∈ P (n)
and pi|a, the exponent of p can run from 0 to ei. For j such that pj 6∈ P (a), pj ∈ P (b) and it can
have exponent 0 to ej . However, this allows us to show a bijection for each subset of the set P (a) to a
pair (a, b). Therefore, the number of such pairs is the same as the number of subsets of P (a), which is
2ω(n).
Now we can turn our attention to F (n). As we can see,
F (n) =
n∑
i=1
2ω(i)
does not really help us to understand the sum. Also for large n, this is no practical way to use. We use
a very interesting result to help with our calculation.
Lemma 2.2. For any positive integer n, 2ω(n) =
∑
d|n µ
2(d).
Proof. It is well known that Mo¨bius function is a multiplicative function. We also know that the divisor
summation function of a multiplicative function is multiplicative as well. Therefore,
∑
d|n µ
2(d) is a mul-
tiplicative function. We can use prime factorization of n to express this sum as a product of expressions
with those primes.
∑
d|n
µ2(d) =
k∏
i=1

 ei∑
j=0
µ2(pji )


=
k∏
i=1
(
µ2(1) + µ2(p)
)
since µ(pji ) = 0 for j ≥ 2
=
k∏
i=1
(1 + 1)
= 2k
= 2ω(n)
Next, we use a generally used technique to sum over divisor summatory functions.
Lemma 2.3. If f(n) =
∑
d|n g(d) and S(n) =
∑n
i=1 f(i), then
S(n) =
n∑
i=1
g(i)
⌊n
i
⌋
The proof is pretty straightforward. In the sum each term for d appears exactly
⌊n
d
⌋
times in the
sum. Now we are ready to prove our main theorem.
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Theorem 2.4. For any positive integer n,
F (n) = T (n)−
⌊√n⌋∑
i=2
µ(i)T
(⌊ n
i2
⌋)
Proof. Using (2.3), we have
F (n) =
n∑
i=1
f(i)
=
n∑
i=1
2ω(i)
=
n∑
i=1
∑
d|i
µ2(d)
=
n∑
i=1
µ2(i)
⌊n
i
⌋
=
n∑
i=1
⌊n
i
⌋
−
∑
i=1
µ(i)=0
⌊n
i
⌋
=
n∑
i=1
⌊n
i
⌋
−
∑
i=1
x2|i
1<x≤√n
⌊n
i
⌋
= T (n)−G(n)
We can use principle of inclusion and exclusion to calculateG(n). See that for any x such that 1 < x2 ≤ n,
the numbers x2i are not square-free for 1 ≤ i ≤ ⌊n/x2⌋. However, if µ(x) = 1 then these x will contribute
the sum to G(n) and if µ(x) = −1 then this sum will be extra in G(n). Therefore, we have
G(n) =
n∑
i=2
µ(i)
⌊n/i2⌋∑
x=1
⌊ n
i2x
⌋
=
n∑
i=2
µ(i)
⌊n/i2⌋∑
x=1

⌊ n
i2
⌋
x

=
n∑
i=2
µ(i)T
(⌊ n
i2
⌋)
Substituting this in F (n), we reach the formula.
We will now discuss another way of finding this sum, hence showing both sums are identical.
Theorem 2.5. With the same notations as above,
F (n) = 2n− 1 + 2
∑
i>1
i2<n
(
ϕ
(
i,
⌊n
i
⌋)
− ϕ (i)
)
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Proof. We can redefine the sum F (n) in a way such that F (n) is the number of all pairs of (a, b) such
that 1 ≤ a ≤ b ≤ n, gcd(a, b) = 1 and ab ≤ n. Note that (a, b) is not a valid pair for a = b if a > 1. If
either of them is 1, then all integers from 1 to n forms a valid pairs. In this case, we get 2n − 1 such
pairs in total. Therefore, now we only need to consider when 1 < a < b ≤ n. Here, a = b needs not be
considered because otherwise, gcd(a, b) = a > 1.
Fix a positive integer a > 1 such that a2 < n. Then as long as we count the number of b such that
ab ≤ n and gcd(a, b) = 1, we are fine. Since b ≤ n
a
and also b > a (since b = a would give us gcd(a, b) > 1
as a > 1), number of such b is the number of co-prime integers in the range a + 1 ≤ x ≤
⌊n
a
⌋
, which is
actually ϕ
(
i,
⌊n
a
⌋)
− ϕ (a). Thus, we get the following.
F (n) = 2n− 1 + 2
∑
i>1
i2<n
(
ϕ
(
i,
⌊n
i
⌋)
− ϕ (i)
)
We finally have our theorem.
Theorem 2.6. For any positive integer n,
T (n) = 2n− 1 + 2
∑
i>1
i2<n
(
ϕ
(
i,
⌊n
i
⌋)
− ϕ (i)
)
+
⌊√n⌋∑
i=2
µ(i)T
(⌊ n
i2
⌋)
We can also show that F (n) can be calculated in O(
√
n logn) time complexity using the next two
theorems. The first one is somewhat well known. The second one is proven in [1, theorem 3.2].
Theorem 2.7. For any positive integer n,
T (n) = 2
⌊√n⌋∑
i=1
⌊n
i
⌋
− ⌊√n⌋2
Theorem 2.8. For any positive integer n,
n∑
i=1
1
n
= logn+ C +O
(
1
n
)
for some constant2 C.
This allows us to swiftly find time complexity for F (n).
Theorem 2.9. Time complexity of F (n) is
√
n logn.
Proof. First of all, we can calculate T (n) in O(⌊√n⌋). If we check the sum, we can see that for a fixed i
in every iteration, we need to calculate T
(⌊ n
i2
⌋)
and µ(i). One can calculate number of distinct prime
factors for all 1 ≤ i ≤ ⌊√n⌋ beforehand. This can be optimized if one sieves through all the primes and
stores smallest prime factors for all 1 ≤ i ≤ ⌊√n⌋. So the complexity of this calculation is O(√n log√n)
2This is actually Euler-Mascheroni constant
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since n can have at most logn prime factors. Also, as we have already shown T
(⌊ n
i2
⌋)
can be calculated
in O
(√⌊ n
i2
⌋)
. Thus, time complexity of F (n) is
⌊√n⌋∑
i=2
O
(√⌊ n
i2
⌋)
+O(
√
n log
√
n) ≤
⌊√n⌋∑
i=2
√
n
i2
+O(
√
n log
√
n)
=
√
n
⌊√n⌋∑
i=2
1
i
+O(
√
n log
√
n)
<
√
n
⌊√n⌋∑
i=1
1
i
+O(
√
n log
√
n)
=
√
n(log
√
n+ C +O
(
1√
n
)
+O(
√
n log
√
n)
= O(
√
n log
√
n)
= O(
√
n
1
2
logn)
= O(
√
n logn)
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