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Abstract
Let C(r) = [Cij ], r = 1, 2, . . . , R, be block m×m matrices where Cij (r) are nonneg-
ative Ni ×Nj matrices for i, j = 1, 2, . . . , m. Let ‖ · ‖ be a consistent matrix norm. De-
note for each r by B(r) = [‖Cij (r)‖] an m×m matrix. The relation of the spectral radii
ρ(
∏R
r=1 C(r)) and ρ(
∏R
r=1 B(r)) is studied in this paper. It is shown with two proofs that
ρ

 R∏
r=1
C(r)

  ρ

 R∏
r=1
B(r)

 .
As shown in one of the proofs, ρ(
∏R
r=1 B(r)) can be reduced so that it gives a better estima-
tion of ρ(
∏R
r=1 C(r)).
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let {N1, . . . , Nm} be a set of positive integers and N be a positive integer. Let Cij
be real Ni ×Nj matrices for i, j = 1, . . . , m. Then the matrix
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C = [Cij ] =


C11 · · · C1m
...
.
.
.
...
Cm1 · · · Cmm

 (1.1)
is called a block m×m matrix and a square blockm×m matrix when Cij are square
matrices of order N. Each Cij is referred to as the (i, j) block of C. Let
C(r) = [Cij (r)] =


C11(r) · · · C1m(r)
...
.
.
.
...
Cm1(r) · · · Cmm(r)

 , r = 1, . . . , R, (1.2)
be R block m×m matrices where Cij (r) are real Ni ×Nj matrices. If a matrix
P = [pkl], then |P | is the nonnegative matrix whose entries are |pkl |. In many
applications, the spectral radius ρ(
∏R
r=1 C(r)) needs to be computed or estimat-
ed. For example [1], in the design of two-dimensional (2-D) digital filters with
periodic coefficients in signal processing, one of the sufficient conditions for zero-
input stability of a 2-D digital filter with periodic coefficients is ρ(
∏R
r=1 |C(r)|) < 1,
where Cij (r) are functions of parameters of the filter and R is the greatest com-
mon divisor of two periods. The computational complexity of ρ(
∏R
r=1 |C(r)|) in-
creases as the size of Cij (r) or R increases. It is important to find an estimate of
ρ(
∏R
r=1 |C(r)|) with less computations. In this paper, we investigate estimations of
ρ(|C|) and ρ(∏Rr=1 |C(r)|).
Throughout the paper, we call ‖ · ‖ a consistent matrix norm if for all rectangular
matrices A and B it satisfies the following four axioms:
(1) ‖A‖  0, and ‖A‖ = 0 if and only if A = 0;
(2) ‖cA‖ = |c|‖A‖ for any scalar c;
(3) ‖A+ B‖  ‖A‖ + ‖B‖, where A and B are in the same size; and
(4) ‖AB‖  ‖A‖‖B‖ provided that AB is defined.
Since ρ(C)  ρ(|C|), without loss of generality we assume that C and C(r) for
r = 1, . . . , R are nonnegative from now on. Denote by m×m matrices B = [‖Cij‖]
and B(r) = [‖Cij (r)‖] for r = 1, . . . , R, where ‖ · ‖ is a consistent matrix norm. In-
equalities ρ(C)  ρ(B) and ρ(
∏R
r=1 C(r))  ρ(
∏R
r=1 B(r)) are derived in Section
2. Clearly, the computational complexities of ρ(B) and ρ(
∏R
r=1 B(r)) are much less
than the ones of ρ(C) and ρ(
∏R
r=1 C(r)), respectively. So, ρ(B) and ρ(
∏R
r=1 B(r))
can be used to estimate ρ(C) and ρ(
∏R
r=1 C(r)), respectively. In Section 3, an al-
ternative proof for the inequality ρ(C)  ρ(B) with ‖ · ‖1 and ‖ · ‖∞ is given. The
proof suggests a way to reduce ρ(B) and ρ(
∏R
r=1 B(r)) to improve their estima-
tions to ρ(C) and ρ(
∏R
r=1 C(r)), respectively. Numerical examples are discussed to
illustrate the findings.
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2. Estimations of ρ(C) and ρ(
∏R
r=1 C(r))
Theorem 2.1. Let C = [Cij ] be a block m×m matrix where Cij are nonnegative
Ni ×Nj matrices. Let B = [‖Cij‖] a nonnegative m×m matrix where ‖ · ‖ is a
consistent matrix norm. Then
ρ(C)  ρ(B). (2.1)
Proof. First we consider the case where C is nonnegative and irreducible, and each
Cij is a square matrix of order N . By the Perron–Frobenius Theorem [3], ρ(C) is an
eigenvalue corresponding to a positive vector x in RNm, i.e.,
Cx = ρ(C)x.
Let x = [xT1 , . . . , xTm]T, where xi ∈ RN and z = [z1, . . . , zm]T ∈ Rm, where zi =‖xi‖ for i = 1, . . . , m. Then for 1  i  m,
m∑
j=1
Cijxj = ρ(C)xi,
which implies
ρ(C) zi = ρ(C)‖xi‖ 
∥∥∥∥∥∥
m∑
j=1
Cijxj
∥∥∥∥∥∥ 
m∑
j=1
‖Cij‖ ‖xj‖ =
m∑
j=1
‖Cij‖ zj .
Since the inequality ρ(C)zi 
∑m
j=1 ‖Cij‖ zj holds for all i = 1, . . . , m, we have
ρ(C) z  B z.
Since B is nonnegative and z > 0 [2],
ρ(C)  ρ(B).
Secondly, we show that the inequality (2.1) holds for all nonnegative matrices C
where Cij ’s are square. Let Cij = [c(ij)kl ] for i, j = 1, . . . , m. For each  > 0, define
Cij () :=
[
c
(i,j)
kl + 
]
for all i, j = 1, . . . , m,
and
C() := [Cij ()] and B() := [‖Cij ()‖]mi,j .
Since Cij ()’s are positive, they are irreducible for all i, j, and therefore
ρ(C())  ρ(B()).
By the continuity of ρ, we have
ρ(C) = lim
→0 ρ(C())  lim→0 ρ(B()) = ρ(B).
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Finally, we show that the inequality (2.1) holds for all nonnegative matrices C
where Cij ’s are Ni ×Nj matrices. Let N = max1im{Ni}. Define C = [Cij ] a
block m×m matrix where each Cij is a square matrix of order N and
Cij =
[
Cij 0
0 0
]
.
Clearly, ‖Cij‖ = ‖Cij‖ for all i, j . Since there exists a permutation matrix P such
that
PCP T =
[
C 0
0 0
]
,
ρ(C) = ρ(C). Then B := [‖Cij‖] = B. Since C is a nonnegative square block ma-
trix, we have
ρ(C)  ρ(B) = ρ(B).
Therefore, ρ(C)  ρ(B). 
The inequality (2.1) also holds for a product of block matrices C(r) as defined
in (1.2). For simplicity, a product of two matrices is considered in the following
theorem.
Theorem 2.2. Let C(r) = [Cij (r)] be block m×m matrices for r = 1, 2, where
Cij (r) are nonnegative Ni ×Nj matrices for i, j = 1, . . . , m. Define B(r) =
[‖Cij (r)‖] for r = 1, 2 and ‖ · ‖ is a consistent matrix norm. Then
ρ(C(2)C(1))  ρ(B(2)B(1)). (2.2)
Proof. It suffices to show that the norm of the (i, j) block of C(2)C(1) is less than
or equal to the (i, j) element of B(2)B(1). Observe that the (i, j) block of C(2)C(1)
is
∑m
k=1 Cik(2)Ckj (1). Then∥∥∥∥∥
m∑
k=1
Cik(2)Ckj (1)
∥∥∥∥∥ 
m∑
k=1
‖Cik(2)Ckj (1)‖ 
m∑
k=1
‖Cik(2)‖‖Ckj (1)‖
= the (i, j) element of B(2)B(1).
By Theorem 2.1, the proof of (2.2) is completed. 
Theorem 2.1 with induced matrix norms was first presented in [4]. We extend
the result to any consistent matrix norm and give a completely different proof. In
addition, we generalize the result to a product of block matrices. In practice, Frobe-
nius norm ‖ · ‖F, 1-norm ‖ · ‖1 and ∞-norm ‖ · ‖∞ are commonly used. For many
applications, the estimate ρ(B) using ‖ · ‖F, which is not an induced matrix norm, is
better than the ones using ‖ · ‖1 and ‖ · ‖∞. For example, consider
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C(r) =
[
C11(r) C12(r)
C21(r) C22(r)
]
, r = 1, 2, (2.3)
where
C11(1) =
[
0.4 0
0.1 0.2
]
, C12(1) =
[
0.4 0.2
0.2 0.1
]
,
C21(1) =
[
0.2 0.3
0 0.1
]
, C22(1) =
[
0.2 0
0.3 0.1
]
,
C11(2) =
[
0.1 0.2
0.4 0.3
]
, C12(2) =
[
0.1 0.2
0.4 0.1
]
,
C21(2) =
[
0.1 0.3
0.4 0.1
]
, C22(2) =
[
0.1 0.2
0.3 0.3
]
.
Let Bp(r) = [‖Cij (r)‖p] for i, j, r = 1, 2, where p = ∞ or F. Then we have
ρ(B∞(2)B∞(1)) = 1.0918 and ρ(BF(2)BF(1)) = 0.8661. (2.4)
3. Improving the estimation of ρ(C) and ρ(
∏R
r=1 C(r))
Because of the inequality (2.2), ρ(
∏R
r=1 C(r)) can be estimated by ρ(
∏R
r=1 B(r)).
For some applications, ρ(
∏R
r=1 B(r)) may be much larger than ρ(
∏R
r=1 C(r)). In
this section, we give an alternative proof for the inequality (2.1) with ‖ · ‖1 or ‖ · ‖∞.
The proof describes how much ρ(C) is enlarged and suggests a way to reduce ρ(B).
It is known [2] that if row sums of a nonnegative square matrix P = [pij ] of order
Nare constant, i.e.,
N∑
j=1
pij = c for i = 1, . . . , N,
then ρ(P ) = ‖P ‖∞ = c. This result can be generalized to square block matrices as
given in Lemma 3.1.
Lemma 3.1. Let A = [Aij ] be block m×m matrix, where Aij are nonnegative
square matrices of order N. If the row sums of Aij are bij for i, j = 1, . . . , m, and
B = [bij ] an m×m matrix is irreducible, then
ρ(A) = ρ(B). (3.1)
Proof. Let eN = [1, . . . , 1]T ∈ RN. By assumption,
Aij eN = bij eN for all i, j = 1, . . . , m.
For v = [v1, v2, . . . , vm]T ∈ Rm, we have
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A(v ⊗ eN) =


∑m
j=1 vjA1j eN
...∑m
j=1 vjAmjeN

 =


∑m
j=1 vjb1j eN
...∑m
j=1 vjbmj eN


=


(∑m
j=1 vjb1j
)
eN
...(∑m
j=1 vjbmj
)
eN

 = (Bv)⊗ eN .
If (λ, v) is an eigenpair of B, i.e., Bv = λv, then
A(v ⊗ eN) = (Bv)⊗ eN = (λv)⊗ eN = λ(v ⊗ eN). (3.2)
Therefore, (λ, v ⊗ eN) is an eigenpair of A.
Since B is nonnegative and irreducible, by the Perron–Frobenius Theorem [3]
there exists v > 0 such that
Bv = ρ(B)v.
It follows from (3.2) that
A(v ⊗ eN) = ρ(B)(v ⊗ eN).
It is also known [2] that if a nonnegative and irreducible matrix has a positive ei-
genvector then the corresponding eigenvalue of this positive eigenvector is the spec-
tral radius of the matrix. The vector v > 0 implies v ⊗ eN > 0 and therefore ρ(B)
is ρ(A). It completes the proof. 
The equality (3.1) also holds for a product of block matrices. For simplicity, a
product of two matrices is considered in the following lemma.
Lemma 3.2. LetA(r) = [Aij (r)] be blockm×mmatrices for r = 1, 2 whereAij (r)
are nonnegative square matrices of order N for i, j = 1, . . . , m. Suppose that row
sums of Aij (r) are bij (r) for all i, j = 1, . . . , m and r = 1, 2, and B(r) = [bij (r)]
m×m matrices and B(2)B(1) is irreducible. Then
ρ(A(2)A(1)) = ρ(B(2)B(1)).
Proof. It suffices to show the row sums of the (i, j) block of A(2)A(1) are equal to
the (i, j) element of B(2)B(1) for all i, j = 1, . . . , m. Observe that the (i, j) block
of A(2)A(1) is
∑m
k=1 Aik(2)Akj (1). Since(
m∑
k=1
Aik(2)Akj (1)
)
eN =
m∑
k=1
Aik(2)(Akj (1)eN) =
m∑
k=1
Aik(2)(bkj (1)eN)
=
m∑
k=1
(Aik(2)eN)bkj (1) =
m∑
k=1
(bik(2)eN)bkj (1)
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=
(
m∑
k=1
bik(2)bkj (1)
)
eN ,
the row sums of the (i, j) block of A(2)A(1) are
∑m
k=1 bik(2)bkj (1) which is the
(i, j) element of B(2)B(1). 
Using Lemma 3.1, we can prove Theorem 2.1 by defining a block m×m ma-
trix A = [Aij ] where Aij are nonnegative Ni ×Nj matrices such that C  A and
‖Aij‖∞ = bij for i, j = 1, . . . , m. Details are given in the following theorem.
Theorem 3.1. Let C = [Cij ] be a block m×m matrix where Cij are nonnegative
Ni ×Nj matrices for i, j = 1, . . . , m, and let B = [‖Cij‖] an m×m matrix, where
‖ · ‖ is either ‖ · ‖1 or ‖ · ‖∞. Then
ρ(C)  ρ(B). (3.3)
Proof. In an analogous way as the proof of Theorem 2.1, it suffices to show the
inequality (3.3) holds if Cij ’s are square matrices of order N and B is irreduc-
ible. First we consider the case where ‖ · ‖ = ‖ · ‖∞. Let Cij = [c(ij)kl ] be square
matrices of order N. Define A = [Aij ] a block m×m matrix and Aij = DijCij ,
where
Dij = diag
{
d
(ij)
1 , . . . , d
(ij)
N
}
and
d
(ij)
k =


‖Cij ‖∞∑N
t=1 c
(ij)
kt
if
∑N
t=1 c
(ij)
kt /= 0
1 otherwise
for k = 1, . . . , N.
Since
N∑
t=1
c
(ij)
kt  ‖Cij‖∞ for k = 1, . . . , N,
Cij  Aij for all i, j = 1, . . . , m. Hence, C  A and ρ(C)  ρ(A).
Observe that row sums of Aij are ‖Cij‖∞ for all i, j = 1, . . . , m. Since B =
[‖Cij‖∞] is irreducible, it follows directly from Lemma 3.1 that ρ(A) = ρ(B).
Therefore,
ρ(C)  ρ(B).
The proof for the case where ‖ · ‖ = ‖ · ‖1 is the same with using the transposes of
A,B and C based on the facts that for any square matrix M ,
ρ(M) = ρ(MT) and ‖MT‖1 = ‖M‖∞. 
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The inequality (3.3) also holds for a product of block matrices. The proof is di-
rectly from Lemma 3.2 and Theorem 3.1. We state below the result with a product
of two matrices without giving a proof.
Theorem 3.2. Let C(r) = [Cij (r)] be block m×m matrices for r = 1, 2 where
Cij (r) are nonnegative Ni ×Nj matrices for all i, j = 1, . . . , m, and let B(r) =
[‖Cij (r)‖] m×m matrices for r = 1, 2, where ‖ · ‖ is either ‖ · ‖1 or ‖ · ‖∞. Then
ρ(C(2)C(1))  ρ(B(2)B(1)).
The proof of Theorem 3.1 describes how the matrix C is enlarged to the matrix
A. Notice the following:
• ‖Aij‖ = ‖Cij‖ for i, j = 1, . . . , m, where the same matrix norm ‖ · ‖ is used in
defining A.
• For i, j = 1, . . . , m, Aij = DijCij  max1kN {d(ij)k }Cij .
If all ratios d(ij)k are close to 1, then ρ(C) ≈ ρ(A) = ρ(B). So if the product of
the ratios
R∏
r=1
m∏
i,j=1
N∏
k=1
(
d
(ij)
k (r)
) (3.4)
can be reduced then the value of ρ(
∏R
r=1 B(r)) can also be reduced. To reduce the
value of ρ(
∏R
r=1 B(r)), we may want to find a permutation matrix P such that
ρ(B(R)B(R − 1) · · ·B(2)B(1)) < ρ(B(R) · · ·B(1)),
where
B(R) = [‖Cij (R)‖], C(R) = PC(R), and
B(1) = [‖Cij (1)‖], C(1) = C(1)P T.
One of the ways to form P is to switch rows of C(R) or switch columns of C(1) so
that
m∏
i,j=1
N∏
k=1
(
‖Cij (R)‖∑N
t=1 c
(ij)
kt (R)
)
m∏
i,j=1
N∏
k=1
(
‖Cij (1)‖∑N
t=1 c
(ij)
kt (1)
)
is reduced. We further explain this possible reduction through the following two
examples.
Example 3.1. Consider C(1) and C(2) given in (2.3). As given in (2.4), the esti-
mates of ρ(C(2)C(1)) using ‖ · ‖∞ and ‖ · ‖F are
ρ(B∞(2)B∞(1)) = 1.0918 and ρ(BF(2)BF(1)) = 0.8661,
respectively. To reduce ρ(B∞(2)B∞(1)), we let P be the permutation matrix that
switches the second and the third row of C(2) and let
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C(2) = PC(2), C(1) = C(1)P,
B∞(2) = [‖Cij (2)‖∞], B∞(1) = [‖Cij (1)‖∞]. (3.5)
Then the product of ratios defined in (3.4) is reduced from 259.26 to 17.92, and
ρ(B∞(2)B∞(1)) = 0.8256.
Example 3.2. We change C(1) in Example 3.1 as follows:
C11(1) =
[
0.4 0
1.0 0.2
]
, C12(1) =
[
0.4 0.2
0.2 0.1
]
,
C21(1) =
[
0.2 0.3
0 0.1
]
, C22(1) =
[
0.2 0
0.3 0.1
]
.
Then
ρ(C(2)C(1)) = 0.7439
and its estimates using ‖ · ‖∞ and ‖ · ‖F are
ρ(B∞(2)B∞(1)) = 1.6110 and ρ(BF(2)BF(1)) = 1.2113,
respectively. Let P again be the permutation matrix that switches the second and
third row of C(2) and define B∞(1) and B∞(2) as in (3.5). Then the product of
ratios defined in (3.4) is reduced from 583.33 to 10.08 and
ρ(B∞(2)B∞(1)) = 0.9827.
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