Horticulture is one of the important commodities in the agricultural sector. Developments of horticulture data collection have been conducting to improve planning. One of which is a method of Rumpun Counting (RC) to estimate productivity of horticultural commodities. However, the RC method is still facing difficulties in its application, for example the observation for commodity repetitive crop harvesting, such as chili. This study attempts to find out an appropriate statistical model among several alternatives for chili productivity in district Cianjur, West Java, Indonesia. We found that each group possesses a specific appropriate model.
Introduction
According to the Central Bureau of Statistics of Indonesia, [1] , in 2010, chili commodities had 0.32% contribution to total inflation of 6.96 percent. Cultivation of horticultural commodities in Indonesia is generally in the smallholder scale and using traditional techniques, while the cultivated horticultural commodities are limited. Distinctive nature of horticultural commodities which are not last longer in storage, easily damaged in transit, abundant in one season, but rare in other seasons and a very sharp price fluctuations [2] .
Very important horticultural data includes area width, production and productivity. Productivity data is obtained by the data production and harvested area. Harvested area and production data are collected by direct enumeration by their local government through the Agricultural Survey (SP) through interviews and allegations of eye sight (eyes estimate) officer. However, the data obtained from these two methods are not accurate because they are subjective, especially for production data. Therefore, be the development of methods of direct measurement of productivity of horticultural crops, so production data obtained from the product of area harvested and productivity.
Direct horticultural productivity measurement method directly used is Counting Clump (CC) [3] . Direct productivity measurement in the field has problems especially in commodities which has a repeated crop such as tomatoes and peppers. Operators must conduct continuous measurement during the harvest period. Another problem in the productivity of data collection in the field is that location of the sample plots is generally remote and difficult to reach (MOA, 2012) . To overcome the difficulties, [4] developed a model to estimate the total tomato production by reducing the frequency of harvest on field measurements. This research will try to fit the empirical productivity data with several alternatives of statistical models. Several models will be used to estimate the productivity of chili include exponential, polynomial, and growth models.
Chili production modeling can be done by looking at the pattern of production of the crop to harvest. In general, the production of horticultural crops especially a commodity which has repetitive pattern form a nonlinear pattern [4] . There are several non-linear models to be considered in the research. The first model to be discussed in this article is a nonlinear regression models. In general, a nonlinear regression model is written as follows:
where: Exponential model is an alternative to chili productivity modeling, is also an example of a nonlinear model that can be linearized. The general form of the exponential model is , [5] .
Many nonlinear models are grouped and designed for a particular case. One of the groups that are widely used nonlinear models is growth model. Growth model is used to describe how something grows along with increasing independent variable [6] . Usual known growth model are logistic growth model, Gompertz growth model, Richards growth model, Weibull growth models and Mitcherlic law growth models.
Logistic growth model is firstly introduced as a model of population growth. This model is basically refers to the form of the logistic regression equation, [6] . Form of the logistic growth model is as follows:
In the logistic growth model, when 0 = x , then θ must be positive to be able to interpret the logistic function, [5] .
Gompertz growth model was first proposed by B. Gompertz in 1825 which was used to calculate the average mortality. Characteristic of the Gompertz model is slow growth at the beginning and the end, with an inflection point that is not symmetrical, [7] . The model has the following form:
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The form of the Gompertz model is actually double exponential with 1 θ is growth limit parameter so that when 0
Meanwhile, Weibull growth model is one of the widely used growth model. The model has the following form:
In the Weibull model, when 0 = x , the growth is equal to 
Parameters Estimations
Usual parameter estimation in linear regression is obtained using the Least Squares (LS) method that is by minimizing the sum of squared errors resulting normal equations. Whereas for nonlinear models, parameter estimation using Nonlinear Least Squares (NLS) method.
NonlinearLeast Squares(NLS) Method
Nonlinear Least Squares (NLS) method is parameter estimation for nonlinear models is conducted by minimizing:
On the NLS estimation, the estimated value can only be resolved through iteration. Some of the methods used in the iteration process for NLS are the Gauss-Newton method and the Marquardt Compromise, [6] .
Gauss-Newton Method
One procedure which is often used in NLS is the Gauss-Newton procedure. This procedure requires the initial value of the parameter estimation. Suppose 
Equation (6) can be expressed into a linear model of the form: . The left side of Equation (7) is as residual of
and its parameters are replaced by the initial values.
The ji w on the Equation (7) is an explanatory variable while j γ as model coefficients. As the results, the structure of Gauss-Newton is a linear regression:
Estimated value of each parameter is determined by performing the following iterative process:
of Equation (8) by using Least Squares method.
Estimation of the first iteration is expressed as According [7] , Gauss-Newton procedures have weaknesses for certain issues, namely:
1. The convergence process may be very slow, in other words, it takes a lot of iteration steps before the solution is stable, although the residual sum of squares continue to reduce. 2. Sometimes it produces oscillating solutions, which are constantly changing direction and often the sum of squares up and down but in the end it is stable. 3. Iteration may not converge at all or even diverging, so the residual sum of squares keep rising indefinitely.
Marquardt Compromise
Marquardt Compromise procedure is the development of the Gauss-Newton procedure to calculate the increase in the vector of changes. The structure of the vector of increase for the sth iteration is the solution of the s γˆ on the following equation:
Marquardt stated that λ can improve convergence, [6] . Value of λ can handle the situation when the matrix is not full rank and W W ′ is a singular matrix. Selection of λ in the Marquardt procedure is adjusted in each iteration to ensure the reduction of residual. If the value of λ is started with a large value, the Marquardt procedure change γˆ step toward the steepest derivative. If the value of λ is small, the Marquardt is similar to Gauss-Newton procedure approach. The λ value is controlled by increasing or decreasing it if one phase fails to reduce residual. By doing this way, the Marquardt procedure is able to adjust by approaching the steepest derivative when away from the minimum residual. and since it represents deviance between original and estimated value, then a better model is represented by smaller value of the MAPE. Another measurement of goodness-of-fit is Root Mean Square Error (RMSE). It is used to figure out overall standard deviation of the difference between groups.The RMSE is calculated as follows:
Goodness-of-Fit of the Model
where SSE is Sum of Squares Errors, n is number of observations and the p is number of parameters in the model. Smaller RMSE value shows better model. The last measurement of goodness-of-fit to be considered in the research is Relative Standard Errors (RSE) which is defined as sample standard deviation which is stated in form of percentage of the sample mean, or:
In contrast tothestandard deviation which has thesame units as theoriginalobservations, the RSEis independent oftheunit of measurement used.
Data and Methodology

Data
In the study we use both empirical and generated data. The empirical data were obtained from chili production at 19 sample plots which were harvested in the second quarterly period (April-June) in 2012. The location was in district Cianjur, West Java, at four different sub districts which are Sukaresmi, Cugenang, Sukanagara, and Campaka. The empirical data will be used for generating simulated data. In the simulated data, we will generate 1000 productivity (1000 farmers) observations to represent a population. We will make 300 replications arbitrarily to the simulation. The variables to be generated are chili productivity per farmer per harvest time.
Methodology
Statistical models will be built based on pattern of estimated productivity which have been grouped. The following step are needed for the model building: 1. Fitting model for each group
The modelswill be testedare exponential, rank, logistic, and Gauss model. The selection ofthe best modelis based onthe value of 2 R and MSE . 2. Build amodel ofthe eachgroupestimatedproductivityaccording to the selected modelin Step1.
Results and Discussions
Patterns of chili productivity are displayed in Figure 1 (panel 1a-1f) . From the plots we can see that each group has its own pattern. Even though there are two groups are having the same theoretical models, but they have different values parameter estimates. We fit the chili productivity using several selected models such as logarithm, invers, quadratic polynomial, cubic polynomial, rank, exponential, Gompertz, Weibull, and Gauss model. Details for model fittings among several model alternatives for the data are displayed in Table 1 . Meanwhile, results of the best model fittings for each group are shown in Table 2 and the criteria in selecting the good model is done by looking at the value of 2 R and MSE . The best model for estimating productivity Group 1 is exponential modelwith the following form: The model can explain about 65.3% of the total variability with MSE value of 0.075. The value of estimated 1 β is negative which shows an exponential decline model form. It dues to the fact that measurement of production for the Group 1 was performed until the harvest period ends. It is also consistent with the pattern of chili productivity that it will decline until the harvest period ends. We found that logistic model is the most suitable model for describing chili productivity in Group 2. Productivity patterns described in the logistic model is not describing the harvest period in Group 2. That is because measurements of the production were not carried out until the end of the harvesting period. Pattern of the productivity reveals sigmoid shape, and has the following form: Amount of variability which can be explained by the model is 83.2% with MSE of 0091. As in Group 2, harvesting time of Group 3 has not reached the end of the harvest period. Sample plots in the Group 3 are generally conducted by doing 8 harvest times so that maximum productivity is unknown. This reality matches with the pattern of the model which continues to increase.
Similar to Group 1, in this research we also found that suitable model for Groups 4 is an exponential model of the form: This model has very high value of 2 R which is equal to 0.961 with relatively small MSE value of 0.009.
