In this paper an algorithm for minimization of a nondifferentiable function is presented. The algorithm uses the Moreau-Yosida regularization of the objective function and its second order Dini upper directional derivative. The purpose of the paper is to establish general hypotheses for this algorithm, under which convergence occurs to optimal points. A convergence proof is given, as well as an estimate of the rate of the convergence.
INTRODUCTION
The following minimization problem is considered: Many approaches have been presented for non-smooth programs, but they are often restricted to the convex unconstrained case. The reason for the restriction is the fact that a constrained problem can be easily transformed to an unconstrained problem using a distance function. In general, the various approaches are based on combinations of the following methods: subgradient methods, bundle techniques and the Moreau-Yosida regularization.
For a convex function f it is very important that its Moreau-Yosida regularization is a new function with the same set of minima as f and is differentiable with Lipschitz continuous gradient, even when f is not differentiable. In [13] , [14] and [23] the second order properties of the Moreau-Yosida regularization of a given function f are considered. Having in mind that the Moreau-Yosida regularization of a proper closed convex function is an 1 LC function, we present an optimization algorithm (using the second order Dini upper directional derivative (described in [1] )) based on the results from [3] , which is the main idea of this paper.
We shall present an iterative algorithm for finding an optimal solution of problem (1.1) by generating the sequence of points { } k x of the following form: 2 1 0,1,..., 0, 0
where the step-size k α and the directional vectors k s and k d are defined by the particular algorithms.
The paper is organized as follows: in the second section, some basic theoretical preliminaries are given; in the third section, the Moreau-Yosida regularization and its properties are described; in the fourth section, the definition of the second order Dini upper directional derivative and its basic properties are given; in the fifth section, the semi-smooth functions and conditions for their minimization are described. Finally, in the sixth section, a model algorithm is suggested, its convergence is proved and an estimate rate of its convergence is given, too.
THEORETICAL PRELIMINARIES
Throughout the paper we will use the following notation. A vector s refers to a column vector, and ∇ denotes the gradient operator 1 2 , ,..., The domain of a given function
< +∞ . We say that f is proper if its domain is nonempty.
The point
refers to the minimum point of a given function
The epigraph of a given function
The concept of the epigraph enables us to define convexity and closure of a function in a new way. We say that f is convex if its epigraph is a convex set, and f is closed if its epigraph is a closed set.
In this section, we will give definitions and statements that are necessary for this work. Definition 1. A vector n g R ∈ is said to be a subgradient of a given proper convex
holds for all n z R ∈ . The set of all subgradients of ( ) f x at the point x , called the
For a convex function f it follows that
(see [7] ). The concept of the subgradient is a simple generalization of the gradient for non-differentiable convex functions. 
. Then all accumulation points of the sequence{ } k g lie in the 
holds.
Proof. See in [9] or [17] .
, where B is a compact. Proof. See in [10] or [12] .
is a first order necessary and sufficient condition for a global minimizer at n x R ∈ . This can be stated alternatively as:
Proof. See [16] .
Lemma 4. If a proper convex function
Proof. The statement follows directly from Definition 2.
n n N = ∈ be convex functions, and
Then the function f is a convex function, and its subgradient g at the point n R x ∈ is given as follows:
(2.8)
for I i∈ , and Iˆ is the set
Proof. See in [7] . 
for some 0 L > . 
THE MOREAU-YOSIDA REGULARIZATION

Yosida regularization of a given function f , associated to the metric defined by M, denoted by F, is defined as follows:
The above function is an infimal convolution. In [18] it is proved that the infimal convolution of a convex function is also a convex function. Hence, the function defined by (3.1) is a convex function and has the same set of minima as the function f (see in [8] ), so the motivation of the study of Moreau-Yosida regularization is due to the fact that ( )
Definition 5. The minimum point ( ) p x of the function (3.1):
is called the proximal point of x .
Proposition 2. The function F defined by (3.1) is always differentiable.
Proof. See in [8] .
The first order regularity of F is well known (see in [8] and [13] ): without any further assumptions, F has a Lipschitzian gradient on the whole space n R . More precisely, for all n R x x ∈ 2 1 , the next formula:
holds (see in [13] ), where ( ) F x ∇ has the following form:
and ( ) p x is the unique minimum in (3.1). So, according to the above consideration and Definition 3, we conclude that F is an 1 LC function (see in [14] ).
Note that the function f has nonempty subdifferential at any point p of the form ( ) p x . Since ( ) p x is the minimum point of the function (3.1), then (see in [8] and [13] ):
In [13] it is also proved that for all 1 2 , n x x R ∈ the next formula:
is valid, namely the mapping ( )
, where ( ) p x is defined by (3.2), is Lipschitzian with constant λ Λ (see Proposition 2.3. in [13] ).
Lemma 6:
The following statements are equivalent:
Proof. See in [8] or [23] .
DINI SECOND UPPER DIRECTIONAL DERIVATIVE
We shall give some preliminaries that will be used in the remainder of the paper. Definition 6. [22] The second order Dini upper directional derivative of the function 
Since 
Proof. See in [1] and [22] . 
SEMI-SMOOTH FUNCTIONS AND OPTIMALITY CONDITIONS
A MODEL ALGORITHM
In this section an algorithm for solving the problem (1.1) is introduced. We suppose that at each n x R ∈ it is possible to compute
At the k-th iteration the direction vector 0 
where ( , ) such that the following two inequalities are satisfied:
where 0 1 σ < < is a reassigned constant, and 0 n x R ∈ is a given point. 
It follows from Lemma 3.1 in [22] that under the assumption A1, the optimal solution of the problem (6.1) exists.
In order to have a finite value ( ) i k satisfying (6.2), it is sufficient that k s and
The first relation follows from (6.5). Relating to the second condition, if
Consequently, using (6.4), we get
Now, suppose that for some
the inequality (6.2) holds, but the inequality (6.3) does not hold. In other words, we have the following:
that is, if there is no j for which 2 j k α satisfies (6.3), we shall obtain
The right side of the above inequality tends to −∞ as j → ∞ , that is, (ii) the level set
≤ is a compact convex set, and (iii) there exists a unique point
Proof. See in [6] .
Convergence theorem . If the Moreau-Yosida regularization ( ) F ⋅ of the proper closed convex function ( )
f ⋅ satisfies the assumptions A1, A2 ,A3 and A4, then for any initial
, as k → ∞ , where x is a unique minimal point of the function f. Proof. From (6.2), (6.5) and (6.6) it follows that
is a decreasing sequence, and consequently { } 
By the definition of the Dini derivative and by (6.4), we have
Accumulating all terms of order higher than
) and using the fact that ( ) 0 Proof . The proof directly follows from Theorem 9.2, page 167, in [11] .
CONCLUSION
The algorithm presented in this paper is based on the algorithms from [2] , [3] , [22] and [6] . The convergence is proved under mild conditions. This method uses minimization along a plane, defined by vectors k s and k d , to generate a new iterative point at each iteration. Relating to the algorithm in [3] , the presented algorithm is defined and it converges for noonsmooth convex function.
