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Abstract 
This paper revises traditional phenomenological approaches to the application of Vlasov 
equation to describe the dissipative systems. The original equation by A.A. Vlasov obtained 
differs from the classical Vlasov equation used in the scientific literature. The classical Vlasov 
equation cannot be used to describe the dissipative systems. The original Vlasov equation 
contains a non-zero right-hand side, derived from the first principles. It is shown that the original 
Vlasov equation describes the dissipative systems by the non-phenomenological way. The 
numerical modeling of the dissipative systems using the motion equations solution is performed. 
The numerical results show the good agreement with the exact solutions of the original Vlasov 
equation for the dissipative systems.  
In this way, a wide range of the statistical physics problems, the plasma physics, the 
astrophysics, the high-energy physics, the controlled fusion using the original Vlasov equation 
can be revised. 
 
Key words: Vlasov equation, modified Vlasov equation, dissipative systems, Boltzmann H-
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Introduction  
As of today, the Vlasov equation [1, 2] to describe a wide class of the interactive particle 
systems is used. Such systems examples are found in the statistical physics [3-6], the plasma 
physics, the thermonuclear fusion problems [7-11], the accelerator physics [12-14], the 
astrophysics [15-20] and the condensed matter physics [21-23]. There are the large numbers of 
the articles which the numerical solution of the Vlasov, Vlasov-Poisson and Vlasov-Maxwell 
equations are devoted. Here are a few of them [24-29].  
Usually the phenomenologically modified Vlasov equations for the dissipative systems 
are used [30, 31]. As a rule, the right-hand equation side by the semi-phenomenological way is 
changed. For example, the paper [30] considers the Enskog-Vlasov equation for studying the 
phase transitions. The right-hand side of the Enskog-Vlasov equation contains the collision 
integral phenomenologically introduced. It is possible to explain the number of phenomena by 
using the Enskog-Vlasov equation. This phenomena are not possible explain with using the 
classical Vlasov equation. In [31], for the particular case of the Enskog-Vlasov equation, the H-
theorem is proved. Also in [31], a comparison of the results of numerical simulation of fluid flow 
with experimental results is considered. The disadvantage of the Enskog-Vlasov equation is its 
semi-phenomenological nature and the need to specifically select the collision integral on the 
right-hand side of the equation.  
 Changes to the Vlasov equation by introducing the collision integral into the right-hand 
side contradict the A.A. Vlasov idea on the description of a collisionless particle system [1, 2]. 
The problem of inaccurate description of dissipative systems using the classical Vlasov equation 
consists in the incorrect form of using this equation. In [32], we showed that there is a difference 
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between the classical Vlasov equation, which is used in the description of dissipative systems, 
and the original equation, which was written by A.A. Vlasov. 
From the first principles, A.A. Vlasov wrote not one equation, but an infinite chain of 
self-linking equations for the distribution functions      1 2 3, , , , , , , , ,...f r t f r v t f r v v t  of random 
variables: coordinates, velocities, accelerations and higher orders accelerations. The classical 
Vlasov equation is understood as the second equation from the chain of Vlasov equations of the 
form:  
 
       2 2 2, , 0,r v
f
v f v f
t

    

    (i.1) 
 
where  2 2 , ,f f r v t  is a distribution function of the random variables: a coordinate and 
velocity. The variable  , ,v v r v t  corresponds to the average acceleration, that is [1,2] 
 
        
 
det
3
2 3, , , , , , , ,f r v t v r v t v f r v v t d v

     (i.2) 
 
where  3 , , ,f r v v t  is a distribution function of the random variables: a coordinate, velocity and 
acceleration. For average acceleration (i.2), A.A. Vlasov used the approximation v F m , 
where F  is a force actin on a particle with a mass m .  
The original second equation in the Vlasov chain is of the form [1,2]: 
 
     2 2 2div div 0.r v
f
f v f v
t

   
 
    (i.3) 
 
 In the particular case, at  ,v v r t  (that is div 0v v  ) the equation (i.3) goes into 
the classical Vlasov equation (i.1). In [32] we considered the «new» modified Vlasov equation  
 
       2 2 2 2, , ,r v
S
v S v S Q
t

     

   (i.4) 
     
det det
2 2 2ln , div .vS f Q v     
 
 The equation (i.4) is completely equivalent to the original equation (i.3) and in the 
general case of considering dissipative systems has a nonzero right-hand side 2 0Q  . Unlike the 
Enskog-Vlasov equation, the right-hand side 2Q  is present in the equation (i.4) from first 
principles without the use of phenomenology. 
 A natural question arises: «How well does the equation (i.4) describes dissipative 
systems»? The answer to this question is the subject of the given paper. 
 In this paper, we consider several types of the dissipative systems model, for which we 
obtain the exact solutions of the equation (i.3), (i.4). Next, we perform a simulation of the 
dissipative systems by numerically solving the motion equations. According to the obtained data, 
we construct the distribution functions      1 2 3, , , , , , , ,f r t f r v t f r v v t , with the help of which 
we determine the average value of v  and verify the correctness of the classical Vlasov 
equation (i.1) and the modified (original) Vlasov equation (i.3), (i.4). 
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 The paper has the following structure. In §1, three types of the dissipative systems are 
considered. For these systems, the exact solutions of the equation (i.1), (i.4) are constructed by 
the characteristics, and their properties are also considered. In §2, a numerical simulation of a 
system of 232  particles is performed. Numerical integration of the motion equations is performed 
on the massively parallel computing architecture of GPU graphics processors. Using a number of 
statistical criteria, in §2, a test of hypotheses is made regarding the agreement of the simulation 
data with the exact solutions of the equations (i.4) and (i.1). Section 3 contains a discussion of 
the data obtained from a numerical experiment, comparing them with exact solutions of the 
equations (i.1) and (i.4). In conclusion, the main results and conclusions of the paper are 
presented. 
 
 
§1 Exact solutions 
 The infinite Vlasov equation chain can be written in a compact form [1, 2, 32]: 
 
     , ,n n nS Q n         (1.1) 
 
where 
 
   
 
 
 
 2 1
1det det
, ... , , ,n n
n n
n
n r
r r
d
r r r
dt t
 
   
           
    
   (1.2) 
        
 
 1
1det det
, ln , , , div , ,n
n
n n n n n n n
r
S t f t Q t v t   

 
 1
, ,..., .
T
n
n r v r
 
  
 
  
 
The distribution functions      1 2 3, , , , , , , , ,...f r t f r v t f r v v t  satisfy the conditions [1, 2]: 
 
     
 
 
  
 
   
det
3 3 3
0 1 2
3 3 3
, , , ...
... ... , , ,..., ...
f t N t f r t d r f r v t d rd v
f r v v t d rd vd v
  

  
    
 
  
  
,  (1.3) 
 
Where the function  N t  corresponds to the number of particles. The average values of the 
kinematic variables are determined by the ratios 
 
        
 
 
  
3 3 3
1 1 2, , , , , ,N r t v t f r t v r t d r f r v t vd rd v
  
      (1.4) 
 
       
 
   
  
 
   
3 3 3
1 1 2
3 3 3
3
, , , , , ,
, , , ,
N t v t f r t v r t d r f r v t v r v t d rd v
f r v v t vd rd vd v
  
  
  

  
  
  
 … 
 
For the chain (1.1), the representation via the generalized Boltzmann nH -function is 
correct [32]  
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           ... ... ,n n
d
N t H t N t Q t
dt
       (1.5) 
 
where 
 
      
 
   
 
 
det
3 3
1 1 1 1 1 1
1 1
, ln , , , ,H t f r t f r t d r f r t S r t d r S t
N N
 
      (1.6) 
 
     
  
 
det
3 3
2 2 2 2
1
, , ln , , ,
...
H t f r v t f r v t d rd v S t
N
 
  
 
    
det
... ... ,
...
n nH t S t    
 
 In the case 2n  , the generalized Boltzmann nH -function corresponds to the classical 
Boltzmann H-function (1.6). The functions nQ  have the physical significance as sources of 
dissipation determined by the kinematic values of the n -order 
 1n
v

. From the equation (1.5) it 
follows that if the dissipation sources ... ...nQ  are absent, then the generalized Boltzmann nH
-function is constant, which can correspond to a equilibrium system. According to the equation 
(1.5), the sign of the sources ... ...nQ  corresponds to of the increase and decrease of the 
Boltzmann 
nH -function. 
 
 
Remark 1 
 There are cases when the function 0nQ   (the dissipative system) and the average value 
... ... 0nQ  . In this case, despite the dissipative nature of the system, its Boltzmann nH -
functions is constant. An example of such a system will be discussed below. 
 
 At 2n  , the equation (1.1) transform into the equation (i.4), and the corresponding 
equation (1.5) at a constant number of particles N const  is of the form: 
 
        2 2 ,
d
H t Q t
dt
      (1.7) 
        
  
3 3
2 2 2
1
, , , , .Q t f r v t Q r v t d rd v
N
 
     
 
 In the case of classical Vlasov equation (i.1), there are no sources 2Q  ( 2 0Q  ), and
2H  is constant, that is 
 
       2 0.
d
H t
dt
      (1.8) 
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 We show that when considering dissipative systems, it is necessary to use the modified 
(original) Vlasov equation (i.4) and the equation (1.7) and not the classical Vlasov equation (i.1) 
and the equation (1.8). We will check this statement numerically and analytically. We consider a 
model set of dissipative systems, for which we will find exact and numerical solutions. We will 
seek solutions by directly integrating the motion equations. We substitute the obtained solutions 
into the equations (1.7) - (1.8) and verify their implementation. 
 
 For a numerical estimate of the average acceleration v , knowledge of the function 
 3 ,f r,v,v t  (i.2) is necessary. The domain of the function  3 ,f r,v,v t  has a dimension 9 1D D . 
The numerical solution of the initial-boundary value problem in space with a dimension 10D  
requires significant computational costs. Therefore, we consider the function  3 ,f x,v,v t  for 
which the domain has a dimension 3 1D D . 
As a model system, we consider an oscillator with different types of attenuation. The 
motion equations are: 
 
,mv kx         (1.9) 
,mv kx bv        (1.10) 
2 ,mv kx v         (1.11) 
      cos ,mv kx A v       (1.12) 
 
where , , , , ,m k b A   are some constant values. The equation (1.9) corresponds to the usual 
harmonic oscillator, in which there are no dissipations.  
 
The equation (i.4) for the function  2 , ,f x v t  is of the form 
 
2 2 2
2 2 2, ln .
vS S S
v v Q S f
t x v v
  
      
   
    (1.13) 
 
According to (1.9)-(1.12) and (i.2), the function  , ,v x v t  in the equation (1.13) is as follows: 
 
1. 2, 0,m v kx Q      
2. 
2, ,
b
m v kx bv Q
m
             (1.16) 
3. 2 2, 2 ,m v kx v Q v
m

        
4.    2cos , sin .
A
m v kx A v Q v
m

      
 
Let us construct the solutions of the equation (1.13) for the cases (1.16) by the 
characteristics method. To the equation (1.13), the following characteristic equations correspond: 
 
    2
2
.
1
dSdt dx dv
v v Q
        (1.17) 
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If 
1 2 3, ,C C C  are first integrals of the equation (1.13), then the general solution of the 
equation can be written in the form  1 2 3, , 0C C C  , where   is some function [42]. Let us 
find the solutions (1.17) for the 1-3 cases from (1.16) (see Appendix) 
 
1. Model m v kx    
 
          
2 2
1
2 1, , , sin cos ,
2 2
mv kx
S x v t F x t v t  
 
   
 
  (1.18)
 
 
where 
k
m
   is the oscillator frequency; 
1F is some function of two variables.  
 
 
Remark 2 
Note that from (1.16) it follows that 2 0Q  , and, according to (1.7), the function 2H  
must be constant. 
 
2. Model m v kx bv    
 
 
 
 
2 2 2
2 2
2
2
2
2 2 2
2 2
2 2
ln arctg , 4 ,
4 4
ln , 4 ,,
2 4
ln ln , 4 ,
4 2 4
b mv bx
mv bvx kx b mk
mk b x mk b
x
v x b mkx v
v x
mv b b mk xb
mv bvx kx b mk
b mk mv b b mk x




   
 



   

   

   
   
 (1.19) 
 
   
21
2 1
2
2
, 2 ,
, , , 2 ,
sin cos , 2 ,
2
p t
t
b
t
m
v p x
e b m
p p
x v t xe b m
b
e x t v x t b m
m


 
   
  


 

          
    (1.20) 
 
where 
1,2
2
b
p
m
   , 
2 2 24
2
b m
m



 . The general solution is of the form: 
 
  
          22 2 2 2, , , , , , ,S x v t F x v x v t bt      (1.21) 
 
where 2F  is some function.  
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Remark 3 
 As the value of 
2
b
Q
m
   (1.16) does not depend on the coordinate and velocity, it is 
possible to determine the average value 2Q  without knowing the function  2 , ,f x v t . 
According to the expression (1.7), we obtain 
2
b
Q
m
  . From (1.7) it follows that the 
function 
2H  is linear in t , that is    2 2 0
b
H t t H
m
  . 
 
3. Model 2m v kx v    
The general solution of the equation (1.4) is of the form: 
 
           32 3 3 3
2
, , , , , , ,S x v t F x v x v t x
m

      (1.22) 
     
2
2
3 2
, ,
2
x
m
k mk
x v e v x


 
 
   
 
    (1.23) 
       3 , , , ,x v t G x v t        (1.24) 
 
where 
3F  is some function. The function  ,G x v  in (1.24) can be represented as follows:  
 
    3, , , ,G x v g x v x        (1.25) 
 
2
2
, .
2
x
m
dx
g C x
k mk
Ce x

 


 
     (1.26) 
 
The constant value C const  in the integral (1.26) acts as a parametric variable. After taking the 
integral (1.26) it is necessary to put the expression for the function  3 ,x v (1.23) instead of the 
parameter C  (argument of the function  ,g C x ). 
 
 
Remark 4 
 Let us consider the solution symmetry properties (1.22) with respect to the variable v . 
The function  3 ,x v  depends only on 
2v , therefore    3 3, ,x v x v   . The function  ,G x v  
will contain the variable v  only after taking the integral  ,g C x  and setting into (1.25). 
Therefore, the function  ,G x v  has the property of symmetry 
         3 3, , , , , , .G x v g x v x g x v x G x v       
 As a result, the solution (1.22) is symmetric in v , that is 
       3 32 2, , , ,S x v t S x v t  . A 
similar statement is correct for the function  
 
        2 2, , , ,f x v t f x v t  .     (1.27) 
 
Then, calculating 
2Q , we obtain 
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        2 2 2 2
2
, , , , , , 0,Q t f x v t Q x v t dxdv dx f x v t vdv
m

   
   
       (1.28) 
 
because by symmetry (1.27)  2 , , 0f x v t vdv


 . It follows from (1.28) that the Boltzmann 
function 2H const .  
 
 
§2 Numerical simulation 
 Let us consider the N -particles system. For each particle at the initial moment of time, 
let us set the coordinate, the speed in accordance with some initial distribution. Integrating the 
motion equations (1.9) - (1.12) gives the trajectories along which the particles move. 
Knowing the position, velocity and acceleration of the particles at each moment of time, 
it is possible to construct the distribution function  3 , , ,f x v v t . Knowing  3 , , ,f x v v t , by the 
formula (1.3), it is possible to determine the functions  2 , ,f x v t ,  1 ,f x t  and  2 , ,S x v t , 
 1 ,S x t , as well as the average values (1.4) of the kinematic quantities v  and v . According 
to the average values of kinematic quantities v  and v , it is possible to determine the sources 
of dissipation 1Q , 2Q  (1.2) and their average values 1Q , 2Q . Substituting the functions 1S , 
1Q  and 2S , 2Q  into the equations (1.1) for the cases 1n   and 2n  , respectively, we can verify 
the correctness of the equations (1.1). Knowing the functions  2 , ,f x v t  and  1 ,f x t , using the 
formulas (1.6), we can determine the generalized Boltzmann 1H  and 2H functions. Substituting 
the obtained functions 1H , 1Q  and 2H , 2Q  in the equations (1.5), we can verify the 
correctness of these equations. 
On the other hand, we can set the functions 1 2 3, ,F F F  in the expressions (1.18), (1.21), 
(1.22), respectively, and get the exact solutions 
     1 2 3
2 2 2, ,S S S  for the equation (1.13). The exact 
solutions 
     1 2 3
2 2 2, ,S S S  can be compared with solutions obtained by numerical integration of the 
motion equations (1.9) - (1.12). 
In both cases, it is possible to estimate which of the equations (1.7) or (1.8) best describes 
dissipative systems. 
 Numerical integrating of the motion equations (1.9) - (1.12) was performed by the Verlet 
method [33]. Systems consisting of 232N  particles were considered. The calculations were 
performed on the massively parallel GPU architecture using NVIDIA CUDA technology. 
To assess the reliability of the results, statistical analysis of the data was carried out. The 
distributions of the quantities 2
dH
dt
 and 
2Q  in all cases of the simulation obey the normal 
law, which allows the use of a number of statistical criteria for testing hypotheses. Verification 
of this fact was carried out according to the Kolmogorov-Smirnov criterion based on the value 
D  [34-36]: 
 
        sup F F ,nD x x    
 
where  Fn x  is a empirical distribution function,  F x  is the normal distribution. Testing the 
equality of average values in two samples was carried out using Student's t -test [37, 38]: 
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     1 2
2 2
1 2
X X
t N
 



, 
 
where N  is a sample size, 1X  and 2X  are sample averages, 
2
1  and 
2
2  are sample variances. 
When testing the hypotheses, the value of p value  was measured [39–41]. In the case when the 
values 2
dH
dt
 and 
2Q  changed over time, a linear regression was constructed, the coefficients 
of which were calculated by the least squares method. The Pearson correlation coefficient r and 
the determination coefficient 2r were also calculated: 
 
     1 2
1 2
1 2
cov
.
X X
X X
X X
r
 
  
 
2.1 Model mv kx   
In this system, the particles move in the harmonic oscillator potential and do not 
experience the dissipative forces action. Based on the motion equation (1.9), the value v  is not 
explicitly dependent on v , therefore, according to Remark 2, the numerical values 
2Q  and 
2dH
dt
 should be close to zero. Fig. 1 shows the simulation results for the values 
2Q  and 
2dH
dt
. Fig. 1 (right) shows the numerical values of 2
dH
dt
 and 
2Q  at different points in time. Fig. 1 
(left) shows the points position with the coordinates 22 ,
dH
dt
Q
 
 
 
 at different points in time. 
 
 
Fig. 1 shows the agreement of the simulation results with the theoretical predictions (see 
Remark 2). Both quantities 2
dH
dt
 and 
2Q  have numerical values close to zero. The result 
reliability is confirmed by the Student’s t-test ( 1.89t   and   0.06
S
valuep  ). The values of 
2dH
dt
 
Fig. 1 Distribution of  and  in the case   
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and 
2Q  have normal distributions (see Fig. 1 left), as evidenced by the Kolmogorov-Smirnov 
criterion ( 0.147D  ,   0.54
KS
valuep  ). 
From expressions (1.1) and (1.16) it follows that 2 2
d S
dt
 and 2Q do not depend on time and 
are equal to zero. Fig. 2 shows the distribution of 2 2
d S
dt
 and 2Q  in the plane XOV , obtained by 
numerical simulation. Fig. 2 shows good agreement between the theoretical prediction and 
numerical simulation. 
 
 
As a result, in the case mv kx  , there are no dissipations ( 2 0Q  ) in the system, and 
2 .H const  Such a system is described by the classical Vlasov equation (i.1), and the 
corresponding equation (1.8). 
 
2.2 Model mv kx bv     
The motion equation (1.10) contains the viscous friction force proportional to velocity
bv . In this case, there are the dissipations sources 2
b
Q
m
   (1.16), and, according to Remark 
3, 2
b
Q
m
  . Calculations were made for different values of the coefficient 
b
m
. Figs. 3-6 
show the numerical simulation results for the values  0.5,0.8,1.0
b
m
 . D  and  
KS
valuep  have 
values  0.1,0.15,0.1  and  0.94,0.53,0.92 , respectively. The obtained values of D  and  KSvaluep  
allow us to use the Student's t-test. The values  0.9,0.3, 1.7t    and    0.38,0.77,0.09Svaluep   
allow us to accept the hypothesis of equality of the averages value of  2
dH
dt
 and 
2Q . In Figs. 
3-5, it is clear that the numerical values of 2
dH
dt
 and 
2Q are close to the theoretical value 
b
m
  (see Remark 3). 
 
 
Fig. 2 Distribution of  and  in the case   
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Fig. 4 Distribution of  and  in the case   
Fig. 5 Distribution of  and  in the case   
Fig. 3 Distribution of  and  in the case   
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The values of 2 2
d S
dt
 and 2Q  do not depend on time and have a constant value
b
m
 . Fig. 6 
shows the distributions of 2 2
d S
dt
 and 2Q , found numerically at 0.5
b
m
 . In Fig. 6, a good 
agreement of the theoretical and calculated data is seen. 
 
 
Thus, it is impossible to describe the dissipative system mv kx bv   by the classical 
Vlasov equation (i.1) and the equation (1.8) (since the right-hand side 2 0Q   and 2 0Q  ). 
On the other hand, from the theoretical predictions (Remark 3) and the results of numerical 
simulation (see Fig. 3-6), it is clear that the dissipative system mv kx bv   is well described by 
the modified (original) Vlasov equation (i.4), (1.13) and the equation (1.7). 
 
2.3 Model 2mv kx v    
In this system, there is the viscous friction force 2v , where 0.5
m

 . Despite the 
presence of the dissipative sources 2Q v
m

 , their average value is zero, that is 
2 0Q   (see 
Remark 4 (1.28)). Fig. 7 shows that the numerical values of 2
dH
dt
 and 
2Q  are close to zero. 
The value 0.12D   and 
 
0.8
KS
valuep  , therefore, we can use the Student's t-criterion. The values 
0.62t    and 
 
0.53
S
valuep   allow us to accept the hypothesis of equality of 
2dH
dt
 and 
2Q . 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Distribution of  and  in the case   
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 According to the theoretical predictions, the quantities 2 2
d S
dt
 and 2Q  do not depend on 
time, but depend on the velocity v . Fig. 8 shows the numerical distribution of 2 2
d S
dt
 and 2Q   in 
the plane XOV at 0.5
m

 . 
 
 
According to Remark 1, the description of the system 2mv kx v    requires the use of 
the modified (original) Vlasov equation (i.4), (1.13), although the Boltzmann 2H -function 
satisfies equation (1.8). 
 
2.4 Model  cosmv kx A v  
 
In this case, the system has the dissipation sources  2 sinQ A v   (1.16). An analytical 
expression for the dissipation sources 
2Q is difficult to obtain. However, as in the previous 
cases, we can check the satisfiability of the equation (1.7) for the Boltzmann 2H -function and 
the satisfiability of the modified (original) Vlasov equation (1.13). 
 
 
 
 
Fig. 8 Distribution of  and  in the case   
Fig. 7 Distribution of  and  in the case   
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Fig. 9 shows the numerical simulation results for 2
dH
dt
 and 
2Q . In fig. 9 it is seen that 
the values 2
dH
dt
 and 
2Q  change over time. The data shown in Fig. 9 correspond to the linear 
regression 2
2
dH
Q
dt
  with the linear regression coefficient 0.92 0.14   , the correlation 
coefficient 0,998r  , and the determination coefficient 2 0.996r  . 
According to the theory, 2 2
d S
dt
 and 2Q  do not depend on time, but depend on the velocity 
v  (1.16). Fig. 10 shows the numerical distribution of 2 2
d S
dt
 and 2Q  at some point in time t . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9 Dependency graph of  from  in the case 
  
 
Fig. 10 Distribution of  and  in the case   
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Thus, the numerical experiment confirms the correctness of using the modified (original) 
Vlasov equation (i.4), (1.13) and the equation (1.7) in the description of the dissipative process 
 cosmv kx A v   . 
 
 
§3 Discussion 
 Let us discuss the numerical simulation results (see §2). In all four considered systems 
(1.9) - (1.12), the numerical simulation results are consistent with good accuracy with the 
theoretical predictions from §1. 
The system (1.9) corresponds to the usual harmonic oscillator, for which the total energy 
remains constant. Therefore, it was natural to expect the absence of the dissipation sources 
2 0Q   and 2 0Q  , and the classical Vlasov equation (i.8) implementation and the equation 
(1.8). Hence, the Boltzmann 2H -function is constant. 
Systems (1.10) - (1.12) are dissipative with a nonzero value of 2 0Q  . In accordance 
with the theoretical predictions and the numerical experiment results, it is necessary to use the 
modified (original) Vlasov equation (1.13) to describe the systems (1.10) - (1.12). Using the 
classical Vlasov equation (i.4) for the systems (1.10) - (1.12) will give an incorrect result. 
For the dissipative system (1.11) with the friction force 2v , the dissipation sources are 
of the form 
2 2Q v
m

  . The average value of dissipation sources is zero, that is 2 0Q  . 
This result was predicted theoretically (see Remark 3) and confirmed by the numerical 
simulation (see 2.3). For a correct description of the system (1.11), it is necessary to use the 
modified (original) Vlasov equation (1.13). Despite the presence of the dissipation sources 
2 0Q  , the Boltzmann 2H -function is a constant since 2 0Q  . 
Dissipative systems (1.10) and (1.12) have nonzero the dissipations sources 2 0Q   and 
nonzero the average values 
2 0Q  . The both systems (1.10) and (1.12) are described by the 
modified (original) Vlasov equation (1.13) and the corresponding equation for the Boltzmann 
2H -function (1.8). 
In Figs. 1, 3, 4, 5, 7 (left) one can see that the systems (1.9) - (1.11) have stationary 
distributions of average values of the dissipation sources 
2Q  (points with the coordinates 
2
2 ,
dH
Q
dt
 
 
 
 are localized in a neighborhood of some center). For the systems (1.9) - (1.10), 
the Boltzmann 2H -function in the general case has the form  2 1 2H t c t c  , where 1 2c Q 
,  2 2 0c H  are constant values. 
The system (1.12) has the non-stationary distribution of average sources of dissipation 
2Q  (see Fig. 9). As a result, the Boltzmann 2H -function has the non-linear time dependence. 
 
 
Conclusion 
 From the results obtained in the paper, it follows that when considering dissipative 
systems, it is necessary to use the modified (original) Vlasov equation (i.4). The use of the 
classical Vlasov equation (i.1) in the dissipative systems description ( 2 0Q  ) is incorrect. This 
fact explains the attempts to change the Vlasov (Enskog-Vlasov) equation undertaken in various 
papers. 
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Instead of introducing semi-phenomenological expressions for the right-hand sides of the 
Vlasov equation, we offer the natural form of the equation (modified Vlasov equation (i.4) [32]), 
obtained from first principles by A. A. Vlasov himself. 
The equation (i.4) in the general case can be used for dissipative and conservative 
systems.  
 In this paper, we examined the numerical simulation of a system described only by the 
distribution functions    1 2, , , ,f r t f r v t . In the general case, the physical system is described by 
an infinite set of functions      1 2 3, , , , , , , , ,...f r t f r v t f r v v t satisfying the chain of Vlasov 
equations (1.1) [32]. 
The method described in this paper can model dissipative systems, whose dissipations are 
due to higher kinematic quantities , 2nQ n  , which corresponds, for example, to the presence of 
radiation in the system. Such an approach makes it possible to consider the problems of the 
plasma physics, the accelerator physics, the quantum mechanics, the astrophysics and the 
problems of controlled thermonuclear fusion in a new way, based on first principles, without 
involving phenomenological considerations. 
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Appendix 
1. Model m v kx    
From the equations (1.17) it follows that 
 
    ,
dx dv
mv kx
   
2 2
1 .
2 2
mv kx
C       (A.1) 
 
Note that the first integral (A.1) corresponds to the total energy of the harmonic 
oscillator. We obtain the second integral: 
 
    
2
2
2
, , 0,
dx dv k d x
v v x x
dt dt m dt
         (A.2) 
 
where 
k
m
   is the frequency of the oscillator. From the expressions (A.2), we obtain 
 
          cos sin , sin cos ,x A t B t v A t B t            
        2 sin cos .C x t v t        (A.3) 
 
2. Model m v kx bv    
The characteristic equations (1.17) will be of the form: 
 
    2 ,
1
mdSdt dx mdv
v kx bv b
   

     (A.4) 
 
hence, the first integral has the form 
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     2 1 2, .bdt mdS C mS bt       (A.5) 
 
We obtain the second integral 
 
    , .
dx mdv dv kx bv
v kx bv dx mv

   

    (A.6) 
 
Let us determine the function    v x y x x , where  y x  is some unknown function. Then from 
(A.6), we obtain 
 
  
2
, ,
dv kx bxy k by k by my
y xy xy
dx mxy my my
   
           
     
2
.
mydy dx
k by my x
 
 
     (A.7) 
 
Integrating the equation (A.7), we obtain 
 
2
2 2 2 2
1
ln .
22 2
mydy y d y b d y b d y
y
my by k y y ym m

  
    
       
  (A.8) 
 
where 
2
b
y my
m
  , 
2
4
b
k
m
   . Depending on the  , the second integral in (A.8) may 
have different representations: 
 
   
2
2
2
2
1
, 4 , 0,
1
arctg , 4 , 0,
1
ln , 4 , 0.
2
при mk b
y
d y y
при mk b
y
y
при mk b
y


  


 


  


  
 


 

   (A.9) 
 
 For the second integral there are three possible representations. Let us write each of them. 
In the first variant (A.9) with 24mk b  from (A.7) - (A.9) it follows 
 
    2
1
ln ln , ln ,
2
k k
const x y const yx
y y
       
    
   12 ln ,C x y
y



     
  
       12 ln .
x
C v x
v x



  

     (A.10) 
 
In the second variant (A.9) with 24mk b , we obtain  
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21ln ln arctg ,
2 2
b y
const x y
m

 
       
  
   2 2 22
2 2
2 2
ln arctg ,
4 4
b my b
C x my by k
mk b mk b

     
 
  
  
   2 2 22
2 2
2 2
ln arctg .
4 4
b mv bx
C mv bvx kx
mk b x mk b

   
 
   (A.11) 
 
In the third variant (A.9) with 24mk b , respectively 
 
   2
1
ln ln ln ,
2 4
yb
const x y
m y


 

   

  
  
 
2
3 2 2
2
2 2
2 4
ln ln ,
4 2 4
b my b b mk
C x my by k
b mk my b b mk
  
     
   
  
 
   
 
2
3 2 2
2
2 2
2 4
ln ln .
4 2 4
mv b b mk xb
C mv bvx kx
b mk mv b b mk x
  
   
   
  (A.12) 
 
 Let us find the third integral from the equations (A.4), we obtain 
 
    , ,
dx dv k b
v v x v
dt dt m m
       
     
2
2
2
0,
d x dx
x
dt dt
        (A.13) 
   
2 2
2 2
1,2
4
0, ,
2
p p p
  
 
  
     
 
where 
b
m
  . There are two possible types of solutions of the equation (A.13), corresponding to 
real and complex roots of 1,2p . Let us consider each case. We start with the real values of 1,2p , 
that is 2  : 
 
  1 2 1 21 2, ,
p t p t p t p tx Ae Be v Ap e Bp e     21 2 1 ,
p tv p x Be p p      
     
  21 1
3
2 1
.
p tv p xC e
p p


     (A.14) 
 
If 2  , then 
1 2
2
p p p

    , and the expression (A.14) is of the form 
 
    ,ptx Ae  
 1
3 .
ptC xe      (A.15) 
 
In a similar manner, for the complex values of 1,2p  ( 2  ) we obtain: 
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    2 2cos sin , ,ptxe A t B t p          
       sin cos ,pt
v px
e A t B t 

       
          23 sin cos .
ptC e x t v px t           (A.16) 
 
3. Model 2m v kx v    
The characteristic equation (1.17) is as follows 
 
    2
2
.
1 2
mdSdt dx mdv
v kx v v 
   

    (A.17) 
 
 The first integral will be of the form: 
 
    
2 1 2
2 2
, .dx dS C S x
m m
 
       (A.18) 
 
 The second integral will be written as follows 
 
   
2
2 2
,
2 2
mvdv m dv m dy
dx
kx v kx v kx y  
     
  
   (A.19) 
 
where the designation 2y v is introduced. Further, from (A.19) we obtain a non-uniform linear 
differential equation  
 
     22 2 2 .
dy kx
y x
dx m m

         (A.20) 
 
The solution of the equation (A.20) is of the form 
 
   
2
. . . . . . . .2
, ,
2
x
m
o o ч н о н o o ч н
k mk
y Ae y x y y y

 

         (A.21) 
 
The particular solution of the inhomogeneous equation . .ч нy  in (A.21) is obtained by varying an 
arbitrary constant. From (A.21) it follows that the second integral will be as follows: 
 
    
2
2
2 2
.
2
x
m
k mk
C e v x

 
 
   
 
     (A.22) 
 
We find the third integral. From (A.17) we obtain 
 
     
22
2
.
d x dx
m kx
dt dt

 
   
 
    (A.23) 
 
Let us introduce the designation  
dx
p x
dt
 , then 
dp
p p
dt
 , and the equation (A.23) will be of 
the form: 
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     2 ,mp p p kx      
      2 22 2 ,m p p kx       
     2 2 ,my y kx        (A.24) 
 
where 2y p . The equation (A.24) coincides with the equation (A.20), therefore we can write 
 
    
2
2 2
,
2
x
m
dx k mk
p C e x
dt

 

      
      3 2
2
2 2
, , , .
2
x
m
dx
C t g C x v x t G x v t
k mk
C e x

 

     
 
   (A.25) 
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