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1 Curriulum Vitae
Gérald Desroziers
Né le 16 mai 1955 à Casablana
Diplmes
1972 : Baalauréat série C
1978 : Diplme d'Ingénieur des Travaux de la Météorologie
1.1 Position atuelle
Ingénieur Divisionnaire des Travaux, dans l'équipe ALGO, dirigée par P. Bénard, du
Groupe de Modélisation pour l'Assimilation et la Prévision (GMAP) du Centre National
de Reherhes Météorologiques (CNRM) de Météo-Frane.
1.2 Expériene professionnelle
De 1979 à 1982 :
Servie "Etudes spéiales" (ES), à Paris, du Servie Météorologique Métropolitain (SMM).
Servie dirigé par J.C. Tugo puis B. Strauss.
• Chargé d'études.
De 1983 à 1986 :
Equipe "Moyens Mobiles de Mesures Météorologiques" (4M), à Toulouse, du Centre Na-
tional de Reherhes Météorologiques (CNRM). Equipe dirigée par M. Payen.
• Partiipation et dépouillement de ampagnes de mesures (FOS 83, FRONTS 84,
HAPEX 86, FRONTS 87).
De 1987 à 1994 :
Equipe "Mésoéhelle Assimilation de Données" (MAD), à Toulouse, du CNRM. Equipe
dirigée par M. Payen (jusqu'en 1988), puis par P. Bernardet.
• Mise en plae de méthodes d'interpolation de données à l'aide de fontions splines.
• Réglage des paramètres de es interpolateurs splines par des méthodes statistiques
(Validation Croisée).
• Développement du onept d'analyse dans l'espae géostrophique pour améliorer
l'analyse des fronts.
• Ré-analyse de la ampagne FRONTS 87 à l'aide du shéma par Interpolation Opti-
male CANARI assoié au modèle global ARPEGE.
• Etude de la struture des erreurs de prévision du modèle ARPEGE en mode étiré.
• Intégration du hangement de oordonnées géostrophiques dans ARPEGE.
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De 1995 à 2001 :
Equipe "Reherhe sur le Cylogénèses et les Fronts" (RECYF), à Toulouse, du Groupe
de Météorologie de Moyenne Ehelle (GMME), du CNRM. Equipe dirigée par A. Joly.
• Préparation de l'expériene FASTEX.
• Appliation du 3D-Var ARPEGE à la ré-analyse du jeu de dropsondes de l'expériene
FRONTS 92.
• Partiipation à la ampagne FASTEX.
• Partiipation au développement du 4D-Var ARPEGE.
• Développement du onept d'erreur de représentativité due à la formulation inré-
mentale du 3D-Var ARPEGE.
• Conept d'optimalité de l'analyse et réglage des paramètres d'erreur.
• Ré-analyse 4D-Var de l'expériene FASTEX.
• Développement d'un opérateur d'observation "tourbillon potentiel".
De 2002 à 2006 :
Equipe ALGO, du Groupe de Modélisation pour l'Assimilation et la Prévision (GMAP),
du Centre National de Reherhes Météorologiques (CNRM), à Toulouse. Equipe dirigée
par P. Bénard.
• Optimisation du shéma d'analyse 4D-Var.
• Réglage des statistiques d'erreur dans une assimilation variationnelle.
• Optimisation de l'étirement dans l'analyse ARPEGE.
• Modiation de l'algorithme de minimisation.
• Mise en plae d'une assimilation 3D-Var FGAT à "ut-o" très ourt.
• Travail sur la trajetoire de linéarisation du 4D-Var.
• Optimisation des Filtres digitaux dans le 4D-Var ARPEGE.
• Diagnosti de l'impat des observations sur les analyses et les prévisions.
• Utilisation des ondelettes pour les statistiques d'erreur de prévision.
• Diagnosti des statistiques d'erreur dand l'espae des observations.
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analysis, Mon. Wea. Rev., 121, 1531-1553.
Desroziers, G., 1997 : A oordinate 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tures, Mon. Wea. Rev., 125, 3030-3038.
Desroziers, G., Pouponneau, B., Thépaut, J.-N., Janiskova, M., and Veersé, F., 1999 :
4D-Var analyses of FASTEX situations using speial observations, Q. J. R. Meteorol. So.,
125, 3393-3414.
Cammas, J.-P., Pouponneau, B., Desroziers, G., and Santurette, P., 1999 : Triggering
and rst development phases of the FASTEX ylone IOP 17 : an introdutory survey
from eld data and operational analyses, Q. J. R. Meteorol. So., 125, 3393-3414.
Janiskova, M., Veersé, F., Thépaut, J.-N., Desroziers, G., and Pouponneau, B., 1999 :
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t of a simpli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al pakage in Four dimensional variational analyses of FAS-
TEX situations, Q. J. R. Meteorol. So., 125, 2465-2485.
Desroziers, G. and Ivanov, S., 2001 : Diagnosis and adaptive tuning of information error
parameters in a variational assimilation, Q. J. R. Meteorol. So., 127, 1433-1452.
Desroziers, G., Brahemi, O., and Hamadahe, B., 2001 : Estimation of the representa-
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remental formulation of variational data assimilation, Q. J.
R. Meteorol. So., 127, 1775-1794.
Desroziers, G., Hello, G., and Thépaut, J.-N., 2003 : A 4D-Var re-analysis of FASTEX,
Q. J. R. Meteorol. So., 129, 1301-1315.
Chapnik, B., Desroziers, G., Rabier, F. and Talagrand, 0., 2004 : Properties and rst
appliation of an error statistis tuning method in a variational assimilation, Q. J. R.
Meteorol. So., 130, 2253-2275.
Desroziers, G., Brousseau, P., and Chapnik, B., 2005 : Use of randomization to diagnose
the impat of observations on analyses and foreasts, Q. J. R. Meteorol. So., 131, 2821-
2837.
Desroziers, G., Berre, L., Chapnik, B., and Poli, P., 2005 : Diagnosis of observation,
bakground and analysis-error statistis in observation spae, Q. J. R. Meteorol. So.,
131, 3385-3396.
Chapnik, B., Desroziers, G., Rabier, F., and Talagrand, O., 2006 : Diagnosis and tuning
of observational error statistis in a quasi operational data assimilation setting, Q. J. R.
Meteorol. So., 132, 543-565.
Fourrié, N., Marhal, D., Rabier, F., Chapnik, B., and Desroziers, G., 2006 : Impat
study of the 2003 North Atlanti THORPEX Regional Campaign, Q. J. R. Meteorol.
So., 132, 275-295.
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Guerin, R., Desroziers, G., and Arbogast, P., 2006 : 4D-Var analysis of pseudo potential-
vortiity observations, Q. J. R. Meteorol. So., 132, 1283-1298.
Pannekouke, O., Berre, L. and Desroziers, G., 2006 : Wavelets expansion and its use
as an adaptive lter, Q. J. R. Meteorol. So., Under revision.
Berre, L., Pannekouke, O., Desroziers, G., and Martel, C., 2006 : A spetral diagnosis
and ltering of sampling noise in ensemble bakground error standard deviations, Q. J.
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., Under revision.
Poli, P., Moll, P., Rabier, F., Desroziers, G., Chapnik, B., Berre, L., Healy, S.B., An-
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ongrès ayant donné lieu à des ates
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analysis of FASTEX data, 8th Conferene on Mesosale Proesses, 28 June-2 July, Boul-
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al Soiety, 328-331.
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e. Proeedings of the
7th International ALADIN Workshop, 17-19 november, Ljubljana.
Desroziers, G., and Ivanov., S., 2000 : Réglage des paramètres d'erreur d'information
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o-enadrement).
Brahemi, O., Hamadahe, B., 1997 : Estimation de l'erreur de représentativité due à la
formulation inrémentale de l'analyse 3D-Var/ARPEGE. Rapport de stage du Mastère
de l'Eole Nationale de la Météorologie, déembre 1997.
Wattrelot, E., 1999 : Analyse 4D-Var de l'expériene FASTEX : étude de l'impat de
l'allongement de la période d'assimilation. Rapport de Stage d'approfondissement des
Elèves Ingénieurs de l'Eole Nationale de la Météorologie, juin 1999 (o-enadrement).
Chapnik, B., 2001 : Optimisation des paramètres d'erreur d'une assimilation variationnelle
dans le adre de la desription et de la prévision des ylogénèses. Rapport de Stage
d'approfondissement des Elèves Ingénieurs de l'Eole Nationale de la Météorologie, juin
2001.
Guerin, R., 2004 : Assimilation 4D-Var du tourbillon potentiel : un outil pour la TSR.
Rapport de Stage d'approfondissement des Elèves Ingénieurs de l'Eole Nationale de la
Météorologie,juin 2004 (o-enadrement).
Pannekouke, O., 2004 : Etude d'une formulation ondelette du terme de rappel à l'ébauhe
pour le 4D-Var ARPEGE. Rapport de Stage d'approfondissement des Elèves Ingénieurs
de l'Eole Nationale de la Météorologie, juin 2004 (o-enadrement).
Brousseau, P., 2005 : Evaluation de l'impat des observations dans un système d'assimilation-
prévision. Rapport de Stage d'approfondissement des Elèves Ingénieurs de l'Eole Natio-
nale de la Météorologie, juin 2005 (o-enadrement).
Martel, C., 2005 : Une tehnique de ltrage des artes d'éarts types des erreurs de
prévision. Rapport de Stage Master M3I de l'Université Paul Sabatier, août 2005 (o-
enadrement).
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2.5.2 Autres stages aompagnés d'un mémoire
Bahja, A., Bouksim, H., Moujahid, M., et Ouzzine, O., 1992 : Comparaison de méthodes
diretes et itératives pour lé résolution des systèmes d'interpolation optimale ou de splines.
Rapport de Projet de Modélisation de l'Eole Nationale de la Météorologie, juillet 1992.
El Mahdaoui, F., Mathiot, V., Mestre, O., et Orain, F., 1993 : Détermination optimale
de paramètres en analyse variationnelle. Rapport de Projet de Modélisation de l'Eole
Nationale de la Météorologie, juillet 1993.
Dubuisson, B., et Mondon, S., 1995 : Struture des erreurs de prévision de tourbillon
potentiel dans ARPEGE, Rapport de Projet de Modélisation de l'Eole Nationale de la
Météorologie, novembre 1995 (o-enadrement).
Dahoui, M., El Ouazzany, F., et Eljohra, B., 1996 : Reherhe d'équations de balane
pour l'inversion du tourbillon potentiel. Rapport de Projet de Modélisation de l'Eole
Nationale de la Météorologie, juillet 1996 (o-enadrement).
Ivanov, S., 1999 : Utilisation de la méthode de validation roisée généralisée pour l'optimi-
sation des paramètres d'une analyse variationnelle et l'évaluation de sa qualité intrinsèque.
Rapport de stage d'un visiteur ukrainien, otobre 1998 à juillet 1999.
Dziedzi, A., 2004 : Optimisation des ltres digitaux dans le 4D-Var ARPEGE, Rapport
de stage ALADIN, septembre 2004 (o-enadrement).
Delourme, B., 2005 : Evaluation des matries de varianes-ovarianes des erreurs d'obser-
vation, d'ébauhe et d'analyse dans l'espae des observations. Rapport de Stage de 4ième
année INSA, août 2005 (o-enadrement).
2.5.3 Thèses
Chapnik, B., Thèse débutée en août 2001, soutenue en avril 2005 et o-enadrée par O.
Talagrand (Direteur de thèse) et F. Rabier. Titre de la thèse : Réglage des statistiques
d'erreur en assimilation variationnelle. Mémoire de thèse de l'Université Paul Sabatier
Pannekouke, O., Thèse débutée en août 2005 et o-enadrée par F. Rabier (Diretrie de
thèse) et L. Berre.
2.6 Ativités d'enseignement
Cours d'Assimilation de Données aux Elèves Ingénieurs de l'Eole Nationale de la Météo-
rologie depuis 1994.
Cours d'Assimilation de Données aux étudiants du Master M3I de l'Université Paul Sa-
batier depuis 2004.
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2.7 Ativités diverses
Membre du Comité Sientique de l'Ation Assimilation du Programme LEFE de l'INSU.
Coordinateur de l'Algorithmique de l'Assimilation de Données au sein du GMAP au
CNRM.
Co-organisation de l'Atelier de Modélisation de l'Atmosphère, Toulouse, 1992.
Co-organisation du Workshop on Adjoint Appliations in Dynami Meteorology, Maratéa,
Italy, 2004.
Co-organisation du Colloque National sur l'Assimilation de Données, 9-10 mai, Toulouse,
2006.
Co-organisation du Workshop on Adjoint Appliations in Dynami Meteorology, Ober-
gurgl, Austria, 2006.
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3 Synthèse des travaux de reherhe
3.1 Introdution
L'assimilation de données, telle qu'elle s'est développée en partiulier en météorologie
et en oéanographie, désigne le proessus par lequel on herhe à estimer de la manière
la plus préise possible l'état atmosphérique ou oéanique. Cette estimation est produite
à partir d'observations eetuées plus ou moins régulièrement à la fois spatialement et
temporellement, mais aussi en s'appuyant sur un modèle numérique apable de dérire de
manière réaliste la physique du phénomène étudié.
En retour, les états estimés sont le plus souvent produits pour donner les onditions
initiales d'un modèle de prévision numérique utilisé pour fournir des prévisions à plus ou
moins longue éhéane.
Ces états estimés peuvent être également utiles pour eux-mêmes, dans le but d'étudier
a posteriori un phénomène partiulier ou l'évolution durant une période plus ou moins
longue de l'état atmosphérique ou oéanique. Des programmes de ré-assimilation de don-
nées sur plusieurs dizaines d'années sont en partiulier menés dans diérents entres.
Plus pontuellement, des ampagnes expérimentales peuvent également faire l'objet de
ré-analyses. La ré-analyse de l'expériene FASTEX résumée dans e rapport entre dans
e adre.
La siene de l'assimilation de données a largement évolué durant les dernières années
et a fait l'objet d'une reherhe intensive ave la mise en oeuvre d'algorithmes toujours
plus sophistiqués mais néanmoins eaes.
Les premiers eorts de oneptualisation du problème de l'assimilation ont en partiu-
lier été entrepris par Gandin (1963), qui a introduit les onepts statistiques sous-jaents
à la majeure partie des algorithmes d'assimilation aujourd'hui mis en oeuvre. Une autre
évolution importante a été donnée par l'introdution du formalisme variationnel (Lewis
et Derber1985 ; Le Dimet et Talagrand 1986 ; Courtier et Talagrand 1987 ; Talagrand et
Courtier 1987), qui est aujourd'hui mis en plae opérationnellement dans la plupart des
grands entres météorologiques.
Le formalisme de l'assimilation peut être appréhendé de multiples manières, onduisant
à des algorithmes divers, orrespondant à des approximations diérentes mais présentant
entre eux des liens aujourd'hui assez lairement établis.
La formulation la plus générale du problème de l'assimilation est vraisemblablement
donnée par l'approhe Bayesienne faisant intervenir la notion de probabilités ondition-
nelles (voir par exemple Loren 1986).
La majorité des algorithmes d'analyse, y ompris les plus élaborés omme l'assimilation
variationnelle quadri-dimensionnelle (4D-Var), reste enore intimement liés à la théorie
de l'estimation, développée et appliquée dans d'autres domaines que la météorologie ou
l'oéanographie. Il est en partiulier lassique de faire remonter ette théorie à Gauss
(1809) qui en avait dressé les premières lignes pour l'estimation de la position des planètes.
Mais e sujet n'est en fait devenu mature que dans les années 60 et 70 (voir en partiulier
Jazwinski 1970 ; Gelb 1974). D'autres travaux théoriques sur le sujet de la théorie de
l'estimation ont vu plus réemment le jour, en partiulier dans le domaine des sienes de
la terre (Tarantola 1987 ; Daley 1991 ; Bennett 1992). Une introdution très omplète à e
sujet peut être trouvée dans Cohn (1997). En fait, les méthodes ouramment utilisées en
assimilation de données s'apparentent généralement à la théorie de l'estimation linéaire.
Une présentation très pédagogique de l'assimilation sous et angle est en partiulier donnée
par Talagrand (1997).
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La synthèse qui suit de mes travaux ou de eux des étudiants, que j'ai (ou j'ai eu) le
plaisir de o-enadrer, est organisée omme suit.
Dans la partie 3.2, le formalisme de l'assimilation de données sous l'angle de l'estima-
tion linéaire statistique est rapidement rappelé.
Le travail sur la possibilité de parvenir à une meilleure représentation des ova-
rianes d'erreur ébauhe par une transformation physique, empruntée à la théorie semi-
géostrophique, est résumé dans la partie 3.3.
Le paragraphe 3.4 est onsaré aux diagnostis d'optimalité des systèmes d'assimila-
tion. Il omprend en partiulier les résultats obtenus par B. Chapnik durant sa thèse.
La ré-analyse de l'expériene FASTEX en mode 4D-Var est dérite dans la partie 3.5.
Une approhe pour mesurer l'impat des observations sur les analyses et les prévisions,
sous l'angle de la rédution de variane d'erreur d'estimation, est résumée au paragraphe
3.6.
Une méthode réemment proposée pour mesurer la ohérene des systèmes d'analyse
dans l'espae des observations est dérite dans la partie 3.7.
La possibilité d'utiliser les ondelettes pour parvenir à une meilleure desription des o-
varianes d'erreur d'ébauhe est ensuite disutée (paragraphe 3.8). Cette étude orrespond
au travail de thèse d'O. Pannekouke.
Quelques perspetives pour la poursuite des travaux de reherhe en assimilation de
données sont enn données dans la dernière partie de ette synthèse (partie 3.9).
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3.2 Formalisme de l'estimation linéaire statistique
Une manière assez peu lassique mais immédiate d'obtenir l'analyse optimale au sens
de la théorie de l'estimation linéaire statistique est de s'appuyer sur le formalisme de la
régression linéaire multiple. Dans e formalisme, on herhe à prévoir, au sens statistique
du terme, la meilleure valeur de préditands x à partir de préditeurs y. En s'appuyant
sur la formule lassique de la régression linéaire multiple, la meilleure prévision xa est
donnée par
xa −E(x) = E(xyT )E(yyT )−1(y − E(y)). (1)
Si l'on onsidère que l'analyse herhée est obtenue par une orretion δx à une ébauhe,
ou information a priori, donnée par une prévision xb fournie par un modèle atmosphérique,
l'analyse xa s'érit en fait
xa = xb + δx.
En posant xb = xt+ǫb, où xt est l'état vrai inonnu et ǫb le veteur des erreurs d'ébauhe,
une orretion parfaite à l'ébauhe serait−ǫb. La variable à estimer ou préditand est don
ii −ǫb et le veteur des préditeurs d = yo − H(xb), 'est-à-dire la diérene entre les
observations yo et l'équivalent H(xb) de es observations pour l'ébauhe (d est le veteur
des innovations dans le formalisme du Filtre de Kalman). A noter que 'est d = yo−H(xb)
qui doit être hoisi omme préditand et non pas simplement yo ar il n'y a pas de lien
entre les réalisations aléatoires des observations et elles des erreurs d'ébauhe. En utilisant
l'équation (1) de la régression linéaire multiple ave e hoix partiulier de préditands et
préditeurs, la forme optimale de la orretion à apporter à l'ébauhe est
δx = (−ǫb)a = E(−ǫbdT )E(ddT )−1d, (2)
en onsidérant que les erreurs d'ébauhe et d'observation sont non biaisées et don que
E(ǫb) = 0 et E(d) = E(yo−H(xt) +H(xt)−H(xb)) = E(ǫo−Hǫb) = 0. D'autre part,
la ovariane des innovations s'érit
E[ddT ] = E[ǫo(ǫo)T ] +HE[ǫb(ǫb)T ]HT ,
en utilisant la linéarité de l'opérateur d'espérane statistique E et le fait que les erreurs
d'observation ǫo et d'ébauhe ǫb sont (en général) dé-orrélées. En notant respetivement
R et B les matries de ovariane des erreurs d'observation et d'ébauhe, la ovariane
des innovations s'exprime don simplement
E[ddT ] = R +HBHT .
De même, la ovariane roisée entre les erreurs de prévision −ǫb et les innovations d =
ǫo −Hǫb s'érit
E(−ǫbdT ) = BHT .
On retrouve ainsi l'expression lassique de l'analyse
xa = xb +BHT (R +HBHT )−1(yo −H(xb))
= xb +Kd,
où K est la matrie de gain apparaissant dans le ltre de Kalman.
La manière la plus rapide d'obtenir l'expression (2) de la régression linéaire est d'ap-
pliquer un raisonnement heuristique exposé par exemple dans Der Mégrédithian (1993).
En eet, on souhaite que le veteur des préditeurs d apporte le plus à la prévision de
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−ǫb et don qu'il ontribue le moins à l'erreur sur ette estimation. En d'autres termes,
la matrie K de la régression (−ǫb)a = Kd doit annuler la orrélation entre l'erreur
−ǫb − (−ǫb)a = −ǫb −Kd et d, d'où
E((−ǫb −Kd)dT ) = E(−ǫbdT )−KE(ddT ) = 0,
e qui donne bien l'expression (2).
A noter que ǫb +Kd représente bien l'erreur d'analyse sur x puisque
xa = xb + δx
= xt + ǫb +Kd,
et don ǫa = xa − xt = ǫb + Kd. La ondition de déorrélation entre le préditand
−(ǫb +Kd) et le préditeur d signie don que, par onstrution, l'erreur d'analyse ǫa
doit être orthogonale au veteur innovation d.
En utilisant la formule de Sherman-Morrison-Woodbury, l'inrément d'analyse optimal
s'érit aussi sous la forme
δx = (B−1 +HTR−1H)−1HTR−1d.
Il est faile de vérier que ette expression de δx est aussi le minimum de la forme
quadratique
J(δx) = (δx)TB−1δx+ (d−Hδx)TR−1(d−Hδx).
Cette expression n'est rien d'autre que la fontion oût de la formulation variation-
nelle de l'assimilation de données. On peut montrer que herher le minimum de J(δx)
revient à déterminer la orretion δx à l'ébauhe la plus probable, si à la fois les erreurs
d'observations et d'ébauhe suivent des distributions gaussiennes.
La fontion oût préédente orrespond au problème 3D-Var de l'assimilation de don-
nées, mais le passage au 4D-Var s'obtient simplement en inluant dans l'opérateur d'ob-
servation le modèle de prévision lui-même.
La prise en ompte des non-linéarités omprises dans l'opérateur d'observation H ,
inluant éventuellement le modèle, est obtenue en eetuant des remises à jour régulière
de la trajetoire de linéarisation (Courtier et al., 1994).
Dans le as où l'opérateur d'observation est stritement linéaire, l'erreur d'estimation
ǫa = ǫb +Kd s'érit enore
ǫa = ǫb +K(ǫo −Hǫb)
= (I −KH)ǫb +Kǫo,
et don la ovariane d'erreur d'estimation s'exprime
A = E(ǫa(ǫa)T )
= (I −KH)E(ǫb(ǫb)T )(I −KH)T +KE(ǫo(ǫo)T )KT
= (I −KH)B(I −KH)T +KRKT
= B −KHB,
ette dernière formule indiquant omment l'inertitude sur l'état à estimer est réduite par
le proessus d'analyse.
On peut montrer que l'expression préédente de xa est l'estimateur non biasé qui
qui minimise la variane d'erreur. Cet estimateur orrespond au Best Linear Unbiased
Estimate (BLUE).
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3.3 Changement de oordonnées géostrophiques
Introdution
Les méthodes d'assimilation utilisées en météorologie herhent à ombiner de manière
optimale des observations et une ébauhe. Elles reposent don sur une desription des
statistiques d'erreur assoiées aux observations et au modèle assimilateur. Pare que es
statistiques ne sont pas parfaitement onnues mais aussi pour rendre pratiable la mise en
plae d'un shéma d'assimilation, des hypothèses simpliatries sur la forme de erreurs
de prévision sont généralement faites.
Le travail mené dans Desroziers (1997), orrespondant au premier artile joint à e
rapport, vise à obtenir une meilleure justiation de es hypothèses simpliatries en
formulant les ovarianes d'erreur d'ébauhe dans un espae transformé.
Transformation géostrophique dans un shéma variationnel
La théorie semigéostrophique (Hoskins et Bretherton 1972) possède plusieurs pro-
priétés remarquables. Une d'elles est qu'elle permet de s'aranhir des non-linéarités
non-géostrophiques dans l'évolution de l'éoulement atmosphérique et d'éviter les hos,
omme les disontinuités frontales.
L'idée développée dans Desroziers (1997) est d'utiliser une oordonnée géostrophique
pour l'analyse de données omme ela avait déjà été suggéré dans Desroziers et Lafore
(1993) pour l'interpolation dans un plan vertial d'observations à haute densité à travers
des fronts simulés et observés. Un des intérêts de e hangement de oordonnées est qu'il
permet d'obtenir des orrélations des erreurs de prévision dépendantes de l'éoulement.
Une autre manière d'obtenir ette dépendane à l'éoulement est d'utiliser une transfor-
mation isentrope (Benjamin et al. 1991), les deux approhes pouvant être éventuellemnt
ombinées.
La formulation du hangement de oordonnées est basée sur la transformation proposée
par Hoskins (1975) suivant l'horizontale (la oordonnée vertiale est inhangée dans la
transformation) :
xG = xR +
1
f
vg
yG = xR −
1
f
ug,
où f est le paramètre de Coriolis, ug et vg les omposantes du vent géostrophique, et
(xR, yR) et (xG, yG) les oordonnées respetivement physiques et géostrophiques d'un
point. L'essene de la transformation imaginée par Hoskins et Bretherton (1972) est de se
ramener dans un espae dans lequel la non-linéarité des termes d'advetion des équations
primitives disparaît. Cette non-linéarité qui permet la réation des disontinuités frontales
en un temps ni est reportée dans le hangement de oordonnées inverse pour revenir dans
l'espae physique.
Dans Desroziers (1997), on trouve une proposition d'extension de e hangement de
oordonnées à la sphère. En eet, si zr est la représentation dans l'espae physique, sa
représentation zg dans l'espae géostrophique est donnée par l'évaluation zg(G) = zr(R)
en tout point G(λG, θG) de la grille de disrétisation du nouvel espae, où R(λR, θR) est
l'image de G dans l'espae réel (λ et θ désignent respetivement la longitude et la latitude
d'un point sur la sphère). Une fois les oordonnées R(λR, θR) obtenues, z
g
peut être obtenu
par une simple interpolation T , dans l'espae physique, de zr : zg = T zr.
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En onsidérant que ette transformation peut être ainsi onstruite, l'idée développée
dans Desroziers (1997) est que les erreurs de prévision devraient être plus homogènes dans
l'espae géostrophique. En eet, l'impat du hangement de oordonnées géostrophiques
est qu'il dilate les zones frontales et par onséquent les variations des hamps dans e
nouvel espae deviennent plus régulières dans l'ensemble des diretions. Ainsi, le terme de
rappel à l'ébauhe de la formulation variationnelle devrait plutt être érit sous la forme
J(δx) =
1
2
[LT δx]
T
B−1[LT δx],
où LT est la transformation d'un hamp vers l'espae géostrophique inluant l'opérateur
T et éventuellement un retour dans l'espae physique si δx est spéié dans l'espae
spetral.
L'opérateur LT devrait dépendre de l'état analysé x. Dans la formulation inrémentale
proposée par Courtier et al. (1994), l'analyse est basée sur une paire de boules imbriquées :
à haque itération de la boule externe, la trajetoire du modèle est redénie ave le
modèle omplet, alors que les boules internes utilisent un modèle simplié pour l'analyse
des inréments autour des trajetoires mises à jour. Ainsi, ave ette approhe, il est
possible d'introduire une redénition de l'opérateur LT à haque itération externe.
La modiation induite par l'opérateur LT peut être expliitée. En eet, la solution
du problème d'estimation sans transformation peut être érite
δx = BHT (HBHT +R)−1d.
Lorsque la transformation géostrophique est introduite, ette expression devient
δx = BTH
T (HBTH
T +R)−1d, (3)
ave BT = LTB(LT )
T
.
Cette expression montre que l'analyse ave hangement de oordonnées utilise im-
pliitement des ovarianes d'erreurs de prévision dépendantes de l'éoulement et non
isotropes, onstruites par une déformation par LT des ovarianes isotropes spéiées
dans B.
Appliation à une situation météorologique réelle
Le hangement de oordonnées geostrophiques a été introduit dans le modèle opéra-
tionnel global ARPEGE et appliqué à une situation de l'expériene européenne FRONTS
87 organisée pour étudier la dynamique de méso-éhelle des fronts froids. Cette situation
a été dérite en détail par Thorpe et Clough (1991) et était essentiellement aratérisée
par un front bi-dimensionnel ave un fort gradient de température (Fig. 1). La situation se
aratérise également par un fort jet d'altitude atteignant 50 m/s au-dessus de l'Irlande,
ave un fort gradient ylonique sur son bord ouest. Ce gradient ylonique de vent et
le gradient de température sont presque oloalisés. A l'opposé, la région d'air haud est
aratérisée par l'absene de fortes variations de la température et des valeurs négatives
du hamp de tourbillon.
La transformation géostrophique est bâtie ave un hamp de vent issu d'une prévision
6h orrespondant à l'ébauhe utilisée dans une analyse. Les omposantes géostrophiques
du vent sont approximées par les omposantes de la partie rotationnelle du vent réel.
D'un autre té, la transformation est progressivement relâhée vers l'équateur. La
onstrution du hangement de oordonnées sur haune de es surfaes néessite la déni-
tion de l'ensemble omplet des oordonnées (λR, µR) dans l'espae physique orrespondant
aux oordonnées (λG, µG) des points de grille de l'espae transformé tif.
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Fig. 1  Prévision ARPEGE 6h du hamp de température à 500 hPa pour le 9 janvier
1988 à 12H. L'éart entre les isolignes est de 2K.
L'intérêt de la transformation pour l'assimilation peut être étudié à partir de la défor-
mation impliite que la transformation induit sur les fontions de struture utilisées dans
l'analyse.
Si l'on onsidère que la orrélation ρg des erreurs de prévision d'un hamp est homogène
dans l'espae transformé, alors en aord ave la relation (3), la forme de la fontion de
orrélation orrespondante ρr dans l'espae physique en un point donné RO(λRO , µRO)
peut être simplé onstruite en érivant pour tout point R
ρr[(λRO , µRO), (λR, µR)] = ρ
g[(λGO , µGO), (λG, µG)], (4)
où (λGO , µGO) et (λG, µG) sont les oordonnées transformées orrespondant respetivement
aux oordonnées dans l'espae physique (λRO , µRO) et (λR, µR).
La déformation de la fontion de orrélation des erreurs de prévision de la température
peut par exemple être étudiée. La fontion de orrélation est ii dénie ave une portée
horizontale de 300 km (Fig. 2).
Pour un point situé dans le front froid, la fontion de struture impliite induite par
la transformation et dénie par la relation (4) montre une struture anisotrope aratéris-
tique ave une ontration à travers la disontinuité et un rapport d'anisotropie atteignant
deux (Fig. 3). Pour le point B situé dans le seteur haud de la perturbation, la trans-
formation a, au ontraire, un eet d'étirement ave un rapport d'anisotropie également
prohe de deux.
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Fig. 2  Représentation de la fontion de orrélation isotrope pour les erreurs de la
température, basée en un point donné. Les ontours sont tous les 0.1.
Fig. 3  Comme dans la Fig. 2, mais pour la fontion de orrélation anisotrope impliite
induite par la transformation aux points A et B.
24
Conlusion
Une transformation de type géostrophique a été proposée sur la sphère. Elle a été
implémentée dans le adre du système global ARPEGE. Elle permet d'obtenir des aniso-
tropies réalistes tout en spéiant des ovarianes isotropes dans l'espae géostrophique.
L'introdution d'une telle transformation dans l'analyse a été testée au UK Met Oe
et envisagée dans d'autres entres de prévision numérique.
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3.4 Diagnostis d'optimalité du problème variationnel
Introdution
Le travail mené dans Desroziers et Ivanov (2001), orrespondant au deuxième artile
joint à e mémoire, est largement inspiré des idées développées dans Talagrand (1999) sur
la valididation a posteriori des systèmes d'assimilation. Il a également été guidé par les
travaux de Dee (1995) sur la reherhe des paramètres d'une analyse par une approhe par
Maximum de Vraisemblane et les travaux de Wahba et Wendelberger (1980) et Wahba
et al. (1995) sur la Validation Croisée Généralisée, traitant aussi de l'optimisation de
paramètres dans un shéma d'analyse.
Espérane statistique de sous-parties de la fontion oût
En suivant Talagrand (1997), il est possible d'introduire un veteur d'observations
étendu zo, omprenant le veteur des observations proprement dites yo, de dimension p,
et le veteur d'ébauhe xb, de même dimension n que l'état vrai inonnu xt. On a don
zo = {(xb)T (yo)T}
T
et
xb = xt + ǫb,
où ǫb est le veteur des erreurs de prévision inonnues de ovariane donnée par la matrie
B, et
yo = H(xt) + ǫo,
où ǫo est le veteur des erreurs d'observation également inonnues de ovariane donnée
par la matrie R. Il est don possible d'érire zo sous la forme
zo = Γ(xt) + ǫ,
où Γ est un opérateur d'observation étendu et ǫ le veteur des erreurs d'ébauhe et d'ob-
servation de dimension n + p.
Un résultat important souligné par Talagrand (1999) est que si Ji désigne un terme
de la fontion oût J du problème d'estimation érit sous forme variationnelle qui est la
somme de pi éléments, alors l'espérane statistique de Ji au minimum x
a
de la fontion
oût globale est donnée par
E{Ji(x
a)} = 1/2 {pi − Tr(Si
−1/2
ΓiAΓ
T
i Si
−1/2)}, (5)
où Γj et Si désignent respetivement l'opérateur d'observation et la matrie de ovariane
assoiés à es pi éléments et A la matrie de ovariane d'erreur d'estimation.
En partiulier, pour Γi = In et Si = B, on obtient
E{J b(xa)} = 1/2 Tr(HK),
et pour Γi =H et Si = R,
E{Jo(xa)} = 1/2 {p− Tr(HK)},
et don
E{J(xa)} = E{J b(xa)}+ E{Jo(xa)} = p/2.
Cei signie, que si les statistiques des erreurs d'ébauhe et d'observation sont bien spéi-
ées, alors la statistique des valeurs de la fontion oût globale à son minimimum devrait
être égale à p/2. Ii p orrespond aussi au nombre de degrés de liberté théoriques du
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problème. Comme l'ont indiqué Bennett et al. (1993) et Talagrand (1999), ei onstitue
un ritère simple de validation a posteriori de l'analyse : un éart de l'espérane de J de
la valeur p/2 indique une mauvaise spéiation des statistiques de l'innovation.
Estimation de type Monte Carlo de E{Ji(x
a)} = 1/2 {pi − Tr(Si
−1/2
ΓiAΓ
T
i Si
−1/2)}
Talagrand (1999) a indiqué que les expressions Tr(Si
−1/2
ΓiAΓ
T
i Si
−1/2) peuvent être
vues omme des mesures des ontributions relatives des sous-ensembles zoi des observations
généralisées (inluant l'ébauhe) à la préision globale de l'analyse. Ces expressions sont
diiles à aluler expliitement puisque, en partiulier, la matrie A n'est pas disponible
dans une résolution variationnelle du problème de l'analyse. Il est ependant montré dans
Desroziers et Ivanov (2001) qu'une estimation de es expressions peut être obtenue par
une méthode de type Monte Carlo. Cette méthode est inspirée de Girard (1987) et Wahba
et al. (1995) qui ont proposé une méthode similaire pour le alul du ritère de Validation
Croisée Généralisée.
En eet, on peut montrer que si les erreurs d'observation d'un sous-ensemble i d'ob-
servations sont déorrélées des erreurs du reste des observations, alors on a simplement
E{Joi (x
a)} = 1/2 {pi − Tr(KΠi
T
ΠiH)},
où Πi est le projeteur qui permet de passer de l'ensemble des observations au sous-
ensemble i d'observations et K la matrie de gain.
De même,
E{J bi (x
a)} = 1/2 Tr(Πi
T
ΠiKH),
où Πi est le projeteur qui permet de passer de l'ensemble des éléments de x
b
au sous-
ensemble i d'éléments de xb.
On peut par ailleurs montrer qu'une estimation de E{Joi (x
a)} est donnée par
pi − δy
o
i
TRi
−1
ΠiHKδy
o,
où δyo = R1/2ηo est un veteur de perturbations sur l'ensemble des observations, Ri
est la matrie de ovariane des erreurs d'observations du jeu i, et δyoi = Πiδy
o
est la
projetion de δyo sur le sous-ensemble i d'observations.
Mais Kδyo n'est rien d'autre que la perturbation δxa(δyo) sur l'analyse produite par
une perturbation sur les observations puisque δxa(δyo) =Kδyo dans le as linéaire. Ainsi
une estimation par Monte Carlo de E{Joi } est donnée par
E{Joi } ≃ pi − δy
o
i
TRi
−1
ΠiHδx
a(δyo). (6)
De même, une estimation par Monte Carlo d'une sous-partie de J b est donnée par
E{J bi } ≃ δx
b
i
T
Bi
−1
Πiδx
a(δxb), (7)
où δxb = B1/2ηb est un veteur de perturbations sur l'ensemble du veteur d'ébauhe, Bi
est la matrie de ovarianes des erreurs d'ébauhe de la sous-partie i de xb, et δxbi = Πiδx
b
est la projetion de δxb sur le sous-ensemble i de xb.
Réglage des varianes d'erreur d'observation et d'ébauhe
28
La possibilité de aluler l'espérane statistique des sous-parties de la fontion oût
nous a permis d'imaginer une proédure pour optimiser les statistiques des erreurs asso-
iées aux sous-parties du veteur zo. En eet, la fontion oût initiale peut être ré-érite
sous la forme modiée
J(δx) =
∑
i
1
sbi
2J
b
i (δx) +
∑
i
1
soi
2J
o
i (δx),
où δx est l'inrément d'analyse et les sbi
2
et soi
2
sont respetivement des paramètres de
pondération des erreurs d'ébauhe et d'observation, supposées homogènes sur un sous-
ensemble i. L'idée de la proédure de réglage des statistiques d'erreurs est alors de trouver
les valeurs de es pondérations telles que les valeurs de
1
sb
i
2J bi (δx) et
1
so
i
2Joi (δx) soient
prohes de leurs espéranes statistiques, 'est-à-dire de 1/2 Tr(Πi
T
ΠiKH) et 1/2 {pi −
Tr(KΠi
T
ΠiH)} respetivement.
En dénissant Sbi = 2J
b
i /Tr(Πi
T
ΠiKH) et S
o
i = 2J
o
i /{pi − Tr(KΠi
T
ΠiH)}, on
est don amené à herher les valeurs de sbi
2
et soi
2
telles que sbi
2
= Sbi (s
b, so) et soi
2 =
Soi (s
b, so), où sb et so sont les veteurs ontenant l'ensemble des pondérations reherhées.
Ce sont des équations non linéaires en sb et so, mais leur forme partiulière suggère
l'utilisation d'une méthode itérative de point xe pour les résoudre, ave la séquene
(sbi)k+1 = (S
b
i (s
b
k, s
o
k))
1/2
et (soi )k+1 = (S
o
i (s
b
k, s
o
k))
1/2
, où k est l'indie de l'itération de
point xe.
Appliation dans le 3D-Var ARPEGE
La méthode de réglage préédente a été appliquée ave suès pour le réglage des
statistiques d'erreurs d'observation et d'ébauhe dans le adre d'une analyse simpliée. Il
apparaît en eet que la méthode de point xe onverge très rapidement et que le réglage
obtenu après une seule itération, 'est-à-dire ave une seule analyse perturbée, soit déjà
pertinent dans les as favorables.
Un test de ette proédure a également été eetué dans le adre fourni par le 3D-Var
assoié au modèle ARPEGE global, en simulant à la fois une ébauhe et des observations
orrespondant à des ovarianes d'erreurs données, puis en herhant à retrouver les va-
rianes réelles par la proédure préédente. On a onsidéré dans e test que les valeurs
exates xt des variables ARPEGE (température, tourbillon, divergene et humidité spéi-
que sur 31 niveaux et pression de surfae) sont données par une prévision 6h partiulière.
Un veteur d'erreur d'ébauhe ǫb est obtenu en appliquant la raine arrée de la matrie
de ovariane d'erreur d'ébauhe B1/2 à un veteur de nombres aléatoires (ei peut être
eetué en pratique en appliquant l'opérateur de hangement de variables, L = B1/2,
introduit pour pré-onditionner le problème variationnel de l'analyse). Etant donné que
la formulation du terme J b est multivariée dans le 3D/4D-Var ARPEGE, en suivant en
partiulier l'approhe développée par Bouttier et al. (1997), ette opération produit un
veteur ǫb dans lequel les hamps de température et de tourbillon sont en partiulier orré-
lés. La Figure 4 montre le hamp orrespondant d'erreurs d'ébauhe pour la température
à 500hPa. Les observations simulées sont données par un ensemble de mesures de radio-
sondages ave des positions vraies (voir la Fig. 4) : les erreurs d'observation sont produites
en utilisant les varianes d'erreur opérationnelles pour le géopotentiel, la température, le
vent et l'humidité spéique. La variation de l'éart-type de es paramètres est donnée
par la ourbe en trait plein dans la Fig. 5. Les observations tives sont produites ave
yo = H(xt) + ǫo, où xt désigne la représentation tive de l'état atmosphérique donnée
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Figure 5. Field of temperature errors at 500 hPa produced by the procedure described in section 4;
isoligns are every 0.5 K; triangles indicate the location of radiosounding measurements.
Figure 6. Geopotential height error proles used for the simulation of observations (solid line), imposed
at the beginning of the iterative procedure (dotted line), after 1 iteration (dashdot line) and after 5
iterations (dashed line).
Fig. 4  Exemple de réalisation d'un  amp d'erreurs d'ébauhe po la température à
500 hPa ; les isothermes sont espaées de 0.5 K ; les triangles indiquent les positions des
mesures de radiosondages.
par la prévision ARPEGE, H est l'opérateur assoié aux observations de radiosondages
et ǫo un veteur d'erreur d'observations.
La proédure de réglage dérite préédemment a été mise en plae dans le 3D-Var
ARPEGE pour optimiser les valeurs de varianes d'erreurs assoiées aux radiosondes.
Dans e test, il n'y a pas de reherhe simultanée des varianes d'erreur d'ébauhe : leurs
valeurs sont gardées onstantes au ours des itérations et égales à leurs valeurs optimales
utilisées pour la simulation des erreurs d'ébauhe. Ainsi, haque itération de la proédure
de réglage néessite une paire d'analyses 3D-Var ave des observations non perturbées et
perturbées. Les prols initiaux des paramètres d'erreur d'observation (ourbe pointillée
dans la Fig. 5) ont été hoisis délibérément très diérents des prols vrais : ils sont ontants
suivant la vertiale pour le géopotenetiel, la température, le vent et l'humidité relative.
La Fig. 5 montre que la onvergene de l'algorithme itératif est extrêmement rapide :
les prols obtenus après une seule itération (ourbe en trait tireté-pointillé) sont très
prohes de eux obtenus à l'itération 5 (ourbe en trait tireté). De plus, la Fig. 5 montre
également que les prols restitués sont très prohes des prols opérationnels utilisés pour
la simulation des observations (ourbe en trait plein).
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Figure 7. Same as Fig.6 but for temperature.
Figure 8. Same as Fig.6 but for wind.
Fig. 5  Prols d'erreurs de température utilisés pour la simulation des observations (trait
plein), imposés au début de la proédure itérative (trait pointillé), après 1 itération (trait
tireté-pointillé) et après 5 itérations (trait tireté).
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Propriétés de la méthode de réglage
Dans son travail de thèse, Chapnik (Chapnik 2005) a montré que les pondérations sbi
2
et soi
2
respetant les ritères dénis préédemment sont aussi les solutions de la méthode
du Maximum de Vraisemblane pour estimer es paramètres (Dee et da Silva 1998). En
eet, en supposant que les erreurs d'observations et d'ébauhe sont gaussiennes, le veteur
d'innovation est également un veteur aléatoire gaussien d'espérane nulle et de variane
D. Considérant un veteur de paramètres s tel que D = D(s), la densité de probabilité
onditionnelle d'une ertaine réalisation d, sahant que s est le veteur de paramètres,
est dénie par la fontion de vraisemblane
f(d, s) =
1√
(2π)pdet(D(s))
exp(−
1
2
dTD(s)−1d).
L'estimateur au sens du Maximum de Vraisemblane du veteur de paramètres s est
déni omme le veteur qui maximise f(d, s) à d donné. En pratique, il est plus aisé de
onsidérer la fontion de Log-Vraisemblane
L(s) = − log(f(d, s)) =
p
2
log 2π +
1
2
det(D(s)) +
1
2
dTD(s)−1d.
En dérivant ette fontion par rapport à s, on montre que les valeurs de s qui minimisent
L sont elles vériant les relations introduites plus haut (Desroziers et Ivanov 2001).
Dee et da Silva (1998) ont montré que la Hessienne de la fontion L peut être utilisée
pour évaluer l'éart-type des paramètres et leur identiabilité.
Dee et da Silva (1998) ont également montré que l'aptitude du Maximum de Vraisem-
blane à produire des estimations orretes des paramètres dépend de l'hypothèse qu'une
partie du veteur d'innovation est spatialement orrélée (Hǫb) alors que l'autre ne l'est
pas (ǫo). Cette hypothèse est également utilisée dans Hollingsworth et Lönnberg (1986)
an d'évaluer les varianes d'erreurs d'ébauhe et d'observations.
L'examen de la Hessienne de L montre aussi qu'il y a peu d'inuene d'une partie non
réglée des paramètres sur une autre partie : par exemple, il est possible de déterminer le
oeient de réglage relatif à un ertain type d'observations sans régler simultanément la
matrie B ou d'autres parties de la matrie R.
Des diultés peuvent ependant provenir de la robustesse des hypothèses faites sur
la ovariane des innovations D : une mauvaise estimation a priori de la struture de
orrélation ontenue dans les matries B ou R peut entrainer une mauvaise estimation
des paramètres de réglage.
Des expérienes ont été menées par Chapnik et al. (2004) dans un adre simplié an
de vérier l'inuene du nombre d'observations p sur les estimations et aussi d'étudier
l'inuene de la spéiation d'une orrélation sous-optimale dans B ou R.
Pour haune de es expérienes, deux ents réglages diérents ont été réalisés an
d'obtenir une statistique des oeients de réglage. Pour haque expériene, les éarts
types d'erreur d'analyse ont été alulés an d'obtenir l'impat du réglage sur la distane
moyenne de l'analyse à la réalité.
Le adre simplié utilisé est elui déjà mis en plae par Desroziers et Ivanov (2001),
où des observations sont assimilées sur un domaine irulaire de périmètre 40 000 km (la
taille du erle équatorial). Les observations sont réparties régulièrement sur le domaine.
L'ébauhe est arbitrairement hoisie égale à zéro (xb = 0). Le signal vrai est généré
dans l'espae spetral ave une orrélation et une variane spéiées dans la matrie Bt :
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xt = −ǫb = −B1/2ηb, où ηb est un veteur aléatoire gaussien et ave une orrélation
gaussienne de longeur de orrélation 300 km.
En supposant une matrie de orrélation diagonale pour les erreurs d'observations
Rt = σo2Ip et un opérateur d'observation H , le veteur d'observations est onstruit ave
y = Hxt + Rt
1/2
ηo, où ηo est un veteur aléatoire gaussien. Il est alors possible de
presrire des matries B et R mal spéiées qui seront utilisées dans l'analyse. Dans les
expérienes présentées ii, les rapports entre les erreurs vraies et spéiées sont sot
1/2 = 0.5
pour l'erreur d'observation et sbt
1/2
= 0.75 pour l'erreur d'ébauhe.
Fig. 6  Inuene du nombre d'observations sur les oeients de réglage (oeients
portés en ordonnée ; les valeurs reherhées de so1/2 et sb
1/2
sont respetivement 0.5 et
0.75). L'abisse est le nombre d'observations. Les ourbes en trait plein ave les symboles
"+" et "x" sont respetivement les moyennes des raines arrées de so et sb alulés
sur 200 expérienes, alors que les ourbes pointillées ave les mêmes symboles indiquent
respetivement les valeurs des raines arrées de so et sb. Les régions grisées se situent à
moins d'un éart type (alulé sur les mêmes expérienes) de la moyenne.
La Fig.6 montre le omportement de la méthode pour diérents nombres d'observa-
tions. Pour haque as, on applique l'algorithme de point xe sur deux ents réalisations
aléatoires. On peut remarquer que pour les petits nombres d'observations, les ompor-
tements de so et sb sont très semblables (p ≤ 50). Dans e as, la orrélation d'erreur
d'ébauhe entre deux observations également réparties, et don éloignées, est petite de-
vant 1. On a alors HBHT = αR, où α est un oeient de proportionalité. Dans e
as, la méthode est inapable de faire la séparation entre le signal de l'erreur d'ébauhe
et elui des erreurs des observations. Pour haune des deux ents réalisations les valeurs
de so et sb sont alors très prohes.
Pour les valeurs intermédiaires de p (50 ≤ p ≤ 150) haque oeient se déplae
progressivement vers sa valeur limite.
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Pour les plus grandes valeurs de p l'estimation est près de la valeur vraie. Les éarts
types des estimateurs déroissent ave le nombre d'observations, et on voit que l'estimation
de so est plus préise que elle de sb.
Ces résultats onrment que la densité spatiale des observations est un point lé de la
qualité du réglage.
Fig. 7  Inuene d'une orrélation spatiale dans ǫo sur les oeients de réglage quand
ils sont analysés ave une matrie R diagonale. Les oeients de réglage sont portés
en ordonnée (les valeurs reherhées de so1/2 et sb
1/2
sont respetivement 0.5 et 0.75).
L'absisse est le ratio  longueur de orrélation dans ǫo/ longueur de orrélation dans ǫb.
Les onventions de traé sont les mêmes que pour la Figure 6.
Les vraies observations peuvent avoir des erreurs spatialement orrélées, mais elles
sont habituellement analysées ave un matrieR diagonale. Ce as est simulé en générant
200 observations ave une erreur gaussienne spatialement orrélée alors qu'une matrie R
diagonale est utilisée pour l'analyse. En réglant à la fois so et sb, la Figure 7 montre une
déroissane rapide de so ave la longueur de orrélation. Il est intéressant de noter qu'en
faisant déroître σo l'algorithme agit de manière ontraire à e qui est en général fait pour
prendre en ompte des orrélations inonnues entre les erreurs d'observations (augmenter
l'éart type, voir la disussion dans Liu, 2002). Les résultats ne hangent pas en réglant
so seul, que σb soit bien spéié ou non (non montré).
Le réglage a un grand impat sur la variane de l'erreur d'analyse (Figure 7). La
variane de l'analyse augmente ave la orrélation jusqu'à une valeur maximum, bien
au-delà de la valeur pour l'analyse non-réglée. Dans et exemple, l'analyse est vraiment
dégradée par la proédure de réglage. Pour des observations faiblement ou non orrélées,
la proédure améliore l'analyse.
Des expérienes de réglage des éarts types d'erreur d'observation ont également été
réalisées par Chapnik et al. (2006) dans le adre du système de prévision numérique
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Fig. 8  σo HIRS réglés pour NOAA 15 (symboles o), NOAA 16 (symboles étoile) et
NOAA 17 (symboles +). Le prol originel est le même pour les trois satellites (symboles
*).
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français ARPEGE. ARPEGE est un modèle spetral global qui utilise un shéma d'assi-
milation variationnel 4D sauf pour les observations de surfae, analysées ave un shéma
d'interpolation optimale. Le hoix a, en onséquene, été fait de n'inlure que les observa-
tions d'altitude et satellitaires. Le shéma d'analyse opérationnel est multi-inrémental,
toutefois, an de rester le plus près possible du adre linéaire, on a omis la mise à jour de
l'ébauhe, e qui revient à un simple 4D-Var inrémental. Le réglage a été réalisé sur des
situations de inq dates diérentes : 04/04/2003, 09/04/2003, 14/04/2003, 19/04/2003 et
24/04/2003 à 00 UTC. Le hoix d'utiliser des dates séparées par inq jours est inspiré de
Sadiki et Fisher (2004) qui ont mis en évidene la possibilité de orrélation temporelle si
l'on emploie un éart plus ourt, e qui invaliderait l'hypothèse ergodique impliitement
faite ii.
Le réglage a été en partiulier appliqué aux anaux NOAA AMSU-A. Sur la Figure 8 les
valeurs réglées de σo pour les huit anaux assimilés sont montrées pour haun des satellites
NOAA 15, 16 et 17 (respetivement les marqueurs o, étoile et +) et omparées aux
valeurs utilisées opérationnellement (identiques pour les trois satellites, symboles *). On
peut remarquer les valeurs très similaires des éarts types pour les diérents anaux, e
qui est un omportement attendu. Cette ohérene suggère que l'éart entre le anal 8
pour l'instrument de NOAA 16 et les deux autres (≃ 0.15 K pour NOAA 15 et 17 et
0.25 pour NOAA 16) reète réellement une diérene authentique que la méthode a été
apable de déteter.
Appliation au alul des DFS
Un ritère intéressant pour l'évaluation d'un système d'assimilation de données est
l'inuene que le système donne aux observations. Cette inuene peut être quantiée
omme la trae de la dérivée de l'analyse dans l'espae des observations par rapport aux
vraies observations :
DFS = Tr (
∂(Hxa)
∂y
)
=
∑
y
i
∈ observations
∂(H ix
a)
∂yi
.
On pourra trouver plus d'informations sur la théorie et les propriétés du DFS en assimi-
lation de données météorologique dans Rodgers (1996) ou Cardinali et al. (2004). Rabier
et al. (2002) ont montré omment utiliser e diagnosti pour la séletion des anaux IASI
an d'extraire l'information utile parmi l'immense quantité de données. Dans un adre
linéaire, le DFS est
DFS = Tr (
∂(Hxa)
∂y
) = Tr (KTHT ) = Tr (HK),
e qui ne dépend que des éléments spéiés du système d'assimilation. Ce diagnosti peut
être partiularisé pour un ertain sous-ensemble d'observations ou même pour une seule
observation tant que la matrie R demeure diagonale :
DFSi = Tr (ΠiHKΠ
T
i ).
Talagrand (1999, 2004) a fourni un diagnosti objetif de la ontribution de toute sous
partie zi du veteur d'information en montrant que la quantité Tr(S
−1/2
i ΓiP aΓ
T
i S
−1/2
i ),
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Fig. 9  DFS pour diérents jeux d'observations. Les jeux sont séparés par les traits noirs
épais. Pour haque jeu la barre de gauhe a été alulée ave la méthode de Girard et la
barre de droite ave la méthode IOS présentée dans Chapnik et al. (2006). Chaque barre
est divisée en trois parties qui montrent les ontributions des observations de l'hémisphère
nord, des observations intertropiales et des observations de l'hémisphère sud. Les types
TEMP U et AIREP U prennent en ompte les omposantes zonales et méridiennes du
vent.
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apparaissant dans l'expression (5) introduite plus haut, est la ontribution du jeu d'in-
formation i à la préision globale, que les erreurs de e jeu soient orrélées ou non aux
autres erreurs. De plus, e diagnosti est intrinsèque : il ne dépend pas du hoix d'une
base spéique pour le veteur de ontrle ou pour les observations. Dans le as où le jeu
d'information est un jeu i d'observations et sous la ondition que les erreurs presrites
orrespondantes ne montrent pas de orrélations ave le reste des erreurs du veteur d'in-
formation (e qui est le as en pratique ii puisque la matrie presrite R est diagonale),
alors ette expression est égale au DFS : Tr (ΠiHKΠ
T
i ).
La Figure 9 montre une estimation du DFS pour huit types d'observations et para-
mètres. Les types d'observations utilisés ii sont eux qui sont utilisés ommunément de
manière opérationnelle. Il y a huit ouples de barres, elles de gauhe ont été alulées
ave la méthode de Girard et elles de droite ave la méthode des Innovations Optimales
Simulées (IOS) (Chapnik et al. 2006). Ave ette méthode, l'espérane des sous -parties
de la fontion oût sont obtenues omme des statistiques de es fontions oût appliquées
aux analyses obtenues ave des innovations simulées ohérentes ave les matries B et
R spéiées dans le shéma d'analyse. L'examen des DFS montrent que les observations
TEMP ont un grand impat, en partiulier dans l'hémisphère nord, alors que pour AMSU-
A, les ontributions pour les deux hémisphères ont approximativement la même grandeur.
Les SATOB ontribuent le plus dans les régions intertropiales. Ces remarques sont ohé-
rentes ave la répartition géographique des observations. On peut voir que les observations
TEMP, prises dans leur ensemble, ont la plus large ontribution au DFS. Cardinali et al.
(2004) trouvent une plus grande ontribution des données satellite, due au fait qu'une
plus grande fenêtre d'assimilation a été utilisée pour le 4D-Var (12 heures au lieu de 6
heures dans la présente étude) et que l'érémage géographique des observations est quatre
fois moindre, e qui augmente la ontribution relative des données satellitaires alors que
le même nombre d'observations TEMP est utilisé.
Conlusion
Nous avons montré que les ritères de validation a posteriori proposés en partiulier par
Talagrand (1999) pouvaient être évalués numériquement par une méthode de Monte Carlo,
basée sur une perturbation des observations. La possibilité d'évaluer es ritères permet
d'autre part de régler ertaines des statistiques des erreurs d'ébauhe ou d'observations
spéiées dans le système d'assimilation. L'évaluation de es ritères permet également
de mesurer l'impat respetif des observations dans l'analyse.
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3.5 Ré-analyse 4D-Var de l'expériene FASTEX
Introdution
La mise en plae opérationnelle du 4D-Var à Météo-Frane, à laquelle j'ai partiipé,
s'est eetuée en juin 2000. Le développement de et outil a été également l'oasion de
produire une ré-analyse omplète en mode 4D-Var de l'expériene FASTEX (Fronts and
Atlanti Storm-Trak EXperiment). Cette ré-analyse est dérite dans Desroziers et al.
(2003), qui onstitue le troisième artile joint au manusrit.
Motivation de la ré-analyse FASTEX en mode 4D-Var
Les objetifs prinipaux de FASTEX (Joly et al. 1997) étaient de vérier ou de omplé-
ter les théories sur la ylogénèse mais aussi de s'intéresser aux problèmes de prévisibilité
des systèmes dépressionnaires et d'améliorer leur prévision opérationnelle qui est toujours
une tâhe diile et importante. Le as des tempêtes de Noël 1999 ave des impats
dévastateurs sur l'Europe de l'ouest et entrale sont les exemples les plus réents de tels
phénomènes et de la diulté de les prévoir à ourte éhéane (es tempêtes ont en eet
été prévues ave plus ou moins de suès par les diérents entres de prévision numérique
opérationnels).
FASTEX a été en partiulier la première opportunité de tester les onepts d'observa-
tions adpatatives onentrées dans des régions où de petites erreurs d'analyse s'amplient
rapidement. Ces observations étaient fournies pendant FASTEX par des "dropsondes" lar-
guées par des avions. D'autres mesures par dropsonde étaient également déployées dans
les zones amont et aval de FASTEX de manière à observer les systèmes dépressionnaires
depuis leur génèse jusqu'à leur stade mature. Un grand nombre de prols vertiaux sup-
plémentaires ont également été fournis par des sites terrestres ou des bateaux.
La phase terrain de FASTEX a pris plae du 5 janvier au 27 février 1997 ave 19
Périodes Intensives d'Observation (POIs). Elle a produit un jeu unique d'observations des
systèmes dépressionnaires des moyennes latitudes (Joly et al. 1999).
L'impat des données adaptatives ou "iblées" de FASTEX a été étudié par Bergot
(1999), Montani et al. (1999) et Szunyogh et al. (1999). Amstrup et Huang (1999) ont
également examiné l'impat de toutes les données supplémentaires des radiosondes FAS-
TEX.
Une étude pilote eetuée par Desroziers et al. (1999) sur une seule POI (POI 17)
avait montré que la qualité des ré-analyses dépendait du shéma d'assimilation lui-même
et qu'une assimilation 4D-Var améliorait de manière signiative l'utilisation des données
FASTEX aratérisées en partiulier par leur répartition irrégulière dans le temps. Ces
résultats ont onduit au projet d'une ré-analyse 4D-Var de l'expériene FASTEX. Cepen-
dant, la ré-analyse n'a été réalisée qu'après avoir olleté les données validées et orrigées
des sondages FASTEX rendues disponibles dans la base de données FASTEX (Jaubert et
al 1999).
Le 4D-Var est opérationnel à Météo-Frane depuis juin 2000 à la suite du CEPMMT
qui avait implémenté un shéma similaire en novembre 1997. L'implémentation d'un tel
shéma a été rendue possible par l'utilisation d'un formalisme multi-inrémental. La ré-
analyse FASTEX a été la première ré-analyse d'une période aussi longue en mode 4D-Var.
L'utilisation du 4D-Var a rendu possible l'assimilation de toutes les données des son-
dages FASTEX alors que seulement une partie d'entre eux pouvaient être assimilée dans
une ré-analyse parallèle 3D-Var également eetuée omme un test du gain apporté par
le 4D-Var. La omparaison entre les sores des prévisions issues des ré-analyses FASTEX
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4D-Var et 3D-Var ont été un argument supplémentaire pour rendre opérationnel le 4D-
Var en juin 2000. Pour mesurer le poids des observations FASTEX dans les ré-analyses,
une ré-analyse supplémentaire 4D-Var sans les observations FASTEX a également été
eetuée.
Desription de la ré-analyse FASTEX
Une desription du 4D-Var développé à Météo-Frane et utilisé pour la ré-analyse
FASTEX peut être trouvée dans Janisková et al. (1999) et Geleyn et al. (2001). La formu-
lation 4D-Var développée à Météo-Frane inlut en partiulier un terme supplémentaire
de ontrainte basé sur les ltres digitaux pour atténuer les osillations parasites assoiées
aux ondes de gravité (Gauthier and Thépaut 2001). Le modèle de prévision est le modèle
opérationnel français ARPEGE (Courtier et al. 1991), qui est un modèle global spetral
basé sur une géométrie étirée. La ré-analyse a été eetuée ave une résolution spetrale
T199 sur la sphère étirée et un fateur d'étirement 3.5, orrespondant approximativement
à une résolution de 90 km près de Terre-Neuve, dans la zone amont FASTEX, et de 30km
resolution près de l'Irlande dans zone aval FASTEX.
Pour réduire le oût du shéma 4D-Var, néessitant environ 70 intégrations diretes du
modèle et de son adjoint, le formalisme appliqué pour la ré-analyse FASTEX est basé sur la
formulation multi-inrémentale (Veersé and Thépaut 1998) où la résolution de l'inrément
à l'ébauhe est augmentée progressivement, ave des orretions nales eetuées à une
résolution spetrale uniforme T95.
Comme mentionné préédemment, deux ré-analyses 4D-Var de l'ensemble de la pé-
riode FASTEX ont en fait été réalisées : une analyse de référene ave seulement le jeu de
données opérationnel et la ré-analyse proprement dite FASTEX ave l'ajout des observa-
tions FASTEX. Les données opérationnelles inluent toutes les données onventionnelles
(SYNOP, AIREP, SATOB, TEMP, PILOT) mais aussi les données de radianes lari-
ées TOVS dont l'utilisation direte est permise par le formalisme variationnel. Le jeu
de données FASTEX orrespond aux observations SYNOP-SHIP données par les bateaux
FASTEX, aux données issues des bouées supplémentaires déployées durant l'expériene
et aux prols TEMP fournis par les dropsondes larguées des avions FASTEX ou par les
radiosondages additionnels eetués par des stations terrestres, par les quatre bateaux
FASTEX ou par les bateaux ASAP. A noter que les bateaux FASTEX n'étaient pas
stationnaires durant l'expériene mais se déplaçaient de manière à rester prohes de la
prinipale zone baroline. L'intérêt d'une telle proédure a été onrmée par une étude
de simulation d'un système d'observation idéalisé (Fisher et al. 1998).
Tous les sondages FASTEX assimilés ont été extraits de la base de données FASTEX
dans leur forme haute résolution et orrigée, puis mis au format onventionnel TEMP de
manière à les rendre ompatibles ave la résolution de l'analyse nale. Tous es prols
ont également été soigneusement vériés avant la ré-analyse (un ontrle de qualité sup-
plémentaire intégré au shéma d'assimilation a également été eetué dans le ours de la
ré-analyse).
Impat statistique des observations FASTEX
La résolution variable du modèle ARPEGE est relativement bien adaptée au design de
l'expériene FASTEX : la résolution orrespondante est susante (≃ 90 km) pour dérire
les préurseurs de relativement grande éhelle dans la zone amont près de Terre-Neuve
et aussi susament ne pour dérire les strutures de méso-éhelle des systèmes matures
dans la zone aval près de l'Irlande (≃ 30 km). Cependant, il faut noter que l'analyse
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Fig. 10  Positions des dropsondes larguées par l'avion britannique UK-C130.
n'est pas eetuée à pleine résolution. L'avion UK-C130 avait eetué un ensemble de
vols fournissant un réseau de dropsondes ave une interdistane typique de l'ordre de la
résolution d'ARPEGE dans ette zone (voir la Fig.10).
Les éarts quadratiques moyens entre les analyses et les observations dropsonde ont
été alulés sur dix vols du UK-C130 eetués durant l'expériene et orrespondant res-
petivement aux systèmes observés au ours des POIs 2, 7, 10, 11, 12, 15, 16, 17 and 19.
Une desription de es vols peut être trouvée par exemple dans Joly et al. (1999). Il a été
vérié que les les ré-analyses FASTEX étaient plus prohes des observations dropsonde
UK-C130 que les ré-analyses opérationnelles. Cei est attendu mais n'est pas une preuve
susante de la qualité de es analyses. La rédution de l'éart entre les analyses et les
observations de température ou de vent est relativement homogène suivant la vertiale.
Son amplitude est d'environ 30% e qui est tout à fait substantiel. Le meilleur aord des
analyses FASTEX ave les observations est en fait déjà présent dans les hamps d'ébauhe
orrespondants, e qui montre qu'il y a un impat umulatif dans le temps des observations
FASTEX dans le yle d'assimilation et aussi que les analyses FASTEX sont de meilleure
qualité que les analyses opérationnelles. Un ritère synthétique pour évaluer l'impat des
données FASTEX est donné par le alul des éarts quadratiques moyens entre les deux
analyses et les données UK-C130 de température, humidité relative et vitesse de vent,
normalisés par leurs varianes d'erreur. Ce ritère orrespond à l'évaluation de la fontion
oût observation minimisée dans le shéma d'assimilation variationnel. La fontion oût
observation est toujours plus faible pour l'analyse FASTEX que pour l'analyse opération-
nelle et la rédution moyenne sur l'ensemble des vols est de l'ordre de 30% en aord ave
la rédution observée sur les prols vertiaux. La même fontion oût peut également
être évaluée pour les ébauhes orrespondant respetivement aux analyses FASTEX et
opérationnelles et montre que, dans la plupart des as, les ébauhes FASTEX sont plus
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prohes des observations que les ébauhes opérationnelles ave une rédution de l'ordre
de 10%.
La distane aux observations UK-C130 a également été alulée pour les prévisions 12
heures valides à l'instant de es observations. Dans e as, le but est d'évaluer l'impat
des observations FASTEX sur les prévisions dans la zone aval FASTEX, à l'ouest de l'Ir-
lande, où les dropsondes UK-C130 étaient larguées. Les résultats (Fig. 11) montrent que
la plupart des prévisions ont un meilleur sore pour l'analyse FASTEX que pour l'analyse
opérationnelle, ave quelques améliorations signiatives (POI 19 en partiulier). Cei
onduit à un impat moyen sensible omparable à elui obtenu pour les ébauhes or-
respondant à une prévision 6 heures. Cependant l'impat moyen des données FASTEX
sur la qualité des prévisions devient diile à diserner à 24 heures d'éhéane. A ette
éhéane, il y a environ autant de meilleures prévisions pour l'analyse FASTEX que pour
l'analyse opérationnelle et les sores moyens deviennent semblables pour l'ensemble om-
plet des vols. Cependant, il est probable que la zone de validation basée sur les dropsondes
UK-C130 n'était pas bien adaptée pour évaluer les sores des prévisions à 24h. Alors que
les vols UK-C130 étaient bien loalisés pour étudier les dépressions à leur stade mature et
pour vérier l'impat des données FASTEX amont, il est probable qu'elles étaient plaées
trop à l'ouest pour identier un développement en aval à ette éhéane.
Une omparaison des prévisions aux observations situées dans un domaine plus aval
a ainsi également été eetuée. Ce domaine (45N-60N,30W-10E) ontient quelques uns
des dropsondages UK-C130 préédents mais aussi les radiosondages eetués sur les Iles
Britanniques et le nord de la Frane durant les POIs FASTEX (le nombre de es son-
dages avaient été augmenté au ours de es POIs). La omparaison entre les prévisions
et es observations a été eetuée durant les mêmes périodes que préédemment ave
des vols UK-C130. Naturellement, le hoix arbitraire de e domaine est un ompromis
néessaire pour apturer un signal dans la omparaison entre les prévisions FASTEX et
opérationnelles (un domaine ou une période trop grand fait disparaître e signal).
Le omportement des erreurs de prévision à 12 h obtenu ave e nouveau ritère est
diérent de elui obtenu ave la omparaison aux dropsondes UK-C130 : les erreurs de
prévision sont plus faibles et apparaissent aussi plus régulières dans le temps mais aussi
plus semblables entre les analyses FASTEX et opérationnelles. Cei est dû à l'eet de
moyennage d'un domaine de vériation plus grand. Mais le point le plus marquant est
que l'impat moyen des observations FASTEX devient alors positif en omparant les
prévisions 24 h aux radiosondes distribuées dans le domaine élargi. De plus, et impat
positif est enore présent pour les prévisions 36 h ave e même domaine. La omparaison
des prévisions pour haque paramètre montre que l'amélioration moyenne des prévisions
FASTEX peut être vue à la fois pour la température et le vent à 12h, mais est aussi
disernable pour le vent à éhéane 24 h and 36 h.
Conlusion
Une ré-analyse omplète de la ampagne FASTEX a été réalisée. Cette ré-analyse
est disponible dans la base de données FASTEX et peut être utilisée en partiulier pour
l'étude des ylogénèses dans l'Atlantique nord. Le shéma 4D-Var a permis de prendre
en ompte l'ensemble des données fortement asynhrones FASTEX, alors qu'un shéma
de type 3D-Var ne peut prendre en ompte qu'un sous-ensemble de es données. L'impat
positif des données FASTEX amont sur les prévisions à ourte éhéane a été mesuré. La
omparaison des ré-analyses 4D-Var et 3D-Var a enn été un argument supplémentaire
pour la mise en plae opérationnelle du 4D-Var à Météo-Frane en juin 2000.
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Fig. 11  (a) raine arrée de la fontion oût observation mesurant la distane entre
les prévisions 12h issues des analyses opérationnelles (barres fonées) et FASTEX (barres
laires) et les observations UK-C130 de température, d'humidité relative et de vitesse du
vent ; (b) omme (a) mais pour les prévisions 24 h.
43
44
3.6 Mesure de l'impat des observations sur les analyses et les
prévisions
Introdution
Le travail dérit dans Desroziers et al. (2005), orrespondant au quatrième artile
inlus dans e mémoire, s'insrit dans la suite des idées développées dans Desroziers et
Ivanov (2001) et également du travail de thèse de B. Chapnik (2005). Dans sa thèse, B.
Chapnik a en eet montré que les aluls par méthode de Monte Carlo de sous parties de
la fontion oût du problème variationnel pouvaient être utilisés pour mesurer l'impat
des observations sur les analyses. La même problématique est poursuivie dans Desroziers
et al. (2005), mais ave la vision de la rédution de la variane d'erreur d'estimation.
Formalisme général de la rédution de variane d'erreur d'estimation
C'est un résultat lassique en théorie de l'estimation linéaire (voir le paragraphe 3.2)
que, si les matries B et R sont bien spéiées, alors la matrie de ovariane d'erreur
d'estimation s'érit
A = B −KHB.
Par onséquent, la rédution totale de variane d'erreur donnée par l'assimilation d'ob-
servations s'érit
r = Tr(B)− Tr(A) = Tr(KHB), (8)
où Tr désigne la trae d'une matrie. A noter que la redution de variane d'erreur r
est dépendante de la base dans laquelle on exprime es erreurs ou en d'autres termes
dépendante du hoix d'une norme partiulière.
La matrie KHB peut toujours être ré-érite sous la forme
KHB =
∑
i
KΠi
T
ΠiHB,
où Πi est le projeteur qui permet de passer de l'ensemble des observations au sous-
ensemble i d'observations.
La rédution assoiée au sous-ensemble i est don
ri = Tr(KΠi
T
ΠiHB),
ave
r =
∑
i
ri.
L'expression de ri est similaire à l'expression (8), exepté que l'opérateur Πi
T
Πi est
tout d'abord appliqué àHB de manière à séletionner les observations assoiées au sous-
ensemble i.
Transformation des matries de ovariane
Diérents aspets de la rédution de variane d'erreur peuvent être examinés en uti-
lisant une transformation L de l'erreur d'estimation ǫ sur le veteur d'état. Si ǫ est
transformé en Lǫ, alors la ovariane du veteur transformé devient E(LǫǫTLT ) =
LE(ǫǫT )LT .
En partiulier, B and A deviennent respetivement LBLT and LALT .
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De manière similaire, les rédutions de variane pour l'ensemble omplet et des sous-
ensembles d'observations deviennent
r = Tr(LKHBLT )
et
ri = Tr(LKΠi
T
ΠiHBL
T ). (9)
De nombreuses formes de la transformation L peuvent être imaginées. En partiulier,
L peut inlure une projetion ou orrespondre à une norme spéique.
Un as partiulier est l'utilisation de la transformation L = B−1/2, pour laquelleB est
réduit à la matrie identité dans l'espae transformé, A à B−1/2AB−1/2 et la rédution
de variane à r = Tr(KH). Dans e as, on retrouve le fait déjà mentionné plus haut
que
ri = Tr(LKΠi
T
ΠiHBL
T )
= Tr(KΠi
T
ΠiH)
est égal à l'espérane statistique de la sous-partie Joi (x
a) de la fontion oût assoiée
au sous-ensemble d'observations i, si les matries B et R sont orretement spéiées
(Talagrand, 1999).
La transformation L peut également inlure une prévision. Dans e as, les diagnostis
sur l'analyse peuvent être étendus aux diagnostis sur les prévisions. Un opérateur de
projetion P sur une région de vériation peut aussi être introduit, ainsi qu'une métrique
partiulière N pour normaliser les erreurs de prévision dans ette zone. Dans e as, la
variane de l'erreur de prévision devient
E(‖ PMǫ ‖2N) = Tr(N
1/2PME(ǫǫT )MTP TN 1/2),
où ǫ orrespond à un veteur d'erreur sur les onditions initiales et M est le modèle
linéaire-tangent assoié au modèle de prévision.
Estimation par Monte Carlo des rédutions d'erreur
On peut montrer que la rédution ri assoiée à un jeu partiulier d'observations peut
être estimée par
ri = δy
o
i
TRi
−1
ΠiHBL
TLKδyo,
où δyo = R1/2ηo est un veteur de perturbations sur l'ensemble des observations et
δyoi = Πiδy
o
est la projetion de δyo sur le sous-ensemble i d'observations.
Mais, omme pour le alul des DFS dans la partie 3.4, Kδyo n'est rien d'autre que
la perturbation δxa(δyo) sur l'analyse produite par une perturbation sur les observations
puisque δxa(δyo) = Kδyo dans le as linéaire. Ainsi une estimation par Monte Carlo de
ri est donnée par
ri ≃ δy
o
i
TRi
−1
ΠiHBL
TLδxa(δyo). (10)
Il faut noter, que pour un opérateur donné L, la haîne d'opérations HBLTLδxa,
qui est la plus oûteuse, ne doit être eetuée qu'une seule fois. En partiulier, la per-
turbation est eetuée sur l'ensemble des observations, mais l'évaluation de ri pour tout
sous-ensemble n'est eetuée que omme une dernière et peu oûteuse opération.
Si L ontient l'intégration d'un modèle, alors LTL inlut l'intégration en avant du
modèle linéaire-tangentM et une intégration en arrière du modèle adjoint orrespondant
MT .
46
Bien que l'expression préédente ait été dérivée dans le as où l'inrément d'analyse est
une ombinaison linéaire des innovations, elle peut failement être étendue à une analyse
faiblement non-linéaire ave δxa ≃ xa(yo + δyo) − xa(yo), où xa(yo + δyo) et xa(yo)
sont respetivement les analyses ave des observations perturbées et non perturbées. Un
exemple d'analyse faiblement non-linéaire est donné par le 4D-Var inremental où les non-
linéarités apparaissent dans les mises à jour périodiques de la trajetoire ave le modèle
omplet (Courtier and Thépaut 1994, Rabier et al. 2000).
Appliation au shéma 4D-Var ARPEGE
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Fig. 12  Pourentage de rédution de variane d'erreur dû à diérents jeux d'observations
et pour trois hamps diérents (température à 850 HPa, température à 250 hPa, humidité
speique à 850 hPa).
Le alul de la rédution d'erreur apportée par les observations a été implémenté dans
le shéma français 4D-Var ARPEGE. Jusqu'à présent, seule la rédution d'erreur sur l'ana-
lyse a été étudiée. Le shéma 4D-Var ARPEGE utilise un grand nombre d'observations
diérentes (environ 300 000 observations sont utilisées dans haque analyse).
La proédure de Monte Carlo dérite préédemment a été appliquée pour aluler les
rédutions totales ou partielles de variane d'erreur apportées par les observations. De
manière à rendre les résultats plus failes à interpréter, la possibilité d'eetuer une pro-
jetion P sur un hamp partiulier a été mise en plae. Cei orrespond au as partiulier
où L = P dans l'expression (10) de l'estimation par Monte Carlo de la rédution de
variane d'erreur.
Dans une première étape, des tests ont été menés pour évaluer le nombre de perturba-
tions néessaire pour obtenir une estimation réaliste de la rédution de variane d'erreur
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Fig. 13  Pourentage de rédution de variane d'erreur dû à diérents jeux d'observations
pour la température à 850 HPa et pour trois régions diérentes.
apportée par les observations. Ils ont montré qu'environ inq analyses perturbées sont
néessaires pour obtenir une estimation stabilisée de la rédution d'erreur. Ce nombre
a également été estimé susant pour le alul de la rédution d'erreur amenée par un
sous-ensemble partiulier d'observations.
Une autre validation des rédutions de variane d'erreur obtenues a été eetuée en
les omparant à la variane totale d'erreur de l'ébauhe. Cette variane totale d'erreur de
l'ébauhe a été donnée par une autre proédure de Monte Carlo (Fisher and Courtier 1995,
Andersson et al. 2000). Dans ette proédure, un ensemble de perturbations ǫb = B1/2ηb,
est onstruit, où B1/2 est l'opérateur orrespondant à la raine arrée de la matrie de
ovariane d'erreur d'ébauhe, et ηb est un veteur de nombres aléatoires. Les varianes
d'erreur de l'ébauhe sont déduites des statistiques du arré des perturbations d'ébauhe
ǫb. Le tableau 1 donne de telles varianes totales d'erreur pour trois hamps diérents,
et les rédutions d'erreur orrespondantes apportées par les observations. Dans la mesure
où l'on ne s'intéresse à haque fois qu'à un seul hamp partiulier, les varianes sont
alulées ave la norme eulidienne lassique. Les pourentages des rédutions de variane
d'erreur sont similaires pour la température à deux niveaux diérents (850 hPa et 250
hPa) et paraissent raisonnables (de l'ordre de 30%). Le pourentage plus faible de la
rédution d'erreur pour l'humidité spéique à 850 hPa est vraisemblablement lié au fait
que l'analyse du hamp d'humidité est en grande partie univariée et don moins eae
en termes de rédution de l'erreur d'estimation.
Une fois la proédure de Monte Carlo vériée, il a été possible d'examiner les rédutions
d'erreur apportées par les diérents jeux d'observations. Cei a été fait pour trois hamps
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Variane ébauhe Rédution de variane Pourentage de rédution
T à 850 hPa 20864 K2 6558 K2 31 %
T à 250 hPa 18373 K2 6819 K2 39 %
q à 850 hPa 0.0263 (kg/kg)2 0.0038 (kg/kg)2 14 %
Tab. 1  Variane totale de l'ébauhe et rédution totale de variane d'erreur pour la
température à 850 hPa et 250 hPa et l'humidité spéique à 850 hPa.
partiuliers : la température à 850 hPa et 250 hPa et l'humidité speique à 850 hPa. Les
observations utilisées dans l'assimilation ARPEGE sont les suivantes :
 QUIKSCAT : vents de surfae des sattéromètres (ou diusiomètres),
 ATOVS : radianes des satellites en orbite polaire,
 SATOB : mesures de vitesse de vent déduites des déplaements de nuages donnés
par l'imagerie des satellites géostationnaires,
 BUOY : observations à la surfae des oéans données par les bouées,
 AIREP : observations d'avions,
 SYNOP : observations de surfae sur terre et sur mer,
 PILOT : observations de vent déduites de la poursuite manuelle des ballons pilot,
 TEMP : observations d'altitude de température, vitesse de vent et d'humidité des
radiosondes.
La Fig. 12 montre la ontribution de es diérents jeux d'observations à la rédution de
l'erreur des hamps séletionnés. Pour le hamp de température à 850 hPa, la ontribution
prinipale provient des TEMP et ATOVS. Cei est logique puisque les TEMP fournissent
des mesures de température et que les radianes sont supposées avoir un impat sur l'ana-
lyse de température. D'un autre té, les SATOB, AIREP et PILOT apparaissent aussi
apporter une ontribution signiative sur l'analyse de la température à 850 hPa, bien
qu'ils ne orrespondent qu'à des mesures de vitesse de vent. Cei est une démonstration
de l'impat de la formulation multivariée de l'analyse à travers la desription des ova-
rianes entre les paramètres dans la matrie de ovariane d'erreur d'ébauhe B et aussi
de l'impat de la dynamique dans le shéma 4D-Var.
La Fig. 12 montre également que les ontributions des observations de surfae BUOY
et SYNOP s'annulent pour la température à 250 hPa, e qui est de nouveau ohérent.
Finalement, il apparaît que l'analyse de l'humidité à 850 hPa est seulement inuenée
par les observations TEMP et ATOVS. Cei est également logique puisqu'il n'y a pas
de ovarianes entre l'humidité et les autres hamps dans la matrie de ovariane des
erreurs d'ébauhe dans ARPEGE (malgré le fait que l'on utilise ii un shéma 4D-Var)
et puisque les TEMP et ATOVS sont la seule soure d'information sur l'humidité dans
l'ensemble des observations.
La Fig. 13 donne une autre vue de la ontribution des sous-ensembles d'observations
pour diérentes régions. Les ontributions apparaissent de nouveau ohérentes puisque,
omme attendu, les données satellite ont proportionnellement plus d'impat dans l'hémi-
sphère sud que dans l'hémisphère nord, e qui est simplement lié au fait que les données
in situ sont moins nombreuses dans l'hémisphère sud.
Conlusion
Une méthode de type Monte Carlo a été proposée pour estimer la rédution de va-
riane d'erreur d'estimation due à la prise en ompte des observations. Cette méthode de
Monte Carlo est basée sur une perturbation des observations et est similaire à e qui est
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fait pour le alul de l'espérane des sous parties de la fontion oût, qui donnent égale-
ment une mesure de l'impat des observations dans l'analyse. Les deux ritères peuvent
don être alulés par ette même proédure de Monte Carlo. L'intérêt du alul de la
rédution de la variane d'erreur d'estimation est qu'il peut être transposé au alul de la
rédution de l'erreur de prévision (et non pas seulement de l'erreur d'analyse) apportée
par haque type d'observations. Le alul de la rédution de variane d'erreur d'estima-
tion permet également d'obtenir la ontribution d'un sous-ensemble des observations à un
sous-ensemble de l'état analysé.
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3.7 Diagnostis de ohérene dans l'espae des observations
Introdution
La possibilité de produire de nouveaux diagnostis d'optimalité d'une analyse a été
développée dans Desroziers et al. (2005), qui orrespond au inquième artile inlus dans
e mémoire. Ces diagnostis s'appuyent sur l'hypothèse que des shémas d'assimilation
omme le 4D-Var inrémental restent prohes de la théorie de l'estimation linéaire statis-
tique. Ce travail s'insrit enore une fois dans la ligne des idées traitées dans Desroziers et
Ivanov (2001) et du thème de l'optimalité des systèmes d'assimilation mis en partiulier
en avant par Talagrand (1999).
Formalisme et interprétation géométrique
On a vu plus haut qu'un premier diagnosti lassique de la ohérene d'une analyse
est de omparer la ovariane du veteur d'innovation à la somme de la ovariane des
erreurs d'observation et des erreurs d'ébauhe projetées dans l'espae des observations, e
qui s'érit
E[do
b
(do
b
)T ] = R+HBHT , (11)
(dans un soui d'homogénéisation des notations dans ette partie du rapport, on notera
ii dob le veteur des diérenes observations-moins-ébauhe). Cette relation fournit un
test de ohérene global sur la spéiation de es ovarianes (Andersson 2003).
On a montré dans Desroziers et al. (2005) omment trois relations additionnelles
peuvent être obtenues, fournissant des diagnostis séparés des statistiques d'erreur d'é-
bauhe, d'observation et d'analyse.
La première relation est
E[dab (d
o
b)
T ] =HBHT , (12)
où dab est le veteur des diérenes analyse-moins-ébauhe.
Cette relation fournit un test de onsistene séparé sur les ovarianes des erreurs
d'ébauhe dans l'espae des observations.
La deuxième relation est
E[doa(d
o
b)
T ] = R, (13)
où doa est le veteur des diérenes observations-moins-analyse.
Elle onstitue un deuxième diagnosti additionnel qui fournit un test de ohérene
séparé sur les ovarianes des erreurs d'observation.
La troisième relation est
E[dab(d
o
a)
T ] =HAHT , (14)
où A est la matrie de ovariane des erreurs d'analyse dans l'espae du modèle.
Elle onstitue un troisième diagnosti additionnel, fournissant une information sur les
ovarianes des erreurs d'analyse dans l'espae des observations.
Les relations (11) à (14) devraient don être vériées dans une analyse ohérente (elles
ne sont pas néessaires à l'optimalité d'un shéma d'assimilation). Ces relations sont
matriielles, e qui signie qu'elles devraient être également vraies pour les ovarianes
roisées entre les diérenes assoiées à diérentes observations.
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Fig. 14  Représentation géométrique de l'analyse projetée sur un veteur propre
~vi de
la matrie HK.
Une interprétation géométrique de es relations peut être proposée dans l'espae des
veteurs propres V de la matrie HK, tels que HK = V ΛV T , où Λ est la matrie
diagonale des valeurs propres de HK. Ave ette déomposition, le veteur dab des dif-
férenes entre l'analyse et l'ébauhe dans l'espae des observations peut être ré-érit
dab = Hδx
a = HKdob = V ΛV
Tdob. Par onséquent, la projetion de d
a
b sur les ve-
teurs propres de HK est donnée par V Tdab = V
TV ΛV Tdob = ΛV
Tdob. Si
~dab i et
~dobi
désignent respetivement les projetions de dab et d
o
b sur un veteur propre partiulier ~vi
de HK, alors ~dab i = λi
~dobi, où λi est la valeur propre orrespondante de HK.
Dans la Figure 14, H(xt)i, y
o
i et H(x
b)i désignent respetivement les projetions sur
un veteur propre partiulier
~vi des équivalents vrais, observés et donnés par l'ébauhe
de x aux points d'observation. Le triangle H(xb)i, H(x
t)i, y
o
i est retangle en H(x
t)i
puisque les projetions
~ǫoi et ~Hǫbi des erreurs d'observation et d'ébauhe sur le veteur
~vi sont supposées déorrélées et don orthogonales.
Cette orthogonalité est dénie pour le produit salaire partiulier < ~ǫ1,~ǫ2 >= E(ǫ1ǫ2),
où ~ǫ1 and ~ǫ2 sont deux veteurs d'erreurs aléatoires, ave pour omposantes ǫ1 and ǫ2 deux
variables aléatoires. Cei signie que l'orthogonalité de
~ǫoi et ~Hǫbi est dénie d'un point
de vue statistique. Ave ette dénition du produit salaire, l'angle entre deux veteurs
d'erreurs aléatoires est aussi diretement lié à la orrélation des erreurs : un angle nul et
un angle droit orrespondent respetivement à une orrélation et dé-orrélation parfaites
et un angle entre 0 et π/2 à une orrélation intermédiaire.
C'est un résultat lassique (voir le paragraphe 3.2) que l'erreur d'analyse Hǫa est
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également orthogonale au veteur d'innovation dob, à nouveau d'un point de vue statistique.
Puisque la Fig. 14 orrespond à une projetion sur un veteur propre partiulier
~vi, il en
résulte que [ ~H(xb)iH(x
a)i] =
~dab i = λi
~dobi et don que H(x
a)i est sur la ligne dénie par le
point H(xb)i et le veteur
~dobi. Le veteur
~Hǫai est don perpendiulaire à ~d
o
bi en H(x
a)i.
Par onséquent, l'appliation du théorème de Pythagore à e triangle implique que
‖ ~dobi‖
2 = ‖ ~Hǫbi‖
2+‖ ~ǫoi‖
2
, où la norme ‖ ‖ est assoiée au préédent produit salaire. Cette
relation orrespond au premier diagnosti lassique (relation (11)) sur les statistiques du
veteur d'innovation.
L'appliation des théorèmes d'Eulide dans un triangle retangle amène les trois
relations supplémentaires suivantes : < ~dab i,
~dobi >= ‖
~Hǫbi‖
2
, < ~doai,
~dobi >= ‖ ~ǫ
o
i‖
2
,
< ~dab i,
~dob i >= ‖
~Hǫai‖
2
, qui orrespondent respetivement aux diagnostis des varianes
des erreurs d'ébauhe (relation (12)), d'observation (relation (13)) et d'analyse (relation
(14)).
Dans le as ou les ovarianes des erreurs d'ébauhe et d'observation sont homogènes,
et la densité des observations uniforme, les veteurs propres de la matrie HK sont les
harmoniques spetrales (Fourier sur le plan, harmoniques sphériques sur la sphère). La
Fig. 14 montre alors une projetion sur une omposante spetrale partiulière. Ce as est
développé un peu plus loin.
Appliation aux analyses 4D-Var ARPEGE
Les diagnostis préédents fournissent potentiellement une information sur les ova-
rianes des erreurs d'observation, d'ébauhe et d'analyse dans l'espae des observations.
Une première appliation de es diagnostis est de diagnostiquer les varianes des erreurs
d'observation et d'ébauhe. En eet, pour tout sous-ensemble d'observations i ave pi
observations, il est possible de aluler simplement les quantités (σ˜bi )
2 = (dab)
T
i (d
o
b)i/pi =∑pi
j=1(y
a
j − y
b
j)(y
o
j − y
b
j)/pi et (σ˜
o
i )
2 = (doa)
T
i (d
o
b)i/pi =
∑pi
j=1(y
o
j − y
a
j )(y
o
j − y
b
j)/pi, où y
o
j est
la valeur de l'observation j et ybj , y
a
j ses ontre-parties respetives pour l'ébauhe et l'ana-
lye. Les quantités (σ˜bi )
2
et (σ˜oi )
2
sont les valeurs diagnostiquées des erreurs d'ébauhe et
d'observation qui peuvent être diérentes de leurs valeurs speiées dans l'analyse. Elles
orrespondent à l'utilisation des relations (12) et (13) respetivement, mais seulement
pour les éléments diagonaux de es matries. Ces aluls sont pratiquement sans oût et
peuvent être eetuées, a posteriori, en utilisant une ou plusieurs analyses.
De tels aluls ont été eetués sur des analyses produites par le shéma opérationnel
d'assimilation 4D-Var ARPEGE à Météo-Frane. Ce shéma d'assimilation 4D-Var est
basé sur une formulation inrémentale (Courtier et al. 1994) et partage beauoup d'aspets
ave l'analyse 4D-Var du CEPMMT (Rabier et al. 2000). La Figure 15 montre un exemple
des varianes diagnostiquées des erreurs d'ébauhe et d'observation pour des observations
de vent données par les radiosondages dans l'hémisphère nord. Ces statistiques ont été
alulées à partir de dix analyses 4D-Var. Elles montrent qu'à la fois les erreurs d'ébauhe
et d'observation semblent être sur-estimées dans l'analyse. Ce résultat est en aord pour
les erreurs d'observations ave e qui a été trouvé par Chapnik et al. (2005) en utilisant le
diagnosti dérit au paragraphe 3.4. Les mêmes diagnostis ont été produits pour toutes
les observations prises en ompte dans le 4D-Var ARPEGE. L'ensemble de es résultats
onrme la sur-estimation des erreurs d'ébauhe et d'observation pour la plupart des
observations.
Réglage des varianes d'erreur
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Fig. 15  Prols vertiaux des éarts-types diagnostiqués pour les erreurs d'ébauhe (trait
plein) et d'observation (trait pointillé) pour les observations des radiosondages dans l'hé-
misphère nord, omparés aux prols des éarts-types orrespondants spéiés pour les
erreurs d'ébauhe (trait tireté-pointillé) et d'observation (trait tireté). Toutes les valeurs
sont en m/s. Les nombres d'observations utilisés pour aluler es statistiques sont indi-
qués sur le té droit de la Figure.
Puisque l'on sait que les erreurs d'ébauhe et d'observation sont imparfaitement spé-
iées dans une analyse opérationnelle, une méthode peut être envisagée pour les régler.
Le prinipe d'une telle proédure de réglage est de trouver les valeurs de σbi et σ
o
i , pour
les diérents sous-ensembles i d'observations telles que es valeurs vérient les relations
(σbi )
2 = (dab)
T
i (d
o
b)i/pi et (σ
o
i )
2 = (doa)
T
i (d
o
b)i/pi. Cei est un problème non-linéaire puisque
les (dab )i et (d
o
a)i dépendent eux-mêmes des valeurs de σ
b
i and σ
o
i . Cependant la forme de
es équations non-linéaires suggère l'utilisation d'une méthode itérative de point-xe pour
résoudre e problème de réglage.
Cette proédure itérative est similaire à elle proposée par Desroziers et Ivanov (2001)
pour résoudre le même type de problème mais ave un ritère d'optimalité diérent.
Un test préliminaire de l'algorithme préédent a été fait sur un problème simplié
donné par une analyse spetrale sur un domaine irulaire et aussi utilisé par Desroziers
et Ivanov (2001). La longueur du domaine est de 40 000 km et la tronature égale à
200 orrespondant à n = 401 oeients spetraux. La matrie de ovariane d'erreur
d'ébauhe B est onstruite dans l'espae spetral à partir d'une fontion de struture
gaussienne dans l'espae physique de portée 300 km. Le problème est résolu ave p =
401 observations et une matrie diagonale de ovariane d'erreur d'observation R, en
supposant que les erreurs d'observations sont déorrélées. A la fois les erreurs d'ébauhe
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et d'observation sont simulées en aord ave les matries de ovariane B and R et ave
les éarts-types d'erreur homogènes σb = 1 et σo = 2.
true initial iter. 1 iter. 2 iter. 3 iter. 4 iter. 5
σo 2 1 1.73 1.89 1.95 1.97 1.98
σb 1 2 1.41 1.19 1.10 1.07 1.03
Tab. 2  Valeurs vraies et réglées de σo et σb au ours des itérations de point xe.
Le tableau 2 montre que, partant des valeurs erronées σb = 2 et σo = 1, l'algorithme
itératif de point xe permet de retrouver une bonne approximation des vraies valeurs en
seulement quelques itérations.
Interprétation spetrale des ovarianes diagnostiquées
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Fig. 16  Interprétation spetrale des ovarianes diagnostiquées.
Les matries ovariane diagnostiquées dans les équations (12) et (13) peuvent être
vues omme des ovarianes ajustées, notées respetivement HB˜HT et R˜. Elles s'ex-
priment aussi
E[dab (d
o
b)
T ] = HB˜HT = HBHT (HBHT +R)−1 (HB∗HT +R∗)
E[doa(d
o
b)
T ] = R˜ = R (HBHT +R)−1 (HB∗HT +R∗),
où B∗, R∗ sont les vraies matries de ovariane.
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En suivant Hollingsworth (1987) et Daley (1991, pages 125-128), on peut par exemple
onsidérer les as 1D ou 2D ave des ovarianes d'erreur d'ébauhe et d'observation
homogènes, et où la densité des observations est uniforme.
Dans e as, les diérentes matries de ovariane ont les mêmes veteurs propres,
qui sont les modes spetraux : HBHT = SΛbST ,R = SΛoST , où S est une matrie
orthogonale dont les olonnes sont les veteurs propres ommuns de HBHT et R, et
Λ
b
, Λ
o
sont les matries diagonales qui ontiennent les valeurs propres orrespondantes.
Les veteurs propres sont les harmoniques spetrales (Fourier sur le plan, harmoniques
sphériques sur la sphère), et S la transformation spetrale inverse. De plus, les valeurs
propres orrespondent aux varianes des omposantes spetrales
Des équations similaires s'érivent pour les matries de ovariane diagnostiquées et
exates. On peut alors vérier que
SΛ˜bST = SΛb(Λb +Λo)−1(Λb∗ +Λo∗)ST .
Le même type de relation peut être érite pour la matrie diagnostiquée de ovariane
d'erreur d'observation. Cei fournit les relations nales suivantes en termes de valeurs
propres :
Λ˜
b = Λb(Λb +Λo)−1(Λb∗ +Λo∗)
Λ˜
o = Λo(Λb +Λo)−1(Λb∗ +Λo∗),
où {Λb∗,Λo∗}, {Λb,Λo} et {Λ˜b, Λ˜o} désignent respetivement les valeurs propres des ma-
tries exates, spéiées et diagnostiquées pour les erreurs d'ébauhe et d'observation.
Un premier examen de es relations montre que le spetre exat de variane de l'inno-
vation Λ
b∗+Λo∗ est multiplié par deux rapports de ltrage, F b = Λ
b
Λ
b
+Λ
o et F
o = Λ
o
Λ
b
+Λ
o ,
pour donner les spetres de varianes ajustées de ǫb et ǫo :
Λ˜
b = Λ
b
Λ
b
+Λ
o (Λ
b∗ +Λo∗) and Λ˜o = Λ
o
Λ
b
+Λ
o (Λ
b∗ +Λo∗).
Les deux ltres sont représentés dans le panneau en haut à gauhe de la Figure 16
pour l'exemple 1D disuté préédemment. En raison de la forme des deux types de or-
rélation d'erreur, F b et F o orrespondent respetivement à une sorte de ltre passe-bas
et passe-haut. Les panneaux du bas de la Fig. 16 illustrent le fait qu'appliquer F b, F o
à Λ
b∗ + Λo∗ permet d'extraire respetivement ses omposantes de grande et de petite
éhelle. Ils orrespondent aux ontributions respetives (estimées) des erreurs d'ébauhe
et d'observation. Cei fournit des spetres ajustés de varianes qui sont plus prohes des
spetres vrais que des spetres spéiés. Cei est également ohérent ave le fait que les
équations indiquent que, si l'analyse est optimale, alors es deux proessus de ltrage
doivent donner les spetres vrais de variane d'erreur.
Une autre vision omplémentaire est de remarquer que les ajustements reviennent à
multiplier haque variane spetrale spéiée par le rapport entre les variane exates et
spéiées :
Λ˜
b = ΛbΛ
b∗
+Λ
o∗
Λ
b
+Λ
o et Λ˜
o = ΛoΛ
b∗
+Λ
o∗
Λ
b
+Λ
o .
Les rapports d'ajustement parfaits devraient être plutt respetivement
Λ
b∗
Λ
b et
Λ
o∗
Λ
o . Mais,
omme illustré par le panneau en haut à droite de la Fig. 16, le rapport de désaord sur
l'innovation N = Λ
b∗
+Λ
o∗
Λ
b
+Λ
o est prohe de
Λ
b∗
Λ
b dans les grandes éhelles ('est-à-dire où
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les erreurs d'ébauhe ont leur plus grande amplitude), et est prohe de
Λ
o∗
Λ
o dans une
large bande de petites éhelles ('est-à-dire où les erreurs d'observation prédominent). En
d'autres termes, le lien étroit entre N et Λ
b∗
Λ
b ou
Λ
o∗
Λ
o , en fontion de l'éhelle, indique que
les ajustements sont faits de manière appropriée en fontion de l'éhelle.
Les deux visions sont ohérentes, dans le sens qu'elles indiquent toutes les deux que
les ajustements sont partiulièrement pertinents lorsque les erreurs d'ébauhe et d'ob-
servation tendent à prédominer pour des éhelles diérentes. Cei est résumé par le fait
que
Λ
b∗
+Λ
o∗
Λ
b
+Λ
o ≃
Λ
b∗
Λ
b dans les grandes éhelles si à la fois Λ
b∗ ≫ Λo∗ et Λb ≫ Λo et
Λ
b∗
+Λ
o∗
Λ
b
+Λ
o ≃
Λ
o∗
Λ
o dans les petites éhelles si à la fois Λ
b∗ ≪ Λo∗ et Λb ≪ Λo.
Les éarts-types d'erreur ajustés présentés préédemment pour le as simplié 1D sont
simplement les raines arrées de la somme des diérentes varianes spetrales ajustées.
La pertinene des ajustements de es éarts-types est don en aord ave les ajustements
des varianes spetrales.
De la disussion préédente, il apparaît en partiulier que l'ajustement des varianes
des erreurs d'ébauhe et d'observation est seulement pertinent si es erreurs ont des stru-
tures diérentes. En eet, l'appliation d'un tel ajustement ne fontionnera pas dans le as
où les deux spetres (soit Λ
b∗
et Λ
o∗
ou Λ
b
et Λ
o
) sont proportionnels. Cei est également
vrai pour les méthodes herhant à diagnostiquer les ovarianes des erreurs de prévisions
à partir des ovarianes du veteur d'innovation (Hollingsworth and Lönnberg 1986).
Cependant, si les spetres des erreurs d'ébauhe et d'observation sont susamment
diérents (à la fois pour les statistiques exates et spéiées), les ajustements seront
apables de modier les varianes de manière orrete même si les orrélations ne sont
pas parfaitement spéiées.
Conlusion
Un nouveau jeu de diagnostis d'une analyse, basés sur les propriétés de l'estimation
linéaire statistique, a été proposé. L'intérêt de es diagnostis est qu'ils sont pratiquement
gratuits et appliables à tout shéma d'analyse faiblement non-linéaire omme le 4D-Var
inrémental. D'autre part, es diagnostis permettent sous ertaines onditions d'optimiser
les statistiques des erreurs des diérentes soures d'information. Les premières omparai-
sons des méthodes de réglage dérites dans Desroziers et Ivanov (2001) et Desroziers et
al. (2005) montrent qu'elles produisent des résultats très similaires.
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3.8 Utilisation des ondelettes pour les ovarianes d'erreur d'ébauhe
Introdution
Le travail résumé ii orrespond au travail de thèse d'O. Pannekouke. Il s'apparente
au travail réalisé dans Desroziers (1997) visant une meilleure spéiation des ovarianes
d'erreur d'ébauhe mais ave un point de vue diérent.
Le problème de la spéiation des ovarianes d'erreur d'ébauhe
L'estimation des ovarianes d'erreur d'ébauhe est en eet toujours un problème
partiulièrement diile puisque dans la pratique opérationnelle le veteur d'ébauhe
est un veteur de dimension 105 − 107. Dans e as, il n'est pas seulement impratiable
de manipuler une matrie de ovariane de taille si importante, mais il est également
impossible de la spéier puisqu'il y a un manque d'information statistique (Dee 1995).
Pour surmonter ette diulté, un modèle pour les statistiques d'erreur de prévision
doit être déni. Un tel modèle repose souvent sur l'hypothèse que les orrélations sont
homogènes et isotropes (Gaspari et Cohn 1999). Cette hypothèse est équivalente à onsi-
dérer que la matrie de orrélation est diagonale dans l'espae spetral (Courtier et al.
1998), e qui failite la représentation des statistiques d'erreur.
Une approhe pour déterminer la matrie de ovariane d'erreur d'ébauhe est d'utili-
ser un ensemble d'assimilations, obtenues par une perturbation des observations et éven-
tuellement des paramétrisations du modèle de prévision (Houtekamer et al. 1996). Cette
proédure a été réemment appliquée au CEPMMT et à Météo-Frane pour spéier
la omposante stationnaire des ovarianes d'erreur (Fisher 2003 ; Belo Pereira et Berre
2005). Dans e as, les ovarianes sont alulées sur plusieurs semaines et l'hypothèse
d'homogénéité est imposée.
Les hypothèses d'homogénéité et d'isotropie sont ependant une approximation gros-
sière des erreurs réelles. Bouttier (1994) a en partiulier montré que les éhelles de orré-
lation dépendent de la situation météorologique et de la densité des observations.
En utilisant un ensemble d'assimilations, Belo Pereira et Berre (2005) ont montré de
telles hétérogénéités et anisotropies dans les orrélations d'erreur d'ébauhe en utilisant
une nouvelle estimation des longueurs de orrélation.
Fisher (2003) a réemment introduit l'idée d'utiliser les ondelettes sur la sphère pour
améliorer la représentation des orrélations d'erreur d'ébauhe, et en partiulier d'autoriser
une part d'hétérogénéité dans la desription de es erreurs. Une telle formulation est
maintenant utilisée opérationnellement au CEPMMT pour représenter des orrélations
stationnaires mais inhomogènes, ave en partiulier des orrélations plus longues dans les
Tropiques. Une approhe similaire a été onsidérée par Dekmyn et Berre (2005) pour un
modèle en domaine limité.
La formulation ondelette
Les transformées ondelette direte et inverse d'un hamp d'erreur d'ébauhe ǫb sont
dénies respetivement par (Fisher 2003, Pannekouke et al. 2006) :
ǫˆbj = ǫ
b ⊗ψj
et
ǫb =
∑
j
ǫˆbj ⊗ψj ,
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où ⊗ est le produit de onvolution dans l'espae physique pour les deux expressions et
ψj est une fontions radiale assoiée à une éhelle j. Chaque fontion ψj a une position
et une éhelle spéique. Chaque oeient ǫˆbj,xj(i) du hamp transformé orrespond à
la valeur de l'erreur pour l'éhelle j et la position xj(i) sur une grille dont la résolution
dépend de j (la résolution est plus faible pour les grandes éhelles).
Dans un adre horizontal, l'approhe diagonale ondelette pour B onsiste à aluler
les varianes de es oeients ǫˆbj,xj(i). Comme haque fontion ondelette ontient une
information sur à la fois la position et l'éhelle, es varianes ondelette ontiennent une
information sur la forme loale des fontions de ovariane.
De plus, on peut montrer que ette approhe diagonale ondelette revient à aluler
un ensemble de moyennes loales et spatiales des fontions de ovariane. Elle apporte
ainsi une manière de ltrer le bruit d'éhantillonage présent dans les statistiques d'erreur
d'ébauhe.
Portées loales "limatologiques"
Fig. 17  Portées méridiennes (en km) pour la pression de surfae, moyennées sur une
période de 46 jours et un ensemble de 6 membres. (a) : portées brutes. (b) : portées
ondelettes.
Comme le montre la Figure 17, la méthode ensembliste fournit une information loale
intéressante sur les orrélations "limatologiques", qui apparaissent être bien représen-
tées par la formulation ondelettes. L'ensemble omporte ii 6 éléments et est obtenu par
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Fig. 18  Portées méridiennes (en km) pour la pression de surfae et pour le 10 février
2002 à 12H, alulées sur un ensemble de 6 membres. (a) : portées brutes. (b) : portées
ondelettes superposées au hamp d'ébauhe de pression mer.
une perturbation des observations dans un yle d'assimilations 4D-Var ARPEGE. Les
longueurs de orrélation apparaissent être plus ourtes dans l'hémisphère nord (rihe en
données) que dans l'hémisphère sud (pauvre en données). Des minima de longueur de or-
rélation peuvent être identiés dans la région du rail des dépressions de l'Atlantique nord,
et près de la zone de onvergene inter-tropiale en Afrique de l'ouest. Les portées sont
également plus ourtes sur les régions montagneuses telles que l'Himalaya et les Andes,
et dans la partie sud de l'Afrique. A l'opposé, quelques maxima de portées sont visibles
sur les oéans tropiaux.
Ces aratéristiques sur l'ensemble du globe onrment un des avantages majeurs de
la formulation ondelettes (omparée par exemple ave une formulation spetrale) : elle
autorise la représentation de variations dans les orrélations, telles que elles induites par
les proessus atmosphériques et par les ontrastes en densité d'observations.
Il peut également être remarqué que les variations extrêmes tendent à être lissées dans
la arte ondelette. Cei orrespond aux propriétés de ltrage de l'approhe diagonale
en ondelette. Ces propriétés de ltrage sont enore plus évidentes lorsque la taille de
l'ensemble est réduite à Ne = 6 pour une date partiulière.
Portées loales pour une date partiulière
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La Figure 18 montre les portées pour une date partiulière, le 10 février 2002 à 12H.
Les portée brutes (en haut) apparaissent très bruitées, en aord ave la très petite taille
de l'ensemble (6 éléments). En ontraste, la arte induite par les ondelettes (gure du
bas, superposée ave le hamp d'ébauhe pour la pression mer) est relativement lisse
et bien struturée. Les grandes valeurs apparaissent lairement sur les oéans tropiaux,
omme dans le as limatologique mais d'une manière plus prononée. Les portées ourtes
sont visibles sur terre. D'autres strutures relatives à la situation météorologique loale
peuvent également être identiées, telles que les valeurs faibles au voisinage des dépressions
des latitudes moyennes au-dessus des oéans (voir par exemple les dépressions dans le
Paique nord et près de la Sandinavie). Cei est ohérent ave les résultats dérits par
Thépaut et al. (1995) par exemple.
De telles diérenes entre les portées brutes et elles induites par les ondelettes, lorsque
la taille d'ensemble est faible (Ne = 6) onrment l'idée que la formulation ondelette est
apable de apturer et de représenter les variations de portée les plus signiatives, à
partir d'un petit ensemble de prévision, grae au moyennage spatial.
Conlusion
L'utilisation des ondelettes apparaît être une voie prometteuse pour la représentation
des ovarianes des erreurs d'ébauhe. Elles autorisent en eet la desription de ertaines
variations aratéristiques des longueurs des orrélations, liées à la situation météoro-
logique ou à la densité des observations. D'autre part, les ondelettes semblent fournir
un outil adapté pour ltrer de manière adéquate le bruit d'éhantillonnage lié à l'utili-
sation d'un ensemble de petite taille. Leur implémentation dans le shéma 4D-Var du
CEPMMT a apporté une amélioration des sores de prévision, en partiulier sur la zone
inter-tropiale.
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3.9 Perspetives
Bien que l'assimilation de données ait vu un développement très important durant les
dernières années, en partiulier dans le domaine de la métorologie et de l'oéanographie,
elle reste une disipline jeune ave beauoup de questions toujours ouvertes.
Il est en partiulier frappant de noter que la plupart des algorithmes ajourd'hui mis
en plae dans les grand entres météorologiques, omme le 3D-Var ou le 4D-Var, res-
tent intimement liés à la théorie de l'estimation linéaire statistique. Cependant, malgré la
simpliité apparente de ette approhe, toutes ses propriétés n'ont pas enore été omplè-
tement explorées ou omprises. Comme le souligne Talagrand depuis un ertain nombre
d'années (voir par exemple Talagrand 1999), la théorie de l'estimation linéaire est basée
sur un ertain nombre de ritères et par onséquent une manière de vérier que les pa-
ramètres d'une analyse sont bien spéiés est de vérier a posteriori que les ritères de
l'estimation linéaire sont bien vériés. Une partie des travaux dérits dans la synthèse
présentée ii a en fait été inspirée par ette idée, mais d'autres voies peuvent enore être
explorées en suivant et axe. Ainsi, un ritère d'optimalité qui a ommené à être examiné
dans le 4D-Var ARPEGE par Chapnik (2006) onsiste à vérier la déorrélation entre des
inréments d'analyse suessifs.
Une des diultés de l'assimilation de données est de spéier des statistiques orretes
des erreurs d'observations et d'ébauhe. On a montré que les ritères d'optimalité liés à
l'estimation linéaire pouvaient être utiles pour diagnostiquer et optimiser es diérentes
statistiques et ette voie devra également être poursuivie. La méthode proposée dans
Desroziers et al. (2005) fournit en partiulier une approhe pour estimer les orrélations
éventuelles entre les erreurs d'observation. C'est une possibilité qu'il faudra onsidérer,
dans la mesure où la non prise en ompte de es orrélations (en partiulier pour les
données satellite) est un point faible des systèmes d'analyse opérationnels omme le 4D-
Var ARPEGE. La manière de représenter es orrélations des erreurs d'observation dans
un système de grande taille est par ailleurs examinée au CEPMMT (Fisher 2006).
Les dernières années ont vu en parallèle l'arrivée de méthodes ensemblistes dont un des
avantages marquant est de pouvoir spéier pour un oût raisonnable, 'est-à-dire ave un
ensemble de taille limitée, une bonne approximation de la matrie de ovariane des erreurs
d'ébauhe. Ces méthodes ensemblistes peuvent être ouplées à un shéma d'assimilation
variationnel déjà mis en plae. C'est la voie qui est explorée atuellement à Météo-Frane,
où l'on espère pouvoir déduire d'un petit ensemble d'analyses/prévisions les éléments les
plus aratéristiques des statistiques des erreurs de prévision. Dans ette optique, on peut
en partiulier obtenir une desription réaliste et dépendante de l'éoulement de la variane
des erreurs de prévision. L'utilisation, dans un deuxième temps, des ondelettes pour la
desription de la matrie de ovariane permettrait également d'obtenir des longueurs de
orrélation variables et dépendantes de la situation. C'est l'objet du travail de thèse d'O.
Pannekouke mais qui devra être poursuivi pour obtenir ette spéiation des ovarianes
"du jour".
A noter également que les diagnostis issus des ritères d'optimalité peuvent être
utiles pour vérier la pertinene de l'ensemble mis en plae et en partiulier que la va-
riane de l'ensemble est orrete. Les diagnostis dans l'espae des observations proposés
dans Desroziers et al. (2005) peuvent être utilisés dans e but. Ces diagnostis sont en
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eet essentiellement des diagnostis sur le veteur innovation qui proure une soure d'in-
formation essentielle sur l'erreur de prévision du modèle, omprenant la part venant de
l'erreur d'analyse mais aussi la part liée à l'erreur introduite par le modèle.
Les travaux menés sur l'impat des observations sur les analyses et les prévisions ont
montré que et impat pouvait être obtenu en utilisant une méthode de type Monte Carlo
dans laquelle les observations sont perturbées. C'est justement le prinipe des méthodes
ensemblistes mises en plae atuellement à Météo-Frane ou au CEPMMT. Un sous-
produit assez immédiat de e type d'ensemble est don d'obtenir simplement l'impat
des diérents types d'observation dans le système d'assimilation. Cei peut être impor-
tant pour mesurer le poids respetif des observations onventionnelles par rapport aux
observations satellite ou même de mesurer l'impat respetif des diérents anaux de es
mesures satellitaires.
La mise en plae de es méthodes ensemblistes a fait apparaître de manière enore
plus évidente le lien entre l'assimilation de données et la prévision d'ensemble utilisée
pour doumenter la prévisibilité des diérentes situations météorologiques. Les ensembles
d'analyses/prévisions mis en plae dans le adre de l'assimilation de données pour obtenir
essentiellement une meilleure desription des ovarianes d'erreur d'ébauhe peuvent en
eet être vus omme une méthode de prévision d'ensemble ave l'avantage que les per-
turbations sur l'analyse sont ohérentes ave l'inertitude sur l'erreur d'analyse. Il y a
don là une voie très prometteuse pour oupler les deux problématiques. L'appliation
de es méthodes ensemblistes à la prévision d'ensemble néessite ependant de prendre
en ompte l'erreur de modèle. Dans e but, une possibilité déjà explorée dans ertains
entres est de perturber la physique du modèle.
Per ailleurs, la plupart des grands entre météorologiques se sont lanés dans le déve-
loppement de systèmes de prévision à éhelle ne basés sur l'utilisation d'une physique
élaborée, permettant en partiulier de mieux dérire les phénomènes onvetifs. Ces sys-
tèmes doivent naturellement omprendre un système d'assimilation propre. Le système
à éhelle ne AROME développé à Météo-Frane sera basé, du moins dans un premier
temps, sur un shéma 3D-Var. Pour es systèmes se pose en partiulier la question d'une
desription adaptée des ovarianes d'erreur d'ébauhe. La transposition des méthodes en-
semblistes à es systèmes peut être envisagée, mais la question de la dénition de balanes
spéiques des erreurs de prévision à ette éhelle est également posée. L'appliation à
petite éhelle d'une méthode ensembliste basée sur une perturbation des observations pose
ependant un problème dans la mesure où l'erreur modèle devient alors vraisemblable-
ment importante dans la desription ne des systèmes nuageux. Cette erreur de modèle
devrait don être également simulée dans l'ensemble.
De même, la possibilité et l'intérêt de mettre en plae un shéma de type 4D-Var à
éhelle ne doivent être étudiés. En partiulier, fae aux fortes non-linéarités attendues à
es éhelles il paraît pertinent d'examiner l'intérêt d'une approhe de type quasi-ontinu,
dans laquelle la durée de la période d'assimilation est progressivement allongée (Pires et
al., 1996). Le développement d'une physique simpliée et régularisée utile à es éhelles
onstitue par aileurs un enjeu majeur. On peut également s'attendre à e que l'hypothèse
de modèle parfait, généralement faite dans les shémas 4D-Var à grande éhelle, devienne
plus ritiable à petite éhelle. La prise en ompte de l'erreur modèle dans une formulation
variationnelle devient alors néessaire ave deux voies possibles : une ave ontrle de
l'erreur de modèle dans l'espae du modèle (voir par exemple Trémolet 2005) et une autre
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passant par l'utilisation d'une formulation duale du problème d'analyse, dans l'espae des
observations (Amodéi 1995, Courtier 1997).
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