For the security defense in the current Intelligent Transportation System (ITS), malware is often used as the security analysis data source, but only the known attack type can be detected. A general anomaly detection framework is proposed, using log data as the analysis data source. By modeling the log template sequence as a natural language sequence and using the stacked Long Short-Term Memory (LSTM) with self-attention mechanism, the framework can effectively extract the hidden pattern of the log template sequence, and well express the dependencies inside the log template sequence. The experimental results show that the overall accuracy of log sequence anomaly detection of the detection framework is better than that of existing methods and the time cost is lower.
I. INTRODUCTION
The construction of the urban ITS has developed rapidly and the application environment has become more and more complex [1] - [5] . Urban ITS is suffering from multiple damage threats. For example, denial of service in the control system, injecting malware into the control system, etc. Adopting an effective system security defense monitoring mechanism can ensure the safe operation of the system and predict the operating status of the system [6] . However, the current ITS still has a great lack of security management. It is imperative to explore a more comprehensive detection framework for the security of ITS. Network, systems, and applications generate logs during running to record the running status and important events. Therefore, logs contain extremely rich dynamic information. Log analysis is critical to maintaining a variety of tasks. These tasks include security tasks (such as intrusion detection, internal threat detection and malicious software detection) and more common maintenance tasks (such as detecting hardware faults). Through log analysis, abnormal behavior and exploit potential security threats can The associate editor coordinating the review of this manuscript and approving it for publication was Feng Lin. be detected. In the field which researches of system management, a great deal of researchers did a lot of related works about ITS [7] , [8] .
In recent years, studies using logs as an anomaly detection data source have received more and more attention [9] - [12] . The earliest log anomaly detection methods were mostly manual operations and rule-based methods [13] . However, with the increasing large scale of online service system, traditional methods are clearly inefficient and require manual inspection of a large number of logs. With the development of machine learning, many studies adopted characteristic engineering and used various clustering methods [14] - [16] to find outliers or abnormal sequence patterns for anomaly detection. However, this method has a premise assumption that the anomaly log occurs accidentally. This assumption is reasonable in most cases, but there are exceptions. Because logs occur accidentally are not always an anomaly, and depending on the settings of the specific application system, some logs mainly record anomaly information. In this case, the anomaly logs are not a log that occurs accidentally. And a large number of log anomaly detection methods were designed for different applications. Although accurate, this method only applied to specific scenes and domain experts were required.
The logs themselves are sequence data, and the sequence of occurrence of the logs have a certain dependency, and sometimes the length of the dependency is long. For example, some new types of attacks, once implemented, do not immediately cause damage. They only cause damage when certain prerequisites are achieved, or some normal operations are performed. In the log sequence, it is reflected as a longterm dependency relationship. The recurrent neural network has relatively good processing ability for sequence data. As the logs belong to the category of text, inspired by Natural Language Processing (NLP), DeepLog [17] adopted one-hot embedding as input. In the anomaly detection part of the DeepLog, the training and detection architecture of 2-layer stacked LSTM (hereinafter Using 2LSTM to represent the 2layer stacked LSTM) were adopted. Although the accuracy rate of some datasets has been greatly improved compared with the machine learning method, this architecture does not have a good effect on all datasets, because one-hot embedding is lack of the capacity in expressing semantic features and LSTM itself has insufficient capacity in processing long sequences.
In view of the above problems, this paper proposes an anomaly detection framework nLSALog (nLSTM-Self Attention for Log Sequence) for log sequence, where n represents the stacked LSTM layer number. The framework avoids the complex feature extraction steps of traditional machine learning methods. By means of strong ability of automatic learning feature of deep learning [22] , the semantic vector of the log template trained by the anomaly detection framework itself is the input of the multi-layer LSTM network. It can well express the semantic rules of the current log sequence, which achieves the purpose of dimensionality reduction and can also speed up the operation efficiency of the whole framework. The state vector of the hidden layer and the output of multi-layer LSTM is the input of self-attention layer. The self-attention mechanism contributes to learning the internal structure and solving the problem of long-term dependency of the sequence. The model obtained by normal data for training can detect unknown anomalies, and the anomaly detection of the log sequence can be used to locate the position of the anomaly, which is of great significance for the later anomaly diagnosis.
This paper mainly has 3 contributions as follows: (1) An general anomaly detection framework for log sequence based on nLSTM-self attention is proposed, and the self-attention mechanism is used for log anomaly detection for the first time. (2) The theoretical analysis of the log anomaly detection framework is proposed, which explains its correctness and scalability; (3) The detection performance and cost of the anomaly detection framework proposed in this paper are verified by experiments, and the basis for parameter settings are discussed.
The structure of this paper is as follows: Section II summarizes the related work, Section III describes the design of the anomaly detection framework based on nLSTM-self attention in detail, Section IV conducts the experimental evaluation, Section V summarizes the full text and proposes further research directions.
II. RELATED WORK
A large number of log anomaly detection methods were designed for specific applications. Venkatakrishnd and Vouk [23] studied the features of network equipment logs and used the features for unsupervised clustering to identify potential security threats and then manually annotated exceptions; Zhou et al. [24] used belief propagation for detection of DNS logs and found early corporate threats; He et al. [25] discovered system performance anomalies by exploring the features of server logs. Oliner et al. [26] proposed an anomaly detection method on operating system level, which is very effective for mission critical systems. Wang et al. [27] proposed a diversity-based approach for security anomaly detection to prevent systems from being attacked. Ye [28] proposed a new method to analyze DNS query behavior, used the deep learning mechanism to respectively map the domain name being queried and the host requesting query to the vector space, and used correlation analysis and clustering to find anomaly problems in the network, such as botnet. These study worked only apply for detection of anomalies in a certain specific type of logs, and the model proposed in this paper is a general anomaly detection framework.
Oprea et al. [20] proposed an integrated method that uses K-prototype clustering and k-NN classification algorithm. This algorithm analyzed the characteristics of system logs and applies K-prototype clustering algorithm to divide datasets into different clustering. The apparent normal events that normally occur as clusters with high coherence are then filtered out and other events are considered as anomaly candidates for further analysis. However, the basis for cluster-based analysis method is that ''the anomaly log is an accidental event in the log file'', and this assumption is not always true. Bao et al. [10] summarized and compared several advanced machine learning methods for log anomaly detection in recent years. The original logs were parsed into log templates by the traditional machine learning algorithm first, and log templates were grouped according to different grouping strategies. Each group corresponded to one line, and then feature extraction was performed for the grouped sequence. For this feature extraction method, only the number of occurrences was considered and the sequential relationship of the log was not considered. It can only complete the anomaly detection, but cannot find the location of the anomaly, which is very unfavorable for later positioning and diagnosis of the anomaly.
Anomaly detection methods that treat logs as sequences have also been extensively studied. In early phase, most of these methods were based on statistical models [29] , [30] or Markov models [31] . Although methods based on statistical models are easy to implement, their accuracy will be relatively low if their presuppositions are not true. In the methods based on Markov models, the most basic method was to use Markov chain to model the sequence of log events, that was, the frequency of the event and the transition frequency were used to estimate the corresponding probability, and then the probability of occurrence of the test log was calculated to determine whether it is abnormal; Zhang et al. [31] proposed a detection method based on first-order Markov chain. Although the use of higher-order Markov chain can improve the model description ability, the number of model parameters increases exponentially with the increase of the order, so more training logs and larger memory are needed; Daniluk et al. [32] regarded trace as sequence data and used a method based on a probabilistic suffix tree to organize and distinguish important statistical properties of the sequence. Salton et al. [33] provide a flexible global framework for monitoring credentials on an enterprise network and identifying potentially compromised credentials, and develop an online statistical model employing Multinomial-Dirichlet models. Yogatama et al. [34] use Poission Factorization to learn overlapping user peer groups and to use this learned distributions to predict behavior on the authentication Logs.
In recent years, recurrent neural network has achieved good results in sequence prediction, and researchers have applied it to log sequence prediction tasks. Zhang et al. [31] used clustering techniques to generate feature sequences for raw log messages from multi-source log and input them into the LSTM for hardware and software fault prediction; Du et al. [17] parsed the original texts of system logs to generate log template sequence and feed it into the LSTM for detection of denial of service attacks. These are some simple explorations using LSTM for log sequence anomaly detection, and further improvements are needed in detection precision. LSTM with attention mechanisms has been used to improve the performance of complex sequence modeling tasks. In recent works [32] - [34] , researchers used the attention mechanism to enhance the LSTM language model to increase the ability to model long-term syntax dependencies. We select suitable attention type to explore the factors involved in predicting abnormal scores in our model.
III. NLSALOG FRAMEWORK
A log file contains multiple event types. Each event type contains several logs. The logs of the same event type have a common template. For example, as shown in FIGURE 1, the first and second log messages have a common template: generating core. * . The four log messages in FIGURE 1 generate three log templates. Given that the current three templates correspond to numbers 1, 2, and 3, and the current log sequence is 1, 1, 2, and 3.
A log sequence can be considered as a series of events that occur, namely, the sequence of the log template corresponding to the original log sequence. The extraction of log templates from the original log has been studied in literature [35] . The study work in this paper is to detect the anomaly of the log template sequence corresponding to the original log sequence. The proposed anomaly detection framework is shown in FIGURE 2.
A. SEQUENCE MODELING
Suppose a log file contains k log templates E = {e 1 , e 2 · · · e k }, the current input is the sequence of the log template, the length of which is h. The log sequence X = l t−h ,. . . l t−2 , l t−1 contains the log template l i ∈ E, t − h ≤ i ≤ t − 1, and the number of log templates in a sequence |l t−h , . . . l t−2 , l t−1 | = m ≤ h. In order to predict the corresponding next log template to detect the output of the model, formally, producing a mapping: X h → Y . It is defined as a function form, recorded as:l t = f (l t−h , l t−h+1 , · · · l t−1 ). This formal description requires l t and its previous h log templates must have a causal relationship, but does not depend on l t+1 what will occur, and the input and output satisfy the same distribution. The sequence of the log templates corresponding to the original log messages of the current sequence length of h is fed into the model by the word vector obtained by the embedding layer. The output of the model is the probability of predicting the next log template under the sequence, ie p
The sequence prediction problem is a multi-classification problem.
B. TRAINING METHOD FOR PARAMETERS IN THE MODEL
In order to facilitate the processing of data, each log template is first mapped to a template number, and a log template dictionary is generated, and then the input sequence and target data generated by the normal log template sequence are fed into the anomaly detection model for training.
1) LOSS FUNCTION SELECTION
The goal of sequence modeling learning is to train a network f to minimize the loss function loss(l t , f (l t−h , l t−h+1 , · · · l t−1 )) between the model output and the actual log template. The loss function in training is cross entropy. The curve of the cross entropy loss function is monotonous as a whole. The larger is the loss, the larger is the gradient, which is convenient for the gradient to fall back and propagate, and conducive to optimization. Therefore, for the classification problem, cross entropy is used as the loss function. In the experimental verification, it is found that the higher the accuracy rate in the training phase, the closer the cross entropy function is to 0, and vice versa, the cross entropy function is larger than 0. The expression of the cross entropy function is:
where y i is the real tag of the category, p i is the probability value of the category i, k is the number of categories, and N is the total number of samples.
2) LOSS FUNCTION OPTIMIZATION
The adaptive gradient descent method Adam [36] is used for the optimization of the loss function during training.. Kingma and Lei Ba proposed the Adam optimizer in 2015.
Combining the advantages of the two optimization algorithms AdaGrad and RMSProp, The first Moment Estimation and the second moment estimation of the gradient are comprehensively considered, and the update step size is calculated. The advantage of Adam is that after the offset correction, each iteration learning rate has a certain range, which makes the parameters relatively stable, can naturally realize the step annealing process, automatically adjust the learning rate, and is suitable for gradient sparse or gradients are very noisy. The anomaly detection problem of the log sequence belongs to the gradient sparse problem, therefore Adam is chosen as the optimizer.
C. DETECTION PHRASE
The data input method is the same as that for the training phase. The model generated in the training phase is used for anomaly detection. The model output is a probability vector P = (p 1 , p 2 · · · p k ), p i was the probability of the target log template being e i . The direct output of the model can be understood as a multi-class problem, but the final result is a normal and abnormal two-class problem, so further judgment is needed. According to experience, especially when there are less number of log templates, there are more than one case for the target log template of an input sequence, and it is deemed that the log templates corresponding to the first g large probability value in P is normal. The ''predicted values'' in ''Is the target within the predicted value?'' shown in FIGURE 
D. DETECTION MODEL
This section focuses on the details of the nLSTM-self attention model, as shown in FIGURE 3. In FIGURE 3, 2LSTMself attention is taken as an example. The detection model consists of three layers: the embedding layer, the nLSTM layer, and the self attention layer.
1) EMBEDDING LAYER
To input a log templates sequence into the detection model, it must be encoded into a vectorized representation firstly, that can be recognized by the computer. In this paper, the anomaly detection problem for log sequence is regarded as a text prediction problem. The vectorized representation of text has two forms: one is One-hot representation and the other is distributed representation. The problem with the One-Hot representation is that when the number of log templates is large, the word vector will be particularly sparse. The representation vector of each log template has only one value 1 and the rest are all zero. And the representation vectors of any two log templates w 1 and w 2 are orthogonal, that is, w 1 · w 2 = 0, so that the semantic rules between the log templates cannot be represented. And when the number of log templates is particularly large, there will be a problem of dimension explosion. But for the distributed representation of words, each log template is represented by a corresponding technique with a low-dimensional dense vector, such as Word2Vec, Glove, and so on. It solves the problem of dimensional explosion.
The embedding layer take the sequence of log templates as input and maps each log template number into an intense word embedding. As part of the anomaly detection model, it needs to specify the dimension when generating the word vector in the embedding layer. The vector is initialized with a small random number, and the back propagation algorithm is used for training update. Compared to the open source pre-training package Word2Vec and GloVe, the embedding layer is a slower method, but model training can be used to customize word embedding for specific log data sets. The word embedding based on neural network training contains rich context information, which can well represent the semantic rules of the target word in the current log sequence and achieve the purpose of dimension reduction.
2) nLSTM LAYER LSTM [37] is a long and short-term memory network. It is a kind of recurrent neural network. LSTM is different from the recurrent neural network in adding a ''processor'' to the algorithm to judge whether the information is useful or not. Three gates are placed in the ''processor'', called the input gate, the forget gate and the output gate. A data is inputs into the LSTM network and can be judged according to the rules. Only information that complies with the certification of the algorithm will be left, and the information that does not match will be forgotten through the forgetting Gate. It has been proved that LSTM is an effective technique to solve the problem of long-sequence dependency, and the universality of this technology is very high. Therefore, this paper studies the log anomaly detection problem and chooses the LSTM model as the baseline model
Each LSTM unit has a fixed dimension vector for its input state. The state of the LSTM unit from the previous time step is also fed into the next LSTM unit, together with its (external) data input, to calculate the new state and output. A single LSTM unit saves historical information by above transmission.
The nLSTM layer uses the distributed word embedding of each log template obtained by the embedding layer as input. In a single layer of LSTM, the output of an LSTM unit included the cell state and the hidden state, the hidden state and the cell state of the last LSTM unit are transferred to the next LSTM unit. Taking the 2-layer LSTM as an example, the hidden state of every LSTM unit is also accordingly transferred to the stacked upper-layer LSTM unit as its input.
Each LSTM unit of the bottom layer is corresponding to the word embedding of a log template in the sequence. Given h was the sequence length, each LSTM layer will contain h LSTM units. The internal detailed drawing of the LSTM unit is shown in FIGURE 4.
In FIGURE 4, x t represents the word embedding of the log template, C t represents the cell state of the t th LSTM unit in the current sequence, h t represents the hidden state of the t the LSTM unit in the current sequence, σ module represents the sigmoid function, tanh represents tanh function, ⊗ represents dot product, ⊕ represents addition. The derivation process of the hidden output h t of an LSTM unit is shown in Formula (2)- (7) .
Formula (2) represents the forgetting gate. Confirming what information is discarded from the cell state is determined by the sigmoid function, with the word embedding of the t th log template in the current sequence and h t−1 , the output of the previous unit as input. Formula (3), (4), (5) represent the input gate, Formula (3) and (4) determine what new information is stored in the cell state, the sigmoid function determines what value will be updated, and the tanh layer creates a new candidate value vectorC t , which is added to the state. Formula (5) represents a new candidate value. First multiply the old cell state C t−1 by f t to determine the information that needs to be discarded, and then add i * tC t to get the updated cell status. (6) (7) represents the output gate, but this output will be based on the current filtered cell state. Firstly, using the sigmoid function to determine the partial information of the output state, and then using tanh function to process the cell state. Lastly, the output value can be obtained by the product of the above two functions. For the case of stacked LSTMs, each LSTM unit has a corresponding upper LSTM unit, and the output of the lower LSTM unit is provided to the corresponding upper LSTM unit as its input. The output of each LSTM unit in the uppermost layer participates in the calculation of the self attention layer as the output of the nLSTM layer.
3) THE SELF ATTENTION LAYER
The attention mechanism can be understood as a mapping of the Query in a target data to a series of Key-Value pairs in input source data. Its essence is to use Query and Key to calculate the weight coefficient of the corresponding Value, and then weight the sum of the Values in the source data. In the encoder-decoder framework of the general task, the input source and the output target content are different. For example, for English-Chinese machine translation, the source is an English sentence, and the target is the corresponding translated Chinese sentence. Attention mechanism occurs between the element query of the target and all elements in the source. As the name implies, the self-attention mechanism [38] does not refer to the attention mechanism between the target and the source, but refers to the attention mechanism that occurs between the internal elements of the source or between the internal elements of the target. It can also be understood as the attention of the special case of target = source. This paper is to study the sequence generation problem of the next log template by knowing the sequence of the log template. Both the target text and the source text are log templates. It is suitable for solving with the self attention mechanism. This is also the reason why this paper chooses to use self attention instead of other attention mechanism. The internal structure of a sequence can be learned in self attention layer, which has many successful applications in aspects like reading comprehension [39] , [40] , text classification [41] , machine translation [42] , etc. For the problem of long-distance dependence, the self-attention mechanism requires calculating the attention values between each word and all words in the sequence. Regardless of how long they are, the maximum path length is only 1, which can capture long-distance dependencies. The calculation of the self-attention mechanism consists of the following steps: First, the dependencies between logs in a sequence is calculated and expressed by the similarity score, and the dot product between the similarity scores is performed to obtain a non-normalized score:
The hidden state of all LSTM units on the top layer is taken as the input of self-attention layer. The shape of the input data Q is: (batch_size) * (sequence length (h)) * (number of neurons in hidden state (hidden_size)). The shape of α obtained after similarity computing is: (batch_size) * (h) * (h), indicating the dependency between pairwise logs in the sequence.
The softmax normalization is then performed on the nonnormalized score as the attention probability weight:
The weighted sum of LSTM output is the result of attention:
The output of attention is a tensor shaped as (batch_size) * (hidden_size) * (h), and the last column of each batch is taken as the new_hidden = attention[:, :, −1] final output of self attention layer.
A linear layer is added to the last layer of detection model and converts into a probability vector P = (p 1 , p 2 · · · p k ) with a dimension k (k log templates are contained in the log file). p i indicates that the next log template e i predicted by current sequence.
4) ALGORITHM COMPLEXITY ANALYSIS
To analyze the complexity of the entire detection model, first analyze the algorithm complexity of each layer. h represents the length of the sequence, and d represents the dimension of the word embedding. For the nLSTM layer, the time complexity of the algorithm is O(n · h · d 2 ). For the self-attention layer, since it need to calculate the attention values between each word and all words in the sequence, the time complexity
It can be seen that if the length of the sequence is smaller than the dimension of word embedding, the time complexity of self-attention is more advantageous. In other words, in this case, adding the self attention layer does not add a lot of time overhead.
IV. EXPERIMENTAL EVALUATION A. EXPERIMENTAL ENVIRONMENT AND DATASET
The experimental platform is Ubuntu 16.04LT, 64-bit system, 62.8 GiB memory, Processor Intel Xeon (R) CPU E5-2620v4 @ 2.1GHz * 16 processor, and Graphic Geforce GTX 1080 Ti/PCIe/SSE2 dual GPU. The log dataset HDFS contains 11,175,629 original log messages for 38.7 hours. It is a log dataset collected from a cluster of 203 nodes on Amazon EC2 platform with a size of 1.6G, a total of 28 templates.
For HDFS log dataset [43] , the block_id identifier is taken as the basic operating unit for the study of this dataset in literature [17] , [25] , and the log messages contains in the same block_id are treated as a session window. For convenience and comparison of these methods, the same preprocessing for this dataset is also used in this paper. First, the log messages are divided into 575059 session windows by block_id, and the original log sequences contain in each session window are generated into their corresponding log template sequences. Each session is equivalent to a sentence, in which each log template is equivalent to a word. If a word is abnormal, the sentence is considered to be abnormal. The training datasets same as Deeplog are selected and all are normal data in the training datasets. The sample size accounted for less than 1% of the total dataset. The dataset BlueGene/L (BGL) [44] is from IBM's renowned Lawrence Livermore National Labs (LLNL), which is a public, partially labeled dataset. BGL dataset contains 4,747,963 original log messages for 215 days with a size of 708M. In literature [25] , the anomaly detection of BGL is using sliding window to divide the template sequence corresponding to the original log messages, and the log data containing 6 or 8 hours is taken as one line, some of which can be long as hundreds of thousands, while some are less than 10, so the basis for determination that ''a log anomaly in a line is considered to be a sentence anomaly'' is unreasonable under this division. In this paper, the BGL dataset is not divided by a fixed time window, but divided and predicted according to the sequence length specified in model parameters, and the next sequence is taken by sliding window method. 80% of the dataset is selected as the training set. The information of the two datasets is shown in Table 1 . The last two columns ''number of anomalies/normality (windows)'' in the table are number of abnormal/normal log messages for BGL, and are number of abnormal/normal session windows for HDFS.
B. ASSESSMENT CRITERION
For the problem of anomaly detection, Precision, Recall, and F1 value were used by most of the previous literatures for its judgment. However, these indexes do not take into account that the log dataset is mostly unbalanced dataset, that is, the issue of more normal log but fewer abnormal log. The evaluation of detection performance proposed in this paper based on nLSTM-self attention anomaly detection framework is mainly to measure the effect of its detection log sequence.
The three indexes including TPR, FPR and the accuracy are mainly used to investigate the detection effect of actual sample condition as the abnormal log sequence and normal log sequence respectively and investigate the overall accuracy rate, so as not to be affected by the imbalance of dataset. The confusion matrix for log sequence anomaly detection is shown in Table 2 .
In Table 2 , TP indicates the number of abnormal log sequences correctly detected as abnormal; FN indicates the number of abnormal log sequences incorrectly detected as normal; FP indicates the number of normal log sequences incorrectly detected as abnormal; TN indicates the number of normal log sequence correctly detected as normal. The corresponding evaluation indexes are as follows.
(1) TP, true positive rate, also known as detection rate, represents the ratio of the number of abnormal log sequences correctly detected as abnormal to the total number of abnormal log sequences. The higher the value, the better the performance. The calculation formula is:
(2) FPR, false positive rate, also known as misinformation rate, represents the ratio of the number of normal log sequences incorrectly detected as abnormal to the total number of normal log sequences. The smaller the value, the better the performance. The calculation formula is:
(3) Accuracy rate, indicates the ratio of the number of samples with correct detection results to the total number of samples. The higher the value, the better the performance. The calculation formula is:
The specific process is: For the normal log set and abnormal log set in the test set, taking the same sequence length as the training process, and loading into the trained model for test respectively. If the actual next log template is not included in the top g log templates obtained by the model's prediction to current sequences, then for normal log sequence set, FP+1; for abnormal log sequence set, TP+1.
C. PERFORMANCE ANALYSIS 1) EXPERIMENT PARAMETER SETTING
The optimal parameters of model are determined by trial of different parameter combinations. Comparison experiments of subsequent experiments are performed using optimal parameters. Parameter h represents the sequence length, input_size represents the word embedding dimension, hid-den_size represents the LSTM unit hidden, layers represents the LSTM layers number and lr represents the learning rate. As described in subsection C of section III, g represents the top g candidates that are treated as normal. The hyperparameter settings are shown in Table 3 and Table 4 . 
2) ANALYSIS OF EXPERIMENTAL RESULTS
As a variant of LSTM, GRU [45] is an extension of RNN. GRU combines the forget gate and the input gate into a single update gate, while also mixing the cell state and the hidden state. Jozefowicz et al. [46] compared the performance of GRU and LSTM on various tasks. The experimental results show that GRU only performs better in training time, but it does not yield a better conclusion in terms of effect. This is related to specific tasks.. Multi-layered recurrent neural network has performed well in modeling in the NLP field [47] . By stacking multiple layers of recurrent neural network units, the complex features of each element can be processed hierarchically. The method of this paper is used to respectively conduct experiment for BGL and HDFS. Compared with the two-layer recurrent neural network RNN and GRU, it is obtained that the two-layer LSTM is better in this task. To further illustrate the influence of embedding layer and self attention layer on detection model, it is divided into three situations including 2LSTM, embedding layer+2LSTM, embedding layer+2LSTM+self attention, and the same parameter settings are used to test separately. The dot product similarity model [38] was used in self attention layer. The experimental results are shown in Table 5 and Table 6 .
It can be seen from Table 5 that, 2LSTM detection model is superior to the 2RNN and 2GRU models. After layer embedding layer is added to the 2LSTM, the performance of detection model is greatly improved, and after the self attention layer is further added, both TPR and FPR are improved, and the overall accuracy is also promoted. The number of abnormal log sequences correctly detected as abnormal is increased by 33, and the number of normal log sequences incorrectly detected as abnormal is reduced by 4.
It can be seen from Table 6 that, the recurrent neural network models 2RNN, 2GRU and 2LSTM have higher FPR for BGL dataset. Among these three models, 2LSTM has the highest accuracy rate. After embedding layer is added to 2LSTM, the FPR is reduced by 57%, while TPR is only reduced by 0.06%, and the overall accuracy rate is increased by 9.8%. After self attention layer is further added, the FPR is reduced by 18.2%, while TPR still changes very little, and the overall accuracy rate is improved.
Through the experimental verification on these two datasets, the embedding+2LSTM+self attention model had greatly improved the overall detection performance, especially for after embedding layer added to 2LSTM, the model detection performance is greatly improved, which shows the effectiveness of word embedding for implicit log pattern mining. Because the log sequence reflects a causal relationship which is a semantic relationship, and semantic features are expressed by modeling the log template sequence through word embedding, then the implicit semantic information of the whole sentence is learned by 2LSTM+self attention automatically, and the experimental results also shows the effectiveness of referring to natural language processing idea. The self attention layer obtains corresponding pairwise dependency scores for the log template in current sequence, which can better represent the dependencies between them and better reflect the causal relationship in the sequence. So after the self attention layer is added, the experiment proved that the detection performance of model is improved.
The improvements for this algorithm on BGL and HDFS vary so much. The reason is the number of log templates included in the BGL dataset is 385, while the HDFS dataset contains only 28 log templates. Therefore, the sequence pattern in the BGL dataset is relatively complicated, so the detection results of the same algorithm on the two datasets are quite different.
Different similarity functions have different mining effects on dependencies. Next, we compare the influence of the dot product model and the scaled dot product [38] model in the similarity function on the detection effect, taking the BGL dataset as an example. The experimental results are shown as FIGURE 5. The scaled dot product model has a better effect on the BGL dataset. The dot product is greatly increased, pushing the softmax function to the region with a very small gradient. The scaling point product is divided by a scaling factor, which acts as a regulation so that the inner product is not too large and the gradient is more stable.
3) RUNNING TIME
The 2LSTM, embedding+2LSTM and the method of this paper are applied to the dataset in Table 1 to test the corresponding pre-training model on the test set. The experimental environment is as described in subsection A of section IV, and the running time is shown in Table 7 and Table 8 . It can be seen from the tables, the test time do not increase with the complexity of the model, instead, after the input vector dimension is reduced by word embedding, the test time is reduced by 11%. After the self attention layer is added, the test time is not changed substantially, but the detection performance is improved. The test time of the three models on BGL dataset do not change significantly because the test set is small and the difference in running time is not obvious. Therefore, the detection model of this paper increased the detection effect without increasing the time cost.
4) PARAMETER SENSITIVITY ANALYSIS
The basis for setting the main parameters in the model is discussed in this section: LSTM layers, word vector dimension input_size, hidden layer node number being evaluated are changed during the experiment, and the other parameters remain the optimal settings. The evaluation indexes with data labels in the FIGURE 6 are FPR and Accuracy. On the basis of high accuracy, the relatively low FPR and relatively high TPR have a balanced state, which is the basis for selecting the optimal parameters.
As shown in FIGURE 6(c), when the word embedding dimension is set to 100, FPR and TPR have a relatively balanced state. Because when the word embedding dimension is set to 90, although there is a higher TPR, it is at the cost of a high FPR (the lower the FPR, the better), and the overall accuracy is reduced instead. When the word embedding dimension is set to 110 or 120, TPR is slightly increased, but at the same time, with the increase of the FPR, the total accuracy is reduced. So the model selection word embedding dimension is 100. FIGURE 6(d) shows the effect of the layers number of LSTM on TPR, FPR and accuracy of the model. When the layers number increases from 1 to 4, TPR, FPR and accuracy do not become better and better. It is optimal when the number of layers is equal to 2, and as the layers number increases, the training time becomes longer and longer.
V. CONCLUSION
In order to make full use of the dependencies between log sequences, a general log sequence anomaly detection framework nLSALog based on nLSTM-self attention is proposed in this paper. The model obtained by normal data training is used to detect unknown anomalies, and relying on the powerful ability of automatic learning features of deep learning, the model input the word embedding expression to multi-layer LSTM network, and obtain the hidden layer state vector and the output of multi-layer LSTM as the input of self attention layer, so that all the internal log information of the sequence can be better focused and the longterm dependency problem of the sequence can be better solved. A linear layer is added to the last layer of detection model, and converts into a probability vector to complete the prediction of current sequence. The experimental results show that, the model proposed in this paper has certain flexibility and it can well detect the anomalies in log data. For HDFS dataset, the results show that anomaly detection accuracy has improved by around 0.2%. For BGL dataset, the improvement in accuracy is 12%. The time costs have improved for 10% and 2.4%. The running time is not increased due to the complexity of model, which achieves the best detection effect in the field of log sequence anomaly detection currently. Next, we will continue to study in two aspects: First, we will further study the setting of g in detection stage. This paper has a uniform setting for g, and a better setting method is based on different sequences which can automatically identify how many possible states of the next log event in current sequence; Second, anomaly diagnosis is based on log anomaly detection, locating the anomaly location and analyzing the cause of anomaly, and providing assistance to network and system administrators.
