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Resumen
En esta tesis de doctorado se propone un modelo matema´tico para el problema de
planeamiento de la expansio´n de redes de transmisio´n de energ´ıa ele´ctrica que separa el
horizonte de planeamiento en mu´ltiples etapas coordinadas y que involucra en un u´nico
problema el efecto de las pe´rdidas te´cnicas, las contingencias simples y mu´ltiples, y opciones
de inversio´n en enlaces HVAC (high voltage alternating current) y HVDC (high voltage
direct current). En el proceso se desarrollan, implementan y se prueban diversas versiones
del modelo matema´tico para determinar el impacto de cada uno de los aspectos involucrados.
Para esto se inicia desde el planeamiento esta´tico tradicional que no considera pe´rdidas
ni opciones HVDC hasta el planeamiento de redes multietapa coordinado con los aspectos
mencionados. El problema de planeamiento de la expansio´n es un problema de optimizacio´n
matema´tica clasificado como un problema no lineal entero-mixto ya que involucra variables
operativas continuas y variables enteras de inversio´n. Para sistemas ele´ctricos de gran
taman˜o, con muchos nodos aislados y con muchas opciones de inversio´n, el problema
resultante se encuentra en la categor´ıa de los problemas NP-completos, es decir, problemas
de dif´ıcil solucio´n para los cuales no existen me´todos de solucio´n que los resuelvan en
tiempos polinomiales. En la propuesta presentada, los modelos no lineales se transforman en
problemas equivalentes de programacio´n lineal entera mixta. La linealizacio´n se obtiene de dos
formas: incluyendo restricciones disyuntivas, en la parte de inversio´n, y aplicando linealizacio´n
por tramos en la parte operativa asociada a las pe´rdidas de energ´ıa. Al utilizar modelos de
programacio´n lineal entera mixta pueden aplicarse, para algunos problemas, te´cnicas exactas
como Branch and Cut, lo que garantiza la convergencia a la solucio´n o´ptima. Para resolver
los problemas resultantes se utiliza el lenguaje de modelado AMPL en conjunto con el solver
CPLEX. En la parte relacionada con las contingencias, el modelo permite la simulacio´n de
los siguientes casos: sin contingencias, para un grupo preseleccionado de contingencias o
para todas las contingencias simples (n-1). Respecto a las opciones de inversio´n en enlaces
HVDC, e´stas se modelan de tal forma que se adapten al flujo de carga DC. Las l´ıneas HVDC
consideradas pueden ser del tipo monopolar o bipolar, y este aspecto se lleva en cuenta en
las contingencias.
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En sistemas de prueba con muchas variables y restricciones, las te´cnicas exactas pueden no
lograr encontrar la solucio´n o´ptima por restricciones de memoria o por requerir tiempos de
co´mputo prohibitivos para su ca´lculo. Para estos casos se propone una te´cnica de reduccio´n del
espacio solucio´n que tiene como propo´sito reducir el tiempo de co´mputo y los requerimientos
de memoria. A pesar de que la te´cnica de reduccio´n se fundamenta en el uso de me´todos
exactos, al subdividir el sistema en subsistemas y resolverlos aisladamente, a trave´s de un
proceso de optimizacio´n distribuida, no se garantiza la obtencio´n de la solucio´n o´ptima pero si
la obtencio´n de soluciones subo´ptimas de alta calidad. En el proceso de reduccio´n del espacio
solucio´n se tienen en cuenta las pe´rdidas te´cnicas con el propo´sito de aproximar la solucio´n
al problema de la vida real. Usando este procedimiento se busca identificar las opciones de
inversio´n ma´s atractivas para considerarlas en el proceso de optimizacio´n y descartar aquellas
poco promisorias y que complican el problema pero que no aportan a la solucio´n final.
Al final del documento se presenta un aspecto que no hace parte de la propuesta de tesis
doctoral pero que igual se exploro´ y mostro´ resultados interesantes. Se incluyen opciones
de inversio´n en dispositivos de almacenamiento de energ´ıa ESS (energy storage systems) al
planeamiento a largo plazo de la expansio´n de redes de transmisio´n. El propo´sito es determinar
si estas opciones desplazan inversiones en transmisio´n HVAC o HVDC, espacialmente o
temporalmente, o si las reemplazan. Para esto, el modelo matema´tico combina las opciones
de inversio´n de enlaces HVAC y HVDC con pe´rdidas te´cnicas y ana´lisis de contingencias. La
idea principal es determinar si econo´micamente es ma´s conveniente invertir en dispositivos
ESS o en redes de transmisio´n HVAC o HVDC, en el largo plazo. No se incluyen los efectos
de estos dispositivos en el corto plazo, lo que les dar´ıa una ventaja mayor por la posibilidad
de usarlos en otro contexto de operacio´n, como por ejemplo, en confiabilidad, como respaldo
de reserva rodante, entre otras.
En las pruebas se utilizan dos sistemas cla´sicos disponibles en la literatura especializada:
el sistema Garver y el sistema sur brasilero. Se realizan pruebas de ana´lisis de sensibilidad
respecto a costo de energ´ıa, a la duracio´n del horizonte de planeamiento, al impacto de
introducir o no pe´rdidas te´cnicas en la funcio´n objetivo y/o en las restricciones, y al
impacto de las contingencias. Todos los resultados se comparan tanto para el problema
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esta´tico tradicional como para el planeamiento multietapa coordinado. Respecto a la te´cnica
de reduccio´n del espacio de solucio´n, se prueban varias formas de dividir el sistema en
subsistemas y se propone un algoritmo que actualiza la transferencia de potencia entre
cada subsistema con el fin de encontrar las pe´rdidas aproximadas. En la parte final, se
realizan pruebas que incluyen simulta´neamente opciones de inversio´n en dispositivos de
almacenamiento ESS y opciones de inversio´n en l´ıneas HVDC y HVAC. De otro lado, es
importante resaltar que fue necesario elaborar sistemas de prueba para los modelos analizados
porque los datos de los sistemas de prueba de planeamiento disponibles en la literatura
son insuficientes para pruebas con opciones HVDC y dispositivos ESS. La elaboracio´n de
estos sistemas de prueba resulta ser otro aporte importante de esta investigacio´n ya que se
construyeron tomando como referencia informacio´n real de costos y caracter´ısticas te´cnicas.
Estos sistemas quedan disponibles para su uso en futuras investigaciones en esta a´rea del
conocimiento.
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Abstract
This work presents a mathematical model that describes the transmission network expansion
planning (TNEP) problem. The model divides horizon planning into multiple stages within
a single problem. Each stage includes the effect of power losses, single and multiple
contingencies, and HVAC and HVDC links as investment options. In order to determine
the impact of each aspect mentioned above, the research develops and implements different
versions of the mathematical model.
The analysis began with traditional static planning, which does not consider losses or
HVDC options until the multistage expansion planning phase that includes the mentioned
aspects. The TNEP problem is a mathematical optimization problem classified as a
mixed-integer nonlinear problem. It involves continuous operating variables and integer
investment variables. For large electrical systems with many isolated buses and investment
options, the complete problem is considered to be an NP-complete problem. That is, they
are difficult to solve and there are no solution methods that find a response in polynomial
times.
This proposal includes transforming the nonlinear models into equivalent, mixed-integer
linear programming problems. The linearization is obtained in two ways. One is to include
the disjunctive constraints in the investment component. Another is to use the piecewise
linearization technique in the operational component associated with power losses. When
mixed-integer linear programming models are employed, the use of exact techniques like the
Branch and Cut method guarantee convergence to the optimal solution. In order to solve the
resulting problems, this work uses the modelling language AMPL with the solver CPLEX
(CPLEX uses Branch and Cut). In the case of contingencies, the model allows the simulation
of the following cases:
Without contingencies.
For a pre-selected group of contingencies.
For all single contingencies (n-1).
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The HVDC investment options can be modeled and adapted according to the DC power
flow. In addition, HVDC lines can be monopolar or bipolar. The model incorporates the
latter characteristic within the security analysis.
In test systems with many variables and constraints, the exact techniques may fail to find the
optimal solution due to computer memory constraints or prohibitive computational times.
Hence, this work presents a new, more efficient method to reduce the search space of the
problem in order to improve the solution process. This method aims to reduce computational
time and memory requirements. Even when exact methods are used inside the reduction
technique, the proposed reduction technique cannot guarantee that it will provide the optimal
solution (this is due the fact that the system is divided in subsystems that will be solved
separately through a distributed optimization process). However, it will provide suboptimal
solutions of high quality. The search space reduction technique accounts for power losses
in order to approximate the solution to the real-life problem. This procedure allows the
model to identify the most attractive investment options, which should be considered in the
optimization process. It discards the unpromising investment options that will complicate
the problem without contributing to the final solution.
The work also gave rise to a potential method for determining whether to invest in energy
storage systems (ESS) devices or HVAC or HVDC transmission networks in the interest
of long-term economic convenience. The method includes ESS in the long-term expansion
planning problem in order to determine if these options delay or replace HVAC or HVDC
investments. To achieve this, the mathematical model combines the HVAC and HVDC
investment options with their power losses and the security analysis. The method does not
include the effects of the ESS devices in the short term, which are also positive. The devices
could be used in another operation context, such as power reliability or spinning reserve.
The tests make use of two classic systems in the specialized literature: Garver’s system and the
Southern Brazilian system. Sensitivity analyses are performed in the cost of energy and the
duration of the horizon planning. Further, the impact of the contingencies and the effects of
introducing the power losses in the objective function, in the constraints, or both is analyzed.
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The results of both the traditional static planning problem and the multistage planning
problem are compared. Also, the system was divided into subsystems using a number of
different methods and an algorithm that updates the power transfer between each subsystem
to discover the approximate power losses is proposed. Finally, this work presents tests that
include simultaneously comparing investment options in energy storage systems (ESS) and
investment options in HVDC and HVAC lines.
It was necessary to develop test systems for the analyzed models, because the data available
in the literature on planning test systems are insufficient when it comes to HVDC options
and ESS devices. The development of the test systems is another important contribution of
this work, since they were constructed with reference to real cost information and technical
characteristics. These test systems are now available for future research use in that area of
knowledge.
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Cap´ıtulo 1
Introduccio´n
El problema del planeamiento de la expansio´n de los sistemas de transmisio´n (PEST) de
energ´ıa ele´ctrica tiene como objetivo determinar la red de transmisio´n que debe ser construida
para un escenario futuro de generacio´n y demanda. En el proceso de disen˜o de la red se
debe garantizar que se minimice el costo de inversio´n, de operacio´n y de mantenimiento,
y que los nuevos elementos adicionados permitan la transferencia adecuada de energ´ıa
ele´ctrica entre los diferentes puntos de un sistema de potencia. La funcio´n principal del
planeamiento a largo plazo de la red de transmisio´n de energ´ıa ele´ctrica es determinar que,
donde y cuantas inversiones deben ser realizadas. Las opciones asociadas a este problema
se caracterizan por sus altos costos de inversio´n, los largos periodos de construccio´n y los
largos tiempos de recuperacio´n de las inversiones. Si el planeamiento de largo plazo no se
realiza convenientemente, es decir, si las decisiones que se toman hoy para la red futura son
inadecuadas, en el futuro se requerira´n mayores esfuerzos te´cnicos y econo´micos para obtener
los mismos o menores beneficios.
El problema de PEST pertenece a la categor´ıa de problemas no lineales entero-mixtos
(PNLEM), y hace parte de los denominados problemas NP-completos, cuando se analizan
sistemas de gran taman˜o y complejidad. Trabajos anteriores de la literatura especializada
muestran que es un problema multimodal, no convexo, y que dependiendo de las variantes
involucradas y el taman˜o y/o topolog´ıa del sistema, no logra resolverse exitosamente
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utilizando te´cnicas de optimizacio´n exactas. En sistemas de pequen˜o y mediano taman˜o
puede encontrarse la solucio´n o´ptima usando me´todos como Branch and Cut o Branch and
Price (Bahiense et al., 2001; Sousa and Asada, 2011) siempre que se utilice el modelo lineal
disyuntivo tradicional para modelar la red de transmisio´n. En sistemas de gran taman˜o y
complejidad los sistemas de co´mputo requieren grandes tiempos de ca´lculo si se les compara
con los requeridos por te´cnicas metaheur´ısticas como Bu´squeda Tabu´ (TS) o el algoritmo
gene´tico de Chu-Beasley (AGCB), entre otros; sin embargo, estas te´cnicas no garantizan
la obtencio´n de la solucio´n o´ptima. Los problemas que son simulta´neamente PNLEM y
NP-completos se caracterizan por ser los de ma´s dif´ıcil solucio´n. El problema de PEST esta´
conformado por funciones lineales y no lineales que incluyen variables continuas (desfase
angular, flujo de potencia por las l´ıneas, etc) y variables enteras (nu´mero de l´ıneas o
transformadores que se deben adicionar a la red). Adicionalmente, en sistemas reales el PEST
incluye cientos o miles de variables y restricciones, lo que lo clasifica como un problema de
alta complejidad matema´tica (Latorre et al., 2003).
Un inadecuado planeamiento de largo plazo puede dar origen a la pe´rdida de la calidad
del servicio, al sobredimensionamiento y a un sistema futuro ineficiente con altos costos
operativos. El planeamiento tambie´n influye en el desarrollo de la expansio´n de la generacio´n
y del mercado de electricidad, ya que estos dependen en gran medida de la topolog´ıa
y la capacidad de la red de transmisio´n, porque permiten o no la libre competencia
entre vendedores y compradores de energ´ıa. La principal consecuencia de un planeamiento
inadecuado es la necesidad de mantener operando durante muchos an˜os un sistema ineficiente,
debido a que las inversiones involucradas (subestaciones y l´ıneas de transmisio´n de alta
tensio´n) hacen parte de las denominadas tecnolog´ıas pesadas, es decir, que una vez construidas
no es factible eliminarlas o relocalizarlas.
Un planeamiento bien direccionado del sector ele´ctrico, es de vital importancia para
proporcionar un servicio de abastecimiento de energ´ıa con buena calidad, bajo costo, mayor
seguridad y menores impactos econo´micos y ambientales para la sociedad. De acuerdo
a los aspectos de cara´cter te´cnico y econo´mico, cabe destacar que el segmento de la
transmisio´n posee caracter´ısticas de monopolio natural y de industria de red. La estructura
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en red favorece el aprovechamiento de economı´as de escala y de coordinacio´n, y requiere la
operacio´n centralizada de los servicios. De otro lado, el sistema de transmisio´n debe poseer
caracter´ısticas de alta disponibilidad y eficiencia, ya que por dificultades te´cnicas y por los
altos costos de almacenamiento en gran escala de la energ´ıa ele´ctrica, la energ´ıa que se
demanda debe ser producida en el mismo instante que se solicita, lo que es determinante en
la estructura de produccio´n y en la log´ıstica para la atencio´n instanta´nea de dicha demanda.
Desde el punto de vista del mercado de electricidad, el continuo proceso de re-estructuracio´n
de la industria de la electricidad produce el surgimiento de nuevos agentes, y nuevas
exigencias, que generan diferentes esquemas competitivos dentro del sector ele´ctrico mundial
con caracter´ısticas particulares para cada sistema, lo que dificulta la obtencio´n de soluciones
generales para los diferentes problemas que aparecen dentro del proceso de bu´squeda de
eficiencia del mercado (Molina and Rudnick, 2010). El proceso de PEST resulta ma´s complejo
de desarrollar en los sistemas ele´ctricos reestructurados debido a que, en estos sistemas, las
decisiones de nuevas inversiones son el resultado de las fuerzas del mercado y no de procesos
de decisio´n centralizados. Adema´s, debido a que los despachos de generacio´n horarios o
diarios poseen gran incerteza y que existe un nu´mero muy grande de escenarios de generacio´n
factibles (Escobar, 2008), la red de transmisio´n termina siendo decisiva, ya que la eficiencia
del mercado futuro puede verse afectada por el congestionamiento que pueda aparecer en la
red de transmisio´n, y que no permite la programacio´n de algunos despachos de generacio´n
asociados a bajos costos de produccio´n, que en un esquema de mercado son el resultado de la
interaccio´n entre las ofertas econo´micas que hacen los agentes generadores y las necesidades
de potencia de los consumidores. El plan de expansio´n futuro impacta el mercado ele´ctrico
por: 1) la reduccio´n del costo de operacio´n del sistema. (costo del despacho real, costo de las
restricciones y costo de la generacio´n de seguridad, entre otros); 2) la reduccio´n del costo de
inversio´n; 3) la reduccio´n de las pe´rdidas te´cnicas; 4) el aumento de la seguridad ele´ctrica.
Generalmente, en los estudios de planeamiento no se considera la posibilidad de retirar,
trasladar o dejar desconectados en forma permanente, elementos que se encuentran operando
en la red actual. En el PEST se considera que un agente planeador ha establecido previamente
los siguientes aspectos:
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El crecimiento de la demanda en los nodos del sistema.
La localizacio´n y la cantidad de demanda de nodos nuevos.
La cantidad y localizacio´n de generacio´n nueva.
La capacidad adicional de plantas de generacio´n existentes que esta´n siendo o van a ser
repotenciadas.
La localizacio´n geogra´fica, el costo y las caracter´ısticas ele´ctricas de los nuevos corredores
de transmisio´n.
El costo asociado a circuitos adicionales que pueden conectarse en paralelo con circuitos
ya establecidos en corredores existentes.
La localizacio´n, el taman˜o y el costo de subestaciones nuevas.
El tipo de conductores a utilizar en la red.
Los niveles de tensio´n a los que operara´n los corredores nuevos y existentes.
Los niveles de tensio´n asociados a las subestaciones nuevas.
El planeamiento de la red es un proceso continuo que responde a la necesidad de adecuar el
sistema futuro al crecimiento de la demanda de energ´ıa ele´ctrica, la cual va acompan˜ada del
crecimiento de la generacio´n. Los nuevos sistemas son cada vez ma´s grandes y las exigencias
que se les imponen son cada vez mayores, por lo tanto se hace necesario desarrollar nuevas
metodolog´ıas de planeamiento que adema´s puedan adaptarse a las nuevas tecnolog´ıas de
construccio´n de equipos y elementos disponibles y a las nuevas te´cnicas matema´ticas de
optimizacio´n. Actualmente la poblacio´n mundial es del orden de 7300 millones de personas
con un consumo de energ´ıa aproximado de 350 millones de MWh y se estima que para
el an˜o 2050 la economı´a mundial crezca casi cuatro veces y la poblacio´n mundial sea de
10000 millones de personas con un consumo de energ´ıa 80 % mayor (OECD, 2012). Este
crecimiento impactara´ el incremento de plantas de generacio´n en el mundo, y en consecuencia,
los sistemas de transmisio´n tendra´n que evolucionar hacia sistemas ma´s eficientes y confiables
de transporte de energ´ıa.
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Existen diversas soluciones que se utilizan con e´xito en diferentes lugares del mundo para
mejorar la capacidad de transporte de energ´ıa en un sistema de transmisio´n, como por ejemplo
considerar nueva tecnolog´ıa en conductores que tengan menores pe´rdidas y mayor capacidad
de potencia o considerar l´ıneas de transmisio´n de alta tensio´n de corriente continua (HVDC -
high voltage direct current) (ABB, 2014). De otro lado, con el auge de las energ´ıas renovables
(ER) para disminuir efectos negativos en el medio ambiente, los enlaces HVDC ayudan a
integrar las ER al sistema al tiempo que produce un impacto positivo en la estabilidad.
Otra tecnolog´ıa que se encuentra en desarrollo en la actualidad, es la de los dispositivos de
almacenamiento de energ´ıa de gran capacidad ESS (energy storage systems) que adema´s
de complementarse muy bien con las fuentes de energ´ıa renovable, tambie´n mejoran la
estabilidad del sistema porque permiten la inyeccio´n de potencia activa en nuevos puntos
del sistema, al tiempo que sirven de respaldo en generacio´n ante contingencias y, en nuestro
caso particular, permiten retrasar o evitar la inversio´n en nuevas l´ıneas de transmisio´n, lo
cual tambie´n disminuye el impacto medioambiental ya que se eliminan las servidumbres que
ser´ıan necesarias para las nuevas l´ıneas de transmisio´n (Aneke and Wang, 2016).
El proceso de PEST involucra muchos aspectos y las decisiones de inversio´n producen grandes
implicaciones en la operacio´n futura del sistema lo que incentiva la investigacio´n tanto
en lo relacionado con los aspectos a tener en cuenta en los objetivos y las restricciones,
como en la forma de modelar el problema resultante y en las metodolog´ıas de solucio´n que
permitan encontrar su solucio´n de forma eficiente. Desde el punto de vista de su impacto
en los sistemas ele´ctricos, en la literatura especializada el problema de PEST ha sido
representado considerando diferentes aspectos de intere´s para la adecuada operacio´n futura
de la red ele´ctrica. Los principales aspectos involucrados en los trabajos existentes incluyen
los efectos de los mercados de electricidad, ana´lisis de seguridad ele´ctrica considerando
contingencias simples, confiabilidad, ana´lisis en una sola etapa en el tiempo o esta´tico,
ana´lisis de inversio´n considerando planeamiento multietapa coordinado, ana´lisis con mu´ltiples
escenarios de generacio´n y/o demanda, ana´lisis con incertidumbre en la generacio´n y/o
demanda, des-planificacio´n del sistema o posibilidad de retiro de elementos existentes,
inversiones considerando diferentes alternativas de conductores para un mismo corredor de
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transmisio´n e inversiones considerando diferentes alternativas de nivel de tensio´n para un
mismo corredor de transmisio´n, entre otros. En (Lee et al., 2006), (Niharika et al., 2016) y
(Lumbreras and Ramos, 2016) puede encontrarse un estado del arte con todas las aplicaciones
existentes. Debido a la enorme cantidad de variaciones aplicadas en la literatura especializada
es imposible abordarlas todas en una u´nica propuesta. En esta tesis se abordaran los siguientes
aspectos:
1. Opciones de inversio´n en l´ıneas de corriente continua (HVDC).
2. Pe´rdidas en el sistema de transmisio´n.
3. Ana´lisis de contingencias (criterio de seguridad n-1).
4. Ana´lisis esta´tico y multietapa de la inversio´n.
5. Utilizacio´n de te´cnicas heur´ısticas, metaheur´ısticas y/o exactas para involucrar los
aspectos anteriores en el planeamiento.
6. Uso de te´cnicas de reduccio´n del espacio solucio´n, que permitan encontrar soluciones
de alta calidad.
7. Dispositivos de almacenamiento de energ´ıa (ESS).
El tema central de esta tesis es el planeamiento multietapa que incluye: 1) los costos de
la energ´ıa asociada a las pe´rdidas te´cnicas; 2) l´ıneas HVDC que compitan con l´ıneas HVAC
(high voltage alternating current); y 3) la inclusio´n de ana´lisis de contingencias simples (n-1).
El modelo resultante es exacto y de naturaleza de programacio´n lineal entera-mixta (PLEM),
con las pe´rdidas siendo representadas a trave´s de un modelo lineal mediante la te´cnica de
linealizacio´n por tramos. El modelo matema´tico se implementa en AMPL y se resuelve usando
el solver CPLEX. Adicionalmente, se desarrolla una metodolog´ıa de reduccio´n del espacio
solucio´n que permita encontrar respuestas de alta calidad en tiempos de co´mputo razonables.
Para lo anterior, se disen˜o´ una instancia de prueba con alternativas de costos realistas para
los enlaces HVDC, HVAC y transformadores. Si se revisa la literatura especializada, estos
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aspectos no han sido resueltos de forma integrada por la gran cantidad de variables que
aparecen en el problema.
El sistema de prueba que se toma como referencia es el sistema Sur brasilero, correspondiente
a un sistema de la vida real presentado por primera vez en (Pereira et al., 1987). Este sistema
se modifico´ en lo referente a costos de transformadores y l´ıneas de transmisio´n tomando
valores actualizados, basados en estudios recientes que consideran diversos factores. Este
aspecto sera´ aclarado en detalle ma´s adelante. Los estudios considerados han sido utilizados
en otras investigaciones de planeamiento para determinar costos en la red. Esto se hace
porque los costos de las l´ıneas HVAC del sistema de prueba referenciado, que es un sistema
publicado hace varios an˜os en la literatura especializada, no son compatibles con los actuales.
De forma adicional, tambie´n se utilizo´ para hacer pruebas, en el transcurso de este trabajo,
el sistema de prueba de Garver (6 barras), como se puede observar en los resultados y en
el ape´ndice. De forma adicional, los datos de l´ınea HVDC para Garver son propuestos y
disen˜ados con base en los mismos estudios para obtener los costos del sistema Sur Brasilero.
Por otra parte, en los inicios y parte final del periodo de investigacio´n del doctorado, se
exploraron otros campos de forma paralela y que son afines al problema central. La l´ınea del
tiempo del transcurso del doctorado se puede apreciar en la figura 1.1.
En la figura 1.1, la parte en rojo muestra el trabajo previo antes de iniciar formalmente
el doctorado. La parte azul indica el trabajo en el tiempo formal del doctorado. Puede
observarse en esa l´ınea del tiempo que se proponen modelos y metodolog´ıas para incluir los
conductores HTLS y los sistemas de almacenamiento de energ´ıa (ESS) en el planeamiento.
Respecto a los conductores HTLS, el modelo incluye el ana´lisis con (y sin) incertidumbre en
la demanda. Para lo anterior, se realizan pruebas sobre el sistema ele´ctrico colombiano, y la
metodolog´ıa se resuelve mediante un algoritmo gene´tico basado en la lo´gica de Chu-Beasley
(AGCB) implementado en FORTRAN que utiliza el solver MINOS. Posteriormente se
analizan modelos que se resuelven a trave´s de te´cnicas exactas, con el propo´sito de garantizar
la obtencio´n de la solucio´n o´ptima.
7
2013 2014 2015 2016 2017
Pasantia
AGCB
HTLS
Inc. Demanda
Propuesta final de trabajo del doctorado.
Cambio de dirección hacia técnicas 
exactas y un nuevo problema.
Diseñado de forma exacta
se puede conocer la mejor
solución. La opción
HVDC tiene menores
pérdidas y mayor
capacidad.
Cursos del doctorado
Se alcanzan soluciones muy buenas.
No se tiene certeza de si es la óptima.
La opción HTLS no deja de ser una
conexión HVAC con sus problemas
de transmisión.
Se incluyen dispositivos
de almacenamiento de
energía
Figura 1.1: L´ınea del transcurso del doctorado.
La investigacio´n asociada a los conductores HTLS busca explorar la posibilidad de desplazar
inversiones en nuevos corredores de transmisio´n de HVAC a trave´s de la modificacio´n de
los conductores en corredores existentes. Esta opcio´n puede resultar interesante en algunos
casos donde resulta dif´ıcil considerar nuevas rutas de transmisio´n por el impacto negativo que
producen estos corredores en el medio ambiente. El esfuerzo principal de esta investigacio´n,
sin embargo, esta´ asociado a explorar la posibilidad de integrar enlaces HVDC en los planes
de expansio´n realizando una evaluacio´n exhaustiva de posibilidades. Un estudio comparativo
de transmisio´n usando corriente alterna (HVAC) y corriente directa (HVDC) se encuentra en
(Kalair et al., 2016). Los resultados y metodolog´ıa del ACGB con opciones de conductores
HTLS se encuentran por completo en dos art´ıculos de investigacio´n que fueron publicados
durante el transcurso de la evaluacio´n de esa tema´tica, y que son referenciados en el ape´ndice
de publicaciones en la parte final de esta tesis.
Respecto al los ESS, el modelo aplicado corresponde a un problema del tipo PLEM, que
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se resuelve con te´cnicas exactas usando AMPL y CPLEX. Este es un tema marginal del
tema central de la tesis, e incluye: pe´rdidas te´cnicas, contingencias y enlaces HVDC. Para la
integracio´n de los ESS, adema´s de su localizacio´n o´ptima, se utiliza la curva de carga para
disen˜ar la capacidad de potencia de cada dispositivo y la capacidad de energ´ıa total que debe
ser instalada en el sistema. Este u´ltimo enfoque tambie´n resulta interesante, ya que no existe
un art´ıculo de planeamiento de la transmisio´n que combine enlaces HVDC y ESS. Ambos
tipos de tecnolog´ıa sirven para mejorar el planeamiento de la transmisio´n ya que se obtienen
planes de expansio´n ma´s econo´micos que si se utilizan so´lo l´ıneas HVAC.
A continuacio´n se presenta la motivacio´n y justificacio´n para los campos cubiertos en la
propuesta principal de esta tesis con los objetivos y la estructura del documento.
1.1. Motivacio´n y justificacio´n para incluir el planeamiento
multietapa coordinado
El problema de PEST tiene dos presentaciones para la inversio´n en nuevas l´ıneas de
transmisio´n y subestaciones, cuando se analiza un horizonte de planeamiento predeterminado.
La primera es el planeamiento esta´tico, el cual determina que, cuantos y donde instalar los
nuevos elementos en la red; y la segunda, el planeamiento multietapa coordinado que, adema´s
de lo anterior, define cuando deben ser instalados esos nuevos elementos de tal forma que la
red existente se adecue para satisfacer los requerimientos de generacio´n y de demanda futura.
Para esto, el horizonte de planeamiento debe dividirse en etapas o periodos. Esta forma de
planeamiento es pseudo-dina´mica y es denominada planeamiento multietapa coordinado.
Los proyectos de transmisio´n de la vida real, en general, son ejecutados en diferentes etapas
a lo largo de un periodo pre-establecido por los agentes planeadores. Para que un estudio
se adecu´e ma´s a la realidad, deben dividirse los periodos de ana´lisis de 10 o ma´s an˜os en
mu´ltiples etapas coordinadas. De esta forma pueden modelarse mejor las variaciones del
sistema de generacio´n y las variaciones de la demanda en cada sub-intervalo de tiempo, de
modo que se pueda determinar el momento ma´s adecuado para realizar las inversiones dentro
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del horizonte de planeamiento.
Actualmente, el problema esta´tico y multietapa coordinado es abordado con: a) te´cnicas
heur´ısticas, que resuelven el problema por partes, o que usan estrategias de adicio´n de
circuitos o aplican me´todos basados en ı´ndices de sensibilidad como en (Vinasco et al., 2011;
Ceden˜o and Arora, 2009; Romero et al., 2005, 2007) y (Ku¨c¸u¨kyazici et al., 2005). b) Te´cnicas
metaheur´ısticas, que se basan en alguna estrategia de bu´squeda mediante la optimizacio´n
combinatoria como el algoritmo de colonia de hormigas (Rathore et al., 2013), la te´cnica
particle swarm optimization (Barreto et al., 2013; Mendonc¸a et al., 2014), o que se basan en
algoritmos evolutivos (Leite da Silva et al., 2016). Tambie´n existen trabajos que comparan
diversas te´cnicas metaheur´ısticas existentes (Leite da Silva et al., 2011), y se concluye que
las mejores te´cnicas son basadas en me´todos evolutivos. Algunos autores tambie´n proponen
me´todos h´ıbridos entre heur´ısticas y metaheur´ısticas (Vilaca Gomes and Saraiva, 2015). Sin
embargo, estas te´cnicas no garantizan la obtencio´n de la solucio´n o´ptima global del problema,
aunque en muchas ocasiones la encuentran. c) Te´cnicas exactas, que se basan en me´todos de
optimizacio´n y modelamiento matema´tico, donde se garantiza el o´ptimo global del problema.
Algunas de estas te´cnicas realizan una representacio´n lineal del problema que es equivalente
a la representacio´n no lineal (Delgado et al., 2013; Rahmani et al., 2013; Tejada et al., 2015).
No obstante, el problema de planeamiento esta´tico debe evolucionar al problema multietapa
coordinado, que realiza las inversiones por etapas, es decir, divide el ana´lisis en sub-intervalos
de tiempo. Esta caracter´ıstica permite obtener un beneficio, ya que el dinero de las inversiones
que no son necesarias de forma inmediata (y que pueden prorrogarse en el tiempo para atender
aumentos de demanda en etapas posteriores), puede generar una rentabilidad econo´mica.
En (Rahmani et al., 2013), se hizo el ma´s reciente avance tanto en el problema esta´tico
como en el problema multietapa coordinado. Se aplica un modelo conocido en la literatura
como lineal disyuntivo con una modificacio´n que hace que matema´ticamente tenga menos
variables, adema´s, utilizan restricciones de corte y un me´todo GRASP para reducir el espacio
de solucio´n, limitando el nu´mero de variables del problema. De esta forma, se obtienen mejores
soluciones para el problema esta´tico y multietapa coordinado reportadas en la literatura para
el sistema Nordeste Brasilero, que es un sistema de prueba de dif´ıcil solucio´n. Para el caso
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del problema multietapa coordinado, el me´todo de ca´lculo de valor presente de la inversio´n
es el utilizado en (Escobar et al., 2004), correspondiente al primer art´ıculo en presentar el
ana´lisis multietapa coordinado, aunque realmente debe ser modelado como se presenta en
(Silva, 2013). En el problema de planeamiento tradicional se considera que los elementos
adicionados inician su operacio´n una vez realizada la inversio´n. Dado que en este trabajo se
consideran aspectos operativos, como las pe´rdidas, se considerara´ que luego de definida la
inversio´n debe esperarse un tiempo antes de que el elemento inicie la operacio´n. Este tiempo
incluye aspectos como el tiempo de construccio´n y puesta a punto. En esta investigacio´n
se lleva en cuenta este aspecto en el modelamiento del problema. En (Escobar et al., 2004;
Rahmani et al., 2013) y (Silva, 2013) no se consideran enlaces HVDC ni pe´rdidas en el sistema;
lo cual incrementa de forma exponencial la dificultad para resolver el problema resultante.
1.2. Motivacio´n y justificacio´n para incluir el ana´lisis de seguridad
Los sistemas ele´ctricos alrededor del mundo esta´n incluyendo en sus estructuras: pol´ıticas
regulatorias; pol´ıticas de mercado; pol´ıticas de seguridad y pol´ıticas de confiabilidad. Lo
anterior genera nuevos escenarios que crean un sistema de mayor competencia donde el
problema de inversio´n en expansio´n es de suma importancia debido a que se requiere de una
actualizacio´n perio´dica del sistema ele´ctrico que se acondicione para permitir su integralidad
operativa. Respecto a las pol´ıticas de seguridad, en los estudios de planeamiento, se debe
incluir el ana´lisis de contingencias para asegurar el suministro continuo de energ´ıa a los
usuarios finales de las redes futuras. Este u´ltimo, generalmente, considera la salida planeada
(mantenimiento) o no planeada (fallas) de l´ıneas de transmisio´n o transformadores, y tiene
como caracter´ıstica que las redes disen˜adas son ma´s confiables (robustas) y costosas. De otro
lado, las salidas afectan los ingresos de las empresas y afectan sus indicadores de calidad, lo
que tambie´n se traduce en menores ingresos por las penalizaciones econo´micas que pueden
producir. Un ejemplo de lo anterior se presenta en (Lichtner et al., 2010), donde se reporta
que el costo total asociado a las interrupciones en el servicio de energ´ıa en Estados Unidos
es de aproximadamente 80.000 millones de do´lares cada an˜o.
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Actualmente el problema con contingencias es abordado con te´cnicas heur´ısticas como en
(Goswami and Monalisa, 2013), donde se agregan l´ıneas analizando el comportamiento de
cada contingencia, dando prioridad a agregar l´ıneas en zonas donde aparecen islas en el
sistema. En (Correa et al., 2013) se utiliza un algoritmo gene´tico multiobjetivo, los objetivos
son la minimizacio´n del costo de la inversio´n y el corte de carga. Otros autores utilizan
te´cnicas exactas para modelar los estados de operacio´n de las contingencias (Obio and Mutale,
2015; Moreira et al., 2015; Majidi-Qadikolai and Baldick, 2015; Silva et al., 2014; Vinasco
et al., 2014; Alizadeh-Mousavi and Zima-Bockarjova, 2016), y resuelven el problema con
herramientas de optimizacio´n comerciales. En (Obio and Mutale, 2015), se modifican los
l´ımites de las l´ıneas de transmisio´n segu´n la contingencia aplicada. Sin embargo, las variables
de los grupos generadores no esta´n indexadas en cada contingencia, lo que hace que exista un
solo despacho de generacio´n para todos los generadores ante cualquier contingencia, lo cual
no ocurre en la realidad, porque al cambiar la topolog´ıa de la red las leyes f´ısicas distribuyen
el flujo de potencia de forma diferente, adema´s un generador que tenga una u´nica l´ınea
como opcio´n de conexio´n no puede continuar entregando la misma potencia ante la salida
de la misma. En (Moreira et al., 2015), resuelven el problema para mu´ltiples contingencias
aplicando optimizacio´n en varios niveles, lo cual no esta´ considerado en la presente tesis,
y utilizan computadores de gran capacidad (de muy dif´ıcil acceso) para dar solucio´n al
problema por ser de gran dimensio´n y dificultad. En (Majidi-Qadikolai and Baldick, 2015)
se desarrolla un algoritmo por etapas para hacer la evaluacio´n de las contingencias y se
definen criterios para identificar las l´ıneas a las cuales se les aplica el ana´lisis debido a su
influencia en la operacio´n correcta de la red. En (Silva et al., 2014) y (Vinasco et al., 2014), se
presenta una forma adecuada de modelar y realizar el planeamiento en mu´ltiples etapas de la
transmisio´n y con contingencias; utilizando una matriz gu´ıa que ayuda a establecer un control
sobre los elementos que salen de operacio´n. Lo anterior basado en el modelo disyuntivo. En
(Alizadeh-Mousavi and Zima-Bockarjova, 2016), el ana´lisis es esta´tico con contingencias y
se realiza una modificacio´n al modelo disyuntivo presentado en (Vinasco et al., 2014), sin
embargo, los autores afirman que la forma disyuntiva que se utiliza resulta en un esfuerzo
computacional ma´s alto, debido a que el nu´mero de variables y restricciones se incrementa.
El modelo en (Vinasco et al., 2014), puede interpretarse como un indicativo de uno de los
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me´todos para el ana´lisis de redes y sus nuevas propuestas de inversio´n aplicados actualmente
en Colombia, ya que dos de los autores pertenecen al grupo empresarial ISA (Interconexio´n
Ele´ctrica S.A., Medellin), y el modelo es aplicado en el sistema Colombiano. Sin embargo, en
(Silva et al., 2014) y (Vinasco et al., 2014), respecto al modelo multietapa, se considera que
el sistema entra en funcionamiento una vez realizada la inversio´n y no despue´s.
En ninguno de los trabajos anteriores se incluyen las pe´rdidas en el sistema de transmisio´n
y los enlaces HVDC, lo cual puede redireccionar la configuracio´n en la inversio´n en l´ıneas de
transmisio´n.
Aunque los enlaces HVDC son de alto costo, se observa que las l´ıneas HVDC pueden ser
seleccionadas para inversio´n cuando el costo de las pe´rdidas sobrepasa algu´n nivel o cuando
el sistema necesita respaldo ante las contingencias. Lo anterior se aprecia en el cap´ıtulo de
resultados.
1.3. Motivacio´n y justificacio´n para considerar las pe´rdidas
te´cnicas en el sistema
Las pe´rdidas en el sistema de potencia deben ser tenidas en cuenta en los estudios de
planeamiento. Estas, adema´s de hacer parte del proceso natural de transferencia de potencia a
trave´s de los elementos f´ısicos reales, afectan el plan de expansio´n futuro, ya que dependiendo
del costo asociado y el tiempo de estudio de planeamiento, pueden modificar los resultados
respecto al que y cuantos nuevos elementos deben ser instalados en la red. En este caso
es conveniente modelar estas pe´rdidas en los elementos individuales del sistema e incluir
su efecto en la funcio´n objetivo con el propo´sito de minimizarlas. Al hacer esto se afecta
favorablemente la tarifa futura de la energ´ıa ele´ctrica.
Actualmente, en los estudios de planeamiento, ya es una realidad la inclusio´n de las pe´rdidas
te´cnicas activas en las l´ıneas de transmisio´n mediante procedimientos que pertenecen a
me´todos de optimizacio´n metaheur´ısticos o exactos. En (Leite da Silva et al., 2011), se
incluyen las pe´rdidas mediante varias te´cnicas metaheur´ısticas para el planeamiento en
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mu´ltiples etapas. Sin embargo, las pe´rdidas son calculadas de forma apro´ximada a trave´s
de un procedimiento en el que el mismo sistema se resuelve dos veces usando un flujo de
carga DC tradicional, es decir, el me´todo consiste en encontrar los valores para el flujo de
potencia por las l´ıneas y los a´ngulos de las tensiones en las barras, y luego se calculan las
pe´rdidas con los valores encontrados para posteriormente re-introducidas en el sistema como
nuevas cargas. Finalmente se encuentra la solucio´n de otro flujo de carga para encontrar
nuevos valores. El anterior procedimiento para cualquier te´cnica metaheur´ısticas dobla el
nu´mero de problemas de programacio´n lineal que se deben resolver. De otro lado, el o´ptimo
no puede ser garantizado. Tambie´n, el modelo multietapa coordinado se resuelve considerando
que la red opera en el instante de tiempo en que se hace la inversio´n y no se modela de forma
expl´ıcita. En (Leite da Silva et al., 2016) se utiliza un algoritmo evolutivo, donde las pe´rdidas
tambie´n son resultado del ca´lculo del tradicional modelo de flujo de carga DC. Adema´s, en
el caso anterior, se incluye el ana´lisis de contingencia, pero no se modela de forma expl´ıcita.
En (Camponogara et al., 2015), se realiza un posible modelamiento de las pe´rdidas de
transmisio´n de forma exacta (se usa un PLEM), donde aproximan un poco ma´s el conocido
modelo de flujo de carga DC mediante la incorporacio´n de algunos te´rminos que tienen
funciones seno o coseno, lo que hace el modelo ma´s dif´ıcil de resolver, y para sistemas como
el sur brasilero, el ana´lisis esta´tico no logra encontrar la solucio´n o´ptima con el solver CPLEX.
El CPLEX utiliza la te´cnica Branch and Cut.
En (Zhang et al., 2013), se presenta una buena aproximacio´n de las pe´rdidas en el
planeamiento esta´tico de la transmisio´n utilizando el me´todo de linealizacio´n por tramos
para la variable del a´ngulo de tensio´n; los autores no incluyen los ana´lisis multietapa y de
contingencias, ya que advierten que se incrementar´ıa bastante la complejidad del problema.
En (Desta Zahlay et al., 2013), el planeamiento en lugar de linealizar el a´ngulo de las tensiones
o el flujo de potencia por las l´ıneas para encontrar las pe´rdidas te´cnicas, utiliza grupos de
restricciones que rodean la regio´n factible del cuadrado de los flujos de potencia por cada
l´ınea, e incluyen las restricciones en el modelo de optimizacio´n. Lo anterior produce un
efecto similar al de linealizacio´n, la diferencia es que se aumenta el nu´mero de variables
y restricciones que aparecen respecto al me´todo de linealizacion por tramos para variables
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cuadra´ticas que aparece en (Zhang et al., 2013). De otro lado utilizan un algoritmo para
resolver el problema mediante sub-modelos relajados.
Un avance ma´s acertado es el presentado en (Zhang et al., 2012), donde se incluyen las
pe´rdidas, el ana´lisis multietapa coordinado y se consideran contingencias. Sin embargo, el
costo operativo de las pe´rdidas en las l´ıneas de transmisio´n no se incluye en la funcio´n objetivo.
Estas u´ltimas so´lo son incluidas en el balance de potencia. En este trabajo se demuestra que
las pe´rdidas deben tener un costo asociado penalizado en la funcio´n objetivo, para no obtener
soluciones de ma´s alto costo. Un aspecto importante, y que representa un vac´ıo en el modelo
matema´tico que debe ser mejorado, es que el modelo matema´tico (en (Zhang et al., 2012))
so´lo considera la posibilidad de adicionar una l´ınea por corredor de transmisio´n, es decir, no
tiene la posibilidad de agregar 2 o ma´s circuitos. Por el mismo motivo anterior, los autores
suponen un l´ımite ma´ximo de adicio´n en las l´ıneas de los sistema evaluados de 1 circuito y so´lo
permiten algunas l´ıneas como variables en el modelo, as´ı se encuentran soluciones factibles
pero no de buena calidad. Respecto al modelo multietapa, se realiza considerando que la red
opera en el instante de tiempo en que se hace la inversio´n, lo cual debe ser modificado como
se menciono´ en la seccio´n 1.1. Adema´s, la propuesta anterior no contiene enlaces HVDC
que pueden disminuir el costo de planeamiento cuando se consideran contingencias. Otro
aspecto que necesita ser modificado en (Zhang et al., 2012), es la forma como se modelan
las pe´rdidas, ya que cuando se establece la relacio´n entre el flujo de potencia, pe´rdidas y
capacidad ma´xima, se permite que la capacidad ma´xima de la l´ınea se exceda en el valor de
las pe´rdidas. En el caso anterior, tal vez, se pueden generar soluciones infactibles.
1.4. Motivacio´n y justificacio´n para incluir enlaces HVDC
El planeamiento de la transmisio´n debe contemplar otro tipo de inversiones en tecnolog´ıas
que compitan con las tradicionales l´ıneas HVAC como son los enlaces HVDC. Estos u´ltimos
han sido utilizados con e´xito en muchas partes del mundo para diversas tareas. Hace algunos
an˜os, en (Hauth et al., 1997), se presento´ un informe sobre las ventajas de la transmisio´n de
potencia en corriente continua y su gran capacidad, respecto a las redes HVAC, para conectar
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redes as´ıncronas. En (ABB, 2014) se presenta un informe especial donde se muestra, para
los sistemas HVDC, las caracter´ısticas, aplicaciones y proyectos en el mundo a trave´s de
la historia. En (Henderson et al., 2007) y (Oni et al., 2016) se presentan las aplicaciones,
consideraciones te´cnicas y un estado del arte en las tecnolog´ıas de transmisio´n HVDC que
usan convertidores LCC (line commutated converter) y VSC (voltage source converter). En
(CIGRE, 2009) se presenta un estudio detallado de las consideraciones econo´micas en las
l´ıneas y convertidores de los enlaces HVDC. En (Liepert et al., 2009) adema´s de presentar un
estado de arte en sistemas HVDC se complementa con el ana´lisis para sistemas HVAC.
En (Velasco et al., 2011), se establece la condicio´n actual del sistema Colombiano y su
posicio´n frente a inversiones con enlaces HVDC. Donde como conclusio´n, se argumenta que es
importante tener en cuenta enlaces HVDC en el planeamiento para atender el incremento de
demanda futura en grandes ciudades, para la conexio´n de zonas con espacio de servidumbre
limitado, para la interconexio´n de a´reas aisladas y/o con servicio de electricidad deficiente.
En (McCalley and Krishnan, 2014) se presentan proyectos con enlaces HVDC con enfoque
en la red ele´ctrica de Estados Unidos, destacando caracter´ısticas como: menor porcentaje
de pe´rdidas, mayor control de la red, mayor estabilidad de tensio´n, entre otros. Lo anterior
comparado con alternativas de expansio´n de l´ıneas HVAC.
En el sector ele´ctrico existen diversos ejemplos de implementacio´n de enlaces HVDC los
cuales terminan siendo ma´s atractivos que sus similares de HVAC por diferentes motivos. Sin
embargo, bajo condiciones normales de operacio´n, es dif´ıcil que el proceso de optimizacio´n
seleccione un enlace HVDC sobre uno HVAC. Un enlace HVDC puede ser seleccionado
para construccio´n bajo algunas circunstancias que le proporcionen un grado de beneficio
ya sea operativo o en costo. En esta investigacio´n se encuentra que la inclusio´n de una
l´ınea de transmisio´n de corriente continua puede depender de varios factores: 1) El costo
de las pe´rdidas: si el costo de la energ´ıa sube, estos enlaces, por tener menos pe´rdidas, son
atractivos. 2) Ana´lisis de contingencias: si el enlace es bipolar puede brindar una proteccio´n
extra debido a que una falla ele´ctrica puede afectar solo un polo, mientras el polo restante
puede continuar su funcionamiento. En (Billinton et al., 2002) es presentado el diagrama
de confiabilidad de los enlaces bipolares con su respectivo ana´lisis. 3) Debido a su impacto
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sobre las restricciones de abertura angular: ya que las barras en cada extremo de este tipo
de l´ınea no tienen dependencia respecto al a´ngulo de tensio´n, lo anterior debido a que el
flujo de potencia activa puede ser controlado y a que en ambos extremos de la conexio´n del
enlace HVDC, donde se conecta con la red HVAC, no existe dependencia de la tensio´n o de
la frecuencia del sistema HVAC (Kim et al., 2009a).
Otras razones por las que se construye un enlace HVDC es por motivos de estabilidad, o
porque es necesaria la integracio´n de alguna fuente de energ´ıa renovable, o para el control
de reactivos, o por que la distancia de un enlace HVDC esta´ por encima de la conocida
Break-Even Distance (BED) que tiene un valor t´ıpico de 500 km, que es cuando los enlaces
HVDC inician a ser ma´s econo´micos que los enlaces HVAC (Bahrman and Johnson, 2007a).
Pueden ser encontradas ma´s caracter´ısticas y un estudio comparativo entre l´ıneas HVAC y
HVDC en (Kalair et al., 2016).
En este trabajo se explora la posibilidad de que el sistema utilice enlaces HVDC como
alternativas (adema´s de l´ıneas HVAC). Al incluir nuevas alternativas de expansio´n, el
problema crece en el nu´mero de variables enteras (variables de inversio´n), y en el nu´mero
de variables continuas (variables de operacio´n como flujos de carga). De otro lado, se deben
modelar las caracter´ısticas te´cnicas y las pe´rdidas de potencia, estos aspectos junto con el
ana´lisis de contingencias y el enfoque en mu´ltiples etapas producen un aumento significativo
del nu´mero de restricciones y variables del problema.
Actualmente, el problema de planeamiento que incluye enlaces HVDC ha sido muy poco
tratado en la literatura. Estrictamente, en el a´mbito de planeamiento de la transmisio´n, una
primera aproximacio´n fue realizada en (Gilles, 1987), para el ana´lisis esta´tico, donde las
u´nicas variables de adicio´n son las l´ıneas HVDC. De otro lado, el resto de investigaciones
con HVDC, en planeamiento de la transmisio´n, se han orientado en direccio´n de mercados
ele´ctricos. En (Ergun et al., 2014), basado en esquema de mercado, disen˜an la red de
transmisio´n desde el principio definiendo el tipo de conductor que debe ser usado, la ruta
o´ptima de los conductores utilizando teor´ıa de grafos e incluyen en el estudio los enlaces
HVDC. En la parte final, ya con la red definida, se hace contingencia (n-1) y se refuerzan
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los caminos donde sea necesario. Un problema con lo anterior, es que se obtienen soluciones
o´ptimas locales basadas en sensibilidad, ya que el estudio de contingencias no esta´ incluido
dentro del proceso de optimizacio´n. De otro lado, no se modela el comportamiento ele´ctrico
de las redes HVAC y HVDC. Todo el proceso de optimizacio´n es basado en costos de
conductores, terreno geogra´fico, y capacidad de intercambio de potencia entre zonas de la
red. En (Lotfjou et al., 2012), incluyen enlaces HVDC en el planeamiento con e´nfasis en
mercados y un ana´lisis estoca´stico. Se considera un planeamiento que divide el ana´lisis en
an˜os consecutivos, analizando la confiabilidad del sistema y usando el prono´stico de demanda
por hora. Se utiliza un algoritmo que resuelve un problema de optimizacio´n diferente cada
vez, minimizando costos de inversio´n, de operacio´n en generacio´n y de racionamiento de
energ´ıa ele´ctrica. En el modelo, las pe´rdidas son despreciadas y esta´ disen˜ado para solo
permitir la adicio´n de una l´ınea por corredor. Las contingencias son estoca´sticas y no son
modeladas de forma exhaustiva. En (Torbaghan et al., 2015), so´lo se tiene en cuenta la red
HVDC en el planeamiento para realizar la interconexio´n entre sistemas con diferentes tipos
de mercado e incluyen generacio´n eo´lica. En (Doagou-Mojarrad et al., 2016) el planeamiento
es probabil´ıstico, incluye fuentes de energ´ıa renovables del tipo solar y eo´lica, y se resuelve
con un algoritmo evolutivo.
En esta tesis el enfoque de planeamiento es sin esquema de mercado, diferente a los trabajos
anteriores, ya que es bastante dif´ıcil obtener un modelo que integre todos los tipos de mercado.
Cuando se utilizan esquemas de mercado, se entrar´ıa a tipificar un(os) caso(s) en espec´ıfico,
y el modelo obtenido no es un indicativo general. Los sistemas con esquema de mercado,
tienen que estar disen˜ados libres de congestio´n, de forma que se pueda garantizar una libre
competencia. Este enfoque es analizado en (Escobar, 2008), donde las redes son de muy
alto costo, pero se puede garantizar que la red disen˜ada permite la libre competencia para
cualquier esquema de mercado. En esta investigacio´n, se desea analizar si los enlaces HVDC
pueden ser competencia de los HVAC en un esquema de decisio´n centralizado y que las
fuerzas de mercado no intervengan en la inversio´n, de esta forma, los encales HVDC deben ser
medidos con su alto costo y buenas caracter´ısticas operativas y de capacidad de transmisio´n.
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1.5. Motivacio´n y justificacio´n para incluir estrategias que
reduzcan el espacio de solucio´n
El problema de PEST puede resolverse usando te´cnicas heur´ısticas o metaheur´ısticas con el
propo´sito de reducir el esfuerzo computacional y encontrar soluciones en periodos de tiempo
cortos. Sin embargo, estas te´cnicas, aunque eventualmente encuentran soluciones o´ptimas,
generalmente convergen a soluciones subo´ptimas y que dependiendo del me´todo utilizado y
el ajuste de para´metros son de buena o mala calidad. Pese a lo anterior, una caracter´ıstica
de estas te´cnicas es que logran identificar inversiones que hacen parte de la solucio´n o´ptima
y tambie´n ayudan a identificar alternativas que son poco promisorias o que no se requieren.
Esta particularidad puede ser aprovechada para reducir el taman˜o del espacio de bu´squeda
e intentar resolver un problema ma´s acotado e involucrando en un siguiente paso te´cnicas
exactas que exploren el sub-espacio de solucio´n por completo.
En (Vinasco et al., 2011) se resuelve el planeamiento de mu´ltiples etapas y utilizan un me´todo
heur´ıstico para reducir el espacio de bu´squeda. El me´todo consiste en analizar y obtener la
solucio´n de cada etapa por separado (enfoque esta´tico). Luego, teniendo en cuenta la solucio´n
anterior, se vuelve a resolver cada etapa, considerando que la solucio´n de la etapa anterior
esta contenida en la siguiente hasta llegar a la ultima etapa. Al final, se resuelve el problema
multietapa completo considerando como variables los circuitos que estan contenidos realizado
para cada etapa.
En (Mendonc¸a et al., 2014) se resuelve el planeamiento esta´tico utilizando para la reduccio´n
del espacio de solucio´n un me´todo heur´ıstico constructivo combinado con un algoritmo goloso
o GRASP (Greedy randomized adaptive search procedure). El me´todo, que utiliza como ı´ndice
de sensibilidad el mayor flujo por las l´ıneas basado en (Garver, 1970), realiza en un primer
paso un flujo de carga DC con todas las variables relajadas, para luego construir la l´ınea con
mayor ı´ndice de sensibilidad. En el siguiente paso se vuelve a solucionar el flujo de carga DC,
pero esta vez, con las variables para adicio´n de l´ıneas del tipo entera y suponiendo que la l´ınea
que ha sido seleccionada por el ı´ndice de sensibilidad es parte de la red base. Lo anterior es un
proceso iterativo y que se detiene de acuerdo al valor de la demanda no atendida. Luego, los
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corredores de transmisio´n candidatos esta´n reducidos a aquellos donde se construyeron l´ıneas.
Finalmente, estos corredores son los u´nicos donde se pueden adicionar l´ıneas y se resuelve
el planeamiento con el me´todo metaheur´ıstico particle swarm optimization. En (Mendonc¸a
et al., 2016), tambie´n se reduce el espacio de solucio´n para el planeamiento esta´tico basado
en ı´ndices de portafolio y la te´cnica que resuelve el problema acotado es particle swarm
optimization.
En (Silva et al., 2014), que se menciona en la seccio´n 1.2, el me´todo de reduccio´n de variables
se basa en resolver cada etapa por separado, luego, se resuelve el modelo completo colocando
como l´ımite ma´ximo de adicio´n en cada corredor, la ma´xima solucio´n en circuitos encontrada
para cada corredor. De esta forma, adema´s de decidir que corredores de transmisio´n son los
que se seleccionan para ana´lisis, tambie´n se limita el nu´mero de l´ıneas a adicionar.
En (Desta Zahlay et al., 2013), el enfoque de planeamiento tiene el componente estoca´stico
respecto al nivel de demanda y generacio´n, lo anterior lo enmarca en la direccio´n de
planeamiento con mercados. El me´todo de reduccio´n se basa en dos pasos. En el primero
se soluciona el modelo para cada escenario de generacio´n y demanda de forma independiente
y considerando que no se aplica la segunda ley de kirchhoff (para convergencia ma´s ra´pida).
Los corredores candidatos para la siguiente etapa son los correspondientes donde se hizo
adicio´n en el primer paso. En el siguiente paso, se resuelve el modelo completo (con todos los
escenarios) con una lista reducida de corredores candidatos.
Existen trabajos importantes que han resuelto y mejorado el problema esta´tico y multietapa
coordinado mediante la aplicacio´n de te´cnicas que establecen cortes en el espacio de solucio´n
cuando se resuelve con te´cnicas exactas. En (Rahmani et al., 2013), encuentran mejores
soluciones para el sistema Nordeste Brasilero, aplicando heur´ısticas para establecer el nu´mero
ma´ximo de circuitos y aplican restricciones especializadas que funcionan como cortes en el
espacio de solucio´n. En (Duque et al., 2014) encuentran la misma solucio´n que en el anterior
trabajo, en un tiempo computacional mucho menor, aplicando el concepto de divisio´n de la
red.
Puede observarse, de todos los trabajos mencionados de la literatura, que los autores siempre
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intentan disminuir la complejidad del problema, indiferentemente de que el problema se
resuelva con te´cnicas metaheur´ısticas o exactas. Esto debido a que el problema entre ma´s
variantes incluya ma´s grande es el espacio de bu´squeda y mayor dificultad presenta. La
motivacio´n para incluir un me´todo de reduccio´n en esta tesis se basa a que en la actualidad
no existen trabajos que apliquen te´cnicas para reduccio´n del espacio de solucio´n cuando
se integran las pe´rdidas de potencia, enlaces HVDC, contingencias y ana´lisis multietapa,
y el modelo es resuelto mediante te´cnicas exactas. Adema´s, que al considerar todas estas
variantes en un solo problema, se deben proponer y acondicionar nuevas te´cnicas que sirvan
para identificar variables importantes y otras que no sean relevantes, de forma que se pueda
reducir el taman˜o del problema y pueda resolverse de forma ma´s fa´cil.
1.6. Objetivos
1.6.1. Objetivo General
Desarrollar una metodolog´ıa de solucio´n para resolver el problema de planeamiento de la
expansio´n de la red de transmisio´n considerando mu´ltiples etapas, ana´lisis de contingencia
(n-1), pe´rdidas de la red y opciones de enlaces HVDC y HVAC.
1.6.2. Objetivos espec´ıficos
Realizar una revisio´n del estado del arte en el problema de planeamiento.
Definir los modelos matema´ticos ma´s adecuados para representar opciones HVDC
y HVAC en el planeamiento esta´tico y multietapa, y que incluyan pe´rdidas y
contingencias.
Implementar la metodolog´ıa en un lenguaje de programacio´n de alto nivel que permita
resolver el problema en sistemas de prueba conocidos de la literatura especializada y en
sistemas de prueba nuevos.
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Desarrollar una metodolog´ıa de reduccio´n del espacio de solucio´n basada en te´cnicas
heur´ısticas, metaheur´ısticas y/o exactas.
Comparar la calidad de las soluciones y los tiempos de co´mputo de la metodolog´ıa de
reduccio´n del espacio de solucio´n con las obtenidas al evaluar el espacio de solucio´n
completo, con el fin de verificar su validez y efectividad.
1.7. Estructura del documento
El documento esta organizado de la siguiente forma: primero se presenta un estado del
arte, luego, los cap´ıtulos siguientes esta´n asociados al tema principal de esta tesis, donde
se presentan los modelos y resultados cuando se incluyen enlaces HVDC y la tecnolog´ıa ESS
en el planeamiento. En la parte final se presentan conclusiones. De otro lado, en el ape´ndice,
se incluyen dos anexos. En el primero se hace referencia a las publicaciones en revistas y
congresos realizadas durante el doctorado. En el segundo se presentan los sistemas de prueba
que son utilizados en esta tesis.
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Cap´ıtulo 2
Antecedentes
El problema de PEST ha tenido una evolucio´n tanto en el modelo matema´tico usado para
representar el problema como en la forma de resolver el problema resultante. Garver (1970)
fue el primero en proponer un modelo basado en el concepto de flujo de carga y tambie´n
fue el primero en sugerir el uso de te´cnicas de optimizacio´n para resolver el problema
resultante. Luego, se desarrollaron me´todos de optimizacio´n matema´tica exacta que combinan
programacio´n lineal y programacio´n dina´mica (Kaltenbatch et al., 1970; Dusonchet and
El-Abiad, 1973), y los denominados me´todos heur´ısticos constructivos basados en sensibilidad
(Monticelli et al., 1982).
De los anteriores trabajos, surgen en la literatura especializada varias investigaciones con
el propo´sito de desarrollar modelos para resolver este problema utilizando te´cnicas exactas,
te´cnicas basadas en heur´ısticas y despue´s se desarrollaron los me´todos clasificados como
sistemas inteligentes.
Anteriormente, en el cap´ıtulo 1, se presentaron las referencias relevantes del problema en
espec´ıfico que se desea resolver en el doctorado. En este cap´ıtulo se presentan enfoques
que el problema de planeamiento ha tenido y una clasificacio´n de las te´cnicas de solucio´n
usadas, las cuales esta´n basadas en te´cnicas que siguen procedimientos heur´ısticos, te´cnicas
de optimizacio´n cla´sica (me´todos exactos) y te´cnicas de optimizacio´n no cla´sica (te´cnicas
metaheur´ısticas). Adema´s, se presenta la metodolog´ıa de bu´squeda utilizada.
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2.1. Metodolog´ıa de bu´squeda
En la literatura especializada, existen mu´ltiples art´ıculos de investigacio´n sobre el
planeamiento de la transmisio´n y todos enfocados hacia diferentes tipos de ana´lisis e
incluyendo intereses en especifico, lo cual hace cada art´ıculo u´nico. Es imposible incluir todos
los art´ıculos existentes en un solo documento, sin embargo, puede hacerse un ana´lisis que
indique que la direccio´n que se esta incluyendo en la investigacio´n representa un vac´ıo en la
tema´tica planteada de forma integrada. La bu´squeda progresiva de art´ıculos cada vez ma´s
cercanos al problema que se desea solucionar puede ser organizada en una lista y pueden ser
enumerados cuantos trabajos relevantes existen cada vez ma´s cercanos al problema planteado
en la tesis. En este trabajo se uso´ como fuente de consulta informacio´n en bases de datos de la
IEEE, Science Direct y Scopus. Se buscaron tesis doctorales y de maestr´ıa sobre la tema´tica,
libros de planeamiento de redes de transmisio´n de energ´ıa ele´ctrica, flujo de carga, ana´lisis
financiero y enlaces HVDC. Tambie´n se usaron reportes te´cnicos de empresas como ABB y
art´ıculos que hacen revisiones del estado de arte en planeamiento de la expansio´n de la red
de transmisio´n de energ´ıa ele´ctrica. La tabla 2.1 (205 referencias), muestra las referencias
revisadas en orden cronolo´gico, desde el an˜o 1970 hasta el an˜o 2017, y la clasificacio´n del
problema tratado de acuerdo a si es planeamiento esta´tico, o de mu´ltiples etapas, o si es
resuelto mediante una te´cnica heur´ıstica (metaheur´ıstica o exacta), o si incluye pe´rdidas,
contingencias, o si se trata de una tesis, etc. De otro lado, de la tabla 2.1 se pueden obtener
las figuras 2.1 y 2.2, donde se muestra el ana´lisis de las referencias revisadas y citadas por
an˜o y, con base en las referencias que competen, el conteo de referencias hasta el enfoque del
problema en particular de la tesis (125 referencias).
Tabla 2.1: Referencias orden cronolo´gico.
Enfoque/Caracterizacio´n Referencia
Esta´tico - heur´ıstica (Garver, 1970)
Esta´tico - contingencias - opt. dina´mica - heur´ıstica (Kaltenbatch et al., 1970)
Esta´tico - opt. dina´mica - probabil´ıstico (Dusonchet and El-Abiad, 1973)
Esta´tico - heur´ıstica (Serna et al., 1978)
Continua en la pagina siguiente
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Tabla 2.1 – Continua de la pagina anterior
Enfoque/Caracterizacio´n Referencia
Esta´tico - heur´ıstica (Monticelli et al., 1982)
Libro - flujo de carga (Monticelli, 1983)
Esta´tico - heur´ıstica (Villasana et al., 1985)
Esta´tico - heur´ıstica (Pereira and Pinto, 1985)
Libro - Esta´tico - generacio´n transmisio´n (Pereira et al., 1987)
Esta´tico -HVDC - exacto (Gilles, 1987)
Esta´tico - exacto (tesis maestr´ıa) (Romero, 1989)
Estado de Arte - Planeamiento (Galiana et al., 1992)
Esta´tico - exacto (tesis doctoral) (Romero, 1993)
Esta´tico (Baldick and Kahn, 1993)
Esta´tico - heur´ıstica (Romero and Monticelli, 1994)
Esta´tico - metaheur´ıstica (Romero et al., 1996)
Esta´tico - metaheur´ıstica (Gallego, 1997)
Esta´tico - mercado (Scott et al., 1997)
Esta´tico - mercado (Papalexopoulos, 1997)
Reporte Te´cnico HVDC (Hauth et al., 1997)
Esta´tico - metaheur´ıstica (Romero et al., 1998)
Esta´tico - teor´ıa de juegos (Contreras and Wu, 1999)
Esta´tico - teor´ıa de juegos (Styczynski, 1999)
Esta´tico - mercado (Fang and David, 1999)
Esta´tico - exacto (Haffner et al., 2000)
Esta´tico - metaheur´ıstica (da Silva et al., 2000)
Esta´tico - metaheur´ıstica (Gallego et al., 2000b)
Exacto (tesis doctoral) (Haffner, 2000)
Esta´tico - metaheur´ıstica (Gallego et al., 2000a)
Esta´tico - exacto (Binato et al., 2001b)
Esta´tico - exacto (Bahiense et al., 2001)
Esta´tico - metaheur´ıstica (Binato et al., 2001a)
Esta´tico - mercado (David and Wen, 2001)
Confiabilidad L´ıneas HVDC (Billinton et al., 2002)
Esta´tico - teor´ıa de juegos (Zolezzi and Rudnick, 2002)
Esta´tico - exacto (Romero et al., 2002)
Multietapa -metaheur´ıstica (Escobar, 2002)
Esta´tico - exacto (Hashimoto et al., 2003)
Esta´tico - exacto - pe´rdidas (Alguacil et al., 2003)
Continua en la pagina siguiente
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Tabla 2.1 – Continua de la pagina anterior
Enfoque/Caracterizacio´n Referencia
Estado de Arte - Planeamiento (Latorre et al., 2003)
Esta´tico - mercado (Fang and Hill, 2003)
Esta´tico - mercado (Xu et al., 2003)
Multietapa - metaheur´ıstica (Escobar et al., 2004)
Multietapa - mercado (Shrestha and Fonseka, 2004)
Metaheur´ıstica (tesis doctoral) (Oliveira, 2004)
Esta´tico - heur´ıstica (Sanchez et al., 2005)
Esta´tico - mercado (Choi et al., 2005a)
Esta´tico - probabil´ıstico -contingencias - mercado (Sa´nchez Mart´ın et al., 2005)
Esta´tico - heur´ıstica (Romero et al., 2005)
Multietapa-generacio´n-transmisio´n (Ku¨c¸u¨kyazici et al., 2005)
Esta´tico - heur´ıstica - pe´rdidas (Oliveira et al., 2005)
Metaheur´ıstica (tesis doctoral) (de Jesus Silva Junior, 2005)
Esta´tico - metaheur´ıstica - contingencias (Silva et al., 2005)
Esta´tico - probabil´ıstico - exacto (Choi et al., 2005b)
Esta´tico - metaheur´ıstica - mercado (Lu et al., 2005)
Metaheur´ıstica (tesis doctoral) (Junior, 2005)
Esta´tico - metaheur´ıstica - contingencias (tesis maestr´ıa) (Gallego, 2005)
Esta´tico - mercado - multiobjetivo - heur´ıstica (Xu et al., 2006)
Estado de Arte - planeamiento (Sum-Im et al., 2006)
Estado de Arte - planeamiento (Lee et al., 2006)
Esta´tico -metaheur´ıstica (Granelli et al., 2006)
Esta´tico - probabil´ıstico - contingencias - exacto (Choi et al., 2006)
Esta´tico - mercado - probabil´ıstico (Lu et al., 2006b)
Esta´tico - congestio´n - exacto (Wei et al., 2006)
Esta´tico - congestio´n - exacto (Lu et al., 2006a)
Esta´tico - congestio´n - exacto (Shrestha and Fonseka, 2006)
Esta´tico - metaheur´ıstica (Silva et al., 2006)
Metaheur´ıstica (tesis doctoral) (Miasaki, 2006)
Exacto (tesis doctoral) (Rider, 2006)
Esta´tico - heur´ıstica (Seifi et al., 2007)
Esta´tico - program. estoca´stica - exacto (Carrio´n et al., 2007)
Esta´tico - program. estoca´stica - generacio´n - (Alvarez Lopez et al., 2007)
transmisio´n - exacto
Esta´tico - heur´ıstica (Romero et al., 2007)
Continua en la pagina siguiente
26
Tabla 2.1 – Continua de la pagina anterior
Enfoque/Caracterizacio´n Referencia
Sistemas HVDC caracter´ısticas (Bahrman and Johnson, 2007b)
Esta´tico - mercado -contingencia (Choi et al., 2007)
Esta´tico - mercado - heur´ıstica (Yu et al., 2007)
Multietapa - mercado - heur´ıstica (Roh et al., 2007)
Esta´tico - Incertidumbre Generacio´n - Exacto (Oliveira et al., 2007)
Esta´tico - modelo AC - heur´ıstica (Rider et al., 2007a)
Esta´tico - metaheur´ıstica - desplanificacio´n (Santos, 2007)
(tesis doctoral)
Esta´tico - exacto - pe´rdidas (tesis doctoral) (Romero, 2007)
Sistemas HVDC - caracter´ısticas (Henderson et al., 2007)
Sistemas HVDC - caracter´ısticas (Bahrman and Johnson, 2007a)
Esta´tico - program. estoca´stica - generacio´n - (Jirutitijaroen and Singh, 2008)
transmisio´n - exacto
Esta´tico - escenarios de generacio´n - metaheur´ıstica (Escobar et al., 2008)
Esta´tico - metaheur´ıstica - pe´rdidas (Jalilzadeh et al., 2008)
Esta´tico - metaheur´ıstica - multiobjetivo - (Escobar, 2008)
multiescenario -desplanificacio´n (tesis doctoral)
Esta´tico - generacio´n transmisio´n - exacto (Fisher et al., 2008)
Esta´tico -heur´ıstica - metaheur´ıstica - exacto (Gomez, 2008)
Esta´tico - mercado - exacto (de la Torre et al., 2008)
Multietapa - congestio´n - exacto (Tor et al., 2008)
Esta´tico - metaheur´ıstica (Taglialenha, 2008)
Esta´tico - pe´rdidas - exacto (Rider et al., 2008)
Esta´tico - metaheur´ıstica (Cortes-Carmona et al., 2009)
Multietapa - metaheur´ıstica - pe´rdidas (Rezende et al., 2009)
Esta´tico - metaheur´ıstica - contingencias (Limsakul et al., 2009)
Esta´tico - heur´ıstica (Ceden˜o and Arora, 2009)
Esta´tico - Metaheur´ıstica (Escobar et al., 2009)
Esta´tico - metahuristica - pe´rdidas (Jalilzadeh et al., 2009)
Esta´tico - metaheur´ıstica (Mahdavi et al., 2009)
Esta´tico - heur´ıstica (Zhao et al., 2009a)
Esta´tico - heur´ıstica (Sousa, 2009)
Esta´tico - heur´ıstica - metaheur´ıstica (Proto, 2009)
Esta´tico - metaheur´ıstica - multiobjetivo (Maghouli et al., 2009)
Esta´tico - exacto - riesgo (Zhao et al., 2009b)
Continua en la pagina siguiente
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Tabla 2.1 – Continua de la pagina anterior
Enfoque/Caracterizacio´n Referencia
Multietapa - metaheur´ıstica (Sum-Im et al., 2009)
Estudio especializado HVDC (CIGRE, 2009)
Estudio especializado y Estado de Arte HVDC (Liepert et al., 2009)
Libro IEEE - HVDC (Kim et al., 2009a)
Libro - finanzas (Ross et al., 2010)
Esta´tico - Metaheur´ıstica (Rahmani et al., 2010)
Estado de Arte - planeamiento (Molina and Rudnick, 2010)
Libro planeamiento UTP - heur´ıstica - (Escobar et al., 2010)
metaheur´ıstica -exactos
Esta´tico - metaheur´ıstica - binivel (tesis doctoral) (Negrete, 2010)
Esta´tico - contingencias - riesgo (Arroyo et al., 2010)
Esta´tico - heur´ıstica - generacio´n - transmisio´n (Motamedi et al., 2010)
Esta´tico - metaheur´ıstica - contingencias (Peng et al., 2010)
Esta´tico - exacto - impacto ambiental - pe´rdidas (Kazerooni and Mutale, 2010)
Esta´tico - confiabilidad -Riesgo (Camac et al., 2010)
Multietapa - heur´ıstica - transmisio´n - generacio´n (Khodaei et al., 2010)
Esta´tico - Metaheur´ıstica (Verma et al., 2010)
Estudio especial ESS (Lichtner et al., 2010)
Esta´tico - metaheur´ıstica - estoca´stico (Fuchs et al., 2011)
Esta´tico - heur´ıstica - modelo AC (Moghaddam et al., 2011)
Esta´tico - heur´ıstica (Zeinaddini-Maymand et al., 2011)
Esta´tico - metaheur´ıstica - contingencias (Eghbal et al., 2011)
Multietapa - heur´ıstica - estoca´stico - contingencias (Akbari et al., 2011)
Esta´tico - heur´ıstica - generacio´n transmisio´n (Alizadeh and Jadid, 2011)
Multietapa - exacto (Vinasco et al., 2011)
Multietapa - metaheur´ıstica - pe´rdidas (Leite da Silva et al., 2011)
Espectativas HVDC en Colombia (Velasco et al., 2011)
Esta´tico - metaheur´ıstica (Dominguez et al., 2011)
Esta´tico - heur´ıstica (Escobar et al., 2011)
Esta´tico - heur´ıstica (Sousa and Asada, 2011)
Esta´tico - heur´ıstica (Bent and Daniel, 2011)
Multietapa - metaheur´ıstica - multiobjetivo (Maghouli et al., 2011)
Esta´tico - heur´ıstica - modelo AC (Taylor and Hover, 2011)
Esta´tico - metaheur´ıstica - Incertidumbre (Yu et al., 2011)
Esta´tico - metaheur´ıstica - confiabilidad (Flores et al., 2011)
Continua en la pagina siguiente
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Tabla 2.1 – Continua de la pagina anterior
Enfoque/Caracterizacio´n Referencia
Esta´tico - metaheur´ıstica - binivel - incertidumbre (Fan et al., 2011)
Esta´tico - exacto - transmisio´n - subestacio´n (Cebeci et al., 2011)
Esta´tico - metaheur´ıstica - multiobjetivo (Molina and Rudnick, 2011)
Esta´tico - heur´ıstica - modelo AC (Bent et al., 2011)
Multietapa - Metaheur´ıstica - pe´rdidas (Rocha et al., 2011)
Multietapa - heur´ıstica - HVDC - estoca´stico - mercado (Lotfjou et al., 2012)
Ana´lisis Impacto ambiental (OECD, 2012)
Multietapa - exacto - contingencias - pe´rdidas (Zhang et al., 2012)
Esta´tico - metaheur´ıstica (Torres and Castro, 2012)
Reparacio´n del sistema - esta´tico - ataque terrorista (Romero et al., 2012)
Esta´tico - metaheur´ıstica (Figueiredo et al., 2012)
Esta´tico - metaheur´ıstica - exacto - binivel (Buijs and Belmans, 2012)
Planeamiento espacial - exacto (Shu et al., 2012)
Esta´tico - generacio´n transmisio´n - exacto (Poz, 2013)
Multietapa - estoca´stico - exacto - contingencias (Silva, 2013)
(tesis doctoral)
Esta´tico - exacto - pe´rdidas - ESS (Zhang et al., 2013)
Esta´tico - metaheur´ıstica (Rathore et al., 2013)
Multietapa - energ´ıas renovables - heur´ıstica - pe´rdidas (Desta Zahlay et al., 2013)
Multietapa - heur´ıstica - contingencias (Goswami and Monalisa, 2013)
Esta´tico - exacto (Delgado et al., 2013)
Esta´tico - metaheur´ıstica - multiobjetivo - contingencias (Correa et al., 2013)
Multietapa - exacto (Rahmani et al., 2013)
Esta´tico - metaheur´ıstica (Barreto et al., 2013)
Estado de Arte - planeamiento (Hemmati et al., 2013)
Multietapa - exacto (Rahmani, 2013)
Esta´tico - metaheur´ıstica (Domı´nguez et al., 2014a)
Esta´tico - metaheur´ıstica (Domı´nguez et al., 2014b)
Esta´tico - metaheur´ıstica - Multiescenario - Incertidumbre (Correa et al., 2014)
Esta´tico - heur´ıstica - modelo AC (da Fonseca Manso et al., 2014)
Planeamiento espacial - l´ıneas HVDC y HVAC (Ergun et al., 2014)
Multietapa - exacto - contingencias (Silva et al., 2014)
Multietapa - exacto - contingencias (Vinasco et al., 2014)
Multietapa - exacto - modelo AC (Akbari and Bina, 2014)
Survey - Tecnolog´ıas de transporte de alta potencia (McCalley and Krishnan, 2014)
Continua en la pagina siguiente
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Enfoque/Caracterizacio´n Referencia
y larga distancia
Multietapa - metaheur´ıstica - modelo AC (Alhamrouni et al., 2014a)
Esta´tico - metaheur´ıstica - modelo AC (Alhamrouni et al., 2014b)
Esta´tico - metaheur´ıstica (Mendonc¸a et al., 2014)
Multietapa - exacto (Duque et al., 2014)
Reporte HVDC (ABB) (ABB, 2014)
Esta´tico - metaheur´ıstica - multiobjetivo (Garcia-Martinez et al., 2015)
Multietapa - exacto - HTLS - pe´rdidas (Kwon and Hedman, 2015)
Esta´tico - metaheur´ıstica - multiobjetivo (Correa et al., 2015)
Esta´tico - metaheur´ıstica - estoca´stico (Ugranli and Karatepe, 2015)
Planeamiento - Offshore - HVDC - mercados (Torbaghan et al., 2015)
Esta´tico - heur´ıstica - escenarios de demanda - contingencia (Majidi-Qadikolai and Baldick, 2015)
Esta´tico - heur´ıstica - metaheur´ıstica (Vilaca Gomes and Saraiva, 2015)
Esta´tico - exacto - ESS - escenarios de demanda - contingencia (Obio and Mutale, 2015)
Esta´tico - trinivel - contingencia (Moreira et al., 2015)
Esta´tico - modelo AC - heur´ıstica (Kim et al., 2015)
Esta´tico - exacto - pe´rdidas (Camponogara et al., 2015)
Esta´tico - planeamiento energ´ıas renovables - metaheur´ıstica (Tang et al., 2015)
Esta´tico - mercados (Charlin et al., 2015)
Esta´tico - metaheur´ıstica - Incertidumbre (Wen et al., 2015)
Esta´tico - exacto - repotenciacion - reconfiguracio´n (Tejada et al., 2015)
Esta´tico - metaheur´ısticas (Sisodia et al., 2016)
Esta´tico - Red de Gas - multiobjetivo - (Hu et al., 2016)
metaheur´ıstica - contingencias
Esta´tico - metaheur´ıstica - contingencias - pe´rdidas (Leite da Silva et al., 2016)
Esta´tico - heur´ıstica - contingencias (Alizadeh-Mousavi and Zima-Bockarjova, 2016)
Estado de Arte - Planeamiento (Lumbreras and Ramos, 2016)
Esta´tico - modelo AC (Akbari and Bina, 2016)
Esta´tico - exacto (Dilwali et al., 2016)
Esta´tico - metaheur´ıstica - multiobjetivo - (Doagou-Mojarrad et al., 2016)
HVDC/HVAC - probabil´ıstico
Estado de Arte - Energy Storage Systems (ESS) (Aneke and Wang, 2016)
Estado de Arte - Planeamiento (Niharika et al., 2016)
Estado de Arte - HVDC (Oni et al., 2016)
Continua en la pagina siguiente
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Enfoque/Caracterizacio´n Referencia
Estudio comparativo HVAC - HVDC (Kalair et al., 2016)
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Figura 2.1: Art´ıculos revisados.
Se puede observar de la tabla 2.1 y figuras 2.1 y 2.2 que han sido ampliamente estudiados y se
cuenta con una gran cantidad de art´ıculos cient´ıficos donde se discuten modelos matema´ticos,
metodolog´ıas de solucio´n y aplicaciones de las diferentes variantes. Tambie´n se tienen revisiones del
estado de arte donde se exponen los art´ıculos ma´s relevantes a trave´s de la historia en el problema
del planeamiento desde el primer art´ıculo, de este tipo, que aparecio´ en el an˜o 1992 y hasta el an˜o
2016. Pueden ser apreciados mu´ltiples trabajos en el planeamiento exacto y que ha sido resuelto de
diversas formas con te´cnicas heur´ısticas, metaheur´ısticas o exactas. Entre las te´cnicas exactas ma´s
comunes se encuentran varias variantes del algoritmo de descomposicio´n de Benders y versiones del
Branch-and-Bound. En las secciones a continuacio´n se describira´n, de forma breve, algunos trabajos
importantes que se han realizado en la historia y sobre que enfoque se enmarcan (te´cnica heur´ıstica,
metaheur´ıstica, o exacta).
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Figura 2.2: Publicaciones enfocadas hacia el tema central de la tesis.
Respecto al nu´cleo central de esta propuesta que se basa en presentar un modelo integral que
incluya ana´lisis multietapa, que simulta´neamente considere enlaces HVDC y HVAC, pe´rdidas y
contingencias, y que adema´s los enlaces HVDC puedan ser del tipo monopolar o bipolar desde el
punto de vista de la confiabilidad no ha sido resuelto de forma integrada. De los trabajos con enlaces
HVDC en el planeamiento sin esquema de mercado, se puede decir, que solo han sido incluidos en
un art´ıculo en el an˜o 1987, el cual ya fue mencionado en la seccio´n 1.4.
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2.2. Te´cnicas Exactas
2.2.1. Programacio´n lineal
En (Villasana et al., 1985) se revuelve el problema esta´tico utilizando el modelo h´ıbrido lineal.
En (Sa´nchez Mart´ın et al., 2005) el enfoque es en el mercado de electricidad y planeamiento
esta´tico basado en el flujo DC, incluyendo el ana´lisis estoca´stico, y una evaluacio´n outline de las
contingencias, lo que significa que no esta´n impl´ıcitamente incluidas en el modelo matema´tico. En
(Hashimoto et al., 2003) el ana´lisis se enfoca en el planeamiento esta´tico y se propone resolver el
problema mediante un algoritmo de programacio´n lineal eficiente.
2.2.2. Programacio´n no lineal
En (Sanchez et al., 2005) y (Rider et al., 2004) se resuelve el modelo DC aplicando el me´todo de
punto interior en planeamiento esta´tico. En (Xu et al., 2006) el enfoque es planeamiento esta´tico
minimizando la inversio´n y el corte de carga (con ambiente de mercados), y aplicado entre un
grupo de planes de inversio´n factibles construidos por la experiencia humana de forma previa. La
evaluacio´n de las contingencias se realiza outline para luego agregar l´ıneas si resulta infactible el
plan de expansio´n; y se usa una aproximacio´n a las ecuaciones del flujo de carga AC, que lo vuelve
no lineal, sin embargo el o´ptimo no es garantizado ya que los planes de inversio´n son previamente
construidos.
2.2.3. Programacio´n lineal entera
En (Choi et al., 2005b) el enfoque es esta´tico y se propone un me´todo de construccio´n de la red de
transmisio´n basado en la minimizacio´n de la inversio´n con ana´lisis probabil´ıstico de contingencias. En
(Choi et al., 2007) se usa el planeamiento esta´tico teniendo en cuenta la inversio´n y la minimizacio´n
de los costos de generacio´n. Solo usan la primera ley de Kirchhoff y tienen en cuenta contingencias.
En (Yu et al., 2007) el enfoque es esta´tico y en mercados de electricidad considerando elasticidad
en las restricciones usando lo´gica difusa.
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2.2.4. Programacio´n lineal entera mixta
En (Romero and Monticelli, 1994) se resuelve el problema de planeamiento esta´tico en varios niveles
utilizando cada vez modelos ma´s completos, pasando por el modelo de transporte, luego el modelo
h´ıbrido y al final el modelo DC con una versio´n lineal. En (Alguacil et al., 2003) se utiliza el
modelo lineal disyuntivo y se realiza una linealizacio´n de las pe´rdidas mediante el a´ngulo de tensio´n
en el planeamiento esta´tico. En (de la Torre et al., 2008) el enfoque es esta´tico con conceptos
de mercado, se incluyen escenarios de demanda, ofertas de generacio´n y las pe´rdidas linealizadas
por partes mediante el a´ngulo de tensio´n como en (Alguacil et al., 2003). En (Wei et al., 2006) el
enfoque es esta´tico con aspectos de mercado, e incluyen el costo de congestio´n. En (Roh et al., 2007)
se combina el planeamiento de la transmisio´n con el de la generacio´n y tiene en cuenta aspectos
de mercado. En (Oliveira et al., 2007) se combina el planeamiento esta´tico de la transmisio´n con
escenarios de generacio´n y contingencias. En (Alizadeh and Jadid, 2011) y (Poz, 2013) pueden ser
observadas propuestas interesantes sobre donde ubicar generacio´n nueva para minimizar el costo
del planeamiento de la red de transmisio´n.
2.2.5. Programacio´n Estoca´stica
En (Serna et al., 1978) el proceso de planeamiento se realiza con un algoritmo que busca minimizar
la inversio´n y el corte de carga, se simula aleatoriamente la entrada y salida de l´ıneas y centrales
generadoras, y se asignan valores aleatorios al resto de variables siempre respetando las leyes de
Kirchhoff. En (Jirutitijaroen and Singh, 2008) el enfoque es esta´tico y aplicado al planeamiento de
la transmisio´n y generacio´n. Se usa simulacio´n de Montecarlo para introducir el comportamiento
aleatorio. En (Akbari et al., 2011) el enfoque es de mu´ltiples etapas y se combina la inversio´n de
l´ıneas de transmisio´n con dispositivos de almacenamiento de energ´ıa (energy storage systems - ESS).
La introduccio´n del componente aleatorio esta en el comportamiento de la carga y la generacio´n de
energ´ıa renovable.
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2.2.6. Descomposicio´n de Benders
En (Romero, 1989) y (Romero, 1993) se presenta el problema de planeamiento esta´tico dividido
en dos partes: operativo e inversio´n, los cuales se resuelven en forma escalonada. En (Binato
et al., 2001b) se combina la descomposicio´n de Benders con cortes de Gomory en el planeamiento
esta´tico. En (Dilwali et al., 2016) se acelera el proceso de solucio´n mediante la imposicio´n de nuevas
restricciones en el espacio de solucio´n, restricciones local branching, minimizando el costo de inversio´n
y el corte de carga en el problema esta´tico.
2.2.7. Branch and Bound
En (Bahiense et al., 2001), (Haffner et al., 2000) y (Rider et al., 2008) se resuelve el planeamiento
esta´tico. En (Bahiense et al., 2001) se presenta el modelo lineal disyuntivo formalmente. En (Haffner
et al., 2000) se resuelve el planeamiento con el modelo de transportes. En (Rider et al., 2008) se
resuelve el problema combinando la te´cnica de descomposicio´n de Benders con el algoritmo Branch
and Bound. En (Rider et al., 2008), a diferencia de (Bahiense et al., 2001), se incluyen las pe´rdidas
como en (Alguacil et al., 2003) y se usa el me´todo de punto interior. De otro lado, en (Choi et al.,
2005a) se usa lo´gica difusa combinada con Branch and Bound y enfocado al planeamiento esta´tico
con mercados de electricidad.
2.3. Te´cnicas Heur´ısticas
2.3.1. Funciones de sensibilidad
En (Monticelli et al., 1982) se establece el criterio de mı´nimo esfuerzo, que es un ı´ndice de sensibilidad
para seleccionar l´ıneas importantes en el sistema en el planeamiento esta´tico. En (Pereira and Pinto,
1985) se compara la eficiencia de los ı´ndices de sensibilidad de mı´nimo corte de carga y capacidad
de suministro de demanda, en el planeamiento esta´tico. En (Romero et al., 2005) y (Sanchez et al.,
2005) se adicionan l´ıneas basado en el flujo de potencia por nuevos circuitos; luego se organizan las
l´ıneas de mayor a menor costo y se simula la salida de esas l´ıneas en ese orden, si el sistema ante
la salida de una l´ınea sigue operando normal se decide entonces retirar el circuito. La diferencia
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es que en (Romero et al., 2005) se utilizan programas comerciales y en (Sanchez et al., 2005) el
me´todo de punto interior. En (Ceden˜o and Arora, 2009) se propone un algoritmo basado en el
nivel de congestio´n de las l´ıneas en el planeamiento esta´tico. En (Zeinaddini-Maymand et al., 2011)
se utiliza directamente el modelo DC (no lineal), donde aparece la multiplicacio´n de variables de
posible adicio´n de circuitos con variable de a´ngulo. Se relajan las variables enteras y el ı´ndice de
sensibilidad es el nu´mero de l´ıneas solucio´n.
2.3.2. Funciones sigmoides
En (Oliveira et al., 2005) se resuelve el planeamiento esta´tico y utiliza un algoritmo que adiciona
l´ıneas en base al mayor flujo de potencia y dependiendo si existe o no racionamiento. La funcio´n
sigmoide tiene el objetivo de almacenar en memoria las l´ıneas seleccionadas.
2.3.3. Induccio´n adelante/atra´s (forward–backward strategy)
En (Seifi et al., 2007) se ejecuta un algoritmo en dos pasos. El primer paso asume que todas las
opciones esta´n construidas, y gradualmente se retira una a una siempre calculando los costos para
saber cual es mejor retirar. Este primer paso se detiene cuando el sistema es factible para condiciones
de operacio´n normal. Posteriormente, se inicia el segundo paso que consiste en colocar adiciones
gradualmente una a una siempre verificando los costos y esta vez con contingencia n-1. El algoritmo
se detiene cuando el sistema es factible y las siguientes adiciones hagan el costo ma´s alto que el
mejor encontrado. El enfoque es esta´tico e incluye expansio´n de subestaciones y el nivel de tensio´n
en la red. En (Goswami and Monalisa, 2013), un algoritmo similar al anterior es usado y se resuelve
el problema esta´tico considerando contingencias.
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2.4. Sistemas Inteligentes
2.4.1. Algoritmos Gene´ticos (AG)
En (Gallego, 1997), (Romero et al., 1998) y (da Silva et al., 2000) se resuelve el planeamiento esta´tico
incluyendo, adema´s de los AG, tambie´n la te´cnica de Simulated Annealing. En (Escobar et al.,
2008) se incluyen mu´ltiples escenarios de generacio´n en el planeamiento. En (Escobar et al., 2004)
se establece el planeamiento en mu´ltiples etapas realizando inversiones divididas en el tiempo. En
(Oliveira, 2004), para el problema esta´tico, se presentan y comparan diversas variantes del algoritmo
gene´tico evaluando el rendimiento. En (Sisodia et al., 2016) se resuelve el problema esta´tico y crea un
h´ıbrido de un algoritmo gene´tico con un algoritmo Particle Swarm Optimization (PSO), mostrando
que ambas te´cnicas se complementan mejorando las debilidades de cada una. En (Correa et al., 2015)
se presenta un algoritmo gene´tico NSGA II para optimizacio´n multi objetivo teniendo en cuenta
contingencias en el planeamiento esta´tico. En (Correa et al., 2014) el algoritmo gene´tico resuelve el
problema considerando incertidumbre en la demanda y mu´ltiples escenarios de generacio´n. Otros
estudios combinan el planeamiento de la red de transmisio´n con la red de gas como en (Hu et al.,
2016).
2.4.2. Simulated Annealing (SA)
En (Romero et al., 1996) se resuelve el problema con enfoque en planeamiento esta´tico y se
obtienen buenos resultados para sistemas tan complejos como el conocido Nordeste de Brasil. En
(Cortes-Carmona et al., 2009) se incorpora una bu´squeda local en el calibre de para´metros del SA,
mas espec´ıficamente en la temperatura, resolviendo el planeamiento esta´tico.
2.4.3. Bu´squeda Tabu´
En (Gallego et al., 2000b) el enfoque es en el planeamiento esta´tico e incluyendo en el ana´lisis otras
te´cnicas en el proceso de optimizacio´n como son el AG, bu´squedas heur´ısticas y SA. En (Escobar
et al., 2009) el enfoque es orientado al planeamiento esta´tico considerando la des-planificacio´n
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del sistema, es decir, se considera que no existe red, se planifica la red por completo, para luego
determinar que circuitos que esta´n construidos son irrelevantes. En (Garcia-Martinez et al., 2015)
se resuelva el problema esta´tico y tiene un enfoque en el nivel de tensio´n.
2.4.4. Greedy Randomized Adaptive Search Procedure (GRASP)
En (Binato et al., 2001a) el enfoque es en el planeamiento esta´tico donde la fase de construccio´n y
el me´todo de bu´squeda local establecidos permiten en los casos de prueba analizados encontrar las
soluciones o´ptimas con esfuerzo de co´mputo bajo. En (Peng et al., 2010) el problema se enfoca en
el planeamiento esta´tico, con contingencias e incertidumbre en la demanda. En (Figueiredo et al.,
2012) se considera la des-planificacio´n del sistema para obtener una red mejorada.
2.4.5. Teor´ıa de Juegos
En (Contreras and Wu, 1999; Zolezzi and Rudnick, 2002; Styczynski, 1999), los autores encuentran el
plan de expansio´n incorporando mercados de electricidad en el planeamiento esta´tico. Se analizan
intereses de inversio´n en el sistema desde el lado de la demanda, los generadores o las l´ıneas de
transmisio´n.
2.4.6. Variable Neighborhood Search y Scatter Search
En (Taglialenha, 2008), se obtienen las soluciones en tiempos de co´mputo bajos para el planeamiento
esta´tico y se comprueba que son te´cnicas robustas. Estas te´cnicas son basadas en un algoritmo de
bu´squeda local para analizar la vecindad y un algoritmo evolutivo que combina sistema´ticamente
conjuntos de solucio´n para encontrar mejores alternativas.
2.4.7. Path Relinking
En (Junior, 2005) se propone un nuevo algoritmo de Path Relinking usando dos metaheur´ısticas:
bu´squeda en vecindad variable y bu´squeda dispersa, ambas con poco esfuerzo computacional y buen
comportamiento de convergencia. El enfoque es para el planeamiento esta´tico. En (Rahmani et al.,
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2010) se mejora el me´todo tradicional de Path Relinking al implementar un algoritmo evolutivo de
mu´ltiples movimientos intensificando y mejorando la bu´squeda en el espacio de solucio´n.
2.4.8. Lo´gica Difusa
En (Sousa, 2009) se utiliza la Lo´gica Difusa para la toma de decisiones en el sistema de transmisio´n,
incorpora´ndola en un algoritmo heur´ıstico constructivo influyendo en los indicies de sensibilidad
utilizados. El enfoque es para el planeamiento esta´tico. En (Ugranli and Karatepe, 2015) la lo´gica
difusa se combina con un algoritmo gene´tico multi-objetivo teniendo en cuenta incertidumbre de la
demanda y generacio´n en el planeamiento esta´tico.
2.4.9. Particle Swarm Optimization (PSO)
En (Vilaca Gomes and Saraiva, 2015) se resuelve el problema esta´tico de forma h´ıbrida:
heur´ıstica-metaheur´ıstica. Utiliza primero un algoritmo heur´ıstico constructivo para reducir el
espacio de solucio´n basado en los ı´ndices de sensibilidad de mı´nimo esfuerzo combinado con el modelo
de transporte (Garver, 1970), luego se soluciona el problema usando Particle Swarm Optimization.
En (Barreto et al., 2013) se comparan la eficiencia de las diferentes versiones del PSO para resolver
el problema de planeamiento esta´tico. En (Torres and Castro, 2012) se muestra el PSO de una forma
eficiente mediante computacio´n paralela.
2.4.10. Colonia de Hormigas
En (Limsakul et al., 2009) se resuelve el problema esta´tico (con base en el flujo de carga DC) con
una nueva propuesta del algoritmo de colonia de hormigas considerando ana´lisis de contingencia
n-1 y usando como indice de sensibilidad el inverso del costo. Encuentran mejor rendimiento que
te´cnicas como el algoritmo gene´tico y la bu´squeda Tabu´. En (Fuchs et al., 2011) se integran energ´ıas
renovables (eo´licas) en el planeamiento esta´tico. El algoritmo primero busca soluciones candidatas
que luego se les verifica su factibilidad con el flujo de carga DC. En este caso anterior, el trabajo
se orienta a que se analice el comportamiento horario en el sistema y luego ajuste la inversio´n, es
decir, tienen en cuenta la curva de carga y la generacio´n horaria de las plantas eo´licas.
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2.4.11. Differential Evolution Algorithm (DEA) y Sistema Inmune
En (Sum-Im et al., 2009) el enfoque es en el planeamiento esta´tico y dina´mico. Se comparan
varias versiones del DEA, que es un algoritmo con los mismos principios de funcionamiento de
un AG, con la particularidad de una bu´squeda en paralelo, es decir, se tienen varios vectores de
decisio´n al mismo tiempo. Cada versio´n del DEA se diferencia en la mutacio´n. En (Rezende et al.,
2009) se comparan el DEA y los me´todos basados en Sistema Inmune resolviendo el problema de
planeamiento multi-etapa.
2.5. Otros enfoques en general
Tambie´n se han desarrollado herramientas computacionales que resuelven el problema de
planeamiento obteniendo soluciones o´ptimas o sub-o´ptimas (Proto, 2009), donde el usuario mediante
una interfaz gra´fica puede seleccionar una de un subconjunto de metaheur´ısticas para revolver el
problema. Esta herramienta fue disen˜ada para que los estudiantes interesados en el planeamiento
fortalezcan su conocimiento.
Existen trabajos que han considerado usar modelos diferentes al tradicional DC en el planeamiento
de la transmisio´n. Siendo representado a trave´s de modelos h´ıbridos (Gallego et al., 2000a), a trave´s
del modelo AC (Rider et al., 2007a; Rider, 2006; Rider et al., 2007b; Moghaddam et al., 2011;
da Fonseca Manso et al., 2014; Akbari and Bina, 2016, 2014), a trave´s de modelado de flujo de
potencia o´ptimo (Bent et al., 2011), o´ a trave´s de modelos lineales relajados obtenidos a partir del
me´todo de flujo de carga AC (Taylor and Hover, 2011; Alhamrouni et al., 2014b,a; Kim et al., 2015).
De otro lado, con la introduccio´n de mercados basados en bolsa y contratos bilaterales, surgen
modelos donde por ejemplo el objetivo principal es maximizar el beneficio social (Shrestha and
Fonseka, 2004). Dentro el proceso de incorporacio´n de aspectos econo´micos en el planeamiento de
la transmisio´n, los estudios de planeamiento deben considerar diferentes escenarios de operacio´n
(Fang and Hill, 2003; de Jesus Silva Junior, 2005), condiciones de seguridad y/o confiabilidad
(Silva et al., 2005; Choi et al., 2006; Verma et al., 2010), condiciones de confiabilidad combinando
la expansio´n transmisio´n-generacio´n (Alizadeh and Jadid, 2011), condiciones de seguridad y
de tipo ambiental (Kazerooni and Mutale, 2010), restricciones de mercado (Lu et al., 2006b),
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condiciones de confiabilidad y riesgo (Camac et al., 2010), condiciones de competencia (Baldick
and Kahn, 1993; David and Wen, 2001; Xu et al., 2003). Uno de los aspectos ma´s cr´ıticos que
afectan la libre competencia en los mercados ele´ctricos es el congestionamiento producido por
las restricciones de la red, existen varios estudios que analizan el problema de congestionamiento
en ambientes competitivos como en (Scott et al., 1997; Fang and David, 1999; Mette and Kurt,
2007; Papalexopoulos, 1997) y otros que consideran el congestionamiento en el problema de la
transmisio´n como en (Lu et al., 2005, 2006a; Shrestha and Fonseka, 2006) y que adema´s incluyen
contingencias (Eghbal et al., 2011). Otros aspectos que afectan el planeamiento de la transmisio´n
son la incertidumbre en la demanda y la generacio´n futura (Silva et al., 2006; Tor et al., 2008), los
que hacen ana´lisis de confiabilidad incluyendo la incertidumbre en la demanda y generacio´n futura
(Negrete, 2010; Charlin et al., 2015) o´ que consideran incertidumbre en la demanda e incertidumbre
en generacio´n de energ´ıa renovable (Yu et al., 2011; Doagou-Mojarrad et al., 2016; Wen et al.,
2015; Tang et al., 2015). Tambie´n trabajos que adema´s de criterios de incertidumbre incluyen
pe´rdidas en la red para el planeamiento esta´tico (Romero, 2007). Respecto a los escenarios de
generacio´n considerados, en (Escobar, 2008) no so´lo consideran uno o un subconjunto de escenarios
sino que exploran exhaustivamente el comportamiento de la red y el congestionamiento ante todos los
escenarios de generacio´n factibles. De esta forma, se determina el costo l´ımite que tendr´ıa la inversio´n
en transmisio´n si e´sta se planea considerando que puede aparecer cualquier escenario factible de
generacio´n. Con relacio´n al periodo de tiempo analizado, el planeamiento puede realizarse en un
horizonte de tiempo (tradicional) o´ puede analizarse un periodo de intere´s en varios intervalos de
tiempo (planeamiento de mu´ltiples etapas) (Haffner, 2000; Rocha et al., 2011). Tambie´n, es de gran
importancia la inclusio´n de restricciones y te´cnicas que ayuden a disminuir el espacio de solucio´n
tanto en el planeamiento tradicional como en el de mu´ltiples etapas (Gomez, 2008; Sousa and Asada,
2011; Vinasco et al., 2011; Duque et al., 2014; Silva et al., 2014; Rahmani et al., 2013).
En la literatura tambie´n se presentan propuestas que consideran mu´ltiples objetivos, como en
(Maghouli et al., 2009; Flores et al., 2011) que se considera costos de l´ıneas, costos por congestio´n
y ana´lisis de confiabilidad. En (Maghouli et al., 2011) se considera el costo de las l´ıneas, costo de
congestio´n y el beneficio social con planeamiento en mu´ltiples etapas. En (Motamedi et al., 2010)
se considera la expansio´n en transmisio´n, la expansio´n en generacio´n y el beneficio social. En (Zhao
et al., 2009b) se considera expansio´n en transmisio´n, incertidumbre en el mercado de electricidad y
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criterios de confiabilidad y seguridad. En (Fan et al., 2011) se considera incertidumbre en el mercado
de electricidad. En (Khodaei et al., 2010) adema´s de la expansio´n generacio´n-transmisio´n se incluye
el despacho o´ptimo y en (Molina and Rudnick, 2011) se utilizan mu´ltiples objetivos utilizando
bu´squeda tabu´, Ordinal Optimization y Pareto Optimality.
Otros trabajos adema´s de incluir inversiones en transformadores y l´ıneas de transmisio´n consideran
dispositivos FACTS en la red para reducir la inversio´n en l´ıneas de transmisio´n (Miasaki, 2006).
Otros consideran la nueva ubicacio´n de subestaciones en el sistema y la expansio´n en transmisio´n
(Cebeci et al., 2011) y en (Sepasian et al., 2006) proponen la ubicacio´n de subestaciones nuevas
y la repotenciacio´n de las existentes. Tambie´n existen trabajos que consideran expandir la red de
transmisio´n basados en posibles ataques terroristas (Arroyo et al., 2010; Romero et al., 2012) o
basados en planeamiento espacial, es decir, incluyendo el entorno geogra´fico (Shu et al., 2012).
Tambie´n se han considerado diferentes tecnolog´ıas de conductores en el planeamiento (Kwon and
Hedman, 2015; Domı´nguez et al., 2014a,b).
Adema´s, se pueden analizar elementos redundantes o´ que influyen de forma negativa en la red, de
forma que se haga posible su desconexio´n (Santos, 2007). Aparece tambie´n el planeamiento de la
transmisio´n considerando reglas para diferentes zonas basado en sus intercambios de electricidad
(Buijs and Belmans, 2012).
Puede encontrarse una completa revisio´n de las publicaciones, modelos y enfoques que han sido
utilizados para el problema de planeamiento en (Galiana et al., 1992; Latorre et al., 2003; Sum-Im
et al., 2006; Lee et al., 2006; Molina and Rudnick, 2010; Hemmati et al., 2013; Romero et al., 2002;
Escobar, 2008; Lumbreras and Ramos, 2016; Niharika et al., 2016). Debe aclarase que todos los
trabajos que son referenciados en el presente apartado no incluyen enlaces HVDC. Las referencias
con enlaces HVDC ya esta´n incluidas en el apartado 1.4 de planteamiento del problema.
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Cap´ıtulo 3
Modelos Matema´ticos
El modelamiento matema´tico de cualquier problema de la vida real consiste en representar lo ma´s
fielmente el comportamiento del proceso, definiendo todas las posibles variables del problema y
encontrando todas aquellas interrelaciones que hacen que el modelo construido funcione de forma
adecuada. El modelamiento se dificulta en la medida en que se desee una mejor aproximacio´n al
problema por medio de un ajuste ma´s eficiente de las relaciones empleadas y de la adicio´n de ma´s
variables y funciones.
En el problema del PEST, los modelos usados se utilizan para guiar el proceso de determinacio´n
de las nuevas inversiones que requiere el sistema ele´ctrico en el futuro. Los organismos encargados
de la planeacio´n, en los diferentes pa´ıses, toman como referencia los resultados obtenidos con estos
modelos para responder las siguientes preguntas: ¿do´nde deben ser ubicados los nuevos elementos?
¿que´ elementos deben ser instalados? ¿cua´ntos elementos deben ser adicionados? y ¿cua´l es el mejor
momento para ser adicionados?. Para responder estas preguntas debe disponerse de los modelos
matema´ticos apropiados que permitan cumplir con las restricciones de operacio´n, de demanda y
de generacio´n, que aparecen en el transcurso del tiempo de tal forma que se tenga un plan de
inversiones de costo mı´nimo.
De acuerdo a las caracter´ısticas del problema ideal, se deber´ıa representar la red de transmisio´n a
trave´s del modelo de flujo de carga AC; sin embargo, este modelo presenta algunas particularidades
que dificultan su uso, como son: (1) Se dificulta la implementacio´n con sistemas que contienen
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nodos aislados, ya que es comu´n en la fase inicial del proceso de optimizacio´n del planeamiento
de la transmisio´n tener cargas o generacio´n futura no conexa, lo que genera inconvenientes en
la convergencia del problema. Se debe aclarar que no es el modelo matema´tico del flujo AC el
que no permite obtener convergencia en redes no conexas, sino las te´cnicas de programacio´n no
lineal necesarias para resolverlo, disponibles en la actualidad; y (2) se eligen prematuramente las
alternativas de abastecimiento de potencia reactiva, da´ndole poca importancia al uso de nueva
tecnolog´ıa e informacio´n futura ma´s acorde con la realidad.
En el problema del PEST, el aspecto importante es la determinacio´n de las rutas de transmisio´n
que debe seguir la potencia activa del sistema. Desde este punto de vista, tradicionalmente se ha
considerado el modelo de flujo de carga DC (modelo del tipo PNLEM) como el modelo ideal para
realizar el planeamiento de largo plazo y como el ma´s utilizado en la literatura especializada por los
expertos por ser una buena aproximacio´n del modelo AC (Niharika et al., 2016). El problema reactivo
puede resolverse en una fase posterior, una vez determinadas las rutas o´ptimas de transmisio´n para
los flujos de potencia activa. En este caso, puede plantearse un nuevo problema que involucre
aspectos asociados a la potencia reactiva y utilizar un flujo de carga AC a un nu´mero reducido
de casos identificados por el problema de optimizacio´n que usa el modelo DC. En consecuencia, el
modelo DC se utiliza para explorar exhaustivamente el espacio de soluciones en busca de las mejores
alternativas de expansio´n, mientras que el modelo AC se utiliza para refinar la bu´squeda de la mejor
solucio´n en subespacios reducidos de soluciones.
El modelo denominado lineal disyuntivo es la representacio´n lineal del modelo de flujo de carga DC.
Este u´ltimo es considerado el modelo ideal para la exploracio´n exhaustiva de opciones de inversio´n
en el problema de la expansio´n de la red de transmisio´n, cuando se considera u´nicamente la potencia
activa. Los dos modelos son equivalentes desde el punto de vista matema´tico y por lo tanto presentan
la misma solucio´n o´ptima. El modelo lineal disyuntivo permite transformar un problema de PNLEM
en un problema de PLEM, que finalmente es ma´s fa´cil de resolver que el problema original. Como
desventaja tiene un mayor nu´mero de variables, y como ventaja es lineal. Existen te´cnicas exactas
que logran resolver este tipo de problemas para sistemas de pequen˜a, mediana y gran complejidad.
En esta investigacio´n se usa el software comercial CPLEX que resuelve problemas del tipo lineal
entero mixto (el cual corresponde a la naturaleza del modelo lineal disyuntivo) de forma eficiente.
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En esta investigacio´n se hacen propuestas a partir del modelo lineal disyuntivo para representar
la red de transmisio´n considerando ana´lisis en mu´ltiples etapas, pe´rdidas, enlaces HVDC y
contingencias. Respecto a las l´ıneas HVDC son representadas para tipos de l´ınea monopolar y
bipolar, para considerar su efecto en la seguridad (contingencias simples). De otro lado, se usan dos
tipos de esquemas para adicionar l´ıneas como se observara´ en los modelos presentados.
En este cap´ıtulo se presenta el modelo tradicional de flujo de carga DC usado para solucionar el
problema de planeamiento as´ı como las versiones propuestas basadas en el modelo lineal disyuntivo
que permiten analizar los efectos de las pe´rdidas, las opciones de enlaces HVDC y las contingencias,
tanto para el problema esta´tico como para el problema de mu´ltiples etapas. En la parte final,
se presenta la propuesta de inclusio´n de sistemas de almacenamiento de energ´ıa en el sistema de
transmisio´n (energy storage systems, ESS).
3.1. Modelo DC tradicional
La nomenclatura usada en el modelo es definida en la tabla 3.1.
Tabla 3.1: Variables, para´metros y conjuntos en modelo DC tradicional.
Nomenclatura Definicio´n
cacij costo de adicionar un elemento (HVAC) en el corredor i− j
Ωac conjunto de corredores de transmisio´n HVAC (red existente y candidata)
ΩB conjunto de barras del sistema
σ para´metro de penalizacio´n asociado a la potencia no servida (PNS)
ϕ vector de generadores artificiales (PNS) con elementos ϕi
Sac matriz de incidencia nodo-rama del sistema ele´ctrico HVAC
fac vector de flujos cuyos elementos (facij ) representan el flujo total en el camino i− j
g vector de generaciones nodales con elementos gi
d vector de demandas nodales con elementos di
γeqij susceptancia equivalente en el corredor i− j (HVAC)
γij susceptancia de una sola l´ınea HVAC en el corredor i− j
θ vector de a´ngulos nodales con elementos θi
f
ac
ij flujo ma´ximo permitido para una l´ınea en el corredor i− j
g vector de ma´xima generacio´n nodal con elementos gi
Continua en la pagina siguiente
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Tabla 3.1 – Continua de la pagina anterior
Nomenclatura Definicio´n
nacij variable que representa el nu´mero de elementos adicionados en el corredor i− j
nacij nu´mero ma´ximo de elementos que pueden ser adicionados en el corredor i− j
nac,oij nu´mero de elementos existentes en el corredor i− j en la configuracio´n base o inicial
El modelo de flujo de carga DC es considerado ideal para representar el sistema de transmisio´n en
el problema del PEST, y su desempen˜o ha sido probado una y otra vez en diferentes investigaciones
reportadas en la literatura especializada (Gallego, 1997; Rider et al., 2004; Romero et al., 1998;
Escobar et al., 2008, 2004, 2009; Leite da Silva et al., 2016). El modelo DC considera las dos leyes
de Kirchhoff. A trave´s de este modelo se plantea un problema de optimizacio´n del tipo PNLEM que
asume la siguiente forma:
mı´n v =
∑
(i,j)∈Ωac
cacij n
ac
ij + σ
∑
i∈ΩB
ϕi (3.1)
s.a.
Sacfac + g + ϕ = d (3.2)
facij − (θi − θj)γeqij = 0 (3.3)
|θi − θj |(nacij + nac,oij )γij ≤ f
ac
ij (3.4)
0 ≤ g ≤ g (3.5)
0 ≤ nacij ≤ nacij (3.6)
0 ≤ ϕ ≤ d (3.7)
nacij y n
ac,o
ij Entero (3.8)
γeqij Discreto (3.9)
facij y θj Variables continuas (3.10)
(i, j) ∈ Ωac (3.11)
Las dos primeras restricciones del modelo representan la primera y segunda ley de Kirchhoff, el
conjunto restante de restricciones son operativas o de inversio´n: l´ımites de flujo de potencia por
las l´ıneas, l´ımites en generacio´n, l´ımites de adicio´n de circuitos y l´ımites de generacio´n artificial.
El problema es de PNLEM, debido a la presencia de variables de tipo entera, como el nu´mero de
circuitos adicionados en cada corredor, y a la existencia de las restricciones correspondientes a la
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segunda ley de Kirchhoff, que son no lineales.
Las variables ϕi representan los generadores artificiales o generadores ficticios que se adicionan al
sistema original, en todos los nodos donde existe carga, con el propo´sito de suplir esta demanda en
los casos en que la red de transmisio´n no tiene capacidad suficiente para transportar la potencia
hacia dichos nodos. Esto facilita la solucio´n del problema en los casos en que la red propuesta es
insuficiente, y al mismo tiempo permite determinar la potencia que el sistema no esta´ atendiendo.
Estos generadores ficticios no operan cuando la red existente tiene capacidad suficiente, ya que su
inclusio´n incrementar´ıa el costo de la solucio´n obtenida y el proceso de optimizacio´n los elimina
automa´ticamente.
El modelo tradicional es aplicado en la red HVAC, el caso con la red HVDC debe modelar las
caracter´ısticas de este tipo de redes y, en la propuesta de esta tesis, es representada como una
red superpuesta a la red HVAC la cual puede tener l´ıneas en paralelo con la red HVAC como
se presentara mas adelante. En la siguiente seccio´n se presentara el modelo lineal disyuntivo que
representa una posible linealizacio´n del modelo DC presentado en este apartado.
3.2. Modelo Lineal Disyuntivo con restricciones de secuencia de
inversio´n que mejoran la bu´squeda en el espacio de solucio´n
El modelo lineal disyuntivo, al igual que el modelo DC, sirve para caracterizar el comportamiento
de la red de transmisio´n en el problema de planeamiento de la expansio´n. El modelo disyuntivo es
la transformacio´n lineal del modelo DC, mediante ecuaciones disyuntivas aplicadas a la segunda
ley de Kirchhoff para cada opcio´n de inversio´n, usando variables binarias. Existe una diferenciacio´n
entre las variables de flujo en la red existente y las de la red candidata. La nomenclatura usada
en el modelo es definida en la tabla 3.2. Algunas variables para´metros o conjuntos ya han sido
definidos anteriormente y no se incluyen aqu´ı.
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Tabla 3.2: Variables, para´metros y conjuntos en modelo disyuntivo.
Nomenclatura Definicio´n
Y ac conjunto de opciones de construccio´n de l´ıneas HVAC
|Y ac| cardinalidad del conjunto Y ac
wacij,y variable binaria que indica si la opcio´n de l´ınea y (HVAC) ha sido construida en el corredor i− j
fac,oij representa el flujo total en el corredor i− j en la red base
facij,y representa el flujo en la opcio´n de l´ınea y en el corredor i− j en la red candidata
M para´metro de gran valor para las restricciones disyuntivas
La naturaleza del modelo es del tipo lineal entera mixta y es representado mediante el siguiente
sistema de ecuaciones:
mı´n v =
∑
(ij)∈Ωac
|Y ac|∑
y=1
cacij w
ac
ij,y (3.12)
s.a.
∑
(ki)∈Ωac
fac,oki + |Y
ac|∑
y=1
facki,y
− ∑
(ij)∈Ωac
fac,oij + |Y
ac|∑
y=1
facij,y
+ gi = di ∀i ∈ ΩB (3.13)
fac,oij − nac,oij γij(θi − θj) = 0 ∀(i, j) ∈ Ωac (3.14)∣∣∣∣facij,yγij − (θi − θj)
∣∣∣∣ ≤M(1− wacij,y) ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.15)∣∣∣fac,oij ∣∣∣ ≤ nac,oij facij ∀(i, j) ∈ Ωac (3.16)∣∣facij,y∣∣ ≤ wacij,yfacij ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.17)
|Y ac|∑
y=1
wacij,y ≤ nacij ∀(i, j) ∈ Ωac (3.18)
− θ ≤ θi ≤ θ ∀i ∈ ΩB (3.19)
θm = 0 m = slack, m ∈ ΩB (3.20)
0 ≤ gi ≤ gi ∀i ∈ ΩB (3.21)
wacij,y ∈ {0, 1} (3.22)
fac,oij , f
ac
ij,y, θi, gi Variables continuas (3.23)
El valor de la variable wij,y = 1 indica que la opcio´n de inversio´n y del corredor i− j es adicionada
al sistema y wij,y = 0 que no es adicionada. La figura 3.1 muestra un ejemplo con las opciones de
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inversio´n en el camino i–j y como las variables binarias deciden que circuito es construido (para el
ejemplo el nu´mero ma´ximo de adicio´n de circuitos es de 3).
 
𝑦 = ȁ𝑌𝑎𝑐ȁ = 3 
𝑦 = 2 
𝑦 = 1 
𝑤𝑖𝑗,2
𝑎𝑐  
𝑓𝑖𝑗
𝑎𝑐,𝑜
 
𝑓𝑖𝑗,1
𝑎𝑐  
𝑤𝑖𝑗,1
𝑎𝑐  
𝑓𝑖𝑗,ȁ𝑌𝑎𝑐ȁ
𝑎𝑐  
𝑤𝑖𝑗,ȁ𝑌𝑎𝑐ȁ
𝑎𝑐  
j i 
𝑓𝑖𝑗,2
𝑎𝑐  
𝑌𝑎𝑐 = {1, 2, 3} 
Figura 3.1: Ejemplo de opciones de inversio´n en corredor i–j en modelo lineal disyuntivo.
En el modelo se pueden hacer las siguientes observaciones:
El conjunto de restricciones 3.13 esta´n asociadas al balance de potencia en cada barra del
sistema.
El conjunto de restricciones 3.14 representan la segunda ley de Kirchhoff aplicada a los circuitos
existentes en el corredor i− j de la red actual.
El conjunto de restricciones 3.15 representan la segunda ley de Kirchhoff para cada circuito
candidato que ha sido seleccionado para adicio´n (ecuaciones disyuntivas). De otro lado, el
para´metro M (nu´mero de gran taman˜o) permite activar las restricciones asociadas a la segunda
ley de Kirchhoff cuando las variables wacij,y son iguales a uno. En caso contrario, para w
ac
ij,y =
0, estas restricciones quedan inactivas. El para´metro M debe tener un valor adecuado para
eliminar las restricciones de abertura angular asociadas a circuitos candidatos no seleccionados.
En este trabajo se selecciona un valor de M igual a 2θ siguiendo la metodolog´ıa descrita por
(Vinasco et al., 2011). Una discusio´n sobre la forma de seleccionar el valor del para´metro M
puede encontrarse en (Binato et al., 2001b).
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El conjunto restante de restricciones, 3.16–3.23, son operativas o de inversio´n: l´ımites de flujo
de potencia por los elementos, l´ımites de adicio´n de circuitos, l´ımites de a´ngulo, l´ımites de
generacio´n y l´ımites de las variables.
Las restricciones planteadas y el esquema de adicio´n de circuitos nuevos hace que el problema
presente simetr´ıa respecto al conjunto de soluciones factibles que se generan. Si el sistema
ele´ctrico del ejemplo de la figura 3.1 requiere la adicio´n de un circuito nuevo entre los
nodos i y j, debe activarse una de las variables binarias asociadas a las tres opciones de
inversio´n candidatas sin que interese cual se activa porque hay simetr´ıa. En los problemas de
programacio´n lineal entera-mixta es conveniente eliminar esta simetr´ıa en beneficio del proceso
de optimizacio´n.
En el modelo lineal disyuntivo presentado en 3.12–3.23 es posible realizar una mejora para disminuir
el tiempo de co´mputo para encontrar la solucio´n. La mejora consiste en la disminucio´n de la cantidad
de combinaciones de posibles circuitos de adicio´n que son analizadas en el proceso de optimizacio´n.
De esta forma se elimina la simetr´ıa de las soluciones factibles y se reduce el nu´mero de combinaciones
necesarias para representar las opciones de inversio´n. Esto se logra mediante la inclusio´n de un
grupo de nuevas restricciones en el modelo matema´tico que definen una prioridad entre opciones
de inversio´n equivalentes sin afectar la solucio´n o´ptima del problema. A continuacio´n se presentan
estas restricciones:
wacij,y ≤ wacij,y−1 ∀(i, j) ∈ Ωac, y = 2.. |Y ac| (3.24)
Al agregar estas restricciones se elimina la simetr´ıa asociada a las opciones de inversio´n consideradas
entre un par de nodos del sistema, y se preserva al menos una solucio´n o´ptima factible. En este
caso, se introduce un corte especializado al espacio solucio´n que intersecta la formulacio´n original
con un cono centrado en el origen.
Para comprender el impacto del grupo de restricciones definidas en 3.24, supo´ngase que se tiene un
sistema de 3 nodos como el de la figura 3.2 y que la solucio´n o´ptima encontrada coloca en 1 a la
variable binaria asociada al circuito b del corredor 1–2, y en 0 a las variables binarias asociadas a los
circuitos a y c. Podemos entonces hacer la siguiente pregunta: ¿Cambia la solucio´n del problema de
la vida real si la variable binaria seleccionada para asumir el valor 1 es la asociada al circuito a en
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lugar de la del circuito b?; evidentemente las soluciones son equivalentes porque las opciones poseen
las mismas caracter´ısticas ele´ctricas. En consecuencia, para el me´todo de solucio´n es indiferente
colocar en 1 a la variable binaria asociada al circuito b o la variable binaria asociada al circuito
a, sin embargo los me´todos de solucio´n normalmente no identifican esta simetr´ıa y analizan todas
las posibilidades. Si el sistema tiene 3 o ma´s circuitos candidatos por corredor, la cantidad de
posibilidades equivalentes aumenta (permutaciones) y puede hacer inviable el ca´lculo si se tienen
limitaciones de memoria o de tiempo de ca´lculo en sistemas de gran taman˜o y complejidad. Si
se asume que el me´todo de solucio´n debe evaluar todas las combinaciones posibles (factibles e
infactibles), el nu´mero de posibilidades a evaluar para un sistema de gran taman˜o puede alcanzar
valores prohibitivos. Para el caso de un sistema con tres circuitos candidatos a adicio´n por corredor,
se deben evaluar 7 casos (figura 3.3, parte izquierda), cuando en realidad se requiere analizar so´lo
3 casos (figura 3.3, parte derecha).
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𝑔ҧ1 = 80𝑀𝑊 𝑐 
𝑎 
𝑏 
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𝑐13
𝑎𝑐 = 2 
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𝑎𝑐 = 2 
𝛾13 = 1/2 𝛾23 = 1/2 
Figura 3.2: Ejemplo de 3 barras con nacij = 2 ∀(i, j) ∈ Ωac
De acuerdo a lo anterior debe establecerse un orden de construccio´n de circuitos, en el modelo
matema´tico, para que exista una jerarqu´ıa de inversio´n, y el nu´mero de posibilidades analizadas se
reduzca. El conjunto de restricciones 3.24 cumple esta funcio´n. Esta restriccio´n establece lo siguiente
(analizando el ejemplo con ma´ximo 3 adiciones en el corredor 1–2): si se requiere una adicio´n en
este corredor, debe colocarse en 1 la variable binaria asociada al circuito a y en cero las variables
binarias asociadas a los circuitos b y c. Si se requiere la adicio´n de dos circuitos se colocan en 1 las
variables binarias asociadas a los circuitos a y b y en 0 la del circuito c. Finalmente, si se requieren
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tres adiciones se colocan en 1 las variables binarias asociadas a los circuitos a, b y c. Las dema´s
posibilidades quedan eliminadas. El conjunto de restricciones 3.24 introduce cortes que intersectan
la formulacio´n original con un cono centrado en el origen. En la figura 3.3 se observan las opciones
para un corredor i–j con tres circuitos para adicionar a, b y c (de las mismas caracter´ısticas), donde
el orden de construccio´n es de izquierda a derecha, y se evidencia como se ven disminuidas las
posibilidades analizadas con la restriccio´n presentada en 3.24. Esto permite infactibilizar algunas
combinaciones binarias sime´tricas mejorando la eficiencia del proceso de bu´squeda en el espacio de
solucio´n.
Opciones Opciones
1 a 1 a
2 b
3 c
4 a b 4 a b
5 a c
6 b c
7 a b c 7 a b c
Lineas en el camino i-j
Sin restriccion que establece orden de 
construccion
Lineas en el camino i-j
Con restriccion que establece un orden 
de construccion
Figura 3.3: Numeracio´n de opciones con y sin restriccio´n que establece orden de construccio´n de l´ıneas.
3.3. Modelo Lineal Disyuntivo Reducido
El modelo lineal disyuntivo reducido es la mejor versio´n conocida en la literatura para resolver el
problema de planeamiento esta´tico o con mu´ltiples etapas de inversio´n. Como en el caso anterior,
tambie´n resulta un problema de programacio´n lineal entero mixta (Rahmani et al., 2013). El modelo
disyuntivo reducido tiene la capacidad de disminuir el nu´mero de restricciones y el nu´mero de
variables respecto al modelo disyuntivo tradicional mejorado, presentado en el apartado 3.2; sin
embargo, tiene la gran desventaja de que el esquema de adicio´n de circuitos resulta incompatible
con los ana´lisis de contingencias. Este aspecto se tratara´ ma´s adelante. El modelo trabaja de acuerdo
al principio de funcionamiento presentado como ejemplo en la figura 3.4 (para un nu´mero ma´ximo
de adiciones por corredor de 7).
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Figura 3.4: Opciones de inversio´n en corredor i–j en modelo lineal disyuntivo reducido.
En el sistema de la figura 3.4, cada variable wacij,y activa 2
y−1 circuitos simulta´neamente. En el
ejemplo, supo´ngase que se impone un l´ımite de siete circuitos por corredor i–j. Al utilizar el modelo
lineal disyuntivo presentado en el apartado 3.2 deben definirse siete variables binarias (una por
circuito candidato) mientras que con el modelo lineal disyuntivo reducido so´lo se requieren tres
variables binarias, que representan las diferentes opciones de adicio´n de circuitos a trave´s de la
expresio´n: 20wij,1 + 2
1wij,2 + 2
2wij,3. Como la representacio´n de posibilidades no presenta simetr´ıa
en este modelo, no se requieren restricciones adicionales como en el modelo anterior, al tiempo que
se reduce el nu´mero de restricciones y de variables. Al usar el modelo lineal disyuntivo reducido,
el nu´mero de variables binarias necesarias para representar m opciones de inversio´n de circuitos es
disminuido a dlog2(m + 1)e. Este modelo se presenta en 3.25-3.36. Las variables, los para´metros y
los conjuntos de este modelo son los mismos definidos previamente.
mı´n v =
∑
(i,j)∈Ωac
cacij
|Y ac|∑
y=1
2y−1wacij,y (3.25)
s.a.
∑
(ki)∈Ωac
fac,oki + |Y
ac|∑
y=1
facki,y
− ∑
(ij)∈Ωac
fac,oij + |Y
ac|∑
y=1
facij,y
+ gi = di ∀i ∈ ΩB (3.26)
fac,oij − nac,oij γij(θi − θj) = 0 ∀(i, j) ∈ Ωac (3.27)
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∣∣∣∣xijfacij,y2y−1 − (θi − θj)
∣∣∣∣ ≤ 2θ(1− wacij,y) ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.28)∣∣∣fac,oij ∣∣∣ ≤ nac,oij facij ∀(i, j) ∈ Ωac (3.29)∣∣facij,y∣∣ ≤ 2y−1wacij,yfacij ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.30)
|Y ac|∑
y=1
2y−1wacij,y ≤ n¯acij ∀(i, j) ∈ Ωac (3.31)
0 ≤ gi ≤ gi ∀i ∈ ΩB (3.32)
− θ ≤ θi ≤ θ ∀i ∈ ΩB (3.33)
θm = 0 m = slack, m ∈ ΩB (3.34)
wacij,y ∈ {0, 1} , ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.35)
fac,oij , f
ac
ij,y, θi, gi Variables continuas (3.36)
Con respecto al modelo se pueden hacer los siguientes comentarios:
El balance de potencia es representado por 3.26.
El modelo transforma el sistema de adicio´n de circuitos en
∑|Y ac|
y=1 2
y−1wacij,y, lo cual es u´til si
el ma´ximo nu´mero de l´ıneas a adicionar es mayor a 2, de lo contrario el modelo presentado
en 3.12–3.23 es equivalente al presentado en 3.25–3.36.
En el modelo xij corresponde al valor de la reactancia de un solo elemento HVAC y es
equivalente a 1/γij .
A diferencia del modelo disyuntivo presentado en 3.12–3.23 que para cada l´ınea le corresponde
una restriccio´n asociada a la segunda ley de Kirchhoff, en el modelo reducido la restriccio´n
es aplicada al grupo de l´ıneas que se va conectar o construir (3.28). Esto hace que el modelo
tenga menos restricciones.
No es aplicable el concepto de restricciones que establezcan un orden de construccio´n, ya que
cada opcio´n wacij,y establece un nu´mero diferente de circuitos instalados.
El conjunto restante de restricciones, 3.29–3.36, son operativas o de inversio´n: l´ımites de flujo
de potencia por las l´ıneas, l´ımites de adicio´n de circuitos, l´ımites en generacio´n, l´ımites de
a´ngulo y l´ımites en las variables.
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3.4. Introduccio´n de pe´rdidas te´cnicas y l´ıneas HVDC en los
modelos disyuntivos
3.4.1. Pe´rdidas te´cnicas l´ıneas HVAC
Para incluir el efecto de las pe´rdidas en una l´ınea de transmisio´n HVAC se recurre a las ecuaciones
del flujo de carga AC (Monticelli, 1983). Los para´metros, conjuntos y variables para este ana´lisis se
definen en la tabla 3.3.
Tabla 3.3: Variables y para´metros en ana´lisis pe´rdidas HVAC.
Nomenclatura Definicio´n
fkm flujo de potencia HVAC por la l´ınea k −m
Vk, Vm magnitud de voltaje en la barra k o m
gkm conductancia de la l´ınea k −m
fkm + fmk pe´rdidas en la l´ınea HVAC
Del flujo de carga AC se tiene que la potencia activa por una l´ınea del nodo k al m y viceversa es
como se muestra a continuacio´n:
fkm = V
2
k gkm − VkVmgkmCos(θk − θm)− VkVmγkmSen(θk − θm) (3.37)
fmk = V
2
mgkm − VkVmgkmCos(θk − θm) + VkVmγkmSen(θk − θm) (3.38)
Las pe´rdidas en la l´ınea de transmisio´n se definen como:
fkm + fmk = gkm(V
2
k + V
2
m − 2VkVmCos(θk − θm)) (3.39)
Ahora, para el flujo de carga DC, las siguientes aproximaciones son validas:
Vk = Vm = 1p.u. (3.40)
Cos(θkm) ≈ 1− θ
2
km
2
(3.41)
Entonces, con las aproximaciones anteriores, de 3.39 se obtiene:
fkm + fmk ≈ gkm
(
2− 2
(
1− θ
2
km
2
))
≈ gkmθ2km (3.42)
Finalmente, partiendo de que en general en redes de transmisio´n xkm es mucho ma´s grande que rkm
(resistencia en la l´ınea k–m), y que en el problema de planeamiento de la transmisio´n (representado
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con el modelo DC) el flujo por una l´ınea es igual a θk−θmxkm = θkm/xkm (segunda ley de Kirchhoff,
ver ecuacio´n 3.3), y utilizando 3.42, se obtiene:
gkm =
rkm
r2km + x
2
km
(3.43)
fkm + fmk ≈ rkm
r2km + x
2
km
θ2km ≈
rkm
x2km
θ2km ≈ rkmf2km (3.44)
Es entonces que las pe´rdidas en el circuito k–m esta´n representadas por su flujo de potencia al
cuadrado multiplicado por su valor de resistencia.
3.4.2. L´ıneas HVDC y pe´rdidas te´cnicas
En los u´ltimos an˜os, las l´ıneas HVDC han estado siendo cada vez ma´s utilizadas e introducidas en
los sistemas de transmisio´n. Puede encontrarse un reporte especial disen˜ado por ABB en (ABB,
2014) (ABB es la compan˜´ıa pionera a nivel mundial en tecnolog´ıa HVDC), donde se hace un estado
de arte de la tecnolog´ıa, las aplicaciones y proyectos a nivel mundial. Un sistema de transmisio´n
HVDC (para una sola l´ınea) esta´ conformado por dos estaciones convertidoras en cada extremo,
que convierten la corriente de alterna a directa (lado rectificador) y luego de directa a alterna (lado
inversor), y por supuesto conformado por el sistema de transmisio´n o la l´ınea. El hecho de que la
transmisio´n sea en corriente continua hace que los electrones puedan ir en una sola direccio´n y no
exista potencia reactiva.
En general una l´ınea HVDC (el costo del corredor de transmisio´n) es ma´s econo´mica que su
equivalente HVAC; en realidad, lo que hace ma´s costosa esta tecnolog´ıa, cuando se compara contra
l´ıneas HVAC, son los convertidores; es decir, el costo total l´ınea ma´s convertidores es ma´s elevado
para l´ıneas HVDC que para l´ıneas HVAC cuando la longitud de la l´ınea esta por debajo de la
conocida break-even-distance, que es de unos 500 km aproximadamente (Bahrman and Johnson,
2007a). La longitud break-even-distance se define como la distancia a partir de la cual una l´ınea
HVAC es ma´s costosa que una HVDC (incluyendo los convertidores): esto ocurre en parte por la
necesidad de la compensacio´n reactiva que empiezan a requerir las l´ıneas HVAC a medida que
aumenta su longitud. Las l´ıneas HVAC conducen una potencia activa y una potencia reactiva que
afecta su capacidad te´rmica. Como consecuencia de esto, las l´ıneas HVAC tienen una longitud de
uso pra´ctica que oscila entre 50 y 100 km (ABB, 2014). En las figuras 3.5 y 3.6 se observa el efecto
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del costo y capacidad de transmisio´n con la distancia para l´ıneas HVAC y HVDC.
Figura 3.5: Costo HVAC vs HVDC. Fuente: ABB (2014)
Figura 3.6: Pe´rdida de capacidad de transmisio´n con la distancia, HVAC vs HVDC. Fuente: ABB (2014)
Un estudio detallado de costo de la l´ınea HVDC y de los convertidores (con todos sus componentes)
puede encontrarse en (CIGRE, 2009). En e´ste se presentan, inclusive, fo´rmulas matema´ticas
generales para determinar estos valores. El funcionamiento de los convertidores hace parte de los
estudios de electro´nica de potencia y es analizado en detalle para el corto plazo. En (Kim et al.,
2009b) aparece un estudio con alto nivel de detalle de los convertidores. Estos u´ltimos pueden
agruparse en dos categor´ıas: line-commutated converters (LCC) y voltage-source converters (VSC).
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Los convertidores LCC hacen parte de una tecnolog´ıa con ma´s trascendencia que los convertidores
VSC. Los dos tienen ventajas y desventajas en su uso. Las principales caracter´ısticas y diferencias
entre ellos son las siguientes:
En el tipo LCC es posible tener flujo de potencia activa en ambos sentidos, pero requiere de un
equipo adicional instalado. El tipo VSC funciona en ambas direcciones sin requerir elementos
adicionales.
El tipo LCC tiene mayor capacidad de transmisio´n que el tipo VSC.
El tipo LCC es capaz de soportar una sobrecarga mayor que el tipo VSC.
El tipo LCC genera distorsio´n armo´nica y requiere ma´s filtros.
El tipo LCC requiere un a´rea de construccio´n mayor que el tipo VSC.
El tipo LCC tiene menores pe´rdidas en los convertidores que el tipo VSC.
El tipo LCC es de menor costo que el tipo VSC.
El tipo LCC tiene un ı´ndice de confiabilidad mayor que el tipo VSC.
Los dispositivos LCC so´lo pueden controlar el flujo de potencia activa por la l´ınea. Los
dispositivos VSC pueden controlar la potencia activa por la l´ınea y pueden inyectar o absorber
potencia reactiva en los extremos con la conexio´n AC de forma independiente.
Los convertidores pueden conectar las l´ıneas en ambos extremos con diferentes esquemas. Las
configuraciones de las l´ıneas HVDC son del tipo monopolar o bipolar como se muestra en la figura
3.7 (aunque tambie´n puede tener una configuracio´n tripolar (Kalair et al., 2016)). Respecto a la
confiabilidad de estas l´ıneas, en (Billinton et al., 2002) y (Kim et al., 2009b) se hace un estudio
de la confiabilidad de las l´ıneas HVDC (con todos sus componentes), y se establece que, ante
contingencias, la capacidad de potencia de una l´ınea tipo monopolar se reduce a 0 %, y en una
configuracio´n bipolar se ve afectada al 50 %. En general, en los estudios de planeamiento se incluye
el ana´lisis de contingencias so´lo en las l´ıneas. En este trabajo el modelo matema´tico considera este
aspecto. Un diagrama de un sistema HVDC monopolar y bipolar basado en (Billinton et al., 2002)
y (Kim et al., 2009b) se muestra en la figura 3.8.
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 Línea monopolar 
Línea bipolar 
Línea doble bipolar 
Dos líneas monopolares 
Dos líneas bipolares 
Figura 3.7: Configuracio´n l´ıneas HVDC. Derivado de fuente: Kim et al. (2009b)
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Figura 3.8: Composicio´n l´ıneas HVDC
Otros reportes o estudios donde se describe todo el funcionamiento, e inclusive un ana´lisis econo´mico
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de las l´ıneas HVDC, puede ser encontrado en (Hauth et al., 1997) y (Liepert et al., 2009). En (Hauth
et al., 1997), ya identifican las l´ıneas HVDC como una opcio´n atractiva en el transporte de energ´ıa.
Se realizan evaluaciones en costo, comparando l´ıneas HVAC y HVDC, donde tambie´n se obtiene la
conocida distancia critica (break-even-distance). Adema´s, se analiza la resistencia de los conductores
utilizados, llegando a la conclusio´n de que los conductores de la red HVAC exceden en el rango de
1,5 %–11 % el valor de resistencia de los conductores HVDC debido al efecto piel. En (Liepert et al.,
2009) se realiza un estado de arte en el ana´lisis de costo de l´ıneas HVAC y HVDC, realizando una
comparacio´n de varios tipos de sistemas de transmisio´n equivalentes. Una revisio´n del estado de arte
actual respecto a la tecnolog´ıa HVDC se encuentra en (Oni et al., 2016) y, adema´s de un estado
de arte, una comparacio´n reciente de l´ıneas HVAC y HVDC es encontrado en (Kalair et al., 2016),
donde identifican pa´ıses como China, Brasil, e India como pa´ıses donde se construyen l´ıneas HVDC
para la disminucio´n de pe´rdidas te´cnicas. Tambie´n establecen que un enlace HVDC transmite de
1,92 hasta 3,46 veces ma´s potencia que su equivalente HVAC (segu´n la configuracio´n), y concluyen
que los enlaces bipolares son la mejor opcio´n. En (Velasco et al., 2011) se analiza la posibilidad de
instalar este tipo de enlaces en Colombia, donde afirman que en un futuro no muy lejano y con
la tendencia en el costo de la tecnolog´ıa HVDC (tiende a disminuir con los avances), podr´ıan no
solo ser instalados enlaces HVDC en la red de transmisio´n, sino tambie´n a nivel de distribucio´n.
En ambos casos (transmisio´n y distribucio´n) ayudan a la interconexio´n de zonas aisladas y a la
transmisio´n de energ´ıa donde el espacio para construccio´n es reducido. Otro factor que influye, es
el auge de las energ´ıas renovables, ya que tanto la recoleccio´n como distribucio´n de energ´ıa es ma´s
fa´cil en corriente continua por no tener dependencia de la frecuencia.
Las ventajas principales y resumidas de las l´ıneas HVDC respecto a las HVAC son:
Permiten controlar el flujo de potencia activa por la l´ınea, dando flexibilidad a la operacio´n.
Controlan en la operacio´n la magnitud y direccio´n.
Mejoran la estabilidad y evitan desconexiones en cascada.
Tienen menores pe´rdidas de transmisio´n que las lineas HVAC (entre el 30 % y 50 %).
La ca´ıda de tensio´n es mucho ma´s baja.
No existe resonancia entre los cables HVDC y equipos que pertenezcan a l´ıneas HVAC.
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Cuando se van a interconectar dos sistemas HVDC no existen restricciones respecto a la
frecuencia ni el a´ngulo de fase de la tensio´n y permite el control de tensio´n en ambos extremos
en las barras AC.
Presenta mayor flujo de potencia activa en un corredor, comparado con su equivalente HVAC.
Requiere menor espacio de servidumbre y torres ma´s pequen˜as, reduciendo el impacto visual.
Ver figura 3.9.
Figura 3.9: Espacio de servidumbre l´ıneas HVDC. Fuente: ABB (2014)
Los sistemas HVDC sirven para conectar fuentes de energ´ıa renovable.
No existen l´ımites de estabilidad de acuerdo a la cantidad de potencia o la distancia.
Respecto al ca´lculo de las pe´rdidas en los enlaces HVDC, el modelo asumido en este trabajo es
el que se muestra en la figura 3.10, basado en (Lotfjou et al., 2012). En e´ste, las pe´rdidas de los
convertidores son despreciadas y su funcionamiento interno pertenece al corto plazo. Luego, el flujo
de potencia en la l´ınea HVDC, fdc, basado en (Kalair et al., 2016) que desarrolla la ecuacio´n para
las pe´rdidas aproximadas en la l´ınea HVDC y en (Garces et al., 2016) que desarrolla un flujo de
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carga para redes HVDC, puede ser obtenido de acuerdo a la ecuacio´n 3.45, donde rdc es el valor de
la resistencia.
fdc = Ve(Ve − Vr)/rdc = VeIdc (3.45)
 
Estación Conv. Estación Conv. 𝐼𝑑𝑐 
Red AC Red AC 
𝑉𝑗 𝑉𝑖 
𝑉𝑟 𝑉𝑒 
Figura 3.10: Modelo L´ınea HVDC
En 3.45 se puede asumir que el voltaje de env´ıo (Ve) es aproximadamente igual a V
dc (voltaje de
operacio´n de la l´ınea) que a su vez puede asumirse aproximadamente igual a V acRMS (Kalair et al.,
2016). Recue´rdese que el valor de voltaje RMS (V acRMS) es el valor de la tensio´n de corriente alterna
que produce el mismo efecto te´rmico que su equivalente tensio´n de corriente directa. En consecuencia,
la potencia, la corriente y las pe´rdidas (Pe) por las l´ıneas HVDC ahora pueden determinarse usando
las siguientes expresiones:
fdc = V dcIdc ≈ V acRMSIdc (3.46)
Idc = fdc/V dc = fdc/V acRMS (3.47)
Pedc = (fdc/V acRMS)
2rdc (3.48)
Luego, en el problema de planeamiento de la expansio´n de la red de transmisio´n que esta basado
en el flujo de carga DC, las tensiones de las barras AC pueden aproximarse a 1 p.u. (igual que en
la aproximacio´n de las pe´rdidas de las l´ıneas HVAC), entonces las pe´rdidas aproximadas para una
l´ınea HVDC propuesta para ser conectada entre las barras i–j esta dada por:
Pedcij = (f
dc
ij )
2rdcij (3.49)
Donde las pe´rdidas, el flujo de potencia y la resistencia corresponden a las del corredor i–j. Como
conclusio´n, las pe´rdidas en las l´ıneas HVDC se calculan de la misma forma que en las l´ıneas HVAC
de forma aproximada. De otro lado, respecto a las l´ıneas bipolares, el valor de rdcij es el valor de la
resistencia equivalente del arreglo bipolar.
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3.4.3. Linealizacio´n por tramos de los flujos de potencia
La introduccio´n de las pe´rdidas incluye una no linealidad (una funcio´n cuadra´tica) en el modelo
matema´tico, asociada al flujo de potencia al cuadrado. En consecuencia, todos los flujos de potencia
al cuadrado deben ser linealizados para poder ser introducidos en los modelos disyuntivos. En
este trabajo se usa la linealizacio´n por tramos que consiste en aproximar una variable cuadra´tica
mediante rectas basada en (Alguacil et al., 2003) y (Zhang et al., 2012), donde, un mayor nu´mero de
rectas aproximara´ ma´s la funcio´n linealizada a la funcio´n verdadera. En la figura 3.11, observamos
un ejemplo de aproximacio´n para el valor cuadra´tico de la variable z (z representa cualquier variable
de flujo de potencia).
 
𝑙 = 2 
𝑙 = 1 
𝑙 = 3 
𝑙 = 𝐿 
𝑧ҧ 
∆𝑧,1 ∆𝑧,2 ∆𝑧,3 ∆𝑧,𝐿 ȁ𝑧ȁ 
ℎሺ𝑧, 𝑧ҧ, 𝐿ሻ 
𝑆𝑙𝑧,1 = 𝑧ҧ 𝐿Τ  
𝑆𝑙𝑧,2 = 3𝑧ҧ 𝐿Τ  
𝑆𝑙𝑧,3 = 5𝑧ҧ 𝐿Τ  
𝑆𝑙𝑧,𝑙 = ሺ2𝑙 − 1ሻ 𝑧ҧ 𝐿Τ  
[𝑧ҧ 𝐿Τ ]2 
4[𝑧ҧ 𝐿Τ ]2 
9[𝑧ҧ 𝐿Τ ]2 
𝐿2[𝑧ҧ 𝐿Τ ]2 
Figura 3.11: Linealizacio´n por tramos de la variable z
Este tipo de linealizacio´n requiere conocer los l´ımites ma´ximos de los flujos de potencia, los cuales
son un dato de entrada. Las variables y para´metros utilizados se definen en la tabla 3.4.
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Tabla 3.4: Variables y para´metros en el me´todo de linealizacio´n.
Nomenclatura Definicio´n
z variable que representa cualquier variable de flujo de potencia en los modelos planteados.
z+ y z− variables auxiliares para representar |z|.
L nu´mero de divisiones o intervalos utilizados para la linealizacio´n.
l es el l-e´simo bloque considerado de la linealizacio´n.
z es el l´ımite superior de la variable z.
∆z,l es la variable que representa la cantidad de potencia utilizada en el l-e´simo bloque de la
linealizacio´n.
SLz,l es el valor de la pendiente en el l-e´simo bloque de la linealizacio´n.
h(z, z, L) es la funcio´n que devuelve el valor cuadra´tico de la variable z basado en los valores de z y L.
Cuando una variable z es linealizada, usando la aproximacio´n por tramos, debe aplicarse un grupo
de restricciones que definan la funcio´n de linealizacio´n, de acuerdo a la figura 3.11, como se muestra
a continuacio´n:
h (z, z, L) =
L∑
l=1
SLz,l∆z,l (3.50)
z = z+ − z− (3.51)
z+ + z− =
L∑
l=1
∆z,l (3.52)
0 ≤ ∆z,l ≤ z/L (3.53)
SLz,l = (2l − 1) z/L (3.54)
z+, z− ≥ 0 (3.55)
Respecto a las ecuaciones que rigen el comportamiento de la linealizacio´n se pueden hacer los
siguientes comentarios:
Se debe discretizar la variable z en partes iguales de acuerdo al nu´mero de divisiones (L), las
cuales reciben el nombre de bloque, y a cada bloque se le debe asignar una variable (∆z,l) que
representa una porcio´n del flujo de potencia de la variable z.
La ecuacio´n 3.50 calcula el valor cuadra´tico de forma aproximada de la variable z mediante
la multiplicacio´n de las pendientes y el valor de cada una de las variables de cada bloque de
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divisio´n.
Las ecuaciones 3.51, 3.52 y 3.55 modelan el valor de |z| con ayuda de las variables auxiliares.
Puede observarse que el te´rmino
∑L
l=1 ∆z,l calcula el valor |z|.
No´tese que la variable z representa una variable de flujo que puede asumir un valor negativo
en caso de que el flujo sea en el sentido contrario al definido. De esta forma, en la figura
3.11 so´lo aparece representado el primer cuadrante del eje cartesiano, y no se representa el
segundo cuadrante debido a que la aproximacio´n del valor cuadra´tico debe tener un valor
positivo sin importar el sentido del flujo. Entonces la variable z+ determina |z| cuando la
variable z es positiva y la variable z− determina |z| cuando la variable z es negativa. Con
esta representacio´n, se logra definir el comportamiento en los dos cuadrantes mediante la
combinacio´n de las ecuaciones 3.51, 3.52 y 3.55.
Todas las divisiones se asumen de la misma longitud, por lo tanto, las variables que representan
cada bloque de divisio´n tiene el mismo valor ma´ximo permitido (ecuacio´n 3.53).
La ecuacio´n 3.54 permite calcular el valor de cada pendiente en cada divisio´n.
Una gran limitacio´n de la forma como se modelan las pe´rdidas (linealizacio´n por tramos), es el
nu´mero de segmentos en que se divide el intervalo a linealizar. Al utilizar un nu´mero de 10 o ma´s
secciones (como se observara en resultados), el tiempo de co´mputo aumenta drama´ticamente y
empeora cuando se incluye al estudio ana´lisis de contingencias. Esta caracter´ıstica se convierte en
una limitacio´n y hace que quienes usan esta te´cnica en la literatura usen normalmente 5 segmentos
o tramos como ma´ximo. Este aspecto incentiva a crear nuevas formas de linealizar ma´s eficientes.
3.4.4. Modelo no lineal entero mixto considerando l´ıneas HVAC, HVDC y
pe´rdidas
As´ı como existe un modelo tradicional (no lineal entero mixto, 3.1–3.11) para representar el
planeamiento de la transmisio´n sin pe´rdidas y considerando u´nicamente opciones de adicio´n de l´ıneas
HVAC, tambie´n, y de acuerdo a los modelos anteriores, se puede plantear un modelo matema´tico
no lineal entero mixto que considere pe´rdidas y opciones de inversio´n en l´ıneas HVDC, adema´s de
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las opciones de inversio´n en circuitos HVAC. En este trabajo se desarrollo´ el modelo matema´tico
mostrado en 3.56–3.74 basado en el modelo de l´ınea de la figura 3.12, el cual puede ser representado
tambie´n a trave´s de una versio´n lineal. Este modelo se presenta en (Dominguez et al., 2016).
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𝑓𝑖𝑗
𝑑𝑐 
Figura 3.12: Modelo de l´ınea para representacio´n del tipo PNLEM con pe´rdidas y l´ıneas HVDC
Las variables, para´metros y conjuntos se definen en la tabla 3.5. Algunos te´rminos ya fueron
definidos previamente y no se incluyen.
Tabla 3.5: Variables, para´metros y conjuntos en el modelo de PNLEM considerando pe´rdidas y opciones de l´ıneas
HVDC.
Nomenclatura Definicio´n
β para´metro para calcular el valor presente de las pe´rdidas.
racij resistencia de una l´ınea HVAC en el corredor i-j.
σacij variable binaria auxiliar usada en el ca´lculo de las pe´rdidas en el corredor i–j HVAC.
Ωdc conjunto de los corredores HVDC de transmisio´n (existentes y candidatos).
σdcij variable binaria auxiliar usada en el ca´lculo de las pe´rdidas en el corredor i–j HVDC.
cdcij costo de adicionar una l´ınea HVDC en el corredor i–j (c
dc
ij = costo l´ınea + convertidores).
ndcij variable que representa el nu´mero de l´ıneas HVDC adicionadas en el corredor i–j.
ndc,oij nu´mero de l´ıneas HVDC existentes en el corredor i–j en la red inicial.
rdcij resistencia de una l´ınea HVDC en el corredor i-j.
fdcij flujo total en la(s) l´ıneas HVDC en el corredor i–j.
ndcij nu´mero de l´ıneas HVDC que pueden ser adicionadas en el corredor i–j.
Sb potencia base.
Ce costo de energ´ıa (USD/MWh).
∆T , T tiempo de operacio´n anual (horas) y tiempo del horizonte de planeamiento (an˜os).
λ, α factor de carga y tasa de descuento anual.
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mı´n v =
∑
(i,j)∈Ωac
cacij nacij + β racij(
nac,oij + n
ac
ij +
(
1− σacij
)) (facij )2
+
∑
(i,j)∈Ωdc
cdcij ndcij + β rdcij(
ndc,oij + n
dc
ij +
(
1− σdcij
)) (fdcij )2
 (3.56)
s.a.
∑
(k,i)∈Ωac
facki −
∑
(i,j)∈Ωac
facij + racij(
nac,oij + n
ac
ij +
(
1− σacij
)) (facij )2

+
∑
(k,i)∈Ωdc
fdcki −
∑
(i,j)∈Ωdc
fdcij + rdcij(
ndc,oij + n
dc
ij +
(
1− σdcij
)) (fdcij )2
+ gi = di ∀i ∈ ΩB (3.57)
xijf
ac
ij −
(
nac,oij + n
ac
ij
)
(θi − θj) = 0 ∀(i, j) ∈ Ωac (3.58)∣∣facij ∣∣+ racij(
nac,oij + n
ac
ij +
(
1− σacij
)) (facij )2 ≤ (nac,oij + nacij ) facij ∀(i, j) ∈ Ωac (3.59)
∣∣∣fdcij ∣∣∣+ rdcij(
ndc,oij + n
dc
ij +
(
1− σdcij
)) (fdcij )2 ≤ (ndc,oij + ndcij ) fdcij ∀(i, j) ∈ Ωdc (3.60)
0 ≤ nacij ≤ nacij ∀(i, j) ∈ Ωac (3.61)
0 ≤ ndcij ≤ ndcij ∀(i, j) ∈ Ωdc (3.62)
− θ ≤ θi ≤ θ ∀i ∈ ΩB (3.63)
θm = 0 m = slack, m ∈ ΩB (3.64)
− gi ≤ gi ≤ gi ∀i ∈ ΩB (3.65)
σacij ≤ nac,oij + nacij ∀(i, j) ∈ Ωac (3.66)
σdcij ≤ ndc,oij + ndcij ∀(i, j) ∈ Ωdc (3.67)
σacij ≥
nac,oij + n
ac
ij
nac,oij + n
ac
ij
∀(i, j) ∈ Ωac (3.68)
σdcij ≥
ndc,oij + n
dc
ij
ndc,oij + n
dc
ij
∀(i, j) ∈ Ωdc (3.69)
nacij ∀(i, j) ∈ Ωac Entero (3.70)
ndcij ∀(i, j) ∈ Ωdc Entero (3.71)
σacij ∈ {0, 1} ∀(i, j) ∈ Ωac (3.72)
67
σdcij ∈ {0, 1} ∀(i, j) ∈ Ωdc (3.73)
β =
[
Sb × λ× Ce ×∆T
106
] [
(1 + α)T − 1
α (1 + α)T
]
(3.74)
La no linealidad del modelo matema´tico aparece por las siguientes razones: flujos de potencia que
aparecen al cuadrado, variables binarias en el denominador de algunas restricciones, en la funcio´n
objetivo (3.56) y en las restricciones 3.57, 3.59 y 3.60, y porque aparece la multiplicacio´n de variables
enteras con continuas (3.58).
Para comprender la filosof´ıa del modelo se pueden hacer los siguientes comentarios:
3.56 representa la funcio´n objetivo que calcula el costo de inversio´n en l´ıneas de transmisio´n
HVAC y HVDC y el costo de las pe´rdidas te´cnicas. 3.57 representa el balance de potencia,
incluyendo pe´rdidas y l´ıneas HVDC. 3.58 representa la segunda ley de Kirchhoff para la red
HVAC. 3.59 representa la relacio´n entre flujo de potencia, pe´rdidas y capacidad de la l´ınea
(HVAC).
3.60 representa la relacio´n entre flujo de potencia, pe´rdidas y capacidad de la l´ınea (HVDC).
Donde, las l´ıneas HVDC han sido modeladas de acuerdo a las siguientes caracter´ısticas: a)
no existe dependencia entre la abertura angular existente en los nodos del sistema AC, a los
que se conecta la l´ınea HVDC, y el flujo de potencia activa de esta l´ınea; b) La solucio´n
del problema determina la direccio´n y la magnitud del flujo de potencia activa por las l´ıneas
HVDC. Esto incrementa el nu´mero de variables continuas y binarias del modelo propuesto; c)
el costo cdcij de la l´ınea HVDC incluye tanto el costo de la l´ınea (monopolar o bipolar) como
el costo de los convertidores.
3.61–3.65 y 3.70–3.73 representan l´ımites de adicio´n de l´ıneas (HVAC y HVDC), restricciones
de a´ngulo y de generacio´n, y las variables enteras y binarias.
El modelo considera al menos una opcio´n de inversio´n candidata en cada corredor tanto para
l´ıneas HVAC o HVDC, es decir que nacij y n
dc
ij para cada corredor es mayor o igual a 1. Esto
evita problemas de divisio´n por cero en algunas restricciones. Lo anterior no implica que deba
hacerse la inversio´n.
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No´tese que el te´rmino
nac,oij +n
ac
ij
nac,oij +n
ac
ij
, en 3.68, puede tomar valores en el rango [0, 1]. Es cero cuando
no existe ninguna l´ınea en el corredor y no se adicionan l´ıneas. El te´rmino es igual a uno cuando
nacij toma el valor de n
ac
ij . Por ultimo, el te´rmino esta en el rango (0, 1) (diferente de cero y
diferente de uno) en los otros posibles casos que puedan ocurrir con los valores de nac,oij y n
ac
ij .
Recordando que la variable nacij puede tomar como ma´ximo el valor de n
ac
ij . En conclusio´n,
para los casos anteriores, cuando el te´rmino
nac,oij +n
ac
ij
nac,oij +n
ac
ij
tenga un valor mayor a cero quiere decir
que existe al menos un circuito o se adiciono´ al menos un circuito y la variable binaria σacij es
igual a uno.
El te´rmino de la funcio´n objetivo
racij
(nac,oij +nacij +(1−σacij ))
contiene la variable σacij con el fin de
calcular la resistencia equivalente en el corredor i–j lo que incluye los circuitos nuevos y
los existentes. σacij vale uno cuando existe al menos un elemento (nuevo o existente) en el
corredor. σacij es cero si no existen circuitos en el corredor (nuevos ni existentes). En este caso
no se calcula la resistencia equivalente y se asigna a la resistencia el valor de un so´lo circuito.
El ca´lculo de las pe´rdidas no se afecta porque el flujo de potencia para el corredor i–j, en este
caso, es cero de acuerdo con 3.59.
La restriccio´n 3.66 asigna a la variable σacij el valor cero cuando no existen circuitos nuevos ni
existentes en el corredor i–j.
En la restriccio´n de balance de potencia tambie´n se debe calcular la resistencia equivalente.
No´tese que las pe´rdidas entran como nueva demanda en el sistema.
Las restricciones asociadas al ca´lculo de la resistencia equivalente para enlaces HVDC
funcionan de igual forma que en el caso de los corredores HVAC.
El ca´lculo del valor de las pe´rdidas asume que las inversiones operan durante todo el
horizonte de planeamiento (planeamiento esta´tico). En consecuencia, el costo de pe´rdidas
(CP ) corresponde al costo de las pe´rdidas acumuladas durante los an˜os considerados para
el ana´lisis. Si el horizonte de planeamiento se divide en intervalos de tiempo, estos valores
por intervalo deben llevarse al an˜o cero en valor presente (figura 3.13). En esta figura CL
representa el costo de inversio´n. No´tese que la inversio´n se ejecuta en el an˜o cero con base en
la demanda del an˜o T . De esta forma, el sistema permanece inalterado durante ese periodo de
tiempo donde, al final del periodo, sera necesario otro estudio de planeamiento para pronosticar
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el sistema que debe ser construido de acuerdo a los nuevos escenarios futuros de demanda.
Para las inversiones realizadas en el horizonte de planeamiento T , se considera que el valor
de pe´rdidas, en unidades de energ´ıa, es el mismo para cada an˜o. Sin embargo, su costo es
diferente a trave´s del tiempo y, el costo asociado a cada an˜o, debe ser llevado a valor presente.
Esta forma de representar el problema de operacio´n tiene el supuesto de que una vez realizada
la inversio´n la etapa de operacio´n comparte el mismo periodo de tiempo (o es considerada
la operacio´n al mismo tiempo en que se hace la inversio´n) como en (Escobar, 2002). En el
caso multietapa lo´gicamente las pe´rdidas cambian de acuerdo al periodo analizado porque la
demanda var´ıa. Esto sera´ considerado en el modelo de mu´ltiples etapas.
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Figura 3.13: L´ınea del tiempo en planeamiento esta´tico con pe´rdidas
De esta forma, y de acuerdo a la figura 3.13, las siguientes relaciones clarifican la ecuacio´n
3.74:
CPt =
[
Sb × λ× Ce ×∆T ×
∑
(r × f2)
106 × (1 + αt)
]
(3.75)[
(1 + α)T − 1
α (1 + α)T
]
=
T∑
t=1
[
1
(1 + αt)
]
(3.76)
CP = CP1 + CP2 + · · ·+ CPT =
T∑
t=1
CPt =[
Sb × λ× Ce ×∆T ×
∑
(r × f2)
106
]
×
[
(1 + α)T − 1
α (1 + α)T
]
(3.77)
Donde r y f representan la resistencia y el flujo de potencia activa de los circuitos HVAC
o HVDC. La relacio´n Sb × λ × Ce × ∆T ×
∑
(r × f2) permite determinar el costo de las
pe´rdidas para un an˜o de operacio´n (de acuerdo al factor de carga, las horas de operacio´n de
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la red en un an˜o y el costo de la energ´ıa). El factor de carga permite hacer una correccio´n
de las pe´rdidas asumiendo una curva de demanda diaria t´ıpica para el sistema estudiado. La
expresio´n
[
(1+α)T−1
α(1+α)T
]
determina de forma generalizada la suma de los valores presentes de los
costos anualizados hasta el an˜o T (Ross et al., 2010). As´ı, de forma generalizada el costo de
las pe´rdidas en circuitos HVAC y HVDC puede ser observado en 3.56 y depende de 3.74. El
factor 106 es para homogeneizar la funcio´n objetivo y llevar el costo de pe´rdidas a millones
de dolares. Se usa en general precios en millones de dolares ya que en la literatura todos los
costos de l´ıneas y convertidores vienen dados en estas unidades.
Las pe´rdidas para un circuito i–j so´lo son incluidas en el lado del nodo de env´ıo (nodo i), por
causa de la complejidad asociada a la representacio´n exacta de las pe´rdidas. Esto representa
una mejora respecto a otros me´todos existentes. Otras formas usadas para calcularlas, como el
procedimiento que usa dos flujos de carga DC consecutivos y reparte en los nodos contiguos a
la l´ınea las pe´rdidas calculadas a partir del flujo de la l´ınea obtenido en la primera iteracio´n y
usa una expresio´n aproximada para evaluar las pe´rdidas, presentan un mayor error. Estos casos
usan flujos de carga DC convencionales que no minimizan pe´rdidas en la funcio´n objetivo ni
las incluyen en las restricciones, y producen valores de flujos de carga con mayor error respecto
a los del flujo de carga acoplado, que los que aparecen en este trabajo.
3.4.5. Modelo disyuntivo tradicional mejorado con pe´rdidas y opciones de
inversio´n HVDC
En la seccio´n anterior (3.4.4) se presento´ un modelo no lineal que tiene en cuenta las pe´rdidas. En
este apartado, al modelo disyuntivo tradicional mejorado que aparece en 3.12–3.24 se le incorporan
las pe´rdidas te´cnicas de acuerdo a lo tratado en la seccio´n 3.4.4. En consecuencia, el modelo de
PLEM se convierte en un modelo de PNLEM. Para obtener un modelo lineal con pe´rdidas se aplica el
me´todo presentado en la seccio´n 3.4.3. Los para´metros, variables y conjuntos utilizados en el modelo
se muestran en la tabla 3.6. No se incluyen algunos te´rminos porque ya fueron definidos previamente.
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Tabla 3.6: Variables, para´metros y conjuntos en el modelo disyuntivo tradicional mejorado considerando pe´rdidas y
l´ıneas HVDC.
Nomenclatura Definicio´n
wdcij variable binaria que indica si la opcio´n de l´ınea y (HVDC) ha sido construida en el
corredor i–j
Y dc conjunto de opciones de construccio´n de l´ıneas HVDC∣∣Y dc∣∣ cardinalidad del conjunto Y dc
fdc,oij flujo total en el corredor i− j en la red base (HVDC)
fdcij,y flujo en la opcio´n de l´ınea y en el corredor i− j en la red candidata (HVDC)
req,ac,oij resistencia equivalente en el corredor i− j para los circuitos de la red base - HVAC
req,dc,oij resistencia equivalente en el corredor i− j para los circuitos de la red base - HVDC
racij,y resistencia de una l´ınea HVAC en el corredor i− j
rdcij,y resistencia de una l´ınea HVDC en el corredor i− j
fac,o,sqrij variable que representa el valor de
(
fac,oij
)2
en la linealizacio´n
fdc,o,sqrij variable que representa el valor de
(
fdc,oij
)2
en la linealizacio´n
fac,sqrij,y variable que representa el valor de
(
facij,y
)2
en la linealizacio´n
fdc,sqrij,y variable que representa el valor de
(
fdcij,y
)2
en la linealizacio´n
f+,ac,oij y f
−,ac,o
ij variables auxiliares para representar
∣∣fac,oij ∣∣
f+,dc,oij y f
−,dc,o
ij variables auxiliares para representar
∣∣∣fdc,oij ∣∣∣
f+,acij,y y f
−,ac
ij,y variables auxiliares para representar
∣∣facij,y∣∣
f+,dcij,y y f
−,dc
ij,y variables auxiliares para representar
∣∣fdcij,y∣∣
∆ac,oij,l es la variable que representa la cantidad de potencia utilizada en el l-e´simo bloque en la
linealizacio´n de
(
fac,oij
)2
∆dc,oij,l es la variable que representa la cantidad de potencia utilizada en el l-e´simo bloque en la
linealizacio´n de
(
fdc,oij
)2
∆acij,y,l es la variable que representa la cantidad de potencia utilizada en el l-e´simo bloque en la
linealizacio´n de
(
facij,y
)2
∆dcij,y,l es la variable que representa la cantidad de potencia utilizada en el l-e´simo bloque en la
linealizacio´n de
(
fdcij,y
)2
Slac,oij,l es el valor de la pendiente en el l-e´simo bloque en la linealizacio´n de
(
fac,oij
)2
Sldc,oij,l es el valor de la pendiente en el l-e´simo bloque en la linealizacio´n de
(
fdc,oij
)2
Slacij,y,l es el valor de la pendiente en el l-e´simo bloque en la linealizacio´n de
(
facij,y
)2
Sldcij,y,l es el valor de la pendiente en el l-e´simo bloque en la linealizacio´n de
(
fdcij,y
)2
El modelo de PNLEM adaptado del modelo disyuntivo tradicional mejorado se muestra a
72
continuacio´n. Inicialmente se define la funcio´n objetivo y sus componentes:
mı´n v = CL+ CP (3.78)
CL =
∑
(ij)∈Ωac
|Y ac|∑
y=1
cacij w
ac
ij,y +
∑
(ij)∈Ωdc
|Y dc|∑
y=1
cdcijw
dc
ij,y (3.79)
CP =
[
(1 + α)T − 1
α (1 + α)T
]
×
[
Sb × λ× Ce ×∆T
106
]
× [Pe] (3.80)
Pe =
∑
(ij)∈Ωac
req,ac,oij (fac,oij )2 + |Y
ac|∑
y=1
(
racij,y
(
facij,y
)2)+
∑
(ij)∈Ωdc
req,dc,oij (fdc,oij )2 + |Y
dc|∑
y=1
(
rdcij,y
(
fdcij,y
)2) (3.81)
En el modelo anterior: CL es el costo de los circuitos, CP el costo de las pe´rdidas y Pe calcula las
pe´rdidas. No´tese que el modelo de l´ınea utilizado, segu´n la funcio´n objetivo, es como se muestra en
la figura 3.14.
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Figura 3.14: Modelo de circuitos HVAC y HVDC para ana´lisis de modelo disyuntivo tradicional mejorado con pe´rdidas
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Se evidencia que en un corredor i–j se pueden tener circuitos HVAC y HVDC operando en paralelo.
Las restricciones, asociadas a la figura anterior, se muestran a continuacio´n:
∑
(ki)∈Ωac
fac,oki + |Y
ac|∑
y=1
facki,y
+ ∑
(ki)∈Ωdc
fdc,oki + |Y
dc|∑
y=1
fdcki,y

−
∑
(ij)∈Ωac
fac,oij + req,ac,oij (fac,oij )2 + |Y
ac|∑
y=1
(
facij,y + r
ac
ij,y
(
facij,y
)2)
−
∑
(ij)∈Ωdc
fdc,oij + req,dc,oij (fdc,oij )2 + |Y
dc|∑
y=1
(
fdcij,y + r
dc
ij,y
(
fdcij,y
)2)
+ gi = di ∀i ∈ ΩB (3.82)
fac,oij −
nac,oij (θi − θj)
xij
= 0 ∀(i, j) ∈ Ωac (3.83)∣∣xijfacij,y − (θi − θj)∣∣ ≤ 2θ(1− wacij,y) ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.84)∣∣∣fac,oij ∣∣∣+ req,ac,oij (fac,oij )2 ≤ nac,oij facij ∀(i, j) ∈ Ωac (3.85)∣∣facij,y∣∣+ racij,y (facij,y)2 ≤ wacij,yfacij ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.86)
|Y ac|∑
y=1
wacij,y ≤ nacij ∀(i, j) ∈ Ωac (3.87)
wacij,y ≤ wacij,y−1 ∀(i, j) ∈ Ωac, y = 2.. |Y ac| (3.88)∣∣∣fdc,oij ∣∣∣+ req,dc,oij (fdc,oij )2 ≤ ndc,oij fdcij ∀(i, j) ∈ Ωdc (3.89)∣∣∣fdcij,y∣∣∣+ rdcij,y (fdcij,y)2 ≤ wdcij,yfdcij ∀(i, j) ∈ Ωdc, y = 1.. ∣∣∣Y dc∣∣∣ (3.90)
|Y dc|∑
y=1
wdcij,y ≤ ndcij ∀(i, j) ∈ Ωdc (3.91)
wdcij,y ≤ wdcij,y−1 ∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ (3.92)
− θ ≤ θi ≤ θ ∀i ∈ ΩB (3.93)
θm = 0 m = slack, m ∈ ΩB (3.94)
0 ≤ gi ≤ gi ∀i ∈ ΩB (3.95)
wacij,y y w
dc
ij,y ∈ {0, 1} (3.96)
fac,oij , f
ac
ij,y, f
dc,o
ij , f
dc
ij,y, θi, gi Variables continuas (3.97)
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La restriccio´n 3.82 define el balance de potencia e incluye las pe´rdidas como nueva demanda y resulta
no lineal. En 3.83 y 3.84 se define la segunda ley de Kirchhoff para circuitos HVAC existentes y no
existentes. En 3.85 y 3.86 se define la relacio´n flujo de potencia, pe´rdidas y capacidad de potencia
de los circuitos HVAC existentes y no existentes. En 3.87 se limita el nu´mero de circuitos HVAC a
adicionar. En 3.88 se elimina la simetr´ıa existente entre las opciones de inversio´n de circuitos HVAC.
3.89 y 3.90 definen la relacio´n entre el flujo de potencia, pe´rdidas y la capacidad de potencia de las
l´ıneas HVDC; 3.91 define el l´ımite de inversiones de las opciones HVDC, y 3.92, define el orden de
seleccio´n de estas l´ıneas. Las dema´s restricciones definen l´ımites para las variables.
En el modelo las siguientes restricciones son no lineales debido a sus te´rminos cuadra´ticos: 3.81,
3.82, 3.85, 3.86, 3.89 y 3.90. Estas restricciones son reemplazadas por otras restricciones lineales
usando la informacio´n de la tabla 3.6, de la siguiente forma:
Pe =
∑
(ij)∈Ωac
req,ac,oij fac,o,sqrij + |Y
ac|∑
y=1
(
racij,yf
ac,sqr
ij,y
)+
∑
(ij)∈Ωdc
req,dc,oij fdc,o,sqrij + |Y
dc|∑
y=1
(
rdcij,yf
dc,sqr
ij,y
) (3.98)
∑
(ki)∈Ωac
fac,oki + |Y
ac|∑
y=1
facki,y
+ ∑
(ki)∈Ωdc
fdc,oki + |Y
dc|∑
y=1
fdcki,y

−
∑
(ij)∈Ωac
fac,oij + req,ac,oij fac,o,sqrij + |Y
ac|∑
y=1
(
facij,y + r
ac
ij,yf
ac,sqr
ij,y
)
−
∑
(ij)∈Ωdc
fdc,oij + req,dc,oij fdc,o,sqrij + |Y
dc|∑
y=1
(
fdcij,y + r
dc
ij,yf
dc,sqr
ij,y
)
+ gi = di ∀i ∈ ΩB (3.99)∣∣∣fac,oij ∣∣∣+ req,ac,oij fac,o,sqrij ≤ nac,oij facij ∀(i, j) ∈ Ωac (3.100)∣∣facij,y∣∣+ racij,yfac,sqrij,y ≤ wacij,yfacij ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.101)∣∣∣fdc,oij ∣∣∣+ req,dc,oij fdc,o,sqrij ≤ ndc,oij fdcij ∀(i, j) ∈ Ωdc (3.102)∣∣∣fdcij,y∣∣∣+ rdcij,yfdc,sqrij,y ≤ wdcij,yfdcij ∀(i, j) ∈ Ωdc, y = 1.. ∣∣∣Y dc∣∣∣ (3.103)
Con las restricciones anteriores en forma lineal, se definen las ecuaciones que representan el ca´lculo
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de cada variable que representa el flujo de potencia al cuadrado. De esta forma, se debe utilizar el
modelo de restricciones para linealizacio´n de variables cuadra´ticas definido en la seccio´n 3.4.3. Para
la variable fac,o,sqrij se tiene el siguiente conjunto de restricciones que son an˜adidas al modelo:
fac,o,sqrij =
L∑
l=1
Slac,oij,l ∆
ac,o
ij,l ∀(i, j) ∈ Ωac (3.104)
fac,oij = f
+,ac,o
ij − f−,ac,oij ∀(i, j) ∈ Ωac (3.105)
f+,ac,oij + f
−,ac,o
ij =
L∑
l=1
∆ac,oij,l ∀(i, j) ∈ Ωac (3.106)
0 ≤ ∆ac,oij,l ≤ nac,oij f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L (3.107)
Slac,oij,l = (2l − 1)nac,oij f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L (3.108)
f+,ac,oij y f
−,ac,o
ij ≥ 0 ∀(i, j) ∈ Ωac (3.109)
fac,o,sqrij Variables continuas (3.110)
Con el anterior conjunto de restricciones, la variable fac,oij al cuadrado queda representada a trave´s
de fac,o,sqrij . No´tese que para representar el flujo al cuadrado existen L variables asociadas a ∆
ac,o
ij,l
para un corredor i–j. Lo anterior tambie´n influye en el ca´lculo de las pendientes (Slac,oij,l ). Por otra
parte, se observa que so´lo son necesarias dos variables auxiliares por corredor (f+,ac,oij y f
−,ac,o
ij ).
Ahora para la variable fac,sqrij,y , se an˜ade el siguiente conjunto de restricciones:
fac,sqrij,y =
L∑
l=1
Slacij,y,l∆
ac
ij,y,l ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.111)
facij,y = f
+,ac
ij,y − f−,acij,y ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.112)
f+,acij,y + f
−,ac
ij,y =
L∑
l=1
∆acij,y,l ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.113)
0 ≤ ∆acij,y,l ≤ facij /L ∀(i, j) ∈ Ωac, l = 1..L, y = 1.. |Y ac| (3.114)
Slacij,y,l = (2l − 1)facij /L ∀(i, j) ∈ Ωac, l = 1..L, y = 1.. |Y ac| (3.115)
f+,acij,y y f
−,ac
ij,y ≥ 0 ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.116)
fac,sqrij,y Variables continuas (3.117)
En el caso anterior, no´tese que para representar el flujo al cuadrado existen Lx|Y ac| variables
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asociadas a ∆acij,y,l para cada corredor i–j. Esto tambie´n influye en el ca´lculo de las pendientes
(Slacij,y,l). Por u´ltimo, a diferencia que con el flujo de potencia en la red existente donde solo son
necesarias dos variables auxiliares, en este u´ltimo caso se necesitan 2x|Y ac| variables auxiliares
en cada corredor i–j, ya que cada circuito que se adicionada tiene asociada una variable de flujo
diferente.
Para las variables asociadas a los flujos por la red HVDC el comportamiento es similar a las
ecuaciones mostradas para la red HVDC existente y no existente. De esta forma, para la variable
fdc,o,sqrij se tiene el siguiente conjunto de restricciones que son an˜adidas al modelo:
fdc,o,sqrij =
L∑
l=1
Sldc,oij,l ∆
dc,o
ij,l ∀(i, j) ∈ Ωdc (3.118)
fdc,oij = f
+,dc,o
ij − f−,dc,oij ∀(i, j) ∈ Ωdc (3.119)
f+,dc,oij + f
−,dc,o
ij =
L∑
l=1
∆dc,oij,l ∀(i, j) ∈ Ωdc (3.120)
0 ≤ ∆dc,oij,l ≤ ndc,oij f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L (3.121)
Sldc,oij,l = (2l − 1)ndc,oij f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L (3.122)
f+,dc,oij y f
−,dc,o
ij ≥ 0 ∀(i, j) ∈ Ωdc (3.123)
fdc,o,sqrij Variables continuas (3.124)
Finalmente, las restricciones que completan el modelo son para la variable fdc,sqrij,y :
fdc,sqrij,y =
L∑
l=1
Sldcij,y,l∆
dc
ij,y,l ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ (3.125)
fdcij,y = f
+,dc
ij,y − f−,dcij,y ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ (3.126)
f+,dcij,y + f
−,dc
ij,y =
L∑
l=1
∆dcij,y,l ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ (3.127)
0 ≤ ∆dcij,y,l ≤ fdcij /L ∀(i, j) ∈ Ωdc, l = 1..L, y = 1..
∣∣∣Y dc∣∣∣ (3.128)
Sldcij,y,l = (2l − 1)fdcij /L ∀(i, j) ∈ Ωdc, l = 1..L, y = 1..
∣∣∣Y dc∣∣∣ (3.129)
f+,dcij,y y f
−,dc
ij,y ≥ 0 ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ (3.130)
fdc,sqrij,y Variables continuas (3.131)
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As´ı, el modelo completo y del tipo de PLEM esta constituido por las ecuaciones 3.78–3.80, 3.83–3.84,
3.87–3.88 y 3.91–3.131.
3.4.6. Modelo lineal disyuntivo reducido con pe´rdidas y opciones HVDC
En esta seccio´n se define el modelo lineal disyuntivo reducido planteado en la seccio´n 3.3. Este
modelo tiene varias semejanzas con el planteado en la seccio´n anterior (inclusive varias restricciones
se presentan de la misma forma), la diferencia es que las variables binarias son empleadas para
adicionar 2y−1 l´ıneas tanto en opciones HVAC como HVDC. La representacio´n de las pe´rdidas y
la linealizacio´n son de la misma forma respecto a la seccio´n anterior. De esta forma, las variables
para´metros y conjuntos ya fueron definidos anteriormente. El modelo de la seccio´n anterior puede
ser reescrito para adicionar 2y−1 o lo que es lo mismo: incluir las pe´rdidas en el modelo de la seccio´n
3.3. En este caso no es necesario incluir una figura con el modelo de adicio´n de circuitos, ya que
es el mismo utilizado en la figura 3.4 tanto para las opciones HVAC como HVDC. Dado que el
modelo que se propone en este apartado comparte caracter´ısticas similares de construccio´n con el
de la seccio´n anterior (3.4.5), no es necesario reescribir algunas ecuaciones, entonces, a continuacio´n
se presentan las restricciones que son diferentes al modelo anterior y se citan las que son iguales. El
modelo que se propone en este trabajo de acuerdo a este apartado es presentado formalmente en
(Dominguez et al., 2016).
Las ecuaciones que son iguales cuando se comparan el modelo disyuntivo reducido con el modelo
definido en la seccio´n 3.4.5 y que no son necesarias reescribir (debido a que son comunes) son todas
aquellas ecuaciones donde no influye el te´rmino 2y−1 y que ya esta´n en las expresiones lineales, son
las siguientes:
1. Ecuacio´n donde se definen los te´rminos que componen la funcio´n objetivo: 3.78.
2. Ecuaciones que componen el costo de pe´rdidas: 3.80 y 3.98.
3. Restriccio´n de balance de potencia: 3.99.
4. Restriccio´n de segunda ley de Kirchhoff en circuitos existentes: 3.83.
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5. Restriccio´n que relaciona flujo de potencia, pe´rdidas y l´ımite ma´ximo de potencia en los
circuitos existentes HVAC y HVDC: 3.100 y 3.102.
6. L´ımites de abertura angular, generacio´n y dominio de variables: 3.93–3.97. Estos no influyen
en el modelo de l´ınea utilizado.
7. Respecto a la linealizacio´n de flujos de potencia en los circuitos existentes HVAC (fac,o,sqrij )
o HVDC (fdc,o,sqrij ), estas linealizaciones no var´ıan respecto a 2
y−1 entonces se presentan de
igual forma: 3.104–3.110 y 3.118–3.124.
8. Algunas restricciones de la linealizacio´n de fac,sqrij,y se mantienen: 3.111–3.113 y 3.116–3.117.
Las restantes ecuaciones var´ıan respecto a 2y−1 y se presentan despue´s.
9. Algunas restricciones de la linealizacio´n de fdc,sqrij,y se mantienen: 3.125–3.127 y 3.130–3.131.
Las restantes ecuaciones var´ıan respecto a 2y−1 y se presentan despue´s.
Ba´sicamente, la mayor´ıa de ecuaciones citadas anteriormente no es necesario re-disen˜arlas debido a
que:
Las variables de flujo en la red base en ambas versiones de modelo disyuntivo con su esquema
de adicio´n de circuitos representan el flujo total en la red base.
Las variables de flujo de potencia para circuitos nuevos representan el flujo total a trave´s de
la opcio´n de l´ınea y tanto en el modelo disyuntivo tradicional mejorado como para el modelo
disyuntivo reducido. Recue´rdese que la opcio´n de l´ınea y dependiendo del modelo utilizado
introduce uno o 2y−1 circuitos.
Las restricciones donde influye el te´rmino 2y−1 son las que se muestran a continuacio´n:
CL =
∑
(ij)∈Ωac
|Y ac|∑
y=1
2y−1cacij w
ac
ij,y +
∑
(ij)∈Ωdc
|Y dc|∑
y=1
2y−1cdcijw
dc
ij,y (3.132)∣∣∣∣xijfacij,y2y−1 − (θi − θj)
∣∣∣∣ ≤ 2θ(1− wacij,y) ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.133)∣∣facij,y∣∣+ racij,yfac,sqrij,y ≤ 2y−1wacij,yfacij ∀(i, j) ∈ Ωac, y = 1.. |Y ac| (3.134)
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∣∣∣fdcij,y∣∣∣+ rdcij,yfdc,sqrij,y ≤ 2y−1wdcij,yfdcij ∀(i, j) ∈ Ωdc, y = 1.. ∣∣∣Y dc∣∣∣ (3.135)
|Y ac|∑
y=1
2y−1wacij,y ≤ nacij ∀(i, j) ∈ Ωac (3.136)
|Y dc|∑
y=1
2y−1wdcij,y ≤ ndcij ∀(i, j) ∈ Ωdc (3.137)
0 ≤ ∆acij,y,l ≤ 2y−1facij /L ∀(i, j) ∈ Ωac, l = 1..L, y = 1.. |Y ac| (3.138)
Slacij,y,l = (2l − 1)2y−1facij /L ∀(i, j) ∈ Ωac, l = 1..L, y = 1.. |Y ac| (3.139)
0 ≤ ∆dcij,y,l ≤ 2y−1fdcij /L ∀(i, j) ∈ Ωdc, l = 1..L, y = 1..
∣∣∣Y dc∣∣∣ (3.140)
Sldcij,y,l = (2l − 1)2y−1fdcij /L ∀(i, j) ∈ Ωdc, l = 1..L, y = 1..
∣∣∣Y dc∣∣∣ (3.141)
Se observa de las ecuaciones anteriores que el te´rmino 2y−1 influye en restricciones donde el nu´mero
de circuitos interesa; por ejemplo en las restricciones que completan la linealizacio´n de los flujos
de potencia cuadra´ticos en l´ıneas HVAC y HVDC, 3.138–3.141, 2y−1 sirve para establecer l´ımites
ma´ximos y el valor de la pendiente de acuerdo al nu´mero de l´ıneas. En conclusio´n, el modelo lineal
disyuntivo reducido con pe´rdidas y l´ıneas HVDC esta conformado por todas las ecuaciones que son
comunes con el modelo disyuntivo tradicional mejorado con pe´rdidas y opciones HVDC (que se
citaron en esta seccio´n: lista enumerada desde el ı´tem 1 al 9), y las definidas en 3.132–3.141.
3.5. Modelo matema´tico que considera contingencias, pe´rdidas y
opciones de inversio´n HVDC
Cuando se consideran contingencias en un modelo matema´tico exacto deben definirse todos los
posibles estados operativos, ya que cada contingencia hace que la distribucio´n de los flujos de
potencia y el valor de generacio´n sea diferente en cada caso; teniendo en cuenta que para todos los
casos el conjunto solucio´n de circuitos HVAC y HVDC debe ser el mismo. Es entonces que aparece
un grupo de ecuaciones, en el modelo matema´tico, que define el estado de operacio´n normal en las
redes HVAC y HVDC, un grupo de ecuaciones que define el estado de la redes HVAC y HVDC
cuando ocurre una contingencia en un elemento HVAC, y un grupo de ecuaciones que define el
estado de la redes HVAC y HVDC cuando ocurre una contingencia en una l´ınea HVDC. En este
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trabajo, la operacio´n normal se identifica como Co, los casos de contingencia HVAC se agrupan en
el conjunto Cac y los casos de contingencia HVDC se agrupan en el conjunto Cdc, queriendo decir
que el modelo se construira´ para seleccionar las contingencias que se deseen (ninguna, un grupo o
todas las contingencias). El modelo propuesto se presenta formalmente en (Domı´nguez et al., 2017).
Para la construccio´n del modelo se definen dos matrices que sirven de guia´, a trave´s de los escenarios
de contingencia en las redes HVAC y HVDC. Las matrices creadas son NCac (para la red HVAC) y
NCdc (para la red HVDC) con dimensiones |Ωac|× |Cac| y |Ωdc|×
∣∣Cdc∣∣, respectivamente. Donde los
conjuntos Cac y Cdc contienen el grupo de contingencias seleccionadas y |·| indica la cardinalidad del
conjunto. La caracter´ıstica principal de ambas matrices es que las filas identifican los corredores y
las columnas los casos de contingencia. Luego, para su construccio´n, en las columnas solo la entrada
correspondiente al corredor donde se programa la contingencia tiene el valor de uno, mientras los
otros elementos son cero.
Para tener un modelo que establezca los estados operativos, se deben definir dos conjuntos de
operacio´n SIac y SIIac para la red HVAC, y dos conjuntos de operacio´n SIdc y SIIdc para la red
HVDC. Los anteriores conjuntos catalogan las contingencias y se cumple que (SIac, SIIac) ∈ Cac
y
(
SIdc, SIIdc
) ∈ Cdc. De esta forma, el conjunto SIac se identifica por contener las contingencias
que son realizadas sobre un corredor i–j donde existe al menos un circuito HVAC. La contingencia
se aplica sobre el circuito existente. El caso del conjunto SIIac, se identifica por contener las
contingencias que son realizadas sobre un corredor i–j donde no existen circuitos HVAC. En este
caso la contingencia actu´a sobre una propuesta de inversio´n adicionada. De otro lado, los conjuntos
SIdc y SIIdc se analizan de la misma forma que en el caso HVAC, pero para l´ıneas HVDC.
Respecto al modelo para contingencias, se usa el modelo disyuntivo tradicional mejorado. El motivo
es que al diferenciar entre las opciones de inversio´n sime´tricas para un corredor i–j, se puede obligar
a instalar primero la l´ınea que se encuentra bajo contingencia (y que en ese caso en particular no
contribuye en la operacio´n), luego si son necesarios ma´s circuitos entonces son adicionadas. En el caso
del modelo lineal disyuntivo reducido, debido a su esquema de adicio´n de circuitos (instala grupos
de circuitos, 2y−1), no es posible establecer un orden de instalacio´n entre las opciones y disponibles,
ya que por la naturaleza del modelo se puede activar indiferentemente una o ma´s opciones y que no
siguen un patro´n de inversio´n. Por otra parte, el caso del modelo disyuntivo tradicional mejorado
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hace que cada opcio´n y dependa de su opcio´n anterior y − 1 y con la caracter´ıstica que solo se
adiciona un circuito por opcio´n permitiendo un control de las ecuaciones como se mostrara´ ma´s
adelante en esta seccio´n.
En el modelo matema´tico que se definira´ en este cap´ıtulo, los para´metros y variables utilizados
tienen el sub-´ındice c indicando el caso operativo para el cual funcionan (c ∈ Co o c ∈ Cac o
c ∈ Cdc); por lo tanto, no se definira´n de nuevo ya que se establecieron en secciones anteriores, y se
da por entendido que el sub-´ındice c incrementa el nu´mero de variables y para´metros de acuerdo a
los estados operativos.
En el caso de las l´ıneas HVDC se introduce la particularidad de que puedan ser monopolares o
bipolares desde el punto de vista de la confiabilidad. Para tal efecto, se define un nuevo para´metro
denominado pe´rdida de capacidad de l´ınea, LCdcij , que si es igual a uno para el corredor i–j entonces
las l´ıneas son monopolares, y si es igual a dos son bipolares.
Ahora, para la construccio´n y explicacio´n del modelo, se puede particularizar cada caso de operacio´n
y definir las restricciones que rigen al sistema de potencia. Para lo anterior se debe definir un conjunto
que contenga a todos los casos operativos denominado C tal que C = Co ∪ Cac ∪ Cdc. El modelo
matema´tico por completo esta definido por todas las ecuaciones que aparecen en las siguientes
sub-secciones. Se puede observar que en el modelo existen ecuaciones que matema´ticamente se
representan igual, sin embargo definen estados operativos diferentes con variables diferentes.
3.5.1. Funcio´n Objetivo
Cuando se introducen contingencias, cada estado operativo produce un caso diferente que tiene sus
propias pe´rdidas. De esta forma y debido a que para todas las contingencias solo debe existir un
conjunto solucio´n, la funcio´n objetivo se basa en lo explicado en el modelo de la seccio´n 3.4.5 y
asume la siguiente forma:
mı´n v = CL+ CP (3.142)
CL =
∑
(ij)∈Ωac
|Y ac|∑
y=1
cacij w
ac
ij,y +
∑
(ij)∈Ωdc
|Y dc|∑
y=1
cdcijw
dc
ij,y (3.143)
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CP =
[
(1 + α)T − 1
α (1 + α)T
]
×
[
Sb × λ× Ce
106
]
×
∆ToPeo + ∑
c∈Cac
∆TacPec +
∑
c∈Cdc
∆TdcPec

(3.144)
Pec =
∑
(ij)∈Ωac
req,ac,oij,c fac,o,sqrij,c + |Y
ac|∑
y=1
(
racij,y,cf
ac,sqr
ij,y,c
)+
∑
(ij)∈Ωdc
req,dc,oij,c fdc,o,sqrij,c + |Y
dc|∑
y=1
(
rdcij,y,cf
dc,sqr
ij,y,c
) (3.145)
De las ecuaciones anteriores, no´tese que ahora se deben calcular resistencias equivalentes (para´metro
de entrada) segu´n el caso de contingencia para la red existente y no existente en los casos de HVAC y
HVDC. Adema´s, las variables de linealizacio´n de flujos de potencia dependen del estado de operacio´n
analizado, aumenta´ndose el nu´mero de variables. Respecto a Pec, calcula las pe´rdidas en el estado
de operacio´n normal y tambie´n segu´n la contingencia que se analice; y se puede observar que sin
importar el caso se determinan las pe´rdidas en la red completa (HVAC + HVDC). En 3.144, ∆To
es el tiempo de operacio´n anual (horas) bajo operacio´n normal que es mucho mayor que los tiempos
de operacio´n bajo contingencias en la red HVAC y HVDC (∆Tac y ∆Tdc).
3.5.2. Restricciones comunes en todos los estados operativos
El sistema debe cumplir con unas restricciones que no necesitan una representacio´n diferente segu´n
el estado operativo estas restricciones son: balance de potencia, l´ımites de generacio´n, l´ımites en
a´ngulos de tensio´n, nu´mero de circuitos permitidos en cada corredor, y restricciones que establecen
la secuencia de inversio´n (HVAC y HVDC). Las anteriores restricciones se muestran a continuacio´n:
∑
(ki)∈Ωac
fac,oki,c + |Y
ac|∑
y=1
facki,y,c
+ ∑
(ki)∈Ωdc
fdc,oki,c + |Y
dc|∑
y=1
fdcki,y,c

−
∑
(ij)∈Ωac
fac,oij,c + req,ac,oij,c fac,o,sqrij,c + |Y
ac|∑
y=1
(
facij,y,c + r
ac
ij,y,cf
ac,sqr
ij,y,c
)
−
∑
(ij)∈Ωdc
fdc,oij,c + req,dc,oij,c fdc,o,sqrij,c + |Y
dc|∑
y=1
(
fdcij,y,c + r
dc
ij,y,cf
dc,sqr
ij,y,c
)+ · · ·
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· · ·+ gi,c = di ∀i ∈ ΩB, ∀c ∈ C (3.146)
0 ≤ gi,c ≤ gi ∀i ∈ ΩB, ∀c ∈ C (3.147)
− θ ≤ θi,c ≤ θ ∀i ∈ ΩB, ∀c ∈ C (3.148)
θm,c = 0 m = slack, m ∈ ΩB, ∀c ∈ C (3.149)
|Y ac|∑
y=1
wacij,y ≤ nacij ∀(i, j) ∈ Ωac (3.150)
|Y dc|∑
y=1
wdcij,y ≤ ndcij ∀(i, j) ∈ Ωdc (3.151)
wacij,y ≤ wacij,y−1 ∀(i, j) ∈ Ωac, y = 2.. |Y ac| (3.152)
wdcij,y ≤ wdcij,y−1 ∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ (3.153)
wacij,y y w
dc
ij,y ∈ {0, 1} (3.154)
fac,oij,c , f
ac
ij,y,c, f
dc,o
ij,c , f
dc
ij,y,c, f
ac,o,sqr
ij,c , f
ac,sqr
ij,y,c , f
dc,o,sqr
ij,c , f
dc,sqr
ij,y,c , θi,c, gi,c Variables continuas
(3.155)
Se puede observar que en 3.146–3.149 ahora se incluye cada estado operativo, y las restricciones
3.150–3.154 son comunes al modelo presentado en la seccio´n 3.4.5.
3.5.3. Estado de restricciones en redes HVAC y HVDC en operacio´n normal
En el estado de operacio´n normal no ocurren contingencias, es entonces que el conjunto de
restricciones para el conjunto unitario Co se conforma por: la segunda ley de Kirchhoff para los
corredores existentes y no existentes en red HVAC (restricciones 3.156–3.157) y capacidad de los
circuitos en redes HVAC Y HVDC que relacionan el flujo de potencia con las pe´rdidas (restricciones
3.158–3.161); la descripcio´n anterior se muestra a continuacio´n:
fac,oij,c −
nac,oij (θi,c − θj,c)
xij
= 0 ∀(i, j) ∈ Ωac, c ∈ Co (3.156)∣∣xijfacij,y,c − (θi,c − θj,c)∣∣ ≤ 2θ(1− wacij,y) ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , c ∈ Co (3.157)∣∣∣fac,oij,c ∣∣∣+ req,ac,oij,c fac,o,sqrij,c ≤ nac,oij facij ∀(i, j) ∈ Ωac, c ∈ Co (3.158)∣∣facij,y,c∣∣+ racij,y,cfac,sqrij,y,c ≤ wacij,yfacij ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , c ∈ Co (3.159)
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∣∣∣fdc,oij,c ∣∣∣+ req,dc,oij,c fdc,o,sqrij,c ≤ ndc,oij fdcij ∀(i, j) ∈ Ωdc, c ∈ Co (3.160)∣∣∣fdcij,y,c∣∣∣+ rdcij,y,cfdc,sqrij,y,c ≤ wdcij,yfdcij ∀(i, j) ∈ Ωdc, y = 1.. ∣∣∣Y dc∣∣∣ , c ∈ Co (3.161)
Respecto al conjunto de restricciones que representa la linealizacio´n de las variables, se incluye una
seccio´n posterior que abarca todos los casos de operacio´n.
3.5.4. Estado de redes HVAC y HVDC cuando ocurre una contingencia en un
circuito HVAC
Para simular una contingencia en la red HVAC se utiliza la matriz NCac (con elementos NCacij,c)
que debe afectar las restricciones asociadas a la segunda ley de Kirchhoff y la capacidad ma´xima de
potencia (la relacio´n del flujo de potencia con las pe´rdidas). Lo anterior se muestra a continuacio´n:
fac,oij,c −
(nac,oij −NCacij,c)(θi,c − θj,c)
xij
= 0 ∀(i, j) ∈ Ωac, ∀c ∈ Cac | c ∈ SIac (3.162)
fac,oij,c −
nac,oij (θi,c − θj,c)
xij
= 0 ∀(i, j) ∈ Ωac, ∀c ∈ Cac | c ∈ SIIac (3.163)∣∣xijfacij,y,c − (θi,c − θj,c)∣∣ ≤ 2θ(1− wacij,y)
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ Cac | c ∈ SIac)∪
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| , ∀c ∈ Cac | c ∈ SIIac) (3.164)∣∣xijfacij,y,c − (θi,c − θj,c)∣∣ ≤ 2θ(1− wacij,y(1−NCacij,c))
∀(i, j) ∈ Ωac, y = 1, ∀c ∈ Cac | c ∈ SIIac (3.165)∣∣∣fac,oij,c ∣∣∣+ req,ac,oij,c fac,o,sqrij,c ≤ (nac,oij −NCacij,c)facij ∀(i, j) ∈ Ωac, ∀c ∈ Cac | c ∈ SIac (3.166)∣∣∣fac,oij,c ∣∣∣+ req,ac,oij,c fac,o,sqrij,c ≤ nac,oij facij ∀(i, j) ∈ Ωac, ∀c ∈ Cac | c ∈ SIIac (3.167)∣∣facij,y,c∣∣+ racij,y,cfac,sqrij,y,c ≤ wacij,yfacij
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ Cac | c ∈ SIac)∪
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| , ∀c ∈ Cac | c ∈ SIIac) (3.168)∣∣facij,y,c∣∣+ racij,y,cfac,sqrij,y,c ≤ wacij,yfacij (1−NCacij,c)
∀(i, j) ∈ Ωac, y = 1, ∀c ∈ Cac | c ∈ SIIac (3.169)
Las restricciones de la segunda ley de Kirchhoff en la red existente, 3.162 y 3.163, se complementan,
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es decir, si el escenario de contingencia c pertenece al conjunto SIac (contingencia en un
circuito existente) entonces se aplica 3.162, de lo contrario se aplica 3.163. Para lo anterior debe
tenerse en cuenta que SIac ∪ SIIac = Cac, logra´ndose definir todo el conjunto completo de
restricciones para el conjunto de escenarios Cac. Algo similar ocurre con las restricciones de la
segunda ley de Kirchhoff en la red no existente, 3.164 y 3.165. Donde se puede observar que
3.164 opera en dos conjuntos de restricciones, (∀(i, j) ∈ Ωac, y = 1.. |Y ac| ,∀c ∈ Cac | c ∈ SIac) y
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| , ∀c ∈ Cac | c ∈ SIIac), quedando por asociar la segunda ley de Kirchhoff
para la opcio´n de inversio´n y = 1 para todos los corredores y que cumpla que c ∈ SIIac, que luego
es aplicada en 3.165 para completar todo el conjunto de restricciones. Lo anterior significa que en
cada corredor donde no existan circuitos HVAC, la contingencia programada se realiza u´nicamente
sobre la primera opcio´n de l´ınea futura y = 1. No´tese que en 3.165, si NCacij,c = 1, entonces es
aplicada la contingencia, siendo esto equivalente a que la segunda ley de Kirchhoff queda inactiva
para la primera opcio´n de circuito y = 1.
Respecto a las restricciones de relacio´n de flujo de potencia con pe´rdidas y capacidad ma´xima:
3.166 con 3.167 y 3.168 con 3.169; la definicio´n del dominio de los conjuntos de restricciones tiene el
comportamiento igual al definido para las restricciones 3.162–3.165. Luego, para complementar el
caso de la opcio´n de circuito futuro y = 1, no´tese que en 3.169, si NCacij,c = 1, entonces es aplicada
la contingencia, siendo esto equivalente a que el flujo de potencia es cero en la primera opcio´n de
circuito y = 1.
Por otra parte, las contingencias en la red HVAC no deben afectar el modelamiento matema´tico de
la red HVDC. Las restricciones de la red HVDC se ilustran a continuacio´n:∣∣∣fdc,oij,c ∣∣∣+ req,dc,oij,c fdc,o,sqrij,c ≤ ndc,oij fdcij ∀(i, j) ∈ Ωdc, ∀c ∈ Cac (3.170)∣∣∣fdcij,y,c∣∣∣+ rdcij,y,cfdc,sqrij,y,c ≤ wdcij,yfdcij ∀(i, j) ∈ Ωdc, y = 1.. ∣∣∣Y dc∣∣∣ , ∀c ∈ Cac (3.171)
De las restricciones anteriores, se puede ver que la red HVDC opera en todos los casos de
contingencias HVAC.
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3.5.5. Estado de redes HVAC y HVDC cuando ocurre una contingencia en una
l´ınea HVDC
De igual forma a la sub-seccio´n anterior, una contingencia en la red HVDC no afecta el modelamiento
matema´tico de la red HVAC que es definida como se muestra a continuacio´n:
fac,oij,c −
nac,oij (θi,c − θj,c)
xij
= 0 ∀(i, j) ∈ Ωac, ∀c ∈ Cdc (3.172)∣∣xijfacij,y,c − (θi,c − θj,c)∣∣ ≤ 2θ(1− wacij,y) ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ Cdc (3.173)∣∣∣fac,oij,c ∣∣∣+ req,ac,oij,c fac,o,sqrij,c ≤ nac,oij facij ∀(i, j) ∈ Ωac, ∀c ∈ Cdc (3.174)∣∣facij,y,c∣∣+ racij,y,cfac,sqrij,y,c ≤ wacij,yfacij ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ Cdc (3.175)
De las restricciones anteriores, se puede ver que la red HVAC opera en todos los casos de
contingencias HVDC, donde la segunda ley de Kirchhoff en la red existente y no existente es de
acuerdo a 3.172 y 3.173, respectivamente. Luego, para estas mismas redes, la relacio´n de flujo de
potencia, pe´rdidas y capacidad ma´xima son: 3.174 y 3.175.
Respecto a la red HVDC, se introduce el para´metro LCdcij para simular contingencias en las l´ıneas
del tipo monopolar o bipolar. En general, en la l´ınea bipolar cada polo trabaja independiente, y
desde el punto de vista de confiabilidad, una contingencia ele´ctrica en un polo afecta solo ese polo
(Billinton et al., 2002). De esta forma, las restricciones que representan el comportamiento de la
red HVDC durante contingencias en sus l´ıneas son como se muestran a continuacio´n:
∣∣∣fdc,oij,c ∣∣∣+ req,dc,oij,c fdc,o,sqrij,c ≤
(
ndc,oij −
NCdcij,c
LCdcij
)
f
dc
ij ∀(i, j) ∈ Ωdc, ∀c ∈ Cdc | c ∈ SIdc (3.176)∣∣∣fdc,oij,c ∣∣∣+ req,dc,oij,c fdc,o,sqrij,c ≤ ndc,oij fdcij ∀(i, j) ∈ Ωdc, ∀c ∈ Cdc | c ∈ SIIdc (3.177)∣∣∣fdcij,y,c∣∣∣+ rdcij,y,cfdc,sqrij,y,c ≤ wdcij,yfdcij
(∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ ,∀c ∈ Cdc | c ∈ SIdc)∪
(∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ ,∀c ∈ Cdc | c ∈ SIIdc) (3.178)
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∣∣∣fdcij,y,c∣∣∣+ rdcij,y,cfdc,sqrij,y,c ≤ wdcij,yfdcij
(
1− NC
dc
ij,c
LCdcij
)
∀(i, j) ∈ Ωdc, y = 1, ∀c ∈ Cdc | c ∈ SIIdc (3.179)
En los casos anteriores, de igual forma como en el caso de redes HVAC, se cumple que SIdc∪SIIdc =
Cdc; es entonces que 3.176 y 3.177 se complementan, al igual que 3.178 y 3.179; lo anterior tiene los
mismos fundamentos presentados para contingencias en la red HVAC. De otro lado, si el valor de
LCdcij es uno la(s) l´ınea(s) en el corredor i–j es (son) monopolar(es), de lo contrario con un valor de
dos es (son) bipolar(es). Se puede observar que en las l´ıneas HVDC futuras, la contingencia tambie´n
es realizada sobre la primera opcio´n de l´ınea y.
3.5.6. Linealizacio´n de flujos de potencia en los estados operativos
La linealizacio´n de las variables que representan los flujos de potencia cuadra´ticos, en los casos
operativos, es definida en esta seccio´n. La linealizacio´n se basa en los principios ba´sicos descritos
en la seccio´n 3.4.3 y que sirven como referencia para conocer el significado y funcionamiento de
las restricciones aqu´ı presentadas. Ba´sicamente se debe incluir el efecto de las contingencias para
cada caso, es entonces que para el conjunto de variables fac,o,sqrij,c , basada en la seccio´n 3.4.5, la
representacio´n es de la siguiente forma:
fac,o,sqrij,c =
L∑
l=1
Slac,oij,l,c∆
ac,o
ij,l,c ∀(i, j) ∈ Ωac, ∀c ∈ C (3.180)
fac,oij,c = f
+,ac,o
ij,c − f−,ac,oij,c ∀(i, j) ∈ Ωac, ∀c ∈ C (3.181)
f+,ac,oij,c + f
−,ac,o
ij,c =
L∑
l=1
∆ac,oij,l,c ∀(i, j) ∈ Ωac, ∀c ∈ C (3.182)
0 ≤ ∆ac,oij,l,c ≤ nac,oij f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, c ∈ Co (3.183)
0 ≤ ∆ac,oij,l,c ≤ (nac,oij −NCacij,c)f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cac | c ∈ SIac (3.184)
0 ≤ ∆ac,oij,l,c ≤ nac,oij f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cac | c ∈ SIIac (3.185)
0 ≤ ∆ac,oij,l,c ≤ nac,oij f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cdc (3.186)
Slac,oij,l,c = (2l − 1)nac,oij f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, c ∈ Co (3.187)
Slac,oij,l,c = (2l − 1)(nac,oij −NCacij,c)f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cac | c ∈ SIac (3.188)
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Slac,oij,l,c = (2l − 1)nac,oij f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cac | c ∈ SIIac (3.189)
Slac,oij,l,c = (2l − 1)nac,oij f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cdc (3.190)
f+,ac,oij,c y f
−,ac,o
ij,c ≥ 0 ∀(i, j) ∈ Ωac, ∀c ∈ C (3.191)
fac,o,sqrij,c Variables continuas (3.192)
No´tese que en las restricciones, el para´metro NCacij,c influye en el ca´lculo de las pendientes (Sl
ac,o
ij,l,c) y,
en algunos casos, los l´ımites ma´ximos de la variable que representa la cantidad de potencia utilizada
en el l -e´simo bloque en la linealizacio´n (∆ac,oij,l,c), esto debido a que las contingencias disminuyen la
capacidad de los corredores de transmisio´n. De esta forma, 3.183–3.186 forman todo el conjunto de
restricciones posibles, en los estados operativos C, que definen los l´ımites mı´nimos y ma´ximos
del conjunto de variables ∆ac,oij,l,c. De igual forma ocurre con el conjunto de para´metros Sl
ac,o
ij,l,c
que esta´ definido por completo por las igualdades 3.187–3.190. De otro lado, existen relaciones
matema´ticamente iguales; sin embargo, definen restricciones de casos diferentes de operacio´n que
guardan relacio´n con la metodolog´ıa de construccio´n de las restricciones definidas en 3.162–3.179.
Adema´s, las restricciones restantes son definidas, cada una, por una sola ecuacio´n, ya que la matriz
que contiene la informacio´n de las contingencias no influye directamente, es decir, NCacij,c no aparece.
Para el conjunto de variables fac,sqrij,y,c , se analiza de forma similar al anterior caso de restricciones,
pero aplicado en la red candidata para cada opcio´n y; es entonces que se tiene lo siguiente:
fac,sqrij,y,c =
L∑
l=1
Slacij,y,l,c∆
ac
ij,y,l,c ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ C (3.193)
facij,y,c = f
+,ac
ij,y,c − f−,acij,y,c ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ C (3.194)
f+,acij,y,c + f
−,ac
ij,y,c =
L∑
l=1
∆acij,y,l,c ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ C (3.195)
0 ≤ ∆acij,y,l,c ≤ facij /L ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, c ∈ Co (3.196)
0 ≤ ∆acij,y,l,c ≤ facij /L (∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, ∀c ∈ Cac | c ∈ SIac)∪
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| , l = 1..L, ∀c ∈ Cac | c ∈ SIIac) (3.197)
0 ≤ ∆acij,y,l,c ≤
(
1−NCacij,c
)
f
ac
ij /L
∀(i, j) ∈ Ωac, y = 1, l = 1..L, ∀c ∈ Cac | c ∈ SIIac (3.198)
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0 ≤ ∆acij,y,l,c ≤ facij /L ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, ∀c ∈ Cdc (3.199)
Slacij,y,l,c = (2l − 1)facij /L ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, c ∈ Co (3.200)
Slacij,y,l,c = (2l − 1)facij /L (∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, ∀c ∈ Cac | c ∈ SIac)∪
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| , l = 1..L, ∀c ∈ Cac | c ∈ SIIac) (3.201)
Slacij,y,l,c = (2l − 1)(1−NCacij,c)facij /L
∀(i, j) ∈ Ωac, y = 1, l = 1..L, ∀c ∈ Cac | c ∈ SIIac (3.202)
Slacij,y,l,c = (2l − 1)facij /L ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, ∀c ∈ Cdc (3.203)
f+,acij,y,c y f
−,ac
ij,y,c ≥ 0 ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ C (3.204)
fac,sqrij,y,c Variables continuas (3.205)
En este caso, las restricciones 3.196–3.199 definen los l´ımites mı´nimos y ma´ximos del conjunto de
variables ∆acij,y,l,c y las restricciones 3.200-3.203 definen el conjunto de para´metros Sl
ac
ij,y,l,c. Se puede
observar que de forma similar a la sub-seccio´n anterior, las contingencias afectan tambie´n, en la
linealizacio´n, el flujo de potencia de la primera opcio´n de inversio´n y.
Respecto a la red HVDC, para el conjunto de variables fdc,o,sqrij,c y f
dc,sqr
ij,y,c , el ana´lisis es igual que en
el caso HVAC, entonces no es necesario explicar de nuevo las relaciones y su funcionamiento; sin
embargo se presentan para completar el modelo.
Para el conjunto de variables fdc,o,sqrij,c se tiene:
fdc,o,sqrij,c =
L∑
l=1
Sldc,oij,l,c∆
dc,o
ij,l,c ∀(i, j) ∈ Ωdc, ∀c ∈ C (3.206)
fdc,oij,c = f
+,dc,o
ij,c − f−,dc,oij,c ∀(i, j) ∈ Ωdc, ∀c ∈ C (3.207)
f+,dc,oij,c + f
−,dc,o
ij,c =
L∑
l=1
∆dc,oij,l,c ∀(i, j) ∈ Ωdc, ∀c ∈ C (3.208)
0 ≤ ∆dc,oij,l,c ≤ ndc,oij f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, c ∈ Co (3.209)
0 ≤ ∆dc,oij,l,c ≤
(
ndc,oij −
NCdcij,c
LCdcij
)
f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cdc | c ∈ SIdc (3.210)
0 ≤ ∆dc,oij,l,c ≤ ndc,oij f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc (3.211)
0 ≤ ∆dc,oij,l,c ≤ ndc,oij f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cac (3.212)
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Sldc,oij,l,c = (2l − 1)ndc,oij f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, c ∈ Co (3.213)
Sldc,oij,l,c = (2l − 1)
(
ndc,oij −
NCdcij,c
LCdcij
)
f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cdc | c ∈ SIdc (3.214)
Sldc,oij,l,c = (2l − 1)ndc,oij f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc (3.215)
Sldc,oij,l,c = (2l − 1)ndc,oij f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cac (3.216)
f+,dc,oij,c y f
−,dc,o
ij,c ≥ 0 ∀(i, j) ∈ Ωdc, ∀c ∈ C (3.217)
fdc,o,sqrij,c Variables continuas (3.218)
En las restricciones anteriores, adema´s se observa que debe tenerse en cuenta si la l´ınea es monopolar
o bipolar. Para el conjunto de variables fdc,sqrij,y,c (teniendo en cuenta si la l´ınea es monopolar o bipolar)
se tiene:
fdc,sqrij,y,c =
L∑
l=1
Sldcij,y,l,c∆
dc
ij,y,l,c ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , ∀c ∈ C (3.219)
fdcij,y,c = f
+,dc
ij,y,c − f−,dcij,y,c ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , ∀c ∈ C (3.220)
f+,dcij,y,c + f
−,dc
ij,y,c =
L∑
l=1
∆dcij,y,l,c ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , ∀c ∈ C (3.221)
0 ≤ ∆dcij,y,l,c ≤ fdcij /L ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, c ∈ Co (3.222)
0 ≤ ∆dcij,y,l,c ≤ fdcij /L (∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cdc | c ∈ SIdc)∪
(∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc) (3.223)
0 ≤ ∆dcij,y,l,c ≤
(
1− NC
dc
ij,c
LCdcij
)
f
dc
ij /L
∀(i, j) ∈ Ωdc, y = 1, l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc (3.224)
0 ≤ ∆dcij,y,l,c ≤ fdcij /L ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cac (3.225)
Sldcij,y,l,c = (2l − 1)fdcij /L ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, c ∈ Co (3.226)
Sldcij,y,l,c = (2l − 1)fdcij /L (∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cdc | c ∈ SIdc)∪
(∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc) (3.227)
Sldcij,y,l,c = (2l − 1)
(
1− NC
dc
ij,c
LCdcij
)
f
dc
ij /L
∀(i, j) ∈ Ωdc, y = 1, l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc (3.228)
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Sldcij,y,l,c = (2l − 1)fdcij /L ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cac (3.229)
f+,dcij,y,c y f
−,dc
ij,y,c ≥ 0 ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , ∀c ∈ C (3.230)
fdc,sqrij,y,c Variables continuas (3.231)
3.6. Modelo matema´tico que considera mu´ltiples etapas
coordinadas, pe´rdidas, contingencias y opciones HVDC
El planeamiento esta´tico de la transmisio´n realiza una u´nica inversio´n definiendo que, donde y
cuantos nuevos elementos se deben instalar en el sistema para que funcione de forma correcta
en el horizonte de tiempo de estudio (t an˜os). Sin embargo, durante ese periodo de tiempo, en
la demanda y generacio´n se presentan cambios que pueden ser asumidos por nuevas inversiones
realizadas gradualmente durante el horizonte de tiempo. De esta forma, el sistema se adecu´a, de
forma inteligente y optimizada. A esta forma de asumir el problema se le llama planeamiento
multietapa, ya que define adema´s cuando deben ser instalados los nuevos elementos en el sistema.
La figura 3.15 muestra un ejemplo de la representacio´n en el tiempo del costo de la expansio´n
(inversio´n y construccio´n) para un horizonte de tiempo de 15 an˜os.
 
𝛼 
Operación 
de etapa 3 
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𝛿2
𝑖 𝛿3𝑖 
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Figura 3.15: Ejemplo de l´ınea del tiempo en el planeamiento multietapa.
En la figura anterior, el horizonte de tiempo esta dividido en intervalos de tiempo de 5 an˜os, donde
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el an˜o 0 (denominado tiempo µt=1 = 0, que corresponde al tiempo donde se realiza la inversio´n en
la primera etapa) es el an˜o base para el ca´lculo del valor presente; tambie´n se presenta la l´ınea del
tiempo de la operacio´n del sistema asociada a cada etapa de inversio´n correspondiente.
De acuerdo al ejemplo de la figura 3.15, se asume que las inversiones realizadas en µ1 entran a
operar desde el inicio del periodo δi1–δ
f
1 , las inversiones realizadas en µ2 entran a operar desde el
inicio del periodo δi2–δ
f
2 y las inversiones en µ3 entran a operar desde el inicio del periodo δ
i
3–δ
f
3 . El
super´ındice i indica inicio y f indica final. Se debe tener en cuenta que las inversiones realizadas en
µ1 operan tambie´n durante el periodo µt=2 y en las etapas posteriores. Igual ocurre con lo que se
instale en las siguientes etapas. Cada periodo δit–δ
f
t es definido para ayudar en el ca´lculo del costo
de las pe´rdidas para cada etapa de operacio´n, y se explicara´ ma´s adelante.
Este enfoque del planeamiento multietapa trata de aproximar el problema modelado al problema
de la vida real, donde primero se hace la inversio´n y an˜os mas tarde la etapa de construccio´n es
terminada y el elemento entra en operacio´n (para cada etapa analizada). Otro aspecto del modelo
es que se considera que en cada periodo de operacio´n la demanda constante, es decir, la proyeccio´n
de demanda para el periodo δi1 ≤ t < δf1 es constante y diferente que la proyeccio´n de demanda del
periodo δi2 ≤ t < δf2 , y as´ı sucesivamente. Con respecto a la proyeccio´n de generacio´n, esta puede
ser igual o diferente entre los periodos de operacio´n, de acuerdo al planeamiento de la expansio´n en
generacio´n, el cual se considera un dato de entrada en el planeamiento de la transmisio´n.
Para el ca´lculo de valor presente de la inversio´n y el costo de la operacio´n (o costo de las pe´rdidas),
se considera una tasa de descuento anual α que representa el rendimiento econo´mico esperado para
el dinero en el tiempo (igual que en la sub-seccio´n 3.4.4 y definida en la tabla 3.5). De esta forma
y basado en (Ross et al., 2010) el valor presente (V P ), para el problema de inversio´n y operacio´n,
se puede calcular como se muestra a continuacio´n:
V P =
NT∑
t=1
(
CLt
(1 + α)µt
+
CPt
(1 + α)δ
i
t
)
(3.232)
Donde CLt es el costo de inversio´n y CPt es el costo de operacio´n, en la etapa t correspondiente; yNT
es el nu´mero total de etapas. Para comparar el costo del ana´lisis multietapa con el modelo esta´tico
se utiliza el V P , siendo evidente que con la inclusio´n de la tasa de descuento anual el planeamiento
multietapa podr´ıa ser ma´s econo´mico. Lo anterior es posible debido al mismo supuesto que se hace
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en el ana´lisis esta´tico, donde se establece que el dinero para realizar la expansio´n del sistema esta
disponible en el an˜o inicial. Entonces la diferencia en el costo del ana´lisis multietapa tiene su origen
en que las inversiones son divididas en el tiempo y se puede saber el mejor momento en que son
requeridas por el sistema, as´ı es posible retrasar la entrada de nuevos elementos que no son urgentes
en el sistema y pueden ingresar en etapas posteriores. De esta forma, el dinero que queda disponible
luego de realizar la inversio´n en la etapa inicial, y que esta asociado a etapas futuras, puede generar
una rentabilidad durante el tiempo que el dinero no se necesite (hasta que se realice la inversio´n),
y esto finalmente produce un capital futuro mayor. Lo anterior es basado en que un peso recibido
en el futuro vale menos que un peso recibido hoy, ya que el peso recibido hoy puede ser colocado en
el sector financiero a una cierta tasa de intere´s produciendo una mayor cantidad en el futuro (Ross
et al., 2010). Entonces, la caracter´ıstica de la rentabilidad es aprovechada por el costo de nuevos
elementos en el sistema, ya que si la inversio´n es necesitada y realizada hoy, se requiere disponer
del costo total del elemento o elementos, en caso contrario, si la inversio´n se puede aplazar para el
futuro, se requiere un capital presente menor al costo del elemento si el dinero se pone a rentar. Por
esta razo´n, las inversiones que se aplazan en el tiempo tienen asignada una tasa de descuento.
A continuacio´n se definira´ la funcio´n objetivo y las restricciones del modelo matema´tico, el cual
es la evolucio´n de todos los aspectos y modelos que fueron explicados gradualmente en secciones
anteriores, por lo tanto se muestra en su versio´n linealizada. Respecto a los para´metros y variables
utilizados, e´stos tienen el sub-´ındice t indicando el tiempo en el periodo de inversio´n o operacio´n
para el cual funcionan; por lo tanto, no se definira´n de nuevo, ya que se establecieron las definiciones
en secciones anteriores y se da por entendido que el sub-´ındice t incrementa el nu´mero de variables
y para´metros de acuerdo al nu´mero de etapas consideradas. El modelo es presentado formalmente
en (Dominguez et al., 2017) junto con los resultados.
3.6.1. Funcio´n objetivo
La funcio´n objetivo (FO) minimiza el costo de inversio´n y operacio´n, este u´ltimo dependiendo de
las pe´rdidas de energ´ıa. La funcio´n objetivo se muestra a continuacio´n y toma como referencia la
figura 3.15:
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mı´n v =
NT∑
t=1
(
CLt
(1 + α)µt
+
CPt
(1 + α)δ
i
t
)
(3.233)
CLt|t=1 =
∑
(ij)∈Ωac
|Y ac|∑
y=1
cacij w
ac
ij,y,1 +
∑
(ij)∈Ωdc
|Y dc|∑
y=1
cdcijw
dc
ij,y,1 (3.234)
CLt|t>1 =
∑
(ij)∈Ωac
|Y ac|∑
y=1
cacij
(
wacij,y,t − wacij,y,t−1
)
+
∑
(ij)∈Ωdc
|Y dc|∑
y=1
cdcij
(
wdcij,y,t − wdcij,y,t−1
)
(3.235)
CPt =
[
(1 + α)δ
f
t −δit − 1
α (1 + α)δ
f
t −δit
]
×
[
Sb × λ× Ce
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]
×
∆ToPeo,t + ∑
c∈Cac
∆TacPec,t +
∑
c∈Cdc
∆TdcPec,t

(3.236)
Pec,t =
∑
(ij)∈Ωac
req,ac,oij,c fac,o,sqrij,c,t + |Y
ac|∑
y=1
(
racij,y,cf
ac,sqr
ij,y,c,t
)+
∑
(ij)∈Ωdc
req,dc,oij,c fdc,o,sqrij,c,t + |Y
dc|∑
y=1
(
rdcij,y,cf
dc,sqr
ij,y,c,t
) (3.237)
En las ecuaciones anteriores, CLt representa el costo de los circuitos en la etapa t, donde, para la
primera etapa se calcula como se muestra en 3.234, y para etapas posteriores como se muestra en
3.235. Para etapas posteriores debe descontarse lo que se invierte en etapas anteriores para no tener
en cuenta dos o ma´s veces el costo de un mismo elemento adicionado y de esta forma calcular el
costo exacto en cada etapa. Lo anterior debido a que existe un grupo de restricciones que obligan a
que los circuitos que se instalan en la etapa t este´n activas en la etapa t+ 1; este u´ltimo aspecto se
explica en la sub-seccio´n de restricciones. Por otra parte, el costo de las pe´rdidas de energ´ıa para el
periodo δit–δ
f
t lo calcula CPt y es como se muestra en 3.236. Se observa que el te´rmino
(1+α)δ
f
t −δ
i
t−1
α(1+α)δ
f
t −δit
ayuda a acumular el costo de las pe´rdidas para el periodo δit–δ
f
t que luego es llevado a valor presente
mediante 1
(1+α)δ
i
t
, esto puede verse en la figura 3.15 y se aplica para cada periodo de operacio´n que
corresponde a una etapa de inversio´n. Finalmente, Pec,t es el valor de las pe´rdidas te´cnicas que
depende del escenario de contingencia c y etapa t. Se puede ver que las variables que representan
flujos de potencia cuadra´ticos y las variables binarias asociadas a la adicio´n de circuitos nuevos
contienen el sub´ındice t aumentando as´ı el nu´mero de variables.
Debe aclararse que las restricciones del modelo esta´n asociadas a las etapas de operacio´n, y algunos
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te´rminos de la funcio´n objetivo a las etapas de inversio´n. El ı´ndice t indexa y unifica el concepto de
inversio´n y operacio´n en el modelo de optimizacio´n.
3.6.2. Restricciones
Cuando se presento´ el modelo esta´tico en la seccio´n 3.5, se ten´ıan restricciones que eran comunes
matema´ticamente en varios estados operativos y se definieron varias veces pero en conjuntos de
operacio´n que difer´ıan. En las restricciones que se muestran en esta seccio´n, el modelo aparece de
forma compacta y so´lo es necesario definir una sola vez la restriccio´n en cuestio´n y se muestran los
conjuntos de operacio´n en los que funciona.
La restriccio´n que define el balance de potencia en cada barra del sistema para cada escenario de
contingencia c y cada etapa t es como se muestra en 3.238.
∑
(ki)∈Ωac
fac,oki,c,t + |Y
ac|∑
y=1
facki,y,c,t
+ ∑
(ki)∈Ωdc
fdc,oki,c,t + |Y
dc|∑
y=1
fdcki,y,c,t

−
∑
(ij)∈Ωac
fac,oij,c,t + req,ac,oij,c fac,o,sqrij,c,t + |Y
ac|∑
y=1
(
facij,y,c,t + r
ac
ij,y,cf
ac,sqr
ij,y,c,t
)
−
∑
(ij)∈Ωdc
fdc,oij,c,t + req,dc,oij,c fdc,o,sqrij,c,t + |Y
dc|∑
y=1
(
fdcij,y,c,t + r
dc
ij,y,cf
dc,sqr
ij,y,c,t
)
+ gi,c,t = di,t ∀i ∈ ΩB, ∀c ∈ C, t = 1..NT
(3.238)
Los l´ımites de generacio´n, l´ımites en a´ngulos de tensio´n, el nu´mero de circuitos permitidos en cada
corredor y las restricciones que establecen la secuencia de inversio´n (HVAC y HVDC) para cada
etapa t se muestran a continuacio´n:
0 ≤ gi,c,t ≤ gi ∀i ∈ ΩB, ∀c ∈ C, t = 1..NT (3.239)
− θ ≤ θi,c,t ≤ θ ∀i ∈ ΩB, ∀c ∈ C, t = 1..NT (3.240)
θm,c,t = 0 m = slack, m ∈ ΩB, ∀c ∈ C, t = 1..NT (3.241)
|Y ac|∑
y=1
wacij,y,t ≤ nacij ∀(i, j) ∈ Ωac, t = 1..NT (3.242)
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|Y dc|∑
y=1
wdcij,y,t ≤ ndcij ∀(i, j) ∈ Ωdc, t = 1..NT (3.243)
wacij,y,t ≤ wacij,y−1,t ∀(i, j) ∈ Ωac, y = 2.. |Y ac| , t = 1..NT (3.244)
wdcij,y,t ≤ wdcij,y−1,t ∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ , t = 1..NT (3.245)
wacij,y,t y w
dc
ij,y,t ∈ {0, 1} (3.246)
fac,oij,c,t, f
ac
ij,y,c,t, f
dc,o
ij,c,t, f
dc
ij,y,c,t, f
ac,o,sqr
ij,c,t , f
ac,sqr
ij,y,c,t, f
dc,o,sqr
ij,c,t , f
dc,sqr
ij,y,c,t, θi,c,t, gi,c,t Variables continuas
(3.247)
En el modelo debe definirse un grupo de restricciones que establezcan que no pueden ser removidos
circuitos adicionados en la etapa t en las siguientes etapas. De esta forma, los circuitos adicionados
en la etapa t permanecen en operacio´n en las etapas posteriores. Para las redes HVAC y HVDC
este conjunto de restricciones se muestran a continuacio´n:
wacij,y,t−1 ≤ wacij,y,t ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , t = 2..NT (3.248)
wdcij,y,t−1 ≤ wdcij,y,t ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , t = 2..NT (3.249)
Todas las ecuaciones mostradas anteriormente, funcionan para cualquier estado operativo. A
continuacio´n se presentan las restricciones adicionales requeridas para definir el comportamiento
de las redes HVAC y HVDC de forma compacta y los conjuntos de operacio´n en que deben ser
catalogados.
La segunda ley de Kirchhoff en la red existente sigue la forma mostrada en 3.250 cuando se analiza
el estado de operacio´n normal o se analiza el caso de contingencia en un corredor sin circuitos
existentes, o para todos los casos de contingencias en redes HVDC.
fac,oij,c,t −
nac,oij (θi,c,t − θj,c,t)
xij
= 0 (∀(i, j) ∈ Ωac, c ∈ Co, t = 1..NT ) ∪
(∀(i, j) ∈ Ωac, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT ) ∪
(∀(i, j) ∈ Ωac, ∀c ∈ Cdc, t = 1..NT ) (3.250)
Luego, la restriccio´n que complementa la segunda ley de Kirchhoff en la red existente es como
se muestra en 3.251, que es cuando se analiza el caso de contingencia en un corredor con l´ıneas
existentes.
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fac,oij,c,t −
(nac,oij −NCacij,c)(θi,c,t − θj,c,t)
xij
= 0 ∀(i, j) ∈ Ωac, ∀c ∈ Cac | c ∈ SIac, t = 1..NT
(3.251)
De esta forma, 3.250 y 3.251 se complementan, es decir, si el caso c analizado corresponde a una
contingencia programada en un corredor con circuitos existentes se aplica 3.251 y para el resto de
casos se aplica 3.250.
La relacio´n de flujo de potencia en la red HVAC existente con pe´rdidas y capacidad de potencia
funciona igual que el caso anterior, es decir, si el caso c analizado corresponde a una contingencia
programada en un corredor con circuitos existentes se aplica 3.253, y para el resto de casos se aplica
3.252.∣∣∣fac,oij,c,t∣∣∣+ req,ac,oij,c fac,o,sqrij,c,t ≤ nac,oij facij (∀(i, j) ∈ Ωac, c ∈ Co, t = 1..NT ) ∪
(∀(i, j) ∈ Ωac, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT ) ∪
(∀(i, j) ∈ Ωac, ∀c ∈ Cdc, t = 1..NT ) (3.252)∣∣∣fac,oij,c,t∣∣∣+ req,ac,oij,c fac,o,sqrij,c,t ≤ (nac,oij −NCacij,c)facij ∀(i, j) ∈ Ωac, ∀c ∈ Cac | c ∈ SIac, t = 1..NT
(3.253)
Ahora para la red futura, la segunda ley de Kirchhoff es como se muestra en 3.254 cuando se analizan
cualquiera de los siguientes casos: 1) el estado de operacio´n normal; 2) el caso de contingencia en un
corredor con circuitos existentes; 3) el caso de contingencia en un circuito futuro; o 4) para todos
los casos de contingencias en redes HVDC.
∣∣xijfacij,y,c,t − (θi,c,t − θj,c,t)∣∣ ≤ 2θ(1− wacij,y,t)
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ Cac | c ∈ SIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| , ∀c ∈ Cac | c ∈ SIIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ Cdc, t = 1..NT ) (3.254)
No´tese que en el caso anterior, se tiene en cuenta que 3.254 esta siendo aplicada en las opciones y
diferentes de la primera (en el tercer conjunto de operacio´n), es decir, como se definio´ en secciones
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anteriores, la contingencia se debe aplicar en la primera opcio´n y de l´ınea futura. Luego, para
complementar lo anterior, la restriccio´n de la segunda ley de Kirchhoff en la red futura es como se
muestra en 3.255, que es cuando se analiza el caso de contingencia en un corredor donde no existen
circuitos, pero esta vez, se afecta la restriccio´n en el primer circuito y posible.
∣∣xijfacij,y,c,t − (θi,c,t − θj,c,t)∣∣ ≤ 2θ(1− wacij,y,t(1−NCacij,c))
∀(i, j) ∈ Ωac, y = 1, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT (3.255)
As´ı, 3.254 y 3.255 se complementan, es decir, si el caso c analizado corresponde a una contingencia
programada en un corredor HVAC sin circuitos existentes se aplica 3.255, y para el resto de casos
se aplica 3.254.
Ahora, la relacio´n de flujo de potencia en la red HVAC futura con las pe´rdidas y la capacidad
de potencia funciona igual que el caso anterior, es decir, si el caso c analizado corresponde a una
contingencia programada en un corredor sin l´ıneas existentes se aplica 3.257 (que es utilizada para
la opcio´n y = 1), y para el resto de casos se aplica 3.256.
∣∣facij,y,c,t∣∣+ racij,y,cfac,sqrij,y,c,t ≤ wacij,y,tfacij
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ Cac | c ∈ SIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| ,∀c ∈ Cac | c ∈ SIIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ Cdc, t = 1..NT ) (3.256)∣∣facij,y,c,t∣∣+ racij,y,cfac,sqrij,y,c,t ≤ wacij,y,tfacij (1−NCacij,c)
∀(i, j) ∈ Ωac, y = 1, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT (3.257)
De otro lado, para la red HVDC, las restricciones de los casos operativos tienen una forma similar de
ana´lisis a las generadas para la red HVAC y, adema´s, se deben incluir los casos de l´ıneas monopolares
o bipolares. De esta forma, la relacio´n flujo de potencia con pe´rdidas y capacidad de potencia en
la red HVDC existente es como se muestra en 3.258 y en 3.259 y para la red no existente como se
muestra en 3.260 y en 3.261.
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∣∣∣fdc,oij,c,t∣∣∣+ req,dc,oij,c fdc,o,sqrij,c,t ≤ ndc,oij fdcij (∀(i, j) ∈ Ωdc, c ∈ Co, t = 1..NT ) ∪
(∀(i, j) ∈ Ωdc, ∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT ) ∪
(∀(i, j) ∈ Ωdc, ∀c ∈ Cac, t = 1..NT ) (3.258)∣∣∣fdc,oij,c,t∣∣∣+ req,dc,oij,c fdc,o,sqrij,c,t ≤ (ndc,oij − NCdcij,cLCdcij )fdcij ∀(i, j) ∈ Ωdc, ∀c ∈ Cdc | c ∈ SIdc, t = 1..NT
(3.259)∣∣∣fdcij,y,c,t∣∣∣+ rdcij,y,cfdc,sqrij,y,c,t ≤ wdcij,y,tfdcij
(∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ ,∀c ∈ Cdc | c ∈ SIdc, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ ,∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ ,∀c ∈ Cac, t = 1..NT ) (3.260)∣∣∣fdcij,y,c,t∣∣∣+ rdcij,y,cfdc,sqrij,y,c,t ≤ wdcij,y,tfdcij (1− NCdcij,cLCdcij )
∀(i, j) ∈ Ωdc, y = 1, ∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT (3.261)
En las restricciones anteriores, utilizando el mismo ana´lisis que con la red HVAC, 3.258 y 3.259 son
complemento y 3.260 y 3.261 son complemento.
Finalmente, respecto a la linealizacio´n de las variables de flujo de potencia cuadra´ticas, aplican
las mismas ecuaciones definidas en la seccio´n 3.5.6 junto con sus observaciones. Adema´s, se basan
en los principios ba´sicos de linealizacio´n descritos en la seccio´n 3.4.3 con el cual se puede realizar
una analog´ıa restriccio´n a restriccio´n para conocer la filosof´ıa de funcionamiento. En esta seccio´n,
sin alterar el significado de la linealizacio´n, el conjunto de restricciones y sus variables deben ser
descritas para cada etapa t. Aqu´ı se presentaran las restricciones de una forma ma´s compacta con el
fin de completar el modelo matema´tico para que pueda ser reproducido y no se explica de nuevo la
definicio´n de cada restriccio´n. Para la variable fac,o,sqrij,c,t , basada en la seccio´n 3.5.6, la representacio´n
es de la siguiente forma:
fac,o,sqrij,c,t =
L∑
l=1
Slac,oij,l,c,t∆
ac,o
ij,l,c,t ∀(i, j) ∈ Ωac, ∀c ∈ C, t = 1..NT (3.262)
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fac,oij,c,t = f
+,ac,o
ij,c,t − f−,ac,oij,c,t ∀(i, j) ∈ Ωac, ∀c ∈ C, t = 1..NT (3.263)
f+,ac,oij,c,t + f
−,ac,o
ij,c,t =
L∑
l=1
∆ac,oij,l,c,t ∀(i, j) ∈ Ωac, ∀c ∈ C, t = 1..NT (3.264)
0 ≤ ∆ac,oij,l,c,t ≤ nac,oij f
ac
ij /L (∀(i, j) ∈ Ωac, l = 1..L, c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cdc, t = 1..NT ) (3.265)
0 ≤ ∆ac,oij,l,c,t ≤ (nac,oij −NCacij,c)f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cac | c ∈ SIac, t = 1..NT
(3.266)
Slac,oij,l,c,t = (2l − 1)nac,oij f
ac
ij /L (∀(i, j) ∈ Ωac, l = 1..L, c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cdc, t = 1..NT ) (3.267)
Slac,oij,l,c,t = (2l − 1)(nac,oij −NCacij,c)f
ac
ij /L ∀(i, j) ∈ Ωac, l = 1..L, ∀c ∈ Cac | c ∈ SIac, t = 1..NT
(3.268)
f+,ac,oij,c,t y f
−,ac,o
ij,c,t ≥ 0 ∀(i, j) ∈ Ωac, ∀c ∈ C, t = 1..NT (3.269)
fac,o,sqrij,c,t Variables continuas (3.270)
Se puede observar que el ca´lculo de las pendientes, Slac,oij,l,c,t, depende en su totalidad del estado
operativo analizado y no de la etapa t considerada. Ahora para el conjunto de variables fac,sqrij,y,c,t se
tiene lo siguiente:
fac,sqrij,y,c,t =
L∑
l=1
Slacij,y,l,c,t∆
ac
ij,y,l,c,t ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ C, t = 1..NT (3.271)
facij,y,c,t = f
+,ac
ij,y,c,t − f−,acij,y,c,t ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ C, t = 1..NT (3.272)
f+,acij,y,c,t + f
−,ac
ij,y,c,t =
L∑
l=1
∆acij,y,l,c,t ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ C, t = 1..NT (3.273)
0 ≤ ∆acij,y,l,c,t ≤ facij /L (∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, ∀c ∈ Cac | c ∈ SIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| , l = 1..L, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, ∀c ∈ Cdc, t = 1..NT ) (3.274)
101
0 ≤ ∆acij,y,l,c,t ≤
(
1−NCacij,c
)
f
ac
ij /L
∀(i, j) ∈ Ωac, y = 1, l = 1..L, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT (3.275)
Slacij,y,l,c,t = (2l − 1)facij /L (∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, ∀c ∈ Cac | c ∈ SIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 2.. |Y ac| , l = 1..L, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT )∪
(∀(i, j) ∈ Ωac, y = 1.. |Y ac| , l = 1..L, ∀c ∈ Cdc, t = 1..NT ) (3.276)
Slacij,y,l,c,t = (2l − 1)(1−NCacij,c)facij /L
∀(i, j) ∈ Ωac, y = 1, l = 1..L, ∀c ∈ Cac | c ∈ SIIac, t = 1..NT (3.277)
f+,acij,y,c,t y f
−,ac
ij,y,c,t ≥ 0 ∀(i, j) ∈ Ωac, y = 1.. |Y ac| , ∀c ∈ C, t = 1..NT (3.278)
fac,sqrij,y,c,t Variables continuas (3.279)
En el caso del ana´lisis para la red HVDC (similar al caso HVAC), para el grupo de variables fdc,o,sqrij,c,t ,
el conjunto de ecuaciones que encuentra su valor asume la siguiente forma:
fdc,o,sqrij,c,t =
L∑
l=1
Sldc,oij,l,c,t∆
dc,o
ij,l,c,t ∀(i, j) ∈ Ωdc, ∀c ∈ C, t = 1..NT (3.280)
fdc,oij,c,t = f
+,dc,o
ij,c,t − f−,dc,oij,c,t ∀(i, j) ∈ Ωdc, ∀c ∈ C, t = 1..NT (3.281)
f+,dc,oij,c,t + f
−,dc,o
ij,c,t =
L∑
l=1
∆dc,oij,l,c,t ∀(i, j) ∈ Ωdc, ∀c ∈ C, t = 1..NT (3.282)
0 ≤ ∆dc,oij,l,c,t ≤ ndc,oij f
dc
ij /L (∀(i, j) ∈ Ωdc, l = 1..L, c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cac, t = 1..NT ) (3.283)
0 ≤ ∆dc,oij,l,c,t ≤ (ndc,oij −NCdcij,c)f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cdc | c ∈ SIdc, t = 1..NT
(3.284)
Sldc,oij,l,c,t = (2l − 1)ndc,oij f
dc
ij /L (∀(i, j) ∈ Ωdc, l = 1..L, c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cac, t = 1..NT ) (3.285)
Sldc,oij,l,c,t = (2l − 1)(ndc,oij −NCdcij,c)f
dc
ij /L ∀(i, j) ∈ Ωdc, l = 1..L, ∀c ∈ Cdc | c ∈ SIdc, t = 1..NT
(3.286)
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f+,dc,oij,c,t y f
−,dc,o
ij,c,t ≥ 0 ∀(i, j) ∈ Ωdc,∀c ∈ C, t = 1..NT (3.287)
fdc,o,sqrij,c,t Variables continuas (3.288)
Finalmente, el modelo por completo termina con el grupo de restricciones que definen la linealizacio´n
del conjunto de variables fdc,sqrij,y,c,t, que son como se muestran a continuacio´n:
fdc,sqrij,y,c,t =
L∑
l=1
Sldcij,y,l,c,t∆
dc
ij,y,l,c,t ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , ∀c ∈ C, t = 1..NT (3.289)
fdcij,y,c,t = f
+,dc
ij,y,c,t − f−,dcij,y,c,t ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , ∀c ∈ C, t = 1..NT (3.290)
f+,dcij,y,c,t + f
−,dc
ij,y,c,t =
L∑
l=1
∆dcij,y,l,c,t ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , ∀c ∈ C, t = 1..NT (3.291)
0 ≤ ∆dcij,y,l,c,t ≤ fdcij /L (∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cdc | c ∈ SIdc, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cac, t = 1..NT ) (3.292)
0 ≤ ∆dcij,y,l,c,t ≤
(
1−NCdcij,c
)
f
dc
ij /L
∀(i, j) ∈ Ωdc, y = 1, l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT (3.293)
Sldcij,y,l,c,t = (2l − 1)fdcij /L (∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, c ∈ Co, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cdc | c ∈ SIdc, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 2..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT )∪
(∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , l = 1..L, ∀c ∈ Cac, t = 1..NT ) (3.294)
Sldcij,y,l,c,t = (2l − 1)(1−NCdcij,c)fdcij /L
∀(i, j) ∈ Ωdc, y = 1, l = 1..L, ∀c ∈ Cdc | c ∈ SIIdc, t = 1..NT (3.295)
f+,dcij,y,c,t y f
−,dc
ij,y,c,t ≥ 0 ∀(i, j) ∈ Ωdc, y = 1..
∣∣∣Y dc∣∣∣ , ∀c ∈ C, t = 1..NT (3.296)
fdc,sqrij,y,c,t Variables continuas (3.297)
En esta seccio´n se ha definido el modelo en su totalidad, lo cual lo hace completamente re-producible
y da solucio´n al planeamiento de la transmisio´n de mu´ltiples etapas que incluye ana´lisis de
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contingencias, pe´rdidas te´cnicas, y simulta´neamente propuestas de inversio´n en opciones HVAC
y HVDC en cualquier corredor.
3.7. Introduccio´n de sistemas de almacenamiento de energ´ıa y
modelo matema´tico
Este trabajo incluyo´, de manera adicional, el planeamiento de la transmisio´n que incluye pe´rdidas,
contingencias, enlaces HVDC y la posibilidad de instalar dispositivos de almacenamiento de
energ´ıa (energy storage systems, ESS). Se explora la posibilidad de considerar estos dispositivos de
almacenamiento en el planeamiento a largo plazo con el fin de determinar si adema´s de su impacto
positivo en el corto plazo (ana´lisis operativo), estos dispositivos pueden desplazar inversiones de
transmisio´n de alto costo haciendo menos costoso el plan de expansio´n futuro. Se trata de aportar
con pruebas realizadas en sistemas usados en la literatura especializada, si los dispositivos ESS
deben ser considerados desde los estudios de largo plazo dado el impacto que pueden producir sobre
el sistema de transmisio´n, ma´xime si estos: 1) actu´an en los instantes en que la red esta´ ma´s cargada;
o 2) son las condiciones que definen las inversiones en transmisio´n.
Respecto al funcionamiento interno de estos dispositivos, sus tipos y costos, existen abundantes
referencias entre las que se destacan (Schoenung and Hassenzahl, 2003; Steward et al., 2009; Lichtner
et al., 2010; Schoenung, 2011) y (Akhil et al., 2015). En (Aneke and Wang, 2016) se presenta
un estado del arte sobre estos dispositivos. Con respecto a su consideracio´n en el problema de
planeamiento de la transmisio´n, en (Zhang et al., 2013) analizan el impacto en el planeamiento
de los dispositivos ESS pero so´lo consideran costo de instalacio´n, costo del dispositivo y pe´rdidas
te´cnicas en circuitos HVAC. Otros aspectos importantes no son tenidos en cuenta, como se mostrara´
ma´s adelante. Respecto a la seleccio´n de los dispositivos ESS en (Zhang et al., 2013), son ubicados de
forma o´ptima y el disen˜o en capacidad total instalada en el sistema se basa en la forma de la curva
de carga. Sin embargo, el modelo matema´tico no considera la relacio´n entre los valores de demanda
de la curva de carga y la capacidad de los ESS. En este trabajo, adema´s de los aspectos anteriores,
se incluyen contingencias y enlaces HVDC, y la curva de carga es utilizada con sus valores para la
seleccio´n adecuada de las dimensiones de los ESS. Tambie´n se considera el tiempo de operacio´n, los
104
costos de reemplazo de bater´ıas, los costos fijos y variables de operacio´n y de mantenimiento, y el
beneficio econo´mico por comprar energ´ıa en horas de baja demanda y menor costo, y venderla en
horas de alta demanda y mayor costo.
A continuacio´n se presentan las generalidades y como se modifica el modelo matema´tico presentado
en la seccio´n 3.5 para incluir los efectos de los dispositivos ESS.
3.7.1. Generalidades ESS
Un sistema de almacenamiento de energ´ıa (ESS) toma energ´ıa ele´ctrica de la red durante un cierto
periodo de tiempo y lo entrega a la misma red en otro periodo de tiempo. La idea fundamental
es tomar energ´ıa en momentos en que la demanda del sistema es baja (horas valle) para tenerla
disponible en los momentos de alta demanda (horas pico), de esta forma se eliminan o desplazan
inversiones en generacio´n y eventualmente en el sistema de transmisio´n. Tambie´n puede utilizarse
en un contexto diferente, como en confiabilidad, para cubrir temporalmente la demanda durante
contingencias. En general, los dispositivos ESS tienen dos componentes ba´sicos: la unidad de
almacenamiento de energ´ıa propiamente dicha y el sistema de conversio´n de potencia (power system
conversion, PSC) como se puede observar en la figura 3.16.
 
Barra i 
Unidad de 
Almacenamiento de 
energía 
PSC Sistema AC 
Figura 3.16: Esquema de conexio´n de un ESS.
La literatura especializada y los estudios te´cnicos definen la capacidad nominal de las unidades de
almacenamiento de energ´ıa en kWh o MWh, mientras que la capacidad nominal del PSC se mide
en kW o MW.
Estos dispositivos en la actualidad permiten almacenar grandes cantidades de energ´ıa por periodos
de tiempo de minutos o de horas, sin embargo, au´n las estructuras de mercado existentes no logran
reconocer la importancia y beneficios de disponer de estos elementos en el sistema. Un aspecto que
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no hace atractiva su inclusio´n es el alto costo de inversio´n; esto se justifica en parte por ser una
tecnolog´ıa en desarrollo y mejoramiento. A pesar de esto, algunas de estas tecnolog´ıas ya tienen un
tiempo importante de desarrollo e investigacio´n y pueden resultar interesantes, a pesar de sus costos,
en un contexto como el de las contingencias simples o largos periodos de tiempo en el horizonte de
planeamiento. Existen varios art´ıculos e informes te´cnicos que prueban la eficacia y rendimiento de
los ESS (Beardsall et al., 2015), donde adema´s de proporcionarle un futuro promisorio, se incentiva
el objetivo de modernizar y adaptar las redes ele´ctricas a nuevas tecnolog´ıas que aparezcan con
el tiempo. Es entonces que para que las nuevas tecnolog´ıas logren captar la atencio´n del sector
ele´ctrico, se debe fomentar la investigacio´n en el modelamiento y ana´lisis de estos dispositivos para
determinar su impacto en la red. De esta forma, se ayuda a impulsar su inclusio´n en los sistemas
reales y paralelamente, en la medida que se instalen ma´s de estos dispositivos, se contribuye con la
reduccio´n de su costo en el futuro.
Por otra parte, el crecimiento de la demanda es una realidad en los sistemas ele´ctricos. Avances en
tecnolog´ıa como la introduccio´n de los veh´ıculos ele´ctricos hacen que la demanda del sistema futuro
aumente en forma considerable. Se ha estimado que una de las posibles soluciones para ayudar a
cumplir este aumento en demanda son los dispositivos ESS. Otro aspecto a considerar en el sistema
son las contingencias que producen interrupciones del servicio y que conllevan al surgimiento de
potencia no servida. La baja confiabilidad tambie´n incentiva la modernizacio´n de la red. El costo
total debido a las interrupciones en el servicio de energ´ıa puede ser bastante alto, por ejemplo,
en Estados Unidos cuesta aproximadamente 80.000 millones de do´lares cada an˜o (Lichtner et al.,
2010). Este costo pertenece a interrupciones en los sistemas de transmisio´n y distribucio´n, y puede
ser reducido mediante la introduccio´n de ESS en el sistema en ambos tipos de red. Adema´s, construir
nuevas l´ıneas de transmisio´n o nuevas plantas generadoras requiere de grandes esfuerzos te´cnicos y
econo´micos que pueden ser evitados, desplazados en el tiempo o disminuidos mediante la ubicacio´n
estrate´gica de los dispositivos ESS en el sistema.
Los ESS proporcionan energ´ıa confiable y continua a los centros de demanda y tienen una respuesta
en entrega de energ´ıa ma´s ra´pida que las fuentes de generacio´n existentes. Los tiempos de carga
y descarga dependen de la aplicacio´n que se les quiera dar. Algunas ventajas dependiendo de la
aplicacio´n son las siguientes:
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Carga de los dispositivos en las horas cuando la energ´ıa es de bajo costo (horas valle) y
descarga de la energ´ıa en el sistema en periodos de alto costo (horas pico).
Permite reducir la necesidad de plantas generadoras existentes.
Puede controlar la salida de potencia del dispositivo dependiendo de los requerimientos.
Ayuda a sostener la operacio´n cuando existe indisponibilidad de fuentes de suministro o
pe´rdida de enlaces de transmisio´n.
Contrarresta los efectos de reactivos sobre la tensio´n en las barras del sistema.
Mejora el rendimiento de la red mediante la compensacio´n de irregularidades ele´ctricas y
contingencias.
Retrasa y evita la entrada de nueva inversio´n en l´ıneas de transmisio´n y nuevas plantas
generadoras.
Ayudan a mejorar ı´ndices de confiabilidad y calidad de la energ´ıa.
Cuando se tienen fuentes de energ´ıas renovables ayuda a su integracio´n con el sistema.
Ayuda a mejorar la estabilidad de la red y la capacidad para la recuperacio´n del sistema.
Las aplicaciones de los ESS y la informacio´n te´cnica de cada tipo se encuentran en (Schoenung
and Hassenzahl, 2003; Lichtner et al., 2010) y (Akhil et al., 2015). Estos dispositivos se pueden
clasificar de dos formas: por capacidad de potencia o por tiempo de descarga. Ambas clasificaciones
contienen los mismos tipos de aplicaciones, cuando se comparan entre s´ı. Las aplicaciones var´ıan
segu´n el tipo estudio. De acuerdo a la capacidad de potencia se clasifican en aplicaciones a nivel
del sistema de transmisio´n, aplicaciones a nivel del sistema de distribucio´n y aplicaciones para
mejorar la calidad de la energ´ıa (Schoenung and Hassenzahl, 2003; Akhil et al., 2015). De acuerdo
al tiempo de descarga, se dividen segu´n si es para aplicacio´n de potencia o la administracio´n del
servicio de energ´ıa (Lichtner et al., 2010). Los tipos de enfoque anteriores se diferencian en el tiempo
de descarga de la energ´ıa del dispositivo. En aplicaciones de gran potencia los tiempos van desde
unos pocos segundos hasta una hora, y su funcio´n es contrarrestar el efecto de las contingencias
o los problemas de operacio´n asociadas a ca´ıdas de tensio´n o sobre-tensiones. De otro lado, en la
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administracio´n del servicio de energ´ıa, se almacena energ´ıa durante periodos de baja demanda y
se descargan en periodos de alta demanda, siendo su tiempo de duracio´n de descarga de varias
horas. En (Schoenung and Hassenzahl, 2003; Lichtner et al., 2010) y (Akhil et al., 2015) se definen
las capacidades en MW y tiempos de operacio´n para cada enfoque en que se puede orientar cada
aplicacio´n. Entre los ejemplos de enfoque se encuentra la funcio´n de reserva rodante que tiene un
tiempo de descarga de 15 minutos a 1 hora, con capacidades comprendidas entre 10 y 100 MW
(aplicacio´n en el sistema de transmisio´n). Otro enfoque es el asociado a aliviar la congestio´n en el
sistema, con un tiempo de operacio´n comprendido entre 1 a 4 horas y con capacidades desde 1 MW
hasta los 100 MW (aplicacio´n en el sistema de transmisio´n). Adicionalmente, adema´s de ayudar en
la atencio´n de la demanda pico, se producen otros beneficios como la reduccio´n de carga de potencia
en equipos existentes, lo cual extiende el costo de vida u´til de ellos; por ejemplo en transformadores
y l´ıneas subterra´neas.
Los sistemas de almacenamiento de energ´ıa disponibles en este momento y que esta´n au´n en
mejoramiento se resumen en la tabla 3.7, donde se muestran las ventajas y desventajas y su
aplicabilidad segu´n la divisio´n de acuerdo al tiempo de descarga.
Tabla 3.7: Algunos dispositivos ESS y su aplicacio´n.
Tecnolog´ıa de
almacenamiento
Ventaja Desventaja
Aplicacio´n
de potencia
Aplicacio´n en
administracio´n
eficiente de
energ´ıa
Volantes de inercia
(flywheel)
Alta capacidad de
potencia
Densidad de energ´ıa
baja
  
Capacitores
electromeca´nicos
(electrochemical
capacitors)
Ciclo de vida largo
Muy baja densidad
de energ´ıa
  
Bater´ıas de plomo y
a´cido (traditional
lead acid - LA)
Costo bajo
Ciclo de vida
limitado
  
Continua en la pa´gina siguiente
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Tabla 3.7 – Continua de la pa´gina anterior
Tecnolog´ıa de
almacenamiento
Ventaja Desventaja
Aplicacio´n
de potencia
Aplicacio´n en
administracio´n
eficiente de
energ´ıa
Bater´ıas de plomo y
a´cido con carbo´n
(LA with carbon)
Costo bajo
Densidad de energ´ıa
baja
  
Baterias de
so´dio-sulfuro
(Sodium Sulfur,
NAS)
Alta capacidad de
potencia y alta
densidad de energ´ıa
Costo y
requerimientos para
operar en alta
temperatura
  
Bater´ıa de ion litio
(Lithium-Ion)
Alta capacidad de
potencia y alta
densidad de energ´ıa
Costo y aumento en
circuitos o
dispositivos de
control
  
Bater´ıa
Zinc-Bromuro
(Zinc-Bromine)
La capacidad de
potencia y densidad
energ´ıa es
independiente
Densidad de energ´ıa
media
  
Bater´ıa redox de
Vanadio (Vanadium
Redox)
La capacidad de
potencia y densidad
energ´ıa es
independiente
Densidad de energ´ıa
media
  
Aire comprimido
(Compressed Air)
Alta capacidad de
energ´ıa y bajo costo
Requerimientos
especiales en el sitio
de instalacio´n
  
Central
hidroele´ctrica
reversible (Pumped
Hydro)
Alta capacidad de
energ´ıa y bajo costo
Requerimientos
especiales en el sitio
de instalacio´n
  
 Totalmente competente y razonable
 Razonable
 Es factible, pero no es una aplicacio´n pra´ctica y no es econo´mica
 Infactible
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Se puede observar de la tabla 3.7 que las bater´ıas (en algunos tipos) son las u´nicas que son
completamente ha´biles para trabajar en periodos cortos y largos de operacio´n. Una ventaja de
las bater´ıas es su respuesta ra´pida y capacidades de rampa, lo que le da la caracter´ıstica de trabajar
en cualquier a´rea de aplicacio´n (Schoenung and Hassenzahl, 2003).
Las aplicaciones y ventajas de los ESS que ma´s favorecen el planeamiento del sistema son:
(a) Regulacio´n de a´rea y frecuencia (restablecimiento de la frecuencia): para compensar diferencias
momenta´neas entre el suministro de generacio´n y la demanda en un a´rea determinada de forma
ra´pida. El rango en esta aplicacio´n es de 10 a 40 MW; en cuanto al tiempo de operacio´n (o
descarga) se encuentra entre 15 minutos y 2 horas.
(b) Integracio´n con fuentes renovables: favorece la introduccio´n de fuentes de energ´ıa renovables
de forma ma´s fa´cil en el sistema. El rango en esta aplicacio´n es de 1 a 20 MW; en cuanto al
tiempo de operacio´n (o descarga) se encuentra entre 15 minutos y 1 hora.
(c) Aplazamiento de la actualizacio´n de las redes de transmisio´n y distribucio´n: Incentiva el
aplazamiento de la inversio´n y la no sustitucio´n de elementos en la red de transmisio´n y
distribucio´n. El aumento de la demanda hace que la infraestructura del sistema tenga que ser
actualizada mediante la inversio´n en l´ıneas de transmisio´n y transformadores que establezcan
una conexio´n entre fuentes de generacio´n y centros de demanda; sin embargo, con la instalacio´n
de ESS bien ubicados en el sistema se puede eliminar esta necesidad, y de esta forma, se ayuda
a disminuir costos por la no instalacio´n de l´ıneas o transformadores y se tienen beneficios como
en confiabilidad y el aumento de la vida esperada de los elementos de la red. Para el sistema de
transmisio´n, el rango en esta aplicacio´n es de 10 a 100 MW, en cuanto al tiempo de operacio´n
(o descarga) se encuentra entre 2 a 8 horas. Por otra parte, para el sistema de distribucio´n, el
rango en esta aplicacio´n es de 500kW a 10 MW, en cuanto al tiempo de operacio´n (o descarga)
se encuentra entre 1 a 4 horas.
(d) Seguimiento del nivel de carga: el ESS ajusta la potencia suministrada al sistema de forma
ra´pida y de acuerdo al desbalance generacio´n-demanda. El rango en esta aplicacio´n es de 1 a
100 MW; en cuanto al tiempo de operacio´n (o descarga) se encuentra entre 2 y 6 horas.
(e) Desplazar energ´ıa a trave´s del tiempo: el dispositivo ESS se puede cargar cuando la energ´ıa es
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de bajo costo y descargar cuando la energ´ıa es de alto costo. Usualmente, cuando la demanda
esta´ en su pico ocurre el precio ma´ximo y cuando la demanda esta´ en su punto mı´nimo
ocurre el costo mı´nimo. El dispositivo ESS ayuda al suministro de energ´ıa en el momento
ma´s cr´ıtico, y se obtiene un beneficio econo´mico por el diferencial de precios. Los dispositivos
ESS ma´s usados en esta aplicacio´n son: la central hidroele´ctrica reversible (estaciones de
bombeo), almacenamiento mediante aire comprimido e instalacio´n de bater´ıas. El rango en
esta aplicacio´n es de 1 a 500 MW; en cuanto al tiempo de operacio´n (o descarga) se encuentra
entre 1 y 6 horas.
Las aplicaciones (a) y (b) son de potencia y (c),(d) y (e) son de administracio´n eficiente de energ´ıa,
estos aspectos se diferencian por el tiempo de duracio´n de descarga. De acuerdo a la capacidad
nominal de operacio´n, (a)–(e) pertenecen a servicios prestados en el sistema de transmisio´n. En
un sistema se pueden presentar diversos problemas de operacio´n, como la salida de una l´ınea, el
congestionamiento, etc., que a su vez son problemas que son parte y afectan el planeamiento futuro.
Si algu´n enfoque para el que se oriente el disen˜o de un ESS ayuda en la solucio´n de ese tipo de
problemas de operacio´n o planeamiento, entonces la orientacio´n aplicada se puede catalogar tambie´n
como de servicio complementario. Para ayudar a justificar la inversio´n, un dispositivo ESS puede ser
instalado para ser usado en una o ma´s aplicaciones. Adema´s, se debe analizar si el ESS va ayudar a
evitar costos futuros o si se va obtener un beneficio econo´mico por la energ´ıa almacenada. En (Akhil
et al., 2015) se hace el estudio de las aplicaciones que pueden ser integradas en un solo ESS, con el
fin de aumentar la posibilidad de su inclusio´n en el sistema. Generalmente, para que un ESS pueda
cumplir con varios objetivos, se debe cumplir que algunas caracter´ısticas sean comunes en los tipos
de aplicacio´n que se desean trabajen en conjunto, como son el tiempo del servicio, la flexibilidad
de operar en tiempos largos o cortos, la capacidad mı´nima requerida para su funcionamiento y la
capacidad nominal de rampa de potencia. Por ejemplo, servicios que pueden traer beneficios por su
combinacio´n son: ı´tem (c) con (e), es entonces que adema´s de tener un beneficio en la compra y
venta de energ´ıa, se esta´ atendiendo la demanda pico, y se podr´ıa tener la posibilidad de evitar o
posponer inversiones en l´ıneas de transmisio´n o transformadores por insuficiencia de capacidad de
la red, y lo anterior podr´ıa tener un beneficio secundario en las aplicaciones que esta´n asociadas a
regulacio´n. En general los enfoques de disen˜o que sirvan como servicio complementario siempre son
compatibles con cualquier aplicacio´n.
111
Respecto a los costos, se tienen tres componentes ba´sicos: el costo de inversio´n asociado a la
unidad de almacenamiento de energ´ıa, por ejemplo, costo de bater´ıas, (CUA - costo unidad de
almacenamiento); el costo asociado al sistema de conversio´n de potencia, por ejemplo, convertidores
AC-DC y DC-AC (CPSC - costo sistema de conversio´n de potencia), y el costo de acondicionamiento
de la planta, por ejemplo, costo de terrenos y edificios (CBoP - costo de balance de planta). El
costo de la unidad de almacenamiento de energ´ıa y del sistema de conversio´n se tratan en forma
separada ya que tienen funciones diferentes y dependen de la capacidad del disen˜o. El CBoP esta´
asociado al costo de los sistemas de control y monitoreo, al costo de construccio´n del edificio donde
va a operar todo, y todo el acondicionamiento de conexio´n del dispositivo ESS a la red. El costo de
los componentes ba´sicos se desglosa a continuacio´n:
CostoESS($) = CUA($) + CPSC($) + CBoP ($) (3.298)
CUA = CUUA ∗ EA/ηESS (3.299)
CPSC = CUPSC ∗ PESSnom (3.300)
CBoP = CUBoP ∗ EA (3.301)
EA Energ´ıa almacenada (kWh) (3.302)
ηESS Eficiencia ∈ {0− 1} (3.303)
PESSnom Capacidad nominal ESS (kW) (3.304)
CUUA Costo unitario de CUA ($/kWh) (3.305)
CUPSC Costo unitario de CPSC ($/kW) (3.306)
CUBoP Costo unitario de CBoP ($/kWh) (3.307)
La eficiencia introduce el costo de pe´rdidas en el sistema de almacenamiento, es decir, cuando el
sistema esta´ en proceso de carga de energ´ıa existen unas pe´rdidas asociadas. De otro lado, en las
definiciones anteriores, se ha utilizado el s´ımbolo $ y con las unidades en que se encuentran en la
literatura normalmente; sin embargo, en esta investigacio´n se usa el dolar americano como moneda
de referencia.
A continuacio´n se presentan las aspectos del modelamiento. Existen ma´s costos relacionados como
los fijos y variables de operacio´n y mantenimiento, y los costos de reemplazo de las bater´ıas, que
sera´n considerados para el planeamiento del sistema. Los para´metros variables y conjuntos nuevos
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para la introduccio´n de los dispositivos ESS en el modelo matema´tico se definen en la tabla 3.8.
Tabla 3.8: Variables, para´metros y conjuntos complemento para introduccio´n de ESS.
Nomenclatura Definicio´n
ESSPOC costos operativos y de planeamiento de los ESS (USD).
ESSFV C costos fijos y variables de operacio´n y mantenimiento de los ESS (USD/kW-yr).
CUPSCi costo unitario del sistema de conversio´n de potencia en la barra i (USD/kW).
RC costo unitario de reemplazo de un ESS (USD/kWh).
FR frecuencia de reemplazo de las bater´ıas de un ESS (an˜os).
Γ(k) valor del k-e´simo bloque en la representacio´n de la energ´ıa total de los ESS (horas).
CPESS tiempo de construccio´n de un ESS (an˜os).
ESSmaxi , ESS
min
i ma´ximo y mı´nimo l´ımite de capacidad de un ESS en la barra i.
Dmax, Dho ma´xima demanda y demanda durante el intervalo de tiempo ho.
ho tiempo de operacio´n de los ESS en el sistema en base a la curva de duracio´n de carga.
Cehg, C
e
lo costo de la energ´ıa durante periodos de alta y baja demanda (USD/kWh).
lfr factor para penalizar la venta de energ´ıa durante periodos de alta demanda.
∆ESSk variable que representa el valor del k-e´simo bloque asociado con la capacidad total (MW)
de los ESS.
PESSi variable que representa la salida de potencia del ESS instalado en la barra i (MW).
EESSi variable binaria que representa la construccio´n de un ESS en la barra i .
W capacidad de energ´ıa instalada entre todos los ESS.
El modelo que se presenta a continuacio´n aplica para el problema de planeamiento esta´tico e
incluye contingencias, pe´rdidas te´cnicas, opciones de inversio´n en circuitos HVAC, l´ıneas HVDC
y dispositivos ESS. El ana´lisis en mu´ltiples etapas que considere dispositivos ESS no se contempla
quedando como un trabajo futuro promisorio. El modelo presentado en la seccio´n 3.5 se acomoda a
los requerimientos que se mencionan, quedando faltando la incorporacio´n de los dispositivos ESS.
Por esta razo´n, este u´ltimo modelo mencionado sera objeto de modificaciones que se presentaran
para formar el nuevo modelo, y se asume que el nuevo modelo absorbe todas las restricciones del
presentado en la seccio´n 3.5.
El modelo de l´ınea es como se muestra en la figura 3.17 basado en la figura 3.14, donde se incluye
la posibilidad de instalar ESS en las barras i y/o j. De esta forma, si Ei toma el valor de 1 entonces
se instala el ESS en la barra i con una potencia inyectada PESSi . Se asume que los dispositivos
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ESS se cargan en horas de baja demanda y descargan en horas de alta demanda como se muestra
en la figura 3.18. Comu´nmente los tiempos de carga son ma´s largos que los de descarga, ya que al
cargar se tienen pe´rdidas en los equipos utilizados, por ejemplo en las bater´ıas el tiempo de carga
aproximado es ho/ηESS , donde ho representa el tiempo de descarga del dispositivo ESS y ηESS su
eficiencia para cargar. Existen varios tipos de ESS, en general la metodolog´ıa y me´todo se adecua
a cualquiera de ellos.
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Figura 3.17: Modelo de l´ınea que incluye opciones HVAC, HVDC y ESS.
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Figura 3.18: a) Curva de carga hipote´tica de un dia pico en el u´ltimo an˜o de ana´lisis de planeamiento T . b)
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Respecto a la parte (b) de la figura 3.18, la suma de los valores W1 y W2 representan el a´rea
bajo la curva de duracio´n de carga al an˜o T , que es el an˜o final en el periodo de planeamiento, en
el rango de 0 a ho horas; o de forma equivalente es una porcio´n de la energ´ıa consumida por los
usuarios en un d´ıa pico en el an˜o T . De forma similar, el valor W2 representa una porcio´n de la
energ´ıa consumida en un d´ıa pico en el an˜o t, cumplie´ndose que t < T . Luego, el factor lrf puede
ser calculado como (W1 + W2)/W2, dando como resultado un valor mayor a 1. Este factor, en el
modelo matema´tico, se utiliza para penalizar la ganancia por la venta de energ´ıa durante las horas
de mayor demanda. El an˜o t, mencionado anteriormente en la figura 3.18, representa el tiempo que
tarda en construirse un dispositivo ESS; as´ı, la energ´ıa que sera´ vendida se obtiene a partir de la
construccio´n del ESS, tiempo en el cual esta listo para la operacio´n, y desde ese mismo instante
se penalizaran sus ganancias por venta de energ´ıa. Este factor actua´ como una salvaguarda para
no sobrestimar las ganancias. Lo anterior podra´ ser observado mas adelante en la definicio´n de la
funcio´n objetivo.
Con respecto a las dimensiones te´cnicas de un ESS, tiene dos componentes: la capacidad de potencia
y la capacidad de energ´ıa. En este trabajo se determina la capacidad de potencia de cada ESS,
mientras que la capacidad de energ´ıa es determinada para todo el conjunto completo de ESS
instalados en el sistema y con un ma´ximo tiempo de operacio´n o funcionamiento entre todos los ESS
instalados. De otro lado, el ma´ximo tiempo de operacio´n, impl´ıcitamente, limita el nu´mero de ESS
instalados en el sistema, lo cual es necesario debido a que las horas de alta demanda representan
un intervalo de tiempo pequen˜o (en Colombia de 3 a 4 horas). De esta forma, se puede determinar
la localizacio´n y la capacidad o´ptima de cada ESS y so´lo se incluyen los que el sistema requiere.
Tambie´n debe tenerse en cuenta que no se incluyen ESS si no se recupera la inversio´n durante su
vida u´til.
En el lado izquierdo de la figura 3.19 se muestra la curva de duracio´n de carga correspondiente a
la figura 3.18 con un acercamiento realizado en un fragmento de esta misma en la parte derecha.
Donde la parte que esta sombreada es el a´rea (energ´ıa) que involucra la operacio´n de los ESS y
limitada por el tiempo de operacio´n. El objetivo es que por medio de una aproximacio´n lineal se
obtenga el valor de la energ´ıa. La aproximacio´n usada tiene el nombre de me´todo de punto medio
(Midpoint method) (Chapra and Canale, 2010). El me´todo consiste en dividir la parte asociada de
la curva en k recta´ngulos para obtener una aproximacio´n del a´rea bajo la curva y as´ı encontrar la
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energ´ıa total W (a´rea sombreada en la figura 3.19). El ca´lculo se hace ma´s aproximado en la medida
en que se tengan en cuenta ma´s bloques de divisio´n. En la figura se han tomado k = 5 bloques de
divisio´n.
Las relaciones entre la capacidad de energ´ıa total, el tiempo de operacio´n, la demanda ma´xima
y la capacidad nominal de los dispositivos ESS, puede ser representada mediante las siguientes
restricciones que son agregadas al modelo:
W =
K∑
k=1
Γ(k)∆ESSk (3.308)
0 ≤ ∆ESSk ≤
2(Dmax −Dho)
2K − 1 k = 1..K (3.309)∑
i∈ΩB
PESSi =
K∑
k=1
∆ESSk (3.310)
ESSmini Ei ≤ PESSi ≤ ESSmaxi Ei ∀i ∈ ΩB (3.311)
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Figura 3.19: Me´todo de punto medio (Midpoint method) para calcular la capacidad de potencia de un ESS y la cantidad
de energ´ıa instalada entre todos los ESS
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Respecto a las restricciones 3.308–3.311 se pueden hacer los siguientes comentarios:
Cada bloque de divisio´n de potencia esta representado por la salida de potencia encontrada
para uno o ma´s ESS y en funcio´n del conjunto de variables ∆ESSk .
La ecuacio´n 3.308 calcula la energ´ıa total que suministran los ESS.
El tiempo de operacio´n ma´ximo esta impl´ıcito en el ca´lculo del para´metro Γ(K).
En el ca´lculo de cada Γ(k) deben ser usados los valores de la curva de carga.
La desigualdad 3.309 establece el l´ımite mı´nimo y ma´ximo del conjunto de variables ∆ESSk .
La igualdad 3.310 establece que el conjunto total de ESS instalados sea igual a la potencia
suministrada y que es requerida por el sistema durante el tiempo ho.
La restriccio´n 3.311, adema´s de establecer un l´ımite ma´ximo de instalacio´n de ESS en una barra
i, evita que se instalen mu´ltiples ESS de dimensiones muy pequen˜as mediante la imposicio´n
de un l´ımite mı´nimo, esto hace que se analicen posibles opciones a partir de capacidades
espec´ıficas y que se adecu´en a la realidad.
Luego, resta por definir la funcio´n objetivo y, debido a que los ESS son fuentes que inyectan potencia
en el sistema, se ve afectada la restriccio´n del balance de potencia que sera´ mostrada mas adelante.
El costo de cualquier ESS debe conformarse por costos de capital y de operacio´n. En el modelo de
esta seccio´n, se minimizan los costos de inversio´n en redes HVAC y HVDC junto con sus pe´rdidas
(desde el punto de vista operativo), y con respecto a los ESS se minimiza sus costos de inversio´n
(capital) y costos operativos. De otro lado, se incluye un te´rmino que genera un incentivo en la
instalacio´n de dispositivos ESS que esta asociado a la energ´ıa vendida durante los periodos de alta
demanda. En la parte a de la figura 3.20 (es la misma figura 3.13 presentada en la seccio´n 3.4.4, por
tanto comparte sus mismos principios) se muestra la l´ınea del tiempo para las l´ıneas HVAC y HVDC.
En la parte b de la figura 3.20 se observa la l´ınea del tiempo para los dispositivos ESS. Respecto
a la parte de los ESS, el costo de planeamiento esta formado por los costos de capital: costos por
capacidad de potencia (equipo de conversio´n, dado normalmente en la literatura como USD/kW) y
energ´ıa (unidad de almacenamiento, dado normalmente en la literatura como USD/kWh) y costos
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de balance de planta (conexiones, equipamiento del edificio, etc., especificados en USD/kWh). Los
costos operativos esta´n conformados por los costos fijos y variables de operacio´n y mantenimiento
(en USD/kW-yr), y costos de reemplazo de bater´ıas (en USD/kWh).
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Figura 3.20: L´ınea de tiempo de planeamiento l´ıneas HVAC y HVDC y dispositivos ESS
Respecto a los ESS, de la figura anterior, se deduce que los costos de operacio´n y mantenimiento
se cobran por an˜o, y son cobrados luego de un an˜o de haber sido construidos (se asumen en la
figura 2 an˜os como periodo de construccio´n). Los anteriores costos son de cara´cter anual, por tanto
son calculados y llevados al an˜o de inicio de construccio´n y luego llevados a valor presente. Por
otra parte, los costos de reemplazo son cobrados cada cierto periodo de tiempo (FR) entonces son
simplemente llevados a valor presente (an˜o cero) cada vez que aparezcan. Los costos capitales esta´n
incluidos en ESSOPC y son incluidos en el an˜o cero o de inicio. De esta forma, la funcio´n objetivo
completa es como se muestra a continuacio´n:
mı´n v = CL+ CP + ESSOPC (3.312)
CL =
∑
(ij)∈Ωac
|Y ac|∑
y=1
cacij w
ac
ij,y +
∑
(ij)∈Ωdc
|Y dc|∑
y=1
cdcijw
dc
ij,y (3.313)
CP =
[
(1 + α)T − 1
α (1 + α)T
]
×
[
Sb × λ× Ce
106
]
×
∆ToPeo + ∑
c∈Cac
∆TacPec +
∑
c∈Cdc
∆TdcPec

(3.314)
Pec =
∑
(ij)∈Ωac
req,ac,oij,c fac,o,sqrij,c + |Y
ac|∑
y=1
(
racij,y,cf
ac,sqr
ij,y,c
)+
+
∑
(ij)∈Ωdc
req,dc,oij,c fdc,o,sqrij,c + |Y
dc|∑
y=1
(
rdcij,y,cf
dc,sqr
ij,y,c
) (3.315)
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ESSOPC =
(
CUBoP +
CUUA
ηESS
+
ξ∑
r=1
RC
(1 + α)(r·RF+CPESS)
)
(Sb ·W )
(
1
103
)
+
∑
i∈B
{
Sb · PESSi
103
[
CUPSCi +
(
1
(1 + α)CPESS
)(
(1 + α)(T−CPESS) − 1
α(1 + α)(T−CPESS)
)
· ESSFV C
]}
−
(
Sb ·W
106
)(
Cehg −
Celo
ηESS
)(
365(T − CPESS)
lfr
)
(3.316)
ξ =
⌊
T − CPESS
RF
⌋
(3.317)
Respecto a los te´rminos en la funcio´n objetivo asociados a pe´rdidas te´cnicas e inversio´n en l´ıneas
HVAC y HVDC ya hab´ıan sido introducidos en secciones anteriores. Respecto a los te´rminos
asociados con dispositivos ESS se pueden hacer los siguientes comentarios:
Debido a que se asume que los datos de costos unitarios vienen dados en su valores comunes
encontrados en la literatura, los te´rminos 103 y 106 que se encuentran en 3.316 son para volver
homoge´nea la funcio´n objetivo y obtener el costo total en millones de do´lares.
Los costos que dependen de la energ´ıa instalada (o que son dados en USD/kWh) son calculados
en el primer te´rmino de 3.316, que son el costo por capacidad de almacenamiento o energ´ıa,
el costo de balance de planta y el costo de reemplazo, donde el te´rmino ξ calcula cada cuanto
es el reemplazo a partir de la instalacio´n como se ve en 3.317.
Los costos que dependen de la potencia inyectada (y que son dados en USD/kW) son calculados
por el segundo te´rmino de 3.316, que son el costo por capacidad instalada (la cual sera la
misma inyectada) y los costos fijos y variables de operacio´n y mantenimiento. Estos u´ltimos
son calculados an˜o a an˜o para el periodo desde CPESS hasta T por medio de (1+α)
(T−CPESS)−1
α(1+α)(T−CPESS)
y luego son llevados a valor presente por medio de 1
(1+α)CPESS
.
El tercer te´rmino agrega beneficio por instalar dispositivos ESS en el sistema durante el periodo
de an˜os
{
CPESS − T} para los 365 d´ıas que dura un an˜o. Este te´rmino se ve afectado por la
eficiencia de carga y tiene un para´metro que penaliza las ganancias para no sobre-valorarlas.
Finalmente se presenta el balance de potencia que se ve afectado por la potencia inyectada (PESSi ).
Notese que por medio del balance de potencia, esta variable, conecta los ESS a la red, y que se
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considera que la misma potencia inyectada es la potencia instalada en cada nodo, as´ı se determina
la capacidad aproximada o´ptima. El balance queda de la siguiente forma:
∑
(ki)∈Ωac
fac,oki,c + |Y
ac|∑
y=1
facki,y,c
+ ∑
(ki)∈Ωdc
fdc,oki,c + |Y
dc|∑
y=1
fdcki,y,c

−
∑
(ij)∈Ωac
fac,oij,c + req,ac,oij,c fac,o,sqrij,c + |Y
ac|∑
y=1
(
facij,y,c + r
ac
ij,y,cf
ac,sqr
ij,y,c
)
−
∑
(ij)∈Ωdc
fdc,oij,c + req,dc,oij,c fdc,o,sqrij,c + |Y
dc|∑
y=1
(
fdcij,y,c + r
dc
ij,y,cf
dc,sqr
ij,y,c
)
+ gi,c + P
ESS
i = di ∀i ∈ ΩB, ∀c ∈ C
(3.318)
De la restriccio´n de balance y de las ecuaciones que representan el comportamiento del ESS se puede
ver que las variables y para´metros no tienen el sub-´ındice c, esto debido a que se considera que el
ESS se adecua a todos los estados operativos en un valor firme de energ´ıa entregada, de esta forma
se garantiza que con una sola capacidad disen˜ada funciona para cualquier caso.
Finalmente, debido a que el modelo matema´tico con ESS hereda el resto de restricciones del
modelo presentado en la seccio´n 3.5, el conjunto de restricciones completo esta definido por la
funcio´n objetivo 3.312 con sus definiciones dadas en 3.313–3.317 y sujeto a las restricciones del
comportamiento de los dispositivos ESS dadas en 3.308–3.311 y el nuevo balance de potencia dado
en 3.318, y todas las restricciones que definen las redes HVAC y HVDC, y dema´s l´ımites en variables
dadas en 3.147–3.231.
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Cap´ıtulo 4
Me´todo de disminucio´n del espacio de
solucio´n
El propo´sito de este cap´ıtulo es identificar la importancia que tiene cada corredor de transmisio´n
(HVAC o HVDC) en la solucio´n final del sistema. Al final lo que se obtiene es una propuesta
de l´ımite ma´ximo de adicio´n de circuitos para cada corredor. Esto permite disminuir el taman˜o
y complejidad del problema debido a que existira´n corredores donde el ana´lisis de opciones para
instalar se ve reducido y, en consecuencia, se disminuye el espacio de solucio´n que debe ser explorado.
El me´todo propuesto esta basado en (Duque et al., 2014), donde encuentran la misma solucio´n pero
en un considerable menor tiempo que en (Rahmani et al., 2013) (que encontro´ la mejor solucio´n
conocida) para el sistema Nordeste Brasilero considerado el de mayor dificultad en la literatura
de planeamiento de la transmisio´n. Este u´ltimo sistema en la actualidad no se le ha encontrado la
solucio´n o´ptima inclusive para el problema ma´s ba´sico (ana´lisis esta´tico, so´lo circuitos HVAC, sin
pe´rdidas y sin contingencias). El me´todo propuesto en (Duque et al., 2014) demostro´ ser bastante
robusto, sin embargo no considera pe´rdidas te´cnicas, l´ıneas HVDC y contingencias, lo cual se
considerara´ en esta tesis. La necesidad de crear un me´todo que reduzca el espacio de solucio´n
de una forma inteligente, nace del hecho de que cuando se integran en el problema mu´ltiples etapas,
con pe´rdidas, contingencias, y simulta´neamente enlaces HVAC y HVDC, el modelo queda bastante
grande, lo que dificulta encontrar la solucio´n cuando se usa una te´cnica exacta. En la literatura, como
se presento´ en el cap´ıtulo 1, existen varios trabajos que ante la dificultad del taman˜o del problema
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(inclusive usando te´cnicas metaheur´ısticas) optan por simplemente disminuir los l´ımites sin tener
algu´n cuidado de descartar soluciones de buena calidad o aplican me´todos que no incluyen todas
las variantes que se tratan en esta tesis; como conclusio´n los autores siempre intentan disminuir la
complejidad del problema de alguna forma.
En esta tesis, el me´todo se compone de dos mecanismos de ana´lisis. El primero esta´ basado en
el concepto “divide y vencera´s”(mecanismo de divisio´n de la red), ya que el sistema es dividido
en mu´ltiples partes, de forma inteligente, para realizar un ana´lisis por separado de cada una.
Se desarrollan tres formas de divisio´n de la red. El segundo mecanismo complementa el primero
(mecanismo de inyeccio´n de potencia), ya que debido a la separacio´n del sistema en m subsistemas
por algu´n me´todo de divisio´n, algunos subsistemas pueden tener insuficiencia de generacio´n para
suplir la demanda ma´s las pe´rdidas, es entonces que el subsistema con insuficiencia debe recibir los
recursos que le hacen falta de los otros subsistemas creados. Este suministro de recursos se realiza a
trave´s de las fronteras entre subsistemas, por medio de las l´ıneas que fueron eliminadas para crear los
subsistemas. Luego, para establecer la relacio´n entre el mecanismo de divisio´n y el de inyeccio´n, cada
subsistema puede ser representado como una u´nica barra, que puede ser una barra de generacio´n
o una barra de demanda, dependiendo del balance de potencia en el subsistema analizado. Esto
porque la suma de la generacio´n total menos la demanda total y menos las pe´rdidas totales del
subsistema asociado puede dar un nu´mero negativo (caso de un nodo de demanda) o positivo (caso
en que el nodo se vuelve un nodo de generacio´n). Finalmente, cuando se ha representado cada
subsistema como una “barra equivalente”, se puede formar un sistema equivalente con las barras
formadas (o equivalentes) y los corredores que fueron removidos para formar los subsistemas, solo
que ahora estos corredores interconectan las nuevas barras formadas. Los subsistemas y el sistema
equivalente se resuelven con el modelo matema´tico propuesto de forma iterativa hasta que no se
necesiten ma´s recursos en ningu´n subsistema. Este algoritmo surge de que se afronta un problema
impl´ıcito y que no ha sido mencionado: las pe´rdidas son desconocidas ya que el sistema futuro es
desconocido, y las pe´rdidas deben participar en el balance de potencia de cada subsistema; adema´s
las pe´rdidas var´ıan con cada escenario de contingencia. Por esta razo´n, se propone un algoritmo que
calcula las pe´rdidas de forma aproximada.
Todo el me´todo se explica en las siguientes sub-secciones y por partes hasta llegar al algoritmo
general que se representa en forma de diagrama de flujo. La metodolog´ıa se explica a trave´s del
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sistema Garver de la literatura especializada (Garver, 1970), presentado en la figura 4.1 considerando
opciones de inversio´n en l´ıneas HVDC. Para los procedimientos presentados en esta seccio´n se usa
el modelo matema´tico general definido en el cap´ıtulo de modelos matema´ticos que contiene: ana´lisis
multietapa, pe´rdidas te´cnicas, y simulta´neamente enlaces HVAC y HVDC. El me´todo en general,
tambie´n es aplicable en el ana´lisis esta´tico como se vera´ en el cap´ıtulo de resultados.
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Figura 4.1: Sistema Garver y mecanismos implementados.
4.1. Mecanismos de divisio´n
Se implementaron tres formas de dividir la red que se explican a continuacio´n, los cuales son de
caracter´ıstica heur´ıstica. Para cada me´todo de divisio´n se analiza la u´ltima etapa de planeamiento
T con sus valores de demanda y l´ımites de generacio´n asociados.
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4.1.1. Particio´n basada en el grado de conexio´n
En la representacio´n del sistema en forma de grafo, se pueden identificar zonas donde la interconexio´n
es fuerte (muchas l´ıneas interconectando barras) y otras zonas donde la interconexio´n es de´bil, es
decir, no existen muchas l´ıneas interconectando barras que interfieran con la divisio´n del sistema, y
que siendo identificadas pueden ser retiradas para dividir el sistema. El proceso se hace intentando
minimizar el nu´mero de l´ıneas retiradas. Un ejemplo ilustrativo del me´todo de particio´n de grado
de conexio´n se muestra en la parte (b) de la figura 4.1, en cual dos subsistemas son creados, uno
con cuatro barras y el otro con dos barras. La idea principal de este me´todo es dividir el sistema en
varios subsistemas (al menos dos), minimizando el nu´mero de l´ıneas removidas. En la figura 4.1b se
pueden observar las l´ıneas que no son tenidas en cuenta ya que esta´n fuera de los l´ımites impuestos
en cada zona.
Debido a esta u´ltima caracter´ıstica, este esquema de separacio´n es propenso a remover corredores
de transmisio´n de gran importancia, cuya expansio´n puede ser de gran utilidad para la red futura,
afectando el proceso de identificacio´n de corredores importantes. Sin embargo, con los otros dos
mecanismos adicionales se pretenden aliviar esta clase de inconvenientes, debido a que cada uno
separa el sistema de forma diferente. Otra caracter´ıstica que surge de este me´todo de separacio´n
es que los subsistemas que se forman podr´ıan no tener suficiente generacio´n para atender las
necesidades de demanda y las pe´rdidas.
4.1.2. Particio´n basada en el balance entre generacio´n y demanda
El sistema se divide para obtener subsistemas de modo que la generacio´n de potencia activa sea
suficiente para satisfacer la demanda, tratando de evitar el intercambio de energ´ıa entre subsistemas.
Esto se logra con un balance adecuado entre la generacio´n y la demanda de potencia activa. Entre
ma´s equilibrados sean estos dos valores (intentando siempre que la generacio´n total sea mayor que
la demanda total en cada subsistema), menor sera´ la necesidad de realizar intercambios de potencia
activa con los subsistemas adyacentes y menor sera´ la probabilidad de que se tenga potencia no
servida o racionamiento. La parte (c) de la figura 4.1 muestra un ejemplo de este tipo de particio´n,
en el cual se divide el sistema en tres subsistemas, donde la barra 1 alimenta su propia demanda,
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la barra 3 alimenta la demanda de la barra 5, y la barra 6 alimenta la demanda de las barras 2 y 4.
Este proceso podr´ıa tener algu´n valor de racionamiento y se basa en el ana´lisis de los datos de barra,
examinando la capacidad de generacio´n y la demanda de potencia activa. Aunque este ejemplo no
lo muestra, en sistemas grandes no necesariamente los subsistemas quedan bien definidos, es decir,
pueden estar superpuestos unos sobre otros. Esto quiere decir que no se garantiza una delimitacio´n
geogra´fica bien definida, lo que permite conservar informacio´n referente a corredores de transmisio´n
diferentes al anterior me´todo de separacio´n y que podr´ıan ser de gran importancia para la red de
transmisio´n futura.
Una caracter´ıstica de los sistemas que se analizan con cualquiera de los me´todos propuestos y
modelos de esta tesis, es que deben ser del tipo de redespacho, es decir la generacio´n total es mayor
a la demanda total, ya que las pe´rdidas son incluidas y de forma conceptual entran como nueva
demanda. Esta observacio´n es debido a que en la literatura existen sistemas sin redespacho, es decir,
la generacio´n total es igual a la demanda total, los cuales no podr´ıan ser analizados con los modelos
y metodolog´ıa propuestos.
4.1.3. Particio´n basada en rutas de pe´rdidas mı´nimas
Este procedimiento modifica temporalmente el sistema por completo mediante la adicio´n de una
gran cantidad de l´ıneas en todos los corredores. Este procedimiento simula una red ele´ctrica ideal, en
la cual la potencia activa no es forzada a fluir por ningu´n corredor de transmisio´n espec´ıfico, y que
en cambio busca reducir las pe´rdidas de potencia globales. En este proceso se puede concluir que los
casos de contingencia no tienen influencia debido a la cantidad de circuitos agregados. Este proceso
so´lo analiza el estado de operacio´n normal de un sistema al que se le presentan todas las opciones de
inversio´n en operacio´n con sobredimensionamiento. Despue´s de aplicar el modelo propuesto, se puede
tener acceso a la magnitud del flujo de potencia por cada corredor. Luego, puede ser creada una lista
con estos valores, que puede ser ordenada en forma ascendente para determinar los corredores que
llevan menos flujo de potencia (el flujo de potencia de un corredor es la suma del flujo de potencia
de todas sus l´ıneas). As´ı, la importancia relativa de los corredores puede ser encontrada y el sistema
puede ser dividido, siendo aquellos de menor importancia los que tengan menos transporte de flujo
de potencia, es decir, los que aparecen en las primeras posiciones de la lista. En este me´todo se debe
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hacer la siguiente aclaracio´n: aunque el modelo tenga variables binarias para adicionar l´ıneas, no
se agregara´n l´ıneas debido a la gran cantidad que ya fueron adicionas, entonces el resultado es que
solo distribuye el flujo por la red minimizando las pe´rdidas. La parte (d) de la figura 4.1 tiene un
ejemplo para este tipo de particio´n, donde el sistema se divide en dos subsistemas, y los corredores
con mayor relevancia son 1-4, 1-6, 4-6, 2-3, 2-5 y 3-5.
En este proceso no se garantiza que los subsistemas queden sin racionamiento, ya que algunos
corredores que son omitidos para el proceso de divisio´n pueden tener cantidades de flujo de potencia
activa que luego hagan falta. Sin embargo este problema es solucionado con el mecanismo de
inyeccio´n de potencia que sera´ explicado posteriormente.
Una de las inco´gnitas que surgen al analizar este criterio de separacio´n es la cantidad de l´ıneas que
se deben adicionar para garantizar que el flujo, de acuerdo al modelo matema´tico, pueda escoger
libremente su camino. El proceso es que se adicionan l´ıneas hasta no observar ningu´n cambio en
los flujos de potencia. Esto no presenta problemas de convergencia ya que el problema se convierte
en un problema equivalente de programacio´n lineal debido a la no necesidad de instalar l´ıneas (el
tiempo de solucio´n es casi cero para cualquier sistema y se puede iniciar con un valor grande de
l´ıneas, por ejemplo 100).
4.2. Aproximacio´n de las pe´rdidas en los subsistemas
Para encontrar las pe´rdidas aproximadas en un subsistema producto de la etapa de particio´n, el
modelo de mu´ltiples etapas propuesto en el cap´ıtulo 3 es modificado debido a que un subsistema
puede presentar un de´ficit en generacio´n para suplir la demanda ma´s las pe´rdidas. El cambio que
se presenta es solo temporal (para el ca´lculo de las pe´rdidas aproximadas) y contiene una nueva
variable para el ca´lculo del racionamiento. Debido a esta variable, la funcio´n objetivo del modelo
multietapa var´ıa de la siguiente forma:
mı´n v =
NT∑
t=1
(
CLt
(1 + α)µt
+
CPt
(1 + α)δ
i
t
)
+ σ
∑
i∈B
∑
c∈C
NT∑
t=1
ϕi,c,t (4.1)
Los te´rminos de la funcio´n objetivo ya se explicaron en la seccio´n 3.6 del cap´ıtulo 3 con excepcio´n
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de la variable ϕi,c,t que es el racionamiento en la barra i asociada al caso de operacio´n c y en la
etapa t. Esta variable por supuesto debe impactar la relacio´n del balance de potencia para poder
asumir la potencia que falte. Entonces el balance de potencia nuevo es el siguiente:
∑
(ki)∈Ωac
fac,oki,c,t + |Y
ac|∑
y=1
facki,y,c,t
+ ∑
(ki)∈Ωdc
fdc,oki,c,t + |Y
dc|∑
y=1
fdcki,y,c,t

−
∑
(ij)∈Ωac
fac,oij,c,t + req,ac,oij,c fac,o,sqrij,c,t + |Y
ac|∑
y=1
(
facij,y,c,t + r
ac
ij,y,cf
ac,sqr
ij,y,c,t
)
−
∑
(ij)∈Ωdc
fdc,oij,c,t + req,dc,oij,c fdc,o,sqrij,c,t + |Y
dc|∑
y=1
(
fdcij,y,c,t + r
dc
ij,y,cf
dc,sqr
ij,y,c,t
)
+ gi,c,t + ϕi,c,t = di,t ∀i ∈ ΩB, ∀c ∈ C, t = 1..NT
(4.2)
Adema´s, la variable ϕi,c,t tiene que tener unos l´ımites de operacio´n que dependen de la demanda en
cada barra y que estan asociados al siguiente nuevo conjunto de restricciones:
0 ≤ ϕi,c,t ≤ di,t ∀i ∈ ΩB, ∀c ∈ C, t = 1..NT (4.3)
El resto del modelo presentado en la seccio´n 3.6 permanece inalterado. Para seleccionar el valor de
las pe´rdidas en el mecanismo de inyeccio´n de potencia propuesto en la siguiente seccio´n, que incluye
un balance de potencia en cada subsistema, se elige el valor de las pe´rdidas del caso operativo c
(c ∈ C) con mayores pe´rdidas.
4.3. Mecanismo de inyeccio´n de potencia
Con los valores de datos de entrada de demanda y con el ca´lculo de la generacio´n en las barras y de
las pe´rdidas aproximadas de acuerdo a la seccio´n anterior, un balance de potencia puede ser realizado
en cada subsistema (para cada subsistema: generacio´n total menos demanda total menos pe´rdidas
aproximadas) para luego ser representado, cada uno, como una “barra equivalente”, y formar el
sistema equivalente (el cual esta formado por estas u´ltimas barras y los corredores removidos de la
etapa de particio´n). Como ejemplo ilustrativo, se usa la parte (b) de la figura 4.1 con el sistema
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de Garver, donde el sistema equivalente esta formado por dos “barras equivalentes”, la primera
formada por las barras 1, 2, 3 y 5 y la segunda formada por las barras 4 y 6; y que esta´n conectadas
por los corredores removidos (aquellos que no esta´n en el interior del a´rea o a´reas encerradas).
Luego, similar al proceso presentado en el me´todo de divisio´n en 4.1.3, el mecanismo modifica la
red equivalente agregando una gran cantidad de l´ıneas en los corredores que fueron removidos. De
nuevo, se analiza so´lo el caso de operacio´n normal (las contingencias no tienen efecto) y el modelo
propuesto en la seccio´n 3.6 es aplicado en el sistema equivalente para conocer la magnitud y sentido
de los flujos de potencia en los corredores removidos. Finalmente, con esa solucio´n de flujo se puede
establecer cual subsistema necesita inyeccio´n de potencia y desde cual subsistema se debe enviar
esa ayuda. Con estos flujos se actualiza el balance de potencia en cada subsistema de acuerdo a
los valores de flujo entrando o saliendo de cada subsistema. La actualizacio´n para un subsistema se
logra estableciendo que el valor de los flujos de potencia entrando son generacio´n adicional inyectada
en las barras de ese subsistema. Luego, para el valor de los flujos de potencia saliendo son demanda
adicional en la barras de ese subsistema. Para ambos casos se recuerda que para las l´ıneas que
llevan los flujos de potencia se conocen las barras a cada extremo, lo cual permite establecer donde
se inyecta generacio´n y donde se establece nueva demanda.
4.4. Me´todo de reduccio´n de espacio de solucio´n completo
El me´todo completo es presentado en la figura 4.2, donde para cada me´todo de particio´n, la
aproximacio´n de las pe´rdidas te´cnicas y el mecanismo de inyeccio´n es aplicado de forma iterativa.
El objetivo es actualizar la potencia inyectada en las barras que forman los l´ımites entre cada uno
de los subsistemas. Esto produce una variacio´n en las pe´rdidas de cada subsistema y considera
la informacio´n entre cada uno de los subsistemas. La potencia inyectada y las pe´rdidas en
cada subsistema son iterativamente ajustados hasta que el racionamiento sea cero en todos los
subsistemas. Al final del proceso, cada subsistema no tendra´ racionamiento, y como fue aplicado el
modelo propuesto en la etapa de “Aproximacio´n de las pe´rdidas en los subsistemas”(el cual contiene
todos los aspectos que se consideran en la tesis), los corredores que hacen parte de la red final en
la solucio´n en cada subsistema, contienen los nuevos l´ımites en cada corredor de acuerdo al nu´mero
de l´ıneas instaladas.
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El u´ltimo paso es construir y resolver el modelo propuesto con el sistema completo (sin ningu´n tipo
de divisio´n) y con los nuevos l´ımites de adicio´n en cada corredor. De esta forma, para cada corredor,
el nu´mero ma´ximo de adiciones es seleccionado de los resultados de todos los me´todos de particio´n:
la solucio´n con el mayor nu´mero de l´ıneas instaladas es seleccionado. Finalmente si un corredor
nunca es analizado en el interior de un subsistema, e´ste es analizado con el ma´ximo nu´mero de
l´ıneas permitidas.
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Figura 4.2: Diagrama de flujo del me´todo de reduccio´n del espacio de solucio´n.
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Cap´ıtulo 5
Resultados
Los problemas analizados se implementaron en el lenguaje de modelamiento matema´tico AMPL
(Fourer et al., 2003) y se resolvieron usando el programa de optimizacio´n CPLEX (IBM, 2017). Se
utilizaron los sistemas de prueba Garver y sur brasilero. Estos sistemas se modificaron y ajustaron
para que permitieran la implementacio´n de opciones de inversio´n que los sistemas originales no
poseen. Los datos de estos sistemas se encuentran disponibles en el ape´ndice A y en la pa´gina WEB
del grupo de planeamiento (GP) de la Universidad Tecnolo´gica de Pereira (Datos-Sistemas, 2016).
Los datos utilizados para el sistema Garver toman como referencia los trabajos presentados en
(Gilles, 1987), (Lotfjou et al., 2012) y (CIGRE, 2009), y asumen la misma capacidad de transmisio´n
para las opciones de inversio´n HVAC y HVDC que compiten en el mismo corredor. Otros trabajos
como (Gilles, 1987) asumen una capacidad para l´ıneas HVDC 2.8 veces mayor que la opcio´n HVAC
para el mismo corredor de transmisio´n. Para el sistema Garver, las propuestas HVDC cubren
todas las posibles conexiones entre nodos de la red. Con respecto al sistema sur brasilero, se
redisen˜o´ la base de datos para hacer ma´s realistas las caracter´ısticas ele´ctricas y los costos de este
sistema respecto a las opciones de inversio´n HVAC y se agregaron las opciones HVDC. El costo
de inversio´n asociado a una l´ınea HVAC o HVDC puede ser estimado en funcio´n de su longitud
y de otros factores involucrados segu´n la tecnolog´ıa utilizada. En (Mason et al., 2012) aparece un
reporte sobre estos aspectos. En cuanto al costo de inversores y rectificadores del sistema HVDC,
estos dependen del nivel de tensio´n y de la capacidad nominal del enlace, como puede observarse
en (CIGRE, 2009). En el sistema de prueba sur brasilero, las propuestas de l´ıneas HVDC conectan
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las redes de 230kV y 500kV como se muestra en la figura 5.1. Al igual que en el sistema Garver,
las propuestas HVDC tienen la misma capacidad de potencia que sus equivalentes HVAC para el
mismo corredor de transmisio´n (el esquema del sistema podra´ ser observado ma´s adelante en este
mismo cap´ıtulo).
 
i j AC 
AC DC 
DC 
230/500 kV 500/230 kV 
HVAC 
HVDC 
k 
Figura 5.1: Tipo de propuestas HVDC en sistema sur brasilero.
Para el sistema Garver se encuentran en la literatura datos disponibles para el ana´lisis de mu´ltiples
etapas, los cuales tambie´n pueden ser utilizados en el ana´lisis de una sola etapa, seleccionando
los valores de generacio´n y demanda de una de las etapas. Para el sistema sur brasilero, se
proyecto´ la demanda del sistema para tres intervalos de 5 an˜os cada uno, con el propo´sito de
obtener los escenarios para el ana´lisis de mu´ltiples etapas. Se asume que la demanda aumenta
3 % cada an˜o, respecto al an˜o anterior. La generacio´n tambie´n se modifico´ para obtener una
generacio´n total mayor que la demanda total, con el objetivo de tener capacidad de generacio´n
suficiente para cubrir las pe´rdidas te´cnicas. Los datos de generacio´n y demanda originales pueden
ser encontrados en (Dominguez, 2012). Estas modificaciones no afectan los modelos matema´ticos y
permiten realizar pruebas ma´s realistas respecto a los desarrollos existentes para estas tecnolog´ıas.
Respecto a los costos de energ´ıa ele´ctrica utilizados (Ce), en el sistema Garver se usa un
valor de 40 USD/MWh, inspirado en informacio´n disponible del sistema ele´ctrico Colombiano
(XM-Precio-Energia, 2017), y para el sistema sur brasilero se toma informacio´n de costos de energ´ıa
de Brasil. En (ANNEL-Precio-Energia, 2017) puede encontrarse un reporte diario de costos, con
variaciones entre 75 USD/MWh y 115 USD/MWh. Se seleccionan valores asociados a la regio´n sur
a la que pertenece el sistema analizado.
Para las pruebas tambie´n se consideran los siguientes para´metros comu´nmente encontrados en la
literatura: factor de carga (λ) de 0.65; tasa de descuento anual (α) de 10 %; tiempo de operacio´n
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anual (∆T ) de 8760 horas; y tiempos de duracio´n de operacio´n bajo contingencias en la red HVAC
(∆Tac) y HVDC (∆Tdc) de 5 horas.
A continuacio´n se presentan los resultados para modelos con pe´rdidas. En cada caso o seccio´n se
realizan diferentes ana´lisis para observar diferentes variantes. En algunos casos tambie´n se presentan
los resultados sin pe´rdidas con fines de comparacio´n.
5.1. Resultados con modelo disyuntivo tradicional mejorado y
disyuntivo reducido que consideran pe´rdidas y opciones
HVDC y HVAC
Esta seccio´n, en su primera parte, presenta una prueba de consistencia para el sistema sur brasilero, y
luego la prueba con los modelos para el ana´lisis esta´tico. Dado que el modelo disyuntivo tradicional
mejorado y el modelo disyuntivo reducido representan el mismo problema de optimizacio´n, las
soluciones son las mismas y difieren so´lo en tiempo de co´mputo. Respecto a los me´todos de reduccio´n
de espacio solucio´n, en esta seccio´n no es necesario aplicarlos debido a que au´n no se incluyen las
contingencias o el ana´lisis de mu´ltiples etapas, y los tiempos de co´mputo son bajos. La eficiencia
del me´todo de reduccio´n sera´ presentada posteriormente. Para el ana´lisis se utiliza un computador
con 6 GB de RAM con procesador intel Core i7-4700MQ @2.4GHz.
Las pruebas contienen:
Ana´lisis de sensibilidad de las pe´rdidas respecto a la cantidad de segmentos de l´ınealizacio´n.
Ana´lisis de sensibilidad respecto al tiempo.
Ana´lisis de sensibilidad respecto al costo.
Casos con opciones y sin opciones de enlaces HVDC.
Casos con y sin pe´rdidas.
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5.1.1. Prueba de consistencia para el sistema sur brasilero
Para el sistema sur brasilero, con los nuevos costos, inicialmente se realiza una prueba de consistencia
en la que se obtiene su solucio´n para el problema tradicional (esta´tico) con los dos modelos: el
disyuntivo tradicional mejorado (con tiempo de co´mputo de 0.25 segundos) y el reducido (con
tiempo de co´mputo de 0.17 segundos). Utilizando los valores de demanda y generacio´n originales
contenidos en (Dominguez, 2012) y con el nuevo costo de las l´ıneas, se encuentra la misma solucio´n
o´ptima en circuitos HVAC del sistema tradicional. El sistema es consistente con los nuevos costos que
son ma´s realistas y con un nuevo costo de planeamiento en circuitos HVAC con valor de 436 MUSD,
Los circuitos que se adicionan y que coinciden con los de la solucio´n tradicional son: nac2−5 = 1,
nac13−20 = 1, nac20−23 = 1, nac20−21 = 2, nac42−43 = 1, nac6−46 = 1 y nac5−6 = 2.
5.1.2. Resultados sistema Garver
Los resultados presentados para el sistema Garver utilizan los valores de demanda y generacio´n de
la u´ltima etapa de planeamiento presentada en el ape´ndice A. En la tabla 5.1 se presenta el ana´lisis
porcentual de variacio´n de las pe´rdidas (y en MW) respecto al nu´mero de bloques de linealizacio´n
(L) considerando que el horizonte de planeamiento es de 20 an˜os y que el costo de la energ´ıa es fijo
e igual a 40 USD/MWh. Para todos los casos la solucio´n es la misma y es denominada Garver-A.
El modelo disyuntivo tradicional mejorado se denomina M1 y el modelo reducido M2.
Tabla 5.1: Influencia del nu´mero de segmentos de linealizacio´n - sistema Garver.
L
Pe´rdidas
( %–MW)
M1 - Tiempo (s) M2 - Tiempo (s)
Solucio´n
Garver-A
10 4.2598 – 33.8149 0.14 0.09 nac2−6=2,
100 4.2423 – 33.6702 0.44 0.44 nac3−5=1,
1000 4.2421 – 33.6685 5.28 3.25 nac4−6=2
Se puede observar que el error entre utilizar 10, 100 y 1000 segmentos de linealizacio´n es pequen˜o; por
tal razo´n son suficientes 10 segmentos para realizar pruebas, adema´s entregan la misma solucio´n en
inversio´n. Tambie´n se realiza un ana´lisis de sensibilidad respecto a la variacio´n del costo de energ´ıa
y de la longitud del horizonte de planeamiento. Para el costo de energ´ıa se tiene un valor base de
40 USD/MWh y a partir de e´ste se generan dos escenarios en intervalos crecientes con ancho de
20 USD/MWh. Respecto a los an˜os de planeamiento se considera de forma hipote´tica 20, 30 y 40
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an˜os como longitudes del horizonte (con los mismos datos de demanda y generacio´n), esto con el fin
de observar como el tiempo influye en los resultados. Las soluciones considerando enlaces HVDC
pueden ser encontrados en la tabla 5.2, donde se muestra el costo de la funcio´n objetivo (CFO) y el
costo de las pe´rdidas (CP). En la tabla 5.3 se muestran los resultados en circuitos que corresponden
a los valores de la tabla 5.2 y en la tabla 5.4 los tiempos de co´mputo con los dos modelos (M1 y
M2), los cuales siempre obtienen las mismas soluciones. Se puede observar que se tienen so´lo dos
planes de linea: Garver-A y Garver-B. Las pe´rdidas para las soluciones que tengan configuracio´n de
l´ıneas Garver-A son de 33.8148 MW y para la configuracio´n de l´ıneas Garver-B son de 30 MW. De
esta forma, las pe´rdidas en MW var´ıan si la configuracio´n de la red es diferente.
Tabla 5.2: CFO y CP considerando las l´ıneas HVDC como propuestas - sistema Garver.
40 USD/MWh 60 USD/MWh 80 USD/MWh
n CFO
(MUSD)
CP
(MUSD)
CFO
(MUSD)
CP
(MUSD)
CFO
(MUSD)
CP
(MUSD)
20 205.57 65.57 238.35 98.35 270.98 116.38
30 212.6 72.6 248.9 108.9 283.46 128.86
40 215.32 75.32 252.97 112.97 288.28 133.68
Tabla 5.3: L´ıneas solucio´n de tabla 5.2 - sistema Garver.
n 40 USD/MWh 60 USD/MWh 80 USD/MWh
20 Garver-A Garver-A
Garver-B: nac2−3=1,
nac3−5=1, n
ac
4−6=2, y
ndc2−6=1
30 Garver-A Garver-A Garver-B
40 Garver-A Garver-A Garver-B
Tabla 5.4: Tiempo para obtener soluciones de la tabla 5.3 con modelos M1 y M2 - sistema Garver.
40 USD/MWh 60 USD/MWh 80 USD/MWh
n M1
Tiempo(s)
M2
Tiempo(s)
M1
Tiempo(s)
M2
Tiempo(s)
M1
Tiempo(s)
M2
Tiempo(s)
20 0.14 0.09 0.27 0.19 0.38 0.16
30 0.30 0.14 0.39 0.20 0.36 0.17
40 0.31 0.13 0.33 0.19 0.33 0.20
Segu´n las tablas anteriores, so´lo para el caso con costo de 80 USD/MWh se instala una l´ınea
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HVDC. Si se realizan las mismas pruebas sin considerar opciones HVDC, en los casos de costos de
40 MUSD/MWh y 60 MUSD/MWh, se obtienen las mismas soluciones (solucio´n Garver-A) debido
a que en e´stos, a pesar de incluir opciones HVDC, estas no influyen en el plan de expansio´n. Si
se realiza el ana´lisis para el caso de costo de 80 MUSD/MWh, para el modelo M2 y sin opciones
HVDC, se obtiene la misma solucio´n de circuitos de Garver-A con los costos asociados a la tabla
5.5. En e´ste caso, el costo de la funcio´n objetivo es ma´s elevado que el presentado en la tabla 5.2
debido a las pe´rdidas. Esto justifica la inclusio´n de opciones HVDC.
Tabla 5.5: Solucio´n con modelo M2 sin considerar l´ıneas HVDC como propuestas para caso de 80 USD/MWh - sistema
Garver.
80 USD/MWh
n CFO
(MUSD)
CP
(MUSD)
M2
Tiempo(s)
20 271.1 131.1 0.20
30 285.2 145.2 0.20
40 290.1 130.1 0.27
Si se establece el costo obtenido para un horizonte de 20 an˜os y el escenario de 40 USD/MWh como
referencia de comparacio´n, la variacio´n porcentual del costo de la funcio´n objetivo para los otros
horizontes se muestra en la figura 5.2. Se ajustan las curvas usando aproximacio´n polino´mica.
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Figura 5.2: Variacio´n porcentual de la funcio´n objetivo con respecto al tiempo de planeamiento considerado - sistema
Garver.
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La figura 5.2 tiene en cuenta los casos que consideran enlaces HVDC en las propuestas y el caso sin
considerar enlaces HVDC y para todos los escenarios de costo considerados. Los datos utilizados
para generar la figura 5.2 se presentan en la tabla 5.6.
Tabla 5.6: Datos de variacio´n porcentual de la figura 5.2.
An˜os
HVDC-40
USD/MWh
( %)
HVDC-60
USD/MWh
( %)
HVDC-80
USD/MWh
( %)
SIN-HVDC-80
USD/MWh
( %)
20 100.00 115.95 131.82 131.88
30 103.42 121.08 137.89 138.74
40 104.74 123.06 140.23 141.12
Con lo anterior se puede apreciar como es la variacio´n de la funcio´n objetivo respecto a la longitud
del horizonte de planeamiento, cuando se considera un mismo escenario de generacio´n y demanda.
Se puede concluir que el tiempo o el costo de energ´ıa hacen que el plan de expansio´n pueda
presentar modificaciones y que obligatoriamente se presenten cambios en el costo de las pe´rdidas.
Esta conclusio´n es ma´s evidente para el sistema sur brasilero que se presenta en la siguiente seccio´n,
y muestra que en el ana´lisis de sensibilidad nos da sen˜ales econo´micas para considerar la inclusio´n
de opciones de inversio´n en enlaces HVDC. En el ana´lisis considerando mu´ltiples etapas, que se
muestra ma´s adelante en este cap´ıtulo, se aprecia algo similar pero considerando que la demanda y
generacio´n var´ıan a lo largo del horizonte de tiempo considerado.
Finalmente se eliminan los te´rminos asociados a las pe´rdidas en los modelos. Se obtiene una solucio´n
en adiciones: nac3−5=1 y nac4−6=3, con un costo de inversio´n de 110 MUSD, la cual es una solucio´n
ma´s econo´mica, ya que las pe´rdidas no son consideradas. Este modelo (sin pe´rdidas), sin embargo
esta´ ma´s alejado del sistema de la vida real. De ah´ı la importancia de incluir las pe´rdidas en los
modelos matema´ticos, esto debido a que el plan de expansio´n en la realidad puede ser infactible si
no se consideran.
5.1.3. Resultados sistema sur brasilero
En esta seccio´n se realizan las mismas pruebas que en el sistema Garver y bajo las mismas
condiciones, con excepcio´n del costo de energ´ıa. A continuacio´n se describe el proceso realizado:
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Para diferente nu´mero de segmentos de linealizacio´n se obtienen resultados con el modelo
disyuntivo tradicional mejorado (M1) y el modelo reducido (M2). Se usan los valores de
demanda y generacio´n que se encuentran en el ape´ndice A. La tabla 5.7 muestra los resultados
obtenidos. En este caso tambie´n se puede concluir que es suficiente tener 10 segmentos para
dividir el intervalo de linealizacio´n (L) para tener una respuesta con muy buena exactitud. En
estas pruebas se fija la energ´ıa en 75 USD/MWh y se considera un horizonte de planeamiento
de 20 an˜os. En este caso se observa una notable diferencia en tiempo cuando aumenta L, ya
que el modelo M2 tarda menos tiempo que el modelo M1.
Tabla 5.7: Influencia del nu´mero de linealizaciones - sistema sur brasilero.
L
Pe´rdidas
( %–MW)
M1
Tiempo
(s)
M2
Tiempo
(s)
Solucio´n Brasil-A
10 3.6677 – 341.77 9.17 4.91 nac2−5=1, n
ac
12−14=1, n
ac
23−24=1,
100 3.6487 – 339.945 153.63 92.09 nac20−21=3, n
ac
42−43=2, n
ac
6−46=1,
1000 3.6486 – 339.93 6040.88 2517.36
nac19−25=1, n
ac
31−41=1, n
ac
24−25=2,
nac40−41=1, n
ac
5−6=3
Para el ana´lisis de sensibilidad, se crean tres escenarios de costo de energ´ıa en intervalos de
20 USD/MWh generados a partir de 75 USD/MWh y con escenarios de tiempo de 20, 30 y
40 an˜os. Los resultados se muestran en las tablas 5.8, 5.9 y 5.10 que esta´n asociadas a los
costos (CFO y CP), las l´ıneas instaladas y tiempos de co´mputo, correspondientemente, con
10 segmentos en el intervalo de linealizacio´n. Para Brasil-B, Brasil-C y Brasil D las pe´rdidas
en MW son 299.47 MW, 274.16 MW y 255.23MW, respectivamente.
Tabla 5.8: CFO y CP considerando las l´ıneas HVDC como propuestas - sistema sur brasilero.
75 USD/MWh 95 USD/MWh 115 USD/MWh
n CFO
(MUSD)
CP
(MUSD)
CFO
(MUSD)
CP
(MUSD)
CFO
(MUSD)
CP
(MUSD)
20 2539.99 1242.6 2871.36 1573.96 3168.63 1528.40
30 2673.3 1375.9 3031.42 1527.08 3332.59 1692.37
40 2724.7 1427.3 3088.46 1584.12 3395.57 1634.35
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Tabla 5.9: L´ıneas solucio´n de tabla 5.8 - sistema sur brasilero.
n 75 USD/MWh 95 USD/MWh 115 USD/MWh
20 Brasil-A Brasil-A
Brasil-C: nac2−5=1, n
ac
12−14=1,
nac20−21=2, n
ac
6−46=1, n
ac
31−32=1,
nac5−6=3, n
dc
19−24=1, n
dc
32−42=1
30 Brasil-A
Brasil-B: nac2−5=1, n
ac
12−14=1,
nac32−43=1, n
ac
20−21=2, n
ac
42−43=3,
nac6−46=1, n
ac
31−32=1, n
ac
5−6=3,
ndc19−24=1
Brasil-C
40 Brasil-A Brasil-B
Brasil-D: nac2−5=1, n
ac
12−14=1,
nac20−21=2, n
ac
42−43=1, n
ac
6−46=1,
nac31−32=1, n
ac
28−31=1, n
ac
5−6=3,
ndc19−24=1, n
dc
32−42=1
Tabla 5.10: Tiempo para obtener soluciones de la tabla 5.9 con modelos M1 y M2- sistema sur brasilero.
75 USD/MWh 95 USD/MWh 115 USD/MWh
n M1
Tiempo(s)
M2
Tiempo(s)
M1
Tiempo(s)
M2
Tiempo(s)
M1
Tiempo(s)
M2
Tiempo(s)
20 9.17 7.48 11.48 7.02 9.19 8.02
30 11.17 7.52 11.33 8.02 9.53 5.19
40 14.22 6.70 12.03 6.16 8.06 6.70
Se observa una incidencia del costo de energ´ıa y la duracio´n del horizonte de planeamiento
en la solucio´n final (soluciones: Brasil-A, Brasil-B, Brasil-C, y Brasil-D). Adema´s se nota
que estos dos aspectos pueden crear condiciones propicias para que el sistema vea atractivo
realizar inversiones en circuitos HVDC. Respecto al tiempo de co´mputo, se ha comprobado
que el modelo M2 es ma´s eficiente que el modelo M1, en consecuencia, las siguientes pruebas
usan so´lo el modelo M2.
Basado en las soluciones del ı´tem anterior, se prueba el modelo M2 sin considerar enlaces
HVDC como propuestas. En este caso so´lo es necesario encontrar las soluciones para los
costos de 95 y 115 USD/MWh, ya que el caso de 75 USD/MWh no instala l´ıneas HVDC. Los
resultados son los que se muestran en las tablas 5.11 y 5.12. Al comparar las tablas 5.8 y 5.11
se puede concluir que considerar opciones HVDC permite reducir el costo del planeamiento.
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Las pe´rdidas para Brasil-E, Brasil-F y Brasil-G son de 316.7 MW, 306.9 MW y 302.74 MW,
respectivamente.
Tabla 5.11: CFO y CP sin considerar las l´ıneas HVDC como propuestas - sistema sur brasilero.
95 USD/MWh 115 USD/MWh
n CFO
(MUSD)
CP
(MUSD)
CFO
(MUSD)
CP
(MUSD)
20 2871.36 1573.96 3182.21 1710.91
30 3032.52 1615.02 3363.95 1868.75
40 3092.85 1675.35 3433.75 1938.55
Tabla 5.12: L´ıneas solucio´n de tabla 5.11 - sistema sur brasilero.
n 95 USD/MWh 115 USD/MWh
20 Brasil-A
Brasil-F: nac2−5=1, n
ac
12−14=1,
nac32−43=1, n
ac
20−21=3, n
ac
42−43=3,
nac6−46=1, n
ac
19−25=1, n
ac
31−32=1,
nac28−31=1, n
ac
24−25=2, n
ac
5−6=3
30
Brasil-E: nac2−5=1, n
ac
12−14=1,
nac23−24=1, n
ac
32−43=1, n
ac
20−21=3,
nac42−43=3, n
ac
6−46=1, n
ac
19−25=1,
nac31−32=1, n
ac
24−25=2, n
ac
5−6=3
Brasil-G: es la solucio´n Brasil-F
con el siguiente cambio nac24−25=3
40 Brasil-E Brasil-G
Tomando como referencia el costo de la funcio´n objetivo obtenido con el horizonte de
planeamiento de 20 an˜os y el escenario de 75 USD/MWh, la variacio´n porcentual del costo de
la funcio´n objetivo con respecto a la duracio´n del horizonte de planeamiento es la mostrada
en la figura 5.3. Se han ajustado las curvas usando aproximacio´n polino´mica. Observese que
se han considerado los casos que incluyen o no incluyen opciones HVDC en los escenarios.
Los datos para generar la figura 5.3 se presentan en la tabla 5.13, donde se puede observar
porcentualmente los cambios nume´ricos con cada transicio´n en tiempo o costo de energ´ıa.
Como conclusio´n, con el transcurso de los an˜os o variaciones en costo de energ´ıa, la tendencia
es instalar l´ıneas HVDC que pueden producir ahorros significativos para el sistema.
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Figura 5.3: Variacio´n porcentual de la funcio´n objetivo con respecto al tiempo de planeamiento considerado - sistema
sur brasilero.
Tabla 5.13: Datos de variacio´n porcentual de la figura 5.3.
An˜os
HVDC-75
USD/MWh
( %)
HVDC-95
USD/MWh
( %)
HVDC-115
USD/MWh
( %)
SIN-HVDC-95
USD/MWh ( %)
SIN-HVDC-115
USD/MWh ( %)
20 100.00 113.05 124.75 113.05 125.28
30 105.25 119.35 131.20 119.39 132.44
40 107.27 121.59 133.68 121.77 135.19
Para este sistema, de la tabla 5.13, se pueden obtener valores porcentuales de diferencia cuando
se analizan los casos que tienen en cuenta opciones HVDC. Estas diferencias se obtienen
comparando valores porcentuales horizontales (usando como referencia los valores asociados
al caso de costo de 75 USD/MWh) y verticales (que usa como referencia los valores asociados al
horizonte de 20 an˜os). Para los horizontales las diferencias se encuentran observando cambios
en la funcio´n objetivo para cada an˜o de ana´lisis por separado. Para el horizonte de 20 an˜os,
cuando el costo de energ´ıa se incrementa hasta 95 USD/MWh la funcio´n objetivo aumenta
en 13.05 % y en 24.75 % cuando el costo es 115 USD/MWh. Para 30 an˜os cuando el costo de
energ´ıa se incrementa hasta 95 USD/MWh la funcio´n objetivo aumenta en 14.1 % y en 25.95 %
cuando el costo es 115 USD/MWh. Similarmente, para ana´lisis de 40 an˜os cuando el costo
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de energ´ıa se incrementa hasta 95 USD/MWh la funcio´n objetivo aumenta en 14.32 % y en
26.41 % cuando el costo es 115 USD/MWh. Ahora observando cambios verticales, para el caso
de costo de 75 USD/MWh cuando se incrementa el periodo de ana´lisis a 30 an˜os la funcio´n
objetivo incrementa en 5.25 % y para 40 an˜os incrementa en 7.27 %. Para 95 USD/MWh
la funcio´n objetivo incrementa en 6.3 % para 30 an˜os y para 40 an˜os incrementa en 8.54 %.
Finalmente, para 115 USD/MWh la funcio´n objetivo incrementa en 6.45 % para 30 an˜os y para
40 an˜os incrementa en 8.93 %. El anterior ana´lisis establece que existen un rango global de
variacio´n de la funcio´n objetivo entre el 5.25 % y el 26.41 % para las variaciones en an˜os y costo
de energ´ıa considerados. Si se compara todo lo anterior con los casos en que no se incluyen las
l´ıneas HVDC entre las propuestas en forma global, el ahorro ma´ximo que se podr´ıa obtener
es del 1.5 % (que corresponde a la diferencia porcentual para el caso de 115 USD/MWh en un
periodo de 40 an˜os), el cual en este sistema significa en costo un valor de 38.18 MUSD (38.18
MUSD = 3433.75 MUSD-3395.57 MUSD, de tablas 5.11 y 5.8), siendo este u´ltimo un valor
significativo y que puede determinar en un proyecto instalar una l´ınea HVDC y de e´sta forma
disminuir la inversio´n. En otra seccio´n se observara que con la inclusio´n de contingencias, los
enlaces HVDC tambie´n producen ahorros relevantes.
Finalmente se obtiene el caso sin pe´rdidas el cual tiene un costo de planeamiento lo´gicamente menor.
La solucio´n es 1209.7 MUSD con las siguientes l´ıneas instaladas: nac12−14=1, nac20−21=2, nac42−43=2,
nac3−46=1, nac19−25=1, nac31−41=1, nac24−25=2, nac40−41=1, nac2−3=2.
5.1.4. Conclusiones parciales de modelo esta´tico que considera pe´rdidas y
opciones HVDC y HVAC
Cuando se ensaya el sistema de prueba de sur de brasil con los nuevos para´metros en el modelo
esta´tico tradicional, e´ste presenta la misma solucio´n en circuitos comparado con la solucio´n
tradicional que usa los costos de circuitos presentes en la literatura. Lo anterior muestra que
el sistema es consistente y apto para pruebas.
Indiferentemente del sistema de prueba (sistema garver o sur brasilero), cuando se usa el
modelo de l´ınea disyuntiva tradicional se requiere mas tiempo para encontrar la solucio´n.
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Indiferentemente del sistema de prueba (sistema garver o sur brasilero), la diferencia entre
el porcentaje de pe´rdidas obtenido usando 10 linealizaciones y 1000 linealizaciones es
aproximadamente 0.02 %, el cual no es relevante.
Tanto en el sistema Garver como en el sur brasilero, se observa que se introducen l´ıneas HVDC
cuando se incrementa el costo de las pe´rdidas (USD/MWh) y/o el tiempo de planeamiento.
Cuando se realizan ensayos sin considerar l´ıneas HVDC para los casos equivalentes en costo de
pe´rdidas (USD/MWh) y tiempo de planeamiento (que si incluyen l´ıneas HVDC), el costo de
planeamiento aumenta. Esto muestra el beneficio de incluir l´ıneas HVDC en el planeamiento.
5.2. Resultados modelo esta´tico con contingencias, pe´rdidas,
opciones HVAC y HVDC
En esta seccio´n el ana´lisis difiere del realizado en el apartado anterior, ya que se incluyen las
contingencias. Respecto a la te´cnica de disminucio´n del espacio de solucio´n propuesta en la figura
4.2, solamente es necesaria para el sistema sur brasilero, el cual se ve afectado por su dimensio´n.
Las pruebas se realizan considerando o no, opciones HVDC y debido a que existen contingencias,
las l´ıneas son modeladas de forma monopolar o bipolar. Para el sistema Garver todas se asumen
bipolares. Para el sistema de prueba sur brasilero las l´ıneas HVDC con capacidad menor de 1000
MW son monopolares y las dema´s se consideran bipolares. A continuacio´n se presentan los resultados
para los sistemas con ana´lisis de contingencias simples o (n-1). Para todas las pruebas de esta seccio´n
se utiliza un computador con procesador intel core i7-4770 @3.4GHz y 16 GB de RAM y se configura
el CPLEX para utilizar todos los procesadores (8 procesadores trabajando en paralelo).
5.2.1. Sistema Garver - Pe´rdidas - Contingencias - L´ıneas HVDC y HVAC
En este caso los datos de generacio´n y demanda corresponden a los de la u´ltima etapa que se
encuentran en el ape´ndice A, y se considera un horizonte de tiempo de 20 an˜os y un costo de
energ´ıa de 40 USD/MWh. El diagrama del sistema fue mostrado en el cap´ıtulo de metodolog´ıa de
reduccio´n del espacio de solucio´n en la figura 4.1. Para este sistema se consideran las siguientes
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pruebas:
1. Opciones HVDC con contingencias (n-1).
2. Sin opciones HVDC y con contingencias (n-1).
Los resultados de la pruebas pueden ser observados en las tablas 5.14 y 5.15.
Tabla 5.14: Ana´lisis considerando l´ıneas HVDC como propuestas con ana´lisis n-1 - sistema Garver.
Tiempo
(segundos)
Solucio´n Garver Prueba-1 MUSD
43.95
Parte HVAC: nac2−6 = 3, n
ac
3−5 = 2 CL: 184.6
CP: 53.45Parte HVDC: ndc4−6 = 1
Tabla 5.15: Ana´lisis sin considerar l´ıneas HVDC como propuestas con ana´lisis n-1 - sistema Garver.
Tiempo
(segundos)
Solucio´n Garver Prueba-2 MUSD
11.28
Parte HVAC: nac2−6 = 2, n
ac
3−5 = 2 CL: 210
CP: 44.51nac4−6 = 3, n
ac
2−3 = 1
Con el fin de realizar un ana´lisis comparativo de la tabla 5.2, se puede obtener el resultado cuando
no se consideran contingencias, para el cual el costo de inversio´n (CL) es 130 MUSD y el costo de
pe´rdidas (CP) es 65.57 MUSD, y las l´ıneas solucio´n se pueden observar en la tabla 5.3. Luego, se
pueden generar dos diagramas de barras, figuras 5.4 y 5.5, que comparan las soluciones. Ambas
figuras asumen como referencia de comparacio´n la prueba 1, que es la prueba principal, de la
siguiente forma: la figura 5.4 asume como punto de referencia el costo de l´ıneas (CL), y la figura 5.5
asume como referencia el costo total (CL+CP). De los resultados para este sistema y los diagramas
de barras se pueden hacer los siguientes comentarios:
La diferencia entre las soluciones de las pruebas 1 y 2 se presentan en los corredores 2-3, 2-6 y
4-6; donde la solucio´n de la prueba 1 realiza una inversio´n en una l´ınea HVDC en el corredor
4-6 y evita construir tres circuitos HVAC en ese mismo corredor e incluye una l´ınea HVAC
ma´s en el corredor 2-6, y as´ı evita instalar una l´ınea HVAC en el corredor 2-3. Lo anterior hace
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que en la prueba que incluye enlaces HVDC (1) respecto a la que no los incluye (2) resulte
un costo de planeamiento total 6.91 % menor. No´tese que el costo de pe´rdidas en la prueba 1
resulta un poco ma´s elevado.
La solucio´n que no incluye contingencias es en total 17.84 % ma´s econo´mica que la prueba 1
y en total 24.76 % ma´s econo´mica que la prueba 2. El no incluir contingencias por supuesto
hace que la solucio´n sea ma´s econo´mica, aqu´ı lo que cabe resaltar es que la solucio´n de la
prueba 1 (que incluye opciones HVDC) esta ma´s cerca a la solucio´n sin contingencias, lo que
evidencia un beneficio de las l´ıneas HVDC.
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Figura 5.4: Comparacio´n porcentual de las pruebas realizadas (CL y CP) - sistema Garver.
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5.2.2. Sistema sur brasilero - Pe´rdidas - Contingencias - opciones HVDC y
HVAC
Para esta seccio´n los datos de generacio´n y demanda se encuentran en el ape´ndice A. Se considera
un horizonte de tiempo de 20 an˜os y un costo de energ´ıa de 75 USD/MWh. En este caso, el nu´mero
de pruebas es mayor y de ma´s intere´s que para el sistema Garver, ya que representa un sistema real
y es de mayor dimensio´n.
El objetivo de las pruebas es evaluar si es necesario incluir en la funcio´n objetivo la minimizacio´n
del costo de las pe´rdidas, lo que se refleja en la disminucio´n de las mismas. Es decir, las pe´rdidas
se incluyen en las restricciones, pero se determina que tan importante es minimizarlas o no, lo cual
afecta la funcio´n objetivo y el sistema de ecuaciones de la red.
En la figura 5.6 se muestra el sistema sur brasilero y adema´s los resultados en l´ımites ma´ximos
encontrados luego de aplicar la te´cnica de reduccio´n.
En el me´todo de reduccio´n, se adopta una regla adicional: todos los corredores que no fueron
identificados como relevantes se les dara´ un grado de importancia mediante la imposicio´n como
l´ımite ma´ximo de al menos una l´ınea (para dejar abierta la opcio´n de colocar all´ı hasta un circuito).
En la figura se aprecia como queda separado el sistema en subsistemas de acuerdo a los me´todos de
divisio´n. Las pruebas consideradas son las siguientes:
1. Considerando opciones HVDC y minimizacio´n de pe´rdidas en la funcio´n objetivo.
2. Sin considerar opciones HVDC y considerando la minimizacio´n de las pe´rdidas en la funcio´n
objetivo.
3. Considerando opciones HVDC y sin minimizar pe´rdidas en la funcio´n objetivo.
4. Sin considerar opciones HVDC y sin minimizar pe´rdidas en la funcio´n objetivo.
5. Considerando opciones HVDC, minimizando pe´rdidas en la funcio´n objetivo y sin considerar
contingencias (n-1).
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29 
Subsistema 1 
Subsistema 2 
Subsistema 4 
𝑖 − 𝑗              𝑛𝑖𝑗
𝑑𝑐̅̅ ̅̅ ̅   
𝑖 − 𝑗              𝑛𝑖𝑗
𝑎𝑐̅̅ ̅̅̅  
  1 - 7 → (1, 1, 1, 1, 1) 
  1 - 2 → (1, 1, 1, 1, 1) 
  4 - 9 → (3, 3, 1, 1, 1) 
  5 - 9 → (3, 1, 1, 1, 1) 
  5 - 8 → (3, 1, 1, 1, 1) 
  7 - 8 → (1, 1, 1, 1, 1) 
  4 - 5 → (2, 1, 1, 1, 1) 
  2 - 5 → (2, 1, 2, 2, 1) 
 8 -13 → (1, 1, 1, 1, 1) 
 9 -14 → (3, 3, 1, 1, 1) 
12-14 → (3, 3, 2, 2, 1) 
14-18 → (3, 1, 1, 1, 1) 
13-18 → (3, 2, 2, 2, 1) 
13-20 → (1, 1, 1, 1, 1) 
18-20 → (1, 1, 1, 1, 1) 
19-21 → (1, 2, 1, 2, 1) 
16-17 → (1, 1, 1, 1, 1) 
17-19 → (1, 1, 1, 1, 1) 
14-26 → (1, 2, 1, 1, 1) 
14-22 → (3, 3, 1, 1, 1) 
22-26 → (1, 3, 1, 1, 1) 
20-23 → (1, 3, 1, 1, 1) 
23-24 → (2, 3, 2, 2, 3) 
26-27 → (1, 1, 2, 1, 1) 
24-34 → (1, 1, 1, 1, 1) 
24-33 → (1, 1, 1, 1, 1) 
33-34 → (2, 2, 3, 3, 1) 
27-36 → (1, 1, 3, 3, 2) 
27-38 → (1, 1, 2, 2, 1) 
36-37 → (1, 1, 3, 3, 2) 
34-35 → (1, 2, 2, 2, 1) 
𝑖 − 𝑗                 𝑛𝑖𝑗
𝑎𝑐̅̅ ̅̅̅  
44-45 → (1, 1, 1, 1, 1) 
19-32 → (1, 1, 1, 1, 1) 
19-46 → (1, 1, 1, 1, 1) 
16-46 → (1, 1, 1, 1, 1) 
18-19 → (1, 1, 1, 1, 1) 
20-21 → (3, 3, 3, 3, 3) 
42-43 → (3, 3, 3, 3, 3) 
2-4 → (2, 1, 1, 1, 1) 
14-15 → (2, 2, 1, 1, 1) 
10-46 → (3, 1, 1, 1, 1) 
4-11 → (1, 1, 1, 1, 1) 
5-11 → (3, 1, 1, 1, 1) 
6-46 → (3, 2, 2, 2, 1) 
3-46 → (1, 2, 1, 1, 1) 
16-28 → (2, 2, 2, 2, 1) 
16-32 → (1, 1, 1, 1, 1) 
17-32 → (1, 1, 1, 1, 1) 
19-25 → (1, 1, 1, 1, 1) 
21-25 → (1, 1, 1, 1, 1) 
25-32 → (2, 3, 2, 2, 2) 
31-32 → (2, 3, 1, 2, 1) 
28-31 → (1, 3, 2, 1, 1) 
28-30 → (1, 1, 1, 1, 1) 
27-29 → (1, 1, 1, 1, 1) 
26-29 → (2, 3, 1, 2, 1) 
28-41 → (2, 2, 2, 2, 1) 
28-43 → (1, 3, 1, 1, 2) 
31-41 → (1, 3, 1, 1, 1) 
32-41 → (1, 1, 1, 1, 1) 
41-43 → (2, 2, 2, 2, 1) 
40-45 → (1, 3, 1, 1, 1) 
𝑖 − 𝑗              𝑛𝑖𝑗
𝑎𝑐̅̅ ̅̅̅  
15-16 → (2, 2, 2, 2, 1) 
11-46 → (2, 1, 1, 1, 1) 
24-25 → (3, 3, 3, 3, 3) 
29-30 → (2, 2, 1, 2, 1) 
40-41 → (3, 3, 3, 3, 2) 
2-3 → (3, 3, 3, 3, 1) 
5-6 → (3, 3, 3, 3, 3) 
9-10 → (3, 2, 1, 1, 2) 
35-38 → (1, 2, 2, 2, 1) 
37-39 → (1, 1, 3, 3, 2) 
37-40 → (1, 1, 1, 1, 1) 
37-42 → (1, 1, 1, 1, 1) 
39-42 → (1, 1, 1, 1, 1) 
40-42 → (2, 3, 1, 1, 1) 
38-42 → (1, 1, 1, 1, 1) 
32-43 → (1, 3, 1, 2, 2) 
42-44 → (1, 2, 1, 1, 1) 
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19-24 → (1, 0, 1, 0, 1) 
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Figura 5.6: Sistema sur brasilero y resultados de la metodolog´ıa de reduccio´n del espacio de solucio´n.
En la figura 5.6 se puede observar que los l´ımites esta´n conformados por un vector de cinco posiciones,
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por ejemplo nac31−32 −→ (2, 3, 1, 2, 1). Lo anterior esta´ asociado a las pruebas antes enumeradas. Por
lo tanto, para la prueba 1 el l´ımite usado en el corredor 31− 32 HVAC es de ma´ximo dos adiciones,
para la prueba 2 el l´ımite usado en el corredor 31− 32 HVAC es de ma´ximo tres adiciones, para la
prueba 3 el l´ımite usado en el corredor 31 − 32 HVAC es de ma´ximo una adicio´n, para la prueba
4 el l´ımite usado en el corredor 31 − 32 HVAC es de ma´ximo dos adiciones, y para la prueba 5
el l´ımite usado en el corredor 31 − 32 HVAC es de ma´ximo una adicio´n. Lo anterior se obtuvo
aplicando el algoritmo de reduccio´n considerando en el modelo matema´tico las modificaciones que
dictan cada prueba; es decir, cada caso necesita su propio ana´lisis ya que es diferente de los otros.
Respecto a la u´ltima prueba, 5, es equivalente a una prueba de la tabla 5.8 realizada anteriormente,
sin embargo aqu´ı se incluye el me´todo de reduccio´n. Se puede observar un l´ımite de cero adiciones
para los enlaces HVDC, en los casos donde no se consideran.
Para la prueba 1 se encuentra la solucio´n con y sin la metodolog´ıa de reduccio´n del espacio de
solucio´n y en los dos casos se encuentra la misma solucio´n: esto muestra la eficacia del me´todo de
reduccio´n en la identificacio´n de corredores importantes en el sistema y a su capacidad de acotar los
l´ımites ma´ximos de adicio´n, lo que permitio´, en este caso particular, encontrar la solucio´n o´ptima
global. En la tabla 5.16 se muestra este resultado.
Tabla 5.16: Ana´lisis considerando l´ıneas HVDC como propuestas y la minimizacio´n de las pe´rdidas en la funcio´n
objetivo (con n-1).
Metodolog´ıa
de reduccio´n
Tiempo
(horas)
Solucio´n Brasil Prueba-1 MUSD
No 270.32
Parte HVAC: nac2−5 = 1, n
ac
12−14 = 2, n
ac
19−21 = 1,
CL: 2946.24
CP: 815.77
nac33−34 = 1, n
ac
32−43 = 1, n
ac
42−44 = 1, n
ac
44−45 = 1,
nac20−21 = 3, n
ac
42−43 = 3, n
ac
6−46 = 1, n
ac
3−46 = 1,
Si 37.89
nac31−32 = 1, n
ac
28−31 = 1, n
ac
31−41 = 1, n
ac
40−41 = 1,
nac2−3 = 2, n
ac
5−6 = 3.
Parte HVDC: ndc19−24 = 1
En la tabla anterior se puede observar que el me´todo de reduccio´n encuentra la misma solucio´n
(o´ptimo global) en un tiempo de co´mputo 85.9 % menor (37.89 horas) que el utilizado con el ana´lisis
del espacio de solucio´n completo (270.32 horas). En la tabla 5.16 el costo total de la funcio´n objetivo
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esta´ constituido en parte por el costo de circuitos (CL=2946.24 MUSD) y el costo de pe´rdidas
(CP=815.77 MUSD) para un horizonte de planeamiento de 20 an˜os. En la solucio´n es necesaria una
adicio´n de enlaces HVDC en el corredor 19− 24 y el tiempo requerido por el me´todo de reduccio´n
es de 0.52 horas.
Por la calidad del resultado obtenido, las pruebas 2–5 que se describen a seguir se realizan utilizando
el me´todo de reduccio´n. Debe aclararse que aunque el me´todo de reduccio´n es eficaz, no puede
garantizarse que los corredores identificados contengan siempre la solucio´n o´ptima global del sistema,
pero si puede garantizar soluciones de alta calidad. Lo anterior tambie´n se verifica ma´s adelante para
el modelo de planeamiento mu´lti-etapa coordinado. De esta forma, los resultados para la prueba 2
son los que se muestran en la tabla 5.17.
De la solucio´n para la prueba 2 puede decirse que utiliza la misma solucio´n de circuitos HVAC
de la prueba 1 y adema´s adiciona 6 circuitos adicionales. Esto quiere decir que la l´ınea HVDC
adicionada en la prueba 1 evita la inversio´n de circuitos HVAC en los corredores: 20-23, 19-25 y
24-25, que pertenecen a la solucio´n de la prueba 2.
Tabla 5.17: Ana´lisis sin considerar l´ıneas HVDC como propuestas y considerando la minimizacio´n de las pe´rdidas en
la funcio´n objetivo (con n-1).
Tiempo
(horas)
Solucio´n Brasil Prueba-2 MUSD
86.06
Parte HVAC: Prueba-1-Parte-HVAC + CL: 2964.9
CP: 859.27nac20−23 = 2, n
ac
19−25 = 1, n
ac
24−25 = 3
Los resultados para la prueba 3 se muestran en la tabla 5.18. No´tese que no aparecen los costos
por pe´rdidas, ya que no fueron incluidos en la funcio´n objetivo. Sin embargo, el costo de pe´rdidas
(CP) puede ser calculado de la solucio´n final y corresponden a un valor de 1843.2 MUSD, lo que
significa que el costo total (CL+CP) tiene un valor de 4789.44 MUSD, el cual es mucho ma´s alto
que el de las pruebas 1 y 2. Si se compara la prueba 1 con la 3, la 1 tiene un costo de pe´rdidas
55.7 % menor, lo que indica que las pe´rdidas deben ser incluidas y minimizadas en la funcio´n objetivo.
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Tabla 5.18: Ana´lisis considerando opciones HVDC, sin minimizar pe´rdidas en la funcio´n objetivo y contingencias (n-1).
Tiempo
(horas)
Solucio´n Brasil Prueba-3 MUSD
51.8
Parte HVAC: nac2−5 = 1, n
ac
12−14 = 2, n
ac
19−21 = 1, n
ac
33−34 = 1, n
ac
32−43 = 1,
CL:2946.24
nac42−44 = 1, n
ac
44−45 = 1, n
ac
20−21 = 3, n
ac
42−43 = 3, n
ac
6−46 = 1, n
ac
3−46 = 1,
nac31−32 = 1, n
ac
28−31 = 1, n
ac
31−41 = 1, n
ac
40−41 = 1, n
ac
2−3 = 3, n
ac
5−6 = 2
Parte HVDC: ndc19−24 = 1
Los resultados para la prueba 4 se muestran en la tabla 5.19. Donde tanto el costo en planeamiento
de l´ıneas como el costo de pe´rdidas aumenta mucho ma´s que todas las pruebas. En este caso, al
igual que en la prueba 3, las pe´rdidas no se minimizan pero pueden ser calculadas. El valor de CP es
2436.94 MUSD, lo que significa que el costo total (CL+CP) es de 5474.04 MUSD. Esto se atribuye
a las siguientes causas:
1. No se consideraron opciones HVDC.
2. No se incluyo´ la minimizacio´n de las pe´rdidas en la funcio´n objetivo.
Todas las pruebas realizadas anteriormente muestran que estos dos aspectos deben ser considerados
en el modelo matema´tico del problema de planeamiento de la expansio´n de redes de energ´ıa ele´ctrica.
Tabla 5.19: Ana´lisis sin considerar l´ıneas HVDC como propuestas y sin la minimizacio´n de las pe´rdidas en la funcio´n
objetivo (con n-1).
Tiempo
(horas)
Solucio´n Brasil Prueba-4 MUSD
12.77
Parte HVAC: nac2−5 = 1, n
ac
12−14 = 2, n
ac
19−21 = 1, n
ac
33−34 = 1, n
ac
32−43 = 1,
CL: 3037.1
nac42−44 = 1, n
ac
44−45 = 1, n
ac
20−21 = 3, n
ac
42−43 = 3, n
ac
6−46 = 1, n
ac
3−46 = 1,
nac19−25 = 1, n
ac
21−25 = 1, n
ac
31−32 = 1, n
ac
28−31 = 1, n
ac
31−41 = 1, n
ac
24−25 = 3,
nac40−41 = 1, n
ac
2−3 = 3, n
ac
5−6 = 2
Finalmente se resuelve de nuevo el problema sin contingencias simples (n-1). Los resultados se
muestran en la tabla 5.20. La solucio´n no identifica inversiones HVDC en e´ste caso. Se prueba con
y sin reduccio´n del espacio de solucio´n.
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Tabla 5.20: Ana´lisis considerando l´ıneas HVDC como propuestas y la minimizacio´n de las pe´rdidas en la funcio´n
objetivo y sin ana´lisis de contingencia n-1.
Tiempo
(segundos)
Solucio´n Brasil Prueba-5 MUSD
Con
reduccio´n
Sin
reduccio´n
Parte HVAC: nac2−5 = 1, n
ac
12−14 = 1, n
ac
23−24 = 1, n
ac
20−21 = 3,
CL: 1297.39
CP: 1242.6
3.4 5.52
nac42−43 = 2, n
ac
6−46 = 1, n
ac
19−25 = 1, n
ac
31−41 = 1,
nac24−25 = 2, n
ac
40−41 = 1, n
ac
5−6 = 3
A continuacio´n se muestran dos diagramas de barras, figuras 5.7 y 5.8, que comparan todas las
soluciones obtenidas. Ambas figuras asumen como referencia la prueba 1, que es la prueba principal,
de la siguiente forma: la figura 5.7 asume como punto de referencia el costo de l´ıneas (CL), y la
figura 5.8 asume como referencia el costo total (CL+CP). Respecto a los diagramas se pueden hacer
los siguientes comentarios:
Se puede observar que el costo de pe´rdidas aumenta con cada caso (pruebas 1 a 4) y que la
mejor solucio´n es la que considera opciones HVDC y minimizacio´n de pe´rdidas en la funcio´n
objetivo.
La prueba 2 es en total 1.65 % ma´s costosa que la prueba 1.
La prueba 3 es en total 27.31 % ma´s costosa que la prueba 1.
La prueba 4 es en total 45.5 % ma´s costosa que la prueba 1.
La prueba 5 es en total 32.48 % ma´s econo´mica que la prueba 1, ya que no se incluyen las
contingencias.
Si se comparan las pruebas 1 y 3 tienen el mismo costo en l´ıneas, sin embargo difieren en la
inversio´n realizada en los corredores 2-3 y 5-6 (ambos son transformadores de igual capacidad).
Se agrega en total el mismo nu´mero de transformadores, sin embargo difieren as´ı: prueba 1→
nac2−3 = 2 y nac5−6 = 3; y en la prueba 2 → nac2−3 = 3 y nac5−6 = 2. Ese mı´nimo cambio hace que
las pe´rdidas se eleven ya que el flujo se redistribuye de forma diferente. Lo anterior sucede por
que la prueba 3 no incluye minimizacio´n de pe´rdidas en la funcio´n objetivo.
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Se puede observar, de la prueba 4, que no incluir en el ana´lisis l´ıneas HVDC y pe´rdidas puede
producir sobrecostos.
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Figura 5.7: Comparacio´n porcentual de las pruebas realizadas (CL y CP)- sistema sur brasilero.
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Figura 5.8: Comparacio´n porcentual de las pruebas realizadas (CL + CP) - sistema sur brasilero.
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5.2.3. Conclusiones parciales de modelo esta´tico con contingencias, pe´rdidas,
opciones HVAC y HVDC
Para el sistema Garver: cuando no se consideran las l´ıneas HVDC respecto a cuando si se
consideran, el estudio de planeamiento de la red entrega en el resultado 4 l´ıneas HVAC
adicionales. Esto muestra la desventaja de no incluir las l´ıneas HVDC en el planeamiento.
Para el sistema sur brasilero: cuando no se consideran las l´ıneas HVDC respecto a cuando
si se consideran, el estudio de planeamiento de la red entrega en el resultado 6 l´ıneas HVAC
adicionales. Esto muestra la desventaja de no incluir las l´ıneas HVDC en el planeamiento.
El me´todo de reduccio´n, en el sistema sur brasilero, en la prueba que incluye l´ıneas HVDC y
pe´rdidas en la funcio´n objetivo, encuentra la solucio´n optima y reduce el tiempo de bu´squeda
en un 85.9 %.
En general, el costo mas bajo en planeamiento es el de la prueba que incluye tanto l´ıneas
HVDC como pe´rdidas en la funcio´n objetivo. En las pruebas se pueden observar reducciones
importantes, por ejemplo: cuando se comparan las pruebas que consideran l´ıneas HVDC pero
se diferencian en la inclusio´n de las pe´rdidas en la funcio´n objetivo, la que incluye las pe´rdidas
en la funcio´n objetivo tiene un costo de pe´rdidas 55.7 % menor, lo que indica que las pe´rdidas
deben ser incluidas y minimizadas en la funcio´n objetivo.
5.3. Resultados de modelo de mu´ltiples etapas con contingencias,
pe´rdidas, circuitos HVAC y HVDC
En esta seccio´n se utilizan los datos de generacio´n y demanda de mu´ltiples etapas que aparecen para
cada sistema en el ape´ndice A. La l´ınea de horizonte del tiempo considerada para ambos sistemas
es la mostrada en la seccio´n donde se definio´ el modelo matema´tico para mu´ltiples etapas, figura
3.15 (con todos sus para´metros de tiempo), que define tres etapas de inversio´n (µ1 = 0, µ2 = 5 y
µ3 = 10) y tres de operacio´n (δ
i
1 = 5 - δ
f
1 = 10, δ
i
2 = 5 - δ
f
2 = 15 y δ
i
3 = 15 - δ
f
3 = 20). Para todas
las pruebas de esta seccio´n se utiliza un computador con procesador intel core i7-4770 @3.4GHz
y 16 GB de RAM y se configura el CPLEX para utilizar todos los procesadores (8 procesadores
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trabajando en paralelo). A continuacio´n se describen todas las pruebas realizadas.
5.3.1. Resultados sistema Garver - ana´lisis multietapa - contingencias - pe´rdidas
- circuitos HVAC y HVDC
Para el sistema Garver todas las pruebas contienen ana´lisis de contingencia (n-1) (operacio´n normal
y contingencias en todos los corredores HVAC y HVDC para un total de 31 escenarios). Se definen
dos casos de prueba: Caso A1 que retira todos los componentes de pe´rdidas que contenga el modelo
y Caso A2 que considera las pe´rdidas en la red. Para estos dos casos se generan 4 sub-casos que
esta´n conformados as´ı: ana´lisis con y sin opciones HVDC combinados con y sin me´todo de reduccio´n
de espacio solucio´n. De otro lado, el costo de la energ´ıa es de 40 USD/MWh. Respecto a los l´ımites
considerados en los casos que usan el me´todo de reduccio´n del espacio de solucio´n, son los mostrados
en la figura 5.9 y la divisio´n del sistema en varios subsistemas se realiza de acuerdo a la figura 4.1,
que se uso´ para explicar la metodolog´ıa. Los corredores que no esta´n en la lista tienen como l´ımite
ma´ximo: cero adiciones.
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Figura 5.9: L´ımites del sistema Garver con el me´todo de reduccio´n considerando y sin considerar opciones HVDC.
Las tablas 5.21 y 5.22 muestran los resultados para los casos A1 y A2 (con cada uno de los sub-casos
estudiados). Segu´n el nu´mero de fila de la tabla se indica lo siguiente: (i) filas 2–4: identifica lo que
es analizado en cada sub-caso; (ii) filas 5–7: solucio´n en cada etapa de planeamiento; (iii) filas 8–11:
tiempo necesario para encontrar la solucio´n, nu´mero de variables continuas, nu´mero de variables
binarias y nu´mero de restricciones del problema; y (iv) filas 12–13: indica el costo de inversio´n (CL)
y el costo de pe´rdidas (CP) de la solucio´n que se muestra en las filas 5–7.
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Tabla 5.21: Resultados multietapa Caso A1 - sistema Garver
Especificacio´n/Caso Caso A1
Pe´rdidas No
HVDC No Si
Reduccio´n No Si No Si
Etapa 1 n
ac
2−3 = 1, n
ac
3−5 = 1, n
ac
4−6 = 1
Etapa 2 n
ac
2−6 = 1, n
ac
3−5 = 1
Etapa 3 n
ac
4−6 = 2
Tiempo (segundos) 8.25 2.36 38.97 2.14
# variables continuas 3687 1896 9897 2832
# variables binarias 180 99 270 111
# de restricciones 12225 5658 29250 7409
CL (MUSD) 124.18
CP (MUSD) 21.3
Tabla 5.22: Resultados multietapa Caso A2 - sistema Garver
Especificacio´n/Caso Caso A2
Pe´rdidas Si
HVDC No Si
Reduccio´n No Si No Si
Etapa 1 n
ac
2−3 = 1, n
ac
3−5 = 1, n
ac
4−6 = 1
Etapa 2 n
ac
2−6 = 1, n
ac
3−5 = 1, n
ac
4−6 = 1 n
ac
3−5 = 1, n
ac
4−6 = 2
Etapa 3 n
ac
2−6 = 1, n
ac
4−6 = 1 n
dc
2−6 = 1
Tiempo (segundos) 137.56 27.11 822.73 54.16
# variables continuas 44286 22863 125376 34419
# variables binarias 180 99 270 111
# de restricciones 22134 11364 56979 15719
CL (MUSD) 142.81 140.72
CP (MUSD) 17.02 16.98
En el caso A1, que no considera pe´rdidas en las l´ıneas, la solucio´n es la misma para todos los
sub-casos con un costo de inversio´n de 124.18 MUSD (el o´ptimo no es removido cuando se usa
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el me´todo de reduccio´n), e incluso en los casos donde se consideran l´ıneas HVDC, estas no son
incluidas en el plan de expansio´n, debido a su alto costo. Cuando se usa el me´todo de reduccio´n, el
tiempo disminuye de 8.25s a 2.36s (71.39 %) sin considerar opciones HVDC; y disminuye de 38.97s
a 2.14s (94.51 %) cuando las opciones HVDC son consideradas. Se aclara que como las pe´rdidas en
el caso A1 no son incluidas, en el sub-caso con me´todo de reduccio´n se utilizan los mismos l´ımites
obtenidos con el me´todo de reduccio´n aplicado al caso con pe´rdidas (caso A2). De otro lado, aunque
las pe´rdidas no son incluidas en el Caso A1, estas pueden ser encontradas de la solucio´n final, como
se muestra en la tabla 5.21.
En el caso A2, que considera pe´rdidas en las l´ıneas, se encuentra una solucio´n diferente cuando las
l´ıneas HVDC son consideradas como propuestas. Se puede observar que la solucio´n de la etapa 1 es
comu´n para todos los sub-casos y a partir de esta etapa las soluciones difieren. Adema´s, cuando se
consideran l´ıneas HVDC, en la etapa 3, se instala una l´ınea HVDC en el corredor 2-6.
Comparando las dos soluciones obtenidas, en el caso A2, cuando se consideran l´ıneas HVDC, el
costo es reducido de 142.81 MUSD a 140.72 MUSD, y el costo de pe´rdidas es reducido de de 17.02
MUSD a 16.98 MUSD. En los casos considerando y no las l´ıneas HVDC como propuestas (en la
prueba A2) el me´todo de reduccio´n encuentra las mismas soluciones que su problema original, lo
que quiere decir que se reduce el espacio de solucio´n sin remover la solucio´n o´ptima. Respecto al
tiempo de co´mputo, cuando se usa el me´todo de reduccio´n, el tiempo para resolver el problema
disminuye de 137.56s a 27.11s (80.29 %) cuando las l´ıneas HVDC no son parte de las propuestas; y
disminuye de 822.73s a 54.16s (93.42 %) cuando las l´ıneas HVDC son consideradas.
La reduccio´n de dimensio´n del problema, para los casos A1 y A2, puede ser observada en te´rminos
del nu´mero de variables y restricciones del problema para cada sub-caso. Si se observa el caso A1,
cuando las l´ıneas HVDC no son consideradas y son consideradas, el me´todo de reduccio´n disminuye
el nu´mero de variables continuas en el problema en 48.58 % y 71.39 %, el nu´mero de variables binarias
en 45.00 % y 58.89 %, y el nu´mero de restricciones en 53.72 % y 74.67 %, respectivamente. De otro
lado, si se observa el Caso A2, cuando las l´ıneas HVDC no son consideradas y son consideradas,
el me´todo de reduccio´n disminuye el nu´mero de variables continuas en el problema en 48.37 % y
72.55 %, el nu´mero de variables binarias en 45.00 % y 58.89 %, y el nu´mero de restricciones en
48.66 % y 72.41 %, respectivamente.
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Si se observan los resultados del Caso A1, puede observarse que las dos soluciones del Caso A2
presentan valores de costo de pe´rdidas menores que el caso A1, esto debido a que el Caso A2
considera las pe´rdidas en el proceso de optimizacio´n. Respecto al costo de planeamiento del Caso
A1, es por supuesto inferior debido a que las pe´rdidas no son consideradas.
Por otra parte, respecto a las soluciones del Caso A1 (considerando y no las propuestas HVDC),
pueden ser comparadas con las soluciones para una sola etapa que fueron encontradas en la seccio´n
anterior en las tablas 5.14 y 5.15 (modelo esta´tico, con pe´rdidas, contingencias y con l´ıneas HVDC
y HVAC). En la figura 5.10 puede observarse esta comparacio´n, donde se cumple que los casos del
modelo multietapa son ma´s econo´micos que los del ana´lisis de una sola etapa, siendo ma´s atractivo
el caso que propone enlaces HVDC.
 
140.72 142.81
184.6
210
16.98 17.02
53.45
44.51
0
50
100
150
200
250
Considera HVDC No considera HVDC Considera HVDC No considera HVDC
Multietapa-Garver-Caso
A2
Multietapa-Garver-Caso
A2
Estático-Garver-Prueba 1 Estático-Garver-Prueba 2
M
U
SD
Multietapa vs Estático 
(horizonte completo de 20 años)
CL (MUSD) CP (MUSD)
Figura 5.10: Multietapa vs Esta´tico, considerando o no opciones HVDC, en MUSD.
En te´rminos porcentuales, y estableciendo como punto de referencia la solucio´n ma´s favorable (Caso
A2 - con l´ıneas HVDC), en la figura 5.11 se muestra la comparacio´n de acuerdo al costo total
(CL+CP). Se pueden hacer las siguientes afirmaciones: 1) El Caso A2 (sin l´ıneas HVDC) es 1.35 %
mayor que el caso A2 (con l´ıneas HVDC). 2) El mejor caso esta´tico es 50.95 % mayor en costo
respecto al caso A2 (con l´ıneas HVDC). 3) El orden de costo de l´ıneas es ascendente as´ı como
tambie´n el costo total; y lo anterior de acuerdo al orden que ya se ha identificado en los resultados
y que establece que el ana´lisis de planeamiento en orden de mejor a peor opcio´n es: a) multietapa
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(con pe´rdidas y enlaces HVDC); b) multietapa (con pe´rdidas y sin l´ıneas HVDC); c) esta´tico (con
pe´rdidas y l´ıneas HVDC); y d) ana´lisis esta´tico (con pe´rdidas y sin l´ıneas HVDC).
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Figura 5.11: Multietapa vs Esta´tico (considerando y no las l´ıneas HVDC como propuestas) en te´rminos % respecto al
costo total CL+CP.
5.3.2. Resultados sistema sur brasilero - ana´lisis multietapa - contingencias -
pe´rdidas - circuitos HVAC y HVDC
Para las pruebas en este sistema el costo de energ´ıa asumido es de 75 USD/MWh y se consideran
los siguientes casos (todos incluyen las pe´rdidas):
Ana´lisis sin contingencias (Caso B1).
Ana´lisis con algunos casos de contingencias (Caso B2). En total 17 escenarios distribuidos as´ı:
operacio´n normal y contingencias en los corredores HVAC: 19-21, 32-43, 19-25, 21-25, 25-32,
20-21, 24-25, y 42-43, y contingencias en l´ıneas en todos los corredores HVDC (2-46, 4-46,
19-20, 19-24, 24-32, 32-42, 28-40, y 31-40).
Ana´lisis con contingencia n-1 (Caso B3).
Para los casos B1 y B2, 4 subcasos son considerados: con y sin enlaces HVDC como propuestas
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combinado con los casos de utilizar y no utilizar el me´todo de reduccio´n. Para el caso B3, dos
subcasos son considerados, con l´ıneas HVDC y utilizando y no utilizando el me´todo de reduccio´n.
Los resultados de los casos B1 a B3 se muestran en las tablas 5.23, 5.24 y 5.25, a continuacio´n:
Tabla 5.23: Resultados multietapa Caso B1 - sistema sur brasilero
Especificacio´n/Caso Caso B1 (sin contingencias)
HVDC No Si
Reduccio´n No Si No Si
Etapa 1
nac12−14 = 1, n
ac
20−21 = 1, n
ac
42−43 = 2,
nac6−46 = 1, n
ac
19−25 = 1, n
ac
24−25 = 2,
nac5−6 = 2
Etapa 2
nac2−5 = 1, n
ac
20−21 = 2,
nac31−41 = 1, n
ac
40−41 = 1, n
ac
5−6 = 1
Etapa 3
nac12−14 = 1, n
ac
19−21 = 1,
nac17−19 = 1, n
ac
42−43 = 1,
nac28−31 = 1, n
ac
41−43 = 1
Tiempo (segundos) 697.99 26.57 2509.17 26.57
# variables continuas 12753 6178 13473 6178
# variables binarias 708 273 756 273
# de restricciones 6849 3102 7145 3102
CL (MUSD) 1373.33
CP (MUSD) 623.29
Tabla 5.24: Resultados multietapa Caso B2 - sistema sur brasilero
Especificacio´n/Caso Caso B2 (algunas contingencias)
HVDC No Si
Reduccio´n No Si No Si
Etapa 1
nac12−14 = 1, n
ac
19−21 = 1, n
ac
12−14 = 1, n
ac
19−21 = 1,
nac32−43 = 1, n
ac
20−21 = 3, n
ac
32−43 = 1, n
ac
20−21 = 2,
nac42−43 = 3, n
ac
6−46 = 1, n
ac
42−43 = 3, n
ac
6−46 = 1,
nac19−25 = 1, n
ac
21−25 = 1, n
ac
5−6 = 2,
nac24−25 = 3, n
ac
5−6 = 2 n
dc
19−24 = 1
Continua en la pa´gina siguiente
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Tabla 5.24 – Continua de la pa´gina anterior
Especificacio´n/Caso Caso B2 (algunas contingencias)
Etapa 2
nac2−5 = 1, n
ac
31−41 = 1, n
ac
2−5 = 1, n
ac
20−21 = 1,
nac40−41 = 1, n
ac
5−6 = 1 n
ac
31−41 = 1, n
ac
40−41 = 1, n
ac
5−6 = 1
Etapa 3
nac12−14 = 1, n
ac
13−18 = 1, n
ac
12−14 = 1, n
ac
13−18 = 1,
nac18−20 = 1, n
ac
33−34 = 1, n
ac
17−19 = 1, n
ac
20−23 = 1,
nac40−42 = 3, n
ac
14−15 = 2, n
ac
23−24 = 1, n
ac
40−42 = 2,
nac28−31 = 1, n
ac
15−16 = 1, n
ac
40−41 = 2 n
ac
28−31 = 1, n
ac
41−43 = 1, n
ac
40−41 = 2
Tiempo (horas) 494.71 23.72 565.77 3.36
# variables continuas 108777 61127 216609 60677
# variables binarias 708 335 756 228
# de restricciones 53941 29394 105325 28043
CL (MUSD) 2457.47 2331.49
CP (MUSD) 525.59 489.37
Tabla 5.25: Resultados multietapa Caso B3 - sistema sur brasilero
Especificacio´n/Caso Caso B3 (n-1)
HVDC Si
Reduccio´n No Si
Etapa 1 –
nac2−5 = 1, n
ac
12−14 = 2, n
ac
19−21 = 1,
nac33−34 = 1, n
ac
42−44 = 1, n
ac
44−45 = 1,
nac20−21 = 2, n
ac
42−43 = 2, n
ac
6−46 = 2,
nac31−32 = 1, n
ac
31−41 = 1, n
ac
41−43 = 1,
nac40−41 = 1, n
ac
5−6 = 3, n
dc
19−24 = 1
Etapa 2 –
nac2−5 = 1, n
ac
20−21 = 1,
nac42−43 = 1, n
ac
28−41 = 1
Etapa 3 –
nac4−5 = 1, n
ac
12−14 = 1, n
ac
13−18 = 1,
nac16−17 = 1, n
ac
17−19 = 1, n
ac
14−22 = 1,
nac20−23 = 1, n
ac
23−24 = 1, n
ac
40−42 = 2,
nac3−46 = 1, n
ac
28−31 = 1, n
ac
40−41 = 1,
nac2−3 = 1
Tiempo (horas) No converge 697.14
# variables continuas 1116537 489677
Continua en la pa´gina siguiente
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Tabla 5.25 – Continua de la pa´gina anterior
Especificacio´n/Caso Caso B3 (n-1)
# variables binarias 756 321
# de restricciones 539053 231513
CL (MUSD) – 3190.83
CP (MUSD) – 430.13
No´tese que las tablas anteriores tienen una interpretacio´n similar a las tablas presentadas para el
sistema Garver (con respecto a la informacio´n contenida en cada fila y columna de la tabla). De
esta forma, as´ı se seguira´n presentando algunas tablas a trave´s de esta seccio´n.
Los l´ımites de los casos que usan el me´todo de reduccio´n pueden observarse en la figura 5.12. El
vector de l´ımites tiene 4 posiciones, todos aplicados en casos donde se usa el me´todo de reduccio´n
(en las tablas anteriores) de la siguiente forma: la primera posicio´n pertenece a la prueba B1 (en
caso de usar o no l´ıneas HVDC), la posicio´n dos (cuando las l´ıneas HVDC son candidatas) y tres
(cuando las l´ıneas HVDC no son candidatas) a la prueba B2, y la posicio´n 4 al caso B3.
Para el caso B1, la solucio´n encontrada es la misma para cada sub-caso analizado, con un costo de
inversio´n de 1373.33 MUSD y un costo de pe´rdidas de 623.29 MUSD, indicando que inclusive si las
l´ıneas HVDC son consideradas, estas no son instaladas debido a que no son una opcio´n atractiva
en el caso sin contingencias. Respecto al me´todo de reduccio´n, este reduce el tiempo de co´mputo
en 96.19 % y 98.90 % para los casos que no consideran y consideran l´ıneas HVDC, respectivamente,
sin excluir la solucio´n o´ptima del problema.
Para el caso B2 (cuando se consideran l´ıneas HVDC), el costo en l´ıneas es reducido en 5.13 % y
el costo de pe´rdidas es reducido en 6.89 %. Respecto al uso del me´todo de reduccio´n, se reduce
el tiempo en 95.21 % cuando las l´ıneas HVDC no son candidatas, y en 99.41 % cuando las l´ıneas
HVDC son consideradas, y de nuevo, la solucio´n o´ptima no ha sido excluida. Lo anterior muestra
la gran capacidad del me´todo de reduccio´n de identificar corredores relevantes en el sistema para
reducir el esfuerzo computacional con soluciones de buena calidad.
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𝑖 − 𝑗              𝑛𝑖𝑗
𝑑𝑐̅̅ ̅̅ ̅   
𝑖 − 𝑗              𝑛𝑖𝑗
𝑎𝑐̅̅ ̅̅̅  
  1 - 7 → (0, 0, 0, 1) 
  1 - 2 → (0, 0, 0, 0) 
  4 - 9 → (2, 2, 2, 3) 
  5 - 9 → (0, 0, 0, 1) 
  5 - 8 → (0, 0, 0, 0) 
  7 - 8 → (0, 0, 0, 1) 
  4 - 5 → (2, 1, 2, 1) 
  2 - 5 → (3, 3, 3, 2) 
 8 -13 → (1, 0, 0, 3) 
 9 -14 → (3, 3, 3, 3) 
12-14 → (3, 3, 3, 3) 
14-18 → (0, 2, 1, 3) 
13-18 → (3, 2, 3, 3) 
13-20 → (1, 0, 0, 0) 
18-20 → (0, 0, 2, 0) 
19-21 → (1, 2, 2, 2) 
16-17 → (0, 0, 0, 1) 
17-19 → (1, 1, 1, 2) 
14-26 → (3, 0, 3, 3) 
14-22 → (3, 0, 3, 3) 
22-26 → (3, 0, 3, 1) 
20-23 → (0, 1, 1, 1) 
23-24 → (3, 3, 3, 3) 
26-27 → (1, 0, 0, 2) 
24-34 → (0, 0, 0, 0) 
24-33 → (0, 0, 0, 0) 
33-34 → (2, 1, 2, 2) 
27-36 → (1, 1, 1, 2) 
27-38 → (1, 1, 1, 2) 
36-37 → (2, 2, 2, 3) 
34-35 → (0, 0, 1, 1) 
𝑖 − 𝑗                 𝑛𝑖𝑗
𝑎𝑐̅̅ ̅̅̅  
44-45 → (0, 0, 3, 1) 
19-32 → (0, 0, 0, 0) 
19-46 → (0, 0, 0, 0) 
16-46 → (0, 0, 0, 0) 
18-19 → (1, 0, 1, 0) 
20-21 → (3, 3, 3, 3) 
42-43 → (3, 3, 3, 3) 
2-4 → (0, 0, 0, 0) 
14-15 → (3, 1, 3, 2) 
10-46 → (0, 0, 0, 1) 
4-11 → (0, 0, 0, 0) 
5-11 → (0, 0, 0, 0) 
6-46 → (2, 1, 2, 2) 
3-46 → (1, 1, 1, 1) 
16-28 → (1, 1, 1, 2) 
16-32 → (0, 0, 0, 0) 
17-32 → (0, 0, 0, 0) 
19-25 → (1, 0, 2, 0) 
21-25 → (0, 0, 1, 0) 
25-32 → (2, 2, 3, 0) 
31-32 → (1, 1, 3, 2) 
28-31 → (1, 1, 3, 2) 
28-30 → (0, 1, 1, 0) 
27-29 → (0, 0, 0, 0) 
26-29 → (3, 3, 3, 3) 
28-41 → (0, 1, 0, 1) 
28-43 → (3, 0, 0, 0) 
31-41 → (1, 2, 3, 2) 
32-41 → (0, 0, 0, 0) 
41-43 → (1, 2, 3, 2) 
40-45 → (1, 1, 3, 2) 
𝑖 − 𝑗              𝑛𝑖𝑗
𝑎𝑐̅̅ ̅̅̅  
15-16 → (1, 1, 1, 2) 
11-46 → (0, 0, 0, 0) 
24-25 → (3, 3, 3, 0) 
29-30 → (3, 2, 3, 2) 
40-41 → (3, 3, 3, 3) 
2-3 → (3, 3, 3, 1) 
5-6 → (3, 3, 3, 3) 
9-10 → (3, 1, 2, 2) 
35-38 → (1, 0, 1, 1) 
37-39 → (1, 1, 1, 2) 
37-40 → (0, 0, 0, 0) 
37-42 → (0, 0, 0, 0) 
39-42 → (0, 0, 0, 2) 
40-42 → (1, 2, 3, 3) 
38-42 → (0, 0, 0, 0) 
32-43 → (2, 3, 3, 0) 
42-44 → (1, 0, 3, 1) 
  
  
  
  2-46 → (0, 0, 0, 1) 
  4-46 → (0, 0, 0, 0) 
19-20 → (0, 1, 0, 1) 
19-24 → (0, 1, 0, 1) 
24-32 → (0, 0, 0, 1) 
32-42 → (0, 1, 0, 2) 
28-40 → (0, 0, 0, 1) 
31-40 → (0, 0, 0, 0) 
Figura 5.12: L´ımites ma´ximos en corredores para ana´lisis multietapa con me´todo de reduccio´n
Para el caso B3, con el espacio de solucio´n completo, el me´todo no logra converger debido al taman˜o
del problema y luego entonces es necesario usar el me´todo de reduccio´n, donde este ultimo permite
encontrar una solucio´n en 697.14 horas y con un costo de de inversio´n en l´ıneas 36.85 % mayor
respecto al caso B2, que contiene contingencias en circuitos importantes en el sistema. Respecto
al costo de pe´rdidas, el de B3 es menor que el de B2 debido a que un mayor nu´mero de l´ıneas es
construido, lo que implica menores pe´rdidas.
Las reducciones en tiempo anteriores se ven reflejadas en la disminucio´n en nu´mero de variables y
restricciones para cada caso.
Por ejemplo para las variables binarias en los casos que ma´s tardan (tiempos especificados en
unidades de horas): en el caso B2, se reducen en 52.68 % y 69.84 %, para los casos sin tener en
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cuenta y teniendo en cuenta l´ıneas HVDC, respectivamente; en el caso B3 (el caso ma´s critico), el
nu´mero de variables binarias se reduce en 57.54 % y as´ı se logra encontrar una solucio´n. De otro
lado, para el caso con tiempos especificados en orden de segundos (caso B1), las variables binarias
se reducen en 61.44 % y 63.89 %, para los casos sin tener en cuenta y teniendo en cuenta l´ıneas
HVDC, respectivamente.
De forma similar a lo anterior se puede hacer el ana´lisis para la reduccio´n en el nu´mero de
restricciones y variables continuas, donde se presentan reducciones importantes en esas cantidades
para los casos B1 a B3. Como ejemplo, para el caso B2, el nu´mero de restricciones se reducen
en 45.5 % y 73.37 %, para los casos sin tener en cuenta y teniendo en cuenta l´ıneas HVDC,
respectivamente; para el caso B3, el nu´mero de variables continuas es reducido en un 56.14 %.
Para complementar el ana´lisis anterior, se vuelven a hacer las pruebas B1 a B3 pero esta vez
eliminando todos los te´rminos en el modelo matema´tico relacionados con pe´rdidas y so´lo cuando se
incluye el me´todo de reduccio´n y se tienen en cuenta las l´ıneas HVDC, de esta forma se obtienen
los casos B4 a B6. Lo anterior para dimensionar y comparar el efecto de incluir y no incluir las
pe´rdidas en el ana´lisis multietapa. Los resultados se presentan en las tablas 5.26, 5.27 y 5.28 y usan
los mismos l´ımites para los corredores usados en los resultados B1 a B3 con fines de comparacio´n.
Tabla 5.26: Resultados multietapa Caso B4 - sin pe´rdidas - sistema sur brasilero
Especificacio´n/Caso Caso B4 (sin contingencias) - sin pe´rdidas completamente
HVDC Si
Reduccio´n Si
Etapa 1
nac12−14 = 1, n
ac
20−21 = 2, n
ac
42−43 = 2,
nac6−46 = 1, n
ac
25−32 = 1, n
ac
24−25 = 1, n
ac
5−6 = 2
Etapa 2
nac2−5 = 1, n
ac
32−43 = 1, n
ac
42−43 = 1,
nac31−32 = 1, n
ac
28−31 = 1, n
ac
24−25 = 1, n
ac
5−6 = 1
Etapa 3 n
ac
19−21 = 1, n
ac
20−21 = 1
Tiempo (segundos) 5.83
# variables continuas 786
# variables binarias 273
# de restricciones 1594
Continua en la pa´gina siguiente
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Tabla 5.26 – Continua de la pa´gina anterior
Especificacio´n/Caso Caso B4 (sin contingencias) - sin pe´rdidas completamente
CL (MUSD) 1294.63
CP (MUSD) 684.14
Tabla 5.27: Resultados multietapa Caso B5 - sin pe´rdidas - sistema sur brasilero
Especificacio´n/Caso Caso B5 (algunas contingencias) - sin pe´rdidas completamente
HVDC Si
Reduccio´n Si
Etapa 1
nac12−14 = 1, n
ac
19−21 = 1, n
ac
32−43 = 1, n
ac
20−21 = 2,
nac42−43 = 3, n
ac
6−46 = 1, n
ac
5−6 = 2, n
dc
19−24 = 1
Etapa 2
nac2−5 = 1, n
ac
20−21 = 1,
nac31−41 = 1, n
ac
40−41 = 1
Etapa 3
nac20−23 = 1, n
ac
23−24 = 1, n
ac
40−42 = 1, n
ac
28−31 = 1,
nac41−43 = 1, n
ac
40−41 = 2, n
ac
5−6 = 1
Tiempo (segundos) 126.41
# variables continuas 4611
# variables binarias 228
# de restricciones 10676
CL (MUSD) 2192.85
CP (MUSD) 557.2
Tabla 5.28: Resultados multietapa Caso B6 - sin pe´rdidas - sistema sur brasilero
Especificacio´n/Caso Caso B6 (n-1) - sin pe´rdidas completamente
HVDC Si
Reduccio´n Si
Etapa 1
nac2−5 = 1, n
ac
12−14 = 2, n
ac
19−21 = 1, n
ac
33−34 = 1, n
ac
42−44 = 1,
nac44−45 = 1, n
ac
20−21 = 2, n
ac
42−43 = 2, n
ac
6−46 = 2, n
ac
31−32 = 1,
nac31−41 = 1, n
ac
41−43 = 1, n
ac
40−41 = 1, n
ac
5−6 = 3, n
dc
19−24 = 1
Etapa 2
nac2−5 = 1, n
ac
20−21 = 1
nac42−43 = 1, n
ac
28−41 = 1
Continua en la pa´gina siguiente
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Tabla 5.28 – Continua de la pa´gina anterior
Especificacio´n/Caso Caso B6 (n-1) - sin pe´rdidas completamente
Etapa 3
nac4−5 = 1, n
ac
17−19 = 1, n
ac
20−23 = 1, n
ac
23−24 = 1, n
ac
40−42 = 2,
nac3−46 = 1, n
ac
28−31 = 1, n
ac
40−41 = 1, n
ac
2−3 = 1
Tiempo (horas) 23.02
# variables continuas 40998
# variables binarias 321
# de restricciones 103047
CL (MUSD) 3061.06
CP (MUSD) 581.83
En los resultados anteriores, tablas 5.26, 5.27 y 5.28, las pe´rdidas no son tenidas en cuenta en el
proceso de optimizacio´n y son calculadas luego de obtener la solucio´n. Comparando los casos B4
con B1, B5 con B2, y B6 con B3, se puede observar que los casos sin pe´rdidas tienen un menor
costo de inversio´n en l´ıneas. Este resultado es consistente y era el esperado debido que las pe´rdidas
incrementan el flujo de potencia haciendo que se requieran ma´s l´ıneas. Las pe´rdidas en los casos
B4 a B6 son ma´s grandes que en los casos B1 a B6 ya que estas no hacen parte del proceso
de optimizacio´n. Un efecto importante puede observarse en los casos B3 y B6, el valor total de
planeamiento (CL+CP) es mayor para el caso B6 (3642.89 MUSD) que para el caso B3 (3620.96
MUSD), en el cual las pe´rdidas son consideradas. Esto muestra la importancia de incluir las pe´rdidas
en los modelos matema´ticos.
De otro lado, se puede ver el efecto y tener un grado de sensibilidad en incluir las pe´rdidas desde el
punto de vista del nu´mero de variables continuas y restricciones. Si se compara el caso B1 respecto
al caso B4, teniendo en cuenta l´ıneas HVDC y el me´todo de reduccio´n, el nu´mero de variables
continuas y restricciones aumentan en 786 % y 94.6 %. Si se compara el caso B2 respecto al caso
B5, teniendo en cuenta l´ıneas HVDC y el me´todo de reduccio´n, el nu´mero de variables continuas y
restricciones aumentan en 1315.9 % y 262.7 %. Finalmente, si se compara el caso B3 respecto al caso
B6, teniendo en cuenta l´ıneas HVDC y el me´todo de reduccio´n, el nu´mero de variables continuas y
restricciones aumentan en 1194.3 % y 224.7 %. Lo anterior muestra el dra´stico grado de dificultad
que introducen las pe´rdidas.
Debe aclararse que todos los nu´meros de variables y restricciones presentados en esta seccio´n son el
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resultado final de un proceso que realiza el CPLEX para reducir el modelo matema´tico o el taman˜o
del problema (proceso llamado Preprocessing: presolver and aggregator), el cual es siempre realizado
por defecto para cualquier problema de optimizacio´n. Se reporta este valor, ya que es con el cual se
resuelve el problema en realidad, y que tambie´n se afecta con el me´todo de reduccio´n propuesto en
esta tesis, al reducirse el nu´mero de variables.
Cuando se comparan los resultados de los casos que incluyen pe´rdidas con los que no las incluyen
se observa un alto incremento en el tiempo de co´mputo. Por ejemplo, para el caso B3 respecto al
caso B6, casos con contingencias (n-1), el tiempo computacional es 29.28 veces mayor al incluir las
pe´rdidas.
Finalmente, para comparar el ana´lisis de mu´ltiples etapas con el esta´tico, se realizan pruebas
para el modelo esta´tico considerando los valores de demanda y generacio´n de la u´ltima etapa de
planeamiento para el sistema sur brasilero (es decir, bajo las mismas condiciones para que sean
comparables). Las nuevas pruebas son:
B7: ana´lisis esta´tico con: pe´rdidas, sin l´ıneas HVDC y sin contingencias (espacio de solucio´n
completo).
B8: ana´lisis esta´tico con: pe´rdidas, l´ıneas HVDC y sin contingencias (espacio de solucio´n
completo).
B9: ana´lisis esta´tico con: pe´rdidas, sin l´ıneas HVDC y con las contingencias del caso B2
(espacio de solucio´n completo).
B10: ana´lisis esta´tico con: pe´rdidas, l´ıneas HVDC y con las contingencias del caso B2 (espacio
de solucio´n completo).
B11: ana´lisis esta´tico con: pe´rdidas, l´ıneas HVDC y con contingencias (n-1) y l´ımites del
me´todo de reduccio´n del caso B3.
Los resultados se muestran a continuacio´n:
165
Tabla 5.29: Resultados Caso B7 - sistema sur brasilero
Especificacio´n/Caso Caso B7
HVDC No
Solucio´n
nac2−5 = 1, n
ac
12−14 = 2, n
ac
19−21 = 1, n
ac
17−19 = 1, n
ac
20−21 = 3,
nac42−43 = 3, n
ac
6−46 = 1, n
ac
19−25 = 1, n
ac
28−31 = 1, n
ac
31−41 = 1,
nac41−43 = 1, n
ac
24−25 = 2, n
ac
40−41 = 1, n
ac
5−6 = 3
Tiempo (segundos) 7.26
CL (MUSD) 2029.2
CP (MUSD) 1365.14
Tabla 5.30: Resultados Caso B8 - sistema sur brasilero
Especificacio´n/Caso Caso B8
HVDC Si
Solucio´n
nac2−5 = 1, n
ac
12−14 = 2, n
ac
19−21 = 1, n
ac
20−21 = 3,
nac42−43 = 1, n
ac
6−46 = 1, n
ac
19−25 = 1, n
ac
31−32 = 1,
nac28−31 = 1, n
ac
24−25 = 2, n
ac
5−6 = 3, n
dc
32−42 = 1
Tiempo (segundos) 10.88
CL (MUSD) 2058.49
CP (MUSD) 1284.4
Tabla 5.31: Resultados Caso B9 - sistema sur brasilero
Especificacio´n/Caso Caso B9
HVDC No
Solucio´n
nac2−5 = 1, n
ac
12−14 = 2, n
ac
13−18 = 1, n
ac
18−20 = 1, n
ac
19−21 = 1, n
ac
14−22 = 1, n
ac
40−42 = 1,
nac20−21 = 3, n
ac
42−43 = 3, n
ac
14−15 = 2, n
ac
6−46 = 1, n
ac
19−25 = 1, n
ac
21−25 = 1, n
ac
28−31 = 1,
nac31−41 = 1, n
ac
32−41 = 1, n
ac
41−43 = 1, n
ac
15−16 = 1, n
ac
24−25 = 3, n
ac
40−41 = 2, n
ac
5−6 = 3
Tiempo (horas) 32.17
CL (MUSD) 3102.1
CP (MUSD) 1318.79
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Tabla 5.32: Resultados Caso B10 - sistema sur brasilero
Especificacio´n/Caso Caso B10
HVDC Si
Solucio´n
nac2−5 = 1, n
ac
12−14 = 2, n
ac
13−18 = 1, n
ac
19−21 = 1, n
ac
17−19 = 1, n
ac
20−23 = 1,
nac23−24 = 1, n
ac
32−43 = 1, n
ac
20−21 = 3, n
ac
42−43 = 2, n
ac
6−46 = 1, n
ac
31−32 = 1,
nac28−31 = 1, n
ac
5−6 = 3, n
dc
19−24 = 1, n
dc
32−42 = 1
Tiempo (horas) 18.93
CL (MUSD) 2946.23
CP (MUSD) 1054.7
Tabla 5.33: Resultados Caso B11 - sistema sur brasilero
Especificacio´n/Caso Caso B11
HVDC Si
Solucio´n
nac4−9 = 1, n
ac
2−5 = 1, n
ac
12−14 = 3, n
ac
17−19 = 1, n
ac
20−23 = 1, n
ac
23−24 = 1,
nac33−34 = 1, n
ac
42−44 = 1, n
ac
44−45 = 1, n
ac
20−21 = 1, n
ac
42−43 = 3, n
ac
6−46 = 2,
nac3−46 = 1, n
ac
31−32 = 1, n
ac
28−31 = 1, n
ac
28−41 = 1, n
ac
41−43 = 1, n
ac
40−41 = 1,
nac2−3 = 1, n
ac
5−6 = 3, n
dc
19−20 = 1, n
dc
19−24 = 1, n
dc
32−42 = 1
Tiempo (horas) 38.9
CL (MUSD) 3951.26
CP (MUSD) 821.44
A partir de los resultados anteriores y considerando el costo total (inversio´n y operacio´n), se puede
comparar el ana´lisis multietapa y esta´tico bajo igualdad de condiciones. La figura 5.13 muestra que
en todos los casos los resultados del ana´lisis multietapa superan a los del ana´lisis esta´tico tradicional.
La figura 5.14 muestra que tanto aumenta porcentualmente el costo del ana´lisis esta´tico respecto al
multietapa en los diferentes casos.
Se puede observar que a mayor nu´mero de contingencias consideradas, ma´s se aproximan los
resultados del ana´lisis multietapa y del ana´lisis esta´tico, sin embargo, como ma´ximo la desventaja
del esta´tico se redujo en 31.81 %.
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Figura 5.13: Comparacio´n de resultados de ana´lisis multietapa con esta´tico en MUSD
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Figura 5.14: Comparacio´n de resultados de ana´lisis multietapa con esta´tico en %
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5.3.3. Conclusiones parciales de modelo de mu´ltiples etapas con contingencias,
pe´rdidas, circuitos HVAC y HVDC
Para el sistema Garver, respecto al me´todo de reduccio´n de espacio de solucio´n, se lograron
las siguientes ventajas: en promedio el tiempo de las pruebas se redujo en 84.9 %; el nu´mero
de variables continuas y binarias se redujo en promedio en 60.2 % y 51.9 %, y el nu´mero
de restricciones se redujo en promedio en 62.3 %. Todo lo anterior siempre identificando la
solucio´n optima.
Para el sistema Garver, cuando se comparan las pruebas del modelo esta´tico y multietapa, la
menor diferencia en costo es de 49.6 %, evidenciando la gran ventaja que el multietapa tiene.
Para el sistema sur brasilero, respecto al me´todo de reduccio´n de espacio de solucio´n, se
lograron las siguientes ventajas: en promedio el tiempo de las pruebas se redujo en 97.4 %;
el nu´mero de variables continuas y binarias se redujo en promedio en 55.3 % y 61.9 %, y el
nu´mero de restricciones se redujo en promedio en 57.54 %. Todo lo anterior, para las pruebas
donde se analizo con y sin reduccio´n del espacio de solucio´n, siempre identificando la solucio´n
optima.
Para el sistema sur brasilero, Caso B2, las pe´rdidas se disminuyen en 6.89 % cuando se utilizan
l´ıneas HVDC y el costo de l´ıneas en 5.13 %. Aproximadamente la reduccio´n en pe´rdidas es de
72 MW.
Para el sistema sur brasilero, cuando se comparan las pruebas del modelo esta´tico y multietapa,
la menor diferencia en costo es de 31.81 %, evidenciando la gran ventaja que el multietapa
tiene.
5.4. Resultados modelo esta´tico, con contingencias, pe´rdidas,
circuitos HVAC y HVDC y dispositivos ESS
Para esta seccio´n se seleccionaron las bater´ıas como los dispositivos ESS ma´s promisorios por su gran
adaptabilidad a gran cantidad de aplicaciones. Los ESS tienen varios componentes de costo como
se presento´ en la seccio´n 3.7. En este trabajo se utilizan dos escenarios de costo para las bater´ıas
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obtenidos de las referencias en (Schoenung and Hassenzahl, 2003), (Schoenung, 2011), (Zhang et al.,
2013) y (Oh and Son, 2016). El primer escenario esta´ asociado al costo ma´s bajo encontrado para
cada componente y el segundo escenario al costo ma´s alto encontrado para cada componente. Estos
dos escenarios extremos pueden brindar sen˜ales para estimar que tan promisorio es la instalacio´n
de elementos que almacenen energ´ıa en la red. Los datos de los escenarios considerados se muestran
a continuacio´n:
Tabla 5.34: Datos para pruebas ESS
Especificacio´n Escenario de ma´ximo costo Escenario de mı´nimo costo
CUPSCi 500 USD/kW 125 USD/kW
CUBoP 150 USD/kWh 50 USD/kWh
CUUA 600 USD/kWh 100 USD/kWh
ESSFVC 20 USD/kW-an˜o 5 USD/kW-an˜o
ηESS 0.85 p.u. 0.65 p.u.
RC 600 USD/kWh 150 USD/kWh
RF 10 an˜os 5 an˜os
CPESS 2 an˜os 2 an˜os
ESSmaxi 40 MW 40 MW
ESSmini 10 MW 10 MW
Cehg 80 USD/MWh 80 USD/MWh
Celo 34.95 USD/MWh 34.95 USD/MWh
Para estas pruebas se usa el sistema sur brasilero. Se asume que el nu´mero de segmentos en que
se divide el intervalo de linealizacio´n para la curva de carga es de 10 y que el tiempo ma´ximo de
operacio´n de los ESS es de 4 horas (ho = 4h). El costo para la hora de ma´xima demanda se hace
igual al costo usado en el ca´lculo del costo de pe´rdidas y se toma en 80 USD/MWh (Cehg = C
e).
Este costo se encuentra en el rango especificado para el sistema sur brasilero que se ha mencionado
al inicio de este cap´ıtulo y se usa con el fin de observar que ocurre con la inversio´n al modificar
el costo de la energ´ıa. La curva de carga se ajusta con base en un d´ıa t´ıpico de Colombia con
valores en MW (XM-Demanda, 2017) y se convierte a valores en por unidad. Luego, con los datos
en por unidad, se adecu´a al sistema sur brasilero haciendo que la demanda ma´xima de este sistema
corresponda a 1 p.u. (Dmax = 8976,84 MW). Para el sistema sur brasilero se asumen los mismos
valores de demanda y generacio´n utilizados en la seccio´n de resultados 5.2.2. Adema´s, se considera
que se pueden instalar dispositivos de almacenamiento en todos los nodos del sistema con excepcio´n
de los nodos de generacio´n. Tambie´n se considera que la potencia del dispositivo ESS se encuentra
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entre 10MW y 40 MW. El valor mı´nimo evita la instalacio´n de ESS pequen˜os y el ma´ximo se ajusta
a los valores superiores disponibles en el estado de arte de proyectos existentes. En la tabla 5.35 se
presentan los datos de la curva de carga con la que se construye la curva duracio´n de carga. En la
figura 5.15 se presenta la curva de carga y la curva de duracio´n de carga en por unidad, donde los
puntos intermedios son obtenidos usando interpolacio´n lineal.
Tabla 5.35: Datos para curva de carga
Hora p.u. Hora p.u.
1 0.6702 13 0.8859
2 0.6484 14 0.8851
3 0.6334 15 0.9019
4 0.6301 16 0.9032
5 0.6483 17 0.8898
6 0.6957 18 0.8672
7 0.7133 19 0.9759
8 0.7642 20 1.0000
9 0.8154 21 0.9807
10 0.8492 22 0.8785
11 0.8841 23 0.8036
12 0.9061 24 0.7310
Respecto al costo cuando se tiene mı´nima demanda, se toma como base un promedio para Colombia
para varios an˜os, resultando una razo´n de 2.28 (
Cehg
Celo
= 2.28).
Todas las pruebas consideran contingencias tanto en circuitos HVAC de 230kV y 500kV, como
en transformadores de potencia que conectan las redes de 230kV y 500kV. As´ı mismo considera
contingencias en todas las l´ıneas adicionadas HVDC, ya que estas conectan las redes de 230kV
y 500kV. La mayor parte de la generacio´n disponible esta´ concentrada en la zona de 500kV. En
una seccio´n anterior, donde se realizan algunos casos de contingencias, se seleccionaron so´lo un
subconjunto de contingencias, tomando las ma´s significativas para el sistema. En este caso se
seleccionan todas con el fin de mostrar resultados diferentes de ana´lisis. Para todas las pruebas
de esta seccio´n se utiliza un computador con procesador intel core i7-4770 @3.4GHz y 16 de RAM y
se configura el CPLEX para utilizar todos los procesadores (8 procesadores trabajando en paralelo).
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Figura 5.15: Curva de carga y curva de duracio´n de carga
Las pruebas realizadas se describen a continuacio´n:
Prueba E1: sin considerar l´ıneas HVDC y sin considerar dispositivos ESS. En este caso, al no
considerar dispositivos ESS, los escenarios de costo no influyen en la solucio´n.
Prueba E2: considerando l´ıneas HVDC y sin considerar dispositivos ESS. En este caso, igual
que el anterior, los escenarios de costo para los ESS no influyen en la solucio´n.
Prueba E3: sin considerar l´ıneas HVDC y considerando dispositivos ESS. En este caso, se
analizan los dos escenarios de costo propuestos en la tabla 5.34 para los dispositivos ESS.
Prueba E4: considerando l´ıneas HVDC y dispositivos ESS. En este caso, igual que el anterior,
se analizan los dos escenarios de costo propuestos para los dispositivos ESS.
172
Los resultados no incluyen reduccio´n del espacio de solucio´n, es entonces que bajo las consideraciones
asumidas, las soluciones que se muestran a continuacio´n son las o´ptimas globales. Para la prueba
El (con costo total CL+CP = 3618.46 MUSD) los resultados se muestran a continuacio´n:
Tabla 5.36: Resultados Caso E1 - sistema sur brasilero
Especificacio´n/Caso Caso E1
HVDC No
ESS No
Solucio´n
nac2−5 = 1, n
ac
12−14 = 1, n
ac
19−21 = 1, n
ac
20−23 = 2, n
ac
33−34 = 1, n
ac
40−41 = 1,
nac32−43 = 1, n
ac
20−21 = 3, n
ac
42−43 = 3, n
ac
6−46 = 1, n
ac
3−46 = 1, n
ac
2−3 = 2,
nac19−25 = 1, n
ac
31−32 = 1, n
ac
28−31 = 1, n
ac
31−41 = 1, n
ac
24−25 = 3, n
ac
5−6 = 3
Tiempo (horas) 33.05
CL (MUSD) 2690.3
CP (MUSD) 928.16
Para la prueba E2 (con costo total CL+CP = 3503.76 MUSD) los resultados se muestran a
continuacio´n:
Tabla 5.37: Resultados Caso E2 - sistema sur brasilero
Especificacio´n/Caso Caso E2
HVDC Si
ESS No
Solucio´n
nac2−5 = 1, n
ac
12−14 = 1, n
ac
19−21 = 1, n
ac
32−43 = 1, n
ac
20−21 = 3,
nac42−43 = 3, n
ac
6−46 = 1, n
ac
3−46 = 1, n
ac
31−32 = 1, n
ac
28−31 = 1,
nac31−41 = 1, n
ac
40−41 = 1, n
ac
2−3 = 2, n
ac
5−6 = 3, n
dc
19−24 = 1
Tiempo (horas) 53.99
CL (MUSD) 2601.64
CP (MUSD) 902.13
De forma parcial se observa que el costo de l´ıneas y pe´rdidas disminuye al considerar l´ıneas HVDC.
Ahora sin considerar l´ıneas HVDC y considerando dispositivos ESS, prueba E3, se tiene que para
el escenario de ma´ximo costo de ESS (E3-MAXC) no incluye dispositivos ESS y se obtienen los
mismos resultados que en la tabla 5.36 (o caso E1) con diferencia del tiempo de co´mputo que es de
27.34 horas. Para el escenario de mı´nimo costo (E3-MINC, con costo total CL+CP+ESSOPC =
3519.17 MUSD) se obtienen los siguientes resultados:
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Tabla 5.38: Resultados Caso E3 - sistema sur brasilero
Especificacio´n/Caso Caso E3 - Escenario Mı´nimo Costo
HVDC No
ESS Si
Solucio´n en l´ıneas
nac2−5 = 1, n
ac
12−14 = 1, n
ac
19−21 = 1, n
ac
20−23 = 2, n
ac
32−43 = 1,
nac20−21 = 3, n
ac
42−43 = 3, n
ac
6−46 = 2, n
ac
19−25 = 1, n
ac
31−32 = 1,
nac28−41 = 1, n
ac
24−25 = 3, n
ac
40−41 = 1, n
ac
5−6 = 3
ESS en nodo i (Ni-MW)
N8-27.11MW, N13-31.75MW, N23-40MW, N33-31.24MW,
N44-40MW y N45-40MW
Tiempo (horas) 28.2
CL (MUSD) 2487.1
CP (MUSD) 904.52
ESSOPC (MUSD) 127.55
En la anterior solucio´n Ni-MW significa nodo i y luego la capacidad que se encontro´ debe ser
instalada en MW. Por otra parte, recue´rdese que ESSOPC son costos totales operativos y de
planeamiento de los ESS (MUSD), y que para la prueba E3-MINC esta´n conformados por los
costos totales de: balance de planta (18.32 MUSD); capacidad de energ´ıa instalada (56.36 MUSD);
reemplazo (56.58 MUSD); capacidad de los sistemas de conversio´n (26.26 MUSD); costos fijos y
variables de operacio´n y mantenimiento (7.12 MUSD) y a los anteriores se resta el beneficio total
obtenido en el horizonte de tiempo asumido (20 an˜os) que es 37.09 MUSD.
Finalmente para el caso E4, que considera l´ıneas HVDC y dispositivos ESS, los resultados para
el ma´ximo escenario de costo (E4-MAXC, con costo total CL+CP+ESSOPC = 3479.37 MUSD)
se muestran en la tabla 5.39 y para el mı´nimo escenario de costo (E4-MINC, con costo total
CL+CP+ESSOPC = 3384.18 MUSD) en la tabla 5.40.
Tabla 5.39: Resultados Caso E4 - sistema sur brasilero
Especificacio´n/Caso Caso E4 - Escenario Ma´ximo Costo
HVDC Si
ESS Si
Continua en la pa´gina siguiente
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Tabla 5.39 – Continua de la pa´gina anterior
Especificacio´n/Caso Caso E4 - Escenario Ma´ximo Costo
Solucio´n en l´ıneas
nac2−5 = 1, n
ac
12−14 = 1, n
ac
19−21 = 1, n
ac
32−43 = 1, n
ac
20−21 = 3,
nac42−43 = 3, n
ac
6−46 = 2, n
ac
31−32 = 1, n
ac
28−31 = 1, n
ac
31−41 = 1,
nac40−41 = 1, n
ac
5−6 = 3, n
dc
19−24 = 1
ESS en nodo i (Ni-MW) N2-16.49MW
Tiempo (horas) 51.09
CL (MUSD) 2526.54
CP (MUSD) 923.78
ESSOPC (MUSD) 29.06
Tabla 5.40: Resultados Caso E4 - sistema sur brasilero
Especificacio´n/Caso Caso E4 - Escenario Mı´nimo Costo
HVDC Si
ESS Si
Solucio´n en l´ıneas
nac2−5 = 1, n
ac
12−14 = 1, n
ac
19−21 = 1, n
ac
17−19 = 1, n
ac
14−22 = 1,
nac22−26 = 1, n
ac
20−21 = 3, n
ac
42−43 = 1, n
ac
6−46 = 2, n
ac
31−32 = 1,
nac28−31 = 1, n
ac
5−6 = 3, n
dc
19−24 = 1, n
dc
32−42 = 1
ESS en nodo i (Ni-MW)
N23-12.05MW, N38-29.22MW, N40-40MW,
N42-10MW, N44-40MW y N45-40MW
Tiempo (horas) 48.05
CL (MUSD) 2502.63
CP (MUSD) 788.21
ESSOPC (MUSD) 93.34
El ESSOPC para la prueba E4-MAXC esta´ conformado por los costos totales de: balance de planta
(3.1 MUSD); capacidad de energ´ıa instalada (14.62 MUSD); reemplazo (3.96 MUSD); capacidad de
los sistemas de conversio´n (8.25 MUSD); costos fijos y variables de operacio´n y mantenimiento (2.24
MUSD) y a los anteriores se resta el beneficio total obtenido en el horizonte de tiempo asumido (20
an˜os) que es 3.1 MUSD.
El ESSOPC para la prueba E4-MINC esta conformado por los costos totales de: balance de planta
(12.86 MUSD); capacidad de energ´ıa instalada (39.58 MUSD); reemplazo (39.74 MUSD); capacidad
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de los sistemas de conversio´n (21.41 MUSD); costos fijos y variables de operacio´n y mantenimiento
(5.8 MUSD) y a los anteriores se resta el beneficio total obtenido en el horizonte de tiempo asumido
(20 an˜os) que es 26.05 MUSD.
De los resultados anteriores se destaca que puede ser incluido al menos un dispositivo ESS y que
ma´ximo pueden ser adicionados seis en el sistema de potencia. Lo cual muestra que estos dispositivos
pueden brindar beneficios a la operacio´n del sistema y ayudan a reducir costos de inversio´n en el
plan de expansio´n porque retrasan inversiones o las reemplazan. Respecto al resultado E4-MINC
puede verse que se incluyen dos l´ıneas HVDC, y para E4-MAXC so´lo se agrega una l´ınea HVDC,
esto muestra que existe una correlacio´n entre el nu´mero de dispositivos agregados en el sistema y la
cantidad de circuitos HVDC, ya que precisamente en el caso en que se instalan dos l´ıneas HVDC es
cuando se instalan seis dispositivos ESS, y esto beneficia el rendimiento operativo y el costo total
de inversio´n.
Todos los resultados pueden ser comparados respecto a su costo total en MUSD, esto puede ser
observado en la figura 5.16. Adema´s, si se tiene como referencia el costo ma´s alto y es asumido
como el 100 %, y luego con base en este se obtiene que porcentaje representan los otros casos
respecto al de mayor valor, se puede observar la reduccio´n porcentual en precio. Lo anterior se ve
en la figura 5.17. Respecto a las figuras 5.16 y 5.17 se pueden hacer las siguientes afirmaciones:
Siempre que se incluyen las l´ıneas HVDC se obtienen los mejores beneficios.
Solo incluir l´ıneas HVDC produce un beneficio de reduccio´n en costo de 3.17 % comparado
contra no incluirlas.
Solo incluir ESS podr´ıa tener un beneficio ma´ximo (para este sistema) de 2.74 % de reduccio´n
en costo comparado contra no incluirlos.
El beneficio de incluir ESS y l´ıneas HVDC al mismo tiempo puede generar un beneficio de
reduccio´n en costo (para este sistema) respecto a no incluirlos en el rango de 3.84 % a 6.48 %.
Se observa que los dispositivos ESS con las l´ıneas HVDC tienen un grado de complemento
favorable para el sistema. Lo anterior debido a que el caso E4 obtuvo las reducciones en costo
ma´s relevantes.
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Cabe resaltar que los anteriores ana´lisis son para el modelo esta´tico. En el caso multietapa podr´ıan
obtenerse beneficios mayores. El caso multietapa con ana´lisis de dispositivos ESS no son objeto de
este trabajo de investigacio´n y se dejan para estudios posteriores.
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5.4.1. Conclusiones parciales de modelo esta´tico, con contingencias, pe´rdidas,
circuitos HVAC y HVDC y dispositivos ESS
En casos donde no se incluyen ESS en el ana´lisis, pero se compara el comportamiento sin y
con l´ıneas HVDC, cuando se incluyen l´ıneas HVDC se disminuye el costo de l´ıneas en 3.29 %
y el costo de pe´rdidas en 2.8 %.
En casos donde no se incluyen l´ıneas HVDC en el ana´lisis y se comparan los escenarios
de ma´ximo y mı´nimo costo de ESS, en el escenario de ma´ximo costo no instala ESS, y en
el escenario de mı´nimo costo se logra una reduccio´n en costo de pe´rdidas de 2.54 % y una
reduccio´n en costo de l´ıneas de 7.6 % (se instalan 6 ESS).
En casos donde si se incluyen l´ıneas HVDC en el ana´lisis y se comparan los escenarios de
ma´ximo y mı´nimo costo de ESS, en el escenario de ma´ximo costo instala 1 ESS, y en el
escenario de mı´nimo costo se logra una reduccio´n en costo de planeamiento total de 2.73 %
(se instalan 6 ESS).
Cuando se observan los casos de escenario de costo ma´ximo de ESS, y los casos cuando se
introducen y no se introducen l´ıneas HVDC, se tiene que: 1) el costo total se reduce en un
3.84 % con las l´ıneas HVDC (se instala 1 ESS); y 2) derivado de la afirmacio´n anterior, se
concluye que las l´ıneas HVDC y los ESS se complementan, ya que cuando no se incluyen l´ıneas
HVDC, no se instalan dispositivos ESS.
Cuando se observan los casos de escenario de costo mı´nimo de ESS, y los casos cuando se
introducen y no se introducen l´ıneas HVDC, se tiene que: 1) el costo total se reduce en un
3.84 % con las l´ıneas HVDC (igual reduccio´n obtenida que en el caso de escenario ma´ximo);
2) tambie´n se observa un complemento ya que con l´ıneas HVDC el costo disminuye; y 3) en
ambos casos (con y sin l´ıneas HVDC) se instalan 6 ESS pero difieren en la solucio´n en l´ıneas
de la red y difieren en la capacidad y posicio´n de instalacio´n de algunos ESS.
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Cap´ıtulo 6
Conclusiones y trabajos futuros
Se proponen y desarrollan diferentes modelos matema´ticos que permiten avanzar en el conocimiento
del problema de planeamiento de sistemas de transmisio´n de energ´ıa ele´ctrica y que aportan en el
avance de estos modelos hacia la representacio´n del sistema de la vida real.
Se analizan, se prueban y se modifican modelos existentes usados para resolver el problema de
planeamiento que van desde el ana´lisis esta´tico considerando pe´rdidas (aplicando te´cnicas de
linealizacio´n por tramos para funciones no lineales) y/o contingencias simples (n-1), pudiendo
seleccionar subconjuntos de contingencias, hasta introducir en los modelos anteriores opciones
de inversio´n de enlaces HVDC e integrar todos estos aspectos en un u´nico modelo que considera
planeamiento mu´lti-etapa coordinado.
El modelo propuesto permite caracterizar contingencias simples (n-1) de la forma tradicional,
subconjuntos de contingencias y contingencias que consideran el funcionamiento de l´ıneas
monopolares y bipolares para los enlaces HVDC. Adicionalmente incluye las pe´rdidas de potencia
activa como una variable ma´s del problema de optimizacio´n. Estas caracter´ısticas no aparecen
integradas en los trabajos disponibles de la literatura especializada, lo que establece un punto de
referencia y avance en el modelamiento matema´tico de este problema.
Se evaluo´ la posibilidad de integrar dispositivos de almacenamiento ESS en el problema de
planeamiento a largo plazo de la red de transmisio´n, con el propo´sito de determinar si pueden
retrasar o eliminar inversiones que movilizan grandes recursos te´cnicos y econo´micos. Se observa que
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resulta interesante combinar opciones HVDC con tecnolog´ıas de almacenamiento de energ´ıa en gran
escala, siendo el mayor impacto el asociado a la inclusio´n de opciones HVDC. En la actualidad no
existe en la literatura especializada una propuesta de modelamiento que integre pe´rdidas, opciones
HVAC y HVDC, contingencias y dispositivos ESS. Por lo tanto este tambie´n es un aporte de este
trabajo de investigacio´n.
Se presenta un conjunto de resultados que sirven de referencia para trabajos futuros que incluyan
los nuevos aspectos: pe´rdidas, opciones HVDC y HVAC, contingencias y/o dispositivos ESS, y
adicionalmente planeamiento multietapa. Respecto a las pe´rdidas, vistas desde la operacio´n, tanto
en el planeamiento esta´tico como en el multietapa, se muestra una forma novedosa de evaluarlas
con resultados coherentes.
Las propuestas desarrolladas se validan usando dos sistemas de prueba: el sistema Garver y el sistema
sur brasilero, bastante comunes en la literatura especializada de planeamiento de la transmisio´n.
En ambos sistemas de prueba se adicionaron los costos de las redes HVDC con base en estudios
especializados. Para el sistema sur brasilero se adecuaron los costos de la red HVAC con base en
los mismos estudios especializados reportados para las redes HVDC que tambie´n incluyen ana´lisis
para redes HVAC. Un resultado interesante es que se obtuvo la misma solucio´n en adiciones HVAC
para el problema esta´tico tradicional con costos nuevos y con los costos originales, lo cual demostro´
una base de datos consistente. De esta forma, se ponen a disposicio´n estos sistemas de prueba
modificados para que sirvan de referencia a la comunidad acade´mica con el propo´sito de realizar
nuevos trabajos y realizar comparaciones.
Se muestra que incluir opciones HVDC en el planeamiento a largo plazo reduce costos de inversio´n
y costos asociados a pe´rdidas te´cnicas. De todas formas, su impacto depende de: 1) la longitud del
horizonte de planeamiento; 2) del nu´mero de etapas en que se divide el horizonte de planeamiento;
3) del costo de la energ´ıa y su variacio´n; y 4) de la cantidad de contingencias consideradas.
Se observa gran rendimiento y eficiencia en el momento de identificar corredores promisorios por
parte del me´todo de reduccio´n del espacio de solucio´n. Se presentaron importantes reducciones en
el tiempo de co´mputo, nu´mero de restricciones y nu´mero de variables y adema´s no se elimina la
solucio´n o´ptima para los casos analizados. El me´todo se adapta bien en problemas multietapa, por
su taman˜o y complejidad. Aunque esta te´cnica de reduccio´n no garantiza la solucio´n o´ptima global,
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permite encontrar soluciones de muy alta calidad. De esta forma se propone una alternativa de
solucio´n a las te´cnicas metaheur´ısticas para problemas de gran taman˜o y complejidad, utilizando
fundamentalmente procedimientos basados en te´cnicas exactas.
En casos sin contingencias, se observa que las l´ıneas HVDC son promisorias con el tiempo o
dependiendo del valor de la energ´ıa. Cuando se introducen contingencias las l´ıneas HVDC ya
adquieren un rol importante y siempre son incluidas en el plan de expansio´n. Lo anterior ocurre
para ambos modelos, esta´tico y multietapa, y se demostro´ que el ana´lisis de multiples etapas es sin
duda la mejor opcio´n y con costes mas bajos para realizar la inversio´n en el sistema y reduciendo en
mayor proporcio´n el costo de pe´rdidas. En el ana´lisis multietapa, cabe destacar una caracter´ıstica
importante: entre ma´s contingencias se tengan en cuenta, ma´s cercanas en costo son las soluciones
respecto al esta´tico (con contingencias); sin embargo, esta distancia au´n es lo suficiente grande para
descartar el ana´lisis esta´tico. De otro lado, se compararon los resultados cuando no se incluyen las
pe´rdidas en cada parte del modelo para tener costos de referencia, y se observa que la inclusio´n
de las pe´rdidas representa un incremento en el costo que es importante y tambie´n resulta en un
incremento del nu´mero de l´ıneas que son incluidas. Tambie´n se evaluo´ si en realidad es necesario
incluir las pe´rdidas en la funcio´n objetivo, y se demostro´ que es relevante y necesario minimizarlas ya
que trae beneficios en el costo de planeamiento y obviamente en la reduccio´n del coste de pe´rdidas;
esto demuestra que son un elemento sustancial en los proyectos de planeamiento.
Los modelos propuestos pueden enriquecerse agregando nuevos ana´lisis en la funcio´n objetivo, esto
se vio en la integracio´n de los dispositivos ESS para el modelo esta´tico. Lo anterior quiere decir que
los modelos esta´n disen˜ados de tal forma que son fa´cilmente adaptables a nuevos tipos de tecnolog´ıa
para investigaciones futuras. Otro aspecto importante es que fue incluida la curva de carga en
el modelo y utilizando no solo la forma sino los valores de demanda del sistema para disen˜ar la
capacidad de los dispositivos ESS. Adema´s, se considero´ un tiempo ma´ximo de operacio´n entre
todos los ESS instalados en el sistema, lo cual es acorde a la realidad, ya que estos no pueden operar
ma´s del tiempo para el cual esta´n disen˜ados, siendo importante resaltar, que el tiempo considerado de
operacio´n ofrece una holgura suficiente respecto al tiempo restante en que no operan, y que se asume
es utilizado como el tiempo de recarga. Los resultados demostraron que esta tecnolog´ıa tambie´n
beneficia el sistema, e inclusive considerando los ma´s altos costos se presenta la probabilidad de al
menos incluir en alguna parte del sistema un dispositivo ESS. Lo anterior puede variar respecto a los
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costos en el mercado, y esa cantidad de dispositivos instalados puede ir incrementando en el futuro
pro´ximo, ya que esta demostrado que con el tiempo el costo de las tecnolog´ıas nuevas disminuye.
Esta condicio´n de disminucio´n del costo tambie´n aplica para las l´ıneas HVDC que incluyen altos
costos de los sistemas de rectificacio´n e inversio´n y que con el avance de la ciencia han estado en
decremento.
Las l´ıneas HVDC aprovechan la economı´a de escala ya que transfieren mayor energ´ıa a menores
pe´rdidas. Adema´s desde el punto de vista ambiental, se observo´ que el utilizar l´ıneas HVDC evita
la construccio´n de l´ıneas HVAC, lo cual es importante en esta e´poca en la que se desea causar el
menor impacto asociado a la construccio´n de este tipo de proyectos.
Este trabajo no incorpora el problema reactivo al modelo matema´tico, no considera pe´rdidas en
las subestaciones HVAC y HVDC, as´ı como tampoco las pe´rdidas de conversio´n de energ´ıa de los
ESS. Respecto a los dispositivos ESS no considera los tiempos de recarga, y el nu´mero de cargas y
descargas en el caso de las bater´ıas (vida u´til). Estos aspectos pueden influir en la solucio´n final del
problema.
Finalmente como trabajos futuros pueden hacerse las siguientes consideraciones:
1. Incluir las pe´rdidas en subestaciones de los extremos de las l´ıneas HVAC, as´ı como en los
convertidores de las l´ıneas HVDC.
2. Incluir costes de operacio´n y mantenimiento en las l´ıneas HVAC y HVDC.
3. Introducir el problema reactivo en el planeamiento (planeamiento AC de la transmisio´n).
Que da lugar a que se puedan incorporar nuevas tecnolog´ıas de los enlaces HVDC en sus
convertidores que permiten el control de inyeccio´n de potencia reactiva (convertidores VSC).
4. Considerarse en el ana´lisis en mu´ltiples etapas los dispositivos ESS.
5. Considerar el tiempo de recarga de los dispositivos ESS en el modelo matema´tico, as´ı como
el nu´mero de veces que se carga y descarga (en casos donde aplique; por ejemplo bater´ıas).
6. Considerar resolver los modelos matema´ticos propuestos con te´cnicas metaheur´ısticas para
hacer comparaciones.
182
Todo lo anterior conduce a nuevas investigaciones y modelos matema´ticos que pueden ser
aprovechadas en estudios de maestr´ıa y doctorado y resultar en nuevos aportes para la comunidad
acade´mica, donde adema´s pueden ensayarse combinaciones de los mismos.
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The methodology is tested in the Colombian electric system of 93 buses and 155 candidate
lines, which is modified in order to allow investment options for the selection of the conductors.
The results obtained improve the traditional solution for the Colombian electrical system in
the transmission planning study.
Metodolog´ıa de solucio´n para planeamiento de la transmisio´n considerando incertidumbre en
la demanda y propuestas de diferentes conductores, Rev. EIA. Esc. Ing. Antioquia, No. 21, an˜o
2014. La revista es categor´ıa A2 ante Colciencias. Autores: Andres H. Dominguez, Ramon A.
Gallego y Antonio Escobar Z. El link para ver el sitio de publicacio´n es http://revistabme.
eia.edu.co/index.php/reveia/article/view/623/601. Resumen: En este art´ıculo se
presenta una metodolog´ıa de solucio´n para resolver el problema de planeamiento esta´tico
de redes de transmisio´n de energ´ıa ele´ctrica, considerando incertidumbre en la demanda y
seleccio´n de conductores en las l´ıneas de transmisio´n que hacen parte de los nuevos corredores.
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Este problema de optimizacio´n se resuelve usando un algoritmo gene´tico especializado que
utiliza la lo´gica del algoritmo gene´tico propuesto por Chu y Beasley, combinado con una
te´cnica exacta. La metodolog´ıa se prueba sobre el sistema ele´ctrico colombiano de 93 nodos
y 155 l´ıneas candidatas. Los resultados obtenidos mejoran la solucio´n para el planeamiento
esta´tico del sistema ele´ctrico colombiano.
Otro trabajo relacionado con respecto a la reduccio´n del espacio de solucio´n (desde otra perspectiva)
se presento´ en el congreso de investigacio´n de operaciones ma´s importante de Brasil (Simpo´sio
Brasileiro de Pesquisa Operacional, SBPO), el art´ıculo es el siguiente:
Combinacio´n de te´cnicas metaheur´ısticas y exactas para reducir el espacio de
solucio´n en el problema de planeamiento de la transmisio´n, Simpo´sio Brasileiro
de Pesquisa Operacional-SBPO, an˜o 2013. Autores: Andre´s H. Domı´nguez, Ramo´n
A. Gallego y Antonio Escobar Z. El link para ver el sitio de publicacio´n es
https://www.researchgate.net/publication/271525552_COMBINACION_DE_TECNICAS_
METAHEURISTICAS_Y_EXACTAS_PARA_REDUCIR_EL_ESPACIO_DE_SOLUCION_EN_EL_PROBLEMA_
DE_PLANEAMIENTO_DE_LA_TRANSMISION. Resumen: Se presenta una metodolog´ıa mixta para
resolver el problema de planeamiento de la expansio´n de las redes ele´ctricas considerando
alternativas en el nivel de tensio´n. Se utiliza una te´cnica metaheur´ıstica para identificar
las variables principales, es decir, elementos que son importantes para la red ele´ctrica
futura. Un algoritmo gene´tico especializado define los circuitos relevantes para el sistema
y su valor ma´s probable. Finalmente, una te´cnica exacta explora un espacio de soluciones
reducido conformado u´nicamente por las variables principales y por un subconjunto de nuevas
restricciones que limitan el rango de variacio´n de estas variables. Los resultados obtenidos
muestran que considerar alternativas de nivel de tensio´n en el sistema puede ser beneficioso
econo´mica y operativamente. La metodolog´ıa de solucio´n para el problema de planeamiento,
incluyendo el nivel de tensio´n co´mo variable adicional, resulta ser muy robusta. Las soluciones
obtenidas siempre se localizan en subespacios de solucio´n de alta calidad.
Adema´s, durante un curso del doctorado llamado programacio´n eficiente se publico el siguiente
art´ıculo de investigacio´n:
186
Desempen˜o de las te´cnicas de agrupamiento para resolver el problema de ruteo con mu´ltiples
depo´sitos, Tecno-Lo´gicas, Vol.19, No.36, an˜o 2016. La revista es categor´ıa A2 ante Colciencias.
Sitio link de descarga es http://itmojs.itm.edu.co/index.php/tecnologicas/article/
view/865/800. Resumen: El problema de ruteo de veh´ıculos considerando mu´ltiples
depo´sitos es clasificado como NP duro, cuya solucio´n busca determinar simulta´neamente las
rutas de un conjunto de veh´ıculos, atendiendo un conjunto de clientes con una demanda
determinada. La funcio´n objetivo del problema consiste en minimizar el total de la distancia
recorrida por las rutas, teniendo en cuenta que todos los clientes deben ser atendidos
cumpliendo restricciones de capacidad de depo´sitos y veh´ıculos. En este art´ıculo se propone
una metodolog´ıa h´ıbrida que combina las te´cnicas aglomerativas de clusterizacio´n para generar
soluciones iniciales con un algoritmo de bu´squeda local iterada, iterated location search
(ILS) para resolver el problema. Aunque en trabajos previos se proponen los me´todos de
clusterizacio´n como estrategias para generar soluciones de inicio, en este trabajo se potencia
la bu´squeda sobre el sistema de informacio´n obtenido despue´s de aplicar el me´todo de
clusterizacio´n. Adema´s se realiza un extenso ana´lisis sobre el desempen˜o de las te´cnicas de
clusterizacio´n y su impacto en el valor de la funcio´n objetivo. El desempen˜o de la metodolog´ıa
propuesta es factible y efectivo para resolver el problema en cuanto a la calidad de las
respuestas y los tiempos computacionales obtenidos, sobre las instancias de la literatura
evaluadas.
No´tese que se adjuntaron resu´menes de los art´ıculos con temas que no fueron puntualmente definidos
en la tesis, pero que hicieron parte de la formacio´n doctoral.
Respecto a dispositivos ESS en la actualidad se esta construyendo el art´ıculo con base en los
resultados obtenidos y se pronostica su env´ıo a la revista Ingenier´ıa investigacio´n y tecnolog´ıa
de la universidad UNAM de Me´xico con categor´ıa A1 ante Colciencias.
A.2. Datos Sistemas de Prueba
Los datos para cada sistema se muestran a continuacio´n.
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A.2.1. Datos Sistema Garver
Datos de demanda:
Tabla A.1: Datos de demanda sistema Garver
Nodo
Demanda en
etapa 1 (MW)
Demanda en
etapa 2 (MW)
Demanda en
etapa 3 (MW)
1 48 64 80
2 144 192 240
3 24 32 40
4 96 128 160
5 144 192 240
6 0 0 0
Datos de generacio´n ma´xima (la mı´nima siempre es 0 MW):
Tabla A.2: Datos de generacio´n maxima sistema Garver
Nodo
Generacio´n
ma´xima en etapa
1 (MW)
Generacio´n
ma´xima en etapa
2 (MW)
Generacio´n
ma´xima en etapa
3 (MW)
1 160 160 160
2 0 0 0
3 360 360 360
4 0 0 0
5 0 0 0
6 610 610 610
Recuerdese que los datos de la ultima etapa en generacio´n y demanda son los utilizados en el
analisis esta´tico. Ahora datos de l´ıneas HVAC sistema Garver:
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Tabla A.3: Datos de l´ıneas HVAC sistema Garver
Nodo
inicial
Nodo
final
racij
(p.u.)
xij
(p.u.)
nac,oij f
ac
ij c
ac
ij n
ac
ij
Longitud
(km)
1 2 0.10 0.40 1 100 40 4 64.4
1 3 0.09 0.38 0 100 38 4 61.2
1 4 0.15 0.60 1 80 60 4 96.6
1 5 0.05 0.20 1 100 20 4 32.2
1 6 0.17 0.68 0 70 68 4 109.4
2 3 0.05 0.20 1 100 20 4 32.2
2 4 0.10 0.40 1 100 40 4 64.4
2 5 0.08 0.31 0 100 31 4 49.9
2 6 0.08 0.30 0 100 30 4 48.3
3 4 0.15 0.59 0 82 59 4 95.0
3 5 0.05 0.20 1 100 20 4 32.2
3 6 0.12 0.48 0 100 48 4 77.2
4 5 0.16 0.63 0 75 63 4 101.4
4 6 0.08 0.30 0 100 30 4 48.3
5 6 0.15 0.61 0 78 61 4 98.2
Datos de l´ıneas HVDC sistema Garver:
Tabla A.4: Datos de l´ıneas HVDC sistema Garver
Nodo
inicial
Nodo
final
rdcij
(p.u.)
ndc,oij f
dc
ij c
dc
ij n
dc
ij
Longitud
(km)
1 2 0.09 0 100 64.6 4 64.4
1 3 0.081 0 100 62.6 4 61.2
1 4 0.135 0 80 80.6 4 96.6
1 5 0.045 0 100 44.6 4 32.2
1 6 0.153 0 70 86.4 4 109.4
2 3 0.045 0 100 44.6 4 32.2
2 4 0.09 0 100 64.6 4 64.4
2 5 0.072 0 100 55.6 4 49.9
2 6 0.072 0 100 54.6 4 48.3
Continua en la pagina siguiente
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Tabla A.4 – Continua de la pagina anterior
Nodo
inicial
Nodo
final
rdcij
(p.u.)
ndc,oij f
dc
ij c
dc
ij n
dc
ij
Longitud
(km)
3 4 0.135 0 82 80.0 4 95.0
3 5 0.045 0 100 44.6 4 32.2
3 6 0.108 0 100 72.6 4 77.2
4 5 0.144 0 75 82.5 4 101.4
4 6 0.072 0 100 54.6 4 48.3
5 6 0.135 0 78 81.1 4 98.2
Para los costos de l´ıneas HVDC y convertidores se asumio una tensio´n de 230kV (ya que estos costos
en los estudios especializados utilizan este valor como entrada). Lo anterior porque no se dispone
de un valor de tension nominal. Ademas se recuerda que el costo de convertidores esta incluido en
el costo de l´ınea.
A.2.2. Datos Sistema Sur Brasilero
Datos de demanda y generacio´n ma´xima (la mı´nima siempre es 0 MW) caso esta´tico:
Tabla A.5: Datos de demanda y generacio´n sistema sur brasilero - esta´tico
Nodo Demanda (MW) Generacio´n (MW)
1 0 0
2 578.14 0
3 0 0
4 392.34 0
5 310.53 0
6 0 0
7 0 0
8 94.204 0
9 0 0
10 0 0
11 0 0
Continua en la pagina siguiente
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Tabla A.5 – Continua de la pagina anterior
Nodo Demanda (MW) Generacio´n (MW)
12 667.91 0
13 242.42 0
14 0 1257
15 0 0
16 0 2000
17 0 1050
18 0 0
19 0 1670
20 1423.7 0
21 0 0
22 106.86 0
23 597.71 0
24 623.94 0
25 0 0
26 302.57 0
27 0 220
28 0 800
29 0 0
30 0 0
31 0 700
32 0 500
33 298.92 0
34 0 748
35 281.83 0
36 117.56 0
37 0 300
38 281.83 0
39 0 600
40 341.98 0
41 0 0
42 2097.9 0
Continua en la pagina siguiente
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Tabla A.5 – Continua de la pagina anterior
Nodo Demanda (MW) Generacio´n (MW)
43 0 0
44 103.20 0
45 113.12 0
46 0 700
Datos de demanda caso multietapa:
Tabla A.6: Datos de demanda sistema sur brasilero - Multietapa
Nodo
Demanda en
etapa 1 (MW)
Demanda en
etapa 2 (MW)
Demanda en
etapa 3 (MW)
1 0.00 0.00 0.00
2 498.71 578.14 670.23
3 0.00 0.00 0.00
4 338.44 392.35 454.84
5 267.87 310.54 360.00
6 0.00 0.00 0.00
7 0.00 0.00 0.00
8 81.26 94.20 109.21
9 0.00 0.00 0.00
10 0.00 0.00 0.00
11 0.00 0.00 0.00
12 576.15 667.91 774.29
13 209.12 242.43 281.04
14 0.00 0.00 0.00
15 0.00 0.00 0.00
16 0.00 0.00 0.00
17 0.00 0.00 0.00
18 0.00 0.00 0.00
19 0.00 0.00 0.00
20 1228.16 1423.77 1650.54
21 0.00 0.00 0.00
Continua en la pagina siguiente
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Tabla A.6 – Continua de la pagina anterior
Nodo
Demanda en
etapa 1 (MW)
Demanda en
etapa 2 (MW)
Demanda en
etapa 3 (MW)
22 92.18 106.86 123.88
23 515.60 597.72 692.92
24 538.22 623.94 723.32
25 0.00 0.00 0.00
26 261.01 302.58 350.77
27 0.00 0.00 0.00
28 0.00 0.00 0.00
29 0.00 0.00 0.00
30 0.00 0.00 0.00
31 0.00 0.00 0.00
32 0.00 0.00 0.00
33 257.85 298.92 346.53
34 0.00 0.00 0.00
35 243.11 281.83 326.72
36 101.41 117.56 136.28
37 0.00 0.00 0.00
38 243.11 281.83 326.72
39 0.00 0.00 0.00
40 295.00 341.98 396.45
41 0.00 0.00 0.00
42 1809.71 2097.94 2432.09
43 0.00 0.00 0.00
44 89.03 103.21 119.65
45 97.58 113.12 131.14
46 0.00 0.00 0.00
Datos de generacio´n ma´xima caso multietapa (la mı´nima siempre es 0 MW):
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Tabla A.7: Datos de generacio´n ma´xima caso multietapa sistema sur brasilero
Nodo
Generacio´n
ma´xima en etapa
1 (MW)
Generacio´n
ma´xima en etapa
2 (MW)
Generacio´n
ma´xima en etapa
3 (MW)
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
5 0 0 0
6 0 0 0
7 0 0 0
8 0 0 0
9 0 0 0
10 0 0 0
11 0 0 0
12 0 0 0
13 0 0 0
14 1257 1257 1257
15 0 0 0
16 2000 2000 2000
17 1050 1050 1050
18 0 0 0
19 1670 1670 1670
20 0 0 0
21 0 0 0
22 0 0 0
23 0 0 0
24 0 0 0
25 0 0 0
26 0 0 0
27 220 220 220
28 800 800 800
29 0 0 0
Continua en la pagina siguiente
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Tabla A.7 – Continua de la pagina anterior
Nodo
Generacio´n
ma´xima en etapa
1 (MW)
Generacio´n
ma´xima en etapa
2 (MW)
Generacio´n
ma´xima en etapa
3 (MW)
30 0 0 0
31 700 700 700
32 850 850 850
33 0 0 0
34 748 748 748
35 0 0 0
36 0 0 0
37 300 300 300
38 0 0 0
39 600 600 600
40 0 0 0
41 0 0 0
42 0 0 0
43 0 0 0
44 0 0 0
45 0 0 0
46 700 700 700
Datos de l´ıneas HVAC sistema sur brasilero:
Tabla A.8: Datos de l´ıneas HVAC sistema sur brasilero
Nodo
inicial
Nodo
final
racij (p.u.)
xij
(p.u.)
nac,oij f
ac
ij c
ac
ij n
ac
ij
Longitud
(km)
1 7 0.007164975 0.0616 1 270 60.2 3 105.60
1 2 0.012387498 0.1065 2 270 88.8 3 155.74
4 9 0.010747463 0.0924 1 270 59.0 3 103.45
5 9 0.013643695 0.1173 1 270 82.5 3 144.65
5 8 0.013166805 0.1132 1 270 84.1 3 147.47
7 8 0.011898977 0.1023 1 270 77.4 3 135.82
Continua en la pagina siguiente
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Tabla A.8 – Continua de la pagina anterior
Nodo
inicial
Nodo
final
racij (p.u.)
xij
(p.u.)
nac,oij f
ac
ij c
ac
ij n
ac
ij
Longitud
(km)
4 5 0.006583403 0.0566 2 270 41.4 3 72.66
2 5 0.003768591 0.0324 2 270 23.9 3 41.86
8 13 0.015679199 0.1348 1 240 100.2 3 175.80
9 14 0.020424832 0.1756 2 220 129.7 3 227.62
12 14 0.008607275 0.074 2 270 55.7 3 97.67
14 18 0.01761002 0.1514 2 240 107.0 3 187.69
13 18 0.020994773 0.1805 1 220 138.6 3 243.17
13 20 0.012480549 0.1073 1 270 66.9 3 117.42
18 20 0.023228012 0.1997 1 200 184.2 3 323.18
19 21 0.001955062 0.0278 1 1500 371.7 3 323.18
16 17 0.000548543 0.0078 1 2000 81.7 3 71.08
17 19 0.000428988 0.0061 1 2000 76.2 3 66.25
14 26 0.018773165 0.1614 1 220 118.5 3 207.92
14 22 0.009770421 0.084 1 270 60.6 3 106.34
22 26 0.009188848 0.079 1 270 57.7 3 101.28
20 23 0.010840514 0.0932 2 270 74.4 3 130.52
23 24 0.009002745 0.0774 2 270 43.3 3 75.93
26 27 0.009677369 0.0832 2 270 62.3 3 109.32
24 34 0.019157003 0.1647 1 220 138.0 3 242.07
24 33 0.016842344 0.1448 1 240 76.3 3 133.85
33 34 0.014713788 0.1265 1 270 70.0 3 122.73
27 36 0.01064278 0.0915 1 270 64.3 3 112.89
27 38 0.024193423 0.208 2 200 135.4 3 237.50
36 37 0.012294446 0.1057 1 270 81.8 3 143.48
34 35 0.005711044 0.0491 2 270 34.1 3 59.79
35 38 0.023030277 0.198 1 200 147.2 3 258.23
37 39 0.003291701 0.0283 1 270 20.2 3 35.45
37 40 0.014899892 0.1281 1 270 89.9 3 157.79
37 42 0.024484209 0.2105 1 200 164.3 3 288.18
39 42 0.02361185 0.203 3 200 157.6 3 276.42
Continua en la pagina siguiente
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Tabla A.8 – Continua de la pagina anterior
Nodo
inicial
Nodo
final
racij (p.u.)
xij
(p.u.)
nac,oij f
ac
ij c
ac
ij n
ac
ij
Longitud
(km)
40 42 0.010840514 0.0932 1 270 74.5 3 130.77
38 42 0.010549728 0.0907 3 270 68.4 3 120.08
32 43 0.002173073 0.0309 1 1400 377.3 3 328.12
42 44 0.014027533 0.1206 1 270 74.5 3 130.69
44 45 0.021681029 0.1864 1 200 144.4 3 253.36
19 32 0.001371357 0.0195 1 1800 301.9 3 262.54
19 46 0.001561237 0.0222 1 1800 263.9 3 229.52
16 46 0.001427617 0.0203 1 1800 243.6 3 211.78
18 19 0.001453932 0.0125 1 600 23.9 3 0.0
20 21 0.001453932 0.0125 1 600 23.9 3 0.0
42 43 0.001453932 0.0125 1 600 23.9 3 0.0
2 4 0.010258942 0.0882 0 270 64.0 3 112.22
14 15 0.004350163 0.0374 0 270 29.7 3 52.14
10 46 0.00056964 0.0081 0 2000 119.6 3 104.01
4 11 0.026124244 0.2246 0 240 83.5 3 146.51
5 11 0.01064278 0.0915 0 270 75.0 3 131.53
6 46 0.000900173 0.0128 0 2000 151.3 3 131.53
3 46 0.001427617 0.0203 0 1800 178.6 3 155.31
16 28 0.001561237 0.0222 0 1800 279.4 3 243.00
16 32 0.002187138 0.0311 0 1400 418.1 3 363.58
17 32 0.001631563 0.0232 0 1700 357.9 3 311.21
19 25 0.002285594 0.0325 0 1400 406.0 3 353.07
21 25 0.001223672 0.0174 0 2000 221.0 3 192.15
25 32 0.002243399 0.0319 0 1400 353.6 3 307.49
31 32 0.0003235 0.0046 0 2000 97.1 3 84.42
28 31 0.000372728 0.0053 0 2000 97.1 3 84.41
28 30 0.000407891 0.0058 0 2000 332.2 3 288.83
27 29 0.01160819 0.0998 0 270 174.6 3 306.37
26 29 0.006292616 0.0541 0 270 136.0 3 238.51
28 41 0.002384051 0.0339 0 1300 393.3 3 341.98
Continua en la pagina siguiente
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Tabla A.8 – Continua de la pagina anterior
Nodo
inicial
Nodo
final
racij (p.u.)
xij
(p.u.)
nac,oij f
ac
ij c
ac
ij n
ac
ij
Longitud
(km)
28 43 0.002855235 0.0406 0 1200 490.3 3 426.39
31 41 0.001955062 0.0278 0 1500 354.3 3 308.13
32 41 0.002173073 0.0309 0 1400 339.1 3 294.87
41 43 0.000977531 0.0139 0 2000 150.5 3 130.85
40 45 0.025647354 0.2205 0 180 191.5 3 335.96
15 16 0.001453932 0.0125 0 600 23.9 3 0.0
11 46 0.001453932 0.0125 0 600 23.9 3 0.0
24 25 0.001453932 0.0125 0 600 23.9 3 0.0
29 30 0.001453932 0.0125 0 600 23.9 3 0.0
40 41 0.001453932 0.0125 0 600 23.9 3 0.0
2 3 0.001453932 0.0125 0 600 23.9 3 0.0
5 6 0.001453932 0.0125 0 600 23.9 3 0.0
9 10 0.001453932 0.0125 0 600 23.9 3 0.0
Datos de l´ıneas HVDC sistema sur brasilero:
Tabla A.9: Datos de l´ıneas HVDC sistema sur brasilero
Nodo
inicial
Nodo
final
rdcij (p.u.) n
dc,o
ij f
dc
ij c
dc
ij n
dc
ij
Longitud
(km)
2 46 0.001359272 0 1800 468.43 2 155.31
4 46 0.024873583 0 240 150.24 2 146.51
19 20 0.001861466 0 1500 591.43 2 323.18
19 24 0.002176174 0 1400 607.84 2 353.07
24 32 0.002135999 0 1400 565.91 2 307.49
32 42 0.002069040 0 1400 584.89 2 328.12
28 40 0.002269917 0 1300 586.19 2 341.98
31 40 0.001861466 0 1500 577.58 2 308.13
En este sistema, que es real, el nombre de los nodos y su nivel de tensio´n con su ubicacio´n geografica
en coordenadas GMS (grados, minutos, segundos), que esta´n formadas por dos componentes que
son latitud y longitud, fueron recopilados en esta tesis y son los que se muestran a continuacio´n:
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Tabla A.10: Ubicacio´n geografica barras sistema sur brasilero
Nodo Nombre
N.
Tensio´n
Latitud Longitud
1 Assis 230kV 22◦40’7”S 50◦20’59”W
2 Londrina 230kV 23◦27’46”S 51◦8’28”W
3 Londrina 500kV 23◦27’46”S 51◦8’28”W
4 Maringa 230kV 23◦26’56”S 51◦59’15”W
5 Apucarana 230kV 23◦32’4”S 51◦26’49”W
6 Apucarana 500kV 23◦32’4”S 51◦26’49”W
7 Chavantes 230kV 23◦7’37”S 49◦43’57”W
8 Figueira 230kV 23◦50’58.6”S 50◦23’17.9”W
9 Campo mourao 230kV 24◦4’28”S 52◦22’2”W
10 Campo mourao 500kV 24◦4’28”S 52◦22’2”W
11 Ivaipora 230kV 24◦25’11”S 51◦40’35”W
12 Cascavel 230kV 24◦59’43”S 53◦27’22”W
13 Ponta Grosa N 230kV 25◦2’39”S 50◦8’24”W
14 Salto Osorio 230kV 25◦32’15”S 53◦0’35”W
15 Santiago 230kV 25◦36’31”S 52◦37’17”W
16 Santiago 500kV 25◦36’31”S 52◦37’17”W
17 Segredo 530kV 25◦47’24.0”S 52◦06’48.0”W
18 Foz do Areira 230kV 26◦0’35.4”S 51◦39’44.30”W
19 Foz do Areira 500kV 26◦0’35.4”S 51◦39’44.30”W
20 Curitiba 230kV 25◦27’46”S 49◦15’32”W
21 Curitiba 500kV 25◦27’46”S 49◦15’32”W
22 Pato branco 230kV 26◦12’36”S 52◦40’20”W
23 Joinville 230kV 26◦17’35”S 48◦51’54”W
24 Blumenau 230kV 26◦46’56”S 49◦4’45”W
25 Blumenau 500kV 26◦46’56”S 49◦4’45”W
26 Xanxere 230kV 26◦51’49”S 52◦23’27”W
27 Passo Fundo 230kV 27◦33’11”S 52◦44’28”W
28 ITA 500kV 27◦16’34”S 52◦22’57”W
29 Salto Caxias 230kV 25◦32’36”S 53◦29’33”W
Continua en la pagina siguiente
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Tabla A.10 – Continua de la pagina anterior
Nodo Nombre
N.
Tensio´n
Latitud Longitud
30 Salto Caxias 500kV 25◦32’36”S 53◦29’33”W
31 Machadinho 500kV 27◦31’40”S 51◦47’13”W
32 Barracao 500kV 27◦46’39.3”S 51◦11’37.6”W
33 Palhoca 230kV 27◦38’30”S 48◦41’27”W
34 J. Lacerda 230kV 28◦27’15”S 48◦58’11”W
35 Sideropolis 230kV 28◦35’32.2”S 49◦24’48.5”W
36 Sta. Marta 230kV 28◦16’24”S 52◦25’11.4”W
37 Passo real 230kV 29◦1’4”S 53◦11’27”W
38 Farroupilha 230kV 29◦13’11”S 51◦19’27”W
39 Itabua 230kV 29◦15’40”S 53◦14’8”W
40 V aires 230kV 29◦38’3”S 52◦9’24”W
41 V aires 500kV 29◦38’3”S 52◦9’24”W
42 Porto A 230kV 30◦2’48”S 51◦13’41”W
43 Porto A 500kV 30◦2’48”S 51◦13’41”W
44 Camaqua 230kV 30◦49’40”S 51◦48’56”W
45 Candiota 230kV 31◦33’07.8”S 53◦40’53.4”W
46 Ivaipora 500kV 24◦25’11”S 51◦40’35”W
Si se buscan las coordenadas en un mapa (por ejemplo el sistema de mapas de google) se podra´n
observar las subestaciones correspondientes. Las coordenadas y el nivel de tensio´n son para´metros
utilizados en calculo de longitud de la l´ınea (tanto para l´ıneas HVAC como HVDC) y posteriormente
costos (son entradas de los estudios especializados de disen˜o de l´ıneas). Por otra parte, todos los
transformadores corresponden a aquellos elementos que tienen costo 23.9 MUSD en la tabla A.8.
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