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Abstract:  The purpose of the present paper is to report what type of statistical bias the author has found
in the horse racing data (based on [3]).
In order to explain the type of statistical bias, let us consider a racing with m participants. We denote by
{a, b, c}(1 ≦ a < b < c ≦ m) a set of numbers of the first, second and third racehorses to reach the goal.
The number of each participant is determined by lot, which leads us to the following null hypothesis:
H0: A set {a,b,c} is nothing but a result of random sampling from the set {1,2,…,m}.
Studying the probability distributions of various random variables arising in the random sampling of H0 ,
we are in a position to examine, by means of the chi-square test, how frequency distributions observed in
the data mentioned above deviate from the expected ones under the null hypothesis H0 .
Our method of contracting the original data consists of studying two random variables, R
 
= c - a (the
range) and D
 
= min {b - a, c - b} (the adjacent interval of three numbers), as well as the following pair
of partitions of the total event:
A0 = {2b = a + c}, A1 = {2b < a + c} and A2={2b > a + c} ;
B0 = {a + b = c}, B1 = {a + b < c} and B2 = {a + b > c}.
In this paper (1),  we take up three racetracks,  Chukyo, Hanshin and Kyoto,  to examine all racings of
m = 16  (and also m =14) carried out on these racetracks. Indeed, we sum up the original data into two
kinds of contingency tables, the one corresponding to the joint probability distribution of (R,D) and the
other to the 3×3 probability table of the product events Ai ∩ Bj  (i, j = 0, 1,2). Performing the chi-
square tests for these contingency tables, we are able to detect some types of statistical bias for each
racetrack. Furthermore, these results tell us interesting dependency of the type of detected bias upon the
racetrack, which suggests that the individual character of racetrack can be extracted from the long-term
racing files [3].
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　　 R c a= − （範囲の幅）、D b a c b= − −{ }min ,  （隣接間隔）。
また、D の最小値の決まり方に応じて、3つの事象に分割する：
　　　 A b a c A b a c A b a c0 1 22 2 2= = +{ } = < +{ } = > +{ }, , 。
さらに、これらの事象と1対1対応がつけられる事象
　　　 B a b c B a b c B a b c0 1 2= + ={ } = + <{ } = + >{ }, ,
も合わせて考察する。上位3頭の馬番間の差によって定まる確率変数 R D, と事象Aiに対比して、事
象Bjは内枠・外枠の差異に敏感な面を有することに注意しよう。すなわち、内枠の2頭が上位3頭
の中に入れば B1 が起こりやすく（京都競馬場の特色の1つ）、他方外枠の2頭が入れば B2 が起こり
やすい（中京競馬場の特色の1つ）。帰無仮説 H 0  の下での(R,D)の同時確率分布と、積事象
Ai ∩ Bj  (i, j = 0,1,2) の確率表は、この節の後半で記述する。
　この論文（1）では、中京、阪神、京都、3つの競馬場における約5年間のレース成績を分析する。
出走頭数 m はレース毎に変化するが、最多レースの m=16 に焦点をあてる；［3］に記載されたレー
スの総数は、（イ）中京では N1=1428、（ロ）阪神では N2= 2292、（ハ）京都では N3= 2396である。
このうち、m=16 のレース（出走取消の入った少数のレースは除く）の回数は、（イ） n1=616（全体
の中の43.14％を占める）、（ロ） n2 =656（28.62％）、（ハ） n3=590（24.62％）となっている。このよう
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な nk 個のレース結果 {a,b,c} を各 k (k = 1, 2, 3) 毎に集計し、Ai ∩ Bj の確率表に対応する分割表
Ⅰと（R,D）の確率分布表に対応する分割表Ⅱをそれぞれ作成する（§2［Ⅰ］［Ⅱ］を参照）。得られた分




　［3］に記載されているレースはすべて、6 ≦ m ≦18 の範囲に入るが、m =16 に次いで多いのは
12 ≦ m ≦15 の範囲内の m の値である。出走取消によって欠番が生じたレースはわれわれの集計
作業から除外する。§2の最後の部分［Ⅲ］で m =14の場合（レースの回数は、（イ）中京では ′ =n1 140
（総数 N1で割れば9.80％）、（ロ）阪神では  ′ =n2 267(11.65％)、（ハ）京都では ′ =n3 225（9.39％）と






次節の χ2 検定において、期待度数を算出するのに必要である。正の実数 a に対し、 a   は小数点
以下切り捨てた整数、 a   は切り上げた整数を表す。






2 に対し、R = r かつ D = d となる場合の数 x は、次式で
与えられる。
  （1） r が奇数のとき： d ≦ 
r −1
2 なら x = 2 (m – r);   d ≧ 
r +1
2 なら x = 0 。
  （2） r が偶数のとき： d ≦ 
r
2




1+ なら x = 0 。
　m =16 の場合に、(R,D)の H0 の下での同時確率分布表を記す（すべての場合の数560で割算する
形）。
Rの値 2 3 4 5 6 7 8 9
D = 1 14 26 24 22 20 18 16 14
D = 2 0 0 12 22 20 18 16 14
D = 3 0 0 0 0 10 18 16 14
D = 4 0 0 0 0 0 0 8 14
計 14 26 36 44 50 54 56 56
4Rの値 10 11 12 13 14と15 計
D = 1 12 10 8 6 6 196
D = 2 12 10 8 6 6 144
D = 3 12 10 8 6 6 100
D = 4 12 10 8 6 6 64
D ≧ 5 6 10 12 12 16 56
計 54 50 44 36 40 560
命題2.  （R,D）の周辺分布は次の通り：
　　　　　　　P R r r m r
m m m





2≦ r ≦ m – 1)
　　　　　　　P D d m d
m m m















　積事象 Ai ∩ Bj の場合の数をかぞえるため、まず単純な1対1対応   ( , , ) ( , , )a b c a α β γ を4種類
構成する。整数 a に対し、a を2で割った余りを a'と書く。
（イ）α β γ= + − = + − = + −m c m b m a1 1 1, ,  によって定まる全事象上の1対1対応 f は A0を
不変にし、A1 を A2 に、A2 を A1 に写す。
（ロ）α β γ= + ′ = − + ′ =a a b a a c2 2
3
2
, ,  によって定まる和事象 A A0 1∪ 上の1対1対応 g1
は、 A0を B0 に、A1 を B1 に写す。
（ハ）α β γ= −

 = =
c a b c
2
, , によって定まる A A0 2∪ 上の1対1対応 g2は、A0を B0 に、A2 を
B2 に写す。
（ニ）α β γ= − = =b a b c, , によって定まる A B B0 1 2∩ ∪( )上の1対1対応 h は、 A B0 1∩ を
B A0 1∩ に、 A B0 2∩ を B A0 2∩ に写す。
（イ）（ロ）（ハ）の対応によって、 P A P B( ) ( )0 0= と P A P A P B( ) ( ) ( )1 2 1= = = P B( )2  が導かれ、前























1 2( )( )
が成り立つ。
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　最後の対応（ニ）を用いると、 P A B P B A P A B P B A( ) ( ), ( ) ( )0 1 0 1 0 2 0 2∩ = ∩ ∩ = ∩ が得られ、
P A B P A B( ) ( )1 2 2 1∩ = ∩ が従う。こうして A B i ji j∩ =( , , , )0 1 2 の確率表を作成するには、3つの
積事象A B A B A B0 0 0 1 2 2∩ ∩ ∩, , に関する場合の数 y z w, , を求めればよい。なお、表記の簡便化か
ら、 a a a
2 1= +( ), a a a a3 1
2
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    m =16 の場合に、Ai ∩ Bj の場合の数を3×3の表の形に示して、この節を終える。
B0 B1  B2 計
A0 5 16 35 56
A1 16 169 67 252
A2 35 67 150 252
計 56 252 252 560
6§2. 中京・阪神・京都競馬場でのレース成績に対する χ2検定
　この節では、（イ）中京（ロ）阪神（ハ）京都、3つの競馬場における m =16 （および14）のレース成
績を取り上げて、前節で述べた視点から χ2 検定を実行し、その結果を詳述する。
　初めに、m =16 のレース結果 {a,b,c} を、取り扱いやすさから［Ⅰ］積事象 Ai ∩ Bjへ3×3の形に
分類して、集計した分割表Ⅰを提示し、これに対して帰無仮説 H0 が棄却できるかどうか調べる。
さらに、3つの競馬場間の有意差検定を実行する。次に同じ m =16 のデータを、［Ⅱ］(R,D)の同時
確率分布表に対応した形式に集計した分割表Ⅱを作成し、これに対して χ2 検定をいろいろな視点
から実行する。





Ⅰ B0  B1  B2 計
A0 5 6 60 71
12 22 41 75
11 16 39 66
A1 19 188 94 301
21 213 79 313
19 210 61 290
A2 28 45 171 244
43 58 167 268
35 72 127 234
計 52 239 325 616
76 293 287 656
















となる。この値への寄与は、（イ）では対角線上にある Ai ∩ Bi (i=0,1,2) と A1 ∩ B0 以外のすべて
の欄で大きく、反対に（ハ）では対角線上の3つの欄での距たりが大きい。（ロ）では A0 ∩ B0 が起こ
りやすく、A2 ∩ B1 が起こりにくい点が目につくけれども、自由度 v=8 で調べると、P 値は5％と
10％の間に入り、H0を棄却できぬ結果に終わる。





（一様性検定）を行う。つまり、Ai ∩ Bj の起こる確率は、その欄の3つの度数の和とレースの総数1862




Ⅱ  R=2  R=3  R=4  R=5  R=6  R=7  R=8  R=9
D=1 24 35 23 21 29 19 19 24
26 34 32 30 23 31 18 16
27 34 25 17 30 19 10 18
D=2 25 30 22 21 21 16
20 39 20 34 16 14
15 25 19 18 17 15
D=3 7 23 15 15
6 24 19 18




計 24 35 48 51 58 63 63 68
26 34 52 69 49 89 60 64
27 34 40 42 56 54 51 56
8つづき  R=10  R=11  R=12  R=13 R≧14 計
D=1 8 11 17 8 5 243
15 10 7 6 6 254
12 10 9 4 5 220
D=2 10 16 8 5 5 179
12 9 7 5 6 182
13 4 9 7 10 152
D=3 12 8 5 4 1 90
12 11 5 5 5 105
13 7 14 5 4 96
D=4 13 10 4 7 7 62
17 9 9 2 8 68
13 15 5 6 7 64
D≧5 5 9 6 8 14 42
6 7 13 10 11 47
6 12 12 11 17 58
計 48 54 40 32 32 616
62 46 41 28 36 656
57 48 49 33 43 590
　2つの確率変数 RとDをともに考える今の場合、次の3つの視点から分割表Ⅱを分析しよう。
1.  Dの値による分類　2.  Rの値による分類　3.  (R,D) 両者の値を対にした45の欄への分類









結論Ⅱ-2.　D≦2 と D≧3 との2項目に区分するとき、
（イ） 中京競馬場では、有意水準0.1％で H0を棄却する。
（ロ） 阪神競馬場では、有意水準0.5 ％で H0を棄却する。
（ハ） 京都競馬場では、有意水準5％で H0を採択する。












　偏りが検出された（ロ）の場合、R≦5 の頻度は期待値よりも高く R≧8 の頻度は低い；特筆すべ
きは R=7 の度数が異常に大きいことであり、隣の6の度数は期待値より下がる。これに対比して、























Ai ∩ Bj の3×3の表への分類が検出方法としてすぐれている。競馬場に適した検出方法を見出す必
要がある。
［Ⅲ ］ m=14 の場合は、16の場合と比べるとレース数が大幅に減少する：（イ）140（ロ）267（ハ）225。
集計結果を［Ⅰ］［Ⅱ］のように分割表の形で提示することは省略し、χ2検定結果を箇条書きに述べて
行く。
1. Ai ∩ Bj による分類では、 A0 ∩ B0 の期待度数が小さく、 A1 ∩ B0 （または A0 ∩ B1 ）と合併す
るとv=7 である。（イ）（ロ）に対しては有意水準5％で H0を棄却できないけれども、（ハ）について
は有意水準2.5％で H0を棄却する。 A2 ∩ B2 の度数が期待値よりも極めて小さい（ m=16 でも
この通り）点が目立つ。
2. Dの値による分類では、（イ）（ロ）（ハ）とも有意水準5％で H0を棄却できぬ。しかしながら、（ロ）
では D=2 の度数が異常に小さい点に着目する； D=2 と D ≠2 とに分けると、 χ2=6.3305 を
得、有意水準2.5％で H0を棄却する。
3. Rの値による分類では、（イ）（ロ）（ハ）とも χ2の値は小さく、 H0を採択せざるを得ぬ。しかしな
がら、（ロ）において期待値からの偏差の符号を調べて、 R≦ 3, 4≦ R≦ 5, 6≦R≦ 9, 10≦ R≦




が低い。残りを一つにまとめると( v=2 )、χ2=13.9668 を得、有意水準0.1％で H0を棄却する。
なお、（イ）の m=16 の場合には、(4,2)と(5,2)の欄で度数が高く、(4,1)と(5,1)の欄で度数が低くなっ
ている。同様に残りを一まとめにすると、 χ2=9.3724 を得、有意水準1％で H0を棄却する。
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