In this paper, estimation of the parameters of a certain family of two-parameter life- 
Introduction
Lifetime distributions under censored sampling have been attracting great interest owing to their wide application in sciences, engineering, social sciences, public health and medicine.
It would be impossible to cite them all in a single paper. Take the simplest lifetime distribution -the one-parameter exponential distribution -as an example. Censored sampling associated with the exponential distribution has received much attention in the literature for many years (e.g. Saleh, 1967 , Pettitt, 1977 Wright et al., 1978; Lam, 1994; Sundberg, 2001; Chandrasekhar et al., 2004; Balakrishnan et al., 2008) .
Censored data are of progressively Type II right type when they are censored by the removal of a prespecified number of survivors whenever an individual fails; this continues until a fixed number of failures has occurred, at which stage the remainder of the surviving individuals are also removed/censored. See, for example, Balakrishnan & Aggarwala (2000) and Balakrishnan (2007) . This scheme includes ordinary Type II right censoring and complete data as special cases. Our methods not only apply to (progressively) Type II right censored data but also give new estimators in the complete data case.
Let F (x; λ, α) be a lifetime distribution with parameters λ and α. Consider parameter estimation for the family with where G(·; λ) is a distribution function dependent only on λ. This family of distributionswithout necessarily confining attention to a one-parameter G -is discussed in Marshall and Olkin (2007, Section 7.E. & ff.) . They call (1) a 'resilience parameter' or 'proportional reverse hazards' family. When α is an integer, (1) is the distribution function of the minimum of a random sample of size α from the distribution G(·; λ). Examples of family (1) include the Weibull distribution, the Gompertz distribution and the Lomax distribution. For example, when G(x; λ) = 1 − e −x λ in family (1), we have the two-parameter Weibull distribution. In the Gompertz and Lomax special cases, λ is the scale parameter and α the shape parameter;
in the Weibull case, the roles of the parameters are reversed. We will call α the power parameter and λ the G-parameter.
Maximum likelihood estimation (MLE) is a popular statistical method used for fitting these lifetime distributions, and confidence intervals for parameters of these distributions under censored sampling are of particular interest in many applications. In this paper, in contrast to MLE, a new type of parameter estimation, named inverse estimation, is proposed for inference in the family of lifetime distributions under progressively Type II censored sampling, and their efficiency relative to MLE is investigated. Of particular interest is a neat method which is introduced to derive exact confidence intervals for the G-parameter λ, which is independent of the power parameter α.
The paper is organized as follows. To make things clear, we first concentrate our discussion on the Weibull distribution, then generalize our work to the distribution family (1).
Under progressively Type II right censoring, Section 2 gives exact confidence intervals for λ (independent of α), then gives generalized confidence intervals for α, as well as for other quantities (mean, quantiles and reliability function Suppose that n units are placed on a life test. Prior to the experiment, a number m (< n)
is fixed and the censoring scheme R = (R 1 , R 2 , . . . , R m ) with R j ≥ 0 and m j=1 R j + m = n is specified. At the first failure time X 1:m:n , R 1 units, chosen at random, are removed from the n − 1 surviving units. At the second failure time X 2:m:n , R 2 randomly chosen units from the remaining n − 2 − R 1 units are removed. The test continues until the m th failure time Fact (I) is obvious. Fact (II) can be found in Viveros & Balakrishnan (1994) and fact (III) in, for example, Stephens (1986) .
Interval estimation of parameter λ
We now discuss interval estimation of the parameter λ. Consider the pivotal quantity
From (2), it is of great importance to note that, for the Weibull distribution, W is a function of λ only and does not depend on α.
It is clear that W (λ) can take any positive value. Moreover, it is also the case that W (λ) has the χ 2 distribution with 2(m − 1) degrees of freedom. To see this, note that
And U 1 , . . . , U m−1 form a random sample from the uniform (0, 1) distribution.
It remains to show that W (λ) is a strictly monotonic function of λ. Write Q (j,i) =
.
It is clear that W (λ) is a strictly increasing function of λ because Q (j,i) is strictly increasing (resp. decreasing) for j > (resp. <)i.
Hence, we have an exact confidence interval for λ in the Weibull distribution which does not depend on α:
Theorem 1 Suppose X = (X 1:m:n , ..., X m:m:n ) is a progressively Type II right censored sample from the Weibull distribution with sample of size n and the censoring scheme R = (R 1 , R 2 , . . . , R m ). Then, for any 0 < β < 1, 
Interval estimation of parameter α and other quantities
We now derive generalized confidence intervals for the parameter α and some important quantities of the Weibull distribution, such as its mean, quantiles and reliability function.
We utilise again the unique solution to W (λ) = t which we denote by g(W, X). Note also that V = 2S m = 2α λ T (λ) has the χ 2 distribution with 2m degrees of freedom, where
Therefore we have that α = (V /2T (λ)) 1/λ . According to the substitution method given by Weerahandi (1993 Weerahandi ( , 2004 , we substitute g(W, X) for λ in the expression for α and obtain the following generalized pivotal quantity for the parameter α: respectively:
are the 1 − β lower confidence limits for µ, x p and R(x 0 ), respectively. Just as in the case of 
Inverse estimation of parameters λ and α
Since W (λ) has the χ 2 distribution with 2(m − 1) degrees of freedom, W (λ)/ {2(m − 2)} converges with probability one to 1. Therefore, we can obtain a corresponding point estimatorλ of λ from the following equation:
By the results in Section 2.1, equation (7) has a unique solution.
Also, again using the fact that 2S m has the χ 2 distribution with 2m degrees of freedom, we obtain estimatorα of α from the following equation:
The estimators given by (7) and (8) are named as inverse estimators (IE) of parameters (Wang, 1992) and we continue to use this terminology here. We shall study the finite sample properties of the proposed estimators in Section 4. They turn out to be very good and consistently supeerior to MLEs.
Remark: It is easy to prove thatλ/λ, [log(α) − log(α)]/λ and [log(x p ) − log(x p )]/λ are pivotal quantities for the parameters λ, α and x p respectively. Hence, confidence intervals for these parameters can alternatively be obtained based on these pivotal quantities. The percentiles of these pivotal quantities can also be obtained by Monte Carlo simulations. This approach is much more computationally intensive than our exact confidence interval for λ while there is no alternative pivotal quantity, and hence no alternative condifence interval, for µ. This is very similar to the approach taken in the maximum likelihood case in Balakrishnan et al. (2004) , except that the latter work uses the inferior MLEs instead of IEs.
3 Parameter estimation for the general family of lifetime distributions
As we saw in Section 2 in the case of the Weibull distribution, we basically start with m uniform order statistics in the shape of U ′ (i) = F (X i:m:n ; α, λ), i = 1, ..., m, and then go through a series of transformations to get back to uniform order statistics again, this time m − 1 of them, U (i) , i = 1, ..., m − 1. The beauty of this, however, turned out to be that while a summary statistic based directly on the U ′ (i) depends on both α and λ, the final summary statistic based on the U (i) 's depends only on λ. This neat way can be generalized to progressively Type II censored sample from family (1), as follows.
If X = (X 1:m:n , X 2:m:n , ..., X m:m:n ) is a progressively Type II censored sample from distribution (1) with sample size n and censoring scheme R = (R 1 , R 2 , ..., R m ), they can be accommodated by defining
Step (I) of the development in Section 2. Everything else will follow through much as in Section 2 for the Weibull distribution. For example,
where
The key remains that α does not appear in this formula. Otherwise, we need to show on a case-by-case basis that W (λ) is a strictly monotone function of λ. This in turn will follow from showing that Q (i,j) = V i::m:n /V j:m:n is a strictly monotone function of λ for i < j. If the Q (i,j) , i < j, are monotone decreasing, then Theorem 1 applies as it is; if the Q (i,j) , i < j, are monotone increasing, then Theorem 1 applies with confidence limits reversed.
For inference on α and other quantities depending on α as well as λ, note that in general V = 2αT (λ) where
Notice that what was α λ in V in the Weibull case has reverted to α in general. This means that the pivotal quantities in the work on generalized confidence intervals are changed a little (the power of 1/λ or 1/g(W, x) is not taken). For example, the generalized pivotal quantity for inference on the parameter α itself is
Equation (7) continues to give the point estimate of λ whilê
with the above definition of T (λ).
Example 3.1: Progressive Type II right censoring from the Gompertz distribution
The Gompertz distribution is of family (1) with G(x; λ) = 1 − exp(1 − e λx ). Thus, V i;m;n = α(e λX i:m:n − 1) and Q (i,j) = e λX i;m;n − 1 e λX j:m;n − 1 , i = 1, ..., m.
Lemma 1 below shows that Q (i,j) is strictly decreasing in λ for i < j and hence that Theorem 1 applies.
where b > a > 0 are constants. Then f (λ) is strictly decreasing on (0, ∞).
Proof. f (λ) = g(λ)(e aλ − 1)/(e bλ − 1) where
From consideration of its derivative with respect to a, it is straightforward to see that a/(1 − e −aλ ) is strictly decreasing in a for λ > 0 so that g(λ) < 0 and the result follows.
Example 3.2: Progressive Type II right censoring from the Lomax distribution
The Lomax (or Pareto II) distribution is of family (1) with G(x; λ) = λx/(1 + λx). This time, Q (i,j) = log(1 + λX (i) )/ log(1 + λX (j) ) proves to be strictly increasing in λ (proof not given to save space) and hence W (λ) is a strictly decreasing function of λ. The resulting confidence interval for λ is therefore of the reversed form
Remark: A parallel development is available for the less practically important situation of Type II left censored data from distributions of the form F (x; λ, α) = [G(x; λ)] α (such as the generalized exponential distribution, Gupta & Kundu, 1999) .
4 Numerical analysis
Simulation study
In order to assess the finite sample properties of the proposed procedures, a simulation study was conducted to study the coverage probabilities of the proposed generalized confidence intervals and to compare the performance of the proposed point estimators with maximum likelihood estimators for the Weibull distribution under a variety of progressively Type II right censored sampling schemes. (There is no need to perform a simulation study of coverage of our intervals for λ because they are exact.) Since α is the scale parameter and estimators are appropriately scale equi-and in-variant, we take α = 1 in our simulation study and consider different values of λ. For different choices of sample sizes and censoring schemes, we generated progressively Type-II censored samples from the Weibull distribution using the algorithm presented in Balakrishnan and Sandhu (1995) .
We report the coverage probabilities of the generalized confidence intervals at 0.9 and 0.95 confidence levels for each of α, x 0.1 , µ and R(1.2) in Tables 1-3 . These were computed over 1,000 replications for each different case using m 1 = 10, 000. Clearly, from so many different combinations of censoring schemes and sample sizes, the simulated probabilities for 0.9 and those for 0.95 are quite close to 0.9 and 0.95 respectively.
We also report the average relative biases and average relative mean square errors (MSEs) in point estimation of α and λ over 10,000 replications for the same set of cases. The results are presented in Tables 4-6 . Again it is quite clear from all three tables that, for a fixed sample size, as right censored number r increase the average relative biases and average relative MSEs increase as expected. It is also clear that the average biases and the average Table 2 : The coverage probabilities of the generalized confidence intervals when λ = 1 MSEs decrease as sample size increases. But the most striking information given by the simulation results is that the proposed inverse estimators outperform the maximum likelihood estimators from both bias and MSE viewpoints in all cases. The two differ less for larger n. For λ, the positive finite sample bias of the MLE is replaced by a smaller negative bias for the IE. For α, more (small) negative, as opposed to positive, biases are obtained as λ increases. According to these simulation results, we suggest using the proposed estimators, having particular merit for small and moderate sample sizes.
An illustrative example
Let us consider the data on times to breakdown of an insulating fluid from Table 1 of Viveros and Balakrishnan (1994) which is also reproduced in Balakrishnan et al. (2004) and Balakrishnan (2007) . These data were artifically progressively censored by Viveros and
Balakrishnan from a complete dataset given in Table 6 .1 of Nelson (1982) . Here, n = 19, m = 8 and R = (0, 0, 3, 0, 3, 0, 0, 5).
Following each of these previous authors, we assume that the lifetimes follow the Weibull distribution. According to Section 3.2 of Viveros and Balakrishnan (1994) , the MLEs of α 
