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Abstract
We study a q-difference equation of a BCn-type Jackson integral introduced by van Diejen.
The BCn-type Jackson integral is a multiple q-series generalized from a q-analogue of Sel-
berg’s integral. The equation is characterized by some new symmetric polynomials deﬁned via
symplectic Schur functions. As an application, we give another proof of a product formula
for the BCn-type Jackson integral, which is equivalent to the so-called q-Macdonald–Morris
identity for the root system BCn ﬁrst obtained by Gustafson.
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1. Introduction
As is known, the beta integral
B(, ) :=
∫ 1
0
z−1(1 − z)−1 dz (1)
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is written as the product of the gamma functions ():
B(, ) = ()()
(+ ) . (2)
Since the gamma function satisﬁes (+ 1) = (), we can easily see the following
recurrence relations:
B(+ 1, ) = 
+  B(, ), B(, + 1) =

+  B(, ). (3)
We regard these relations as difference equations with respect to parameters. Among the
solutions of (3), the beta function B(, ) is characterized by the following asymptotic
behavior:
B(+ N, + N) ∼ 2−−+1−2N√/N (N → +∞). (4)
Conversely, we can recover formula (2) from (3) and (4). Since
B(+ 1, ) =
∫ 1
0
z(z) dz or B(, + 1) =
∫ 1
0
(z) dz −
∫ 1
0
z(z) dz,
where (z) denotes the integrand z−1(1 − z)−1, if we want to have the recurrence
relations (3) without using (2), we usually prove the following relation from deﬁnition
(1) using integration by parts:∫ 1
0
z(z) dz = 
+ 
∫ 1
0
(z) dz,
which provides the equation between integral (1) and that multiplied by a monomial z
to the integrand (z).
Next we consider the following q-Selberg integral [6,9,13,16,24,26] deﬁned by using
the Jackson integral that is the sum over the lattice Zn (For the deﬁnition of the Jackson
integral, see Section 2):
Sq(, , ; ) :=
∫ ∞
0
Sn(z)Sn(z)q, q =
dqz1
z1
··· dqzn
zn
,
where the integrand is deﬁned by
Sn(z) :=
n∏
i=1
zi
(qzi)∞
(bzi)∞
∏
1 j<kn
z2−1k
(qt−1zj /zk)∞
(tzj /zk)∞
,
Sn(z) :=
∏
1 j<kn
(zk − zj )
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and q = a, q = b, q = t . Let  ∈ (C∗)n be the point deﬁned by
 := (tn−1, tn−2, . . . , t, 1).
For the Jackson integral Sq(, , ; ), if we put  =  and take the limit q → 1, then
the sum Sq(, , ; ) becomes the following so-called Selberg integral:
S(, , ) =
∫
0z1 ···zn1
n∏
i=1
z−1i (1 − zi)−1Sn(z)2 dz1 . . . dzn, (5)
which can be expressed as a product of the gamma functions as
S(, , ) =
n∏
i=1
(i)(+ (n − i))(+ (n − i))
()(+ + (2n − i − 1)) .
The Selberg integral (5) is nothing but the beta function if n = 1. For the q-Selberg
integral Sq(, , ; ), it can also be expressed as a product of the q-gamma functions
by using its q-difference equation and its asymptotic behavior. To carry this out, we
ﬁrst need the q-difference equation. According to Aomoto [5], the following formula
is known:
Proposition 1.1. Let ei(z), 0 in, be the ith elementary symmetric polynomial, i.e.,
ei(z) =
∑
1 j1<···<jin
zj1zj2 · · · zji . Then∫ ∞
0
ei(z)Sn(z)Sn(z)q
= t i−1 (1 − t
n−i+1)(1 − atn−i )
(1 − t i )(1 − abt2n−i−1)
∫ ∞
0
ei−1(z)Sn(z)Sn(z)q .
Since Sq(+1, , ; ) =
∫ ∞
0
z1z2 . . . zn Sn(z)Sn(z)q, we easily have the following
q-difference equation by repeated use of Proposition 1.1:
Sq(+ 1, , ; ) =
n∏
i=1
t i−1(1 − atn−i )
(1 − abt2n−i−1) Sq(, , ; ), (6)
which can be found in [26] and in [1,2] for the case  =  and q → 1. For the q-Selberg
integral Sq(, , ; ), we can construct its product expression of the q-gamma functions
from its q-difference equation (6) and the asymptotic behavior of Sq(+N, , ; ) at
N → +∞. (For the explicit form, see [6,26].)
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In this paper we discuss the structure of the product expression of a multiple sum
introduced by van Diejen [11], who extended Aomoto’s Jackson integrals associated
with irreducible reduced root systems [6], which are generalized from the q-Selberg
integral. We call the sum the BCn-type Jackson integral (see Section 2 for its deﬁnition).
Like the q-Selberg integral case, for the BCn-type Jackson integral there also exist
symmetric polynomials e′i (z) of a middle degree i, 0 in, such that they interpolate
a q-difference equation with respect to the parameter shift a1 → qa1 as follows:
Theorem 1.2. There exist symmetric Laurent polynomials e′i (z) of degree i, 0 in,
such that
∫ ∞
0
e′i (z)Bn(z)Cn(z)q
= − t
i−1(1 − tn−i+1) ∏4k=2 (1 − aka1tn−i )
tn−i (1 − t i )a1(1 − a1a2a3a4t2n−i−1)
∫ ∞
0
e′i−1(z)Bn(z)Cn(z)q .
Considering an analogy to Proposition 1.1, we call the polynomials e′i (z) the ‘ele-
mentary’ symmetric polynomials. They are different from the symplectic Schur functions
	(1i )(z) though the functions 	(1i )(z) are usually called elementary symmetric polyno-
mials. (See Section 3 for the deﬁnition of 	(1i )(z)). Moreover the explicit forms of
them are the following (Note the number of variables in the RHS):
e′0(z) = 1,
e′1(z) = 	(1)(z1, z2, . . . , zn) − 	(1)(a, at, . . . , atn−1),
e′2(z) = 	(12)(z1, z2, . . . , zn)
− 	(1)(z1, z2, . . . , zn)	(1)(a, at, . . . , atn−2)
+ 	(2)(a, at, . . . , atn−2),
...
e′i (z) =
i∑
j=0
(−1)j	(1i−j )(z1, z2, . . . , zn︸ ︷︷ ︸
n
)	(j)(a, at, . . . , at
n−i︸ ︷︷ ︸
n−i+1
),
...
e′n(z) =
n∑
j=0
(−1)j	(1n−j )(z1, z2, . . . , zn)	(j)(a),
where we ﬁx a = a1, which is one of parameters a1, a2, a3 and a4 in Bn(z).
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This paper is organized as follows. In Section 2, we introduce the BCn-type Jackson
integral and its truncated case. In Section 3, we state a relation between the sym-
plectic Schur functions 	(1i )(z) and 	(j)(z). The relation is used in the next section
to prove a property of the ‘elementary’ symmetric function. In Section 4, we deﬁne
the ‘elementary’ symmetric function for the BCn-type Jackson integral. Section 5 is
devoted to the proof of the Theorem 1.2, which is the main result of this paper. In
Section 6, as a corollary of the Theorem 1.2, we construct a product formula for the
BCn-type Jackson integral as if we recover the product expression (2) of the beta
function from q-difference equations (3) and asymptotic behavior (4). This is another
proof of the product formula proved by van Diejen [11], which is equivalent to the
so-called q-Macdonald–Morris identity [28,30,32] for the root system BCn ﬁrst ob-
tained by Gustafson [15]. (See also [22,30] for relations between q-Macdonald–Morris
identities and the Jackson integrals associated with root systems.)
After ﬁnishing the ﬁrst version of this paper, the author met van Diejen at the RIMS
Workshop on Elliptic Integrable Systems held at the Kyoto University, November 2004.
He suggested to the author that maybe the ‘elementary’ symmetric polynomials coincide
with those deﬁned in [10,12] to describe the Pieri-type formulas for the Macdonald–
Koornwinder polynomials. In the meantime, the author has realized that this suggestion
is indeed correct: the ‘elementary’ symmetric polynomials e′i (z) of the present paper
coincide with van Diejen’s polynomials Eˆi(z) in [12, Eq. (6.10)].
Throughout this paper we use the notations (x)∞ := ∏∞i=0 (1 − qix) and (x)N :=
(x)∞/(qNx)∞ where 0 < q < 1.
2. van Diejen’s BCn-type Jackson integral
In this section we deﬁne the BCn-type Jackson integral. For z = (z1, z2, . . . , zn)
∈ (C∗)n, we set
Bn(z) :=
n∏
i=1
4∏
m=1
z
1/2−m
i
(qa−1m zi)∞
(amzi)∞
×
∏
1 j<kn
z1−2j
(qt−1zj /zk)∞
(tzj /zk)∞
(qt−1zj zk)∞
(tzj zk)∞
,
Cn(z) :=
n∏
i=1
1 − z2i
zi
∏
1 j<kn
(1 − zj /zk)(1 − zj zk)
zj
,
where qm = am, q = t . We abbreviate Bn(z) and Cn(z) to (z) and (z), respec-
tively. For an arbitrary  = (1, 2, . . . , n) ∈ (C∗)n, we deﬁne the q-shift  → q
 by
a lattice point 
 = (
1, 
2, . . . , 
n) ∈ Zn, where
q
 := (q
11, q
22, . . . , q
nn) ∈ (C∗)n.
624 M. Ito /Advances in Mathematics 204 (2006) 619–646
For  = (1, 2, . . . , n) ∈ (C∗)n and a function h(z) of z ∈ (C∗)n, we deﬁne the sum
over the lattice Zn by
∫ 1∞
0
···
∫ n∞
0
h(z)
dqz1
z1
··· dqzn
zn
:= (1 − q)n
∑

∈Zn
h(q
), (7)
which we call the Jackson integral if it converges. We abbreviate the LHS of (7)
to
∫ ∞
0
h(z)q . We now deﬁne the Jackson integral whose integrand is (z)(z) as
follows:
J () :=
∫ ∞
0
(z)(z)q, (8)
which converges if
|a1a2a3a4tn+i−2| > q for i = 1, 2, . . . , n
and {
tj /k, tjk /∈ {ql ; l ∈ Z} for 1j < kn,
ami /∈ {ql ; l ∈ Z} for 1m4, 1 in.
(See [21] for the convergence condition.) We call the sum J () the BCn-type Jackson
integral. The sum J () is invariant under the shifts  → q
 for 
 ∈ Zn.
Since (q1+m)∞ = 0 if m is a negative integer, for the special point
 := (tn−1a1, tn−2a1, . . . , ta1, a1) ∈ (C∗)n,
it follows that
(q
) = 0 if 
 /∈ D,
where D forms the cone in the lattice Zn deﬁned by
D := {
 ∈ Zn ; 
1 − 
20, 
2 − 
30, . . . , 
n−1 − 
n0 and 
n0}.
This implies that J () is written as a sum over the cone D as follows:
J () = (1 − q)n
∑

∈D
(q
)(q
). (9)
M. Ito /Advances in Mathematics 204 (2006) 619–646 625
We call its Jackson integral summed over D truncated. We just write
J () =
∫ 
0
(z)(z)q
omitting the notation ∞ in its region only if  = . In early papers [3,4,8], etc, the
truncated Jackson integral was called the Jackson integral over the stable cycle, which
was ﬁrst considered and investigated by Aomoto and Aomoto–Kato in their asymptotic
analysis studies of it over stable and unstable cycles when the parameters go to +∞
or 0. In another context [11], van Diejen ﬁrst applied the notion of truncation to
his BCn-type Jackson integral. We follow his neat and short terminology. In Section
6 (Lemma 6.4), we actually show the asymptotic behavior of the truncated Jackson
integral when we take the parameters to inﬁnity; this asymptotic behavior plays an
important role in this paper.
Let () be the function deﬁned by
() :=
n∏
i=1
i (
2
i )∏4
m=1 
m
i (ami )
∏
1 j<kn
(j /k)(jk)
2j (tj /k)(tjk)
, (10)
where (x) := (x)∞(q/x)∞. We state a lemma for subsequent sections.
Lemma 2.1. The Jackson integral J () is expressed as
J () = C(), (11)
where C is a constant not depending on  ∈ (C∗)n
Proof. See [20, Proposition 3.2]. See also [11, Eqs. (2.14)–(2.17)]. 
We will discuss the constant C later in Section 6.
3. Symplectic Schur functions (z)
Let WCn be the Weyl group of type Cn, which is isomorphic to (Z/2Z)nSn where
Sn is the symmetric group of nth order. WCn is generated by the following transforma-
tions of the coordinates (z1, z2, . . . , zn) ∈ (C∗)n:
(z1, z2, . . . , zn) → (z−11 , z2, . . . , zn),
(z1, z2, . . . , zn) → (z(1), z(2), . . . , z(n))  ∈ Sn.
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For a function f (z) of z ∈ (C∗)n, the Weyl group action is deﬁned by
wf (z) := f (w−1(z)) for w ∈ WCn
and we denote by Af (z) the alternating sum over WCn deﬁned by
Af (z) :=
∑
w∈WCn
(sgnw)wf (z).
Let P be the set of partitions deﬁned by
P := {(1, 2, . . . , n) ∈ Zn ; 12 · · · n0}.
For  = (1, 2, . . . , n) ∈ P , we set A(z) := A(z11 z22 . . . znn ). The following holds
for  := (n, n − 1, . . . , 2, 1) ∈ P :
A(z) = (−1)n(z), (12)
which is called Weyl’s denominator formula. For  = (1, 2, . . . , n) ∈ P , we deﬁne
the symplectic Schur function
	(z) :=
A+(z)
A(z) =
A(1+n,2+n−1,...,n−1+2,n+1)(z)
A(n,n−1,...,2,1)(z) ,
which occurs in Weyl’s character formula. For  = (1, 2, . . . , n) ∈ P , if we denote
by mi the multiplicity of i in , i.e., mi = #{j ; j = i}, it is convenient to use the
notations  = (1m12m2. . . rmr. . .) and 	(z) = 	(1m12m2 ...rmr ...)(z). For example, we use
them like 	(2,1,1,0)(z1, z2, z3, z4) = 	(122)(z1, z2, z3, z4).
Lemma 3.1. The following holds for i = 1, 2, . . . , n:
i∑
j=0
(−1)j	(1i−j )(z1, z2, . . . , zn)	(j)(z1, z2, . . . , zn−i+1) = 0.
Proof. For each integer k0 the kth complete symmetric function hk(A) and the kth
elementary symmetric function ek(A) of an alphabet A are the coefﬁcient of xk in
the expansion of the generating function HA(x) = ∏a∈A (1 − ax)−1 and EA(x) =∏
a∈A (1 + ax), respectively, i.e.,
∏
a∈A
(1 − ax)−1 =
∞∑
k=0
hk(A)x
k,
∏
a∈A
(1 + ax) =
∞∑
k=0
ek(A)x
k.
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(See [29] or [27, p. 238] for instance.) Moreover the kth elementary symmetric function
ek(A−B) of a difference of two alphabets A,B is deﬁned by the generating function
EA(x)HB(−x) =
∏
a∈A
(1 + ax)
/∏
b∈B
(1 + bx) =
∞∑
k=0
ek(A − B) xk.
This deﬁnition implies
k∑
j=0
(−1)j ek−j (A)hj (B) = ek(A − B). (13)
We now consider alphabets containing letters and their inverse: Zn := {z1, z−11 , z2, z−12 ,
. . . , zn, z
−1
n }. By deﬁnition, we have the evident symmetry ei(Zn) = e2n−i (Zn) for
i = 0, 1, 2, . . . , n. In particular
en+1(Zn) − en−1(Zn) = 0
so that
en−i (Zn − Zi+1) − en−i−2(Zn − Zi+1) = 0 (14)
for i = 0, 1, 2, . . . , n − 1. On the other hand, from (13), it follows that
k∑
j=0
(−1)j ek−j (Zn)hj (Zi+1) = ek(Zn − Zi+1). (15)
From (14) and (15), if we set e˜k(Z) := ek(Z) − ek−2(Z), then
n−i∑
j=0
(−1)j e˜n−i−j (Zn)hj (Zi+1) = e˜n−i (Zn − Zi+1) = 0.
Using 	(j)(z1, z2, . . . , zi+1) = hj (Zi+1) and 	(1k)(z1, z2, . . . , zn) = e˜k(Zn) (see
[14, p. 467 Proposition A.50.]), we therefore obtain
n−i∑
j=0
(−1)j	(1n−i−j )(z1, z2, . . . , zn)	(j)(z1, z2, . . . , zi+1) = 0
for i = 0, 1, 2, . . . , n− 1. We conclude the proof exchanging i with n− i in the above
equation. 
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4. ‘Elementary’ symmetric polynomials e′
i
(z)
For i = 0, 1, 2, 3, . . . , n, we deﬁne the following symmetric polynomials in terms of
	(z):
e′i (z) :=
i∑
j=0
(−1)j	(1i−j )(z1, z2, . . . , zn︸ ︷︷ ︸
n
) 	(j)(a, at, . . . , at
n−i︸ ︷︷ ︸
n−i+1
), (16)
which we call the ith ‘elementary’ symmetric polynomial as was noted in the Intro-
duction. We ﬁx a = a1, which is one of parameters a1, a2, a3 and a4 in (z). In
particular,
Lemma 4.1. The product expression of the nth ‘elementary’ symmetric polynomial
e′n(z) is the following:
e′n(z) =
n∏
i=1
(a − zi)(1 − azi)
azi
.
Proof. Using the same notations as in the proof of Lemma 3.1, we have
e′n(z) = e˜n
(
Zn − {a, a−1}
) = en(Zn − {a, a−1})− en−2(Zn − {a, a−1}).
When a is equal to one of the letters in Zn the function e′n(z) vanishes because of
(14) with i = 0. This accounts for the factors (a − zi)(a − z−1i ). Comparing the terms
of the top degree of e′n(z) and
∏n
i=1 (a − zi)(a − z−1i ), we obtain Lemma 4.1. 
Lemma 4.2. If 1j in, then
e′i (z1, z2, . . . , zj−1, atn−j , atn−j−1, . . . , at, a) = 0.
Proof. This is a special case of Lemma 3.1 for appropriate alphabets. 
Let x be a real number satisfying x > 0. For i = 1, 2, . . . , n + 1, we set
i = (i1, i2, . . . , in) ∈ (C∗)n, (17)
where
ij :=
{
xi−j if 1j < i,
tn−j a if ijn.
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The explicit expression of i is the following:
1 = (tn−1a, tn−2a, . . . , ta, a),
2 = (x, tn−2a, tn−3a, . . . , ta, a),
3 = (x2, x, tn−3a, tn−4a, . . . , ta, a),
...
n = (xn−1, . . . , x2, x, a),
n+1 = (xn, xn−1, . . . , x2, x).
The point 1 ∈ (C∗)n is nothing but , which is deﬁned in Section 2.
Corollary 4.3. If 1j in, then e′i (j ) = 0.
Proof. It is straightforward from Lemma 4.2. 
5. Main theorem
In this section, to specify the number of variables n, we simply use the notations
e
(n)
i (z) and A(n)(z) instead of the ‘elementary’ symmetric polynomials e′i (z) and Weyl’s
denominator A(z), respectively. The notation (n) on the right shoulder of ei or A
indicates the number of variables of z = (z1, z2, . . . , zn) for e′i (z) or A(z).
Let Uw(z) be the function deﬁned by
Uw(z) := (sgnw)w(z)
(z)
for w ∈ WCn.
Since the function (z) has the property (qz) = −(z)/z, we see Uw(z) is invariant
under the q-shifts z → zq
, 
 ∈ Zn. More precisely, from the deﬁnition of (z), it
follows that the function w(z) is equal to (z) up to Uw(z) as follows:
w(z) = (z) Uw(z). (18)
In this sense, we regard the function (z) as symmetric with respect to WCn , and both
of (z) and w(z) satisfy the same q-difference equations with respect to z → zq
,

 ∈ Zn. From (18) and w(z) = (sgnw)(z), the Jackson integral J () satisﬁes
wJ() = (sgnw)Uw() J ().
Let Tz1 be the q-shift of variable z1 such that Tz1 : z1 → qz1. Set
∇(z) := (z) − Tz1(z)
(z)
Tz1(z), (19)
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where Tz1(z)/(z) is written as follows by deﬁnition:
Tz1(z)
(z)
= qn+1
4∏
k=1
(1 − akz1)
(ak − qz1)
n∏
j=2
(1 − tz1/zj )(1 − tz1zj )
(t − qz1/zj )(t − qz1zj ) .
Lemma 5.1. Let (z) be an arbitrary function such that
∫ ∞
0
(z)(z)q converges.
The following holds for (z):
∫ ∞
0
(z)∇(z)q = 0. (20)
In particular,
∫ ∞
0
(z)A∇(z)q = 0. (21)
Proof. Since a Jackson integral is invariant under q-shift, it follows that
∫ ∞
0
(z)(z)q =
∫ ∞
0
Tz1(z) Tz1(z)q,
so that ∫ ∞
0
(z)(z)q −
∫ ∞
0
Tz1(z)
Tz1(z)
(z)
(z)q = 0.
This implies (20) from deﬁnition (19) of ∇. Using (18), for w ∈ WCn we have
w
∫ ∞
0
(z)∇(z)q =
∫ (w−1)∞
0
(z)∇(z)q
=
∫ ∞
0
w(z)w∇(z)q =
∫ ∞
0
Uw(z)(z)w∇(z)q
= Uw()
∫ ∞
0
(z)w∇(z)q
because Uw(z) is invariant under the q-shift z → q
z. If (20) holds, then
∫ ∞
0
(z)w∇(z)q = 1
Uw()
w
∫ ∞
0
(z)∇(z)q = 0 for w ∈ WCn.
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Thus, for the function A∇(z) =
∑
w∈WCn
(sgnw) w∇(z), we have
∫ ∞
0
(z)A∇(z)q =
∑
w∈WCn
(sgnw)
∫ ∞
0
(z)w∇(z)q = 0,
which completes the proof. 
Let 1 and i be reﬂections of the coordinates z = (z1, z2, . . . , zn) deﬁned as follows:
1 : z1 ←→ z−11 ,
i : z1 ←→ zi for i = 2, 3, . . . , n.
Since the Weyl group WCn of type Cn is isomorphic to (Z/2Z)nSn, we may write
WCn = 〈1, 2, 3, . . . , n〉, (22)
which means WCn is generated by 1 and i , i = 2, 3, . . . , n.
Let f (z) and g(z) be functions deﬁned as follows:
f (z) :=
4∏
m=1
(am − z1)
n∏
j=2
(t − z1/zj )(t − z1zj ),
g(z) :=
4∏
m=1
(1 − amz1)
n∏
j=2
(1 − tz1/zj )(1 − tz1zj ).
For i = 2, 3, . . . , n, we set
fi(z) := if (z), gi(z) := ig(z) (23)
and simply f1(z) := f (z), g1(z) := g(z). For i = 1, 2, . . . , n, the explicit forms of
fi(z) and gi(z) are the following:
fi(z) =
4∏
m=1
(am − zi)
∏
j∈Ii
(t − zi/zj )(t − zizj ), (24)
gi(z) =
4∏
m=1
(1 − amzi)
∏
j∈Ii
(1 − tzi/zj )(1 − tzizj ), (25)
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where Ii := {1, 2, . . . , i − 1, i + 1, . . . , n}. By deﬁnition, we have
1
(
f1(z)
zn+11
)
= g1(z)
zn+11
. (26)
Let i (z), 1 in, be the function deﬁned by
i (z) :=
A∇i (z)
2
,
where
i (z) :=
f (z)
zn+11
zn−12 z
n−2
3 . . . zn e
(n−1)
i−1 (z2, z3, . . . , zn). (27)
Lemma 5.2. The functions i (z) are expressed as
i (z) =
n∑
k=1
(−1)k+1 fk(z) − gk(z)
zn+1k
e
(n−1)
i−1 (̂zk)A(n−1)(̂zk), (28)
where (̂zk) := (z1, . . . , zk−1, zk+1, . . . , zn). On the other hand, i (z) are expanded by
the functions e(n)j (z)A(n)(z), 0j i, as follows:
i (z) =
i∑
j=0
cij e
(n)
j (z)A(n)(z). (29)
Proof. From deﬁnition (19) of ∇ and (27), we have
∇i (z) =
f (z) − g(z)
zn+11
zn−12 z
n−2
3 . . . zn e
(n−1)
i−1 (̂z1).
Then, from (22) and (26), it follows that
i (z) = A∇i (z)/2
= f1(z) − g1(z)
zn+11
e
(n−1)
i−1 (̂z1)A(n−1)(̂z1)
+
n∑
k=2
(sgn k) k
[
f1(z) − g1(z)
zn+11
e
(n−1)
i−1 (̂z1)A(n−1)(̂z1)
]
. (30)
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Thus, we obtain expression (28) by substituting (23) and the following for (30):
sgn k = −1, ke(n−1)i−1 (̂z1) = e(n−1)i−1 (̂zk), kA(n−1)(̂z1) = (−1)kA(n−1)(̂zk).
Next, from the degrees of the monomials in the expansion of (27), we can obtain
expression (29). This completes the proof. 
Lemma 5.3. The following hold for fk(z), gk(z) and j ∈ (C∗)n:
fk(j ) = 0 if jkn,
gk(j ) = 0 if j < kn.
Moreover,
lim
x→0
[
z1z2 . . . zi−1
gi(z)
zn+1i
]
z=i
= (−t)i−1
∏4
k=2 (1 − aka1tn−i )
(1 − t)(tn−ia1)n−i+2
n−i∏
j=0
(1 − tj+1)(1 − tn−i+j a21). (31)
Proof. From (24), fk(z) has the factor (t − zk/zk+1) if 1kn − 1, and has the
factor (a1 − zn) if k = n. When z = j , from deﬁnition (17) of j , it follows that
t − zk/zk+1 = 0 if jkn− 1 and a1 − zn = 0 if jn. Thus fk(j ) = 0 if jkn.
From (25), it follows that gk(z) has the factor (1 − tzk/zk−1), so that gk(j ) = 0 if
j + 1kn.
Next, we prove the latter part of Lemma 5.3. From (25), it follows that
z1z2 . . . zi−1
gi(z)
zn+1i
=
∏4
k=1 (1 − akzi)
zn+1i
×(z1 − tzi)(z2 − tzi) . . . (zi−1 − tzi)
×(1 − tz1zi)(1 − tz2zi) . . . (1 − tzi−1zi)
×(1 − tzi/zi+1)(1 − tzi/zi+2) . . . (1 − tzi/zn)
×(1 − tzizi+1)(1 − tzizi+2) . . . (1 − tzizn).
Put
z = i = (xi−1, xi−2, . . . , x︸ ︷︷ ︸
i−1
, tn−ia1, tn−i−1a1, . . . , a1︸ ︷︷ ︸
n−i+1
). (32)
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Then we have[
z1z2 . . . zi−1
gi(z)
zn+1i
]
z=i
= (1 − a
2
1 t
n−i )
∏4
k=2 (1 − aka1tn−i )
(tn−ia1)n+1
×(xi−1 − tn−i+1a1)(xi−2 − tn−i+1a1) . . . (x − tn−i+1a1)
×(1 − xi−1tn−i+1a1)(1 − xi−2tn−i+1a1) . . . (1 − xtn−i+1a1)
×(1 − t2)(1 − t3) . . . (1 − tn−i+1)
×(1 − t2(n−i)a21)(1 − t2(n−i)−1a21) . . . (1 − tn−i+1a21),
so that
lim
x→0
[
z1z2 . . . zi−1
gi(z)
zn+1i
]
z=i
= (1 − a
2
1 t
n−i )
∏4
k=2 (1 − aka1tn−i )
(tn−ia1)n+1
×(−tn−i+1a1)i−1
n−i∏
j=1
(1 − tj+1)(1 − tn−i+j a21)
= (−t)i−1
∏4
k=2 (1 − aka1tn−i )
(1 − t)(tn−ia1)n−i+2
n−i∏
j=0
(1 − tj+1)(1 − tn−i+j a21),
which completes the proof. 
Lemma 5.4. If ik, then
lim
x→0
[
z1
zk
z2
zk
· · · zk−1
zk
(
fk(z) − gk(z)
)]
z=i+1
= (−1)k(tk−1 − t2n−k−1a1a2a3a4).
Proof. From (24) and (25), it follows that
z1
zk
z2
zk
· · · zk−1
zk
fk(z) =
4∏
m=1
(am − zk)
×(tz1/zk − 1)(tz2/zk − 1) . . . (tzk−1/zk − 1)
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×(t − z1zk)(t − z2zk) . . . (t − zk−1zk)
×(t − zk/zk+1)(t − zk/zk+2) . . . (t − zk/zn)
×(t − zkzk+1)(t − zkzk+2) . . . (t − zkzn),
z1
zk
z2
zk
· · · zk−1
zk
gk(z) =
4∏
m=1
(1 − amzk)
×(z1/zk − t)(z2/zk − t) . . . (zk−1/zk − t)
×(1 − tz1zk)(1 − tz2zk) . . . (1 − tzk−1zk)
×(1 − tzk/zk+1)(1 − tzk/zk+2) . . . (1 − tzk/zn)
×(1 − tzkzk+1)(1 − tzkzk+2) . . . (1 − tzkzn).
From the above equations, if we put
z = i+1 = (xi, xi−1, . . . , x︸ ︷︷ ︸
i
, tn−i−1a1, tn−i−2a1, . . . , a1︸ ︷︷ ︸
n−i
) (33)
and suppose k i, then we have the following:
lim
x→0
[
z1
zk
z2
zk
· · · zk−1
zk
fk(z)
]
z=i+1
= (−1)k−1t2n−k−1a1a2a3a4,
lim
x→0
[
z1
zk
z2
zk
· · · zk−1
zk
gk(z)
]
z=i+1
= (−t)k−1.
This completes Lemma 5.4. 
Lemma 5.5. The following holds for 1j i + 1:
lim
x→0
⎡⎣⎛⎝j−1∏
l=1
zn−l+2l
⎞⎠i (z)
⎤⎦
z=j
= (−1)j−1ci,j−1A(n−j+1)(tn−j a1, . . . , a1). (34)
Proof. From (29), it follows that
⎛⎝j−1∏
l=1
zn−l+2l
⎞⎠i (z) = i∑
k=0
cik
(
z1z2 . . . zj−1 e(n)k (z)
) (
zn1z
n−1
2 . . . z
n−j+2
j−1 A(n)(z)
)
.
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Put
z = j = (xj−1, xj−2, . . . , x︸ ︷︷ ︸
j−1
, tn−j a1, tn−j−1a1, . . . , a1︸ ︷︷ ︸
n−j+1
). (35)
Since e(n)k (j ) = 0 if jk by Corollary 4.3, we have⎡⎣⎛⎝j−1∏
l=1
zn−l+2l
⎞⎠i (z)
⎤⎦
z=j
=
j−1∑
k=0
cik
[(
z1z2 . . . zj−1 e(n)k (z)
)(
zn1z
n−1
2 . . . z
n−j+2
j−1 A(n)(z)
)]
z=j
. (36)
From deﬁnition (16) of e(n)k (z) and the explicit expression (35) of j , we have
lim
x→0
[(
z1z2 . . . zj−1 e(n)k (z)
)]
z=j
=
{
0 if k < j − 1,
1 if k = j − 1. (37)
From Weyl’s denominator formula (12) and expression (35) of j , it follows
lim
x→0
[(
zn1z
n−1
2 . . . z
n−j+2
j−1 A(n)(z)
)]
z=j
= (−1)j−1A(n−j+1)(tn−j a1, . . . , a1). (38)
Taking the limit x → 0 in both sides of (36) and using (37) and (38), we obtain (34).
This completes the proof. 
Lemma 5.6. Set (̂j k) := (j1, . . . , j,k−1, j,k+1, . . . , jn) ∈ (C∗)n−1 for j ∈ (C∗)n.
Then
e
(n−1)
i−1 (̂j k) = 0 if 1kj < i.
Moreover,
e
(n−1)
i−1 (̂i k) = 0 if 1k < i.
Proof. It is straightforward from (17) and Lemma 4.2. 
Lemma 5.7. The coefﬁcient cij in (29) vanishes if 0j < i − 1. In particular, i (z)
is expanded as
i (z) =
(
ciie
(n)
i (z) + ci,i−1e(n)i−1(z)
)
A(n)(z).
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Proof. From (34), in order to prove cij = 0 for 0j < i − 1, it is sufﬁcient to show
that
lim
x→0
⎡⎣⎛⎝j−1∏
l=1
zn−l+2l
⎞⎠i (z)
⎤⎦
z=j
= 0 (39)
if 1j < i.
We now suppose 1j < i. By Lemma 5.3, if j < kn, then fk(j ) = gk(j ) = 0.
Moreover, by Lemma 5.6, if kj < i, then e(n−1)i−1 (̂j k) = 0. Since the summand of
i (z) in form (28) has the factors fk(z)− gk(z) and e(n−1)i−1 (̂zk), if we put z = j , then
i (j ) = 0. In particular, we conclude (39). 
Lemma 5.8. The coefﬁcient ci,i−1 in (29) is evaluated as
ci,i−1 = 1 − t
n−i+1
(1 − t)tn+1−2i
∏4
k=2 (1 − tn−ia1ak)
a1
. (40)
Proof. By Lemma 5.3, fk(i ) = gk(i ) = 0 if i < kn, and fi(i ) = 0. Moreover, by
Lemma 5.6, e(n−1)i−1 (̂i k) = 0 if k < i. Since the summand of i (z) in form (28) has
the factors fk(z) − gk(z) and e(n−1)i−1 (̂zk), if we put z = i , then
i (i ) =
[
(−1)i gi(z)
zn+1i
e
(n−1)
i−1 (̂zi)A(n−1)(̂zi)
]
z=i
. (41)
Thus we have [(
i−1∏
l=1
zn−l+2l
)
i (z)
]
z=i
= (−1)i
[(
z1z2 . . . zi−1
gi(z)
zn+1i
)(
z1z2 . . . zi−1e(n−1)i−1 (̂zi)
)
×
(
zn−11 z
n−2
2 . . . z
n−i+1
i−1 A(n−1)(̂zi)
)]
z=i
. (42)
From the explicit form (32) of i and deﬁnition (16) of e(n)i (z), we have
lim
x→0
[
z1z2 . . . zi−1e(n−1)i−1 (̂zi)
]
z=i
= 1. (43)
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Using (32) and Weyl’s denominator formula (12), we also have
lim
x→0
[
zn−11 z
n−2
2 . . . z
n−i+1
i−1 A(n−1)(̂zi)
]
z=i
= (−1)i−1A(n−i)(tn−i−1a1, . . . , a1). (44)
From (42)–(44), it follows that
lim
x→0
[(
i−1∏
l=1
zn−l+2l
)
i (z)
]
z=i
= − lim
x→0
[
z1z2 . . . zi−1
gi(z)
zn+1i
]
z=i
A(n−i)(tn−i−1a1, . . . , a1). (45)
Comparing (45) with (34), we have
ci,i−1 = (−1)i lim
x→0
[
z1z2 . . . zi−1
gi(z)
zn+1i
]
z=i
A(n−i)(tn−i−1a1, . . . , a1)
A(n−i+1)(tn−ia1, . . . , a1)
. (46)
From Weyl’s denominator formula (12), it follows that
A(j+1)(z1, z2, . . . , zj+1)
A(j)(z2, . . . , zj+1)
= −1 − z
2
1
z1
j+1∏
k=2
(1 − z1/zk)(1 − z1zk)
z1
,
so that
A(n−i+1)(tn−ia1, . . . , a1)
A(n−i)(tn−i−1a1, . . . , a1)
= −1
(1 − tn−i+1)
n−i∏
j=0
(1 − tj+1) (1 − t
n−i+j a21)
tn−ia1
. (47)
From (31), (46) and (47), we obtain (40). This completes the proof. 
Lemma 5.9. The coefﬁcient cii in (29) is evaluated as
cii = 1 − t
i
1 − t (1 − t
2n−i−1a1a2a3a4).
Proof. Using Lemma 5.3, fk(i+1) = gk(i+1) = 0 if i+2kn. Since the summand
of i (z) in form (28) has the factors fk(z) − gk(z), if we put z = i+1, then
i (i+1) =
[
i+1∑
k=1
(−1)k+1 fk(z) − gk(z)
zn+1k
e
(n−1)
i−1 (̂zk)A(n−1)(̂zk)
]
z=i+1
,
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where k runs from 1 to i + 1 in the sum. Thus, it follows that
[(
i∏
l=1
zn−l+2l
)
i (z)
]
z=i+1
= S1(i+1) + S2(i+1),
where S1(z) and S2(z) are functions deﬁned by the following:
S1(z) :=
i∑
k=1
(−1)k+1 z1
zk
z2
zk
· · · zk−1
zk
(
fk(z) − gk(z)
)
×
(
z1z2 . . . zk−1 zk+1 . . . zi e(n−1)i−1 (̂zk)
)
×
(
zn−11 z
n−2
2 . . . z
n−k+1
k−1 z
n−k
k+1 . . . z
n−i+1
i A(n−1)(̂zk)
)
,
S2(z) := (−1)izn−i+1i
(
z1z2 . . . zi
fi+1(z) − gi+1(z)
zn+1i+1
)
×
(
z1z2 . . . zi−1 e(n−1)i−1 (̂zi+1)
)
×
(
zn−11 z
n−2
2 . . . z
n−i+1
i−1 A(n−1)(̂zi+1)
)
.
Since fi+1(i+1) = 0 by Lemma 5.3, it follows that
[
zn−i+1i
(
z1z2 . . . zi
fi+1(z) − gi+1(z)
zn+1i+1
)]
z=i+1
= − xn−i+1
[
z1z2 . . . zi
gi+1(z)
zn+1i+1
]
z=i+1
.
From (31) in Lemma 5.3, the RHS of the above equation vanishes if we take the limit
x → 0. Since the LHS is a factor of S2(i+1), we have lim
x→0 S2(i+1) = 0.
If k i, from the explicit form (33) of i+1 and deﬁnition (16) of e(n)i (z), we have
lim
x→0
[
z1z2 . . . zk−1 zk+1 . . . zi e(n−1)i−1 (̂zk)
]
z=i+1
= 1.
If k i, we also have
lim
x→0
[
zn−11 z
n−2
2 . . . z
n−k+1
k−1 z
n−k
k+1 . . . z
n−i+1
i A(n−1)(̂zk)
]
z=i+1
= (−1)i−1A(n−i)(tn−i−1a1, . . . , a1)
640 M. Ito /Advances in Mathematics 204 (2006) 619–646
by using (33) and Weyl’s denominator formula (12). Thus, we have
lim
x→0
[(
i∏
l=1
zn−l+2l
)
i (z)
]
z=i+1
= lim
x→0 S1(i+1)
= (−1)i−1A(n−i)(tn−i−1a1, . . . , a1)
×
i∑
k=1
(−1)k+1 lim
x→0
[
z1
zk
z2
zk
· · · zk−1
zk
(
fk(z) − gk(z)
)]
z=i+1
. (48)
Comparing (34) with (48), and using Lemma 5.4, we obtain
cii = −
i∑
k=1
(−1)k+1 lim
x→0
[
z1
zk
z2
zk
· · · zk−1
zk
(
fk(z) − gk(z)
)]
z=i+1
=
i∑
k=1
(tk−1 − t2n−k−1a1a2a3a4)
= 1 − t
i
1 − t (1 − t
2n−i−1a1a2a3a4),
which completes the proof. 
Theorem 5.10. The following relation holds between e(n)i (z) and e(n)i−1(z):
∫ ∞
0
e
(n)
i (z)(z)A(n)(z)q = −
ci,i−1
cii
∫ ∞
0
e
(n)
i−1(z)(z)A(n)(z)q, (49)
where the coefﬁcient is evaluated as
−ci,i−1
cii
= − (1 − t
n+1−i )
(1 − t i )tn+1−2i
∏4
k=2 (1 − tn−ia1ak)
a1(1 − t2n−i−1a1a2a3a4) .
Remark. In other words, from (12), Theorem 5.10 is nothing but Theorem 1.2.
Proof. Since
∫ ∞
0
(z)i (z)q = 0 by (21) in Lemma 5.1, from Lemma 5.7, it follows
that
∫ ∞
0
(z)
(
ciie
(n)
i (z) + ci,i−1e(n)i−1(z)
)
A(n)(z)q = 0.
M. Ito /Advances in Mathematics 204 (2006) 619–646 641
We therefore obtain (49). The evaluation of the coefﬁcient −ci,i−1/cii is given by
Lemmas 5.8 and 5.9. The proof is now complete. 
6. Product formula
In this section the aim is to deduce a product formula for the BCn-type Jackson
integral as if reconstructing the product expression (2) of the beta function from q-
difference equations (3) and asymptotic behavior (4). The following formula has been
proved by van Diejen [11]; who did so to calculate a certain multiple Jackson integral
in two ways using Fubini’s theorem, following Gustafson’s method [15]. Here, we give
another proof of it as a consequence of Theorem 1.2.
Theorem 6.1 (van Diejen). The constant C in expression (11) is the following:
C = (1 − q)n(q)n∞
n∏
i=1
(qt−i )∞
(qt−1)∞
∏
1 j<k4 (qt
−(n−i)a−1j a
−1
k )∞
(qt−(n+i−2)a−11 a
−1
2 a
−1
3 a
−1
4 )∞
.
Before proving Theorem 6.1, we have to establish q-difference equations and asymp-
totic behavior for the BCn-type Jackson integral.
6.1. q-difference equations
First we deduce a recurrence relation which J () satisﬁes, using Theorem 1.2.
Corollary 6.2. Let Ta1 be the q-shift of parameter a1 such that Ta1: a1 → qa1. Then
Ta1J () = (−a1)−n
n∏
i=1
∏4
k=2 (1 − tn−ia1ak)
1 − tn+i−2a1a2a3a4 J ().
Remark. The parameters a1, a2, a3 and a4 can be replaced symmetrically in the above
equation.
Proof of Corollary 6.2. The function Ta1J () is written
Ta1J () =
∫ ∞
0
Ta1(z)
(z)
(z)(z)q =
∫ ∞
0
e′n(z)(z)(z)q
because the following holds for (z) by Lemma 4.1:
Ta1(z)
(z)
=
n∏
i=1
(a1 − zi)(1 − a1zi)
a1zi
= e′n(z).
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From repeated use of Theorem 1.2, we have
∫ ∞
0
e′n(z)(z)(z)q = (−a1)−n
n∏
i=1
∏4
k=2(1 − tn−ia1ak)
1 − tn+i−2a1a2a3a4 J ().
This completes the proof. 
Let T N be the shift of parameters for the special direction deﬁned by
T N :
⎧⎪⎪⎨⎪⎪⎩
a1 → a1q2N,
a2 → a2q−N,
a3 → a3q−N,
a4 → a4q−N.
Lemma 6.3. The following holds for the shift T N :
J () =
n∏
i=1
(a1a
2
2a
2
3a
2
4 t
3(n−i))N
∏
2 j<k4 (qt
−(n−i)a−1j a
−1
k )2N
q2N(N+1)(qt−(n+i−2)a−11 a
−1
2 a
−1
3 a
−1
4 )N
∏4
m=2 (tn−ia1am)N
×T NJ ().
Proof. Applying Corollary 6.2 to J () repeatedly, we obtain the above relation between
J () and T NJ (). 
6.2. Asymptotic behavior of truncated Jackson integral
Next we consider an asymptotic behavior of J ().
Lemma 6.4. The asymptotic behavior of the truncated Jackson integral T NJ () at
N → +∞ is the following:
T NJ () ∼ (1 − q)n
n∏
i=1
q2N(N+1)(tn−ia1)1−1−···−4−2(n−i)
(a1a
2
2a
2
3a
2
4 t
3(n−i))N
(q)∞(t)∞
(t i)∞
.
Proof. We divide (z)(z) into the following three parts:
(z)(z) = I1(z)I2(z)I3(z),
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where
I1(z) =
n∏
i=1
z
1−1−···−4−2(n−i)
i ,
I2(z) =
n∏
i=1
(qa−11 zi)∞
∏
1 j<kn
(1 − zj /zk) (qt
−1zj /zk)∞
(tzj /zk)∞
,
I3(z) =
n∏
i=1
(1 − z2i )
(a1zi)∞
4∏
m=2
(qa−1m zi)∞
(amzi)∞
×
∏
1 j<kn
(1 − zj zk) (qt
−1zj zk)∞
(tzj zk)∞
.
Thus T NJ () is expressed as
T NJ () = (1 − q)n
∑

∈D
T N
(
(q
)(q
)
)
= (1 − q)n
∑

∈D
T NI1(q

) T NI2(q

) T NI3(q

), (50)
where
T NI1(q

) =
n∏
i=1
(tn−ia1q
i+2N)1−1−···−4−2(n−i)+N,
T NI2(q

) =
n∏
i=1
(qtn−iq
i )∞
×
∏
1 j<kn
(1 − tk−j q
j−
k ) (t
k−j−1q
j−
k+1)∞
(tk−j+1q
j−
k )∞
,
T NI3(q

) =
n∏
i=1
(1 − t2(n−i)a21q
i+4N)
(tn−ia21q
i+4N)∞
4∏
m=2
(tn−ia1a−1m q1+
i+3N)∞
(tn−ia1amq
i+N)∞
×
[ ∏
1 j<kn
(1 − t2n−j−ka21q
j+
k+4N)
× (t
2n−j−k−1a21q1+
j+
k+4N)∞
(t2n−j−k+1a21q
j+
k+4N)∞
]
.
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Eq. (50) indicates that the summand T N
(
(q
)(q
)
)
of T NJ () corresponding to

 = (0, 0, . . . , 0) ∈ D gives the principal term of the asymptotic behavior of T NJ ()
at N → +∞ because the point (0, 0, . . . , 0) ∈ D is the vertex of the cone D. Hence
we have
T NJ () ∼ (1 − q)nT NI1() T NI2() T NI3(). (51)
Moreover the asymptotic behavior of each T NIi() at N → +∞ is the following:
T NI1() =
n∏
i=1
(tn−ia1q2N)1−1−···−4−2(n−i)+N
=
n∏
i=1
(tn−ia1)1−1−···−4−2(n−i)q2N(N+1)
(a1a
2
2a
2
3a
2
4 t
3(n−i))N
, (52)
T NI2() =
n∏
i=1
(qtn−i )∞
∏
1 j<kn
(1 − tk−j ) (qt
k−j−1)∞
(tk−j+1)∞
=
n∏
i=1
(q)∞(t)∞
(t i)∞
, (53)
T NI3() =
n∏
i=1
(1 − t2(n−i)a21q4N)
(tn−ia21q4N)∞
4∏
m=2
(tn−ia1a−1m q1+3N)∞
(tn−ia1amqN)∞
×
∏
1 j<kn
(1 − t2n−j−ka21q4N)
(t2n−j−k−1a21q1+4N)∞
(t2n−j−k+1a21q4N)∞
∼ 1 (N → +∞). (54)
Combining (51)–(54), we obtain Lemma 6.4. 
6.3. Proof of Theorem 6.1
Theorem 6.5. The truncated Jackson integral J () is evaluated as
J () = (1 − q)n(q)n∞
×
n∏
i=1
(t)∞
(t i)∞
(tn−ia1)1−1−···−4−2(n−i)
∏
2 j<k4 (qt
−(n−i)a−1j a
−1
k )∞
(qt−(n+i−2)a−11 a
−1
2 a
−1
3 a
−1
4 )∞
∏4
m=2 (tn−ia1am)∞
.
Proof. It is straightforward from Lemmas 6.3 and 6.4 
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Remark. The formula in Theorem 6.5 can also be found in [11, Theorem 2].
As a consequence of Theorem 6.5, we deduce Theorem 6.1.
Proof of Theorem 6.1. The constant C is written C = J ()/() by virtue of
Lemma 2.1. In particular, putting  = , from Theorem 6.5, we obtain
C = J ()
()
= (1 − q)n(q)n∞
n∏
i=1
(qt−i )∞
(qt−1)∞
∏
1 j<k4 (qt
−(n−i)a−1j a
−1
k )∞
(qt−(n+i−2)a−11 a
−1
2 a
−1
3 a
−1
4 )∞
,
because () in (10) is evaluated at  =  as
() =
n∏
i=1
(t)
(t i)
(tn−ia1)1−1−···−4−2(n−i)∏4
m=2 (tn−ia1am)
.
The proof of Theorem 6.1 is now complete. 
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