Let a total space N 4 of some two-dimensional vector bundle ν over a closed surface Σ of genus > 1 admits a complete metric of non-positive sectional curvature. Assume also that the Euler characteristic of this bundle is not zero. We prove that there exists a smooth regular deformation of the zero section of the bundle into a minimal branched immersion with the Willmore functional tending to zero. As a consequence we obtain for the hyperbolic N 4 the Milnor type inequality between the Euler characteristics of ν and Σ conjectured by Gromov, Lawson and Thurston.
W (t) of S(t) converge to zero the Milnor inequality (+) follows from well-know estimates on the curvature of the bundle ν through the gaussian curvature of S(t) and its second form.
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Conformal flow. Local existence
Let f : Σ → S ⊂ N be some smooth regular immersion (ie, df is everywhere non-degenerate of rank two), and H(f (x)) denotes the mean curvature vector of the surface S at the point f (x). Then the Mean Curvature Flow f (t): Σ → S(t) ⊂ N is defined as the solution of the following system (2.1) ∂f (t, x)/∂t = H(f (t, x)) f (0, x) = f (x), x ∈ Σ Because (2.1) is a parabolic system it admits a solution f (t, x) defined on some interval [0, ǫ) where ǫ continuously depends on the initial data f (x). Define λ(t, x) > 0 by (2.2) λ 2 (t, x) = exp(− t 0 H(f (s, x)) 2 ds), and consider the following initial problem:
It is not difficult to see that in the same way as (2.1) above this last problem also admits a local solution for an arbitrary smooth and regular initial f (x). Consider, for instance, the following Peano approximation scheme: for a given n and sufficiently small ǫ let f n (t, x) for 0 ≤ t ≤ ǫ/n equals the solution of ∂f (t, x)/∂t = H(f (t, x)) f (0, x) = f (x), x ∈ Σ and consequently define f n (t, x) for kǫ/n ≤ t ≤ (k + 1)ǫ/n for all 1 ≤ k < n as the solution of (2.4) ∂f (t, x)/∂t = λ 2 (t − ǫ/n, x)H(f (t, x))
where λ(τ, x) is given by (2.2) . Obvious estimates show that f n (t, x) converge to some smooth solution of (2.3). 1 In the appendix below we present the proof of the convergence of a slightly different approximation scheme. To simplify our arguments we use an equivalent form (3.3) of our initial problem (2.3) and then repeat the approximation scheme from the classical paper [6] .
Another proof of the local existence follows from the Nash-Moser inverse function theorem. Indeed, the derivative of the non-linear operator (2.3) (its linearization) is strongly parabolic of the form (2.5) ∂f (t, x)/∂t = Λ(t, x)H(f (t, x)) f (0, x) = f (x), x ∈ Σ where Λ(t, x) is some smooth function close to 1 when t is small. Hence for a smooth initial f it possesses a unique local solution in every Sobolev space W k,α 2 (Σ, N ) depending continuously on Λ, see Theorem 12.1 in [2] , and also [19] or [7] , [33] for similar results on a local existence. Therefore, (2.3) considered on the Frèchet space of smooth maps C ∞ (Σ, N ) graded by a collection of Sobolev norms W k,α 2 (Σ, N ) is a tame operator which satisfies conditions of the NashMoser inverse function theorem, see [11; Theorem III.1.1.1] and [12] . By this theorem it is locally invertible, which implies that (2.3) has a local solution on some interval [0, ǫ) for every smooth initial immersion f , where ǫ depends continuously on f .
3
Conformal flow. Some geometric properties
With a local existence understood the global existence will follow from some geometric properties of the local solution such as boundedness and non-degeneration. To establish these properties we reveal the origin of our flow (2.3) as follows.
Definition For a given initial map f (x) (which we are assuming, as we said above, to be an isometric embedding) consider our flow (2.3), denote by h(t, x) (or h(t)) the metric on S(t) at the point f (t, x) induced by immersion S(t) ⊂ N and define a metric g(t, x) (or g(t)) on Σ satisfying the following conditions:
(3.1) the map f (t, x): (Σ, g(t, x)) → (S(t), h(t, x)) is conformal, (3.2) the volume element of g(t, x) is constant on t (in some fixed system of local coordinates).
1 To prove this we may follow the standard steps: . . . let f (x) belongs to some Sobolev space W k,α 2 , . . . approximation scheme, . . . metric contraction, unique fixed point . . . bootstrap, . . . limit f (t, x) is a smooth local solution. See, for instance, [2] or any other manual on parabolic equations for inspiration.
Easy to see that the metric g(t) with these properties exists and is unique as long as f (t, x) is an immersion.
Our point is that: if ∆ g(t) is the Laplace operator on maps from (Σ, g(t)) into N then f (t, x) is the solution of (2.3) if and only if at the precise moment t it satisfies the following heat-flow type equation
N denotes the component of a vector normal to S(t). The proof follows from the calculations due to Huiskin (see [14] ) of the derivative of the proportion of volume elements of g(t) and h(t), ie, on det(df ).
Lemma 3.1 For the derivative of the volume element vol(h(t, x)) of h(t, x)
the following formula holds:
where H(t, x) is the mean curvature vector of S(t) at the point f (t, x).
Proof Indeed, let {x 1 , x 2 } be some local coordinates in Σ, {y 1 , y 2 } be f (t, x)-related local coordinates in S(t), ie, ∂/∂y i = df (t, x)(∂/∂x i ), and h ij (t, x) denotes the metric tensor on S(t) induced by an immersion f (t, x). Denote by ν(f (t, x)) a unit normal vector having the same direction as the mean curvature vector H(t, x). Then
∂f (t, x) ∂x j ), and from (2.3) we conclude
Which due to
is the second form of S(t) at the point f (t, x) corresponding to the normal ν(f (t, x)). By definition the trace of this form equals H(f (t, x)) vol(h(t, x)).
, for the volume element of the surface we derive:
Because by the definition f (t, x) is conformal, then df (t, x) 2 = det(df (t, x)) = det(h(t, x))/det(g(t, x)), while from det(g(t, x)) ≡ const we find for the conformal coefficient λ(t, x) between metrics h(t, x) and g(t, x) (ie, h ij (t, x) = λ 2 (t, x)g ij (t, x)) the following equation
implying (2.2) above. The Lemma is proved.
Now to see that (3.3) is true, ie, the solution of our flow (2.3) satisfies equation (3.3) we apply the following Lemma.
and (2) the component of the Laplacian ∆ g(t) f (t, x) which is tangent to S(t) vanishes.
Proof Easy by direct calculations. For instance, to prove the first statement: for a given point y = f (t, x) introduce on S(t) the normal Riemannian coordinates {y 1 , y 2 } in a neighborhood of y with the center y and corresponding f -related coordinates {x 1 , x 2 } in a local chart around x in Σ. Because f (t, x) is conformal the coordinate vectors ∂/∂x 1 and ∂/∂x 2 are also mutually normal at x as orthonormal ∂/∂y 1 and ∂/∂y 2 at y and have length equal to df (t, x) −1 . Continue local coordinates {y 1 , y 2 } on S(t) to some local coordinates {y 1 , y 2 , y 3 , y 4 } in N 4 such that S(t) is given by {y 3 = 0, y 4 = 0}. Then for the Christoffel coefficients Γ ′ α βγ of the metric h of N 4 in local coordinate system {y 1 , y 2 , y 3 , y 4 } we easily find out that at the point y it holds Γ ′ α βγ ≡ 0 for all α, β, γ ≤ 2 because {y 1 , y 2 } is a normal Riemannian system of coordinates on S(t) around y , and Γ ′ α βγ for β, γ ≤ 2 < α equals the component of the second form a α βγ of the surface S(t) at the point y :
Γ
Then from the definition of the Laplace operator
, where ∆ denotes the Laplace-Beltrami operator (see [6] ) we conclude the first claim of the Lemma and also that the component of the Laplacian which is tangent to S(t) equals the Laplacian of the map f (t, x): (Σ, g(t)) → (S(t), h(t)) considered as the map between abstract surfaces. Because this last one obviously vanishes on conformal maps we conclude the second claim of the Lemma.
The Lemma is proved. Now from the formula for the λ(t, x) = df (t, x) obtained in the Lemma 3.1 we see that the solution f (t, x) of our flow (2.3) indeed satisfies (3.3), which also may be re-written due to the second claim of our Lemma as
Next (following arguments from [20] , see also [3] ) we prove that the diameter of S(t) is uniformly bounded. For this we consider S(t) as an abstract surface (S(t), h(t)) with a length metric induced by the metric tensor h ij (t, x) and prove that the diameter of (S(t), h(t)) does not increase. 2 This follows from the next Lemma.
Proof For the proof we use the main lemma 2.1 of [13] , which states that if f (x, u): Σ × [0, a] → N is a family of maps of the surface Σ into N , and f (t, x, u) are solutions of the heat-flow equation with initial conditions
is a non-increasing function in t, where as above by (., .) we denote the Riemannian metric on N and by ∇ u the corresponding Levi-Civita covariant derivative. Because our equation has the form (3.3) exactly the same calculations as in [13] show that the function Q(t) defined on our family of solutions satisfies the parabolic differential inequality
if the sectional curvature of the ambient manifold N is non-positive (here again ∆ is the Laplace-Beltrami operator on Σ). For the proof note that due to Lemma 3.2 we have
and then proceed as in [13] . To prove our Lemma only we consider the case when f (x, u): Σ × [0, a] → Σ and for the reader convenience repeat here the corresponding calculations from the proof of Lemma 2.1 in [13] .
Let for the moment f = f (t, x, u) and subscripts t, u, i denote partial differentiation with respect to t and covariant derivations along ∂/∂u and ∂/∂y i where as above {x 1 , x 2 } is some local coordinates in Σ, {y 1 , y 2 } are f (t, x)-related local coordinates in S(t), ie, ∂/∂y i (t, x) = df (t, x)(∂/∂x i ). Denote ∂/∂y i by e i (t, x). Without loss of generality we may assume that all Christoffel symbols of the metric tensor g(t, x) in coordinates {x 1 , x 2 } vanish at a given point x in Σ and coordinate vectors e i = e i (t, x) are orthonormal at the point y = f (t, x). Then by direct calculations (3.6.1) H(t, x) = (∇ e 1 e 1 + ∇ e 2 e 2 , ν(y))ν(y)
and for an arbitrary function φ(x) on Σ the Laplace-Beltrami operator ∆ g(t) on this function is
(recall that here we consider only variations f (x, u):
Using (3.6.1) and the fact that coordinate vector fields e i and the variational field f u = ∂/∂u commute we get
From non-positivity of the curvature
implying in turn (3.6).
Applying the maximum principle we deduce that Q(t) is a non-increasing function:
Now we complete the proof of the Lemma as follows. Let y 1 and y 2 be two arbitrary points on S(τ ), and γ(s) is a minimal geodesic with a natural parameter s on S(τ ) connecting them: y 1 = γ(0), y 2 = γ(s 0 ). Define a vector field X on S(τ ) which equals a unit length vector fieldγ(s) along γ(s) and has an absolute value not bigger than one in all other points 3 , ie,
Denote by Φ u , 0 ≤ u ≤ s 0 a one-parameter family of diffeomorphisms of S(τ ) generated by this vector field:
3 For instance, take some sufficiently small ǫ > 0 and in ǫ-neighborhood B ǫ of γ(s) on S(τ ) define a Fermi-coordinate system {x 1 , x 2 } and a smooth function φ on B ǫ with the following properties: φ ≡ 1 on B ǫ/2 , φ ≡ 0 on S(τ )\B ǫ and |φ| ≤ 1. Let us also define the following vector field
|K(y)| and K(y) is the
Gaussian curvature of the surface S(τ ) at the point y . The choice of the constant K make us sure that (3.8) is satisfied.
Obviously, Φ u (S(τ )) ≡ S(τ ), and because our equation (2.3) has "geometric" definition, ie, its solution f (t, x, u) does not depend on a particular choice of local coordinates but only on the mean curvature vector of S(τ ) at a given point; we see that the solution flow commutes with the flow Φ u ; ie, for the solutionf (t, x, u) of
we havef (t, x, u) =f (t, Φ u (x), 0) for every u and τ ≤ t. So the curve γ t (u) = f (y 1 , u, t), 0 ≤ u ≤ s 0 , lies on S(t) and connects points y 1 (t) = f (t, y 1 ) and
Therefore, the length of the curve γ t (u) is not bigger than s 0 , ie, the distance between y 1 (t) and y 2 (t) on S(t) is not bigger than the distance between y 1 and y 2 on S(τ ). We have chosen points y 1 and y 2 on S(τ ) arbitrarily, therefore
Lemma is proved.
Our next observation is that χ(ν) = 0 implies that for all t the deformed zero section S(t) has non-empty intersection with the initial zero section Σ. Therefore, the Lemma 3.3 implies that the distance between Σ and S(t) is not bigger than the sum of their diameters. Hence, the following is true.
Lemma 3.4 For all t the image S(t) of the solution of (2.3) stays in the bounded domain
where Ω is 2diam(Σ)-neighborhood of the zero section Σ.
Denote by r inj the injectivity radius of Ω. Because the closure of Ω is a compact domain in N 4 it holds (3.9) r inj > 0 (although the radius of injectivity of N may vanish at infinity).
This inequality together with our next observation will imply that the conformal class of the metric g(t) does not degenerate, ie, it does not converge to the boundary of the Teichmüller space of conformal classes of Riemannian metrics on Σ.
Lemma 3.5
The energy of the map f (t, x):
Proof This follows from (3.3), the fact that f (t, x) is conformal, and that the volume element of g(t) is constant. Indeed, let us for the moment separate f and g in (3.3), ie, consider
The classical heat-flow
is the gradient flow of the energy functional
or in local coordinates {x 1 , x 2 } and {y 1 , . . . , y 4 } in Σ and N 4 correspondingly
First, let us compute the variation of the energy along the change of the metric g(t). For a given point x ∈ Σ choose a coordinate system {x 1 , x 2 } around x such that coordinate vectors ∂/∂x i are orthonormal. Because f (t, t, x) is a conformal map it holds:
Secondly, exactly the same calculations as in the case of the heat-flow show that the variation of the energy along the solution of (3.10) is non-positive:
which combined with (3.15) implies the claim of our lemma.
As we saw in (3.14), because the map f (t, x): (Σ, g(t)) → (S(t), h(t)) is conformal, its energy equals two times the square of the norm of the differential of the map f (t, x), ie, our function λ(t, x). Hence, by direct calculations we deduce from (3.5):
The L 2 -norm of the mean curvature is called the Willmore functional, so we get one of our main formulas as follows.
Lemma 3.6 The derivative of the Energy functional of the map f (t, x): (Σ, g(t)) → (S(t), h(t)) equals minus two times the Willmore functional of (S(t), h(t)).

Teichmüller space
To prove the global existence of our flow (3.3) we use a conformal invariance of the Energy functional and the Laplace operator. For the readers convenience we remind some of the classical facts used below. 4 Remind also that we consider only surfaces of genus > 1.
The Teichmüller space T (Σ) of the surface Σ is the set of equivalent pairs (Σ α , h α ) where h α : Σ → Σ α is a homeomorphism, and two pairs (Σ α , h α ) and (Σ β , h β ) are equivalent if h −1 β •h α is homotopic to a holomorphic map. It is the space of conformal structures on Σ under the equivalence induced by the group Dif f 0 (Σ) of diffeomorphisms of Σ isotopic to the identity. Another definition of the Teichmüller space which is more suitable for us and which will be used below is that T (Σ) is the space of hyperbolic structures σ (metrics of constant curvature -1) on Σ where two hyperbolic structures are equivalent if there is an isometry homotopic to the identity between them. The Teichmüller space is homeomorphic to the open (6genus(Σ) − 6)-dimensional ball with a system of global coordinates which may be introduced as follows, see [35] . On Σ with a hyperbolic metric σ pick (3genus(Σ) − 3) disjoint simple closed geodesics γ i (this is the maximum number of such curves on a surface of genus(Σ)). This divides Σ into (2genus(Σ) − 2) surfaces P j homeomorphic to S 2 \three discs (called "pairs of pants"). The surface Σ is obtained by gluing together P j along closed geodesics γ i with some twist coefficients τ i .
Theorem (see Theorem 5.3.5 in [35] ) The Teichmüller space T (Σ) of a closed surface of genus g is homeomorphic to R 6g−6 . There are explicit coordinates
where l i is the length and τ i the twist coefficient for a system of 3g − 3 simple closed geodesics.
Two metrics g and σ on Σ belong to the same conformal class if they are conformally equivalent, ie, g = e θ σ for some function θ on Σ. As we said in every class [g] of metrics conformally equivalent to g there exists and only one hyperbolic metric which we denote by σ(g). The important feature of the Energy functional and the Laplace operator is that they are conformally invariant, ie, do not change under conformal changes of a metric:
if g and σ are from the same conformal class. For the proof of these important properties see classical paper [6] , Proposition on the page 126. Thus considering the Energy functional E(f, g) and the Laplace operator ∆ g below we can freely change a metric g inside its conformal class.
We say that the family of metrics g(t) (or (Σ, g(t))) does not degenerate if the conformal class [g(t)] of the metric g(t) does not approach the boundary of the Teichmüller space of all conformal structures on Σ. As is well-known, [σ] approaches the boundary of the Teichmüller space if some homotopically nontrivial simple closed geodesic γ i on (Σ, σ) shrinks to a point, ie, its length l i converges to zero. 6 Recall that by the Mumford theorem (see [25] ) the set of all hyperbolic metrics σ is pre-compact in the Teichmüller space of Σ if all l i are uniformly bounded from below by some positive constant.
Lemma 3.7 The (Σ, g(t)) does not degenerate.
Proof Assume on the contrary, that some sequence of conformal classes σ(g(t i )), 1 ≤ i < ∞ degenerates, ie, in (Σ, σ(g(t i )) ) the length of some homotopically nontrivial simple closed geodesic γ converges to zero. Because under the map f (t i , x): (Σ, σ(g(t i ))) → N 4 the image of the geodesic γ is also homotopically nontrivial and belongs to some bounded domain Ω where (3.9) holds we conclude by Lemma 3.1 from [32] 
More precisely, as follows from the estimate of the mentioned Lemma 3.1 of [32] for all t all simple closed and homotopically nontrivial geodesics on (Σ, σ(g(t))) have lengths uniformly bounded from below by some positive constant depending on the upper bound of the energy of the map f (t i , x): (Σ, g(t)) → N 4 which is not bigger than the energy of the initial map for t = 0 by Lemma 3.5.
Lemma 3.7 is proved.
From the Mumford theorem we get.
Corollary 3.8 The solution g(t) of (3.3) is pre-compact in T (Σ)
According to [6] for two arbitrary hyperbolic structures σ and ρ on the closed surface Σ there exists a harmonic map u(σ, ρ): (Σ, σ) → (Σ, ρ) which is unique (see [13] ), continuously depends on σ and ρ and is a diffeomorphism (see [31] and [28] ). For a fixed σ this correspondence ρ → u(σ, ρ) gives a proper homeomorphism between the Teichmüller space T (Σ) of hyperbolic structures ρ on Σ and the corresponding space of harmonic maps. See [4] and [23, 24] for more details on this description of T (Σ). If we choose in some correctly defined way a smooth C ∞ -atlas of local coordinates on (Σ, ρ), take for instance, the atlas A ρ of normal Riemannian coordinates; then its pull-back image u * A ρ under the diffeomorphism u(σ, ρ) provides a smooth atlas compatible with A σ . Because u(σ, ρ) is smooth and depends continuously on ρ it is not difficult to verify the following.
In fact, we would need below only the fact that (3.19) is true for some diffeomorphismũ(σ, ρ): (Σ, σ) → (Σ, ρ). Because both σ and ρ are hyperbolic, ie, they are metrics of constant curvature (-1), such a diffeomorphism is easy to construct directly without reference to harmonic maps u(σ, ρ): take for instance Teichmüller or Thurston stretch maps between (Σ, σ) and (Σ, ρ) and smooth them if necessary.
Conformal flow. Global existence and branched minimal limit
The flow (3.3) exists only locally, ie, its maximal interval of existence is [0, T ) for some finite T > 0 if and only if for some sequence t n → T and {x n } it holds (4.1) lim
We prove that this does not happen. Proof Because of the conformal invariance of the Energy functional our conformal flow (3.3) can be rewritten as
By Lemma 3.7 and the Mumford theorem (see [25] ) the set of all hyperbolic metrics σ(g(t)) is pre-compact in the Teichmüller space of Σ. If the maximal interval of existence is [0, T ) for some finite T > 0, then without loss of generality we can assume that as t n → T the sequence of hyperbolic metrics σ(t n ) = σ(g(t n )) converge to some non-degenerate hyperbolic metric σ * on Σ. Then all metrics {σ(t 1 ), . . . , σ(t n ), . . . , σ * } are uniformly equivalent. In fact, because all metrics have the same constant curvature -1 as we already noted above in (3.19) , this convergence is actually in C ∞ , ie, in some fixed smooth atlas on Σ the components of the metric tensors σ ij (t n ) converge to σ * ij in C ∞ (Σ). Therefore, all our Laplace operators ∆ σ(t n ) from (4.3) in (Σ, σ * ) are uniformly elliptic, ie, for an arbitrary smooth map f : Σ → N 4 the following is true:
for some constant K > 1 not depending on n. This immediately implies through the Schauder type estimates that for the solution f (t, x) of (4.3) we have the following a'priori estimate
for all (k, α) which obviously contradicts (4.1). The obtained contradiction completes the proof of the global existence. Lemma 4.1 is proved.
Limit branched minimal immersion 7
Because our flow stays for all t in a bounded domain we conclude using a'priori estimates as in [6] and our (4.5) that for some sequence t n → ∞ the maps f (t n , x) converge in C ∞ to some harmonic map. Moreover, estimates (4.5) and (3.7) from Lemma 3.3 would enable us to repeat the proof of the claim (B) of the main theorem from [13] "word by word" and obtain convergence to the harmonic limit simply as t → ∞.
Lemma 4.2 For t → ∞ our solution f (t, x) converges to some harmonic limit
Because all f (t, x): (Σ, σ(g(t))) → (S(t), h(t)) were conformal the limit F : (Σ, σ * ) → Σ * ⊂ N 4 is also conformal. Being also a harmonic map F is actually a so called branched minimal immersion. 8 
5
Conformal flow. Proof of the Theorem A Because the flow f (t, x) exists globally it holds λ(t, x) > 0 or that df (t, x) > 0 for all t < ∞, or that all f (t, x) are regular maps, and the family of surfaces S(t), 0 ≤ t < ∞ provides a regular homotopy of the zero section Σ preserving, in particular, the Euler characteristic of the normal bundle, ie, χ(ν(S(t))) ≡ χ(ν). Because the Energy functional does not increase along our flow the global existence implies also that for some sequence t n → ∞ it holds E ′ t (f (t n , x)) → 0. According to Lemma 3.6 the derivative E ′ t (f (t n , x)) equals minus two times the Willmore functional W (t) of S(t), which implies W (t n ) → 0.
9 This completes the proof of our first main result.
Theorem A is proved.
6
Inequality between Euler characteristics of the tangent and normal bundles Drop for the moment the parameter t. Let y be some point on S = f (Σ), σ the tangent plane to S at the point y . For a vector V denote by (V ) N and (V )
′ correspondingly its components normal and tangent to σ . Let X, Y be orthonormal tangent vectors to S at y , ξ, η be orthonormal vectors which are normal to S at y , and ∇ and ∇ ′ be the Riemannian connection in N 4 and the induced connection on S correspondingly. Then (6.1)
Here D is the connection in the normal bundle ν = ν(S) of S in N 4 (a normal connection), and a is the second fundamental form of S . We may assume also that X, Y are eigenvectors of a second fundamental form of S corresponding to the normal ξ . Because of this
The curvature form Ω of the normal bundle ν (of the connection D) of S in N 4 is given by
called sometimes the normal curvature. Assume that X, Y are continued to commuting vector fields on S . Then
For arbitrary vectors Z and W of σ we have (A ξ (Z), η) ≡ 0 and
Hence, due to
for the last part of (6.4) we deduce
and finely (6.5)
Now compare the gaussian curvature K of S with the corresponding sectional curvatureK σ of N 4 in the two-dimensional direction σ tangent to S . From the Gauss Theorem "Egregium" it follows
As in [21] we may estimate the curvature of the normal bundle through the gaussian curvature of the surface and its mean curvature. Indeed, the mean curvature vector of S is
so for its norm H it holds (6.7)
Thus (6.6) implies
Proving (6.8) we did not assume anything about N 4 . If we indeed impose some conditions on the curvature of the manifold N 4 , eg, considering manifolds with pinched curvature, we may estimateΩ σ through the pinching constant which after integration over Σ will give us some Milnor type inequalities, see [21] for details. For instance, if N 4 is a hyperbolic manifold of constant sectional curvature -1, thenK σ ≡ −1 and the left part of (6.5) is zero, so after taking an integral of (6.8) over S we can deduce:
where W (S) denotes the Willmore functional on S , or
With the help of our main Theorem A this gives us our second main result. 
Proof Let f : Σ → N 4 be a zero section of ν . If χ(ν) = 0 the claim of the theorem is true. If χ(ν) = 0 according to our Theorem A there exists a regular homotopy f (t): Σ → S(t) ⊂ N 4 , 0 ≤ t < ∞ such that the Willmore functional W (t) of S(t) converge to zero along some sequence t n → 0. Because the homotopy is regular we have χ(Σ) ≡ χ(S(t n )) and χ(ν) ≡ χ(ν(S(t n ))).
Applying (6.9) we conclude the claim of the Theorem.
10
From (6.9) we may deduce also a generalization to open four-dimensional manifolds of the well-known Thurston inequality as follows. 10 Let us recall that in [8] and [15] there were given a lot of examples of two-dimensional vector bundles over closed surfaces of genus > 1 with hyperbolic total spaces E 4 , ie, admitting a Riemannian metric of constant curvature -1. In all such examples the inequality (+) was observed. As was written in [8] : "It is intriguing to conjecture that such an inequality is in fact a necessary condition for the existence of a complete hyperbolic metric on E . Intriguing also is the fact that this inequality is precisely the necessary and sufficient condition for the existence of a reduction of the structure group of E to a discrete group", see [36] . Remark that this type of inequalities, the so called Milnor-type inequalities, is well-known. See for more [22] , [34] and [27] . Proof Immediately follows from Theorem A and (6.9).
11
The next interesting case is when N 4 admits a complex hyperbolic structure, ie, is locally isometric to the complex hyperbolic space H 2 C of constant holomorphic curvature −1. Then for an arbitrary two-dimensional plane σ tangent to N 4 it holds:
where a = cos(α(σ)) and α(σ) denotes the so called Kähler angle of the plane σ . Thus,
with the left-hand equality if and only if a = 1, ie, when σ is a complex line; and with the right-hand equality if and only if a = 0, ie, when σ is a totally real plane. Applying (6.9) and Theorem A we get the following. For the sake of completeness we present also the general case.
11 Due to [18] a total space of an arbitrary two-dimensional vector bundle with |χ(ν)| ≤ genus(Σ) − 1 admits a hyperbolic structure. For a general (non-regular) homotopy S(t) the number χ(ν(S(t))) is not an invariant. Does it indicate, that the (possibly best) estimate in the Thurston inequality is Area(S) < 2π(genus(Σ) − 1)? Ie, for an arbitrary surface Σ we may find some S homotopic to it and with an area not bigger than 2π(genus(Σ) − 1)? 12 Ie, when α = −β and |δ| = |α| Theorem E Let f : Σ → N 4 be an isometric immersion of a closed surface Σ into a manifold N 4 which admits a Riemannian metric of non-positive curvature satisfying
Assume that the induced map between fundamental groups π 1 (Σ) → π 1 (N 4 ) is a monomorphism, and the Euler characteristic χ(ν) of the normal bundle of f (Σ) in N 4 is non-zero. Then for some surface S regularly homotopic to Σ the following is true:
correspondingly.
On "higher dimensional and co-dimensional" case It is not difficult to see that for an arbitrary initial immersion f : M m → N n of a closed Riemannian manifold into a complete manifold N n our flow f (t):
3) can be defined locally as well. The global solution may not exist if 1) the curvature of N n is not non-positive, and the classical heat-flow does not exist globally (eg, when it "bubbles"), or 2) the conformal structure of (M m (t), g(t)) degenerates in a finite time, or 3) when the curvature of N n is non-positive, the conformal structure of (M m (t), g(t)) does not degenerate in finite time but the solution M m (t) "goes to infinity", ie, does not stay in some bounded domain (because, eg, it is impossible to guarantee that M m and M m (t) have non-empty intersection). This can be circumvented by restricting or to the case when N n is compact of non-positive curvature (so that their is no "infinity" and we have (3.9) automatically), or considering the case when N n is open, but a self-intersection is guaranteed, eg, when n = 2m and the Euler number of ν(M ) does not vanish (see [34] ). The more detailed discussion of different possibilities we would like to postpone till the next paper.
7
Appendix. Convergence of the approximation scheme
Here we verify the convergence of the approximations f n to our solution of (3.3) defined in a slightly different way from what we suggested in section 2 above. Rather than (2.3) we use (3.3) representation of our flow in the following form:
with the initial condition f (0, x) = f (x). We call (g(t), f (t)) the solution of this system and consider the following approximation scheme to find it.
A n (0). For every n the initial map f n (0, x): (Σ, g n (0)) → (S, h) ⊂ N is assumed to be our initial isometric embedding f . In particular, the differential df n (0) is an isometry between tangent planes to (Σ, g n (0)) and (S, h) correspondingly.
B n (0). For every n the map f n (t, x) on the interval 0 ≤ t ≤ ǫ/n equals the solution of
where g n (0) is the (initial) metric on Σ.
13
C n (0). Define g n (ǫ/n) as the pull-back f * n (ǫ/n)h of the metric h on S n (ǫ/n) = f n (ǫ/n)(Σ) induced by the immersion S n in (N, h).
For an arbitrary k < n after performing (A n (k − 1), B n (k − 1), C n (k − 1)) the next step is A n (k). The map f n (kǫ/n, x): (Σ, g n ((k − 1)ǫ/n)) → (S, h) ⊂ N is defined on the previous step B n (k − 1), and the metric g n (kǫ/n) is defined on the step C n (k − 1).
B n (k). The map f n (t, x) on the closed interval kǫ/n ≤ t ≤ (k + 1)ǫ/n is the solution of the heat-flow
with the initial map f n (kǫ/n, x).
C n (k). Define the metric g n ((k+1)ǫ/n) on Σ as the pull-back of the metric h on S n ((k + 1)ǫ/n) = f n ((k + 1)ǫ/n)(Σ) induced by the immersion S n ((k + 1)ǫ/n) ⊂ (N, h).
13 Which coincides with the induced metric f * n (0)h because f n (0) is the initial isometric embedding f .
Theorem F For an arbitrary initial isometric embedding f : (Σ, g) → (S, h) ⊂ N their exists some positive ǫ such that the solution f n (t) of the approximation scheme (A n , B n , C n ) exists on the closed interval [0, ǫ] for all n and converge as n → ∞ to the solution of (3.3) .
Proof Existence of f n (t) First we verify the existence of f n (t) for arbitrary n on some interval [0, ǫ] for some positive ǫ depending only on the initial f n (0) ≡ f . In order to do this we, as in [6] , fix some systems of smooth local coordinates x = (x 1 , x 2 ) on Σ and y = (y 1 , . . . ) on N , choose some proper isometric Nash embedding w: N → R N into Euclidean space with global Euclidean coordinates W = (W 1 , . . . ) and rewrite the heat equation in these coordinates: ie, we note that when f (t, x): (Σ, g) → N satisfies the heat equation then its composition W (t, x) = w • f (t, x) with the Nash embedding is the solution of the strictly parabolic system
where A(g) is the Laplace-Beltrami operator on (Σ, g), ie, the elliptic operator having in our local coordinates x and Euclidean global coordinates in R N the form
while F is some non-linear first order differential operator with coefficients depending only on the first and second forms of the embedding w. Until the solution f (t, x) stays in some bounded domain in N these forms of the embedded w(N ) ⊂ R N can be estimated: see conditions (12) in [6] ; leading to the following inequality:
C l+1,α , see Proposition on page 140 in [6] . Note that in our case this conditions are satisfied. Indeed, as was proved in [6; section 9 (B)] the C 1 -norm of every solution f (t) of the heat-flow can be estimated from above by the energy of the map f (t), or because the energy does not increase under the heat-flow, simple by the energy of the initial map f (0). Which means that the sup-norm of the differential df (t) is uniformly bounded by some constant K ′ not depending on t. On the other hand, χ(ν(S)) = 0 (as in the proof of Lemma 3.4 above) implies that f (t)(Σ) always has a non-empty intersection with f (Σ) and thus from the uniform estimate on the norm of df (t) we deduce that f (t)(Σ) stays inside the K -neighborhood of S for all t where K = K ′ diam(Σ, g). From which it follows that the conditions [6; (12) page 144] are satisfied, and (7.5) is true for all t. Therefore, following the arguments of [6; pages 144-145] we easily conclude. In [13] it was proved that f (t) converge in C l for all l to some harmonic map F , and that F depends continuously on the initial map f , see the (B) property and its proof in [13] . This obviously implies that all C l -norms of f (t) are bounded uniformly on t, ie,
for some K(l) depending only on the initial f and the metric g and not depending on t. Our next observation is that the same estimates are true for all initial maps and metrics sufficiently closed (in C ∞ ) to the given ones in f : (Σ, g) → N . Continuous dependence on f was actually verified in the property (D) of [13] . Now we look at the dependence on g but check here only local estimates (which is sufficient for our purposes).
We say that the metric g in our fixed local coordinates is λ-positive if for the components of the metric tensor g in this fixed local coordinates x = (x 1 , x 2 ) on Σ it holds
The minimal possible λ which satisfies (7.7) we denote by λ(g). If g is λ-positive then from the general theory of parabolic systems (see [16] , [2] , [10] , [17] or Theorem 4.8 in [26] for a recent exposition) the operator A(g) is strictly uniformly elliptic, the system (7.3) is uniformly parabolic, its solution exists globally and satisfies the following estimate
where the constant K 2 = K 2 (λ, t) depends on λ and t (eg, see (2.2) and proposition 2.1 in [17] ). Hence, for the restriction of the solution on the interval [0, 1] the following is true.
Lemma 7.2 For a fixed λ the C l,α -norms of all solutions W (t) of (7. 3) on the closed interval [0, 1] are uniformly bounded on g with λ(g) ≤ λ:
for some constant K 3 = K 3 (λ) depending only on λ (and not on a particular g ).
Because of the triangle inequality W (t) ′ ≤ W ′ (t) this estimate implies
By definition the metric g(t) is induced by the map f (t):
∂x i . Which easily gives us
If the left-hand side of the last inequality is strictly less than λ −1 (g(0)) then the matrix g ij (t) is positive defined (implying that f (t) is an immersion) and λ(g(t)) positive for (7.14)
Roughly speaking, last estimates (7.10) and (7.14) show that the norm of the solution W (t) grows linearly if only g(t) stays Λ-positive for some fixed Λ while the growth of λ(g(t)) itself is controlled by the growth of the C 1 -norm of the solution W (t). Hence, to prove the existence of approximations f n (t) it is sufficient to note first that λ(g(0)) = 1 because the initial map f is an isometric embedding, then fix some Λ (by technical reason we take Λ > 2); and secondly, follow our approximation scheme (A n , B n , C n ) to verify that its solution (g n (t), W n (t)) stays in the domain where λ(g(t)) < Λ for 0 < t < ǫ with some positive ǫ depending only on Λ.
Indeed, this is easy by induction.
Induction Take an arbitrary Λ > 2. Then for ǫ 1 = f (0) C 1 /K 3 (Λ) by Lemma 7.2 and (7.10) we have
for 0 ≤ t ≤ ǫ 2 = min{ǫ 1 , 1} for an arbitrary solution of (7.3) with an arbitrary Λ-positive fixed metric g . Next, from (7.14) we conclude that for sufficiently small and positive ǫ 3 > 0 such that instead of (7.14) we have (7.19) |λ(g(t))−λ(g(0))| ≤ (1−2K 4 K 5 t W (0)
Taking ǫ 3 positive and sufficiently small to satisfy all (7.16)-(7.18) we see that (7.20) λ(g(t)) ≤ 2 + K 6 t W (0) C 1 ≤ Λ for some constant K 6 , all 0 ≤ t ≤ ǫ = min{ǫ 2 , ǫ 3 } and for an arbitrary metric g(t) on Σ induced by our solution W (t): Σ → R N .
14 Now we may safely follow (A n (k), B n (k), C n (k))-steps constructing W n (t) or, correspondingly, f n (t) for 0 ≤ t ≤ ǫ. Indeed, on the first step: the solution of (7.3) with initial condition W = w • f exists on the first interval [0, ǫ/n] and satisfies (7.15) . Hence, due to our choice of ǫ, the obtained after the first step new metric g n (ǫ/n) satisfies (7.20) . Therefore, we may proceed with the second step. And so on: the induction step which completes the proof of the existence of the approximations W n (t) is:
If after (k−1) steps we get Λ-positive g n (kǫ/n) then the solution of (7.3) exists on the next closed interval [kǫ/n, (k +1)ǫ/n] and satisfies (7.15) . Therefore, due to our choice of ǫ for the metric g n ((k + 1)ǫ/n) induced by f n ((k + 1)ǫ/n): Σ → N we have (7.20) and may proceed with the next step. The existence of the successive approximations W n (t) and f n (t) is proved.
Convergence of f n (t) First we note that we constructed the family of smooth metrics g n (t) which dependence on t is piece-wise constant. For arbitrary (k − 1)ǫ/n ≤ t < t ′ < kǫ/n it holds g n (t) ≡ g n (t ′ ) while from (7.13) and (7.15) at break points t k = kǫ/n (7.21) g n (t k + 0) − g n (t k − 0)
for some constant K 7 . Thus, as n → ∞ the family g n (t) converge to some (Lipschitz) continuous family g(t) of smooth metrics on Σ.
In the same way, W n (t) (or f n (t) correspondingly) is a family of smooth maps from Σ to R N depending continuously on t. Inside every interval (k − 1)ǫ/n < t < kǫ/n this dependence on t is smooth while at the end points t k = kǫ/n of a partition 0 = t 0 < t 1 < . . . < t n = ǫ we have (possibly) different left and right derivatives on t:
g n (t k−1 ) , (7.22) where by L g , ∆ g and F g we denoted the dependence of the operators L, ∆ and F in (7.3) on g . Therefore, from (7.13), (7.15) and direct calculations we conclude
Which together with (7.15) implies that W n (t) converge to some continuous family of smooth maps W (t): Σ → R N . We may see that both g(t) and W (t) dependencies on t are actually smooth by the following "boot-strap"-type arguments. From (7.23) Thus from the estimates above we see that W (t) has differentiable dependence on t and satisfies (7.3). Which in turn means that g(t) dependence on t is also differentiable, see (7.11) . Repeating these arguments we conclude that both g(t) and W (t) dependence on t is of the class C r for all r.
15
This completes the proof of the local solvability of (3.3). 15 Note, that similar arguments applied to the global solution of the conformal flow (3.3) give again the convergence of f (t, x) to the branched minimal limit F : Σ → Σ * in C r for all r and, in particular, the convergence E(f (t), g(t)) → 0 as t → ∞ slightly improving our Theorem A.
