The present paper deals with the convergence properties of multi-level Hermite-Padé approximants for a class of meromorphic functions given by rational perturbations with real coefficients of a Nikishin system of functions, and study the zero location of the corresponding multiple orthogonal polynomials.
Introduction
This paper deals with the proof of Markov [14] and Stieltjes [17] type theorems for the convergence of Hermite-Padé approximants of certain type meromorphic functions. In the context of Padé approximants this study was initiated in [6] (see also [8] , [9] and references therein).
Hermite-Padé aproximation and their associated multiple orthogonal polynomials have received much attention in recent years. This is partly due to the many areas in which they have been found to be useful. Such areas cover, but are not limited to, number theory, non-intersecting brownian motions, multiple orthogonal polynomial ensembles, random matrix theory, and differential equations. For specific references see [12] . In particular, in [13] they were used to find discrete (peakon) solutions of the Degasperis-Procesi partial differential equation (see also references therein). The problem was reduced to finding a pair of discrete measures whose mass points and corresponding masses fully characterize the peakon solutions. An appropriate interpolation problem was defined to find the Cauchy transforms of such measures ant thus the measures themselves. We wish to point out that the pair of measures appearing in the problem form a generator of a Nikishin system (see definition in next subsection). For more details see [13] and [12, Appendix] .
Motivated by [13] , in [12] we studied (and proved) the convergence of such interpolation processes for the case of general Nikishin systems whose generating measures were continuous.
Here, we wish to see what happens when the Nikishin system is perturbed with rational functions with real coefficients. A similar question was raised and solved in [11] for type I Hermite-Padé approximation (see also [4] ).
Nikishin systems
Nikishin systems were first introduced in [15] and were initially named MT-systems. Here, we will slightly extend the definition to include measures with unbounded support.
In the sequel, we will only consider Borel measures s with constant sign, finite moments c n = x n d s(x), |c n | < ∞, n ∈ Z + , whose support supp s consists of infinitely many points, and is contained in R. We will denote by ∆ the smallest interval containing supp s, i.e. its convex hull. This class of these measures will be denoted by M(∆). Let
denote the Cauchy transform of the measure s. Obviously, s is holomorphic in C\∆ and we can associate to s its formal Taylor expansion at infinity
We say that the measure s satisfies Carleman's condition when ∞ n=0 1 |c n | 1/2n = ∞.
Let ∆ α , ∆ β be two intervals contained in the real line such that ∆ α ∩ ∆ β = ∅. Consider the measures σ α ∈ M(∆ α ), σ β ∈ M(∆ β ), σ β ∈ L 1 (σ α ). With these two measures we construct a third one as follows (using differential notation)
When we consider consecutive products of measures, a.e. σ α , σ β , σ γ := σ α , σ β , σ γ we implicitly assume not only that σ γ ∈ L 1 (σ β ), but also σ β , σ γ ∈ L 1 (σ α ), where σ β , σ γ denotes the Cauchy transform of σ β , σ γ . It is important to remark that this product is neither commutative nor associative. Definition 1. Take a collection ∆ j , j = 1, . . . , m of intervals such that
Let (σ 1 , . . . , σ m ) be a system of measures such that Co(supp σ j ) = ∆ j , σ j ∈ M(∆ j ), j = 1, . . . , m. We say that (s 1,1 , . . . , s 1,m ) = N (σ 1 , . . . , σ m ), where
is the Nikishin system of measures generated by (σ 1 , . . . , σ m ). The vector ( s 1,1 , . . . , s 1,m ) is called a Nikishin system of functions.
Notice that any sub-system of (σ 1 , . . . , σ m ) of consecutive measures is also a generator of some Nikishin system. In the sequel for 1 ≤ j ≤ k ≤ m we will write s j,k := σ j , σ j+1 , . . . , σ k , s k,j := σ k , σ k−1 , . . . , σ j .
In particular, with the system of measures (σ 1 , . . . , σ m ) we can also define the reversed Nikishin system (s m,m , . . . , s m,1 ) = N (σ m , . . . , σ 1 ) which plays a significant role in the sequel.
Statement of the main result
Let us start defining the approximation objects.
. . , m. For each n ∈ N, there exist polynomials a n,0 , a n,1 , . . . , a n,m , with deg a n,j ≤ n − 1, j = 0, 1, . . . , m−1, deg a n,m ≤ n, not all identically equal to zero, called multi-level (ML) Hermite-Padé polynomials that verify A n,0 := a n,0 + m k=1 (−1) k a n,k (
Here and in the sequel O(·) is as z → ∞ along paths non tangential to the support of the measures involved. For completeness we denote A n,m := (−1) m a n,m .
When r k ≡ 0, k = 1, . . . , m, this construction was introduced in [12] . Notice that in this scheme of approximation the interpolation conditions involve all Nikishin systems of the "inner levels", i.e. N (σ 1 , . . . , σ m ), N (σ 2 , . . . , σ m ), . . . , N (σ m ) = (s m,m ). Finding the polynomials a n,0 , a n,1 , . . . , a n,m is equivalent to solving a homogeneous linear system of n(m + 1) equations, given by the interpolation conditions, on n(m+1)+1 unknowns, corresponding to the coefficients of the polynomials. Consequently, the system of equations has a non trivial solution. However, the solution need not be unique.
Let T = lcm(t 1 , . . . , t m ), deg T = D, where lcm stands for least common multiple. Theorem 1.1. For each n ∈ N let a n,0 , a n,1 , . . . , a n,m be Hermite-Padé polynomials associated with the Nikishin system N (σ 1 , . . . , σ m ) and (r 1 , . . . , r m ) such that (1.1) and (1.2) holds. Assume that the zeros of the polynomial T lie in the complement of ∆ 1 ∪ ∆ m and f has exactly D poles
Suppose that either the sequence of moments of σ m satisfies Carleman's conditions or ∆ m−1 is a bounded interval. Then, lim n a n,j a n,m = s m,j+1 , j = 1, . . . , m − 1, and lim n a n,0 a n,m = f (z),
uniformly on each compact subset of C\(∆ m ∪ {z : T (z) = 0}). For all sufficiently large n, deg a n,m = n, a n,m has exactly n − D simple zeros in the interior of ∆ m and D zeros in C \ ∆ m which converge to the poles of f in this region according to their order. For j = 1, . . . , m − 1 and all sufficiently large n the polynomial a n,j has at least n − D − m + j sign changes in ∆ m and at least D zeros in C \ ∆ m of which D converge to the zeros of T according to their multiplicity and the remaining ones accumulate on ∆ m ∪ {∞}.
The fact that deg a n,m = n for all sufficiently large n implies that for such indices the vector (a n,0 , . . . , a n,m ) is uniquely determined except for a constant multiple of it. Indeed, from two noncollinear solutions of (1.1)-(1.2) one can construct a non-trivial solution whose last polynomial has degree smaller that n.
Notice that f (z) ≡ s m,1 when r k ≡ 0, k = 1, . . . , m, and Theorem 1.1 gives the main statement in [12] ; namely, relation (1.23) of Theorem 1.6. The expression of the limit relations in Theorem 1.1 are similar to those in [11, Theorem 1.2] where type I Hermite-Padé approximants of meromorphic functions were studied.
Obviously, the poles of f in C \ ∆ m are the zeros of T . Therefore, the total number of poles of f in that region equals D if and only if for each zero ζ of T , say of multiplicity τ , we have
Therefore, sufficient conditions for f to have D poles in C \ ∆ m is that (t j , t k ) = 1, 1 ≤ j, k ≤ m or, more generally, that for each ζ, T (ζ) = 0, there is only one polynomial t k which has ζ as zero of degree τ . Indeed, in this case all the terms in the previous sum cancel except one which is trivially different from zero. (The functions s m,j , j = 1, . . . , m, are never zero in C \ ∆ m .)
Auxiliary results and concepts
In this section we introduce some necessary definitions and results needed in our developments. We start with a useful Lemma whose proof in the case of measures with bounded support is an easy consequence of Cauchy's integral formula and Fubini's theorem but in the unbounded case is more elaborate and may be found in [10, Lemma 2.1].
. . , σ m ) be given. Assume that there exist polynomials with real coefficients a 0 , . . . , a m and a polynomial w with real coefficients whose zeros lie in C\∆ 1 such that
If N ≥ 2, we also have
In particular, A 1 has at least N − 1 sign changes in∆ 1 (the interior of ∆ 1 in R with the usual topology).
In the following, we need some relations involving reciprocals and ratios of Cauchy transforms of measures. It is well known that for each measure σ ∈ M(∆), where ∆ is contained in a half line (by a half line we mean an interval of the form [c, +∞) or (−∞, c], c ∈ R), there exist a measure τ ∈ M(∆) and a polynomial ℓ
where |σ| is the total variation of the measure σ. For more information in the case of measures with compact support see [7, Appendix] and [16, Theorem 6.3.5], when the measure is supported in a half line see [3, Lemma 2.3]. If σ satisfies Carleman's condition ∞ n=0 |c n | −1/2n = ∞ then τ satisfies the same condition, [10, Theorem 1.5]. We call τ the inverse measure of σ.
Such measures appear frequently in our arguments, so we will fix a notation to differentiate them. In relation with the measures denoted with s they will carry over to them the corresponding sub-indices. The same goes for the polynomials ℓ. For example,
On some occasions we write σ α , σ β in place of s α,β . In the paper [2, Lemma 2.10] (see also [3] ) several formulas involving Cauchy transforms of measures were proved. For our reasonings, the most important ones establish that
where |s| denotes the total variation of the measure s.
Another important notion for the proofs to come is the convergence in Hausdorff content. Let A be a subset of C. By U(A) we denote the class of all coverings of A by at most a numerable set of disks. Set
where |U i | stands for the radius of the disk U i . The quantity h(A) is called the 1-dimensional Hausdorff content of the set A.
Let {φ n } n∈N be a sequence of complex functions defined on a region D ⊂ C and φ another function defined on D (the value ∞ is permitted). We say that {φ n } n∈N converges in Hausdorff content to the function φ inside D if for each compact subset K of D and for each ε > 0, we have lim
As usual, we denote the space of analytic functions over a region Ω in the complex plain by H(Ω). In order to obtain the convergence of the approximants in Hausdorff content, we need the notion of incomplete multi-point Padé approximant.
where ∆ is contained in a half line of the real axis. Fix an arbitrary κ ≥ −1. Consider a sequence of polynomials {ω n } n∈Λ , Λ ⊂ Z + , such that deg ω n = κ n ≤ 2n + κ + 1, whose zeros lie in R\∆. Let R n = p n /q n be a sequence of rational functions with real coefficients such that for each n ∈ Λ:
We say that {R n } n∈Λ is a sequence of incomplete diagonal multi-point Padé approximants of s.
For sequences of incomplete diagonal multi-point Padé approximants, the following Stieltjes type theorem was proved in [1, Lemma 2] in terms of convergence in logarithmic capacity. Using Hausdorff content the proof is basically the same and in fact simpler since the Hausdorff content of a set is easier to estimate than its logarithmic capacity. Lemma 2.2. Let s ∈ M(∆) be given, where ∆ is contained in a half line. Assume that {R n } n∈N satisfies a)-b) and either the number of zeros of ω n lying on a bounded segment of R\∆ tends to infinity as n → ∞, n ∈ Λ, or s satisfies Carleman's condition. Then
The proof of Theorem 1.1 goes as follows. Instead of proving convergence with the uniform norm we will establish similar results but in Hausdorff content. On the other hand, we study the location of the zeros of the polynomials a n,m . With this additional information and a very useful lemma of A. A. Gonchar [5, Lemma 1] we can derive convergence in the uniform norm from convergence in Hausdorff content.
Proof of main result and consequences 3.1 General properties of zeros
Our first result is related with the location of the zeros of the polynomials a n,j and the forms A n,j . As above T = lcm(t 1 , . . . , t m ) and D = deg T . Lemma 3.1. For each n ≥ 2D, the form A n,j , j = 1, . . . , m, has at least n − 2D sign changes in∆ j and at most n zeros in C \ ∆ j+1 (∆ m+1 = ∅). If the zeros of T lie outside of ∆ 1 then A n,j , j = 1, . . . , m, has at least n − D sign changes in∆ j . The form A n,0 has at most 2D zeros in C \ ∆ 1 and this quantity reduces to D should the zeros of T lie in the complement of ∆ 1 . If the zeros of T lie outside ∆ 1 and for some n we know that a n,m has exactly n − D sign changes on ∆ m then, A n,0 cannot have zeros in C \ ∆ 1 and A n,j , j = 1, . . . , m − 1 has exactly n − D zeros in C \ ∆ j+1 they are all simple and lie on ∆ j .
Proof. Fix n ≥ 2D. Consider the linear form
where p n,0 = a n,0 T + m k=1 (−1) k a n,k T r k , p n,k = a n,k T, k = 1, . . . , m. (−1) k p n,k s 2,k = −T a n,1 + m k=2 (−1) k T a n,k s 2,k = A n,1 T.
Therefore, A n,1 has at least n − 2D sign changes in the interior of ∆ 1 (D sign changes may be on account of T ). However, if the zeros of T are in the complement of ∆ 1 then we can affirm that A n,1 has at least n − D sign changes in the interior of ∆ 1 . These two situations are accountable for the different statements on the number of sign changes of A n,j on ∆ j . Let w n,1 be a polynomial with simple zeros at the points of sign change of A n,1 on∆ 1 . In general deg w n,1 ≥ n − 2D, but deg w n,1 ≥ n − D if the zeros of T lie outside ∆ 1 . Therefore,
Notice that A n,1 and w n,1 satisfy the hypothesis of Lemma 2.1, so
This yields that A n,2 has at least deg(w n,1 ) sign changes in the interior of ∆ 2 .
Again, let w n,2 be a polynomial with simple zeros at the points of sign change of A n,2 in ∆ 2 . Hence, deg(w n,2 ) ≥ deg(w n,1 ) and
Then, we have deduced the same conclusions for A n,2 as we had for A n,1 , and we can repeat the same reasonings inductively obtaining that for each j = 1, . . . , m − 1 there exists a polynomial w n,j , deg(w n,j ) ≥ deg(w n,1 ), with simple zeros at the points of sign change of A n,j on ∆ j such that
and using again Lemma 2.1, we obtain
x ν a n,m (x) d s m,m (x) w n,m−1 (x) = 0, ν = 0, 1, . . . deg(w n,1 ) − 1.
Whence, a n,m has at least deg(w n,1 ) sign changes on ∆ m . Recall that in general deg(w n,1 ) ≥ n − 2D and its degree is ≥ n − D if the zeros of T lie outside ∆ 1 . This settles the question on the number of sign changes of the forms on the different intervals. Now let us consider the question of an upper bound on the total number of zeros that A n,j , j = 0, . . . , m − 1 may have in C \ ∆ j+1 . The arguments are pretty much the same. We will play on the fact that deg(a n,m ) ≤ n and a n,m ≡ 0.
Assume that a n,m ≡ 0. From (2.1) with w ≡ 1 it follows that for each j = 1, . . . , m − 1
Since A n,m = (−1) m a n,m , this formula with j = m − 1 readily implies that a n,m−1 ≡ 0 and A n,m−1 ≡ 0 if a n,m ≡ 0. Going down on the indices j we conclude that a n,j ≡ 0 and A n,j ≡ 0 for all j = 1, . . . , m. Formula (2.1) also implies that
If A n,1 ≡ 0 so too L n,1 ≡ 0; consequently, L n,0 ≡ 0 and a n,0 ≡ 0. In particular, should a n,0 ≡ 0 then necessarily a n,j ≡ 0, j = 0, . . . , m. However, we explicitly excluded the trivial solution in Definition 2. So a n,m ≡ 0.
Suppose that A n,0 has at least 2D + 1 zeros in C \ ∆ 1 . Then, there exists a polynomial with real coefficients w n,0 of degree ≥ 2D + 1 whose zeros lie in C \ ∆ 1 such that
Using (2.2), we obtain
This means that L n,1 has at least n+D+1 sign changes on ∆ 1 and A n,1 at least n+1 sign changes on ∆ 1 . Continuing as in the proof of the first part of the lemma we arrive at the conclusion that a n,m has at least n + 1 sign changes on ∆ m which is not possible since it is a polynomial of degree ≤ n not identically equal to zero. Therefore, A n,0 has at most 2D zeros in C \ ∆ 1 .
Notice that when the zeros of T are in the complement of ∆ 1 in order to conclude that A n,1 has n + 1 sign changes on ∆ 1 it is sufficient to assume that deg(w n,0 ) ≥ D + 1, so in this case one can prove that A n,0 has at most D zeros in C \ ∆ 1 .
Suppose that A n,k has at least n + 1 zeros in C \ ∆ k+1 for some specific k ∈ {1, . . . , m − 1} and n. Then there exists a polynomial w n,k with real coefficients of degree ≥ n + 1 such that
which, reasoning as above, implies that A n,k+1 has at least n + 1 sign changes on ∆ k+1 . Continuing the process one proves that for j = k + 1, . . . , m, the forms A n,j also have at least n + 1 sign changes on ∆ j which contradicts the fact that a n,m cannot have more than n zeros.
Finally, suppose that for some n we know that a n,m has at exactly n − D sign changes on ∆ m and A n,k has at least n − D + 1 zeros in C \ ∆ k+1 for some k ∈ {1, . . . , m − 1}. Then there exists a polynomial w n,k with real coefficients with zeros in C \ ∆ k+1 and degree ≥ n − D + 1 such that A n,k w n,k = O 1 z n−D+2 ∈ H(C\∆ k+1 ).
Repeating the arguments used above it follows that for j = k + 1, . . . , m, the forms A n,j have at least n − D + 1 sign changes on ∆ j . In particular, a n,m would have n − D + 1 sign changes on ∆ m against our assumption. Thus, A n,j , j = 1, . . . , m − 1 has at most n − D zeros on C \ ∆ j+1 . Since it has n − D sign changes on ∆ j the statement readily follows. That A n,0 has no zeros in C \ ∆ 1 is proved analogously.
Convergence in Hausdorff content
We underline that in the next result no assumption is made on the rational functions r k except that they have real coefficients. Theorem 3.2. For each n ≥ 2D, let a n,0 , a n,1 , . . . , a n,m be the Hermite-Padé polynomials associated with the Nikishin system N (σ 1 , . . . , σ m ) and (r 1 , . . . , r m ) such that (1.1) and (1.2) holds. Suppose that either σ m satisfies Carleman's conditions or ∆ m−1 is a bounded interval. Then, h − lim n→∞ a n,j a n,m = s m,j+1 , h − lim n→∞ a n,m a n,j = s −1 m,j+1 , j = 1, . . . , m − 1, and h − lim n→∞ a n,0 a n,
4)
on each compact subset K ⊂ C\∆ m . Moreover, the polynomial a n,j , j = 1, . . . , m − 1, has at least n − 2D − m + j sign changes on ∆ m . If the zeros of the polynomial T lie in the complement of ∆ 1 then the polynomial a n,j , j = 1, . . . , m − 1, has at least n − D − m + j sign changes in ∆ m .
Proof. Let us point out that if σ m satisfies Carleman's condition so do the measures s m,j and τ m,j , j = 1, . . . , m, see [10, Theorem 1.5]. We reduce the proof of the limit relations to Lemma 2.2.
Assume that n ≥ 2D. Notice that (3.3) tells us that the polynomials a n,m−1 , a n,m and w n,m−1 satisfy the conditions of Definition 3. Therefore, the rational fractions a n,m−1 /a n,m form a sequence of incomplete diagonal multi-point Padé approximants of s m,m .
Using Lemma 2.2 we have convergence in Hausdorff content on each compact subset of C\∆ m . That is, h − lim n a n,m−1 a n,m (z) = s m,m (z).
Dividing
An,m−1 wn,m−1 by s m,m = σ m and using (2.3), we obtain (a n,m−1 ℓ m − a n,m ) + a n,m−1 τ m w n,m−1
So, we have again a sequence of incomplete multi-point approximants of τ m and, consequently, h − lim n ℓ m − a n,m a n,m−1 (z) = τ m (z), which is equivalent to h − lim n a n,m a n,m−1 (z) = σ −1 m (z) on compact subsets of C\∆ m . Now, using (2.3) and (2.4), for j = 1, . . . , m − 2, we have A n,j σ j+1 =   (−1) j ℓ j+1 a n,j + (−1) j+1 a n,j+1 + m k=j+2 (−1) k |s j+1,k | |σ j+1 | a n,k   + (−1) j a n,j τ j+1 − m k=j+2 (−1) k a n,k τ j+1 , s j+2,k , σ j+1 .
The quotient
An,j σj+1 has the same structure as A in Lemma 2.1. Moreover, using (3.2), we obtain
and, as consequence of (2.2), for ν = 0, . . . , n − 2D − 2, it follows that
The expression in parenthesis under the integral sign has at least n − 2D − 1 sign changes in ∆ j+1 . Thus, there exists a polynomial w * n,j of degree n − 2D − 1 whose zeros are simple and lie in∆ j+1 such that 1 w * n,j   (−1) j a n,j − m k=j+2 (−1) k a n,k s j+2,k , σ j+1   ∈ H(C\∆ j+2 ).
Direct computation or [12, Lemma 2.1] allows to deduce the formula
A n,j − s j+1,j+1 A n,j+1 = (−1) j a n,j − m k=j+2 (−1) k a n,k s j+2,k , σ j+1 .
From the statement of our problem we know that A n,j − s j+1,j+1 A n,j+1 is O (1/z). Hence,
Notice that if j = m − 2 we have a n,m−2 − a n,m s m,m−1 w * n,j
Thus, a n,m−2 /a n,m is an incomplete diagonal multi-point Padé approximant of s m,m−1 and we obtain convergence in Hausdorff convergence on compact subsets of C\∆ m h − lim n→∞ a n,m−2 a n,m (z) = s m,m−1 (z).
Dividing by s m,m−1 and arguing as we did above it also follows that h − lim n→∞ a n,m a n,m−2 (z) = s −1 m,m−1 (z).
Using the identity s j+2,k , s j+1,j+1 = s j+2,j+1 , s j+3,k for k = j + 3, . . . , m, we deduce (−1) j a n,j − m k=j+2 (−1) k a n,k s j+2,k , σ j+1 = (−1) j a n,j − (−1) j+2 a n,j+2 s j+2,j+1 − m k=j+3 (−1) k a n,k s j+2,j+1 , s j+3,k . (3.5)
As we wish to eliminate s j+2,j+1 in the right hand side of (3.5), we divide both sides by it and use again (2.3) and (2.4). Then,   (−1) j a n,j ℓ j+2,j+1 − (−1) j+2 a n,j+2 − m k=j+3 (−1) k | s j+2,j+1 , s j+3,k | |s j+2,j+1 |   + (−1) j a n,j τ j+2,j+1 + m k=j+3 (−1) k a n,k τ j+2,j+1 , s j+3,k , s j+2,j+1
which is a linear form as those in Lemma 2.1. Thus
  (−1) j a n,j + m k=j+3 (−1) k a n,k s j+3,k , s j+2,j+1
Moreover, for ν = 0, 1, . . . , n − 2D − 3,
So, the expression in parenthesis has at least n − 2D − 2 sign changes in the interior of ∆ j+2 , and we can assure the existence of a polynomial w * n,j+1 , deg w * n,j+1 = n − 2D − 2, with simple zeros located at the points of sign change inside ∆ j+2 so that 1 w * n,j+1   (−1) j a n,j + m k=j+3 (−1) k a n,k s j+3,k , s j+2,j+1   ∈ H(C\∆ j+3 ).
Using [12, Lemma 2.1] with r = j + 2 (or direct calculation), we have (−1) j a n,j + m k=j+3 (−1) k a n,k s j+3,k , s j+2,j+1 = A n,j − s j+1,j+1 A n,j+1 + s j+1,j+1 A n,j+2 , and from the definition of the forms A n,j the right hand side is O(1/z); consequently, 1 w * n,j+1 (z)   (−1) j a n,j + m k=j+3 (−1) k a n,k s j+3,k , s j+2,j+1
In particular, if j = m − 3, it is not difficult to see that the fraction a n,m−3 /a n,m is an incomplete diagonal multi-point Padé approximant of s m,m−2 from where we can deduce the Hausdorff convergence on compact subsets of C\∆ m h − lim n a n,m−3 a n,m = s m,m−2 ,
and similarly h − lim n a n,m a n,m−3 = s −1 m,m−2 .
This process can be continued inductively. After m − j − 1 reductions we obtain the existence of a polynomial w n,j with degree ≥ n − 2D − m + j with simple zeros inside ∆ m−1 such that a n,j − a n,m s m,j+1 w n,j
which allows us to deduce that h − lim n a n,j a n,m = s m,j+1 , on compact subsets of C\∆ m .
As an immediate consequence, we have a n,j − a n,m s m,j+1 s m,j+1 w n,j
but a n,j − a n,m s m,j+1 s m,j+1 = a n,j τ m,j+1 − (a n,m − ℓ m,j+1 a n,j ).
Hence,
Therefore, the polynomial a n,j has at least n − 2D − m + j sign changes in∆ m . Also, we obtain h − lim n a n,m a n,j = s −1 m,j+1
on compact subsets of C\∆ m .
To find the limit of the sequence a n,0 /a n,m , n ≥ 0, we change a little our previous arguments. It is easy to check that the reasonings above do not change substantially if we consider the linear forms L n,j := T (z)A n,j (z) instead of A n,j . The main differences are in the asymptotic orders and in the bounds for the number of sign changes in ∆ m , but not in the conclusions.
In consequence, the following holds (see (3.1)) p n,0 − p n,m s m,1 w n,0 (z) = O 1 z n−2D−m+j−1 ∈ H(C \ ∆ m ), and we conclude that h − lim n p n,0 p n,m = s m,1 .
However, p n,0 p n,m = a n,0 T + m k=1 (−1) k a n,k T r k a n,m T = a n,0 a n,m + m k=1 (−1) k a n,k a n,m r k .
Therefore, (3.4) readily follows.
Throughout the proof, if the zeros of T lie outside ∆ 1 then in the right hand side of (3.2) we can write O 1/z n−D+1 and we can replace 2D with D obtaining n − D − m + j sign changes on ∆ m for a n,j as indicated in the final statement.
Proof of the main result
Proof of Theorem 1.1. In the hypothesis of this theorem the zeros of the polynomial T lie outside ∆ 1 ; consequently, according to the last statement of Lemma 3.1 the rational functions an,0 an,m have at most D poles in C\∆ m . On the other hand, we are assuming that f has exactly D poles in C\∆ m . From (3.4) and Gonchar's lemma [5, Lemma 1] , we obtain that for all sufficiently large n ∈ N the fractions an,0 an,m have exactly D poles outside ∆ m . Moreover, Gonchar's lemma asserts that each pole of f in C \ ∆ m attracts as many zeros of a n,m as its order; that is, if ζ ∈ C \ ∆ m is a pole of f of order τ then for each ε > 0, there exists n 0 (τ ) ∈ N such that for all n ≥ n 0 (τ ) the polynomial a n,m has exactly τ zeros in the disk {z : |z − ζ| < ε}. Thus the statements about the zeros of a n,m take place.
Fix ε > 0 and let D ε be C \ ∆ m minus an ε neighborhood of each pole of f in this region. Then, there exists n 0 such that for all n ≥ n 0 and j = 0, . . . , m − 1 the rational functions a n,j /a n,m are analytic in D ε . From [5, Lemma 1] it follows that the limits in Lemma 3.2 take place uniformly on each compact subset of D ε . Since ε > 0 is arbitrary, the limits in Theorem 1.1 hold.
Fix j = 1, . . . , m − 1. Let ζ be a zero of T of multiplicity τ . Choose ε > 0 small enough and N sufficiently large such that a n,m has no zero on {|z − ζ| = ε} and exactly τ zeros inside the circle {|z − ζ| = ε} for n ≥ N . As the function s m,j+1 is holomorphic and has no zeros in C\∆ m , by the uniform convergence we get lim n→∞ |z−ζ|=ε (a n,j /a n,m ) ′ a n,j /a n,m
Since a n,m has exactly τ zeros inside {|z − ζ| = ε} for all sufficiently large n, from the argument principle we obtain that a n,j , j =, . . . , m − 1 also has exactly τ zeros inside that disk for all sufficiently large n.
Thus, in the circle {|z − ζ| < ε} the number of zeros of a n,j and a n,m coincide, i.e. ζ attracts as many zeros of a n,j as its order. We can extend this idea to a smooth Jordan curve Γ that surrounds all zeros of T and lies in C\∆ m . Then D zeros of a n,j accumulate at the zeros of T counting multiplicities and the remaining ones accumulate on ∆ m ∪ {∞}. Theorem 1.1 has some consequences on the convergence of the forms A n,j . Proof. From Theorem 1.1 and the expression of the forms A n,j it follows that for j = 1, . . . , m−1, lim n→∞ A n,j a n,m = (−1) j s m,j+1 + 
Rate of convergence
Throughout this subsection we assume that the conditions of Theorem 1.1 are in place. We will begin showing that when ∆ m is a finite interval then convergence takes place with geometric rate. We will derive this result using Theorem 1.1 and the maximum principle. Initially we need to introduce some concepts that will be needed.
Let ϕ t , t ∈ C \ ∆ m , be the conformal representation of C \ ∆ m onto {w : |w| < 1} such that ϕ t (t) = 0, ϕ ′ t (t) > 0. It is easy to verify that |ϕ t (z)| can be extended continuously to C 2 in the two variables z, t and equals zero only when z = t. In fact From the continuity of |ϕ t (z)| in the two variables it readily follows that lim ρ→1 κ ρ = 1, δ(K) < 1.
As usual, · K denotes the uniform norm on K. Proof. Indeed, for j = 1, . . . , m − 1,
A n,j a n,m = (−1) j a n,j a n,m + m k=j+1 (−1) k a n,k a n,m s j+1,k = (−1) j a n,j a n,m − s m,j+1 + When the measures generating the Nikishin system are regular in the sense of Stahl and Totik, see [16] , then more precise estimates of the rate of convergence may be given. This will be the subject of a forthcoming paper.
