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Abstract – Utilities in recent years are experiencing increasing
harmonic distortion problems. The harmonic voltages and
currents deteriorate the power quality. This has lot of detrimental
effect on equipments. A bigger issue is accurate determination of
the source of harmonic distortion. Disputes arise between utility
and customers regarding who is responsible for the harmonic
distortions due to the lack of a reliable single index which can
precisely point out the source of the harmonic pollution. The
method proposed in this paper aims to tackle this problem with the
aid of online trained neural networks. The main advantage of this
method is that only waveforms of voltages and currents have to be
measured. A neural network structure with memory is used to
identify the non-linear load admittance of a load. Once training is
achieved, the neural network predicts the true harmonic current of
the load when supplied with a clean sine wave. This method is
applicable for both single and three phase loads.

I. INTRODUCTION
Generation of harmonics and the existence of waveform
pollution in power system networks is one of the major
problems facing the utilities. With the widespread
proliferation of power electronic loads and other non-linear
loads, significant amounts of harmonic currents are being
injected into the network and propagate through the utility's
power system. Hence the objective of the electric utility to
deliver a sinusoidal voltage at fairly constant magnitude and
frequency throughout its network is becoming exceedingly
difficult to meet.
As an example, Fig. 1 shows a typical power distribution
network structure. When the non-linear load is supplied from
a sinusoidal voltage source, its injected harmonic current
is (t ) is referred to as contributions from the load, or load
harmonics. Any harmonic currents cause harmonic volt drops
in the supply network. Any other loads, even linear loads,
connected to the point of common coupling (PCC), will have
harmonic currents injected into them by the distorted PCC
voltage. Such currents are referred to as contributions from
the power system, or supply harmonics.
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Fig. 1. Structure of a power distribution network

Identification of harmonic sources in a power system has
been a challenging task for many years. Standards like IEEE
519 [1-3] provide guidelines for controlling harmonic
distortion levels that divide the responsibility between the
utility and the customer. Several other methods like DFT/FFT
[4, 5], stochastic method [6, 7] and in recent years artificial
neural networks (ANN) [8-12] have been proposed to
measure the harmonic content in the load current, or to
predict it, but most of them assume a radial feeder supplying
a single load through a known feeder impedance, or multiple
loads connected to a PCC which has a sinusoidal voltage and
with zero impedance in the supply feeder.
The purpose of this paper is to demonstrate the ability of
neural networks to learn the non-linear characteristics of
loads and utilize the trained neural network for estimating the
true harmonic distortion caused by that load.
II. COMPARISON OF NEURAL NETWORK
ARCHITECTURES
An Artificial Neural Network (ANN) is characterized by
the ability to learn or modify its behavior in response to the
environment. The greatest advantage lies in the fact that a
trained network can extract essential features from unfamiliar
inputs through generalization and recognition. ANN based
load identification techniques are increasingly being used in
power system applications. Although many neural network
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structures have been proposed in literature [13], two widely
used structures are defined in this paper.
A. Multilayer Perceptron Neural Network
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The Multilayer Perceptron Neural Network (MLPN)
architecture is the most popular topology in use today.
MLPNs have been successfully used to solve problems that
require the computation of a static function. The problem of
identifying dynamic functions can be solved to a great extent
by using time delayed values of the input. MLPNs may be
trained to identify or approximate any desired continuous
vector mapping function f (.) over a specified range. Figure 2
shows the block diagram of a three layer MLPN
interconnected by weight matrices W and V.

iˆk +1
¦

¦

¦

Fig. 3. Recurrent neural network structure

C. Generalized neural network computation equations

The objective of the training as shown in Fig. 4 is to
modify W and V such that the ANN function g (.,W ,V )

¦

approximates the desired function f (.) , so that the error e
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between the desired function output y and the ANN output ŷ
is minimal.
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Fig. 2. Multilayer perceptron neural network structure

B. Recurrent Neural Network

Neural networks having feedback connections can
implement a wide variety of dynamical systems. Recurrent
neural networks (RNN) are feedback networks in which the
present activation state is a function of the previous activation
state as well as the present inputs.
Adding feedback from the prior activation step introduces
a kind of memory to the process. Thus adding recurrent
connections to a back propagation network enhances its
ability to learn temporal sequences without fundamentally
changing the training process.
Recurrent networks will, in general, perform better than
regular feed forward networks on systems with transients.
However the downside as compared to MLPN would be the
increased computation time.
Figure 3 shows the block diagram of a three layer RNN
interconnected by weight matrices W and V to identify or
approximate any desired continuous vector mapping
function f (.) over a specified range.
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e
W + ∆W
V + ∆V

yˆ k +1

Fig. 4. Neural network training scheme

Continual online training (COT) is required whenever
f (.) is a time varying signal and g (.,W ,V ) has to track f (.) .
The online training cycle has two distinct paths:
• Forward propagation: It is the passing of inputs
variables through the neural network structure to its
output.
•

Error back-propagation: It is the passing of the output
error to the input in order to estimate the individual
contribution of each weight in the network to the final
output error. The weights are then modified so as to
reduce the output error.

The generalized equations are shown below [14].

D. Forward propagation

and the derivative of the decisions d i with respect to the

Every input in the input column vector x is fed via the
corresponding weight in the input weight matrix W to every
node in the hidden layer. The activation vector a is
determined as the sum of its weighted inputs. In vector
notation:
a =W x
(1)
For the MLPN, the input column vector x ∈ R n , the hidden
layer activation column vector a ∈ R m and input weight
matrix W ∈ R m× n , n is the number of inputs to the MLPN and
m is the number of neurons in the hidden layer.
For the RNN, the input column vector x ∈ R n + m , hidden
layer activation column vector a ∈ R m , input weight matrix
W ∈ R m×( n + m ) , n is the number of inputs to the RNN
including the bias and m is the number of neurons in the
hidden-layer.
Each of the hidden node activations in a is then passed
through a sigmoid function to determine the hidden-layer
decision vector d .

1
, i ∈ {1, 2,...., m}
1 + e( − ai )
where the decision column vector d ∈ R m .
di =

activations ai :

§ d
·
eai = ¨
di ¸ edi
© dai ¹
§ d
·
1
=¨
(
) e
( − ai ) ¸ di
© dai 1 + e
¹
= di (1 − di ) edi , i ∈ {1, 2,...., m} (6)
The derivative of a sigmoidal function can be expressed in
terms of its inputs and outputs and computationally it results
in multiplication and addition. The subscript i in equation (6)
indicates element-wise multiplication of the vectors d ,
1 − d and e d .
The change in input weights ∆W and output weights
∆V are calculated as:

∆W = γ m ∆W + γ g e a x
∆V = γ m ∆V + γ g ed

T

T

where γ m,γ g ∈ [ 0,1] are the momentum and learning gain
constants respectively. The last step in the training process is
the actual updating of the weights:

(2)

W = W + ∆W
V = V + ∆V

For the MLPN, the decision vector d is then fed to the
corresponding weight in the output weight matrix V.
For the RNN, the decision vector d is then fed back to the
input layer (this introduces the recurrence) as well as fed to
the corresponding weight in the output weight matrix V. The
output ŷ is computed as:
yˆ = (V d )T
(3)
For a single output system output weight matrix
V ∈ R1× m and ŷ is a scalar.

(7)

(8)

F. Execution cycle computation
All the necessary equations (1-8) required for the
computation of forward propagation and error backpropagation are done in vector form. Most of the
computations involve either addition/subtraction or
multiplication/division. Evaluation of the sigmoidal function
is the only computationally demanding task. All these
computations can be carried out on a digital signal processing
chip. A complete breakdown of the computations required for
one MLPN execution cycle is shown in Table I.

E. Error back propagation
Table I. MLPN execution cycle computation

The output error e is calculated as:
e = y − yˆ
(4)
The output error is back propagated through the RNN to
determine the errors e d and e a in the decision vector d and
activation vector a .
The decision error vector e d is obtained by backpropagating the output error e through the output weight
vector V :
ed = V T e
(5)
where the decision error vector e d ∈ R m .The activation
errors eai are given as a product of the decision errors edi
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Equation
(1)
(2)
(3)
Forward:
(4)
(5)
(6)
(7): ∆V
(7): ∆W
(8)
Backpropagation

Multiplication
mn
0
m
m(n+1)
0
m
2m
2m+1
m(2m+2n+1)
0
~m(2m+2n+5)

Addition
mn
0
m
m(n+1)
1
m
0
m
m(2m+2n+1)
m(m+n)+m
~2m(m+n+1)

Sigmoid
0
m
0
m
0
0
0
0
0
0
0

A complete breakdown of the computations required for
one RNN execution cycle is shown in Table II.

A. Identification neural network (ANN1)

Table II. RNN execution cycle computation

Equation
(1)
(2)
(3)
Forward:
(4)
(5)
(6)
(7): ∆V
(7): ∆W
(8)
Backpropagation

Multiplication
m(m+n)
0
m
m(m+n+1)
0
m
2m
2m+1
m(2m+2n+1)
0
~m(2m+2n+5)

Addition
m(m+n)
0
m
m(m+n+1)
1
m
0
m
m(2m+2n+1)
m(m+n)+m
~2m(m+n+1)

Sigmoid
0
m
0
m
0
0
0
0
0
0
0

The proposed method measures the instantaneous values
of the three voltages vabc at the PCC, as well as the three line
currents iabc at the k th moment in time.

HARMONIC CURRENT PREDICTION SCHEME

A one-line diagram of a three-phase supply network
having a sinusoidal voltage source vs , network
impedance Ls , Rs and several loads (one of which is nonlinear) connected to a PCC is shown in Fig. 5.

vsin e

iˆabc −distorted

vs

RS

error e ) is used to train the ANN1 weights. Initially the
weights have random values, but after several sampling steps,
the training soon converges and the value of the error e
diminishes to an acceptably small value. Proof of this is
illustrated by the fact that the waveforms for iabc and iˆabc
should practically lie on top of each other. At this point the
ANN1 therefore represents the admittance of the nonlinear
load. This process is called identifying the load admittance.
Since continual online training is used, it will correctly
represent the load admittance from moment to moment. At
any moment in time after the ANN1 training has converged,
its weights are transferred to ANN2. The training cycle of
ANN1 continues and in this way ANN2 always has updated
weights available when needed.

B. Estimation neural network (ANN2)

iˆabc

iabc

The voltages

vabc could be line-to-line or line-to-neutral measurements.
The neural network is designed to predict one step ahead line
current iˆabc as a function of the present and delayed voltage
vector values vabc (k ) , vabc (k − 1) and vabc (k − 2) . When the
k+1 moment arrives (at the next sampling instant), the actual
instantaneous values of
iabc are compared with the
previously predicted values of iˆabc , and the difference (or

From the above tables, it is seen that for both the neural
network topologies, the forward propagation requires m
sigmoidal computations.
III.

disrupt the continual online training of ANN1 during the brief
moments of estimating.

iabc

LS

vabc
Fig. 5. Proposed scheme

The nonlinear load injects distorted line current iabc into
the network. A recurrent neural network is trained to identify
the non-linear characteristics of the load. This neural network
is called the Identification neural network (ANN1).
A second neural network exists and is called the
Estimating neural network (ANN2). ANN2 is an exact replica
of the trained ANN1 structurally. The function of ANN2 can
very well be carried out by ANN1, however that would

ANN2 is supplied with a mathematically generated sine
wave to estimate its output. The output of ANN2 called
iˆa bc − distorted therefore represents the current that the nonlinear
load would have drawn had it been supplied by a sinusoidal
voltage source. In other words, this gives the same
information that could have been obtained by quickly
removing the distorted PCC voltage (if this were possible)
and connecting a pure sinusoidal voltage to supply the
nonlinear load, except that it is not necessary to actually do
this interruption. Any distortion present in the iˆa bc − distorted
waveform can now truly be attributed to the nonlinearity of
the load admittance.

C. Scaling the neural network variables
Due to the nature of the sigmoidal transfer function used
in the neural network, the outputs of the neurons in the
hidden layer are limited to values between zero and one. Thus
allowing large values for the neuron input variables would
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cause the threshold function to be driven to saturation
frequently and resulting in an inability to train. Hence the
network inputs and outputs are normally scaled between zero
and one.
IV.

EXPERIMENTAL RESULTS

The method of using online trained neural networks to
identify the load admittance and utilizing the trained neural
network to estimate the harmonic current of a non-linear load
is briefly introduced.
Some of the experimental details of the RNN
implementation are given below:

With both the loads operating, the current iL1 of Load-1 is
tracked by ANN1, and the output of ANN1 is iˆL1 . Figure 7
indicates how well ANN1 has converged since its output
iˆL1 lies on top of the actual iL1 waveform. ANN1 has therefore
learned the admittance of Load-1.
ANN1 Output Superimposed on Actual Current
1

Neural network (MLPN and RNN) implemented in
MATLAB

0.8
0.6

•

FFT computation : powergui block of SIMULINK

•

Number of Neurons in the hidden layer: 20. Neural
network structures with 10 and 15 neurons have also
been tried, however as of now, 20 neurons give the
best performance

•

Time delayed inputs : 2

•

Learning gain : 0.05.

•

Momentum gain not used

•

6.2%.

0.4

Currents

•

of Load-1 and some is due to the distortion in the PCC
voltage. Without any load connected, the background THD at
v pcc is 3.4%. With both loads connected, this THD rises to

0.2
0
-0.2
-0.4
-0.6
-0.8
-1
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Time (s)

Sampling frequency for data acquisition : 8 kHz

Fig. 7. iL1 and iˆL1 superimposed

The experimental setup to demonstrate the functionality of
the MLPN is shown in Fig 6.

The weights of ANN1 are now passed to ANN2. The input
of ANN2 is a mathematically generated sine wave voltage
with zero distortion.
The output iˆL1− distorted from ANN2 is plotted in Fig. 8 and
shows what Fig. 7 would have looked like if the voltage v pcc
had no distortion.
Output of ANN2
1
0.8
0.6
0.4

Current

0.2

Fig. 6. Experimental setup to demonstrate functionality of MLPN

0
-0.2
-0.4

The proposed scheme is implemented with a single phase
diode bridge rectifier feeding an R-L load (Load-1) and a
linear R-L load (Load-2), both connected to the PCC. The
operating voltage at the PCC is 5 VRMS, 60 Hz which is
obtained by using an auto transformer. Each individual load
is rated at 1 Amp, and the THD of iL1 is 7.8% (measured by
signal analyzer), but some of this is due to the non-linearity
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-0.6
-0.8
-1
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Time (s)

Fig. 8.

iˆL1− distorted waveform

0.16

0.18

from the programmable AC power source, which provides a
relatively clean sinusoidal voltage at the PCC.
With the TRIAC circuit firing angle set to 30°, the dc
drive speed reference set to 90%, and the ac drive reference
set to 60 Hz, two different cases are evaluated with switch S
either in position 1 or 2.
Case 1: Switch S in position 1
The circuit is supplied from the 120 V utility wall socket.
THD of voltage at PCC without any loads = 4.19%
THD of voltage at PCC with all loads connected = 4.24%
THD of current i1 = 27%

The FFT spectrum of iˆL1− distorted is shown in Fig. 9.

THD of current i2 = 61.53%
THD of current i3 = 4.38%
THD of current i4 = 88%
Case 2: Switch S in position 2
The circuit is supplied from the clean power supply.
THD of voltage at PCC without any loads = 0.3%
THD of voltage at PCC with all loads connected = 0.33%
THD of current i1 = 29.75%

Fig. 9. FFT spectrum of iˆL1− distorted . THD=10.26%

The true current THD of iˆL1− distorted in Fig. 9 turns out to be
10.26% instead of 7.8%.This means that the true current
THD of Load-1 is higher that what was measured when it
was a part of the power network.
The performance of the online trained RNN is
demonstrated with the help of a simple setup comprising of
four loads as shown in Fig. 10.

vsin e

Estimating
Neural
Network
(RNN2)

iˆdist

Weights

v pcc

TDL

Data
Acquisition
(LABVIEW)

Training
Neural
Network
(RNN1)

+

i1

i1
v pcc

TRIAC
Circuit

80W lamp
bank

DC Drive

DC Motor

Diode
Bridge

90W lamp
bank

AC Drive

Induction
Motor

THD of current i3 = 0.4%
THD of current i4 = 85.4%
RNN1 can be used to learn the admittance of any of the
four loads, one at a time. The weights are initialized with
random numbers and the training process begins. The weights
would be different for each load and so would be the learning
time. These parameters are solely dependent upon the
admittance being identified.
As an example, the training capability of the RNN1 is
demonstrated by its ability to learn the characteristics of the
dc drive current i2 .
The data obtained from case 1 is used to train the neural
network RNN1 until the training error converges to near zero,
and the current i2 correctly tracks the output of RNN1. Fig. 11
indicates how well the training of RNN1 has converged since
its output iˆ2 lies on top of the actual i2 waveform.

i2
i3
i4

RNN1 Output Superimposed on Actual Current
1
0.8
0.6
0.4
0.2
Currents

1 S
2

Clean Power
Supply

error

Utility Supply
Network

vs

iˆ1

THD of current i2 = 53.87%

0
-0.2

Fig. 10. Experimental setup for multiple non-linear loads to demonstrate
functionality of RNN

-0.4
-0.6
-0.8

The proposed scheme is implemented with four single
phase loads connected to a switch S defined as the PCC. The
voltage at the PCC is fixed at 120 VRMS, 60 Hz. When S is in
position 1, the power supply comes from the utility supply
network. When S is in position 2, the power supply comes
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-1

1

1.01

1.02

Fig. 11.

1.03

1.04

1.05 1.06
Time (s)

1.07

1.08

1.09

1.1

i2 and iˆ2 waveforms superimposed

The convergence of the training can also be verified by
looking at the tracking error Te defined as
Te = i2 − iˆ2
(9)
Once the tracking error is below a pre-defined level, it can
be concluded that RNN1 has learned the admittance of the dc
drive. The weights of RNN1 are now transferred to RNN2.
The output of RNN2 is iˆ2 − dist and is obtained by using a
mathematically generated sine wave voltage with zero
distortion as its input as shown in Fig. 12.

em = (

THDs − THDd
)%
THDs

(10)

where THDd is iTHD from a distorted v pcc ,and THDs is

iTHD from a mathematical sine wave.
Table III. Summary of results

Output of RNN2
1

Load

THDd

THDs

em

Rectifier

7.68%

10.26%

25.15%

DC Drive

61.53%

53.40%

-15.22%

0.8

The new parameter em can be used as an indicator of the
error in the measurement if the calculation of THD is done by
just measuring the input current of the non-linear load. As
seen for Table III, em can have positive as well as negative
values. A positive value indicates that the load current has
higher THD when supplied with a clean sine-wave and a
negative value indicates vice versa. This important finding
means that it is erroneous to think intuitively that the current
THD, when supplied from a distorted v pcc should always be

0.6
0.4

Current

0.2
0
-0.2
-0.4
-0.6
-0.8
-1

1

1.01

Fig. 12.

1.02

1.03

1.04

1.05 1.06
Time (s)

1.07

1.08

1.09

1.1

higher than if the v pcc had no distortion.

iˆ2 − dist waveform when supplied by pure sine-wave

V. CONCLUSIONS

Fig. 12 shows what Fig. 11 would have looked like if it
were possible to isolate the dc drive and supply it from a pure
sine wave. In other words this is the true harmonic current that
would be injected by this circuit into the network.
The true current THD of iˆ2 − dist in Fig. 13 turns out to be
53.40% instead of 61.53% measured when the dc drive was
supplied from the wall socket. This trend agrees well with the
measured value of 53.87% obtained when the load was
supplied by a 0.3% distorted voltage.

Fig. 13. FFT spectrum of

When several loads are supplied from the PCC, with its
own background THD introduced by the harmonic generator,
the individual load currents are due to the combined effects of
the distorted v pcc and the nonlinearities of the loads. This
results in some amount of phase cancellation which may
reduce the overall harmonic current in the network and thus
benefit some of the non-linear loads. It is essential that any
harmonic detection or prediction method should be able to
analyze every load individually.
However in an actual network, loads cannot be isolated.
Therefore it is impossible to say which load is causing the
pollution and which load is suffering from the pollution. The
novel method described in this paper avoids disconnecting any
loads from the system and estimates the actual harmonic
current injected by each load. This information could be used
to penalize the offending load.
On a practical system the neural network computations
could be carried out on a DSP. A suitable A-D interface is
required for acquiring the measured values of voltages and
currents. Such a system could be installed permanently or be
portable from one customer to another in order to simply
monitor pollution levels at a particular PCC in the network.

iˆ2 − dist waveform. (THD = 53.40%)

The salient results of the experiments performed are
summarized in Table III. The parameter em is known as the
resultant error in measurement and is defined as:
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