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A TEORIA GERAL DE PROBLEMAS VARIACIONAIS
LINEARES APROXIMADOS: APLICA<;ÁO Á ANÁLISE DE
ERRO DO MÉTODO DOS VOLUMES FINITOS
Paulo R. Trales
RESUMO
A teoria geral de aproxirnacáo de problemas variacionais lineares desenvolvida por
BABUSKA no início dos anos setenta, e refinada por DUPIRE, em sua tese defendida na
PUC-Rio em 1985, é, juntamente com as estimativas clássicas do erro da interpolacáo
po1inomial em espacos de Sobolev, o ingrediente básico para a análise de convergencia de
solucóes aproximadas de equacñes diferenciais pelo Método dos Elementos Finitos. O
objetivo deste trabalho é mostrar que ambas sáo também ferramentas apropriadas para as
análises de erro e convergencia do Método dos Volumes Finitos. Mais especificamente,
depois de recapitular os resultados de DUPIRE, no que tange a aproximacáo abstrata dessa
classe de problemas, damos um exemplo de estimativa de erro aplicada ao método dos
volumes finitos, que ilustra tal assercao.
1. INTRODU<;ÁO
A teoria matemática de aproximacáo dos métodos de elementos finitos é hoje bem
estabelecida, gracas notadamente aos estudos conduzidos por diversos autores, no final
da década de sessenta e no início da de setenta. Entre as contribuicóes decisivas para
se chegar a esses resultados fundamnetais, citaríamos os trabalhos de AUBIN [1],
AZIZ & BABUSKA [2], BRAMBLE [5], CIARLET & RAVIART [6], STRANG
[10], entre outros.
Esses primeiros estudos focalizaram primordialmente problemas elíticos, onde a
coercividade da forma bilinear contínua do problema variacional subjacente, permite
reduzir a estimativa do erro cometido - pelo menos na ausencia de crimes variacionais
[10]; a do erro da interpolacáo polinomial medido em normas de espacos de Sobolev.
No intuito de recapitular brevemente tais mecanismos, consideremos:
• y um espaco de Hilbert de norma ¡¡'!ly;
• L urna forma linear contínua sobre Y (i.e. L E Y/ , o dual topológico de Y);
• a: Y x Y ~ IR uma forma bilinear contínua.
No intuito de abreviar o texto, usaremos daqui para a frente a notacáo dada na
Definícño 1.1. Sejam X e Y dois espacos vetoriais normados respectivamente por
11·llx e 11·lly . L2c (X X Y) é definido como o esipaco das formas a: X x Y ~ IR que
siio bilineares e conl ínuas.
Lembremos que a E L2c (X X Y) se e somente se existe urna constante M tal que
(1)
Aliás neste caso define-se a norma de a, como ínfimo das constantes M que verificam
a relacáo acima, ou seja:
Ilall= sup a(x,y)
{
(X,Y)E:XY 11xlix" y Ilr
(X,Y)"O
Seja agora o problema variacionallinear:
{






o clássico Teorema de Lax-Milgram garante que se a for Y-elítica, ou
equivalentemente, coerciva sobre -y x Y, o que significa que:
3a>Otalquea(y,y)~aIIYII/, VyEY. (3)
entáo (py) admite urna solucáo única para qualquier L. Mais ainda, neste caso, se
aproximarmos (py) por (pz), deduzido de (py) mediante a substituicáo de Y por um
seu subespaco Z (tipicamente de dirnensáo finita), e a solucáo x E Y por sua
aproximacáo UJ E Z . entáo a distancia entre x e UJ pode ser estimada usando-se a
desigualdade abaixo. resultado conhecido como o Lema de Céa:
(4)
onde d y (y, Z) que designa a distancia de um elemento y E Y ao subespaco Z medida






No início dos anos setenta, no intuito de estudar alguns problemas particulares,
e notadamente problemas de ponto-sela, que nao apresentam as características de Y-
eliticidade, vale dizer de coercividade, alguns autores, entre eles BABUSKA [4],
consideraram a extensáo do Teorema de Lax-Milgram ao problema seguinte, mais
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geral do que (py), no qual a solucáo pode ser procurada num outro espaco de Hilbert
X de norma :1 • ': :
I! 'IX
(px y) {Encontrar x E X ta 1que
, a(x, y) = L(y) 'v'yEY.
(6)
Aquí se supñe naturalmente que a: X x Y ~ IR é bilinear e contínua segundo a
definicáo (1). Neste caso vale o seguinte resultado, conhecido como o Teorema de
Lax -Milgram general izado:
Teorema 1.1. Sob as Hipóteses a E L2c (X X Y) e L E Y', se a verifica as duas
condicoes abaizo:
1 a(x,y) > 11 11fa que 'v'x E X {s~~11 y Ilr -,al x x
y,.°
(7)
tal que 'v'y E Y sup a(x,y) > a 11 y 11
{
XE~ 11 x 11x - 2 r
x,.Q
(8)
o problema (PX,y) admite uma soluciio única para qualquer L E y' ,
Definicño 1.2. Uma forma bilinear a que verifica as duas condicáes (7) e (8) é dita
fracamente coerciva.
Observe-se que no caso em que X = Y, o fato de a ser coerciva implica que a é
também fracamente coerciva, podendo-se tomar al = a2 = a, onde a é a constante da
desigualdade (3). Mais ainda, conforme demonstrado por DUP1RE [7], quando a é
fracamente coerciva. na condicáo (8) pode-ser tomar a2 = al = a, e reciprocamente,
sendo a a maior das constantes com as quais se verificaram as duas desigualdades.
Isto enseja urna aproximacáo ainda maior dos conceitos de coercividade e de fraca
coercividade, posto que as duas condicñes acima podem ser vistas como urna extensáo
direta daquela que caracteriza a coercividade. Na realidade, nao é só nesse aspecto que
urna analogia se apresenta: daremos neste trabalho urna recapitulacáo da análise feita
por I?UP1RE [7], segundo a qual urna desigualdade análoga a do Lema de Céa vale
para o caso em que a é fracamente coerciva, com urna constante dependente de a,
obtida mediante a simples substitucáo em (4) da constante a que caracteriza a
coercividade, pela (agora única constante que expressa a fraca coercividade de a
relativamente ao problema que aproxima (px,Y)' Na Secño seguinte vamos examinar
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mais em detalhes essa assercáo, na medida em que essa analogia nao fica transparente em
trabalhos mais conhecidos sobre o assunto, como os de BABUSKA já citados. Por
exemplo, considera-se nos mesmos que a majoracáo de erro no caso fracamente coercivo
é válida com urna constante igual a urn mais a constante obtida da forma acima indicada.
Antes de passarmos a essa análise, completamos a notacáo e recapitulamos alguns
fatos e conceitos abaixo:
• Sendo y um espaco de Hilbert denotamos seu produto interno por (.,.) y
associado a norma 11·11 y ;
• Sejam VeZ dois subespacos fechados de Y tais Y = V EBZ (soma direta mas nao
necessariamente ortogonal). Define-se o operador de projecáo sobre V
paralelamente a Z (resp. Projecáo sobre Z paralelamente a V), denotada por
P=7rVIIZ (resp. por Q=7rz11v=I-P), pela relacáo: Dado yEY,
(py,v) =(y,v)¡ VVEV (resp. (Qy,z) =(y,z)y VZEZ);y y.
• Sendo X e Y dois espacos de Hilbert, para urna forma a E L2c (X X Y), define-se o
operador AE L(XxY) que representa (a esquerda) a, por (A(x),y)y =a(x,y);
• A norma padráo de A acima no espaco L(X x Y) denotada por 11 A.II, é igual a
• Para urna forma a E L2c (X X Y), define-se a conorma do operador A E L(X x Y)
que a representa (a esquerda), denotada conorma(A) por
conorma(A) = sup 11 A(x) lIye:: 11 x IIx
Aqui se observa que necesariamente conorma(A) ~ 0, e que somente se a condicáo (7)
é verificada ternos conorma(A) > ° (sendo conorma(A) ~ al)' Além disso, conforme
observado por DUPIRE [7], ambas as condicñes (7) e (8) sáo também necessárias para
que (px,Y) seja bem posto para qualquer LE L'. Deduz-se assim por urna trivial
aplicacáo do Teorema de Representacáo de Riesz, que elas equivalem a bijetividade
a·
de A."\
Enfim notamos que ambos operadores P e Q definidos acima pertencem a L(X x Y) .
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2. PROBLEMAS VARIACIONAIS LINEARES SOBRE SUBESP A<;OS
Consideremos de agora em diante que, no intuito de resolver aproximadamente
o problema variacional linear (PX,y), definimos dois subespacos fechados W e Z
respectivamente de X e Y. 1sto leva a postular o problema (pw,z) definido da mesma
forma que (PX,y), mediante a substitucáo de X por We de Ypor Z, e da solucáo x E X
por W E W destinada a aproximar a primeira.
Podemos definir as restricóes aw,z de a a W x Z e Lz de La Z por
aw,z E L2c(W x Z): \I(w,z) E W X Z , aw,z (w,z) = a(w,z)
Lz E Z': \lz E Z Lz(z) = L(z)
Sabemos que existen Aw,z E L(W,Z) e fz E Z tais que
\I(w,z) E W X Z , aw,z (lü,Z) = (Aw,z (lü),Z)y
e
Podemos exprimir AII'.z e fz emfuncáo de A efda seguinte forma:
Seja 7r z o operador de projecáo ortogonal sobre Z. Ternos 'í:f(w, z) E W X Z ,
(Aw,z(lü),Z)y = (A(lü),Z)y ou seja (A(lü)-Aw,z(lü),Z)y =0 \llüEW e 'í:fzEZ.
Logo (A-Aw,zXW)EZ-t, isto é, Awz(lü)=7rzA(lü) para qualquer WEW. Por
conseguinte,
(9)
ou seja, Aw z é a restricáo a W de A' composta com a projecáo ortogonal sobre Z. Além
disso, segundo o Teorema de Lax-Milgram generalizado, o problema (pw,z) é bem
posto para todo L em Y' se e somente se aw,z é fracamente coerciva, pois verifica-se
facilmente que as restricóes de L a Z descrevem Z' .
Observacáo 2.1. Um fato importante de se salientar, é que, ao contrário da
a
coercividade, a fraca coercividade nao se transmite aos subespacos, o que implica
aquí que, para cada par de subespacos selecionados para definir o problema
aproximado, temos que verificar que (pw,z) é bem posto, vale dizer, que a forma a (ou
sua restricdo) é fracamente coerciva sobre W x Z, ou equivalentemente, que o
19
operador Aw.z = 7rz A1w é uma bijectio entre We Z, Assim, por abuso de linguagem,
diremos que neste caso Aw.z é fracamente coercivo sobre W x Z .
Aliás, justamente para simplificar a linguagem e as notacóes, damos as definicóes
seguintes:
Definicáo 2.1. Seja A E L(X x Y) e sejam W e X e Z e Y dois subespacos
fechados. A é dito (W,Z) fe. se 7rzAlw é fracamente coercivo, isto é pertence a
Isomc(W,Z). Além disso, neste caso a conorma de 7rzAlw é denotada por aw.z'
Essas definicóes sáo transferidas trivialmente a E L2c (X X Y). Aplicamo-las
imediatamente no seguinte contexto (cf. [7]):
Proposicño 2.1. Se a E L2e (X X Y) é (W, Z) fe. entüo W ~ Ker n zA = X, onde
A E L(X x Y) representa (a esquerda) a.
DEMOSTRACAO.
W n Kertt zA = {a}, pois Aw.z é injetivo.
Agora seja x E X e Xw E W a solucáo única (poi s A é (W,Z) fc.) do problema
variacional seguinte: Achar Xw E W tal que, Vz E Z, a(xw,z). Observamos que
x-xw EKernzA.Comefeito, VZEZ, (A(x-xw)'z)y =a(x-xw,z)=O.
Logo a descomposicao x = Xw + (x - xw) mostra que W ~ Ker n z A = X '.
O Lema seguinte devido a DUPlRE (cf. [7], Proposicáo II-3.3) fornece um resultado
fundamental para se obter uma estimativa fi~a e simples de 11x - Xw Ilx em relacáo a
dx (x,W) = Ilx =nw> Ilx na Proposícáo 2.1 dada mais adiante (cf. [7]).
Lema 2.1. Sejam A E L(X x Y), W e X e Z e Y, We Z subespacos fechados.
Sejam ainda Al =.7r z A1w E Le (W, Z) e A2 = n z A!W.l' Entiio Al ser sobrejectivo
implica:
Estamos agora em condicñes de postular a:
Proposicáo 2.2. Seja a E L2c (X X Y) tal que a é (W,Z) fe., onde W e Z subespacos
fechados de X e Y. Entiio, para qualquer x E X:
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a) ::J Xw EW tal que 'ílZEZ a(xw,z)=a(x,z);
b) 11 a 1111 x-xw Ilx ~ -dx(x,W),
a, .z
ande av,z = canarma(7rzAIV) e dx(x,W) é dada pela expressiio definida em (5).
DEMONSTRAC;Ao.
a) Este resultado é conseqüéncia imediata do Teorema de Lax-Milgram
generalizado.
b) Para todo ZEZ. (A(x-xw),z)y=a(x-xw,z)=Ü.Logo 7rzA(x-xw)=O,ese
V=7rw(X-Xw) e w=7rwJ.(x-xw)=7rwJ.x entáo 7rzA(v)=-7rzA(w). Daí
deduzimos que:
donde, aplicando o Teorema de Pitágoras, vem:
, (lO)
Por outro lado, o operador 7rzA,w E L(W,Z) é sobrejetivo pois é (W,Z)fc .. Lago, de
acordo com o Lema 2.1, 117r zA¡wJ.11
2
+ a~,z ~ 117r zA 11
2
• Isto implica que
o que demonstra a Proposicáo, posta que W = 7r wJ.X = X - 7r wX ou seja
3. APROXIMA<;ÁO ABSTRA TA
Apliquemos os resul tados da secáo anterior a aproximacáo de problemas variacionais
lineares abstratos.
Quando se deseja aproximar a solucáo x de um problema variacional definido
sobre um par de espacos de Hilbert (X,Y), o caminho natural a se percorrer é o
segurnte:
1. Verificar se (PX.I) está bem pasto;
2. Construir dois subespacos X" e Y¡, de dimensáo finita;
3. Verificar se (PX¡,J'h) está bem posto;
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4. Resolver (PXh,Y¡, ). de solucáo xh E X; ;
5. Majorar e estimar o erro 11x - s, Ilx'
Os pontos 1. e 3. sáo assegurados pela fraca coercividade de a sobre X x X e
X h XXii' Um procedimento usual para 2. é dado pelo método de Ritz, e assim 4, recai
em usar algoritmo s de resolucáo de sistemas lineares.
O objetivo desta Secáo é tratar do último ponto 5., ou seja establecer estimativas
destinadas a avaliar o erro ocorrido na aproximacáo do problema inicial, assim como a
distancia entre as solucóes aproximadas obtidas com o uso de dois pares diferentes de
subespacos. Tais aproximacóes sáo qualificadas de abstratas pois estabelecemos
resultados em um quadro hilbertiano geral, exprimindo as estimativas em funcáo de
dx (x, X h)' sem procurar avaliar mais precisamente. essa quantidade que, no caso de
equacñes diferenciais por exemplo, pode ser estimada gracas a resultados da teoria da
interpolacáo nos espacos de Sobolev (cf. [11]).
Urna aplicacáo direta da Proposicáo 2.1 fornece o:
Teorema 3.1. Sejain W e Z subespacos fechados X e y, espacos de Hilbert, e
a E L2c (X X Y) que é (X, Y) fe .. Entdo:
a) Para todo L E Y' , existe um único (x, Xw ) E X x Z tal que
\f)' E Y, a(x,y) = L(y) e \fz E Z, a(xw ,z) = L(z)
b) Vale a mejoracáo do erro seguinte:
(11 )
ande x e Xw sao definidos em a),
DEMONSTRAyAo,
a) É urna consequéncia direta do Teorema 1,1.
b) Observa-se inicialmente que \fZEZ, a(xw,z)=a(x,z). Logo aplicando a
Proposicáo 2.1 deduz-se imediatamente (11) ..
Esse simples corolário da Proposicáo 2.1 é formulado como Teorema pois, conforme
já antecipado na Secáo 1, sob essa forma é urna generalizacáo estrita da estimativa
clássica (4) para problemas em que a forma a é coerciva, isto é, no caso presente
(com X = Y e W = Z):
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11 a 11
Ilx-xw Ily ~----¡;;dy(x,Z), (12)
onde a denota a constante de eoercividade de a sobre Y x Y . Com efeito,
1. Nao se requer a coercividade de a, mas somente a (X, Y) fraca coercividade e a
(V,Z) fraea coercividade de a.
2. Mesmo no caso coercivo (com X = Y e W = Z), a estimativa (11) é melhor do que
(12), pois a constante que caracteriza a fraca coercividade é siempre maior do que a
que figura na definicáo da coercividade. Além disso, esta última constante para um
dado subespaco é sempre maior do que a relativa ao espaco inteiro.
Observacáo 3.1. Entretanto afraea eoereividade nao forneee a estimativa melhorada
do caso coercivo simétrico (e! [8]):
11 a 11 ~
11 x-xw Ily ~ (-) dy(xw,Z).a
Na prática, usando por exemplo o Método dos Elementos Finitos clássico, ternos
X = Y, e utilizamos urna familia de subespacos {0, L de dimensao finita, sendo h um
parámetro ligado ao grau de refinamento de urna malha, a qual se associa cada
subespaco de dimensao finita 0, destinado a aproximar Y quando h tende para 0, e
sobre os quais a é fracamente coerciva. Observa-se que se a nao for coerciva,
assegurar a fraca coercividade de a sobre toda a familia {0, L, h > ° pode ser um
problema delicado.
Neste caso, chamando de Xh a solucáo do problema variacional associado a um dado
subespaco Y", a estimativa de erro (11) se escreve:
onde a; é a conorma de Ah = reY" A¡y" . Logo, se a" é independiente de h, o problema
da aproxirnacáo de x por x" é reduzido a capacidade de aproximacáo de Y por 0"
assunto já bem sedimentado na vasta literatura sobre o Método dos Elementos Finitos.
Entretanto sugerimos na Secáo seguinte, que essa teoria pode ser usada com a mesma
eficácia para a análise de erro do Método de Volumes Finitos.
4. UM EXEMPLO NA APROXIMA<;ÁO POR VOLUMES FINITOS
Consideremos o ~eguinte problema:
Dado f' e L2 (0,1) , encontrar una funcác u E H 1 (0,1) tal que,
{
U' +u = f
u(O) = ° (13)
o problema (13) pode ser colocado sob a forma variational abaixo:
{
Encontrar u E U
(P)




a(u, v) = !u'vdx + !uvdx
v = L2(0,L) normado por 11·11 70,_
e





!I . ;"1 = r (- ) 2 dx
,1 '0,2 1
e
11·111,2 == [11'11~,2 + 11 (.)' 11~,2 ]1/
2
Dado que tanto V como U sáo espacos de Hilbert, respectivamente munido s das
normas dadas acima (cf. P.ex. [9]), para verificar que (P) tem solucáo única para
qualquer f E L2 (0,1) . pode-se proceder da seguinte maneira:
Em pnmeiro lugar, dado u E U escolhemos v = U' E V . Claramente
a(u, v) = 11u' 11~,2 + luu'dx, isto é:
aiu, v) = 11u' 11~,2 + ú' (1)/2 ~ (1+C~t 11U 11~,2 (14)
onde C; é a constante da desigualdad e de Poincaré que se aplica ao espaco U (cf. [9]).
Por otro lado, ternos trivialmente,
" 1 '1t v : < '! dO,2 - ,1 U 11,2 (15)
As relacóes (14) e (15) implicam que a condicao (7) é satisfeita com a = (1 + C~t .
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Para verificar a condicáo (8), dado v E V nao nulo, definimos u E U por
U(x) = r v(t)dt ,
a(u, v) = 11U' 11~,2 + r uudx ~ 11v 11~,2 e 11u 111,2 s (e; + 1)1/211 V 110,2' o que verifica a
XE[O,l]. Como u' = v '* ° por construcáo, ternos
condicáo desejada com urna constante igual a al/2
Agora aproximamos (P) pelo método dos volumes finitos do tipo centrado nos
vértices, definido como se segue:
Inicialmente consideramos urna particáo T, do dominio (0,1) em volumes de controle
I¡ com i = 1,2,' .. ,N de comprimentos iguais a h = L/ N, sendo N E IN', onde




V" = {V/VII; E Po "v'i, i = 1,2,"',N .
sendo Pk o espaco de polinómios de grau inferior ou igual a k.
O problema (p¡,) resume-se numa integracáo da equacao diferencial de (13) em
cada volurne de controle, seguida pela substitucáo de u por sua aproximacáo
uh E Uh. Observe-se que o método assim definido pode também ser interpretado como
um método dos elementos finitos conforme do tipo linear por pedacos usual, na
medida em que U h e U e V" e V .
Demonstra-se facilmente que o problema aproximado (Ph) satisfaz as duas condicóes
da forma (7) e (8). necessárias e suficientes para que ele tenha solucáo única
Vf E L2 (O,L). Para tanto pode-se usar exatamente os mesmos argumentos
empregados acima para o caso do problema continuo (P). De fato, basta levar em
conta que a derivada de urna funcáo de U h pertence a V¡" e reciprocamente a integral
de ° a x de urna funcáo de V¡, define necessariamente urna funcáo de U h' Assim
sendo, conclui-se que no caso do problema aproximado a condicáo (7) é verificada
com a" =a.
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Agora se em (P) consideramos o caso em que fE H1 (O,L), pode-se verificar
facilmente que u E H 2 (O,L) (ou seja u" E L2 (0,1)). Neste caso, usando os resultados
clássicos de aproximacáo polinomial por pedacos (cf. [11]), deduzimos que existe urna
constante C independiente de h, tal que:
dU(U,Uh)~ Chll u"llo2'
Daí se conclui imediatamente de (11) que
A análise desenvolvida acima'- tipicamente empregada na literatura para métodos de
elementos finitos -, pode ser estendida a outros esquemas de tipo volumes finitos, em
urna ou mais dimensóes técnicas de certa dificuldade. A esse respeito pode-se citar
alguns trabalhos recentes, entre os quais por exemplo, o de BARANGER e MAITRE
[4]. Na realidade estamos trabalhando para apresentar no futuro próximo alguns outros
*
exemplos que ilustram essa assercáo, pois acreditamos que estudos nessa linha
contribuam para desmitificar um pouco mais as por vezes táo decantadas diferencas
entre as abordagens de elementos finitos e de volumes finitos.
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