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著者等は、第 62 回 CSEC・第 6 回 SPT 合同研究発表会において、格子ベクトルの自然数表現に基
づいて定義した探索空間 ESS の網羅列挙により、格子の最短ベクトル問題を高次元で効率的に解け
ることを示した。しかし、必要な自然数表現の数は膨大であるため、ESS の網羅列挙のアルゴリズ
ムを実装する際には工夫が必要である。本稿では、実験結果に基づく自然数表現の効率的な実装法
を示す。また、自然数表現の効率的な実装の副産物として、最短ベクトルの探索における枝狩りは
非常に容易になるが、枝狩りの効果を実験結果によって示す。 
	 
The authors showed at the 62nd CSEC and the sixth SPT joint workshop that the shortest vector problem 
can be solved efficiently in high dimensions by exhaustive search in the extended search space (ESS) 
based on natural number representation  of lattice vectors. However, the number of natural number 
representations needed is very large, so that the implementation of exhaustive search in ESS requires 
some solutions. In this paper, we show a method of an efficient implementation of natural number 
representation based on experimental results. We also show the effectiveness of search tree pruning, 
which is easily implemented. Search tree pruning is consequently realized by the implementation of 
natural number representation. 
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1. はじめに 
整数格子は線形独立な整数ベクトルの整数係数
線形結合全体の集合である。本稿では、格子とい
うとき、整数格子を意味する。線形結合の係数が
整数であるという制約に起因して、格子に関する
問題のいくつかは計算困難である。その中でも、
最 短 ベ ク ト ル 問 題 (SVP=Shortest Vector 
Problem)は、18 世紀の Lagrange や Gauss の頃
から解法が考えられてきた代表的な問題である。
また、SVPは暗号理論において非常に重要な問題
である。 
SVPなどの計算困難な格子の問題に基づき，い
くつかの公開鍵暗号システムが提案されている。
格子の問題に基づく公開鍵暗号システムは，一般
に格子暗号と呼ばれている。代表的な格子暗号と
して、1990年代のほとんど同時期に提案された、
Ajtai-Dwork 暗号システム(1)、GGH 暗号システ
ム(4)、NTRU 暗号システム(5)などが知られている。
GGH暗号システムについては、Nguyenによって
破られたが(10)、2001年にMicciancio(7)によって改
良された。また、2009年にGentry によって、計
算困難な格子の問題に基づき、完全準同形暗号が
構成された(3)。格子暗号についてのその他の詳細は，
参考文献(9)等を参照されたい． 
 SVPは、原点を除いて原点に最も近い格子ベク
トルを求める問題である。ここで、格子ベクトル
とは、整数係数線形結合の点の原点を基点とする
位置ベクトルである。SVPのアルゴリズムとして、
LLL 基底簡約アルゴリズム(6)、BKZ 基底簡約アル
ゴリズム(11)、RSR 基底簡約アルゴリズム(12)、
BKZ2.0 基底簡約アルゴリズム(1)などが知られて
いる。ここで、基底簡約とは、与えられた格子の
基底から、短い格子ベクトルからなる基底を求め
ることである。そして、基底の中で最も短い格子
ベクトルが最短ベクトルの候補と考えられる。 
 BKZ基底簡約アルゴリズム、RSR基底簡約アル
ゴリズム、BKZ2.0基底簡約アルゴリズムなどは、
LLL 基底簡約アルゴリズムを拡張したアルゴリズ
ムである。これらのアルゴリズムは、LLL 基底簡
約アルゴリズムより長い計算時間を要する代わり
に，より短い基底を出力することができる。 
 これらの SVP のアルゴリズムは、整数計画法、
RSAなどの格子暗号以外の暗号解読、ディオファ
ントス近似などに応用されている。 
 2010 年に、ドイツの Darmstadt 工科大学の
Web 上で、SVP の標準的な問題として、SVP 
challenge が公開された。SVP challenge では、
格子の次元毎にSVPが設定されており、より高次
元においてより短い格子ベクトルを求めることを
競う。 
 SVP challenge の問題を解くことによって、
SVPのアルゴリズムの定量的な比較が容易になっ
た。ここでいう定量的な比較とは、SVP求解の次
元数の比較、また、同一次元における格子ベクト
ルの短さの比較のことを指している。 
 著者等は、第62回CSEC・第6回 SPT合同研
究発表会において、新しいSVPアルゴリズムであ
るESS の網羅列挙アルゴリズムを発表した。ESS
は、格子ベクトルの自然数表現に基づいて定義さ
れた探索空間である。ここで、格子ベクトルの自
然数表現とは、直交座標における格子ベクトルの
係数を離散化したものである。著者等は、ESS の
網羅列挙を用いて、SVP challengeの次元100前
後の問題をいくつかを数日で解き、ESS の網羅列
挙が高速のアルゴリズムであることを示した。 
 しかし、ESS の網羅列挙を実装する際に、自然
数表現の配列への格納の仕方が非効率であると、
アルゴリズム全体の計算効率が下がることになる。
特に、高次元でSVPを解くために必要な自然数表
現の数は膨大であるため、自然数表現のすべてを
配列に格納することは非常に非効率であり、計算
効率が大きく下がる。 
 本稿では、自然数表現の効率的な実装法を示す。
本稿で示す方法は、自然数表現を上位ビットと下
位ビットに2分割した上で、それぞれを別の配列
に格納するものである。ただし、自然数表現には、
01以外の自然数も現れうるが、短い格子ベクトル
については、01列が中心となるので、便宜上ビッ
トと呼んでいる。また、この方法による副産物と
して、探索における枝狩りが非常に容易になる。
本稿では、枝狩りによる高速化の実験結果も示す。 
 本稿の以降の構成は、以下のようになる。2 章
において、格子と最短ベクトル問題に関する基本
的な概念を要約する。3 章において、著者等が提
案した新しい SVP アルゴリズムである ESS の網
羅列挙を要約する。4 章において、自然数表現の
分布を実験結果によって示す。そして、分布に基
づく自然数表現の効率的な実装法を示す。5 章に
おいて、ESS の網羅列挙における枝狩りによる高
速化の結果を示す。 
 
2. 格子と最短ベクトル問題 
 この章では、格子と最短ベクトル問題に関する
基本的な概念を示す。格子と最短ベクトル問題に
関して、詳しくは、参考文献(8)を参照されたい。 
 
2.1 格子 
 𝑍! 上の線形独立なベクトルの組  𝐵 =(𝑏!,… , 𝑏!)  について、格子 𝐿(𝐵)  は、𝐵 =(𝑏!,… , 𝑏!) の整数係数線形結合全体の集合と定
義される。ベクトルの組 𝐵 = (𝑏!,… , 𝑏!) を、格
子 𝐿(𝐵)  の基底という。𝑛 を格子の次元という。 𝑛 ≥ 2 のとき格子の基底は、無数に存在する。 
 
2.2 最短ベクトル問題(SVP) 
 格子の最短ベクトル問題（SVP）とは、格子 𝐿(𝐵) 
が与えられたとき、 𝐿(𝐵) における原点を除く原
点に最も近い格子ベクトルを求める問題である。
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SVP は、格子の次元 𝑛 が大きくなるにつれて、
計算量的に困難になる。 
 
2.3 基底簡約 
 基底簡約のアイデアは、格子の基底を構成する
ベクトルを互いに直交に近づけることである。基
底を構成するベクトルを互いに直交に近づけるこ
とで、より短い格子ベクトルが得られることが知
られている。一般に、基底を完全に直交化するこ
とはできないが、これは格子が基底ベクトルの整
数係数線形結合によって生成される離散構造であ
ることに起因する。 
 
3. 自然数表現と ESS 
この章では、著者等が提案したSVPを解く新し
いアルゴリズムであるESSの網羅列挙の概要を示
す。詳細については、参考文献(14)を参照された
い。 
 
3.1 格子ベクトルの直交性 
 既存の主要なSVPアルゴリズムは、本質的には
LLL アルゴリズムを基礎としている。また、LLL
自体の本質的なアイデアは、Gram-Schmidt 直交
化法の演算における有理数係数を整数係数に近似
することである。LLL では、この近似の誤差を最
小にすることで、基底を直交に近づけ、短い格子
ベクトルを求める。 
 LLL で 計 算 す る 格 子 ベ ク ト ル は 、
Gram-Schmidt 直交ベクトル列の座標系において、
各座標の係数が最小に抑えられている。しかし、
BKZ や RSR 等の結果によって、この係数を最小
にすることは必ずしも最適ではなく、係数を最小
よりも少し大きく取ることで、より短い格子ベク
トルが見つかることが示された。 
 ESSの網羅列挙においても、上の係数に幅を
持たせることで短い格子ベクトルを求めるが、
RSRの方法をより拡張させている。RSRのアイ
デアの拡張として、ESSの網羅列挙においては、
格子ベクトルの自然数表現という概念を取り入
れている。これによって、対象とする格子ベク
トルが、Gram-Schmidt 直交ベクトル列の座標
系における各座標の係数が最小である状態から
どの程度ずれているかをより簡潔に表現するこ
とが可能になった。 
 
3.2 Gram-Schmidt 直交化法と格子ベクト
ルの自然数表現 
基 底 𝐵 = (𝑏!,… , 𝑏!) に つ い て 、 𝑅! 上 の
Gram-Schmidt 直交ベクトル列(𝑏!∗,… , 𝑏!∗)が、𝑏!∗ = 𝑏! − 𝜇!,!!!!!!! 𝑏!∗  𝑤𝑖𝑡ℎ  𝜇!,! = 𝑏! , 𝑏!∗ / 𝑏!∗, 𝑏!∗  𝑓𝑜𝑟  𝑖 ≥ 𝑗のように計算される。この計算の仕
方から、一般に、前の方の直交ベクトルが大き
くなり、後ろの方の直交ベクトルが小さくなる
傾向になる。 
ここで、格子ベクトル  𝜐  を、基底 𝐵 = (𝑏!,… , 𝑏!)の Gram-Schmidt 直交ベクトル
列 (𝑏!∗,… , 𝑏!∗) によって表現する。格子ベクトル 𝜐 = 𝐵𝑥  𝑤𝑖𝑡ℎ  𝑥 ∈ 𝑍! を、基底 𝐵 = (𝑏!,… , 𝑏!) に
よって生成される格子 𝐿(𝐵)における格子ベクト
ルとする。格子ベクトル 𝜐  を、基底 � =(𝑏!,… , 𝑏!) の Gram-Schmidt 直交ベクトル列(𝑏!∗,… , 𝑏!∗)と Gram-Schmidt 直交化法の係数 𝜇!,! とを用いて、𝑣 = 𝜈!!!!! 𝑏!∗ と表せる。𝑣 ∈ 𝑅! 
は、それぞれの 𝑗 について、 𝜈! = 𝑥!!!!! 𝜇!,! と
なる。以降、𝜈 を格子ベクトル𝑣のGram-Schmidt
係数という。 
RSRにおいては、Gram-Schmidt係数 𝜈 が、
それぞれの 𝑗 について、0 ≤ |𝜈!| ≤ 0.5、または、0.5 < |𝜈!| ≤ 1.0 を満たす格子ベクトル 𝜐 を計
算する。それ以外の範囲は、RSRでは考えていな
い。ここで、格子ベクトル 𝜐 の Gram-Schmidt
係数 𝜈 について、0 ≤ |𝜈!| ≤ 0.5 であるとき、𝜐 
の 𝑏!∗ 方向の係数が最小であることを意味する。
そして、0.5 < |𝜈!| ≤ 1.0 であるとき、𝜐 の 𝑏!∗ 方
向の係数が 0 ≤ |𝜈!| ≤ 0.5 であるときの次に最
小であることを意味する。 
ESS の網羅列挙においては、Gram-Schmidt
係数 𝜈 について 1.0 < |𝜈!| の格子ベクトル 𝜐 
も 計 算する。ここで、格子ベクトルの
Gram-Schmidt 係数 𝜈 を、−0.5 < 𝜈! ≤ 0 また
は0 < 𝜈! ≤ 0.5のとき 𝑗  に 0 を対応させ、−1.0 < 𝜈! ≤ −0.5 または0.5 < 𝜈! ≤ 1.0のとき 𝑗 
に 1 を対応させ、−1.5 < 𝜈! ≤ −1.0または1.0 < 𝜈! ≤ 1.5のとき 𝑗 に 2 を対応させ、以下同
様にして、全ての 𝑗 をある自然数に対応させる。
このとき、1 ≤ 𝑗 ≤ 𝑛 より 𝑛 個の自然数からなる
自然数列ができる。これを、格子ベクトル 𝜐 の自
然数表現という。ここで、Gram-Schmidt 係数 𝜈 
は基底 𝐵 = (𝑏!,… , 𝑏!) に依存するので、格子ベ
クトル 𝜐の自然数表現は基底ごとに異なることに
注意しなければならない。 
 格子ベクトル𝜐の自然数表現によって、格子ベ
クトル 𝜐 が、Gram-Schmidt 直交ベクトル列
の座標系における各座標の係数が最小である状
態からのずれを表現することができ、短い格子
ベクトルの探索に利用できる。 
 
3.3 ESS 
 著者等は、参考文献(14)において、特定の分布
によって規定される全ての自然数表現に対応する
格子ベクトルの集合として、Extended Search 
Space（ESS）を定義した。ここで、特定の分布と
は、ESSのパラメータによって決まる分布である。
したがって、ESS は、パラメータによって規定さ
れる自然数表現の数だけの格子ベクトルを含むこ
とになる。ここで、ESSは、基底𝐵 = (𝑏!,… , 𝑏!)と
自然数表現の分布を表すパラメータによって規定
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される。ESS が基底𝐵 = (𝑏!,… , 𝑏!)に依存するこ
とは、特に重要である。 
 
4. 自然数表現の実装の効率化 
 前章で見たように、ESS の網羅列挙において、
格子ベクトルの自然数表現は中心的な役割を果た
す。この章では、ESSの網羅列挙の実装における、
自然数表現の配列への効率的な格納法を示す。 
 
4.1 自然数表現の分布 
 ESS が最短ベクトルを含む頻度は、ESS を規定
する自然数表現の分布に強く依存している。ESS
を規定するために選択する自然数表現の分布とし
て最適なものと考えられるのは、最短ベクトルの
自然数表現の分布である。もちろんSVPの解であ
る最短ベクトルの自然数表現は未知であり、その
分布も未知である。そのため、既知の最短ベクト
ルから実験的に求めた分布を代わりに用いること
になる。 
 上のように、既に得られている解を分析して、
解候補の分布を計算することで、本来は解がある
はずの空間を探索しないというデメリットが生じ
うる。しかし、以下のように解候補の空間を絞る
ことで、このデメリットが生じる可能性を小さく
抑えることが可能である。 
 い ま 、 格 子 ベ ク ト ル の 座 標 と し て
Gram-Schmidt 直交ベクトル列の座標を考えてい
るため、格子ベクトル𝑣 = 𝜈!!!!! 𝑏!∗の長さ（2乗）
は、| 𝑣 |! = 𝜈!!!!!! ||𝑏!∗||!となる。この式から、𝜈!
の絶対値が大きいと、 𝑣 |! が小さくなりえない。
このため、𝜈!の絶対値が小さくなるように解空間
を絞ればよい。特に、||𝑏!∗||が大きいところは、𝜈!は
より小さい必要がある。一方、||𝑏!∗||が小さいとこ
ろは、𝜈!を多少大きくできる。このことで、一定
数の解候補を確保できる。 
 例えば、次元100のある格子の最短ベクトルの
自然数表現は、ある基底について、𝜈!が小さい方
がよい。 
[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 
 01000 20010 01000 10110] 
である。また、同じ最短ベクトルについて、別の
基底を考えると、自然数表現は、 
[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 
   01000 20010 01000 10120] 
となる。 
 上で示した最短ベクトルの自然数表現は、最短
ベクトルの自然数表現としては典型的な形である。
自然数表現の定義の仕方から、上記自然数表現に
おける 0,1,2 は𝜈!の絶対値の大小を表している。
これらの形の自然数表現を包含する自然数表現の
分布によってESSを規定するということは、𝜈!の
絶対値が同程度かつ大きな𝜈!の出現頻度が一定の
規則に従うベクトルの集合を考えるということで
ある。このことにより、𝜈!の絶対値として限定さ
れた範囲を考え、また、大きな𝜈!の出現頻度を考
慮していないRSRよりも、ESSにおいては最短ベ
クトルが求まる頻度が高くなる。ここで、典型的
という意味は、例えば、自然数表現において1以
上の数が現れる最小次元以降、次に1以上の数が
現れる次元まで比較的多くの0が続くことである。
分布の決め方については、参考文献(14)を参照さ
れたい。 
 
4.2 分布に基づく自然数表現の分割 
 ESS を規定する自然数表現の分布が決まれば、
その分布が含む全ての自然数表現に対応する全て
の格子ベクトルを計算し、その中で最も短いベク
トルを出力すればよい。そのため、ESS の網羅列
挙の実装の際には、ESS を規定する分布が含む全
ての自然数表現を配列変数などに格納する必要が
ある。 
 ここで、簡単のため、次元 20 の格子における
ESS の網羅列挙を考える。いま、ESS を規定する
自然数表現の分布を、自然数表現における1以上
の数の個数と現れる範囲によって決定する。例え
ば、「自然数表現における1の数が3個、1の現れ
る範囲が次元11から20」といったときには、 
[00000 00000 10000 11000] 
[00000 00000 10000 01001] 
[00000 00000 00000 11001] 
[00000 00000 00010 10100] 
のような形を含む自然数表現の分布となる。 
 ここで、自然数表現における0の個数と0の現
れる範囲は問題にしなくてよい。それは、自然数
表現における1以上の部分が決定すれば0の部分
は一意に決まるからである。そのため、例えば、
自然数表現 
[00000 00000 10000 11000] 
を配列変数に格納する際には、 
[10000 11000] 
のみを格納すればよい。 
 上の分布の自然数表現を 2 次元配列変数
rep_array に格納する場合、rep_array の要素数は
上の分布が含む全ての自然数表現の数と等しくな
る。高次元のSVPにおいては、上で考えたよりも
非常に多くの自然数表現を含む分布を考えるため、
rep_array の要素数が大きくなりすぎて非効率で
ある。 
 ここでのアイデアは、自然数表現を分割して考
えることにより、配列の要素数を飛躍的に減らす
ということである。簡単のため、上の例で挙げた 
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[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 
 01000 20010 01000 10110] 
及び 
[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 
   01000 20010 01000 10120] 
という自然数表現を、配列変数に格納することを
考える。これらの自然数表現を含む分布として、
例えば「1の個数が10個以内、1の現れる範囲が
次元60から100、2の個数が3個以内、2の現れ
る範囲が次元70から100」というものを考える。 
 4.1 節で述べたように、最短ベクトルの自然数
表現においては典型的に、1 以上の数が現れる最
小次元以降、次に1以上の数が現れる次元まで比
較的多くの0が続く。しかし、上で考えた分布は、
例えば、 
[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 11100 00020 10000 
   01000 20000 01000 10110] 
というような形の自然数分布も含む。既知の最短
ベクトルの自然数表現の分析から、1 以上の数が
現れる最小次元周辺においては、1 以上の数は疎
になる傾向が強いことが実験的に分かっている。
また、Gram-Schmidt 直交化法の計算の仕方から
前の方の||𝑏!∗||が大きいため、比較的前の方の𝜈!の
絶対値が大きくなると、| 𝑣 |!が大きくなってしま
う。このため、最短ベクトルの自然数表現がこの
ような形になる頻度は非常に低いと考えられ、こ
のような形の自然数表現を含めて考えることには
大きな無駄が生じる。 
 そこで、自然数表現を「1 以上の数が現れる最
小次元の周辺」と「その次に1以上の数が現れる
次元から最終次元」までの範囲に分けて考えるこ
とにする。これらの範囲を、それぞれ自然数表現
の下位ビット、上位ビットと呼ぶことにする。上
の例では、例えば、自然数表現の下位ビットにつ
いては、「1の個数が1個、1の現れる範囲が次元
60から70」、上位ビットについては「1の個数が
9個以内、1の現れる範囲が次元70から 100、2
の個数が 3 個以内、2 の現れる範囲が次元 70 か
ら 100」という分布を考えればよい。この例にお
ける自然数表現の格納法として、下位ビットに関
しては、以下の 10 個の 0-1 数字列を 2 次元配列
に格納する： 
[10000 00000] 
[01000 00000] 
[00100 00000] 
[00010 00000] 
[00001 00000] 
[00000 10000] 
[00000 01000] 
[00000 00100] 
[00000 00010] 
[00000 00001]。 
そして、上位ビットに関しても、下位ビットと同
様に全ての0-1-2 数字列の組み合わせを2次元配
列に格納する。この例での上位ビットの規定の仕
方から、上位ビットに関する分布は、例えば、 
[00021 10010 01000 20010 
 01000 10110] 
という自然数表現を含む。ここで、下位ビットの
一つの要素[00001 00000]と上位ビットの一つの
要素[00021 10010 01000 20010 01000 10110]
を組み合わせれば、 
[00001 00000 00021 10010 
  01000 20010 01000 10110] 
となる。ここでは、既に述べたように自然数表現
における0の個数と0の現れる範囲は問題にしてい
ないが、下位ビットと上位ビットを組み合わせたこ
の表現について、先頭に60個の0数字列を明示的に
付け足せば、既知の最短ベクトルの自然数表現 
[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 
 01000 20010 01000 10120] 
が再現できることが分かる。ここでの主張は、この
自然数表現と、下位ビットの一つの要素 
[00001 00000] 
と上位ビットの一つの要素 
[00021 10010 01000 20010 
01000 10110] 
との組み合わせを、等価なものとみなすというこ
とである。 
 上の分布の含む自然数表現の数は、組み合わせ
の数を考えれば、最初に考えた「1 の個数が 10
個以内、1の現れる範囲が次元60から100、2の
個数が 3 個以内、2 の現れる範囲が次元 70 から
100」という分布の含む自然数表現の数よりも飛
躍的に少なくなることが分かる。 
 上の考えに基づいて、自然数表現の格納のため
に、2つの2次元配列変数を用意する。すなわち、
自然数表現の下位ビットを 2 次元配列変数
rep_array_low、上位ビットを 2 次元配列変数
rep_array_high に格納するというようなことが
できる。いま、例えば、rep_array_low の要素数
が 200、rep_array_high の要素数が 10000 個と
する。このとき、rep_array_low の 1つの要素に
対して rep_array_high の 10000 個のそれぞれの
要素を合わせたものが1つの自然数表現となるの
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で、合計の自然数表現は 2000000 個となる。
2000000個の自然数表現を1つの2次元配列変数
rep_array に格納すれば、要素数は2000000個に
なる。Javaであれば、次のように宣言することに
なる： 
int[][] rep_array = new int[200000][rep_length]; 
 
したがって、この場合、2000000×rep_length×        
(int 整数型変数格納に要するメモリ量)のメモリが
必要となる。ここで、rep_length は下位ビットの
長さ rep_length_low と上位ビットの長さ rep_le
ngth_highを足したもの、すなわち、rep_length=  
rep_length_low+rep_length_highである。 
 しかし、上のように2つの2次元配列変数に分
ければ、その要素数はそれぞれ200個、10000個
となる。この場合、Javaであれば、次のように宣
言することになる： 
int[][] rep_array_low = new 
int[200][rep_length_low]; 
 
int[][] rep_array_high = new 
int[10000][rep_length_high]; 
 
したがって、この場合、(200×rep_length_low+        
10000×rep_length_high)×(int 整数型変数格納に
要するメモリ量)のメモリ量が必要となる。 
 例として、rep_length_low=10、rep_length_ 
high=30、(int 整数型変数格納に要するメモリ量)
=32ビットとする。このとき、1つの2次元配列
変数のみを用いる場合に必要となるメモリは、20
00000×40×32/(1024×8)=約 312MBである。一
方、2 つの 2 次元配列変数を用いる場合に必要と
なるメモリは、(200×10+10000×30)×32/(1024×8)=約 1MBである。この例では、1つの 2次元
配列変数のみを用いる場合は、2 つの 2 次元配列
変数を用いる場合に比べて、約265倍もメモリ量
が必要になることが分かる。この例から、2つの2
次元配列変数を用いることは、メモリ使用量の観
点から、非常に効率的であることが分かる。 
 以上のように、自然数表現を2分割して考える
ことの効果は、2 つ存在する。第一に、考えるべ
き自然数表現の数自体が飛躍的に減少することで
ある。第二に、実装の際に、配列変数が要するメ
モリを飛躍的に抑えることができることである。 
 
5. 枝狩りによる ESS の網羅列挙の高速
化 
 この章では、前章で示した格子ベクトルの自然
数表現を下位ビットと上位ビットに2分割する方
法に基づいて、格子ベクトルの探索における枝狩
りの方法を示す。 
 
5.1 自然数表現の上位ビット分の長さへの
寄与 
 格子ベクトルの自然数表現が決まれば、自然数
表現に基づいて格子ベクトルの長さを効率的に計
算することができる。詳細については、例えば、
参考文献(12)を参照されたい。4 章において、格
子ベクトルの自然数表現を下位ビットと上位ビッ
トに2分割したが、上位ビットの部分に相当する
各座標におけるベクトルの長さの和が既に大きい
場合を考える。既に述べたように、格子ベクトル
の座標としてGram-Schmidt直交ベクトル列の座
標を考えているため、格子ベクトル𝑣 = 𝜈!!!!! 𝑏!∗
の長さ（2乗）は、| 𝑣 |! = 𝜈!!!!!! ||𝑏!∗||!となる。
ここで、𝑏!∗が互いに直交することに注意されたい。
上位ビットの最小次元を𝑘とすると、上位ビット
の部分に相当する長さ（2乗）の和は、 𝜈!!!!!! 𝑏!∗!
である。上で示した式||𝑣||! = 𝜈!!!!!! 𝑏!∗!から、
上位ビットの部分に相当する長さ（2 乗）の和𝜈!!!!!! 𝑏!∗!を打ち消す項が存在しない。このこと
から、上位ビットの部分に相当する各座標におけ
るベクトルの長さの和が既に大きいベクトルの全
体の長さを計算しても最短ベクトルが求まる可能
性は低いと考えられる。 
 このアイデアに基づいて、上位ビットの部分に
相当する長さの和が一定以上であれば、下位ビッ
トも含めて計算を打ち切り、次の自然数表現に移
ることにした。ここでは、この方法を最短ベクト
ルの探索における枝狩りと呼ぶ。 
 
5.2 枝狩りによる高速化 
 例えば、4.2 節の例と同様に、自然数表現の
下位ビットを格納する rep_array_low の要素数
が 20 個、上位ビットを格納する rep_array_high
の要素数が10000個とする。いま、上位ビットの
部分に相当する長さの和が一定以上に大きい
rep_array_highの要素数が1000個とする。この
とき、5.1 節で考えた枝狩りを用いれば、格子ベ
クトルの全体の長さを計算する回数を 20000 回
減らすことができる。 
 実際に、枝狩りによりどの程度、計算時間を減
少させることができるかについて、次元120の格
子におけるESSの網羅列挙の実験を行った。ここ
で用いた格子は、SVP challenge(13)において公開
されている格子である。 
 ここでは、ESS を規定する分布として、自然数
表現の下位ビットについては「1の個数が1個、1
の現れる範囲が次元80から100」、上位ビットに
ついては「１の個数が 6 個以内、1 の現れる範囲
が次元100から120」というものにした。この分
布が含む格子ベクトルの自然数表現の数は比較的
少なく、探索自体も比較的短時間で終了する。こ
こでの目的は最短ベクトルを求めることではなく、
枝狩りの効果を計るためであるので、このような
パラメータを選択した。 
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 また、枝狩りの方法として、上位ビットの部分
に相当する長さの和が、𝑏!""∗ の𝑝𝑓倍よりも大きい
ときに計算を打ち切ることにした。 
 その結果、枝狩りを全く行わない場合9.96085
秒の探索で得られた格子ベクトルの長さで最小値
は 5719.7 であった。𝑝𝑓 = 3.0で枝狩りを行った
場合 9.22761 秒の探索で得られた格子ベクトル
の長さの最小値は 5719.7 であった。また、𝑝𝑓 = 2.0で枝狩りを行った場合2.10684秒の探索
で得られた格子ベクトルの長さの最小値は
5719.7 であった。𝑝𝑓 = 3.0及び𝑝𝑓 = 2.0の場合、
探索時間は飛躍的に短くなっている一方、枝狩り
を行わない場合と同じ短さの格子ベクトルが得ら
れた。このように、簡単な実装により、非常に高
い枝狩りの効果が得られた。 
 
6. まとめ 
本稿では、ESS の網羅列挙のアルゴリズムを実
装する際に、格子ベクトルの自然数表現を格納す
る配列の要素数が膨大になるという問題に対する
解決策を示した。本稿で示した方法は、実際の最
短ベクトルの自然数表現の実験結果に基づいて、
格子ベクトルの自然数表現を上位ビットと下位ビ
ットに2分割し、それぞれのビットを別の配列に
格納するというものである。これによって、必要
な格子ベクトルの自然数表現の配列の要素数は飛
躍的に減少した。 
また、自然数表現の上位ビットと下位ビットへ
の2分割の方法の副産物として、探索における枝
狩りの実装が非常に容易に行えることを示した。
本稿では、探索の枝狩りによる高速化の実験結果
も示した。 
ESS の網羅列挙の高速化について、上で述べた
格子ベクトルの自然数表現を上位ビットと下位ビ
ットへの2分割、及び、探索の枝狩りに加えて、
他に様々な工夫を施した。その結果、Darmstadt
工科大学の SVP challenge において、2013 年 9
月9日現在、これまでに解かれた中で最高の126
次元において約100日(CPU時間)で最短ベクトル
を求めることができた。 
これまでは、Schnorr が開発したBKZ基底簡約
アルゴリズムがSVPのアルゴリズムとして、デフ
ァクトスタンダードであった。そして、最近、BKZ
基底簡約アルゴリズムの改良版として、Chen 等
が BKZ2.0 基底簡約アルゴリズムを提案した。
Chen 等は、BKZ2.0 を用いて、SVP challenge
の126次元において約800日(CPU時間)で最短ベ
クトルを求めた。Chen等が用いたCPUの詳細情
報が不明であるため、直接の比較はできないが、
求解に要した CPU 時間から、本研究における手
法の優位性が示されていると考えられる。 
SVP求解の高速化の要は、アルゴリズム自体の
改良にあるが、本稿で示したようにアルゴリズム
のそれぞれの部分の実装法によっても大きく効果
が異なる。今後、アルゴリズム自体の改良ととも
に、実装法も改良していく予定である。また、計
算プロセスの効率的な並列化、及び、計算環境の
充実化をし、より高次元のSVP求解に取り組んで
いく。 
 また、上で述べたように、本稿で示した自然数
表現を上位ビットと下位ビットへの2分割、及び、
探索の枝狩りに加えて、他に様々な工夫を施し続
けている。これらの全ての技術を統合した上で、
SVP challengeを解いている。今後、自然数表現
の分割や探索の枝狩りというような個々の技術に
よって達成される高速化の度合いを、実験によっ
て定量的に示すことも課題である。 
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