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Abstract: Given a real coefficient polynomial D ( s ) ,  there 
exist several procedures for testing whether it is strictly 
Hurwitz (i.e., whether it has all its zeros in the open left-half 
plane). If the coefficients of D(s )  are uncertain and belong 
to a known interval, such testing becomes more complicated 
because there is an infinitely large family of polynomials to 
which D(s )  now belongs. It was shown by Kharitonov that 
in this case it is necessary and sufficient to test only four 
polynomials in order to know whether every polynomial in 
the family is strictly Hurwitz. An interpretation of this re- 
sult in terms of reactance functions (i.e., LC impedances) 
was recently proposed. These results were also extended 
recently for the testing of positive real property of rational 
transfer functions with uncertain denominators. In this pa- 
per we review these results along with detailed proofs and 
discuss extensions to the discrete-time case. 
I. INTRODUCTION. 
Consider a continuous-time linear time invariant sys- 
tem characterized by a transfer function H ( s )  = U ( s ) / D ( s )  
where U ( s )  and D ( s )  are polynomials in s. We shall as- 
sume that there are no uncanceled common factors between 
U ( s )  and D(s) .  The system H ( s )  is said to be bounded- 
input bounded-output stable (or just BIBO stable [1,2]) if 
every bounded input s(t) produces a bounded output y(t). 
It is well-known that the system is BIBO stable if and only 
if all its poles (which are the zeros of D ( s ) )  have strictly 
negative real parts. Now the polynomial D ( s )  is said to be 
strictIy Hurwitz (abbreviated SH) if all its zeros are in the 
open left half plane (abbreviated LHP), i.e., if each zero S k  
satisfies ReIsk] < 0. Thus, the system H ( s )  is BIBO stable 
if and only if D(s)  is SH. (In this paper, we shall imply 
BIBO stability even if we loosely use the word ‘stable’.) 
In this paper we shall be concerned with tests for the SH 
property under uncertain conditions. 
The polynomial D ( s )  has the form 
D ( s )  = do -t d l s  + . . . + dNSN 
and we shall assume that the coefficients d ,  are real. With 
dN # 0, the degree of D(s)  is equal to N .  If all the coeffi- 
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cients d ,  are known, then we can use standard procedures 
to test whether D ( s )  is SH, one of these being the well- 
known Routh-Hurwitz criterion [2,3], reviewed in Sec. 11. 
If, on the other hand, the coefficients are uncertain, then 
the problem is more involved. Suppose, for example, that 
each coefficient belongs to an interval 
and that the bounds dn,m and dn,M are known. We now 
have a family of polynomials of the form (I) ,  and the co- 
efficients of each member of this family satisfy (2). Based 
only on the knowledge of the bounds dn,m and dn,M for 
0 5 n 5 N ,  we would like to answer the following question: 
is every member of this family SH? 
No doubt, the first thought that occurs to us is that we 
have to test an infinite number of polynomials in order to 
know the answer. Kharitonov showed [4] in 1979 that it is 
sufficient to test only four polynomials! These four polyno- 
mials, called the Kharitonov polynomials, will be defined 
in a later section when we are mathematically ready for 
it. Even though Kharitonov’s original proof was somewhat 
incomprehensible to the electical engineer, a second proof 
based on electrical reactances was given in [5]. In Sec. I1 of 
this paper, we shall first review the well-known connection 
between reactances I31 and SH-test procedures (21 (such as 
the Routh-Hunvitz criterion). Once the reader is reminded 
of this connection, the construction of Kharitonov poly- 
nomials and the proof of Kharitonov’s claim follow in a 
straightforward manner (Sec. 111). In Sec. IV we also re- 
view a number of extentions of Kharitonov’s result for the 
case of discrete-time systems [6,7], including a new result 
for this case. These will be explained in Sec. V based on 
discrete-time reactances, so that they do not come as a com- 
plete surprise. However, as discussed in Sec. IV, there is 
no ezact equivalent of Kharitonov’s result for the discrete- 
time case. Kharitonov-type results for the test of other 
properties such as positive realness of a rational transfer 
function with uncertain coefficients (which find application 
in adaptive filtering) are reviewed in Sec. VI. 
Notice the implicit assumption that the variations of 
the coefficients are independent of each other so that each 
coefficient can take on any value in the interval regardless 
of the values taken by the other coefficients. The intervals 
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(2) can be visualized by imagining a hyper rectangle in the 
(N + 1)-dimensional space of coefficients. Points that lie 
on or inside this rectangle describe the family of polynomi- 
als characterized by (2). The term 'interval polynomials' is 
sometimes used to describe the family of polynomials de- 
scribed in this manner. 
The frequency variables for continuous 
time and discrete time cases will be, respectively, R and w, 
so that the 'steady state' of a transfer function is obtained 
by setting s = jR (continuous time case) and z = cJw (dis- 
crete time case). A polynomial with real coefficients is said 
to be a real polynomial. A real rational function is a ratio 
of two real polynomials. The degree of a rational function is 
equal to the highest power of s (or z-l in the discrete case) 
appearing in the expression H ( s )  (or H ( z ) )  after canceling 
off any common factors. 
Notations. 
11. ROUTH-HURWITZ TESTS, REACTANCES, AND 
CONTINUED-FRACTION EXPANSIONS 
In this section, we assume that dn are known (i.e., no 
uncertainity) , and review certain well-known procedures for 
testing the SH property of D(s ) .  The most obvious proce- 
dure wculd of course be to find all the N zeros of D ( s )  and 
test the real parts. This, however, is unnecessary work, and 
can sometimes lead to  incorrect conclusions due to numer- 
ical errors. 
2.1. Continued-fraction expansion and the SH-test. 
A more elegant and efficient procedure is the Routh- 
Hurwitz test, described in many electrical engineering texts 
[2,3]. In this procedure, a table (called Routh's table) is 
formulated, and primarily by inspection of signs of certain 
entries in the table, it is possible to tell whether D ( s )  is SH 
oi not. We shall now describe this test using the language 
of reactances and continued fraction expansions. 
Any polynomial D ( s )  of the form (1) can be written in 
the form 
- D ( s )  = P(s2) + sQ(s2)  (3) 
simply by collecting the terms with even powers of s and 
the terms with odd powers of s into two different groups. 
For example, if 
D(s )  = 2s4 + s3 + 8s2 + 2s + 6 (4) 
then 
P ( s 2 )  = 2s4 + 8s' + 6, Q ( s 2 )  = s2 + 2. (5) 
The coefficients of P ( s )  and Q ( s )  are given by 
Suppose we now form a function 
and then perform a continued-fraction expansion (abbrevi- 
ated CFE) [3,8]. By inspection of the coefficients of the 
CFE it is possible to tell whether D(s )  is SH or not. The 
first step in obtaining the CFE is to write it as 
(8 )  
2s4 + 8s2 + 6 4s2 + 6 
=2s+- 
s3 + 2s s3 + 2s F(s )  = 
i.e., simply divide the highest power in the numerator by 
the highest power'm the denominator to obtain 2s. Then 
write F ( s )  = 2s + Fl(s). Since Fl(s) has numerator degree 
less than denominator degree, we can repeat the operation 
on l/Fl(s): 
-(s) 1 = -s 1 + F2(s) 
F1 4 
(9) 
Continuing in this manner we obtain the CFE 
(10) 
1 2s4 + 8s' + 6 = 2s + 
1 F ( s )  = 1 
-s + s3 + 2s 1 4 8s + -i-- 
-s. 
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More generally if D(s)  is as in (l), then the CFE looks like 
1 L3s + 
c4s + - L5s + ... 
If the degree of s Q ( s 2 )  exceeds that of P ( s 2 )  then the first (11)
coefficient L1 turns out to be zer% in which case we have 
to redefine F ( s )  to be sQ(s2) /P(s2)  before performing the 
CFE. The quantities L1,C2, .. etc. in the CFE of F ( s )  are 
called the coefficients of the CFE. There are N such coeffi- 
cients if D(s)  has degree N .  It is well-known [3,8] that D(s)  
is SH if and only if these N CFE coefficients are strictly 
positive. 
One can attach a physical meaning for the CFE coeffi- 
cients by considering the electrical network (LC network) of 
Fig. 1. If the inductors and capacitors in this network are 
assigned values equal to the CFE coefficients of F ( s ) ,  then 
the input impedance of the network is precisely equal to 
F ( s ) .  We know that the network is passive (in fact lossless) 
if and only if all the L,C elements are positive. The input 
impedance of an LC network with positive element-values 
is called a reactance. 
We can summarize these ideas as follows: 
Lemma 2.1. Given the polynomial D ( s ) ,  form the func- 
4 if the degree of P ( s 2 )  is less than that of sQ(s2) ,  then 
we define F ( s )  = s Q ( s 2 ) / P ( s 2 ) .  
2 
tion F ( s )  defined to be P ( s 2 ) / s Q ( s 2 )  or s Q ( s 2 ) / P ( s 2 )  as 
described earlier. Then the following are true: 
1. D ( s )  is SH if and only if F ( s )  is a reactance of degree 
N .  
2. The function F ( s ) ,  in turn, is a reactance of degree N 
if and only if all the N CFE coefficients are strictly 
positive. 
3. The function F ( s )  is a reactance of degree N if and only 
if it is the input impedance of a network of the form in 
Fig. 1 with all the N L,C elements strictly postive. 
In practice, the above CFE is performed in a more ef- 
ficient way, by means of a neat tabulation which reduces 
the amount of writing and paper-work required to do the 
CFE, and also leads to simple computer programs. This 
tabulation is the Routh array 121. For the above example, 
this array is shown in Fig. 2. The first and the second rows 
represent the coefficients of P ( s )  and Q(s)  respectively. Af- 
ter this the elements of the successive rows represent the 
numerators of Fi(s), F2(s) and so on. These coefficients 
can be generated by a simple cross-multiplication opera- 
tion, demonstrated, for example, in [2, page 3241. Once the 
table is formed in this way, the first column bears all the 
information about the CFE. More specifically, if we take 
the ratio between successive entries of the first column, we 
obtain the CFE coefficients. In our example these ratios 
are 2/1, 1/4, 8, and 1/12 which are precisely the CFE co- 
efficients in (IO). 
2.2. Review of properties of reactances. 
The proof of the above connection between CFEs, reac- 
tances, and SH-tests is based on a number of crucial p rop  
erties of a reactance. Even though we shall skip this proof 
(see [3,8)), we would like to review these properties here. 
The poles and zeros of a reactance are all single (i.e., 
multiplicity one) and are located on the j n  axis (i.e., 
imaginary axis) of the s plane. Moreover the poles and 
zeros are interlaced (Fig. 3). 
Consequently a reactance is always of the form F ( s )  = 
P ( s 2 ) / s Q ( s 2 )  or s Q ( s 2 ) / P ( s 2 )  where P ( s )  and Q(s )  
are real-coefficient polynomials. Another consequence 
is that there is a pole or zero at s = 0 and also at 
As a result of Property 2, F ( j n )  is purely imaginary, 
i.e., F ( j n )  = j V ( n )  where V ( n )  is a real-valued func- 
tion. Since the coefficients of F ( s )  happen to be real, 
V ( n )  is an odd function, i.e., V ( n )  = -V(-n). 
A plot of V ( n )  has discontinuities at the poles, and is 
monotone increasing elsewhere as shown in Fig. 4. 
Conversely [3], given a function F ( s ) ,  we can test 
s = 00. 
whether it is a reactance by studying Property 1. More 
specifically, we have: 
Lemma 2.2.Suppose F ( s )  is a real rational function such 
that a) all poles and zeros are single, b) they are constrained 
to lie on the imaginary axis, and c)poles and zeros are in- 
terlaced. Then either F ( s )  or - F ( s )  is a reactance. 
We restate this lemma in terms of plots of the type in 
Fig. 4, for better visualization. 
Lemma 2.3 Let F ( s )  be a real rational function of de- 
gree N of the form P(s2) / sQ(s2)  where P ( s )  and Q(s) are 
polynomials in s (and with no common factors) so that 
F ( j n )  = jV(n)  with V(n)  real. If the plot of V(n )  has N 
distinct singularities, and if it is monotone increasing be- 
tween singularities (with a zero interlaced between adjacent 
singularities) then F ( s )  is a reactance. 
If F ( s )  satisfies the conditions of the Lemma, then D(s)  
defined as in (3) is SH. This Lemma is unbeleiuably powerful 
as we shall see. 
111. STATEMENT AND PROOF 
OF KHARITONOV'S THEOREM 
Now consider the family of polynomials D(s)  with the 
coefficients d, belonging to the independent intervals as in 
(2). Define P ( s 2 )  and Q(s2)  as usual, as in (3). Note that 
P ( s 2 )  has even-numbered coefficients d2,  and Q ( s 2 )  has 
odd numbered coefficients dZn+l. Assuming that the coef- 
ficients of D(s)  can have any values in the intervals defined 
by (2), we have a family of polynomials with infinite num- 
ber of members. Those polynomials in this family for which 
each of the coefficients dn takes on an extreme value (i.e., 
dn,m or dn,M) are called uertez polynomials. In general we 
have a total of 2N+1 vertex polynomials. For example if 
N = 2, there are three coefficients, and we have 23 = 8 ver- 
tex polynomials as demonstrated in Fig. 5. In Kharitonov's 
theorem, four of these 2N+1 vertex polynomials play a cru- 
cial role. Our first aim here is therefore to define these four 
polynomials. 
Suppose we define a polynomial Pi (s2) by choosing the 
successive coefficients of P ( s 2 )  to be: min, max, min, max, 
... and so on. In other words let 
p1(s2) = Po,, + p1,Ms2 + ~ 2 , ~ s ~  + 3 , s '  + (12) 
Similarly define P2(s2) in exactly the opposite way (i.e., 
max, min, m u ,  min, ... etc.): 
P2(s2) = PO,M + Pl,ms2 + P ~ , M s ~  + p3,rns' + ... (13) 
In the same way let us define Q1(s2) and Q z ( s 2 ) :  
6 Qi(s2) = qO,m + q1,MS2 + q2,ms4 + ~ 3 , ~ s  + ... 
Q2(s2)  = q0,M -t qi,rns2 + ~ 2 , ~ s ~  + q3,rnS' + ... 
(14) 
(15) 
We can now define four specific choices of the polynomial 
D ( s )  by combining the two specific choices for P ( s 2 )  and 
the two for Q(s2) .  These are given by 
Dkn(s) = Pk(s2) f sQ,(s2), 1 5 IC, n I 2. (16) 
These four polynomials Dll(s) ,D12(s) ,  D21(s), D22(s) are 
called the Kharitonov polynomials. We are now ready to 
state the main result: 
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Theorem 3.1. (Kharitonov's theorem.) The real coeffi- 
cient polynomial D(s)  is strictly Hurwitz for every possible 
set of values of coefficients belonging to the interval (2) if 
and only if the four vertex polynomials Dkn, 1 5 k,n 5 2 
are strictly Hurwitz. 
In order to prove this theorem, we shall first assume 
that the coefficients of Q(s) (i.e., &+I) are fixed so that 
only the coefficients Pn of P(s ) )  are uncertain, belonging to 
the range 
Pn,m 5 Pn 5 Pn,M- (17) 
The family of polynomials, of course, still has an infinite 
number of members. The four polynomials in (16) now 
degenerate into only two polynomials, 
D ~ ( s )  = P2(s2) + sQ(s2) (19) 
and an arbitrary member of the infinite family has the form 
D(s)  = P(s') + sQ(s2). (20) 
Our aim now is to prove that if Dl(s) and D2(s) are SH then 
D(s)  is SH for every pn satisfying (17). This is equivalent 
to proving that P(s2)/sQ(s2) is a reactance of degree N if 
P1(s2)/sQ(s2) and P2(s2)/sQ(s2) are reactances of degree 
N .  
For this, note that if we evaluate the polynomials 
Pl(s2), P2(s2) and P ( s 2 )  for s = j n  we get 
P ( 4 2 )  = po - p1 n2 +p2 n4 - p3 n6 + ... (22) 
P2(-n2) = P0,M - Pl,mn2 + PZ,Mn4 - P3,mn6 -I- ... (23) 
From (17) we know that Pn is sandwiched between Pn,m 
and p n , ~ .  And since n2 2 0, it is immediately clear from 
(21-23) that P ( - n 2 )  is sandwiched between P1(-n2) and 
~.(-n'), i.e., 
Pl(-n') 5 P ( - n 2 )  5 Pz(-n2) ,  for all n. (24) 
This property is the key to the secret of Kharitonov's result. 
Everything else follows from this, as we shall see next. 
Let us denote 
For s = $2, the quantities F(s),Fl(s) and F2(s) are purely 
imaginary so that we can write 
Assuming &(s) and Dz(s)  to be SH of degrees N, F ~ ( s )  
and F2(s) are reactances of degree N .  Moreover these reac- 
tances have poles at s = 0. It is also obvious that F ( s ) ,  F~(s) 
and F2(s) have the same set of poles so that V(n ) ,Vi (n )  
and V2(n) 'blow up' for the same set of values of n. Sum- 
marizing we have the following situation. 
1. Fl(s) and F2(s) are reactances with the same set of 
poles. Moreover F ( s )  has this same set of poles so that 
Vl(n),V2(n) and V(n)  'blow up' at the same set of 
frequencies. 
2. The numerator of V(n )  is sandwiched between those of 
Vl(n) and V2(n) because of (24). The deominators of 
V(n) ,  Vl(n) and V2(n) are the same, viz., nQ(-n2). 
3. In addition to this, Fl(s) and Fz(s) are reactances with 
a pole at s = 0. 
4. As a consequence of these the plots of Vi(n) and Vz(n) 
are as shown in Fig. 6. 
5. In view of these, the only possibile behavior of V ( n )  
is as indicated in Fig. 6, i.e., it has N singularities in 
the range -eo 5 n 5 00, is monotone increasing be- 
tween singularities and has a zero in between each pair 
of singularities. By using Lemma 2.3 we can therefore 
conclude that F ( s )  is a reactance so that D ( s )  is SH! 
We have therfore proved Kharitonov's theorem assum- 
ing that only the even-numbered coefficients dzn are uncer- 
tain. We shall state this as a Lemma for ease of reference 
Lemma 3.1. Let D(s)  be a real-coefficient polynomial 
of degree N whose even-numbered coefficients dZn (equal 
to pn) are uncertain, belonging to the interval (17). Define 
the two vertex polynomials &(s) and D2(s) as in (18J9). 
Then D(s)  is SH for all pn satisfying (17) if and only if 
&(s) and D2(s) are SH. 
In our above discussions, we have proved the 'if' part 
of the Lemma. The 'only if' part follows trivially because 
Dl(s) and &(s) are themselves members of the family of 
polynomials under discussion. - 
The next logical step now is to assume that the coeffi- 
cients of P(s') are fixed and those of Q(s2)  are uncertain. 
In other words, only the odd numbered coefficients dZn+l 
of D(s)  are uncertain. By following an argument very sim- 
ilar to the above, we can arrive at the following Lemma. 
Details are omitted to avoid repetitions. 
Lemma 3.2. Let D ( s )  be a real-coefficient polynomial of 
degree N whose odd-numbered coefficients (equal to 
qn) are uncertain, belonging to the interval 
- 
Define the two vertex polynomials &(s) and D~(s) a? 
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Then D(s)  is SH for every qn belonging to (27) if and only 
if D3(s) and D4(s) are SH. 
It is a simple matter to combine Lemmas 3.1 and 3.2 
to obtain a proof of Kharitonov's theorem. For this as- 
sume that all the coefficients dn are uncertain, and assume 
that the four polynomials in (16) are SH. Since D l l ( s )  and 
D21(s )  are SH, then by Lemma 3.1 we see that 
D ~ ( s )  = P ( s 2 )  + sQl(s2) (29) 
is SH for all Pn in (17). Since D12(s )  and D22(s) are SH; 
the polynomial 
Db(s) = P(S2) + sQ2(s2) (30) 
is SH for all p ,  in (17). Now by using Lemma 3.2 on the pair 
D4(s)  and Db(s) we conclude that the polynomial D ( s )  in 
(20) is SH for all qn in the range (27) for any in the range 
(17). In other words, D ( s )  is SH for all d n  in the range (2), 
which completes the proof of Kharitonov's theorem. 
IV. EXTENSIONS TO THE DISCRETE-TIME CASE. 
As soon as Kharitonov's results were announced, it 
aroused great interest in the Engineering community. The 
natural question that came up was: can we get a simi- 
lar result for discrete-time systems? People sat down and 
tried to prove a similar result, but it was soon found out 
that a straight-forward extension does not czist, as proved 
by certain counter examples [SI. However, some modified 
and partial results have been proved to be true, and in this 
section we shall elaborate on some of these. 
4.1. Review of basics. 
Consider a discrete-time linear time invariant (LTI) sys- 
tem characterized by a rational transfer function H ( z )  = 
U ( z ) / D ( z ) .  We shall assume that this is a causal system. 
Here M ( z )  and D ( z )  are polynomials in 2-l with no com- 
mon factors. Since U(.) does not affect stability properties, 
we can ignore its presence from now on. Let 
D ( z )  = 4 + d l z - ' +  . . . + d N z - N  (31) 
with d N  # 0 so that the degree of D ( z )  is equal to N. 
We say that D(z )  is strictly Hurw.tz (SH) if all its zeros 
are strictly inside the unit circle of' the z-plane. Tn other 
words, if Zk is .z zero then l?&l < 1. It is well-known [Q] 
that H ( z )  is BIB0 stable if and oily if D ( z )  is SH. The 
most commonly used procedure to test whether D ( z )  is 
SH is the Jury-Marden test [lO],[ll]. A detailed review of 
this and other tests along with structural interpretations 
can be found in [12]. These tests dre applicable if all the 
coefficients d n  are known and fixed 
We shall restrict ourselves to the case where dn are real. 
The complex case can be handled by incorporating more 
complicated notations. Now assurie that the coefficients 
belong to an interval as in (2). This means that we have a 
family of an infinite number of polyiomials. Once again we 
can define the Z N + l  vertex polynomials as we did in Sec. 
111. Is it possible to  find a subset of these polynomials such 
that if each member in this subset is SH then every D ( z )  
belonging to the family is SH? The answer is, in general, 
no! In other words, there does not exist such a subset of 
vertex polynomials. 
This is easily proved with the help of a counter example 
(61: let D ( z )  = 1 + d l z - ' +  1 . 3 5 ~ - ~  + 0 . 2 4 3 r 3  - 0 . 2 9 1 6 ~ - ~ ,  
with 
-2.3 _< dl 5 1.7. 
In other words, all the coefficients are fixed except d l  which 
is uncertain. There are only two vertex polynomials in this 
case, one of them corresponding to d l  = -2.3 and the other 
to d l  = 1.7. It can be verified by use of standard tests [12] 
that these two vertex polynomials are SH. However, the 
polynomial with d l  = -1.3 which belongs to (32), is not 
SH. 
4.2. Extensions when only some coefficients are uncertain. 
The good news now is that there are some special sit- 
uations which permit an extension. For example, suppose 
all the coefficients d n  are fixed, except only one coefficient 
d K ,  where K 2 N/2. Assume that d K  belongs to a real 
interval so that 
(32) 
dK,m 5 d K  5 dK,M (33) 
where the bounds dK,m and dK,M are known. If we define 
D l ( z )  and D2(2) to be the vertex polynomials correspond- 
ing to d K  = dK, ,  and d K  = dK,M respectively, then we 
have the following result [6]. 
Lemma 4.1. Let D(z )  be as in (31) with the K t h  coeffi- 
cient d K  uncertain, with K 2 N/2.  Then D ( z )  is SH for 
every possible value of d K  in the interval (33) if and only 
if Dl(z )  and &(z)  are SH. 
In fact, more is true. Suppose that the coefficients dn 
are fixed for 0 5 n < N/2 and uncertain for N I 2  5 n 5 N. 
In other words, let 
The number of uncertain coefficients depends on whether 
N is even or odd. Clearly, this number is 
= + 1 N even 
N odd. (35) 
We can then define 2L vertex polynomials by assigning one 
of the two extreme values to each of the uncertain coeffi- 
cients. In this case we have the following result: 
Lemma 4.2. The polynomial D ( z )  is SH for all values 
of the L uncertain coefficients if and only if the 2 L  vertex 
polynomials are SH. 
So the generalization to the discrete case is different 
from the continuous-time case in two ways: first, only the 
last L out of the N + 1 coefficients are allowed to be un- 
certain. Second, the number of vertex polynomials to be 
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tested is aL which grows exponentially with N .  This is un- 
like in the continuous-time case where we had to test only 
four polynomials regardless of how large N was. 
4.3 A closer discrete-time counterpart. 
Instead of working directly with the N + 1 coefficients 
of D(z )  if we work with a modified set of N + 1 coefficients 
then we have much better luck. In fact we can now get 
a very close analog of the continuous-time theorem in the 
sense that we have to perform only four tests in order to 
know whether the complete family of polynomials is SH. In 
this subsection we shall state this result. 
The basic ingredient of the result t o  be stated holds 
whether N is even or odd but the notational details are 
slightly different. We shall therefore assume that N is even 
just as a matter of convenience and define the integer M = 
N/2. We shall define the mirror image of D ( z )  to be the 
polynomial 
h ( z )  = z - ~ D ( z - ' )  = dN + dN-lz-l+ . . . + d ~ z - ~ .  (36)
Now define the two new polynomials 
S ( z )  = z'[D(t)+fi(t)], A ( z )  = z M [ D ( z ) - b ( z ) ]  (37) 
so that S(z )  is a symmetric polynomial and A ( z )  is an 
antisymmetric polynomial. In other words, with 
M M 
n=-M n=-M 
S(Z)  C SnZdn, A ( z )  = anz-n (38) 
the sequences sn and an satisfy 
It is clear that we can express D(z )  as 
so that the sequences {~n /2}  and {an/2} are merely the 
even and odd parts [9] of the sequence {dn}., Because oft+ 
property (39), the Fourier transforms S(e3") and A(e3") 
are purely real and purely imaginary respectively (remem- 
bering that dn are real). To be more specific, we can write 
[13],[14, Sec. IV.A] 
M 
n=O 
~ ( 2 ~ )  =z SI,COS(nw), (41) 
A(e3") = jsin(w) &cOS(nw). (42) 
M-1 
n=O 
Now it is well-known that cos(nw) can be expressed as a 
polynomial in cos(w). In fact, we have [14, page 1011 
n 
cos(nw) = q n  cosk(w) (43) 
k=O 
where Ck,n are the coefficients of the nth degree Cheby- 
shev polynomial 1151. The quantity cosw can in turn be 
expressed as cosw = 2cos2(w/2) - 1 8 0  that we obtain the 
following representation for ~ ( d ' " ) .  
D(ei") = e-iwM [P(w) + jsin(w)Q(w)] (44) 
where 
M M-1 
~ ( w )  = C P ~ c o s ~ ~ ( w / ~ ) ,  Q(W) = qncos2"(w/2) 
where pn and qn are real-valued coefficients. Summarizing, 
we have converted the set of N + 1 coefficients dn into the 
set of coefficients Pn (M + 1 of them) and qn (M of them). 
The uncertainty of the coefficients dn reflects as uncer- 
tainty of the coefficients Pn and qn. Suppose we assume that 
pn and qn belong to the intervals, 
n=O n=O 
(45) 
Pn,m I Pn I Pn,Mi 0 I n I My (46) 
and 
Qn,m 5 Qn I Qn,M, 0 5 n 5 M - 1. (47) 
This does not, however mean that the coefficients dn belong 
to intervals like (2) because the bounds on various dn's are 
not independent anymore. In this sense, we are not dealing 
with an interval polynomial any more (see Sec. I). In other 
words, the region from which the coefficients dn are drawn 
is not a hyper-rectangle (unlike in Sec. I), so that we are 
dealing with a totally different type of uncertainty. 
In order to state the extended version of Kharitonov's 
theorem we now define the vertex polynomials 
M 
PI(.) = C ~n,mcos~"(w/2), (48) 
n=O 
M 
n=O 
M- I 
n=O 
PZ(W) Pn,Mcos2n(w/2), (49) 
QI(w) = qn,mCOS2n(w/2), (50) 
Q2(w) = Qn,Mcos2n(w/2), (51) 
- 
M-1 
n=O 
and define the four D ( z )  polynomials according to  
Dkn(d'") = e - j m M [ P k ( U )  + jsin(w)Qn(w)], (52) 
with 1 5 k, n 5 2. We then have the following result, to be 
proved in Sec. V. 
Theorem 4.1 Every D ( z )  with coefficients of Pn and qn 
constrained by (46),(47) is SH if and only if the four poly- 
nomials Dll(z),  Dzl(z), D12(z) and &(z) are SH. 
V. PROOFS OF THE DISCRETE-TIME VERSIONS 
USING DISCRETE-TIME REACTANCES 
6 
At first sight, the concept of a reactance does not seem 
to make sense in the discrete-time case because we do not 
have electrical LC networks in the discrete world. How- 
ever, we can still mathematically define a reactance in this 
case, by use of the bilinear transformation. Given a transfer 
function F ( s ) ,  the bilinear transformation replaces s with 
(1  - z - ' ) / ( l  +z- ' )  to obtain a new function G ( z ) .  Clearly 
G ( z )  is real rational if F ( s )  is. The biliear transformation 
maps the s-plane into the z-plane such that [9] 
= 1 
> 1 
if Re(s] = 0 
if Rels] > 0. 
< 1 if Rels] < 0 (53) I4 [ 
In particular therefore, the imaginary axis is mapped onto 
the unit circle. If,,for example, F ( s )  is a reactance, then the 
behaviour of G(e3") in the region -7r 5 w 5 7r is analogous 
to the behavior of F ( j n )  in the region -00 5 R 5 00. 
5.1. Discrete- time reactances. 
A discrete-time reactance G(z )  is merely a bilinearly 
transformed .version of a continuous-time reactance F(s ) .  
Its importance in connection with the SH property has 
been recognized earlier 1161. All the s-domain properties 
of reactances mentioned in Sec. I1 get transformed into the 
2-domain in an obvious manner. For example all the poles 
and zeros are single, restricted to the unit circle, and are in- 
terlaced with each other. Also, G(ej") is purely imaginary 
i.e., G(ej") = j V ( w )  where V ( w )  is real-valued for all w. 
The function V ( w )  becomes infinite exactly N times in the 
range 0 5 w < 2% where N is the degree of the reactance. 
Thus if we plot V ( w )  for 0 5 w < 27r, then the plot 'blows 
up' exactly N times, is monotone increasing between these 
singularites, and is equal to zero once between each pair of 
singularities. All these properties are summarized in the 
examples shown in Fig. 7. Note that a reactance has to 
have a pole or zero at z = 1. Same is true at z = -1. The 
following theorem is the discrete-time counterpart of some 
of theresults mentioned in Sec. 11. 
Theorem 5.1 A real rational G ( z )  of degree N is a reac- 
tance if and only if G(e3") = j V ( w )  where V ( w )  is a real 
valued function with the following features: a) it has N 
singularities in 0 5 w < 2 ~ ,  b) it is monotone increasing 
between singularities so that it has a zero between every 
pair of singularities. 
Notice that if G ( z )  is a reactance then so is crG(z) for 
any cr > 0. Moreover the sum of reactances is a reactance. 
Both of these can be verified by use of the above theorem. 
As a consequence, we have the following result: 
Corollary. Let Gl(z )  and Gz(z) be reactances. Then 
G(z)=XGl(z)  + (1 - X)Gz(z) is a reactance for 0 5 X 5 1. 
5.2. Relation between discrete-time reactances and the SH 
property. 
Not surprisingly, the SH property of D ( z )  is equiva- 
lent to the reactance property of a closely related rational 
A 
function. This connection is given by the following lemma. 
Lemma 5.1 Let D ( z )  be a real-coefficient polynomial of 
the form (31) with dN # 0. Define the real rational function 
D ( z )  + z -LE(z)  
D ( z )  - z - G ( z )  
G ( z )  = (54) 
h 
where L is an arbitrary non-negative integer, and D ( z )  is 
the mirror image of D ( z )  defined in (36). Then D ( z )  is SH 
if and only if G ( z )  is a reactance of degree N + L. 
To prove the 'only if' part, assume that D ( z )  is SH so 
that all its zeros are strictly inside the unit circle. Consider 
the ratio 
(55) 
which is BIB0 stable because D ( z )  is SH. This is a rational 
function of degree N because there can be no common zeros 
between D( z) and F( z )  . * Moreover it is an allpass function 
because 
Ifi($")I = le-iUND(e-j")l = ID(@')] (56) 
so that ]H(ej")l = 1. In other words H ( z )  is a real rational 
stable allpass function of degree N so that z - ~ H ( z )  is a 
stable allpass function of degree L + N. 
Now it is well-known (171 that the phase response of a 
K t h  degree stable allpass function is monotone decreasing, 
and spans a range of 2xK as w changes from 0 to  2z. From 
(54) we obtain 
where d ( w )  is monotone decreasing, spanning a range of 
2 x ( L  + N ) .  We therefore see that G(ei") can be written 
as j V ( w )  where V ( w )  i s  a real function which has N + L 
singularities in the range 0 5 w < 2n, and in between 
adjacent singularities there is precisely one zero. Because 
of the nature of the cotangent function, V ( w )  is monotone 
between singularities. 
Summarizing, we see that G(z)  is a reactance function 
of degree N -/- L, proving the 'only if' part of the Lemma. 
The 'if' part can be proved essentially by carrying out the 
argument backwards. 
5.3. Proofs of Lemmas 4.1 and 4.2 
We shall first prove Lemma 4.1 using Lemma 5.1. As- 
sume, accordingly, that D l ( z )  and & ( z )  defined in Lemma 
5.1 are SH. The aim is to prove that D ( z )  is SH for all dX 
in the interval (33). Since D ~ ( z )  and Dz(z)  are SH, the 
auantities 
* This is because the zeros of 8 ( z ) ,  which are reciprocals 
of those of D ( z )  are located strictly outside the unit circle. 
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(59) 
are reactances of degree N for any non-negative integer L. 
Notice that the only difference between D1 ( z )  and & ( z )  is 
in the K t h  coefficient. If we choose L = 2 K  - N then the 
denominators of (58) and (59) are identical because the Kth  
coefficient d~ cancels off. Only the numerators of (58) and 
(59) are now different. This choice of L is compatible w,th 
the requirement L 2 0 because of the condition K 2 NI2 
in Lemma 4.1. 
Now any d K  in the interval (33) can be expressed as 
d~ = X~K,, + (1 - X ) ~ K , M  with 0 5 X 5 1. As a result 
any D(z )  with dK in the interval (33) can be expressed as 
a convex combination 
For an arbitrary D ( z )  of the form (60), the function G ( z )  
defmed in (54) can be written as the convex combination 
G(z) = AGl(z)  + (1 - X)Gz(z) ,  0 5 X _< 1 (61) 
because the denominators of G ( z ) ,  G l ( z )  and G2(2) are the 
same in view of the choice of L. Since G l ( z )  and Gz(z )  are 
reactances of degree N, (61) is a reactance (by Corollary 
following Theorem 5.1). The poles of this reactance are the 
same as the poles of G l ( z )  (which in turn are the poles 
of Gz(z)) and the degree of G ( z )  is equal to N. By using 
Lemma 5.1 we therefore conclude that D(z)  is SH for all 
d~ in (33) indeed, completing the proof of Lemma 4.1. 
Next assume that all the coefficients in (34) are uncer- 
tain. It is clear that an arbitrary D ( z )  with the uncertain 
coefficients in the range (34) can be obtained from the L 
vertex polynomials by repeated convex combinations. By 
repeated application of the argument used in the above 
proof of Lemma 4.1, we can then conclude that any D ( z )  
with the coefficients constrained by (34) is SH if (and, triv- 
ially, only if) the L vertex polynomials are SH, completing 
the proof of Lemma 4.2. 
5.4. Proof of Theorem 4.1 
Recall that for the purposes of Theorem 4.1 we started 
from the coefficients of D(z )  and defined two sets of coef- 
ficients pn and qn which are coefficients of P(w) and Q(w) 
as in (45). These coefficients were assumed to be uncertain 
as in (46,47). Two vertex polynomials Pl(w) and Pz(w) 
were then defined from which the four polynomials Dkn(z) 
in (52) were obtained. The claim of the Theorem which 
requires to be proved is that D ( z )  is SH for every possible 
values of pn and qn from (46,47) if the four polynomials 
Dkn(z)  are SH. 
The new polynomials P(w) and Q(w) can be interpreted 
in terms of discrete-time reactance language as follows. 
Given D ( z ) ,  suppose we define G(z) as in (54) with L = 0 : 
D(%) + E(%) 
D ( z )  - E(Z) * G(z )  = 
In view of (37) we see that we can also write G ( z )  = 
S ( z ) / A ( z ) ,  which can be rewritten in terms of P ( w )  and 
(63) 
We-know that D ( z )  is SH if and only if G ( z )  is a reactance 
of degree N .  The quantities P ( w )  and Q(w) therefore play a 
role analogous to P ( s 2 )  and Q(s2)  for the continuous-time 
case in Sec. 11. If G(z) is a reactance so that it behaves as 
in Fig. 7, then the poles and zeros of G(z) must be single, 
restricted to be on the unit circle, and must interlace each 
other. 
To prove Theorem 4.1, we first assume that only the 
coefficients pn  are uncertain, and that qn are fixed at some 
value. We shall prove that if D l ( z )  and Dz(z)  defined ac- 
cording to 
Dl(eiw) = e-i"MIP1(w) +jsin(w)Q(w)] (64) 
D2(eiw) = e - jwM[Pz(w)  + j s i n ( ~ ) Q ( w ) ]  (65) 
are SH then so is D ( z )  for any set of pn satisfying (46). 
Define the functions 
From Lemma 5.1 we know that G l ( z )  and Gz(z )  are reac- 
tances of degree N if D l ( z )  and D2(z) are SH. From the 
definitions (48,49) of & ( U )  and Pz(w) and from (46) we see 
that the following inequality is true: 
which is analogous to the sandwich property of (24). 
If we let GI($")  = jV l (w) ,  G2(ej") = jV2(w) and 
G(&) = j V ( w )  then we see that the quantity V ( w )  is sand= 
wiched between the quantities Vl(w)  and V2(w) as demon- 
strated in Fig. 8, because of property (67) and because of 
the fact that the denominators of V ( w ) ,  Vl(w) and Vz(w) are 
the same. Summarizing, V ( w )  behaves exactly as it would 
behave if G(eJ") were a reactance of degree N, i.e., if D ( z )  
were SH. This proves that, if Dl(z )  and &(z) are SH then 
D(z )  is SH for all pn satisfying (46). For convenience of 
reference we state this as a Lemma. 
Lemma 5.2. Suppose D(z )  is as in (31) with N even and 
d~ # 0 so that D(eiw) can be written as in (44) where P ( w )  
and Q(w) are as in (45). Assume that qn are fixed and pn 
are uncertain but confined to the interval (46). Define the 
polynomials Ill(.) and Dz(z)  as in (64,65). Then D ( z )  is 
SH for all Pn constrained by (46) if and only if &(z) and 
&(z) are SH. 
A counterpart of this result when pn are fixed and qn 
are uncertain is the following. 
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L e m m a  5.3. Suppose D ( z )  is as in (31) with N even and 
d N  # 0 so that D(ei")  can be written as in (44) where P(w) 
and Q(w) are as in (45). Assume that Pn are fixed and qn 
are uncertain but confined to the interval (47). Define the 
polynomials D3(2) and D4(z) as 
D3(ei") = e- jWM[P(w)  + 3 sin(w)Ql(w)], 
D4(ejw) = e - j W M [ P ( w )  + 3 sin(w)Q2(w)], 
(68) 
(69) 
where and Qz(w) are as in (50,51). Then D ( z )  is 
SH for all qn constrained by (47) if and only if Os(%) and 
D4(2) are SH. 
We can combine Lemmas 5.2 ar.d 5.3 (in a manner ex- 
actly analogous to the way we combined Lemmas 3.1 and 
3.2) to  finally arrive at Theorem 4 1. Details are omitted 
to avoid repetitions. 
VI. KHARITONOV-TYPE RESULTS FOR 
STRICTLY-POSITIVE-REAL FUNCTIONS. 
In classical electrical network theory, positive real func- 
tions (PR functions) have played a very crucial role [3],[8]. 
A real rational function is 'positive real' if and only if it 
is the impedance of an L,  C, R network with nonnegative 
element values. Based on the theoretical properties of PR 
functions, techniques for the synthesis of electrical networks 
with prescribed impedances have been developed several 
decades ago 181. 
In the modern signal processing era, PR functions still 
continue to be important, but for a. different reason. This 
is related to the stability of closed loop systems under non- 
linear and time-varying conditions. One of the most com- 
mon system of this type is a time-varying nonlinearity con- 
nected to a linear time invariant system Ha(s) to form a 
feed back loop (Fig. 9). The importance of the PR property 
in connection with the stability of the closed loop system 
is well-known [26],[27]. 
There are some algorithms in adaptive signal process- 
ing [18],[28] which can be modeled i i  the form of a feedback 
loop with a linear-time invariant feedback path (Ha(s )  or 
H ( z ) ) .  In these applications it is necessary to ensure that 
Ha(S) (or H ( z )  as the case may be) is strictly PR, in order 
for the adaptation algorithm to converge. The coefficients 
of Ha(s) are however uncertain, wtich makes this task dif- 
ficult. In this context, Kharitonov-type results for the PR 
property (rather than for the SH prciperty) have been found 
to be useful. We shall now discuss some of these. The re- 
sults in Sec. 6.1. were reported in 181. The results in Sec. 
6.2 (discrete-time case) are new. 
6.1. Continuous-time SPR Kharitc nov-type theorems. 
A real rational transfer functicn H ( s )  = N ( s ) / D ( s )  is 
said to be strictly positive red (SP t) if N ( s )  and D ( s )  are 
SH and if Re[H(jR)] > 0 for all R. Votice that H ( s )  is SPR 
if and only if l/H(s) is SPR. Sup€ ose we assume that the 
coefficients of U ( s )  are fixed and th it of D(s)  are uncertain, 
occupying an interval exactly as in (2). We would like to 
know whether H ( s )  is SPR for every choice of d ,  from (2). 
Once again this appears to involve the testing of an infinite 
number of rational functions. It has recently been shown 
[18] that a Kharitonov type of result exists in this case also. 
This is stated next. 
Theorem 6.1. Suppose H ( s )  = U ( s ) / D ( s )  is a real ra- 
tional function with the coefficients of U ( s )  k e d .  Assume 
that D(s )  is as in (1) where the coefficients & are uncer- 
tain, belonging to the range (2). Define the four Kharitonov 
polynomials D k n ( s )  as in (16), and define the four rational 
functions Hk,(s) = N(s) /Dk, (s ) .  Then H ( s )  is SPR of 
degree N for all possible choices of d ,  in the range (2) if 
and only if all four H k n ( s )  are SPR of degree N .  
Results of this type find application in adaptive iden- 
tification systems [18]. To prove the theorem, first notice 
that if H k n ( s )  are SPR of degree N then D k n ( s )  and "(s) 
are SH. This implies, in particular, that D ( s )  is SH for all 
possible d, in (2) (because of Theorem 3.1). The only issue 
that remains to be proved is that the real part of H ( j n )  is 
positive for all R for every possible D(s)  with coefficients 
constrained by (2). Since Re[s] > 0 holds if and only if 
Re[l/s] > 0, we shall work with real part of G(s)=l/H(s) 
for convenience. We shall again use the decomposition of 
the form (3) in the proof. This decomposition will be em- 
ployed both for N ( s )  and D ( s ) ,  so we need a slightly more 
sophisticated notation. Thus let 
A 
D(s)  = P d ( S 2 )  + S Q d ( S 2 )  
N ( S )  = pn(s2) + sQn(s2) 
(70) 
(71) 
and 
In terms of this representation we have 
G(jn)  = [Pd(-nZ) + jnQd(-n2)] [J'n(-n2) - jnQn(-n2)] 
IN(jn)I2 
(72) 
so that the real part is positive if and only if the quantity 
is positive. 
Recall that the coefficients of Pn(S2)  and Q,(s2)  are 
fixed and only those of Pd(s2) and Qd(s2)  are uncertain. 
We shall now play the usual trick employed in Sec. I11 and 
again in Sec. 5.4, viz., assume first that the coefficients of 
Qd(s2)  are fixed and that of Pd(s2) are uncertain and then 
assume the opposite and finally combine these two. Thus, 
assuming that Pd(s2) has uncertain coefficients we define 
the polynomials Pd,l(s2) and Pd,2(s2) exactly as in (12J3). 
For any Pd(s2) with coefficients bounded in a manner anal- 
ogous to (17) we once again have the familiar sandwich 
property 
Pd,l(-n2) I Pd(-R2)  I Pd,2(-n2).  (74) 
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If we assume that H ( s )  is SPR with the two extreme 
choices of Pd(s2),  viz., Pd(s2) = Pd,1(s2) and with Pd(s2) = 
Pd,2(s2) we have 
Because of (74) we can express Pd(-n2) as a convex com- 
bination 
Pd(-n2) = A(n)Pd,l(-n2) + (1 - x(n))P,,,(-nZ) (77) 
where 0 5 A(n) I 1. If we multiply both sides of (75) by 
A(n) the inequality is preserved (because A(n) 2 0). Same 
is true if we multiply both sides of (76) with 1 - A(n). 
Adding these twG inequalities after such multiplication and 
using (77) we obtain 
Pd(-n2)Pn(-n2) + n2Qd(-n2)Qn(-n2) > 0 (78) 
which proves that the real part of G ( j n )  is positive for all n 
for any choice of the coefficients of Pd(s2) from the interval 
of uncertainty. A similar result follows if we assume that 
the coefficients of Pd(s2) are fixed and that of Qd(s2)  are 
uncertain. By combining these in the usual manner, one 
can then conclude that the real part of G(jn) (and hence 
that of H ( j n ) )  is positive for all values of the coefficients of 
Dd(s) in the uncertain interval. This concludes the proof 
of Theorem 6.1. 
If the coefficients of N ( s )  and D(s )  are both uncertain, 
a similar result can easily be obtained, involving sixteen 
(rather than four) tests. See (251 for details. 
6.2 Discrete-time SPR Kharitonov-type theorems. 
Let H ( z )  = U ( z ) / D ( z )  be a transfer function with 
N .  N 
i=O i = O  
U(%) = C n;z-', D(;s) = o!p-i, (79) 
where the coefficients are real. The definition of SPR prop- 
erty is analogous to that in Sec. 6.1, i.e., H ( z )  is said to 
be SPR if Nz) and D(z )  are SH and Re[H(eJ")] > 0 for 
all real w. Notice that H ( z )  is SPR if and only if l /H(z)  
is SPR. R'hen the coefficients d; and/or n; are uncertain, 
we have an infinitely large family of rational functions. We 
would like to know whether all these functions are SPR, 
based on a finite number of tests. We shall now present 
some Kharitonov-type theorems for this purpose. 
Theorem 6.2. Let H ( z )  = N ( z ) / D ( z )  be real rational 
with N ( z )  and D ( z )  as in (79). Suppose that the numer- 
ator coefficients are fixed, and that only the denominator 
coefficients di for i 2 N/2 are uncertain as in (34) so that 
there are L uncertain coefficients, with L defined by (35). 
Define the 2L vertex polynomials Dk(z)  as in Lemma 4.2. 
Let N ( z )  and the 2L vertex polynomials Dk(z )  be SH. Then 
H ( z )  is SPR for every possible value of the uncertain coeffi- 
cients satisfying (34) if and only if the zL rational functions 
Hk(z) = U ( z ) / D k ( z )  are SPR. 
If the coefficients of U ( z )  are also uncertain, we can de- 
velop a similar theorem, but we have to test a larger num- 
ber of polynomials. More specifically, we have the following 
result. 
Theorem 6.3. Assume that the conditions of Theorem 6.2 
prevail with the exception that the L coefficients cf n; are 
also uncertain belonging to the regions 
n+,., 5 n; 5 n;,M, N/2 5 i I N. (80) 
where L is as in 35). Suppose that the PL vertex polynomi- 
2L are SH. Then H ( z )  is SPR for all possible combinations 
of the uncertain coefficients di in (34) and n; in (80) if and 
only if the 22L rational functions Hki ( z )  = Nk(z)/Dl(z), 
1 5 /c,l 5 2L, are SPR. 
According to  these theorems, the number of rational 
functions to be tested grows exponentially with N. We 
now obtain a result in which the number of tests does not 
grow with N.  In order to arrive at  such a test, we shall 
express D(ei") and N(ej") in terms of their P ( w )  and Q(w) 
components as in (45). Assume that N is even (for odd 
N ,  a similar developement is possible) so that D(eJ") and 
N(ei") can be expressed as 
D(ei") = e- jUM[P(w) + jsin(w)Q(w)], (81) 
U(ei") = eCiwM[P'(w) + jsin(w)Q'(w)], (82) 
als Dk(z)  and 2 1 vertex polynomials Nl(z) with 1 5 k , l  5 
where 
n=O 
. I  
M M-1 
P'(w) = pkcos2"(w/2), Q'(w) = Q ; c o s ~ ~ ( w / ~ ) .  
n=O n=O - (84) 
Assume that Pn, qn, pk and q; are uncertain, and belong 
to the intervals 
and 
10 
We can therefore define the sixteen real rational functions 
We now claim the following result. 
Theorem 6.4. With the above setup, let the four polyno- 
mials Dkn(z) and the four polynomials &(z)  be SH and let 
the sixteen rational functions defined in (86) be SPR. Then 
every rational function N ( z ) / D ( z )  which satisfies (85) is 
SPR. 
6.3 Proofs of  Discrete-tirne SPR Kharitonov-type theorems. 
First consider Theorem 6.2 where only the dn coeffi- 
cients with n 2 N / 2  are uncertain. We begin by assuming 
that only one coefficient, say d K  with K 2 N / 2 ,  is uncer- 
tain so that 
d K , m  5 d K  5 d X , M .  (87)  
We know from Lemma 4.1 that if the two vertex polyno- 
mials Dl(z )  and D2(z) (which correspond to d K  = d ~ , ,  
and d K  = dK,M respectively) are SH then D ( z )  is SH 
for every d K  satisfying (87 ) .  According to the condi- 
tions of the Theorem 6.2 ,  U ( z ) , D l ( z )  and D2(z) are SH, 
so that in order to prove the theorem it only remains 
to prove that Re[HeJ")] > 0 if Re[Hl(ej")] > 0 and 
Re[Hzei")] > 0. Define G(z) = l /H(z ) ,  Gl(z) = l /Hl(z)  
and Gz(2) = 1/H2(z) for convenience. Since Re[z] > 0 
if and only if Re[l/z] > 0, it remains only to prove that 
Re[G(ei")] > 0 for any value of the uncertain coefficient 
d K  in (87) if Re[G,(ej")] and Re[G2(e?")] are positive. 
The strategy now is to define the two polynomials 
S(Z)  = D ( z )  + z-%(z) 
A(z) = D ( z )  - z F L 6 ( z ) .  (88) 
Clearly the coefficients of S(z )  and A(%) are symmetric 
and antisymmetric respectively, with center of symmetry 
M = ( N  + L ) / 2 .  Moreover D ( z )  can beexpressed as A 
(89) 
1 
2 
D ( z )  = - [S(Z) + A ( z ) ] .  
i f  we choose L = 2K - N then the center M coincides with 
K so that the antisymmetric polynomial A(z) works out to 
be the same for every possible value of d K  in (87). Since 
every d K  in (87) can be expressed as a convex combination 
of dK,,  and d K , M ,  we can express s ( z )  in (88) as 
S(Z) = XSl(Z) + (1 - X)S2(Z),  0 5 x 5 1, (90) 
for every D ( z )  with d~ satisfying (87). 
as 
Having expressed D ( z )  as in (89), we can express U(.) 
(91) 
1 
2 
N ( z )  = -[S'(Z) + A'(z)] 
where 
S'(2)  = U ( 2 )  + z-L'.$((z) 
A'(z) = X ( z )  - z - ~ ' & ( z )  (92) 
where L' is chosen so that the center of symmetry of S ' ( z )  
coincides with the center M of S(z ) .  (Since the degrees 
of D ( z )  and U ( z )  are assumed to be the same, L' = L 
works. Otherwise a different L' has to be used.) With 
these definitions we now have 
S(ej") = , - iwMp(w) ,  A(&") = je-jwM Q ( w ) ,  (93) 
S'(ei") = e-jWMP'(w), A'($'") = je-iWMQ'(u), @4) 
where P(w) ,  &(U), P'(u) and Q'(w) are real functions of w .  
The real part of G(e3") can now be expressed as 
(95) 
It therefore only remains to prove that 
p ( w ) p ' ( w )  + Q ( ~ ) Q ' ~ J )  > 0 
~ l ( w ) ~ f ( w )  + Q(w)Q'(w) > 0 
p2(4p'(4 + Q ( ~ ) Q I ( ~ )  > 0. 
(96) 
under the conditions that 
(97) 
(98) 
This is easily done by noticing that in view of (90) P(w) 
can be expressed as a convex combination 
P ( w )  = XP,(w) + (1 - X)P2(w), 0 5 X 5 1. (99) 
Since (96) obviously holds for X = 0 (because of (98)) and 
for X = 1 (because of (97)), let us prove (96) only for the 
case 0 < X < 1. Multiplying the LHS of (97) by A does not 
affect the inequality (because X > 0)  and similarly multiply- 
ing the LHS of (98) by (1 -A)  does not affect the inequality. 
Adding these, we therefore arrive at  (96) which proves that 
Re[G(ei")] and hence Re[H(eJ")] are positive for all U, as 
long as Re[H1(dW)] and Re[Hz(ei")] are positive for all w. 
This in essence completes the proof of Theorem 6.2 under 
the assumption that only one coefficient d K  is uncertain 
with K 2 N / 2 .  If all the coefficients d i ,  N / 2  5 i 5 N are 
uncertain, then by judicious repetition of the above argu- 
ment, one can easily verify the truth of the Theorem. 
Next consider Theorem 6.3. This can be proved with 
the help of Theorem 6.2 as follows. We have aL vertex 
polynomials Ut for the numerator and qL vertex polynomi- 
als Dk(z)  for the denominator. For a given L, consider the 
set Nl(z)/Dk(z) for 1 5 k 5 2L. Since these are SPR, we 
can use Theorem 6.2 to conclude that U l ( z ) / D ( z )  is SPR as 
long as the uncertain coefficients of D ( z )  satisfy (34). This 
means that the function G ( z )  = D ( z ) / N l ( z )  is SPR for 
any D ( z )  whose uncertain coefficients satisfy (34), for any 
vertex polynomial N l ( z ) .  By applying Theorem 6.2 again 
we see that the ratio D ( z ) / U ( z )  (and hence X ( z ) / D ( z ) )  is 
SPR for any D ( z )  and for any U ( z )  with the uncertain co- 
efficients constrained as in (34),(80). This proves Theorem 
6.3. 
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Finally we come to Theorem 6.4. We can define the ver- 
tex functions P l ( w ) ,  P2(w) ,  Q l ( w )  and Q z ( w )  as in (48-51), 
and similarly define vertex functions for P‘(w) and Q’(w). 
Sandwich properties of the form (67) are then satisfied by 
the functions P ( w ) ,  Q ( w ) ,  P‘(w) and Q‘(w). 
In order to prove the theorem we note that 
Assuming that this quantity is positive for all the sixteen 
possible combinations of the vertex functions P k ( w ) ,  Q e ( w ) ,  
Pl(w) and Q>(w) ,  15 k , L , i , j  5 2, it is a simple matter to 
prove that (100) is positive for any possible set of values of 
the coefficients in (85). This proves that the real part of 
H ( e J w )  is positive for all possible values of the coefficients 
in (85). By using Theorem 4.1 we can also prove that X ( z )  
and D(2) are SH under the conditions of Theorem 6.4 as 
long as the coefficients are constrained by (85). This then 
concludes the proof that H ( z )  is SPR for all values of the 
coefficients from the range (85). Details are omitted ,be- 
cause these can be easily worked out. 
In Theorems 6.2-6.4, the degrees of N ( z )  and D ( z )  are 
assumed to be equal for simplicity. If this is not the case, 
the Theorems continue to hold after some simple adjust- 
ments. It should be noted that unlike in the continuous- 
time case, a discrete-time SPR function can have unrelated 
degrees for N ( z )  and D(z) .  Here is an extreme example 
of a SPR function with denominator of degree zero and 
numerator of arbitrary degree K: H ( z )  = 2 + z - ~ .  
VII. OTHER GENERALIZATIONS 
There are several other extensions of Kharitonov’s theo- 
rem which we have not discussed in this paper. One of these 
is for the case of continuous time systems with complez co- 
eficients. In this case a result similar to Kharitonov’s the- 
orem of Sec. I11 can be established for the SH property, 
expect that we need more thZn 4 tests. Specific details can 
be found in [5] ,  which includes proofs of a 16-point test and 
a 8-point test. Secondly, Kharitonov’s results have been ex- 
tended to the case of multivariable polynomials, i.e., poly- 
nomials which are functions of more than one variable s. 
Details of this can be found in (251 and references therein. 
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L1 LN + ... T““I 
V( Q)  
Q1 Q 2  
Fig. 1. The LC ladder network associated with a continued- 
fraction expansion. 
2 8 6  
1 2  
4 6  
6 
Fig. 2. Routh-Hurwitz array for the example. 
S - plane t I m  
X = pole 
0 = zero 
Fig. 5. Demonstration of the eight vertex-polynomials 
for N-2. Here D(s)=d 0+d,s+d2s2. 
4 
Fig. 6. Typical plots of V, (n),V2 (Q) .V(n)  
demonstrating the sandwich property 
Fig. 3. Demonstration of the pole-zero interlacing 
property of a reactance F(s). 
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, 2-plane Z-plane 
I 
2-plane 2-plane 
.-poles 
a 
0-zeros Fig. 8. Demonstrating the sandwich property of VI (a), V2(a)and 
Fig. 7 (a) Demonstrations of the pole-zero alternation property of a V (0) in the discrete-time case. 
discrete time reactance. The circle shown is the unit- 
circle in the z-plane. 
4 
Fig. 9. A closed-loop systemwith a linear time- 
invariant feedback path. 
Fig. 7 (b) Demonstration of the alternation property of a 
reactance G(z). Here G(ejO)-jV( W). 
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