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Abstract
For any graphs G and H, we write F → (G,H) to means that in any red-blue coloring of all the edges of F, the graph F will contain
either a red G or a blue H. A graph F is called a Ramsey (G,H)-minimal graph if F satisﬁes two conditions: F → (G,H), and
F∗  (G,H) for every subgraph F∗ of F. The set of all Ramsey (G,H)-minimal graphs is denoted by R(G,H). In this paper, we
construct some family of graphs which belong to R(P3, Pn), for any n ≥ 6. In particular, we give an inﬁnite class of trees which
provides Ramsey (P3, P7)-minimal graphs.
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1. Introduction
We call a graph F as a Ramsey (G,H)-minimal graph if F →(G,H) but F∗ (G,H) for every F∗ ⊂ F. A red-blue
coloring of the edges of F is called to be (G,H)-coloring if such a coloring gives neither a red G nor a blue H. The set
of all Ramsey (G,H)-minimal graphs is denoted by R(G,H). In particular, the set of all trees in R(G,H) is denoted
by RT (G,H). Finding all the Ramsey (G,H)-minimal graphs for particular G and H is a very interesting but difﬁcult
problem, even though for small graphs G and H.
The pair (G,H) is said to be Ramsey-inﬁnite or Ramsey-ﬁnite if the set R(G,H) is inﬁnite or ﬁnite, respectively.
For instances, the pair (P3, P3) is Ramsey inﬁnite since R(G,H) contains all cycles of odd length.
The problem of characterizing pairs of graphs (G,H) that are Ramsey-inﬁnite was ﬁrst addressed by Nesˇet(ˇr)il and
Ro¨dl [15] in 1976. Burr et al. [9] proved that if G is a matching then (G,H) is Ramsey-ﬁnite for all graphs H. In 1986,
Burr [10] proved that if G is a 2-connected graph, then the pair (G,G) is Ramsey inﬁnite.
In 1991, Faudree basically [7] characterized all Ramsey-inﬁnite pairs consisting of two forests. In 1994, Luczak[14]
proved that if G is a forest other that a matching and H contains a cycle, then (G,H) is a Ramsey-inﬁnite pair. Then,
Ro¨dl and Rudcin´skin, they deduced that the pair (G,G) is Ramsey-inﬁnite for all G containing a cycle.
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Burr et al. [7] proposed the following theorem in 1982.
Theorem 1. Let Tn be a tree on n vertices which is not a star. Then (S k, Tn) is Ramsey inﬁnite if only if k ≥ 2.
Yulianti et al. [17] derived some class of graphs belonging to R(P3, P4). Faudree and Sheehan[13] deﬁned a restricted
inﬁnite class RT (G,H). They determined all trees in RT (P3, P4) and RT (P3, P5). Motivated by this, we study Ramsey-
minimal graphs in the inﬁnite class R(P3, Pn) for n ≥ 6.
2. Main Results
In this section, we give some class of Ramsey (P3, Pn)-minimal graphs for all n ≥ 6. Let us deﬁne the graph F(m),
for n ≥ 6 and m = n − 3, as in Figure 1. Then, we have the following theorem.
Fig. 1. Graph F(m)
Theorem 2. The graph F(m) ∈ R(P3, Pn), for n ≥ 6 and m = n − 3.
Proof. First, we prove that F(m)→ (P3, Pn). Consider any red-blue coloring of all edges in F(m). Suppose that there
is no red P3, then all of red edges form a matching in F(m). Since, every K3 := (vi, ui+1, ui+2) in F(m) only contain at
most one red edge, then there will be a blue path Pn which starts from vertex either u1 or v1 and ends at vm or um+3.
Next, we prove that F(m) − e  (P3, Pn), for any e in F(m). Let e be in a K3 of F(m). If e = utut+1 for some t then
color all edges viui+2 by red and the remaining edges by blue. By this coloring, there is no red P3 and no blue Pn. If
e = ut+1vt for some t then color edge ut+1ut+2 and all edges viui+2 (for i  t) by red and the remaining edges by blue.
By this coloring, there is no red P3 and no blue Pn. If e = ut+2vt for some t then color edge ut+1ut+2 and all edges viui+1
(for i  t) by red and the remaining edges by blue. By this coloring, there is no red P3 and no blue Pn in F(m) − e.
Therefore, F(m) − e (P3, Pn), for any edge e in F(m).
Now, consider the graph L(s) as in Fig. 2, for n ≥ 6 and s = n − 5. We will show that this graph belongs to
R(P3, Pn).
Fig. 2. Graph L(s)
Theorem 3. The graph L(s) ∈ R(P3, Pn), for n ≥ 6 and s = n − 5.
Proof. First, we prove that L(s)→ (P3, Pn), n ≥ 6 and s = n − 5. Consider any red-blue coloring of all edges in L(s).
Suppose that there is no red P3, then all of red edges form a matching in L(s). Consider the subgraph A induced by
V(L(s)) − {a1, a2, · · · , a6}. Then, there will be a blue path Y on at least s + 2 vertices, starting from u1 to either a7 or
vs. Now, consider the subgraph induced by {a1, a2, · · · , a6, u1}. Then, there will be a path on 4 vertices ending to u1.
Therefore, this path together with the path Y will form a path on at least s + 5 vertices. To prove the minimality, we
can use a similar way as in the proof of Theorem 2. Therefore, we have L(s) ∈ R(P3, Pn), for n ≥ 6 and s = n− 5.
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Next, consider the graph D(s) in Fig. 3, for n ≥ 6 and s = n− 5. We will show that this graph belongs to R(P3, Pn).
Fig. 3. Graph D(s)
Theorem 4. The graph D(s) ∈ R(P3, Pn), for n ≥ 6 and s = n − 5.
Proof. First, we prove that D(s) → (P3, Pn). Consider any red-blue coloring of all edges in D(s). Suppose that there
is no red P3, then all of red edges form a matching in D(s). Now, consider the subgraph A induced by V(D(s)) −
{a1, a2, · · · , a7}. Then, there will be at most s + 1 red edges in A. Consequently, there will be a blue path on at least
s+ 2 vertices, starting from u1. Next, consider the subgraph induced by {a1, a2, · · · , a7, u1}. Then, there will be a blue
path on 4 vertices starting from u1. These two paths form a path on at least s + 5 vertices. To show the minimality we
use a similar way as in the proof of Theorem 2. Therefore, we have D(s) ∈ R(P3, Pn), for n ≥ 6 and s = n − 5.
In the following theorem, consider the graph B(s) Fig. 4, for n ≥ 6 and s = n − 5. We will show that this graph
belongs to R(P3, Pn).
Fig. 4. Graph B(s)
Theorem 5. The graph B(s) ∈ R(P3, Pn), for n ≥ 6 and s = n − 5.
Proof. First, we prove that B(s) → (P3, Pn). Consider any red-blue coloring of all edges in B(s). Suppose that there
is no red P3, then all of red edges form a matching in B(s). Now, consider the subgraph A induced by V(B(s)) −
{a1, a2, . . . , a7}. Then, there will be at most s + 1 red edges in A. Consequently, there will a blue path on at least s + 2
vertices, starting from u1. Next, consider the subgraph induced by {a1, a2, . . . , a7, u1}. Then, there will be a blue path
on 4 vertices starting from u1. These two paths form a path on at least s + 5 vertices. To show the minimality, we use
a similar way as in the proof of Theorem 2. Therefore, we have B(s) ∈ R(P3, Pn), for n ≥ 6 and s = n − 5.
In the following theorem, consider the graph Q(s) in Fig. 5, for n ≥ 6 and s = n − 5. We will show that this graph
belongs to R(P3, Pn).
Theorem 6. The graph Q(s) ∈ R(P3, Pn), for n ≥ 6 and s = n − 5.
Proof. First, we prove that Q(s) → (P3, Pn). Consider any red-blue coloring of all edges in Q(s). Suppose that there
is no red P3, then all of red edges form a matching in Q(s). Now, consider the subgraph A induced by V(Q(s)) −
{ai, a2, . . . , a6}. Then, there will be at most s + 1 red edges in A. Consequently, there will a blue path on at least s + 2
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Fig. 5. Graph Q(s)
vertices, starting from u1. Next, consider the subgraph induced by {a1, a2, . . . , a6, u1}. Then, there will be a blue path
on 4 vertices starting from u1. These two paths form a path on at least s + 5 vertices. To show the minimality, we use
a similar way as in the proof of Theorem 2. Therefore, we have Q(s) ∈ R(P3, Pn), for n ≥ 6 and s = n − 5.
Next, we provide an inﬁnite class of trees in RT (P3, P7). Consider the graph J in Fig. 6 and H1 in Fig. 7, with the
path a1a2 . . . a5 is called the backbone of H1.
Fig. 6. Graph J
Fig. 7. Graph H1
Theorem 7. The graph H1 ∈ RT (P3, P7).
Proof. We ﬁrst prove that H1 → (P3, P7). Consider any red-blue coloring of all edges of H1. Suppose that there is no
red P3. Then, consider these three edges a2a3, a3a4, and a3a30. At most one of these edges is red. Then, in any case,
H1 will contain a blue path P7. Hence, H1 →(P3, P7). Second, to prove the minimality of H1, we can use a similar
way as in Theorem 2. Therefore H1 − e(P3, P7) for any edge e.
Now, consider the graph H2 as in Fig. 8.
Theorem 8. The graph H2 ∈ RT (P3, P7).
Proof. We ﬁrst prove that H2 → (P3, P7). Consider any red-blue coloring of the edges of H2 containing no red P3.
Then, one of these two edges a3a4 and a4a5, say x, will be red. Since otherwise, this blue P3 can be extended into a
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Fig. 8. Graph H2
blue P7 is any coloring. The proof is complete. Now, consider the component of H1 − {x} containing a4. In any case,
this component will contain a blue path P7. Hence, H2 → (P3, P7). Second, to prove the minimality of H2, we can
use a similar way as in Theorem 2. Therefore H2 − e(P3, P7) for any edge e.
Deﬁnition 9. For i ≥ 3, the graph Hi is deﬁned as a tree in Fig. 9 which contains a backbone path P of order 2i + 3
(P ≡ a1a2 . . . a2i+3) and subtrees C1,C2, . . . ,Ci−2, where Ct  K1 if t is odd and Ct  J if t is even.
Fig. 9. Graph Hi where Ci  K1 for i is odd and Ci  J for i is even.
Theorem 10. The graph Hi ∈ RT (P3, P7), for i ≥ 3.
Proof. By using a similar method, we can verify that graph Hi ∈ RT (P3, P7), for any i ≥ 3.
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