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 概要 
近年のコンピュータグラフィックス（CG）技術の進歩に伴い，以前と比べ写実的な画像
をはるかに高速に生成できるようになってきている．しかしながら，写実的な画像を生成す
るには依然として長い時間がかかるため，写実的な画像を効率的に生成する手法の研究が
現在も多く行われている．基本的に画像生成アルゴリズムは，多くのパラメータを要し，手
法の効率や結果画像の画質はパラメータに大きく依存している．また，画像生成にかかる計
算時間と画質はトレードオフの関係にあり，所望の画質を満たしつつ高速に画像生成が可
能なパラメータを設定するのは困難である．しかしながら多くの研究では，最適なパラメー
タが与えられた下での計算効率や画質を重視しており，最適なパラメータを見つけるため
の労力は無視されている．そのため実際の応用の場面では，高い計算効率や所望の画質の結
果を得るために，ユーザはパラメータ調整とレンダリングを繰り返す必要があり，多大な労
力と時間を要する．そこで本論文では，計算時間と画質の関係を定式化することで，パラメ
ータ調整の労力の少ないロバストかつ効率的な 3 つの画像生成手法を提案する．1 つ目の方
法では，様々な大域照明アルゴリズムの基盤的技術であるレイトレーシングにおいて，高品
質な高速化データ構造を構築することで，効率的に写実的な画像生成を行う．2 つ目の方法
では，写実的な画像を効率的に生成する手法の一つである多光源レンダリング法において，
計算時間のボトルネックとなっている可視関数の評価回数を確率的アプローチにより削減
することで効率的に写実的な画像の生成を行う．最後に 3 つ目の提案法では，多光源レン
ダリング法において，輝度推定値の誤差を制御することで，一度のレンダリングで所望の画
質の結果を生成する．本研究により，ユーザは少ないパラメータ調整の労力で高効率に写実
的な画像を生成でき，CG による写実的な画像を利用する様々な分野において，作業効率の
大幅な向上をもたらすことができる．  
 Abstract 
Recent advances in computer graphics make it possible to render photorealistic images 
much more efficiently than ever before. However, since the computational cost of 
photorealistic rendering is still high, efficient rendering methods are widely studied. 
Most global illumination algorithms require a lot of parameters, which significantly 
affect the rendering efficiency and the image quality. Due to the trade-off relation 
between the rendering efficiency and the image quality, it is difficult to set parameters 
that satisfy both efficient renderings and desired image qualities. Previous rendering 
methods, however, mainly focus on the rendering efficiency under the condition that the 
optimal parameters have been already obtained, and an effort to find the optimal 
parameters are usually ignored. Therefore, in practical use of the previous rendering 
methods, users need to repeat parameter adjustments and rendering until desired 
images are rendered. To solve this problem, we propose three efficient and robust 
rendering methods that can reduce the trial and error processes of setting appropriate 
parameters by formulating the relation between the computational efficiency and the 
image quality. Our first method accelerates a ray tracing algorithm that is the basis of 
most global illumination algorithms. Our second method accelerates many-light 
rendering, which is one of the most efficient global illumination algorithms, by reducing 
the number of visibility evaluations which is a bottleneck of many-light rendering. 
Finally, our third method accelerates the many-light rendering by stochastic control of 
errors due to radiance estimation. Since our proposed three methods have fewer 
parameters to tweak than previous methods, users can create photorealistic images with 
little effort of parameter adjustment. Our research brings a significant improvement in 
work efficiency to many applications of realistic image synthesis. 
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第１章 序論 
本章では，コンピュータグラフィックス（CG）による写実的な画像生成に関する研究の
概説を行う．また，本論文において提案する 3 つの手法の概要と論文構成について説明す
る． 
1.1 研究背景 
 近年，コンピュータの普及や性能の向上により，様々な分野で CG の技術が応用されてき
ている．従来は，映画やコンピュータゲームなどの映像製作が主な応用範囲であったが，現
在では，建築や製造業における設計支援や，災害，自然現象のシミュレーション，医療にお
ける可視化システムなどにも応用されており，業務の効率化に大きく貢献している．建築業
界を例に挙げて CG の活用例を説明すると，建築物を造る際，依頼主と建築業者は建築物の
完成イメージを共有しながら設計を行っていく．ここで従来は，様々な図面を用いて完成イ
メージの共有を試みていたが，図面からでは詳細な完成イメージを想像するのは難しく，効
率的に設計を行うことができていなかった．そのため現在では，図面ではなく完成物の CG
画像を用いて完成イメージの共有を行っている．CG 画像を用いれば瞬時に完成イメージを
共有することができ効率的に設計を行うことができる．このように CG の技術を用いるこ
とで作業効率の向上が可能であるが，一つ問題がある．それは CG による写実的な画像を生
成するには長い計算時間が必要という点である．複雑なシーンでは 1 枚の画像を生成する
だけでも数十時間かかる場合があり，映像製作など大量の画像が必要な場合は膨大な時間
を要する．そのため，CG を用いた応用分野において，さらなる作業効率の効率化のために
も，写実的な画像を効率的に生成する手法の研究が重要である． 
 CG による写実的な画像を生成するには，光源から発せられる光のあらゆる輸送経路を考
慮した上で，視点に到達する光のエネルギーを計算する光輸送問題を解く必要がある．この 
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計算はコストが高く，近年のコンピュータ性能の向上をもってしても画像生成に多くの時
間を要する．CG による写実的な画像生成に関する基本理論[26]が完成した 1980 年代から
現在に至るまで，様々な光輸送問題の効率的な解法が提案されてきたが[18, 21, 25, 50, 52]，
未だユーザが要求するレベルの写実性と効率性を両立した手法は存在せず，現在も広く研
究されている．このような背景の下，写実的な画像を効率的に生成する手法として，近年，
多光源レンダリング法がよく研究されている[9]．この手法は二段階のアルゴリズムで，ま
ず光源から光の輸送経路を大量に生成する．この手法では光の輸送経路において光の放射
点やシーンとの交点のことを仮想的な点光源（Virtual Point Light，VPL）と呼ぶ．VPL の
生成後は，各ピクセルでピクセルに対応するシーン上の点（以降シェーディング点と呼ぶ）
を生成し，VPL からの直接光を計算することで，視点方向に出射する輝度を近似的に計算
する（図 1.1 参照）．この手法の特徴として，使用する VPL の数によって計算時間と近似精
度を制御できる点がある．使用する VPL の数が少ない場合は，光輸送問題の粗い近似では
あるが，光源からの直接光と間接光を考慮した画像を数秒以下で生成することができる．一
 
図 1.1 多光源レンダリング法．あらかじめ大量の VPL を生成しておき，各ピクセルで
はシェーディング点に入射する VPL から光が視点方向に反射する量を基にピクセルの
値を計算する． 
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方，使用する VPL の数を増やせば，光輸送問題の高精度な近似となり，写実的な画像を生
成することができる（図 1.2 参照）．このような特徴から，プレビュー用として少ない VPL
で高速に画像生成を行いシーンを調整してから，大量の VPL で写実的な画像を生成すると 
 
(a) VPL 数:100 
 
(b) VPL 数:100 万 
 
(c) 参照画像[26] 
図 1.2 VPL 数と近似精度の関係．多光源レンダリング法では VPL 数を増やすほど光輸
送問題の正確な近似となる．ただし，すべての VPL を使用して輝度計算を行う場合，計
算時間は VPL 数に比例して増加し，(a)は計算時間 4.3 秒，(b)は計算時間 33,184 秒（約
9 時間）である．なお，画像解像度は1,0242であり，Intel Core i7-6950X CPU を搭載し
た PC での計測時間である．(b)の画像生成時の詳細な計算時間の内訳は図 1.3 に示す通
りである． 
 
図 1.3 図 1.2(b)の画像生成における計算時間の内訳．括弧内の数字は全体の計算時間内
で占める割合である．多光源レンダリング法では，VPL は全シェーディングで共有可能
であり生成は一度だけでよいため，大量に VPL を生成しても計算コストは低い．大量に
VPL を使用する場合，輝度計算が全体の計算時間の大部分を占め，VPL とシェーディン
グ点間の可視判定は輝度計算の計算時間の大部分を占める． 
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いう利用も可能であり，様々なアプリケーションで多光源レンダリング法が採用され始め
ている． 
多光源レンダリング法では，大量の VPL を用いることで光輸送問題の高精度な近似解を
得ることができる．しかしながら，計算時間は VPL 数に比例して増加するため，大量の VPL
を用いると画像生成に膨大な計算時間を要するという問題がある．そのため，この問題を解
決するための方法が多く提案されている[17, 58, 61]．これらの方法では，大量の VPL を生
成しつつ，その中から少量の VPL をサンプリングし，大量の VPL すべてを用いた場合の
輝度を推定する（図 1.4 参照）．推定結果には誤差が含まれるが，サンプル数を増やすこと
で誤差を低減できる．また，生成される VPL のほとんどは結果に与える影響が小さいため，
結果に与える影響が大きい重要な VPL を重点的にサンプリングできれば，少量の VPL で
も高精度に輝度の推定が可能である．図 1.3 に示すように，多光源レンダリング法では VPL
の生成自体は計算コストが低く，輝度計算が画像生成の計算時間の大部分を占めるため，こ
の方法により大量の VPL を生成しても高速に画像を生成できる． 
 結果例 
図 1.4 VPL サンプリングによる輝度推定．大量に生成した VPL から少量の VPL をサ
ンプリングし，全 VPL を使用した場合の輝度を推定する．推定値には誤差が含まれるが，
サンプル数を増やすか，結果に与える影響の大きい VPL を重点的にサンプリングするこ
とで誤差を低減できる．推定精度が低い場合，各ピクセルで誤差の大きさがバラつくこと
により結果画像にノイズが発生する（右図）． 
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 多光源レンダリング法を効率化する別のアプローチとしては，VPL の寄与（VPL からの
光が視点に到達する量）の計算コストを削減する方法がある．VPL の寄与計算では，VPL
からの光が輝度計算点（以降，シェーディング点と呼ぶ）に到達するかの判定，つまり，VPL
とシェーディング点間の可視判定が必要となる．可視判定を行うには，二点間を結ぶ線分と
シーン中のすべての物体で交差判定を行う必要があるため，計算コストが非常に高く，VPL
の寄与計算時間の大部分を占める（図 1.3 参照）．そのため，可視判定の高速化は多光源レ
ンダリング法の高速化に直結する．可視判定を高速化する方法としては，線分とシーン中の
物体の交差判定において，明らかに交差しない物体との交差判定を省略する方法[53]や，寄
与の小さい VPL に対して，可視判定自体を省略する方法[51]などがある． 
 近年の多光源レンダリング法の研究により，大量の VPL を使用したとき計算時間がかか
りすぎてしまうという問題は大幅に改善されてきている．しかしながら，多くの手法は経験
則に基づいてるため，経験則が当てはまらない状況では大幅な高速化は望めない（例えば，
文献[36]では近傍のシェーディング点で VPL の寄与が相関しているという経験則に基づき
高速化を行っているが，鋭い反射特性を持つ材質ではこの経験則は当てはまらない）．また，
手法の効率はアルゴリズムのパラメータに大きく依存するにも拘らず，適切なパラメータ
の設定方法は提案されていないことが多く，ユーザが手作業で適切なパラメータを設定す
る必要がある．パラメータによっては値を変更するとレンダリングを最初からやり直さな
ければならない場合もあり，ユーザはパラメータ調整に多大な労力と時間を強いられる．さ
らに，高い効率で画像生成ができるパラメータを発見できたとしても，最適なパラメータは
シーンだけでなく，材質や視点が異なるだけでも変化するため，映像製作などこれらの要素
が頻繁に変化する応用分野では，パラメータ調整の労力削減は極めて重要である．次節では，
これらの問題点を踏まえた上で，多光源レンダリング法を高速化する 3 つの提案法の概要
について説明する． 
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1.2 研究概要 
 本論文では，写実的な画像生成手法の一つである多光源レンダリング法において，計算効
率を定式化することで，ヒューリスティックスに依らずパラメータ調整の少ないロバスト
かつ効率的な画像生成法を提案する．なお CG の分野においてロバスト性とは，シーンに依
らず安定的な効率を出せる性質を指す．多光源レンダリング法は，仮想的な点光源である
VPL を用いて画像生成を行う手法で，使用する VPL の数により光輸送問題に対する近似精
度と計算時間を制御できる．この手法で写実的な画像を生成するには大量の VPL が必要で
あり，単純にすべての VPL の寄与を計算する場合，計算時間がかかりすぎてしまう．大量
の VPL を効率的に扱う手法が多く提案されているが，依然として長い計算時間を要する．
そこで，本論文では以下の 3 つのアプローチにより，実的な画像を効率的に写生成する． 
⚫ レイトレーシングの高速化 
⚫ 可視判定省略による高速化 
⚫ 誤差制御による高速化 
多光源レンダリング法の基本的な処理の流れは図 1.5 に示す通りである．1 つ目のアプロー
チでは，VPL・シェーディング点の生成と VPL の寄与計算における VPL・シェーディング
点間の可視判定を高速化し，2 つ目のアプローチでは，VPL の寄与計算における VPL・シ
ェーディング点間の可視判定を省略することで高速化を行う．3 つ目のアプローチでは，ユ
ーザが指定する許容誤差パラメータを基に自動的に VPL サンプル数を決定することで，ユ
ーザが所望する画質の画像を一度のレンダリングで生成する．以下では，各アプローチの概
要について述べる． 
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1.2.1 レイトレーシングの高速化 
 レイトレーシングは，視点から光の経路を追跡することで画像を生成する手法である[8, 
59]．レイトレーシングは，多光源レンダリング法を含む様々な大域照明アルゴリズムの基
礎的技術であり，レイトレーシングの高速化は，あらゆる大域照明アルゴリズムの高速化に
つながる．レイトレーシングにおける基本的な計算は，ある点からある方向に進む光線（レ
イ）とシーン中の物体表面との交点計算である（図 1.6(a)参照）．多光源レンダリング法に
おいては，VPL やシェーディング点の生成，VPL とシェーディング点間の可視性の判定に
用いられる．レイとシーンの交点計算を行うには，シーン中の物体とレイで交差判定を行う
必要がある．CG の分野では，物体表面を三角形ポリゴン（以降，三角形と呼ぶ）の集合で
表すのが一般的であり，複雑なシーンでは三角形の数が膨大となるため，すべての三角形に
対してレイとの交差判定を行うのは計算コストが非常に高い．そのため，レイトレーシング
 
図 1.5 多光源レンダリング法の処理の流れと 3 つの提案法の関係． 
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を行う前にあらかじめ交差判定を高速化するためのデータ構造[2, 15, 44]を構築しておき，
レイトレーシング時には，構築した高速化データ構造を参照し，交差判定を効率的に行うの
が一般的である（図 1.6(b)参照）．ただし高速化データ構造を使用する場合，高速化データ
構造を保持するための大量のメモリが必要となる問題がある，また，高品質な高速化データ
構造を構築するには，レイの分布に関する情報が必要となるが，高速化データ構造の構築の
段階ではレイの分布は未知であるため，レイの分布が一様と仮定して高速化データ構造を
構築しているという問題がある．  
 近年，高速化データ構造の構築とレイトレーシングを同時に行うことで，高速化データ構
造のための追加のメモリが不要な DACRT（Divide-And-Conquer Ray Tracing）が提案さ
  
(a) レイトレーシング (b) 高速化データ構造の例 
図 1.6 (a) レイトレーシングでは，始点と方向で定義されるレイとシーンの交点計算を
行うことで光の輸送経路を構築する．一般的に CG では物体を三角形ポリゴンの集合で
表すため，レイとシーンの交点を計算するにはすべての三角形ポリゴンとレイで交差判
定を行う必要がある．(b) 高速化データ構造の一つであるバウンディングボリュームは，
三角形集合を包含する立体のことで，バウンディングボリュームとレイで交差判定を行
い，交差しない場合はバウンディングボリューム内の三角形とレイも必ず交差しないた
め三角形との交差判定を省略できる． 
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れた[1, 30, 34, 41]．この手法では，高速化データ構造の構築とレイトレーシングを同時に
行うため，高速化データ構造の構築時にレイの分布の情報を持つ．しかしながら DACRT で
は，依然として高速化データ構造の構築にレイの分布の情報を利用せず，従来の高速化デー
タ構造の構築方法と同様，レイの分布は一様と仮定しており，高速化データ構造の構築方法
に改善の余地がある．そこで本研究では，DACRT においてレイの分布の情報を用いて高速
化データ構造の構築を行うことで，追跡しているレイに最適化された高速化データ構造を
構築する．また，高速化データ構造を用いたレイトレーシングの計算効率を定式化すること
で，効率的な高速化データ構造の利用方法を提案する．これにより，効率的にレイと三角形
の交差判定を行うことができる． 
 
1.2.2 可視判定省略による高速化 
 レイトレーシングの高速化により，多光源レンダリング法の計算時間のボトルネックで
ある VPL とシェーディング点間の可視判定を効率的に行うことができる．しかしながら，
可視判定の回数は膨大であるため，依然として画像生成には時間を要する．そこで本研究で
は，可視判定を確率的に行うことで，計算コストの高い可視判定の回数自体を削減する．こ
こで，可視判定を確率的に行うとは，VPL とシェーディング点が与えられたとき，可視判
定を行うか省略するかをランダムに決定するという意味である．与えられた VPL とシェー
ディング点が，可視か不可視である確率が高い場合，正確に可視判定を行うのは無駄である
ため，可視判定を省略する確率を高くするべきであり，可視か不可視かが曖昧な場合は，正
確に可視判定を行うべきである． 
可視判定を確率的に行う場合，すべての VPL から少量の VPL をサンプリングすること
によるランダム性だけでなく，可視判定結果にもがランダム性が発生する．そのため，同じ
VPL サンプル数では輝度の推定精度は必ず悪化する．しかしながら，計算コストの高い可
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視判定をある確率で省略するため，与えられた時間内において，より多くの VPL サンプル
を使用できるため，同じ VPL サンプル数では出射輝度の推定精度は悪化しても，同時間で
比較したとき，サンプル数の増加により，より高精度な推定が可能となる．1 サンプル当た
りの平均計算時間と推定精度はトレードオフの関係にあり，可視判定の省略確率を大きく
すれば，1 サンプル当たりの平均計算時間は減少するが，推定精度も減少してしまう．本研
究では，計算時間と推定精度の関係を定式化することで，画像生成の効率を最大化する可視
判定の省略確率を導出する． 
 
1.2.3 誤差推定による高速化 
 レイトレーシングの高速化，可視判定省略による高速化により，高速な画像生成が可能と
なったが，これらのアプローチではシェーディング点における出射輝度の推定値の誤差を
制御していないという問題がある．つまり，これらのアプローチではユーザによって VPL
サンプル数などのパラメータが指定されたときに，より短い時間で計算を終えることがで
きるが，推定値に含まれる誤差の大きさは知ることができない．そのため，過度に大きい
VPL サンプル数を指定すれば，誤差は小さいが計算時間がかかりすぎてしまい，過度に小
さい VPL サンプル数を指定すれば，計算時間は短いが誤差の大きい推定値が得られ，結果
画像にノイズが発生する．ノイズの大きい画像が得られた場合，ユーザはパラメータを調整
し再度レンダリングを行う必要があり，ノイズを視認できないレベルの画像を生成するの
に，結局長い計算時間がかかってしまう．そのため，推定値の誤差を制御しつつ高速に画像
を生成する方法が必要である．しかしながら，これまでの多光源レンダリング法の研究では，
適切なパラメータ設定が行われている下で，いかに高速に画像を生成できるかに主眼が置
かれており，ノイズの大きい画像が得られたときの再レンダリングの必要性を無視してい
た．誤差制御を試みる手法[7, 55, 56, 57]も存在するが，ヒューリスティックスに基づく手
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法であり，推定誤差を過少評価する傾向があるため，依然としてユーザはパラメータ調整と
レンダリングを繰り返す必要があった． 
 そこで本研究では，推定値の誤差を正確に制御しつつ効率的に写実的な画像を生成する
手法を提案する．本手法では，刺激の弁別閾（差を知覚できる最小の差）は基礎刺激の強度
に比例するというウェーバーの法則[6]に基づき，推定値の相対誤差を制御する．誤差の計
算には真値が必要であるが，真値は推定対象そのものであるため，提案法では統計的なアプ
ローチにより誤差の大きさを推定する．本手法では，ユーザは許容相対誤差と，相対誤差が
許容範囲に収まる確率である信頼度パラメータを指定するだけでよく，VPL サンプル数は，
これらのパラメータに基づき自動で設定される．提案法により，一度のレンダリングでユー
ザの所望する画質の画像を生成できる． 
 
1.3 論文構成 
 本論文の構成は以下の通りである．第 2 章では，提案法に関連するレンダリングの基礎
について説明する．第 3 章から第 5 章では，提案法であるレイトレーシングの高速化，可
視判定省略による高速化，誤差推定による高速化について，詳細な研究背景と関連研究を交
えて説明し，先行研究との比較実験の結果を示す．最後に第 6 章で，本論文のまとめを行
う． 
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第２章 レンダリングの基礎 
 本章では，CG による写実的な画像の生成方法の基礎であるレンダリング方程式，および
レンダリング方程式を解く手法として広く用いられているモンテカルロ法について説明す
る．レンダリング方程式は，物体表面上の点における光の振る舞いを記述する積分方程式で
あり，モンテカルロ法は，乱数を用いた積分の数値計算法である．また，レンダリング方程
式とモンテカルロ法を基に写実的な画像を効率的に生成する多光源レンダリング法，多光
源レンダリング法を含む様々な大域照明アルゴリズムの基盤技術であるレイトレーシング
について説明する． 
 
2.1 モンテカルロ法 
 CG による画像生成では，ピクセル値の計算など様々な場面で積分計算が必要となる．し
かしながら，ほとんどの場合で解析的な積分計算が困難であるため近似計算が必要となる．
低次元の関数に対しては区分求積法を用いれば効率的に高精度な近似が可能であるが，CG
で扱う関数は高次元であることが多いため区分求積法を用いるのは非効率である．そのた
め，CG では乱数を用いた積分の近似法であるモンテカルロ法を用いる． 
 モンテカルロ法は次元数に関係なく適用できる手法であるが，説明簡略化のため以下の
式で定義される一次元の積分を考える．なお，本節で説明するモンテカルロ法の特性は，多
次元の場合にも当てはまる． 
𝐼 = ∫𝑓(𝑥)𝑑𝑥
𝐷
 (2.1) 
ここで，𝑓は定義域𝐷上で定義された実数値関数である．モンテカルロ法では，確率密度関
数𝑝に従い独立に生成した𝑁個のサンプル𝑋1, … , 𝑋𝑁を用いて，以下の式で積分値を推定する． 
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𝐼 ≈ 𝐹𝑁 =
1
𝑁
∑
𝑓(𝑋𝑖)
𝑝(𝑋𝑖)
𝑁
𝑖=1
 (2.2) 
確率密度関数𝑝に従うサンプルは逆関数法を用いることで生成できる [38]．サンプル
𝑋1, … , 𝑋𝑁は確率変数であることから，それらを用いた推定値𝐹𝑁もまた確率変数であり，推定
値𝐹𝑁の期待値𝐸[𝐹𝑁]は以下の式で表される． 
𝐸[𝐹𝑁] = 𝐸 [
1
𝑁
∑
𝑓(𝑋𝑖)
𝑝(𝑋𝑖)
𝑁
𝑖=1
] 
𝐸[𝐹𝑁] =
1
𝑁
∑𝐸 [
𝑓(𝑋𝑖)
𝑝(𝑋𝑖)
]
𝑁
𝑖=1
 
𝐸[𝐹𝑁] =
1
𝑁
∑∫
𝑓(𝑥)
𝑝(𝑥)
𝑝(𝑥)𝑑𝑥
𝐷
𝑁
𝑖=1
 
𝐸[𝐹𝑁] = 𝐼 
(2.3) 
上式より，推定値𝐹𝑁の期待値は真値と一致することが分かる．そして，𝐹𝑁の分散𝑉[𝐹𝑁]は以
下の式で表される． 
𝑉[𝐹𝑁] = 𝑉 [
1
𝑁
∑
𝑓(𝑋𝑖)
𝑝(𝑋𝑖)
𝑁
𝑖=1
] 
𝑉[𝐹𝑁] =
1
𝑁2
∑𝑉[
𝑓(𝑋𝑖)
𝑝(𝑋𝑖)
]
𝑁
𝑖=1
 
𝑉[𝐹𝑁] =
1
𝑁
𝑉 [
𝑓(𝑋)
𝑝(𝑋)
] 
(2.4) 
ここで，𝑋は確率密度関数𝑝に従う確率変数である．上式より，モンテカルロ法では，サンプ
ル数𝑁を大きくするほど推定値の分散が減少し，サンプル数𝑁が無限のとき分散が 0 となる
ことが分かる．ただし，モンテカルロ法の計算時間はサンプル数に比例して増加するため，
単純にサンプル数を増やして分散を減少させる方法は非効率である．以降では，効率的に推
定を行う手法である重点的サンプリングとロシアンルーレット法について説明する． 
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重点的サンプリング 
積分値の計算において被積分関数𝑓の値が小さい領域よりも，値が大きい領域の方が積分
値に与える影響が大きい．重点的サンプリングは，被積分関数𝑓の値が大きい領域を重点的
にサンプリングすることで分散を低減する方法である．式(2.4)において分散𝑉[𝑓(𝑋)/𝑝(𝑋)]
に注目すると，この分散は以下の式で表される． 
𝑉 [
𝑓(𝑋)
𝑝(𝑋)
] = 𝐸 [
𝑓(𝑋)2
𝑝(𝑋)2
] − 𝐸 [
𝑓(𝑋)
𝑝(𝑋)
]
2
 
𝑉 [
𝑓(𝑋)
𝑝(𝑋)
] = ∫
𝑓(𝑥)2
𝑝(𝑥)
𝑑𝑥
𝐷
− {∫𝑓(𝑥)𝑑𝑥
𝐷
}
2
 
(2.5) 
上式より，確率密度関数𝑝が被積分関数𝑓に比例するほど分散が減少し，𝑝(𝑥) = 𝑓(𝑥)/
∫ 𝑓(𝑥)𝑑𝑥𝐷 のとき分散は 0 となることが分かる．ただし，分散が 0 となる理想的な確率密度
関数には，推定対象であり未知の値である∫ 𝑓(𝑥)𝑑𝑥𝐷 が必要であるため使用することはでき
ない．実際の応用では，積分計算が可能な関数𝑔(𝑥) ≈ 𝑓(𝑥)を用意し，𝑝(𝑥) = 𝑔(𝑥)/∫ 𝑔(𝑥)𝑑𝑥𝐷
としてサンプリングを行う．または，被積分関数𝑓が 2 つの関数𝑓1と𝑓2の積𝑓1𝑓2で表され，𝑓1
か𝑓2が積分可能のとき，𝑝(𝑥) = 𝑓1(𝑥)/∫ 𝑓1(𝑥)𝑑𝑥𝐷 や𝑝(𝑥) = 𝑓2(𝑥)/∫ 𝑓2(𝑥)𝑑𝑥𝐷 としてサンプリ
ングを行う．被積分関数の形状にもよるがほとんどの場合で，定義域上を一様にサンプリン
グするよりも，被積分関数の一部に比例した確率密度関数を使用した方が分散を低減でき
る． 
 なお，被積分関数に比例した確率密度関数に従うサンプル列を生成する方法としてマル
コフ連鎖モンテカルロ法があるが，この方法では理想的な確率密度関数に従うサンプル列
を生成できるが，確率密度関数の値は計算できないという問題があり，積分値の推定に使用
することはできない．重点的サンプリングとマルコフ連鎖モンテカルロ法を組み合わせ，レ
ンダリングに応用した方法もいくつか提案されているが，本研究との関連は小さいため詳
細は[51, 52]を参照されたい．  
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ロシアンルーレット法 
 モンテカルロ法では，サンプル数を増やすほど分散が減少し，推定精度を向上させること
ができる．ロシアンルーレット法は，同時間において，より多くのサンプルを用いることで
分散を低減する手法である．この手法では，従来通りの方法でサンプルを生成したのち，被
積分関数𝑓を以下の式で置き換えて積分値を推定する． 
𝑓(𝑥) =
{
 
 
 
 𝑓(𝑥)
𝑞(𝑥)
確率𝑞(𝑥)で選択
0 それ以外
 (2.6) 
この方法では，確率𝑞で実際に被積分関数𝑓を評価し，それ以外（確率1 − 𝑞(𝑥)）では被積分
関数𝑓の評価を省略する．そのため，1 サンプル当たりの平均計算時間が減少し，同じ計算
時間において，より多くのサンプルを用いることができる．なお，以下に示すように𝑓の期
待値は真値𝑓と一致するため，ロシアンルーレット法を用いても積分の推定値は真値と一致
する． 
𝐸[𝑓(𝑥)] =
𝑓(𝑥)
𝑞(𝑥)
𝑞(𝑥) + 0(1 − 𝑞(𝑥)) 
𝐸[𝑓(𝑥)] = 𝑓(𝑥) 
(2.7) 
この方法では積分値の推定において，サンプル生成のランダム性だけでなく，ロシアンル
ーレット法においてもランダム性が発生する．そのため，同じサンプル数の下では，推定値
の分散は必ず増加する．分散の増加量と 1 サンプルに対する平均計算時間の減少量は，確
率𝑞に依存するため，確率𝑞の適切な設定が重要となる． 
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これまでモンテカルロ法を用いて積分値を推定する方法を説明してきたが，モンテカル
ロ法は総和の推定にも用いることができ，離散点𝑥1, … , 𝑥𝑀における𝑓の総和は以下の式で推
定される． 
𝐼 =∑𝑓(𝑥𝑖)
𝑀
𝑖=1
 
𝐼 ≈
1
𝑁
∑
𝑓(𝑋𝑗)
𝑝(𝑋𝑗)
𝑁
𝑗=1
 
(2.8) 
ここで，𝑋𝑖 ∈ {𝑥1, … , 𝑥𝑀}は𝑖回目の試行におけるサンプルであり，確率質量関数𝑝に従い生成
される．総和の推定値に対する期待値や分散の特性などは，積分の推定値に対するものと同
様である． 
 
2.2 レンダリング方程式 
 写実的な画像を生成するには光の振る舞いを物理則に基づき計算する必要がある．レン
ダリング方程式は，物体表面における光の振る舞いを記述する方程式であり，物体表面上の
点𝑥から方向𝜔𝑜に出射する輝度𝐿(𝑥,𝜔𝑜)は以下の式で計算される（図 2.1 参照）[26]． 
𝐿(𝑥, 𝜔𝑜) = 𝐿𝑒(𝑥, 𝜔𝑜) + 𝐿𝑟(𝑥, 𝜔𝑜) (2.9) 
ここで，𝐿𝑒(𝑥, 𝜔𝑜)は点𝑥が光源上である場合の発光により方向𝜔𝑜に出射する輝度であり，
𝐿𝑟(𝑥,𝜔𝑜)は点𝑥に入射した光が方向𝜔𝑜に反射する輝度である．𝐿𝑟は以下の式で計算される． 
𝐿𝑟(𝑥,𝜔𝑜) = ∫𝐿(𝑥, 𝜔𝑖)𝑓(𝑥,𝜔𝑖 , 𝜔𝑜)|cos𝜃|𝑑𝜔𝑖
Ω
 (2.10) 
ここで，Ωは物体表面の上半球，𝜔𝑖は入射方向，𝑓は BRDF（Bidirectional Reflectance 
17 
 
Distribution Function），𝜃は入射方向と物体表面法線のなす角，𝑑𝜔𝑖は微小立体角である． 
BRDF 𝑓(𝑥,𝜔𝑖 , 𝜔𝑜)は，点𝑥に方向𝜔𝑖から入射した光が方向𝜔𝑜に反射する割合を表す関数で
あり，物体の材質により異なる．立体角は，2 次元における平面角を 3 次元に拡張したもの
で，単位球上における面積である． 
 式(2.10)では，光の振る舞いの直感的な解釈のため微小立体角に関する積分で反射輝度を
表していたが，シーン中の 3 点𝑥，𝑥′，𝑥′′を用いて，微小面積に関する積分に書き直すこと
ができる．立体角は単位球上における面積であることから，シーン中の微小面積と微小立体
角の関係は以下の式で表される（図 2.2 参照）． 
𝑑𝜔𝑖 =
|cos𝜃′|
‖𝑥 − 𝑥′‖2
𝑉(𝑥, 𝑥′)𝑑𝐴(𝑥′) (2.11) 
ここで，𝜃′は点𝑥′から点𝑥の方向と点𝑥′における法線のなす角，𝑉は可視関数，𝑑𝐴は微小面積
である．可視関数𝑉は，2 点間の可視性を表す関数であり以下の式で計算される． 
𝑉(𝑥, 𝑥′) = {
1 𝑥と𝑥′が互いに可視
0 それ以外
 (2.12) 
 
 
図 2.1 レンダリング方程式．点𝑥から方向𝜔𝑜に出射する輝度𝐿(𝑥, 𝜔𝑜)は，自己発光による
出射輝度𝐿𝑒(𝑥, 𝜔𝑜)と，入射光の反射による出射輝度𝐿𝑟(𝑥, 𝜔𝑜)の和で計算される．反射によ
る輝度の計算は，あらゆる方向から入射する光を考慮する必要がある． 
 
𝐿𝑟(𝑥,𝜔𝑜) 
𝜔𝑖 
𝑥 
𝜔𝑜 
法線 
𝜃 
Ω 
𝐿𝑒(𝑥,𝜔𝑜) 
𝑥 
𝜔𝑜 
光源 
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式(2.9)，式(2.10)，式(2.11)より，点𝑥から点𝑥′′の方向に出射する輝度は，以下の式で計算さ
れる． 
𝐿(𝑥, 𝑥′′) = 𝐿𝑒(𝑥, 𝑥
′′) +∫ 𝐿(𝑥′, 𝑥)𝑓(𝑥′, 𝑥, 𝑥′′)
|cos 𝜃||cos𝜃′|
‖𝑥 − 𝑥′‖2
𝑉(𝑥, 𝑥′)𝑑𝐴(𝑥′)
ℳ
 
𝐿(𝑥, 𝑥′′) = 𝐿𝑒(𝑥, 𝑥
′′) +∫ 𝐿(𝑥′, 𝑥)𝑓(𝑥′, 𝑥, 𝑥′′)𝐺(𝑥, 𝑥′)𝑉(𝑥, 𝑥′)𝑑𝐴(𝑥′)
ℳ
 
(2.13) 
ここで，ℳはシーン中の物体表面を表し，𝐺(𝑥, 𝑥′) =
|cos𝜃||cos𝜃′|
‖𝑥−𝑥′‖2
は幾何項と呼ばれる．次節
では 3 点形式のレンダリング方程式を用いて，多光源レンダリング法の定式化を行う． 
 
2.3 多光源レンダリング法 
 CG による画像生成は各ピクセルの値を計算することで行われる．各ピクセルの値は，そ
のピクセルを通り視点に到達する放射輝度から計算される．視点を𝑥𝑣，ピクセルに対応する
シェーディング点を𝑥とすると，視点𝑥𝑣に到達する放射輝度は以下の式で表される． 
 
図 2.2 微小面積と微小立体角の関係．微小面を単位球に投影したときの面積が微小立体
角である． 
 
𝑑𝐴(𝑥′) 
𝑑𝜔𝑖 
𝑥 
𝜃′ 法線 𝑥
′ 
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𝐿(𝑥, 𝑥𝑣) = 𝐿𝑒(𝑥, 𝑥𝑣) +∫ 𝐿(𝑥
′, 𝑥)𝑓(𝑥′, 𝑥, 𝑥𝑣)𝐺(𝑥
′, 𝑥)𝑉(𝑥′, 𝑥)𝑑𝐴(𝑥′)
ℳ
 (2.14) 
上式は再帰式になっており，点𝑥′から点𝑥に入射する輝度𝐿(𝑥′, 𝑥)を計算するには，点𝑥′にお
いてもレンダリング方程式を解く必要がある．入射輝度𝐿(𝑥′, 𝑥)にレンダリング方程式の代
入を繰り返すことで以下の式が得られる．  
なお表記簡略化のため，𝑓(𝑥′, 𝑥, 𝑥′′)を𝑓(𝑥)と置いた．上式において，𝑛重積分の項は，光源
から出射した光が𝑛回反射して視点に到達する輝度を表しており，視点に到達する輝度は，
光源からの光が直接視点に到達する輝度と 𝑛(≥ 1)回反射して視点に到達する輝度の和で計
算される．ただし，各積分式は解析的に解けないため，モンテカルロ法で各積分値を推定す
る．光源からの光が𝑛回反射して視点に到達する輝度を推定する場合，シーン中の𝑛個の点
𝑥1, … , 𝑥𝑛が 1 サンプルに相当し，多光源レンダリング法では光源側の点𝑥1から順にサンプリ
ングしていくことで生成する．𝑥1は光源上の物体表面をサンプリングすることで生成でき，
𝑥2以降は光の放射，反射方向をサンプリングし，シーンとの交点を計算することで生成でき
る．生成された点𝑥1, … , 𝑥𝑛は，他の積分値の推定に再利用が可能で，𝑥1, … , 𝑥𝑚を𝑚(< 𝑛)回反
射して視点に到達する輝度の推定のためのサンプルとして使用できる．そのため，最大反射
𝐿(𝑥, 𝑥𝑣) 
= 𝐿𝑒(𝑥, 𝑥𝑣) 
+∫ 𝐿𝑒(𝑥1, 𝑥)𝑓(𝑥)𝐺(𝑥1, 𝑥)𝑉(𝑥1, 𝑥)𝑑𝐴(𝑥1)
ℳ
 
+∫ ∫ 𝐿𝑒(𝑥1, 𝑥2)𝑓(𝑥2)𝐺(𝑥1, 𝑥2)𝑉(𝑥1, 𝑥2)𝑓(𝑥)𝐺(𝑥2, 𝑥)𝑉(𝑥2, 𝑥)𝑑𝐴(𝑥1)𝑑𝐴(𝑥2)
ℳℳ
 
+∑∫ …∫ 𝐿𝑒(𝑥1, 𝑥2)𝑇(𝑥1, … , 𝑥𝑛)𝑓(𝑥)𝐺(𝑥𝑛, 𝑥)𝑉(𝑥𝑛, 𝑥)𝑑𝐴(𝑥1)…𝑑𝐴(𝑥𝑛)
ℳℳ
∞
𝑛=3
 
(2.15) 
      𝑇(𝑥1, … , 𝑥𝑛) =∏𝑓(𝑥𝑖+1)𝐺(𝑥𝑖 , 𝑥𝑖+1)𝑉(𝑥𝑖 , 𝑥𝑖+1)
𝑛−1
𝑖=1
 (2.16) 
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回数を𝑛𝑚𝑎𝑥とすると，𝑥1, … , 𝑥𝑛𝑚𝑎𝑥を𝑁回サンプリングするだけで，反射回数が𝑛𝑚𝑎𝑥以下で視
点に到達する輝度の推定が可能である．また，これらのサンプルは，シェーディング点に依
存しないため，シェーディング点毎に生成する必要はなく，一度だけ生成するだけでよい． 
多光源レンダリング法では，生成したシーン中の点を VPL（Virtual Point Light）と呼
び，式(2.14)は VPL 𝑦を用いて以下の式で推定される（図 2.3 参照）． 
𝐿(𝑥, 𝑥𝑣) ≈ 𝐿𝑒(𝑥, 𝑥𝑣) + ∑ 𝐼(𝑦𝑖 , 𝑥)𝑓𝑟(𝑦𝑖 , 𝑥, 𝑥𝑣)𝐺(𝑦𝑖 , 𝑥)𝑉(𝑦𝑖 , 𝑥)
𝑁𝑣𝑝𝑙
𝑖=1
 (2.17) 
ここで，𝑁𝑣𝑝𝑙は VPL 数，𝐼は放射強度であり，放射強度𝐼，BRDF𝑓𝑟，幾何項𝐺，可視関数𝑉の
積は VPL の寄与と呼ばれる．VPL 𝑦が光源から𝑛番目の点とすると，放射強度𝐼は以下の式
で計算される． 
 
図 2.3 多光源レンダリング法．まず，光源側からシーン中の点をサンプリングしていく
ことで VPL を生成する．次にシェーディング点では，あらゆる方向から入射する光を
VPL からの光で近似し，視点に到達するエネルギーを計算する．なお左図において𝑥𝑖
(𝑗)は
𝑗回目の試行における光源から𝑖番目の点である．  
 
    
シェーディング点 
VPL 
光源 
視点 
𝑦1 
𝑦2 
𝑦3 
𝑦4 
𝑦5 
𝑦6 𝑥1
(1)
 
𝑥2
(1)
 
𝑥3
(1)
 
𝑥1
(2)
 
𝑥2
(2)
 
𝑥3
(2)
 
(a) VPL の生成 (b) 輝度計算 
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𝐼(𝑦, 𝑥) =
{
 
 
 
 
𝐿𝑒(𝑥1, 𝑥)
𝑁𝑝(𝑥1)
𝑛 = 1の場合
𝐿𝑒(𝑥1, 𝑥2)𝑇(𝑥1, … , 𝑥𝑛)
𝑁𝑝(𝑥1, … , 𝑥𝑛)
それ以外
 (2.18) 
上式を用いれば，多光源レンダリング法による推定値の期待値は真値と一致する．しかしな
がら，𝐿𝑒(𝑥1, 𝑥)または𝑓𝑟(𝑥𝑛−1, 𝑥𝑛, 𝑥)の指向性が強いとき，VPL が照らす領域は非常に狭まり，
結果画像にアーティファクトが発生する場合がある．そのため，多光源レンダリング法の研
究では，𝑥𝑛における𝐿𝑒または𝑓𝑟の指向性を無視することが多く[7, 17, 55, 56, 58, 61]，本研
究でも同様の近似を行い，放射強度を𝐼(𝑦)で表す． 
 本研究では，可視判定回数の削減や誤差推定により多光源レンダリング法を効率化する
が，その他のアプローチで多光源レンダリング法を効率化する研究もあり，ここでいくつか
紹介する．多光源レンダリング法では使用する VPL の数を増やすことで近似精度が向上し，
写実的な画像を生成できる．しかしながら，反射や放射の指向性が強い材質が存在する場合
など，単純に VPL 数を増やすだけでは，十分な近似精度を得るのに莫大な VPL が必要に
なる場合がある．そのため，少ない VPL でも十分な近似精度を得るための研究が多く行わ
れている[22, 35, 45, 48]．これらの手法では，点光源ではなく面積や長さを持った仮想的な
光源を生成することで問題を解決している．また，シェーディング点を可視点以外にも生成
する方法[13, 31]や，結果に与える影響の少ない VPL の生成を抑える方法[19]，視点側から
VPL を生成する方法[12]により，この問題を解決する方法もある．これらの研究により多
光源レンダリング法は，あらゆるシーンを効率的にレンダリングできる実用的な手法とな
ってきている． 
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2.4 レイトレーシング 
 レイトレーシングは光（レイ）の経路を視点側から追跡することで画像を生成する手法[8, 
44]であり，多光源レンダリング法を含む様々な大域照明アルゴリズムの基盤的な技術であ
る．この手法における基本的な処理は，レイとシーンの交点計算であり，多光源レンダリン
グ法においては，VPL やシェーディング点の生成，VPL とシェーディング点間の可視関数
の評価に用いられる．レイとシーンの交点計算では，始点と方向で定義されるレイと，シー
ン中のすべての物体で交差判定を行い，最も始点に近い交点を計算する．CG では物体を三
角形の集合で表現するのが一般的であり，複雑なシーンでは三角形の総数は膨大となるた
め，すべての三角形に対して交差判定を行うのは計算コストが非常に高い． 
シーン中の三角形とレイの交差判定を効率化する方法として，高速化データ構造の利用
がある．高速化データ構造は画像生成に先立って構築するもので，格子[15]，kd 木[2]，バ
ウンディングボリューム階層（BVH, Bounding Volume Hierarchy）[44]などの種類がある．
ここでは，本研究に関係がある BVH について説明する（図 2.4 参照）．バウンディングボ
リュームは，複数の三角形を包含する立体で，立体の形状には 3 次元座標系の各軸に平行
な直方体（AABB, Axis Aligned Bounding Box）がよく用いられる．バウンディングボリュ
ームを用いることで，バウンディングボリュームとレイが交差していないと判定されれば，
包含する三角形集合とレイも交差していないと判定することができ，大幅にレイと三角形
の交差判定回数を削減できる．バウンディングボリュームによる効率化の度合いは，バウン
ディングボリュームの大きさに依存する．多くの三角形を包含する大きいバウンディング
ボュームを用いた場合，レイと交差する確率が高くなるため，包含する三角形集合とレイの
交差判定を省略できる確率は小さくなる．一方，包含する三角形が少なく，小さいバウンデ
ィングボリュームを用いた場合，レイと交差する確率は小さくなり，高確率で三角形との交
差判定を省略できるが，多数のバウンディングボリュームが必要となるため，レイとバウン
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ディングボリュームの交差判定コストが問題となる．この問題を解決するため，バウンディ
ングボリュームを木構造で階層化したものが BVH である．BVH の葉ノードはいくつかの
三角形を包含するバウンディングボリュームを表し，内部ノードは子ノードを包含するバ
ウンディングボリュームを表す．BVH を用いた交差判定は，根ノードからの深さ優先探索
により行われる．各ノードでは対応するバウンディングボリュームとレイで交差判定を行
い，交差しない場合は，そのノードの探索を終了する．交差する場合は，そのノードが内部
ノードなら子ノードを探索し，葉ノードならバウンディングボリュームが包含する三角形
と交差判定を行う．このように，BVH を用いることで効率的にレイとシーン中の三角形の
交差判定を行うことができる． 
高速化データ構造を用いることで，レイとシーン中の三角形の交差判定を大幅に効率的
に行うことができる．しかしながら，高速化データ構造の構築は時間がかかる処理であり，
動的なシーンでは毎フレーム高速化データ構造の再構築が必要となるため，効率的に高速
 
図 2.4 BVH を用いたレイトレーシング．バウンディングボリュームとレイが交差しな
い場合，バウンディングボリュームが包含する三角形とレイも交差しないため，三角形と
レイの交差判定を省略できる．BVH はバウンディングボリュームを木構造により階層化
したもので，この例では，ノード A，B，D，E，C の順で探索し，ノード D が包含する
三角形とだけレイと交差判定を行う． 
 
レイ 
A 
B 
C 
D 
E 
F 
G 
 
A 
    
        
C B 
G F E D 
BVH 
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化データ構造を構築する方法が必要である．また，高速化データ構造はメモリを大量に使用
する場合が多いため，メモリ使用量に制限がある環境でもレイトレーシングを実行するた
めに，メモリ使用量を抑えた高速化データ構造の構築方法が必要である． 
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第３章 レイトレーシングの高速化 
3.1 はじめに 
近年のレイトレーシングに関する研究により，高速化データ構造（格子[27]，kd 木[63]，
バウンディングボリューム階層（Bounding Volume Hierarchy, BVH）[53]など）を用いる
ことで静的なシーン，動的なシーンの両方でインタラクティブなレンダリングが可能とな
りつつある．これらの手法では，レイトレーシングを行う前にあらかじめ高速化データ構造
を構築しておき，レイトレーシング時には，保持しておいた高速化データ構造を参照し，効
率的にレイとプリミティブ（物体を構成する幾何形状の最小単位，三角形など）の交差判定
を行う． 
近年，高速化データ構造の構築とレイトレーシングを同時に行うことで，高速化データ構
造のための追加のメモリが不要な DACRT（Divide-And-Conquer Ray Tracing）が提案さ
れた[1, 30, 34, 41]．この手法では，大量のレイとプリミティブの交差判定問題を分割統治
法を用いて解いている．分割統治法とは，そのままでは解けないような問題を小さな問題へ
分割し，分割された問題を解くことで元の問題を解く方法である．DACRT における問題は，
すべてのレイに対して最初に交差する物体表面との交点を求めることであり，問題サイズ
はレイの数とプリミティブの数の積に相当する．先行研究[1, 30, 34, 41]では，プリミティ
ブの分布のみを考慮して交差判定問題を分割しており，レイの空間的な分布を考慮してい
なかった．そのため，問題を分割してもレイの数が大きく削減されないことがあり，高解像
度画像のように大量のレイが必要な場合では非効率である．近年のディスプレイの高解像
度化により，高解像度画像の需要は高まっており，レイの分布を考慮してレイの数について
問題を効率的に分割する方法が必要である． 
本研究では，レイの集合からレイを標本抽出し，抽出したレイからレイの分布を推定する．
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これをレイサンプリングと呼び，レイサンプリングで得られたレイの分布を基に，高速化デ
ータ構造を構築することで，プリミティブの数，レイの数について問題サイズを大きく削減
することができる．しかしながら，レイの分布を考慮した高速化データ構造を使用した場合
でもレイの数について問題サイズを大きく削減できない場合がある．レイの数について問
題を分割するには，分割されたプリミティブ集合を包含するバウンディングボリュームと
レイ集合の交差判定が必要であるため，この場合，不要な交差判定が多数行われることにな
る．そこで本研究では，問題分割の計算効率を定式化し，非効率な交差判定が行われるのを
避ける方法を提案する．また，レイサンプリングにより得た情報を使用し，レイ全体に適し
た高速化データ構造の探索順序の決定を行う方法を提案する．提案法では，コヒーレンスの
高いプライマリレイ（視点からのレイ）やシャドウレイ（可視判定のためのレイ），コヒー
レンスの低いセカンダリレイ（視点からのレイが物体表面で反射したレイ），コヒーレンス
がほとんど存在しないランダムレイ（複数回の反射を経たレイ，ランダムな方向に反射した
レイ）で高速化を実現し，最大約２倍の高速化を達成した． 
 
3.2 関連研究 
一般的なレイトレーシングでは，レイトレーシングを行う前に高速化データ構造（格子
[15]，kd 木[2]，階層バウンディングボリューム（Bounding Volume Hierarchy, BVH）[44]
など（図 3.1 参照））を構築し，レイトレーシング時に，保持しておいた高速化データ構造
を参照し，交差判定を効率的に行う．静的なシーンでは，高速化データ構造は一度だけ構築
していれば良いため，時間をかけて高品質な高速化データ構造を構築するべきである．一方，
動的なシーンでは，毎フレーム高速化データ構造の再構築が必要となるため，高速化データ
構造の品質を多少落としても，高速に構築する必要がある．そのため，高品質かつ高速な高
速化データ構造の構築方法の研究が多く行われている[16, 28, 37, 53, 62]． 
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(a) 格子 (b) kd 木 (c) BVH 
図 3.1 様々な高速化データ構造の例．(a) 格子は各座標軸に垂直な平面を等間隔に配置
し空間を分割．(b) kd 木は座標軸の一つに垂直な平面を適応的に配置し空間を分割．(c) 
BVH は三角形を包含する境界立体をさらに包含する境界立体を考え階層化． 
 
 近年，分割統治法を用いたレイトレーシング（Divide-And-Conquer Ray Tracing, DACRT）
が提案された[1, 30, 34]．DACRT では，高速化データ構造の構築とレイトレーシングを同
時に行うことにより，使用メモリ量をレイの数とプリミティブの数から計算することがで
きる．そのため，メモリ使用量に制限があるハードウェアでは非常に有用である．また，レ
ンダリング速度に関しても，従来法と同程度の速度である．Mora[34]は，円錐状のパケット
（複数のレイをまとめたもの）を使用することで，プライマリレイに対して最適化された
DACRT を提案した．しかし，パケットを用いているため，コヒーレンスの低いセカンダリ
レイ，ランダムレイなどでは適用が困難である．Afra[1]は CPU の SIMD 拡張命令セット
の SSE（Streaming SIMD Extensions），AVX（Advanced Vector Extensions）を使用し，
コヒーレンスの低いレイに対して最適化したDACRT を提案した．Ravichandranら[41]は，
DACRT の GPU による実装を行った．この手法では，GPU による並列処理のためにレイ
の複製を生成する必要があり，メモリ使用量が決定論的という DACRT の利点が失われて
しまっている．DACRT は，高速化データ構造の構築とレイトレーシングを同時に行うため，
高速化データ構造の構築時にレイの情報を持っている．しかしながら，これらの手法では，
問題の分割にプリミティブの分布のみを考慮しており，レイの分布を考慮していなかった．
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提案法では，レイサンプリングにより，レイの分布を考慮した問題の分割を行う． 
レイの分布を考慮した高速化データ構造の構築と探索を行う研究は多く行われている．
Bittner ら[5]は，レイの分布を考慮した高速化データ構造の構築方法を提案した．しかしな
がら，この手法では，あらゆる種類のレイ（プライマリレイ，センカンダリレイなど）の分
布を同時に考えるため，レイのコヒーレンスが失われ，レイトレーシングの高速化率の大き
な向上はなかった．Feltman ら[14]は，シャドウレイの分布を考慮した BVH の構築と，探
索方法を提案した．しかしながら，シャドウレイに最適化された BVH のための追加の構築
時間，メモリが必要である． 
 
3.3 Divide-And-Conquer Ray Tracing 
DACRT は，分割統治法を用いてレイ集合とプリミティブ集合間の交差判定問題を解く方
法である．DACRT では，任意のプリミティブ，木構造の高速化データ構造を用いることが
できるが，本研究では，プリミティブとして三角形，高速化データ構造として BVH を使用
する．そのため以降では，プリミティブを三角形，高速化データ構造を BVH として説明す
る． 
DACRT では，与えられたレイ集合と三角形集合を分割することで，交差判定問題を二つ
の小問題に分割する．分割された各問題でも同様に，分割を繰り返していき，どちらかの集
合の要素が十分に小さくなれば，問題サイズが十分小さいとして，集合内の全てのレイと三
角形で交差判定を行い交差判定問題を解く．すべての小問題を解けたとき，全てのレイで始
点に最も近い三角形との交点が計算されたことになる．問題の分割を行う際は，まず三角形
集合を二分し，分割された三角形集合を包含するバウンディングボリューム（Bounding 
Volume, BV）とレイ集合で交差判定を行い，交差するレイを計算すればよい．問題の分割
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の流れを図 3.2 に示す． 
三角形集合の分割は，レイ集合の分割の効率に大きく影響する．分割された三角形集合を
包含する BV が大きいままでは，ほとんどのレイが BV と交差し，レイの数を大きく削減で
きないためである．三角形集合のよい分割を行うには，以下のコスト関数𝐶に従い分割すれ
ばよい（図 3.3 参照）． 
𝐶(𝑉 → 𝑉𝐿 , 𝑉𝑅) = 𝐶𝑇 + 𝐶𝐼(𝑝𝐿𝑁𝐿 + 𝑝𝑅𝑁𝑅) (3.1) 
ここで，𝑉𝐿，𝑉𝑅は BV である𝑉の子ノードの BV，𝐶𝑇はレイと BV の交差判定コスト，𝐶𝐼は
レイと三角形の交差判定コスト，𝑝𝐿，𝑝𝑅は𝑉と交差しているレイが𝑉𝐿，𝑉𝑅と交差する確率，
𝑁𝐿，𝑁𝑅は𝑉𝐿，𝑉𝑅内に含まれる三角形の数である．なお，𝑝𝐿 + 𝑝𝑅 ≠ 1であることに注意され
たい．式(3.1)を評価するには，𝑉𝐿，𝑉𝑅との交差確率𝑝𝐿，𝑝𝑅が必要であるが，通常のレイトレ
ーシングでは BVH の構築時にはレイの分布が未知なため𝑝𝐿，𝑝𝑅は未知である．そのため，
レイの分布は一様であると仮定し，𝑝𝐿，𝑝𝑅を，𝑉𝐿，𝑉𝑅の表面積と，𝑉の表面積の割合で近似
 
図 3.2 問題分割の流れ．三角形集合を二分し，分割された三角形集合を包含するバウン
ディングボリュームとレイ集合で交差判定を行い，交差するレイの集合を計算すること
で問題を分割する． 
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した SAH（Surface Area Heuristic）コスト関数が一般的に使用されている[54]．表面積で
はなく体積の割合で交差確率を近似する方法も考えられるが，体積を用いた場合，厚さが 0
の BV では交差確率が 0 となってしまい，交差確率の良い近似を行えない． 
 
3.4 提案法 
アルゴリズム 3.1 に，提案法のアルゴリズムの擬似コードを示す．このアルゴリズムで
は，入力としてレイ集合𝑅，三角形集合𝑇，三角形集合の各三角形の BV の重心を包含する
BV である𝑐𝑏（図 3.4(a)参照）を受け取り，レイ集合𝑅と三角形集合𝑇間の交点を計算する．
なお，各重心を包含する BV である𝑐𝑏は，三角形集合の分割に使用するもので，レイとの交
差判定には使用しないことに注意されたい．本研究では，実装の容易性やパフォーマンスの
観点から，BV として軸平行境界ボックス（Axis Aligned Bounding Box, AABB）を用いる
が，その他の形状の BV でも提案法を適用できる．提案法では最初に，問題サイズが十分に
   
図 3.3 三角形集合の分割におけるコスト関数の説明図．(a) BV 𝑉と交差するレイは𝑉を
分割してできる BV 𝑉𝐿と𝑉𝑅との交差判定によりコスト𝐶𝑇が発生する．(b) 𝑉𝐿と交差する
レイは今後𝑉𝐿に含まれる𝑁𝐿個の三角形と交差判定を行うため，𝑉と交差するレイが𝑉𝐿と交
差する確率を𝑝𝐿，レイと三角形の交差判定コストを𝐶𝐼とすると，レイ 1 本当たり平均で
𝐶𝐼𝑝𝐿𝑁𝐿のコストが発生する．(c) 𝑉𝐿の場合と同様の議論より，レイ1本当たり平均で𝐶𝐼𝑝𝑅𝑁𝑅
のコストが発生する． 
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小さいか判定する．提案法では従来法と同様，レイの数が閾値𝛿𝑅以下または三角形の数が閾
値𝛿𝑇以下のとき問題サイズが十分に小さいと見なす．問題サイズが十分に小さい場合は，レ
イ集合と三角形集合で交差判定を行い，問題サイズが大きい場合は，問題の分割処理を行う．
問題の分割処理では，まず三角形集合の分割を行う．三角形集合の分割には binning ベー
スの手法[53]を用いる．bin とは，BV をある軸に垂直な面で等分割したときの各領域のこ
とを指す．この手法では，三角形集合の分割は bin 間の境界で行われる．𝐾個の bin を用い
る場合，𝐾 − 1個の分割候補の三角形集合𝑇𝐿,𝑗，𝑇𝑅,𝑗と，𝑇𝐿,𝑗，𝑇𝑅,𝑗を包含する BV である𝑉𝐿,𝑗，
𝑉𝑅,𝑗，重心を包含する BV である𝑐𝑏𝐿,𝑗，𝑐𝑏𝑅,𝑗が得られる（図 3.4 参照）．ここで，𝑗は分割候
補のインデックスを表し1 ≤ 𝑗 ≤ 𝐾 − 1である． 
アルゴリズム 3.1 において，7 行目以降が提案法の処理である．提案法では，最初にレイ
サンプリングを行い，レイの分布を計算する．つまり，これまでの処理で計算した𝐾 − 1個
の分割候補の BV の組𝑉𝐿,𝑗，𝑉𝑅,𝑗に対して，レイ集合から取り出した少量のレイで交差判定を 
 
図 3.4 binning による三角形集合の分割候補の生成．三角形は AABB の重心が含まれ
る bin に所属し，三角形集合の分割は bin 間の境界で行われる． 
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行い，レイと BV 間の情報を記録する．そして，この情報を基に分割候補でコスト関数を評
価し，コストが最小となる分割候補を選択する．次に，レイサンプリングで得た情報を基に，
アルゴリズム 3.1 提案法のアルゴリズム．𝑅はレイ集合，𝑇は三角形集合，𝑐𝑏は𝑇の各三
角形の AABB の重心を包含する BV である．𝛿𝑅と𝛿𝑇は再帰停止条件の閾値，𝑉は BV，𝑁𝑠
はサンプルレイの数である．関数 NaiveRT は与えられたレイ集合と三角形集合のすべて
の組み合わせについて交差判定を行う関数である． 
1:  procedure DACRT(𝑅, 𝑇, 𝑐𝑏) 
2:   if |𝑅| < 𝛿𝑅 or |𝑇| < 𝛿𝑇 then 
3:    return NaiveRT(𝑅, 𝑇) 
4:   end if 
5:   𝐾 − 1個の分割候補の計算 𝑇𝐿,𝑗 , 𝑇𝑅,𝑗 , 𝑉𝐿,𝑗 , 𝑉𝑅,𝑗 , 𝑐𝑏𝐿,𝑗 , 𝑐𝑏𝑅,𝑗 
6:   カウンタを初期化 𝑐𝐿, 𝑐𝑅, 𝑛𝐿, 𝑛𝑅 ← 0 
7:   for each サンプルレイ 𝑟 do          ▽レイサンプリング 
8:    Intersect(𝑟, 𝑉𝐿, 𝑉𝑅, 𝑐𝐿, 𝑐𝑅, 𝑛𝐿, 𝑛𝑅) 
9:   end for 
10:   𝐶𝑚𝑖𝑛 ← ∞, 𝑗𝑚𝑖𝑛 ← 1 
11:  for 𝑗 = 1 to 𝐾 − 1 do               ▽分割位置の計算 
12:    𝛼𝐿,𝑗 ← 𝑐𝐿,𝑗/𝑁𝑠, 𝛼𝑅,𝑗 ← 𝑐𝑅,𝑗/𝑁𝑠 
13:    式(3.2)を使いコスト𝐶を計算 
14:    if 𝐶 ≤ 𝐶𝑚𝑖𝑛 then 
15:     𝑗𝑚𝑖𝑛 ← 𝑗, 𝐶𝑚𝑖𝑛 ← 𝐶 
16:    end if 
17:   end for 
18:   if 𝑛𝐿,𝑗𝑚𝑖𝑛 ≥ 𝑛𝑅,𝑗𝑚𝑖𝑛 then              ▽探索順序の決定 
19:    (𝛼0, 𝑇0, 𝑉0, 𝑐𝑏0) ← (𝛼𝐿,𝑗𝑚𝑖𝑛 , 𝑇𝐿,𝑗𝑚𝑖𝑛 , 𝑉𝐿,𝑗𝑚𝑖𝑛 , 𝑐𝑏𝐿,𝑗𝑚𝑛) 
20:    (𝛼1, 𝑇1, 𝑉1, 𝑐𝑏1) ← (𝛼𝑅,𝑗𝑚𝑖𝑛 , 𝑇𝑅,𝑗𝑚𝑖𝑛 , 𝑉𝑅,𝑗𝑚𝑖𝑛 , 𝑐𝑏𝑅,𝑗𝑚𝑛) 
21:   else 
22:    (𝛼0, 𝑇0, 𝑉0, 𝑐𝑏0) ← (𝛼𝑅,𝑗𝑚𝑖𝑛 , 𝑇𝑅,𝑗𝑚𝑖𝑛 , 𝑉𝑅,𝑗𝑚𝑖𝑛 , 𝑐𝑏𝑅,𝑗𝑚𝑛) 
23:    (𝛼1, 𝑇1, 𝑉1, 𝑐𝑏1) ← (𝛼𝐿,𝑗𝑚𝑖𝑛 , 𝑇𝐿,𝑗𝑚𝑖𝑛 , 𝑉𝐿,𝑗𝑚𝑖𝑛 , 𝑐𝑏𝐿,𝑗𝑚𝑛) 
24:   end if 
25:   for 𝑖 = 0 to 1 do 
26:    if 𝛼𝑖 > 1 −
𝐶𝑏𝑣
𝑛𝑐ℎ𝑖𝑙𝑑𝐶𝑐ℎ𝑖𝑙𝑑
 then 
27:     DACRT(𝑅, 𝑇𝑖 , 𝑐𝑏𝑖)                ▽レイ集合分割を省略 
28:   else 
29:    DACRT(𝑅 ∩ 𝑉𝑖 , 𝑇𝑖 , 𝑐𝑏𝑖) 
30:    end if 
31:  end for 
32:  end procedure 
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分割されたノードのどちらを先に探索するかを決定する．最後に，レイサンプリングで得た
レイ集合と BV の交差割合𝛼を用いて，レイ集合と BV で交差判定を行うか判定し，レイの
数について問題サイズを大きく削減できない場合は，レイ集合の分割を行わずに再帰処理
を続け，それ以外は，通常通りレイ集合の分割を行い再帰処理を続ける． 
 
3.4.1 レイサンプリング 
 レイサンプリングは，レイの分布を計算するために行う．レイ集合から取り出した少量の
レイで，各分割候補の BV の組に対して交差判定を行うことで，レイと BV 間の情報を計算
する．サンプリングされたレイ（以降，サンプルレイと呼ぶ）に対する処理の疑似コードは
アルゴリズム 3.2 に示す通りである．レイサンプリングでは，レイと BV 間の情報を記録す
るための変数として要素数が𝐾 − 1の配列𝑐𝐿，𝑐𝑅，𝑛𝐿，𝑛𝑅を用意する．𝑐𝐿,𝑗，𝑐𝑅,𝑗は𝑉𝐿,𝑗，𝑉𝑅,𝑗と
交差したサンプルレイの数，𝑛𝐿,𝑗，𝑛𝑅,𝑗はサンプルレイが𝑉𝐿,𝑗と𝑉𝑅,𝑗のどちらと先に交差するか
を記録するためのものである．アルゴリズム 3.2 では，まず，サンプリングされたレイ𝑟と
𝑉𝐿,𝑗，𝑉𝑅,𝑗で交差判定を行い，交差している場合は𝑐𝐿,𝑗，𝑐𝑅,𝑗を 1 増分する．レイと BV の交差
判定には一般的に使用されている方法[60]を使用する．この方法では交差判定の過程でレイ
の始点からレイと BV の交点までの距離𝑡𝑛を計算するため，この距離を使用してサンプルレ
イが𝑉𝐿,𝑗と𝑉𝑅,𝑗のどちらにより近いかを判定し，𝑉𝐿,𝑗が近い場合は𝑛𝐿,𝑗，𝑉𝑅,𝑗が近い場合は𝑛𝑅,𝑗を
1 増分する．これらの処理を各分割候補に対して行う．なお，レイサンプリングにはコスト
がかかるため，レイの数が十分多いときのみ，レイサンプリングを行い，レイの数が少ない
ときは，Afra [1]の提案した DACRT を行う． 
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3.4.2 コスト関数 
 Afra の手法[1]では，コスト関数として SAH コスト関数を使用し三角形集合を分割して
いる．SAH コスト関数は，BV とレイの交差確率を，そのノードの BV の表面積と，親ノー
ドの BV の表面積の割合で近似している．レイがシーンにわたって一様に分布している場
合，レイと BV が交差する確率は BV の表面積に依存するため，表面積の割合は交差確率の
よい近似となるが，分布が偏っている場合は，よい近似とは言えない．これは高速化データ
構造とレイトレーシングを独立に行っている場合は避けられないことであるが，DACRT で
はこれらを同時に行うためこの問題は解決することができる．提案法では，レイサンプリン
グで BV と交差するサンプルレイの数𝑐𝐿,𝑗，𝑐𝑅,𝑗を計算しており，この値から BV との交差確
率𝛼𝐿,𝑗，𝛼𝑅,𝑗を計算できる．交差確率𝛼𝐿,𝑗，𝛼𝑅,𝑗を使用したコスト関数は以下の式となる． 
𝐶(𝑉 → {𝑉𝐿 , 𝑉𝑅}) = 𝐶𝑇 + 𝐶𝐼(𝛼𝐿,𝑗𝑁𝐿,𝑗 + 𝛼𝑅,𝑗𝑁𝑅,𝑗) (3.2) 
アルゴリズム 3.2 サンプルレイ𝑟と BV である𝑉𝐿,𝑗，𝑉𝑅,𝑗の交差判定アルゴリズム．
IntersectP(𝑉,𝑟,𝑡𝑛,𝑡𝑓)は一般的なレイと BV の交差判定を行う関数であり[60]，𝑟と𝑉が交
差するならば[𝑡𝑛, 𝑡𝑓]に交差している間の区間を代入して真を返す． 
1:  procedure Intersect(𝑟, 𝑉𝐿, 𝑉𝑅, 𝑐𝐿, 𝑐𝑅, 𝑛𝐿, 𝑛𝑅) 
2:   for j = 1 to 𝐾 − 1 do 
3:    𝑑𝐿,𝑗 , 𝑑𝑅,𝑗 ← ∞ 
4:    if IntersectP(𝑉𝐿,𝑗 , 𝑟, 𝑡𝑛, 𝑡𝑓) then 
5:     𝑐𝐿,𝑗 ← 𝑐𝐿,𝑗 + 1, 𝑑𝐿,𝑗 ← 𝑡𝑛 
6:    end if 
7:    if IntersectP(𝑉𝑅,𝑗 , 𝑟, 𝑡𝑛, 𝑡𝑓) then 
8:     𝑐𝑅,𝑗 ← 𝑐𝑅,𝑗 + 1, 𝑑𝑅,𝑗 ← 𝑡𝑛 
9:    end if 
10:    if 𝑑𝐿,𝑗 < 𝑑𝑅,𝑗 then 
11:    𝑛𝐿,𝑗 ← 𝑛𝑙,𝑗 + 1 
12:    else 
13:     𝑛𝑅,𝑗 ← 𝑛𝑅,𝑗 + 1 
14:    end if 
15:   end for 
16:  end procedure 
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ここで，𝑁𝐿,𝑗，𝑁𝑅,𝑗は𝑉𝐿,𝑗，𝑉𝑅,𝑗に含まれる三角形の数である．これにより，実際のレイの分布
を考慮した BVH の構築を行うことができる． 
 
3.4.3 探索順序 
効率的に問題サイズを削減する上で，ノードの探索順序は重要な要素のひとつである．レ
イの始点から三角形との交点までの距離が，レイの始点から BV との交点までの距離より
短い場合，そのノードには，よりレイの始点に近い三角形との交点は存在しないため，その
ノードの探索が不要となるからである．そのため，より近いノードから探索を行うことは，
計算時間の短縮につながる． 
Afra の手法[1]では探索順序を 1 本のレイを使用して決定していた．レイのコヒーレンス
が非常に小さい場合はこれでも問題ないが，セカンダリレイのように，コヒーレンスが多少
存在しているようなレイの場合は不十分であり，レイ全体では最適でないノードを先に探
索すれば大きな効率の低下を招いてしまう．そこで，レイサンプリング時に計算しておいた
𝑛𝐿,𝑗，𝑛𝑅,𝑗のより値の大きい方のノードを先に探索する．これにより，より安定して効率的な
探索順序の決定を行うことができる． 
 
3.4.4 レイ集合分割の省略 
 レイ集合を分割するには BV との交差判定を行い，BV と交差するレイを計算する必要が
ある．しかし，図 3.5 に示すように，レイの分布によってはほとんどのレイが BV と交差し
ている場合がある．この場合，レイ集合の大きな分割は行えず，レイと BV の交差判定のた
めの大きな計算時間が費やされるだけである．よって，このような場合は交差判定を行わず
にすべてのレイが交差しているとみなし，次の処理へ移る方が効率的となる．交差判定を省
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略した場合の処理の流れを図 3.6 に示す．提案法では，レイサンプリングで得た交差確率𝛼
を使用しこの問題を解決する．以降では，レイと BV の交差判定を行う場合のコストと，レ
イと BV の交差判定を行わない場合のコストについて説明し，最適な選択を行う条件式を
導出する． 
 レイと BV の交差判定を行う場合のコストについて説明する．BV と交差判定を行うレイ
の数を𝑛𝑟𝑎𝑦，レイと BV の交差判定コストを𝐶𝑏𝑣とすると，𝑛𝑟𝑎𝑦のレイと BV で交差判定を
行うコストは𝑛𝑟𝑎𝑦𝐶𝑏𝑣となる．ここで，BV と交差するレイの数は，レイサンプリングで計算
した交差確率𝛼から𝛼𝑛𝑟𝑎𝑦になると予想される．次に，交差したレイは今後，子ノードとも交
差判定を行う必要があるため，𝐶𝑐ℎ𝑖𝑙𝑑をレイと子ノードとの交差判定コスト，𝑛𝑐ℎ𝑖𝑙𝑑を子ノー
ドの数とすると，𝛼𝑛𝑟𝑎𝑦のレイと𝑛𝑐ℎ𝑖𝑙𝑑の子ノードで交差判定を行う場合のコストは
𝛼𝑛𝑟𝑎𝑦𝐶𝑐ℎ𝑖𝑙𝑑𝑛𝑐ℎ𝑖𝑙𝑑となる．なお，現在のノードが内部ノードの場合，𝐶𝑐ℎ𝑖𝑙𝑑はレイと BV の交
差判定コストであり，現在のノードが葉ノードの場合，𝐶𝑐ℎ𝑖𝑙𝑑はレイと三角形の交差判定コ
ストである．もし様々なプリミティブの種類を同時に扱う場合，葉ノードにおける𝐶𝑐ℎ𝑖𝑙𝑑は
プリミティブの種類により異なるが，式変形は自明であり省略する．以上より，レイと BV
 
図 3.5 レイ集合の分割が非効率な場合．レイ集合の大部分が BV 𝑉0と交差するため，レ
イ集合の分割による，問題サイズの大きな削減ができない．レイ集合と現在のノードの
BV の交差確率を𝛼とすると，交差判定後のレイ集合の数は𝛼𝑛𝑟𝑎𝑦になると予想でき，削減
数が小さい場合はレイ集合の分割を省略するべきである． 
 
37 
 
の交差判定を行う場合のコスト𝐶𝑖𝑛𝑡は以下の式で計算される． 
𝐶𝑖𝑛𝑡 = 𝑛𝑟𝑎𝑦𝐶𝑏𝑣 + 𝛼𝑛𝑟𝑎𝑦𝐶𝑐ℎ𝑖𝑙𝑑𝑛𝑐ℎ𝑖𝑙𝑑 (3.3) 
次に，交差判定を省略する場合のコストについて説明する．BV と交差判定を行わないの
で，以後のステップでのレイの数は𝑛𝑟𝑎𝑦のままであるが，交差判定コストは 0 である．続い
て，𝑛𝑟𝑎𝑦のレイと𝑛𝑐ℎ𝑖𝑙𝑑の子ノードで交差判定を行う場合のコストは𝑛𝑟𝑎𝑦𝐶𝑐ℎ𝑖𝑙𝑑𝑛𝑐ℎ𝑖𝑙𝑑である．
よって，交差判定を省略する場合のコスト𝐶𝑠𝑘𝑖𝑝は以下の式で計算される． 
𝐶𝑠𝑘𝑖𝑝 = 𝑛𝑟𝑎𝑦𝐶𝑐ℎ𝑖𝑙𝑑𝑛𝑐ℎ𝑖𝑙𝑑 (3.4) 
 式(3.3)，式(3.4)より，レイと BV の交差判定を行う場合のコスト𝐶𝑖𝑛𝑡が，レイと BV の交
差判定を行わない場合のコスト𝐶𝑠𝑘𝑖𝑝より大きくなる交差割合𝛼は以下の条件式で表わされ
る． 
𝛼 > 1 −
𝐶𝑏𝑣
𝑛𝑐ℎ𝑖𝑙𝑑𝐶𝑐ℎ𝑖𝑙𝑑
 (3.5) 
交差割合𝛼が式(3.5）の条件を満たす場合は，レイと BV の交差判定を行わずに，全ての
レイが交差しているとみなす．条件を満たさない場合は，レイと BV の交差判定を行う．こ
の条件式に従いレイ集合の分割を行うことで，非効率なレイ集合の分割を避けることがで
 
図 3.6 レイ集合の分割を省略した場合．レイ集合の分割を省略するため，レイ集合の数
は𝑛𝑟𝑎𝑦のまま，さらなる問題の分割が行われる． 
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きる．なお，現在のノードが内部ノードの場合は，子ノードとレイとの交差判定コスト𝐶𝑐ℎ𝑖𝑙𝑑
は𝐶𝑏𝑣となり，2 分木の BVH の場合𝑛𝑐ℎ𝑖𝑙𝑑は 2 となるので，式(3.5)は以下の式に簡略化され
る． 
𝛼 > 0.5. (3.6) 
 
3.5 実験結果 
提案法の実験結果を図 3.7から図 3.10に示す．実行環境は，CPUが Intel Core i7 2.67GHz，
メモリ 6.0GB RAM の PC で，1 スレッドのみで実行している．計測時間はすべてのレイが
最近傍の三角形を計算するまでの時間で，レイの生成，シェーディングの時間は含めていな
い．なお，本実験の対象シーンでは，全体の計算時間の内，すべてのレイが最近傍の三角形
を計算するまでの時間はおおよそ 8 割を占めている．比較対象は Afra の手法[1]であり，こ
の手法と同様，三角形集合，レイ集合が十分小さいと見なす閾値である𝛿𝑇，𝛿𝑅はそれぞれ 8
に設定し，三角形集合の分割における bin の数𝐾は 32 に設定している．先述したように，
提案法のレイサンプリングは計算コストがかかるため，提案法ではレイの数が 1,000 本以
上のときのみ，100 本のレイでレイサンプリングを行う．また，サンプリング方法について
は，レイ集合を格納している配列を一定間隔でサンプリングする方法を用いている．後の実
験結果で示すように，サンプリング数やサンプリング方法を変えて比較を行ったが，このパ
ターンが最も良好な結果が得られている．三角形集合の分割のコストを抑えるために，Afra
の手法と同様に，レイ集合内のレイの数と三角形集合内の三角形の数の割合が閾値（現在の
実装では 1.5）を超える場合は，レイサンプリングによる BV の分割を行い（レイの数が
1,000 本未満の場合は SAH による分割），それ以外では，BV を幅が最大の軸の中点で分割
する方法をとっている．この場合ではレイサンプリングにより，探索順序，レイ集合分割の
省略の決定のみ行っている．提案法のアルゴリズムは，SIMD 命令を使用して実装してお
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り，レイ，三角形のデータ構造は Afra の手法と同じ SIMD 命令に最適化されたものであ
る．また，レイと三角形の交差判定アルゴリズムは一般的に用いられている方法[32]を
SIMD 化したものを用いている． 
図 3.7 は Sibenik シーンにおける解像度別の速度比較の結果である．このシーンでは，モ
デルの床に鏡面反射材質を設定しており，図 3.7(a)(b)は点光源，図 3.7(c)は面光源を設置し
ている．図 3.7 より提案法は，解像度が大きいほど Afra の手法に対する高速化率が大きく
なっており，解像度4,0962では平均 1.85 倍，最大 2 倍程度の高速化を達成している．図
3.7(a)の解像度4,0962の結果において，本研究で提案したコスト関数，探索順序の決定方法，
レイ集合分割の省略それぞれの影響を調べるため，それぞれ 1 つだけを有効にして実験を
行ったところ，それぞれの高速化率とは 1.24，1.05，1.28 となり，それぞれの計算時間削
減への寄与率は 42%，10%，48%となった．この結果より，実際のレイの分布を使用したコ
スト関数，レイ集合分割の省略が計算時間削減の大きな割合を占めていることが分かる． 
 図 3.8(a)は提案法が非効率となった場合の例である．この場合では，解像度1,0242におい
て，提案法が Afra の手法より劣る結果となった．これは，視点と点光源がモデルの上空に
あり，レイ集合分割の省略が行われる頻度が少なくなるためと思われる．しかしながら，両
者の差はわずかであり，解像度が高くなれば提案法の方がより高速に計算を行うことがで
きている．図 3.8(b)に環境遮蔽，図 3.8(c)に San Miguel シーンでの 3 回反射までのパスト
レーシングの結果を示す．なお，環境遮蔽は，レイと物体表面の交点から半球上のランダム
な方向に短いレイを飛ばし遮蔽率を調べる手法であり，パストレーシングは，レイと物体表
面の交点から半球上のランダムな方向にレイを飛ばし間接光の影響を計算する手法である．
図 3.9 に Conference シーン，図 3.10 に Sponza シーンのレンダリング結果を示す．点光源
の場合と比較してパストレーシングでは，高速化率が低くなっているが，パストレーシング
ではレイの分布が均一に近くなるため，SAH コスト関数が式(3.1)を精度よく近似できてい
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るためと思われる． 
 図 3.11 に解像度別の高速化率，反射回数別の高速化率を示す．図 3.11(a)より，提案法で
はレイ集合の大きさが大きいほど高速化率が高く，高解像度画像のレンダリングや，1 ピク
セルに複数のレイを飛ばすスーパーサンプリングによるアンチエイリアス処理に適してい
る．また，図 3.11(b)より，提案法ではプライマリレイだけでなく複数回反射したレイにつ
いても高速化を達成している． 
 図 3.12 に解像度4,0962の画像生成時の，レイのサンプリング方法別の高速化率を示す．
レイ集合を格納している配列を一定間隔で 1%サンプリング，ランダムに 1%サンプリング，
一定間隔で 0.1%サンプリング，ランダムに 0.1%サンプリング，レイの数によらず一定間隔
で 100 本サンプリング，ランダムに 100 本サンプリングして Afra の手法に対する高速化
率を計測した．実験結果より，いずれの場合も Afra の手法より高速に交差判定問題を解く
ことができていることが分かる．また，一定間隔・ランダムどちらのサンプリング方法を用
いた場合でも，ほぼ同じ高速化率が得られていることが分かる．レイのサンプル数に関して
は，レイ集合の 1%を使用した場合は，レイサンプリングのための計算時間が大きくなるた
め，高速化率が小さくなっているが，レイ集合内のレイの数によらず 100 本使用した場合
と，レイ集合の 0.1%を使用した場合では，ほぼ同じ高速化率となった．レイのサンプル数
に 100 本使用した場合と，レイ集合の 0.1%を使用した場合では，一定間隔・ランダムのど
ちらを用いてもほぼ同じ結果となったが，レイの数によらず一定間隔に 100 本サンプリン
グした場合がわずかによい結果が得られており，提案法では，レイの数によらず一定間隔で
100 本サンプリングする方法を用いている． 
図 3.13 に解像度4,0962の画像生成時の，Afra の手法に対する反射回数別のレイとバウン
ディングボリュームの交差判定回数の削減率を示す．図 3.13 より，提案法ではすべての場
合で Afra の手法より交差判定回数を削減することができている．提案法では，レイの分布
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の偏りを主に利用しており，レイの分布の偏りが特に大きいプライマリレイ，シャドウレイ
でそれぞれ交差判定回数を 30%から 50%程度，30%から 40%程度削減できている．鏡面反
射したレイ（図 3.7(c) 1bounce）についても，レイの分布の偏りが生じるため，交差判定回
数を 50%程度に削減できている．また，レイの分布の偏りがほとんど存在しないランダム
レイの場合でも，レイについての問題分割の省略などにより，交差判定回数を 20%程度削
減することができている． 
 
3.6 まとめ 
本研究では，DACRT にレイのサンプリング処理を追加し，追跡しているレイの分布に適
した高速化データ構造の構築，探索順序の決定方法を提案した．また，高速化データ構造の
探索における計算効率を定式化することで，レイ集合を効率的に分割できない場合の交差
判定を避ける方法を提案した．先行研究との比較実験では，低解像度画像において稀に提案
法の方が，効率がわずかに低くなる場合があったが，ほぼすべてのシーンで提案法の方が効
率的にレイトレーシングを行うことができた．また，画像解像度が高いほど高速化率が向上
し，本実験における最大解像度4.0962において，最大約 2 倍の高速化を実現した． 
今後の課題としては，マルチスレッドによる並列処理に適したアルゴリズムの開発が挙
げられる．従来のレイトレーシングでは，ピクセル毎に独立してレイを追跡するため，並列
化が容易であったが，DACRT では全ピクセルのレイを同時に追跡するため，並列化が困難
である．単純な並列化方法として，レイ集合をスレッドの数だけ分割し，各スレッドで独立
に DACRT を実行する方法が考えられるが，この方法では，レイ集合の分割に対する計算
コストは削減できるが，三角形集合の分割に対する計算コストの削減は期待できない．近年，
CPU はメニーコア化の流れにあり，DACRT を実用化する上で並列処理に適したアルゴリ
ズムの開発は必須である． 
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解像度 (a) 点光源 (b) 点光源 (c) 面光源 
5122 
415ms/295ms 
(1.41) 
281ms/183ms 
(1.54) 
374ms/255ms 
(1.47) 
1,0242 
1,520ms/1,003ms 
(1.52) 
1,130ms/700ms 
(1.61) 
1,430ms/860ms 
(1.66) 
2,0482 
5,992ms/3,759ms 
(1.59) 
4,656ms/2,647ms 
(1.76) 
5,730ms/3,164ms 
(1.81) 
4,0962 
27,300ms/14,700ms 
(1.86) 
19,772ms/11,330ms 
(1.75) 
22,269ms/11,491ms 
(1.94) 
図 3.7 Sibenik シーン（三角形数 75K）での解像度別の Afra の手法と提案法の計算時
間の比較．括弧内の数字は提案法による高速化率を表す． 
 
   
解像度 (a) 点光源 (b) 環境遮蔽 (c) パストレーシング 
5122 
110ms/110ms 
(1.00) 
446ms/365ms 
(1.22) 
17,319ms/16,876ms 
(1.03) 
1,0242 
331ms/334ms 
(0.99) 
1,716ms/1,217ms 
(1.41) 
27,725ms/26,435ms 
(1.05) 
2,0482 
1,236ms/1,130ms 
(1.09) 
6,948ms/4,359ms 
(1.59) 
67,253ms/59,893ms 
(1.12) 
4,0962 
5,075ms/4,219ms 
(1.20) 
29,439ms/19,300ms 
(1.53) 
215,805ms/173,018ms 
(1.25) 
図 3.8  Sibenik シーンと San Miguel シーン（三角形数 7.9M）での解像度別の Afra の
手法と提案法の計算時間の比較．括弧内の数字は提案法による高速化率を表す． 
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解像度 (a) 点光源 (b) 点光源 (c) パストレーシング 
5122 
234ms/189ms 
(1.24) 
273ms/189ms 
(1.44) 
1,208ms/1,071ms 
(1.13) 
1,0242 
803ms/602ms 
(1.34) 
1,030ms/670ms 
(1.54) 
3,936ms/3,279ms 
(1.20) 
2,0482 
3,113ms/2,182ms 
(1.43) 
5,992ms/2,636ms 
(1.60) 
15,533ms/12,316ms 
(1.26) 
4,0962 
12,784ms/8,930ms 
(1.43) 
17,987ms/10,618ms 
(1.69) 
65,117ms/47,761ms 
(1.36) 
図 3.9 Conference シーン（三角形数 331K）での解像度別の Afra の手法と提案法の計
算時間の比較．括弧内の数字は提案法による高速化率を表す． 
 
   
解像度 (a) 点光源 (b) 点光源 (c) パストレーシング 
5122 
661ms/478ms 
(1.38) 
599ms/448ms 
(1.52) 
2,853ms/2,331ms 
(1.22) 
1,0242 
2,298ms/1,428ms 
(1.61) 
2,213ms/1,471ms 
(1.50) 
8,288ms/7,066ms 
(1.17) 
2,0482 
8,801ms/5,562ms 
(1.74) 
8,774ms/5,363ms 
(1.64) 
31,960ms/23,779ms 
(1.34) 
4,0962 
35,397ms/19,657ms 
(1.80) 
35,643ms/20,548ms 
(1.73) 
136,327ms/98,228ms 
(1.39) 
図 3.10 Sponza シーン（三角形数 262K）での解像度別の Afra の手法と提案法の計算
時間の比較．括弧内の数字は提案法による高速化率を表す． 
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図 3.11 (a) 解像度別の高速化率．(b) 反射回数別の高速化率． 
 
 
図 3.12 レイのサンプリング方法別の高速化率． 
 
 
図 3.13 Afraの手法に対する反射回数別のレイとバウンディングボリュームの交差判定
回数の削減率． 
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第４章 可視判定省略による高速化 
4.1 はじめに 
CG の分野において，写実的な画像の効率的な生成は重要な研究課題の一つである．写実
的な画像は，映画，工業デザイン，建築設計，ゲームなど様々な分野で使用されている．写
実的な画像を生成するには直接光だけでなく，間接光も考慮する必要があるため，計算コス
トが高く，画像生成に多くの時間を要する． 
近年，効率的に写実的な画像を生成する手法の一つとして，多光源レンダリング法が研究
されている[9, 29]．多光源レンダリング法は，あらかじめシーン中に大量の仮想的な点光源
（Virtual Point Light, VPL）を設置しておき，出射輝度の計算点であるシェーディング点
では，あらゆる方向から入射する光を VPL からの光で近似する．このとき，設置する VPL
の数が多いほど近似精度が向上するが，計算時間は VPL 数に比例して増加する．そのため，
少量の VPL をサンプリングし，すべての VPL を使用したときの出射輝度を推定する手法
が一般的である[17, 58, 61]．推定結果には誤差が含まれるが，寄与の大きい VPL を重点的
にサンプリングするか，サンプル数を増やすことにより誤差を低減することができる． 
VPL の寄与を計算するには，シェーディング点と VPL 間の可視判定が必要となる．可視
判定を行うには，シェーディング点から VPL に向かうレイとシーン中のすべての物体で交
差判定を行う必要があり，最先端の高速化データ構造を使用しても非常に計算コストが高
い処理である．そのため，VPL の寄与計算において可視判定の計算時間が支配的となって
おり，同時間でより多く VPL をサンプリングするには，可視判定の高速化が重要である． 
本研究では，VPL の寄与計算において可視判定を確率的に行うことで，可視判定回数を
削減し効率的に写実的な画像を生成する手法を提案する．提案法はロシアンルーレット法
に基づく手法で，ある確率で可視判定を省略し，それ以外では実際に可視判定を行う．ただ
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し，従来のロシアンルーレット法と異なり，提案法では関数評価の省略時の推定値を 0 に
制限しない．これにより，関数評価を省略する確率が同じとき，従来のロシアンルーレット
法よりも分散の増加を抑えることが可能となる．提案法では可視判定を省略する確率（以降，
省略確率と呼ぶ）を大きくするほど，可視判定回数を削減でき，同時間においてより多くの
サンプルを計算できる．しかしながら，可視判定を確率的に行う場合，省略確率を高くする
ほど可視判定結果に対する分散が増加し，生成される画像にノイズが生じるという問題が
ある．そこで，確率的評価による分散の増加量とサンプル数の関係を定式化し，与えられた
時間内で分散を最小とする省略確率の導出を行う．本研究により，正確に可視判定を行った
場合と比較して，同時間レンダリングにおいて，よりノイズの少ない画像を生成することが
できる．実験では，同画質の画像を最大 1.55 倍高速に生成することができ，可視判定を確
率的に行う先行研究[51]と比較しても最大 1.3 倍の高速化を達成した． 
 
4.2 関連研究 
多光源レンダリング法による輝度計算において，少量の VPL をサンプリングし，輝度を
推定する手法が多く提案されている．VPL の寄与は，VPL の放射強度，シェーディング点
における BRDF，幾何項，可視関数の積で計算される．これら 4 つの項の積に比例して VPL
のサンプリングを行うことで，分散の小さい高精度な推定を行うことができる．Wang ら
[58]は，BRDF の重点的サンプリングを利用することで，放射強度・BRDF・幾何項の積に
比例したサンプリング方法を提案した．Georgiev ら[17]は，VPL の寄与を記録するキャッ
シュ点を使用することで，単純なシーンにおいて，VPL の寄与に比例したサンプリングを
行う方法を提案した．Wu ら[61]は，Wang らの手法を改良し，VPL とシェーディング点を
クラスタリングすることで，複雑なシーンにおいても，VPL の寄与に比例したサンプリン
グ方法を提案した．これらの手法により，少ないサンプルでも高精度な輝度推定が可能とな
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ったが，可視判定の計算コストが高いシーンでは，依然として画像生成に時間がかかってし
まう．特に Georgiev らの手法[17]と Wu らの手法[61]は，可視関数を考慮した VPL のサン
プリングを行っているため，サンプリングされた VPL とシェーディング点間は互いに可視
である確率が高く，常に可視関数を評価するのは非効率である． 
計算コストが高い可視判定の効率化を行う手法も多く提案されている．Popov ら[39]は，
経路空間を量子化し，可視判定結果を再利用することで，可視判定回数を削減する手法を提
案した．また Ritschel ら[43]は，近似的に可視判定を高速に行うためのデータ構造であるシ
ャドウマップ（光源からの距離を記録した画像）を効率的に生成する方法を提案し，Ulbrich
ら[49]は，結果に与える影響が大きいシャドウマップを重点的に生成する方法を提案した．
これらの手法では，提案法のアプローチと異なり決定論的に可視関数の近似を行い，常に可
視判定を省略するため，非常に高速に画像を生成することができる．しかしながら，これら
の手法では生成される画像に，経路空間の量子化やシャドウマップによる誤差が含まれる
という問題がある．Billen ら[3,4]は，可視判定の交差判定対象を確率的に選択することで，
交差判定回数を削減する手法を提案した．しかしながら，同時間レンダリングにおいて分散
が増加する結果となっており実用的ではない．Veach[51]は，画像生成の効率を考慮したロ
シアンルーレット法により，可視判定回数を削減する手法を提案した．しかしながら，ロシ
アンルーレット法の関数評価省略時の推定値を 0 とする制限により，寄与が小さい VPL に
対してしか可視判定の省略確率が高くできず，大幅な高速化は期待できない． 
提案法は，Wu らの手法を基に，可視関数を確率的に評価することで，さらなる効率化を
行うものである．可視関数の確率的評価は，Veach の提案した画像生成の効率を考慮したロ
シアンルーレット法を基にしており，可視関数の値に対する事前情報を用いることで，さら
なる効率化を行う．Veach の手法では，寄与が小さい VPL に対して可視判定を省略する確
率が高くなるのに対し，提案法では，寄与が小さい VPL だけでなく，高確率で可視または
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不可視の VPL に対しても可視判定を省略する確率を高く設定することができる． 
 
4.3 VPLサンプリングによる輝度推定 
多光源レンダリング法では，あらゆる方向から入射する光を，VPL からの光で近似した
以下の式で，シェーディング点𝑥から視点𝑥𝑣方向に出射する放射輝度𝐿を計算する． 
𝐿(𝑥, 𝑥𝑣) = ∑ 𝐼(𝑦𝑖)𝑓𝑟(𝑦𝑖 , 𝑥, 𝑥𝑣)𝐺(𝑦𝑖 , 𝑥)𝑉(𝑦𝑖 , 𝑥)
𝑁𝑣𝑝𝑙
𝑖=1
 (4.1) 
ここで，𝑁𝑣𝑝𝑙は VPL の数，𝑦𝑖は𝑖番目の VPL，𝐼は放射強度，𝑓𝑟は BRDF，𝐺は幾何項，𝑉は
可視関数である．十分な近似精度を得るには，大量の VPL が必要であるが，計算時間は VPL
の数に比例して増加する．そこで，少量の VPL をサンプリングし，式(4.1)の値を推定する． 
𝐿(𝑥, 𝑥𝑣) ≈ ?̂?(𝑥, 𝑥𝑣) 
𝐿(𝑥, 𝑥𝑣) =
1
𝑁
∑
𝐼(𝑦𝑠)𝑓𝑟(𝑦𝑠, 𝑥, 𝑥𝑣)𝐺(𝑦𝑠, 𝑥)𝑉(𝑦𝑠, 𝑥)
𝑝(𝑦𝑠|𝑥)
𝑁
𝑠=1
 
(4.2) 
ここで，𝑁はサンプリング回数，𝑦𝑠は𝑠回目の試行における VPL サンプルであり，確率質量
関数𝑝に従いサンプリングされる．寄与がある VPL に対して𝑝(𝑦𝑖|𝑥) > 0であれば，使用す
る確率質量関数は任意に選択でき，式(4.2)の期待値𝔼[?̂?(𝑥, 𝑥𝑣)]は式(4.1)と一致する．ただし，
推定値の分散は確率質量関数に大きく依存し，以下の式で表される． 
𝑣𝑎𝑟[?̂?(𝑥, 𝑥𝑣)] =
1
𝑁
{𝔼[?̂?(𝑥, 𝑥𝑣)
2] − 𝔼[?̂?(𝑥, 𝑥𝑣)]
2
} 
𝑣𝑎𝑟[?̂?(𝑥, 𝑥𝑣)] =
1
𝑁
{∑
𝐼(𝑦𝑖)
2𝑓𝑟(𝑦𝑖 , 𝑥, 𝑥𝑣)
2𝐺(𝑦𝑖 , 𝑥)
2𝑉(𝑦𝑖 , 𝑥)
2
𝑝(𝑦𝑖|𝑥)
𝑁𝑣𝑝𝑙
𝑖=1
− 𝐿(𝑥, 𝑥𝑣)
2} 
(4.3) 
上式より，確率質量関数𝑝が𝐼･𝑓𝑟･𝐺･𝑉/𝐿と類似するほど，つまり，VPL の寄与に比例するほ
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ど，分散を低減することができる．また，サンプル数𝑁を増やすことによっても分散を低減
できることが分かる．そのため，サンプリングを効率的に行うことができれば，同時間のレ
ンダリングにおいて，より多くのサンプルをとることができ，高精度な推定が可能となる． 
 本研究では，𝐼(𝑦𝑖)𝑓𝑟(𝑦𝑖 , 𝑥, 𝑥𝑣)𝐺(𝑦𝑖 , 𝑥)を VPL 𝑦𝑖の暫定的な寄与𝑡𝑖と定義する．また，表記
簡略化のため𝑉(𝑦𝑖 , 𝑥)，𝑝(𝑦𝑖|𝑥)を，それぞれ𝑣𝑖，𝑝𝑖と表記する． 
 
4.4 提案法 
 提案法の処理の流れを図 4.1 に示す．基本的な処理の流れは，Wu らの手法[61]と同様で
あり，最初に VPL とシェーディング点の生成を行い，それぞれをクラスタリングする（図
4.1(a)）．次に，各シェーディング点クラスタで各 VPL クラスタに対して可視関数の平均値
を推定する（図 4.1(b)）．平均値の推定は，各クラスタの要素を数個サンプリングし可視関
数を評価することで行う．各シェーディング点で出射輝度を計算する際は，推定した可視関
数の平均値を用いて VPL クラスタに対する確率分布を構築する（図 4.1(c)）．VPL のサン
プリングは，VPL クラスタをサンプリングし，そのクラスタから VPL を一様にサンプリン
グすることで行う．このサンプリング方法では，可視の VPL を多く含む VPL クラスタが
サンプリングされやすくなるため，そのクラスタからサンプリングされる VPL は可視であ
る確率が高い．そして提案法では，そのような VPL に対して可視関数の評価を高確率で省
略するため，同時間でより多くのサンプルを使用することができ，分散の小さい推定が可能
である．クラスタリング及び確率分布の構築の詳細は[61]を参照されたい． 
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4.4.1 可視関数の確率的評価 
可視関数は 2 点間の可視性を表す関数で，シェーディング点𝑥と VPL 𝑦𝑖間の可視関数𝑣𝑖
は，𝑥と𝑦𝑖が互いに可視の場合 1 を返し，それ以外は 0 を返す．可視関数の評価は計算コス
トが高く，VPL の寄与計算において可視関数評価の計算時間が支配的である．そこで提案
法では，以下の式を用いて可視関数の値を推定する． 
?̃?(𝑦𝑖 , 𝑥) =
{
 
 
 
 
𝛼𝑖
𝑞𝑖
確率𝑞𝑖で選択
𝑣𝑖 − 𝛼𝑖
1 − 𝑞𝑖
それ以外
 (4.4) 
ここで，𝑞𝑖はシェーディング点𝑥における VPL 𝑦𝑖の省略確率，𝛼𝑖はパラメータで任意の実数
をとることができる．以下の式に示すように，提案法の可視関数の推定値の期待値
𝔼[?̃?(𝑦𝑖 , 𝑥)]は真値𝑣𝑖と一致する． 
𝔼[?̃?(𝑦𝑖 , 𝑥)] =
𝛼𝑖
𝑞𝑖
𝑞𝑖 +
𝑣𝑖 − 𝛼𝑖
1 − 𝑞𝑖
(1 − 𝑞𝑖) = 𝑣𝑖 (4.5) 
提案法の可視関数の推定式では，省略確率𝑞𝑖で可視関数の評価を省略し，𝛼𝑖/𝑞𝑖を推定値とす
 
図 4.1 提案法の処理の流れ．(a) VPL とシェーディング点の生成しクラスタリング．(b) 各
シェーディング点クラスタと各 VPL クラスタで要素を数個サンプリングしクラスタ間の可
視関数の平均値を推定．(c) 推定した可視関数の平均値を基に， VPL クラスタに対する確
率分布を構築し，視点に出射する輝度を推定． 
 
(a) 
 
ℂ1ℂ2ℂ3ℂ4 
確率 
 
(c) 
ℂ1 
ℂ2 
ℂ3 
ℂ4 
: VPL  :シェーディング点  : クラスタ 
(b) 
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る．そして，確率(1 − 𝑞𝑖)で実際に可視関数を評価し，𝑣𝑖に 0 か 1 の結果を代入した値を推
定値とする．そのため，省略確率𝑞𝑖を大きくするほど，計算コストが高い可視関数の評価を
省略でき，同時間においてより多くのサンプルを計算することができる． 
 提案法では，式(4.2)の可視関数𝑉を推定式 ?̃?で置き換え，𝑠回目の試行における VPL サン
プル𝑦𝑠の暫定的な寄与𝑡𝑠と確率質量関数の値𝑝𝑠を用いて以下の式で輝度計算を行う． 
?̃?(𝑥, 𝑥𝑣) =
1
𝑁
∑
𝑡𝑠?̃?(𝑦𝑠, 𝑥)
𝑝𝑠
𝑁
𝑠=1
 (4.6) 
可視関数の推定値の期待値が真値と一致するため，輝度の推定値の期待値も真値と一致す
る． 
パラメータ𝜶𝒊の計算 
 提案法では，可視関数を確率的に評価するため，可視関数の推定値には誤差が含まれる．
そこで，パラメータ𝛼𝑖には誤差が最小となる値を使用する．提案法の可視関数の推定値の分
散は以下の式で表される． 
𝑣𝑎𝑟[?̃?(𝑦𝑖 , 𝑥)] = 𝔼[?̃?(𝑦𝑖 , 𝑥)
2] − 𝔼[?̃?(𝑦𝑖 , 𝑥)]
2 
𝑣𝑎𝑟[?̃?(𝑥, 𝑦𝑖)] = {
𝛼𝑖
2
𝑞𝑖
2 𝑞𝑖 +
(𝑣𝑖 − 𝛼𝑖)
2
(1 − 𝑞𝑖)2
(1 − 𝑞𝑖)} − 𝑣𝑖
2 
𝑣𝑎𝑟[?̃?(𝑥, 𝑦𝑖)] =
(𝑣𝑖𝑞𝑖 − 𝛼𝑖)
2
𝑞𝑖(1 − 𝑞𝑖)
 
(4.7) 
上式より，𝛼𝑖 = 𝑣𝑖𝑞𝑖のとき，確率的評価による分散は 0 となる．しかしながら，可視関数の
値𝑣𝑖は未知であるため可視関数の近似値が必要となる．提案法では，シェーディング点𝑥が
所属するシェーディング点クラスタと，VPL 𝑦𝑖が所属する VPL クラスタ間の可視関数の
平均値を𝑣𝑖の近似値𝑟𝑖として用い，𝛼𝑖 = 𝑟𝑖𝑞𝑖とする．式(4.4)，式(4.7)に𝛼𝑖 = 𝑟𝑖𝑞𝑖を代入した式
は以下の通りである． 
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?̃?(𝑦𝑖 , 𝑥) =
{
 
 𝑟𝑖 確率𝑞𝑖で選択
𝑣𝑖 − 𝑟𝑖𝑞𝑖
1 − 𝑞𝑖
それ以外
 (4.8) 
𝑣𝑎𝑟[?̃?(𝑦𝑖 , 𝑥)] =
𝑞𝑖(𝑣𝑖 − 𝑟𝑖)
2
1 − 𝑞𝑖
 (4.9) 
省略確率𝒒𝒊の計算 
 可視関数を確率的に評価した場合，確率的評価による分散の増加量と，1 サンプル当たり
の計算時間はトレードオフの関係にある．そこで推定値の分散はサンプル数𝑁に反比例して
減少するという関係から，与えられた時間内で分散を最小とする省略確率𝑞𝑖を導出する． 
1 サンプルの場合において，提案法の可視関数の推定式(4.8)を用いたときの輝度の推定値
の分散は以下の式で計算される（導出の詳細は付録 A を参照）． 
𝑣𝑎𝑟[?̃?(1)(𝑥, 𝑥𝑣)] = 𝑣𝑎𝑟[?̂?
(1)(𝑥, 𝑥𝑣)] + ∑
𝑡𝑗
2
𝑝𝑗
2
𝑞𝑗(𝑣𝑗 − 𝑟𝑗)
2
1 − 𝑞𝑗
𝑝𝑗
𝑁𝑣𝑝𝑙
𝑗=1
 (4.10) 
ここで，𝑣𝑎𝑟[?̂?(1)(𝑥, 𝑥𝑣)]はサンプル数が 1 の場合の式(4.3)である．また，第 2 項は可視関数
の確率的評価による分散の増加量を表しており，可視関数を確率的に評価する場合，1 サン
プルの場合では必ず分散が増加する． 
次に，時間𝑇が与えられた下で計算できるサンプル数𝑁について考える．まず，シェーデ
ィング点の生成にかかる時間を𝑡𝑥とすると，VPL サンプリングに割ける時間は𝑇 − 𝑡𝑥とな
る．そして，VPL 𝑦𝑗の寄与計算にかかる時間は，可視関数を評価した場合と省略した場合
の VPL の寄与計算時間をそれぞれ𝑡𝑠𝑘𝑖𝑝と𝑡𝑒𝑣𝑎𝑙とすると，平均で𝑡𝑠𝑘𝑖𝑝𝑞𝑗 + 𝑡𝑒𝑣𝑎𝑙(1 − 𝑞𝑗)とな
る．また，VPL によって可視関数評価の省略確率は異なるため，最終的な VPL の寄与計算
時間は，各 VPL の平均寄与計算時間をさらに平均したものとなる．よって，時間𝑇が与え
られた下で計算できるサンプル数𝑁は以下の式で表される． 
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𝑁 =
𝑇 − 𝑡𝑥
∑ {𝑡𝑠𝑘𝑖𝑝𝑞𝑗 + 𝑡𝑒𝑣𝑎𝑙(1 − 𝑞𝑗)}𝑝𝑗
𝑁𝑣𝑝𝑙
𝑗=1
 
𝑁 =
𝑇 − 𝑡𝑥
𝑡𝑒𝑣𝑎𝑙 − 𝑡𝑑𝑖𝑓𝑓∑ 𝑞𝑗𝑝𝑗
𝑁𝑣𝑝𝑙
𝑗=1
 
(4.11) 
ここで，𝑡𝑑𝑖𝑓𝑓 = 𝑡𝑒𝑣𝑎𝑙 − 𝑡𝑠𝑘𝑖𝑝とおき，∑ 𝑝𝑗
𝑁𝑣𝑝𝑙
𝑗=1 = 1を用いた．分散はサンプル数𝑁に反比例して
減少することから，式(4.10)，式(4.11)より，𝑁サンプルの場合において，輝度の推定値の分
散は以下の式で表される． 
{𝑣𝑎𝑟[?̂?(1)(𝑥, 𝑥𝑣)] + ∑
𝑡𝑗
2
𝑝𝑗
2
𝑞𝑗(𝑣𝑗 − 𝑟𝑗)
2
1 − 𝑞𝑗
𝑝𝑗
𝑁𝑣𝑝𝑙
𝑗=1
}{
𝑡𝑒𝑣𝑎𝑙 − 𝑡𝑑𝑖𝑓𝑓 ∑ 𝑞𝑗𝑝𝑗
𝑁𝑣𝑝𝑙
𝑗=1
𝑇 − 𝑡𝑥
} (4.12) 
なお，分散が最小となる省略確率𝑞𝑖の計算において定数は影響しないため，以降定数
(𝑇 − 𝑡𝑥)
−1は省略する．VPL 𝑦𝑖に対する可視関数評価の省略確率を計算するために，式(4.12)
を𝑞𝑖について微分し，結果を 0 とおくと以下の式が得られる． 
𝑡𝑖
2
𝑝𝑖
2
(𝑣𝑖 − 𝑟𝑖)
2
(1 − 𝑞𝑖)2
{
𝑡𝑒𝑣𝑎𝑙
𝑡𝑑𝑖𝑓𝑓
−∑ 𝑞𝑗𝑝𝑗
𝑁𝑣𝑝𝑙
𝑗=1
} − {𝑣𝑎𝑟[?̂?(1)(𝑥, 𝑥𝑣)] + ∑
𝑡𝑗
2
𝑝𝑗
2
𝑞𝑗(𝑣𝑗 − 𝑟𝑗)
2
1 − 𝑞𝑗
𝑝𝑗
𝑁𝑣𝑝𝑙
𝑗=1
} = 0 (4.13) 
上式を解けば，画像生成の効率を最大化する可視関数の省略確率𝑞𝑖が得られるが，2 つの中
括弧内の値の計算には他の VPL に対する省略確率が含まれるため，この式を解くのは困難
である．そこで提案法では，Veach の手法[51]と同様，現在の計算対象であるシェーディン
グ点より以前に計算した近傍のシェーディング点の輝度計算情報を使用し，各中括弧内の
値をそれぞれ定数?̂?，?̂?2で近似する（近似方法は 4.4.2 節で述べる）． 
𝑡𝑖
2
𝑝𝑖
2
(𝑣𝑖 − 𝑟𝑖)
2
(1 − 𝑞𝑖)2
?̂? − ?̂?2 = 0 (4.14) 
上式を𝑞𝑖について解くことで，与えられた時間内で推定値の分散を最小とする可視関数評価
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の省略確率が得られる． 
𝑞𝑖 = 1 −√
𝑡𝑖
2(𝑣𝑖 − 𝑟𝑖)2
𝑝𝑖
2
?̂?
?̂?2
 (4.15) 
上式では，パラメータ𝛼𝑖の計算時と同様，未知の可視関数𝑣𝑖が含まれるため何らかの近似が
必要となる．提案法では，(𝑣𝑖 − 𝑟𝑖)
2を平均値で近似する（図 4.2 参照）．提案法では可視関
数の予測値𝑟𝑖としてクラスタ間の可視関数の平均値を用いるため，(𝑣𝑖 − 𝑟𝑖)
2の平均値はクラ
スタ間の可視関数の分散であり，𝑟𝑖(1 − 𝑟𝑖)で計算される．この近似では，𝑟𝑖が 1 か 0 に近い
とき，𝑟𝑖(1 − 𝑟𝑖)が小さくなるため省略確率が大きくなり，𝑟𝑖が 0.5 に近いとき，𝑟𝑖(1 − 𝑟𝑖)が
大きくなるため省略確率が小さくなる．つまりこの近似方法では，可視か不可視である確率
が高いとき（𝑟𝑖が 1 か 0 に近い），高確率で可視判定を省略すべきであり，可視か不可視か
が曖昧なとき（𝑟𝑖が 0.5 に近い），可視判定を正確に行うべきという直感通りの特性を持つ．
4.5 節で示す通り，その他の近似方法との比較実験を行ったが，この方法が最も良好な結果
が得られた．なお，式(4.15)で可視関数評価の省略確率𝑞𝑖を計算すると，𝑞𝑖が負になる場合
があるが，その場合は𝑞𝑖 = 0とすればよい． 
 
図 4.2 (𝑣𝑖 − 𝑟𝑖)
2と𝑟𝑖(1 − 𝑟𝑖)のグラフ．緑線は𝑣𝑖 = 1，赤線は𝑣𝑖 = 0の場合の(𝑣𝑖 − 𝑟𝑖)
2のグ
ラフである．𝑟𝑖と𝑣𝑖が近いとき，𝑟𝑖(1 − 𝑟𝑖)は(𝑣𝑖 − 𝑟𝑖)
2のよい近似となる． 
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4.4.2 パラメータ?̂?，?̂?𝟐の計算 
 提案法の可視関数の確率的評価法において，VPL 𝑦𝑖に対する可視関数の省略確率の計算
の際，他の VPL に依存する項?̂?，?̂?2の計算が必要となる．そこで提案法では Veach の手法
[51]と同様，現在の計算対象のシェーディング点と，以前に計算した近傍のシェーディング
点で VPL の寄与が相関していると仮定し，以前に計算した近傍のシェーディング点におけ
る輝度計算情報を用いてモンテカルロ法によりこれらの値を推定する． 
?̂? =
𝑡𝑒𝑣𝑎𝑙
𝑡𝑑𝑖𝑓𝑓
−
1
𝑁
∑𝑞𝑘
𝑁
𝑘=1
 (4.16) 
?̂?2 =
1
𝑁
∑(
𝑡𝑘?̃?(𝑦𝑘 , 𝑥)
𝑝𝑘
)
2𝑁
𝑘=1
− (
1
𝑁
∑
𝑡𝑘?̃?(𝑦𝑘, 𝑥)
𝑝𝑘
𝑁
𝑘=1
)
2
 (4.17) 
ここで，𝑦𝑘は以前に計算した近傍のシェーディング点における𝑘番目の VPL サンプルであ
り，𝑞𝑘，𝑡𝑘，𝑝𝑘はそれぞれ VPL サンプル𝑦𝑘に対する可視関数評価の省略確率，暫定的な寄
与，確率質量関数の値である．?̂?2は，可視関数の確率的評価を用いた際の推定値の分散（式
(4.10)）を表すことから，式(4.17)で表される標本分散で近似している．なお，最初に計算す
るシェーディング点は，可視関数評価の省略確率を 0 とした． 
 提案法では?̂?，?̂?2を以前に計算した近傍のシェーディング点の情報を用いて近似するため，
良い近似を行うには以前に計算した近傍のシェーディング点と現在のシェーディング点で
VPL からの寄与が相関している必要があり，シェーディング点の計算順序が重要となる．
シェーディング点クラスタ内のシェーディング点は，VPL からの寄与が相関していること
が期待されるため，本研究では，シェーディング点クラスタを 1 つのレンダリング単位と
して，クラスタ内の全シェーディング点で輝度計算が終了してから，次のクラスタを処理す
る方法を採用した． 
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4.4.3 バイアスの回避 
 提案法では，可視関数評価の省略確率の計算式（式(4.15)）中の(𝑣𝑖 − 𝑟𝑖)
2の項を平均値
𝑟𝑖(1 − 𝑟𝑖)で近似する．そのため，𝑟𝑖が 0 か 1 のとき，可視関数評価の省略確率は 1 となり，
実際の可視関数の値𝑣𝑖と近似値𝑟𝑖が異なる場合，推定値は真値に収束しない．そのため提案
法では，(𝑣𝑖 − 𝑟𝑖)
2をmax(𝜖, 𝑟𝑖(1 − 𝑟𝑖))で置き換える．これにより，バイアスを回避できるだ
けでなく，高確率で可視，不可視の VPL でも，寄与が非常に大きい場合は可視関数評価を
省略する確率が小さくなりロバスト性を向上させることができる．様々な値で実験した結
果，下限値ϵは 0.1 程度に設定すれば良好な結果が得られた． 
 
4.4.4 負の可視関数推定値 
 通常の可視関数の取りうる値は 0 か 1 だけであるため，輝度の推定値は必ず 0 以上とな
る．一方，提案法では可視関数の値を推定し，可視関数の推定値は 0 か 1 だけではなく，あ
らゆる値を取りうるため，負の値となることもある．VPL サンプル数が十分であれば，最
終的な輝度の推定値は真値に収束するが，サンプル数が十分でない場合，輝度の推定値が負
となることがある．そのため，ディスプレイに結果を出力する際は，負のピクセル値を 0 で
クランプするといった，ピクセル値が負となる可能性を考慮したトーンマッピングが必要
である．  
 
4.5 実験結果 
 本節では，可視関数の確率的評価の有無による比較，先行研究である Veach の手法[51]と
の比較により提案法の有効性を検証する．なお，実験は Intel Core i9-7980XE CPU，32GB
メモリを搭載した PC を使用し，マルチスレッドによる並列化を行っている．レイとシーン
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の交差判定に使用する高速化データ構造には，SIMD命令に最適化された4分木のBVH[10]
を使用している．提案法の可視関数の推定式のパラメータである𝑡𝑒𝑣𝑎𝑙と𝑡𝑠𝑘𝑖𝑝は，可視関数評
価の省略確率を 0 とした場合，1 とした場合で低解像度の画像を生成し，その計算時間から
設定した．また，他手法との比較の際に用いる誤差の指標には RMSE (Root Mean Square 
Error)を使用する．提案法と Veach の手法の主な違いは，Veach の手法では常に可視関数
の近似値𝑟𝑖を 0 とし，式(4.15)における(𝑣𝑖 − 𝑟𝑖)
2を最大値の 1 で近似している点である．本
実験におけるレンダリング画像の解像度は1,280 × 720である． 
 同時間レンダリングでの誤差の比較結果を図 4.3 から図 4.5 に示す．各シーンの情報は表
4.1 に示すとおりである．なお，表 4.1 の Visibility Cluster の欄は，各手法で共通の処理で
ある VPL・シェーディング点の生成とクラスタリング，確率分布の構築にかかった時間で
あり，サンプル数に依存しない計算時間である．実験結果より，提案法が最も誤差を低減で
きていることが分かる．特に，図 4.4 は光沢材質を含むシーン，図 4.5 はジオメトリが複雑
であり可視関数の相関が小さいシーンであるが，このようなシーンでも提案法が最も誤差
を低減できている． 
 次に図 4.3 から図 4.5 の各シーンにおいて，提案法と Veach の手法で可視関数の確率的
評価を行わない場合と同じ誤差の画像を生成するのに必要な時間を計測した結果を表 4.2
に示す．なお各行の上段と下段は，それぞれ Visibility Cluster の時間を含めた場合と含め
ない場合である．ノイズを視認できないほど小さくするには，より計算時間が必要となるが，
Visibility Cluster の時間は表 4.1 に示す時間で固定であり，無視できるほど小さい割合と
なるため，下段に示す高速化率（確率的評価なしの計算時間/各手法の計算時間）が実質の
ものである．結果より，Veach の手法では最大でも 1.26 倍の高速化率であるのに対して，
提案法では 1.41 倍から 1.55 倍の高速化率が得られており，提案法の優位性が分かる．図
4.5 のシーンは可視判定の計算コストが高いにもかかわらず，高速化率が小さいのは，ジオ
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メトリが複雑であり正確な可視関数の近似ができてないためと思われる． 
提案法と Veach の手法で，可視関数評価の省略確率の平均値を可視化した画像を図 4.6
に示す．結果より，提案法が Veach の手法より高い省略確率が得られていることが分かる．
特に遮蔽物の少ない領域であっても，Veach の手法では省略確率が低いままであるのに対
し，提案法では可視関数の事前情報を用いることで高い省略確率が得られている． 
可視関数評価の省略確率の計算式（式(4.15)）において行った近似について検証する．こ
こでの比較対象は Veach の手法が採ったアプローチである保守的な近似とする．提案法の
輝度推定値の分散式（式(4.10)）より，可視関数評価の省略確率が 1 に近づくほど可視関数
の確率的評価による分散が急激に増加する．そのため，式(4.15)において(𝑣𝑖 − 𝑟𝑖)
2を最大値
で置き換え，省略確率が小さくなるようにしたものが保守的な近似である．可視関数の値𝑣𝑖
は 0 か 1 であることから，(𝑣𝑖 − 𝑟𝑖)
2の最大値はmax((1 − 𝑟𝑖)
2, (0 − 𝑟𝑖)
2)となる．図 4.3 から
図 4.5 の各シーンで 60 秒かけてレンダリングしたときの RMSE と可視関数の平均省略確
率を表 4.3 に示す．結果より，保守的な近似より提案法の近似の方が，より多くの可視判定
を省略しており，RMSE を低減できている．図 4.3 から図 4.6 の Veach の手法の結果と保
守的な近似の結果を比較した場合，両者は同程度の RMSE，平均省略確率となった．これ
は保守的な近似では，本来可視判定を省略するべきである可視関数の予測値𝑟𝑖が 0 か 1 に近
い VPL ほど(𝑣𝑖 − 𝑟𝑖)
2の項が大きい値に置き換えられ省略確率が小さくなってしまうためで，
保守的な近似では可視関数の事前情報使用の恩恵が受けられていないことが分かる． 
最後に，可視判定の計算コストが高いシーンほど可視関数の確率的評価が効率的である
ことを明確に示すために，図 4.3 のシーンにおいて，レイとシーンの交差判定の高速化デー
タ構造に単純な 2 分木の BVH[53]を用いた場合との比較を行う．2 分木の BVH を用いた
場合，𝑡𝑠𝑘𝑖𝑝/𝑡𝑒𝑣𝑎𝑙は 0.07 である．先ほどの同誤差画像の生成時間の比較と同様に，確率的評
価なしで 60秒かけてレンダリングした結果と同じ誤差の画像を提案法で生成するのにかか
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った時間を計測すると，提案法は 40.7 秒であり，高速化率は 1.4 倍から 1.47 倍に向上し，
Visibility Cluster の時間を除けば，高速化率は 1.52 倍から 1.63 倍に向上した．このこと
から，提案法は可視判定の計算コストが高いシーンほど有用である． 
 
4.6 制限事項 
 提案法は，可視関数の事前情報として Wu らの手法[61]で用いられる VPL クラスタとシ
ェーディング点クラスタ間の可視関数の平均値を利用することで Veach の手法を改良した
手法である．提案法の可視関数評価の省略確率は，事前情報の精度がある程度正確であるこ
とを仮定しているため，ジオメトリが複雑な領域など，この仮定を満たさない場合は，同時
間において誤差が増加する可能性がある．また，クラスタ内の各シェーディング点は VPL
からの寄与が相関していることも仮定しているため（4.4.2 節参照），材質の変化などによ
り，この仮定を満たさない場合も，同時間において誤差が増加する要因になり得る．本研究
では，Wu らの手法[61]を用いてクラスタリングを行っており，この手法では可視関数の相
関のみを考慮しているため，提案法に適したクラスタリング方法の考案が必要である． 
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提案法のレンダリング結果 確率的評価なし（RMSE = 0.0166）  
   
Veach の手法（RMSE = 0.0147） 提案法（RMSE = 0.0130）  
図 4.3 Sponza シーンでの提案法のレンダリング結果と誤差の可視化画像．誤差画像は同
じ時間（60 秒）をかけてレンダリングしたときの結果． 
 
  
 
提案法のレンダリング結果 確率的評価なし（RMSE = 0.0321）  
   
Veach の手法（RMSE = 0.0275） 提案法（RMSE = 0.0239）  
図 4.4  Fireplace Room シーンでの提案法のレンダリング結果と誤差の可視化画像．誤
差画像は同じ時間（60 秒）をかけてレンダリングしたときの結果． 
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提案法のレンダリング結果 確率的評価なし（RMSE = 0.0879）  
   
Veach の手法（RMSE = 0.0787） 提案法（RMSE = 0.0718）  
図 4.5 San Miguel シーンでの提案法のレンダリング結果と誤差の可視化画像．誤差画像
は同じ時間（60 秒）をかけてレンダリングしたときの結果． 
 
 
0 
0.1 
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Veach の手法 提案法  
   
平均省略確率 = 39.2% 平均省略確率 = 60.7%  
  
 
平均省略確率 = 43.2% 平均省略確率 = 61.6%  
  
 
平均省略確率 = 38.1% 平均省略確率 = 55.3%  
図 4.6 可視関数評価の省略確率の可視化． 
 
0% 
100% 
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表 4.2 同誤差画像の生成時間の比較．括弧内の数字は高速化率を表し，各行で上段と下
段はそれぞれ Visibility Cluster の計算時間を含めた場合と除外した場合である． 
 確率的評価なし Veach の手法 提案法 
図 4.3 
60秒 53 秒（× 1.13） 43 秒（× 1.40） 
50 秒 43 秒（× 1.16） 33 秒（× 1.52） 
図 4.4 
60秒 50 秒（× 1.20） 43 秒（× 1.40） 
48 秒 38 秒（× 1.26） 31 秒（× 1.55） 
図 4.5 
60秒 53 秒（× 1.13） 49 秒（× 1.22） 
38 秒 31 秒（× 1.23） 27 秒（× 1.41） 
 
表 4.3 近似方法による RMSE と可視関数評価の平均省略確率の比較． 
 
保守的な近似 提案法の近似 
RMSE 平均省略確率 RMSE 平均省略確率 
図 4.3 0.0145 39.6% 0.0130 60.7% 
図 4.4 0.0263 45.6% 0.0239 61.6% 
図 4.5 0.0770 40.5% 0.0718 55.3% 
 
 
  
表 4.1 シーン情報．𝑡𝑒𝑣𝑎𝑙と𝑡𝑠𝑘𝑖𝑝は可視関数を評価した場合と省略した場合の計算時間であ
り，𝑡𝑠𝑘𝑖𝑝/𝑡𝑒𝑣𝑎𝑙が小さいほど可視判定の計算コストが高いことを表す．また Visibility Cluster
の欄は，提案法と Veach の手法で共通の処理に対する計算時間である． 
 VPL 数 三角形数 Visibility Cluster 
𝑡𝑠𝑘𝑖𝑝
𝑡𝑒𝑣𝑎𝑙
 
図 4.3 100K 262K 10 秒 0.15 
図 4.4 200K 143K 12 秒 0.32 
図 4.5 200K 10M 22 秒 0.05 
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4.7 まとめ 
 本研究では，確率的な手法を用いて可視判定回数を削減することで，写実的な画像を効率
的に生成する手法を提案した．提案法では，可視関数を確率的に評価するため，可視関数が
新たな分散の要因となるが，可視関数評価を省略することによる計算コストの減少量と，可
視関数の確率的評価による分散の増加量の関係を考慮した可視関数評価の省略確率を用い
ることで，与えられた時間内でより誤差の少ない画像を生成することができる．提案法の可
視関数の確率的評価法を用いることで，従来の可視関数の確率的評価法と比較し，より効率
的にレンダリングを行えることを示した． 
 今後の課題としては，提案法の適用範囲の拡大などが挙げられる．提案法の可視関数の確
率的評価法を用いるには，可視関数に関する正確な事前情報が必要となる．多光源レンダリ
ング法においては，シェーディング点が可視領域に制限されるため，比較的容易に可視関数
に関する正確な事前情報を得ることができるが，その他の大域照明アルゴリズムでは，シェ
ーディング点はシーン中のあらゆる領域に生成されるため，容易に可視関数に関する正確
な事前情報を得ることはできない．そのため，提案法の適用範囲を拡大するためには，この
問題を解決する必要がある．  
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第５章 誤差推定による高速化 
5.1 はじめに 
 近年，写実的な画像を効率的に生成する手法として多光源レンダリング法がよく研究さ
れている．多光源レンダリング法では，あらかじめ仮想的な点光源（Virtual Point Light, 
VPL）をシーン中に生成しておき，輝度を計算するシェーディング点では，あらゆる方向か
ら入射する光を VPL からの光で近似して，視点方向に出射する輝度を計算する．十分な近
似精度を得るには大量の VPL が必要となるが，輝度計算のコストは VPL 数に比例して増
加するため，すべての VPL の寄与を計算するのはコストが高いという問題がある．この問
題を解決するため，これまで様々な手法が提案されてきた[23, 24, 36]．これらの手法では，
大量の VPL の中から少量の VPL をサンプリングし，すべての VPL を使用した場合の輝度
を推定するため，生成する VPL の数に依らず高速に画像を生成することができる．しかし
ながら，VPL サンプル数などのパラメータを適切に設定しなければ，推定による誤差で結
果画像にノイズやアーティファクトが発生してしまうという新たな問題が生じる．そのた
め，ノイズやアーティファクトのない画像が得られるまで，ユーザはパラメータ調整とレン
ダリングを繰り返す必要があり，多大な労力と時間を要する．推定値の誤差制御を試みる手
法[7, 55, 56, 57]も提案されてはいるが，ヒューリスティックスに基づく手法であり誤差制
御の精度は低い． 
 そこで本研究では，多光源レンダリング法において区間推定法を用いることで，推定値の
誤差を制御可能かつ効率的な輝度計算方法を提案する．提案法は，VPL のクラスタリング
を行うことで効率的に輝度計算を行う Lightcuts[55]に基づき，Lightcuts と同様，推定値
の相対誤差の制御を試みる．これは刺激の弁別閾（差を知覚できる最小の差）は基礎刺激の
強度に比例するというウェーバーの法則[6]に基づく．ユーザは許容相対誤差と，誤差制御
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の信頼度パラメータを指定するだけでよく，VPL サンプル数などはユーザが指定したパラ
メータを基に自動で決定される．また本研究では，使用可能な材質モデルが単純なモデルに
制限されるという Lightcuts の問題を解決する方法を提案する．さらに，可視関数値のキャ
ッシングを行うことで，誤差制御の精度を低下させることなく，輝度計算を効率化する方法
を提案する．提案法は正確に誤差制御を行えるため，一度レンダリングするだけで，ノイズ
やアーティファクトのない画像を生成でき，Lightcuts と同程度の高い計算効率で画像を生
成できる． 
 
5.2 関連研究 
 これまで，多光源レンダリング法による輝度計算を効率的に行う手法が多く提案されて
きた[23, 24, 36]．これらの手法では，適切なパラメータ設定の下では非常に効率的に画像
を生成できるが，不適切なパラメータ設定の下ではノイズやアーティファクトのある画像
が生成されてしまうため，ユーザが所望する画質の結果を得るにはパラメータ調整とレン
ダリングを繰り返す必要があり，結局長い時間がかかってしまう． 
Walter ら[56]は，誤差制御を試みる手法として Lightcuts を提案した．この手法では，ユ
ーザが指定する許容相対誤差パラメータを基に VPL をクラスタリングし，各クラスタで１
つの VPL をサンプリングし輝度推定を行う．この手法では，従来の手法と比較してパラメ
ータ調整が容易であり，その後，シェーディング点のクラスタリングによるさらなる効率化
や，被写界深度などの複雑な光学現象，多光源レンダリング法が苦手とする鋭い光沢反射材
質を扱えるように拡張された[7, 55, 57]．しかしながら，先述したように Lightcuts では正
確に誤差を制御することはできないため，Lightcuts を基にしたこれらの手法も，依然とし
てユーザが所望する画像を得るには試行錯誤が必要となる． 
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本研究では，Lightcuts を基に，区間推定法を用いて推定値の誤差を制御する．区間推定
法を用いて誤差制御を行う手法は多く提案されているが[11, 20, 33, 40, 42, 46]，VPL のク
ラスタリングを用いた誤差推定に用いることはできない． 
 
5.3 Lightcuts 
 提案法は，Walter らの提案した Lightcuts に基づくため，Lightcuts における輝度計算方
法について簡単に説明する．多光源レンダリング法では，シェーディング点𝑥から視点𝑥𝑣に
出射する輝度𝐿(𝑥, 𝑥𝑣)は以下の式で計算される． 
𝐿(𝑥, 𝑥𝑣) = ∑ 𝐼(𝑦𝑖)𝑓(𝑦𝑖 , 𝑥, 𝑥𝑣)𝐺(𝑦𝑖 , 𝑥)𝑉(𝑦𝑖 , 𝑥)
𝑁𝑣𝑝𝑙
𝑖=1
 (5.1) 
ここで，𝑁𝑣𝑝𝑙は VPL 数，𝑦𝑖は𝑖番目の VPL，𝐼は放射強度，𝑓は BRDF，𝐺は幾何項，𝑉は可
視関数である．上式を用いて，写実的な画像を生成するには，大量の VPL が必要となり，
すべての VPL の寄与𝐼 ⋅ 𝑓 ⋅ 𝐺 ⋅ 𝑉を計算するのはコストが高い．そこで Lightcuts では，ま
ず，VPL を𝑁個のクラスタに分類し，出射輝度の計算式を以下のように変形する． 
𝐿(𝑥, 𝑥𝑣) =∑𝐿ℂ𝑖(𝑥, 𝑥𝑣)
𝑁
𝑖=1
 
𝐿ℂ𝑖(𝑥, 𝑥𝑣) = ∑ 𝐼(𝑦)𝑓(𝑦, 𝑥, 𝑥𝑣)𝐺(𝑦, 𝑥)𝑉(𝑦, 𝑥)
𝑦∈ℂ𝑖
 
(5.2) 
ここで，すべての VPL を含む集合を𝕊とすると，クラスタℂ𝑖は𝕊の部分集合であり，⋃ ℂ𝑖
𝑁
𝑖=1 =
𝕊と，𝑖 ≠ 𝑗のときℂ𝑖 ∩ ℂ𝑗 = ∅を満たす．上式において，クラスタ内の VPL の寄与の総和であ
る𝐿ℂ𝑖をクラスタの寄与と呼び，Lightcuts では，クラスタ毎に𝑁𝑠個の VPL サンプルを用い
てクラスタ寄与を推定し，出射輝度の推定値を計算する． 
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?̂?(𝑥, 𝑥𝑣) =∑?̂?ℂ𝑖(𝑥, 𝑥𝑣)
𝑁
𝑖=1
 
?̂?ℂ𝑖(𝑥, 𝑥𝑣) =
1
𝑁𝑠
∑
𝐼(𝑦𝑠)𝑓(𝑦𝑠, 𝑥, 𝑥𝑣)𝐺(𝑦𝑠, 𝑥)𝑉(𝑦𝑠, 𝑥)
𝑝(𝑦𝑠)
𝑁𝑠
𝑠=1
 
(5.3) 
ここで，𝑝は確率質量関数，𝑦𝑠は𝑠回目の試行における VPL サンプルであり確率質量関数𝑝
に従う．クラスタ寄与を高精度に推定するためには，VPL の寄与𝐼 ∙ 𝑓 ∙ 𝐺 ∙ 𝑉に比例した確率
質量関数を使用するべきであるが，放射強度𝐼以外はシェーディング点に依存するため，シ
ェーディング点毎に確率分布を構築する必要があり計算コストが高い．そこで Lightcuts で
は，シェーディング点に依存しない放射強度 𝐼に比例した確率質量関数𝑝(𝑦) = 𝐼(𝑦)/
∑ 𝐼(𝑦′)𝑦′∈ℂ𝑖 を用い，以下の式でクラスタの寄与を推定する． 
?̂?ℂ𝑖(𝑥, 𝑥𝑣) =
1
𝑁𝑠
∑
𝐼(𝑦𝑠)𝑓(𝑦𝑠, 𝑥, 𝑥𝑣)𝐺(𝑦𝑠, 𝑥)𝑉(𝑦𝑠, 𝑥)
𝐼(𝑦𝑠)
∑ 𝐼(𝑦)𝑦∈ℂ𝑖
𝑁𝑠
𝑠=1
 
?̂?ℂ𝑖(𝑥, 𝑥𝑣) =
𝐼𝑖
𝑁𝑠
∑𝑓(𝑦𝑠, 𝑥, 𝑥𝑣)𝐺(𝑦𝑠, 𝑥)𝑉(𝑦𝑠, 𝑥)
𝑁𝑠
𝑠=1
 
(5.4) 
ここで，𝐼𝑖はクラスタ内の VPL の放射強度の総和（∑ 𝐼(𝑦)𝑦∈ℂ𝑖 ）である． 
 Lightcuts では，各シェーディング点で VPL のクラスタリングを行う．そのため，効率
的にレンダリングを行うためには，高速な VPL のクラスタリング方法が必要である．
Lightcuts では，VPL の効率的なクラスタリングのために，Light Tree と呼ばれる VPL の
2 分木構造を用いる．Light Tree の葉ノードは個々の VPL に対応し，内部ノードは子孫ノ
ードの VPL を包含するクラスタに対応する．Light Tree の構築は，VPL の生成後に一度だ
け行われる．Light Tree を用いた VPL のクラスタリング方法は次の通りである．まず，ク
ラスタの集合をℂとし，ℂの要素を，すべての VPL を包含するクラスタである Light Tree の
根ノードで初期化する．そして以降は，出射輝度の推定値の誤差を効率的に低減するために，
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クラスタ集合ℂからクラスタ寄与推定値の誤差の上限値𝐸ℂ𝑖が最大のクラスタを取り出し，ク
ラスタを分割，分割されたクラスタをクラスタ集合ℂに加える処理を，クラスタ集合ℂ内の
すべてのクラスタが条件𝐸ℂ𝑖 < 𝜀?̂?(𝑥, 𝑥𝑣)を満たすまで繰り返す．ここで，𝜀はユーザ指定パラ
メータで，許容相対誤差を表す．クラスタに対応するノードの 2 つの子ノードは，分割され
たクラスタを表すため，クラスタの分割にかかるコストは無視できる．クラスタ寄与推定値
の誤差の上限値𝐸ℂ𝑖は以下の式で計算される． 
𝐸ℂ𝑖 = 𝐼𝑖𝑓𝑢𝑏(ℂ𝑖 , 𝑥, 𝑥𝑣)𝐺𝑢𝑏(ℂ𝑖 , 𝑥)𝑉𝑢𝑏(ℂ𝑖𝑥) (5.5) 
ここで，𝑓𝑢𝑏，𝐺𝑢𝑏，𝑉𝑢𝑏はそれぞれクラスタ内の VPL に対する BRDF，幾何項，可視関数の
上限値である．可視関数の取りうる値は 0 か 1 であるため，Lightcuts では𝑉𝑢𝑏 = 1と設定
している． 
 Lightcuts により効率的に写実的な画像を生成することができるが，いくつかの問題があ
る．1 つ目の問題として Lightcuts では，刺激の弁別閾（差を知覚できる最小の差）は基礎
刺激の強度に比例するというウェーバーの法則[6]に基づき推定値の相対誤差|𝐿(𝑥, 𝑥𝑣) −
?̂?(𝑥, 𝑥𝑣)|/?̂?(𝑥, 𝑥𝑣)を制御するのが本来の目的であったが，実際のクラスタリング方法では，
相対誤差を制御できていない．クラスタ寄与推定値の誤差の上限値𝐸ℂ𝑖を用いて，|𝐿(𝑥, 𝑥𝑣) −
?̂?(𝑥, 𝑥𝑣)| ≈ ∑ 𝐸ℂ𝑖
𝑁
𝑖=1 として，クラスタ分割停止条件を∑ 𝐸ℂ𝑖
𝑁
𝑖=1 < 𝜀?̂?(𝑥, 𝑥𝑣)とすることも可能で
あるが，誤差を過度に大きく評価してしまい，計算時間がかかりすぎてしまう．2 つ目の問
題として，使用できる材質モデルが，拡散反射，Blinn-Phong，等方 Ward のような単純な
材質モデルに制限される点がある．これは，クラスタ寄与推定値の誤差の上限値の計算にお
いて，クラスタ内の VPL に対する BRDF の上限値の計算が必要となるためであり，定義式
が複雑な BRDF では，上限値を計算することができない． 
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5.4 誤差推定フレームワーク 
5.4.1 概要 
 図 5.1 に提案法の処理の流れ，アルゴリズム 5.1 に提案法の疑似コードを示す．提案法の
処理の流れは基本的に Lightcuts と同様であり，まず VPL を生成したのち，Light Tree を
構築する[56]．そして，各シェーディング点では，Light Tree を用いて VPL をクラスタリ
ングし，視点方向に出射する輝度を推定する．出射輝度の推定精度は同じクラスタ数でもシ
ーンや材質，視点によって大きく変化するため，クラスタ数をユーザ指定パラメータとして
しまうと，ユーザは所望する画質の画像を得るのが極めて困難となる．そこで提案法では，
以下の分割停止条件を用いてクラスタリングを行うことで，出射輝度の推定値の相対誤差
がユーザの許容できる相対誤差𝜀以下となるクラスタ数を自動で計算する． 
|?̂?(𝑥, 𝑥𝑣) − 𝐿(𝑥, 𝑥𝑣)| < 𝜀?̂?(𝑥, 𝑥𝑣) (5.6) 
ここで，𝐿はすべての VPL を使用したときの出射輝度であり，?̂?はその推定値である．しか
しながら上式を用いるには，推定対象である未知の値𝐿(𝑥, 𝑥𝑣)が必要となる．そこで提案法
では，確率𝛼で真値𝐿(𝑥, 𝑥𝑣)が存在する区間[?̂? − Δ𝐿, ?̂? + Δ𝐿]，すなわち，以下の式を満たすΔ𝐿
を計算する． 
𝑃𝑟(|?̂? − 𝐿| ≤ Δ𝐿) = 𝛼 (5.7) 
なお，確率𝛼はユーザが指定する値である．上式を満たすΔ𝐿は𝑡分布[47]を用いることで計算
でき，クラスタ分割停止条件をΔ𝐿 < 𝜀?̂?とすることで，確率𝛼で相対誤差が𝜀以下である出射
輝度の推定値を計算できる． 
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アルゴリズム 5.1 提案法の輝度推定アルゴリズム．許容相対誤差𝜀と誤差制御の信頼度
𝛼を入力とし輝度推定値を返す． 
1:  クラスタ集合ℂを{ℂ1}で初期化 
2:  ?̂?，Δ𝐿，𝜎1を推定 
3:  while Δ𝐿 > 𝜀?̂?  ∨  √2𝜎𝑖 > 𝜀?̂? (∀ℂ𝑖 ∈ ℂ) do 
4:   クラスタ集合ℂから標準偏差が最大のクラスタℂ𝑘を取り出し 
5:   クラスタℂ𝑘を分割しクラスタℂ𝐿，ℂ𝑅を生成 
6:   クラスタℂ𝐿，ℂ𝑅をℂに追加 
7:   ?̂?ℂ𝐿，?̂?ℂ𝑅，𝜎𝐿，𝜎𝑅を推定 
8:   ?̂?，Δ𝐿を更新 
9:  end while 
 
 
図 5.1 提案法の概要．提案法では，すべての VPL を包含するクラスタ（図(a)）から始
めて，条件Δ𝐿 < 𝜀?̂?を満たすまでクラスタの分割を繰り返す．クラスタの分割は Light 
Tree（図(b)）を用いて行われる．Light Tree は葉ノードが個々の VPL，内部ノードが
子孫ノードの VPL を包含するクラスタである．そのため，すべての VPL を包含するク
ラスタℂ1は Light Tree の根ノードに対応し，ℂ1を分割したクラスタℂ2とℂ3（図(c)）は
根ノードの子ノードに対応する．ℂ2とℂ3においてクラスタ寄与の推定値?̂?ℂ2と?̂?ℂ3を計算
する際，?̂?ℂ1の計算（図(a)）で VPL 𝑦3と𝑦5の寄与は既に明らかになっているため，再利
用が可能であり，追加で計算するのは VPL 𝑦2と𝑦8の寄与のみでよい．分割候補のクラ
スタが複数存在する際は，クラスタ寄与の推定値の標準偏差σ2と𝜎3の大きいクラスタを
選択し分割する（図(d)においてはℂ2が選択）． 
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5.4.2 VPL のクラスタリング 
 提案法では Lightcuts と同様，大量の VPL を効率的に扱うため，VPL をクラスタリング
し，各クラスタで VPL をサンプリングすることでクラスタ寄与𝐿ℂ𝑖を推定する．VPL のク
ラスタリングを定義域の分割と考えると，提案法による輝度の推定方法は層化サンプリン
グであると解釈できる．層化サンプリングにおいて，各層の推定値が正規分布に従い，各層
に割り当てるサンプル数がネイマン配分（推定値の標準偏差に比例した割合でサンプル数
を分配）[47]であると仮定すると，以下の式で計算される統計量𝑇は自由度𝑛 − 𝑁の𝑡分布に
従う（導出の詳細は付録 B を参照）． 
𝑇 = √
𝑛 − 𝑁
𝑛
?̂? − 𝐿
√∑ 𝑠𝑖
2/𝑛𝑖
𝑁
𝑖=1
 (5.8) 
ここで，𝑁は層（クラスタ）数，𝑛𝑖と𝑠𝑖
2は𝑖番目の層に割り当てられたサンプル数と標本分散，
𝑛は合計サンプル数（𝑛 = ∑ 𝑛𝑖
𝑁
𝑖=1 ）である．統計量𝑇が𝑡分布に従うことから，以下のように
式変形を行うことで𝑃𝑟(|?̂? − 𝐿| ≤ 𝛥𝐿) = 𝛼を満たすΔ𝐿を求めることができる． 
𝑃𝑟(|𝑇| ≤ 𝑡𝛼) = 𝛼 
(5.9) 
𝑃𝑟
(
 ||√
𝑛 − 𝑁
𝑛
?̂? − 𝐿
√∑ 𝑠𝑖
2/𝑛𝑖
𝑁
𝑖=1
|| ≤ 𝑡𝛼
)
 = 𝛼 
𝑃𝑟
(
 |?̂? − 𝐿| ≤ 𝑡𝛼√
𝑛
𝑛 −𝑁
∑
𝑠𝑖
2
𝑛𝑖
𝑁
𝑖=1
)
 = 𝛼 
∴ Δ𝐿 = 𝑡𝛼√
𝑛
𝑛 − 𝑁
∑
𝑠𝑖
2
𝑛𝑖
𝑁
𝑖=1
 
73 
 
ここで，∫ 𝑡(𝑥)𝑑𝑥
𝑡𝛼
−𝑡𝛼
= 𝛼を満たす値𝑡𝛼は𝛼分位点と呼ばれ，𝑡分布表から算出できる． 
 提案法による推定値?̂?の分散は，VPL をどのようにクラスタリングするかや，合計サンプ
ル数𝑛の下で，どのように各クラスタにサンプル数𝑛𝑖を割り当てるかに依存する．そのため
提案法では，効率的なレンダリングのため，分散の低減を目標とした VPL のクラスタリン
グ，サンプル数の割り当てを行う．層化サンプリングでは，推定値の分散は各層の推定値の
分散の和で計算されるため，VPL のクラスタリングにおいて分割するクラスタを選択する
際は，最も分散の大きいクラスタを選択し分割する．これにより，クラスタ分割により分散
を効率的に低減できる．また層化サンプリングにおいて，最も分散を低減できるサンプルの
割り当て方法は，各層の推定値の標準偏差に比例して割り当てるネイマン配分であり，各層
に割り当てるサンプル数𝑛𝑖は以下の式で計算される． 
𝑛𝑖 =
𝜎𝑖
∑ 𝜎𝑘
𝑁
𝑘=1
𝑛 (5.10) 
ここで，𝜎𝑖は各層の推定値の標準偏差である． 
提案法では，VPL のクラスタリングにおいて分散が大きいクラスタを優先的に分割して
いく．そのためクラスタの分割が進むほど，各クラスタ寄与の推定値の標準偏差は一様に近
づいていき，各層に割り当てるサンプル数も一様に近づく．また層化サンプリングでは，定
義域の分割数を減らして各層に多くのサンプルを割り当てるより，定義域の分割数を増や
して各層に少しのサンプルを割り当てた方が全体の分散を低減できるという特性がある
[38]．よって提案法では，合計サンプル数𝑛でより分散の小さい推定値を計算するために，
式(5.9)において必要な標本分散𝑠𝑖
2の計算に必要な最低数である 2 サンプルを各層に割り当
てる．式(5.9)に，𝑛𝑖 = 2と𝑛 = 2𝑁を代入した式は以下の通りである． 
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Δ𝐿 = 𝑡𝛼√∑𝑠𝑖
2
𝑁
𝑖=1
 (5.11) 
標準偏差の推定 
VPL のクラスタリングにおいて，分割するクラスタを選択する際に，クラスタ寄与の推
定値の標準偏差𝜎𝑖が必要となる．標本分散𝑠𝑖
2から推定することも可能であるが，各層では 2
サンプルしか使用しないため，高精度な推定は期待できない．そこで提案法では，以下の式
で標準偏差を近似する． 
𝜎𝑖 = √𝑣𝑎𝑟[𝐼 ∙ 𝑓 ∙ 𝐺/𝑝] 
𝜎𝑖 = 𝐼𝑖√𝑣𝑎𝑟[𝑓 ∙ 𝐺 ∙ 𝑉] 
𝜎𝑖 ≈ 𝐼𝑖𝑓𝑢𝑏(ℂ𝑖 , 𝑥, 𝑥𝑣)𝐺𝑢𝑏(ℂ𝑖, 𝑥)√𝑣𝑎𝑟[𝑉] 
(5.12) 
なお，表記簡略化のため一部関数の引数を省略した．ここで，𝑓𝑢𝑏と𝐺𝑢𝑏はクラスタ内の VPL
に対する BRDF の上限値の推定値と幾何項の上限値であり，クラスタℂ𝑖内の VPL に対する
BRDF と幾何項の値は上限値で一定であると近似した．Lightcuts と異なり提案法では，任
意の材質モデルを扱うため BRDF の上限値には推定値を用いる．BRDF の上限値の推定方
法は後述する．可視関数の分散𝑣𝑎𝑟[𝑉]は，可視関数の期待値?̅?𝑖を用いて以下の式で計算され
る． 
?̅?𝑖 = ∑ 𝑉(𝑦, 𝑥)𝑝(𝑦)
𝑦∈ℂ𝑖
 
𝑣𝑎𝑟[𝑉] = 𝔼[𝑉2] − 𝔼[𝑉]2 
𝑣𝑎𝑟[𝑉] = 𝔼[𝑉] − 𝔼[𝑉]2 
𝑣𝑎𝑟[𝑉] = ?̅?𝑖 − ?̅?𝑖
2 
𝑣𝑎𝑟[𝑉] = −(?̅?𝑖 − 0.5)
2 + 0.25 
(5.13) 
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ここで，𝑝は確率質量関数であり，𝑝(𝑦) = 𝐼(𝑦)/𝐼𝑖である．上式では，可視関数の取りうる値
は 0 か 1 であるため，𝑉2 = 𝑉であることを利用した．提案法では可視関数の分散𝑣𝑎𝑟[𝑉]を
上限値である 0.25 で近似して標準偏差を計算する．また 5.4 節では，可視関数の値をキャ
ッシングすることで分散𝑣𝑎𝑟[𝑉]を正確に近似する方法について説明する． 
BRDF 上限値の推定 
標準偏差𝜎𝑖の近似値を計算するため，クラスタℂ𝑖内の VPL に対する BRDF の上限値が必
要である．Lambertian, Blinn-Phong, Ward BRDF のような単純なモデルの場合は上限値
を解析的に計算できるが[56]，複雑なモデルでは解析的に計算することができない．そこで
提案法では，図 5.2 に示すように，3 つの方法を組み合わせて BRDF の上限値を推定する．
1 つ目は輝度推定における情報を利用する方法で，クラスタの寄与を推定する際に用いる 2
サンプル𝑦1，𝑦2に対する BRDF の値𝑓1，𝑓2を使用する．2 つ目は BRDF の重点的サンプリ
ングを利用した方法で，まず各シェーディング点で BRDF の重点的サンプリングにより𝑁𝑓
本のレイを生成する．そして，生成したレイとクラスタのバウンディングボックスで交差判
定を行い，交差したレイの内で BRDF の最大値𝑓𝑚𝑎𝑥を使用する．最後に 3 つ目の方法では，
シェーディング点の法線との角度が最小となるクラスタ方向𝜔ℂ𝑖に対する BRDF の値𝑓𝜔ℂ𝑖を
使用する．なお，方向𝜔ℂ𝑖は幾何項の上限値の計算において計算される．最終的な BRDF 上
限値の推定値は，𝑓1，𝑓2，𝑓𝑚𝑎𝑥，𝑓𝜔ℂ𝑖の最大値である． 
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追加の分割停止条件 
先述した通り，Δ𝐿は各層の推定値が正規分布に従い，各層に割り当てるサンプル数はネ
イマン配分で行われることを仮定していた．提案法のクラスタリング方法では，クラスタの
分割が進めば各クラスタの分散が一様に近づくため，ネイマン配分の仮定は満たされる．し
かしながら，各層の推定値が正規分布に従うという仮定は，クラスタの分割が進んだとして
も満たすのは困難である．ただし幸いなことに，𝑡分布はロバストな分布であり，合計サン
プル数𝑛が十分大きい場合，完全に仮定を満たしていなくても，式(5.8)で計算される統計量
𝑇は𝑡分布に従う．そこで提案法では，合計サンプル数𝑛が十分大きいかを判定するために，
分割停止条件に以下の条件を加える． 
√2𝜎𝑖 < 𝜀?̂? (∀ℂ𝑖 ∈ ℂ) (5.14) 
上式は，Lightcuts の分割停止条件𝐸ℂ𝑖 < 𝜀?̂?を基にしたもので，√2はサンプル数𝑛𝑖の違いや，
𝜎𝑖における√𝑣𝑎𝑟[𝑉]と𝐸ℂ𝑖における𝑉𝑢𝑏の違いを考慮したスケーリング係数である．図 5.3 に
 
図 5.2 BRDF 上限値の推定．提案法では BRDF 上限値を 4 つの BRDF の値𝑓1，𝑓2，
𝑓𝑚𝑎𝑥，𝑓𝜔ℂ𝑖の最大値で近似する．𝑓1と𝑓2はクラスタ寄与の推定値?̂?ℂ𝑖の推定に用いる 2 つの
VPL 𝑦1と𝑦2に対する BRDF の値である（図(a)）．𝑓𝑚𝑎𝑥は BRDF の重点的サンプリングに
より生成したレイで，クラスタℂ𝑖のバウンディングボリュームに交差したレイの方向に対
する BRDF の最大値である（図(b)）．𝑓𝜔ℂ𝑖はシェーディング点の法線とクラスタ方向のな
す角が最小となる方向に対する BRDF の値である（図(c)）． 
 
77 
 
合計サンプル数𝑛を変えたときの統計量𝑇の分布を可視化した結果を示す．図 5.3 に示すよ
うに，サンプル数𝑛が増えることで，統計量𝑇が𝑡分布に近づいていることが分かる． 
 
 提案法の VPL クラスタリング処理を要約すると，すべての VPL を含むクラスタから始
めて，条件Δ𝐿 < 𝜀?̂?と式(5.14)を満たすまでクラスタの分割を繰り返す．条件を満たさない場
合は，標準偏差𝜎𝑘が最大のクラスタℂ𝑘をクラスタ集合ℂから選択し，分割したクラスタℂ𝐿，
ℂ𝑅で置き換える．そして，クラスタ寄与の推定値?̂?ℂ𝐿と?̂?ℂ𝑅，標準偏差𝜎𝐿と𝜎𝑅を計算し，推定
値?̂?とΔ𝐿を更新する． 
 
図 5.3 合計サンプル数𝑛 = 128と256のときの統計量𝑇のヒストグラムによる可視化．横
軸は統計量𝑇，縦軸は確率，実線は𝑡分布を表す．ヒストグラムは挿絵画像の中心ピクセル
において計測したものである．合計サンプル数が増えるほど統計量𝑇が𝑡分布に従うこと
が分かる． 
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5.5 Visibility Caching 
5.5.1 概要 
 提案法の輝度推定の精度は，VPL のクラスタリング方法に依存し，標準偏差が最大のク
ラスタを優先的に分割することでクラスタリングを行っていた．5.3 節では，式(5.12)の標
準偏差の計算において，可視関数の分散𝑣𝑎𝑟[𝑉]は上限値で近似していた．本節では，近傍シ
ェーディング点間における可視関数の相関を利用し，可視関数の情報をキャッシングする
ことで，より正確に可視関数の分散𝑣𝑎𝑟[𝑉]を計算する．これにより不可視である VPL クラ
スタが分割対象に選択され，無駄なサンプルを計算するのを防ぐことができ，計算コストを
抑えることができる． 
 図 5.4 に Visibility Caching の流れを示す．まず，全シェーディング点を生成し，シェー
ディング点を位置と法線に基づきクラスタリングする[61]．次に，各シェーディング点クラ
スタで，ランダムにシェーディング点を数個選択し，可視関数を記録するキャッシュ点とす
る．キャッシュ点では，5.4 節で説明した方法で輝度推定を行い，輝度推定で用いたサンプ
 
図 5.4 Visibility Caching の概要．シェーディング点クラスタからランダムに選んだ点
𝑐1，𝑐2をキャッシュ点とし，各キャッシュ点では 5.3 節の方法で生成した VPL クラスタ
に対して可視関数の平均値を推定する（図(a)，図(b)）．次に各キャッシュ点で，先祖ノ
ードに対する可視関数の平均値𝐕1，𝐕2を推定し，それらの平均値?̅?を計算する（図(c)）．
シェーディング点クラスタ内で可視関数の相関が小さい場合は，シェーディング点クラ
スタを分割し，同様の処理を行う（図(d)）． 
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ルの情報から，VPL クラスタに対する可視関数の平均値を計算し記録しておく．そして，
クラスタ内のシェーディング点では，同クラスタの各キャッシュ点で記録されている VPL
クラスタに対する可視関数の平均値を，さらに平均した値を用いて可視関数の分散𝑣𝑎𝑟[𝑉]を
計算する．なお，各キャッシュ点で可視関数の平均が大きく異なる場合は，シェーディング
点クラスタを分割する． 
 
5.5.2 可視関数平均値の計算とシェーディング点クラスタの精緻化 
 各キャッシュ点では，VPL クラスタに対する可視関数の平均値を記録する．しかしなが
ら，クラスタ内のすべての VPL に対して可視関数を計算し平均をとるのはコストが高い．
そこで提案法では，各キャッシュ点𝑐𝑗において 5.4 節で説明したクラスタリング方法で出射
輝度の推定値?̂?を計算する．そして，輝度推定で使用したクラスタℂ𝑖とキャッシュ点𝑐𝑗間の
平均可視関数値?̂?𝑖を{𝑉(𝑦𝑖,1, 𝑐𝑗) + 𝑉(𝑦𝑖,2, 𝑐𝑗)}/2で推定する．ここで，𝑦𝑖,1と𝑦𝑖,2はクラスタℂ𝑖の
寄与推定に用いた VPL サンプルである．先祖ノードの VPL クラスタℂ𝑎に対する平均可視
関数値は以下の式で推定する． 
?̂?𝑎 = (∑ 𝑝(𝑦)
𝑦∈ℂ𝐿
)?̂?𝐿 + (∑ 𝑝(𝑦)
𝑦∈ℂ𝑅
)?̂?𝑅 (5.15) 
ここで，ℂLとℂ𝑅は VPL クラスタℂ𝑎の分割後のクラスタであり，?̂?𝐿と?̂?𝑅はクラスタℂ𝐿とℂ𝑅に
対する平均可視関数の推定値，𝑝はクラスタℂ𝑎における確率質量関数である．上式は下層ノ
ードのクラスタから計算することで効率的に評価できる．なお，クラスタℂ𝑗を分割してでき
るクラスタに対する平均可視関数値は，クラスタℂ𝑗に対する平均可視関数値?̂?𝑗を用いる． 
 シェーディング点クラスタ内の各キャッシュ点𝑐𝑗で VPL クラスタに対する平均可視関数
値𝐕𝒋を計算できれば，さらに各キャッシュ点間で平均可視関数値の平均?̅?を計算する．そし
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て，シェーディング点クラスタ内の可視関数の類似度を測るための指標として，各キャッシ
ュ点𝑐𝑗で以下の値を計算する． 
𝛿𝑗 =
1
𝑁𝑗
∑(?̃?𝑖 −
𝑉(𝑦𝑖,1, 𝑐𝑗) + 𝑉(𝑦𝑖,2, 𝑐𝑗)
2
)
2𝑁𝑗
𝑖=1
 (5.16) 
上式は，キャッシュ点𝑐𝑗におけるクラスタ集合ℂ内の𝑁𝑗個のクラスタに対する平均であり，
?̃?𝑖は?̅?に記録された𝑖番目のクラスタに対する平均可視関数値である．𝛿𝑗が閾値𝛿𝑉𝐶より大き
い場合，シェーディング点クラスタ内で可視関数の類似度が小さいと見なし，シェーディン
グ点クラスタを分割し，各シェーディング点クラスタで再度キャッシュ点を生成する． 
 各シェーディング点では VPL のクラスタリングを行う際は，式(5.12)で計算される標準
偏差が最大のクラスタを選択し分割する．このとき，?̅?𝑖を?̅?に記録されている値?̃?𝑖で近似し
て𝑣𝑎𝑟[𝑉]を計算する．ただし，?̃?𝑖 = 0または?̃?𝑖 = 1のとき，𝑣𝑎𝑟[𝑉] = 0より𝜎𝑖 = 0となり，実
際は分散が大きいクラスタでも，クラスタが分割されなくなってしまう．そのため提案法で
は，?̃?𝑖を0.01と0.9の間にクランプした値で𝑣𝑎𝑟[𝑉]を用い𝜎𝑖 = 0となるのを防いだ． 
 
5.6 実験結果 
 本節では，提案法の実験結果と先行研究である Lightcuts との比較を行う．実験は Intel 
Xeon E5-2697 v2 2.70GHz CPU を搭載した PC で行い，マルチスレッドによる並列化を行
っている．パラメータ設定に関しては明示しない限り，許容相対誤差𝜀に2%，信頼度𝛼に95%，
BRDF 上限値の推定に用いるレイの数𝑁𝑓に256，シェーディング点クラスタ分割の閾値𝛿𝑉𝐶
に 0.1 を設定した．また，シェーディング点クラスタ内のキャッシュ点数は10とした．なお
許容相対誤差𝜀 = 2%の設定は先行研究[56]に基づいており，推定値の相対誤差が2%以下の
場合，誤差をほぼ知覚できない．提案法では，推定値の誤差制御が目標であることから，実
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際に相対誤差が𝜀以下となっているピクセルの割合𝑅𝜀を計測した．𝑅𝜀が𝛼に近いほど，正確
に相対誤差を制御できていることを表す．VPL クラスタから確率質量関数𝑝に従い VPL を
サンプリングする際は，Lightcuts[55]と同様，サンプリングのコストを抑えるために，事前
に𝑝に従いサンプリングしたものを Light Tree のノードに記録しておき，一様サンプリン
グで選びなおす方法を用いる． 
図 5.5 に，Sponza シーンにおいて提案法のレンダリング結果と，提案法と Lightcuts で
の相対誤差を可視化した画像を示す．なお，Lightcuts の許容相対誤差𝜀も2%に設定してお
り，提案法の計算時間は 282 秒，Lightcuts の計算時間は 60 秒である．提案法では実際に
相対誤差が2%以下のピクセルの割合𝑅𝜀は92.96%であり，ほぼ指定した𝛼 = 95%通りに誤差
を制御できている．一方 Lightcuts では，計算時間は提案法より短いが，実際に相対誤差が
2%以下のピクセルの割合は43.67%しかなく，Lightcuts では相対誤差が制御できていない．
図 5.6 は，図 5.5 において提案法と Lightcuts の結果の拡大画像である．Lightcuts では，
相対誤差の制御ができていないため，結果画像にノイズが含まれているのが分かるが，提案
法の結果画像にノイズは視認できない．先述したように Lightcuts において，∑ 𝐸ℂ𝑖
𝑁
𝑖=1 を推
定値の誤差として条件∑ 𝐸ℂ𝑖
𝑁
𝑖=1 < 𝜀?̂?で VPL のクラスタリングを行うこともできる．この条
件の下，𝜀 = 2%で実験したところ，計算時間は 16 時間（58,078 秒）であり，平均相対誤差
は 5.69214e-06 となり，∑ 𝐸ℂ𝑖
𝑁
𝑖=1 を推定値の誤差として使用するのは適切ではないことが分
かる． 
 画像生成の効率の比較のため，図 5.5 のシーンにおいて，Lightcuts の相対誤差が2%以下
のピクセルの割合が提案法と同程度なるパラメータ𝜀で計算時間の比較を行う．なお，
Lightcuts では相対誤差を制御できないため，パラメータは試行錯誤で発見し，𝜀 = 0.3%の
とき，提案法と同程度の割合となり，このときの Lightcuts の計算時間は 206 秒となった． 
Lightcuts では BRDF の上限値計算において解析解を用いているのに対し，提案法では推
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定値を用いており，提案法の方が BRDF 上限値の計算コストが高い．計算時間の比較を公
平にするため，提案法でも BRDF の上限値計算において解析解を用いた場合，計算時間は
209 秒となり，提案法と Lightcuts の計算時間はほぼ同じとなった．つまり提案法は，相対
誤差を制御可能でありながら，Lightcuts と同程度の効率で画像生成を行うことが可能であ
る． 
図 5.7 と図 5.8 に，Kitchen シーンと San Miguel シーンにおいて，許容相対誤差𝜀を変え
たときの実験結果を示す．これらのシーンでは，複雑な BRDF である Cook-Torrance BRDF
と Ashkhmin-Shrely BRDF を用いており，解析的に BRDF の上限値を計算できない．結
果から分かるように，提案法では，許容相対誤差𝜀を変えても，指定通り相対誤差が𝜀以下の
ピクセルの割合を 95%近くに制御できている． 
 BRDF 上限値推定のための BRDF 重点的サンプリングのサンプル数𝑁𝑓と誤差制御の精度
𝑅𝜀と計算時間𝑇𝑢の関係を調べるため，図 5.9 に，複雑な BRDF モデルである Cook-Torrance 
BRDF を適用した Buddha シーンでのレンダリング結果と相対誤差を可視化した画像，𝑁𝑓
による𝑅𝜀と𝑇𝑢の推移グラフを示す．図 5.9(c)より，𝑁𝑓を増やすほど BRDF 上限値の推定が
正確になるため𝑅𝜀が増加していき，𝑁𝑓が 256 を超えてからは，正確な推定を行う上で十分
なサンプル数に達したため，𝑅𝜀の増加傾向が緩やかになっている．そして図 5.9(d)より，𝑁𝑓
を増やすほど計算時間が増加し，𝑁𝑓が 256 を超えたあたりから，計算時間の増加傾向が激
しくなっている．そのため提案法では，十分な推定精度が得らえる最低数である 256 を𝑁𝑓
の値として用いる． 
 図 5.10 に，Blinn-Phong BRDF を適用した Buddha シーンでの，相対誤差の分布をヒス
トグラムで可視化した結果を示す．提案法は統計的に誤差を制御するため，相対誤差が大き
い推定結果が得られる場合もある．しかしながら図 5.10 より，相対誤差が 2%より大きい
場合でも，大部分は2%に近い値に分布しており，結果画像からも統計的な誤差制御による
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不自然なアーティファクトやノイズは見られなかった． 
 最後に，これまでの各シーンの情報と計測データをまとめたものを表 5.1，誤差推定の信
頼度𝛼を 99%に設定したときの計測データをまとめたものを表 5.2 に示す．ここで，𝑇𝑐は可
視関数のキャッシングありの場合の計算時間，𝑇𝑢はキャッシングなしの場合の計算時間𝑇𝑢
であり，𝑇𝑢/𝑇𝑐は可視関数のキャッシングによる高速化率を表す．表 5.1 より，可視関数の
キャッシングを行うことで，誤差制御精度𝑅𝜀はキャッシングなしの場合と同程度でありな
がら，18%から 42%高速に画像を生成できている．また表 5.2 より，信頼度𝛼に99%を設定
した場合でも，ほぼ指定通りの値に誤差制御の精度𝑅𝜀を制御できている． 
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 提案法（𝑅𝜀 = 92.96%） Lightcuts（𝑅𝜀 = 43.67%）  
図 5.5 Sponza シーンにおける誤差制御の精度の比較．左から順に提案法の結果画像，
提案法の相対誤差の可視化画像，Lightcuts の相対誤差の可視化画像である．色と相対誤
差の関係はカラーバーに示すとおりである．両手法において許容相対誤差𝜀は 2%に設定
し，提案法の信頼度パラメータ𝛼は 95%に設定している． 
   
提案法 Lightcuts 参照画像 
図 5.6 図 5.5 における各手法のレンダリング結果の拡大画像．Lightcuts は誤差制御の
精度が低いため結果画像にノイズが現れているのに対し，提案法は統計的に正確な誤差
制御を行うため結果画像にノイズはほぼ視認できない． 
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 ε = 2%，𝑅𝜀 = 91.86%，𝑇𝑐 = 70秒  
  
 
ε = 5%，𝑅𝜀 = 93.65%，𝑇𝑐 = 40秒 ε = 10%，𝑅𝜀 = 95.30%，𝑇𝑐 = 31秒  
図 5.7 Kitchen シーンにおける許容相対誤差𝜀ごとの誤差制御精度𝑅𝜀と計算時間𝑇𝑐の比
較．誤差制御の信頼度パラメータ𝛼は 95%に設定している． 
   
 ε = 2%，𝑅𝜀 = 92.66%，𝑇𝑐 = 2,230秒  
  
 
ε = 5%，𝑅𝜀 = 92.79%，𝑇𝑐 = 757秒 ε = 10%，𝑅𝜀 = 92.07%，𝑇𝑐 = 327秒  
図 5.8 San Miguel シーンにおける許容相対誤差𝜀ごとの誤差制御精度𝑅𝜀と計算時間𝑇𝑐の
比較．誤差制御の信頼度パラメータ𝛼は 95%に設定している． 
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図 5.9 Buddha シーンにおける提案法のレンダリング結果（図(a)）と相対誤差の可視化
画像（図(b)），BRDF 上限値推定のための BRDF 重点的サンプリングの回数𝑁𝑓による誤
差制御精度のグラフ（図(c)）と画像生成時間のグラフ（図(d)）．𝑁𝑓 = 256を超えてからは
誤差制御精度の変化は小さく，画像生成時間は増加している． 
 
 
図 5.10 Buddha シーンにおける相対誤差分布のヒストグラムによる可視化．横軸は相
対誤差，縦軸は確率を表す．許容相対誤差εは 2%，信頼度𝛼は 95%を設定し，𝑅𝜀は 93.13%
で計算時間は 86 秒である． 
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表 5.1 シーン情報と計測データのまとめ．計測データは許容相対誤差𝜀に 2%，信頼度𝛼
に 95%を指定時のものである．𝑁𝑣𝑝𝑙は VPL 数，𝑁𝑡𝑟𝑖は三角形数であり，𝑇𝑐と𝑇𝑢はそれぞ
れ Visibility Caching ありとなしの場合の計算時間，𝑅𝜀は相対誤差が許容相対誤差𝜀以下
のピクセルの割合，MRE は平均相対誤差である．また，𝑇𝑢/𝑇𝑐は Visibility Caching に
よる高速化率を表す． 
シーン 
Sponza 
（図 5.5） 
Kitchen 
（図 5.7） 
San Miguel 
（図 5.8） 
Buddha 
（図 5.9） 
𝑁𝑣𝑝𝑙 2,061k 2,082k 1,936k 2,075k 
𝑁𝑡𝑟𝑖 262k 528k 10,464k 1,086k 
𝑇𝑐 282 70 2,230 80 
𝑅𝜖 92.86% 91.86% 92.66% 91.15% 
MRE 0.0088 0.0091 0.0089 0.0094 
𝑇𝑢 401 86 2,860 94 
𝑅𝜖 92.90% 92.50% 92.84% 91.19% 
MRE 0.0088 0.0089 0.0088 0.0094 
𝑇𝑢/𝑇𝑐 1.42 1.23 1.29 1.18 
 
 
表 5.2 許容相対誤差𝜀に 2%，信頼度𝛼に 99%を指定時の計測データのまとめ． 
シーン 
Sponza 
（図 5.5） 
Kitchen 
（図 5.7） 
San Miguel 
（図 5.8） 
Buddha 
（図 5.9） 
𝑇𝑐 388 89 3,151 103 
𝑅𝜖 97.67% 96.67% 97.94% 95.93% 
MRE 0.0068 0.0072 0.0068 0.0075 
𝑇𝑢 549 114 3,872 126 
𝑅𝜖 97.68% 96.69% 98.06% 95.92% 
MRE 0.0068 0.0072 0.0068 0.0075 
𝑇𝑢/𝑇𝑐 1.41 1.28 1.23 1.22 
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5.7 まとめ 
 本研究では，多光源レンダリング法において，区間推定法を用いることで統計的に誤差を
制御する手法を提案した．従来の多光源レンダリング法では，VPL のサンプリングにより，
高速に画像生成を行うことができるが，推定値の誤差を制御できないという問題があり，ユ
ーザは，所望の画質の結果を得るために，パラメータ調整とレンダリングの繰り返しが必要
であり，結局，長い時間がかかってしまっていた．提案法では，ユーザは許容相対誤差と誤
差推定の信頼度を指定するだけでよく，一度のレンダリングで所望する画質の結果を得る
ことができる．また本研究では，可視関数のキャッシングにより，誤差制御の精度を維持し
たまま，レンダリングの効率を向上する手法を提案し，実験では 18%から 42%の高速化を
実現した． 
 提案法は Lightcuts に基づく手法であるため，Lightcuts の拡張手法[7, 55, 57]にも提案
法の誤差推定フレームワークを適用できる．そのため，今後の課題としては，Lightcuts と
同様の拡張により，提案法のさらなる効率化や，被写界深度など様々な光学現象を扱えるよ
うにすることが挙げられる．   
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第６章 結論 
 本論文では，写実的な画像の生成における計算効率や計算精度の定式化を行うことで，ユ
ーザのパラメータ調整の労力やヒューリスティックなアルゴリズムを減らしつつ，ロバス
トかつ効率的に写実的な画像生成を行う 3 つの手法を提案した．まず 1 つ目は，レイの分
布を考慮した高速化データ構造の構築と，高速化データ構造使用時の計算効率の定式化に
より非効率な高速化データ構造の探索を避けることで，様々な大域照明アルゴリズムの基
盤的な技術であるレイトレーシングを高速化する手法を提案した．2 つ目は，写実的な画像
の効率的な生成法である多光源レンダリング法において，ボトルネックとなっている可視
関数の評価を，ある確率で省略することで効率化する手法を提案した．この手法では可視関
数評価の省略確率が計算効率に大きく依存するが，提案法では計算効率を定式化すること
で，最適な省略確率を導出した．最後に 3 つ目は，多光源レンダリング法の VPL クラスタ
リングによる輝度推定において，推定値が従う分布を定式化し，推定値の誤差を制御するこ
とで，一度のレンダリングで，ユーザの所望する画質の結果画像を生成する手法を提案した．
本研究により，ユーザは少ないパラメータ調整の労力で効率的に写実的な画像を生成でき，
CG による写実的な画像を用いる様々な分野において大幅な作業効率の向上をもたらすこ
とができる． 
 本論文で提案した 3 つの手法は，手法の性質上，互いに組み合わせることは困難である
が，各手法はそれぞれ異なる用途がある．まず 1 つ目のレイトレーシングの高速化手法に
ついて，この手法では大量のレイの交点計算を同時に行うという特殊性から，他の手法との
組み合わせには適さない．そのためこの手法は，光源からの直接光だけを考慮したプレビュ
ー用として使用するのが実用的な用途であり，カメラ位置の設定などに使用するとよい．2
つ目の可視判定省略による高速化手法と，3 つ目の誤差推定による高速化手法の組み合わせ
については，輝度の推定方法が異なるため組み合わせることはできない．しかしながら，こ
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れらの手法は異なる特徴を持ち，2 つ目の手法では，サンプル数が増えるにつれて推定精度
が安定的に向上していくのに対し，3 つ目の手法では，サンプル数（クラスタ数）が少ない
ときは推定精度が非常に低く，サンプル数が多くなるにつれて推定精度が大きく向上する
という特徴がある．つまり，計算時間が短くサンプル数が十分でないときは 2 つ目の手法
を用いる方がノイズの小さい画像を生成できる．よって，可視判定省略による高速化手法は，
光源からの間接光を考慮したプレビュー用として使用し，誤差推定による高速化手法は，推
定値の誤差制御が重要となる最終段階で使用するべきである． 
 最後に各提案法の今後の課題について，以下に簡単にまとめる． 
(1) レイトレーシングの高速化（第 3 章）: 本手法では高速化データ構造の構築とレイトレ
ーシングを同時に行う DACRT の効率化を行った．しかしながら，DACRT では単純なマル
チスレッドによる並列化は効率的ではなく，近年のCPUのメニーコア化の流れを考えると，
DACRT の実用化において，効率的な並列化方法の考案が必要である． 
(2) 可視判定省略による高速化（第 4 章）：本手法では多光源レンダリング法において可視
判定回数を削減することで効率化を行った．本手法では，可視関数に関する事前情報が必要
であり，多光源レンダリング法では，容易に可視関数に関する事前情報を得ることができた．
しかしながら，現在の可視関数に関する事前情報の取得方法では，その他の大域照明アルゴ
リズムに本手法を応用するのが難しい．そのため，本手法の応用範囲を拡大する上で，様々
な大域照明アルゴリズムに適用可能な，可視関数に関する事前情報の取得方法の考案が必
要である． 
(3) 誤差推定による高速化（第 5 章）：本手法は Lightcuts に基づく手法で，誤差制御を正
確に行えるように改良した．Lightcuts は様々な光学現象の再現や効率化の拡張がなされて
おり，Lightcuts と同様の拡張を本手法に適用し，さらなる効率化や応用範囲の拡大が今後
の課題である．  
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付録 
A 可視関数の確率的評価を用いた輝度推定値の分散の導出 
 可視関数の確率的評価を行う場合の輝度推定値の分散（式(4.10)）の導出について説明す
る．分散の定義より，確率変数𝑋，𝑌において，𝑌が𝑋に依存するとき，𝑋𝑌の分散𝑣𝑎𝑟[𝑋𝑌]は 
𝑣𝑎𝑟[𝑋𝑌] = 𝔼[𝑣𝑎𝑟[𝑌|𝑋]𝑋2] + 𝑣𝑎𝑟[𝔼[𝑌|𝑋]𝑋] 
で計算される．提案法の場合，𝑋は𝑡𝑠/𝑝𝑠に相当し，𝑌は?̃?に相当する．このとき𝔼[𝑌|𝑋] = 𝑣𝑠
であることから，𝑣𝑎𝑟[𝔼[𝑌|𝑋]𝑋] = 𝑣𝑎𝑟[?̂?(1)(𝑥, 𝑥𝑣)]であり，式(4.10)の第 1 項である．一方，
𝑣𝑎𝑟[𝑌|𝑋]は可視関数の推定値の分散であり式(4.9)で表される．これを𝔼[𝑣𝑎𝑟[𝑌|𝑋]𝑋2]に代入
すれば式(4.10)の総和計算部分が得られる． 
 
B 統計量𝑻の導出 
 式(5.8)で計算される統計量𝑇の導出を行う．まず，層化サンプリングにおいて，各層のサ
ンプル値は正規分布𝒩(𝜇𝑖 , 𝜎𝑖
2)に従うと仮定する．ここで，𝜇𝑖は平均，𝜎𝑖は標準偏差である．
このとき，𝑖番目の層における𝑛𝑖個のサンプル𝑋𝑖1, … , 𝑋𝑖𝑛𝑖の標本平均?̅?𝑖 =
1
𝑛𝑖
∑ 𝑋𝑖𝑗
𝑛𝑖
𝑗=1 は正規分
布𝒩(𝜇𝑖 , 𝜎𝑖
2/𝑛𝑖)に従い，正規分布の再生性より，𝑁個の層の標本平均の和?̅? = ∑ ?̅?𝑖
𝑁
𝑖=1 も正規
分布𝒩(∑ 𝜇𝑖
𝑁
𝑖=1 , ∑ 𝜎𝑖
2/𝑛𝑖
𝑁
𝑖=1 )に従う．そうすると，?̅?を変換した以下の確率変数𝑌は標準正規
分布𝒩(0,1)に従う． 
𝑌 =
(?̅? − 𝜇)
√∑ 𝜎𝑖
2𝑁
𝑖=1 /𝑛𝑖
 
ここで，𝜇 = ∑ 𝜇𝑖
𝑁
𝑖=1 である．次に，以下の式で計算される𝑖番目の層の不偏分散𝑢𝑖
2を考える． 
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𝑢𝑖
2 =
1
𝑛𝑖 − 1
∑(𝑋𝑖𝑗 − ?̅?𝑖)
2
𝑛𝑖
𝑗=1
 
このとき，
1
𝜎𝑖
2∑ (𝑋𝑖𝑗 − ?̅?𝑖)
2𝑛𝑖
𝑗=1 = (𝑛𝑖 − 1)𝑢𝑖
2/𝜎𝑖
2は自由度𝑛𝑖 − 1の𝜒
2分布に従い，𝜒2分布の再生
性より，以下の式で定義される確率変数𝑍は自由度∑ (𝑛𝑖 − 1)
𝑁
𝑖=1 = 𝑛 − 𝑁の𝜒
2分布に従う． 
𝑍 =∑
(𝑛𝑖 − 1)𝑢𝑖
2
𝜎𝑖
2
𝑁
𝑖=1
 
そうすると，𝑡分布の定義より，𝑇 = 𝑌/√𝑍/(𝑛 − 𝑁)は自由度𝑛 − 𝑁の𝑡分布に従い，𝑌と𝑍を展
開すると以下の式が得られる． 
𝑇 =
𝑌
√ 𝑍
𝑛 − 𝑁
 
𝑇 =
?̅? − 𝜇
√∑ 𝜎𝑖
2/𝑛𝑖
𝑁
𝑖=1
√∑ (𝑛𝑖 − 1)𝑢𝑖
2/𝜎𝑖
2𝑁
𝑖=1
𝑛 − 𝑁
 
𝑇 =
√𝑛 −𝑁(?̅? − 𝜇)
√∑ 𝑛𝑖𝑠𝑖
2/𝜎𝑖
2𝑁
𝑖=1 √∑ 𝜎𝑖
2/𝑛𝑖
𝑁
𝑖=1
 
ここで，𝑠𝑖
2は標本分散であり，上式では，𝑛𝑖𝑠𝑖
2 = (𝑛𝑖 − 1)𝑢𝑖
2の関係を用いた．最後に，合計
サンプル数𝑛 = ∑ 𝑛𝑖
𝑁
𝑖=1 として，各層へのサンプル数の配分が，分散を最小とする理想的な配
分であるネイマン配分（標準偏差に比例して配分）であると仮定し，𝑛𝑖 =
𝜎𝑖
∑ 𝜎𝑗
𝑁
𝑗=1
𝑛と𝜎𝑖 =
𝑛𝑖
𝑛
∑ 𝜎𝑗
𝑁
𝑗=1 の関係を用いると，統計量𝑇は以下の式に変形される． 
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𝑇 =
√𝑛 − 𝑁(?̅? − 𝜇)
√∑
𝑛𝑖𝑠𝑖
2
𝜎𝑖
2
𝑁
𝑖=1
√∑
𝜎𝑖
2
𝑛𝑖
𝑁
𝑖=1
 
𝑇 =
√𝑛 −𝑁(?̅? − 𝜇)
√
𝑛2∑
𝑠𝑖
2
𝑛𝑖
𝑁
𝑖=1
(∑ 𝜎𝑗
𝑁
𝑗=1 )
2
√1
𝑛
(∑ 𝜎𝑖
𝑁
𝑖=1 )
2
 
𝑇 = √
𝑛 − 𝑁
𝑛
?̅? − 𝜇
√∑
𝑠𝑖
2
𝑛𝑖
𝑁
𝑖=1
 
提案法の輝度推定の文脈においては，𝜇は出射輝度の真値𝐿，?̅?は出射輝度の推定値?̂?であり，
変数を置き換えることで式(5.8)が得られる． 
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