Abstract: Random phase is always added to the object to diffuse the object light in computer-generated holograms. However, this addition causes considerable speckle noise in the reconstructed image. For improving the speckle noise problem, we propose a new method, which can reconstruct the 3-D object with higher image quality. A virtual intermediate plane is introduced between the object and the hologram plane. A three-dimensional object is first sliced into multiple layers according to their depth information. Then, each layer is added with uniform constant phase and propagates to the intermediate plane with an angular spectrum diffraction algorithm. Complex amplitude from each layer is added together as the desired distribution in the signal area in the intermediate plane. Then, the iterative Fourier transform algorithm is taken between the hologram and the intermediate plane to achieve the phase-only computer-generated hologram (CGH). Feasibility of the proposed method is verified with simulations and experiments.
Introduction
Holographic display is regarded as one of the most promising techniques for 3-D display, since it can reconstruct the whole optical wave field and can provide all the depth cues that human eye can perceive [1] . With the advances in spatial light modulator (SLM) technology, computergenerated holograms (CGHs) are now widely used, which avoids photosensitive medium and complicated interference recording procedure [2] - [4] . Yet, available SLMs can provide either phaseonly modulation or amplitude-only modulation. Owing to the superior diffraction efficiency, multilevel modulation capability and no conjugate image, the phase-only SLMs are widely adopted.
Till now, there are many approaches for the CGH computation: point-based methods [5] - [7] , polygon-based methods [8] , [9] , layer-based methods [10] - [12] and so on. The same character of these approaches lies in that random phase is added to the 3-D object points to diffuse the object light to avoid the concentration on the hologram. It is well known that the intensity may only be specified and controlled on finite sampling points in the computer. And the actual optical reconstructed object is determined by the interpolation of the sampled points due to the finite size of the hologram. Therefore, the phase on the sampling points clearly influences the intensity of the points between the sampling points. Due to the random and erratic phase distribution are imposed on the object points, strong intensity fluctuations occur in the reconstructed image, which severely degrades the image quality. Furthermore, the amplitude is always removed directly in the hologram plane, and only the phase is preserved as the CGH, which will also introduce the noise in the reconstructed image.
For improving the speckle noise problem, random phase-free CGH was presented, in which the object light was multiplied with a virtual convergence light [13] , [14] . This method is simple that drastically reduces the speckle noise. However, the obtained image always shows ringing artifacts in low-resolution holograms and the iterative Fourier transform (IFT) algorithm is used to improve the image quality [15] . Recently, double constraint IFT algorithm was presented, in which desired amplitude and uniform phase distribution are constrained in the image plane in each iteration [16] - [19] . Thus, the speckle noise caused by the phase fluctuation between adjacent sampling points is eliminated. Since the IFT algorithm is used between two planes, the 3-D object should be sliced into many layers first, and then, the IFT algorithm is taken between the hologram and each layer to achieve the CGH. Thus, the computation is time-consuming and the iteration may not be converged.
In this paper, we propose a new method to calculate the phase-only CGH, which can reconstruct the 3-D object with higher image quality. Furthermore, the IFT algorithm in proposed method takes just between the hologram and the virtual intermediate plane. Therefore, the computation time can be greatly decreased compared to the conventional method [20] , where serial IFT algorithms between the hologram and all the sliced object planes are taken. Sections 2 and 3 describe the proposed method and the results of simulation and experiments, respectively. The conclusion is given in the last section.
Proposed Method
The diagram of our proposed design method is shown in Fig. 1 . A 3-D object is first sliced into many layers along the optical axis with appropriate layer space. Thereafter each layer is added with uniform constant phase. Accordingly, the 3-D object can be represented as:
where (x o , y o ) is the coordinates at the object plane, j is the sequence number of the layer, s is the total number of the layer, L j represents the jth layer amplitude, z j represents the distance of the jth layer, k is the wave number, and ϕ is a uniform constant phase and can be chosen arbitrarily. A virtual intermediate plane is introduced between the 3-D object and hologram plane and placed very near the object. Then each layer's field is propagated to the intermediate plane using angular spectrum diffraction algorithm. The usage of angular spectrum diffraction lies in that the sampling intervals on different layer are the same as the one in intermediate plane. Therefore, no zoom is needed to the layers with different depths and the computational load can be decreased. Finally, the complex amplitude in the intermediate plane superimposed from all the layers can be expressed as
where ( denotes the 2-D inverse Fourier transform, and H is the transfer function of the angular spectrum diffraction algorithm and can be written as
where z is the diffraction distance, λ is the wavelength, and u and v are spatial frequencies coordinates. Suppose that U has m × n pixels. Then intermediate plane is sampled to M × N points with M = 2m, N = 2n. The middle m × n points are defined as signal area and the other points are defined as noise area, as can be seen in Fig. 1 . Now the calculation of phase-only CGH can be considered as a phase-retrieval problem: optimize a phase-only distribution that will convert the incident plane wave into a target complex amplitude distribution U calculated from (2) in the signal area at intermediate plane. Different to the conventional IFT algorithm, the double-constrain IFT algorithm is adopted here [17] , which constrain the amplitude and phase in the signal area in each iteration simultaneously. The details of the iteration can be summarized as follows: Firstly, random phase Ф, which acts as the initial distribution of the hologram, is generated. Subsequently, this optical field is propagated to the intermediate plane with Fresnel diffraction integral algorithm. If the deviation between the obtained complex amplitude U 1 (x 1 , y 1 ) and the desired U is small enough in the signal area, output Ф as the phase distribution of the hologram. Otherwise, take the constraint as follows:
where S denotes the signal area, and N denotes the noise area. Scale factor c is a constant and utilized to balance the diffraction efficiency and root mean square error. Secondly, propagate this modified optical field to the hologram plane with inverse Fresnel diffraction integral algorithm. Then remove the amplitude distribution directly and keep the phase distribution, since a collimated plane wave is used as the incident light. We repeat the above iterations until reaching the preset iteration number. Usually, several hundred iterations are enough.
To evaluate the convergence of the iteration, we adopt root mean square error (RMSE) and diffraction efficiency (η) as the criteria, which are defined as follows:
where u is the reconstructed amplitude or phase distribution in the signal window in the virtual plane, u d is the desired amplitude or phase distribution, and I s and I are the reconstructed intensity distribution in the signal window and whole virtual plane, respectively. So far, we have discussed how to calculate the hologram. Now we will shed light on how to determine the related parameters. We assume that the hologram has sampling interval of dx h × 
Similarly, distance z 2 between the intermediate plane and the object should be smaller than the value estimated by [21] 
since the angular spectrum diffraction algorithm is taken. Another thing should be pointed out that the size of the object should be chosen carefully. First of all, this size should not exceed the maximum size D x and D y since the finite diffraction angle of the hologram, which is determined by
Then, to make the double-constrain IFT algorithm converges, the U in the intermediate plane should be padded with zeros. Therefore, the size of the object should not exceed the D x /2 and D y /2.
Simulation and Experiments
First, a 3-D object composed of three layers is used to verify the feasibility of the proposed method, as shown in Fig. 2 . Each layer contains a Chinese character and takes the same 512 × 512 pixels. A plane wave with wavelength of 532 nm is used as the incident light. The sampling points and sampling interval of the hologram is 1024 × 1024 and 8 μm × 8 μm, respectively. According to (6) and (7), the diffraction distance between hologram and virtual plane should be larger than 12.3 cm and the distance between virtual plane and 3-D object should be smaller than 12.3 cm. Consequently, the virtual plane is set at distance of 30 cm from the hologram. The distances between the three characters and the virtual plane are set to 4 cm, 8 cm, and 12 cm, respectively.
Then each layer is added with uniform constant phase and propagates to the virtual plane with angular spectrum diffraction algorithm. By adding optical field from all the layers, the complex amplitude distribution can be obtained. And the resulted amplitude and phase distribution are given in Fig. 3(b) and (c), respectively. Thereafter, the virtual plane is padded with zeros to form 1024 × 1024 pixels. And the original 512 × 512 pixels are defined as signal area and the other pixels are defined as noise area. The parameter c in the (4) is set to 0.9. In each iteration, the RMSE of the amplitude and phase are all calculated between the reconstructed and the desired distribution in the signal window, and the convergence of the iteration is plotted in Fig. 3(f) . It can be seen that the amplitude converges at about 50 times and the phase converges at about 800 times. The diffraction efficiency η is 6.5%. The calculated phase-only hologram is shown in Fig. 3(a) . And the simulated reconstructed amplitude and phase distribution in the signal in the virtual plane are shown in Fig. 3(d) and (e), respectively. It shows that the reconstructed amplitude and phase in the signal window are almost the same with the desired ones, which means that the iteration converges well.
Then, the Fresnel diffraction integral algorithm is used to numerically reconstruct the hologram at distance of 34 cm, 38 cm and 42 cm and the results are shown in Fig. 4 . We can see that when the reconstruction plane focused on the 34 cm, the left character is clear and does not show many differences compared to the target. Its phase distribution across the character is also very uniform. Therefore, the speckle noise caused by the destructive interference between adjacent sampling points can be eliminated. In contrast, when the reconstruction plane focused on the 38 cm the middle character is clear and the other two characters are blurred. One thing should be pointed out that the size of the three characters is the same due to the angular spectrum diffraction is taken. In  Fig. 4 , the right character at z = 42 cm seems a litter smaller than the left character at z = 34 cm. This is because that when the Fresnel diffraction integral algorithm is adopted, the sampling interval increases with the diffraction distance. Therefore, the sampling numbers will be decreased for the large sampling interval when the physical size is fixed.
Experiments are also taken to validate the proposed method. The schematic of the experimental setup for optical reconstruction of the hologram is shown in Fig. 5 . A green laser beam with wavelength of 532 nm is collimated and expanded to illuminate the reflective liquid crystal spatial light modulator. A Holoeye PLUTO SLM is used to display the phase-only hologram. The pixel number of the SLM is 1920 × 1080 and the pixel size is 8 μm × 8 μm. And the SLM is addressed with 256 gray-scale levels. The reconstructed images are captured directly by the CCD camera. The HR16000CTLGEC camera was used with resolution of 4896 × 3248 and pixel size of 7.4 μm × 7.4 μm. In order to avoid the influences of the zero-order diffraction of SLM, a linear phase is superimposed on the phase-only CGH to perform off-axis reconstructions.
The optical reconstruction results with the proposed method are presented in Fig. 6(a) , which coincides well with the simulated results. As a comparison, the results of the conventional method are also given here. In the method [21] , each layer is added with random phase and then propagates to the hologram directly. Then the phase of the resulted complex amplitude distribution is extracted and referred to as phase-only hologram. The same parameters are used and the optical reconstruction result is shown in Fig. 6(b) . The reconstructed image is contaminated by speckle noise seriously and the details are blurred. The main reason lies in that the phase distribution of the reconstructed image is random and when the phase difference of neighboring sampling points is close to π, destructive interference may be occur and the intensity is likely to possess a minimum value close to zero. In contrast, proposed method can reconstruct the image with uniform phase. Therefore, the destructive interference will be eliminated and the image quality can be improved significantly. Furthermore the reconstructed character can be discerned in a wide distance due to its uniform phase distribution. To further verify our method, a 3D "helicopter" is used as object. The distance from the hologram plane to the virtual plane is 40 cm, and the distance from the virtual plane to the object is 4 mm. The hologram is assumed to have a resolution of 1024 × 1024 pixels with pixel size of 8 μm × 8 μm. Therefore, the maximum size of the diffracted image at virtual plane is λz/dx h = 532 nm × 40 cm/8 μm = 2.66 cm. Then the size of the 3D is fixed to 8 mm × 4.5 mm × 13 mm in the x, y and z direction respectively. And two holograms of the helicopter's different view are calculated. In each calculation, the 3D helicopter is sliced into 13 layers according to the depth information. The schematic of the experimental setup for optical reconstruction is the same as that in Fig. 5 . The CCD is perpendicular to the optical axis and the optical reconstruction results of the two different views are shown in Fig. 7(a) . The original method is also used to calculate the holograms, and the optical reconstruction results are shown in Fig. 7(b) . It is clearly seen that our method significantly reduce the speckle noise compared to the original method. And the intensity distribution is more uniform and some details can be clearly distinguished. Although the experimental results verify the proposed method, there is still some noise in the image, which can be attributed to the non-idealities of the SLM.
Conclusion
In conclusion, a method to calculate the CGH for holographic 3-D display with suppressed speckle noise is proposed. A virtual intermediate plane is introduced between the object and the hologram plane. And the iterative IFT algorithm is used to achieve the phase distribution of the CGH. The proposed method can reconstruct the 3-D object with the uniform phase. Therefore, the speckle noise came from the destructive interference between the sampling points with random and erratic phase distribution is eliminated. The image quality can be improved significantly. The proposed method will have extensive applications in holographic 3-D display.
