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We discuss a class of difference-based estimators of the autocovariance function in a semiparametric regression model
where the signal consists of the sum of an identifiable smooth function and another function with jumps (change
points) and the errors are m-dependent. We establish that the influence of the smooth part of the signal over the bias
of our estimators is negligible; this result does not depend on any distributional assumption. Under Gaussianity of
the errors, we show that the mean squared error of the proposed estimators does not depend on either the unknown
smooth function or on the values of the difference sequence coefficients; our finite sample studies suggest that the
latter feature holds true regardless of the Gaussianity assumption. We also allow that both the number of change
points and the magnitude of the largest jump grow with the sample size. In this case, we provide conditions on the
interplay between the growth rate of these two quantities in order to ensure
√
n consistency of our estimators.
Keywords: autocovariance estimation, change-point, semiparametric model, difference-based method, m-dependence,
time series errors, quadratic variation, total variation, random quadratic form.
1. Introduction
Let us consider the general nonparametric regression model with correlated errors
yi = g(xi) + ǫi, i = 1, . . . , n (1.1)
where xi are the fixed sampling points, g is an unknown mean function that can be discontinuous (change-
point model or signal with monotonic trend), and (ǫi) is a zero mean stationary time series error process.
For such a model, the knowledge of the autocovariance function (ACF) γh = E[ǫ1ǫ1+h], h = 0, 1, . . . is essen-
tial. For instance, accounting for an appropriate estimate of the long-run variance (σ2∗ =
∑
k∈Z γk)) plays a
crucial role for developing multiscale statistics aiming to either estimate the total number of change points,
cf. Dette et al. (2018), or test for local changes in an apparent nonparametric trend, cf. Khismatullina and Vogt
(2019). Similar models have been considered in Davis et al. (2006), Fryzlewicz and Subba Rao (2014), Preuß et al.
(2015), Li et al. (2016), Chakar et al. (2017) and Garreau et al. (2018), among many others. Generally speak-
ing, ACF estimates are important for bandwidth selection, confidence interval construction and another infer-
encial procedures associated with nonparametric modeling, cf. Opsomer et al. (2001). Some of these authors
have considered parametric error structures such as ARMA(p, q) or ARCH(1,1) models. Instead of pursuing
that path we will enrich the representation of the regression function while still considering m-dependent
errors.
More specifically, in this paper we will consider a general regression with correlated errors model
yi = f(xi) + g(xi) + εi, i = 1, . . . , n, (1.2)
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where xi = i/n are sampling points, g is the stepwise constant function
g(x) =
K∑
j=1
aj−11l[τj−1/n,τj/n)(x), x ∈ [0, 1), (1.3)
with aj 6= aj+1 and change points at 0 = τ0 < τ1 < · · · τK−1 < τK = 1; the levels (aj), the number of
change points (K) and their location (τj) are all unknown. We will assume that f is a once differentiable and
square-integrable function on [0, 1] and the errors (εi) form a zero mean, stationary, m-dependent process,
i.e., γh = 0 for |h| > m. To ensure identifiability, we require that
∫ 1
0
f(x) dx = 0. Although the parametric
component with change points is not a linear function of x it is a linear function of coefficients and hence
we argue that Eq. (1.2) can be construed as a partial linear regression model.
Somewhat similar partial linear regression models (where the function g(x) is a linear function of x that
does not contain jumps) with correlated errors have a fairly long history in statistical research. Engle et al.
(1986) already established, in their study of the effect of weather on electricity demand that the data were
autocorrelated at order one. Gao (1995) was probably the first to study estimation of the partial linear
model with correlated errors. You and Chen (2007) obtained an improved estimator of the linear component
in such a model using the estimated autocorrelation structure of the process (ǫi).
A model where the mean structure is exactly the same as in (1.2) but the errors are iid is typically
called a Nonparametric Jump Regression (NJRM) and was considered in Qiu and Yandell (1998) who were
concerned with the jump detection in that model. This model is often appropriate when the mean function
in a regression model jumps up or down under the influence of some important random events. A good
practical example are stock market indices, physiological responses to stimuli and many others. Regression
functions with jumps are typically more appropriate than continuous regression models for such data. A
method that can be used to estimate the location curves and surfaces for 2- and 3- dimensional versions
of NJRM was proposed in Chu et al. (2012). Further generalizations to the case where the observed image
also experiences some spatial blur but the pointwise error remains serially uncorrelated are also available,
see e.g. Kang and Qiu (2014) and Qiu and Kang (2015). With this background in mind, our model (1.2)
effectively amounts to the generalization of the 1-dimensional NJRM to the case of serially correlated errors.
As argued in Tecuapetla-Go´mez and Munk (2017) m-dependency may be construed as a restrictive model
for correlated structures. As shown in Section 4 of Dette et al. (2018), however, m-dependency might be an
appropriate proxy for more elaborated dependency measures, within the framework of model (1.1), provided
that the corresponding autocovariance function decays exponentially fast. Thus the relevance of this work
lies precisely on providing a family of ACF estimators while circumventing the difficult estimation of a mean
function which consists of both a change-point component and a smooth function f . To this end we will
focus on the family of difference-based estimators.
Difference-based estimators can be traced back to the mean successive difference of von Neumann et al.
(1941). Since then this computationally efficient variance estimator has been studied with many different
purposes in mind. For instance, it has been considered to improve bandwidth selection in nonparametric
regression with iid errors as in Rice (1984), to improve asymptotic efficiency by allowing scheme differences
of second (or higher) order (Gasser et al. (1986) and Hall et al. (1990)) to consider variance estimation under
hereroscedasticity of the errors as in Mu¨ller and Stadtmu¨ller (1987) to point out that by utilizing optimal se-
quence schemes bias reduction can be achieved when the sample size is small (Dette et al. (1998), Munk et al.
(2005)). Difference-based estimators have also been considered in smooth nonparametric regression with cor-
related errors, e.g. Mu¨ller and Stadtmu¨ller (1988), Herrmann et al. (1992), Hall and Van Keilegom (2003)
and Park et al. (2006). More recently, and close to our work, optimal variance difference-based estimators
have been proposed in the standard partial linear model under homoscedasticity of the errors, e.g. Wang et al.
(2017) and Zhou et al. (2018), among others. To the best of our knowledge the ACF estimation problem via
difference schemes in the general partial linear regression with dependent errors model, (1.2), has not been
considered.
This paper is organized as follows. In Section 2 we present (co)-variance estimators based on difference
schemes as random quadratic forms; we are able to establish that the influence of the smooth function f over
the bias of our variance estimator is negligible asymptotically. We conclude this section by establishing that
even when the number of change points grows at rate n1/2−ǫ and the size of the largest jump grows at rate nǫ/2
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then, for any ǫ ∈ (0, 1/2), our autocovariance estimators are √n consistent. Section 3 contains preliminary
calculations needed to establish the main results of this paper. In Section 4 we conducted numerical studies
to assess the accuracy and precision of our estimators in the setting of model (1.2)-(1.3); we also assess the
robustness of our method by considering m-dependent errors with heavy-tailed marginal distributions and
stationary AR(1) errors. Finally, some technical details used in our proofs are relegated to Section 5.
2. Main results
Before introducing the class of difference-based estimators we require some notation. First, for any i <
j, we will use the notation [i : j] for an index vector (i, i + 1, . . . , j). Thus, for a generic vector v⊤ =(
v1 v2 · · · vn
)
, for 1 ≤ i < j ≤ n, we define v⊤[i:j] =
(
vi vi+1 · · · vj
)
. Let F⊤[i:j], G
⊤
[i:j] and ε
⊤
[i:j]
denote the vectors
(
f(xi) · · · f(xj)
)
,
(
g(xi) · · · g(xj)
)
and
(
εi · · · εj
)
, respectively. Also, fi and
gi will stand for f(xi) and g(xi). The quadratic variation of the function g(x) will be denoted JK :=∑K−1
j=0 (aj+1 − aj)2. For vectors v and w, 〈v,w〉 denotes their Euclidean inner product.
Let l ≥ 1 be given such that nlm = n− l(m+1)≫ 0. It is known that in the change point regression with
m-dependent errors model, which is a particular case of (1.2), in order to get a consistent variance estimator
based on difference schemes it is necessary to consider observations which are separated in time by at least
m+1 units, cf. Theorem 5 of Tecuapetla-Go´mez and Munk (2017). That is, a consistent variance difference-
based estimator must consider gaps of size (at least) m + 1 observations. Due to this we utilize the vector
of weights d⊤ =
(
d0 d1 · · · dl
)
and define a difference of order l and a gap m + 1 as ∆l,m+1(yi;d) =∑l
s=0 ds yi+s(m+1). We utilize this object to define a difference-based variance estimator of order l and gap
m+ 1 as the quadratic form
Ql,m+1(y;d) =
1
p(d)nlm
nlm∑
i=1
∆2l,m+1(yi;d), (2.1)
where p(d) is a normalizing factor depending on the vector d only that soon will be specified. Throughout
the paper, in order to simplify notation we will omit d inside the parentheses for observation differences
(and quadratic form) and write simply ∆l,m+1(yi) (and Ql,m+1(y)) unless any confusion results from such
an omission.
Next, we denote 0m an m× 1 vector of zeros. This allows us to define an (l(m+ 1) + 1)-dimensional row
vector w⊤l =
(
d0 0
⊤
m d1 0
⊤
m · · · dl−1 0⊤m dl
)
and the corresponding 2× (l(m+ 1) + 2) matrix
D˜ =
(
w⊤l 0
0 w⊤l
)
.
Finally, we define an (l(m+ 1) + 2)× (l(m+ 1) + 2) symmetric matrix D = D˜⊤ D˜.
It is not difficult to see that for i ≤ nlm−1, we have y⊤[i:(i+1+l(m+1))]D y[i:(i+1+l(m+1))] =
∑i+1
j=i ∆
2
l,m+1(yj).
Consequently,
2nlmp(d)Ql,m+1(y;d) = ∆
2
l,m+1(y1) +
nlm−1∑
i=1
y⊤[i:(i+1+l(m+1))] D y[i:(i+1+l(m+1))] +∆
2
l,m+1(ynlm ). (2.2)
Note that, for any 1 ≤ i < j ≤ n, we have y[i:j] = F[i:j] + G[i:j] + ε[i:j]. Moreover, since (ǫi) is a zero
mean process, we have, for any (j − i + 1) × (j − i + 1) matrix Σ, E[ε⊤[i:j] Σ ε[i:j]] = tr(ΣVAR(ε[i:j])) see
e.g. Provost and Mathai (1992) p. 51. Due to this, the following expansion holds:
E[y⊤[i:(i+1+l(m+1))]D y[i:(i+1+l(m+1))]] = F
⊤
[i:(i+1+l(m+1))] DF[i:(i+1+l(m+1))]
+ 2F⊤[i:(i+1+l(m+1))]DG[i:(i+1+l(m+1))]
+G⊤[i:(i+1+l(m+1))]DG[i:(i+1+l(m+1))]
+ tr(D VAR(ε[i:(i+1+l(m+1))])). (2.3)
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A direct calculation shows that for any value of i,
E[∆2l,m+1(yi)] = γ0
l∑
s=0
d2s +
( l∑
s=0
ds[fi+s(m+1) + gi+s(m+1)]
)2
.
Utilizing Proposition A.1 in the Appendix of (Tecuapetla-Go´mez and Munk, 2017) we deduce that for
any i,
tr(DVAR(ε[i:(i+1+l(m+1))])) = 2 γ0
l∑
s=0
d2s.
Combining the above results, we obtain
p(d)E[Ql,m+1(y;d)] = γ0
l∑
s=0
d2s +
1
2nlm
( l∑
s=0
ds[fi+s(m+1) + gi+s(m+1)]
)2
+
1
2nlm
nlm−1∑
i=1
(F[i:(i+1+l(m+1))] +G[i:(i+1+l(m+1))])
⊤D (F[i:(i+1+l(m+1))] +G[i:(i+1+l(m+1))]).
Since the order l is finite and the function f is bounded on [0, 1], it follows that the second summand (the
expression within the parentheses) in the expression above is bounded. Therefore,
1
nlm
( l∑
s=0
ds[fi+s(m+1) + gi+s(m+1)]
)2
= o(1)
as n→∞. Due to Lemma 1 in Section 5 (Supplementary materials), we have
1
nlm
nlm−1∑
i=1
F⊤[i:(i+1+l(m+1))]DF[i:(i+1+l(m+1))] ≈
2
nlm
nlm∑
i=1
∆2lm(fi)
n→∞→ 2( l∑
s=0
ds
)2 ∫ 1
0
f2(x) dx;
moreover, by the mean value theorem, we also have
1
nlm
nlm−1∑
i=1
F⊤[i:(i+1+l(m+1))]DG[i:(i+1+l(m+1))] =
2
nlm
(
l∑
s=0
ds)
nlm∑
i=1
fi〈wl, G[i:(i+l(m+1))]〉
+O( 1
n2lm
nlm∑
i=1
〈wl, G[i:(i+l(m+1))]〉
)
.
In order to obtain a clear representation of the part of the bias which is directly linked to the stepwise
constant function g we have assumed the following restriction on the distance between the jumps,
min
1≤i≤K−1
|τi+1 − τi| > l(m+ 1)/n. (2.4)
Observe that this condition ties up together the distance between change points, the depth of dependence
m and the lag order l. According to our Lemma 2 (see the Supplementary materials) we have that
nlm−1∑
i=1
G⊤[i:(i+1+l(m+1))]DG[i:(i+1+l(m+1))] = O
K−1∑
j=0
a2j κj,l (
l∑
s=0
ds)
2 + (m+ 1)JK Pl(d) + κ (
l∑
s=0
ds)
 ,
where κj,l = tj+1 − tj − l(m + 1), κ is a constant, and the function Pl(d) depends only on the lag order l
and the entries of the vector d. Whether there exist less restrictive conditions that allow us to get a simple
description of this bias term is an interesting research question which is outside the scope of the present
work.
The preliminary calculations presented so far allow us to obtain the following
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Theorem 1. Suppose that the conditions of model (1.2) and the assumption (2.4) are met. Define J
||
K =∑K−1
j=0 |aj − aj+1|. Then
p(d)E[Ql,m+1(y;d)] =
(
l∑
s=0
d2s
)
γ0 +
(
l∑
s=0
ds
)2 ∫ 1
0
f2(x) dx +
(
l∑
s=0
ds
) nlm∑
i=1
fi
2nlm
〈wl, G[i:(i+l(m+1))]〉
+O
 1
2n2lm
K−1∑
j=0
|aj |κj,l
∣∣∣∣ l∑
s=0
ds
∣∣∣∣+ (m+ 1)J ||K l−1∑
r=0
|
r∑
q=0
dq|+ κ
∣∣∣∣ l∑
s=0
ds
∣∣∣∣

+O
 1
2nlm
K−1∑
j=0
a2j κj,l (
l∑
s=0
ds)
2 + (m+ 1)JK Pl(d) + κ (
l∑
s=0
ds)
 .
Proof. Lemma 3 (see Section 5) establishes that
nlm∑
i=0
〈wl, G[i:(i+l(m+1))]〉 ≤
K−1∑
j=0
|aj |κj,l
∣∣∣∣ l∑
s=0
ds
∣∣∣∣+ (m+ 1)J ||K l−1∑
r=0
|
r∑
q=0
dq|+ κ
∣∣∣∣ l∑
s=0
ds
∣∣∣∣.
This completes the proof.
The following statement follows immediately from Theorem 1.
Corollary 1. Suppose that the conditions of Theorem 1 hold. Furthermore, assume that
l∑
s=0
ds = 0 and let p(d) =
l∑
s=0
d2s. (2.5)
Then
E[Ql,m+1(y;d)] = γ0 +O
(
(m+ 1)J
||
K
2n2lmp(d)
l−1∑
r=0
|
r∑
q=0
dq|
)
+O
(
(m+ 1)JKPl(d)
2nlmp(d)
)
.
Remark 1. Note that the magnitude of the bias depends strongly on the quadratic variation JK . Note also
that J
||
K is effectively a total variation of the function g(x) =
∑K
j=1 aj−11l[τj−1/n,τj/n)(x) and that one can
guarantee that JK is growing relatively slowly with n by imposing a condition on J
||
K . Indeed, it is clear that
the quadratic variation JK ≤ max1≤j≤K |aj−1 − aj |
∑K
j=1 |aj−1 − aj | = max1≤j≤K |aj−1 − aj |J ||K . Therefore,
it is enough to impose a bound on the growth rate of J
||
K and on the growth rate of the maximum jump size
max1≤j≤K |aj−1 − aj | to guarantee a reasonably low rate of growth for JK .
Observe that thus far we have not made any distributional assumption on the errors (εi); null mean, sta-
tionarity and m-dependence are sufficient to establish that, asymptotically, the influence of the smooth part
of the regression function, i.e. f , over the bias of the general difference-based variance estimator Ql,m+1(y)
is negligible. Moreover, this result remains true regardless the order l.
Corollary 1 also provides a hint as to what class of autocovariance estimators may be useful in practice.
More precisely, once we disregard terms of order n−2, an increase in the order l of the difference-based
estimator will lead to an increase of magnitude (m + 1)JK Pl(d) in bias which is, of course, undesirable.
Thus, from the practical viewpoint, it may not make a lot of sense to consider difference-based estimators
of the variance (and autocovariances) of the error process (ǫi) for l > 1. The condition (2.4) suggests that, if
we want to use larger l, we have to impose a more stringent condition on the change points. In other words,
we have to assume that change points have to be farther apart in such a case which may not always be a
realistic assumption.
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In light of the above, the rest of the paper will be devoted to establish some asymptotic properties of the
difference-based estimators of order one and gap m+ 1
γ̂0 := Q1,m+1(y;d) =
1
nm p(d)
nm∑
i=1
∆21,m+1(yi;d), (2.6)
where p(d) = d20 + d
2
1. The autocovariances γh with h = 1, . . . ,m will be estimated using the following
difference of random quadratic forms,
γ̂h := Q1,m+1(y;d)−Q1,h(y; (1,−1)), h = 1, . . . ,m. (2.7)
Remark 1 points at the direction on imposing conditions on the total variation of the stepwise constant
function g in order to obtain appropriate convergence rate of our estimators. The following result tells us
a bit more. Indeed, we can allow the number of change points, K, to depend on the sample size n and
yet obtain appropriate rates of convergence for the estimators (2.6) and (2.7). This is possible through an
interplay between the growth rate of the number of change points and the size of the largest jump. More
precisely,
Theorem 2. Let 0 < ǫ < 1/2 be given. Consider the model (1.2)-(1.3) and additionally to conditions
(2.4) and (2.5) (with l = 1), suppose that we allow the number of change points to depend on the sample
size, say we have Kn change points. For h = 1, . . . ,m+ 1, define
H
||
Kn,h
=
Kn∑
j=1
(tj − h
2
)|aj−1 − aj |, tj = ⌊nτj⌋.
Suppose further that
Kn = o(n
1/2−ǫ) and max
0≤j≤Kn
|aj − aj−1| = o(nǫ/2).
Then, for h = 0, . . . ,m
BIAS(
√
n γ̂h) = o(n
−1) and VAR(
√
n γ̂h) = O(1).
Proof. From Remark 1 we deduce that JKn ≤ Kn (max0≤j≤Kn |aj+1− aj|)2 = o(
√
n). Similarly, we can get
that J
||
Kn
= o(n(1−ǫ)/2). Since τj ∈ [0, 1) we get for h = 1, . . . ,m+ 1,
|H ||Kn,h| ≤ n
(
max
0≤j≤Kn
|aj − aj−1|
) Kn∑
j=1
(τj − h
2n
) ≤ n
(
max
0≤j≤Kn
|aj − aj−1|
)
Kn = o(n
(3−ǫ)/2).
These orders for JK , J
||
K and H
||
Kn,h
allow us to apply Theorem 3 and 4. The proof is complete once we plug
these orders into (3.3) (for the bias part) and into (3.9)-(3.16) (for the variance part).
3. Some asymptotic properties of difference-based estimators of
autocovariance structure
We begin by providing expressions for the bias of estimators γ̂h, h = 0, . . . ,m. The main terms of the bias
of γ̂0 do not depend on the difference sequence d. For ease of reading, we recall that nm = n− (m+ 1) and
we denote nh := n− h, h = 1, . . . ,m.
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Proposition 1. Suppose that the conditions of model (1.2) are satisfied. Assume also that (2.4) and (2.5)
hold with l = 1. Then,
E[Q1,m+1(y)] = γ0 +
m+ 1
4nm
JK +O
(
(m+ 1)J
||
K
n2m
|d0|
4d20
)
, (3.1)
and
E[Q1,h(y; (1,−1))] = γ0 − γh + h
4nh
JK +O
(
hJ
||
K
4n2h
)
. (3.2)
Consequently, for h = 0, . . . ,m,
E[γ̂h] = γh +O
(
JK
n
+
J
||
K
n2
)
. (3.3)
Proof. Eq. (3.1) follows from Corollary 1. In order to establish (3.2) we will follow the general arguments
presented in Section 2; please keep in mind the notation introduced in that section. More precisely, let h ≥ 1
be given. Define the (h + 1)-dimensional row vector w⊤1 =
(
1 0h−1 −1
)
, the corresponding 2 × (h + 2)
matrix
D˜1 =
(
w⊤1 0
0 w⊤1
)
,
and the (h+ 2)× (h+ 2) symmetric matrix D1 = D˜⊤1 D˜1.
Now, it is straightforward to check that for i ≤ nh− 1, y⊤[i:(i+h+1)]D1 y[i:(i+h+1)] = ∆21,h(yi)+∆21,h(yi+1).
Consequently,
2p((1,−1))nhQ1,h(y; (1,−1)) = ∆2h(y1) +
nh−1∑
i=1
y⊤[i:(i+h+1)]D1 y[i:(i+h+1)] +∆
2
h(ynh). (3.4)
Note that this expression has the same structure as (2.2). This simplifies our calculations as now we
only need to calculate E[y⊤[i:(i+h+1)] D1 y[i:(i+h+1)]] (and plug this expression into (3.4)) in order to get
E[Q1,h(y; (1,−1))]. To this end observe that the expansion presented in (2.3) also applies to the current case
(with the corresponding changes in the notation). Now we work on calculating each of the four terms of (2.3)
(adapted to the current case).
First of all, a direct calculation shows that
tr
(
D1 VAR(εi:(i+h+1))
)
= 4(γ0 − γh) = 2(γ0 − γh)(
1∑
s=0
d2s) = 2p((1,−1)) (γ0 − γh). (3.5)
Next, note that Lemma 1 holds in this case also, which combined with (2.5), yields
1
nh
nh−1∑
i=1
F⊤i:(i+h+1)D1 Fi:(i+h+1) → 0. (3.6)
The mean value theorem and (2.5) give us∣∣∣∣ nh−1∑
i=1
F⊤[i:(i+h+1)]D1G[i:(i+h+1)]
∣∣∣∣ ≤ n−1h nh∑
i=1
|〈w1, G[i:(i+h)]〉| = n−1h
nh∑
i=1
|gi − gi+h|
≤ n−1h
K−1∑
j=0
tj+1−1∑
i=tj+1−h
|gi − gi+h| (since |tj − tj+1| > h)
=
h
nh
K−1∑
j=0
|aj+1 − aj |. (3.7)
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From Lemma 2 we deduce that
nh−1∑
i=1
G⊤[i:(i+h+1)] D1G[i:(i+h+1)] ≤
K−1∑
j=0
tj+1−1∑
i=tj+1−h
(gi − gi+h)2 = h
K−1∑
j=0
(aj+1 − aj)2. (3.8)
The result follows once we use (2.3) (adapted to the current case) combined with (3.4)-(3.5)-(3.6)-(3.7)-
(3.8).
3.1. On the variance of γ̂0
Now we focus on computing the variance of γ̂0, or equivalently the variance of the difference-based esti-
mator of first order and gap (m+ 1), VAR(Q1,m+1(y;d)), see (2.6). To state the main result of this section,
we first introduce an additional characteristic of our model: H
||
K =
∑K
j=1
(
tj − m+12
) |aj−1 − aj |, where
tj = ⌊nτj⌋.
Theorem 3. Suppose that the conditions of model (1.2) are satisfied. Additionally, assume that the errors
are Gaussian distributed. Assume also that (2.4) and (2.5) hold with l = 1. Moreover, let H
||
K and J
||
K be of
the order o(n3) and o(n), respectively. Then, the variance of the difference-based estimator γ̂0 is
VAR(γ̂0) = VAR(Q1,m+1(y;d)) =
2m+ 3
n
γ20 +
(m+ 1)(m+ 2)
n2
γ0 JK + o(n
−2). (3.9)
Remark 2. Theorem 3 implies that the variance of the estimator Q1,m+1(y;d) does not depend on the
choice of the difference sequence d. This happens because the terms that could potentially introduce such a
dependence themselves depend, in turn, on the quantities J
||
K and H
||
K . Due to our choice of H
||
K = o(n
3) and
J
||
K = o(n), the dependence on the choice of d is not present in the main terms of the variance expansion.
Proof. By definition, we have Q1,m+1(y;d) = cn,m,d
∑nm
i=1 ∆
2
m(yi,d) where cn,m,d = (nm p(d))
−1. There-
fore, the variance of the estimator Q1,m+1(y;d) can be represented as
VAR(Q1,m+1(y;d)) = c
2
n,m,d
nm∑
i=1
VAR(∆2m(yi)) + 2
nm−1∑
i=1
nm∑
j=i+1
COV(∆2m(yi),∆
2
m(yj))
 (3.10)
Note that we can write ∆m(yi,d) = ∆m(fi+gi,d)+∆m(εi,d). In other words, the change in the difference
of observations can be represented as a sum of the signal part ∆m(fi + gi,d) and the error part ∆m(εi,d).
In order to make the notation easier, we will suppress the vector d from this point on whenever this does
not cause any confusion.
By direct calculation, we find that
VAR(∆2m(yi)) = VAR(∆
2
m(fi + gi) + 2∆m(fi + gi)∆m(εi) + ∆
2
m(εi))
= 4∆2m(fi + gi)VAR(∆m(εi)) + VAR(∆
2
m(εi))
+ 2COV(∆2m(fi + gi), 2∆m(fi + gi)∆m(εi))
+ 2COV(∆2m(fi + gi),∆
2
m(εi))
+ 2COV(2∆m(fi + gi)∆m(εi),∆
2
m(εi)).
Next, note that for any i, VAR(∆m(εi)) = (d
2
0 + d
2
1)γ0, VAR(∆
2
m(εi)) = 2 (d
2
0 + d
2
1)
2γ20 . Moreover, it is not
difficult to see that
COV(∆2m(fi + gi), 2∆m(fi + gi)∆m(εi)) = COV(∆
2
m(fi + gi),∆
2
m(εi)) = 0
COV(2∆m(fi + gi)∆m(εi),∆
2
m(εi)) = 0
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which implies that
VAR(∆2m(yi)) = 4∆
2
m(fi + gi) (d
2
0 + d
2
1)γ0 + 2(d
2
0 + d
2
1)
2γ20 . (3.11)
Now we compute the covariance between the ∆2m(yi) terms. Since E[∆
2
m(yi)] = ∆
2
m(fi + gi) + E∆
2
m(εi) =
∆2m(fi + gi) + (d
2
0 + d
2
1)γ0, we find that
[∆2m(yi)− E[∆2m(yi)]][∆2m(yj)− E[∆2m(yj)]] = ∆2m(εi)∆2m(εj)
+ 4∆m(fi + gi)∆m(fj + gj)∆m(ǫi)∆m(ǫj)
+ 2[∆m(fi + gi)∆m(εi)∆
2
m(εj) + ∆m(fj + gj)∆m(εj)∆
2
m(εi)]
− 2(d20 + d21)γ0[∆m(fi + gi)∆m(εi) + ∆m(fj + gj)∆m(εj)]
− (d20 + d21)γ0[∆2m(εi) + ∆2m(εj)] + (d20 + d21)2γ20 . (3.12)
Due to Gaussianity it is straightforward to verify that for any i and j, E[∆m(εi)] = E[∆m(εi)∆
2
m(εj)] = 0.
In what follows we will need to use the following identities concerning central moments of the multivariate
normal distribution (see e.g. Triantafyllopoulos (2003)): for any integers r, s, u, and v
E[ǫ2rǫ
2
s] = γ
2
0 + 2γ
2
|r−s| (3.13)
E[ǫ2rǫuǫv] = γ0γ|u−v| + 2γ|r−u|γ|r−v|
E[ǫrǫsǫuǫv] = γ|r−s|γ|u−v| + γ|r−u|γ|s−v| + γ|r−v|γ|s−u|.
First, observe that
E[∆m(εi)∆m(εj)] = E[d
2
0εiεj + d0d1εiεj+m+1 + d0d1εi+m+1εj + d
2
1εi+m+1εj+m+1]
= d20γ|j−i| + d0d1γ|j−i+m+1| + d0d1γj−i−(m+1) + d
2
1γj−i
= (d20 + d
2
1)γ|j−i| + d0d1 (γ|j−i−(m+1)| + γ|j−i+(m+1)|).
Similar considerations allow us to obtain the following:
E[∆2m(εi)∆
2
m(εj)] = (d
2
0 + d
2
1)
2γ20 + 2(d
2
0 + d
2
1)
2γ2|i−j| + 2d
2
0d
2
1(γ|j−i−(m+1)| + γ|j−i+m+1|)
2
+ 4(d30d1 + d0d
3
1)γ|j−i|
(
γ|j−i−(m+1)| + γ|j−i+m+1|
)
Taking expectation on both sides of (3.12) and utilizing the identities just derived we arrive at
COV(∆2m(yi),∆
2
m(yj)) =
4∆m(fi + gi)∆m(fj + gj)
[
(d20 + d
2
1)γ|j−i| + d0d1
(
γ|j−i−(m+1)| + γ|j−i+(m+1)|
)]
+ 2(d20 + d
2
1)
2γ2|j−i| + 2d
2
0d
2
1
(
γ|j−i+m+1| + γ|j−i−(m+1)|
)2
+ 4(d30d1 + d0d
3
1) γ|j−i|
(
γ|j−i+m+1| + γ|j−i−(m+1)|
)
. (3.14)
Substituting (3.11) and (3.14) into (3.10), we find that
(nm p(d))
2
VAR(Q1,m+1(y;d)) = 4(d
2
0 + d
2
1)γ0
nm∑
i=1
∆2(fi + gi) + 2nm(d
2
0 + d
2
1)
2γ20
+ 8
∑
i,j
∆m(fi + gi)∆m(fj + gj)
[
(d20 + d
2
1)γ|j−i| + d0d1
(
γ|j−i+(m+1)| + γ|j−i−(m+1)|
)]
+ 4(d20 + d
2
1)
2
∑
i,j
γ2|j−i| + 4d
2
0d
2
1
∑
i,j
(
γ|j−i+m+1| + γ|j−i−(m+1)|
)2
+ 8d30d1
∑
i,j
γ|j−i|
(
γ|j−i+m+1| + γ|j−i−(m+1)|
)
+ 8d0d
3
1
∑
i,j
γ|j−i|
(
γ|j−i+m+1| + γ|j−i−(m+1)|
)
. (3.15)
Above,
∑
i,j is short-hand notation for
∑nm−1
i=1
∑nm
j=i+1. This expression is further simplified when we recall
that m-dependency means that γh = 0 for |h| ≥ m + 1 which implies that whenever r = j − i > 0,
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γ|j−i+m+1| = γ|m+1+r| = 0. Furthermore, assuming that H
||
K = o(n) and J
||
K = o(n) and using Lemmas 4, 6,
8 and 9 from the Supplementary materials, we find that
p2(d)VAR(Q1,m+1(y;d)) = 4(d
2
0 + d
2
1) γ0
(
(m+ 1)d21JK
n2
+ o(n−2)
)
+
2(d20 + d
2
1)
2γ20
n
+ 8(d20 + d
2
1)m(m+ 1)d
2
1γ0
(
JK
2n2
+
(m+ 1)M2
n3
)
+ 8d0 d
3
1m(m+ 1)γ0
(
JK
2n2
+
(m+ 1)M2
n3
)
+
4mγ20
n
(
(d20 + d
2
1)
2 +
2m+ 1
m
d20 d
2
1 + 2(d
3
0d1 + d0d
3
1)
)
= q1(d,m)
γ20
n
+ q2(d,m)
γ0 JK
n2
+ o(n−2),
where
q1(d,m) = 2(d
2
0 + d
2
1)
2 + 4m
(
(d20 + d
2
1)
2 +
2m+ 1
m
d20d
2
1 + 2(d
3
0d1 + d0d
3
1)
)
q2(d,m) = 4(m+ 1)(d
2
0 + d
2
1)d
2
1 + 4m(m+ 1)(d
2
0 + d
2
1)d
2
1 + 4m(m+ 1)d0d
3
1.
Utilizing (2.5) we can get that q1(d,m) = p
2(d) [2m+ 3] and q2(d,m) = p
2(d) [(m+ 1)(m+ 2)]. The
result follows after a bit of algebra.
3.2. On the variance of γ̂h
In this section we characterize the asymptotic behavior of the autocovariance estimator γ̂h, h = 1, . . . ,m
introduced in (2.7). We stress that many of the calculations presented in this section are heavily based on
the calculations presented in Section 3.1. Also we will utilize the series of Lemmas established in Section 5
(Supplementary materials). Next, we state an explicit result about the variance of γ̂h.
Theorem 4. Suppose that the conditions of Theorem 3 are satisfied. Denote M = supx∈[0,1] |f ′(x)|. Define
H
||
K,h =
∑K
j=1(tj − h2 )|aj−1 − aj |, where tj = ⌊nτj⌋. Then, the variance of the estimator γ̂h, h = 1, . . . ,m,
see (2.7), can be represented as
VAR(γ̂h) = O(JK
n2
) +O(H
||
K,h
n3
) +O(n−1). (3.16)
Remark 3. Note that the rate at which the variance of γ̂h, h ≥ 1, converges to zero depends not only on
the growth rate of JK as n→∞ but also on the growth rates of J ||K and H ||K,h; since we are assuming that J ||K
is of order o(n) then its impact is included in the O(n−1) term above. Thus, the pattern is more complicated
than in the case of the variance of estimator γ̂0. Moreover, note that H
||
K introduced during the discussion
of Theorem 3 is a special case of H
||
K,h when h = m+ 1.
Remark 4. Note also that, in the same way as for the variance estimator, the variance of γˆh does not
depend, up to the higher order terms, on the smooth function f .
Proof. In order to get the variance of this estimator we just need to observe that for h = 1, . . . ,m,
VAR(γ̂h) = VAR(Q1,m+1(y;d)) + VAR(Q1,h(y))− 2COV(Q1,m+1(y;d), Q1,h(y)). (3.17)
Recall that VAR(Q1,m+1(y;d)) was established above, cf. Theorem 3. For convenience we will use the ab-
breviated notation
∑
i,j :=
∑n−(h+1)
i=1
∑n−h
j=i+1 . Following the ideas and calculations leading to (3.10)-(3.15)
we find that
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VAR(Q1,h(y)) =
(γ0 − γh)2
4nh
+
2(γ0 − γh)
n2h
nh∑
i=1
∆2h(fi + gi)
+
2
n2h
∑
i,j
∆h(fi + gi)∆h(fj + gj) [2γ|j−i| −
(
γ|j−i+h| + γ|j−i−h|
)
]
+
1
n2h
∑
i,j
[4γ2|j−i| + (γ|j−i+h| + γ|j−i−h|)
2 − 4γ|j−i|(γ|j−i+h| + γ|j−i−h|)].
We conclude this calculation by adapting Lemmas 4, 6 and 8 from the Supplementary materials to the
current situation. More precisely, following the proof of each of those lemmas line by line we can show first
that
1
n2h
nh∑
i=1
∆2h(fi + gi) =
hJK
n2h
+O(n−3h J ||K).
Next, denote [∆h(f + g)]i,j = ∆h(fi + gi)∆h(fj + gj) and verify directly that∑
i,j
[∆h(f + g)]i,j γ|j−i| = O
(
h γ0
n
{
h2M2 + 2h2MJ
||
K + n(h+ 1)
JK
2
})
,
and ∑
i,j
[∆h(f + g)]i,j γ|j−i−h| = O
(
h γ0
n
{
h2M2 +M H
||
K,h + h
2MJ
||
K + n(h+ 1)
JK
2
})
.
Combining the above with an obvious adaptation of Lemma 9 we conclude that
VAR(Q1,h(y)) =
(γ0 − γh)2
4nh
+
2(γ0 − γh)
n2
[hJK + o(1)] +
2γ20(7m+ h)
n2h
+
2γ0h
n3h
[3h2M2 + 5hMJ
||
K +MH
||
K,h +
3
2
n(h+ 1)JK ]. (3.18)
We now move on to the computation of the covariance between Q1,m+1(y;d) and Q1,h(y). Write Am :=
E[Q1,m+1(y;d)] = γ0+
m+1
4nm
JK+o(n
−1) and Bh := E[Q1,h(y)] = γ0−γh+ h4nh JK+o(n−1), see Proposition 1
and use that J
||
K and H
||
K,h are both of order o(n). Now, it is not difficult to see that
COV(Q1,m+1(y;d), Q1,h(y)) = Cm,h − Bh
p(d)nm
nm∑
i=1
E∆2m+1(yi)−
Am
2nh
nh∑
i=1
E∆2h(yi) +AmBh, (3.19)
where, after a bit of algebra, we get
Cm,h =
1
2p(d)nhnm
nm∑
i=1
nh∑
j=1
E
[
∆2m+1(yi)∆
2
h(yi)
]
= γ0(γ0 − γh) + γ0(2nh)−1
∑
j
∆2h(fj + gj)
+ (γ0 − γh)(p(d)nm)−1
∑
i
∆2m+1(fi + gi) + cn,m
∑
i,j
∆2m+1(fi + gi)∆
2
h(fj + gj)
+ 4cn,m
∑
i,j
{
∆m(fi + gi)∆h(fj + gj)µi,j,h,m(d) +
µ2i,j,h,m(d)
2
}
,
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with cn,m = (2p(d)nm nh)
−1 and µi,j,h,m(d) :=
[
d0(γ|j−i| − γ|j−i+h|) + d1(γ|j−i−(m+1)| − γ|j−i+h−(m+1)|)
]
.
Utilizing Lemma 4 (or an adaptation of it) the above becomes
= γ0(γ0 − γh) + γ0
2
{
h JK
nh
+ o(n−1)
}
+
γ0 − γh
p(d)
{
(m+ 1) d20 JK
nm
+ o(n−1)
}
+ (2p(d))−1
{
(m+ 1)d20JK
nm
+ o(n−1)
} {
h JK
nh
+ o(n−1)
}
+ 4cn,m
∑
i,j
{
∆m(fi + gi)∆h(fj + gj)µi,j,h,m(d) +
µ2i,j,h,m(d)
2
}
, (3.20)
An application of Eq. (5.18) yields∑
i,j
∆m(fi + gi)∆h(fj + gj)µi,j,h,m(d) = γ0 |d1|h (m+ 1)
{
M2 + J
||
K [1 + |d1|(1 +M)]
}
,
∑
i,j
µ2i,j,h,m(d) = O(γ20 n) . (3.21)
The latter follows from m-dependence.
Observe also that according to Lemma 4,
n−1m
nm∑
i=1
E∆2m+1(yi) = p(d) γ0 +
(m+ 1) d20 JK
nm
+ o(n−1) (3.22)
n−1h
nh∑
i=1
E∆2h(yi) = 2 (γ0 − γh) +
h JK
nh
+ o(n−1). (3.23)
Substituting (3.22) and (3.23) into (3.19) and (3.21) into (3.20), and after some algebra, we obtain that
COV(Q1,m+1(y;d), Q1,h(y)) =
γ20 κ
p(d)n
+
2γ0|d1|h(m+ 1)
p(d)nmnh
{
M2 + J
||
K [1 + |d1|(1 +M)]
}
The proof is complete once we substitute (3.18) and the expression above into (3.17), use that J
||
K = o(n)
along with Theorem 3.
4. Simulations
This section contains two simulation studies. The first simulation study assesses the performance of the
introduced estimator of the autocovariance structure γ̂h for a model with m-dependent errors. The second
study compares the performance of our estimators in the case where the error structure is not exactly m-
dependent but rather comes from an AR(1) process with a sufficiently small absolute value of the coeffi-
cient. This performance is then compared with the performance of the autocovariance structure estimator
Hall and Van Keilegom (2003) that has been designed specifically to handle the case of autoregressive errors
in a nonparametric regression model.
4.1. Autocovariance structure estimation in a model with m-dependent errors
We perform the first study with two possible stationary distributions of the error process: first, when this
stationary distribution is zero mean Gaussian, and second, when that distribution is also zero mean but a
non-Gaussian one. The second case is considered in order to assess the robustness of the proposed method
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Table 1. The MSE of autocorrelation estimators of
ρ1 = γ1 and ρ2 = 0 under the 1-dependent error model
where δi’s are i.i.d. N (0, 1) based on 500 replications of
size 1600.
f1 f2 f3
γ1 = −0.5
ρ1 = γ1 0.0359 0.0360 0.0388
ρ2 = 0 0.0050 0.0051 0.0053
γ1 = −0.4
ρ1 = γ1 0.0303 0.0320 0.0326
ρ2 = 0 0.0045 0.0048 0.0048
γ1 = −0.2
ρ1 = γ1 0.0213 0.0200 0.0215
ρ2 = 0 0.0045 0.0040 0.0046
γ1 = 0
ρ1 = γ1 0.0126 0.0125 0.0128
ρ2 = 0 0.0040 0.0038 0.0038
γ1 = 0.2
ρ1 = γ1 0.0064 0.0065 0.0064
ρ2 = 0 0.0035 0.0038 0.0037
γ1 = 0.4
ρ1 = γ1 0.0022 0.0023 0.0025
ρ2 = 0 0.0033 0.0035 0.0037
γ1 = 0.5
ρ1 = γ1 0.0010 0.0010 0.0011
ρ2 = 0 0.0032 0.0034 0.0036
Table 2. The MSE of autocorrelation estimators of
ρ1 = γ1 and ρ2 = 0 under the 1-dependent error model
where δi’s are i.i.d. t4 based on 500 replications of size
1600.
f1 f2 f3
γ1 = −0.5
ρ1 = γ1 0.0126 0.0127 0.0128
ρ2 = 0 0.0034 0.0037 0.0031
γ1 = −0.4
ρ1 = γ1 0.0108 0.0102 0.0102
ρ2 = 0 0.0028 0.0028 0.0030
γ1 = −0.2
ρ1 = γ1 0.0069 0.0066 0.0078
ρ2 = 0 0.0024 0.0022 0.0024
γ1 = 0
ρ1 = γ1 0.0047 0.0045 0.0049
ρ2 = 0 0.0019 0.0018 0.0021
γ1 = 0.2
ρ1 = γ1 0.0024 0.0023 0.0029
ρ2 = 0 0.0016 0.0015 0.0017
γ1 = 0.4
ρ1 = γ1 0.0010 0.0011 0.0011
ρ2 = 0 0.0013 0.0014 0.0015
γ1 = 0.5
ρ1 = γ1 0.0005 0.0006 0.0006
ρ2 = 0 0.0014 0.0015 0.0015
against non-normally distributed errors. As an example of a non-Gaussian zero mean error distribution, we
choose t4, a Student distribution with 4 degrees of freedom.
Similarly to Tecuapetla-Go´mez and Munk (2017), we consider a 1-dependent error model: ǫi = r0δi +
r1δi−1 where δ
′
is are i.i.d and distributed either normally or t4. It is assumed that r0 = [
√
1 + 2γ1 +√
1− 2γ1]/2 and r1 = [
√
1 + 2γ1 −
√
1− 2γ1]/2 for a parameter − 12 ≤ γ1 ≤ 12 . The autocorrelation of
ǫi at lag 1 is ρ1 = γ1. Our aim will be to estimate ρ1 (and, therefore, γ1) as well as ρ2 = 0.
The simulated signal in this study is a sum of the signal used earlier by Tecuapetla-Go´mez and Munk
(2017) and a smooth function f(x). Briefly, the first additive component is defined as a piecewise constant
function g, with six change-points located at fractions 16 ± 136 , 336 ± 236 , and 56 ± 336 of the sample size n. In
the first segment, g = 0, in the second g = 10, and in the remaining segments g alternates between 0 and
1, starting with g = 0 in the third segment. This type of discontinuous signal was also earlier considered
in Chakar et al. (2017). The function f(x) is chosen to ensure that
∫ 1
0 f(x) dx = 0 in order to satisfy the
identifiability constraint. We consider three choices of f(x) : a linear function f1(x) = 1 − 2x, a quadratic
function f2(x) = 4(x − 0.5)2 − 1/3, and a periodic function f3(x) = sin(16πx). All of these functions are
defined as zero outside [0, 1] interval. The functions are chosen to range from a simple linear function to a
periodic function that may potentially increase the influence of the higher order terms in the risk expansions.
Tables 1-2 summarize the results for n = 1600 observations obtained from 500 replications for Gaussian and
t4 errors, respectively. The results seem to confirm that our estimation method works rather well in both
cases. In either case, the MSE of proposed estimators barely depends on the choice of the smooth function f.
This result seems to confirm our conclusion that the main terms in both the squared bias and the variance
of proposed estimators do not depend on the choice of f.
4.2. Autocovariance estimation in a model with AR(1) errors
We also conducted an additional experiment with the aim of comparing our method to a possible competitor.
In particular, we considered a situation where the errors ǫi are generated by an AR(1) (autoregressive of order
1) process ǫi = φǫi−1 + ζi where ζi ∼ N(0, 1) and independent. The method proposed in our manuscript
is designed for the case where model errors are generated by an m-dependent process with a finite m;
however, for a causal AR(1) process with 0 < φ < 1 the autocorrelation at lag k is equal to φ|k|, thus
decreasing at an exponential rate. Due to this, we hypothesize that our method may perform reasonably
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well if the errors are generated by an AR(1) process with φ that is not too close to 1 in absolute value. More
specifically, we selected values of φ ranging from 0.1 to 0.5 with a step of 0.05. For the sake of comparison we
utilize Hall and Van Keilegom (2003)’s autocorrelation estimator. Although this estimator was conceived for
a smooth mean, we apply it to a non-smooth mean (the function g(x) in their notation is then equal to the
sum of our change point component and the smooth function f(x)) plus an AR(1) error because we believe it
may work reasonably well even in such a case. The reason for this is that, intuitively, all of the discontinuities
in our model together make up a set of Lebesgue measure 0, it seems that the aforementioned estimator
should still perform appropriately. In this experiment, the three choices of the smooth function f(x) remain
the same as in the previous one. When applying our estimator to an AR(1) error process, we choose the
value m = 2. The competing method is used with the choices of smoothing parameters recommended in
Section 3 of their paper: the first parameter m1 = n
0.4 and the second parameter m2 =
√
n. The results of
the method comparison is given in Tables 3-4.
Comparing the performance of our approach to that of Hall and Van Keilegom (2003) we note that our
method provides a better performance in practically all cases. That includes all three choices of the smooth
function f(x) and all possible choices of the autoregressive coefficient φ. From this, we can draw a conclusion
that our method can also handle, at least to some extent, departures from the assumption of m-dependency
in the error process of the model considered. That is, when the errors are generated from an AR(1) process
(with small coefficient φ), our approach outperforms the competing approach that was designed specifically
for autocorrelation estimation of nonparametric regression with an autoregressive error process.
Finally, note that the choice of the estimator gap m, when applying our estimator to the model with
AR(1) error process, is somewhat arbitrary. Our choice of the order 2 was based on the fact that, for any
difference sequence order l, the bias of the resulting estimator is proportional to m + 1 which may play a
fairly substantial role when the number of observations n is not too large. To illustrate the benefits of this
assumption, we also applied our method to the same model with an AR(1) error process, the same range of
values of φ and the choice of a smooth functions f1(x) = 1 − 2x for any x ∈ [0, 1], while choosing m = 3.
The results are given in the Table 5. Note that the resulting mean squared errors are all larger than with
the choice of m = 2 except the last choice of φ = 0.5. In most cases, however, our estimator outperforms
Hall and Van Keilegom (2003)’s (the exception being the case φ = 0.1 and ρ2 = 0.01).
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1 and 2 obtained using our approach under the
AR(1)-dependent error model where the coefficient φ
ranges between 0.1 and 0.5. The experiment is based on
500 replications of size 1600.
f1 f2 f3
φ = 0.10
ρ1 = 0.10 0.0087 0.0084 0.0092
ρ2 = 0.01 0.0033 0.0034 0.0035
φ = 0.15
ρ1 = 0.15 0.0072 0.0071 0.0077
ρ2 = 0.0225 0.0029 0.0028 0.0030
φ = 0.20
ρ1 = 0.20 0.0053 0.0054 0.0056
ρ2 = 0.04 0.0023 0.0022 0.0023
φ = 0.25
ρ1 = 0.25 0.0036 0.0036 0.0037
ρ2 = 0.0625 0.0014 0.0014 0.0016
φ = 0.30
ρ1 = 0.3000 0.0021 0.0023 0.0022
ρ2 = 0.09 0.0008 0.0009 0.0008
φ = 0.35
ρ1 = 0.3500 0.0010 0.0011 0.0012
ρ2 = 0.1225 0.0005 0.0005 0.0005
φ = 0.40
ρ1 = 0.40 0.0005 0.0005 0.0005
ρ2 = 0.16 0.0010 0.0010 0.0009
φ = 0.45
ρ1 = 0.45 0.0008 0.0009 0.0006
ρ2 = 0.2025 0.0028 0.0030 0.0027
φ = 0.50
ρ1 = 0.50 0.0019 0.0020 0.0018
ρ2 = 0.25 0.0068 0.0068 0.0067
Table 4. The MSE of autocorrelation estimators at lags
1 and 2 obtained using the approach of
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Table 5. The MSE of autocorrelation estimators at lags
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5. Supplementary materials
In this section we will use the partition P [0, 1] = {0, 1/n, 2/n, . . . , (n − 1)/n, 1} of the interval [0, 1] and
denote tk = k/n, k = 1, . . . , n. For x ∈ R, ⌊x⌋ = max{y ∈ Z | y ≤ x}. For a, b ∈ R, a ∧ b = min(a, b). For the
subset A, 1lA denotes the indicator function on A. Additionally, we recommend to keep in mind the notation
introduced in Section 2.
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Lemma 1. Suppose that f : [0, 1] → R is differentiable, squared integrable, with a continuous derivative
function. Then
1
nlm
nlm∑
i=1
∆2lm(fi)→
( l∑
s=0
ds
)2 ∫ 1
0
f2(x) dx.
Proof. Observe first that for given i,
∆2lm(fi) =
( l∑
s=0
ds
)2
f2i +
l∑
s=1
d2s(fi+s(m+1) − fi)2
+ 2
l∑
s=0
ds
l∑
t=1
dt fi(fi+t(m+1) − fi)
+ 2
l−1∑
s=1
l∑
t=s+1
dsdt(fi+s(m+1) − fi)(fi+t(m+1) − fi). (5.1)
Then for xi ∈ P [0, 1],
n−1lm
nlm∑
i=1
f2i ≈
n
nlm
n−1∑
i=1
f2(ti)(xi+1 − xi) n→∞→
∫ 1
0
f2(x) dx. (5.2)
Let M = supx∈[0,1] |f ′(x)|. The mean value theorem ensures that for given 1 ≤ s ≤ l, for some ξi ∈
[ti, ti+s(m+1)], fi+s(m+1) − fi = s(m+ 1)f ′(ξi)/n, where i = 1, . . . , nlm . This implies that
n−1lm
nlm∑
i=1
l∑
s=1
ds|fi (fi+s(m+1) − fi)| ≤
lM (m+ 1)
nlm
l∑
s=1
ds
n−1∑
i=1
|f(ti)|(xi+1 − xi) n→∞→ 0, (5.3)
the latter follows since |f | is integrable on [0, 1]. Similar arguments prove that
n−1lm
nlm∑
i=1
l∑
s=1
d2s(fi+s(m+1) − fi)2 ≤
l2M2 (m+ 1)2
∑l
s=1 d
2
s
n2
n→∞→ 0. (5.4)
For given i, let 1 ≤ g ≤ l be the index such that |fi+g(m+1)− fi| = max1≤s≤l |fi+s(m+1)− fi|. Consequently,
for any 1 ≤ s, t ≤ l,
|fi+s(m+1) − fi||fi+t(m+1) − fi| ≤ (fi+g(m+1) − fi)2 ≤
l2(m+ 1)2M2
n2
,
the latter follows from the mean value theorem. Hence,
n−1lm
nlm∑
i=1
l−1∑
s=1
l∑
t=s+1
ds dt|fi+s(m+1) − fi||fi+t(m+1) − fi| ≤
l2M2(m+ 1)2
n2
l−1∑
s=1
l∑
t=s+1
ds dt
n→∞→ 0. (5.5)
The claim follows from (5.1)-(5.2)-(5.3)-(5.4)-(5.5).
Lemma 2. Consider the general regression model 1.2 and the difference-based variance estimator of order
l and gap m + 1, Ql,m+1(y;d), cf. (2.1). Assume that the restriction on the distance between jumps (2.4)
holds. Then
nlm−1∑
i=1
G⊤[i:(i+1+l(m+1))] DG[i:(i+1+l(m+1))] = O
K−1∑
j=0
a2j κj,l (
l∑
s=0
ds)
2 + (m+ 1)JK Pl(d) + κ (
l∑
s=0
ds)
 ,
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where for j = 0, . . . ,K − 1, tj = ⌊nτj⌋ and κj,l = tj+1 − tj − l(m+ 1), and for l ≥ 1
Pl(d) =
l−1∑
r=0
(r + 1)
(
r∑
q=0
dq
)2
+ 2
l−2∑
r=0
(r + 1)
r∑
q=0
dq
l−1∑
s=r+1
s∑
p=0
dp.
The term κ is a generic constant.
Proof. We begin by noticing that
nlm−1∑
i=1
G⊤[i:(i+1+l(m+1))] DG[i:(i+1+l(m+1))] =
nlm−1∑
i=1
〈D˜G[i:(i+1+l(m+1))], D˜G[i:(i+1+l(m+1))]〉 (5.6)
=
nlm−1∑
i=1
(〈wl, G[i:(i+l(m+1))]〉2 + 〈wl, G[(i+1):(i+1+l(m+1))]〉2) .
In what follows we only consider 〈wl, G[i:(i+l(m+1))]〉2 as the second summand in the right-hand side of (5.6)
can be handled similarly.
Let us write si,l =
∑l
s=0 ds gi+s(m+1) for i = 1, . . . , n− l(m+ 1). It can be seen that
nlm−1∑
i=1
〈wl, G[i:(i+l(m+1))]〉2 ≤
K−1∑
j=0
tj+1−1∑
i=tj
s2i,l =
K−1∑
j=0
tj+1−l(m+1)−1∑
i=tj
s2i,l +
tj+1−1∑
i=tj+1−l(m+1)
s2i,l
 . (5.7)
Next, we focus on the first summand in the right-hand side above. Notice that for any j, gi = aj if and
only if tj−1 ≤ i < tj . Let j be given and consider the interval tj ≤ i < tj+1 − l(m+ 1). Observe that in this
case si,l = (
∑l
s=0 ds) aj . This implies that
tj+1−l(m+1)−1∑
i=tj
s2i,l =
(
l∑
s=0
ds
)2
a2j (tj+1 − tj − l(m+ 1)). (5.8)
Now we move onto the second summand in the right-hand side of (5.7). Here we consider si,l with the
following representation,
si,l =
l−1∑
r=0
(
r∑
q=0
dq
)(
gi+r(m+1) − gi+(r+1)(m+1)
)
+
(
l∑
r=0
ds
)
gi+l(m+1), i ≤ nlm , l ≥ 1. (5.9)
This allows us to write
tj+1−1∑
i=tj+1−l(m+1)
s2i,l =
tj+1−1∑
i=tj+1−l(m+1)
[Ai,l(d) +Bi,l(d) + Ci,l(d)] ,
with
Ai,l(d) =
l−1∑
r=0
(
r∑
q=0
dq
)2 (
gi+r(m+1) − gi+(r+1)(m+1)
)2
Bi,l(d) = 2
l−2∑
r=0
l−1∑
s=1
(
r∑
p=0
dp
)(
s∑
q=0
dq
)
(gi+r(m+1) − gi+(r+1)(m+1)) (gi+q(m+1) − gi+(q+1)(m+1))
Ci,l(d) =
(
l∑
s=0
ds
) [(
l∑
s=0
ds
)
g2i+l(m+1) + 2
l−1∑
r=0
r∑
p=0
dp (gi+r(m+1) − gi+(r+1)(m+1))gi+l(m+1)
]
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For r = 0, . . . , l− 1 define the subset Cj,r = {tj − (r + 1)(m+ 1), . . . , tj − 1}. Due to (2.4) we can see that(
r∑
p=0
dp
)
(gi+r(m+1) − gi+(r+1)(m+1)) =
(
r∑
p=0
dp
)
(aj − aj+1)1lCj+1,r (i) r = 0, . . . , l − 1.
Utilizing the above we derive
tj+1−1∑
i=tj+1−l(m+1)
Ai,l(d) =
tj+1−1∑
i=tj+1−l(m+1)
l−1∑
r=0
(
r∑
q=0
dq
)2
(aj − aj+1)2 1lCj+1,r (i)
= (aj − aj+1)2
tj+1−1∑
i=tj+1−l(m+1)
[
d20 1lCj+1,0(i) + · · ·+ (
l−1∑
r=0
dr)
2 1lCj+1,l−1(i)
]
= (aj − aj+1)2(m+ 1)
l−1∑
r=0
(r + 1)
(
r∑
q=0
dq
)2
. (5.10)
Similar considerations yield
tj+1−1∑
i=tj+1−l(m+1)
Bi,l(d) = 2(aj − aj+1)2
tj+1−1∑
i=tj+1−l(m+1)
l−2∑
r=0
l−1∑
s=r+1
r∑
p=0
dp
s∑
q=0
dq 1lCj+1,r∧q (i)
= 2(aj − aj+1)2(m+ 1)
l−2∑
r=0
(r + 1)
(
r∑
q=0
dq
)
l−1∑
s=r+1
s∑
p=0
dp, (5.11)
and
tj+1−1∑
i=tj+1−l(m+1)
Ci,l(d) = κ
(
l∑
s=0
ds
)
. (5.12)
Combining (5.10), (5.11) and (5.12) we get that
K−1∑
j=0
tj+1−1∑
i=tj+1−l(m+1)
s2i,l ≤ (m+ 1)Pl(d)
K−1∑
j=0
(aj − aj+1)2 + κ
(
l∑
s=0
ds
)
.
The result follows once we combine (5.7), (5.8) and the inequality above.
Lemma 3. Suppose that the conditions of Lemma 2 hold. Then,
nlm∑
i=1
〈wl, G[i:(i+l(m+1))]〉 = O
K−1∑
j=0
|aj |κj,l
∣∣∣∣ l∑
s=0
ds
∣∣∣∣+ (m+ 1)J ||K l−1∑
r=0
|
r∑
q=0
dq|+ κ
∣∣∣∣ l∑
s=0
ds
∣∣∣∣
 ,
where κj,l = tj+1 − tj − l(m+ 1) and κ is a constant.
Proof. We will employ the notation and arguments presented in the proof of Lemma 2. Thus, we can show
that
tj+1−l(m+1)−1∑
i=tj
|si,l| ≤
∣∣∣∣ l∑
s=0
ds
∣∣∣∣ |aj |κj,l. (5.13)
Next, utilizing the representation (5.9) for si,l we can derive
tj+1−1∑
i=tj+1−l(m+1)
|si,l| ≤ |aj − aj+1|
tj+1−1∑
i=tj+1−l(m+1)
{
l−1∑
r=0
∣∣∣∣ r∑
q=0
dq
∣∣∣∣1lCj+1,r (i) + ∣∣∣∣Ci,l∣∣∣∣
}
= (m+ 1)|aj − aj+1|
l−1∑
r=0
(r + 1)
∣∣∣∣ r∑
q=0
dq
∣∣∣∣+ κ ∣∣∣∣ l∑
s=0
ds
∣∣∣∣. (5.14)
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The result follows when we apply (5.7) (with the absolute value instead of the square function) to (5.13)
and (5.14).
Lemma 4. Suppose that the conditions of model (1.2) are satisfied. Suppose also that (2.4) and (2.5) hold
with l = 1. Then
n−2m
nm∑
i=1
∆2m(fi + gi,d) =
(m+ 1)d21JK
n2m
+O(n−3m J ||K),
where JK =
∑K
j=1 (aj−1 − aj)2 and J ||K =
∑K
j=1 |aj−1 − aj |
Proof. We use that ∆2m(fi + gi,d) = ∆
2
m(fi;d) + ∆
2
m(gi;d) + 2∆m(fi;d)∆m(gi;d). Since d0 + d1 = 0 we
can improve the rate of convergence of Lemma 1 and get
n−2m
nm∑
i=1
∆2m(fi;d) = o(n
−3
m ). (5.15)
Recall that tj = ⌊nτj⌋. Next, it is not difficult to see that for j = 1, . . . ,K,
gi+m+1 − gi =
{
0 for τj−1 ≤ i ≤ τj − (m+ 2)
aj − aj−1 for τj − (m+ 1) ≤ i ≤ τj − 1
. (5.16)
This allows us to get that
nm∑
i=1
∆2m(gi;d) = d
2
1
K∑
j=1
τj−1∑
i=τj−(m+1)
(aj−1 − aj)2 = d21 (m+ 1)JK . (5.17)
Similarly, we can show that
nm∑
i=1
|∆m(gi;d)| = |d1| (m+ 1)
K∑
j=1
|aj−1 − aj | (5.18)
Next, observe that the mean value theorem yields that uniformly over i,
|∆m(fi;d)| ≤ |d1|(m+ 1)|f
′(ξi)|
n
≤ (m+ 1)|d1|M
n
(5.19)
Recall that M = supx∈[0,1] |f ′(x)|. Combining Eqs. (5.18)-(5.19), it follows that
n−2m
nm∑
i=1
|∆m(fi)∆m(gi)| ≤ |d1|
2(m+ 1)2M
n3m
K∑
j=1
|aj−1 − aj |. (5.20)
The result follows from Eqs. (5.15)-(5.17)-(5.20).
Lemma 5. Suppose that the conditions of model (1.2) are satisfied. Suppose also that (2.4) and (2.5) hold
with l = 1. Then
n−2(m+1)∑
i=1
i+m∑
j=i+1
|gj+m+1 − gj| = O(m(m+ 1)J ||K) (5.21)
n−2(m+1)∑
i=1
|gi+m+1 − gi|
i+m∑
j=i+1
|gj+m+1 − gj| = O
(
m(m+ 1)
2
JK
)
, (5.22)
where J
||
K =
∑K
j=1 |aj−1 − aj |.
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Proof. We begin by establishing (5.21). Recall that tj = ⌊nτj⌋. First note that
n−2(m+1)∑
i=1
i+m∑
j=i+1
|gj+m+1 − gj | ≤
K∑
j=1
Aj , where Aj =
tj−1∑
i=tj−1
i+m∑
l=i+1
|gl+m+1 − gl|. (5.23)
For any tj with j ≥ 1, let κj = tj − 2(m+1). We split the computation of Aj in three ways, first we consider
i ≤ κj , then κj + 1 ≤ i ≤ κj +m and finally κj +m+ 1 ≤ i ≤ tj − 1.
Assume that i ≤ κj . Note that for l = i + 1 ≤ tj − (2m + 1), l + m + 1 ≤ tj − m which implies that
gl+m+1−gl = 0. In the same case, l = i+m ≤ tj−m−2 implies that l+m+1 ≤ τj−1, i.e., gl+m+1−gl = 0.
Since these arguments hold for any l = i+ 1, . . . , i+m when i ≤ κj we have shown that,
∑
i≤κj
i+m∑
l=i+1
|gl+m+1 − gl| = 0.
Assume now that κj + 1 ≤ i ≤ κj + m. The arguments presented above allow us to get that for s =
0, 1, . . . ,m− 1,
κj+1+s∑
i=κj+1+s
i+m∑
l=i+1
|gl+m+1 − gl| = (s+ 1)|aj−1 − aj |.
Next, assume that i ∈ Itj = {κj + (m + 1), . . . , tj − 1}. With the arguments utilized so far (basically
inspection case by case), it is not difficult to see that
∑
i∈Itj
i+m∑
l=i+1
|gl+m+1 − gl| = m(m+ 1)
2
|aj−1 − aj |. (5.24)
Eq. (5.21) is established by noticing that the righ-hand side of (5.23) is equal to
K∑
j=1
tj−1∑
i=κj+1
i+m∑
l=i+1
|gl+m+1 − gl| = [1 + 2 + · · ·+m+ m(m+ 1)
2
]
K∑
j=1
|aj−1 − aj |
We can utilize the arguments presented above to show Eq. (5.22). Indeed, note first that the left-hand
side of (5.22) is bounded by
K∑
j=1
tj−1∑
i=tj−1
|gi+m+1 − gi|
i+m∑
l=i+1
|gl+m+1 − gl| ≤
K∑
j=1
∑
i∈Itj
|aj−1 − aj |
i+m∑
l=i+1
|gl+m+1 − gl|,
the latter inequality follows from Eq. (5.16), observe now that according to (5.24) the right-hand side above
becomes
K∑
j=1
|aj−1 − aj |
∑
i∈Itj
i+m∑
l=i+1
|gl+m+1 − gl| = m(m+ 1)
2
K∑
j=1
(aj−1 − aj)2.
This completes the proof.
Lemma 6. Suppose that the conditions of Lemma 5 are satisfied. Then,
nm−1∑
i=1
nm∑
j=i+1
∆m(fi + gi)∆m(fj + gj) γj−i
= O
(
d21γ0m(m+ 1)
n
{
(m+ 1)M2 + 2(m+ 1)MJ
||
K +
n
2
JK
})
,
where M = supx∈[0,1] |f ′(x)| and J ||K =
∑K
j=1 |aj−1 − aj |.
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Proof. Firstly observe that due to m-dependency,
nm−1∑
i=1
nm∑
j=i+1
∆m(fi + gi)∆m(fj + gj)γj−i =
n−2(m+1)∑
i=1
i+m∑
j=i+1
∆m(fi + gi)∆m(fj + gj)γj−i.
Then we will utilize that
∆m(fi + gi)∆m(fj + gj) = ∆m(fi)∆m(fj) + ∆m(fi)∆m(gj) + ∆m(gi)∆m(fj) + ∆m(gi)∆m(gj).
Because d0 + d1 = 0, ∆m(fi)∆m(fj) = d
2
1(fi+m+1 − fi)(fj+m+1 − fj). The mean-value theorem now yields
|∆m(fi)∆m(fj)| ≤ d21(m+ 1)2
M2
n2
.
Similar considerations allow us to see that
|∆m(fi)∆m(gj)| ≤ d21
(m+ 1)M
n
|gj+m+1 − gj |,
|∆m(gi)∆m(gj)| = d21|gi+m+1 − gi| |gj+m+1 − gj|.
Consequently,
nm−1∑
i=1
nm∑
j=i+1
|∆m(fi + gi)∆m(fj + gj)γj−i
γ0
| ≤ d
2
1m(m+ 1)
2M2
n
+
d21(m+ 1)M
n
∑
i,j
|gj+m+1 − gj |+m
n−2(m+1)∑
i=1
|gi+m+1 − gi|

+ d21
n−2(m+1)∑
i=1
|gi+m+1 − gi|
i+m∑
j=i+1
|gj+m+1 − gj|. (5.25)
The result follows from Eq. (5.18) and Lemma 5.
Lemma 7. Suppose that the conditions of model (1.2) are satisfied. Suppose also that (2.4) and (2.5) hold
with l = 1. Then
nm−1∑
i=1
i+2m+1∑
j=i+1
|gj+m+1 − gj | = O
(
mH
||
K
)
(5.26)
nm−1∑
i=1
|gi+m+1 − gi|
i+2m+1∑
j=i+1
|gj+m+1 − gj | = O
(
m(m+ 1)
2
JK
)
, (5.27)
where H
||
K =
∑K
j=1(τj − m+12 )|aj−1 − aj |.
Proof. We begin by establishing (5.26). Recall that tj = ⌊nτj⌋. As in Lemma 5 here we also need to split
the sum in three ways: let κj = tj − 2(m+ 1), first we consider i ≤ κj , then κj + 1 ≤ i ≤ κj +m and finally
κj +m+ 1 ≤ i ≤ tj − 1.
Assume that i ≤ κj . It is not difficult to see that when s = m+1, . . . , 2m+1, and l = i+s, gl+m+1−gl =
aj−1 − aj . Also, when s ≤ m and l = i+ s, gl+m+1 − gl = 0. Hence,
∑
i≤κj
i+2m+1∑
l=i+1
|gl+m+1 − gl| =
∑
i≤κj
i+2m+1∑
l=i+m+1
|gl+m+1 − gl| = m
∑
i≤κj
|aj−1 − aj | = κj m |aj−1 − aj |.
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Next, for any κj + 1 ≤ i ≤ κj +m, it is straightforward to see that
i+2m+1∑
l=i+1
|gl+m+1 − gl| = (m+ 1)|aj−1 − aj |.
Assume now that κj +m + 1 ≤ i ≤ tj − 1. We begin by studying the particular case i = κj +m + 1 =
tj − (m+ 1). Then we get for t = 0, . . . ,m− 1 and l = i+ 1+ t that gl+m+1 − gl = (aj−1 − aj). Also, when
t ≥ m and l = i+ 1 + t, gl+m+1 − gl = 0. Hence,
i+2m+1∑
l=i+1
|gl+m+1 − gl| =
i+m∑
l=i+1
|aj−1 − aj| = m |aj−1 − aj |
Similar arguments allow us to see that for i = κj +m+ 1 + u where u = 1, . . . ,m− 1,
i+2m+1∑
l=i+1
|gl+m+1 − gl| = (m− u)|aj−1 − aj |. (5.28)
Combining the arguments above, we have shown that the left-hand side of (5.26) is bounded by
K∑
j=1
∑
i≤κj
+
κj+m∑
i=κj+1
+
τj−1∑
i=κj+m+1
 i+2m+1∑
l=i+1
|gl+m+1 − gl|
= m
K∑
j=1
[
tj − 2(m+ 1) + (m+ 1) + m+ 1
2
]
|aj−1 − aj|.
In order to establish Eq. (5.27) we follow the proof of Eq. (5.22) and apply Eqs. (5.16) and (5.28). This
completes the proof.
Lemma 8. Suppose that the conditions of Lemma 7 are satisfied. Then,
nm−1∑
i=1
nm∑
j=i+1
∆m(fi + gi)∆m(fj + gj)γ|j−i−(m+1)|
= O
(
d21γ0m(m+ 1)
n
{
(m+ 1)M2 +MH
||
K + (m+ 1)MJ
||
K +
n
2
JK
})
.
Proof. For given i, due to m-dependency we get that γ|j−i−(n+1)| 6= 0 when j < i+ 2(m+ 1). Since,
nm−1∑
i=1
nm∑
j=i+1
|∆m(fi + gi)∆m(fj + gj)γ|j−i−(m+1)|| ≤ γ0
nm−1∑
i=1
i+2m+1∑
j=i+1
|∆m(fi + gi)∆m(fj + gj)|,
we will bound the right-hand side in the expression above. Observe that this expression can be bounded as
the left-hand side expression of Eq. (5.25). Hence, this proof is complete by following the proof of Lemma 6
and applying Lemma 7.
Lemma 9. Let γh denote the autocovariance function of a stationary, m-dependent process. Then
1.
∑
i,j γ
2
|j−i| ≤ γ20(nm − 1)m,
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2.
∑
i,j γ
2
|j−i−(m+1)| ≤ γ20(nm − 1)(2m+ 1),
3.
∑
i,j |γ|j−i|γ|j−i−(m+1)|| ≤ γ20(nm − 1)m.
Here
∑
i,j =
∑nm−1
i=1
∑nm
j=i+1.
Proof. 1.
∑
i,j γ
2
|j−i| = γ
2
0
∑
i,j(
γj−i
γ0
)2 ≤ γ20
∑nm−1
i=1
∑i+m
j=i+1 1 = γ
2
0(nm − 1)m. The inequality follows
from the m-dependency.
2. First note that
|j − i− (m+ 1)| =
{
j − i− (m+ 1) for j ≥ i+ (m+ 1)
i+m+ 1− j for j < i+m+ 1 .
Then, recall that γ|j−i−(m+1)| 6= 0 when |j − i − (m+ 1)| ≤ m. Intersecting these two subsets we get
that γ|j−i−(m+1)| 6= 0 for i+ 1 ≤ j ≤ i+ 2m+ 1. The rest of the proof is similar to that of 1.
3. Follows from 1 and 2.
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