Abstract-Based on a variety of optimization criteria, recent research has suggested that optical interconnects are a viable alternative to electrical interconnects for board-to-board, chip-to-chip, and on-chip applications. However, the design of modern high-performance computing systems must account for a variety of performance scaling factors that are not included in these analyses.
Optical Interconnects: Out of the Box Forever?
I. INTRODUCTION
O PTICAL INTERCONNECTS outperform electrical interconnects for long-distance applications. Even for distances as short as 300 meters (m) at bandwidths over 1 Gb/s, fiber is now the default interconnect choice. Recent research [1] - [7] has also suggested that optics has clear advantages even at very short distances, yet optical interconnects are not common in computers.
The reason optical interconnects are not widely implemented in modern computing systems is due to computer architecture design and how interconnects are balanced within those constraints. We will discuss these issues in this paper and explain that despite the fact that optical interconnects have clear advantages in time of flight and bandwidth density, these are not the only design constraints that must be considered. As a consequence, the overall optimization of modern computers has generally precluded the use of highly integrated optical interconnects. We will discuss the historical scaling of logic, memory, and wires, analyze access time and density of dynamic random access memory (DRAM), walk through the steps and timing relations for memory access, and estimate the capabilities of electrical interconnects at several levels. With this background, we shall characterize what would be required for optical interconnects to displace wires at the backplane, board, and chip level. 
II. A SHORT TOUR OF COMPUTER DESIGN

A. Scaling Overview
Power laws compactly express important properties of many natural and engineered systems [8] - [10] . We assert that there are three key empirical-power law scaling relationships for computer systems: 1) You can have twice as many transistors for your next design (Moore's law). 2) A processor should have at least enough memory that it takes one second to touch every word (Amdahl's law). 3) There are many more short wires than long wires (Rent's rule). These laws guide the design of successful computers.
Logic, memory, and wires respond very differently to scaling down minimum feature size. Approximately, logic speed increases exponentially, memory density increases exponentially, and wires are sensitive to ratios of physical dimensions. The clock cycle for microprocessors has decreased from 1 s for early 8-bit chips, to 333 ps for recent designs. DRAM density has increased from 1 kb/chip to 1 Gb/chip, while raw DRAM access time has decreased from about 1.2 s to 50 ns. Fig. 1 illustrates the scaling of DRAM access time and chip density over time. When normalized to processor clock cycles, access time to a main memory built with DRAM chips is becoming exponentially worse with lithographic scaling, and the number of clock cycles required to fetch from main memory has increased from a few clock cycles to between 20 and 400. Fig. 2 illustrates DRAM access time as a function of processor clocks.
B. The Reason DRAM Is Slow
DRAM is slow because of the physics of the DRAM storage mechanism, the commodity nature of DRAM technology, and the complexity of the memory hierarchy. The potential advantages that optical interconnects may have with respect to bandwidth density and time of flight do not address these fundamental issues.
The basis of DRAM is the single 1-T cell, an analog sample and hold, where a bit is represented by charge on a capacitor [11] , [12] . The size of this charge is compared with a reference charge by a clocked, latched, differential sense amplifier. The storage capacitor is either buried under the access transistor, or built into the interconnect stack over the transistor. The charge is gated from the storage capacitor onto a bit line by a control signal. Many storage cells and a reference cell share each bit line. The capacitor, bit line, and input capacitance of the sense amplifier form a capacitive divider. The maximum number of bits per bit line is limited by the ratio between the capacitance of the storage node and the capacitance of the bit line and input stage of the sense amplifier. This ratio, and the voltage stored for a 1, set the amplitude of the signal. When the charge in the storage capacitor is gated onto the bit line, the charge spreads by resistance-capacitance (RC)-limited diffusion, which results in access time depending quadratically on the number of bits per bit line.
The economics of integrated circuit production encourage designers to place as many bits on a line as possible, thereby increasing the ratio of memory array to support circuit area, and increasing the number of bits of memory that can be placed on a chip of a given size.
The personal computer (PC) and the Internet now control the economics of DRAM manufacturing. More memory is sold for use in PCs than any other single application. This vast market has produced tremendous competitive pressure on the price and nature of DRAM. Parts produced in the highest volume generally have the lowest unit cost. Because the PC provides a universally accepted target specification for memory chips, the lowest cost per bit for a system can be obtained by designing with such commodity parts.
Memory manufacturers periodically test the waters by introducing a part with half the number of bits per bit line as their mainstream component. These new devices have generally failed in the marketplace. Furthermore, there is little motivation for large increases of DRAM bandwidth when the devices themselves are slow, and latency ultimately limits performance.
In summary, DRAM latency is a significant design constraint, limited by the device design optimization. Optical interconnects cannot solve this DRAM access problem.
C. Simple Machines
Much of the analysis of the potential of optical interconnects has focused on tradeoffs between bandwidth, power, circuit area, and signal integrity. Let us consider some of the design tradeoffs for a single-processor machine.
A large fraction of the work done by a computer merely produces memory addresses and moves bits back and forth. For example, in a single-accumulator computer, it takes four memory accesses to perform a single operation on two inputs: one to fetch the instruction, two to fetch the operands, and one to write back the result.
Fortunately, locality in programs can be exploited to maximize the return for this effort. A small section of a program, perhaps an inner loop and some operands, might recirculate in the processor's registers for many clock cycles. Instructions that were executed frequently do not need to be repeatedly fetched. Intermediate results of sequential sums do not have to be written to memory, only to be immediately returned to the processor. The number of instruction fetches and writes required to execute a particular piece of code can be greatly reduced by taking advantage of such locality. This idea can be applied more generally.
From the beginning, computer engineers have faced the tradeoff between memory speed, memory density, and memory cost. Faster memory tends to be less dense and more expensive. One response has been to place a small fast memory, called a cache, in the path between the processor and main memory. Contemporary designs employ up to three levels of cache, each larger and slower than the previous one. A cache retains copies of recently fetched memory locations. If the processor should request a value already present in the cache, the local copy is quickly delivered and latency is reduced. If the processor should request a value that is not in the cache (cache miss), a memory access is required which results in increased latency. For well-behaved programs, these methods result in a notion of "distance from the processor." The control complexity, access time, and cost required increase rapidly with size and number of levels of cache memory.
Notwithstanding, this hierarchy of memory system successfully exploits the locality of the program in single-processor machines. With multiprocessors, things are different. 
D. Architectural Issues in Multiprocessor Systems
The 1990s saw a dramatic increase in the popularity and commercial success of the symmetric multiprocessor, or multiprocessor server, notwithstanding that in the mid 1980s, most of the academic architecture community asserted that this architecture was doomed by scalability limitations of the shared electrical bus-the traditional backbone of both single-processor and multiprocessor systems. What has allowed this success is an evolution of the interconnect away from the shared bus to more elaborate topologies, point-to-point links and switches that allow far more efficient signaling. These point-to-point links maintain the required logical functionality and provide increased bandwidth. Memory operations still logically appear to happen in the same sequential, atomic fashion like a shared bus connecting all processors to a single memory. Fig. 3 shows how the memory-read latency is spent in a medium size and a large size contemporary commercial multiprocessor. DRAM access and the wire latencies are only a small fraction of the total read latency, while transfers through switches and actions to maintain access ordering and cache coherence, are a significant fraction. In a large server, these two categories represent over half the access latency. There are several reasons for significant switching delays. They are caused both by a desire to locate switching elements close to the devices that source the data, and from wanting to use common part in both large and small systems. Fig. 3 also illustrates that switching delays are related to the size of the system. Using a standard chip package, there are a limited number of data ports available per switch chip. Therefore, to increase the size of a system (i.e., number of processors), switches are inserted in the path to accommodate additional point-to-point connections. A drawback is that significant latency is spent in additional switch stages.
A potential advantage of optical interconnects at the backplane level is that if higher density optical input/output (I/O) can be provided to a switch chip, a reduction in the number of switch stages would be possible. This could significantly reduce latency in large servers. The switches would still be electrical, and their bandwidth and port count would limit possible topologies. Cache coherence protocol is another significant factor for memory latency. When large caches are placed close to each processor, a significant fraction of memory accesses can be satisfied with data from other processors' caches, rather than from main memory. To reduce latency for these accesses, it is helpful to broadcast requests directly to all processors, as well as to main memory. For example, if several processors are cooperating on a single program, it is likely that several processors will need to access the same word in memory. If more than one processor has recently accessed a word, there will be copies in more than one cache. One processor may modify the word while a different processor still has the previous value in cache. Preventing incorrect program execution in such cases requires an efficient mechanism for invalidating the word across the whole computer. This mechanism is called broadcast snooping, and its complexity grows nonlinearly with the number of processors. With the improvements in the interconnect topology mentioned above, the limitation on coherence through broadcast snooping is the bandwidth with which caches can be accessed and interrogated for snoop results, and not in the bandwidth of the interconnect medium, which limits the potential of optics at this interconnect level.
An example of a modern multiprocessor server [13] is shown in Fig. 4 . This particular system is the SunFire 12 K-15 K family and can accommodate up to 96 processors. Fig. 5 shows a detailed view of the central processing unit (CPU) board, which contains four processors and 32 GB of DRAM. The switch chips used to maintain memory coherency are located on the CPU boards as well as on the centerplane. 
III. ELECTRICAL AND OPTICAL INTERCONNECTS
Several justifications can be put forward for the use of optical interconnects in multiprocessor systems. These fall into a number of broad categories.
1) Optics will speed up memory access.
2) It will become impossible to route enough bandwidth through a backplane, circuit board, or module. 3) Unfavorable wire scaling will make clock distribution and signal wiring increasingly difficult. In this section, we consider these applications at the backplane, board, and chip level.
A. Circuit Board Wiring Density
Two factors control the wiring density on a circuit board, the pitch of the signal lines and via construction [14] . Standard printed circuit boards are constructed from etched copper foil traces on FR-4 laminate with plated through holes. These boards can be manufactured with trace width and spaces between traces of 100 m.
In order to route signals between layers on a board, the traditional via process requires a hole to be drilled completely through the board. In areas where it is necessary to bring many closely spaced connections to the surface of the printed circuit board (PCB) to connect to a chip, for example under a processor or dual in-line memory module (DIMM) socket, the via holes may block half the available space for wiring on every layer of the board. Additional wiring layers may be required to make routing possible.
A generic PC is built on a six-layer board, with two layers dedicated to power distribution. A server board, with its greater complexity, may need a twenty-layer board.
Alternative methods for forming vias do not block all the layers at each location. Laminate boards may incorporate buried or blind vias. Boards so produced are generally more expensive than conventional boards, because of lower yield. However, a crossover occurs when decreased board-layer count offsets the cost of lost yield. Additionally, as manufacturers gain experience with these new processes the crossover layer count declines.
One alternative to laminated circuit boards is multilayer ceramic circuit boards, which are available with alumina and low temperature glass-ceramic bodies. Traces are formed by screen printing metal inks on sheets of unfired ceramic. Line and space widths are 50 m. This process inherently supports buried vias. These boards are used for integrated circuits packages, and for multichip modules. This technology has the additional benefit that the copper traces have a lower resistance per unit length than the alumina of standard FR-4.
Ceramic boards are available with up to 100 layers and in sizes up to 15 cm on a side. All the integrated circuits required to build a 32-way parallel processor, except for the main memory chips and I/O adapters, can be mounted on a single board [15] .
B. Electrical Wiring Limitations
To maintain signal integrity, the signal speed is limited by circuit board material losses, and wiring density on a circuit board is limited by noise control.
The ideal operational region for circuit boards is within the low dielectric loss region. As shown in Fig. 6 , dielectric loss in FR-4 laminate rises rapidly above 1 GHz, where it rapidly becomes larger than skin effect losses. Frequency-dependent losses reduce signal-to-noise ratio and introduce timing errors. At high data rates, where bit time is very small, even a miniscule timing error significantly reduces the timing margin. Since dielectric loss is a fundamental material property caused by dipole rotations in the polymer, it can only be reduced by changing the material not by changing the shape of the conductor. To improve bandwidth density, both lower loss materials and signal processing techniques can be used.
Low-loss laminate materials like Rogers 4000 have been developed for printed circuit boards. The raw material is five times more expensive than FR-4, and more difficult to process into high layer count boards. However, it does provide higher bandwidth density. Fig. 7 compares the bandwidth density on circuit boards for two materials and four acceptable values of attenuation over a range of trace widths. Higher attenuation values require more complex driver and receiver circuits. With Rogers 4000 more than 1-Gb/s/mil bandwidth density can be obtained with modest transceiver technology while only 400 Mb/s/mil is available with FR-4.
Signal processing techniques can be used to increase bandwidth on FR-4 boards. By using driver and receiver cells that employ preemphasis, equalization techniques, and multilevel signaling and coding, deterministic jitter can be reduced, and timing and voltage margins can be increased. Although, this does require more transistors per I/O, the continued drop in transistor cost over time makes these techniques increasingly attractive. These methods will extend the useful lifetime of FR-4 PCB technology.
Crosstalk is a major source of noise that can limit wiring density. Generally it should be limited to 5% of the signal swing, in order to maintain signal integrity. Fig. 8 shows near-end crosstalk as a function of edge-to-edge line spacing for a particular FR-4 multilayer board. In this example, the edge-to-edge spacing between traces should be greater than 150 m for long runs. For a 100-m trace width, the center-to-center trace pitch is 250 m, equal to the center-to-center fiber spacing in a fiber ribbon cable. In this case, fibers have no advantage in wiring density at the same data rate.
C. Bandwidth Density to Memory
While the use of optical interconnects will not help with memory access latency significantly, it may help to relieve wiring congestion to memory.
Modern large computers have more than four DIMM slots per processor and a single cabinet may house more than 100 processors. The board in Fig. 5 is from a computer currently in production. It has 32 DIMM sockets, which produces a difficult routing situation under the sockets. To route each memory connector contact on the surface of the printed circuit board to the memory controller, it must be spread out on multiple layers. The vias that connect the surface of the PCB to lower layers blocks wiring channels on some, or all, of the layers of the board. A similar problem occurs under the application-specified integrated circuits (ASICs), which are visible in the photograph.
It is possible to imagine using optics instead of a circuit board to connect a memory chip to a controller. A free-space optical system would not have wiring congestion problems. It would require adding optical I/O to each DIMM, or to each memory chip. Therefore, to be competitive at the DIMM level, optical I/O would have to cost about the same as the circuit board and connector that are replaced. The motivation would be to relieve wiring congestion, not to reduce time of flight.
D. Backplanes
Backplanes are a possible insertion point for optical interconnects. We will review electrical backplanes, and discuss two possible implementations of optical backplanes.
1) Electrical Backplanes:
The circuit boards used in current server designs are up to 0.6 m wide and may contain as many as 40 layers of wiring. Such a board might have 48 connectors, each with 700 signal pins. The insertion force required to seat one of the connectors is almost one hundred pounds. 1 Currently, there are two broad classes of backplanes. Conventional busses use a traditional multidrop bus topology. The other system is connected point-to-point, and uses electronic switching to manage traffic. In some cases, both topologies are used in the same machine to allow independent optimization of different paths.
Conventional bus topologies can operate at 400 MHz, or a bit more, for 25-cm distances. If extraordinary effort is taken to minimize the effects of connectors and stubs, large backplanes can operate at 1.5 Gb/s. Depending on implementation details it is possible to transport from 5 to 20 GB/s on a bus topology backplane [17] .
Point-to-point connections are displacing busses in new designs. With this topology, using off the shelf components, it is possible to realize 3-Gb/s data rates over a 75-cm length of differential trace on FR-4 circuit board [18] , [19] . By using this technology, one could obtain a total of 25 TB/s on a backplane. The board would contain 8.4 10 nets.
There are several tiers of SERDES integrated circuits available in the marketplace. The lower tier is implemented in silicon complementary metal-oxide-semiconductor (CMOS). SiGe bipolar circuits are popular for the 10-GB/s range. Both silicon and III-V compound semiconductor circuits have been operated at 40 Gb/s. CMOS continues to move up in operating frequency, displacing the more exotic technologies.
Once the SERDES circuits have been chosen, the selection of an optical or electrical medium for a backplane will depend on the relative properties of the transmission medium, availability of connectors, predicted reliability, the confidence of engineers and managers in each technology, and cost.
2) Optical Backplane Technologies and Limitations: Optical "backplanes" that are in use today are more like patch panels than backplanes. They are an assembly of transceivers connected by fiber ribbon "routed" through fiber patch cords.
Many different optical backplane constructions have been suggested and demonstrated, including glass fibers embedded in polymer sheets, polymer light guides [20] , lens and mirror systems [21] , [22] , diffractive optical elements [23] , and active pointing with microelectromechanical systems devices. These approaches have focused on demonstrating the viability of an optical platform and not on use in a computer system. Two key constraints mentioned earlier are the size of the cabinet, which bounds the number of processors and amount of memory that fits inside while meeting acceptable thermal and mechanical requirements, and the routing density beneath high bandwidth chips such as DRAM, processors, and ASICs. Glass fibers in polymer sheets need to be laid over a PCB, limiting heat flow and interfering with chip placement. Lens and mirror systems, diffractive optical elements, and active pointing devices either eliminate heatsink area on top of the board or block wiring channels by routing the optical path through the board.
Among the demonstrated technologies, polymer or fiber lightguides embedded in the circuit board have the most potential to be implemented with current design approaches. There is continuing progress in reducing loss in these waveguides, and in improving their ability to survive the mechanical and thermal stress that they would be exposed to in manufacturing and during long-term use. Inexpensive optical launch into the waveguide, and right angle turns within the board, have not been satisfactorily demonstrated.
Another problem with optical backplanes is that they assume reliable optical transmitters and receivers. Most multichannel optical modules are based on vertical-cavity surface-emitting lasers (VCSELs) because of their relatively high reliability, low power consumption, and high modulation speeds. However, the average failures-in-time (FIT) rate (failures per 10 device hours) of an oxide or implant VCSEL is about 20 [24] . According to the Semiconductor Industry Association (SIA), the average FIT rate of a mature processor is about 50, whereas the average FIT rate of a high-speed backplane pin is 0.2 [25] . Clearly, if the proposal is to take each of the 500 or so high-speed pins from a bus, and replace the backplane connector pin with a VCSEL, the overall reliability of a computer would drop by a factor of 100 per connector.
One possible solution is to use redundant VCSELs to improve the reliability of the optical interconnect. We have shown that simply adding one redundant channel to a 500-VCSEL array can improve reliability by close to an order of magnitude [26] . This would require circuits that could detect the decay of a VCSEL and automatically switch it to another channel. Instead of SONET's link reestablishment requirement of 1 ms, the optical interconnect link would have to be reestablished in a few processor clock cycles. Clearly, there is a tradeoff between number of redundant channels and latency for reestablishment of service.
An advantage of optical connectors is that they can be denser than electrical ones. Multirow ribbon fiber connectors with a 0.25-mm pitch have 36 times the signal density of current backplane connectors Polymer waveguides have been demonstrated with 0.030-mm pitch. 2 As an example, a bare board backplane that can accommodate 48 slots, 125 input and output per slot CPU board, costs about $5000 [27] . The total cost including all the connectors, hardware, mechanical structure, other components, and assembly is about twice as much. If the board material is changed to a fluorocarbon laminate, and uses buried vias, the cost of the board itself might increase by five times. According to the SIA roadmap, the cost per pin of connectors should not be very sensitive to bandwidth. In this case, the total cost would rise to approximately $30 000. For optics to replace this design competitively, the cost per channel must drop 20 times from current values. This is actually a very encouraging number. It was not long ago that a single channel 1-Gb/s fiber link was $1000.
A transition to optical backplanes might be encouraged by accumulating difficulties with the electrical ones. Signal integrity, routability, total delivered bandwidth, cost, and mechanical issues all become more difficult as backplane performance increases.
3) Optical Backplane Technology Disruption: There is more motivation to implement a potentially risky and costly new technology when it provides a feature that cannot be obtained in the old one. Optical interconnects could fall in this category, but the tradeoffs are difficult to understand.
Massive fanout, and freedom from wiring congestion, are advantages claimed for optical interconnects. In exchange for the optical components part of the backplane, multiple routing chips, and some protocol overhead could be eliminated.
A well-designed cache can invalidate one entry during each processor clock cycle. When more than one processor performs a write on the same clock cycle, the invalidate operations end up serialized in each cache. In this case, optics provides performance not available from an electrical interconnect, but the other critical elements of the system such as electrical chips used for cache invalidate cannot scale accordingly. The increased bandwidth of optical interconnects are not useful because the rest of the system cannot absorb them.
An example of a unique optical solution is global clock distribution in backplane design. Each slot in the backplane requires at least one copy of the system clock. Buffers and crosstalk add jitter. For historical reasons, the system clock is usually distributed at a low frequency and used as the reference input for on-chip frequency synthesizers that generate the local highspeed clocks. This frequency multiplication introduces additional jitter and circuit complexity. An alternative method would be to provide a moderate power optical signal at the highest clock frequency in the system, and distribute many copies with an optical splitter. The timing relationships of a passive optical splitter are very stable. This would introduce less jitter than the usual digital fanout tree.
E. Chip-to-Chip Connections
The processor complex in a modern machine contains a small group of chips, typically a processor, a switch, and a number of cache memory devices. The processor chip may have as many as 5000 connections. One-to two-thirds are typically for power; the remainder are high-speed signals. There are two common methods for constructing these complexes. Typically, the processor is mounted face down in a package, which transforms the 0.25-mm typical pitch of the solder ball connections on the chip to a 1-mm grid suited for connection to a circuit board. A chip 2 cm on a side may require a package 5 cm on a side. Cache memory chips and switches are mounted in similar packages nearby on the board. In other designs, several processors and all their associated switches and cache memory will be located on a single multilayer ceramic circuit board. These boards are very similar in technology to the packages used for individually mounted processors.
The choice of implementation method depends on many factors beyond performance. One is the cost difference between a single processor and a module containing several processor chips, and the associated cost for an upgrade or in case of a failure. Acceptable manufacturing yield depends on the availability of tested unpackaged integrated circuits, and robust rework technology. There have been many proposals for replacing chip-to-chip connections in this part of a computer with optical interconnects. Most have involved grafting laser diodes onto the silicon, optics to direct light to the correct destinations, and grafted or directly integrated photodetectors.
Alignment of the integrated circuits to the optical system remains an open issue. Passive alignment works for multimode fiber. Single-mode fiber devices are still manufactured with active alignment techniques. The accuracy of machine-vision guided equipment used for automatic wirebonding and mask alignment is adequate for placing transferred optoelectronic devices onto a silicon chip. The equipment used for placing chips in packages is less precise; therefore, the cost of aligning waveguides to a chip with active optoelectronic components is an open issue.
The materials used for supporting an array of chips that are optically interconnected must be selected very carefully. Coefficient of thermal expansion mismatch and residual stress from manufacturing or assembly will cause thermal and temporal drift of beam pointing. The bimetal inherent between the bulk silicon of a chip and its metal system is sufficient to change the warp of a 2-cm square chip, packaged on a polymer substrate, by 100 m for a 100 C temperature excursion.
An additional important consideration is the operating temperature of the optical devices. Current generation CMOS is guaranteed to meet lifetime requirements at a junction temperature of 105 C. For deep submicrometer very-large-scale integration this may be reduced to 90 C. At the other extreme, a computer may at thermal equilibrium in room at 0 C when it is turned on. VCSEL performance and lifetime are very temperature sensitive, as is photodetector leakage. We expect that special design and qualification would be required for VCSELs intended to operate while directly attached to a processor.
There are two research directions that may enable directly integrating light emitting devices into CMOS. One is nanoporous silicon; the other uses rare earth element doping. One particularly interesting method for producing well-controlled nanoporous silicon is ion implantation [28] . There is a great deal of ongoing research on methods for producing quantum confinement structures in silicon, including nanowires and nanoparticles. This work, and related work in photonic bandgap devices may result in totally new devices. A very recent result, [29] , [30] describes efficient light emission from rare-earth doped oxide layers on silicon. These layers were grown by a chemical-vapor-deposition process modified to introduce excess silicon in the form of dispersed 300-nm particles. These devices are excited by tunnel current through the oxide and operate at 2 V.
Although there is potential of using optoelectronic devices at the chip-to-chip level, currently cost and manufacturing issues prevent current technologies to be directly implemented at this level. Research areas that will allow direct integration of optoelectronic devices with processors will ease the integration challenges.
F. On-Chip Wiring
On-chip wiring conveniently sorts along two dimensions. One is local versus global, the other is RC or resistance-inductance-capacitance propagation mode [31] , [32] .
Local wires connect transistors to gates. Global wires connect functions across the chip. The lengths of local wires scale with the lithography resolution. Global wires scale with the edge length of the chip. The maximum edge length has remained near 2 cm for several generations, a dimension limited by the field of view of popular projection aligners.
The thickness of both the wire and dielectric layers in the interconnect stack on an integrated circuit are controlled by deposition technology. Thickness could be controlled to much less than 1 m long before lithography reached 1 m. Until lithography reached about 0.5 m, almost all the wires and insulating layers in the metal stack on integrated circuits were between about 0.5 and 1 m in thickness. Meanwhile, the RC time constant of wires improved with the square of lithographic scaling.
In practice, it is very difficult to control etching processes well enough to yield wires and via holes more that are twice as tall as they are wide. Local wires are now almost square in cross section, and the width and dielectric thickness track the lithography dimension. This models nicely as a square coaxial cable. Capacitance per unit length depends only on the ratio between conductor dimensions and the dielectric constant, resulting in a linear reduction in capacitance for the short wires that scale with lithography. Wires that scale with chip edge length have fixed capacitance.
Wire resistance follows the ratio of length to cross section. Both the width and thickness of local wires track the lithography dimension. Average length drops directly with scaling, while area decreases with the square of scaling. Under these constraints, the RC product of minimum cross section wires increases with process shrinks.
Semiconductor process engineers responded by changing from aluminum to copper metallization, resetting the curves to less resistance per square. The next step, currently underway, is to use insulators with a lower dielectric constant than silica. For deep submicrometer processes the situation is even worse. The resistance per unit length is increasing even faster than would be expected from the reduction in cross section, because the surface of copper wires must be covered with a diffusion barrier for adequate reliability. The resistivity of the barrier material is much higher than that of copper. The diffusion barrier has a minimum useful thickness, and thus becomes a larger fraction of the cross section with each process shrink.
The evolutionary endpoint of local wires is not obvious. Electron transport in normal metals at room temperature is dominated by scattering mechanisms. Quantum mechanics predicts ballistic transport of electrons in a cold perfect lattice. Single-walled carbon nanotubes (SWNT), rather surprisingly, have shown ballistic transport over distances of several micrometers at room temperature [33] . Quantum effects cause a contact resistance near 12 k . They can sustain at least five orders of magnitude higher current density than small metal wires [34] . If it becomes possible to build wires with similar properties in an integrated circuit process, short wires will not limit scaling for many technology generations.
Global wires are harder. SWNT do not help tremendously beyond a few micrometers. Inserting repeaters in the line is the most common approach. The scaling properties are well understood [35] , [36] .
The distribution of wire lengths on chip is still following Rent's rule. This very naturally leads to placing local wires in minimum width metal in the lower layers of the stack, and using wider lines in the upper levels for global wires. Upper layer metal is usually thicker, but the constant capacitance per unit length scaling is still enforced. Thicker and wider wires do permit longer absolute distance between repeaters.
Optics has been suggested as a replacement for both local and global wires at the extremes of scaling [1] - [7] . Waveguide and free space have been proposed to use for wiring and clock distribution.
If global wires were defined to be those longer than 100 times the lithography resolution, a 100-nm process would have detector pairs with 10-m center-to-center spacing, which might not be possible in a foreseeable future. A detector with reasonable responsivity at high speed will require a relative large absorption area, approximately 50-100 m. Additionally, crosstalk control is likely to be very difficult for that geometry. Therefore, it is not clear what can be gained from on-chip optical wiring.
Another possible application for optical interconnects is clock distribution. The accumulated skew through the clock tree on a deep submicrometer CMOS chip can easily become larger than the clock cycle. This problem already exists at the system level, on circuit boards, and on many chips. Although several engineering workarounds are popular, a potential no-skew optical clock distribution is highly desirable because of the synchronous nature of the processor. On the other hand, clever circuit and logic techniques can provide acceptable clock synchronization across a large chip. An asynchronous design style could be extended to cover a whole processor or system. If either of these approaches continues to be adequate, there is little motivation to add optical components to distribute a clock.
For waveguides, the ratio of the index of refraction of a semiconductor material near an absorption edge to that of silica or air is much larger than the ratio between the core and cladding in a glass optical fiber. This requires semiconductor optical waveguide to have a cross section comparable to wide global wires, which suggests that the wiring density will not be improved. The only benefit will be its potential of carrying very high-frequency signal, which is limited by the electronics circuit. Also, the waveguide will have very high loss compared with glass optical fibers, but short lengths, likely on the order of a centimeter. A useful waveguide based on chip interconnect system will also require compact corner turning elements. Micromachined mirrors and photonic bandgap structures have been suggested.
An alternative method is free-space optics, which launches light vertically into an optical system that images each source onto one or more destinations. Both microlens array and bulk optics have been used in previous demonstrations. The issues with this approach are the blocking of thermal path and the tight alignment tolerance requirement for high-density connection.
Another implementation issue is, traditionally, the routing of logic signals and power on a chip bury every point on the surface under multiple layers of metal. Providing windows for photodetectors integrated directly in the silicon at the clock points appears to have overwhelming advantages in terms of stray capacitance and process complexity compared with placing the detectors on the top surface, and wiring them down. Therefore, special design rules and processes would have to be enforced to provide windows for the photodetectors.
On-chip interconnects are facing some significant hurdles. However, at the small dimensions that must be addressed, optics will have difficulty to show clear advantages over electronic routing solutions.
IV. SCALING INTO THE FUTURE
Scaling laws still dominate computer design. Clocks are getting faster, memory is getting larger, and the number of very short wires is exploding. Chip size and backplane length continue to change slowly. According to the International Technology Roadmap for Semiconductors, silicon and copper scaling should continue for at least another ten years, perhaps longer. This implies that the barriers for entry opportunities of optical technologies will remain stable or increase. Optics, then, is most likely to gain a foothold in computer system design in uses where it is already ubiquitous, viz., point-point and multiplexed communications between signaling and receiving nodes at the box, board, or card level. It will greatly ease the transition if the optical technology can enable a new capability.
Given the assumption that the bandwidth demand at the backplane level scales as some fraction of the processor clock, backplane bandwidth demand continues to increase. As the bandwidth signal density on electrical backplanes increases, elec-trical solutions become more expensive. Each connector has many pins that have to be inserted into the housing, and then the connectors must be assembled to the board. This is not hugely different from the manufacturing process for multichannel optical transceivers. However, in order for the pricing of optical backplanes to become competitive with electrical alternatives, a standard would need to be established.
The difficulty here is defining standard interfaces that are acceptable for a wide range of computer designs. It should be no more difficult for a designer to use an optical backplane than to upgrade to a new version of transceiver chip and electrical connector. This is not overly restrictive since the corollary in the electrical world is that there are only a few types of high-speed electrical transceiver chips that define the state of the art at any one time.
At the memory interface, it has been shown that the latency is due to the speed of the DRAM component itself, and not due to time of flight limitations. Therefore, there is little that optics can do to speed up access to memory.
At the lower length scales, the acceptable cost per connection drops precipitously since there are exponentially more wires at each smaller length scale. For optics to compete at any of them there must be manufacturing processes in place for both the optical devices, and the guidance system, that have the same economics of scale as integrated circuit production. Any technology that requires handling individual components in such large quantities cannot succeed.
Chip-to-chip optical communication is the easiest of the short distance applications. Each module would need only 10 000-100 000 connections. Because chips are remaining about 2 cm on a side, it is possible to contemplate a connection system that only has two types of component, and alignment tolerances compatible with passive alignment. One component would be an optical decal that could be attached to each chip, and the other is an optical block that connects the group of chips. If an optical decal is no more difficult to attach than an ordinary integrated circuit package, mass alignment of the chips to the optical block is tractable, and the whole system does not cost much more than an advanced circuit board; this technology might become common.
The number of wires on deep submicrometer chips are so large that we see no way optical interconnects can be utilized unless all the optical functions are created with the rest of the wafer during processing. We do not know if launching, guidance, and adequate crosstalk control are possible for optical signals at submicrometer pitches.
Recent work on photonic bandgap materials has renewed interest in hybrid optical-electrical interconnects at this scale, but it is our view that this approach will require years of investment for exploration and understanding, during which time silicon and wire scaling will continue to move forward. That this has happened for over two decades with optical interconnection and its relationship to conventional solutions should not be ignored.
