. We introduce the notion of a generalized Jung factor: a II 1 factor M for which any two embeddings of M into its ultrapower M U are equivalent by an automorphism of M U . We show that R is not the unique generalized Jung factor but is the unique R U -embeddable generalized Jung factor. We use model-theoretic techniques to obtain these results. Integral to the techniques used is the result that if M is elementarily equivalent to R, then any elementary embedding of M into R U has factorial relative commutant. This answers a long-standing question of Popa for an uncountable family of II 1 factors. We also provide new examples and results about the notion of super McDuffness, which is a strengthening of the McDuff property for II 1 factors.
I A fundamental philosophy in mathematics is the idea that one can deduce structural characteristics of a given object by embedding it into a richer space with tractable structure. In the present article, we work in the context of embeddings of II 1 factor von Neumann algebras into ultrapowers of II 1 factors. In particular, given a II 1 factor N, it is of significant interest to extract structural properties of N by examining how N embeds into R U (an ultrapower of the separably acting II 1 factor R) and how N embeds into its own ultrapower N U . (See Section 1 for the relevant definitions.) We will say that a II 1 factor is embeddable if it embeds into R U . With the recent negative resolution of the Connes Embedding Problem 1 in [32] , embeddability is a nontrivial assumption.
A good starting point for our context is the following standard fact: any two embeddings of R into R U are unitarily equivalent. 2 In [33] Jung established the striking result that the converse of the previous statement holds:
Jung's theorem ([33] ). Any two embeddings of a II 1 factor N into R U are unitarily equivalent if and only if N ∼ = R.
This, combined with the seminal result of Connes in [12] , tells us that the structural property of amenability is precisely captured by the space of embeddings of N into R U modulo unitary equivalence.
Naturally, there are many generalizations and variants of Jung's theorem in the literature. The following is an immediate corollary from [3] : If N is an embeddable II 1 factor such that any two embeddings of N into N U are unitarily equivalent, then N ∼ = R. While it does follow from the general ultraproduct codomain result from [3] (namely Corollary 3.8), this special case does not require the same technical machinery. In fact, the proof of this special case is actually much simpler than the proof of Jung's theorem itself, the salient point being the availability of the diagonal embedding of N into N U . This special case was also treated separately in [3] (see Corollary 2.7), but for the sake of completeness, we recreate the proof for the reader in § §3.1.
To make the connection between the results above and the main results of this paper, we make the following definitions.
(1) For II 1 Theorem. If N is an embeddable II 1 factor, then N has the generalized Jung property if and only N ∼ = R.
While the characterization of embeddable Jung factors is a result on embeddings modulo inner automorphisms of the ultrapower codomain, the above theorem addresses equivalence of embeddings modulo all automorphisms. 3 The second main result addresses the nonembeddable case:
Theorem. There is a nonembeddable II 1 factor with the generalized Jung property. 3 At this moment, we should also mention the group theoretic analog of these considerations. In [15] , Elek and Szabo proved a Jung-type theorem for sofic groups. Pȃunescu also asks in [37] about the case when one considers arbitrary automorphisms of the ultrapower. Also, it should be noted that in [38] and [39] Pȃunescu developed the theory of the convex structure of sofic approximations in the spirit of Brown in [7] as described below.
At this point, we need to bring some set theory into the picture. Farah showed in [16, Corollary 16.7.2] that if one assumes the Continuum Hypothesis, then every ultrapower II 1 factor N U has an automorphism that does not lift to an automorphism on ℓ ∞ (N). 4 Consequently, in the presence of the Continuum Hypothesis the equivalence relation of automorphic equivalence for embeddings into an ultrapower is indeed coarser than that of unitary equivalence. Thus, we adhere to the following convention:
Convention. Throughout this paper, we assume the Continuum Hypothesis (CH) holds.
The results of this article are obtained through a novel synthesis of ideas and concepts from model theory and operator algebras. 5 The convex structure Hom(N, R U ) introduced by Brown in [7] (and later generalized to Hom(N, M U ) in [1] by the first-named author) plays a significant role in the development of the main result. The reader familiar with these convex spaces is aware of their connection with a long-standing open problem due to Popa: Popa's question. Does every separable embeddable II 1 factor admit an embedding into R U with a factorial relative commutant?
In the proof of the main results of this article, we make noteworthy progress on Popa's question. At the time of the writing of this paper, only a handful of examples of II 1 factors are known to satisfy the conclusion of Popa's question, e.g., R and L(SL n (Z)) for n ≥ 3, odd. We provide continuum many pairwise nonisomorphic II 1 factors which satisfy the conclusion of Popa's question:
Theorem. If M is a II 1 factor elementarily equivalent to R, then every elementary embedding M ֒→ R U has factorial commutant. 6 This consequence also sheds light on so-called "super McDuff" II 1 factors. Recall that a II 1 factor is said to be McDuff if the relative commutant M ′ ∩ M U is non abelian. If the commutant M ′ ∩ M U is moreover a II 1 factor, we say that M is super McDuff. (This notion was first considered by Dixmier and Lance in [14] but not given a name until the article [24] by the second-named author and Hart). Dixmier The paper is organized as follows. In §1 and §2, we provide (respectively) the operator algebraic and model theoretic preliminaries needed to understand the remainder of the paper. §3 discusses some observations and results regarding the generalized Jung property and obtains the main results of this paper (Theorems 
Recall that a tracial von Neumann algebra is given by a pair (M, τ), where M is a von Neumann algebra and τ is a faithful normal tracial state on M. Given two tracial von Neumann algebras (N, τ) and (M, σ), an embedding of (N, τ) into (M, σ) is an injective unital * -homomorphism π : (N, τ) ֒→ (M, σ) such that σ • π = τ. When context is clear, we drop the traces and just write π : N ֒→ M. Given an embedding π : N ֒→ M, we will often consider its relative commutant π(N) ′ ∩ M. Two embeddings π 1 , π 2 : N ֒→ M are unitarily equivalent if there exists a unitary u ∈ M such that, for every x ∈ N, π 1 (x) = u * π 2 (x)u. Two embeddings π 1 , π 2 : N ֒→ M are automorphically equivalent if there exists an automorphism α ∈ Aut(M) such that π 1 = α • π 2 .
Due to the general result that any von Neumann algebra can be realized as a direct integral of factors over its center, the study of tracial von Neumann algebras is often reduced to the study of so-called "II 1 factors."A II 1 factor is an infinite-dimensional tracial von Neumann algebra (M, τ) that is also a factor: the center of M, denoted Z(M), is trivial, that is, Z(M) = C. The property of M being a factor is commonly expressed by the equality M ′ ∩ M = C.
The following fact provides two useful characterizations of II 1 factors:
be an infinite-dimensional tracial von Neumann algebra. The following are equivalent:
(1) M is a II 1 factor;
(2) M has a unique faithful normal tracial state;
(3) For any pair of projections p, q ∈ M with τ(p) = τ(q), there is a unitary u ∈ M such that p = u * qu.
Given a II 1 factor M 8 with faithful normal tracial state τ, a fundamental tool in the analysis of M is the Hilbert-Schmidt norm on M, denoted || · || 2,τ , defined by
When context is clear, we will suppress the τ in the subscript and simply write || · || 2 . The Hilbert-Schmidt norm induces a pre-Hilbert space structure on a II 1 factor with inner product given by x|y := τ(y * x). We denote the completion of M under the Hilbert-Schmidt norm by L 2 (M, τ) (or simply L 2 (M)). A II 1 factor is separably acting if it can be faithfully represented on a separable Hilbert space. Evidently, a II 1 factor M is separably acting if and only if L 2 (M) is separable. It is a common abuse of terminology-one which we willingly commit in this article-to call a separably acting II 1 factor separable.
Given two elements x, y in a von Neumann algebra, we will often have reason to consider their commutator, denoted [x, y], given by [x, y] = xy − yx. Example 1.1.2. The most well-known example of a II 1 factor is the "separably acting hyperfinite II 1 factor,"denoted by R. Murray and von Neumann showed in [35] that R is the unique separable hyperfinite II 1 factor. To sketch a construction, consider the infinite tensor product N M 2 . Using the unique tracial state, form a GNS representation 9 of N M 2 and take the bicommutant. By the uniqueness of R, one could also construct R by considering a tensor product ⊗ N M k(n) where {k(n)} is any sequence of natural numbers with k(n) ≥ 2 and taking the bicommutant. In addition to this construction, there are several other ways to realize R.
Next, we turn to address the term "hyperfinite"appearing in the previous example. Consider the following two definitions:
(1) A von Neumann algebra M is hyperfinite if it can be expressed as the σweak closure of an increasing union of finite-dimensional subalgebras. (2) A von Neumann algebra M is injective if for any inclusion X ⊆ Y of operator systems and ucp 10 map ϕ : X → M, there exists a ucp map ϕ : Y → M such thatφ| X = ϕ.
It is well-known that the above are equivalent. This equivalence is due to the groundbreaking result from [12] , but we should also mention [11, 42, 27] when discussing this result. There are more conditions well-known to be equivalent to hyperfiniteness, such as amenability and semidiscreteness, but since they make no appearance in this paper, we refrain from defining them.
Another class of II 1 factors relevant to this article is the class of "McDuff" II 1 factors. Such factors were first studied in McDuff's revolutionary article [34] . 11 From the construction in Example 1.1.2, it can be deduced that R is McDuff.
Ultraproducts of tracial von Neumann algebras.
In this subsection, we will discuss the ultraproduct construction for tracial von Neumann algebras. Let U denote a nonprincipal ultrafilter 12 on N. For each k ∈ N, let (M k , τ k ) be a tracial von Neumann algebra, and let ||· || 2,k denote the induced Hilbert-Schmidt norm on M k . Consider the sequence space
We define the tracial ultraproduct of the (M k , τ k )'s (with respect to U), denoted k→U (M k , τ k ) (or simply k→U M k when the context is clear), to be given by
where
The ultraproduct k→U M k has a natural tracial state τ U given by τ U ((x k ) U ) = lim k→U τ k (x k ). This tracial state induces the Hilbert-Schmidt norm || · || 2,τ U on k→U M k .
We now take this opportunity to record some facts about (tracial) 13 ultrapowers. k ∈ N such that p = (p k ) U . Furthermore, each p k can be chosen such that τ k (p k ) = τ U (p). . This article will mostly address ultrapowers. It is important to note that there is always a canonical embedding of M into its ultrapower M U given by the diagonal (or constant sequence) embedding x → (x) U (the coset of the constant sequence with x in every entry). We sometimes abuse notation and write M ⊂ M U by identifying M with its image under the diagonal embedding.
Whether or not the isomorphism type of the ultrapower depends on the choice of ultrafilter is sensitive to set theory. More specifically, given a separable II 1 factor, all of its ultrapowers with respect to nonprincipal ultrafilters on N are isomorphic if and only if CH holds. (See [19] .) That being said, since we are always working under the assumption that CH holds, in this paper, we make the following convention: A benefit of considering ultrapowers of II 1 factors is that the ultrapower setting provides a formal way to concisely express many approximation properties. For example, a II 1 factor has Property Gamma if M ′ ∩ M u = C and a II 1 factor is McDuff if and only if M ′ ∩ M U is nonabelian.
1.3. Survey of Hom(N, M U ). As mentioned in the introduction, the space Hom(N, M U ) plays a significant role in the proof of our main results. This space was first studied by Brown in [7] in the case that M = R. Let N, P be II 1 factors. Let Hom(N, P) denote the space of all embeddings π : N ֒→ P modulo unitary equivalence. Given an embedding π : N ֒→ P, denote its unitary equivalence class by [π] . We can endow this space with a topology best described as "point-|| · || 2 convergence along representatives": [π n ] → [π] in Hom(N, P) if there exist representatives π ′ n ∈ [π n ] such that, for every x ∈ N, ||π ′ n (x) − π(x)|| 2 → 0. In [7] , Brown considered the space Hom(N, R U ) where N is a separably acting embeddable II 1 factor. One of the main results of [7] was that Hom(N, R U ) satisfies the axioms for a convex-like structure. 14 
where p is a projection in R U with trace t, p ⊥ = 1 R U − p, and σ(π ⊗ p) is the map given by x → σ(π(x) ⊗ p) (likewise for σ(ρ ⊗ p ⊥ )).
This operation is well-defined and satisfies the axioms for a convex-like structure. In [7] , Brown established a characterization of extreme points in the convex structure Hom(N, R U ) which was later extended to Hom(N, M U ), where M is a McDuff II 1 factor, in [1] and can be stated as follows:
This says that embeddings of N into M U with factorial relative commutant are the irreducible objects in this context. The above result yields the following characterization of R: Brown made some progress on this problem in [7] . Indeed, the following result due to Brown in regards to this question on existence of extreme points is crucial to the results of this article:
The reader interested in seeing more details and results on Hom(N,
M -
In this section, we give a brief survey of some of the fundamental notions of continuous model theory as they apply to tracial von Neumann algebras. One can consult [5] , [20] , or [18] for more detailed explanations.
Basic model-theoretic notions.
We treat tracial von Neumann algebras as model-theoretic structures using an appropriate continuous first-order logic. We start with atomic formulae ϕ(x) (here x is a tuple of variables), which are simply expressions of the form tr(p(x)) for some * -polynomial p(x). 17 We obtain the class of all formulae by closing the atomic formulae under applications of continuous functions R n → R (as n varies over N) and the "quantifiers" sup x and inf x (where the variables range over operator-norm bounded balls).
The function r− . ǫ is defined to be max(r−ǫ, 0) (which is clearly continuous). For simplicity, we have omitted what operator norm ball y is ranging over, but we usually assume our quantifiers range over the unit ball (which is often enough). Given a formula ϕ(x, y), a tracial von Neumann algebra M, and a tuple b from M, we also consider the expression ϕ(x, b), where we replace all occurrences of the variables y with the tuple b. We refer to such an expression as a formula with parameters b.
A sentence is a formula with no free variables. For example, we could consider the formula ϕ(x) from Example 2.1.1 and form the sentence ψ := inf x ϕ(x). Note then that, given a tracial von Neumann algebra M, we have that ψ M = 0 if and only if, for any δ > ǫ, there is a in the unit ball of M such that [a, b] 2 < δ for all b in the unit ball of M.
Tracial von Neumann algebras M and N are said to be elementary equivalent, denoted M ≡ N, if, for any sentence ψ, one has ψ M = ψ N . This is the socalled syntactic characterization of elementary equivalence. One can give an alternative, semantic definition, which is often more appealing to operator algebraists, namely separable tracial von Neumann algebras M and N are elemen-
Elementary equivalence is a much coarser equivalence relation than isomorphism. In fact, in [ If M and N are tracial von Neumann algebras, then an embedding j : N ֒→ M is said to be elementary if, for any formula ϕ(x) and tuple a ∈ N, one has ϕ(a) N = ϕ(j(a)) M . This also can be given a semantic reformulation: j : N ֒→ M is an elementary embedding if and only if it can be extended to an isomorphism 19 In particular, if there is an elementary embedding N ֒→ M, then N ≡ M. (1) Isomorphisms are elementary embeddings.
(2) Suppose that i : M ֒→ N and j : N ֒→ P are embeddings. If i and j are both elementary, then so is ji. If j and ji are both elementary, then so is i.
(3) If one has a directed system of tracial von Neumann algebras with each embedding elementary, then the canonical embeddings into the direct limit are also elementary.
In case the directed system from item (3) of the previous lemma is linearly ordered, we often refer to the corresponding directed system as an elementary chain of tracial von Neumann algebras.
If N is a subalgebra of M, then N is said to be an elementary subalgebra of M, denoted N M, if the inclusion map N ֒→ M is elementary. Of fundamental importance is the following: In particular, the diagonal embedding M ֒→ M U is elementary. 19 Again, this uses our CH assumption. 20 Here, the density character of a subset of a tracial von Neumann algebra is the cardinality of the smallest dense subset of that set.
The following are immediate consequences of Łos' theorem: We will also need the following facts about elementary embeddings particular to R and its ultrapower. (1) Every embedding of R into R U is elementary.
(2) Suppose that M ≡ R. Then every embedding R ֒→ M is elementary.
Proof.
(1) follows from Łos' theorem and the fact that any two embeddings of R into its ultrapower are unitarily equivalent. (2) follows from the first item, separable universality of R U (Fact 2.1.6(2)), and Fact 2.1.3 (2) .
Another key property of ultrapowers is that they are somewhat saturated: Fact 2.1.8 (Separable saturation of ultrapowers). Fix a separable set A ⊆ M U and a collection (ϕ i (x, a i )) i∈I of formulae with parameters from A. Then the following are equivalent:
(1) (approximate finite satisfiability) For any finite I 0 ⊆ I and any ǫ > 0, there is
Finally, we will need the following separable homogeneity property of ultrapowers. The proof is a standard "back and forth" argument using CH and separable saturation. Thus, tp(a/A) is a description of every first-order fact about a we might want to know using parameters from A.
For a separable subset A of M U , we let S(A) denote the set of 1-types over A, that is, the set of types of single elements in M U over A. We often use p and q to denote types. We write ϕ(x, b) p for the value of the function p on the formula ϕ(x, b). In other words, if a ∈ M U realizes p, meaning that p = tp(a/A), then
The nontrivial direction of the next fact follows immediately from separable homogeneity of ultrapowers. The previous fact shows that one may alternatively view elements of S(A) as orbits in M U under the natural action of Aut(M U /A), the group of automorphisms of M U that fix A pointwise. Here is an example to show how this perspective can be useful:
If A ⊆ B are separable subsets of M U and p ∈ S(A) and q ∈ S(B), then we write p ⊆ q if q extends p as a function, that is, for every formula ϕ(x, b) with parameters from A, we have ϕ(x, b) p = ϕ(x, b) q . We refer to q as an extension of p to B and p as the restriction of q to A. Note that from the orbit perspective, if p ⊆ q, then the Aut(M U /B)-orbit corresponding to q is contained in the Aut(M U /A)-orbit corresponding to p.
Crucial to our proof of the main theorem of this paper is the existence of a special kind of extension of types called heirs.
The notion of an heir might appear technical at first glance so we offer the following heuristic explanation. The type p as in the definition gathers all first-order information about some element (a realization of the type) using parameters from N. The extension q is now adding to this information by also describing how the realization should interact with parameters from the larger set A. q is then an heir of p if no "new phenomena" occur in q, that is, if a first-order phenomena occurs in q, then it also (approximately) occurs in p. The next example explains exactly how heirs will be used in the next section:
To see this, let ϕ(x, y) be the formula [x, y] 2 . Since ϕ(x, b) p = 0 for every b ∈ P, we must have that ϕ(x, b) q = 0 for every b ∈ Q. Indeed, if this were not the case, that is, if ϕ(x, b) q = r > 0 for some b ∈ Q, then there would be c ∈ P such that |ϕ(x, b) − ϕ(x, c)| q < r 2 by the heir property, whence ϕ(x, c) p > r 2 , which is a contradiction.
The following fact is standard in the classical setting; the only mention of it in the continuous setting is [4] , where it is mentioned to follow from a "compactness argument." For the sake of the reader, we provide this argument. Proof. We seek a ∈ M U satisfying the following two kinds of conditions: Indeed, if a is as above, we claim that q := tp(a/A) is an heir of p. By (1), q is an extension of p. To see that q is an heir, fix a formula ϕ(x, c) with parameters from A and set s :
Suppose now, towards a contradiction, that no such a ∈ M U exists. By separable saturation, it follows that there are:
• a formula ψ(x) with parameters from N such that ψ(x) p = 0, • a δ > 0, and • formulae ϕ 1 (x, c 1 ), . . . , ϕ m (x, c n ) with parameters from A as in (2) such that, for any a ∈ M U , if ψ(a) < δ, then ϕ i (a, c i ) < ǫ 2 for some i = 1, . . . , m.
In other words,
Set η := min(δ, ǫ 2 ) and take d 1 , . . . , d m ∈ M such that
Existentially closed factors.
The following notion is the model-theoretic generalization of the notion of algebraically closed field. It has been extensively studied in the operator algebraic context (see [17] and [26] ).
Definition 2.3.1.
Suppose that M is a subalgebra of the separable tracial von Neumann algebra N. We say that M is existentially closed (e.c.) in N if there is an embedding j : N ֒→ M U such that the restriction of j to M is the diagonal embedding M ֒→ M U . We say that a separable tracial von Neumann algebra M is existentially closed (e.c.) 21 if M is e.c. in N whenever N is a separable tracial von Neumann algebra containing M.
Items (1)-(3) of the following can be found in [25] and [17] ; item (4) follows immediately from the definition. (1) E.c. tracial von Neumann algebras are McDuff II 1 factors.
(2) Every separable tracial von Neumann algebra embeds into an e.c. factor.
(3) E.c. factors are locally universal, that is, if M is an e.c. factor, then any separable tracial von Neumann algebra embeds into M U .
We will also need to consider a relative version of this notion where we restrict to embeddable factors: Although we will not need it in this paper, one should observe that being an e.c.
(embeddable) factor is not an axiomatizable property in that it is not preserved under ultraproducts. This fact was first observed in [25] for arbitrary II 1 factors and then in [17] for embeddable II 1 factors. Since it relates to the work of the first-and third-named authors mentioned above, we offer a different argument for this latter fact. Proof. Take N ≡ R such that such that N ∼ = R. Fix elementary embeddings R ֒→ N and N ֒→ R U ; the first exists by Fact 2.1.7(2) and the second exists by Fact 2.1.6(2). Since the composite embedding j : N ֒→ N U is elementary, there is an automorphism α of N U that passes j to the diagonal embedding; this follows from Fact 2.1.9.
If N U were an e.c. embeddable factor, then all of its automorphisms would be approximately inner [17, Proposition 3.3] . In particular, by separable saturation, there would be a unitary u ∈ N U that conjugates j to the diagonal embedding. Since j factors through R U , this contradicts [3, Corollary 2.7]. Consequently, N U is not an e.c. embeddable factor; since N U ∼ = R U , neither is R U .
Building tracial von Neumann algebras by games.
We now introduce a method for building tracial von Neumann algebras first introduced in [22] (based on the discrete case presented in [29] ). This method goes under many names, such as Henkin constructions, model-theoretic forcing, or building models by games.
We fix a countably infinite set C of distinct symbols that are to represent generators of a separable tracial vNa that two players (traditionally named ∀ and ∃) are going to build together (albeit adversarially). The two players take turns playing finite sets of expressions of the form | p(c) 2 − r| < ǫ, where c is a tuple of variables from C, p(c) is a * -polynomial, and each player's move is required to extend (that is, contain) the previous player's move. These sets are called (open) conditions. The game begins with ∀'s move. Moreover, these conditions are required to be satisfiable, meaning that there should be some tracial von Neumann algebra M and some tuple a from M such that | p(a) 2 − r| < ǫ for each such expression in the condition. We play this game for countably many rounds. At the end of this game, we have enumerated some countable, satisfiable set of expressions. Provided that the players address a "dense" set of moments infinitely often, they can ensure that the play is definitive, meaning that the final set of expressions yields complete information about all * -polynomials over the variables C (that is, for each * -polynomial p(c), there should be a unique r such that the play of the game implies that p(c) = r) and that this data describes a countable, dense * -subalgebra of a unique tracial von Neumann algebra, which is called the compiled structure. Definition 2.4.1. Given a property P of tracial von Neumann algebras, we say that P is an enforceable property is there a strategy for ∃ so that, regardless of player ∀'s moves, if ∃ follows the strategy, then the compiled structure will have property P.
Fact 2.4.2.
(1) (Conjunction lemma [22, Lemma 2.4]) If P n is an enforceable property for each n ∈ N, then so is the conjunction n P n . Since the enforceable factor, should it exist, is a "canonical" II 1 factor not isomorphic to R, that leads these authors to guess that the above question has a negative answer.
There is a relative version of the above game where one restricts one's attention only to embeddable factors. It is still the case that being an e.c. embeddable factor is enforceable. In fact: In [3] , the first-and third-named authors generalized Jung's theorem in several ways. One of them was the following observation: This result can be viewed as a special case of the more general results in [3] . We document a short, but important separate proof for this result below, essentially following the proof of [3, Corollary 2.7]. The proof relies on the following: Now suppose that N is a separable II 1 factor for which there is an embedding σ : N ֒→ R U with a ucp lift, that is, with a ucp map φ :
is injective, we are in the situation of the previous lemma, whence we can conclude that N is injective. By Connes' landmark theorem from [12] , N ∼ = R.
Theorem 3.1.3 follows immediately from the previous paragraph. Indeed, fix an embedding σ : N ֒→ R U and view it as an embedding of N ֒→ N U (where, for notational simplicity, we are assuming that R ⊆ N is a concrete subfactor of N). Since N is a Jung factor, this embedding is unitarily equivalent to the diagonal embedding N ֒→ N U , whence there are unitaries u k ∈ N such that σ(x) = (u k xu * k ) U for all x ∈ N. Setting E : N → R to be the canonical conditional expectation and defining φ :
Note that the same proof shows that if the above embedding N ֒→ N U is such that there is a sequence of ucp maps
The following result from [3] is an even more serious generalization of Jung's theorem:
Theorem 3.1.5. ([3, Theorem 3.7]) Suppose that N is a separable embeddable II 1 factor for which, given any two embeddings π 1 , π 2 : N ֒→ R U , there is a sequence of ucp maps φ k : R → R for which π 1 (x) = (φ k (π 2 (x) k )) U . Then N ∼ = R.
Using conditional expectations, one has the following: In this paper, we will be concerned with an a priori more general notion: In the remainder of this section, we will be focused on II 1 factors with the generalized Jung property. At the end of the paper, we will return to the notion of generalized Jung pairs.
The first hint that there is a connection between the generalized Jung property and model theory is the following: The following further indicates the link between the generalized Jung property and model theory:
Theorem 3.1.10. Suppose that N is a II 1 factor. Then the following are equivalent:
(1) N has the generalized Jung property.
(2) Every embedding of N ֒→ N U is elementary.
(3) Whenever j : N ֒→ M is an embedding with M ≡ N, then j is elementary.
Proof. (1) implies (2) follows immediately from the fact that the diagonal embedding is an elementary embedding.
(2) implies (3): Assume that (2) holds and let i : N ֒→ M be an embedding, where M ≡ N. Let j : M ֒→ N U be an elementary embedding, which exists by Fact 2.1.6 (2) . Then the composition ji : N ֒→ N U is elementary by assumption. It follows that i is also elementary by Fact 2.1.3 (2) .
(3) implies (1) . Assume that (3) holds and let π 1 , π 2 : N ֒→ N U be embeddings. Then π 1 and π 2 are elementary embeddings by assumption. In particular, the map π 1 (x) → π 2 (x) : π 1 (N) → π 2 (N) is a partial elementary map between separable subalgebras of N U . By Fact 2.1.9 above, there is an automorphism α of N U extending this map. Thus α • π 1 = π 2 .
Remark 3.1.11. The advantage of item (3) in the previous theorem is that it does not mention ultrapowers and does not appear to depend on set theory. 23 . While the implications (1) implies (2) and (2) implies (3) do not depend on CH, the implication (3) implies (1) does use our standing CH assumption (via Fact 2.1.9).
In fact, without assuming CH, there are a priori two definitions of generalized Jung property, one that holds for some nonprincipal ultrafilter on N and one that holds for all nonprincipal ultrafilters on N. It would be interesting to investigate if these two definitions coincide independent of the ambient set theory.
We next discuss that the generalized Jung property is enforceable in the sense of § §2.4 above. First, we need the following: The following definition is nonstandard but is useful for our purposes (see [22, Proposition 3.10] ). In particular, having the generalized Jung property is an enforceable property.
We will also need the following fact: By considering the version of the game restricted to embeddable factors and using the fact that R is the enforceable embeddable factor, one is led to the following definition: (1) M has the generalized Jung property, and (2) M ≡ R.
The general case.
In the recent preprint [32] , a negative solution to the CEP was announced. Working under the assumption that the proof there is correct, we immediately have: Proof. This follows immediately from the so-called Dichotomy theorem [22, Theorem 6 .1] and the fact that being finitely generic is an enforceable property.
As stated above, we believe that there does not exist an enforceable factor; consequently, that leads us to believe that there exist continuum many nonisomorphic separable finitely generic II 1 factors, and hence continuum many nonisomorphic separable II 1 factors with the generalized Jung property.
A second follow-up question to which our arguments do not apply is the following: This question is of interest on its own, but a positive resolution of Question 3.2.4 would provide an example of a nonembeddable "self-tracially stable"II 1 factor. Definition 3.2.5. A II 1 factor N is self-tracially stable if, for every embedding π : N ֒→ N U , there is a sequence of embeddings π k : N ֒→ N such that, for every x ∈ N, π(x) = (π k (x)) U .
In [3, Theorem 2.4] it was shown that R is the only embeddable self-tracially stable II 1 factor. Thus it would be of significant interest to exhibit a nonembeddable self-tracially stable II 1 factor. The following proposition shows that if we were to exhibit a nonembeddable Jung factor, then we would automatically have an example of a nonembeddable self-tracially stable II 1 factor. Proposition 3.2.6. A Jung factor is self-tracially stable.
Proof. Let N be a Jung factor, and let an embedding π : N ֒→ N u be given. Then π is unitarily equivalent to the diagonal embedding, say by a unitary u = (u k ) U ∈ N U . Then we can take π k : N ֒→ N to be given by π k (x) = u * k xu k .
The case of embeddable factors.
While R is not the unique factor with the generalized Jung property, in this subsection we show that it is the unique embeddable factor with the generalized Jung property.
A first step towards this result is the following: 
Consequently, we get a chain of iterated ultrapowers
such that all maps between successive ultrapowers of R are elementary as are all maps between successive ultrapowers of N. Setting M to be the union of the chain, by Fact 2.1.3(3) we see that M is both an elementary extension of N and R, whence N ≡ R.
Now we prove the following general result, which is a modification (and simplification) of [24, Proposition 4.12] . The proof uses the material on types and heirs from § §2.2 above: Theorem 3.3.2. Suppose that M, N, and P are such that: Then M ′ ∩ P U is a factor.
Proof. Fix a ∈ Z(M ′ ∩ P U ); we will show that a ∈ C. Let p = tp(a/M). By Example 2.2.3, p(P U ) ⊆ Z(M ′ ∩P U ). Let q ∈ S(N) be an heir of p, which exists by Fact 2.2.6. By Example 2.2.5,
Now take b ∈ q(P U ). Since N ′ ∩ P U is a factor, we have that b = λ · 1 for some λ ∈ C. Consequently, d(x, λ · 1) p = d(x, λ · 1) q = d(b, λ · 1) = 0, whence a = λ · 1, as desired. Proof. Fix an elementary embedding j : M ֒→ R U . Then j(M) R U . By Theorem 1.3.4, there is N ⊆ R U such that j(M) ⊆ N and N ′ ∩ R U is a factor. By Theorem 3.3.2, we have that j(M) ′ ∩ R U is a factor, as desired. We now arrive at the main result of this paper: 
These examples are [14, Propositions 12, 19, 20] and [43, Proposition 7] . Here, given a countable group Γ , Γ denotes the direct sum of countably many copies of Γ whileΓ denotes a particular direct limit/semidirect product construction considered by Zeller-Meier in [43] . Also, S fin ∞ denotes the group of permutations of N with finite support. After [14, 43] , very little on super McDuff factors appeared in the literature until [24, Corollary 4.10 and Proposition 4.12] , where the following two facts were proven: 
Connection to the current work.
In [24] , the following question was raised: The following lemma is obvious but worth stating: Consequently, if M ≡ R, then M is IAC. On the other hand, we have the following recent observation of Adrian Ioana. We thank him for giving us permission to include a proof of his result here. 
Letting E R : M → R denote the canonical conditional expectation, it follows, after passing to a subsequence of (u k ), that u k xu * The original motivation for Question 4.2.1 was to obtain the following corollary:
In [43] , it is shown that L((F 2 × Z)˘) is not super McDuff, whence the result follows from Corollary 4.2.6 above. Since L((F 2 × Z)˘) is McDuff and IAC, before Corollary 4.2.6, we did not know a method of distinguishing this factor from R in a first-order fashion. Before the appearance of [6] , not many non-elementarily equivalent II 1 factors were known, hence the interest in establishing the previous corollary. 3 has a negative answer. 25 We can give a partial answer to Question 4.3.3, but we first need the following technical result: Proposition 4.3.5. Let {M n } be an increasing sequence of separable subfactors of M U , each with factorial relative commutant. Let P denote the union of the M n 's. Then P ′ ∩ M U is a factor. 25 An axiomatizable property closed under unions of chains is axiomatized by ∀∃-sentences, that is, sentences of the form sup x inf y ϕ(x, y) where ϕ has no quantifiers; see [18, Proposition 2.4.4.(3) ]. If this property further satisfies that every factor embeds into a factor with this property, as we established for super McDuffness in Corollary 4.2.12, then every e.c. factor has this property; see [17] .
Hence,
and it follows that u ∈ P ′ ∩ M U and u * qu = p. For the next result, we need to introduce the class of infinitely generic factors: (1) Every II 1 factor is contained in an element of G. (3) G is the maximum class with properties (1) and (2) .
Elements of G are called infinitely generic II 1 factors. Recently, the second-named author proved the following: (1) P is elementarily equivalent to the infinitely generic factors;
(2) P has the generalized Jung property;
(3) P is contained in a property (T) factor. Then P is super McDuff.
Proof. Fix an infinitely generic factor M; by (1), P ≡ M. By (3), we may take a property (T) factor N such that P ⊆ N. By Fact 4.3.9, there is an embedding N ֒→ M U with factorial relative commutant. The restriction P ֒→ M U is elementary by (1) and (2) . Thus, by Theorem 3.3.2 above, P ′ ∩M U is a factor. By Fact 4.1.4(1), we have that P is super McDuff.
The following question is open: Question 4.3.11. If M is a finitely generic factor and N is an infinitely generic factor, is M ≡ N?
If the answer to the previous question is "no", then once again we have nonelementarily equivalent e.c. factors. Otherwise, if P is a finitely generic factor, then P satisfies (1) and (2) Note that the conclusion of the previous corollary, coupled with the fact that finitely generic factors are not embeddable, would give a nonembeddable super McDuff factor.
G J II 1
We end this paper with some collected observations and questions regarding generalized Jung pairs. Here is an even more basic question: For example, any property (T) II 1 factor has w-spectral gap in any II 1 factor extension.
We next point out the following recent theorem of the second-named author: On the other hand, if every embedding of N into M U has factorial relative commutant, we claim that there is only one embedding of N into M U up to unitary equivalence. Indeed, by [1] , Hom(N, M U ) is convex, and by Theorem 1.3.2, every point is extreme. It follows that Hom(N, M U ) is a singleton. Then by [3, Corollary 3.8], we have that N ∼ = R. 
