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Abstract
The KM3NeT neutrino telescope, currently under construction,
aims to detect high energy neutrinos from distant astrophysical
sources, as well as studying the properties of neutrinos by
exploiting atmospheric neutrinos. 3-Dimensional arrays of
thousands of optical sensors with a total volume of about five
cubic kilometres will be distributed over three locations in the
Mediterranean Sea. These optical sensor modules will detect the
cherenkov light emitted by the charged particles (muons)
produced in collisions of neutrinos and the Earth. To be able to
reconstruct the path of the muons radiating the detected photons,
an accurate time-calibration is vital.
For efficient commissioning, already before deployment a
pre-timecalibration of the modules is required. Currently, a
laser-installation is used to perform this calibration procedure. In
this thesis the possibility to use cosmic ray showers to perform
this pre-calibration is investigated. Particles (muons, electrons) of
secondary radiation reaching the earth in an air shower will hit
the detectors at virtually the same moment, which makes the
recorded coincident suitable for time-calibration. This study
demonstrates that the optical modules can indeed detect these
particles from cosmic showers, and that the subsequent data can
be exploited for a robust time-calibration with an accuracy of
within 0.3 ns.
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Chapter1
Introduction
1.1 The KM3NeT neutrino telescope
KM3NeT is the next generation deep-sea neutrino telescope, which is un-
der construction in the Mediterranean Sea. The main objective is the de-
tection of high energy neutrinos from astrophysical sources, and an im-
proved measurement of neutrino oscillations. The design study started in
February 2006 and the full detector is scheduled to be completed in 2020
[1].
Although they are very elusive particles, some neutrinos crossing the
earth will interact with the earth’s matter, hereby producing charged par-
ticles in the collision.
If these particles have enough energy to exceed the speed of light in
water while travelling through the sea, they will emit electromagnetic
Cherenkov radiation. Bymeasuring the angle and frequency of these emit-
ted photons, it is possible to reconstruct the direction and the energy of the
charged particles that travel through the detector. This then will also give
some information about the energy of the incoming neutrinos, and the
relative amount of neutrinos coming from a certain direction at a certain
time.
For the detection of the Cherenkov light a Digital OpticalModule (DOM)
is developed. The modules are arranged in vertical string-like Detection
Units (DUs), build out of 18 DOMs, two buoys and a base-container at-
tached to an anchor (see fig 1.1).
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Figure 1.1: The KM3NeT Neutrino Detector setup. Shown is a neutrino colliding
with earth’s matter producing a muon. If the muon travels through water at a
speed exceeding cn , it will emit Cherenkov photons. By detecting these photons
the energy and direction of the muon can be reconstructed.
1.1.1 The Digital Optical Module
Once finished, the KM3NeT detectors will consist of three-dimensional
arrays of in total about 12000 optical sensors modules distributed over a
volume of several cubic kilometers. The sensor modules register time of
arrival of the light, the brightness of the light, and the geometrical position
of the sensor at the time of arrival of the light. The modules are connected
to a control room on shore by a network of optical fibres.
The sensor modules of KM3NeT are referred to as Digital Optical Mod-
ules (DOMs). These DOMs are 17-inch pressure resistant glass spheres,
each containing 31 3-inch photomultiplier tubes,or PMTs (fig.1.2). A PMT
is an extremely sensitive light detector, that can be triggered by a single
photon, and multiply the current produced by the incident light. The
multi-PMT design provides a large photo-cathode area, good separation
between single-photon and multi-photon hits and gives directional infor-
mation on the arrival photons. [2]
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Figure 1.2: A Digital Optical Module, possessing 31 photomultiplier tubes.
1.2 Time calibration of the DOMs
To be able to reconstruct the trajectory of the particle emitting the de-
tected photons from the data collected by the PMTs, a time-calibration is
required. To achieve the envisaged angular resolution, time-calibration at
a nano-second level is necessary, not only between the 31 PMTs in one
DOM, but also between the 18 DOMs making up a Detection Unit, and
even between the DUs as well. [2]
The final calibration will be done in situ, using reconstructed muon-
tracks. To be able to detect a possible muon-track and trigger the re-
construction process, it necessary to already have a fairly accurate time-
calibration, to within several nano-seconds. Therefore, before the deploy-
ment of a Detection Unit, an offshore pre-calibration needs to done. Also,
this pre-calibration can serve as an independent cross-check to the in situ
calibration using nano-beacons.
The intraDOM time calibration, i.e. the calibration of the 31 PMTs in
one DOM, is done by using the natural radioactivity caused by the decay
of Potassium (40K) to Calcium (40Ca) . This can be done in situ, using the
40K present in seawater, and off shore, since there is also a small amount
of Potassium present in the glass sphere covering the DOMs. An electron
issued of this beta decay of 40K typically produces about 100 photons of
Cherenkov radiation [2]. A single 40K decay in the vicinity of a DOM can
this way trigger multiple PMTs, and the coincidence in this detection is
exploited for time-calibration.
The interDOM calibration is performed by sending a laser signal di-
rectly to a PMT. Optical fibers connected to a laser are attached to a chosen
specific PMT (the reference PMT) of every DOM in a Detection Unit, so
that all 18 reference PMTs receive a light pulse at the same moment. The
time-stamped signal from the PMTs can then be calibrated, hereby taking
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the K-40 calibration of the PMTs into account. To perform the lasercalibra-
tion the 18 DOMs of one Detection Unit are put in a darkroom set-up as
shown in figure 1.3 to prevent any background photons. In this picture,
also the laser installation can be seen. The data used in this research is
collected at this darkroom at CPPM in Marseille.
Figure 1.3: The setup of the DOMs in the darkroom at CPPM.
To clarify the picture above a rough schematic of the positioning of
the DOMs during the calibration in the darkroom is added in figure 1.4.
Shown is the numbering of the DOMs and an approximate extension be-
tween them.
Figure 1.4: Configuration of the DOMs as positioned in the darkroom inMarseille
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1.3 Time calibration of DOMs using data from
cosmic shower radiation
Although in a darkroom, a lot of data can still be collected from signals
that the PMTs receive. This ’background signal’ originates mostly from
charged particles, still penetrating the darkroomwhere photons are shielded.
Some of the particles in this cosmic radiation that enter the darkroom,
hit the glass sphere that covers the PMTs in the DOM. In this interaction
Cherenkov light is produced, which are then detected by the PMTs. Most
of these charged particles are muons and electrons reaching the earth’s
surface as secondary radiation.
When a high energetic cosmic particle entering the earth’s atmosphere
hits an atom’s nucleus in the air, the interaction produces an air-shower
of secondary particles. As sketched in figure 1.5, the separate particles
in such a shower will reach the earth’s surface within a very small time
window. Therefore we expect to be able to see correlations in the signals
recorded by the DOMs.
Based upon this idea, the data that is collected by the Detection Unit
in the darkroom, is in this study exploited for the time-calibration of the
DOMs.
11
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Figure 1.5: Particles from a single cosmic shower reaching surface detectors at
virtually the same time.
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Chapter2
Methodology
2.1 Data from cosmic showers
The primary cosmic particles reaching the earth’s atmosphere are for 89
percent protons, 10 percent alpha-particles and about 1 percent heavier
nuclei. Virtually all these particles interact with the nuclei of air molecules,
which is to say that practically all the radiation that reaches sea-level is
actually secondary radiation. The secondary radiation that reaches our
Detection Unit in a shower, are expected to give clear coincidences in the
recorded signal. To give a very rough idea of the amount of particles that
are present in a cosmic shower: at a distance of 5 meter from the center
of the shower, the density is about 5 particles per square meter. The par-
ticle density scales with the distance to the central axis with R3. [3] From
this it is reasonable to expect that incoming showers will actually trigger
multiple DOMs, creating correlated data. The accuracy of this correlation
is dependent on the differences in the arrival time of the particles in a
shower.
There is of course the thickness of the shower itself, which is at earth’s
surface roughly around one meter at the center, giving a diversification
in arrival time of up to 3 ns. This value slowly increases linear with the
distance from the center. Also, the plane of the incoming showers in typi-
cally not perpendicular to the earth’s surface, but coming randomly from
all directions. The distance between DOM 1 and DOM 18 is around 6.8
meters (see fig. 1.4), which means that two particles from horizontally
incoming showers would hit these two DOMs with a time difference of
22 ns. However, the amount of showers coming in with a zenith angle q
from the vertical, falls of with a factor (cosq)2, so the vast majority of the
showersfronts will actually hit the detectors not far from the horizontal.
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Even more, the showers coming in from different angles will average out,
hereby creating a symmetric coincidence peak at the point of zero time-
difference for the incoming particles. This means that the coincidences we
are looking for are expected the be within the order of nano-seconds. The
total rate of particles detected at sea-level is about 200 Hz.m 2. Consider-
ing the effective area of the PMTs this gives a rate of about 3 Hz on every
DOM. Since the time-window in which we will be looking for a peak in
the measured coincidences is of the order of nano-seconds, the expected
contribution of noise within this level is negligible.
From this we will assume that the coincidences we measure are ac-
tually originating from the same shower, because statistically only very
occasionally there will be an overlap of two different showers within the
time window of several nanoseconds in which the coincidences will take
place.
From an earlier study at extensive cosmic air showers, it follows that
the coincidence rate for two detectors with a surface area of 225 cm2, which
is smaller but still of the same order as the effective area per DOM (±1250cm2),
gives a coincidence rate of 5.10 3Hz at a distance of 120 cm, which is also
of the order of the distances between the DOMs. Therefore, collecting data
for several hours, is expected to produce to the order of 500 coincidences
for DOMs in each others vicinity. This should indeed be sufficient to per-
form an accurate time-calibration [4].
During the time this study was done, two different Detection Units
have been in place in the darkroom for taking data. These DUs will be
referred to as DU0 and DU1. For this study, 3 independent runs of 5 hours
of data taking with DU0 are available. These runs will be referred to as
run572, run574 and run576. With DU1 only one run of 6 hours is done,
referred to run1946. For both DUs also a laser calibrations has been per-
formed. The shower calibration will be compared to the results of this
laser calibration.
2.2 Correlation histogram of time-differences be-
tween hits for two DOMs
Analyzing the data, we look for correlations in the signals of the DOMs.
If two or more PMTs in one DOM receive a signal within 20ns, this is
recorded as a so-called L1-hit[5]. Now for every PMT signal belonging to
an L1-hit, the time-difference with all the PMT signals of the other DOMs
belonging to an L1-hit is determined. So the amount of coincidences we
14
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Figure 2.1: Histogram of time difference between hits for 2 DOMs. The histogram
is fitted to a normal distribution.
determine is actually a multi-fold of the individually measured L1-hits,
since all the possible time-differences are exploited in finding the average
value for this.
For a specific DOM-pair the distribution of the time differences be-
tween the L1-hits can be shown in a histogram (fig.2.1).
We are looking for the average time-difference between the L1-hits as it
corresponds to the difference in the ’proper time’ of the DOMs (The proper
time of DOM 1 being called t1). This difference in proper time is thus equal
to the offset from zero of the mean(µ) that is found in the histogram.
Every histogram is fitted twice. First with a rough estimate of the pa-
rameters, and then a second time using as starting parameters the out-
comes of the first fit. The most important advantage of this method is that
the fitting range is for the second fit adjusted to the actual width of the
peak in the specific correlation histograms. Since we expect the width to
increase for DOMs that are located at further distance, we cannot use a
standard value for this. This will also be shown in the next section. The
fitting range is chosen to be  1.5s < µ < 1.5s.
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For every DOM-pair, the offset µ is then determined by fitting the cor-
responding histogram to the following normal distribution:
f (Dt) =
A
s
p
2p
e 
1
2 (
Dt µ
s )
2
The option to add a constant to the function as an extra parameter to
the fit is investigated but made no significant difference to the final results.
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2.3 Determining the offsets for all DOM-pairs
simultaneously
As mentioned, a correlation histogram as shown in figure 2.1 can be made
for every possible DOM-pair. This is to say, 17 histograms for the coinci-
dences between DOM 1 and the 17 other DOMs, but also 16 histograms
for DOM 2 and the 16 other DOMs. Therefore the total number of possible
combinations we can make is given by 12N(N   1) = 153.
From the fitted histograms then, with Dt = (ti   tj) the following set
of 154 equations is formed:
t1 = 0
(t1   t2) = µ1
(t1   t3) = µ2
. . .
(t17   t18) = µ153
The propertime of DOM 1 (t1) is set equal to zero. This means that the
propertimes of the 17 other DOMs are defined as an offset to DOM 1. To
determine the best approximation for these 17 offsets, this system of equa-
tion has to be solved in a optimal way. This can be done by filling a ma-
trix as follows, and solving this matrix equation using the method of least
squares. ⇤
2666666664
1 0 . .
1  1 0 .
1 0  1 .
. . . .
0 1  1 .
. . . .
0 . 1  1
3777777775
2664
t1
t2
.
t18
3775 =
2666666664
0
µ1
µ2
.
µ18
.
µ153
3777777775
⇤It may seem just a formally to explicitly add the trivally valued first row to this ma-
trix, but without setting t1 to zero the matrix equation cannot be solved because the ma-
trix (ATA) is singular and therefore not invertible. The reason for this is that the set of
equations has infinite solutions if the offsets are all determined just relative to each other,
without fixing at least one.
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Or
A~t = ~µ
Then
~t = (ATA) 1AT~µ
DOMs that are located next to each other in the experimental setup
are expected to show a lot more coincidences and also less variations in
time difference between hits. This means that we will be able to locate the
peak in those correlation histograms more exactly, and hence determine
the time-offset between DOMs close to each other with higher precision.
Taking the uncertainty of µ into account, the equations for Dt become:
(ti   tj) = µij + sµij
The following variance matrix is used to put more weight on the equa-
tions where sµij is small:
C = diag[
1
s2µ
]
ROOT uses the minimization program MINUIT to calculate this value
for s2µ. It is of the same order as s
2
A , with s and A as determined by the fit
to a normal distribution.
Adding the variance matrix to the equation gives:
CA~t = C~µ
Solving for~t gives:
~t = (ATCA) 1ATC~µ
18
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Results and Discussion
3.1 Spread of the coincidences around the mean
offset
As is to see in figure 2.1 the data in the histogram indeed resembles the
shape of the normal distribution it is fitted to. But it is important to realize
again that the main variation around the peak is not due to random devi-
ations in the measurement process, but to properties of the radiation we
are measuring.
As mentioned in chapter 2, the thickness of the shower, as well as the
variations in the incoming angle of the showerfront, give an increasing
diversification in arrival time of the particles from one shower. Looking at
the fitted histograms of the correlations between DOM 1 and the 17 other
DOMs (fig 3.1), we can see this increase in width due to the increasing
distance. Also the steady increase in offset due to the increasing cable-
length between the DOMs is to see in these plots.
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Figure 3.1: Histograms of coincidences between DOM 1 and the other 17 DOMs.
Data is taken from run572.
The increase in width with the increasing distance is more explicitly
shown in figure 3.2. The values of 4 to 10 ns are within the expected range
as discussed in chapter 2.
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Figure 3.2: For 3 fixed DOMs, the width of the correlation histogram is plotted
against the distance to the corresponding DOM.
To get a very rough idea of the coincidence rate, we look at the time-
differences between L1-hits involving one fixed PMT on every DOM. From
the integral of the correlations histograms the coincidences per second are
calculated, and plotted against the distance to the correspondingDOM (fig
3.3). For DOMs at a distance of more then±2.5m the rate goes to the order
of 1.10 2, which is actually what could be expected from [4], although it
is very difficult to give a fair estimate for the effective area of the detec-
tor surface when looking at just these L1-hits. For neighbouring DOMs,
the very steep increase of coincidence rate could possibly be explained by
assuming the DOMs actually see ’each other’. It is reasonable to expect
that an incoming particle hitting the glass sphere of a DOM actually cre-
ates several photons in this interacting, which are then also detected by
the DOMs in the nearest vicinity.
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Figure 3.3: Looking at the L1-hits recorded by one fixed PMT on every DOM.
From the integral of the correlation histograms the coincidences per second are
calculated, and plotted against the distance to the DOM corresponding to the
histogram.
3.2 Accuracy of the determined offsets
The solutions for the offsets, obtained by solving the equation A~t = ~µ by
the least squares approximation, are plotted in figure 3.4. Clearly there
is an expected linear increase in offset due to the increasing cable length
between the DOMs.
DOM nr.
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Figure 3.4: The time-offsets of the DOMs as determined with the shower-
calibration.
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3.2.1 Residuals of the least squares approximation
The found values for the offsets~t = (t1, .., t18) can now be put back in the
equation to find the residuals: A~t ~µ. This gives a measure for how well
the equation is solvable. These residuals are plotted in figure 3.5.
Correlation histogram nr.
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Figure 3.5: For the 153 correlation histograms, the difference between the value
for the mean as calculated with the least squares approximation and the value as
found from the fit of the histogram to a normal distribution, is plotted.
3.2.2 Effect of variance matrix
The effect of using a variance matrix is clearly visible in figure 3.5, and we
see that overall the residuals corresponding to a DOM-correlation where
the DOMs are further apart increase, because the corresponding equation
(i.e. the row vector) is weighted less in finding the optimal solution for the
whole system.
This general effect of using the variance matrix is better visualized by
plotting the residuals against the widths of the corresponding histogram
(fig. 3.6).
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Figure 3.6: Residuals against the width of the corresponding histogram. The
data-points are fitted to a linear line just for visualization.
3.2.3 Statistical errors on the offsets
In general for a function f = Âi xi the errors on f will be given by (sf )2 =
S(sxi)
2
For convenience let’s define the matrix D = (ATA) 1AT, so that the
equation A~t = ~µ is solved by ~t = D~µ. Then the standard error on the
offsets is given by:
(sti)
2 =
153
Â
j=0
(Dijsµj)
2
To compare these values to the actual spread found in the data, the dif-
ference between two runs and the statistical errors as calculated are plotted
in figure 3.7.
The calculated values for the errors are significantly smaller then the
actual deviations found. However, the small differences between the two
runs show the consistency of the shower-calibration method, and that a 5
hour run is amply sufficient to perform a calibration that is consistent well
within the desired accuracy.
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Figure 3.7: Difference in offsets between run574 and run576, plotted together
with the calculated value for the statistical errors.
Calculating a general value for the standard deviation in t, we first look
at the standard deviation of the statistical errors. A fair estimate for this
value is given by:
(sµ)
2 =
ÂNDi (sµi)
2
ND   Np =
ÂNDi (sµi)
2
153  17
ND is the amount of data points, which is equal to the 153 correlation
histograms. Np is the number of parameters, which is 17 is our case, since
one DOM is fixed to t1 = 0. The error in t becomes then
st =
vuut153Â
j=0
(Djsµ)2 =
1
3
sµ ⇡ 0.005ns
In figure 3.7 the individually calculated values for st1   st17 are plotted.
Clearly they all agree very closely to the calculated average value of 0.005
ns.
For the three runs that where done with DU0 the mean value of the
found offsets are calculated and the deviations from this mean value are
shown in a histogram (fig.3.8). The RMS of ±0.065 ns is about ten times
higher then the calculated value for the statistical errors. This discrepancy
is mostly due to a dispersal of run572 that creeps in for the values of the
offsets around DOM 10 (as becomes visible in figure 3.9). The origin of
deviations like this are small and seemingly spontaneous systematic errors
that are very difficult to track down and can have multiple sources. Still,
25
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the 3 individual runs show a very high consistency that is well within the
required accuracy.
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Figure 3.8: Deviations from the mean offset for the 3 runs with DU0
3.2.4 Systematic errors on the offsets
Looking at the residuals we recognize that these are a lot bigger then
what we might expect by looking at the uncertainty in the means (sµ)
that where derived. Also, these residuals are consistent between runs of
DU0 and not random deviations. Apparently there is also a consistent sys-
tematic error of unknown origin in the determination of the offsets. The
source of this error has not been successfully tracked down during this
study.
To calculate also an estimate for this systematic error in~t, the deviations
in the residuals are considered, while ignoring statistical errors in µ for
now.
The systematic error in the offsets #t is calculated in the same way as
the statistical error:
(#µ)
2 =
S(DijRi)2
ND   Np ⇡ (0.3)
2ns
Then:
#t =
vuut153Â
j=0
(Dj#µ)2 =
1
3
#µ ⇡ 0.1ns
26
3.2 Accuracy of the determined offsets 27
 
Entries  153
Mean   -0.07409
RMS    0.2612
Residuals(ns)
-3 -2 -1 0 1 2 30
5
10
15
20
25
30
Figure 3.9: Histogram of the residuals. Data taken from run 572.
In figure 3.9 the values of the 153 residues for run572 are shown in
a histogram. The value for the RMS, 0.26 ns, agrees with the calculated
value for #µ of 0.3 ns. The histogram of the residues for the single available
run1946 done with DU1 is also made, showing a significantly lower RMS
of 0.19 (fig.3.10).
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Figure 3.10: Histogram of the residuals. Data taken from run1946 .
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3.2.5 Anomaly in data taken with DU1
Although, as mentioned earlier, the single available run done with DU1 is
documented to be a 6 hour run, it contains nearly twice the amount of data
that can be found in the run with DU0, which are 3 runs of 5 hours, and all
show virtually the same amount of data, as is to be expected. At this point,
this anomaly is not explained, and needs further research. In this study,
the effect of having twice the amount of data available in performing the
shower-calibration, is not investigated. It could give a possible explana-
tion of why the RMS of the residuals from the fit on this run is substantially
lower then on the runs with DU0, which would indicate that the statistical
error that should be taken into account is in fact much higher then antic-
ipated, and taking more data actually significantly decreases the RMS of
the residuals. This would imply that taking longer runs is actually worth-
while since it leads to a considerably more accurate fit. However, it is also
possible, and considering the consistency between the runs with DU0 it is
more likely, that the systemic error effecting the measurements was lower
during the data-taking of run1946, hence increasing the accuracy of the fit.
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3.3 Comparison with laser-calibration
As mentioned in the introduction, three independent runs of 5 hours are
performed with the first DU in place (DU0), and one run of 6 hours taken
with the secondDU,DU1. The offsets as determined by the shower-calibration
on the 3 runs with DU1 can be compared to a single laser-calibration. The
run performed with DU1 is compared to 2 laser calibrations, done with
two different reference PMTs.
3.3.1 Offsets from laser calibrations
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Figure 3.11: Comparison of three independent runs with the same laser calibra-
tion.
As discussed in the previous section, there is only a small deviation be-
tween the separate runs done with DU0, as also becomes visible in figure
3.11. The found values for the differences between the shower calibration
and the laser calibration are negligible, confirming the consistency of the
shower-calibration.
Figure 3.12 is showing a clear systematic offset between the two laser-
calibrations done with PMT7 and PMT15 as a reference PMT. The origin
of this error in unknown and could also not be explained in an earlier
study [6]. Also, there are some systematics in the offsets from zero for
both calibrations. To make this more visible the offsets of both PMTs are
shown again in figure 3.11, but now with the mean subtracted. The ev-
ident tendency revealed in this plot might be a justified topic for further
investigation.
The deviations in differences between the offsets as determined by the
showercalibration and the lasercalibration is also shown in a histogram in
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Figure 3.12: Differences of the shower- and lasercalibrations for the runwithDU1.
The offsets compared to both reference PMTs are shown.
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Figure 3.13: Same as figure 3.12, but with the mean subtracted.
figure 3.14. It shows the differences between the three runs that weremade
with DU0 and the single lasercalibration for that DU, and the differences
between the run done with DU1 compared to both lasercalibrations. Even
though clearly some systematic and unexplained differences between the
two calibration methods are revealed, this histogram with a RMS of ⇡
0.57ns indicates that they agree well within the desired accuracy for a pre-
calibration of the DOMs.
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Figure 3.14: Histogram showing the differences found between the shower cali-
bration and the laser calibration.
3.3.2 Consistency of shower-calibration for different set-
tings
To investigate the robustness of the shower calibration for different initial
settings, the calibration is performed within several time-windows. This
means that the time-frame in which the correlation-peak has to be found
and in which the fit is made to determine the offset is varied, and the
resulting values are then compared to check for consistency. Also for the
initial (to be determined) time-offsets between the DOMs, the calibration
is done with several different values for these parameters. The principal
results are shown in figure 3.15 and confirm the consistency of the shower
calibration for these various settings.
3.3.3 Consistency between PMT-calibrations
As mentioned in the previous chapter, the inter-PMT calibration is done
using a K-40 calibration. This K-40 calibration can be done with several
initial parameter-settings. One possible alteration that can be made is to
count as a coincidence only the L1-hits where exactly 2 and not more PMTs
were activated. Also, the choice can be made to take only those recorded
PMT-signals with a measured time-over-threshold between 20 and 30 ns
into account. To investigate whether these settings make a significant dif-
ference to the outcomes, the shower calibration is separately done using
these different inter-PMT calibrations. The results are shown in figure 3.16,
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Figure 3.15: For several different settings, the found difference between the laser
calibration and the shower calibration is plotted.
demonstrating that the chosen type of K-40 calibration makes a noticeable
but not significant difference in the determined offsets.
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Figure 3.16: Offsets as compared to laser-calibration, using 3 different settings for
the K-40 inter-PMT calibration.
3.4 Suggestions for further study
Although the results that are laid out in this thesis already meet the re-
quirements for a pre-calibration by demonstating a nano-second level ac-
curacy, some further investigations might be worthwile. First of all, more
runs have to be performed on DU1 to confirm that the remarkable con-
sistency between the 3 runs taken with DU0 was in fact not a eccentricity
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but a consequence of the small statistical errors of the shower-calibration.
More over, runs with varying lengths could be investigated to demon-
strate even more conclusively the small proportional contribution of the
statistical errors to the obtained standard deviation in the residuals. But
even when the statistical errors prove to be more substantial than earlier
consistency indicated, the values of the residuals will still mostly follow
from yet unexplained systematic errors, and further examination of the
origin of these errors may actually show more light on the whole mea-
surement process of data-taking with the DOMs. For further comparison
with the laser-calibration, first the systematic offset between the two laser-
calibrations done on DU1 with the two different reference PMTs, as shown
in figure 3.12, has to be traced and resolved. When a consistent single set
of values for the offsets as determined by the laser-calibrations is agreed
upon, it will be interesting to go into the systematics as displayed in figure
3.13.
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Conclusion
In this study, the possibility to exploit cosmic shower radiation for the
offshore calibration of the DOMs in a Detection Unit is investigated. Us-
ing the contemporary laser-calibration as a reference, the results obtained
hereby have been reproduced to within a deviation of 0.6 ns.
For one DU, 3 individual runs where taken, which show a mutual con-
sistency of within 0.07 ns, implying very low statistical errors in the deter-
mination of the offsets using the shower-calibration.
The residuals of the least squares approximation that was used, result
in a much higher estimation of ⇡ 0.26ns for the actual deviation in the
obtained values for the offsets, indicating an apparent systematic error has
to be taken into account. Although it might be worthwhile to investigate
the origin of these errors, the currently results are well within the desired
accuracy for a pre-calibration.
Furthermore, the shower-calibration proves itself to be robust for a va-
riety of initial settings. Several different K-40 calibrations are used in an-
alyzing the data taken by the DOMs, resulting in comparable values for
the determined offsets. Also a range of initial conditions and parameter-
settings that can be chosen in performing the shower-calibration have been
varied to investigate the effect on the final results. The various determined
offsets show no significant diversification, proving the obtained results to
be not just an artifact of these settings.
Although the results already satisfy the required accuracy for a pre-
calibration, more data-taking may be desired. One goal would be to in-
vestigate the actual contribution of the statistical errors and with this the
effect of the length of the run that is used for calibration on the accuracy
of the results. Also, further research could show more light on the origin
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of the systematic errors, possibly revealing some fundamental artifacts in
the measurement process that is relevant to the KM3NeT-development.
Considering the results presented in this thesis, the shower-calibration
is sufficiently demonstrated to be a very viable method to perform the
offshore time-calibration for the DOMs in a DU.
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