Abstract. The max-cut problem is to partition the vertices of a weighted graph G = (V, E) into two subsets such that the weight sum of the edges crossing the two subsets is maximized. This paper presents a memetic max-cut algorithm (MACUT) that relies on a dedicated multi-parent crossover operator and a perturbation-based tabu search procedure. Experiments on 30 G-set benchmark instances show that MACUT competes favorably with 6 state-of-the-art max-cut algorithms, and for 10 instances improves on the best known results ever reported in the literature.
Introduction
Consider an undirected graph G = (V, E) with vertex set V = {1, ..., n} and edge set E ⊂ V × V . Let w ij ∈ Z be the weight associated with edge {i, j} ∈ E. The well-known max-cut problem is to seek a partition of the vertex set V into two disjoint subsets S 1 ⊂ V and S 2 = V \ S 1 , such that the weight of the cut, defined as the sum of the weights on the edges connecting the two subsets, is maximized, i.e., max u∈S1,v∈S2 w uv . The max-cut problem, more precisely its weighted version, is one of Karp's 21 NP-complete problems [10] .
The computational challenge of the max-cut problem has motivated a large number of solution procedures including approximation algorithms, exact methods and metaheuristics. The approximation approach (see for example [5, 9, 11] ) provides a guaranteed performance, but is generally outperformed by other methods in computational testing. Recent examples on exact methods include the cut and price approach [14] and the branch and bound approach [18] . For large instances, various metaheuristic algorithms have been extensively used to find high-quality solutions in an acceptable time. Some representative examples include GRASP [4] , ant colony [8] , hybrid genetic algorithm [12] , tabu search [16, 13, 21] , scatter search [15] , global equilibrium search [19] and maximum neural network [20] .
In this paper, we present a memetic algorithm for the max-cut problem which is inspired by a very recent algorithm initially designed for the balanced maxbisection problem [22] . Experiments on a set of 30 well-known benchmark instances show that our memetic approach performs very well compared with state of the art algorithms.
A Memetic Algorithm for the Max-Cut Problem

Outline of the Memetic Algorithm
Memetic algorithms are hybrid search methods that typically blend populationbased search and neighborhood-based local search framework. The basic idea behind memetic approaches is to combine advantages of the crossover that discovers unexplored promising regions of the search space, and local optimization that finds good solutions by concentrating the search around these regions. The general architecture of our memetic algorithm for the max-cut problem is summarized in Algorithm 1. From an initial population of solutions which are first improved by a tabu search procedure, the algorithm carries out a number of evolution cycles. At each cycle, which is also called a generation, m (m ≥ 2) parents are randomly selected to serve as parents and the crossover operator is applied to create an offspring solution, which is further optimized by tabu search. Subsequently, the population updating rule decides whether the improved offspring should be inserted into the population and which existing individual should be replaced. We describe below the main components of our memetic algorithm. 
Algorithm 1. Memetic algorithm for the max-cut problem
Require: A weighted graph G = (V, E, ω),
Search Space and Fitness Function
Given a graph G = (V, E) where each edge {i, j} ∈ E is assigned a weight w ij , the search space explored by our memetic algorithm is defined as the set of all the partitions of V into 2 disjoint subsets, i.e.,
For a given partition or cut I = {S 1 , S 2 }, its fitness f (I) is the weight of the cutting edges crossing S 1 and S 2 , i.e.,
Initial Population
The initial population of size p is constructed as follows. For each individual, we first assign randomly the vertices of the graph to the two vertex subsets S 1 and S 2 to produce a starting solution, and then apply the tabu search improvement procedure (see section 2.4) to obtain a local optimum. The resulting solution is added to the population if the solution does not duplicate any solution in the population. This procedure is repeated until 2 × p solutions are obtained from which we retain the p best ones to form the initial population.
Perturbation-Based Tabu Search Improvement
To improve the newly generated offspring created by the crossover, we apply a perturbation-based tabu search procedure which integrates a periodic perturbation mechanism to bring diversification into the search. The general procedure of our tabu search method is described in Algorithm 2. Starting from an given solution, the tabu search procedure is first used to optimize the solution as far as possible until the best solution found so far cannot be improved within a certain number of iterations (lines 6-12), then the perturbation mechanism is applied to the current solution to generate a new starting solution (line [13] [14] [15] , whereupon a new round of tabu search is launched. This process is repeated until a maximum allowed number (M axIter) of iterations is reached. Select an overall best allowed vertex v ∈ V with the maximal move gain (ties are broken randomly) 7:
Move v from its original subset to the opposite set 8:
Update the tabu list and the move gain Δv for each v ∈ V 9:
if f (I) > f(I * ) then 10: I * ← I /* Update the best solution found so far */ 11: end if 12:
Iter ← Iter + 1 13:
if I * not improved after P iter iterations then 14:
I ← P erturb(I) /* Apply perturbations to I */ 15: end if 16: end while Our tabu search procedure employs a neighborhood defined by the simple oneflip move, which consists of moving a vertex v ∈ V from its original subset to the opposite set. Notice that this neighborhood is larger than the neighborhood used in [22] where the move operator displaces consecutively two vertices between the two subsets of the current solution to keep the partition balance.
Fig. 1. An example of the initialization (left) and update (right) of the move gain
The concept of move gain is used to represent the change in the fitness function f (Eq. 1, Section 2.2). It expresses how much a cut could be improved if a vertex v is moved from its subset to the other subset. In our implementation, we employ a streamlined incremental technique for fast evaluation of move gains. Specifically, let Δ v be the move gain of moving vertex v to the other subset. Then initially, each move value can be calculated in linear time using the following formula (see Figure 1 (left)).
Each time one displaces a vertex v from its set to the other set, one just needs to update a subset of move gains affected by this move by applying the following abbreviated calculation (see Figure 1 (right)):
Then each iteration of our tabu search procedure selects a move with the largest Δ value (breaking ties randomly) whcih is not forbidden by the tabu list. Each time a vertex v is moved from its original subset to the opposite subset, v is forbidden to go back to its original set for a certain number tt of iterations (tt is called the tabu tenure). The tabu tenure is tuned dynamically according to the mechanism described in [6] . Finally, a simple aspiration criterion is applied which allows a move to be performed in spite of being tabu if it leads to a solution better than the current best solution.
When the best solution cannot be further improved by tabu search, a perturbation operator is triggered to vary the local optimum solution from which a new round of tabu search is launched. The perturbation consists in randomly moving γ vertices from their original subsets to the opposite subsets where γ is a parameter which indicates the strength of the perturbation.
The Multi-parent Crossover
It is commonly admitted that, in order to be efficient, a crossover operator should be adapted to the problem being solved and should integrate useful problemspecific knowledge of the given problem. The max-cut problem is a grouping problem [3] , i.e., a cut is composed of two distinct groups of vertices. An important principle in crossover design for grouping or partitioning problems is to manipulate promising groups of objects rather than individual objects. Such an approach for designing crossover operators has been successfully applied to solve a number of grouping problems such as graph coloring [7, 17] , bin packing [3] and graph partitioning [1, 6] .
We propose a grouping-based multi-parent crossover for the max-cut problem, the proposed crossover tries to preserve subsets (or grouping vertices) of the vertex partitions which are common to all parent individuals. More Figure 2 shows an example with 3 parents. Notice that this crossover differs from that of [22] for at least two reasons. It operates on multi-parents (instead of 2 parents) and its offspring is not required to be a balanced cut.
The Population Updating Rule
The updating procedure of P op is invoked each time an offspring solution is created by the crossover operator and then improved by tabu search. 
Computational Results
Experimental Protocol and Benchmark Instances
Our MACUT algorithm is coded in C and compiled using GNU GCC on a PC (Pentium 2.83GHz CPU and 8G RAM). We show our results on a selection of 30 well-known G-set benchmark graphs (see Table 1 ) 1 [4, 13, 15, 16, 19, 21] . The first 24 instances (with at most 3000 variables) are the most popular and we include 6 additional larger instances with 5000 to 10000 variables. The edge weights of these graphs take values in the set {-1,0,1}.
The parameters of our algorithm are determined by a preliminary experiment on a selection of problem instances and are fixed as follows: population size p = 10, non-improvement tabu search iterations before perturbation P iter = 500, perturbation strength γ = 150, number of tabu search iterations applied to each offspring M axIter = 10 6 , number of parents for crossover m ∈ {2, 3, 4}. Given the stochastic nature of MACUT, each instance is independently solved 20 times, each run being limited to 30 minutes for graphs with |V | < 5000 and 120 minutes for graphs with |V | ≥ 5000. These timeout limits are comparable with the stop conditions used in [15, 21] . Table 1 presents the detailed computational results of our MACUT algorithm as well as its underlying perturbation-based tabu search (PTS). The first two columns in the table indicate the name and the number of vertices of the graph. Column 3 presents the best-known objective value f pre in the literature [4, 13, 15, 16, 19, 21] . Columns 4 to 7 show MACUT's results including the best objective value (f best ), the averaged objective value (f avg ) over the 20 runs, the success rate (hit) for reaching f best and the average CPU time in seconds (time) over the 20 runs for which the f best value is reached. The last 4 columns present the results of its underlying perturbation-based tabu search. From Table 1 , we observe that MACUT attains the best-known result for each of the 30 graphs. More importantly, MACUT improves on the best known results for 10 instances (indicated in bold). The average computing time required for MACUT to reach its best results f pre varies from 3 seconds to 1.8 hours. It is clear that the required time to attain the current best-known objective value of column f pre is shorter for the 10 graphs where MACUT finds improved solutions.
Comparisons with the Best Known Results
When comparing MACUT with its underlying PTS, one observes that MA-CUT outperforms PTS in terms of the best and average objective values. Indeed, for 10 instances, MACUT is able to achieve better solution with much larger cut values. For 15 instances, MACUT reaches larger average objective values than PTS. In particular, it is remarkable that for each of the instances with at least 5000 vertices, MACUT performs far better than PTS. These comparative results demonstrate that the crossover operator is essential for the success of our MACUT algorithm and help MACUT to discover better solutions that are not attainable by our tabu search algorithm alone.
Comparisons with State-of-Art Max-Cut Algorithm
To further assess the performance of our MACUT approach, we now compare the results of our MACUT algorithm with the most effective heuristic algorithms in the literature. Due to the differences among the programming languages, data structures, compiler options and computers, we do not focus on computing time. Instead, we are mainly interested in solution quality for this experiment. We just mention that the timeout limits we used are quite similar to those adopted by some recent references like [15, 21] . Table 2 compares our MACUT algorithm with 6 state-of-the-art algorithms, which cover the best known results for the tested instances. Columns 2 and 3 recall the previous best known results (f pre ) and the best results found by MACUT (f best ). Columns 4 to 9 present the best results obtained by these reference algorithms. The last three rows show the summary of the comparison between our MACUT algorithm and these reference algorithms. The rows 'Better', 'Equal' and 'Worse' respectively denotes the number of instances for which our MACUT algorithm gets better, equal and worse results than the corresponding reference algorithm. From the last three rows of Table 2 , it is observed that our MACUT algorithm outperforms the 6 reference algorithms in terms of the quality of the best solution found. In comparison with each of these 6 algorithm, MACUT achieves at least 4 better solutions and in no case, MACUT's result is worse than that of these reference algorithms. This experiment confirms thus the effectiveness of the proposed memetic approach to deliver high quality solutions for the tested 30 benchmark max-cut instances.
Conclusions
We presented an effective memetic algorithm for the NP-hard max-cut problem. The proposed MACUT algorithm integrates a grouping-based multi-parent crossover which tries to preserve groups of the vertex shared by the parent solutions and a dedicated perturbation-based tabu search procedure. The design of our crossover operator is motivated by an experimental observation (not shown in the paper due to the page limit) that groups of vertices are always shared by high quality solutions. Experimental results confirmed that the crossover operator boosts the performance of the algorithm and helps the search to discover high quality solutions unachievable by a local search algorithm alone. The experiments of MACUT on 30 well-known G-set benchmark instances demonstrated, by providing new best results for 10 instances, its competitiveness compared to 6 state-of-the-art algorithms. Additional studies are needed to better understand the proposed algorithm.
