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Abstract. We obtain the asymptotic formula of the Sidon constant for ordinary
Dirichlet series using the Bohnenblust–Hille inequality and estimates on smooth
numbers. We moreover give precise estimates for the error term.
Sammendrag. Ved å benytte Bohnenblust–Hille-ulikheten og estimater for
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Introduction
We begin by giving a short introduction to the topic at hand, through General
Dirichlet Series and Sidon Constants. After this we give a brief overview of the
thesis and discuss some asymptotic notations employed.
General Dirichlet Series
Suppose that Λ = {λ1, λ2, λ3, . . .} is an increasing sequence of real numbers such
that λn →∞. We say that Λ defines a General Dirichlet Series by
F (s) =
∞∑
n=1
ane
−sλn ,
where the coefficients an and the variable s = σ + it are complex numbers. For
each defining set Λ we consider the sequence of Sidon Constants, given by
SΛ(N) = inf
{
C :
N∑
n=1
|an| ≤ C sup
t∈R
∣∣∣∣∣
N∑
n=1
ane
−itλn
∣∣∣∣∣ , ∀an ∈ C
}
.
Combining the inequality(
N∑
n=1
|an|2
) 1
2
=
 lim
T→∞
1
2T
∫ T
−T
∣∣∣∣∣
N∑
n=1
ane
−itλn
∣∣∣∣∣
2
dt
 12 ≤ sup
t∈R
∣∣∣∣∣
N∑
n=1
ane
−itλn
∣∣∣∣∣
with the Cauchy–Schwarz inequality yields the upper bound SΛ(N) ≤
√
N , since
N∑
n=1
|an| ≤
√
N
(
N∑
n=1
|an|2
) 1
2
≤
√
N sup
t∈R
∣∣∣∣∣
N∑
n=1
ane
−itλn
∣∣∣∣∣ .
If we take Λ = {0, 1, 2, . . .} we obtain Power Series in the variable z = e−s since
F (z) =
∞∑
n=1
anz
n =
∞∑
n=1
an
(
e−s
)n
.
1
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The supremum is taken along the imaginary axis, which implies that we need to
consider Fourier Series, since
F
(
e−it
)
=
∞∑
n=1
ane
−int.
This was exploited by Kahane in [24], where he used methods from probability
theory to get the asymptotic equality
S(N) ∼
√
N
as N → ∞, and the upper bound is obtained. The random trigonometric poly-
nomials Kahane showed existed are called ultra-flat, since their supremum is as
small as possible compared to the absolute sum of their coefficients, in view of
the general bound SΛ(N) ≤
√
N . Explicit ultra-flat polynomials were later found
by Bombieri and Bourgain in [10], who also improved Kahane’s estimates and
obtained
S(N) =
√
N
(
1 +O
(
N−1/9+
))
.
A natural question is whether ultra-flat polynomials can be found for any defin-
ing set. Let us take Λ = {log(1), log(2), log(3), . . .}. This yields the Ordinary
Dirichlet Series, which we write as
f(s) =
∞∑
n=1
an
ns
.
The Sidon constant for the set Λ = {log(1), log(2), log(3), . . .} was recently esti-
mated as
S(N) =
√
N exp
((
− 1√
2
+ o(1)
)√
logN log logN
)
,
combining contributions from several mathematicians, including Bohr, Little-
wood, Bohnenblust–Hille, Kahane, Hildebrand–Tenenbaum, Konyagin–Queffélec,
de la Breteche, and finally Defant–Frerick–Ortega-Cerdà–Ounaïes–Seip. The es-
timate implies that ultra-flat Dirichlet polynomials cannot exist, since
lim
N→∞
S(N)√
N
= 0 6= 1.
The main goal of this thesis is to retrace the steps of the mathematicians listed
above and obtain the asymptotic formula for S(N). In addition, some precise
estimates for the o(1)-term will be provided.
Remark. In the remainder of this thesis, we will restrict our study to the set
Λ = {log(1), log(2), log(3), . . .}. Furthermore, when we say Dirichlet series and
the Sidon constant, we have this set in mind.
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Overview of the Thesis
The thesis is divided into four chapters and two appendices. The first chapter may
be considered an extended introduction, but we also obtain some necessary tools.
The following two chapters provide crucial theorems, needed for the fourth and
final chapter where the main result is proven. The first appendix supplies some
general inequalities, while the second provides some properties of the Riemann
Zeta Function.
Chapter 1. The first chapter is devoted to the study of convergence properties
of Dirichlet series. We obtain Cahen–Bohr formulae for ordinary Dirichlet series,
and show how these allow us to view the Sidon constant as a statement on the
relationship between uniform and absolute convergence of the series. Perron’s
Formula is also obtained, which is an important inversion formula.
Chapter 2. The second chapter contains the main number theoretic part of the
thesis, and concerns itself with the study of smooth numbers. Number theory is
closely connected with Dirichlet series, and Perron’s Formula is crucial here.
Chapter 3. In the third chapter, we study multilinear forms and homogenous
polynomials. Starting with Littlewood’s 4/3-Inequality, we combine Khinchine–
Type Inequalities with Blei’s Inequality to prove several hypercontractive versions
of the Bohnenblust–Hille Inequality.
Chapter 4. In the fourth chapter, we combine Bohr’s Correspondence with
Rankin’s Trick and the Salem–Zygmund Inequality to obtain the main result of
the thesis. We give as precise estimates as we can obtain, and mention some
related open problems.
Asymptotics
Let us give a brief overview of the different types of asymptotic notation that is
used in the text. We will employ both Landau’s notation f(x) = O(g(x)) and
Vinogradov’s notation f(x) g(x) interchangeably when there is some constant
C > 0 such that
|f(x)| ≤ C|g(x)|,
for all x in some domain. Unless otherwise stated, we often assume this is globally,
as x → ∞. If we have both f(x)  g(x) and g(x)  f(x) we will write f(x) 
g(x). We will also consider limit comparisons, say
L = lim
x→∞
f(x)
g(x)
.
If L = 1 we have asymptotic equality, and write f(x) ∼ g(x). Furthermore, if
L = 0 we say f(x) = o(g(x)). Clearly, if L = ±∞ we have the converse and
g(x) = o(f(x)).
CHAPTER 1
Some Convergence Properties of Dirichlet Series
A familiar and important concept in mathematics are power series, which are
studied at university courses in Complex Analysis. Power series are given by
(1.1) F (z) =
∞∑
n=0
cn(z − c)n.
The series converges trivially for z = c. In addition, the radius of convergence
around this point can be computed by the Cauchy–Hadamard formula
(1.2)
1
R
= lim sup
n→∞
n
√
|cn|.
The power series (1.1) converges absolutely inside the radius of convergence,
uniformly on any compact subset inside the radius of convergence, and diverges
outside. We are mainly interested in Dirichlet series, which are defined by
(1.3) f(s) =
∞∑
n=1
an
ns
,
for complex numbers s = σ + it. The main goal of this chapter is to investigate
where the series converges, converges absolutely and converges uniformly, and
obtain analogous formulae to (1.2) for Dirichlet series [1, 20].
1.1. Summation by Parts
To better understand the Dirichlet series (1.3), we will study the sequence of
truncated Dirichlet polynomials, given by
fN (s) =
N∑
n=1
an
ns
.
4
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On these Dirichlet polynomials, we introduce the following quantities
‖fN‖0 =
∣∣∣∣∣
N∑
n=1
an
∣∣∣∣∣(1.4)
‖fN‖∞ = sup
t∈R
∣∣∣∣∣
N∑
n=1
an
nit
∣∣∣∣∣ = supt∈R |fN (it)|(1.5)
‖f̂N‖1 =
N∑
n=1
|an|(1.6)
which will be associated with the different types of convergence. Clearly
‖fN‖0 ≤ ‖fN‖∞ ≤ ‖f̂N‖1,
where the first inequality is obtained by taking t = 0 in the supremum, and the
second by the triangle inequality.
Remark. It should be noted that only (1.5) and (1.6) defines norms on the set
of Dirichlet polynomials. In general, (1.4) fails to separate points, and therefore
only a semi-norm. This should not cause any confusion, we adopt this notation
to obtain a sense of similarity in the Cauchy–Hadamard-type formulae.
We now consider any function a : N→ C and define the following truncated sums
A(x) =
∑
n≤x
a(n)
A(x, y) =
∑
y<n≤x
a(n)
If x < 1 we take A(x) = 0 and similarly if y ≥ x we take A(x, y) = 0. Using these
definitions, we are ready to state and prove two technical results, which will be
applied to prove the central results in the following sections.
Lemma 1.1 (Abel Summation). Suppose φ ∈ C1 ([y, x]) with 0 < y < x. Then
(1.7)
∑
y<n≤x
a(n)φ(n) = A(x)φ(x)−A(y)φ(y)−
∫ x
y
A(t)φ′(t) dt.
Proof. Since A is a step function we can formulate the sum as a Riemann–
Stieltjes integral. We apply integration by parts to obtain∑
y<n≤x
a(n)φ(n) =
∫ x
y
φ(t) dA(t) = A(x)φ(x)−A(y)φ(y)−
∫ x
y
A(t) dφ(t)
= A(x)φ(x)−A(y)φ(y)−
∫ x
y
A(t)φ′(t) dt,
where the final equality is due by the fact that φ is continuously differentiable. 
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Lemma 1.2 (Partial Summation). Let a, b : N→ C. Then∑
y<n≤x
a(n)b(n) =
∑
y<n≤x−1
A(n, y)[b(n)− b(n+ 1)] +A(x, y)b([x]).
Proof. We compute∑
y<n≤x
a(n)b(n) =
∑
y<n≤x
[A(n, y)−A(n− 1, y)] b(n)
=
∑
y<n≤x
A(n, y)b(n)−
∑
y−1<n≤x−1
A(n, y)b(n+ 1)
= A(x, y)b([x]) +
∑
y<n≤x−1
A(n, y) [b(n)− b(n+ 1)] ,
and since A([y], y) = 0, the first term in the second sum disappears. 
1.2. The Abscissa of Convergence
We begin by investigating where the Dirichlet series converges. Our first result is
an important lemma which shows how the real part of s = σ+it is the dominating
element in the question of convergence.
Lemma 1.3. Assume that the Dirichlet series
f(s) =
∞∑
n=1
an
ns
converges for s0 = σ0 + it0. Then f(s) converges for all s = σ + it with σ > σ0.
Proof. To apply Lemma 1.1 we take a(n) = an/ns0 and φ(t) = ts−s0 . We plug
this into (1.7) to obtain∑
y<n≤x
an
ns
=
A(x)
xs−s0
− A(y)
ys−s0
− (s− s0)
∫ x
y
A(t)
ts−s0+1
dt.
Since f(s0) converges, the partial sums are bounded, say |A(t)| ≤M . We apply
the triangle inequality and obtain∣∣∣∣∣∣
∑
y<n≤x
an
ns
∣∣∣∣∣∣ ≤Mxσ0−σ +Myσ0−σ +M |s− s0|
∫ x
y
tσ0−σ−1 dt
= M
(
xσ0−σ + yσ0−σ
)
+M
|s− s0|
σ − σ0
(
yσ0−σ − xσ0−σ)
≤M
(
1 +
|s− s0|
σ − σ0
)(
yσ0−σ + xσ0−σ
) ≤ 2Myσ0−σ (1 + |s− s0|
σ − σ0
)
,
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since σ0 < σ and y < x implies xσ0−σ < yσ0−σ. We let y → ∞, and hence the
partial sums of f(s) forms a Cauchy sequence and f(s) converges. 
Theorem 1.4. Assume that the Dirichlet series f(s) does not converge every-
where or diverge everywhere. Then there exists a real number σc, such that the
series converges in the half-plane {s : σ > σc} and diverges in the half-plane
{s : σ < σc}.
Proof. Consider the quantity
(1.8) σc = inf
s∈C
{
σ :
∞∑
n=1
an
ns
converges
}
.
Since the series does not diverge everywhere, the set is non-empty and the infi-
mum exists. Since the series does not converge everywhere, the set is bounded
below. Hence the infimum is a finite real number. By Theorem 1.3 the number
σc gives the half-planes of convergence and divergence by its definition. 
Definition. The real number σc as defined by (1.8) is called the abscissa of
convergence for the Dirichlet series. If the series converges everywhere, we say
that σc = −∞ and if it diverges everywhere we say σc =∞.
We are now ready to prove the first Dirichlet series analogy to (1.2), which will
give the abscissa of convergence.
Theorem 1.5. Assume that the Dirichlet series
f(s) =
∞∑
n=1
an
ns
diverges at s = 0. Then σc = σ0 where
(1.9) σ0 = lim sup
N→∞
log ‖fN‖0
logN
= lim sup
N→∞
log |a1 + a2 + · · ·+ aN |
logN
.
Proof. We take σ0 as above, and since the series diverges at s = 0,
lim
x→∞A(x)
diverges. By Lemma 1.3, we only consider real s, and take s = σ > 0.
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Step 1. Let  > 0 be arbitrary. There is some N ∈ N such that
log ‖fN‖0
logN
≤ σ0 + 
for all N ≥ N by the definition of σ0. We take care of the finite number of
N < N by adding a suitable constant C such that
log ‖fN‖0
logN
≤ σ0 + + logC
logN
holds for all N ∈ N. This implies the estimate
(1.10) ‖fN‖0 ≤ CNσ0+.
Now, we take σ = σ0 + 2 and apply Abel summation with a(n) = an and
φ(t) = 1/tσ, which yields∑
y<n≤x
an
nσ
=
A(x)
xσ
− A(y)
yσ
− σ
∫ x
y
A(t)
t1+σ
dt.
The estimate (1.10) implies |A(t)| ≤ Ctσ0+. We take absolute values and apply
the triangle inequality to obtain∣∣∣∣∣∣
∑
y<n≤x
an
nσ
∣∣∣∣∣∣ ≤ C
(
xσ0+
xσ
+
yσ0+
yσ
+ σ
∫ x
y
tσ0+
t1+σ
dt
)
= C
(
1
x
+
1
y
+ σ
∫ x
y
dt
t1+
)
≤ C
y
(
2 +
σ

)
,
which demonstrates that the Dirichlet series converges at s = σ. Thus we see
that σc ≤ σ = σ0 + 2 and hence σc ≤ σ0.
Step 2. Now, fix  > 0 and let σ = σc+. Clearly f(σ) converges, and hence the
partial sums B(x) are bounded, say by a constant M . Again by Abel summation
we obtain ∑
n≤x
an =
∑
n≤x
an
nσ
nσ = B(x)xσ − σ
∫ x
1
A(t)tσ−1 dt.
Absolute values and the triangle inequality yields∣∣∣∣∣∣
∑
n≤x
an
∣∣∣∣∣∣ ≤M
(
xσ + σ
∫ x
1
tσ−1 dt
)
= M(2xσ − 1) ≤ 2Mxσ.
This estimate is valid for x = N and by (1.9) we obtain
σ0 = lim sup
N→∞
log ‖fN‖0
logN
≤ lim sup
N→∞
log 2M + σ logN
logN
= σ = σc + .
Hence σ0 ≤ σc and we are done. 
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1.3. The Abscissa of Absolute Convergence
We immediately obtain the domain of absolute convergence, since we can appeal
to the familiar convergence tests from calculus regarding positive series.
Theorem 1.6. Assume that the Dirichlet series f(s) does not converge absolutely
everywhere or diverge absolutely everywhere. Then there exists a real number σa,
such that the series converges absolutely in the half-plane {s : σ > σa} and
diverges absolutely in the half-plane {s : σ < σa}.
Proof. We observe that ∞∑
n=1
∣∣∣an
ns
∣∣∣ = ∞∑
n=1
|an|
nσ
.
By the comparison test we immediately see that if the series converges absolutely
for some s0 = σ0 + it0, it converges absolutely for all s = σ + it where σ > σ0.
As in the proof of Theorem 1.4 we consider the quantity
(1.11) σa = inf
σ∈R
{
σ :
∞∑
n=1
|an|
nσ
<∞
}
.
Since the series does not diverge absolutely everywhere, the set is non-empty and
the infimum exists. Since the series does not converge absolutely everywhere,
the set is bounded below. Hence the infimum is a finite real number. By the
observation above, the number σa gives the half-planes of absolute convergence
and divergence by its definition. 
Definition. The real number σa as defined by (1.11) is called the abscissa of
absolute convergence for the Dirichlet series. If the series converges absolutely
everywhere, we say that σa = −∞ and if it diverges absolutely everywhere we
say σa =∞.
We can apply the formula for the abscissa of convergence to obtain the formula
for the abscissa of absolute convergence easily.
Corollary 1.7. Suppose that the Dirichlet series f(s) diverges absolutely at
s = 0. Then
(1.12) σa = lim sup
N→∞
log ‖f̂N‖1
logN
= lim sup
N→∞
log (|a1|+ |a2|+ · · ·+ |aN |)
logN
.
Proof. This follows from Theorem 1.5 by replacing the coefficients an with their
absolute values |an|. 
Theorem 1.8. Assume that the Dirichlet series f(s) does not converge every-
where or diverge everywhere. Then 0 ≤ σa − σc ≤ 1.
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Proof. The lower bound is trivial since σa ≥ σc. It is sufficient to show that if
the Dirichlet series converges for some s0 = σ0 + it0 it converges absolutely for
all s = σ + it with σ > σ0 + 1. Since the series
f(s0) =
∞∑
n=1
an
ns0
converges, its summands are bounded. Say |ann−s0 | ≤M . Then clearly
∞∑
n=1
∣∣∣an
ns
∣∣∣ = ∞∑
n=1
∣∣∣ an
ns0
∣∣∣ ∣∣∣∣ 1ns−s0
∣∣∣∣ ≤ ∞∑
n=1
M
nσ−σ0
,
converges since p = σ − σ0 > 1 by p-test from calculus. 
Remark. It should be noted that the above argument implies that if σc = −∞
then σa = −∞. Similarly, if σa =∞ then clearly σc =∞. Since we have σc ≤ σa
the two remaining cases follow. If either σa or σc is infinite, then σa = σc.
Theorem 1.9. For any 0 ≤ α ≤ 1 there is a Dirichlet series with σa − σc = α.
Proof. The case α = 0 is given by the Riemann zeta function,
ζ(s) =
∞∑
n=1
1
ns
.
By (1.9), the Dirichlet eta function
η(s) =
∞∑
n=1
(−1)n+1
ns
,
provides the case α = 1. For 0 < α < 1 we consider a Dirichlet series f(s) with
an ∈ {−1, 1}. Hence we have A = 1, by (1.12). We want to show that we can
choose an such that it converges for all σ > σα = 1 − α and diverges elsewhere,
to obtain σc = σα and σa − σc = α. We call upon Lemma 1.1 and apply (1.7) to
obtain ∑
y<n≤x
an
nσ
=
A(x)
xσ
− A(y)
yσ
+ σ
∫ x
y
A(t)
tσ+1
dt.
We now want A(t) ∼ tσα . This is easily done, by recursively choosing
an =
{
1 if nσ0 ≥ A(n− 1)
−1 if nσ0 < A(n− 1) ,
which implies |A(t)−tσ| < 3, by the fact that tσα is strictly increasing contraction
on [1, ∞). Thus it is clear that σc = σα and hence we have σa − σc = α. 
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1.4. The Abscissa of Uniform Convergence
We are now interested in obtaining the abscissa of uniform convergence. It was
introduced by H. Bohr in [6, 9]. Our first result is a general result on uniform
convergence, and can be seen as an improvement of Theorem 1.4.
Lemma 1.10. For any s ∈ C and n ∈ N we have∣∣∣∣ 1ns − 1(n+ 1)s
∣∣∣∣ ≤ |s|σ
(
1
nσ
− 1
(n+ 1)σ
)
Proof. We convert to an integral and estimate using the triangle inequality∣∣∣∣ 1ns − 1(n+ 1)s
∣∣∣∣ = ∣∣∣∣s∫ n+1
n
dt
ts+1
∣∣∣∣ ≤ |s|∫ n+1
n
dt
tσ+1
=
|s|
σ
(
1
nσ
− 1
(n+ 1)σ
)
. 
Theorem 1.11. Suppose that the Dirichlet series f(s) converges for some s = s0.
Then it converges uniformly in the angular region
(1.13) Arg(s− s0) ≤ θ < pi
2
.
Proof. Let  > 0 be arbitrary. Since f(s0) converges, we can find an N ∈ N
such that ∣∣∣∣∣∣
∑
y<n≤x
an
ns0
∣∣∣∣∣∣ <  cos θ ≤ ,
for any x and any y ≥ N. Summation by parts with a(n) = an/ns0 and b(n) =
1/ns−s0 yields∑
y<n≤x
an
ns
=
∑
y<n≤x−1
A(n, y)
(
1
ns−s0
− 1
(n+ 1)s−s0
)
+
A(x, y)
[x]s−s0
.
It is clear that |A(n, y)| ≤  cos θ. We take absolute values and apply the triangle
inequality to obtain∣∣∣∣∣∣
∑
y<n≤x
an
ns
∣∣∣∣∣∣ ≤ 
 ∑
y<n≤x−1
cos θ
∣∣∣∣ 1ns−s0 − 1(n+ 1)s−s0
∣∣∣∣
+  cos θ
[x]σ−σ0
by Lemma 1.10 and the fact that |s− s0|/(σ− σ0) ≤ 1/ cos θ in (1.13) we obtain
≤ 
 ∑
y<n≤x−1
cos θ
|s− s0|
σ − σ0
(
1
nσ−σ0
− 1
(n+ 1)σ−σ0
)
+
1
[x]σ−σ0
 ≤ 
by summing the telescoping series and the fact that y ≥ N. Since s was arbitrary
in the angular region, we have proven uniform convergence. 
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Theorem 1.11 implies that there in general is no largest domain of uniform con-
vergence. Hence we are required to take the abscissa of uniform convergence as
a definition.
Definition. Given a Dirichlet series which neither converge everywhere nor
diverge everywhere, the the abscissa of uniform convergence is the unique real
number σb such that the Dirichlet series converges uniformly in each closed half-
plane {s : σ ≥ σ0 > σb}. If the Dirichlet series converges everywhere, we say
that σb = −∞ and if it diverges everywhere we say that σb =∞.
Observe that Theorem 1.8 implies that this definition makes sense; and obviously
σc ≤ σb ≤ σa since absolute convergence implies uniform convergence, which in
turn implies convergence. Our first goal is to obtain the formula for the abscissa
of uniform convergence, analogous to Theorem 1.5 and Corollary 1.7 [7].
Theorem 1.12. Suppose that the Dirichlet series f(s) diverges at s = 0, but does
not diverge everywhere. Then σb = σ0, where
(1.14) σ0 = lim sup
N→∞
log ‖fN‖∞
logN
= lim sup
N→∞
log
(
supt∈R
∣∣∣∑Nn=1 an/nit∣∣∣)
logN
.
Proof. We want to prove that σ0 = σb, which we will do in two steps. Since
f(s) diverges at s = 0 we have σc ≥ 0 and from (1.14) it is clear that σ0 ≥ 0.
Step 1. Fix some  > 0. There is some N ∈ N such that for N ≥ N we have
log ‖fN‖∞
logN
≤ σ0 + .
Choose a suitable C > 0 to compensate for the finite N < N, such that
log ‖fN‖∞
logN
≤ σ0 + + logC
logN
holds for all N . We can use this to estimate
(1.15) |fN (it)| ≤ ‖fN‖∞ ≤ CNσ0+.
Now, take s = σ + it where σ ≥ σ0 + 2. We split the summand into an/nit and
1/nσ and apply partial summation to obtain
fN (s) =
N∑
n=1
an
ns
=
N−1∑
n=1
fn(it)
(
n−σ − (n+ 1)−σ)+ fN (it)N−σ.
The final term goes uniformly to 0 by (1.15), since it is bounded by CN−.
Hence,
f(s) =
∞∑
n=1
fn(it)
(
n−σ − (n+ 1)−σ) .
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We estimate the telescoping part by
n−σ − (n+ 1)−σ = σ
∫ n+1
n
dt
t1+σ
≤ σ
n1+σ
.
The function
φn(t) =
t
n1+t
has a global maximum at t = 1/ log n and decreases strictly to 0 as t increases.
For those n ≥M such that
1
log n
≤ σ0 + 2 < σ,
we obtain
n−σ − (n+ 1)−σ ≤ σ0 + 2
n1+σ0+2
.
Choose K ≥M and apply (1.15) to obtain
|f(s)− fK(s)| ≤
∑
n≥K
C(σ0 + 2)
n1+
,
which can be made smaller than any δ > 0 by choosing large enough K. This
implies uniform convergence for σ ≥ σ0 + 2. Hence σb ≤ σ0 + 2 and σb ≤ σ0.
Step 2. Fix some  > 0. We know that f(s) converges uniformly on the vertical
line s = σb + + it, and hence its partial sums are uniformly bounded, that is∣∣∣∣∣
N∑
n=1
an
nσb++it
∣∣∣∣∣ ≤M,
where M > 0 depends neither on N nor t. By taking the supremum over all
t ∈ R, we obtain
‖fN‖∞ = sup
t∈R
∣∣∣∣∣
N∑
n=1
an
nit
∣∣∣∣∣ ≤ supt∈R
∣∣∣∣∣Nσb+
N∑
n=1
an
nσb++it
∣∣∣∣∣ ≤MNσb+.
This immediately yields
σ0 = lim sup
N→∞
log ‖fN‖∞
logN
≤ lim sup
N→∞
logM + (σb + ) logN
logN
= σb + ,
which clearly implies σ0 ≤ σb. In total, we have σ0 = σb. 
We easily obtain the bound 0 ≤ σa − σb ≤ 1, from Theorem 1.8, and the fact
that σc ≤ σb. In the following result, we improve this.
Theorem 1.13. Suppose that the Dirichlet series f(s) does not converge every-
where or diverge everywhere. Then σa − σb ≤ 1/2.
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Proof. A simple computation yields
(1.16) lim
T→∞
1
2T
∫ T
−T
(m
n
)it
dt =
{
1 if m = n
0 if m 6= n ,
for m,n = 1, 2, . . .. We begin by applying (1.16) to compute
(1.17)
lim
T→∞
1
2T
∫ T
−T
|fN (it)|2 dt =
N∑
n,m=1
anam lim
T→∞
1
2T
∫ T
−T
(m
n
)it
dt
=
N∑
m,n=1
anamδmn =
N∑
n=1
|an|2.
Using the Cauchy–Schwarz inequality and (1.17), we obtain
(1.18)
‖f̂N‖1 =
N∑
n=1
|an| ≤
(
N∑
n=1
1
) 1
2
(
N∑
n=1
|an|2
) 1
2
=
√
N
(
N∑
n=1
|an|2
) 1
2
=
√
N
(
lim
T→∞
1
2T
∫ T
−T
|fN (it)|2 dt
) 1
2
≤
√
N‖fN‖∞.
By Theorem 1.5 and Theorem 1.12, this implies
σa − σb ≤ lim sup
N→∞
(
log ‖f̂N‖1
logN
− log ‖fN‖∞
logN
)
≤ lim sup
N→∞
log
√
N
logN
=
1
2
,
which completes the proof. 
Theorem 1.13 suggests that one way to understand the quantity σa − σb is to
study the ratio ‖f̂N‖1/‖fN‖∞ for different N and different choices of coefficients
{an}. In particular, we would like to maximize this to obtain a lower bound for
σa − σb. This leads naturally to the definition of the Sidon Constant,
S(N) = sup
{an}6=0
‖f̂N‖1
‖fN‖∞ .
We are now in a position to state the main result of this thesis, namely
S(N) =
√
N exp
((
− 1√
2
+ o(1)
)√
logN log logN
)
.
The o(1) term is taken as N → ∞. Since √logN log logN < logN this implies
that the bound σa − σb ≤ 1/2 indeed is optimal, by similar considerations as in
the proof above.
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1.5. The Mellin Transformation
The goal of this section is to provide an analytic correspondence between the
Dirichlet series and the summatory function of the coefficients, which we recall
are given by:
f(s) =
∞∑
n=1
an
ns
,
A(x) =
∑
n≤x
an.
To do this, we apply integral transformations. We begin by proving a version of
Kronecker’s lemma for Dirichlet series.
Lemma 1.14 (Kronecker’s Lemma). Consider the Dirichlet series f(s) and let
s = σ + it with σ > max(σc, 0). Then
(1.19) lim
x→∞
A(x)
xs
= 0.
Proof. Fix s = σ + it with σ > max(σc, 0). Let
B(x) =
∑
n≤x
an
ns
.
Since σ > σc the partial sums of f(s) are bounded, say |B(x)| ≤ M/2 for some
M > 0. Abel summation yields
A(x) =
∑
n≤x
an
ns
· ns = B(x)xs −
∫ x
0
B(t)sts−1 dt =
∫ x
0
(B(x)−B(t)) sts−1 dt.
Now, let  > 0 be arbitrary. Since σ > σc we know there exists some B ∈ C such
that
|B(x)−B| ≤ /2,
for all x > x0(). We split the integral at x0() and obtain
|A(x)| ≤
∫ x0()
0
|B(x)−B(t)|σtσ−1 dt+
∫ x
x0()
|B(x)−B(t)|σtσ−1 dt
≤
∫ x0()
0
Mσtσ−1 dt+
∫ x
x0()
σtσ−1 dt = x0()σ(M − ) + xσ,
since σ > 0. Clearly this implies
lim
x→∞
∣∣∣∣A(x)xs
∣∣∣∣ ≤ ,
which gives (1.19) since  > 0 was arbitrary. 
1.5. THE MELLIN TRANSFORMATION 16
We are now ready to obtain the first part of the correspondence, using Abel
summation and Kronecker’s lemma.
Theorem 1.15. Consider the Dirichlet series f(s) and the summatory coefficient
function A(x). Let s = σ + it with σ > max(σc, 0). Then
(1.20) f(s) = s
∫ ∞
1
A(x)
xs+1
dx.
Proof. By Abel summation we obtain∑
n≤y
an
ns
=
A(y)
ys
+ s
∫ y
1
A(x)
xs+1
dx,
since A(x) = 0 for x < 1. We want to take y →∞, and apply Kronecker’s lemma,
which yields
f(s) = lim
y→∞
(
A(y)
ys
+ s
∫ y
1
A(x)
xs+1
dx
)
= s
∫ ∞
1
A(x)
xs+1
dx,
as required. 
Example 1.16. Consider the Riemann zeta function ζ(s). Clearly,
A(x) = [x],
since an = 1. We apply (1.20) to obtain
ζ(s) = s
∫ ∞
1
[x]
xs+1
dx =
s
s− 1 − s
∫ ∞
1
{x}
xs+1
dx,
since x = [x] + {x}. This yields an analytical continuation of ζ(s), since the
integral is absolutely convergent for σ > 0. Furthermore, the continuation has a
simple pole at s = 1 with residue 1.
Inspired by (1.20), we define the following integral transformation, defined for
more general functions than summatory functions of Dirichlet series.
Definition. Suppose f : [1,∞)→ C is locally Lebesgue integrable, and satisfies
the growth condition |f(x)| ≤ AxB . The Mellin transformation of f is defined
as
f̂(s) =M{f}(s) = s
∫ ∞
1
f(x)
xs+1
dx.
If we can invert the Mellin transformation, we will be able to to obtain the
converse of (1.20). To do this, we try to connect the Mellin transformation to
some familiar integral transformations.
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Definition. For any f ∈ L1(R) we define Fourier transformation
(1.21) f̂(ξ) = F{f}(ξ) =
∫ ∞
−∞
f(x)e−ixξ dx.
The Fourier transformation exists for any ξ ∈ R and is continuous. The proof
of the following theorem is omitted, but can be found in any standard text on
Fourier Analysis [18].
Theorem (Inverse Fourier Transformation). Suppose that f, f ′ ∈ L1(R), and
that f is piecewise continuously differentiable. Then
(1.22) f∗(x) =
f(x+) + f(x−)
2
= F−1{f̂}(x) = 1
2pi
∫ ∞
−∞
f̂(ξ)eixξ dξ,
at the least in the Cauchy principal value-sense.
Definition. Suppose that f : [0,∞)→ R is locally Lebesgue integrable and sat-
isfies the growth condition |f(x)| ≤ AeBx. We define the Laplace transformation
by
f̂(s) = L{f}(s) =
∫ ∞
0
f(x)e−xs dx.
We may use the Fourier Inversion Theorem, to obtain the Laplace Inversion
Theorem. We can later apply this theorem to invert the Mellin transformation,
and obtain the desired formula.
Lemma 1.17. Suppose that both |f | and |f ′| satisfy the growth condition ≤ CeDx
and that f is piecewise continuously differentiable. Then
(1.23) f∗(x) = L−1{f̂}(x) = 1
2pii
∫ κ+i∞
κ−i∞
f̂(s)exs ds,
for any κ > D at the least in the Cauchy principal value-sense.
Proof. By (1.21) and (1.22) we obtain
g∗(x) =
1
2pi
∫ ∞
−∞
∫ ∞
−∞
g(y)e−iyξeixξ dydξ,
for any piecewise continuously differentiable function g, with g, g′ ∈ L1(R). The
outer integral may be taken in the Cauchy principal value sense if necessary. We
choose
g(x) = H(x)e−κxf(x),
where H(x) is the Heaviside’s function, with one small addition: We take the
mean value at x = 0 to obtain the correct value in the principal value integrals,
H(x) =

0 if x < 0
1/2 if x = 0
1 if x > 0
.
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The function g(x) satisfies the demands by the growth condition. Clearly, for
x > 0 and by the substitution s = κ+ iξ we obtain
f∗(x) =
eκx
2pi
∫ ∞
−∞
eixξ
∫ ∞
0
f(y)e−y(κ+iξ) dydξ
=
eκx
2pi
∫ κ+i∞
κ−i∞
ex(s−k)
∫ ∞
0
f(y)e−ys dy
ds
i
=
1
2pii
∫ κ+i∞
κ−i∞
exsf̂(s) ds,
where the integral is taken in the Cauchy principal value-sense if necessary. The
case x = 0 follows similarly. 
Theorem 1.18. Suppose that both |f | and |f ′| satisfy the growth condition ≤ AxB
and that f is piecewise continuously differentiable. Then
(1.24) f∗(x) =M−1{f̂}(s) = 1
2pii
∫ κ+i∞
κ−i∞
f̂(s)
xs
s
ds,
at the least in the Cauchy principal value-sense, for any κ > B.
Proof. We define g(x) = f(ex). By the growth conditions, we can compute
L{g}(s) =
∫ ∞
0
g(x)e−xs ds =
∫ ∞
0
f(ex)e−xs ds =
∫ ∞
1
f(x)
xs
ds
x
=
1
s
M{f}(s).
Similarly, the demands for (1.23) are met, and we obtain
f∗(x) = g∗(log x) =
1
2pii
∫ κ+i∞
κ−i∞
ĝ(s)es log x ds =
1
2pii
∫ κ+i∞
κ−i∞
f̂(s)
xs
s
ds,
where the integral is taken in the Cauchy principal value-sense if necessary. 
Observe that (1.24) implies that
A(x) =
1
2pii
∫ κ+i∞
κ−i∞
f(s)
xs
s
ds
is formally the converse to (1.20). However, we see that the mean value is taken
at the discontinuities x = n. In the next section, we will obtain several versions
of Theorem 1.18 tailored to Dirichlet series. We also estimate error terms when
restricting the integration to a finite part of the imaginary axis, say |t| ≤ T .
1.6. Perron’s Formulae
To satisfy the required mean value at the discontinuities, we introduce a weighted
version of the summatory coefficient function,
(1.25) A∗(x) =
1
2
∑
n≤x
an +
∑
n<x
an
 .
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The multiplicative version of H(x) is the auxiliary function h : R+ → R by
(1.26) h(x) =

1, if x > 1
1/2, if x = 1
0, if 0 < x < 1
.
The following lemma regarding (1.26) will yield Perron’s formula.
Lemma 1.19. For any positive κ, T and T ′ we have∣∣∣∣∣h(x)− 12pii
∫ κ+iT
κ−iT ′
xs
ds
s
∣∣∣∣∣ ≤ xκ2pi| log x|
(
1
T
+
1
T ′
)
,(1.27) ∣∣∣∣∣h(1)− 12pii
∫ κ+iT
κ−iT
ds
s
∣∣∣∣∣ ≤ κT + κ.(1.28)
where 0 < x 6= 1 in (1.27) and h is defined as in (1.26).
Proof. Assume first that x > 1 and take k > κ. Let Rk be the rectangle given
by its corners κ−iT ′, κ+iT , κ−k+iT and κ−k−iT ′ oriented counter-clockwise.
By the residue theorem,
1
2pii
∫
Rk
xs
ds
s
= 1 = h(x).
One of the edges is the integral in (1.27). We will estimate the other three,
starting with∣∣∣∣∣
∫ κ−k+iT
κ+iT
xs
ds
s
∣∣∣∣∣ ≤ 1T
∫ κ
κ−k
xs ds =
xκ − xκ−k
T log x
≤ x
κ
T log x
=
xκ
T | log x| .
The same holds for the opposite edge,∣∣∣∣∣
∫ κ−iT ′
κ−k+−iT ′
xs
ds
s
∣∣∣∣∣ ≤ 1T ′
∫ κ
κ−k
xs ds =
xκ − xκ−k
T ′ log x
≤ x
κ
T ′ log x
=
xκ
T ′| log x| .
Finally we apply the triangle inequality to the third edge and obtain∣∣∣∣∣ 12pii
∫ κ−iT ′
κ−k−iT
xs
ds
s
∣∣∣∣∣ ≤ (T ′ + T ) xκ−kκ− k ,
which disappears as k → ∞. Combining this, we obtain (1.27) for x > 1. The
same argument applies for x < 1, by replacing κ by −κ, since h(x) = 0. This
proves (1.27). Now for the case x = 1, we observe that
1
2pii
∫ κ+iT
κ−iT
ds
s
=
1
2pi
(arg(κ+ iT )− arg(κ− iT )) = 1
pi
arctan(T/κ).
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We note that
0 ≤ pi
2
− arctan(y) =
∫ ∞
y
dt
1 + t2
≤ 2
(1 + t)2
dt =
2
1 + y
,
and hence (1.28) follows by taking y = T/κ, since 2/pi < 1. 
Theorem 1.20. Consider the Dirichlet series
f(s) =
∞∑
n=1
an
ns
,
with finite abscissa of absolute convergence σa, and suppose that κ > max(0, σa).
Then
(1.29) A∗(x) =
1
2pii
∫ κ+i∞
κ−i∞
f(s)xs
ds
s
,
which converges conditionally for x ∈ R\N and in the Cauchy principal value
sense for for x ∈ N.
Proof. Since κ > σa, we have absolute convergence. This means that we can
interchange integration and summation to obtain
1
2pii
∫ κ+iT
κ−iT ′
f(s)xs
ds
s
=
1
2pii
∞∑
n=1
an
∫ κ+iT
κ−iT ′
(x
n
)s ds
s
.
By (1.25) and (1.27) we then have∣∣∣∣∣A∗(x)− 12pii
∫ κ+iT
κ−iT ′
f(s)xs
ds
s
∣∣∣∣∣ ≤ xκ2pi
(
1
T
+
1
T ′
) ∞∑
n=1
|an|
nκ| log(x/n)| ,
valid for x ∈ R\N. The infinite series converges since κ > σa and since x is
not an integer, which implies 0 < C ≤ | log(x/n)|. Thus by letting T ′, T → ∞
independently, we obtain (1.29). For x ∈ N we apply (1.28) and similarly obtain
convergence in the Cauchy principal value sense, since we have T ′ = T . 
We now prove effective companions of Theorem 1.20, where we keep T finite and
obtain error bounds, which will be very useful later.
Lemma 1.21. Consider the Dirichlet series f(s) with finite abscissa of absolute
convergence σa, and suppose that κ > max(0, σa), and take T ≥ 1 and x ≥ 1.
Then
(1.30) A(x) =
1
2pii
∫ κ+iT
κ−iT
f(s)xs
ds
s
+O
(
xκ
∞∑
n=1
|an|
nκ (1 + T | log(x/n)|)
)
.
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Proof. By the proof of Theorem 1.20 we note that it is sufficient to prove that
for any fixed κ > 0 we have uniformly for y > 0 and T > 0 that
(1.31)
∣∣∣∣∣h(y)− 12pii
∫ κ+iT
κ−iT
ys
ds
s
∣∣∣∣∣ = O
(
yκ
1 + T | log y|
)
,
where we will take y = x/n. First, suppose that T | log y| > 1. Then (1.31) follows
immediately from (1.27). Now, assume that T | log y| ≤ 1. We write∫ κ+iT
κ−iT
ys
ds
s
= yκ
∫ κ+iT
κ−iT
ds
s
+ yκ
∫ κ+iT
κ−iT
(
yiτ − 1) ds
s
.
The first integral is bounded by pi, since we obtain an arctangent as in the proof
of Lemma 1.19. For any x ∈ R we have
|eix − 1| ≤ |x|,
hence |yiτ − 1| ≤ |τ log y|, and thus the second integral can be bounded by∣∣∣∣∣
∫ κ+iT
κ−iT
(
yiτ − 1) ds
s
∣∣∣∣∣ ≤
∫ κ+iT
κ−iT
∣∣∣∣τ log ys
∣∣∣∣ ds ≤ 2T | log y| ≤ 2.
The error term is O (yκ) which is of the right order since T | log y| is bounded. 
Let us provide two methods to further estimate the sum in the error term of
Lemma 1.21.
Lemma 1.22. Suppose that an ≥ 0. For any  > 0 and any κ > max(σa, 0) we
have ∑
| log x/n|≤
an
(x
n
)κ
≤ Cxκ
∫ T
−T
|f(κ+ iτ)| dτ,
where T = 1/ and C = sinc−2(1/2), where f is associated to an.
Proof. Suppose w,F{w} ∈ L1(R). We begin by proving the auxiliary formula
(1.32)
∞∑
n=1
an
(x
n
)κ
w
(
log
x
n
)
=
1
2pii
∫ κ+i∞
κ−i∞
f(s)xsŵ(τ)ds.
We have absolute convergence and may exchange integration and summation.
We then use a substitution to obtain
1
2pii
∫ κ+i∞
κ−i∞
f(s)xsŵ(τ)ds =
∞∑
n=1
an
(x
n
)k 1
2pi
∫ ∞
−∞
(x
n
)iτ
ŵ(τ)dτ,
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which proves (1.32), since the integral is the Fourier inverse of ŵ(τ) evaluated at
log x/n. Consider the following function:
ŵ(τ) =
{
1− |τ | if |τ | ≤ 1
0 if |τ | > 1
We may compute the inverse Fourier transformation easily, since ŵ ∈ L1(R),
w(t) =
1
2pi
∫ ∞
−∞
ŵ(τ)eitτ dτ =
1
2pi
sinc2(t/2).
In particular, we also have w ∈ L1(R). Now, let  > 0 be arbitrary and define
w(t) = w(t/). This yields ŵ(τ) = ŵ(τ), and (1.32) is applied to obtain
∞∑
n=1
an
(x
n
)κ
w
(
log
x
n
)
=
1
2pii
∫ κ+iT
κ−iT
f(s)xsŵ(τ)ds ≤ x
κ
2pi
∫ T
−T
|F (κ+ iτ)| dτ,
since an ≥ 0. The inequality holds if we consider only a finite number of the
summands, ∑
| log x/n|≤
an
(x
n
)κ
w
(
log
x
n
)
≤ x
κ
2pi
∫ T
−T
|F (κ+ iτ)| dτ.
The proof is complete, since
inf
| log x/n|≤
w
(
log
x
n
)
=
1
2pi
sinc2(1/2). 
Lemma 1.23. Suppose that T > 1 and x > 0, and I = {n : x/2 ≤ n ≤ x}. Then
S =
∑
n∈I
1
1 + T | log x/n| ≤
2x
T
(1 + γ + 2 log T/x),
where γ denotes the Euler–Mascheroni constant.
Proof. By the mean value theorem, for some ξ between x and n,
| log(x/n)| = | log x− log n| = |x− n|
ξ
≥ |x− n|
2x
.
We furthermore observe that 0 ≤ |x− n| ≤ x, since x/2 ≤ n ≤ 2x. We split the
sum at x/T and obtain
S ≤
∑
0≤|x−n|≤x/T
1 +
∑
x/T<|x−n|≤x
2x
T |x− n|
≤ 2x
T
+
2x
T
(
γ +
∫ x−x/T
x/2
dt
x− t +
∫ 2x
x+x/T
dt
t− x
)
=
2x
T
(1 + γ + 2 log T/x),
which completes the proof. 
CHAPTER 2
Smooth Numbers
This chapter concerns itself with estimating the smooth numbers, which the fol-
lowing definition introduces.
Definition. Given any positive real number y, we say that the integer n is y-
smooth if all the prime factors of n are smaller than or equal to y. For x ≥ y ≥ 2
we consider the number of y-smooth numbers less than x,
Ψ(x, y) = card {n ≤ x : n is y-smooth} .
The goal of this chapter is to estimate Ψ(x, y) precisely [38, 22]. To obtain
the required estimates we shall apply the Saddle Point Method. The following
example will illustrate the method.
Example 2.1. The formula
n! =
∫ ∞
0
e−ttn dt
is well-known, or may be obtained by induction. We will use the Saddle Point
Method to obtain Stirling’s approximation for n!. We substitute t = sn to obtain
n! = nn+1
∫ ∞
0
e−snsn ds = nn+1
∫ ∞
0
e−nf(s) ds,
where f(s) = s− log(s). As n gets big, one can expect that the main contribution
will be where f(s) is small, and thus we are interested in 0 = f ′(s) = 1 − 1/s,
and hence s = 1. Using a Taylor polynomial we can approximate
f(s) ≈ f(s0) + f ′(s0)(s− s0) + f
′′(s0)
2
(s− s0)2 = 1 + (s− 1)
2
2
.
for s near 1. Since the main contribution is near s = 1, we use the Taylor
polynomial and extend the integration to the entire real line to obtain
n! ≈ nn+1e−n
∫ ∞
0
e−n
(s−1)2
2 ds ≈ nn+1e−n
∫ ∞
−∞
e−n
(s−1)2
2 ds = nn+1e−n
√
2pi
n
,
which is Stirling’s approximation n! ≈ √2pin · nne−n. It should be noted that
this argument can be made more rigorous.
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Following Example 2.1 we introduce the Gamma function, which is the natural
generalization of the factorial. It is defined by
(2.1) Γ(s) =
∫ ∞
0
e−tts−1 dt,
for <(s) > 0. We require some properties of this function in what follows. We
easily obtain
Γ(n+ 1) = n!,
and the functional equation
Γ(s+ 1) = sΓ(s)
using integration by parts. The following standard result on the Gamma function
will be needed [17].
Theorem 2.2. The analytical continuation of the Gamma function satisfies
(2.2)
1
Γ(s)
= seγs
∞∏
n=1
(
1 +
s
n
)
e−s/n,
where γ denotes the Euler–Mascheroni constant.
Proof. We begin by letting s > 0 and considering the sequence of functions
Γn(s) =
∫ n
0
ts−1
(
1− t
n
)n
dt.
The dominated convergence theorem implies that Γn(s) → Γ(s) as n → ∞. By
the substitution r = t/n and integration by parts, we may recursively compute
Γn(s) = n
s
∫ 1
0
rs−1(1− r)n dr = 1
s
(
n
n− 1
)s+1
Γn−1(s+ 1)
= Γ1(s+ n− 1)
n−2∏
k=0
1
s+ k
(
n− k
n− (k + 1)
)s+k+1
=
nsn!
s(s+ 1) · · · (s+ n) ,
where the integral Γ1(s+ n− 1) is easily computed. After taking the reciprocal,
this product can be rewritten as
1
Γn(s)
=
s
ns
n∏
k=1
(
1 +
s
k
)
= seγns
n∏
k=1
(
1 +
s
k
)
e−s/k,
where γn → γ. This is done to ensure convergence for any s ∈ C, which gives (2.2)
as we let n→∞. This can be shown by taking logarithms and estimating the sum
using Taylor’s theorem. Hence (2.2) extends to C by analytical continuation. 
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2.1. Dickman’s Function
In this section, we study Dickman’s function. The function ρ : R→ R is defined
by the initial condition ρ(u) = 1 for 0 ≤ u ≤ 1 and recursively
(2.3) ρ(u) = ρ(k) +
∫ u
k
ρ(v − 1) dv
v
, k ∈ N.
We take ρ(u) = 0 for u < 0. This function is continuous except for a discontinuity
at u = 0. We obtain the following properties of Dickman’s function.
Lemma 2.3. The function ρ has the following properties:
uρ′(u) + ρ(u− 1) = 0 u > 1(2.4)
uρ(u) =
∫ u
u−1
ρ(v) dv u ∈ R(2.5)
ρ(u) > 0 u ≥ 0(2.6)
ρ′(u) < 0 u > 1(2.7)
ρ(u) ≤ 1
Γ(u+ 1)
u ≥ 0(2.8)
Proof. We proceed as follows:
(1) By differentiating (2.3) we obtain (2.4).
(2) We see that (2.5) holds trivially for any u ≤ 1. Furthermore, it holds for
u > 1 by continuity since both sides have the same derivative by (2.4).
(3) Define
u0 = inf{u > 0 : ρ(u) = 0}.
Clearly u0 > 1. If we suppose that u0 <∞, then we have
0 = u0ρ(u0) =
∫ u0
u0−1
ρ(v) dv > 0,
by (2.5) and continuity. This is impossible and u0 =∞.
(4) We obtain (2.7) from (2.4) and (2.6) since
ρ′(u) = −ρ(u− 1)
u
,
which is valid for u > 1.
(5) Clearly (2.8) is true for 0 ≤ u ≤ 1. Inductively and by (2.5) and (2.7) we
obtain
ρ(u) =
1
u
∫ u
u−1
ρ(v) dv ≤ 1
u
u− (u− 1)
Γ(u)
=
1
Γ(u+ 1)
,
by applying the functional equation for Γ(s).
This completes the proof. 
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Our next task is to compute the Laplace transformation of Dickman’s function.
Lemma 2.4. We have
(2.9) ρ̂(s) = eγ+E(−s),
where γ is the Euler–Mascheroni constant and
(2.10) E(s) =
∫ s
0
et − 1
t
dt.
Proof. By (2.8) the integral
ρ̂(s) =
∫ ∞
0
ρ(u)e−us du
is absolutely convergent for any s ∈ C. By (2.5) and Fubini’s theorem,
− d
ds
ρ̂(s) =
∫ ∞
0
uρ(u)e−us ds =
∫ ∞
0
(∫ u
u−1
ρ(v) dv
)
e−us du
=
∫ ∞
0
ρ(v)
(∫ v
v−1
e−us du
)
dv =
1− e−s
s
ρ̂(s).
This separable ordinary differential equation has the solution
ρ̂(s) = C exp
(
−
∫ s
0
1− e−t
t
dt
)
= CeE(−s).
By logarithmic differentiation of (2.2) we obtain −γ = Γ′(1). Now, by (2.1)
Γ′(1) =
∫ 1
0
e−t − 1
t
dt+
∫ ∞
1
e−t
t
dt =
∫ s
0
e−t − 1
t
dt+
∫ s
1
1
t
dt+
∫ ∞
s
e−t
t
dt,
where s > 1. Combining this we obtain the identity
(2.11) 0 = γ + E(−s) + log(s) + E1(s),
where we have
(2.12) E1(s) =
∫ ∞
s
e−t
t
dt =
∫ ∞
0
e−(t+s)
t+ s
dt.
Using integration by parts we obtain
sρ̂(s) =
∫ ∞
0
ρ(u)se−us du = ρ(0+) +
∫ ∞
1
ρ′(u)e−us du,
and as s→∞ the final integral disappears. Thus, by (2.11) we compute
1 = lim
u→0+
ρ(u) = lim
s→∞ sρ̂(s) = lims→∞Ce
−γ−E1(s) = Ce−γ ,
and hence C = eγ and we are done. 
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By Lemma 1.17 the inverse Laplace transformation is applicable for κ ∈ R,
ρ(u) =
1
2pii
∫ κ+i∞
κ−i∞
ρ̂(s)eus ds,
and u > 1, since ρ is continuously differentiable for u > 1. We would expect the
main contribution at |τ | < δ by choosing κ to be a zero of the derivative of the
integrand. Hence we require
0 =
d
ds
(log(ρ̂(s)) + us) =
e−s − 1
s
+ u,
by (2.10). We want κ = −ξ(u), where ξ is positive and satisfies
(2.13) eξ = 1 + uξ.
The function ξ(u) is non-elementary, but we can obtain the following properties.
Lemma 2.5. For any u > 1 the equation (2.13) has an unique positive solution.
For u > 3 we have
ξ(u) = log u+ log log u+O
(
log log u
log u
)
,(2.14)
as u→∞ and furthermore for u > 1 we have
ξ′(u) =
ξ
1 + uξ − u 
1
u
.(2.15)
Proof. Let
(2.16) f(x) =
ex − 1
x
=
∫ 1
0
etx dt.
It is clear that f(ξ) = u, if ξ solves (2.13). Furthermore f (0+) = 1, and clearly
f ′(x) > 0. Thus f is strictly increasing on [0,∞), and f(0) = 1. This implies
that for any u > 1 there exists some unique positive ξ such that f(ξ) = u, and
hence (2.13) has a unique positive solution. The simple estimate ξ(u) = O(log u)
is valid for u > 3, and can be used to prove (2.14). We apply (2.13) iteratively
ξ = log (1 + uξ) = log u+ log
(
ξ +
1
u
)
= log u+ log
(
log u+ log
(
ξ +
1
u
)
+
1
u
)
= log u+ log log u+O
(
log log u
log u
)
,
by the simple estimate and the fact that log(1 + x) = O(x). We need to take
u > 3 to ensure that the iterated logarithms are defined. The first equality in
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(2.15) follows by implicit differentiation with respect to u in (2.13). Applying the
inverse function theorem to (2.16) yields ξ′(u) = 1/f ′(ξ). Now, we compute
(2.17) f(ξ) ≥
∫ 1
0
tetξ dt = f ′(ξ) ≥ 1
2
∫ 1
1/2
etξ dt ≥ 1
4
∫ 1
0
etξ dt =
f(ξ)
4
,
which implies ξ′(u)  1/u as required. 
The following lemma provides estimates on ρ̂(s), given the choice of κ = −ξ(u).
Lemma 2.6. Let u > 1, ξ = ξ(u) and s = −ξ + iτ . Then we have the estimates:
ρ̂(s) exp
(
E(ξ)− τ
2u
2pi2
)
|τ | ≤ pi,(2.18)
ρ̂(s) exp
(
E(ξ)− u
ξ2 + pi2
)
|τ | > pi,(2.19)
ρ̂(s) =
1
s
(
1 +O
(
1 + uξ
|τ |
))
|τ | > 1 + uξ.(2.20)
Proof. For (2.18) and (2.19) we consider the quantity
H(ξ; τ) = E(ξ)−< (E(−s)) =
∫ 1
0
etξ
1− cos tτ
t
dt.
If |τ | ≤ pi we have 1− cos (τt) ≥ 2τ2t2/pi2. Following (2.17) we get
H(ξ; τ) ≥ 2τ
2
pi2
∫ 1
0
tetξ dt ≥ τ
2
pi2
∫ 1
1/2
etξ dt ≥ τ
2
2pi2
∫ 1
0
etξdt =
τ2u
2pi2
.
Combining this with (2.9) yields (2.18). Suppose now that |τ | > pi. Then a
computation of the integral and estimation yields
H(ξ; τ) =
∫ 1
0
etξ
1− cos tτ
t
dt ≥
∫ 1
0
etξ (1− cos tτ) dt ≥ u
ξ2 + pi2
− 2
pi
.
Combining this with (2.9) yields (2.19). To prove (2.20), it suffices to show
e−E1(s) = 1 +O
(
1 + uξ
|τ |
)
,
by first applying (2.11). This follows from the estimate ez = 1 +O(z), which is
applicable if z is bounded. For s = −ξ + iτ we obtain
|E1(s)| ≤ eξ
∫ ∞
0
e−t
|s+ t| dt ≤
eξ
|τ |
∫ ∞
0
e−t dt =
1 + uξ
|τ | ≤ 1,
by the assumption |τ | > 1 + uξ, which completes the proof. 
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We are now ready to obtain the asymptotic formula for Dickman’s function. We
apply the inverse Laplace transformation, using Lemma 2.6 and various estimates
to obtain the required result.
Theorem 2.7. For u > 1 we have
(2.21) ρ(u) =
√
ξ′(u)
2pi
exp (γ − uξ + E(ξ))
(
1 +O
(
1
u
))
.
Proof. We take κ = −ξ and want to use the inverse Laplace transformation
ρ(u) =
1
2pii
∫ κ+i∞
κ−i∞
ρ̂(s)eus ds.
Choose δ = pi
√
2 log (u+ 1)/u and divide the line into four parts:
I1 = {−ξ + iτ : |τ | ≤ δ} , I2 = {−ξ + iτ : δ < |τ | ≤ pi} ,
I3 = {−ξ + iτ : pi < |τ | ≤ 1 + uξ} , I4 = {−ξ + iτ : 1 + uξ < |τ |} .
The main contribution is expected to come from I1, and the other three parts
should be absorbed in the error term of (2.21). By Lemma 2.5, we have that
ξ′(u)  1/u. This implies that the error term in (2.21) is of order
e−uξ+E(ξ)
u3/2
.
We begin by computing the main contribution at I1, and follow up by estimating
the other parts of the integral.
Part 1. By Lemma 2.4 we can rewrite the integrand
ρ̂(s)eus = exp (γ + E(ξ − iτ)− uξ + iuτ) = eγ−uξ+E(ξ) · eE(ξ−iτ)−E(ξ)+iuτ .
The first exponential is taken outside the integral and appears in (2.21). For the
second exponential, we apply Taylor’s theorem to E(ξ − iτ) to obtain
E(ξ− iτ)−E(ξ) + iuτ = −τ
2
2
E′′(ξ) +
iτ3
6
E(3)(ξ) +O
(
τ4 max
|t|≤|τ |
∣∣∣E(4)(ξ + iτ)∣∣∣) ,
since a computation shows E′(ξ) = u, by (2.10) and (2.16). Now, since∣∣∣E(k)(ξ + iτ)∣∣∣ ≤ ∫ 1
0
tkeξt dt ≤
∫ 1
0
eξt dt = u,
and |τ | ≤ δ the final two terms are O(1). This means we can apply the estimates
ez = 1 + z +O(z2) = 1 +O(z),
respectively. Thus the two final terms are
=
(
1 +
iτ3
6
E(3)(ξ) +O(u2τ6)
)(
1 +O(uτ4)) = 1+ iτ3
6
E(3)(ξ)+O (uτ4 + u2τ6) .
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Since I1 is symmetrical in τ , the τ3 term disappears when integrated. Combining
what we have obtained so far, we have∫
I1
ρ̂(s)eus ds = eγ−uξ+E(ξ)
∫ δ
−δ
e−
τ2
2 E
′′(ξ) (1 +O (uτ4 + u2τ6)) dτ.
We begin by showing that the O-term is absorbed in the error term of (2.21).
The substitution t = τ2/2E′′(ξ) allows us to write∫ δ
−δ
e−
τ2
2 E
′′(ξ)O (uτ4 + u2τ6) dτ = ∫ 
−
e−|t|√|t|O
(
ut2
(E′′(ξ))2
+
u2|t|3
(E′′(ξ))3
)
dt,
where  = pi2 log(u+ 1)E′′(ξ)/u. A computation yields
E′′(ξ) =
d
dξ
eξ − 1
ξ
= u
(
1− 1
ξ
)
=
1
ξ′(u)
 u,
by (2.17). Thus∫ δ
−δ
e−
τ2
2 E
′′(ξ)O (uτ4 + u2τ6) dτ = 1
u3/2
∫ 
−
e−|t|√|t|O (t2 + |t|3) dt = O
(
1
u3/2
)
,
since the integral is clearly bounded by a constant independent of . As for the
main term, we write∫ δ
−δ
e−
τ2
2 E
′′(ξ) dτ =
∫ ∞
−∞
e−
τ2
2 E
′′(ξ) dτ − 2
∫ ∞
δ
e−
τ2
2 E
′′(ξ) dτ.
By the same substitution as above, and the estimate E′′(ξ)  u we obtain the
introduced error
2
∫ ∞
δ
e−
τ2
2 E
′′(ξ) dτ =
√
2√
E′′(ξ)
∫ ∞

e−t√
t
dt 1√
E′′(ξ)
∫ ∞
log u
e−t dt,
which clearly is O (u−3/2), as required. We finally compute the modified main
term, which now is a Gaussian integral
√
2√
E′′(ξ)
∫ ∞
−∞
e−
τ2
2 E
′′(ξ) dτ =
√
2pi
E′′(ξ)
=
√
2piξ′(u).
Part 2. For I2 we may estimate using (2.18) to obtain∣∣∣∣∫
I2
ρ̂(s)eus ds
∣∣∣∣ e−uξ+E(ξ) ∫ pi
δ
e−
τ2u
2pi2 dt = e−uξ+E(ξ)
pi√
u
∫ u/2
log(u+1)
e−t√
t
dt
 e
−uξ+E(ξ)
√
u
∫ ∞
log u
e−t dt =
e−uξ+E(ξ)
u3/2
.
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Part 3. Similarly we apply (2.19) to I3, which yields∣∣∣∣∫
I3
ρ̂(s)eus ds
∣∣∣∣ e−uξ+E(ξ) ∫ 1+uξ
pi
exp
(
− u
ξ2 + pi2
)
dτ
 e−uξ+E(ξ) exp
(
− u
ξ2 + pi2
+ ξ
)
by (2.13). By Lemma 2.5 we have the estimate ξ = O(log u). This shows that
the final term of this estimate is of order u−3/2, as required.
Part 4. Finally, for I4 we apply (2.20) to obtain∣∣∣∣∫
I3
ρ̂(s)eus ds
∣∣∣∣ e−uξ (∣∣∣∣∫ ∞
1+uξ
eiuξ
−ξ + iτ dτ
∣∣∣∣+ (1 + uξ)∫ ∞
1+uξ
1
τ2
dτ
)
 e−uξ(1 + uξ) = e−uξ+ξ  e
−uξ+E(ξ)
u3/2
by the fact that E(ξ) ≥ ξ + 32 log u for large enough u. 
We provide the following corollary for later use.
Corollary 2.8. For u > 1 and 0 ≤ v ≤ u
(2.22) ρ(u− v) ρ(u)evξ(u).
Proof. For u > 1 we may write (2.21) in the form
ρ(u) =
√
ξ′(u)
2pi
exp
(
γ −
∫ u
1
ξ(t) dt
)(
1 +O
(
1
u
))
.
If 0 ≤ v < u− 1 we may apply this to obtain
ρ(u− v) = ρ(u)
√
ξ′(u− v)
ξ′(u)
exp
(∫ u
u−v
ξ(t) dt
)(
1 +O
(
1
u− v
))
.
Using the fact that ξ′(t)  1/t we obtain
v2
2u
≤
∫ u
u−v
t− u+ v
t
dt 
∫ u
u−v
ξ′(t)(t− u+ v) dt = vξ(u)−
∫ u
u−v
ξ(t) dt.
By applying the same estimate in the square root we may write
ρ(u− v) ρ(u) exp
(
vξ(u)− cv
2
u
+
1
2
log
(
u
u− v
))
 ρ(u)evξ(u),
for some positive c > 0. The case u − 1 ≤ v ≤ u follows immediately, since the
left side of (2.22) is 1 in this range, while the right side is increasing in v. 
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2.2. Dirichlet Convolution
In this section we give some brief remarks on Dirichlet convolutions and the von
Mangoldt function, which is given by
(2.23) Λ(n) =
{
log p if n = pk for some prime p and integer k ≥ 1
0 otherwise
.
Definition. An arithmetic function a : N→ C is completely multiplicative if
a(mn) = a(m)a(n).
Definition. The Dirichlet convolution of two arithmetic functions a and b is
(a ∗ b)(n) =
∑
d|n
a(n)b
(n
d
)
.
Dirichlet convolution is useful when pointwise multiplying Dirichlet series,
(2.24)
( ∞∑
m=1
a(m)
ms
)( ∞∑
n=1
b(n)
ns
)
=
∞∑
k=1
1
ks
∑
mn=k
a(m)b(n) =
∞∑
k=1
(a ∗ b)(k)
ks
,
where both sides converge.
Lemma 2.9. If the Dirichlet series f has its coefficients given by the completely
multiplicative arithmetic function a, say an = a(n), then
(2.25)
f ′(s)
f(s)
= −
∞∑
n=1
Λ(n)a(n)
ns
,
where both sides converge.
Proof. We introduce the constant function 1(n) = 1, which is trivially com-
pletely multiplicative. If n = pα11 · · · pαkk , we may compute
(2.26) (Λ ∗ 1)(n) =
∑
d|n
Λ(d) =
k∑
i=1
αi log pi = log n,
which also holds if n = 1. Thus (Λ ∗ 1)(n) = log n. Now, by differentiating the
Dirichlet series term wise, we obtain
f ′(s) = −
∞∑
n=1
a(n) log n
ns
.
By multiplying both sides of (2.25) by f(s), and applying (2.24) we need to
prove (Λa ∗ a)(n) = a(n) log n. This follows from the fact that a is completely
multiplicative and a computation similar to (2.26). 
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2.3. Smooth Zeta Functions
The main goal of this chapter is to precisely estimate the function Ψ(x, y). We
shall see that the desired approximation of Ψ(x, y) is de Bruijn’s function
(2.27) Λ(x, y) =
x
∫ ∞
−∞
ρ(u− v) d
(
[yv]
yv
)
x 6∈ N
Λ (x+, y) x ∈ N
,
with the convention u = log x/ log y and the assumptions 2 ≤ y ≤ x. To obtain
the required estimates, we shall apply Perron’s formula and the inverse Laplace
transformation. The argument may be split into three main steps. Each of these
Ψ(x, y) Λ(x, y)
ζ(s, y) F (s, y)
M
∼
∼
L−1
steps will be a lemma, and in the final proof we will combine them. We begin
with the first step, the Mellin transformation. A natural way to consider the
function Ψ(x, y) is as the summatory coefficient function of some Dirichlet series.
We let χ(n, y) denote the characteristic function of the y-smooth numbers, and
define the y-smooth zeta function by
(2.28) ζ(s, y) =
∏
p≤y
(
1− 1
ps
)−1
=
∞∑
n=1
χ(n, y)
ns
.
The Euler product representation is finite and hence σa = 0. Perron’s formula in
the form of Theorem 1.20 would imply that
Ψ(x, y) =
∑
n≤x
χ(n, y) =
1
2pii
∫ κ+i∞
κ−i∞
ζ(s, y)
xs
s
ds,
for κ > 0 and x 6∈ N. We are looking for an estimate, so we seek to apply
the effective version given in Lemma 1.21. The following lemma provides this
estimate.
Lemma 2.10. Let x ≥ y ≥ 2. For any 0 < κ ≤ 1 and T ≥ 1 we have
Ψ(x, y) =
1
2pii
∫ κ+iT
κ−iT
ζ(s, y)
xs
s
ds+O(R),
where
R =
xκ√
T
ζ(κ, y) + min
(
x√
T
,
xκ√
T
∫ √T
−√T
|ζ(κ+ it, y)| dt
)
.
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Proof. Perron’s formula (1.30) provides the required formula with the error
term
R =
∞∑
n=1
(x
n
)κ χ(n, y)
1 + T | log(x/n)| .
To obtain the required estimate, we split the sum at | log(x/n)| = 1/√T , with
R = R1 +R2. When | log(x/n)| ≥ 1/
√
T we obtain
R1 
∞∑
n=1
(x
n
)κ χ(n, y)√
T
=
xκ√
T
ζ(κ, y).
Now we turn to ≤, which is estimated as
R2 
∑
| log x/n|≤1/√T
(x
n
)κ
χ(n, y).
We estimate the quantity R2 in two different ways.
(1) Since κ is bounded, the summands of the sum in R2 are bounded. Thus we
may estimate
R2  card
{
n : | log(x/n)| ≤ 1/
√
T
}
.
Since 1/
√
T is O(1) we may take exponentials and estimate
(2.29) 1− 1√
T
≤ exp
(
− 1√
T
)
≤ n
x
≤ exp
(
1√
T
)
≤ 1 +O
(
1√
T
)
,
and hence R2  x/
√
T .
(2) By Lemma 1.23 with  = 1/
√
T we immediately obtain
R2  x
κ
√
T
∫ √T
−√T
|ζ(κ+ it, y)| dt.
At any given point, we need only consider one of these estimates, and hence we
may take
R2 = min
(
x√
T
,
xκ√
T
∫ √T
−√T
|ζ(κ+ it, y)| dt
)
,
as required. This completes the proof. 
Lemma 2.10 has few demands on x, y, T and κ. In each step that follows, we
will be more demanding. Our next goal is to approximate ζ(s, y).
2.4. APPROXIMATE FUNCTIONAL EQUATIONS 35
2.4. Approximate Functional Equations
The product representation given in (2.28) implies
lim
y→∞ ζ(s, y) = ζ(s).
The approximation of ζ(s, y) can be expected to be related to ζ(s). In this section,
we study approximate functional equations for the Riemann zeta function.
Theorem 2.11. For σ > 0 and t 6= 0 we have
(2.30) ζ(s) =
∑
n≤x
1
ns
− x
1−s
1− s +O
( s
x1+s
)
.
Proof. We begin by using Abel summation in a similar manner to the proof of
Theorem 1.15 and Example 1.16 to obtain
ζ(s)−
∑
n≤x
1
ns
= −x1−s + s
∫ ∞
x
[y]
y1+s
dy = − x
1−s
1− s − s
∫ ∞
x
{y}
ys+1
dy,
valid if σ > 1. What remains is to estimate the final integral. We easily compute
φ(x) =
∫ x
0
{y} dy =
∫ [x]
0
{y} dy +
∫ x
[x]
{y} dy = [x]
2
+O(1) = x
2
+O(1).
Thus for any fixed s with <(s) > 0 we compute∫ ∞
x
{y}
ys+1
dy = −φ(x)
x1+s
+ (s+ 1)
∫ ∞
x
φ(y)
y2+s
dy
= − 1
2xs
+O
(
1
x1+s
)
+
1
2xs
+O
(
1
x1+s
)
= O
(
1
x1+s
)
.
Hence we have obtained (2.30). By analytic continuation it continues to be valid
for σ > 0, if t 6= 0. 
Our main applications of Theorem 2.11 will be the following estimates.
Corollary 2.12. For 0 < σ ≤ 2 ≤ |t| we have
ζ(s) =
∑
n≤|t|
1
ns
+O (|t|−σ) ,
and for σ > 1/2 and |t| ≥ 1 we have ζ(s) = O
(√|t|).
Proof. The first claim follows from setting x = |t| in Theorem 2.11. The second
follows by comparing the sum in the first with the corresponding integral. 
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Theorem 2.13. For  > 0, let
(2.31) L(y) = exp
(
(log y)3/5−
)
.
We have the approximate functional equation
(2.32) −ζ
′(s)
ζ(s)
=
∑
n≤y
Λ(n)
ns
− y
1−s
1− s +O
(
1
L2(y)
)
,
under the conditions y ≥ y0(), |t| ≤ L(y) and
(2.33) 1− (log y)−2/5− ≤ σ ≤ 1.
Proof. Lemma 2.9 suggests that we should consider
−ζ
′(s)
ζ(s)
=
∞∑
n=1
Λ(n)
ns
,
and apply Perron’s formula to the Dirichlet series with translated coefficients
an = Λ(n)/n
s. We apply Lemma 1.21 and obtain∑
n≤y
Λ(n)
ns
=
−1
2pii
∫ κ+iT
κ−iT
ζ ′(s+ w)
ζ(s+ w)
yw
w
dw +O
(
yκ
∞∑
n=1
Λ(n)
nκ+σ(1 + T | log y/n|)
)
,
under the conditions T ≥ 2 and y ≥ 2, and κ = 1−σ+ 1/log y, where s = σ+ it.
To estimate the sum in the error term, we split it according to | log (y/n)| = log 2,
say R1 and R2. For the ≤, we estimate using Lemma 1.23
R1 ≤ 4
κ
yσ
· log(2y) · 2y
T
· log y  y
1−σ(log y)2
T
.
The case ≥ is estimated by comparison with an integral
R2 ≤ yκ
∞∑
n=1
Λ(n)
nκ+σ(1 + T log 2)
≤ y
κ
T log 2
∫ ∞
1
log t
tκ+σ
dt =
ey1−σ
T log 2
(log y)
2
.
Thus, the error term is of order y1−σ(log y)2/T . To obtain the required terms in
(2.32), we want to extend the path of integration to obtain the residues of the
poles at w = 1− s and w = 0. We move the integration as far left as
−η = 1− σ − log T
log y
.
First, to obtain w = 1 − s we require |t| ≤ L(y) and T > L(y). Furthermore,
w = 0 requires κ > 0 which implies σ ≤ 1 and −η < 0, which is satisfied since
1− log T
log y
≤ 1− logL(y)
log y
= 1− (log y)−2/5− ≤ σ.
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This gives the bounds of (2.33), as well as the required bounds on |t|. To avoid
any zeroes of the Riemann zeta function, we want to stay within Vinogradov’s
Zero Free Region (consult Appendix B), and hence require
−η + σ = 1− log T
log y
≥ 1− C (log T )−2/3 (log log T )−1/3 .
Take T = L4(y) and y ≥ y0() to satisfy this. In view of the residue theorem,∑
n≤y
Λ(n)
ns
= −ζ
′(s)
ζ(s)
+
y1−s
1− s +O
(
y1−σ (log y)2
T
+R
)
,
where R denotes the integral along W, the polygonal path connecting κ − iT ,
−η − iT , −η + iT and κ+ iT . See Appendix B for the estimate
ζ ′(s+ w)
ζ(s+ w)
 log |=(s+ w)|  log T  log y,
valid in the zero free region. The horizontal parts are estimated by
yκ
T
(log y)(κ− η) = O
(
y1−σ (log y)2
T
)
,
by the definition of κ. The vertical part may also be estimated by
y−η log y
∫ T
−T
dt
|w| ≤ C
y1−σ
T
(log y)
2
= O
(
y1−σ (log y)2
T
)
.
We are done, by choosing T = L4(y), since y1−σ ≤ L(y) in (2.33). 
Lemma 2.14. Let  > 0. We have
ζ(s, y) = F (s, y)
(
1 +O
(
1
L(y)
))
,(2.34)
F (s, y) = ζ(s)(s− 1)(log y)ρ̂((s− 1) log y).(2.35)
under the conditions y ≥ y0(), |t| ≤ L(y) and
1− (log y)−2/5− ≤ σ ≤ 1,
where L(y) is given by (2.31).
Proof. We begin by logarithmically differentiating (2.28) and using Lemma
(2.9) to obtain
−ζ
′(s, y)
ζ(s, y)
=
∞∑
n=1
χ(n, y)Λ(n)
ns
=
∑
n≤y
Λ(n)
ns
+
∑
n>y
χ(n, y)Λ(n)
ns
.
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The sum for n ≤ y may be estimated using the approximate functional equation
given in Theorem 2.13. We will show that final sum is absorbed in the error term
of (2.32). Observe that that∑
n>y
χ(n, y)Λ(n)
ns
=
∑
p≤√y
log p
∑
ν : pν>y
p−νσ +
∑
√
y<p≤y
log p
∑
ν : pν>y
p−νσ.
We recall that both σ and y are bounded below by a constant depending on ,
and hence∑
p≤√y
log p
∑
ν : pν>y
p−νσ =
∑
p≤y
y−σ log p
1− 1/pσ  y
−σ∑
p≤y
log p y1/2−σ,
by the Prime Number Theorem. For the second sum, we observe that y > p
implies ν > 1, and hence we similarly obtain∑
√
y<p≤y
log p
∑
ν : pν>y
p−νσ ≤
∑
√
y<p≤y
log p
∞∑
ν=2
p−νσ 
∑
√
y<p≤y
log p
p2σ
 y1−2σ,
again by the Prime Number Theorem. Since σ > 1/2, the first term is the largest.
Both are clearly bounded by the error term in the functional equation (2.32),
y1/2−σ ≤ L(y)√
y
≤ 1
L(y)
,
for y ≥ y0(), and hence we obtain
ζ ′(s, y)
ζ(s, y)
=
ζ ′(s)
ζ(s)
− y
1−s
1− s +O
(
1
L2(y)
)
=
F ′(s, y)
F (s, y)
+O
(
1
L2(y)
)
,
where the final equality follows from logarithmic differentiation of F (s, y), using
wρ̂(w) = exp
(
−
∫ ∞
w
e−t
t
dt
)
,
by (2.12) for w = (s− 1) log y. Thus, by integrating from s to 1 we obtain
ζ(s, y)
ζ(1, y)
=
F (s, y)
F (1, y)
exp
(
1 + |s|
L2(y)
)
=
F (s, y)
F (1, y)
(
1 +O
(
1
L(y)
))
.
The proof is completed by noting that
ζ(1, y) =
∏
p≤y
(
1− 1
p
)−1
= eγ log y
(
1 +O
(
1
L(y)
))
,
by Theorem B.5, and furthermore computing
F (1, y) = (log y)ρ̂(0) lim
s→1
ζ(s)(s− 1) = eγ log y,
by Lemma 2.4 and Example 1.16, which proves (2.34). 
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2.5. de Bruijn’s Function
Our next goal is to study the function F (s, y) as defined by (2.35). In this section,
it will become apparent that F (s, y) can be considered the Laplace transformation
of de Bruijn’s function Λ(x, y), as introduced in (2.27).
Lemma 2.15. Let  > 0, x ≥ x0() and
(2.36) exp
(
(log log x)5/3+
)
≤ y ≤ x.
We have
(2.37) Λ(x, y) =
1
2pii
∫ σ+iT
σ−iT
F (s, y)
xs
s
dx+O
(
xσ
4
√
T
+ x3/4
)
,
for σ = 1− ξ(u)/ log y and T ≥ L4(y).
Proof. By the definition of Λ(x, y), it suffices to prove (2.37) when x is not an
integer. For u = log x/ log y, we define
λy(u) = Λ(y
u, y)y−u =
Λ(x, y)
x
.
By splitting the integration in (2.27) we obtain
|λy(u)| ≤
∣∣∣∣∣
∫ u/2
0−
ρ(u− v) d
(
[yv]
yv
)∣∣∣∣∣+
∣∣∣∣∣
∫ u
u/2
ρ(u− v) d
(
[yv]
yv
)∣∣∣∣∣
≤ ρ(u/2)
[
yu/2
]
yu/2
+
∣∣∣∣∣ [yu]yu −
[
yu/2
]
yu/2
∣∣∣∣∣ ≤ ρ(u/2) + 3yu/2 ,
since y ≥ 2 and u ≥ 0. This implies that the Laplace transformation
λ̂y(w) =
∫ ∞
0
e−wuλy(u) du
exists when <(w) > − log (y)/2. Assuming this is true, Fubini’s theorem allows
us to compute
λ̂y(w) =
∫ ∞
0
e−wu
(∫ ∞
−∞
ρ(u− v) d
(
[yv]
yv
))
du
=
∫ ∞
−∞
(∫ ∞
0
e−wuρ(u− v) du
)
d
(
[yv]
yv
)
= ρ̂(w)
∫ ∞
−∞
e−wv d
(
[yv]
yv
)
.
We apply the substitution t = yv and adopt the convention s = 1 + w/ log y to
rewrite
Gy(w) =
∫ ∞
−∞
e−wv d
(
[yv]
yv
)
=
∫ ∞
1−
t1−s d
(
[t]
t
)
.
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As distributions, we may apply the product rule to obtain
d
(
[t]
t
)
=
(
D(t)
t
− [t]
t2
)
dt,
where D(t) denotes Dirac’s comb with period 1 given by
D(t) =
∑
n∈Z
δ(t− n).
Thus we may compute
Gy(w) =
∫ ∞
1−
D(t)
ts
dt−
∫ ∞
1−
[t]
t1+s
dt =
∞∑
n=1
1
ns
− 1
s
M([x])(s) =
(
1− 1
s
)
ζ(s).
Combining this, we have computed
λ̂y(w) = ρ̂(w)Gy(w) = ρ̂(w)
(
1− 1
s
)
ζ(s) =
F (s, y)
s log y
.
Using the inverse Laplace transformation, the appearance of ρ̂(w) leads us to
integrate along the line <(w) = −ξ(u), which clearly is acceptable in the domain
(2.36) by the bound
(2.38) ξ(u) ≤ log log(x) +O(1),
which we obtained from Lemma 2.5. Thus, we may conclude
Λ(x, y) =
x
2pii
∫ −ξ(u)+i∞
−ξ(u)+i∞
F (s, y)
s log y
euw dw =
1
2pii
∫ σ+i∞
σ−i∞
F (s, y)
xs
s
ds,
by a substitution, where σ = 1− ξ(u)/ log y. It remains to estimate the tails∣∣∣∣∣
∫
|t|>T
F (s, y)
xs
s
ds
∣∣∣∣∣ ,
and show that they are contained in the error term of (2.37). We may apply
(2.20), which yields
log y(s− 1)ρ̂(log y(s− 1)) = 1 +O
(
1 + uξ
|t| log y
)
,
whenever |t| log y > 1 +uξ. This is clearly allowed since 1 +uξ ≤ L(y), again by
Lemma 2.5. We apply the estimate of Corollary 2.12 to estimate the contribution
of the Riemann zeta function, and thus obtain∣∣∣∣∣
∫
|t|>T
F (s, y)
xs
s
ds
∣∣∣∣∣
∣∣∣∣∣
∫
|t|>T
ζ(s)
xs
s
ds
∣∣∣∣∣+ xσL(y)
∫
|t|>T
dt
|t|3/2 ,
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and this final term is of order xσ/ 4
√
T , by the fact that T 1/4 ≥ L(y). We may
apply the first part of Corollary 2.12 to obtain∫
|t|>T
ζ(s)
xs
s
ds =
∫
|t|>T
∑
n≤|t|
(x
n
)s ds
s
+O
(∫
|t|>T
xs
s
ds
|t|σ
)
.
The integral in the O-term is easily estimated by∫
|t|>T
xs
s
ds
|t|σ  x
σ
∫
|t|>T
dt
|t|1+σ 
xσ
Tσ
,
which is clearly acceptable, since σ > 1/4. In the first integral, we may exchange
integration and summation to obtain∫
|t|>T
∑
n≤|t|
(x
n
)s ds
s
=
∞∑
n=1
∫
|t|>Tn
(x
n
)s ds
s
,
where Tn = max(n, T ). By an identical argument as that given in the proof of
Lemma 1.21, it can be shown that
∞∑
n=1
∫
|t|>Tn
(x
n
)s ds
s

∞∑
n=1
(x
n
)σ 1
1 + Tn| log(x/n)| .
We split the sum at | log x/n| = 1/ 4√Tn. In the first part, the summands are
bounded and we estimate by the number of summands.∑
| log(x/n)|≤T−1/4n
(x
n
)σ 1
1 + Tn| log(x/n)|  card
{
n : | log(x/n)| ≤ Tn−1/4
}
.
Using the same techniques as in (2.29) we obtain
card
{
n : | log(x/n)| ≤ Tn−1/4
}
≤ card
{
n : | log(x/n)| ≤ n−1/4
}
 x3/4
Thus this is of order x3/4, as required. When | log x/n| > 1/ 4√Tn, we obtain∑
| log(x/n)|>T−1/4n
(x
n
)σ 1
1 + Tn| log(x/n)| 
∑
n≤T
(x
n
)σ 1
T 3/4
+
∑
n>T
xσ
nσ+3/4
,
both these sums are easily showed to be of the correct order, by comparing them
with the corresponding integral. This completes the proof. 
It is clear that de Bruijn’s function is closely related to Dickman’s function. The
following lemma shows an asymptotic equality.
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Lemma 2.16. Let  > 0, x ≥ x0() and suppose x and y satisfy (2.36), that is
exp
(
(log log x)5/3+
)
≤ y ≤ x.
Then
Λ(x, y) = xρ(u)
(
1 +O
(
log u
log y
))
.
Proof. We recall that ρ(u− v) = 0 if v > u. We apply integration by parts and
(2.8) to obtain
Λ(x, y) = x
∫ u
−∞
ρ(u− v) d
(
[yv]
yv
)
= [x]− x
∫ u
0
[yv]
yv
dρ(u− v),
= [x]− x
∫ u
0
ρ′(u− v) [y
v]
yv
dv = [x]− x
∫ u−1
0
ρ′(u− v)
(
1− {y
v}
yv
)
dv,
since we have yu = x and [yv] = 0 for v < 0 and the fact that ρ′(u− v) = when
0 < u− v < 1. Thus we have
Λ(x, y) = xρ(u)− {x}+ x
∫ u−1
0
ρ′(u− v){y
v}
yv
dv,
where we used x = [x] + {x}. We can ignore {x}, and have obtained the main
term xρ(u). By (2.4) and Corollary 2.8 we obtain∫ u−1
0
ρ′(u−v){y
v}
yv
dv = −
∫ u−1
0
ρ(u− v − 1)
u− v
{yv}
yv
dv  ρ(u)
∫ u−1
0
e(v+1)ξ
u− v
dv
yv
.
What remain to show is that∫ u−1
0
e(v+1)ξ
u− v
dv
yv
 log u
log y
,
in (2.36). We obtain the estimate
ξ(u) ≤ log log x+O(1) ≤ (log y)3/5 ,
by (2.38) in the domain (2.36). This implies
0 ≤
∫ u−1
0
e(v+1)ξ
u− v
dv
yv
≤ (1 + uξ)
∫ u−1
0
y−3/5v
u− v dv ≤
3
5
1 + uξ
u log y
.
The proof is completed by the estimate ξ(u) log u of Lemma 2.5. 
We are now ready to prove the main theorem. The reader is invited to review
the following important results: Lemma 2.10, Lemma 2.14 and Lemma 2.15. We
shall also rely on Lemma 2.16 and the results obtained concerning Dickman’s
function.
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Theorem 2.17. Let  > 0 and x ≥ x0() in the range (2.36). Then we have
(2.39) Ψ(x, y) = Λ(x, y)
(
1 +O
(
1
L(y)
))
.
Proof. We apply Lemma 2.10, Lemma 2.14 with /2 and Lemma 2.15 to obtain
Ψ(x, y) =
1
2pii
∫ σ+iT
σ−iT
ζ(s, y)
xs
s
ds+O(R1)
=
1
2pii
∫ σ+iT
σ−iT
F (s, y)
(
1 +O
(
1
L/2(y)
))
xs
s
ds+O(R1)
= Λ(x, y)
(
1 +O
(
1
L/2(y)
))
+O(R1) +O(R2).
The error terms of Lemma 2.10 and Lemma 2.15 are
R1 =
xσ√
T
ζ(σ, y) + min
(
x√
T
,
xσ√
T
∫ √T
−√T
|ζ(σ + it, y)| dt
)
,
R2 =
xσ
4
√
T
+ x3/4.
The term of order Λ(x, y)/L/2(y) is clearly absorbed in the error term of (2.39).
When we applied Lemma 2.14 we implicitly demanded T ≤ L/2(y). This implies
that we take
T = L/2(y),
which satisfies the demand T ≥ L4(y) of Lemma 2.15, for y ≥ y0() and hence
x ≥ x0(). The choice of σ = 1− ξ(u)/ log y is also acceptable, since
1 > σ = 1− ξ(u)
log y
≥ 1− log log x+O(1)
log y
≥ 1− (log y)−3/5−/2
in the domain (2.36), since we applied Lemma 2.14 with /2. What remains is
to show that R1 and R2 are contained in the error term of (2.39). To do this, we
investigate the error term. By Lemma 2.16 and Theorem 2.7 we have
Λ(x, y)  xρ(u)  x√
u
exp (−uξ + E(ξ)) = x
σeE(ξ)√
u
,
since ξ′(u)  1/u by Lemma 2.5. Hence the error term of (2.39) is of order
xσeE(ξ)
L(y)
√
u
.
We may estimate
E(ξ) =
∫ ξ
0
et − 1
t
dt ≥ 1
ξ
∫ ξ
0
et − 1 dt = u− 1,
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and thus exp(E(ξ))/
√
u  exp(u/2). Both terms of R2 are thus clearly accept-
able, since T 1/4 = L1/4/2(y)  L(y) and x3/4  xσ/L(y). We now turn to R1.
We split the integral at 4
√
T and use |ζ(σ + it, y)| ≤ |ζ(σ, y)| to obtain
R1  x
σ
4
√
T
ζ(σ, y) + min
(
x√
T
, xσM
)
,
where
M = max
4√
T≤|t|≤√T
|ζ(σ + it, y)|.
The first term is estimated using Lemma 2.14 and (2.18) which yields
ζ(σ, y)  F (σ, y)  ζ(σ)(1− σ)(log y)ρ̂(−ξ)  (log y)eE(ξ),
where we applied Example 1.16 to estimate the contribution of ζ(σ). This is
clearly acceptable, since u = log x/ log y and
exp
(
−1
4
(log y)
3/5−/2
+ log log y +
1
2
log u
)
 exp
(
− log y3/5−
)
,
for in the domain (2.36) for y ≥ y0(), and hence x ≥ x0(). To estimate M ,
4
√
T = L
1/4
/2(y) ≥ L(y) ≥ 1 + uξ
and may apply estimate (2.20) and compute using Lemma 2.14 to obtain
ζ(σ + it, y)  F (s+ it, y)  ζ(σ + it).
Now, we observe that there is some small η = η() > 0 such that
1− σ = (log y)−2/5−/2 = (log T )−2/5−/23/5−/2 ≥ (log T )−2/3−η ,
since T = L/2(y). Thus, by the estimate on Riemann’s zeta function in Vino-
gradov’s zero free region (consult Appendix B), we have M  ζ(σ+ it) log T .
What remains is to consider
min
(
x√
T
, xσ log T
)
.
Using T ≤ y and Theorem 2.7 we obtain
xσ log T = xe−uξ log T  xρ(u)e−E(ξ) log y  xρ(u)e−u/2.
This is acceptable if u ≥ 2 logL(y). Now, if the converse it true, we estimate
using ξ  log u and obtain
x√
T
= xσ
euξ√
L/2(y)
= xσ exp
(
−1
4
(log y)
3/5−/2
+O
(
(log y)3/5− log log y
))
 xσ exp
(
−1
8
(log y)
3/5−/2
)
 x
σ
L(y)
,
which is acceptable. This completes the proof. 
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Let us combine the results of Chapter 2 to obtain an effective estimate of
Ψ(x, y), which will be useful in our applications.
Lemma 2.18. Let  > 0 and x ≥ x0() in the range (2.36). Then
(2.40) Ψ(x, y) = x exp (−u (log u+ log log u+O(1))) ,
where
u =
log x
log y
.
Proof. Combining Theorem 2.17, Lemma 2.16 and Theorem 2.7 yields the es-
timate
Ψ(x, y)  Λ(x, y)  xρ(u)  x
√
ξ′(u) exp (E(ξ)− uξ(u)) .
By the substitution s = ξ(t) we compute∫ u
0
tξ′(t) ds =
∫ ξ(u)
1
t ds =
∫ ξ(u)
1
es − 1
s
ds = E(ξ),
by the fact that
es = 1 + ts,
in view of the the definition of ξ. Now, by Lemma 2.5 we have the estimate
ξ′(u)  1/u, which allows
E(ξ) =
∫ u
0
tξ′(t) dt 
∫ u
0
dt = u,
and hence E(ξ) = O(u). Combining this with the estimate
ξ(u) = log u+ log log u+O (1) ,
again by Lemma 2.5 we obtain
E(ξ)− uξ(u) =
∫ u
0
tξ′(t) ds− uξ(u) = O(u)− u (log u+ log log u+O(1)) .
Furthermore, we have √
ξ′(u)  exp
(
− log u
2
)
,
which is absorbed in the error term. This completes the proof of (2.40). 
Remark. When we computed Lemma 2.18, the sharp error term of Theorem
2.17 was ignored. Why did we need Vinogradov’s zero free region, if we ignore
the error term we obtained? We needed the estimate of Lemma 2.18 to be valid
in the domain (2.36), that is for any  > 0 and x ≥ x0(),
exp
(
(log log x)5/3+
)
≤ y ≤ x.
This allows us freedom in the choice of y, which is crucial.
CHAPTER 3
Multilinear Forms and Homogenous Polynomials
In this chapter we consider multilinear forms, which are multi-argument analo-
gies of linear functionals on a vector space. Our main goal is to prove the hyper-
contractive Bohnenblust–Hille inequality for homogenous polynomials. We will
follow the main ideas of their argument [5], but improve on their estimates.
Definition. Let V be a vector space over a field F. An m-linear form is a
mapping B : V × V × · · · × V → F which is linear in each of the m arguments.
We are particularly interested in the case F = C and V = Cn. Let us now see how
these multilinear forms can be represented: Assume that m and n are positive
integers strictly bigger than 1, and define
M(m,n) = {i = (i1, i2, . . . , im) : i1, i2, . . . , im ∈ {1, 2, . . . , n}} .
Given any i ∈M(m,n) we let
ik = (i1, . . . , ik−1, ik+1, . . . im),
which then is in M(m− 1, n). For any permutation σ ∈ Sm we say that
σ(i) =
(
iσ(1), iσ(2), . . . , iσ(m)
)
.
If we let e(j) denote the basis vector in Cn where e(j)i = δij , we obtain the
following representation:
Lemma 3.1. Let B : Cn × Cn × · · · × Cn → C be a m-linear form. Then
B
(
z(1), z(2), . . . , z(m)
)
=
∑
i∈M(m,n)
aiz
(1)
i1
z
(2)
i2
· · · z(m)im ,
where ai = B
(
e(i1), e(i2), . . . , e(im)
)
for i ∈M(m,n).
Proof. Write
z(k) =
n∑
ik=1
z
(k)
ik
e(ik)
and apply linearity in each of the m arguments. 
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Let us now turn to polynomials in several variables, which we will represent using
multi-index notation.
Definition. An m’th order multi-index on Cn is the vector α = (α1, α2, . . . , αn)
where αi ∈ {0, 1, . . . ,m}. For z ∈ Cn we take
zα = zα11 z
α2
2 · · · zαnn ,
and furthermore |α| = α1 + α2 + · · ·+ αn = m and α! = α1! · α2! · · ·αn!.
Any m’th degree polynomial on Cn can be represented as
P (z) =
∑
|α|≤m
aαz
α,
under the assumption that there is some aα 6= 0 with |α| = m.
3.1. Khinchine–Type Inequalities in the Polydisk
In this section, we introduce some properties of the polydisk and functions of sev-
eral complex variables. For more on several complex variables and function theory
in polydisks, consult Rudin [35]. We furthermore prove prove two Khinchine–
Type inequalities in the polydisk [26, 3]. These inequalities replaces similar, but
weaker, inequalities in the original proof of Bohnenblust–Hille.
Definition. Suppose U ⊂ Cn is an open set. A function F : U → C is called
holomorphic (in U) if it is continuous and holomorphic in each variable.
In one dimension, we study the unit disk and the unit torus:
D = {z ∈ C : |z| < 1},
T = {z ∈ C : |z| = 1}.
A simple fact is that the boundary ∂D = T, and by the Maximum Modulus
Principle and continuity we obtain
sup
z∈D
|F (z)| = sup
z∈T
|F (z)|,
for any holomorphic function F on an open set which strictly contains D. We
would like to extend this to n dimensions. It is natural to consider:
Dn = {z = (z1, z2, . . . , zn) ∈ Cn : zi ∈ D} ,
Tn = {z = (z1, z2, . . . , zn) ∈ Cn : zi ∈ T} .
For n > 1 we observe that
Tn ( ∂Dn,
for example by z = (1, 0, . . . , 0), which is on ∂Dn but not on Tn. In some sense the
boundary Tn is the most important part of ∂Dn, and we call it the distinguished
boundary. The following result illustrates its importance.
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Lemma 3.2 (A Maximum Modulus Principle). Suppose that F is holomorphic in
some set U which strictly contains Dn. Then
(3.1) sup
z∈Dn
|F (z)| = sup
z∈Tn
|F (z)|.
Proof. The inequality ≥ in (3.1) is obvious by continuity. To show ≤, we fix
z = (z1, z2, . . . , zn) ∈ Dn and prove that there is some ζ = (ζ1, ζ2, . . . , ζn) ∈ Tn
such that |F (z)| ≤ |F (ζ)|. We begin by considering the one-variable function
F1(w) = F (w, z2, . . . , zn).
It is clearly holomorphic in some open set that contains D, and by the Maximum
Modulus Principle, there exists some ζ1 ∈ T such that |F1(z1)| ≤ |F1(ζ1)|. Now,
consider
F2(w) = F (ζ1, w, z3, . . . , zn).
By similarly considerations, we obtain ζ2 ∈ T such that |F2(z2)| ≤ |F2(ζ2)|. We
continue in this way for 3, 4, . . . , n and obtain
|F (z1, z2, . . . , zn)| ≤ |F (ζ1, ζ2, . . . , ζn)|,
which shows ≤ in (3.1) and completes the proof. 
This maximum modulus principle allows us to define the norms
‖P‖∞ = sup
z∈Dn
|P (z)| = sup
z∈Tn
|P (z)|,
‖B‖∞ = sup
z(k)∈Dn
∣∣B(z(1), . . . , z(m))∣∣ = sup
z(k)∈Tn
∣∣B(z(1), . . . , z(m))∣∣.
by viewing the multilinear form as a polynomial in mn variables. Let us now
turn to integration in the polydisk. We let µn and νn denote the normalized
Lebesgue-measure on Tn and Dn respectively. We write µ1 = µ and ν1 = ν.
Lemma 3.3. For any multi-indices α and β on Cn we have∫
Tn
zαzβ dµn(z) = δαβ ,(3.2) ∫
Dn
zαzβ dνn(z) =
δαβ
(1 + α1)(1 + α2) · · · (1 + αn)(3.3)
Proof. For non-negative integers i and j we have∫
T
zizj dµ(z) = δij ,
by the orthogonality of the trigonometric system. This yields∫
D
zizj dν(z) = 2
∫ 1
0
ri+j
∫
T
zizj dµ(z) dr =
2δij
2 + i+ j
=
δij
1 + i
.
Apply these for each of the n variables to obtain (3.2) and (3.3) respectively. 
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Let H(D) denote the vector space of holomorphic functions on the unit disk. On
this space we introduce the norms:
‖f‖Ap =
(∫
D
|f(z)|p dν(z)
) 1
p
,(3.4)
‖f‖Hp =
(∫
T
|f(z)|p dµ(z)
) 1
p
,(3.5)
where the latter is taken as a radial limit if necessary. The following lemma
provides a simple inequality, which we can build on.
Lemma 3.4. Suppose that f ∈ H(D). Then we have ‖f‖A4 ≤ ‖f‖H2 .
Proof. since f is holomorphic, we may write
f(z) =
∞∑
n=0
anz
n,
which converges in D. Squaring this we obtain
f(z)2 =
∞∑
n=0
bnz
n where bn =
n∑
k=0
akan−k.
Applying (3.3) of Lemma 3.3 and the Cauchy–Schwarz inequality we obtain
‖f‖4A4 = ‖f2‖2A2 =
∞∑
n=0
∞∑
j=0
bnbj
∫
D
znzj dν(z) =
∞∑
n=0
|bn|2
1 + n
=
∞∑
n=0
1
n+ 1
∣∣∣∣∣
n∑
k=0
akan−k
∣∣∣∣∣
2
≤
∞∑
n=0
n∑
k=0
|akan−k|2
=
( ∞∑
n=0
|an|2
)2
=
 ∞∑
n=0
∞∑
j=0
anaj
∫
T
znzj dµ(z)
2 = ‖f‖4H2 ,
as required. 
Definition. A Blaschke product is a product of Möbius transforms of the form
B(z) =
∞∏
k=1
ak
|ak|
z − ak
zak − 1 , for ak ∈ D.
In what follows, we only consider finite Blaschke products. In this case, the only
zeroes of B are ak, and we observe that and |B(z)| < 1 in D and |B(z)| = 1 on T,
since each of the Möbius transforms satisfies these demands. Finally, B ∈ H(D)
since its poles lie outside T.
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Lemma 3.5. Suppose that P ∈ Poly(C). Then ‖P‖A2p ≤ ‖P‖Hp .
Proof. Let P be a polynomial. If P ≡ 0 we are done. If P 6≡ 0 then P has a
finite number of zeroes. In particular, let ω1, ω2, . . . , ωn denote the zeroes of P in
D numbered according to multiplicity. Form the Blaschke product of the zeroes,
B(z) =
n∏
k=1
ωk
|ωk|
z − ωk
ωkz − 1 .
We factor P (z) = G(z)B(z). Now, since |B(z)| = 1 on T we have ‖P‖Hp =
‖G‖Hp . Furthermore, Gp/2 is in H(D) since G does not vanish in D. Then, since
|B(z)| < 1 in D, we apply Lemma 3.4
‖P‖A2p ≤ ‖G‖A2p =
∣∣∣∣Gp/2∣∣∣∣2/p
A4
≤ ∣∣∣∣Gp/2∣∣∣∣2/p
H2
= ‖G‖Hp = ‖P‖Hp . 
For any function f ∈ H(Dn), we define n-dimensional versions of (3.4) and (3.5):
‖f‖Ap =
(∫
Dn
|f(z)|p dνn(z)
) 1
p
,
‖f‖Hp =
(∫
Tn
|f(z)|p dµn(z)
) 1
p
.
Theorem 3.6. Suppose that P ∈ Poly(Cn). Then ‖P‖A2p ≤ ‖P‖Hp .
Proof. We prove this using induction on n. The case n = 1 is already settled
by Lemma 3.5. We write z = (w, zn) and compute
‖P‖A2p =
[∫
D
(∫
Dn−1
|P (w, zn)|2p dνn−1(w)
)
dν(zn)
] 1
2p
,
by the induction hypothesis
≤
[∫
D
(∫
Tn−1
|P (w, zn)|p dµn−1(w)
)2
dν(zn)
] 1
2p
,
by Minkowski’s inequality (see Theorem A.4)
≤
[∫
Tn−1
(∫
D
|P (w, zn)|2p dν(zn)
) 1
2
dµn−1(w)
] 1
p
,
and finally and application Lemma 3.5
≤
[∫
Tn−1
(∫
T
|P (w, zn)|p dµ(zn)
)
dµn−1(w)
] 1
p
= ‖P‖H2 ,
which completes the proof. 
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Remark. It should be noted that both Lemma 3.5 and Theorem 3.6 can be
generalized to hold for any f ∈ H(Dn), using the theory of inner and outer
functions in Hardy Spaces. We avoid this, since we only require the polynomial
version in our applications. Consult [36] for more on Hardy Spaces.
Lemma 3.7 (Khinchine–Type Inequality for Polynomials). Let P be any m’th
degree polynomial on Cn. Then
‖P‖H2 ≤
√
2
m‖P‖H1 .
Proof. We begin by computing:
‖P‖H2 =
 ∑
|α|≤m
|aα|2
 12 ,(3.6)
‖P‖A2 =
 ∑
|α|≤m
|aα|2
(1 + α1)(1 + α2) · · · (1 + αn)
 12 .(3.7)
We do this by writing
|P (z)|2 =
∑
|α|≤m
∑
|β|≤m
aαaβz
αzβ ,
then exchanging integration and summation. We then apply (3.2) and (3.3) to
obtain (3.6) respectively (3.7). We combine these to obtain
‖P‖2H2 =
∑
|α|≤m
|aα|2 ≤ 2m‖P‖2A2 ,
since 1 + k ≤ 2k. Furthermore, by taking p = 1 in Theorem 3.6 we conclude
‖P‖H2 ≤
√
2
m‖P‖A2 ≤
√
2
m‖P‖H1 ,
which completes the proof. 
By again considering a multilinear form as a polynomial in mn variables, we
extend the Hp-norm to multilinear forms
(3.8) ‖B‖p =
(∫
Tn×···×Tn
∣∣B(z(1), . . . , z(m))∣∣p dµn(z(1)) · · · dµn(z(m))) 1p .
Lemma 3.8 (Khinchine–Type Inequality for Forms). Let B be a m-linear form
on Cn. Then we have the upper bound: ∑
i∈M(m,n)
|ai|2
 12 ≤ √2m‖B‖1.
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Proof. We begin by computing
(3.9)
‖B‖22 =
∫
Tn×···×Tn
∣∣B(z(1), . . . , z(m))∣∣ dµn(z(1)) · · · dµn(z(m))
=
∑
i∈M(m,n)
j∈M(m,n)
aiaj
m∏
k=1
∫
Tn
z
(k)
ik
z
(k)
jk
dµn
(
z(k)
)
=
∑
i∈M(m,n)
|ai|2.
In light of this, it will suffice to show
‖B‖2 ≤
√
2
m‖B‖1.
We will prove this using induction onm. The casem = 1 follows from Lemma 3.7
since a 1-linear form actually is a polynomial. Assume hence that the inequality
holds for m− 1. Let X = Tn and Y = Tn× · · · ×Tn, where the product is taken
(m− 1) times. Then
‖B‖2 =
[∫
X
(∫
Y
∣∣B(z(1), . . . , z(m))∣∣2 dµn(z(2)) · · · dµn(z(m))) dµn(z(1))] 12 ,
and by the induction hypothesis squared
≤
[∫
X
2m−1
(∫
Y
∣∣B(z(1), . . . , z(m))∣∣ dµn(z(2)) · · · dµn(z(m)))2 dµn(z(1))] 12 ,
using Minkowski’s inequality with p = 2 we obtain
≤
√
2
m−1
∫
Y
(∫
X
∣∣B(z(1), . . . , z(m))∣∣2 dµn(z(1))) 12 dµn(z(2)) · · · dµn(z(m)),
finally applying the case m = 1 we obtain the required
≤
√
2
m−1
∫
Y
√
2
(∫
X
∣∣B(z(1), . . . , z(m))∣∣ dµn(z(1))) dµn(z(2)) · · · dµn(z(m))
=
√
2
m
∫
X×Y
∣∣B(z(1), . . . , z(m))∣∣ dµn(z(1)) · · · dµn(z(m)) = √2m‖B‖1,
which completes the proof. 
This completes our initial study of the polydisk, and we return to multilinear
forms.
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3.2. Symmetric Multilinear Forms and Polarization
Let us consider two special cases of polynomials and multilinear forms:
Definition. A homogenous polynomial on Cn is a polynomial where all the
terms have the same degree, say m, and we write
P (z) =
∑
|α|=m
aαz
α.
Definition. A multilinear form B on Cn is called symmetric if the coefficients
are symmetric, that is aσ(i) = ai for any i ∈M(m,n) and any σ ∈ Sm.
To connect these concepts, we take any i ∈M(m,n), and associate i to the m’th
order multi-index
(3.10) α(i) =
(
#{ik = 1}, #{ik = 2}, . . . , #{ik = n}
)
=
n∑
k=1
e(ik)
It is immediately clear that α(i) = α(σ(i)) for any permutation σ ∈ Sm, since
this would only change the order of summation in (3.10). We take each variable
of a symmetric multilinear form B equal to the same z to obtain
(3.11) B(z, . . . , z) =
∑
i∈M(m,n)
aiz
α(i) =
∑
|α|=m
aαz
α = P (z).
The coefficient aα is the sum of all coefficients ai where α(i) = α. If i is one of
these indices, the only others possibilities are σ(i), by (3.10). However, some of
these indices may be equal, if one of the factors zi appears more than once. This
implies that the total number of such indices are the multinomial
(3.12) Υi =
(
m
α(i)
)
=
m!
α(i)!
.
Since B is assumed to be symmetric, these ai are identical. Combining this
observation with (3.11) and (3.12) we obtain the coefficient relationship
(3.13) aα(i) = Υiai.
Thus, for any symmetric m-linear form B, we can construct an m-homogenous
polynomial P (z) = B(z, . . . , z). Furthermore, (3.13) implies that we have a
one-to-one correspondence between symmetric m-linear forms on Cn and m-
homogenous polynomials on Cn. Finally, it is clear that
(3.14) ‖P‖∞ = sup
z∈Dn
|P (z)| ≤ sup
z(k)∈Dn
∣∣B(z(1), . . . , z(m))∣∣ = ‖B‖∞.
Here ‖P‖∞ is bounded by ‖B‖∞. We would like the opposite implication, pos-
sibly with a constant depending on m. We can do this using polarization.
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Theorem 3.9. Let P be the m-homogenous polynomial associated with the sym-
metric m-linear form B. Then we have the representation
B
(
z(1), . . . , z(m)
)
=
1
m!
∫
Tm
P
(
ζ1z
(1) + · · ·+ ζmz(m)
)
ζ1 · · · ζm dµm(ζ).
Proof. We first observe by the m-homogeneity of P that this indeed is a sym-
metric m-linear form. We also note that we have
(ζ1 + ζ2 + · · ·+ ζm)m = · · ·+m!ζ1ζ2 · · · ζm + · · · ,
and by (3.2) of Lemma 3.3, this is the only term that will be non-zero when
integrated with ζ1 · · · ζm. It suffices then to show
B(z, . . . , z) =
1
m!
∫
Tm
P
(
z(ζ1 + · · ·+ ζm)
)
ζ1 · · · ζm dµm(ζ)
=
P (z)
m!
∫
Tm
(ζ1 + · · ·+ ζm)m ζ1 · · · ζm dµm(ζ) = P (z),
by the one-to-one correspondence. 
We can immediately apply Theorem 3.9 to give the following estimate, which will
give the converse of (3.14), as we asked for above.
Corollary 3.10. Let P be the m-homogenous polynomial associated with the
symmetric m-linear form B. Then we have the following estimate:
‖B‖∞ = sup
z(k)∈Dn
∣∣B(z(1), . . . , z(m))∣∣ ≤ mm
m!
sup
z∈Dn
|P (z)| = m
m
m!
‖P‖∞.
Proof. Follows from Theorem 3.9, since z(1)ζ1 + · · ·+ z(m)ζm is in (mD)n. 
We also state the following addendum, which will be useful later.
Lemma 3.11. Let P be the m-homogenous polynomial associated with the sym-
metric m-linear form B. Then we have:
B (z, w, . . . , w) =
1
m(m− 1)m−1
∫
T2
P (ζ1z + (m− 1)ζ2w) ζ1ζm−12 dµ2(ζ)
sup
z,w∈Dn
|B (z, w, . . . , w) | ≤
(
1 +
1
m− 1
)m−1
sup
z∈Dn
|P (z)|
Proof. Similar as the proof of Theorem 3.9 and Corollary 3.10. 
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3.3. Littlewood’s 4/3–Inequality
Let us for a moment consider a different problem. Let φ : `∞ → C be a linear
functional. By arguing like in Lemma 3.1, we can represent
φ(z) =
∞∑
i=1
aizi,
where ai = φ
(
e(i)
)
. We recall that φ is bounded if
sup
z∈D∞
|φ(z)| <∞,
and thus if we let zi → ai/|ai| we obtain
∞∑
i=1
|ai| <∞.
Thus, if the linear functional is bounded, the series of coefficients converge abso-
lutely. Can we say the same for multilinear forms?
Example 3.12. We consider the bilinear (or 2-linear) form B on `∞, which we
can represent by the coefficients
bij =
{
xiyj
i−j if i 6= j
0 if i = j
,
where we take
xi =
1√
i+ 1 log(i+ 1)
and yj =
1√
j + 1 log(j + 1)
.
Using the integration estimate we obtain
∞∑
i=1
|xi|2 =
∞∑
j=1
|yj |2 ≤ 1
2(log 2)2
+
∫ ∞
1
dt
(t+ 1)(log(t+ 1))2
=
1
2(log 2)2
+
1
log 2
.
If we apply Hilbert’s inequality (see Theorem A.5) we obtain
sup
z,w∈D∞
|B(z, w)| = sup
z,w∈D∞
∣∣∣∣∣∣
∑
i,j
bijziwj
∣∣∣∣∣∣
≤ pi
(∑
i
|xi|2
) 1
2
∑
j
|yj |2
 12 ≤ pi
log 2
(
1 +
1
2(log 2)2
)
.
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Thus B is bounded in the unit disk. However, we have xi ≥ xi+k which implies∑
i,j
|bij | =
∞∑
i=1
∑
j 6=i
xiyj
|i− j| ≥
∞∑
k=1
1
k
∞∑
i=1
xiyi+k ≥
∞∑
k=1
1
k
∞∑
i=1
xi+kyi+k
=
∞∑
k=1
1
k
∞∑
i=k+1
1
(i+ 1)(log(i+ 1))2
≥
∞∑
k=1
1
k
∫ ∞
k+1
dt
(t+ 1)(log(t+ 1))2
=
∞∑
k=1
1
k log(k + 2)
≥
∞∑
k=1
1
(k + 2) log(k + 2)
≥
∫ ∞
3
dt
t log t
=∞.
This example leads us to pose the following problem: Is there some exponent
ρ > 1 such that ∑
i,j
|bij |ρ <∞
for every bilinear form B, bounded in the unit disk. Furthermore, what is the
smallest exponent ρ we can take? Littlewood [28] solves this problem, in fact he
does more:
Theorem (Littlewood’s 4/3-Inequality). Let B be a bilinear form on Cn. Then
there is some absolute positive C such that n∑
i=1
n∑
j=1
|aij | 43
 34 ≤ C sup
z,w∈Dn
|B(z, w)|.
Furthermore, the exponent 4/3 is optimal, in the sense that any smaller exponent
will make C dependent on n.
We would like to extend this bilinear inequality to general multilinear forms.
Hence we would like an inequality of the type
(3.15)
 ∑
i∈M(m,n)
|ai|ρ
 1ρ ≤ Cm sup
z(k)∈Dn
∣∣B(z(1), z(2), . . . , z(m))∣∣ = Cm‖B‖∞
for some exponent ρ and constant Cm, which both may depend on m, but not on
n. Clearly, by Example 3.12 we need ρ > 1. We can also give an upper bound.
In light of (3.9) we have ∑
i∈M(m,n)
|ai|2
 12 = ‖B‖2 ≤ ‖B‖∞,
by the fact that the measures in (3.8) are normalized. In combination, we now
have 1 < ρ ≤ 2. Bohnenblust–Hille was able to find ρ and prove its optimality.
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3.4. Rudin-Shapiro Polynomials
The Bohnenblust–Hille inequality for homogenous polynomials can be stated as
(3.16)
 ∑
|α|=m
|aα|ρ
 1ρ ≤ Dm sup
z∈Dn
|P (z)| .
In this section we obtain a sharp lower bound for ρ which depends on m. We aim
to construct some polynomials having some very special properties, which will
give the lower bound [30]. The Hadamard matrices are given by the recursive
relation
A1 =
[
1 1
1 −1
]
and Ak+1 =
[
Ak Ak
Ak −Ak
]
for k ∈ N.
The Hadamard matrix Ak is square of dimension q = 2k and its coordinates are
either 1 or −1. Furthermore, we have
AkA
T
k = qIq.
We want to use the Hadamard matrices to recursively define homogenous poly-
nomials, which will give the required lower bound. Fix some positive integer m
bigger than 1 and k ∈ N. Let q = 2k. We shall recursively construct homogenous
polynomials in n = mq variables until they are of degree m. We begin by letting
z ∈ Cn and for 0 ≤ j ≤ m considering the polynomial vectors
Pj(z) =
[
Pj,1(z) Pj,2(z) · · · Pj,q(z)
]T
where we take P0(z) =
[
1 1 · · · 1]T , and recursively introduce q new vari-
ables and apply Ak to obtain
Pj+1(z) = Ak
[
zjq+1Pj,1(z) zjq+2Pj,2(z) · · · zjq+qPj,q(z)
]T
.
Observe that we can also write Pj+1(z) = AkDj(z)Pj(z), where Dj(z) is the
appropriate diagonal matrix. We do this procedure m times, and then we have
used all our n = mq variables. We obtain the following result regarding the final
polynomials. These polynomials Pm,l are called Rudin-Shapiro polynomials.
Lemma 3.13. The polynomials Pm,j(z) are m-homogenous and have qm non-zero
terms with coefficients ±1. Furthermore, they are absolutely bounded by qm+12 in
the unit disk.
Proof. It is clear that Pm,j ism-homogenous, since we at each iteration increase
the degree of each term in each polynomial by 1. The number of non-zero terms
in each polynomial are increased by q each iteration, and since there are only
1 to start with, we have qm terms. They cannot take any value other than the
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values in Ak, since we at each iteration introduce q new variables, so we have no
overlap. Now, for the bound, we take z ∈ Tn first prove the auxiliary formula
S (z) = |Pm,1(z)|2 + |Pm,2(z)|2 + · · ·+ |Pm,q(z)|2 = qm+1.
We apply the inner product and obtain
S (z) = 〈Pm(z), Pm(z)〉 = 〈AkDm(z)Pm−1(z), AkDm(z)Pm−1(z)〉
= 〈Pm−1(z), D∗m(z)A∗kAkDm(z)Pm−1(z)〉 = q 〈Pm−1(z), Pm−1(z)〉
= qm 〈P0(z), P0(z)〉 = qm+1.
Now, by the maximum modulus principle of Lemma 3.2 it is clear that
sup
z∈Dn
|Pm,j(z)| ≤ sup
z∈Tn
√
|Pm,j(z)|2 ≤ sup
z∈Tn
√
S (z) = q
m+1
2 ,
which completes the proof. 
We can now obtain the required lower estimate for both Bohnenblust–Hille in-
equalities, in one theorem by polarization.
Theorem 3.14. Let m be a fixed positive integer. Suppose that ρ satisfies (3.15)
or (3.16). Then ρ ≥ 2m/(m+ 1).
Proof. Recall that q = 2k and consider the Rudin-Shapiro polynomial Qk(z) =
Pm,1(z) which is of n = mq variables. By Lemma 3.13 we see that ∑
|α|=m
|aα|ρ
 1ρ = qmρ and sup
z∈Dn
|Qk(z)| ≤ q
m+1
2 .
Now, if ρ is supposed to satisfy (3.16) we obtain, for any q = 2k,
q
m
ρ ≤ Dmq
m+1
2 =⇒ 2m
m+ 1
≤ ρ,
since Dm does not depend on n = mq. Furthermore, we let Bk be the symmetric
polynomial associated to Qk. By (3.13) and the fact that Υi ≤ m!, we obtain ∑
|α|=m
|aα|ρ
 1ρ =
 ∑
i∈M(m,n)
1
Υi
|Υiai|ρ
 1ρ ≤ (m!)1− 1ρ
 ∑
i∈M(m,n)
|ai|ρ
 1ρ .
Combining this with the polarization estimate given in Corollary 3.10, if ρ is to
satisfy (3.15) we must have
(m!)
1−ρ
ρ q
m
ρ ≤ Cmm
m
m!
q
m+1
2 =⇒ 2m
m+ 1
≤ ρ,
which completes the proof since Cm does not depend on n = mq. 
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3.5. Blei’s Inequality
Our final lemma is a powerful inequality due to Blei [4]. Recall the special
versions of Hölder’s inequality and Minkowski’s inequality of (A.2) and (A.3).
Lemma 3.15 (Blei’s Inequality). For families of complex numbers {ci}i∈M(m,n)
we have  ∑
i∈M(m,n)
|ci| 2mm+1

m+1
2m
≤
m∏
k=1
 n∑
ik=1
 ∑
ik∈M(m−1,n)
|ci|2
 12

1
m
.
Proof. The proof works in m steps, one for each of the m variables we sum
over. In step k we apply the Hölder once and the Minkowski k − 1 times. Let
S =
∑
i∈M(m,n)
|ci| 2mm+1 .
Step 1. We extract i1 from the sum, and take a1(i1) = · · · = am(i2) = |ci| 2m+1 ,
which yields
S =
∑
i2,...,im
n∑
i1=1
a1(i1) · · · am(i1) ≤
∑
i2,...,im
(
n∑
i1=1
|ci|2
)m−1
m+1
(
n∑
i1=1
|ci|
) 2
m+1
.
Step 2. We now consider i2 and take
a1(i2) =
(
n∑
i1=1
|ci|
) 2
m+1
and a2(i2) = a3(i2) = · · · = am(i2) =
(
n∑
i1=1
|ci|2
) 1
m+1
.
We apply Hölder’s inequality, and again obtain
≤
∑
i3,...,im
 n∑
i2=1
(
n∑
i1=1
|ci|
)2 1m+1  n∑
i1,i2=1
|ci|2

m−2
m−1
 n∑
i2=1
(
n∑
i1=1
|ci|2
) 1
2

2
m+1
,
and if we apply Minkowski’s inequality to the first factor, we obtain
≤
∑
i3,...,im
 n∑
i1=1
(
n∑
i2=1
|ci|2
) 1
2

2
m+1
 n∑
i2=1
(
n∑
i1=1
|ci|2
) 1
2

2
m+1
 n∑
i1,i2=1
|ci|2

m−2
m−1
.
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Step 3. We turn to i3 and choose
a1(i3) =
 n∑
i1=1
(
n∑
i2=1
|ci|2
) 1
2

2
m+1
,
a2(i3) =
 n∑
i2=1
(
n∑
i1=1
|ci|2
) 1
2

2
m+1
,
a3(i3) = a4(i3) = · · · = am(i3) =
 n∑
i1,i2=1
|ci|2
 1m−1 .
Another application of Hölder’s inequality and two Minkowski’s inequalities to
the two first factors yield
≤
∑
i4,...,im
 n∑
i1=1
 n∑
i2,i3=1
|ci|2
 12

2
m+1
 n∑
i2=1
 n∑
i1,i3=1
|ci|2
 12

2
m+1
· · ·
· · ·
 n∑
i3=1
 n∑
i1,i2=1
|ci|2
 12

2
m+1  n∑
i1,i2,i3=1
|ci|2

m−3
m+1
.
Step k. We continue to consider the 2/(m+ 1)-factors by themselves and apply
Minkowski’s inequality to these k − 1 factors. The final term 2/(m + 1)-term
always comes from the application of Hölder’s inequality. We continue in this
way until we have used up all the identical terms, that is until k = m. Then
≤
 n∑
i1=1
 ∑
i1∈M(m−1,n)
|ci|2
 12

2
m+1
 n∑
i2=1
 ∑
i2∈M(m−1,n)
|ci|2
 12

2
m+1
· · ·
· · ·
 n∑
im=1
 ∑
im∈M(m−1,n)
|ci|2
 12

2
m+1
=
m∏
k=1
 n∑
ik=1
 ∑
ik∈M(m−1,n)
|ci|2
 12

2
m+1
.
The proof is completed by taking 2m/(m+ 1)-roots on both sides. 
The geometric upper bound provided by Blei’s inequality is very useful, as we
shall see in the following section.
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3.6. Bohnenblust–Hille Inequalities
We are finally ready to prove the Bohnenblust-Hille inequality for homogenous
polynomials. This section shows why multilinear forms are necessary to obtain
the results we seek for polynomials. Linearity is essential in the proof. We be-
gin by considering a homogenous polynomial, then the corresponding symmetric
multilinear and finally back to the homogenous polynomial by polarization.
Theorem 3.16. Let P be a m-homogenous polynomial on Cn. Then there exists
some positive constant Dm such that ∑
|α|=m
|aα| 2mm+1

m+1
2m
≤ Dm sup
z∈Dn
|P (z)| ,
and the exponent 2m/(m+ 1) is optimal in the sense that any smaller exponent
ρ will make Dm depend on n, and
Dm ≤
√
m
(
1 +
1
m− 1
)m−1√
2
m−1
.
Proof. The optimality of 2m/(m + 1) was already decided by Theorem 3.14.
First we observe that for any i ∈M(m,n) and any k we obtain
(3.17)
Υi
Υik
=
m
αk(i)!
≤ m.
Let P denote the left side of the inequality. By the fact that 1 ≤ Υi we get
P
2m
m+1 =
∑
|α|=m
|aα| 2mm+1 =
∑
i∈M(m,n)
1
Υi
|Υiai| 2mm+1 ≤
∑
i∈M(m,n)
∣∣∣√Υiai∣∣∣ 2mm+1 .
By taking (m+ 1)/2m-roots and then applying Blei’s inequality
P ≤
 ∑
i∈M(m,n)
∣∣∣√Υiai∣∣∣ 2mm+1

m+1
2m
≤
m∏
k=1
 n∑
ik=1
 ∑
ik∈M(m−1,n)
Υi|ai|2
 12

1
m
and an application of (3.17), where we proceed to factor out the m,
≤ √m
m∏
k=1
 n∑
ik=1
 ∑
ik∈M(m−1,n)
Υik |ai|2
 12

1
m
.
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We let aβik be the coefficients of Pik(z) = B(z, . . . , z, e
(ik), z, . . . , z), where e(ik)
is inserted in the k’th argument. We apply Lemma 3.7 to obtain
=
√
m
m∏
k=1
 n∑
ik=1
 ∑
|βik |=m−1
|aβik |2
 12

1
m
≤ √m
m∏
k=1
[
n∑
ik=1
√
2
m−1‖Pik‖1
] 1
m
.
We see that we are done if, for any k, we can prove
n∑
ik=1
‖Pik‖1 ≤
(
1 +
1
m− 1
)m−1
‖P‖∞.
By choosing a unimodular function λik(z) we can write ‖Pik‖1 as∫
Tn
∣∣B(z, . . . , e(ik), . . . , z)∣∣ dµn(z) = ∫
Tn
B(z, . . . , λik(z)e
(ik), . . . , z) dµn(z)
We add these up to obtain
τk(z) =
n∑
ik=1
λik(z)e
(ik),
which assumes values on Tn. Now, by Lemma 3.11 and the maximum modulus
principle we obtain
n∑
ik=1
‖Pik‖1 =
∫
Tn
B(z, . . . , τk(z), . . . , z) dµ
n(z) ≤ sup
z∈Tn
B(z, . . . , τk(z), . . . , z)
≤ sup
z,w∈Dn
|B(z, . . . , z, w, z, . . . , z)| ≤
(
1 +
1
m− 1
)m−1
‖P‖∞,
which completes the proof. 
Remark. As we have stated earlier, this inequality is hypercontractive. This
means that the coefficient Dm does not grow faster than exponential in m. In
fact, we may obtain
Dm ≤
√
m
(
1 +
1
m− 1
)m−1√
2
m−1 ≤ em,
for m ≥ 2.
In our application of the Bohnenblust–Hille inequality, we are mainly interested in
the version for homogenous polynomials. However, the inequality for multilinear
forms are within reach, and we will provide the proof for completeness.
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Theorem 3.17. Let B be a m-linear form on Cn. Then there exists some positive
constant Cm such that ∑
i∈M(m,n)
|ai| 2mm+1

m+1
2m
≤ Cm sup
z(k)∈Dn
∣∣B(z(1), z(2), . . . , z(m))∣∣,
and the exponent 2m/(m+ 1) is optimal in the sense that any smaller exponent
ρ will make Cm depend on n, and Cm ≤
√
2
m−1
.
Proof. The optimality of 2m/(m + 1) was already decided by Theorem 3.14.
We can proceed almost as in Theorem 3.16: We can immediately apply Blei’s
inequality, to obtain ∑
i∈M(m,n)
|ai| 2mm+1

m+1
2m
≤
m∏
k=1
 n∑
ik=1
 ∑
ik∈M(m−1,n)
|ai|2
 12

1
m
.
We use Lemma 3.8 identically to how we used Lemma 3.7 in the proof of the pre-
vious theorem; now to the (m− 1)-linear form Bik = B
(
z(1), . . . , e(ik), . . . , z(m)
)
to obtain
≤
√
2
m−1 m∏
k=1
[
n∑
ik=1
‖Bik‖1
] 1
m
.
We choose a unimodular λik , and since we need not apply polarization, hence the
factor (
1 +
1
m− 1
)m−1
does not appear. The rest of the proof is identical to that of Theorem 3.16. 
Remark. The proofs we presented are actually very similar to the one presented
by Bohnenblust–Hille. They did not have Blei’s inequality and used weaker
“power mean value”-inequality essentially due to Littlewood. This introduced
a factor m1/ρ. Their version of the Khinchine–Type inequality yielded
√
3
m−1
.
The main improvement of their argument comes from Lemma 3.11, and the spe-
cialized argument for Theorem 3.16 [14], which provides a hypercontractive in-
equality for homogenous polynomials. In the original proof, a factor of
mm√
m!
≤ mm/2,
appeared in Dm, which is not sufficient for our applications.
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Let us for a moment turn our attention to general polynomials in n variables of
degree m, say
P (z) = P (z1, z2, . . . , zn) =
∑
|α|≤m
aαz
α.
Does the Bohnenblust–Hille inequality hold for these polynomials? This is eas-
ily obtained as a corollary of the Bohnenblust–Hille inequality for homogenous
polynomials using a simple homogenization process and the maximum modulus
principle.
Lemma 3.18. Given any m’th degree polynomial P (z) in n variables, there exists
some m-homogenous polynomial Q(z) in n+1 variables with the same coefficients
and the same supremum in Dn+1.
Proof. Let us define
Q(z, w) = wmP
(z1
w
,
z2
w
, . . . ,
zn
w
)
.
The computation
Q(z, w) = wm
∑
|α|≤m
aα
zα
w|α|
=
∑
|α|≤m
aαw
m−|α|zα
shows that Q(z, w) is m-homogenous in n+1 variables with the same coefficients
as P (z). To obtain the supremum, we only need to consider Tn and Tn+1 in view
of the maximum modulus principle. Clearly,
Q(z, 1) = P (z)
and hence ‖P‖∞ ≤ ‖Q‖∞. Suppose that Q(z, w) attains is maximal modulus at
(z, w). Clearly, since |w| = 1, we have
|Q(z, w)| =
∣∣∣P (z1
w
,
z2
w
, . . . ,
zn
w
)∣∣∣ ,
and thus ‖Q‖∞ ≤ ‖P‖∞. 
Corollary 3.19. The Bohnenblust–Hille inequality of Theorem 3.16 holds for
any m’th degree polynomial P (z), that is ∑
|α|≤m
|aα|ρ
 1ρ ≤ Dm sup
z∈Dn
|P (z)|.
Proof. This follows directly from Theorem 3.16 and Lemma 3.18. 
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3.7. A Real Bohnenblust–Hille Inequality
Let us furthermore consider real homogenous polynomials,
P (x) = P (x1, x2, . . . , xn) =
∑
|α|=m
aαx
α, aα ∈ R.
We want to prove a Bohnenblust–Hille inequality for these polynomials, but we
restrict the supremum to [−1, 1]n. The following Chebyshev type inequality will
be useful [39].
Lemma 3.20. Let P (x) be an m-homogenous polynomial P (x) in n variables.
Then
sup
x∈[−1,1]n
|P (x)| ≥ 1
2m−1
sup
z∈Dn
|P (z)|.
Proof. Let t ∈ [0, 2pi]n and introduce
P(t) = P (cos(t1), . . . , cos(tn)) =
P
(
eit1 , . . . , eitn
)
+ P
(
e−it1 , . . . , e−itn
)
2m
.
There is some t0 ∈ [0, 2pi]n such that P
(
eit1 , . . . , eitn
)
attains its maximal mod-
ulus and is positive at t0: Take any maximal point and rotate each coordinate
with θ/m for some suitable θ to obtain positivity. Clearly, by the fact that
P
(
e−it1 , . . . , e−itn
)
= P (eit1 , . . . , eitn),
this is also of maximal modulus and positive at t0. Thus,
sup
x∈[−1,1]n
|P (x)| = sup
t∈[0,2pi]n
|P(t)| ≥ 1
2m−1
sup
z∈Tn
|P (z)| = 1
2m−1
sup
z∈Dn
|P (z)|,
by the maximum modulus principle. 
Combining this with Theorem 3.16 yields a hypercontractive Bohnenblust–Hille
inequality for real polynomials. However, more can be done [12].
Corollary 3.21. Suppose that P (x) is a real m-homogenous polynomial in n
variables. Then  ∑
|α|=m
|aα| 2mm+1

m+1
2m
≤ Em sup
x∈[−1,1]n
|P (x)| ,
the exponent 2m/(m + 1) is optimal. Furthermore, hypercontractivity is both
necessary and sufficient.
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Proof. Optimality of the exponent 2m/(m + 1) is provided by the Rudin–
Shapiro polynomials, and Em ≤ (2e)m/2 follows from Theorem 3.16 and Lemma
3.20. The simple polynomial P (x1, x2) = x21 + x1x2 − x22 is absolutely bounded
by 5/4 in [−1, 1]2. Consider therefore
Q(x) = Q(x1, x2, . . . , xm) = P (x1, x2)P (x3, x4) · · ·P (xm−1, xm),
for any even number m. This is clearly m-homogenous, and furthermore ∑
|α|=m
|aα| 2mm+1

m+1
2m
=
(
3
m
2
)m+1
2m and sup
x∈[−1,1]m
|Q(x)| =
(
5
4
)m
2
.
This immediately implies that hypercontractivity is necessary since it demands
4
√
3
(
2 4
√
3√
5
)m
≤ Em,
and 2 4
√
3 >
√
5. 
Can we do something similar with the complex Bohnenblust–Hille inequality to
prove that hypercontractivity is optimal? Using the maximum modulus principle,
we may easily compute
sup
z∈D2
∣∣z21 + z1z2 − z22∣∣ = sup
z∈T2
|z1z2 + 1− z1z2| = sup
z∈T2
|1 + 2i= (z1z2)| =
√
5,
and hence an identical computation to that of Corollary 3.21 may not be used
in the complex case, since
√
5 >
√
3. In fact, any similar construction to that
of Corollary 3.21 will fail for complex polynomials: Suppose that P (z) is any
polynomial of degree d with r non-zero coefficients. Let
Q
(
z(1), z(2), . . . , z(k)
)
= P
(
z(1)
)
P
(
z(2)
) · · ·P (z(k)).
Here m = kd and Q has rk non-zero coefficients. We write aα = aα · 1 and use
Hölder’s inequality to obtain ∑
|α|≤m
|aα|ρ
 1ρ ≤
 ∑
|α|≤m
|aα|2
 12 ∑
aα 6=0
1
 1ρ (1−
ρ
2 )
≤
 ∑
|α|≤m
|aα|2
 12 r 12d .
Furthermore, using (3.6) that the measures are normalized yields
1
‖Q‖∞
 ∑
|α|≤m
|aα|ρ
 1ρ ≤ 1‖Q‖2
 ∑
|α|≤m
|aα|2
 12 r 12d = r 12d .
and hence the construction would yield at best r
1
2d ≤ Em. Hypercontractivity of
the complex inequality must be decided by some other means.
CHAPTER 4
Estimating the Sidon Constant
In Chapter 1 we defined the Sidon constant
S(N) = sup
{an}6=0
‖f̂‖1
‖f‖∞ ,
where we considered Dirichlet polynomials of the type
f(s) =
N∑
n=1
an
ns
.
We also stated the asymptotic formula for S(N), which is our main theorem.
Theorem 4.1. We have
S(N) =
√
N exp
((
− 1√
2
+ s(N)
)√
logN log logN
)
,
as N →∞. Furthermore, the s(N)-term satisfies
−1
2
log log logN
log logN
+O
(
1
log logN
)
≤ s(N) ≤ 3√
2
log log logN
log logN
+O
(
1
log logN
)
.
In Chapter 2 we estimated the number of y-smooth numbers less than x and
in Lemma 2.18 we obtained the effective estimate
(4.1) Ψ(x, y) = x exp (−u (log u+ log log u+O(1))) ,
which is valid for x ≥ x0() and exp
(
(log log x)5/3+
) ≤ y ≤ x. We shall also need
the main result of Chapter 3; namely the hypercontractive Bohnenblust–Hille
inequality for homogenous polynomials of Theorem 3.16,
(4.2)
 ∑
|α|=m
|aα| 2mm+1

m+1
2m
≤ em sup
z∈Dn
|P (z)| ,
To prove Theorem 4.1 we will combine these results with three new results.
Rankin’s Trick, Bohr’s Correspondence and the Salem–Zygmund inequality.
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4.1. Euler Products and Rankin’s Trick
In this section, we study absolute convergent series of completely multiplicative
functions. We obtain the Euler product representation of Dirichlet series and
Rankin’s trick, which allows us to estimate the cardinality of a certain set of
rough numbers.
Lemma 4.2. Suppose that b : N→ C is a completely multiplicative function such
that the series
∑
b(n) is absolutely convergent. Then the series can be represented
as a product over the prime numbers,
∞∑
n=1
b(n) =
∏
p
1
1− b(p) .
Proof. Since
∑
b(n) is absolutely convergent, clearly
∞∑
k=1
∣∣b (pk)∣∣ = ∞∑
k=1
|b(p)|k = 1
1− |b(p)| ,
by the fact that b is completely multiplicative. Hence |b(p)| ≤ δ < 1 for all primes
p. Exploiting this fact, we may compute the finite product
P (y) =
∏
p≤y
1
1− b(p) =
∏
p≤y
∞∑
k=1
b(p)k =
∏
p≤y
(
1 + b(p) + b
(
p2
)
+ b
(
p3
)
+ · · · ) .
Since the product is finite and the geometric series are absolutely convergent, we
may rearrange the terms as we see fit. A general term in the expansion of P (y)
is of the form
b (pα11 ) b (p
α2
2 ) · · · b (pαmm ) = b (pα11 pα22 · · · pαmm ) = b(n),
where n is y-smooth. Hence, for B = {n ∈ N : n is y-smooth}, we have
P (y) =
∑
n∈B
b(n).
Now, let  > 0 be arbitrary. We may estimate∣∣∣∣∣
∞∑
n=1
b(n)− P (y)
∣∣∣∣∣ =
∣∣∣∣∣
∞∑
n=1
b(n)−
∑
n∈B
b(n)
∣∣∣∣∣ ≤ ∑
n∈N\B
|b(n)| ≤
∑
n>y
|b(n)| < ,
for y ≥ y0() by the fact that
∑
b(n) is absolutely convergent. This completes
the proof. 
We may immediately apply Lemma 4.2 to obtain the familiar product representa-
tion of Dirichlet series defined by completely multiplicative arithmetic functions.
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Theorem 4.3 (Euler Product Representation). Suppose that a : N→ C is com-
pletely multiplicative and defines the Dirichlet series
f(s) =
∞∑
n=1
a(n)
ns
.
If σa <∞, f(s) can be represented as a product over the prime numbers:
f(s) =
∏
p
(
1− a(p)
ps
)−1
,
valid in the half plane <(s) > σa.
Proof. Apply Lemma 4.2 with b(n) = a(n)/ns for <(s) > σa. 
The crucial observation in the proof of Lemma 4.2 is the fact that
P (y) =
∏
p≤y
1
1− b(p) =
∑
n∈B
b(n),
where B is the set of all y-smooth numbers. Now, suppose that b(n) ≥ 0 and
A ⊆ B. Clearly we have the inequality
(4.3)
∑
n∈A
b(n) ≤
∑
n∈B
b(n) = P (y),
which will serve as an inspiration for the next result. For N ⊆ N the prime
divisor set of N is defined as
P (N) = {p prime : there is some n ∈ N such that p|n}.
We are now ready to prove a generalization of (4.3).
Lemma 4.4 (Rankin’s Trick). Let N ⊆ N be a set and suppose that b(n) is a
completely multiplicative non-negative function such that b(p) ≤ δ < 1 for all
p ∈ P (N). Then ∑
n∈N
b(n) ≤
∏
p∈P (N)
1
1− b(p) .
Proof. By similar considerations as in the proof of Lemma 4.2 we obtain∏
p∈P (N)
1
1− b(p) =
∑
n∈B
b(n),
where B is the set of all numbers of the form
n =
∏
p∈P (N)
pαp .
By the definition of P (N), we have that N ⊆ B, since any n ∈ N is of the
required form. The proof is completed by the fact that b(n) ≥ 0 like in (4.3). 
4.1. EULER PRODUCTS AND RANKIN’S TRICK 70
In Chapter 2 we studied y-smooth numbers. Let us define a related property.
Definition. Given any positive real number y, we say that the integer n is y-
rough if all the prime factors of n are strictly larger than y. For x ≥ y ≥ 0 we
consider the quantity
T (x, y) = {n ≤ x : n is y-rough}.
We shall require some estimates on y-rough numbers, but we are also interested
in y-rough numbers with a specified number of divisors. Let us furthermore
introduce the quantities
T (x, y,m) = {n ∈ T (x, y) : Ω(n) = m},(4.4)
N(x, y,M) =
∑
m≥M
|T (x, y,m)|,(4.5)
where Ω(n) denotes the number of prime divisor of n, counting multiplicity.
We want to apply Rankin’s trick to estimate N(x, y,M). The following result
is a slightly weaker version of an inequality in [2], which will not improve our
estimates.
Lemma 4.5. Let x ≥ y ≥ 2 and M ≥ 1. Then
(4.6) N(x, y,M) ≤ x
(y/2)M
(log x)
y
exp (O(y)) .
Proof. We begin by proving an auxiliary inequality: For 0 ≤ t ≤ 1/2 we have
(4.7) e−2t ≤ 1− 2t+ (−2t)
2
2!
= 1− t+ (2t2 − t) ≤ 1− t,
by Taylor’s theorem and the fact that 2t2− t ≤ 0 in the range 0 ≤ t ≤ 1/2. Now,
to prove (4.6) we need to force a completely multiplicative function to appear.
Let c = y/2 ≥ 1. Using (4.5) and the fact that n ≤ x,
N(x, y,M) =
∑
m≥M
∑
n∈T (x,y,m)
1 ≤ x
cM
∑
m≥M
∑
n∈T (x,y,m)
cΩ(n)
n
≤ x
cM
∑
n∈T (x,y)
cΩ(n)
n
.
We may take b(n) = cΩ(n)/n, which satisfies b(p) = y/(2p) < 1/2 for any p ∈
P (T (x, y)), since Ω(p) = 1. Hence, by Rankin’s trick and the inverse of (4.7),
N(x, y,M) ≤ x
(y/2)M
∏
y<p≤x
(
1− y
2p
)−1
≤ x
(y/2)M
exp
y ∑
y<p≤x
1
p
 .
By Mertens’s estimate of Lemma B.3 we obtain∑
y<p≤x
1
p
≤
∑
p≤x
1
p
= log log x+O(1),
which completes the proof. 
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4.2. Bohr’s Correspondence
In this section, we introduce a new way to view Dirichlet polynomials, which is
due to Bohr [8]. Fix N and consider the Dirichlet polynomial
(4.8) f(s) =
N∑
n=1
an
ns
.
We want to introduce a new way to study (4.8), to simplify the computation of
‖f‖∞ = sup
t∈R
|f(it)| = sup
t∈R
∣∣∣∣∣
N∑
n=1
an
nit
∣∣∣∣∣ .
Our first attempt may be obtained by noticing that
1
nit
= e−it logn,
which is of unit modulus. Hence, we could study the related polynomial
G(z) =
N∑
n=1
anzn,
where we apply N independent variables, z = (z1, z2, . . . , zN ), and study the
supremum on the torus TN . Each natural number is translated into a variable.
However, if we take zn = an/|an|, it is clear that
sup
z∈TN
|G(z)| =
N∑
n=1
|an| = ‖f̂‖1,
which will not work. In some sense, we have introduced too many variables.
However, if we can find a way to reduce the number of variables, we may succeed.
The fundamental theorem of arithmetic allows us to uniquely factor any integer
into prime factors
(4.9) n =
pi(n)∏
k=1
pαkk .
This allows us to write
n−it =
pi(n)∏
k=1
p−iαktk =
pi(n)∏
k=1
e−itαk log p.
If we now translate each prime number into a variable, we will have at most pi(N)
variables in the corresponding polynomial. The factorization (4.9) allows us to
bijectively associate each integer to a finite multi-index
(4.10) n←→ α(n) = (α1, α2, . . . , αpi(n)) ,
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and hence obtain Bohr’s correspondence
(4.11) f(s) =
N∑
n=1
an
ns
←→ F (z) =
N∑
n=1
anz
α(n),
which yields a polynomial of at most pi(N) variables. The main result of this
section is to prove that the correspondence (4.11) indeed provides the correct
supremum on the torus. To obtain this, we employ the essential supremum:
Definition. Suppose f : X → R is a measurable function. We define the
essential supremum as
ess sup f = inf {a ∈ R : µ{x ∈ X : f(x) > a} = 0} .
If f is continuous, the essential supremum is equal to the “ordinary” supremum.
Lemma 4.6. Let (X, Σ, µ) be a finite measure space, and suppose f : X → C is
essentially bounded and integrable. Then
lim
p→∞ ‖f‖p = ‖f‖∞ = ess sup |f |.
Proof. Let  > 0. Since f is essentially bounded and integrable, ‖f‖p exists.
Furthermore, the set
A = {x ∈ X : |f(x)| ≥ (1− )‖f‖∞}
has measure µ(A) > 0. Clearly,
‖f‖∞(1− )µ(A) 1p ≤
(∫
X
|f(x)|p dµ(x)
) 1
p
≤ ‖f‖∞.
If we let p→∞ and then → 0, we are done. 
Lemma 4.6 is applicable for polynomials on the torus Tk, since they are contin-
uous and the measures are normalized.
Lemma 4.7. Suppose the Dirichlet polynomial f(s) corresponds to the k-variable
polynomial F (z) according to (4.11). Then, for any q ∈ N, we have
(4.12)
∫
Tk
|F (z)|2q dµk(z) = lim
T→∞
1
2T
∫ T
−T
|f(it)|2q dt.
Proof. We apply the fact that |w|2 = ww and then (4.12) follows from (3.2)
and (1.17), that is∫
Tk
zα(n)zα(m) dµk(z) = δmn = lim
T→∞
1
2T
∫ T
−T
(m
n
)it
dt,
since zα(r) · zα(s) = zα(rs) by (4.10). 
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Theorem 4.8. Suppose F (z) is the k-variable polynomial corresponding to the
Dirichlet polynomial f(s), according to (4.11). Then ‖F‖∞ = ‖f‖∞.
Proof. By Lemma 4.7 we have
‖F‖2q =
(∫
Tk
|F (z)|2q dµk(z)
) 1
2q
=
(
lim
T→∞
1
2T
∫ T
−T
|f(it)|2q dt
) 1
2q
≤ ‖f‖∞.
If we take p = 2q and let q →∞, and apply Lemma 4.6 we obtain
‖F‖∞ = lim
q→∞ ‖F‖2q ≤ ‖f‖∞.
The other direction is by comparison trivial, since the supremum clearly is taken
over a bigger set
‖f‖∞ = sup
t∈R
∣∣∣∣∣
N∑
n=1
ane
−it logn
∣∣∣∣∣ ≤ supz∈Tk
∣∣∣∣∣
N∑
n=1
anz
α(n)
∣∣∣∣∣ = ‖F‖∞,
which completes the proof. 
In our preliminary efforts, we observed that if we used “too many” variables in
our polynomial representation, ‖f‖∞ would become too big. To provide a lower
bound for S(N), we want to maximize the ratio ‖f̂‖1/‖f‖∞. Hence it is natural
to control the number of variables, say k = pi(y) for some y ≥ 2. Let us obtain
our first application of Bohr’s correspondence.
Lemma 4.9. Fix some x ≥ y ≥ 2 and write n = κλ where κ is y-smooth and λ
is y-rough. When splitting the Dirichlet polynomial as
f(s) =
∑
n≤x
an
ns
=
∑
κ
(∑
λ
an
λs
)
1
κs
=
∑
κ
fκ(s)
κs
,
we have ‖fκ‖∞ ≤ ‖f‖∞.
Proof. We move to the polydisk using Bohr’s correspondence, so let Fκ cor-
respond to fκ. The restriction to y-smooth numbers allows us to control the
number of variables in Fκ. Let us write
z = (z1, z2) =
(
(z1, . . . , zpi(y)), (zpi(y)+1, . . . , zpi(x))
)
.
Indeed, this allows the decomposition
F (z) = F (z1, z2) =
∑
κ
Fκ(z2)z
α(κ)
1 ,
and using orthogonality we obtain
Fκ(z2) =
∫
Tpi(y)
F (z1, z2)z
−α
1 dµ
pi(y)(z1).
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By taking absolute values and taking supremum over z1, we obtain
|Fκ(z2)| ≤ sup
z1
|F (z1, z2)| .
Hence we obtain ‖Fκ‖∞ ≤ ‖F‖∞, by taking the supremum over z2. This implies
‖fκ‖∞ ≤ ‖f‖∞ by Theorem 4.8. 
In view (4.9), we may write the prime divisor counting function
Ω(n) =
pi(n)∑
k=1
αk(n) = |α(n)|.
The Bohnenblust–Hille inequality is only valid for homogenous polynomials. Let
us introduce the m-homogenous Dirichlet polynomials, which can be written as
f(s) =
∑
Ω(n)=m
an
ns
.
The following lemma splits a Dirichlet polynomial into parts of the same number
of prime divisors.
Lemma 4.10. Consider the Dirichlet polynomial
f(s) =
∑
n≤x
an
ns
=
∑
m
∑
Ω(n)=m
an
ns
=
∑
m
fm(s).
Then ‖fm‖∞ ≤ ‖f‖∞.
Proof. Due to Bohr’s correspondence, we consider the Taylor polynomial
F (z) =
∑
n≤x
anz
α(n) =
∑
m
∑
|α|=m
aαz
α =
∑
m
Fm(z).
It is enough to prove ‖Fm‖∞ ≤ ‖F‖∞. Fix z ∈ Tk, where k = pi(x), and
introduce
φ(θ) = F
(
eiθz1, e
iθz2, . . . , e
iθzk
)
=
∑
m
(
eiθ
)m ∑
|α|=m
aαz
α =
∑
m
eimθFm(z).
The homogenous polynomials Fm(z) appear as the Fourier coefficients of the
function φ(θ). Thus, for any z ∈ Tk,
|Fm(z)| =
∣∣∣∣ 12pi
∫ 2pi
0
φ(θ)e−imθ dθ
∣∣∣∣ ≤ sup
θ
|φ(θ)| ≤ ‖F‖∞,
by the definition of φ(θ). 
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4.3. The Salem–Zygmund Inequality
We introduce some elements of probability theory based on Kolmogorov’s ax-
iomatic development. We follow [31], but our exposition is limited to those
concepts needed to prove the Salem–Zygmund inequality [25].
Definition. A probability space is a measure space (Ω,A,P), with P(Ω) = 1. A
measurable set A ∈ A is called an event, and P is called a probability measure.
The probability of A occurring is P(A).
Definition. Let (Ω,A,P) be a probability space. A function X : Ω → R is
called a random variable if it is Borel measurable, that is
{X ∈ B} = {ω ∈ Ω : X(ω) ∈ B} ∈ A,
where B denotes the set of Borel measurable sets on R.
Using this definition, we can compute the probability that the random variable
X is contained in some Borel set by P(X ∈ B), for example P(X ≥ 0).
Definition. Let X be a random variable on the probability space (Ω,A,P). The
expectation of X, is defined by
E(X) =
∫
Ω
X(ω) dP(ω),
provided it exists. If X ∈ L1(Ω,A,P) we say that X has finite expectation.
Lemma 4.11 (Markov’s Inequality). Let X be a nonnegative random variable on
the probability space (Ω,A,P) with 0 < E(X) <∞. For any κ > 1 we have
(4.13) P (X ≥ κE(X)) ≤ 1
κ
.
Proof. Let γ > 0 be arbitrary and define Γ = {ω ∈ Ω : X(ω) ≥ γ}. Then
P(X ≥ γ) =
∫
Γ
dP(ω) ≤ 1
γ
∫
Γ
X(ω) dP(ω) ≤ 1
γ
∫
Ω
X(ω) dP(ω) =
E(X)
γ
,
which proves (4.13) by setting γ = κE(X) and κ > 1. 
We want to consider series of functions with random coefficients. Let us consider
the Rademacher probability space: Let Ω = {−1, 1}n, A = P(Ω) and P be the
counting measure scaled by 1/2n to make it a probability measure. This is called
the uniform probability measure on Ω. Let E 6= ∅ be a set, and consider a sequence
4.3. THE SALEM–ZYGMUND INEQUALITY 76
of functions fk : E → C. We will consider the following random variables:
f(t) = fω(t) =
n∑
k=1
ωkfk(t),(4.14)
‖f‖∞ = ‖fω‖∞ = sup
t∈E
∣∣∣∣∣
n∑
k=1
ωkfk(t)
∣∣∣∣∣ .(4.15)
We suppress the dependence on ω in the notation, and remark that (4.14) is a
random variable for each t ∈ E.
Lemma 4.12. Let f(t) be given by (4.14) with the additional demand that the fk’s
are real valued. For each λ ∈ R and any t ∈ E, we have
E
(
eλf(t)
)
≤ exp
(
λ2
2
n∑
k=1
‖fk‖2∞
)
.
Proof. The following Taylor series are valid for any x ∈ R:
cosh(x) =
∞∑
n=0
x2n
(2n)!
and exp(x2/2) =
∞∑
n=0
x2n
2n(n!)
.
Clearly 2n(n!) ≤ (2n)!, which proves the inequality cosh(x) ≤ exp(x2/2). The
uniform probability implies that the expectation is a uniform mean value:
E
(
eλf(t)
)
=
1
2n
∑
ω∈Ω
eλf(t) =
1
2n
n∏
k=1
(
eλfk(t) + e−λfk(t)
)
=
n∏
k=1
cosh(λfk(t))
≤
n∏
k=1
exp
(
λ2
2
f2k (t)
)
≤
n∏
k=1
exp
(
λ2
2
‖fk‖2∞
)
= exp
(
λ2
2
n∑
k=1
‖fk‖2∞
)
This is valid for any fixed t ∈ E and hence we are done. 
Let us now turn to the functions fk. We now demand that (E,Σ, µ) is a finite
measure space, and consider functions of the following type.
Definition. Let (E,Σ, µ) be a finite measure space. A set of functions, B, from
E into C is called a Salem–Zygmund space over E if the following hold:
(1) The functions in B are bounded and measurable.
(2) The space B is linear over C and closed under complex conjugation.
(3) There is some constant ρ > 0 with the following property: For any real
valued f ∈ B there is some measurable set I = I(f) ⊆ E such that
|f(t)| ≥ ‖f‖∞
2
,
for any t ∈ I and furthermore µ(I) ≥ µ(E)/ρ.
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Theorem 4.13. Let B be a Salem–Zygmund space over E with constant ρ. As-
sume that fk ∈ B, and consider the random variable ‖f‖∞ as defined by (4.15).
For any κ > 2, we have
(4.16) P
‖f‖∞ ≥ 3
√√√√log(2ρκ) n∑
k=1
‖fk‖2∞
 ≤ 2
κ
.
Proof. Let λ be a real number and writeM = exp (λ‖f‖∞/2) and
F =
n∑
k=1
‖fk‖2∞.
Suppose first that the functions fk are real valued. Clearly, f is also real valued
and we may apply property (3) in the definition of the Salem–Zygmund space.
In particular, for t ∈ I we have M ≤ eλf(t) + e−λf(t), since at least one of the
terms on the right side is bigger thanM for each t ∈ I. This allows the estimate
M = 1
µ(I)
∫
I
M dµ(t) ≤ 1
µ(I)
∫
I
(
eλf(t) + e−λf(t)
)
dµ(t)
≤ 1
µ(I)
∫
E
(
eλf(t) + e−λf(t)
)
dµ(t) ≤ ρ
µ(E)
∫
E
(
eλf(t) + e−λf(t)
)
dµ(t).
Taking the expectation of this estimate and using Fubini’s theorem to interchange
expectation and integration yields
E (M) ≤ ρ
µ(E)
∫
E
E
(
eλf(t) + e−λf(t)
)
dµ(t)
≤ ρ
µ(E)
∫
E
2eλ
2F/2 dµ(t) = 2ρeλ
2F/2,
where Lemma 4.12 estimated the expectation. Using this estimate, we compute
P
(
‖f‖∞ ≥ λF + 2
λ
log(2κρ)
)
= P
(
eλ‖f‖∞/2 ≥ 2κρeλ2F/2
)
≤ P
(
eλ‖f‖∞/2 ≥ κE (M)
)
≤ 1
κ
,
by Lemma 4.11. We take λ =
√F log(2ρκ) which yields
(4.17) P
‖f‖∞ ≥ 3
√√√√log(2ρκ) n∑
k=1
‖fk‖2∞
 ≤ 1
κ
.
Now, suppose fk assumes complex values. Since B is closed under complex
conjugation, the real and imaginary parts of f are in B. We may apply (4.17)
to the real and imaginary parts to obtain (4.16) with 2/κ. 
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Let us consider Dirichlet series of the form
f(s) =
∑
n≤x
ωn
an
ns
,
where ωn ∈ {−1, 1}. We want to apply the Salem–Zygmund inequality to inves-
tigate ‖f‖∞ and ‖f̂‖1. In view of Theorem 4.8 we have
‖f‖∞ = ‖F‖∞ = sup
z∈Tk
∣∣∣∣∣∣
∑
n≤x
aαz
α(n)
∣∣∣∣∣∣ .
The supremum is taken over the torus Tk, where k is the number of variables.
We would like a Salem–Zygmund space that contains trigonometric polynomials
of several variables. This is obtained in the following lemma.
Lemma 4.14. The set Q of trigonometric polynomials of degree ≤ m in k vari-
ables with complex coefficients is a Salem–Zygmund space over
E = [0, 2pi]k,
equipped with the Lebesgue measure. Furthermore, we have ρ ≥ (pi2m)k.
Proof. Demands (1) and (2) in the definition of the Salem–Zygmund space are
clearly fulfilled. Let Q ∈ Q be arbitrary. Let I = I(Q) be the set such that
|Q(t)| ≥ ‖Q‖∞
2
.
There is some t0 ∈ E such that
‖Q‖∞ = |Q(t0)|.
This allows us to define J = J(Q) as the periodic cube around t0 of diameter
1/(pim), in the sense that the 2pi-periodic distance from t0 in each coordinate is
at most 1/(pim). Clearly
µ(J) =
(
2
pim
)k
.
We employ the triangle inequality and Bernstein’s inequality in the form of Corol-
lary A.10 to compute
‖Q‖∞ − |Q(t)| ≤ |Q(t0)−Q(t)| ≤ pi
2
m‖t0 − t‖∞ · ‖Q‖∞ ≤ ‖Q‖∞
2
,
for any t ∈ J . Hence J ⊆ I and µ(I) ≥ µ(J). In particular, the demand
µ(I) ≥ µ(E)/ρ implies that
ρ ≥ µ(E)
µ(J)
=
(
mpi2
)k ≥ µ(E)
µ(I)
,
and thus Q is a Salem–Zygmund space. 
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4.4. Proof of Theorem 4.1
We are now ready to prove Theorem 4.1. The proof is split into two parts. First
we provide a lower estimate for S(N) and then we prove an upper bound. In
both parts, we shall need Bohr’s correspondence and the estimate
(4.18) Ω(n) ≤ log n
log 2
,
which is obtained by noting that Ω(n) is largest if n is a power of 2. The first
part is done using the Salem–Zygmund inequality as well as the estimates for
Ψ(x, y) we obtained in Chapter 2 [13].
Proof of Theorem 4.1 – Part I. For each x, we need to choose a suitable
Dirichlet polynomial
f(s) =
∑
n≤x
an
ns
,
to prove a lower bound for S(x). The application of the Cauchy–Schwarz in-
equality in (1.18), would imply that |an| = 1 is optimal. To control the number
of variables x ≥ y ≥ 2, we introduce the characteristic function of the y-smooth
numbers, χ(n, y). To apply the Salem–Zygmund inequality, we choose
an = χ(n, y)ωn.
Let us introduce the index set S(x, y) = {n ≤ x : χ(n, y) > 0}, and write
f(s) =
∑
n∈S(x,y)
ωn
ns
.
Clearly ‖f̂‖1 = |S(x, y)| = Ψ(x, y). In view of Bohr’s correspondence we write
F (z) =
∑
n∈S(x,y)
ωnz
α(n) =
∑
n∈S(x,y)
ωnFn(z),
where Fn(z) is a monomial. In particular
F =
∑
n∈S(x,y)
‖Fn‖2∞ = |S(x, y)| = Ψ(x, y).
Since each variable corresponds to a prime number, F (z) is a polynomial in
k = pi(y) variables. Its degree is equal to the largest value Ω(n) assumes for
n ∈ S(x, y). Clearly, since n ≤ x, this is bounded by m = log x/ log 2 by (4.18).
Lemma 4.14 allows us to use these functions in the Salem–Zygmund inequality,
and we may take
ρ =
(
pi2m
)k
=
(
pi2
log x
log 2
)pi(y)
.
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We now apply Theorem 4.13 with κ = 4 to obtain
P
(
‖f‖∞ ≥ 3
√
log(8ρ)Ψ(x, y)
)
≤ 1
2
.
Clearly there is some choice of ω such that the corresponding Dirichlet polynomial
f(s) does not satisfy the inequality in the probability, and hence
‖f‖∞ 
√
Ψ(x, y)pi(y) log log x.
Since S(x) is defined as the supremum of the ratio ‖f̂‖1/‖f‖∞, we obtain
Ψ(x, y) = ‖f̂‖1 ≤ S(x)‖f‖∞  S(x)
√
Ψ(x, y)pi(y) log log x.
Applying the effective estimate (4.1) allows us to compute
S(x)
√
Ψ(x, y)
pi(y) log log x
=
√
x log y
log log x
exp
(
1
2
log ρ(u)− log y
2
)
≥ √x exp
(
−u
2
(log u+ log log u+O(1))− log y
2
)
,
under the assumption log y ≥ log log x. Let us choose y = exp (α√log x log log x)
for some α > 0. We compute
u
2
=
1
2α
√
log x
log log x
,
log u =
1
2
log log x− logα− 1
2
log log log x,
log log u = log log log x− log 2− log
(
1− 2 logα
log log x
− log log log x
log log x
)
.
The largest terms are of order
√
log x log log x, which are
− 1
4α
√
log x log log x− log y
2
= −
(
1
4α
+
α
2
)√
log x log log x.
This is maximized when α = 1/
√
2. Furthermore, log log u = log log log x+O(1),
which allows us to estimate the other terms
− logα− 1
2
log log log x+ log log u =
1
2
log log log x+O(1).
Combining everything, we have
S(x) ≥ √x exp
((
− 1√
2
− 1
2
log log log x
log log x
+O
(
1
log log x
))√
log x log log x
)
,
which provides the required lower bound. 
The second part of the proof uses Rankin’s trick, in addition to the Bohnenblust–
Hille inequality for homogenous polynomials of Chapter 3 [27].
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Proof of Theorem 4.1 – Part II. Let f(s) be any Dirichlet polynomial of
the form
f(s) =
∑
n≤x
an
ns
.
We want to prove
(4.19) ‖f̂‖1 ≤ ‖f‖∞ exp
((
− 1√
2
+ S(N)
)√
log x log log x
)
,
with
(4.20) S(N) ≤ 2√
3
log log log x
log log x
+O
(
1
log log x
)
.
We split the proof into four steps.
Step 0. Suppose x ≥ y ≥ 2. In view of Lemma 4.9 we decompose
f(s) =
∑
n≤x
an
ns
=
∑
κ
fκ(s)
κs
,
where fκ(s) contains only y-rough n and satisfies ‖fκ‖∞ ≤ ‖f‖∞. Suppose that
we can prove that each fκ(s) satisfies (4.19) . Then, clearly
‖f̂‖1 ≤ ‖f‖∞ exp
((
− 1√
2
+ S(N)
)√
log x log log x
)∑
κ
1,
where the sum is taken over all possible choices of y-smooth κ such that there is
some n ≤ x with n = κλ. How many such choices are there? By (4.18), n has at
most log x/ log 2 prime factors, since n ≤ x. Since κ is y-smooth, each of these
prime factors has to be ≤ y, so we have at most y choices for each factor. Hence
(4.21)
∑
κ
1 ≤
(
log x
log 2
)y
≤ exp (y log log x) = exp
(√
log x
log log x
)
,
for y =
√
log x/(log log x)3, which is the value we choose. This is absorbed in
the O-term of (4.20). Hence we are able to restrict our investigations to the case
where f only contains y-rough n. Let us introduce
M1 =
1√
2
√
log x
log log x
and M2 = 2
√
2
√
log x
log log x
.
With this in mind, let us further split the sum into three parts,
‖f̂‖1 =
∑
Ω(n)≤M1
|an|+
∑
M1<Ω(n)≤M2
|an|+
∑
M2<Ω(n)
|an| = Σ1 + Σ2 + Σ3.
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Since x and y now are fixed, recall (4.4) and put Tm = T (x, y,m). Let ut consider
the polynomial
fm(s) =
∑
n∈Tm
an
ns
.
Under Bohr’s correspondence, fm is associated to a m-homogenous polynomial,
with pi(y) variables and hence satisfies ‖fm‖∞ ≤ ‖f‖∞ by Lemma 4.10. We will
estimate each part by itself.
Step 1. We consider Σ1. We begin by using Hölder’s inequality,
Σ1 =
∑
m≤M1
∑
n∈Tm
|an| ≤
∑
m≤M1
( ∑
n∈Tm
|an| 2mm+1
)m+1
2m
( ∑
n∈Tm
1
)m−1
2m
,
the Bohnenblust–Hille inequality of (4.2) and the trivial estimate |Tm| ≤ x,
≤
∑
m≤M1
em‖fm‖∞x
m−1
2m ≤M1‖f‖∞eM1
√
x exp
(
− log x
2M1
)
= ‖f‖∞
√
x exp
(
− 1√
2
√
log x log log x+O
(√
log x
log log x
))
,
by the definition of M1. The error term is of the order of the O-term of (4.20).
Step 2. This step is similar to the previous step. We again use Bohnenblust–
Hille with Hölder’s inequality to obtain
Σ2 =
∑
M1<m≤M2
∑
n∈Tm
|an| ≤
∑
M1<m≤M2
em‖f‖∞|Tm|
m−1
2m .
As above, the number of summands and em is absorbed in the error term, and
we consider |Tm|. Since M1 < m ≤M2 there is some 1/
√
2 < α ≤ 2√2 such that
m = α
√
log x
log log x
.
We will need a better estimate than |Tm| ≤ x. We may use Lemma 4.5 to obtain
|Tm| ≤ N(x, y,m) ≤ x
(y/2)m
(log x)y exp (O(y)) ≤ x
ym
exp
(
O
(√
log x
log log x
))
,
by the definition of y and the fact that m ≤ M2. The error term is fine, and
hence
|Tm|
m−1
2m =
√
x exp
(
− log x
2m
− m− 1
2
log y +O
(√
log x
log log x
))
.
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We recall that y =
√
log x/(log log x)3 and compute
−m− 1
2
log y = −m
4
log log x+
3
4
m log log log x+
log y
2
.
The first term is of order
√
log x log log x and is in the main term. Using m ≤M2
we bound the final two terms by
3
4
m log log log x+
log y
2
≤ 3√
2
√
log x
log log x
log log log x+O
(√
log x
log log x
)
,
which is acceptable. What remains after ignoring the error terms is
exp
(
− log x
2m
− m
4
log log x
)
= exp
(
−
√
log x log log x
(
1
2α
+
α
4
))
.
This is largest at α =
√
2, which yields the required −1/√2-term.
Step 3. Recalling (1.17) we estimate( ∑
n∈Tm
|an|2
) 1
2
=
(
lim
T→∞
1
2T
∫ T
−T
|fm(it)|2 dt
) 1
2
≤ ‖fm‖∞.
Combining this with the Cauchy–Schwarz inequality we obtain
Σ3 =
∑
M2<m
∑
n∈Tm
|an| ≤
∑
M2<m
( ∑
n∈Tm
|an|2
) 1
2
( ∑
n∈Tm
1
) 1
2
≤
∑
M2<m
‖fm‖∞
√
|Tm| ≤ ‖f‖∞
√
N(x, y,M2).
By similar considerations as in Step 2, we easily estimate
N(x, y,M2) ≤ x
yM2
exp
(
O
(√
log x
log log x
))
,
and furthermore we obtain√
1
yM2
= exp
(
−M2
2
log y
)
= exp
(
− 1√
2
√
log x log log x+
3
4
M2 log log log x
)
.
In total this yields
Σ3
‖f‖∞ ≤
√
x exp
(
− 1√
2
√
log x log log x+
3√
2
√
log x
log log x
(log log log x+O(1))
)
,
as required. 
Remark. It is possible to replace y by pi(y) in (4.21), but the term y log log x
also appears when Lemma 4.5 is applied, so this would not improve the theorem.
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4.5. Some Related Open Problems
We end this chapter with some comments on a few open problems related to the
topics discussed in this thesis.
The Bohnenblust–Hille Inequality. Is hypercontractivity optimal for complex
polynomial Bohnenblust–Hille inequality? In the final section of Chapter 3 we
studied a real version of the Bohnenblust–Hille inequality, and obtained that hy-
percontractivity was both necessary and sufficient. Furthermore, we showed that
a similar approach would not prove hypercontractivity of the complex inequality.
Explicit flat Dirichlet polynomials. Construct explicit Dirichlet polynomials
to provide the lower estimate of Theorem 4.1. The Salem–Zygmund inequality
implies the existence of “flat enough” Dirichlet polynomials of the form
f(s) =
∑
n≤x
ωn
χ(n, y)
ns
, ωn = ±1,
to provide the required lower bound for S(N). It would be interesting to provide
either explicit values ωn(x, y) or some other sequence of Dirichlet polynomials
providing the lower estimate in Theorem 4.1. This would mirror the work done
by Bourgain and Bombieri on Kahane’s ultra flat trigonometric polynomials.
Improving the estimate. Improve the upper or lower bounds for s(N) and
decide the sign of this quantity, if any. We were able to provide the bounds
−C1 log log logN
log logN
≤ s(N) ≤ C2 log log logN
log logN
,
for absolute positive constants C1 and C2, but it is not clear whether this is
optimal or not. Furthermore, the ultimate sign of s(N) is not decided, if there
even is one.
p-Sidon Constants. Study and estimate the p-Sidon constants for 0 < p < 2.
We can define p-Sidon constants, Sp(N), by replacing ‖f‖∞ by the Lp-type norm
‖f‖p =
(
lim
T→∞
1
2T
∫ T
−T
|f(it)|p dt
) 1
p
, p > 0,
in the ratio ‖f̂‖1/‖f‖∞. In view of (1.17) is is clear that S2(N) =
√
N . By
Khinchine’s inequality one can obtain
Sp(N) ≥
√
N exp (−O(1)) ,
for p > 0. Combining these observations yields Sp(N) =
√
N exp (−O(1)) for
p > 2. Thus the most interesting case is p < 2. In particular p = 1, where it
is known that
√
N ≤ S1(N) ≤ (1 + o(1))
√
N
√
logN , and thus there is room for
improvement [37].
APPENDIX A
Inequalities
In this appendix, we state and prove some of the inequalities needed in the thesis,
which are omitted from the main part due to their general or elementary nature.
Our main reference is [19] and we refer to [15] for the measure theory.
A.1. Hölder’s Inequality
Throughout this section, we assume that p > 1 and
1
p
+
1
q
= 1,
unless otherwise is stated. We say that p and q are Hölder conjugates.
Lemma A.1 (Young’s Inequality). Assume that a and b are non-negative real
numbers, and p ≥ 1. Then
ab ≤ a
p
p
+
bq
q
,
with equality if and only if ap = bq.
Proof. If a = 0 or b = 0 we are done. Hence, assume a, b > 0. Now, it is known
that 1 + x ≤ ex and thus x ≤ ex−1. In particular, for any c > 0, we obtain
ab
c
=
(
ap
c
) 1
p
(
bq
c
) 1
q
≤
(
e
ap
c −1
) 1
p
(
e
bq
c −1
) 1
q
= exp
(
1
c
(
ap
p
+
bq
q
)
− 1
)
= 1.
if we take c = ap/p+ bq/q and thus the inequality follow by multiplying of c on
both sides. Now, x = ex−1 if and only if x = 1. Thus we require ap/c = 1 and
bq/c = 1 and in particular ap = bq. 
Theorem A.2 (Hölder’s Inequality). Let (X, Σ, µ) be a measure space and sup-
pose that f and g are Σ-measurable real or complex valued functions on X. Then∫
X
|f(x)g(x)| dµ(x) ≤
(∫
X
|f(x)|p dµ(x)
) 1
p
(∫
X
|g(x)|q dµ(x)
) 1
q
,
where p ≥ 1 and 1/p + 1/q = 1, with equality when |f(x)|p = |g(x)|q almost
everywhere.
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Proof. Suppose that ‖f‖p = 1 and ‖f‖q = 1. Now, we apply Young’s inequality
to compute∫
X
|f(x)g(x)| dµ(x) ≤
∫
X
|f(x)|p
p
dµ(x) +
∫
X
|f(x)|q
q
dµ(x) =
1
p
+
1
q
= 1.
Let now ‖f‖p and ‖g‖q be positive and finite. By normalizing we obtain∫
X
|f(x)g(x)| dµ(x) = ‖f‖p‖g‖q
∫
X
|fˆ(x)gˆ(x)| dµ(x) ≤ ‖f‖p‖g‖q,
where equality follows from the equality condition in Young’s inequality. The
cases where one of ‖f‖p and ‖g‖q are zero or infinite are trivial. 
Corollary A.3. Let m be a positive integer and fj be Σ-measurable real or
complex valued functions on X for j = 1, 2, . . . , m. Assume p1 > 1 and
1
p1
+
1
p2
+ · · ·+ 1
pm
= 1.
Then we have∫
X
|f1(x)f2(x) · · · fm(x)| dµ(x) ≤
m∏
j=1
(∫
X
|fj(x)|pj dµ(x)
) 1
pj
.
Proof. The case m = 2 follows from Hölder’s inequality. We take qk to be the
Hölder conjugate of pk. In particular we observe that
1
qk
=
∑
j 6=k
1
pj
.
We use induction on m and apply Hölder’s inequality to obtain∫
x
|f1(x) · · · fm+1(x)| dµ(x) ≤ ‖f1‖p1
(∫
x
|f2(x) · · · fm+1(x)|q1 dµ(x)
) 1
q1
.
We take ri = pi/q1 for i = 2, 3, . . . , m+ 1 to complete the proof. 
Theorem A.4 (Minkowski’s Inequality). Let (X,Σ, µ) and (Y, T , ν) be σ-finite
measure spaces, and assume that f : X × Y → C is some (Σ ⊗ T )-measurable
function. For 1 ≤ p <∞ we have
(A.1)
[∫
X
(∫
Y
|f(x, y)| dν(y)
)p
dµ(x)
] 1
p
≤
∫
Y
(∫
X
|f(x, y)|p dµ(x)
) 1
p
dν(y).
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Proof. Since our measure space are σ-finite and |f(x, y)| ≥ 0 we can apply
Tonelli’s theorem where needed. In particular, the case p = 1 shows equality in
(A.1) by Tonelli’s theorem. Assume therefore that p > 1. Now, if∫
X
(∫
Y
|f(x, y)| dν(y)
)p
dµ(x) = 0
we are done. Assume therefore that it is strictly positive and define
g(x) =
(∫
Y
|f(x, y)| dν(y)
)p−1
.
We now observe that (p− 1)q = p and compute
‖g‖q =
[∫
X
g(x)q dµ(x)
] 1
q
=
[∫
X
(∫
Y
|f(x, y)| dν(y)
)p
dµ(x)
] 1
q
= I
1
q ,
where we again apply Tonelli’s theorem and Hölder’s inequality to
I =
∫
X
∫
Y
f(x, y)g(x) dν(y)dµ(x) =
∫
Y
∫
X
f(x, y)g(x) dµ(x)dν(y)
≤
∫
Y
(∫
X
|f(x, y)|p dµ(x)
) 1
p
(∫
X
g(x)q dµ(x)
) 1
q
dν(y)
=
∫
Y
(∫
X
|f(x, y)|p dµ(x)
) 1
p
‖g‖q dν(y) = I 1q
(∫
X
|f(x, y)|p dµ(x)
) 1
p
dν(y).
By dividing by I
1
q we obtain (A.1), and complete the proof. 
Remark. The case of equality in Minkowski’s inequality follows (if p > 1) from
the application of Hölder’s inequality, which requires
f(x, y)p = g(x)q =
(∫
Y
f(x, z) dν(z)
)(p−1)q
=⇒ f(x, y) =
∫
Y
f(x, z) dν(z),
µ-almost everywhere for ν-almost every y ∈ Y .
We will need the following special versions of Hölder’s inequality (in the form of
Corollary A.3) and Minkowski’s inequality: For any family of positive positive
numbers a and b we have:
n∑
j=1
a1(j) · · · am(j) ≤
m∏
k=1
 n∑
j=1
ak(j)
m+1
 1m+1 ·
 n∑
j=1
am(j)
m+1
2
 2m+1 ,(A.2)
n∑
j1=1
 n∑
j2=1
bj1j2
2 ≤
 n∑
j2=1
 n∑
j1=1
b2j1j2
 12

2
.(A.3)
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A.2. Hilbert’s Inequality
Theorem A.5. Let {xm}m∈Z and {yn}n∈Z be families of complex numbers. Then
we have
(A.4)
∣∣∣∣∣∣
∑
m∈Z
∑
n 6=m
xmyn
m− n
∣∣∣∣∣∣ ≤ pi
(∑
m∈Z
|xm|2
) 1
2
(∑
n∈Z
|yn|2
) 1
2
.
Proof. Let K be any positive integer. If we can prove the inequality for xm = 0
and yn = 0 for |m| > K and |n| > K, (A.4) will follow. Consider therefore
HK(x, y) =
K∑
n=−K
K∑
n=−K
m6=n
xmyn
m− n.
We begin by computing the auxiliary integral
(A.5) I(k) =
∫ 1
0
(
t− 1
2
)
e2piikt dt =
{
1
2piik if k 6= 0
0 if k = 0
.
Now, we define
f(t) =
K∑
m=−K
xme
2piimt and g(t) =
K∑
n=−K
yne
−2piint.
Our first observation is that
‖x‖22 =
K∑
m=−K
|xm|2 =
∫ 1
0
|f(t)|2 dt = ‖f‖22,
‖y‖22 =
K∑
n=−K
|yn|2 =
∫ 1
0
|g(t)|2 dt = ‖g‖22.
by the orthogonality of the trigonometric system. We apply (A.5) to compute
J =
∫ 1
0
(
t− 1
2
)
f(t)g(t) dt =
K∑
m=−K
K∑
n=−K
xmynI(m− n) = HK(x, y)
2pii
.
But since
|t− 1/2| ≤ 1/2
for t ∈ [0, 1] we can apply the triangle inequality and the Cauchy–Schwarz in-
equality to obtain the required
|HK(x, y)| = 2pi|J | ≤ pi
∫ 1
0
|f(t)g(t)| dt ≤ pi‖f‖2‖g‖2 = pi‖x‖2‖y‖2. 
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A.3. Bernstein’s Inequality
In this section, we try to bound derivatives of trigonometric polynomials. We
are in particular interested in trigonometric polynomials in several variables, and
will obtain a corollary via the mean value theorem which will be required in our
arguments [33, 29].
Definition. An m’th degree trigonometric polynomial is a function on the form
Tm(x) =
m∑
k=−m
ake
ikx,
for ak ∈ C and x ∈ [0, 2pi) with (a−m,, am) 6= (0, 0).
We begin by making two important observations:
(1) Exploiting the fact that we can write any trigonometric polynomial as a
rotation times a polynomial evaluated on T,
Tm(x) = e
−imxP2m(eix),
allows us to conclude that Tm has at most 2m distinct roots on [0, 2pi), since
P2m has at most 2m distinct roots in C.
(2) The complex conjugate of a trigonometric polynomial is still a trigonometric
polynomial, and hence
Rm(x) = < (Tm(x)) = 1
2
m∑
k=−m
ak + a−k
2
· eikx,
is also a trigonometric polynomial.
We begin by proving a result on real-valued trigonometric polynomials.
Lemma A.6. Suppose that Tm(x) is a real-valued n’th degree trigonometric poly-
nomial with 2m distinct zeroes. Then T ′m(x) has 2m distinct zeroes, all different
from the zeroes of Tm(x).
Proof. Since T ′m(x) has degree ≤ m it is clear that it has at most 2m zeroes. If
f ∈ C1[a, b] with a < b such that f(a) = f(b) there is some a < c < b such that
0 =
f(b)− f(a)
b− a = f
′(c),
by the mean value theorem. This implies that there is at least one zero of T ′m(x)
between two consecutive zeroes of Tm(x). There is also one zero of T ′m(x) “be-
tween” the last and first zeroes of Tm(x) by periodicity. Thus T ′m(x) has exactly
2m distinct zeroes, which all are different from the zeroes of Tm(x) since we have
strict inequality in the mean value theorem, a < c < b. 
A.3. BERNSTEIN’S INEQUALITY 90
Lemma A.7. Let Tm(x) be an m’th degree trigonometric polynomial over C sat-
isfying |Tm(x)| ≤M . Then |T ′m(x)| ≤ mM .
Proof. We give a proof by contradiction. Suppose there is some Tm(x) with
sup
x∈[0,2pi)
|T ′m(x)| = nL
and L > M . There is some 0 ≤ x0 < 2pi such that |T ′m(x0)| = mL. By rotating
the trigonometric polynomial and taking real values, we may assume that
Rm(x0) = < (Tm(x0)) = mL.
Furthermore R′′n(x0) = T ′′m(x0) = 0. We consider the following m’th degree real
trigonometric polynomial:
Sm(x) = L sin(m(x− x0))−Rm(x),
S′m(x) = mL cos(m(x− x0))−R′m(x),
S′′m(x) = −m2L sin(m(x− x0))−R′′m(x).
We begin by noting that Sm(x) assumes alternating signs at the 2m points
x = x0 +
2k + 1
2m
pi.
Hence, by the intermediate value theorem, Sm(x) has 2m zeroes. By Lemma A.6,
S′m(x) also has 2m zeroes. One of these zeroes has to be x0 since a computation
yields S′m(x0) = 0, by the definition of x0. However, we also note that S′′m(x0) =
0, which is impossible by Lemma A.6, since S′m(x) and S′′m(x) have no zeroes in
common. 
To extend Lemma A.7 to trigonometric polynomials of several variables, we will
need the following result:
Lemma A.8. For complex numbers zk we have
sup
ξ∈{−1,1}n
∣∣∣∣∣
n∑
k=1
ξkzk
∣∣∣∣∣ ≥ 2pi
n∑
k=1
|zk|.
Proof. Let zk = rkeiθk . For any θ ∈ R we obtain∣∣∣∣∣
n∑
k=1
ξkzk
∣∣∣∣∣ = <
∣∣∣∣∣
n∑
k=1
ξkzk
∣∣∣∣∣ ≥ <
(
eiθ
n∑
k=1
ξkzk
)
=
n∑
k=1
rkξk cos(θ + θk).
We take the supremum over all ξ ∈ {−1, 1}n, which yields
sup
ξ∈{−1,1}n
∣∣∣∣∣
n∑
k=1
ξkzk
∣∣∣∣∣ ≥ supξ∈{−1,1}n
n∑
k=1
rkξk cos(θ + θk) =
n∑
k=1
rk| cos(θ + θk)| = f(θ).
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Now, taking the supremum over all θ ∈ R yields
sup
ξ∈{−1,1}n
∣∣∣∣∣
n∑
k=1
ξkzk
∣∣∣∣∣ ≥ supθ f(θ) ≥ 12pi
∫ 2pi
0
f(θ) dθ =
2
pi
n∑
k=1
rk =
2
pi
n∑
k=1
|zk|. 
We will require some notation before we can state and prove Bernstein’s inequality
for trigonometric polynomials of several variables.
Definition. An m’th order signed multi-index on Cn is α = (α1, α2, . . . , αn),
where αi ∈ {0,±1, . . . ,±m} and ‖α‖ = |α1|+ |α2|+ · · ·+ |αn| = m.
This allows us to write a m’th degree trigonometric polynomial of n variables as
(A.6) Q(t) = Q(t1, t2, . . . , tn) =
∑
‖α‖≤m
aα exp (i (α1t1 + α2t2 + · · ·+ αntn)) .
Theorem A.9. Let Q be an m’th degree trigonometric polynomial of n variables
as defined by (A.6). Then
n∑
k=1
∣∣∣∣∂Q∂tk (t)
∣∣∣∣ ≤ pi2m‖Q‖∞.
Proof. Fix t = (t1, t2, . . . , tn). For ξ ∈ {−1, 1}n and u ∈ R define
R(u) = Q (t1 + ξ1u, t2 + ξ2u, . . . , tn + ξnu) ,
which is a one variable trigonometric polynomial of degree ≤ m. By Lemma A.7
we thus obtain ∣∣∣∣∣
n∑
k=1
ξk
∂Q
∂tk
(t)
∣∣∣∣∣ = |R′(0)| ≤ m‖R‖∞ ≤ m‖Q‖∞.
We may take the supremum over all ξ ∈ {−1, 1}n and apply Lemma A.8 to
complete the proof. 
The following corollary will be our main application of Bernstein’s inequality.
Corollary A.10. Let Q be an m’th degree trigonometric polynomial of n vari-
ables as defined by (A.6). Then
|Q(t)−Q(τ)| ≤ mpi
2
sup
k
|tk − τk| ‖Q‖∞.
Proof. For α ∈ [0, 1] consider f(α) = Q(tα + (1 − α)τ). By the mean value
theorem there is some β ∈ [0, 1] with T = βt+ (1− β)τ such that
|Q(t)−Q(τ)| = |f ′(β)| =
∣∣∣∣∣
n∑
k=1
∂Q
∂tk
(T )(tk − τk)
∣∣∣∣∣ ≤ supk |tk − τk|
n∑
k=1
∣∣∣∣∂Q∂tk (T )
∣∣∣∣ .
The proof is completed by appealing to Theorem A.9. 
APPENDIX B
The Riemann Zeta Function
In this appendix, we briefly outline some properties of the Riemann zeta function,
which is defined as the analytical continuation of the Dirichlet series
ζ(s) =
∞∑
n=1
1
ns
.
The Riemann zeta function has only one pole, at s = 1. This pole is simple with
residue 1, see Example 1.16. Furthermore, we have the trivial zeroes at
s = −2,−4,−6, . . . .
The remaining zeroes are all found in the critical strip 0 < <(s) < 1. Using these
properties, it is possible to prove the celebrated Prime Number Theorem:
Theorem (The Prime Number Theorem). Let pi(x) denote the number of primes
less than or equal to the real number x. Then, as x→∞,
pi(x) ∼ x
log x
.
These claims were stated and proved in the authors bachelor’s thesis [11].
B.1. Vinogradov’s Zero Free Region
In this section, all proofs are omitted. We invite the reader to consult [23] for a
treatment. The best known zero free region in the critical strip is due to Korobov
and Vinogradov. They established the upper bound
ζ(s) = O
((
1 + |t|A(1−σ)3/2
)
log |t|2/3
)
,
valid for σ ≥ 0 and |t| ≥ 2. They established that ζ(s) 6= 0 in the region
σ ≥ 1− C (log |t|)−2/3 (log log |t|)−1/3 ,
valid for |t| ≥ 3. They also obtained the bound
ζ ′(s)
ζ(s)
= O
(
(log |t|)2/3 (log log |t|)1/3
)
,
valid in the zero free region. The quantities A and C are positive constants and
we refer to [16] for some explicit estimates of these constants.
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B.2. Estimating Chebyshev’s Functions
In this section, we introduce Chebyshev’s functions and show how to estimate
them using Vinogradov’s zero free region:
ψ(x) =
∑
n≤x
Λ(n),
ϑ(x) =
∑
p≤x
log p.
It should be noted that Λ(n) is the von Mangoldt-function, as defined in (2.23).
We now seek to estimate Chebyshev’s functions precisely. For  > 0, let
L(x) = exp
(
(log x)3/5−
)
.
Following our study of the approximate functional equation of the logarithmic
derivative of the Riemann zeta function, we obtain the following estimate.
Theorem B.1. Let  > 0 and suppose that x ≥ x0(). Then
(B.1) ψ(x) = x
(
1 +O
(
1
L(x)
))
.
Proof. This proof is very similar to the proof of the approximate functional
equation of Theorem 2.13. Most of the computations and estimates are near
identical and will be omitted. We begin by appealing to Lemma 1.21 and com-
puting
ψ(x) =
∑
n≤x
Λ(n) =
−1
2pii
∫ κ+iT
κ−iT
ζ ′(s)
ζ(s)
xs
s
ds+O
(
xκ
∞∑
n=1
Λ(n)
nκ (1 + T | log x/n|)
)
,
where we take κ = 1 + 1/ log x and T ≥ 2 yet to be decided. This is different
form Theorem 2.13, where we used the weighted coefficients Λ(n)/ns. Now, by
similar considerations as in the proof of Theorem 2.13 we observe that the error
term is of order
x(log x)2
T
.
We extend the integration as far to the left as η = 1 − log T/ log x. We require
this to be within Vinogradov’s zero free region, which demands
σ = 1− log T
log x
≥ 1− C (log T )−2/3 (log log T )−1/3 .
To satisfy this demand, we choose T = L2(x) and x ≥ x0(). The residue at
s = 0 is avoided, which is different from Theorem 2.13. The only residue inside
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the path of integration is the simple pole at s = 1. This implies that
ψ(x) = x+O
(
x(log x)2
T
)
+R,
where R denotes the integral along the polygonal path connecting κ− iT , η− iT ,
η+ iT and κ+ iT . These contributions may be estimated identically to Theorem
2.13, which in this case yields
R x(log x)
2
T
.
The choice of T = L2(x) implies that we are done, since
(log x)2
L2(x)
= exp
(
2 log log x− 2(log x)3/5−
)
 exp
(
−(log x)3/5−
)
=
1
L(x)
.
We obtain (B.1) by factoring out the x of the error term. 
The following corollary shows that the error made replacing ψ(x) with the ϑ(x)
is insignificant in view of the estimate (B.1).
Corollary B.2. Let  > 0 and suppose that x ≥ x0(). Then
ϑ(x) = x
(
1 +O
(
1
L(x)
))
.
Proof. We observe that
0 ≤ ψ(x)− ϑ(x) =
∑
p≤√x
log p
logp x∑
m=2
1 ≤
∑
p≤√x
log p · logp x = pi
(√
x
)
log x √x,
by the Prime Number Theorem. It is clear that
√
x  x/L(x), and hence the
error made in replacing ψ(x) by ϑ(x) is absorbed in the error term of (B.1). 
B.3. Mertens’s Formula
By rearranging the summands of the Riemann zeta function in the half-plane
of absolute convergence as prime powers and summing the geometric series, we
obtain the Euler product:
ζ(s) =
(
1 +
1
2s
+
1
4s
+ · · ·
)(
1 +
1
3s
+
1
9s
+ · · ·
)
· · · =
∏
p
(
1− 1
ps
)−1
The classical Mertens’s formula [32], which predates the Prime Number Theorem,
can be stated as ∏
p≤x
(
1− 1
p
)−1
= eγ log x
(
1 +O
(
1
log x
))
,
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for x ≥ 2. It may be considered as a statement regarding the pole at s = 1 of the
Riemann zeta function in view of the Euler product. We shall require a stronger
version. To obtain this, we apply the precise estimates on Chebyshev’s function
obtained in the previous section.
Lemma B.3. Let  > 0 and suppose x ≥ x0(). Then
(B.2)
∑
p≤x
1
p
= log log x+ C1 +O
(
1
L(x)
)
,
where C1 is a constant.
Proof. We begin by letting 1/2 ≤ α ≤ 1 and taking x ≥ 2, to estimate∫ ∞
x
exp (−(log y)α)
y log y
dy =
(
1
α
− 1
)∫
(log x)α
e−t
t
dt ≤ exp (−(log x)α) .
We let R(x) = ϑ(x) − x. Combining the estimated integral with Corollary B.2
we obtain ∫ ∞
x
R(y)
y2 log y
dy  1
L(x)
,
by setting α = 3/5−. Furthermore, it implies that R(y)/(y2 log y) ∈ L1 ([2,∞)).
We now apply Abel summation and ϑ(x) = x−R(x) to compute∑
p≤x
1
p
=
∑
p≤x
log p
p log p
=
ϑ(x)
x log x
+
∫ x
2
ϑ(y)(1 + log y)
(y log y)2
dy
= log log x− log log 2 + 1
log 2
+
R(x)
x log x
+
∫ x
2
R(y)(1 + log y)
(y log y)2
dy.
By Corollary B.2 it is clear that R(x)/(x log x) is absorbed in the error term of
(B.2). What remains is to consider the integral, which we rewrite as∫ ∞
2
R(y)(1 + log y)
(y log y)2
dy −
∫ ∞
x
R(y)(1 + log y)
(y log y)2
dy = C ′ −O
(
1
L(x)
)
.
This implies (B.2) with C1 = 1/ log 2− log log 2 + C ′. 
We may apply Lemma B.3 to compute a version of Mertens’s formula with an
unknown constant.
Lemma B.4. Let  > 0 and suppose x ≥ x0(). Then
(B.3)
∏
p≤x
(
1− 1
p
)−1
= eC2 log x
(
1 +O
(
1
L(x)
))
,
where C2 is a constant.
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Proof. Using the Maclaurin series of − log(1− x) for x = 1/p we obtain
(B.4) −
∑
p≤x
log
(
1− 1
p
)
=
∑
p≤x
∞∑
n=1
1
npn
=
∑
p≤x
1
p
+
∑
p
∞∑
n=2
1
npn
−
∑
p>x
∞∑
n=2
1
npn
.
Now, we may easily estimate
∞∑
n=2
1
npn
≤ 1
p2
∞∑
n=0
1
2pn
≤ 1
p2
∞∑
n=1
1
2n
=
1
p2
,
and hence it is clear that (B.4) is of the form
−
∑
p≤x
log
(
1− 1
p
)
=
∑
p≤x
1
p
+ C ′′ −O
(
1
x
)
.
We obtain (B.3) using (B.2) and exponentiating, and setting C2 = C1 +C ′′. 
Theorem B.5. The constant C2 of (B.3) is equal to γ, the Euler–Mascheroni
constant.
Proof. Suppose f(s) is the Dirichlet series associated with the coefficients an
and abscissa of convergence σc. We introduce the scaled summatory function
B(x) =
∑
n≤x
an
n
.
The Dirichlet series with coefficients bn = an/n is g(s) = f(s + 1). We evaluate
the Mellin transform of g(s) at s− 1, to obtain
(B.5) f(s) = g(s− 1) = (s− 1)
∫ ∞
1
B(x)
xs
dx,
valid for <(s) > σc. We take f(s) = log ζ(s). By integration of (2.25) we obtain
the coefficients an = Λ(n)/ log n, and hence
B(x) =
∑
n≤x
Λ(n)
n log n
=
∑
pm≤x
1
mpm
.
Let us turn to the product
P (x) =
∏
p≤x
(
1− 1
p
)−1
.
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Using a geometric sum and the Prime Number Theorem, we may obtain
logP (x) = −
∑
p≤x
log
(
1− 1
p
)
=
∑
p≤x
∞∑
n=1
1
npn
= B(x) +
∑
p≤x
∑
m>logp x
1
mpm
= B(x) +O
∑
p≤x
1
x
 = B(x) +O(pi(x)
x
)
= B(x) +O
(
1
log x
)
.
Alternatively, by Lemma B.4, we may estimate
logP (x) = log log x+ C2 +O
(
1
L(x)
)
,
and since log x L(x) conclude that
B(x) = log log x+ C2 +O
(
1
log x
)
,
for x ≥ 2. Inserting this into (B.5), we obtain
log ζ(s) = f(s) = (s− 1)
∫ ∞
2
(
log log x+ C2 +O
(
1
log x
))
dx
xs
,
since B(x) = 0 for 1 ≤ x < 2. We want to estimate this integral as s → 1+.
Thus, let 1 < s ≤ 3/2. We employ the substitution y = (s− 1) log x to obtain
f(s) =
∫ ∞
(s−1) log 2
(
log
1
s− 1 + log y + C2 +O
(
s− 1
y
))
e−y dy.
The contribution of the O-term may be estimated by considering∫ ∞
(s−1) log 2
e−y
y
dy ≤
∫ 1
(s−1) log 2
dy
y
+
∫ ∞
1
e−y dy = log
1
s− 1 +
1
e
− log log 2,
which implies that it is of order (s− 1) log 1/(s− 1). For the remaining terms of
the integral, we extend the integration to 0, which introduces an error of at most∫ (s−1) log 2
0
(
log
1
s− 1 + | log y|+ |C2|
)
e−y dy  (s− 1) log 1
s− 1 .
This is the same order as the integrated O-term, and is absorbed. By computing
the extended integral we obtain the estimate
(B.6) f(s) = log
1
s− 1 + C2 +
∫ ∞
0
(log y) e−y dy +O
(
(s− 1) log 1
s− 1
)
,
for 1 < s ≤ 3/2. Now, we recall that f(s) = log ζ(s). We now turn to Example
1.16 which allows us to estimate
ζ(s) =
s
s− 1 − s
∫ ∞
1
{x}
xs+1
dx =
1
s− 1 + 1 +O(1) =
1
s− 1 +O(1)
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by the fact that 1 < s. Taking logarithms and using log (1 + x) = O(x) for
0 < x ≤ 1/2 we may obtain
log ζ(s) = log
(
1
s− 1(1 +O(s− 1))
)
= log
1
s− 1 +O(s− 1),(B.7)
when 1 < s ≤ 3/2. Equating (B.6) and (B.7), we may cancel log 1/(s − 1) and
take s→ 1+ to obtain
C2 = −
∫ ∞
0
(log y) e−y dy = −Γ′(1) = γ.
The second equality follows from the definition of the Gamma function and the
third by logarithmic differentiation of its product representation in (2.2). 
Remark. The computation C2 = γ of Theorem B.5 also implies that
C1 = γ −
∑
p
∞∑
m=2
1
mpm
= γ +
∑
p
(
1
p
+ log
(
1− 1
p
))
,
which is called the Meissel–Mertens constant and is ≈ 0.2614972.
B.4. The Riemann Hypothesis
In his celebrated paper [34], Riemann stated the following claim: ζ(s) 6= 0 if
<(s) > 1/2. This is one of the most famous open problems in mathematics.
Assuming the Riemann Hypothesis to be true, we are able to replace the quantity
L(x) = exp
(
(log x)3/5−
)
by the much shaper estimate L(x) = x1/2− in the results of this appendix. By
assuming the Riemann Hypothesis, we are able to move the integration as far left
as η = 1/2 + 1/ log x without encountering any zeroes. This is how the sharper
estimate is obtained. The same improvement will also be true in Theorem 2.13
and Lemma 2.14. We are further able to extend these results to hold in the larger
domain
1
2
+
1
log y
≤ σ ≤ 1
and |t| ≤ L(y). In [21] Hildebrand followed this argument to extend the domain
(2.36) to
(log x)2+ ≤ y ≤ x
in Theorem 2.17. We do not supply proof of any of these claims.
Remark. The improved domain is sufficient for Lemmas 2.15 and 2.16, irregard-
less of the Riemann Hypothesis, but (2.36) is used throughout Chapter 3 for
continuity.
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