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Abstract
We propose a new class of universal kernel functions which admit a linear parametrization
using positive semidefinite matrices. These kernels are generalizations of the Sobolev kernel and
are defined by piecewise-polynomial functions. The class of kernels is termed “tessellated” as
the resulting discriminant is defined piecewise with hyper-rectangular domains whose corners
are determined by the training data. The kernels have scalable complexity, but each instance is
universal in the sense that its hypothesis space is dense in L2. Using numerical testing, we show
that for the soft margin SVM, this class can eliminate the need for Gaussian kernels. Furthermore,
we demonstrate that when the ratio of the number of training data to features is high, this method
will significantly outperform other kernel learning algorithms. Finally, to reduce the complexity
associated with SDP-based kernel learning methods, we use a randomized basis for the positive
matrices to integrate with existing multiple kernel learning algorithms such as SimpleMKL.
1 Introduction
This paper addresses the problem of automated selection of an optimal kernel function. Kernel func-
tions implicitly define a linear parametrization of nonlinear candidate maps y = f(x) from features
x to labels y. The ‘kernel trick’ allows optimization of fit and regularity in this hypothesis space
without explicit representation of the space itself. The kernel selection process, then, is critical for
determining the class of hypothesis functions and, as a result, is a well-studied topic, with general-
ized kernels including polynomials, Gaussians, and many variations of the Radial Basis Function
class. In addition, specialized kernels include string kernels [7, 17], graph kernels [9], and convolu-
tion kernels [4, 13]. The kernel selection process heavily influences the accuracy of the resulting fit
and hence significant research has gone into optimization of these kernel functions in order to select
the hypothesis space which most accurately represents the underlying physical process. Recently,
there have been a number of proposed kernel learning algorithms. For support vector machines, the
methods proposed in this paper are heavily influenced by the SDP approach proposed by Lanckriet
et. al. in [15] which directly imposed kernel matrix positivity using a linear subspace of candidate
kernel functions. There have been several extensions of the SDP approach, including the hyper-
kernel method of [20]. However, because of the complexity of semidefinite programming, more
recent work has focused on gradient methods for non-convex parametrization and convex LP-type
parameterizations of positive linear combinations of candidate kernels, as in SimpleMKL [22] or
the several variations in [24]. These methods rely on kernel set operations (addition, multiplication,
convolution) to generate large numbers of parameterized kernel functions [5]. When the parameter-
ization is non-convex, gradient-based methods find local minima and include GMKL [14]. Other
variations include LMKL [11] (gating), polynomial kernel combinations and the Alignment and
Centered Alignment MKL in, e.g. [6]. For kernel learning, regularization is particularly important
and interesting approaches to this problem include the group sparsity metric in [25] and the en-
closing ball approach in [8]. See, e.g. [12] for a comprehensive review of multiple kernel learning
algorithms. In this paper, we consider the class of “Universal Kernels” formalized in [19]. A kernel
is defined as universal if its associated Reproducing Kernel Hilbert Space (RKHS), H, is suitably
dense in any compact subset of L2(X). That is, for a given k : X ×X → R, define φ : X → F as
φ(y)(x) := k(x, y) = 〈φ(x), φ(y)〉F ,
where we may take F = H. Then we would like to establish L2-density of
H = {f ∈ L2 : f(x) = 〈w, φ(x)〉F w ∈ F}.
The most well-known example of a universal kernel is the Gaussian (generalized in [26]). How-
ever, most other common kernels are not universal, including, significantly, the polynomial class
of kernels. In this paper, we propose a new class of universal kernel functions which are defined
by polynomials and admit a convex parametrization. Specifically, we consider the class of kernels
defined as
k(x, y) =
∫
Z
N(z, x)TPN(z, y)dz, N(z, x) =
[
Z(z, x)I(z, x)
Z(z, x)(1− I(z, x))
]
, I(z, x) =
{
1, if z > x
0, if z 6> x,
which is a positive semidefinite kernel for any P > 0. We will show that this leads to kernel
functions of the form
k(x, y) =
{
kα(x, y) if − 1αi(xi − yi) ≥ 0, for i = 1, . . . , n,
which are generalizations of the class of Sobolev kernels [21] and which therefore have a hypothesis
space dense in L2. In contrast to the Gaussian kernels, however, our universal class of “tessellated”
kernels have a linear parametrization, need not be pointwise positive, and are piecewise-polynomial,
making them significantly more robust and useful in combination with kernel-learning algorithms.
Specifically, we show how this class of kernel can be rigorously incorporated into the SDP kernel
learning framework as well as SimpleMKL (albeit using a randomized set of positive matrices in the
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latter case). In the numerical results we show the potential of these kernels for unlimited learning
by examining cases where the ratio of training data to features is high. In this case, all other kernel
learning methods saturate while the universal kernel approach is able to estimate the discriminant
with seemingly arbitrary accuracy.
2 Posing the kernel learning problem as an SDP
Suppose we are given a set of m training data points with n features {xi}mi=1, xi ∈ X ⊂ R
n and
labels {yi}mi=1, yi ∈ {−1, 1}. For a given λ ∈ R
+, and hypothesis space of functionsH, we define
the 1-norm soft margin problem as
min
f∈H
1
m
∑
i
max(0, 1− yif(xi)) + λ‖f‖
2
H.
The kernel learning problem is a solution to the problem of minimization over a set of hypothesis
spaces
min
f∈H,H∈H
1
m
∑
i
max(0, 1− yif(xi)) + λ‖f‖
2
H,
where we take the set of valid hypothesis spaces to be of the form
H := {H ⊂ L2 : H = {f : R
m → R : f(x) = 〈w,Φ(x)〉F , w ∈ F}, Φ : X → F}.
Definition 1. We say a function k : X ×X → R is a positive kernel if∫
X
∫
X
f(x)k(x, y)f(y)dxdy ≥ 0
for any function f ∈ L2[X ].
Define K to be the set of all positive semidefinite kernels. Then the representer theorem states
that the 1-norm soft margin problem may be formulated as
min
k∈K,z∈Rm,v∈Rm
1
m
∑
i
vi + λ‖
∑
i
zik(·, xi)‖
2
L2
(1)
vi ≥ 0, vi ≥ 1− yi
∑
j
zjk(xi, xj). (2)
By forming the Lagrangian dual problem, we then get the following equivalent problem.
max
α
min
k∈K
∑
i
αi −
1
2
∑
i,j
αiαjyiyjk(xi, xj)
αi ∈
[
0,
1
mλ
]
,
∑
i
αiyi = 0.
This problem can be reformulated as the following SDP.
min
k∈K,G∈Rm×m,t∈R,γ∈R,ν∈Rm,δ∈Rm
t, subject to:(
G e+ ν − δ + γy
(e+ ν − δ + γy)T t− 2
mλ
δTe
)
 0
ν ≥ 0, δ ≥ 0, Gij = k(xi, xj)yiyj
Provided that k can be parameterized using real numbers and that the constraints k ∈ K and Gij =
k(xi, xj)yiyj can be represented as SDP constraints, then this problem can be efficiently solved
using well-developed interior-point methods [1] with implementations such as MOSEK [2]. In
Lanckriet [15], the authors proposed
K := {k : k((x, y) =
∑
i
µiki(x, y)), Kij = k(xi, xj), K  0},
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where the ki are chosen a priori as known admissible kernels such as the gaussian kernel
k1(x, y) = e
(−β||x−y||2), where β is the bandwidth (and must be chosen a priori) or the polyno-
mial kernel k2(x, y) = (1 + x
T y)d where again the d must be chosen a priori. Different methods
similar to Lanckriet have since been produced, with a more computationally efficient variant be-
ing [22] which tightens the constraints and reformulates the problem using the parameterized set of
kernels
K := {k : k((x, y) =
∑
i
µiki(x, y)), µi ≥ 0}.
In this paper, we propose a new parametrization ofK which can be represented as an SDP constraint
and which does not require an a priori choice of kernel functions. Furthermore, we will show
how this new class of kernel functions can be integrated with efficient LP-based kernel learning
algorithms such as SimpleMKL [22]
3 Using positive matrices to parameterize positive kernels
In this section, we propose a general framework for using positive matrices to parameterize positive
kernels. We then focus on the special case of tessellated kernel functions and show these kernels are
suitably dense such that they may be used in lieu of classical RBF kernels such as the Gaussian.
The following result is based on a parametrization of positive integral operators initially pro-
posed in [23].
Theorem 2. For any function N : Z ×X → Rq and any positive semidefinite matrix P ∈ Rq×q ,
P  0,
k(x, y) =
∫
Z
N(z, x)TPN(z, y)dz
is a positive kernel. Moreover,
k(x, y) = 〈φ(x), φ(y)〉L2 [Z],
where φ : Rm → L2[Z]q is defined as,
(φ(x)) (z) := P
1
2N(z, x).
Proof. ∫
X
∫
X
f(x)k(x, y)f(y)dxdy =
∫
X
∫
X
f(x)
∫
Z
N(z, x)TPN(z, y)dzf(y)dxdy
=
∫
X
∫
X
f(x)
∫
Z
N(z, x)TP
1
2P
1
2N(z, y)dzf(y)dxdy
=
∫
X
f(x)
∫
Z
N(z, x)TP
1
2 dx
∫
X
P
1
2N(z, y)f(y)dydz =
∫
Z
g(z)T g(z)dz ≥ 0
where
g(z) =
∫
X
P
1
2N(z, y)dzf(y)dy
For this class of kernels, the constraintGij = k(xi, xj)yiyj becomes
Gij =
∫
Z
N(z, xi)
TPN(z, xj)dzyiyj =
∑
kl
Pkl
∫
Z
Nk(z, xi)Nl(z, xj)dzyiyj ,
which is then a linear equality constraint on the real-valued variables Pkl with the additional con-
straint P  0.
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Thus for any functionN(z, x), we have the following kernel learning SDP.
min
k∈K,P∈Rm×m,t∈R,γ∈R,ν∈Rm,δ∈Rm
t, subject to:(
G e+ ν − δ + γy
(e+ ν − δ + γy)T t− 2
mλ
δTe
)
 0
ν ≥ 0, δ ≥ 0, P  0, Gij =
∑
kl
Pkl
∫
Z
Nk(z, xi)Nl(z, xj)dzyiyj. (3)
Note the integrals
∫
Z
Nk(z, xi)Nl(z, xj)dzyiyj are calculated a priori. While this integration does
not affect the computational complexity of the algorithm, it does impose an implicit restriction on
the class of admissible functions Ni and the space Z - the integrals must be computable for any
given set of data {xi}i.
As a special case, consider N(z, x) = Zd(z, x) where Zd(z, x) is the vector of monomials of
degree d or less in variables x and z. It is trivial to show that any polynomial Z(z, x) is separable.
That is, Z(z, x) = Zz(z)Zx(x) for polynomial matrices Zz and Zx. Then the kernel becomes
k(x, y) =
∫
z
Z(z, x)TPZ(z, y)dz =
∫
z
Zx(x)
TZz(z)
TPZz(z)Zx(y)dz = Zx(x)
TP ′Zx(y),
which is a polynomial where P ′ =
∫
Z
Zz(z)
TPZz(z)dz. Furthermore, any positive polynomial
kernel of degree 2d must have a representation of the form k(x, y) = Zd(x)
TPZd(y). Hence the
choice of N(z, x) = Z(z, x) could equivalently be reduced to N(z, x) = Zd(x). However, as this
illustration shows, polynomial kernels suffer from the fact that the hypothesis space has the form
Hp := {f : f(x) =
∑
i
αiZd(xi)PZd(x), α ∈ R
m, b ∈ R, xi ∈ R
n} ⊂ Rd[x],
whereRd[x] is the finite-dimensional space of kernels of degree d or less. That is, polynomial kernels
can never learn a hypothesis space of rank greater than
(
n+d
n
)
. In the following section, we propose
a choice ofN(x, z) for which the kernel forms a hypothesis space which is infinite-dimensional and
suitably dense in L2 and for which the integrals can be efficiently computed.
4 A class of tessellated kernel functions
Recall from the previous section that we are searching for kernels of the form
k(x, y) =
∫
Z
N(z, x)TPN(z, y)dz,
where the functionN is determined a priori. Furthermore, the class of admissibleN : Z×X → Rq
is limited to those functions for which it is possible to determine the integral∫
Z
Nk(z, xi)Nl(z, xj)dz.
A natural choice for N would be the polynomials defined on a hypercube, for which integration is
trivial. However, as shown in the previous section, the hypothesis space formed by the polynomial
class of kernels is finite-dimensional. For this reason, we propose the following class of kernels
based on the class of semi-separable kernel functions. As proposed in [10], these semi-separable
kernel functions are defined as
k(x, y) =
{
M1(x)N1(y), if x > y
M2(x)N2(y), otherwise.
In this paper, we consider a definition ofN for which we recover a generalization of this class of
semi-separable kernels. In this case the inequality x > y is generalized to (x, y) ∈ S where the set
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S is defined by inequalities but does not itself represent an inequality. Roughly speaking, the set S
will be a tessellation of X with tile corners defined by the data points xi. Specifically, we consider
the functions
N(z, x) =
{
Zd(z, x), if z > x
0, otherwise,
where z > x if z − x ∈ Rn+ (the positive orthant). Because the ordering defined by the positive
orthant is only partial, we will replace the inequality with the sets S1 and S2, where S1 := {z− x ∈
R
n+} and S2 := X/S1. Now, for any given set, define the indicator function as follows
IS(z, x) =
{
1 (z, x) ∈ S
0 otherwise.
Our proposed functionN(z, x) can now be compactly represented as
N(z, x) =
[
N1(z, x)
N2(z, x)
]
=
[
Zd(z, x)IS1(z, x)
Zd(z, x)IS2(z, x),
]
where recall Zd[x] is the vector of monomials of degree d or less, and whose i’th element is denoted
[Zd]i(x) = x
αi . Now, given,N , if P =
[
P11 P12
P21 P22
]
, we have
k(x, y) =
∫
Z
N(z, x)TPN(z, y)dz =
∑
i,j=1,2
∫
Z
Zd(z, x)
TPijZd(z, y)ISi(z, x)ISj (z, y)dz
=
∑
i,j=1,2
∫
(x,y,z)∈Xij
Zd(z, x)
TPijZd(z, y)dz =
∑
i,j=1,2
∑
k,l
Pi,j,k,l
∫
(x,y,z)∈Xij
xαkzαk+αlyαldz
=
∑
i,j=1,2
∑
k,l
Pi,j,k,lx
αkyαl
∫
(x,y,z)∈Xij
zαk+αldz,
where we define
Xij := {(x, y, z) ∈ R
3n : ISi(z, x)ISj (z, y) = 1}.
Now define p∗(x, y) as p∗(x, y)i = max{xi, yi}.
Lemma 3.
X11 = {z ∈ X : zi ≥ p
∗
i (x, y), i = 1, · · · , n}
X12 = {z ∈ X : zi ≥ xi, i = 1, · · · , n}/X11
X21 = {z ∈ X : zi ≥ yi, i = 1, · · · , n}/X11
X22 = X/ (X11 ∪X12 ∪X21)
Furthermore, the Xij are disjoint -Xij ∩Xkl = ∅ for (i, j) 6= (k, l).
Proof.
X11 : = {z ∈ X : IS1(z, x)IS1(z, y) = 1} = {z ∈ X : z > y, x > y}
= {z ∈ X : zi ≥ xi, zj ≥ yj , i, j = 1, · · ·n} = {z ∈ X : zi ≥ pi(x, y), i = 1, · · ·n}
X12 : = {z ∈ X : IS1(z, x)IS2(z, y) = 1} = {z ∈ X : z > x, z 6> y}
= {z ∈ X : z > x}/{z ∈ X : z > y}
= {z ∈ X : z > x}/ ({z ∈ X : z > y} ∩ {z ∈ X : z > x})
= {z ∈ X : zi ≥ xi, i = 1, · · · , n}/X11
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ClearlyX11 andX12 are disjoint. Similarly,
X21 : = {z ∈ X : IS2(z, x)IS1(z, y) = 1} = {z ∈ X : z > y, z 6> x}
= {z ∈ X : z > y}/{z ∈ X : z > x}
= {z ∈ X : z > y}/ ({z ∈ X : z > x} ∩ {z ∈ X : z > y})
= {z ∈ X : zi ≥ yi, i = 1, · · · , n}/X11.
Clearly X11 andX21 are disjoint. To show that X12 and X21 are disjoint, suppose x ∈ X12 ∩X21,
then z > x and z > y and hence z ∈ X11, which is a contradiction. Finally,
X22 : = {z ∈ X : IS2(z, x)IS2(z, y) = 1} = {z ∈ X : z 6> y, z 6> x}
= X/ ({z ∈ X : z > y} ∪ {z ∈ X : z > x}) = X/ (X12 ∪X21 ∪X11) .
By definition,X22 ∩ (X12 ∪X21 ∪X11) = ∅.
Lemma 4.
k(x, y) =
∫
z>p∗
Zd(z, x)
T(P11 − P12 − P21 − P22)Zd(z, y)dz +
∫
z>x
Zd(z, x)
T(P12 − P22)Zd(z, y)dz
+
∫
z>y
Zd(z, x)
T (P21 − P22)Zd(z, y)dz +
∫
z
Zd(z, x)
TP22Zd(z, y)dz.
Proof. Since the sets are disjoint, the proof is straightforward.∫
X11
Zd(z, x)
TP11Zd(z, y)dz +
∫
X12∪X21
Zd(z, x)
TP12Zd(z, y)dz +
∫
X22
Zd(z, x)
TP22Zd(z, y)dz
=
∫
z>p∗
Zd(z, x)
T (P11 − P12 − P21 − P22)Zd(z, y)dz +
∫
z>x
Zd(z, x)
T (P12 − P22)Zd(z, y)dz
+
∫
z>y
Zd(z, x)
T (P21 − P22)Zd(z, y)dz +
∫
z
Zd(z, x)
TP22Zd(z, y)dz
If we redefine the decision variables as
Q1 := P11 − P12 − P21 − P22, Q2 := P12 − P22, Q3 := P21 − P22, Q4 := P22,
we can expand the representation of k in terms of the decision variables and recover
k(x, y) =
∑
k,l
Q1,k,lx
αkyαl
∫
z>p∗(x,y)
zαk+αldz +
∑
k,l
Q2,k,lx
αkyαl
∫
z>x
zαk+αldz
+
∑
k,l
Q3,k,lx
αkyαl
∫
z>y
zαk+αldz +
∑
k,l
Q4,k,lx
αkyαl
∫
z
zαk+αldz.
Note that while the 2nd, 3rd and 4th terms analytically reduce to polynomials (and can be calculated
a priori), the limits of integration in the 1st term depend on p∗i (x, y) = max{xi, yi}. This implies
that the kernel function is piecewise polynomial, indexed by α ∈ {0, 1}n as
k(x, y) =
{
kα(x, y) if − 1αi(xi − yi) ≥ 0, for i = 1, . . . , n,
where the kα are polynomials and therefore separable. This also implies that unless the feature
space is low-dimensional, it may not be reasonable to compute all kα a priori. Instead, these may be
computed ad-hoc based on the training data. This issue will be discussed in the following section,
wherein we discuss properties of the proposed class of kernel functions.
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5 Properties of the tessellated class of kernel functions
Let us begin by recalling that for any P  0 and N(x, y),
k(x, y) =
∫
Z
N(z, x)TPN(z, y)dz
is a positive kernel with k(x, y) = 〈φ(x), φ(y)〉L2 [X], where φ : R
m → L2[X ]q is defined as
(φ(x)) (z) := P
1
2N(z, x). Then we have a hypothesis space representation
H = {f ∈ L2[X ]
q : f(x) =
∫
Z
w(z)TP
1
2N(z, x)dz, w ∈ L2[X ]
q}.
Now recall for the tessellated kernel, we have that
N(z, x) =
[
Zd(z, x)IS1(z, x)
Zd(z, x)IS2(z, x).
]
In this case, our hypothesis space consists of functions of the form
f(x) =
∫
z>x
w(z)TQ1Zd(z, x)dz +
∫
z 6>x
w(z)TQ2Zd(z, x)dz, w ∈ L2[X ]
q.
Now let us consider the simplest case, where n = 1, Zd(z, x) = 1,X = [0, 1]. In this case, we have
f(x) =
∫ x
−1
w(z)Q1dz +
∫ 0
x
w(z)TQ2dz, w ∈ L2[0, 1].
In this simplest case, we have that H = W 2,2. That is, the hypothesis space is simply the Sobolev
space W 2,2 of continuous functions such that f ′ ∈ L2 (which is dense in L2). To see this, let
g ∈W 2,2 with g(0) = 1 be arbitrary and set Q1 = 1, Q2 = 0, and w = g′. Then
f(x) =
∫ x
0
w(z)dz =
∫ x
0
g′(z)dz = g(x).
Stokes theorem implies that this proof can then be inductively extended to n > 0. Thus the class of
kernel functions proposed in this paper and defined by the positive orthant is a generalization of the
Sobolev kernels implied by the fundamental theorem of calculus. This analysis also indicates that the
density property does not depend on the number of terms inZd. That is, the hypothesis space is dense
in L2 even for Zd = 1. Moreover, unlike Gaussian kernels with a hypothesis space characterised by
the postive orthant in L2 [18], the kernels themselves are not restricted to be pointwise positive.
X
0 1 2 3 4 5 6 7 8 9 10
Y
2
3
4
5
6
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8
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10
Figure 1: The domains of definition of
the piecewise-polynomial kernel func-
tion. Circles are training data.
From another perspective, the hypothesis space is de-
fined as
H = {f : f(x) =
∑
i
αik(xi, x)},
where recall k has the form
k(x, y) =
{
kα(x, y) if − 1αi(xi − yi) ≥ 0, i = 1, . . . , n.
Then in the simplest case where kα = 0 for all α 6= 1 and
k1 = 1, we have that
k(x, y) =
{
1 if y > x, for i = 1, . . . , n.
Then, to approximate any function g(x) with Lipschitz
factor L to accuracy ǫ, let
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Figure 2: Discriminant Surface for Circle and Spiral Separator using Tessellated kernel [T] as Com-
pared with SimpleMKL [S] for n training data.
{xi} = N ·
( ǫ
L
)
∩X
be the set of natural numbers, scaled by factor ǫ/L and intersected with X . Clearly {xi} is finite.
Now define αi inductively in each dimension
αi = g(xi)−
∑
xj , xi>xj
g(xj),
then |f(x) − g(x)| ≤ ǫ, indicating pointwise convergence. A similar argument can be made for
approximation in the L2-norm. Essentially, then, the training data xi tesselates the space, with the
function f defined separately on each tile and a new tile being defined for each training datum. This
geometry is illustrated in Figure 1.
6 Implementation and complexity analysis
In this paper, we have proposed a new class of kernel functions defined by piecewise polynomials as
k(x, y) =
∫
z>p∗
Zd(z, x)
T(P11 − P12 − P21 − P22)Zd(z, y)dz +
∫
z>x
Zd(z, x)
T(P12 − P22)Zd(z, y)dz
+
∫
z>y
Zd(z, x)
T (P21 − P22)Zd(z, y)dz +
∫
z
Zd(z, x)
TP22Zd(z, y)dz.
For any Zd, using the dual formulation in Eqn. (3), the problem of learning the kernel matrices
Pij can be formulated as an SDP. If P ∈ Rq×q , andm is the number of training data the complexity
of the resulting SDP scales as approximatelym2.6 + q1.9 as can be seen in Figure 3 and is similar to
the complexity of other methods such as the hyperkernel approach in [20]. These scaling results are
for training data randomly generated by two standard 2-feature example problems (circle and spiral
- See Figure 2) for degrees d = 1, 2, 3 and where d defines the length of Zd which is the vector of
all monomials in 2 variables of degree d or less. Note that the length of Zd scales with the degree
and number of features, n, as (n+d−1)!
n!d! .
For a large number of features and high degree, the size of Zd will become unmanageably large.
Note, however, that, as indicated in the previous section, the hypothesis space is dense in L2 even
when Zd = 1. In this case, we have only 4 decision variables. Furthermore, in the case of large
numbers of features, a random basis for the positive matrices can be selected. This basis can then
be integrated directly into existing kernel learning methods such as SimpleMKL - as is discussed in
the following section.
7 Accuracy and comparison with existing methods
In this section, we evaluate the proposed class of kernel in isolation, combinedwith, and compared to
the SimpleMKL [22] kernel learning algorithm. We use the soft-margin problem with regularization
parameter C determined by 5-fold cross-validation and compare the following methods: a) For the
tessellated kernel, in all cases we choose d = 1 (Except Ionosphere, which uses d = 0); b) For
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(b) Complexity Scaling for Identification of Spiral
Figure 3: Log-Log Plot of Computation Time vs number of training data for 2-feature kernel learn-
ing.
SimpleMKL, we use the standard kernel selection of combined Gaussian and polynomial kernels
with bandwidths arbitrarily chosen between .5 and 10 and degrees of degree one through three -
yielding approximately 13(n + 1) kernels; c) To illustrate the effect of combining the proposed
kernel with SimpleMKL, we randomly generated a sequence of 300 positive semidefinite matrices
and used these as the SimpleMKL library of kernels; Finally, in d) We combined the SimpleMKL
library of kernels mentioned earlier with the 300 randomly generated tessellated library of kernels.
Number of Training Inputs
50 100 150 200 250
T
es
t 
S
et
 A
cc
u
ra
cy
0.55
0.6
0.65
0.7
0.75
Tessellated
SimpleMKL
(a) Average Test Set Accuracy on the Liver
Dataset vs. Number of Training Data for Proposed
Method Compared to SimpleMKL
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(b) Semilog plot of residual error on generated 2D
spiral data vs. number of training data for pro-
posed method compared to SimpleMKL. Residual
error is defined as 1-TSA where TSA is the Test
Set Accuracy.
In all evaluations of Test Set Accuracy (TSA), the data is partitioned into 80% training data and
20% testing and this partition is repeated 30 times to obtain 30 sets of training and testing data. In
Table 1, we see the average TSA for these four approaches as applied to several randomly selected
benchmark data sets from the UCI Machine learning Data Repository. In all cases, the tessellated
kernel met or in some cases significantly exceeded the accuracy of SimpleMKL. Note in addition,
as was discussed in [15], the introduction of Gaussians into the tessellated SDP formulation (a)
occasionally will slightly improve accuracy.
In addition to the standard battery of tests, we performed a secondary analysis to demonstrate
the advantages of the tessellated kernel class when the ratio of training data to number of features is
high. For this analysis, we use the liver data set (6 features ) and the spiral discriminant [16] with
2 features (x and y) (we also briefly examine the unit circle). For the spiral case, in Figure 4b we
see a semilog plot of the residual error (=1-TSA) as the number of data increases as compared with
SimpleMKL. The key feature observed in this plot is that the accuracy of the SimpleMKL method
saturates when the number of training data is large. The tessellated kernel, however, continues
to improve ultimately yielding more than an order of magnitude increase in performance. Note,
however, that such unlimited performance is possible only because the training data is analytically
generated. By contrast, in Figure 4a, we see convergence of both SimpleMKL and the tessellated
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kernel, although in this case the tessellated kernel is significantly more accurate. Finally, in Figure 2,
we see the learned discriminant surface for the spiral and circle as compared to the SimpleMKL
surface.
Table 1: TSA comparison for algorithms a), b), c), and d). The maximum TSA for each data set is
bold. The average TSA, standard deviation of TSA and time to compute are shown below. m is size
of dataset and n the number of features.
Data Set Method Accuracy Time Data Features
Tessellated 71.69 ± 4.43 93.26± 3.69
Liver SimpleMKL 65.51 ± 5.10 2.61 ± 0.42 m = 346
SimpleMKL Tess. 70.58 ± 4.69 8.37 ± 0.30 n = 6
Combined 70.53 ± 4.79 14.70± 0.76
Tessellated 96.96 ± 1.38 755.21± 91.48
Cancer SimpleMKL 96.55 ± 1.34 14.74± 1.33 m = 684
SimpleMKL Tess. 96.89 ± 1.43 45.84± 4.28 n = 9
Combined 96.89 ± 1.42 65.08 ± 10.52
Tessellated 83.52 ± 4.55 104.18± 4.54
Heart SimpleMKL 83.70 ± 4.77 3.09 ± 0.19 m = 271
SimpleMKL Tess. 84.38± 4.34 55.48± 2.67 n = 13
Combined 83.64 ± 4.54 13.23± 2.70
Tessellated 75.74 ± 3.43 1967.1± 64.30
Pima SimpleMKL 76.00 ± 3.33 19.04± 2.33 m=769
SimpleMKL Tess. 76.75 ± 2.81 34.65 ± 23.28 n = 8
Combined 76.57 ± 2.72 96.20 ± 30.42
Tessellated 92.07 ± 3.06 5.73 ± 0.20
Ionosphere SimpleMKL 92.16 ± 2.78 26.24± 2.78 m = 352
SimpleMKL Tess. 87.65 ± 2.88 8.28 ± .16 n = 34
Combined 92.16 ± 2.78 50.77± 2.98
8 Conclusion
In this paper, we have proposed a new class of universal kernel function. This class is a general-
ization of the Sobolev kernel and has a linear parametrization using positive matrices. The kernels
have scalable complexity and any instance is universal in the sense that the hypothesis space is dense
in L2, giving it comparable performance and properties to Gaussian kernels. However, unlike the
Gaussian, the tessellated kernel does not require a set of bandwidths to be chosen a priori. We have
demonstrated the effectiveness of the kernel on several datasets from the UCI repository. We have
shown that the computational complexity is comparable to other SDP-based kernel learning meth-
ods. Furthermore, by using a randomized basis for the positive matrices, we have shown that the
tessellated class can be readily integrated with existing multiple kernel learning algorithms such as
Simple MKL - yielding similar results with less computational complexity. In most cases, either
the optimal tessellated kernel, or the MKL learned sub-optimal tessellated kernel will out perform
or match an MKL approach using Gaussian and polynomial kernels with respect to the Test Set
Accuracy. Furthermore, when the ratio of training data to number of features is high, the class of tes-
sellated kernels shows almost unlimited potential for learning, as opposed to existing methods which
ultimately saturate. Finally, we note that this universal class of kernels can be trivially extended to
matrix-valued kernels for use in, e.g. multi-task learning [3].
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