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Abstract
The aim of this paper is to formulate the best version of the Fundamental theorem of Calculus
for real functions on a fractal subset of the real line. In order to do that an integral of Henstock–
Kurzweil type is introduced.
Keywords : s-Set; s-HK Integral; Functions Hs-ACGδ.
1. INTRODUCTION
The standard methods of ordinary calculus are usu-
ally inapplicable to fractal sets (see Refs. 1–3). In
1998, Jiang and Su4 and more recently Parvate
and Gangal5 introduced, independently, (in an anal-
ogous fashion as the classical Riemann integral)
an integration process for functions deﬁned on a
closed fractal subset E of the real line of positive s-
Hausdorﬀ measureHs (brief. s-set), with 0 < s < 1.
Here this integral will be called the s-R integral.
Both the authors proved that the usual elemen-
tary properties of the classical Riemann integral
are still valid for the s-R integral and they pro-
vided conditions for the validity of the natural
∗Corresponding author.
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reformulation of the Fundamental Theorem of Cal-
culus, in which the notion of s-derivative (see
Refs. 4, 6 and Deﬁnition 2.1) is used. The neces-
sity of additional conditions is due to the existence
of non-constant Hs-singular functions on the frac-
tal sets. For example, on the ternary Cantor set
C ⊂ [0, 1], that is an s-set for s = log3 2, the follow-
ing function
FC(x) =

0, x ≤ 1
3
;
3x− 1, 1
3
< x <
2
3
;
1, x ≥ 2
3
;
has the s-derivative (FC)′s null on C. Then (FC)′s is
s-R integrable but
(R)
∫
C
(FC)′s(t)dH
s(t) = 0 = FC(1)− FC(0) = 1.
We recall that in the real line the Riemann inte-
gral is inadequate to the Fundamental Theorem of
Calculus, indeed the function
F (x) =
{
x2 sin(1/x2), x ∈ (0, 1];
0, x = 0;
(1)
is diﬀerentiable everywhere on [0, 1], but F ′ is not
Riemann integrable since it is unbounded. More-
over, a more detailed examination revels that F ′ is
neither Lebesgue integrable.
The Henstock–Kurzweil integral gives the best
formulation for the Fundamental Theorem of Cal-
culus on the real line (see Ref. 7, Preface, Chapters 7
and 9).
In this paper, in order to give the best formu-
lation of the Fundamental Theorem of Calculus on
fractal sets, we extend to real functions deﬁned on
a closed s-set E of the real line, with 0 < s < 1,
the Henstok–Kurzweil integration process (see Def-
inition 3.2). We will call such integral the s-HK
integral.
Then, we prove that
Theorem. If F is a real function deﬁned on a
closed s-set E of the real line, with 0 < s < 1, such
that the series
∑∞
j=1(F (bj) − F (aj)) is absolutely
convergent and such that
(1) F ′s(x) exists at each point x ∈ E
or
(2) F ′s(x) exists at Hs-almost each point x ∈ E and
F is Hs-ACGδ on E,
then F
′
s is s-HK integrable on E with
(HK)
∫
E∩[a,b]
F
′
sdH
s
= F (b)− F (a)−
∞∑
j=1
(F (bj)− F (aj)).
Here {(aj , bj)}j∈N is the sequence of all contigu-
ous intervals of E.
For simplicity, in the sequel, this theorem has
been divided in two parts: Theorem 4.1 and Theo-
rem 6.2, respectively.
The notion of function Hs-ACGδ on a set E is
given in the Deﬁnition 6.2. Moreover, we remind
that an open interval (α, β) is said to be contiguous
to a set E if α, β ∈ E and (α, β) ∩E = ∅.
We also prove that, in the previous theorem, the
absolute convergence of the series
∑∞
j=1(F (bj) −
F (aj)) is a necessary condition for the s-HK inte-
grability of F ′s and for the validity of some formula-
tion of the Fundamental Theorem of Calculus (see
Remarks 4.2 and 6.2).
2. PRELIMINARIES
Throughout this paper we denote by N =
{1, 2, . . .} the set of all natural numbers, by Z =
{0,±1,±2, . . .} the set of all integer numbers and
by R the set of all real numbers.
Let 0 < s < 1, we recall that the s-dimensional
exterior Hausdorﬀ measure of a subset A of the real
line is deﬁned as:
Hs(A) = lim
δ→0
inf
{ ∞∑
i=1
(diam(Ai))s : A ⊂
∞⋃
i=1
Ai,
diam(Ai) ≤ δ
}
.
Moreover, we recall that Hs(·) is a Borel regular
measure and that the unique number s for which
Ht(A) = 0 if t > s and Ht(A) = ∞ if t < s is
called the Hausdorﬀ dimension of A (see Ref. 8).
Whenever A is Hs-measurable with 0 < Hs(A) <
∞, it is said to be an s-set.
In all the paper we denote by E a closed s-set of
R and by a = minE and b = maxE.
Definition 2.1. Let F : E → R and let x0 ∈ E.
The s-derivatives of F at the point x0, on the left
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and on the right, are deﬁned, respectively, as fol-
lows:
F ′−s (x0) = lim
x→x−0
x∈E
F (x0)− F (x)
Hs([x, x0] ∩ E) ,
if Hs([x, x0] ∩ E) > 0 for all x < x0,
F ′+s (x0) = lim
x→x+0
x∈E
F (x)− F (x0)
Hs([x0, x] ∩E) ,
if Hs([x0, x] ∩ E) > 0 for all x > x0,
when these limits exist.
We say that the s-derivative of F at x0 exists if
F ′−s (x0) = F ′+s (x0) or if s-derivative of F on the left
(respectively, right) at x0 exists and for some ε >
0 we have Hs([x0, x0 + ε])∩E) = 0 (respectively,
Hs([x0 − ε, x0])∩E) = 0). The s-derivative of F at
x0, when it exists, will be denoted by F ′s(x0).
Remark 2.1. If F is s-derivable at the point x0,
then F is continuous at x0 according to the topology
induced on E by the usual topology of R.
2.1. The s-R Integral
Definition 2.2. We say that a subset A˜ of E is an
E-interval whenever there exists an interval A ⊂
[a, b] such that A˜ = A ∩ E.
Definition 2.3. Given a ﬁnite collection P =
{(A˜i, xi)}pi=1 of pairwise disjoint E-intervals A˜i and
points xi ∈ E, we say that P is a partition of E if
E =
⋃p
i=1 A˜i and xi ∈ A˜i.
Let P = {(A˜i, xi)}pi=1 be a partition of E, let
f : E → R be a function and let us consider the
following Riemann-type sum
S(f, P ) =
p∑
i=1
f(xi)Hs(A˜i).
As mentioned above, Jiang and Su4 and Parvate
and Gangal,5 introduced for functions deﬁned on
a closed s-set of the real line, an extension of the
Riemann integral. The following deﬁnition is due to
Jiang and Su.
Definition 2.4. Let f : E → R. We say that f is
s-R integrable on E, if there exists a number I such
that for each ε > 0 there is a δ > 0 with
|S(f, P )− I| < ε,
for each partition P = {(A˜i, xi)}pi=1 of E with
Hs(A˜i) < δ for i = 1, 2, . . . , p.
The number I is called the s-R integral of f on
E and we write
I = (R)
∫
E
f(t)dHs(t).
The collection of all s-R integrable functions on E
will be denoted by s-R(E).
By standard techniques, it follows that if f is con-
tinuous on E with respect to the induced topology,
then f ∈ s-R(E) (see Ref. 5, Theorem 39).
As we mentioned in Sec. 1, the Fundamental The-
orem of Calculus on an s-set is usually false. Then
Jiang and Su4 introduced the following extension
of the ordinary deﬁnition of absolutely continuous
function.
Definition 2.5. (see Ref. 4) A function F : E → R
is said to be Hs-absolutely continuous if for each
ε > 0 there exists a constant η > 0 such that
n∑
k=1
|F (bk)− F (ak)| < ε,
whenever
∑n
k=1H
s( ˜[ak, bk]) < η with ak, bk ∈ E for
k = 1, . . . , n and a1 < b1 ≤ a2 < b2 ≤ · · · ≤ an <
bn.
Therefore they announced (without proof) the
following theorem.
Theorem 2.1. (see Ref. 4) Let f : E → R be con-
tinuous on E with respect to the topology induced
by the usual topology of R. If F : E → R is Hs-
absolutely continuous on E and F
′
s(x) = f(x) at
Hs-almost each point x ∈ E, then
(R)
∫
E
f(t)dHs(t) = F (b)− F (a).
A second condition for the validity of the Funda-
mental Theorem of Calculus on an s-set was given
by Parvate and Gangal.5
Definition 2.6. (see Ref. 5) Let F : R → R. A
point x ∈ R is said to be a point of change of F , if
the function F is not constant over any open inter-
val (c, d) containing x.
The set of all points of change of F is denoted by
Sch(F ).
Then Parvate and Gangal, by using a deﬁnition
of s-R integral based on upper and lower Riemann
sums, proved the following theorem.
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Theorem 2.2. (see Ref. 5, Theorem 57) If F : R →
R is continuous and s-diﬀerentiable at each point
x ∈ E with F ′s continuous and if Sch(F ) ⊆ E, then
(R)
∫
E
F ′s(t)dH
s(t) = F (b)− F (a).
In the next chapter, we will prove a general for-
mulation of the Fundamental Theorem of Calculus
on an s-set, that encloses Theorems 2.1 and 2.2.
3. THE s-HK INTEGRAL
A gauge on E is any positive real function δ deﬁned
on E.
Definition 3.1. Let P = {(A˜i, xi)}pi=1 be a parti-
tion of E. If δ is a gauge on E, then we say
that P is a δ-fine partition of E whenever A˜i ⊆
]xi − δ(xi), xi + δ(xi)[ for i = 1, 2, . . . , p.
The following Cousin’s lemma (see Ref. 9, The-
orem 2.3.1) addresses the existence of δ-ﬁne parti-
tions. The proof is similar to that used on the real
line, therefore we omit it.
Cousin’s lemma. If δ is a gauge on E, then there
exists a δ-ﬁne partition of E.
Definition 3.2. Let f : E → R. We say that f is
s-HK integrable on E, if there exists a number I
such that for each ε > 0 there is a gauge δ on E
with
|S(f, P )− I| < ε,
for each δ-ﬁne partition P = {(A˜i, xi)}pi=1 of E.
The number I is called the s-HK integral of f on
E and we write
I = (HK)
∫
E
f(t)dHs(t).
The collection of all s-HK integrable functions on
E will be denoted by s-HK(E).
By standard techniques of the theory of
Henstock–Kurzweil integral on the real line (see
Ref. 7), it can be easily proved that the s-HK inte-
gral satisﬁes the following properties:
(i) The number I from Deﬁnition 3.2 is unique;
(ii) The s-HK integral is linear;
(iii) If f, g ∈ s-HK(E) with f ≤ g, then
(HK)
∫
E
fdHs ≤ (HK)
∫
E
gdHs.
(iv) If f ∈ s-HK(E) and f = g Hs-almost every-
where in E, then g ∈ s-HK(E) and
(HK)
∫
E
fdHs = (HK)
∫
E
gdHs.
(v) If f ∈ s-R(E), then f ∈ s-HK(E) and
(HK)
∫
E
fdHs = (R)
∫
E
fdHs.
(vi) If f is Lebesgue integrable on E with respect
to Hs, then f ∈ s-HK(E) and
(HK)
∫
E
fdHs = (L)
∫
E
fdHs,
where by (L)
∫
E fdH
s we denote the
Lebesgue integral of f on E with respect to
Hs;
(vii) If f ∈ s-HK(E), then f ∈ s-HK (A˜) for each
closed E-interval A˜;
(viii) If f ∈ s-HK(E) and minE = a < x < b =
maxE, then the function
F (x) = (HK)
∫
E∩[a,x]
fdHs
is continuous and
(HK)
∫
E
fdHs = (HK)
∫
E∩[a,x]
fdHs
+(HK)
∫
E∩[x,b]
fdHs.
4. THE FUNDAMENTAL
THEOREM OF CALCULUS
It is well known that if F : [a, b]→R is a dif-
ferentiable function on [a, b], then its derivative
F
′
is Henstock–Kurzweil integrable on [a, b] with
(HK)
∫ b
a F
′dx = F (b) − F (a) (see Ref. 7, Preface
and Theorem 9.6).
This theorem is false in our context, as proved by
the example given in the Introduction. The follow-
ing theorem gives the best positive answer to this
problem (see Remark 4.2).
Theorem 4.1. Let E ⊂ R be a closed s-set, with
a = minE, b = maxE, and let {(aj , bj)}j∈N be
the contiguous intervals of E. If F : E → R is
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s-diﬀerentiable at each point x ∈ E and if
∞∑
j=1
|F (bj)− F (aj)| < +∞, (2)
then F
′
s ∈ s-HK(E) and
(HK)
∫
E
F
′
s(t)dH
s(t)
= F (b)− F (a)−
∞∑
j=1
(F (bj)− F (aj)). (3)
Proof. Given ε > 0 let N ∈ N such that
∞∑
j=N
|F (bj)− F (aj)| < ε2 .
We set m = inf{|bj − aj| : j = 1, 2, . . . , N − 1}.
Given x ∈ E, by the s-diﬀerentiability of F
at the point x there exists 0<δ(x)<m/2 such
that
|F (u)− F (x)− F ′s(x)Hs([˜u, x])|
≤ εH
s([˜u, x])
2Hs(E)
, (4)
for each u ∈ E ∩ (x− δ(x), x + δ(x)).
Now let {[˜ui, vi], xi}ni=1 be a δ-ﬁne partition of E.
By (4) we have
|F (vi)− F (ui)− F ′s(xi)Hs([˜ui, vi])|
≤ |F (vi)− F (xi)− F ′s(xi)Hs([˜xi, vi])|
+ |F (xi)− F (ui)− F ′s(xi)Hs([˜ui, xi])|
≤ ε
(
Hs([˜ui, xi])
2Hs(E)
+
Hs([˜xi, vi])
2Hs(E)
)
= ε
Hs([˜ui, vi])
2Hs(E)
. (5)
Therefore,∣∣∣∣∣
n∑
i=1
F ′s(xi)H
s([˜ui, vi])−
n∑
i=1
(F (vi)− F (ui))
∣∣∣∣∣
≤ ε
2Hs(E)
n∑
i=1
Hs([˜ui, vi]) =
ε
2
. (6)
Since ui and vi belong to E and {(aj , bj)}j∈N is the
sequence of all contiguous intervals of E then
F (b)− F (a) =
n∑
i=1
(F (vi)− F (ui))
+
∑
(aj ,bj)⊂
Sn
i=1[ui,vi]
(F (bj)− F (aj)).
(7)
Moreover, by the deﬁnition of δ, the condition
[aj , bj ] ⊂ [ui, vi] implies
|bj − aj | ≤ |vi − ui| < 2δ(xi) < m.
Consequently it is j ≥ N , hence∑
[aj ,bj ]⊂
Sn
i=1[ui,vi]
|F (bj)− F (aj)|
≤
∞∑
i=N
|F (bj)− F (aj)| ≤ ε2 . (8)
Finally by (6)–(8) we have:∣∣∣∣∣
n∑
i=1
F ′s(xi)H
s([˜ui, vi])
−
F (b)− F (a)− ∞∑
j=1
(F (bj)− F (aj))
∣∣∣∣∣∣
≤
∣∣∣∣∣
n∑
i=1
F ′s(xi)H
s([˜ui, vi])−
n∑
i=1
(F (vi)− F (ui))
∣∣∣∣∣
+
∣∣∣∣∣
n∑
i=1
(F (vi)− F (ui))
−
F (b)− F (a)− ∞∑
j=1
(F (bj)− F (aj))
∣∣∣∣∣∣
≤ ε
2
+
∣∣∣∣∣∣
∑
[aj ,bj ]⊂
Sn
i=1[ui,vi]
(F (bj)− F (aj))
∣∣∣∣∣∣
≤ ε
2
+
∑
[aj ,bj ]⊂
Sn
i=1[ui,vi]
|F (bj)− F (aj)| ≤ ε,
for each be δ-ﬁne partition {[˜ui, vi], xi}ni=1 of E.
Thus, by the Deﬁnition 3.2, F
′
s ∈ s-HK(E) and
the condition (3) holds.
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The following corollary is an extension of Theo-
rem 2.2.
Corollary 4.1. If F : R → R is continuous and
s-diﬀerentiable at each point of E and if Sch(F ) ⊆
E, then
(HK)
∫
E
F ′s(t)dH
s(t) = F (b)− F (a).
Proof. Condition Sch(F ) ⊆ E implies that F is
constant on each contiguous interval (ak, bk) of E.
Then F (ak) = F (bk) for k ∈ N, since F is contin-
uous. Thus, condition (2) is satisﬁed and Theorem
4.1 can be applied.
Remark 4.1. If we assume, like in the Theorem
2.2, that F ′s is continuous, then it is s-R integrable
(see Ref. 5, Theorem 39) and by (v) of Sec. 3 we
have
(R)
∫
E
F ′s(t)dH
s(t) = F (b)− F (a).
Remark 4.2. In Theorem 4.1, the absolute con-
vergence of the series
∑∞
j=1(F (bj) − F (aj)) is nec-
essary both for the s-HK integrability of F ′s and for
the validity of some formulation of the Fundamental
Theorem of Calculus.
The proof follows by the examples given in the
next paragraph.
5. EXAMPLES
Let C ⊂ [0, 1] be the ternary Cantor set and let
{(aj , bj)}j∈N be its contiguous intervals. C is a
closed s-set, for s = log3 2. We show that among
the functions F : C → R with
∞∑
j=1
|F (bj)− F (aj)| = +∞, (9)
there are some such that F ′s exists at each point
of C, and at least one of the following condition
holds:
(j1) F ′s ∈ s-HK(C);
(j2) (HK)
∫
C F
′
s(t)dH
s(t) = F (1)− F (0);
(j3) (HK)
∫
C F
′
s(t)dHs(t) = F (1)− F (0);
(j4) (HK)
∫
C F
′
s(t)dH
s(t) = F (1) − F (0) −∑∞
j=1(F (bj)− F (aj));
(j5) (HK)
∫
C F
′
s(t)dH
s(t) = F (1) − F (0) −∑∞
j=1(F (bj)− F (aj)).
Example 5.1. Let ϕ : C → [0, 1] be the ternary
Cantor function, deﬁned by ϕ(x) = Hs([˜0, x]), for
each x ∈ C. Fix a decreasing sequence {γk}∞k=1 of
dyadic-rational numbers of [0, 1] such that γk ↘ 0
and
1
k
< γ22k, k = 2, 3, . . . (10)
By the deﬁnition of ϕ it follows that, for each k ∈ N,
there is αk ∈ N such that
ϕ(aαk) = ϕ(bαk) = γk. (11)
Let
gk(x) =
Hs( ˜[bα2k , x])
kHs( ˜[bα2k , aα2k−1 ])
,
for x ∈ [bα2k , aα2k−1 ], (12)
and deﬁne
F (x) =
{
gk(x), if x ∈ [bα2k , aα2k−1 ], k = 1, 2, . . .
0, elsewere.
(13)
Then
F (bα2k−1)− F (aα2k−1) = −1/k,
and
F (bα2k)− F (aα2k) = 0,
for k = 1, 2, . . . .
So
∞∑
k=1
|F (bαk )− F (aαk)|
=
∞∑
k=1
|F (bα2k−1)− F (aα2k−1)|
=
∞∑
k=1
1
k
= +∞,
and the condition (9) easily follows.
To prove that F ′s exists everywhere on C, let
us ﬁrstly consider the case x ∈ C\{0}. Therefore,
since the intervals (aαk , bαk) are contiguous to C
and bαk↘ 0, it is x ∈ [bα1 , 1] or x ∈ [bαk+1 , aαk ]
for some unique k ∈ N. Then it easily follows that
F ′s(x) exists if x ∈ (bα1 , 1] ∪
⋃
k(bα2k+1 , aα2k ), and if
x ∈ (bα2k , aα2k−1), for k = 1, 2, . . . .
1550008-6
Fr
ac
ta
ls 
D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.
co
m
by
 P
ro
fe
ss
or
 D
on
at
el
la
 B
on
gi
or
no
 o
n 
04
/0
7/
15
. F
or
 p
er
so
na
l u
se
 o
nl
y.
2nd Reading
March 30, 2015 16:18 0218-348X
1550008
On the Fundamental Theorem of Calculus for Fractal Sets
In the ﬁrst case, it is F ′s(x) = 0, and in the second
case it is
F ′s(x) =
1
kHs( ˜[bα2k , aα2k−1 ])
.
F ′s exists also at the points aαk and bαk , for each
k, since the existence of the right derivatives at the
points aαk and the existence of the left derivatives
at the points bαk follows easily by the deﬁnition of F
and since (aαk , bαk)∩C = ∅, for each k, (see second
part of Deﬁnition 2.1).
Now we prove the existence of F ′s(0). By (10)–(12)
and by the monotonicity of ϕ, for x ∈ [bα2k , aα2k−1 ],
we have
gk(x)
ϕ(x)
≤ 1
kϕ(bα2k )
=
1
kγ2k
≤ γ
2
2k
γ2k
= γ2k.
Then
F ′s(0) = F
′+
s (0) = lim
x→0+
x∈C
F (x)− F (0)
Hs([˜0, x])
= lim
k→+∞
x∈[bα2k ,aα2k−1 ]
gk(x)
ϕ(x)
= 0.
To prove that F satisﬁes the condition (j1), we
assume, by absurd, that F ′s ∈ s-HK(C). Then, by
(viii) of Sec. 3, we get the following contradiction
(HK)
∫
C
F
′
s(t)dH
s(t)
=
∞∑
k=1
(HK)
∫
˜[bα2k ,aα2k−1 ]
1
kHs( ˜[bα2k , aα2k−1 ])
dHs
=
∞∑
k=1
1
kHs( ˜[bα2k , aα2k−1 ])
Hs( ˜[bα2k , aα2k−1 ])
=
∞∑
k=1
1
k
= +∞.
Example 5.2. Let u, v ∈ R, and let ϕ, {γk}∞k=1 and
{(aαk , bαk)}∞k=1 be deﬁned as in the previous exam-
ple. Taken k0 ∈ N such that (ak0 , bk0) ⊂ (bα1 , 1), we
deﬁne
F (x)=

1/k, if x ∈ [bα2k , aα2k−1 ], k = 1, 2, . . . ;
v, if x ∈ (bα1 , ak0 ];
u, if x ∈ [bk0 , 1];
0, elsewhere.
(14)
Then we have
F (bα2k−1)− F (aα2k−1) = −1/k, for k = 1, 2, . . . ,
(15)
and
F (bα2k)− F (aα2k) = 1/k, for k = 1, 2, . . . .
(16)
So
∞∑
k=1
|F (bαk)− F (aαk)| = 2
∞∑
k=1
1
k
= +∞,
and the condition (9) easily follows.
The existence of F ′s(x) at each point x ∈ C, with
F ′s(x) = 0, can be proved by an easy adaptation of
the argument developed in the previous example.
Hence, we have
(HK)
∫
C
F
′
s(t)dH
s(t) = 0.
Moreover, by (14), we have
F (1)− F (0) = u,
therefore the condition (j2) it is satisﬁed if u = 0,
while the condition (j3) it is satisﬁed if u = 0.
Now, by the deﬁnition of the function F it follows
that F (ai) = 0 if ai = ak0 , aαk , k = 1, 2, . . . , and
F (bi) = 0 if bi = bk0 , bαk , k = 1, 2, . . . , therefore by
(15) and (16), we have:
∞∑
j=1
(F (bj)− F (aj))
= F (bk0)− F (ak0) +
∞∑
k=1
(F (bαk)− F (aαk))
= u− v − 1 + 1− 1
2
+
1
2
+ · · · − 1
k
+
1
k
+ · · ·
= u− v.
Thus, if v = 0 the function F satisﬁes the condi-
tion (j4), and, if v = 0 the function F satisﬁes the
condition (j5).
In conclusion,
(1) The function deﬁned in (13) satisﬁes the condi-
tions (9) and (j1).
(2) If u = 0, the function deﬁned in (14) satisﬁes
the conditions (9) and (j2).
(3) If u = 0, the function deﬁned in (14) satisﬁes
the conditions (9) and (j3).
(4) If v = 0, the function deﬁned in (14) satisﬁes
the conditions (9) and (j4).
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(5) If v = 0, the function deﬁned in (14) satisﬁes
the conditions (9) and (j5).
6. EXTENSION TO Hs-ALMOST
s-DERIVATIVES
The function F deﬁned in (1) is diﬀerentiable every-
where in [0, 1], and F ′ is HK-integrable but not
Lebesgue integrable. Therefore, the positive part
of F ′, say (F ′)+, is not HK-integrable. Now, for
x = √2/(4k ± 1)π, k ∈ Z, the function (F ′)+ is
the derivative of
G(x) =

x2 sin(1/x2), if (2k − 1/2)π ≤ 1/x2
≤ (2k + 1/2)π;
0, elsewhere.
By Saks,10 Chapter VII, Theorem 3.3 (Lusin’s The-
orem), (F ′)+ is also, almost everywhere on [0, 1], the
derivative of a continuous function.
This implies that the Fundamental theorem of
Calculus usually fails for functions that are not
the derivative of a function diﬀerentiable at each
point. However, it is known that it works for
Lebesgue integrable functions and for Henstock–
Kurzweil integrable functions; i.e. for functions that
are almost everywhere the derivative of an abso-
lutely continuous function and for functions that
are almost everywhere the derivative of an ACGδ-
function (see Ref. 7, Chapter 9, in particular Theo-
rem 9.17). An adaptation to an s-set E of the notion
of ACGδ-function is given in Deﬁnition 6.2.
The next theorem is an extension of the
Theorem 2.1.
Theorem 6.1. Let E ⊂ [a, b] be a closed s-set and
let F : E → R be a function Hs-absolutely continu-
ous on E such that F
′
s exists Hs-almost everywhere
in E. Then
(HK)
∫
E
f(t)dHs(t) = F (b)− F (a),
where f : E → R is such that f(x) = F ′s(x) if F ′s(x)
exists.
Proof. Let {(aj , bj)}∞j=1 be the sequence of all con-
tiguous intervals of E. Since F isHs-absolutely con-
tinuous on E, for each ε > 0 there exists a con-
stant η > 0 such that condition Hs([˜x, y]) < η for
each x, y ∈ E, implies |F (x) − F (y)| < ε. Then, by
the arbitrariness of ε and by Hs([˜aj , bj]) = 0, we
have
F (aj) = F (bj) for j = 1, 2, . . . . (17)
Let T = {x ∈ E : F ′s(x) does not exist}, therefore
Hs(T ) = 0.
Now deﬁne
f(x) =
{
F ′s(x), if x ∈ E\T ;
0, if x ∈ T.
The condition Hs(T ) = 0 implies that the charac-
teristic function χT is Hs-Lebesgue integrable on
E with (L)
∫
E χT (t)dH
s(t) = Hs(T ) = 0. Then by
(vi) of Sec. 2 we have (HK)
∫
E χT (t)dH
s(t) = 0.
This implies that, given η > 0 we can ﬁnd a gauge
δ1(x) such that
p∑
j=1
yj∈T
Hs([˜aj , bj ]) < η,
for each δ1-ﬁne partition {[˜aj , bj ], yj}pj=1 of E.
Now, given ε > 0 take η from the Hs-absolute
continuity of F on E and deﬁne δ(x), for x ∈ E\T ,
like in the proof of Theorem 4.1. Moreover, for x ∈
T deﬁne δ(x) = δ1(x).
Let {[˜ui, vi], xi}ni=1 be a δ-ﬁne partition of E.
Therefore, by (7) and (17), we have
F (b)− F (a) =
n∑
i=1
(F (vi)− F (ui)),
and, by (6), we obtain∣∣∣∣∣∣
∑
xi∈E\T
f(xi)Hs([˜ui, vi])−
∑
xi∈E\T
(F (vi)− F (ui))
∣∣∣∣∣∣
≤ ε
2Hs(E)
∑
xi∈E\T
Hs([˜ui, vi]) =
ε
2
.
Moreover, by the deﬁnition of δ on T and by the
Hs-absolute continuity of F on E it follows∑
xi∈T
|F (ui)− F (vi)| < ε2 .
Therefore∣∣∣∣∣
n∑
i=1
f(xi)Hs([˜ui, vi])− (F (b)− F (a))
∣∣∣∣∣
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≤
∣∣∣∣∣∣
∑
xi∈E\T
f(xi)Hs([˜ui, vi])
−
∑
xi∈E\T
(F (vi)− F (ui))
∣∣∣∣∣∣
+
∑
xi∈T
|F (ui)− F (vi)| < ε.
This implies f ∈ s-HK(E) and
(HK)
∫
E
f(t)dHs(t) = F (b)− F (a).
Remark 6.1. If we assume, like in Theorem 2.1,
that f is continuous, then it is s-R integrable (see
Ref. 4, Theorem 2.2) and by (v) of Sec. 2 we have
(R)
∫
E
f(t)dHs(t) = F (b)− F (a).
A small modiﬁcation in the proof of the last the-
orem gives us a further extension of Theorem 2.1.
Definition 6.1. Let D ⊂ E and let P = {(A˜i,
xi)}pi=1 be a collection of pairwise disjoint E-
intervals A˜i and points xi ∈ A˜i. Given a gauge δ
on D we say that P is a δ-ﬁne partial partition
anchored on D if xi ∈ D and A˜i⊆ ]xi − δ(xi), xi +
δ(xi)[, for i = 1, 2, . . . , p.
Definition 6.2. Let F : E → R and let D ⊂ E.
We say that F is Hs-ACδ on D if for each ε > 0,
there exist a constant η > 0 and a gauge δ on D
such that
n∑
i=1
|F (ui)− F (vi)| < ε,
for each δ-ﬁne partial partition {[˜ui, vi], xi}ni=1
anchored on D with
n∑
i=1
Hs([˜ui, vi]) < η.
We say that F is Hs-ACGδ on E if there exists
a decomposition of E, say E =
⋃
k Ek, such that F
is Hs-ACδ on Ek for each k ∈ N.
Theorem 6.2. Let E ⊂ [a, b] be a closed s-set and
let {(aj , bj)}j∈N be the contiguous intervals of E. If
F : E → R is a function Hs-ACGδ on E such that
F
′
s exists Hs-almost everywhere in E and if
∞∑
j=1
|F (bj)− F (aj)| < +∞, (18)
then the function f : E → R, deﬁned as f(x) =
F ′s(x) at all points x ∈ E where F ′s(x) exists and
f(x) = 0 elsewhere, is HK-integrable on E and
(HK)
∫
E
f(t)dHs(t)
= F (b)− F (a)−
∞∑
j=1
(F (bj)− F (aj)). (19)
Proof. Let T ⊂ E such that Hs(T ) = 0 and F ′s(x)
exists for all x ∈ E\T . Then
f(x) =
{
F ′s(x), if x ∈ E\T ;
0, if x ∈ T.
Moreover let E =
⋃
k Ek be a decomposition of E
such that F is Hs-ACδ on Ek, for k = 1, 2, . . . .
Now, let ε > 0 and k ∈ N. By the Hs-ACδ abso-
lute continuity of F on T ∩ Ek, there is a constant
ηk > 0 and a gauge δk on T ∩ Ek such that
n∑
i=1
|F (ui)− F (vi)| < ε2k+1 , (20)
for each δk-ﬁne partial partition {[˜aj , bj ], yj}pj=1
anchored on T ∩ Ek with
p∑
j=1
Hs([˜aj , bj ]) < ηk. (21)
Since Hs(T ∩ Ek) = 0 we can repeat the argument
used in the proof of Theorem 6.1 and assume that
for each δk-ﬁne partial partition {[˜aj , bj ], yj}pj=1
anchored on T ∩Ek condition (21) is satisﬁed. Then
also (20) is satisﬁed. Deﬁne N and δ(x) for x ∈
E\T , like in the proof of Theorem 4.1. Moreover,
for x ∈ T ∩ Ek deﬁne δ(x) = δk(x), k = 1, 2, . . . .
So, if {[˜ui, vi], xi}ni=1 is a δ-ﬁne partition of E, by
(5) and (20) we have∣∣∣∣∣
n∑
i=1
f(xi)Hs([˜ui, vi])−
n∑
i=1
(F (vi)− F (ui))
∣∣∣∣∣
≤
∑
xi∈E\T
|f(xi)Hs([˜ui, vi])− (F (vi)− F (ui))|
+
∞∑
k=1
∑
xi∈T∩Ek
|F (ui)− F (vi)|
<
ε
2Hs(E)
∑
xi∈E\T
Hs([˜ui, vi]) +
∞∑
k=1
ε
2k+1
<
ε
2
+
ε
2
= ε.
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Therefore, we can conclude the proof repeating the
argument used in the proof of Theorem 4.1.
Remark 6.2. Even in Theorem 6.2, the absolute
convergence of the series
∑∞
j=1(F (bj) − F (aj)) is
necessary both for the s-HK integrability of f and
for the validity of some formulation of the Funda-
mental Theorem of Calculus.
Proof. It is enough to prove that the functions
deﬁned in (13) and (14) are Hs-ACGδ on the
ternary Cantor set C.
Let ϕ, {γk}∞k=1, {(aαk , bαk)}∞k=1 and k0 be deﬁned
as in the Example 5.1 and in the Example 5.2.
It is
C = {0} ∪ [˜b1, 1] ∪
⋃
k
˜[bk, ak−1].
Then, to complete the proof, we have to prove that
the functions (13) and (14) are Hs-ACδ on each set
of the previous decomposition.
Since the computations are very similar, we only
restrict our proof to the function F deﬁned in (13).
First of all we prove that F is Hs-ACδ on {0}.
Given ε > 0, let k such that 1/k < ε and deﬁne
δ(0) = a2k−1 and η = Hs( ˜[0, a2k−1]).
Note that, if {([˜ui, vi], xi)}pi=1 is a δ-ﬁne partial
partition anchored in {0}, then p = 1 and u1 =
x1 = 0. Therefore, condition Hs([˜0, v1]) < η implies
v1 < a2k−1. Thus, |F (v1)− F (0)| < 1/k < ε.
Now we prove that F is Hs-ACδ on the sets
˜[bα2k , aα2k−1 ], k = 1, 2, . . . . For a ﬁxed k and a
given ε > 0, let η = εkHs( ˜[bα2k , aα2k−1 ]) and
deﬁne δ : ˜[bα2k , aα2k−1 ] → R+ by δ(x) = min{x −
bα2k , aα2k−1 − x}.
Then, given a δ-ﬁne partial partition {[˜ui, vi],
xi}ni=1 anchored on ˜[bα2k , aα2k−1 ] we have [˜ui, vi] ⊂
˜[bα2k , aα2k−1 ], i = 1, 2, . . . .
Thus, condition
n∑
i=1
Hs([˜ui, vi]) < η,
implies
n∑
i=1
|F (ui)− F (vi)| = 1
k
∑n
i=1H
s([˜ui, vi])
Hs( ˜[bα2k , aα2k−1 ]
< ε,
and, by the Deﬁnition 6.2, it follows that F is Hs-
ACδ on ˜[bα2k , aα2k−1 ].
In a similar way we can prove that F is Hs-ACδ
on the sets [˜b1, 1] and ˜[bj , aj−1], for j = 2, 3, . . . ,
j = α2k, k = 1, 2, . . . .
Hence F is Hs-ACGδ on C.
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