Introduction
Let G be a simply-connected compact Lie group with simple Lie algebra. The affine Grassmannian L G has two dual stratifications: the Schubert or Bruhat cell decomposition
and the Birkhoff stratification
Here W is the Weyl group,W the affine Weyl group. The Schubert cells e λ are the orbits of the Iwahori subgroupB, while the Birkhoff strata S λ are the orbits of the opposite Iwahori subgroupB − . The cells and the strata are dual in the sense that S λ ∩ e λ = {λ}, and the intersection is transverse. The closure of e λ is the affine Schubert variety X λ . It has dimension ℓ S (λ), where ℓ S is the minimal length occuring in the coset λW , and its cells are indexed by the lower order ideal generated by λ in the Bruhat order onW /W . Dually, the closure of S λ is the Birkhoff variety Z λ . It is an infinite-dimensional ind-variety with codimension ℓ S (λ). Its Birkhoff strata are indexed by the upper order ideal generated by λ. Thus the Birkhoff varieties may be viewed as analogous to the dual Schubert varieties from the classical setting, in which the role of L G is played by a finite-dimensional flag variety such as an ordinary Grassmannian. From this point of view, our main theorem is perhaps somewhat surprising.
Theorem 1.1 Let Z λ be a Birkhoff variety. Then the inclusion Z λ ⊂ L G is a homotopy equivalence. In particular, the inclusion induces isomorphisms on ordinary and equivariant cohomology, with any coefficients.
There are good reasons to expect such a result, however. In the classical case, a dual Schubert variety has a finite decreasing filtration whose quotients are wedges of spheres; this is just the dual skeletal filtration looked at upside-down. The spheres that occur are the onepoint compactifications of the cells. In the affine case, the decreasing filtration is infinite, while the quotients of the filtration are wedges of certain "one-point completions" of the Birkhoff strata. These look very much like infinite-dimensional spheres, so it is reasonable to expect that they are contractible. This is, in effect, what we prove. More precisely, the proof has two main ingredients: The first is that the punctured strata S λ − {λ} are contractible. The second is the existence of a sort of "algebraic tubular neighborhood" of Z λ . Let E λ = ∪ µ≥λ e µ . Then E λ is a Zariski open neighborhood of Z λ .
Theorem 1.2 Z λ is a deformation retract of E λ .
There is a dual version of this last theorem. Let S λ = ∪ µ≤λ S µ . Then S λ is a Zariski open neighborhood of X λ , and: Theorem 1.3 X λ is a deformation retract of S λ .
Versions of Theorem 1.3 appear to be known (see for example the special case discussed in [2] ), but we are not aware of a proof or even a full statement of this theorem in the literature.
More generally, a union Z of Birkhoff strata is closed in L G if and only if its strata are given by an upper order ideal inW /W . Any such Z is a finite union of Birkhoff varieties; we call Z a Birkhoff subspace. Similarly, a union X of Schubert cells is closed if and only if its cells are given by a lower order ideal; then X is a finite union of Schubert varities, provided the ideal in question is proper. We in fact prove the three theorems above for any Birkhoff subspace or Schubert subspace (Theorem 5.4, Theorem 4.1, Theorem 6.1).
We include some observations on equivariant cohomology in §5, and on affine Richardson varieties in §7. In an appendix we collect some basic properties of Birkhoff varieties.
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Preliminaries
We use the following conventions throughout this paper:
All (co)homology groups are singular (co)homology groups with integer coefficients, unless otherwise specified.
Varieties over C are given the classical Hausdorff topology inherited from C n or P n , sometimes called the "analytic" topology. When the Zariski topology is used, it will be indicated explicitly. Likewise, ind-varieties have both a classical and a Zariski direct limit topology.
The term deformation retract means what some authors call strong deformation retract; i.e., the deformation fixes the subspace in question pointwise.
We indulge in a harmless and fairly standard abuse of language by often writing as though W S were a subgroup ofG C , when in fact it is only a subquotient. Notice, however, that the coroot lattice can be identified with the subgroup Hom (C × , T C ) ⊂G C . The letter S does double duty, standing for the set of Coxeter generators for W and-in the form S λ -for a Birkhoff stratum. The meaning will be clear from the context.
Notation
G and G C . Let G be a simply-connected compact Lie group with simple Lie algebra, with maximal torus T , Weyl group W , S ⊂ W the simple reflections, root system Φ, and simple roots α s , s ∈ S. Let Q ∨ denote the coroot lattice. Let G C denote the complexification of G, B a Borel subgroup containing T C , and U ⊂ B the unipotent radical. Let B − , U − denote the opposite Borel and unipotent subgroups. We write g, g C , etc. for the Lie algebras.
Affine groups. LetG
) is the group of regular maps C−→G C . We have subgroups P ⊃B ⊃Ũ ⊃ P (1) defined as follows: The Iwahori subgroup isB = {f ∈ P :
) denote the group of regular maps P 1 − {0}−→G C . Analogues of the subgroups of P are defined in the evident way; e.g.B − = {f ∈ P : f (∞) ∈ B}, etc. Associated Lie algebras are writteng
, and so on. The groupG C is an affine ind-group. Explicitly, in the case G C = SL n C we let
This defines a filtration F m by affine varieties that yields the affine ind-group structure. In the general case we choose a faithful representation G C ⊂ SL n C and set
. It is easy to see that the affine ind-group structure obtained is independent of the choice of representation. For a more general Kac-Moody approach, see [7] , §7.3.
Affine Weyl group. LetW denote the affine Weyl group, with Coxeter generatorsS = S ∪ {s 0 }. The affine root system isΦ = Z × Φ. As simple system of positive roots we take {(0, −α s ) : s ∈ S} ∪ {(1, α 0 )}, where α 0 is the highest root. If θ = (n, α), let r θ = r n,α denote the affine reflection associated to (n, α). We say that θ is strictly positive (resp. strictly negative) if n > 0 (resp. n < 0).
The affine roots occur as weights of the extended torusT C = C × × T C acting ong C . Here the extra factor C × is acting by loop rotation. ThusΦ is actually the set of so-called "real" roots; we will also need the "imaginary" roots (n, 0), n ∈ Z − {0}, which are the weights of theT C action on t C ⊗ C · z n ⊂g C . LetΦ λ denote the set of positive affine roots (n, α) such that λ −1 · (n, α) is strictly negative. If λ ∈ Q ∨ , this means that n − α(λ) < 0.
W /W and Bruhat order. There are two distinguished sets of representatives for the cosets W /W : the minimal length representativesW S and the coroot lattice Q ∨ . For any σ ∈W , let ℓ S (σ) denote the S-length of σ; that is, the length of the minimal coset representative in σW . Then ℓ S (σ) = |Φ σ |. Let I λ (resp. J λ ) denote the upper order ideal (resp. lower order ideal) generated by λ in the Bruhat order ≤ onW /W . We write λ ↓ µ when µ < λ and the S-lengths differ by 1.
Affine grassmannian. The affine Grassmannian is the homogeneous space L G = G C /P . It has a canonical structure of projective ind-variety that can be defined using the Quillen or Grassmannian model ( [9] , [8] , §8, and [7] , 13.2.13-18). Set U 0 =Ũ − P/P and U λ = λU 0 for λ ∈W /W (note this is well-defined). Then the natural map P (−1) −→U 0 is an isomorphism of ind-varieties, and the U λ 's form a Zariski open cover of L G . The Birkhoff strata S λ are the orbits ofB − on L G .
Schubert and Birkhoff subspaces.
It is easy to see that any infinite subset ofW S is cofinal for the Bruhat order (cf. [1] , Proposition 7.1). Hence any proper lower order ideal J is finite, and X J = ∪ σ∈J e σ is a finite-dimensional closed subvariety of L G that we call a Schubert subspace. If J = J λ (the lower order ideal generated by λ) this is jus the Schubert variety X λ . Thus a Schubert subspace is a finite union of Schubert varieties.
If I is any non-empty upper order ideal, then Z I = ∪ σ∈I S σ is a closed ind-subvariety of L G that we call a Birkhoff subspace. When I = I λ (the upper order ideal generated by λ), this is just the Birkhoff variety Z λ . Thus a Birkhoff subspace is a finite union of Birkhoff varieties.
The extended torus action and the flow
LetT C denote the extended torus C × × T C . ThenT C acts onG C : The constant torus valued loops T C act by conjugation, while the extra factor C × acts by loop rotation. The action preserves P and induces an algebraic group actionT C × L G −→L G , with fixed point setW /W . The action also preservesB,B − , Schubert cells, Birkhoff strata, etc. The action ofT C on a Schubert cell e λ is isomorphic to a linear action, with weights precisely the set of rootsΦ λ , each occuring with multiplicity one. In particular, the weights are positive. Now consider the action of the torusT = C × × T C on L G . One can always find a rank one subtorus φ : C × −→T such that the induced C × action has the following properties:
To see this, identify Hom (C × ,T ) with Z × Q ∨ and write φ = (k, γ). We then have:
In particular, (i)-(iii) hold when γ = − α∈Φ + α ∨ and k = 2h−1, where h is the Coxeter number.
Proof: Assumptions (a) and (b) ensure that C × acts on each cell e λ with positive weights, yielding (i) and (ii). Now suppose x ∈Ũ − λP/P . SinceŨ − is generated by the root subgroups U n,α with (n, α) ∈Φ − [6] , and C × acts on these with negative weights, it follows that lim t−→∞ t·x = λ, proving (iii). For the last assertion of the proposition, let ρ ∨ = ω Fix γ, k as in Proposition 2.1. We refer to the resulting C × action as the complex flow. Restricting to R >0 yields the real flow.
2.3
The one-dimensionalT C -orbit closures P
λµ
Consider a Schubert cell e λ , regarded as a linear representation ofT C . Let O θ ⊂ e λ be the one-dimensional weight space of the affine root θ ∈Φ λ . Then O θ is a one-dimensional T C -orbit, and all such orbits in L G have this form. Let µ = r θ λ. Then the closure (in either topology) O θ is an embeddedT C -invariant P 1 , with λ, µ as its poles. It will be convenient to write P 1 λµ for O θ . This notation is unambiguous, since for λ = µ there is at most one θ with r θ λ = µ.
The Bruhat graph ofW S is the graph with verticesW S and one edge (λ, µ) for each pair such that r θ λ = µ as above. Thus if we replace each such edge by P 1 λµ , we obtain a CWcomplex andT C -invariant ind-subvariety Γ of L G . This space was introduced by GoreskyKottwitz-MacPherson in their study of equivariant cohomology [3] , but for the moment we only need Γ for more elementary applications. In fact for our immediate purposes, Γ could be replaced by the simpler "Hasse complex" corresponding to the Hasse diagram ofW S , in which only the edges with λ ↓ µ are retained. In typeÃ 1 , for example, the Hasse complex can be visualized as an "infinite string of beads".
Next, note the following alternative construction of P 1 λµ : The root subgroups associated to ±θ generate a copy of SL 2 C ⊂G C , whose action on either σ or θ induces an isomorphism
The following lemma is well-known:
Proof: It follows from the "alternative construction" described above that P 1 λµ ⊂ Z µ ∩ X λ . Since Z µ ∩ X λ is irreducible of dimension one (see the appendix), the inclusion is an equality.
This yields a simple way to check the path-connectivity of various intersections: Proof: Using the flow, one can join any point of a stratum S λ to λ by a path. The analogous statement for cells is clear. If I ∩ J is connected in the Hasse diagram, then any two of its points can be joined by a sequence of
is a finite-dimensional algebraic group, with Lie algebra
In this section we study certain unipotent subgroups of G[k], and their opposites. See also [7] , §7.3, but beware that our use of notations such as [k] and ( ) (k) is exactly the reverse of that found in [7] .
Unipotent subgroups of G[k]
Let P (k) denote the kernel of the natural homomorphism ρ :
into the inverse limit is injective. We will see shortly that P −→G[k] is surjective for all k.
Note that ǫ k :
= G C has a natural splitting, and that its kernel is the unipotent radical of
is the direct sum of one-dimensional submodules of two types:
(i) The real root spaces z i u α , with 0 ≤ i < k, α ∈ Φ, and if i = 0 then α ∈ Φ − . Here the weights ofT C are the positive real affine roots (i, α).
(ii) The imaginary root spaces z i h s , with 0 < i < k, s ∈ S, and h s ⊂ t C the line spanned by the coroot α ∨ s . Here the weights ofT C are the positive imaginary affine roots (i, 0).
denote these root spaces in some ordering, the choice of which is immaterial. Let
denote the corresponding canonical one-parameter subgroup, which we call real or imaginary according to its root. Then group multiplication defines an isomorphism of varieties Remark: A general theorem of Kac and Peterson [6] , valid for any refined Tits system, implies thatŨ itself is generated by its real one-parameter subgroups exp(u (n,α) ), (n, α) ∈Φ + . On the other hand, the subgroups P (k) ⊂Ũ are not generated by the real one-parameter subgroups they contain. Consider, for example, the case G C = SL 2 C and k = 1. The kernel of ǫ :
2 )−→SL 2 C is a 3-dimensional abelian unipotent group, generated by the one-parameter subgroups
The natural homomorphism P (1) −→Ker ǫ is surjective, because the matrices above are in its image: In the first two cases this is clear; for the third set y = cz and use
were generated by its real one-parameter subgroups, then the first two subgroups above would generate Ker ǫ, which is absurd.
We note also that the groupsŨ , P (k) have Lie algebras but do not admit exponential maps, since we are working with algebraic loops and so can only exponentiate nilpotent elements. And even if one allows analytic loops, the exponential map is not surjective; see [8] , remark following 8.4.5.
−→ e λ . The groupŨ λ is a finite-dimensional unipotent group, and is the product of the real oneparameter subgroups exp (u (n,α) ), (n, α) ∈Φ λ . In contrast,Ũ ′ λ is infinite-dimensional and not unipotent, nor is it generated by it real one-parameter subgroups (the example given above is the case λ = 1). Now let
where (n, α) ranges over {(n, α) ∈Φ
Proposition 3.1 The image of the natural homomorphism
The proof will use:
there is a lift as algebraic varieties in the diagram
If V is a real one-parameter subgroup this is immediate; indeed there is a lift as algebraic groups. Now suppose V is an imaginary one-parameter subgroup exp(h s ) for some s ∈ S and 0 < j < k. Then V lies in the copy of
where in general p m (x) denotes the m-th truncation of e x : p m (x) = 1 + x + ... 
Furthermore, we can ensure N(a) ∈Ũ ′ λ as follows: Take m = 2r with r ≥ k, and choose f m , g m to be zero mod x r . Then for sufficiently large r, we have N(a) ∈Ũ ′ λ . This is clear for G C = SL n C; the general case follows by embedding G C in some SL n C. Thus M(a) → N(a) defines the desired lift.
We now prove the proposition. It follows from the lemma that U 
We conclude this section with the following proposition:
a) The action of P (k) on X µ is trivial for some k, and hence the action ofŨ factors through an action of the finite-dimensional algebraic group
Proof: a) For some k we have
follows that P (k) acts trivially on e µ . Since e µ is dense in X µ , and invariant underŨ, this proves (a).
b) This is immediate, sinceŨ µ
Analogues for the opposite groups
Similarly, reduction mod z
, and so on. The analogue of Proposition 3.1 for the opposite groups reads as follows: LetŨ
λ that is the finite-dimensional group, whileŨ − λ is infinite dimensional.
Proposition 3.4 The image of the natural homomorphism
The proof is the same. On the other hand, there is no way to pass to finite-dimensional quotient groups as in Proposition 3.3. As a substitute we will make use of the finitedimensional filtrations F mŨ − ⊂Ũ − , defined in §2. Recall that F mŨ − is an affine variety, but not a subgroup. The next proposition is a special case of [7] , Proposition 7.3.7 and Corollary 7.3.8. 
We remark that the proof in our special case is quite easy. Using an embedding G C ⊂ SL n C for some n, one first reduces to the case G C = SL n C. Then it is clear that in (a), it is sufficient to take k > m. Part (b) follows from the argument in Lemma 3.2.
The embedding in (a) isT C -equivariant, and so in particular is equivariant with respect to the flow. Hence we obtain:
equivariantly isomorphic to a negatively weighted cone.
(By a weighted cone we mean a closed invariant subvariety of a representation of C × on some A n .)
The Schubert neighborhood of a Birkhoff variety
Let I be an upper order ideal inW /W and let Z = Z I be the corresponding Birkhoff subspace. The Schubert neighborhood E I of Z I is defined by E I = ∪ µ∈I e µ . Then E I is a Zariski open neighborhood of Z I (see the appendix).
In particular, taking
For ease of notation, we set Z = Z I ∩ X µ , E = E I ∩ X µ , and
Proof: Consider first the special case I ′ =W /W , so that Z ′ = X µ . Fix k so that the action ofŨ on X µ factors through U[k], and consider the action map θ :
) Using this identification, we write x 0 = (u 0 , z 0 ) = u 0 z 0 , with u 0 ∈Ũ σ , z 0 ∈ S σ ∩ X µ . SinceŨ σ is C × -equivariantly isomorphic to an affine space with positive weights, there is a neighborhood A of u 0 inŨ σ and 0 < s ≤ 1 such that for all 0 < t ≤ s,
is an open neighborhood of x 0 in E, and if uz ∈ D then for 0 < t ≤ s we have
This completes the proof of the lemma in the special case. Since Z ′ is invariant under the flow, the general case follows by simply intersecting with Z ′ . 
Proof: By Hironaka's theorem [5] , (E ∩ Z ′ , Z) is a simplicial pair. Hence there is a regular neighborhood W of Z in E ∩ Z ′ , so that Z is a deformation retract of W. Now suppose f : K−→E ∩ Z ′ . Take s as in the corollary; then the flow defines a pointed homotopy from f to s · f : K−→W. Composing with the deformation of W onto Z, this shows that i * is surjective.
Next suppose that f 0 , f 1 : K−→Z are pointed maps that become pointed homotopic in E ∩ Z ′ . Applying the preceeding argument to the homotopy shows that s · f 0 is pointed homotopic to s · f 1 , and hence f 0 is pointed homotopic to f 1 . This shows that i * is injective.
We now prove the theorem. By Lemma 4.4, Z ⊂ E ∩ Z ′ is a weak equivalence; passing to the limit over µ shows that Z I ⊂ E I ∩ Z I ′ is also a weak equivalence. But if (X, A) is any CW-pair, then A is a deformation retract of X if and only if the inclusion A ⊂ X is a weak equivalence. By Hironaka's theorem, each pair occuring in the theorem is a pair of varieties or ind-varieties, and hence is a CW-pair. This completes the proof of the theorem.
The homotopy-type of a Birkhoff variety
In this section we show that every Birkhoff subspace is homotopy-equivalent to L G (Theorem 5.4). To motivate this result, we point out that there are much simpler examples of the same phenomenon. For instance, the ind-variety CP ∞ has a Birkhoff filtration
.. dual to the Schubert filtration: Writing C ∞ = ∪C n as usual, Z n is just the subvariety of lines orthogonal to C n , and hence is isomorphic to CP ∞ . Moreover it is easy to show that the inclusion Z n ⊂ CP ∞ is a homotopy-equivalence, in several ways: (1) by an easy homology calculation plus Whitehead's theorem; (2) by observing that CP ∞ /Z n is the Thom space of an infinite-dimensional vector bundle over CP n−1 and so is contractible; (3) by proceeding one stratum at a time and observing that Z n /Z n+1 is an infinite-dimensional sphere and so is contractible.
We will adapt method (3) to the Birkhoff case. The first lemma records the key homotopytheoretic difference between Birkhoff strata and Schubert cells. Remark: The flow shows immediately that S λ itself is contractible. A priori, however, there are no restrictions whatever on the homotopy type of a contractible space minus a point; one has only to think of the cone on a space minus the cone point.
Proof:
The punctured stratum is an ind-variety and hence a CW-complex, so it suffices to show it is weakly contractible. Furthermore, S λ − {λ} is homeomorphic toŨ − λ − {1}. So we will show that the latter is weakly contractible.
Lemma 5.2 The surjection of affine ind-groupsŨ
λ − −→U − λ [k] has a
section as a map of affine ind-varieties (not as groups), and hence is a trivial principal P (−k) -bundle as indvarieties. In particular, it is topologically trivial.
Remark: Since U − λ [k] is contractible, the second assertion would be immediate if one already knew that π is a locally trivial principal bundle. But for this one would need to exhibit a local section, so we may as well proceed directly to a global section.
Proof: By Proposition 3.4, each of the canonical one-parameter subgroups
is the product of its canonical one-parameter subgroups as a variety, taking the product of these lifts yields the desired section.
Now as a variety, U
) is homotopy-equivalent to a (2q k − 1)-sphere. Furthermore, the punctured groupŨ 
Proof:
We proceed by induction on |W /W − I|, starting from π 1 L G = 0. At the inductive step we reduce to the case of Birkhoff subspaces Z ⊂ Z ′ differing by a single stratum S λ , with Z ′ simply-connected. Let E be the Schubert neighborhood of Z. Then
The Seifert-van Kampen theorem then yields a pushout diagram of groups
? -By Lemma 5.1 the two top groups are trivial, while the lower right group is trivial by assumption. Hence the lower left group is also trivial. Since π 1 Z ∼ = π 1 (E ∩Z ′ ) by Theorem 4.1, this completes the proof. Proof: Note that Z ′ − Z is a finite union of Birkhoff strata. Hence by induction we reduce to the case when Z ′ −Z is a single stratum S λ . Let E be the Schubert neighborhood of Z. Then by Theorem 4.1, Z is a deformation retract of E ∩ Z ′ . Hence
. Now E is the union of the cells e µ such that µ lies in the upper order ideal defining Z. Hence
By excision we then have
where the second isomorphism comes from the fact that S λ is contractible. By Lemma 5.1, S λ − λ is also contractible. It follows that H * (Z ′ , Z) = 0, so that H * Z−→H * Z ′ is an isomorphism. Since both spaces are simply-connected, it follows that Z ⊂ Z ′ is a weak equivalence. Since (Z ′ , Z) is a CW-pair, Z is a deformation retract of Z ′ .
It follows, of course, that the inclusions Z ⊂ L G induce isomorphisms on any homology or cohomology theory, includingT -equivariant theories. For emphasis we record the following cases explicitly.
Corollary 5.5 For any Birkhoff subspace Z, H
Remark: It follows from the corollary that H * Z has finite type and is concentrated in even dimensions. This does not seem obvious a priori; neither property need hold for an indsubvariety Y of L G . For example, the GKM complex Γ ( §2.3) has
We conclude this section with some remarks on equivariant cohomology. We plan to pursue the topic further in a future paper.
Let Y be a space with an action of a compact torus T . The Goresky-Kottwitz-MacPherson (GKM) theory [3] characterizes the equivariant cohomology H * T (Y ; Q) in terms of the zeroand one-dimensional orbits-provided that Y is sufficiently well-behaved as a T -space. In particular, some finiteness restriction on Y is usually required, such as compactness, finite cohomological dimension, and/or finite orbit type. Since the spaces we are considering are noncompact, of infinite cohomological dimension, and of infinite orbit type, any attempt to extend the results of [3] must proceed with caution.
The case of theT -action on L G itself has been studied by a number of authors; see [7] and the references cited there, and [4] . Here the beautiful properties of the Schubert cell decomposition more than compensate for the infinite-dimensionality of L G ; one can proceed by induction over the Schubert filtration. The result is as follows: Identify H * T (L G )T with the ring of H * T -valued functions onW /W . Let R(L G ) denote the subring consisting of those functions f such that whenever r θ σ = λ for some positive affine root θ, we have f (σ) = f (λ) mod c θ , where c θ is the first Chern class of the line bundle ξ θ ↓ BT associated to θ. Then L G satisfies the GKM theorem (compare [3] , 1.2.2); that is, restriction to the fixed point set defines an isomorphism
. Now consider a Birkhoff subspace Z = Z I . Again we are faced with an infinite-dimensional space, with the further complication that there does not seem to be a helpful filtration by compact subvarieties as in the case of L G . In particular, we do not see how to exploit the Richardson filtration ( §7) for this purpose. Instead we will use Theorem 5.4 to obtain half of the GKM theorem for Z. Note that ZT = I, and that if σ > λ ∈ I, then the unique one-dimensional orbit with σ, λ as its poles lies in Z λ ∩ X σ ⊂ Z. 
Proof: That i
* has image contained in R(Z) is straightforward; the argument is as in [3] or [7] . It remains to show that i * is injective. Since H * T L G is torsion-free, it suffices to prove this rationally. Let j : Z−→L G denote the inclusion. Then there is a commutative diagram
Thus i * is injective if and only if R(j) is injective. Now R(j) amounts to taking a function f : Q ∨ −→H * T and restricting it to the upper order ideal I. Suppose that f restricts to zero on I, and let η ∈ Q ∨ − I. There are infinitely many affine reflections r θ , and only finitely many of these can fix η. Furthermore, if two reflections agree on η then they must both fix η. Since Q ∨ − I is finite, it follows that there are infinitely many r θ 's with r θ η ∈ I, and the elements r θ η are distinct. But then f (η) is divisible by an infinite set of pairwise relatively prime elements of H 2 (BT ; Q), and hence must be zero. This proves the proposition.
From the commutative diagram we also have Im i * = Im R(j). Hence the full GKM theorem holds if and only if every function f ∈ R(Z; Q) extends to tof ∈ R(L G ; Q).
The Birkhoff neighborhood of a Schubert variety
To complete the picture, we prove a deformation theorem dual to Theorem 4.1. We then derive some consequences for certain Thom-like spaces associated to Birkhoff and Schubert varieties.
Let J be a proper (hence finite) lower order ideal inW /W . Let S J = ∪ σ∈J S σ . Then S J is a Zariski open neighborhood of the Schubert subspace X J .
The proof is very similar to that of Theorem 4.1; indeed the only difference is in the analogue of Lemma 4.2. Here we do not have the luxury of working with finite-dimensional quotient groups, and must instead work with finite-dimensional subvarieties (not subgroups) ofŨ − . To simplify the notation, we set X = X J , X ′ = X J ′ , and S = S J .
Lemma 6.2 Let W be a neighborhood of X in S ∩ X ′ , and suppose x 0 ∈ S ∩ X ′ . Then there is a neighborhood D of x 0 in S ∩ X ′ and s > 0 such that for all t ≥ s we have t · D ⊂ W.
Proof: Note the action map θ :Ũ − × X−→S is surjective. Since X is compact, there is a neighborhood of the identity V inŨ
where F m (Ũ − ) denotes the m-th filtration as in §2. By Chevalley's theorem each ((
for sufficiently large m (see [7] , exercise 7.3.E(2)).
For some σ ∈ J we have x 0 ∈ U σ ⊂ S. ThenŨ
−→ U σ , and we may assume 
. Taking s as above, for t ≥ s and x = (u, y) = uy ∈ D we have
This completes the proof of the lemma. The proof of the theorem now proceeds exactly as in Theorem 4.1.
We next consider the pairs (S J , S J − X J ) and (E I , E I − Z I ), which can be viewed as "normal Thom spaces" of the subvarieties X J , Z I if L G . Let I be a nonempty upper order ideal and let J be the complementary lower order ideal. Then
For ease of notation, we henceforth write E, S, Z, X for the corresponding spaces above.
Proof: We have
where the first isomorphism is by excision, the second by Theorem 4.1 and the third by Theorem 5.4. Thus H * (S − X) ∼ = H * S ∼ = H * X by Theorem 6.1.
Remark: This result reflects the intuition that S is a sort of infinite-dimensional "vector bundle" over X, and so should have contractible Thom space, while its "sphere bundle" should have contractible fibers.
Similarly, we have:
, and H * (E − Z) ∼ = H * X.
Remarks: 1. Note that H * (L G , X) is a free abelian group on the upper order ideal I, graded by twice the length as usual. In fact L G /X is a CW-complex whose cells are the Schubert cells corresponding to I, plus a basepoint. When I = I λ , L G /X has 2ℓ S (λ)-skeleton the sphere e + λ . This reflects the intuition that the pair (E I , E I − Z λ ) is the "Thom space" of the complex ℓ S (λ)-dimensional "normal bundle" of Z λ in L G . In cannot actually be such a Thom space, however, since (except in type A 1 ) it does not have the right Poincaré series.
2. TheT -space E ∩ S provides a typical example of what can go wrong with equivariant cohomology in an infinite-dimensional setting. It is equivariantly formal in the sense of [3] , since H * T (E ∩ S) is a free module H * T ⊗ H * X, but it has noT -fixed points. Hence localization at the fixed point set and the GKM theorem fail for E ∩ S.
Affine Richardson varieties
By an affine Richardson variety we mean the intersection Z λ ∩ X µ of a Birkhoff variety and a Schubert variety. Fixing λ and letting µ range over the upper order ideal I λ , we obtain the Richardson filtration of Z λ . In this section we study the quotients and strata of the Richardson filtration, and show that the Richardson filtration stabilizes homotopically, in the sense that the inclusions Z λ ∩ X <µ ⊂ Z λ ∩ X µ induce isomorphisms on homology and homotopy groups in a certain range of dimensions tending to infinity with µ. We also consider the question: Which Richardson varieties are smooth?
Quotients of the Richardson filtration
+ , where V λ,µ + denotes the one-point compactification of the affine variety V λ,µ . We therefore consider the following general situation: Let C × act on A m with weights a 1 , ..., a m . We assume that the weights are positive. Let V ⊂ A m be an irreducible closed invariant subvariety containing the origin; we call V a positively weighted cone. Now restrict the action to R >0 . It is clear that distance from the origin is strictly increasing along orbits of this latter action, so each orbit intersects S 2m−1 in a unique point. In fact we clearly have: Hence we obtain: Proof: Since V ∩ S 2m−1 is a real algebraic set, it can be triangulated by Hironaka's theorem. Hence its suspension is also a finite complex. The suspension is simply-connected provided that V ∩ S 2m−1 is path-connected. But V ∩ S 2m−1 is a deformation retract of V − 0, which is irreducible and hence Zariski-connected, since V is. Finally, any Zariski connected variety over C is path-connected ( [10] , VIII.2).
In particular, we can take V = V λ,µ . One useful consequence is: Proposition 7.3 Let X be any Schubert subspace. Then Z λ ∩ X is simply-connected.
Proof: Let J denote the lower order ideal defining X. If I λ ∩ J = ∅, then Z λ ∩ X is empty. So we may assume λ ∈ J and proceed by induction on
At the inductive step we have Y ⊂ X where X and Y differ by a single cell, say X − Y = e µ , and Z λ ∩ Y is simply-connected by inductive hypothesis. By Hironaka's theorem the pair (Z λ ∩ X, Z λ ∩ Y ) can be triangulated and in particular has the homotopy extension property. Hence K λ,µ is homotopy-equivalent to the mapping cone of the inclusion. Since the spaces are path-connected, a standard Seifert-van Kampen argument shows that π 1 K λ,µ is the quotient of π 1 (Z λ ∩ X) by the normal subgroup generated by the image of π 1 (Z λ ∩Y ). But Z λ ∩Y is simply-connected by induction, and we have shown above that K λ,µ is also simply-connected. Hence Z λ ∩ X is simply-connected, as desired.
Homotopical stability
Proof: The complement of Z λ is the union of the Birkhoff strata Z σ with σ lying in the complement of I λ . Since this complement is a lower order ideal, L G − Z λ is also the union of the open sets U σ . Each L G − U σ is a hypersurface; in fact it is the zero-set of a section of a very ample line bundle over L G ( [7] , proof of Lemma 7.3.5). Hence the intersection with e µ is an affine hypersurface. Thus V λ,µ is the intersection of d hypersurfaces; i.e. is defined by d polynomials. We can then apply the following well-known lemma. For the convenience of the reader, we provide a proof. 
We conclude that H j (e µ −V λ,µ ) = 0 for j > m+d−1. Now K λ,µ is a finite simplicial complex, so Alexander duality applies to K λ,µ ⊂ S 2m . Thus 
. Note the proposition makes sense even when Z λ ∩ X σ = ∅, since in that case q − d − 1 < 0. In the following commutative diagram, the maps are k-equivalences for the indicated k:
For the lefthand arrow this follows from Theorem 7.4, for the righthand arrow from the cell structure, and for the bottom arrow from Theorem 5.4. Since 2q − 1 ≥ q − d − 1, the top arrow is also a q − d − 1-equivalence.
Remark: Thus for
Since Z λ ∩ X σ is a finite complex, this gives another proof of the fact that H * L G has finite type.
Richardson varieties of codimension one
Note that there is a unique Birkhoff variety of codimension one, indexed by s 0 ∈W S or by α ∨ 0 ∈ Q ∨ . We recall that a projective variety X of dimension n is rationally smooth if it is a rational homology manifold; that is, for all x ∈ X we have H * (X, X − {x}; Q) ∼ = H * (S 2n ; Q). Note that if an affine Schubert variety X µ is rationally smooth, then there is a unique η ∈W /W such that µ ↓ η. The smooth and rationally smooth affine Schubert varieties were classified in [1] .
Proposition 7.7 If X µ is smooth (resp. rationally smooth), then X µ /(Z s 0 ∩ X µ ) is a homology (2ℓ S µ)-sphere (resp. rational homology (2ℓ S µ)-sphere). Hence Z s 0 ∩ X µ is homotopyequivalent (resp. rationally homotopy-equivalent) to X η , where µ ↓ η.
Proof: By Theorem 4.1 we have
where 1 denotes the basepoint of L G and the homology groups can have arbitrary coefficients. Taking coefficients in Z (resp. Q) yields the first assertion. By cellular approximation, the inclusion Z s 0 ∩ X µ ⊂ X µ is homotopic to a map into X η , yielding the second assertion.
Example: Consider typeÃ 1 . Then every Schubert variety is rationally smooth, and there is exactly one Schubert variety (resp. Birkhoff variety) of each dimension (resp. codimension) n, where n ≥ 0. For convenience we denote these varieties by X n (resp. Z n ), and similarly let K 1,n = (Z 1 ∩X n )/(Z 1 ∩X n−1 ). Then by the Proposition, K 1,n is a rational homology (2n−2)-sphere. On the other hand, K 1,n need not be an integral homology sphere. For example, it is not hard to show that K 1,3 is the suspension of RP 3 . In any case, the Richardson variety Z 1 ∩ X n is rationally equivalent to X n−1 . Now consider an arbitrary Z λ , with λ ∈ Q ∨ , λ = 1. Let I λ = {s ∈S : sλW ≥ λW }. Let P − I λ denote the opposite parabolic subgroup ofG C generated byB − and I λ .
Smooth Richardson varieties

Lemma 7.10
The stabilizer of Z λ is P − I λ .
Proof: Let Q λ denote the stabilizer of Z λ . Then Q λ ⊃B − , so Q λ is an opposite parabolic P − I for some I ⊂S. Clearly I ⊂ I λ . For the reverse inclusion, suppose sλW ≥ λW for some s ∈S; we must show that sZ λ ⊂ Z λ . Since S λ is dense in Z λ , it suffices to show that sS λ ⊂ Z λ . Now the opposite parabolic P − s is the semidirect product of its Levi factor L s ∼ = SL 2 C and a certain codimension one subgroup V s ofŨ − that plays the role of the unipotent radical (even though it is not, in fact, unipotent). Hence it suffices to show that L s λP/P ⊂ Z λ . But if sλW > λW , then L s λP/P = Z λ ∩ X sλ (see the appendix), while if sλW = λW one can check that L s λP/P = λP/P . 
Appendix: Basic properties of Birkhoff varieties
We assume given the standard refined Tits system structure onG C ; in particular, the Bruhat and Birkhoff decompositions ( [6] , [7] ). Recall that U λ = λU 0 ( §2). Here φ is group multiplication. That φ is bijective follows from the axioms for a refined Tits system; compare [7] , p. 169 (7), as well as p. 227 (1) . The methods there also show that φ is an isomorphism of ind-varieties.
Corollary 8.3 U λ × (S λ ∩ X µ )−→U λ ∩ X µ is an isomorphism of varieties.
If J is a lower order ideal inW S /W , let S J = ∪ λ∈J S λ . If I is an upper order ideal, let E I = ∪ λ∈J e λ . And if K is any subset ofW S /W , let U K = ∪ λ∈K U λ . Proof: In (a) we have X J ⊂ U J and S J ⊂ U J by Proposition 8.2. Now suppose λ ∈ J ; we show that U λ ⊂ S J . Since S J isŨ − -invariant, it is enough to show e λ ⊂ S J . But if x ∈ e λ ∩ S µ , then µ = lim t→∞ t · x ∈ e λ , so µ ≤ λ.
The proof of (b) is similar.
Corollary 8.5 Let I, J be respectively upper and lower order ideals. Then a) S J is Zariski open and Z I is Zariski closed. b) E I is Zariski open and X J is Zariski closed.
Both statements follow immediately, using the fact that the complement of an upper order ideal is a lower order ideal and vice-versa. Proof: By the corollary, we have S λ ⊂ Z λ and e λ ⊂ X λ . The reverse inclusions reduce to showing that if σ ↓ η, then σ ∈ S η and η ∈ e σ . But P 1 ση − {σ, η} ⊂ S σ ∩ e η (Lemma 2.2, and the follows. Proof: Note that U λ ∩ X µ is irreducible, since it is Zariski open in the irreducible variety X µ . Hence S λ ∩ X µ is irreducible of codimension ℓ S λ by Corollary 8.3. Since S λ ∩ X µ is Zariski dense in Z λ ∩ X µ , the result follows.
