Introduction
Nowadays the development of immunology and medicine is very fast. New treatments and new drugs are being created, which requires long-lasting exper-iments and clinical trials on animals and humans in order to check the effects of a given medication or a therapy. Sometimes this can lead to undesirable effects in some participants of these experiments or trials. The mathematical modeling approach allows the experimental work to be performed by the use of mathematical models instead of using animals or humans. The results of such experiments become known very quickly. If they are negative there is no need to perform experiments with patients who are desperate due to the applied medical treatment and agree to try anything new, though it is uncertain what will be its results. This requires the creation of new mathematical models in this area and developing and improving existing ones. The models make it possible experimenting on them, not on people.
Many mathematicians work on modeling in the area of medicine. Numerous mathematical models describing the development of cancer diseases with medical treatment and without treatment , the course of viral infections etc. have been created and used for simulation and prognosis.
In this paper we present a mathematical model describing the adaptive immune response to viral infections. The model is a modification of the complicated model presented in [2] , which is formulated in terms of kinetic type integro-differential equations. The model presented here is formulated as a system of ordinary differential equations (ODEs) and it is easier for qualitative analysis in comparison with the model in [2] . Another difference between these models is that here we suppose that the concentration of the viruses in the host organism depends not only on the concentration of the infected cells as in [2] but also on the concentration of the free viral particles entering the organism.
The paper is organized as follows. In Section 2 we present a new mathematical model of the competition between immune system and viral infection. Preliminary qualitative analysis of the model is presented. In Section 3 we present results of numerical experiments and give some conclusions and describe our future research plans.
Mathematical model
We introduce the following notations of the interacting populations considered in our model:
• x(t) -concentration of the susceptible uninfected cells of the target organ;
• y(t) -concentration of the infected cells;
• v(t) -concentration of the free virus particles;
• w(t) -concentration of antibodies (immunoglobulins) specific for the virus;
• z(t) -concentration of CTL-precursors;
• r(t) -concentration of CTL-effectors.
In our model the dynamics of the population of the susceptible uninfected cells is described by the following equation:
(
The meaning of its parameters is the following: parameter l describes the production of uninfected cells; d -the rate of decrease of uninfected cells due to their natural death; b 1 -the rate of decrease of uninfected cells due to their infection by virus. Parameter b 1 participates also in the gain term in equation (2) describing the increase of infected cells due to the infection of uninfected cells by viral particles.
The dynamics of the population of the infected cells is described by the following equation:ẏ
Parameter a characterizes the decrease of concentration of infected cells due to their natural death; p -the rate of decrease of infected cells due to their destruction by CTL-effectors.
The dynamics of the concentration of free virus particles is described by the following equation:v
The meaning of its parameters is the following: k denotes the rate of production of virus particles inside the infected cells; q -the decrease of virus particles due to their neutralization by antibodies; s -the decrease of concentration of the virus particles due to their natural death.
The dynamics of the concentration of antibodies is described by the following equation:ẇ (t) = gv(t)w(t) − hw(t).
We assume that the production of antibodies depends on the amount of viruses. The meaning of the parameters is the following: g characterizes the production of antibodies; h -the rate of their natural death.
The dynamics of the concentration of cytotoxic T lymphocytes is described by the following equations:
Parameters c and m denote the rates of production of precursor (CTLp) and effector (CTLe) cytotoxic T lymphocytes, respectively. Note that the rates of production of both subpopulations are proportional not only to the concentration of the infected cells, but also to the concentration of the precursor CTL. Parameters b and n denote the rate of natural death of CTLp and CTLe, respectively. Since the precursor CTL are responsible for the establishment of CTL memory, we suppose that c << n (CTLp are assumed to live much longer than CTLe).
We suppose that the parameters of the model system (1) -(6) are nonnegative constants and parameter l is positive. We look for solution such that the unknown functions are continuously differentiable with non-negative initial conditions. Now we formulate two theorems concerning the properties of the solutions to initial value problem related to the system (1) -(6). The first theorem treats the non-negativity of the solutions. Proof. Consider equation (1) . Let us assume that there exist values of t > t 0 such that x(t) < 0. From the initial condition x(t 0 ) > 0 and the continuity of the function x(t) it follows that there exists an instant in time t 1 > t 0 at which x(t) changes its sign, x(t 1 ) = 0 and let t 1 be the smallest value of t for which x(t 1 ) = 0. From here we would haveẋ(t 1 ) ≤ 0. This would be a contradiction with equation (1) from which follows thaṫ
Therefore the assumption about the possible negativity of x(t) is incorrect.
From equation (3) it follows that:
[ky(u)−qw(u)−s]du ≥ 0 for t ≥ t 0 .
From equation (4) it follows that:
From the non-negativity of x(t) and v(t) the non-negativity of y(t) follows the non-negativity of x(t) and v(t) the non-negativity of y(t) follows, since from equation (2) we obtain:
From equation (5) the non-negativity of z(t) follows, since
Similarly, from equation (6) the non-negativity of r(t) follows, since
because y(t) ≥ 0 and z(t) ≥ 0.
The second theorem is related to the existence and uniqueness of the solution to model system (1) -(6).
Theorem 2. For every T > t 0 , in the interval [t 0 , T ] there exists an unique continuously differentiable solution to the system (1) -(6) with initial conditions
Proof. The local existence of the solution follows from the continuity of the right-hand sides [1] . The uniqueness of the solution follows from the continuity of the partial derivatives of the right-hand sides with respect to the unknown functions [1] .
In order to prove the global existence we need to find a priori bounds of the solution. It can be shown that the functions x(t), y(t), v(t), w(t), z(t) and r(t) are bounded on [t 0 ; T ], therefore they attain their maximal and minimal values on [t 0 ; T ]. Let us denote their maximal values with X, Y , V , W , Z and R respectively.
The following a priory bounds can be established for the solution on [t 0 , T ]. First, we haveẋ
therefore
which means that x(t) is bounded from above on the interval [t 0 , T ]. After summing eqs. (1) and (2) we obtain:
and therefore
From here it follows that y(t) is also bounded from above on the interval
From eq. (3) it follows thaṫ
which leads to:
and therefore v(t) is also bounded from above on the interval [t 0 , T ], v(t) ≤ V , where
From eq. (4) it follows thaṫ
From eq. (5) it follows thaṫ
From eq. (6) it follows thaṫ
Therefore the system (1) -(6) behaves not worse than a linear system. Hence a global solution on [t 0 ; T ] exists, which is unique.
Numerical experiments and discussion
The Cauchy problem (1)-(6) consisting of six nonlinear ODE is solved numerically. The system is solved by using the code ode15s from the Matlab ODE suite with RelT ol = 10 −3 and AbsT ol = 10 −4 . ode15s is a multistep solver using numerical differential formulae (see, e.g. [3] ). We simulate two cases of disease treatment: without vaccination, setting z(0) = 0.001, and with vaccination at t = 0, z(0) = 0.1. In the second case the concentration of CTLp is higher due to the vaccination. The dynamics of the infected cells in the first case is shown in Fig. 1 and in the second case -in Fig.  2 . The obtained results show that providing vaccination can lead to fast decrease in the concentration of infected cells and enhance the immune response.
In our future work we plan to apply the model to specific clinical data.
