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ABSTRACT
A novel image reconstruction algorithm from edges (image gradients) follows from the
Sokhostki-Plemelj Theorem of complex analysis, an elaboration of the standard Cauchy
(Singular) Integral. This algorithm demonstrates the use of Singular Integral Equation
methods to image processing, extending the more common use of Partial Differential
Equations (e.g. based on variants of the Diffusion or Poisson equations). The Cauchy-
Integral approach has a deep connection to and sheds light on the (linear and non-linear)
diffusion equation, the retinex algorithm and energy-based image regularization. It ex-
tends the commonly understood local definition of an edge to a global, complex analytic
structure – the analytic edge – the contrast weighted kernel of the Cauchy Integral. Super-
position of the set of analytic edges provides a "filled-in" image which is the piece-wise
analytic image corresponding to the edge (gradient data) supplied. This is a fully parallel
operation which avoids the time penalty associated with iterative solutions and thus is com-
patible with the short time (about 150 milliseconds) that is biologically available for the
brain to construct a perceptual image from edge data. Although this algorithm produces
an exact reconstruction of a filled-in image from the gradients of that image, slight modi-
fications of it produce images which correspond to perceptual reports of human observers
v
when presented with a wide range of "visual contrast illusion" images.
vi
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CHAPTER 1
INTRODUCTION
1.1 Background
This paper addresses the problem of image reconstruction from a contrast weighted edge
map (e.g. the gradient). A novel algorithm is proposed and developed that has a rigorous
mathematical foundation. This algorithm produces a piece-wise harmonic image that has
identical edge structure to the data provided. Small modifications to the algorithm, such as
changing the orientation normalization of the the input data, provide qualititative accounts
for a variety of visual illusions.
Before diving into this novel approach, it is useful to outline what exactly is meant
by visual image reconstruction. Visual image reconstruction has been examined from a
variety of perspectives and many terms have been used historically to discuss it, to include
filling-in, denoising, in-painting, and more. For instance, visual image reconstruction
often focuses on the challenge of filling-in, or creating a visual scene from incomplete
input stimuli. Pessoa et al (Pessoa, Thompson, & Noë, 1998) specifically discuss the
term filling-in as implying a number of concepts to include (i) describing what a person
perceives, (ii) describing what the brain is actually doing, and (iii) explaining perceptual
completion. These are briefly examined to provide background for the general effort of
visual image reconstruction.
1.1.1 What a Person Perceives
Describing what a person perceives is a common definition for filling-in. This definition
has been heavily used to account for perceptual illusions within the psychophysical liter-
1
2Figure 1.1: Craik-O’Brien-Cornsweet Image with the image intensity depicted on top.
ature. For instance, a classic perceptual illusion is the Craik-O’Brien-Cornsweet Effect
(COCE) where an intensity cusp in the center of the image (see Figure 1.1, the blue in-
tensity graph at the top of the image) causes the entire right half of the image to appear
brighter than the left half, even though the image intensity is the same on both sides away
from the cusp. In such an example, one claims that they perceive the left half to be filled-in
with a darker rectangle than the right half. (Note that the illusion is best seen by staring
at the center of the image). The COCE illusion figure makes clear one of the problems
involved in discussing these types of illusions. The "perceived" stimulus is different from
the "veridical" stimulus (i.e. the point by point intensity, or the output of a photometric
measurement of this point-by-point intensity). One standard way of presenting the differ-
ence between veridical and perceived image structure is via a "slice" through the image,
in order to show the pixel intensity values of the veridical and perceptual images along the
slice line. We will follow this illustrative method throughout the rest of this document.
31.1.2 What the Brain is Actually Doing
The second common definition is describing what the brain is actually doing. For this def-
inition, a number of computational models (see for instance (Cohen & Grossberg, 1984;
Grossberg & Mingolla, 1985; Grossberg & Todorovic´, 1988; Horn, 1974; Land & Mc-
Cann, 1971; Perona & Malik, 1990; Blakeslee & McCourt, 1997; Dakin & Bex, 2003;
Limare, Petro, Sbert, & Morel, 2011)) have been developed to explain psychophysical
and/or psychologicala observations. These models are explored later from a historical per-
spective to track the emergence of common concepts throughout the models. They are also
explored to understand when they succeed and fail to properly reproduce psychophysical
and neurobiological results.
1.1.3 Perceptual Completion
Perceptual completion is related to the first definition in that it deals with the perception
of the image, however, in this case, a person perceives something even though there is
an absence of visual stimuli. Neon color spreading (Figure 1.2) is a common example of
perceptual completion (Grossberg & Mingolla, 1985; Nakayama, Shimojo, & Ramachan-
dran, 1990; Cornelissen, Wade, Vladusich, Dougherty, & Wandell, 2006; von der Heydt,
Friedman, & Zhou, 2003a). In this illusion, an observer perceives a completed neon circle
even though no such completed circle actually exists, but rather only neon circular sectors
from the four surrounding circles. Such perceptual completion also occurs in our retinal
blind spots due to the lack of photoreceptors in the retina where the optic nerve leaves the
eye and connects to the lateral geniculate nucleus. Despite the fact that we have such a
blind spot, the brain reconstructs the dead space with surrounding information, creating a
continuous perception for us.
4Figure 1.2: Neon Color Spreading
1.1.4 Visual image reconstruction, Stimuli, & Results
All of these definitions of filling-in involve image reconstruction, although during some
of the processes the input stimuli might be complete or incomplete. Regardless, the in-
put stimuli intensity values are transformed into veridical or perceptual intensity values.
The current proposed research focuses on this common factor of reconstructing images
and postulates that the brain is actually processing light intensity gradient information,
or contrast, as the primary information content. These edge data (e.g. obtained from the
image gradient) are then fed into a singular integral equation algorithm (i.e. based on the
Cauchy Integral) that, in effect, is able to use boundary information to recreate surfaces.
From a practical, computer modeling perspective, the contrast is captured as image pixel-
wise gradient vectors containing both a magnitude and a directional term. This approach is
conceptually consistent with the original findings of Hubel and Wiesel when they observed
that primary visual cortex cells principally respond to discontinuities and not uniformity
in visual scenes (Hubel & Wiesel, 1962, 1968). The “edges” described by Hubel and
Wiesel come both as symmetric and assymetric responses. Here, we are referring to the
5assymetric response. Any form of weighted edge representation will work, but we use,
for computational simplicity, the gradient operator. The gradient information appears to
be a critical factor when it comes to visual scene construction. For full neurobiological
implementation, this concept must be expanded to consider a continuous solution versus
the discrete/point-wise approximation and also expanded to include a space-variant ap-
proach that is consistent with the higher concentration of retinal cells in the fovea versus
the periphery of the eye. These extensions are discussed in Chapter 4, the future research
section.
One logical approach towards decomposing this problem is to consider the axes of vi-
sual image reconstruction type (veridical and perceptual) versus the completeness of the
available stimuli (complete and incomplete stimuli). For the purposes of this work, the
primary focus is on the reconstruction of scenes given complete stimuli. Scenes where
only partial stimuli are available will not be directly addressed in this research but rather
discussed in Chapter 4, the future research section. Table 1.1 shows the foci of this re-
search. It also lists what are considered the other major approaches that will be discussed
and briefly reviewed in this research: perceptual filling-in and image denoising. The for-
mer includes many attempts to create neurobiologically plausible models that can account
for human visual perception, i.e. perceptual completion as noted above, or often called
perceptual filling-in. In this case, the output results are perceptual, i.e. what the human is
seeing. The second case, image denoising, is squarely situated in the computer vision side
of algorithms, where input scenes are noisy and the goal is to reconstruct veridically accu-
rate scenes. These image denoising algorithms will not be thoroughly reviewed, minus one
exception, as the goal of these is not to be neurobiologically plausible. The one exception
will be to review the in-painting denoising algorithm as that has become a predominant
algorithm in use for denoising.
6Technique Output Result Input Stimuli
Complete Incomplete
Singular Integral Equation Veridical X
Perceptual X
Perceptual Filling-In Veridical
Perceptual X X
Image Denoising Veridical X
Perceptual
Table 1.1: Visual Image Reconstruction Techniques and Goals
1.2 Biological Constraints
When considering possible mathematical algorithms for visual image reconstruction ap-
plied to the human visual system, one should consider the biological constraints that would
restrict possible solutions. It is one thing for a computer to be able to reconstruct a scene,
where one might be able to process data for extended periods of time using a variety of
computer architectures and infrastructure. It is another thing for the human visual system
to be able to recreate visual scenes in a timeframe that equates to our ability to perceive
a scene within the confines of the human brain. Algorithms that are developed to solve
the human visual image reconstruction problem fundamentally must be able to meet the
temporal demands of the human visual system. This challenge is known as the percep-
tual framing problem. Historical experimental evidence suggests that humans ability to
perceive visual scenes can occur very rapidly, on timescales as fast as 58ms in certain cir-
cumstances (Robinson & de Sa, 2008). A good working timeframe for how fast humans
can perceive scenes visuals appears to be in the 100-150ms range (Thorpe & Imbert, 1989;
Rolls, Perrett, Caan, & Wilson, 1982; Oram & Perrett, 1992).
Despite knowing this perceptual framing timescale, several of the approaches towards
visual image reconstruction have taken a diffusion-based approach for solving this prob-
7lem. This approach however is problematic as diffusion is inherently a random-walk pro-
cess and is quite slow. Diffusion is governed by Ficke’s Law as depicted in equation 1.1:
Ms =−Ds∂cs∂x (1.1)
where Ms is the diffusion flux, Ds is the diffusion coefficient, and cs is the concentration
of the substance (Hille, 2001). Ficke’s law governs how quickly a substance will diffuse
across an area. Of particular importance is Ds, the diffusion coefficient. In two dimensions,
this works out to be the following:
Ds =
λ 2
4τ
(1.2)
where λ is the mean distance traveled by the substance after a time τ , and τ is the time
elapsed since the diffusion process began. A typical neural lamba, or step, size would be
on the order of 10’s of microns and a typical neural time constant is on the order of 20ms.
Combining these together would yield the following neural diffusion constant:
Ds =
(1x10−5m)2
4∗ (2∗10−2s) = 1.25x10
−9m2/s
Noting that the spreading of diffusion is determined by:
c(x, t)∼ exp(− λ 2
4Dst
)
This yields the Full Width Half Maximum (FWMH) of the diffusion as equal to 2.36σ
where σ =
√
Dst. So if we were to consider that the diffusion would have traversed 1cm,
at FWHM, this would yield:
FWHM = 2.36σ = 2.36
√
Dst = 10−2m
8Solving for t given the diffusion constant determined above yields:
t =
1
1.25∗10−9m2/s
[10−2m
2.36
]2
= 14,400s
Therefore it would require 14,400 seconds, or 4 hours, for a signal to diffuse across
1cm. This is obviously much longer than the working visual scene perception of 100-
150 milliseconds. Additionally, even if one were to significantly alter the lamba and time
constant input parameters, while still keeping them biologically realistic, there is no con-
ceivable way to dervice a value for t that is close to the required timeframe for visual
scene perception. Therefore diffusion is most likely not the underlying physical mecha-
nism that governs human visual image reconstruction. This poses a significant problem for
many of the proposed algorithms that are iterative in nature and subject to these constraints
(such as diffusion and other partial differential equation algorithms) (see (Fischl, Cohen,
& Schwartz, 1997) for a treatment of PDE stability).
A variety of additional evidence also exists that must ultimately constrain any solution
to biological vision. These contraints include constructs such as orientation, receptive
fields, contrast sensitivity functions, space variance, and the retinotopic mapping of the
human visual system. As the primary goal of this research is to establish a non-iterative
visual image reconstruction algorithm, these topics are primarily left as discussions points
in section 4, the future research section.
1.3 Problem Statement
The goal of this effort is to take input data and recreate a visual scene from this data. This
can be articulated as follows:
• Given an unknown image I(x,y), consider the image in terms of its edge structure,
which is given here by its gradient, ∇I(z). Note that for our purposes, I(x,y) = I(z),
9where z is a complex number representing image pixel location in complex space,
i.e. z = x+ iy. This I(z) nomenclature will be used throughout this report as it
allows for a direct interpretation with the singular integral equations used in the new
algorithm.
• We find a piece-wise (i.e. sectionally) complex analytic function F(z) whose real
part ℜF(z) = H(z) such that:
– H(z) is a harmonic function that satisfies the Laplacian equation, in this case:
∇2H(z) = 0
– The gradient of ∇H(z) = ∇I(z)
– H(z) (and F(z) for that matter) have a “jump” discontinuity at each edge, equal
to the contrast at that edge.
– The imaginary part of F(z), ℑF(z), represents the gradient of the original,
unknown image. In other words, at the “edges” there is a jump discontinuity;
away from the edges, the image function is holomorphic (complex analytic).
The solution to this problem is based on an application of singular integral equation theory
and the Sokhotskti-Plemelj Formula of complex analysis (Kyrala, 1972). In the following,
this will be referred to, for brevity, as the Plemelj formula or theorem. The solution pro-
vided by the Plemelj formula is phrased in terms of what we call the analytic edge: it is a
sectionally complex analytic function excluding the branch cut between [a,b] of the form
F(z) = 12piica,b log
z−b
z−a , where ca,b is the contrast (i.e.change in gray-scale) across the edge
whose end-points are [a,b]. Note that for a discretized image source such as what is used
here, these contrasts are estimated from the pixel-based gradient operator. The specific
details of this are discussed in Chapter 2.1.
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1.4 Definition of Terms
A number of terms and associated definitions are used throughout this paper. The follow-
ing psychophysical and neuroscience-related terms are used:
• Visual Image Reconstruction - Given an image input signal, and in particular for the
human visual processing system where the image input signal consists of contrast
steps, visual image reconstruction refers to the the creation of the actual image from
this input data. visual image reconstruction might occur with either complete or
incomplete stimuli.
• Filling-In - visual image reconstruction that refers to the creation of the surface from
the input data.
• Figure Ground Separation / Perception - When given two contiguous regions in the
visual field, where the edge that separates the two regions appears to be associated
with one of the regions that is called the figure, and the other region is called the
ground. In some cases, the figure appears to be closer to the visual observer than
the ground, involving depth perception (Peterson & Salvagio, 2010). Figure ground
separation is often an important component of an image’s perceptual illusion.
• Image Affter-effects - Often examined during psychophysical experimentation, these
occur when a subject is visually presented with an image stimulus, that stimulus is
removed and a new stimulus is presented, however effects of the first stimuli linger
and are still influencing the subject’s perceptions of the second stimulus. See for
instance (Francis & Ericson, 2004) for a useful discussion of image after-effects and
how their existence counter the results of many of the diffusion-based models of
filling-in and visual image reconstruction.
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• Veridical Reconstruction - Reconstruction of a visual scene whereby the reproduced
image pixels are photometrically proportional to the input stimuli.
• Perceptual Illusion / Reconstruction - Reconstruction of a visual scene whereby
the reproduced image pixels have values that are consistent with human visual per-
ception of the image. For instance, The Craik-O’Brien-Cornsweet Effect (COCE)
shown in figure 1.1 produces a perceptual effect whereby the lefthand side of the
image is darker than the righthand side due to the luminance cusp in the middle of
the image. In this case, the perceptual reconstruction is typically reported to be an
image where the lefthand side pixels have darker pixel values than the righthand side
pixels.
• Perceptual Framing Problem - As discussed previously in section 1.2, the challenge
associated with creating a visual percept from input image stimuli in a timeframe
consistent with human visual perception timeframes, roughly 100 milliseconds. This
problem represets a significant criteria by which to judge possible algorithms claim-
ing to perform biologically-realistic visual image reconstruction algorithms.
• Visuotopic Map - A visuotopic map is the spatial representation of the visual field in
a given section of the brain.
• Edge - Also known as the luminance edge for the purposes of this research, edges
are changes in luminance, or contrast, that typically occur across changes from one
surface to another. More subtle luminance contrast changes can occur intrasurfaces
as well. Edges are considered important as they can represent a change in the surface
reflectance, a change in the amount of lighting hitting the surface, or a change in the
orientation of the light hitting the surface (Palmer, 1999). For the purposes of this
research, any change in contrast between pixels is considered an edge and these
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changes are used as input to the overall visual image reconstruction algorithm.
The following mathematical terms are also used throughout this paper:
• Line integrals - In calculus, given a function to be integrated f (z) along a curve C ,
a line integral is indicated by:
ˆ
C
f (z)ds
where ds is an infinitesmal segment of the curve, C . For the purposes of this paper,
line integrals will be used as part of an edge integration process, to combine the
various edge contrast steps to derive reconstructed scene pixels.
• Singular Integral Equation - These equations have an unknown function consisting
of a singular integrand. There can be single and multi-dimensional singular integral
equations. The Cauchy Integral is a prototypical singular integral equation and the
primary equation in use throughout this research (Bitsadze & Khvedelidze, 2012).
• Cauchy Integral Formula - This singular integral equation is a definite integral of a
single variable continuous function (Solomentsev, 2011). The basic form of it is as
follows:
F(z) =
1
2pii
ˆ
L
f (t)dt
t− z (1.3)
The power of the Cauchy Integral Formula is that it allows one to calculate the value
of F(z) at any interior point, z, in an analytic region from the knowledge of all of the
values on the contour surrounding the region, indicated here by f (t), where t are the
points on the surrounding contour (Kyrala, 1972, pp. 45-47). This critical formula
is at the heart of the proposed visual image reconstruction algorithm.
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• Cauchy Principal Value - The Cauchy Principal Value is used to handle singularities
along the contour used in the Cauchy Integral Formula 1.3. Gakhov (Gakhov, 1966,
pp. 8-10) provides a clear explanation of this concept which is reviewed below in
section 2.2.3.
• Sokhotski-Plemelj equations - These equations were initially derived by Sokhotski
(Sokhotski, 1873) and then later rediscovered by Plemelj (Plemelj, 1964) during
his work on the Riemann-Hilbert problem. Given the Cauchy Integral Formula in
equation 1.3, these equations define two analytic functions, called F+(τ) and F−(τ)
that represent the limiting values of F(z) of the Cauchy Integral Formula as one
approaches the contour associated with the Cauchy Integral Formula from the left
(F+(τ)) and from the right (F−(τ)) respectively. In other words
lim
z→τ+
F(z) = F+(τ) =
1
2pii
ˆ
L
f (t)dt
t− τ +
f (τ)
2
(1.4)
lim
z→τ−
F(z) = F−(τ) =
1
2pii
ˆ
L
f (t)dt
t− τ −
f (τ)
2
(1.5)
where τ+indicates moving towards z from the left side of the contour and τ− indi-
cates moving towards z from the right side of the contour. This is depicted in figure
1.3 for τ+.
Figure 1.3: The Sokhotski-Plemelj equations and the limiting functions F+(τ) and F−(τ).
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• Complex Analytic - This refers to the idea of being analytic at a point in the complex
plane of z= x+ iy. In other words, one is able to expand a function in the vicinity of
that point into a series (Gakhov, 1966, p. xix) or the function is both single-valued
and differentiable at that point (Kyrala, 1972, p. 19).
• Holomorphism - Being holomorphic is equivalent to being analytic. Note that the
term regular is also used synonymously with holomorphic or analytic (Kyrala, 1972,
p. 19).
• Sectionally Holomorphic - Sectionally holomorphic is when a function, such as F(z)
in equation 1.3, has different limiting values when it approaches a point on contour
L from opposite sides (Kyrala, 1972, p. 245). Therefore, as noted in the definition
of the Sokhotski-Plemelj equations 1.4 and 1.5, they are sectionally holomorphic
since F+(τ) and F−(τ) have different values.
• Dirac Delta Function - In the discretized case, the dirac delta function, denoted
δ (n), can be thought of as a normalized impulse signal where all of the values are
zero except for a single value that is one, also known as the unit impulse (Barton,
1989; S. W. Smith, 1997) and is presented here since convolution is a key mathe-
matical function used as part of the analytic edge algorithm.
• Impulse Response - The impulse response is the output of a system that has the dirac
delta function (also known as the unit impulse) as its input. Note that any impulse
response can be restated as a shifted and scaled dirac delta function (Barton, 1989;
S. W. Smith, 1997).
• Convolution - Convolution is the mathematical method used to describe the impulse
decomposition of signals. Signal impulse decomposition works as follows. An input
signal is decomposed into a set of impulses. This set of impulses is a set of shifted
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and scaled delta functions. Each impulse in the set of impulses is then scaled and
shifted, resulting in an output set of impulses. Finally these output impulse signals
are then added to create a single output signal that represents the convolved signal
(S. W. Smith, 1997). Convolution is important for the purposes of this research as it
is used during our image preprocessing steps to create a gradient representation of
the image.
• Spatial Domain - This refers to the representation of the image in the spatial domain.
All of the input images start out in this domain and they may or may not be converted
to the frequency domain for alternative processing steps.
• Frequency Domain - This refers to the representation of the image in the frequency
domain.
• Neumann Problem - The Neumann problem represents a critical concept for this
research. The goal of the Neumann problem is to find the values inside a region
strictly given the normal derivatives of the values on the border or surface of that
region. This can be applied in both two and three dimensional cases and takes a
variety of interpretations in physics, for instance in finding the steady-state temper-
ature of a solid given the heat flow across the surface of a solid. In our scenario, the
goal is to find the image surface pixel values given the image edge contrast values.
The Cauchy Integral Formula in equation 1.3 provides an analytic solution to the
Neumann problem. Solutions to the Neumann problem also solve the Laplacian and
given that Laplacian solutions are often called harmonic functions, the solutions to
our visual image reconstruction will be considered harmonic images.
• Harmonic Image - A harmonic image is one that satisfies the Laplacian equation
given by equation 1.6.
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∇2I = 0 (1.6)
where I represents the image pixel intensity values.
• Isotropic Diffusion - Diffusion that progresses at the same rate in all directions or
orientations. In terms of Fick’s Law 1.1, this is the case when the diffusion parame-
ter, Ds, is a constant for all image pixels.
• Anisotropic Diffusion - Diffusion that progresses at different rates in different direc-
tions or orientations. In terms of Fick’s Law, 1.1, this is the case when the diffusion
parameter, Ds = Ds(z), i.e. it varies based on the location in the image.
• Dirichlet Boundary Condition - For a given differential equation, this condition ex-
ists when the values of the solution to the differential equation are specified at the
boundary of the domain.
• Neumann Boundary Condition - For a given differential equation, this condition
exists when the values of the derivative of a solution are specified at the boundary
of the domain.
1.5 History of visual image reconstruction Techniques
Much of twenty-first and twentieth century thinking about the nature of early visual com-
putation has focused on the concept of image “edges” and their relationship to various
image derivatives (e.g. the gradient or the Laplacian) of image intensity. Marr’s (Marr &
Hildreth, 1980) concept of the primal sketch and the importance of edges as part of these
sketches helped to solidify the importance of edge detection in visual image reconstruction
work. Given this importance, two questions naturally arise:
• How might edges be defined using image derivatives of various orders?
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• Given a set of image such edges, how might the original image be reconstructed, or
represented?
This first question has often been phrased in terms of use of the gradient, and the many
discrete implementations for these that have been suggested over the years (for example,
the Sobel operator approximation to the gradient). For this research, a number of the
discrete implementations were tested. These are outlined in chapter 2.1.
A key item when considering the second question of visual image reconstruction is that
it is an ill-posed problem. An ill-posed problem occurs when a solution does not exist, the
solution is not unique, or it does not depend contiuously on the initial data (Poggio, Torre,
& Koch, 1985; Terzopoulos, 1985, p. 315). Visual image reconstruction from a set of
edges is just such an ill-posed problem. As noted by Pessoa and Neumann (Pessoa &
Neumann, 1998, p. 424), it equates to finding how image intensity varies across space
given only local, sparse contrast estimates. Obviously infinitely many images exist which
have the same sparsely-specified gradients.
In order to solve such an ill-posed problem, the main approach has been to restrict the
class of possible solutions by assuming certain a-priori knowledge. Regularization is the
term typically given for attempting to use such a-priori knowledge to convert an ill-posed
problem into a well-posed problem. Therefore, the task of visual image reconstruction is
governed by regularization. The particular a-priori knowledge that is at play for visual
image reconstruction is the Laplace equation 1.6, ∇2I(z) = 0. This indicates that the
second derivative of the initial image intensity input values must equate to zero. As noted
above, solutions to the Laplacian are known as harmonic solutions, so solving the visual
image reconstruction problem will in effect produce harmonic images. What is important
to note is that, while over the years a number of different approaches for solving the
visual image reconstruction challenge have been proposed, many can be interpreted as
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having to solve the Laplace equation and thus producing harmonic images. These various
approaches are now outlined, to include the interpretations for how they solve the Laplace
equation.
1.5.1 “Energy”-based methods
These methods (Blake & Zisserman, 1987) seek an image constrained by a minimum of
the integrated squared gradient of the image (Pessoa & Neumann, 1998, p. 424). Regular-
ization methods, in which the image “Energy”, i.e. the value of
´ ´
dxdy∇I(x,y) ·∇I(x,y)
, is minimized, provide a harmonic function. This is because, for an image I(x,y), the en-
ergy, E = argmin
´ ´
ΩL((∇I(x,y),x,y)), with (Lagrangian) L = ∇I(x,y) ·∇I(x,y) subject
to specified boundary conditions on the image must satisfy the local partial differential
equation (Euler-Lagrange) (Neumann, Pessoa, & Hansen, 2001):
− ∂
∂x
∂L
∂ I,x
− ∂
∂y
∂L
∂ I,y
= 0 (1.7)
Inserting the value for L given above (the “energy” Lagrangian) indicates that, for
the Lagrangian, or regularizing (penalty function) chosen above as L = ∇I(x,y) ·∇I(x,y),
requires the solution to equation 1.7 to be harmonic:
∇2I(x,y) = 0
1.5.2 Diffusion-based algorithms
Diffusion-based algorithms seek to “diffuse” (either isotropically or anisotropically and
either linearly or nonlinearly) image values away from a given edge set to produce a “filled
in” image. Diffusion has primarily been used to reconstruct surfaces, with the earliest
mathematical formalisms provided by Cohen and Grossberg (Cohen & Grossberg, 1984).
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Since then, a variety of extensions to this basic concept have been attempted. Keys ones
are outlined below.
• Linear, Isotropic - The original Cohen/Grossberg Boundary Contour System (BCS)
/ Feature Contour System (FCS) model relied upon a linear, isotropic diffusion ap-
proach. In this case, the diffusion coefficient is a constant, c. The linear diffusion
equation is c∇2I(x,y)+ ∂t(x,y) = 0 and reduces to the harmonic condition once it
reaches a steady-state:
∇2I(x,y) = 0
• Nonlinear, Anisotropic - Perona and Malik (Perona & Malik, 1987, 1990) modified
the diffusion approach to use nonlinear, anisotropic diffusion. For this, the diffusion
coefficient is not merely a constant, c, but rather it is a function of the magnitude
gradient of the image brightness:
c(x,y, t) = g(||∇I(x,y, t)||) (1.8)
Due to the nonlinear nature of these variations, one is not able to state that the so-
lutions are always harmonic. Many extensions have been developed to the basic
Perona-Malik nonlinear, anisotropic diffusion approach, such as (Alvarez, Lions, &
Morel, 1992; Nitzberg & Shiota, 1992; Alexander, Bourke, Sheridan, Konstandatos,
& Wright, 2004; Bugeau, Bertalmío, Caselles, & Sapiro, 2010; Bertalmio, Sapiro,
Caselles, & Ballester, 2000; Neumann & Pessoa, 1998; Neumann et al., 2001). Nev-
ertheless, as with the linear, isotropic approach, these nonlinear anisotropic solution
are still constrained by their serial processing and high computational costs, making
them biologically unrealistic.
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1.5.3 Scale space and Laplacian pyramid-based methods
Scale-space based methods, related to the Laplacian pyramid-based methods (Burt &
Adelson, 1983), have been shown to be closely related to the isotropic diffusion equa-
tion (Koenderink, 1984). As such, they inherit its harmonic property in the sense that the
steady state ( t → ∞) result of applying diffusion, while “fixing” image gradient values
(Neumann boundary conditions) or “fixing” image gray scale values (Dirichlet boundary
conditions) is a harmonic function. A steady state, the linear diffusion equation (with
Diffusion constant c) c∇2I(x,y)+∂t(x,y) = 0 reduces to the harmonic condition
∇2I(x,y) = 0
The Laplacian pyramid method (Burt & Adelson, 1983; Fischl & Schwartz, 1997), in
particular, connects to the diffusion formalism since the Green’s Function for the isotropic
(infinite boundary condition) diffusion equation is the Gaussian function. Therefore, the
difference of Gaussian operator used to construct a Laplacian pyramid is the “time” or
“scale” iteration of diffusion.
1.5.4 Lateral Inhibition
In the biological imaging literature, Hartline and Ratliff (Hartline & Ratliff, 1958) intro-
duced the concept of lateral inhibition. This was based on their micro-electrode obser-
vations of the eye of the horshoe crab, in terms of neurons in this eye transducing visual
excitation in terms of the difference of the value of light intensity falling on that neuron,
subtracted from the average level of activity in the neighborhood of that neuron. The con-
nection of Hartline and Raltiff’s equations and the Laplacian operator can be understood
in terms of the finite difference representation of the one dimensional (for simplicity) sec-
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ond derivative asΨ′′(x)∼ 12
[
Ψ′(x+ 12)−Ψ
′
(x− 12)
]∼ 12[12[(Ψ(x+1)−Ψ(x)]− 12[Ψ(x)−
Ψ(x−1)]]∼−12Ψ(x)+ 14[(Ψ(x+1)+Ψ(x−1)] - the Laplacian provides the difference
of a function at a point and the average of its values in the neighborhood of that point.
More recently, lateral inhibition has been shown to cause a rebound spiking in neurons
that are postulated to be the cause of surface filling-in (Supèr & Romeo, 2011). Using
a spiking neural network with Izhikevich-style neurons (Izhikevich, 2003), the authors
provide data indicating that their model accounts for the retinal blind spot filling-in, the
color dove illusion, and the unfilled flicker illusion.
1.5.5 Spatial Frequency Filtering
Spatial frequency filtering grew out of the idea that the human visual system was per-
forming fourier analysis and thus operating in the frequency domain on the input data
(Westheimer, 2001). This led to the rise of a variety of spatial frequency filtering ap-
proaches to visual scene recreation.
• MIDAAS Model - (Kingdom & Moulden, 1988; Moulden & Kingdom, 1990, 1991;
Kingdom & Moulden, 1992) - Kingdom and Moulden use multiple scales of spatial
frequency filtering, where each scale computes it’s own perception of image bright-
ness relationships and then the different scale results are combined.
• Local Energy Model - (Morrone & Burr, 1988) - Morrone and Burr’s model has
even and odd symmetric filters that encode lines and edges in fourier frequency
space.
• Oriented Difference of Gaussians (ODOG) - (Blakeslee & McCourt, 1997; Blakeslee
& Mccourt, 1999, 2001, 2003; Blakeslee & McCourt, 2004) - Blakeslee and Mc-
Court devised a model consisting of seven oriented difference of gaussians (DOG)
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spatial frequency filters. The oriented DOGs are anisotropic and the results from
the different scales are combined nonlinearly. The filters were specifically tuned to
lower spatial frequencies than the previous models (by Kingdom and Moulden for
instance).
• Natural Image Statistics - (Dakin & Bex, 2003) - Dakin and Bek amplify the low
spatial frequency structure of the Craik-O’Brien-Cornsweet Effect (COCE) image
to produce the proper perceptual effect. Their model relies on the fact that the spatial
frequency amplitude scales in inverse proportion to the spatial frequency, as given
by equation 1.9, commonly known as the 1/ f statistic:
amplitude( f ) =
c
f α
(1.9)
• Locally Normalized / Frequency-Specific Locally Normalized / Un-normalized
ODOG (LODOG / FLODOG / UNODOG) - (Robinson, Hammon, & de Sa, 2007) -
Extended the Blakeslee/McCourt ODOG model by providing a more neurally plau-
sible normalization that is constrained to nearby receptive fields and also by spatial
frequencies.
• Brightness Induction Wavelet Model (BIWaM) - (Otazu, Vanrell, & Alejandro Pár-
raga, 2008) - Calculate and combine three primary features for visual image recon-
struction: spatial frequency, spatial orientation, and surround contrast using mul-
tiresolution wavelet decomposition. Interestingly, they fix their model parameters
and use the same values to work across all of their explained perceptual illusions.
1.5.6 Green’s Function Integral Equation
This model introduced an approximated Green’s Function integral equation method that
was developed to avoid some of the problems with non-linear diffusion, e.g. the need for
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an ad-hoc stopping criterion, and the iterative nature of the partial differential equation
approach, which tended to make this approach infeasible for real-time application (Fischl
& Schwartz, 1997, 1999). When combined with space-variant imaging (e.g. log-polar
imaging), these approaches could provide many orders of magnitude of speed-up, making
these techniques feasible in real-time applications.
1.5.7 Analytic Edge Algorithm (the proposed model)
The Plemelj-Sokhotski provides a harmonic image constrained by its set of gradient val-
ues, via the use of singular integral equations of the Cauchy type (Gakhov, 1966). Given a
measure (real) image gradient I′(z), then a harmonic function that possess this derivative
is given by the singular (Cauchy) integral as ℜH(z0) =ℜ 12pii
´ ´
Ω dz
I′(z)
z−z0 , as we will show
follows from the Plemelj-Sokhotski theorem and its infinitesimal approximation.
1.5.8 Retinex algorithm
Land and McCann (Land & McCann, 1971; Land, 1977, 1986b) introduced the Retinex
algorithm as a means for recovering the surface reflectance of images. The basic formalism
considered the luminance (L=observed image intensity) as the product of the illumination
(I = incident light) and the reflectance (R = surface reflection) (equation 1.10).
L(x,y) = I(x,y) ·R(x,y) (1.10)
Given the observed image intensity, the goal was to try and recover the surface re-
flectance. The following enhancements have been made to the Retinex approach (Zosso,
Tran, & Osher, 2013):
• Original - (Land & McCann, 1971; Land, 1977, 1986b) - In the original algorithm,
the thresholded log of the contrast steps along a continuous path between two pixels
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are summed. For a given target pixel, these sums are then averaged to determine the
reflectance of that target pixel for a given waveband. This process is accomplished
three times, once each for three unique wavebands. Note that the thresholding makes
the algorithm disregard smoothly changing gradients/colors. A reseting function is
also included that is triggered whenever the chain of pixel intensity value ratios is
greater than one than a defined threshold, then the cumulated lightness is reset to 1
at that point (Provenzi, Carli, & Rizzi, 2005)). This forces a reseting of the local
reference for the color white. The remainder of the classes of retinex algorithms
are divided into thresold-based v. reset-based algorithms, algorithms that calculate
the lightness as a ratio of the local intensity versus the average, circular, nearest
neighbor intensity values, and algorithms that optimize energy functionals to extract
the illumnation and reflectance variationally (Zosso et al., 2013).
• Threshold-based Partial Differential Equation (PDE) - (Horn, 1974; Morel, Petro,
& Sbert, 2010; Limare et al., 2011) - Morel et al demonstrate that retinex is equiv-
alent to a linear Poisson equation with Neumann boundary conditions when the
retinex paths are considered symmetric random walks. Horn thresholds the scalar
Laplacian whereas Morel thresholds the gradient components prior to their diver-
gence calculation (Zosso et al., 2013).
• Reset-based (Random Walk) - (Frankle & McCann, 1983; Funt, Ciurea, & McCann,
2004) - In these models, thresholding is disgarded and only resetting is used.
• Center-Surround - (Land, 1986a) - This approach takes its origins from the work
done with lateral inhibition. Here the local reflectance is found by taking the ratio
of the local intensity versus an average of the nearest, circular neighbors intensity
values.
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• Variational - (Kimmel, Elad, Shaked, Keshet, & Sobel, 2003) - Variational Retinex
attempts to provide explicit formulae for handling the priors of regularization theory,
given that recovering the reflectance from the luminance is an ill-posed problem.
(Zosso et al., 2013) notes that this becomes an optimization between reflectance
gradient fidelity and sparsity penalties.
1.5.9 Inpainting
The inpainting technique was created by (Bertalmio et al., 2000) as a means for repair-
ing damaged photographs and damaged paintings as well as for removing objects from
visual scenes. Its application is in computer vision. It uses the concepting of prolonging
isophotes (or the lines of constant brightness) into the regions to be reconstructed. During
this process it also tries to preserve the angles between the lines. It uses a diffusion step
when determining the appropriate directions for the isophote extensions. Bertalmio et al
(Bertalmio, Vese, Sapiro, & Osher, 2003) extended this original inpainting algorithm to
incorporate a texture processing stream as well. This was further extended (Bugeau &
Bertalmio, 2009) to include diffusion along the isophotes. While inpainting has proven
very successful in its target applications, it nevertheless is an approximation technique for
recovering lost pixels.
Table 1.2 shows a comparison of the various visual image reconstruction models.
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Name Reference Technique Details
Retinex (Land & McCann, 1971) Retinex very slow, Irrotational image structure
BCS/FCS (Cohen & Grossberg, 1984) Diffusion Linear, Isotropic, Passive
GNC (Blake & Zisserman, 1987) Energy Min-
imization
Scale-Space
Anisotropic
Diffusion
(Perona & Malik, 1987) Diffusion
Scale-Space
Nonlineader, Anisotropic, Passive
Phase-Dependent
Energy Model
(Morrone & Burr, 1988) Spatial
Frequency
Filtering
Phase-dependent filters
MIDAAS (Kingdom & Moulden, 1992) Spatial
Frequency
Filtering
Scale-Space
Directional
Filling-In (DFI)
(Arrington, 1996) Diffusion BCS/FCS with directional filling-in terms
and ON / OFF channels
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Name Reference Technique Details
DOG (Blakeslee & McCourt, 1997) Spatial
Frequency
Filtering
Scale-Space
Multi-Scale Difference of Gaussians
Green’s Function
Approximation
(GFA)
(Fischl & Schwartz, 1997) Green’s
Function
Integral
Equation
Direct input - output mapping, bypass
diffusion iterative steps
Order of magnitude faster than diffusion
Confidence-Based
Filling-In
(Neumann & Pessoa, 1998) Diffusion On + Off Channels for filling-in,
Linear, Anisotropic
very slow
ODOG (Blakeslee & Mccourt, 1999) Spatial
Frequency
Filtering
Scale-Space
Multi-Scale Oriented Difference of
Gaussians
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Name Reference Technique Details
Offset Filter (Fischl & Schwartz, 1999) Green’s
Function
Integral
Equation
Extend the GFA to include an offset filter to
boost the contrast between adjacent regions
& not blur boundaries
Order of magnitude faster than GFA
Multi-Resolution
Confidence-Based
Filling-In
(Sepp & Neumann, 1999) Diffusion
Scale-Space
On + Off Channels for filling-in,
Multiple spatial scales
Inpainting (Bertalmio et al., 2000) Isophote
extensions
Preserve angles
Anisotropic diffusion for direction
determination
Structure only
Inpainting with
Texture
(Bertalmio et al., 2003) Isophote
extensions
Preserve angles
Anisotropic diffusion for direction
determination
Structure + Texture
Variational
Retinex
(Kimmel et al., 2003) Retinex
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Name Reference Technique Details
Natural Image
Statistics
(Dakin & Bex, 2003) Spatial
Frequency
Filtering
Amplify low spatial frequency
Retinex Pyramids (Funt et al., 2004) Retinex Very fast
Linear
Programming
(Tsuda & Ratsch, 2005)
Gated Blurring (Grossberg & Hong, 2006) Diffusion Long-Range Horizontal Connections either
use Diffusion or Active Propagations
LODOG
FLODOG
UNODOG
(Robinson et al., 2007) Spatial
Frequency
Filtering
ODOG with neurally plausible
normalizations
BIWaM (Otazu et al., 2008) Spatial
Frequency
Filtering
Multiresolution wavelet decomposition
Inpainting with
Texture Synthesis
+ Diffusion
(Bugeau & Bertalmio, 2009) Isophote
extensions
Diffusion
Preserve angles
Anisotropic diffusion for direction
determination
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Name Reference Technique Details
Retinex PDE (Morel et al., 2010) Retinex Very fast, Explicitly a Harmonic solution
Illuminance is smoothly varying (Zosso et
al., 2013, p. 2)
Rebound Spiking (Supèr & Romeo, 2011) Lateral
Inhibition
Izhikevich simple spiking model
(Izhikevich, 2003)
Edge Integration
Theory
(Rudd & Arrington, 2001;
Rudd & Zemach, 2004; Rudd,
2013)
Retinex
Table 1.2: Comparison of visual image reconstruction models (in chronological order)
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1.6 Advantages of Current Model
This brief review shows that the properties of harmonic functions, and the Laplacian oper-
ator, have played a central role in understanding the relationship of image edges to global
image properties. However, the analytic edge approach to harmonic image analysis has
several advantages over the earlier methods (the details of which are detailed in Chapter
2.1). The overall synopsis of the advantages includes:
1. The solution is not iterative, as is typically the case for the diffusion equation and
regularization approaches– it is a one step integration which is fully parallelizable,
similar in goal to Green’s function methods for image reconstruction (Fischl &
Schwartz, 1997).
2. It avoids the need to specify a “stopping criterion”, which is required by diffusion
equation approaches (Cohen & Grossberg, 1984).
3. The gradient structure of the image is exactly preserved without need to provide
heuristic modifications of the diffusion constant, and the subsequent complication of
a non-linear and non-isotropic diffusion equation, a device that had been introduced
to avoid unwanted “smoothing” across image “edges” (Perona & Malik, 1990), is
avoided.
4. The concept of edge is generalized from the local to the global. Since each edge
affects all locations in the image, problems related to “filling-in” essentially dissap-
pear, replaced by the problem of “filling-out”, i.e. of producing sharp, perceptually
relevant regions from global and fuzzy long range edge structures.
5. Another aspect of this approach is that it introduces the notion of an analytic edge,
which extends the usual combinatorial definition of an edge as a weighted, directed
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segment between endpoints [a,b] to include a global analytic structure determined
by the kernel of the Cauchy integral. Superpositions of these global analytic edges
can then represent arbitrary natural images whose harmonic structure is guaranteed
by the analytic structure of the edge elements themselves.
6. The image reconstructions derived from gradient values resemble the visual per-
cepts experienced by human subjects, and applying normalization within gradient
magnitude orientation bins produces image solutions which, in some cases at least,
correspond to the “illusory” percepts reported by human subjects.
CHAPTER 2
ALGORITHM
2.1 Background
I will begin with some background on the Cauchy Integral, the Sokhotski-Plemelj The-
orem, and background details concerning the numerical implementation of Cauchy type
singular integrals. Then, the analytic edge will be defined via integrating the Sokhotski-
Plemelj formula between fixed endpoints [a,b] for a constant image “step” ca,b (i.e. con-
trast) across the edge [a,b], yielding the functional form for the analtyic edge as ca,blog z−bz−a .
The Sokhotski-Plemelj formula can also be integrated in closed form for more complex
boundary conditions of the contrast ca,b(z), including the general power law ca,b(z) = zn.
Then, the general result for an image represented by its gradients at each pixel will be
developed, via discretization of the Sokhotski-Plemelj Formula.
2.2 Mathematical Algorithm
I will follow the discussion of the Sokhotski-Plemelj1 Formulae presented in (Kyrala,
1972, pp. 245-248) and (Gakhov, 1966, pp. 7-25).
2.2.1 Schematic
Consider an open (or closed) contour L, where the interior (left-side) of the contour is
denoted as D+, and the exterior (right-side) denoted as D− (see figure 2.1).
1Kryala, following the Western conventions, uses the term Plemelj formula, but Gakhov makes the point
that Sokhotski was an independent source of these ideas. We use the term Sokhotski-Plemelj here, following
the Russian, rather than the Western convention of “Plemelj Formulae”, which seems more historically
accurate.
33
34
Figure 2.1: Sides of contour
The following discussion outlines the various components of Figure 2.1:
• Contour Segments
– L - the entire contour that is smooth, defined as being simple (i.e. no points of
intersection with itself), having a continuously varying tangent, and having no
cusps (recurrent points) (Gakhov, 1966, p. 1).
– l - the contour segment contained within the circle centered at t with a radius
of ρ
– L′ - the remaining part of the overall contour, L, once the l segment has been
subtracted
The basic equation comparing these segments is shown in equation 2.1:
L = L′+ l (2.1)
• Regions
– D+- left side, considered the interior when the contour is closed
– D−- right side, or the exterior for a closed contour
The following relationship can be stated between D+, D−, and the contour, L:
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(D−)c = D++L (2.2)
where (D−)c represents the complement of D−.
• Contour Points
– a - the starting point on the contour
– t1- the contour point that correlates to one end of the circle placement on the
contour
– t - the center of the circle
– t2- the contour point correlating to the second end of the circle placement on
the contour
– b - the ending point on the contour
• Circle - The circle is used to demonstrate the analyticity of the Sokhotski-Plemelj
equation in general. This is proven below in section 2.2.3.
– t - the center point of the circle
– ρ - the radius of the circle
2.2.2 Cauchy Integral Formula
The singular integral
F(z) =
1
2pii
ˆ
L
f (t)dt
t− z (2.3)
where L is a smooth contour as defined above that is entirely in a finite part of the complex
plane and f (t) is bounded and integrable on L, is a complex analytic function of z, free of
singularities, in the portion of the complex plane exterior to L (Kyrala, 1972, p. 245). Note
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that the contour L is not required to be closed, although it may be with no loss of generality.
(In the continuum setting, the function f (t) is required to be Hölder continuous (Gakhov,
1966, pp. 5-7)2 which ensures that the cutout integral is an improper integral (see below in
section 2.2.3 for a detailed discussion and derivation of this), but in the discrete imaging
setting examined here, this will not be relevant, as all discrete (finite) functions are Hölder
continuous). I will be using a discrete function for my value of f (t). The boundedness
of f (t) implies lim |z|→∞F(z) = 0. F(z) is complex analytic on either side of L (which
follows from an examination of F
′
(z)) (Gakhov, 1966, pp. 3). The integral 2.3 function is
a Cauchy type integral, the function f (t) is called its density and 1t−z is the Cauchy kernel.
The key property here is that the function F(z) does not generally have the same limiting
values as z approaches a point of L from opposite sides. This “jump discontinuity” is the
key property: it provides a notion of discrete edge (i.e. different contrasts on the two sides)
with an analytic structure at points away from the edge. For this reason, F(z) is termed
sectionally holomorphic (eq. sectionally complex analytic). The real and imaginary parts
of F(z) are (real) harmonic functions because F(z) is considered complex analytic on
each side of the contour. If the differing values of F(z) on either side of L can be forced
to match the desired boundary conditions at the contour L (i.e. the “difference” of these
values is the “contrast” or jump discontinuity ca,b across the “edge” represented by L),
then the desired image reconstruction will be provided as a piece-wise analytic function
with a jump discontinuity along L. Note also that no notion of image gradient is required
in this theoretical discussion: the “jump” across L is a discontinuous step dependent only
on the values of the density f (t) on either side of the contour, not its derivatives, although
the derivative (gradient) can (and will) be used to approximate this discontinuous step.
2| f (t)− f (τ)| ≤ K|t− τ|µ ,0≤ µ ≤ 1, where K is called the Hölder constant and µ the Hölder index.
37
Figure 2.2: Angle α between the vectors −→tt1and −→tt2
2.2.3 Cauchy Principal Value
The closed-form analytic solution to the Cauchy Integral Formula when f (t)= c is ln
( z−b
z−a
)
(this is discussed below in section 2.2.5). When we arrive at section 2.3.1 that interprets
this theoretical implementation of the Cauchy Integral Formula and its associated closed-
form solution into image processing terms, it is necessary to provide a small offset to the
a term in the denominator in order to prevent singularities from occurring in the solution.
Fortunately this offseting is well grounded theoretically via the Cauchy Principal Value.
In short, the Cauchy Principal Value is used to overcome singularities along the contour.
Gakhov (Gakhov, 1966) provides a clear explanation of this concept for both definite in-
tegrals with real functions (pp. 8-10) as well as singular curvilinear integrals in complex
space (pp. 13-15), the latter of which is briefly reviewed here.
The basic idea is to consider a smooth contour L, and points t and τ on L all in complex
space with the following equation:
ˆ
L
φ(τ)
τ− t dτ (a < c < b) (2.4)
Consider again figure 2.1, yet this time blown up to show greater fidelity around the
point t (see figure 2.2).
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Here again the circle is centered around point t, has a radius of ρ and it intersects the
contour L at points t1 (closest to the contour end at point a, which is not shown in figure
2.2) and t2 (closest to contour end point b). One assumes that the circle only intersects the
contour at points t1and t2. One now considers the section of the contour that is cut out by
the circle and calls it l. One then takes the limit as ρ→ 0 of the integral over the remaining
contour sections to give:
lim
ρ→0
ˆ
L−l
φ(τ)
τ− t dτ (2.5)
Equation 2.5, if it exists, is defined as the Cauchy Principal Value of the singular integral
equation 2.4. One must now confirm that it actually exists. The technique for doing this
involves rewriting equation 2.5 as an improper integral. However, prior to doing that, I
will first set φ(τ) = 1 given that our contour values (edge contrast steps in the imagery)
will not be a function of the contour, as is φ(τ), but rather they will be constant values.
Therefore, rewriting equation 2.5 with φ(τ) = 1 and as an improper integral yields the
following:
lim
ρ→0
ˆ
L−l
dτ
τ− t = limρ→0
[ˆ t−ρ
a
dτ
τ− t +
ˆ b
t+ρ
dτ
τ− t
]
= lim
ρ→0
[ˆ t1
a
dτ
τ− t +
ˆ b
t2
dτ
τ− t
]
(2.6)
noting that t1 = t−ρ and t2 = t+ρ . This then yields:
lim
ρ→0
[
ln(τ− t)|t1a + ln(τ− t)|bt2
]
= lim
ρ→0
[
ln b−ta−t + ln
t1−t
t2−t
]
(2.7)
remembering that points a and b are the ends of the contour, as shown in figure 2.1.
Gakhov makes a particular point that, given that the integrand of the primitive of 2.6 is
ln(τ − t), it is multi-valued, which causes a problem for analyticity. To overcome this,
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Gakhov makes an assumption that ln(τ− t) is the contour value for the function ln(z− t),
and that it is single-valued. Full details of this argument can be found at (Gakhov, 1966,
p. 10-14). However, for the purposes of our implementation, the single-valuedness of
the primitive of the integand, ln(τ− t), falls out naturally when one considers the winding
number and border ownership as it is postulated to occur in V2 of the human visual system
(see for instance (von der Heydt, Friedman, & Zhou, 2003b; von der Heydt, 2005) for a
discussion of border ownership). When one considers that τ , as a complex number can be
rewitten as τ = ρeiθ , this yields the following:
ln(τ− t) = ln |τ− t|+ iarg(τ− t) = lnρ+ iΘ (2.8)
τ− t = ρeiΘ
(τ− t)γ = ργeiγΘ (2.9)
The important point to note is that while the ρ component is only single-valued, the Θ
component equates to the following:
Θ= θ +2kpi
which is multi-valued. This is exactly the winding number. For our visual image re-
construction interpretation, this winding number provides an interpretation of “boundary”
ownership because a pixel is “owned” by a boundary if the winding number of the pixel
relative to the boundary is an integer. More importantly, we can use this argument to gen-
eralize the notion of “boundary ownership” to non-integral values of the Cauchy Integral.
Thus, a pixel which is enclosed by a boundary has winding number 1, but a pixel which is
“mostly” enclosed by a boundary might have a “generalized winding value” of, say, 0.9.
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This allows us to consider a more general notion of boundary ownership, than is current
the case, using the Cauchy Integral for non-closed contours to provide this generalization.
Continuing on, the right-most part of equation 2.7 can be expanded as follows:
ln
t1− t
t2− t = ln
∣∣∣∣t2− tt1− t
∣∣∣∣+ i [arg(t2− t)−arg(t1− t)]
However |t2− t| = |t1− t| since both t2 and t1 are a distance ρ away from t. Therefore
the first term is zero, which leaves i [arg(t2− t)−arg(t1− t)]. However the value inside
the brackets is just the angle, α , between the two vectors −→tt1and −→tt2 shown in figure 2.2.
Given that α → pi as ρ → 0, one is left with:
ˆ
L
dτ
τ− t = limρ→0
[ˆ
L−l
dτ
τ− t
]
= ln
b− t
a− t + ipi (2.10)
This then confirms the existence of the Cauchy Principal Value. It also supports our ap-
proach of incorporating a small offset in the a value in the denominator for our interpration
of the algorithm to visual image reconstruction, similar to the cutout circle used to prove
the existence of the Cauchy Principal Value. In our algorithm, the contrast step occurs
at the individual pixel level, and the cutout circle, equivalent to that found in the Cauchy
Principal Value, is defined by the ends of the contrast step of the pixel. As will be seen,
this effectively consists of a circle diameter representing the contrast step (or contour).
2.2.4 Sokhotski-Plemelj Formulae
Whereas the Cauchy Principal Value was concerned with a cutout circle around a point on
the contour and taking the limit of ρ, the radius of the circle, as it approaches zero, to prove
the existence of the improper integral, the Sokhotski-Plemelj Formulae are focused on
establishing relationships between points external to the contour and points on the contour.
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They prove the existence of the limiting values for Cauchy-type integrals in particular, that
relate the contour values to the interior values. Gakhov (Gakhov, 1966, pp. 23-25) and
Kyrala (Kyrala, 1972, pp. 245-247) both provide detailed, and nearly identical, treatments
of these formulae. The treatment here more closely follows the notation introduced in
(Kyrala, 1972) however.
2.2.4.1 Smooth, Open Contours
One starts by considering the standard Cauchy Integral Formula in equation 2.11:
F(z) =
1
2pii
ˆ
L
f (t)
t− zdt (2.11)
In this case, f (t) must satisfay the Hölder condition as specified in section 2.2.2. L is a
smooth curve and f (t) is bounded and integrable on L and F(z) is an analytic function in
the complex plane, exterior to the contour L. Also, limz→∞F(z) = 0 and F(z) is sectionally
holomorphic. Given that F(z) is sectionally holomorphic, the limiting values of F(z) as
z approaches a point on the contour L from different sides are not necessarily the same.
Therefore a similar circular cutout technique will be used as was used with the Cauchy
Principal Value. The contour L is divided into L′ (outside of the circle) and l (inside the
circle). The circle is centered at τ with a radius of size ε . This time, however, a point, z,
in the complex plane external to the contour, approaches the point, τ , on the contour. This
is dedicted in figure 2.3 where z is approaching τ from the left side. Note that z is on the
circle of radius ε centered at t.
To solve this problem, equation 2.11 is separated as follows:
F(z) =
1
2pii
ˆ
L
f (t)
t− zdt =
1
2pii
ˆ
L′
f (t)
t− zdt+
1
2pii
ˆ
l
f (t)− f (τ)
t− z dt+
f (τ)
2pii
ˆ
l
1
t− zdt (2.12)
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Figure 2.3: Sokhotski-Plemelj limiting process as z approaches the contour point τ from
the left (Kyrala, 1972, p. 246)
If one considers the middle integral of 2.12, as z → τ and if f (t) is differentiable
at t = τ , then this integral will actually equal zero. An alternative towards f (t) being
differentiable at t = τ is that it abides by the Hölder condition discussed previously in
section 2.2.2.
One can then consider the right-most integral. This yields ln(t− z), which can also be
written as lnε+ iθ (using our single-valuedness argument from above to use θ here instead
of Θ= θ +2kpi). For this, as z→ τ , ε = 0 which leaves only iθ . As shown in figure 2.3,
θ →±pi (→ pi when z approaches t from the left side (as shown in 2.3) or→−pi when it
approaches from the right side), leaving the right-most integral as ± f (τ)/2. Combining
these facts leads to the following:
F+(τ) = 12pii
´
L
f (t)dt
t−τ +
f (τ)
2 le f t− side
F−(τ) = 12pii
´
L
f (t)dt
t−τ − f (τ)2 right− side
(2.13)
Equations 2.13 are known as the Sokhotski-Plemelj equations, where the singular in-
tegrals
´
L
f (t)dt
t−τ are understood as being the Cauchy Principal Values. Therefore this has
proven the existence of solutions for F(z) and these provide a relationship between the
values on the contour and the values external to the contour. For our visual image recon-
struction interpretation, this means that we can now calculate surface areas using purely
edge boundary contrast information.
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2.2.4.2 Smooth, Closed Contours
The Sokhotski-Plemelj equations also apply in the case of a smooth, closed contour L.
(Kyrala, 1972, p. 247) provides the following argument. For a closed contour, one has the
following:
1
2pii
˛
L
dt
t− τ =
1
2pii
˛
d log(t− τ) = 1
2pii
∗pii = 1
2
Once again, the integrals are understood to be Cauchy Principal Values. With this (as
noted by (Kyrala, 1972)), the Sokhotski-Plemelj equations then become:
F+(τ) = 12pii
¸
L
[
f (t)− f (τ)
t−τ
]
dt+ f (τ) le f t− side
F−(τ) = 12pii
¸
L
[
f (t)− f (τ)
t−τ
]
dt right− side
Therefore solutions exist for smooth, closed contours situations as well.
2.2.4.3 Non-smooth Contours
It is important to note that while the Sokhotski-Plemelj equations (equation (2.13)) hold
for smooth contours, this is not a strict requirement. Contours that have corner points and
are not differentiable at those points (see figure 2.4) yield slightly modified equations as
follows:
F+(t) =
(
1− α
2pi
)
f (t)+
1
2pii
ˆ
L
f (t)
t− τ dt (2.14)
F−(t) =− α
2pi
f (t)+
1
2pii
ˆ
L
f (t)
t− τ dt (2.15)
Gakhov (Gakhov, 1966, pp. 31-32) provides a full proof for these results. This is
an important point for this research as natural and artificial images certainly contain such
angular components.
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Figure 2.4: Contour L with corner and the associated α angle
2.2.4.4 Multiple Line Segments
The Cauchy type integrals examined so far have included only single open or closed con-
tours. However, the basic line of thinking can be extended to incorporate a finite number of
disjoint contours L = L1+L2+ ...+Lm, which would give the following Cauchy Integral
Formula across all of these contours:
F(z) =
1
2pii
[ˆ
L1
f (t)
t− zdt+
ˆ
L2
f (t)
t− zdt+ ...+
ˆ
Lm
f (t)
t− zdt
]
(2.16)
Each of the individual terms in this form of the Cauchy Integral Formula are individu-
ally calculated and then summed to obtain the result. This will have direct applicability to
our interpretation of the Cauchy Integral Formula to image processing as we will be treat-
ing all of the individual pixel-wise intensity differences as contours and then summing
them up to obtain an overall result.
2.2.5 Closed-Form Analytic Solutions
Kyrala (Kyrala, 1972, p. 247) provides a number of the closed-form analytic solutions to
the Cauchy Integral Formula. These are listed in table 2.1. Note that for the purposes of
this research, I will only be using the solution where f (t) = c, where c is the contrast at
the “edge.” For the case where c = 1, this gives the following closed-form solution:
F(z) =
1
2pii
log
(
z−b
z−a
)
(2.17)
45
where a and b are the contour ends and z is a point in the complex space away from
the contour.
f(t) 2piiF(z)
1 log( z−bz−a)
t (a−b)+ z log( z−az−b)
tk ∑λ+µ=k−1(b
λ+1−ak+1
λ+1 )+ z
k log( z−bz−a)
1
t
1
z log(
a(z−b)
b(z−a))
Table 2.1: Closed-form analytic solutions to the Cauchy Integral Formula for different
values of f (t) (Kyrala, 1972, p. 247)
2.3 Visual Image Reconstruction Interpretation and Implementation
The mathematical algorithms discussed above are now adopted to process images. As part
of this adoption, the mathematical constructs must be interpreted for use with visual input
data that is received by V1. Additionally a number of preprocessing steps are performed
to prepare the imagery for processing with the Cauchy Integral Formula. Finally the actual
algorithm is implemented with a number of permutations.
2.3.1 visual image reconstruction Interpretation
The Cauchy Integral Formula is defined in 2.18.
F(z) =
1
2pii
ˆ
L
f (t)dt
t− z (2.18)
The key components of this formula and their interpration for visual image reconstruc-
tion are described in table 2.2.
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Item Description Reconstruction Interpretation
F(z)
Analytic function
over the complex
plane external to L
The reconstructed pixel intensity value at point z in the
complex version of the image space.
t
Points on the
contour, L
The discrete pixel pair-wise edge steps that represent the
contour L. Given that we are working with pair-wise
pixel contrasts/edges, the contours are only one pixel
long. The fact that we can sum up all of these one pixel
long contours to yield an overall solution to the Cauchy
Integral Formula is discussed in section (2.2.4.4).
z
Point not on L
determined by
points on the L
contours
z represents the image pixel under reconstruction, being
formed by contributions from all of the single pixel edge
contrasts / L contour points.
1
2pii
Normalization
constant
Normalization Constant
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Item Description Reconstruction Interpretation
´ Line integral on
the contour L
Summation of all of the t values of contrast edges for a
given contour L that are influencing a particular z value
external to the contours. It is useful to note that our
contours are only a single pixel long.
L Contour
Edge, represented by a contrast, or pixel intensity jump
between adjacent pixels. Note that our edge contours are
only one pixel long. The edge consists of the t values
explained above, and given that our edges are only a
single pixel long, we then have Lz = tz, where z
represents the complex image coordiante. In other words,
the contour exactly equals the single-sized edge contrast.
f (t) Density
Function representing the contrast edge step. In our case,
f (t) = ca,b, where ca,b is a constant value representing
the image pixel intensity gradient between neighboring
points a and b in the complex plane. We also call this the
gradient magnitude as we derive the contrast values using
standard image gradient calculations. Note that we also
derive and utilize the gradient orientation, θ , as part of
our calculations to orient the direction the gradient.
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Item Description Reconstruction Interpretation
dt
Differential
distance along the
contour
Differential distance along the contour
1
t−z Kernel Leads to the analytic solution involving ln
z−b
z−a .
Table 2.2: visual image reconstruction Interpretation of the
Cauchy Integral Formula Components
The complex function F(z) of the Sokhotski-Plemelj equations 1.4 and 1.5 is piece-
wise (or sectionally) complex analytic on either side of the edge, with a unit jump at the
edge, hence its real and imaginary parts are harmonic functions, defined as the following:
∇2ℜ(F(z)) = 0
∇2ℑ(F(z) = 0
One result we use is the integrand of the Cauchy Integral formula, the Cauchy ker-
nel 1t−z . This kernel will be developed in the context of artifical and natural, gray scale
images, where it will be used to find the harmonic image corresponding to a specified im-
age gradient, at each pixel. We will also use the integrated form for two different “jump
functions”: a constant “jump” f (t) = 1 across a finite “edge” and a “linear gradient jump”
f (t) = t, i.e. where there is a linearly increasing contrast step at an edge defined by the
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finitely separated pixel end point locations [a,b]. In these two (finite) edge-length cases,
equation 2.3 is integrated, for the case of a constant edge jump to the “analytic edge” form
F(z) = 12pii log
( z−b
z−a
)
, and for the case of a linear gradient along the edge, f (t) = t, the
corresponding integral of equation 2.3 is F(z) = 12pii
[
(a−b)+ z log( z−az−b)], as discussed
in section 2.2.5. It is worth noting that this functional form for F(z) is identical to the
potential of a complex dipole whose endpoints are at (a,b), for an arbitrary point z in
the complex plane. We refer to this as the (unit) analytic edge: F(z) = 12pii log
( z−b
z−a
)
. A
principle goal of this paper is to show algorithms and examples for constructing images,
given their jump contrasts, by superposing the scaled analytic edges corresponding to these
jumps.
Obviously, the choice of f (t) = 1 for the unit analytic edge can be scaled with an
arbitrary constant ca,b. In the visual image reconstruction interpretation, this represents
the contrast across the “edge” represented by the line contour L between the points [a,b].
Thus, a sectionally complex analytic function with a given edge step, or contrast c, across
it is represented by the complex dipole potential, or analytic edge ca,b ∗ 12pii log
( z−b
z−a
)
at
all points z in the complex plane. We can take the entire image to be a source of such
analytic edges, or a subset of the image pixels, chosen by some thresholding operation.
This formalism can be used to represent a small number of contours but it can be extended
to the case where the contours are represented at each pixel, in terms of the image gradient
at that pixel. The overall solution for F(z) then becomes a simple summation of all of
these individual analytic edges as follows:
F(z) =
1
2pii
[
c1 log
(
z−b1
z−a1
)
+ c2 log
(
z−b2
z−a2
)
+ ...+ cm log
(
z−bm
z−am
)]
where m represents the number of image pixels influencing the reconstructed image pixel
50
at point z. F(z) however is a complex-valued image consisting of a real and an imaginary
part. The final reconstructed image is obtained by taking the real part of F(z), ℜ(F(z)).
2.3.2 Processing Environment
MATLAB 2014a with the image processing toolbox was used to implement this algorithm.
It was run primarily on a Dell Latitude E6520 laptop running Windows 7 64-bit with 4GB
of RAM and an Intel Core i7-2720QM CPU running at 2.20GHz. Note that alternative
implementations were also developed in python / numpy / scipy / matplotlib as well as
C. These were done to test the speed performance between these various programming
environments for processing the Cauchy Integral Formula. In the end, the python and C
environments were discontinued once it was determined that MATLAB was operating at
respectable speeds when compared with these other environments. Additionally the git
source code version control software was used to manage versioning of the software.
2.3.3 Preprocessing Steps - Gradient Calculation - Retina Input Signal Generation
Prior to running the actual Cauchy Integral Formula algorithm on the input image, a num-
ber of preprocessing steps were performed to extract the relevant data that is received by
V1 and to normalize it so as to handle it in a consistent manner. In particular, gradient
information is extracted from the image and fed into the primary visual image reconstruc-
tion algorithm. The use of edge information as the sole source of information reaching the
primary visual cortex from the retina is well grounded in neuroscience experimentation
((Hubel & Wiesel, 1962, 1968). Therefore our choice is consistent with the established
theory as to the content of the input signal. Only grayscale images were selected for this
processing, so all RGB images were first converted to grayscale. Additionally the im-
age was converted to a square-sized image. While this is not a requirement due to the
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algorithm, it did help expedite the implementation. Additionally padding is added to the
exterior of the input involved (controlled by two user-defined parameters to set the padding
color (in grayscale) and the padding width (in pixel count)). This padding is used to avoid
problems related to edges at the boundaries. It is a necessary component, in particular, for
a fast fourier transform implementation that is discussed further below.
The details of numerical gradient extraction and other implementation details are now
summarized. A number of gradient operators were tested, to varying degrees of success.
These included gaussian, first- and second-order edge, Sobel (Sobel, 1968), and Prewitt
(Prewitt, 1970) filters. Note that the Sobel and Prewitt operators were implemented, how-
ever they were not examined extensively as they did not produce noticeably different re-
sults than the gaussian and first- and second-order edge filters. Below is a discussion of
the gaussian and first order edge filters that were primarily used.
Finally, it is important to note that, given that we are calculating the gradients of the
input image in order to determine the edge contrasts, we are actually operating with Neu-
mann boundary conditions (1.4). In our case, the extracted gradients represent the bound-
aries in our problem, and these contribute to the reconstruction of image pixels exterior
to the contour. Given that these are derivative values, this means that we have Neumann
boundary conditions.
2.3.3.1 Gaussian Filter
A standard smoothed, gradient operator was the first filter examined. The idea is to smooth
the image first to remove any noise artifacts that would otherwise get amplified during the
continued processing. This is accomplished by convolving a gradient filter with the image
itself. Partial derivatives of this result with respect to x and y are then taken to obtain a
smoothed gradient in the x and y directions. Using the definition of convolution, we invert
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the order of the operations via the following equation:
∂
∂x
(G~ I) = ∂
∂x
ˆ
dx′G(x− x′)I(x′) =
ˆ
dx′
∂
∂x
G(x− x′)I(x′)
where G = Gaussian and I = Image. So we first take the derivative of the gaussian filter
with respect to x and y as shown below:
Gx = G(x,y)x =
∂G(x,y)
∂x
=
−x
2piσ4
e−
x2+y2
2σ2
Gy = G(x,y)y =
∂G(x,y)
∂y
=
−y
2piσ4
e−
x2+y2
2σ2
and then these results are convolved with the image to produce the oriented smooth gradi-
ents using the standard MATLAB conv2 operation:
∇Ix = ∇Ix(x,y) = Gx⊗ I
∇Iy = ∇Iy(x,y) = Gy⊗ I
The overall gradient magnitude and orientations are then obtained via the following equa-
tions:
‖∇I‖=
√
∇I2x +∇I2y Magnitude
θ = arctan
(
∇Iy
∇Ix
)
Orientation
(2.19)
The gradient is computed with the arctangent over the range [0,2pi] as we associate it to a
vector for the orientation of the contour segment L.
The size of σ for the gaussian filter, which determines the spread of the filter, was
tested to determine what produced the best results. In the end, we ended up using a value
of σ = 1 in order to be theoretically consistent with our edge step construct. In particular,
since we are using pixel pair-wise combinations to produce the edge step contours, we
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wanted to minimize the influence of beyond-nearest neighbor pixels on the edge step in
question. However given the rolloff of a gaussian filter, it was necessary to extend the size
of the filter to a 5x5 filter to ensure that we had a legitimate signal size at Full-Width-Half-
Maximum of the gaussian. A sigma size of 1 (where the unit of measurement is in pixels)
met our desired criteria.
A noticeable artifact of using the gaussian filter was the introduction of significant blur-
ring of the reconstructed image. This was to be expected as we were basically throwing
away critical high frequency, edge contrast details during this gaussian filtering prepro-
cessing step. This ultimately led to our decision to move beyond using the gaussian filter
towards using a first- or second-order edge filter, discussed next.
2.3.3.2 First- and Second-Order Edge Filters
The next filters implemented were traditional first- and second-order vertical and horizon-
tal operators. These consisted of the following kernels:
First−Order Fx =
[
−1 +1
]
Vertical
Fy =
−1
+1
 Horizontal
Second−Order Fx =
[
−1 0 −1
]
Vertical
Fy =

−1
0
−1
 Horizontal
(2.20)
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As before, these filters were then separately convolved with the image as shown in equa-
tions (2.21) and (2.22):
∇Ix = Fx⊗ I =
ˆ
Fx(x− x′)I(x′)dx′ (2.21)
∇Iy = Fy⊗ I =
ˆ
Fy(y− y′)I(y′)dy′ (2.22)
where I is the input image, Fx and Fy are the first- or second-order x and y filters, and ⊗
represents the convolution operation. The overall gradent magnitude and orientation are
then calculated as in equations 2.19.
The first- and second-order edge filters worked well in removing the blurring in the
reconstructed image and they theoretically exactly match our desired calculation, which
is a pixel pair-wise edge contrast step. In particular, the first-order edge filter exactly met
this definition and was the primary filter used. However it did introduce an artifact: half-
pixel shift of the reconstructed visual scene. Figure 2.5, adapated from (Palmer, 1999,
p. 174) gives a useful illustration of this shift. This was resolved, however, by providing
a similar, yet opposite, half-pixel shift in the complex grid within which the image was
reconstructed.
2.3.4 Primary Processing Steps
2.3.4.1 Analytic Iterative Implementation
Once the gradient magnitude and orientation data have been calculated, this is then passed
to the primary processing algorithm. The approach of using a sum of small, elementary
Sokhotski-Plemelj contours to reconstruct the image can be generalized to apply to arbi-
trary natural images by letting the image gradient, at each pixel ( j,k) ( j is the row index
and k is the column index, note that the index notation i, in particular, is avoided as this is
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Figure 2.5: Visual depiction of the half-pixel offset induced by use of the first-order edge
filters calculations, adapted from (Palmer, 1999, p. 174). Figure A represents the input
image and Figure B the image intensities values of this input image. Figures C and D are
the vertical and horizontal edge operators respectively. Figures E and F are the results of
convolution of the vertical and horizontal edge filters with the input image respectively.
Notice how Figure E is a 6x5 matrix and Figure F is a 5x6 matrix. Therefore in Figure E,
the (row,col) = (1,1) value is shifted one-half pixel to the right, and similarly in Figure F,
but shifted down.
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used to represent the imaginary number, i=
√−1), be represented by the oriented contour
L j,k, with the gradient magnitude representing the contrast step, or discontinuity, desired
at that pixel and the gradient orientation representing the orientation of the contour. Thus,
at each pixel, we take an elementary contour L j,k whose direction is given by ieiθ j,k with a
step discontinuity given by f (t) = ‖∇I j,k‖=
√(
I j,k
)2
x +
(
I j,k
)2
y . So, each pixel contributes
a Sokhotski-Plemelj elementary dipole contribution of the form
Fj,k(z) =
ieiθ j,k‖∇I j,k‖
2pii
log
(
z−b
z−a
)
(2.23)
on the target pixel z, where θ j,k is the orientation of the gradient, (a j,k,b j,k) are the end-
points of the gradient vector (i.e. the contour), and ||∇I j,k|| is the gradient magnitude of
the contour L j,k located at pixel ( j,k).
In order to reconstruct the piece-wise harmonic image gray-scale F at each point F(z)
in the image, one must take contributions from all of the pixel-wise gradient values. This
yields equation (2.24).
F(z) =
1
2pii
m
∑
j=1
n
∑
k=1
ieiθ j,k‖∇I j,k‖log
(
z−b j,k
z−a j,k
)
(2.24)
where a j,k and b j,k are the contour ends of the influencing contour, defined as follows:
a = k+ i j− rieiθ j,k (2.25)
b = k+ i j+ rieiθ j,k (2.26)
with i =
√−1 and m and n are the height and width of the input image respectively. a
and b in equations (2.25) and (2.26), include a small offset, rieiθ j,k , that has a constant
radius term, r, and the ieiθ term that determines the orthogonal direction to the gradient
orientation. r is chosen to be 0.5, or half the edge size of a pixel (although this is variable
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Figure 2.6: Dipole End Definitions
and choosen by the user at run time). This offset from k+ i j in the complex image space
is necessary to ensure one does not reach a singularity condition in equation (2.24). Given
that our image processing implementation of the Cauchy Integral Formula uses discrete
versus continuous contours, a critical question that arises is how to account for the edges
of the contributing gradient contour. This offset value solves this problem by placing both
of the contour ends, a and b, on the circumference of a circle with radius, r, at an angle
consistent with the direction orthogonal to the gradient, at opposite ends of the diameter of
the circle. Figure (2.6) provides a visual depiction of the different possible contour ends
for a given pixel. Ultimately the CircleDiameter approach was used as it produced the best
results.
A number of modifications to the contour ends were attempted. For instance, offsets
for a and b were tested that extended longer than the circular diameter 2r and actually
reached to the corner of the pixel, for an overall distance of 2
√
2r when θ = 45◦. This se-
58
lection is available via a parameter setting in the codebase, however it made no appreciable
difference in the final reconstruction results.
Note that F(z) produces complex-valued results, yet only the real component of this
solution was taken to obtain the reconstructed scene. Therefore the full Cauchy Integral
Formula as adapted for visual image reconstruction is shown in equation (2.27).
F(z) = Re
[
1
2pii
m
∑
j=1
n
∑
k=1
ieiθ j,k · ‖∇I j,k‖ · log
(
z− k− i j− ireiθ j,k
z− k− i j+ ireiθ j,k
)]
(2.27)
The approach outlined in equation (2.27) is but one algorithmic implementation. The
approach outlined in equation (2.27) iterates through each pixel in the image plane and
provides contributions from all other pixel gradients to the currently examined pixel. All
of the image pixel gradients are providing input to the reconstructed pixel. The second
approach (again an iterative approach, although the equation is not explicity stated here),
iterates across each pixel and the current pixel is projected to all of the other image pixels.
In this case, the current record is contributing to the intensities of all of the image pixels.
These yield the same numerical and performance results, they just provide two different
algorithmic mechanisms for applying the Cauchy Integral Formula to image processing.
We notionally call these two approaches the target (what is outlined mathematically here
as all of the pixel gradients are providing influence to the reconstructed target pixel) and
the source (this latter algorithmic approach whereby a pixel acts as a source, so to speak,
in influencing all of the target pixels). Together these two approaches represent what we
call the Iterative technique. These are contrasted with the Fast Fourier Transform (FFT)
technique which is now discussed.
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2.3.4.2 Analytic FFT Implementation
As opposed to the two iterative approaches described above that work in the spatial do-
main to gather pixel pair-wise gradient contributions to reconstruct the visual scene, the
FFT takes a different approach by transforming the input spatial domain data into the fre-
quency domain and then operating on it in this domain. It works due to the principle
that convolution in the spatial domain equates to multiplication in the frequency domain
(see (Chenney, 2001, p. 19) for a detailed explanation). Following this construct, first,
key components of (2.27) are transformed into the frequency domain using the MATLAB
f f t2 two-dimensional FFT operation as follows:
Gradient f f t = FFT 2(ieiθ · ||∇I||)
Kernel f f t = FFT 2
(
log
( z−b
z−a
)) (2.28)
Note that these are operating on all ( j,k) values in one operation, i.e. there is no need
to iterate from j = 1 : m or k = 1 : n as that is handled internally by the FFT operation.
These are then multiplied together, and finally the inverse FFT is performed to obtain the
FFT-generated solution:
F(z) = Re
[
1
2pii
IFFT 2
(
Gradient f f t ·Kernel f f t
)]
As can be imagined, this provided a significant speed-up in terms of processing time,
however I encountered numerous image artifacts with the result, despite attempts to overly
pad the input image. As a result, the focus of the research centered on using the Iterative
approach.
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2.3.4.3 Numerical Iterative Implementation
Another modification that was accomplished was to look at approximations to the analytic
solution log
( z−b
z−a
)
. In particular, the idea centered around examining the power series
expansion of the Cauchy Integral Formula, and in particular the Cauchy kernel, 1t−z . This
can be expanded as follows (Gakhov, 1966, p. 4):
1
t− z =−
1
z
− t
z2
− ...− t
n−1
zn
− ...
Inserting this expanded series back into the Cauchy Integral Formula yields:
F(z) =
1
2pii
∞
∑
p=1
1
zp
ˆ
L
t p−1 f (t)dt (2.29)
If we assume a 1z approximation (i.e. using only the first term of the summation in (2.29),
i.e. p = 1 : 1), this gives:
F(z) =
1
2pii
1
z
ˆ
L
f (t)dt
as the t p−1 term will disappear when p= 1. Recalling that our f (t) = ca,b, an edge contrast
based on the gradient, our overall visual image reconstruction implementation for a 1z
approximation is as follows:
F(z) = Re
[
1
2pii
1
z
m
∑
j=1
n
∑
k=1
ieiθ j,k · ‖∇I j,k‖
]
We call these two solutions the analytic (log
( z−b
z−a
)
) and the numerical (1z ) solutions.
2.3.4.4 Numerical FFT Implementation
Note that the Numerical solution is also implemented via the FFT technique as follows:
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Gradient f f t = FFT 2(ieiθ · ||∇I||)
Kernel f f t = FFT 2
(1
z
) (2.30)
with a similiar final solution as for the FFT analytic solution:
F(z) = Re
[
1
2pii
IFFT 2
(
Gradient f f t ·Kernel f f t
)]
2.3.4.5 Perceptual Illusion Induction
The four techniques described above all produce veridical visual image reconstruction re-
sults. A number of approaches were attempted to induce perceptual illusions in the images.
These consist of four primary techniques: gradient magnitude thresholding, contributing
pixel distance thresholding, polarity gradient preprocessing, and gradient magnitude nor-
malization by orientations bins. The techniques are now reviewed. The results of this
perceptual illusion inducation are reviewed, along with the veridial visual image recon-
struction results in chapter (3.1).
• Gradient Magntiude Thresholding - Thresholding the gradient magnitude consisted
of cutting the lowest gradient magnitude values (the cutting threshold was driven by
a user-specified parameter). This low gradient magnitude thresholding also plays a
role in removing noise from the image, similar to removing low spatial frequencies.
Threshold values were an absolute number. This proved challenging as there was
no systematic method for understanding what a proper gradient magnitude thresh-
olding value should be to induce a perceptual illusion. This technique took a single
parameter, the gradient magnitude threshold.
• Contributing Pixel Distance Thresholding - Limiting which pixels contributed to
a target pixel based on their distance away from the target pixel was the second
62
method of inducing perceptual illusions. The working theory behind this deals with
the local versus global nature of the influence of pixels on the target pixel. How
far away from the target should a source pixel be and still have influence on the
target pixel? The existence of space variant vision, driven by the fact that visual
magnification factor varies by roughly an order of magnitude over the full visual
field, provides a theoretical basis for assuming that source pixels closer to the target
pixel should have a larger influence on the reconstructed target pixel. The question is
whether any of the outlier source pixels should be cut or not remains. This technique
took three parameters: the size of the distance cut, the type of distance calculation
(manhattan or euclidean), and the type of rolloff at the edge of the distance cut
(valid values included cliff, sigmoid, 1/r, and butterworth). Figure (2.7) shows the
four types of possible distance thresholding filters.
(A) (B) (C) (D)
Figure 2.7: Contributing Pixel Distance Thresholding Filter Types. (A) Cliff, (B) Sigmoid,
(C) 1/r, (D) Butterworth
• Polarity Gradient Preprocessing - Polarity gradient preprocessing modified the ac-
tual gradient preprocessing step by using an asymmetrical gradient. In particular,
the second-order edge filters (see (2.20)), which were
[
−1 0 +1
]
and

−1
0
+1
,
were modified to place greater emphasis on a particular side of the filters as follows:
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[
0.5 −2.0 1.5
]
and

0.5
−2.0
1.5
. The general idea was that edge detection may not
occur symmetrically, but rather may be subject to a boost on one side that would
cause an asymmetric gradient. The results of this were inconclusive and so minimal
testing was accomplished with this technique.
• Gradient Magnitude Normalization by Orientation Bins - This technique divides
the gradient magnitude values into a parameter-specified number of orientation bins
(where the gradient orientations range from −pi to pi). Typically sixteen bins were
selected. Each bin is then normalized by the square root of the sum of the square
of the gradient magnitude values within the given bin. The strength of the normal-
ization applied was defined by a parameter ranging from -1 (causing a boost to the
in-bin magnitude values) to 1 (full normalization, causing a reduction in the in-bin
magnitude values). A value of zero provided no normalization or modifications to
the input magnitude values.
2.3.4.6 Contrast Adjustment
The final step of the algorithm involved performing an adjustment to the overall contrast of
the reconstructed image. This was required due to the fact that the analytic edge algorithm
is producing a piece-wise harmonic image, and as such, it only reproduces the source
image up to a constant value. Therefore an adjustment needs to be made to properly
align the pixel intensity values to match those of the source image. Two methods were
implemented that are now reviewed.
• Difference of Minimums - This approach calculated the difference between the min-
imum value of the reconstructed image and the minimum value of the source image
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and this difference was added to the reconstructed image.
• Mean + Variance - This method calculated the mean, µ , and variance, σ2, of both
the source and the reconstructed images. The reconstructed image was then adjusted
according to the following equation:
reconstructed = µorig+
σ2orig
σ2recon
∗ [reconstructed−µrecon]
This method was adapated from (Limare et al., 2011) and it ensures that the recon-
structed image has the same global contrast as the original image. This second method
was ultimately used as it produced better results.
2.3.5 Summary of Implementation
Table 2.3 provides a synopsis outlining which solution and technique combinations were
successfully implemented for which thresholding types used to induce perceptual illusions.
Note that due to the inconclusive results obtain from the polarity gradient, it is not included
in the table as a potential technique for inducing a perceptual illusion. As one can see,
the iterative approve is the most mature algorithm. Unfortunately, for the FFT approach,
there is no straightforward method for incorporating the contour end points into the FFT
algorithms to support distance cut calculations (see equations 2.28 and 2.30). Additionally,
the Analytic FFT technique produces poor results for the gradient magnitude cut. Detailed
analysis of the results is accomplished in chapter 3.1.
Table 2.4 outlines the inputs and parameters into the analytic edge algorithm.
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Technique Type
Solution Type Threshold Iterative FFT
Analytic log
( z−b
z−a
) Gradient Magnitude X partial, poor results
Distance X
Orientation Normalization X
Numerical 1z
Gradient Magnitude X X
Distance X
Orientation Normalization X
Table 2.3: The Different Techniques and Solutions for Solving the Cauchy Integral For-
mula and their Perceptual Illusion Induction Status
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Component Name Parameter
Type
Meaning / Valid Values
Preprocessing
Rescale Size Integer resizes the image to a square image of
this pixel size
Pad Type String mirror, fixed
Pad Size Integer numers of pixels with which to pad
the input image
Pad Color Double [0,1] - grayscale coloring of the
padding pixels (applies only to the
fixed pad type)
Gradient
Type
String gaussian, hardstep, sobel, imgradient,
prewitt
Sigma Double sigma size (valid for gaussian gradient
type only)
KernelValue Double defines the values in the filters (valid
for hardstep filters only)
KernelSize Integer (2,3) - specify whether to use a first-
or second-order edge filter
Analytic Edge
Magnitude
Cut
Double gradient magnitude threshold (remove
all lower magnitudes)
Distance
Cut
Integer distance, in pixel count, to include
influencing source pixels or not
Orientation
Norm. Bin
Count
Integer numbers of bins in which to perform
orientation normalization of the
gradient magnitude values
Orientation
Norm.
Strength
Double [0,1] - Strength of the square root of
the sum of the square of the gradient
magnitudes in a given orientation bin.
r Double circular radius for offseting the a
value in the analytic solution
Step Ends String CircleRadius, CircleDiameter,
SquareRadius, SquareDiameter
Distance
Rolloff
String cliff, sigmoid, 1/r, butterworth-type
Distance
Type
String manhattan, euclidean
Solution
Type
String log, dz/z
Technique
Type
String Iterative, FFT
Contrast
Adjustment
String none, mindiff, morel
Table 2.4: Parameters Used In the Analytic Edge Algorithm
CHAPTER 3
RESULTS
3.1 Overview
I now review the application of these algorithms to a range of imagery types. The images
are categorized according to their level of complexity to include simple example images,
artificial images with perceptual illusions, and natural images. The simple example im-
ages demonstrate the basic concepts of the analytic edge algorithm, by starting with the
most basic images that are hard coded to demonstrate the workings of the algorithms,
and building up to more complex images. The analytic edge algorithm is then applied to
well-established artificial images that induce perceptual illusions. Finally the algorithm is
applied to a corpus of natural images to demonstrate its utility against this class of images.
3.2 Simple Examples
3.2.1 Analytic Edge
An example of a vertical analytic edge (complex dipole potential) is shown in Figure 3.1.
The illustration in this figure makes clear that the analytic edge represents a hybrid of a
standard, local “edge”, i.e. a jump across a line connecting two nodes, together with a
long range and monotonically decreasing analytic structure which extends, in principle, to
infinity. Because of this long-range property, especially the continuous and “fuzzy” nature
of the image representation, it is not immediately obvious how a linear superposition of
analytic edges could represent a figure with perfectly sharp boundaries. Remarkably, this
is the case, and is a key property for interest in this approach to visual image reconstruction
67
68
presented here. This represents a solution to the classical problem of “filling-in,” which
is, in effect, an attempt to spread out the local constrast of image segments defined in the
classical, local way, to the global structure of an image. Here, the analytic edge essentially
“fills-out” by virtue of its long-range structure, providing a fundamentally different and
new perspective on this classical problem.
Figure 3.1: An example of a vertically oriented Cauchy Integral with jump magnitude
unity across the edge. Locally (i.e. viewed close to the edge, there is a discontinuous
jump, or contrast step, of unity magnitude across the edge, but globally, the structure of
the edge follows that of a two-dimensional complex dipole function, whose magnitude
decreases asymptotically as 1|z| . On the right is shown the log magnitude plot of the image
on the left, which makes it easier to illustrate the long-range, fuzzy nature of the edge
structure.
This notion of analytic edge is fundamentally different from the common notion of an
image edge, which is generally understood in graph theoretic terms as a weighted (pos-
sibly directed) link in a graph – the pair of nodes (a,b), and the weight (contrast) c{a,b}
conventionally would specify an edge in the language of a weighted graph structure. The
distinction is that the standard definition of an edge is purely local, whereas the analytic
edge is a function with (potentially infinite) support. It provides insight into a variety of
well studied paradigms in computer vision, but perhaps more importantly provides a way
of linking local edge structure to global image properties. It also automatically provides a
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number of desireable properties to the resultant image, based on the fact that it must auto-
matically be a harmonc image, hence satisfying∇2H(x,y)= 0, a desireable property that is
sought by a range of classical image processing techniques related to image regularization,
scale space, diffusion, and biological results based on lateral inhbition.
3.2.2 Constant Level Square with Constant Surround
This example builds upon the simple dipole to create a square that is computed via the
Cauchy Integral Formula. The four vertices of the square are specified as complex-valued
coordinates (ai,bi) and the contour edges are represented by pairs of these coordinates,
representing the ith directed edge. The analytic iterative solution of the Sokhotski-Plemelj
formulae are used, i.e. log z−bz−a . Each of the four edges of the square contributes a complex
dipole with edge [ai,bi] to the overall solution, which is the sum: 2piiF(z)=∑4i=1 log(
z−bi
z−ai ).
The image function I(z)=Re
[
F(z)
]
is the image of the square with unit contrast (unit step)
at the edges.
The matlab code to generate a square, with the edges represented as complex coordi-
nates z1,z2,z3,z4 is:
% Four C o r n e r s o f t h e R e c t a n g l e
l e n g t h = 4 0 ;
z1=complex ( 0 , 0 ) ;
z2=complex ( l e n g t h , 0 ) ;
z3=complex ( l e n g t h , l e n g t h ) ;
z4=complex ( 0 , l e n g t h ) ;
z5=complex ( 0 , 0 ) ; % z5 i s r e q u i r e d t o c l o s e t h e r e c t a n g l e
% Complex P l a n e o f t h e Meshgr id
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[ x , y ]= meshgr id (− l e n g t h : 0 . 2 5 : 2 ∗ l e n g t h ) ;
z=complex ( x , y ) ;
% Cauchy I n t e g r a l Formula − A n a l y t i c I t e r a t i v e S o l u t i o n
F_z =− (1/(2∗ p i ∗ i ) ) ∗ ( l o g ( ( z−z2 ) . / ( z−z1 ) ) + . . .
l o g ( ( z−z3 ) . / ( z−z2 ) ) + . . .
l o g ( ( z−z4 ) . / ( z−z3 ) ) + . . .
l o g ( ( z−z5 ) . / ( z−z4 ) ) ) ;
% D i s p l a y t h e Rea l Component o f t h e R e s u l t
f i g u r e ; imagesc ( r e a l ( F_z ) ) ; % Show r e a l p a r t
co lormap gray ; a x i s image ; a x i s o f f ;
The result of this matlab code are shown in Figures 3.2 and 3.3. Each of the four
analytic edges shown in Figure 3.2 is of the form of a dipole potential log z−bz−a located
between [a,b]. These analytic edges have infinite support; they “die” away with the dipole
dependence 1/z , as illustrated in Figure 3.1. Nevertheless, there is a finite, discontinuous
jump across precisely at the borders of the rectangle, as shown. On either side of this
analytic edge, the dipole function is sectionally holomorphic. Its real and imaginary parts
are harmonic.
Figure 3.3 shows the real part of the superposition of the four analytic edges shown in
Figure 3.2. Remarably, the sum of the four relatively diffuse analytic edges superimposes
to a perfectly “sharp” square figure with discontinuous edges. This is perhaps less remark-
able if one notices that this toy case involves the summation of an analytic function around
a closed contour, which reduces to 2pii times the “winding number” of the contour, in this
case 1.
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Figure 3.2: Plots of the Plemelj solution log
[ z−b
z−a
]
for four rectangular edge segments. The
four edges corresponding to a rectangle of constant value 0 (black) in a white surround of
constant gray-scale.
3.2.3 Constant Level Leaking Square with Constant Surround
What happens when the four edges of the square do not perfectly align: one obtains leak-
ing. For this, one of the values in the MATLAB code in section 3.2.2 was modified to be
misaligned and prevent a closed contour:
z5=complex ( 0 , 1 0 ) ;
This leads to figure 3.4 where one sees a leaking effect. The closed contours are not con-
taining the information. Notice how the entire background is no longer white, but rather
gray. This demonstrates the global influence of the edge steps. This also demonstrates the
generalized notion of winding number. The dark black pixels have winding number very
close to 1 (but not identical). As the gap is approached, the generalized winding number
decreases. Using the classical definition of boundary ownership, since there is no closed
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Figure 3.3: The sum of the four Plemelj solutions shown in figure 3.2. Note that the very
thin, exterior black border is only for show and not part of the actual image, but merely in
place to identify the boundaries of the image from the white background of the paper.
boundary here, there is no “ownership.” But clearly, this does not fully describe the situa-
tion, which seems better accounted for by a continuous notion of boundary ownership that
is provided by our approach.
3.2.4 Constant Level Rectangle in Linear Gray-Scale Surround
3.2.4.1 Veridical Reconstruction
Figure 3.5 shows the first step in generalizing to a non-trivial example: a rectangle of con-
stant gray scale, surrounded by a linear “ramp” in gray scale. Although the central rectan-
gle has a constant level of gray within it, there is a strong visual illusion of the rectangle
having an opposite gray scale “ramp” to that of its surround. This is a well known form of
visual illusion, called induced brightness, in which contrast steps across an edge “induce”
a perception of filled in brightness, even when the “physical” brightness of the image is
constant. In the next example, we show that the superposition of analytic edges is capable
of producing the “veridical” figure (of course, with its attendant brightness illusion). How-
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Figure 3.4: Constant Level Leaking Square with Constant Surround
ever, we also show in section 3.2.4.2 that by normalizing the gradient magnitude values
by orientation bin that contribute to the superposition, there is a re-creation of an actual
physical gradient of brightness, corresponding qualitatively to the visual illusion. We will
demonstrate later in this paper that this is a quite general property of the superposition
of analytic edges — many classic brightness illusions to seem to be accounted for in this
way — a “physical” reconstruction corresponding to an “illusory” perception seems to
correspond to limiting the range of the superposition, either in magnitude or distance.
It is possible to provide a closed form integral solution for the situation in which the
image contrast varies linearly. This is the case f (t) = t in the second row of table 2.1.
Here, we use a rectangle rather than a square. An alternative construction would be to use
the elementary constant line dipole solution of the previous example (first row of table 2.1)
by representing the edges of the rectange into a set of short edges, and the contrast step at
each of these as a term of the form ci ∗ log( z−biz−ai ). In this case, the term ci would represent
the linearly decreasing (increasing) contrast along the top (bottom) edge, and would be
constant along the left and right edges of the rectangle.
This example is of some interest from the point of view of visual perception. The
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Figure 3.5: Constant Level Rectangle in Linear Gray-Scale Surround
interior of the rectangular region has been constructed with constant intensity, and all that
has been specified is that there is a linear gradient of contrast along the top and bottom
edges, with constant contrast along the left and right edges. The perception of figures
constructed in this way is that of a rectangle and surround which vary linearly in intensity.
This is clearly an illusion, since the internal gray-scale of the figure was constructed to be
constant, yet it is perceived, along with the surround, as linearly varying. The fact that this
is an illusion can be verified by placing a sheet of paper with a cutout corresponding to the
central rectangle. Then, it will be seen as its (true) constant intensity. Removing the mask,
and the compelling percept returns. This is an example of illusions of the general class of
“simultaneous brightness contrast” (Williams, McCoy, & Purves, 1998a, 1998b).
This example also illustrates a problem with the infinite support provided by the an-
alytic edge. Actual images have a bounding box — they end at some point. Since the
bounding box is quite close to the actual figure in Figure 3.7, there is a noticeable lack
of “homogeneity” near the bounding box images, which in this case represent an arbi-
trary “cut-off” of the infinite dipole form of the analytic edges. This effect can largely
be masked by adding in analytic edges for the bounding box, choosing an arbitrary value
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Figure 3.6: Plemelj solutions of linearly horizontal increasing steps corresponding to the
four edges of the solid rectangle in a linear vertical gradient surround.
for the gray-scale “outside” the bounding box edges, though different from the assumed
constant gray-scale of the “surround” of the rectangle. A solution with explicit analytic
edges used to construct the bounding box is shown in Figure 3.8. Figure 3.9 shows the
superposition of the four outer edges with the four edges of the inner rectangle. The re-
sult is a much closer approximation to the construction of a constant intensity rectangle
surrounded by a linearly decreasing gray-scale background.
3.2.4.2 Perceptual Illusion Reconstruction
We will now demonstrated the perceptual illusion reconstruction of the constant rectangle
on a linear gradient surround that was discussed in the previous section. The input image
is shown in Figure 3.10. As mentioned above, this image with a linear gradient surround is
important because it corresponds to a strong brightness illusion in which the outer gradient
induces a strong perception of an inner, but opposite gradient inside the rectangle, even
though the veridicial gray scale of it is constant.
Figure 3.11 show a cross section of the source (input) and the destination (recon-
structed) pixel intensity values. The profiles are nearly exactly the same, indicating that
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Figure 3.7: Sum of the Plemelj solutions shown in figure 3.6 making up a rectangle that
corresponds to a linear gradient of contrast surrounding a constant contrast rectangle.
Figure 3.8: Four edges corresponding to the outer surround of the entire frame.
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Figure 3.9: Sum of four Plemelj solutions for gradient rectangle shown in figure 3.6 and
a surround of four Plemelj solutions corresponding to the entire background image of a
linear gradient, shown in figure 3.8
Figure 3.10: Veridical image of a constant gray scale rectangle, embedded in a surround
of linearly decreasing gray scale.
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the analytic edge algorithm is able to successfully reconstruct the veridical representation
of the input image. In Figure 3.12, we will then show that slight thresholding changes the
veridical reconstruction to a reconstruction which has the perceptual illusion represented
in the gray scale image that is reconstructed.
Figure 3.11: Constant level rectangle in linear surround: brightness induction illusion.
Because of the strong illusory induction of brightness in this type of figure it is difficult to
visually judge the veridicial gray levels. In order to aid in this, a section of the image is
plotted in the center panel. The left top image is the source and the left bottom image is the
reconstructed image, as a result of superposition of analytic edges. The image gray scale,
along the green and red lines line in both source and reconstructed images is plotted in the
right panel. It can be seen that the central rectangle has a long, constant gray scale value,
which is surrounded on either side by a linear “ramp”. The visual appearence however is
that of a linear ramp, within the rectangle, of opposite slope. This is because brightness is
“induced” by the edge steps at the rectangle boundaries, and this local edge step somehow
“fills in” the interior region of the rectangle with an illusory brightness.
The next figure (Figure 3.12) again shows the source image, but it also shows a gra-
dient magnitude orientation normalization reconstructed image as well. Examining the
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Figure 3.12: Wedge with Perceptual Illusion. When the gradient magnitude is normalized
by orientation bins, this induces the illusion of a gradient in the inner rectangle in the
opposite direction of the surrounding wedge gradient.
profiles on the right proves interesting. One quickly notices that the reconstructed pro-
file definitely exhibits a gradient of pixel intensity values, in the opposite direction of the
surround gradient.
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3.3 Artificial Scenes with Perceptual Illusion
Having demonstrated the reconstruction of both veridical and perceptual illusion scenes,
the analytic edge algorithm is now applied against a series of classic artifical perceptual
illusions to determine how well it performs in reconstructing the perceptual illusions (and
the veridical reconstructions as well). Each of these subsections will include a brief dis-
cussion of the expected illusion and a discussion of the analytic edge perceptual illusion
reconstruction, followed by images of the source, the veridical reconstruction, and the per-
ceptual illusion reconstruction. It should be noted that similar preprocessing steps were
accomplished on all of the artificial and natural scenes that follow. These preprocessing
steps included:
• Converting the input image into a double-valued matrix from a single or three-
channel 8-bit image.
• Resizing the image to 128x128 pixels with a padding of 2 pixels all around of values
that were typically grayscale, 0.5. Sometimes, however, these were adjusted to a
black value of 0 when the source image was already set in a gray, 0.5, background.
• Calculating the gradient magnitude and orientation/theta for the resized and padded
source image using the first-order gradient filter described in section 2.3.3.2. Note
that these gradient magnitude and orientation values are the primary input into the
actual analytic edge calculations.
It is important to note that the primary purpose of this research is the development and im-
plementation of the structured formalism of the analytic edge algorithm, and in particular
as applied to veridical image reconstructions. The fact that the analytic edge is also able
to successfully recreate a variety of perceptual illusions was a surprise, but not core to the
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current research. An immediate challenge when dealing with perceptual illusions is how
to measure the efficacy of a given algorithm for creating the illusion. Short of performing
psychophysical experimentation with human subjects to try and quantify the strength of
a given perceptual illusion, the purpose of showcasing and discussing the illusions in this
section is to demonstrate that, qualitiatively, the analytic edge algorithm is able to success-
fully produce the illusions. Pixel intensity profile slices of the source and reconstructed
images will be used to demonstrate the efficicacy of the algorithm in producing the illlu-
sions. However detailed quantitative metrics are not presented here, but left as a (difficult)
problem for future experimental work.
3.3.1 Craik-O’Brien-Cornsweet Effect (COCE)
The COCE illusion induces the illusion of unequal pixel intensities on the left and right-
hand sides of the scene. The left side should appear darker than the right side due to
a cusp in the middle of the image. This is demonstrated in Figure 3.13. One sees a
progression of images: (A) resized source image, (B) veridically reconstructed image,
and (C) reconstruction of the perceptual illusion using an orientation normalization with
bin_count = 16 and normalization strength = -0.2.
Table 3.1 shows the preprocessing, analytic edge processing, and perceptual illusion
induction parameters used to create the veridical and the perceptual image reconstructions.
Recall that the preprocessing parameters are used to resize the image, to pad it if required,
and to calculate the individual pixel-level gradient magnitude and orientation/theta val-
ues. The same preprocessing parameters were used for both the veridical and perceptual
illusion image reconstructions. Similarly the same parameters were used as part of the
primary processing for the analytic edge computation, with one modification: the gradient
magnitude values were normalized according to 64 orientation bin with a normalization
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(A) (B) (C)
Figure 3.13: Craik-O’Brien-Cornsweet Effect Results. (A) Source Image - resized to
128x128, (B) Veridical Reconstruction (C) Perceptual Illusion Reconstruction using Ori-
entation Normalization with bin_count = 64 and normalization strength = -0.2.
strength of -0.2.
Figure 3.14 shows a comparison of a slice of the pixel intensity values for the source
and veridical reconstruction of the COCE image. The source slice is shown in green and
the veridical reconstruction slice is shown in red. Note how the structure of the plots are
nearly identical, indicating a true veridical reconstruction of the image.
Sub-figure (C) of Figure 3.13 demonstrates the perceptual illusion effect, however it
can be difficult to see. Figure 3.15 shows the same results (i.e the source COCE image in
the upper left and the perceptual illusion reconstruction in the lower left corner). However
it also displays a slice of the pixel intensity values (shown in green for the source image
and red for the reconstructed image). One notices how the reconstructed slice is shifted
lower on the left and higher on the right, consistent with the overall illusion. Therefore the
analytic edge algorithm, combined with a normalization of the input gradient magnitude
values per orientation bins yields a correct perceptual illusion for the COCE image.
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Processing
Category Parameter Veridical Perceptual
Preprocessing
Resize 128 x 128 128 x 128
Pad Type fixed fixed
Pad Size 2 2
Pad Color 0 (black) 0 (black)
Gradient Type First Order Edge First Order Edge
Analytic Edge
Processing
Dipole Ends CircleDiameter CircleDiameter
Dipole Radius: r 0.5 0.5
Solution Type Log
(
log
[ z−b
z−a
])
Log
(
log
[ z−b
z−a
])
Technique Type Iterative Iterative
Perceptual Illusion
Induction
orientation
normalization
False (Not Used) True
orientation
bin_count
N/A 16
orientation
strength
N/A 1
magnitude_cut 0 (Not Used) 0.04
distance_cut 0 (Not Used) 0 (Not Used)
contrast
adjustment type
mean+var mean+var
Table 3.1: Parameters used to create the COCE reconstructions: Veridical Reconstruction
and Perceptual Illusion Reconstruction
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Figure 3.14: COCE Veridical Profile. Slice Profile of Source (green) and Veridical Recon-
struction (red) of the COCE Image.
3.3.2 Mach Bands
The Mach Bands results are shown in Figure (3.16). The induced perceptual illusion in-
volves a pixel intensity increase near the edge of a band with its darker neighbor to the left.
The analytic edge algorithm is able to successfully produce the veridical reconstruction of
the Mach Bands image using the orientation normalization method. The source image and
veridical reconstruction as well as a profile slice are shown in Figure 3.17.
The source image, the perceptual illusion image, and a profile slice are shown in Figure
(3.18). Here one can see the tilting of the pixel intensity values within each step / band of
the image. The tilt goes from higher on the left ot lower on the right which is consistent
with the perceptual illusion.
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Figure 3.15: Slice profile showing the pixel intensity differences between the source (upper
image + green line) and the reconstructed perceptual illusion image (lower image and red
line) for the COCE image. The left and right sides of the image show obvious adjustments
to darker (lower) and brighter (higher) pixel intensity values respecctively for the red line.
This is consistent with the illusion and what one would expect to see.
(A) (B) (C)
Figure 3.16: Mach Bands Results. (A) Source Image - resized to 128x128, (B) Veridical
Reconstruction, (C) Perceptual Illusion Reconstruction using Orientation Normalization
with bin_count = 64 and normalization strength = 0.1.
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Figure 3.17: Mach Bands Veridical Profile. (Upper Left) Source Image - resized to
128x128, (Lower Left) Veridical Reconstruction (Right) Profile slice showing similarity
between pixel intensity values. The green line of the source image is nearly invisible as it
is completely covered by the red line of the reconstructed veridical image (except where
the pixel intensity values are 0 on the very left side of the profile image), indicating a near
perfect match. The root-mean-square pixel-by-pixel error calculation between the source
and the veridically reconstructed image is 0.242%.
87
Figure 3.18: Mach Bands Perceptual Illusion Profile Slice - Note how the red slice of the
perceptual illusion reconstruction shows a distinct tilting in each gray band, from higher
on the left to lower on the right for each band/step of the image. This is consistent with
the illusory percept where the left side of a band is slightly brighter than the right side.
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(A) (B) (C)
Figure 3.19: Kofka Control Ring Results. (A) Source Image - resized to 128x128, (B)
Veridical Reconstruction (C) Perceptual Illusion Reconstruction using orientation normal-
ization with a bin count = 64 and a strength = 0.02.
3.3.3 Kofka Control Ring
Figure 3.19 shows the Kofka Control Ring illusion. This illusion induces a brightness shift
for the two halves of the circle: the left half appears darker and the right half lighter. This
is due to the surround that is causing the circular halves to shift the circle’s brightness in
the opposite direction, away from the surround. The analytic edge reproduces this illusion
using an using orientation normalization with a bin count = 64 and a strength = 0.02.
Figure 3.20 shows the profile slice for the reconstructed perceptual illusion image
demonstrating the pixel intensity shifts of the left half of the circle (decrease to become
darker) and right half of the circle (increase to become brighter). The profile demonstrates
that the analytic edge algorithm is able to successfully induce the anticipated illusion.
Table shows the parameters that were used to generate the Kofka Control Ring recon-
structed images.
3.3.4 White’s Illusion
Figure 3.21 shows the results for White’s illusion. The induced illusion occurs with the
two sets of gray horizontal bars. The gray bars on the left will appear darker than the
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Figure 3.20: Kofka Control Ring Perceptual Profile Slice - The profile slice demonstrates
a shift in the left circular half to become darker and the right circular half brighter for the
reconstructed image (when using an orientation normalization illusion induction with bin
count = 64 and normalization strength = 0.02). In looking at the center of the profile image,
one sees the two green line plateaus of equal pixel intensity value and the corresponding
red line segments (found at values 30-40 and 80-90 along the x-axis). One would expect
to see the left red line segment shifted to a lower value representing darker pixels and the
right red line segment shifted to a higher value representing whiter pixels. This is indeed
what is seen. The left pixels have pixel intensity values ~0.45 and the right side ~0.55.
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Processing
Category Parameter Veridical Perceptual
Preprocessing
Resize 128 x 128 128 x 128
Pad Type Fixed (constant
value)
Fixed (constant
value)
Pad Size 2 2
Pad Color 0.5 (gray) 0.5 (gray)
Gradient Type First Order Edge First Order Edge
Analytic Edge
Processing
Dipole Ends CircleDiameter CircleDiameter
Dipole Radius: r 0.5 0.5
Solution Type Log
(
log
[ z−b
z−a
])
Log
(
log
[ z−b
z−a
])
Technique Type Iterative Iterative
Perceptual Illusion
Induction
orientation
normalization
False (Not Used) True
orientation
bin_count
N/A 64
orientation
strength
N/A 0.02
magnitude_cut 0 (Not Used) 0 (Not Used)
distance_cut 0 (Not Used) 0 (Not Used)
contrast
adjustment type
mean+var mean+var
Table 3.2: Parameters used to create the Kofka Control Ring reconstructions: Veridical
Reconstruction and Perceptual Illusion Reconstruction
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(A) (B) (C)
Figure 3.21: White’s Illusion Results. (A) Source Image - resized to 128x128, (B) Veridi-
cal Reconstruction (C) Perceptual Illusion Reconstruction using Orientation Normaliza-
tion with bin count = 16 and normalization strength = 0.02.
gray bars on the right. This is caused by the darker surrounding black horizontal lines
above and below the left gray bars, whereas the right gray bars are bordered on their tops
and bottoms with white. The analytic edge reconstructs this illusion using orientation
normalization with a bin count = 16 and a strength = 0.02.
Figure 3.22 shows the pixel slice between the left-sided gray bar and the right-sided
gray bar for both the source and the reconstructed images. One notices the decrease in
pixel intensity values for the left gray bar (values closer to black) and the increase for the
right gray bar (values closer to white). This is consistent with the proper direction of the
illusion.
3.3.5 Simultaneous Brightness Contrast
Figure 3.23 demonstrates the Simultaneous Brightness Contrast illusion. In this illusion,
the white annulus on the left induces a darker inner circle, whereas the black annulus on
the right side induces a lighter inner circle. The analytic edge reconstructs this illusion
with the orientation normalization method with a bin count = 1024 and a normalization
strength = -0.055.
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Figure 3.22: White’s Illusion Perceptual Illusion Profile - This demonstrates the correct
perceptual illusion induced in the reconstructed image, whereby the left gray bars (pixel
distances 10-35) of the reconstructed image (represented by the red line) are darker than
the right gray bars (pixel distances 65-95). In looking at the two green line plateaus of
equal pixel intensity value and the corresponding red line segments, one would expect to
see the left red line segment shifted to a lower value and the right red line segment shifted
to a higher value, corresponding to the correct perceptual illusion. This is seen, although
there is a larger shift on the right side bars versus the left side bars. This is likely due to an
artifact in the contrast adjustment step whereby the means and variances of the source and
the reconstructed images are compared and this is used to adjust the overal contrast of the
reconstructed image. Regardless, there is a good illusory effect given that the difference
between the two red line segments representing the left and the right sides is roughly 0.1
in pixel intensity space.
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(A) (B) (C)
Figure 3.23: Simultaneous Contrast Disks. (A) Source Image - resized to 128x128, (B)
Veridical Reconstruction (C) Perceptual Illusion Reconstruction using Orientation Nor-
malization with bin count = 1024 and strength = -0.055.
Figure 3.24 shows the profile of the source and veridically reconstructed images and
one sees the very close match between the two profiles. Figure 3.25 shows the profile
between the source and the perceptual illusion image. In this figure one sees that the gray
circle inside the white annulus has darker pixel intensity values than the corresponding
gray circle inside the black annulus (i.e. the red line in the right side image at pixel
distances 0-15 are lower than the corresponding red line intensities at pixel distances of
roughly between 60-75).
3.3.6 Checkerboard Shadow
The Checkerboard Shadow is shown in Figure 3.26. In this illusion, the checkerboard
squares A and B have the same pixel intensity values, however square A appears percep-
tually darker than square B. The analytic edge is able to reconstruct this illusion using
orientation normalization with bin count = 8 and normalization strength = -0.07. The
padding color was set to 0.5 (gray). Figures 3.27 and 3.28 show the veridical and per-
ceptual image profiles. Note in Figure 3.28 how the red line from pixels 27-37 is higher
than from pixels 1 - 12, indicating whiter pixel intensity values, consistent with the actual
94
Figure 3.24: Simultaneous Brightness Contrast Veridical Reconstruction Profiling. Very
good alignment exists between the source and the veridically reconstructed images as seen
by the close match between the green (source) and red (veridically reconstructed) profile
slices.
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Figure 3.25: Simultaneous Brightness Contrast Perceptual Illusion Profiling. The white
annulus center is represented by the green (source image) and red (reconstructed image)
lines at pixel distances 0-15 and the black annulus center by pixel distances 60-75. One
would expect to see the white annulus center shifted lower to darker pixel values and the
black annulus center shifted higher to whiter pixel values for the red line representing the
perceptual illusion reconstruction.
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perceptual illusion. One also sees an overall whitening of the reconstructed perceptual
illusion image.
(A) (B) (C)
Figure 3.26: Checkerboard Shadow. (A) Source Image - resized to 128x128, (B) Veridical
Reconstruction (C) Perceptual Illusion Reconstruction using Orientation Normalization
with a bin count = 8, strength = -0.1, and using a padding color = 0.5 (gray). Details of the
perceptual illusion are shown below in Figure 3.28.
3.3.7 COCE Che
Figure 3.29 demonstrates the COCE Che illusion, which is a variant of the COCE illusion
discussed above. Due to image pixel intensity cusps at the ednge of Che’s face, Che’s
hair and beret appear darker than the rest of the image, even though they have the same
pixel intensity values. This illusion is reconstructed via the analytic edge with gradient
magnitude orientation normalization with bin count = 16 and strength = -0.1. Figures 3.30
and 3.31 show the corresponding profiles for the veridical and perceptual profiles.. Note
in the perceptual image profile figure the drop in pixel intensity values from pixel distance
0 to 10 as compared to values between 15 and 30, thus demonstrating the illusion.
3.3.7.1 Kofka Ring Shifted
The Kofka Ring Shifted results are shown in Figure 3.32. In this illusion the left half
circular annulus embedded in the darker gray background will appear lighter than a similar
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Figure 3.27: Checkerboard Shadow Veridical Profile
circular annulus on the right side that is embedded in a lighter gray background. The
Analytic Edge algorithm is able to successfully create this illusion using the orientation
normalization technique with a bin count = 16 and strength = 0.1.
Figures 3.33 and 3.34 show the veridical and perceptual illusion image profiles.
3.3.8 Comparison and Explanation of Artificial Scenes
Table 3.4 shows the different images, the perceptual illusion, the illusion technique, and
the illusion parameters that were used to derived the perceptual illusion image.
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Figure 3.28: Checkerboard Shadow Perceptual Illusion Profile. The square with the letter
A is seen in the profile image between pixel distances 0-12 and the B square between 27
- 37. One sees the two green plateaus at these locations representing the source image
and the fact that they are of equal pixel intensity value. For the perceptual illusion, one
would expect to see the A square shifted down to a darker pixel value and the B square
shifted up to a lighter pixel value. This is what one sees in the red line that represents
the reconstructed perceptual illusion. The A square (darker) hovers around 0.46 and the B
square (lighter) is around 0.52.
(A) (B) (C)
Figure 3.29: COCE Che. (A) Source Image - resized to 128x128, (B) Veridical Recon-
struction (C) Perceptual Illusion Reconstruction using Orientation Normalization with bin
count = 16 and normalization strength = -0.1.
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Figure 3.30: COCE Che Veridical Reconstruction Image Profile
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Figure 3.31: COCE Che Perceptual Illusion Profile. The key point is to compare the pixels
found between pixel distances 0 - 10 and 15-27. Those between 0-10 represent the red line
on COCE Che that crosses his hair, whereas those between 15-27 are the portion of the
red line on his face. Those between 0-10 are darker (lower pixel intensity values) than
those between 15-27 (roughly 0.48 versus 0.53), whereas the equivalent green line pixels
(source image) all hover around 0.51 for both the hair and face components. One also
notices that the white segments on the reconstructed scene are starting to exhibit a typical
dipole effect where these white pixels are starting to lighten their surrounding pixels. This
demonstrates the long-range nature of the Analytic Edge algorithm.
101
(A) (B) (C)
Figure 3.32: Kofka Ring Shifted Results. (A) Source image resized to 128x128, (B)
Veridically Reconstructed Image, (C) Perceptual Illusion Image using Orientation Nor-
malization to Induce the Illusion with Bin Count = 16 and Strength = 0.1.
Figure 3.33: Kofka Ring Shifted Veridical Reconstruction Image Profile. The alignment
between the source image (green line) and veridically reconstructed image (red line) is
very close. The overall pixel-by-pixel root mean square error is 0.73%.
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Figure 3.34: Kofka Ring Shifted Perceptual Illusion Profile. One should expect to see the
left half-annulus appear lighter than the right half-annulus. This is what is shown in the
profile whereby the red line (representing the reconstructed image) is higher (brighter) at
0.6 pixel intensity value on the left side versus 0.54 on the right side (versus the two green
plateaus of the source image that hover around 0.56 pixel intensity value).
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Image Name SourceImage
Perceptual
Illusion
Image
Illusion Technique Parameters
COCE Orientation
Normalization
Bin Count = 64
Strength = -0.2
Mach Bands Orientation
Normalization
Bin Count = 64
Strength = 0.1
Kofka Control Ring Orientation
Normalization
Bin Count = 64
Strength = 0.02
White’s Illusion Orientation
Normalization
Bin Count = 16
Strength = 0.02
Simultaneous Brightness
Contrast
Orientation
Normalization
Bin Count = 1024
Strength = -0.55
Checkerboard Shadow Orientation
Normalization
Bin Count = 8
Strength = -0.1
COCE Che Orientation
Normalization
Bin Count = 16
Strength = -0.1
Kofka Ring Shifted Orientation
Normalization
Bin Count = 16
Strength = 0.1
Table 3.4: Comparison of Artificial Scenes and their Perceptual Illusion Induction Method and Parameters
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3.4 Natural Scenes
In addition to supporting the veridical and perceptual illusion reconstruction of the images
presented in the previous sections, the analytic edge algorithm also successfully recon-
structs natural scene images. This brief section demonstrates such reconstruction against
a variety of commonly-used natural scene images in computer vision initiatives. Only the
source and veridically reconstructed scenes are demonstrated as these particular natural
scenes do not induce any perceptual illusions.
3.4.1 Lena
Figure 3.35 shows the Lena source image and the analytic edge veridical reconstruction.
(A) (B)
Figure 3.35: Lena. (A) Source Image - resized to 128x128, (B) Veridical Reconstruction
Figure 3.36 shows the Lena source and veridically reconstructed images along with
profile slices of the two images.
3.4.2 Cameraman
Figure 3.37 shows the Cameraman image and the analytic edge veridical reconstruction.
Figure 3.38 shows the cameraman source and veridically reconstructed images and
their associated profiles.
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Figure 3.36: Lena Source and Veridical Images Profiles. One sees overall good compari-
son between the two profiles, however there is some slight adjustment of the reconstructed
image profile (the red line) found near some of the profile spikings (for instance, look
along the x-axis between pixel distances 40-60).
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(A) (B)
Figure 3.37: Cameraman. (A) Source Image - resized to 128x128, (B) Veridical Recon-
struction
3.4.3 Fruit Bundle
Figure 3.39 shows the fruit bundle image and the analytic edge veridical reconstruction.
Figure 3.40 shows the profile slices of the fruit bundle source and veridically recon-
structed images.
3.4.4 Clouds
Figure 3.41 shows a clouds image and the analytic edge veridical reconstruction.
Figure 3.42 shows the profile slice comparing the source and the veridically recon-
structed image for the clouds image.
3.5 Results Summary
The results shown demonstrate the power and utility of the analytic edge algorithm. It can
reconstruct both artificial and natural scenes, and induce perceptual illusions by modifying
the input gradient magnitude values. Despite these successes, there are still some lingering
questions.
It is currently unclear how to accurately select the appropriate gradient magnitude mod-
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Figure 3.38: Cameraman Source and Veridical Images Profiles. One sees good compar-
ison overall between the two profiles, however some compression does occur with the
reconstructed images (places where the red line is slightly shifted up in the lower pixel
intensity values range or slightly shifted down in the higher pixel intensity values range).
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(A) (B)
Figure 3.39: Fruit Bundle Result. (A) Source Image - resized to 128x128, (B) Veridical
Reconstruction
ifications to induce a perceptual illusion. The results obtained to date were determined by
trial and error and we have limited intuition as to why certain parameters work. For in-
stance, we think that, for the orientation normalization technique, bin count will be related
to the distribution of gradient magnitude orientation values (i.e. fewer distinct gradient
magnitude orientations should require a smaller bin count). This represents a significant
area for further examination.
A normalization step is accomplished, whereby the reconstructed image is adjusted
according based upon comparions to the source image mean and variance. This is done
because the analytic edge algorithm produces a piece-wise harmonic image, which is only
accurate up to a constant value of the original image pixel intensity values. Therefore
the reconstructed image must be globally adjusted. This is an unavoidable effect of any
algorithm based on edge or derivative values. To the extent that human vision relies on
edge input, then the same problem applies there, and has been extensively discussed (e.g.
(Gilchrist et al., 1999; Vladusich, 2013)).
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Figure 3.40: Fruit Bundle Source and Veridical Images Profiles. There is similar overall
structure between the two profiles, however one does see some slight contrast compression
of the veridical reconstructed image profile (red line) (see along x-axis at roughly 30, 33,
59, and 64).
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(A) (B)
Figure 3.41: Clouds Result. (A) Source Image - resized to 128x128, (B) Veridical Recon-
struction
Figure 3.42: Clouds Source and Veridical Images Profiles. Note the close comparison
between the overall profiles.
CHAPTER 4
CONCLUSION
It is widely believed that the early human visual system “discards” information about
illumination (i.e. pixel-by-pixel intensity) and instead transmits information which is ba-
sically a form of a derivative. If so, then a fundamental problem is how to “fill-in” the
intensity values (e.g. integrate the gradient of an image) that are specified by one of the
types of derivative operators often assumed to be operating in the early visual system
(retina, LGN, V1). There have been various approaches to understanding this fundamental
algorithmic problem, such as the retinex model (most convincingly implemented by Neu-
mann boundary value solutions of an associated Poisson equation (Horn, 1974; Limare et
al., 2011), the diffusion equation, with assumed neural network “neurons” that implement
this edge-constrained filling-in, or multi-scale (pyramid) models based on the presumed
existence of a pyramid-like spatial frequency representation in the brain. Each of these
approaches has significant credibility problems. Poisson equation solutions, either by re-
laxation methods (Horn, 1974) or by discrete cosine transform (Limare et al., 2011) seem
to require access to highly precise numerical computations that are best performed with
a digital computer. A similar problem holds for pyramid-based algorithms. The low fre-
quency components of a pyramid involved summation over very large numbers of pixels,
and a very large range of precision is required to represent the full range of a pyramid with
adequate precision. Noise, either numerical or physiological, would make it impossible to
reconstruct an accurate image from such “edge” data. Thus, while pyramid reconstruction
is a simple algorithm to execute on a digital computer with access to floating point rep-
resentation (i.e. by summation across levels of the pyramid), it seems hardly possible to
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perform on a noisy, analog representation as might be available in the brain. There is little
evidence in any case of the existence in the brain of the precise form of pyramid represen-
tation that would be required. Neural network approaches based on the diffusion equation
have the possibility of providing a neural algorithm for edge reconstruction and filling-in,
but they generally depend on the hypothesis of specific forms of neural processing which
have never been observed in detail. And, more to the point, the diffusion constant derived
from random walk, is represented as λ
2
2τ , where the spatial step λ and the time step τ that
are associated with the underlying random walk, yield filling-in times that are in the range
of thousands of time too slow to match human perceptual framing, regardless of which
“plausible” guesses one might make about the neural or anatomical assignment of these
two parameters (see (Fischl et al., 1997)).
Because of the fundamental nature of the problem of image reconstruction from edge
data, in human and computer vision, the present study was motivated to gain insight into
the underlying nature of this problem from a mathematical point of view. It has been found
that singular integral equation methods, based on the Plemelj Theorem (and the proper-
ties of the Cauchy integral) provide a promising source of insight into this problem, and
into related problems of figure-ground and border ownership. In addition, a wide range
of visual contrast illusions seem to depend on, in a simple way, a few (possibly one) pa-
rameters. This approach is also free of the time constraints presented by the sequential
solution of a diffusion process, as the singular integral methods provide a kind of “gen-
eralized Greens function” (Fischl & Schwartz, 1999) in the sense of providing a one-step
solution (by super-position of analytic edges).
As is briefly summarized here, the question of assigning specific (and confirmed)
aspects of neural processing to the main approaches that have been considered to date
(Retinex, Poisson equation, Diffusion Equation, Oriented Pyramid) seems unconvincing
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at best, and in fundamental disagreement with one or another aspect of human vision. The
same could be said of the Plemelj approach drescribed here. We leave for future work a
more detailed analysis of the possible neural implementation of singular integral methods
in the brain, and instead, present the current results as providing a novel way of thinking
about this problem, which has provided some insight into the nature of a range of visual
illusions, and into some of the underlying properties that “border ownership”, especially
in a feed-forward context, might require.
4.1 Algorithm Enhancements
The algorithm could be enhanced with the following additions:
• Color imagery implementation - The first enhancement would be to add support
for color imagery. Currently the algorithm only operates against grayscale imagery.
Color imagery implementation would involve running each color band through the
analytic edge algorithm and recombining the results into a single image result.
• Space-variance - The analytic edge should be enhanced to process imagery using
a space variance approach to be consistent with the human visual system. This
would not only support a direct neurobiological implementation, but we believe that
it would also solve (or at least mitigate) any edging effects that are induced via the
algorithm. Earlier in section 3.2.4.1, we discussed the issue that the analytic edge
operates by accepting contour contributions from anywhere in the complex plane.
However image scenes are limited in scope, i.e. they have boundaries at the edge
of the image. These boundaries create an artificial distance cut. By implementing
a space-variance capability in the analytic edge, and thus providing a higher con-
centration of potential contour contributions from this concentrated area, this would
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potentially mitigate the influence of any lost contributions from the artificial distance
cutting from the image boundary.
• Scene Statistics-based Auto Calculating for Perceptual Illusion Induction - Fur-
ther exploration of how to automatically calculate the correct gradient magntiude
orientation normalization parameters to induce perceptual illusions should be ac-
complished. One approach would be to further explore the source and reconstructed
scene histograms to determine if they might reveal a pattern for effective normaliza-
tion to induce the correct illusion.
• Scene-wide Intensity Adjustment - Implementing a scene-wide constant intensity
adjustment could be further refined. As noted in section 3.5, given that the analytic
edge algorithm produces a piece-wise harmonic image, the reconstructed image is
valid only up to a constant of the source image. Currently the source image mean
and variance are used to adjust the reconstructed image to have a similar background.
This does not seem to go far enough however, to fully adjust the reconstructed image
contrast.
4.2 Conceptual Extensions
These conceptual extensions should be examined for potential incorporation as well. They
are listed separately from the algorihtm enhancements as they are less developed concepts
at this point, whereas the algorithm enhancements could be more readily implemented.
• Incomplete Input Data - As noted in table 1.1, the analytic edge algorithm does
not currently support the reconstruction of scenes with incomplete input stimuli, at
least it was not tested against such images. This would be a logical extension of this
research.
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• Imaginary Scene Component - Currently the imaginary component of the recon-
structed image is discarded and the real component is assumed to be the solu-
tion. Why should this imaginary half be discarded though? One might want to
use both of these components and then employ a complex imagery to grayscale con-
version to achieve the resultant image (see for instance (K. Smith, Landes, Thollot,
& Myszkowski, 2008) that describes their Apparent Greyscale algorithm that does
just that).
• Alternative Gradient Preprocessing - Another concept that was briefly examined
was employing an alternative, polarity gradient for preprocessing (see section 2.3.4.5).
This assymetrical gradient did not produce useful results in its current instantiation,
but it might be worthwhile to explore the concept of alternative gradients for the
preprocessing as a feeder to the analytic edge algorithm.
• Pixel Dipoles / Contour Ends - We have currently defined a number of individual
pixel contour ends definitions as shown in Figure 2.6. Are these the correct im-
plementations for the pixel-wise contours? Does it make sense to define a contour
within the confines of a single pixel or does it only make sense to define this across
two pixels? Given that the first order edge filters work across two left-right pix-
els and two top-bottom pixels, perhaps the contour ends should actually be defined
across these two pixels as well.
• Square versus Circular Image Pixel Definition - An even more radical idea is that
the square input image pixel is an artifact of the artificial imaging systems currently
in use. A more neurobiologically plausible input signal would include circular pix-
els, more in line with retinal cell concentrations in the fovea versus the sparse cells in
the periphery. Further preprocessing of the source imagery could be accomplished
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to try and recreate such a circular pixel construct.
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