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3 unit cell, is considered a
prototypical case of a surface Mott phase at room temperature. Our Density Functional Theory





Density Wave (CDW) ground state. Our analysis shows that at room temperature the K atoms





appears as the result of the dynamical fluctuations between degenerate CDW states. DFT-MD








3 transition temperature below 90K.
The competing electron-electron and electron-phonon interactions at low temperature are also
analyzed; using DFT calculations, we find that the electron-phonon negative-U∗ is larger than the
electron-electron Hubbard U , indicating that the CDW survives at very low temperature.
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1. INTRODUCTION
Metal layers on semiconductors present many different reconstructions [1] and new struc-
tures [2, 3], as well as competing exotic phenomena [4–7] including Mott phases [8–10] and
Charge Density Waves (CDW) [11–13]. Although static Density Functional Theory (DFT)
calculations provide a good starting point for the study of these systems, atomic dynamics
usually play an important role and DFT Molecular Dynamics (MD) simulations are required
to further understand the behaviour of the system [14]. For a more complete description
of the system, however, entropy and free energy should be considered [15, 16]. Still, free
energy calculations require the statistical sampling of a large number of DFT configura-
tions [17]; this is a challenging problem, explaining why for surface systems only a few DFT
free energy 1D profiles have been determined [18, 19]. Moreover, at very low temperatures
electron-electron and/or electron-phonon many-body effects can be important, effects that
are not accurately described in standard DFT techniques.














3 geometry and is nonmetallic at room temperature [20]; this was
interpreted as an indication of the appearance of a Mott phase on the surface. However,
the analysis of the Si 2p and B 1s core levels as a function of coverage [21] indicates that,
for θ = 1/3, the surface has two types of B atoms, and Si adatoms, with equal weight. For




3 phase is observed [6, 21–23]; this
structure presents 3 Si adatoms displaced upwards and one Si adatom displaced downwards
[6]. Our DFT calculations reveal that a similar CDW distortion appears for θ = 1/3 ML.







the following) phase at room temperature, we perform very long DFT-MD simulations at





3 CDW states; as a result of these dynamical fluctuations
[14, 24–26], the
√
3 phase can be understood as the dynamical average of the different CDW
structures the system visits, in agreement with the core-level data [21]. These DFT-MD
simulations also show that the K atoms present a very important diffusive motion along the
surface that promotes the up/down fluctuations of the Si adatoms. Thus, we calculate the
free energy 2D map for the transition between two different CDW states using the Weighted
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3 atomic structure. Large
brown and orange circles represent up and down Si adatoms; the vertical distortion is ∆z = 0.57
Å. B atoms (pink circles) are located below the Si adatoms. The K atoms (purple circles) easily
diffuse on this surface. Only the two upper Si layers are shown, for clarity. The solid and dashed
















3 transition temperature lower than 90K. In order to analyze the low
T limit, we perform constrained DFT calculations to determine the electron-electron, U ,
and electron-phonon, λ, interactions, that with the mean frequency, w0, of the Si adatoms,
as obtained in our DFT-MD simulations, define the parameters of an effective Hubbard-
Holstein hamiltonian [29, 30]. We find that the negative U∗, defined as 2λ2/w0, is around
15 % larger than the repulsive U , suggesting that the CDW found at high and moderate T
survives at very low T [31, 32].
2. DFT METHODS
In our theoretical approach we combine accurate plane-waves DFT calculations and com-
putationally efficient local-orbital DFT-MD simulations. In particular, we use the plane-
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waves Quantum Espresso (QE) simulation package [33] for the determination of the
surface geometries and energy differences. Using this code, however, for the DFT-MD simu-
lations and free energy calculations presented in this work is prohibited by its computational
and time-consuming cost. Therefore, these DFT-MD simulations are performed with the
Fireball code [34–36] using Numerical Atomic-like Orbitals (NAOs) [37] optimized to
reproduce the QE results.
In the QE DFT calculations the one-electron wave-functions were expanded in a basis set
of plane-waves, with energy cut-off of 80 Ry, using the BLYP exchange-correlation functional
[38, 39] and Goedecker-Teter-Hutter pseudopotentials [40]; the K 3p semi-core states were
included explicitly in the calculation. A vacuum region in the z-direction of ∼ 40 Å was
employed. The Brillouin zone (BZ) (in the XY plane) was sampled by means of Monkhorst-




3 surface a (4 × 4) MP grid yields fully
converged results. The DFT-MD simulations are performed with the local-orbital Fireball




3 unit cell (see Fig. 1) and a 2 × 2 MP special k-point grid, which
practically yields converged results for relaxed geometries and energy differences. We use an
optimized sp3-basis set of Numerical Atomic-like Orbitals [37] for Si and B, while for K we
have included a p3s basis representing the 3p semi-core and the 4s valence orbitals. The Si









3 atomic structures, as well as the energy difference between
them, as obtained in the accurate QE calculations, see below.
The K/Si(111):B surface was modelled by a slab with 6 full Si (111) layers plus the Si
adatom layer on T4 positions; the B atoms are located on the second Si layer, replacing the
Si atoms placed below the Si adatoms. The lower Si layer was saturated by H atoms; the





3 unit-cell. All calculations have been performed using the corresponding
theoretical lattice constant, a = 5.46 Å (QE) and a = 5.50 Å (Fireball).
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3. RESULTS AND DISCUSSION
3.1 Charge Density Wave




3 atomic structure as calculated with QE. In the
Si(111):B-
√
3 surface the Si adatom dangling bonds are empty due to the B delta doping.
When K atoms are added to this surface they transfer their valence electron to the Si dangling
bonds; in the ideal
√
3 geometry all the Si adatoms are equivalent and their dangling bonds
are filled with one electron; thus, a half occupied surface band appears at the Fermi energy





CDW with Si adatoms displaced up/down, with a vertical distortion ∆z = 0.57 Å. The B-
Si adatom bond length also shows a large vertical relaxation [6], d(B-Siup) = 2.95 Å and
d(B-Sidown) = 2.19 Å. This CDW state is lower in energy than the
√





3 unit cell. The CDW distortion is accompanied by a displacement of the K atoms
towards the up Si adatoms (Siup), promoting the transfer of one electron between Sidown and
Siup dangling bonds. Accordingly, the half occupied surface band is split into two bands,
one fully occupied and the other empty, separated by 0.8 eV (Figure 2b).
The CDW state is sixfold degenerate, depending on which particular pair of Si adatoms
are up or down. Thus, in the next step we have performed DFT-MD simulations at different
temperatures to explore the possible dynamical fluctuations between CDW states. For this
purpose we use the local-orbital Fireball code, less accurate than QE but much more
computationally efficient. As mentioned above, in these DFT-MD simulations the basis set
is fitted to reproduce the QE results; we obtain ∆z = 0.5 Å, d(B-Siup) = 2.92 Å, d(B-Sidown)
= 2.22 Å, and an energy difference between the
√
3 and CDW structures of 0.35 eV, to be
compared with the QE values presented above (also, see Supplementary Material).
3.2 DFT-MD simulations
We have performed DFT-MD simulations at different temperatures: T= 150K, 300K,




3 unit cell with 4 Si adatoms (see Figure 1). The
time step is ∆t = 1.5 fs and the total simulation time ranges between 200 ps and 1000 ps
in the different simulations, see Table I. Figure 3 illustrates the up/down time evolution
of the Si adatoms, represented by means of the following generalized coordinates: α =
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FIG. 2. Electronic energy bands (in eV) for the (a) K/Si(111):B-
√









3 unit-cell for an easier comparison. A narrow half occupied
surface band is found in the
√
3-case (a); this band appears as two bands at the Fermi level (0 eV)
due to the doubling of the unit cell. In the CDW structure (b) this band is split into two narrow
bands separated by ∼ 0.8 eV. (c) reciprocal space unit-cell and directions.
1
2
(z1 + z2 − z3 − z4); β = 12 (z1 − z2 + z3 − z4); γ =
1
2
(z1 − z2 − z3 + z4), defined in terms of
the vertical (z) displacements of the 4 Si adatoms; the mean displacement of the adatoms,
(z1 + z2 + z3 + z4) /4 is not represented since it presents no interesting feature. At T =
300K (Fig. 3a) the system is oscillating around the initial state, α ≈ 0.5 Å, β ≈ γ ≈ 0,
which is one of the six possible CDW states (Si adatoms 1 and 2 up, and adatoms 3 and 4
down). The behaviour for T = 150K (not shown) is similar, with no fluctuations between
different CDW states all along the simulation time, ∼ 1000 ps. At T = 400K (Fig. 3b), the
system shows several fluctuations between different CDW states; for instance, after around
220 ps the system jumps from the initial state to a different CDW configuration, γ ≈ −0.5
Å, α ≈ β ≈ 0 (adatoms 2 and 3 up, and adatoms 1 and 4 down); in total there are 7
jumps in ∼ 710 ps; these jumps appear in a chaotic fashion and are extremely fast. At
higher temperatures (T = 450K and 600K) these fluctuations take place more frequently,
see Figs. 3(c,d) and Table I. These results suggest that at high temperature the Si adatoms
present ultrafast fluctuations, in which two of them jump simultaneously, one moving down
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FIG. 3. Color online. Up/down motion of the Si adatoms in the DFT-MD simulations: α(t) (red),
β(t) (blue) and γ(t) (green), (in Å) for (a) T = 300K, (b) T = 400K, (c) T = 450K and (d) T =
600K (time in ps). At T = 400K, 450K and 600K the system jumps between the six degenerate
CDW configurations in a chaotic way. Notice the different time scales (x-axis) for the different
cases.
and the other moving up, the system visiting in this way all the degenerate CDW states.
These fluctuations appear in a random way, because one e.g. Siup can be coupled in this
motion with anyone of the neighbouring Sidown. These dynamical fluctuations explain why
the system presents, on average, a
√
3-symmetry [20] and at the same time two different
types of Si adatoms and B atoms are observed [21].
3.3 Free energy map
In these DFT-MD simulations we find that the K atoms easily diffuse on the Si(111):B
surface [42], following the lines of a honeycomb pattern around the Si adatoms (see Sup-
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T (K) Nf ts (10
−12 s) τ (s) τ∗ = ts/Nf (s)
600 27 210 6.9× 10−12 7.8× 10−12
450 17 720 4.5× 10−11 4.2× 10−11
400 7 710 1.1× 10−10 1.0× 10−10
300 - 500 1.9× 10−9 > 5.0× 10−10
150 - 1030 1.5× 10−4 > 1.0× 10−9
Tc = 94 – 83 τc = 10
2 − 104
TABLE I. Estimation of the transition temperature Tc using an Arrhenius-like equation τ =
C exp(∆G/kBT ) for the mean fluctuation time. The value of ∆G = 0.29 eV is obtained from
Figure 4, and the constant C from the results shown in Figure 3 for T = 400K, 450K and 600K
(C = 2.5 × 10−14 s). Nf is the number of fluctuations and ts the total simulation time for each
temperature T .
plementary Material). This finding indicates the convenience of calculating the free energy
of the system instead of the total energy to properly take into account the effects of the
diffusion of the K atoms (as well as the vibrations of all the surface atoms) on the phase
transition. Therefore, we have calculated a DFT free energy map at T = 450K using the
Umbrella Sampling technique [27]. The reaction coordinates are the z-coordinates of two of
the Si-adatoms in the unit cell (e.g. atoms 1 and 2 in Fig. 1) while the z-coordinates of the
other two Si adatoms are restrained by means of additional umbrella potentials, in such a
way that one remains in an up position and the other in a down position. In this way we
generate a huge number of configurations (∼ 1.3 ×106) using DFT-MD and calculate the
free energy map by means of the WHAM method [28]. In particular, we have used a 36
× 36 grid of umbrella windows and ∼ 1000 configurations per window; the constant used
for the umbrella potentials is k = 600 kcal/mol Å−2. Figure 4 shows this free energy map;
the free energy barrier between the two minima is 0.29 eV, 0.06 eV lower than the static
barrier (total energy difference between the CDW and
√
3 configurations). The minimum
energy path corresponds to the anti-symmetric displacement z2 = −z1. The transition state
corresponds to a local
√
3-geometry for the two Si adatoms, with z1 = z2 = 0.
It is interesting to use the DFT-MD and free energy results (Figures 3 and 4) to estimate
the transition temperature, Tc, between the fluctuating
√
3-phase and the CDW structure.
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3)-unit cell, as a function of the (z1,
z2) reaction coordinates (in Å). The two minima at (z1, z2) = (-0.25, 0.25) Å and (0.25, -0.25) Å
correspond to two different CDW ground states. The free energy barrier is around 0.29 eV.
For this purpose we use an Arrhenius-like equation for the mean fluctuating time, τ =
C exp(∆G/kBT ), with ∆G = 0.29 eV and C a constant determined from the results of
Figure 3, and assume that this transition is defined by taking τ ∼ 102 − 104 s. This
procedure is justified by the exponential nature of the equation; as shown in Table I, this
yields Tc ≈ 90K ± 7K.
3.4 Mapping to a Hubbard-Holstein model
So far we have discussed the nature of the observed
√
3 phase at RT. At very low T other
exotic phases might appear, different from the CDW obtained in the DFT calculations. The
large vertical CDW distortions, ∆z and d(Si-B), and large splitting of the surface bands
(Figure 2) suggest, however, that the CDW is the stable phase even at very low T. We have


















i + b̂i), (1)
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where U is the Hubbard electron-electron interaction, λ represents the electron-phonon
interaction associated with a local phonon defined by its frequency w0, and t is the nearest
neighbor hopping interaction. This hamiltonian has been used to analyze systems with
important electron-phonon and electron-electron interactions.
DFT calculations can be used to obtain the parameters appearing in this hamiltonian.





(Fig. 2a), t ≈ 40 meV, while the frequency w0 can be obtained from the vertical vibrations
of the Si adatoms in the DFT-MD simulations (e.g. see Fig. 3 and Supplementary Material);
for this purpose we have taken an average of the frequencies found in the simulations for
different temperatures and obtain w0 ≈ 21 ± 1.5 meV. In order to obtain U and λ we perform
constrained DFT calculations, fixing the Kohn-Sham orbital occupations [43], whereby the
surface bands of the CDW structure keep the same charge as in the
√
3 surface (i.e. all
dangling bonds are half-occupied). We obtain a gap between the upper and lower surface
bands of Eg ≈ 1.2 eV. This yields U∗ = 2λ2/w0 ≈ 1.1 eV, where we have used λ =
∆E
∆x
(~/(2Mw0))1/2, with ∆E the shift of the surface bands as a function of the adatom
displacements ∆x, and M ≈ 4
3
MSi [44]. U
∗ is the effective negative-U contribution due to
the electron-phonon interaction [29, 30].
Finally, the Hubbard U is obtained from a comparison of the band splitting Eg mentioned
above with the band splitting, E ′g ≈ 0.8 eV, shown in Figure 2b (that corresponds to fully
occupied and empty surface bands). This yields U = (U0−J) ≈ 0.95 eV. In this equation J
is the nearest neighbor electron-electron interaction, which is obtained with the help of an
electrostatic model [43] in which the Si surface is described as a semi-infinite medium with a
dielectric constant of 11.9, and U0 is the on-site electron-electron interaction (U0 ≈ 1.28 eV).
These values can be compared with U0 = 1.1 eV, J = 0.5 eV and U = 0.6 eV as obtained in
ref. [45]. These results show that U/t ≈ 24, U∗/t ≈ 28, U∗ > U , and w0/t ≈ 0.5, values that
also suggest that the CDW is the stable solution at T = 0K [29, 30, 46]. In particular, we
find that the electron-phonon effective negative-U is larger than the Hubbard U , U∗ > U , by
∼ 15 %. This discussion shows that either a Mott-phase or an antiferromagnetic structure
can be excluded as appearing for K/Si(111):B at low T.
As a further test we calculate the correlation energy associated with the half-filled band
of Fig. 2a, not included appropriately in the DFT calculations. This energy can be written
as [12, 47] Ecorr = −14fU , 0 < f < 1, where f depends on U/W , W being the bandwidth
1This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/
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of the two dimensional electron gas (see Fig. 2a), with f = 1 for a highly correlated system
(U/W >> 1) and f = 0 in the opposite limit (U/W << 1). In our system W = 0.36 eV, and
we find from other similar cases [12, 47] that f ≈ 0.39 and Ecorr = −0.09 eV per adatom,
for U = 0.95 eV (or f ≈ 0.28 and Ecorr = −0.04 eV for U = 0.6 eV [45]). This correlation
energy should be compared with the energy of the CDW geometry with respect to the
√
3-
surface, −0.35 eV (per two adatoms), still indicating that the CDW is the stable phase.
That correlation energy reduces, however, the energy barrier for the dynamical fluctuations
(Fig. 4) and also Tc below 90K.
4. CONCLUSIONS
In conclusion, we have analyzed the K/Si(111):B (θ = 1/3) surface by means of long DFT-
MD simulations and free energy calculations involving a huge number of configurations. Our
results show that a CDW is the ground state of the system. The
√
3 phase observed at room
temperature is due to the dynamical fluctuations of the system between different CDW
states; these fluctuations are coupled to the motion of the K atoms, that easily diffuse
following a honeycomb pattern along the surface. Entropy and electron correlations reduce
the free energy barrier for the up/down fluctuations of the Si adatoms. We also show that
the negative-U∗ is larger than U , indicating that the CDW survives at very low T.
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