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Abstract 
Most polymers used in Enhanced Oil Recovery exhibit shear-thinning behaviour. 
An in-house streamline simulator was modified and used to study the effects of 
both shear-thinning and shear-thickening on oil recovery. First, we describe how 
to simulate Newtonian and non-Newtonian polymer flooding. In contrast to 
current simulators, our methodology: (1) implements an iterative approach to 
solve the pressure field opposed to the common approach where this viscosity-
pressure interdependence is ignored, (2) defines non-Newtonian viscosities to be 
cell-centred while current simulators use a face-approach and (3) uses a 
physically-based rheological model where non-Newtonian viscosities in two-phase 
flow are those exhibited in single-phase flow at the same pressure gradient not 
the same flow rate. To validate the simulator, we constructed one-dimensional 
analytical solutions for waterflooding with a non-Newtonian fluid. We then 
compared our results to those from commercial simulators illustrating the 
significance of current assumptions and their effects on the simulation results as 
well as the design of polymer flooding. The simulator was also used to investigate 
non-Newtonian effects on sweep and recovery. The results of this work prove the 
importance of taking polymers’ non-Newtonian behaviour into account for the 
successful design and evaluation of polymer flooding projects. Shear-thinning 
impairs sweep through exacerbated fingering and channelling. Increased 
channelling is due both to an overall reduction in viscosity as well as local 
viscosity variations, the latter factor being less significant. In addition, our 
results illustrate the potential of using shear-thickening agents for channelling 
reduction. 
The numerical simulation of such processes is also a challenge as the 
solutions should minimise numerical dispersion. Traditional numerical 
simulations of polymer flooding give excessive front smearing compared to pure 
waterfloods, requiring many thousands of gridblocks in one dimension to resolve 
the fronts adequately and rendering the predictions from three-dimensional 
simulations dubious at best. Investigating numerical dispersion in simulations of 
polymer flooding, we showed that these erroneous predictions occur because of 
the coupling of compositional dispersion with fractional flow. Small errors in 
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composition alter the fractional flow, causing the development of incorrect 
wavespeeds. Rather than implementing a higher-order discretisation method, we 
propose a simple scheme based on segregated-flow within a gridblock. Compared 
to current mixing schemes, it differs in that segregation not only affects fluid 
properties but the transport, too. The scheme was shown to reestablish self-
sharpness across the trailing shock. After validating the approach in one 
dimension, we performed multi-dimensional simulations demonstrating that 
traditional simulation methods can vastly overestimate recovery, potentially 
leading to poor injection design and management decisions. Finally, we 
illustrated the extendibility of this technique to low-salinity flooding as well as 
compositional simulations of miscible and near-miscible gas injection processes.  
At the end, since one of the main purposes of reservoir simulation is to 
optimally design the exploitation and production of petroleum resources, we 
investigated various aspects of the design of polymer flooding processes. First, we 
investigated the design of such processes in terms of finding the optimal solution 
and the characteristics of optimal strategies. The results suggest that polymer-
flooding design – in terms of concentration, slug size and initiation – is more 
intuitive than expected previously. In terms of optimisation, polymer flooding is 
unimodal. In terms of optimal design, we found that: (1) it is always beneficial to 
start polymer flooding as soon as possible preferably before any waterflooding; (2) 
optimal slugs are very close to being continuous and (3) shear-thinning floods 
require higher polymer concentrations to compensate for losses in mobility 
control. Second, we quantified the impact of uncertainty on both the optimal 
design and profitability. The uncertainty results provide a quantitative ranking 
of the various factors affecting polymer flooding. This serves as a guide to 
associated data-acquisition efforts. Pre-polymer flooding initiation efforts can be 
focused on reducing uncertainties of high impact factors, thereby increasing the 
probability of success. Finally, we investigated upscaling effects. The main 
limitation to the use of upscaled models was found to be injectivity-related. For 
cases where polymer-flooding injectivity was not a factor, the results illustrate 
the potential utility of upscaled models for the preliminary design of polymer 
floods in terms of optimal polymer concentrations. This is despite the significant 
mismatch in polymer flooding predictions obtained with the different upscaled 
models. 
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simulator but with assumptions contained in current simulators. Results 
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recovery-equivalent Newtonian polymer. .............................................................148 
Figure 4.38 Viscosity profiles for a dilatant solution flowing through a 
layered reservoir with a permeability contrast of 10. Viscosities are higher 
in the high permeability layer, which suggests the possibility of achieving 
deep profile control using shear-thickening solutions. Although such results 
are intuitive, they serve to validate the capability of our simulator in 
modelling shear-thickening effects........................................................................149 
Figure 4.39 Recoveries for shear-thickening and Newtonian 
unconditionally stable polymer flooding a layered reservoir with no 
crossflow. Increasing viscosity (1 – 100 mPa.s: red) improves sweep up to 
around 20 mPa.s above which no additional improvement is seen. No 
Newtonian polymer could replicate the recovery performance of a shear-
thickening polymer. Using a shear-thickening agent, we are able to reduce 
the velocity contrast – hence, reduce channelling – due to local variations in 
viscosity...................................................................................................................150 
Figure 4.40 Oil production (rate and cumulative) for secondary Newtonian 
(4, 6 and 7 mPa.s) and non-Newtonian 9.1 mPa.s shear-thinning and shear-
thickening polymer flooding SPE-93500 with an inverted 5-spot. The 
performance of the 9.1 mPa.s shear-thickening polymer matches that 
obtained with a 7 mPa.s Newtonian polymer. ......................................................151 
Figure 4.41 Saturation profiles at ~ 1.2 PV injected for a 9.1 mPa.s shear-
thickening flood (left) and 7 mPa.s Newtonian flood (right) for layer 35. 
Although production predictions are similar, the saturation profiles show 
some differences. In this layer, the shear-thickening flood yields less 
channelling. ............................................................................................................151 
Figure 4.42 Viscosity histograms for the 9.1 mPa.s shear-thickening flood 
with (bottom) and without (top) a 1.5 mPa.s threshold. A 1.5 mPa.s 
threshold was forced to remove the impact of connate water and numerical 
dispersion of the polymer front. The bottom figure suggests the polymer 
flood exhibits an average viscosity around 5.8 mPa.s—lower than a 
recovery-equivalent Newtonian polymer. A recovery-equivalent Newtonian 
polymer has a viscosity of 7 mPa.s (refer to Figure 4.40), which corresponds 
well with the peak viscosity exhibited by the shear-thickening flood.................152 
Figure 4.43 Permeability histograms for SPE-10 93,500-cells (refer to 
Figure 4.28). More than 80,000 cells have permeability between 0 – 500 
mD along which we note the presence of a dominant permeability range 
across the reservoir between 0 – 12.5 mD. ...........................................................152 
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Figure 4.44 Viscosity histogram at 250 days (0.3 PV) for the 9.1 mPa.s 
shear-thickening flood with a 1.5 mPa.s threshold. A 1.5 mPa.s threshold 
was forced to remove the impact of connate water and numerical dispersion 
of the polymer front. Note the thickening polymer exhibit a viscosity field 
very comparable to that exhibited at late time (1.2 PV: refer to Figure 4.42) 
despite the still limited propagation. ....................................................................153 
Figure 4.45 Oil production (rate and cumulative) for secondary Newtonian 
(1 – waterflooding, 4, 4.5, 5 and 6 mPa.s) and 9.1 mPa.s shear-thickening 
polymer flooding SPE-93500 with an inverted 5-spot. The performance of 
the 9.1 mPa.s shear-thickening polymer matches that obtained with a 5 
mPa.s Newtonian polymer. ....................................................................................153 
Figure 4.46 Viscosity histogram for the 9.1 mPa.s shear-thickening flood 
with a 1.5 mPa.s threshold. A 1.5 mPa.s threshold was forced to remove the 
impact of connate water and numerical dispersion of the polymer front. The 
figure suggests the polymer flood exhibits a peak/average viscosity around 
3.8 mPa.s—lower than a recovery-equivalent Newtonian polymer. A 
recovery equivalent Newtonian polymer has a viscosity of 5 mPa.s (refer to 
Figure 4.45). ..........................................................................................................154 
Figure 4.47 Saturation profiles at ~ 1.2 PV injected for a 9.1 mPa.s shear-
thickening flood (left) and 5 mPa.s Newtonian flood (right) for layer 5. 
Although production predictions are similar, the saturation profiles show 
some differences......................................................................................................154 
Figure 5.1 Saturation profile for a 1D polymer-flooding problem given by 
Thiele et al. (2010b). Significant smearing is exhibited even with 100 
gridblocks (indicated by G on the figure). Such effects are also seen in other 
compositional displacements. ................................................................................157 
Figure 5.2 Illustration of wavespeeds for a stable displacement (top) with a 
leading shock. Wavespeeds (middle) will be a monotonically increasing 
function of water saturation, which means any initial smearing will sharpen 
leading to the restoration of the correct profile (bottom) – hence a Buckley-
Leverett solution is said to be self-sharpening. ....................................................158 
Figure 5.3 Illustration of wavespeeds for unstable (left) and tracer-like 
(right) fractional flows. Wavespeeds go from being monotonically decreasing 
– for the no-shock case thus resulting more spreading with time – to 
constant – which means any initial condition will propagate at the same 
speed, hence referred to as an indifferent solution – as opposed to the earlier 
monotonically increasing wavespeeds for a stable fractional flow. .....................159 
Figure 5.4 A typical polymer-flood solution (top) along a hypothetical 
representation of water wavespeeds (bottom) for an augmented waterflood. 
We have three regions: a connate-water shock followed by a secondary-shock 
formed by the more favourable injected water and a rarefaction. Thus, 
across the two shocks we would like the wavespeeds to increase 
monotonically (dashed) such that the algorithm would be self-sharpening. 
Thus, the wavespeeds would be more or less like the red curve..........................160 
Figure 5.5 Possible definitions of viscosity-concentration dependence: linear 
and quadratic..........................................................................................................161 
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Figure 5.6 Wavespeeds in a traditional simulation of a polymer flood (case 
I) with: linear (left) and quadratic (right) viscosity-polymer dependence. 
Starting from an initially smeared condition obtained from simulation after 
0.05 pore-volumes injected (top), we show the actual fractional flow as a 
function of saturation in the numerical profile (centre) and the inferred 
wavespeeds for the aqueous phase and the co-injected component (bottom). 
First with a linear viscosity-concentration dependence, we see no clear 
connate bank and wavespeeds across the trailing shock are dispersive (i.e. 
decreasing with increasing saturations). Second, with quadratic viscosity-
polymer dependence, while we do see a clear connate bank, wavespeeds 
across the trailing shock is still dispersive. ..........................................................162 
Figure 5.7 Numerical solution after 0.2 pore-volumes injected for the two 
viscosity representations: linear and quadratic. From this, we see that the 
solution is in line with earlier expectations – refer to Figure 5.6: (a) with a 
linear representation the connate bank is less distinct (i.e. we do not see a 
region across which the saturation is constant) and (b) for both 
representations the trailing shock is significantly smeared................................163 
Figure 5.8 The reason behind phasal dispersion in augmented 
waterflooding illustrated for polymer flooding. Because of compositional 
variations, instead of having two regions with two distinct fractional flow 
curves, we will have a region of continuous fractional flow curves. Thus, we 
propose a dispersion reduction scheme based on segregation such that we 
hinder the presence of such a mixing zone. ..........................................................164 
Figure 5.9 Wavespeeds in a simulation of a polymer flood (case I) with full 
segregation. Starting from an initial smeared condition obtained from 
simulation after 0.05 pore-volumes injected (top), we show the actual 
fractional flow as a function of saturation in the numerical profile (middle) 
and the inferred wavespeeds for the aqueous phase and the co-injected 
component (bottom). In terms of water phase wavespeeds, we see a clear 
connate bank and the trailing shock is self-sharpening—aqueous 
wavespeeds looks similar to the hypothetical expectation (refer to Figure 
5.4)...........................................................................................................................166 
Figure 5.10 Numerical solution after 0.2 pore-volumes injected with 
segregated-flow. We now resolve the fronts accurately. ......................................167 
Figure 5.11 Simulation results for a 1D polymer flood (case II) using a 
traditional numerical scheme with different numbers of gridblocks. (a) 
Normalised polymer concentration profile. Significant dispersion is 
exhibited when fewer than 1000 gridblocks are used. (b) The saturation 
profile at 0.2 pore-volumes injected. Note 1000 gridblocks are needed to 
resolve the location of the polymer bank. (c) The consequence of this 
saturation smearing on oil rate predictions. To correctly resolve production 
post connate bank breakthrough 1000 gridblocks are needed. A commercial 
grid-based simulator shows similar effects with 50 gridblocks and suffers 
slightly higher numerical dispersion than the streamline simulator. ................168 
Figure 5.12 Results with and without the segregated-flow assumption for 
the 1D polymer flood (case II). The reference analytical solution is also 
shown. (a) Oil rate predictions with different numbers of gridblocks. Note 
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that while earlier ~ 1000 gridblocks were required to match the analytical 
solution (refer to Figure 5.11), with full segregation 20 cells yield 
reasonable results. (b) The polymer front location at 0.2 pore-volumes 
injected (i.e. width of the mixing zone) as a function of the number of 
gridblocks with the instant dissolution assumption and the segregation 
assumption. Note with segregation 20 gridblocks results in approximately 
the same numerical dispersion level as a 400-cells model with instant 
dissolution. In addition, the results suggest that to accurately resolve the 
polymer shock around 2000 cells are needed with the current instant 
dissolution assumption, while with full segregation we need ~ 200 cells—
that is an order of magnitude reduction. ..............................................................169 
Figure 5.13 Polymer concentration and water saturation profiles at 1500 
days (~ 0.375 PV injected) obtained using our streamline simulator using (a) 
50x50 model with instant dissolution, left, (b) 500x500 model with instant 
dissolution, middle and (c) 50x50 model with segregation, right. Note with 
segregation in the displacement a much lower number of gridblocks are 
needed to accurately resolve the polymer concentration and water 
saturation fronts. In addition, note that with instant dissolution 
breakthrough is delayed.........................................................................................170 
Figure 5.14 Oil production predictions for the homogeneous polymer flood 
case. (a) Predictions obtained with a commercial grid based simulator (left) 
with different numbers of gridblocks. Note the curves shift to the left with 
higher number of cells. The lower the number of cells the higher the 
overprediction of early time production. This is due to dispersion of the 
polymer bank, which leads to more favourable displacement ahead of the 
actual polymer front. (b) Predictions using our streamline simulator (right) 
with the instant dissolution assumption using different numbers of 
gridblocks and with segregation using a 50x50 model. Due to memory 
limitations the maximum number of cells is about 1 million (1000x1000); 
thus, we cannot prove the correctness of the segregation assumption in 
terms of production predictions. Nevertheless, note – as is the case for the 
commercial simulator – with instant dissolution as we refine the model the 
curves shift to the left. Moreover, with 1000 gridblocks in each direction, we 
start to see a late-time polymer shock as suggested by simulations with 
segregation..............................................................................................................170 
Figure 5.15 Oil production predictions obtained using our streamline 
simulator with and without segregated-flow. .......................................................171 
Figure 5.16 Polymer normalised-concentration and water saturation 
distributions at 2000 days obtained using our streamline simulator with 
instant dissolution (left) and segregation (right). Note that the instant 
dissolution assumption results in significant dispersion of the polymer front, 
a less distinct connate bank, and hence better sweep. Equivalent 1D 
solutions are shown in Figure 5.11. .....................................................................172 
Figure 5.17 Oil production predictions for waterflooding as well as 
secondary and tertiary polymer flooding. With instant dissolution, early 
time production is overpredicted compared to production prediction with full 
segregation..............................................................................................................173 
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Figure 5.18 Polymer normalised-concentration profile (right) and water 
saturation profile (left) at the economic limit for layers 1, 5 and 13 (from top 
to bottom) obtained using our streamline simulator with instant dissolution 
(IDA) and segregation (SEG). Note that the instant dissolution assumption 
results in higher spreading of the polymer front (clear in layers 1 and 5); 
due to which, instant dissolution predicts a less distinct connate bank and 
more favourable displacement, hence better sweep. ............................................174 
Figure 5.19 Oil production predictions (rate and cumulative) for secondary 
concentrated-slug injection with instant dissolution and segregation 
compared to waterflooding. Due to the very high viscosity of the polymer 
slug compared to oil and connate water, the effect of polymer front 
spreading due to numerical dispersion is very significant. Therefore, early 
time production is significantly overpredicted with instant dissolution 
compared to predictions with segregation. ...........................................................174 
Figure 5.20 Viscosity-concentration dependence for a medium molecular 
weight HPAM at a salinity of 0.4 kg/m3 from Wang et al. (2008)........................175 
Figure 5.21 (a) Oil production prediction with and without segregated-flow 
at different polymer concentrations (0.2 – 1.0 kg/m3). (b) Normalised net-
present-value (NPV) with respect to continuation of waterflooding for 
injection at different polymer concentration estimated with and without 
segregation..............................................................................................................176 
Figure 5.22 Results with and without the segregated-flow assumption for a 
1D low-salinity flood. Saturation profiles (top) at 0.2 pore-volumes injected 
and oil cut predictions (middle) with different numbers of gridblocks (20 and 
50). The reference fine-grid (i.e. 1000 cells) solution is also shown. Note that 
with segregation 50 gridblocks give reasonable results. In addition, with 20 
gridblocks although predictions are still far from the reference solution, 
segregation does reduce numerical dispersion effects. This enhancement in 
accuracy is partly due to the reduction of numerical dispersion of the solute 
component. The width of the mixing zone using different number of 
gridblocks (bottom) with and without segregation, illustrates that 
segregation reduces dispersion of the solute component. With segregation, 
20 gridblocks results in approximately the same numerical dispersion level 
as a 50 blocks without it. .......................................................................................178 
Figure 5.23 Results with and without the segregated-flow assumption for 
1D low-salinity flooding: oil saturation for a tertiary flood at 1.2 PV injected 
(left) and water saturation for a secondary slug injection at 1 PV injected 
(right) obtained with different numbers of gridblocks (20 and 50). The 
reference fine-grid (i.e. 1000 cells) solution is also shown. (a) For tertiary 
flooding, due to numerical dispersion, a coarse grid underestimates the 
magnitude of oil banking. With segregation, a 50-block model is sufficient to 
predict the size of the oil bank (blue). Note the yellow line represents the oil 
saturation at the end of secondary – high salinity – waterflood. (b) For slug 
injection, numerical dispersion hinders the slug effectiveness, as the solute 
slug gets dispersed and underpredicts the mobilisation of residual oil. With 
segregation, a 50-block model is sufficient to predict the reduction of 
residual oil. Segregation controls numerical dispersion; hence, better 
predictions can be obtained with coarser grids. ...................................................179 
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Figure 5.24 2nd set of assumed high and low-salinity relative permeability 
curves. .....................................................................................................................180 
Figure 5.25 Water saturation profiles for low-salinity flooding at 2000 days 
obtained using our streamline simulator with instant dissolution (left) and 
segregation (right). Note segregation reduces the smearing of the saturation 
fronts as indicated by the green area. ...................................................................180 
Figure 5.26 Ternary diagrams showing the effects of numerical dispersion 
for: a vaporising gas drive from Orr Jr (2007), left and a 1D polymer flood 
(case-I), right. In black are the analytical solutions. Dashed are simulation 
results. For the polymer flood, we show simulation results using a 50-cell 
model with and without segregated-flow. As observed by Jessen et al. (2004) 
for compositional flooding, the effect of numerical dispersion is to move the 
composition path toward the dilution line (for polymer flood defined as the 
line representing mixing of finite polymer at the trailing shock with connate 
water ahead). ..........................................................................................................181 
Figure 5.27 The proposed segregation scheme for compositional 
simulations: (a) instead of full-mixing only partial mixing occurs (bordered 
is the new mixing cell) and (b) a gridblock (i) is pseudo-refined into two cells: 
an upstream cell containing the pure non-mixing components and a 
downstream cell representing the new mixing cell. .............................................182 
Figure 5.28 Ternary diagrams of flooding the two systems: system-I (left) 
and system-II (right). Our results using the traditional full-mixing 
assumption and with segregation compared to the analytical and simulation 
results from Jessen et al. (2004). Note that with segregation the 
displacement route in the compositional space is better predicted and 
compares well with the analytical displacement path. ........................................185 
Figure 5.29 Empirical mixing exponents (left) computed from 1D 
simulations for the two ternary systems along compositional profiles (right) 
predicted with segregation compared to the traditional full mixing 
assumption obtained for ternary system-I using different numbers of 
gridblocks (10 and 100). The analytical solution from Jessen et al. (2004) is 
also shown. Note the 100-block simulation (along 20 and 1000 block 
simulations) served as a calibration to predict the empirical mixing 
exponents, from which the exponent for a 10-cells model was used and 
served as a test. Clearly, with segregation the predicted profiles better 
matches the analytical solution. The methane and decane shocks obtained 
are less dispersed. In addition, the decane plateaus are better predicted. 
Finally, note that the x-intercept in the mixing exponent is a quantitative 
measure of the system sensitivity to numerical dispersion effects 
(comparable to dilution lines as suggested by Orr Jr (2007)). .............................185 
Figure 5.30 Methane and decane profiles for system-I obtained using a 20-
blocks model with full mixing and segregation with different mixing 
exponents: 1, 1.5 and 2 compared to the analytical solution derived by 
Jessen et al. (2004). Using any mixing exponent between 1 and 2 – 
corresponding to models with cells between 3 and 70 (refer to Figure 5.29) 
– would better resolve methane profile compared to the traditional full 
mixing assumption. ................................................................................................186 
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Figure 5.31 Testing a streamline-dependent mixing exponent in 1D for a 
multi-injection problem. Methane and decane profiles obtained using a 100-
block model with segregation and full mixing compared to results obtained 
with full mixing but using a 10,000-gridblock model. Better results are 
obtained with segregation in terms of both shocks and constant states. Note 
methane is injected from the sides and the producer is placed closer to one 
side. This simulation tests the idea of using a streamline dependent mixing 
exponent as more cells are used to describe the reservoir to the right and 
hence would require a lower mixing exponent. ....................................................187 
Figure 5.32 Testing a streamline-dependent mixing exponent in 2D. 
Decane profiles for a homogeneous quarter 5-spot obtained using a 20×20 
model with full mixing (left) and segregation (middle) compared to that 
obtained with full mixing but using a 200×200 model (right). For the coarse-
grid simulations, much better prediction is obtained with segregation. This 
simulation also tests the idea of using streamline-dependent mixing 
exponents as different streamlines will have different numbers of nodes..........187 
Figure 5.33 2D permeability field in mD based on layer 19 of SPE-10 2nd 
model (Christie and Blunt, 2001). .........................................................................188 
Figure 5.34 Methane profiles at 0.27 pore-volumes without (left) and with 
(right) segregation. With segregation, methane profiles exhibit less 
smearing. ................................................................................................................188 
Figure 6.1 Polymer viscosity and adsorption isotherm for the base cases. (a) 
Polymer viscosity and viscosity multiplier based on HPAM viscosity at a 
salinity of 7000 ppm (Wang et al., 2008). (b) Adsorption isotherm and 
adsorption level measured by Szabo (1975) and modified to account for 
differences in density and porosity........................................................................191 
Figure 6.2 Relative permeabilities for an oil-wet reservoir from The 
Relative Permeability Suite (Koederitz and Mohamad Ibrahim, 2002)..............192 
Figure 6.3 PUNQS3 horizontal permeability field (PERM, 2010). ....................193 
Figure 6.4 Relative permeability based on model-2 of the SPE-10 
comparative solution project (Christie and Blunt, 2001). ....................................193 
Figure 6.5 Permeability and porosity distributions for the four SPE-10 
models: (a) 93,500 cells, (b) 18,700 cells, as well as (c) 2,000 and (d) 75 cells 
(SENSOR, 2011). The values of permeability are shown in mD. ........................195 
Figure 6.6 Polymer flooding optimisation workflow...........................................196 
Figure 6.7 The optimal design space (ODS). The design sets surrounding 
the optimal constitute the surrounding design space (SDS) ...............................198 
Figure 6.8 Results of SPE-10 Fluids-I simultaneous runs: (a) 
Concentration-runs comparing continuous polymer floods at different 
polymer concentration, of which the optimal concentration is 0.5 kg/m3; (b) 
Slug-runs comparing polymer floods at the mean polymer concentration (1 
kg/m3), from which the optimal slug size for a 1 kg/m3 is 6.5 years of 
injection; and (c) Initiation-runs comparing continuous polymer floods at the 
mean polymer concentration for different start times, of which the optimal 
start is at time zero before waterflooding. ............................................................199 
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Figure 6.9 Results of PUNQS3 Fluids-I simultaneous runs: (a) 
Concentration-runs comparing continuous polymer floods at different 
polymer concentration, from which the optimal concentration is 1.6 kg/m3; 
(b) Slug-runs comparing polymer floods at the mean polymer concentration 
(1 kg/m3), from which the optimal slug size for a 1 kg/m3 is 11.5 years of 
injection; and (c) Initiation-runs comparing continuous polymer floods at the 
mean polymer concentration for different start time, from which the optimal 
start is at time zero before waterflooding. ............................................................201 
Figure 6.10 PUNQS3 NPVs for the full concentration-slug design space 
using four economic scenarios: (a) base economics (refer to Table 6.2), (b) 
base with high oil price (refer to Table 6.9), (c) base with low oil price and 
(d) base with high polymer cost. The results indicate the unimodal nature of 
polymer flooding problems. In addition, the results suggest that tighter 
economic conditions narrows the range of optimal slug sizes..............................203 
Figure 6.11 Viscosity and adsorption envelopes for the sensitivity runs. .........206 
Figure 6.12 Water relative permeability envelopes for the sensitivity runs.....206 
Figure 6.13 SPE-10 Fluids-I sensitivities and the effects on profitability. In 
each chart, the variables are ranked from top to bottom according to their 
impact. (a) Economic conditions sensitivities: oil price has the highest 
impact while lifting cost has the lowest impact. (b) Input sensitivities: 
porosity has the highest impact while heterogeneity has the lowest impact – 
within ± 10% uncertainty. (c) Additional sensitivities: tertiary flooding has 
the highest impact while adsorption reversibility has the lowest impact...........208 
Figure 6.14 SPE-10 Fluids-I sensitivities and the effects on recovery. In 
each chart, the variables are ranked from top to bottom according to their 
impact. (a) Economic sensitivities: oil price still has the highest impact 
while discount rate, polymer, facility and acquisition cost have no effect on 
ultimate recovery. (b) Input sensitivities: oil viscosity has the highest impact 
and heterogeneity has the lowest impact. (c) Additional sensitivities: 
parallel injection has the highest impact while adsorption reversibility has 
the lowest impact....................................................................................................209 
Figure 6.15 Refined ODS for PUNQS3 Fluids-I. ................................................210 
Figure 6.16 PUNQS3 Fluids-I sensitivities and their effects on profitability. 
In each chart, the variables are ranked from top to bottom according to their 
impact. (a) Economic sensitivities: oil price has the highest impact while 
facility cost has the lowest impact. (b) Input sensitivities: porosity has the 
highest impact while vertical permeability has the lowest impact – within ± 
10% uncertainty. (c) Additional sensitivities: numerical dispersion has the 
highest impact while adsorption reversibility has the lowest impact. ................212 
Figure 6.17 PUNQS3 Fluids-I sensitivities and their effects on ultimate 
recovery. In each chart, the variables are ranked from top to bottom 
according to their impact. (a) Economic sensitivities: oil price has the 
highest impact and lifting costs has the lowest impact while facility costs, 
acquisition and discount having no effect as they do not affect the polymer 
flooding economic limit. (b) Input sensitivities: injection rate has the highest 
impact and vertical permeability has the lowest impact. (c) Additional 
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sensitivities: numerical dispersion has the highest impact while pattern-to-
parallel injection has the lowest impact. ..............................................................213 
Figure 6.18 PUNQS3 shear-thinning flooding NPVs for the full 
concentration-slug design space using two economic scenarios: (a) base 
economics (refer to Table 6.2), (b) and tighter conditions of ($ 25/bbl of oil 
and $1.8/lb of polymer). In addition, (c) and (d) show the results for 
Newtonian and viscoelastic flooding, respectively, at base economic 
conditions. For shear-thinning, the base results in (a) compared to (c) 
illustrate that shear-thinning calls for higher polymer concentrations to 
compensate for lost mobility control. For viscoelastic flooding, the results in 
(d) compared to (a) suggest that in this case in-situ shear rates are not high 
enough to observe dilatancy effects. Finally, the results – in general – 
indicate the unimodal nature of polymer flooding problems even with shear-
thinning. .................................................................................................................217 
Figure 6.19 Results of SPE-10 Fluids-II simultaneous runs: (a) 
Concentration-runs comparing continues polymer floods at different 
polymer concentration, from which the optimal concentration is 2 kg/m3; (b) 
Slug-runs comparing polymer floods at the mean polymer concentration (1 
kg/m3), from which the optimal slug size for a 1 kg/m3 is 4 years of injection....218 
Figure 6.20 PUNQS3 Fluids-I shear-thinning sensitivities and their effects 
on profitability. In each chart, the variables are ranked from top to bottom 
according to their impact. (a) Input sensitivities (left): only rate has 
significant impact—within ± 10% uncertainty. (b) Non-Newtonian modelling 
sensitivities (right): the use of interstitial-velocity with face-centred 
viscosities has the highest impact while two-phase effects on the hydraulic 
radius (Z) have the lowest impact. ........................................................................221 
Figure 6.21 PUNQS3 Fluids-I shear-thinning sensitivities and their effects 
on recovery. In each chart, the variables are ranked from top to bottom 
according to their impact. (a) Input sensitivities (left): injection rate has the 
highest impact while the thinning exponent has the lowest impact—within ± 
10% uncertainty. (b) Non-Newtonian modelling sensitivities: the use of 
interstitial velocity with face-centred viscosities has the highest impact 
while the use of a lagging approach has the lowest impact. ................................221 
Figure 6.22 SPE-10 Fluids-II shear-thinning sensitivities and their effects 
on profitability. In each chart, the variables are ranked from top to bottom 
according to their impact. (a) Input sensitivities (left): injection rate has the 
highest impact while the thinning exponent has the lowest impact – within 
± 10% uncertainty. (b) Non-Newtonian modelling sensitivities: the use of a 
lagging approach has the highest impact while the use of a velocity-based 
rheological representation has the lowest impact. ...............................................222 
Figure 6.23 SPE-10 Fluids-II shear-thinning sensitivities and their effects 
on recovery. In each chart, the variables are ranked from top to bottom 
according to their impact. (a) Input sensitivities: injection rate has the 
highest impact while the thinning exponent has the lowest impact. (b) Non-
Newtonian modelling sensitivities: the use of a lagging approach has the 
highest impact while two-phase effects on the hydraulic radius (Z) have the 
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Figure 6.24 Field production rates and cumulative production with (right) 
and without (left) productivity modification for the four SPE-10 models. To 
the exception of the coarsest model, production predictions reasonably 
match without any productivity modification. With productivity 
modification, predictions using the coarsest model are improved. ......................226 
Figure 6.25 Injection bottom hole pressure with (right) and without (left) 
productivity modification for the four SPE-10 models. With productivity 
modifications, better matches are obtained. Note that for SPE-18700 BHP 
predictions are not very close; artificially changing the injection block 
permeability was tried but did not result in significant improvement—and 
thus was disregarded. ............................................................................................226 
Figure 6.26 Producers 1 through 4 production (a to d) with (right) and 
without (left) productivity modification for the four SPE-10 models. Better 
matches are obtained with productivity modification. .........................................227 
Figure 6.27 Design of continuous polymer flooding for SPE-10 Fluids-II 
using four models with different levels of upscaling. Net present value and 
ultimate recovery as functions of polymer injection concentration. Both the 
finest and coarsest models suggest an optimal concentration of 1.2 kg/m3. 
The 18700 model suggests a slightly higher optimal concentration (1.4 
kg/m3), while the 2000 model suggests a significantly lower optimal 
concentration (0.75 kg/m3). The results suggest the effects of upscaling on 
design are not systematic.......................................................................................229 
Figure 6.28 Comparison of polymer flooding predictions in terms of 
injection rates for the four SPE-10 models. Injection rate with a maximum 
of 750 m3/d are automatically reduced to honour BHP constraints. The 
results indicate that the 2000-cell model exhibit constrained injectivity 
which explains the prediction of a much lower optimal concentration using 
this model (refer to Figure 6.27). .........................................................................229 
Figure 6.29 Design of continuous polymer flooding for SPE-10 Fluids-II 
without BHP limitation using the four SPE-10 models. Net present value 
and ultimate recovery as functions of polymer injection concentration. Both 
the finest and coarsest models suggest an optimal concentration of 1.2 
kg/m3. All models suggest optima within ± 0.2 kg/m3. Nonetheless, results 
suggest non-systematic effects of upscaling on design. ........................................230 
Figure 6.30 Design of continuous shear-thinning floods for SPE-10 Fluids-
II with (right) and without (left) BHP limitation using the four SPE models. 
Net present value and ultimate recovery as functions of polymer injection 
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 The Simulation and Design of Polymer Flooding
  
1  
Introduction 
The survival of humanity depends on energy (i.e. food). Not only that but energy 
plays an important role in shaping our way of life. Shifts in humans’ way of life 
are associated with either finding new energy resources or finding new ways and 
technology to exploit and use resources. The advancement of civilisation is 
directly related to increased consumption of energy (Fanchi, 2004; Williams, 
2006). The industrial revolution relied on coal. A century later, oil replaced coal 
as the main energy source (Cleveland, 2009). Since then, oil has remained our 
main energy source. Actually, forecasts of energy use (EREC, 2010; EREC and 
Greenpeace, 2010; IEA, 2003; Shell, 2008) suggest that our demand for oil will 
continue for decades to come (Figure 1.1). The coming decades are viewed as a 
transition period to an eventual energy mix that depends mainly on non-fossil-
fuel energy (Fanchi, 2004). Thus, in this transition period, our job as petroleum 
engineers is mainly to ensure enough oil is available.  
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Figure 1.1 Future energy outlook from EREC and Greenpeace (2010) under three scenarios: (1) 
REF: business as usual, (2) E[R]: energy revolution where energy consumption is reduced and 
2050 CO2 emissions are cut to the 2005 level, (3) advE[R]: advanced technology along an 
energy revolution with a slightly higher reduction in energy consumption but significant 50% cut 
of 2050 CO2 emissions compared to 2005 levels. Note the significant reduction in oil share under 
the second and third scenarios.  
1.1 Enhanced Oil Recovery Research 
One way of ensuring enough oil is available to satisfy future demand is enhanced 
oil recovery (EOR). EOR is oil production via the injection of non-reservoir 
materials at any stage of production (Lake, 1989); though, it is usually applied in 
tertiary mode targeting oil left behind after secondary recovery. At the end of 
secondary recovery, due to both economical and technical reasons, a great 
amount of oil remains in the reservoir (Donaldson et al., 1989). First, in most 
cases, although recovery of additional oil is still technically viable, waterfloods 
are terminated once watercuts reach economic limits (Donaldson et al., 1989). In 
addition, oil is left behind due to technical reasons: microscopic and macroscopic. 
Microscopically, a fraction of oil (typically between 10 – 40 %) is retained due to 
flow instability and capillary forces. Macroscopically, some oil is left behind due 
to non-uniform flow and hence poor sweep (Donaldson et al., 1989; Lake, 1989).  
Several EOR processes have been proposed, researched, piloted and/or 
successfully implemented. Successful field-wide implementations are mainly 
those in the US through CO2 injection and in China through polymer flooding 
(Lake and Walsh, 2008). While EOR development thus far has been encouraging, 
“a breakthrough of a new process with widespread economic application would 
make a tremendous impact” (Donaldson et al., 1989). Actually few in the oil 
industry and academia share such a view of an exciting breakthrough in EOR. 
According to Lake et al. (1992), “EOR is not in the threshold of any dramatic 
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technology breakthrough; progress will probably come through gradual evolution 
stimulated by growing motivation to recovery more oil.” Whether gradual 
evolution or a momentous breakthrough, it is this potential of recovering 
incremental oil that supports the continuing EOR research effort. 
1.2 Thesis Overview 
1.2.1  Motivation 
(a) EOR for Saudi oilfields. From an industry standpoint, the first natural 
step in any EOR project is screening processes to identify applicable techniques. 
From this perspective and given typical reservoir and fluid properties, gas 
flooding is the most suitable EOR method for Saudi oil fields (Almalik and 
Desouky, 1995; Sayyouh and Al-Blehed, 1990). Nevertheless, from a research 
standpoint, we should focus on engineering what is desirable. From this 
perspective, three factors are important when considering EOR for Saudi 
oilfields: (1) the unavailability of large quantities of carbon dioxide—this however 
might be a potential synergetic regional project to achieve EOR and CCS (carbon 
capture and storage), (2) the underlying geology of Saudi fields characterised by 
extremely heterogeneous and fractured carbonate fields which suggest the 
importance of sweep improvement and (3) the existing infrastructure which 
favours water-based EOR processes since waterflooding schemes are already in-
place. Thus from an engineering perspective, polymer flooding seems to be the 
most attractive EOR process since it targets sweep improvement through 
waterflooding augmentation. 
(b) Improved understanding of shear-thinning effects. The main polymers 
used for EOR, polysaccharide and polyacrylamide, are shear-thinning (Lake, 
1989). Although such thinning behaviour is desirable from an injectivity 
standpoint, it is undesirable in terms of sweep and recovery—especially in 
heterogeneous media. Despite the possible sweep impairment and despite the 
maturity of polymer flooding, shear-thinning effects on sweep and recovery have 
been almost ignored. Therefore, an appreciation of the magnitude and 
significance of shear-thinning effects on recovery is lacking. Astonishingly, some 
workers suggest that shear-thinning somehow improves sweep and recovery. For 
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instance, Martel et al. (1998) state that “polymer solutions showing shear-
thinning behavior can be greatly beneficial for sweep efficiency and mobility 
control.” 
(c) Dilatant flooding for sweep improvement. At the end of secondary 
recovery, oil is left behind for three reasons: trapping (due to capillary forces), 
fingering (due to instability) and channelling (due to heterogeneity and well 
placement). According to Lake (1990), fingering defined as “the bypassing of a 
resident fluid by a displacing agent in a homogeneous nonuniform medium” is 
distinct from channelling. “Fingering can be prevented from displacements 
whereas bypassing caused by heterogeneities cannot (though it can be reduced).” 
Polymer flooding, through attaining more favourable mobility ratios, mainly 
targets oil bypassed due to fingering. In addition, it is argued that even for 
favourable mobility ratios polymer flooding can enhance recovery in 
heterogeneous media through channelling reduction (Lake, 1989; Sorbie, 1991). 
Nevertheless, for tertiary EOR the volumetric sweep normally does not exceed 
that obtained by waterflooding; thus, tertiary EOR processes can at best recover 
oil left in the water swept region (Rathmell et al., 1973). Thereby, in that sense, 
none of the current EOR processes targets channelling reduction. Exceptions are 
schemes for fluid diversion such as gel treatment. These, however, are local 
schemes with a limited radial impact and are better classified as IOR processes. 
From that perspective and at least in theory, dilatant flooding (i.e. flooding 
with solutions exhibiting shear-thickening behaviour) can provide a unique and 
invaluable EOR technique aimed at sweep improvement (Figure 1.2). First, it 
would be unique since most EOR schemes target residual oil reduction. Second, it 
would be invaluable because sweep improvement is usually regarded as an IOR 
target (i.e. achieved via pattern flooding, infill drilling, etc.), which can be a huge 
and costly undertaking especially in giant fields. Actually, the use of shear-
thickening agents to reduce channelling in heterogeneous media was first 
suggested by Jones (1980) and yet since then this possibility has not been 
investigated. 
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Figure 1.2 Schematic illustration of polymer flooding vertical sweep improvement (left) from 
Sorbie (1991), as well as non-Newtonian effects (right) on sweep and the potential for 
additional sweep improvement via dilatant flooding (i.e. flooding with a shear-thickening 
solution). For this simple layered case, while polymer flooding improves vertical sweep 
compared to a waterflood, it still exhibits a degree of poor sweep due to velocity contrasts 
stemming from the underlying permeability contrast. Flooding with a shear-thickening solution 
could further improve sweep compared to a Newtonian polymer as velocity contrasts are 
reduced. This is because higher velocities in the high permeability layers would result in higher 
shear and hence higher viscosities due to shear-thickening which will consequently reduce the 
velocity contrasts.  
1.2.2 Objective and Methods  
To evaluate the impact of non-Newtonian behaviour on the performance and 
design of polymer flooding is the main goal of this research. This was done 
through extending an in-house streamline simulator – developed by Eguono Obi 
(Obi and Blunt, 2006) based on the work of Batycky et al. (1997) – to model 
Newtonian and non-Newtonian polymer flooding. The extended simulator was 
then used to investigate the performance and design of polymer flooding.  
1.2.3 Thesis Outline  
First, in the next chapter, we review the relevant literature. We then present the 
body of this thesis, which is divided into four chapters:  
(a) Chapter 3. The first chapter presents the extension of the streamline 
simulator to model polymer flooding with Newtonian and non-Newtonian 
behaviour discussing the possible effects of current assumptions on the 
simulation and design of polymer flooding. 
(b) Chapter 4. The second chapter investigates the effects of non-Newtonian 
behaviour on sweep and recovery.  
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(c) Chapter 5. In this chapter, we investigate numerical dispersion in 
simulations of polymer flooding, presenting and testing a novel physically-based 
dispersion reduction scheme.  
(d) Chapter 6. Since one of the main purposes of reservoir simulation is to 
design optimal exploitation strategies, in this chapter, we examine various 
aspects of the design of polymer flooding. 
 
At the end, in the final chapter, we present the main findings of this research 
along with potential limitations and possible future directions. 
  
2  
Literature Review   
A polymer flooding process was first patented in 1944 (Detling, 1944). Detling’s 
process involved the injection of a tiny viscous slug – “12 to 48 hours or more” 
depending on injector-producer distance. The first studies reporting the results of 
waterflooding augmentation through the co-injection of polymers were published 
in 1964 in three papers by Sandiford (1964), Pye (1964) and Schurz (1964). Since 
then, polymer flooding has become a more mature technology backed by 
significant research. One of the reasons for this significant interest in the topic of 
polymer flooding is the wide range of phenomena associated with polymer flow 
through porous media. Most of which require careful and detailed analysis. 
Accordingly, the aim of this chapter is not to review all aspects of polymer 
flooding in detail. Rather, it provides a brief overview of the topic in general, 
focusing on aspects closely related to this work: polymer rheology, non-
Newtonian effects, non-Newtonian simulators, numerical dispersion in polymer 
flooding simulations and polymer flooding design. For an in-depth coverage of 
polymer flooding the reader is advised to consult the following books: “Polymer 
Flooding” (Littmann, 1988) and “Polymer Improved Oil Recovery” (Sorbie, 1991). 
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2.1 Polymer Flooding 
Polymer flooding is one of the most mature EOR techniques. It relies on 
viscosifying the injected water to stabilise the displacing fronts and reduce 
channelling in heterogeneous media (Lake, 1989; Littmann, 1988; Sorbie, 1991). 
This viscosifying effect is due to the polymers large molecular weight (Lake, 
1989) and their associated long-chain structure, which allow polymers to 
dissipate energy more efficiently than water molecules (Sorbie, 1991). In general, 
polymers used in EOR fall within two categories: polyacrylamides and 
polysaccharides—namely xanthan (Figure 2.1). Polysaccharides are 
biopolymers. They are not affected by salinity, as they are non-ionic. 
Nevertheless, they are susceptible to bacterial attack and do not exhibit 
permeability reduction. Polyacrylamides are affected by salinity but are 
relatively cheap and resistant to bacterial attack. Polyacrylamides also exhibit 
permanent permeability reduction (Lake, 1989). Due to which, some limited 
profile modification can be co-achieved with polyacryalmides. Still it is important 
to stress that in polymer flooding recovery is enhanced chiefly through 
augmenting rather than diverting the displacing fluid. The use of polymers 
specifically for profile modification is not a polymer flooding process. A key 
difference is what constitutes the displacing (flooding) agent.   
 
Figure 2.1 Polyacrylamide and xanthan monomers and structural units. Note that xanthan 
repetitive unit consists of two chains: a side chain connected to a cellulose-like back bone 
(Sorbie, 1991). Molecular structures are taken from: (A) Lentz et al. (2008), (B) SNF (2006), (C) 
Chang and Dorsch (2010) and (D) Zamora (2005).  
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2.1.1 Non-Newtonian Rheology of Polymers 
(a) Non-Newtonian fluids. Viscosity may be defined as a fluid resistance to 
deformation (Sorbie, 1991). For Newtonian fluids, viscosity is constant with 
respect to both shear rate and shear history (Chhabra and Richardson, 1999). 
That is the proportionality between shear stress (σ) and the resulting shear rate 
(γ) is constant.  
 
€ 
σ = µ ⋅γ  ( 2.1 ) 
where µ is viscosity (Sorbie, 1991). Though a complete definition of a Newtonian 
fluid recognises that it not only exhibits a constant viscosity but also satisfies the 
complete Navier-Stokes equations. Such a definition excludes a specific class of 
complex fluids: Boger fluids (Chhabra and Richardson, 1999). Basically, in simple 
shear the only generated stress should be the shear stress and hence the normal 
stress components should be zero (Barnes, 1995; Chhabra and Richardson, 1999). 
Thereby and excluding Boger fluids, non-Newtonian fluids are those with a 
non-linear relation between shear stress and the resulting shear rate (Figure 
2.2). This behaviour can be expressed also through Eq. 2.1, however, with a 
viscosity – often termed “effective” – that is now a function of shear rate and/or 
shear history (Littmann, 1988; Sorbie, 1991), as illustrated in Figure 2.2. 
Furthermore, non-Newtonian fluids can be classified into three general classes: 
 Time independent: for which viscosity is only function of shear rate,  
 Time dependent: for which viscosity is also function of shear history and  
 Viscoelastic: which exhibit partial elastic recovery post shear. 
In reality, complex fluids often exhibit a combination of those non-Newtonian 
features. It is, however, possible to identify a dominant non-Newtonian 
characteristic (Chhabra and Richardson, 1999) and accordingly polymer solutions 
can be regarded, in general, as time independent. Such fluids can further be 
classified into (refer to Figure 2.2): 
 Shear-thinning (pseudoplastic): Such fluids exhibit viscosities which 
decrease progressively with increasing shear rate; though, at both low and 
high shear rates they exhibit constant Newtonian viscosities (Chhabra and 
Richardson, 1999). The term “pseudoplastic” was originally proposed to 
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indicate the deviation of the behaviour of such fluids from viscoplastic fluids 
(Brodkey and Hershey, 2003).  
 Viscoplastic (Bingham): Such fluids exhibit a yield stress that must be 
exceeded before they flow. Nevertheless, it is possible to regard such fluids as 
pseudoplastic with an effectively infinite viscosity before yielding. 
 Shear-thickening (Dilatant): Such fluids exhibit viscosities which 
increase progressively with increasing shear rate. The term “dilatant” has 
been and is still used for all fluids exhibiting shear-thickening despite the 
possible inapplicability of the original basis for the term. The term was coined 
in light of the original observation of such behaviour in concentrated 
suspensions. For which, shear-thickening is explained upon the expansion 
(dilatancy) of the material at high shear rates. This dilatancy renders the fluid 
insufficient to fill and lubricate the increasing void space which consequently 
yields higher friction due to direct solid-solid contact (Chhabra and 
Richardson, 1999). 
   
Figure 2.2 Stress-strain behaviour of Newtonian and non-Newtonian time-independent fluids 
(left) and apparent viscosity of shear-thinning fluids (right) from Lopez (2004).  
(b) Polymer bulk rheology. Both polysaccharide and polyacrylamide polymers 
are shear-thinning (Lake, 1989). Above some critical shear rate, they exhibit an 
apparent viscosity that falls progressively with higher shear rates (Sorbie, 1991; 
Tanner, 2002). This shear-thinning behaviour of polymeric solutions is due to the 
elongation of polymeric chains in shear flow and the subsequent uncoiling and 
unsnagging (Lake, 1989) as well as the alignment of the chains in the flow 
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direction (Lee and Brant, 2002a), which consequently makes them less efficient 
in dissipating energy (Sorbie, 1991).  
Several empirical models have been suggested to describe shear-thinning 
behaviour (Sorbie, 1991). The simplest of these is the power law model  
 
€ 
µ γ( ) =κ ⋅γη−1
 
( 2.2 ) 
where κ is the consistency index and η is the thinning exponent. While the power 
law model is satisfactory for defining the shear-thinning (i.e. power-law) region 
(refer to Figure 2.2) it fails to predict the non-Newtonian behaviour at low and 
high shear rates. For this reason, other improved models such as the Carreau 
and Ellis models (Sorbie, 1991) use dimensionless properties. These models share 
form in which a dimensionless viscosity (µD) is set to equal a shear multiplier (M) 
that is defined in terms of shear rate or stress. For instance, in the Carreau 
model:  
 
€ 
µ γ( )−µ∞
µzero −µ∞
= 1+ γ γcr
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( 2.3 ) 
where subscripts zero and ∞ refer to the shear states and subscript cr refer to the 
critical shear rate above which thinning is observed (Sorbie, 1991), the 
dimensionless viscosity is defined as  
 
€ 
µD =
µ γ( )−µ∞
µzero −µ∞  
( 2.4 ) 
while the shear multiplier is empirically defined as 
 
€ 
M = 1+ γ γcr
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( 2.5 ) 
Fitting a simple Carreau model to xanthan rheologies reported in the 
literature (Cannella et al., 1988; Fletcher et al., 1991; Hejri et al., 1991; 
Helmreich et al., 1995; Lange and Huh, 1994; Rodd et al., 2000; Stokke et al., 
1992) suggest three tables – or functional relations – need to be input for 
modelling the bulk rheology of polymers: µzero(Cp), M(γ/γcr) and γcr(Cp). Example 
results are shown in Figure 2.3—for more discussion refer to Appendix A. 
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Figure 2.3 Xanthan bulk rheology measured by Cannella et al. (1988) fitted with a simple 
Carreau model – Eq. 2.3 – at different polymer concentrations between 300 and 1600 ppm. All 
data were fitted with a fixed shear exponent as a function of polymer concentration. 
(c) Polymer in-situ rheology. In-situ rheology refers to the actual rheology 
arising in flow within a porous medium. At least in theory, given the bulk 
rheology (as measured in a rheometer), we should be able to correctly predict in-
situ viscosities once we are able to determine in-situ shear rates (i.e. the effective 
shear rates in porous media). Based on the maximum shear rate occurring in a 
circular tube (i.e. at the wall) – for a Newtonian fluid – defined in terms of 
pressure gradients  
 
€ 
γ = R∇P2µ  
( 2.6 ) 
or instead in terms of average velocities (Bird et al., 2002; Sorbie, 1991)  
 
€ 
γ =
4 ⋅ v 
R  
( 2.7 ) 
and using the bundle of tubes model (Lake, 1989; Sorbie, 1991) to approximate 
the hydraulic radius (R), the in-situ shear rate would be 
 
€ 
γ =
8k
φ
∇P
2µL  
( 2.8 ) 
where k is permeability and φ is porosity. Moreover, in polymer flooding oil is also 
present. This multiphase nature of the flow adds to the complexity of estimating 
in-situ shear rates. The common approach uses the bundle of tubes 
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approximation to redefine the radius: 
 
€ 
γ =
8k ⋅ krw
φ ⋅ Sw
∇P
2µ
 
( 2.9 ) 
where S is saturation, kr is relative permeability and subscript w delineating 
water. This approach for defining multiphase shear is still questionable 
(Littmann, 1988). After all, the bundle of tubes model is only valid for Newtonian 
fluids (Donaldson et al., 1989). In Appendix B, the inadequacy of the bundle 
model is highlighted based on re-interpretation of Lopez and Blunt (2004) pore-
network modelling results. Furthermore, while Eqs. 2.6 and 2.7 are identical for 
single-phase flow, for multiphase flow they are not. The question for the 
simulation of two-phase flow is not only how to approximate the hydraulic radius 
but also whether to use a pressure-based (Eq. 2.6) or a velocity-based (Eq. 2.7) 
rheological representation. Although the common approach is to use a velocity-
based model (Schlumberger, 2007), pore-network modelling results suggest that 
for multiphase flow viscosity should be estimated from single-phase rheology at 
the same pressure gradient not the same water velocity (Lopez and Blunt, 
2004)—for more details refer to Appendix C.  
Nonetheless and as expected, shearing within a porous and tortuous medium 
are much more complex. Even for single-phase flow, in-situ rheology could 
deviate from that measured in bulk due to various effects (Figure 2.4).  
 
 
Figure 2.4 Possible deviations in polymers in-situ rheology compared with that measured in bulk 
due to porous media effects: tortuosity, wall exclusion and slip effects, increased entanglement 
and viscoelasticity.  
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Tortuosity effects. The first deviation is universal to flow in porous media 
and hence must be accounted for if bulk rheology is to be used for simulation. 
Various studies have shown that in-situ rheology shifts to the left from bulk 
rheology measured in a viscometer (Littmann, 1988; Lopez, 2004; Sorbie, 1991), 
refer to Figure 2.4. To resolve this issue most workers introduce a multiplier α 
in the apparent shear rate equation, Eq. 2.9 (Littmann, 1988; Lopez, 2004; 
Sorbie, 1991), with which the estimated rheology would shift to the left, as 
illustrated in Figure 2.5.   
 
 
Figure 2.5 Xanthan rheologies measured by Fletcher et al. (1991): in-situ rheologies shift to the 
left compared to bulk rheology. The bulk rheology is fitted using a Carreau model. Using a shift 
factor of 0.24 (i.e. α = 4.17), we could match in-situ rheologies. A second possibility to explain 
and predict such deviation is the assumption of lower critical shear rates in porous media. For 
this case, lowering the critical shear rate from 7.46 to 1.7 s-1 would predict the same curves.  
This shift factor (α) has been reported to depend both on the core and the 
non-Newtonian fluid properties (Littmann, 1988). In other words, α is comprised 
of two components: β and λ. β is a rock factor that represents tortuosity 
 
€ 
β ≈φ
m−1
2  ( 2.10 ) 
where m is the cementation exponent and φ is porosity. λ is a fluid factor 
(Littmann, 1988) defined by 
 
€ 
λ =
3η +1
4η
 
 
 
 
 
 
η (η−1)
 ( 2.11 ) 
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Accordingly, to use bulk rheology in simulations, the in-situ shear rate should be 
estimated as follows:  
 
€ 
γ =
3η +1
4η
 
 
 
 
 
 
η
η−1
⋅φ
m−1
2 ⋅ krwSw
⋅
8k
φ
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2µ
 
( 2.12 ) 
For more detail refer to Appendix B. 
Slip and entanglement effects. In addition, in-situ viscosities at low shear 
(i.e. along the upper Newtonian plateau) may deviate from those observed in 
bulk (Figure 2.6). Lower and higher viscosities compared to bulk rheology have 
been observed. Lower viscosities have only been observed in the works of 
Chauveteau (Chauveteau, 1981; Omari et al., 1989) and explained on the basis of 
an apparent slip effect due to wall exclusion. Higher viscosities, on the other 
hand, were only observed by Cannella et al. (1988) and explained in terms of 
increased intramolecular interactions. 
       
     
Figure 2.6 In-situ rheologies measured by Chauveteau (1981) (left) and Cannella (1988) (right). 
The data illustrate the potential of observing lower (left) or higher (right) upper plateau 
viscosities in-situ compared to the bulk behaviour.  
Viscoelastic effects (in-situ dilatancy). Polyacrylamides exhibit a unique 
behaviour in porous media where dilatancy is observed above some critical 
velocity (Sorbie, 1991). This critical rate in general depends on the rock/polymer-
solution combination. For polyacrylamide, Hans et al. (1995) observed critical 
velocities ranging between 1.7 and 3 m/d. Typical in-situ fluid velocities, 
however, are an order of magnitude lower ranging between 0.15 and 0.45 m/d 
(Lake, 1989). Nevertheless, for other types of polymer – namely polyethylene 
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oxide – much lower-critical velocities (around 0.3 m/d) were observed (Dauben 
and Menzie, 1967).  
This in-situ dilatancy can be explained in terms of wall effects, retention, 
adsorption, or permeability reduction (Dauben and Menzie, 1967). However, it is 
usually explained on the basis of viscoelasticity. According to Chhabra and 
Richardson (1999), this viscoelastic effect occurs since at high velocities part of 
the energy expended to squeeze the molecules across constrictions is dissipated 
as the macromolecules are incapable, due to insufficient time, of readjusting 
(relaxing) to the continuously changing flow conditions.  
Furthermore, Han et al. (1995) suggested the effective viscosity consists of 
two components: a shear and a strain viscosity (Figure 2.7), with the strain 
viscosity dominating above the critical velocity. Although such an explanation is 
not very helpful to understanding the viscoelasticity basis of such in-situ 
dilatancy, it points to a simple method to model such behaviour. This dilatancy 
can be modelled using a doublet expression with two shear multipliers (Eq. 2.5) 
to describe the two parts of the non-Newtonian behaviour. The first multiplier 
describes the thinning behaviour and the second acts as a modifier to cause 
thickening behaviour above some critical shear. These two multipliers are known 
as the shear and strain multipliers. 
  
Figure 2.7 In-situ dilatancy of polyacrylamide explained by Han et al. (1995) based on 
viscoelasticity. A strain viscosity component with a dilatant behaviour dominates above some 
critical velocity. A third zone is suggested in which the thickening component loses its 
dominance and polyacrylamide thinning behaviour is reestablished. Such a third zone has not 
been reported by other workers and cannot be modelled by a non-Newtonian Doublet-
model. 
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2.1.2 Shear-thinning Effects on Sweep  
Laboratory data (Cannella et al., 1988; Seright et al., 2008) indicate that shear-
thinning has a significant effect for the range of Darcy velocities occurring in 
typical polymer-flooding applications (Figure 2.8). 
At least theoretically, shear-thinning can reduce sweep and recovery for two 
reasons (Figure 2.9): (1) exacerbating the velocity contrast (Jones, 1980) and (2) 
inducing instability (Lee and Claridge, 1968). The first factor can be regarded as 
an additional preferential penetration that a shear-thinning fluid has in 
comparison to a Newtonian fluid (AlSofi et al., 2009), which could consequently 
result in additional channelling. The second factor, inducing instability, is that 
when the local shear rate is sufficiently high that the aqueous phase viscosity 
drops below the stability criterion, leading to an unstable displacement with 
fingering and bypassing.  
Nevertheless, few studies have tried to capture non-Newtonian effects on 
sweep and recovery. All these studies focused mainly on the second factor (i.e. 
induced instability) since they examined non-Newtonian effects in homogeneous 
media where the first factor (i.e. exacerbating the velocity contrast) is small if not 
negligible. 
  
 
Figure 2.8 Apparent viscosity as a function of Darcy velocity for: a 1200 ppm polysaccharide in 
a Berea core (Cannella et al., 1988) and a 1000 ppm polysaccharide in a Berea core (Seright 
et al., 2008). Shear-thinning does occur for the range of Darcy velocities typically experienced 
during polymer flooding.  
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Figure 2.9 Shear-thinning sweep impairment caused by (a) exacerbating the velocity contrast 
and (b) inducing instability. (a) Where the velocity is higher in high permeability strata, a shear-
thinning fluid will exhibit lower viscosities leading to more channelling. (b) Shear-thinning may 
locally lead to an unstable displacement. 
(a) Pore-network modelling. Shah and Yortsos (1995) and Lopez and Blunt 
(2004) have shown that, for single-phase flow, the subset of the pore space 
contributing to flow is smaller for a shear-thinning fluid (Figure 2.10). This 
suggests that thinning behaviour would result in greater bypassing and poorer 
sweep. 
  Newtonian                                                                      Shear‐thinning 
    
 
Figure 2.10 The effect of shear-thinning from Shah and Yortsos (1995) pore network modelling. A 
Newtonian fluid is displaced by a Newtonian fluid (left) and a shear-thinning fluid (right). Clearly 
more bypassing is exhibited by the shear-thinning fluid. 
(b) Laboratory flooding. Lee and Claridge (1968) performed flooding 
experiments in a Hele-Shaw cell. Their main conclusion was that areal sweep at 
breakthrough is poorer for a polymer solution than for a Newtonian fluid with a 
comparable zero-shear viscosity. Based on snapshots of the displacement 
(Figure 2.11), they showed that for non-Newtonian flooding an unstable front is 
followed by a stable one. Figure 2.12 re-presents the results of Lee and Claridge 
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(1968) in terms of sweep at 1 pore-volume (PV) injected. The results show that 
lowering the injection rate, in general, improves sweep (Lee and Claridge, 1968); 
however, depending on the polymer concentration, an optimal rate exists below 
which no further improvement is realised.  
In contrast, in a second study, Gleasure and Phillips (1990) conducted core-
scale polymer floods at different flow rates. Their main conclusion was that non-
Newtonian behaviour does not affect oil production. As an example, Figure 2.13 
presents the production performance curves measured by Gleasure and Phillips 
(1990) for xanthan. Re-examining Figure 2.13, we can see an earlier 
breakthrough effect (i.e. the point where recovery deviates from the linear trend 
pre-breakthrough). This effect is small, however, probably because the variations 
in pressure gradient were insufficiently large to induce a significant variation in 
aqueous phase viscosity. Note, for example, a 2500 ppm xanthan solution at the 
studied pressure gradients would typically exhibit viscosities along the 
Newtonian regime (Figure 2.14). This is probably why the production curves 
duplicate each other as noted by Gleasure and Phillips (1990). This study 
illustrates the inadequacy of 1D coreflooding to investigate shear-thinning 
effects. A better experimental design would investigate 2D models or at least 
parallel coreflooding. For coreflooding, shear-thinning should not affect ultimate 
recovery (i.e. residual oil) but could only affect breakthrough and production past 
breakthrough.  
                 Shear‐thinning                                                Waterflood                                                  Newtonian     
  
Figure 2.11 The effect of shear-thinning from Lee and Claridge (1968) on front stability. Areal 
snap shots at breakthrough for flooding a Hele-Shaw cell with a shear-thinning polymer (left), 
water (middle) and a Newtonian polymer (right). The shear-thinning flood exhibits unstable 
fingers followed by a piston-like stable front. A thinning polymer would improve sweep 
compared to a waterflood but would yield poorer sweep compared to a Newtonian polymer.  
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Figure 2.12 The effect of injection rate on shear-thinning sweep at 1 PV for different polymer 
concentrations based on Hele-Shaw floods by Lee and Claridge (1968). As noted by them, a 
general trend of better sweep with lower rates is observed. The data also suggest the possible 
presence of an optimal injection rate. 
       
                  
Figure 2.13 Pressure gradient effect on xanthan corefloods from Gleasure and Phillips (1990): 
2,500 ppm (left), as well as 1,500 and 500 ppm xanthan floods (right). The deviation in 
production performance is non-systematic and too small to constitute a conclusive evidence 
of thinning sweep impairment. Nonetheless, we see clear premature breakthrough effects for 
the 1,500 ppm case. 
 
 
Figure 2.14 Xanthan rheology and stress variation in Gleasure and Phillips (1990) experiment. 
Variation in applied pressure is too small to cause a significant variation in apparent viscosity. 
The highest variations in viscosity are exhibited by the 1,500 ppm solution. Note: viscosity 
plateaus were estimated from the literature, since not provided by Gleasure and Phillips (1990).  
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(c) Simulation studies. Many chemical simulators have been developed in the 
last 40 years capable of simulating shear-thinning rheology (Bondor et al., 1972; 
Patton et al., 1971; Scott et al., 1987; Wang et al., 1981; Wu and Pruess, 1998). 
Nevertheless, only Wang et al. (1981) investigated shear-thinning effects. 
Simulating polymer flooding in a homogeneous reservoir, they concluded that 
shear-thinning behaviour could reduce the lifetime of a project significantly. 
This, however, is a slightly biased conclusion since they defined the lifetime of a 
project based on pore-volumes injected not recovery. Nevertheless, on the basis of 
their results, a thinning flood would underrecover approximately 11 and 7% of 
the original oil in place (OOIP) compared to a Newtonian flood for a line drive 
and five-spot, respectively (Figure 2.15).  
                      
                        
Figure 2.15 Shear-thinning effect on recovery from the simulation work of Wang et al. (1981). 
Shear-thinning floods recover less oil than Newtonian floods.  
2.1.3 Shear-thickening Effects on Sweep  
At least theoretically, using a shear-thickening chemical could enhance sweep. 
While early work considers such effects insignificant, hence ignored, much recent 
research has focused on studying the effect of viscoelasticity on microscopic 
displacement. For instance, experiments by Wu et al. (2007) show that the higher 
the viscoelasticity the better the displacement efficiency. Nevertheless, no 
studies have been conducted to investigate the effects of thickening on 
macroscopic displacement. This lack of interest could be due to: (1) the non-
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favourable thickening attribute in terms of injectivity and (2) a scarcity of 
thickening fluids.  
(a) Theoretical analysis. Jones (1980) was the only researcher to show the 
benefit of injecting a shear-thickening chemical through deriving the ratio of 
Darcy velocities in two parallel strata of different permeability. Shear-thickening 
can alleviate the greater flow through the more permeable strata. According to 
Jones (1980), the velocity ratio for two parallel layers is  
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where q is the Darcy velocity. Similarly, we can rewrite the velocity contrast in 
terms of permeability. 
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From which, Figure 2.16 plots the permeability exponent (i.e. ) versus 
the shear exponent (η). Based on that, if we have two parallel strata with a 
permeability contrast of 10:1, a shear-thickening flood (with an exponent of + 0.5) 
would yield a velocity contrast of 7:1 compared to a 10:1 and 30:1 contrast for 
Newtonian and shear-thinning floods (with a − 0.5 shear exponent), respectively.  
 
Figure 2.16 Velocity contrast exponent as a function of the displacing fluid shear exponent. For 
a zero shear exponent (a Newtonian fluid), the velocity contrast is 1. Below zero (i.e. shear-
thinning fluids), the velocity contrast is exacerbated as the velocity exponent increases above 
1. On the other hand, shear-thickening (i.e. above zero) lessen the velocity contrast; though, 
thickening seems to be much less significant than thinning effects.   
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(b) Dilatant aqueous solutions. In terms of macromolecular fluids, most are 
shear-thinning; shear-thickening is not frequently observed especially in aqueous 
solutions (Bokias et al., 2000; Choplin and Sabatie, 1986; Liu et al., 2007). 
Dilatancy is exhibited in solutions with worm-like micelles, ionomers and 
suspensions (Bokias et al., 2000; Liu et al., 2007). In these fluids, shear-
thickening is caused by shear-induced changes in the structure of the materials. 
In suspension, shear-thickening is due to cluster formation (Egmond, 1998). In 
associative polymers (ionomers), shear-thickening is due to the formation of 
intermolecular structures through crosslinking (ion-pair association) along the 
polymer backbone (Egmond, 1998). In worm-like micelles, shear-thickening is 
due to micelles aggregation which form network of bundles (Barentin and Liu, 
2001). Nonetheless, at typical reservoir in-situ shear rates, only two aqueous 
solutions were found to exhibit shear-thickening behaviour (Figure 2.17). The 
first is an aqueous solution of polyvinyl alcohol (Ghosh and Kar, 2004). The 
second example is an aqueous solution of hydrophobically modified copolymers 
(Bokias et al., 2000). 
    (a)       (b)  
Figure 2.17 Encircled are the only literature examples of shear-thickening at low shear rates 
occurring in-situ (a) polyvinyl alcohol from Ghosh and Kar (2004) and (b) an N-
isopropylacrylamide based copolymers from Bokias et al. (2000). Note the polymer very high 
viscosities (~ 600 – 20,000 mPa.s) probably limit its potential for flooding applications.  
2.1.4 Associated Phenomena 
Two important aspects of polymer flooding are the retention and stability of 
polymers in-situ. Both factors can lead to the failure of a polymer EOR project 
not only due to the plugging of near wellbore regions (Pope, 2007), but also due to 
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loss of mobility control through degradation (Pope, 2007) or limited propagation 
(Huh et al., 1990). 
(a) Retention. Three mechanisms contribute to polymer retention in porous 
media: adsorption, mechanical entrapment and hydrodynamic entrapment (Huh 
et al., 1990; Sorbie, 1991), as illustrated in Figure 2.18. Typical retention levels 
range from 7-150 µg/cm3. This effect could subsequently yield to loss of mobility 
control, delay of oil banking and possibly an inaccessible pore-volume (Lake, 
1989), which can be as high as 40% of PV (Pancharoen et al., 2010). Retention 
could also cause permeability reduction, commonly termed “residual resistance 
factor” (Lake, 1989); due to which, higher apparent viscosities might be 
interpreted (Lopez, 2004). 
 
 
Figure 2.18 Schematic illustration of polymer retention mechanisms in porous media modified 
after Huh et al. (1990). 
(b) Stability. Polymers or their viscosifying effect can be degraded due to: 
salinity, temperature, shear-history and bacterial attack (Lake, 1989). All these 
factors can lead to loss of mobility control. Note salinity and strain affects mainly 
polyacrylamide, while biological degradation is specific to xanthan (Lake, 1989; 
Sorbie, 1991). Figure 2.19, for instance, illustrates the possible effects of 
temperature and salinity. It is those two factors – temperature and salinity – 
that are often considered the main hurdles to polymer flooding applicability; the 
development of polymers employable in reservoirs with high salinities and high 
temperatures is a continuous research effort (Blokhus, 2010; Shiyi, 2010).  
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Figure 2.19 Polymer degradation: possible effects of temperature and salinity. Apparent 
viscosities of a 1 kg/m3 HPAM solution measured at low (left) and high temperatures (right) and 
at different salinities (0.0 – 0.4 kg/m3) from Xin et al. (2007).  
2.2 Polymer Flooding Simulation 
Reservoir simulation is a workflow for predicting the performance of a reservoir 
based on the behaviour of an underlying mathematical model that describes the 
reservoir, the flow within and associated phenomena (Aziz and Settari, 1979). 
Mathematical models refer to both the numerical models used to describe the 
flow physics and the numerical methods used to formulate the transport 
problem. Whatever the chosen method, the purpose of reservoir simulation is to 
provide reliable performance predictions. Their accuracy depends on the input 
data as well as the mathematical models used and their adequacy to capture the 
actual behaviour of the system (Dicks, 1993). For mathematical models to 
capture the physics of simulated processes, some assumptions and 
approximations are always useful if not necessary. Nonetheless, assumptions 
that could significantly sway predictions and cloud interpretations should be 
avoided, or at least their effects quantified to guard against misinterpretation.  
Numerical simulation of polymer flooding is a challenge for the same broad 
reasons. The appropriate physical behaviour needs to be incorporated 
consistently into empirical models of the fractional flow while solutions need to 
minimise numerical dispersion, allowing the correct and accurate tracking of 
compositional variations. In this section, after giving a brief overview of 
streamline-based simulation, we first review the non-Newtonian models 
employed in commercial simulators and then discuss numerical dispersion effects 
in the simulation of polymer flooding as well as proposed and tested dispersion 
reduction schemes for this class of processes.  
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2.2.1 Streamline-Simulation 
Numerical methods used to simulate reactive solute transport problems, in 
general, can be classified into three types: (1) mesh-based which include finite-
difference, finite-element and finite-volume methods, (2) hybrid Eulerian 
Lagrangian methods where advection is solved through some tracking scheme 
while dispersion and reaction are solved on a traditional mesh and (3) random 
walk particle tracking methods (Ricci, 2009). In the oil industry the norm has 
been the use of mesh-based finite-difference methods, though hybrid methods – 
streamline based – are currently seen as a complementary simulation technique 
(Thiele et al., 2010a).  
In streamline-based simulation, a static Eulerian grid, as in conventional 
finite-difference methods, is used to solve the pressure field. Based on the 
pressure solution, a set of streamlines are traced on the Eulerian grid to form the 
dynamic Lagrangian grid. Transport is then calculated along these 1D 
streamlines instead of from cell to cell (Thiele et al., 2010a). Through the 
elimination of the global grid-based Courant-Friedrichs-Lewy (CFL) condition, 
large timesteps can be taken (Batycky et al., 1997). Another advantage of 
streamline simulation is the transport of material along the actual flow direction 
rather than between gridblocks. On the other hand, streamline simulations 
suffer from two major drawbacks. (1) For problems requiring repetitive 
streamline tracing, the mapping between the two grids lead to an inherently non-
conservative method. (2) For problems with significant orthogonal flow 
mechanisms (e.g. capillary, diffusion and compressibility effects) (Thiele et al., 
2010a), these effects need to be computed on the underlying grid making the use 
of streamlines an unnecessary complication. As a result, streamline-based 
simulation is ideal for convective-dominated displacements in heterogeneous 
media (Batycky et al., 1997). Convective-dominated problems are those governed 
by pressure gradients – where flow is dictated by well positioning their 
production rates, rock properties and fluid mobilities (Thiele, 2001) – rather than 
absolute pressure (Thiele et al., 2010a). Streamline-based simulation is thus a 
promising method for EOR in general as the main process to be modelled is 
sweep improvement along streamlines (Thiele et al., 2010a). 
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2.2.2 Commercial Non-Newtonian Models 
The first polymer flooding simulator was developed by Slater and Farouq-Ali 
(1970). In their simulator, non-Newtonian behaviour was modelled through 
defining resistance factors in terms of throughput (volumetric flow rate). Since 
then, several polymer-flooding simulators with non-Newtonian capabilities have 
been developed (Bondor et al., 1972; Patton et al., 1971; Scott et al., 1987; Wang 
et al., 1981; Wu and Pruess, 1998). In addition, the main commercial simulators 
have non-Newtonian capabilities with varying assumptions and calculation 
procedures.  
(a) Eclipse. Based on the Eclipse Technical Description (Schlumberger, 2007), 
the ability to simulate shear-thinning effects has been added to Eclipse in the 
1992 version. Shear-thinning can be simulated via inputting a shear-thinning 
multiplier (M) as a function of aqueous phase velocity. With M, the apparent 
viscosity is calculated through 
 
€ 
µaq =
µzero
P ⋅ 1+ (P−1)M[ ]  ( 2.15 ) 
where µzero is the aqueous phase viscosity for a non-sheared polymer at the given 
concentration and P is a viscosity multiplier input as a function of polymer 
concentration, which represents the ratio of polymer solution viscosity to water 
viscosity.  
The main issue, as stated in the Eclipse manual, is that the model does not 
take into account permeability and porosity in computing the apparent viscosity. 
This is because M is defined as function of velocity only instead of shear rate (Eq. 
2.7). Second, Eclipse cannot be used to simulate shear-thickening effects since M 
needs to decrease monotonically with aqueous phase velocity. 
(b) CMG. Based on the IMEX Fact Sheet (Dynamic Reservoir Modelling, 2006), 
polymer injection modelling capabilities are: viscosity enhancement, adsorption, 
dispersion and permeability reduction. In addition, CMG has the capability of 
modelling shear-thinning behaviour with non-Newtonian viscosities defined as a 
function of either interstitial water velocity or shear rate (CMG, 2010). 
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(c) UT-Chem. According to the UT-Chem Technical Documentation (Reservoir 
Engineering Research Program, 2007), shear-thinning effects are modelled by 
Meter’s equation 
 
€ 
µaq = µw +
µzero −µw
1+ γ γm( )
χ−1  ( 2.16 ) 
where χ is an empirical coefficient related to the shear-thinning exponent, γm is 
the midpoint shear rate and γ is the in-situ shear rate calculated based on the 
Blake-Kozeny bundle of tubes model 
 
€ 
γ =
c ⋅ qw
k krw ⋅φSw
 ( 2.17 ) 
where q is Darcy velocity and c is an empirical coefficient accounting for non-
ideal effects.  
While UT-Chem can be used to model shear-thickening effects, 
viscoelasticity cannot be modelled due to the limitation of Eq. 2.16. Nevertheless, 
we shall note that recently Delshad et al. (2008) have presented results for 
modelling viscoelastic polymers.  
(d) 3DSL streamline simulator. Recently, 3DSL capabilities have been 
extended to the simulation of polymer floods (Thiele et al., 2010b). Only shear-
thinning can be simulated where viscosities are defined as function of interstitial 
water-velocities using a table of shear-multipliers, as in Eclipse. 
2.2.3 Numerical Dispersion 
Numerical dispersion is “an artifact of finite-difference analysis that can cause 
significant distortions to the numerical solution” (Mattax and Dalton, 1990) – 
mainly the smearing of otherwise sharp fronts. This artefact is due to finite-
difference approximation of differential equations by difference quotients, which 
introduces truncation error (Mattax and Dalton, 1990; Thomas, 1982). A direct 
result of this introduced truncation error is the deviation of the numerical 
solution from the true solution, even with no round off errors (Ertekin et al., 
2001; Peaceman, 1977). This deviation is termed numerical dispersion since 
using a difference quotient to represent a differential equation for solving the 
  
 74  
  Chapter 2: Literature Review 
convection equation is analogous to solving a diffusion-convection problem 
instead (Mattax and Dalton, 1990; Peaceman, 1977).   
Accordingly, as long as numerical dispersion is within the limits of physical 
dispersion, the simulation results are acceptable. Unfortunately, conventional 
low-order upwind schemes introduce a large amount of numerical dispersion 
(Peaceman, 1977; Steefel and MacQuarrie, 1996) often exceeding what is 
physically realistic (Jessen et al., 2004). The magnitude of numerical dispersion 
is of the order 1/2Δx (Jessen et al., 2004), while typical longitudinal dispersivity 
(Table 2.1) does not exceed 0.5m (Ricci, 2009)—translating to an approximate 
1m threshold on cells’ dimension. Consequently, with typical gridblock sizes – 
generally 10s to 100s m – numerical dispersion swamps physical dispersion 
forcing the user of a reservoir simulator to discount some of the results 
accordingly (Peaceman, 1977).  
Table 2.1 Dispersivity estimated from field-scale experiments adopted from Ricci (2009). 
Longitudinal (m) Transverse (m) Basis  Source 
3· 10-2 – 5· 10-1 5·10-4 – 1· 10-3 
Field-scale tracer test  
in a shallow aquifer on Cape Cod  
Hess et al. (2002) 
4· 10-1 4· 10-2 
Large-scale spatial moment 
experiments at the Borden site  
Freyberg (1986) 
 
(a) Error analysis. Different authors have analyzed the truncation error 
associated with finite-difference simulation (Fanchi, 1983; Lantz, 1971; Todd et 
al., 1972). It has been shown that, with upstream weighting and explicit 
formulation, the truncation error can be expressed as (Aziz and Settari, 1979; 
Mattax and Dalton, 1990; Peaceman, 1977) 
 
€ 
ε =
1
2
dfw
dSw
∂2Sw
∂x2
⋅ Δx + ∂
2Sw
∂t2
⋅ Δt
 
 
 
 
 
 ( 2.18 ) 
where t is time, f is fractional flow and x is position. With small timesteps, the 
deviation would be 
 
€ 
ε =
1
2
dfw
dSw
∂2Sw
∂x2
⋅ Δx  ( 2.19 ) 
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which illustrates the first order accuracy of upstream weighting (Aziz and 
Settari, 1979; Steefel and MacQuarrie, 1996). 
Similarly, following Mattax and Dalton (1990), we can show that for 
augmented waterflooding – where a solute is injected to modify the fractional 
flow one way or another – the truncation error with upstream weighting, explicit 
formulation and assuming small timesteps is not as expressed in Eq. 2.19 but is 
given by 
 
€ 
ε =
1
2
dfw
dSw
∂2Sw
∂x2
⋅ Δx + 12
dfw
dC
∂2C
∂x2
⋅ Δx  ( 2.20 ) 
where C is the solute concentration. Note an additional term is introduced which 
depends on the process itself. Therefore, we could conclude that since the 
simulation of augmented-waterfloods carries an additional truncation 
error/dispersion term, they require a higher number of gridblocks to resolve 
sharp fronts compared to pure-waterfloods.  
(b) Dispersion reduction. While there is no satisfactory way to eliminate 
numerical dispersion (Mattax and Dalton, 1990), several methods have been 
proposed to reduce it. Of course the most direct way is increasing the mesh 
refinement, as suggested by Eq. 2.19 (Mattax and Dalton, 1990; Peaceman, 
1977). This is impractical as the grid resolution needed to model mechanical 
dispersion levels is significantly larger than can be simulated effectively due to 
time and cost constraints (Jessen et al., 2001; Mattax and Dalton, 1990; 
Peaceman, 1977; Solano et al., 2001). 
Therefore, as a last resort, the simulation mathematical model is modified 
one way or another to limit dispersion without vastly increasing the number of 
gridblocks (Mattax and Dalton, 1990). An enormous literature has studied, 
presented and tested such dispersion-limiting schemes – making a detailed 
review a subject on its own. Nevertheless, these schemes fall in two broad 
categories: adaptive gridding (Biterge and Ertekin, 1992) and high-order schemes 
(Blunt and Rubin, 1991; Gupta et al., 1991). According to Edwards (1996), 
simulation results illustrate the great benefits and potential of coupling both 
approaches. 
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(c) Dispersion effects and control in polymer flooding simulations. Few 
studies have focused on numerical dispersion in the simulation of polymer 
flooding. Nevertheless, dispersion effects and control have been investigated – or 
at least presented – along some polymer-flooding simulation and alkaline-
surfactant-polymer (ASP) dispersion studies. 
In a recent extension of streamline simulation to polymer flooding, Thiele et 
al. (2010b) presented 1D validation results that exhibit significant numerical 
dispersion effects. As indicated by production predictions (Figure 2.20), both 
grid and streamline-based simulators predicted a very smeared secondary 
polymer shock compared to the analytical Buckley-Leverett solution. Sorbie 
(1991) also presented 1D validation that shows the smearing of the trailing shock 
(Figure 2.20). While the effect was not as significant as in Thiele et al. (2010b) 
results, Sorbie’s result shows a forward skewness of the trailing shock—an effect 
that has not been observed for waterflooding simulations. 
A third study focusing on dispersion in polymer flooding simulations by Liu 
et al. (1995) shows both effects of trailing shock smearing and forward skewness 
(Figure 2.21). To resolve this effect, Liu et al. employed a third-order total 
variation diminishing (TVD) scheme and demonstrated its accuracy for one-
dimensional simulations (Figure 2.21) as well as its efficiency and extendibility 
for multidimensional simulations.  
   
         
Figure 2.20 Numerical dispersion effects on polymer flooding simulations for one-dimensional 
cases. Production predictions (left) from Thiele et al. (2010b); in both streamline-based (3DSL) 
and grid-based simulations (Eclipse), the trailing shock exhibit significant smearing. Saturation 
profiles (right) from Sorbie (1991) demonstrate an additional skewness of the trailing shock. 
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Figure 2.21 Numerical dispersion effects and control in polymer flooding simulations from Liu et 
al. (1995). Profiles for a 1D polymer flood using a fully implicit upstream (left) and a third-order 
TVD (right). Upstream profiles exhibit significant smearing of profiles along considerable 
skewness of the trailing shock. Using a higher order scheme, profiles are relatively improved.  
2.3 The Design of Polymer EOR Processes 
In this final section, we review the design of polymer floods with respect to 
optimal injection strategies, optimisation workflows and sensitivity. Due to the 
limited number of studies looking at polymer flooding, we also include in the 
review those studies investigating the design of surfactant-polymer (SP) and 
alkaline-surfactant-polymer (ASP) flooding focusing on the polymer part of the 
design. 
2.3.1 Optimisation Workflows 
Optimisation is the formulation of an optimal control problem honouring the 
physical constraints imposed by the system; based on which, an optimal control 
policy extremising some performance measure (commonly NPV) is determined 
(Ramirez, 1987). 
A traditional workflow was presented by Gharbi (2001), in which an 
optimisation algorithm has been bundled in an “EOR EXPERT system” that 
combines EOR screening, geostatistical modelling and simulation. Gharbi (2001) 
adopted a sequential design approach in which chemical slug sizes are optimised 
first (i.e. outer loop) followed by concentration optimisation (i.e. inner loop) until 
the optimal solution is localised. A major limitation of such an approach is cost. 
This is because in simulation-based optimisation, each functional evaluation 
requires a complete run which is computationally expensive (Horowitz et al., 
2010). A second issue, according to Horowitz et al. (2010), is the possible 
multimodality of some problems. For these reasons, previous work has been 
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limited to lab-scale optimisation and field-scale sensitivity studies (Zerpa et al., 
2005). For instance, in Anderson et al. (2006) a sensitivity study was basically 
undertaken to optimise an SP flood.  
To overcome computational costs, both Zerpa et al. (2005) and Horowitz et al. 
(2010) presented and tested surrogate-based optimisation. A surrogate – or 
metamodel – is a cheap global approximation of a response function built using 
data fitting of limited simulation results (Horowitz et al., 2010). Zerpa et al., 
(2005) used such an approach to design ASP flooding with respect to cumulative 
recovery. In terms of design, their conclusion was vague. They concluded that 
enough surfactant and alkali to mobilise oil and enough polymer to attain proper 
mobility are needed. On the other hand, Horowitz et al. (2010) used surrogates to 
design polymer injection in terms of scheduling (i.e. initiation and slug size) with 
respect to NPV. In terms of design, their main conclusions were (1) the 
significance of early initiation – with the observation of favourable waterflooding 
start up and (2) the nontrivial optimal scheduling (Figure 2.22). Nevertheless, 
the economic limits were not reported to draw any conclusion with regard to slug 
sizes.  
 
Figure 2.22 Polymer optimal scheduling from Horowitz et al. (2010). The results suggest the start-
up with waterflooding and the requirement of smaller slug sizes with tighter economic 
conditions. In addition, according to them, the results suggest the nontriviality of optimal 
scheduling with the general benefit of early initiation. 
2.3.2 Optimal Strategies 
(a) Optimal concentrations. Gharbi (2001) looked at ASP design and found the 
optimal polymer concentration to be around 2800 ppm (Gharbi, 2001), which is 
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relatively high. Anderson et al. (2006) looked at SP flooding and also suggested 
that optimal concentrations are typically very high. At both high and low oil price 
increasing the polymer concentration from 1000 to 2000 ppm was found to 
improve the economics (Figure 2.23). According to them, this indicates the 
importance of mobility control. They also argued that, compared to simulation-
based optima, higher concentrations might be optimal for field applications due 
to small scale heterogeneity (Anderson et al., 2006). 
 
Figure 2.23 Polymer concentration optimisation for SP flooding with 1 PV polymer slugs at 
different oil prices from Anderson et al. (2006). 
(b) Optimal slug size. In their sensitivity-based optimisation, Anderson et al. 
(2006) performed additional runs to investigate the effects of polymer tapering 
and slug size. Their results compared with the base case are shown in Table 2.2. 
In terms of slug size, the results (1) indicate small sensitivity of slug size above 
0.5 PV and (2) suggest the need for large polymer buffers. Although lower than 
0.5 PV simulations were not reported to confirm the economical deterioration at 
lower slugs. Furthermore, Wright et al. (1987) presented analytical modelling of 
channelling and viscous crossflow to investigate the slug size requirement with 
respect to slug stability and the prevention of slug disintegration. According to 
them, for heterogeneous reservoirs slug criteria were found more demanding 
than previously thought. Mobility buffers of around 1 PV were required to 
prevent slug disintegration caused by chase fluid bypassing (Wright et al., 1987).  
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Table 2.2 Sensitivity of HPAM slug size and concentration tapering based on Anderson et al. 
(2006) SP simulations. 
Run 
Concentration 
(ppm) 
Slug 
(PV) 
Mass 
(×106 lb) 
NPV (low – high) 
($ million) 
Recovery 
(%) 
Base 1000 1 2.8 2.28 – 11.2 26.5 
Smaller Slug 1000 0.5 1.7 2.30 – 11.0 25.3 
Tapered Slug 1500/1000/500 1 2.5 1.78 – 10.3 24.5 
  
(c) Tapering. Tapering refers to the practice of using a taper behind the main 
mobility buffer. In this case, the polymer slug consists of the main slug at the 
spike concentration and a tapered slug with concentrations grading from the 
spike concentration to zero. The main idea behind such design is to mitigate the 
adverse mobility between the polymer slug and chase brine while minimising the 
amount of polymer consumed (Lake, 1989). Sensitivity runs performed by 
Anderson et al. (2006), Table 2.2, indicate a slight impairment in performance 
due to tapering compared to the injection of constant concentration slugs. In 
addition, Wright et al. (1987) upon analytical modelling concluded that mobility 
tapering has negligible and often negative benefits. 
(d) Initiation. The only study that looked at initiation was presented by 
Horowitz et al. (2010), in which they investigated the optimal scheduling of 
polymer injection. Their conclusion was that polymer injection should start at the 
beginning of a concession period—i.e. beginning of field production (Horowitz et 
al., 2010). 
2.3.3 Sensitivity Studies 
Gharbi (2001) performed a sensitivity analysis to oil price and permeability. At 
an oil price of $30/bbl, a $2 million difference in NPV was found between the 
worst and best permeability realisations. For the base realisation, a $4 million 
difference was found between $20 and 30/bbl oil price (Gharbi, 2001)—that is a 
$0.4 million per $ change in oil price. Nevertheless, neither recoveries nor oil in 
place were reported to put these numbers in better perspective. By contrast, 
Anderson et al. (2006) results suggest around an $8 million difference between 
$25 and 75/bbl oil price—that is a $0.16 million per $ change in price. In terms of 
IOIP (initial oil in place post waterflooding), Anderson et al. (2006) results 
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suggest a $1/bbl change in oil price yield a $0.21 additional profit for every bbl of 
IOIP. Furthermore, in their study adsorption effect was investigated. With 
adsorption better performance, in terms of both recovery and NPV, was obtained 
and was explained based on permeability reduction effects (Anderson et al., 
2006). In another study, Carrero et al. (2007) used the idea of surrogates to 
investigate the sensitivity of ASP flooding with respect to chemicals slug sizes 
and concentrations. Polymer concentration was found the most important 
variable as it explains more than half of total variability. This, according to them, 
is due to the importance of attaining proper volumetric sweep (Carrero et al., 
2007). 
2.4 Summary 
Two types of polymers are widely used for EOR applications: HPAM and 
xanthan. Both exhibit a dominant shear-thinning characteristic. Despite the 
possible sweep impairment due to shear-thinning, its impact on sweep and 
recovery has not been thoroughly investigated. In addition, while the potential of 
using shear-thickening solutions for sweep improvement has been analytically 
illustrated, this possibility has not been given any attention. Simulations of non-
Newtonian flooding can help in addressing these questions. Nonetheless, the 
simulation of such processes is still challenging: (1) the need to capture the 
physical non-Newtonian behaviour in multiphase flow and (2) the need to 
minimise the effects of numerical dispersion. Overcoming these challenges would 
aid not only the investigation of non-Newtonian effects but also the design of 
such processes. In terms of design, few studies have looked at the design of 
polymer slugs along surfactant-polymer flooding. The main findings of previous 
studies point to the requirement of high polymer concentrations, large polymer 
slugs and early initiation as well as the ineffectiveness of slug tapering. 
In the following chapters of this thesis we will investigate the simulation of 
polymer flooding focusing on physically capturing non-Newtonian behaviour, the 
effects of non-Newtonian behaviour on sweep and recovery, numerical dispersion 
effects and control in polymer flooding simulations and finally the design of 
polymer flooding.  
  
3  
Streamline‐based Simulation of Polymer Flooding 
In this chapter, we present the basic equations and assumptions used to extend 
the in-house streamline simulator to model Newtonian and non-Newtonian 
polymer flooding. The simulator is validated thoroughly by comparison with 
analytical, simulation and experimental results. Finally, we discuss the main 
differences of our methodology from that of current traditional algorithms used to 
model non-Newtonian flooding illustrating the possible effects of traditional 
assumptions on simulation results as well as the design of polymer flooding 
projects. 
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3.1 Extension of the In-house Simulator  
The methodology implemented to extend a Newtonian-waterflood streamline 
simulator to handle polymer flooding can be subdivided into three major steps: 
(1) solving for polymer mass balance, (2) modelling the polymer viscosity and (3) 
implementing an iterative algorithm to solve for the pressure field. 
3.1.1 Solving for Polymer Mass Balance 
The generalised differential conservation equation for isothermal fluid flow in 
permeable media, written for species (i), is  
 
  
€ 
∂Wi
∂t +
 
∇ ⋅
 
N i = Ri  ( 3.1 ) 
in which W is the overall concentration,  
 
€ 
Wi =φ ρ j S jwij
j=1
N p
∑ + (1−φ)ρswis  ( 3.2 ) 
N is the flux  
 
  
€ 
 
N i = ρ jωij
 q ij −φρ j S j
  
K ij ⋅
 
∇ ωij
 
 
  
 
 
j=1
N p
∑ ( 3.3 ) 
and R is the source term (Lake, 1989) 
 
€ 
Ri =φ S j rij
j=1
N p
∑ + (1−φ)ris  ( 3.4 ) 
where t is time, S is saturation, φ is porosity, ρ is density,   
€ 
  
K  is the dispersion 
tensor, q is the Darcy velocity, w is mass fraction, r is generation rate while 
subscript j is a phase index, subscript s represent the solid phase and Np is the 
total number of fluid phases.  
For immiscible displacement, using the definition of pseudocomponents, the 
overall concentration with no sorption becomes 
 
€ 
Wi =φρ j S j  ( 3.5 ) 
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Similarly, for immiscible displacement with negligible dispersion the mass flux 
term becomes 
   
€ 
 
N i = ρ j
 q j  ( 3.6 ) 
With that and away from any sink/source, the mass balance for immiscible 
displacement with no sorption and no dispersion is 
 
  
€ 
∂φρ j S j
∂t +
 
∇ ⋅ ρ j
 q j = 0 ( 3.7 ) 
Assuming incompressible fluids as well as constant fluid and rock properties 
(density and porosity), the mass balance becomes 
 
  
€ 
φ
∂S j
∂t +
 
∇ ⋅
 q j = 0  ( 3.8 ) 
For two-phase displacement, the mass balance can be rewritten in terms of 
fractional flows 
 
  
€ 
φ
∂S j
∂t +
 
∇ ⋅ f j
 q t = 0 ( 3.9 ) 
Neglecting gravity and capillarity, f is a scalar; thus, the second term in Eq. 3.9 
can be expanded (Datta-Gupta and King, 2007) 
   
€ 
 
∇ ⋅ f j
 q t = f j
 
∇ ⋅
 q t +
 q t ⋅
 
∇ f j  ( 3.10 ) 
Thereafter, invoking the incompressibility condition, where the total velocity is 
divergence free:   
€ 
 
∇ ⋅
 q t = 0  (Datta-Gupta and King, 2007), the 3D mass balance for 
two-phase immiscible displacement – with constant rock and fluid properties and 
negligible sorption, dispersion, gravity, capillarity and compressibility – is 
 
  
€ 
φ
∂S j
∂t +
 q t ⋅
 
∇ f j = 0  ( 3.11 ) 
The above equation for the water phase in 1D is the widely known Buckley 
Leverett (BLV) equation 
 
  
€ 
φ
∂Sw
∂t +
 q t
∂fw
∂x = 0 ( 3.12 ) 
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Recall that the advantage of streamline-based over grid-based simulation is 
its ability to transform a 3D transport problem into a number of 1D independent 
transport problems, thus overcoming grid-based timestep limitations. This 
transformation is achieved by means of tracing a set of streamlines based on the 
pressure solution along each of which the component mass balances are solved 
(Datta-Gupta and King, 2007). Thus, in effect, each streamline can be regarded 
as having an axis that follows its path along which a 1D mass balance (similar to 
Eq. 3.12) is solved. Nonetheless, instead of defining such an axis via distances 
along the streamline (x), it is defined in terms of the time of flight (τ): the time 
necessary for a passive tracer to travel a given distance along a streamline 
 
€ 
∂x = qt
φ
∂τ  ( 3.13 ) 
Thereby, with a time of flight coordinate (τ), the 1D mass balance (Eq. 3.12) for 
the water phase is  
 
€ 
∂Sw
∂t +
∂fw
∂τ
= 0 ( 3.14 ) 
Eq. 3.14 is discretised along the streamlines using upstream weighting as in Obi 
and Blunt (2006):  
 
€ 
Swi,n+1 = Swi,n − dt Δτ ⋅ fw
i,n − fwi−1,n( )  ( 3.15 ) 
where i is a cell identifier along the discretised streamline and n is the time level.  
Similarly, the polymer mass balance with adsorption (Sorbie, 1991) is given 
by  
 
€ 
∂
∂t SwCp( )+
∂
∂t Ca( )+
∂
∂τ
fwCp( ) = 0  ( 3.16 ) 
where Cp is the polymer concentration normalised by the injection concentration 
and Ca is the normalised sorbed concentration, which is defined by a linear 
isotherm 
 
€ 
Ca = A ⋅ SwCp( ) ( 3.17 ) 
with some constant A. Eq. 3.16 is discretised along streamlines as 
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€ 
Cpi,n+1 =
(1+ A) ⋅ Swi,nCpi,n − dtΔτ ⋅ Cp
i,n fwi,n −Cpi−1,n fwi−1,n( )
(1+ A) ⋅ Swi,n+1
 ( 3.18 ) 
Note that polymer concentration here does not refer to the global polymer 
concentration but polymer concentration in the water phase commonly 
delineated as Cpw, the water subscript is dropped for convenience as the polymer 
component does not partition in the oleic phase. 
3.1.2 Modelling Polymer Viscosity  
We first define the concentration dependence of the unsheared aqueous phase 
viscosity:  
 
€ 
µzero(Cp) = µw ⋅P(Cp)  ( 3.19 ) 
where µw is the pure-water viscosity and P is the viscosity multiplier. Any 
function can be chosen; in this work, we take a linear dependence on Cp (for 
further details refer to Appendix A): 
 
€ 
P(Cp) = (µzero∗ µw −1) ⋅Cp +1 ( 3.20 ) 
where µ*zero represents the unsheared viscosity at the injection concentration. 
Second, to account for non-Newtonian behaviour, we define a thinning 
multiplier (M) representing dimensionless viscosity: 
 
€ 
M = µaq −µw
µzero −µw
 ( 3.21 ) 
where µaq is the aqueous phase viscosity at a given shear rate and polymer 
concentration. From Eqs. 3.19 and 3.21, we define a polymer multiplier (ζ) that 
takes into account both viscosifying and non-Newtonian effects such that 
aqueous phase viscosity is written as 
 
€ 
µaq = µw ⋅ζ = µw ⋅ PM −M +1[ ]  ( 3.22 ) 
The multiplier ζ is also used to calculate aqueous phase fractional flow based on 
water fractional flow. This is done to avoid the calculation of a new fractional 
flow table at each viscosity condition or otherwise interpolate between two 
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fractional flow tables, which is deemed to be more laborious. The water fractional 
flow can be re-written as 
 
€ 
kroµw
µokrw
=
1
fw
−1 ( 3.23 ) 
where kr is relative permeability and subscript o represents the oleic phase. 
Therefore, from Eqs. 3.22 and 3.23, the aqueous phase fractional flow is  
 
€ 
faq =
1
1
fw
−1( ) ⋅ζ +1
 ( 3.24 ) 
Note that this approach of defining two multipliers is similar to that used in 
commercial grid-based (Schlumberger, 2007) and streamline-based simulators 
(Thiele et al., 2010b).  
(a) In-situ rheology. We define the rheology (i.e. the shear multiplier) in terms 
of the shear stress (σ), for detail on why we choose shear stress not rate refer to 
Section 3.1.4.  
The shear multiplier, representing bulk rheology measured in a viscometer 
or the in-situ rheology measured in a core flood, can be defined either through a 
power-law model (for shear-thinning and shear-thickening fluids): 
 
€ 
M =κ ⋅σ 1−1η ; 0 ≤M ≤1 ( 3.25 ) 
where κ is the consistency index and η is the shear exponent, or through a 
doublet Ellis model for shear-thinning, shear-thickening and viscoelastic fluids:  
  
€ 
M = MTH +MVE = 1+ σ σm,TH( )
1
ηTH
−1 
 
 
 
 
 
−1
+
µve
µo
∗
⋅ 1+ σ σm,VE( )
1
ηVE
−1 
 
 
 
 
 
−1
 ( 3.26 ) 
where MTH accounts for shear-thinning or shear-thickening and MVE accounts for 
polymer viscoelasticity, if any. ηTH and ηVE are the non-Newtonian and 
viscoelastic exponents, respectively; σm,TH and σm,VE are the midpoint shear 
stresses. µVE is the infinite-shear viscosity for a viscoelastic polymer, which is an 
empirical value set to fit rheology measured in-situ. 
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(b) In-situ stresses. The value of shear stress used in Eqs. 3.25 and 3.26 is 
computed as follows. For each gridblock, we assume that the stress is given by an 
expression for average stress in an equivalent cylindrical tube (Bird et al., 2002):  
 
€ 
σ ijk =
Rijk
4 ∇Pijk  ( 3.27 ) 
where subscripts ijk are the gridblock identifiers, ∇P is the cell-centred pressure 
gradient that would give the computed cell-centred velocity (further details on 
the calculation of ∇P and σ is included in Appendix C), and R is the hydraulic 
radius. Ignoring two-phase effects, the radius is given by the bundle-of-tubes 
model: 
 
€ 
Rijk =
8kijk
φijk
 ( 3.28 ) 
where k is permeability in the flow direction obtained through an ellipsoidal 
representation of anisotropic permeability. 
With that, we compute the shear stress and hence the viscosity for each 
gridblock (not gridblock face). The final expression is 
 
€ 
σ ijk = Χ ijk ⋅Γijk ⋅K ⋅ Ζ ijk ⋅
kijk
2φijk
∇Pijk  ( 3.29 ) 
where X, Γ, K, Z are stress prefactors accounting for some possible deviations and 
necessary corrections to rheology estimation. In this thesis, we assume 
€ 
X =Γ = K = Z =1 unless otherwise stated. For more details on the basis and 
approximation of those prefactors refer to Section 3.1.4(c) and for more detail 
on inputting rheology and the consequent calculation of viscosities in the 
simulator refer to Section 3.1.4(b). 
3.1.3 Employing an Iterative Pressure/Viscosity Solver  
Our simulator uses an implicit-pressure/explicit-saturation (IMPES) approach. 
An iterative approach is required for the pressure solution because, for non-
Newtonian flow, the viscosity field is a function of flow rate – thus pressure 
gradient – which, in turn, is a function of viscosity. Figure 3.1 shows the 
polymer streamline-simulator algorithm. 
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Figure 3.1 The streamline simulation algorithm based on Baker et al. (2002) modified to model 
polymer flooding. Bordered with red are modifications to account for polymer flooding. The 
right hand side handles non-Newtonian effects, and the left hand side handles the polymers’ 
viscosifying effects.  
3.1.4 Additional Remarks 
(a) The use of shear stress rather than shear rate for defining rheology. In 
principle, using shear stress or shear rate with proper conversion in-between is 
the same. Practically however, while in standard rheometry shear rates (i.e. 
rotational frequency) are the pre-determined parameter, in reservoir simulation 
it is stresses (i.e. pressure gradients) that are pre-determined:  
 
€ 
σ ijk ∝ Rijk∇Pijk  ( 3.30 ) 
Thus, once a pressure solution is obtained using a viscosity-stress relation 
enables the straight estimation of viscosities. To the contrary, the use of a 
viscosity-shear relation requires an additional iterative loop. This is because 
shear rates are functions of apparent viscosities.  
 
€ 
γ ijk ∝
Rijk
µijk
∇Pijk  ( 3.31 )   
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(b) The calculation of effective viscosities in the simulator. This section 
presents a more detailed guide explaining how to input rheology in the simulator 
and consequently how such inputs are used to calculate effective viscosities. 
First, the user needs to input µ*zero to define the upper Newtonian viscosity of the 
polymer solution and input ηTH, ηVE, σm,TH, σm,VE and µVE to define the rheology as 
a dimensionless viscosity-stress relation (refer to Eqs. 3.21 and 3.26). This 
rheology can represent rheology measured either in-bulk or in-situ.   
Note that rheology is often reported as a function of shear rate. To use such 
data, we convert shear rate to stress using: 
 
€ 
σ = γ ⋅µ(γ)  ( 3.32 ) 
In addition, in terms of in-situ rheology, single-phase experimental coreflood data 
often plot apparent viscosity as a function of Darcy velocity (q). To use such data, 
we convert Darcy velocity to shear stress:  
 
€ 
σ =
q ⋅µ
2kcoreφcore
 ( 3.33 ) 
Now, given the rheology and its source (bulk or in-situ) specified, the 
simulator uses Eq. 3.29 to calculate shear stresses in each gridblock. Based on 
this, a non-Newtonian multiplier is estimated for each gridblock using Eq. 3.26 
and an effective aqueous phase viscosity is calculated from Eqs. 3.20 and 3.21. 
The basis and estimation of the shear-stress prefactors in Eq. 3.29 are discussed 
next. 
(c) Shear-stress prefactors (X, Γ, K, Z). Recall that the shear stress calculation 
had four prefactors (Eq. 3.29). In this section, we present the basis and 
calculation of those factors – with more details in Appendix B. 
 X (the bulk-to-grid factor) is only used for the case where input rheology 
is bulk rheology measured in a viscometer. If input rheology is based on that 
measured in-situ (i.e. from coreflooding), X equals 1. The factor represents α 
which accounts for the shift of rheology in a porous medium compared to that 
measured in a viscometer, refer to Section 2.1.1(c). 
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€ 
Xijk =φijk(m−1) 2 ⋅
3η +1
4η
 
 
 
 
 
 
η (η−1)
 ( 3.34 ) 
where m is the reservoir cementation exponent.  
 Γ (the tortuosity factor) is only used when the input rheology is that 
measured in-situ. If input rheology is based on bulk rheology measured in a 
viscometer, Γ equals 1 as tortuosity effects are already accounted for in X (as 
explained above). This factor represents the ratio of the grid tortuosity to the 
core tortuosity at which in-situ rheology was measured.  
 
€ 
Γijk = φijk φc( )
(m−1) 2
 ( 3.35 ) 
For a reservoir with invariable lithology and porosity (i.e. heterogeneity is only 
due to permeability variation) and where the core at which in-situ rheology 
was measured in is representative of the reservoir (i.e. similar porosity and 
cementation), Γ is equal to 1.  
 Κ (the convention factor) is only used when the input rheology is based 
on in-situ measurement. If in-situ data were reported in terms of Darcy 
velocity and subsequently converted to a viscosity-stress relation using Eq. 
3.33, K should be set to 1. Otherwise, if in-situ data were reported in terms of 
shear rate or stress, K is basically a correction factor that depends on the 
source of in-situ rheology data and accounts for the way effective shear was 
defined. Recall that we define effective shear based on the average shear 
occurring in a circular tube (Eq. 3.27). Other workers, for instance, call for 
defining effective shear based on the maximum shear (Sorbie, 1991).  
 
€ 
σ =
R
2 ∇P  ( 3.36 ) 
In this case, K should be input to equal 2.  
 Z (the two-phase factor) accounts for two-phase effects on the effective 
hydraulic radius, hence shear. It represents the ratio of hydraulic radii in two-
phase and single-phase flow. 
 
€ 
Z = R2Φ R1Φ   ( 3.37 ) 
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Although two-phase effects are normally modelled via the bundle-of-tubes 
model,  
 
€ 
Z = krw Sw  ( 3.38 ) 
the adequacy of this model is still questionable (Littmann, 1988). Re-
interpretation of Lopez and Blunt (2004) pore-network modelling results (refer 
to Appendix B) suggests that the bundle model underestimates shear in 
multiphase flow. Therefore, taking this uncertainty in consideration, Z is 
defined to allow some flexibility in modelling two-phase effects.  
3.2 Simulator Validation 
The simulator was validated in two steps: Newtonian and non-Newtonian 
validation.  
3.2.1 Newtonian Validation 
The Newtonian part of the simulator was thoroughly validated by comparison to 
1D analytical solutions (Patton et al., 1971; Pope, 1980), 2D streamline-
simulation results from Thiele et al. (2010b) and 3D results obtained using a 
commercial grid-based simulator. 
(a) 1D validation against analytical solutions. The input parameters are 
shown in Table 3.1. First, horizontal flooding with and without adsorption was 
simulated. The adsorption constant (A) was set to 0.2. Second, to validate the 
success of the operator-splitting technique, up-dip and down-dip polymer flooding 
were simulated. For the vertical case, to exaggerate gravitational effects, the 
density difference between water and oil was taken to be 500 kg/m3 and the 
permeability was set to be 100 Darcy. Figure 3.2 and Figure 3.3 show 
successful comparison of analytical and numerical results for horizontal injection 
with and without adsorption and for up-dip and down-dip injection without 
adsorption.  
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Table 3.1 Input parameters for the 1D Newtonian validation runs.  
Fluid Properties 
Oil viscosity , µo : 10 mPa.s 
Water viscosity , µw : 1 mPa.s 
Corey water exponent , nw : 3   
Corey oil exponent  , nw : 2  
Irreducible water saturation , Swir : 0.2  
Residual oil saturation , Sor : 0.2  
Initial water saturation , Swi : 0.2  
Endpoint water relative permeability , krwe : 0.4  
Endpoint oil relative permeability , kroe : 1.0  
Polymer Properties 
Polymer viscosity , µ*zero : 20 mPa.s 
Rheology , µ(γ) : Newtonian mPa.s 
Rock Properties 
Permeability , k : 1000 mD 
Porosity , φ : 0.2  
Simulation Parameters 
Grid , Nx : 1000 cells 
Timestep , Δt : 0.0125 PV 
Operational Parameters 
Injection rate , Q : 0.00125 PV/d 
  
     
    
Figure 3.2 Water saturation (left) and polymer concentration (right) profiles for a horizontal 1D 
flood at 0.25 PV injected from simulation against analytical solutions. A good match is obtained 
for horizontal flooding with and without adsorption.  
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Figure 3.3 Water saturation profiles for 1D vertical flooding at 0.25 PV injected from simulation 
against analytical solutions. A good match is obtained for both down-dip and up-dip injection. 
The analytical horizontal case is also shown for comparison. The polymer simulator’s operator 
splitting technique successfully predicts gravitational effects. 
(b) 2D validation against commercial simulators. The simulator was 
validated in two dimensions by comparison with results in a heterogeneous 
domain from Thiele et al. (2010b), obtained using a commercial streamline-based 
simulator (3DSL). The reservoir permeability along the well locations is shown in 
Figure 3.4. Table 3.2 presents the inputs for this run. The oil-production 
predictions (Figure 3.5) show good agreement with those obtained using a 
commercial streamline-based simulator. These results, in turn, were virtually 
identical to those obtained using a conventional commercial grid-based 
simulator.  
 
Figure 3.4 Injectors (black) and producers (red) locations along the permeability field for Thiele 
et al. (2010b) 2D case with a 500 mD threshold. The values of permeability are shown in mD. 
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Table 3.2 Input for the 2D validation case as defined by Thiele et al. (2008).  
Fluid Properties 
Oil viscosity , µo : 12.64 mPa.s 
Water viscosity , µw : 0.55 mPa.s 
Corey water exponent , nw : 2.2   
Corey oil exponent  , no : 2.0  
Irreducible water saturation , Swir : 0.233  
Residual oil saturation , Sor : 0.375  
Initial water saturation , Swi : 0.233  
Endpoint water relative permeability , krwe : 0.3  
Endpoint oil relative permeability , kroe : 1.0  
Polymer Properties 
Polymer viscosity , µ*zero : 7.7 mPa.s 
Rheology , µ(γ) : Newtonian mPa.s 
Rock Properties 
Permeability , k : Figure 3.4  
Porosity , φ : 0.2  
Simulation Parameters 
Grid , Nx × Ny : 100 × 100 cells 
Time step , Δt : 0.015 PV 
Operational Parameters 
Total injection rate , Q : 0.00015 PV/d 
  
     
 
Figure 3.5 Simulator validation in 2D. Total oil production from our simulator versus results from 
Thiele et al. (2010b) obtained using a commercial streamline-based simulator (3DSL) for both 
water and polymer flooding.  
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(c) 3D validation against a commercial grid-based simulator. Finally, the 
Newtonian part of the simulator was validated in 3D by comparison to a 
commercial grid-based finite-difference simulator for a quarter five-spot flood in 
a heterogeneous reservoir. The reservoir, which is 200×200 m and 15 m thick, 
was represented by a 50×50×5 grid model. The reservoir was assumed to be 
layered with an isotropic permeability field. The permeability increased 
downward and was assumed to be 10, 50, 200, 500 and 1000 mD for each layer, 
from top to bottom. The fluid properties were defined as in the 1D case (refer to 
Table 3.1). As shown in Figure 3.6, for both secondary and tertiary flooding, the 
production and pressure responses are similar to those of an industry-standard 
grid-based simulator. Note that, in this and all subsequent polymer-flooding 
cases, the grid-based simulator runs fully implicitly.  
3.2.2 Non-Newtonian Flooding Validation  
The non-Newtonian simulator was validated by comparison to novel 1D 
semianalytical solutions. In addition, the calculated non-Newtonian viscosities 
were qualitatively validated in 2D.  
(a) Semianalytical solutions for 1D flooding with non-Newtonian fluids. 
Wu et al. (1991) demonstrated that the Buckley-Leverett solution for 1D 
displacement of two Newtonian fluids can be extended to displacements involving 
non-Newtonian flow through indirectly defining non-Newtonian viscosity in 
terms of saturation. From this, semianalytical solutions can be derived. For 
simplicity, we assumed the connate water had the same composition as injected 
water (i.e. both were non-Newtonian). Thus, the aqueous phase viscosity is only a 
function of pressure gradients. Then, to construct the fractional flow curve for 
flooding with a non-Newtonian fluid, pressure gradients – hence shear stresses – 
at each water saturation need to be determined. For constant total flow rate Qt, 
the pressure gradient as a function of water saturation is  
 
€ 
∇P Sw( ) =
Qt
kA ⋅
1
kro µo + krw µaq σ( )
 ( 3.39 ) 
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Figure 3.6 Simulator validation in 3D. Predictions from our simulator compared to a commercial 
grid-based simulator (Eclipse) for both water and polymer flooding during secondary and 
tertiary production. A good match is obtained for production rates (top), cumulative 
production (middle) and average field pressure (bottom).  
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Substituting Eq. 3.39 into Eq. 3.29, with all the prefactors set to 1, the shear 
stress at a given saturation is given by 
 
€ 
σ (Sw ) =
qt
2kφ
⋅
1
kro µo + krw µaq σ( )
 ( 3.40 ) 
Consequently, to construct the fractional flow curve for flooding with a non-
Newtonian fluid – the rheology of which is defined through a viscosity-stress 
relation – a guess-and-check technique is needed to determine a self-consistent 
aqueous phase viscosity at each water saturation.  
As an example, we constructed the fractional flow curves for a synthetic case 
at different injection rates. Two scenarios were investigated: a thinning and a 
viscoelastic aqueous phase. The absolute and relative permeabilities were the 
same as in the 1D Newtonian case (Table 3.1). However, the oil viscosity was 20 
mPa.s and the displacing-fluid rheologies were defined as shown in Figure 3.7, 
based on polyacrylamide rheology measured by Masuda et al. (1992).  
We constructed self-consistent fractional flow curves for flooding at different 
injection rates (Figure 3.8). From Figure 3.8, for displacement with a thinning 
fluid, the fractional flow curves are bounded by the Newtonian water and 
Newtonian polymer fractional flow curves. This is because, at low rates, the 
viscosity is along the upper Newtonian plateau; hence, the fractional flow curve 
is that of a Newtonian polymer. Then, the curves shift to the left with increasing 
rates until rates are sufficiently high that the viscosity is along the lower 
Newtonian plateau; hence, the fractional flow curve would replicate that of 
water. For a viscoelastic fluid, the fractional flow curves first shift to the left 
until rates are high enough to yield thickening when the fractional flow curves 
will shift to the right with increasing rates. 
(b) Validation against semi-analytical solutions. Simulations of 1D 
displacement were performed at different injection rates. The oil viscosity was 20 
mPa.s and the displacing-fluid rheologies were defined as shown in Figure 3.7, 
while other properties were the same as in the 1D Newtonian case (Table 3.1). 
Comparing breakthrough times estimated from the simulation runs against 
those from the analytical solutions (Figure 3.9), we could see that the simulator 
successfully predicts the effect of non-Newtonian rheology. 
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Figure 3.7 Rheologies for the 1D non-Newtonian validation from Masuda et al. (1992). 
     
(a)   (b)  
Figure 3.8 Fractional flow curves for displacement with non-Newtonian fluids: (a) displacement 
with a thinning fluid and (b) displacement with a viscoelastic fluid at different Darcy velocities. 
Newtonian flooding with water and polymer are also shown. (a) For displacement with a 
thinning fluid, at very low rates fractional flow curves replicate that of a Newtonian polymer 
since shear stresses are along the upper Newtonian plateau; increasing the flow rate gradually 
shifts the fractional flow curves to the left until very high rates where shear stresses are along the 
lower Newtonian plateau hence the fractional flow curve will replicate the water curve. (b) For 
displacement with a viscoelastic fluid, the fractional flow curves will initially shift to the left as 
flow rates increase; however, once the flow rate is high enough to yield dilatancy the 
fractional flow curves will shift to the right. 
      
 
Figure 3.9 Effect of injection rate on breakthrough from simulation and semi-analytical solutions 
for non-Newtonian 1D floods. The simulator breakthrough predictions for displacement with a 
thinning and a viscoelastic fluid match those calculated from the semi-analytical solutions. 
Breakthrough times for Newtonian displacement with water and polymer are also shown. Note, 
for this case, 1 PV equals 400,000 m3.  
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(c) Qualitative validation of non-Newtonian viscosities in 2D. We 
examined the computed viscosities for two quarter-5-spot cases. The first had a 
homogeneous permeability field, while the second had an artificially generated 
permeability field (Figure 3.10), schematically depicting a horizontal cross-
section across a layered anticline.  
The computed viscosity profiles matched expectations. First, in the 
homogeneous case, viscosities (Figure 3.11): (1) increase away from the wells 
along the injection-production diagonal and (2) increase away from the injection-
production diagonal toward the stagnant corners. Second, in the heterogeneous 
case, computed viscosities (Figure 3.12) are (1) lower in the high permeability 
layers and (2) are similar in the same folded layer on both sides of the injection-
production diagonal.  
Note for the homogeneous case some viscosity fingers were observed (refer to 
Figure 3.11). This is possibly due to the use of a relatively relaxed convergence 
criterion for the iterative non-Newtonian viscosity/pressure solver. Nonetheless, 
we should note that the fingers are actually exaggerated due to the viscosity 
scale. Actual differences in viscosities do not exceed ± 0.3 mPa.s (Figure 3.13). 
 
Figure 3.10 A synthetic permeability field representative of a horizontal cross-section across a 
layered permeability anticline. The permeability across each layer is log-normally generated. 
The values of permeability are shown in mD.  
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Figure 3.11 Shear-thinning viscosity profile in mPa.s for quarter 5-spot flooding a homogeneous 
reservoir at 0.5 PV. As expected, the viscosity gets higher away from the injection-production 
diagonal and along the injection-production diagonal away from wells. The viscosity fingers 
near the bottom left – although exaggerated due to the viscosity scale – form due to a 
relatively relaxed convergence criterion.  
                                                 Newtonian                                               Shear‐thinning 
            
Figure 3.12 Viscosity profiles in mPa.s for Newtonian and shear-thinning polymers. The non-
Newtonian viscosity profile matches expectations: lower viscosities are computed across the 
highest permeability layer and similar viscosities are computed across the same folded layer in 
both sides of the injection-production diagonal.  
      
 
Figure 3.13 Viscosity profiles for the 2D Homogeneous case (diagonal across the wells, other 
diagonal and vertical across fingers). The viscosity profile across the vertical line is also shown 
(middle). Variations in viscosity between the fingers observed (oscillating between orange and 
red, also refer to Figure 3.11) are minor—within ± 0.3 mPa.s. These variations, hence fingers, are 
possibly due to a relatively relaxed non-Newtonian convergence criterion. 
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3.2.3 Additional Remarks 
(a) Methodology & validation for modelling irreversible adsorption. To 
model irreversible adsorption the procedure adopted is similar. The main 
difference is checking for adsorption reversibility. At each node, after solving the 
polymer concentration (Eq. 3.18), we check whether polymer concentration 
decreased. If this is the case, to prevent adsorption reversibility, we re-solve the 
polymer concentration using Eq. 3.18 but set A (adsorption level) to zero, while 
maintaining adsorbed concentration at its previous value. The validity of the 
approach was tested for the 1D Newtonian run (Section 3.2.1(a)). The 
deviations observed between the no-adsorption case and cases with reversible 
and irreversible adsorption matched expectation (Figure 3.14). For a continuous 
flood, the polymer concentration profile is similar whether adsorption is 
reversible or irreversible as the effect of adsorption, whether reversible or 
irreversible, in this case is only a slower propagation compared to the no sorption 
case. For slug injection (0.1 PV), differences are observed in polymer profiles due 
to the consumption of the polymer slug in the irreversible adsorption case.  
       
(a)   (b)  
Figure 3.14 Simulated polymer concentration profiles for horizontal 1D floods at 0.25 PV injected 
for (a) continuous and (b) 0.1 PV slug injection without and with reversible and irreversible 
adsorption. In continuous flooding, the reversible and irreversible profiles are identical. In slug 
injection, while the reversible adsorption exhibits only a delay in polymer slug propagation, for 
irreversible adsorption, both slower propagation and significant consumption is observed. Note, 
in the slug case, the irreversible slug has: (1) a leading front replicating that of a reversible slug 
due to the slower propagation and (2) a trailing front replicating that of a no-adsorption since 
the consumed polymer behind the slug are not recovered due to irreversibility. 
(b) Excessive smearing of trailing shocks. Based on simulation results, we 
noted that, compared to pure waterflooding, polymer flooding suffers from 
excessive numerical dispersion. Recall that in the 1D Newtonian validation we 
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used a 1000-cells grid (refer to Table 3.1). Despite that, the trailing shock, 
representing the viscosified water, exhibited significant smearing (refer to 
Figure 3.2). This subject is examined in detail in Chapter 5.  
3.3 Simulation Comparison to Experiments 
While the straight validation of the simulator against non-Newtonian 
experiments is essential, this is impossible due the absence of necessary inputs 
(for example relative permeability in the case of Lee & Claridge (1968) and 
rheology in the case of Gleasure & Phillips (1990) experiments). In addition, 
while other studies – such as that by Masuda et al. (1992) – provide the 
necessary inputs, such experiments are usually hard to control. In other words, 
not only could various factors present themselves – such as inaccessible pore-
volume effects, adsorption and permeability reduction – but also a thorough 
understanding of the process has not been attained. The main uncertainty is 
whether viscoelasticity would result in a reduction of Sor. These complications 
transform such a step from a validation exercise into a detailed comparison to 
capture the reasons for any unforeseen deviations. Thus, this part is not a 
straight validation of our non-Newtonian polymer simulator by comparison to 
experimental results. Rather, it validates our non-Newtonian simulator by 
comparison to simulations performed by Masuda et al. (1992) whose parameters 
had been tuned to match the experiments and then compares these simulation 
predictions against the experimental results, using the same tuned parameters.  
The inputs for this simulation was taken from Masuda et al. (1992) where 
the non-Newtonian rheology was taken as shown in Figure 3.7 and oil and 
water viscosities were 25 and 0.9 mPa.s, respectively. For non-Newtonian 
flooding, the convention factor (K) was taken to be √5 (refer to Section 3.1.4). 
Furthermore, the two-phase factor (Z) was empirically defined to be 
 
€ 
Z = 0.00774 Sw
1.5−1( )
 ( 3.41 ) 
This is done to account for the deviation observed between resistance factors 
estimated based on single-phase flow and those measured in two-phase, as 
shown in Figure 3.15 (Masuda et al., 1992). It should be noted that this 
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deviation might be due to other factors such as permeability reduction or induced 
changes in relative permeabilities due to a reduction in residual oil (Sor). 
       
 
Figure 3.15 Resistance factor measured and predicted by Masuda et al. (1992) for two-phase 
core flooding. Compared to the viscoelastic single-phase model predictions measured 
resistance is higher in two-phase. Note the predictions are based on attributing the resistance 
factor solely to viscosifying effects. Masuda et al. (1992) attributed this observation to a higher 
viscoelasticity in two-phase flow. Though this might not be the case, we assume the same 
bases and match the experimentally measured data through defining Z through Eq. 3.41.  
Simulations were performed for two cases: a strictly shear-thinning polymer 
and a viscoelastic polymer. Figure 3.16 and Figure 3.17 present the 
experimental results along simulation predictions obtained using our simulator 
and that of Masuda et al. (1992) for both shear-thinning and viscoelastic 
rheologies. We clearly see that the predictions obtained with our simulator 
matches Masuda predictions in terms of pressure and recovery for both the 
shear-thinning and the viscoelastic assumptions. In terms of oil cut, the 
difference is due to their assumption of immobile connate water, which hinders 
the generation of a connate bank. Furthermore, comparing our simulation results 
to the experimental results we see that the results are very close in terms of 
recovery and oil cut to Masuda et al. (1992) but our simulations significantly 
overpredict drawdown. This difference might be due to the earlier assumption of 
attributing the deviance in two-phase resistance factor to viscosity (i.e. the 
inclusion of a Zeta factor). Without a two-phase correction, the simulation results 
would better match the experiments in terms of pressure but not recovery. 
Therefore, we infer the deviation of the two-phase resistance factor may be the 
result of changes in relative permeabilities, which were brought about by a 
reduction in Sor due to elasticity. If changes in relative permeability are 
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accounted for then we expect we would be able to reproduce recovery due to the 
lower Sor. There would also be a better prediction of drawdown since viscosity 
will be lower. Hugh and Pope (2008) suggested a similar conclusion for other 
polymer flood cases in which they found the only way to match coreflooding 
performance of polyacrylamide is through the assumption of an Sor reduction.  
      
    
Figure 3.16 1D non-Newtonian validation against Masuda et al. (1992) simulations and 
experimental results. Recovery predictions match that obtained by Masuda and are in close 
agreement with the experimental results. The assumption of a shear-thinning rheology would 
significantly underestimate recovery. In terms of oil cut, the difference between our results and 
Masuda et al. results is due to their assumption of immobile connate water. Compared to 
experimental results, our predictions are in close agreement in terms of breakthrough. Post 
breakthrough production could suggest that physical dispersion occurring in-situ is higher than 
numerical dispersion. For a viscoelastic rheology with Z=1 (i.e. not corrected to account for the 
deviance in resistance factor), performance predictions are worse than those obtained in the 
lab but still higher than those predicted by a shear-thinning model.       
     
 
Figure 3.17 1D non-Newtonian pressure validation against Masuda et al. (1992) simulations and 
their experimental results. Our simulation results match that obtained by Masuda. Nevertheless, 
compared to experimental results both viscoelastic simulations deviate drastically. This 
deviation might be explained if the higher resistance factor observed in two-phase flow (refer 
to Figure 3.15) is attributed to a change in relative permeability instead of higher viscoelasticity 
effects. Note pressure drop predicted for a viscoelastic rheology with Z=1 (i.e. not corrected to 
account for the deviance in resistance factor) is much closer to those measured in the lab. 
Nevertheless, with Z=1, recoveries are underestimated (refer to Figure 3.16).  
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3.4 Our Method Compared to Current Simulators 
There are three main differences between our implementation of non-Newtonian 
rheology and that in current commercial simulators. 
3.4.1 A Physically-based Rheological Representation  
Unlike current simulators, employing variants of velocity-based rheological 
representations, our methodology uses a pressure-based representation (Table 
3.3). Based on Lopez and Blunt (2004) results, in our simulator, in-situ stresses 
used to define the non-Newtonian rheology (Eqs. 3.21 and 3.26) are directly 
related to pressure gradients instead of water velocities.  
Current simulators either use interstitial water velocities, which is 
analogous to defining stress as 
 
€ 
σ ijk =
Rcore
4 krw−ijk∇Pijk  ( 3.42 ) 
where 
€ 
Rcore = 8 kcore φcore  (Eq. 3.28), or use water shear rates, which is still 
velocity-based and analogous to defining stress as  
 
€ 
σ ijk =
Rijk
4 krw−ijk∇Pijk  ( 3.43 ) 
with Rijk given by Eq. 3.28. In addition, some simulators incorporate an effective-
porosity definition in a velocity-based representation such that the corresponding 
stress becomes  
 
€ 
σ ijk =
Rijk
4
krw−ijk
Sw−ijk
∇Pijk  ( 3.44 ) 
Table 3.3 Rheological representations for modelling non-Newtonian viscosities: Although 
analogous in single-phase, the models differ in multiphase flow.  
In-Situ Stress 
Model Multiphase Shear  
σ(v) σ(P) 
Velocity-based 
based on single-phase at the 
same flow rate 
€ 
σ =
2µ
R vw  
€ 
σ =
R
4 ∇P ⋅ krw   
Pressure-based 
based on single-phase at the 
same pressure gradient 
€ 
σ =
2µ
R
vw
krw
 
€ 
σ =
R
4 ∇P   
 
  
  107 
  A M AlSofi 
First, using an interstitial-velocity model (Eq. 3.42) ignores the difference 
between the core and reservoir permeability. Thus if the core and average 
reservoir pore radii (Eq. 3.28) are different, the in-situ rheology needs to be 
corrected (as illustrated in Figure 3.18). In addition, if the field is 
heterogeneous, this correction needs to be made on a block-by-block basis.  
Second, for multiphase flow, all velocity-based models (Eqs. 3.42 through 
3.44) define rheology at the same water flow rate. We suggest that the non-
Newtonian rheology should be taken as that occurring in single-phase flow at the 
same pressure gradient (Eq. 3.27). On the basis of pore-scale network modelling 
of shear-thinning multiphase flow by Lopez and Blunt (2004) – refer to 
Appendix C – at low water saturation, when the wetting phase resides in the 
smaller pores, calculating the rheology on the basis of the same flow rate greatly 
underestimates the local pressure gradient in an equivalent single-phase 
displacement. Using the same pressure gradient is a better way to account for 
the changing pore-space configurations of the fluid. As a result, using any 
velocity-based rheological representation would overpredict viscosities thus 
overpredicting sweep for shear-thinning polymers (Figure 3.19). 
 
Figure 3.18 Rheology defined in terms of resistance factor as a function of flux for three cores 
from Seright et al. (2010). Based on which, using an interstitial velocity model obtained in one 
core would yield erroneous results in cores with different properties.  
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Figure 3.19 The effect of using velocity-based models (Eqs. 3.42 through 3.44) compared to a 
pressure-based model (Eq. 3.27). As velocity-based models take rheology to be that occurring 
in single-phase at the same water flow rate, they could significantly overpredict viscosity. In this 
simplified example, Eq. 3.43 predicts a viscosity ~ 9.5 mPa.s while Eq. 3.27, which is based on 
pore-network modelling results, predicts a 3 mPa.s viscosity. The rheology shown in the figure is 
based on Seright et al. (2008) measurements of xanthan rheology in a Berea core with 
permeability ~ 551 mD and porosity ~ 0.2. This rheology will be used in our later simulations. We 
used Eq. 3.33 to plot viscosity as a function of shear stress (upper axis), which can be regarded 
as a normalised pressure gradient with respect to the hydraulic radius.  
3.4.2 An Iterative Pressure/Viscosity Solver  
Because the non-Newtonian viscosity depends on the pressure gradient – which, 
in turn, depends on viscosity – an iterative pressure/viscosity solver is 
implemented. In contrast, current simulators use a lagging approach in which 
viscosities from the previous timestep are used to solve for pressures at the new 
timestep. These viscosities are then updated but used only to compute pressures 
at the next timestep. They are not necessarily consistent with the current flow 
field. The importance of this iterative algorithm will depend on the timestep 
taken; for short timesteps, a lagging approach might be adequate. Similarly, a 
lagging approach might be adequate for fully implicit grid-based simulators 
because the mass-balance convergence will represent a greater constraint on the 
timestep size compared to the viscosity/pressure-field convergence. However, 
because our simulator uses an IMPES formulation and because one of the main 
advantages of streamline-based simulators is their ability to take large 
timesteps, an iterative approach is needed. 
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3.4.3 Cell-centred Viscosities 
We define viscosities to be cell-centred, while current simulators estimate non-
Newtonian viscosities on the basis of velocities at the faces. At first sight, this 
latter approach seems reasonable because velocity is defined at cell faces. This 
algorithm, however, calls for a directional viscosity, which is non-physical and 
could yield erroneous predictions. As we illustrate in Figure 3.20, a face-based 
algorithm will underpredict shear-thinning effects. If a component of velocity 
across a face is small, the algorithm will use this low value to compute viscosity, 
even if the overall velocity is high. This will also affect the computations of 
transport that are traditionally performed along grid directions. This effect is 
clear if we think about a 3D flood where a grid-based simulator would predict 
very favourable displacement in the z-direction since gravitational velocities are 
usually low and hence the viscosities in the z-direction are overestimated.  
 
Figure 3.20 The effect of defining non-Newtonian viscosities at cell faces. In this example, with a 
face-centred approach, the average gridblock viscosity is predicted to be ~ 11.5 mPa.s while 
using the cell-centred velocity (or equivalently pressure gradient) it should be ~ 3 mPa.s. In 
addition, a face-centred approach will significantly overpredict viscosity across faces with a 
small normal velocity component. For a shear-thinning system, this could lead to the prediction 
of an unrealistically stable displacement along low-flow directions.  
3.4.4 Additional Remarks 
(a) Using a central iterative approach to assure convergence. Some cases 
did not converge in all cells when using a forward approach. A forward approach 
is one that uses the updated viscosity field based on the new pressure solution 
(i.e. 
€ 
Pin : pressure at timestep n calculated in iteration i) to re-solve the pressure 
(i.e. 
€ 
Pi+1n :). The main cause of this was few cells that present viscosity loops. A 
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viscosity loop refers to the situation where the effective viscosity in a given cell 
keeps on switching between two specific values in subsequent iterations such 
that viscosity, hence pressure, never converges. For the same problems, using a 
central approach where the viscosity field used to resolve the pressure (i.e. 
€ 
Pi+1n ) is 
based on average fields at the new pressure solution as well as the earlier one 
(i.e. 
€ 
Pi+1n  and 
€ 
Pin) did converge. For all cases studied in this thesis, a central 
approach converged.  
3.5 The Effects of Current Assumptions  
We investigated the significance of the assumptions discussed above on the 
simulation results. We simulated polymer flooding in a 2D heterogeneous 
quarter-five-spot pattern with a constant injection rate of 90 m3/d. The 
permeability of the reservoir (Figure 3.21) was based on a section of the first 
layer of the SPE-10 model (Christie and Blunt, 2001). The oil viscosity was 50 
mPa.s. The remaining fluid properties were the same as listed in Table 3.1 and 
the shear-thinning rheology was based on xanthan rheology measured by Seright 
et al. (2008), as shown in Figure 3.20. First, to validate our simulator, Figure 
3.22 shows example results using an interstitial-velocity model (Eq. 3.42) in both 
our simulator and a grid-based finite-difference simulator. The good agreement 
indicates that when our simulator uses the same (poor) assumptions as current 
commercial simulators the results are similar. 
 
Figure 3.21 Permeability for the 2D comparison based on the first layer of the SPE10 model. The 
values of permeability are shown in mD. 
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Figure 3.22 Results for 1D Newtonian polymer flooding (green) and non-Newtonian polymer 
flooding at two injection rates: low and high (orange and red, respectively) obtained with a 
commercial simulator (Eclipse) and our simulator. In these simulation runs, both simulators use 
an interstitial velocity model (Eq. 3.42). Recovery predictions as well as saturation, viscosity and 
pressure profiles are shown at 0.27 PV injected.  
3.5.1 The Effect of the Rheological Representation 
Figure 3.23 shows the recovery predictions obtained using our streamline 
simulator with the various rheological representations. The model we propose 
gave the lowest recovery. We suggest that using current assumptions may tend 
to overestimate the recovery obtained from shear-thinning polymer injection.  
3.5.2 The Effect of a Lagging Pressure/Viscosity Solver  
We ran our streamline simulator using a lagging and an iterative approach to 
the pressure-field and viscosity update and compared the results. As in the 
conventional finite-difference simulator, all runs used the same rheological model 
based on interstitial water velocities (Eq. 3.42). We performed two runs with two 
different timestep sizes: 100 days (corresponding to 60 timesteps in total) and 25 
days (240 timesteps).  
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The results shown in Figure 3.24 indicate that, for this case, the effect of 
this assumption on the streamline-based simulation is modest. Although the 
effect on recovery was relatively small, a lagging method with a large timestep 
predicted slightly higher recovery; however, with short timesteps, the lagging 
approach converged to the iterative solution.  
 
 
Figure 3.23 Tertiary recovery predictions with the various possible rheological representations: 
interstitial-velocity (Eq. 3.42), interstitial-velocity (Eq. 3.42) corrected to account for the 
difference in average permeability between the core experiment and the field, velocity-based 
models (Eqs. 3.43 and 3.44) and the suggested pressure-based model (Eq. 3.27). 
 
 
Figure 3.24 The effect of a lagging approach on recovery predictions for tertiary non-
Newtonian polymer flooding. The results obtained with the finite difference simulator (Eclipse) 
and our streamline simulator: iterative and lagging with long and short timesteps. The 
commercial simulator predicts slightly higher recovery. Running our simulator in a lagging mode 
with long timesteps also results in slightly higher recovery predictions, but the effect is small in 
this case. In addition, the results suggest that with sufficient timesteps the lagging approach 
converges to the iterative solution. Note that as in the conventional finite-difference simulator, 
all runs used the same rheological model based on interstitial water velocities (Eq. 3.42). 
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3.5.3 The Effect of Face-centred Viscosities  
Our results were also compared with those obtained using a conventional finite-
difference simulator. As Figure 3.24 indicates, compared to our simulator, the 
finite-difference simulator predicts slightly higher recovery (~ 1.5 %); this is 
despite underpredicting recovery by ~ 0.3 % for the Newtonian case. Looking at 
the viscosity profile during a simulation, Figure 3.25, we see that the higher 
sweep efficiency predicted by the finite-difference simulator for the non-
Newtonian case might be explained by an overprediction of viscosity. Note that 
the low-viscosity streak predicted by the streamline simulator follows the high 
permeability (Figure 3.21). In contrast, the commercial simulator has a 
discontinuous low-viscosity streak, which is unexpected. In addition, in about 
one-third of the blocks the commercial simulator predicts non-Newtonian 
viscosities that are higher than the effective Newtonian viscosities, which is 
unphysical (Figure 3.26). This occurs because the effective viscosity based on the 
cell-centred polymer concentration is lower than the computed face-centred 
viscosity values.  
Additional runs were also performed using our simulator with face-centred 
algorithms: an averaged viscosity and an averaged velocity. The first takes the 
cell-centred viscosity as the average of the face values, while the second takes it 
at the average velocity. Note, however, that because the streamline and grid-
based simulators use different transport algorithms, neither of our approaches is 
an exact representation of face-centred viscosities computed in a grid-based 
simulator. Nevertheless, both face-centred approaches show a similar 
discontinuity in the low-viscosity streak (Figure 3.25). In addition, compared to 
the cell-centred approach, both face-centred algorithms overpredict recovery 
(Figure 3.27).  
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                           Face‐centred                                 Cell‐centred                                       Eclipse 
           
Figure 3.25 The viscosity profile (values shown in mPa.s) predicted by streamlines with face-
centred and cell-centred viscosities as well as that predicted by a commercial grid-based 
simulator (Eclipse) for a secondary non-Newtonian polymer flood at 1.34 PV injected. Similar 
results were observed for the tertiary case. Note that the low viscosity region is discontinuous for 
the grid-based simulator, despite a continuous high-permeability region (refer to Figure 3.21). 
Our simulator with a face-centred approach predicts a similar but less prominent discontinuity. 
          
Figure 3.26 The commercial grid-based simulator non-physical prediction of sheared viscosities 
that are higher than the effective viscosities shown at 0.67 PV. Note more than one third of the 
grid exhibit such a condition; also note that the difference can be significant. This effect could 
be due to the face-approach (i.e. defining non-Newtonian viscosities at the faces).  
 
 
Figure 3.27 The effect of face-centred viscosities on recovery predictions for tertiary non-
Newtonian polymer flooding. Streamline runs were carried in a lagging mode but with short 
timesteps (25 days to assure convergence – see Figure 3.24). Predictions with face-centred 
viscosities, averaged-viscosities and averaged-velocities, overestimate recovery compared to 
the cell-centred approach. Note as in the conventional finite-difference simulator, all runs used 
the same rheological model based on interstitial water velocities (Eq. 3.42). 
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(a) 2D homogeneous quarter 5-spot. Further to investigate the significance of 
face-centred viscosities, a secondary non-Newtonian flood was carried at an 
injection rate of 900 m3/d in a homogeneous reservoir with a permeability of 500 
mD. The commercial grid-based simulator results were compared against that 
obtained with our simulator in a lagging mode with an interstitial-velocity 
model. With which, we compared the viscosity profile for a shear-thinning flood 
at very late time (0.9 PV) to eliminate saturation and concentration effects.  
Figure 3.28 plots the viscosity profiles obtained with our simulator and the 
commercial grid-based simulator for the 2D homogeneous flood. The grid-based 
simulator has a major problem in computing shear-thinning effects as the results 
are quite unexpected. First, although the grid-based simulator correctly predicts 
the presence of low-viscosity regions close to the wells, it does not predict the 
right semi-circular shapes of such regions. Second, a low-viscosity streak is 
expected to exist along the injector-producer diagonal with parallel streaks 
having higher viscosities away from the diagonal toward the stagnant corners. 
While our simulator predicts such a profile, the grid-based simulator predicts 
skewed viscosity profiles. Consequently, the commercial simulator overpredicts 
recovery in this case by ~ 5% OOIP compared to the streamline simulator 
(Figure 3.29). Running our simulator with face-centred viscosities, instead, 
reasonably matches the commercial simulator results (Figure 3.29).  
                                               Streamlines                                                       Eclipse 
                     
Figure 3.28 Viscosity profile at 0.9 PV injected for a homogeneous quarter 5-spot flood obtained 
with our streamline simulator (left) and the commercial grid-based simulator (right). Our 
simulator results match expectations since viscosity decreases away from wells along the 
injector-producer diagonal and since viscosity increases away from the injector-producer 
diagonal toward the stagnant corners. Clearly the commercial simulator yields erroneous 
results. This erroneous viscosity profile is thought to be due to the use of a face-centred 
algorithm for computing shear-thinning effects. 
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Figure 3.29 Recovery for a homogeneous quarter 5-spot flood obtained with our simulator and 
the commercial grid-based simulator. Our streamline simulator results are shown for both the 
proposed cell-centred approach and the traditional face-centred viscosities. Note the 
discrepancy between our streamline results and the finite-difference results, where the finite-
difference simulator overpredicts recovery, can be explained by an overprediction of 
viscosities due to the implementation of a face-centred viscosity approach. 
3.5.4 Additional Remarks 
(a) Eclipse over-estimates injection pressure. From earlier simulations (refer 
to Figure 3.22), we noted that Eclipse tends to overestimate the injection 
pressure because it sets the injection-block viscosity to be fixed and equal to the 
non-sheared polymer viscosity.  
To verify that this discrepancy in pressure between our simulator and 
Eclipse is due to the assumption of a constant injection block viscosity equivalent 
to the zero-shear polymer viscosity, additional runs using a 1000-cells grid were 
performed. With a finer grid, Eclipse gave pressure results in close agreement 
with those obtained with our simulator in terms of both pressure profile (refer to 
Figure 3.22) and injection bottom hole pressure (Figure 3.30). This shows that, 
as expected, the observed discrepancy in pressures is due to the assumption of a 
fixed injection block viscosity in Eclipse.  
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Figure 3.30 Injector bottom hole pressure (BHP) as a function of time for the Newtonian case 
using our simulator and Eclipse using 100-cells and 1000-cells. With 100 cells, the commercial 
grid-based simulator overpredicts the injection requirement by around 25 MPa. This is probably 
due to the assumption of a constant injection-block viscosity set to equal the fully saturated 
polymer viscosity. With 1000-cells the injector BHP predictions obtained with Eclipse and 
streamlines match well and are close to our simulator predictions using 100-cells. The results thus 
indicate that the observed discrepancy in pressures is due to Eclipse erroneous assumption of a 
fixed injection block viscosity. Nevertheless, we shall note that with 100-cells and at early time 
our simulator underpredicts while Eclipse overpredicts the injection requirement. 
(b) The use of a table to define the shear-multiplier. When using a table to 
define rheology, the viscosity that varies logarithmically with shear rate/stress 
(i.e. velocity and pressure-gradients) is interpolated linearly. This could 
overestimate the sheared water viscosity, consequently underestimating shear-
thinning effects. Thus, to minimise this effect care should be taken when 
inputting the shear multiplier table to include sufficient points and to cover the 
whole range of velocities exhibited in-situ. 
Illustrating such an effect, in some of our preliminary runs, comparing our 
streamline results using an interstitial velocity model against the commercial 
simulator results (refer to Section 3.5), the rheology was input as shown in 
Figure 3.31. In Eclipse, the rheology was defined using a table; while in our 
simulator, it was defined using a functional relation (Eq. 3.26). The results for 
the low injection case were perfectly correct. For the high injection case, however, 
Eclipse gave erroneous results as indicated by the viscosity profile at 0.27 PV 
injected (Figure 3.31). In this case, the interstitial water velocity was ~ 4 m/d 
which should correspond to a viscosity of 3 mPa.s. Nonetheless, due to 
interpolation errors, Eclipse predicted viscosities to be ~ 4 mPa.s.  
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(a)    (b)  
Figure 3.31 The possible overestimation of shear-thinning viscosity due to linear interpolation. (a) 
The rheology used in preliminary comparison runs (left) based on Seright et al. (2008). With a 
table to define rheology in Eclipse, at a water velocity ~ 4 m/d the interpolated multiplier will 
be overestimated to be ~ 0.161 (i.e. 4 mPa.s). (b) The viscosity profiles (right) at 0.27 PV for the 
high injection non-Newtonian case using Eclipse and our simulator. The discrepancy is due to 
interpolation errors. Eclipse velocities near the injector were checked and found to be ~ 4 m/d. 
3.6 Possible Effects on Polymer Flooding  
Evaluation and Design 
We conclude this chapter by performing 3D simulations to design a tertiary 
polymer flood. The reservoir model used was a coarse representation of the SPE-
10 model; the dimensions were 366×671×51.8 m, represented by 20×55×17 
gridblocks (Beraldo et al., 2009). The upscaled permeability field is shown in 
Figure 3.32, while the other properties are given in Table 3.1. The reservoir has 
been waterflooded for 1,200 days (~ 0.47 PV). Opposed to previous simulation 
runs where Z was assumed to equal 1. In this section, we attempt to include 
possible multiphase effects using a bundle-of-tubes approximation (Eq. 3.38). 
 
Figure 3.32 SPE-10 upscaled permeability used for the 3D simulation case. The values of 
permeability are shown in mD. 
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3.6.1 Flooding with a Shear-thinning Polymer  
The first scenario is flooding with a strictly shear-thinning polymer. The polymer 
rheology was based on that measured by Seright et al. (2008) for xanthan (refer 
to Figure 3.20). Compared to results with current assumptions, recovery 
predictions using the streamline simulator (with an iterative pressure solution, 
face-centred viscosities and a physically-based rheological model) were much less 
optimistic (Figure 3.33). We suggest that current commercial simulators may be 
overestimating recovery. Error due to implementing an iterative approach was 
larger in the 3D case than earlier shown in 2D (refer to Figure 3.24). One 
possible explanation is the additional complexity of the problem (i.e. the flow 
field and associated pressure gradients) compared to the previous 2D problem. 
Thus, we expect an iterative approach to be even more important for real 
reservoir engineering scenarios where changes in the flow field (thus the 
associated non-Newtonian viscosity field) from one timestep to another is more 
significant, as is the case in history matching and infill drilling simulations.  
      
    
Figure 3.33 Cumulative oil production predictions for a 3D tertiary shear-thinning polymer flood. 
(a) On the left, predictions using streamlines against that predicted also using our simulator but 
with assumptions contained in current simulators. With the same rheological representation – 
pressure-based – with cell-centred viscosities but using a lagging approach to compute the 
pressure overestimates recovery. Nevertheless, the lagging results with smaller and smaller 
timesteps (200 days, 100 days and 50 days) converge to the iterative solution. Using cell-
centred viscosities but with a velocity-based model, Eq. 3.44, for the rheology and with the 
lagging approach results in further overestimation of polymer flooding performance. Finally, 
results using face-centred viscosities, velocity-based model, Eq. 3.44, for the rheology and the 
lagging approach show significant overprediction of recovery. (b) On the right, predictions 
with an interstitial velocity model, Eq. 3.42, using a commercial grid based simulator (Eclipse) 
and our streamline simulator with cell-centred viscosities and face-centred viscosities: 
averaged-viscosities and averaged-velocities. Those two streamline runs used a lagging 
approach with small time steps (50 days). With the same rheological representation (interstitial 
velocity model), the grid based simulator overpredicts prediction compared to our code. Using 
the same rheological model and with face-centred viscosities, we could match the 
commercial simulator results.  
  
 120  
 Chapter 3: Streamline-based Simulation of Polymer Flooding 
In terms of design, even if this overprediction does not affect the economic 
viability of a project it could affect the selection of an optimal injection strategy. 
We performed cash flow analysis for different injection rates (500 to 1500m3/d) 
with the different simulation assumptions. Oil price and production costs used in 
this analysis are shown in Table 3.4. From this analysis, we found that for this 
case current simulation techniques would miss the presence of an optimal 
injection rate at ~ 825m3/d (Figure 3.34). In other words, current simulation 
assumptions suggested an injection strategy where the lower the injection rate 
the lower the net worth of the project; while our method suggested the presence 
of an optimal injection rate which maximises the net worth of the EOR project. 
Table 3.4 Economic inputs for the cash flow analysis.  
Oil price    : 70 $/bbl 
Oil lifting cost   : 7.5 $/bbl 
Injection cost including polymer   : 4.0 $/bbl  
Produced water processing cost   : 1.0 $/bbl 
Discount rate , d : 0.1  
  
               
 
Figure 3.34 Normalised net present value as a function of injection rate. Predictions using 
streamlines against that predicted also using our simulator but with assumptions contained in 
current simulators. Results are shown using: (1) the proposed non-Newtonian methodology, (2) 
a lagging approach to compute the pressure but with the same rheological representation 
and cell-centred viscosities, (3) a velocity-based model, Eq. 3.44, for the rheology and with the 
lagging approach with cell-centred viscosities and (4) face-centred viscosities, a velocity-
based model, Eq. 3.44, for the rheology and the lagging approach. Current simulation 
techniques suggest an injection strategy where the lower the injection rate the less the net 
worth of the project while our simulator suggests the presence of an optimal injection rate. 
Note although the scale in the figure suggests a minor difference, the possible gain via 
lowering the injection rate from 1500 to an optimised rate of ~ 825 m3/d is ~ $1.5 million.  
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3.6.2 Flooding with a Viscoelastic Polymer 
The second scenario looks at flooding with a viscoelastic polymer. The polymer 
rheology was based on polyacrylamide rheology measured by Masuda et al. 
(1992), as shown in Figure 3.7. Compared to results with current velocity-based 
rheological representations, the streamline simulator – with a pressure-based 
rheological model – suggested a lower critical injection rate at which in-situ 
thickening effects are realised (Figure 3.35). In addition, while current 
rheological models overpredict recovery below the critical thickening rate (i.e. 
along the thinning regime), at rates above the critical thickening rate (i.e. along 
the thickening regime), they underpredict recovery compared with the model we 
propose.  
        
 
Figure 3.35 Incremental oil recovery at ~ 0.9 PV with different injection rates for a tertiary 
viscoelastic flood predicted with different rheological representations: velocity-based models 
(Eq. 3.43 and Eq. 3.44) and the suggested pressure-based model (Eq. 3.27). The dashed black 
line plots the incremental recovery for a 9.1 mPa.s Newtonian polymer.  
3.7 Summary 
We extended a streamline simulator to model polymer flooding with non-
Newtonian behaviour, implementing a physically-based rheological model. We 
tested our model successfully against analytical Newtonian and non-Newtonian 
1D solutions and with multidimensional comparisons with Newtonian results 
from commercial grid-based and streamline-based simulators. Our method for 
modelling non-Newtonian flow differs from current commercial simulators in 
three ways. (1) We use a rheological representation for multiphase flow based on 
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pore-network modelling results. (2) We take into account the interdependence 
between pressure and non-Newtonian viscosities through the implementation of 
an iterative pressure/viscosity solver. (3) We define viscosities to be cell-centred 
as opposed to face-centred. All three effects lead to less-optimistic recovery 
predictions for shear-thinning polymers; we suggest that current models may 
significantly overestimate recovery from shear-thinning polymer floods. On the 
other hand, for viscoelastic polymers, current rheological models might overlook 
the benefit of viscoelasticity or the possibility of exploiting such viscoelastic 
behaviour by increasing the injection rate. 
Nevertheless, we should note that while our method for modelling non-
Newtonian flooding has been theoretically supported, it is yet to be validated 
against carefully controlled experiments. In addition, whilst the commercial 
simulator we used (Eclipse) uses a velocity-based representation for multiphase 
rheology as opposed to the proposed pressure-based model, other simulators do 
effectively use a pressure-based representation through defining multiphase 
shear rates consistently using a bundle of tubes model, such as done in UT-
Chem. 
  
4  
Non‐Newtonian Effects on Sweep and Recovery   
Since the main polymers used in EOR are shear-thinning, in this chapter, we 
investigate thinning effects on polymer flooding performance. We show the 
importance of accounting for shear-thinning behaviour as it tends to impair the 
performance. We illustrate that such impairment is not only due to increased 
fingering – caused by an unfavourable viscosity ratio – but also due to increased 
channelling – caused by permeability contrasts. Second, we reexamined the 
definitions of sweep efficiencies redefining recovery factors such that we decouple 
channelling and fingering effects. Then, we use the redefined sweep factors to 
investigate the increased channelling caused by non-Newtonian behaviour, 
trying to understand whether such sweep impairment with higher channelling is 
caused by an overall reduction in viscosity (hence overall changes in the pressure 
field) and/or by local variations in viscosities (hence velocity exacerbation). 
Finally, we demonstrate the potential of using shear-thickening agents in EOR.  
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4.1 Shear-thinning Effects on Sweep and Recovery 
To investigate shear-thinning effects, we examined two cases in terms of 
displacement (Figure 4.1). The main case (I) focuses on the effects of shear-
thinning on channelling, by studying cases where waterflooding is very stable. 
Therefore, the polymer front will maintain its stability despite thinning. The 
second case assumed a higher oil viscosity (10 mPa.s); thus, shear-thinning can 
induce instability. The inputs for both cases are shown in Table 4.1.  
     
    
Figure 4.1 Water and polymer fractional flow for 1 mPa.s (left) and 10 mPa.s (right) oils.  
4.1.1 Case I: Unconditionally Stable Flooding 
This case may be regarded as the perfect scenario, where waterflooding is set to 
be stable; thus, shear-thinning will not induce instability. Accordingly, the only 
factor affecting the production performance is increased channelling. In addition, 
since in this case waterflooding is stable, ahead of the polymer bank we would 
have a stable connate water bank that is Newtonian. The polymer front does not 
displace oil directly but it generates a stable connate water bank that displaces 
the oil. The non-Newtonian behaviour of the polymer has an indirect influence on 
the displacement as it will guide the connate bank ahead, which being 
Newtonian will act to minimise the preferential penetration of the polymer 
thinning front. However, in the case when the connate bank is unstable the 
polymer will also have a direct impact on displacement, as it will displace the oil 
left behind the connate bank. Therefore, if the polymer shear-thinning behaviour 
does have an effect in this idealistic case, it is likely to have even more impact 
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when the fronts become unstable. This ideal case was run for three 2D models: 
layered, fractured and heterogeneous reservoirs.   
Table 4.1 Simulation inputs for shear-thinning effects investigation. 
Fluid Properties 
Oil viscosity , µo : 1 & 10 mPa.s 
Water viscosity , µw : 1 mPa.s 
Relative permeability , kr : Figure 4.3  
Polymer Properties 
Polymer viscosity , µ*zero : 20 mPa.s 
Rheology , µ(σ)  Figure 4.2 mPa.s 
Operational Parameters 
Injection rate , Q : 500 m3/d 
 
 
Figure 4.2 In-situ rheology for the non-Newtonian polymer assumed based on polyacrylamide 
bulk rheology measured by Masuda et al. (1992). 
 
Figure 4.3 Oil and water relative permeabilities based on a Corey model. 
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(a) Co-linear flooding a 2D layered reservoir. We looked at flooding a layered 
reservoir. The system is layered with a 20:1 permeability contrast. Since a 
velocity contrast does exist, in this case, we expect thinning to have an effect on 
production performance. As expected, shear-thinning resulted in earlier 
breakthrough (Figure 4.4). The effect of an exacerbated velocity contrast is clear 
in Figure 4.5, which plots the saturation profiles in the two layers. Note that for 
the non-Newtonian case a greater distance separates the fronts in the two layers.  
       
 
Figure 4.4 Production performance for unconditionally stable Newtonian and shear-thinning 
polymer flooding in a layered reservoir. Shear-thinning delays oil production.  
 
 
Figure 4.5 Water saturation and polymer concentration profiles for unconditionally stable 
Newtonian and shear-thinning polymer flooding in a layered reservoir. The retarded fronts 
represent profiles in the low permeability layer for the Newtonian and shear-thinning polymers. 
The accelerated fronts are the profiles in the high permeability layer. Note that for shear-
thinning a greater distance separate the fronts in the low and high permeability layers due to 
velocity exacerbation.   
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(b) Quarter 5-spot flooding a 2D fractured reservoir. We looked at flooding a 
homogeneous reservoir with a fracture along the injector-producer diagonal. The 
fractured reservoir was explicitly defined using a fine grid with high permeability 
cells along the injector-producer diagonal. Again, shear-thinning did not affect 
ultimate recovery but delayed it (Figure 4.6). In other words, non-Newtonian 
behaviour did impair sweep at any given pore-volume injected. This can be seen 
clearly by looking at the saturation profile at 0.5 PV (Figure 4.7). In addition, 
the shear-thinning flood recovered less oil at a given watercut. For instance with 
a 60% limiting watercut, a non-Newtonian flood recovered 5% less OOIP 
compared to a Newtonian flood. However, above 80% watercut the thinning 
polymer recovered the same amount of oil as a Newtonian flood.  
         
 
Figure 4.6 Production performance for unconditionally stable Newtonian and shear-thinning 
polymer flooding in a homogeneous reservoir with a fracture along the injector-producer 
diagonal. The shear-thinning flood delays oil production.  
                                          Newtonian                                                                                 Shear‐thinning 
        
Figure 4.7 Saturation profiles at 0.5 PV injected for unconditionally stable Newtonian (left) and 
shear-thinning (right) polymer flooding in a homogeneous reservoir with a fracture along the 
injector-producer diagonal. Sweep is impaired due to shear-thinning behaviour.  
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(c) Flooding a 2D heterogeneous reservoir. The permeability (Figure 4.8) 
was based on Layer 4 of the SPE-10 model (Christie and Blunt, 2001; SPE, 2011). 
For this case, the pore-volumes to recover 100% of oil in place increased 
significantly (Figure 4.9). While a Newtonian flood fully swept the reservoir 
after ~ 2 PV injection, the non-Newtonian flood required around twice the 
amount (i.e. ~ 4 PV). In terms of a limiting watercut, both at 60 and 80% 
watercut, non-Newtonian flooding recovered ~ 2% less OOIP. Furthermore, 
Figure 4.10 plots the saturation profile at 0.5 PV, which shows the sweep 
impairment due to shear thinning. Note that the pocket of bypassed oil is larger 
for the non-Newtonian flood. The reason this right hand side corner is bypassed 
in the first place is due to the permeability of the reservoir. Note in Figure 4.8 
the presence of a high permeability region along the injector-producer diagonal. 
Thus, as soon as the injectant sees this region it bypasses the low permeability 
area to its right. This result serves to confirm the expectation that shear-
thinning would exacerbate the velocity contrast.  
 
 
 
Figure 4.8 The permeability of the heterogeneous reservoir based on layer 4 of the SPE-10 
model with a 10 mD threshold. Injection and production wells are at opposite corners of the 
field. 
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Figure 4.9 Production performance for unconditionally stable Newtonian and shear-thinning 
polymer flooding in a heterogeneous reservoir. Shear-thinning delays oil production.  
                                    Newtonian                                                                              Shear‐thinning 
   
Figure 4.10 Saturation profiles at 0.5 PV injected for unconditionally stable Newtonian (left) and 
shear-thinning (right) polymer flooding in a heterogeneous reservoir. The pocket of bypassed oil 
is larger for the shear-thinning flood due to velocity contrast exacerbation. 
Finally, we simulated the same flood in a reservoir with an inverse 
permeability field while maintaining the permeability order of magnitude. This 
was done to crosscheck the previous result proving that the polymer’s shear-
thinning nature does exacerbate the velocity contrast in heterogeneous media 
and hence impairs sweep. That is, as shown in Figure 4.11, high permeability 
sectors became less permeable and vice versa. With that, Figure 4.12 compares 
the saturation profile for the Newtonian and non-Newtonian cases. Note the 
Newtonian fluid flows preferentially in the high permeability areas, which is why 
the bypassed region corresponds to the area along the slowest flow paths. In 
comparison, the non-Newtonian case clearly illustrates that shear-thinning does 
increase preferential penetration and results in increased channelling.  
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Figure 4.11 The permeability field for the second heterogeneous reservoir with a 1 mD 
threshold. The inverse of the permeability field is based on layer 4 of the SPE-10 model, such 
that high transmissibility sections become less transmissible and vice versa.  
 
                                   Newtonian                                                                                Shear‐thinning 
  
Figure 4.12 Saturation profiles at 0.5 PV injected for unconditionally stable Newtonian (left) and 
shear-thinning (right) polymer flooding in a heterogeneous reservoir. Shear-thinning results in 
more bypassing due to higher preferential penetration. The bypassed pockets correspond to 
the sector of the reservoir with the lowest conductivity along the flow path from the injector to 
the producer. 
4.1.2 Case II: Conditionally Stable Flooding 
In this case, a 10 mPa.s oil is displaced such that the connate water bank 
(containing no polymer) is unstable; hence, it leaves behind a significant amount 
of oil to be displaced by the polymer bank. Therefore, in this case, the polymer 
has a direct impact on sweep in addition to the indirect impact through guiding 
the connate bank. Second, depending on the injection rate thinning can yield an 
unstable polymer front in some sections of the reservoir. 
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(a) Quarter 5-spot flooding a fractured reservoir. As in Case I, the reservoir 
is homogeneous with a fracture along the injector-producer diagonal. Around 5% 
of OOIP was left behind due to shear-thinning after 5 PV of injection (Figure 
4.13). Furthermore, in terms of an 80% limiting watercut, a shear-thinning flood 
underrecovered a staggering 35% of OOIP compared to a Newtonian flood 
(Figure 4.13); however, with a 60% watercut both Newtonian and non-
Newtonian fluids recovered the same amount of oil. 
       
   
Figure 4.13 Production performance as a function of pore-volumes injected (left) and watercut 
(right) for conditionally stable Newtonian and shear-thinning polymer flooding in a 
homogeneous reservoir with a fracture along the injector-producer diagonal. The shear-
thinning flood ultimately recovers less oil. In addition, under a limiting watercut much less oil will 
be produced with a shear-thinning flood. 
(b) Flooding a heterogeneous reservoir. As in Case I, the permeability of the 
reservoir was based on Layer 4 of the SPE-10 model (refer to Figure 4.8). Shear-
thinning in this case reduced recovery after 5 PV of injection (Figure 4.14). 
Around 5% OOIP was left behind due to shear-thinning. In terms of a limiting 
watercut, a similar amount (5% OOIP) was underrecovered both with a 60 and 
80% limiting watercut. Furthermore, Figure 4.15 plots the saturation profile at 
0.5 PV. From this figure, one might conclude that sweep impairment in this case 
has nothing to do with velocity exacerbation. We argue that sweep impairment is 
not only due to induced instability which results more bypassed oil, indicated by 
the smeared water front, but is also due to increased channelling. Nevertheless, 
increased channelling in this case is masked by front smearing due to instability. 
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Figure 4.14 Production performance for conditionally stable Newtonian and shear-thinning 
polymer flooding in a heterogeneous reservoir. The shear-thinning flood recovers less oil. 
                                         Newtonian                                                                                Shear‐thinning 
 
   
Figure 4.15 Saturation profiles at 0.5 PV injected for conditionally stable Newtonian (left) and 
shear-thinning (right) polymer flooding in a heterogeneous reservoir. Shear-thinning impairs 
sweep. Thinning results more smearing due to induced instability. Thinning also results more 
bypassing; however, this effect is small since it is masked by front smearing due to instability. 
(c) Flooding SPE-18700 with constant porosity. The final case in this section 
is that defined earlier in Section 3.6. Figure 4.16 illustrates the effect of using 
a shear-thinning polymer at an injection rate of 1000 m3/d on recovery compared 
with Newtonian polymers. Note that although the shear-thinning polymer used 
in this case has an upper plateau viscosity of 20 mPa.s, shear-thinning resulted 
in a recovery performance similar to a Newtonian polymer with a much lower 
viscosity of 2 mPa.s.  
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The saturation profiles after ~ 1.5 PV injected, 3800 days, (Figure 4.17 and 
Figure 4.18) indicate that in details the performance of the shear-thinning 
polymer and the 2 mPa.s Newtonian case differ. The shear-thinning polymer 
better swept the lower and upper layers, but in other layers resulted in more 
channelling and bypassing where the effective viscosity drops below 2 mPa.s 
(Figure 4.19).  
 
 
Figure 4.16 Cumulative oil production for tertiary Newtonian polymer flooding, continuation of 
waterflooding and tertiary shear-thinning polymer flooding. The performance of the 20 mPa.s 
shear-thinning polymer matches that obtained with a 2 mPa.s Newtonian polymer.  
 
                                                                     Shear‐thinning                           Newtonian 
 
Figure 4.17 An open matchbox representation of water saturation at ~ 1.5 PV injected for a 20 
mPa.s shear-thinning flood (left) and 2 mPa.s Newtonian flood (right). Although production 
predictions are similar, the saturation profiles show some differences. 
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Shear‐thinning                        Newtonian 
 
Figure 4.18 Saturation profiles at ~ 1.5 PV injected for a 20 mPa.s shear-thinning flood (left) and 
2 mPa.s Newtonian flood (right) for layers 8 (top) and 10 (bottom). Although production 
predictions are similar, the saturation profiles show some differences. In layer 8, the shear-
thinning flood exhibits higher channelling; while in layer 10, the shear-thinning flood exhibits less 
fingering.  
                                                                         Shear‐thinning                           Newtonian 
 
Figure 4.19 An open matchbox representation of the viscosity profile (values shown in mPa.s) at 
~ 1.5 PV injected for a 20 mPa.s shear-thinning flood (left) and 2 mPa.s Newtonian flood (right). 
In the top and bottom layers, the shear-thinning flood yield better sweep since the viscosities 
are generally higher than for the Newtonian flood. Nevertheless, in other layers the shear-
thinning flood viscosity drops below 2 mPa.s.  
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4.1.3 Final Remarks 
In the last two cases, in which 2 and 3D heterogeneous reservoirs were flooded, 
we argued that shear-thinning sweep impairment is due to both increased 
channelling (caused by heterogeneity) and fingering (due to an unfavourable 
mobility contrast) and that in-detail the shear-thinning performance differs 
compared to a recovery-equivalent Newtonian polymer. Nevertheless, the 
supporting data were qualitative and the conclusion hinges on the interpretation 
of saturation profiles and associated fingering and channelling.  
4.2 Redefining Sweep Efficiencies 
The traditional definition of volumetric sweep efficiency (Ev) sums both fingering 
and channelling effects, as the displacement efficiency (Ed) is defined to be 
constant.  
 
€ 
RF = Ed ⋅Ev =
Soi − Sor
Soi
⋅Ev  ( 4.1 ) 
Thus, using Ev we cannot attribute recovery enhancement to channelling or 
fingering reduction. In this section, we aim to decompose those two effects such 
that shear-thinning sweep impairment – or recovery enhancement – can be 
quantitatively attributed to exacerbated channelling and/or fingering. 
4.2.1 Sweep Indicators: Fingering and Channelling 
Let us divide the reservoir into three sections: fully swept (Vfs: where Sw > 1 - Sor 
- ε), partially swept (Vps: 1 - Sor - ε < Sw < Swi + ε) and bypassed (Vbp: where Sw < 
Swi + ε) – where ε represent a very small water saturation to account for 
numerical artefacts. We assume that the partial sweep is caused by fingering and 
channelling and decompose the overall recovery into these two effects. This way 
the recovery factor would be  
 
€ 
RF = Ed ⋅Vfs +Ed* ⋅Vps ( 4.2 ) 
or rewritten in terms of the bypassed region 
 
€ 
RF = Ed ⋅ (1−Vps −Vbp) +Ed* ⋅Vps ( 4.3 ) 
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where * indicates average conditions in the partially swept region. Defining the 
difference in displacement efficiency between the fully swept and the partially 
swept region as 
 
€ 
ΔEd = Ed −Ed* =
1− Sw* − Sor
Soi
 ( 4.4 ) 
the recovery factor becomes  
 
€ 
RF = Ed − Vps ⋅ ΔEd( )− Vbp ⋅Ed( ) = Ed −Ch −Fi  ( 4.5 ) 
This way, we clearly see that the recovery factor is ultimate recovery (or 
displacement efficiency) less sweep impairment due to fingering and channelling:  
 
€ 
Fi = 1− Sw
* − Sor
Soi
⋅Vps ( 4.6 ) 
 
€ 
Ch = Ed ⋅Vbp  ( 4.7 ) 
Hence, the incremental recovery due to polymer flooding at a given pore-volume 
can be quantitatively associated with fingering and channelling reduction.  
 
€ 
IR= − CR+FR( ) = − ChPF −ChWF( )+ FiPF −FiWF( )[ ]  ( 4.8 ) 
4.2.2 Testing Fingering and Channelling Terminology  
We first investigated the utility and validity of the redefined sweep indicators by 
examining predictions for different secondary polymer flooding 2D reservoirs. In 
each case, we plot polymer effects in terms of incremental recovery (IR) as well as 
channelling and fingering reduction (CR and FR, respectively). The first two 
cases serve as qualitative checks on the success of the predicted indicators. 
(a) Co-linear flooding a homogeneous reservoir. In this simple case, as the 
medium is homogeneous and flooded linearly, there are no tendencies to bypass 
oil via channelling. Thus, the improvement in recovery should be solely due to 
the reduction of fingering. From this perspective, the predicted sweep indicators 
matched expectations (Figure 4.20). Note also that Eq. 4.8 is satisfied, that is 
incremental recovery is attributed to channelling and fingering reductions (i.e. 
sum up to zero).  
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Figure 4.20 Polymer flooding recovery improvement in a 1D homogeneous reservoir due to 
channelling and fingering reduction in reference to waterflooding. Polymer flooding improves 
recovery through fingering reduction.  
(b) Co-linear flooding a layered reservoir. The second case was a layered 
coarsening downward model such that channelling does occur. In this case, 
recovery improvement was due to reduction in fingering as well as channelling 
(Figure 4.21). However, at early time the improvement was mainly due to the 
reduction of channelling.  
 
 
Figure 4.21 Polymer flooding incremental recovery in a layered reservoir due to channelling 
and fingering reduction in reference to waterflooding. Recovery improvement is due to a 
combined channelling and fingering reduction. 
  
 138  
 Chapter 4: Non-Newtonian Effects on Sweep and Recovery 
(c) Flooding the first layer of the SPE-10 model. In this case, the reduction in 
channelling was small Figure 4.22. 
 
 
Figure 4.22 Polymer flooding recovery improvement – for flooding Layer-1 of the SPE-10 model – 
due to channelling and fingering reduction in reference to waterflooding. Polymer flooding 
improves recovery mainly through fingering reduction.  
(d) Flooding a 2D fractured reservoir. We looked at a more abrupt 
heterogeneity which is based on a fractured reservoir (Figure 4.23) given by 
Karimi-Fard and Firoozabadi (2003). The reservoir permeability was assumed to 
be 1 mD while fracture permeability was set to be 10000 mD. In this case, 
polymer incremental recovery (Figure 4.24) was equally due to channelling and 
fingering reduction—each contributing around 5% OOIP. 
 
Figure 4.23 Fracture distribution based on Karimi-Fard and Firoozabadi (2003). 
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Figure 4.24 Polymer flooding recovery improvement – for flooding a 2D fractured reservoir – 
due to channelling and fingering reduction in reference to waterflooding. Recovery 
improvement is due to a combined fingering and channelling reduction.  
4.3 Thinning Impact: Viscosity Overall Reduction 
Coupled with Local Variability 
As noted earlier, it is still unclear whether shear-thinning sweep impairment can 
be attributed to an overall reduction in viscosity and/or local variations in 
viscosity (i.e. velocity exacerbation). This section attempts to address this 
question by reexamining the earlier 3D SPE-10 upscaled flood (Section 4.1.2(c)) 
as well as looking at additional cases. 
4.3.1 Flooding a Simple Layered Reservoir with no Crossflow 
The first case was flooding a simple hypothetical layered reservoir with a 100:1 
permeability contrast. No crossflow and very low oil viscosity were assumed to 
focus on channelling effects. The rheology of the polymer was based on 
polyacrylamide rheology measured by Masuda et al. (1992). The input 
parameters are listed in Table 4.2. 
As shown in Figure 4.25, the recovery results, for this simple case, indicate 
the different performance of shear-thinning floods compared to Newtonian 
flooding. Due to thinning effects, post breakthrough the performance of the 
shear-thinning flood deteriorate. This is since post breakthrough oil production is 
due to sweeping the low permeability layer. Thus, with time we start observing 
the effects of increased channelling due to exacerbated velocity contrasts.  
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Table 4.2 Input parameters for flooding a 2D layered reservoir.  
Fluid Properties 
Oil viscosity , µo : 0.1 mPa.s 
Water viscosity , µw : 1 mPa.s 
Corey water exponent , nw : 2   
Corey oil exponent  , no : 1  
Irreducible water saturation , Swir : 0.1  
Residual oil saturation , Sor : 0.1  
Initial water saturation , Swi : 0.1  
Endpoint water relative perm. , krwe : 0.3  
Endpoint oil relative perm. , kroe : 1.0  
Polymer Properties 
Polymer viscosity , µ*zero : 50 mPa.s 
Thinning exponent ,  η : 0.643  
Polymer rheology , σm : 0.072 Pa 
Shear-stress Prefactors 
Two-phase factor , Z : 1  
Convention factor , K : 1  
Tortuosity factor , Γ : 1   
Core equivalent porosity , φc : 0.2  
Rock Properties 
Permeability , k (top, bottom) : 1000, 10 mD 
Porosity , φ : 0.2  
Cementation exponent , m : 2  
Simulation Parameters 
Grid ,  Nx × Ny × Nz  200 × 1 × 10 cells 
Grid size , Δx, Δy, Δz  : 10, 125, 5  m 
Operational Parameters 
Injection rate , Q : 1000 m3/d 
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Figure 4.25 Recovery for an unconditionally stable Newtonian and shear-thinning polymer 
flooding a layered reservoir. Increasing viscosity (1 – 4 mPa.s) improves sweep due to reduced 
channelling. Compared to the Newtonian performance, the shear-thinning polymer first 
behaves as a 4 mPa.s, and then its performance degrades with time until becoming worse 
than a 1.5 mPa.s Newtonian flood despite overall non-Newtonian viscosities being well above 5 
mPa.s. Therefore, we expect this impairment to be due to velocity exacerbation. Recoveries 
are first in response to sweeping the bottom (high permeability layer), but as this layer gets 
swept, we start sweeping the low permeability layer and increased channelling effects are 
observed. 
4.3.2 Flooding SPE-18700 with Constant Porosity 
For 3D simulations, we first re-examined the case discussed in Section 4.1.2(c), 
where we showed that a 2 mPa.s Newtonian polymer gave the same recovery as a 
20 mPa.s shear-thinning polymer. First, for the same saturation profiles at 3800 
days (Figure 4.17), we constructed histograms of the saturation fields for both 
the Newtonian and shear-thinning polymers (Figure 4.26). The histograms show 
that although the two polymers give the same recovery, the shear-thinning flood 
results in a slightly higher preferential penetration compared to the Newtonian 
polymer. That is it yields a better sweep of already well-swept regions. 
Second, we generated saturation profiles (Figure 4.27). The profiles 
illustrate that although the overall performance – as indicated by a diagonal 
profile – is closely comparable for the two polymers, their performances differ in 
detail. Vertical saturation logs suggest that in some areas, especially those with 
good sweep, the shear-thinning polymer outperform the Newtonian polymer; 
while in other areas, specifically poorly-swept, the shear-thinning polymer yields 
worse sweep due to velocity exacerbation and the additional preferential 
penetration. 
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Figure 4.26 Saturation histograms for tertiary 2 mPa.s Newtonian (left) and 20 mPa.s shear-
thinning (right) polymer flooding at 1.5 PV injected. This is equivalent to the saturation profiles 
shown in Figure 4.17 and Figure 4.18. Note the trend around water saturation of 0.725. The 
shear-thinning flood better sweeps the already well-swept region due to the exacerbation of 
preferential penetration. 
      
    
Figure 4.27 Saturation profiles (diagonal: left, vertical: right) for tertiary 2 mPa.s Newtonian and 
20 mPa.s shear-thinning polymer flooding at 1.5 PV injected. Diagonal profiles across the 
reservoir suggest an overall good correspondence between the shear-thinning and the 
recovery-equivalent Newtonian polymer. Vertical profiles at three wells: the producer, 
observation wells 1 and 2. Note how in detail the performances of the two recovery-equivalent 
polymers differ. The shear-thinning flood better sweep some areas (clearly seen in observation 
well-1) due to having higher viscosities, while in other areas it exhibits worst sweep (note 
saturations between 20 – 30 m for the producer and well-2). Observation wells 1 and 2, are 
located at (209m, 12m) and (339m, 180m) respectively. 
4.3.3 Flooding SPE-93500 with Constant Porosity 
Further to investigate shear-thinning sweep impairment, we looked at a second 
case were a vertically finer representation of the SPE-10 model was used with 
constant porosity of 0.2 (Figure 4.28). In addition, the fluid properties were 
based on SPE-10 model-2 (Christie and Blunt, 2001; SPE, 2011) and polymer 
properties were based on xanthan rheology measured by Masuda et al. (1992). 
Inputs for this case are listed in Table 4.3. 
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Figure 4.28 The permeability field for SPE-93500. The values of permeability are shown in mD.  
Table 4.3 Input parameters for polymer flooding SPE-93500.  
Fluid Properties 
Oil viscosity , µo : 3 mPa.s 
Water viscosity , µw : 0.3 mPa.s 
Corey water exponent , nw : 2   
Corey oil exponent  , no : 2  
Irreducible water saturation , Swir : 0.2  
Residual oil saturation , Sor : 0.2  
Initial water saturation , Swi : 0.2  
Endpoint water relative permeability , krwe : 1  
Endpoint oil relative permeability , kroe : 1.0  
Polymer Properties 
Polymer viscosity , µ*zero : 9.1 mPa.s 
Thinning exponent ,  η : 0.643  
Polymer rheology , σm : 0.072 Pa 
Shear-stress Prefactors 
Two-phase factor , Z : Eq. 3.38  
Convention factor , K : √5  
Tortuosity factor , Γ : 1  
Rock Properties 
Permeability , k : Figure 4.28 mD 
Porosity , φ : 0.2  
Simulation Parameters 
Grid , Nx × Ny × Nz  20 × 55 × 85 cells 
Grid size , Δx, Δy, Δz  : 18.3, 12.2, 3.05 m 
Time step , Δt : 0.25 y 
Operational Parameters 
Injection rate , Q : 750 m3/d 
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Figure 4.29 plots the production performance for the shear-thinning 
polymer compared with that of Newtonian polymers. From which, a 4 mPa.s is a 
recovery-equivalent polymer. Channelling and fingering indicators (Figure 4.30) 
suggest that while the two polymers are recovery-equivalent, the shear-thinning 
polymer yields higher channelling but less fingering. Furthermore, Figure 4.31 
presents the saturation profiles for two observation wells. As in the earlier case, 
the profiles suggest that while the overall performances of the two polymers are 
very close, the shear-thinning polymer better sweeps well swept areas while 
further impairing sweep of poorly swept sections.  
               
 
Figure 4.29 Oil production (rate and cumulative) for secondary Newtonian (2, 4 and 6 mPa.s) 
and 9.1 mPa.s shear-thinning polymer flooding SPE-93500. The performance of the 9.1 mPa.s 
shear-thinning polymer matches that obtained with a 4 mPa.s Newtonian polymer.  
       
 
Figure 4.30 Redefined sweep factors (channelling and fingering) for secondary Newtonian (2, 4 
and 6 mPa.s) and 9.1 mPa.s shear-thinning polymer flooding SPE-93500. Although in terms of 
production, a 4 mPa.s is a recovery-equivalent polymer; fingering and channelling suggest the 
performance in-details differ. The shear-thinning polymer exhibits less fingering (due to an 
overall higher viscosity) but higher channelling (due to local viscosity variations).  
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Figure 4.31 Saturation profiles for observation wells 1 (left) and 2 (right) at 1600 day for 
secondary 4 mPa.s Newtonian and 9.1 mPa.s shear-thinning polymer flooding SPE-93500. 
Although the two polymers are recovery-equivalent, their performance in-details differ. 
Observation well-1 clearly shows significant areas where the shear-thinning polymer exhibits 
worse sweep while observation well-2 shows good correspondence in general with small 
sections (16 – 20 m) where the shear-thinning flood exhibits better sweep. Observation wells 1 
and 2, are located at (96m, 12m) and (270m, 494m) respectively. 
These results clearly support the conclusion that shear-thinning causes not 
only an overall reduction of viscosity, but allows more channelling because of 
local viscosity variations. Despite that, the fair correspondence between a shear-
thinning flood and a recovery-equivalent Newtonian flood cannot be overlooked. 
Thus, in the process of polymer flooding evaluation and design an operator might 
opt to study the performance of equivalent Newtonian polymers. The question, 
then, is how to determine the Newtonian viscosity that gives the same recovery. 
First, the effective viscosity might reflect the thinning viscosity field near the 
injector. For the above case, time-lapse viscosity profiles (Figure 4.32) suggest 
injection block viscosities have a mean viscosity ~ 3.9 mPa.s, which is very close 
to the effective Newtonian viscosity. Second, the effective viscosity might reflect 
the mean of the thinning viscosity field. Figure 4.33 present viscosity 
histograms after 4000 days of injection. The histograms suggest that the 
thinning polymer has a mean viscosity ~ 4.5 mPa.s. This is very interesting as it 
suggests the effective viscosity is the mean viscosity less a small amount – 0.5 
mPa.s in this case – that accounts for the additional preferential penetration.  
Nevertheless, although the two methods are shown to be reasonable, they 
could be improved. First, it is easy to think of cases where the viscosity around 
the injector will not reflect the conditions away from the injector (e.g. a highly 
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heterogeneous field with a correlation length separating the injector and 
producer and where near-wellbore shear-degradation is negligible). Second, an 
effective Newtonian viscosity reflecting the mean viscosity of the thinning field 
would be a time-varying as the shear-thinning flood propagates through different 
sections of the reservoir and hence its effective viscosity varies. 
 
 
Figure 4.32 Time-lapse viscosity profiles and polymer concentration profiles at the injector for 
secondary shear-thinning flooding SPE-93500 after 400, 2000 and 4000 days. The viscosity 
profiles suggest the shear-thinning polymer exhibits an average viscosity ~ 3.9 mPa.s—very 
close to a recovery-equivalent Newtonian polymer.  
 
 
Figure 4.33 Viscosity histograms for the 9.1 mPa.s shear-thinning flood with (bottom) and without 
(top) a 1.5 mPa.s threshold. A 1.5 mPa.s threshold was forced to remove the impact of connate 
water and numerical dispersion of the polymer front. The bottom figure suggests the polymer 
flood exhibits an average viscosity around 4.5 mPa.s—slightly higher than a recovery-
equivalent Newtonian polymer. 
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4.3.4 Flooding SPE-93500 with an Inverted Pattern 
Further to test what controls the effective Newtonian viscosity, we performed 
simulations for the same case defined in the earlier section but with an inverted 
pattern (i.e. four injectors each injecting at the same rate of 750 m3/d). In this 
case, the viscosity of a Newtonian recovery-equivalent polymer was found to be 
lower and around 2.8 mPa.s (Figure 4.34). Channelling and fingering indicators 
(Figure 4.35) also suggest the shear-thinning polymer results in higher 
channelling but lower fingering.  
               
 
Figure 4.34 Oil production (rate and cumulative) for secondary Newtonian (2, 2.8, 3 and 4 
mPa.s) and 9.1 mPa.s shear-thinning polymer flooding SPE-93500 with an inverted 5-spot. The 
performance of the 9.1 mPa.s shear-thinning polymer matches that obtained with a 2.8 mPa.s 
Newtonian polymer. 
       
 
Figure 4.35 Redefined sweep factors (channelling and fingering) for secondary Newtonian (2, 
2.8, 3 and 4 mPa.s) and 9.1 mPa.s shear-thinning polymer flooding SPE-93500 with an inverted 5-
spot. Although in terms of production, a 2.8 mPa.s is a recovery-equivalent polymer; fingering 
and channelling suggest the performance in-details differ. The shear-thinning polymer exhibits 
less fingering (due to an overall higher viscosity) but higher channelling (due to local viscosity 
variations). 
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For this case too, the two explanations for the effective viscosity are viable. 
First, viscosity profiles across the injectors suggest a near-injection average 
viscosity around 2.9 mPa.s – very close to the effective viscosity (Figure 4.36). 
Second, viscosity histograms (Figure 4.37) suggest the effective viscosity (2.8 
mPa.s) to be slightly lower than the mean viscosity of the thinning field (~ 3.2 
mPa.s) to offset the increased channelling caused by the thinning behaviour. 
 
Figure 4.36 Viscosity profiles at the four injectors for secondary shear-thinning flooding SPE-
93500 after 1000 days. The viscosity profiles suggest the shear-thinning polymer exhibits an 
average viscosity ~ 2.9 mPa.s—very close to a recovery-equivalent Newtonian polymer. 
 
 
Figure 4.37 Viscosity histograms for the 9.1 mPa.s shear-thinning flood with (bottom) and without 
(top) a 1.5 mPa.s threshold. A 1.5 mPa.s threshold was forced to remove the impact of connate 
water and numerical dispersion of the polymer front. The bottom figure suggests the polymer 
flood exhibits an average viscosity around 3.2 mPa.s—slightly higher than a recovery-
equivalent Newtonian polymer. 
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4.4 Shear-thickening Agents for EOR 
As mentioned in Chapter 2, some systems could exhibit shear-thickening 
behaviour at reservoir rates. This section will provide a brief overview of the 
potential of flooding with a shear-thickening polymer. 
4.4.1 Flooding a Simple Layered Reservoir with no Crossflow 
The case investigated is similar to that presented earlier (refer to Section 4.3.1 
and Table 4.2). The only difference is that we simulated shear-thickening 
flooding with an assumed hypothetical rheology characterised by a non-
Newtonian exponent of 2 and a midpoint stress of 0.072 Pa (refer to Eq. 3.26).  
We first looked at single-phase flow by considering a reservoir at Sor. As 
expected, with a shear-thickening polymer viscosities are higher in the high 
permeability layer (Figure 4.38), which is beneficial in terms of reducing the 
velocity contrast. For constant pressure gradients, such a viscosity would reduce 
the velocity contrast from ~ 23 to ~ 15. As a result, dilatant flooding is expected 
to offer a unique recovery improvement. This is supported by recovery 
predictions. As shown in Figure 4.39, in terms of performance, no Newtonian 
polymer could replicate recovery improvements gained using a thickening agent. 
 
 
Figure 4.38 Viscosity profiles for a dilatant solution flowing through a layered reservoir with a 
permeability contrast of 10. Viscosities are higher in the high permeability layer, which suggests 
the possibility of achieving deep profile control using shear-thickening solutions. Although such 
results are intuitive, they serve to validate the capability of our simulator in modelling shear-
thickening effects. 
  
 150  
 Chapter 4: Non-Newtonian Effects on Sweep and Recovery 
      
 
Figure 4.39 Recoveries for shear-thickening and Newtonian unconditionally stable polymer 
flooding a layered reservoir with no crossflow. Increasing viscosity (1 – 100 mPa.s: red) improves 
sweep up to around 20 mPa.s above which no additional improvement is seen. No Newtonian 
polymer could replicate the recovery performance of a shear-thickening polymer. Using a 
shear-thickening agent, we are able to reduce the velocity contrast – hence, reduce 
channelling – due to local variations in viscosity. 
4.4.2 Flooding SPE-93500 with an Inverted Pattern 
The case investigated is similar to that presented earlier in Section 4.3.4. The 
only difference is that we simulated shear-thickening flooding with an assumed 
hypothetical rheology characterised by a non-Newtonian exponent of 2 and a 
midpoint stress of 0.072 Pa (refer to Eq. 3.26). 
In terms of production (Figure 4.40), the thickening polymer (with a 9.1 
mPa.s upper Newtonian viscosity) performed as a 7 mPa.s Newtonian polymer. 
Examining the displacement in detail, although there was a good overall 
correspondence, the performance of the 9.1 mPa.s shear-thickening polymer and 
the 7 mPa.s Newtonian polymer differed. As illustrated in Figure 4.41, we 
clearly see a reduction of channelling due to shear-thickening. 
Moreover, viscosity histograms (Figure 4.42) suggest the mean viscosity of 
the shear-thickening field is around 5.8 mPa.s. Thus, due to improved sweep 
through channelling reduction, the thickening polymer performs as a Newtonian 
polymer with a viscosity that is higher than the average viscosity to counteract 
improved sweep via channelling reduction. Instead, we could argue the 
Newtonian effective viscosity does not reflect the mean but the peak viscosity 
(refer to Figure 4.42). Note for the earlier shear-thinning cases the peak and 
mean viscosities were almost identical (refer to Figure 4.33 and Figure 4.37). 
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Thus, we might argue that the viscosity of a Newtonian equivalent polymer 
reflects the peak viscosity. This peak viscosity controls the displacement due to 
the presence of small but dominant range of permeability across the 
heterogeneous reservoir (Figure 4.43). Early-time viscosity histograms at 0.3 PV 
point to the same conclusion (Figure 4.44) as they exhibit a profile very similar 
to the 1.2 PV histogram (refer to Figure 4.42).  
 
 
Figure 4.40 Oil production (rate and cumulative) for secondary Newtonian (4, 6 and 7 mPa.s) 
and non-Newtonian 9.1 mPa.s shear-thinning and shear-thickening polymer flooding SPE-93500 
with an inverted 5-spot. The performance of the 9.1 mPa.s shear-thickening polymer matches 
that obtained with a 7 mPa.s Newtonian polymer. 
                                               Shear‐thickening                              Newtonian 
                           
Figure 4.41 Saturation profiles at ~ 1.2 PV injected for a 9.1 mPa.s shear-thickening flood (left) 
and 7 mPa.s Newtonian flood (right) for layer 35. Although production predictions are similar, 
the saturation profiles show some differences. In this layer, the shear-thickening flood yields less 
channelling. 
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Figure 4.42 Viscosity histograms for the 9.1 mPa.s shear-thickening flood with (bottom) and 
without (top) a 1.5 mPa.s threshold. A 1.5 mPa.s threshold was forced to remove the impact of 
connate water and numerical dispersion of the polymer front. The bottom figure suggests the 
polymer flood exhibits an average viscosity around 5.8 mPa.s—lower than a recovery-
equivalent Newtonian polymer. A recovery-equivalent Newtonian polymer has a viscosity of 7 
mPa.s (refer to Figure 4.40), which corresponds well with the peak viscosity exhibited by the 
shear-thickening flood.  
 
 
Figure 4.43 Permeability histograms for SPE-10 93,500-cells (refer to Figure 4.28). More than 
80,000 cells have permeability between 0 – 500 mD along which we note the presence of a 
dominant permeability range across the reservoir between 0 – 12.5 mD.  
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Figure 4.44 Viscosity histogram at 250 days (0.3 PV) for the 9.1 mPa.s shear-thickening flood with 
a 1.5 mPa.s threshold. A 1.5 mPa.s threshold was forced to remove the impact of connate 
water and numerical dispersion of the polymer front. Note the thickening polymer exhibit a 
viscosity field very comparable to that exhibited at late time (1.2 PV: refer to Figure 4.42) 
despite the still limited propagation.  
Further to test the results, we modelled a second shear-thickening flood with 
a shifted rheology, characterised by a 0.72 midpoint stress. Since the aqueous 
phase now has a higher midpoint stress, it exhibits lower viscosities. The 
recovery-equivalent Newtonian polymer – in this case – has a 5 mPa.s viscosity 
(Figure 4.45), which is higher than the mean viscosity of the thickening field 
(Figure 4.46) to counteract the channelling reduction caused by the local 
viscosity variations. Saturation profiles also show that although the two 
polymers give the same recovery their performance differs in detail (Figure 
4.47). 
            
 
Figure 4.45 Oil production (rate and cumulative) for secondary Newtonian (1 – waterflooding, 
4, 4.5, 5 and 6 mPa.s) and 9.1 mPa.s shear-thickening polymer flooding SPE-93500 with an 
inverted 5-spot. The performance of the 9.1 mPa.s shear-thickening polymer matches that 
obtained with a 5 mPa.s Newtonian polymer. 
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Figure 4.46 Viscosity histogram for the 9.1 mPa.s shear-thickening flood with a 1.5 mPa.s 
threshold. A 1.5 mPa.s threshold was forced to remove the impact of connate water and 
numerical dispersion of the polymer front. The figure suggests the polymer flood exhibits a 
peak/average viscosity around 3.8 mPa.s—lower than a recovery-equivalent Newtonian 
polymer. A recovery equivalent Newtonian polymer has a viscosity of 5 mPa.s (refer to Figure 
4.45).  
                                                   Shear‐thickening                         Newtonian 
                              
Figure 4.47 Saturation profiles at ~ 1.2 PV injected for a 9.1 mPa.s shear-thickening flood (left) 
and 5 mPa.s Newtonian flood (right) for layer 5. Although production predictions are similar, the 
saturation profiles show some differences.  
4.5 Summary 
Different simulation cases were run to thoroughly investigate shear-thinning 
effects on polymer flooding performance. First, the importance of taking 
polymers’ non-Newtonian behaviour into account for the successful design and 
evaluation of polymer flooding projects was illustrated. This is because shear-
thinning tends to impair sweep, which can reduce the economics of a polymer 
flood. Even if instability is not induced, more pore-volumes will be needed, more 
water will be produced and in light of a limiting watercut, which is probably the 
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case, less oil will be recovered—in other words, higher operation costs, higher 
processing costs, but less profit. In terms of recovery, the performance of a shear-
thinning flood was found to duplicate that obtained with a Newtonian polymer 
having lower viscosity. By comparing saturation and viscosity distributions, 
saturation profiles and redefined sweep efficiencies for shear-thinning and 
recovery-equivalent Newtonian polymers, we demonstrated that thinning sweep 
impairment is not only due to increased fingering – driven by an overall 
reduction in viscosity – but is also due to increased channelling – driven by both 
overall reduction in viscosity and local viscosity variations. Finally, the potential 
benefit of using shear-thickening agents to achieve channelling reduction was 
illustrated.  
  
5  
Numerical Dispersion in Polymer Flooding  
As noted in Section 3.2.3(b), a very large number of gridblocks were needed to 
accurately predict the trailing shock in polymer flooding. Figure 5.1, for 
example, illustrates the number of gridblocks needed in 1D to resolve the water 
saturation profile and consequently obtain reasonable oil production predictions 
as compared with the analytical Buckley-Leverett solution for a 1D polymer-
flooding problem, as defined by Thiele et al. (2008). Such an effect was also 
observed by Jerauld et al. (2008) in the simulation of low salinity flooding. 
In this chapter, we show that such dispersion is different to that observed in 
waterflooding, where the front is naturally self-sharpening; it is primarily an 
indirect phasal dispersion, where errors in the concentration profile affect the 
fractional flow and lead to incorrect wavespeeds and the excessive smearing of 
fronts. We propose a new physically-based scheme to better resolve concentration 
and saturation fronts in the simulation of polymer flooding, discussing the effects 
of numerical dispersion on the simulation and design of such processes. Finally, 
we discuss the effectiveness and illustrate how the proposed phase-segregation 
scheme could be extended to low-salinity flooding and compositional simulations 
of miscible and near-miscible gas injection processes.  
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Figure 5.1 Saturation profile for a 1D polymer-flooding problem given by Thiele et al. (2010b). 
Significant smearing is exhibited even with 100 gridblocks (indicated by G on the figure). Such 
effects are also seen in other compositional displacements. 
5.1 The Reasons for Excessive Dispersion  
5.1.1 A Shock in Pure-waterflooding: Self-sharpening  
Consider first waterflooding in 1D with no compositional variations. The 
governing transport equation for incompressible flow, as presented earlier, is: 
 
€ 
φ
∂Sw
∂t + qt
dfw
dSw
∂Sw
∂x = 0  ( 5.1 ) 
For strongly water-wet systems the analytical solution, given by the Buckley-
Leverett solution, features a leading shock front (Lake, 1989; Willhite, 1986). To 
resolve such a shock reasonably well, a relatively small number of gridblocks are 
needed. This is because, as is well known (Helfferich, 1981), a Buckley-Leverett 
shock is self-sharpening (Figure 5.2).  
Any numerical solution to Eq. 5.1 will introduce truncation errors; this 
causes numerical dispersion where sharp fronts are artificially spread out 
(Mattax and Dalton, 1990; Peaceman, 1977). Numerical simulations will give 
reasonable solutions for all three cases shown in Figure 5.2 and Figure 5.3: 
with no shock, the correct wavespeeds are naturally captured; an indifferent 
wave will spread as numerical errors accumulate, but the effect with a carefully 
chosen numerical scheme need not be significant; while the final – typical – case 
is self-sharpening, in that errors across the shock are automatically partially 
corrected. We describe this well-known analysis in detail as a background to 
what follows.  
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Figure 5.2 Illustration of wavespeeds for a stable displacement (top) with a leading shock. 
Wavespeeds (middle) will be a monotonically increasing function of water saturation, which 
means any initial smearing will sharpen leading to the restoration of the correct profile (bottom) 
– hence a Buckley-Leverett solution is said to be self-sharpening. 
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Figure 5.3 Illustration of wavespeeds for unstable (left) and tracer-like (right) fractional flows. 
Wavespeeds go from being monotonically decreasing – for the no-shock case thus resulting 
more spreading with time – to constant – which means any initial condition will propagate at 
the same speed, hence referred to as an indifferent solution – as opposed to the earlier 
monotonically increasing wavespeeds for a stable fractional flow.  
5.1.2 Shocks in Augmented-waterflooding  
Consider now the simulation of an augmented waterflood. This involves the 
injection of water of a different composition and a correspondingly different 
fractional flow. Let C be the concentration of a relevant solute in the water 
(polymer or salt, for instance). Ignoring physical dispersion, we have two 
transport equations (Sorbie, 1991), 
 
€ 
φ
∂Sw
∂t + qt
∂fw (Sw ,C)
∂x = 0  ( 5.2 ) 
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€ 
φ
∂CSw
∂t + qt
∂Cfw (Sw ,C)
∂x = 0 ( 5.3 ) 
where the fractional flow of the aqueous phase (fw) is given by  
 
€ 
fw =
1
1+ µw (C)krw (C)
kro
µo
 ( 5.4 ) 
ignoring gravity. The dimensionless wavespeed with which waterfronts move is 
still 
€ 
dfw dSw  if the concentration is constant, but this speed depends on both 
saturation and concentration. The concentration has a dimensionless wavespeed 
€ 
fw Sw .  
Figure 5.4 shows an example solution for polymer flooding along a 
hypothetical representation of how the water wavespeed should look for an 
augmented waterflood where both shocks are self-sharpening and numerical 
errors are automatically corrected. Nevertheless, as will be shown here, this is 
not the case. The polymer front (i.e. trailing-shock) is not numerically self-
sharpening.  
 
Figure 5.4 A typical polymer-flood solution (top) along a hypothetical representation of water 
wavespeeds (bottom) for an augmented waterflood. We have three regions: a connate-water 
shock followed by a secondary-shock formed by the more favourable injected water and a 
rarefaction. Thus, across the two shocks we would like the wavespeeds to increase 
monotonically (dashed) such that the algorithm would be self-sharpening. Thus, the 
wavespeeds would be more or less like the red curve. 
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To illustrate this, we defined a 1D polymer-flooding problem (case I) with the 
fluid properties shown in Table 5.1. We simulated two cases in terms of 
viscosity-concentration dependence (Figure 5.5). The first was linear which is 
the case for injection concentrations below the overlap concentration, the 
concentration at which a transition from the dilute to the semi-dilute regime 
takes place (Lake, 1989). This is also the case for injection above the overlap 
concentration but with a no mixing assumption (Schlumberger, 2007; Todd and 
Longstaff, 1972). The second was quadratic which is the case for injection above 
the overlap concentration with the traditional complete mixing assumption. 
Table 5.1 Fluid properties for case I. 
Fluid Properties 
Oil viscosity , µo : 10 mPa.s 
Water viscosity , µw : 1 mPa.s 
Corey water exponent , nw : 2   
Corey oil exponent  , no : 2  
Irreducible water saturation , Swir : 0.2  
Residual oil saturation , Sor : 0.2  
Initial water saturation , Swi : 0.2  
Endpoint water relative permeability , krwe : 0.6  
Endpoint oil relative permeability , kroe : 0.9  
Polymer Properties 
Polymer viscosity , µ*zero : 20 mPa.s 
Rheology , µ(σ) : Newtonian  
Simulation Parameters 
Grid , Nx : 50 cells 
  
 
Figure 5.5 Possible definitions of viscosity-concentration dependence: linear and quadratic. 
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 Figure 5.6 shows numerically computed saturation and concentration 
profiles for this case at 0.05 PV injected with both linear and quadratic 
variations of viscosity with concentration. A single-point upstream-weighted 
scheme was used (Aziz and Settari, 1979) with 50 gridblocks and a local 
streamline Courant-Friedrich-Levy (CFL) number (Batycky et al., 1997) of 0.2.  
  
     
  
     
  
     
Figure 5.6 Wavespeeds in a traditional simulation of a polymer flood (case I) with: linear (left) 
and quadratic (right) viscosity-polymer dependence. Starting from an initially smeared 
condition obtained from simulation after 0.05 pore-volumes injected (top), we show the actual 
fractional flow as a function of saturation in the numerical profile (centre) and the inferred 
wavespeeds for the aqueous phase and the co-injected component (bottom). First with a 
linear viscosity-concentration dependence, we see no clear connate bank and wavespeeds 
across the trailing shock are dispersive (i.e. decreasing with increasing saturations). Second, 
with quadratic viscosity-polymer dependence, while we do see a clear connate bank, 
wavespeeds across the trailing shock is still dispersive. 
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As expected, both shocks are smeared out. The problem is that the dispersion 
of concentration alters the fractional flow curves and means, numerically, that 
the apparent shocks are no longer self-sharpening, particularly around the 
trailing shock to the left. The analytic solution features a water wavespeed ahead 
of the shock that is larger than the shock speed. It is not self-sharpening in a 
classical Buckley-Leverett sense. A numerical solution will therefore develop a 
smeared profile with the wavespeeds tending to disperse the concentration 
further over time.  
With linear concentration-viscosity dependence, the computed wavespeeds 
lead to a very smeared trailing shock that prevents the development of the 
leading shock. A quadratic model allows larger wavespeeds to propagate and the 
leading shock does form and is self-sharpening but the trailing shock remains 
highly dispersed.  
Continuing the simulation with the two viscosity models, we see that the 
above expectations are correct (Figure 5.7). First, both results show significant 
smearing of the secondary-shock. Second, the linear model does not form a 
distinct connate bank compared to the quadratic model. 
                
 
Figure 5.7 Numerical solution after 0.2 pore-volumes injected for the two viscosity 
representations: linear and quadratic. From this, we see that the solution is in line with earlier 
expectations – refer to Figure 5.6: (a) with a linear representation the connate bank is less 
distinct (i.e. we do not see a region across which the saturation is constant) and (b) for both 
representations the trailing shock is significantly smeared. 
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5.2 A Physically-based Scheme to Control  
Numerical Dispersion 
Rather than using an improved discretisation scheme (Liu et al., 1995), we 
propose a simple method for addressing numerical dispersion. We suggest 
modelling the process assuming segregated-flow, as opposed to the traditional 
instant mixing assumption. The idea is to decompose any mixing zone into two 
pure regions formed of connate and viscosified water, respectively. Each region 
has its own fractional flow Figure 5.8. 
 
Figure 5.8 The reason behind phasal dispersion in augmented waterflooding illustrated for 
polymer flooding. Because of compositional variations, instead of having two regions with two 
distinct fractional flow curves, we will have a region of continuous fractional flow curves. Thus, 
we propose a dispersion reduction scheme based on segregation such that we hinder the 
presence of such a mixing zone.  
5.2.1 Method: Segregated-flow 
With segregation, we decompose the aqueous phase into connate and augmented 
regions. Each with its own fractional flow: 
 
€ 
fc = fw (Sw ,C = 0) =
1
1+ µwkrw (Sw )
kro(Sw )
µo
 ( 5.5 ) 
 
€ 
fa = fw (Sw ,C =1) =
1
1+ µw (C =1)krw (Sw ,C =1)
kro(Sw )
µo
 ( 5.6 ) 
where subscript c represents the connate region which is free of solute (i.e. C = 0) 
and subscript a represents the augmented region being at the injection condition 
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(i.e. C = 1). The aqueous phase fractional flow is then a weighted average of the 
fractional flows of the two regions:  
 
€ 
faq = (1−C) fc +Cfa  ( 5.7 ) 
Note that in the limits of no solute and fully saturated water Eqs. 5.4 and 5.7 
give the same fractional flows. Thereafter, the transport is described by  
 
€ 
φ
∂
∂t (SwC) + qt
∂
∂x ( faC) = 0  ( 5.8 ) 
with the solute being transported strictly by the augmented fractional flow only.  
Note a segregated flow option is currently available in commercial 
simulators (Schlumberger, 2007); however, it is only used for calculating effective 
fluid properties but not transport (Todd and Longstaff, 1972).  
5.2.2 Augmented-waterflooding Shocks with Full Segregation: 
Self-sharpening 
We looked at the wavespeeds with the proposed segregated-flow assumption for 
our simple 1D example also with 50 gridblocks. Starting from an initial water 
saturation and polymer concentration obtained from simulation after 0.05 pore-
volumes injected, Figure 5.9 plots the fractional flow curves and associated 
wavespeeds with full segregation. Now the aqueous speed does suggest the 
presence of a connate bank region. Second, the trailing shock is self-sharpening. 
Thus, in conclusion, with segregated-flow, we will better resolve saturation fronts 
(Figure 5.10) as the secondary shock is numerically-sharpening. 
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Figure 5.9 Wavespeeds in a simulation of a polymer flood (case I) with full segregation. Starting 
from an initial smeared condition obtained from simulation after 0.05 pore-volumes injected 
(top), we show the actual fractional flow as a function of saturation in the numerical profile 
(middle) and the inferred wavespeeds for the aqueous phase and the co-injected component 
(bottom). In terms of water phase wavespeeds, we see a clear connate bank and the trailing 
shock is self-sharpening—aqueous wavespeeds looks similar to the hypothetical expectation 
(refer to Figure 5.4).  
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Figure 5.10 Numerical solution after 0.2 pore-volumes injected with segregated-flow. We now 
resolve the fronts accurately.  
5.2.3 Validation 
(a) A second 1D polymer flood. We further validated our scheme and 
demonstrate its effectiveness in 1D by comparison with the analytical solutions 
for polymer flooding (Patton et al., 1971; Pope, 1980). The 1D problem (case II) 
was taken as defined by Thiele et al. (2008). Fluid properties are shown in Table 
3.2 and were used in the other polymer flooding runs shown in this chapter.  
Figure 5.11 illustrates the effect of numerical dispersion on the simulation 
using the conventional formulation. To resolve the fronts, around 1000 gridblocks 
were needed. Furthermore, as a result of this smearing, incorrect oil production 
was predicted when fewer than 1000 gridblocks were used.  
Using the proposed segregation scheme resulted in a significant reduction in 
the number of gridblocks needed for an accurate solution (Figure 5.12). The 
number of gridblocks giving reasonable oil production predictions compared to 
the analytical solution was reduced from around 1000 to 50. This reduction is a 
consequence of the segregation scheme yielding significantly less smearing of the 
polymer concentration front. Note that 20 cells with segregated-flow gave the 
same level of polymer dispersion as that obtained with 400 cells with no 
segregation. Similarly, the figure suggests the number of cells needed to resolve 
the sharp front accurately is: ~ 2000 blocks with no-segregation and ~ 200 blocks 
with segregation. In other words, this analysis suggests that the scheme results 
in a 10-fold reduction in the required number of cells for comparable accuracy. 
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Figure 5.11 Simulation results for a 1D polymer flood (case II) using a traditional numerical 
scheme with different numbers of gridblocks. (a) Normalised polymer concentration profile. 
Significant dispersion is exhibited when fewer than 1000 gridblocks are used. (b) The saturation 
profile at 0.2 pore-volumes injected. Note 1000 gridblocks are needed to resolve the location 
of the polymer bank. (c) The consequence of this saturation smearing on oil rate predictions. To 
correctly resolve production post connate bank breakthrough 1000 gridblocks are needed. A 
commercial grid-based simulator shows similar effects with 50 gridblocks and suffers slightly 
higher numerical dispersion than the streamline simulator.  
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Figure 5.12 Results with and without the segregated-flow assumption for the 1D polymer flood 
(case II). The reference analytical solution is also shown. (a) Oil rate predictions with different 
numbers of gridblocks. Note that while earlier ~ 1000 gridblocks were required to match the 
analytical solution (refer to Figure 5.11), with full segregation 20 cells yield reasonable results. (b) 
The polymer front location at 0.2 pore-volumes injected (i.e. width of the mixing zone) as a 
function of the number of gridblocks with the instant dissolution assumption and the 
segregation assumption. Note with segregation 20 gridblocks results in approximately the same 
numerical dispersion level as a 400-cells model with instant dissolution. In addition, the results 
suggest that to accurately resolve the polymer shock around 2000 cells are needed with the 
current instant dissolution assumption, while with full segregation we need ~ 200 cells—that is an 
order of magnitude reduction.  
(b) 2D polymer-flooding a homogeneous reservoir. We considered a 
homogeneous reservoir that is being produced by a quarter 5-spot. It had an 
isotropic permeability of 500 mD. The importance of running such a simple case 
is the ability to refine the grid with no restrictions on permeability upscaling.  
First, Figure 5.13 illustrates the effectiveness of the segregated-flow 
assumption in resolving the polymer concentration fronts and subsequently the 
water saturation fronts. Note that simulations using a 50×50 model with the 
proposed scheme resulted in fronts location comparable with that obtained using 
a 500×500 model with the instant dissolution assumption.  
Figure 5.14 shows the effect of the number of gridblocks on oil production 
predictions using our simulator as well as a commercial grid-based simulator. 
Due to polymer dispersion, the coarser the grid the later the breakthrough 
predicted and the greater the overestimation of early-time production. Note also 
that the inverted-S-shape profile got stretched as the model is refined. Figure 
5.14 also plots oil predictions obtained with the segregation assumption. Note 
that with segregated-flow, the inverted S-shaped profile got stretched even 
further. In addition, with segregated-flow, we see a clearly distinct polymer bank 
at the end of production. The highest resolution we ran was 300×300 and 
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1000×1000 using the commercial grid-based simulator and our streamline-based 
simulator, respectively, due to limited computing resources.  
                                    50 ×  50  IDA                                   500 ×  500  IDA                                  50 ×  50  SEG 
    
Figure 5.13 Polymer concentration and water saturation profiles at 1500 days (~ 0.375 PV 
injected) obtained using our streamline simulator using (a) 50x50 model with instant dissolution, 
left, (b) 500x500 model with instant dissolution, middle and (c) 50x50 model with segregation, 
right. Note with segregation in the displacement a much lower number of gridblocks are 
needed to accurately resolve the polymer concentration and water saturation fronts. In 
addition, note that with instant dissolution breakthrough is delayed.  
      
    
Figure 5.14 Oil production predictions for the homogeneous polymer flood case. (a) Predictions 
obtained with a commercial grid based simulator (left) with different numbers of gridblocks. 
Note the curves shift to the left with higher number of cells. The lower the number of cells the 
higher the overprediction of early time production. This is due to dispersion of the polymer 
bank, which leads to more favourable displacement ahead of the actual polymer front. (b) 
Predictions using our streamline simulator (right) with the instant dissolution assumption using 
different numbers of gridblocks and with segregation using a 50x50 model. Due to memory 
limitations the maximum number of cells is about 1 million (1000x1000); thus, we cannot prove 
the correctness of the segregation assumption in terms of production predictions. Nevertheless, 
note – as is the case for the commercial simulator – with instant dissolution as we refine the 
model the curves shift to the left. Moreover, with 1000 gridblocks in each direction, we start to 
see a late-time polymer shock as suggested by simulations with segregation. 
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5.3 Numerical Dispersion Effects on Polymer Flooding 
5.3.1 Effects on Simulation Results 
(a) 2D polymer-flooding a heterogeneous reservoir. We studied polymer 
flooding a heterogeneous domain as defined by Thiele et al. (2008), refer to 
Section 3.2.1(b).  
Figure 5.15 shows that assuming instant dissolution predicts slightly higher 
production at early times. Looking at the polymer concentration profile after 
2000 days of injection, we see that the simulation with instant-dissolution gave 
significant dispersion of the polymer front; as a result, the connate bank was 
almost immediately followed by the secondary, polymer, front (Figure 5.16). 
This explains the prediction of higher production at early time. In comparison, 
with the proposed scheme, the dispersion of the polymer front was significantly 
reduced and as a result a more distinct connate bank was observed. 
    
 
Figure 5.15 Oil production predictions obtained using our streamline simulator with and without 
segregated-flow.  
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                                                 Instant Dissolution                              Segregation  
                            
Figure 5.16 Polymer normalised-concentration and water saturation distributions at 2000 days 
obtained using our streamline simulator with instant dissolution (left) and segregation (right). 
Note that the instant dissolution assumption results in significant dispersion of the polymer front, 
a less distinct connate bank, and hence better sweep. Equivalent 1D solutions are shown in 
Figure 5.11.  
(b) 3D polymer-flooding a heterogeneous reservoir: secondary and tertiary 
modes. We simulated flooding the upscaled SPE-10 model as defined earlier in 
Section 3.6.1. The reservoir was developed by a central producer with four 
injectors at the corners injecting at 250 m3/day. Furthermore, for the tertiary 
case, polymer flooding started after 700 days of waterflooding.  
As illustrated in Figure 5.17, in both cases, simulations with the current 
instant-dissolution assumption predicted higher early-time production compared 
to the proposed segregated-flow scheme. 
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Figure 5.17 Oil production predictions for waterflooding as well as secondary and tertiary 
polymer flooding. With instant dissolution, early time production is overpredicted compared to 
production prediction with full segregation. 
(c) 3D polymer flooding a heterogeneous reservoir: secondary 
concentrated-slug injection. The final case was similar to the one above. The 
only difference was the injection of a highly concentrated polymer slug with a 
viscosity of 315 mPa.s, for a period of 640 days (~ 0.2 PV).  
As illustrated in Figure 5.18, simulation with the current instant-
dissolution assumption predicted a more dispersed polymer front and thus less 
distinct connate bank and more favourable displacement. The overestimation of 
polymer flooding performance with instant dissolution was very significant for 
this case (Figure 5.19). This is due to the very high viscosity of the polymer 
bank, which increases the consequence of any artificial dispersion. 
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Figure 5.18 Polymer normalised-concentration profile (right) and water saturation profile (left) 
at the economic limit for layers 1, 5 and 13 (from top to bottom) obtained using our streamline 
simulator with instant dissolution (IDA) and segregation (SEG). Note that the instant dissolution 
assumption results in higher spreading of the polymer front (clear in layers 1 and 5); due to 
which, instant dissolution predicts a less distinct connate bank and more favourable 
displacement, hence better sweep. 
 
 
Figure 5.19 Oil production predictions (rate and cumulative) for secondary concentrated-slug 
injection with instant dissolution and segregation compared to waterflooding. Due to the very 
high viscosity of the polymer slug compared to oil and connate water, the effect of polymer 
front spreading due to numerical dispersion is very significant. Therefore, early time production 
is significantly overpredicted with instant dissolution compared to predictions with segregation. 
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5.3.2 Possible Effects on Polymer Design 
In this section, we examine injecting polymer at different concentrations. The 
case was similar to the previous 3D tertiary flood but the viscosity-concentration 
dependence was based on data reported by Wang et al. (2008) for a medium-
molecular weight HPAM at a salinity of 0.4 kg/m3 (Figure 5.20). This 
concentration dependence was only used to identify the injection conditions (i.e. 
viscosity at injection conditions) while in the simulation the viscosity-C 
dependence was still linear (i.e. no-mixing). In addition, simple cash flow 
calculations were performed with the economic parameters shown in Table 5.2.  
 
Figure 5.20 Viscosity-concentration dependence for a medium molecular weight HPAM at a 
salinity of 0.4 kg/m3 from Wang et al. (2008).  
Table 5.2 Economic analysis input parameters.  
Oil price    : 40 $/bbl 
Oil lifting cost (1)   : 0.05 $/bbl 
Polymer cost (1)   : 1.2 $/bbl  
Produced water processing cost   : 1.0 $/bbl 
Discount rate , d : 0.1  
Manpower cost (1)   : 16,000 $/month 
Polymer injection facility expenditure (2)   : 0.5 $ million 
Production share   : 16 % 
(1) Data from Wyatt et al. (2008). Manpower was scaled according to the project pore-volume. 
(2) Data from Christopher et al. (1988). Facility cost was scaled based on total injection rate. 
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In line with earlier observations, due to numerical dispersion and smearing 
of the secondary polymer shock, instant dissolution predicted a higher early-time 
performance—specifically the peak production rate (Figure 5.21). Moreover, 
looking at the net-present-value, we see that in addition to the prediction of 
higher profitability, with instant dissolution we may overpredict the optimal 
polymer concentration, leading to the injection of more polymer while yielding 
less profit.  
   
   
Figure 5.21 (a) Oil production prediction with and without segregated-flow at different polymer 
concentrations (0.2 – 1.0 kg/m3). (b) Normalised net-present-value (NPV) with respect to 
continuation of waterflooding for injection at different polymer concentration estimated with 
and without segregation.  
5.4 Extension to Other EOR Processes 
In this section, we investigate the extension of the segregated-flow scheme to: (1) 
low-salinity flooding and (2) compositional simulations of miscible and near 
miscible gas injection processes.  
5.4.1 Low Salinity Flooding 
The in-house streamline simulator was extended to model low-salinity flooding 
assuming low-salinity water can affect both relative permeabilities and residual 
oil. The approach for modelling residual oil reduction is similar to that adopted 
by Jerauld et al. (2008). The method along with some validation results is 
presented in Appendix E. 
The segregated-flow method (Eqs. 5.5 through 5.8) has already been 
presented for augmented waterflooding in general in Section 5.2.1. We 
performed various 1D low-salinity flooding simulations to investigate numerical 
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dispersion effects on such processes and also further test segregation as a 
dispersion-reduction scheme. For low salinity flooding, we assumed the modified 
set of relative permeability curves and the associated residual oil reduction as 
shown in Table 5.3.  
Table 5.3 Low-salinity flooding parameters. 
Reduced residual oil saturation , Sor* : 0.05  
Modified water endpoint , krwe* : 0.1  
 
(a) Secondary low-salinity flooding. Figure 5.22 illustrates the effects of 
numerical dispersion on the simulation of secondary low-salinity flooding. With 
segregation, better results were obtained in terms of predicted saturation profiles 
and oil production. In this case, with segregation 50 gridblocks were sufficient to 
predict production accurately. Nevertheless, the improvement was smaller than 
that observed for the earlier polymer case. Looking at the width of the dispersed 
zone as a function of the number of gridblocks used, we see that in this case 20 
cells with segregated-flow gave the same level of solute dispersion as that 
obtained with 50 cells with no segregation. That is around a 2-fold reduction in 
the required number of gridblocks compared with 10-fold in the earlier polymer 
flood case. In other words, polymer flooding formulation seems more prone to the 
dispersion effect since there is a more dramatic change in the water fractional 
flow with concentration.  
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Figure 5.22 Results with and without the segregated-flow assumption for a 1D low-salinity flood. 
Saturation profiles (top) at 0.2 pore-volumes injected and oil cut predictions (middle) with 
different numbers of gridblocks (20 and 50). The reference fine-grid (i.e. 1000 cells) solution is 
also shown. Note that with segregation 50 gridblocks give reasonable results. In addition, with 
20 gridblocks although predictions are still far from the reference solution, segregation does 
reduce numerical dispersion effects. This enhancement in accuracy is partly due to the 
reduction of numerical dispersion of the solute component. The width of the mixing zone using 
different number of gridblocks (bottom) with and without segregation, illustrates that 
segregation reduces dispersion of the solute component. With segregation, 20 gridblocks 
results in approximately the same numerical dispersion level as a 50 blocks without it.  
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(b) Secondary-slug and tertiary-continuous low-salinity floods. Figure 
5.23 illustrates the effect of numerical dispersion on the prediction of low-salinity 
flooding for tertiary (after 0.5 PV of high-salinity flooding) and secondary-slug 
(where a 0.2 PV slug was injected) injection. For tertiary flooding, numerical 
dispersion hindered oil banking. The size of the oil bank was underpredicted with 
coarse grids. For slug injection, numerical dispersion caused the slug to lose 
effectiveness as illustrated by the lower saturations (i.e. higher oil saturation) 
obtained with coarsely-girded models. Using the proposed phase segregation 
scheme, better results were obtained in terms of oil bank prediction (tertiary) 
and slug effectiveness in mobilising residual oil. 
     
   
Figure 5.23 Results with and without the segregated-flow assumption for 1D low-salinity flooding: 
oil saturation for a tertiary flood at 1.2 PV injected (left) and water saturation for a secondary 
slug injection at 1 PV injected (right) obtained with different numbers of gridblocks (20 and 50). 
The reference fine-grid (i.e. 1000 cells) solution is also shown. (a) For tertiary flooding, due to 
numerical dispersion, a coarse grid underestimates the magnitude of oil banking. With 
segregation, a 50-block model is sufficient to predict the size of the oil bank (blue). Note the 
yellow line represents the oil saturation at the end of secondary – high salinity – waterflood. (b) 
For slug injection, numerical dispersion hinders the slug effectiveness, as the solute slug gets 
dispersed and underpredicts the mobilisation of residual oil. With segregation, a 50-block 
model is sufficient to predict the reduction of residual oil. Segregation controls numerical 
dispersion; hence, better predictions can be obtained with coarser grids. 
(c) 2D secondary flooding a heterogeneous reservoir. We studied flooding a 
heterogeneous domain as defined by Thiele et al. (2010b) and presented earlier in 
Section 3.2.1(b). Further to test the scheme as well as the effect of numerical 
dispersion in the simulation of low-salinity floods, the following runs looked at a 
low-salinity flood which is less effective in terms of residual oil reduction but 
more effective in terms of relative permeability modification. The new set of 
relative permeability curves is shown in Figure 5.24. As illustrated in Figure 
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5.25, modelling displacement with segregation reduced the smearing of the 
saturation profiles and predicted a more distinct connate bank. 
        
 
Figure 5.24 2nd set of assumed high and low-salinity relative permeability curves.  
                     Instant Dissolution                                                      Segregation 
         
Figure 5.25 Water saturation profiles for low-salinity flooding at 2000 days obtained using our 
streamline simulator with instant dissolution (left) and segregation (right). Note segregation 
reduces the smearing of the saturation fronts as indicated by the green area. 
5.4.2 Compositional Simulations 
Excessive numerical dispersion is also a well-known problem in the 
compositional simulation of gas injection (Jessen et al., 2004; Solano et al., 2001). 
The reasons for this are similar to the cases studied here. Compositions are 
smeared due to finite-difference simulation’s representation of the system as a 
sequence of interconnected mixing cells (Jessen et al., 2004), leading to 
significant smearing of fronts since the fractional flow is composition and 
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saturation dependent. In other words, numerical dispersion is caused by the 
instant mixing assumption at the scale of a gridblock.  
To illustrate the similarity, we plot the 1D polymer flooding case-I (refer to 
Section 5.1.2) in a ternary diagram. As suggested by Jessen et al. (2004) the 
effect of dispersion is to move the composition path of a displacement toward the 
dilution line (Figure 5.26).  
   
Figure 5.26 Ternary diagrams showing the effects of numerical dispersion for: a vaporising gas 
drive from Orr Jr (2007), left and a 1D polymer flood (case-I), right. In black are the analytical 
solutions. Dashed are simulation results. For the polymer flood, we show simulation results using 
a 50-cell model with and without segregated-flow. As observed by Jessen et al. (2004) for 
compositional flooding, the effect of numerical dispersion is to move the composition path 
toward the dilution line (for polymer flood defined as the line representing mixing of finite 
polymer at the trailing shock with connate water ahead).  
(a) Method: limited-flash coupled with pseudo-refinement. In compositional 
simulation – similar to black oil simulation – during the transport step, 
compositions in each block are calculated at the new time step. Unlike black oil 
simulation, however, a flash calculation is then performed for each gridblock to 
determine phase compositions and saturations with which fractional flows of the 
components are calculated for the next time step. In a flash calculation, an 
increment of solvent which is injected in a gridblock will be fully mixed, despite 
the size of a gridblock, so that a uniform composition is obtained (Orr Jr, 2007). 
Thereby, in the second timestep, a fraction of that solvent will be allowed to flow 
into the neighbouring cell faster than what should be the case (Jessen et al., 
2004).  
To control numerical dispersion in compositional simulation, we propose a 
segregated-flow scheme which couples a limited flash with pseudo-grid-
refinement (Figure 5.27). 
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Figure 5.27 The proposed segregation scheme for compositional simulations: (a) instead of full-
mixing only partial mixing occurs (bordered is the new mixing cell) and (b) a gridblock (i) is 
pseudo-refined into two cells: an upstream cell containing the pure non-mixing components 
and a downstream cell representing the new mixing cell.  
Limited-flash. Instead of full mixing, we propose a limited flash; that is 
only a preset (input) fraction of the injected composition will be stripped and 
allowed to mix with the oil. We define the stripped fraction (ξ) such that it 
satisfies the following conditions: (1) as the injected concentration within a 
gridblock goes to 1 the fraction should go to 1 and (2) as the number of cells goes 
to ∞ the fraction should go to 1,  
 
€ 
ξ = z
1
ω (NPe ) = z
1
ω (Nx )  ( 5.9 ) 
where z is the normalised concentration of a component, subscript 1 represents 
the injected component – assuming the injected phase is single-component – and 
ω is an empirical mixing exponent, which depends on the system sensitivity to 
numerical dispersion, the level of dispersivity expected in-situ and the size of a 
gridblock.  
We assume there are two (hydrocarbon) phases where the gaseous phase is 
subdivided into pure (representing the non-stripped fraction) and mixed zones. 
Note the oleic phase only has a mixing zone. The global concentration of the new 
mixing cell is determined through scaling, 
 
€ 
z1−m =
ξ ⋅ z1
ξ ⋅ z1 + zc
c=2
C
∑
 ( 5.10 ) 
 
€ 
zc−m =
zc
ξ ⋅ z1 + zc
c=2
C
∑
 ( 5.11 ) 
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where subscript c refers to the components and subscript m refers to the new 
mixing cell. Using Eqs. 5.10 and 5.11 the concentrations and saturations in the 
mixing cell are determined through flash calculations, 
 
€ 
xc−m =
zc−m
1+ Sg−m ⋅ (Kc −1)
 ( 5.12 ) 
 
€ 
yc−m =
zc−m
1+ (1− Sg−m ) ⋅ (1 Kc −1)
 ( 5.13 ) 
where x and y are the component concentrations in the liquid and vapour phases, 
respectively. Furthermore, the total saturation of the gaseous phase will equal 
the pure zone saturation plus that obtained from flash—scaled with respect to 
the new mixing cell.  
 
€ 
Sg = z1 ⋅ (1−ξ) + Sg−m ⋅ 1− z1(1−ξ)( )  ( 5.14 ) 
Pseudo-refinement. In addition to partial mixing, we add a virtual grid-
refinement assumption. That is, a gridblock is imagined to consist of two sub 
cells: an upstream cell containing the non-mixed composition and a downstream 
cell representing the new mixing cell. With that, each block will have two fluxes: 
a pure flux, which is an inner flux hence does not enter mass balance, 
 
€ 
Fi− p =
1 ;c =1
0 ;c ≠1
 
 
 
 ( 5.15 ) 
and a mixing flux, which is used to solve the mass balance. 
 
€ 
Fi−m = yi−m fg−m + xi (1− fg−m ) = Fi+1/ 2  ( 5.16 ) 
Note that this approach of limited mixing is slightly similar to Eclipse 100 
solvent flooding option, which implements the Todd and Longstaff (1972) method 
for the prediction of miscible floods performance (Reservoir Engineering 
Research Program, 2007). The stripped fraction (ξ) is analogous to the Todd-
Longstaff mixing parameter. The approach, however, is very different. Eclipse 
option assumes the two components (solvent and oil) are miscible in all 
proportions. The mixing parameter is used to compute the degree of mixing of the 
two components within the same phase. It is then used to compute effective 
properties (viscosities and densities of the two components). In our approach, the 
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two components are not fully miscible in all proportions. The mixing exponent is 
used to compute the solvent stripped fraction (i.e. the degree of mixing between 
the phases); based on which, we determine the saturations of the two-phases and 
the component concentrations within. An additional difference is the exclusion of 
the non-mixed solvent components from outflow, which can be considered as a 
relative permeability pseudoisation approach. 
(b) Testing the segregation scheme. To test the scheme, the in-house 
streamline simulator was extended and validated to model two-phase ternary 
systems with constant K-values (more details can be found in Appendix F). We 
investigated two ternary systems (Table 5.4) where pure methane is injected 
into a reservoir with an initial oil mixture of decane and carbon dioxide as 
defined by Jessen et al. (2004).  
Table 5.4: Compositional floods as defined by Jessen et al. (2004).  
Fluid Properties 
Oil viscosity , µo : 1 mPa.s 
Gas viscosity , µg : 0.5 mPa.s 
Corey gas exponent , ng : 2   
Corey oil exponent  , no : 2  
Irreducible gas saturation , Sgir : 0.05  
Residual oil saturation , Sor : 0.1  
Endpoint gas relative permeability , krge : 1.0  
Endpoint oil relative permeability , kroe : 1.0  
Initial composition (CH4, CO2, C10) , zi : (0, 0.376, 0.624)  
Phase Behaviour 
System-I K-values (CH4, CO2, C10) , Ki : (2.5, 1.5, 0.05)  
System-II K-values (CH4, CO2, C10) , Ki : (2.5, 0.5, 0.05)  
 
As shown in Figure 5.28, with segregation we better predicted the 
displacement route and the effect of numerical dispersion – which tends to push 
the composition path toward the dilution line as explained by Orr Jr (2007) – was 
minimised. Note the empirical mixing exponents used were predicted from 
simulations. That is, for each system for different numbers of gridblocks, we 
determined – through trial and error – the mixing exponent that best resolved 
the saturation and concentration profiles. The mixing exponents found for the 
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two systems are shown in Figure 5.29. The mixing exponent appears to be a 
quantitative measure of the system sensitivity to numerical dispersion. System-I, 
which is more sensitive to numerical dispersion (Jessen et al., 2004; Orr Jr, 
2007), requires higher mixing exponents. The x-intercept of a mixing exponent 
plot indicates the number of blocks required to obtain reasonable predictions 
with the traditional full mixing assumption.  
     
  
Figure 5.28 Ternary diagrams of flooding the two systems: system-I (left) and system-II (right). Our 
results using the traditional full-mixing assumption and with segregation compared to the 
analytical and simulation results from Jessen et al. (2004). Note that with segregation the 
displacement route in the compositional space is better predicted and compares well with the 
analytical displacement path.  
   
   
Figure 5.29 Empirical mixing exponents (left) computed from 1D simulations for the two ternary 
systems along compositional profiles (right) predicted with segregation compared to the 
traditional full mixing assumption obtained for ternary system-I using different numbers of 
gridblocks (10 and 100). The analytical solution from Jessen et al. (2004) is also shown. Note the 
100-block simulation (along 20 and 1000 block simulations) served as a calibration to predict 
the empirical mixing exponents, from which the exponent for a 10-cells model was used and 
served as a test. Clearly, with segregation the predicted profiles better matches the analytical 
solution. The methane and decane shocks obtained are less dispersed. In addition, the 
decane plateaus are better predicted. Finally, note that the x-intercept in the mixing exponent 
is a quantitative measure of the system sensitivity to numerical dispersion effects (comparable 
to dilution lines as suggested by Orr Jr (2007)). 
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The effect of using those exponents in terms of the concentration profiles for 
system-I is also shown in Figure 5.29, for 10 and 100-cells models. Clearly, with 
segregation, the profiles in terms of constant states and shocks better matches 
the analytical solution. Note that the 100-blocks simulations (along 20 and 1000 
block simulations) served as a calibration to predict the empirical mixing 
exponent dependence on the number of gridblocks; from which, the exponent for 
a 10-blocks model was used in simulations and served as a test.  
(c) Extension to multi-dimensions. To extend the scheme for multi-
dimensional simulations, the main point to address is the dependency of the 
mixing exponent on the number of gridblocks (refer to Figure 5.29).  
A simple way forward is to assume that typical simulations are coarse 
enough for a constant exponent to be sufficient to produce better predictions 
(Figure 5.30).  
                             
                                 
Figure 5.30 Methane and decane profiles for system-I obtained using a 20-blocks model with 
full mixing and segregation with different mixing exponents: 1, 1.5 and 2 compared to the 
analytical solution derived by Jessen et al. (2004). Using any mixing exponent between 1 and 2 
– corresponding to models with cells between 3 and 70 (refer to Figure 5.29) – would better 
resolve methane profile compared to the traditional full mixing assumption. 
For streamline-based simulations, a possible approach to extend the method 
is to input a relation defining the mixing exponent as a function of the number of 
gridblocks. Thereafter, for each streamline based on the number of nodes a 
different exponent will be used. Preliminary results testing such a streamline-
dependent approach for simulation of ternary system-I are shown in Figure 5.31 
  
  187 
  A M AlSofi 
and Figure 5.32. First, in Figure 5.31, we show concentration profiles for a 1D 
multi-injection case where the producer was placed closer to one injector. Both 
injectors were operated at constant rate, with the distant well injecting at 
quadruple the proximal rate. Second in Figure 5.32, decane profiles are plotted 
for a quarter 5-spot flood in a coarse homogenous grid and compared to that 
obtained with a fine grid. In both cases, results are promising; nevertheless, 
further tests are necessary to validate the scheme fully.  
        
          
Figure 5.31 Testing a streamline-dependent mixing exponent in 1D for a multi-injection problem. 
Methane and decane profiles obtained using a 100-block model with segregation and full 
mixing compared to results obtained with full mixing but using a 10,000-gridblock model. Better 
results are obtained with segregation in terms of both shocks and constant states. Note 
methane is injected from the sides and the producer is placed closer to one side. This 
simulation tests the idea of using a streamline dependent mixing exponent as more cells are 
used to describe the reservoir to the right and hence would require a lower mixing exponent.  
 
Figure 5.32 Testing a streamline-dependent mixing exponent in 2D. Decane profiles for a 
homogeneous quarter 5-spot obtained using a 20×20 model with full mixing (left) and 
segregation (middle) compared to that obtained with full mixing but using a 200×200 model 
(right). For the coarse-grid simulations, much better prediction is obtained with segregation. This 
simulation also tests the idea of using streamline-dependent mixing exponents as different 
streamlines will have different numbers of nodes.  
  
 188  
 Chapter 5: Numerical Dispersion in Polymer Flooding 
(d) 2D flooding a heterogeneous reservoir. Using a streamline dependent 
exponent, we performed flooding simulations for system-I (refer to Table 5.4). 
The reservoir was based on layer 19 of SPE-10 2nd model (Christie and Blunt, 
2001) with a heterogeneous permeability field as shown in Figure 5.33 and a 
constant porosity of 0.25. The reservoir was 366×671×0.61 m discretised into 
60×220×1 cells. Methane was injected from the left and the reservoir was 
produced under steady-state conditions.  
As illustrated in Figure 5.34, modelling flow with segregation resulted in 
less smearing of methane profiles and better predicted the constant states (i.e. z1: 
0.83) compared to the traditional well-stirred assumption. 
 
Figure 5.33 2D permeability field in mD based on layer 19 of SPE-10 2nd model (Christie and 
Blunt, 2001).  
 
Figure 5.34 Methane profiles at 0.27 pore-volumes without (left) and with (right) segregation. 
With segregation, methane profiles exhibit less smearing.  
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5.5 Summary 
We explained why polymer flooding simulations suffer from excessive front 
smearing effects compared to pure waterflooding; thus, unfeasibly fine models 
are needed to reasonably capture saturation fronts and accurately predict 
production. We proposed a novel scheme based on segregated-flow to better 
resolve saturation fronts in polymer floods. The method was shown to reestablish 
the self-sharpness of trailing shocks. We validated our method in 1D showing 
that, compared to instantaneous mixing, full segregation reduces numerical 
dispersion thereby enabling the use of coarser grids. The effectiveness of the 
proposed scheme was also illustrated in 2D. Furthermore, we investigated the 
possible effects of numerical dispersion on the design and simulation of polymer 
flooding. In addition to overestimating the early time production, hence the 
economic viability of a project, we showed that due to numerical dispersion 
current techniques could overpredict the optimal polymer concentration—in 
other words, choose a design using more polymer though yielding less profit. 
Finally, we discussed and demonstrated the extension of the scheme to other 
EOR processes. The results highlighted the potential of the approach as a 
heuristic method to control numerical dispersion effects in simulations of 
augmented waterflooding as well as miscible and near-miscible gas injection 
processes.  
 
 
 
 
  
6  
Polymer Flooding Design 
In this final chapter, we investigate various aspects of the design of polymer 
flooding, presenting the results for 1196 simulation runs. First, we investigate a 
simultaneous design algorithm to find the optimal solution as a function of slug 
size, polymer concentration and initiation. Second, we quantify the impact of 
uncertainties in the input and economic parameters, as well as modelling 
assumptions on both the optimal design and profitability. Those parameters that 
greatly affect the profitability of a polymer flooding project as well as those that 
could shift the optimal solution are identified and their effects are quantitatively 
ranked. After discussing the optimisation and sensitivity of Newtonian polymer 
flooding, we focus on shear-thinning effects along with those of associated 
modelling assumptions on the design of polymer flooding. Finally, we investigate 
the possible effects of upscaling on polymer flooding design. 
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6.1 The Cases 
With the exception of permeability distribution, relative permeabilities and 
viscosities, all properties were identical in the base runs. All reservoirs were 
366×671×51.8 m with a 30% porosity developed by a 5-spot pattern with a central 
injector injecting at 750 m3/d. Well properties and operating constraints are 
listed in Table 6.1. Polymer viscosity and adsorption isotherm are shown in 
Figure 6.1. The economic parameters used in the base cases were also the same 
(Table 6.2). Lifting costs were assumed to double at field watercuts above 80% to 
account for additional processing and separation of produced water. All 
simulations were run for a period of 35 years with a quarterly timestep. 
With that, we investigated three cases in terms of permeability distribution, 
relative permeability and fluid properties. The first two were used for 
investigating the optimisation and sensitivity of polymer flooding. The second 
and third were used to investigate Non-Newtonian effects, for which shear-
thinning and viscoelastic rheologies are based on that measured by Masuda et al. 
(1992) for polyacrylamide (refer to Figure 3.7). Finally, the third model was also 
used to study upscaling effects. 
Table 6.1 Well properties for the base cases.  
Maximum injection rate , Q : 750 m3/d 
Injector limiting bottom hole pressure , LBHP : 68,948 (10,000) kPa (psia) 
Producers bottom hole pressure , BHPp : 20,684 (3000) kPa (psia) 
Well radii  , rw : 0.15 m 
 
    
Figure 6.1 Polymer viscosity and adsorption isotherm for the base cases. (a) Polymer viscosity 
and viscosity multiplier based on HPAM viscosity at a salinity of 7000 ppm (Wang et al., 2008). 
(b) Adsorption isotherm and adsorption level measured by Szabo (1975) and modified to 
account for differences in density and porosity.  
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Table 6.2 Economic parameters 
Capital expenditure (Acquisition) , CAPEX : 10 $ million 
Polymer facility costs , FC : 0.5 $ million 
Oil price , OP : 50 $/bbl 
Oil production share  , OS : 20 % 
Polymer cost , PC : 1.2 $/lb 
Lifting costs  , LC : 2WI × 0.05 $/bbl 
Processing costs , PRC : 1 $/bbl-w 
Injection costs , IC : 0.5 $/bbl 
Operation costs , OC : 16,000 $/month 
Discount rate , d : 0.1  
 
6.1.1 SPE-10 Fluids-I 
The first model had a permeability based on an upscaled SPE-10 model (refer to 
Figure 3.32) with the reservoir discretised into 20×55×17 gridblocks. The 
reservoir was assumed to bear a low viscosity oil (0.7 mPa.s) with a 0.4 mPa.s 
connate water. Oil and water densities were taken as 800 and 996 kg/m3, 
respectively. Relative permeabilities were for an oil-wet reservoir as shown in 
Figure 6.2. 
 
Figure 6.2 Relative permeabilities for an oil-wet reservoir from The Relative Permeability Suite 
(Koederitz and Mohamad Ibrahim, 2002).  
6.1.2 PUNQS3 Fluids-I  
The second model was similar to the first in terms of relative permeability and 
fluid properties, but differed in the permeability distribution (Figure 6.3) which 
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was based on the PUNQS3 model (Guyaguler and Horne, 2004; PERM, 2010) 
with the reservoir discretised into 19×28×5 gridblocks.  
 
Figure 6.3 PUNQS3 horizontal permeability field (PERM, 2010). 
6.1.3 SPE-10 Fluids-II 
In the third case, we investigated a reservoir with fluid properties as defined by 
model-2 of the 10th SPE comparative solution project (Christie and Blunt, 2001; 
SPE, 2011). Relative permeabilities are shown in Figure 6.4. Oil and water 
viscosities were 3 and 0.3 mPa.s, respectively, while densities were 850 and 1025 
kg/m3, respectively.  
  
Figure 6.4 Relative permeability based on model-2 of the SPE-10 comparative solution project 
(Christie and Blunt, 2001).  
To investigate the effects of upscaling, we looked at four levels of grid-
coarsening. The permeability and porosity distributions for the four models are 
shown in Figure 6.5 and were based on the same fine-grid description. 
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(a) SPE-93500. In this model, the reservoir is discretised into 20×55×85 
gridblocks. 
(b) SPE-18700. In this model, the reservoir is discretised into 20×55×17 
gridblocks. 
(c) SPE-2000 (SENSOR, 2011). In this model, the reservoir is discretised into 
10×20×10 gridblocks. 
(d) SPE-75 (SENSOR, 2011). In the last model the reservoir is discretised into 
3×5×3 gridblocks. 
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(a)    
(b)      
(c)   
(d)   
Figure 6.5 Permeability and porosity distributions for the four SPE-10 models: (a) 93,500 cells, (b) 
18,700 cells, as well as (c) 2,000 and (d) 75 cells (SENSOR, 2011). The values of permeability are 
shown in mD. 
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6.2 Optimisation of Newtonian Floods 
In this section, we look at the design of polymer flooding in terms of finding the 
optimal solution for the first two models: SPE-10 Fluids-I and PUNQS3 Fluids-I. 
For each simulation scenario, we carry cash flow analysis using the previously 
listed economic conditions (refer to Table 6.2). The optimisation is then based on 
maximising NPV. 
6.2.1 Method 
The workflow of the optimisation approach is summarised in Figure 6.6.  
 
Figure 6.6 Polymer flooding optimisation workflow. 
(a) Constraining the design space. Since the polymer flooding optimisation is 
a one-sided constrained problem, the first step is to fully constrain the problem 
within a 3D design space using nothing more than intuitive engineering 
judgment. We study polymer concentrations between 0.1 and 2 kg/m3, slug sizes 
between 1 and 14 years (i.e. 0.07 and 1 PV at an injection rate of 750 m3/d) and 
initiation between 0 and 8 years after waterflooding (i.e. 0 and 0.57 PV at an 
injection rate of 750 m3/d). Note that we report optimal slug sizes in years. In 
other words, injection durations will be referred to as slug sizes. This is only true 
for cases with no fluctuations in injection rates, which is not necessarily the case.  
(b) Discretising the constrained space. Second, since the polymer flooding 
optimisation is a real-value problem rendering the presence of infinite design 
sets within the constrained design space, we discretise each design axis into the 
10 steps listed in Table 6.3.  
  
  197 
  A M AlSofi 
Table 6.3 The discretised design space.  
Concentrations , Cp(i) : 0.1, 0.2, 0.5, 0.75, 1, 1.2, 1.4, 1.6, 1.8, 2  kg/m3 
Slug sizes  , S(j) : 1, 2.5, 4, 5, 6.5, 8, 10, 11.5, 13, 14 years 
Initiation , I(k) : 0, 0.5, 1, 2, 3, 4, 5, 6, 7, 8 years 
 
(c) Simultaneous simulations to locate the optimal design. There are 1,000 
design sets to be tested, which is computationally expensive. Two approaches 
might be used to lower the number of runs to locate the optimal: sequential or 
parallel. The sequential approach starts with a single design axis finding the 
optimal and carrying that optimal into the other design axes to find a coupled 
design set and so on. In other words, the simulations move in 1D in each 
iteration step. In the parallel approach, simultaneous simulations are performed 
along the axes and their results are combined using some rule to locate the 
coupled optimal design set (C,S,I). We adopt a parallel design approach and 
perform simultaneous:  
 Concentration-runs: continuous polymer flooding starting at time zero 
with varying injection concentrations, 
 Slug-runs: polymer flooding starting at time zero with the mean polymer 
concentration (1 kg/m3) for varying slug sizes followed by waterflooding and 
 Initiation-runs: continuous polymer flooding with the mean polymer 
concentration initiated at varying times.  
We test two rules to combine and locate the optimal design:  
1. The optimal slug and initiation time are simply fed from the slug and 
initiation runs, respectively. From the concentration-runs, we obtain the 
optimal total mass of polymer to be injected. Then, using the optimal slug 
from the slug-runs, we determine the optimal concentration. 
2. The optimal concentration and initiation time are simply fed from the 
concentration and initiation runs, respectively. The optimal slug size is 
determined through scaling with respect to the optimal concentration.  
 
€ 
Soptimal = Soptimal
C=1
⋅Coptimal  ( 6.1 ) 
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We then perform runs with the competing design sets. Comparing the NPVs, we 
find which rule is more successful. 
(d) Testing the optimality of the solution. The optimality of the solution is 
thereafter tested by comparison to the surrounding design space, SDS (Figure 
6.7) with a $25,000 NPV cut. That is we conclude that the presented optimisation 
workflow was successful in locating the optimal design if none of the surrounding 
design sets have an NPV that exceeds the criterion: 
 
€ 
Max(NPVSDS −NPVoptimal ) ≤ $25,000  ( 6.2 ) 
 
Figure 6.7 The optimal design space (ODS). The design sets surrounding the optimal constitute 
the surrounding design space (SDS) 
6.2.2 SPE-10 Fluids-I Optimisation   
(a) Finding the optimal solution using parallel design. The results of the 
simultaneous runs are shown in Figure 6.8. (1) From the concentration-runs, for 
a continuous polymer flood starting at time zero, the optimal polymer 
concentration is 0.5 kg/m3. (2) From the slug-runs, for the mean-concentration 
injection starting at time zero, the optimal slug size is 6.5 years. (3) From the 
initiation-runs, for continuous flooding at the mean concentration, the optimal 
start is at time zero before any waterflooding.  
  
  199 
  A M AlSofi 
   
(a)  
   
(b)  
   
(c)  
Figure 6.8 Results of SPE-10 Fluids-I simultaneous runs: (a) Concentration-runs comparing 
continuous polymer floods at different polymer concentration, of which the optimal 
concentration is 0.5 kg/m3; (b) Slug-runs comparing polymer floods at the mean polymer 
concentration (1 kg/m3), from which the optimal slug size for a 1 kg/m3 is 6.5 years of injection; 
and (c) Initiation-runs comparing continuous polymer floods at the mean polymer 
concentration for different start times, of which the optimal start is at time zero before 
waterflooding.  
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From these results, we identified the competing designs. Simulations of the 
competing designs (Table 6.4) suggest that the optimal design set is (0.5,13,0). 
Table 6.4 SPE-10 Fluids-I optimal design results. 
Rule Design Set (kg/m3, y, y) NPV ($ million) Recovery Factor (%) 
1 (1,6.5,0) 52.5 55.5 
2 (0.5,13,0) 57.7 56.9 
 
(b) Testing the optimality of the solution in the SDS. The optimality of the 
identified design set was validated by running simulations in the SDS. The 
results of simulation runs in the SDS are listed in Table 6.5. Since the 
optimality criterion (Eq. 6.2) was satisfied, the results illustrate the potential of 
the parallel design approach along with rule-2 in locating the optimal design set.  
Table 6.5 SDS simulation runs for SPE-10 Fluids-I base case.  
Design Set (kg/m3, y, y) NPV Deviation ($ million) Recovery Factor (%) 
(i-1,j,k) -5.45 53.5 
(i+1,jk) -0.639 58.6 
(i,j-1,k) -0.115 56.2 
(i,j+1,k) 0.015 57.3 
(i,j,k+1) -1.88 56.9 
 
6.2.3 PUNQS3 Fluids-I Optimisation   
The main purpose of the second model was to further test the use of parallel 
design along with rule-2 for locating the optimal solution. 
(a) Finding the optimal solution using parallel design. The results of the 
simultaneous runs are shown in Figure 6.9. (1) From the concentration-runs, for 
a continuous polymer flood starting at time zero, the optimal polymer 
concentration is 1.6 kg/m3. (2) From the slug-runs, for the mean-concentration 
injection starting at time zero, the optimal slug size is 11.5 years. (3) From the 
initiation-runs, for continuous flooding at the mean concentration – as for the 
SPE-10 Fluids-I case – the optimal start is at time zero before any waterflooding.  
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(a)  
   
(b)  
   
(c)  
Figure 6.9 Results of PUNQS3 Fluids-I simultaneous runs: (a) Concentration-runs comparing 
continuous polymer floods at different polymer concentration, from which the optimal 
concentration is 1.6 kg/m3; (b) Slug-runs comparing polymer floods at the mean polymer 
concentration (1 kg/m3), from which the optimal slug size for a 1 kg/m3 is 11.5 years of injection; 
and (c) Initiation-runs comparing continuous polymer floods at the mean polymer 
concentration for different start time, from which the optimal start is at time zero before 
waterflooding.  
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From these results, we identified the competing designs. Simulations of the 
competing designs (Table 6.6) suggest that the optimal design set is (1.6,7.25,0).  
Table 6.6 PUNQS3 Fluids-I optimal design results. 
Rule Design Set (kg/m3,y,y) NPV ($ million) Recovery Factor (%) 
1 (2.35,11.5, 0) 53.1 71.4 
2 (1.6,7.25, 0) 75.1 68.7 
 
(b) Testing the optimality of the solution in the SDS. The optimality of the 
identified design set was validated by running simulations in the SDS. Since 
both cases confirmed that optimal start is at time zero, we focused the 
investigation on slug size and polymer concentration. The results of simulation 
runs in the SDS are listed in Table 6.7. Since the optimality criterion (Eq. 6.2) 
was satisfied, the results illustrate the potential of the simultaneous design 
approach along with rule-2 in locating the optimal design set.  
Table 6.7 SDS simulation runs for PUNQS3 Fluids-I base case.  
Design Set (i, j, k) NPV Deviation ($ million) Recovery Factor (%) 
(i-1,j,k) -0.034 68.5 
(i+1,j,k) -0.127 69.1 
(i,j+1,k) -0.106 69.1 
(i-1,j+1,k) -0.147 68.9 
(i+1,j+1,k+1) -0.320 69.3 
(i,j-1,k) -0.295 68.3 
(i-1,j-1,k) -0.316 68.1 
(i+1,j-1,k+1) -0.236 68.5 
  
6.2.4 Unimodality of the Polymer Flooding Problem  
Although not mentioned earlier, a major assumption in our optimisation method 
is the presence of a single local maximum which is the absolute maximum. Once 
an optimal solution was obtained its optimality was verified by comparison with 
its surrounding design space (SDS) where being a local maximum was taken as 
proof of being an absolute maximum. To check the validity of this assumption, we 
performed simulations through the whole design (slug-concentration) space (i.e. a 
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total of 100 simulations) for the PUNQS3 Fluids-I case. Cash flow analyses with 
four economical scenarios indicate that polymer flooding is unimodal as assumed 
(Figure 6.10).  
(a)  (b)  
(c)  (d)  
Figure 6.10 PUNQS3 NPVs for the full concentration-slug design space using four economic 
scenarios: (a) base economics (refer to Table 6.2), (b) base with high oil price (refer to Table 
6.9), (c) base with low oil price and (d) base with high polymer cost. The results indicate the 
unimodal nature of polymer flooding problems. In addition, the results suggest that tighter 
economic conditions narrows the range of optimal slug sizes.  
6.3 Sensitivity of Newtonian Floods   
To study the sensitivity of Newtonian polymer floods, we look at the effect of the 
various modelling assumptions, input parameters and economic conditions. For 
each sensitivity factor, simulations are performed in the optimal design space. 
Using the simulation results, we conclude the parametric effects on the 
profitability of the project as well as the effects on the optimality of the identified 
design set. The criterion for the ranking is detailed in Table 6.8. The effects on 
optimality are ranked according to the maximum NPV deviation within the ODS:  
 
€ 
MND = Max NPVSDS −NPVoptimal  ( 6.3 ) 
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while effects on profitability are ranked according to the absolute NPV change for 
the same design set. 
 
€ 
ANC = NPVo+ −NPVo−  ( 6.4 ) 
 
The factors studied are listed in Table 6.9, along the high (+) and low-end values 
(−). The economic parameters are varied within ± 100%, while input parameters 
are varied within ± 10%. Note for heterogeneity, the high/low end distributions 
are obtained by increasing/decreasing the deviation around the median. 
 
€ 
kh−HE =
0.95 ⋅ kh : kh ≤ kmedian
1.05 ⋅ kh : kh > kmedian
 
 
 
 ( 6.5 ) 
 
€ 
kh−LE =
1.05 ⋅ kh : kh ≥ kmedian
0.95 ⋅ kh : kh < kmedian
 
 
 
 ( 6.6 ) 
Moreover, for tertiary flooding, initiation is delayed by 20% based on  
 
€ 
τ initiation = ELwf − tinitiation  ( 6.7 ) 
where ELwf is the economic limit of waterflooding. To evaluate numerical 
dispersion effects, we run simulations with and without full segregation (refer to 
Chapter 5). Finally, for micellar-polymer flooding a 0.3 PV of a 1 kg/m3 is 
injected which reduces residual oil from 0.136 to 0.05.  
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Table 6.8 Criteria for ranking parametric effects on polymer flooding profitability and design.
 
Impact Level 
On Design:  
MND ($ million) 
On Profitability:  
ANC ($ million) 
Severe Impact Factor (SIF) > 1.0  > 5 
High Impact Factor (HIF)  > 0.2  > 1.0 
Low Impact Factor (LIF) > 0.05 > 0.5 
Insignificant Factor (INF) > 0 > 0 
Table 6.9 Sensitivity factors investigated. 
Economic Conditions 
Capital expenditure  , CAPEX (−,+) : (5 , 20) $ million 
Polymer facility costs  , FC (−,+) : (0.25 , 1) $ million 
Oil price , OP (−,+) : (25, 75) $/bbl 
Polymer cost , PC (−,+) : (0.6, 2.4) $/lb 
Lifting costs  , LC (−,+) : 2WI × (0.025 , 0.1) $/bbl 
Processing costs , PRC (−,+) : (0.5, 2) $/bbl-w 
Injection costs , IC (−,+) : (0.25, 1) $/bbl 
Operation costs , OC (−,+) : (8 , 32) $M/month 
Discount rate , d (−,+) : (0.05 , 0.2)  
Input Parameters 
Oil viscosity , µo (−,+) : (0.63 , 0.77)  mPa.s 
Oil density , ρo (−,+) :  (720 , 880) kg/m3  
Maximum injection rate  , Q (−,+) :  (675 , 825) m3 
Vertical permeability , kz (−,+) : (0.9kz , 1.1kz)  mD 
Porosity , φ (−,+) : (0.27 , 0.33)  
Adsorption , Ca (−,+) : Figure 6.11  µg/g 
Polymer viscosity , µp (−,+) :  Figure 6.11 mPa.s 
Water relative perm. , krw (−,+) : Figure 6.12  
Heterogeneity , H (−,+) : (Eqs. 6.6, 6.5)  
Limiting BHP ,  BHP (−,+) : (62.1 , 75.8) kPa 
Well radius , rw (−,+) : (0.135 , 0.165)  m 
Additional Factors 
Parallel injection , PI    
Tertiary flooding , ti (+) : Eq. 6.7 y 
Numerical dispersion , SEG    
Micellar injection , MP    
Reversible adsorption ,  RA    
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Figure 6.11 Viscosity and adsorption envelopes for the sensitivity runs.  
 
Figure 6.12 Water relative permeability envelopes for the sensitivity runs.  
6.3.1 SPE-10 Fluids-I Sensitivities   
We first shall note that, since the MND for the base case is + $0.015 million 
(refer to Table 6.5), the results of the sensitivity runs were used only to identify 
factors which significantly impact the optimal solution. To investigate the effects 
of the various factors listed in Table 6.9, we performed additional ODS 
simulations and cash flow analysis.  
In terms of optimal design, the MND and the corresponding design set for 
factors impacting the design of polymer flooding are listed in Table 6.10. 
Furthermore, Figure 6.13 and Figure 6.14, respectively, plot the effects of the 
various factors on the profitability and ultimate recovery of the polymer flooding 
project. 
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Table 6.10 SPE-10 Fluids-I sensitivities: Factors with significant impact on the design of polymer 
flooding. 
Variable Sensitivity MND ($ million) Impact Level Design Set  Impact  
Economic Conditions 
+ 0.101 (i,j+1,k) ↑ S 
OP 
− 0.070 
LIF 
(i,j-1,k) ↓ S 
+ 0.115 (i+1,j,k) ↑ C 
PRC 
− 0.024 
LIF 
− − 
+ 0.0 − − 
d 
− 0.787 
HIF 
(i+1,j,k) ↑ C 
Input Parameters 
+ 0.055 (i,j+1,k) ↑ S 
φ 
− 0.013 
LIF 
− − 
+ 0.183 (i+1,j,k) ↑ C 
krw 
− 0.038 
LIF 
− − 
+ 0.497 (i+1,j,k) ↑ C 
LBHP 
− 0.047 
HIF 
− − 
+ 0.038 − − 
Q 
− 0.083 
LIF 
(i+1,j,k) ↑ C 
+ 0.032 −  −  
µp 
− 0.195 
LIF 
(i+1,j,k) ↑ C 
Additional Factors 
PI 
parallel 
injection 
0.055 LIF (i,j+1,k) ↑ S 
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(a)   
(b)   
(c)   
Figure 6.13 SPE-10 Fluids-I sensitivities and the effects on profitability. In each chart, the variables 
are ranked from top to bottom according to their impact. (a) Economic conditions sensitivities: 
oil price has the highest impact while lifting cost has the lowest impact. (b) Input sensitivities: 
porosity has the highest impact while heterogeneity has the lowest impact – within ± 10% 
uncertainty. (c) Additional sensitivities: tertiary flooding has the highest impact while adsorption 
reversibility has the lowest impact. 
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(a)   
(b)   
(c)   
Figure 6.14 SPE-10 Fluids-I sensitivities and the effects on recovery. In each chart, the variables 
are ranked from top to bottom according to their impact. (a) Economic sensitivities: oil price 
still has the highest impact while discount rate, polymer, facility and acquisition cost have no 
effect on ultimate recovery. (b) Input sensitivities: oil viscosity has the highest impact and 
heterogeneity has the lowest impact. (c) Additional sensitivities: parallel injection has the 
highest impact while adsorption reversibility has the lowest impact. 
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6.3.2 PUNQS3 Fluids-I Sensitivities   
For the previous model, we observed that with the exception of discount rate and 
BHP constraint all other factors had small impact on design (refer to Table 
6.10). This could be due to the coarseness of the ODS, which might conceal the 
shift of the optimal design set. Therefore, for this case, we first refined the design 
space Figure 6.15, focusing only on polymer concentration and slug size. The 
simulation results across the refined ODS are shown in Table 6.11. The results 
show that the identified design set maintains its optimality.  
Thereafter, the MND and the corresponding design sets for factors impacting 
the optimal design of polymer flooding are listed in Table 6.12. Furthermore, 
Figure 6.16 and Figure 6.17, respectively, plot the effects of the various factors 
on the profitability and ultimate recovery of the polymer flooding project.  
 
Figure 6.15 Refined ODS for PUNQS3 Fluids-I. 
Table 6.11 Refined ODS simulation results for PUNQS3 Fluids-I base case.  
Design Set (i, j, k) NPV Deviation ($ million) Recovery Factor (%) 
(i-1,j,k) -0.034 68.5 
(i+1,j,k) -0.127 69.1 
(i,j+1,k) -0.106 69.1 
(i-1,j+1,k) -0.147 68.9 
(i+1,j+1,k+1) -0.320 69.3 
(i,j-1,k) -0.295 68.3 
(i-1,j-1,k) -0.316 68.1 
(i+1,j-1,k+1) -0.236 68.5 
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Table 6.12 PUNQS3 Fluids-I sensitivities: Factors with significant impact on the design of polymer 
flooding. 
Variable Sensitivity MND ($ million) Impact Level Design Set  Impact  
Economic Conditions 
+ - 0.108 − − 
OP 
− 0.057  
LIF 
(i,j-1,k)  ↓ S 
+ 0.105  (i,j-1,k) ↓ S 
PC 
−  - 0.033 
LIF 
− − 
+ 0.017  (i,j-1,k) ↓ S 
d 
− 0.096  
LIF 
(i+1,j,k) ↑ C 
Input Parameters 
+ 0.084  (i,j+1,k) ↑ S 
φ 
−  0.083 
LIF  
(i,j-1,k)  ↓ S 
+  0.376 (i+1,j+1,k) ↑ C ↑ S 
krw 
−  0.280 
HIF  
 (i-1,j,k) ↓ S 
+ 0.397  (i+1,j+1,k)  ↑ C ↑ S 
LBHP 
−  0.481 
HIF  
 (i-1,j-1,k) ↓ C ↓ S 
+ 0.264  (i-1,j,k)  ↓ C 
Q 
−  0.391 
HIF  
 (i+1,j+1,k) ↑ C ↑ S 
+ 0.435  (i-1,j-1,k)  ↓ C ↓ S 
µp 
−  0.304 
HIF  
 (i+1,j+1,k) ↑ C ↑ S 
+ 0.095  (i+1,j+1,k) ↑ C ↑ S 
H 
− 0.006  
 LIF 
 (i-1,j-1,k) ↓ C ↓ S 
+ - 0.034   − −  
rw 
−  0.229 
HIF  
(i-1,j,k)  ↓ C 
Additional Factors 
PI 
parallel 
injection 
0.119 LIF (i+1,j-1,k) ↑ S ↓ C 
T 
tertiary 
flooding 
0.057 LIF (i,j+1,k) ↑ S 
SEG 
lower num. 
dispersion 
0.333 HIF (i,j+1,k) ↑ S 
MP 
0.3 PV 
surfactant  
0.128 LIF (i,j+1,k) ↑ S 
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 (a)   
(b)   
(c)   
Figure 6.16 PUNQS3 Fluids-I sensitivities and their effects on profitability. In each chart, the 
variables are ranked from top to bottom according to their impact. (a) Economic sensitivities: 
oil price has the highest impact while facility cost has the lowest impact. (b) Input sensitivities: 
porosity has the highest impact while vertical permeability has the lowest impact – within ± 10% 
uncertainty. (c) Additional sensitivities: numerical dispersion has the highest impact while 
adsorption reversibility has the lowest impact. 
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(a)   
(b)   
(c)   
Figure 6.17 PUNQS3 Fluids-I sensitivities and their effects on ultimate recovery. In each chart, the 
variables are ranked from top to bottom according to their impact. (a) Economic sensitivities: 
oil price has the highest impact and lifting costs has the lowest impact while facility costs, 
acquisition and discount having no effect as they do not affect the polymer flooding 
economic limit. (b) Input sensitivities: injection rate has the highest impact and vertical 
permeability has the lowest impact. (c) Additional sensitivities: numerical dispersion has the 
highest impact while pattern-to-parallel injection has the lowest impact.   
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6.3.3 Sensitivity Results 
(a) Effects of economic conditions. Oil price, discount rate, polymer cost and 
processing costs influenced the optimal design with other factors having 
insignificant effects (refer to Table 6.10 and Table 6.12). (1) Higher oil prices 
favoured the use of larger slugs (i.e. polymer injection for a longer time) as late 
oil production gains importance with higher economic limits. (2) Higher discount 
rates favoured the use of lower polymer concentrations and smaller slug sizes as 
late oil production loses significance. (3) Higher polymer costs favoured the use of 
smaller slugs. (4) Higher processing costs favoured the use of higher polymer 
concentrations as the reduction of produced watercuts becomes critical.  
In terms of profitability, LIFs were facility and lifting costs. HIFs were 
polymer and processing costs. SIFs were acquisition, discount rate and as 
expected oil price with injection and operation costs having high to sever impact 
(refer to Figure 6.13(a) and Figure 6.16(a)).  
(b) Effects of the input parameters. Injection rate, porosity, polymer viscosity, 
relative permeability, BHP constraint, heterogeneity and well radius influenced 
the optimal design with other factors having insignificant effect (refer to Table 
6.10 and Table 6.12). (1) Higher injection rates favoured the use of smaller slugs 
as well as lower polymer concentrations due to limitations on the injector BHP. 
(2) Higher porosities favoured the use of larger slugs as OOIP increases. (3) 
Higher polymer viscosities favoured the use of smaller slugs and lower polymer 
concentrations. (4) Higher water relative permeabilities favoured the use of 
higher polymer concentrations to counteract the higher instability of the water 
front. (5) Higher limiting BHPs favoured the use of higher polymer 
concentrations with larger slugs. (6) Higher heterogeneity favoured the use of 
higher polymer concentrations. (7) Larger wells radii favoured the use of larger 
slugs.  
In terms of profitability, polymer viscosity and relative permeability had low 
impact. Oil viscosity and injector maximum BHP had high impact. Injection rate 
had a high to severe impact. Porosity had a severe impact obviously due to its 
effect on OOIP. Higher polymer viscosity, porosity, injection rate and limiting 
BHP while lower water relative permeability and oil viscosity had favourable 
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impact (i.e. higher NPV). Other factors had an insignificant effect (to within ± 
10% uncertainties), refer to Figure 6.13(b) and Figure 6.16(b). 
(c) The effects of additional factors. Finally, we investigated the effects of 
additional factors that could affect polymer flooding applications. Those studied 
are numerical dispersion, reversibility of adsorption, surfactant slug injection, 
tertiary initiation and injection pattern.  
Numerical dispersion, pattern injection, surfactant flooding and tertiary 
initiation could influence the optimal design, while adsorption reversibility was 
found to have no effect (refer to Table 6.10 and Table 6.12). (1) Parallel injection 
opposed to a 5-spot implementation favoured the use of larger slugs, probably as 
the injector-producer distance increases. Parallel injection also favoured the use 
of lower polymer concentrations. This is probably because decreasing the number 
of producers increases the average reservoir pressure (i.e. reduces the pressure 
relief and thus puts additional constrain on the injection). (2) Starting in tertiary 
mode favoured the use of larger slugs. (3) Higher numerical dispersion resulted 
in the prediction of the optimality of smaller slugs. This is because with higher 
numerical dispersion we prematurely reach the economic limit. Recall from 
Chapter 5 that higher numerical dispersion overpredicts the early time 
performance thus leading to sharper decline post breakthrough. (4) The co-
injection of a surfactant favoured the use of larger slugs as more oil can be 
produced. 
In terms of profitability, depletion pattern had a low to high impact. 
Surfactant injection had a high impact. Numerical dispersion had a high to 
severe impact. Initiation (i.e. tertiary flooding) had severe impact, while the 
reversibility of adsorption had an insignificant effect (refer to Figure 6.13(c) and 
Figure 6.16(c)). Higher numerical dispersion predicted higher profitability. 
Tertiary initiation and surfactant injection were less favourable. Note that the 
surfactant slug although reduces Sor from 0.136 to 0.05, it has not been 
optimised; this coupled with the high cost of surfactants might explain the 
unfavourable effects on profitability. Finally, the favourability of pattern flooding 
as opposed to parallel injection was found to be case dependent. 
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6.4 Optimisation of Shear-thinning Floods 
We investigated the effects of polymer shear-thinning behaviour on the design of 
polymer flooding as well as the effects of traditional non-Newtonian modelling 
assumptions (refer to Section 3.4). We looked at polymer flooding models: 
PUNQS3 Fluids-I and SPE-10 Fluids-II.  
6.4.1 Method 
The workflow of the optimisation approach was similar to that explained in 
Section 6.2.1 using only rule-2 to locate the optimal design. In addition, we 
considered only concentration and slug size (we presumed that the optimal 
design starts polymer flooding immediately after primary production). Note the 
optimisation workflow was only applied for SPE-10 Fluids-II. For the PUNQS3 
Fluids-I model, we performed simulations for the full design space to test 
whether shear-thinning would affect the unimodal nature of polymer flooding 
problems in terms of slug size and polymer concentration.  
6.4.2 PUNQS3 Fluids-I Optimisation   
Full design space simulations: the unimodal nature of polymer 
flooding problems. The results for the full design space simulations and cash 
flow analysis are shown in Figure 6.18. The results show that the unimodality is 
not broken due to the shear-thinning behaviour of the polymer. In addition, the 
results illustrate that, compared to Newtonian polymer flooding, higher polymer 
concentrations are optimal for shear-thinning floods. This is due to both a lower 
limitation on BHP, hence higher injectivity, and lower viscosities due to thinning, 
hence the need for higher mobility control. In this case and as illustrated in 
Figure 6.18, at base economic conditions, the optimal concentration for the 
shear-thinning flood is well above 2 kg/m3 compared to a 1.6 kg/m3 optimal for 
Newtonian flooding (refer to Section 6.2.3).  
Note for tighter economic conditions ($25/bbl of oil and $1.8/lb of polymer) 
the optimal solution was (1.6,5,0). These economic conditions were used for the 
sensitivity studies.  
The results also illustrate that the suggested optimisation workflow might 
not work in very tight economic conditions (i.e. high polymer cost and low oil 
price). This is because the workflow assumes the optimal concentration is 
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independent of slug size. This is not the case in tight conditions where at high 
slugs optimal concentrations are around 1 opposed to 1.6 kg/m3.  
(a)  (b)  
(c)   (d)  
Figure 6.18 PUNQS3 shear-thinning flooding NPVs for the full concentration-slug design space 
using two economic scenarios: (a) base economics (refer to Table 6.2), (b) and tighter 
conditions of ($ 25/bbl of oil and $1.8/lb of polymer). In addition, (c) and (d) show the results for 
Newtonian and viscoelastic flooding, respectively, at base economic conditions. For shear-
thinning, the base results in (a) compared to (c) illustrate that shear-thinning calls for higher 
polymer concentrations to compensate for lost mobility control. For viscoelastic flooding, the 
results in (d) compared to (a) suggest that in this case in-situ shear rates are not high enough to 
observe dilatancy effects. Finally, the results – in general – indicate the unimodal nature of 
polymer flooding problems even with shear-thinning. 
6.4.3 SPE-10 93,500-Cells Fluids-II Optimisation   
The second model tested the use of simultaneous design for locating the optimal 
solution for shear-thinning floods. 
(a) Finding the optimal solution using parallel design. The results of the 
simultaneous runs are shown in Figure 6.19. (1) From the concentration-runs, 
for a continuous polymer flood starting at time zero, the optimal polymer 
concentration is 2 kg/m3. (2) From the slug-runs, for 1 kg/m3 injection starting at 
time zero, the optimal slug size is 4 years. From these results and based on rule-2 
the optimal design set should be (2,2,0).  
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Figure 6.19 Results of SPE-10 Fluids-II simultaneous runs: (a) Concentration-runs comparing 
continues polymer floods at different polymer concentration, from which the optimal 
concentration is 2 kg/m3; (b) Slug-runs comparing polymer floods at the mean polymer 
concentration (1 kg/m3), from which the optimal slug size for a 1 kg/m3 is 4 years of injection.  
Table 6.13 SPE-10 Fluids-II optimal design set based on rule-2 for shear-thinning flooding. 
Rule Design Set (kg/m3,y,y) NPV ($ million) Recovery Factor (%) 
2 (2, 2, 0) 25.4 47.8 
 
(b) Testing the optimality of the solution in the SDS. In this case, rule-2 
actually failed as indicated by SDS simulations (Table 6.14). The actual optimal 
solution was found to be (2,5,0) having an NPV of $26.8 million with an ultimate 
recovery of 53.8%. SDS simulations (Table 6.15) confirm the optimality of the 
new set.  
Table 6.14 SDS simulation runs for SPE-10 Fluids-II shear-thinning case for the identified optimal 
set (2,2,0).  
Design Set (i, j, k) NPV Deviation ($ million) Recovery Factor (%) 
(i-1,j,k) -0.190 47.1 
(i+1,j,k) -0.048 48.4 
(i,j+1,k) 1.15 51.0 
(i-1,j+1,k) 0.940 50.4 
(i+1,j+1,k) 0.958 51.6 
(i,j-1,k) -3.37 41.8 
(i-1,j-1,k) -4.05 41.0 
(i+1,j-1,k) -2.98 43.3 
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Table 6.15 SDS simulation runs for SPE-10 Fluids-II shear-thinning case.  
Design Set (i, j, k) NPV Deviation ($ million) Recovery Factor (%) 
(i-1,j,k) -0.113 53.4 
(i+1,j,k) -0.176 53.8 
(i,j+1,k) -0.105 54.9 
(i-1,j+1,k) -0.211 54.6 
(i+1,j+1,k) -0.237 54.7 
(i,j-1,k) -0.011 52.6 
(i-1,j-1,k) -0.152 52.1 
(i+1,j-1,k) -0.171 52.9 
 
6.5 Sensitivity of Shear-thinning Floods   
We focused on non-Newtonian input parameters and the associated modelling 
assumptions. This is since the earlier studied factors (refer to Table 6.9) should 
have similar effects on shear-thinning floods as in the case of Newtonian 
flooding. We also investigated injection rate as it does have a direct unique effect 
on shear-thinning floods compared to Newtonian cases. The studied factors are 
listed in Table 6.16, along the high (+) and low-end values (−), if any.  
Table 6.16 Shear-thinning sensitivity factors investigated.  
Input Parameters 
Thinning exponent  , nth (−,+) : (0.578 , 0.707)   
Midpoint stress  , σth (−,+) : (0.0648 , 0.0792) Pa 
Maximum injection rate  , Q (−,+) :  (675 , 825) m3 
Modelling Assumptions 
Lagging approach , LAG    
Velocity-based model , VB       
Two-phase factor , Z    
Tortuosity factor , Γ    
Interstitial velocity model ,  INV    
Face centred viscosities & INV , FC-INV    
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6.5.1 PUNQS3 Fluids-I Sensitivities   
For the base case, the simulations for the PUNQS3 model were run with a cell-
centred, pressure-based rheological representation, ignoring two-phase effects on 
radii (i.e. Z = 1), ignoring tortuosity effects (i.e. Γ = 1) and with a convention 
factor of √5. For the sensitivity runs, we varied these assumptions but not the 
convention factor. Note for two-phase effects, we used the bundle of tube model 
for Z. For tortuosity, we took Γ = 1.17φ1/2, assuming the cementation exponent of 
the reservoir is around 2 (i.e. reflecting a relatively highly cemented reservoir 
(Carlson, 2003)) and accounting for the fact that Masuda et al. (1992) measured 
in-situ rheology for a 35% porosity bead pack (i.e. m around 1.3 (Carlson, 2003)). 
To investigate the effects of the various factors listed in Table 6.16, we 
performed additional ODS simulations and cash flow analysis. In terms of 
optimal design, the MND and the corresponding design set for factors with 
significant impact are listed in Table 6.17. Furthermore, Figure 6.20 and 
Figure 6.21, respectively, plot the effects of the various factors on the 
profitability and ultimate recovery of the shear-thinning floods. 
Table 6.17 PUNQS3 Fluids-I sensitivities for shear-thinning flooding: Factors with significant impact 
on the design of polymer flooding. 
Variable Sensitivity MND ($ million) Impact Level Design Set  Impact  
Input Parameters 
+ 0.062 (i+1,j,k) ↑ C 
n 
− - 0.120 
LIF 
− − 
+ 0.041 (i+1,j,k) ↑ C 
Q 
− - 0.047 
LIF 
− − 
Modelling Assumptions 
INV 
interstitial 
velocity 
0.119 HIF (i+1,j,k) ↑ C 
FC-INV 
face-centred 
with INV 
0.293 HIF (i+1,j-1,k) ↑ C ↓ S  
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Figure 6.20 PUNQS3 Fluids-I shear-thinning sensitivities and their effects on profitability. In each 
chart, the variables are ranked from top to bottom according to their impact. (a) Input 
sensitivities (left): only rate has significant impact—within ± 10% uncertainty. (b) Non-Newtonian 
modelling sensitivities (right): the use of interstitial-velocity with face-centred viscosities has the 
highest impact while two-phase effects on the hydraulic radius (Z) have the lowest impact. 
    
Figure 6.21 PUNQS3 Fluids-I shear-thinning sensitivities and their effects on recovery. In each 
chart, the variables are ranked from top to bottom according to their impact. (a) Input 
sensitivities (left): injection rate has the highest impact while the thinning exponent has the 
lowest impact—within ± 10% uncertainty. (b) Non-Newtonian modelling sensitivities: the use of 
interstitial velocity with face-centred viscosities has the highest impact while the use of a 
lagging approach has the lowest impact.  
6.5.2 SPE-10 93,500-Cells Fluids-II   
For the base case, the simulations for the SPE-10 model were run with a cell-
centred, actual stress model, with a bundle model, accounting for varying 
tortuosity effects (i.e. Γ = 1.17φ1/2) and with a convention factor of √5. For the 
sensitivity runs, we varied these assumptions but not the convention factor. We 
ignored tortuosity effects (i.e. take Γ = 1). For two-phase effects, we ran two 
cases: (1) ignoring two-phase effects and (2) using an effective single tube model 
(refer to Appendix B).  
To investigate the effects of the various factors listed in Table 6.16, we 
performed additional ODS simulations and cash flow analysis. In terms of 
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optimal design, the MND and the corresponding design set for factors with 
significant impact are listed in Table 6.18. Furthermore, Figure 6.22 and 
Figure 6.23, respectively, plot the effects of input parameters on the profitability 
and ultimate recovery. 
Table 6.18 SPE-10 Fluids-II sensitivities for shear-thinning flooding: Factors with significant impact 
on the design of polymer flooding. 
Variable Sensitivity MND ($ million) Impact Level Design Set  Impact  
Input Parameters 
+ 0.056  (i-1,j-1,k)  ↓ C ↓ S 
n 
−  0.064 
LIF  
 (i+1,j,k) ↑ C 
Modelling Assumptions 
LAG 
lagging 
approach 
1.18 SIF (i+1,j+1,k) ↑ S ↑ C 
ZE 
effective single 
tube 
0.101 LIF (i-1,j,k) ↓ C 
INV interstitial velocity 0.326 HIF (i-1,j,k) ↓ C ↑ S 
FC-INV 
face-centred with 
INV 
0.523 HIF (i,j+1,k) ↑ C ↓ S 
 
    
Figure 6.22 SPE-10 Fluids-II shear-thinning sensitivities and their effects on profitability. In each 
chart, the variables are ranked from top to bottom according to their impact. (a) Input 
sensitivities (left): injection rate has the highest impact while the thinning exponent has the 
lowest impact – within ± 10% uncertainty. (b) Non-Newtonian modelling sensitivities: the use of 
a lagging approach has the highest impact while the use of a velocity-based rheological 
representation has the lowest impact.  
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Figure 6.23 SPE-10 Fluids-II shear-thinning sensitivities and their effects on recovery. In each 
chart, the variables are ranked from top to bottom according to their impact. (a) Input 
sensitivities: injection rate has the highest impact while the thinning exponent has the lowest 
impact. (b) Non-Newtonian modelling sensitivities: the use of a lagging approach has the 
highest impact while two-phase effects on the hydraulic radius (Z) have the lowest impact.    
6.5.3 Sensitivity Results 
(a) Effects of input parameters. In terms of design, the shear-thinning 
exponent and injection rate could influence the optimal design, with midpoint-
stress having no effect within ± 10% uncertainty (refer to Table 6.17 and Table 
6.18). (1) Lower thinning exponents could favour either lower or higher polymer 
concentrations, a conclusion that at first seems very perplexing. However, after 
reexamination of the Ellis model (refer to Eq. 3.26), we note that since mid-point 
stresses are used, shear-thinning exponents effects are non-trivial. Above 
midpoint viscosity or stress, higher exponents translate to higher shear-thinning; 
but below the midpoint, lower exponents translate to higher shear-thinning. (2) 
Unlike Newtonian flooding, lower injection rates favoured the use of lower 
polymer concentrations, which suggest that mobility control losses overweigh 
injectivity gains. Recall that for Newtonian flooding lower injection favoured the 
use of higher concentrations due to lower limitations on BHP constraints. 
In terms of profitability, injection rate had low to severe impact with other 
factors having insignificant effects within ± 10% uncertainties (refer to Figure 
6.20 and Figure 6.22). As in the Newtonian case, higher injection rates were 
found to be more favourable despite thinning. Nevertheless, we should note that 
this finding might not hold in other cases as injection rate effects depend on the 
base rate as well as oil viscosity. In this case, the result simply suggests that 
gains due to the time-value of money are more significant than losses due to 
shear-thinning.  
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(b) Effects of non-Newtonian modelling assumptions. Finally, we 
investigated the effects of non-Newtonian modelling assumptions. In terms of 
design, using a lagging approach, an interstitial velocity model and face-centred 
viscosities as well as modelling two-phase effects on the hydraulic radius could 
influence the identified optimal, with other assumptions having no impact (refer 
to Table 6.17 and Table 6.18).  
In terms of profitability, using interstitial velocities with face-centred 
viscosities had high impact. Using an interstitial velocity model and ignoring 
tortuosity differences had low impact. Using a lagging approach had low to 
severe impact, with other factors having insignificant effects (refer to Figure 
6.20 and Figure 6.22).  
Note that for both cases, unlike earlier findings (reported in Sections 3.5.1 
and 3.6.1), using a velocity-based as opposed to a pressure-based rheological 
representation had a negligible effect on both the optimal design and 
profitability. This is probably due to the viscosity contrasts between oil and 
polymer solutions in the cases investigated. The optimal polymer concentrations 
for cases presented here have viscosities ~ 80 mPa.s and the polymer is 
displacing oils with around 0.35 mPa.s; while the earlier results (reported in 
Chapter 3) investigated flooding a 10 mPa.s oil with a 20 mPa.s polymer. 
Therefore, due to the 2-order of magnitude difference between oil and polymer 
viscosities, any deviations in viscosity due to velocity-based rheological 
representation would have a small influence on the displacement. In addition, 
unlike earlier findings (reported in Sections 3.5.1 and 3.6.1) note the significant 
effect of using a lagging approach on both the design and profitability. This is 
probably due to changes in injection rate with time honouring BHP constraints, 
which further underlie the importance of an iterative pressure/viscosity solver. 
6.6 Upscaling Effects on Polymer Flooding Design 
In the final section of this chapter, we attempt to touch on the possible effects of 
upscaling on both Newtonian and non-Newtonian polymer flooding simulations 
and design. For this purpose, we used SPE-10 Fluids-II model with 4 levels of 
upscaling: 93,500; 18,700; 2,000 and 75 cells (refer to Section 6.1.3). We focused 
on polymer concentration optimisation. 
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6.6.1 Waterflooding Results 
To match the waterflooding results obtained by the four SPE-10 models, the 
upscaled models used pseudo-relative permeabilities. The 2000 and 75 cells 
pseudoisation was taken as defined by SENSOR (2011). All models differ only in 
the water Corey exponent (Table 6.19). Using these upscaled properties, 
production predictions reasonably match (Figure 6.24) – the exception is the 
coarsest model. In addition, after Ding (1995) we changed well productivity 
indices to better match individual well production and injection BHP. This was 
done through changing well radii (Table 6.20) as well as skin for SPE-18000. 
The waterflooding results for the four models with and without radii 
modifications are shown in Figure 6.24 through Figure 6.26.  
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Table 6.19 Pseudo-relative permeabilities for SPE-10 upscaled models. 
SPE-10 Fluids-II model (cells): 93500 18700 2000 75 
Water Corey Exponent (nw): 2 1.35 1.28 1.2 
Table 6.20 Well radii and skin modifications for upscaling as a substitution for PI multipliers: radii 
are listed in m. 
Well Location 
SPE-93500 
(rw, s) 
SPE-18700 
(rw, s) 
SPE-2000 
(rw, s) 
SPE-75 
(rw, s)  
PRD-1 (1, 1) (0.15, 0) (2.26, 0) (0.15 × 10 −6, 0) (0.15 × 10 −21, 0) 
PRD-2 (1, Nx) (0.15, 0) (0.0725, -1) (0.15 × 10 −3, 0) (0.15 × 10 −5, 0) 
PRD-3 (Nx, 1) (0.15, 0) (2.26, 1) (0.15 × 10 −3, 0) (0.15 × 10 −10, 0) 
PRD-4 (Nx, Ny) (0.15, 0) (0.0725, 0) (0.15 × 10 −3, 0) (0.15 × 10 −7, 0) 
INJ-1 Central (0.15, 0) (2.26, -1) (0.15 × 10 −6, 0) (0.15 × 10 −13, 0) 
     
    
Figure 6.24 Field production rates and cumulative production with (right) and without (left) 
productivity modification for the four SPE-10 models. To the exception of the coarsest model, 
production predictions reasonably match without any productivity modification. With 
productivity modification, predictions using the coarsest model are improved.  
       
    
Figure 6.25 Injection bottom hole pressure with (right) and without (left) productivity 
modification for the four SPE-10 models. With productivity modifications, better matches are 
obtained. Note that for SPE-18700 BHP predictions are not very close; artificially changing the 
injection block permeability was tried but did not result in significant improvement—and thus 
was disregarded. 
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(a)   
      
(b)   
      
(c)   
      
(d)   
Figure 6.26 Producers 1 through 4 production (a to d) with (right) and without (left) productivity 
modification for the four SPE-10 models. Better matches are obtained with productivity 
modification.  
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6.6.2  Polymer Flooding Optimisation 
(a) Newtonian polymer flooding. Using the four models, we designed a 
continuous polymer flood in terms of polymer concentration (Figure 6.27). 
Strangely, both the finest and the coarsest models suggested the same optimal 
concentration of 1.2 kg/m3. However, the finest model indicated a very clear 
optimal while the coarsest model suggested a range of optimal concentrations 
where injection ± 0.3 kg/m3 away from the optimal had insignificant impact. On 
the other hand, the 18700-model suggested a higher optimal concentration of 1.4 
kg/m3 while the 2000-model suggested a much lower optimal of 0.75 kg/m3.  
Thus, the results of these simulations suggest that upscaling could affect the 
design of polymer flooding. The expectation is that with upscaling we lose the 
detailed description of heterogeneity – hence homogenise the reservoir – and 
since polymer flooding improves sweep higher levels of upscaling would suggest 
less need for polymer injection. The results on the other hand do not conform the 
hypothesis as the effects were found to be non-systematic. One possible 
explanation for this could be injectivity. Injectivity might also explain SPE-2000 
prediction of significantly lower optimum. To check if this is the case, Figure 
6.28 plots injection rates for the four models at a polymer concentration of 1.2 
kg/m3. Clearly the 2000-cell model exhibits a significant constraint on injectivity 
compared to the other models, despite a good match for injection BHP in 
waterflooding. This explains the much lower optimal concentration obtained 
using this model.  
Further to test the effects of upscaling, we performed concentration 
optimisation without a limiting BHP. Optimisation results for continuous 
polymer flooding are shown in Figure 6.29. Still, the coarsest and finest model 
suggested a similar optimal concentration of around 2.4 kg/m3. The results also 
suggested a non-systematic upscaling effect. In addition, without limitation on 
BHP, the 2000-cell model predicted closer results. In general, all upscaled models 
gave optimal concentrations within ± 0.2 kg/m3, which indicates the potential 
utility of upscaling for polymer flooding design despite poor predictions of the 
ultimate performance. Note that while the coarsest and finest models gave the 
same optimal, their ultimate performances differed significantly (~ $10 million 
and 15% OOIP difference in net present value and recovery, respectively). 
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Figure 6.27 Design of continuous polymer flooding for SPE-10 Fluids-II using four models with 
different levels of upscaling. Net present value and ultimate recovery as functions of polymer 
injection concentration. Both the finest and coarsest models suggest an optimal concentration 
of 1.2 kg/m3. The 18700 model suggests a slightly higher optimal concentration (1.4 kg/m3), 
while the 2000 model suggests a significantly lower optimal concentration (0.75 kg/m3). The 
results suggest the effects of upscaling on design are not systematic.  
 
 
Figure 6.28 Comparison of polymer flooding predictions in terms of injection rates for the four 
SPE-10 models. Injection rate with a maximum of 750 m3/d are automatically reduced to 
honour BHP constraints. The results indicate that the 2000-cell model exhibit constrained 
injectivity which explains the prediction of a much lower optimal concentration using this 
model (refer to Figure 6.27).  
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Figure 6.29 Design of continuous polymer flooding for SPE-10 Fluids-II without BHP limitation using 
the four SPE-10 models. Net present value and ultimate recovery as functions of polymer 
injection concentration. Both the finest and coarsest models suggest an optimal concentration 
of 1.2 kg/m3. All models suggest optima within ± 0.2 kg/m3. Nonetheless, results suggest non-
systematic effects of upscaling on design.  
(b) Shear-thinning polymer flooding. Second, we looked at a shear-thinning 
flood. Continuous flooding optimisation results are shown in Figure 6.30. As in 
the Newtonian case, constrained injectivity was observed for the 2000-cell model 
and resulted in the localisation of a much lower optimal concentration. Without 
limitation on BHP, using upscaled models the optimal concentration was located 
within ± 0.4 compared to ± 0.2 for Newtonian flooding. Note also that while for 
the Newtonian case the coarsest and finest models gave the same optimal 
concentration, for the shear-thinning case, the coarsest model suggested a lower 
optimal concentration.  
Consequently, these results suggest upscaling have a slightly higher impact 
on the design of non-Newtonian compared to Newtonian floods. This could be due 
to the additional upscaling impact on calculated viscosity fields (Figure 6.31)—
although shear-thinning impact on production in this case was small (refer to 
cumulative productions in Figure 6.32).  
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Figure 6.30 Design of continuous shear-thinning floods for SPE-10 Fluids-II with (right) and without 
(left) BHP limitation using the four SPE models. Net present value and ultimate recovery as 
functions of polymer injection concentration. For the constrained injectivity – using the finest 
model – optimal concentration is around 2 compared to 2.6 kg/m3 without injectivity 
considerations. As in the Newtonian case, the 2000 model shows severe constraint on injectivity 
as indicated by a much lower optimal concentration. Without BHP limitation, all models 
suggest optima within ± 0.4 kg/m3—higher bounds compared to the Newtonian case. 
Nonetheless, the results suggest a non-systematic effect of upscaling on design. 
     
            
Figure 6.31 Viscosity profiles for shear-thinning floods: vertical (left) through the injection block 
and diagonal (right) from block (1,1,1) to block (Nx, Ny, Nz) for the three fine models: 93500, 
18700 and 2000 cells. Across the injector, the 2000 model gives an overall better prediction with 
the 18700 model resulting in better match across the first 20m. For the diagonal profile, we see 
that the 18700 model tends to overpredict while the 2000 model tends to under predict 
viscosities. 
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Figure 6.32 Production using the four upscaled SPE-10 models for Newtonian (left) and shear-
thinning (right) flooding. 
6.6.3 Upscaling Effects on Design and Predictions 
In conclusion, from cases where injectivity is not a factor, for both shear-thinning 
and Newtonian flooding, the use of upscaled models is reasonably promising for 
quick localisation of optimal concentration. Upscaled models can be especially 
useful for initial screening or within a more elaborate optimisation algorithm. 
This is despite the significant mismatch in performance predictions as indicated 
by ultimate recovery, net-present value and field production (refer to Figure 
6.29, Figure 6.30 and Figure 6.32, respectively). This mismatch is further 
illustrated by plotting individual well production at 2.4 kg/m3 (Figure 6.33). 
Note that ignoring the very coarse model, production predictions for producers 2 
and 4 match reasonably well but not for producers 1 and 3. 
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(a)    
      
(b)    
      
(c)    
      
(d)    
Figure 6.33 Producers 1 through 4 production (a to d) for Newtonian (left) and shear-thinning 
(right) polymer flooding for the four SPE-10 models. Despite the good match in waterflooding 
(refer to Figure 6.26), significant mismatch is observed especially for producers 1 and 3. 
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(a)      
               
(b)      
               
(c)      
               
(d)      
Figure 6.34 Saturation profiles after 5 years of injection across producers 1 through 4 (a to d) for 
waterflooding (left) Newtonian (centre) and shear-thinning (right) polymer flooding for the four 
SPE-10 models: 93500 (black), 18700 (red), 2000 cells (blue). Producer 4 shows the best 
correspondence between the three models, which is reflected in the well matched production 
rates (refer to Figure 6.33). On the other hand, significant deviation is observed for producer 1 – 
exhibiting the worst match in production. In producer 1: (1) for waterflooding, the models does 
not show good correspondence though we could argue overall sweep is captured, (2) for 
Newtonian polymer flooding, SPE-2000 show good correspondence while SPE-18700 slightly 
overpredict vertical sweep (compare saturations between 20 – 30 m) and (3) for shear-thinning 
floods, SPE-2000 no longer provides good correspondence, it underpredicts sweep in the top 
layers between 0 – 20 m.  
  
  235 
  A M AlSofi 
6.7 Summary  
We investigated the design of polymer flooding processes in terms of optimal 
concentration, slug size and initiation, presenting the results of 421 simulation 
runs. First, we proposed a simultaneous method to locate the optimal design. 
While the method was shown to be unsuccessful in locating the optimal design 
for shear-thinning floods, it was successful in locating optimal solutions for 
Newtonian polymer floods. Nonetheless, the utility of the approach should not be 
overstressed. This is because our results suggest polymer flooding design – in 
terms of concentration, slug size and initiation – is more intuitive than earlier 
expected. (1) Polymer optimisation problems were found to be unimodal. (2) The 
optimal polymer concentration was found to be independent of slug size and 
initiation under typical economic conditions. (3) In terms of initiation, it was 
always beneficial to start polymer flooding as soon as possible, preferably before 
any waterflooding. (4) The optimal slug size was controlled by the economic limit 
of a flood. Optimal slugs were very close to being continuous in the cases studied. 
That is, in terms of slug size, we should halt polymer injection just before 
reaching the economic limit for a continuous flood. Thereby, capitalising on 
reduced injection costs the economic limit is delayed – without significantly 
affecting the proximal flood performance – resulting in a slightly higher 
profitability. (5) Shear-thinning floods, as expected, required the use of higher 
polymer concentration to compensate for losses in mobility control. Therefore, in 
terms of optimisation, our results suggest adopting a sequential approach for 
designing a polymer flood where (1) the optimal concentration is determined 
upon continuous flooding and (2) the optimal slug is determined starting with the 
length of the continuous flood as an initial guess.  
Second, we quantified the impact of uncertainties in the input and economic 
parameters as well as modelling assumptions on both the optimal design and 
profitability, presenting the results of 630 simulation runs. Most studies 
investigate sensitivity with respect to the performance measure. While this is 
useful to guard against the failure of a polymer project, it does not guide the 
selection of an optimal strategy, as uncertainty effects on the optimality of the 
solution are overlooked. Table 6.21 lists all studied parameters identifying those 
impacting polymer flooding profitability and/or design. The effects of the various 
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impacting factors on the optimal injection concentration are listed. As for the 
optimal slug size, any factor that delays the economic limit (such as oil price and 
initial oil in place) favoured the use of slightly larger slugs and vice versa.  
Finally, we investigated the possible effects of upscaling on the simulation 
and design of polymer flooding, presenting the results of 145 simulation runs. 
The main limitation to the use of upscaled models was injectivity-related. 
Despite the close predictions of waterflooding injection bottom hole pressures, for 
polymer flooding the deviation between bottom hole pressures was found to be 
more significant. This could consequently lead to erroneous predictions of optimal 
concentrations; though, we should note that of the four grids only one was found 
to overpredict bottom hole pressures and thus significantly underpredict the 
optimal concentration. In addition, for cases where polymer-flooding injectivity 
was not a factor (i.e. ignored), the results illustrated the potential utility of 
upscaled models for designing polymer floods, not necessary to pinpoint optimal 
design but mainly to provide an initial idea of polymer requirement for the 
purpose of quick screening or to provide an initial guess within a more elaborate 
optimisation algorithm. This is despite the significant mismatch in polymer 
flooding predictions in terms of production, ultimate recoveries and net-present 
values using the four grids. In Newtonian cases, the models suggested 
concentrations within ± 0.2 kg/m3. While for shear-thinning floods, higher effects 
of upscaling were observed: the models suggested concentrations within ± 0.4 
kg/m3. This is possibly due to the additional effects of permeability on the 
thinning viscosity field.  
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Table 6.21 Sensitivity of polymer flooding profitability and design to economic conditions, as 
well as operating and input parameters. 
Variable 
Impacting 
Profitability 
Impact 
Level(1) 
Impacting 
Design(2) 
Shift in Optimal 
Concentration  
Capital expenditure  S     
Facility cost  L    
Oil price  S   
Polymer cost  H – S   
Lifting costs  L   
Processing costs  H  ↑ C 
Injection costs  H – S   
Operation costs  H   
Discount rate  S  ↓ C 
Oil viscosity  H   
Oil density     
Injection rate  H – S  NT: ↓ C, TH: ↑ C(3) 
Vertical perm.     
Porosity  S   
Adsorption     
Polymer viscosity  L  ↓ C 
Water relative perm.  L  ↑ C 
Heterogeneity    ↑ C 
Well radius    ↑ C 
Limiting BHP  H  ↑ C 
Parallel to pattern  L – H  ↑ C 
Delayed initiation  S   
Micellar injection  H   
Reversible adsorption     
Shear-thinning  H  ↑ C 
Thinning exponent    ↑ C 
Midpoint stress     
Upscaling  H – S  ↑ ↓ C 
(1) S (Severe: > $5 million), H ($5 million > High > $1 million), L ($1 million > Low > $0.5 million). 
(2) Factors impacting design but not optimal concentration affect the slug size. 
(3) NT: Newtonian, TH: Shear-thinning. 
 
  
7  
Final Remarks  
7.1 Results 
Improved simulation of non-Newtonian flooding. We extended a streamline 
simulator to model polymer flooding with non-Newtonian behaviour, 
implementing a physically-based rheological model. Our methodology for 
modelling non-Newtonian flow differs from that of current commercial simulators 
in three ways. (1) We take into account the interdependence between pressure 
and non-Newtonian viscosities through the implementation of an iterative 
pressure/viscosity solver. (2) We define viscosities to be cell-centred as opposed to 
face-centred. (3) We use a pressure-based rheological representation for 
multiphase flow. Nevertheless, we should note that some simulators do 
effectively use a pressure-based representation through defining multiphase 
shear rates consistently using a bundle of tubes model. All three effects lead to 
less-optimistic recovery predictions for shear-thinning polymers; we suggest that 
current models may significantly overestimate recovery from shear-thinning-
polymer floods. On the other hand, for viscoelastic polymers, current rheological 
models might overlook the benefit of viscoelasticity or the possibility of exploiting 
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such viscoelastic behaviour by increasing the injection rate. Finally, in terms of 
design, current assumptions could predict an injection strategy that is non-
optimal. 
Non-Newtonian effects on sweep and recovery. We ran different 
simulation cases to thoroughly investigate shear-thinning effects on polymer 
flooding performance. First, the importance of taking polymers’ non-Newtonian 
behaviour into account for the successful design and evaluation of polymer 
flooding projects was illustrated. This is because shear-thinning tends to impair 
sweep – even if instability is not induced – which can deteriorate the economics 
of a polymer flood. In terms of recovery, the performance of a shear-thinning 
flood duplicates that obtained with a Newtonian polymer of lower viscosity. 
Nevertheless, the two polymers performances differ in-detail. Through comparing 
saturation and viscosity logs, histograms and profiles, as well as redefined sweep 
efficiencies for shear-thinning and recovery-equivalent Newtonian polymers, we 
demonstrated that thinning sweep impairment although mainly due to an overall 
reduction in viscosity is also due to local viscosity variations. Finally, we 
illustrated the potential benefit of using a shear-thickening agent for channelling 
reduction. A shear-thickening fluid could provide a unique EOR process in which 
fluid diversion is achieved not only near the wellbore but also across the 
reservoir.  
Numerical dispersion effects and control in polymer flooding 
simulations. We explained why polymer flooding simulations suffer from 
excessive front smearing effects compared to pure waterflooding. Due to the 
smearing of polymer concentration, and its effect on fractional flow, the wrong 
wavespeeds develop across the trailing shock leading to a numerically-flattening 
as opposed to a self-sharpening trailing shock. We proposed a novel scheme based 
on segregated-flow to better resolve saturation fronts in polymer floods. The 
method reestablishes the self-sharpness of trailing shocks. We validated our 
method in 1D showing that compared to instantaneous mixing full segregation 
reduces numerical dispersion, thereby enabling the use of coarser grids. The 
effectiveness of the proposed scheme was also illustrated in 2D. Furthermore, in 
terms of design, in addition to overestimating the early time production – hence 
the economic viability of a project, due to numerical dispersion current 
techniques could overpredict the optimal polymer concentration. Nevertheless, 
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for secondary flooding with large pore-volumes the effects of numerical dispersion 
on the optimal concentration were found to be minimal. On the other hand, for 
concentrated-slug injection, numerical dispersion effects were found to be very 
significant. Finally, we discussed and demonstrated the extension of the full-
segregation scheme to augmented waterflooding in general, as well as 
compositional simulation of gas injection. The results highlight the potential of 
the approach as a heuristic method to control numerical dispersion effects in 
simulations of augmented waterflooding as well as miscible and near-miscible 
gas injection processes.  
Polymer flooding optimisation and design under uncertainty. We 
investigated the design of polymer flooding processes in terms of optimal 
concentration, slug size and initiation. The results suggest that polymer-flooding 
design – in terms of concentration, slug size and initiation – is more intuitive 
than earlier expected. (1) Polymer optimisation problems are unimodal. (2) The 
optimal polymer concentration is independent of slug size and initiation under 
typical economic conditions. (3) It is always beneficial to start polymer flooding as 
soon as possible, preferably before any waterflooding. (4) The optimal slug size is 
controlled by the economic limit of a flood. Optimal slugs are very close to being 
continuous. (5) Shear-thinning floods require higher polymer concentrations to 
compensate for losses in mobility control. Furthermore, we quantified the impact 
of uncertainty on both the optimal design and profitability. The uncertainty 
results provide a quantitative ranking of the various factors affecting polymer 
flooding. This serves as a guide to associated data acquisition efforts. Pre-
polymer flooding initiation, efforts can be focused on reducing uncertainties of 
high impact factors thereby increasing the probability of success. Finally, we 
investigated upscaling effects on the simulation and design of polymer flooding. 
The main limitation to the use of upscaled models was injectivity-related. In 
addition, for cases where polymer-flooding injectivity was not a factor, the results 
illustrate the potential utility of upscaled models for designing Newtonian 
polymer floods in terms of optimal polymer concentrations—not necessary to 
pinpoint the optimal design but mainly to provide an initial idea of polymer 
requirement for the purpose of quick screening or to provide an initial guess 
within a more elaborate optimisation algorithm. This is despite the significant 
mismatch in polymer flooding predictions obtained with the different models. 
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7.2 Limitations 
Non-Newtonian experimental validation. While our methodology for 
modelling non-Newtonian flooding has been theoretically supported, it is yet to 
be validated against carefully controlled experiments. For instance, one of the 
improvements implemented for non-Newtonian modelling is the use of a 
network-modelling based rheological representation that calls for using pressure 
gradients opposed to water velocities as a basis to define rheology in two-phase 
flow. Experimental studies investigating polymer rheology in two-phase flow is 
limited and thus the suggested model is not fully supported—neither is the use of 
a velocity-based representation (refer to Appendix D).  
Modelling associated phenomena. In terms of associated phenomena, 
only adsorption was modelled. Additional phenomena that could have significant 
effects on the results presented are permeability reduction and strain effects. 
Permeability reduction – exhibited by polyacrylamide – could lower the polymer 
mass requirement. Smaller slugs might be optimal due to the permanent 
(residual) resistance. Thereby, optimal slug sizes might relate more to reservoir 
properties opposed to economic conditions. Lower polymer concentrations would 
be optimal, too, due to the additional resistance. On the other hand, strain 
degradation – which is also specific to polyacrylamide – could yield higher 
optimal concentrations to compensate for near-wellbore effects. In addition, with 
strain effects, injection rates might prove more critical. 
Shear-thickening potential. The possible potential of shear-thickening 
was illustrated for cases with hypothetical rheology and ignoring injectivity 
considerations. Therefore, this should be viewed more as a motivation for future 
work rather than a definite proof of thickening flooding potential as a new EOR 
technique.  
Capturing small-scale heterogeneities. Shear-thinning sweep 
impairment was found to be mainly due to an overall reduction in viscosity with 
local viscosity variations having less impact. This, however, depends on how well 
small-scale heterogeneities are captured in the geological models and 
simulations. Thus, local viscosity variations (i.e. velocity exacerbation) might 
play a more significant role in reality.  
  
 242  
 Chapter 7: Final Remarks 
Segregated-flow for variation-polymer flooding. Variation flooding is 
any polymer flood where different concentrations are injected through time or 
location. Examples are tapered slug injection (Lake, 1989) and multi-molecular-
weight flooding (Xiaoqin et al., 2008). Our segregation method relies on a non-
mixing assumption. That is we assume linear viscosity concentration 
dependence, although most polymer solutions exhibit a non-linear dependence. 
Nonetheless, as long as concentration variations within the simulator is due to 
artificial spreading the consequence of a non-mixing assumption is actually 
physical; but for cases where variations is also due to injection conditions, the use 
of a linear viscosity-concentration dependence is no longer physical and could 
yield erroneous results.  
Segregation extension to gas injection processes. A major limitation to 
the utility and potential of the suggested segregation/limited-flash extension for 
gas injection is the use of empirical mixing exponents that are dependent on 
numerical Peclet numbers.  
7.3 Future Directions 
Modelling degradation due to strain. Modelling shear-history effects seems 
to be a genuinely interesting and stimulating problem. The question is how to 
account for shear-history. One possibility is the use of a set of tracers along the 
polymer injection period. Each tracer is viewed as a lumped polymer patch with 
an average shear-history.  
Modelling inaccessible pore-volume (IPV) effects. Another phenomena 
that might be less significant but interesting is IPV. The main question is how to 
account for such effect: whether the IPV should be flooded by a viscosified 
aqueous phase.  
Modelling degradation due to salinity. Modelling salinity effects is not 
interesting as the above mechanisms but it is needed to investigate the 
significance and design of water preflushes.  
The potential of tailoring shear-thinning floods for channelling 
reduction. Opposed to the investigated shear-thinning velocity exacerbation 
effects, theoretically at least, we might be able to tailor a shear-thinning flood 
such that channelling is reduced not increased. This novel concept relies on the 
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in-situ shift of rheology and its dependence on lithology. Recall that in-situ 
rheology is shifted to the left compared to bulk rheology. Due to tortuosity, flow 
in porous media exhibits higher shear effects (lower viscosities) compared to flow 
in bulk. The higher the tortuosity the higher the thinning effects and vice versa. 
Therefore, for cases were heterogeneities are due to lithological variations we 
might be able to capitalise on this in-situ shift to reduce channelling (Figure 
7.1). For instance, in a fractured system, assuming fractures to be slightly 
tortuous then rheology within would reflect bulk rheology while matrix rheology 
would be shifted to the left. Thus, through proper injection design mainly 
injection along the thinning regime, we might be able to increase viscosity within 
the fractures but reduce viscosity in the matrix—hence moderating the velocity 
contrast. 
 
 
Figure 7.1 The concept of tailoring shear-thinning floods to reduce channelling. Capitalising on 
the in-situ shift of rheology, which is lithology (tortuosity) dependent, an in depth diversion and 
channelling reduction might be achieved through injection across the bounded region. For 
example, for a fractured reservoir, if fractures were less tortuous then rheology within would 
reflect bulk rheology while matrix rheology would be shifted to the left. Thus, through proper 
injection – mainly injection along the thinning regime – we might be able to increase viscosity 
within the fractures but reduce viscosity in the matrix, hence moderating the velocity contrast. 
The empirical nature of segregation mixing exponents. The proposed 
extension of segregated-flow to gas injection processes relies on an empirical 
mixing exponent. More work needs to be done to explore the nature of the mixing 
exponent in terms of its dependence on injection and initial conditions as well as 
phase behaviour. This understanding is important to further illustrate the utility 
of the approach for more complex gas injection problems. 
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Departure of optimal concentration under uncertainty. In this work, 
we quantified the impact of uncertainty on the optimal design. This was done 
through identifying factors that could shift the optimal design. We could gain 
better understanding of polymer flooding design sensitivity through determining 
the departure of optimal concentration due to uncertainty in the various input 
parameters (fluid and reservoir description as well as operating conditions). 
7.4 Concluding Remarks  
EOR, despite its maturity, is not yet in full spate. First, EOR – although being 
proven viable to recover incremental oil – is still considered a last resort. 
Arguably understandable, why perform EOR while simple, well understood and 
already in-place waterflooding is still capable of producing oil. In the last 
chapter, focusing on polymer flooding design, we investigated the use of polymer 
flooding for low viscosity oil reservoirs with oil-wet based relative permeabilities 
– which is the case for Saudi oilfields. There, we concluded not only that polymer 
flooding could yield incremental recoveries compared to waterflooding but also 
that early initiation of polymer floods would be much more beneficial in terms of 
both profitability and ultimate recovery. This consequently calls for questioning 
the traditional convention of EOR implementation later in tertiary mode, once 
waterflooding becomes uneconomical. For Saudi oilfields, whether delayed or 
prompt, although the latter being more beneficial, polymer flooding still requires 
additional research both to identify polymers that could withstand the typical 
high salinities and temperatures as well as to assure the compatibility of those 
polymer with the reservoir rocks.  
Second, EOR – despite the large number of research undertaken – has been 
focused on a small variant of processes. For water-based methods, it is basically 
polymer and surfactant flooding. With the growing advancement in other fields of 
science, it is innate to envision the possibility of specifically designing brines to 
achieve any desired effect. Jones, theoretically, illustrated the benefit of using a 
shear-thickening agent in 1980; since then, this option has not been investigated. 
In this work, through various simulations, we illustrated the possible benefit of 
using a shear-thickening water to counteract poor sweep due to heterogeneity. 
Shear-thickening fluids are just one class among a wide spectrum of complex 
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fluids that might prove beneficial. In addition to the field of complex fluids, 
nanotechnology might offer new solutions. 
Therefore and in conclusion, reaping the full potential of EOR relies on both 
an industrial commitment to test and deploy processes and an academial 
keenness to broaden research perspective.  
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A. Reexamination of Xanthan Bulk Rheology   
The main purpose of this reexamination was to investigate and understand the 
necessary inputs for modelling polymers bulk shear-thinning behaviour at a 
spectrum of polymer concentrations. Recall that we use a modified Ellis model 
(Eqs. 3.21 and 3.26) to define the rheology of a thinning polymer, such that 
 
€ 
µ(σ ) −µw
µzero −µw
= 1+ σ σm,TH( )
1
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 ( 8.1 ) 
Using the above model, a set of four inputs is necessary (upper Newtonian 
viscosity: µzero , lower Newtonian viscosity: µ∞, midpoint shear stress: σm and a 
thinning exponent: η). The main question, then, is whether these variables are 
functions of polymer concentration (Cp) and, if so, how they vary. This knowledge 
is necessary, at least, to model the injection of different polymer concentrations. 
A.1 Polymer Concentration Effects 
We focused on concentration effects on the various parameters defining the non-
Newtonian behaviour. Using a simple Carreau model  
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( 8.2 ) 
those parameters similarly are µzero, µ∞, η, however instead of σm a Carreau model 
uses a critical shear rate (γcr). To investigate the dependence of these variables on 
Cp, a simple Carreau model was fitted to experimental data from the literature 
(Cannella et al., 1988; Fletcher et al., 1991; Hejri et al., 1991; Helmreich et al., 
1995; Lange and Huh, 1994; Rodd et al., 2000; Stokke et al., 1992). As shown in 
Figure 8.1, almost all experimental bulk rheologies were matched through a 
simple Carreau model where the only functions of Cp are µzero and γcr. Thus, to 
model polymer flooding only µzero and γcr need to be defined/input as a function of 
Cp. The reminder of this section will further comment on each of the four Carreau 
parameters. 
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 (a)     (b)  
       
(c)      (d)     
       
(e)      (f)          
  
(g)  
Figure 8.1 Fitting bulk rheology from the literature with a simple Carreau model. All the data 
where fitted with a fixed shear exponent as function of polymer concentration. (a) Rodd et al. 
(2000), (b) Stoke et al. (1992), (c) Hejri et al. (1991), (d) Lange and Huh (1994), (e) Cannella et 
al. (1988), (f), Helmreich et al. (1995) and (g) Fletcher et al. (1991).  
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A.1.1 Upper Newtonian Viscosity (µzero) 
First, note that not all experimental data reached a unique zero shear viscosity. 
The only experiments where upper plateaus were reached are those conducted by 
Cannella et al. (1988), Fletcher et al. (1991), Lange and Huh (1994). Based on 
these data, Figure 8.2 presents the effect of concentration on upper-viscosity. 
First, accounting for the solution viscosity (at Cp = 0), the data would suggest the 
presence of an exponential dependency between µzero and Cp with an intercept 
equal to the solvent viscosity. A second option is the use of two power-law curves. 
According to Stokke et al. (1992), the low slope one at low polymer concentration 
represents the dilute regime and the higher slope curve represents the semi 
dilute regime. In addition, the intersection will give the overlap concentration 
where the transition takes place (Stokke et al., 1992). Worth noting is that the 
2nd power curve has a log-log slope of 2.28 which matches very well with the 2.3 
slope suggested by Stokke et al. (1992).  
 
Figure 8.2 Upper Newtonian viscosity as a function of polymer concentration based on 
xanthan rheologies measured by Lange and Huh (1994), Fletcher et al. (1991) and Cannella et 
al. (1988). The data suggest a power-low dependence. As suggested by Stokke et al. (1992), 
we have two power law curves intercepting at the overlap concentration (~ 200 ppm for 
xanthan). Otherwise, taking the solution viscosity (i.e. at zero concentration) into account the 
data would suggest an exponential relation. 
Thus, the data suggest a polymer multiplier (P)  
 
€ 
P = µzero
µsolvent
 ( 8.3 ) 
will need to be defined with an exponential relation as a function of Cp or through 
the more common Huggin Flory Equation (Lake, 1989) 
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€ 
µzero = µw + µw A1Cp + A2Cp2 + A3Cp3( )  ( 8.4 ) 
where A are empirical exponents. 
Nevertheless, recall we adopt a segregation-based (no mixing) approach, 
which assumes that Cp variations in the simulation are due to dilution within a 
gridblock and artificial dispersion. Thereby, the polymer multiplier in the 
simulator is defined linearly (refer to Section 3.1.2) 
 
€ 
µzero = µw P* −1( )Cp +1[ ]  ( 8.5 ) 
where * represents the injection concentration. Then, for modelling polymer 
flooding at different concentration, P* is input honouring the measured viscosity-
concentration dependence. 
 
A.1.2 Lower Newtonian Viscosity (µ∞)  
The effect of this parameter on the bulk rheology is to be seen at very high shear 
rates. However, none of the literature data (refer to Figure 8.1) reaches the 
lower-plateau for different concentrations. Nonetheless, Lee and Brant (2002b) 
results suggest infinite-viscosity being a very weak function of concentration 
(Figure 8.3). Thus, we believe that the assumption of infinite viscosity equating 
the solvent viscosity, as stated by Lopez (2004), is perfectly justified for the 
purpose of polymer flooding. Consequently, in the simulator, infinite viscosity is 
not an input but is simply taken to be the water viscosity—assuming that 
connate water viscosity and injected water viscosities are equal.  
 
Figure 8.3 Week dependency of infinite viscosity on concentration from Lee and Brant (2002b).  
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A.1.3 Critical Shear (γcr) 
Critical shear is the shear rate at which thinning starts (Littmann, 1988). Since 
the Carreau model defines critical shear in terms of the consistency index 
through  
 
€ 
γcr = C µzero( )
1 (1−n )
 ( 8.6 ) 
(Sorbie, 1991), we will look at polymer concentration effect on the consistency 
index (C).  
Figure 8.4 shows the effect of concentration on C for the fitted data sets. 
From this data, note that consistency indices at the same concentration get 
smaller with the pore-size of the filter used in preparing the solution. In other 
words, the bulk rheology shifts upward (i.e. higher critical shear) for smaller-
sized filters. This can be explained based on shorter chains for smaller-sized 
filters. Thus, as the polymer chains get shorter the shear fields required to affect 
alignment gets larger (Lee and Brant, 2002a).  
Therefore, the data suggest that in addition to µzero, γcr also needs to be 
defined/input as a function of Cp.  
 
Figure 8.4 Consistency index dependence on polymer concentration.  
A.1.4 Shear Exponent (η) 
Although several workers suggest a concentration dependent exponent (Auradou 
et al., 2008; Lopez, 2004; Omari et al., 1989; Perrin et al., 2006), almost all the 
data presented in Figure 8.1 shows a constant exponent. All the data show a 
constant exponent for concentrations below 2000 ppm. Among those, only two 
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studies, Helmreich et al. (1995) and Rodd et al. (2000), examined solutions with 
xanthan concentrations above 2000 ppm. Rodd et al. (2000) results suggest that η 
remains constant as concentration goes from 500 to 50,000 ppm. On the other 
hand, Helmreich et al. (1995) data showed a smaller η at a concentration of 6000 
ppm.  
Nevertheless, note that polymer flood surveys suggest that polymers are 
injected at a mean concentration of 340 ppm and a maximum of 3700 ppm (Lake, 
1989). Therefore, given that only one data set suggests a varying exponent above 
a critical concentration which is also higher than the maximum concentration at 
which polymer flooding is carried, a constant exponent should be valid. Finally, 
note that this finding of constant η will prove very handy for inputting shear-
dependency.  
A.2 Normalising Shear-Dependency 
If we opt to use a shear-thinning multiplier (M) table instead of defining an 
empirical model (Eq. 8.1) in the simulator, shear dependency needs to be 
normalised, such that an M factor can be defined for all sets of polymer 
concentrations. From the Carreau equation, we can normalise shear dependency 
for different concentrations by plotting M defined as the dimensional viscosity 
(Eq. 2.4) versus γ/γcr. For instance, Fletcher et al. (1991) data can be reduced to 
one curve as shown in Figure 8.5. The ability to reduce the data to one curve is 
due to the previous finding that η does not vary with polymer concentration.  
  
Figure 8.5 Normalising bulk rheology. Bulk rheology (left) for 1, 0.7 and 0.5 kg/m3 xanthan 
solutions from Fletcher et al. (1991) normalised (right) into a single curve.  
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Actually, while using shear rates could reduce polymer rheology into a single 
M(γ/γc) curve (Figure 8.5) – using shear stresses the rheology is reduced into a 
single M(σ) curve, as shown in Figure 8.6. This is probably since critical stress 
(σcr) is function of both µzero and γcr  
 
€ 
σ cr = µzero ⋅γcr  ( 8.7 ) 
and although both µzero and γcr are functions of Cp, µzero is directly while γcr is 
inversely related to Cp which possibly renders σcr independent of Cp. Therefore, in 
the simulation, where we used a modified Ellis model (Eq. 8.1) σm is assumed to 
be independent of polymer concentration.  
    
Figure 8.6 Defining rheologies in term of stresses reduce the inputs needed to model non-
Newtonian rheology. Bulk rheology from Fletcher et al. (1991) shown in Figure 8.5 can be 
reduced into a single curve of M in which the x-axis is absolute stresses instead of normalised 
shear rates (refer to Figure 8.5) 
A.3 Summary: Rheological Inputs 
In summary, to model the thinning rheology of polymers we use a modified Ellis 
model (Eq. 8.1). With that, three inputs are needed (P*, η and σm); of which only 
P* – representing the ratio between polymer upper Newtonian viscosity and 
water viscosity – is a function of polymer concentration. Nonetheless, in the 
simulator, we employ a no-mixing assumption, assuming a linear dependence 
(Eq. 8.5).  
   
B. In‐situ Rheology and Shear‐stress Prefactors  
To account for some of the possible deviations between in-situ rheology and that 
input, we introduced four prefactors in the shear stress equation (refer to 
Section 3.1.2(b)).  
 
€ 
σ ijk = Χ ijk ⋅Γijk ⋅K ⋅ Ζ ijk ⋅
kijk
2φijk
∇Pijk  ( 8.8 ) 
Here, we review the reasons for this shift revealing the basis and empirical 
determination of these prefactors. 
B.1 In-Situ Shift (X and Γ) 
Recall from Section 2.1.1(c), to account for in-situ shift of polymers rheology, 
most workers introduce a multiplier α in the apparent shear rate equation, Eq. 
2.7, (Littmann, 1988; Lopez, 2004; Sorbie, 1991). α has been reported to depend 
on both the core and the non-Newtonian fluid properties (Littmann, 1988). In 
other words, α is comprised of two components β and λ, where β is a rock factor 
and λ is a fluid factor (Littmann, 1988).  
B.1.1 The Fluid Factor (λ) 
In terms of λ, two groups of authors give different definitions for lambda 
(Littmann, 1988):  
 
€ 
λ =
3η +1
4η  ( 8.9 ) 
 
€ 
λ =
3η +1
4η
 
 
 
 
 
 
η (η−1)
 ( 8.10 ) 
Network-modelling results (Lopez, 2004) suggest that Eq. 8.10 is the right 
expression for the fluid factor. This is because, in contrast with laboratory work 
where the exponent variation is small – due to the availability of non-Newtonian 
solutions, network modelling can be performed for any shear exponent desired – 
as the governing equations are consistent. Lopez (2004) investigated the 
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drainage of a non-Newtonian phase by a Newtonian phase for two cases: one with 
a typical shear exponent of 0.48 and one with an extreme exponent of 0.01. 
Therefore, if we matched the η=0.48 with an α factor, we should be able to match 
the η=0.01 case since the only difference is the fluid factor (β). So, after obtaining 
α for the η=0.48 case, the α factor for the second case (i.e. η=0.01) should be  
 
€ 
αn=0.01 =αn=0.48 ⋅
λn=0.01
λn=0.48
 ( 8.11 ) 
Then, depending on the way λ is defined the ratio between the two alphas will be 
20.3 and 1.21 for Eqs. 8.9 and 8.10, respectively. Using this, the η=0.01 network 
results at 0.897 saturation were predicted with both equations (Figure 8.7). 
Clearly, Eq. 8.9 results in completely erroneous results, while the second 
equation results are reasonable . Thus, in the simulator Eq. 8.10 will be used. 
Nonetheless, worth noting is the small effect of this factor in polymer 
flooding since the shear exponent is around 0.5; thus, despite the way lambda is 
defined, it ranges from ~ 1 to 1.25.  
 
 
Figure 8.7 Network results from Lopez (2004) compared to λ macroscopic models: Eqs. 8.9 
(blue) and 8.10. 
B.1.2 The Rock Factor (β)  
According to Fletcher et al. (1991) the factor β is a rock factor and is better 
determined via core flooding – through direct comparison between rheologies 
measured in bulk and in-situ. Nonetheless for simulation, to properly model this 
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effect, we need to understand how does this factor vary with rock properties 
(hence from cell-to-cell). Theoretically, this factor is a function of tortuosity as 
shown by Littman (1988) and Sorbie (1991). 
  
€ 
β = τ4 ≈φ
m−1
2  ( 8.12 ) 
While Delshad et al. (2008) suggests β being function of permeability, too, 
data from the literature indicates that β is not a function of permeability but 
tortuosity as suggested theoretically. First, Gogarty’s (1967) laboratory work, 
where apparent viscosity has been measured for a non-Newtonian phase in Berea 
cores, proves β is not a function of rock properties, specifically permeability. This 
is since through matching the in-situ rheology in one core, the in-situ rheology in 
other cores with different permeability and porosity – variation of which was 
small – has been estimated which matched measured rheology very well (Figure 
8.8). Second, using Eq. 8.12 and the value of β suggested by Cannella et al. 
(1988) work in Berea cores, the cementation exponent can be derived to be ~ 1.8, 
which agrees with the 1.72 Berea cementation exponent reported in the 
literature (Tiab and Donaldson, 2004).  
Based on which, in the simulator we assume that β is function of tortuosity; 
thus, a single β factor as an input is sufficient for permeability based 
heterogeneity (i.e. porosity constant). However, for cases with large variations in 
porosity or lithology, Eq. 8.12 needs to be used to define β with a single or 
multiple cementation factors, respectively.  
       
Figure 8.8 Matching Gogarty (1967) in-situ rheology with a single rock factor. Rheology 
measured in the low permeability cores were used to estimate α. Then using the same α, in-situ 
rheologies in the other cores were estimated. The data proves that the rock factor (β) is not a 
function of permeability but rock type (i.e. lithology).  
  
 258  
 Appendix B: In-situ Rheology and Shear-stress Prefactors 
B.1.3 Summary 
To capture in-situ rheology, two options are provided in the simulator. The user 
can input either bulk rheology or in-situ rheology (through inputting ηTH, ηVE, σm-
TH and σm-VE refer to Eq. 3.26). First, if the inputs represent bulk rheology, the 
stress prefactor Γ equals 1 while X represents α. 
 
€ 
X =α = 3n +14n
 
 
 
 
 
 
n−1
n
⋅φ
m−1
2  ( 8.13 ) 
Thus, in this case the user also needs to input a cementation exponent (m).  
On the other hand, if the input rheology represents in-situ rheology, X will 
equal 1 while the Γ factor represents the ratio of the core’s to the cell rock factors. 
 
€ 
Γ =
α
αcore
=
β
βcore
=
φ
φcore
 
 
 
 
 
 
m−1
2
 ( 8.14 ) 
Thus, in this case in addition to m, the porosity of the core at which in-situ 
rheology was measured needs to be input. Note in the case the reservoir has – or 
is assumed to have – constant porosity and in-situ rheology input was – or was 
assumed to be – measured in a representative core (i.e. comparable porosity and 
cementation), Γ will equal 1.  
B.2 Shear Convention (K) 
This factor (K) has to do with the way the apparent shear is defined. Ignoring the 
rock and fluid factor, the question is whether the apparent viscosity is due to 
shearing at the wall  
 
€ 
γwall =
4v
R  ( 8.15 ) 
which is the maximum shear, or due to the average shear 
 
€ 
γavg =
2v
R  ( 8.16 ) 
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Different authors define effective shear differently some based on the wall shear 
others simply based on nothing and hence absorb the convention factor into α. 
We base shear on average shear.  
 
€ 
γavg =
2v
R  ( 8.17 ) 
Compared to which, this factor in the literature goes from 0.5 to √5. For instance, 
Cannella’s et al. (1988) convention factor is 1, while Huang and Sorbie (1992) 
base apparent shear on the shear rate at the wall, hence a convention factor of 2. 
  
€ 
γwall =
4v
R  ( 8.18 ) 
Regardless, this factor is used to correct for the source of in-situ rheology 
data; if input rheology represent bulk rheology, K is not needed (K = 1). However, 
when input rheology represents that measured in-situ then a correction (K) 
might be needed. If in-situ data was reported in terms of Darcy velocity and 
subsequently converted to a viscosity-stress relation using Eq. 3.33, K should be 
input to equal 1. Otherwise, if in-situ data was reported in terms of shear rate or 
stress, K is basically a correction factor that depends on the source of in-situ 
rheology data as explained above.  
B.3 Two-phase Effects (Z) 
To model two-phase effects, the usual technique is to use the bundle of tube (BT) 
model. That is taking the radius to be function of effective permeability and 
effective porosity (Littmann, 1988)  
 
€ 
R= k ⋅ krw φ ⋅ Sw  ( 8.19 ) 
The adequacy of this model is still questionable. According to Littman (1988), 
“There is no literature dealing with two phase flow of non-Newtonian flow… It 
should be the subject of further research in laboratory and theoretically… 
especially with respect to numerical reservoir simulation for polymer flooding.” 
Since then, still not much work has been done in this area to allow a thorough 
evaluation of the BT model adequacy.  
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B.3.1 Pore-network Modelling Results 
Via pore-network modelling, Lopez and Blunt (2004) have shown that the 
displacement efficiency of oil by a polymer would be affected by polymers’ shear-
thinning nature. This, according to them, is due not only to an overall decrease in 
viscosity but also to a change in relative permeability (Lopez and Blunt, 2004). 
Thus, to accurately simulate polymer flooding the simulator needs to capture the 
likely reduction in relative permeability (Lopez and Blunt, 2004). Actually, the 
authors do state that the physical origin of the decrease in relative permeability 
is higher viscosities due to lower shear rates in two-phase flow compared to 
single-phase flow. That is relative permeability does not change and any changes 
is actually due to changes in apparent viscosity 
  
€ 
krw (non −Newt)
krw (Newt)
=
krw (Newt) µw (Sw ≠1)
µw (Sw =1)
krw (Newt)
=
µw (Sw =1)
µw (Sw ≠1)
 ( 8.20 ) 
Thus, the change in displacement efficiency is only due to an overall decrease in 
viscosity and capturing such variation in viscosity – due to changes not only in 
shear but also saturation – is enough to accurately model polymer flooding.  
The main results of the above study (Lopez and Blunt, 2004) are shown in 
Figure 8.9. This complex yet invaluable information can be re-presented in a 
simpler way (based on Eq. 8.15), which is also shown in Figure 8.9. Based on 
which, the data presented simply suggest that in multiphase flow the shear rate 
exhibited is lower than in single-phase flow for a fixed pressure gradient.  
 
(a)   (b)  
Figure 8.9 (a) Single-phase and multiphase non-Newtonian pore-scale modelling results for a 
Berea network (Lopez and Blunt, 2004) and (b) re-presentation of Lopez and Blunt (2004) two-
phase non-Newtonian results. 
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Note that this effect will further exacerbate the velocity contrast, hence the 
need to properly understand and model two-phase effects. For instance, with two 
strata at the same gradient, the one with the higher water saturation will have 
lower viscosity; thus, less injectant will be directed toward the less saturated 
layer.  
Next, we will reproduce Figure 8.9 based on the single-phase rheology 
(shown in blue in Figure 8.9) and the BT shear approximation. This will show 
first the need to reevaluate the bundle of tube shear approximation for 
multiphase flow, as well as the sufficiency of viscosity modification in capturing 
multiphase flow of polymers in porous media—without resorting to relative 
permeability modification. 
To obtain multiphase results using a macroscopic model, we first convert the 
bulk rheology provided in Lopez (2004) from a µ(γ) to µ(σ) determining the shear-
exponent and midpoint stress which fit the bulk rheology given by Lopez (2004). 
We then determine α required to predict Lopez and Blunt (2004) single-phase 
rheology, where viscosity is estimated through Eq. 8.1 and shear stress is 
estimated using 
 
€ 
σ =α
k
2φ∇Pijk  ( 8.21 ) 
Thereafter, to obtain multiphase results, viscosities are estimated using Eq. 8.1 
with the same rheology and α but including two-phase effects (Z). 
 
€ 
σ = Ζ ⋅α
k
2φ∇P  ( 8.22 ) 
Note, here, we still use a pressure-based model as suggested by Lopez and Blunt 
(2004), the only difference though is the question of how to account for saturation 
effects on the hydraulic radius. 
(a) The Bundle Model. The result with the BT model (
€ 
Ζ = krw Sw ) is shown in 
Figure 8.10. Note that the overall trend matches; nevertheless, the multiphase 
shear is underestimated. The reason this model does not match the pore-network 
results has to do with the inadequacy of the bundle of tube model in estimating 
the flow radius. That is the model does not accurately capture the wetting phase 
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(water in this case) retreat into smaller and smaller pores as the water 
saturation decreases.  
 
Figure 8.10 The Bundle of tube model compared to the pore-network results. The figure 
illustrates the inadequacy of the bundle model since it underestimates multiphase shear.  
(b) Two-phase Factor (Z). Therefore, given the uncertainty in modelling two-
phase effects and to allow some flexibility, a two-phase factor (Z) is defined in the 
simulator such that 
 
€ 
R2Φ = Z ⋅ R1Φ  ( 8.23 ) 
In this way, Z can be chosen to account for the various possibilities; for instance, 
with Z being 
€ 
krw Sw  we will recover the original BT model. With that, the user 
can choose between five options 
 
€ 
Z =
krw Sw BT :Bundle Tubes
krw (Sw − Swir ) BE :Bundle Effective
Sw ST : Single Tube
Sw − Swir( ) 1− Swir( ) SE : Single Effective
1 IT : Ignore Multiphase
 
 
 
  
 
 
 
 
 ( 8.24 ) 
Using Lopez and Blunt results, we can actually estimate this Z factor for the 
Berea network by fitting the data (Figure 8.11). Figure 8.12 plots the estimated 
Z function for this Berea sand along some possible two-phase models. Note that 
the best overall fit is obtained with the effective single tube model (SE, refer to 
Eq. 8.24).  
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Figure 8.11 Fitting zeta to Lopez and Blunt (2004) results. 
 
Figure 8.12 Berea two-phase factor (Z) based on pore-network modelling results (red) 
compared with possible models. The single tube model and 2.5-Archie-based model – i.e. 
€ 
Z = krw Sw2.5  – present the best overall fit, while the bundle-of-tubes model (BT) 
underestimates Z. The two-phase factor obtained through fitting pore-network results of non-
Newtonian flow are in good agreement with that estimated from capillary pressure curves . 
B.3.2 Summary 
The purpose of this section is not to illustrate the correctness of the Effective 
Single Tube model for calculating two-phase effects on the hydraulic radius. 
Rather, this section merely serves to (1) propose that through proper definition of 
two-phase effects we could eliminate the need to modify relative permeabilities 
due to non-Newtonian effects and (2) illustrate the inadequacy of the bundle of 
tube model for this Berea case. Determining the best way to define Z requires 
much more work especially in the lab. Anyway with the available information, 
the simulator is designed to have five options for Z (refer to Eq. 8.24), one of 
which allows ignoring such effects in the first place.  
   
C. Shear Stresses/Rates in Multiphase Flow 
As noted in Section 3.4.1, the basis for using a pressure-based rheological 
representation, is two-phase non-Newtonian pore-network modelling results 
presented by Lopez and Blunt (2004). They concluded that to correctly predict 
non-Newtonian displacement in two-phase flow – using an apparent single-phase 
viscosity and Newtonian relative permeabilities – the non-Newtonian rheology 
should be taken as that occurring in single-phase at the same pressure gradient 
not that occurring in single-phase flow at the same flow rate.  
In this part of the appendix, we reexamine those pore-network results to 
illustrate the basis for using a pressure-based model (Eq. 3.27). In addition, we 
examine multiphase laboratory results reported in the literature to validate the 
correctness of the proposed model, if possible. 
C.1 Pore Network Modelling Results 
Some of Lopez and Blunt (2004) network results were earlier presented in 
Appendix B.3.1. There, we used a pressure-based model but focused on 
capturing two-phase effects on the hydraulic radius. In this section, we illustrate 
the discrepancy between using pressure and velocity-based models in 
determining effective non-Newtonian viscosities in multiphase flow. 
We focus on non-Newtonian viscosities predicted by Lopez and Blunt (2004) 
for the high and low water saturations, with high saturation being at fully 
saturated conditions. As illustrated in Figure 8.13, if we ignore two-phase 
effects (i.e. Z =1), then, while a pressure-based model would overestimate 
thinning effects, a velocity-based model would underestimate thinning effects 
(i.e. overestimate viscosity). Nevertheless, with a bundle model, the proposed 
pressure-based model yields very reasonable predictions, while the velocity-based 
model (commonly implemented in simulators) would significantly underpredict 
thinning effects.  
Therefore, the results – as suggested by Lopez and Blunt (2004) – illustrate 
that viscosities for multiphase flow should be taken at the same pressure 
gradient not the same water velocity; otherwise, we run the risk of substantially 
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overestimating viscosities—hence, stability and sweep. In addition, the results 
illustrate that although a bundle of tubes model might not be completely 
adequate to capture multiphase effects on the hydraulic radius (refer to 
Appendix B and Figure 8.10), it provides better predictions than are achieved 
by completely ignoring two-phase effects on the hydraulic radius. 
 
Figure 8.13 The basis for using a pressure-based rheological representation (Eq. 3.27) as 
opposed to the more common velocity-based representation (Eq. 3.43). Lopez and Blunt 
(2004) pore-network modelling (PNM) results (lines) in terms of apparent viscosity at fully 
saturated conditions (blue) and at 0.295 saturation (orange). Compared with PNM results, while 
a velocity-based model (blue dots) with – hollow dots – or ignoring two-phase effects – solid 
dots – would overpredict non-Newtonian viscosities, a pressure-based model (red dots) with a 
bundle model to account for two-phase effects – hollow dots – yield a very reasonable match 
to PNM results.  
C.2 Multiphase Laboratory Results 
Most non-Newtonian corefloods focused on correlating in-situ rheology – at fully 
saturated conditions – with bulk rheologies measured in a viscometer. Thus, the 
use of a pressure-based as opposed to the current velocity-based rheological 
representation is not fully supported by carefully controlled experimental work. 
Still, two studies – by Cannella et al. (1988) and Fletcher et al. (1991) – did 
measure non-Newtonian rheology at residual oil conditions (Figure 8.14). The 
results of Cannella et al. (1988) support a traditional velocity-based rheological 
representation while those of Fletcher et al. (1991) support the proposed 
pressure-based rheological representation and agree with the earlier pore-
network modelling results. 
Cannella et al. (1988) performed two floods at residual oil (So = 0.288 and 
0.198) in addition to single-phase floods and bulk viscometry. Comparing bulk 
and in-situ rheologies, they showed that using some transposition factor (similar 
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to α refer to Section 2.1.1(c)), the in-situ rheologies measured would fall along 
the rheology measured in a viscometer. Among the points are those measured at 
residual oil. To estimate shear rates at residual oil conditions, Cannella et al. 
used a velocity-based model with typical effective permeability and saturation 
definitions. Recall that in terms of shear estimation, the main difference between 
a pressure and a velocity-based expression is relative permeability (refer to 
Table 3.3); thus, actually, only one (i.e. So = 0.288 and k = 52 mD) of the two 
residual oil Cannella et al. floods is useful. This is since the effective permeability 
for the other flood (So = 0.198) was 260 mD, which is comparable to the reported 
264 mD single-phase permeability. 
The second study was that conducted by Fletcher et al. (1991) in which they 
measured xanthan bulk and in-situ rheologies at both zero and residual oil 
saturations for two core materials: Calshach and Brent. They noted higher 
thinning effects due to the presence of residual oil—higher than were predicted 
by simple relative permeability arguments. These higher thinning effects by 
itself cannot be predicted through a velocity-based model; in addition, fitting the 
data – as illustrated also in Figure 8.14 – produces results which indicate that 
using a velocity-based model would overestimate rheology in two-phase flow, 
while using a pressure-based model would reasonably match two-phase rheology.  
    
(a)    (b)  
Figure 8.14 Polymer rheology experimentally measured in two-phase flow from Cannella et al. 
(1988): left and Fletcher et al. (1991): right. (a) Cannella et al. (1988) using a velocity-based 
model with typical effective porosity and permeability definitions showed single and two-phase 
results to fall along the same line. (b) Fletcher et al. (1991) reported rheology measured at 
residual oil saturation as well as those measured in bulk and in-situ in single-phase. As noted by 
them, the results suggest higher thinning effects in two-phase (which agree with pore-network 
results). Furthermore, using a bundle model with velocity-based representation overestimates 
viscosity, while using a pressure-based representation with or without a bundle model match 
two-phase rheology reasonably well.  
   
D. Calculation of Gridblock Shear Stresses  
The shear stress is based on the average stress exhibited at the centre of a 
circular tube.  
 
€ 
σ ijk =σ ijk =
Rijk
4 ∇P
ijk  ( 8.25 ) 
The question is what pressure gradient shall be substituted in the above 
equation. First, pressures are cell-centred. Hence, some interpolation technique 
needs to be implemented to determine the gradient within a cell. Let us assume 
we have such a method and that the face-pressures are determined; then, for 1D 
we simply substitute the gradient into the stress equation. For 3D, we have a 
pressure gradient in each direction. Thus, we need to substitute some average 
gradient into the equation. This gradient is a flow-based gradient. In other 
words, it is the gradient that will result in the same total flow in the same 
direction for a passive tracer (i.e. krw=1 and µw=1). 
 
€ 
∇Pijk = q 
ijk
k ijk
 ( 8.26 ) 
To determine the effective pressure gradient for each cell, we need to determine 
the resultant Darcy velocity (
€ 
q ) as well as the directional permeability (
€ 
k ) for 
anisotropic cases. 
First, the resultant velocity, is given by 
 
€ 
q ijk = qxijk
2
+ qyijk
2
+ qzijk
2
 ( 8.27 ) 
Note these velocities are not the face velocities but those within the cell. The cell 
velocity in the x-direction is 
 
€ 
qx−ijk =
kxijk Pi+1/ 2, j ,k −Pi−1/ 2, j ,k( )
Δx ijk
 ( 8.28 ) 
Similarly, the cell-velocities in the other directions can be obtained. If we defined 
the driving pressure in the x-direction as  
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€ 
ΔPxijk = Pi+1/ 2, j ,k −Pi−1/ 2, j ,k  ( 8.29 ) 
then, the x-velocity would be 
 
€ 
qxijk =
kxijkΔPxijk
Δx ijk
 ( 8.30 ) 
Since the face velocities is given by the equations below 
 
€ 
Pi+1/ 2, j ,k −Pijk = q
−i+1/ 2, j ,k
kxijk
Δx ijk
2  ( 8.31 ) 
 
€ 
Pijk −Pi−1/ 2, j ,k = qx
i−1/ 2, j ,k
kxijk
Δx ijk
2  ( 8.32 ) 
the driving pressure can be written in terms of the face velocities as  
 
€ 
ΔPx−ijk =
Δx ijk
2kxijk
(qxi−1/ 2, j ,k + qxi+1/ 2, j ,k )  ( 8.33 ) 
where the face velocities in terms of the central pressures are  
 
€ 
qxijk =
Pxi+1, j ,k −Pxijk
Δx ijk 2 1
kxi+1, j ,k
+
1
kxijk
 
 
 
 
 
 
 ( 8.34 ) 
 
€ 
qxi−1/ 2, j ,k =
Pijk −Pi−1, j ,k
Δxxijk 2 1kxijk
+
1
kxi−1, j ,k
 
 
 
 
 
 
 ( 8.35 ) 
Thus, the driving pressure can be written as  
 
€ 
ΔPxijk =
1
kxijk
Pi+1, j ,k −Pijk
1
kxi+1, j ,k
+
1
kxijk
+
Pijk −Pijk
1
kxijk
+
1
kxi−1 jk
 
 
 
 
 
 
 
 
 
 
 
 
 ( 8.36 ) 
Calling the term in brackets omega 
 
€ 
ωx−ijk =
Pi+1, j ,k −Pijk
1
kxi+1, j ,k
+
1
kxijk
+
Pijk −Pi−1, j ,k
1
kxijk
+
1
kxi−1, j ,k
 
 
 
 
 
 
 
 
 
 
 
 
 ( 8.37 ) 
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The driving pressure in the x-direction would be 
 
€ 
ΔPxijk =
ωx
ijk
kxijk
 ( 8.38 ) 
Hence, the x-direction velocity would be  
 
€ 
qxijk =
ωx
ijk
Δx ijk
 ( 8.39 ) 
Then, with a similar treatment the expressions for omega in the y and z direction 
are  
 
€ 
ωy−ijk =
P j+1 −P j
1
kyj+1
+
1
kyj
+
P j −P j−1
1
kyj
+
1
kyj−1
 
 
 
 
 
 
 
 
 
 
 
 
 ( 8.40 ) 
 
€ 
ωz−ijk =
Pk+1 −Pk
1
kzk+1
+
1
kzk
+
Pk −Pk−1
1
kzk
+
1
kzk−1
 
 
 
 
 
 
 
 
 
 
 
 
 ( 8.41 ) 
Note the non-varying subscripts were dropped for simplification. Therefore, the 
resultant Darcy velocity named resultant omega will be  
 
€ 
u ijk =ω ijk = ωx
ijk
Δx ijk
 
 
 
 
 
 
2
+
ωy
ijk
Δy ijk
 
 
 
 
 
 
 
 
2
+
ωz
ijk
Δz ijk
 
 
  
 
 
  
2
 ( 8.42 ) 
Consequently, the average pressure gradient to be substituted in the shear stress 
equation is  
 
€ 
∇Pijk = ω 
ijk
k ijk
 ( 8.43 ) 
Having found the cell average pressure gradient, the remaining task is to 
substitute it as well as the hydraulic radius in the shear stress equation. 
Substituting the cell average pressure gradient: 
 
€ 
σ ijk =
Rijk
4
ω ijk
k ijk
 ( 8.44 ) 
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Ignoring two-phase effect on the radius, the radius would be given by the 
bundle of tubes model  
 
€ 
Rijk = 8k 
ijk
φ ijk
 ( 8.45 ) 
Consequently, the shear stress would be 
 
€ 
σ ijk =
8 ⋅ω ijk
4 k ijkφ ijk
 ( 8.46 ) 
Therefore, for an isotropic media the grid-stresses can be determined with Eqs. 
8.37, 8.40, 8.41, 8.42 and 8.46.  
For an anisotropic medium, the permeability in the flow direction ( ) needs 
also to be determined. Based on the equation of an ellipsoid in spherical 
coordinates (Weisstein, 2011): 
 
€ 
r 2 ⋅ cos
2θ sin2φ
a2
+
sin2θ sin2φ
b2
+
cos2φ
c2
 
 
 
 
 
 =1 ( 8.47 ) 
where a, b and c are the length of the ellipsoid semi-axes (equivalent to kx, ky and 
kz) and r is the radial distance (equivalent to ) while θ and φ are the azimuthal 
and polar angles, respectively (refer to Figure 8.15), the directional permeability 
for an isotropic media is 
 
€ 
k ijk = ωx
ijk
ω ijkΔx ijkkxijk
 
 
 
 
 
 
2
+
ωy
ijk
ω ijkΔy ijkkyijk
 
 
 
 
 
 
 
 
2
+
ωz
ijk
ω ijkΔz ijkkzijk
 
 
  
 
 
  
2 
 
 
 
 
 
 
 
−12
 ( 8.48 ) 
Finally, we multiply by the stress prefactors (refer to Section 3.1.4(c) and 
Appendix B)  
 
€ 
σ ijk = K ⋅Z ijk X ijkΓ ijk 8 ⋅ω 
ijk
4 k ijkφ ijk
 ( 8.49 )  
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Figure 8.15 Schematic illustration of an ellipsoid and spherical coordinates and the subsequent 
determination of a flow direction with a gridblock. 
   
E. Streamline‐based Low‐Salinity Simulation   
E.1 Simulator Extension 
The method implemented can be subdivided into three major steps: solving for 
solute mass balance, modelling residual oil reduction, and modelling relative 
permeability modification. Note that we assumed capillary effects are negligible.  
E.1.1 Solving for Solute Mass Balance  
This step is analogous to solving polymer mass balance (for details refer to 
Section 3.1.1).  
E.1.2 Modelling Residual Oil Reduction 
The approach for modelling low salinity effects on Sor is similar to that adopted 
by Jerauld et al. (2008). We assume linear dependence of residual oil on solute 
concentration  
 
€ 
Sor (C) = Sor −C ⋅ (Sor − Sor* )  ( 8.50 ) 
where C is the solute concentration and * indicates the input reduced residual 
oil. In addition, with Sor reduction, we assume the normalised relative 
permeability curves do not change. The relative permeabilities are read from the 
same kr-tables at an equivalent saturation 
 
€ 
Sw−eq = (Sw − Swir ) ⋅
1− Sor − Swir
1− Sor (C) − Swir
+ Swir  ( 8.51 ) 
Finally, the user has the option of defining an accompanying Swir reduction. 
The reduction is assumed to have a similar magnitude as the Sor reduction. 
 
€ 
Swir (C) = Swir −C ⋅ (
Sor*
Sor
Swir − Swir )  ( 8.52 ) 
The equivalent saturation becomes 
 
€ 
Sw−eq = (Sw − Swir (C)) ⋅
1− Sor − Swir
1− Sor (C) − Swir (C)
+ Swir  ( 8.53 ) 
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E.1.3 Modelling Relative Permeability Modification 
Instead of inputting a second set of relative permeabilities, we define a set of two 
relative permeability modifiers for each phase. The first is the ratio (r) of end 
point relative permeabilities 
 
€ 
krje* = rj ⋅ krj  ( 8.54 ) 
where * indicates the modified relative permeability, e is the endpoint and j is 
the phase index. The second is modifiers (m) to the concavity of the curves – that 
is the saturation exponents (n):  
 
€ 
nw* = nw (1+mw )  ( 8.55 ) 
 
€ 
no* = no(1−mo)  ( 8.56 ) 
defined such that if positive displacement is more favourable. Then, the new 
relative permeabilities at a given concentration are given by 
 
€ 
krj* = krj ⋅ Rj  ( 8.57 ) 
where Ro and Rw – which are analogous to P in the polymer extension – are given 
by  
 
€ 
Ro =
kro−mo kroe*
kroe−mo+1
−1
 
 
  
 
 
  ⋅Cm +1  ( 8.58 ) 
 
€ 
Rw =
krwnw krwe*
krwenw +1
−1
 
 
  
 
 
  ⋅Cm +1 ( 8.59 ) 
E.2 Simulator Validation 
The results are presented for two processes in terms of solute effects. The first 
process involved only Sor reduction (S: surfactant) and the second involved both 
Sor reduction and relative permeability modification (L: low salinity). The input 
parameters are shown in Table 8.1. 
Figure 8.16 and Figure 8.17 show successful comparisons of analytical and 
numerical results for horizontal and vertical flooding, as well as flooding with 
adsorption.  
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Table 8.1 Input parameters for one-dimensional low-salinity validation runs.  
Waterflooding parameters 
Oil viscosity , µo : 10 mPa.s 
Water viscosity , µw : 1 mPa.s 
Corey water exponent , nw : 3   
Corey oil exponent  , no : 2  
Irreducible water saturation , Swir : 0.2  
Residual oil saturation , Sor : 0.2  
Initial water saturation , Swi : 0.2  
Endpoint water relative permeability , krwe : 0.4  
Endpoint oil relative permeability , kroe : 1.0  
Polymer flooding parameters 
Polymer viscosity , µ*zero : 20 mPa.s 
Rheology , µ(σ) : Newtonian  
Low-salinity flooding parameters 
Reduced residual , Sor* : 0.05  
Modified water endpoint , krwe* : 0.1  
Surfactant flooding parameters 
Reduced residual saturation , Sor* : 0.05  
Simulation Parameters 
Grid , Nx : 1000 cells 
Time step , Δt : 0.0125 PV 
 
     
    
Figure 8.16 Water saturation and solute concentration profiles at 0.25 PV injected from 
simulation against analytical solutions for surfactant flooding (SF) and low-salinity polymer 
flooding (LPF). A good match is obtained.  
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Figure 8.17 Gravitational (left) and adsorption (right) effects on water saturation profiles at 0.25 
PV for surfactant polymer (SP) flooding. (a) For downdip injection (blue), we observe the effect 
of faster water propagation compared to the horizontal flood. (b) With adsorption, the trailing 
shock is retarded when both the surfactant and polymer adsorb at the same level; if only one 
of the two solutes adsorbs, the trailing shock decomposes into two shocks.  
   
F. Streamline‐based Compositional Simulation 
F.1 Simulator Extension 
The simulator was extended to compositional displacement involving 3-
components and two-phases with phase behaviours that can be described by 
constant K values. In brief, the modifications are: 
F.1.1 Flash Calculations 
A flash module was written where given the components concentrations, the gas 
phase saturation is returned. The module checks if the composition is in the two-
phase region (oil and gas present) first; that is when both conditions below are 
satisfied (Danesh, 1998; McCain, 1990)  
 
€ 
zc Kc
c=1
C
∑ >1  ( 8.60 ) 
 
€ 
zc ⋅Kc
c=1
C
∑ >1 ( 8.61 ) 
where c refers to the components, C is the total number of components and K is 
the equilibrium constant. Otherwise, if only Eq. 8.60 is satisfied we are in the 
liquid (oil) region (i.e. Sg = 0), while if only Eq. 8.61 is satisfied, we are in the 
vapour (gas) region (i.e. Sg = 1). 
If in the two-phase region, the saturation ± 0.0005 is estimated. The method 
used is a simple march-search procedure where the saturation – to the 3rd 
significant figure is returned – minimising the error defined as: 
 
€ 
Ε = xc
c=1
C
∑ − yc
c=1
C
∑ = zc1+ Sg ⋅ (Kc −1)c=1
C
∑ − zc1+ (1− Sg) ⋅ (1 Kc −1)c=1
C
∑  ( 8.62 ) 
This is done in three loops starting at zero gas saturation with saturation 
increments of 0.1, 0.01 and 0.001, respectively. We find the gas saturation that 
minimises the error – E – (Eq. 8.62). For instance, let us assume the gas 
saturation should be 0.423. We start by calculating E assuming Sg = 0, then we 
start incrementing Sg by 0.1 and calculating E until E increases (for the example 
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E should increase at an Sg of 0.5). We then reset the saturation by two 
increments – i.e. 0.2 – (for the example this mean we will have an Sg of 0.3). 
Thereafter, we perform the same process with an increment of 0.01 (for the 
example E will increase at an Sg of 0.43 and will be reset by Sg two increments to 
0.41). Finally, we perform the same process with an increment of 0.001 but this 
time we reset the saturation by one increment which will be the final solution 
(for the example E will increase at 0.424 and after resetting by one increment the 
final Sg will be 0.423).  
F.1.2 Solving Component Mass Balance 
The mass balance for two components is solved and their total concentration are 
traced and saved  
 
€ 
zci,n+1 = zci,n −
dt
Δτ
⋅ xci,n (1− fgi,n ) + yci,n fgi,n − xci−1,n (1− fgi−1,n ) − yci−1,n fgi−1,n( ) ( 8.63 ) 
where i is a cell identifier along the discretised streamline, n is the time level, f is 
the fractional flow, x is the liquid fraction and y is the vapour fraction. Note the 
vapour and liquid fractions for the two components are calculated in the mass 
balance routines but not traced or saved. 
 
€ 
xc =
zc
1+ Sg ⋅ (Kc −1)
 ( 8.64 ) 
 
€ 
yc =
zc
1+ (1− Sg) ⋅ (1 Kc −1)
 ( 8.65 ) 
F.1.3 Determining Saturation 
At the beginning of each timestep, a flash calculation is performed such that the 
correct saturations are used in building the pressure matrices. At the end of each 
timestep, a flash calculation is performed to output saturation for each gridblock. 
Along the streamlines, at each incremental timestep, a flash calculation is 
performed to correctly compute fractional flows at each node.  
F.2 Simulator Validation 
First, the flash module was tested at different initial compositions before any 
displacement takes place. Second, the simulator was validated against results in 
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the literature (Jessen et al., 2004), for details on the investigated system and the 
input refer to Section 5.4.2(b). Figure 8.18 shows the validation results. The 
results show good agreement. Note our results are those obtained at 0.5 PV 
injected.  
       
   
Figure 8.18 Validation of the compositional streamline simulator. Saturation and concentration 
profiles from Jessen et al. (2004) (left) and our simulator (right). A good agreement to Jessen et 
al. simulations is suggested with 20, 100 and 1000 gridblocks. The fine grid also reasonably 
matches the analytical solution obtained by Jessen et al. (2004). 
   
G. Improvements to the In‐house Simulator  
Three minor improvements have been added to the in-house streamline 
simulator: (1) we added an auto-rate option for injectors to honour a predefined 
limiting BHP constraint; (2) we redefined the injection pseudo-node saturation; 
and (3) we re-programmed the algorithm for relative-permeability interpolation. 
G.1 Injectors Auto-rate Option 
In polymer flooding, injectivity could be a major constraint on the process given 
that a significantly more viscous fluid might be injected. We therefore deemed it 
necessary to have the option of defining a limiting BHP constraint on injectors – 
which is taken as the actual limit less some safety factor – along which an auto 
rate incremental reduction is defined as an input. With that, if in a given 
timestep an injector BHP exceeds the input constraint, its injection rate will be 
reduced for the following timesteps. For example, Figure 8.19 shows the results 
for continuous polymer flooding the SPE-10 Fluid-I model (refer to Section 
6.1.3) with a limiting BHP of 10,0000 kPa and an auto-reduction of 50 m3/d. Note 
that high BHP pressures, in this case, are not due to the assumption of 
incompressibility – which is often evident in waterflooding at early time – but is 
mainly due to the use of highly viscosified water. 
 
 
Figure 8.19 Polymer flooding the SPE-10 Fluid-I model with an Auto-rate option to honour the 
possibility of additional constraints on injectivity due to the use of highly viscosified water.  
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G.2 Injection Pseudo-nodes Saturation 
After tracing streamlines, water is transported from injection pseudo-nodes 
(nodes with injection conditions: fractional injections and concentrations), as 
illustrated in Figure 8.20. Fractional injections refer to the fraction of the phase 
being injected, which is 1 – i.e. only water being injected – for water and 
augmented waterflooding. With that fractional injection, an equivalent 
saturation for the injection pseudo-block is calculated. While this pseudo-
saturation should not affect the mass balance calculations because the injection 
fractional flow is predefined, it does because it affects the calculations of wave-
velocities which are used to compute the streamlines local FCL conditions used to 
determine the local streamlines timestep.  
 
Figure 8.20 A schematic representation of a streamline and nodes (the equivalent of cells in 
finite-difference simulations) along the streamline. An injector block has two nodes that 
defining the cell conditions and another pseudo-node defining the injection conditions (red). 
The way the condition of the injection pseudo-node is interpreted affects the solution.  
The previously implemented injection-saturation calculation does not honour 
residual saturations, correctly. 
 
€ 
Sw−inj =1− Sor + fw−inj (1− Sor − Swir )  ( 8.66 ) 
Thus, accounting for their effects, the injection block saturation would be 
 
€ 
Sw−inj = Swir + fw−inj (1− Sor − Swir )  ( 8.67 ) 
Redefining the injection-saturations gave better matches to the analytical 
solution when smaller timesteps are used as illustrated in Figure 8.21. 
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Figure 8.21 The effect of redefining injection pseudo-node saturation for a 1D polymer flood. 
Results using old definition, Eq. 8.66 (left) and modified definition, Eq. 8.67 (right) with different 
number of timesteps: 50 and 500 to model a total injection of 1.25 PV. With 500 timesteps results 
are identical, but with 50 timesteps the previous definition tends to predict erroneous watercuts 
and higher recoveries probably due to miscalculation of the local CFL number.  
G.3  Relative Permeability Tables Interpolation 
Previously, the in-house simulator used 0.01 saturation increments to build the 
fractional flow table, regardless of residual saturations. For instance, using 
relative permeabilities as defined by Thiele (2010a) with an Swir of 0.233 and Sor 
of 0.375; due to the way the fractional flow table is built, the residual saturations 
are reinterpreted as 0.2 and 0.37, for water and oil respectively (Figure 8.22). 
This was corrected in the new simulator as illustrated in Figure 8.23. 
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Figure 8.22 Fractional flow table built/outputted by the simulator for Thiele et al. (2010a) relative 
permeabilities. The residual saturations are reinterpreted to be 0.23 and 0.37, instead of 0.233 
and 0.375, for water and oil respectively.  
DO i=1,n 
sat=REAL((i-1))/REAL((n-1)) 
   
if (sat>sdp%swi .and. REAL((i-1-1))/REAL((n-1))<sdp%swi) sat=sdp%swi 
if (sat>(1-sdp%sor) .and. REAL((i-1-1))/REAL((n-1))<(1-sdp%sor)) sat=(1-sdp%sor)  
     
ffarray(1,i,1)=sat 
krw=krwf(sat,1) 
kro=krof((1.-sat), 1) 
 
IF (krw==0) THEN 
ffarray(2,i,1)=0 
ELSE 
ffarray(2,i,1)=1./(kro/visco*viscw/krw+1.) 
END IF 
 
END DO  
Figure 8.23 Script of the simulator: modifications in buildff2 subroutine to account for residual 
saturations in building fractional flow tables. The modifications are shown in red. 
   
H. A Guide to the In‐house Streamline Simulator 
The simulator used in this research is a finite-difference streamline-based 
simulator. The in-house streamline simulator is based on the work of Batycky et 
al. (1997). The simulator uses an IMPES approach (i.e. solving pressure 
implicitly and masses explicitly). The simulator was initially developed by 
Egouni Obi (Obi and Blunt, 2006), then extended by several students: Ran Qi for 
CO2 sequestration (Qi et al., 2009), Valcir Beraldo for API-tracking (Beraldo et 
al., 2009). Each simulation type differs slightly in terms of the FORTRAN 
procedures used, input files and output formats.  
The simulator algorithm was shown in Figure 3.1. Note that here we 
describe, the “CHE” (standing for chemical) type of simulation, developed by 
Abdulkareem AlSofi (AlSofi and Blunt, 2010). Other types may differ slightly. 
H.1 Understanding the Simulator 
The streamline simulator consists of three main parts: the main program 
(Figure 8.24 and Figure 8.25), the numerical subroutine (Figure 8.26) and the 
main do-loop within the numerical subroutine (Figure 8.27).  
We can also define a fourth part – a subcategory of modules within the main 
do-loop – that solves the mass balance along streamlines.  
Note each part contains several modules and subroutines.  
H.1.1 Main Program 
Besides calling the main numerical subroutine (gmain), the main purpose is to 
read the input files. 
H.1.2 Numerical Subroutine  
Beside the main do-loop, this part of the program reads initial conditions and 
well information. It also outputs saturations and print well data. Finally, 
mobility calculations are performed in this part of the program. 
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H.1.3 Main Loop 
The third part is the brain of the whole program. It is where streamlines are 
traced and where pressure and saturations are solved.  
H.1.4 The Mass Balance Routines 
These have names starting with “oned.” During the validation phase, if results 
are not as expected, you most likely have a problem in this part.  
(a) Onedsolver2p. Solves saturation and concentrations along traced 
streamlines. 
(b) Onedloopsolver2p. Solves saturation and concentrations along the 
additional streamlines traced through missed blocks.  
(c) Onedgsolver2p. Solves saturation and concentrations along gravity-lines. 
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Figure 8.24 Main program logic, continued in Figure 8.25. 
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Figure 8.25 Continued: main program logic. 
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Figure 8.26 Numerical subroutine logic. 
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Figure 8.27 Main-loop logic. 
H.2 Modifying the Simulator 
Below is a suggested step-by-step way for future students and researchers to 
approach modifying the simulator to capture additional physical aspects and/or 
processes.  
(a) Identify key variables to change. This will be based on your literature 
review. For instance if we want to extend the simulator to model Newtonian 
Polymer flooding, the Key variable is water viscosity. 
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(b) Identify procedures using the variables. This is done through a search in 
Visual Studio. For instance, four modules use water viscosity: gridmobility, 
gwellmob, ondegsolver2p and mod_phaseprops. 
(c) Identify dummy–procedures. Since the simulator has been 
developed/modified by several postgraduate students to capture different physics 
and to carry some minor corrections, some procedures are not necessarily used 
for the CHE type of simulation. You could check by adding a print-then-stop at 
the beginning of the procedure; if it is in use then a 3D/low-slines run will stop.  
(d) Review/understand those true-procedures in-detail. You need chiefly to 
know how the Key variables are used.  
(e) Decide how to change the variables. Although this sounds simple, you 
could do it several ways in terms of where (at the beginning of the streamline 
simulator, in the procedure itself – where within the procedure). Also, you might 
decide to change other variables that are based on the Key variable instead of 
changing the Key variable immediately. 
H.3 Performing a Simulation 
H.3.1 Running the Simulator 
Simulations can be run within Visual Studio or using the generated executable.  
(a) Through Visual Studio. You do this at the initial stage where you are still 
checking the validity/correctness of some of the modifications implemented. This 
can be done in two modes: debug and release.  
The release mode is faster but the DOS (black & white window) will close 
immediately once the run stops and you will not be able to identify error sources 
(lines in the simulator that caused the simulator to stop/fail).  
You chose the mode in BuildSet Active Configuration. You also chose the 
directory (where the input files are located) through ProjectSettings  Debug 
Tab  Working Directory. 
Note: running the simulator in Release will generate the executable that you 
can use independently to run simulations. The file will be saved where you saved 
the Fortran simulator initially in the Release folder.  
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(b) Using the generated Executable. This can be used independent of the 
source simulator on any PC. The only thing needed is to paste this .exe file in a 
folder containing all necessary input files. 
H.3.2 Necessary Input Files  
First, note that here the type of simulation is “CHE,” short for chemical. The 
simulator can be used to simulate waterflooding or augmented floods where a 
Newtonian/non-Newtonian polymer and/or simple-surfactant is/are injected. The 
polymer part has been explained and validated in AlSofi and Blunt (2010); the 
simple surfactant part has been validated in 1D, while the complex-surfactant 
part – using a residual oil/capillary number model – has not been validated yet. 
To perform a simulation 12 files are needed: 2 dummy, 2 optional and 8 
compulsory.  
(a) Optional files (2). Those are: porosity.dat and perm.dat (Figure 8.28). They 
are needed if the reservoir is heterogeneous.  
(b) Dummy files (2). The two files are: gas.dat and transport.dat. They are 
needed and contain data relevant to another simulation type, for which refer to 
Ran Qi’s thesis (Qi, 2008). 
(c) Primary files (8). These are:  
• Basic (Figure 8.29): Sim.dat.  
• Chemical (Figure 8.30): Polymer.dat.  
• Initialisation (Figure 8.31): initial.dat and initpre.dat. 
• Phase properties (Figure 8.32): water.dat and oil.dat (note the 
naming is superficial). 
• Well info (Figure 8.33): well.dat and history.dat. 
H.4 Simulation Results 
H.4.1 Output Files 
(a) End-of-simulation files. Wellsum.out and a file for each well. 
(b) Recurrent files. pre____.dat (not yet VTK-formatted, contains pressure 
data), sat____.dat (contains water saturation and is VTK-formatted. However, 
  
  291 
  A M AlSofi 
you need to check spacing to make sure they are not less than one due to cells 
dimensions), poly_____.dat, surf_____.dat (VTK-formatted and contains polymer 
and surfactant concentrations, respectively), visc____.dat (VTK-formatted 
contains aqueous phase viscosity for non-Newtonian flooding). 
H.4.2 Visualising the Results 
End-of-simulation files can be plotted in Excel. The recurrent files can be 
visualised in MayAvi, or ParaView both are freeware and can be downloaded 
online. ParaView provides more options but MayAvi is simpler.  
To visualise a data set, it needs to be VTK-formatted. Figure 8.34 shows an 
example VTK-file pointdata structure. To plot such a file save it as .VTK in 
notepad. In ParaView, File  Open  Choose File, in the pop-up window choose 
open with Legacy VTK file, then in the object inspector press Apply. In MayAVI, 
File  Open  Choose. Then, Visualize  Module  Surface Map. 
Note for ‘CHE’ simulations the saturation, polymer, surfactant and viscosity 
output files have already been formatted as VTK and thus can be directly 
imported into ParaView and also easily visualised as a movie.  
      
Figure 8.28 Optional input files: permeability and porosity for heterogeneous reservoirs.  
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Figure 8.29 The main input file (self-explanatory). 
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Figure 8.30 The chemical simulation input file (self-explanatory). 
      
Figure 8.31 Initialisation input files: initial concentration and initial pressure. Depending on the 
flooding mode the files contain 1-value (for secondary), 1-Coloumn (for Tertiary). The initial file 
will have 2-values for (Tertiary 2: that is a case where a secondary flood was initiated first with a 
polymer) such that the first column is the water saturation and the second is the polymer 
concentration.  
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Figure 8.32 Phase properties input files: water and oil (self-explanatory).  
 
Figure 8.33 Well info input files: well contains static info and history contains the 
production/injection scenario. 
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Figure 8.34 An example VTK-formatted file for visualisation (encircled are data to change).
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