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ABSTRACT
Texture features are among the most commonly used image
attributes in image understanding applications, such as
image retrieval from databases. A number of methods and
their variants have been developed over the years for texture
feature extraction. Whereas they all have their merits and
flaws, it is worthwhile to evaluate their performance in a
specific application domain. The goal here is to establish
which texture features are better suited for segmentation of
natural scenes that contain multiple natural and synthetic
textures.
The performance of unsupervised texture
segmentation based on multiresolution simultaneous
autoregressive (MRSAR) models, wavelet coefficients,
fractal dimension, edge direction and magnitude, and color
moments is examined.

1. INTRODUCTION
Texture is one of the fundamental visual attributes that
characterize a scene. Texture analysis methods have been
widely studied in the literature. Being that the goal in image
segmentation is to identify objects
regions in a scene
that share common visual characteristics, texture analysis is
frequently used as a means of gauging the surface roughness
of these objects and regions. Certain texture features may
be best suited for particular applications, image types, or
subject matter. However, in this paper we are interested in
determining which features perform well for general scene
content, successfully differentiating a wide variety of natural
and synthetic textures present in typical outdoor scenes. To
this end, an evaluation of several popular texture features in
the area of unsupervised color image segmentation was
conducted.
Among the most important texture features are
statistical texture features
multiresolution-based texture
features
wavelet texture features
spatial frequency
and fractal-based features
Based on
texture features
these broad texture analysis categories, we chose to evaluate
the following texture features: color moments,
multiresolution simultaneous autoregressive (MRSAR)
models, wavelet coefficients, edge direction and magnitude,
fractal dimension, and fractal dimension calculated from
wavelet coefficients. Each texture feature was combined
with simple color features. A k-means algorithm was used
to cluster the different regions in each image and produce
the labeled segmentation. The results show that combining
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fractal and wavelet features provides superior segmentation
results compared to the other features.

2. COLOR PROCESSING
A luminance-chrominance color space transformation was
used to de-correlate the color channels in the original RGB
image:
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Where, L is the luminance channel,
and T are the
chrominance channels, and k = 255
G, B}. The
local averages of the L, S and T channels were coupled with
each texture feature for improved segmentation.

3. TEXTURE FEATURES

3.1. Color Moments (CM)
The local variance of the L-channel was used as a texture
feature. This feature is a rough measure of signal activity
and is given by:

Where,
and
are the local variance and mean,
respectively, of the Lchannel at pixel
and P (we used
P = 7) is the length of the observation window

3.2.
Models (MRSAR)

Simultaneous

Simultaneous autoregressive models (SAR) represent a
given pixel intensity value as a linear combination of its
neighboring pixels, plus a noise term:
=

+ +

Where,
is the image intensity at the pixel of interest,
are the weighting coefficients, W is the pixel
neighborhood, and
is zero-mean, Gaussian noise with
variance d. In order to describe texture coarseness properly
at different scales, the coefficients can be estimated using a
multiresolution approach. Then, using a small fixed-sized

window, W, the coefficients are estimated at each resolution
using a least squares approach, and are upsampled by an
appropriate factor. The coefficients,
corresponding to
each resolution, as well as the Gaussian noise parameter, d,
are used as MRSAR texture features.

3.3. Wavelet Coefficients (WAV)
For our study, a 2-level wavelet decomposition was
performed on the Lchannel using Daubechies’ 4-tap
wavelet filters. Given a low-pass filter
and high-pass
filter
related by
=
a two-dimensional
separable wavelet implementation can be obtained, where
=
are the coarse approximation coefficients,

=

=
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are the detail coefficients, and and
denote the image
coordinates. We used a total of six sets of wavelet
are the first-level coefficients,
coefficients:
and
are the second-level coefficients. The
coefficients, which are a measure of the local average of
the signal, are ignored because the
local average
is used instead (section 2). The (absolute value) wavelet
coefficients were upsampled and used as texture features.

3.4. Edge Magnitude and Direction (EMD)
In this evaluation, edge magnitude and direction
angle)
were used as texture features. Given an
with
three color planes
let A be the derivative matrix:

D

r)
Where, D, the fractal dimension of S, is a measure of surface
roughness. A simplified form of the differential box
counting method [7] was used to estimate D. Consider a
three-dimensional space where each pixel corresponds to a
and the third dimension
location on the
corresponds to the gray
of the image. Thus, at each
pixel location
there is a column of boxes numbered
from to G , where G is the maximum gray level of the
the minimum and maximum gray levels (over a
image.
window of size r)
in box numbers k and respectively,
in the
point is = 1 - k +
then the contribution of
1, and over the entire grid, we have:

is calculated for multiple values of r and D is obtained
from the least squares linear fit of
vs. log(1 r).

3.6. Fractal Dimension from Wavelet Coefficients
(WAVFD)
Because fractal dimension measures surface roughness, it is
possible for two distinct textures to have the same fractal
dimension D. To ameliorate this problem, the fractal
dimension can be calculated from wavelet coefficients
Using the method of section 3.5, the fractal dimension is
calculated from the six sets of subband wavelet coefficients
of section 3.4, plus Laplacian filtered
coefficients. The
fractal dimension of the Lchannel is also used.

4. RESULTS A N D DISCUSSION
The edge magnitude and direction are obtained by principal
where the largest eigenvalue
component analysis of
represents the edge magnitude and the corresponding
eigenvector provides the edge direction
The edge
magnitude and direction at each pixel represent the texture
features.

3.5.

Dimension

A surface is self-similar if it is composed of
distinct,
non-overlapping copies of itself. Each of the copies is a
scaled version of
where the scaling ratio is r. Hence,
fractal surfaces satisfy:
Texture 1
Texture2
Average

4
4

21.0
11.2
16.1

7.7
7.6

Six natural scenes and two synthetic texture mosaics were
selected to evaluate the texture features. These particular
images were selected because they have multiple objects or
regions with distinct homogeneous texture and color. The
original images are shown in Figure 1. The numerical
segmentation results for the texture mosaics are shown in
Table 1, and the results for the natural scenes are shown in
Table 2. Figure 2 shows the visual segmentation results for
the ‘Flowers” scene. The results in Table 1 show the
percentage of misclassified pixels per total image area for
the two texture mosaics. The MRSAR features performed
the best on these images with an average error of 7.6%.

13.9
17.5
15.7

9.9
15.1

21.5
19.3
20.4

4
10.05

MRSAR
WAVFD
MRSAR

Table 2.Natural scenes, number of clusters, and segmentationresults reported in percent pixels in error per total image area

For the natural scenes (Table 2), the best results were
obtained using edge magnitude and direction features. In
three of the six scenes, the edge-based features produced the
best segmentation, and overall they had the lowest average
error at 16.8%. The wavelet features, With a 17.4% average
error rate, also performed very well on the natural scenes.
Interestingly, the color moment features, arguably the
simplest, had the third best error rate at 17.9%. Despite the
good performance on synthetic texture mosaics, the MRSAR
features had the worst error rates for the natural scenes, two
standard deviations above the mean error rate for all
features. This suggests that MRSAR features are not well
suited for scenes where the texture coarseness changes with
perspective or the extent of textures is limited in one or
more directions, as in natural scenes.
Considering the results for both the texture mosaics and
natural scenes, the edge-based features and the wavelet
features
the best. In addition, the wavelet
features showed the least error rate variance from scene to
scene. Thus, it could be argued that the wavelet features
would be a good choice for general texture analysis because
they exhibit consistent results over a variety of scene types,
whereas some of the other features performed well for some
MRSAR). Moreover, the
scenes and poorly for others
wavelet features are computationally simple compared to
some of the other features.
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Figure 2. Test images used in the evaluation. (a) Balloon, (b) Cheetah, (c) Field, (d) Texture mosaic
1, (e) Flowers, Road, (g) Starfish, (h) Texture mosaic 2

Figure 3. Segmentation results for “Flowers.” (a) original, (b) desired result. (c) color moments, (d) MRSAR,
(e) wavelets, edge magnitude and direction, (g) fractal dimension, (h) fractal dimension from wavelets

