Let χ a primitive character (mod q) and consider the Dirichlet L-function
Introduction
For integer q, let χ be a primitive character (mod q). We consider the order of the Diriclet L-function L(s, χ) = ∞ n=1 χ(n) n s , on the critical line s = 1/2 + it. This problem has been considered in a number of previous works and is essentially equivalent to bounding sums of the form
Burgess [3] showed that for bounded t L(1/2 + it, χ) ≪ q 3/16+o (1) , which was improved by Heath-Brown in [7] by developing a q-analouge of the van der Corput method, to obtain the bound
Later in [8] , Heath-Brown adapted the Burgess method [3] to deal with sums of the form (1), leading to the bound
which gives an improvement on (2) for values of t ≤ q 1/3 . When q is prime, Huxley and Watt [10] extended the Bombieri and Iwaniec method [1] to deal with sums of the form (1) . This gives an improvement on (2) and (3) when t is not too small, although they remark it does not seem possible to use the method of [10] to improve on the results of Heath-Brown when t ≤ q 15 . We give a new proof of the bound (3) . As in [8] , we reduce the problem to bounding the double mean value 
This is done using some ideas of Chang [4] , Friedlander and Iwaniec [6] and Heath-Brown [8] . We note that although this part of the argument is different to that of Heath-Brown, we still rely on some key ideas from [8] , mainly the use of the Sobolev-Gallagher inequality (see Lemma 4) . To bound the double mean value (4), we follow the argument of Heath-Brown [8] to reduce the problem to bounding dx, which we dealt with differently to Heath-Brown [8] , using results of Burgess [2] , Huxley [9] and Phong, Stein and Sturm [13] .
Main Results
Theorem 1. For integer q, let χ be a primitive character (mod q). Let t ≥ 1 and let the integers M and N satisfy
Then we have
Using Theorem 1 as in [8] gives, Theorem 2. For integer q, let χ be a primitive character (mod q) and let t ≥ 1. Then we have
Prelimanary Results
The proof of the following can be found in the proof of [5, Lemma 7] .
Lemma 3. For integers q, M, N, U let I denote the number of solutions to the congruence n 1 u 1 ≡ n 2 u 2 (mod q),
and (u 1 , q) = 1, (u 2 , q) = 1.
As in [8] we use the Sobolev-Gallagher inequality, for the proof see [12, Lemma 1.1].
Lemma 4. Let b > a and suppose f (x) has continuous derivative for a ≤ x ≤ b. For any a ≤ u ≤ b we have
The following is a special case of [13, Theorem 1] . We reproduce the proof for the special case relevant to us.
Lemma 5. Let F (x) = Lx 2 + Mx + N be a polynomial of degree 2 with real coefficients and two distinct roots α 1 , α 2 . Then
where µ(.) denotes the Lebesgue measure.
we split R into two sets
Then if x ∈ I 1 we have
and if
and
which gives the set inclusions
and the result follows since
Lemma 6. Let A, B, V be real numbers satisfying 0 ≤ A < B, B ≪ V, V ≥ 1,
and let
,
Proof. Consider first when
Since the discriminant of the polynomial occuring in the numerator of (7) is
by the assumption that ∆ = 0 we see that the polynomial
has two distinct roots α 1 , α 2 . Hence by Lemma 5, for any fixed ε > 0
Integrating the second integral by parts gives
we have for A ≤ x ≤ B and |f (x)| > ε
For the last integral, since
and the polynomial occuring in the numerator of (8) has degree at most 5, we see that for real x the function
has at most 5 sign changes. Hence we may break the integral
we get
Since α 1 and α 2 are the roots of the polynomial
we see that
so that taking
so that (7) becomes
and we see that F ′ (x) has one zero at
integrating by parts as above gives
so that by (9) and (10) we have
Lemma 7. Let A, B, V be real numbers satisfying
we have
Integrating by parts as in the proof of Lemma 6 gives 
with 1 ≤ x ≤ p α and let χ be a primitive character (mod p α ). Then if p is odd
if α is odd,
The following Lemma is due to Huxley [9] , see [14, Section 3] for related results.
be a polynomial of degree r ≥ 2 and let ∆ denote the discriminant of F . For prime p and integer α, let N(F, p α ) denote the number of solutions to the congruence
Then if ∆ = 0 we have
Using the proof of [2, Lemma 7] with Lemma 8 and Lemma 9 gives, Lemma 10. For integer q, let χ be a primitive character (mod q) and suppose the integers
then if χ is a primitive character (mod p α ), as in [2, Lemma 5] , since the discriminant of the polynomial
we see from Lemma 8 and Lemma 9 that
which under the assumption (11) gives the desired result when q is a prime power. For the general case, suppose χ is a primitive character (mod q) and let q = p
k be the prime factorization of q. By the Chinese remainder theorem, there exists χ 1 , . . . , χ k , where each χ i is a primitive character (mod p
and writing q i = q/p
. . .
Letting ω(q) denote the number of distinct prime factors of q, by (13) and (14) we have for some absolute constant C,
so that (12) becomes
For χ be a primitive character (mod p α ), since the number of solutions to the congruence
we have from Lemma 8
so that using the Chinese remainder theorem as above gives
Lemma 11. For integer q, let χ be a primitive character (mod q) and let A, B, V be real numbers satisfying 0 ≤ A < B, B ≪ V, and let t ≥ 1. For any real number α we have
Proof. We first show that for C ≤ V /2
then we complete the proof using the argument of Heath-Brown [8, Section 5] . Expanding the inner sum in (15)
We break the outer summation over (v 1 , v 2 , v 3 , v 4 ) into two sets. In the first set V 1 , we put all (v 1 , v 2 , v 3 , v 4 ) that contain at most two distinct integers and in the second set V 2 , we put the remaining (v 1 , v 2 , v 3 , v 4 ). Estimating the inner sum and integral trivially for the first set, since
we split V 2 into three sets,
By Lemma 6 and Lemma 10 we have
we break the above sum into q o(1) sums of the form
where each d i,j is a divisor of q. Since
Considering the first sum, for integers M 1 , M 2 , M 3 since the number of solutions to the equations
is bounded by C, we have
A similar argument shows
and since C ≤ V , we get
For summation over the set V 5 , we have by Lemma 6 and Lemma 10
and for integers M 1 , M 2 since the number of solutions to the equations
is bounded by C, we get
t .
Considering V 3 , since
we have by symmetry,
Using [11, Equation 3 .5] and [11, Equation 12 .51] we have
so that by Lemma 7
hence we get
Combining the estimates for
Next we use (16) as in the argument of [8, Section 5] to bound
dx.
For each 1 ≤ λ ≤ q and A ≤ x ≤ B, let Q λ,x be the integer defined by
, and let
be the binary expansion of Q λ,x , where R is the largest integer such that 2 R ≤ V and we define
Then writing
we have as in [8] 
By Hölder's inequality
and since s(r, λ, x) ≤ 2 R−r , we have
Hence by (16)
.
Proof of Theorem 1
We begin with some ideas from the proof of [6, Theorem 1] . Let
so that f (x) is a continuous function equal to 1 for integers M < n ≤ M + N and 0 otherwise, hence
We define the integers
and the sets
so by assumption on N and t we have U, V ≥ 1 and UV ≤ N. Since
As in [6] , let g(y) denote the Fourier transform of f (x), so that
The change of variable x = uy in the above integral gives
where u * denotes the multiplicative inverse of u (mod q). As in [6, Theorem 2], we have 1
Let α be defined by
For integer h, we consider the intervals
and define the sets Ω h by
so that by assumption on M, Ω h is empty for h < 0 and h > 6HN/U. Using ideas from [8] , let
, so that we may rewrite (18) as
If nu −1 ∈ Ω h , by Lemma 4 we have
Let I h (λ) denote the number of solutions to the congruence
and writing
we have by (20) and (21), 
The term
is equal to the number of solutions to the congruence n 1 u 1 ≡ n 2 u 2 (mod q), with u 1 , u 2 ∈ U, M − N < n 1 , n 2 ≤ M + N, so that from Lemma 3 we have,
From (25) and (26) Recalling the choices of U and V in (17) gives (1) .
