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Wiener-Hopf operators induced by multipliers 
By G. A. H1VELY in Lexington (Kentucky, USA)1) 
Introduction. Let R denote the real line ( - - » , « ) and let M(R) denote the 
commutative Banach algebra of complex valued Borel measures on R equipped 
with total variation no rm and with multiplication defined by convolution of measures. 
Let = [0 , co) and = ( . - « , , 0]. F o r each let LP(R) (resp. L"(R+), 
LP(R~)) denote the usual Lebesgue space of complex valued Borel measurable 
functions on R (resp. R+, R~). To avoid unnecessary repetition, it will be assumed 
henceforth that the index p of any LP-space under consideration satisfies the constraint 
1 The subspace of M(R) consisting of those measures whose support is 
contained in R+ (resp. R~) will be denoted by M(R+) (resp. M ( R W e shall 
frequently identify L"(R+) and LP{R~) as subspaces of LP(R). We write / ( r e sp . I+, / _ ) 
for the identity operator on L"(R) (resp. LP(R+), LP(R~)) and P (resp. Q) for the 
natural projection of LP(R) on to LP(R+) (resp. LP(R~)). If ] c» (resp. p= <=•=), 
we write B(L"(R)) for the space, of continuous (resp. weak*-continuous) linear 
operators on LP(R) equipped with the usual operator norm. -
If n £ M ( R ) and f e L p { R ) i then the convolution 
№*/](*) = j f { x - t ) d n ( t ) 
defines a.e. an element n*f€Lp(R) with | | j u * / | | p ^ M | l l / l l p . For each n£M(R) t he 
operator S(n,p)£B(Lp(R)) is defined by 
S(fi,p)f= \i*f feLp(R), 
i 
and ||S(/i,/OI| — IImII- W e say that S(p, p) is the convolution operator on LP(R) in-
duced by /i. 
If T is any operator on LP(R), the operator pr (T) on LP(R+) is defined by 
pr (T)f = PTf, f£Lp(R+). 
l) This paper is based on the author's doctoral dissertation at the University of California, 
written under the supervision of Professor Donald Sarason. 
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If T£B(Lp(R)), then pr {T)£B(LP(R+}) and ||pr ( J ) | | s \ \ 7"||. For each n£M(R), 
the Wiener—Hopf operator fV(/-i, p) on LP(R+) induced by n is defined by W{\u,p) = 
= pt(S(n,p)). 
Several authors have considered the Wiener—Hopf operators induced by var-
ious classes of measures (cf. [8], [12]), particularly with regard to their inversion. 
R. G. DOUGLAS and J. L. TAYLOR [4] have recently provided inversion criteria of 
great generality. We summarize their results in the following 
T h e o r e m 1.1 . If n£M(R), W(n, 1) is invertible if and only if p£exp(M(R)). 
If H is invertible in M(R), W(n,.p) is invertible if and only if n€exp {M(R)). 
An important consequence of this result is that the invertibility of W(n, p) 
is independent of the index p provided that n is invertible in M(R). Douglas and 
Taylor also show that this need not be the case if /x is not invertible. Specifically, 
they exhibit a noninvertible measure v£M(R+) for which lV(v, 2) is invertible. 
This example motivates our consideration of the more general class of Wiener—Hopf 
operators induced by multipliers. As we shall subsequently show, the invertibility 
of W(v, 2) implies the invertibility of S(v, 2). Since v is hot invertible in M(R), 
S(v, 2 ) - 1 is a multiplier (cf. Section 2) which is not a convolution operator and, 
moreover, W(v, 2 ) _ 1 is pr,S(v, 2)_ 1 . 
In the next section we provide a summary of some important facts concern-
ing Fourier transforms, multipliers and pseudomeasures which we will need later. 
In § 3 we define the class of Wiener—Hopf operators induced by multipliers and 
prove theorems analogous to results such as those of Hartman—Winter, Coburn and 
Brown—Halmos in the theory of Toeplitz operators. In § 4 we examine the Wiener— 
Hopf factorization technique for the inversion of a Wiener—Hopf operator. In 
contrast to the results of previous authors, we give an example of an invertible Wie-
ner—Hopf operator on L2(R+) whose inverse cannot be expressed in the fo rm 
W+ W- where W+ and W^ are analytic and coanalytic (cf. Section 2) Wiener—Hopf 
operators respectively. 
In § 5 we conclude by considering the problem of interpolating the inverse 
of a Wiener—Hopf operator suggested by the example of Douglas and Taylor. The 
Wiener—Pitt measure is used to provide an example of a Wiener—Hopf operator 
W(co,p) which.is invertible for 1 -=/>< «> yet not invertible forp== 1, «>. Although we 
are unable to show that interpolation of the inverse occurs in the general case, we 
show that interpolation does occur when the Wiener—Hopf operator is either analytic 
or coanalytic. • 
2. Fourier transforms, multipliers and pseudomeasures. If fdLl(R), we define 
the Fourier transform o f / by 
j\x) = f e'x,f(t) dt, x£R. 
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If p' denotes the conjugate exponent of p and then the Fourier transform 
defines a bounded linear mapping of L1(R)f]Lp(R) (equipped with the norm f rom 
LP(R)) into LP'(R). The unique continuous extension of this mapping f rom L"(R) 
into LP'(R) will also be called the Fourier transform and the result of applying 
this mapping to an element f£Lp(R) will be denoted b y / . In the case p = 2 the Fourier 
transform is an invertible operator on L-(R) and we shall denote by U the Fourier— 
Plancheral transform on L2(R) defined by Uf=(2n)~ll2f. The operator U is a unitary 
operator on L2(R). 
We shall eventually have need of relations between the Fourier transform and 
the Hardy spaces HP(R). The definitions and basic facts concerning these spaces 
may be found in [6] and [10]. The following result does not seem to be explicitly 
stated in the standard references. Since we will make crucial use of it, we sketch 
the proof. 
T h e o r e m 2 . 1 . If l ^ p ^ l and f£Lp(R+), then j\Hp'(R). Moreover, 
U(LZ(R+j)=H2(R). 
P r o o f . Let + be the upper half-plane {z|Im z > 0 } and define the Laplace 
transform o f / b y 
Lf(z) = Jeiz'f(t) dt, zdn+. 
The function ¿ / i s analytic in n+. Consider the family of functions fy, j > 0 , defined 
by f y ( t ) = e - y ' f ( t ) and note that sup | | / X = 11/11P and that lim [ | / , - / | | p = 0 . Since 
} > > 0 ^ 
Lf(x + iy)=/y(x), it follows that i / C H"(ti+) and that / i s the boundary function for 
Lf This proves the first assertion. The second assertion is then just a form of the 
Paley—Wiener theorem [15, Theorem 19.2, p. 368]. Q.E.D. 
The space M(R) and the spaces LP(R) admit natural involutions defined by 
setting n*(E)=ii(-E) for fi£M(R) and E a Borel set in R and by se t t ing /*(*) = 
= / ( — x ) a.e. for f£Lp(R). If the Fourier—Stieltjes transform of ^fM(R) is defined 
by (l(x)=J eix'dp(t), then these involutions have the following properties: 
(I* = fi, fidM(R), 
and 
/*=/7 fCLp(R), 1 
For each a£R, let 8a denote the measure with positive unit mass at the point a. 
Just as the ambiguity of space for the projections P and Q causes no problems, so 
we shall frequently write Sa in place of S(Sa,p) arid Wa in place of W{da,p). We 
define a multiplier on L"(R) to be an operator S£B(L"(R)) such that 5 commutes 
with Sa for each a£R. The set of multipliers on LP(R) will be denoted by -Jfp. 
It is clear that Jip is an inverse-closed algebra of operators on L" (R) and that 
Jip contains the convolution operators on LP(R). If p = 1 or p = then Jip is 
5 A 
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precisely the set of convolution operators on LP(R) [13, Theorem 3:1.1 and Theorem 
3.4.1]. If the adjoint operator on U' (R) of an operator on LP(R), 1 is defined 
by means of the pairing 
( / , g) = J f g dx, f£ L»(R), g 6 Lp' (R), 
then a simple application of Fubini 's theorem shows that S(n, p)*=S(p*, p') for 
neM(R) and 1 Setting ¡.i=5a we see that S* = S_a and that Jip*=Jlp' 
if 1 00. 
Let A{R)={f\f^L1{R)} and let A(R) be given the induced norm f r o m L^R). 
The algebra A(R) is then a Banach algebra and is isometrically isomorphic to L1 (R). 
The Banach space dual of A(R) will be denoted by P(R) and the elements of this 
dual space will be called pseudomeasures. The natural isomorphism mapping a-*a 
of P(R) onto L°°(R) will be called the Fourier t ransform on P(R). If o£P{R), the 
element a£L°°{R) is uniquely determined by the relation 
o ( j ) = f d f d x , feLHR). 
The space P(R) is a commutative C*-algebra via the induced operations f rom Lm(R). 
If M(R) is identified as a subalgebra of P(R) by means of the relation 
H(f)=ffdli,.li£M(R),f£L1(R), 
then the multiplication, involution and Fourier t ransform defined on P(R) are con-
sistent with those previously defined on M(R). In particular, we may denote by * 
the multiplication on P (R). 
T h e o r e m 2 . 2 . [13, Theorem 4.3.1] The relation 
{ S f ) ' = d f , f£L\R), 
between elements SiJi2 and a£P(R) determines an isometric algebraic isomorphism 
between Jt2 and P(R). ' 
For 1 oo; let l{p)=\{p—2)jp\- The value of ).{p) may be regarded as a 
measure of the distance of p f rom 2 and the function / ( • ) is symmetric with respect 
to conjugate indices. The next result is essentially contained in [13, pp". 95—97]. 
T h e o r e m 2 .3 . If SdJ(p and '/.(r)^).(p), then S maps Ll(R)C\L"(R) into 
Lp(R)P\Lp'(R) and hence into Lr(R). Moreover, the restriction of S to L1{R)C\L°°(R) 
has a unique extension to an element of Jir. The resulting mapping of J(p into JC 
is an injective norm-decreasing algebra homomorphism and is an isometric isomorphism 
1fl(r) = X(p). 
Combining theorems 2.2 and 2.3 we see that Jlp may be identified with a sub-
algebra of Ji* and hence with a subalgebra of P(R) (containing M(R)). In particular, 
to each multiplier on L"(R) there is associated a unique pseudomeasure. The no ta -
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tion S(a,p) will be used to denote the multiplier on LP(R), if it exists, having <r as 
its associated pseudomeasure. With this notation, the natural mapping of J t p into 
J f for X(r)^.X(p) is given by S(a,p)^S(a,r). 
As an easy consequence of theorems 2.2 and 2.3 we have 
T h e o r e m 2 . 4 . If and S=S(a,p), then 
( S f ) ' = &f, f£L»(R). 
If o£P(R), we say that a is analytic if &£H°°(R) and that a is coanalytic if 
d£H°°(R). If the support of a pseudomeasure is defined as in [7], then a pseudo-
measure is analytic (resp. coanalytic) if and only if its support is contained in R+ 
(resp. R~). If S f . J / p , we say that S is analytic (resp. coanalytic) if S leaves L"(R+) 
(resp. LP(R~)) invariant. Theorems 2.1, 2.2 and 2.3 imply the following 
T h e o r e m 2 . 5 . If S= S(o, p), then S is analytic (resp. coanalytic) if and only 
if cr is analytic (resp. coanalytic). 
3. The.class iV'p. If WeB(L"(R+)), we say that Wis a Wiener—Hopf operator 
if W = p r ( , S ) for some S^Ji". The class of Wiener—Hopf operators on LP(R+) 
will be denoted by W . If S=S(a, p), the Wiener—Hopf operator pr (S) induced 
by 5 may be denoted by W(a, p). Since the mapping T—pr(T) of B(LP(R)) into 
B(L"(R+)) is linear, pr ( / ) = / + and pr ( r ) * = pr (T*) if it follows that 
if" is a linear subspace of B{LP(R+)), J+iiV" and HVP'= 1fp' if 
In the case p= 1 we know that .V/1 consists precisely of the convolution operators 
S(n, 1) for measures n£M(R). Thus W1 consists precisely of the Wiener—Hopf 
operators W(pi, 1) induced by measures nZM(R). By duality, a similar statement 
holds for If, for the moment, we assume that each W^iV p is induced by a 
unique S ^ J i p (a fact that will be established later), then it follows f rom Theorem 2.3 
that we may identify iVp as a subspace of "if whenever k(r)^l(p). In particular, 
we may think of W as being contained in iV2, depending symmetrically on the 
index p and growing larger as p approaches 2. 
If (p£L°°(R), define the operator M^gJ5(£2(i?)) by setting M(pf=<pf for each 
f£L*(R). Let P+ be the orthogonal projection of L2(R) onto H2(R). The Toeplitz 
operator T^B(H2(R)) induced by <p£Lm(R) is defined by setting T i f f = P+M^f 
for each f£H2(R). We now assert that the class 'W2 is unitarily equivalent to the 
class of Toeplitz operators on H2(R). For suppose that odP(R) and f£L2(R+) and 
let U0 be the restriction of the Fourier—Plancherel transform to L2(R+). Applying 
Theorems 2.1 and 2.2 we have 
U0W(a, 2 )f = UPS (a, 2 ) / = P+ US(a, 2)f = P+Ma U0f = Ta U0f 
Thus U0lV(o, 2) Ug 1 = Ta and the assertion follows by observing that 6 ranges over 
L"(R) as a ranges over P(R). 
5* 
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The following result gives a simple characterization of the Wiener—Hopf 
operators on LP(R+) analogous to a well known characterization of Toeplitz operators 
[1, Theorem 6]. 
T h e o r e m 3 .1 . If H/dB(Lp(R+)), then a necessary and sufficient condition in 
order that is that W_dWWa = Wfor a s 0 . 
P r o o f . For each a£R, let Pa denote the natural projection of L"(R) onto 
Lp([a, If W£irp, so that W=pr ( 5 ) for some S£Jtp, then for each a^O and 
f£Lp(R+) we have 
W_aWWaf= P(S_aP)S(PSa)f = P(P^S.n)S(SaP.a)f= PSf= Wf 
This establishes the necessity of the condition. 
Since the assertion in the case /?=<*> follows by duality from the case p = 1, 
it follows that we, need only prove the sufficiency of the condition in the case 1 
So suppose that W£B(LP(R+)) where and that W-aWWa = W for each a^O. 
Regard R as a directed set with its natural order and consider the net {SL,, JWS a } o £ K 
in B(L"(R)). If a^b and feLp([-a, then 
P_aS_bWPSbf= P-aS-aS(a_b)WPSib_a)SJ = 
= S_aPS(a_b)WPS^a)Saf = S_aW{a_b)WWib_a)Saf = S_aWPSaf. 
Since the net {S_(,H // ,5„}agJ, is bounded in norm and 1 S / x it follows that this 
net is strongly convergent on the set U Lp(—a, Since the latter set is dense in 
LP(R), it follows that the net is strongly convergent on LP(R) to some S£B(LP(R)). 
For each b£R, 
SbS = s-hm(SbS_aWPSa) = i - l i m C S ^ ^ S ^ ^ ) = SSb. 
a a 
Thus SeJ/p. I f f £ L p ( R + ) , then 
PSf= lim (PS_aWPSJ) = lim {wJaWWaf) = Wf. 
.a a 
Thus I F = p r ( 5 ) and W ^ i f p . 
T h e o r e m 3 .2 . If 1 S£Jtp and f F = p r ( S ) , then S = s - l i m S_aWPSa. 
a 
P r o o f . Since 1 s / )<<» , i—l im/ '_„ = /. The desired conclusion follows f rom 
a 
the fact that, for each a£R, 
S-aWPSa = S_aPSPSa = P_aS_aSSaP_a = P_aSP_a. Q.E.D. 
An important consequence of this result is that each Wiener—Hopf operator 
on LP(R+), 1 is induced by a unique multiplier on Z/(i?) and that pr is 
isometric on J l p . By duality, the same is true in the case p = °°. 
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C o r o l l a r y 3 . 3 . For each there is a unique S^.Jip such that W=px ( 5 ) 
and, moreover, || W || = || S ||. 
C o r o l l a r y 3 .4 . If S$_Jlp and P F = p r ( S ) , then 
inf+ W f h ^ inf ll^llp-
ll/llp = l Il9llp = l 
P r o o f . Let g£Lp(R) and | | g | | p = l . Since lim | | />5„g| |p= l so that, by 
Theorem 3.2, 0 
||S*||P .= lim \\S_aWPSag\\p = lim \\WPSag\\p == inf \\Wf\\p. 
a a j t ) 
ii/nP=i 
The assertion now follows immediately. Q.E.D. 
The next result is an analogue for Wiener—Hopf operators of the spectral 
inclusion theorem of HARTMAN and WINTNER [9] for Toeplitz operators. 
T h e o r e m 3 . 5 . If S£Jip, S=S(a,p) and W=pr (S), then 
ess range & £ sp ( S ) ^ sp (W). 
P r o o f . By Theorem 2.3, sp(5'(o-, 2 ) ) ^ s p ( 5 ( o - , p ) ) and, by Theorem 2.2, 
S(o, 2) = U~1MaU so that sp (S(o-, 2 ) )=ess range &. Thus ess range a ^ s p (S ) . 
To prove the second inclusion, it will suffice to show that S i s invertible whenever 
W is invertible. So suppose that W is invertible. If p= l , then cr£M(R) and, by 
Theorem l . l , o -£exp(M (/?)). This implies that cr is invertible in M(R) and that S 
is invertible. If p=°°, the same conclusion follows by duality. Finally, if l < / ? < o o ; 
then the invertibility of S follows f rom Corollary 3.4 and the fact [5, Lemma 3 on 
p. 488] that an operator on a Banach space is invertible if and only if both the operator 
and its adjoint are bounded f r o m below. Q.E.D. 
If we know f rom Corollary 3.3 that W is induced by a unique multiplier 
S£Jt". We may therefore make the following definition: if W£W, we say that 
W is analytic (resp. coanalytic) if its inducing multiplier is analytic (resp. coanalytic). 
If W= W(c,p), it follows f rom Theorem 2.5 that W is analytic or coanalytic accord-
ing as a is analytic or coanalytic. Theorem 2.5 also implies that a multiplier or 
Wiener—Hopf operator which is both analytic and coanalytic is a scalar multiple 
of / or 1+ respectively. 
We now turn to a consideration of the multiplicative properties of the class 
irp. If W-y, W^iV" and either W2 is analytic or Wx is coanalytic, then WxW2<Ofp. 
For if Si is the multiplier inducing W i ; / = 1, 2, it is easily seen that 
pr(S I )pr(S g ) = pr(S1Sg)> 
so that under these conditions WyW^ is the Wiener—Hopf operator induced by Sy S2. 
Conversely, the stated conditions are necessary in order that the product W1W2 be 
a Wiener—Hopf operator. 
70 G. A. Hively 
T h e o r e m 3 . 6 . Let S&Jt" and W~<pr (5,-), i= 1, 2, 3. In order that WXW2=W^ 
it is necessary and sufficient that S1S2 = S3 and that either fV2 be analytic or Wx be 
coanalytic. 
This result is the analogue for Wiener—Hopf operators of a well known theo-
r e m o f BROWN a n d HALMOS [1, T h e o r e m 8] f o r T o e p l i t z o p e r a t o r s . A l t h o u g h t h e 
proof of Theorem 3.6 can be achieved by first reducing to the class iV 1 and then 
applying the theorem of Brown and Halmos to the corresponding Toeplitz operators, 
we prefer to give an independent proof. (The proof in [1] uses the existence of an 
orthonormal basis in Hilbert space to reduce to a matrix computation.) We require 
the following 
L e m m a 3 .7 . Let K0bea right translation invariant subspace of LP(R~) 
and let K be the smallest closed left translation invariant subspace of LP(R~) contain-
ing K0. Then either JsT0={0} or K=LP(R~). 
P r o o f . The hypothesis that K0 is right translation invariant means that K0 
is invariant under the operators QSa for a g O . It is clear, then, that 
whenever f£K0 and 0. Also, if then almost every x£R~ is a />th order 
Lebesgue point for / so that the condition 
holds for almost every x£R~. 
Suppose, now, that 0). From the hypothesis on KQ it follows that we 
can choose some f £ K 0 such t h a t / ( 0 ) = 1 and (3.1) holds for x = 0 . In order to show 
that K~L"(R~~) it suffices to show that K contains the function Z[-«,o] f ° r each 
i7=-0. So let tf>0 and consider the sequence of functions {g„}~=1 in L"(R~), where 
It is easy to see that the sequence {g„}~=1 is in K and that lim [|g„—^[-a,o]llP = 0 -
Since K is closed, it follows that Q.E.D. 
P r o o f of T h e o r e m 3 .6 . The remarks preceding the statement of the theo-
rem show the sufficiency of the conditions and it remains to show that they are 
necessary. Moreover, the necessity of the conditions in the case p — follows f rom 
their necessity when p —l so that we need only consider the case 1 £/»<«>. 
Suppose that 1 and that Wa. Since 
it follows f rom Theorem 3.2 that S1S2 — Ss. Let K0 be the range of QS2P and 
/ i ' = { / C L p ( i l _ ) | P 5 ' 1 / = 0 } . I t is clear that K0 is a right translation invariant subspace 
(3.1) 
n- l 
gn — 2 S-k(i/n(Xt-a/n,0]f)-
(S_aW1PSa)(S_aWtPSa) = S_aW,WiPSa, acR, 
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of LP(R~) and that K is a closed left translation invariant subspace of LP(R~). 
Since SyS^Ss, the hypothesis that WtW2=W3 implies that PS] PS2P=PS1S2P. 
It follows that PS1QS2P=:0 SO that K contains K0. By Lemma 3.7, either AT0={0} 
or K=LP(R~). Thus, either S2 is analytic or S\ is coanalytic. Q.E.D. 
C o r o l l a r y 3 .8 . A necessary and sufficient condition in order that an operator 
.W£B(Lp(R+)) be an analytic (resp. coanalytic) Wiener—Hopf operator is that W 
commute with Wa (resp. W_J for a^O. 
P r o o f . By symmetry it is enough to prove the assertion in the analytic case. The 
necessity of the condition is immediate. So suppose, conversely, that W£B(LP(R+)) 
and that WaW=WWa for each a ^ O . Then W=W_aWaW=W_aWWa for a^O 
so that, by Theorem 3.1, W^iVp. Since Wa is analytic but not coanalytic if a>0, 
Theorem 3.6 and the equality WaW=WWa imply that W is analytic. Q.E.D. 
C o r o l l a r y 3 .9 . Let S f J i " , H / = p r (S) and S be analytic (resp. coanalytic). 
Then a necessary and sufficient condition in order that W be invertible is that S have 
an analytic (resp. coanalytic) inverse. If the condition is satisfied, W~x = pT (S1 - 1). 
P r o o f . It is enough to consider the analytic case. Moreover, the sufficiency 
of the condition and the last assertion follow immediately f rom Theorem 3.6. So 
suppose, conversely, that S is analytic and that W is invertible. By Theorem 3.5, 
S is invertible. Since S(LP (R+)) = W(L" (R+))=LP(R+), it follows that is analytic. 
Q . E . D . 
If T<p is a non-zero Toeplitz operator on H2(R), COBURN [2] has shown that 
T,p either has trivial kernel or dense range. The existence of an analogous result 
for Wiener—Hopf operators (induced by measures) was conjectured by DOUGLAS 
and TAYLOR [4]. The following theorem establishes such an analogue for Wiener— 
Hopf operators. 
T h e o r e m 3 . 1 0 . If W^iVp and W^O, then Weither has trivial kernel or dense 
range (w*-dense range if p=°°). 
P r o o f . By duality, it is enough to prove the assertion in the case 1 So 
suppose that WQiV'p and that W has non-trivial kernel and non-dense 
range. We will show that W= 0. 
Let I F = p r ( 5 ) where S= S(a,p). Since >W has non-trivial kernel, we may 
choose f£Lp(R+) such that / ^ 0 and SfdLp(R~). Since W has non-dense range, 
W * = p r ( S ' * ) has non-trivial kernel. Thus we may choose g£Lp'(R+) such that 
g*0 and S*gf LP'(R-). Since Sf,f*^L"{R) and S*g, g£Lp'(R), the convolutions 
Sf * g* and f * S *g are well defined continuous functions on R. Moreover, a straight-
forward computation shows that Sf*g* = ( f * * S*g)*. Since both Sf*g* and 
/** S*g vanish on R+, it follows that Sf*g* = 0. Since g*^0 in LP'(R~), we may 
apply Titchmarsh's convolution theorem [16, Theorem 153] to conclude that Sf=0 
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in LP{K). (We are grateful to Professor Donald Sarason for suggesting this use 
of the Titchmarsh convolution theorem to us.) By Theorem 2.4, af= 0 in L"'(R) 
and, by Theorem 2.1, f£Hp'(R). S i n c e / ^ 0 in L"(R+),fe0 in HP'(R) [11, p.142] 
and the re fo re / i s non-zero a.e. [10, p. 133]. It follows that &~0 in L°°(R). Thus a=0 
in P(R) and W= 0. Q.E.D. 
4. The failure of factorization. The problem of finding conditions under which 
a Wiener—Hopf operator W will be invertible and, when the inverse exists, of 
providing an analytical representation for W~x , has been of central importance in 
the theory of Wiener—Hopf operators. The principal tool for inverting a Wiener— 
Hopf operator has been the so-called Wiener—Hopf technique, first developed by 
N. WIENER and E. HOPF [17] in a somewhat different setting and applied by several 
subsequent authors to the Wiener—Hopf operators induced by various classes of 
measures [4], [8], [12]. In this section we will first describe the Wiener—Hopf technique 
in its general form and then provide an example showing its inadequacy — at least 
in the case p — 2. 
Let S i J / p and suppose that S can be factored in the form S=S_S+ where 
S+, S-£Jip, S+ is analytic and is coanalytic. Then by Theorem 3.6, p r ( S ) = 
= p r (S_) pr (S + ) . If, moreover, S+ has an analytic inverse and S_ has a coana-
litic inverse, then Corollary 3.9 implies that pr (5+) and pr (S_) are invertible 
and that 
(4.1) p r i S r ^ p H S + ^ p r i S - J ) . 
Formula (4.1) is called the Wiener—Hopf formula and suggests the following defini-
t ion: if W^iVp and W is invertible, we say that W'1 is factorable if there exist 
W+, W- (¿Wp with W+ analytic and IV- coanalytic such that W'1 = W+ W_. 
The case of Wiener—Hopf operators induced by measures is of particular 
interest. If ju£exp ( M ( R ) ) , then /( = exp (v) for some v¡EM(R) and we can write 
v = v_ + v + where v+^M(R±). (This decomposition need not be unique.) Thus 
/i = exp (v_)*exp (v+) , exp ( v ^ ^ M i R ^ and exp ( v ± ) _ 1 = exp (— v ± ) i M ( . R ± ) . We 
therefore have 
Wi^py1 = W(exp(-v+),p)W(exp(-v_),p); 
Thus an exponential measure induces an invertible Wiener—Hopf operator whose 
inverse is factorable. The following' result is of interest in relation to Theorem 1.1. 
T h e o r e m 4 . 1 . If p.£M(R) and W([t,p) is invertible, then a necessary and suffi-
cient condition in order that W(fi,p)^1 be factorable with factors induced by measures 
is that /(f exp (M(Rj). 
P r o o f . The sufficiency of the condition has already been shown (see also [4]). 
Conversely, suppose that W(p, p)~y = W(v+,p) W(v_, p) for some v±£ M(R±). Then 
W{n,p)W{v+,p)W{v_,p) = I+= W(d0,p). 
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By Theorem 3.6, we conclude that 
W(ii*v+,p)W(v_,p) = W(80,p). 
Applying Theorem 3.6 yet again, we conclude that fi*v+£M(R~), JU * V+ * V_ —0Q 
and that ¡i is invertible in M(R). Since pi is invertible in M(R), Theorem 1.1'implies 
that /¿6exp (M(R)). Q.E.D. 
In view of the above, it is somewhat surprising that factorization should fail 
in the case p = 2. For if S£Ji2 and W=pr(S) is invertible, then we know that S 
must be invertible. Since Ji2 is isometrically and algebraically isomorphic to P(R) 
and hence to L°°(R), it follows that the invertible elements in Ji2 are the same as 
the exponentials in Ji2. Thus S has a logarithm S(a, 2) in Ji2. What goes wrong 
is that, in contrast to the case of measures, it may not be possible to write a as the 
sum of an analytic and a coanalytic pseudomeasure [10, p. 151]. We shall not, how-
ever, base our example upon this fact, since logarithms in Ji2 are highly non-unique. 
One further remark is in order. Factorization can be restored in the case p = 2 
provided that we do not require that the factors be induced by multipliers. If S£Ji2 
and №'=pr(5 ' ) is invertible, then S is invertible and a theorem of DEVINATZ and 
SHINBROT [3, Theorem 5] implies that-there exist invertible operators A + and A_ 
on L2(R) such that S=A_A + , A+(L2(R+)) = L2(R+), A_(L2(R~))=L2(R~) and 
W - i = pr (yi-1) pr (V4I1). 
Iff<cLp(R), then in order t h a t / h a v e the same modulus as some nonzero element 
of HP(R) it is necessary and sufficient [10, p. 133] that 
f log 1/1 j , 
In constructing our example showing the failure of factorization in the case p = 2 
we shall make use of the fact that the argument of a nonzero element of HP{R) is, 
likewise, not arbitrary. To simplify matters, we introduce an auxiliary mapping. 
Let Z(R) denote the multiplicative group of measurable functions on R which are 
nonzero a.e. and define the mapping u of Z(R) into itself by setting w ( / ) = / / | / | 
for each f£Z(R). For each, / g^Z(R) we have , 
(i) u ( f g ) = u(fMgh 
(ii) u ( f - 1 ) = u ( f r 1 = u(J) = Zu). 
(iii) « ( " ( / ) ) = « ( / ) . 
Note that Z(R) contains H"(R)-{0}. 
L e m m a 4 . 2 . IffeH~(R)-{0}, then u ( f ~ r ) = u{g) for some g^Hp(K)~{Q} if 
and only if f~1<iHp(R). 
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P r o o f . Suppose that f£H~{R)-{0} and that u(f~1) = u(g) for some 
S 6 # ' ( J 9 - { 0 } . Then u ( f g ) = u ( f ) u ( g ) = u ( f ) u ( f ) - 1 = 1. Sinee fg£Hp(R), it fol-
lows that f g = c for some positive constant c. Thus f~1 — c~1g^Hp(R). Q.E.D. 
Our example may now be constructed as follows: Let / b e the continuous branch 
of ( x + 0 1 / 3 on R with 0 < a r g ( / ) < 7 t / 3 . Then f$Hm(R) and f ' 1 £H°°(R) so that , 
by Lemma 4.2, 
(4.2) u ( f ) * u ( g ) for each g € # ~ C R ) - { 0 } . 
Since 0 < a r g « ( / ) < 7 r / 3 , the closed convex hull of the essential range of u ( f ) does 
not contain 0. F rom this it follows [1, p. 99] that the Toeplitz operator Tu(n is in-
vertible on H2(R). Let a be the pseudomeasure with a = u ( f ) and let W=W{a, 2). 
Since W is unitarily equivalent to Tuif), W is invertible on L2(R+). 
Suppose, now, that W i s factorable. Then W~1=W(cr+, 2) W(cr_, 2) for some 
c + , <r_ €P(R) with <7+ analytic and <r_ coanalytic. The equations 
WW (a+, 2) W(a _, 2) = / + = W(S0,2), W( cr+, 2) W(o, 2)W— I+ = W(S0, 2) 
imply, as in the proof of Theorem 4.1, that a * o + *<r_ =<50, that e _ * a is an ana-
lytic inverse for a + and that < j*o + is a coanalytic inverse for <r_. From this it fol-
lows that u ( f ) = f 1 f 2 for some / , , / € / / " ( / ? ) with f f \ f-1£Hm(R). Then u ( f ) = 
= u(u(f)) = u(fdi/(/2) = M(/1)W( /2-1) = « ( / , / 2 - 1 ) . S i n c e / 1 / - 1 € ^ " ( i ? ) - { 0 } , this con-
tradicts (4.2) and we conclude that W~x is hot factorable. 
Before turning to the next section we comment on the example of Douglas and 
Taylor [4] mentioned in § 1. In this example, a noninvertible measure v is constructed 
with the property that i> and v - 1 are in H°°(R). It follows that v has an analytic in-
verse <T<iP(R) and that S(v, 2)-1 = S(<j, 2). Thus, by Corollary 3.9, W(v, 2)~1 = 
= W{a, 2) so that W(v, 2)~l is (trivially) factorable. 
5. Interpolation of the inverse. We begin this section by exhibiting a measure 
a such that W(co,p) is invertible for l < / > < ° ° yet not invertible for p= 1, It is a 
consequence of the w o r k of KREIN [12] and of GOHBERG a n d FELDMAN [8] t h a t such 
a measure must necessarily have a nonzero singular continuous part. Our example 
is based on the fact [14, p. 107] that there exists a continuous positive measure 
v£M(R) such that ||v|| = l , v* = v and +i£sp (v). Let v be such a measure and let 
co=<5„ + v2. The measure to has the remarkable property that ¿t> = l + | i>|2^l yet co 
is not invertible-in M(R). WIENER and PITT [18, Theorem 3] were the first to show 
the existence of measures exhibiting such spectral misbehavior and we shall therefore 
call co the Wiener—Pitt measure. 
Since co is not invertible in M(R), Theorem 1.1 implies that IV(co, 1) is not 
irivertible. Since co*=co, it follows that fV(co, is not invertible. 
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To show that W(co, p) is invertible for it suffices to show tha t W(co, p) 
is invertible for 1 So let 1 </>2=2 and set A = A(/j) so that — = A — h ( l — A).-—. 
p 1 2 
Since c o s T we may choose 0 < c < 1 so that ||1— e £ o | L < l . By the Riesz interpolation 
theorem [5, p. 525] and the Holder inequality we have 
||/+ — eW(co,p)\\ = ||W{80-eco,p)\\ == ||W(80-sa>, 1\\x\\W(80-eco, 2 ) i r * ^ 
S A - eco, 1)|| + (1 - X) \\W{80 - so), 2)||. 
By Corollary 3.3 and [13, Cor. 0.1.1] we have 
W(80-eco, 1)|| = №So-ao, 1)|| = | | 5„-«»l l 
and, by Corollary 3.3 and Theorem 2.2, we have 
\\W(80-eo),2)\\ = | |S(5 0 -ea>, 2)|| = | | 1 - « & | L . 
I t follows that 
| | / + -eW(ff l , /») | | < A ||<50 —e<w|| + (1 — A) = A ||(1 —s)80 — ev2|| + (1.— A) =§ 
=1 A ( ( 1 - E ) + E ) + ( 1 - A ) = 1, 
so tha t W((o,p) is invertible. 
By a considerable refinement of the argument just given we can prove the 
following. 
T h e o r e m 5 . 1 . If /.idM(R) and K is the closed convex hull of the range of 
fi, then 
sp p)) g {z|dist (z, K) .=> k{p) ll/i'll}, 
where ¡x' denotes the measure pi—p({0})80. 
P r o o f . Since (p--zdoy =fi—z and ( p . — z S o y = n i t is enough to prove that 
W(n,p) is invertible for those p such that k{p) \\n' || < d i s t (0, K). If 0 t h e r e is 
nothing to prove, so suppose tha t dist (0, AT)>0 and that l(p) ||/i' || < d i s t (0, K). 
By Parseval 's formula we see that 
p({0}) = lim f S , n ( a x ) dp(x) = lim f fi(x)dx, 
" J ax a - ~ 2a J —a 
so that /i({0})£.Sf and hence /i({0})?i0. Without loss of generality we may assume 
that /i({0}) = 1 dK. Since AT is a compact convex set, it follows that (for a suitable 
branch of a rg(z) ) arg ^ where 0j =50s;02 and 62—61~=:ii and tha t there 
exists a complex number z0 with |z0| = 1 such that 
inf Re (z0k) = dist (0, K). 
kiK x 
Since arg (^T)=[0X, 02], it is evident that z 0 = e x p (i0o) for some 0o 6 [0], 02] satisfying 
- r e / 2 < 0, -0o s 0 2 - 0 o < n/2. 
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Since ^ ({0})=1 , n = d 0 + f i ' and for each e > 0 we have 
I M o - £ / * l l = | | (z 0 -e)<5 0 -e / i ' | | = \z0-a\ + s\\n'\\. 
It follows f rom elementary calculus that. 
(5.1) ' j | z 0 5 0 - e ^ | | = 1 + 8 | | | i ' | | - e C o s 90 + o(e). 
Now let = inf Re (z0k) and r2 = sup Re (z0k). Since arg , 02], it fo l lows 
k£K k£K 
f rom the usual equation for a line in polar coordinates that 
sup |z0 — s/c] = sup |1 — EZ0k\ 
kiK k£K 
S sup sup |1 — ee~ iSo/-Sec(0 — 90)ew\ = S UP |1 — Er+iErm\, r^rSr-2 0JS0S92 / ' L I ' S R , 
where m = max {Tan (0,> — (),), T a n ( 0 2 —0O)}. By elementary calculus it fol lows t h a t 
for e > 0 sufficiently small 
sup |z 0 — ek\ ^ |1— sr1 + isr1m\, 
kiK 
f rom which it follows that 
(5.2) | | z„ -e / i |U 35 1 - s r i + o(e). 
By the same reasoning as in our example using the Wiener—Pit t measure we 
conclude f rom (5.1) and (5.2) that 
\\z0I+-zW{ii,p)\\ 35 X(p){\ +e\\li'\\ -eCos 60} + ( 1 — /.(/?)) {1 — £Ai} + o(e). 
Since it follows that Cos 0O and tha t 
\\z0I+-eW(n,p)\\ ^]+e(X(p)\\fx'\\-ri) + o(E). • 
Since a(p)\\h' | | <d i s t (0, K)~r1, it follows tha t | | z 0 / + — eW{h,p)\\<\ fo r some e > 0 
and hence that fV(p,p) is invertible. Q .E .D . 
In view of Theorem 2.3, it seems natural to conjecture that if a W i e n e r — H o p f 
operator W(a,p) is invertible on LP(R+), then the Wiener—Hopf operators W(cr, r) 
for ).(r) = /-(p) are also invertible. If adM(R) and a has no singular con t inuous 
part then the conjecture is true even without the restriction on r (cf. [8]). If p=l 
or p— oo, then the conjecture is also true and is a consequence of Theorem 1.1. O u r 
example employing the Wiener—Pitt measure gives fur ther support f o r this con-
jecture. We have been unable to prove this conjecture — even in the case of meas-
ures. However, it is quite easy to prove in the case of an analytic or coanalytic 
Wiener—Hopf operator. In a sense, therefore, the behavior exhibited in the example 
of Douglas and Taylor is typical of a t least these two classes of Wiene r—Hopf 
operators. 
T h e o r e m 5 . 2 . If W(a,p) is an analytic or coanalytic Wiener—Hopf operator 
and W(a,p) is invertible, then W(a, r) is invertible for /('") —¿(/0-
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P r o o f . It suffices to give the proof in the analytic case. If W(o,p) is an in-
vertible analytic Wiener—Hopf operator, then Corollary 3.9 implies that S(a, p) 
has an analytic inverse and we see that S(cr,p)~1 = S(<J~1, p) where a'1 is the ana-
lytic inverse of a in P(R). If X(r)^l(p), then, by Theorem 2.3, S(cr, r) is invertible 
.and S(a, r)~1 = 5(<r_1 , /'). Since S(a~\ r) is analytic, Corollary 3.9 implies that 
W(a, /•) is invertible. Q.E.D. 
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