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ON THETA AND ETA CORRESPONDENCES FOR FINITE
SYMPLECTIC/ORTHOGONAL DUAL PAIRS
SHU-YEN PAN
Abstract. In this paper, we propose two maximal one-to-one sub-relations
θ, θ of the Howe correspondence Θ for a finite reductive dual pair consisting
of a symplectic group and an orthogonal group. Moreover, we show that both
the correspondences θ and θ are extensions beyond the stable range of the
η-correspondence defined by Gurevich-Howe.
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1. Introduction
1.1. Let (G,G′) be a reductive dual pair consisting of a symplectic group and an
orthogonal group over a finite field fq of odd characteristic, and let G (resp. G
′) de-
note the group of rational points of G (resp. G′). By restricting the Weil character
with respect to a non-trivial character ψ of fq to G×G′, we obtain a decomposition
ω
ψ
G,G′ =
∑
ρ∈E(G), ρ′∈E(G′)
mρ,ρ′ρ⊗ ρ
′
where mρ,ρ′ ∈ N ∪ {0}, E(G) denotes the set of irreducible characters of G. Define
ΘG,G′ = { (ρ, ρ
′) ∈ E(G) × E(G′) | mρ,ρ′ 6= 0 },
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which gives a relation from E(G) to E(G′). For ρ ∈ E(G), let ΘG′ : E(G) → E(G
′)
be given by
ΘG′(ρ) = { ρ
′ ∈ E(G′) | (ρ, ρ′) ∈ ΘG,G′ }.
The subset { ρ ∈ E(G) | ΘG′(ρ) 6= ∅ } is called the domain of ΘG′ . We say that ρ
occurs in the correspondence Θ for the dual pair (G,G′) if ΘG′(ρ) 6= ∅.
It is known that
• Θ is symmetric, i.e., (ρ, ρ′) ∈ ΘG,G′ if and only if (ρ
′, ρ) ∈ ΘG′,G.
• Θ is persistent, i.e., for ρ ∈ E(G), if ΘG′
n′
6= ∅, then ΘG′
n′′
6= ∅ for any
n′′ ≥ n′ where G′n′ denotes the group of split rank n
′ in the Witt series of
G′.
However, the correspondence Θ is in general not one-to-one. More precisely, there
is a dual pair (G,G′) with ρ ∈ E(G) such that ΘG′(ρ) contains more than one
elements.
So now a natural question is: can we find a sub-relation of Θ which is one-to-one
and still has some nice properties of Θ?
1.2. One possible candidate for such a one-to-one sub-relation called eta corre-
spondence is proposed in [GH17]. Gurevich-Howe consider the dual pair (G,G′) =
(Oǫk, Sp2n′) where ǫ = ± and k ≤ n
′, i.e., the dual pair is in stable range. They show
that for ρ ∈ E(Oǫk(q)), there is a unique η(ρ) ∈ ΘG′(ρ) ⊂ E(Sp2n′(q)) of maximal
rank in ΘG′(ρ). Moreover, the mapping
η : E(Oǫk(q)) −→ E(Sp2n′(q))
is one-to-one and persistent. The eta correspondence is only defined for a dual pair
in stable range and only from the smaller group to the bigger group. The main
purpose of this paper is to propose two maximal one-to-one correspondences which
extend η to a dual pair not necessarily in stable range.
1.3. A correspondence θ on unipotent characters for certain dual pair (G,G′)
is proposed in [AKP16] under assuming the conjecture in [AMR96] on the Θ-
correspondence of unipotent characters (see also [Cha19]). To describe the cor-
respondence θ we need to introduce some notations.
A β-set is a finite subset A = {a1, a2, . . . , am} of non-negative integers written
in decreasing order. A (reduced) symbol Λ =
(
A
B
)
is an ordered pair of two β-sets
A,B such that 0 6∈ A∩B. For a symbol Λ =
(a1,a2,...,am1
b1,b2,...,bm2
)
, we define a bi-partition
Υ(Λ) by
Υ:
(
a1, . . . , am1
b1, . . . , bm2
)
7→
[
a1 − (m1 − 1), a2 − (m1 − 2), . . . , am1−1 − 1, am1
b1 − (m2 − 1), b2 − (m2 − 2), . . . , bm2−1 − 1, bm2
]
Let G be a symplectic group or an orthogonal group. It is known that the set
of irreducible unipotent characters E(G)1 is parametrized by the set SG of symbols
satisfying certain conditions (cf. [Lus77]). The unipotent character associated to Λ
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is denoted by ρΛ. For the dual pair (G,G
′) = (Oǫ2n, Sp2n′) or (Sp2n,O
ǫ
2n′), it is
known that the unipotent characters are preserved by the Θ-correspondence. We
define θ
G′
: E(G)1 → E(G′)1 by θG′(ρΛ) = ρΛ′ where Λ
′ is the symbol such that
(for a suitable τ)
Υ(Λ′) =

Υ(Λ)
t ∪
[
τ
−
]
, if ǫ = +;
Υ(Λ)t ∪
[
−
τ
]
, if ǫ = −
(cf. [AKP16], see also [Cha19]) where
[
λ
µ
]t
=
[
µ
λ
]
. Because the conjecture by Aubert-
Michel-Rouquier is proved in [Pan19a], we see that θG′ ⊂ ΘG′ , i.e., θ is a sub-
relation of Θ on unipotent characters. From the definition, it is obvious that θ is
one-to-one.
1.4. The description of θ (on unipotent characters) is explicit, however, for Λ ∈
SG, θ(ρΛ) is not necessarily an element of maximal order (cf. Subsection 2.3) (or
maximal rank) in ΘG′(ρΛ). So we propose another correspondence θ. A naive
way to define θ(ρΛ) to be an element of maximal order in ΘG′(ρΛ). But this
naive definition will not guarantee θ to be one-to-one in general. So we need a
modification.
Let Sn,δ ⊂ SG denote the set of symbols of rank n and defect δ (cf. Subsec-
tion 2.1). We know that Θ is a relation between Sn,δ ⊂ SG and Sn′,δ′ ⊂ SG′ for
certain δ, δ′. We define a linear order “<” on each Sn,δ. Then θG′(Λ) is defined
inductively to be the smallest element in the set of elements of maximal order in
ΘG′(Λ)r { θG′(Λ
′) | Λ′ < Λ }.
Since θ is defined inductively to guarantee injectivity, it is usually not easy to
describe θG′(Λ) explicitly. However, we show that both θ and θ coincide for the
following two opposite situations (cf. Corollary 5.3 and Proposition 5.6):
(1) when Sn,δ and Sn′,δ′ are of the same size (roughly speaking, when G and
G′ are of the “similar” sizes);
(2) when (G,G′) is in stable range.
1.5. It is known that the set of irreducible characters E(G) partitions into Lusztig
series
E(G) =
⊔
(s)⊂(G∗)0
E(G)s
indexed by the conjugacy classes (s) of semisimple elements in the connected com-
ponent of the dual group G∗ of G (cf. [Lus84]).
Now for ρ ∈ E(G)s we can define groups G
(1),G(2),G(3) and a modified Lusztig
correspondence
Ξs : E(G)s → E(G
(1) ×G(2) ×G(3))1.
Write Ξs(ρ) = ρ
(1)⊗ρ(2)⊗ρ(3) where ρ(j) ∈ E(G(j))1. From [Pan19b] we know that
correspondence Θ is compatible with the Lusztig correspondence, i.e., the following
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diagram
ρ
Θ
G,G′
−−−−→ ρ′
Ξs
y yΞs′
ρ(1) ⊗ ρ(2) ⊗ ρ(3)
id⊗id⊗Θ
G
(3),G′(3)
−−−−−−−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3)
commutes. So we can extend θ-correspondence outside the unipotent characters
via the Lusztig correspondence:
θ
G′
(ρ) = Ξ−1s′ (ρ
′(1) ⊗ ρ′(2) × θ
G′(3)
(ρ(3))),
θG′(ρ) = Ξ
−1
s′ (ρ
′(1) ⊗ ρ′(2) × θ
G′(3)
(ρ(3))).
Then we show that θ, θ and η coincide for a dual pair in stable range, and hence
both θ and θ can be regarded as extensions of the η-correspondence (cf. Theo-
rem 6.13):
Theorem. For the dual pair (G,G′) = (Oǫk, Sp2n′) such that k ≤ n
′, we have
θG′(ρ) = θG′(ρ) = η(ρ)
for any ρ ∈ E(Oǫk(q)).
1.6. We say that ϑ be a sub-relation of Θ if for each dual pair (G,G′), ϑG,G′ is a
subset of ΘG,G′ . A sub-relation ϑ of Θ is called a theta-relation if it is
• semi-persistent on unipotent characters (cf. Subsections 7.1); and
• symmetric, i.e., ρ′ = ϑG′(ρ) if and only if ρ = ϑG(ρ
′);
• compatible with Lusztig correspondence.
On the set of all one-to-one theta-relations, we give a partial order by inclusion.
Then we have our second main result (cf. Corollary 7.3):
Theorem. Any theta-relation which properly contains θ or θ is not one-to-one.
Therefore, both the correspondences θ and θ are maximal one-to-one theta ex-
tensions of the η-correspondence.
Although we only consider symplectic/orthogonal dual pairs in this article, sim-
ilar result which will be treated in another article also holds for unitary dual pairs.
1.7. The contents of this article are as follows. In Section 2, we provide the basic
notations and preliminaries on bi-partitions and symbols which are needed for the
article. We also recall some results on the parametrization of unipotent characters
of classical groups by Lusztig. In Section 3, we recall some basic results on the theta
correspondence on unipotent characters for a dual pair of a symplectic group and
an even orthogonal group. In Section 4, we give the definitions of correspondences
θ and θ on unipotent characters. In Section 5, we study the relation between the
correspondences η and θ on unipotent characters for a dual pair in stable range.
In Section 6, we discuss the relation between Lusztig correspondence and the cor-
respondences η, θ and θ. Then we show that both θ and θ are extensions of η for
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dual pairs beyond stable range. In the final section, we show that in the set of
one-to-one theta relations, every element is maximal, in particular, both θ and θ
are maximal one-to-one theta relations.
The author would like to thank Prof. Wen-Tang Kuo for a very inspiring dis-
cussion.
2. Preliminaries
2.1. Bi-partitions and symbols. For a partition λ = [λ1, λ2 . . . , λr] (with λ1 ≥
λ2 ≥ · · · ≥ λr ≥ 0), we define ‖λ‖ = λ1 + · · · + λr. If ‖λ‖ = n, λ is called a
partition of n. The set of partitions of n is denoted by P(n). For two partitions
λ = [λ1, . . . , λk] and λ
′ = [λ′1, . . . , λ
′
k′ ] of n, we say that λ < λ
′ in lexicographic order
if there exists an index k0 such that λk0 < λ
′
k0
and λi = λ
′
i for each i = 1, . . . , k0−1.
This gives a linear order on P(n).
For a partition λ = [λi], define its dual partition λ
T = [λ∗j ] by λ
∗
j = |{ i | λi ≥ j }|
for j ∈ N. For λ = [λ1, . . . , λr] ∈ P(n) and µ = [µ1, . . . , µs], define their union λ∪µ
to be the partition in P(n+m) with parts λ1, . . . , λr, µ1, . . . , µs.
A bi-partition of n is an ordered pair of two partitions
[
µ
ν
]
such that∥∥∥∥
[
µ
ν
]∥∥∥∥ := ‖µ‖+ ‖ν‖ = n.
The first (resp. second) row of a bi-partition Σ is denoted by Σ∗ (resp. Σ∗), i.e.,
Σ =
[
Σ∗
Σ∗
]
. The set of bi-partitions of n is denoted by P2(n). For a bi-partition
[
µ
ν
]
,
we define its transpose
[
µ
ν
]t
=
[
ν
µ
]
. We define the union of two bi-partitions by[
λ
µ
]
∪
[
ν
ξ
]
:=
[
λ ∪ ν
µ ∪ ξ
]
.
A β-set is a finite subset A = {a1, . . . , am} (possibly empty) of non-negative
integers written in (strictly) decreasing order, i.e., a1 > a2 > · · · > am. A symbol
is an ordered pair
Λ =
(
A
B
)
=
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
of two β-sets. Define an equivalence relation on the set of symbols generated by
the rule
(2.1)
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
∼
(
a1 + 1, a2 + 1, . . . , am1 + 1, 0
b1 + 1, b2 + 1, . . . , bm1 + 1, 0
)
.
A symbol Λ =
(
A
B
)
is reduced if 0 6∈ A∩B. The first (resp. second) row of a symbol
Λ is denoted by Λ∗ (resp. Λ∗), i.e., Λ =
(
Λ∗
Λ∗
)
. For a symbol Λ =
(
A
B
)
, we define its
transpose Λt =
(
B
A
)
, and its rank and defect by
rk(Λ) =
∑
a∈A
a+
∑
b∈B
b−
⌊(
|A|+ |B| − 1
2
)2⌋
def(Λ) = |A| − |B|
(2.2)
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where |X | denotes the number of elements in a finite set X . It is easy to see that
two equivalent symbols have the same rank and the same defect, and
rk(Λ) ≥
⌊(
def(Λ)
2
)2⌋
,
∑
a∈A
a+
∑
b∈B
b = rk(Λ) +

m
2, if |A|+ |B| = 2m+ 1;
m(m− 1), if |A|+ |B| = 2m.
(2.3)
Lemma 2.4. Let
Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
and Λ′ =
(
a′1, a
′
2, . . . , a
′
m′1
b′1, b
′
2, . . . , b
′
m′2
)
be two reduced symbols. If m1 = m
′
1+1, m2 = m
′
2+1, ai > a
′
i for i = 1, 2, . . . ,m1−
1, and bj > b
′
j for j = 1, 2, . . . ,m2 − 1, then rk(Λ) > rk(Λ
′).
Proof. Let
Λ′′ =
(
a′1 + 1, a
′
2 + 1, . . . , a
′
m′1
+ 1, 0
b′1 + 1, b
′
2 + 1, . . . , b
′
m′2
+ 1, 0
)
.
It is known that rk(Λ′′) = rk(Λ′). Now ai ≥ a′i + 1 for i = 1, 2, . . . ,m1 − 1 and
bj ≥ b′j +1 for j = 1, 2, . . . ,m2− 1. Because now Λ is reduced, we have am1 > 0 or
bm2 > 0. Therefore rk(Λ) > rk(Λ
′′) by the definition in (2.2). 
Let S denote the set of reduced symbols, and let Sn,δ denote the set of reduced
symbols of rank n and defect δ. The mapping
(2.5) Υ:
(
a1, . . . , am1
b1, . . . , bm2
)
7→
[
a1 − (m1 − 1), a2 − (m1 − 2), . . . , am1−1 − 1, am1
b1 − (m2 − 1), b2 − (m2 − 2), . . . , bm2−1 − 1, bm2
]
gives a bijection
(2.6) Sn,δ →

P2(n− (
δ
2 )
2), if δ is even;
P2(n− (
δ+1
2 )(
δ−1
2 )), if δ is odd.
Modified from [Lus77], we define
SSp2n = {Λ ∈ S | rk(Λ) = n, def(Λ) ≡ 1 (mod 4) };
SO+2n
= {Λ ∈ S | rk(Λ) = n, def(Λ) ≡ 0 (mod 4) };
SO−2n
= {Λ ∈ S | rk(Λ) = n, def(Λ) ≡ 2 (mod 4) }.
(2.7)
2.2. Unipotent characters. Let fq be a finite field of q elements where q is a
power of an odd prime p. Let G be a classical group defined over fq, and let G
denote the group of rational points. Let E(G) = Irr(G) denote the set of irreducible
characters of G, and let V(G) denote the space of (complex valued) class functions
on G. Then V(G) is an inner product space with E(G) as an orthonormal basis.
The Lusztig series E(G)s associated to the conjugacy class of a semisimple el-
ement s in the connected component (G∗)0 of the dual group G∗ of G is given
by
E(G)s = { ρ ∈ E(G) | 〈ρ,RT∗,s〉 6= 0 for some T
∗ containing s }.
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Here T∗ is a rational maximal torus in G∗ and s ∈ T ∗ (the rational points of T∗)
and RT∗,s is the Deligne-Lusztig virtual character associated to the pair (T
∗, s)
(cf. [DL76]). Then we have a partition of E(G) indexed by the conjugacy classes
(s):
E(G) =
⊔
(s)⊂(G∗)0
E(G)s.
Let V(G)s denote the subspace of V(G) spanned by E(G)s. We need the following
result (cf. [DM91] theorem 13.23, remark 13.24):
Proposition 2.8 (Lusztig). Let G be a classical group. There exists a bijection
Ls : E(G)s → E(CG∗(s))1
such that
〈ρ,RGT∗,s〉G = 〈Ls(ρ), R
CG∗ (s)
T∗,1 〉CG∗ (s)
for any ρ ∈ E(G). Here 〈, 〉G denotes the inner product of V(G).
Note that the mapping Ls is usually not uniquely determined. An element in
E(G)1 is called a unipotent character of G. The following fundamental result is
from [Lus77]:
Proposition 2.9 (Lusztig). Let G be a symplectic group or an even orthogonal
group. There exists a bijection SG → E(G)1 where SG is given in (2.7).
Then the irreducible unipotent character of G corresponding to the symbol Λ ∈
SG is denoted by ρΛ. If G is an orthogonal group, it is known that ρΛt = ρΛ · sgn.
Moreover, the trivial character 1G of G is parametrized by
1G =


ρ(n
−
), if G = Sp2n;
ρ(n0)
, if G = O+2n;
ρ( −n,0)
, if G = O−2n.
Here
(
n
−
)
means that the second row of the symbol is empty.
2.3. The order of a symbol. If f(q) is a polynomial in q, let deg(f) denote the
degree of f . For a β-set A = {a1, . . . , am1}, we define
∆(A, q) =
∏
a,a′∈A, a>a′
(qa − qa
′
),
Θ(A, q2) =
∏
a∈A
(
a∏
h=1
(q2h − 1)
)
.
Because a1 > a2 > · · · > am1 , we have
deg(∆(A, q)) =
m1∑
i=1
(m1 − i)ai and deg(Θ(A, q
2)) =
m1∑
i=1
ai(ai + 1).
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For a symbol Λ =
(
A
B
)
=
(a1,a2,...,am1
b1,b2,...,bm2
)
, we define
Π(Λ, q) =
∏
(a,b)∈A×B
(qa + qb),
and then we have
deg(Π(Λ, q)) =
m1∑
i=1
m2∑
j=1
max(ai, bj).
The following result is from [Lus77], theorem 8.2:
Proposition 2.10 (Lusztig). Let Λ =
(
A
B
)
=
(a1,a2,...,am1
b1,b2,...,bm2
)
∈ SG. Then the dimen-
sion of ρΛ is
ρΛ(1) =
1
2c
|G|p′ ·
∆(A, q)∆(B, q)
Θ(A, q2)Θ(B, q2)
·
Π(Λ, q)
q(
m1+m2−2
2 )+(
m1+m2−4
2 )+···
where c = ⌊m1+m2−12 ⌋ if A 6= B; c = m1 = m2 if A = B; |G|p′ means the maximal
factor of |G| prime to p.
The order of Λ ∈ SG is defined and denoted by ord(Λ) = deg(ρΛ(1)). A symbol
Z =


(
z1,z3,...,zm−2,zm
z2,z4,...,zm−1
)
, if Z is of defect 1;(
z1,z3,...,zm−1
z2,z4,...,zm
)
, if Z is of defect 0
is called special if z1 ≥ z2 ≥ z3 ≥ · · · ≥ zm−1 ≥ zm.
Lemma 2.11. Let Z be a special symbol with entries z1 ≥ z2 ≥ · · · ≥ zm. Suppose
that k < l. Then (l − k) + 2(zl − zk − 1) < 0.
Proof. Note that two entries in the same row of a symbol must be different. There-
fore
zk − zl ≥


l−k
2 , if l − k is even;
l−k−1
2 , if l − k is odd.
for any l > k. Then the lemma is proved immediately. 
Lemma 2.12. Let Z be a special symbol of rank n with entries z1, z2, . . . , zm where
z1 ≥ z2 ≥ · · · ≥ zm. Then ord(Z) is equal to
m∑
i=1
(m− i)zi−
m∑
i=1
zi(zi+1)+

n(n+ 1)−
1
24 (m− 1)(m− 3)(2m− 1), if m odd;
n2 − 124m(m− 2)(2m− 5), if m even.
Proof. Write Z =
(
A
B
)
. Because now z1 ≥ z2 ≥ · · · ≥ zm, from definition it is not
difficult to see that
deg(∆(A, q)∆(B, q)Π(Z, q)) =
∑
(zi,zj)∈Z×Z, i6=j
max(zi, zj) =
m∑
i=1
(m− i)zi
deg(Θ(A, q2)Θ(B, q2)) =
m∑
i=1
zi(zi + 1)
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Moreover,
(
m− 2
2
)
+
(
m− 4
2
)
+ · · · =


1
24 (m− 1)(m− 3)(2m− 1), if m odd;
1
24m(m− 2)(2m− 5), if m even,
deg(|G|p′ ) =

n(n+ 1), if G = Sp2n;n2, if G = O±2n.
Note that Z ∈ SG where G = Sp2n if m is odd; G = O
±
2n if m is even. Then the
lemma follows from Proposition 2.10 immediately. 
For a special symbol Z ∈ SG, let SZ denotes the set of symbols Λ ∈ SG whose
entries are exactly the same as the entries of Z.
Example 2.13. Let Z =
(
2,0
1
)
∈ SSp4 is a special symbol of rank 2 and defect 1.
Then
SZ =
{(
2,0
1
)
,
(
2,1
0
)
,
(
1,0
2
)
,
(
−
2,1,0
)}
⊂ SSp4 .
Corollary 2.14. If Λ ∈ SZ for some special symbol Z, then ord(Λ) = ord(Z).
Proof. From the proof of Lemma 2.12, we know that ord(Λ) depends only on the
entries of Λ but not on the positions of the entries. 
Remark 2.15. (1) Suppose that G = Sp2n. If Λ =
(
n,n−1,...,1,0
n,n−1,...,1
)
, then m =
2n+ 1 and z2i−1 = z2i = n+ 1− i for i = 1, . . . , n. Then
m∑
i=1
(m− i)zi =
1
6
n(n+ 1)(8n+ 1),
m∑
i=1
zi(zi + 1) =
2
3
n(n+ 1)(n+ 2),
1
24
(m− 1)(m− 3)(2m− 1) =
1
6
n(n− 1)(4n+ 1).
So by Lemma 2.12,
ord(Λ) =
1
6
n(n+ 1)(8n+ 1)−
2
3
n(n+ 1)(n+ 2) + n(n+ 1)−
1
6
n(n− 1)(4n+ 1)
= n2,
i.e., ρ(n,n−1,...,1,0n,n−1,...,1 )
is the Steinberg character of Sp2n(q).
(2) Suppose that G = O+2n. If Λ =
(
n,n−1,...,1
n−1,n−2,...,0
)
, then m = 2n and z1 = n,
z2i = z2i+1 = n− i for i = 1, . . . , n− 1. Then
m∑
i=1
(m− i)zi =
1
6
n(8n2 − 3n+ 1),
m∑
i=1
zi(zi + 1) =
1
3
n(n+ 1)(2n+ 1),
1
24
m(m− 2)(2m− 5) =
1
6
n(n− 1)(4n− 5).
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So by Lemma 2.12,
ord(Λ) =
1
6
n(8n2 − 3n+ 1)−
1
3
n(n+ 1)(2n+ 1) + n2 −
1
6
n(n− 1)(4n− 5)
= n(n− 1).
So ρ( n,n−1,...,1n−1,n−2,...,0)
and ρ(n−1,n−2,...,0n,n−1,...,1 )
are the two Steinberg characters of
O+2n(q) for n ≥ 1.
(3) Suppose that G = O−2n. If Λ =
(
n,n−1,...,0
n−1,n−2,...,1
)
, then ord(Λ) = n(n − 1) by
(2) and Corollary 2.14. So ρΛ and ρΛt are the two Steinberg characters of
O−2n(q) for n ≥ 1.
Suppose that z1 ≥ z2 ≥ · · · ≥ zm. Now we consider the entries
(2.16) z1, . . . , zk−1, zk + 1, zk+1, . . . , zl−1, zl − 1, zl+1, . . . , zm
for some k < l. If zk−1 < zk + 1, then we have zk−2 > zk−1 = zk. Then the entries
in (2.16) are the same as
z1, . . . , zk−2, zk−1 + 1, zk, zk+1, . . . , zl−1, zl − 1, zl+1, . . . , zm
and we have zk−2 ≥ zk−1+1. If zl−1 < zl+1, then we have zl = zl+1 > zl+2. Then
the entries in (2.16) are the same as
z1, . . . , zk−1, zk + 1, zk+1, . . . , zl−1, zl, zl+1 − 1, zl+2, . . . , zm
and we have zl+1 − 1 ≥ zl+2. Therefore, without loss of generality, we may assume
that the sequence (2.16) is still monotonically decreasing .
Lemma 2.17. Suppose that Z is a symbol with entries z1, . . . , zm such that z1 ≥
· · · ≥ zm, and Z ′ is a symbol with entries
z1, . . . , zk−1, zk + 1, zk+1, . . . , zl−1, zl − 1, zl+1, . . . , zm
such that k < l, zk−1 ≥ zk + 1 and zl − 1 ≥ zl+1. Then ord(Z ′) < ord(Z).
Proof. Note that the sum of entries in Z is the same as the sum of entries in Z ′.
So by (2.3), we see that symbols Z and Z ′ are of the same rank. Now
(zk + 1)(m− k)− (zk + 1)(zk + 2)− zk(m− k) + zk(zk + 1) = m− k − 2zk − 2,
(zl − 1)(m− l)− (zl − 1)zl − zl(m− l) + zl(zl + 1) = 2zl −m+ l.
From Lemma 2.12, we see that
ord(Z ′)− ord(Z) = m− k − 2zk + 2zl −m+ l = (l − k) + 2(zl − zk − 1).
Hence the lemma follows from Lemma 2.11 immediately. 
Lemma 2.18. Let Z,Z ′ be two special symbols of the same rank n. Suppose that
Z has entries z1, . . . , zm with z1 ≥ z2 ≥ · · · ≥ zm, and Z ′ has entries z′1, . . . , z
′
m
with z′1 ≥ z
′
2 ≥ · · · ≥ z
′
m. If
z1 + z2 + · · ·+ zi ≥ z
′
1 + z
′
2 + · · ·+ z
′
i for each i = 1, . . . ,m,
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then ord(Z) ≤ ord(Z ′), and the equality holds if and only if zi = z′i for all i =
1, . . . ,m.
Proof. Because Z,Z ′ have the same rank, we know that
z1 + z2 + · · ·+ zm = z
′
1 + z
′
2 + · · ·+ z
′
m.
Suppose that Z,Z ′ are not identical. So there are a smallest positive integer i0
such that zi0 > z
′
i0
and a smallest positive integer j0 such that zj0 < z
′
j0
. By the
assumption in the lemma, we know that i0 < j0. Let Z
′′ be a special symbol of
entries z′′1 , . . . , z
′′
m where z
′′
i0
= z′i0 + 1, z
′′
j0
= z′j0 − 1 and z
′′
k = z
′
k for k 6= i0, j0.
Then it is clear that z′′1 ≥ z
′′
2 ≥ · · · ≥ z
′′
m and Z has rank n. Moreover, we still have
z1 + z2 + · · ·+ zi ≥ z
′′
1 + z
′′
2 + · · ·+ z
′′
i for each i = 1, . . . ,m.
Now ord(Z ′′) < ord(Z ′) by Lemma 2.17. Hence the lemma is proved by induction.

Lemma 2.19. Let
Λ =
(
a1, . . . , am1
b1, . . . , bm2
)
and Λ′ =
(
a′1, . . . , a
′
m1
b′1, . . . , b
′
m2
)
be two symbols of the same rank and the same defect.
(i) Suppose that bj = b
′
j for each j, and
a1 + a2 + · · ·+ ai ≥ a
′
1 + a
′
2 + · · ·+ a
′
i for each i = 1, . . . ,m1,
then ord(Λ) ≤ ord(Λ′) and the equality holds if and only if ai = a′i for all
i.
(ii) Suppose that ai = a
′
i for each i, and
b1 + b2 + · · ·+ bj ≥ b
′
1 + b
′
2 + · · ·+ b
′
j for each j = 1, . . . ,m2,
then ord(Λ) ≤ ord(Λ′) and the equality holds if and only if bj = b′j for all
j.
Proof. Let Z,Z ′ be the special symbols with the same entries of Λ,Λ′ respectively.
Let z1, . . . , zm1+m2 (resp. z
′
1, . . . , z
′
m1+m2) be the entries of Z (resp. Z
′). Clearly, the
conditions in (i) imply the condition in Lemma 2.18, and we have ord(Z) ≤ ord(Z ′)
and the equality holds if and only if zi = z
′
i for all i = 1, . . . ,m1 +m2. Then by
Corollary 2.14, we have ord(Λ) ≤ ord(Λ′) and the equality holds if and only if
ai = a
′
i for all i.
The proof of (ii) is similar and omitted. 
Corollary 2.20. Let Λ,Λ′ be two symbols of the same rank and the same defect
such that
Υ(Λ) =
[
λ1, . . . , λm1
µ1, . . . , µm2
]
and Υ(Λ′) =
[
λ′1, . . . , λ
′
m1
µ′1, . . . , µ
′
m2
]
.
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(i) Suppose that µj = µ
′
j for each j, and
λ1 + λ2 + · · ·+ λi ≥ λ
′
1 + λ
′
2 + · · ·+ λ
′
i for each i = 1, . . . ,m1,
then ord(Λ) ≤ ord(Λ′) and the equality holds if and only if λi = λ′i for all
i.
(ii) Suppose that λi = λ
′
i for each i, and
µ1 + µ2 + · · ·+ µj ≥ µ
′
1 + µ
′
2 + · · ·+ µ
′
j for each j = 1, . . . ,m2,
then ord(Λ) ≤ ord(Λ′) and the equality holds if and only if µj = µ′j for all
j.
Proof. Write
Λ =
(
a1, . . . , am1
b1, . . . , bm2
)
and Λ′ =
(
a′1, . . . , a
′
m1
b′1, . . . , b
′
m2
)
.
By (2.5) we have λi = ai − (m1 − i), λ′i = a
′
i − (m1 − i), µj = bj − (m2 − j),
and µ′j = b
′
j − (m2 − j) for each i, j. Then the corollary follows from Lemma 2.19
immediately. 
3. Finite Theta Correspondence
3.1. Finite theta correspondence. Let (G,G′) be a reductive dual pair consist-
ing of one orthogonal group and one symplectic group defined over fq. By restricting
the Weil character with respect to a non-trivial character ψ of fq to G × G′, we
have a decomposition
ω
ψ
G,G′ =
∑
ρ∈E(G), ρ′∈E(G′)
mρ,ρ′ρ⊗ ρ
′
where mρ,ρ′ ∈ N ∪ {0} and we define
ΘG,G′ = { (ρ, ρ
′) ∈ E(G) × E(G′) | mρ,ρ′ 6= 0 }.
So now ΘG,G′ is regarded as a relation between E(G) and E(G
′). We say that ρ⊗ρ′
occurs in the Θ-correspondence if (ρ, ρ′) ∈ ΘG,G′ , i.e., if mρ,ρ′ 6= 0 . For ρ ∈ E(G),
we define
ΘG′(ρ) = { ρ
′ ∈ E(G′) | (ρ, ρ′) ∈ ΘG,G′ }.
From the definition, it is obvious that Θ is symmetric, i.e., ρ′ ∈ ΘG′(ρ) if and only
if ρ ∈ ΘG(ρ′).
For a classical group G, let Gn denote the group of split rank n in the Witt
series of G, i.e,
Gn =

Sp2n, if G is symplectic;O+2n,O2n+1,O−2n+2 if G is orthogonal.
The dual pair (G,G′) = (Gn,G
′
n′) is said to be in stable range if n ≤
n′
2 . It is well
known that Θ is persistent, i.e., for ρ ∈ E(Gn), if ΘG′
n′
(ρ) 6= ∅ for some n′, then
ΘG′
n′′
(ρ) 6= ∅ for any n′′ ≥ n′. Moreover, it is known that ΘG′
n′
(ρ) 6= ∅ if n′ ≥ 2n.
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3.2. Eta correspondence in stable range. Now we recall the main result from
[GH17]. Let ρ′ be an irreducible character of Sp2n′(q). A notion of the rank of ρ
′
is given in [GH17]. Let E(Sp2n′(q))(k) denote the set of irreducible characters of
Sp2n′(q) of rank k.
Proposition 3.1 (Gurevich-Howe). Consider the dual pair (G,G′) = (Oǫk, Sp2n′)
where k ≤ n′. Then
(i) For ρ ∈ E(Oǫk(q)), the set ΘG′(ρ) contains a unique element η(ρ) of rank
k, and all other elements have ranks less than k.
(ii) The mapping ρ 7→ η(ρ) gives an embedding η : E(Oǫk(q))→ E(Sp2n′(q))(k).
The mapping η : E(Oǫk(q)) → E(Sp2n′(q)) is called the η-correspondence for the
dual pair (Oǫk, Sp2n′) in stable range.
Corollary 3.2. Consider the dual pair (Oǫk, Sp2n′) where k ≤ n
′. Let ρ′ ∈ E(Sp2n′(q)).
If ρ′ = η(ρ) for some ρ ∈ E(Oǫk(q)), then ρ
′ does not occur in the Θ-correspondence
for any dual pair (Oǫk′ , Sp2n′) with k
′ < k.
Proof. The assumption ρ′ = η(ρ) means that ρ′ is of rank k by the above proposi-
tion. If ρ′ occurs in the Θ-correspondence for a dual pair (Oǫk′ , Sp2n′) with k
′ < k,
then the rank of ρ′ is less than or equal to k′ by the above proposition and we get
a contradiction. 
3.3. Theta correspondence of unipotent characters. Let λ = [λ1, . . . , λk] and
µ = [µ1, . . . , µl] be two partitions. We may assume that k = l by adding some 0’s
if necessary. Then we denote
λ 4 µ if µi − 1 ≤ λi ≤ µi for each i.
The following lemma is from [Pan19a] lemma 2.15:
Lemma 3.3. Let λ = [λi] and µ = [µi] be two partitions. Then λ
T 4 µT if and
only if µi+1 ≤ λi ≤ µi for each i where λT, µT denote the dual partitions of λ, µ
respectively.
Lemma 3.4. Let A = {a1, . . . , am} and B = {b1, . . . , bm′} be two β-sets.
(i) Suppose that m′ = m. Then Υ(A)T 4 Υ(B)T if and only if b1 ≥ a1 > b2 ≥
a2 > · · · > bm ≥ am.
(ii) Suppose that m′ = m+ 1. Then Υ(A)T 4 Υ(B)T if and only if b1 > a1 ≥
b2 > a2 ≥ · · · ≥ bm > am ≥ bm+1.
Proof. The lemma follows from Lemma 3.3 and the definition of Υ in (2.5) imme-
diately. 
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For two symbols Λ and Λ′, we write Υ(Λ) =
[
λ
µ
]
and Υ(Λ′) =
[
λ′
µ′
]
. Now we
define several relations on the set of symbols:
B+ = { (Λ,Λ′) ∈ S × S | µT 4 λ′T, µ′T 4 λT, def(Λ′) = −def(Λ) + 1 };
B− = { (Λ,Λ′) ∈ S × S | λT 4 µ′T, λ′T 4 µT, def(Λ′) = −def(Λ)− 1 },
BSp2n,Oǫ2n′ = B
ǫ ∩ (SSp2n × SOǫ2n′ )
(3.5)
where ǫ = ±.
For a dual pair (G,G′) of a symplectic group and an even orthogonal group, it
is known that the unipotent characters are preserved by the Θ-correspondence, i.e.,
if (ρ, ρ′) ∈ ΘG,G′ , then ρ is unipotent if and only if ρ
′ is unipotent. So let ωψ
G,G′,1
denote the unipotent part of ωψ
G,G′ , i.e., ω
ψ
G,G′,1 is the intersection of ω
ψ
G,G′ with
V(G)1 ⊗ V(G′)1. The following proposition is from [Pan19a] theorem 3.34:
Proposition 3.6. Let (G,G′) be a reductive dual pair of a symplectic group and
an even orthogonal group. Then we have
ω
ψ
G,G′,1 =
∑
(Λ,Λ′)∈B
G,G′
ρΛ ⊗ ρΛ′
For Λ ∈ SG, we will denote
ΘG′(Λ) = {Λ
′ ∈ SG′ | (Λ,Λ
′) ∈ BG,G′ }.
Therefore by the above proposition we have ρΛ′ ∈ ΘG′(ρΛ) if and only if Λ
′ ∈
ΘG′(Λ).
Suppose that (Λ,Λ′) ∈ BG,G′ . From the definition in (3.5), we can describe the
relation between Υ(Λ) and Υ(Λ′) as follows:
(1) Suppose that ǫ = +.
(a) Suppose that G = O+2n and G
′ = Sp2n′ . If Λ is of defect 4d for some
d ∈ Z, then Λ′ is of defect −4d+ 1. Therefore, Υ(Λ) is a bi-partition
of n− 4d2 and Υ(Λ′) is a bi-partition of n′ − 2d(2d− 1).
(b) Suppose that G = Sp2n and G
′ = O+2n′ . If Λ is of defect 4d + 1 for
some d ∈ Z, then Λ′ is of defect −4d. Therefore, Υ(Λ) is a bi-partition
of n− 2d(2d+ 1) and Υ(Λ′) is a bi-partition of n′ − 4d2.
For both cases, we have
‖Υ(Λ′)‖ = ‖Υ(Λ)‖+ (n′ − n) + 2d.
Therefore the Young diagram of Υ(Λ′)∗ can be obtained from the Young
diagram of Υ(Λ)∗ by removing k boxes (for some k ≥ 0) such that no
two boxes are removing from the same column; and the Young diagram
of Υ(Λ′)∗ can be obtained from the Young diagram of Υ(Λ)∗ by adding
k + (n′ − n) + 2d boxes such that no two boxes are adding to the same
column.
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(2) Suppose that ǫ = −.
(a) Suppose thatG = O−2n andG
′ = Sp2n′ . If Λ is of defect 4d+2 for some
d ∈ Z, then Λ′ is of defect −4d− 3. Therefore, Υ(Λ) is a bi-partition
of n− (2d+ 1)2 and Υ(Λ′) is a bi-partition of n′ − (2d+ 1)(2d+ 2).
(b) Suppose thatG = Sp2n andG
′ = O−2n′ . If Λ is of defect 4d+1 for some
d ∈ Z, then Λ′ is of defect −4d− 2. Therefore, Υ(Λ) is a bi-partition
of n− 2d(2d+ 1) and Υ(Λ′) is a bi-partition of n′ − (2d+ 1)2.
For both cases, we have
‖Υ(Λ′)‖ = ‖Υ(Λ)‖+ (n′ − n)− 1− 2d.
Therefore the Young diagram of Υ(Λ′)∗ can be obtained from the Young
diagram of Υ(Λ)∗ by removing k boxes (for some k ≥ 0) such that no
two boxes are removing from the same column; and the Young diagram
of Υ(Λ′)∗ can be obtained from the Young diagram of Υ(Λ)
∗ by adding
k+ (n′ − n)− 1− 2d boxes such that no two boxes are adding to the same
column.
For k ≥ 0, we define
ΘG′(Λ)k =

{Λ
′ ∈ ΘG′(Λ) | ‖Υ(Λ
′)∗‖ = ‖Υ(Λ)∗‖ − k }, if ǫ = +;
{Λ′ ∈ ΘG′(Λ) | ‖Υ(Λ
′)∗‖ = ‖Υ(Λ)∗‖ − k }, if ǫ = −.
Clearly, as explained above we have
(3.7) ΘG′(Λ) =
⊔
k≥0
ΘG′(Λ)k
and it is known that ΘG′(Λ)k = ∅ if either ǫ = + and k > λ1; or ǫ = − and k > µ1.
4. Two One-to-one Correspondences
In this section, we consider a reductive dual pair (G,G′) of one even orthogonal
group and one symplectic group.
4.1. Definition of θk. Let (G,G
′) = (Oǫ2n, Sp2n′) or (Sp2n,O
ǫ
2n′) for some non-
negative integers n, n′. Let
Λ =
(
A
B
)
=
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
∈ SG, and Υ(Λ) =
[
λ
µ
]
=
[
λ1, λ2, . . . , λm1
µ1, µ2, . . . , µm2
]
.
Suppose that
(4.1) def(Λ) = δ =


4d+ 1, if G = Sp2n;
4d, if G = O+2n;
4d+ 2, if G = O−2n
for some d ∈ Z, and define
τ =

n
′ − n+ 2d, if ǫ = +;
n′ − n− 1− 2d, if ǫ = −.
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So the integer τ depends on n, n′, ǫ and the defect of Λ. From the discussion in
Subsection 3.3, we know that if (Λ,Λ′) ∈ BG,G′ , then
‖Υ(Λ′)‖ = ‖Υ(Λ)‖+ τ.
By interchanging the roles of G and G′ if necessary, we will assume that τ ≥ 0.
4.1.1. For ǫ = + and 0 ≤ k ≤ λ1, we define
θk :
[
λ1, . . . , λm1
µ1, . . . , µm2
]
7→
[
µ1, . . . , µm2
λ2, . . . , λm1
]
∪
[
τ + k
λ1 − k
]
.
• Suppose that G = Sp2n. Then θk is a mapping from P2(n− 2d(2d+1)) to
P2(n′ − 4d2). Moreover, θk induces a mapping, still denoted by θk, from
Sn,4d+1 to Sn′,−4d, i.e., we have the following commutative diagram:
Sn,4d+1
θk−−−−→ Sn′,−4d
Υ
y yΥ
P2(n− 2d(2d+ 1))
θk−−−−→ P2(n′ − 4d2).
• Suppose that G = O+2n. Then θk is a mapping from P2(n − 4d
2)) to
P2(n′ − 2d(2d− 1)). Then we have a commutative diagram:
Sn,4d
θk−−−−→ Sn′,−4d+1
Υ
y yΥ
P2(n− 4d
2)
θk−−−−→ P2(n
′ − 2d(2d− 1)).
It is not difficult to see that θk(Λ) ∈ ΘG′(Λ)k. Let i, j be the indices such that
µj−1 > τ + k ≥ µj and λi−1 ≥ λ1 − k > λi. Then we see that
θk(Λ) =
(
b1 + 1, . . . , bj−1 + 1, τ + k +m2 + 1− j, bj , . . . , bm2
a2 + 1, . . . , ai−1 + 1, a1 − k + 1− i, ai, . . . , am1
)
.
In particular, we have
(4.2) θ0(Λ) =


(
b1+1,...,bm2+1,0
a1,...,am1
)
, if τ = 0;(
τ+m2,b1,...,bm2
a1,...,am1
)
, if τ ≥ µ1.
4.1.2. For ǫ = − and 0 ≤ k ≤ µ1, we define
θk :
[
λ1, . . . , λm1
µ1, . . . , µm2
]
7→
[
µ2, . . . , µm2
λ1, . . . , λm1
]
∪
[
µ1 − k
τ + k
]
.
• Suppose that G = Sp2n. Similar to the above case, we have the following
commutative diagram:
Sn,4d+1
θk−−−−→ Sn′,−4d−2
Υ
y yΥ
P2(n− 2d(2d+ 1))
θk−−−−→ P2(n′ − (2d+ 1)2).
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• Suppose that G = O−2n. Then we have the following commutative diagram:
Sn,4d+2
θk−−−−→ Sn′,−4d−3
Υ
y yΥ
P2(n− (2d+ 1)2)
θk−−−−→ P2(n′ − (2d+ 1)(2d+ 2)).
Again, we have θk(Λ) ∈ ΘG′(Λ)k. Let i, j be the indices such that µj−1 ≥
µ1 − k > µj and λi−1 > τ + k ≥ λi. Then we see that
θk(Λ) =
(
b2 + 1, . . . , bj−1 + 1, b1 − k + 1− j, bj , . . . , bm2
a1 + 1, . . . , ai−1 + 1, τ + k +m1 + 1− i, ai, . . . , am1
)
.
In particular, we have
(4.3) θ0(Λ) =


(
b1,...,bm2
a1+1,...,am1+1,0
)
, if τ = 0;(
b1,...,bm2
τ+m1,a1,...,am1
)
, if τ ≥ λ1.
Remark 4.4. Note that θ0 is modified from the “θ
N ′,N” in [AKP16] definition 5.
Remark 4.5. Now θk : Sn,δ → Sn′,δ′ where δ′ = −δ + 1 if ǫ = +; and δ′ = −δ − 1
if ǫ = −.
(1) If τ = 0, then θ0 is surjective, in fact Λ
′ = θ0(Υ
−1(Υ(Λ′)t)) for any Λ′ ∈
Sn′,δ′ .
(2) More generally, it is clear from the definition that a symbol Λ′ ∈ Sn′,δ′ such
that Υ(Λ′) =
[µ′1,...,µ′m′2
λ′1,...,λ
′
m′1
]
is in the image of θk if and only if

τ + k = µ
′
i for some i, when ǫ = +;
τ + k = λ′i for some i, when ǫ = −.
4.2. Properties of θk. Let (G,G
′) = (Oǫ2n, Sp2n′) or (Sp2n,O
ǫ
2n′), and let Λ ∈
Sn,δ ⊂ SG.
Lemma 4.6. Let Λ′ = θk(Λ) and Λ
′′ ∈ ΘG′(Λ)k and write
Υ(Λ′) =
[
µ′1, . . . , µ
′
m′2
λ′1, . . . , λ
′
m′1
]
and Υ(Λ′′) =
[
µ′′1 , . . . , µ
′′
m′2
λ′′1 , . . . , λ
′′
m′1
]
.
Then
(i) µ′′1 + µ
′′
2 + · · ·+ µ
′′
s ≥ µ
′
1 + µ
′
2 + · · ·+ µ
′
s for each s = 1, . . . ,m
′
2;
(ii) λ′′1 + λ
′′
2 + · · ·+ λ
′′
t ≥ λ
′
1 + λ
′
2 + · · ·+ λ
′
t for each t = 1, . . . ,m
′
1.
Proof. Write Υ(Λ) =
[
λ1,...,λm1
µ1,...,µm2
]
.
First suppose that ǫ = +. Then we have m′1 = m1 and m
′
2 = m2 + 1. Because
now both Λ′ and Λ′′ are in ΘG′(Λ)k, we have
λ′1 + · · ·+ λ
′
m1 = λ
′′
1 + · · ·+ λ
′′
m1 = λ1 + · · ·+ λm1 − k
µ′1 + · · ·+ µ
′
m2+1 = µ
′′
1 + · · ·+ µ
′′
m2+1 = µ1 + · · ·+ µm1 + τ + k.
(4.7)
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Because Λ′′ ∈ ΘG′(Λ), by Lemma 3.3 (see also [Pan19a] lemma 2.15), we know that
µ′′1 ≥ µ1 ≥ µ
′′
2 ≥ µ2 ≥ · · · ≥ µ
′′
m2 ≥ µm2 ≥ µ
′′
m2+1,
λ1 ≥ λ
′′
1 ≥ λ2 ≥ λ
′′
2 ≥ · · · ≥ λm1 ≥ λ
′′
m1
.
(4.8)
Moreover, from the definition, we have
(4.9)
[
µ′1, . . . , µ
′
m′2
λ′1, . . . , λ
′
m′1
]
=
[
µ1, . . . , µj−1, τ + k, µj , . . . , µm2
λ2, . . . , λi−1, λ1 − k, λi, . . . , λm1
]
for some indices i, j.
• If s ≤ j − 1, then by (4.8) and (4.9) we have
µ′′1 + µ
′′
2 + · · ·+ µ
′′
s ≥ µ1 + µ2 + · · ·+ µs = µ
′
1 + µ
′
2 + · · ·+ µ
′
s.
• If s ≥ j, then by (4.8) and (4.9) we have
µ′s+1 + · · ·+ µ
′
m2+1 = µs + · · ·+ µm2 ≥ µ
′′
s+1 + · · ·+ µ
′′
m2+1.
and hence by (4.7) we have
µ′′1 + µ
′′
2 + · · ·+ µ
′′
s = (µ
′′
1 + µ
′′
2 + · · ·+ µ
′′
m2+1)− (µ
′′
s+1 + · · ·+ µ
′′
m2+1)
≥ (µ′1 + µ
′
2 + · · ·+ µ
′
m2+1)− (µ
′
s+1 + · · ·+ µ
′
m2+1)
= µ′1 + µ
′
2 + · · ·+ µ
′
s.
• If t ≤ i− 2, then by (4.8) and (4.9) we have
λ′′1 + λ
′′
2 + · · ·+ λ
′′
t ≥ λ2 + λ3 + · · ·+ λ
′
t+1 = λ
′
1 + λ
′
2 + · · ·+ λ
′
t.
• If t ≥ i− 1, then by (4.8) and (4.9) we have
λ′t+1 + · · ·+ λ
′
m1 = λt+1 + · · ·+ λm1 ≥ λ
′′
t+1 + · · ·+ λ
′′
m1 .
and hence by (4.7) we have
λ′′1 + λ
′′
2 + · · ·+ λ
′′
t = (λ
′′
1 + λ
′′
2 + · · ·+ λ
′′
m1
)− (λ′′t+1 + λ
′′
2 + · · ·+ λ
′′
m1
)
≥ (λ′1 + λ
′
2 + · · ·+ λ
′
m1)− (λ
′
t+1 + λ
′
2 + · · ·+ λ
′
m1)
= λ′1 + λ
′
2 + · · ·+ λ
′
t.
Therefore the lemma for the case ǫ = + is proved. The proof for the case ǫ = − is
similar and is omitted. 
Lemma 4.10. Let Λ ∈ SG. Then θk(Λ) is the unique element of maximal order
in ΘG′(Λ)k.
Proof. It is known that θk(Λ) is in ΘG′(Λ)k by definition.
First suppose that ǫ = +. Let Λ′ = θk(Λ), and let Λ
′′ ∈ ΘG′(Λ)k. Define Λ
′′′
to be the symbol such that Υ(Λ′′′)∗ = Υ(Λ
′)∗ and Υ(Λ
′′′)∗ = Υ(Λ′′)∗. Then it is
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clear that Λ′′′ ∈ ΘG′(Λ)k by Lemma 3.4. Write
Λ′ =
(
b′1, . . . , b
′
m′2
a′1, . . . , a
′
m′1
)
, Λ′′ =
(
b′′1 , . . . , b
′′
m′2
a′′1 , . . . , a
′′
m′1
)
, Λ′′′ =
(
b′′′1 , . . . , b
′′′
m′2
a′′′1 , . . . , a
′′′
m′1
)
;
Υ(Λ′) =
[
µ′1, . . . , µ
′
m′2
λ′1, . . . , λ
′
m′1
]
, Υ(Λ′′) =
[
µ′′1 , . . . , µ
′′
m′2
λ′′1 , . . . , λ
′′
m′1
]
, Υ(Λ′′′) =
[
µ′′′1 , . . . , µ
′′′
m′2
λ′′′1 , . . . , λ
′′′
m′1
]
.
Now Υ(Λ′)∗ = Υ(Λ
′′′)∗ means that λ
′
j = λ
′′′
j for each j = 1, . . . ,m
′
1. Now
Λ′′′ ∈ ΘG′(Λ)k, by Lemma 4.6, we have
µ′′′1 + µ
′′′
2 + · · ·+ µ
′′′
i ≥ µ
′
1 + µ
′
2 + · · ·+ µ
′
i
for each i = 1, . . . ,m′2, hence we have ord(Λ
′) ≥ ord(Λ′′′) by Corollary 2.20. Sim-
ilarly, Υ(Λ′′′)∗ = Υ(Λ′′)∗ means that µ′′′i = µ
′′
i for each i = 1, . . . ,m
′
2. Then
Υ(Λ′)∗ = Υ(Λ
′′′)∗ and Lemma 4.6 imply
λ′′1 + λ
′′
2 + · · ·+ λ
′′
j ≥ λ
′
1 + λ
′
2 + · · ·+ λ
′
j = λ
′′′
1 + λ
′′′
2 + · · ·+ λ
′′′
j
for each j = 1, . . . ,m′1, we have ord(Λ
′′′) ≥ ord(Λ′′) by Corollary 2.20. Therefore
ord(Λ′) ≥ ord(Λ′′).
By Lemma 2.19 again, we know that the equality holds if and only if Λ′′ = Λ′,
i.e., θk(Λ) is the unique element of maximal order in ΘG′(Λ)k.
The proof for the case ǫ = − is similar and is omitted. 
Lemma 4.11. There exists a unique index k0 such that either θk0(Λ) or θk0(Λ), θk0+1(Λ)
are the elements of maximal order in the set { θk(Λ) | k ≥ 0 }.
Proof. First suppose that ǫ = +. Write
Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
and Υ(Λ) =
[
λ1, λ2, . . . , λm1
µ1, µ2, . . . , µm2
]
.
Let 0 ≤ k ≤ λ1. Suppose that i, j are the indices such that µj−1 > τ + k ≥ µj and
λi−1 ≥ λ1 − k > λi. Then we have
θk(Λ) =
(
b1 + 1, . . . , bj−1 + 1, τ + k +m2 + 1− j, bj , . . . , bm2
a2 + 1, . . . , ai−1 + 1, a1 − k + 1− i, ai, . . . , am1
)
.
Now we compare θk(Λ) and θk+1(Λ).
(1) If µj−1 > τ + k + 1, then
θk+1(Λ)
∗ = {b1 + 1, . . . , bj−1 + 1, τ + k +m2 + 2− j, bj , . . . , bm2};
(2) if µj−1 = τ + k + 1, then τ + k +m2 + 1− j = bj−1 and
θk+1(Λ)
∗ = {b1 + 1, . . . , bj−2 + 1, τ + k +m2 + 3− j, bj−1, . . . , bm2}.
So from θk(Λ) to θk+1(Λ), there is a unique entry αk in the first row of θk(Λ) is
changed to αk+1 and all other entries in the first row is unchanged, more precisely,
αk = τ + k +m2 + 1− j for case (1); and αk = bj−1 + 1 for case (2). Similarly
(3) if λ1 − k − 1 > λi, then
θk+1(Λ)∗ = {a2 + 1, a3 + 1, . . . , ai−1 + 1, a1 − k − i, ai, . . . , am1};
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(4) if λ1 − k − 1 = λi, then a1 − k − i = ai and
θk+1(Λ)∗ = {a2 + 1, a3 + 1, . . . , ai + 1, a1 − k − 1− i, ai+1, . . . , am1}.
So from θk(Λ) to θk+1(Λ), there is a unique entry βk in the second row of θk(Λ)
is changed to βk − 1 and all other entries in the second row are unchanged, more
precisely, βk = a1 − k − i for case (3); and βk = ai for case (4).
We know that the sequence 〈βk〉 is strictly decreasing and the sequence 〈αk〉
is strictly increasing. Note that by Lemma 2.17 if αk + 1 ≤ βk − 1, we have
ord(θk(Λ)) < ord(θk+1(Λ)); if αk ≥ βk, then ord(θk(Λ)) > ord(θk+1(Λ)). Compar-
ing the two sequence 〈αk〉 and 〈βk〉, we have the following situations:
(1) If α0 > β0, then αi ≥ βi for each i ≥ 0 and hence θ0(Λ) has maximal order.
So we have k0 = 0.
(2) If αλ1 ≤ βλ1 , then αi ≤ βi for each i ≥ 0 and hence θλ1(Λ) has maximal
order. So we have k0 = λ1.
(3) If there is an index k1 such that αk1 ≤ βk1 and αk1+1 > βk1+1. Now
αk1+1 > βk1+1 implies that ord(θi(Λ)) > ord(θi+1(Λ)) for each i ≥ k1 +
1. Moreover, we have αk1−1 + 1 ≤ αk1 ≤ βk1 ≤ βk1−1 − 1, so we have
ord(θi−1(Λ)) < ord(θi(Λ)) for each i ≤ k1. Now we have the following
three possible cases:
(a) if αk1 = βk1 , then ord(θk1 (Λ)) > ord(θk1+1(Λ)) and we let k0 = k1;
(b) if αk1 = βk1 − 1, then αk1 < βk1 and αk1 + 1 > βk1 − 1, and hence
θk1(Λ) and θk1+1(Λ) has the same entries and hence ord(θk1(Λ)) =
ord(θk1+1(Λ)) and we let k0 = k1;
(c) if αk1 < βk1 − 1, then αk1 + 1 ≤ βk1 − 1 and hence ord(θk1(Λ)) <
ord(θk1+1(Λ)) and we let k0 = k1 + 1.
From the definition of k0 above, we see that the orders of the sequence 〈θk(Λ)〉 are
either
ord(θ0(Λ)) < · · · < ord(θk0−1(Λ)) < ord(θk0(Λ)) > θk0+1(Λ) > · · · > θλ1(Λ),
or
ord(θ0(Λ)) < · · · < ord(θk0−1(Λ)) < ord(θk0(Λ))
= θk0+1(Λ) > ord(θk0+2(Λ)) > · · · > θλ1(Λ).
That is, for case (2.b), θk0(Λ), θk0+1(Λ) are the two elements of maximal order; and
for other cases, θk0(Λ) is the unique element of maximal order.
Next suppose that ǫ = −. As above, there are a sequence 〈αk〉 strictly decreasing
and a strictly increasing sequence 〈βk〉 such that
(4) if β0 > α0, then we let k0 = 0;
(5) if βµ1 ≤ αµ1 , then we let k0 = µ1.
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(6) if there is an index k1 such that βk1 ≤ αk1 and βk1+1 > αk1+1, then we
have the following three possible cases:
(a) if βk1 = αk1 , then we let k0 = k1;
(b) if βk1 = αk1 − 1, then we let k0 = k1;
(c) if βk1 < αk1 − 1, then we let k0 = k1 + 1.
For case (4.b), θk0(Λ), θk0+1(Λ) are the two elements of maximal order; and for
other cases, θk0(Λ) is the unique element of maximal order. 
Corollary 4.12. There exists a unique index k0 such that either θk0(Λ) or θk0(Λ), θk0+1(Λ)
are the elements of maximal order in ΘG′(Λ).
Proof. We know that
ΘG′(Λ) =
⊔
k≥0
ΘG′(Λ)k.
Then the corollary follows from Lemma 4.10 and Lemma 4.11 immediately. 
Remark 4.13. (1) Suppose that ǫ = + and τ ≥ µ1. Then we see that α0 =
τ +m2 and β0 = a1 = λ1 +m1 − 1. From the proof of Lemma 4.11, we
know that
• if α0 ≥ β0, then θ0(Λ) is the unique element of maximal order in
ΘG′(Λ);
• if α0 = β0 − 1, then θ0(Λ), θ1(Λ) are the two elements of (the same)
maximal order in ΘG′(Λ).
(2) Suppose that ǫ = − and τ ≥ λ1. Then we see that β0 = τ +m1, α0 = b1 =
µ1 +m2 − 1, and
• if β0 ≥ α0, then θ0(Λ) is the unique element of maximal order in
ΘG′(Λ);
• if β0 = α0 − 1, then θ0(Λ), θ1(Λ) are the two elements of (the same)
maximal order in ΘG′(Λ).
Example 4.14. Consider the dual pair (O+30, Sp30). Let Λ =
(
9,4,2,1
5,4,2,0
)
∈ SO+30
.
Then def(Λ) = 0, Υ(Λ) =
[
6,2,1,1
2,2,1
]
and λ1 = 6. Hence τ = 15− 15 + 0 = 0 and the
sequences 〈θk(Υ(Λ))〉 and 〈θk(Λ)〉 for k = 0, 1, . . . , 6 are
[
2,2,1
6,2,1,1
]
,
[
2,2,1,1
5,2,1,1
]
,
[
2,2,2,1
4,2,1,1
]
,
[
3,2,2,1
3,2,1,1
]
,
[
4,2,2,1
2,2,1,1
]
,
[
5,2,2,1
2,1,1,1
]
,
[
6,2,2,1
2,1,1
]
,(
6,5,3,1,0
9,4,2,1
)
,
(
6,5,3,2,0
8,4,2,1
)
,
(
6,5,4,2,0
7,4,2,1
)
,
(
7,5,4,2,0
6,4,2,1
)
,
(
8,5,4,2,0
5,4,2,1
)
,
(
9,5,4,2,0
5,3,2,1
)
,
(
10,5,4,2,0
5,3,2,0
)
.
The sequence 〈αk〉 is 1, 3, 6, 7, 8, 9, 10, and the sequence 〈βk〉 is 9, 8, 7, 6, 4, 1, 0. Now
α2 = 6 = β2 − 1, which is Case (2.b) in the proof of the previous lemma, so we
have k0 = 2, and both θ2(Λ) and θ3(Λ) are of (the same) maximal order in the set
ΘSp30(Λ).
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4.3. Definition of θ and θ on unipotent characters. Let (G,G′) = (Oǫ2n, Sp2n′)
or (Sp2n,O
ǫ
2n′), and let Λ ∈ Sn,δ ⊂ SG. We first assume that τ ≥ 0.
The definitions of θ
G′
: SG → SG′ and θG′ : E(G)1 → E(G
′)1 are simple, we just
define
(4.15) θ
G′
(Λ) = θ0(Λ) and θG′(ρΛ) = ρθ0(Λ).
Then we have a relation θ
G,G′ between E(G)1 and E(G
′)1 by
θ
G,G′ = { (ρΛ, ρΛ′) ∈ E(G)1 × E(G
′)1 | Λ
′ = θ
G′
(Λ) }.
To define θG′ , we need to introduce a linear order “<”on the set Sn,δ as follows:
(1) Suppose that ǫ = +. Let Λ,Λ′ ∈ Sn,δ where δ = 4d + 1 (if G = Sp2n) or
δ = 4d (if G = O+2n). We define that Λ < Λ
′ if either
• ‖Υ(Λ)∗‖ < ‖Υ(Λ′)∗‖; or
• ‖Υ(Λ)∗‖ = ‖Υ(Λ′)∗‖ and Υ(Λ)∗ < Υ(Λ′)∗ in lexicographic order; or
• Υ(Λ)∗ = Υ(Λ′)∗ and Υ(Λ)∗ < Υ(Λ′)∗ in lexicographic order.
(2) Suppose that ǫ = −. Let Λ,Λ′ ∈ Sn,δ where δ = 4d + 1 (if G = Sp2n) or
δ = 4d+ 2 (if G = O−2n). We define that Λ < Λ
′ if either
• ‖Υ(Λ)∗‖ < ‖Υ(Λ′)∗‖; or
• ‖Υ(Λ)∗‖ = ‖Υ(Λ′)∗‖ and Υ(Λ)∗ < Υ(Λ′)∗ in lexicographic order; or
• Υ(Λ)∗ = Υ(Λ′)∗ and Υ(Λ)∗ < Υ(Λ′)∗ in lexicographic order.
Example 4.16. For the set S4,0 ⊂ SO+8
, the linear order defined above is
(
3,2,1,0
4,3,2,1
)
<
(
2,1,0
4,2,1
)
<
(
1,0
3,2
)
<
(
1,0
4,1
)
<
(
0
4
)
<
(
3,1,0
3,2,1
)
<
(
2,0
3,1
)
<
(
1
3
)
<
(
2,1
2,1
)
<
(
2,1
3,0
)
<
(
3,0
2,1
)
<
(
2
2
)
<
(
3,2,1
3,1,0
)
<
(
3,1
2,0
)
<
(
3
1
)
<
(
4,3,2,1
3,2,1,0
)
<
(
4,2,1
2,1,0
)
<
(
3,2
1,0
)
<
(
4,1
1,0
)
<
(
4
0
)
.
Now we define θG′(Λ) inductively as follows. Assume that θG′(Λ
′) is defined for
all Λ′ < Λ and consider the set
Θ♭
G′
(Λ) := ΘG′(Λ)r { θG′(Λ
′) | Λ′ < Λ }.
We will see that Θ♭
G′
(Λ) is always non-empty (cf. Lemma 4.18). Then we define
θG′(Λ) to be the smallest element in the set of elements of maximal order in Θ
♭
G′
(Λ).
Then we have a mapping θG′ : E(G)1 → E(G
′)1 by θG′(ρΛ) = ρθ
G′
(Λ), and a relation
θG,G′ between E(G)1 and E(G
′)1 by
θG,G′ = { (ρΛ, ρΛ′) ∈ E(G)1 × E(G
′)1 | Λ
′ = θG′(Λ) }.
Remark 4.17. The definition of θ depends crucially on the choice of the linear
order “<” on Sn,δ. We hope that Corollary 5.3 will justify our choice.
Lemma 4.18. Let Λ ∈ Sn,δ ⊂ SG. Then the set Θ♭G′(Λ) is always non-empty.
Proof. Suppose that ǫ = +. Write Υ(Λ) =
[
λ1,...,λm1
µ1,...,µm2
]
. Let Λ′0 ∈ ΘG′(Λ)0 given by
Υ(Λ′0) =
[
µ1 + τ, µ2, . . . , µm2
λ1, . . . , λm1
]
.
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Let Λ′ ∈ Sn,δ and Λ′ < Λ. Now we have the following situations:
• Suppose that either ‖Υ(Λ′)∗‖ < ‖Υ(Λ)∗‖; or ‖Υ(Λ′)∗‖ = ‖Υ(Λ)∗‖ and
Υ(Λ′)∗ < Υ(Λ)∗, it is clear that Λ′0 6∈ ΘG′(Λ
′) by Lemma 3.3.
• Suppose that Υ(Λ′)∗ = Υ(Λ)∗ and Υ(Λ′)∗ < Υ(Λ)∗. Write Υ(Λ′) =[λ1,...,λm1
µ′1,...,µ
′
m′
2
]
. The assumption Υ(Λ′)∗ < Υ(Λ)∗ means that there is an in-
dex l ≥ 1 such that µ′i = µi for i = 1, . . . , l and µ
′
l < µl. Because now∑m2
i=1 µi =
∑m′2
i=1 µ
′
i, we see that there is an index k > l such that µ
′
k > µk.
Now k > 1, so by Lemma 3.3, we know that Λ′0 6∈ ΘG′(Λ
′).
So we see that Λ′0 6∈ ΘG′(Λ
′) for any Λ′ < Λ, and hence Λ′0 is in Θ
♭
G′
(Λ), i.e.,
Θ♭
G′
(Λ) 6= ∅.
The proof for ǫ = − is similar and omitted. 
Lemma 4.19. Both θ
G′
and θG′ are one-to-one mappings from Sn,δ to Sn′,δ′ where
δ′ is given in Remark 4.5.
Proof. Recall from the definition that
θ0 :
[
λ1, . . . , λm1
µ1, . . . , µm2
]
7→


[µ1,...,µm2
λ1,...,λm1
]
∪
[
τ
−
]
, if ǫ = +;[µ1,...,µm2
λ1,...,λm1
]
∪
[
−
τ
]
, if ǫ = −.
It is clear that θ
G′
is a one-to-one mapping. From the definition above, it is also
obvious that θG′ is a one-to-one. 
Example 4.20. Consider the dual pair (G,G′) = (O+20, Sp22). It is not difficult to
check that we have the following table:
O+20 Sp22
Λ θ0(Λ) θ1(Λ) θ2(Λ) θ3(Λ) θ4(Λ)(
4,3
3,2
) (
4,3,1
4,3
) (
4,3,2
4,2
) (
5,3,2
4,1
) (
6,3,2
4,0
)
(
5,2
3,2
) (
4,3,1
5,2
) (
4,3,2
4,2
) (
5,3,2
3,2
) (
6,3,2
3,1
) (
7,3,2
3,0
)
Then
(
4,3,2
3,2
)
is the unique element of maximal order in both ΘG′(
(
4,3
3,2
)
) and ΘG′(
(
5,2
3,2
)
).
Because
(
4,3
3,2
)
<
(
5,2
3,2
)
, we have
(
4,3,2
3,2
)
6∈ Θ♭
G′
(
(
5,2
3,2
)
). Finally, we can see that
θG′(
(
4,3
3,2
)
) =
(
4,3,2
4,2
)
and θG′(
(
5,2
3,2
)
) =
(
5,3,2
3,2
)
.
Lemma 4.21. If Λ is the smallest element in Sn,δ, then θG′(Λ) = θ0(Λ).
Proof. First suppose ǫ = +. Because Λ is the smallest element in Sn,δ, we have
Υ(Λ)∗ = [0] and hence Θ♭
G′
(Λ) = ΘG′(Λ) = ΘG′(Λ)0. Then θ0(Λ) is the unique
element of minimal order in ΘG′(Λ) by Lemma 4.10. Therefore by definition, we
have θG′(Λ) = θ0(Λ). 
Lemma 4.22. Let Λ ∈ Sn,δ ⊂ SG. Suppose that Λ′1,Λ
′
2 are two elements of
maximal order in Θ♭
G′
(Λ) such that Λ′i ∈ ΘG′(Λ)ki for i = 1, 2 with k1 < k2. Then
θG′(Λ) 6= Λ
′
2.
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Proof. Because Λ′i ∈ ΘG′(Λ)ki , we have ‖Υ(Λ
′
i)
∗‖ = ‖Υ(Λ)∗‖+τ+ki by definition.
The assumption k1 < k2 means that ‖Υ(Λ′1)
∗‖ < ‖Υ(Λ′2)
∗‖ and hence Λ′1 < Λ
′
2.
Therefore θG′(Λ) 6= Λ
′
2 by definition. 
Example 4.23. We consider the dual pair (G,G′) = (O+8 , Sp10). From the in-
equality in (2.3), we know that
SO+8
= S4,4 ∪ S4,0 ∪ S4,−4 and SSp10 = S5,−3 ∪ S5,1.
Now by (2.5) and (2.6), we know that Υ establishes the following bijections S4,4 ≃
P2(0); S4,0 ≃ P2(4); S4,−4 ≃ P2(0); S5,−3 ≃ P2(3); S5,1 ≃ P2(5). Moreover, by
Proposition 3.6, Θ-correspondence for the pair (O+8 , Sp10) establishes a relation
between S4,4 and S5,−3; and a relation between S4,0 and S5,1. The unique symbol(
−
3,2,1,0
)
in S4,−4 does not occur in the relation BG,G′ .
For Λ =
(
2
2
)
∈ SO+8
, we know that both
(
3,1
2
)
,
(
3,2
1
)
are elements of maximal
order in Θ♭Sp10(Λ). Moreover,
(
3,1
2
)
∈ ΘSp10(Λ)0 and
(
3,2
1
)
∈ ΘSp10(Λ)1. Hence
θSp10(
(
2
2
)
) 6=
(
3,2
1
)
by Lemma 4.22.
The whole BG,G′ is given by the following table. A symbol Λ
′ of maximal
order in ΘG′(Λ) is superscripted by ♮ (Notation: “Λ
′♮”); Λ′ ∈ ΘG′(Λ) is overlined
(Notation: “Λ′”) if Λ′ = θG′(Λ); Λ
′ ∈ ΘG′(Λ) is cancelled out (Notation: “❩Λ
′”) if
Λ′ 6∈ Θ♭
G′
(Λ). The first element in ΘG′(Λ)k is θk(Λ). In particular, the first element
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in ΘG′(Λ)0 is θ0(Λ) = θG′(Λ).
O+8 Sp10
Λ ΘG′(Λ)0 ΘG′(Λ)1 ΘG′(Λ)2 ΘG′(Λ)3 ΘG′(Λ)4(
3,2,1,0
−
) (
3
3,2,1,0
)♮
(
3,2,1,0
4,3,2,1
) (
5,4,3,2,1
3,2,1,0
)♮
,
(
5,3,2,1
2,1,0
)
(
2,1,0
4,2,1
) (
5,3,2,1
2,1,0
)♮
,
(
4,3,1
1,0
)
,
(
5,2,1
1,0
)
(
1,0
3,2
) (
4,3,1
1,0
)♮
,
(
4,2
0
)
(
1,0
4,1
) (
5,2,1
1,0
)♮
,
(
4,2
0
)
,
(
5,1
0
)
(
0
4
) (
5,1
0
)♮
,
(
5
−
)
(
3,1,0
3,2,1
) (
4,3,2,1
3,1,0
)♮
,
(
4,2,1
2,0
) ❍
❍
❍❍
(
5,3,2,1
2,1,0
)
,❍❍
❍
(
5,2,1
1,0
)
(
2,0
3,1
) (
4,2,1
2,0
)♮
,
(
3,2
1
)
,
(
4,1
1
)
❍
❍
❍
(
4,3,1
1,0
)
,❍❍
❍
(
5,2,1
1,0
)
,
(
4,2
0
)
,❩
❩
(
5,1
0
)
(
1
3
) (
4,1
1
)♮
,
(
5,0
1
) (
4,2
0
)
,❩
❩
(
5,1
0
)
,
(
5
−
)
(
2,1
2,1
) (
3,2,1
2,1
)♮
,
(
4,2,0
2,1
)
❍
❍
❍
(
4,2,1
2,0
)
,❩
❩
(
4,1
1
)
(
2,1
3,0
) (
4,2,0
2,1
)♮
,
(
5,1,0
2,1
) (
3,2
1
)
,❩
❩
(
4,1
1
)
,
(
5,0
1
)
(
3,0
2,1
) (
3,2,1
3,0
)♮
,
(
3,1
2
)
❍
❍
❍
(
4,2,1
2,0
)
,❩
❩
(
4,1
1
)
❍
❍
❍
(
5,2,1
1,0
)
,❩
❩
(
5,1
0
)
(
2
2
) (
3,1
2
)♮
,
(
4,0
2
) (
3,2
1
)♮
,❩
❩
(
4,1
1
)
,
(
5,0
1
) (
4,2
0
)
,❩
❩
(
5,1
0
)
,
(
5
−
)
(
3,2,1
3,1,0
) (
4,3,1,0
3,2,1
)♮
,
(
5,2,1,0
3,2,1
)
❍
❍
❍
(
4,2,0
2,1
)
,
(
5,1,0
2,1
)
(
3,1
2,0
) (
3,2,0
3,1
)♮
,
(
4,1,0
3,1
)
❍
❍
❍
(
4,2,0
2,1
)
,
(
5,1,0
2,1
)
,❩
❩
(
3,1
2
)
,
(
4,0
2
)
❩
❩
(
4,1
1
)
,
(
5,0
1
)
(
3
1
) (
2,1
3
)♮
❩
❩
(
3,1
2
)
♮,
(
4,0
2
)
❩
❩
(
4,1
1
)
,
(
5,0
1
)
❩
❩
(
5,1
0
)
,
(
5
−
)
(
4,3,2,1
3,2,1,0
) (
5,3,2,1,0
4,3,2,1
)♮ (
5,2,1,0
3,2,1
)
(
4,2,1
2,1,0
) (
4,2,1,0
4,2,1
)♮ (
5,2,1,0
3,2,1
)
,
(
4,1,0
3,1
) (
5,1,0
2,1
)
(
3,2
1,0
) (
3,1,0
3,2
)♮ (
4,1,0
3,1
) (
4,0
2
)
(
4,1
1,0
) (
3,1,0
4,1
)♮ (
4,1,0
3,1
)♮
,
(
3,0
3
) (
5,1,0
2,1
) (
5,0
1
)
(
4
0
) (
2,0
4
) (
3,0
3
)♮ (
4,0
2
) (
5,0
1
) (
5
−
)
(
−
3,2,1,0
)
From the above table, for most symbols Λ ∈ S4,0, we have θSp10(Λ) = θSp10(Λ), the
only exception is θSp10(
(
4
0
)
) =
(
2,0
4
)
and θSp10(
(
4
0
)
) =
(
3,0
3
)
.
Now θ
G′
(Λ) and θG′(Λ) are defined if τ ≥ 0. For case τ < 0, we can extend the
definitions of θ and θ by symmetry, i.e., we define
θ
G′
(Λ) = Λ′ if and only if θ
G
(Λ′) = Λ;
θG′(Λ) = Λ
′ if and only if θG(Λ
′) = Λ.
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From the definition, we see that if θG′(Λ) = Λ
′, Υ(Λ) =
[
λ1,...,λm1
µ1,...,µm2
]
and τ < 0, then
Υ(Λ′) =


[µ1,...,µm2
λ1,...,λm1
]
r
[
−
λi
]
, if ǫ = +;[µ1,...,µm2
λ1,...,λm1
]
r
[
µi
−
]
, if ǫ = −
for some i. So it is possible that the domain of θ
G′
is properly contained in the
domain of ΘG′ , i.e., there exists ρ ∈ E(G) such that θG′(ρ) is not defined but
ΘG′(ρ) 6= ∅.
Example 4.24. Suppose that Λ =
(
4,1
3,1
)
∈ SO+14
. Then Υ(Λ) =
[
3,1
2,1
]
∈ P2(7). By
definition and Proposition 3.6, it is not difficult to see that
ΘSp8(ρΛ) = {θSp8(ρΛ)} = {ρ(3,11 )
};
ΘSp10(ρΛ) = {ρ(4,11 )
, ρ(3,21 )
, ρ(4,2,12,0 )
, ρ(4,2,02,1 )
, }
From the above we know that θSp2n′ (ρΛ) is defined only for n
′ = 4, 6, 7, 8, 9, . . ., in
particular, θSp10(ρΛ) does not exist.
5. Theta and Eta Correspondences on Unipotent Characters
In this section, we consider a reductive dual pair (G,G′) of one even orthogonal
group and one symplectic group.
5.1. The case for τ = 0. In this subsection, we consider the situation that τ = 0,
i.e., two sets Sn,δ and Sn′,δ′ are of the same size.
Lemma 5.1. Suppose that τ = 0. Let Λ ∈ Sn,δ ⊂ SG. Then ΘG′(Λ)0 = {θ0(Λ)}.
Proof. First suppose that ǫ = +. Let Λ′ ∈ ΘG′(Λ)0. Because now k = τ = 0, we
see from Subsection 3.3 that Υ(Λ′) is obtained from Υ(Λ)t by removing zero box
from the Young diagram of Υ(Λ)∗ and adding zero box to the Young diagram of
Υ(Λ)∗. This means that Υ(Λ′) = Υ(Λ)t, i.e., Λ′ = θ0(Λ).
The proof for ǫ = − is similar. 
Lemma 5.2. Suppose that τ = 0. Let Λ ∈ Sn,δ ⊂ SG. Then Θ♭G′(Λ) = {θ0(Λ)}.
Proof. First suppose that ǫ = +. We now prove the lemma by induction.
• Suppose that Λ is the smallest element in Sn,δ. Then Υ(Λ)∗ = [0], and we
know that ΘG′(Λ) = ΘG′(Λ)0 by (3.7). Because now we also have τ = 0,
we have ΘG′(Λ)0 = {θ0(Λ)} by Lemma 5.1. Therefore, we have
Θ♭
G′
(Λ) = ΘG′(Λ) = ΘG′(Λ)0 = {θ0(Λ)},
i.e., the assertion is true for this case.
• Now we assume that Θ♭
G′
(Λ′) = {θ0(Λ′)} for any Λ′ such that Λ′ < Λ. Then
by definition, we have θG′(Λ
′) = θ0(Λ
′). Now suppose that Λ′′ ∈ ΘG′(Λ)k
for some k > 0. Let Λ′′′ = Υ−1((Υ(Λ′′))t) ∈ Sn,δ. Then ‖Υ(Λ′′′)∗‖ <
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‖Υ(Λ)∗‖, in particular Λ′′′ < Λ, and hence θG′(Λ
′′′) = θ0(Λ
′′′) = Λ′′ by
induction hypothesis. This means that Λ′′ 6∈ Θ♭
G′
(Λ) and hence
Θ♭
G′
(Λ) ⊆ ΘG′(Λ)0 = {θ0(Λ)}
by Lemma 5.1. But we know that Θ♭
G′
(Λ) 6= ∅ by Lemma 4.18, so we
conclude Θ♭
G′
(Λ) = {θ0(Λ)}.
So the lemma is proved by induction for the case ǫ = +.
The proof for ǫ = − is similar. 
Corollary 5.3. Suppose that τ = 0. Then the mapping θG′ : Sn,δ → Sn′,δ′ is given
by (
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
7→


(
b1+1,b2+1,...,bm2+1,0
a1,a2,...,am1
)
, if ǫ = +;(
b1,b2,...,bm2
a1+1,a2+1,...,am1+1,0
)
, if ǫ = −,
i.e., θG′(Λ) = θG′(Λ).
Proof. Suppose that τ = 0 and Λ ∈ Sn,δ ⊂ SG. Then by Lemma 5.2 and the
definitions of θ and θ, we have θG′(Λ) = θ0(Λ) = θG′(Λ). 
5.2. The case in stable range.
Lemma 5.4. Let (G,G′) be a dual pair in the stable range and Λ ∈ SG. Then
θ0(Λ) is the unique element of maximal order in the set ΘG′(Λ).
Proof. Write
Λ =
(
a1, . . . , am1
b1, . . . , bm2
)
∈ SG and Υ(Λ) =
[
λ1, . . . , λm1
µ1, . . . , µm2
]
.
(1) Suppose that (G,G′) = (Sp2n,O
+
2n′) with n
′ ≥ 2n, and def(Λ) = m1−m2 =
4d+ 1 for some d ∈ Z. Then Υ(Λ) ∈ P2(n− 2d(2d+ 1)) by (2.6), and
τ − µ1 ≥ τ − (n− 2d(2d+ 1)) = n
′ − n+ 2d− (n− 2d(2d+ 1))
= 4d2 + 4d ≥ 0
So now α0 = τ +m2, β0 = a1 = λ1 +m1 − 1, and hence
α0 − β0 = τ − λ1 +m2 −m1 + 1 ≥ τ − (n− 2d(2d+ 1)) +m2 −m1 + 1
≥ 4d2 ≥ 0.
(2) Suppose that (G,G′) = (O+2n, Sp2n′) with n
′ ≥ 2n, and def(Λ) = m1−m2 =
4d for some d ∈ Z. Then Υ(Λ) ∈ P2(n− 4d2) and
τ − µ1 ≥ τ − (n− 4d
2) = n′ − n+ 2d− (n− 4d2) = 4d2 + 2d ≥ 0
So now α0 = τ +m2, β0 = a1 = λ1 +m1 − 1, and hence
α0 − β0 = τ − λ1 +m2 −m1 + 1 ≥ τ − (n− 4d
2) +m2 −m1 + 1
≥ 4d2 − 2d+ 1 ≥ 0.
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(3) Suppose that (G,G′) = (Sp2n,O
−
2n′) with n
′ − 1 ≥ 2n, and def(Λ) =
m1 −m2 = 4d+ 1 for some d ∈ Z. Then Υ(Λ) ∈ P2(n− 2d(2d+ 1)) and
τ − λ1 ≥ τ − (n− 2d(2d+ 1)) = n
′ − n− 1− 2d− (n− 2d(2d+ 1))
= 4d2 ≥ 0
So now β0 = τ +m1, α0 = b1 = µ1 +m2 − 1, and hence
β0 − α0 = τ − µ1 +m1 −m2 + 1 ≥ τ − (n− 2d(2d+ 1)) +m1 −m2 + 1
≥ 4d2 + 4d+ 2 ≥ 0.
(4) Suppose that (G,G′) = (O−2n, Sp2n′) with n
′ ≥ 2n, and def(Λ) = m1−m2 =
4d+ 2 for some d ∈ Z. Then Υ(Λ) ∈ P2(n− (2d+ 1)2) and
τ − λ1 ≥ τ − (n− (2d+ 1)
2) = n′ − n− 1− 2d− (n− (2d+ 1)2)
= 4d2 + 2d ≥ 0
So now β0 = τ +m1, α0 = b1 = µ1 +m2 − 1, and hence
β0 − α0 = τ − µ1 +m1 −m2 + 1 ≥ τ − (n− (2d+ 1)
2) +m1 −m2 + 1
≥ 4d2 + 6d+ 3 ≥ 0.
Now we have α0 ≥ β0 when ǫ = +; and β0 ≥ α0 when ǫ = −, so by Remark 4.13, we
conclude that θ0(Λ) is the unique element of maximal order in the set ΘG′(Λ). 
Lemma 5.5. Let (G,G′) be a dual pair in the stable range and Λ ∈ SG. Then
θ0(Λ) ∈ Θ♭G′(Λ).
Proof. We prove the proposition by induction. First suppose that Λ is the smallest
element in Sn,δ. Then the proposition clearly follows from Lemma 5.4 since now
Θ♭
G′
(Λ) = ΘG′(Λ). Now we assume that θ0(Λ
′) ∈ Θ♭
G′
(Λ′) for each Λ′ < Λ.
Lemma 5.4 implies θG′(Λ
′) = θ0(Λ
′) for each Λ′ < Λ. Because the mapping θ0 is
one-to-one by Lemma 4.19, we have θ0(Λ) ∈ Θ♭G′(Λ). 
Proposition 5.6. Let (G,G′) be a dual pair in the stable range and Λ ∈ SG. Then
θ
G′
(Λ) = θG′(Λ).
Proof. The proposition follows from Lemma 5.4 and Lemma 5.5 immediately. 
5.3. The first occurrence for unipotent characters. We know that both θG′(Λ)
and θG′(Λ) are defined whenever τ ≥ 0. Because now θ and θ are symmetric, we
conclude that every irreducible unipotent character ρΛ′ ∈ E(G
′)1 eventually occurs
in the the correspondence θ (resp. θ), i.e., there exist a group G and an irreducible
character ρΛ ∈ E(G)1 such that θG′(ρΛ) = ρΛ′ (resp. θG′(ρΛ) = ρΛ′).
For ρΛ′ ∈ E(G′)1, define n0(ρΛ′ ) to be the smallest n such that ΘGn(ρΛ′ ) is
non-empty. Similarly, define n0(ρΛ′ ) (resp. n0(ρΛ′)) to be the smallest n such that
θ
Gn
(ρΛ′) (resp. θGn(ρΛ′)) is defined. Because θG(Λ
′) ∈ ΘG(Λ′) and θG(Λ′) ∈
ΘG(Λ
′), we have n0(ρΛ′ ) ≤ n0(ρΛ′) and n0(ρΛ′ ) ≤ n0(ρΛ′) for any Λ
′ ∈ SG′ .
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Lemma 5.7. Let Λ′ ∈ SG′ . Then n0(ρΛ′) = n0(ρΛ′ ).
Proof. Write Λ′ =
(a′1,...,a′m′1
b′1,...,b
′
m′2
)
and define
Λ =


(b′1+1,...,b′m′2+1,0
−
)
, if ǫ = + and m′1 = 0;(b′1,...,b′m′
2
a′2,...,a
′
m′
1
)
, if ǫ = + and m′1 ≥ 1;(
−
a′1+1,...,a
′
m′1
+1,0
)
, if ǫ = − and m′2 = 0;(b′2,...,b′m′
2
a′1,...,a
′
m′
1
)
, if ǫ = − and m′2 ≥ 1.
Then by (4.2) and (4.3), we have Λ′ = θ0(Λ), and hence ρΛ′ = θG′(ρΛ). From the
results in section 8 of [Pan19b], we conclude that n0(ρΛ′) = n0(ρΛ′ ). 
Example 5.8. Let Λ′ =
(
2,0
4
)
∈ SSp10 .
(1) Suppose that ǫ = +. From Example 4.23, we know that θSp10(
(
4
0
)
) = Λ′ and
θSp10(
(
4
0
)
) =
(
3,0
3
)
6= Λ′. Therefore, we have n0(ρΛ′ ) = 4 and n0(ρΛ′) = 5.
(2) Suppose that ǫ = −. Note that
(
−
2,0
)
∈ SO−4
and (O−4 , Sp10) is in stable
range. Then we have θSp10(
(
−
2,0
)
) = θSp10(
(
−
2,0
)
) = Λ′, and hence n0(ρΛ′) =
n0(ρΛ′) = 2.
5.4. The correspondences η, θ and θ on unipotent characters. Now we are
going to show that the three correspondences η, θ and θ coincide on their common
domain, i.e., the situation that the dual pair (G,G′) is in stable range and the
irreducible characters are unipotent.
Lemma 5.9. Let (G,G′) = (Gn,G
′
n′) be a dual pair in stable range and Λ ∈ SGn .
Suppose that Λ′ ∈ ΘG′(Λ) r {θG′(Λ)}. Then there exist n
′′ < n and Λ0 ∈ SGn′′
such that θ
G′
(Λ0) = Λ
′, in particular, n0(ρΛ′) < n.
Proof. Write
Λ =
(
a1, . . . , am1
b1, . . . , bm2
)
, Υ(Λ) =
[
λ1, . . . , λm1
µ1, . . . , µm2
]
, Λ′ =
(
b′1, . . . , b
′
m′2
a′1, . . . , a
′
m′1
)
.
Suppose that ǫ = +. Then we have
θ
G′
(Λ) = θ0(Λ) =
(
τ +m2, b1, . . . , bm2
a1, . . . , am1
)
by (4.2). We define
Λ0 = Λ
′t
r
(
−
b′1
)
=
(
a′1, . . . , a
′
m′1
b′2, . . . , b
′
m′2
)
.
It is clear that Λ′ = θ
G′
(Λ0) from the definition in Subsection 4.1.1. Now we know
that (Λ,Λ′) ∈ BG,G′ , and by Lemma 3.4, we have the following two situations:
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(1) Suppose that m′1 = m1 and m
′
2 = m2 + 1, i.e., |Λ
∗| = |(Λ0)∗| and |Λ∗| =
|(Λ0)∗|. Now the assumption that Λ′ ∈ ΘG′(Λ) implies that ai ≥ a
′
i > ai+1
and b′i > bi ≥ b
′
i+1 for each i by Lemma 3.4. The assumption that Λ
′ 6=
θ
G′
(Λ) implies that there exists 1 ≤ i0 ≤ m1 such that ai0 > a
′
i0
or there
exists 1 ≤ j0 ≤ m2 such that bj0 > b
′
j0+1 and hence n
′′ = rk(Λ0) < rk(Λ) =
n by (2.3).
(2) Suppose that m′1 = m1 − 1 and m
′
2 = m2. Now the assumption that
Λ′ ∈ ΘG′(Λ) implies that ai > a
′
i ≥ ai+1 and b
′
i ≥ bi > b
′
i+1 for each i by
Lemma 3.4, and hence n′′ = rk(Λ0) < rk(Λ) = n by Lemma 2.4.
Next suppose that ǫ = −. Then we define
Λ0 = Λ
′t
r
(
a′1
−
)
=
(
a′2, . . . , a
′
m′1
b′1, . . . , b
′
m′2
)
.
Then Λ′ = θ
G′
(Λ0) and we have the following two situations:
(1) Suppose that m′1 = m1 + 1 and m
′
2 = m2. Now the assumption that
Λ′ ∈ ΘG′(Λ) implies that a
′
i > ai ≥ a
′
i+1 and bi ≥ b
′
i > bi+1 for each i by
Lemma 3.4. The assumption that Λ′ 6= θ
G′
(Λ) implies that there exists i0
such that ai0 > a
′
i0+1 or bi0 > b
′
i0
and hence n′′ = rk(Λ0) < rk(Λ) = n.
(2) Suppose that m′1 = m1 and m
′
2 = m2 − 1. Now the assumption that
Λ′ ∈ ΘG′(Λ) implies that a
′
i ≥ ai > a
′
i+1 and bi > b
′
i ≥ b
′
i+1 for each i by
Lemma 3.4, and hence n′′ = rk(Λ0) < rk(Λ) = n by Lemma 2.4, again.

Proposition 5.10. Consider the dual pair (G,G′) = (Oǫ2n, Sp2n′) with 2n ≤ n
′.
Then η, θ and θ coincide on unipotent characters, i.e.,
η(ρΛ) = θG′(ρΛ) = θG′(ρΛ)
for any Λ ∈ SOǫ2n .
Proof. Let Λ ∈ SOǫ2n . Now the dual pair is in stable range, so by Proposition 5.6,
we only need to prove the first equality. We prove the Lemma by induction on n.
Suppose that ǫ = +. First suppose that n = 0. Then Λ =
(
−
−
)
and ρΛ is the
trivial character O+0 (q). It is clear that η(ρΛ) is the trivial character of Sp2n′(q).
By definition we see that θ
G′
(Λ) =
(
n′
−
)
, and hence θ
G′
(ρΛ) = ρ(n
′
−
) is also the
trivial character of Sp2n′(q). Therefore, the lemma holds for n = 0. Suppose that
the lemma is true for any n′′ < n. Now from Proposition 3.1, we know that η(ρΛ)
is the unique element in ΘG′(ρΛ) with rank equal to n. On the other hand, by
Lemma 5.9, any irreducible character ρΛ′ ∈ ΘG′(ρΛ) r {θG′(ρΛ)} is the image of
θG′(ρΛ0) for some Λ0 ∈ SO+
2n′′
such that n′′ < n. Then by induction hypothesis,
ρΛ′ = η(ρΛ0) and hence rk(ρΛ′) = n
′′ < n and hence ρΛ′ 6= η(ρΛ). Therefore
θG′(ρΛ) = η(ρΛ).
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Next suppose that ǫ = −. Suppose that n = 2. Then Λ =
(
−
1,0
)
or
(
1,0
−
)
. It is not
difficult to see that ΘG′(
(
−
1,0
)
) = {
(
1,0
n′
)
} and ΘG′(
(
1,0
−
)
) = {
(
−
n′,1,0
)
} by Lemma 3.4.
Because now both θ
G′
(ρΛ) and η(ρΛ) are in ΘG′(ρΛ), we have θG′(ρΛ) = η(ρΛ) for
Λ =
(
−
1,0
)
or
(
1,0
−
)
. The remaining proof is the same as in the case for ǫ = +. 
6. Eta Correspondence and Lusztig Correspondence
In this section, we consider a reductive dual pair (G,G′) of one orthogonal group
and one symplectic group.
6.1. Theta correspondence and Lusztig correspondence. Let (G,G′) be a
dual pair of one orthogonal group and one symplectic group. For a semisimple
element s ∈ (G∗)0, let groups G(1), G(2), G(3) be defined as in [Pan19b]. Now we
have following two cases:
(1) Suppose that the orthogonal group in the dual pair is even. We have a
modified Lusztig correspondence
Ξs : E(G)s → E(G
(1) ×G(2) ×G(3))1.
and write Ξs(ρ) = ρ
(1) ⊗ ρ(2) ⊗ ρ(3) where ρ(j) ∈ E(G(j))1 for j = 1, 2, 3.
(2) Suppose that the orthogonal group in the dual pair is odd. We have a
modified Lusztig correspondence
Ξ′s : E(G)s →

E(G
(1) ×G(2) ×G(3))1, if G is symplectic;
E(G(1) ×G(2) ×G(3))1 × {±1}, if G is odd-orthogonal.
Write Ξ′s(ρ) = Ξs(ρ) = ρ
(1) ⊗ ρ(2) ⊗ ρ(3) if G is a symplectic group; and
Ξ′s(ρ) = ρ
(1) ⊗ ρ(2) ⊗ ρ(3) ⊗ ǫ = Ξs(ρ)⊗ ǫ if G is an odd-orthogonal group.
The following proposition is from [Pan19b] theorem 6.9 and theorem 7.9:
Proposition 6.1. Let (G,G′) be a dual pair of one orthogonal group and one
symplectic group. Suppose that ρ ∈ E(G)s and ρ′ ∈ E(G′)s′ . Keep the above setting.
Then (ρ, ρ′) ∈ ΘG,G′ if and only if the following holds:
• G(1) ≃ G′(1) and ρ(1) = ρ′(1);
• G(2) ≃ G′(2) and ρ(2) = ρ′(2);
• (ρ(3), ρ′(3)) ∈ Θ
G(3),G′(3) .
i.e., we have the following commutative diagram:
ρ
Θ
G′−−−−→ ρ′
Ξs
y yΞs′
ρ(1) ⊗ ρ(2) ⊗ ρ(3)
id⊗id⊗Θ
G
′(3)
−−−−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3).
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Then we can use the Lusztig correspondence to extend the domain of θ and θ
outside unipotent characters. First we define
(6.2) θ
G′
(ρ) =

Ξ
′−1
s′ (ρ
(1) ⊗ ρ(2) ⊗ θ
G′(3)
(ρ(3))⊗ ǫ), if G is odd-orthogonal;
Ξ−1s′ (ρ
(1) ⊗ ρ(2) ⊗ θ
G′(3)
(ρ(3))), otherwise.
Note that ρ(3) is unipotent and θ
G′(3)
(ρ(3)) is defined in (4.15) and the definition
in (6.2) is to make the θ-correspondence and Lusztig correspondence commutative,
i.e.,
ρ
θ
G′−−−−→ ρ′
Ξs
y yΞs′
ρ(1) ⊗ ρ(2) ⊗ ρ(3)
id⊗id⊗θ
G
′(3)
−−−−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3).
Note that when G is an odd-orthogonal group, the factor ǫ in (6.2) is determined
by the Witt series of the orthogonal group G′(3).
We define θG′(ρ) similarly, i.e., we have a commutative diagram
ρ
θ
G′−−−−→ ρ′
Ξs
y yΞs′
ρ(1) ⊗ ρ(2) ⊗ ρ(3)
id⊗id⊗θ
G
′(3)
−−−−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3).
So now we have two mappings θ
G′
, θG′ : E(G)→ E(G
′), and then we define
θ
G,G′ = { (ρ, ρ
′) ∈ E(G) × E(G′) | ρ′ = θ
G′
(ρ) };
θG,G′ = { (ρ, ρ
′) ∈ E(G) × E(G′) | ρ′ = θG′(ρ) }.
Example 6.3. Consider the dual pair (G,G′) = (O1, Sp2n′) for some n
′ ≥ 1.
(1) Suppose that ρ = 1O1 . Then Ξ
′
s(ρ) = 1U0 ⊗ 1Sp0 ⊗ 1Sp0 ⊗ 1. Then we
can reduce the correspondence (ρ, ρ′) ∈ θ
G,G′ for (G,G
′) = (O1, Sp2n′) via
Lusztig correspondence to the θ-correspondence (1Sp
0
, ρ′(3)) for (G(3),G′(3)) =
(Sp0,O
+
2n′). Because now the dual pair (Sp0,O
+
2n′) is in stable range, we
have θO+
2n′
= θO+
2n′
. Note that 1Sp0 = ρ( 0
−
) and hence
ρ′(3) = θO+
2n′
(ρ( 0
−
)) = θO+2n′
(ρ( 0
−
)) = ρ(n
′
0 )
= 1O+
2n′
.
Therefore ρ′ is the irreducible character in E(Sp2n′(q))s′ such that Ξs′ (ρ) =
1U0 ⊗ 1Sp0 ⊗ 1O+
2n′
, in particular, we know that the degree of ρ′ is q
n′+1
2 .
(2) Suppose that ρ = sgnO1 . Then Ξ
′
s(ρ) = 1U0 ⊗ 1Sp0 ⊗ 1Sp0 ⊗ (−1). Then
we can reduce the θ-correspondence (ρ, ρ′) for (G,G′) = (O1, Sp2n′) via
Lusztig correspondence to the θ-correspondence (1Sp
0
, ρ′(3)) for (G(3),G′(3)) =
(Sp0,O
−
2n′). Now
ρ′(3) = θO−
2n′
(ρ( 0
−
)) = θO−2n′
(ρ( 0
−
)) = ρ( −n′,0)
= 1O−
2n′
.
Therefore ρ′ is the irreducible character in E(Sp2n′(q))s′ such that Ξs′ (ρ) =
1U0 ⊗ 1Sp0 ⊗ 1O−
2n′
, in particular, we know that the degree of ρ′ is q
n′−1
2 .
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6.2. Properties of θ- and θ-correspondence. So now we have the following
properties for the correspondences θ and θ:
Lemma 6.4. Let (G,G′) be a reductive dual pair of one symplectic group and one
orthogonal group, and let ρ ∈ E(G).
(i) If θG′(ρ) is defined, then θG′(ρ) ∈ ΘG′(ρ).
(ii) If θG′(ρ) is defined, then θG′(ρ) ∈ ΘG′(ρ).
Proof. For the special case that the orthogonal group in the pair (G,G′) is even and
ρ is unipotent, the lemma is obvious from the definitions in Subsection 4.3. From
the definition of θ (resp. θ) and Proposition 6.1, we know that both θ (resp. θ) and
Θ commute with the Lusztig correspondence. Then we see that the general case
follows from the special case immediately. 
Lemma 6.5. Both the correspondences θ and θ are symmetric, i.e., θG′(ρ) = ρ
′
(resp. θG′(ρ) = ρ
′) if and only if θ
G
(ρ′) = ρ (resp. θG(ρ
′) = ρ).
Proof. The proof is exactly similar to that of the previous lemma. 
Lemma 6.6. Both the correspondences θ and θ are one-to-one, i.e., for a dual pair
(G,G′) and ρ ∈ E(G), there exists at most one ρ′ ∈ E(G′) such that θ
G′
(ρ) = ρ′;
similarly, there exists at most one ρ′′ ∈ E(G′) such that θG′(ρ) = ρ
′′.
Proof. From Lemma 4.19 and the fact that both θ and θ are symmetric, we see
that θ and θ are one-to-one on unipotent characters when (G,G′) is a dual pair of
one symplectic group and one even orthogonal group.
Now for general situation we suppose that ρ ∈ E(G)s for some semisimple element
s in the connected component of the dual group G∗ of G. From [Pan19b], we know
that every irreducible character in ΘG′(ρ) is in the same Lusztig series E(G
′)s′
for some unique conjugacy class (s′) determined by s (and the Witt series of G′).
Then the result for the general situation follows from the fact that both θ and θ
are compatible with the Lusztig correspondence. 
Proposition 6.7. Let (G,G′) be a dual pair in stable range. Then θG′ and θG′
coincide.
Proof. Let ρ ∈ E(G)s for some s, θG′(ρ) = ρ
′ and θG′(ρ) = ρ
′′. Note that both
ρ′, ρ′′ are in ΘG′(ρ), so they are in the same Lusztig series E(G
′)s′ for some s
′.
Write Ξs(ρ) = ρ
(1) ⊗ ρ(2) ⊗ ρ(3), Ξs′(ρ′) = ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3), and Ξs′ (ρ′′) =
ρ′′(1) ⊗ ρ′′(2) ⊗ ρ′′(3). Then we have the following commutative diagram from the
definition in Subsection 6.1:
ρ′′
θ
G′←−−−− ρ
θ
G′−−−−→ ρ′
Ξs′
y Ξsy yΞs′
ρ′′(1) ⊗ ρ′′(2) ⊗ ρ′′(3)
id⊗id⊗θ
G
′(3)
←−−−−−−−−− ρ(1) ⊗ ρ(2) ⊗ ρ(3)
id⊗id⊗θ
G
′(3)
−−−−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3).
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Since the dual pair (G,G′) is in stable range, it is clear that (G(3),G′(3)) is also in
stable range, so θ
G′(3)
(ρ(3)) = θ
G′(3)
(ρ(3)) by Proposition 5.6. Hence ρ′(j) = ρ′′(j)
for j = 1, 2, 3, which implies that ρ′ = ρ′′, i.e., θ
G′
(ρ) = θG′(ρ). 
6.3. First occurrences for θ.
Lemma 6.8. Every irreducible character ρ′ ∈ E(G′) occurs in the the correspon-
dence θ (resp. θ) in a fixed Witt series, i.e., there exist a group G in a fixed Witt se-
ries and an irreducible character ρ ∈ E(G) such that θ
G′
(ρ) = ρ′ (resp. θG′(ρ) = ρ
′).
Proof. If ρ′ is unipotent and the dual pair consists of a symplectic group and an
even orthogonal group, then the result is known in Subsection 5.3. Because now
both θ and θ are compatible with the Lusztig correspondence by definition, the
result for general situation follows. 
From the above lemma, now we can define n0(ρ
′) and n0(ρ
′) for any ρ′ ∈ E(G′) as
in Subsection 5.3. Clearly by Lemma 6.4 for any ρ′ ∈ E(G′), we have n0(ρ′) ≤ n0(ρ
′)
and n0(ρ
′) ≤ n0(ρ′).
Lemma 6.9. Let ρ ∈ E(G) and G′ varies in a fixed Witt series. Then
n′0(ρ) = n
′
0(ρ).
Proof. If G′ is in a Witt series of even orthogonal group and ρ is unipotent, the
result is just Lemma 5.7. Now the general case follows from Lemma 5.7 and Propo-
sition 6.1 immediately. 
By the above lemma we see that the (non-)preservation principle for Θ in
[Pan19b] also holds for θ-correspondence:
(I) If G is an orthogonal group and ρ ∈ E(G), then we have
n′0(ρ) + n
′
0(ρ · sgn) = 2n− δ(ρ).
(II) Suppose that G is a symplectic group and ρ ∈ E(G).
(a) If G′ǫ for ǫ = ± are in two Witt series of even orthogonal groups, then
we have
n′+0 (ρ) + n
′−
0 (ρ) = 2n− δ(ρ).
(b) Suppose that G′ is in a Witt series of odd orthogonal groups. Suppose
that ρ ∈ E(G)s and Ξs(ρ) = ρ(1) ⊗ ρ(2) ⊗ ρ(3). Now we know that
G(3) is an even orthogonal group. Let ρ♮ ∈ E(G)s such that Ξs(ρ♮) =
ρ(1)⊗ ρ(2) ⊗ (ρ(3) · sgn). Then we have
n′0(ρ) + n
′
0(ρ
♮) = 2n− δ(ρ).
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6.4. Eta correspondence and Lusztig correspondence.
Lemma 6.10. Let (G,G′) = (Gn,G
′
n′) be in stable range and ρ ∈ E(G). Suppose
that ρ′ ∈ ΘG′(ρ)r {θG′(ρ)}. Then n0(ρ
′) < n.
Proof. Suppose that ρ ∈ E(G)s and ρ′ ∈ E(G′)s′ for some s, s′ in the connected
components of dual groups G∗, G′∗ of G,G′ respectively. Write
Ξs(ρ) = ρ
(1) ⊗ ρ(2) ⊗ ρ(3) and Ξs′(ρ
′) = ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3).
The assumption that ρ′ ∈ ΘG′(ρ) means that ρ
′(3) ∈ Θ
G′(3)
(ρ(3)) by Proposition 6.1.
The assumption that ρ′ 6= θ
G′
(ρ) means that ρ′(3) 6= θ
G′(3)
(ρ(3)) by the definition of
θ. Then by Lemma 5.9, there exists ρ′′(3) ∈ E(G′′(3)) such that θ
G′(3)
(ρ′′(3)) = ρ′(3)
and G′′(3) is of smaller split rank than that of G(3). Then by Proposition 6.1 again,
there exists G′′ = Gn′′ with n
′′ < n and ρ′′ ∈ E(G′′)s′′ for some s′′ such that
Ξs′′ (ρ
′′) = ρ(1) ⊗ ρ(2) ⊗ ρ′′(3), and hence θ
G′
(ρ′′) = ρ′. Therefore, n0(ρ
′) < n. 
Lemma 6.11. Consider the dual pair (Oǫk, Sp2n′) with k ≤ n
′. Let ρ ∈ E(Oǫk(q))s
and ρ′ ∈ E(Sp2n′(q))s′ for some semisimple elements s, s
′. Then ρ′ = η(ρ) if and
only if
• G(1) = G′(1) and ρ(1) = ρ′(1);
• G(2) = G′(2) and ρ(2) = ρ′(2);
• ρ′(3) = θ(ρ(3)).
Proof. Write Ξs(ρ) = ρ
(1) ⊗ ρ(2) ⊗ ρ(3) and Ξs′ (ρ′) = ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3). First
suppose that ρ′ = η(ρ). Then ρ′ ∈ ΘG′(ρ) and ρ
′ is of rank k by Proposition 3.1.
By Proposition 6.1, we have G(1) = G′(1) and ρ(1) = ρ′(1); G(2) = G′(2) and
ρ(2) = ρ′(2); and ρ′(3) ∈ Θ
G′(3)
(ρ(3)). Now if ρ′(3) 6= θ
G′(3)
(ρ(3)), then by Lemma 5.9,
there exists ρ′′(3) ∈ E(G′′(3)) such that θ
G′(3)
(ρ′′(3)) = ρ′(3) and G′′(3) is in the same
Witt series and of smaller split rank than that of G(3). Then by Proposition 6.1
again, there exists G′′ = Oǫk′ with k
′ < k and ρ′′ ∈ E(G′′)s′′ for some s′′ such that
Ξs′′ (ρ
′′) = ρ(1) ⊗ ρ(2) ⊗ ρ′′(3). Then, by Proposition 6.1, we have ρ′ ∈ ΘG′(ρ
′′) and
hence ρ′ is of rank k′ < k and we get a contradiction.
Conversely, suppose that G(1) = G′(1) and ρ(1) = ρ′(1); G(2) = G′(2) and ρ(2) =
ρ′(2); ρ′(3) = θ
G′(3)
(ρ(3)). Then we have ρ′ = θ
G′
(ρ) by (6.2). Now if η(ρ) 6= ρ′ =
θ
G′
(ρ), then by Lemma 6.10 we know that the character η(ρ) occurs in the Θ-
correspondence for the dual pair (Oǫk′(q), Sp2n′(q)) for some k
′ < k. This conflicts
with Proposition 3.1, so we must have η(ρ) = ρ′. 
Remark 6.12. Consider the dual pair (Oǫk, Sp2n′) with k ≤ n
′ and k even. In this
case, G(3) is an even orthogonal group and the dual pair (G(3),G′(3)) is in stable
range. Then by Lemma 5.10, we know that η(ρ(3)) = θ
G′(3)
(ρ(3)). Hence the lemma
means that η-correspondence and the Lusztig correspondence are compatible for a
dual pair of an even orthogonal group and a symplectic group and in stable range.
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The following theorem says that the θ-correspondence (defined for any dual
pair of an orthogonal group and a symplectic group) is an extension of the η-
correspondence (defined only for dual pairs in stable range):
Theorem 6.13. Consider the dual pair (Oǫk, Sp2n′) such that k ≤ n
′. Then the
correspondences η, θG′ , θG′ coincide, i.e.,
η(ρ) = θG′(ρ) = θG′(ρ)
for any ρ ∈ E(Oǫk(q)).
Proof. Now the dual pair is in stable range, the second equality follows from Propo-
sition 6.7. So now we only need to consider the first equality. If k is even and ρ is
unipotent, the result is Proposition 5.10.
Now we consider the general situation. Suppose that ρ ∈ E(G)s for some s,
θ
G′
(ρ) = ρ′ and η(ρ) = ρ′′. Note that both ρ′, ρ′′ are in ΘG′(ρ), so they are
in the same Lusztig series E(G′)s′ for some s′. Write Ξs(ρ) = ρ(1) ⊗ ρ(2) ⊗ ρ(3),
Ξs′(ρ
′) = ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3), and Ξs′ (ρ′′) = ρ′′(1) ⊗ ρ′′(2) ⊗ ρ′′(3). Then we have the
following commutative diagram from Lemma 6.11:
ρ′′
η
←−−−− ρ
θ
G′−−−−→ ρ′
Ξs′
y Ξsy yΞs′
ρ′′(1) ⊗ ρ′′(2) ⊗ ρ′′(3)
id⊗id⊗θ
G
′(3)
←−−−−−−−−− ρ(1) ⊗ ρ(2) ⊗ ρ(3)
id⊗id⊗θ
G
′(3)
−−−−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3).
Then we have ρ′(j) = ρ′′(j) for j = 1, 2, 3. Therefore ρ′ = ρ′′, i.e., θ
G′
(ρ) = η(ρ). 
7. Maximal One-to-One Theta Relation
7.1. One-to-one theta relation. We can regard Θ as a mapping given by
Θ: (G,G′) 7→ ΘG,G′ ⊂ E(G) × E(G
′).
If ϑ is another mapping (G,G′) 7→ ϑG,G′ ⊂ E(G) × E(G
′) such that ϑG,G′ is a
subset of ΘG,G′ for each dual pair (G,G
′), then ϑ is called a sub-relation of Θ. For
a sub-relation ϑ and ρ ∈ E(G), we define
ϑG′(ρ) = { ρ
′ ∈ E(G′) | (ρ, ρ′) ∈ ϑG,G′ }.
Among the set of all sub-relations of Θ, we can give a partial ordering by inclusion.
Moreover precisely, for two sub-relations ϑ1, ϑ2 of Θ we say that ϑ1 ⊆ ϑ2 if for each
dual pair (G,G′), we have ϑ1
G,G′ ⊆ ϑ
2
G,G′ as subsets of E(G)× E(G
′).
Now we have several definitions:
• A sub-relation ϑ of Θ is called semi-persistent (on unipotent characters) if
it satisfies the following conditions:
(1) if either
(a) (G,G′) = (Sp2n,O
+
2n′) and Λ ∈ SG with def(Λ) = 4d+ 1; or
(b) (G,G′) = (O+2n′ , Sp2n) and Λ ∈ SG with def(Λ) = 4d,
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then ϑG′(ρΛ) 6= ∅ for any n
′ ≥ n− 2d;
(2) if either
(a) (G,G′) = (Sp2n,O
−
2n′) and Λ ∈ SG with def(Λ) = 4d+ 1; or
(b) (G,G′) = (O−2n′ , Sp2n) and Λ ∈ SG with def(Λ) = 4d+ 2,
then ϑG′(ρΛ) 6= ∅ for any n
′ ≥ n+ 2d+ 1.
• A sub-relation ϑ of Θ is called symmetric if for each dual pair (G,G′), any
ρ ∈ E(G) and ρ′ ∈ E(G′), we have ρ′ ∈ ϑG′(ρ) if and only if ρ ∈ ϑG(ρ
′).
• A sub-relation ϑ of Θ is said to be compatible with the Lusztig correspon-
dence, if for each dual pair (G,G′), any ρ ∈ E(G)s and ρ′ ∈ E(G′)s′ for
some semisimple elements s, s′, there exist choices of Lusztig correspon-
dences Ξs,Ξs′ such that the following diagram
ρ
ϑ
G′−−−−→ ρ′
Ξs
y yΞs′
ρ(1) ⊗ ρ(2) ⊗ ρ(3)
id⊗id⊗ϑ
G
′(3)
−−−−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3).
is commutative.
A sub-relation ϑ of Θ is called a theta-relation if it is semi-persistent, symmetric
and compatible with the Lusztig correspondence.
A sub-relation ϑ of Θ is called one-to-one if for each dual pair (G,G′) and each
ρ ∈ E(G), there exists at most one ρ′ ∈ E(G′) such that (ρ, ρ′) ∈ ϑG,G′ . If ϑ is a
one-to-one sub-relation of Θ, then for a dual pair (G,G′) and ρ ∈ E(G) we know
that either ϑG′(ρ) = ∅ or ϑG′(ρ) = {ρ
′} for some ρ′ ∈ E(G′). For the latter case,
we may just abuse the notation a little by writing ϑG′(ρ) = ρ
′.
Proposition 7.1. Both θ and θ are one-to-one theta-relations.
Proof. By definition, it is clear that both θ and θ are sub-relations of Θ. When
(G,G′) consists of a symplectic group and an even orthogonal group, both θ and
θ are clearly semi-persistent from the definitions in Subsection 4.3. We know that
both θ and θ are symmetric by Lemma 6.5, and they are compatible with the
Lusztig correspondence by the definition in (6.2). Therefore, both θ and θ are
theta-relations. Finally, both θ and θ are one-to-one by Lemma 6.6. 
7.2. Maximal one-to-one theta-relation. The η-correspondence is only defined
for dual pairs in stable range. Now we know that both θ and θ are one-to-one theta-
relations which extend η to general dual pairs. The following proposition means
that both θ and θ can not be extended any more if we require the extension to be
a one-to-one theta-relation.
Proposition 7.2. No one-to-one theta-relation can be contained properly in an-
other one-to-one theta-relation.
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Proof. Let ϑ be a one-to-one theta-relation. Suppose that ϑ′ is a theta-relation
which properly contains ϑ. So we need to show that ϑ′ is not one-to-one. Let
(G,G′) be a dual pair, ρ ∈ E(G) and ρ′ ∈ E(G′) such that (ρ, ρ′) ∈ ϑ′
G,G′ and
(ρ, ρ′) 6∈ ϑG,G′ . If ϑG′(ρ) is defined, i.e., (ρ, ρ
′′) ∈ ϑG,G′ ⊂ ϑ
′
G,G′ for some ρ
′′ ∈
E(G′), then ϑ′ is not one-to-one. So we may assume that ϑG′(ρ) is not defined. Since
both ϑ′ and ϑ are compatible with Lusztig correspondence, we have a commutative
diagram
ρ
ϑ′
G′−−−−→ ρ′
Ξs
y yΞs′
ρ(1) ⊗ ρ(2) ⊗ ρ(3)
id⊗id⊗ϑ′
G
′(3)
−−−−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ′(3).
This means that ϑ′
G′(3)
(ρ(3)) = ρ′(3) and ϑ
G′(3)
(ρ(3)) is undefined. Now (G(3),G′(3))
is a dual pair of one symplectic group and one even orthogonal group, and both
ρ(3), ρ′(3) are unipotent. So we write ρ(3) = ρΛ and ρ
′(3) = ρΛ′ for some Λ ∈ SG(3)
and Λ′ ∈ S
G′(3)
.
Suppose that (G(3),G′(3)) = (Sp2n,O
+
2n′) for some n, n
′, Λ ∈ S
G(3)
with def(Λ) =
4d+ 1 for some d ∈ Z. Then def(Λ′) = −4d = 4(−d) by Proposition 3.6. Because
now ϑ is semi-persistent and ϑ
G′(3)
(ρΛ) is not defined, we must have n
′ < n − 2d.
So we have n > n′ − (−2d), and this means that ϑ
G(3)
(ρΛ′) is defined. Let
Λ′′ = ϑ
G(3)
(Λ′) ∈ S
G(3)
. Now (ρΛ′ , ρΛ′′ ) ∈ ϑG′(3),G(3) ⊆ ϑ
′
G′(3),G(3)
implies that
(ρΛ′′ , ρΛ′) ∈ ϑ′
G(3),G′(3)
since ϑ′ is symmetric. Moreover, (ρΛ, ρΛ′) is in ϑ
′
G(3),G′(3)
by our assumption. However, Λ and Λ′′ are not equal because ϑ
G′(3)
(Λ) is not
defined and ϑ
G′(3)
(Λ′′) = Λ′ by the symmetricity of ϑ. So we conclude that ϑ′ is
not one-to-one.
The proof for other cases (i.e., (G(3),G′(3)) = (Sp2n,O
−
2n′), (O
+
2n, Sp2n′), or
(O−2n, Sp2n′)) are similar. 
Corollary 7.3. Both θ and θ are maximal one-to-one theta-relation, i.e., they are
not properly contained in any other one-to-one theta-relation.
Proof. This follows from Proposition 7.1 and Proposition 7.2 immediately. 
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