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The problem of Hamiltonian purification introduced by Burgarth et al. [D. K. Burgarth et al., Nat.
Commun. 5, 5173 (2014)] is formalized and discussed. Specifically, given a set of non-commuting
Hamiltonians {h1, . . . , hm} operating on a d-dimensional quantum system Hd, the problem consists
in identifying a set of commuting Hamiltonians {H1, . . . , Hm} operating on a larger dE-dimensional
system HdE which embeds Hd as a proper subspace, such that hj = PHjP with P being the
projection which allows one to recover Hd from HdE . The notions of spanning-set purification and
generator purification of an algebra are also introduced and optimal solutions for u(d) are provided.
I. INTRODUCTION
The possibility of achieving the control over a quantum
system is the fundamental prerequisite for developing a
new form of technology based on quantum effects [1–3].
In particular this is an essential requirement for quantum
computation, quantum communication, and more gener-
ally for all other data processing procedures that involve
quantum systems as information carriers [4].
In many experimental settings, quantum control is im-
plemented via an electromagnetic field interacting with
the system of interest, as happens for cold atoms in opti-
cal lattices [5], for trapped ions [6], for electrons in quan-
tum dots [7], and actually in virtually all experiments
in low energy physics. In this context the electromag-
netic field can be often treated as a classical field (in
the limit of many quanta), allowing a semiclassical de-
scription of the control over the quantum system [8–10].
Furthermore in many cases of physical interest the whole
process can be effectively formalized by assuming that
via proper manipulation of the field parameters the ex-
perimenter produces a series of pulses implementing some
specially engineered control Hamiltonians from a discrete
set {H1, . . . ,Hm}. Such pulses are assumed to be applied
in any order, for any durations, by switching them on
and off very sharply, the resulting transformation being
a unitary evolution of the form e−iHjN tN · · · e−iHj1 t1 with
j1, . . . , jN ∈ {1, . . . ,m} and t1, . . . , tN being the selected
temporal durations (hereafter ~ is set to unity for sim-
plicity) [11]. By the Lie-algebraic rank condition [8] the
unitary operators that can be realized via such procedure
are those in the connected Lie group associated to the real
Lie algebra Lie(H1, . . . ,Hm) generated by the Hamiltoni-
ans {H1, . . . ,Hm} [where Lie(H1, . . . ,Hm) is formed by
the real linear combinations of Hj and their iterated com-
mutators i[Hj1 , Hj2 ], i[Hj1 , i[Hj2 , Hj3 ]], etc.], i.e., e
−iΞ
with Ξ ∈ Lie(H1, . . . ,Hm). In this framework one then
says that full (unitary) controllability is achieved if the
dimension of Lie(H1, . . . ,Hm) is large enough to permit
the implementation of all possible unitary transforma-
tions on the system, i.e., if Lie(H1, . . . ,Hm) coincides
with the complete algebra u(d) formed by self-adjoint
d×d complex matrices [12], d being the dimension of the
controlled system.
The above scheme is the paradigmatic example of what
is typically identified as open-loop or non-adaptive con-
trol, where all the operations are completely determined
prior to the control experiment [8, 9]. In other words
the system is driven in the absence of an external feed-
back loop, i.e., without using any information gathered
(via measurement) during the evolution. It turns out
that in quantum mechanics an alternative mechanism of
non-adaptive control is available: it is enforced via quan-
tum Zeno dynamics [13, 14]. In this scenario, while mea-
surements are present, the associated outcomes are not
used to guide the forthcoming operations: only their ef-
fects on the system evolution are exploited (a fact which
has no analog in the classical domain). The underlying
physical principle is the following. When a quantum sys-
tem undergoes a sharp (von Neumann) measurement, it
is projected into one of the associated eigenspaces of the
observable, say the spaceHP characterized by an orthog-
onal projection P . It is then let to undergo a unitary evo-
lution e−iH∆t for a short time ∆t and is measured again
via the same von Neumann measurement. The prob-
ability to find it in a different measurement eigenspace
HP ′ orthogonal to the original oneHP is proportional to
(∆t)2. Instead, with high probability, the system remains
in HP , while experiencing an effective unitary rotation
of the form e−ih∆t induced by the projected Hamiltonian
h := PHP [13–15]. Accordingly, in the limit of infinitely
frequent measurements performed within a fixed time in-
terval t, the system remains in the subspace HP , evolv-
ing through an effective Zeno dynamics described by the
operator
lim
N→∞
(Pe−iHt/NP )N = Pe−iPHPt = Pe−iht. (1)
In Ref. [16], it was shown that, by adopting the quan-
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2tum Zeno dynamics, the control that the experimenter
can enforce on a quantum system can be greatly en-
hanced. For example, consider the case where the set of
engineered Hamiltonians contains only two commuting
elements H1 and H2. The associated Lie algebra they
generate is just two-dimensional and hence is not suffi-
cient to induce full controllability, even for the smallest
quantum system, a qubit — indeed dim[u(d = 2)] = 4.
Under these conditions, it turns out that for a proper
choice of the projection P it may happen that the pro-
jected counterparts h1 = PH1P and h2 = PH2P of the
control Hamiltonians do not commute. Accordingly the
Lie algebra generated by {h1, h2} can be much larger
than the one associated with {H1, H2}, and consequently
the control exerted much finer. In particular the enhance-
ment can be exponential in the system size. For instance
in Ref. [16] an explicit example is given where two com-
muting Hamiltonians H1 and H2 act on a chain of n
qubits, and once a proper Zeno projection P is applied
on the first qubit of the chain the resulting Zeno Hamil-
tonians h1 and h2 generate the full algebra of traceless
Hermitian operators acting on the remaining n−1 qubits
(which is a Lie algebra of dimension 4n−1), thus allowing
to perform any unitary operations on them. Moreover,
it can be shown that this is indeed a quite general phe-
nomenon. In fact a simple argument [16] shows that if
a system is controllable for a specific choice of the pa-
rameters, then it is controllable for almost all choices of
the parameters (with respect, e.g., to the Lebesgue mea-
sure). In the present case it means that, for almost all
choices of a rank-2n−1 projection P and of two commut-
ing Hamiltonians {H1, H2}, the system is fully control-
lable in the projected subspace HP with the Hamiltoni-
ans h1 = PH1P and h2 = PH2P .
The aforementioned results of [16] show that as few
as two commuting Hamiltonians, when projected on a
smaller subspace of dimension d through the Zeno mech-
anism, may achieve to generate the whole Lie algebra
u(d). The scope of the present article is to investi-
gate the opposite question: given a set of Hamiltonians
{h1, . . . , hm}, which are non-commuting in general, is it
possible to extend them to a set of commuting Hamil-
tonians {H1, . . . ,Hm} from which hj can be obtained
via a proper projection of the latter (i.e., hj = PHjP )?
We call this operation Hamiltonian purification, taking
inspiration from similar problems which have been inves-
tigated in quantum information. For instance, we recall
that by the state purification [4] a quantum mixed state
ρ on a system S ∼= Hd is extended to a pure state |ψρ〉
on a system S + A ∼= Hd ⊗Hd, from which ρ can be
recovered through a partial trace over the ancilla system
A ∼= Hd. Another similar result can be obtained for
the channel purification (Stinespring dilation theorem)
or for the purification of positive operator-valued mea-
sure (POVM) (Naimark extension theorem), according to
which all the completely positive trace-preserving linear
maps and all the generalized measurement procedures,
respectively, can be described as unitary transformations
on an extended system followed by partial trace [4, 17].
In what follows we start by presenting a formal char-
acterization of the Hamiltonian purification problem and
of the associated notions of spanning-set purification and
generator purification of an algebra (see Sec. II). Then
we prove some theorems regarding the minimal dimen-
sion d
(min)
E of the extended Hilbert space needed to purify
a given set of operators {h1, . . . , hm}. Specifically, in Sec.
III we analyze the case in which one is interested in puri-
fying two linearly independent Hamiltonians. In this con-
text we provide the exact value for d
(min)
E when the input
Hilbert space has dimension d = 2 or d = 3 and give lower
and upper bounds for the remaining configurations. In
Sec. IV instead we present a generic construction which
allows one to put a bound on d
(min)
E when the set of the
operators {h1, . . . , hm} contains an arbitrary number m
of linearly independent elements. In Sec. V we discuss
the case in which the total number of linearly indepen-
dent elements of {h1, . . . , hm} is maximum, i.e., equal
to d2 with d being the dimension of the input Hilbert
space. Under this condition we compute the exact value
of d
(min)
E , showing that it is equal to d
2. As we shall see
this corresponds to provide a spanning-set purification of
the whole algebra u(d) in terms of the largest commuta-
tive subalgebra of u(d2). Finally in Sec. VI we prove that
it is always possible to obtain a generator purification of
the algebra u(d) with an extended space of dimension
dE = d + 1, i.e., in terms of the largest commutative
subalgebra of u(d+ 1). Conclusions and perspectives are
given in Sec. VII, and the proof of a Theorem is presented
in the Appendix.
II. DEFINITIONS AND BASIC PROPERTIES
In this section we start by presenting a rigorous formal-
ization of the problem and discuss some basic properties.
Definition 1 (Hamiltonian purification). Let S :=
{h1, . . . , hm} be a collection of m self-adjoint operators
(Hamiltonians) acting on a Hilbert space Hd of dimen-
sion d. Given then a collection Sext := {H1, . . . ,Hm}
of self-adjoint operators acting on an extended Hilbert
space HdE which includes Hd as a proper subspace (i.e.,
dE = dimHdE ≥ d), we say that Sext provides a purifi-
cation for S if all elements of Sext commute with each
other, i.e.,
[Hj , Hj′ ] = 0, for all j, j
′, (2)
and are related to those of S as
hj = PHjP, for all j, (3)
where P is the orthogonal projection onto Hd [18].
The requirement (2) that the operators of Sext are pair-
wise commuting implies that such a set spans an Abelian
(i.e., commutative) subalgebra of u(dE), and that Hj can
3be simultaneously diagonalized with a single unitary op-
erator U [21], i.e.,
H1 = UD1U
†, . . . ,Hm = UDmU†, (4)
with D1, . . . , Dm being real diagonal matrices.
By construction, it is clear that each one of the ele-
ments of Sext in general depends upon all the operators
of the set S which one wishes to purify, and not just upon
the one it extends. Furthermore, if hj satisfy some spe-
cial relations, identifying Sext may be simpler than in the
general case. For instance, if all the elements of S admit
a set of common eigenvectors, they already commute in
the subspace spanned by those eigenvectors. Then, we
are left with the simpler problem of making the opera-
tors commute only on the complementary subspace. To
keep the analysis as general as possible we will not con-
sider these special cases in the following. We will however
make use of the linearity of Eq. (3) to simplify the anal-
ysis.
Lemma 1. Let S = {h1, . . . , hm} be a collection of self-
adjoint operators acting on the Hilbert spaceHd and sup-
pose that a purifying set Sext = {H1, . . . ,Hm} can be
constructed on HdE . Then:
1. Given S ′ = {h′1, . . . , h′m′} a collection of self-
adjoint operators obtained by taking linear combi-
nations of the elements of S, i.e.,
h′i =
m∑
j=1
αi,jhj (5)
with αi,j being elements of a real rectangular m
′ ×
m matrix, then a purifying set for S ′ on HdE is
provided by S ′ext = {H ′1, . . . ,H ′m′} with elements
H ′i =
m∑
j=1
αi,jHj ; (6)
2. Any subset of linearly independent elements of S
corresponds to a subset of linearly independent ele-
ments in Sext (the opposite statement being not true
in general, i.e., linear independence among the el-
ements of Sext does not imply linear independence
among the elements of S);
3. For λ1, . . . , λm ∈ R, calling Id the identity on Hd
and IdE the identity on HdE , a purifying set for
{h1 + λ1Id, . . . , hm + λmId} (7)
is given by
{H1 + λ1IdE , . . . ,Hm + λmIdE}; (8)
4. For any unitary U ∈ U(d), setting U˜ = U⊕IdE−d ∈
U(dE), a purifying set for
{Uh1U†, . . . , UhmU†} (9)
is given by
{U˜H1U˜†, . . . , U˜HmU˜†}. (10)
Proof. These facts are all trivially verified.
Property 1 of Lemma 1 implies that a purifying set
Sext = {H1, . . . ,Hm} can be extended by linearity to a
purification of any linear combinations of the elements of
S = {h1, . . . , hm}. Accordingly we can say that the pu-
rification of S by Sext naturally induces a purification of
the algebra spanned by the former by the algebra of the
latter (more on this in Sec. II A). It is also clear that the
fundamental parameter of the Hamitonian purification
problem is not the number of elements of S but instead
the maximum number of linearly independent elements
which can be found in S. Therefore, without loss of gen-
erality, in the following we will assume m to coincide with
such a number, i.e., that all the elements of S are linearly
independent. Then, by Property 2 of Lemma 1 also the
elements of Sext share the same property. By the same
token, also the normalization of the operators hj can be
fixed a priori. Property 3 can be used instead to assume
that all the elements of S be traceless (an option which
we shall invoke from time to time to simplify the anal-
ysis). Finally Property 4 can be exploited to arbitrarily
fix a basis on Hd, e.g., the one which diagonalizes the
first element of S.
As we shall see in the following sections the mere pos-
sibility of finding a purification for a generic set S can
be easily proved. A less trivial issue is to determine the
minimal dimension d
(min)
E of the Hilbert spaceHdE which
guarantees the existence of a purifying set for a generic
collection S on Hd. Clearly the value of d(min)E will de-
pend on the dimension d of the Hilbert space Hd and on
the number of (linearly independent) elements m of the
set, i.e., d
(min)
E = d
(min)
E (d,m).
By construction it is clear that this quantity cannot be
smaller than d and than m, i.e.,
d
(min)
E ≥ max{d,m}. (11)
This is a simple relation which, on one side, follows from
the observation thatHdE being an extension ofHd must
have dimension dE at least as large as d. On the other
side the inequality d
(min)
E ≥ m can be verified by ex-
ploiting the fact that the diagonal dE × dE matrices Dj
entering Eq. (4) must be linearly independent in order to
fulfill Property 2 of Lemma 1. Actually for all non-trivial
cases the inequality is strict, resulting in
d
(min)
E ≥ max{d+ 1,m+ 1}. (12)
In fact when the initial Hamiltonians {h1, . . . , hm} do
not already commute, we need to expand the dimension
of the space at least by one, obtaining d
(min)
E ≥ d + 1.
Moreover the inequality dE ≥ m+ 1 always holds, unless
the identity Id lies in the span of {h1, . . . , hm}. Suppose
in fact that we can purify a set of m linearly independent
Hamiltonians in dimension m; then the linear span of the
m (linearly independent) diagonal matrices Dj in Eq.
(4) includes also the identity matrix IdE . Because for
4any unitary U we have UIdEU
† = IdE , the projection
of IdE on Hd gives the identity on that subspace, and
in conclusion we have that Id ∈ span(h1, . . . , hm). Since
this is not true in the general case, we obtain d
(min)
E ≥
m+ 1.
A. Algebra purification
As anticipated in the previous section the linearity
property of the Hamiltonian purification scheme allows
us to introduce the notion of purification of an algebra.
Specifically there are at least two different possibilities:
Definition 2 (Purification(s) of an algebra). Let a
be a Lie algebra of self-adjoint operators on Hd. Given
a commutative Lie algebra A of self-adjoint operators on
HdE we say that it provides
1. a spanning-set purification (or simply an algebra
purification) of a when we can provide an Hamil-
tonian purification of a spanning set (e.g., a basis)
of the latter in A;
2. a generator purification of a when we can provide a
Hamiltonian purification of a generating set of the
latter in A.
The spanning-set purification typically requires the pu-
rification of more Hamiltonians than the generator pu-
rification. For instance in Sec. V we shall see that the
(optimal) spanning-set purification of u(d) requires A to
be the largest commutative subalgebra of u(d2), while in
Sec. VI we shall see the generator purification requires
A to be the largest commutative subalgebra of u(d+ 1).
At the level of quantum control via the Zeno effect, the
advantage posed by the spanning-set purification is asso-
ciated with the fact that, in contrast to the scheme based
on generator purification, no complicated concatenation
of Zeno pulses would be necessary to realize a desired
control over a system on Hd: any unitary operator e−iht
on the latter can in fact be simply obtained as in Eq.
(1) by choosing H to be the linear combination of com-
muting Hamiltonians which purifies h on Hd2 . On the
contrary, in the case of generator purification, first we
have to decompose e−iht into a sequence of pulses of the
form e−ihjN tN · · · e−ihj1 t1 with hj being taken from the
generator sets of operators for which we do have a pu-
rification. Then each of the pulses e−ihjk tk entering the
previous decomposition is realized as in Eq. (1) with a
proper choice of the purifying Hamiltonians. See Fig. 1
for a pictorial representation.
III. PURIFICATION OF m = 2 OPERATORS
In this section we discuss the case of the purification
of two linearly independent Hamiltonians (i.e., m = 2),
providing bounds and exact solutions. In particular we
zeno-control via
spanning-set purification
zeno-control via
generator purification
e ihj1 t1
e ihj2 t2
e iht
e ihjN tN
Figure 1: Pictorial representation of the control achieved via
spanning-set purification (red line) and generator purification
(blue lines) of an algebra. In the the former case an arbitrary
unitary transformation e−iht on Hd is obtained via a single
Zeno sequence (1) with H being the purification of h. For
generator purification instead one has to use a collection of
Zeno sequences, one for each of the generator pulses e−ihjk tk
which are needed to implement e−iht. The black tick lines
represent the iterated projections on the system.
first present a simple construction which shows how to
purify into an extended Hilbert space HdE of dimension
dE = 2d, implying hence d
(min)
E (d,m = 2) ≤ 2d (Proposi-
tion 1). Such a result is interesting because it is elegant
and simple to prove. However it is certainly not the op-
timal. Indeed we will show that the following inequality
always holds⌈
3d
2
⌉
≤ d(min)E (d,m = 2) ≤ 2d− 1. (13)
See Proposition 4 (lower bound) and Proposition 3 (up-
per bound). For d = 2 (qubit) and d = 3 (qutrit) this
allows us to compute exactly d
(min)
E (d,m = 2), obtaining
respectively
d
(min)
E (d = 2,m = 2) = 3, for a qubit, (14)
d
(min)
E (d = 3,m = 2) = 5, for a qutrit. (15)
For larger values of the system dimension d there is a
gap between the lower and upper bounds of the inequal-
ity (13). Numerical evidences conducted for d = 4, 5, 6
however suggest that the former should be always attain-
able. See Fig. 2.
Proposition 1 (Purification of m = 2 operators
with dE = 2d). Let S = {h1, h2} be a collection of
two self-adjoint operators acting on the Hilbert space Hd.
Then a purifying set can be constructed on HdE =Hd⊗
H2, with H2 being two-dimensional (qubit space) (i.e.,
5Figure 2: Graphical representation of the bounds (13) for
d
(min)
E (d,m) for m = 2 as a function of d. The blue points give
the dimensions for which an explicit construction is known
(Propositions 2 and 3). The gray line gives the lower bound
of Proposition 4, and the black points give the values of
d
(min)
E (d, 2) estimated by numerical inspection.
dE = 2d). In particular we can take
H1 = h1 ⊗ I2 + h2 ⊗X,
H2 = h2 ⊗ I2 + h1 ⊗X,
P = Id ⊗ (I2 + Z)/2, (16)
where X and Z are the Pauli operators on H2 [19].
Proof. The proof easily follows from the properties of
Pauli operators. But, to get a better intuition on what is
going on, it is useful to adopt the following block-matrix
representation for Hj and P , i.e.,
H1 =
(
h1 h2
h2 h1
)
, H2 =
(
h2 h1
h1 h2
)
, P =
(
Id 0
0 0
)
,
(17)
from which the commutativity is evident [20].
As we shall see in the next section, Proposition 1 ad-
mits a generalization for arbitrary values of m. Specifi-
cally, independently of the dimension ofHd (e.g., also for
infinite-dimensional systems), we can construct a purifi-
cation of m not necessarily commuting Hamiltonians, by
simply adding an m-level system to the original Hilbert
space. In the case Hd is finite-dimensional this implies
that a purification for m Hamiltonians can always be
achieved with an extended Hilbert space which has at
most m times the dimension of the original one, i.e.,
dE = md. This of course is not the best option. In-
deed already for d = 2 (qubit) and m = 2, it is possible
to show (see Proposition 2 below) that the purification of
two arbitrary Hamiltonians h1 and h2 is attained with a
qutrit, i.e., dE = d+1 = 3, and this is clearly the optimal
solution.
Proposition 2 (Optimal purification of m = 2 op-
erators of a qubit). Let S = {h1, h2} be a collec-
tion composed of two self-adjoint operators acting on the
Hilbert space H2 of a qubit. Then a purifying set can
be constructed on the Hilbert space HdE of dimension
dE = 3 (qutrit space).
Proof. We prove the thesis by providing an explicit pu-
rification. To do so we first notice that, up to irrelevant
additive and renormalization factors, the operators h1
and h2 can be expressed as
h1 = Z, h2 = Z + α(X cos θ + Y sin θ), (18)
with α and θ being real parameters. Indicating then with
{|0〉, |1〉} the eigenvectors of Z, we define HdE as the
space spanned by the vectors {|0〉, |1〉, |2〉} with |2〉 being
an extra state which is assumed to be orthogonal to both
|0〉 and |1〉. We hence introduce the operators on HdE
which in the basis {|0〉, |1〉, |2〉} have the following matrix
form,
H˜1 =
 Z 0√2
0
√
2 0
 ,
H˜2 =
 M
√
2 e−iθ
0√
2 eiθ 0 0
 , (19)
with M := X cos θ + Y sin θ. One can easily verify that
they commute, [H˜1, H˜2] = 0, and when projected on the
subspace {|0〉, |1〉} they yield the matrices Z and M , re-
spectively. Defining hence H1 and H2 as the operators
H1 = H˜1, H2 = H˜1 + αH˜2, (20)
one notices that this is indeed a purifying set of S.
For arbitrary values of d an improvement with respect
to Proposition 1 is obtained as follows:
Proposition 3 (Purification of m = 2 operators
with dE = 2d − 1). Let S = {h1, h2} be a collec-
tion composed of two self-adjoint operators acting on the
Hilbert space Hd. Then, a purifying set can be con-
structed on HdE =H2d−1, implying hence d
(min)
E (d,m =
2) ≤ 2d− 1.
Proof. According to Eq. (4) to construct a purifying set
we have to find a unitary matrix U ∈ U(2d−1) such that
h1 = PUD1U
†P,
h2 = PUD2U
†P, (21)
6with D1, D2 ∈ Diag(2d− 1) being real diagonal matrices
of dimension 2d− 1. In HdE =Hd⊕Hd−1 we can write
P =
(
Id 0
0 0d−1
)
, PU =
(
L R
0 0d−1
)
, (22)
where L is a d×d matrix, R is a d×(d−1) matrix, and the
rows of PU are orthogonal to each other, LL†+RR† = Id,
since PUU†P = P . We then write
D1 =
(
DL1 0
0 DR1
)
, D2 =
(
DL2 0
0 DR2
)
, (23)
where DL1 , D
L
2 are diagonal d × d matrices and DR1 , DR2
are diagonal (d − 1) × (d − 1) matrices. Then we notice
that the equations in (21) are equivalent to
h1 = LD
L
1 L
† +RDR1 R
†,
h2 = LD
L
2 L
† +RDR2 R
†,
LL† +RR† = Id. (24)
To find the purification, we need to solve these equations.
First equation: we choose without loss of generality h1
to be positive definite: this can be obtained by adding
αId with α > −minσ(h1) [where σ(X) denotes the spec-
trum of X]. Then,
√
h1 is the Hermitian positive-definite
matrix such that (
√
h1)
2 = h1. We also choose
L =
1
λ
√
h1 V, (25)
where V is an arbitrary unitary matrix, V V † = Id.
Notice that for any unitary V we have λ2LL† =√
h1 V V
†√h1 = h1. Accordingly to solve the first of
the equations in (24) we can simply take DL1 = λ
2Id and
DR1 = 0.
Third equation: recast the third equation in the form
RR† = Id − LL† = Id − 1
λ2
h1. (26)
This equation can be solved for R if and only if the right-
hand side is a positive semi-definite matrix with non-
null kernel. This can be accomplished by choosing λ2 :=
maxσ(h1), so that the smallest eigenvalue of Id − λ−2h1
is equal to zero (this is easily seen in the basis in which
h1 is diagonal) [22]. Explicitly, we can write
Id − 1
λ2
h1 = W
(
D′ 0
0 0
)
W †
=
(
W ′ 0
)( D′ 0
0 0
)(
W ′†
0
)
, (27)
where W and D′ are obtained with the spectral theorem
and W ′ is a d× (d− 1) matrix obtained from W deleting
its last column. So a solution to the third equation is
given by R = W ′
√
D′.
Second equation: we exploit the fact that V is so far
an arbitrary unitary matrix. We take DR2 = 0, and then
we are left with
h2 =
1
λ2
√
h1 V D
L
2 V
†√h1, (28)
or equivalently
λ2h
−1/2
1 h2h
−1/2
1 = V D
L
2 V
†, (29)
which can be solved for V and DL2 using the spectral
theorem.
In conclusion, the explicit purification of h1 and h2,
with h1 positive definite, are found by extending
PU =
(
λ−1
√
h1 V W
′√D′
0 0d−1
)
(30)
to a unitary matrix U and then expressing H1 and H2 as
H1 = U
(
λ2Id 0
0 0d−1
)
U†, H2 = U
(
DL2 0
0 0d−1
)
U†.
(31)
Proposition 4 (Lower bound on the purification
of m = 2 operators). The minimum dimension d
(min)
E
of the extended space on which it is possible to purify
an arbitrary set of two Hamiltonians {h1, h2} acting on
Hd is greater or equal to 3d/2, i.e., d
(min)
E (d,m = 2) ≥d3d/2e.
Proof. We want to find H1 and H2,
H1 =
(
h1 B1
B†1 C1
)
, H2 =
(
h2 B2
B†2 C2
)
, (32)
such that [H1, H2] = 0. Writing the commutators in
block form, we obtain the following three equations
[h1, h2] = −B1B†2 +B2B†1,
h1B2 − h2B1 = −B1C2 +B2C1,
B†1B2 −B†2B1 = −[C1, C2]. (33)
Actually in order to prove the thesis, we need to consider
just the first of these equations. In general [h1, h2] can
be of maximal rank, i.e., of rank d [23]. On the other
hand B1 and B2 have ranks at most equal to dE −d (the
number of their columns), and so −B1B†2 + B2B†1 has
rank at most equal to 2dE − 2d. Therefore we have to
impose d = rank(−B1B†2 + B2B†1) ≤ 2dE − 2d, which
implies dE ≥ 3d/2.
For d = 2 the lower bound of Proposition 4 is trivial as
it only predicts that the minimal value d
(min)
E should be 3
which is the smallest dimension we can hope for to con-
struct a space HdE that admits a proper bi-dimensional
7subspace. In Proposition 2 we have explicitly provided a
purification for the case m = 2 and d = 2, which uses
exactly dE = 3, proving hence that the inequality of
Proposition 4 is tight at least in this case. The same
result holds for d = 3, as it is clear by comparing Propo-
sition 4 with Proposition 3, yielding Eq. (15).
IV. AN UPPER BOUND FOR d
(min)
E (d,m) FOR
ARBITRARY m AND d
Here we provide an explicit construction which gener-
alizes Proposition 1 to the case in which S is composed
of m ≥ 2 linearly independent elements and allows us to
prove the following upper bound
d
(min)
E (d,m) ≤ md. (34)
While it is not tight [e.g., see Propositions 2 and 3 as
well as Eq. (38) below] this bound most likely gives the
proper scaling in terms of the parameter d at least for
small values of m.
Theorem 1 (Purification of m operators with
dE = md). Let S = {h1, . . . , hm} be a collection of self-
adjoint operators acting on the Hilbert space Hd. Then,
a purifying set can be constructed on HdE = Hd ⊗Hm,
implying hence Eq. (34).
Proof. We work in a fixed orthonormal basis, in which
{|e1〉, . . . , |ed〉} span Hd, {|f1〉, . . . , |fm〉} span Hm, and
thus {|e`〉 ⊗ |fi〉}`∈{1,...,d},i∈{1,...,m} span the extended
space HdE =Hd ⊗Hm. We then use the spectral theo-
rem to write hi = UiDiU
†
i , ∀i, with Di and Ui being oper-
ators which, in the orthonormal basis {|e1〉, . . . , |ed〉}, are
described by diagonal and unitary matrices, respectively.
A purifying set can then be assigned by introducing the
following operator in HdE
W :=
1√
m
m∑
i=1
Ui ⊗ f1i, (35)
where fij := |fi〉〈fj |, fi := fii = |fi〉〈fi|. One gets
WW † =
1
m
m∑
i,j=1
UiU
†
j ⊗ f1ifj1 = Id ⊗ f1 =: P. (36)
Therefore, W is a partial isometry in HdE and P is the
orthogonal projection onto its range Hd ⊗ C|f1〉 ∼= Hd.
Now consider its polar decomposition W = PU for some
(non-unique) unitary U on HdE . [In terms of represen-
tative matrices in the canonical basis the projection P
selects the first d rows of an arbitrary md × md ma-
trix. Therefore, since the first d rows of W are orthonor-
mal they can be extended to build up a unitary matrix
U ∈ U(md), such that W = PU ]. By explicit compu-
tation one can then observe that the following identity
holds:
hi ⊗ f1 = PU(mDi ⊗ fi)U†P. (37)
Accordingly the purifying set can be identified with the
operators Hi = U(mDi ⊗ fi)U†.
V. OPTIMAL PURIFICATION OF THE WHOLE
ALGEBRA (m = d2)
In this section we focus on the case where the set S
one wishes to purify is large enough to span the whole
algebra u(d) of Hd, i.e., according to Definition 2, we
study the spanning-set purification problem of u(d). This
corresponds to having m = d2 linearly independent ele-
ments in S (the maximum allowed by the dimension of
the Hilbert space of the problem). It turns out that for
this special case d
(min)
E can be computed exactly showing
that it saturates the bound of Eq. (12), i.e.,
d
(min)
E (d,m = d
2) = d2. (38)
On one hand this incidentally confirms that the bound of
Theorem 1 is not thight. On the other hand it shows that
a spanning-set purification for u(d) requires the largest
commutative subalgebra of u(d2) as minimal purifying
algebra.
We start by proving this result for the case of n qubits
(i.e., d = 2n), as this special case admits a simple anal-
ysis (see Proposition 5 and Corollary 1). The case of
arbitrary d is instead discussed in Theorem 2 by present-
ing a construction which allows one to purify an arbitrary
set of m = d2 linearly independent Hamiltonians in an
extended Hilbert space of dimension d2. Finally in The-
orem 3 we prove that the explicit solution proposed in
Theorem 2 is far from being unique.
Proposition 5 (Optimal purification of u(2)). A
spanning-set purification for the algebra of u(2) can be
constructed on an extended Hilbert space of dimension
dE = 4, i.e., HdE =H4. This is the optimal solution.
Proof. By Property 3 of Lemma 1 we can restrict the
problem to the case of the traceless operators of H2, i.e.,
we can focus on the su(2) subalgebra. A set of linearly
independent elements for such a space is provided by the
Pauli matrices {X,Y, Z}. A purifying set {Σx,Σy,Σz}
of {X,Y, Z} on H4 can then be exhibited explicitly, con-
8sidering the following 4× 4 matrices,
Σx =

0 1 1 + i 0
1 0 1 + i 0
1− i 1− i 1 0
0 0 0 −1
 ,
Σy =

0 −i i 2+4i3
i 0 1 1−i3
−i 1 0 −1
2−4i
3
1+i
3 −1 0
 ,
Σz =

1 0 − 4+4i9 7+8i9
0 −1 5+5i9 − 16−i9
− 4−4i9 5−5i9 0 −i
7−8i
9 − 16+i9 i 0
 , (39)
and taking P = I2⊗ (I2 +Z)/2. It can be seen by direct
calculation that they indeed commute. The optimality
of the solution follows from the inequality (12).
Corollary 1 (Optimal purification of u(2n)). Con-
sider u(2n), the Lie algebra of self-adjoint operators act-
ing on n qubits (i.e., Hd = H
⊗n
2 ). Then, a spanning-
set purification for this algebra can be constructed with
operators acting on HdE = H
⊗n
4 . This is the optimal
solution.
Proof. This result follows by observing that any element
of u(2n) can be expressed as a linear combination of ten-
sor products of n (generalized) Pauli operators S`, with
the definitions S0 = I2, S1 = X, S2 = Y , S3 = Z:
hj =
∑
`1,...,`n
∈{0,1,2,3}
β
(j)
`1,...,`n
S`1 ⊗ · · · ⊗ S`n (j = 1, . . . , 22n).
(40)
Consider then the set formed by the operators
Hj =
∑
`1,...,`n
∈{0,x,y,z}
β
(j)
`1,...,`n
Σ`1 ⊗ · · · ⊗ Σ`n , (41)
with Σ` defined in Eq. (39). The operators Hj act on the
Hilbert space HdE =H
⊗n
4 =H
⊗2n
2 and commute with
each other (this is because they are tensor products of
commuting elements). Finally, by projecting them with
P = [I2 ⊗ (I2 + Z)/2]⊗n they yield hj . The solution is
optimal due to Eq. (12).
The above can be used to bound the minimal value of
dE for the case of an arbitrary finite-dimensional system
Hd by simply embedding it into a collection of qubit sys-
tem. Specifically consider S = {h1, . . . , hm}, a collection
of m (not necessarily commuting) self-adjoint operators
acting on the Hilbert space Hd of finite dimension d.
Then, setting n0 = dlog2 de, a purifying set for S can be
constructed on HdE =H
⊗n0
4 . This implies that dE can
be chosen to be equal to 4n0 = (2n0)2 ' d2. As a matter
of fact, this result can be strengthened by showing that
indeed dE = d
2 independently of the dimension d.
Theorem 2 (Optimal purification of u(d)). A
spanning-set purification for u(d) can be constructed on
HdE =Hd2 . This is the optimal solution.
Proof. The proof is given in the Appendix, where a pu-
rifying set is explicitly constructed.
The construction presented in the proof of Theorem
2 in the Appendix provides a matrix U that allows to
perform the purification of all the Hermitian matrices in
u(d). But actually we notice that almost any unitary
matrix will do the job equally well, as we show now. So
there is almost free choice in determining a matrix U
that accomplishes the task, which can even be chosen at
random in the parameter space.
Theorem 3. Almost all unitary matrices U ∈ U(d2)
[with respect to (every absolutely continuous measure with
respect to) Haar measure] are such that the map fPU de-
fined in the proof of Theorem 2 is surjective. This implies
that almost all unitary matrices U ∈ U(d2) provide a pu-
rification for all sets of Hermitian operators.
Proof. The linear application fPU defined in Eq. (A.1)
maps Diag(d2) into u(d), which are both d2-dimensional
real vector spaces, and so it is surjective if and only if its
determinant is different from zero. Calling x`,k the en-
tries of the matrix U , we see that fPU depends quadrat-
ically on the complex variables x`,k, and its determinant
det fPU is a polynomial in these variables.
Preliminarily, if we take U to be an arbitrary com-
plex matrix, i.e., not necessarily unitary, the Theorem
can be straightforwardly proved. In fact the set of U ’s
which make fPU non-surjective are the zeros of the poly-
nomial p(u1, u2, . . .) := det fPU , where u1, u2, . . . are real
parameters which encode the matrix U . Such a polyno-
mial is clearly non-vanishing, as we have found in Theo-
rem 2 an instance of U for which fPU is surjective. The
zero set of a non-null analytic function is a closed set
(as it is preimage of a closed set), nowhere dense (other-
wise the analytic function would be zero on all its con-
nected domain of convergence), and has zero Lebesgue
measure. We prove this by induction. The proposi-
tion is true for non-null analytic functions of one real
variable, as the zero set is discrete. In general, sup-
pose that g(x1, x2, . . . , xK) is a non-null analytic func-
tion of real variables in RK . Then fixing x1, the func-
tion gx1(x2, . . . , xK) := g(x1, x2, . . . , xK) is an analytic
function of K − 1 variables. Calling S and S(x1) the
zero sets of g(x1, x2, . . . , xK) and gx1(x2, . . . , xK), respec-
tively, by induction hypothesis S(x1) must have (K−1)-
dimensional Lebesgue measure zero, for all except count-
ably many values x1 ∈ R. Then we integrate the charac-
teristic function∫
1S(x1, x2, . . . , xK) dx1dx2 · · · dxK
=
∫ (∫
1S(x1)(x2, . . . , xK) dx2 · · · dxK
)
dx1
=
∫
0 dx1 (almost everywhere)
9= 0 (42)
to achieve the stated result.
The same argument applies also when we restrict U
to be unitary. In fact, any unitary matrix can be ob-
tained as an exponential of a Hermitian matrix. So the
same reasoning as above applies to the analytic func-
tion g(h1, . . . , hK) = det f(e
iH) where h1, . . . , hK are real
parameters which encode the Hermitian matrix H [for-
mally, the proof proceeds by considering a set of local
charts that cover the manifold U(d2)]. Moreover, it can
be shown that the Haar measure on U(d2) is obtained
from the Lebesgue measure on u(d2) via multiplication
by a Jacobian of an analytic function, which is always
regular, and the property of having zero measure is pre-
served under this operation.
VI. GENERATOR PURIFICATION OF u(d)
INTO H d+1
The Propositions in Sec. III concern the purification of
two Hamiltonians (m = 2). In particular, it was proved
in Proposition 2 that two non-commuting Hamiltonians
acting on the Hilbert spaceH2 of a qubit can be purified
into two commuting Hamiltonians in an extended Hilbert
spaceH3, namely, by extending the Hilbert space by only
one dimension. It is in general not the case for a larger
system: adding one dimension is typically not enough to
purify a couple of Hamiltonians for a system of dimension
d ≥ 3, as proved in Proposition 4. See also Eq. (13).
On the other hand, Proposition 2 on the optimal purifi-
cation for m = 2 and d = 2 helps us to prove that one can
always find a purification of a generating set of u(d) which
only involves a dE = d+ 1 dimensional space. Expressed
in the language introduced in Definition 2 this implies
that the largest commutative subalgebra of u(d+ 1) pro-
vides a generator purification of u(d). More precisely:
Theorem 4. A pair of randomly chosen commuting
Hamiltonians H1 and H2 on Hd+1 almost surely pro-
vide a pair of Hamiltonians h1 and h2 which generate
the full Lie algebra on Hd, i.e., Lie(h1, h2) = u(d). In
other words, almost all pairs of commuting Hamiltonians
in Hd+1 are capable of quantum computation in Hd.
Proof. To prove this statement, we have only to find an
example of such a set {H1, H2, P} on Hd+1 that yields
{h1, h2} generating the full Lie algebra on Hd (see Ref.
[16]). There is a particularly simple pair of generators
{h1, h2} of u(d), namely,
h1 =

1
0
. . .
. . .
0

, h2 =

0 1
1 0 1
1 0
. . .
. . .
. . . 1
1 0

.
(43)
A proof that these generate u(d) is given in Ref. [24].
We can purify them in Hd+1, by exploiting the formulas
presented in Proposition 2 for the purification of a couple
of Hamiltonians of a qubit. Indeed, two 2× 2 matrices(
1 0
0 0
)
,
(
0 1
1 0
)
(44)
are essentially Pauli matrices Z and X, and can be puri-
fied to 1/2 −1/
√
2 0
−1/√2 1 0
0 0 0
 ,
 0 0
√
2
0 0 1√
2 1 0
 , (45)
where we have used Properties 1 and 3 of Lemma 1 (mul-
tiplication by a constant and shift by the identity matrix)
to convert the first matrix into −(1/2)Z and applied the
purification formulas in Eq. (19), extending the matrices
to the top-left by one dimension, instead of to the right-
bottom. This suggests the purification of the above h1
and h2 to
H1 =

1/2 −1/√2 0
−1/√2 1 0
0 0 0
. . .
. . .
0

, (46)
H2 =

0 0
√
2
0 0 1√
2 1 0 1
1 0
. . .
. . .
. . . 1
1 0

. (47)
These matrices actually commute [H1, H2] = 0 and re-
produce h1 and h2 once projected by the projection
P =

0 0 · · · 0
0
... Id
0
 . (48)
The existence of an example makes us sure that all the
sets {H1, H2, P} onHd+1 except for discrete sets of mea-
sure zero do the same job, yielding {h1, h2} generating
the full u(d) [16].
In Ref. [16], it is shown that almost all pairs of com-
muting Hamiltonians {H1, H2} of n qubits are turned
into {h1, h2} capable of quantum computation on n − 1
qubits, by projecting only a single qubit (i.e., dE = 2
n
and d = 2n−1 = dE/2). The above Theorem 4 shows that
the reduction by only one dimension can already make a
big difference.
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Figure 3: Plots of the admissible regions for d
(min)
E (d,m) for
the qutrit case (d = 3) as functions of m. The blue points give
the dimensions for which an explicit construction is known.
The gray lines give the known lower bounds on d
(min)
E (3,m).
The black points give the values of d
(min)
E (3,m) estimated by
numeric inspection.
VII. CONCLUSIONS
In this work we have introduced the notion of Hamilto-
nian purification and the associated notion of algebra pu-
rification. As discussed in the Introduction these math-
ematical properties arise in the context of quantum con-
trol induced via a quantum Zeno effect [16]. We focus
specifically on the problem of identifying the minimal di-
mension d
(min)
E (d,m) which is needed in order to purify a
generic set of m linearly independent Hamiltonians, pro-
viding bounds and exact analytical results in many cases
of interest. In particular the value of d
(min)
E (d,m = d
2)
has been exactly computed: this corresponds to the case
where one wishes to induce a spanning-set purification of
the whole algebra of operators acting on the input Hilbert
space. For smaller values of m, apart from some special
cases discussed in Sec. III, the quantity d
(min)
E (d,m) is
still unknown, e.g., see Fig. 3, which refers to the case
d = 3. Finally for generator purification of u(d) we
showed that a (d + 1)-dimensional Hilbert space can be
sufficient. This allowed us to strengthen the argument in
Ref. [16]: a rank-d projection suffices to turn commuting
Hamiltonians on the (d + 1)-dimensional Hilbert space
into a universal set in the d-dimensional Hilbert space.
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Appendix: Proof of Theorem 2
Here we prove Theorem 2 in Sec. V. The optimal-
ity of the construction follows from the inequality (12).
From Eq. (4), we can prove that such a solution exists by
showing that there are a unitary U ∈ U(d2) and a rank-d
projection P defined on Hd2 such that the linear map
fPU : Diag(d2)→ u(d),
fPU (D)⊕0d2−d = PUDU†P, (A.1)
is surjective. Without loss of generality we are consider-
ingHd2 =Hd⊕Hd2−d, so that P = Id⊕0d2−d, and (A.1)
reads
fPU (D) = WDW
†, (A.2)
where we can parametrize the matrix W :Hd2 →Hd as
W =
 x1,1 · · · x1,d x1,d+1 · · · · · · x1,d2... . . . ... ... · · · · · · ...
xd,1 · · · xd,d xd,d+1 · · · · · · xd,d2

≡

X1
X2
...
Xd
 ≡
(
X1 · · · Xd Xd+1 · · · · · · Xd2
)
.
(A.3)
Here x`,j is the matrix element associated with the `th
row and the jth column of the unitary U , and where for
` ∈ {1, . . . , d} we define X` as the complex row vector of
Cd
2
whose jth component is x`,j , while for j ∈ {1, . . . , d2}
we define Xj as the complex column vector of Cd whose
`th component is x`,j . The unitarity condition for U
requires the row vectors X1, . . . , Xd to be orthonormal,
i.e.,
X` ·X†`′ =
d2∑
j=1
x`,jx
∗
`′,j = δ`,`′ . (A.4)
The surjectivity condition for fPU instead can be an-
alyzed in terms of the column vectors Xj . Consider in
fact the basis for Diag(d2) consisting of matrices uˆii with
i ∈ {1, . . . , d2} with only one non-zero entry, 1 in the ith
position on the diagonal. The function fPU is then sur-
jective if the matrices fPU (uˆ11), . . . , fPU (uˆd2d2) are lin-
early independent, i.e., if they span the whole algebra
u(d). These are explicitly given by
fPU (uˆii) = WuˆiiW
†
=

|x1,i|2 x1,ix∗2,i · · · x1,ix∗d,i
x2,ix
∗
1,i |x2,i|2 · · · x2,ix∗d,i
...
...
. . .
...
xd,ix
∗
1,i xd,ix
∗
2,i · · · |xd,i|2

= Xi ×Xi†, (A.5)
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where the last identity stresses the fact that, by construc-
tion, fPU (uˆii) can be seen as the outer product “×” of
the vector Xi with itself [25].
In order to identify a solution for the problem we have
hence to find an assignment for the coefficients x`,j which
fulfill the condition (A.4) while ensuring that the matri-
ces (A.5) span the whole u(d). To show this we pro-
ceed by steps. First we identify values for x`,i in such
a way that the associated d × d2 matrix W˜ guarantees
that {W˜ uˆiiW˜ †}i∈{1,...,d2} provides a basis for u(d), hence
that the associated mapping f
W˜
is surjective. Then we
modify W˜ in such a way that the condition (A.4) is ful-
filled by orthonormalizing its rows, while making sure
that the surjectivity condition of the associated mapping
is preserved.
Calling ei the row vector of C
d with 1 in the ith po-
sition and introducing e
(+)
n,m := en + em and e
(−)
n,m :=
en−iem, a basis for u(d) is given by the following matrices
[26] 
e†n × en, n ∈ {1, . . . , d},
e
(+)†
n,m × e(+)n,m, n < m ∈ {1, . . . , d},
e
(−)†
n,m × e(−)n,m, n < m ∈ {1, . . . , d}.
(A.6)
From Eq. (A.5) it follows that this set can be obtained
as f
W˜
(uˆii) = W˜ uˆiiW˜
† if we take as matrix W˜ the one
with column vectors
X1 = e†1,
...
Xd = e†d,
(A.7)

Xd+1 = e
(+)†
1,2 ,
...
X2d = e
(+)†
1,d ,
X2d+1 = e
(+)†
2,3 ,
...
X
d(d+1)
2 = e
(+)†
d−1,d,

X
d(d+1)
2 +1 = e
(−)†
1,2 ,
...
X
d(d+3)
2 = e
(−)†
1,d ,
X
d(d+3)
2 +1 = e
(−)†
2,3 ,
...
Xd
2
= e
(−)†
d−1,d.
(A.8)
For instance, in the case d = 4, this choice gives
W˜ =

1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0 i 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1 0 i 0 i 0 1
0 0 0 1 0 0 1 0 1 1 0 0 i 0 i i
 .
(A.9)
Accordingly f
W˜
(uˆii) = W˜ uˆiiW˜
† span all u(d) and so f
W˜
is a surjective (hence invertible) linear function. Now, W˜
does not have orthonormal rows, so it cannot be straight-
forwardly extended to a unitary operator on Hd2 : we
have to orthonormalize them. We observe that the scalar
product between the rows X1, . . . , Xd of W˜ gives
Xn ·X†n = 2d− 1, n ∈ {1, . . . , d},
Xn ·X†m = 1− i, n < m ∈ {1, . . . , d},
Xn ·X†m = 1 + i, n > m ∈ {1, . . . , d}.
(A.10)
We can orthogonalize them by changing only the entries
of the leftmost d× d submatrix of W˜ . In the case d = 4
we start with
A(0) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (A.11)
Then, we make the first row orthogonal to all the others
by adding −1− i to all subdiagonal elements in the first
column,
A(1) =

1 0 0 0
−1− i 1 0 0
−1− i 0 1 0
−1− i 0 0 1
 . (A.12)
Now, X2 ·X†3 = X2 ·X†4 = 1− i+(−1− i)(−1+ i) = 3− i,
so we can make X2 orthogonal to all the other rows with
A(2) =

1 0 0 0
−1− i 1 0 0
−1− i −3− i 1 0
−1− i −3− i 0 1
 . (A.13)
Finally, X3 ·X†4 = 1− i+(−1− i)(−1+ i)+(−3− i)(−3+
i) = 13 − i, and we can make all the vectors orthogonal
with
A(3) =

1 0 0 0
−1− i 1 0 0
−1− i −3− i 1 0
−1− i −3− i −13− i 1
 . (A.14)
This can be extended to any dimension d replacing the
leftmost d× d matrix of W˜ with the triangular matrix
A(d−1) =

1 0 0 0 · · · 0
a1 1 0 0 · · · 0
a1 a2 1 0 · · · 0
a1 a2 a3 1 · · · 0
...
...
...
...
. . .
...
a1 a2 a3 a4 · · · 1

, (A.15)
where a1 = −1 − i while for n ∈ {2, . . . , d − 1} the re-
maining subdiagonal elements are obtained by solving
the recursive equation
an = −1− i−
n−1∑
k=1
|ak|2. (A.16)
For future reference we notice that all an have negative
real and imaginary parts,
Re an = −
(
1 +
n−1∑
k=1
|ak|2
)
, Im an = −1. (A.17)
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Next, the rows of the submatrix A(d−1) are normalized
to 1 obtaining
1 0 0 · · · 0
a1/N1 1/N1 0 · · · 0
a1/N2 a2/N2 1/N2 · · · 0
a1/N3 a2/N3 a3/N3
. . . 0
...
...
...
...
a1/Nd−1 a2/Nd−1 a3/Nd−1 · · · 1/Nd−1

,
(A.18)
with Nn =
√
1 +
∑n
k=1 |ak|2 =
√|Re an+1|. We now
replace this into the W˜ and normalize the resulting rows
to 1 by dividing them by the constants
√
2d− 1. The
resulting d×d2 matrix is our solutionW . By construction
it has orthonormal rows as required by (A.4), so it can
be extended to a unitary matrix U , such that W = PU .
Moreover the associated function fPU is still surjective.
This can be proven by induction. To this end we find it
useful to introduce the notion of k-submatrix: specifically
a k-lower-right submatrix (k-LRS) is a d × d Hermitian
matrix whose non-zero entries are only in lower-right sub-
matrix associated with the last k rows and columns. We
then call R the right part of the matrix W (the last d2−d
columns), which is the same as the one we had for the W˜
apart from the global rescaling by the factor 1/
√
2d− 1.
The basic step is to show that, under outer products with
themselves, Xd and the columns of R span all the 1-LRS.
This is obvious, as such matrices are obtained as a mul-
tiple of Xd ·Xd†. Then, we have to show that, if we have
Xd, Xd−1, . . . , Xd−k and the columns of R, we can span
all (k + 1)-LRSs. By induction hypothesis, we suppose
that we can already obtain all k-LRSs. To prove the the-
sis is then sufficient to show that we can generate the set
of (k + 1)-LRSs whose non-zero elements are given by
1 0 · · · 0
0
... ]
0
 ,

0 1 · · · 0
1
... ]
0
 , . . . ,

0 0 · · · 1
0
... ]
1
 ,

0 −i · · · 0
i
... ]
0
 , . . . ,

0 0 · · · −i
0
... ]
i
 ,
(A.19)
where the symbol “]” represents a generic k × k matrix.
To achieve this we are allowed to use arbitrary linear
combinations of the following set of (k + 1)-LRSs, which
are trivially generated via outer product by the vectors
Xd, Xd−1, . . . , Xd−k and by the columns of R,

1/Nd−k−1 a∗d−k/Nd−k · · · a∗d−k/Nd−1
ad−k/Nd−k
... ]
ad−k/Nd−1
 , (A.20)

1 1 · · · 0
1
... ]
0
 , . . . ,

1 0 · · · 1
0
... ]
1
 , (A.21)

1 −i · · · 0
i
... ]
0
 , . . . ,

1 0 · · · −i
0
... ]
i
 . (A.22)
The result can then be trivially proved by showing that
among such linear combinations one can identify the (k+
1)-LRSs whose non-zero elements are in the form

c 0 · · · 0
0
... ]
0
 , (A.23)
with c 6= 0. This is done by starting from the matrix
(A.20) and then subtracting the off-diagonal elements us-
ing the matrices (A.21) and (A.22). As a result, we get
a matrix (A.23) with
c =
1
Nd−k−1
−
k∑
j=1
1
Nd−j
(Re ad−k + Im ad−k), (A.24)
which is indeed different from zero, as according to Eq.
(A.17) all the terms are positive. This concludes the
induction step, and the Theorem is proven.
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