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Harmonic analysis is one of the most important area in mathematics. It is
central in partial differential equations, signal processing and many other parts of
science and technology. Initially, harmonic analysis is the analysis and synthesis of
functions in terms of harmonics or basis functions {e2πint}, n ∈ Z. The frequencies
belonging to the integer group Z is quite essential. For example, the uniqueness of
Fourier series says that if we know the Fourier coefficients of a function over all the
integers, then the function is uniquely determined.
Later on, people realized that the integer group Z can be generalized to the
setting of Euclidean space and even more generally to locally compact abelian
groups. Thus, we have the emergence of abstract harmonic analysis. However
another line of investigation began with the attempt to replace the group Z by
other non-group structures. This is so called non-harmonic Fourier analysis. The
essential question that most research revolves around is: for what set of frequencies
{λn}, n ∈ Z does the collection {e2πiλnt}, n ∈ Z have similar properties as the collec-
tion {e2πint}, n ∈ Z. Commonly, such properties are concerned with the expansion
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properties of the exponentials over certain Hilbert spaces. For example, when do
they form an orthonormal basis, a Riesz basis, a Riesz sequence, a frame, or a set
of uniqueness. Various examples have been studied by several authors. Duffin and
Schaeffer, who first introduced the concept of frames, gave a density condition in
the one dimensional case for which the collection {e2πint}, n ∈ Z forms a frame over
an interval [13]. Later on, Jaffard [17] gave a formula for the frame radius, that
is the maximal length of the interval for which {e2πint}, n ∈ Z forms a frame, in
terms of the lower Beurling density. Landau [19] gave necessary conditions in terms
of Beurling lower and upper densities for the collection {e2πint}, n ∈ Z to form a
frame, respectively, a Riesz sequence in higher dimensions. The sufficient conditions
in one dimension was given by Beurling [5] using the theory of balayage. Among the
various examples, we are particularly interested in what is called the quasicrystal,
or its mathematical term, model set. The work was led by research of Yves Meyer,
Basarab Matei, Alexander Olevskii, Nir Lev.
1.2 Background
It has long been believed that crystals can possess only two, three, four, and
six-fold rotational symmetries. Dan Shechtman first observed ten-fold electron
diffraction patterns in 1982, as described in his notebook. Shechtman and Blech
jointly wrote a paper entitled ”The Microstructure of Rapidly Solidified Al6Mn” [32]
and sent it for publication around June 1984 to the Journal of Applied Physics
(JAP). A further study of Khatyrka meteorites revealed micron-sized grains of an-
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other natural quasicrystal, which has a ten-fold symmetry and a chemical formula
of Al71Ni24Fe5. See figure 3.1.
(a) Al71Ni24Fe5 (b) Ho–Mg–Zn
Figure 1.1: (a) Atomic image of a micron-sized grain of the natural Al71Ni24Fe5
quasicrystal from a Khatyrka meteorite [4]. (b) Electron diffraction pattern of an
icosahedral Ho–Mg–Zn quasicrystal.
In 1992, the International Union of Crystallography altered its definition of a
crystal, broadening it as a result of Shechtman’s findings, reducing it to the ability
to produce a clear-cut diffraction pattern and acknowledging the possibility of the
ordering to be either periodic or aperiodic.
The introduction of Meyer’s mathematical model of quasicrystals in 1972 [25]
was even earlier than the discovery of quasicrystals in nature by Dan Shechtman in
1984 [32], who on won the Nobel Prize in Chemistry in 2011 due to his discovery.
There are several ways to mathematically define quasicrystalline patterns. One
definition, proposed by Meyer [25], the ”cut and project” construction, is based on
the work of Harald Bohr on almost periodic functions. A crystalline sample is by
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definition periodic; a crystal is composed of many unit cells repeated indefinitely in
three independent directions. Such periodic systems have a Fourier transform that
is concentrated at periodically repeating points in reciprocal space known as Bragg
peaks; the Bragg peaks correspond to the reflection spots observed in the diffraction
image. The mathematical counterpart of physical diffraction is the Fourier transform
and the qualitative description of a diffraction picture as ’clear cut’ or ’sharp’ means
that singularities are present in the Fourier spectrum. The discovery of a pure atomic
measure with aperiodic atomic diffraction seemed to have predicted the existence of
quasicrystals. An atomic measure
∑
λ∈Λ δλ with atomic spectrum S will give rise to









This motivated Meyer to start looking for non-traditional Poisson summation formu-
las [27]. We know that the classical sampling theorem can be proved via the classical
Poisson summation formula, e.g. [2]. We do not know if this can be generalized in
the same way to the new Poisson summation formulas with non-periodic support
and spectrum. However, it is proved by Matei and Meyer [24] that quasicrystals
defined by one dimensional windows are sets of stable sampling and interpolation
for Paley Wiener spaces. In other words, it is an important question to ask what
spanning property does the Fourier exponentials {e2πiλt}, λ ∈ Λ possess when Λ is
a quasicrystal. Do they form a basis, a frame, or a Riesz sequence. The aim of
subsections 1.2.1 and 1.2.2 is to give a quick review of the theory of frames and
4
Riesz basis.
















An important construction of the theory of classical Fourier series is that the
frequencies of the basic waves all belong to the group of integers Z, which enables
us to have the following two powerful results in harmonic analysis.
(1) The Poisson summation formula, which says for functions satisfying cer-





(2) The collection {e2πint, n ∈ Z} forms an orthonormal basis of L2(T).
The Poisson summation formula has very important applications in number
theory. It is used to derive a variety of of functional equations including the func-
tional equation for the Riemann zeta function [33]. The ONB property has many
applications in signal processing, such as the classical sampling theorem.
5
However, as the classical theory continues to impact various fields of math-
ematics, it becomes a growing interest for people to investigate the possibility of
building the theory when the frequency set is significantly different from Z.





More generally we want to know whether there exists a summation formula (
∑
λ∈Λ δλ)̂ =∑
y∈S δy, where the sets Λ and S both do not have any group structure. More pre-
cisely, we want both Λ and S to be locally finite, and each finite subset of them is
linearly independent over Q. One of the earliest result was hidden in an almost for-
gotten paper by Guinand [15]. Some seminal constructions were given by Meyer [27],
Kolountzakis [18], Lev and Olevskii [21]. The supports of such measures also have
an interesting connection with quasicrystals. In particular, it has been shown that
for any quasicrystal, we can associate a Poisson summation formula.
1.2.1 Frame theory
The effort to generalize (2) was pioneered by Duffin and Schaeffer. They
defined the notion of frame which generalizes orthonormal basis [13]. They showed
that for a set of frequencies {λn, n ∈ Z} that satisfies a certain density condition, we
were able to have a frame of exponentials {e2πiλnt, n ∈ Z} for L2(T). The following
is a brief introduction to frame theory. More details can be found in [8].
We denote by H a separable Hilbert space with inner product 〈·, ·〉.
Definition 1.2.3. A sequence {fk}, k ∈ N of elements in H is a frame for H if there
6




|〈f, fk〉|2 ≤ B‖f‖2, ∀f ∈ H. (1.4)
The numbers A,B are called frame bounds. A frame is tight if we can choose
A = B as frame bounds; a tight frame with bound A = B = 1 is called a Parseval
frame. If a frame ceases to be a frame when an arbitrary element is removed, it is
called an exact frame.
Since a frame {fk}, k ∈ N is a Bessel sequence, the operator




is bounded. T is called the synthesis operator or the pre-frame operator. The adjoint
operator is given by
T ∗ : H → l2(N), T ∗f = {〈f, fk〉}∞k=1. (1.6)
The operator T ∗ is called the analysis operator. By composing T and T ∗, we obtain
the frame operator




Below are some important properties of S:
Lemma 1.2.1. Let {fk}, k ∈ N be a frame with frame operator S and frame bounds
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A,B. Then the following hold:
(1) S is bounded, invertible, self-adjoint, and positive.
(2) {S−1fk}, k ∈ N is a frame with bounds B−1, A−1; if A,B are optimal obounds
for {fk}, k ∈ N, then B−1, A−1 are optimal for {S−1fk}, k ∈ N. The frame operator
for {S−1fk}, k ∈ N is S−1.
Proof: (1) S is bounded as a composition of two bounded operators. Since
S∗ = (TT ∗)∗ = TT ∗ = S, S is self-adjoint. The inequality (1.4) means that
A‖f‖2 ≤ 〈Sf, f〉 ≤ B‖f‖2 for all f ∈ H, or, equivalently, AI ≤ S ≤ BI, thus S is
positive. Furthermore, 0 ≤ I −B−1S ≤ B−A
B
I, and consequently
‖I −B−1S‖ = sup
‖f‖=1
|〈(I −B−1S)f, f〉| ≤ B − A
B
< 1,
thus S is invertible.






|〈S−1f, fk〉|2 ≤ B‖S−1f‖2 ≤ B‖S−1‖2‖f‖2.
That is, {S−1fk}, k ∈ N is a Bessel sequence. It follows that the frame operator for
{S−1fk}, k ∈ N is well defined. By definition, it acts on f ∈ H by
∞∑
k=1
〈f, S−1fk〉S−1fk = S−1
∞∑
k=1
〈S−1f, fk〉fk = S−1SS−1f = S−1f. (1.8)
This shows that the frame operator for {S−1fk}, k ∈ N equals S−1. The operator
8
S−1 commutes with both S and I, thus we can multiply the inequality AI ≤ S ≤ BI
with S−1 this gives
B−1iI ≤ S − 1 ≤ A−1I,
i.e.,





|〈f, S−1fk〉|2 ≤ A−1‖f‖2, ∀f ∈ H,
thus {S−1fk}, k ∈ N is a frame with frame bounds B−1, A−1. The argument for the
optimality follows easily from the above equations.
The frame {S−1fk}, k ∈ N is called the canonical dual frame of {fk}, k ∈ N
because it plays the same role in frame theory as the dual of a basis. The frame
decomposition, stated below, is the most important frame result. It shows that if
{fk}, k ∈ N is a frame for H, then every element in H has a representation as a
superposition of the frame elements. Thus it is natural to view a frame as some
kind of a generalization of basis.









〈f, fk〉S−1fk, ∀f ∈ H. (1.10)
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Both series converge unconditionally for all f ∈ H.
Proof: Let f ∈ H. We have







Since {fk}, k ∈ N is a Bessel sequence and {〈f, S−1fk〉} ∈ l2(N), it follows that the
series convervges unconditionally. The second expansion (1.10) follows similarly by
using f = S−1Sf .
In general, it is very difficult to directly apply the frame decompositions (1.9)
and (1.10) since the operator S−1 is unknown. However, for tight frames, this
problem is circumvented.
Corollary 1.2.3. If {fk}, k ∈ N is a tight frame with frame bound A, then the






〈f, fk〉fk, ∀f ∈ H.
1.2.2 Riesz basis
The set of all orthonormal bases can be characterized by all unitary operators
acting on a single orthonormal basis. The definition of a Riesz basis is given by
weakening the condition on the operator from being unitary to being bounded.
Definition 1.2.4. A Riesz basis for H is a family of the form {Uek}, k ∈ N, where
{ek}, k ∈ N is an orthonormal basis for H and U : H → H is a bounded bijective
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operator. The dual basis associated to a Riesz basis is also a Riesz basis as the
following theorem shows.
Theorem 1.2.4. If {fk}, k ∈ N is a Riesz basis for H, there exists a unique sequence




〈f, gk〉fk, ∀f ∈ H. (1.11)
{gk}, k ∈ N is also a Riesz basis, and {fk}, k ∈ N and {gk}, k ∈ N are biorthogonal.
Moreover, the series (1.11) converges unconditionally for all f ∈ H.
Proof: By definition, we can write fk = Uek, where {ek}, k ∈ N is an orthonor-
mal basis. Now let f ∈ H. By expanding U−1f in terms of the orthonormal basis








Therefore, with gk = (U
−1)∗ek,







Since (U−1)∗ is bounded and bijective, {gk}, k ∈ N is a Riesz basis by definition.






|〈f, Uek〉|2 = ‖U∗f‖2 ≤ ‖U∗‖2‖f‖2. (1.12)
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This proves that a Riesz basis is a Bessel sequence. Thus, the series converges
unconditionally.
The following theorem shows that Riesz basis not only satisfies the Bessel
inequality, it also satisfies some kind of opposite inequality.
Theorem 1.2.5. If {fk} = {Uek}, k ∈ N is a Riesz basis for H, then there exist




|〈f, fk〉|2 ≤ B‖f‖2, ∀f ∈ H. (1.13)
The largest possible value for the constant A is 1‖U−1‖2 , and the smallest possible
value for B is ‖U‖2.
Proof: That a Riesz basis {Uek}, k ∈ N is a Bessel sequence with optimal
bound ‖U‖ follows already from the estimate in (1.12). The result about the lower
bound follows from
‖f‖ = ‖(U∗)−1U∗f‖ ≤ ‖(U∗)−1‖‖U∗f‖ = ‖U−1‖‖U∗f‖.
The last part of this section is devoted to the characterization of Riesz basis. For
this purpose, we need a technical result about operators.
Lemma 1.2.6. Let H,K be Hilbert spaces, and let {hk}, k ∈ N be a sequence in H,
{gk}, k ∈ N a sequence in K. Assume that {gk}, k ∈ N is a Bessel sequence with
























defines a linear bounded operator from span{hk} into span{gk}, and U has a unique
extension to a bounded operator from H into K; the norm of U as well as its exten-





Proof: By assumption (1.14), every h ∈ span{hk} has a unique representation
h =
∑∞
k=1 ckhk with {ck} finite. It follows that U is well defined and linear. Given



























Thus U is bounded. Since {hk}, k ∈ N is assumed to be complete in H, U has an
extension to a bounded operator on H.
The next theorem gives an equivalent definition of a Riesz basis.
Theorem 1.2.7. The sequence {fk}, k ∈ N is a Riesz basis for H if and only if
{fk}, k ∈ N is complete in H and there exist constants A,B > 0 such that for every
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Proof: The only if part. Assume that {fk}, k ∈ N is a Riesz basis, and write
it in the form {Uek}, k ∈ N. Note that {fk}, k ∈ N is compelete. Given any finite






























































For the if part, the right hand side of inequality in (1.15) implies that {fk}, k ∈ N
is a Bessel sequence with bound B. Choose an orthonormal basis {ek}, k ∈ N for
H and extend by Lemma 1.2.6 Uek = fk to a bounded operator on H. In the same
way, extend V fk = ek to a bounded operator on H. Then UV = V U = I, so U is
invertible; thus, {fk}, k ∈ N is a Riesz basis.
14
1.3 Summary of results
In this subsection, we list the results of the thesis.
The main contribution of Chapter 2 is the proof of the non-harmonic counter-
part of the Fourier uniqueness theorem on quasicrystals. We first introduce Meyer’s
concept of crystalline measures and new versions of the Poisson summation formula
on quasicrystals. We give detailed proofs of several technical results, e.g., Lemma
2.1.2, Corollary 2.1.4, that the original paper [27] omitted. We then give a detailed
introduction to the theory of Meyer’s model sets. We describe the notion of density
used by Duffin and Schaeffer, and the density used by Beurling. We show that the
former implies the latter in Proposition 2.2.5 and Proposition 2.2.6. Finally, we
present Meyer’s Poisson summation formula for model sets. Using this result, we
prove a uniqueness theorem for discrete measures whose supports are finite dimen-
sional over Q in Theorem 2.2.10.
In Chapter 3, we first introduce the theory of sampling and interpolation
and its relationship with frames and Riesz sequences. We then introduce a result
of Beurling [5]. He was the first one to derive a sufficient density condition for
exponential frames using the technique of balayage. Finally, we present a theorem
by Matei on exact reconstruction of discrete positive measures on T2. We extend
his result by removing the restriction of positiveness and prove a similar result for
signed measures in Theorem 3.3.6.
Chapter 4 details the design of a type of single pixel camera. We show how
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to use a single pixel to reconstruct an image with few measurements. The heart
of the technique lies in compressed sensing. We introduce a way to take multiple
low resolution pictures and using the intertwine of the information of neighboring
pixels. We are able to reconstruct a picture with two times, or three times of
the original resolution in each direction. We did several experiments to support
our theory. In particular, our experiments show that basis pursuit outperforms
orthogonal matching pursuit in this setup.
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Chapter 2: POISSON SUMMATION FORMULAS
In this chapter, we start with the classical Poisson summation formula and its
variations. We then state several irregular Poisson summation formulas constructed
by several authors. Finally, we present an application of one type of Poisson sum-
mation formula to prove a uniqueness theorem for certain types of measures.
Theorem 2.0.1. Let Γ be a lattice in Rd, let Γ∗ = {y ∈ Rd| y · x ∈ Z for all x ∈ Γ}


















Proof: Let φ(x) =
∑
n∈Zd
f(x+n), then φ is Zd periodic. The decay of f indicates
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δγ is called a Dirac comb. To get variations of the Poisson
summation formula, the fundamental things we can do are translation, modulation
and finite summation. This leads to the following definition:
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Definition 2.0.1. A generalized lattice Dirac comb (GLDC) is a sum µ = µ1+...+
µN where (a) µj = gjσj, 1 ≤ j ≤ N (b) σj =
∑
γ∈xj+Γj δγ is a lattice Dirac comb sup-
ported by a coset xj + Γj of a lattice Γj ⊂ Rd (c) gj(x) =
∑
k∈Fj c(j, k)exp(2πiωj,kx)
is a finite trigonometric sum.
By applying the Poisson summation formula repeatedly, we can see that the
Fourier transform of a GLDC is still a GLDC. However, this generalization is too
trivial in the sense that the support of a GLDC is finite dimensional over Q. If Λ
is the support of a GLDC, then ΛQ = spanQΛ has finite dimension as a Q vector
subspace of Rd. The more interesting question is can we find new types of Poisson
summation formulas such that the support of the measures on both sides are infinite
dimensional over Q.
2.1 Crystalline measures
To further generalize GLDC, Meyer [27] proposed the following definition:
Definition 2.1.1. An atomic signed measure µ on Rd is a crystalline measure if
(a) the support Λ of µ is a locally finite set (the intersection of Λ with any compact
set is finite)
(b) µ is a tempered distribution
(c) the distributional Fourier transform µ̂ of µ is also a discrete measure supported
by a locally finite set S (the spectrum of µ)
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2.1.1 Guinand’s measure
One of the first examples of such measures was constructed by Guinand [15],
and was named by Meyer as the Guinand distribution.
Theorem 2.1.1. The Fourier transform of the one dimensional odd distribution






−1/2(δ√n − δ−√n) (2.3)
is σ̂ = −iσ. Here, r3(n) is the number of decompositions of the integer n ≥ 0 into
a sum of three squares.
For the proof of Theorem 2.1.1, we’ll need the following technical lemma:
Lemma 2.1.2. The collection {fx(t) = te−πxt
2
: x > 0} is total in the space of odd
Schwartz functions, which is denoted as So(R).




, gx(t) = e
−πxt2 : x > 0} is total in S(R).
To see this implies Lemma 2.1.2, let d denote the metric on S(R) induced by
the family of semi-norms. Given f(t) ∈ So(R) and ε > 0, there exists a finite set
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Next, by using the dual characterization of closed linear span, [20] chapter
8.2 theorem 8, we only need to show the following: let T ∈ S ′(R) be a tempered
distribution, suppose T (e−πxt
2
) = T (te−πxt
2
) = 0,∀x > 0, then T (f) = 0,∀f ∈ S(R).
Now by taking d
dx
, we see that
T (e−πxt
2
) = T (te−πxt
2
) = T (t2e−πxt
2
) = T (t3e−πxt
2
) = ... = 0.
By linearity, T (p(t)e−πxt
2
) = 0 for any polynomial p(t). Since C∞c (R) is dense
(with respect to the weak ∗ topology σ(S ′,S)) in S ′(R), we can take a sequence
{Tn(t)}∞n=1 of C∞c (R) functions such that
Tn → T, weak ∗ .
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where p(t) is a polynomial left to be specified. Observe that both the first and third
term on the right hand side of the above identity can be made less thanε if we choose
a sufficiently large n, say n′. For such an n′, we will choose p(t) so that the second













where A is such that the support of Tn′ is contained in [−A,A].
Then, on [−A,A], by Weierstrass approximation theorem, choose a polynomial

















Finally, combining the above results, we have T (f) = 0 for all f ∈ S(R). Thus
Lemma 2.1.2 is proved.
Now we are ready to prove Theorem 2.1.1:
















Let fx(t) = texp(−πxt2), t ∈ R, x > 0. Then fx is odd and its Fourier transform is
f̂x(γ) = −ix−3/2γexp(−πγ2/x), then (2.5) can be written as
〈σ, fx〉 = i〈σ, f̂x〉. (2.6)
The collection {fx(t) = texp(−πxt2), x > 0} is total (linear span being dense) in
the subspace of odd Schwartz class by Lemma 2.1.2. Thus (2.6) implies 〈σ, φ〉 =
i〈σ̂, φ〉 holds for every odd Schwartz function φ. However, since σ itself is odd, thus
〈σ, φ〉 = i〈σ̂, φ〉 is automatically true for even Schwartz functions φ. Thus, (2.6) is
true for all Schwartz functions, since every Schwartz function can be written as a
sum of an odd one and an even one. Thus we have σ̂ = −iσ.
The Guinand distribution σ is not a measure due to the first term d
dt
δ0. How-
ever a simple modification yields a crystalline measure [27]:







σ(t)− ασ(αt)− σ(t/α) (2.7)
is τ̂α = −iτα
Proof: In order to show that the derivative of delta disappears from the linear
23









Using the fact that δ̂′ = 2πit, we have for every f ∈ S(R):








2πit, f(γ)〉 = 〈 1
α2
δ̂′(t), f(γ)〉 = 〈 1
α2
δ′(t), f̂(t)〉.
The fact that τα is a tempered distribution follows from the arithmetic property of






πx3/2 +O(x3/4+ε), x→∞. (2.9)
Finally, the Fourier transform of τα is given by





)− ασ̂(αγ) = −iτα
Let’s take an look at what this measure looks like when α = 1
2
.






is −iτ , where χ(n) = −1/2, if n ∈ N\4N, χ(n) = 4, if n ∈ 4N\16N, and χ(n) = 0,
24
if n ∈ 16N
Proof: It suffices to verify that τ = τ 1
2
. Since the derivative of Dirac at 0 was
























































































































Inspired by Meyer’s work, Kolountzakis gave an example of a measure whose
support and spectrum are both not contained in any finite union of arithmetic
progressions. A measure µ is said to be translation bounded if the set {|µ|(K + x) :
x ∈ Rd} is bounded for each compact set K ⊂ Rd.A translation bounded measure
will always be a tempered distribution.
Theorem 2.1.5. There is a translation bounded measure ν of the form ν =
∑
λ∈Λ cλδλ,
(cλ 6= 0) such that Λ ⊂ R is a locally finite set and such that ν̂ is also a translation
bounded measure of the form ν̂ =
∑
s∈S dsδs, (ds 6= 0) where S is also a locally
finite set and such that both Λ and S are not contained in finite unions of arith-
metic progressions. Therefore this Fourier pair cannot be derived by finitely many
applications of the PSF.
We need the following two lemmas:
Lemma 2.1.6. There is a function f : Z/NZ → C, not identically zero, such that
both the function and its Fourier transform f̂ : Z/NZ→ C vanish in the interval
I =
{




Proof: We search for f : Z/NZ→ C which is 0 on I such that f̂ also vanishes
on I. This is a homogeneous linear system (the unknowns are the values of f off I)
with more unknowns (∼ 4N/5 of them) then equations (∼ N/5 of them) so there is
a non-zero solution.
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Lemma 2.1.7. Suppose M > 1 is an integer. Then there is a non-zero measure
µ of the form µ =
∑
n∈Z




bnδBn, where A, B are positive real numbers, and such that both µ and µ̂
are 0 in the interval (−M,M). Furthermore the measures µ and µ̂ can be taken to
be periodic and the numbers A and B may be chosen to be rational.
Proof: Let us start with the function f : Z/NZ → C of Lemma (2.1.6), with
N = 100M2. Define first the measure τ =
∑
n∈Z
f(nmodN)δn. Then the measure





















































Now we are ready to prove Theorem 2.1.5:
Proof of Theorem 2.1.5: Take a sequence Mn → ∞ and apply repeatedly
Lemma 3 to obtain a sequence of periodic measures µn of discrete support, having
also µ̂n periodic and of discrete support and such that both µn and µ̂n vanish in the
interval (−Mn,Mn).
Denote by Tr the translation by r and by Ma the modulation operator by a. Let
εn → 0 be a Q-linearly independent sequence. Each measure µn or µ̂n has bounded
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total variation in any interval of unit length (since they are periodic), say by Vn.
Define Dn = Vnn














It follows that ν and ν̂ have bounded total variation in any interval of unit length.
We need to show that the support of both µ and µ̂ are locally finite. Let J =
(a, b) be any interval. Then there is an index n0 such that for n ≥ n0 we have
(a, b) ⊂ (−Mn+1,Mn−1), therefore the support of ν or ν̂ in J comes only from the
contributions of the measures µ1, µ2,..., µn0 or µ̂1, µ̂2,..., µ̂n0 and consists therefore
of a finite number of points. Hence both suppν and suppν̂ are locally finite. The
fact that both suppν and suppν̂ are infinite dimensional over Q follows from our
choice of the numbers εn.
2.1.3 Meyer’s Measure
The following construction was due to Meyer [27]:

















To prove Theorem 2.1.8, we prove a more general result:





y∈S b(y)δy, where S is the spectrum of µ. Let us assume that 0 /∈ Λ, 0 /∈ S,







Then σΛ is a crystalline measure and the distributional Fourier transform of σΛ is




‖y‖ (δ‖y‖ − δ−‖y‖).
Proof: Since the measure σΛ and σS are odd measures, it suffices to prove
〈σΛ, φ̂〉 = −i〈σS, φ〉 (2.11)
for every odd Schwartz function φ. Let ω = φ̂ be the 1D Fourier transform of φ.














We have for every test function F ,
∑
λ∈Λ




Lemma 2.1.10. The 3D Fourier transform of the radial function F (y) = −iφ(‖y‖)/‖y‖
is F̂ (x) = Φ(x).


































































To see Theorem 2.1.9 implies Theorem 2.1.8, we only need to observe that the
Fourier transform of the measure µ =
∑
k∈Z3 exp(2πikβ)δk+α is the measure µ̂ =
exp(−2πiαβ)
∑
k∈Z3 exp(−2πikα)δk+β. Indeed we only need to apply the Poisson
summation formula (2.1) to the function g(γ) = e2πiβ(γ+α)f̂(γ + α).
2.2 Model set
Although we will mostly focus on model sets with Euclidean internal space, it
is more natural to introduce model sets in the general setting.
2.2.1 Construction and Examples
Let D ⊂ Rn ×H be an oblique lattice, where H is a locally compact abelian
group. This means that the two natural projections p1 : Rn×H → Rn, p2 : Rn×H →
H, once restricted to D, are injective with dense images.
Definition 2.2.1. A subset Λ of the real space Rn is a model set if there is a
locally compact abelian group H and a relatively compact window set Ω of H with
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non-empty interior such that
Λ(Ω) = {λ = p1(d) : d ∈ D, p2(d) ∈ Ω}. (2.12)
Let M = p1(D) and denote by ∗ the mapping p2 ◦ (p1|D)−1, we have
∗ : M → H.
Here are some examples of model sets:
(1)The Fibonacci sequence is a 1d model set.
Figure 2.1: The Fibonacci sequence
We begin with the ring Z[τ ] = Z + Zτ ⊂ R, where τ = (1 +
√
5)/2. This is the
ring of integers of the quadratic field Q[τ ] = Q[
√
5]. Let ′ denote the automorphism
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D = {(x, x′) | x ∈ Z[τ ]}
is a lattice in R× R, and the Fibonacci sets are the sets of the form
{x ∈ Z[τ ] | x′ ∈ I, }
where I is some open (or closed) interval in R.
(2)The Penrose tiling is a 2d model set.
Figure 2.2: The Penrose tiling
Let ζ = e2πi/5 ∈ C. The ring Z[ζ] generated by ζ over Z is the ring of integers
of the number field Q[ζ]. Let ′ denote the automorphism of Q[ζ] that maps ζ into
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is a ring homomorphism and for all x ∈ Z[ζ], ν(x) = ν(x′). Define
∗ : Z[ζ]→ Z[ζ]× (Z/5Z) ⊂ C× (Z/5Z)
by x 7→ (x′, ν(x)). We obtain a cut and project scheme from C × (Z/5Z) and the
lattice D = {(x, x∗) | x ∈ Z[ζ]} ⊂ C× C× (Z/5Z).
Let P1 be the convex hull (a closed pentagon) of the fifth roots of 1 in C and
let
Ω = (P1 × {1̄}) ∪ (−τP1 × {2̄}) ∪ (τP1 × {3̄}) ∪ (−P1 × {4̄}),
where j̄ is the congruence class of j modulo 5.
Let γ ∈ C. Then the sets
Λ(Ω, γ) = {x ∈ Z[ζ] | x∗ ∈ Ω + γ}
are the vertex sets of the Penrose tilings (parametrized by γ). This observation was
constructed by de Bruijn [9].
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2.2.2 Properties of model sets
Below we introduce some basic properties of model sets. Most of these prop-
erties are also shared by lattices. If we want to generalize harmonic analysis to
the non-harmonic setting, we should pay our attention to these essential properties
shared by lattices and model sets.
Definition 2.2.2. Let G be a locally compact abelian group.
(1) A subset Λ of G is relatively dense if there is a compact subset K of G so that
G = Λ +K.
(2) A subset Λ of G is uniformly discrete if there is an open neighbourhood U of 0
in G, so that (Λ− Λ) ∩ U = {0}.
(3) A subset Λ of G is a Delone set if Λ is both relatively dense and uniformly
discrete.
Definition 2.2.3. A subgroup D of a locally compact abelian group G is a lattice
if either of the following two equivalent conditions is satisfied:
(1) D is discrete and G/D is compact.
(2) D is Delone.
Lemma 2.2.1. Let (Rn×H,D) be a cut and project scheme. Let U ⊂ H be a non-
empty open set. Then there is a compact set K in Rn so that Rn×H = D+(K×U).
Proof: Since D is a lattice there is a compact set C in Rn × H so that D +
C = Rn × H. The projections of C determine compact sets K1 and K2 so that
Rn ×H = D + (K1 ×K2).
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Since p2(D) is dense in H. ∪d∈D(p2(d) +U) = H, and by compactness there is
a finite set F in D so that ∪f∈F (p2(f) +U) ⊃ K2. Now K = K1− p1(F ) is compact
in Rn. For any x ∈ Rn ×H there is a d ∈ D so that x− d ∈ K1 ×K2, and then an
f ∈ F , so that p2(x− d− f) ∈ U . Then
p1(x− d− f) ∈ K1 − p1(F ) = K,
and
x = d+ f + (x− d− f) ∈ D + (K × U).
The next theorem shows that model set is essentially similar to a lattice, except
for not being periodic.
Proposition 2.2.2. A model set is Delone.
Proof: By Lemma 2.2.1, there is a compact set K in Rn so that Rn × H =
D +K × (−Ω). For x ∈ Rn,
(x, 0) = (d, d∗) + (k,−ω)
for some d ∈M , k ∈ K, ω ∈ Ω. Then d∗ = ω ∈ Ω gives d ∈ Λ, and x = d+k ∈ Λ+K.
Thus Rn = Λ +K and Λ is relatively dense.
For each r > 0, KrB̄r × (Ω̄ − Ω̄) is compact in Rn × H. For small enough r,
Kr ∩ D = {0}, for otherwise, 0 would have been a limit point for D. For such
an r, if x, y ∈ Λ and |x − y| ≤ r, then (x − y, x∗ − y∗) ∈ Kr, so x = y. Thus
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(Λ− Λ) ∩Br = {0} thus Λ is uniformly discrete.
Among the many nice properties of model sets, we find the following one most
interesting.
Definition 2.2.4. Let Λ ∈ Rn be any subsets and let [Λ] be the subgroup of Rn
generated by Λ under +. A character on Λ is a mapping χ : Λ → T that is the
restriction of a character χ : [Λ]→ T.
Definition 2.2.5. A subset Λ ⊂ Rn is harmonious if for each character χ0 : Λ→ T
and each ε > 0 there is a continuous character χ : Rn → T such that χ is an
ε−uniform approximation of χ0. That is for all x ∈ Λ, |χ(x)− χ0(x)| < ε.
Observe from the definition, we can easily see that any finite set is harmonious.
Also any subset of a harmonious set is harmonious. Below is a trivial example of a
harmonious set in Z2.
Example 2.2.1. Z2 ⊂ R2 is harmonious. Indeed, [Z2] = Z2 and χ0 ∈ Hom(Z2,T)
is of the form
χ0(m,n) = χ0(1, 0)
mχ0(0, 1)
n = e2πi(mα+nβ),
where we designate χ0(1, 0) = e
2πiα and χ0(0, 1) = e
2πiβ. Thus we can simply define
χ(x, y) = e2πi(xα+yβ) to get the approximation property.
An amazing fact is that model sets are harmonious. This was proved by
Meyer [25].
Proposition 2.2.3. Let Λ be a model set in Rn. Then Λ is harmonious.
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Proof: Using the inclusion mapping [Λ] ↪−→ D and the lifting property of group








where Λ̄ is the group generated by Λ. Let Z be the annihilator of D in (Rn ×H)ˆ.
Choose ε > 0 and take the open neighbourhood
N = N(Ω̄, ε) = {ψ ∈ H | |ψ(x)− 1| < ε on Ω̄.}
Using Lemma2.2.1 it follows that R̂n ×H = Z + (R̂n × N). In particular, we can
write
χc = χZ + (χ, χN)
in the obvious notation. We show that χ ∈ R̂n is the desired ε-approximation to χ0.
For all x ∈ Λ ∈ [Λ]:
χ0(x) = χD(x, x
∗) = χc(x, x
∗)
= χZ(x, x
∗) · χ(x)χN(x∗) = χ(x)χN(x∗),
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since χZ ∈ Z annihilates D. Since x∗ ∈ Ω ∈ Ω̄,
|χ(x)− χ0(x)| = |χ(x)− χ(x)χN(x∗)|
= |1− χN(x∗)| < ε.
Finally we point out the fact that any harmonious set is a subset of a certain
model set, see Meyer [25]. Unions of harmonious sets need not be harmonious. Also
unions of model sets need not be model sets. In fact, unions of model sets need not
even be harmonious. Before we give counterexamples, we need the following lemma.
Lemma 2.2.4. If Λ is harmonious, then so is Λ− Λ.
Proof: Given ε > 0, for any weak character χ on Λ, there is a strong character
h on Λ such that
sup
λ∈Λ
















|χ(λ2)−1 − h(λ2)−1| ≤ 2ε.
Now we are ready to give counter examples. Given Λ1 and Λ2 both harmonious,
if Λ1 ∪Λ2 is also harmonious, then (Λ1 ∪Λ2)− (Λ1 ∪Λ2) would also be harmonious
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by the above theorem. Then Λ1 − Λ2 as a subset of (Λ1 ∪ Λ2) − (Λ1 ∪ Λ2) is also





uniformly discrete, thus can not be harmonious.
The union of two model sets is in general not a model set. For example if
Λ1 = {n + {
√
2n}}, and Λ2 = {n + {
√
3n}}, where {·} denotes the fractional part
of a real number. Observe that Λ1 is the model set defined by













3n} is dense in [0, 1] by Kronecker’s theorem. Hence the
union is not a model set.
2.2.3 Density
From now on we will consider model sets with Euclidean internal spaces. Also
we put the extra condition on the window set Ω to be Riemann measurable. That
is the boundary of Ω has measure zero. This condition guarantees that the density
of a model set is proportional to the measure of Ω. First, we introduce two types of
densities. They were proposed by Duffin Schaeffer [13] and Beurling [5] respectively.
Definition 2.2.6. A set Λ = {λn} in R is said to have DS density d if there exists
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#{Λ ∩ (x, x+R)}
R





#{Λ ∩ (x, x+R)}
R
exists. It is said to have uniform Beurling density d if D+(Λ) = D−(Λ) = d.
Definition 2.2.7 extends to higher dimensions in the obvious way. One simply
replace the interval of length R by a ball (with respect to some norm) with radius
R.
Proposition 2.2.5. In 1D, DS density implies the same Beurling density.
Proof: Assume an interval (a, b) contains exactly n−m points {λm+1, · · ·λn}.
We estimate the upper and lower bound of n−m respectively.
(1)Upper bound: λn ∈ (a, b) implies that nd − L ≤ b and λm+1 ∈ (a, b) implies
that m+1
d
+ L ≥ a. Together, they imply that n−m ≤ d(b− a) + 2dL+ 1.
(2)Lower bound: λn+1 /∈ (a, b) implies that n+1d +L ≥ b and λm /∈ (a, b) implies
that m
d










≤ d+ 2dL+ 1
b− a.
Let b− a→∞ we get the desired result.
We can easily see that the same result can be derived in higher dimensions.
Below we give a proof of the two dimensional case, the higher dimensional proof is
similar.
Definition 2.2.8. A set Λ = {λm,n} is said to have DS density d if there exists a





where | · | denotes the l1 norm.
Definition 2.2.9. A set Λ = {λm,n} is said to have Beurling density d if
d = lim
R→∞
#{Λ ∩ [0, R]2}
R2
.
Remark: In Definition 2.2.8, using different equivalent norms of R2 will only affect
the constant L, but not the DS density. We use l1 norm since it is easier to count
points in a square. In Definition 2.2.9, the position of the square [0, R]2 is also not
important as can be seen from the following proof. However, in 2D, one cannot
define the Beurling density using a long thin rectangle since the limit
lim
R→∞
#{Λ ∩ [0, R]× [ε, 2ε]}
εR
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where B(x,R) is the ball of radius R under some norm that is equivalent to the
Euclidean norm.
Proposition 2.2.6. In 2D, DS density implies the same Beurling density.
Proof: For simplicity, we assume WLOG that d=1 in Definition 2.2.8. That is
|λm,n − (m,n)| ≤ L.
Next, we estimate the upper and lower bound of #{Λ ∩ [0, R]2}. Denote
by Sm,n the square centered at (m,n) with side length 2L. Then by assumption
λm,n ∈ Sm,n.
(1)Upper bound: Let Sm+1,n+1 be the most bottom left square that has nonempty
intersection with [0, R]2. Then we have m + 1 + L ≥ 0, n + 1 + L ≥ 0,m + L <
0, n + L < 0. Let Sm+p,n+1 be the most bottom right square that has nonempty
intersection with [0, R]2. Then we have m + p − L ≤ R,m + p + 1 − L > R. Let
Sm+1,n+q be the most top left square that has nonempty intersection with [0, R]
2.
Then m+ q − L ≤ R,m+ q + 1− L > R. Then we have
#{Λ ∩ [0, R]2} = pq ≤ (R + L−m)(R + L− n).
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(2)Lower bound: Let Sm+1,n+1 be the most bottom left square that is entirely
contained in [0, R]2. Then m + 1 − L ≥ 0, n + 1 − L ≥ 0,m − L < 0, n − L < 0.
Let Sm+p,n+1 be the most bottom right square that is entirely contained in [0, R]
2.
Then m+ p+ L ≤ R,m+ p+ 1 + L > R. Let Sm+p,n+q be the most top left square
that is entirely contained in [0, R]2. Then n+ q + L ≤ R, n+ q + 1 + L > R. Then
we have




#{Λ ∩ [0, R]2}
R2
= 1.
Another intrinsic property that model sets share with lattices is that they both
have a certain uniform density property. It is clear by the definition of DS density
that lattices have uniform DS density. It is an amazing fact that model sets have
uniform Beurling density. This provides the theoretical guarantee that model sets
can be used in sampling and interpolation as will be shown in the following sections.
Below we give a proof from Matei and Meyer [24] of the density formula of model
sets.
Theorem 2.2.7. Given a model set ΛK = {p1(γ) : γ ∈ Γ, p2(γ) ∈ K} where
Γ ∈ Rn × Rm is a lattice, and K a compact Riemann measurable set. The Beurling
density of ΛK can be computed by the following:
densΛK = |K|/|Γ|.
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Proof: Since K is Riemann integrable, which means |∂K| = 0, for every ε > 0 one
can find two non-negative smooth and compactly supported functions gε and hε such
that gε ≤ χK ≤ hε and
∫

























To do this, we take an approximate identity {φn}, such that φn ∈ C∞c (Rn) and that∫
φn = 1. Define fε,n = µε ∗φnthen the mean value of fε,n will converge to the mean











where the second equality is the Poisson summation formula. Since both φ̂n,ĝε have
rapid decay at infinity, the sum on the right hand side is absolutely continuous. Thus
















(hε − gε) ≤ |K|+ ε.
Similarly, ∫
gε ≥ |K| − ε,
thus




hε ≤ |K|+ ε.





















Thus densΛK = |K|/|Γ|.
2.2.4 A Model Set Poisson Summation Formula
Due to its special form of construction by a window set in the internal space,
each model set associates with it a Poisson summation formula, provided that a
weight factor defined by compactly supported (by the window) function is present
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at one side of the equality. Let Γ∗ be the dual lattice of Γ defined by
Γ∗ = {γ∗ ∈ Rn × Rm : (γ∗, γ) ∈ Z, ∀γ ∈ Γ}.
Let p∗1 and p
∗
2 be defined the same as p1 and p2 and define the map (·)? = p2 ◦p−11 (·).
Let ψ ∈ C∞0 (Ω), then Meyer [26] proved the following Poisson summation formula
for model sets:
Theorem 2.2.8. For every F ∈ W (L∞, l1) such that F̂ ∈ W (L∞, l1),
∑
λ∈Λ(Ω)




The identity holds pointwise for all t ∈ Rn, and both sums converge uniformly and
absolutely for all t ∈ Rn.
Remark: We can make our choice of ψ such that ψ̂ ≥ 0 by taking ψ = φ ∗ φ.
Furthermore, since ψ̂ has isolated zeros, by rescaling if necessary, we can assume
ψ̂(−p∗2(γ∗)) > 0.
2.2.5 A Uniqueness Theorem






























where (m,n) ∈ Z2. Let Ω be a compact Riemann integrable window set. Then we
have
Theorem 2.2.9. Suppose µ, ν ∈Mb(R) are discrete measures with support contained
in Z. If µ̂(λ) = ν̂(λ), for λ ∈ Λ(Ω). Then µ = ν.
Proof: Let ρ = µ − ν =
∑
k∈Z
ckδk, let {fj}∞j=1 ∈ C∞c (R) be an approximate
identity. So then ρ ∗ fj(x) =
∑
k ckδk ∗ fj =
∑
k ckfj(x − k) ∈ W (L∞, l1). On the
other hand, ‖ρ̂‖∞ ≤ ‖ρ‖1 =
∑
k |ck| <∞, and f̂j ∈ S(R), thus ρ̂f̂j ∈ W (L∞, l1). By











































where the last limit is taking in the weak∗ sense. Indeed, for any test function
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where in the first equality we can switch limit and summation since the summation
is uniformly convergent in t. Indeed, ∀ε > 0, we can find an integer N > 0 that

















3 are linearly independent over Z, thus the support on the limit
measure does not overlap for m,n, k ∈ Z. Since by our choice, ψ̂ > 0, thus we can
conclude ck = 0 for all k ∈ Z.
The above theorem can be more general. In fact, if the support of ρ is finite
dimensional over Q, then we can construct Γ in a way such that p∗1(γ
∗) together
with the support of ρ is linearly independent over Q. Then we can still conclude the
same thing.
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where α1, . . . , αk are linearly independent over Q. Then there exist a model set Λ(Ω)
such that if ρ̂ = 0 on Λ(Ω), then ρ = 0.





































where the last limit is taking in the weak∗ sense. The justification is similar to that
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of Theorem 2.2.9. By assumption, ψ > 0 and the supports of the delta’s are not
overlapping. Thus we conclude that the coefficients cn1,...,nk = 0.
51
Chapter 3: SAMPLING AND EXACT RECON-
STRUCTION
3.1 Introduction to sampling
We first fix some notations. Let Λ ⊂ Rd, S ⊂ R̂d. We consider the case
where Λ is a sequence and S is bounded measurable. Let PWS be the Paley-Wiener
space consisting of all f ∈ L2(Rd) whose Fourier transform f̂(γ) =
∫
e−2πix·γf(x)dx
is supported by S. Let E(Λ) = {e2πiλ·t}λ∈Λ denote the sequence of exponential
functions. When considered as functions defined on S, it is implicitly assumed that




|λ1 − λ2| = δ > 0.
Definition 3.1.1. Λ is a set of sampling for PWS if there exists a constant c such
that for all f ∈ PWS




The sampling problem is concerned with recovering a signal f from a sequence
of samples f(λ), λ ∈ Λ. Inequality (3.1) ensures that the reconstruction is stable in
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the sense that if the l2 norm of the samples f(λ) is small, then the l2 norm of the
reconstruction signal f is small too. The converse of 3.1 holds under rather mild
conditions as the next lemma shows.
Lemma 3.1.1. (Bessel’s inequality) If S is bounded and Λ is uniformly discrete.
Then there exists a constant C such that for all f ∈ PWS
∑
λ∈Λ
|f(λ)|2 ≤ C||f ||22. (3.2)





















Since δ(λ) > 2σ, the translates {h(x − λ), λ ∈ Λ} form an orthonormal system in
L2(R). Hence the same is true for the system {eiλγĥ(γ), λ ∈ Λ}. One may also verify
that infγ∈S ĥ(γ) ≥ ĥ(π4 ) =
√
σ/2π. Then, using Bessel’s inequality for orthogonal
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systems, for every f ∈ PWS we have

















Using Plancherel’s theorem and Lemma 3.1.1, it is easy to prove the following.
Theorem 3.1.2. Let S be bounded and measurable, and let Λ be a u.d. set. Then
Λ is a set of sampling for PWS if and only if E(Λ) is a frame in L
2(S).
Definition 3.1.2. Λ is a set of interpolation for PWS if for every l
2 sequence
{cλ}λ∈Λ, there exists f ∈ PWS with f(λ) = cλ.
We have the following equivalent characterization of interpolation set.
Theorem 3.1.3. Let S be bounded and measurable, and let Λ be a u.d. set. Then
Λ is a set of interpolation for PWS if and only if E(Λ) is a Riesz sequence in














Remark. Note that the left inequality in (3.3) is just the dual inequality of the
Bessel’s inequality (3.2). It only depends on S being bounded and Λ being uniformly
discrete. Indeed, inequality (3.2) means that the restriction operator
R : f 7→ f |Λ
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is a bounded operator from PWS to l
2(Λ). This operator can be identified with the
operator
T : F 7→ f |Λ, F = f̂ ,







Thus the left inequality follows. So it is the right inequality in (3.3) that essentially
characterizes the interpolation property.
Landau [19] proved necessary conditions for sampling and interpolation for
PWS in terms of Beurling upper and lower densities.
Theorem 3.1.4. (Landau) If Λ is a set of sampling for PWS, then
D−(Λ) ≥ |S|.
If Λ is a set of interpolation for PWS, then
D+(Λ) ≤ |S|.
Remark. Landau’s necessary conditions holds in any dimension.
In 1d, if one removes the equal signs, then the density conditions become
sufficient, e.g. Seip[8]
Theorem 3.1.5. Let λ be uniformly discrete. For E(Λ) to be a frame in L2([0, 1]),
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it is necessary that D−(Λ) ≥ 1, it is sufficient that D−(Λ) > 1. For E(Λ) to be
a Riesz sequence in L2([0, 1]), it is necessary that D+(Λ) ≤ 1, it is sufficient that
D−(Λ) < 1.
However, in higher dimensions, density condition alone cannot give sufficient
conditions, since for any fixed bounded S, there is a lattice Λ1 with arbitrarily large
density that is not a set of sampling for PWS. Similarly, there is a lattice Λ2 with
arbitrarily small density that is not a set of interpolation for PWS. e.g. Olevskii
& Ulanovskii [6], p.p.54, corollary 5.25. A concrete counter example is constructed
via the following lemma.
Lemma 3.1.6. Let E = TZd be a lattice, E∗ be the dual lattice, and Ω ∈ R̂d. E(E)
is a frame for L2(Ω) if and only if
|Ω ∩ (Ω + e∗)| = 0, e∗ ∈ E∗, e∗ 6= 0.
Counterexample. Let E = Z2 and Ω = [0, 3
2
] × [0, 1
2
], then 1 = D(E) > |Ω| = 3
4
.
However, |Ω∩Ω + (1, 0)| = 1
4
> 0. Thus E(E) is not a frame for L2(Ω) even though
the density condition is satisfied.
Even though Landau’s necessary conditions are in no way sufficient, we could
still ask ourselves the following two questions.
(1) Is there any specific set Λ with D−(Λ) = D+(Λ) = D(Λ), such that
D(Λ) > |S| =⇒ sampling (3.4)
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and/or
D(Λ) < |S| =⇒ interpolation (3.5)
(2) For a fixed set S, e.g. the unit ball, can we characterize the set Λ such that the
sampling or interpolation condition holds. In other words, can we characterize Λ
such that E(Λ) forms a frame or a Riesz sequence for L2(S).
There are currently several answers to question (1), for example, simple qua-
sicrystals, constructed by Matei & Meyer [24], and small perturbation of lattice,
Olevskii [28]. Such a Λ satisfying (3.4), resp. (3.5) is called universal sampling set,
resp. universal interpolation set. In the first example simple quasicrystal cannot be
replaced by harmonious set as the counterexample above shows. However, Model
sets are harmonious and subsets of a harmonious set are still harmonious. Thus if
we remove a finite subset F from a simple quasicrystal E with D(E) > |Ω|, the
remaining set E\F will be a harmonious set with D(E\F ) > |Ω|. It can be shown
that E(E\F ) is a frame for L2(Ω) [23]. To prove this, recall the fact that the removal
of one element from a frame will either result in a frame or a non-complete sequence.
Theorem 3.1.7. (Matei) Let E be a simple quasicrystal with D(E) > |Ω|. Let
F ⊂ E be a finite set. Then E(E\F ) is still a frame for L2(Ω).
Proof: This will be proved by induction on the cardinality m of F . More
precisely we denote by Pm the following property: For every finite set F of cardinality
not exceeding m and every compact set Ω with |Ω| < D(E), E(E\F ) is a frame for
L2(Ω). P0 is true by the theorem of Matei and Meyer. We now prove Pm =⇒ Pm+1.
Assume the cardinality of F is m + 1. Translating E if necessary we can assume
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0 ∈ F . Let F ′ = F\{0}. Then E(E\F ′) is a frame for L2(Ω) as long as |Ω| < D(E).
Now, we need only to show E(E\F ) is a complete sequence in L2(Ω) with |Ω| <
D(E). Assume g ∈ L2(Ω) is orthogonal to each e2πix·γ · 1(γ), x ∈ E\F . Consider
hε(γ) = g(γ) − g(γ − ε). Then hε ∈ L2(Ωε), where Ωε = Ω + B(0, ε). We choose ε
small enough such that |Ωε| < D(E). Then by construction hε is orthogonal to each
e2πix·γ ·1(γ), x ∈ E\F ′. However, by induction hypothesis, {e2πix·γ ·1(γ)}, x ∈ E\F ′
is a frame for L2(Ωε). Thus hε = 0, which implies g is periodic. But g is compactly
supported, so g = 0 as desired.
The above theorem says that if we have an Fourier frame with frequencies
coming from a simple quasicrystal, then it is still a frame if we remove a finite set
from it. A natural question to ask is that can F be an infinite set. The answer is
yes. Recall that the definition of the simple quasicrystal E is that:
E = {x | (x, y) ∈ Γ, y ∈ I},
where Γ ∈ Rd × R is a lattice in general position(the canonical projection are one
to one with dense range) and I is an interval. The Beurling density of E is given
by D(E) = |I|/vol(Γ). We can slightly shrink the size of I by taking I ′ ⊂ I so that
|I ′|/vol(Γ) > |Ω|. Then F = E\E ′ is an infinite set and E ′ is a simple quasicrystal
defined by
E ′ = {x | (x, y) ∈ Γ, y ∈ I ′}
with D(E ′) > |Ω|. Thus E(E ′) is still a frame for L2(Ω).
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A reasonable question to ask is that can F be arbitrary as long as E\F satisfies
the necessary condition of Landau, i.e. D−(E\F ) ≥ |Ω|. We know density condition
alone cannot guarantee frame. But what if we restrict ourselves to subsets of a model
set. This remains an open question.
An answer to question (2) in the case when S is the unit ball was given by
Beurling [3].







then Λ is a set of sampling for PWB, where B is the unit ball in Rd.
Remark. Note that for a bounded set S ∈ Rd, construction of an exponential frame




]d contains S. Then take
E(Λ) to be {e2πin·t/R}n∈Zd , which is an ONB for R[−12 ,
1
2
]d, thus a tight frame with
frame bounds 1 when restricted to the subset S.
In the case when Λ has uniform density D(Λ), if Λ is both a sampling set and
an interpolation set for PWS, E(Λ) will be both a frame and a Riesz sequence for
PWS, hence a Riesz basis for PWS. In this case, Landau’s theorem implies that we
must have
D(Λ) = |S|.
We mentioned in the last remark that it is easy to construct an exponential frame for
the unit disk. However it is an open question whether L2(B) admit an exponential
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Riesz basis? Simple quasicrystals are sets of universal sampling and interpolation.
One might ask for a simple quasicrystal Λ, for what set S with |S| = D(Λ), is E(Λ)
a Riesz basis for L2(S). This was answered by Grepsted & Lev in[3].
3.2 Beurling’s balayage
The notion of balayage originated from Poincaré balayage process in potential
theory. He showed that if E is a set of spectral synthesis and of strict multiplicity,
then balayage is possible for (Λ, E) if and only if for every weak limit of translates
of Λ is a uniqueness sampling set for bounded continuous function whose spectrum
is contained in E. This is also a necessary condition for stable sampling in the L∞
norm: ∑
x∈Rd
|f(x)| ≤ k sup
ξ∈Λ
|f(ξ)|
The connection between balayage and Fourier frames is detailed in the next subsec-
tion.
3.2.1 Introduction to balayage
In this subsection, we introduce the work of Beurling on Fourier frames and
balayage. Let E ∈ Rd be a set. Denote by M(E) the set of Radon measures with
support in E. Let Λ ∈ R̂d be a compact set. Let A(Λ) be the restriction algebra
with the usual quotient norm
‖f‖Λ = inf{
∫
|dα|, α̂(ξ) = f(ξ) on Λ}.
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We say that balayage is possible for (Λ, E) if there is for every f ∈ A(Λ) a measure
β ∈M(E) such that
f(ξ) = β̂(x), for ξ ∈ Λ.
Balayage is possible implies that the mapping:
T : M(E)→ A(Λ)
ν 7→ ν̂|Λ
is onto. Thus by open mapping theorem, T is an open map. Thus there exists a









where the equivalent relationship β ∼ α means β̂ = α̂ on Λ. The smallest such
constant K is denoted K(Λ, E) and we set K(Λ, E) =∞ is balayage is not possible.
Let φ be a bounded continuous function on Rd, then φ has Fourier transform
in the sense of distributions. Then the spectrum of φ, denoted by Sφ, is defined as
the support of the Fourier transform of φ. Define what’s called the Bernstein space
C(Λ) = {φ : φ is bounded and continuous with Sφ ⊂ Λ}
Such a function φ extends to an entire function of exponential type on Cd. In the
one dimensional case, if Sφ ⊂ [−σ, σ], then φ can be extend to a function Φ on C
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such that
|Φ(x+ iy)| ≤ Ceσ|y|.
C(Λ) equipped with the ‖ · ‖∞ is a Banach space. The Bernstein space is
related to the Paley-Wiener space in the following way:
PWΛ = B(Λ) ∩ L2(Rd)
Below we give several properties for functions in the Bernstein space C(Λ).
Proposition 3.2.1. If Λ ⊂ R̂d is contained in |ξ| ≤ R, then
|gradφ(x0)| ≤ R sup
x∈Rd
|φ(x)|, for x ∈ Rd. (3.6)
Proposition 3.2.2. Any bounded sequence of C(Λ) contains a subsequence that
converges uniformly on compact subsets of Rd to some function in C(Λ).
This follows from Montel’s theorem which states that a uniformly locally
bounded sequence of holomorphic functions is a normal family.
We shall need two conditions on the set Λ.
Condition(α): (strict multiplicity). For each ξ0 ∈ Λ and each ε > 0, there
exists a probability measure µε with support in {ξ | ξ ∈ Λ, |ξ − ξ0| ≤ ε} so that
µ̂ε(γ)→ 0, γ →∞.
A condition equivalent to (α) is the following:
Condition(α1): There exists a probablity measure µ with Sµ = Λ, such that
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µ̂(γ)→ 0, γ →∞.
Condition(β): (spectral synthesis). If φ ∈ C(Λ) and α ∈M(Rd) and α̂(γ) = 0
on Λ, then ∫
φ(x)dα(x) = 0.





If K = K(Λ, E) <∞, γ exists with support in E,
∫
|dγ| ≤ K‖f‖Λ.
Proof: By definition of the quotient norm, let γn be a minimizing sequence of
measures with γ̂n = f on λ, so that
∫
|dγn| → ‖f‖Λ. Since ‖γn‖ is bounded, by
Banach-Alaoglu theorem, γn → γ weakly∗ for some γ ∈M(R)d. Take some µε given











Letting ε→ 0, we get f(ξ0) = γ̂(ξ0). Similar argument gives the second result.
For a given closed set Q and for t > 0, let Q(t) denote the set of points with
distance ≤ t from Q. The Frechet distance [Q,R] between two closed sets Q and R
is the smallest number t so that
Q ⊂ R(t), R ⊂ Q(t)
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Now let Qn be a sequence of closed sets.
Definition 3.2.1. Qn converges strongly to Q, denoted Qn → Q, if [Qn, Q]→ 0. Qn
converges weakly to Q, denoted Qn ⇀ Q, if for every compact set L, Qn∩L→ Q∩L.
Theorem 3.2.4. If condition (α) holds, then En ⇀ E implies
K(Λ, E) ≤ lim inf K(Λ, En).
Proof: Without loss of generality, we may assume that lim inf K(Λ, En) <∞.
Now given φ ∈ A(Λ), by Lemma 3.2.3, there exists a measure νn supported on En
such that
ν̂n(ξ) = φ(ξ), for all ξ ∈ Λ,
and ∫
|dνn| ≤ K(Λ, En)‖φ‖Λ.
By passing to a subsequence, we may assume with out loss of generality that
∫
|dνn| → lim inf K(En,Λ)‖φ‖Λ.
By Banach-Alaoglu theorem, without loss of generality, νn ⇀ ν weakly*, so then
ν̂(ξ) = φ(ξ), for ξ ∈ Λ
64
and ∫
|dν| = lim inf K(Λ, En)‖φ‖Λ.






|dν| = lim inf K(Λ, En)‖φ‖Λ
By definition of K(Λ, E), we have K(Λ, E) ≤ lim inf K(Λ, En).
Definition 3.2.2. k(Λ, E) is the smallest number k so that for all φ ∈ C(Λ)
sup
x∈Rd
|φ(x)| ≤ k sup
x∈E
|φ(x)|.
If such a k does not exist, we simply say k =∞.
Lemma 3.2.5. Condition (α) implies K ≤ k. Condition (β) implies k ≤ K.
Proof: Assume k ≤ ∞ and that (α) holds. Let C0(Λ) denote {φ ∈ CΛ | lim|x|→∞ φ(x) =









Let C0(Λ)|E be the space of restrictions of functions in C0(Λ) to E, endowed with
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the ‖ · ‖∞ norm. Due to the fact that sup
x∈Rd
|φ(x)| ≤ k sup
x∈E
|φ(x)|, each function
ψ ∈ C0(Λ)|E is the restriction to a unique function φ ∈ C0(Λ), i.e., ψ = φ|E. Thus
we can define a linear functional L̃ on C0(Λ)|E by
L̃(ψ) = L(φ),















Therefore, for every φ ∈ C0(Λ), we have
∫
Rd









Next, K ≤ k follows from the fact that α̂ = β̂ on Λ. Indeed, fix ξ0 ∈ Λ, choose µε




By letting ε→ 0, we get α̂(ξ0) = β̂(ξ0). This finishes the proof of the first statement.
Now assume that (β) holds and that K <∞. Fix x0 ∈ Rd. Then ∃βx0 ∈M(E)




e−2πi〈x,ξ〉dβx0(x), ξ ∈ Λ and
∫
|dβx0| ≤ K.
Hence by condition (β) if φ ∈ C(Λ)
∫




|φ(x0)| ≤ K sup
E
|φ(x)|.
Hence k ≤ K.
The corollary below follows immediately.
Corollary 3.2.6. Assume condition (α) and (β) holds. Assume K(Λ, E) < ∞. If
φ ∈ C(Λ) and φ = 0 on E, then φ = 0
Theorem 3.2.7. Assume (α) and β. Let E1, E2 be two closed sets. Then
|K(Λ, E1)−1 −K(Λ, E2)−1| ≤ diam(Λ)[E1, E2].
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Proof: Let r = diam(Λ). We may assume that Λ ⊂ {|x| < R}. Choose
φ ∈ C(Λ) with supRd |φ(x)| = 1. Then
sup
E1
|φ(x)| ≥ k(Λ, E1)−1 = k−11 .
Choose x0 ∈ E1 so that |φ(x0)| > k−11 − ε.
If |x− x0| ≤ t, by Bernstein’s inequality,
|φ(x)| > k−11 − ε− rt.
If we take t = [E1, E2], then there exists x ∈ E2 with |x− x0| ≤ t. Hence
sup
E2
|φ(x)| > k−11 − r[E1, E2].
By definition of k2 = k(Λ, E2), we have
k−12 ≥ k−11 − r[E1, E2]
By reverting E1, E2 and using the fact that k = K, the theorem follows.
Corollary 3.2.8. (1)If (α) and (β) hold and K(Λ, E) < ∞, then there is a uni-
formly discrete subset E
′
of E so that
K(Λ, E
′
) < K(Λ, E) + ε.
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(2)If (α) and (β) hold and balayage is possible for (Λ, E), then there exists a uni-
formly discrete subset E
′
of E so that balayage is possible for (Λ, E
′
).
Definition 3.2.3. For a closed set E, let W (E) be the collection of weak limits of
translates Eτ = E + τ . That is if E ′ ∈ W (E), there exists a sequence {τn} such
that
Eτn ⇀ E ′ as n→∞.
Theorem 3.2.9. Assume (α) and (β) hold. Then K(Λ, E) <∞ if and only if, for
every E0 ∈ W (E), φ ∈ C(Λ) and φ(x) = 0 on E0 implies φ ≡ 0.
Proof: First, assume K(Λ, E) < ∞ and E0 ∈ W (E). There exists {τn} such
that Eτn ⇀ E0, then by Theorem 3.2.4, we have
K(Λ, E0) ≤ lim inf
n→∞
K(Λ, Eτn) = K(Λ, E) <∞.
Then by corollary 3.2.6, we have φ ≡ 0.
Conversely, assume K(Λ, E) = ∞. Then by Lemma 3.2.5, there exists a
sequence φn ∈ C(Λ) so that sup |φn(x)| = 1, supE |φn(x)| → 0. Choose xn so that
|φn(xn)| = 12 and define ψn(x) = φn(x+xn). Then |ψn(0)| =
1
2





Denote by E0 a weak limit (possibly empty) of E − xn. By compactness property,
we may assume ψn converges pointwise to some ψ ∈ C(Λ). This implies that ψ = 0
on E0. However ψ(0) =
1
2
, which is a contradiction.
69
Theorem 3.2.10. Assume (α) and (β) hold. Let Λε = {x | dist(x,Λ) ≤ ε}. If
K(Λ, E) ≤ ∞, then there exists ε0 > 0 such that K(Λε, E) <∞ for ε < ε0.
Proof: Suppose K(Λε, E) =∞ for arbitrarily small ε. Clearly, Λε satisfies (α).
By Lemma 3.2.5, k(Λε, E) =∞. So there exists φε ∈ C(Λε) with sup |φε(x)| = 1 and
|φε(x)| ≤ ε on some Eε in W (E). We choose xε so that |φε(xε)| = 12 . The translates
E−xε converge weakly to some E0 ∈ W (E). Also ψε(x) = φε(x+xε)→ ψ for some
ψ ∈ C(Λ) with ψ = 0 on E0, and |ψ(0)| = 12 . By theorem 3.2.9, K(Λ, E) =∞ which
is a contradiction.
3.2.2 Balayage for an interval
Now we focus on the case when Λ is an interval (−a, a) on the real line. In
this case, (α) and (β) both hold. We also assume that E ⊂ R is a uniformly discrete
set {xn}. In this case, Beurling showed that the possibility of Balayage is equivalent
to the density condition that D−(E) > a
π
. The details of the proof of the following
theorem can be founded in [5].
Theorem 3.2.11. K(E, a) <∞ if and only if D−(E) > a
π
.
Next, we show that Balayage is a sufficient condition for exponential frame,
c.f. [1]. First we need the Ingham inequality [16].
Theorem 3.2.12. Let ε > 0 and let Ω : [0,∞) → (0,∞) be a continuous function











and Ω(r) > ra on some interval [r0,∞) and for some a < 1. Then there exists
h ∈ L1(Rd) for which h(0) = 1, supp(ĥ) ⊂ B(0, ε), and |h(x)| ≤ Ce−Ω(‖x‖).
Even though the equivalence of balayage and lower Beurling density being
greater than the size of the interval only holds for R, the following theorem holds in
any dimension.
Theorem 3.2.13. Assume condition (α) and (β) hold for Λ ⊂ R̂d, and that E ⊂ Rd
is a uniformly discrete sequence. If balayage is possible for (E,Λ), then {e−2πixγ | x ∈
E} is a frame for L2(Λ).
Proof: By Theorem 3.2.10, there exists ε > 0 such that balayage is possible
for (E,Λε). That is K = K(Λε, E) <∞. For this ε, take h from Ingham’s Theorem
3.2.12. By definition of balayage, there exists a sequence {ax(y) : x ∈ E} such that






|ax(y)| ≤ K(Λε, E)
for each y ∈ Rd.



















































Now we are ready to prove the frame inequality. It suffices to prove the lower frame
bound. (The upper frame bound follows from uniformly discreteness and Bessel’s
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Divide by ‖f‖2 on both sides, we get the desired estimate.
3.3 Exact reconstruction
In image processing, the problem of the exact reconstruction of a positive mea-
sure appears in several applications as image compression, superresolution problem
and image denoising. The pioneering basis pursuit algorithm is used for the exact
reconstruction of sparse finite dimensional vectors. The basis pursuit was introduced
to the statistics community by Chen, Donoho and Saunders [6] and by earlier works
of Donoho and Stark [10]. P. Doukhan, E. Gassiat and P. Gamboa considered in [14]
and in [11] the exact reconstruction of a nonnegative measure in relation with super-
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resolution problem. It is worth mentioning that in both problems, uniqueness play
a central role because it will guarantee that any numerical approximation process
will converge to the right answer.
In the this subsection, we present a result of Matei [22]. He uses the arith-
metical properties of simple quasicrystals to reconstruct a positive measure in a
deterministic way. In particular, he reconstructs measures with small supports by
using an irregular sampling in the Fourier domain defined by simple quasicrystals.
3.3.1 Construction of sampling sets
Zd can be embedded into T by the mapping γ∗ : Zd → T defined by:
γ∗(n1, n2, ..., nd) = (n1q1 + ...+ ndqd) mod 1,
where q1, ..., qd are d irrational numbers such that 1, q1, ..., qd are linearly independent
over Q.
This mapping γ∗ is injective (by linear independence) and has dense range in
T (by Dirichlet Theorem).
Let I ⊂ T be an interval. Define the model set ΛI ⊂ Zd by letting
ΛI =
{
(n1, n2, ..., nd) ∈ Zd : γ∗(n1, n2, ..., nd) ∈ I
}
If I = [−α, α], α < 1/2, we write Λα instead of ΛI . Here are some examples of what
the set looks like in 2 dimensional space.
One remark we would like to make is that these model sets are subsets of Zd.
However, when we talk about their properties such as being harmonious, uniformly
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(a) alpha = 0.15 (b) alpha = 0.3




3 − r| < α}
with (a)α = 0.15 and (b)α = 0.3.
discrete and relatively dense, they should really be treated as subsets of Rd. For
example, the property of being harmonious is trivial if we consider these model set in
the group of Zd, since every algebraic character on a discrete group is automatically
continuous, thus every subset of Zd is harmonious. However, when we talk about
exact reconstruction of a function defined on Td, its spectrum lies in Zd. This may
cause ambiguity since we are sampling on a subset of the spectrum Zd, whose certain
properties rely on being viewed as a subset of Rd. In the next section, we will see
that the Theorem 3.3.1 relies only on the arithmetic property of model set directly
related to its definition. Thus it makes sense to use model set in this specific setting
where the ambient group Rd is ignored.
3.3.2 Exact reconstruction for positive discrete measures
Let α be a fixed constant in (0,1/2), and ν be a measure in MN , that is
ν =
∑N
j=1 ωjδxj , where the weights ωj ≥ 0, xj ∈ F = {x1, ..., xN} ⊂ Td
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Theorem 3.3.1. Let ν be a measure defined above and µ ≥ 0 be a positive measure
on the torus Td such that µ̂(λ) = ν̂(λ), λ ∈ Λα. Then µ = ν.
Proof: We define ρ = µ − ν, then ρ̂(λ) = 0, λ ∈ Λα. We begin with the
following lemma:




pkexp(2πikx), where pk ≥ 0.
Let τ be the measure
∑∞
k=−∞ pkδyk , where yk = (kq1, ..., kqd) mod Z
d. Then τ ∗ρ = 0.
Proof: By definition of the measure τ , for all (n1, ..., nd) ∈ Zd, we have
τ̂(n1, ..., nd) =
∞∑
k=−∞
pkexp(2πi(n1q1 + ...+ ndqd)k) = θ(n1q1 + ...+ ndqd)
Note that (n1q1 + ... + ndqd) mod 1 ∈ J = T\I for all (n1, ..., nd) /∈ Λα. Since
θ vanishes on J it follows that τ̂(n1, ...nd) = 0 whenever (n1, ..., nd) /∈ Λα. Now
ρ̂(λ) = 0 whenever λ ∈ Λα. Then τ̂ · ρ̂ = 0, which implies τ ∗ ρ = 0.
Lemma 3.3.2 shows that τ ∗ (µ− ν) = 0 over Td. More precisely,
(τ ∗ ρ)(x) =
∞∑
k=−∞
pk(µ− ν)(x− yk) = 0.










Note that the right hand side of the above equality is an atomic measure supported
by Γ + F where Γ =
{







The set of points Γ +F may be written as Γ1∪Γ2∪ ...∪Γm where Γj = Γ +xj
where Γj are disjoint cosets after relabeling of F if necessary. It follows that the
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measure µ is absolutely continuous with respect to the measure µ̃ (sinceµ̃ ≥ p0µ).
So, µ is also an atomic measure supported on the set of points Γ +F , which implies
ρ = µ− ν is also supported on Γ + F . We decompose the measure ρ as follows
ρ = ρ1 + ...+ ρm, where supp(ρj) ⊂ Γ + xj, 1 ≤ j ≤ m.
It follows that
τ ∗ ρ = τ ∗ ρ1 + ...+ τ ∗ ρm,
and supp(τ ∗ ρj) ⊂ Γ + xj,1 ≤ j ≤ m.
Since Γj are disjoint sets of points, it follows that τ ∗ ρj = 0 for all 1 ≤ j ≤ m.
Let us consider µj(x) = ρj(x+ xj). Then τ ∗ µj = 0 and µj is a measure supported
on Γ. Since ν has finite support, it follows that µj has positive weights except for a
finite number of terms.
Lemma 3.3.3. Let σ be an atomic measure supported on Γ, excepting a finite num-
ber, all weights in the definition of σ are nonnegatives and also we assume that
τ ∗ σ = 0. Then σ = 0.
Proof: Let us consider σ =
∑∞





The hypothesis τ ∗ σ = 0 is equivalent to τ̂ · σ̂ = 0. Therefore
σ̂(n1, ..., nd) = 0, if n1q1 + ...+ ndqd ∈ [−α, α].
But σ̂(n1, ..., nd) = g(n1q1 + ... + ndqd), thus by the denseness of (n1q1 + ... +
ndqd) mod 1 in T, g=0 on [−α, α]. Let φ be a compactly supported function such
77
that φ ∈ C∞0 (T) and supp(φ) ⊂ [−α8 ,
α
8




). We define Φ = φ∗φ. It
follows that Φ̂(k) ≥ 0. By the following Lemma 3.3.4, we get a more precise result,




αkexp(2πikx), where αk = akΦ̂(k).





] by construction. By the following Lemma 3.3.5 in Appendix, we get G = 0.
But Ĝ = ĝ · Φ̂, which implies ĝ = 0, i.e., g = 0. So ak = 0 for all k, thus σ = 0.
Lemma 3.3.4. Let Φ be a compatly supported function such that Φ̂(ξ) ≥ 0. If Φ 6≡ 0,
then there exists λ > 1 such that Φ̂λ(k) > 0 for all k ∈ Z, where Φλ(t) = λΦ(λt).
Proof: Note that the function Φ̂(ξ) is the restriction to R of an entire function
increasing exponentially. Consequently, the zeros of this function are isolated and
form a sequence {ξi}, j ∈ Z. Note that this sequence can be finite or empty. Then
there exist λ > 1 such that λξj /∈ Z, j ∈ Z. It follows that Φ̂λ(k) 6= 0, k ∈ Z.
Lemma 3.3.5. Consider G(x) =
∞∑
k=−∞
αkexp(2πikx). Assume that G ∈ C∞(T),
αk ≥ 0 excepting a finite number of them and also G = 0 over [−α4 ,
α
4
]. Then G = 0.











We denote by k1 and index satisfying |k1| > N0 and αk1 > 0. It follows that
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|R(m)| ≤ CN2m0 .
Since by construction R(m) + S(m) = 0, we deduce that
S(m) = −R(m) ≤ CN2m0 .
Then we deduce the following estimate
αk1k
2m
1 ≤ CN2m0 .
This is a contradiction if we let m → ∞ since k1 > N0. Now, if such an index k1
does not exist, we obtain that G(x) =
∑
|k|≤N0 αkexp(2πikx) is an entire function
that vanishes over an interval, which is again a contradiction.
3.3.3 Exact reconstruction for signed discrete measures
Matei’s theorem in the previous subsection deals with positive measures. More
precisely, it says that exact reconstruction is possible for a positive discrete measure
with finite support when we know the spectral information on a model set. In this
subsection, we try to extend this result to signed measures. Below, we show that a
discrete measure whose support contains only finitely many translates of a subgroup
of R2 is uniquely defined by its spectral information on a model set.
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Theorem 3.3.6. If ρ be a discrete measure on T2 with finite support, whose Fourier
coefficients vanishes on the model set




3) mod 1 ∈ [−α, α]},
then ρ = 0.
In order to prove Theorem 3.3.6, we need the following lemma:
Lemma 3.3.7. Let θ be the triangle function on T supported on [−α, α] defined by




pkexp(2πikx), where pk ≥ 0.
Let τ be the measure
∑




3) mod Z2. Then τ ∗ ρ = 0.













So τ̂(p, q) = 0 when (p, q) /∈ Λα. But ρ̂(p, q) = 0 when (p, q) ∈ Λα. Thus τ̂ · ρ̂ = 0,
which implies τ ∗ ρ = 0.
The proof of Theorem 3.3.6 is split into two parts:
(i) We assume ρ is of the form ρ =
N∑
j=1
αjδxj where xj ∈ T2, j = 1, 2, ...N . Thus
0 = τ ∗ ρ =
N∑
j=1
αj τ ∗ δxj .
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3) : k ∈ Z} is a
subgroup of T2. The support of τ ∗ δxj is the coset Γ + xj. Thus we can rearrange
the above sum according to cosets as follows:
0 = τ ∗ ρ = τ ∗ ρ1 + · · ·+ τ ∗ ρK ,
where supp(τ ∗ ρi), i = 1, ..., K are disjoint cosets and each ρi is of the form
ρi = αj1δxj1 + · · ·+ αjiδxji ,
such that the pairwise differences between xj1 , ..., xji all belong to Γ. Then it follows
that τ ∗ ρi = 0, i = 1, .., K. So it suffices to prove that each ρi = 0, given that
τ ∗ ρi = 0.
Now each ρi is of the form σ = α1δ(ξ1,η1) + · · ·+ αMδ(ξM ,ηM ), where

ξ1 = ξM + k1
√
2
η1 = ηM + k1
√
3
, · · · ,

ξM−1 = ξM + kM−1
√
2
ηM−1 = ηM + kM−1
√
3
and k1, ..., kM−1 are distinct integers that are nonzero. The condition that τ ∗σ = 0




3) 6= 0 when (p, q) ∈ Λα, so it
follows that σ̂(p, q) = 0 whenever (p, q) ∈ Λα. Thus
0 = σ̂(p, q) = α1e
−2πi(pξ1+qη1) + · · ·+ αMe−2πi(pξM+qηM ), if (p, q) ∈ Λα.
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3)k(M−1) + αM = 0,
whenever (p, q) ∈ Λα.
(ii) The result follows if we can show that there exist pairs (p1, q1), ..., (pM−1, qM−1), (pM , qM) =



























































3 so that the matrix D becomes
D =

e−2πiγ1k1 e−2πiγ1k2 . . . e−2πiγ1kM−1 1






e−2πiγM−1k1 e−2πiγM−1k2 . . . e−2πiγM−1kM−1 1
1 1 . . . 1 1

.
We prove by induction from the bottom row. First, our choice of (pM , qM) =
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(0, 0) makes the last row of D being a row of constant 1. Next, it is clear that we can




3 such that (pM−1, qM−1) ∈ Λα and that the Mth
and (M−1)th row being linearly independent. Indeed, any choice of (pM−1, qM−1) ∈
Z2 will work since in order for the last two row to be linearly dependent, each
γM−1kj, j = 1, 2, ...,M − 1 must be an integer, which is a contradiction since γM−1
is irrational.
Next, suppose that we’ve already picked γM−1, γM−2, ..., γs+1 such that rows





3 in order that (ps, qs) ∈ Λα and that row M, (M−1), ..., s+1, s are





such that (ps, qs) ∈ Λα, the (M − s+ 1)×M matrix
D∗ =

e−2πiγsk1 e−2πiγsk2 . . . e−2πiγskM−1 1






e−2πiγM−1k1 e−2πiγM−1k2 . . . e−2πiγM−1kM−1 1
1 1 . . . 1 1

has row rank M − s, and by induction hypothesis, D∗ without the first row also has
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rank M − s. It follows that the (M − s+ 1)× (M − s+ 1) matrix
D∗∗ =

e−2πiγsk1 e−2πiγsk2 . . . e−2πiγskM−s+1





e−2πiγM−1k1 e−2πiγM−1k2 . . . e−2πiγM−1kM−s+1
1 1 . . . 1









−2πiγsk2 + · · ·+ AM−s+1e−2πiγskM−s+1 ,
where the last equality is the Laplacian expansion of the matrix D∗∗ along the first
row. Thus Aj : j = 1, 2, ...,M − s + 1 are the cofactors. But D∗∗ without the first
row has full row rank, thus at least one Aj is nonzero. Indeed, at least two of them
must be nonzero, since f(0) = 0. Assume after relabeling that
f(γs) = A1e
−2πiγsk1 + A2e
−2πiγsk2 + · · ·+ Ale−2πiγskl = 0, if(ps, qs) ∈ Λα,
where A1, A2, ..., Al are nonzero. It follows from Kroncker’s theorem that {γs :
(ps, qs) ∈ Λα} is dense in (−α, α). It follows that f(γs) ≡ 0, for γs ∈ (−α, α). Take





2 + · · ·+ Alknl = 0, ∀n ∈ N.
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Since by assumption, k1, k2, ..., kl are distinct and nonzero. Assume WLOG that









= 0, ∀n ∈ N.
Let n → ∞, we get A1 = 0, which is a contradiction. Thus the theorem is proved.
From the proof, we see that the support of ρ need not be finite. Indeed, we
only need that there are only finitely many points belonging to the same coset of Γ.




3 can be changed to any pair of
irrational numbers that are not linearly dependent over Q. Thus Theorem 3.3.6 can
be further refined into the following:
Theorem 3.3.8. Let ρ be a discrete measure (not necessarily positive) on T2. Sup-
pose we can find a pair of irrational numbers a, b ∈ R such that the support of ρ
does not contain any infinite coset of the group {(ka, kb), k ∈ Z}. If the Fourier
coefficients of ρ vanishes on the model set
Λα = {(m,n) ∈ Z2 : (ma+ nb) mod 1 ∈ [−α, α]},
then ρ = 0.
Unfortunately, we cannot recover a signed measure via a the similar variational
method as in the case of positive measures. Here is a one dimensional counter
example. Let θ be the triangle function on T supported on [α, 1 − α] defined by
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3)mod Z2. Then by construction, for λ = (p, q) ∈ Z2, we have
















when λ ∈ Λα. Thus, ν̂N(λ) = −ρ̂N(λ), λ ∈ Λα. But the norm of ρN goes to zero
as N → ∞. It follows that for N large enough, ‖ρN‖ < ‖νN‖. So νN is not the
solution of
argmin{‖µ‖ : µ̂(λ) = ν̂N(λ), λ ∈ Λα}.
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Chapter 4: SINGLE PIXEL CAMERA
4.1 Background
Nowadays, we can cheaply manufacture a sensor with millions of pixels that
is sensitive to the visible light spectrum. But is more desirable to use fewer sensors
when it comes to light spectra where the sensors are much more expensive, e.g.
infrared or ultra-violet sensors.
Richard G. Baraniuk et al. have constructed a single-pixel camera using a
digital micromirror device (DMD) and compressed sensing techniques to produce
grayscale images, see [12]. In order to go beyond DMD technology, Dr. David
Bowen of LPS has introduced the concept and is designing the experiment for the
construction of a single-pixel camera that utilizes a liquid crystal display (LCD).
The idea is to simulate a pixel grid with an LCD filter and ”sum up” the resulting
light that comes through it with only a single-pixel light sensor.
In this chapter, we conduct an experiment to verify that the mathematical
model behind single-pixel camera actually works, that is, the measurements taken
from the sum of the light through the LCD can provide a good reconstruction. In




The experimental design that we use is outlined in Figure 4.1. Ambient light
reflects off the target and passes through the front lens. This lens focuses the light
into a beam which is directed at an LCD. The LCD is a grid of squares, say 1024
by 768, which should be though of as pixels in a typical sensor. Each square can be
switched on or off, letting light to pass through, or not, according our configuration.
The total admitted light is captured by the back lens, which then concentrates the
light into a single-pixel CCD (charge coupled device) or CMOS (complementary
metal oxide semiconductor) sensor. We record different measurements according to
different configurations of the LCD. In general, if we wish to reconstruct an m× n
image, we would need to take m × n measurements. However, compressed sensing
theory says that, if the image vector is sparsely generated, we can take less mea-
surements and look for the sparest solution.
Suppose we have an image of size N = m×n, which is denoted by the matrix
(ai,j)1≤i≤m,1≤j≤n We transform this image into a column vector y ∈ RN by stacking
the columns of the matrix, that is ai,j = yi+m(j−1). The LCD can be viewed as a
matrix (bi,j)1≤i≤m,1≤j≤n of the same size, made of 1’s and 0’s, which corresponds to
whether or not letting the light pass through the LCD at that location. We also
transform the sampling mask by stacking the column of the sampling matrix b to
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create a sampling vector p ∈ RN , i.e. bi,j = pi+m(j−1). The measured total pass
of light is then given by the dot product PTy. Now We can take several different
configuration of the LCD mask, so that we can get different measurements. This
corresponds to combining several different vectors p. If we want to take k measure-
ments, we would have a sampling matrix P ∈ RN×k. The measured light pass will
be given by PTy ∈ Rk. Instead of trying to find the solution y, which represents the
pixel value of the original image, we apply the discrete cosine transform, and try to
find the image representation under the cosine bases. That is, let y = Dx, where
D is the discrete cosine transform matrix. x is the coefficients of the original image
under the cosine bases. Thus, if ŷ is the measured light pass, then we want to solve
ŷ = PTDx
for x. However, if the number of total measurements k is less then the number
of unknown variables N , this is an under-determined system. We wish the im-
age is sparse under the discrete cosine basis so that so that the solution found by
compressed sensing is close to the actual solution.
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Figure 4.1: Physical experimental design. Photo modified from an original provided
courtesy of David Bowen, Laboratory for Physical Sciences.
4.3 Compressed sensing
We can formulate the problem of reconstructing y as a compressed sensing
problem with noise:







where ‖x‖0 = #{xi : xi 6= 0, x = (x0, x1, . . . , xN−1)T}.
If image y is close to a sparse representation in the basis or frame D with at
most s nonzero elements, then the theory of compressed sensing can guarantee that
we can find a solution x∗ to problem (4.1) provided k = O(s log(N/s)). Algorithms
for finding such minimizing x∗ include the Orthogonal Matching Pursuit (OMP)
algorithm [30] and Basis Pursuit (BP) algorithm [6], for example.
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Let Φ ∈K×N . Thinking of Φ as PTD,
Definition 4.3.1. Let Φ ∈ RK×N and denote the i − th column of Φ as φi. The























then this solution is necessarily the sparsest possible.
One of the algorithms which can solve this problem is known as the Orthogonal
Matching Pursuit (OMP). This algorithm is detailed below:
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Orthogonal Matching Pursuit Algorithm
Task: Approximate the solution of (4.1): minx ‖x‖0 subject to Φx = y.
Parameters: We are given Φ, y, and the error threshold, ε0.
Initialization: Initialize k = 0 and set:
• The initial solution x0 = 0.
• The initial residue: r0 = y − Φx = y.
• The initial solution support: S0 = supp(x0) = ∅.
Main Iteration: Increment k by 1 and perform the following:
• Sweep: Compute the errors ε(j) = minzj ‖φjzj − rk−1‖22 for all j using the




• Update Support: Find a minimizer j0 of ε(j) : ∀j 6∈ Sk−1, ε(j0) ≤ ε(j) and
update Sk = Sk−1 ∪ {j0}.
• Update Provisional Solution: Compute xk, the minimizer of ‖Φx − y‖22
subject to supp(x) = Sk.
• Update Residual: Compute rk = y − Φxk.
• If ‖rk‖2 < ε0, then stop. Otherwise, apply another iteration.
Output: The proposed solution xk is obtained after k iterations.
If the desired solution x meets the same sparsity requirements as Theorem
4.3.1, then the following theorem states that OMP will always find this solution.
Theorem 4.3.2. For a system of linear equations Φx = y (Φ ∈ RK×N full-rank),
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then OMP run with threshold parameter ε = 0 is guaranteed to find it exactly.
We now turn to the problem of allowing error or noise in our setup. To be
specific, we wish to solve
min
x∈N
‖x‖0, subject to ‖Φx− y‖2 < ε. (4.2)
With regards to the OMP algorithm, this simply corresponds to running the OMP
algorithm with ε0 > 0 as the stopping parameter. Since this leads to an earlier
stopping time, this will necessarily lead to a solution at least as sparse as it would
find for an exact solution. We also have the following stability result:
Theorem 4.3.3. Consider the problem (4.7). Suppose a sparse vector x ∈N satisfies
the sparsity constraint ‖x0‖0 < 12(1 + 1/µ(Φ)) and gives a representation of y to
within error tolerance ε (that is, ‖y − Φx0‖2 ≤ ε). Every solution xε0 to (4.7) must
obey
‖xε0 − x0‖22 ≤
4ε2




The problem of spatial super-resolution comes in two different forms: single-
image and multiple-image super-resolution, see [29]. We shall focus on the multiple-
image type of super-resolution. In addition to the single-pixel imaging setup up
before, we would like to shift the LCD grid by half of a pixel to try to increase the
resolution of our image. Doing this requires either a second LCD, a second sensor, or
very careful moving of the current LCD grid or sensor. However, we can circumvent
this problem by using the following formulation.
We can view our M×N LCD grid as a grid of size M/2×N/2 by grouping 2×2
blocks of pixels. We treat each block as one single pixel in our M/2 × N/2 image,
so every pixel in the 2 × 2 grid is switched on and off together. We then use our
single-pixel imaging algorithm on this setup. Next, we shift the 2× 2 blocks by one
pixel in the M ×N grid, which corresponds to a half-block shift in the M/2×N/2
grid. With these new blocks, we repeat the experiment. We now have two images
of size M/2×N/2 which are shifted by half of a pixel. We then hope to use known
super-resolution techniques to stitch the two together. Furthermore, we can image
using the full M × N grid as a ground truth to see how well we can approximate
the M ×N image using two or more M/2×N/2 images.
With regards to multiple image super-resolution, one question which arises is:
Given two sets of evenly spaced points on , {0, a1, · · · , aM} and {0, b1, · · · , bN}, can
we construct a new set of evenly spaced points {0, c1, · · · , cN ′} where the original
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two sets are subsets? This question is a 1-dimensional version of trying to align two
images where one of them is a sub-pixel shift of the other that also possibly has
warping. Unfortunately, the answer to the question as is, is no. If we combine the
sets of ai and bj into a new increasing sequence {0, x1, x2, · · · , xM+N}, then if there
was a lattice containing both there would be a d such that md = x1 and nd = x2,













However, if c1 ∈ \ and c2 ∈, we obtain a contradiction as the left side is rational
and the right side is not.
The single pixel camera solution that we have provided relies on the theory of
compressed sensing (CS). This, in turn, can be understood, in particular scenarios,
as a generalization of the classical (Nyquist-Shannon) sampling theorem going back
to Cauchy in the 1840s. It is with this perspective that we can make the tie-in with
super-resolution.
To see this connection, observe first that CS will recover a signal y ∈ Rn from
fewer samples than the n normally required if there exists a sparse representation
of y in some basis of Rn. To make this notion more concrete, let that basis have a
matrix representation D ∈ Rn×n. With this setting, if y = Dx and ‖x‖0 = #{i ∈
N : xi 6= 0,x = (x1, x2, . . . , xn)T} < n, we say that y has a sparse representation in
D.





‖x‖0 subject to ‖PTDx−PTy‖2 = 0, (4.4)
is such that y = Dx∗, where A = PTD ∈ Rk×n a full-rank matrix and where the
matrix P ∈ Rn×k is called the sampling matrix.
In other words, we can find a vector x∗ ∈ Rn with fewer nonzero entries than
n that recovers y, a vector that generally needs n terms/samples to be defined. We
have compressed the sensing with A. The role of the matrix P is to sample the
signal y by means of the measurement z = PTy ∈ Rk, a vector defined by only k
elements in R. This is the generalization of the aforementioned classical sampling
theorem.
Now suppose that we count with two measurements z1, z2 ∈ Rk of a signal
y ∈ R2n, and that we happen to know that the measurements are interlocked by
half the pixel resolution that each of them would individually give. Then, we aim



















and basis matrix D ∈ R2n×2n. The reconstruction would then be given by y =
PTDx∗. This translates as having obtained a signal with twice the resolution of the
resolution implied by the two original measurements, in which case we can say that
we have super-resolved the signal by a factor of two.
4.5 An experiment
We want to test our idea of combining spatial super-resolution and compressed
sensing mentioned above. Given an N×N image, where N is of the form N = 2n+1,
we take four low-resolution pictures of it, each of which has resolution n× n. More
specifically, we first form the low-resolution sampling grid by taking 2 × 2 blocks
of the original (high-resolution) grid. We then choose to place the low resolution
sampling grid at the top-left, top-right, bottom-left and bottom-right corner of the
image. Thus we have four low-resolution images. By choice of N = 2n + 1, the
second one is obtained by shifting the first one to the right by a half pixel, the third
one is obtained by shifting the first one down by a half pixel, and the last one is
obtained by shifting the first one both to the right and down by a half pixel. These
half-pixel shifts are measured in the low-resolution grid, which is equivalent to a
one pixel shift in the original (high-resolution) grid. We then sample each pixel of
the four low-resolution images. This means that we take 4n2 measurements, from
which we wish to recover the original image of size N ×N = 4n2 + 4n+ 1. Thus the
sampling matrix P ∈ R(4n2+4n+1)×4n2 and D ∈ R(4n2+4n+1)×(4n2+4n+1). Let’s illustrate
this idea in the simplest case when n = 2 and N = 2n + 1 = 5. Thus we have the
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original image of resolution 5× 5, suppose the image is vectorized, via stacking the


























The following four picture shows how that we sample four low resolution pictures by
taking the average of the 2×2 blocks. Notice that the half-pixel intertwine between
the four low resolution images is essential. Their differences carry information about


































































Each of the 4 low resolution images contains 4 pixels. Thus we have taken 4 × 4
measurements on our high resolution image vector x = (x1, x2, . . . , x25)
T . This
corresponds to a 25× 16 sampling matrix P . Now assume the high resolution pixel
values have coefficients in DCT basis denoted (with an abuse of notation) again by
x. We have
y = PTDx
where y ∈ R16, x ∈ R25. Solving
min
x∈N
‖x‖0, subject to ‖PTDx− y‖2 < ε. (4.6)
However, the reconstruction is unsatisfactory when we try to minimize the l0 norm.
This is mainly because most of the real-world images are not sparsely generated
under the DCT basis, while OMP algorithm will always find the sparsest solution.
To solve this issue, we switch to l1 minimization. If the image representation is
sparse in DCT basis, BP will still find it as OMP does. However, for images that




‖x‖1, subject to ‖PTDx− y‖2 < ε. (4.7)
Figure 4 shows a comparision between original image, one of the low resolution
sample, the reconstruction via OMP and the reconstruction via BP. It is visually
clear that the OMP reconstruction has a lot of noise, whereas the BP reconstruction
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(a) Original. (b) Low resolution im-
age.
(c) OMP. (d) BP.
Figure 4.2: (j) A 65 × 65 pixel sub-image of a grayscale version of image I08.BMP
in [31], (k) is one of the four low-resolution images , (l) is the reconstruction using
OMP, and (d) is the reconstruction using BP. The quality as measured by the signal-
to-noise ratio, peak signal-to-noise ratio, and mean structural similarity index for
OMP reconstruction is, respectively, SNR = 21.4629 dB, PSNR = 30.6525 dB, and
MSSIM = 0.8670. The signal-to-noise ratio, peak signal-to-noise ratio, and mean
structural similarity index for BP reconstruction is, respectively, SNR = 43.1449
dB, PSNR = 51.4621 dB, and MSSIM = 0.9985.
is almost indistinguishable with the original image by human eyes.
Using BP, we try the same experiment on the TID2008 image date set which
contains 24 images of size 384 × 512. Each image is partitioned into 32 × 32 sub-
images. Since our method requires half-pixel shifts, we need to add two artificial
edges at the right and bottom of the original image. The choice of the pixel values is
given by alternating between the maximum and minimum pixel value of the 32× 32
sub-image which is adjacent to that edge. For color images with (R,G,B) channels,
we deal with the luminance, which is defined by
Y = 0.299R + 0.587G+ 0.114B
Here are two examples taken from the experimental results.
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(a) Original. (b) Low resolution image. (c) Reconstruction.
(d) Original. (e) Low resolution image. (f) Reconstruction.
To have a better look, we zoom in by taking a look at this algorithm on a
65× 65 sub-image.
(g) Original. (h) Low resolution image. (i) Reconstruction.
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(j) Original. (k) Low resolution image. (l) Reconstruction.
It can be seen that the reconstruction is very satisfactory. Indeed, we measured
the SNR, PSNR and MSSIM on all 24 images for the reader’s reference.
Figure 4.3: The reconstruction error of the TID2008 image data set measured by
SNR, PSNR and MSSIM
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The reconstruction is almost perfect, which leads us to thinking if we can re-
quire higher down-sampling rate. Namely, if we take the average of each 3 by 3
group of the original image, will our method still give a good reconstruction. In this
case, we assume the original image has size N ×N , where N = 3n+ 2 and our low
resolution images have size n×n. In this case, we take 9 low resolution images. The
first one is taken by placing the sampling grid on the top-left corner of the original
image. The rest low resolution images are derived by shifting the sampling grid to
the right and down by a one-third pixel and two-thirds pixel measured in the low
resolution grid level. So we have a sampling matrix P ∈ R(3n+2)2×9n2 and the DCT
matrix D ∈ R(3n+2)2×(3n+2)2 . In this case, solving (11) will give us a reconstruction
that triple the resolution in each direction. Below is the picture of the experiment
on the same examples under the 3 by 3 case.
(a) Original. (b) Low resolution image. (c) Reconstruction.
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(d) Original. (e) Low resolution image. (f) Reconstruction.
We also provide a closer look by looking at a 65× 65 subimage with the same
locations as the 2 by 2 case:
(g) Original. (h) Low resolution image. (i) Reconstruction.
(j) Original. (k) Low resolution image. (l) Reconstruction.
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