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I. INTRODUCTION 
Numerical techniques for solving linear systems of the form 
(1.1) A X = b, 
where A is a given n x n matrix, b is a given n x 1 vector, and x is an 
n X 1 vector whose components are to be found, are generally separated 
into two classes: direct methods and iterative methods. Direct methods 
are those which give the solution to equation (1.1) in a finite, fixed 
number of arithmetical steps, dependent only on the size of the system. 
Most direct methods are based either on triangularization of the aug­
mented matrix [A | b] using Gaussian elimination or some variation, or 
by what are called orthogonalization methods such as the conjugate 
vector method. For an account of these methods see either Fox [1], 
Chapters 3, 4 and 5 or Westlake [15], Chapter 2. The major virtue of 
direct methods is that they give the solution after a predeterminable 
number of mathematical operations. Their major disadvantages are their 
susceptibility to the growth of accumulated round-off error, and the 
amount of computer memory required for large systems, particularly general 
purpose routines which cannot take advantage of symmetry or sparsity. 
Iterative methods, on the other hand, are not as susceptible to 
round-off error accumulation, and are very often written expressly for 
large, sparse, symmetric systems. However, since iterative methods are 
successive approximations to get the solution to equation (1.1), they may 
take literally thousands of iterations to get two or three significant 
digits of accuracy, or worse, they may even fail to converge to a solution. 
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From an analytical point of view, most iterative methods are based on 
the following classical fixed point theorem (cf., Ortega and Rheinboldt I'S]). 
Theorem 1.1: Let (X, d) be a complete metric space. Let 
G : X -»• X be such that 
(1.2) d(G(x), G(y)) < a d(x.y) 
for some a  < 1 and all x, y e  X. Then G has a unique fixed point. 
The technique used in applying Theorem 1.1 to solve A x = b is to 
rewrite the problem as 
(1.3) X = M X + c, 
where M is an n x n matrix and c is an n x 1 vector, and starting with 
an initial guess, x^, recursively find x"*^ by 
(1.4) x"+l = M x" + c , n = 0, 1, 2, ... 
We call M the iteration matrix. It plays the role of G in Theorem 1.1 
in the following sense: 
Pick X, y 6 r" and let x^ = M x + c, and y^ = M y + c. Then using 
the Euclidean vector norm and the spectral matrix norm, i.e., 
(1.5) II M II = sup ^ ^ II 
I I  X  I I  M  I I  X  I I  
we have 
3 
(1.6) 11 11 = 11 M X + c - (M y + c) 11 
= II M(x - y) II 
3 I I  M  I I  I I  X  -  y  I I  
Hence, if || M || < 1, Theorem 1.1 applies, and the sequence of iterates 
(1.4) converges to a unique fixed point. Judicious choices of M make 
the fixed point of equation (1.3) the solution to equation (1.1). 
One method of generating iterative methods is to split the matrix A 
in the following manner: 
(1.7) A = D - L - U, 
where 
D is a diagonal matrix, 
L is strictly lower triangular, and 
U is strictly upper triangular. 
The three most widely known iterative techniques are the Jacobi method, 
the Gauss-Seidel method (GS), and the SOR method. Their iteration 
matrices are, respectively, 
(1.8) Mj = D-T(L + U) 
(1.9) Mg3 = (D - L)-l U 
(1.10) = (D - wL)-1 ((1 - w)D + wU), 
where w is a "relaxation" factor. 
If we define the error vector at the step of (1.4) as 
(1.11) e"  =  X  -  x"  
where x is the solution vector sought, we get 
( 1 . 1 2 )  I I  e "  I I  =  I I  I I  =  I I  I I  =  . . .  =  I I  mV "  I I ,  
We need either <}>, the zero matrix, or we can use a matrix norm 
such that I[ M X 11 < 11 M 11 |[ x | j (such norms are said to be 
consistent with the vector norm) and force || M ||" to go to zero. The 
former condition holds if all the eigenvalues of M are less than one 
in modulus. 
Theorem 1.2: The iterative method defined by 
TM3) 
for some fixed M and c, converges to a fixed point if and only if all the 
eigenvalues of M are less than one in modulus. (For a proof see Varga [13], 
page 13.) 
Definition 1.3: The spectral radius of a matrix M, S ( M ) ,  is defined by 
(1.14) S(M) = max { | A | : A is an eigenvalue of M}. 
Definition 1.4: The rate of convergence of an iterative method, 
R(M), is defined by 
(1.15) R(M) = - in ( S ( M ) ) .  
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Definition 1.5; An iterative method corresponding to an iteration 
matrix M-j is said to be iteratively faster than one corresponding to the 
matrix Mg if 
There is a wide literature on the convergence of Jacobi, Gauss-
Seidel, and SOR methods. See for example the texts by Varga [13] or 
Young [16] .and their respective bibliographies. We give here only one 
condition for the Jacobi method, which we will use again in Chapter V. 
Definition 1.6: A matrix A is said to be diagonally dominant if 
(1,16) I a.. I > % I a.. I , for each i with strict inequality 
" jj'i 
for at least one row. If (1.16) is strict for all rows, A is said to 
be strictly diagonally dominant. 
The sup-nohTi of a matrix A is defined by 
For the Jacobi method we have 
and if A is strictly diagonally dominant, then || Mj ||^ < 1. Since the 
matrix sup-norm is consistent with the vector sup-norm, we have for the 
Jacobi method 
S ( M , )  <  S f M g ) .  
n 
(1.17) I I  A I L  = max I | a.. |. 
i j=l 
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which must go to zero as n increases. 
In this thesis we investigate another type of iterative procedure; 
one not based on splitting A or on using an iteration matrix at all, but 
on maximizing a certain quadratic form. They are called projection 
methods and are credited by Householder [4] to de la Garza [2]. Young [16], 
Ikebe, Benokraitis and Sullivan [5], and Tanebe [11] refer to the one 
dimensional case as the symmetric Kaczmarz method. In recent years the 
method has received attention from Keller [7] and several of his students. 
Most of this work was centered on algorithmic considerations and on step­
wise acceleration of convergence. 
Here we concern ourselves with three main, but interrelated, questions: 
(1) can projection methods be considered as having iteration matrices? 
(2) If the answer to (1) is yes, how do they compare with the standard 
iteration methods? (3) Since the order in which the components are 
solved affects the rate of convergence, can the iteration matrix help to 
find an a priori ordering? Pyron [9] and Georg and Keller [3] have given 
nonstationary solutions to (3), but they do not always work. We answer 
here all three questions and in the process derive results about the 
Gauss-Seidel and Jacobi methods which are also new. 
Chapter II is a brief review of the one and two dimensional pro­
jection methods. In Chapter III we take up the problem of deriving the 
iteration matrices. The next chapter concerns general convergence of 
projection methods and shows their relationship to Gauss-Seidel methods. 
Chapter V deals with the problem of a priori orderings for projection 
methods, and Jacobi and Gauss-Seidel as well. In particular, we give 
7 
sufficient conditions for block methods to be faster, in a certain sense, 
than the ordinary methods described above. The last chapter gives the 
results of several computer runs illustrating our conclusions. 
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II. THE ONE AND TWO DIMENSIONAL PROJECTION METHODS 
A. Notations and Conventions 
In what follows we will assume A to be an n x n real nonsingular 
matrix. Letting a^j denote the element in the i^^ row, column of A, 
we also assume a^^ ^ 0, i = 1, 2, n. The following notations will 
be used throughout this paper: 
k th 
X = the k  approximate to the solution vector. 
|r -f-h [/ 
Xj = the i component of x . 
e. = the i column of an n x n identity matrix. 
r^ = b - A x^, the residue vector at the step. 
A. = the i^^ column of the matrix A, considered as a vector. 
n 
{x,y) = I x.y. ; the usual inner product of the vectors x and y. 
i=l ^ ^ 
A,.,. = (A,-J A,.) 
• J I J 
n 9 1/? 
11 X  11 =  (  ^  X . )  ' 5 the usual Euclidean norm of the vector x. 
i=l 
ÏÏ = any permutation of the first n natural numbers. When referring 
to a two dimensional scheme, n will also imply a two-by-two 
pairing of these numbers, e.g. (1,2), (3,4), ..., (n-l,n). 
B. The One Dimensional Projection Method (IDPJ) 
The basic idea in the IDPJ method is the following: 
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Let 
(2.1) + » ek(n). 
where k(n) = 1 + (k mod n), and a is chosen so that the quadratic form 
(2.2) G(a) = (rk. r^) - (fk+l. 
is minimized with respect to a. Note that under this scheme only one 
component of the current approximate solution is changed at each step. 
Using the definition of the residue vector, the properties of inner 
products and equation (2.1), equation (2.2) can be expanded and 
simplified into 
(2.3) G(„) = 2 a (r\ A^(„)) - «2 (A,(„). A^(„j) 
Differentiating (2.3) with respect to a, setting the result equal to zero 
and solving for a yields 
We note in passing that if a satisfies (2.4), then G"(a) < 0 as long as 
\(n) a zero column, and that 
(2.5) 
(2 .6)  = 0  
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Equation (2.6) is particularly interesting for it says that the new 
residue vector is orthogonal to Since A is assumed nonsingular, 
n k the columns of A span R and the only way some r can be orthogonal to 
all columns of A is if it were the zero vector. Moreover, using the 
a in equation (2.4), G(a) > 0 and is zero only if (r^, = 0. 
Nevertheless, the method is applicable to singular systems and the reader 
is referred to Tanabe [11] for an account of the IDPJ method applied to 
singular systems. 
Equations (2.4), (2.1), and (2.5) (in that order) give the computa­
tional cycle for the IDPJ method. (See Fox [1], page 206.) 
C. The Two Dimensional Projection Method (2DPJ) 
As its name implies, two components of the approximate solution 
vector are changed at each step in the 2DPJ method. For notational 
convenience let i = i(n) and j = j(n). Then the 2DPJ method extends 
equation (2.1) to 
(2.7) x^*^ = x^ + 0 e^ + g , i M 
Pick a and g so as to maximize 
(2.8) F(a, g) = (r", r") - (r"+', r"^^). 
If we expand as above, differentiate with respect to a and g, set the 
resulting partials equal to zero and solve, we get 
(2.9) a  =  
n 
( r * ^ .  A . )  A j .  -  ( r ^ ,  A ^ )  A . ^  
^jj • 4j 
(rk, A.) A.. - (rk, A.) A.. 
(2.10) B= ^— r-'—^ 
^jj " ^ij 
and 
(2.11) = r* - a A. - g Aj 
k+1 We also note that with these choices of a and g, r is orthogonal to 
A^ and Aj, i.e. 
(2.12) (r^+T, A.) = 0 
and 
(2.13) (r^+T, A.) = 0 
Again, equations (2.9), (2.10), (2.7) and (2.11) give the computational 
cycle for the 2DPJ method. 
Higher dimensional projection methods can be similarly derived by 
changing more than two components at a time. For an account of the three 
dimensional projection method, see Tokko [12], and for higher dimensions 
and computational aspects see Wainwright [14]. 
In the next chapter we derive the iteration matrices for the one 
and two dimensional projection methods, which allows us to compare their 
rates of convergence with each other and with Gauss-Seidel methods. 
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III. ITERATION MATRICES FOR PROJECTION METHODS 
A. The One Dimensional Projection Method 
Using the results from the previous chapter, the computational 
cycle is 
(3.1) = . 1 1 A.. 
where i runs from 1 to n in some order and k runs from 0 until convergence 
is obtained. We wish to find a matrix M and a vector c, both independent 
of i and k, such that 
(3.2) x^+n = M x"^ + c . 
For definiteness we shall assume that the order of solving for the 
components is the natural order, i.e., i runs from 1 to n, consecutively, 
and then repeats as often as necessary. 
Expanding equation (3.1), ws get 
k+1 k ^ ^i) 
i i Aii 
= xt + [(b, A.) - (A x\ A.)] / A.^ 
= FA,, x! + (b, AJ - (A x^ AJI / A... I l l  I  I  -  I I  
" 2 k  9  r ?  k .  
^ti ^i • ®tj ®ti A^)] / A.. 
n 2 k n n (3.3) = a^. X.  - [^tj hi ^ (b, A.)] / A.. 
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For t / i J = x{^ and 
(3-4) jl, Ji 'ti 4 ' J, No 4 
Moreover, for j = i 
n 2 k " (3.5) a^. X. - a^j a^. Xj - 0 
Therefore, combining (3.3), (3.4) and (3.5) we get 
(3.6) xf = ^  - Z 
^ ^i 0=1 ii 
j7I 
and if t ^  i 
(3.7) x^+l = x^ 
In matrix-vector form, equations (3.6) and (3.7) can be combined 
to yield equation (3.8) on the next page 
where 
- A.. 
(3.9) C.. = -ft—^ and 
*ii 
(3.10) c. = (b. A.) / A.. , j = 1, 2, ...» n, j ^ i. 
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(3.8) 
;k+i 
h 
k+l 
4:1 
.k+l 
1 0 
0  1  . . .  0  
0  0  . . .  1  
0 0 
0 0 
0 0 
0 0 
0 0 
^1,1-1 0 C. i ,1+1 
0 1 
0 0 
. . .  0  
1 ,n 
. 1 
M 
k 
1-1 
4 
4+1 
If we define to be the matrix and d,. to be the right-most vector 
in equation (3.8), we have 
xk+1 = M. + d, 
Assuming k and n = 0 and the natural ordering, 
(3.11) ... Mg M, + d 
where 
(3.12) d = d„ . M„ (d„_, + M„., (d„.2 + ... (dg f Mg d,) ... ) ) 
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Equation (3.11) represents a complete cycle, and we define the 
iteration matrix for the IDPJ method to be 
(3.13) M  =  n  M .  
' i€. ' 
where ir denotes the order of taking the products on the left. Since the 
do not commute, this order is important in determining the spectral 
radius of the iteration matrix for a IDPJ ordering scheme. 
Before proceeding further we look at two simple examples. 
Example 3.1: General 2x2 system 
Consider the system 
(3.14) 
an a^2 
It 
K 
f21 ^22^ 1 
If the order of solving for the components is the natural order. 
= (1,2), the iteration matrix is 
= 
1 
'21 
0 
0 
0  c  
0 1 
nz 
^21 ^12 
"1 
1? 
• ^12/(^11) 
^12/(^11 *22) 
and the spectral radius is 
16 
A 
(3.15) S(H,,) > î-r 
n An Hgg 
= COS 8 
12 , where 0 12 
is the angle between and A^. If the order of solving for the com­
ponents is reversed, the iteration matrix becomes 
,2 
0 
Mg = 
12 
^11 ^22 
A 12 
"22 
, and 
(3.15) S(M^) = cos 012 
We observe first that the spectral radii for the two iteration matrices 
2 
are the same, and secondly, that if A is nonsingular, cos 0^2 < 1. 
Hence, the method necessarily converges to a solution. 
Example 3.2: General 3x3 case 
Consider now the system 
(3.17) 
r 1 — 
11 ®12 ^13 ^1 h 
21 ^22 ®23 X2 = ^2 
01 ^00 Xo b. V L ^  J L-J J| 
There are six possible orderings (3!) for solving (3.17) by the 
IDPJ method. However, with the aid of the following theorem, we can 
reduce the number of orderings to consider to two. 
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Theorem 3.1 : Let A and B be two n x n real matrices. Then 
(3.18) S(A B) = S(B A). 
Proof: See Young [16], page 15. 
Corollary 3.2: 
(3.19) S(M^ Mg Mg) = SOMg M^) = Mg) 
(3.20) S(M^ M3 Mg) = SCMg Mg M^) = S(M2 M3) 
Proof : Let A = M-j, B = Mg in Theorem 3.1. Then 
S(A B) = S(M^ MG M3) = S(B A) = M3 M^). 
The rest of the equalities are similar. 
By the above corollary, system (3.17) can only be solved in two 
distinct ways: (1) the natural ordering, N, and (2) the permuted 
ordering (2, 1, 3), which we shall denote by P. 
For the natural ordering, the iteration matrix is 
Q.E.D. 
(3.21) 
- A 
*12*13 *23 
*11*22 *22 
*13 *23 *12*13*23 
An,A„ AooA„ • A„A^oA„ 
13 
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and for the permuted ordering, the iteration matrix is 
(3.22) 
A' 12 
^1^22 
A 12 
"22 
*12*23 
*22*33 
A^ A 
*12*13 
*11*22*33 
*12*23 _ ^ 
*11*22 *11 
'23 
'22 
13 23 
*11*33 *22*33 
*12*13*23 
*11*22*33 
The remarkable fact about and Mp is that they have the same 
characteristic polynomial: 
(3.23) P(X) = - X [ - [ 
A' 12 A  13 A: 23 
*11*22 *11*33 *22*33 
*12*13*23 1 , 
A A A  J  
*11*22*33 
*12*13*23 1 
*11*22*33 
or using cos *ii 
(*ii*jj) 1/2 
(3.24) P(X) = -X  [  X 9 2 9 [CDs'" 0-12 + cos 0.j2 + cos" 022 
- cos 0^2 cos 0-,^ cos 0,-,] X 13 '23^ 
+ cos 0.J2 cos 9^2 cos Ggg] • 
Hence, $(M^) = S(Mp), and we can conclude that for a 3 x 3 system, the 
IDPJ method is again independent of ordering. It can be shown by 
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appealing to spherical geometry and Sturm's Theorem for zeros of 
polynomials that the roots of (3.24) are all less than one in modulus 
as long as [cos 8^j| < 1, i.e. the columns of A are not parallel. 
However, in the next chapter we state de la Garza's [2] result which 
proves that the IDPJ method converges for any order and any starting 
vector. 
If n >3, then in general the IDPJ method applied to an n x n non-
singular system is not independent of order. In fact, rather startling 
differences in rates of convergence can be found, and we defer to 
Chapter VI some numerical examples. 
B. The Two Dimensional Projection Method 
To begin with we make the following convention: Unless otherwise 
stated, all systems will be of even dimension. When we use n, we shall 
implicitly assume n is even. This is not a restricting condition, for 
if n were odd, we could add one more equation 
"n+l = " 
to our system, and it would be essentially unchanged. 
Our objective is to find an iteration matrix for the 2DPJ method. 
Using the same technique as we did for the IDPJ scheme, we expand 
equation (2.7) by substituting (2.9) and (2.10). Suppose we are at the 
step, and we wish to change the i^*^ and j^^ components of x^ to get 
By (2.7) 
X^^^ = X^ + a e^ + g 
20 
Component-wise, we have 
(3.25) + [[(b. A.) - (A A,)] A_ -
[(b, Aj) - (A x\ Aj)] A,j] / [A., Ajj - A^j] 
(3.26) x^+1 » t [[(b. Aj) - (A x''. Aj)] A,, -
[(b. A,) - (A x\ A,)] A,j] / [Aj, Ajj - A^j] 
and 
^ .-f-f i, r f 4. :— 
For notational convenience, let 
(3.28) D,j = A2j  - A,, Ajj . 
Expanding (3.25) and (3.26) yields 
(3.29) xf ' = x{ + [ ( A  x\ A . )  A j j  -  ( A  x\ A j )  A . j ]  /  D . j  
+ [(b. A.) A.. - (b. A.) A..] / D.. J 'J : J J «VI 
(3.30) = x^ + [ ( A  A j )  A . .  -  ( A  x\ A . )  A . j ]  /  D . j  
+ [(b, A . )  A . j  - (b, A j )  A j . ]  / D j j  
Notice that the fractions in (3.29) and (3.30) which involve b do not 
k "k i: 
depend on x . Denote these by c.j and Cj, respectively, e.g. 
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(3.31) c. = [(b, Aj) A.j - (b, A.) A.j] / 
As in the IDPJ case. 
(A A,) = j, j, ^st 4 ^ si 
" .k 
th 
k+1 
so that the equations for x become 
(3.32) Xj ^ = xt + [Ati Ajj - \j Ajj] x"^ / D.^ + c. 
(3.33) Xj T = Xj + [Atj Aji " \i Aij] ' °ij ^ 
and 
(3.34) = Xg , s f 1 or s r j 
We can now express (3.32), (3.33) and (3.34) in our desired matrix-vector 
form: 
(3.35) x^+l = M.j x"^ + d.j 
where 
22 
( 3 . 3 6 )  M .  ij 
1 0 
0 1 
0 0 
S-j 
0 0 
0 0 
cT cf 
0 0 
0 0 0 
0 0 0 
1 
0 
0 
0 
0 0 
0 1 
0 0 
4;' ° 
0 0 
. . .  0  0  0  . . .  0  
. . .  0  0  0  . . .  0  
. . .  0  0 0 
.. 0 citi IJ IJ 
. . .  0  0 0 
. .  1  0 0 
4' • <' 
. . .  0  
. 0 
4j 
. 0 
il 
0  1  . . .  0  
0  0  . . .  0  0  0  . . .  0  0  0  . . .  1  
anû 
( 3 . 3 7 )  d . j  =  [  0  0  0 0 . . 0  ^  0  . . .  0 ]  
with 
(3.38) c^p - [Apt App - Ap^ A^p] / D^p 
23 
Suppose now we apply the 2DPJ method for a total cycle, i.e. change 
each component exactly once, using the natural order-pairing. Then 
(3.39) = M + d 
where 
(3.40) = Mn,n-1 V2,n-3 ••• ^1,2 
and 
(3.41) d = d^ [a^_2,n-3 %-2,n-3 '^%-4,n-5 + 
[^3,4 ^ ^3,4 g] ... ]] 
Vie observe that each M.. has two columns of zeros and is idempotent, i.e. 
* J 
2 
= Mjj. We collect the above into the following lemmas. 
Lemma 3.4: Each is a projection operator. 
2 Proof: A linear operator, T, is a projection if T = T. As 
2 
noted above, each M.j = M^j. 
Q.E.D. 
Lemma 3 . 5 :  Let i r  be an order-pairing of the first n natural numbers. 
If the 2DPJ method is used with the order pairing ir, then for a total 
step the iteration matrix is 
(3.42) M = n M. . 
where the order of products is always on the left. 
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It is not the aim of this paper to derive the iteration matrices 
for all types of projection methods. Suffice it to say that the same 
techniques used above could be used to construct the iteration matrix 
for any k-dimensional projection, or even overlapping methods. 
For the 2DPJ method, the pairings of the columns and the order in 
which the pairs are used affects the spectral radius of the iteration 
matrix. In Chapter V we illustrate a 4 x 4 system in which the order-
pairing (1-2, 3-4) is "infinitely" faster than any other essentially 
different order-pairing, e.g. (1-4, 2-3). For further examples, see 
Chapter VI. 
We remark here that Theorem 3.1 still applies. For example, for 
a 4 X 4 system one needs only consider the order-pairings 
(1-2, 3-4) , (1-3, 2-4) , and (1-4, 2-3), 
all other ones being equivalent to one of these three. 
In the next chapter we look at the convergence of the two dimensional 
projection method, and show its relationship to Gauss-Seidel. 
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IV. CONVERGENCE OF PROJECTION METHODS 
Shen [10] developed the two dimensional projection method as an 
acceleration of the IDPJ method, and he deduced the convergence of the 
former from the latter. We give here a new, alternate proof which, in 
addition, shows the relationship between projection methods in general 
and Gauss-Seidel. In de la Garza's original paper on the one dimensional 
projection method [2], he shows that it is equivalent to Gauss-Seidel 
applied to the system 
(4.1) A T A X = A T b 
Since A ^ A is positive definite if A is nonsingular, and since Gauss-
Seidel converges if the matrix is positive definite (see Varga [13], page 
78), we have 
Theorem 4.1 (de la Garza): The IDPJ method for 
A x = b 
0 
converges to the solution for any starting vector x provided A is non-
singular. 
Before considering the two dimensional case, we first introduce 
what is meant by a block method. An m-block iterative method is a 
method in which the original matrix A is partitioned into m x m sub-
matrices and an iterative method is applied to the partitioned matrix 
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where the blocks are considered as elements. For example, for the two-
block Gauss-Seidel method (2BGS) we have, with p = n/2 
(4.2) 
A = 
Ml 
*21 
31 
Î4I 
12 
*22 
32 
'42 
\ 
'13 
*23 
'33 
*43 
14 
*24 
'34 
I 
*44 
Vl,l Vl,2,Vl,3 *n-l,4 I" 
®n,l *n,2 ,^n,3 *n,4 I* 
®l,n-l *l,n 
*2,n-l *2,n 
*3,n-l ^3,n 
*4,n-l 
-4- — 
'4,n 
' |^n-l,n-l *n-l,n 
'n,n-l n.n 
'11 
"21 
'pi 
'12 
'p2 
'ip 
"2p 
'PP 
with X and b similarly partitioned. Then 
(4.3) ^ii 4'' ' - ig c,. Xf . Xj 
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where each c- is nonsingular and is 2 x 2, is 2 x 1 and Xj is 
2 x 1 .  
Theorem 4.2; The 2DPJ method is equivalent to a 2BGS method applied 
t o A ^ A x  =  A ^ b .  
Proof: Assume first that the order-pairing used is the natural 
order. Partition A ^ A as in (4.2) and let B = A ^ b. Then (4.3) becomes 
(4.4) 
P Aii 
A i+l,i 
^ ,i+l 
^^+l,i+l 
(b,A.) 
(b,A, 
*i 
yk+l 
*i+l 
'i+1 
i-2 
I 
J=l(2) 
Aij N.j+1 4" 
*j+l 
n-l 
I 
.1=i-!-2(2) 
ij ^ ,j+l 
*1+1,0 Ai+l.j+1 
j l 
where the notation I means sum from j = 1 to j = p in steps of 2, 
j=l(2) 
i.e. j = 1, 3, 5 p. The 2BTS method requires we solve equations 
(4.4) simultaneously. Multiplying out the system we have 
i-2 
(4.5) A., x^ ^ + A.^.+i xt+l = (b, A.) - [A.^^ x^ ^ 
^ Ai,j+i Xj+l^ • jii+2(2) *5+1^ 
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and 
(4.5) 
On the right hand sides of equations (4.5) and (4.6) we change the 
k+1 k 
notation for x. to x., since in the 2DPJ method we consider only 
k k+1 
single steps in going from x to x . Applying Cramer's rule to the 
system (4.5), (4.6) yields 
(4.7) Xj = [[(b, A^) - Xj] ^1+1,1+1 " [(b, A^-+]) 
jYi 
" Xj] Ai,i+T] / [Aji *1+1,1+1 - Ai,i+l] 
jfi 
(4.8) = [[(b, A.+^) - "i+ijj " [(b, A^.) 
jri 
" il N,i+1^ ' [Aji Ai+i,i+i - ^1,1+1^ 
jfi 
Combining terms and letting p = j and j = i + 1, we get 
i-2 
*1+1,i 4 ^  ^ ^+l,i+l 4+1 " ^i+i) " [Ai+l,j 
k+1 
^ Ai+l,j+l Xj+l] " j^i+2(n) ^ ^^+l,j+l *j+l] 
n-1 
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(4.9) xf = [A,p A.J - A,.] xj / D,. 
+ C'- Aj) A^ . - (b, Aj) A. . ^ 
" a  
and 
= j, «P ' » 
p=l ij 
(b, A^) A.. - (bj A^) A.. . 
4. ' *o \f ' ^  J. V 
°ij j 
where we have added —-——li—li- = 0 
u . .  1 1 
1 Now (4.9) is (3.32) and (4.10) is (3.33), the equations for x. and 
k+1 Xj derived in Chapter III for the 2DPJ method. Hence, for the natural 
order-pairing with i and i + 1 paired, a single step of the 2BGS method 
T T 
applied to A A x = A b is the same as the corresponding single step 
of the 2DPJ method applied to A x = b. 
If in the 2DPJ method i and j are not consecutive, simply pre- and 
post-multiply A ^ A and A ^ b by the appropriate permutation matrix to 
make A- and Ajj in the same 2x2 diagonal block and apply the above. 
k+1 k+1 In any case the equations for x^. and Xj are the same for the 2BGS 
and the 2DPJ method; hence the methods are equivalent. 
Q.E.D. 
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Theorem 4.3: A p-dimensional projection method on A x = b is 
T T 
equivalent to a p-block Gauss-Seidel method applied to A A x = A b. 
"fch Proof: Assume first that at the k step we wish to change the 
first p components of to form x^^^. Partition A ^ A into blocks of 
size p X p (we assume p divides n). At each step write the Gauss-Seidel 
method as 
x^^^ = x^ + d Xp , 
where d x^ is the change vector with the last n-p components zero. 
Then d x^ can be written as 
d Xp = *p + On-Z 
that is, 
d x^ — C^i ^2 • • • otp 0 • • » O] 
For the p-BGS method, we must solve the p x p system 
31 
^11 ^2 
A^i Agg 
ip 
2p 
%2 • • • %p 
Jk+l" 
*1 
vk+1 
*2 
»k+l 
/p 
(4.11) (A]'  b) -  I  A, .  X 
' j=p+l ' 
(A?, b) - % Ag. Xi j=p+l 
(Ap, b) j^p.i %i "j 
where A^^ = A^^ for all r and t. Now 
d x„ = x^^^ - x^ 
r 
and a is the p x 1 vector consisting of only those changes to be made. 
Hence. 
\ 
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(4.12) 
A^l A^2 • • • \ 
"1 
^21 ^22 • • • ^2p "2 
Api Ap2 ... App "p. 
A^l 
A^i Agg 
%1 V 
"IP 
'2p 
A_ 
PP 
xS+l - xf 
'2 
1 
k+1 
4 
x r  -
r " l/u « \ V 
rt-j I j=P+l 
n r t ,  .  A  .  
P 
r  n  
ij J j^i ij j 4. ^ 
p 
**2' " j=p+i **2^ "j • ''j 
n 1, n . 
(b, A ) - I A . X .  - 2 A . X. j=P+l PJ J 0=1 PJ J 
, by (4.11) 
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(b. A,) - (A x\ A,) 
(b, A^) - (A x"', Ag) 
(b. Ap) - (A xk. Ap) 
by (3.4) 
(!•% A,) 
(fk, Aj) 
(r\ Ap) 
by definition of 
That is, Up solves the system 
( 4 . 1 3 )  
^1 ^2 
^21 ^22 
Ip 
'2p 
%2 • • • %p J 
"" — 
- 1, -1 
"l (r*, A,) 
"2 
II (i-k, Ag) 
"p 
1 
s_ 
1 
34 
We note that since A is assumed nonsingular, A ^ A is positive 
definite, and hence system (4.13) has a unique solution. 
For the p-dimensional projection method, is formed from by 
k k"rl 
changing the first p components of x such that r is orthogonal to 
the first p columns of A , i.e. 
.k+1 (4.14) (r^ A^) =0, i = 1, 2, ..., p 
Moreover, 
p 
(4.15) r^+l = -I B, A, 
i=l 1 1 
and 
(4.16) x^^^ = + I g. e. 
i=l ^ 1 
Expanding (4.14) we get for i = 1, 2, ..., p 
(4.!7) A.) = (r\ A,.) - I e, (A,, A J j = ] - • ^ 
.k = n 
or in matrix-vector notation 
(4.18) 
^11 ^12 
^21 ^22 
V 
A Ip 
A, 
'2p 
PP 
A-,) 
(r^, Ag) 
(r . Ap) 
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Since the matrix and the right-hand sides of equations (4.13) and 
(4.18) are the same, and since each system has a unique solution, 
, i = 1, 2, p. 
Hence by the p-BGS method applied to A ^ A x = A ^ b and x^*^ 
by the p-DPd method applied to A x = b are the same. 
If we are not changing consecutive components, we simply pre-
and post-multiply A ^ A by the correct permutation matrix to make the 
p-components being changed the first p-components in the p-BGS method, 
and perform a similar permutation on A to make them the first p-
components in the p-DPJ method. 
Q.E.D. 
Extending these ideas to general projection schemes, we have the 
following immediate corollary: 
Corollary 4.4: Solving A x = b by any projection schema is 
T T equivalent to partitioning A A x = A b into blocks corresponding 
to the projection dimensions and orderings, and applying the appropriate 
block Gauss-Seidel iterations to the partitioned (and possibly permuted) 
s y s t e m  A ^ A x  =  A ^ b .  
Varga [13] gives the following theorem on page 80. 
Theorem 4.5: Let A be symmetric positive definite. Then any 
block Gauss-Seidel iterative method is convergent for any starting 
vector X®. 
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The above theorems give us a new and simple proof of the con­
vergence of projection methods. 
Theorem 4.6: Projection methods for solving A x = b always 
converge to the solution for any starting vector, if A is nonsingular. 
Proof: Recall we are always assuming A to be nonsingular. By 
Theorem 4.3 and Corollary 4.4 any projection scheme is equivalent 
to solving 
A ^ A x = A ^ b  
by an apprpriate, and equivalent, block Gauss-Seidel method. Since 
T A A is symmetric positive definite. Theorem 4.5 applies. 
Q.E.D. 
In the next chapter we study the rates of convergence of projection 
methods. We will make repeated use of Theorem 4.3, and we will refer 
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V. ORDERINGS AND RATES OF CONVERGENCE 
Recall that in Chapter I we defined the rate of convergence, R(M), 
of an iterative method 
(5.1) xf+l = M + c 
by 
(5.2) R ( M )  = - &n (S(M)). 
As an example of how the pairings used in the 2DPJ method can affect the 
rate of convergence, consider the following: 
Example 5.1: 
1 o
 
0
 
C
O
 1 
"1 4 
(5 .3 )  - 1 2  0  0  
^2 
= 1 
0 0 4 2 X. h j  
• 
0 0 3 5_ 
_  ^4- _8_ 
The natural ordering for the 20PJ method yields the zero matrix as the 
iteration matrix, and hence has a spectral radius of zero and an 
"infinite" rate of convergence. On the other hand, the order pairing 
(1-3, 2-4) has for its iteration matrix 
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(5.4) 
0 
0 
0 
0 
•_± 
10 
1 
50 
0 
G 
0 
0 
0 0 
0 
Û 
• 23 
29 
529 
725 
with S(M) = .7297. The order-pairing (1-4, 2-3) has the same spectral 
radius for its iteration matrix. Hence, the latter two order-pairings 
are clearly inferior to the natural order-pairing. The point is that 
the first two columns are orthogonal to the last two. This is an 
example of a reducible system. 
Definition 5.1 : An n x n matrix A is said to be reducible if and 
only if there exists a permutation matrix P such that 
(5.5) P A P' = 
^11 ^12 
0 A 22 
where A-j-j is an r x r submatrix and Agg is an (n-r) x (n-r) submatrix, 
1 < r < n. Otherwise A is said to be irreducible. (Varga [13]s page 18.) 
Reducible matrices are so called because the original problem A x = b 
can then be reduced to two subsystems which, hopefully, are easier to 
solve. In the example above, the reducibility of A allows the 2DPJ method 
to reach the solution in one total step, regardless of the initial guess, 
if the correct order is used. 
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We now seek to compare the rates o f  convergence of the IDPJ method 
and the ZDPJ method. We first need two definitions. 
Definition 5.2: An n x n matrix A is said to be a Stieltjes matrix 
if a n d  o n l y  i f  A  i s  s y m m e t r i c  p o s i t i v e  d e f i n i t e  a n d  a ^ j  s  0  f o r  a l l  i  ^ j .  
We extend this definition for our purposes to 
Definition 5.3: An n x n matrix A is said to be an ST-matrix if and 
only if A ^ A is a Stieltjes matrix. 
This definition is not an unreasonable extension because of the 
following theorem. 
Theorem 5.4: If A is an n x n positive definite matrix, then there 
exists an n x n positive definite matrix B such that 
(5.6) A = B T B = B^. 
(For a proof see Young [16], page 22.) 
Many large sparse systems that arise in practice are Stieltjes 
matrices. But these are themselves the product of some B ^ B, and hence, 
B is an ST-matrix. We will return to the implications of this later. 
Varga [13] on page 91 remarks that if A is an irreducible n x n 
Stieltjes matrix, then any block Gauss-Seidel method is iteratively 
faster than the usual single-step Gauss-Seidel method, as long as at least 
one of the diagonal blocks in the partitioned matrix contains a nonzero 
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entry above the diagonal. If we apply this to ST-matrices, we have the 
following comparison theorem for projection methods. 
Theorem 5.5: Let A be a (2n x 2n) ST-matrix. If A is not 
T 
orthogonal, and if A A is irreducible, then there exists an order-
pairing for the 2ÛP0 method which is iteratively faster than any 
IDPJ scheme. 
Proof: By Theorem 4.3 and the remarks above, we need only show that 
for some order-pairing at least one of the 2 x 2 diagonal blocks in the 
partitioned matrix A ^ A contains a nonzero entry above the diagonal. 
Since A is assumed nonorthogonal, there exists at least one pair (i,j) 
such that A.. = A., f 0. Permute the rows and columns of A ^ A, if IJ J1 
necessary, so that columns i and j are adjacent and A^^ and Ajj are in 
the same diagonal block. Then either A^j or Aj^ is in this block, is 
above the diagonal, and is nonzero. 
Q.£.D. 
The next result compares the two methods from the point of view of 
how much the residue vector is reduced per step. 
Lemma 5.6: The 2DPJ method makes at least as big a reduction in 
the norm of the residue vector in a single step as does the IDPJ method 
in two steps using the same two columns. Moreover, 
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(5.7) [11 11^ - Il 'm 11^^ - [ll f-ld 11^- Il ""M 11^] 
= Cj cos [cos e - cos 8 ^ COS e^j]^ (r^. r'') 
r ,j r ,1 
where 
e^j is the angle between and Aj, 
1/ 
0 K is the angle between r and A-, and 
r\j J 
Cj = 1 / (1 = COS^ 8jj): 
k 
and the subscript on r denotes the dimension of the projection method 
used. 
Proof: For notational convenience let 
(5.8) A r^ = II 11^ - II ||- , p = 1 or 2 
4-Is 
Suppose we are at the k step and we use columns i and j to get the next 
approximation. 
In Pyron's thesis [9], he shows 
k i (r". A.)- (r", A.)- 2(r", A.) (r". A.) A.. 
(5.9) Ar^.Cj Ajj 
For the IDPJ method the norm reductions are given by 
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(5.10) A r\ = (rk, A.)2 / A.. 
and 
(5.11) a . (rk+T. Aj)^ / Ajj 
k^"l k Expanding r in terms of r and A. (see Chapter II) equation (5.11) 
becomes 
Ki (fk, Aj)2 (/. A,)2A?, ) (fk, A,)A,. 
(5.12) A rî ' J !1 i i—U 
A., At. A,. A., A.. JJ n OJ n J 
Adding (5.10) and (5.12) and then subtracting the result from (5.9) yields 
(5.13) a rk - [ + r^] = [c] - 1] ' ^ i' 
' *11 Alj 
2(rk, A,) (rk. A.) A., (r^. A,)? A?j . 
J " o 
A  A  A  
n  •  •  n* • M . .  
M  J J  I I  J J  
Now 
and 
cj - 1 = 1 / [1 - cos^ 8jj] - 1 = cos^ 8.jj cj 
so that (5.13) can be simplified to 
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k k k+1 ? k (r : a.) 
(5.14) a tg - [ar-j + ar^ ] = cos e^j [arg —] 
Multiplying and dividing the right side of (5.14) by (r^, r'^) and 
changing to cosines we get 
(5.15) a rg - [a r^ + ar^^^] = c! cos^ e.j (r^, r^) [cos e ^ 
2 
- cos 8 k cos 0.j 
r\i 
Since in general this is nonnegative, in fact generally positive, the 
two dimensional projection method makes at least as big a reduction in 
the norm squared of the residue in one step as does the one dimensional 
method over two corresponding steps. 
Q.E.D. 
At this point it is tempting to conclude that the 2DPJ method is 
always at least as fast as the IDPJ method with the same order. However, 
the following example illustrates this is not always the case. 
Example 5.2: Let 
Since A is reducible, all orderings for the IDPJ are equivalent and 
have the same spectral radius (see Example 3.2), namely 
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S(M^p) = .9734. 
However, the 2DPJ method gives rise to three possible order-pairings, 
whose corresponding spectral radii are given in the table below. 
Table 5.1. Spectral radii for Example 5.2. 
Order Spectral Radius 
(1-2, 3-4} 
(1-3, 2-4) 
(1-4, 2-3) 
.9444 
.9444 
.9804 
It is clear, therefore, that the IDPJ method is superior to the 2DPJ 
method if the order (1-4, 2-3) were used. 
The question remains, for what types of matrices A is the 2DPJ 
method iteratively faster than the IDPJ method? The next lemma gives 
us a partial answer. 
Lemma 5.7: For the IDPJ method in the natural order, the deter 
minantal equation of the iteration matrix is 
XA^ I  ^12 A i 3  . . .  ^In] 
aA^2 XA22 ^23 • • ' ^2n 
XA^ 3  ÀA23 XA23 . . . ^3» 
(5.16) det 
• • 
- 0 
^Aln ^*2n xA3n . . . tAnn 
and for the 2DPJ method it is 
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oiAii 
"*12 *13 Ai4 • . • *ln 
"*12 "*22 *23 ^24 • • *2n 
aiA^ S  
"*23 "*33 "*34 • • *3n 
"*14 "*24 "*34 u)A^^ • • *4n 
w^ln "*2n "*3n "*4n • • • "*nn 
Proof: By Theorem 4.2 the IDPJ method is equivalent to the Gauss-
Seidel method applied to A ^ A x = A ^ b. As in Chapter I, split A ^ A 
into D - L - U. Then the iteration matrix for the IDPJ method is 
(5.18) = (D - L)""" U. 
The eigenvalues of satisfy 
(D - L)"l U X = X X 
or, equivalently, 
(5.19) [(D - L) X - U] X = 0. 
Setting the determinant of (D - L) A - U equal to zero yields 
equation (5.16). 
For the 2DPJ method, D is no longer diagonal, but has 2 x 2 diagonal 
blocks, i.e. 
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(5.20) D = 
A^l Ai2 0 0 , . 0 0 
^12 ^22 0 0 . . , . 0 0 
0 0 
*33 A34 . , . . 0 0 
0 0 
*34 *44 ' ' . . 0 0 
0 
0 
0 
0 
0 
0 
0 
0 
^n-1,n-l ^n-1 
A. 
L n-l ,11 
A, 
n.n 
with similar changes in L and U. Hence 
Mju = (D - L)-1 U 
and expanding the eigenvalue relationship as in (5.19) yields equation 
(5.17). 
Q.E.D. 
Corollary 5.8: If A^ = 0, i = 1, 3, 5, ..., n-l, then the IDPO 
method and the 2DPJ have the same rate of convergence. 
Proof: This is immediate from equations (5.16) and (5.17). 
Q.E.D. 
This corollary says, in effect, that pairing the columns which are 
orthogonal for the 2DPJ will not gain any improvement over the IDPJ method. 
The next result says that in a certain sense, the pairs should be mutually 
orthogonal for the 2DPJ method. 
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Theorem 5.9: In order to make the largest reduction in the norm 
squared of the residue vector over two steps of the 2DPJ method, pick 
columns A., A., A , and A. such that 
1 J p U 
"1 ° 
(5.21) 
-1 \) 
where a. and 3j are the usual 2DPJ changes, i.e. 
X ^ -  X + 8^ + 3j £j 
Proof: We wish to maximize with respect to our choice of columns 
11 11^ • II 11^ • Suppose that to form x^^^ columns i and j 
k+2 
are used, and to form x columns p and t are picked. Then 
- "p ^ - hJt 
(5.22) = - «j Aj - Bj *j - Op % - Aj , 
where a. and g. are as in (2.9) and (2.10) and where a and B. are 
1 J p X 
given by 
(5.23) Op = [(r , Ap) A^^ - (r ', A^) Ap^] / Dp^ 
( 5 . 2 4 )  V W  
with 
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"pt = • Apt 
For nptational convenience, let 
(5.26) G(A,p, A.J, Ajp. Aj^) = 
jy 
Expanding G in terms of r yields 
G= II  rX 11^ + 4 '  4 '  4 \p '  4 
- 2[oj(r'*, A.) + 8j(r^. Aj) + ap(r*. A^) 
(5.27) + \)] 
•f 2[», 6j A,J + a, Cp Ajp + a, 6^ A.^ 
+ "p ®j *jp + °p ®t %t] 
Let x-j = A^p, Xg = A,^, Xg = Aj^ and x^ = Aj^. Expanding (5.27) further 
using (5.23) and (6.24) and taking the partial derivative of G with 
respect to x-j yields 
8a 
*p "pp ' "p' ' "i "1 ' "3 • ^t "pt"" (5.28) f = 2[[a A - (r^, A ) + a, x, + S, x, + A ] ^ + », », H rr r I : J v u oA-j 
k 
+ [6, A„_ - (r . A J + .p Apf] 3j- ] 
where 
(5-29) 3^ = - Oj \t ' %t 
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<=•3°) 4 = -i V ' V 
Simplifying (5.28) using (5.29) and (5.30) we have 
3G (5.31) 3X 1 
2 a. [a, X, -  a. Xj t  g. X3 
" ®0 Apt *4 " • Ap) Aft 
" At) Apt] / Opt 
Taking the other partials of G, setting them equal to zero, and simplifying 
results in the system 
(5.32) 
"1 Att -'i Apt 8j Ajt -8. Apt 
"1 h 
«(Apt «i App -Gj Apt ejApp X2 h  
"i Att ""i Apt ®j \ t  Apt ^3 h 
[-"1 Apt "i App -Sj Apt App X4 bg 
wnere 
(5.33) b, = (rk. Ap) A^J - (r^, AJ A^^ 
and 
(5.34) = (r\ Aj) App - (r\ A^) 
The solution to this system is the system 
50 
"i *3 = 
(5.35) . 
o'i ^2 3j ^4 ~ » A|^) 
which is system (5.21). 
Moreover, direct substitution of the solution (5.21) into x ^ G" x 
gives 
(5.36) x? G" X = - 2[r--:-^e!_ + ^ - 2 A ^3 
pp tt %p ^tt Pt 
which is nonpositive. Thus the solution (5.35) minimizes G, in general, 
and, hence, maximizes 
II r" 11^ - II rk+2 ||^ 
Q.E.D. 
Remark ; It may not be possible to find columns (ij) and (p;t) such 
that equations (5.21) are satisfied; however, if we assume there is a 
solution to (5.21), then 
ftp) = (/ -«,»,- gj A., Ap) 
= (r% Ap) - », Ajp - 8j A.p 
= 0. 
k+1 Similarly, one can show that (r , A^) = 0 and, hence, substituting into 
(5.23) and (5.24) one gets = 0. 
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Corollary 5.10: If columns (i,j) and (p,t) are picked so that 
'  \t = "• the" = rk+1 . 
Proof: Under the above assumptions, = 3^ = 0 by (5.23) and 
(5.24). But then by (5.22) we get 
rk+2 = rk+T 
Q.E.D. 
Remark: If we could somehow force 
1/^1 k^"l then r would be orthogonal to all the columns of A, implying r =0 
and we would be done. This is certainly not always possible, but for 
many systems that arise in practice, most columns are orthogonal to almost 
all the rest of the columns, e.g. tri diagonal or large band-type matrices. 
Pairing columns which are most nearly parallel increases àr = We are 
suggesting that the pairs should then be ordered by mutual orthogonality 
so that the residue vector is fixed as long as possible. 
If we so pair the columns, what happens to the characteristic poly­
nomial? Suppose in equation (5.17) that ^13 ~ ^-14 ~ ^23 ~ ^24 ~ 
Then u may be factored out of the first four columns. The characteristic 
polynomial thus has a zero of multiplicity four at w = 0 rather than two, 
yet at 0) = 1 the value of the characteristic polynomial remains det(A A). 
Permuting the rows and columns of A ^ A to affect such an ordering of 
orthogonal pairs increases the multiplicity of w = 0 as an eigenvalue, yet 
at w = 1 the polynomial has the same value. This "flattening" of the 
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characteristic polynomial at u = 0 hopefully decreases the maximum 
modulus of its roots. In Chapter VI we give some numerical examples 
where the columns which are most nearly parallel are paired together, 
and then the pairs are ordered based on their orthogonality. In 
particular see Example 5.4. 
We now develop some new machinery for an entirely different attack 
on the rate of convergence which relies heavily on the Equivalence 
Theorem. 
Definition 5.11: Let A be an arbitrary 2n x 2n real nonsingular 
th 
matrix. Let B. . be the 2 x 2n submatrix of A consisting of the i 
*  > 3  
and rows of A. Permute the columns of B. ., if necessary, so that I jJ 
a., immediately follows a.., a.- is directly beneath a.., and a., is i j  i i j i  I I  J J  
directly below a... Partition B. . into 2x2 submatrices i.e.. 
The normalized-row-block of B. denoted by N(B. .)> "is defined as 
^i.j h' U 
(5.37) N(B.j) = [D'T B^, O'T B 2 
where 
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Definition 5.12: A 2n x 2n nonsingular matrix A is said to be 
(strictly) two-block diagonally dominant with respect to ^ order-
pairing IT if the matrix made up of all the Tr(j)^ is (strictly) 
diagonally dominant. Denote the matrix thus formed by 
Nj (A) . 
If W is the natural order-pairing, we suppress the IT. 
Example 5.3: Let A be the matrix 
5 2 -1 0 
3 10 -4 1 
1 1 5 4 
0 1 6 10 
Then 
r 
N , ( A )  =  
_5 
13 
13 
J. 
13 
-3 - 1 
26 
- 1 
22 
- ' 1  
22 
-17 
44 
5 
44 
1 0 
0 1 
J 
In this example NgfA) is strictly diagonally dominant, but A is not even 
diagonally dominant. 
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Lemma 5.13: Let A be a 2n x 2n diagonally dominant nonsingular 
matrix. Then A is two block diagonally dominant, independent of the 
order pairing used. 
Proof: It suffices to look at the i^*^ row of NgfA). Suppose row j 
is paired with row i under i r .  Let a^.j^ denote the (i,k)^^ element in 
N{B. .). Then 5 >J 
(5.38) Mk 
1 , if k = i 
0 . if k = j 
^jj ^ik " ^ij ^jk 
^ii " ®ij Gji 
otherwise. 
Summing the absolute values of the off-diagonal elements yields 
I: .. I*ikl = I 
kfi,j 
^ik " ^i.i *ikl 
kfi,j l*ii " ^ij *jil 
(5.39) 
(5.40) 
since 
' klij 
I'jjl l°1k' l*jkl 
I*i1 "jj - *jil 
< ^'ijl " I *1 ,il] *' 1 aj,|] 
'^ii "jj " 'lo *ji 
l^ikl ^ l=,-il - l^ij 
and 
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(5.42) I |a.|^l < I a.. | - |a..| . 
by the diagonal dominance of A. 
Expanding (5.40) and using the triangle inequality for differences 
we get 
(5.43) y = 
k^ij ' |a.. a^j - a.j a^-l 
Moreover, since at least one row of A satisfies 
(S-44) L , l*ikl ' " l*ijl 
Kfl jJ 
inequality (5,40), and consequently (5.43), is strict at least once. Hence 
N2(A) is diagonally dominant. 
Q.E.D. 
This form of a, given matrix A is comparable to writing 
D"^ A = I - L - U, and permits us to use sup-norms for comparisons of 
iterative techniques. 
Definition 5.14: Let and Mg denote the iteration matrices of two 
iterative techniques to solve A x = b. The iterative method corresponding 
to is said to be s-faster (for sup-norm) than Mg if 
(5.45) H M, II. < Il Mg II. 
and the s-rate of convergence of M.j is defined by 
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(5.46) SR(M,) = - An (|| M, ||*) 
i f  I I  I L <  1 .  
Consider now the system A x = b. If we perform column or row 
interchanges on A, the appropriate rows of x and b must also be inter­
changed to leave the system equivalent to the original. Moreover, if 
B. . is normalized by the (i,j) block of b must also be pre-
multiplied by D"^. Denote this new system by 
N^fA) X = b* . 
Definition 5.15: Given the linear system A x = b, by the associated 
two-point Jacobi (respectively, Gauss-Seidel) method, we mean the two-
point Jacobi (respectively, Gauss-Seidel) method applied to the system 
NgfA) X = b* 
Theorem 5.16: Let Mj and Mjg denote the iteration matrices for the 
usual Jacobi and the associated two-point Jacobi methods for A x = b. If 
A is strictly diagonally dominant, then 
(5-47) II Hj.2 IL < II Mj IL < 1 
Proof: It suffices to show that any row sum of the moduli of the 
elements in Mj_2 is less than the corresponding row sum of moduli in Mj. 
Consider the i^^ row, and suppose that under n, the row is paired with 
row i. Then by (5.38) we have 
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where 
c M - i y  ]  
m  1*111 
(5.48) la.,, 1 
: y_ 
" I'iil ' D 
{SA9) D = la,,I |a,,ajj - a.j3j,| 
Using the triangle inequalities and (5.41) and (5.42), we get 
(5.50) 
,2, i [|aikl [|aii AjjI - ajil] 
- |aiil [la^k *jjl + |ajk ^ ^ 
(5.51) > - ^ C | a i i  a . .  -  a . .  a . . |  -  \ a . . \  [ | a . . l  -  \ a . . \ ]  
l ^ i '  ]  
a,. 
- [l^ii ^11 " ®iil ~ l-l^ii ' l^ij ^jil] n JJ iJ Ji 
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Since the above is true for arbitrary i and j, we have 
I I Mj_2 llœ < II 11* 
Q.E.D. 
We note in passing that if we assume only diagonal dominance, 
inequality (5.51) need be strict only once. In this case we have 
I I  M j _ 2  I I »  -  I I  I I *  
If we find the minimum over all possible order pairings n of 
II H5(A) - I IL= II II. . 
we would have an optimal s-rate two block Jacobi method if A were 
diagonally dominant. At this point we introduce a result due to 
K. R. James [6]. 
Theorem 5.17: Let A = I - L - Li be strictly diagonally dominant. 
Then for the ordinary Jacobi and Gauss-Seidel methods, 
I I  M j  I I *  =  max  ( u .  +  £ . )  
(5.K) ' u. 
II IL = max — 
1 I -
where and u^ are the sums of the moduli of the elements in row i of 
the triangular matrices L and U. Moreover, 
(5.53) II M,,; II. < II Mj IL < 1. 
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Corollary 5.18: Let A be strictly diagonally dominant. Let tr be an 
order pairing such that if i is apired with j then both a^j and a^^ are 
nonzero. Then, applying the associated two-block Gauss-Seidel and Jacobi 
methods to the system NgfA) x = b and the ordinary methods to A x = b 
under the same ordering yields 
11 ^GS-2 11* ^ 11 Mj_2 llm < 11 11» < 
Proof: Observe that for the system 
N*(A) x = b* 
the single-step and two-block Jacobi methods are the same. Likewise for 
the single-step and two-block Gauss-Seidel methods. Hence, by (5.53) we 
have 
11 '^GS-Z 11* ^ 11 Mj_2 I L 
The result now follows by inequalities (5.47). 
Q.E.D. 
Before returning to projection methods, we give one final result giving 
a sufficient condition for the two-block Gauss-Seidel method to be s-faster 
than the ordinary Gauss-Seidel method with the same ordering. 
Corollary 5.19: Let A be strictly diagonally dominant. Let n be an 
order-pairing such that if i is paired with j then both a^.j and a^- are non-
~ + h 
zero. If u^ < u^ and where u^ and are the i row sums of the 
moduli of the elements in the upper and lower parts respectively of NgfA), 
60 
then the associated two-block Gauss-Seidel method is s-faster than the 
ordinary Gauss-Seidel method using the ordering ir. 
Proof: Since A is strictly diagonally dominant. Corollary 5.18 
insures that 
u^ + < Uj + < 1 for each i. 
Since and , 
(5.54) u^.(l - - u^(l - ) < (Uj - u^)(l - ) < 0, 
or 
< for each row i. 
1 -
Taking the maximums over all rows, we have 
11 Mg3_2 II» < II ^GS I L  
Q.E.D. 
This result is comparable to the remarks just before Theorem 5.5; 
however, now we are concerned with the s-rate of convergence. We note 
further that the above two corollaries could be weakened to say the 
associated two-block methods are at least as s-fast by requiring only 
diagonal dominance. Finally, since two-block diagonal dominance is 
weaker than diagonal dominance (see Example 5.3), the two-block Gauss-
Seidel and Jacobi methods may converge when the ordinary methods do not. 
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For projection methods we have the following theorem. 
Theorem 5.20: Let A ^ A be strictly diagonally dominant. An 
optimal s-rate two dimensional projection method for solving A x = b 
is the order-pairing ir* given by 
u? 
(5.55) ÏÏ = min [max —] , 
ÏÏ i 1 -
where and are the i^^ row sums of the moduli of the elements in 
the upper and lower parts respectively of Ngf A ' A). 
Proof: By Theorem 4.2 the 2DPJ method is equivalent to the 
T T 
associated two-block Gauss-Seidel method applied to A A x = A b. 
The result now follows by letting N^CA ^ A) play the role of A in 
Theorem 5.17. 
Q.E.D. 
Using Corollary 5.19 applied to projection methods, we have the 
following corollary. 
Corollary 5.21: Let A ^ A be strictly diagonally dominant. If tt is 
chosen so that u. < u. and i. < i., where u., x,., u,. and are as before I I  I I  I I I  t  
with A ^ A in place of A, then the 2DPJ method is s-faster than the IDPJ 
method under the same ordering. 
Proof: This is an immediate consequence of Theorem 4.2 and 
Corollary 5.19. 
Q.E.D.  
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Remarks: From the point of view of optimizing the s-rate of con­
vergence, the problem of a priori picking an order-pairing is now a 
little easier. Rather than use the spectral radius, we use a more com­
putable comparison: the sup-norm. This works for both the projection 
methods and Gauss-Seidel and Jacobi. In fact, since in practice Gauss-
Seidel and Jacobi are almost always applied to symmetric positive definite 
matrices. Theorem 5.4 implies we are really using projection methods to 
* 
start with. This makes the work involved in computing tt considerably 
easier for Gauss-Seidel methods. Rather than compute A^j, we use a^j. 
In the next chapter we give examples where the best G-S order-pairing 
is applied to the 2DPJ method. 
Before looking at some computer examples we make one last remark. 
In recent years much work has been done on the SOR method and some of 
its variations (cf., Varga [13], Young [16,17]). The basic idea in SOR 
k k+1 k+1 
methods is to "weight" the Xj and Xj , j # i, to compute x^. . The 
author believes that at least part of this weighting, particularly In 
the SSOR and Peaceman-Rachford methods (Young [16], Chapters 15 and 17), 
is an attempt to get around bad natural orderlngs. Once a good ordering 
is chosen, however, SOR would be even faster. 
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VI. NUMERICAL EXAMPLES 
We present now the results of several computer runs illustrating the 
effects of various order-pairings. All examples were run on an IBM 360/50 
in FORTRAN. Partial double precision was used to compute inner products 
and ratios. For all methods, the initial guess, Xq, had all components 
3 
equal to 10 ; the constant vector, b, was taken as the zero vector; and 
iterations were stopped if || r^ || < 0.005 or || r^ || > 5 « 10^^ or 
more than 400 total cycles were completed. 
Lemma 6.1: Let M denote an iteration matrix to solve A x = b. If M 
has a single eigenvalue whose modulus equals S(M), and if e^ denotes the 
tfi k k 
error at the k step, i.e. e = x - x where x is the true solution, then 
ana as K , 
11 gk+l 11 
(6.2) lim II  ^ ^ I I  = S(M) 
k-K. II ef II 
Proof: If M has a single eigenvalue whose modulus is the spectral 
radius of M, then (5.2) is just the result of the power method for 
finding S(M) (cf., Fox [1], Chapter 9). 
Corollary 6.2: Under the assumptions of Lemma 6.1, 
(5.3) Tim II r II = S(M) 
k*. II rk II 
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k+1 ,, 
where r^*^ is the new residue after a total cycle. 
Proof: 
rk+1 = b - A xk+T 
= A X - A x^+l 
= A 
= A M e^ 
or 
(6.4) r^+l = A M A"^ r^ 
Therefore, 
L -  _7 
! n M n ' (6.5) II r-' |i/|i >•" II s li A M A 
Since A M A"^ is a similarity transformation of M, Lemma 6.1 implies 
(6.6) lim II r^+l ||/|| r^ || = S(A M A'^) = S(M) 
k-Ho 
Q.E.D. 
We used Corollary 6.2 to compare the rates of convergence. Since 
there, in general, is no guarantee that an iteration matrix has a 
dominant eigenvalue, we also counted the total number of cycles. Each 
example was run using the following methods: 
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(1) Single-step Jacobi (JACl). Note that the order is 
immaterial for this method. 
(2) Single-step Gauss-Seidel (GSl). 
(3) One dimensional projection (PDl). 
(4) Two-block Jacobi {0AC2). Here the pairings are material 
but the order of the pairings is immaterial. 
(5) Two-block Gauss-Seidel (6S2). 
(6) Two dimensional projection (PD2). 
The order-pairings were picked by the following schemes: 
(1) The natural order-pairing 1-2, 3-4, 5-6, etc. which will be 
denoted by N. 
(2) The order-pairing suggested by Pyron [9]. He suggested that 
one should pair those columns most nearly "parallel" in the 
sense that 
4 j  ' ^i  ^ j j  "  cos '  e . j  
be as close to 1 as possible. Recalling Lemma 5.6, and 
k 
equation (5.9), this choice maximizes Ar for the 2DPJ for 
a single step. In those cases where A = B ' B, we could use 
? 
atj / a- Sjj for the GS2 method. We denote this order-
pairing by "P". The order-pairing based on A ^ A is denoted 
by "PT". 
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(3) The order-pairing suggested by Corollary 5.18; namely that 
* 
order-pairing tt which minimizes 
l | N ^ { A ) - I | L  
For each order-pairing tt we computed u^ + of NgfA) and 
picked that ir such that max (u- + zj was minimized. This 
i ^ 1 
order-pairing is denoted by "R". For projection methods, 
T 
we used A A instead of A. The resulting order-pairing is 
denoted by "RT". 
(4) For those systems which were large enough to have several 
columns mutually orthogonal we also ran the same pairings, 
but with the order based on mutual orthogonality of the pairs 
as suggested by Theorem 5.9. Such order-pairings are 
suffixed by an "0", e.g. "PTO" is the order-pairing based 
T 
on A A of parallel columns paired and then the pairs 
ordered by orthogonality. 
In each case each component was changed only once per total step. 
Example 6.1 : The original matrix was 
101 = 3 = 6. 4. 7^ 1. 
1. 96. 3. 2. 4. 6. 
3. 2. 201. 4. 1. 3. 
1. 2. 3. 176. 1. 1. 
2. 2. 1. 2. CO
 
6. 
_ 1- 2. 3. 7. 2. 316._ 
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This matrix is highly diagonally dominant, and we expect little dif­
ference in the results. The computer output is tabulated in Table 6.1. 
Table 6.1. Comparison of final ratios: k+1 II / II r": II 
Total Number of Iterations 
ORDER GSl PDl JAC2 GS2 PD2 
P,PT, 
R 
RT 
,1258(-1) 
5 
.1471{-1) 
6 
.3704{-l) 
5 
.7921(-1) 
6 
.1430{-1) 
6 
.4857(-l) 
6 
.5970(-3) 
3 
.5000(-3) 
3 
.4840(-3) 
3 
.4031(-6) 
3 
.2735(-6) 
3 
.3175(-6) 
3 
.5542(-2) 
5 
.2245{-l) 
6 
.3715(-1) 
6 
where 
P = {1-5, 2-6,  3-4} 
and 
RT = {1-3, 2-6, 4-5} 
The numbers in parentheses are the exponent of 10, e.g., 
.1258(-1) = .1258 x 10"''. For the JACl method, the final ratio was 
.9558(-l) in 6 iterations. 
In this example convergence was so rapid that most any ordering 
scheme gives roughly the same number of iterations. Note, however, the 
dramatic improvement of GS2 and JAC2 over their corresponding single-step 
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methods. Also, for orders P, PT and R the.lDPJ method seems to be 
faster than the 2DPJ method. 
Example 6.2: The original matrix A was 
16 -3 1 7 6 0 0 -2 4 3 
5 20 0 0 -2 6 -1 7 -2 0 
4 -2 10 1 3 -1 0 0 0 2 
10 3 4 15 1 0 2 0 -1 0 
0 1 0 2 10 0 1 2 3 -4 
3 4 -2 -5 0 15 -10 1 -4 0 
12 -4 1 0 5 6 25 -7 10 1 
8 4 3 2 8 7 1 30 -14 0 
0 0 1 2 0 0 5 -7 12 10 
-5 -6 0 4 -3 1 0 4 15 25 
For this system both JACl and GSl diverged. Moreover, PDl and PD2, 
though converging, were converging very slowly. After 400 iterations, 
II r^ II was of the order 10^. The remarkable thing is how fast the 
two-step Jacobi and Gauss-Seidel methods converged, even though the 
single-step methods diverged. 
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Table 6.2. Comparison of final ratios: || r^*^ || / || r^ || 
Total Number of Iterations 
ORDER PDl JAC2 GS2 PD2 
PO 
PT 
RT 
.9989 
234.T 
.9989 
100.5® 
.9989 
213.0® 
.9989 
147.0® 
.9989 
235.6® 
.9989 
177.9' 
.4934(-l) 
6 
.6152{-1) 
6 
.6152{-1) 
6 
.5995(-l) 
6 
.7043(-l) 
6 
.5803(=1) 
.3298(-2) 
4 
.3048{-2) 
4 
.2444(-2) 
4 
.4136(-2) 
4 
.2929(-l) 
4 
.3850(=2) 
.9980 
200.4® 
.9988 
180.0® 
.9988 
298.9® 
.9979 
333.2® 
.9988 
322.9^ 
.9989 
68.4" 
Final || r |j given after 400 iterations. 
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where 
P = {1-3 ,  2-6 ,  4-5 ,  7-9 ,  8-10}  
PO = { l -3„ 7-9 ,  8-10,  4-6,  2-6}  
PT = {1-5 ,  2-6 ,  3-4 ,  7-8 ,  9-10}  
R = {1-10.  2-3 ,  4-9 ,  6-7 ,  5-8}  
RT = {1-5, 2-9, 3-4, 6-8, 7-10} 
Again the striking result here is the fact that the JACl and GSl methods 
diverged; yet the JAC2 and GS2 methods converged extremely fast. This 
was in spite of the fact that NgfA) was diagonally dominant. 
Table 6.2 also Illustrates that some consideration should go into 
the initial guess if at all possible. 
The projection methods were all converging at approximately the 
same rate; yet for order-pairing RT, || r j[ for PD2 was 68.4 after 
400 iterationsi considerably less than the others. 
Example 6.3: The original matrix was 
5 3 4 7 2 
2 TO 6 5 8 
5 7 10 2 5 
6 8 9 10 3 
4 5 8 9 10 
3 5 7 9 3 
Georg and Keller [3] claim that for this example ordering PT is good. 
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For this matrix JACl failed, and the projection methods did not always 
reduce the norm of the residue to 5 • 10' in 400 iterations. 
Table 6.3. Comparison of final ratios: |j r^*^ || / || r^ || 
Total Number of Iterations 
ORDER GSl PDl JAC2 GS2 PD2 
N,R, .7113 .9865 .3161 .1105(-1) .9915 
RT 43 .77* 15 6 32.1® 
PT Failed .9877 .4279 .1313 .9617 
7.12* 20 8 364 
^Method was converging, entry is final || r^ ||. 
where 
PT = {1-3, 2-5, 4-6} 
Note that the best ordering for all methods except PD2 is the 
natural ordering. 
Example 6.4: This system was tridiagonal and highly diagonally 
dominant. The original matrix was 
no 3 0 0 0 0 0 0 0 . 0 
3 10 3 0 0 0 0 0 0 0 
0 3 10 3 0 0 0 0 0 0 
0 0 3 10 3 0 0 0 0 0 
0 0 0 3 10 3 0 0 0 0 
0 0 0 0 3 10 3 0 0 0 
0 0 0 0 0 3 10 3 0 0 
0 0 0 0 0 0 3 10 3 0 
C 0 0 0 0 0 0 3 10 3 
0 0 0 0 0 0 0 0 3 10 
This example allows us to test the use of mutual orthogonality. JACl 
took 30 iterations with a final ratio || r^*^ || / || r^ || = .5757. 
Table 6.4. Comparison of final ratios: || r^*^ || / || r^ |j 
Total Number of Iterations 
ORDER GSl PDl JAC2 GS2 PD2 
N,P,PT, .3683 .7131 .3297(-l) .1087(~2) .4929 
R,RT 14 38 5 3 22 
P0,PT0, .3367 .7107 .3297(-l) .1088(-2) .4075 
RTO 14 44 5 3 16 
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where 
PO ={1-2, 5-6, 9-10, 3-4, 7-8} 
The drop for PD2 is because order PO makes a migratory permutation 
(Young [16], Chapter 5) of the upper and lower parts of A, i.e. 
the upper and lower triangular sections of A ^ A after the permutation 
PO are different fran those of A ^ A. 
The matrix A ^ A is 
r  
109 60 9 0 0 0 0 0 0 0 
60 118 60 9 0 0 0 0 0 0 
9 50 118 60 9 0 0 0 0 0 
0 9 60 118 60 9 0 0 0 0 
0 0 9 60 118 60 9 0 0 0 
0 0 0 9 60 118 60 9 0 0 
0 0 0 0 9 50 118 60 9 0 
0 0 0 0 0 9 60 118 60 9 
0 0 0 0 0 0 9 60 118 60 
0 0 0 0 0 0 0 9 60 109 
whereas the permuted A ^ A corresponding to order PO is 
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109 60 0 0 0 0 9 0 0 0 
60 118 0 0 0 0 60 9 0 0 
0 0 118 60 0 0 9 60 9 0 
0 0 60 118 0 0 0 9 60 9 
0 0 0 0 118 60 0 0 9 60 
0 0 0 0 60 109 ' 0 0 0 9 
9 60 9 0 0 0 118 60 0 0 
0 • 9 60 9 0 0 60 118 0 0 
0 0 9 60 9 0 0 0 118 60 
0 0 0 9 60 9 0 0 60 118 
Notice this makes the "factored" characteristic polynomial for the 
2DPJ method of degree 4 rather than degree 8. 
Example 6.5: (The model problem) The matrix was the one arising 
from the five-point difference approximation to 
"xx " V' ' " 
on the unit square with uniform mesh. Our numbering scheme is illustrated 
in Figure 6.1, 
13, 14, 15, 16, 
9, 10, 11, 12. 
5, 6, 7, 8, 
1. 2. 3, 4, 
S I I I « I 2 
Figure 6.1, Ordering scheme for Example 5.5. 
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with u(x, y) = 0 , (x, y) e r, the boundary of the unit square. 
For JACl, it took 63 total cycles with a final ratio of .8090. 
Table 6.5. Comparison of final ratios: || r^*^ || / || r^ || 
Total Number of Iterations 
ORDER GSl RDI JAC2 GS2 PD2 
N,P,PT .6545 
33 
.9399 
216 
.1776 
8 
.3305(-l) 
6 
.9068 
136 
PO,PTO .6545 
33 
.9401 
216 
.1776 
8 
.3137(-1) 
5 
.9066 
135 
R .6578 
33 
.9404 
217 
.1619 
8 
.3408(-l) 
6 
.9078 
137 
RO .6586 
33 
.9407 
219 
.1619 
8 
.2739(-l) 
5 
.9075 
138 
RT .6553 
33 
.9401 
216 
.1861 
9 
.4450(-l) 
6 
.9249 
170 
RTO .6585 
33 
.9406 
219 
.1861 
9 
.4489(-l) 
6 
.9257 
172 
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where 
PO = {1-2, 7-8, 13-14, 3-4, 9-10, 15-16, 5-6, 11-12} 
R = {1-4, 2-3, 5-9, 6-7, 8-12, 10-14, 11-15, 13-16} 
RO = {1-4, 10-14, 6-7, 2-3,  13-16, 5-9, 11-15, 8-12} 
RT = {1-13, 2-5, 3-4, 6-9, 7-8, 10-14, 11-12, 15-16} 
RTO = {1-13, 6-9, 10-14, 2-5, 11-12, 3-4, 15-16, 7-8} 
These results again suggest that pairing by parallelity and orderings 
by orthogonality is better for the 2DPJ method in case A is diagonally 
dominant. 
Example 6.6: This was a 16 x 16 matrix arising from a five-point 
difference approximation to the two-dimensional elliptic partial 
differential equation 
- (D(x, y) - (D(x, y) + a(x, y) u(x, y) 
= S(x, y) , (x, y) e R 
where R is the open square {0, 2.1) x (0, 2.1), with boundary conditions 
( x . y ) e r ,  
where r is the boundary of R given by Varga [13], page 302. The functions 
D and 6 were piecewise constant, and S(x, y) s 0. The problem requires 
an uneven mesh, and the reader is referred to Varga's text [13] for a 
detailed discussion of this problem, and the matrix entries which arise. 
Our results are tabulated below: 
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Table 6.6. Comparison of final ratios: || r^*^ || / || r^ || 
Total Number of Iterations 
ORDER GSl PDl JAC2 GS2 PD2 
N .9981 .99999 .1513 .1065 .99998 
34.0* 48.3* 14 8 48.3* 
P,PT, .9981 .99999 .1509 .1067 .99998 
R 34.0* 48.3* 14 7 47.9* 
PO,PTO .9981 .99999 .1509 .1067 .99999 
35.9* 48.3* 14 7 47.9* 
RT .9981 .99999 Z 7 H - ] )  .1791(-1) .99999 
37.5* 48.3* 8 5 48.3* 
^Final || r^ || after 400 iterations. 
For JACl, II r^+l || / || r^ || = .9991, || r^®° \\ = 38.5 
where 
P = {1-5, 2-6,  3-7, 4-8, 9-10, 11-12, 13-14, 15-16} 
PO = {1-5, 11-12, 15-16, 2-6, 13-14, 3-7, 9-10, 4-8} 
RT = {1-6, 2-5, 3-4, 7-11, 8-12, 9-14, 10-15, 13-16} 
The matrix for this problem differs from Example 6.5 in that, though again 
band-like, the sup and subdiagonals are not all nonzero. Table 6.6 
illustrates the uniform and relatively slow convergence of GSl, JACl, PDl 
and PD2. However, for JAC2 and GS2, ordering RT gives the fastest 
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convergence. Again the shift to a two-block method achieves a remarkable 
increase in the rate of convergence for the Gauss-Seidel and Jacobi 
methods. It must be emphasized, however, that these methods do not 
always converge, and care must be exercised in their use. 
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VII. CONCLUSIONS AND CONJECTURES 
Our major aim in this thesis was to develop an a priori ordering 
for two dimensional projection methods via their iteration matrices. In 
Chapter III we developed the iteration matrices for projection methods. 
From these we were able to give a new convergence proof of k-dimensional 
projection methods by showing their equivalence to block Gauss-Seidel 
methods. Vie then took up the problem of ordering. In the process we 
devised a new way to look at two-block Jacobi and Gauss-Seidel methods. 
We found that they converge when the ordinary methods do, and they often 
converge when the ordinary methods do not. 
Our examples in Chapter VI illustrate that two-step methods should 
be preferred over single-step methods. The work involved in getting new 
ordering schemes seems justified. This is particularly true in the case 
of applications where the same matrix with a different right-side vector 
b must be solved many times. Due to storage requirements, we suggest the 
two-block Gauss-Seidel method under either the order RT or PT if A is 
symmetric positive definite. In those cases where Gauss-Seidel fails 
(large dense matrices in particular) and yet an iterative method seems 
desirable, the 2DPJ method using RTO or PTO is generally fastest. 
J For those matrices such that A A is strictly diagonally dominant, 
the ordering should be the solution to 
U i i  
min (max [ — ] ) 
TT (i ,j) e -ir 1 - Ji- . 
* ) J 
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as Indicated in Theorem 5.20. Due to the,computational difficulties 
in using this, we used 
min ( max [u.. + &.,] ) 
- (i.j) 
This in itself is no easy computational task and for our examples we 
"eyeballed" the orders after computing all possible u^.j + j . 
It would be desirable to have an algorithm which is fast and easy to 
implement which automatically computes this best order. In lieu of such 
a program, a quasi-optimal scheme would be to minimize u^j + step-wise, 
and not worry about possibly using each column more than once per total 
cycle. 
For large sparse band-type matrices such as those arising from 
discrete approximations to partial differential equations, particularly 
when uneven mesh sizes are used, the search for parallel columns and 
then orthogonal pairs is worth the effort. Since such matrices arise 
in applications, the CPU time saved is worth money in the bank. 
As with any mathematical endeavor, our results open up several new 
areas of concern: 
(1) The ucVslopiTicnt of efficient algorithms to pick the order-
pairings. 
(2) How does getting the best G-S ordering affect acceleration 
2  techniques such as SOR, or extrapolation by the A process? 
(3) What is the relationship between our ordering techniques and 
varying weighting methods such as SSOR and the Peaceman-Rachford method? 
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(4) For discretization problems, what is the "best" block size to 
take? We have only considered two-block methods. Should one use block 
sizes corresponding to the number of points used in the difference 
equations? The author believes this is probably true based on tri-
diagonal systems. 
(5) Our computer results show that the 2BGS method is considerably 
faster than projection methods, particularly if A is symmetric positive 
definite. If this is the case, A = B ^ B. Should we consider finding 
B and applying Gauss-Seidel to it? 
(6) Can we directly attack minimization of the spectral radius? 
What types of permutations of the rows and columns reduce the spectral 
radius? Are there theoretical results on roots of polynomials to be 
found here? 
(7) Projection methods are based on the Euclidean norm. Would 
different norms produce faster iterative methods? 
Although our answers are certainly not complete, we have given some 
insight into these questions. 
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