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1.1 Modelado de Sistemas Concurrentes
Quedan ya lejanos los tiempos en los que la programación de los computadores
se hacía manualmente y con elevados tiempos de ejecución para pequeñas ruti-
nas de cálculo. Hoy nos encontramos incluso con máquinas dotadas de miles de
procesadores capaces de realizar en unos segundos cálculos mucho más complejos,
como inversión de grandes matrices, procesamiento de imágenes, etc; y sistemas
en tiempo real, diseñados para responder a ciertos eventos externos en un plazo de
tiempo muy limitado. En todos estos ejemplos aparecen de forma natural varios
procesos concurrentes que cooperan entre sí para la consecución de su objetivo
final, que es conseguir el funcionamiento correcto del sistema, tanto desde el punto
de vista funcional como de eficiencia.
En principio, la concurrencia comenzó a ser estudiada en el marco del diseño de
los sistemas operativos, donde surgen diversas situaciones en las que es necesario
proteger un recurso compartido contra accesos concurrentes indiscriminados. Pos-
teriormente, la aparición de los sistemas en tiempo real y de los sistemas distribui-
dos ha motivado que éste sea un campo de intensa investigación en la actualidad.
Ahora bien, la enorme complicación de estos sistemas concurrentes ha hecho
imprescindible el desarrollo de modelos formales que permitan estudiar con rigor,
con la consiguiente seguridad que ello comporta, la corrección de los sistemas
diseñados. Los modelos introducidos se basan todos ellos en el concepto de abs-
tracción, en el sentido de que todo modelo tal debe capturar unícamente aquellas
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características del sistema considerado que se consideren importantes. En el caso
del modelado de sistemas concurrentes abstraemos gran parte de las acciones de-
sarrolladas por los procesos, para centrarnos, especialmente, en la cooperación
entre los procesos, que es el punto de máxima dificultad en el diseño de sistemas
concurrentes. Una vez construido el modelo, es necesario disponer de herramientas
que nos permitan analizar determinadas propiedades de “buena conducta” del
mismo. Las propiedades a estudiar se dividen en dos clases: por una parte tenemos áié
las propiedades de seguridad ( safen ess) , que garantizan que el sistema no alcanzara
nunca un estado no deseado; y por la otra propiedades de actividad (liveness), que
garantizan que el sistema, con independencia del estado en el que se encuentre,
alcanzará eventualmente un determinado estado de un cierto conjunto de estados.
Dentro de los modelos formales introducidos distinguiremos los basados en
“representaciones gráficas”, que expresan a un nivel espacial el paralelismo del
sistema, de entre los cuales las Redes de Petri [Pet62] son sin duda el modelo
más divulgado y estudiado, y los modelos algebraicos como CCS [MilSO, Mil89],
CSP [Hoa78, HoaS5], ACP [BeKl84a, BeKl84b], etc, que se basan en un lenguaje
estructurado con una serie de operadores, cada uno de los cuales expresa una forma a
distinta de construir un sistema a partir de otro u otros más simples.
a
1.2 Importancia del tiempo en las especifica-
ciones
Tal y como hemos indicado anteriormente, la aparición de los sistemas en tiempo a
real ha originado que el factor tiempo, que antes era abstraido en los modelos,
pase a ser considerado como un elemento especialmente importante de los mismos.
Evidentemente, si debe diseñarse un sistema que sea capaz de responder a un
cierto estimulo externo en un plazo de tiempo limitado, está claro que el modelo a
que utilicemos debe ser capaz de describir el tiempo a un nivel cuantitativo, y
no sólo cualitativo, para así poder determinar si el diseño realizado satisface los
requerimientos impuestos. Otro ejemplo igualmente interesante lo encontramos
en el diseño de protocolos de comunicación, que constituyen uno de los productos
software de mayor complejidad en su desarrollo. Los problemas que encontramos en
el diseño de protocolos se relacionan con la necesidad de garantizar una fiabilidad J
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superior a la que habitualmente proporciona una vía de comunicación, lo que
conlíeva la aparición dentro del diseño de time-outs, que permiten la reemisión de
un mensaje cuando se detecta, pasado un cierto tiempo, que no se ha recibido el
preceptivo acuse de recibo del receptor del mismo.
En consecuencia, han aparecido diversas extensiones de los modelos clásicos que
incorporan el tiempo como un factor más de diseño. Si nos centramos en primer
lugar en los modelos algebraicos, podemos comenzar citando a Reed y Roscoe,
que han definido una extensión temporizada de CSP [ReRo88] manteniendo los
principios básicos del CSP clásico. En este modelo la ejecución de acciones no
toma tiempo, pero se incluye un nuevo operador (delay) que permite modelar el
paso del tiempo. Además, para evitar que se dé el fenómeno irreal de la ejecución
en un período finito de tiempo de infinitas acciones, es necesario asumir un retraso
mínimo entre la ejecución secuencial de cada par de acciones. Moller y Tofts
[MoToSO]han definido una extensión temporizada del CCS, TCCS, donde de nuevo
las acciones no toman tiempo y se crean nuevos operadores para diseñar el paso
del tiempo, así como un nuevo operador de elección, llamado elección débil. Una
aproximación diferente ha sido adoptada en [OrtSO],donde se define una extensión
temporizada de CSP, TCSP, basada en la idea de asociar duraciones a las acciones.
En el marco de las redes de Petri, contamos de nuevo con referencias mas an-
tiguas, entre las que destacaremos las que dieron lugar al estudio de dos extensiones
temporizadas diferentes del modelo original. En la primera de ellas, las Redes de
Petri con Tiempos (ver[Mer74]) las transiciones no toman tiempo en su disparo,
pero se asocian a cada transición de la red dos números enteros, que representan,
respectivamente, el primer instante en el que la transición puede ser disparada,
y el instante final en el que ésta debe ser disparada, ambos períodos de tiempo
contados desde el momento en el que la transición comienza a estar permitida.
En la segunda extensión, las Redes de Petri Temporizadas (ver [Ram74]), son di-
rectamente las acciones quienes llevan una duración asociada. Es éste el modelo
que estudiaremos a lo largo de esta tesis, centrándonos en el estudio de diversas
propiedades sobre el mismo, obtenidas por lo general extendiendo de forma natural
las propiedades clásicas de las Redes de Petri, concentrándonos en especial en el
estudio de su decidibilidad.
Citaremos por último el modelo de Redes de Petri con Arcos Temporizados
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introducido en [Wal83], que está basado en la asociación de un intervalo de tiempo
a cada arco de la red de la forma (p, t). En dicho modelo los tokens sobre los
lugares tienen también asociada una edad, la cual es O cuando estos son generados,
y va incrementándose con el paso del tiempo, hasta que el token sea consumido
por el disparo de alguna transición. Una transición sólo puede dispararse cuando
cada lugar precondición tenga un conjunto suficiente de tokens válidos, que son
aquellos cuya edad está comprendida en el intervalo asociado al arco que conecta
el lugar con la transicion en cuestión. Aparecen así tokens muertos, cuya edad
ya no les permite intervenir en el disparo de ninguna transición, pudiendo ser por
tanto ignorados en lo sucesivo.
Una línea de investigación diferente, que no será abordada en esta tesis, la
constituye la evaluación de rendimientos, que consiste en la utilización de estos
modelos temporizados para extraer conclusiones acerca de los tiempos esperados
de respuesta, de espera, etc. Se ha desarrollado así al efecto una nueva extensión de
las Redes de Petri, las Redes de Petri Estocásticas [MBC84, F1Na853, que permite
llevar a cabo tales estudios cuantitativos. En consecuencia, la realización de estos
estudios requiere el uso exhaustivo de técnicas probabilísticas, como los procesos
de Markov. Tales resultados se basan en ciertas hipótesis probabilísticas sobre el
comportamiento de la red. Es mucha la investigación reciente centrada en este
campo, citaremos por ejemplo [AMBC84, AMBC86, AMBB+89, RPS4, HV85,
Zub8S, Cam9O].
1.3 Resumen del Trabajo
En el capítulo 2 presentamos las definiciones, notaciones y técnicas que seran
utilizadas en el resto del trabajo. Se describen así las principales técnicas de análisis
de propiedades sobre Redes de Petri: el análisis por enumeración, el análisis por
transformación, el análisis estructural y el análisis por simulación.
En el capítulo 3 se definen las Redes de Petri Temporizadas, asociando dura-
ciones enteras positivas a las transiciones. El marcaje de una Red de Petri Tempo-
rizada incluye por tanto no sólo la distribución actual de tokens sobre la red, sino
también la indicación de qué transiciones están en ejecución, y cuánto tiempo le
queda a cada una de ellas para terminar. En cuanto a la regla de disparo, tenemos
a
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que el disparo de una transición sustrae de forma inmediata los tokens correspon-
dientes (según la regla clásica de disparo) de sus precondiciones, debiendo esperar
para añadir los tokens correspondientes sobre las postcondiciones (también según
la regla de disparo clásica) a que la transición termine su ejecución. Mientras tanto
guardaremos cuenta de dichatransición en la lista de transiciones en ejecución. En
consecuencia, los pasos vacíos son válidos en este modelo, reflejando el paso del
tiempo sin que sea disparada ninguna nueva transición, pero modificándose la se-
gunda componente del marcaje actual en tanto y cuanto no sea vacía, y también
la primera en caso de producirse la terminación de alguna transición en ejecución.
Además, se definen dos semánticas restrictivas para las Redes de Petri Tem-
porizadas, basadas en prohibir la ejecución simultánea de varias instancias de una
misma transición (semántica de secuencias de pasos temporizadas ss-finitas), o
bien únicamente el disparo simultáneo de varias instancias de una misma tran-
sición (semántica de secuencias de pasos sds-finitas).
En la sección 3.2 se definen las extensiones temporizadas de las propiedades
clásicas sobre Redes de Petri, que serán objeto de estudio en los siguientes capítulos.
En concreto se define una versión temporizada del alcance, la alcanzabilidad es-
tricta, que consiste en determinar si un marcaje es alcanzable en un instante de-
terminado. Se definen asimismo dos extensiones temporizadas de la ilimitación,
la s, k-ilimitación lineal y la s-ilimitación uniforme; en la primera de ellas se mira
sí un lugar s puede tener en algún instante fi mayor que k un número de tokens
igual o mayor que fi, mientras que en la segunda se mira si un lugar s desde
cualquier marcaje alcanzable puede llegar a ganar tokens a mayor velocidad que el
paso del tiempo. Definimos también una versión temporizada de la vivacidad, la
fi-vivacidad, que mira si desde cualquier marcaje alcanzable cada transición de la
red es disparable en tiempo fi. Finalmente, definimos la ausencia de fi-bloqueos,
en la que se mira si una red puede bloquearse en tiempo fi.
En el capítulo 4 se presenta una codificación de las redes temporizadas por
medio de redes no temporizadas, que nos permite estudiar la decidibilidad de las
propiedades introducidas en el capítulo 3. La codificación se presenta gradual-
mente, comenzando con una primera versión que permite capturar la semántica de
secuencias de pasos temporizadas ss-finitas de la red dada; es decir, se demuestra
que para toda Red de Petri Temporizada con dicha semántica, toda secuencia de
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pasos temporizada ss-finita puede ser simulada por una secuencía de ocurrencia
sobre la red obtenida por la codificación. En un segundo paso, se presenta una
codificación que cubre la semántica de secuencias de pasos sds-finitas.
Ambas codificaciones se basan en la definición de un autómata de estados finitos 4
que modela la conducta de la red. En ambos casos, los estados del autómata nos
indican las transiciones en ejecución, las entradas los conjuntos de transiciones
disparadas, y las salidas los conjuntos de transiciones que terminan su ejecucion.
Cada transición de estados corresponde al paso de una unidad de tiempo. Los
autómatas obtenidos son posteriormente codificados mediante sendas Redes de
Petri No Temporizadas, en las que se añade además un lugar reloj, cuyo marcaje
representa el instante actual de tiempo, produciéndose en consecuencia la adición
de un nuevo token a dicho lugar cada vez que se produce una transición de estados
en el autómata simulado-
Con dichas codificaciones es posible demostrar la decidibilidad de las propieda-
des introducidas en el capítulo 3, pues las mismas quedan reducidas a propiedades
equivalentes sobre la Red de Petri No Temporizada obtenida, cuya decidibilidad
es conocida o sencilla de demostrar. a
La construcción general, que considera la semántica sin restricciones, se pre-
senta en la sección 4.4. Esta construcción no puede seguir el mismo mecanismo que
las anteriores, pues en general se obtendría como resultado una red con un número
infinito de lugares. Comenzamos entonces considerando Redes de Petri No Tem-
porizadas con la semántica de pasos, sobre las cuales pueden definirse propiedades
análogas a las introducidas en el capitulo 3. Se presenta una codificación de las
mismas mediante la semántica de secuencias de ocurrencia de dichas redes. Dicha
codificación se basa en el disparo secuencial de las transiciones que constituyen un
paso, distinguiendo entre la primera transición y las demás, para contabilizar de
esa forma el número de pasos simulados. Para poder simular correctamente un
paso no se restauran de forma inmediata los tokens obtenidos sobre las postcondi-
ciones, sino que se crean unas copias de los lugares de la red de partida que recogen
adichos tokens, en espera de que finalice la simulación de un paso. Una vez con-
cluida la simulación de un paso se procede a instalar los tokens que se encuentran
sobre dichos lugares sobre los lugares originales.
Esta codificación nos permite probar la decidibilidad de las propiedades citadas
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sobre Redes de Petri No Temporizadas con su semántica de pasos.
En un segundo paso, las Redes de Petri Temporizadas se codifican mediante
Redes No Temporizadas con la semántica de pasos, diviendo cada transición it, en
función de su duración, en nuevas transiciones, cada una de las cuales corresponde
a un instante en la ejecución de it. Esta codificación permite reducir la decidibilidad
de las propiedades introducidas en el capítulo 3 a la decidibilidad de las propiedades
análogas sobre Redes de Petri No Temporizadas con la semántica de pasos.
En el capítulo 5 se definen las Redes de Petri Temporizadas bajo la semántica
de Máximo Paralelismo. Estas redes evolucionan en cada instante disparando un
multiconjunto maximal de transiciones permitidas, lo que en principio obliga a con-
siderar redes sin transiciones autónomas, pues la presencia de las mismas nos con-
duciría a la imposibilidad de encontrar un multiconjunto maximal de transiciones
permitidas. De nuevo se definen dos modelos restrictivos, uno basado en forzar
unícamente el disparo de una instancia de cada transición permitida (máximo para-
lelismo débil), y otro que sólo permite el disparo de conjuntos maximales (máximo
paralelismo débil conjuntista).
Las propiedades introducidas en el capítulo 3, adaptadas a esta semántica de
una forma natural, son analizadas bajo la semántica de máximo paralelismo sin
restricciones. La propiedad de alcance estricto y la ausencia de fi-bloqueos son
trivialmente decidibles, bastando la inspección del árbol de accesibilidad hasta la
profundidad fi (pues no hay transiciones autónomas). Sin embargo, el problema
ordinario de alcance es indecidible, lo que se demuestra definiendo una codificación
de las Redes de Petri con Arcos Inhibidores mediante Redes de Petri Temporizadas
con la semántica de máximo paralelismo. El resto de las propiedades se analizan
mediante una codificación de las máquinas de registros por Redes de Petri Tempo-
rizadas con la semántica de máximo paralelismo. Utilizando la misma se demuestra
la indecidibilidad de las propiedades de ausencia de bloqueos, s, k-ilimitación lineal,
ilimitación, s-ilimitación uniforme, fi-vivacidad y vivacidad.
Posteriormente, en la sección 5.3 consideramos redes con transiciones autóno-
mas (redes no restrictivas), estudiando la decidibilidad del problema de alcance es-
tricto bajo la semántica de máximo paralelismo sobre transiciones no autónomas; es
decir, el máximo paralelismo sólo se aplica sobre las transiciones no autónomas. No
tiene sentido en este caso plantearse la decidibilidad de la ausencia de fi-bloqueos,
j
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debido a la presencia de transiciones autónomas. El resto de propiedades serán ob-
viamente también indecidibles para esta semántica, pues las redes sin transiciones
autónomas son un caso particular de éstas. La decidibilidad del alcance estricto
se demuestra codificando las Redes de Petri No Temporizadas con la semántica
de máximo paralelismo sobre transiciones no autónomas mediante Redes de Petri
No Temporizadas, con la semántica de secuencias de ocurrencia, reduciendo el
problema de alcance estricto a un conjunto finito de problemas de alcance de sub-
marcajes. Después, este resultado se traslada de forma inmediata a las Redes
Temporizadas.
La codificación se basa en considerar para cada transición t y cada lugar p de la
red de partida una colección de fi nuevos lugares. Asimismo, para cada transición
de la red se introducen fi copias de la misma que sustituyen a la transícion original.
Después de simular la ejecución de cada paso, una de las copias indicará el estado
resultante en la red de partida una vez sustraidos los tol=ensde las precondiciones de
las transiciones disparadas, no siendo modificado en lo sucesivo. Esta informacion a
se utilizará al final de la simulación para testear si se ha respetado la condición de
máximo paralelismo sobre las transiciones no autónomas.
En el capítulo 6 se definen varios modelos de Redes con time-oías. Estos
modelos se dividen en dos grupos: modelos sin transiciones especiales, en los que
simplemente se asocia a ciertas transiciones de la red un número entero, que re-
fleja el margen de tiempo que tiene dicha transición para dispararse; y modelos
con transiciones especiales, que consideran la presencia de nuevas transiciones es-
peciales (en tanto y cuanto la regla de disparo las trata de una forma especial),
asociadas a ciertas transiciones de la red. Estas nuevas transiciones sólo están
permitidas, debiendo además ser disparadas entonces, cuando cumple el time-out
de la transición a la que van asociadas.
En ambos casos, definimos cuatro tipos de modelos de time-onta. El primer
modelo que consideramos es el modelo dinámico basado en el estudio de las pre-
condiciones, en el cual un time-oíd empieza a contar desde el momento en que
una transición está permitida, y sólo se desactiva cuando la transición se dispara
o cuando no hay suficientes tokens en un conflicto dinámico para disparar la tran- a
síción simultáneamente junto con el paso ejecutado. Se pueden considerar dos
~.1
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variantes del modelo, según el significado de los time-oías. Una primera posibi-
lidad consiste en considerar que los time-outs representan un tiempo máximo de
disparo, obligando a las transiciones a ocurrir cuando al time-oíd le quede una
unidad de tiempo para cumplir. La segunda posibilidad consiste en imponer que
la red se bloquee si un time-out llega a vencer. En ambos casos, es posible codificar
mediante dichas redes con time-oías las redes con máximo paralelismo débil, de lo
que se concluye que el problema de alcance es indecidible.
El segundo modelo considerado es el modelo dinámico basado en el estudio de
las postcondiciones, en el que un time-out no se desactiva en tanto y cuando la
transición asociada siga estando permitida en el marcaje obtenido tras la ejecución
de un paso. De nuevo es posible considerar dos variantes del modelo; ahora bien, la
primera de ellas, basada en forzar el disparo de conjuntos maximales de transiciones
para las que reste una unidad de tiempo para que cumpla su time-out asociado,
genera un modelo semántico un tanto extraño, por lo que decidimos abandonar su
estudio. En lo que se refiere a la segunda variante, basada en el bloqueo semántico
de la red cuando cumpla un time-out, la indecidibilidad del problema de alcance se
prueba mostrando una codificación en base a dicho modelo de las Redes de Petri
con Arcos Inhibidores.
El tercer modelo considerado es el modelo estático basado en las precondiciones,
en el que un time-out se desactiva tanto con el disparo de una transición, como
con la resolución de un eventual conflicto estructural en el que la transición esté
involucrada. Este modelo semántico captura un máximo paralelismo “débil” en
el que únicamente se obliga a disparar conjuntos de transiciones maximales, en
el sentido de que sus elementos resuelvan todos los conflictos estructurales entre
transiciones activables en el marcaje actual. Pero a pesar de las peculiaridades del
modelo, la codificación de las Redes con Arcos Inhibidores mediante redes dotadas
de la semántica de máximo paralelismo, también es válida para esta semántica, y
por tanto, el problema de alcance es de nuevo indecidible.
El último modelo considerado es el modelo estático basado en el estudio de
las postcondiciones, que funciona fijándose en la estructura de la red, a través del
concepto de resolución de los conflictos estructurales. Así, un time-out se desactiva
cuando se resuelveun conflicto estructural que involucra a la transícion en cuestión,
pero ello sólo si tras la ejecución del paso se han perdido tokens sobre alguno de los
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lugares que motivó dicho conflicto estructural. Tal y como ocurría con el modelo
dinámico basado en las postcondiciones, la semántica de disparos maximales genera
comportamientos extraños, por lo que hemos desechado la profundización en su
estudio. Por su parte, la semántica de bloqueos sigue permitiendo codificar las
Redes con Arcos Inhibidores, por lo que de nuevo se concluye la indecidibilidad del
problema de alcance.
En el capítulo 7 se estudian las Redes Temporizadas con duraciones racionales y
duraciones reales. En este caso, el tiempo ya no es discreto, de modo que no puede
ser controlado por medio de un reloj que avanza como antes, tic a tic a intervalos
regulares, por pequeños que estos sean. Ello hace que el efecto del disparo de un j
multiconjunto de transiciones no pueda reflejarse en base al marcaje correspon-
diente al “instante siguiente” a aquel en el que se produjo. Por el contrario, dicho
efecto tendrá que ser reflejado en el mismo instante del disparo a fin de que quede
constancia inmediata de ello. Imponemos además la restricción de que en cada
instante se dispare a lo más un único multiconjunto no vado de transiciones, por
lo que en cada instante tendremos a lo sumo dos marcajes diferentes. Ello es así
a fin de evitar el disparo “en secuencia” en un mismo instante de tiempo de una
cantidad infinita de transiciones, en contra del principio usual de finitud.
Los marcajes siguen siendo en este caso pares cuya primera componente nos
indica la distribución actual de tokens sobre la red, y cuya segunda componente
señala el conjunto de transiciones en ejecución, junto con el tiempo pendiente para
la finalización de cada una de ellas.
Las Redes con duraciones racionales pueden ser codificadas mediante Redes con
duraciones enteras, lo que nos permite demostrar la decidibilidad del problema de
alcance, del de alcance estricto, de la ausencia de fi-bloqueos yde la fi-vivacidad.
Sin embargo, dicha codificación no nos permite concluir la decidibilidad de las
dos extensiones temporizadas de la propiedad de ilimitación, debido al cambio de
escala que dicha codificación introduce, por lo que de momento dichas cuestiones
han quedado abiertas. J
En el caso de las Redes de Petri Temporizadas con duraciones reales, siguiendo
estas mismas ideas no es posible codificar tales redes por medio de redes con
duraciones enteras. Hemos visto de hecho que no se puede siquiera pensar en una
leve modificación (tan pequeña como fuera precisa) de los instantes de disparo,
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para ajustarlos a instantes racionales cercanos, pues con ello se podrían perder
algunos marcajes alcanzables.
Ahora bien, utilizando una aproximación alternativa al problema, hemos sido
capaces de definir una codificación que permite simular el funcionamiento de una
red temporizada con duraciones reales hasta un cierto instante, la cual presenta-
mos en la sección 7.2. Dicha codificación se basa en el conocimiento del instante
simbólico (midiendo el tiempo tomando como unidades simbólicas las duraciones
de las transiciones) en el que se produciría cada token. Al no compararse en prin-
cipio los instantes de tiempo reales, tenemos que no se produce una simulación
en “tiempo real” del funcionamiento de la red original, sino que se permite un
disparo desordenado en el tiempo de las transiciones de la red original. Entrando
mas en detalle, en lo que se refiere a su posición en las secuencias de ocurrencia
de la red construida por la codificación, cada token de dicha red obtenida va ano-
tado con una cierta informacion, que refleja en la medida precisa la “historia” de
ese token. Se obtiene así una red coloreada (con un conjunto finito de colores),
que como es bien sabido puede ser codificada utilizando Redes de Petri No Tem-
porizadas, con su semantica usual de secuencias de ocurrencia. Utilizando dicha
codificación es posible decidir (al menos siempre que el instante fi considerado no
sea una combinación lineal con coeficientes enteros no negativos de las duraciones
de las transiciones) la propiedad de alcance estricto, la fi-vivacidad y la ausencia
de fi-bloqueos.
Sin embargo, no hemos podido determinar si las extensiones temporizadas de
la propiedad de ilimitación (la s, k-ilimitación lineal y la s-ilimitación uniforme)
son en este caso decidibles o no.
Los capítulos 8 y 9 están dedicados al estudio de la decidibilidad de la bisi-
mulación preservando historias (ver [RT88, Vog9lj). En concreto, en la sección
8.1 revisamos un concepto clásico de la teoría de Redes de Petri Ordinarias, como
el que constituyen los procesos de Redes de Petri. En la sección 8.2 definimos
los cap-procesos, que capturan cada paso ejecutado sobre la red de partida en
un solo evento, para estudiar si con tal modificación se obtiene una información
sobre paralelismo más refinada, obteniendo una respuesta negativa, que fortalece
la elección de la definición clásica de dicho concepto.
En la sección 8.3 se incluye la demostración de Vogler [Vog9l] de la decidibilidad
a
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de la bisimulación preservando historias para Redes No Temporizadas 1-seguras
con su semántica de secuencias de ocurrencia, extendiéndose dicho resultado para
la semántica de pasos. Dicha demostración se basa en el concepto de maTcaje
ordenado, que introduce en el concepto de marcaje una cierta información que
nos indica el orden de generación de sus tokens. En base a dicha información se
define una nueva relación (OM-bisimulación), que se prueba es equivalente a la
bisimulación preservando historias. De dicha equivalencia, y teniendo en cuenta
que el número de posibles marcajes ordenados de una Red de Petri No Tempo-
rizada 1-segura es finito, se concluye la decidibilidad de la bisimulación preservando
historias.
Posteriormente, en la sección 8.4 extendemos dichos resultados a redes n- a
seguras con su semántica de pasos. Se prueba primero el resultado para una
semántica de secuencias de ocurrencia (sobre redes n-seguras), tal como se hizo en a
la sección anterior, y después se extiende dicho resultado a la semántica de pasos.
En el capítulo 9 se demuestra la decidibilidad de la bisimulación preservando a
historias para Redes de Petri Temporizadas 1-seguras. Para ello, en la seccion
9.1 se definen los procesos temporizados, que extienden de forma natural a las
Redes de Petri Temporizadas el concepto de proceso. Se define un concepto de
compatibilidad entre procesos temporizados y secuencias de pasos temporizadas,
y se prueban resultados similares a los presentados en la sección 8.1.
La sección 9.2 está dedicada a la prueba de la decidibilidad de la bisimulación
preservando historias para Redes de Petri Temporizadas. La demostración está
inspirada en la prueba de la citada propiedad para redes sin tiempos, presentada
en el capítulo 8. Así, se comienza definiendo el concepto de marcaje ordenado
temporizado, que en este caso requiere incorporar una tercera componente, que
nos indica que tokens existentes en la red serán menores o iguales que los que
genere, cuando termine, cada transición en ejecución. Posteriormente se define
la TOM-bisimulación, versión temporizada de la OM-bisimulación, demostrándose a
que es equivalente a la bisimulación preservando historias, lo que permite de nuevo
concluir la decidibilidad de esta última nocion. a
Para finalizar, en el capítulo 10 presentamos un resumen de algunos trabajos
relacionados, en los que se definen diferentes modelos temporizados de Redes de
Petri, y se estudian diversas propiedades sobre los mismos. Hemos dejado para el
-M
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final la presentación de los trabajos relacionados, en contra de lo que suele ser usual,
porque aparte de ciertas definiciones, no hemos encontrado en la bibliografía a la
que hemos tenido acceso trabajo alguno en la misma línea que el nuestro, de modo
que no siendo necesaria la lectura previa de dichos trabajos para una completa
comprensión de nuestro trabajo, hemos preferido dejar dicho estudio para el final,
una vez que esté ya disponible todo el bagaje técnico desarrollado a lo largo de
nuestro trabajo, evitándose así repeticiones innecesarias.












En este capítulo presentamos una revisión de los principales conceptos relacionados
con las Redes de Petri. Por tanto, el objetivo de este capítulo será proporcionar la
base de trabajo de los siguientes, así como fijar la notación que va a ser utilizada
a lo largo de la tesis. Puesto que los resultados presentados en este capitulo son
clásicos en la teoría sobre Redes de Petri, algunas demostraciones son omitidas,
indicando únicamente las citas bibliográficas en las que pueden encontrarse.
2.1 Notación
La notacion empleada a lo largo de este trabajo será la siguiente:
1. Números
Denotaremos por ]N los números naturales incluyendo el 0, por IN+ los natu-
rales excluyendo el 0, y denotaremos por Z al conjunto de números enteros.
Asimismo, denotaremos por Q los números racionales, y por Q+ los números
racionales positivos.
2. Conjuntos y Multiconjuntos
Utilizaremos la notación usual para trabajar con conjuntos. El cardinal de
un conjunto A se denotará de la forma IAL
Los multiconjuntos se considerarán formalmente como funciones con codo-
mimo en IN, aunque en ocasiones se utilizará para ellos una notación con-
juntista. Así, diremos que x E R, para un multiconjunto E A —* ]N su
15
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R(x) > 0; asimismo utilizaremos el símbolo I~ para denotar el multiconjunto
vacío (R(z) = 0, Vx E A); mientras que, por ejemplo, un multiconjunto que
consta de dos instancias de un elemento x y una instancia de un elemento y
será denotado en la forma {2x, ly}. Dado un conjunto A, denotaremos por
8(A) el conjunto de multiconjuntos sobre A.
3. Relaciones
Dado un conjunto X, una relación sobre X será un conjunto R C X >< X.
Llamaremos dominio de R al conjunto dom(R) definido de la forma siguiente:
dom(R) = {x EX ¡ ]y EX : (x,y) E R}
y codominio de R al conjunto cod(R) definido como sigue:
cod(R)={xeX¡~yEX:(y,x)ER} a
Dada una relación R, se define el cierre reflexivo y transitivo de R, R, como
sigue:
R={(x,y)¡x=y y ~ (z,xí)ER,...,(z~,y)ER}
Asimismo, se define el cierre transitivo de R, R+, como sigue:
a
{(x, y) ~x1,... , x,~, (x, x1) e R, . .., (x~, y) e R}
4. Vectores
La notación empleada para representar los vectores será la usual, mediante
tupías. En el caso de vectores con componentes en IN, diremos que y w su
todas las componentes de y son mayores o iguales que las correspondientes
de u,. Además, diremos que u > w si u w y u w.
2.2 Redes de Petri
Definición 2.1 (Redes de Petri Ordinarias)
Una terna N = (P, T, F), formada por dos conjuntos P y T, y una relación F
definida sobre P U T, se dice que es una Red de Petri Ordinaria si satisface:
LPflT=0
~.6
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Pi P2
Figura 1: Ejemplo de Red de Petri
2. F C (P x T) U (T>< P)
3. dom(F) U cod(F) = P U T
Al conjunto P se le llama conjunto de lugares, al conjunto T conjunto de tran-
siciones y a E relación de flujo. E relaciona lugares con transiciones en forma
de arcos entre lugares y transiciones o entre transiciones y lugares. Salvo que
se indique lo contrario, supondremos que las redes con las que trabajaremos son
finitas (los conjuntos P y T son finitos). Las redes de Petri pueden representarse
gráficamente por medio de grafos bipartitos, que son grafos que constan de dos
tipos de nodos (lugares y transiciones). Los lugares se representan con círculos y
las transiciones con rectángulos.
Sea el conjunto X = PU T. Entonces, para todo x E X se definen los conjuntos
siguientes: % = {y E XI(y,x) E F} (preconjunto de x), a? = fi E X¡(x,y) E
fi (postconjunto de x).
Se dice que N es T-restringida su t = = 0 Vt E T. O
Ejemplo 2.1 SeaN = (P,T,F), siendo:
P = {P1, ¡~2, PSI
T = {t1, t2}
E = {(pí,ti), (p2,tí), (tí,ps), (pa,t2)}
ti
PS
Esta red está representada gráficamente en la figura 1. O





Figura 2: Ejemplo de Red de Petri Marcada
Definición 2.2 (Marcajes de Redes de Petri Ordinarias)
Sea N = (P,T,F) una Red de Petri Ordinaria. Una función M : P —* IN se
llama un marcaje de N. Entonces, (P, T, F, M) se llama una Red de Petri Ordinaria a
Marcada. O
Los marcajes de las redes de Petri se representan gráficamente incluyendo en
cada lugar tantos puntos como tokens le corresponden, o bien anotando cada lugar
con el número de tokens asociado al mismo.
Ejemplo 2.2 En la Red de Petri del ejemplo 1 podemos considerar el siguiente
marcaje:
M(pi) = 1, ?vI(p2) = 1, M(pa) = O a
La representación gráfica de la misma, correspondiente a la primera variante, puede
verse en la figura 2.
La semántica de una Red de Petri está definida mediante la siguiente regla de
disparo, que define el marcaje alcanzado tras el disparo de una transícion. a
Definición 2.3 (Regla de Disparo)
Sea N = (P, T, F, M) una Red de Petri Ordinaria Marcada. Una transición t E T
se dice que está permitida bajo el marcaje M, lo cual se denota por M[t>, si para
todo lugar p EF tal que (p, t) EF se verifica M(p) >0. S
El disparo de una transición permitida t bajo el marcaje M resulta en un nuevo
marcaje de la red, M’, definido de la forma siguiente:
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siendo Wj(z) = 1 si z E F y Wj(x) = 0, para x ~ F, para todo x E (T x P) u
(P x T). Ello se denota en la forma M[it>M’. O
Ejemplo 2.3 En el ejemplo 2, el disparo de la transición t~ conduce la red al
marcaje M’:
M’(pi) = 0, M’(p2) = 0, M’(pa) = 1
O
Definición 2.4 (Activación Concurrente de Transiciones)
SeaN = (P, T, F, M) una Red de Petri Ordinaria Marcada. Sea R C T un conjunto
de transiciones de la red. Se dice que las transiciones de R están permitidas
concurrentemente, lo que se denota por M[R> su M(p) =ZtERWÁP,t), Vp E P,
donde Wj(p,t) está definido de la misma forma que en la definición anterior.
Podemos incluso extender esta definición a multiconjuntos, permitiendo así la
posibilidad de que varias instancias de una misma transícion sean disparadas en
un solo paso. De esta forma, diremos que un multiconjunto de transiciones R está
permitido bajo el marcaje M su M(p) =Z~6~Wí(p,t) . R(t), Vp E P.
El disparo de un multiconjunto de transiciones R bajo el marcaje M conduce
la red a un nuevo marcaje M’, dado por:
M’(p) = M(p) — 2 (W~(p,t) — Wj(i,p)) . R(I)
tET
Esta evolución de la red en un solo paso la denotaremos por M[R>M’. O
Definición 2.5 (Redes de Petri Generalizadas)
Una Red de Petri Generalizada (aunque en el futuro nos permitiremos eventual-
mente la licencia de llamarlas simplemente Redes de Petri) es una tupía 1V =
(P, T, F, 1=1,W), donde:
1. (P, T, E) es una Red de Petri Ordinaria.
2. K : P —* IN u {oo} es una función que indica el número máximo de tokens
que puede haber en cada lugar (función de capacidad).
3. W : F ..* es una función que indica la multiplicidad de cada arco
(pesos de los arcos).
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Se suele omitir la función de capacidad, por innecesaria, si ésta es infinita para
todos los lugares. Además, es usual extender la definición de W a todo el universo
a
de posibles arcos, haciéndola nula para pares (p,t) o (t,p) que no estén en F. O
Definición 2.6 (Regla de Disparo para Redes de Petri Generalizadas) a
Sea N = (P, T, F, K, W) una Red de Petri Generalizada.
1. Una función M : P —* IN se dice que es un marcaje de N su M(p) =J=}p),
para todo p E P.
2. Una transición it E T está permitida bajo un marcaje M, lo que se denota
por M[it> su W(p,t) =M(p) =K(p) — W(t,p), para todo p E P. El
disparo de t resulta en un nuevo marcaje de la red M’, dado por: M’(p) =
M(p) — W(p,t) + W(t,p), para todo p E P. De nuevo, esta evolución la a
denotamos por M[t>M’.
3. Un multiconjunto de transiciones R está permitido bajo el marcaje Al, lo
que se denota por M[R>, si y sólo si M(p) =E~ET W(p,t) - R(t). El disparo
de Ji resulta en un nuevo marcaje M’, dado por:
M’(p) = M(p) — Z(W(p, it) — W(t, p)) - R(t), Vp E P
¿EV
Lo que se denota por M[R>M’.
E
Definición 2.7 Sea N = (F, T, E, K, W, Mo) una Red de Petri Marcada.
1. Se dice que a = M0t1M1 ... es una secuencia de ocurrencia finita de N
si y sólo si Vi E {1,. . . , n}, M¿...i[it~>M¿. En algunas ocasiones denotaremos
las secuencias de ocurrencia en la forma ti ... it,,, ya que a partir del marcaje
de partida M0 y a partir de la secuencia de transiciones disparadas a partir
de él, es posible obtener los demás marcajes M1.
Extendemos la notación habitual a secuencias de ocurrencia, obteniendo
aMo[a>M~. Se denota mediante L(N, M0) al conjunto de secuencias de ocu-
rrencia de 1V que parten de M0.
a
a
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2. Se dice que a = M0R1M1 ... R,,M,, es una secuencia de pasos finita de N si
y sólo si Vi E {1,. . .,n}, M~..i[R2>M~. De nuevo se extiende la notación ha-
bitual a secuencias de pasos: Mo[a>M,,. Se denota por P(N, Mo) al conjunto
de secuencias de pasos de 1V que parten de M0.
En lo sucesivo trabajaremos usualmente sobre la semántica de secuencias de
ocurrencia, salvo que explícitamente se indique lo contrario.
Definición 2.8 (Matrices de Incidencia)
Sea 1V = (P, T, F, W, M0) una Red de Petri Marcada.
1. Se dice que 1V es pura su Vt E T, Vp c P, WQ,p) . W(p,t) = 0.
2. Si 1V es una red pura, podemos definir su matriz de incidencia previa, W =
(c75), i = 1,...,jPj;j = 1,...JT¡, siendo c[5 = W(p~,t5), y su matriz
de incidencia posterior C~ — (ci), i = 1,...JP¡;j = 1,...,LT~, siendo
— W(tj,p5).
3. Si 1V es una red pura se define su matriz de incidencia C por medio de
C—C~-Cm
o
La matriz de incidencia puede ser definida también sobre redes que no sean
puras, pero en tal caso no caracteriza a las mismas, pues una misma matriz de
incidencia corresponde a varias redes diferentes.
Ejemplo 2.4 Es sencillo obtener dos Redes de Petri diferentes con la misma ma-
triz de incidencia. Para ello basta tomar una Red de Petri Ordinaria y elegir
un lugar y una transición no conectados inicialmente, y conectarlos formando un
íoop. Por ejemplo, las dos redes de la figura 3 tienen la misma matriz de incidencia.
De hecho, si se trabaja con Redes Generalizadas el añadido se puede hacer sobre
cualquier par.
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o
Figura 3: Dos Redes de Petri con la misma Matriz de Incidencia
Proposición 2.1 (Ecuación de Estado) a
Sea 1V = (P, T, F, W, M0) una Red de Petri Marcada Pura, a c L(N, M0), y
Mo[u>M. Entonces se tiene: M M0 + O &, siendo & el vector de Parikh
asociado a la secuencia o-, que está definido como 5-(i) =número de ocurrencias de
la transición t~ en la secuencia a.
Demostración: Sea la secuencia de marcajes producida a lo largo de la ejecución
de a: M0t~1M1 ... ~ Entonces, de la regla de disparo se concluye que Al1 =
M0 + O U11, siendo U11 el vector cuyas componentes son todas nulas, salvo la




Ahora bien, Z U1, = &, lo que termina la demostración.
2.3 Análisis de Redes
a
Cuando se plantea el diseño de un sistema, aparte del interés que suscita el tener
un modelo gráfico del mismo, resulta importante disponer de herramientas que
nos permitan obtener propiedades a partir del modelo considerado. En el caso de
los sistemas concurrentes, la verificación del cumplimiento de ciertas propiedades
a
se hace más difícil que en el caso de los sistemas secuenciales, por lo que dichas
herramientas cobran un particular interés. El análisis de la conducta de los sistemas
atiene por objeto determinar el cumplimiento de ciertas propiedades, como por
ejemplo, que el número de procesos en una cierta cola del sistema no excede cierta
a
a
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cantidad, que se garantiza la exclusión mutua en el acceso a cierto recurso del
sistema, etc.
En el caso de las Redes de Petri, junto con su notable interés para el modelado
de sistemas, por su naturaleza gráfica que permite tener un modelo fácilmente com-
prensible de un sistema, se tiene también una herramienta poderosa para analizar
formalmente el cumplimiento de determinadas propiedades de buena conducta de
los mismos, como la ausencia de bloqueos, la alcanzabilidad de un cierto estado,
la posibilidad de alcanzar la situación de partida del sistema con independencia de
su estado actual, etc.
Habitualmente se dividen las propiedades de los sistemas en dos clases:
2.3.1 Propiedades de Seguridad
Garantizan que el sistema no alcanzará nunca un conjunto de estados no deseados,
o que nunca ejecutará una secuencia de pasos que pertenezca a un determinado
conjunto.
Son propiedades de Seguridad las siguientes:
1. Propiedad de Alcance. Un marcaje LVI de una Red de Petri Marcada
1V = (P, T, F, W, M0) se dice que es alcanzable en N su existe una secuencia de
ocurrencia o- E L(1V, M0) tal que Mo[a>M. Denotamos por [Mo>al conjunto
de marcajes alcanzables en N a partir del marcaje inicial M0, y por [M> al
conjunto de marcajes alcanzables en 1V a partir de un marcaje M.
2. Propiedad de Seguridad. Una Red de Petri Marcada 1V = (P, T, F, W,
M0) es n-segura, para un cierto n E IN dado, si todo marcaje alcanzable M
a partir de Kl0 cumple la propiedad M(p) =n, para todo p E P. Las redes
1-seguras se llaman habitualmente seguras, y en ellas los marcajes pueden
identificarse con subconjuntos de lugares.
Bajo los mismos requisitos, se dice que un lugar p E P es n-seguro si M(p) <
n, para todo marcaje alcanzable Kl a partir de M0.
3. Propiedad de Limitación. Sea 1V = (P, T, F, W, M0) una Red de Petri
Marcada. Se dice que un lugar p E P es limitado si existe un numero natural
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n E IN tal que dicho lugar es n-seguro; y se dice que 1V es limitada si todos
sus lugares son limitados.
4. Ausencia de Bloqueos. Dada una Red de Petri Marcada 1V = (P, T, F, W,
y un marcaje alcanzable Kl a partir de M0. Se dice que Kl es un marcaje a
muerto si no existe ninguna transición permitida bajo dicho marcaje. La red
1V se dice que está libre de bloqueos si no existe ningún marcaje alcanzable
muerto.
5. Conservación Respecto a un Vector de Pesos. Sea una Red de Petri
Marcada 1V = (P,T,F,W,M0), con P = {p~,... ,p,,}. Se dice que 1V es
conservativa respecto a un vector de pesos w, con w E IN”, si para todo




6. Cubrimiento de Marcajes. Sea una Red de Petri Marcada 1V =
(P, T, F, W, Nf0). Dado un marcaje Kl de 1V, se dice que N cumple la a
propiedad del cubrimiento de marcajes para el marcaje Kl si existe M’ E [Mo>
tal que Nf’ > Kl.
NOTA: Para ser más precisos, la alcanzabilidad no es exactamente una propiedad
de seguridad, sino la negación de la propiedad, la no alcanzabilidad. Análogamente a
ocurre con el cubrimiento de marcajes.
2.3.2 Propiedades de Actividad
Garantizan que el sistema, con independencia de su estado actual, podrá even- a
tualmente alcanzar un determinado estado de un cierto conjunto de estados, o
podrá eventualmente ejecutar una cierta secuencia de eventos. Son propiedades de a
actividad las siguientes:
1. Vivacidad. Sea 1V = (P, T, F, W, M0) una Red de Petri Marcada. Una
transición it E T se dice que es viva si para todo marcaje alcanzable Kl E [Mo>
existe una secuencia de ocurrencia a que parte de M tal que a = it1 ... it,,,, a
con it,,, = it. Se dice que N es viva si todas sus transiciones son vivas.
a
a
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2. Home State. Sea 1V = (1’, T, F, W, Nf0) una Red de Petri Marcada. Se dice
que un marcaje Kl de 1V es un home sitate si para todo Nf’ E [no>se tiene
Nf E [~‘>~
3. Home Space. Sea N = (P, T, F, W, Kb) una Red de Petri Marcada. Se dice
que un conjunto de marcajes M es un home-space de N si para todo marcaje
Nf’ E [no>existe un marcaje Nf” E M tal que Nf” E [Nf’>.
4. Ciclicidad. Sea 1V = (P, T, F, W, Nf0) una Red de Petri Marcada. Se dice
que 1V tiene un comportamiento cíclico si para todo marcaje M E [Mo>existe
una secuencia de ocurrencia a que parte de Nf tal que Kl[o)Klo.
2.3.3 Decidibilidad del Alcance y la Vivacidad
Al abordarse el estudio de la decidibilidad de algunas de estas propiedades ante-
riormente citadas, se comprobó que en absoluto se trataba de problemas sencillos,
no encontrándose en principio en la mayor parte de las ocasiones mas que un me-
canismo de reducibilidad que nos permitiría resolver unos problemas reduciéndolos
a otros en apariencia mas sencillos. De esta forma, la decidibilidad de la propiedad
de alcance apareció como básica para resolver la decidibilidad de las demás. Sin
embargo, pronto se constató que la prueba de la decidibilidad del alcance no era
ni mucho menos sencilla. Por ello, se plantearon las siguientes propiedades rela-
cionadas con la alcanzabilidad, a las que se consiguió reducir esta última.
1. Propiedad de Alcance de Submarcajes. Sea 1V = (P, T, F, W, Nf0) una
Red de Petri Marcada. Dado P’ C P, se dice que 1V cumple la propiedad
de Alcance de Submarcajes para P’ si existe un marcaje Nf’ E [A¡Io>tal que
M’(p) = Nf(p), Vp E P’.
2. Propiedad de Alcance Nulo. Sea 1V = (P, T, F, W, Nf0) una Red de Petri
Marcada. 1V cumple la propiedad de Alcance Nulo su fi E [no>,donde O es
el vector cuyas componentes son todas nulas.
3. Propiedad de Alcance Nulo de un Solo Lugar. Sea 1V = (P,T,
F, W, M0) una Red de Petri Marcada. Dado p~ E P, se dice que 1V cumple
la propiedad de Alcance Nulo de un Solo Lugar para Po si existe un marcaje
M E [no> tal que Kl(po) = 0.
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Teorema 2.1 En lo que a su decidibilidad se refiere, son equivalentes los siguientes
problemas.
1. El problema de alcance.
2. El problema de alcance de submarcajes.
3. El problema de alcance nulo.
4. El problema de alcance nulo de un solo lugar. a
Demostración: Ver [Pet8l]. O
Sin embargo, a pesar de este resultado, posteriormente se vio que la dificultad
de resolver cualquiera de los tres nuevos problemas introducidos es la misma que a
la de resolver el problema de alcance. En todo caso, aunque no se conocía si esta
propiedad era decidible, sí se obtuvieron resultados que ya dejaban ver que en caso a
de que fuera decidible, la complejidad del algoritmo empleado sería prohibitiva
(por ejemplo, Lipton [Lip76l demostró en 1976 que un algoritmo para resolver el a
problema de alcance requeriría al menos una cantidad exponencial de espacio de
almacenamiento y de tiempo con respecto al número de arcos de la red). Final-
mente, la decidibilidad del problema de alcance fue resuelta en 1981 por Mayr
(ver [May8l]), y más tarde por Kosaraju (ver [KosS2])que corrigió algunos errores
de la demostración original. Pueden encontrarse demostraciones más legibles en
[Lam86, Reu9O, Lam92].
Una vez probada la decidibilidad del problema de alcance, se obtuvo inme-
diatamente la decidibilidad del problema de vivacidad, pues previamente [PetSl]
también se había probado que dicho problema era equivalente al problema de
alcance. Posteriormente pudo hacerse lo propio con otras propiedades. Así [Fru86]
probó la decidibilidad de la propiedad de ser home-st ate, posteriormente extendida a
a home-spaces en [JoFr9ll.
2.3.4 Técnicas de Análisis de Propiedades
Las técnicas de análisis de propiedades de Redes de Petri suelen clasificarse en 4
grupos:
a
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• Análisis por enumeracion.
• Análisis por transformacion.
• Análisis estructural.
• Análisis por Simulacion.
Análisis por enumeración
En el análisis por enumeración se construye un árbol de marcajes, que expresa las
posibles evoluciones de la red. El árbol así obtenido se llama árbol de accesibilidad,
el cual es en general infinito. Por ello, aún a costa de perder cierta información
se define el llamado árbol de cobertura, que es siempre finito (para redes finitas),
lo que permite estudiar sobre él aquellas propiedades para las que dicho árbol
proporcione la información necesaria para establecer su decidibilidad.
Definición 2.9 (Arbol de Cobertura)
Sea 1V = (P, T, F, W, Kl0) una Red de Petri Marcada. Se define el árbol de cobertura
de N, T(N), de la forma siguiente:
1. La raíz se etiqueta con el marcaje inicial Nf0.
2. Un nodo x etiquetado con un marcaje M es una hoja del árbol si ocurre una
de las siguientes posibilidades:
(a) O bien no existe ninguna transición permitida bajo Kl.
(b) O bien hay un nodo y, y # x, en el camino que va desde la raíz a x,
etiquetado también con Nf.
3. Si x es un nodo con etiqueta Nf, y no es una hoja, entonces para cada tran-
sición t permitida por Nf se introduce un nuevo arco en el árbol, etiquetado
con esa transición t, con destino en un nuevo nodo y, cuya etiqueta se obtiene
en base a los pasos siguientes:
(a) Para todo lugar p E P se calcula: Ñ(p) = M(p) + VV(p,t) — W(t,p).
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(b) Si en el camino de la raíz a x hay un nodo z, z y, con etiqueta Nf”
tal que: AI(p) =M”(p), para todo p E E, entonces se etiqueta el nodo
y con Nf’, definido de la forma siguiente:
M’(p) = f Ñ(p) si ÑI(p) M”(p)
w en caso contrario
(c) Si la condición anterior resulta falsa, se hace Nf’ = Nf, y el nodo y se
etiqueta con Kl’.
En esta definición se considera que n <w, Vn c Dl, y que n + w = w + n =
w + w = w — n = ca, Vn E Dl. E a
Teorema 22 El árbol de cobertura de toda Red de Petri Marcada 1V, T(N), es
finito.
Demostración: Ver [Pet8l]. E
a
No es posible decidir mediante el árbol de cobertura la propiedad de alcance,
pues no puede establecerse si un marcaje concreto pertenece o no al alcance de a
la red. Sin embargo, sí es posible decidir el cubrimiento de marcajes, así como la
seguridad, limitación y conservación (ver [Bes86, BF86, Pet8l]).
El siguiente teorema, extraido de [Fru86], establece que para toda red 1V es
posible encontrar un conjunto finito de marcajes accesibles con la propiedad de que a
cualquier marcaje accesible de 1V cubre a alguno de los marcajes de este conjunto.
Teorema 2.3 Sea 1V = (E, T, F, W, Nf0) una Red de Petri Marcada. Existe un
conjuntofinito de marcajes alcanzables en 1V, {AJk,.. . jV4}, tales que VM e
existei E {1,.,b} tal que Nf~ ~ Nf.
Demostracion: Ver [Fru86l. E
Análisis por transformación
a
En el análisis por transformación se aplican diversos mecanismos de reducción de
redes que se aplican a una red para obtener redes más sencillas, que preservan
algunas propiedades de la red de partida, lo que permite estudiar sobre estas
ultimas dichas propiedades. Las simplificaciones más usuales consisten en elirmuar
a
a
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los lugares implícitos (ver [5if78,Esp9O]), lo que conserva la vivacidad y limitación
de la red de partida, o bien el reemplazamiento de una subred por un único lugar
(ver [Bra86]),cuando ésta cumple ciertas condiciones. De nuevo, esta reducción
preserva la limitación y vivacidad. Otras técnicas de reducción (ver [BersO,Bra86])
se basan en sustituir un lugar por un conjunto de transiciones, o en la eliminación
de algunas transiciones irrelevantes en el funcionamiento de la red, etc.
Análisis Estructural Basado en el Algebra Lineal
Los métodos de análisis estructural estudian las propiedades de las redes de Petri
haciendo uso exclusivamente de su topología. Estos métodos se dividen en dos
grupos, con relación a las herramientas que utilizan: Métodos basados en el álgebra
lineal y métodos de cerrojos y trampas.
Los métodos de análisis estructural basados en el álgebra lineal se apoyan en
la ecuación de estado de la red (trabajan por tanto sobre redes puras). Para ello
definen los P-invariantes como P-vectores anuladores izquierdos de la matriz de
incidencia.
Definición 2.10 (P-invariantes)
Sea 1V = (P, T, F, W, Nf0) una Red de Petri Marcada Pura. Entonces, a los vectores
V : P —* Z se les llama P-vectores.
1. Un P-vector 1 se llama un P-invariante de 1V si Jl’•G = 0, siendo O el vector
cuyas componentes son todas nulas.
2. El soporte de un P-vector H C Z~ se define como sigue:
PH = {p E P II(p) # 0}
3. Un P-invariante 1 de N se dice que es no-negativo si todas sus componentes
son mayores o iguales que 0.
4. Un P-invariante no-negativo se dice que es minimal si no hay otro P-inva-
riante 1’ no-negativo tal que O < 1’ < 1.
aa
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5. Un P-invariante positivo (todas sus componentes son positivas o nulas, pero
al menos una es estrictamente positiva) se llama un P-semiflujo.
o
a
La ecuación T~ O = O puede ser resuelta mediante el algoritmo de Farkas
(ver [MeVa86]),que proporciona un conjunto de generadores del conjunto de P-
semifiujos soluciones. La siguiente proposición demuestra que los P-semiflujos
minimales generan todas las soluciones de y’ . O = 0, con Y un vector con coefi-
cientes en Q~ U {0}.
Proposición 2.2 Sea una Red de Petri Marcada Pura 1V = (P,T,F,W,Mo) y O
su matriz de incidencia. Sea Y un vector con coeficientes en Q+ U {0} tal que
y’. O — 0. Entonces, Y = E AiY1, siendo los Y, P-semiflujos minimales de 1V.
Demostración: Ver [Esp9O]. O
a
La siguiente propiedad de los P-invariantes permite resolver el problema de la
conservacion.
Proposición 22 Sea una Red de Petri Marcada Pura 1V = (P, T, E, W, Al0) y sea
1 un P-invariante suyo. Entonces VK’ e [Nf0>,: 1’ . Nf — Nf0.
Demostración: Basta aplicar la definición de P-invariante y la ecuación de
estado, multiplicando dicha ecuación por su izquierda por J~. o
De esta propiedad se concluye que si 1V es una Red de Petri Marcada Pura
dotada de un P-semiflujo, entonces 1V es conservativa respecto de dicho P-semiflujo.
Además, aunque dicha propiedad no permite resolver el problema de alcance, sí
permite demostrar que un determinado marcaje no está en el alcance de la red.
Es decir, un marcaje determinado Nf no estará en el alcance de 1V si Il’ . Kl #
I~• Nf0. Otra propiedad que puede ser resuelta mediante el uso de P-semiflujos es la
seguridad, pues una consecuencia de que el número entero n = Jr. Nf sea constante
para todos los marcajes alcanzables es que todos los lugares de N asociados a
componentes no nulas de 1 (lugares del soporte de 1) son n-seguros.
Lamentablemente, la propiedad anterior de invarianza de la cantidad 1~ . Kl no
caracteriza plenamente a los P-invariantes, es decir, el recíproco no es en general
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cierto. Ello se debe a la posibilidad de que en el marcaje inicial no contemos con
suficientes tokens como para poner a prueba todas las transiciones del sistema.
Sin embargo, si fortalecemos un poco las condiciones del marcaje de partida, con-
seguimos un recíproco.
Teorema 2.4 Sea N = (P, T, F, W, Nf0) una Red de Petri Marcada Pura, con Nf0
un marcaje que cumple la siguiente propiedad: Vi E T BNf~ E [Mo>que permite la
activación de t. Sea además 1 un P-vector tal que Il’. Nf = jT~ Nf0, para todo
Kl E [~o>•Entonces 1 es un P-invariante de 1V.
Demostración: Para cada transición it sea el marcaje Nf~. El disparo de it bajo
dicho marcaje proporciona el marcaje Nffl dado por:
= Nf~ + C(—,t)
Ahora bien, por la hipótesis efectuada sobre 1, 1’ . Nf; = 1’ . Nf~, lo que implica:
IT. C(—,it) = 0. Esto es válido para todo it, por tanto Il’ O = 0. E
De forma totalmente simétrica podemos definir los T-ir¿variantes, como anu-
ladores derechos de la matriz de incidencia. Ellos nos permitirán resolver también
algunos de los problemas planteados.
Definición 2.11 (T-invariantes)
Sea 1V = (P, T, F, W, Al0) una Red de Petri Marcada Pura. Un vector de la forma
J : T —> 2 se llama un T-vector.
1. Se dice que un T-vector J es un T-invariante de 1V su O . J = 0, siendo O la
matriz de incidencia de 1V.
2. un T-invariante de 1V se dice que es no-negativo su todas sus componentes
son mayores o iguales que 0.
3. Un T-invariante no-negativo J de N se dice que es minimal si no existe otro
T-invariante no-negativo Y tal que O < J’ < J.
o
El teorema siguiente relaciona los marcajes reproducibles (home-states) con los
T-invariantes.
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Teorema 25 Sea 1V = (P, T, F, W, Nf0) una Red de Petri Marcada Pura, y sea
Al un home-state de 1V. Entonces, las transiciones de cada secuencia de ocurrencia a-
u tal que Nf[a>M constituyen el soporte de un T-invariante no-negativo de 1V.
Demostración: Inmediata, a partir de la ecuación de estado.
Su recíproco es igualmente cierto, lo que transforma este teorema en una
a
propiedad caracterizadora de los T-in variantes.
Teorema 2.6 Sea 1V = (Y, T, E, U,!, Kb) una Red de Petri Marcada Pura y sea J
un T-invarianite no-negativo de 1V. Entonces existe un marcaje Klj, reproducible
con el disparo de las transiciones del soporte de J, disparadas tantas veces como a
índique la correspondiente componente en J.
Demostración: Basta considerar el marcaje Nfj(p) = 2 J(it) . W(p, t), Vp c ~. atEp.
Su definición es correcta, al ser T no-negativo. Basta entonces aplicar la ecuacion
deestadoparaobtenerNfj+C~J=Mj+0Nfj. O s
No obstante, la ciclicidad de la red no puede ser resuelta mediante el simple
a
uso de T-invarianites. De hecho, tal cosa no puede garantízarse ni siquiera aunque
cada estado alcanzable sea un home-sitate.
a
Análisis Estructural Basado en Cerrojos y Trampas
El otro tipo de técnicas estructurales se apoyan en los conceptos de cerrojos y
trampas, que son propiedades puramente estructurales, prescindiendo del marcaje
de la red en un momento dado. Los cerrojos son conjuntos de lugares, que una vez
que han perdido conjuntamente sus tokens permanecen desmarcados por siempre.
Simétricamente, las trampas son conjuntos de lugares que permanecen marcados
una vez que tienen un token-
Definición 2.12 (Cerrojos y Trampas)
Sea 1V = (Y, T, E, Nf0) una Red de Petri Ordinaria Marcada Pura Fuertemente J
Conexa (es decir, desde cualquier nodo, ya sea transición lugar, se puede ir a
cualquier otro nodo).
1. SC Pse llama un cerrojo deN su SG S.
J
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2. SC Pse llama una trampa deN su S GS.
3. Un cerrojo (resp. trampa) se dice que es minimal su no existe otro cerrojo
(resp. trampa) contenido en él de forma estricta.
o
El siguiente teorema expresa la interpretación realizada de los cerrojos y tram-
pas.
Teorema 2.7 Sea N una Red de Petri Ordinaria Marcada Pura Fuertemente
Conexa.
1. Sea 5 un cerrojo de 1V. Entonces:
(Vs c 5 : Nf(s) = 0) =~ VNf’ E [~> : Vs E 5 : M’(s) = O
Es decir, si en algún marcaje Kl el cerrojo se vacía, entonces en todo marcaje
posterior permanece vacio.
2. Sea 5 una trampa de 1V. Entonces:
(Rs E 5 : Nf(s) > O) =~ VK’ E [~>Rs E 5 : M’(s) > O
Es decir, si en algún marcaje Nf la trampa adquiere un token, entonces en
todo marcaje posterior la trampa permanece marcada.
Demostración: Ver [LauS6]. O
El teorema siguiente proporciona una condición suficiente para decidir la ausen-
cia de bloqueos.
Teorema 2.8 SeaN una Red de Petri Ordinaria en las condiciones de la definición
anterior. Si todo cerrojo ho vacío de 1V contiene una trampa marcada en Al0,
entonces 1V no se bloquea.
Demostración: Ver [Lau86].
Sin embargo, el problema de la vivacidad tampoco puede resolverse en general
con el uso de cerrojos y trampas, salvo en casos concretos, como son los grafos
marcados, que son redes fuertemente conexas en las que todo lugar tiene una
única transición precondición y una única transición postcondícion.
a-
















Redes de Petri Temporizadas
En este capítulo introducimos las Redes de Petrí Temporizadas, para las cuales
definimos una semántica de pasos, así como dos semánticas restrictivas, la primera
de ellas basada en no permitir ejecuciones solapadas de la misma transición, y
la segunda basada en no permitir disparos simultáneos de varias instancias de la
misma transición. También se introducen las propiedades cuya decidibilidad será
objeto de estudio en los siguientes capítulos.
Existen básicamente dos extensiones temporizadas de Redes de Petri. Las Re-
des de Petri con Tiempo (ver [Mer74]) y las Redes de Petri Temporizadas (ver
[Ram74]). Las primeras asocian dos números enteros a cada transición, que repre-
sentan, respectivamente, el primer instante en el que la transición asociada puede
ser disparada, y el instante en el que debe ser disparada como muy tarde (ambos
con respecto al instante en el que la transición está permitida). En este tipo de
redes el disparo no toma ningún tiempo. La segunda versión es la que considera-
mos a lo largo de la tesis, se basa en la asociación de una duración (en principio
entera, aunque luego consideraremos modelos con duraciones racionales y reales)
a cada transición.
3.1 Conceptos Generales
Definición 3.1 (Red de Petri Temporizada)
Se define una Red de Petri Temporizada (RPT) como una quintupla (P, T, F, W, 6),
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donde:
P : Conjunto finito de lugares
T : Conjunto finito de transiciones (disjunto con Y)
FC Y x TUT x Y (Conjunto de arcos) a
W : F —* Dl+ (Peso de los arcos)
3 : T ..—~ ]N+ (Duraciones)
a
Esta definición está basada en la terminología introducida en [BF861y difiere a
de ésta en la introducción de duraciones enteras no nulas para las transiciones.
El modelo de tiempos considerado está basado en la existencia de un único a
reloj global, que coordina la evolución del sistema. Por otra parte, el espacio de
tiempo considerado es discreto, lo que resulta más coherente con el funcionamiento a
de los ordenadores, que están controlados por un reloj discreto, que emite tics a
intervalos regulares de tiempo. Así la duración de todas las acciones en el sistema a
es un múltiplo de este intervalo de tiempo.
La introducción de marcajes en las Redes de Petri nos permite especificar su
evolución, anotando cada lugar con el número de tokens que hay sobre él en cada
instante. En el caso de las Redes de Petri Temporizadas, el concepto de mar-
caje requiere considerar las duraciones de las transiciones. El efecto del disparo de
estas transiciones temporizadas se formalizará de la forma siguiente: cuando se dis-
para una transícion se sustraen de sus precondiciones los tokens correspondientes,
y sólo añadimos los tokens correspondientes sobre las postcondiciones cuando la
transición termine. Como consecuencia de ello, tenemos que añadir al concepto de
marcaje ordinario una segunda componente, que indique qué transiciones están en
ejecución, así como los tiempos que les quedan para terminar.
Definición 8.2 (Marcajes de Redes de Petri Temporizadas)
Sea 1V = (P,T,F,W,6) una RPT. Un marcaje Nf para 1V es un par (Nf1,M2),
donde Al1 c It’ y Nf2 es un multiconjunto finito de pares en T x Dl+ tal que
VtETyV-y>S(t) : Kl2(t,y)=0.
Llamamos entonces a toda tupía (P, T, F, W, 3, Al) cuyas 5 primeras compo
nentes forman la descripción de una RPT, y la sexta es un marcaje de la misma
Red de Peitri Temporizada Marcada (RPTM).
j
J
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Dado un marcaje Nf = (Nf1, Nf2) de una RPT, llamaremos a Nf1 el marcaje ac-
tual (donde aquí marcaje tiene el significado ordinario) de la red, y decimos que Nf2
es el multiconjunito de transiciones pendientes. Hemos considerado multiconjuntos
de transiciones pendientes para permitir la ejecución solapada de varias transi-
ciones, incluyendo la de varias instancias simultáneas de la misma transición. De
esta forma obtenemos la máxima generalidad, pudiéndose establecer restricciones
sobre la regla de disparo, cuando así se considere oportuno.
Al contrario de lo que ocurre en redes no temporizadas (nos referiremos en lo
sucesivo con este nombre a las Redes de Petri ordinarias introducidas en el capítulo
2), es posible que en un instante concreto una Red de Petri Temporizada tenga un
marcaje actual determinado, y en el instante siguiente este marcaje cambie, aún
cuando no se haya disparado ninguna nueva transición, por efecto de la termrnacion
de algunas transiciones que estuvieran en ejecución.
Sin embargo, si no se dispara ninguna nueva transicion a partir de un cierto
instante, entonces el marcaje de la red sólo sufrirá variaciones durante un período
de tiempo finito, estabilizándose a partir de un instante determinado.
Podemos así definir una función Estable que para cada marcaje Nf = (Nf1, Nf2)
nos índique el tiempo necesario para la estabilización, supuesto que no se dispare
mientras tanto ninguna nueva transícion.
Definición 3.3 (Función de estabilización)
Sea 1V = (Y, T, F, W, 6) una RPT y sea M su conjunto de marcajes. Se define la
función Esitable : M —* Dl de la forma siguiente:
Estable(M) e Maz {fi E Dl~ Bit E T : M2(t, fi) > 0}
donde Maz es la función que retorna el máximo de un conjunto de naturales, con
el convenio habitual de devolver O cuando el conjunto es vacío.
Parece razonable exigir que todo marcaje inicial esté estabilizado. Por ello,
decimos que un marcaje M0 puede ser inicial cuando Estable(Nfo) = 0.
Ejemplo 3.1 La figura 4 nos muestra un ejemplo de Red de Petri Temporizada,
en la que los números que acompañan a las transiciones indican sus duraciones
enteras. E





Figura 4: Ejemplo de Red de Petri Temporizada
Como ocurre en las Redes de Petri No Temporizadas, la evolución del sistema
se especifica en términos de disparos de transiciones. En este caso, la activacion
de multiconjuntos de transiciones tiene lugar de acuerdo a la siguiente regla de
activacion.
Definición 3.4 (Regla de Disparo)
Sea 1V = (P,T,F,W,3) una RPT y Al = (Mi,Nf2) un marcaje de ésta en un
instante fi E Dl. Un multiconjunto de transiciones R se dice que está permitido
en el instante fi bajo el marcaje Kl su
~dp) =E R(it) . W(p,it), Vp E Y
¿EV
Si un multiconjunto de transiciones Ji está permitido en un instante fi E Dl bajo
un marcaje Nf, y lo disparamos en ese instante, el marcaje alcanzado en el instante
/3+ 1 es el marcaje Nf’ = (M,Nf~) definido de la forma siguiente:
= AL — 2 R(t) W(—,it) + 2 R(t) VV(it, —) + E Nfdt, 1) 141(1,—)
¿e00 (t,1)EC2
donde:
0o {t E T~R(t) >01
01 {t E Tj R(t) > O A 6(1) = 11
02 e {(t, 1) E T x Dli M
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M~: T x 1=4+—* 1=4 con
R(t)
Nf(t,fi’) si /3’ = —1{ Nf2(t, fi’ + 1) en caso contrario
Es inmediato comprobar que Nf’ cumple las condiciones para ser un marcaje.
El paso descrito se denota con la notación usual: M’[Ji>M”. O
De esta forma, el marcaje actual alcanzado correspondiente al instante fi + 1
se obtiene sustrayendo al marcaje actual Kl1 los tokens correspondientes a los
lugares de entrada de las transiciones en Ji, y añadiendo los correspondientes tokens
sobre los lugares de salida de las transiciones en Ji con duración 1 y de aquellas
transiciones pendientes en Nf2 que terminan en ese momento. En lo que concierne
a Nf~, éste refleja el paso del tiempo, de modo que incluye aquellos elementos en
Nf2 a los que les queda más de una unidad de tiempo para terminar decrementados
en una unidad, y también incluye las transiciones de Ji con duración mayor que
una unidad de tiempo, anotadas con el tiempo que les queda para concluir ¿(it) —1.
Un caso particular de la definición anterior ocurre cuando Ji es vacio. En tal
caso, los cambios en el marcaje reflejan el paso de una unidad de tiempo para cada
transición pendiente.
De esta definición se deduce que, de forma análoga a lo que ocurre en redes no
temporizadas, si un multiconjunto de transiciones R está permitido en un instante
fi, entonces también está permitido en todo instante posterior, al menos mientras
no se disparen nuevas transiciones. Ello se debe a que el efecto del paso del tiempo
sólo puede ser positivo, en el sentido de que el marcaje actual sólo puede ganar
nuevos tokens, cada vez que la ejecución de una transición pendiente termina.
En el ejemplo 3.1 puede dispararse el conjunto {t1, it2} de forma simultánea
en cualquier instante de tiempo. Supongamos, por ejemplo, que se dispara en el
instante 0. Entonces, en el instante 1 el marcaje de la red sería Nf1 =
con Nf1,1 = (0,0,0,0,0) y Nf~ = {í.(t1, 1), 1.(t2, ~ Esto significa que los tokens
correspondientes a las postcondiciones no se han añadido aún a sus lugares corres-
pondientes, y que tenemos una copia de la transición t~ a la que queda una unidad
de tiempo para terminar y una copia de it2 a la que quedan tres unidades de tiempo
para terminar. En el instante 2 tendremos el siguiente marcaje: Al2 = (Nf2,1, Nf2,2),
con Nf2,1 = (0,0,3,0,0) y Nf2,2 = {1.(it2, 2))> Es decir, la transición it1 ha terminado
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Figura 5: Ejemplo de Red de Petri Temporizada ‘a
ya su ejecución, y por tanto, han sido añadidos los correspondientes tokens sobre ‘a
los lugares posteondición. En el instante 4 terminará la ejecución de t2, llegándose
a un marcaje estable, el cual permite además el disparo de la transición it3. a
En este ejemplo no hemos solapado la ejecución de varias copias de la misma
transición. Consideremos ahora el siguiente ejemplo:
Ejemplo 3.2 Sea la Red de Petri de la figura 5. En este segundo ejemplo podemos
disparar en el instante inicial dos copias de t~, obteniendo así en el instante 1 el ‘a
siguiente marcaje: 1141 = (Nf1,1, 1111,2), con AL,1 = (1,0,0) y Al1,2 = {2.(t1, 3)}.
En el instante 2, por ejemplo, podemos disparar otra copia de it1, obteniendo en ‘a
el instante 3 el marcaje siguiente: Al3 = (Nf3,i, Nf32), con Al3,1 = (0,0,0), y
Nf3,2 = {2.(t1, 1), 1.(it1, 3))> En el siguiente instante terminarán las dos primeras S
copias de it1, lo que permitirá el disparo de it2. E
La definición de la regla de disparo nos va a permitir asociar a las Redes de
Petri Temporizadas una semántica de pasos. No obstante, si limitamos la regla
de disparo permitiendo únicamente el disparo de una transícion en cada instante,
obtendremos una semántica de secuencias de ocurrencia. Otras dos semánticas
restrictivas son también de interés para nosotros, basadas en prohibir la ejecucion
solapada de varias instancias de la misma transición y en prohibir el disparo si-
multáneo de varias instancias de la misma transición, respectivamente.
Definición 3.5 (Secuencias de Pasos Temporizadas) ‘a
Sea 1V = (Y, T, F, W, 6) una RPT y sea Nf0 un marcaje inicial de ésta; se dice que
J
4
3.1. CONCEPTOS GENERALES 41
a = Mo[&> . . . M,,1[R,,1>M,, es una secuencia de pasos temporizada finita de
(N, Nfo) su:
1. Vi E {0,. . - ,n—1} : Ji1 es un multiconjunto de transiciones en T (que puede
ser vacío)
2. Vi E {1,. . . ,n} : Nf11[R1...1>M1, siendo Nf1...1 y Nf1 marcajes deN.
A partir del marcaje inicial Al0, la duración de la secuencia y los pasos Ji1 no
vacíos con sus tiempos de disparo podemos reconstruir toda la secuencia de pasos.
Por tanto, habitualmente escribiremos Nf[a(~l>Nf,,, donde a — Ji(gl> . Ji~), con
fi </32 < ... <fi,., y cada Ji5 es un multiconjunto no vacío de transiciones en T.
Denotamos por P(N, Nf0) al conjunto de secuencias de pasos temporizadas, que
define la semántica de pasos de 1V. Es decir:
P(N, Nf0) = {a j a es secuencia de pasos temporizados finita para 1V desde Nf0}
o
Las dos semánticas restrictivas citadas se obtienen de la forma siguiente:
Definición 3.6 (Reglas de Disparo Restrictivas)
Sea 1V = (Y, T, F, W, 3) una RPT y M = (Nf1, M2) un marcaje de la misma.
• Se dice que un multiconjunto de transiciones Ji está permitido sin sola-
pamiento de ejecuciones de la misma transición (ss-permitido) bajo el mar-
caje Nf si y sólo si está permitido sin restricciones, y Vit E T se tiene:
1. Si B-y 6 1=4,Nf2(t,-y)> O entonces R(t) = a
• Se dice que un multiconjunto de transiciones Ji está permitido sin el disparo
simultáneo de varias instancias de la misma transición (sds-permitido) bajo
el marcaje Nf si y sólo si está permitido sin restricciones, y Vt E T se tiene
R(t) =1.
o
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Definición 3.7 (Secuencias de Pasos Temporizadas Restrictivas)
Sea 1V = (P,T,F,W,6) una RPT, Nf0 un marcaje inicial de 1V y a =
aNfo[J?o> ... Nf~i[R,,.i>Nf,, una secuencia de pasos temporizada de 1V.
• Se dice que a es una secuencio de ocurrencia temporizada si y sólo si todo a
paso no vacío consta únicamente de una transición, es decir
ViE{0,...,n—1} LRuI=1
• Se dice que a es una secuencia de pasos temporizada ss-finita de (1V, Al0) si y ‘a
sólo si todos los pasos en ella están ss-permitidos sobre los correspondientes
marcajes de partida.
• Se dice a es una secuencio de pasos temporizada sds-finita de (1V, Al0) si y
sólo si todos los pasos en ella están sós-permitidos sobre los correspondientes
marcajes de partida.
Definición 3.8 (Semánticas de Pasos Temporizadas Restrictivas) ‘a
Sea 1V = (Y, T, F, W, 6) una RPT y M0 un marcaje inicial de ésta.
a
• Se define el conjunto de las secuencias de ocurrencia temporizadas finitas
de 1V a partir de Nf0, que define su semántica de secuencias de ocurrencia
temporizadas de la forma siguiente:
L(N, Nf0) = {a E P(N, Nf0) a es secuencia de ocurrencia temporizada finita}
• Se define el conjunto de las secuencias de pasos temporizadas ss-finitas de 1V
a partir de Nf0, que define su semántica de secuencias de pasos temporizadas
ss-finitas de la forma siguiente:
5(1V, Nfo) = {a e P(N, Nf0) ¡ o- es secuencia de pasos temporizada ss-finita}
• Se define el conjunto de las secuencias de pasos temporizadas sds-finitas de N
a partir de Nf0, que define su semántica de secuencias de pasos temporizadas ‘a
sds-finitas de la forma siguiente:
-j
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D(1V, Mo) = {a E P(N, Mo) 1 a es secuencia de pasos temporizada sds-finita}
o
Proposición 3.1 Las Redes de Petri Temporizadas tales que todas sus transi-
ciones tienen una duración igual a una unidad de tiempo son equivalentes, bajo la
semantica de secuencias de ocurrencia introducida, a la misma red sin tiempos, con
la semántica de secuencias de ocurrencia (ordinaria). También son equivalentes,
bajo la semántica de secuencias de pasos temporizadas a la misma red sin tiempos
con su semántica de pasos ordinaria.
Demostración: Es inmediata, pues al tener todas las transiciones duración 1,
las estabilizaciones ocurren de forma inmediata. O
3.2 Análisis de Problemas para RPT
3.2.1 Problema de Alcance
El problema de alcance para una Red de Petri Temporizada N consiste en decidir si
un marcaje dado Nf es alcanzable en 1V. También vamos a considerar el Problema
de Alcance Estricto, que está definido tomando como entrada no sólo el marcaje
M, sino también el instante en el que debemos alcanzarlo.
Definición 3.9 (Problema de Alcance para Redes de Petri Temporizadas)
Sea N = (Y, T, F, W, 6, Nf0) una RPTM y Nf un marcaje de ésta. Se dice que Kl
es alcanzable en 1V, lo que se denotará por Al E [yo>, su existe un fi c Dl y una
secuencia de pasos temporizada finita a tal que M0[aW»Nf. O
Puesto que no imponemos ninguna restricción sobre el instante en el que debe-
mos alcanzar el marcaje Nf, es relativamente fácil concluir que este problema es de-
cidible, ya que podemos ver que si algún marcaje es alcanzable, éste también puede
ser alcanzado por una secuencia de pasos temporizada sin ejecuciones solapadas de
transiciones. Estas secuencias pueden ser simuladas por secuencias de ocurrencia
ordinarias de la Red de Petri No Temporizada asociada; y recíprocamente. Así, el
problema se reduce al Problema de Alcance para Redes de Petri No-Temporizadas,
el cual es decidible (véase [Kos82,Lam86, May8l]).
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Teorema 3.1 (Decidibilidad del Problema de Alcance para Redes de Petri Tem-
porizadas) Sea 1V = (P, T, E’, W, 6, Nfo) una RPTM y Nf un marcaje de ésta.
Podemos decidir si Nf E
Demostración: Debemos distinguir dos casos:
1. Si Nf es estable, entonces Nf es alcanzable en 1V con respecto a la semántica
de pasos temporizada su es alcanzable en la red no temporizada asociada a
1V, lo que se obtiene ignorando las duraciones de las transiciones.
Ello se debe a que siempre podemos disparar las transiciones de forma más
lenta, obteniendo en particular una secuencia equivalente sin ejecuciones so-
lapadas de transiciones.
2. Si M no es estable, consideramos el marcaje estable ¡VI’ obtenido añadiendo
‘a
al marcaje Nf los tokens sustraídos por los disparos de las transiciones que
están en ejecución en Nf. Entonces, si Nf es alcanzable, Nf’ también será
alcanzable, ya que si tomamos la secuencia de pasos que nos conduce a Nf, y
omitimos la ejecución de las transiciones en ejecución en Al, obtenemos una
secuencia de pasos que nos conduce a Al’. Resulta obvio que en Al’ podemos ‘a
disparar (incluso juntas) todas esas transiciones, y en particular podemos
dispararlas de la forma adecuada para alcanzar Nf. Así, si Al’ es alcanzable, ‘a
Nf lo será también.
Definición 3.10 (Problema de Alcance Estricto para Redes de Petri Tempo- ‘a
rizadas) SeaN = (Y, T, E’, W, 6, Nf0) una RPTM, Nf un marcaje de ésta, y fi E ]N.
Decimos que Nf es alcanzable en 1V en el instante fi, lo que se denotará por
Nf E [Nf0>~,, su existe una secuencia de pasos a tal que Nf0[o-(g)>Nf• 5
‘a
La interpretación del problema de alcance estricto es obvia, se trata de ver si
un sistema puede alcanzar un cierto estado en un plazo de tiempo limitado.
Cuando la Red de Petri Temporizada considerada no contiene transiciones ‘a
autónomas, es decir, cuando no hay ninguna transícion sin precondiciones, el Pro-
blema de Alcance Estricto es trivialmente decidible, ya que podemos enumerar
de forma finita los marcajes alcanzables en el instante fi. Ello se debe a que en
‘a
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cualquier instante sólo podemos disparar un número finito de multiconjuntos de
transiciones.
Teorema 32 (Decidibilidad del Problema de Alcance Estricto para Redes de
Petri Temporizadas sin transiciones autónomas) Sea 1V = (Y, T, E’, W, 6, Nf0) una
RPTM tal que Vt E T : t ~ 0. Sea Nf un marcaje para ésta, y fi E IN. Podemos
decidir si Nf E [~o»’~
Posteriormente demostraremos, usando una codificación de las RPT mediante
Redes de Petri No Temporizadas, que el Problema de Alcance Estricto es también
decidible para Redes de Petri Temporizadas con transiciones autónomas.
3.2.2 Otros problemas relacionados
Los siguientes problemas pueden ser planteados sobre Redes de Petri Tempo-
rizadas, y pueden ser resueltos (probando la decidibilidad de las propiedades aso-
ciadas) mediante la codificación que presentaremos en la Sección 4.
Definición 3.11 Sea 1V = (P, T, E’, W, 6, Nf0) una RPTM, s E Y y k E EM.
1. Decimos que 1V es s, 1v-ilimitada linealmente su existe algún fi =1v, y algún
marcaje Al tal que Nf E [Nfo>gy AL(s) > fi.
2. Decimos que 1V es s-ilimitada uniformemente su para todo fi E IN y para
todo Nf E [~o>a existe algún -y E 1=4y algún marcaje Al’ E [u», tal que
Mi(s) =y+fi.
o
No es fácil dar una interpretación a estas propiedades, que hemos definido como
extensiones temporizadas de la noción de ilimitación. En la s, 1v-ilimitación lineal
estudiamos si el lugar s puede llegar a tener en algún instante fi mayor que 1v, un
número de tokens igual o mayor que /3. Con ello queremos capturar la idea de
que es posible hacer crecer al menos una vez el número de tokens sobre el lugar en
cuestión de forma (al menos) lineal, durante un intervalo de tiempo de duración
mayor o igual a fi. Por contra, en la s-ilimitación uniforme miramos si el lugar s
puede llegar desde cualquier marcaje alcanzable a ganar tokens a mayor velocidad
‘a
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s
que el paso del tiempo. Exigimos pues que se cumpla la propiedad anterior para
algún período de tiempo -y, pero no sólo a partir del marcaje inicial, sino también




SeaN = (Y, T, E’, W,5, Nf0) una RPTM, fi E 1=4y it E T. Decimos que it es fi-viva
sil para cualquier marcaje alcanzable Nf existe un marcaje Al’ E [Alto que permite
el disparo de la transición it.
Decimos que N es fi-viva su todas sus transiciones son fi-vivas, O
La noción de fi-vivacidad de una transición it extiende de manera natural la ‘a
de vivacidad a Redes Temporizadas. Si en aquel caso exigíamos que desde cada
marcaje alcanzable fuese posible volver a disparar la transición it, ahora exigimos
lo mismo, pero limitando a fi unidades el tiempo que tenemos para lograrlo.
‘a
Definición 313 (Ausencia de fi-bloqueos)
SeaN = (Y, T, E’, W, 6, Al0) una RPTM, y fi E EM. Decimos que un marcaje estable
Kl de 1V es muerto su no hay ninguna transición permitida bajo M. Decimos que
1V puede /3-bloquearse su existe algún marcaje muerto lvi’ E [Nf0),,. O
La interpretación de esta propiedad es obvia, se estudia si la red puede blo-
quearse en un tiempo menor o igual a fi.
También podríamos considerar las nociones usuales de vivacidad y ausencia de
bloqueos sobre Redes de Petri Temporizadas, sin introducir en las mismas modifi- ‘a
cación alguna. Pero como ya sucedió en la noción de accesibilidad, tendríamos que
la temporización de la red no afectaría en absoluto al hecho de que se cumpliesen o ‘a
no dichas propiedades. Resultaría en particular de forma trivial, que también sobre
Redes Temporizadas, ambas propiedades son decidibles (sin más que olvidarnos de





Simulación de RPT’s con Redes
sin Tiempos
Veremos en este capitulo que, con vistas a estudiar el problema de accesibilidad
estricto, junto con el resto de las propiedades presentadas en el capítulo anterior,
es posible simular las Redes Temporizadas por medio de Redes Ordinarias con su
semantica usual.
La idea clave para obtener esta simulación se basa en dividir cada transición
en otras transiciones de duración 1, y aplicar la proposición 3.1. A fin de facili-
tar la comprensión de la misma, la construccion se realiza de una forma gradual.
Comenzamos con una construcción que permite simular la semántica de secuen-
cias de pasos temporizadas ss-finitas de la Red Temporizada dada. En un segundo
paso, modificamos la construcción para cubrir la semántica de secuencias de pasos
temporizadas sds-finitas. Finalmente, se presenta una construcción general que
cubre la regla de disparo general, para Redes de Petri Temporizadas. Hemos de
hacer notar, sin embargo, que si bien hemos presentado las construcciones par-
ciales anteriores a fin de facilitar la comprensión de esta construcción final, la
misma exige una aproximación un tanto diferente a la que nos conduce a las ante-
riores, pues mientras que no permitimos el disparo simultáneo de varias instancias
de una misma transición, está limitada la capacidad de memoria que precisamos
para “recordar” las transiciones que en cada momento tenemos pendientes de ter-
minación, desapareciendo dicha limitación al eliminarse la citada restriccion.
Un hecho importante para comprender las construcciones que presentamos, es
4,7
aa
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a
que en las mismas no se representa el paso del tiempo mediante una transícion
especial, sino que contamos con un reloj implícito, representado por el número de a
tokens sobre un lugar distinguido. Cada token añadido a este lugar representa
el paso de una unidad de tiempo (es decir, la ejecución de un paso) en la Red
a
Temporizada original.
En la bibliografía que hemos podido consultar, sólo hemos encontrado un es-
a
quema de codificación de Redes de Petri Temporizadas mediante Redes No Tem-
porizadas [And86]. Dicha codificación (ver capítulo 10) se basa, en línea con la
alternativa por nosotros descartada, en la presencia de una transición que genera
tics periódicamente, de modo que el disparo de cada transición de la red construida
debe sincronizarse con el disparo de dicha transición. Este esquema de codificación
da lugar a una extraordinaria complejidad a la hora de modelizar las sincroniza-
ciones. Además, dicha construcción sólo es válida para la semántica de secuencias
de pasos temporizadas ss-finitas; es decir, no se permite la ejecución solapada de
varias instancias de una misma transición, con la consiguiente simplificación con- a
ceptual que ello conlíeva.
4.1 Codificación de- los Autómatas de Estados
Finitos a
Comenzamos recordando una definición extraida de [Pet8l] que nos permite mo-
delar todo autómata de estados finitos mediante una Red de Petri Ordinaria.
Definición 4.1 (Red de Petri que Modela un Autómata de Estados Finitos)
Sea «4 = (Q’, >Y, e’, 3’, E’, qo) un autómata de estados finitos, siendo
Q’: Conjunto finito de estados a
E’ : Alfabeto de entrada
e’: Alfabeto de salida
5’: Función de transición de estados : 5’ : Q’ x E’ —*
E’: Funci6n de salida: E’: Q’ x E’ —* e’ ‘a
Estado inicial, qo c Q’
‘a
verificando que Q’, E’ y e’ son disjuntos entre si. Entonces definimos la Red de
Petri Ordinaria N(A) = (Y, T, F, W, Nf0) que modela la conducta de A de la forma
a
a
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q
F’(q, a) 6’(q, a)
o
Figura 6: Construcción de 1V(Á)
siguiente:
{(q,a)~qEQ’AaE2’}
E’ = {(q,it) 1 qE Q’ A it = (q,a) E T} U
{(a,t) ¡o-E 2’ A it = (q,a) E T} u
{(it,q’) ¡ q’ = 6’(q,a) E Q’ A it = (q,a) E T} U
{(t, 6) ¡ it = (q, a) E T A O = F’(q, a) E e’}
W(f)= 1,VJeE’
Nfo(p)= { 1 sip=qo
O en otro caso
o
La construcción está ilustrada en la figura 6.
Comenzamos entonces con la construcción para el caso en el que no permitimos
que una misma transición tenga varias ejecuciones solapadas.
4.2 Caso 1: Semántica de Secuencias ss-finitas
La construcción se basa en controlar el funcionamiento de la red a través de un
autómata de estados finitos, cuyos estados nos indican si tenemos transiciones a
medio ejecutar, y en caso afirmativo, el tiempo que les queda a cada una de ellas
para terminar.
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Definición 4.2 (Red de Petri No Temporizada asociada a una RPT)
Sea 1V = (Y, T, E’, W, 6, Alo) una RPTM. La Red de Petri No Temporizada aso-
ciada a N es la red 1V” = (Y”, T”, E”’, W”, Nf¿’) obtenida aplicando la siguiente
construcción:
En primer lugar se define el autómata .4 = (Q’, 2’, e’, 3’, F’, qo) que controla la
evolución de 1V de la forma siguiente:
= {(qi,...,qn) E IN”In = ¡TI A qj E {0,i,...,5(t5) —111
qo=(0,...,0) a
2’ = {(A, in) A E P(T)}
e’ = {(ouit,A) ¡A E P(T)}
6’: Q’ x 2’ —* Q’ y F’ : Q’ x 2’ —* e’, definidas como sigue:
(i) &‘(q, (A, in)) está definida su Viti E A, qj = 0.
En tal caso: S’(q, (A, in)) e q’, donde:
a
1cA
donde representa la sustracción corregida, definida como sigue:
z~ y=Aláx{0,x—y} S
(u) F’(q, (A, in)) e (out, 0), donde
0 = {(it~ E T~q’= 6(q,(A,in)) A ((qj >0 A q5 = 0) y
(qj =0 A itj E A A 3(it~) =1)»
Los estados de este autómata nos servirán para representar las transiciones en
ejecución en los marcajes de la Red Temporizada original. Cada componente de
un estado nos dice si hay alguna instancia pendiente de cada transición, y en tal
caso, cuál es el tiempo que le queda para concluir su ejecución. En particular, el
estado inicial corresponde a cualquier marcaje estable. Las entradas del autómata
representan los pasos que serán ejecutados en cada instante de tiempo, mientras
que las salidas indican los conjuntos de transiciones que terminan en cada instante,
En particular, el conjunto vacío en 2’ corresponde al paso del tiempo, es decir, a
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Sea NQ4) = (Y’, T’, E”, W’, Nf¿) la Red de Petri Ordinaria que modela el
autómata que acabamos de definir. Definimos la Red 1V” = (Y”, T”, E”’,
W”,Nf¿’) que representa (bajo la restricción actual) a la Red de Petri Temporizada
original de la forma siguiente:
P
E”’
— Y u Q’ u {reloj}
—r
U Ff, donde:
{f’ EF’!’ = (q’,t’) y f’
{(p,it’) Ip E Y A it’ E T’ A
{(it’,p) I~ E Y A it’ E T’ A
{(t’, reloj) It’ E T’}
= (it’, q’), donde q’ c Q’, it’ E T’}
it’ = (q’, (A, in)) A it E A A it E p} U







si f = (p,t’) E E’2 A it’ = (q’, (A, in))
sí f = (t’,p) E F~’, donde TA = {it E AIp E t9
con (it’, (out, A)) EF’
O sip= reloj
1 si p corresponde al estado inicial del autómata
Mo(p) sipEY
o en otro caso
o
En esta red hemos integrado la red de partida 1V con la red N(A), de la forma
siguiente: como lugares hemos considerado los lugares de 1V, los lugares de 1V(A)
correspondientes a estados del autómata simulado por la misma y un lugar especial,
reloj, cuyo número de tokens representará el tiempo transcurrido. Las transiciones
de T se han suprimido, de forma que la evolución de N se simula por pasos, que
vienen modelados en forma de transiciones de 1V(A). Los arcos de E’’ son los arcos
de N(A) que conservaremos, que son aquellos que conectan una transición con un
lugar que representa un estado. En Ef añadimos arcos para conectar los lugares
de la red de partida con las transiciones de N(A), así como arcos hacia el reloj
desde cada transición de la red. Los primeros sirven para hacer jugar a los lugares
de P el papel de entradas y salidas de las transiciones de T’: para cada arco (p, it)
en la red de partida incluimos en 1V” todos los arcos posibles (p, it’), para toda
W”(f) = {
aa
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a
it’ E 1V(Á) que incluya en su conjunto de transiciones asociado a la transición it;
análogamente, para cada arco (it, p) de la red de partida incluimos en 1V” todos los
a
arcos posibles (t’,p), para toda it’ E 1VQ4) tal que estaba conectada en N(A) con
un lugar (ouit, A), con t E A. Estos últimos arcos son los que nos permiten añadir
a
a los lugares postcondición de las transiciones los correspondientes tokens, una vez
terminada la ejecución de las mismas.
a
En lo que respecta a los pesos, dado que hemos fundido en una sola transición
todo un conjunto de transiciones de la red de partida, a cada arco (p, 1’), con p E Y
ay t’ = (q’, (A, in)), le hemos de asociar la suma de todos los pesos W(p, t5), para
todas las transiciones it5 de la red de partida tales que p estaba conectado con it5
en dicha red de partida y it5 E A. Por el mismo motivo, a los arcos de la forma a
(it’, p), con p E Y y (it’, (out, A)) E E” les asociamos la suma de los pesos de los
arcos (t,p), para las transiciones it de la red de partida conectadas con p con un
arco (it,p) tales que it E A.
a
Para cada fi c 1=4podemos establecer una relación biyectiva entre los marcajes
a
de 1V y los marcajes de la red asociada 1V” que cumplen la restricción de que sólo
hay un lugar marcado en el conjunto P’ y que tienen fi tokens en el lugar reloj
a
a
Definición 4.3 Sea 1V una RPTM y sea 1V” la Red de Petri No Temporizada
asociada. Denotamos por M al conjunto de marcajes de Ny por M” al conjunto de
a
marcajes de 1V”. Para todo marcaje Nf = (Nf1, Nf2) en M sea 8(K) = (qi,. . . ,q,,)
el estado asociado en Q’, que está definido de la forma siguiente:
‘a
si ,~-y-talqueNf2(t5,-y)>0
si B’y tal que M2(t5,y) >0
-y
a
Este estado captura las transiciones que se encuentran en ejecución con el mar-
caje Nf. Está definido correctamente, ya que sólo puede haber un ~¡verificando la
propiedad impuesta, debido a la restricción actual de no permitir varias ejecuciones
solapadas de cada transícion.
a
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Se define entonces la función de correspondencia de marcajes 94 : M —~
asociada a 1V para un instante fi de la forma siguiente:
/3 sip = reloj
sí p = S(Nf)
~Ji(z~) en cualquier otro caso
sipcP
E
Esta función relaciona los marcajes de ambas redes, y a través de ella podremos
ver que la red 1V” así construida simula correctamente la evolución de la red 1V.
Teorema 4.1 Sea 1V = (P,T,E’,W,3,Al0) una RPTM y sea 1V” =
W”, Ms’) la Red No Temporizada asociada. Entonces, para dos marcajes cua-
lesquiera en 1V, Nf1, Nf2, y para cualquier conjunto de transiciones Ji C T se tiene:
M1[R>M2 si y sólo si ~,4Nf1)[(S(M1), (Ji, in)) > ~%~‘(Nf2) Vfi E 1=4
Demostración: Sea Nf1 = (Nf1,1,Nf1,2). Si ~‘[~>~2, entonces para todo p E Y




n cualquier otro caso
Entonces, la transición it’ = (3(K1), (R, in)) está permitida en 1V’ bajo (M1).
Tras su disparo obtenemos un marcaje M~’, que coincide con ¿+í(Nf2), según
demostramos a continuacion:
En principio, dado que toda transición de 1V” es precondición de reloj, es claro
que Nf~’(reloj) = so%(Nf1)(reloj) + 1 = fi + 1 —
Para p E Y se obtiene: K~’(p) = Nfí 1(p) — Z¿CRW(p,it) + EtETA W(t,p),
siendo A el conjunto de transiciones que terminan en el instante fi + 1 y siendo
TA = {it E A ¡ p E P}. Ahora bien, por la regla de activación de la Def. 3.4 es claro
que esta expresión es M2,í(p). Por tanto, K’(p) = so%~1(Nf2)(p), Vp E Y.
aa
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a
Por otra parte, tras el disparo de (Ji, in) se desmarca el lugar asociado a 8(K1)
y se marca con un token el lugar asociado al estado q dado por:
q,={ ~jL1 siitá«Ri tj E Ji
siendo s = 8(K1). En base a la regla de activación, y en base a la construcción
realizada, es inmediato que 8(M2) = q, y por tanto:
Má’(8(Nf2)) = 1 =
Finalmente, el resto de lugares permanecen desmarcados tanto en Nf~’ como en
54~
1(K
2). Por lo tanto: K~’ — so2~1 (Nf2). —
Recíprocamente, si so%(Ali)[ (5(K1), (Ji, in)) > sot~’(M2), Vfi E 1=4,entonces Ji
debe estar permitido en 1V bajo Al1. Tras su disparo obtenemos un marcaje Al2, a
y por tanto, aplicando el sentido directo, ya demostrado, obtenemos
2+1 2+1 2+1De ahí concluimos so(M2) so (Nf2)N N’ y por tanto, como soN es ínyectiva a
obtenemos que Al2 = Nf2. E
La siguiente definición nos permite asociar a cada secuencia de pasos tempo-
rizada ss-finita en 1V una secuencia de ocurrencia en 1V”, que la simula.
a
Definición 44 Sea 1V = (P,T,E’,W,6,Nf0) una RPTM y sea 1V” =
VV”, Nf¿’) la Red No Temporizada asociada para la semántica de las secuencias
ade pasos temporizadas ss-finitas. La función ~ : 5(1V, ¡VI0) —~ L”(N”, K¿1’), que
relaciona ambas semánticas está definida tomando iP(a) para cada a = Nf0[B0>
... ~ como sigue: a
«o-) = <e%(Nfo)it~gp»(Kh)... so7’(K~í)it~1so~(Nf~)
a
donde t = (8(K5), (B5, in)), para j = 0,... ,n —1. 0
Corolario 4.1 Sea 1V = (Y,T,F,W,6,K0) una RPTM, 1V” la Red No Tempo- a
rizada asociada según la semántica de las secuencias de pasos temporizadas ss-
finitas ya — B<
2’)...B$”’O, con B
5 G T, B5~~,/3,eDi,Vjc{i r}y a
fi < ... < fi,.. Entonces
a
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Nfo[a(~½Mnsi y sólo si so%(Ko)[Yu)>s4tMn)
o
A continuación estudiamos la decidibilidad de las propiedades que hemos in-
troducido en la Sección 3 para esta semántica restrictiva. En primer lugar, como
no puede haber ejecuciones solapadas de la misma transición, el árbol de computa-
ciones es finitario, por lo que el Problema de Alcance Estricto, la fi-vivacidad y la
ausencia de fi-bloqueos son trivialmente decidibles. Para ello basta explorar dicho
árbol hasta la profundidad /3.
Para decidir la propiedad de s, 1v-ilimitación lineal, y la s-ilimitación uniforme
podemos aplicar la simulación presentada, pues tenemos la siguiente propiedad.
Proposición 44 SeaN = (Y,T,F,W,3,Alo) una RPTM, y seaN’ = (Y’,T’,E”
W’, Nf¿) la Red No Temporizada asociada siguiendo la Def. 4.2. Entonces:
1. 1V es s, 1v-ilimitada linealmente su en la red 1V’ existe algún Nf’ E [K¿> con
M’(s) =K’(reloj) > 1v.
2. 1V es s-ilimitada uniformemente su en la red 1V’ para todo Nf’ E [~¿>existe
algún Nf” E [u’>con Al”(s) =Al”(reloj).
Demostración: Ambos resultados son consecuencias inmediatas del corolario
4.1. 0
Corolario 4.2 La propiedad de ilimitación s,k-lineal y la .s-ilimitación uniforme
de Redes de Petri Temporizadas con su semántica de secuencias de pasos tempo-
rizadas ss-finitas, son ambas decidibles.
Demostración: En lo que concierne a la primera propiedad, podemos decidir
la propiedad equivalente sobre Redes de Petri No Temporizadas a la que hemos
reducido ésta, añadiendo a la red una nueva transición it disparable una vez que
haya transcurrido el tiempo 1v (ver figura 7). El efecto de esta nueva transícion es
extraer un token de los lugares s y reloj. Sólo podemos disparar la transición it
cuando tengamos un token en el lugar P2, que sólo puede obtenerse disparando ti.
Esta transición (it1) sólo puede ser disparada una vez (sólo hay un token en pi),
que es precisamente cuando dispongamos de k o más tokens sobre el lugar reloj








Figura 7: Red utilizada para decidir la a, 1v-ilimitación lineal
a
Entonces, 1V’ tiene la propiedad deseada su existe un marcaje alcanzable distinto
del inicial que no tenga tokens sobre el lugar reloj Es decir, hemos reducido el
a
problema a un problema de alcance en uno o más pasos de un marcaje en el que
un lugar tenga cero tokens (problema de alcance nulo), el cual es decidible (ver
[Pet8l]). a
Para la segunda propiedad, añadimos a 1V’ una transición it cuyo efecto sea
extraer un token de s y un token del lugar reloj. De esta forma, 1V’ tiene la a
propiedad deseada su el conjunto de marcajes que no tienen tokens en el lugar reloj
es un home space de la red, propiedad que es decidible (véase [FruS6, JoFr9lfl. O a
4.3 Caso 2: Semántica de Secuencias sds-finitas a
Nuestro objetivo ahora es generalizar la construcción presentada en la seccion a
anterior al caso de la semántica de secuencias de pasos temporizadas sds-finitas.
Ello significa que eliminamos la restricción introducida de que no haya transiciones a
con varias ejecuciones solapadas.
Para ello, no son necesarias demasiadas modificaciones con respecto al caso
anterior, ya que, aunque podemos tener varias instancias de la misma transición
ejecutándose simultáneamente, no podemos tener dos ejecuciones de la misma
transición que hayan comenzado en el mismo instante. Entonces, podemos repre-
sentar los estados de las computaciones mediante un marcaje y una función que
nos indique si para cada transición it y cada número natural fi < ¿(it), tenemos a
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las diferencias entre la construcción previa y la actual se basarán en la sustitución
de las tupías que indicaban si había alguna ejecución pendiente de cada tran-
sición, por conjuntos de pares (it, n), cuyos elementos indican que hay alguna eje-
cución pendiente de it que terminará después de ti unidades de tiempo. Puesto que
hay un número finito de tales conjuntos, podemos obtener una Red de Petri No-
Temporizada cuya semántica de secuencias de ocurrencia codifique la semántica de
secuencias de pasos temporizadas sds-finitas de la Red de Petri Temporizada con-
siderada. De nuevo, esto se hace definiendo un autómata de estados finitos cuyos
estados correspondan a aquellos conjuntos de pares, de una forma muy similar a
como se hizo en la sección anterior.
Definición 4.5 (Red de Petri No-Temporizada asociada a una RPT)
Sea 1V = (Y, T, F, W, 3, Ko) una RPTM. Se define el autómata de estados finitos
A que controla la evolución del sistema según la semántica de secuencias de pasos
temporizadas sds-finitas de la forma siguiente:
A = (Q’, s’, e’, 3’, F’, qo)
donde:
= ~P({(it,n)¡it E T A n E {1,... ,3(it) —1)»)
= e
E’ = {(A,in)¡AEP(T)}
e’ = {(ouit, A) ¡A E P(T)}
3’: Q’ x >3’ —* Q’ y 1”: Q’ >c >3’ —* O’, definidas como sigue:
(i) 3’(q,(A,in))e -{(it,n)¡n=1A (it,n+1) Eq}U
{(it, ¿5(t) —1) ¡it E A A 3(t) > 1}
(ji) F’(q,(A,in))e{tETI(t,1)Eq V (tEA A 6(t)=í)}
En este caso, los estados son conjuntos de pares (it,n), que indican qué tran-
siciones están en ejecución, y cuánto tiempo les queda para concluir su ejecución.
Por supuesto, puede haber varias copias de una misma transición en ejecución, es
decir, una misma transición puede aparecer en varios pares en un mismo estado.
El estado inicial corresponde a un marcaje estable, en el que no hay ninguna tran-
sícion en ejecución; por lo tanto, éste se corresponde con el conjunto vacío. Las
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entradas y salidas del autómata son de nuevo conjuntos de transiciones, que repre-
sentan respectivamente los pasos disparados en cada momento, y las transiciones
a
que terminan su ejecución. Las funciones 6 y F codifican la regla de disparo.
De nuevo, la Red de Petri No Temporizada se obtiene aplicando primero la
construcción de la definición 4.1 al autómata que acabamos de definir, y obteniendo
a partir de la red resultado, la red 1V” exactamente como en la definición 4.2. 0
‘a
Los algoritmos para decidir las propiedades introducidas en la Sección 3 son
análogos a los correspondientes al caso de la semántica de secuencias de pasos tem- a
porizadas ss-finitas. En particular, el árbol de computaciones todavía es finitario,
por lo que las propiedades decididas a partir de él en el primer caso son de nuevo
decidibles, por medio de su exploración hasta la profundidad dada.
4.4 Construcción general
En esta sección eliminaremos todas las restricciones impuestas a las secuencias de a
pasos temporizadas, permitiendo ahora que cada transición se dispare varias veces
en cada instante de tiempo. La construcción no puede seguir el mismo procedi- a
miento que en los casos anteriores, pues es claro que en general obtendríamos una
red con un número infinito de lugares. Por ello, seguiremos un camino diferente. Su a
primer paso consistirá en considerar las Redes No-Temporizadas, con su semántica
de pasos, demostrando que esta semántica puede ser simulada por la semántica de a
secuencias de ocurrencia de una Red de Petri asociada.
a
4.4.1 Simulación de la Semántica de Pasos de las Redes
de Petri No Temporizadas a
Comenzaremos definiendo las versiones de los problemas presentados en la Sección
3, para Redes de Petri No-Temporizadas con su semántica de secuencias de pasos. a
Definición 4.6 (Problema de Alcance Estricto para la Semántica de Pasos)
a
Sea 1V = (Y, T, E’, W, Nf0) una Red de Petri No-Temporizada Marcada, Al un
marcaje de ésta, y fi E 1=4. Se dice que Nf es alcanzable en N en fi pasos, lo que
a
denotaremos por M E [Nf0>0,si y sólo si existe una secuencia a de pasos no vacíos
de longitud fi tal que ~o[o->~~ O
a
a
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También aceptaremos en ocasiones pasos vacíos, lo que es equivalente a permitir
secuencias (de pasos no vacíos) de longitud menor o igual que el número de pasos
fi. La correspondiente relación de alcance se denotará por Al E [Ko>~-
Definición 4.7 SeaN = (P, T, E’, W, Nf0) una Red de Petri No-Temporizada Mar-
cada, s E Y, y 1v C 1=4.
1. Se dice que 1V es s, 1v-ilimitada linealmente su existe algún fi =k, y algún
marcaje Nf tal que M E [~o>a y Nf(s) > fi.
2. Se dice que 1V es s-ilimitada uniformemente su para todo fi E EM y para todo
marcaje M E [go>,, existe algún y E 1=4y algún marcaje Al’ E [M>—<tal que
Nf’(s) =y-l-fi.
5
Definición 4.8 (fi-vivacidad para la Semántica de Pasos)
Sea 1V = (Y, T, E’, W, Ko) una Red de Petri No-Temporizada Marcada, y fi E 1=4.
Se dice que it c T es /3-viva su para cualquier marcaje alcanzable Al existe otro
marcaje Nf’ tal que Nf’ E [M>oque permite el disparo de it.
Se dice que 1V es fi-viva su todas sus transiciones son /3-vivas. O
Obsérvese que al tratarse de redes no temporizadas, la definición de la propiedad
de /3-vivacidad exige que it sea disparable exactamente en fi pasos (pues no se per-
miten pasos vacíos). No obstante, si somos capaces de decidir esta propiedad
también seríamos capaces de decidir en todo momento si it es disparable en tiempo
/3, es decir, podremos decidir si para todo marcaje alcanzable Nf existe otro
Nf’ E [~o>~ que permite el disparo de it. Para ello bastaría añadir una transición
“inocua” sin precondiciones ni postcondiciones, que por tanto siempre podrá dis-
pararse, sin alterar por ello el estado del resto de la red, lo que nos permitiría
“rellenar” sin consecuencias los pasos vacíos.
Definición 4.0 (Ausencia de /3-bloqueos para la Semántica de Pasos)
Sea 1V = (Y, T, F, W, Nf0) una Red de Petri No-Temporizada Marcada, y fi E 1=4. Se
dice que un marcaje Nf de N es muerto su no hay ninguna transición permitida bajo
Nf. Se dice que 1V puede /3-bloquearse su hay algún marcaje muerto Nf’ E [Alo>,,.
O
aa
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a
Para demostrar la decidibilidad de estos problemas, vamos a construir para
cada red otra, que simule la semántica de pasos de la primera (teniendo en cuenta
la longitud de las secuencias) mediante la semántica de secuencias de ocurrencia
ordinaria de la red construida.
‘a
Definición 4.10 Sea 1V = (Y,T,F,W,K0) una Red de Petri No-Temporizada
Marcada con su semántica de pasos. Para simular su comportamiento por medio
de la semántica de secuencias de ocurrencia de una red asociada vamos a considerar
‘a
dos nuevos lugares 9 y 9, cuyo objeto será permitirnos separar la ejecución de
una primera transición de un paso de la de las demás. La utilidad de los mismos
consiste en que nos permiten contabilizar el número de pasos, que identificamos con
la primera transición escogida de cada uno de ellos. Para ello anotaremos un token
sobre un lugar reloj al ejecutar cada una de dichas primeras transiciones. Para a
poder distinguir entre la primera y las demás necesitamos asimismo reemplazar
cada transición it de la red de partida por dos copias: it’ y it
5, que representan a
respectivamente el disparo de it como primera transición de un paso y el disparo
de it en un paso, pero no como la primera transición ejecutada en la simulación de a
ese paso.
Por otra parte, para poder simular correctamente un paso no podemos colocar a
de forma inmediata sobre las postcondiciones de las transiciones disparadas los
correspondientes tokens. Al efecto, introducimos unas copias de los lugares de
partida, sobre las que depositamos los tokens que a ellos iban destinados. Por
supuesto, una vez concluida la simulación de un paso, procederemos a instalar los
‘a
tokens que se encuentran en esos lugares sobre los lugares originales.
En definitiva, consideramos los siguientes conjuntos de lugares y transiciones: a
P = {PIpE ~‘l ‘a
= {t1 it E T}
= {it51t E T}
a
= {it~ p E Pl
Utilizando los mismos definimos la red asociada a 1V, 1V’ = (Y’, T’, E”, W’, Al¿) ‘a
de la forma siguiente:
a
a
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relojo
it’ it5
Figura 8: Construcción para la Semántica sin Restricciones
Y’= Y uPu {p’,p~reloj}
T’= T’ U §L’~ U T, U {npaso}
= {(p%it5), (it3,p5), (p’,it’), (it’,p%, (it’,reloj) it e T} u
{(t’,p), (t5,p) 1 (it,p) E E’]’ U {(p’,t~), (it~,p’), (p,it~) (t~,p) Ip E Y} U
{(p5,npaso), (npaso,p’)} u {(p,it’), (p,it5) 1 (p,t) E E’}
W’(f) J W(p,t) si f —(pi’) y f = (p,t5), it E T




O en otro caso
E
Esta construcción está ilustrada esquemáticamente en la figura 8.
Con esta construcción, la simulación de un paso de la red original se realiza
como sigue: todas las transiciones disparadas en un paso son ahora disparadas
secuencialmente, de modo que los tokens generados por estos disparos se colocan
en las copias p de los lugares de partida. Para ello comenzamos disparando la copia
t1 de la primera transición (una cualquiera de ellas) dentro del paso a simular.
El disparo de esta transición it’ ya anota un nuevo token sobre el lugar reloj para
indicar la ejecución de un paso más, y coloca sobre las copias de sus postcondiciones
PS
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los tokens correspondientes. Además, con su disparo el lugar p’ queda desmarcado,
lo que prohíbe el disparo de otras transiciones en T’. Por contra, el lugar PS queda a
marcado, lo que permite disparar las demás transiciones del paso disparando las
copias t5 asociadas, que también envían a las copias de sus postcondiciones los a
correspondientes tokens.
Una vez disparadas todas esas transiciones, se trasladan los tokens desde las
a
copias hasta los lugares originales. Para ello debemos dar por concluido el paso
disparando la transición ~ que recupera el token sobre p’, y deja desmarcado
9. En ese momento, las transiciones it, tales que su lugar asociado p esté marcado a
estarán permitidas, y podrán ser disparadas para recuperar los tokens sobre los
lugares de partida. ‘a
A cada marcaje de la red de partida 1V le podemos asociar un marcaje en la a
red construida 1V’ según la definición anterior. Para ello introducimos la siguiente
funcion. a
Definición 4.11 (Función de Correspondencia de Marcajes) a
Sea N = (Y, T, E’, W, Nf
0) una Red de Petri No Temporizada Marcada y sea
1V’ — (Y’, T’, E”, W’, Nf¿) la red asociada según la construcción anterior. Para cada a
fi c IN se define la función de correspondencia de marcajes de la forma siguiente:
94: M —* M’, con a
(Nf)~’) 1
e1 sip = reloj
I~ O en cualquier otro caso
siendo M y M’ los conjuntos de marcajes correspondientes a 1V y 1V’ respectiva-
a
mente. E
Definición 4.12 (Multiconjunto asociado a una Secuencia de Ocurrencia) S
Sea N = (Y, T, E’, W, M0) una Red de Petri No Temporizada Marcada y sea a una
a
secuencía de ocurrencia de la misma. Se define el multiconjunto B(a) : T —* EM,
asociado a a, de la forma siguiente:
a
a
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B(a)(t) = { oB(s)(it) + 1
B(s)(t)
si o• =
si o~ = <~>
si o- = <5>
oit
oit’, t’~it
El siguiente teorema refleja el hecho de que cada
puede ser simulado en la red 1V’:
paso de la red de partida 1V
Teorema 4.2 Sea N (Y, T, E’, W, Al0) una Red de Petri No Temporizada Mar-
cada y sea 1V’ la red asociada a 1V según la construcción de la Def. 4.10. Entonces,
dados dos marcajes cualesquiera de 1V, Nf y AL, y dado un multiconjunto Ji de
transiciones en T, se tiene Nf[R>Alí si y sólo si existe una secuencia de ocurrencia
a en 1V’ que verifica las dos condiciones siguientes:
2. Vit E T : B(a)(it’) + B(o-)(it5) — Ji(it)
Demostración:
Supongamos que K[Ji>Alí. Entonces, sea GR = {it E T¡Ji(it) > 0} =
{iti, - . . ,itm}. Dado que Ji está permitido en 1V bajo el marcaje M, la secuencia de
disparos: itfit~. . . it~4. . .4. . . it~, ... it~, (repitiendo Ji(it
1) — 1 veces 4 y Ji(it5) veces
cada it5, para cada 2 =5 =m) estará permitida en 1V’ bajo el marcaje 94(M).




K(p) — z:~ Ji(it1) . W(p, it1)L ~ Ji(it5) - W(it5,p)
si p’ =
‘ 1
si p = p
si p’ = reloj
sip’ = p E P
sip’ = P E P
Entonces, como el lugar p
5 está marcado, es posible disparar la transición tipas
0,
que desmarca dicho lugar y coloca un token sobre el lugar 9. En esta situación es
posible disparar las transiciones it, que tengan marcado su lugar p asociado hasta
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que cada lugar ~ tenía habrán sido depositados sobre p. Por tanto, el marcaje en
ese momento será: a
1 sip’=Pi
O siP’=P5 a
/3+1 sip’ = reloj
Nf(p) — Z~L
1 R(it1) . W(p, it1) + Z±~~.~Ji(¼). W(t5,p) sip’ = p E Y a
O síp’=pCP
Es decir, M~ = 4(K1), como queríamos demostrar. Por otra parte, el muí- a
ticonjunto asociado a la secuencia de ocurrencia obtenida restringido a las transi-
ciones de T’ U T
5 coincide con Ji. a
Recíprocamente, supongamos que existe una secuencia de ocurrencia a en 1V’
con las condiciones citadas. Entonces, teniendo en cuenta la forma del marcaje S
de partida: s4ÁM), la forma del marcaje final: p%r+i(Alí) (en el que los lugares p
están todos ellos vacíos), y dado que el lugar reloj gana sólo un token, a debe ser a
una cadena de transiciones de la forma siguiente:
a
15 ~
Entonces, como las transiciones ~{t~... it~ pueden dispararse en cualquier otro or-
den, podemos agrupar en particular los disparos de cada transición, obteniendo
una secuencia de ocurrencia equivalente de la forma: a
rs ss s s s
a
Además, dado que B(a)(it’) + B(a)(it5) = R(it), para toda it E T, obtenemos:
0R {it E TIR(it)> 0]’ = {tl,...,itm} a
En consecuencia, el paso Ji estará permitido en 1V, ya que los lugares de P tienen
a
el mismo marcaje en 1V y 1V’. Sea entonces Al
1 el marcaje obtenido en 1V tras el
disparo de Ji. Este marcaje coincide con el marcaje Nf obtenido en 1V’ tras el dis-
a
paro de la secuencia de transiciones itfit~... t~t~... 4 ... it~. . . ita, si se identifican
los lugares p y fl; es decir, ñI~(p) = M(p) + Al(fl, Vp E P. El disparo de n~«,0 no
modifica la validez de lo anterior, ni tampoco los disparos de las transiciones t~, a
pues mantienen invariable la suma Nf(p5) + NfQ55). Por tanto, como al final de
a
a
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ese proceso los lugares ~ están desmarcados y el valor de esa suma no se ha visto




lo cual coincide con 4~’ (Ki)(p),Vp’ E Y’,
obtenemos Nf1 = M1, y de ahí K[R>Mi.
•1 ¡
sip = p
si p’ = reloj
sip’ = p E Y
en otro caso
y por tanto, por la definición de so%’
O
Este resultado se extiende a secuencias de pasos mediante el siguiente teorema,
que requiere una definición previa:
Definición 4.13 (Secuencia de pasos de 1V correspondiente a una secuencia de
ocurrencia de 1V’) Sea 1V = (Y, T, E’, W, Al0) una Red de Petri Marcada y 1V’ su
red asociada según la Def. 4.10. Si para dos marcajes cualesquiera de 1V, Kl y ¡VI’
se tiene so~.,(Al)[a>so~+n(Ali), con o- = o~í . . . o-,, definimos:
1. La subsecuencia tac de o-, tac(a) = o-~1... o-e,,, constituida por los disparos
de la transición n~44,
2. La descomposición guiada por pasos de o- se define tomando a = a
1 o... o a~
donde para cadaj E {1,... ,n} tenemos a3 = ae
5,+i o-ji ,tomando i0 = 0.
3. La secuencia de pasos de 1V simulada por a BS(a) — B(a’)...
tomando el multiconjunto asociado a cada secuencia a’ sobre el conjunto
T.
O
Teorema 42 Sea 1V = (Y,T,F,W,K0)
asociada según la Def. 4.10, y ti E 1=4.
tenemos 94(K) [o->sok+n(Al1), entonces en
una Red de Petri Marcada,
Si para dos marcajes de N
1V tenemos M[BS(oj>Alí.
Demostración: No podemos aplicar directamente el teorema 4.2, ya que no
sabemos cómo son los marcajes intermedios. Sin embargo, al final de a alcanzamos
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1’ están vacíos. Entonces, podemos adelantar los disparos de las transiciones it,,
hasta que se ejecuten con el paso que generó los correspondientes tokens sobre el a
lugar p, para obtener marcajes intermedios sin tokens sobre los lugares j5. De esta
forma, ya es posible aplicar el teorema 4.2 para concluir la demostración. O
a
Corolario 4.3 Las propiedades siguientes son decidibles para Redes de Petri No
Temporizadas con la semántica de pasos: a
1. El Problema de Alcance Estricto.
a




1. El problema en cuestión se reduce vía la codificación introducida a un proble-
ma de alcance ordinario sobre la Red de Petri que se obtiene: se ha de obtener
el marcaje deseado sobre los lugares de la codificación correspondientes a los
originales, fi tokens en el lugar reloj y el submarcaje inicial sobre el resto de
a
los lugares.
2. La demostración de la decidibilidad de la s, k-ilimitación lineal y la s-ilimi- a
tación uniforme es análoga a la realizada para el corolario 4.2.
E a
También podemos decidir la /3-vivacidad usando esta simulación. Esto es lo a
que establece el siguiente teorema.
a
Teorema 4A Siendo 1V = (P, T, E’, W, Alo) una Red de Petri Marcada con su
semántica de pasos, y fi E 1=4,podemos decidir si 1V es fi-viva.
a
Demostración: Consideremos la red 1V’ asociada a 1V aplicando la DeL 4.10
y sea it E T. Aplicamos a dicha red el teorema 23, para obtener un conjunto de
marcajes {K%,. . . , M~} con la propiedad de que para cualquier marcaje alcanzable
Al de 1V’ existe un i tal que ~h=Nf.
Consideramos entonces el marcaje Nft asociado a it en 1V’, definido por: Nft(p) = ‘a
W’(p,it), Vp E Y’.
a
a
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Tenemos que analizar si para todo i E .1.... , ¿4 existe algún M” E [gb>tal
que K”(reloj) = Nf~(reloj) + fi y Nf’ < Nf”.
Para ello definimos una nueva red 1V” = (Y’, T’, F”, W”, K’~”) asociada a 1V,
que se obtiene a partir de 1V’ invirtiendo el tiempo, lo que significa invertir todos
los arcos en F’ que alcanzan el lugar reloj, e inicializar este lugar con fi tokens. El
resto de los lugares se marca con su numero de tokens en ~ Entonces tenemos
que analizar si hay algún Nf” E [M’~’>tal que Nf’ =Nf” y Nf”(reloj) = 0. Esto
puede hacerse estudiando el árbol de cobertura de 1V”.
Si alguno de estos tests fallase, entonces it no sería fi-viva en la red original 1V.
En caso contrario, ya que para cualquier marcaje alcanzable Nf1 en 1V’ hay algún
i E .1.... , ¿4 tal que ~É=K1,tenemos algún marcaje alcanzable Nf” a partir del
marcaje Nft tal que Al”(p) =Al’(p), para todo p E Y y Nf”(reloj) = Nf~(reloj)+ fi.
La secuencia de ocurrencia o- tal que Kflo->K” puede ser disparada a partir de
Nf1, pues éste cubre a Alt, conduciéndonos a un marcaje que cubre a Al”, con
fi tokens más sobre el lugar reloj que el marcaje original. Así, el correspondiente
marcaje puede ser alcanzado en 1V por una secuencía de pasos de longitud fi, y it
estará permitido bajo este marcaje, lo que prueba que la transición it es fi-viva en
1V. III
Teorema 4.5 Sea 1V = (Y, T, F, W, Alo) una Red de Petri Marcada con su seman-
tica de pasos, y fi E 1=4.Podemos decidir si la red 1V puede fi-bloquearse.
Demostración: Sea 1V’ la Red de Petri con la semántica ordinaria asociada a 1V
según la def. 4.10. Sobre esta red añadimos una nueva transición it, la cual estará
siempre permitida una vez que el lugar reloj alcance fi tokens. Para ello se conecta
dicha transición al lugar reloj como sigue:
W(reloj, it) = fi = W(it, reloj)
En consecuencia, tras fi pasos no podrá haber bloqueos en esta red, y por tanto
ésta sólo podrá bloquearse si en la red de partida había fi-bloqueos. De esta forma,
hemos reducido el problema a un problema de ausencia de bloqueos en una Red de
Petri con su semántica ordinaria, propiedad que como sabemos es decidible (véase
[FruS6]).
aa
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4.4.2 Simulación de las Redes de Petri Temporizadas con
su semántica sin restricciones ‘a
Regresamos a nuestro problema de codificar Redes de Petri Temporizadas con Re-
des de Petri No Temporizadas. La construcción a realizar para codificar las Redes Mt
de Petri Temporizadas con su semántica general se basa en dividir cada transición
it en ¿(it) transiciones, cada una de las cuales corresponde a un instante en la eje- a
cución de it. Para que esta codificación simule directamente el funcionamiento de la
red 1V se requeriría la aplicación de una hipótesis de máximo paralelismo para las a
transiciones correspondientes a transiciones (originales) en ejecución. No obstante,
como posteriormente veremos, aunque ignoremos esta restricción (que además es a
en general imposible de representar sobre Redes de Petri No Temporizadas), las
ejecuciones de las transiciones que no obedezcan esta hipótesis pueden ser conside-
a
radas como si hubieran empezado un poco más tarde, obteniendo así una secuencía
de pasos equivalente que si satisface la hipótesis de máximo paralelismo requerida.
a
Definición 41.4 (Red asociada a una RPT)
Sea 1V = (Y, T, F, W, 3, Nf0) una RPTM. Para cada t c T consideremos el conjunto
de transiciones (atómicas) 0 = {tí,. . . ,it8~>}. Definimos entonces la Red de Petri
asociada a 1V, 1V’ = (Y’, T’, F’, W’,Nf¿), de la forma siguiente:




{(p,ts<~>)¡pEP A tET A (p,t)EE’}IJ
{(p?>,it~) ¡it E T A i E {1,. . . ,3(it) —1]’]’ U ‘a
{(iti,p)IitET A pEY A (t,p)EE’}U
{(it1+í,p7~) It E T A i E {i,...,3(it) —1]’]’
= (p,its<¿>)$22 = (ití,p) a
1 en cualquier otro caso
Nf¿(p)= f Mo(p) sipeY a
~ O en caso contrario
E
Esta construcción está representada en la figura 9.
a
a
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o—41-----o —41-- —o
1 t&(q...i ti p
Figura 9: Red asociada a una RPT: simulación de una transición
Definición 4.15 Sea 1V = (Y, T, E’, W, ¿5, Nf0) una RPTM y sea N’ = (P’,T’,F’,
W’, M¿) la Red de Petri asociada. Se define la función de correspondencia de
marcajes soN : M —o M’ de la forma siguiente:
sip’=pEP(t)
V’N(Nf ~ K2(it,i) sip’ = p~ ,con tE {1,. . . ,3(it) —1]’
o
Definición 41.6 SeaN = (P,T,E’,W,6,K0) una RPTM y seaN’ = (P’,T’,F’,
W’, M¿) la red asociada obtenida según la construcción anterior. Se define la
función de correspondencia de pasos i- : M x /3(T) —* fi(T’), de la forma siguien-
te:
-r(Al, B)(t’) 3’ B(t) si it’ = its(¿), it E T1~ M2(twy) si it’ = t, ~¡< ts~, it E T
o
El teorema siguiente establece que las semánticas de pasos de 1V y 1V’ son
equivalentes.
Teorema 4.6 Sea 1V = (Y, T, E’, W, 3, Al0) una RPTM y N’ = (P’, T’, E”, W’, Al¿)
la red asociada obtenida según la construcción de la definición 4.14. Sean además
Al, Nf’ dos marcajes cualesquiera de 1V y B un multiconjunto de T. Entonces se
tiene:
K[B>Nf’ si y sólo si ‘PN(Al) [-r(Nf, B) > soN(Nf)
Demostración: Supongamos que M[B>Al’ en un instante fi E 1=4. Entonces
<~, 3) está permitido bajo el marcaje soN(Nf). Para demostrarlo hemos de ver
que SON(K)(p’) =W’(p’, it’) . r(Nf, B)(it’), Vit’ E T’, y Vp’ E t’.
A partir de la construcción, sólo pueden darse dos casos:
1. p’ = p E Y A it’ = tS(t). En este caso, ‘PN(K)(p’) = Mí(p), W’(p’,t’) =
W(p, it) y -i-(M, B)(t’) = B(it). Entonces la condición deseada es inmediata,
teniendo en cuenta que 3 está permitido en 1V.
a‘a
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2. p’ ~ P A it’ = L~, con y <¿(it). En tal caso,p’ — pp), y de ahí: SON(M)(P) =
Nf2(t, ji), W’(p’, it’) = 1 y <~, B)(t’) = Al2(it, y). Y ahora es ya inmediato a
que <PN(K)(p’) =W’(p’,t’) r(K,B)(it’).
Por tanto, ~-(Nf,B) está permitido bajo St’N(Nf). Sea entonces M’ el marcaje
obtenido como consecuencia de su disparo, es decir, SON(K) [<Nf, B)> 2’. Veamos
que M’ = YN(M’): a
1. Sea p E Y, entonces se tiene
.AI’(p) = PN(Al)(p) — 2 W’(p, 1’) . r(M, .B)(t’) + 2 W’(it’, p) r(M, B)(I’) = a
¿‘el’
AIí(p) — W(p,i) . B(t) + 2 W(t,p) . M2(t, 1) + E W(t,p) . B(t) =
tEl, 6<¿)>1 ¿el, 6(fl=1
~«p) = SON(Al’)(P)
(O2. Sip’ « Y, entonces p’ = para un cierto i E {1, . . . ,6(t) —1]’. De ahí se obtiene:
a
ÑI’(p’) = <PN(M)(p’) — 2 W’(p’,t’) . -r(M,B)(t’) + 2 W’(t’,p’) . r(M,B)(t’) =¿‘el’ ¿‘el’
M2(t, i) — 1.¡V12(t, i) + 1.AI2Q, i + 1) = M2(t, i + 1) = M~(t, i) = soN(A”f’)(p’)
En consecuencia, Al’ = soN(Nf’).
Recíprocamente, supongamos que soN(Al) [r(Al, B) > WN(~’). Por tanto, tene- a
mos
SON(Nf)(P) =W’(p,its(t>) . 1-(M,B)(itact)) Vp E Y, Vt E T, it E p
Además, Nfi(p) = soN(Nf)(p) y r(K,B)(itsc¿>) = B(it), Vp E Y, Vit E T, it C pt Por
tanto, Ki(p) =W(p,it) . B(it), lo que implica que E está permitido bajo Nf. a
El disparo de B da lugar a un marcaje Kl en 1V. Aplicando entonces el sentido
directo obtenemos que ¿PN(M) = soN(K’), lo que implica que Kl = Al’, pues ~N a
es inyectiva. O
a
Corolario 4.4 Sea 1V = (P, T, E’, W, 3, Nf0) una RPTM, 1V’ la red asociada apli-
cando la construcción de la def. 4.14 y 1V” la red construida sobre 1V’ aplicando la
a
construcción de la Def. 4.10. Entonces, Nf = (Nf1, Al2) es un marcaje alcanzable
en N en el instante fi si y sólo si existe un marcaje alcanzable Nf’ en 1V” tal que:
(1) Al’(p) = Nfi(p) Vp E Y ‘a
(2) Nf~(p$~t>) = AJ2(it,i) Vt E T A Vi E {1,. . . ,3(it) — 1}
(3) Nf’(reloj) = fi a
(4) M’(p’) = O en otro caso
‘a
a
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Demostración: El sentido directo es una aplicación inmediata de los teoremas
4.6 y 4.2. Veamos el recíproco.
Sea Nf’ un marcaje alcanzable en N” que verifica las condiciones (1-4). Para
este marcaje existe un marcaje Nf en 1V’ tal que so%(M) = Al’. Entonces, a partir
del teorema 4.3 obtenemos que Nf es alcanzable en fi pasos. Además, M = SON(Nf).
La secuencia de pasos en 1V’ que nos permite alcanzar Nf no satisface necesaria-
mente la hipótesis de máximo paralelismo restringida a las transiciones atómicas
correspondientes a los instantes de las transiciones en ejecución. En consecuencia,
no podemos aplicar el teorema 4.6 paso por paso para concluir que Nf es alcan-
zable en fi pasos en 1V. Sin embargo, podemos retrasar los tiempos de activación
de los componentes de cada ejecución de cualquier transición (original) que no
satisfaga la condición de máximo paralelismo definida. Para ser exactos, obser-
vamos el instante en el que la última componente de cada transición original ha
sido disparada, y tomamos como instante de disparo de la misma dicho instante
menos la duración de la transición, más uno. Entonces, consideramos el disparo
secuencial de los componentes de la transición desde ese instante, y de esta forma
obtenemos una secuencía de pasos equivalente que sí satisface esta condición. En-
tonces, podemos aplicar el teorema 4.6 paso por paso, concluyendo que el marcaje
Nf es alcanzable en fi pasos en 1V. E
Finalmente, obtenemos el siguiente corolario:
Corolario t5 Sea 1V = (Y, T, E’, W, 3, Nf0) una RPTM, Al un marcaje de ésta, y
fi e 1=4.Entonces, las siguientes propiedades son decidibles:
1. El problema de alcance estricto.
2. La propiedad de s, k-ilimitación lineal y la propiedad de s-ilimitacíon un~
forme.
3. La propiedad de ausencia de /3-bloqueos.
4. La propiedad de fi-vivacidad.
Demostración: La primera de ellas es una consecuencia inmediata del corolario
previo. Las otras se obtienen considerando que estas propiedades se preservan por
aa
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la codificación a Redes No Temporizadas con su semántica de pasos, para las cuales
ya hemos probado que son decidibles.
Ahora bien, el resultado no es inmediato para las propiedades de fi-vivacidad y
de .s-ilimitación uniforme, pues ambas consideran marcajes no estables como punto
de referencia para encontrar otro marcaje (en /3 unidades de tiempo).
En ambos casos, al trasladar un marcaje no estable Nf a la red 1V’ obtenida
aplicando la construcción de la Def. 4.14 nos encontramos con un problema, y es
que obtenemos marcajes alcanzables en 1V’ en fi pasos que no se corresponden con
marcajes alcanzables en 1V en fi unidades de tiempo a partir del marcaje Nf. Ello
se debe a que no estamos obligados a terminar la ejecución de las transiciones que
se encontraban en ejecución en Al.
En lo que respecta a la fi-vivacidad, si en la red 1V’ somos capaces de encontrar
en fi pasos un marcaje que permita el disparo de una transición it, entonces también a
podremos considerar una modificación de esa secuencia de pasos que sí considere la
correcta finalización de las transiciones que estaban en ejecución (eso no modifica la a
posibilidad de disparar los pasos de la secuencia de pasos anterior). Esta secuencía
de pasos genera un marcaje que sigue cumpliendo la propiedad deseada y que tiene a
correspondencia con un marcaje de la red temporizada de partida.
En lo que respecta a la s-ilimitación uniforme, el razonamiento es similar, pues a
nótese que la nueva secuencia de pasos genera un nuevo marcaje que en todo caso
tendrá más tokens sobre el lugar s, lo que mantiene la propiedad de que este lugar a








Hasta ahora, una vez que una transición de una Red de Petri Temporizada está
permitida, puede dispararse. Sin embargo, su disparo puede retrasarse todo lo que
desee, lo que puede provocar que se pierda la posibilidad de dispararla, al adelan-
tarse el disparo de otra transición en conflicto con ella. Una posible variación sobre
la regla de activación consiste en incluir en ella la hipótesis de máximo paralelismo
forzando a las transiciones a ocurrir en cuanto estén disponibles. Como consecuen-
cia de ello, aparecen transiciones cuya ejecucion resultará imposible, estando sin
embargo permitidas sin la hipótesis de máximo paralelismo. Por ejemplo, en la red
de la figura 10 la transición 13 no puede ocurrir bajo máximo paralelismo.
Así, una Red de Petri Temporizada bajo la semántica de máximo paralelismo
evolucionará disparando en cada instante un multiconjunto maximal de transi-
ciones disparables al univoco. Una consecuencia inmediata de ello es que no pode-
mos permitir la presencia de transiciones autónomas, es decir, transiciones sin
ti,
5
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precondiciones, pues nos obligarían a considerar multiconjuntos con un número in-
finito de instancias de una transición. Definiremos también un modelo semántico
de máximo paralelismo en el que para cada transición permitida sólo forzamos
el disparo de una instancia de dicha transición. A dicho modelo semántico lo
llamaremos de máximo paralelismo de’bil. Finalmente consideraremos un modelo
semántico de máximo paralelismo en redes con transiciones autónomas, donde la
‘a
hipótesis de máximo paralelismo no afecta a dichas transiciones autónomas.
a
5.1 Conceptos Generales
‘aComenzamos definiendo la clase de Redes de Petri Temporizadas que vamos a
considerar:
a
Definición 5.1 (Redes de Petri Temporizadas Restrictivas)
Se define una Red de Petri Temporizada Restrictiva (RPTR) como una Red de
a
Petri Temporizada 1V = (Y, T, E, W, 3) tal que i # 0, Vi E T.
Los marcajes de las RPTR se definen igual que en la Def. 3.2. Como allí, a las
a
tupías (Y, T, E’, W, 3, Alo) las llamaremos Redes dc Petri Temporizadas Restrictivas
Alarcadas (RPTRM). E
a
Ahora vamos a definir la condición de disparo. En esta definición se inípone la
maximalidad del multiconjunto de transiciones como condición necesaria para que
éste esté permitido. De esta forma, forzamos a las transiciones a ser disparadas
tan pronto como están permitidas, a menos que estén en conflicto con otras tran-
a
síciones.
Definición 52 (Condición de disparo para la Semántica de Máximo Paralelismo) a
Sea 1V = (Y, T, E’, W, 3) una Red de Petri Temporizada Restrictiva y sea Al un
marcaje de la misma. Se dice que un multiconj unto de transiciones Ji estó permitido a
bajo este marcaje, con la semántica de máximo paralelismo, si y sólo si se cumplen
las dos condiciones siguientes: a
1. AL(p)= ZJi(t).W(p,it), VpEP
¿El
a
2. ,Bit E T tal que el multiconjunto de transiciones RU {it} satisface la condición
(1) de esta definícion.
a
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Lo que denotamos por ~[~>
2, El conjunto de multiconjuntos maximales de tran-
siciones permitidas bajo el marcaje Nf se denota por E(K). Este conjunto es
finito (y no vacio), debido a la restricción impuesta de ausencia de transiciones
autónomas.
La primera condición de esta definición no es otra que la usual definiendo la
posibilidad de disparo de una bolsa de transiciones. La segunda condición impone
la restricción de que este multiconjunto debe ser maximal. En esta definición
es esencial la restricción impuesta sobre las transiciones, pues sí una transición
no tuviese precondiciones, no habría multiconjuntos maxímales de transiciones
permitidos, pues tendrían que contener un numero infinito de instancias de dichas
transiciones.
Definición 5.3 (Condición de disparo para la Semántica de Máximo Paralelismo
Débil) Sea N = (Y, T, E’, W, 6) una Red de Petri Temporizada Restrictiva y sea
Nf un marcaje de la misma. Un multiconjunto de transiciones Ji se dice que está
permitido bajo el marcaje Al con la semántica de máximo paralelismo débil si y
sólo si se cumplen las condiciones siguientes:
1. Nfí(p)=SJi(it).W(p,it), VpEP
¿El
2. ,~it E T, it « Ji tal que el multiconjunto de transiciones Ji u {it} satisface la
condición (1) de esta definición.
Lo que denotaremos por Al[Ji>,,d. O
En este caso, la condición (2) sólo nos obliga a disparar una instancia de cada
transición permitida. Sin embargo, es posible disparar multiconjuntos de transi-
ciones, y en particular, es posible disparar un multiconj unto de transiciones que
esté en conflicto con el disparo de alguna transición. Es decir, la semántica de
Máximo Paralelismo Débil no impone la necesidad de prescindir del disparo de
una o varias instancias de alguna transición para disparar al menos una instancia
de otra transición.
En este sentido, podemos definir finalmente una semántica de máximo paralelis-
mo débil basada en el disparo de conjuntos de transiciones, y no de multiconjuntos.
aa
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Definición 5.4 (Condición de disparo para la Semántica de Máximo Paralelismo
Débil Conjuntista) SeaN = (Y, T, E’, W, ¿5) una Red de Petri Temporizada Restric-
tiva y sea Nf un marcaje de la misma en un instante determinado. Un conjunto
de transiciones Ji se dice que está permitido bajo el marcaje Nf con la semántica a
de Máximo Paralelismo Débil Conjuntista si y sólo si se cumplen las condiciones
siguientes:
a
1. Mí(p)= EW(p,it), VPEP
tER
a
2. ,ait E T tal que it « Ji y el conjunto de transiciones Ji U {t]’ satisface la
condición (1) de esta definícion.
Esto lo denotaremos por: Nf[R>pdc. E
a
Definición 5.5 (Regla de Activación Bajo Máximo Paralelismo)
SeaN = (P, T, E’, W, 6) una Red de Petri Temporizada Restrictiva, Al (Al1, Al2) a
un marcaje de la misma en un instante fi E 1=4y E(Al) = {Rí,. . . ,R4]’ el con-
junto de multiconjuntos maximales de transiciones permitidas bajo ese marcaje. a
Entonces, debemos disparar uno de estos multiconjuntos en ese instante fi, obte-
niendo un nuevo marcaje Al’ = (Alfl Nf) en el instante fi + 1, dado por: a
1. sV« = Al1 — 2 Ji1(t).VV(—, t)+ E Ji1(t)14/(t, —)+ 2 A’12(t, 1).VV(t, —)
WCo ¿cG, (t,i)6C2
donde R~ es el multiconjunto disparado y G0, C~, C2 están definidos de la
forma siguiente: ‘a
~ {t E T¡Ji~(it) >0]’
(NS {t E T¡ R1(it) >0 A ¿(it) =1]’ ‘a
e {(t, 1) E T x 1=4¡ Mdit, 1) > 0]’
a
2. M~ : T x —* EM con
a
Al~(it,/3’) cf R~(it), sifi’=3(it)—l[~K2(t,fi’ + 1), en otro caso
‘a
Este paso se denota por: Mo[Ji>,,Al’. O
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De nuevo es importante notar que es posible que en un cierto instante, el
multiconjunto de transiciones permitido (y en consecuencia el maximal) sea
el multiconjunto vacio. Este caso refleja los cambios que sufren los marcajes por
efecto de la terminación de las transiciones pendientes. Por supuesto, si obtenemos
suficientes tokens para disparar una o varias transiciones en un instante posterior,
tendremos que dispararlas en ese instante. También es posible que el marcaje de la
red llegue a estabilizarse y ninguna transición pueda ser disparada. En este caso,
la red ha quedado bloqueada.
Definición 5.6 (Secuencias de Pasos Temporizadas bajo la Semántica de Máxi-
mo Paralelismo) Sea N = (Y, T, F, W, 3) una RPTR con marcaje inicial Nf0. Se
dice que a = ~o[~o>,, . . . Al~iEJi~i>,,M~, es una secuencia de pasos temporizada
mp-finita de (1V, Nf0) su:
1. Vi E {0,... , ti — 1]’ : es un multiconjunto de transiciones (que puede ser
vacío) permitido en el sentido de la definición 5.2 bajo el marcaje Nf1.
2. ViE {1,...,n} :
De nuevo, a partir de los pasos que constituyen la secuencia de pasos a, así como
de sus tiempos de disparo, puede reconstruirse toda la secuencia de pasos. De esta
forma escribiremos: K[o
4~)),,Al~ El
Definición 5.7 (Semántica de Pasos Temporizada de Máximo Paralelismo)
Sea 1V = (Y, T, E’, W, 3) una RPTR y Nf
0 un marcaje inicial de ésta- Se define el
conjunto de secuencias de pasos temporizadas mp-finitas de 1V a partir de Nf0, que
define su semónitica de secuencias de pasos temporizadas mp-finitas de la forma
siguiente:
M(N, Mo) = {o- a es secuencia de pasos temporizada mp-finita]’
o
Por último, las definiciones 5.5,5.6 y 5.7 se adaptan con muy pocos cambios a
la semántica de máximo paralelismo débil y a la semántica de máximo paralelismo
débil conjuntista.
aa
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5.2 Análisis de Propiedades bajo Máximo Para-
lelismo
En esta sección consideramos Redes de Petri Temporizadas con la semántica de a
Máximo Paralelismo. Esta consideración será válida salvo que explícitamente se
considere otro tipo de semántica. ‘a
Comenzamos definiendo las propiedades que serán objeto de estudio:
a
Definición 5.8 (Problema de Alcance)
a
SeaN = (P, T, E’, W, 3) una RPTR con marcaje inicial Nf0 y sea Nf = (Ah, Nf2) un
marcaje de ésta. Se dice que Nf es alcanzable en 1V bajo la semántica de máximo
a
paralelismo, lo que se denotará por Nf E [no>,,,su existe o- e Al(N, Al0) tal que
Nfo[a(~)>,,Nf para un cierto instante ti.
De nuevo, se extiende de forma natural dicha notación para considerar marcajes ‘a
cualesquiera Al, es decir, [~>~denota el conjunto de marcajes alcanzables a partir
de Nf. o a
Definición 5.9 (Problema de Alcance Estricto) a
Sea 1V = (Y, T, E’, W, 6) una RPTR con marcaje inicial ~/fo, Al = (Al1, Al2) un
marcaje de ésta y ti ~ EM. Se dice que Al es alcanzable en 1V en el instante ti bajo
la semántica de máximo paralelismo, lo que se denotará por Nf E [Nfo>, su existe
o- E M(1V, Kb) tal que Al0[o-~~»,,M. a
Definición 5.10 SeaN = (P,T,F,W,~5) una RPTR con marcaje inicial Ko, .s E
Y, y 1v E EM.
a
1. Decimos que 1V es .s, 1v-ilimitada linealmenite su existe algún fi =1v, y algún
marcaje Nf tal que Nf E [~o>~ y Mí(s) =fi.
2. Decimos que 1V es s-ilimitada uniformemente su para todo fi E EM y para
todo Nf e [Mo>~existe algún ji E EM y algún marcaje Nf’ E [~> tal que
~«~)>+fi.
a
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3. Decimos que 1V es ilimitada su existe un lugar .s’ E Y tal que no existe un
entero m E EM verificando Ah(s1) <m, para todo marcaje alcanzable Nf.
El
Definición 5.11 (Vivacidad)
Sea 1V = (P, T, E’, W, 3) una RPTR con marcaje inicial Al
0 y it E T. Decimos que it
es viva su para cualquier marcaje alcanzable Nf existe un marcaje Al’ E [~h~que
permite el disparo de la transición it.
Decimos que 1V es viva su todas sus transiciones son vivas. O
Definición 5.12 (fi-vivacidad)
Sea 1V = (Y,T,E’,W,¿5) una RPTR con marcaje inicial Nf0, fi E 1=4y t E T.
Decimos que it es fi-viva su para cualquier marcaje alcanzable Al existe un marcaje
Al’ E [Nf4 que permite el disparo de la transición it.
Decimos que 1V es fi-viva su todas sus transiciones son fi-vivas. El
Definición 5.13 (Ausencia de bloqueos)
Sea 1V = (Y, T, E’, W, 3) una RPTR con marcaje inicial Nf0. Decimos que un
marcaje estable Nf de 1V es muerto su no hay ninguna transición permitida bajo
Nf. Decimos que 1V puede bloquearse su existe algún marcaje muerto Nf’ e [Alo>,,.
O
Definición 5.14 (Ausencia de /3-bloqueos)
Sea N = (Y, T, E’, W, 3) una RPTR con marcaje inicial Al0, y fi E EM. Decimos que
1V puede fi-bloquearse su existe algún marcaje muerto Nf’ E [M04. El
Todos estos problemas son decidibles en el caso de redes n-seguras. Ello es
una consecuencia inmediata de que el conjunto de marcajes alcanzables es finito.
Además, podemos codificar las RPTR n-seguras bajo la semántica del máximo
paralelismo mediante redes no temporizadas.
Definición 5.15 (Red de Petri Temporizada u-segura)
Sea 1V = (Y, T, E’, W, 6) una RPTR con marcaje inicial Nf0. Se dice que 1V es
ti-segura su para todo marcaje Nf E [go>,, se tiene: M1(p) =ti, Vp E Y.
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Definimos además los siguientes conjuntos:
= jAl ¡Nf es marcaje de N verificando AL(p) =ti, Vp E Y, y a
K2(it,y) =ti, Vit E T, Vy =3(it) — 1]’
ll1(M~) = {Nf1 ¡ HM E M~, Nf = (AL,Nf2)} a
El
a
Una consecuencia inmediata de la definición anterior es que no pueden dis-
pararse simultáneamente más de n instancias de una misma transición.
a
Definición 5.16 (Codificación de las RPTR n-seguras bajo Máximo Paralelismo)
Sea 1V = (Y, T, E’, W, ¿5, Mo) una RPTRM n-segura. Se define la red asociada a 1V, a
1V” = (Y”, T”, E”’, 1’V”, AJ¿’), como sigue:
En primer lugar, dado V E H1(M~), denotaremos por Rv el conjunto de los
multiconjuntos maximales de transiciones permitidos bajo el marcaje (ordinario)
V. Definimos entonces el autómata de estados finitos que modela la conducta de a
1V, «4 = (Q’, s’, e’, 3’, E’, qo), de la forma siguiente:
= a
= {Ji 1 Ji E Rv, para V E Hí(M~)}
a
e’ = {A ¡ A es un multiconjunto de transiciones en T tal que A(it) =ti, Vi e T}
¿5’: Q’ x >2’ —~ Q’ a
6’(Nf, Ji) está definida su Ji E JiM1. En tal caso: ¿5’(Nf, Ji) = Al’, donde
Al’ es el marcaje alcanzado en N tras el disparo de R (puesto que la a
red es n-segura la definición es correcta).
a
E’: Q’ x E’ —~ e’
F’(Nf, Ji) 4 A, siendo a
M2(it,1) Vi E Ttal queM2(it,1) >0
A(it)={ VitcTtalque¿5(it)=1, yJi(it)>0 ‘aR(it)
en caso contrario
Los estados de este autómata son los posibles marcajes de la red, de los cuales
hay una cantidad finita, pues ésta es n-segura. En consecuencia, el estado inicial
‘a
a
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corresponde al marcaje inicial. Las entradas del autómata son los multiconjuntos
maxímales de transiciones permitidos, y las salidas son los multiconjuntos de tran-
siciones que terminan su ejecución en el instante considerado. Las funciones ¿5 y F
codifican la regla de activacion.
Sea entonces N(..4) = (Y’, T’, F’, W’, Nf¿) la red que modela la conducta de este
autómata. A partir de esta red construimos la red 1V” eliminando los lugares de
entrada y salida (y los arcos conectados a ellos) que aparecen en la construcción
de N(Á). Además añadimos un lugar reloj para contabilizar los pasos disparados.
Y” = Q’ U {reloj]’
=
E”’ = (E” — E,,) u {(it’, reloj) ¡it’ E T’}, con E,, s {(Ji, (Nf, Ji)) ¡Ji E E’, Al E Ql
u {((Nf, Ji), A) ¡ Al E Q’, Ji E E’, A = r’(Nf, Ji)]’
W”(f) = 1, para todo f E E”’
sip=qo
~ en caso contrario
El
Definición 51.7 (Correspondencia de marcajes)
SeaN (P,T,E’,W,6,Nfo) una RPTRM n-segura. SeaN’ = (Y’,T’,F’,W’,M¿)
la Red asociada a ésta según la definición anterior. Definimos entonces la función
siguiente:
94 : —*
fi si p’ = reloj
94(Al)(p’) 1 si p’ = Al
VM(M,,M2)EMn,Vp’EP’ O en cualquier otro caso
El
Teorema 5.1 Sea 1V = (Y, T, E’, W, 3, Nf0) una RPTRM n-segura y sea Al E M~.
Sea 1V’ = (Y’, T’, E”, W’, Al¿) la Red asociada a ésta según la Def. 5.16. Entonces
para cada fi E 1=4se tiene:
Nf[B>PNf’ si y sólo si 94(Nf) [(Al, B) > 94(Al’)
Demostración: Supongamos que Al[B>PM’. En tal caso, 94(K) es un marcaje
de 1V’ que permitirá el disparo de la transición (Al, B), ya que por la definición de
a‘a
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/3S0N el lugar Al e Y’ de N’ estará marcado, y este lugar es la única precondición de(Nf, B) (esta conexión existe por ser B un multiconjunto maximal de transiciones a
permitido bajo el marcaje Al
1) y por tanto, como hemos indicado, se permitirá el
disparo de dicha transición. Ahora bien, tras el disparo de (Nf, B) en 1V’ obtenemos
un marcaje en N’ en el cual estará marcado el lugar Nf’ E Y’ (estado siguiente en
el autómata), por lo que: 94(Al)[(M,B)»p%4Nf’).
Recíprocamente, supongamos que 94(Nf)[(Nf , B)>cp~(Nf’). En tal caso, por la
construcción de 1V’, B debe ser un multiconjunto maximal de transiciones permi-
tido bajo el marcaje AL- En consecuencia, es posible su disparo a partir de Al en
N. El marcaje obtenido como consecuencia de ese disparo es Nf’, de nuevo por la
a
construcción de 1V’. 0
El teorema anterior nos permite definir la siguiente función, que captura la
codificación de una RPTR en términos de una Red de Petri No Temporizada.
Definición 5.18 Sea N = (Y, T, E’, W, 3, Al0) una RPTRM n-segura. Definimos ‘a
la siguiente funcion:
~PN : Al(1V, Al0) —~ L’(N’,Nf¿)
‘PN(a) £ ~i%(Mo)t~ok(Ali)< . . t~(M~.)
‘a
siendo ¼= (Nf5...1, Ji5), donde a = Nfe[Jií>,,Mí ... [R,.>,,Al~. El
Corolario 5.1 Sea 1V = (P, T, E’, W, 6, Nf0) una RPTRNI n-segura. Sea 1V’ = a
(Y’, T’, F’, W’, M¿) la Red asociada a ésta según la Def. 5.16. Entonces
Mo[o-(m»,,Nfm si y sólo si V%(NfO)VN(a)>~(Nfm)
o
Hemos visto que los problemas planteados son trivialmente decidibles para redes
n-seguras con la semántica de máximo paralelismo. Ahora vamos a analizar estos
problemas bajo esta semántica en el caso general, sin imponer ninguna restriccion
específica sobre el número de tokens que puede haber en cada lugar.
En principio, el problema de alcance estricto y la ausencia de fi-bloqueos seran
trivialmente decidibles, pues al no haber transiciones autónomas, es posible ins-
peccionar el árbol de accesibilidad hasta la profundidad fi. Sin embargo, como
vamos a demostrar a continuación, el problema de alcance es indecidible.
a
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Figura 11: Conexión del lugar see a todas las transiciones de la red de partida
Para ello vamos a presentar un esquema de codificación de las Redes de Petri
con Arcos Inhibidores con una semántica de Secuencias de Ocurrencia en Redes
de Petri Ordinarias con la semántica de Máximo Paralelismo. Como consecuencia
de ello, puesto que el problema de alcance para las Redes con Arcos Inhibidores
es indecidible (véase [Bra86j), el problema de alcance en Redes de Petri con la
semantica del Máximo Paralelismo será indecidible, y en consecuencia, también
sera indecidible el mismo problema de alcance en Redes de Petri Temporizadas
(las primeras son un caso especial de éstas).
Definición 5.19 (Codificación de las Redes con Arcos Inhibidores en Redes de
Petri con la semántica de Máximo Paralelismo) Sea 1V = (P, T, E’, A, Alo) una Red
de Petri con Arcos Inhibidores (conjunto A § Y x T). Definimos la Red Ordinaria
asociada (con la semántica de pasos con máximo paralelismo), 1V’, de la forma
siguiente:
En primer lugar, para evitar problemas derivados de la semántica de máximo
paralelismo, que podría no capturar adecuadamente la semántica de secuencias
de ocurrencia de la red original, es conveniente secuencializar la red. Para ello
incluimos un lugar see conectando toda transición de la red original a dicho lugar
según se indica en la fig. 11.
Este lugar sec estará inicialmente marcado con un token, por lo que en cada
momento no permitirá nada más que el disparo de una transición (no obstante, la
semántica ordinaria no se ve afectada en absoluto).
En segundo lugar vamos a añadir a la red original una serie de lugares y transi-
ciones. Para cada lugar p E Y de la red original se añade un lugar Pi,, y una tran-
sícion it,,, yse establecen las conexiones siguientes: (p1,.,it,,), (p,it,,), (t,,,p). Además,
para todo it E T tal que (p,t) E A (el lugar p inhibe la transición it) se elimina


















Figura 12: Codificación de una red con arcos inhibidores
tal que (p, it) Z A (el lugar p no es inhibidor suyo) se establecen las conexiones
(p~~,t), (it,p~~) (parte (B) de la figura 12).
En definitiva, N’ = (P’, T’, E”, Al¿), siendo:
Y’ = Pu Y1~ u {sec} , con P1~ = {pí,,¡p GP]’
Tul’,,, conT,,={it,,jpeY]’
E” = E’ u {(p~~,it~), (p,it,,), (t,,,p) p E Y]’ u
{(p~~,it), (it,p1~) 1 (p,t) « A]’ u {(sec, it), (it,sec) It E T}
Nfo(p) p’ = p EF
Nf¿(p’)= 1{ 1 = sec
El
La red construida conserva los marcajes accesibles de la red con arcos in-
hibidores de partida. El resto de los marcajes accesibles en la red construida
son fácilmente distinguibles, pues contienen algunos lugares pñ. desmarcados; se








Teorema 5.2 Sea 1V = (Y, T, F, A, Mo) una Red de Petri con Arcos Inhibidores
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anterior. Entonces Al es un marcaje accesible de N si y sólo si el marcaje Al’
definido por M’¡p = Al, Al’(sec) = 1 y M’¡p~,, = 1 (como vector cuyas componentes
son todas ellas iguales a 1) es accesible en 1V’.
Demostración: Basta tener en cuenta las siguientes consideraciones. En princi-
pio, la presencia del lugar see impide el disparo simultáneo de varias transiciones
de T en 1V’. No obstante, la hipótesis de máximo paralelismo obliga a disparar
(en 1V’) junto a una transición de it, aquellas transiciones it, que estén permitidas.
Para cada transición it E T se considera el conjunto de lugares 1(t) que inhiben a
it: I(it) = {p E Y (p,t) E A]’. Entonces, pueden presentarse los siguientes casos:
1. Si la transición no está permitida en 1V debido únicamente a la presencia
de tokens en algunos lugares p~ E 1(t), entonces sin la presencia de los arcos
inhibidores (pi, t) estaría permitida en 1V. Esta transición estará permitida en
N’, si bien su disparo ira necesariamente acompañado (máximo paralelismo)
del disparo de las transiciones it,,~ (pues los lugares Pi estan marcados). Tras
ello se obtendría un marcaje de 1V’ en el que Pi.,, está desmarcado. Nótese
además que cuando un lugar Pm se desmarca, entonces no puede ya recuperar
su token, quedando definitivamente desmarcado. Es decir, tras el disparo de
la transición it sólo son accesibles en 1V’ marcajes que no cumplen la condición
de que todos los lugares en P1,. están marcados con un token.
2. Si la transición it está permitida en 1V, entonces todos los lugares p E 1(t)
deben estar desmarcados. En consecuencia, las transiciones it,, (para p E 1(t))
no pueden ser disparadas. De esta forma, esta transicion it deberá dispararse
sola en N’ (está conectada a todos los se,, tales que el lugar s no inhibe a it).
En consecuencia, una vez disparada dicha transición, cada lugar al,, recupera
su token y se obtiene un marcaje que proyectado sobre Y coincide con el
obtenido en 1V tras el disparo de it.
El
Hemos probado que toda red con arcos inhibidores puede ser simulada por
la red ordinaria asociada (sin arcos inhibidores), con su semántica de máximo
paralelismo. Como consecuencia de ello concluimos que el problema de alcance en
redes de Petri Ordinarias con la semántica de máximo paralelismo es indecidible.
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Corolario 5.2 El problema de alcance para Redes de Petri Ordinarias con la
semántica de Máximo Paralelismo es indecidible. El problema de Alcance para
Redes de Petri Generalizadas (con un vector de pesos arbitrario) con la semántica
de máximo paralelismo es indecidible. a
Demostración: La primera consideración es una consecuencia inmediata de
la indecidibilidad del problema de alcance en redes con arcos inhibidores (vealse
[BraS6]) y de la construcción de la Def. 5.19. La segunda es trivial, dado que las
redes ordinarias son un subconjunto de las Redes de Petri Generalizadas. El
a
Corolario 5.3 El problema de Alcance para Redes de Petri Temporizadas con la
semántica de máximo paralelismo es indecidible. Mt
Demostración: Inmediata, dado que las Redes de Petri Generalizadas son un
subconjunto de las Redes de Petri Temporizadas (considerando duración 1 para
todas las transiciones). El
a
La construcción anterior nos ha permitido codificar las redes con arcos in-
hibidores mediante redes ordinarias bajo maxímo paralelismo. De manera natural
a
surge la pregunta de si podremos encontrar una construcción que nos permita
codificar las redes con máximo paralelismo mediante redes con arcos inhibidores.
aEfectivamente, tal construcción existe, presentándose a continuación en dos pasos.
En primer lugar planteamos la construcción para el caso de Redes de Petri Ordi-
narias con la semántica de Máximo Paralelismo, y posteriormente analizamos las a
modificaciones necesarias para adaptar esta construccion a Redes de Petri Tempo-
rizadas. S
Definición 5.20 (Codificación de Redes de Petri con Máximo Paralelismo en Re-
a
des con Arcos Inhibidores) Sea 1V = (Y, T, E’, W, Mo) una Red de Petri Marcada
con la semántica de Máximo Paralelismo tal que toda transición it E T verifica
t ~ 0. Se define la Red de Petri con Arcos Inhibidores asociada a N siguiendo la Mt
siguiente construcción:
a
En primer lugar, numeramos las transiciones de T, T = {t1,. .. ,it4, y apli-
camos para cada una de ellas un test que nos permita determinar si dichatransicion
a
está permitida bajo el marcaje actual. Es precisamente para realizar este test para
lo que usamos los arcos inhibidores. Una vez realizados estos tests, conoceremos
a
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sí existe alguna transición que pueda ser disparada en el momento actual. De
entre estas posibles transiciones se disparará una de ellas, sustrayendo los tokens
correspondientes de sus lugares precondición. Sin embargo, todavía no se actualiza
el número de tokens de los lugares postcondición, sino que se realiza de nuevo el
test para determinar si pueden dispararse otras transiciones. De esta forma, se
repite este razonamiento hasta que el test determine que ya no puede dispararse
ninguna transicion mas. En ese momento se actualizan los lugares postcondición
de las transiciones disparadas y se da por terminada la simulación de un paso de
la red original. Este esquema de codificación conseguirá de esta forma reflejar la
semántica de máximo paralelismo, pues un ciclo de simulación no termina hasta
que no puedan dispararse transiciones, lo cual corresponde a un paso de la red
original.
Por ello, consideramos un lugar especial medias, el cual indica si hay o no
un paso en mitad de ejecución. Es decir, cuando este lugar esté desmarcado nos
indicará que se está simulando un paso de la red original. A partir de este lugar
hay que lanzar las siguientes actividades:
1. En primer lugar se hace el test de las transiciones, para determinar si hay
transiciones disparables.
2. Si hay transiciones disparables se dispara una de ellas, retornándose al paso
(1).
3. Si no hay transiciones disparables se restauran los tokens pendientes y se
recupera el token sobre el lugar medias.
Vamos a construir la Red de Petri con arcos inhibidores buscada de una forma
gradual, planteando la forma de realizar cada una de estas actividades, e integrando
las redes obtenidas progresivamente.
En principio, para realizar los tests se consideran los lugares precondición de
cada transición t~, %={pj,i,...,pjr~]’,ypara cadak= 1,..., r5 se construye la
siguiente red con arcos inhibidores (en función del valor nj,k = W(pJ,k, it)):
Nj,k = (YJ,k, TJ,k, lTj,k, A5,k, ¡4/5k)


















{p~~]’ u {P~k ji = 1,... ,nj~ —1>
{it’fli = 1,...,n$k} u {4’fli =
u {(p~~,±}’flji =
{(p~,,,t}’k~
1) ¡~¡ = 1,..., n
5,k—1}u
{(ptk,t~,1c+í) ji = í,...,n5,,, — í]’u
{(P5,k,t3j~) Ii = 1,...,fljk]’
~ f = ~ PJ,k){ ~5,k en caso contrario, con f E .F1,,
Por ejemplo, para tiJ,~ = 3 se obtendría la red de la figura 13.
Una vez construidas estas r5 redes se considera la red siguiente, N~, obtenida
componiendo dichas redes y añadiendo unos lugares s5, SI(p~,,).
88
= (P5,2%, fl, 245,W5)
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siendo:
= kYl Pí,k u {so, sr]’ u {SI(ptk) 1k = 1,... ,r1 —1]’





{(ss...í,4’iO, (s5.1,t’f)]’ u {(4’L, sj) 1v = 1,...,r5, = 1,...,nJ,k}u
{(SI(ps,k), it’~~), (SI(ps,k),it~’~+í)Ik = 1,...,r5 —1]’
A1= U A5~
k=I
W(f) 3’ W~(f) si f e E’j,k
1 en otro caso, conf EF
Obsérvese la importancia que adquiere el token de control (token que colocare-
mos en cada lugar s~ para comenzar a testear cada transición it5). Este token se
encontrará en .s0 en el momento de comenzar el test, y es el encargado de regular
el desarrollo del mismo. Cada vez que se termina de testear una precondición de
una transición, este token indica cómo debe continuar el test. En concreto, si la
precondición testeada no tiene suficientes tokens para permitir la activación de 15,
este token se encontrará en .s5 (para permitir la activación del test correspondiente
a its+í). Si, por el contrario, dicho lugar tiene suficientes tokens para permitir la
activación de it5, entonces el token se encontrará en el lugar SI(pJ,k) (para ini-
ciar el test correspondiente a la siguiente precondición). Finalmente, si llegamos
a testear la última precondición de 15, y ésta resulta suficientemente marcada, en-
tonces se detiene el test, ya que no llevamos el token de control a ningún sitio.
En esta situación hay al menos una transición permitida, lo que posteriormente
reflejaremos en un nuevo lugar SL
En definitiva, esta red codifica una conectiva lógica AND relacionando los
marcajes de todas las precondiciones de itj. La figura 14 contiene la representación
gráfica de la misma.
El paso siguiente consiste en componer adecuadamente las ti redes así obtenidas.
Esta composición codificará una conectiva lógica OR relacionando las n transi-
ciones. Como ya hemos indicado anteriormente incluiremos un nuevo lugar SI,
Mt
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que nos indicará (una vez concluido el test) si hay alguna transición permitida. Es
precisamente a este lugar donde enviamos el token de control cuando una tran-
sición está permitida (de esta forma implementamos la conectiva OR). Además, el
lugar s, nos indica el momento en el que ya no pueden dispararse más transiciones.
Ello se debe a que la única forma de llegar a él es cuando ninguna transición está
permitida.
La red resultante de esta nueva composición de redes es la siguiente (figura 15):
TEST= (PT,TT,FI,AT,WI), siendo:
YT = {medias, SI]’ u U 1%
5=1
n
= {inicio,,a,o]’ u •U T5
~=1





Wí(f) = { Vv, (1)
1
si f e F5
en caso contrario, con f E E1
El lugar medias, que inicialrnente está marcado, indica el comienzo de un ciclo
de simulación (correspondiente a un paso de la red original). En concreto, a partir





















Figura 15: Red TEST
concluido el test obtendremos un token en el lugar SI o en el lugar s,~. De esta
forma conoceremos si hay alguna transición disparable. En ese caso, el lugar SI
habrá quedado marcado, y debe permitirse el disparo de alguna de las transiciones
de la red.
De esta forma, entramos en la segunda parte de la simulación, que consiste en ir
disparando las transiciones permitidas, pero guardándonos los tokens generados en
algún sitio intermedio (para poder simular correctamente el máximo paralelismo).
De entre las transiciones permitidas, una de ellas será disparada, y los tokens
que se generarían sobre sus lugares postcondiciones se guardan en unos lugares
duplicados. Cada vez que se dispara una transición es necesario volver a realizar
el test, ya que puede haber situaciones de conflicto. Por tanto, tras la ejecución
de cada transición de la red de partida enviamos un token al lugar 5o•





E’ = E’1 u F[pxí u {(SI,t5), (t5,so) ¡it5 E T}u
{(ts,k) (it5,p) EF]’ u {(s~,fin~480)]’
A1
I Wí(f) si f e E’1‘¿1(f) = W(f) sif EFW(it5,p) si f = (t5,fl)1 en caso contrario, con f E É
Cuando el test determine que ninguna transición puede ser disparada, entonces
sólo podrá dispararse la transición fin~~~0 (.s,, estará entonces marcado). Con su
pi,’
‘a






Figura 16: Red 1V a
disparo pasamos a la tercera etapa de la simulación, que consiste en recuperar los
tokens que se encuentran en los lugares duplicados. Con tal fin, se considera la red
1V’ = (Y’, T’, E”, W’, A’, M’¿), definida como sigue (figura 17):
Éu{c}
Tu {it,, PC Y]’ u {tcrm]’
E” = É u {Q3,4), (i,,p) I~ E Y]’ u {(c,4), (i,,,c) Ip E Y]’ u
{ (c, term), (term, medias), (fin,,430, c)]’
W’(f)= f (f) sifcÉ




Una vez disparada la transición fin,,430, se procede a recuperar los tokens de
los lugares 3. Sólo cuando todos ellos estén vacíos se permite el disparo de la
transición term, que marca el fin de la simulación de un paso. El
Corolario 5.4 Toda Red de Petri Temporizada con la semántica de Máximo Pa-
ralelismo puede ser codificada en términos de una Red de Petri Ordinaria con Arcos Mt
Inhibidores.
Demostración: Basta reemplazar cada transición it de la red de partida por ¿(it)
transiciones de duración 1 (veáse fig. 18). En este caso, la hipótesis de máximo
a
-J
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Figura 17: Red 1V’
t
paralelismo tiene un efecto beneficioso, en el sentido de que una vez comenzada
la ejecución de una transición, las transiciones asociadas (como consecuencia de
la división de la transición) a dicha transición van a ir ejecutándose sin retrasos.
En consecuencia, la Red Temporizada obtenida tiene en todas sus transiciones
duración 1, y por tanto es equivalente a una Red de Petri No Temporizada con
semantica de Máximo Paralelismo, a la cual se puede aplicar la construcción an-
terior. El
Seguidamente vamos a analizar el resto de los problemas de análisis planteados.
Previamente, presentamos una codificación de una máquina de registros mediante
redes con máximo paralelismo, que luego será utilizada para demostrar la indecidi-
bilidad de algunos de los problemas planteados.
Definición 5.21 (Codificación de una máquina de registros con RPTR)
Una máquina de registros está definida de la forma siguiente:
Nf = (Ji,P,E)
siendo Ji un conjunto finito de registros, E un conjunto finito de etiquetas (estados
posibles de la máquina), entre las que existen dos etiquetas especiales e0, ej in E E,
y Y el programa de la máquina, definido de la forma siguiente: Y C E x 1 (donde
1 es un conjunto de instrucciones), tal que no hay ninguna instrucción asociada
medias
aa
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a
al estado e1 in• Las lineas del programa, que se denotarán de la forma estado:
instrucción, sólo pueden ser de 2 tipos: ‘a
1. e~ : r5 := r5 + 1; ir a
2. e~ : si r5 = O ir a e¡, sino r5 := r5 —1; ir a e,,
Una ejecución del programa comienza en una instrucción etiquetada con e0, y
si termina, lo hace en la instrucción etiquetada con eje,,. La máquina se dice que
es determinista si para cada etiqueta e~ ~ ejin hay una uníca instrucción 4 tal que ‘a
tk es una línea del programa. En caso contrario, se dice que es no-determinista.
Recordemos que la semántica de una máquina de registros es el conjunto de
computaciones que induce. Estas computaciones se definen usando vectores de
estado de la forma (e,F), donde e E E y FE HY’~. La primera componente es el
estado de la máquina, y F son los valores actuales de los registros de la máquina.
Entonces, el vector de estado inicial es el vector de estado para el cual e = e
0
a
y r5 = 0, Vj E {1,. ., Rl]’, siendo F = (ri,. . . ,?-IRI).
Un vector de estado (e, f) puede transformarse en un vector de estado (e’, ñ’),
a
lo que se denota por (e, f) HM (e’, f’) si y sólo si ocurre una de las siguientes
condiciones:
- Existep = (e,i) E Y, siendo i e : r5 := r3 + 1; ir ae’, y se tiene rX =
parah=1,...,¡JiI,h#j,yr5=rs+1. Mt
- Existep=(e,i)eP,siendoi~e : sir5=Oirae’sinor5:=r5—1; irae”,
conrs=0,r~=rh,parah=1,...,IJiI.
- Existep==(e,i)EP,siendoi~e : sir5=Oirae”sinor5:=r5—l; irae’,
con rs#O,rX=rh, parah=1,...,¡RLh#jyr5=rs—1.
Una computacion es una secuencia de vectores de estado de la forma (eo, Fo) HM a
(ei,Fi) F-M . . . (e~,F,,), siendo (eo,Fo) el vector de estado inicial. El
Una máquina de registros Nf puede ser codificada mediante una Red de Petri
Temporizada con la semántica de Máximo Paralelismo (incluso con la semántica
débil y con la semántica débil conjuntista, pues no necesitamos multiconjuntos de
transiciones para ello) de la forma indicada en la siguiente definición.




Figura 18: Reemplazamiento de cada transición it de la red de partida por 3(it)
transiciones
Definición 5.22 Sea Al = (Ji, Y, E) una máquina de registros. Podemos asociar
a Nf una Red de Petri Ordinaria Temporizada Marcada de la forma siguiente:
1. A cada registro r
5 le asociamos un lugar Pr,.
2. A cada etiqueta e1 le asociamos un lugar Pe¿.
3. Cada instrucción de la forma e~ : r5 := r5 + 1; ir a ek se codifica de la forma
indicada en la figura 19.
4. Cada instrucción de la forma e1 : si r5 = O ir a e, sino r5 := r5 — 1; ir a e~
se codifica de la forma indicada en la figura 20.
Todas las transiciones llevan asociada una duración de una unidad de tiempo.
Entonces, a cada vector de estado (e,F) le asociamos el marcaje ~(e,F) en 1V,




5 51I72,.~{ O en caso contrario
El
Teorema 5.3 Sea Nf = (Ji, Y, E) una máquina de registros, 1V la Red de Petri
Ordinaria Temporizada Marcada asociada a Nf según la definición anterior y
(e,F), (e’J’) vectores de estado de Nf. Entonces (e,F) HM (e’,F’) si y sólo si existe
una secuencia de pasos a en 1V (con la semántica de máximo paralelismo débil
conjuntista) tal que contiene una única transición en Yk, siendo YE = {Pe e E E]’
y ¿p(e, F) [a> 9(e’, F’).
Demostración:
4~: Si (e, F) HM (e’, F’), entonces pueden darse 3 casos:
- Existep = (e,i) EF, con i e : r5 := r5+1; ira e’, r~ = rh, para
h = 1,..., ¡Ji, it ~ j y r5 = r5 + 1- Entonces basta tomar u = #i(e, e’, r5).
Mt
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= ~,b2,4e1,ek, ev,, r5)
= i,b2 4 e1, ek, e~, r5)
ek, e~, r5)















5.2. ANÁLISIS DE PROPIEDADES BAJO MÁXIMO PARALELISMO 97
- Existep= (e,i) e Y, con i e : si r5 = O ira e’ sino r5 := r5 — 1; ira e”,
r5 = 0, r~ = rh, para h = 1,..., JI. Entonces basta tomar la secuencia
u = {4’2,i(e, e’, e”, r5)} {4’2,2(e, e’, e”, r5)}, {~2,4(e, e~, e”, r5)}.
- Existep=(e,i)EY,coni~e : sir,=Oirae” sinor5:=r5—1; irae’,
rJ~0,r~=rh,parah=1,...,¡JiLh#jyr=rs—1. Entoncesbasta
rs’ e”, e’, } {~b2,2(e, “
e”, e’, r)}tomar la secuencía u = tw2,íie, r,) e e ,r5), 4’2,a(e,
{~‘2,s(e, e”, e’, r5)}.
~~=: Una secuencia a que cumpla las condiciones del enunciado sólo puede ser de
una de las tres formas indicadas en la prueba del sentido directo, las cuales se
corresponden de forma inmediata con las instrucciones de la máquina de registros.
El
Una primera propiedad cuya indecidibilidad puede ser demostrada a partir de
esta construcción es el alcance nulo de un lugar, que será utilizada para demostrar
la indecidibilidad de algunas de las propiedades planteadas.
Proposición 5.1 Dada una RPTRM 1V (con la semántica de Máximo Paralelismo)
y un lugar de la misma s, no es posible decidir la existencia de un marcaje alcan-
zable Nf bajo dicha semántica tal que AL(s) = 0.
Demostración: Se considera la codificación anterior. Si la citada propiedad
fuera decidible, podríamos decidir el problema de parada, incluyendo un lugar
en la simulación que quede desmarcado una vez que la máquina se pare. En
consecuencia, la propiedad de alcance nulo de un lugar es indecidible para redes
con máximo paralelismo.
Dicha propiedad es también indecidible para la semántica de Máximo Parale-
lismo Débil, y para la semántica de Máximo Paralelismo Débil Conjuntista, ya que
la codificación anterior funciona también bajo estas semánticas. El
Proposición 5.2 La ausencia de bloqueos es indecidible para RPTR con la se-
mántica de Máximo Paralelismo.
Demostración: Hemos visto que podemos codificar una máquina de registros
mediante RPTR con la semántica de Máximo Paralelismo. Una máquina de regis-
tros sólo se bloquea cuando llega al final del programa. Por tanto, si la ausencia
Mt
Mt
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Mt
de bloqueos fuese decidible para RPTR, también sería decidible la parada de una
máquina de registros, lo que es absurdo. En consecuencia, la ausencia de bloqueos a
es indecidible para RPTR con la semántica de Máximo Paralelismo. El
Proposición 5.3 La ilimitación es indecidible para RPTR con la semántica de
Máximo Paralelismo.
Demostración: De nuevo se hace uso de la codificación presentada de las máqui-
nas de registros. Basta añadir un lugar a la codificación, que gana un token con la
simulación de la ejecución de cada instrucción de la máquina. De esta forma, si la Mt
ilimitación fuese decidible, también sería decidible la parada de la máquina, pues
sólo podríamos ejecutar un número finito de instrucciones. El a
Proposición 54 La s-ilimitación uniforme es indecidible para RPTR con la se-
mántica de Máximo Paralelismo. Mt
Demostración: Consideramos redes sin tiempo con la semántica de máximo pa-
‘a
ralelismo débil conjuntista. Sea entonces N = (Y, T, E’, W, Nf0) una red arbitraria
con la semántica débil conjuntista, y p E Y un lugar de la misma. Construimos la
red 1V’ = (Y’, l”, E”, Vv’, Nf¿), de la forma siguiente: a
Y’ = Pu {s~ [itel’]’ u {sí, 82]’ a
= T u {t~, it2]’
E” = E’ u {(t, st), (st, it) (st, it2) ¡it E T]’ u {(t2, s2), (s2, ti),
a
W(f’) sif’ EF{ 1W’(f’) = si f’ = (it,, s,)en otro caso
sip’ E Y{ oM¿(p’) = i ¡/= s~, para it El’en otro casoEsta red está representada gráficamente en la figura 21. Con esta construccion
reducimos el problema a un problema de alcance nulo de un lugar, que hemos
visto que es indecidible.
Para ello, sea Al un marcaje alcanzable de la red de partida 1V. A dicho
marcaje le podemos asociar el marcaje ~(Al) en la red 1V’, construida según la J
‘a
a
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Figura 21: Red 1V’
1V
it2
figura anterior, definido como sigue:
si p’ E Y
s p = st, para algún it E T
O en caso contrario
Dado un paso Al[Ji>,,dCM’ sobre la red de partida, el paso ~(Nf)LR>,,d~p(Nf’) puede
ser ejecutado en 1V’, ya que los lugares 5¿ contienen todos ellos un token, y Ji es un
conjunto de transiciones (es una restricción impuesta por la semántica de Máximo
Paralelismo Débil Conjuntista). Es importante notar que para que ello sea cierto es
esencial que el marcaje del lugar ~2 sea nulo, porque en caso contrario, la semántica
de Máximo Paralelismo Débil Conjuntista nos obligaría a disparar la transición ti
si el lugar p estuviera marcado, lo que podría alterar la semántica de la red de
partida (estaríamos permitiendo a 1V’ “congelar” tokens de p). Por tanto, si en 1V
existe un marcaje Al alcanzable en el que el lugar p está desmarcado, entonces el
marcaje ~,(Nf) será alcanzable en 1V’. Disparando sobre dichomarcaje la transición
it2 bloquearemos la red 1V’, con lo cual no será s,-ilimitada uniformemente.
Recíprocamente, si el lugar s~ no es uniformemente ilimitado en 1V’, entonces
no puede existir un marcaje alcanzable en N’ bajo el cual la transición it, pueda
ser disparada, pues si dicha transición puede ser disparada en algún momento,
it’.
Mt





Figura 22: Lugar asociado a cada transición Mt
entonces los lugares ~2 y p tendrían que estar marcados, y en consecuencia todos
los lugares s~ estarían desmarcados. En esa situación la transícion it, podría ser
disparada infinitas veces, lo que nos conduciría a una contradicción con el hecho
a
de no ser el lugar si uniformemente ilimitado, pues gana tokens más deprisa que
el transcurso del tiempo (en cada unidad de tiempo gana 2 tokens).
a
Tenemos pues que s~ es uniformemente ilimitado si y sólo si p no puede desmar-
carse en 1V, de lo que se deduce que dicha propiedad es indecidible para Redes de
a
Petri Temporizadas con la semántica de Máximo Paralelismo Débil Conjuntista.
Sin embargo, de esta indecidibilidad es fácil concluir la indecidibilidad también para
la semántica de Máximo Paralelismo, pues si cogemos una Red 1V con la semántica a
débil conjuntista y a cada transición se le añade un lugar asociado conectado a
ella tal como se indica en la figura 22, entonces la semántica débil conjuntista ‘a
coincide con la de Máximo Paralelismo. Por tanto, si el problema fuese decidible
con la semántica de Máximo Paralelismo, también lo sería con la semántica débil Mt
conjuntista, lo que es absurdo, tal como hemos visto. O
a
Proposición 5.5 La s, 1v-ilimitación lineal es indecidible para RPTR con la se-
mantica de Máximo Paralelismo. Mt
Demostración: Consideramos de nuevo redes con la semántica débil conjuntista.
De nuevo tomamos un lugar cualquiera p en la red de partida 1V, y aplicamos la ‘a
siguiente construcción para obtener una red 1V’ J
P’=Y u {seIitET} u {s.ji=l,...,8}
T’=Tu {it1[i=1,...,7} J
E” = E’ u {(t,s~), (s~,t)(s~,it1) [it El’]’ u {~í,ss), (ss,t2),
(it2, se), (it2, £7), (86, it3), (it3, 53), (.53, it6), (t6, p), (t6, 34), 1
(ss,ite), (p,it3), (se,its), (s4,ita), (sy,it4), (it4,ss), (ss,its), ‘a
(it5,s2), (its,s4), (s4,its), (s2,itr), (ty,s2), (itr,s1)}
Mt
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Figura 23: Red 1V’
f W(f’) si f’ E E’




10 en otro caso
Esta red está representada gráficamente en la figura 23.
En este caso, el disparo de la transición it1 lanza la ejecución de un test que
detecta si el lugar seleccionado p está marcado o no, y en función de ello se permite
el disparo indefinido de la transición it7 o no.
Mt
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a
De nuevo, un marcaje Al de 1V tiene asociado un marcaje so(Nf) en 1V’, definido
como sigue: a
sip’ E Y
5~ p’ = s~, para algún it E T
5i~’ =84
O en caso contrarío Mt
Con el mismo razonamiento empleado en la proposición anterior es sencillo
Mtdemostrar que si Nf[R>g0Nf’ es un paso de 1V, entonces p(Al)[Ji>,,dCSQ(Nf’) es un
paso de 1V’.
Si existe un marcaje alcanzable Nf en 1V con O tokens en el lugar p, entonces Mt
el marcaje ~,(Al) es alcanzable en 1V’, y sobre él podemos disparar la transicion
it1, iniciando de esta forma el test, que terminará disparando la transición its, la ‘a
cual marca el lugar •~2, y permite el disparo de it7 un número infinito de veces. Por
tanto, 1V’ sería s,, 1v-ilimitada linealmente para cualquier k que hubiésemos elegido. ‘a
Recíprocamente, si 1V’ es sí, 1v-ilimitada linealmente, debe existir un marcaje
alcanzable en 1V’ en el que S~ tenga un numero positivo de tokens. Por tanto, Mt
para poder haber alcanzado ese marcaje ha debido dispararse en algún momento
la transición it1, y además, el lugar p debió estar desmarcado en ese momento. a
Por tanto, el marcaje de 1V’ anterior al disparo de ti era también alcanzable en
1V (proyectado sobre los lugares de Y), y de ahí concluimos la existencia de un a
marcaje alcanzable en 1V con O tokens en el lugar j.
De nuevo, la indecidibilidad de esta propiedad para la semántica débil conjun- a
tista se extiende de forma inmediata (con el mismo razonamiento empleado en la
proposición anterior) a la semántica de Máximo Paralelismo. El a
Proposición 5.6 La fi-vivacidad es indecidible para RPTR con la semántica de
Máximo Paralelismo.
Demostración: Sea de nuevo una red 1V con la semántica débil conjuntista.
Consideramos un lugar cualquiera p E Y y construimos la red 1V’ siguiente:
P’=Y u {s4t el’]’ u {s1[i=1,...,7} u {w1[i=1,...,/3} ‘a
T’=T u {tli=1,...,fi} u {c1[i=1,...,6]’
4
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F’= E’ u {Q,st), (st,it)(st,ci)Iit El’]’ u {(w1,tjji=1,...,fi}u
{ (it1, w1±í)¡ i = 1,..., /3 — 1]’ u {(cí, ~O,(.s,, c2), (c2, 82), (c2, 83),
(s2,cs), (c3,.s4), (s4,ce), (c6,p), (co,ss), (.ss,c4, (p,ca), (so,ce),
(cs, 85) (aa, c4, (c4, so), (so, cs), (as, cs) (s2, cs), (.57, cs), (.57, it,),
(it,,s7), (t¡j,w,)}
W’(f’) = J W(f’) si fi E E’
1 en otro caso3’ Mo(p’) sip’ E Y
Al¿(p’) = sip’ = s~, para it El’ y p’ E {ss,87,wi}
O en otro caso
Esta red está representada gráficamente en la figura 24. A un marcaje Al de 1V le
podemos asociar el siguiente marcaje en 1V’:
sip’ E Y
‘p(Nf)(p’) = Y~’9’~ si p’ = st, para algún t c l’5i71’ = 21>1 Vp’ &
5V 71=87
lo en caso contrario
Con un razonamiento similar al empleado en los dos casos anteriores es sencillo
demostrar que si M[Ji>pdcAl’ es un paso de 1V, entonces V(M)[Ji>pdc~(A’Í’) es un
paso de 1V’.
Si en la red 1V existe un marcaje alcanzable Nf tal que el lugar p está desmar-
cado, entonces el marcaje p(Al) es alcanzable en 1V’, y sobre él podemos disparar
la transición c1, lo que termina por conducir la red a un bloqueo, pues al estar p
desmarcado se disparará la transición c5, que sustrae el token de 87. Por tanto, la
transición it13 no será fi-viva.
Recíprocamente, si la transición ~ no es fi-viva, entonces existirá un marcaje
alcanzable en 1V’ bajo el cual .57 no esté marcado (es la única forma de que it13 no
sea fi-viva). Para ello, la transición c5 ha debido ser disparada en algún momento,
y esto requiere a su vez que la transición c1 haya sido disparada con anterioridad y
además, que el lugar p no estuviese marcado. El marcaje de 1V’ anterior al disparo
de c, es un marcaje alcanzable en 1V (proyectado sobre los lugares de Y) en el que
el lugar p está desmarcado. En consecuencia, existe un marcaje alcanzable en N
en el que el lugar p está desmarcado.
aMt
































Figura 25: Red 1V’
La extensión de la indecidibilidad de esta propiedad a la semántica de Máximo
Paralelismo sigue el mismo razonamiento que en los casos anteriores. El
Proposición 5.7 La vivacidad es indecidible para RPTR con la .semántica de
Máximo Paralelismo.
Demostración: Dada una red 1V con la semántica débil conjuntista y un lugar
de la misma p, se construye la red 1V’ como sigue:
Pu {sjt El’]’ u {si}
T u {t1, t2}
E’ u {(it, st), (si, it) (sí, it2) 1 it E T} u {(it2, si), (sí, t1),
W’(f’) = { ~jV(f’)
Nf~p’)= { ¿
sí f’ e E’
en otro caso
Al0(71) si 71 E Y
sí 71 = st, para it E T
en otro caso
Esta red está representada gráficamente en la figura 25.
Como en los casos anteriores, dado un marcaje alcanzable en N, le podemos
Mt
Mt
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asociar un marcaje ~(Al)en 1V’, definido de la forma siguiente:
M(p’) si 71 EF a
so(Nf)(p’) = sí p’ = st, para algún it E l’{ O en caso contrario Mt
Una vez más, si Nf[Ji>,~,dcNf’ es un paso de 1V, entonces ~(Al)[R>~d~y(Al’) es un
paso de 1V’. Mt
Si en la red N existe un marcaje alcanzable Nf con O tokens en el lugar p, el
marcaje p(M) será alcanzable en 1V’, y sobre él podemos disparar la transición it2, a
que genera el bloqueo de la red 1V’. Por tanto, la transícion it1 no sera viva.
Recíprocamente, si la transición it1 no es viva, existirá un marcaje alcanzable Mt
Al en 1V’ tal que desde dicho marcaje no es posible disparar dicha transición. Si
en el marcaje Ñt el lugar .5~ está marcado, el lugar p debe estar desmarcado pues a
en caso contrario it1 podría ser disparada. Además, el último paso posible de 1V’
fue {t2}, que no afecta al marcaje de p. Por tanto, el marcaje anterior al disparo a
de t2 proyectado sobre Y es un marcaje alcanzable en 1V en el que el lugar p está
desmarcado. Si, por el contrario, el lugar si no está marcado en el marcaje Nf,
apodremos disparar sobre dicho marcaje la transición it2, lo que generara un nuevo
marcaje Kl1 en el que el lugar s~ ya estará marcado. Por hipótesis, el marcaje M1
no puede permitir el disparo de it1, por lo que el lugar p debe estar desmarcado. Mt
De nuevo, el disparo de it2 no afecta al marcaje del lugar p, y por tanto, concluimos
la existencia de un marcaje alcanzable en 1V con O tokens en el lugar p. Mt
Como en los casos anteriores, la indecidibilidad de esta propiedad se extiende
de forma inmediata a la semántica de Máximo Paralelismo. El a
5.3 Máximo Paralelismo en Redes No Restric-
tivas
a
En esta sección vamos a estudiar la decidibilidad del problema de alcance estricto
sobre Redes de Petri Temporizadas No-Restrictivas con la semántica de máximo a
paralelismo sobre transiciones no autónomas.
Definición 5.23 (Condición de Disparo para la Semántica de Máximo Paralelismo) ‘a
Sea 1V = (Y, T, E’, VV, 6) una Red de Petri Temporizada y sea Al un marcaje de
a
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N en un instante cualquiera. Se dice que un multiconjunto de transiciones Ji está
permitido bajo ese marcaje con la semántica de máximo paralelismo no resitricitiva
si y sólo si se cumplen las condiciones siguientes:
1. M1(p)= 2Ji(t).W(p,it), VPEYtEl
2. ,flt E T, t # 0, tal que Ji u {t} satisface la condición (1) de esta definición.
Lo denotaremos por ~ o
Definición 5.24 (Regla de Activación Bajo Máximo Paralelismo en Redes No
Restrictivas) Sea 1V = (Y, T, E’, VV, ¿5) una Red de Petri Temporizada, Al =
(Al1,Nf2) un marcaje de la misma en un instante fi E EM y E(M) el conjunto
siguiente:
E(Nf) = {Ji Nf[Ji>,,~}
Entonces, debemos disparar un multiconjunto Ji E E(Al) en el instante fi con-
siderado, obteniendo un nuevo marcaje Al’ = (Nf, Alá) en el instante fi + 1, dado
por
1. A1 = Al1 — 2 R(t). Vv(—,t)+ 2 R(t) .WQ, —)+ 2 Nf2(it, 1). VV(it, —)
tEC0 te01 (t,i)eC2
donde Ji es el multiconjunto disparado y Co, Ci, ~ están definidos de la
forma siguiente:
e {t c l’jJi(t) >0]’
671 S {tETjJi(it) > 0A3(t) =1]’
C2 e {(t, 1) E T >< EM [Nf2(t, 1) > 0]’
2. M~: T >< ]N~ —+ EM con
Ji(it), si /3’ = 3(t) — 1
Nf~(t, ~‘> { M2(t, fi’ + 1), en otro caso
Esta evolución en un paso se denota por: ~ El
También pueden definirse (de forma análoga a como se hizo para redes restric-
tivas) bajo esta semántica los problemas de alcance, alcance estricto, vivacidad,
/3-vivacidad, etc. En la sección anterior vimos que el problema de alcance, la
Mt
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vivacidad, la /3-vivacidad, la ausencia de bloqueos, la ilimitación, la ilimitación s-
lineal uniforme y la ilimitación s, 1v-lineal eran todos ellos indecidibles para Redes
de Petri Temporizadas Restrictivas. Por tanto, también serán indecidibles para la
semántica de Máximo Paralelismo no Restrictiva, pues las anteriores son un caso
Mt
particular de éstas. No tiene sentido plantearse la decidibilidad de la ausencia de
/3-bloqueos, debido a la presencia de las transiciones autónomas. Veamos entonces
‘a
qué ocurre con el alcance estricto, que sí era decidible.
Comenzaremos estudiando el alcance estricto en Redes No Temporizadas con
la semántica citada de máximo paralelismo para las transiciones no autónomas a
(la formalización de esta semántica para redes no temporizadas es ya inmediata)
y más tarde extenderemos este estudio a redes temporizadas. La simulación que a
presentamos de cara a estudiar la decidibilidad del alcance estricto se basa en las
ideas siguientes. Dado un fi E iN, consideramos para cada lugar p y cada transición Mt
no autónoma it de la red de partida fi nuevos lugares {Pt,i, . . . ~ Además,
cada transición it de la red de partida es reemplazada por /3 nuevas transiciones a
{itl,. . .
Para cada i E {1,. . . , fi]’, el conjunto de lugares {rn,i IP E P, it E l’, t ~ ~i]’ ‘a
nos servirá para guardar el estado resultante una vez disparadas (en secuencia)
las transiciones correspondientes al paso i, es decir, una vez sustraidos los tokens
de las precondiciones de dichas transiciones. En consecuencia, una vez simulada
una secuencía de pasos disponemos de la información de estado tras la simulación
de cada paso, la cual se utiliza posteriormente para testear si dicha simulación Mt
ha respetado o no la condición de máximo paralelismo sobre las transiciones no
autónomas. Mt
Veamos la simulación con mayor detalle:
a
Definición 5.25 Sea 1V = (Y, T, E’, W, Al0) una Red de Petri Marcada con la
semántica de Máximo Paralelismo No-Restrictiva y /3 E ]N~. Se define la Red de
Petri que simula 1V hasta el paso fi de la forma siguiente: J
En primer lugar construimos una red 1V~ (figura 26), que nos permite simular
una semántica de secuencias de pasos sin máximo paralelismo. En un segundo paso
añadiremos el test que nos permita determinar si la secuencia de pasos ejecutada ha
respetado la condición de máximo paralelismo sobre las transiciones no autónomas.
a
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ti.,
Figura 26: Representación parcial de la red Ni
Y1=P uF11 uY12 siendo:
Y151 = {P±,i¡pC Y, it E T, t # e, í =~ =fi]’
= {r1 ¡ 1 =~=/3]’
= T1,1 LI T12 siendo:
= It E T, 1 =~=/3]’
Tí,2={fin1jl =1=/3}
E’1= {(p,it5)J(p,it)eE’,1=j=fi]’u {(fin1,r1~1)¡1=i=/3—1]’IJ
{(t1,p~15)[(t,p)EE’,t’cT,t’~@,j =i+1]’Li {(r1,fiti1~l =i=fi}IJ
{(it5,p)I(it,p) CE’, 1=5 =fi]’u {(r1,it1), (it1,rWitET 1 <i’cfi]’u
{(pt’~,it~) (p,t) E E’, it’ E T, •it’ ~ ~, i =j]’
~dp)
si f = ~ y f = (p,it5)
sí f = (it¿,p~,s) V f = (t5,p)
en caso contrario




Nf1(71) = { ~en caso contrario
Mt











it;~1 rt .s a
a
Figura 27: Representación parcial de la Red N2
Mt
La red N~ no captura todavía la semántica de máximo paralelismo, ya que se
permiten secuencias de pasos que no cumplen la condición de máximo paralelismo. ‘a
Por ello, a continuación se añade a esta red un test que nos permite determinar sí
la secuencia de pasos que ha sido ejecutada ha cumplido o no dicha condición.
Mt
Definimos entonces la red 1V2 (ver figura 27) como sigue:
Y2 = Y1 u ‘Lst,s ¡it el’, it # ~, 1=j =fi} LI {X,,[p e Y1,~}u ‘a
{e~[1 =1=/3}
T2=TíU{itest1ll=i=fi}u{t;jPCY11}u Mt
¡it E T, it # ~, 1 =5 =fi]’
E’2 = E’1 U {(fin¡,, e¿), (e1, itcsit1) ¡1 =~=/31 ~ ‘a
{(ite.st¿, st), ~ rtá) ¡it E T, it ~ @, 1 =i =/3]’ U J
{(rtá, x,,~1) ¡it E l’, •it # @, 1 =i =fi, P E Y, p g t]’ u
W2(f) J W1(f) si fE E’1
1 en caso contrario
a
Mt
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Nfj{Mi(P) :7Jslontrario
El
Definición 5.26 Sea 1V = (Y, T, E’, VV, Alo) una Red de Petri Marcada y Ji un
multiconjunto de transiciones sobre T. Definimos el conjunto de posibles secuen-
cializaciones de Ji como sigue:
sec(Ji) = & es una secuencía de transiciones tal que ó}it) = R(it), Vt E T]’
siendo &(it) el número de instancias de it en &. El
Teorema 5.4 Sea 1V = (P, T, E’, W, Al
0) una Red de Petri Marcada con su seman-
tica de pasos, /3 E ~É, a = M0[Ji1>M’ ... [Jii,>Ali,,una secuencia de pasos (en
la que permitimos pasos vacíos 1) y 1V’ la red obtenida aplicando la construcción
anterior.
Para cada i E {1,... ,fi]’ consideremos un &~ E sec(R1). Entonces definimos
la subsecuencia a~ considerando las copias i-ésimas de cada transición en ú¿, e
incluyendo al final la transición fin1; es decir, si &~ — ti . . . it’~, con it~ E T, para
1 =~ =s~, se considera o~ = t . . . $fiti¿ (donde ahora t~ E l’1,1, para 1 =~ =.s3.
Entonces se tiene: Nf1’[a+1>Nfflí, para i = 0,... ,fi —1, siendo Nf¿ un marcaje
de 1V’ definido de la forma siguiente:
Nfdp) si71=pCP V 71pt,k E P~4, con 1v=i+l
1 sip’=es,JE{l,...,fi}Ai=fi
1 sii#fiAp’=r1+í
VP’6P2 Nfk—í(p) — 2 Jik(t) W(p,it) si 71 = Pt,k E ~m A 1 < 1v < i
tEflk
O en caso contrario
En definitiva, Nf¿[a’>Nf,~,, siendo a’ = a ...
Demostración: La demostración del teorema es sencilla, aunque relativamente
larga, por lo que sólo damos las ideas principales de la misma. Observamos en
primer lugar que el marcaje Nf¿ coincide en efecto con el marcaje inicial de 1V’, tal
como fue definido en la definición 5.25.
‘De esta forma admitimos secuencias de pasos no vacíos de longitud menor o igual que /3.
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Se realiza un razonamiento por inducción sobre i. En el caso base (i=0) tenemos
que en Nf0 hay suficientes tokens para disparar (de forma conjunta) las transiciones
de Ji1 (en 1V). En el marcaje M¿ tenemos un token en el lugar r1, y tenemos des-
marcados los demás lugares r5, lo que únicamente nos permite disparar transiciones
con subíndice 1 (es decir transiciones correspondientes al primer paso). Las transi-
ciones asociadas a las de Ji1 en 1V’ con subíndice 1 tienen como precondiciones las
a
mismas que las de dichas transiciones originales en 1V (aunque aparezcan repeti-
das); por tanto, estas transiciones pueden ser disparadas secuencialmente en 1V’.
Nótese, sin embargo, que al no deposita tokens sobre los lugares con subíndice 1, Mt
por lo que estos lugares pierden los tokens que hayan sido sustraidos por efecto del
disparo de las transiciones en al, que en definitiva es lo mismo que se sustrae en 1V Mt
por efecto de Ji1. El resto de lugares (los que tienen subíndice mayor que 1 y los
de partida) quedan marcados exactamente igual que sus correspondientes en 1V. a
Finalmente, con el disparo de fmi se desmarca el lugar r1, y el lugar r2 obtiene
un token. En definitiva, se ha alcanzado el marcaje Al. a
Para el caso general se supone que hemos probado ~L1 [a»Nf¿. El razonamiento
a seguir es análogo al del caso base, teniendo en cuenta que ahora las transiciones a
tienen como precondiciones únicamente las copias de los lugares de partida con
subíndice mayor o igual que i+1, y que el marcaje de estos lugares es exactamente el
mismo que el de Nf1. En consecuencia, afl.1 es una secuencía de ocurrencia válida en
1V’, y con su ejecución se obtiene el marcaje ~ La única diferencia con respecto
del caso base es que ahora hay lugares que no modifican su marcaje (aquellos
con subíndice menor o igual que i), para los cuales basta aplicar la hipótesis de
Mt
induccion. El
Definición 5.27 Sea 1V = (Y, l’, E’, Vv, Al0) una Red de Petri Marcada, 1V’ la red
obtenida aplicando la definición 5.25, y a’ una secuencia de ocurrencia en 1V’ tal
que M¿[a’>M’, con M’(e5) = 1, VJ E {1,. .. ,fi]’.
Definimos la descomposición en pasos de a’ como sigue: a’ = al . . .4 siendo
para cada i a~ de la forma siguiente:
a
= it
1 . . . t31fin
1
‘a
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con it5 # fin,~, para 1 =1 =s~, 1 =h < /3. Esta descomposición existe 2
debido a la estructura deN’, y dado que Nf’(e
5) = 1, VJ E {1,...,/3}. Además,
las transiciones itS deben ir asociadas a transiciones de la red 1V, y exactamente al
paso i (es decir, tienen subíndice i en la notación introducida). Por tanto, podemos
de hecho escribir a~ como sigue: a~—t...t~fin1. O
Teorema 5.5 Sea 1V = (Y, T, E’, VV, Al0) una Red de Petri Marcada, 1V’ la red
obtenida aplicando la definición 5.25, y a’ una secuencia de ocurrencia en 1V’ tal
que Al¿[a’>Nf’, con Al’(e5) = 1, VJ E {l,.. . ,fi}. Consideremos la descomposición
en pasos de a’, a’ = a~ . . . a$, con a~ — it~ . - . t’fin¿.
Para cada i sea M¿’ el marcaje obtenido tras la ejecución de la secuencía
al . . . a~. Entonces se tiene Nf’ = Nfff.
A cada a~ le podemos asociar un paso en 1V como sigue:
Ji1(t) = número de instancias de t en
Entonces Ji1 . . . Ji, es una secuencia de pasos (algunos de los cuales pueden ser
vacíos) en 1V y los marcajes Nf1 obtenidos a lo largo de la ejecución de dicha
secuencia son tales que Nf¿’ = Alfl estando los Al¿ definidos como en el teorema
5.4.
Demostración: De nuevo se aplica un razonamiento por inducción del que ex-
ponemos las ideas principales. En el caso base, el disparo conjunto de Ji1 es posible
debido a que en 1V’ el disparo de al no genera tokens sobre las copias de los lugares
de 1V con subíndice 1, aunque sí sustrae los tokens correspondientes. Por tanto,
si podemos disparar secuencialmente las transiciones t}.. t~’, también podremos
disparar R1 en 1V. Sea Nf1 el marcaje obtenido con el disparo de Ji1 en 1V. En-
tonces al E Sec(Ri), y aplicando el teorema 5.4 obtenemos M¿Lal>M. De ahí,
AIf = Alfl -
Supongamos entonces que Ji1 puede ser disparada en 1V, y que su disparo
produce un marcaje Nf1, con las condiciones indicadas. Entonces, la secuencia
de transiciones a’ sabemos que puede ser disparada en N’, y que sustrae tokens
de las copias de los lugares de N que tengan subíndice mayor o igual que i + 1, pero
no añade tokens sobre las copias con subíndice i + 1. En consecuencia, J?j+í puede
2No obstante, obsérvese que algunos a~ pueden constar únicamente del disparo de fin
1.
Mt
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ser disparado bajo Nf1 (pues M7’ = Alfl. Sea entonces ~1+1 el marcaje obtenido
con el disparo de ~1+1 en N. De nuevo se aplica el teorema 5.4 para obtener que Mt
Nf¿~1 = Al¿$.1. El
Con estos dos teoremas hemos visto que la codificación realizada simula las Mt
secuencias de pasos de la red de partida, hasta alcanzar un marcaje en el que los
lugares e5 quedan marcados. Veamos ahora como el test nos permite decidir si se ‘a
ha respetado la condición de máximo paralelismo.
Mt
Definición 518 Sea 1V = (P, T, E’, VV, Al0) una Red de Petri Marcada, fi E IN~
y 1V’ la red obtenida aplicando la definición 5.25. Entonces, de acuerdo con
los dos teoremas anteriores podemos definir el siguiente conjunto para todo a C
Ygj(1V,Alo):
Mt
Cor(a) = {a’ la’ es s.o. en 1V’ obtenida según el teorema 5.4 a partir de a]’
Mt
siendo Yi,(N, Nf0) el conjunto de secuencias de pasos no vacíos de longitud menor
o igual que /3 de 1V. El
Mt
Teorema 5.6 Sea 1V = (P,T, E’, VV, Al0) una Red de Petri Marcada, fi E IN~,
a = Nfo[Ji1>AL ... L~i,>~i, una secuencia de pasos de N (en la que permitimos
pasos vacíos) y 1V’ la red obtenida aplicando la definición 5.25. Si a cumple la
condición de máximo paralelismo para las transiciones no autónomas, entonces Mt
para toda a~ E Cor(a) existe a tal que a’ = a~ a es secuencia de ocurrencia en
1V’, cumpliendo:
- Vi E {1, . . . ,fi]’, Vt E T, t # G, Bp E Y, p E t, tal que Al’(pt,~) < W’(p±,¿,it1).
Mt
- ViE {1,...,fi]’,VtET,t#0,VpCP,p~t !=~Nf’(pt,~)=0.
- M’¡pz Mi,.
siendo Nf’ el marcaje alcanzado tras la ejecución de a’ en 1V’.
Demostración: Basta tener en cuenta que después de simular la ejecución de
cada paso en 1V’, las copias de cada lugar de 1V correspondientes a dicho paso
almacenan el marcaje de dicho lugar en N una vez sustraidos los tokens correspon-
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de la red de partida. Además, esta información no sufre cambios hasta que se inicia
la ejecución del test. Por tanto, para cada i E {1,. . . ,/3}, las copias de lugares con
subíndice i tienen como marcaje el que había una vez disparado en 1V el paso Ji1,
pero antes de generar los tokens correspondientes sobre las postcondiciones. Sin
embargo, los lugares p E Y mantienen (en 1V’) al término de cada paso el mismo
marcaje que en 1V.
Por tanto, si a cumple la hipótesis de máximo paralelismo sobre las transiciones
no autónomas, para cada a~ E Cor(a), para cada i E {1,..,/3]’ y para cada
it E T, t ~ 0, la información almacenada en las copias de los lugares de 1V de la
forma Pt,i debe reflejar la imposibilidad de disparar transiciones no autonomas.
Entonces, cada transición test1 tiene por objeto lanzar un test para analizar si
en el paso i dejó de dispararse alguna instancia permitida de alguna transícion no
autónoma. Estos tests pueden realizarse además simultáneamente, pues las copias
de los lugares originales que utilizan son distintas. Obsérvese además que cada
uno de estos tests lanza a su vez un test por cada transición no autónoma en la
red original. De nuevo, las copias de los lugares originales utilizadas en cada uno
de estos tests son diferentes, lo que permite su ejecución en paralelo.
Para cada i E {1,. . . ,fi]’, el disparo de itest¿ marca con un token los lugares del
conjunto {st,~ it E T, it # 0]’, lo que permite disparar las transiciones del conjunto
{ r~ It E T, t ~ 0]’. El disparo de cada transición ~ marca con un token los
lugares x~, para p « t, permitiendo de esta forma el disparo de las transiciones
t~. hasta vaciar los lugares Pti (para p « t).
En consecuencia, la condición de máximo paralelismo fue respetada en lo que
al paso i y a la transición no autónoma it respecta si el marcaje que queda en los
lugares Pt,í (con p E t) no permitía el disparo de nuevas instancias de la transición
it1, es decir, debe existir un lugar ~ marcado insuficientemente. El
El recíproco de este teorema es igualmente cierto:
Teorema 5.7 SeaN = (Y,T, E’, VV, Al0) una Red de Petri Marcada, fi C JN~, y 1V’
la red obtenida aplicando la definición 5.25. Si a es una secuencia de ocurrencia
en 1V’ tal que M¿[a~>M, con Al~(e5) = 1, VJ E {1,...,/3]’, y existe a~ tal que
a’ = uf a~ es secuencia de ocurrencia en 1V’, cumpliendo:
- Vi E {1,. - . ,fi}, Vt E T,t # 0, Bp E Y,p Et, tal que Nf’(pj,¿) < W’(pt,~,t~).
‘a
a
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-Vie{1,.,fi},VteT2it#0,VpCY,pritt’Nf’(ptá)=0.
- Nf’(e5) =0, Al’(r5) 0, VJ E {1,...,fi}.
Mt
siendo Nf’ el marcaje alcanzado tras la ejecución de a’.
Entonces la secuencia de pasos a asociada a al según el teorema 5.5 cumple la Mt
condición de máximo paralelismo sobre las transiciones no autónomas.
Demostración: Por reducción al absurdo, si existe un paso j que no cumple dicha
condición, entonces es porque una transición no autónoma it E T permitida no fue
disparada en dicho paso. Entonces, en 1V’ las copias de los lugares de partida de la Mt
forma pt,5 reflejarán un marcaje en el que la transición it5 está permitida. Por tanto,
no podrá existir un a que cumpla con las condiciones indicadas anteriormente. El
Mt
Corolario 5.5 El problema de alcance estricto es decidible en Redes de Petri con
la Semántica de Máximo Paralelismo No Restrictiva. Mt
Demostración: Sea N una Red de Petri con la semántica de máximo paralelismo
no restrictiva, fi E IN, 1V’ la codificación obtenida por aplicación de la definicion a
5.25 y Nf un marcaje de 1V.
Por los teoremas 5.6 y 5.7 tenemos que Al es alcanzable en 1V en tiempo fi su Mt




- Vi E {1,. . . ,fi]’, Vt E T, it # 0, ~p E t tal que Nf’(p~á) < VV’(p~,1,t1).
Mt
- Nf’(e5) = 0, Nf’(rj) = 0, ‘<1 e {1,. . . ,/3}.
-Al’(s~,s)=0,VteT,t#0,Vje{1,...,/3}. ‘a
Entonces la decidibilidad del alcance estricto la trasladamos a la decidibilidad
‘a
de esta propiedad de alcanzabilidad en 1V’. La existencia de un marcaje Al’ que
cumpla las susodichas condiciones puede determinarse estudiando un número finito
de problemas de alcance de submarcajes, considerando todos los casos posibles Mt
(en cuanto a los valores posibles de Nf’(pt,1)Q. En consecuencia hemos reducido
Mt
Mt
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el problema de alcance estricto a un número finito de problemas de alcance de
submarcajes, por lo que podemos concluir que el alcance estricto es decidible. El
Corolario 5.6 El problema de alcance estricto es decidible en Redes de Petri
Temporizadas con la semántica de Máximo Paralelismo No Restrictiva.
Demostración: Basta dividir cada transición de la red temporizada en 6(t) tran-
síciones, cada una con duración 1, correspondiendo a un instante de la ejecución
de la transición. La condición de Máximo Paralelismo sobre las transiciones no
autónomas nos favorece en este caso, pues las transiciones asociadas a una tran-
sícion de la red de partida van a ir ejecutándose sin retrasos. Como la red obtenida
tiene en todas sus transiciones duración 1, es equivalente a una Red no temporizada
con una semantica de Máximo Paralelismo No Restrictiva sobre la que podemos
aplicar el corolario anterior. El
Mt



















En sistemas en tiempo real y en protocolos de comunicación resulta necesario
disponer de mecanismos que nos permitan controlar la conducta temporal del sis-
tema. En los sistemas en tiempo real se espera una respuesta por parte del sistema
a determinados eventos externos en un plazo de tiempo limitado, mientras que en
los protocolos de comunícacion es habitual esperar durante un cierto tiempo tras
una emisión, para obtener el acuse de recibo del receptor. Si dicho tiempo transcu-
rre y el acuse de recibo no se ha recibido, se reemite el mensaje. En ambos casos,
las restricciones temporales son un factor importante en la especificación del sis-
tema, que no podemos especificar con el modelo de Redes de Petri Temporizadas.
Es pues importante incorporar a nuestro modelo alguna clase de time-o uts, que
nos permitan especificar restricciones de tipo temporal.
De esta forma, algunas transiciones de la red llevarán asociado un numero
entero positivo, que llamaremos su time-oid, que refleja la restricción temporal
para el disparo de dicha transición, desde el momento en que ésta está permitida.
La semántica concreta de los itime-oíds dependerá del modelo que se utilice.
En esta seccion vamos a definir varios posibles modelos de time-oída. Estos
modelos los vamos a dividir en dos grupos. Por una parte, aquellos modelos en
los que los time-outs suponen asociar simplemente un número entero a algunas
transiciones de la red, que representa el margen de tiempo que tiene para dispararse
la transición a la que va asociada. La segunda clase de modelos considera además
una transición (en cierta forma especial), asociada a las transiciones con time-
onta. Estas transiciones sólo estarán permitidas cuando cumpla el time-oíd. Esta
119
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Figura 28: Ejemplo de Time-Out Mt
última clase de modelos se corresponde con los modelos implementados en algunos
lenguajes de programación, como Ada.
a
6.1 Modelos de time-outs sin transiciones espe-
ciales Mt
Vamos a definir cuatro modelos semánticos de itime-outs basándonos en la forma
de decidir cuándo desactivar un time-oíd, así como en la forma de decidir cuándo
dispararlo.
Mt
6.1.1 Modelo dinámico, basado en las precondiciones ‘a
La idea básica es que para cada transición que lleve asociado un time-oíd, éste
empieza a contar desde el momento en que la transición está permitida. La de- Mt
sactivación de un time-out tiene lugar cuando se dispara la transición o cuando
en un conflicto dinámico no hay suficientes tokens para que esa transición ocurra Mt
simultáneamente con el paso que va a ser ejecutado, independientemente de que
a la salida puedan añadirse a sus lugares precondición los tokens necesarios para Mt
que ésta vuelva a estar permitida (en este caso se reinicializa el time-out).
Por ejemplo, en la red de la figura 28 el disparo de it’ reinicializa el time-out de Mt
it, pues it no puede dispararse a la vez que it’. No se desactivaría el time-ouit si en el
lugar p hubiese dos tokens.
Podemos considerar dos variantes del modelo, en función del significado que
demos al time-oíd. En principio, podemos decidir que los time-ouits representen
un tiempo máximo de disparo, obligando a las transiciones a ocurrir cuando al
tiempo del time-oid le quede una unidad de tiempo para expirar. En este caso,
‘a
Mt
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lo que forzamos realmente es el disparo en cada instante de un conjunto maximal
de transiciones de entre las que tienen un tiempo restante de time-oid con valor 1.
Ello se debe a la posible presencia de conflictos, pues puede darse el caso de que dos
transiciones estén en conflicto, y ambas tengan un tiempo restante de time-out igual
a 1, con lo que en el instante siguiente sólo una de ellas puede ocurrir, desactivando
automáticamente el time-mit de la otra. Esta primera variante refleja un no-
determinismo temporal interno, entendiendo que el sistema tiene un margen de
tiempo para disparar una transición, desde el momento en que ésta está permitida.
Definición 61. (Modelo 1)




Y : conjunto de lugares
T : conjunto de transiciones
l” C T : subconjunto de transiciones que llevan asociado itime-oíd
D : T’ —~ : tiempos de time-oíd
FC (Y x T)u(Tx Y) : arcos
VV : E’ —* ]N+ : pesos
6 : T .—* : duraciones de las transiciones
Un marcaje para una RPTTO-1 1V es una terna Al = (AL,Nf
2,Nfa) tal que:
1. Al1 e lN~
2. Al2 : T x —* IN, tal que Vt E T y V-y =¿(it) : Nf2(t,’y) = O
3. Al3 : T’ —* IN, verificando:
(a) VteT’talque(]peY : Nfí(p)<W(p,t))!=~Nfr4t)=0
(b) VitET’ : (VpEP,AL(p)=W(p,it))!=’0.cAla(it)=D(it)
La primera componente corresponde al concepto clásico de marcaje, como un
numero de tokens sobre cada lugar de la red. La segunda componente refleja los
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j
2. Vt E T’ : O < Nf3(t) =D(t)
.1
La diferencia fundamental con el modelo anterior, es que ahora Nf3 puede ser
O para transiciones permitidas (en el sentido ordinario de tener suficientes tokens
para poder dispararlas). Este caso corresponde a un marcaje terminal, desde el -~
que ya no es posible evolucionar, dada la definición que vamos a realizar de la regla
de disparo.
De nuevo, un marcaje puede ser inicial cuando cumple las dos condiciones para
ser inicial de la definición 6.1. El
Los pasos en este modelo semántico serán denotados en la forma siguiente:
Al[R>2 Al’.
e
Definición &4 (Regla de Disparo para RPTTO-2)
Dada una RPTTO-2 1V y un marcaje de la misma Nf, decimos que un multicon-
junto de transiciones Ji de T está permitido tajo el modelo 2 sobre el marcaje Al,
lo que denotamos por ~[~>2, si satisface las condiciones siguientes:
-u
1. Alí(p)= ZJi(t).W(p,t), VpEP
¿El
-u
2. Vt E l” : —‘(Nf3(t) = O A (Al1, Nf2)[{t}>)
La segunda condición refleja la situación de bloqueo que se produce cuando cumple
un time-out y la transición sigue estando permitida.
El disparo de Ji da lugar al marcaje Al’ = (Al, Alá, ~ definido de la misma
forma que en la Def. 6.2 El
-u
Proposición 6.2 El problema de alcance para RPTTO-2 es indecidible.
Demostración: Los marcajes alcanzables en este modelo son los marcajes alcan-
zables en el modelo de los disparos maximales más algunos marcajes terminales,
que podemos distinguir perfectamente, ya que para ellos existen transiciones permi- 1
tidas en el sentido ordinario tales que Nf3 es 0. En consecuencia, como el problema
de alcance para el modelo 1 era indecidible, concluimos que el problema de alcance U
para este segundo modelo es también indecidible. El
-u
-m
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Figura 29: Red con dos transiciones en conflicto, con un time-oíd igual a 1 ambas
transiciones
6.1.2 Modelo dinámico, basado en las postcondiciones
En este caso, un time-oid sólo considera la posibilidad de disparar la transición a
la que va asociada en cada instante, prescindiendo de si hay tokens suficientes o
no en un momento dado para dispararla conjuntamente con el paso disparado en
ese momento. En concreto, en la red de la figura 28 el disparo de it’ no desactiva
el time-oid de it, que sigue contando normalmente. Por supuesto, sí se desactiva
un time-out si la transición deja de estar permitida en el marcaje obtenido tras
ejecutar un paso.
En principio, podríamos considerar de nuevo dos variantes del modelo, en
función del significado que demos al time-oid. Sin embargo, la primera de ellas
(basada en forzar el disparo de conjuntos maximales de transiciones para las que
resta una unidad de tiempo a su time-oid asociado) no permite definir en este caso
un modelo semántico razonable. La razón es que estamos obligados a razonar en
cada momento de la ejecución de la red para realizar un paso que no provoque
el cumplimiento de un time-oíd. Ahora bien, no es difícil imaginar una situación
de conflicto entre dos transiciones, que tienen ambas un time-oíd asociado de una
unidad de tiempo, donde ambas transiciones restauran el token sobre el lugar
de conflicto (ver figura 29). En dicha situación, la red estaría semánticamente
bloqueada, pues el disparo de cualquiera de las dos transiciones haría cumplir el
time-oid de la otra.
Por lo tanto, nos centramos en este caso en la segunda variante, basada en la
idea de bloquear la red cuando un time-oid alcance el valor 0. Esto genera de nuevo
marcajes terminales, que pueden ser distinguidos directamente con un mecanismo
similar al utilizado en el modelo anterior.
El modelo formal queda ahora como sigue:
Mt
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Definición 6.5 (Modelo 3)
Una Red de Petri Temporizada con Time-Outs de clase 3 (RPTTO-3) 1V — Mt
(Y, T, T’, D, E’, VV, .5) se define de forma idéntica a la vista para el modelo 1.
Los marcajes para RPTTO-3 se definen exactamente de la misma forma que
Mt
los marcajes de RPTTO-2. El
Como de costumbre, denotaremos los pasos en este modelo semántico en la
forma siguiente: Nf[R>3Nf’.
Definición 6.6 (Regla de Disparo para RPTTO-3) Mt
Dada una RPTTO-3 1V y un marcaje de la misma Al, un multiconjunto de tran-
siciones Ji de T decimos que está permitido bajo el modelo .9 sobre el marcaje Al,
lo que denotamos por Nf[R>3, si satisface las condiciones siguientes:
1. Nfí(p)= BJi(t).W(p,t), VpCY Mt
¿El
2. Vt E l” : —‘(1V13(it) = O A (Alí,M2fl{t]’>)
Mt
Su disparo da lugar al marcaje Nf’ = (Nf~, Nf, Nf~) definido de la forma siguiente:
1. (Al, M~) se obtienen en base a la regla de disparo vista para RPT.
2. Al~ : T’ —+ DÉ está definida como sigue:
Mt
M3(t) — 1 si A4y~(t) =1, Ji(t) = O y (iVI, AJ?fl[{it]’>
Vit E T’, M’~(t) D(it) si .M3(t) = O y (M~,M’~)[{it}>1 D(t) si Al3(t) >0, R(t) > O y (A4~,A4~)[{it]’>
1 0 en otro caso 1
El
Veamos que este modelo nos permite modelar Redes de Petri con arcos in- J
hibidores. Para ello, tomamos la codificación vista para el caso del máximo para-
lelismo, asociamos un time-oid igual a 1 a todas las transiciones t,, y modificamos J
la codificación en el caso de que p no sea arco inhibidor de it como sigue:
En lugar de conectar directamente la salida de it con Pm, introducimos un lugar
asociado a it, s¿, y una transición r~, para no restaurar de forma inmediata los
tokens sobre los lugares p~. Se envía un token al lugar .s¿ cuando se ejecuta la 1
Mt
-transición it, que indica que debemos restaurar los tokens sobre los lugares pé~
correspondientes.
‘a
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Figura 30: Modelado de Rede~ con Arcos Inhibidores con el Modelo 3 de Time-Oíds
Definición 6.7 Sea 1V = (Y, T, E’,
Definimos la RPTTO-3 asociada,
siguiente:
= P Li {sec} U Y~ u ST, donde:
A, Nf0) una Red de Petri con Arcos Inhibidores.
1V’ = (Y’, T’, l”’, D’, E”, VV’, ¿5’, Al¿) de la forma
Fin = {Pin I~ E P]’, ST = {.5e ¡te T}
T’=TLITPuTR, donde:
= {4 l~ E Y}, TR = {r~ tel’]’
=
E” = E’¡pxí Li {(sec, t), (it, se), (se, r¿), (rt, see) it E T} Li
{(p1~,t~), (p,t~), (t~,p)Ip E Y} U {(r¿,q) ¡(t,q) c E’}u
{(pm~,t)I(p,t) ~A} Li {(rt,p~~)~t ET, (p,it) «A}
W’(f’) = 1, Vp E E”
si71=peY
M¿(71)={ 1 si p’ = see V p’ E Pñ,
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Definición 6.8 (Correspondencia de Marcajes)
Sea 1V = (Y, T, E’, A, Nf0) una red con arcos inhibidores, 1V’ = (Y’, T’, T”, D’, E”,
VV’, ¿5’, Alá) la red construida según la def. 6.7 y Nf un marcaje de N. Se define el
marcaje correspondiente en 1V’, PN(Nf), de la forma siguiente:
sip’ = p E Y{M(P)
SON(Al)(p) = sí p = see V 71 E Y1,-.
en caso contrario
El
Teorema 6.1 Sea 1V = (Y, T, E’, A, Nf0) una red con arcos inhibidores y 1V’ =
(Y’, T’, T”, D’, E”, Vv’, 3’, M~) la red construida según la def. 6.7. Entonces en
1V se tiene Al[t>Nf’ si y sólo si en 1V’ existe una secuencía de pasos a’ tal que
92N(Al)(a’>3~~N(Al’), donde exactamente aparece una instancia de it en a’ y no hay





transición permitida en 1V, y sea 1(t) el conjunto de lugares in-
1(t) = {p e F~ (p, it) E A}. Puesto que t está permitida en 1V
Nf(p) = 0, Vp E 1(t). Por tanto:
‘PN(Nf)(p) = { ;jVI(P) si 71 = p E F A p ~ 1(t)si p’ = see V p’ E ~
en caso contrario
Entonces it está permitida en 1V’, pues sus precondiciones son see, las precondiciones
de t y los lugares Pm asociados a los lugares que no la inhiben, que están todos
ellos marcados. Bajo el citado marcaje ÉN(Nf), las transiciones it,, asociadas a
los lugares p que inhiben a it no pueden ser disparadas pues el marcaje de dichos
lugares es nulo. Por tanto, sólo podemos disparar it en 1V’, lo que desactiva de
forma automática los time-outs de las t,, que sí estaban permitidas (las que están
asociadas a lugares que inhiben a it).
Tras el disparo de it en 1V’ se obtiene el siguiente marcaje:
M(p’) = { Al(p)-1Al(p)
1
0
si p’ = p E Y, p e t
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Bajo el marcaje Nf podemos disparar la transición r~, y además, las transiciones
it,, asociadas a los lugares p¿,, marcados siguen estando no permitidas, por l¿ que su
itime-out se mantiene desactivado. Tampoco podemos disparar ninguna transición
de T, pues eec está desmarcado.
Tras el disparo de la citada transición rt el marcaje será:[Al{(p)+1 si71=pEY,per
M~(p’) = 1 sip’= eec y p’=p», e Y1,,, para (p,it) «A1 0 sip’=s¿
M (p’) en caso contrario
Además, no habrá cumplido ningún time-oíd. Ahora bien, M~ = ~N(Nf’), y
por tanto, hemos obtenido una secuencia de pasos a’tal que SON(Nf)[U’>3S~N(Al’).
-~=: Suponemos que existe a’ en las condiciones indicadas. Veamos cuál puede
ser el primer paso en a’, según la forma del marcaje SON(Nf). En principio, el primer
paso en a’ puede ser o bien la transición it o bien puede consistir en el disparo de
una o varias transiciones it,,. Ahora bien, el disparo de una it~ bajo el marcaje
SQN(Al) conduce a 1V’ a un marcaje en el que el lugar Pmn asociado a la transición it,,
disparada ha perdido su token, y de hecho, dicho lugar permanecerá desmarcado
en lo sucesivo, es decir, cualquier posible continuación de la secuencia no generara
nunca un token sobre dicho lugar (ver la construcción). Por tanto, como a’ nos
termina conduciendo por hipótesis a un marcaje ~N(M’) (en el que todos los
lugares pi,, están marcados), el primer paso de a’ no puede ser otro que el disparo
de it. Además, para que it pueda ser disparada en 1V’ bajo soN(Al) es necesario que
los lugares precondición estén marcados, lo que implica que los lugares precondición
de it en N están marcados. En lo que respecta a los lugares inhibidores de it, su
marcaje debe ser nulo, porque en otro caso la semántica impuesta en 1V’ daría lugar
al disparo simultáneo con it de las transiciones it,, asociadas a los lugares inhibidores
de it que estuviesen marcados, o bien al cumplimiento de sus itime-outs, si no se
disparan simultáneamente con it. En el primer caso, el disparo de las it,, desmarca
el lugar pi,, asociado, quedando éste desmarcado en lo sucesivo. En el segundo caso
se produciría el bloqueo semántico de la red. En definitiva, en cualquiera de los
dos casos no podría alcanzarse el marcaje ‘PN(M’). Por lo tanto, it está permitida
en 1V.
Mt
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a
Con el disparo de it se llega en 1V’ a un marcaje Al~ idéntico al expuesto en la
prueba del sentido directo. Bajo dicho marcaje sólo es posible disparar la transición
Mt
r~, lo cual conduce la red a un marcaje en el que el lugar eec está marcado, todos
los lugares s~ están desmarcados y todos los lugares pi,, estan marcados. Es decir,
se alcanza un marcaje Al~ para el que existe un Nf’ tal que PN(Al’) = Alá. De Mt
hecho, el marcaje Al’ no puede ser otro que el marcaje de la hipótesis, pues no
podemos disparar nuevas transiciones sobre Al~, ya que éstas tendrían que ser de
T, y por hipótesis, it era la única transición de T en a’. El
Mt
Corolario 6.1 Sea 1V = (Y,T,E’,A,Nf0) una red con arcos inhibidores y 1V’ =
(Y’,T’,T”,D’, E”, VV’, 6’, Nf¿) la red construida según la def. 6.7. Entonces en 1V á
existe una secuencia de ocurrencia a = it1 ... it,, tal que Alo[a>Nf si y sólo si en 1V’
existe una secuencia de pasos a’ = Ji1 . . . It-4 tal que ~N(AlO)[U’>3yN(Al),verifi- a
cando:
- ‘«it E T : a(it) = a’(t), siendo a(t) (resp. a’(t)) el número de ocurrencias de Mt
it en la secuencia a (resp. a’(it)).
a
- Vt~, it5 Ca, i <j => Bh,k tales que tE it, t5 E &, h <1v.
El
En consecuencia, este modelo nos permite codificar redes con arcos inhibidores, ‘a
de lo que concluimos que el problema de alcance es indecidible también para este
modelo.
Proposición 6.3 El problema de alcance para RPTTO-3 es indecidible. O Mt
6.1.3 Modelo estático, basado en las precondiciones Mt
En este caso, un time-oid se desactiva con el disparo de la transición y con la reso-
‘alución de un conflicto estructural en el que la transición está involucrada, aunque
hubiese suficientes tokens para dispararla simultáneamente al paso ejecutado. En
la figura 28, si ponemos 3 tokens sobre el lugar p, entonces el disparo de it’ desactiva
el time-oid de it, aunque haya suficientes tokens para disparar ambos.
ej
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Definición 6.9 (Modelo 4)
Una Red de Petri Temporizada con Time-Outs de clase 4 (RPTTO-4) se define de
una forma idéntica a la vista para el modelo 1: N = (P, T, T’, D, F, W, 6).
Los marcajes para RPTTO-4 se definen exactamente igual que en la definición
6.1. 0
Definición 6.10 (Conflicto estructural)
Sea N una RPTTO-4. Dos transiciones t1, t2 E T se dice que están en conflicto
estructural si y sólo si existe al menos un lugar pE P tal que (p,ti), (p,12) E F.
Para cada transición t E T denotamos por C(t) al conjunto de transiciones en
conflicto estructural con ella. Es decir,
C(t) {t’ E T t’ está en conflicto estructural con 4
o
La notación que vamos a utilizar para especificar un paso en este modelo
semántico será la siguiente: M[R>4M’.
Definición 6.11 (Regla de Disparo para RPTTO-4)
Dada una RPTTO-4 N y un marcaje de la misma M, decimos que un multicon-
junto de transiciones R de T está permitido bujo el modelo 4 sobre el marcaje M,
lo que denotamos por M[R>4, si satisface las condiciones siguientes:
1. M1(p)= ZR(t).W(p,t), VpEPter
2. Vi E T’ : M3(t) = 1 ~ (R(t) > O y ~t’ E C(t), R(t’) > O)
La segunda condición refleja la obligatoriedad de dispararse para las transiciones
que llevan asociado un time-oid al que queda una unidad de tiempo para cumplir, a
menos que estén en conflicto estructural con alguna de las transiciones disparadas.
El disparo de 1? da lugar al marcaje M’ = (M,M~,M~) definido de la forma
siguiente:
1. (Mi, Mfl se obtienen en base a la regla de disparo para RPT:
s1
1
132 CAPiTULO 6. TIME-OUTS a
a
2. M~ : ~ IN~ está definida como sigue:
M3(t) — 1 si M3(t) > 1, R(t) = O
y Vt’ E C(t) : = O
Vt E T’, M’~(t) D(t) si M3(t) = O y (AJLA4~)[{t}>
D(t) si M3(t) >0, y 11(t) > O
O en otro caso
o
Si asociamos un time-ant igual a 1 a cada una de las transiciones de una red,
entonces este modelo semántico captura (tomando la semántica que fuerza los dis-
paros) un máximo paralelismo en el que únicamente se obliga a disparar conjuntos
de transiciones que resuelvan los conflictos estructurales. No obstante, la cons-
trucción vista para codificar redes con arcos inhibidores mediante la semántica de
maximo paralelismo es válida también para esta semántica, pues en dicha codifi-
camón no aparecían conflictos estructurales (excepto aquellos que ya tuviera la red
de partida). Por tanto, el problema de alcance para este modelo semántico es de
a
nuevo indecidible.
Proposición 6.4 El problema de alcance para RPTTO-4 es indecidible. O
Si por el contrario consideramos que los time-o’uts tienen un carácter blo-
queante, entonces obtenemos de nuevo marcajes terminales que pueden ser iden-
tificados mediante el mismo mecanismo utilizado en los modelos anteriores. En
consecuencia, el problema de alcance será de nuevo indecidible.
6.1.4 Modelo Estático basado en las postcondiciones
Se trata de un modelo extraño, que considerala desactivación de un time-oid según
dos factores:
• La estructura de la red, materializada en los arcos y los pesos asociados a los
mismos.
• La resolución de situaciones de conflicto estructural.
J
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ti t2
Figura 31: Ejemplo 1 del modelo Estático basado en postcondiciones
ti t2
Figura 32: Ejemplo 2 del modelo Estático basado en postcondiciones
Cuando se plantea un conflicto estructural, un time-ant se desactiva una vez re-
suelto el conflicto, sólamente si tras la ejecución del paso se han perdido tokens
sobre uno de los lugares que motivé dicho conflicto estructural.
Por ejemplo, en la red de la figura 31, si la transición ti lleva asociado un time-
ant, éste no se desactiva con el disparo de t2. Sin embargo, en la red de la figura
32, el disparo de t2 desactiva el time-ant de t1.
De la misma forma que ocurría con el modelo dinámico basado en el estudio de
las postcondiciones, la semántica de disparos maximales genera comportamientos
extraños, de difícil estudio. En lo que respecta a la semántica de bloqueos, ésta
nos permite seguir codificando redes con arcos inhibidores, siguiendo la misma
construcción que la realizada para el modelo dinámico, basado en el estudio de las
postcondiciones. De ahí concluimos de nuevo la indecidibilidad del problema de
alcance para este modelo semántico.
6.2 Modelos de time-outs con transiciones es-
peciales
En este caso, algunas transiciones de la red llevan asociada una transición especial
(en un sentido que ahora precisaremos). Estas transiciones especiales son los time-
anta, los cuales tienen las mismas precondiciones que las transiciones a las que
1
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van asociadas, y su objetivo es fijar una conducta alternativa si cumple el tiempo
maximo fijado para el disparo de la transición a la que van asociadas. Tras el
a
disparo de una de estas transiciones el sistema continúa normalmente, reseteando
el time-ont de la transición. Este es el modelo de time-ont adoptado en lenguajes
de programación como Ada, donde se fija una conducta alternativa si cumple un
tiempo máximo para que ocurra un evento.
Definición 6.12 (RPT con Time-Outs con Transiciones Especiales)




P : conjunto de lugares
T : conjunto de transiciones normales
E : conjunto de transiciones especiales
E —* T (función de asociación de time-ants a transiciones)
D : E R4~ (tiempos de time-out)
FC(Px(TUE))u((TUE)xP) (arcos)
W : E —* IN+ (pesos de los arcos)
¿5 : E u T —* IN+ (duraciones de las transiciones)
donde i una función inyectiva y E cumple la siguiente condición:
Vi’ E E : (p,t’) EF su (p,i(t’)) EF
Además, W(p,t’) = W(p,i(t’)), Vi’ E E.
Para estas redes podemos definir de nuevo cuatro modelos semánticos, de forma
análoga a lo visto para los modelos sin transiciones especiales. En todos ellos se
considera que el time-ant (la transición especial) se dispara una vez que alcanza
el valor O (si sigue permitida la transición). Por ello, los dos modelos basados
en las postcondiciones generan de nuevo modelos extraños, y pueden plantearse
situaciones confusas como las discutidas en los modelos sin transiciones especiales.
En los otros casos podemos usar el time-oid para marcar un lugar especial,
que ya no puede desmarcarse. Entonces, esto nos permite capturar los modelos
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de time-onta sin transiciones especiales basados en el bloqueo semántico de la red.
Por tanto, el problema de alcance es indecidible en todos ellos.
Como ejemplo presentamos el modelo dinámico basado en precondiciones.
Definición 6.13 (Marcajes en el modelo de RPTTOE basado en precondiciones)
SeaN = (P,T,E,í,D,F,W,3) una RPTTOE. Un marcaje paraN es una terna
M = (M1,M2,M3) tal que:
1. M1 e
2. M2 : T x IN~ —~ IN tal que Vt E T y VV =3(t): M2(t«y) = O
3. M3 : E —* IN, verificando:
(a) M3(t’) = O, VV E E tal que Bp E P, Mi(p) < W(p,i(t’))
(b) Vt’ E E : (Vp E P, M1(p) =FV(p, i(t)) ) !=.O < M’3(t’) ~ D(i’)
Un marcaje puede ser inicial si cumple las dos condiciones siguientes:
E M2=0
2. VV E E : M3(t’) = { O si ~p E P : Mi(p) < W(p,i(t’))D(t’) en caso contrario
O
Definición 6.14 (Condición de Disparo)
Sea N = (P, T, E, i, D, 1’, W 3) una RPTTOE, M un marcaje de N y 11 un multi-
conjunto de transiciones sobre T U E, satisfaciendo las condiciones siguientes:
1. Mj(p)= 2 R(t).W(p,t)
teTuE
2. Vt’ E E, R(t’) =1 A (11Q’) = 1 ~ M3(t’) = 1)
3. 7V e E tal que M3(t’) = 1 A (M1, M2)[R U {i(V)}> A R(t’) = O
Entonces se dice que 11 está permitido bajo el marcaje M, y se denota por
M[R>~. O
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La primera condición es la usual, que refleja que R debe estar permitido en el
sentido clásico. La segunda condición establece que para las transiciones especiales
(los time-onts) , sólo puede dispararse una instancia y además, sólo cuando el time-
oid vaya a cumplir. La tercera condición establece que si un time-ant va a cumplir,
estamos obligados a dispararlo, salvo que la transición correspondiente esté en
conflicto con otras disparadas en 11.
Definición 6.15 (Regla de Disparo)
Sea N = (P, T, E, i, D, F, W, 3) una RPTTOE, M un marcaje de N y 11 un multi-
conjunto de transiciones sobre T u E permitido bajo M. El disparo de R da lugar
al marcaje M’ = (Mf, M, MÉ) definido de la forma siguiente:
1. (Mf, M~) se obtienen en base a la regla de disparo vista para RPT.
2. MÉ : E —* IN está definida como sigue:
si A43(t’) > 1, R(i(V)) = O,
(MI,1v12)[R u {i(V)}>
si M3(V) = 0, (AIf, A1)L{i(t’)}>
si A13(t’) > O, R(i(tQ) > O,
(AIf, .¡4fl[{i(t’)}>
si Al3(t’) > O, (A¡Ii,A42)[{i(t’)}>,






















Modelos de tiempo continuo
Al definir nuestro modelo de Redes de Petri Temporizadas hemos considerado un
espacio de tiempos discreto, basándonos en la idea de que el funcionamiento de los
ordenadores está controlado por un reloj que emite tics a intervalos regulares de
tiempo. Sin embargo, podemos considerar también un modelo en el que el espacio
de tiempo sea continuo. Para ello vamos a seguir dos pasos. En un primer paso
consideramos un espacio de tiempos racionales, es decir, consideramos 9+ u {O}
como instantes posibles de tiempo. Veremos que este modelo puede ser codificado
con nuestro modelo discreto de partida, lo que nos permite resolver casi todos
los problemas de análisis planteados. Posteriormente, consideramos un espacio
de tiempos en R+, y veremos que en este caso las cosas se complican, y así sólo
hemos podido demostrar la decidibilidad de algunos de los problemas de análisis
planteados. Sin embargo, tampoco hemos podido probar hasta el momento la
posible indecidibilidad de los mismos.
7.1 Sistema Racional de Tiempos
Consideraremos ahora una Red de Petri Temporizada como una tupla N =
(P, T, F, W, 3), donde P, T, E y W tienen el significado habitual, pero 3 : T —*
El concepto de marcaje tiene ahora que ser un poco más fino, pues ahora
el tiempo no corre como antes, tic a tic. Por tanto, no podemos considerar el
efecto del disparo de un multiconjunto de transiciones sobre el instante siguiente
137
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de tiempo, ya que esto carece ahora de sentido. Por otra parte, los marcajes siguen
siendo dinámicos, ya que con el paso del tiempo van terminando transiciones que
se encontraban a medias en su ejecución. Además, no podemos capturar esas
variaciones dinámicas introduciendo pasos vacíos, pues carece de sentido hablar
del “instante siguiente de tiempo”. Por tanto, los marcajes seguirán teniendo dos a
componentes, con el mismo significado que en Redes Temporizadas con duraciones
enteras, pero ahora el efecto del disparo de un multiconjunto de transiciones hemos
de reflejarlo de alguna forma en el mismo instante del disparo.
Definición 7.1 (Marcajes de Redes de Petri Temporizadas)
Sea N = (P, T, F, W, 8) una Red de Petri Temporizada con duraciones racionales. a
Un marcaje M para N es un par Al = (Al1, Al2), siendo M1 un marcajeen el sentido
ordinario y Al2 un multiconjunto que indica qué transiciones están en ejecución y
alos tiempos que les quedan para terminar. Además, imponemos la restricción de
que VÉ E T, Vr E Q~, r >3(t) =~- Al2(t,r) = O.
a
Un marcaje Al puede ser inicial si y sólo si M2 = 0 lE
Si no disparamos ninguna transición, la evolución dinámica de un marcaje
Al = (Al1,M2) viene definida de la forma siguiente:
a
Definición 7.2 (Función de evolución de marcajes)
Sea N una RPT con duraciones racionales y sea Al = (Al1,Al2) un marcaje de
ala misma en un instante ¡3. Entonces, si no disparamos ninguna transición entre




e Mf =M1 + tEC, aeEnd(t,-v> a
donde:
Ci<tETI~aEQ~:M2(t,a)>OAa=j’} a
y para cada t E C~ se define End(t,-y) = {a E Q~ ¡Al2(t,a) > O A a < 94.
Este conjunto representa los tiempos para la finalización de las instancias en
ejecución de la transición t a las que quedan menos de unidades de tiempo
a
a
7.1. SISTEMA RACIONAL DE TIEMPOS 139
para concluir. Así, el conjunto 0~ contiene las transiciones con instancias
pendientes en Al cuya ejecución termina antes del instante ¡3 + -y.
• M~(t,I3’) = M2(t,8’+ y)
E’
La regla de disparo queda ahora como sigue:
Definición 7.3 (Regla de disparo)
Sea N = (P, T, F, W, 3) una Red de Petri Temporizada con duraciones racionales.
Sea M = (Al1,M2) un marcaje de N en un instante ¡3. Un multiconjunto de
transiciones 11 está permitida en un instante ~ + ~ybajo el marcaje Ev(M«y) =
(AJf,A4~) si y sólo si:
Mflp) =ZRY) . W(p,t), Vp c P
tET
Si R se dispara en ese instante, entonces obtenemos en ese misma instante el
marcaje Kl = (ÑnAt) dado por:
Al1=Alf- £uz(fl.w(-,t)
tET{ 11(t) si ¡3’ = 3(t)
M2(t, ~ = Al~(t, ¡3’) en caso contrario
Este paso se denota como sigue: 0Al[110
3+ii>M. Extendemos la notación de la
forma siguiente
2M[R(P+~)»~1M’, para indicar que M’ es el marcaje alcanzado en el
instante ~ una vez que 11 fue disparada en el instante ¡3 + -y, siendo Al el marcaje
en el instante ¡3; es decir, Al’ = Ev(ÑI, -y’ — (¡3 + -y)). Además, sólo permitimos
un disparo en cada instante, lo que queda reflejado en la segunda condición de la
siguiente definicion. O
Definición 7.4 (Secuencias de Pasos Temporizadas)
Sea N = (P, T, F, W, 3) una RPT con duraciones racionales y Al0 un marcaje inicial
para N. Una secuencia de pasos temporizada de N a partir de Al0 es una secuencia
a = Al0[R~~1)>~2M1 [R~~2)>03.... M~.1 ~ Ala, donde:
- Vi = 1,... ,n, 11, es un multiconjunto de transiciones no vacio sobre T y Al~
es un marcaje de N.
aa
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a
- Vi =1,... ,n : s..1Al.~[R$z)>p.+,Al1, tomando por definición ¡3o = O.
O
aPara demostrar que podemos codificar las RPT con duraciones racionales con
RPT con duraciones enteras vamos a demostrar el siguiente lema, el cual nos
permite “ajustar” los instante de los disparos de los pasos a instantes múltiplos de
un número racional concreto.
Lema 7.1 Sea N = (P, T, F, W, 3) una Red de Petri Temporizada con duraciones S
racionales. SeaT = {t1, - - - , t~} con 3(t) = a1/b1, con a1, b1 E ff4+, Vi E {1,. . . , m}
ay sea e = mcm{b1,. . .
Si Al0[J4~’~»,2Al1 .. . [RkPn)>an+iAln es secuencia de pasos de N, existe una se-
cuencia de marcajes Al.....’ Al en N, tal que Al¿[R~P1)>p~Alf ~ M,~ es
secuencia de pasos de N, siendo ¡3 = F¡3~.c1/c, donde Al¿ = Al0 y M¿1 = M11, con
Al1 = (AlI,,MJ, Al,? = (M,?,,Al4). a
Demostración: Empecemos analizando el primer paso. Es claro que podemos
anticipar todo lo que queramos el disparo de R1. En particular, podemos ajustar a
su disparo al instante ¡3 indicado. Por otra parte, como las duraciones de las
transiciones tienen en sus denominadores divisores de e, sus duraciones pueden a
ser expresadas de la forma siguiente: 3(t) = z5/c, con t E IN+. Por tanto, las
transiciones disparadas en 11~ han de terminar en instantes de la forma aje, con a
z E IN. En lo que respecta a la finalización de las transiciones, para cada transicion
tk disparada en el instante fi y cada /%, con 2 =5 ii + 1 pueden presentarse dos
casos:
1. Que tk termine antes del instante fj, es decir, ¡3~ + ~@O< flj. En tal caso a
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Y como ¡3,~ = ¡3~ — d1:
¡3 + 3(t4 <¡34 + 1
e
En consecuencia, como ¡3f y ¡3 son de la forma x/e, ha de ocurrir:
¡91+3(h) =¡34
Por tanto, tk termina ahora antes del instante ¡34 o en dicho instante, lo que
en todo caso no afecta al marcaje en el instante /%.
2. Que tk termine después del instante ¡3~ o en dicho instante, es decir, fi +
3(tk) =¡%.
En tal caso tenemos las desigualdades siguientes:
—¿<O3 ___
fi =fi +
Sumando las desigualdades y pasando f~ al segundo miembro obtenemos:
— d5 <f~ — d1 + Zk + 1
e
De ahí, como fI y ¡34 son de la forma z/c obtenemos:
¡3 =fI +
e
Así pues, el disparo de la transición tk en el instante ¡3f puede terminar
ahora en el instante ¡34. Ello puede traer como consecuencia que en ese
instante tengamos más tokens sobre algunos lugares que los que teníamos
con la secuencia de partida. En todo caso, eso no afecta a la posibilidad de
disparo del multiconjunto R~.
Extendemos el razonamiento por inducción como sigue: Suponemos (hipótesis
de inducción) que el disparo de R~, para j =i —1 ha sido desplazado al correspon-
diente instante ¡34. Además se supone que las transiciones en elecución terminan
todas ellas en instantes de la forma ~, para x E 114, y que Al~1 = Mk1, para
k = 1,...
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Como Al1 =Al11, concluimos que R~ es disparable en el instante ¡3. De nuevo,
como ¡3 es de la forma las transiciones disparadas en R~ terminaran en instantes a
de la forma ~. Además, para cada ¡%, con i < 5 =n + 1, por la hipótesisc
de inducción, las transiciones que estaban en ejecución que terminaban antes de
a
dicho instante ahora terminan antes del instante ¡94 o en dicho instante, y las que
terminaban después o en ese instante ahora terminan después del instante ¡34 o
en dicho instante. En lo que respecta a las transiciones que han sido disparadas a
en R~, se puede repetir el razonamiento realizado en el caso base de la inducción
para demostrar que también cumplen lo anterior. En consecuencia, el marcaje Al a
alcanzado en el instante ¡3+í permite el disparo de ~ pues tiene más tokens
que AL,. E’
Definición 7.5 Sea N = (P, T, F, W, 3, Al0) una RPT con duraciones enteras, a
M un marcaje de N, 11 un multiconjunto de transiciones permitido bajo Al y
¡3~, ¡32 c Di, ¡3~ <¡32. a
Escribiremos Al[R(
0’)>a
2M’, para significar que Al’ es el marcaje obtenido en
el instante ¡32, suponiendo que 11 haya sido disparado en el instante f~ bajo el
a
marcaje Al.
Mantendremos el criterio de que si ¡32 no aparece, éste se sobreentiende igual
al instante ¡31+1. E
Definición 7.6 Sea N = (P, T, E, W, 3) una RPT con duraciones racionales, con
T = {t1, -. . ,tnj, 3(t1) = a1/b1, con a1, b1 e ftV. Sea e = mem{bi,.. . , b,,4 y sean
las cantidades enteras e1 = (a1/b¿)e. Definimos la RPT con duraciones enteras
asociada a N, Ñ, de la forma siguiente N = (P,T,F,W,3), siendo AQ1) = ej. E’
a
Definición 7.7 Sea N = (P, T, F, W, 3) una RPT con duraciones racionales, Ñ la
red con duraciones enteras asociada a N, a = Mo[R~
0»p~Mi ... [R$,¡~M>~
4~,Al~una
secuencia de pasos de N, siendo /4 = ¡3~/e, con f~ E Dl, para i = 1,.. . , u + 1, y e
definido como en la definición anterior.
Definimos los siguientes marcajes de N y Ñ
(i) Para cada i E {1,. . . ,n} se define el marcaje U1 = (A<1,É,2) deN, que es
el obtenido en el instante /4 tras el disparo de R~ bajo el marcaje Al,1.
-j
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(u) Para cada i E {1,. . . , n} se define el marcaje M1 de N como sigue:
Al1,1 = Al1,,, Al1,2Q<y) = A<2(tvy/e), Vt C T, Vy E Q~
(iii) Para cada i E {O,... , n} se define el marcaje Al1 = (M,,1, M±,2)de N como
sigue:
M1 = Ev(M1, ¡31+1 — ¡31)
siendo por definición fo = 0.
O
Lema 7.2 SeaN = (P, T, F, W 3) una RPT con duraciones racionales y Ñ la RPT
con duraciones enteras asociada a N. Entonces Al0[R~’~>0~M1 . . . [R$2’
341>yAl,. es
secuencia de pasos de N, siendo /4 = ¡3
1/c, con f~ E Di, para i = 1,... , u + 1,
si y sólo si Ña[R1~”>Aai ... [R?~)>a~+1Al,. es secuencia de pasos en N, estando los
marcajes Al1, para i = O,... , u, definidos según la Def. 7.7.
Además, Al1,1 = Al1,1, para i = 1,..., n.
Demostración: El razonamiento es similar en ambas direcciones, por lo que
sólo realizamos la demostración para el caso directo. Esta se basa en un razona-
miento por inducción, para el cual consideramos las duraciones de las transiciones
expresadas de la forma siguiente: S(tk) = Xk/C.
Además, para facilitar el seguimiento de la demostración, en la figura 33 están
representados los marcajes que utilizamos en N y N a lo largo de la demostración,
con sus relaciones indicadas mediante arcos.
Para el caso base (u = 0) el lema se cumple trivialmente. Supongamos entonces
que A<fl = Ev(M1, ¡31+1 — 133 (el arco que conecta A{ con Al1 en la figura 33 refleja
el paso del tiempo, mientras que el que conecta Al1 con Al1 reflela el cambio de
escala para pasar de N a Ñ). Entonces, en primer lugar debemos demostrar que
R¿+~ está permitido bajo Al1. Para ello analizamos la primera componente de dicho
marcaje:
Al1,1 =Al~,,+ 2 2 XL,2(t,a).W(t,—)
tEC4 aeEnd(t)
siendo 04 = {t E TIBa E Q~, Ñfl,2(t,a) >0 A a <¡91+1 —¡3d y End(t) = {a E
Al1,2(t,a) >0 A a =fi+í —¡34.
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RED INSTANTES DE TIEMPO EN N
N ¡3<
& ______________
111+11 - ______ _________
1+1
RED fii+í + 1
Ñ INSTANTES DE TIEMPO EN Ñ
Figura 33: Marcajes de N y de N
Desarrollando esta expresión obtenemos:
Al1,1 = A11..14 — S Rí(h) . VV(—, tk) + 2 2 MÍÁtk, cric) . W(h, —)
tkEC. aeEnd(t&)
Aplicando la definición de Al1,2 obtenemos que Ale,, Al1,1, por lo que con-
cluimos que Rj1., está permitido bajo M1 en Ñ (Rj±~está permitido bajo M1, y
su disparo en el instante ¡3k produce en ese mismo instante el marcaje Al1+,,
situación que hemos indicado en la figura 33 mediante un arco conectando Al1 y
Al1+, etiquetado con 111+1).
En lo que respecta a la segunda componente de M1 tenemos:





si 3(h) A R~(h) > O
en caso contrario
Analicemos ahora el marcaje M~
4, obtenido en N tras el disparo de ~ bajo
el marcaje Ñí en el instante fi+í (esta situación está de nuevo reflejada en la figura
33 mediante un arco que conecta ambos marcajes, estando este arco etiquetado
por 111+1).
= Al.,, — 2 R~±i(t) . W(-.-,t) + 2 Rí~,(t) . W(t,—) +
tEr tEC.
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• AW+,,2(h, ‘y) =
Vk=l ,..~m { R,~, (t,~)‘-y + 1) 51 ‘y = Xk —1 A Ri+í(tk) > Oen caso contrario
siendo 0~ = {ik E T13(tk) = 1 A RÍ+í(tk) > O}, y 06 = {(tk,1) E T ><
A{,2(tk, 1) > O}
Si desde el marcaje Alí’+1 dejamos pasar ¡31+2 — f~+~ — 1 pasos vacíos obtenemos
el marcaje Ñi«~ (lo que hemos reflejado en la figura 33 conectando ambos marcajes
por un arco que señala el paso del tiempo), dado por:
= — 2 R1~1(t) - W(—,t) + Rí+,(t) . W(t—) +
2 .Ñí~,2(t, a) . VV(t, —)
(t,cv) eC8
• Vk= 1,..., rn, Ñ1’$.,2(h, y) ={ ~ (h)
Al1,2(tk«y + ¡31+2 — ¡31+1)
Si 9’ = Zk — (131+2 —
en caso contrario
A R~+i(h) > O
siendo 07 = {tk E T¡ A(tk) = 1 A RI+1(tk) > O}, y Os =
Al¿,2(h,a)>O A a=¡31~2—¡3¿+i}.
{(tk,a) E T x
Analicemos ahora los marcajes de N. En primer lugar, el disparo de 111+1 bajo
el marcaje Al1 (en N) en el instante /4+í genera en ese mismo instante el marcaje
Al1+, dado por:
• Al1~1,, = Al1,1 — 2 R1+1(t) W(—,t)
tET
• A41+í,2(t*,y) =
Vk=1 { (tk)Alí,2(h, n’) 5~ 9’ = Z¡~/C A R~+,(h) > Oen caso contrario
De ahí obtenemos que:
ile) = { ~::~:?-y/~)si y = x¡~ A R.i+í(h) > O
en caso contrario
Consideremos entonces el marcaje Al4, obtenido sometiendo Al1+, a un cambio
de escala (en la figura 33 los cambios de escala están representados por arcos
verticales). Este marcaje vendrá dado por
• M,+,,, =
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• A4’1~,,2(t, ‘y) = Ñ4+1,2(t, ‘y/e)
Si desde este marcaje (de Ñ) dejamos pasar 131+2 — 13~+í pasos vacíos, obtenemos
el marcaje M1±,= Ev(ÑIi+í, ¡91+2 — ¡31+1) definido por
• M1~,,1 = Al,~,,, + 2 2 M’,~,,2(t, a) . W(t, —)
eEC9 aeflnd(t)
• A11+,,2(h, -y) = AII+,,2(tk, ‘y + 131+2 — ¡31+1)
siendo 09 = {h E TIBcz E 9~ : M1+l,2(tk,a) > O A a = ¡31+2 — ¡31±11,y a
End(t&) = {a E Q~ IAlí+í2Qk,a) >0 A a =¡31+2 — ¡31+11
Desarrollando 09, y aplicando el resultado obtenido para Al1,2, obtenemos que
Al1+1,1 = Al~1,,.
Finalmente obtenemos: a
A’f1+l,2(tk, ‘y) = AJI+í,2(tk, y + ¡31+2 — ¡31+1) = Al1+í,2(tk, Y+/3¿+2—0i+
,
af R~1.,(h) si -y + 131±2— ¡31+1 = Xk A R~+dtk) > O
t Al~,2(h, Y+~+~Pi+) en caso contrario
a
De ahí, Ñ” = -1+1,2 Al,+,,2, por lo que M,±1= Al$, lo que concluye la de-
mostración. o a
Corolario 7.1 Sea N = (P, T, F, W, 3, Al0) una RPTM con duraciones racionales a
y Ñ la RPTM con duraciones enteras asociada a N. Entonces un marcaje estable
Al es alcanzable en N en tiempo ¡3 si y sólo si es alcanzable en N en tiempo F¡3.cl.
Demostración: Si Al es alcanzable en N en tiempo ¡3, entonces existe una
secuencia de pasos a = AO[RÍ/31»/32 ... [R?’O>p,.+1M,,,con ~ = 13, Al,. = Al,
a la que podemos aplicar el lema 7.1, obteniendo de esa forma una secuencía de
pasos a’ = Al¿[Ri~»/3, . -‘ [R$¿’
4)>g,Al’. Además, Al~,
1 =Al,.,1, y de hecho, la
.2+1 “ S
diferencia de tokens en algunos lugares era debida únicamente a la anticipación
en la terminación de algunas transiciones con relación a algún fj posterior. Como j
este no puede ser el caso para a, pues Al~ es estable, necesariamente ha de ocurrir
que Al,.1 = M4,1 y Al,.2 = Al2 = 0 (las transiciones no terminan en ningún caso
después de f4+~). En consecuencia, M,. es alcanzable en N en tiempo Ef~+í.c1 ¡e, S
a través de una secuencia de pasos con disparos en tiempos de la forma aje. Por
a
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tanto, Al es alcanzable en N en el instante r13.el, lo que se obtiene aplicando el
lema 7.2.
Recíprocamente, si Al es alcanzable en N en tiempo [13.cl,entonces aplicando
el lema 7.2 obtenemos que también es alcanzable en N en tiempo F13.cl/c (en
la demostración del lema se obtuvo que M1,, = Al1,,), y por tanto, también es
alcanzable en tiempo ¡3. O
Corolario 7.2 Sea N = (1’, T, F, W, 6, Al0) una RPTM con duraciones racionales
y Ñ la RPTM con duraciones enteras asociada a N. Entonces un marcaje Al es
alcanzable en N en tiempo ¡3 si y sólo si Al’ es alcanzable en N en tiempo ffi’.c],
siendo Al’ el marcaje estable obtenido omitiendo los disparos de las transiciones
que se encuentran en ejecución en Al, y ¡3’ el instante en que Al’ es obtenido.
Demostración: La obtención de Al’ a partir de Al es trivial, así como la ob-
tención de 13’. Como Al’ es estable, tenemos que Al’ es alcanzable en N en tiempo
¡3’ si y sólo si es alcanzable en N en tiempo [13’.e],por el corolario 7.1. Ahora bien,
es claro que Al es alcanzable en tiempo ¡3 si y sólo si Al’ es alcanzable en tiempo
¡3’, por tanto Al es alcanzable en N en tiempo 13 si y sólo si Al’ es alcanzable en
N’ en tiempo FP’.cl. O
Este corolario nos permite concluir de forma inmediata que el problema de
alcance, la vivacidad, el problema de alcance estricto, la ausencia de bloqueos
y la ausencia de ¡3-bloqueos son decidibles en Redes de Petri Temporizadas con
duraciones racionales, pues estos problemas se trasladan a los mismos problemas
sobre redes con duraciones enteras, para las cuales sabemos que son decidibles.
Veamos a continuación que también la 13-vivacidad es decidible para las Redes con
duraciones racionales.
Teorema 7.1 Sea N = (P,T,F,W,3,M0) una RPTM con duraciones racionales
y Ñ la RPTM con duraciones enteras asociada a N. Entonces N es 13-viva si y
sólo si Ñ es [13.el-viva.
Demostración:
!=-:Sea t E T, Al un marcaje alcanzable en Ñ y >~ E 1N~ tal que M E [Mo>~.
Consideremos la secuencia de pasos que nos conduce a M en
2,.
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a
siendo Al,. = Al, ~ = ‘5’, y Al0 = Al0.
Entonces, por el lema 7.2 tenemos en N:
A4o[R~P1/c»p2/0AJí ...
a
siendo Al1 un marcaje tal que AL = Ev(ZIL, 13~+í —13~), con M1,1 = Al1,1, Al1,2Q, a) =
Al1,2(t, a/e), donde Afl es el marcaje de N obtenido en el instante ¡31/c al disparar
Rl. Además Alt,, = Al,,1, para z = 1,... ,n. Por tanto, Al,.,1 = M,.,1 = Al1.
Como N es ¡3-viva, existe una secuencia de pasos que parte de Al,. y nos conduce a
en tiempo fi a un marcaje Al’ que permite el disparo de it. Es decir:
... Al,. [R$flfl>r2 Al,.~, ... [R~’4>P+P,.+i 10M,.~, S
siendo Al~±,= Al’. Como ¡3,.±í = 5, tenemos que Al’ es alcanzable en el instante a
13 + 5/e. Por el lema 7.1 concluimos la existencia de marcajes M0,... , Al,.~ tales
que:
r~M,,+~ ... [R$,¶.%?,>rtAln+,
donde r = rri.c~/c y Al,.±1,1=Al,,±t,1,para i = 1,... ,s. Además, de la prueba de
dicho lema es fácil deducir que Al1 = M1, para i = O,’ . . , u.
En particular tenemos que Al,.±~,1= Al,.±3,1= Mf. Por tanto, it está permitida a
bajo el marcaje Al,.+~. Además
= f(¡3 + 5/c)cl ¡e = (Ñ8.el + 50/e = 5/e + [¡3.el/c
Esto se traslada de forma inmediata a Ñ aplicando el lema 7.2.
‘~=: Supongamos ahora que Ñ es F¡3.el-viva, y sea it E T, Al un marcaje
alcanzable en N y -y e 9±el instante en que alcanzamos Al. Supongamos por el




2Al1 . . . [RÑ~~)>p.2+,Al,.
siendo ¡3~ E 9~, para i = 1,..., u + 1, Al,. = Al y 13,.+, = ‘y. Aplicando el lema 7.1
~1concluimos la existencia de marcajes M¿, ... , Al~ tales que:
a
AIf...
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siendo /4 = Pí.el/e, para i = 1,... ,n + 1 y Al¡1 =Al1,1, para i = 1,.. .,n.
Además, como Al,. es estable tenemos Al,’,, = Al,.,1. Aplicando el lema 7.2 podemos
trasladar esta secuencia a Ñ, obteniéndose:
.¡Ú0 [R~> >Ñí ... 2,.., [R$5~>~~,Al,.
donde /4’ = /4.e, para i = 1,... ,n+l. Además tenemos Al,., = M,’,, = Al,.,1 = Al1
(primera componente de Al).
Como N es rf.cl-viva existe una secuencia que parte de M,. y nos conduce en
tiempo f¡3.c] a un marcaje que permite el disparo de t:
donde Al,,~It>.
Aplicando el lema 7.2 trasladamos esa secuencia a N, con lo que tenemos un
marcaje Al,’~+S alcanzable en tiempo (U3~+,1 + [¡3.cl)/e= 13¾-y+ (Ff.el)/c =
(k3,.+,.cl + F13.el)/c = (F-y.el + [13.cl)/eque permite el disparo de it.
Además, esa secuencia pasará por M~, lo que significa que ese marcaje se
alcanza desde Al,’, en [13.c]/c unidades de tiempo. Esos pasos pueden hacerse
también desde ese marcaje Al,’,, pero en el instante -y, con lo que en F¡3.cl /e unidades
de tiempo tendremos un marcaje que permite it. Como F¡3.cl/e < ¡3, se tiene que
en particular en ¡3 unidades de tiempo podemos alcanzar un marcaje que permite
ejecutar it.
Si el marcaje Al de partida no fuera estable, podemos considerar el marcaje
estable Al’ = (Al1, O). Para él podemos aplicar el razonamiento anterior, con lo que
encontramos un marcaje Al” E [Al’>0tal que Al”[t>. Entonces la misma secuencía
de pasos la podemos ejecutar desde M, obteniéndose incluso marcajes intermedios
con más tokens. Se obtiene así que existe Al”’ E [M>0 tal que Al”’[t>, lo que
concluye la prueba. O
Sin embargo, esta codificación no es de utilidad para resolver las dos extensiones
temporizadas de la propiedad de ilimitación, al no preservar dichas propiedades-
Ello se debe al cambio de escala que la codificación introduce. Como ejemplo
podemos considerar la red N de la figura 34, la cual es s, k-ilimitada linealmente,
para cualquier k. Sin embargo, la red con duraciones enteras asociada Ñ (ver
figura 35) no es .s, le-ilimitada linealmente para ningún le.
























Figura 36: Red de Petri con Duraciones Reales
‘1.2 Sistema Real de Tiempos
Consideremos ahora un sistema real de tiempos. Así, una Red de Petri Tem-
porizada es ahora una tupía N = (F, T, F, W, 3), donde P, T, F y W tienen el
significado habitual y 3 : T —* R~.
El concepto de marcaje se define de la misma forma que en el caso del sistema
racional de tiempos, por lo que ya no lo repetimos. Lo mismo sucede con la regla
de disparo y las secuencias de pasos.
Es claro sin embargo que no es posible aplicar las ideas que allí hemos utilizado
para codificar estas redes en términos de Redes Temporizadas con un sistema
discreto de tiempos. De hecho, no podemos pensar ni tan siquiera en una leve
modificación de los instantes de disparo, para ajustarlos a instantes racionales
cercanos, pues con ello podemos perder algunos marcajes alcanzables.
Por ejemplo, en la red de la figura 36 es imposible anticipar los disparos de las
transiciones, pues el marcaje (0,0,1) es alcanzable en el instante 4, pero no antes.
No obstante, una nueva codificación basada en una aproximación completa-
mente diferente nos ha permitido resolver algunos de los problemas de análisis
planteados. En concreto, la codificación se basa en el conocimiento del instante
simbólico (medimos el tiempo tomando como unidades las duraciones de las tran-
siciones) en el que se produce cada token, y así no se produce una simulación “en
tiempo real” del funcionamiento de la red original, sino que se permite un disparo
desordenado en el tiempo de las transiciones. Una limitación importante de la
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codificación es que exige una limitación finita del periodo de tiempo a simular,
pues de lo contrario obtendríamos una red infinita. a
Definición 7.8 Sea N = (P, T, F, W, 3, Al0) una Red de Petri Temporizada Mar-
cada con duraciones reales y ¡3 un instante real dado. Asociamos al par (N, ¡3)
una Red de Petri Coloreada Nh basada en la propia red N, pero sin tiempos,
= (P, T, F, W, Al0). Ahora bien, los tokens de Nh vendrán etiquetados por
tupías (eí, . . . ,c,.) E IN~, donde u = Tj y Zci . 3(t1) =¡3, que codifican el ins-
tante de tiempo en el que han sido producidos. Cada anotación es un vector de
n componentes, uno por transición, que indica cuántas copias de cada transicion
han sido disparadas (en secuencia) hasta la obtención de ese token. En realidad,
se anota la serie de transiciones que tienen una duración más larga (disparadas en
secuencia). Por supuesto, los tokens ¿el marcaje inicial tienen como anotación la
tupla(O,...,O). S
En lo sucesivo denotaremos por C al conjunto de posibles anotaciones de un
token, y por n(p, e) al número de tokens sobre el lugar p con anotación e. Para cada
etiqueta e E C definimos el “instante de disponibilidad” del token correspondiente
como sigue:
n
3 = E . 3(c)h=1
que recoge la suma de las duraciones de las transiciones incluidas en su anotacion.
A partir de dicho concepto podemos definir un preorden sobre los tokens de la
forma siguiente: e
1 =e2 si y sólo si ¿~ < ¿2.
La regla de disparo de la nueva red N~ se define como sigue:
Sea Al un marcaje de N,~, y it c T, con t = {pi,’. . ,pj y r = {~U. . .
y sean W(p
5,it) = n~, para] = l,...,k y W(t,¡4) = m¡, para h = 1,...,l. De
caraadisparartseprecisaenprimerlugarquelamismaestépermitidasegúnel J
concepto ordinario de activación. Si it está permitida en dicho sentido es porque en
cada lugar Pi hay al menos u5 tokens. Consideremos para cada uno de esos lugares
p~ los u5 tokens que pretendamos utilizar en el disparo, y supongamos que llevan
‘como anotaciones los vectores de 05 = {c~,..., c}. Definimos 0= U 05,y J
5=1Alax(0) = ‘ir ~
que representa el primer instante posible de disparo de it, utilizando los tokens
escogidos. El disparo será entonces admisible su Ala(O) + 3(t) < ¡3. En tal
a
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caso su efecto consistirá en sustraer de cada lugar p~ los u5 tokens considerados,
generándose nuevos tokens sobre los lugares postcondición, todos ellos anotados
por
= c?i + x(t)
donde x(it) es el vector característico de it; así, si it = t~ se tiene x(it8) = (O,.. . , O,
a
1 ,O,...,O),ye~ es la etiqueta en la que se alcanza el máximo de 0, esto es
—~1
= Alaz(O). Es decir, anotamos como “historia” de estos tokens la historia de
su token precondición más tardía, prolongada por la transición disparada it.
Denotamos esta evolución por MLit>,Al’. O
Esta red así construida, 1%, nos permite capturar los marcajes estables alcan-
zables en la red original hasta el instante 13. Ello nos permite resolver algunos de
los problemas de análisis que hemos definido.
‘7.3 Análisis de Problemas
Exactamente como hicimos para las Redes de Petri Temporizadas con duraciones
enteras, es posible demostrar la decidibilidad del problema de alcance mediante la
secuencialización de todos los pasos. También podemos demostrar la decidibilidad
del problema de alcance estricto si no hay transiciones autónomas limitándonos
para ello a inspeccionar el árbol de accesibilidad. De nuevo pues, las dificultades
se limitan al caso general, en el que permitimos la existencia de dichas transiciones
autónomas. De cara a la resolución de este problema es precisamente para lo que
hemos introducido la construcción anterior.
Dicha construcción nos ha producido una Red de Petri Coloreada. Ahora bien,
es bien sabido que al habernos limitado a un número finito de colores (razón
por la cual utilizamos ¡3 en la construcción) podemos representar esta red por
medio de otra con una semántica de ocurrencia ordinaria. Para ello duplicamos
los lugares y transiciones, en función de todas las posibles etiquetas de los tokens.
En concreto, extraemos una copia de cada lugar por cada etiqueta, incluyendo
para cada transición tantas copias como formas distintas tengamos de activar la
transición original de la red coloreada en virtud de la regla de disparo definida
anteriormente,
aa
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Veamos esta codificación más formalmente.
a
Definición 7.9 (Codificación de la semántica de anotaciones con la semántica
ordinaria de secuencias de ocurrencia) Sea N = (P, T, E, W, 3) una Red de Petri
Temporizada con duraciones reales, 13 un instante real dado y Al0 un marcaje
inicial de N. Sea entonces 1% = (P, T, E, W, Al0) la red coloreada asociada según
la definición 7.8 yC el conjunto de posibles etiquetas de los tokens de Nk. Definimos
la red de Petri = (P”, T”, F”, W”, Al¿’) con la semántica ordinaria de secuencias
de ocurrencia de la forma siguiente:
F”=Pu Uf’0, siendo P0={(p,c) jpEF}
eEC
= U {(z, it) 1 x E A(t)} , siendo A(it) = {((p~~ el),... ,(pí, ej,),
CE’
~ 60,1< h <le 1< =~
y Max{e~} + 3(t) =13}~con t = {Pí,. . .,pkl, yn5 =
para 1 =J =le
= {(p, (z,it)) ¡ (p,
e), (x, it))








it) E F, (x,t) E T”} u {((x,t),p) ¡ (t,p) EF, (z,it) c T”}u
(p,e) cRe, (x,t) E T”, Bh tal que (p,c) = X¡I}U
1 (p, e) E P0, (z, it) E T”, p E it, e es la etiqueta obtenida
de it bajo la configuración de tokens x}
ek~ ((pa, ci), (x, it)) E F”}j si f = ((ps, ei0), (x, it)), con
h0 E {1,...,n5} yj E {1,...,k}
si f = ((z,t), (p, e)) y f = ((x,it),p)
si f = (p,(x,t))
sip’ =p E PV p’ = (p,(O,...,O))
en caso contrario
E’
Definición 7.10 SeaN = (P, T, F, W, 3, Mo) una Red de Petri Temporizada Mar-
cada con duraciones reales, ¡3 un instante real dado, N~ = (P,T,F,W,Al0) la red
coloreada asociada según la definición 7.8 y N3 = (P”, T”, E”, W”, Al3) la Red de
Petri No Temporizada asociada a N~ según la definición 7.9.
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de Nf3 y M” es el conjunto de marcajes de Nf3’, de la forma siguiente:
VM E M’, Vp’ E P”, ¿p(Al)(p’) = { Al(p) sip’=pEP
n(p,e) sip’=(p,e)EP,,
E’
Teorema 7.2 Sea N = (P, T, 1’, W, 3, Alo) una Red de Petri Temporizada Mar-
cada con duraciones reales, ¡3 un instante real dado, 1% = (P, T, F, W, Alo) la red
coloreada asociada según la definición 7.8, NJ = (P”, T”, F”, W”, Al¿’) la Red de
Petri No Temporizada asociada a Nf3 según la definición 7.9, it E T y Al, Al’ dos
marcajes de Nf3.
Entonces Al[it>0Al’ ocurre en Nf3 si y sólo si so(Al)[(z,it)>sc~(Al’) ocurre en
para una cierta x E A(it).
Demostración: Supongamos que Al[it>0Al’ ocurre en Nk, y sean it = {Pi,... ,
it. = ~ u5 = W(p5,it), m5 = W(t,p). Sean di,...,eá las etiquetas de
los u5 tokens de p~ utilizados en el disparo de it.
Consideremos x = ((pí,ci),. .,(p1,e~1),. .‘,(pk,n~),. . . ,(p~,e~)). Entonces,
(x,it) E T”, pues el disparo de it es admisible en Nf3. Esta transición está además
permitida pues los lugares P5 tienen el mismo marcaje que sus originales en 1% y
cada lugar (pi, c~) E P”, para] E {1, .. . , k}, /t E {1,. . . , n5} está marcado con el
numero de tokens de Al(py) cuya anotación sea cj, y el arco ((pp ci)~ (x, it)) tiene
por peso el número de etiquetas 4 iguales a 4.
El efecto del disparo de (x, it) sobre los lugares de P C P” es idéntico al del
disparo de it en Nf3 (abstrayendo los colores). Sobre los lugares (ps, 4) su efecto es
sustraer un número de tokens igual al número de etiquetas 4 tales que 4 = 4, y
sobre los lugares (p5, e’) (siendo e’ la etiqueta obtenida por aplicación de la regla
de disparo) su efecto es añadir W(it,p) tokens. En definitiva, el marcaje obtenido
es exactamente ~~(Al’).
Recíprocamente, supongamos que so(Al)[(x,it)»p(Al’) ocurre en 1%’, para un
cierto x = ((pí,ei),. . .,(pí,41),. . ~ . .,(pk,e~k)) E A(it). Los lugares
precondición de (x, it) son precisamente los p~, para j = 1,... ,k, y los (p5, 4),
para]=1,...,kyh=1,...,nj.
Entonces it está permitida en Nf3 bajo el marcaje M, utilizando en particular
para cada lugar Pi los tokens con anotaciones 4, ... , e
5 Basta entonces aplicar,.j.
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el sentido directo para concluir que el marcaje obtenido con el disparo de it en 1%
es Al’, pues ¿p es inyectiva. E’
Teorema 7.3 Sea N = (P, T, E, W, 3) una Red de Petri Temporizada con dura- a
ciones reales, 13 un instante real dado y M0 un marcaje inicial de N. Sea entonces
= (P, T, E, W, Al0) la red de Petri coloreada asociada según la definición 7.8.
Entonces un marcaje estable Al = (M’, 0) es alcanzable en N en el instante
13 si y sólo si Al’ es alcanzable en Nf3 haciendo abstracción de las etiquetas que
portan los tokens de dicha red.
Demostración:
!=.: Supongamos que existe una secuencia de pasos en N tal que:
Al0[R1~’~>~2Al, . . . Al,.~.1 [R$~~”)>p,.+,Al,.
siendo Al,. = Al y ¡3 = ¡3n+í. Empecemos analizando el disparo de R~. En N”
hay un marcaje inicial en el que todos los lugares tienen el mismo marcaje que en
N, pero con una anotación (O, ... , O). Esto implica que todas las transiciones de a
11, pueden ser disparadas de forma independiente en N’. Estas transiciones, una
vez disparadas generan un nuevo marcaje Al’ en N’, en el que los nuevos tokens
llevan anotada la transición it que los produjo. Eso significa que están disponibles
en tiempo 3(t). En todo caso, en el instante ¡32 estarán disponibles los tokens a
necesarios para el disparo de las transiciones de 112, con el que podemos razonar
de forma análoga a como lo hemos hecho para 11,. Extendemos el razonamiento
a
hasta llegar al instante 13,., en el que tenemos disponibles los tokens necesarios para
el disparo de las transiciones de R,,. Con su disparo se generan nuevos tokens, cuyas
anotaciones incluyen las citadas transiciones. Estas transiciones terminan además
(así como las que estuvieran en ejecución) antes del instante ¡3 (en N), pues M es
estable. Por tanto, en N’ los tokens están disponibles antes de dicho instante. Por
tanto, Al’ es alcanzable en N’ y no hay tokens con un instante de disponibilidad
mayor que ¡9.
.~: Si & es una secuencia de ocurrencia en N’ que nos conduce a un marcaje
estable Al1, entonces las transiciones de & pueden ser disparadas en N en sus
instantes de disponibilidad, lo que permite alcanzar Al = (Al1, 0) en tiempo ¡3. 0 a
a
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Corolario 7.3 Sea N = (P, T, F, W, 3) una Red de Petri Temporizada con du-
raciones reales, 13 un instante real dado y Al0 un marcaje inicial de N. Sea en-
tonces Nf, = (P, T, F, W, Al0) la red de Petri asociada según la definición 7.8 y
Nf,’ = (P”, T”, F”, W”, Al«) la red obtenida aplicando la definición 7.9.
Entonces un marcaje estable Al = (Al1, @) es alcanzable en N en el instante ¡9
si y sólo si existe un marcaje Al” alcanzable en Nf,’ tal que Al”¡p = Al1.
Demostración: Por el teorema anterior Al es alcanzable en N en el instante
¡9 si y sólo si Al1 es alcanzable en Nf,. Ahora bien, M1 es alcanzable en Nf, si y
sólo si existe un marcaje Al” alcanzable en Nf,’ tal que Al”¡p = M1, lo que puede
obtenerse fácilmente a partir del teorema 7.2. E’
Parece por tanto que el problema de alcance estricto para redes temporizadas
con tiempos reales ha quedado reducido al problema de alcance sobre redes no
temporizadas con su semántica ordinaria, que como sabemos es decidible. Sin
embargo, dicha reducción exige que seamos efectivamente capaces de construir la
red coloreada Nf,, lo que exige en principio la capacidad de decidir la relación <
entre las etiquetas posibles, así como la de definir efectivamente dicho conjunto
de etiquetas posibles. En abstracto podríamos decir que tenemos un resultado
de decidibilidad módnlo la decidibilidad de dichas cuestiones. Ahora bien, como
consideramos que este no es el momento ni lugar para profundizar en cuestiones
relativas a la computabilidad con números reales, hemos considerado oportuno
presentar aquí un caso particular concreto de dicho resultado, que es el que corre-
sponde a aquellos instantes de tiempo ¡9 tales que no sean combinación lineal con
coeficientes enteros no negativos de las duraciones de las transiciones.
Corolario 7.4 Sea N = (P, T, E, W, 3, Alo) una Red de Petri Temporizada Mar-
cada con duraciones reales, 13 E 11 que no sea combinación lineal con coeficientes
enteros no negativos de las duraciones de las transiciones de N. Entonces es de-
cidible si un marcaje Al cualquiera es alcanzable en N en tiempo ¡3.
Demostración: En principio, al no ser ¡3 combinación lineal con coeficientes
naturales de las duraciones de las transiciones, podemos decidir si una transición
es disparable, dada una configuración cualquiera de tokens sobre sus precondi-
ciones. Ello se debe a que en este caso son decidibles las comparaciones de la
aa
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a
forma En1 - 3(t1) =13, pues al ser distintos los dos miembros de la relación será
posible determinar en tiempo finito cuál de ellos es mayor.
Sin embargo, todavía existe otro punto que tenemos que ser capaces de decidir,
que es la obtención de la etiqueta de los tokens producidos por el disparo de una
a
transición. Ello requiere que seamos capaces de obtener el token precondición de it
(entre los utilizados para su disparo) cuyo instante de disponibilidad sea máximo.
Si todos estos instantes de disponibilidad son distintos, entonces podremos deter- a
minar en tiempo finito el máximo; sin embargo ¿ Qué pasa cuando tenemos dos
tokens maximales con el mismo instante de disponibilidad? En este caso no po-
dremos decidir cuál de ellos es mayor, pues de hecho ninguno lo es, pero tampoco
sería posible en general concluir en tiempo finito que cualquiera nos sirve, por ser a
ambos iguales. Ahora bien, afortunadamente es siempre posible encontrar un e
suficientemente pequeño, tal que si los instantes de disponibilidad de los tokens a
en litigio no difieren en más de e unidades de tiempo, entonces cualquiera de ellos
puede ser utilizado como si fuese el maximal (no afectando la elección a la validez a
de la construcción para decidir la alcanzabilidad en tiempo ¡3). La determinación
de dicho valor e es compleja, y se basaría en aprovechar las diferencias positivas a
entre toda combinación lineal con coeficientes naturales de las duraciones de las
transiciones y ¡3. No obstante, confiamos que con esta información el lector quede
a
convencido de la existencia de dicho e, que en el fondo es lo que importa.
Consideremos entonces un marcaje M de N. Si M es estable podemos aplicar
a
el teorema 7.3, y dado que el problema de alcance de submarcajes es decidible en
redes no temporizadas con su semántica ordinaria, concluimos la decidibilidad del
alcance estricto en redes temporizadas con duraciones reales. Si Al no es estable,
entonces es posible volver hacia atrás el marcaje Al hasta un marcaje estable
anterior. Dado que podemos decidir la alcanzabilidad de este marcaje estable,
podremos decidir la alcanzabilidad del marcaje no estable de partida. O
a
Seguidamente definimos una codificación que nos permite demostrar también
la decidibilidad de la 13-vivacidad. Dicha codificación está inspirada en la utilizada
anteriormente para resolver el alcance estricto; sin embargo, puesto que los marca-
jes de partida que ahora hemos de considerar son todos los marcajes alcanzables,
a
no podemos anotar información sobre los tokens desde el marcaje inicial, pues
esto nos conduciría a trabajar con un numero infinito de colores. Por tanto, la
a
7.3. ANÁLISIS DE PROBLEMAS 159
codificación en este caso funciona en tres fases, que describimos a continuación
informalmente.
En una primera fase permitiremos a la red construida evolucionar libremente
bajo la regla clásica de disparo, manteniendo la anotación (O,.. . ,O) sobre todos los
tokens. Entonces, todo marcaje estable alcanzable en la red de partida podrá ser
alcanzado también en la codificación en esta primera fase. El paso de la primera
fase a la segunda fase puede ocurrir en cualquier momento, y éste se señala me-
diante la ocurrencia de una nueva transición fin1, añadida a la red construida.
En la segunda fase ya empezamos a anotar información sobre los tokens, aunque
sólo se permite el disparo de transiciones que utilicen tokens con anotación (O,... , O).
Entonces, los tokens generados por las transiciones disparadas en esta segunda fase
no pueden ser utilizados en nuevos disparos en esta fase. Simulamos así la ejecución
de un paso en la red original. La finalización de la segunda fase ocurrirá cuando
se dispare una nueva transición fin2.
Finalmente, en la tercera fase ya se permite el disparo de transiciones de acuerdo
con la semántica introducida en la definición 7.8, lo que incluye en particular la
utilización de todos los tokens producidos por las transiciones disparadas en las
fases anteriores.
Definición 7.11 Sea N = (P, T, F, W, 3, Al0) una Red de Petri Temporizada Mar-
cada con duraciones reales y ¡9 un instante real dado. Asociamos al par (iv, ¡3)
una Red de Petri Coloreada Nf, basada en la propia red N, pero sin tiempos,
Nf, = (P’,T’,F’, W’,Al’ De nuevo, los tokens de Nf, estarán etiquetados por
tupías (e1,... ,e,.) E IN’~, donde u = TI y 3e1 3(t1) <13.
La red Nf, se define como sigue:
= P U {pí, ¡12, ¡13}
= T U {finí, fin2}
= F U {(pí,finí), (finí,p2), (p2,fin2), (fin2,p3)}
Al~P)={ Mo(p) 21,
Por supuesto, los tokens del marcaje inicial tienen como anotación (O,... , O).
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La regla de disparo de la nueva red Nf, se define como sigue:
El disparo de la transición fin1, para i 1,2 está permitido cuando el lugar p~ a
esté marcado por un token. El disparo de dicha transición produce un token sobre
el lugar ¡11±1,el cual va anotado con (O,... , O).
aSea entonces it E T con it = {pí,. - - ,pk} y r = {~4,. . . ,p;}~ y sean W(p5,t) =
u5, para j = 1,~, le y W(it,p5) = mli, para h = 1,..., 1. La transición it está
a
permitida bajo un marcaje Al de Nf, si y sólo si está permitida en el sentido clásico
(hay suficientes tokens para dispararla en sus lugares precondición) y además se
cumple una de las siguientes condiciones: a
- Al(p1) = 1.
a
- Al(p2) = 1, y VJ E {1,. . . , k} existen al menos u5 tokens en el lugar p~
anotados con (O,..., O). a
- Al(pa) = 1 y el disparo de it es admisible (para un cierto conjunto de tokens
sobre sus lugares precondición) en el sentido de la definición 7.8. a
El efecto del disparo de it dependerá de la fase en que nos encontremos, y de las a
etiquetas de los tokens utilizados para su disparo (de nuevo representamos por O
las etiquetas de dichos tokens): a
- Si Al(p1) = 1, entonces se sustraen de cada lugar PJ los n~ tokens conside-
rados, y se generan nuevos tokens sobre los lugares postcondición (según la a
regla clásica de disparo), todos ellos anotados con (O,... , O).
- Si Al(p2) = 1 y 3(t) > ¡3, entonces únicamente se sustraen de cada lugar
p~ los u5 tokens considerados, no creándose nuevos tokens sobre los lugares
a
postcondición.
- Si Al(pí) = O y 3(it) =13, entonces se sustraen de cada lugar p~ los ng to- a
kens considerados, y se añaden nuevos tokens sobre los lugares postcondicíon
(según la regla clásica de disparo), todos ellos anotados por ¿ = e~ + X(t), a
siendo e’ la etiqueta del token de 0 en la que se alcanza el máximo instante
de disponibilidad. a
La notación para representar la evolución de Nf, es la usual, M[it)dAl’. E’
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De nuevo, es posible codificar estas redes coloreadas mediante Redes de Petri
No Temporizadas con su semántica ordinaria.
Definición 7.12 Sea N = (P, T, F, W, 3) una Red de Petri Temporizada con du-
raciones reales, 13 un instante real dado, Al0 un marcaje inicial de N y Nf, =
(P, T, F, W, Alo) la red coloreada asociada según la definición 7.11. Definimos la
red de Petri Nf,’ = (P”, T”, F”, W”, AIg) con la semántica ordinaria de secuencias
de ocurrencia de la forma siguiente:
P”=PUP1u U 11, siendo P0={(p,e)¡pEP},Pí={fí,f2, fa}
eEC
T”= TiU{(x,it,i)IÉET,1<i<2,XEB(it)}U{Qr,it,3)jteT,XEA(t)},
siendo A(t) definido como en la def. 7.9, T1 = {rí, r2}, y B(t) =
{((Pí,e1),...,(pí,eX,),...,(pk,et),...,(pk,e~k )Ie~ —Ó 1< h <le,
1 < < nh}, siendo O = (O,..., O), .it = {pí, . . . ,Pk}, u5 = W(pg, it),
parajE{1,...,k}
= {(f~, r1), (r1, f~±~)i = 1, 2). u {(f~, (x, it, i)), ((x, t, i), .11) ¡i = 1,2,3,
(x,it,i) E T”} u {(p,(x,it,i))¡(p,it) EF, (x,it,i) E T”}u
{((x,it,i),p) (it,p) EF, (x,t,i) E T”} U {((p,Ó),(x,t,i)) Ii =i <2
it E T, (p, O) E P~, (a,, it, i) E T”, Eh tal que (p, O) = x~} U
{((x,it,1),(p,O)) [(p,O) E F~, (x,t,1) E T”, p E itju
{((x,it,2), (p, e)) 1 (p, e) E P~, (z,t, 2) E T”, 3(t) =¡9, p E it, y e es la
etiqueta obtenida tras el disparo de it bajo la configuración de tokens x}
U {((p, e), (z, it, 3)) 1 ~ e) E P0, (x, it, 3) E T”, Eh tal que (p, e) = Xli). U
{((x,t, 3), (p, e)) [(p,e)E .P0, (x,it,3) E T”, p E it, y ces laetiqueta
obtenida tras el disparo de it bajo la configuración de tokens x}
{h eL eL0, ((ps,eL),(x,it,i)) E F”}¡ sif = ((pg,cj0), (x,t,i)),f = con Ii0 E {l,. .-,flá} y] E {l,. . . ,k}
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a
Es relativamente sencillo, aunque sí un tanto aparatoso y aburrido, probar que
Nf,’ codifica efectivamente a la red Nf, (la demostración sigue argumentos similares
a los utilizados en la prueba del teorema 7.2).
Definición 7.13 Sea N = (P, T, F, W, 3, Mo) una Red de Petri Temporizada Mar- a
cada con duraciones reales, ¡3 un instante real dado y Nf, = (P’, T’, F’, W’, Al4~) la
red coloreada asociada a N según la definición 7.11. a
1. Definimos el siguiente conjunto de marcajes de Nf,
a
CM = {Al ¡ BM’ E [Al¿>d, Bu = fin1 . . . fin2, Al’[a>dAll
Nótese que por la forma de a el marcaje Al’ debe cumplir en particular que
M’(p1) = 1. Los marcajes de CM son los marcajes de Nf, que son alcanzables
al finalizar la fase 2. a
2. Definimos la función p : CM —* M, siendo M el conjunto de marcajes de
N, de la forma siguiente: p(Al) = (A?t, M2) siendo
- Alí(p) = M(p) — {n(p,e) e E e —
- Vi E T, it # 0, At(t, 3(t)) = n(it, x(p))/W(t, p), siendo p E it.
Obsérvese que esta definición no depende del lugar p E it elegido, pues
ME CM.
- VIET, Va <¿(it) A¾(ta)= O
Esta función asocia a cada marcaje de CM un marcaje de N, que corresponde a
al marcaje que se obtendría en N disparando todas juntas las transiciones
(cuyo conjunto de lugares postcondición sea no vacío) que están en ejecución
en Al. Entonces ~(M) es el marcaje obtenido tras ese disparo, pero en el
mismo instante del disparo. En esta definición la información de qué tran-
á
siciones están en ejecución se obtiene en base a las etiquetas asociadas a los
tokens de los lugares postcondición. En concreto, una transición it habrá sido
disparada si tenemos al menos W(t,p) tokens con anotación x(t) sobre cada
lugar p c it. Evidentemente, esta información sólo puede obtenerse para
aquellas transiciones cuyo conjunto de lugares postcondición sea no vacio.
Sin embargo, tal definición es perfectamente lícita, pues las transiciones en
a
a-
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ejecución en Al que no tengan postcondiciones pueden verse como si hu-
bieran ocurrido en el último momento de la fase 1. Queda así correctamente
simulado su efecto, pues desaparecerían en efecto los tokens correspondien-
tes a sus precondiciones, con lo que no podrían ser utilizados para disparar
las transiciones de la fase 2 que sí tienen postcondiciones; mientras que el
tratamiento (vacío) que reciben sus lugares postcondiciones es el adecuado,
pues los mismos no existen.
3. Sea Al E M. Consideramos el multiconjunto de transiciones 11 en ejecución
en .A?i, y el marcaje Al de Nf, inducido por Al definido por
SR(t).W(p,t) VpEP sip’pEP{ :«~ Si 71 = 712en caso contrario
estando todos sus tokens etiquetados por (O,..., O).
Definimos entonces la función ~ : M —> CM, de la forma siguiente:
«2) = Al’, siendo Alfa fin2>dM’, donde a E see(R) (ver definición 5.26).
Obsérvese que esta definición no depende del a elegido en .see(R), pues las
transiciones disparadas en a no usan tokens producidos por transiciones de
la propia a.
Esta función asocia a cada marcaje de N un marcaje de Nf,, obtenido dis-
parando secuencialmente las transiciones que se encuentran en ejecucion en
Al partiendo del marcaje estable obtenido a partir de Al anulando la eje-
cución de las transiciones en 11.
E’
Teorema 7.4 Sea N = (P, T, F, W, 3, Al0) una Red de Petri Temporizada Mar-
cada con duraciones reales, it E T, 13 un instante real dado y Nf, = (F’, T’, F’, W’,
M¿) la red coloreada asociada a N según la definición 7.11.
Entonces it es ¡3-viva en N si y sólo si para todo marcaje Al’ de Nf, perteneciente
al conjunto CM definido según la Def. 7.13 existe un marcaje alcanzable desde Al’,
Al”, que permite el disparo de it.
aa
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a
Demostración:
4: Supongamos que it sea 13-viva y sea Al’ E CM. Entonces, el marcaje ~(M’)
es alcanzable en N en un cierto instante. Es más, este marcaje puede obtenerse
por el disparo del paso constituido por las transiciones (de T) de la secuencía a a
proporcionada por la definición de CM en ese mismo instante.
Como it es por hipótesis ¡3-viva, existirá un marcaje alcanzable en ¡3 pasos desde
a
so(M’) (en N) que permite el disparo de it. La secuencia de pasos que nos conduce
a dicho marcaje en N puede ser ejecutada también (secuencializando los pasos) en
Nf, desde el marcaje M’, lo que nos conduce a un marcaje Al” en Nf, que permite
el disparo de it, tal como pretendíamos demostrar.
.~z: Sea ahora Al un marcaje de N. Consideremos entonces el marcaje Al’ =
«M) E CM. Por hipótesis, existe u tal que Al’[u>dM”, con Al”[it>d. Ahora bien,
las transiciones de a pueden también ejecutarse en N desde el marcaje Kl (teniendo
en cuenta los instantes de disponibilidad de los tokens que utilizan), pues los tokens
producidos por las transiciones en ejecución en Al están disponibles antes o a la
vez que en Al’ (en Nf,). Es decir, podremos encontrar un marcaje alcanzable en ¡3
pasos desde Al que permite el disparo de it. E’
Teorema 7.5 Sea N = (P, T, F, W, 8, Al0) una Red de Petri Temporizada Mar-
cada con duraciones reales, it E T, ¡3 un instante real dado que no sea combinación
lineal con coeficientes enteros no negativos de las duraciones de las transiciones de a
N y Nf, = (P’, T’, F’, W’, M¿) la red coloreada asociada a N según la definicion
7.11.
a
Es decidible si VM’ E CM existe un marcaje alcanzable desde Al’ (en Nf,) que
permite el disparo de it.
Demostración: Sea Nf,’ la Red de Petri No Temporizada asociada a Nf, (ver
definición 7.12). Entonces consideremos la red Nf,” obtenida a partir de Nf,’, eli- a
minando la transición fin2 y el lugar ¡13. Los marcajes alcanzables de la red así
obtenida son entonces los marcajes alcanzables en Nf, en la fase 2. a
Consideremos entonces el conjunto de marcajes ....... ,Mt} obtenido para
dicha red por aplicación del teorema 2.3. Recordemos que este conjunto de mar-
a
cajes verifica que para cualquier marcaje alcanzable Al’ en Nf,” existe algún i E
{1,. . . , b} tal que Al’ cubre a Mt.
a
a
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Entonces VM’ E CM existe un marcaje alcanzable desde Al’ (en Nf,) que
permite el disparo de it si y sólo si para todo i E {1,... , b} existe un marcaje
alcanzable a partir de ML en Nf,’ que permite el disparo de 1.
La implicación directa de tal afirmación es inmediata. Veamos la prueba del
recíproco:
Suponemos que para todo i E {1,. . . , b} existe un marcaje alcanzable que
permite el disparo de it. Sea entonces Al’ E CM. Por definición de CM existirán
Al y a = fin1 . . . fin2 tales que M[a>dAl’. Sea entonces a’ la secuencia obtenida
a partir de a cancelando el disparo de fin2, y sea Al” dado por M[a’>dAl”. El
marcaje Al” básicamente coincide con Al’ (sólo difiere en el marcaje de los lugares
Pi y P2), pero con la diferencia de que es alcanzable en la fase 2. Por tanto puede
ser alcanzado en la red Nf,’. Existe entonces un i E .1.... , b} tal que Al” > Mb.
Por hipótesis, desde el marcaje ML podemos alcanzar (en Nf,’) un marcaje que
permite el disparo de it. Por tanto, la secuencia de ocurrencia que nos permite
alcanzar dicho marcaje puede también ser disparada desde Al”, pues Al” cubre a
Mt, y en consecuencia, desde Al’ (pero ahora en Nf,).
En definitiva, hemos reducido el problema a un número finito de problemas de
cubrimiento de marcajes, que como sabemos es un problema decidible. E’
Corolario 7.5 Sea N = (P, T, F, W, 3, Al0) una Red de Petri Temporizada Mar-
cada con duraciones reales y ¡3 un instante real dado que no sea combinación lineal
con coeficientes enteros no negativos de las duraciones, de las transiciones de N.
Es decidible si N es ¡3-viva. E’
Teorema 7.6 Sea N = (P, T, F, W, 3, Alo) una Red de Petri Temporizada Mar-
cada con duraciones reales y ¡9 un instante real dado que no sea combinación lineal
con coeficientes enteros no negativos de las duraciones de las transiciones de N.
Es decidible la propiedad de ausencia de ¡3-bloqueos.
Demostración: Vamos a considerar una variación sobre la codificación intro-
ducida en la definición 7.8. En concreto, permitimos también el disparo de cualquier
transición it cuando Mcix(C) + 3(t) > 13, sólo que en este caso el único token gene-
rado es un token sobre un nuevo lugar excede. De esta forma, si dicho lugar está
marcado es porque se ha disparado al menos una transición que termina más tarde
del instante ¡9.





Figura 37: Conexión del lugar excede con las nuevas transiciones U
Es de nuevo relativamente sencillo codificar esta semántica con la semántica
u
ordinaria de redes no temporizadas.
Por definición, un marcaje muerto es estable y no permite el disparo de nuevas
u
transiciones. De esta forma, un marcaje muerto alcanzable en tiempo ¡3 en N es
estable, y al trasladar el problema a la codificación citada no obtenemos tokens
sobre el lugar excede. Por tanto, la propiedad de 13-bloqueo de la red N se reduce al
problema de que la red construida (Nf,) pueda bloquearse por ausencia de tokens,
no por la restricción semántica introducida. Esto no se traslada evidentemente de a
forma directa a un problema de ausencia de bloqueos en la red no temporizada
construida para simular esta semántica ordinaria especial, dado que estas redes
terminan generalmente en bloqueos (salvo que haya transiciones autónomas).
Sin embargo, podemos añadir una transición it conectada con el lugar excede
tal como se indica en la figura 37. Con esta transición it conseguimos que la red
no temporizada (que nos permite simular la semántica introducida) no se bloquee
en cuanto aparezca un token con un instante de disponibilidad mayor que ¡3. En
consecuencia, si esta red se bloquea es porque ha aparecido un bloqueo antes del
instante ¡3, como queríamos. De esta forma, nuestro problema de ausencia de ¡3-
bloqueos lo reducimos a un problema de ausencia de bloqueos sobre una Red de
a








En este capítulo introduciremos la noción de bisimulación, que ha sido propuesta
para reflejar la semántica de una Red de Petri desde el punto de vista observacional.
Esto se hace de una forma indirecta, por medio de una noción de equivalencia entre
Redes de Petri, que nos indica cuándo dos redes son indistinguibles respecto de
dicho criterio. Como quiera que se trata de una noción de equivalencia “muy
fuerte” es de gran utilidad de cara a demostrar o que un sistema cumple las
propiedades más usuales, por ser éstas preservadas por la bisimulación. Para ello
bastaría obtener un sistema bisimilar con el de partida, sobre el que sea más sencillo
comprobar dichas propiedades.
En concreto consideraremos en este capítulo la noción de bisimulación preser-
vando historias introducida en [RT8S] bajo el nombre de bisimulación de estruc-
turas de conducta. En [Vog9l] se estudia esta noción de bisimulación bajo la
semantica de interleaving, demostrando la decidibilidad del problema de determi-
nar sí dos redes son bisimilares. Nosotros extenderemos este concepto para cubrir
la semántica de pasos, que captura de forma más explícita la concurrencia real.
En el capítulo siguiente definiremos el concepto de proceso temporizado y lo
relacionaremos con las secuencias de pasos temporizadas. Ello nos permitirá exten-
der el concepto de bisimulación preservando historias a las Redes Temporizadas.
‘En el sentido de que es una noción de equivalencia verificada por “pocos” pares de redes, por
lo que preserva muchas propiedades.
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a
8.1 Procesos de Redes de Petri
a
Presentamos primeramente el concepto de proceso y las relaciones con la semántica
de interleaving para Redes de Petri No Temporizadas (ver [Bes86l).
La definición de procesos requiere considerar un tipo especial de Redes de Petri,
las llamadas Redes de Ocurrencia, que se caracterizan por la ausencia de conflictos
y de ciclos.
Definición 8.1 (Redes de Ocurrencia)
aUna Red de Petri Ordinaria (B, E, F) se dice que es una Red de Ocurrencia su
satisface las dos condiciones siguientes:
a
• Vb E B : ¡b¡ < 1, M¡ =1




En las Redes de Ocurrencia los lugares representan condiciones y las transi-
ciones eventos. Las Redes de Ocurrencia expresan una dependencia causal entre
los eventos del sistema que se pone de manifiesto en la posibilidad de definir un a
orden parcial global sobre la red.
Definición 8.2 (Orden Parcial Asociado a una Red de Ocurrencia)
SeaN = (B, E, F) una Red de Ocurrencia. Sea el conjunto X = B u E. Definimos
el arden parcial < sobre X asociada a N de la forma siguiente:
a
Igualmente definimos <~ F~.
Es inmediato comprobar que “<“ es efectivamente un orden parcial. E’
a
Definición 8.3 (Cadenas y Anticadenas)
Sea (B, E, E) una Red de Ocurrencia y sea < el orden parcial definido anterior- a
mente.
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2. Se dice que 1 C X es una cadena su Vx, y E 1, (x, y) E ti.
3. Se dice que 1 C X es una línea su es una cadena maximal, es decir, Vz E
X —1, Bx E 1, (x,z) «1.
4. Se dice que e C X es una anticadena su Vx,y E e, (x,y) E co.
5. Se dice que e G X es un corte su es una anticadena maximal, es decir,
Vz E X — e, Bx E e, (x, z) « co.
6. Un corte e se dice que es un B-eorite su e C E’.
E’
Las relaciones ti y co denotan, respectivamente, la causalidad y la concurrencia.
Las líneas vienen a ser los subprocesos secuenciales de (E’, E, F), mientras que los
cortes reflejan los estados posibles de (B, E, F).
Definición 8.4 SeaN = (E’, E, E) una Red de Ocurrencia, X = B u E, y (X, =)
el conjunto parcialmente ordenado asociado. Se definen:
1. Min(N) = {z EX 1x =
2. Max(N) = {x EXIx=@}
3. Para dos anticadenas e1,e2 ~ X, se define el intervalo entre c1 ye2 por medio
de
[e” e2] = {z e X ]x E e1, By E e2, x =2 ~ y}
4. Sea A C X. Se definen
J. A = {y E X ¡ Bx E A, y =x}
1 A = {z E X ¡ Bx E A, x =z}
E’
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8.1.1 Procesos de Redes de Petri con la Semántica de
Interleaving
Definición 8.5 (Procesos)
Sea N = (5, T, F, Al0) una Red de Petri Ordinaria Marcada T-restringida. Sea a
= (B,E,F’) una Red de Ocurrencia, y p : E’ u E —~ 5 u T una función de
etiquetado.
El par ir = (N’, p) es un proceso de N su satisface los siguientes axiomas:
1. Alin(N’) es un B-conte de N’. a
2. p(B) C 5, p(E) G T.
3. Ve E E, Vs E 5, 14/(s,p(c)) = p—i(s) 9 e¡, y W(p(e),s) = ¡p—i(s) fl e¡,
siendo W(f) =0, si f ~ F, y W(f) = 1, si f CF. a
4. Vs C 5, Mo(s) = ¡p’(s) fl Alin(N)I.
a
E’
El axioma 1 establece que sólo los lugares pueden ser elementos iniciales, y
además, los lugares iniciales no guardan relación causal. El axioma 2 indica que
la función de etiquetado relaciona lugares condición de N’ con lugares de N, y
eventos de N’ con transiciones de N. Es importante precisar que la función p no
es necesariamente inyectiva, lo que significa que varios lugares condición de N’
pueden corresponder a un mismo lugar de N, y que varios eventos de N’ pueden
corresponder a una misma transición de N. La idea en este sentido consiste en que
cada token sobre un lugar s de la red de partida N va asociado a un lugar condición
distinto de la red de ocurrencia N’, y que cada instancia de una transición de la
red de partida (que pueda ser disparada de forma simultánea varias veces) lleva
asociado un evento diferente en la red de ocurrencia N’. El axioma 3 refleja esta
a
idea, estableciendo que dados un lugar s y un evento e cualesquiera, existe un arco
desde s a la transición asociada a e (resp. de la transición asociada a e a a) en N
a
si y sólo si hay un único lugar condición que esté en la precondición de e (resp.
postcondición) que esté asociado al lugar s en la red N’. Finalmente, el axioma 4
fila que los lugares condición iniciales de N’ corresponden exactamente a los tokens a
del marcaje inicial; es decir, para cada lugar marcado de la red N y cada token




Figura 38: Red de Petri N
a1 X1b1 a
a¿~jL~bs
Figura 39: Un proceso de la red N
sobre dicho lugar, se dispone de un lugar condición asociado a dicho lugar en la
red N’.
Ejemplo 8.1 Consideremos la Red de Petri Marcada N = (5, T, F, Mo) definida
de la forma siguiente (ver figura 38):
5 = {a, b}
T = {a,, y, 4
F = {(a, a,), (a,, b), (b, y), (y, a), (a, z), (z, 6)).
Alo(a) = 2, Al0(b) = O
y seaN’ = (B,E,W) la red de ocurrencia siguiente (ver figura 39).
B = {aj, a2, a3, b~, 62, b~}
E = {x1, Yi, z1, z2}
VV = {(aí,xí), (a,í,bí), (bí,yí), (y1,cz2), (a2,zí), (zi,b2), (as,z2), (z2,bs)}
Entonces (N’,p) es un proceso de N, tomando p(ag) = a, p(b~) = 6, p(a,g) =p(yg) = y y p(zg) = E’
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Dada una Red de Petri Ordinaria Marcada T-restringida N, podemos definir
un proceso especialmente simple asociado a N, de la forma siguiente: iro(N) =
((Bo,0,0),po), siendo E’0 = {b~(s) Ls E 5,1 =] =Mo(s))., y po(bg(s)) = 8, Vs E
S,V] E {1,...,Alo(s)}.
a
NOTACION: Dado un proceso ir = (N’,p), se suele denotar por ½al conjunto
Min(N’), y por ir al conjunto Max(N’). a
Definición 8.6 (Isomorfismo entre Procesos)
Sea N una Red de Petri Ordinaria Marcada T-restringida, y sean ir1, ir2, procesos S
de N. Se dice que ir1 y ir2 son isomorfos, lo que se denota por ir1 ~ ir2, sí y sólo
sí existe una biyección ¡9 : X1 —+ X2, tal que
1. Va, EX1, pí(x) = p2(¡9(x))




Es de interés el poder relacionar los procesos de una Red de Petri con sus
secuencias de ocurrencia. La idea es que los marcajes que van siendo obtenidos
a
a lo largo de la ejecución de la secuencia de ocurrencia corresponden a B-cortes
de la red de ocurrencia de un proceso compatible (en un sentido que más tarde
precisaremos) con dicha secuencia. Además, el orden de disparo de las transiciones
en la secuencia de ocurrencia se corresponde con el orden parcial que guardan los
eventos asociados a dichas transiciones en la red de ocurrencia citada. Todo ello
se precisa en la siguiente definición y en los teoremas posteriores.
Definición 8.7 (Compatibilidad entre Procesos y Secuencias de Ocurrencia)
Sea N = (5, T, F, Al0) una Red de Petri Ordinaria Marcada T-restringida, ir = a
(N’,p) un proceso de N, y a = Al0t1Al1 . . . Al,.1it,.Al,. una secuencia de ocurrencia
de N. Sea 1 = {1,. . . , n} el conjunto de índices en a. Entonces decimos que a y
ir son compatibles su existe una función biyectiva pos : E —* 1 tal que
1. Ve E E, p(e) = itpos<~ (la función pos da la posición de la transición asociada
al evento e en la secuencia a).
a
a-
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2. Ve, e’ E E, e < e’ !=~pos(e) <po.s(e’) (la función pos respeta el orden).
E’
Teorema 8.1 Sea N = (S,T,F,M0) una Red de Petri Ordinaria Marcada T-
restringida, ir = (N’,p) un proceso de N y a una secuencía de ocurrencia de N
compatible con ir mediante una biyección pos. Se definen de forma recursíva
1. e0=ir
2. e1 = (ej...~ — (poc’(i))) u (por’(i))
Entonces
1. Vi E 1 u {0}, e1 es un B-eortc de N’.
2. Vi c 1 u {O}, Vs E S, Al1(s) — p’(s) n c~¡




Definición 8.8 Sea N = (5, T, E, Alo) una Red de Petri Ordinaria Marcada T-
restringida.
1. Dada una secuencia de ocurrencia a de N definimos
II(a) = {ir ir es proceso de N compatible con a).
2. Dado un proceso ir de N, definimos
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Teorema 8.2 Sea N = (S, T, F, Al0) una Red de Petri Ordinaria Marcada T-
restringida, y sea a = M0t1M1 . . . Al,..1it~Al,. una secuencia de ocurrencia de N.
Entonces existe al menos un proceso ir que es compatible con a. De hecho, todos los
procesos compatibles con a pueden construirse en la forma indicada en la siguiente
demostración, que en este caso, por su interés, incluimos parcialmente. a
Demostración: Cada uno de dichos procesos se construyen de forma inductiva a
sobre el número de transiciones en a, comenzando con el proceso iro(N).
Supongamos entonces definido uno de ellos, ir1 = (N1, pi), y veamos cómo ex-
a
tenderlo de cara a obtener un proceso ir1~1. Para ello, para cada s E t1~1 se elige
una condición b(s) no elegida anteriormente, con b(s) E ir fl p71(s), y se añade
un nuevo evento e, con (6(s), e) E F
1+1, PI+i (e) = t1~í. Además, para cadas E t~
se añade una nueva condición b’(s), con pj±~(6’(s))= s, y (e, b’(s)) E F1.n.
Para cualesquiera a,,y E E’1 u E1 se hace: p1vjx) = ¡11(X), y (a,,y) E F4í ~
(a,,y) E F1.
Esta extensión del proceso ir1 al ir~.1 se denota como sigue:
ii+I
u ~ 7t~1 a
Este razonamiento inductivo finaliza cuando i = u. Las demostraciones de
que los si1 están bien definidos, de que son efectivamente procesos y de que to-
dos los procesos compatibles con a pueden ser construidos de esta forma no son
excesivamente difíciles, aunque sí muy aparatosas, por lo que se omiten. Pueden
encontrarse con detalle en [Bes86]. O
Una consecuencia inmediata del teorema anterior es la ausencia de unicidad en
la relación de compatibilidad establecida entre secuencias de ocurrencia y procesos.
De la demostración se concluye que cada forma de extender un proceso si1 al si-
guiente ir1.~.1, pasa por seleccionar un lugar 6(s) de entre los varios posibles que a
cumplan una cierta condición (la idea intuitiva que hay detrás es que la definicion
que hemos introducido de procesos es capaz de distinguir tokens), lo que al final
genera varios posibles procesos compatibles con una misma secuencía de ocurrencia. a
Si pretendemos que se dé necesariamente dicha unicidad, hemos de restringirnos a
una clase adecuada de redes, para las cuales no exista tal posibilidad de elección.
Tal es el caso de las redes 1-seguras, en las que al disponer de a lo más un token
a
a
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en cada lugar, no podemos “seleccionar” un token particular a la hora de disparar
una transícion. Por tanto, tenemos el siguiente
Corolario 8.1 Sea N una Red de Petri Ordinaria Marcada 1-segura y sea a una
secuencia de ocurrencia de N. Entonces [ir(a)l= 1.
El siguiente teorema nos proporciona el recíproco del anterior.
Teorema 83 Sea N una Red de Petri Ordinaria Marcada T-restringida, y sea
si = (N’,p) un proceso de N. Entonces:
1. Existen enumeraciones (una al menos, pero en general varias) E = {e1, ... , e,,).
tales que e5 < ej !=] < i.
2. A partir de cada numeración E de las anteriores, puede construirse (siguien-
do el procedimiento que exponemos en la demostración) una secuencia de
ocurrencia diferente a~ compatible con si.
3. Todas las secuencias de ocurrencia compatibles con si pueden construirse de
esta forma.
Demostración: La obtención de todas las susodichas enumeraciones es inme-
diata, teniendo en cuenta que =es un orden parcial, siguiendo el procedimiento
usual de obtención de las ordenaciones topológicas inducidas. Sea entonces E
una ordenación en los términos indicados. Se define la secuencia a, como sigue:
it1 = p(e1), y pos(e1) = i, para 1 < ~ < u. Como E es una enumeracion se
concluye que pos es una biyección, y que satisface las condiciones de la definición
8.7. Además, se definen e0 = ½,e1 = (e1.1 — e1) u e. No es difícil, aunque sí
aparatoso, demostrar que:
1. Los Cj son B-cortes.
2. [7r,c1]O E={eí,...,e,.).,yquee1ce¿...1,parao<i<n.
3. a = M0it1M1 ... Al,. es una secuencia de ocurrencia de N, siendo M1(s) =
¡p’(s) O cí¡, para 1 <i < u.
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Los detalles de estas demostraciones pueden encontrarse en [Bes86], así como
la prueba de que todas las secuencias de ocurrencia compatibles con ir pueden
construirse en dicha forma. E’
Definición 8.9 Sea N = (S, T, E, Alo) una Red de Petri Ordinaria Marcada T- a
restringida, sea ir = (N’,p) un proceso de N, y sea e un B-eorte de N. Definimos
a
1. t (e,ir) como la restricción de ir a los nodos ~ e.
2. t (e, si) como la restricción de ir a los nodos ~ c. a
E’
a
Teorema 8.4 Sea N = (5, T, F, Alo) una Red de Petri Ordinaria Marcada T-
restringida, si = (N’,p) un proceso de N y e un B-corte de N. Entonces:
1. .¡ (e«si) es un proceso deN. a
2. Vs E 5, Al(s) = ¡p1(s) A cj es un marcaje alcanzable deN.
a
3. 1 (c,si) es un proceso de la red marcada N = (S,T,F,Al).
a
4. Si a1 = M0it1Al1 ... Al,. es una secuencia de ocurrencia de N compatible con
1 (e,lr) ya2 = Mit~M . . . Al,’,. es una secuencia de ocurrencia de Ñ compati-
ble con ~ (e,ir), entonces Al = Al,., y a1a2 = Al0t1M1 . . .Al4Al . . . Al4, es
una secuencia de ocurrencia de N compatible con si.
Demostración:
1. Es una comprobación rutinaria de los axiomas que definen un proceso.
2. Se realiza un razonamiento inductivo sobren = E fl [si,e]I.
Para u = 0: e = tr, y entonces basta aplicar el axioma 4 de la definición de
proceso.
Paran > O: Sea e un evento extremo de .1 (e,lr), es decir, un evento tal que
no existe e’ E EA [½, e], con e < e’. Entonces, puede demostrarse que e tE e
e A c = 0, y que e’ = (e — e) u e es un B-corte tal que .1. (e’, ir) tiene u — 1
a
a-
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eventos. Puede entonces aplicarse la hipótesis de inducción, obteniéndose
que el marcaje dado por
es alcanzable en N. Basta entonces aplicar el axioma 3 de la definición de
proceso para concluir que el marcaje Al es alcanzable.
3. Es de nuevo una comprobación rutinaria, en la que se aplica el apartado 2
de este mismo teorema.
4. Basta considerar la igualdad Al,.(s) = p’(s) A ej, que puede demostrarse
por inducción. La compatibilidad de a1a2 puede probarse por medio de la
funcion
pos(e) = { pos1(e) si e E E A [Alin(N), e]
u+ pos2(e) en caso contrario
E’
También es cierto el recíproco de este teorema.
Teorema 8.5 Sea N = (S, T, F, Al0) una Red de Petri Ordinaria Marcada T-
restringida, ir = (N’,p) un proceso de N y a = Al0it1M1 .. . una secuencia de
ocurrencia de N compatible con ir. Entonces, para todo u E Di, u < r existe
un corte e,. tal que a1 = M0it1M1 ... Al,. es una secuencía de ocurrencia de N
compatible con ~ (e,., si), y a2 = Al,.it,.±1... Al~ es una secuencia de ocurrencia de
(S,T,F,AlT.) compatible con f (e,,,si).
Demostración: Basta considerar los ej del teorema 8.1. E’
Las anticadenas que están formadas únicamente por lugares condición son sub-
conjuntos de B-eo rites, lo queda reflejado en el siguiente teorema.
Teorema 8.6 Sea N = (5, T, F, Mo) una Red de Petri Ordinaria Marcada T-
restringida, ir = (N’,p) un proceso de N y e0 una anticadena tal que e0 ~ E’.
Entonces existe un B-corte e tal que e0 ~ e.
Demostración: Ver [Bes86]. E’
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El teorema siguiente expresa la relación existente entre la activación concurrente
de transiciones y la relacion Co.
Teorema 8.7 Sea N = (S, T, E, Al0) una Red de Petri Ordinaria Marcada T-
restringida y ir = (N’,p) un proceso de N.
1. Si (eí, e2) E co, para e1, e2 E E, entonces hay un marcaje alcanzable Al de
N tal que p(eí) y p(e2) son activables concurrentemente.
2. Si existe un marcaje alcanzable Al de N tal que dos transiciones t1,t2 (no a
necesariamente distintas) son activables concurrentemente, entonces hay dos
eventos distintos 61, e2 tales que (ci, e2) E co, p(eí) = ití y p(e2) = it2.
Demostración:
1. Sea e0 = e1 u e2. Consideraremos el conjunto A = si u Vsi,co] u {b’ E
B 1 b’ ~ [si,e0])., y tomaremos e = {b’ c Al b’ A A = 0).. Es relativa- a
mente sencillo demostrar que e es un B-corte. Sea Al entonces el marcaje
correspondiente a e. Este marcaje es alcanzable en virtud del apartado 2 del
a
teorema 8.4. Como e1 U e2 C e y e1 A e2 = 0, es claro que 71(61) y p(e2)
están permitidas de forma concurrente.
2. Como Al es un marcaje alcanzable, hay una secuencia de ocurrencia a =
MotMí ... it~M,., tal que Al,. = Al. Entonces, a es compatible con un pro- a
ceso ir = (N’,p), tal que si es un B-corite correspondiente a Al. Ahora bien,
como it1 y it2 están permitidas concurrentemente bajo Al, debe haber dos
eventos 6í y e2, etiquetados con it1 y it2 respectivamente, tales que la secuen-
cia de ocurrencia a = AloitlAlI . . . Alit1Al’t2M” es compatible con un nuevo
proceso y (61,62) E eo.
E’ a
8.1.2 Procesos de Redes de Petri con la Semántica de
Pasos
Aunque la definición de procesé la hemos hecho en el marco de una semántica
secuencial, también es posible considerar los procesos desde la perspectiva de una
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semantica de pasos. De esta forma, el concepto de proceso no sufre variaciones
mientras únicamente consideremos redes finitas, que es nuestro caso, si bien, sí
hemos de introducir un nuevo concepto de compatibilidad entre un proceso y una
secuencia de pasos.
Definición 8.10 (Compatibilidad entre Procesos y Secuencias de Pasos)
Sea N = (5, T, F, Al0) una Red de Petri Ordinaria Marcada T-restringida, ir =
(N’,p) un proceso de N y a = M0111M1 . . . R,,Al,. una secuencia de pasos de N.
Se dice que a y ir son compatibles si y sólo si existe una función suprayectiva
pos : E —+ {1,. . .,n)., tal que:
1. Vit E T, Vi E {1, . . . ,n)., ¡pos’(i) A p’(it)¡ = R4it)
2. Ve, e’ E E, e < e’ #. pos(e) < pos(e’)
o
Teorema 8.8 Sea N = (5, T, F, Alo) una Red de Petri Ordinaria Marcada T-
restringida, ir = (N’,p) un proceso de N, y a = Al0111Al, . . . R,,Al,. una secuencía
de pasos de N compatible con ir a través de una función pos. Se definen recursí-
vamente:
1. eo=•ir
2. e1 = (e1...í — pos’(i)) u (pos—’ (i))
Entonces:
1. Vi E {O,1,...,u}, e1es un E-corte y Vs ES : AL(s) ¡§‘(s) A 4k




Demostración: Similar a la del teorema 8.1. 0
Definición SAl Sea N = (5, T, F, Mo) una Red de Petri Ordinaria Marcada T-
restringida. Se definen:
1. ~II(a) = {si ir es compatible con ¿4
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2. SitepQir) = {a ¡ a es compatible con ir).
E’ a
Teorema 8.9 Sea N = (S, T, F, Al0) una Red de Petri Ordinaria Marcada T-
restringida y a = M0R1Al1 .. . R,.Al,. una secuencia de pasos de N. Podemos a
asociar a a un proceso ir compatible con ella. De hecho, todos los procesos com-
patibles con a son los que pueden ser construidos de la forma indicada en la a
siguiente demostración.
Demostración: Construiremos los procesos en cuestión de forma inductiva,
comenzando con ir0 = sio(N).
Una vez construido un proceso ir1, el mismo puede extenderse a un proceso ~rI~1 á
en la forma siguiente:
En primer lugar, para cada par x,y c B U E¿ se toma: pí+í(~) = p1(a,), con
(a,,y) E Fk su (a,,y) e ~F7.
A continuación, para cada transición it1.~.1 E
11í-n se repiten los siguientes pasos
veces:
1. Se añade un nuevo evento e y para cada s C it
1~1 se elige un lugar condición
¼E si,? Ap7
1(s), diferente de los elegidos anteriormente, haciéndose p
1+í(e) =
it1.~.1 y (b,,e) E n±1 a
2. Para cadas E tfl.1 se añade un nuevo lugar condición 6’, y se hace: pí+’(b’,) =
as, y (e,b’,) E fl’~1.




La construcción anterior termina cuando i = u. La demostración de que los ir1
así obtenidos son procesos, y de que todos los procesos compatibles con a pueden
construirse en esta forma, es similar a la del teorema 8.2. 0
Teorema 8.10 Sea N = (S, T, F, Al0) una Red de Petri Ordinaria Marcada T-
restringida y si = (N’,p) un proceso de N. Entonces hay una secuencia de pasos





Una modificación posible al concepto de proceso consiste en capturar de forma
directa en los eventos los pasos que van ocurriendo. De esta forma, obtendremos
lo que llamaremos procesos con eventos asociados a pasos o eap-procesos.
Definición 8.12 (eap-procesos)
Sea N = (S, T, E, Alo) una Red de Petri Ordinaria Marcada T-restringida. El par
si = (N’,p), siendo N’ = (B,E,W) una Red de Ocurrencia y p = (pí,pt=)un par
de funciones de etiquetado pi : E’ —* S, p~ : E —* 13(T), es un eap-proceso
de N si y sólo si se cumplen las condiciones siguientes:
1. Alin(N’) es un B-corte de N’.
2. Ve E E, Vs E S
tEp
2(e) p2(e)(it) F(s,t) = pE’(~) A e¡
tEp2(e) p2(e)(it) F(it, s) = K’(s) A efl
siendo F(f) = 1 si f E F, y O en caso contrario.
3. Vs E S, : Mo(s) = ¡pE’(s) A Alin(N’) 1
o
Veamos qué relación guardan estos nuevos eap-procesos con los procesos ordi-
narios.
Teorema 8.11 Sea N = (5, T, F, Al0) una Red de Petri Ordinaria Marcada T-
restringida, y ir = (N’,p) un proceso de N. Entonces, fr = (N’,fl), definido por
= P¡B, ~de) = {p(e)}, Ve E E, es un eap-proceso de N.
Demostración: Inmediata, lo único que requiere algún comentario es la condi-
ción (2), que se obtiene como resultado de la condición (3) de proceso normal, al
ser ~2(e)(p(e)) = 1, Ve E E. E’
Veamos que podemos encontrar un reciproco.
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Definición 8.13 Sea N = (5, T, 1’, Mo) una Red de Petri Ordinaria Marcada T-





Por la condición 2 de la definición de eap-proceso tenemos para cada s E 5 y
cada e e E: Ipr’(~) A ej = 2 p2(e)(it) . F(s,t).
e6p2(e)
De ahí concluimos que para cada it E p2(e), it E ? existe un conjunto de lugares
{b,... ,b;2(~)(C>} 9 pj’(s) A e. De hecho se tiene:
pr’(~) A e =
U {6,. ..
tEp2(e), tEs
Por lo tanto, podemos definir una biyección ~ —
Análogamente, para cada s E 5, cada e E E y cada it E s, it E p2(e) existe un
conjunto de lugares {b~,. . . , 9 p~1(s) A ?, tal que:
¡1rí(s) A ? = U {b~,.. . , bp
2(e)(t)}
tEp2(e), tEs
;;.‘‘t’ tEntonces podemos definir una biyección w3gu5> =
Definimos entonces F como sigue:







= it, Ve5 E É.
a
U {(bf<I)s,e(b~)) ] = 1,... ,p
2(e)(t)}
CEp2(e), {(~s,e(t~), ¿4) ] = 1,... ,p2(e)(t)} a
La comprobación de que * es efectivamente un proceso es sencilla. El único
punto que requiere algún comentario es la prueba de que F(s, ñ(e%)) = fr’(s)Ae~ ,
FQ3(e~),s) = ~1(s) A efl, Ve~ E É, Vs E 5.Si (s,P(e5)) E E, entonces (s,it) E E. Sea el evento e E E desde el que se
obtiene el e$ Entonces tenemos it E s A P2(e). De ahí, por la definición de É
tenemos un único ¿4 tal que (b$e%) E É.
Si, por el contrario, (s¿~(e)) ~ F, entonces ~1(s) A •e = @, porque en caso
contrario, existirá ¿4 E ~‘(s) A e, y por tanto, (s,t) e E, lo que contradice la











En la siguiente definición, dado un cap-proceso ir, la extensión en un paso a si’
se hace de la forma usual, añadiendo en este caso un uníco evento correspondiente
a dicho paso.
Definición 8.14 Sea N = (S,T,F,M0) una Red de Petri Ordinaria Marcada T-
restringida, y sea si = (N’,p) un eap-proecso de N, con N’ = (E’, E, VV). Sea 11
un multiconjunto de transiciones. Decimos que si puede ser extendido por 11 si y
sólo si Vi E 11 y Va E it existen /9,..., 6’ C si tales que pi(14~) =s, para todoe,1 t,R(t)
] E {1,...,R(it)}.
Decimos entonces que si’ es una extensión de si por 11, lo que denotamos por
si se verifican las condiciones siguientes:
si’ = (N”,p”), siendo N” = (B”, E”, VV”), donde
B”=Bu{b;1,..., b~R<t)Iit E 11, a E Pl
E” = E u {en).
= VV u {(b~g,eR) It E 11,s c t, 1=j= 11(t)). u




Veamos que si’ es efectivamente un cap-proceso:
• Miu(N”) es un B”-corte de N”, pues Alin(N”) = Aliu(N’), y B 9 B”.
• Ve E E”, Vs E S
E p~(e)(it) . F(s,it) = p”j’(s) A •e¡
tEp’(e)
Si e ~ e~, al ser si un eap-proceso, esto se obtiene inmediatamente. Si, por
el contrario, e = eR, entonces dado s E S tenemos:
A en = {b~,. .., bR(¿>¡itCsttEft).
Es decir, en total hay E RQ) elementos, expresión que coincide con
CES
E p~(en)(it) . F(s,it), pues p%eR) = 11.
aa
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La ecuación dual correspondiente a las postcondiciones se prueba de idéntica
forma.
• Vs E S : Mo(s) = ¡p~’(s) A Miu(N”)¡.
a




El teorema siguiente nos permite relacionar los eap-procesos con los procesos
normales. En él denotamos por ~IIla función que a cada eap-proceso le asocia el a
proceso definido en la Def. 8.13.
a
Teorema 8.12 Sea N = (5, T, F, Al0) una Red de Petri Ordinaria Marcada T-
restringida, U un multiconjunto de transiciones y si un eap-proceso de N.
Entonces el diagrama de la figura 40 es conmutativo (salvo isomorfismo de
procesos).
Demostración: Aplicando 11 con la semántica eap primero y luego ‘1! obtenemos
= ((É’,É’,É’),ñ’), que vendrá dado por: a
fr=B”=B u {bh,..., b;R(~ tc T,s E ~).
a
= 44” ~ { 6~t(~)Q)} = 5U~~ TUn~ {fl’ eV~(e)(t)}
É’= U U U {(b1e) 5 = 1,... ,p’(e)(t)). ucES” seS,p’T’(s>ne#~ CEp’
2’(e),CE9
U U U {(e$bfl Li —1,... ,p~(e)(it)}
cES” sES, p’7’ (s)flc#0 tEp~(c)(t), tEs
= pq(b)
= it, Ve~ E É’
Sea ahora t el proceso obtenido aplicando en primer lugar iJ’ y luego la
semántica de procesos clásica. Bajo dicha semántica para cada instancia itg de
una transición it E Tse crea un nuevo evento e(it), y para cada lugar s E it se crea
un nuevo lugar bg(it,s). a








Figura 40: Diagrama conmutativo
= Bu {bg(it,s)~t E R, sE itt 1=5=R(t)}
É’=É u {e;W¡iteR, 1=1=11(t)).=
U U {Ci,. .. , 6p
2(e)(t)). u {e(t) ¡ it E 11,1
cEE CET4Ep2(e) <1=11(t)).
=É u {(tg(it,s),efft))¡itER,sCit, 1 =isR(it)}u




cES sES, pj (s)nc#0 tEp2(c), ÉE•s
{(6’~, ~) ¡5 = 1,... ,pde)(it)} u
{(é,b’4) ¡5 = 1,... ,p2(e)(it)}u
{(¿5(it, s), e9(it)) It E 11, s E .it, 1 =1=R(it)} u
{(e(it), 65(it, a)) it E 11, 3 E it, 1 =5 =11(t)).
= it
¡3’(é) —
Para ver que #‘ ~ *‘ construimos la función
¡9 : É’ u É’ ~ A’ u
definida como sigue:
6 sí 6 E B
sib = b5(it, s)
13(e~(it)) = e~, para e = eR
= e~, para e E E
Es pesado, pero no difícil probar que ¡3 es biyectiva, que Va, E A’ u É’ : P’(a,) =
y que Va,1, a,2 E A’ u É’ : x1 <r x2 sU ¡9@rí) =*‘ ¡3(x2).
185
— f k(6)1.a si 6 # bg(it,s)si 6 = bg(it,s)
Por lo tanto, ~‘ ~ o
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a
a 6 a b
a
Figura 41: Dos Redes de Petri identificadas por la bisimulación basada en ínter-
leaving.
a
8.3 Bisimulación P.H. para Redes 1-Seguras
a
En esta sección presentamos la bisimulación preservando historias, introducida en
[RT88] y estudiada por W. Vogler (ver [Vog9l]) para redes 1-seguras sin tran-
a
síciones internas, y una semántica de secuencias de ocurrencia. Posteriormente
extenderemos la misma a la semántica de pasos y a redes n-seguras. El motivo
para no considerar transiciones internas es que cuando se admiten acciones inter-
nas la bisimulación preservando historias deja de ser una congruencia con respecto
al refinamiento de acciones (reemplazamiento de una acción por un subsistema de
acciones), lo que hace que dicha noción general resulte menos interesante.
Usualmente la bisimulación se define en términos de una semántica de interlea- a
víng (ver definición siguiente). Sin embargo, bajo dicha semántica la bisimulacion
identificasistemas que se diferencian en el nivel de concurrencia real que exhiben. a
Por ejemplo, la bisimulación basada en interleaving identifica los dos sistemas de
la figura 41.
Definición 8.15 (Bisimulación Basada en Interleaving)
a
1. Siendo N = (S, T, F, Al0) una Red de Petri Ordinaria Marcada T-restringida,
un alfabeto finito y A : T —* una función de etiquetado, diremos que
la tupía (S, T, E, Al0, A) es un sistema etiquetada
2. Sea~unalfabetofinitoyN1 =(31,T1,F1,MJ,Á1),N2=(S2,T2,F2,Mg,A2)
dos sistemas etiquetados sobre E. Se dice que N1 y 1V2 son bisimilares si y
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(b) Si (Al1, Al2) E p, entonces:
i. Vit1 E T1 tal que Mí[iti>1Al existe un it2 E T2 tal que Al2 [it2>2Alá,
con (Al,Al~) E p, y A1(t1) = A2(it2).
u. Vit2 E T2 tal que M2[it2>2M~ existe un it1 E T1 tal que Al1[it1>1M~,
con (Al~,M~) E p, y A1(t1) = A2(it2).
o
La bisimulación preservando historias es capaz de capturar, aún basada en la
semántica de interleaving, el grado de concurrencia real exhibido por un proceso,
lo que en particular permite distinguir las dos redes de la figura 41. De hecho,
nuestra primera aportación al tema consistirá en la prueba de que dicha noción
de equivalencia no cambia aunque pasemos a definirla basada en la semántica de
pasos.
Comenzamos definiendo las estructuras de eventos (ver [Win86]).
Definición 8.16 (Estructuras de eventos)
Sea ~ un conjunto infinito (alfabeto de acciones). Una estructura de eventos sobre
el alfabeto S es una tupía ev = (E, =,~, A), siendo E un conjunto (conjunto de
eventos), =una relación de orden parcial sobre E (relación de causalidad), ~ una
relación simétrica y no-reflexiva sobre E (relación de conflicto) y A una función de
etiquetado A : E —* E.
La relación de causalidad se interpreta en la forma siguiente: si e < e’ con
e ~ e’, entonces la ocurrencia de e es una precondición necesaria para que ocurra
e’. En consecuencia, usualmente se impone la siguiente restricción (principio de
causa finita):
Ve E E ¡{e’ E Ele’ =e}j <oc
El motivo de incluir esta restricción es que suponemos que en un intervalo de
tiempo limitado sólo pueden ocurrir una cantidad finita de eventos, por lo que
jamás podrán ocurrir eventos con una cantidad infinita de causas.
La relación de conflicto indica que cuando se tiene e#e’, a lo largo de una
historia sólo puede ocurrir uno de ellos. Con respecto a esta relación se impone
también usualmente el denominado principio de conflicto hereditario:
Ve, e’,e” e4e’ A e’ =e” 4. ej//e”
a
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El motivo de incluir esta restricción es que al ser e’ una precondición necesaria de
e”, si se resuelve el conflicto entre e y e’ ejecutando e, entonces e” ya no podrá a
ejecutarse.
Una estructura de eventos ev se dice que es una estr-ucitura de eventos libre de a
eonflicitos su Ve, e’ E E : —‘e#e’. En tal caso omitiremos (por innecesaria) la
relación de conflicto. E’ a
Definición 8.17 (Isomorfismo entre Estructuras de eventos libres de conflictos)
Diremos quedos estructuras deeventos libres de conflictos ev1 = (Eh, =1,A1),ev2 =




1. VeEEi : Aí(ei)=A2(13(e1))
a
2. Ve1, 62 E E1, : e~ =~ e2 su ¡3(eu) =213(62)
E’ S
Definición 8.18 (Estructura de Eventos Asociada a un Proceso)
Sea N = (3, T, F, Al0, A) un sistema etiquetado T-restringido y sea si = (N’, p),
con 1V’ = (B, E, F’), un proceso de 1V. Se define la estructura de eventos asociada
a
a si de la forma siguiente:
ev(si) = (E, =rlEtE, Aa p¡~)
Evidentemente, como los procesos son redes de ocurrencia, están exentos de
conflictos, y por tanto, esta estructura de eventos es una estructura de eventos a
libre de conflictos. E’
a
Definición 8.19 (Bisimulación Preservando Historias)
SeaS un alfabeto finito y sean N~ = (S1,T1,F~,M¿,A1), con i = 1,2 dos sistemas
etiquetados sobre 5 T-restringidos. Un conjunto 1?. de triples (si1, si2, f), con si1
un proceso de N~, si2 un proceso de N2 y f : ev(sií) —* ev(si2) un isomorfismo
entre estructuras de eventos exentas de conflictos, se dice que es una bisimulacton
preservando hisitorias para N~ y N2 si y sólo si se cumplen las condiciones siguientes:
a
a-
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1. (sio(N1), sio(N2), 0) E 7?.
2. Si (sii,si2,f) E 7?, y ir1 t 24 (esta noción de extensión de procesos por
transiciones fue introducida en la prueba del teorema 8.2), entonces existen
it2 E ~‘2, 24, f’, tales que ir2 t ‘4, ~ i4, f9 e 7?, y f’Iev<r,> = f.
3. Simétricamente, si (sij, ir2, 1) E 7?, y si2 t ~, entonces existen ti E T1, 24, f’,
tales que si1 t ~, (24,24, f’) E 7?, y f’Iev(rj) = f.
Si existe una bisimulación preservando historias para Ní y N2, se dice que éstas
son bisimilares preservando historias. E’
Con esta definición, los procesos vienen a ser estados del sistema. La restricción
impuesta a los triples que forman una bisimulación indica que si si1 y ir2 son dos
procesos relacionados, entonces sus estructuras de eventos asociadas son isomorfas
(vía f). La condición (1) establece que los estados iniciales de ambos sistemas
están relacionados, mientras que las condiciones (2) y (3) garantizan que si un
sistema puede evolucionar ejecutando una transición asociada a una cierta acción
a, entonces el otro puede ejecutar otra transícion, asociada a la misma accion a
de modo que los procesos resultantes están relacionados.
Al trabajar sobre procesos cuyas estructuras de eventos son isomorfas se con-
sigue capturar el orden parcial de eventos, con lo que se captura el nivel de concu-
rrencia real exhibido por un proceso.
En [Vog9l], Vogler ha probado que el problema de determinar si dos sistemas
etiquetados 1-seguros son bisimilares preservando historias es decidible. No es
ésta una cuestión inmediata, pues aún cuando el número de posibles marcajes sea
finito, no lo es sin embargo el sistema de transición que aparece implícitamente en la
definición de bisimulación preservando historias. Para resolver el problema Vogler
introduce el concepto de marcaje ordenado, que captura en sus tokens el orden
de generación de los mismos; con esta información es posible definir una nueva
relación que llamaremos OM-bisimulación, que será equivalente a la bisimulación
preservando historias.
Definición 8.20 (Marcajes Ordenados)
Sea N = (5, T, F, Al0, A) un sistema etiquetado 1-seguro (lo que nos permite iden-
tificar un marcaje con un subconjunto de lugares). Un marcaje ordenado de N
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es un par (Al, =),donde M tE 5, y =es un preorden (es decir, es una relación
reflexiva y transitiva) sobre Al. a
El marcaje ordenado inicial se define como sigue:
init(N) = (Alo, Al0 >< Alo)
El conjunto de marcajes ordenados se denota por OM(N). E’
a
Definición 8.21 (Evolución de Marcajes Ordenados)
Sea N = (3, T, F, Al0, A) un sistema etiquetado 1-seguro, Al, Al’ marcajes de 1V, a
y it E T tal que: M[it>M’. Entonces, si (Al, =)es un marcaje ordenado, decimos
que t estd permitida bajo dicho marcaje ordenado, lo que denotamos de la forma
siguiente: (Al, =Mit>. El disparo de it en tales circunstancias genera el marcaje
ordenado (Al’, <‘), donde <‘está definida como sigue: Vs, s’ E Al’, a =‘ s’ si y sólo
a
sí ocurre una de las tres condiciones siguientes:
-5,5’ E Al —t A a<s’ ó a
- sEAl—it,s’Eit A Bs”Eittalques<s”,o
a
- 5, a’ E ita.
Es inmediato comprobar que la definición es correcta, es decir, que =‘ es un
preorden.
La extensión a secuencias de ocurrencia es inmediata, de forma que diremos que
un marcaje ordenado (Al, =)es alcanzable su existe una secuencia de ocurrencia a
tal que inut(N)[a>(M, <)• E’
a
A continuación vamos a relacionar los marcajes ordenados con los procesos.
Definición 8.22 Sea 1V = (5, T, F, Al0, A) un sistema etiquetado 1-seguro, ir =
(N’,p) un proceso de 1V y (Al, =)un marcaje ordenado. Decimos que (Al, =)es
generado por el proceso ir, y lo escribimos init(N)[si>(M, =),su p es una biyección
entre si y Al, tal que Vb, 6’ E i? tenemos p(b) =p(b’) «. 6 E si y (b,b’ # ~ Mb =,r
E’ a
Teniendo en cuenta que para todo proceso la aplicación p es inyectiva sobre r,
que p(si) es un marcaje alcanzable, y que =,r es un orden parcial, es sencillo ver
que para todo proceso ir, el marcaje ordenado (Al, =)existe y es único.
a
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El siguiente lema nos dice que la definición de marcaje ordenado es coherente
con la definición introducida de evolución de marcajes ordenados.
Lema 8.1 Sea 1V = (5, T, F, Al0, A) un sistema etiquetado 1-seguro, ir un proceso
de N, it E T y (Al, =),(Al’, =‘)marcajes ordenados tales que init(N)[si>(M, =).
Entonces, (Al, =)[it>(M’,=‘)si y sólo si existe un proceso si’ tal que ir -~ si’ y
Demostración: Ver [Vog9l]. O
Definición 8.23 (OM-bisimulación)
Sea E un alfabeto finito, y N~ = (S1,Ti,F1,Al¿,Ai), N2 = (S2,T2,F2,Mg,A2) dos
sistemas etiquetados sobre 2 1-seguros. Una relación 8 tE OM(N1) x OM(N2) x
x 52) es una OAl-bisimulacion su:
1. (iniit(Ni), init(N2) , Al¿ >< Mg) E 8
2. Si ((Al1, =~),(Al2, =2),¡3) E 8, y (Al1. <1)[t1>(A4~, =1),entonces existen it2 E
fE2, y (M~,=~)tales que:
- A1(t1) = A2(t2), (Al2, =2)[t0(M~,=),de modo que para ¡3’ definido
de la forma siguiente: Vs1 E Al, Vs2 E Alá, (sí, 82) E ¡3’ su (su E
— •itl, s~ E Al2 — t2, (s1,s2) E 13) y (sI E t7, ~2 E t) se tiene
((2144, =~),(M, =),¡3’) E 8.
- Vs1 E ~ití Bs~ E it1, s E .~2, tales que s1 =~s~, y (4,4) E 13.
- Vs2 Eit2 Bs Eit2, 4 Eiti, tales que ~2 =2 s;, y (~1,¾)E ¡3.
3. Simétrico a 2, intercambiando los papeles de N~ y N2.
Si existe una OM-bisimulación para N~ y N2, se dice que éstos son OM-
O
La condición (1) establece que los marcajes ordenados iniciales deben estar
relacionados, y que todos los tokens de dichos marcajes iniciales están relacionados
entre sí. Las condiciones (2) y (3) establecen que si un sistema puede evolucionar
ejecutando una transición asociada a una cierta acción, el otro puede ejecutar
otra transición asociada a la misma acción, quedando los tokens producidos por
aa
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ambos disparos relacionados a través de la correspondiente relación 13’, y estando
los tokens consumidos no necesariamente relacionados de una forma directa, pero a
si verificándose que cada token consumido por ití preceda a algún token relacionado
con un token consumido por it2, y viceversa.
Seguidamente presentamos el resultado central de esta sección, debido a Vogler,
que establece la equivalencia entre la bisimulación preservando historias y la OM-
a
bisimulación.
Teorema 8.13 Sea 5 un alfabeto finito y sean N~, 112 dos sistemas etiquetados S
sobre E 1-seguros. Entonces, Ni, N,~ son bisimilares preservando historias su son
OM-bisimilares. a
Demostración: Ver [Vog9l]. E’
a
Corolario 82 Es decidible si dos sistemas etiquetados 1-seguros son bisimilares
preservando historias.
Demostración: Es una consecuencia inmediata de que la bisimulación preser-
vando historias sea equivalente a la OM-bisimulación, pues el número de elementos
posibles de una OM-bisimulación es finito, así como las posibles OM-bisimulaciones
entre dos redes cualesquiera. E’ a
8.3.1 Bisimulación P.H. bajo la Semántica de Pasos a
Veremos en esta breve sección que la extensión a pasos de la bisimulación preser-
vando historias no supone ninguna variación con relación a la noción basada en la
semántica ordinaria. Evidentemente, en el caso que nos ocupa, al estar restringi-
dos a redes 1-seguras, los pasos sólo pueden ser conjuntos de transiciones, y no a
multiconjuntos.
Definición 8.24 (Bisimulación Preservando Historias bajo la Semántica de Pasos)
Sea E un alfabeto finito y N~, N2 dos sistemas etiquetados sobre E 1-seguros. Un a
conjunto 7? de triples de la forma (sií,si2,f), con ir1 un proceso de N~, si2 un pro-
ceso de 112, y f : ev(sií) —* evQir2) un isomorfismo entre estructuras de eventos
a
exentas de conflictos, se dice que es una bisimulación preservando historias para
la semdnitiea de pasos su se satisfacen las condiciones siguientes:
a
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1. (iro(Ní),sio(N2),tD) E 7?
2. Si (ir1, si2, f) E 7?, y ir1 ~4~’4 para un cierto paso 11~ en ~ (la extensión de
procesos por pasos fue introducida en la prueba del teorema 8.9), entonces
existe un paso 112 en fE2, y existen 24, f’, tales que ‘ir2 ~ 24, (24,24, f’) E 7?,
y f’Ieveri) = f.
3. Si (,ri,,r2,f) E 7?, y ir2 ~ 24 para algún paso 112 en fE2, entonces existe
un paso R~ en fE1, y existen 24, f’, tales que si1 ~, sil, (24,24,f’) E ~?-,y
f’Icverí> = f.
Si existe una bisimulación preservandohistorias bajo la semántica de pasos para
N1 y N2, se dice que éstas son bisimilares preservando historias con la semántica
de pasos. o
Teorema 8.14 Sean N~, N2 dos sistemas etiquetados 1-seguros. Entonces N~, 1V2
son bisimilares preservando historias con la semántica de secuencias de ocurrencia
su son bisimilares preservando historias con la semántica de pasos.
Demostración:
4.: Supongamos que N1, N~ son bisimilares preservando historias con la semán-
tica de secuencias de ocurrencia. En ese caso, existe un conjunto de triples 7?
que cumple las condiciones de la definición 8.19. Veamos que el mismo conjunto
7? es también una bisimulación preservando historias con la semántica de pasos.
Para ello, sea (ir1, si2,f) E 7?, y sea un conjunto de transiciones R~ 9 fE1, tal que
si1 &~ 24. Es claro que podemos disparar las transiciones de 11~ en secuencia,
dando lugar a una serie de procesos intermedios:
ti,, ti,2
ir1 —* ir1,1 .—* . . . si1
Como N~ y 14 son bisimilares preservando historias para la semántica de se-
cuencias de ocurrencia, para cada it1,~ existe una it2,~, una función f~ y un proceso
si2,i, tales que:
t24 t2,2
ir2 —4 ir2,í —4 . . . ir2
Hemos de probar entonces que el conjunto de transiciones it21 puede ser dis-
parado en un único paso en 14, o lo que es lo mismo, que sus preconduciones son
dos a dos disjuntas, pues no olvidemos que trabajamos en redes 1-seguras.
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Para ello procedamos por reducción al absurdo. Supongamos que existen it2,1
y it2,1, con u <5 (de hecho podemos suponer que j es el menor índice para el que
ocurre esto) y un lugar a talques E ~2i Ait2,5; sea 6~(s) el lugar condición asociado
a s en si2,~....1, utilizado para extender dicho proceso, y b1(s) el correspondiente en
a
si2,5—1.
Sea entonces e1,1 el evento asociado al disparo de la transición it1,1 en si1,1
a(píá(eu) = it1,~), y sea e1,1 el evento asociado al disparo de la transición it1,1 en
2r14 (pi,Áeij) = iti,). Sea además e2,1 = f1(eí,~), el evento asociado a it2,¿ en si2,1, y
e2,1 = fs(eij, el evento asociado a it2,5 en si2,1. S
Entonces concluimos que 62,1 ~ bu(s), pues el disparo de it2,j requiere que el
lugar s recupere el token que pierde al disparar it2,1, lo que necesariamente implica S
la existencia de un circuito en la red /V2 que involucra al lugar s.
De ahí, 62,~ <r2 625, y teniendo en cuenta que f~ es un isomorfismo: ~ <~ eu~ a
lo que es absurdo pues eso implica que it1,5 necesita algún token producido como
efecto de ití,1. a
‘~=: Inmediata. E’
a
8.4 Bisimulación P.H. Para Redes n-Seguras
Nuestro objetivo en esta sección es extender los resultados de las anteriores a
redes n-seguras. En efecto, es posible demostrar que la bisimulación preservando
historias sigue siendo decidible para redes n-seguras. Para ello vamos a seguir una
argumentación similar a la utilizada en la sección anterior. Comenzaremos por a
tanto probando la decidibilidad con la semántica de secuencias de ocurrencia, para
después extender el resultado a la semántica de pasos.
a
En la siguiente definición extendemos el concepto de marcaje ordenado a redes
n-seguras.
a
Definición 8.25 Sea N = (5, fE, F, Alo) una Red de Petri Ordinaria Marcada u-
segura T-restringida. a
1. Para cada a E 5 se define el conjunto de posibles tokens del lugar s de la
forma siguiente:
TOKS = {(i,s) 11=i =u).
a
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2. Se define el conjunto de tokens de toda la red de la forma siguiente:
fEOK= U TOKS
sSS
3. Un marcaje ordenado de 1V es un par (Al, =),donde 2 tE fEOK verifica la
restricción
Va ES, ((i,s) cM A g< i) 4. (j,s) E Al
y =9 TOK x TOK es un preorden.
El conjunto de marcajes ordenados de 1V se denota por OAl(N).
Para cadas E 5 definimos 2(s) = {(i,s)j(i,s) c 2).. Además, decimos
que (2~, =í) = (22, =2) 2 si y sólo si para todo s E 5 se tiene iÚds)I =
1Al2(a)l = r5 y existe una biyeccién x3 : {1, . . . ,r3} —* {1,. .. ,r5). tal que:
Vs,a’ eS, Vi E {1,. . .,rj,Vj E {1,. . .,r8~).
(i, s) =1 (5, s’) su (x5(i), s) =2 (x5’(5), a’)
4. Dado un marcaje ordenado (Al,=)de 1V, se define el marcaje asociado M
como sigue Al(s) = [14(s)¡, Vs c 5.
5. Se define el marcaje ordenado inicial de la forma siguiente:
init(N) = (Alo, =o)
siendo 2~(s) = {(i,s)¡l =i =Alo(a))., y =o~Al0 x Ñ~. Es inmediato
comprobar que =oes efectivamente un preorden, y que el marcaje asociado
es Al0.
o
Definición 8.26 (Evolución de Marcajes Ordenados)
Sea N = (5, fE, F, Mo) una Red de Petri Ordinaria Marcada n-segura T-restringida,
(2, =)un marcaje ordenado suyo y it E fE una transición permitida bajo el mar-
caje asociado Al, con M[it>Al’. Definimos el marcaje ordenado asociado (2’, =‘)
siguiendo los pasos siguientes:
2Utilizamos el símbolo “=“ para denotar esta relación de equivalencia, por el hecho de que
el nombre de los tokens, fuera de que se verifique la condición impuesta, no tiene ningún valor.
No obstante, y como quiera que en la práctica tendremos que escoger en cada caso una cierta
enumeración, no pasaremos a trabajar formalmente con el conjunto cociente inducido, sino que
seguiremos hablando de los marcajes ordenados individuales.
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1. Para cada a E .~ extraemos un token (elegido de forma arbitraria) del con-
junto Al(s). a
2. Para cada a E it~ se añade un nuevo token a,, = (i,s) al lugar s, tal que
(i, a) ~ A?(s), definiéndose la relación <‘ como sigue: a
(a) Si y, y’ E Al, x’ =y’, y no han sido eliminados en el primer paso,
a
entonces y <‘y’.
(b) Si .5,S’ E itt entonces a,,, =‘ a,,,, para los tokens a,,, a,3~ añadidos por
a
efecto del paso 2
(c) Si y E A?, es un token no eliminado por efecto del paso 1, pero existe
ay’ E Al tal que y =y’, con y’ un token eliminado por efecto del paso 1,
entonces y =‘ a,5, para cada token a,~ añadido por efecto del paso 2.
a
3. En cada lugar en que sea necesario se renombran los tokens obtenidos para
respetar la restricción impuesta sobre la numeración que los identifica en a
cada lugar.
Es inmediata la comprobación de que <‘ es efectivamente un preorden. Como S
de costumbre, denotaremos el paso en cuestión con la notación (M, =)[t>(A?’,<‘).
E’ a
La definición anterior es no-determinista, pues existen varios posibles (Al’, =‘)
a
tales que (A, =)[it>(Ñ’,=‘),en función de los tokens elegidos en el paso 1.
Pasamos ahora a estudiar la evolución de las redes n-seguras basada en sus
aprocesos.
Definición 8.27 Sea N = (5, fE, F, Alo) una Red de Petri Ordinaria Marcada T- a
restringida n-segura, si = (N’,p) un proceso de 1V y (A?, =)un marcaje ordenado
de 1V. Se dice que iniit(N)[,i->(M, =)su se cumplen las siguientes condiciones: a
1. Va E 5, ¡r’(a) A ~ri = Al(s)
a2. Existe una biyección so : —* A tal que Vb E si : cp(b) E KI(p(b)).
3. Vb, b’ E sic, cp(b) =p(b’) su ocurre una de las dos condiciones siguientes: a
- 6 E ‘ir, ó bien
a
~1
8.4. BISIMULACIÓN P.H. PARA REDES N-SEGURAS 197
- 6,6’ «si A b =26’
E’
Proposición 8.1 Sea 1V = (S,fE,F,M0) una Red de Petri Ordinaria Marcada
T-restringida n-segura. Entonces se verifica mit (1V) [sio(N)>mit (1V).
Demostración: Veamos que se cumplen las condiciones de la definición 8.27.
1. Se verifica por definición de proceso, y por ser sio(N) un proceso.
2. Basta tener en cuenta que para cada s E 5 hemos considerado un conjunto
de Mo(s) condiciones, por lo que a cada una se le puede asociar un token de
forma unívoca en Ño(s).
3. Inmediata.
o
Teorema 8.15 Sea 1V = (5, fE, F, Alo) una Red de Petri Ordinaria Marcada T-
restringida n-segura, (A?, =)y (A?’, =‘)marcajes ordenados, y si = (1V’, p) un
proceso tal que iniit(N)[~r>(A?, =).Entonces (A?, =)[it>(Ñ’,=‘)su existe un proceso
si’ tal que si -t ir’ e iniit(N)[ir’>(Ñ’, =‘).
Demostración: Veamos en primer lugar el sentido directo. Para cada s E .t
tomamos Ñ(s) = {x~,..., X~5>}, donde a,~ es el token elegido para disparar it.
Sabemos además que Al(s) — p’(s) A sifl, y que existe una biyección ‘p : si —>
A? tal que Vb e ‘ir, so(b) E Ñ(p(b)).
Sean entonces .6.....,
6h(
8)). los lugares condición de ir asociados a s, y sea
en particular strí(x) — 65, para un cierto y E ...... ,M(s)}.
Extendemos entonces si a ‘ir’ tomando para cada s E ft como lugar a extender el
lugar b5~ así obtenido. Hemos de demostrar entonces que init(1V)[ir’>(Ñ’, =‘);para
ello iremos comprobando cada una de las condiciones de la definición 8.27.
1. Al proceso si le podemos asociar una secuencia de ocurrencia compatible
con él, cuyo marcaje final es precisamente Al, debido a la condición (1) de
iniit(N)[ir>(Ñ, =). Como si’ es una extensión de ‘ir realizada manteniendo la
compatibilidad entre la secuencia de ocurrencia resultante y ir’, concluimos
por el teorema 8.1 que:
Vs E 5, p’’(s) A si’fl = M’(s)
aa
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a
2. Definimos ~i’ : si’ —* A?’ en la forma siguiente:
sc(b) si be si a
3, 3a,~ sib«si, b=b’ con ¿A el lugar añadido para cada s E t~
Es inmediato comprobar que~’ es biyectivay que Vb E B’, so’(b) E A?’(p’(b)).
3. Supongamos en primer lugar que 6,6’ E ir’~, con so’(b) =‘ so’(b’). Entonces
a
pueden darse los siguientes casos:
• so (6) y so’(b’) son tokens relacionados por < no eliminados por el disparo
de it. En tal caso so’(b) = so(b) y so’(6’) = so(6’)~ y como además tenemos
znit(N)[si>(A?, =),obtenemos que so(b) =so(b’) implica que 6 E ½V
a(6,6’ ~ ½A 6 Sr ab’), lo que se traslada inmediatamente a si’.
• sc’(b), so’(b’) son tokens generados por el disparo de it. En tal caso ~‘(b) = a
a,, y so’(b’) = a,,’, para ciertos lugares s, s’ E it.. Entonces es claro que
6 « sir’, pues 6= b para un cierto j y 6’ = b~’ para un cierto k.
a
Como estos tokens han sido producidos a la vez, ha de ocurrir que
= ¿~‘ = {e}, con p’(e) = t. De ahí, por ser =,r’ reflexiva, obtenemos
e ~ e. a
• ~ (6) es un token no eliminado por el disparo de it, y so’(b’) es un token
generado por it, tales que so’(b) =y’, para un token y’ eliminado con a
el disparo de it. Entonces, so’(6) = so(b), e y’ = a,~, para un cierto
a E .~ y un cierto h. Sea 6” = <1(y’). Tenemos que so(b) =so(b”),
e inut(N)[si>(iÚ, =),de donde obtenemos que 6 E ½, o bien 6,6” «
½ b < 6”. a
Si 6 E ~irentonces 6 E ½‘, con lo que ya acabaríamos. Si por el contrario,
6, b” g½,entonces tenemos b, 6’ « ½‘, pues 6’ no está en ½‘. Como y’ es a
eliminado por el disparo de it, 6” =~96’, y por tanto, por transitividad,
b =,~6’, como queríamos demostrar.
Recíprocamente, supongamos en primer lugar que 6 E ½‘. Entonces para
probar que so’(b) =‘ so’(b’) hemos de considerar los siguientes casos posibles: a
• Si 6’ no es un lugar condición producido por el disparo de it, entonces
so’(6’) = so(b’), y de ahí, aplicando que init(N)[ir>(A?, =),obtenemos
que so(b) =so(b’). En consecuencia, ~‘(b) =‘ so’(6’).
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• Si 6’ = 65, para un cierto j y un cierto a E ita. Entonces sea b” E b~,
que estará en irt Del hecho de que iniit(1V)[si> (A?, =),obtenemos so(b) <
sa(b”). De ahí, como so(b”) es el token consumido por el disparo de it,
por la definición de <‘ se concluye que Y (b) =‘ so’(b’).
Finalmente, supongamos que 6,6’ g ½‘, b <~, 6’. En tal caso pueden
presentarse los casos siguientes:
• Si so’(b) y so’(b’) son ambos tokens generados por el disparo de t, entonces
por la definición de <‘ concluimos: so’(b) =‘ p’(b’).
• Si so’(6) y v’(b’) no son ninguno tokens generados por el disparo de t,
entonces son tokens no consumidos, y b, b’ E irt De ahí, p’(b) =
y ¿,9(6’) = so(6’). Se concluye entonces que so(b) =so(6’), y de ahí, por
la definición de =‘ (al ser tokens no consumidos) so’(b) =‘ so’(b’)
• Si so’(b) es un token no consumido por el disparo de it y so’(b’) es un
token consumido por el disparo de it, entonces so’(b) = so(b), con 6 E ir.
Entonces deben existir b
1, 62 tales que b1 E (6), b2 E 6’, b~ =r62.
Entonces, como 6 y b~ fueron producidos a la vez, se tiene: so(b) =p(bi),
por definición de <. Ahora bien, b~ =~62, y 61,62 c si, por lo que
so(b1) =so(b2). Como < es transitiva concluimos que so(b) =so(b2),
y como 62 es consumido para generar 6’, tenemos so’(6) =‘ so’(b’), pordefinición de <‘.
Veamos el sentido inverso del enunciado del teorema. Supongamos que existe
si’ tal que si ~!> si’ y iniit(N)[si’>(A?’, =‘). Obtenemos en primer lugar Al[it>Al’ de
las propiedades de los procesos y por la condición (1) de la def. 8.27.
Para cada a E .~ podemos elegir un token del conjunto 2(s), pues M(s) =1,
lo que se obtiene de la condición (1) de la definición 8.27 teniendo en cuenta que
la extensión de ir a ‘ir’ requiere para cada a E it un lugar condición 6(s) que esté en
‘ir A p’(a). Elegimos en particular el token so(6(a)), y lo extraemos del conjunto
2(s).
En lo que a las postcondiciones hace referencia no hay problema alguno, pues
basta añadir los tokens correspondientes. Sea entonces (Al’,=)el marcaje orde-
nado así obtenido, y veamos que =~coincide con _
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a
Sea y =1y’. Ello puede darse de alguna de las formas siguientes:
- y =y’, con y, y’ tokens no consumidos. Entonces se tiene
so’(u) E ½y (~‘(y),~’(y’) «½A ~§1(y) =~i<’(y’)) a
Como todo ello sigue siendo cierto en si’, concluimos que y =‘y’, por tenerse
a
- y, y’ son ambos generados por el disparo de it. Entonces hemos de tener en
cuenta que el número de tokens generados por el disparo de it es igual al a
número de lugares añadidos al pasar de ir a si’, por lo que se puede establecer
una biyección entre ellos. En base a esta biyección podemos escoger los dos
a
lugares condición asociados a y, y’, los cuales serán postcondición del mismo
evento, y por tanto, de la condición (3) en la def. 3.27, concluimos y =‘y’.
a
- y es un token no consumido por el disparo de it, pero existe y” consumido por
el disparo de it tal que y =y”, e y’ es un token producido por it. Entonces a
tomamos para y’ el lugar condición correspondiente en ir’ (obtenido según
el razonamiento del caso anterior), y como y =y”, aplicamos la condicion
a
(3) correspondiente a la definición de init(N)[ir>(A?, =),obteniéndose
so’(y) E ½y (sC1(y),9<’(y”) « ½A ~Y’(y) =~~C’(y”))
Como y” es consumido por el disparo de it, tendremos ~‘(y”) =~~c1(yQ.
De ahí, por transitividad y por la condición (3) de la def. 8.27 se concluye a
y <‘y’.
Como de costumbre, la demostración de que y =‘ y’ implica y =1y’ es dual de
la anterior.
aDel teorema anterior concluimos que la evolución de marcajes ordenados me-
diante disparos de transiciones es coherente con la evolución basada en procesos.
Definición 8.28 (OM-bisimulación para Sistemas Etiquetados n-seguros)
Sea 5 un alfabeto finito y N~ = (S
1,fEí,F1,M¿,A1), N2 = (S2,fE2,F2,Mg,A2)
dos sistemas etiquetados sobre E n-seguros. Denotaremos por fE0K1 y fE0K2
los conjuntos de posibles tokens de N~ y N2 respectivamente. Una relación 13 tE
OAl(N1) x OM(N2) x P(fE0K1 x TOK2) es una OM-bisimulación para N~ y N2
si y sólo si se cumplen las siguientes condiciones:
a
a
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1. (iniit(Ní), inut(N2), 2¿ x A?g) E 6
2. Si ((21, =í), (22, =2),13) E 6, y (21, =í)[t1>(ÑL=D, entonces existe it2 E
fE2 y existe (A?~, =~),tales que:
• A1(t1) = A2(t2), (A?2, =2)[t2>(A?~,=‘~),y ((2~,=~),(A?~,=~),¡3’)E 6,
para ¡3’ definido por:
Va,i E A?, Vx2 E A?~ : (a,’,a,2) E ¡3’ su
(a) a,1 y a,2 son ambos tokens no consumidos por el disparo de ti y it2
respectivamente y (x1,x2) E ¡3,o bien
(b) a,1 y a,2 son ambos tokens generados por el disparo de ti y it2 res-
pectivamente.
• Para todo token a,1 consumido por el disparo de ití existe otro token 4,
también consumido por it1, y existe un token 4 consumido por it2 tales
que a,1 =í4, y (4,4) E ¡3.
• Para todo token a,2 consumido por it2 existe otro token 4, también
consumido por it2, y existe un token 4 consumido por t1 tales que:
~2 =24, y (4,4) E ¡3.
3. Análogamente a la condición (2), intercambiando los papeles entre N1 y N2.
E’
Definición 8.29 Sea Sun alfabeto finito, Ni = (Si,fE1,Fj,Al~, A1), N2 = (S2,fE2,
I’2, M~, A2) dos sistemas etiquetados sobre 5 n-seguros y 6 una OM-bisimulación
para N~ y N2. Decimos que ((Al{, =1),(A?~, =),¡9’)E 6 es alcanzable mí ocurre
una de las dos condiciones siguientes:
• ((21, =‘~)~(A?§ =),¡3’) = (init(Ní), iniit(N2), A?¿ x A?¿)
• Existe un ((A?~, =0,(A?2, =2t¡3) e 6 alcanzable y existen it1 E Ti, it2 E fE2
que satisfacen las propiedades de la condición 2 de la definición de OM-
bisimulación.
o
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Proposición 8.2 Sea 5 un alfabeto finito y 1V~ = (S1,fE1,F1,Md,A1), 14 =
(S2,fE2,F2, Ala, A2) dos sistemas etiquetados sobre E n-seguros y sea 13 una OM-
bisimulación para ellos. Si ((2~, =í), (22, =2), ¡3) E Bes alcanzable, entonces para
cualesquiera (xí,a,2), (a,,a,) E ¡3 se tiene a,1 =¡XI si y sólo si a,2 =2¾ a
Demostración: La haremos por inducción estructural respecto de la definición
de ternas alcanzables. El caso base es trivial, ya que para (A?~, =~)= iniit(1V1),
(22, =2) = inuit(N2), se tiene ¡9 = A?¿ x A?~ (todos los tokens están relacionados
entre sí).
En el caso general, supongamos que (a,1,a,2), (x,a,~) E ¡3’. Pueden presentarse
los casos siguientes:
• Que (a,1,a,2) E ¡3, (~1,~) E 13, es decir, que sean tokens no consumidos. En
este caso, por hipótesis de inducción, a,1 =~ a, su a,2 =2 r~, lo que se extiende a
a =‘~y =de forma inmediata, por tratarse de tokens no consumidos.
a
• Que (Xí,X2) E ¡9, (~1,4) « ¡3. En este caso, X1 y a,2 son tokens no consu-
midos, mientras que a, y a, son tokens generados por el disparo de ti y it2,
respectivamente. Supongamos que a,1 =a4, entonces por definición de =~ a
existe a,’ consumido por ití tal que a,1 =~ a,’, y por definición de ¡3’, para a4’
existen a,q’ consumido por it1, y 4’ consumido por t2, tales que XI’ =1 4’,
con (a4’,4’) 6 ¡3. Como =í es transitiva tenemos: x1 <~ 4’. Además
sabemos que (a,1,a,2), (a,~”,a,~) 6 ¡3, por lo que podemos aplicar la hipótesis a
de inducción, concluyendo que x2 =24’. Y como quiera que ¾“es un token
consumido por t2, concluimos que a,2 ~ ¾.
El recíproco es dual.
• Que (x1, a,2), ~ ~ 13. En este caso todos los tokens en juego son genera-
dos por los disparos de it1 y it2, por lo que a,1 ~ a4 y a,2 4 por definicion
de =1y <2’ a
E’
Teorema 8.16 SeaS un alfabeto finito y N~ = (S1,fE1,F1,AlJ,Ai), N2 = (52, fE2,
f’2, Ala, A2) dos sistemas etiquetados sobre 5 n-seguros. N~ y 14 son bisimilares
preservando historias si y sólo si son OM-bisimilares.
a
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Demostración:
4.: Sea 7? la bisimulación preservando historias entre Ni y 1V2. Definimos la
OM-bisimulación 13 como sigue:
((A?1, =i),(22, =2), ¡9) E 13 su B(si1, si2, f) E 7? tal que
1. init(N1)[si1>(M¿, =¿),para i = 1,2.
2. Va,1 E A?~(sí), V~2 E 22(52) se tiene:
(~í,a,2) E ¡9sii (4’E’(~i) E~sii A so1(~2) E½2)V CsoT’(x’) # O A%’~’(a,2) #
O A f0soE’(xi)) = ~,~1(a,2)),siendo rp~ la biyección entre ir y M1, para
i = 1,2.
Veamos que 13 es efectivamente una OM-bisimulacíon.
En principio, (iniit(1V1),iniit(N2),A?¿ x 23) E 13, pues en lo que respecta
a la primera condición tenemos que init(N1)[sio(1V1)>iniit(N1), para i = 1,2, y
(iro(Ni),iro(N2),O) e 7?. En lo que respecta a la segunda condición, ésta se ob-
tiene sin más que tener en cuenta que todos los tokens están relacionados entre si,
y sus lugares asociados están en ½iy ir2 respectivamente.
Supongamos entonces que ((A?l,=1),(A?2,=2),13)E 13, y que
(Al;, =‘i). Entonces existe (sii,’ir2,f) E 7? que cumple las condiciones indicadas.
En particular:
iniit(N1)[ir1>(A?1, =~)para i = 1,2
El hecho de que it1 sea disparable bajo Al1 nos permite concluir que podemos
extender si1 mediante it1. Es decir, existe un 24 tal que si1 t ~. Podemos elegir
el 24 de forma que los lugares en los que “enganchamos” el nuevo evento estén
relacionados con los tokens elegidos en la evolución de los marcajes ordenados. De
ahí, como 7? es una bisimulación preservando historias existen it2 E fE2, 24, f’ tales
que ir2 .~ 24, con (24,24,f’) El?., y f’L~~T~> = f.
Con it2 podemos extender si2, por lo que también podemos extender (22, =2).
La extensión de (22, =2)debe hacerse además eligiendo los tokens relacionados
con los lugares condición en los que se ha “enganchado” el nuevo evento en si2. Así
obtenemos: (22, =2)[t2>(A?t=0.
Además, se tiene: A1(t1) = A2(t2), pues f’ es un isomorfismo y f~v<r,) = f.
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Sea ahora a,1 un token consumido por it1 y sea b~ = soE
1(Xí). Pueden ocurrir
dos casos: a
1. Si ,&i E ev(sií) tal que ~i =1e
1, siendo e1 el evento asociado a la transición
it1, entonces b1 = 0; de ahí, como f’ es un isomorfismo, ,~e2 E ev(si2) tal que a
e2 =2 e2. Así pues, B62 E e2 tal que62 = 0. De ahí, a,2 = 9’2(b2) es un token
consumido por it2 y como b~ E ½í,b2 E ½2 tenemos que (a,1, ~2) E ¡3, pues a
((A?1, =í),(A?2, =2),13) E 13.
2- En caso contrario podemos distinguir dos subcasos:
(a) b~ = 0. Sabemos que tenemos un E1 E ev(irí) tal que ¿í E e1, y como
es un isomorfismo Be2 E ev(si2) tal que f(E1) = e2, e2 E ~e2. Sea. a
entonces ~ E E~ u ~e1 y sea b2 E E~ u e2. Sea t1 = s~’u(í), que existe
pues b1 E ‘ir~, y x2 = 92(b2), que también existe, pues b2 E si. a
Además, f(b1) = f(%§’(~’)) = f(¿~) = e2. En definitiva tenemos a,1,
a,2 que cumplen: a
sor’G~í) ~ O A %41G~2) ~ O A f(%§’%)) = a
En consecuencia: (&142) E ¡3. Además, como b~ E½
1,b~ E sifl b1 E siT,
por definición de =í se tiene soí(bí) =í ~~(í), es decir, r1 .=í ~ a
(b) Si ~ # 0, podemos considerar un evento 4 E b1. Como 4 =í e1,
BE2 E ev(si2) tal que e2 =2 e2 y f(Ei) = e2. a
Sea b2 E e2 u é. Entonces tenemos x2 = so2(
62), que está definido pues
b
2 E ~;. Además, tenemos
= b~ ~ O
= b2 # ~ a
= f&~) = e2 =
En consecuencia: (a,1,~2) E ¡3, y además, aí =u~ri. a
Para los tokens consumidos por it2 se razona igual.
a
Queda únicamente por probar que ((A?, =1),(Ñ~, =),¡3’) E 13. En principio,
por el teorema 8.15 tenemos iniit(Ní)[ir~>(A?f, <‘a) e iniit(N2)[24>(A?~, <‘2)• Sean
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• Si (x1,x2) E 13, entonces son tokens no consumidos y por definición de
E, como tenemos que ((A?í,=i),(A?2,=2),¡3)E 13, se verifica (x1,z2) E
13 ~ (soE’(xí) E si1 A soi’(X2) E ½2) y (N’E’(x1) ~ O A N’E1%) #0 A f(so;1(xi)) = ½E1(z2)),lo que se extiende a sol, soú, ir~, 24 de forma
inmediata.
• Si son tokens generados por el disparo de it
1 y it2 respectivamente, entonces
es claro que so’r’(~í) # 0 y so?
1(X2) # 0. Sean entonces b~, b
2 y e1 tales
que soí(bi) = a,í, 92(6~) = x2, e1 = \~‘~‘(a,í) y sea e2 = f’(eí).
Entonces, f’(~cp’~1 (a,1)) =
El recíproco se obtiene teniendo en cuenta que b~ y 62 corresponden a tokens
generados por it1 y it2 respectivamente, por lo que están relacionados por ¡9’.
~=: Supongamos ahora que existe una OM-bisimulación 13 para 1V~ y 1V2. Vamos a
definir la bisimulación preservando historias 7? a la vez que una función o : 7? —*
P(13) que las relaciona.
• En primer lugar tomamos (sio(Ni),’iro(1V2),I3) E 7?, y o(sio(Ní),sio(1V2),10) =
• Si (sií,ir
2,f) E 7? y ((A?~, =i), (22, =2),¡3) c o(sií,si2,f), con (Al1, =í),
(Al2, =2), (A?;, =1),(A?~, =~j,¡9, ¡3’, it1 y it2 satisfaciendo las condiciones de
OM-bisimulación. Entonces, por el teorema 8.15 obtenemos procesos sil, 24
tales que iniit(Ní)[si>(A?, ~1)~init(N2)[’ir~>(A?1’~, =~),con ir1 —4 si~, si2 -~ lf.
Definimos entonces f’ mediante f’Ict(n,> = f y f’(eí) = 62, siendo 6í el
evento asociado a ití y e2 el evento asociado a it2, e imponemos (irl,24,f’) E
7?, ((~IL=l),(A?~,=O,¡9’)E o(irf,si~,f’).
Para poder aplicar el teorema 8.15 se requieren dos hechos de fácil prueba:
- V(sií,si2,f) 67? se tiene o(sim,w2,f) # 0
- Si (si1, si2, f) E 7?, entonces ((A?1, =~),(22, =2), 13) E o(sií, si2, f) implica
zuiit(Ní)[sií>(A?í,=í), init(1\12)[si2>(Ñ12,.C2).
Por otra parte, se cumple también de manera inmediata el siguiente hecho
relacionado, que será necesario más adelante:
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• Si (sii,ir2,f) E 7?., ((Al1, =í),(A?2,=2L¡3) E o(iru,si2,f), y b~ E ‘u, 62 E z;
son tales que (sol(bí),so2(b2)) E 13, entonces: a
6~ ~ 0 !=~f(6í) =
b2 ~ O ~ f(62) =
Queda por ver que la función f’ arriba definida es un isomorfismo entre ev(irl)
a
y ev(24). Para ello, como sabemos que f es un isomorfismo entre ev(sií) y
y f’ extiende a f, basta chequear las dos condiciones siguientes:
a
• Si el es un predecesor inmediato de e1 (evento asociado a ití) en ev(ir),
entonces f(el) es un predecesor de e2 (evento asociado a it2) en ev(si).
Para demostrarlo consideremos el el dado; para él existe un 6~ E ~e1A e’.
Sean entonces s1 = pí(bí) E ~ y r1 = sodbó. Por definición de OM- a
bisimulación existen a,~ y 4 consumidos por it1 y it2 respectivamente, tales
que X1 =1 XI, (~l~~O E ¡3.
a
Sean entonces 6 = sof’(XD, 61 = Ñ1(~). Se tiene % =~~ por serinit(Ní)[’irí>(A?í, =i), y de ahí, aplicando el tercer hecho indicado obtenemos
af(b1) = 61. Además, 6’ = e
2, y de ahí, f(el) = f(6i) =r2 f(b1) = b1 =it2
e2.
a
• Si el es un predecesor inmediato de e2 en ev(24), entonces f’(el) es un
predecesor de e1 en ev(irl). a
Inmediata, pues es la dual de la anterior.
E’ a
Corolario 8.3 Sea 5 un alfabeto finito. Dados dos sistemas etiquetados sobre 5
n-seguros, es decidible si son bisimilares preservando historias- O
A continuación extendemos este resultado a la semántica de pasos en sistemas
etiquetados n-seguros.
a
Teorema 8.17 Sea Sun alfabeto finito y N~ = (S1,fE1,F1,M¿,A1), 1V2 = (S2,fE2,
E’2, M~, A2) dos sistemas etiquetados sobre E n-seguros. N~ y 1V2 son bisimilares
U.preservando historias con la semántica de pasos si y sólo si son bisimilares preser-
vando historias con la semántica de secuencias de ocurrencia.
a
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Demostración:
4.: Inmediata.
~: Sea 7? la bisimulación preservando historias para la semántica de secuencias de
ocurrencia. Veamos que es también una bisimulación preservando historias para la
semántica de pasos. Para ello sólo hemos de ver que si si1 ~1 ir, con (si1, si2, 1) C 7?
y secuencializamos el disparo de R1 obteniendo
si1 —+ ir1,1 —* u,2 ... —4 ir1
y consideramos que para cada it1,5 existen un it2,5 E fE2, un isomorfismo fj entre las
estructuras de eventos ev(sií,5) y ev(si2,5), y un proceso de N2, ir2,5, tales que:
t24 t2,2 t2,n ‘si2 —+ ir2,1 4 ir2,2 ... —4 si2
entonces las it2,5 pueden dispararse en un solo paso.
Para ello sea eí,1 el evento asociado a la transición it1,1 en si1,~, y eu el evento
asociado a it2,5 en ir2,5.
Podemos encontrar (A?1, =í), (A?2, =2) tales que:
inuit(Ní)(iri>(iÚi, =í), init(N2)[ir2>(A?2, =2)
y por tanto existen dos biyecciones soí : si —* Al1, so2 : si —> Al2.
Aunque lo vemos sólo para 2 transiciones, el razonamiento se generaliza sin
mayores problemas a conjuntos arbitrarios de ellas. Por tanto, supongamos que
existe i tal que existe 5, i < 5, de modo que t2,1 y it25 son dos transiciones (quizás
idénticas) que no pueden ser disparadas a la vez, y además 5 es el menor para el
que esto ocurre. Entonces existe algún lugar a E t2,1 A t2,5 que no dispone de
suficientes tokens para disparar simultáneamente ambas transiciones. Sea entonces
b~(s) el lugar que corresponde (mediante so2) al token de a consumido por it2,~ y
b~(s) el que corresponde al token consumido por it2,5. La ocurrencia del evento
e2,5 requiere que el lugar a recupere el token perdido por el disparo de it2,¿, lo
que implica: e2,1 <,~, e2,5. De ahí, como fj es un isomorfismo concluimos que
e1,1 <,,.,, e1,5, lo que es absurdo. E’












Bisimulación P.H. en Redes
Temporizadas
9.1 Procesos Temporizados
En esta sección vamos a definir sobre Redes de Petri Temporizadas el concepto
de proceso temporizado, como una extensión natural del concepto de proceso.
La diferencia fundamental respecto al concepto clásico (ver sección 1 del capítulo
anterior) consiste en que ahora asociamos a los lugares condición un número natural
que representa el tiempo que queda para que el token asociado a dicho lugar esté
disponible. Consideraremos únicamente redes ordinarias, es decir, redes con peso
1, si bien todos los conceptos introducidos pueden ser extendidos sin problemas a
redes generalizadas.
Definición 9.1 (Procesos Temporizados)
Sea N = (S,T, F, 6, M0) una Red de Petri Ordinaria Temporizada Marcada T-
restrictiva. Un proceso deN es un par ir = (N’,p), con ¡‘1’ = (B,E,W,A), donde
(E, E, W) es una red de ocurrencia, A : E —* IN, p E u E —* S U T, de
modo que:
1. Min(N’) es un E-corte de N’.
2. p(B) q S, p(E) § T
3. Vs E S, Ve E E F(s,p(e)) = y’(s) 11 •el, F(p(e),s) = p1(s) fl &[
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4. Vs E S, M1(s) — ¡p’(s) fl Min(N’)¡, siendo M0 = (M¿,0)
5. Vb, (b « Max(N’) y 6 E Min(N’) 11 Max(N’)) * á(b) = O
a
6. Vb E Max(N’), tx(b) E 10,..., 6(p(b)) — 11
7. Ve E E, Vb1,b2 E e, =4bi)=
5
Las cuatro primeras condiciones son las usuales, y por tanto, no requieren mayor
comentario. Con la condición 5 obligamos a que el número entero asociado a los
lugares no maximales sea nulo, pues si el token asociado se ha consumido es porque a
antes ya estaba disponible. Lo mismo imponemos a los lugares correspondientes a
los tokens del marcaje inicial. a
Por su parte, la condición 6 indica que cada lugar maximal no minimal tendrá
un numero entero asociado menor que la duración de la transición que generé el
token asociado al lugar.
Finalmente, la última condición indica que todos los tokens producidos por el
disparo de una transición han de tener asociado el mismo tiempo.
a
Ejemplo 9.1 Consideremos la Red de Petri Temporizada Marcada N = (S,T,F,
6, Mo) siguiente (ver figura 42):
S = {Si, £2, S~, £4,
T = {t1, t2, t3} a
E’ = {(si,ti), (si,ta), (s2,t2), (s2,ti), (s4,ti), (ss,ta),
(ti,ss), (t2,s2), (i2,s3), (t2,s4), (ta,s2), (ta,s4)} a
V t2 a
M’(s) — { :t:: V £S2
O caso contrario
u’
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y la red de ocurrencia N’ = (B, E, W) dada por (ver figura 43)
{ e2,1, e1,2, 6111
{ (b~,í, 62,1), (b1,1, eí,2), (61,2, e1,1), (b212, 61,1),
(64,1, 61,1), (62,1, 64,2), (62,1, b2,3), (b4,2, 61,2),
(62,3, 61,2) (61,2, 65,1), (61,1, 6s,2)}
Entonces, ((B,E,W,A),p) es un proceso temporizado de N, siendo A y p
definidos como sigue:
1 sib=b5,1 y 6=65,2{ O en caso contrario
p(bí,á) = s~, p(e~,5) =
En la figura 43 se ha representado gráficamente la función A en forma de
anotaciones enteras bajo cada lugar. O
Veamos cómo podemos relacionar los procesos temporizados con las secuencias
de pasos temporizadas.
Definición 9.2 (Compatibilidad de Procesos Temporizados con Secuencias de Pa-
sos Temporizadas) Sea N = (S, T, E’, 6, Mo) una Red en las condiciones de la
definición 9.1, ir = (N’,p) un proceso temporizado de Ny a = Mo[Ri>Mí .. .
una secuencia de pasos temporizada de N. Se dice que a y ir son compatibles su
existe una función pos : E —* {1,. . . ,n}, tal que
1. Vt E T, Vi E {1,. . . ,n}, po=’(i)fl p1(t)~ = R~(t)
2. Ve, e’ E E, e < e’ !=~pos(e) < pos(e’) A pos(e’) — pos(e) =6(p(e))
3. Vt E T, Va E N~, M,~(t,a) = E(t,a)l, siendo M~ = ~ y
E(t,a) = {e E El p(e) = t A (bE? =t> (6 E Maz(N’) A A(6) = a))}
o
La primera condición y la primera parte de la segunda no sufren cambios con
respecto del concepto de compatibilidad para redes no temporizadas. En la se-
gunda parte de la segunda condición se refleja el efecto de las duraciones de las
u’
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jFigura 43: Un Proceso Temporizado de N
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transiciones mediante una relación entre las posiciones de los eventos. La ter-
cera condición relaciona la segunda componente del marcaje final con la función
A (ambas expresan un mismo significado, que no es otro que el tiempo que le
queda a la transición en cuestión para terminar, si bien, la función A lo hace de
forma indirecta, sobre los lugares condición asociados a los tokens producidos por
la transición).
No exigimos que la función pos sea suprayectiva debido a la posible presencia
de pasos vacíos. Para completar la notación definimos ® = = fA.
Teorema 9.1 SeaN una red en las condiciones de la definición 9.1, ir = (N’, p) un
proceso de N y a una secuencia de pasos temporizada compatible con ir mediante
una función pos. Se definen de forma recurrente:
= Min(N’)
= (ci, — por1(i)) U por’ (i)
Entonces se tiene:
1. ~ es un B-corte de N’




Demostración: No difiere excesivamente de la correspondiente al caso no tem-
porizado, si bien ahora aparece una ligera complicación al poder haber pasos vacíos.
Comenzamos demostrando simultáneamente por inducción las tres primeras propie-
dades.
CASO BASE:
La primera y la segunda propiedades son inmediatas, pues cc = Min(N’) y
pos71 (O) = fA. Veamos entonces que por’(1) C co. Si por’(l) es vacio, es
inmediato. En caso contrario, sea b E por1 (1) y supongamos que 6 co. Entonces
existirá un cierto e E 6. Además, como 6 E por1(l), existe e’ E poc’(l) tal
que 6 E e’. Por tanto, e < e’, y de ahí, por la condición 2 de compatibilidad,
u’
214 CAPITULO 9. BISIMULACIONP.H. EN REDES TEMPORIZADAS
u’
pos(e) c pos(e’). Como pos(e’) = 1 llegamos al absurdo de que pos(e) = O. Por
CASO GENERAL:
Suponemos que las tres primeras propiedades son válidas hasta el paso i —1. Si u’
el paso z es vacío c1 = Ci...í y todo se mantiene como hasta el paso i — 1, por lo que
basta aplicar la hipótesis de inducción. Supongamos entonces que por
1 (i) # ¿3.
En principio es claro que c
1 GB. Veamos que E fl [Min(N’),c1] = U por’ (.1).
Sea e1 E por
1 (i), entonces existe un cierto 6 c e~, y por la hipótesis de inducción
por’(i) C c~...
1. Por tanto, 6 E C1...,, y de ahí, e1 E E fl [Min(N’),c1~. Por la
hipótesis de inducción tenemos que para j < i, por
1Qj) q [Min(N’),c
11) n E,
por lo que u por1(j) c E q [Min(N’),c1]. La otra inclusión es inmediata,
j~i
teniendo en cuenta la definición de q y la hipótesis de induccion.
u’
Veamos ahora que c1 es una anticadena maximal. Para ver que es anticadena
consideremos 6,, b2 E e1. Pueden darse los casos siguientes:
- b~, 62 E c11. En este caso basta aplicar la hipótesis de inducción para obtener
co b2.
- 6, ~ cj..í, 62 E c11. En este caso existe un cierto e1 c pos’(i) tal que 6, E e,
u’
con lo cual 62 ~ e, ya que en caso contrario podríamos encontrar un 6~ E e,
que cumpla 6~ E c11 (pues por’(i) c ce,), por lo que tendríamos b~ < 62,
lo que es absurdo, pues c~1 es un B-corte por la hipótesis de inducción, u’
Entonces b~ E efl 62 « e. Además, como 62 E q, tenemos que 62 « e1.
u’
Supongamos entonces (por reducción al absurdo) que 62 < b1 ó 6, < 62.
Si 62 < 6~, tomamos un 6~ E e, tal que 62 < 6~, que en efecto existe por ser
62 g e1. Entonces 6~ E c1—i, ya que por’(i) C cj 1, lo que contradice el
hecho de que cj..j sea un B-corte, pues 62 también pertenece a c1, y 62 < b~.
Si 6~ < 62, consideramos un b~ E e1. Entonces 6~ E c11, lo que nuevamente
es absurdo, pues b~ < 62.
u’
En consecuencia 6, co 62.
• Si 61,62 « cj~. En este caso, que b~ ca 62 es inmediato por la misma defirncion
de c1, pues ambos son producidos en el mismo paso i.
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Para ver que 4 es maximal procedemos por reducción al absurdo, suponiendo
que existe un E-corte e tal que ej C e. Entonces existe b~ E e, b~ « e1 tal que
Vb2 E ej, 61 ca 62. Veamos en primer lugar que 6~ «
Si b~ E ~ entonces 61 E por’(i), pues 6~ g e1. Sea entonces e1 E por1 (1)
tal que b~ E e~, y sea b~ E e. Concluimos de ahí que 6~ E 4, lo que es absurdo,
pues (b~,b~) « co, y ces una anticadena.
Podemos entonces considerarel conjunto e
1...1 U {b,}, que contiene estrictamente
a e~...1. Veamos que es una anticadena, lo que contradice la hipótesis de inducción,
que establecía que 4—í es maximal.
Sea 62 E 4—í• Tenemos dos casos posibles:
- Si 62 E 4. Entonces (62, b~) E co, pues 4 C c.
- Si 62 « e1. Entonces 62 E por
1(i), pues 62 E 4—í. Tomemos un e~ E 14, y un
b~ E e, que estará en 4. Por tanto, (6~, b~) E ca, pues 6~,b, E e. De ahí, es
claro que b~ yt 62, ya que en caso contrario, por transitividad obtendríamos
6, < 6~. Si por el contrario tuviéramos 62 <b,, entonces habría dos subcasos
posibles:
- Si b~ E efl entonces 6, E 4, lo que es absurdo.
- Si 6, ~ ~:,entonces existe un 64 E e7 tal que 64 < b~. Pero como 64 E ej,
esto implica que (61,64) E Co, lo que de nuevo es absurdo.
Nos queda por ver entonces que por’(i + 1) ~ ej. Sea 6 E •por’(i + 1).
Pueden ocurrir dos casos:
- Si 6 = ¿3. Entonces 6 E Co, y por definición de proceso ningún j < i + 1 es
tal que 6 E por’(j). De ahí, 6 E ej.
- Si 6 ~ 0, entonces existe un cierto e E 6. Sea j = pos(e) y e
1+í E por’ (i+ 1)
tal que 6 E ½+í. Entonces e < e1.~..1, y de ahí, por definición de compatibili-
dad, j <1 + 1. En consecuencia, 6 E 4.
Concluimos probando la cuarta propiedad. La inclusión u e1 = B es
IE{O n}
inmediata. Sea entonces 6 E E. Pueden presentarse dos casos. Si 6 = ¿3, entonces
6 E Min(N’) = Co U ~; si por el contrario 6 ~ ¿3, entonces 6 = {e} y
iE{O n)
6 E Cpos(e>. o
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Recíprocamente, e E por’(i) fl p’(t) !=‘ p(e) = t, pos(e) = i, y de
ahí, RiQ) > 0. Sea ahora 6 E ?, tendremos 6 E por1 (i)t por lo que
6 E e
1, y de ahí, A4b) = 6(t) — 1. Por tanto, e E E46(t) — 1) A p’(t).
- Por contra, si M?(t,a) — M?1(t,a + 1), por la hipótesis de inducción
tenemos que es igual a ¡E1...í(a + 1) fl r’(t)I.
Hemos de probar entonces que E1.,(a + 1) A p’(t) = E1(a) A p’(t).
Sea e E E1(a) n r’(~), tendremos que p(e) = t y Vb E ? : b E e~ A
= a. Como á1(6) = a, entonces 6 E 4—i, pues en caso contrario
6 E por’(i), de donde Rj(t) > O y a = 6(t) — 1, lo que contradice
nuestra hipótesis. Además, por la definición de A~, A1..,(6) = á1(b) + 1,
y así, e E E1...i(a +1).
Recíprocamente, si e E .E1...í(a + 1) A p’(t), entonces p(e) = t y Vb E
e• : 6 E e~...í, á1,(6) = a + 1. De ahí, 6 E e¿, por el apartado 2
que ya hemos probado. Entonces A~(6) está definido, tomando el valor
ádb) = A1..1(b) — 1 = a. Por tanto, e E E1(a) A p’(t).
4. Utilizaremos la compatibilidad entre ir ya que nos indica M~(t, a) = [E(t, a)¡,
con E(t,a) = {e E E¡p(e) = t, 6 E C !=‘ (6 E max(N’) A á(b) = a)]>




{eEEIp(e)=t, bE? ~ (bEe,, A LS~(b)=a)}
Veamos entonces que en = Max(N’), lo cual, lunto con la igualdad anterior,
nos permite concluir que Vb E e,1, á(b) =
Ahora bien, si 6 E e,, tendremos 6 E Max(N’), pues en caso contrario existe
un cierto e E 6, de modo que 6 « ei,03~0>, lo que implica 6 « e,1, que es
absurdo.
Recíprocamente, si 6 E Maz(N’) entonces 6 E e,~, pues en caso contrario
existirá un i tal que bE ej, y b ~ ej.g. De ahí se concluye que 6 «
lo cual es absurdo.
o
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Teorema 9.3 Sea N una red en las condiciones de la definición 9.1, ir = (N’,p)
un proceso temporizado de N y a una secuencia de pasos temporizada compatible
con ir mediante una cierta función pos. Entonces:
Vs ES, Vi E {0,.. . ,n} M11(s) = ¡g1(s) A Disp1I
siendo Disp1 = {6 E ej ¡ ~~(b) = O> (tokens disponibles en el instante i).
Demostración: Por inducción respecto dei. El caso base se obtiene aplicando la
condición 4 de la definición de proceso temporizado, pues Dispo = Co = Min(N’).
Para el caso general supondremos válida la propiedad para i — 1 y veamos que
ocurre para i.
Recordemos la definición de Me’:
>3 Rí(t)+ E R1(t)+ >3 M1t1(t,1)
tEs tEs
5(t>=1
Por hipótesis de induccion:
M1b,(s) = jp’(s) A Disp1...íl
Tenemos que relacionar Disp1..., con Disp1. Para ello desarrollamos Disp1.
Disp1 = {b E ej 1 á1(b) = 0> = {b E 4—1 — por’ ~) ¡ A~(b) = O> U
{b E pos—1 (i) ¡ ¡=q(b)= O> = A U B U O
siendo A = {b E e~
1 — por’(i) ¡ á1...1(b) = O>, B = {b E e~í — pos’(i) ¡
= 1>, 0 = {b E por’ (iy ¡ =q(b)= O>
Como estos conjuntos son disjuntos dos a dos, tenemos
g’(s) A Disp1¡ = ¡§1(s) A Al + r’(~) A B~ + [p’(s) A 01
Analicemos pues cada sumando por separado, y veamos de esta forma que esta
expresión coincide con la definición de M1(s).
1. p~(s) ó A[ = {6 E ej
1 — por
1(i) jp(b) = s, =~..,(6)= 0>1
Como pos1(i) q ~ tenemos
jp1(s) A A¡ = ¡ {6 E 4, ¡p(b) = s, á
1..1(6) = OH — j{b E por’(i) ¡
p(b) = s, =q~1(b)= 0>1 = M’ (s) — ¡ {6 E por’(i) [p(b) = .s, =w.í(b)=
oh.
aa
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u’
Para cada b E por’Q) tal que p(6) = a existe un cierto e E por1 (:) tal
que 6 E e. De hecho, por definición de proceso, para ese evento e, se tiene
a
que 6 es el único en su precondición tal que p(b) = s. Por tanto, el segundo
conjunto tiene el mismo cardinal que:
u’
D = {e E poC’(i) ¡ BÓ E e, p(b) = .s, Aí.a(6) = O>
u’
Entonces los eventos en D corresponden a transiciones en la postcondición
de a disparadas en el paso i. Veamos ahora que para cada transición en la u’
postcondición de s disparada en el paso i hay un evento en D asociado a dicha
transición. Para ello seat E R
1, t E ?. Entonces, por la compatibilidad entre u’
ir y a tenemos:
¡po0’(i) fl ~‘(t)¡ = R1(t)
Sea e E por’(i) n p’(t). Entonces p(e) = t, pos(e) = i. Además, como
at E s, existe 6 tal que p(b) = 3,6 E e. Además, por ser e E por’(i), se
tiene que 6 « 4,6 E e,...,. Entonces A11(b) = O, ya que según el apartado
2 del teorema 9.2, si tuviésemos A1..,(b) > O tendríamos 6 E e1, que es una
contradicción. De ahí, e E D.
u’
Por tanto:
Vt E ? R1(t) = ¡D fl p’(t)j
u’
En consecuencia: ¡DI = >3 R1(t)
a
con lo que
¡§‘(a) fl A¡ = M%.1(s) — >3 R1Ilt)
tEs u’
2. ¡p’(s) n Ej = {6 E ej, —por’(i) jp(b) = s, á1...1(6) = i>¡.
u’
Por el teorema 9.2 tenemos M%1(t, 1) = ¡E1...1(1) fl p’(t)¡, siendo E1...,(l) =
{e E E ¡ bE e ~ (bE ej~ A =q...1(b) = 1)>.
Sea t E s; tenemos:
Si e E E1..í(l) fl p’(t), entonces por definición de proceso existirá un u’
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cumple á1...1(b) = 1, 6 E 4—í• Entonces, por el apartado 2 del teorema
9.2 concluimos que b E e1. En consecuencia
be {b’ E c~í — poC’(i) p(b’) = s, á1....1(b’) = 1>
- Recíprocamente, si 6 E {b’ E e1~í — por’(i) [p(b’) = s, A1.1(6’) = 1>,
entonces A1...1(6) = 1, lo que implica que existe e E b (que de nuevo es
único por definición de proceso) tal que p(e) = t. Entonces? ~ ej~, y
por el apartado 1 del teorema 9.2 concluimos que Vb’ E ?, á1...1(6’) = 1.
Por tanto:
¡§
1(s) n B¡ = >3 iVJ2_
1(t, 1)
tEs
3. Por definición de =q, si 6 E por’(i) y á4b) = O, entonces 6(p(6)) = 1, con
lo que p1(s) fl C¡ = l{6 E por’(i) p(b) = ~, 6(r-4b)) = lii.
Sea 6 E p’ fl C. Entonces existe un cierto e E por’(i) tal que 6 E ?.
Además, 6(t) = 1, para t = p(e). Por tanto, e E pos’(i) fl p’(t), y
de hecho, sólo hay un evento e en esas condiciones. Recíprocamente. si
e E por’(i) fl p—’(t), con 6(t) = 1, t E s, entonces por ser 1 precondición
de s existirá 6 e ? tal que p(b) = s, de modo que 6 E por’ (ifl p(b) = s y
6(p(6)) = 1. Por tanto, 6 E O y es único en esas condiciones.
De ahí
¡§1(s) fl C¡ = >3 Rdt)
tEs
o
Seguidamente introducimos la noción de isomorfismo entre procesos temporiza-
dos, que difiere del isomorfismo clásico en la aparición de una nueva condición que
exige que para los eventos correspondientes a transiciones en ejecución los tiempos
asociados sean los mismos.
Definición 9.3 (Isomorfismo entre procesos temporizados)
Sea N = (S, T, E’, 6, Mo) una Red de Petri Temporizada en las condiciones de la
definición 9.1. Sean ir
1,ir2 dos procesos de N. Se dice que ir, y ir2 son isomorfos
(ir1 ~ Ir2) si y sólo si existe una biyección ~ : B1 U E1 —* B2 U E2 tal que
u’
u’
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1. Vx E B1 U E,, p1(x) =
a
2. Vx,,x2 E B1 U E1, xí =‘x2 su ¡3(x,) =2 /3(32)




Teorema 9.4 Sea N = (5, T, F, 6, Mo) una Red de Petri Temporizada en las
condiciones de la definición 9.1 y a = . . . [R,L>MT, una secuencía de u’
pasos temporizada. Entonces existe un proceso temporizado de N, ir = (N’,p)
compatible con a. u’
Demostración: La demostracion se basa en la construcción de forma recu-
rrente de una familia de procesos temporizados {ir1(N)}. A cada ir~ se le lía- u’
mará un subproceso de ir. Inicialmente definimos iro(N) = (N¿,po), siendo N¿=
(Bo,¿3,¿3,á0), donde B0 = {b~(s)ls E S,1 =j =Mo(s)>, po(bj(s)) = s, VJ E u’
{1,... ,Mo(s)}, Vs ES y /=~o(b5(s))=0, V5 E {l,. .. ,Mo(s)}, Vs ES.
La comprobación de que iro(N) es efectivamente un proceso temporizado es u’
inmediata. Además es compatible trivialmente con la subsecuencia de pasos vacia.
Supongamos entonces definido ir1, y veamos cómo definir ir~1.1. Para ello, para cada u’
t1~, E R1+, repetimos el siguiente proceso R1+í(t1+í) veces:
u’
1. Para cada s c t.+í elegimos un lugar condición 6(s,4+~) E Max(N1’) fl
¶
1(s) tal que A
1(b(s,t1+í)) = O no elegido anteriormente; y añadimos un u’
nuevo evento e(t1+í) , que conectamos en la forma (6(s, t1+í), e(t1 + 1)) E F1+,,
haciendo p1+í(e(t1+í)) = t1.~.1.
2. Para cada a E th1 se añade un nuevo lugar condición t(s, t1+,), y se intro-
u’
duce la conexión (eQ¿+í), t(s,t1+í)) E F1+,, tomando z.1+í(t(s,t~~~.í)) = £ y
= 6(t1+í) — 1.
u’
3. Para cada b~ E Maz(N¿) tal que á461) > O se toma á1+,(b1) = á1(b1) — 1.
a
u’
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Más formalmente, se define r1~1 = (N¿+1,p1+í), con N¿’±1—(B11 E1+í,F1+í,
á1+í), donde:
B1+í = E~ U





pj(6)p¿+í(b) — { £
pi~í(e) = {
u {A
5(s,t1~1)js Et~~1,j E {1,...,Ri+í(t1+í)}>
11+1 eR~+1
U {e5(t&~.í) ¡1 =g=R1~1(t1~,)}
t~1 E&+,
U ~ sE t1+í,
ti.f 1
{(e5(t1~í),A5(s,t¿~í)) ¡s E tfl1, 1 =a
si 6 # b5(s,t1~,) A A1(b) = O
si 6 # b~(s,t1+1) A ~~(b) >0









donde Vt1~1 E ~ el conjunto {65(s,t1+,) 1 =1=R1+,(t~+,)> está formado por
lugares diferentes del conjunto Max(N¿) fl §1(s) fl A—’(O).
Esta construcción termina cuando i = ii. Hemos de demostrar que ir
1~i es un
proceso compatible con la subsecuencia Mo[R,>M, . . . [R1+,>M¿+,,considerando
como hipótesis de inducción que ir1 es un proceso compatible con la subsecuencia
= Mo[Rí>M, ... [R1>M1.
En primer lugar hemos de probar que 1r1+, está bien definido. Para ello hemos
de ver que existen los 6~(s, t1+,) requeridos por la construcción. Es decir, hay que
probar
Max(Nfl fl p7’(s) Ii =s’(0)j>
Sea s E t1.,.í, entonces como es un marcaje que permite el disparo de R1±í
se cumple: M~1 (s) =R1+1(t1+1). De la compatibilidad entre ir~ y a1 concluimos
la existencia de E-cortes ....... , e~ tales que 4,1 = Max(JW), y de funciones
=. con = A~. Por el teorema 9.3 tenemos M~’(s) — ¡py’(s) fl
Disp1¡, siendo Disp1 = {b E Max(Nfl 1 á¿(b) = O>. Por tanto, Mt(s) = ¡¶‘(s) <~
Marr(N1’) n Ay’(O)j, y de ahí, ¡¶‘(s) fl Maz(Nfl fl áT’(O)I =R1+1(t1+,), corno
queríamos demostrar. Por tanto, ir~1 está bien definido.
u’
u’
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Ahora hemos de probar que ir
1~í es un proceso. Para ello hemos de ver que se
cumplen las condiciones de la definición 9.1.
1. Min(Nfl.~) es un B141-corte de Nh,.
u’
Trivial, pues Min(N1’~,) = Min(Nfl = Min(N¿).
u’
Trivial.
3. Vs E 5, Ve E E : F(s,p14í(e)) = ¡p~1,(s) fle[, F(p¿4í(e),s) = p~½(~)fl e¡.
Supongamos que (s, ~ (e)) c F. Entonces hay dos casos posibles:
(i) Si p14í(e) = p1(e), entonces basta aplicar la hipótesis de inducción y la
definición de Pj+1, que coincide con p~ sobre los lugares precondición de e.
(Ii) Si Pi+í (e) t+í’ para un cierto t~41 E R141, entonces e = c5(t1+x), para
algún j. Entonces, por la construcción realizada existe b5(s,t~4i) tal que
(65(s,t1±í),eftt1±í))E F1~,. De ahí, p74,(s) fl e[ = 1.
Si, por el contrario, (s,p¿±í(e))~ F, hay que distinguir de nuevo dos casos:
(i) Si pj4i(e) = p¿(e), entonces basta aplicar de nuevo la hipótesis de in-
ducción.
(u) Si e = e~(t~4,), para algún j y para alguna t~.1 E ~ entonces p~+de) =
t1.~.1, y entonces, por la construcción realizada tenemos p7~j1 (s) fl e = 0.
La igualdad F(p14í(e),s) = p74’1(s) A ?j se razona de forma análoga.
4. Vs E 5, M¿(s) = p7~’1(s) A Min(N¿~1)¡.
Es inmediato, pues Pí+í iMín(N¡~1) = Pi+lIMin(N¡) = Pi Min(N9, y por tanto,
puede aplicarse la hipótesis de inducción.
5. Vb (6 ~ Max(N¿~1) y 6 E Min(N~’41) A Max(N~,)) 4’ á~,(6) = O.
(i) Sea 6 « Maz(N~’41), entonces pueden ocurrir dos casos. O bien 6 E
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con lo cual á¿~1(6) = 0; o bien b « Max(Nfl, y entonces basta
aplicar la hipótesis de inducción y la definición de Aí..í.
(u) Sea 6 E Min(N~1) fl Maz(Nfl.1). En este caso basta usar la hipótesis
de inducción y la definición de A~+í
6. Vb E Max(Nfl, A1+1(b) E {O,... &(Pi+1(b)) — 1>.
Trivial.
7. Ve E E1~1, Vb1, 62 E ?, á1~1(6,) =
Si e E E~ se aplica la hipótesis de inducción y la definición de ~ En caso
contrario, e = es(t1+í), para algún j y algún ~ E R1+í. Entonces basta
tener en cuenta que á14, está definida de la misma forma sobre todos los
65(s,t1+í) E ?.
Finalmente, hemos de probar que 7r1+, es compatible con a~1.1. Para ello defi-
nímos POSi+í E1+í —* {1,... ,i + 1> como sigue:
pos1+í(e) = { pos1(e) si e E E1
i + 1 sí e = e5(t1+,), con tj+1 E F4+,
teniéndose que probar que se cumplen las condiciones de la definición 9.2.
1. ViET, VJ E (1,... ,i + 1>, ¡pos~í(J) O p~1(t)¡ = R5(t).
Para j = i,..., i dicha igualdad será cierta, pues si e E pos74i~j) A
entonces se tiene pos1+í(e) = j < i + 1, por lo que e E pos7’(j). Además,
e ~ ek(tl+l), para todo
4.,.í E R
1~1 y todo k E {1,. . . , R1+1(t1+,)}, ya que en
caso contrario tendríamos pos¿+í (e) = i + 1. Por lo tanto, e E ¶1(1), con lo
cual basta aplicar la hipótesis de induccion.
Para j = 1 + 1, lpos~1(i + 1) A p7.~41(t)¡ = Rí±í(t),pues el conjunto
pos7~’~(i + 1) o p7i,i’1(t) está formado exactamente por los e5(t), y tenemos
R1+1(t) de ellos.
2. Ve, e’ E ~ e < e’ ~ pos1+í(e) < pos1+í(e’) y pos1+í(e’) — pos1+í(e) >
S(pl+í (e)).
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La primera parte es trivial, por la definición de PO.5i+1 y la hipótesis de
inducción. Para la segunda hemos de distinguir los distintos casos que pueden
plantearse:
- Si e = es(11+,), para algún t1.~.1 E R1.14 y algún j, entonces no puede u’
haber ningún e’ tal que e < e’. Por tanto, en realidad este caso no puede
darse. a
- Si e, e’ « {e5(t1+i) ¡ t~+í E R1+,, j = 1,..., R1+1(t1+,)>, entonces basta
aplicar la hipótesis de induccion. u’
- Si e « {e5(t~~í) ¡ t1.~.í E 111+1, 5 = 1,..., R1+1(t1+1)} y e’ = e5(t~~x) para
algún i~+í E R1.~., y algún 5, entonces P051+í (e’) = i + 1, y posí+1(e) = u’
posi(e). Sea entonces 6¡(s,t~+,) E e’ tal que e < b¡(s,ti+í).
Si existe e” ~ e tal que e < e” < e’, con e” tal que e” E 6¿(s, t~+~), u’
entonces e” « {e5(ti+,) t1~, E Rí+1, 5 = 1,..., R1+,(t1+,)>, y por tanto,
e” E E1. Aplicando la hipótesis de inducción se obtiene posí(e”) — u’
posj(e) =6(p~(e)). Ahora bien, pos1+,(e) = i + 1 =posl(e”), por tanto,
en este caso, pos1+í(e) — posí(e) =6(p1(e)), que se traslada a i + 1 de
forma inmediata.
Si no existe un e” con esas condiciones, entonces b,(s,t~~,) E ?. Como
á1(6¡(s, t~+í)) = 0, y ir1 y a1 son compatibles, tenemos que b¡(s, 14j) E
~ para h = pOsí(e), y á1~(b1(s,t1+1)) = 6(p1(e)) — 1. Además,
u’
6¡(s, t~+~) E CI,k, para le = h,.. . ,i, y A11(6¡(s, t~+~)) = Maz {0, 6(p1(e))—
(i—h+1)}. Como ¿1,1(b¡(s,t1+,)) = 0, entonces 6(p1(e))—(i—h+1) =0,
u’lo que implica 6(p~(e)) =i+1—h, es decir, 6(p4e)) =pos1~í(e’)—posl(e),
lo que se traslada a i + 1 de forma inmediata.
a
3. Vi E T, Va E IN~ M
2
~+í(t, a) = 1E1+1(t, a)¡, con E1+1(t, a) = {e E E1+1 1
p¿+í(e) = t, bE? ~ (bE Max(N¿~1) A á1~1(b) = a)>.
Hay que considerar los dos casos siguientes:
u’
- Si a # 6(t) — 1, entonces Ve E E1~í(t, a) se tiene e ~ {e5(t~~,) 1 ~ E
Ri±í,1 =5 =R1+,(t1+,)>, ya que estos eventos tienen en sus lugares ¶
apostcondición á~+í igual a 6(1) — 1. Entonces, por la definición de
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hipótesis de inducción tenemos que M?(t,a+1) = ¡E1(t,a+l)I. Ahora
bien, para a # 6(t) — 1 se tiene M~1(t, a) — M2(t, a + 1), y por tanto
M41 (t, a) = ¡E1.,.1 (t, a).
- Si a = 6(t) — 1, entonces Ve E E1~í(t, 6(t) — 1) se tiene que A1~1(6) =
6(t)—1,VbE ?. Ellosólopuedeocurrirsie = e1(t),paraalgúnt E R,~1
y algún 5. Entonces E1~1(t,6(t) — 1)¡ = {e5(t) 1 =5 =R1~1(t)}j =
que coincide con la definición de A{3.,.1(t,6(t) —1).
o
Como ya sucedía en el caso no temporizado, la construcción anterior no genera
un unico proceso, sino una colección de los mismos, que difieren según vayamos
escogiendo los lugares b~(s, t~±1).Como allí, también se tiene que todo proceso tem-
porizado compatible con a puede ser construido por aplicación de la construcción
presentada en el teorema anterior.
Teorema 9.5 Sea N una Red de Petri Temporizada en las condiciones de la
definición 9.1, a una secuencia de pasos temporizada de N y ir un proceso tempo-
rizado compatible con a. Entonces ir puede ser construido siguiendo la construcción
presentada en la prueba del teorema anterior.
Demostración: Por inducción sobre el número de pasos de a.
CASO BASE: Suponemos que a = M0. En este caso ir sólo puede ser ir =
((Bo, 13, ¿3, Ao),po), con =4) = O, por definición de compatibilidad; y éste es el
proceso temporizado 1ro constructible a partir de la secuencia de pasos a aplicando
la construcción.
CASO GENERAL:
Se supone ahora que o- tiene longitud i + 1. Entonces ir tiene un subproceso ir¿,
que es compatible con la subsecuencia o~1 de a de longitud i, el cual puede obtenerse
aplicando la construcción (hipótesis de inducción). Veamos que podemos extender
r~ a ir1~1, siguiendo las indicaciones de dicha construccion.
Sea ir¿ = (NflpÓ, N,~ = (B1, E1, W~, A~), y sea el conjunto pos1(i + 1) (quepuede ser vacío). Ahora bien, si es vacío, por la condición 1 de compatibilidad se
tiene R
1.,4 = 0, y entonces al aplicar la construcción obtenemos lrí+í = (Nhí ,
con B1+1 = B~, E¿±í = E1, W1.,í = VV1, A1+í(b) = O, si =4(6)= 0, y =4+í (6)
a
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=4(b)— 1, si =4(6)> 0. Pero del hecho de que ir1 es subproceso de ir, y compatible
con a1, se sigue que la diferencia entre ir¿ y ir es exactamente la que existe entre ir1
y ir~, por lo que ir =
Sipor’(i+1) ~ ¿3, entonces Ve1.,., E por’ (i+1) se tiene p(e1+,) = t141 E R1.,.1.
Además, de ¡por’(i + 1) n zr1(t1+í)I = R1+í(t1+í) se concluye que hay tantos
eventos en por
1(i + 1) como instancias de transiciones en R
1+í.
Para cada evento el+í E por
1 (i + 1) seas E t
1+í, con t1~í = p(eí~~~,). Entonces
tenemos: Ip’(s) fl e~íj = 1, y por tanto existe b(s,t1±,)E p’(s) fl e¡~i.
Este razonamiento se puede repetir para cada evento e1~í y cada lugar s E •t1+i,
obteniéndose una serie de lugares diferentes que constituyen el conjunto
u’
{b5(s,t1~,) a E t141, t1.~.í E 1I~+,, 1 =5=R1~,(t1~1)}
Además, =4(b~(s,t1+,)) = O, pues tenemos los hechos siguientes:
(i) por’(i + 1) ej, con lo cual =4está definido sobre 65(s,t1±i). u’
(u) Si b~(s,t~~,)) = ¿3, entonces á1(b~(s,t1~,)) O
(iii) Si Be E 6~(s, t1+í)), entonces e < e1~, - pos(eí~i) — pos(e) =6(p(e)). Por
tanto, i + 1 — pos(e) =6(p(e)). Entonces A~0~(~>(bJ(s, t141)) = ¿(p(e)) — 1, y
tenemos que 65(s,t1+,) E C,, para h = pos(e),. . . ,i. En consecuencia, podemos
calcular ák(bJ(s, t1+í)), para le = pos(e),... , i. En particular, para ¿Sí obtenemos
= S(p(e)) — (i — pos(e) + 1). Como finalmente tenemos + 1 —
a
pos(e) =6(p(e)), concluimos que 6(p(e)) — (i + 1) — pos(e) =O, y por tanto,
= 0.
u’
De lo anterior concluimos que podemos extender ir~ al proceso ir de partida




Tal como ocurre en redes no temporizadas, para las redes 1-seguras hay unicidad
en la correspondencia, es decir, existe un único proceso ir asociado a una secuencia
de pasos dada. a
A continuación introducimos la noción de duración de un proceso. que nos
u’
índica la duración minima de una secuencia de pasos compatible con dicho proceso,
y posteriormente utilizamos esta noción para obtener el recíproco del teorema 9.4.
a
S
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Definición 9.4 (Duración de un Proceso Temporizado)
Sea N = (5, T, E’, 6, M0) una Red de Petri Ordinaria Temporizada en las condi-
ciones de la definición 9.1 y ir = (N’,p) un proceso temporizado de N. Se define
la duración de r de la forma siguiente:
D(ir) = 3’ 0 siN’ = (B,0,0,0)
~ D(ir’) +1 en caso contrario




=/(6)= ¿X(6) + 1 si bE Max(N’) A 6 « Min(N’) A A(6) <6(p(b)) — 1{ O en caso contrario
P PIB’uE’
donde A = {e E E bE? ~ (bE Maz(N’) A zá(b) = 6(p(e)) —1)>. 0
En dicha definición, el conjunto A es el conjunto de eventos que han sido
ejecutados en el instante anterior al instante en el que tenemos el proceso ir. La idea
que subyace en dicha definición es obtener un subproceso ir’ de ir correspondiente a
dicho instante anterior. Para ello se eliminan los eventos disparados en ese instante
(eventos en A), así como los lugares postcondición de dichos eventos, mientras que
el resto de lugares maxímales no minimales ven incrementado en una unidad el
tiempo que queda para que termine la ejecución de la transición que los generé.
Obsérvese que esta definición es recursiva, lo que significa que hemos de com-
probar que realmente estamos definiendo algo. Ahora bien, dado que estamos
trabajando únicamente con procesos temporizados finitos, resulta inmediato com-
probar que la aplicación de dicha definición recursiva nos termina conduciendo
necesariamente al caso base, por lo que dicha definición es correcta.
Teorema 9.6 Sea N = (5, T, E’, 6, M0) una Red de Petri Ordinaria Temporizada
en las condiciones de la definición 9.1 y ir = (N’,p) un proceso temporizado de N,
con N’ = (B,E,VV4).
Existe una secuencia de pasos temporizada a compatible con ir.
u’
u’
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u’
Demostración: Por inducción sobre la duración de ir
CASO BASE: u’
Si la duración de ir es 0, entonces basta tomar la secuencia de pasos vacia:
o-o = M0, que es trivialmente compatible con ir. u’
CASO GENERAL:
u’
Supongamos ahora que ir tiene duración i + 1, y sea ir¿ = (AQ,p1), con =
(.81, E1, VV1, =4),el proceso ir’ obtenido a partir de ir en el marco de la definición
9.4. Como DQir1) = i, podemos aplicar la hipótesis de inducción y obtener una
secuencia de pasos de longitud i, a~ = Mo[Rí> . . . Mt..í[Rí>M1, compatible con ir1.
Sea ¡n~1 la función que establece dicha compatibilidad y sea Disp1 el conjunto u’
de lugares maximales en ir1 correspondientes a tokens disponibles (es decir, con
anotación 0). u’
Definimos entonces el paso R1+, por medio de
R1~í(t) = ¡A fl ~‘(t)I
donde A es el conjunto del mismo nombre introducido en la definición 9.4. Veamos
que Re.,., está permitido bajo el marcaje M1, es decir:
M,’(s) =>3 R1+,(t) u’
tEs
Seas E Syt E?. Paracadae E Aflv’(t)setienebCe 4> be irAáí(6) =
u’0. De hecho, por definición de proceso existe un único 6 E e tal que p~(6) = s.
Como =4(6)= 0,6 es un token disponible, es decir, 6 E Disp1, y por tanto:
u’
1 U (A A §‘(t))j < pr’(s) A Disp1J
¿69
Aplicando el teorema 9.3 sobre el segundo miembro obtenemos u’
§‘(s) A Disp1¡ = M’(s)
a
y de ahí
1 (A A p1(t))j =MJ(s)Ahora bien, como los conjuntos A A p’(t) son disjuntos dos a dos, obtenemos
que u’
¡ U (A A p1(t))l = 2. ¡A fl o’(t)j = ~I•Rí+
1(t)tE9 ¿Es
a
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Por tanto, R1+í está permitido bajo el marcaje M1. Sea entonces M1+, el mar-
caje obtenido con su disparo. Obtenemos asi una secuencia de pasos temporizada
de longitud i + 1, a~+’ = Mo[Rí> . . . M1...í[Ri>M1[R1+í>M1+i. Esta secuencia de
pasos es compatible con ir, pues el proceso ir se obtiene extendiendo ir1 según la
construcción del teorema 9.4. 0
9.2 Bisimulachin sobre Redes Temporizadas
En esta sección vamos a analizar la decidibilidad de la bisimulación y de la bisi-
mulación preservando historias sobre Redes de Petri Temporizadas.
Definición 9.5 (Sistema Etiquetado Temporizado)
Sea 2 un alfabeto finito, y sea 6~ : E —+ N+ una función que asocia duraciones
enteras positivas a las acciones del alfabeto 2. Un sistema etiquetado temporizado
(SET) sobre E es una tupía N = (S,T,F,6,M0,l), donde 1 es un etiquetado de
T, 1: T —* E y 6(1) = ás(l(i)), Vi E T, siendo (5, T, E, 6, M0) una Red de Petri
Ordinaria Temporizada T-restrictiva Marcada.
Se dice que N es un sistema etiquetado n-seguro su VM E [Mo>,IvA(s) <
n, Vs ES. O
Definición 9.6 Sea E un alfabeto finito, N un SET sobre E y ir = (N’,p) un
proceso temporizado de N. Se define la estructura de eventos exenta de conflictos
asociada a ir de la forma siguiente:
ev(ir) = (E, =ExE,lo PIE)
o
Definición 9.7 (Bisimulación en Sistemas Etiquetados Temporizados)
Sean N1 = (S1,T1,F1,31,A10,1,11), N2 = (S2,T2,F2,62,M0,2,12) SET n-seguros so-
bre un mismo alfabeto E. Una bisimulación para N1, N2 es una relación p C
[Mo,í>sc [Mo,2>tal que:
(i) (M0,1,Mo,2) E p
(u) Si (M1, M2) E p, entonces:
u’
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Figura 44: Dos SET bisimilares
- Para todo multiconjunto de transiciones sobre T,, R,, tal que Mi[R,>M{
existe un multiconjunto J?2 sobre T2 tal que M2[R2>M~, con (Mfl M~) c
p y l~(f4) = 12(R2).
- Para todo multiconjunto de transiciones sobre T2, R2, tal que
existe un multiconjunto R, sobre T1 tal que Mi[R,>M{, con (Mi, iVIj E
p y l,(R1) = 12(R2).
La condición 1í(R,) = 12(R2) hay que entenderla como una igualdad entre
multiconjuntos. Esta igualdad implica que cada transición en R1 tiene asociada
de forma unívoca una transición en R2 que tiene la misma acción como etiqueta,
y por consiguiente, ambas transiciones tienen la misma duracion. O
Ejemplo 9.2 Los dos sistemas etiquetados de la figura 44 son bisimilares. o
Proposición 9.1 Sea E un alfabeto finito, y dos SET n-seguros cualesquiera sobre
S, N1, Al2. Es decidible si N1 y Al2 son bisimilares.
Demostración: Es inmediata, debido a que el conjunto de posibles marcajes es
finito. O
Definición 9.8 (Bisimulación Preservando Historias)
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(irí,ir2,f), donde ir1 es un proceso temporizado de Al1, ir2 es un proceso tem-
porizado de Al2, f : ev(iri) —* ev(ir2) es un isomorfismo entre estructuras de
eventos exentas de conflictos, y Vb1 E Bí,
6í ~ ¿3 se tiene: A~(b~) = A2(62), siendo
62 E f(6í) (la elección del 62 es indiferente, pues ~2 ha de valer lo mismo para
todo 62 E f(6í)).
Entonces, un conjunto 7?. de ellas es una bisimulación preservando historias
para Al
1 y Al2 su:
1. (iro(N,),iro(N2),@) E 7?.
2. Si (irí,r2,f) E 7?., ii-1 —.-*~ ir~, para un multiconjunto de transiciones sobre
T1, entonces existen R2, f’, ir, tales que ir2 ~ ir, (ir,ir, f’) E 7?. y
f’Ievcni> = f.
3. Si (rí,ir2,f) E 7?, ir2 ~ ir;, para un multiconjunto de transiciones sobre
~‘2, entonces existen R1, f’, rr~, tales que ir1 ~ ir~, (ir~, ir, f’)C7Zy
f’Ieveri~ = f.
Como f’ es un isomorfismo y f’Iet«r,) = f, entonces f’ se aplica biyectivamente
entre los eventos correspondientes a R1 y los correspondientes a R2, relacionando
además eventos correspondientes a transiciones que tienen la misma etiqueta, y
por tanto, la misma duracion. O
Seguidamente vamos a estudiar la decidibilidad de la bisimulación preservando
historias para sistemas etiquetados 1-seguros. Para ello comenzamos definiendo
los mareajes ordenados temporizados.
Definición 9.9 (Marcajes Ordenados Temporizados)
Sea Al = (5, T, E’, 6, M0, 1) un SET 1-seguro sobre un alfabeto 2. Un marcaje
ordenado temporizado es una terna (M, =,-y),donde:
- M = (M1,M2), con M1 ~ 5 (marcaje actual) y M2 § T sc ]N~ (instancias
de transiciones en ejecución con sus tiempos para terminar).
- =C M1 sc M1 (relación de precedencia entre los tokens).
- -y : —+ P(M1) (-y(t, n) son los tokens que serán menores o iguales que
los que genere la transición 1 cuando acabe su ejecución).
u’
u’
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Se define el marcaje ordenado temporizado inicial como sigue:
tnit(Al) = (Mo, =o,’yo)
siendo M0 = (Mg, 0) el marcaje inicial, =o=M¿xM~y-yo=0. O
Definición 9.10 (Evolución de Marcajes Ordenados Temporizados)
Sea ~ un alfabeto finito, Al un SET 1-seguro sobre E, (M, =,y)un marcaje or-
denado temporizado de Al y R un conjunto de transiciones permitido bajo M.
Definimos el marcaje ordenado temporizado (M’, =‘,y’)alcanzado tras el disparo
de R como sigue:
• M[R>M’.
• Vs,s’EM, 3=~ .s’ su ocurre una de las siguientes condiciones:
-s,s’EMí,s,s’«Rs<s’
u’
- s,s’ E t, con t E R, tal que 6(t) = 1.
-sEMí,s’EV,contERtalque6(t)=lyexistes”Ettalque
5 < 5”.
- s’ EPtal que (t,1)EM2,ysc-y(t,l). u’
- 5,5’ E t, con (t,l) E M2.
u’
• -y’ está definida por
= ~ >y(t,n +1) fl M si (t,n+ 1) EM2
LA si tER, n =6(t)— 1>0
siendo A = {s EM; ja EM1 A Bs” E t, s=a”>. u’
La demostración de que =‘ es un preorden requiere distinguir todos los casos
u’posibles, siendo cada uno de ellos prácticamente inmediato. Esta evolución en un
paso se representa en la forma (M, =,y)[R>(M’, =‘,~,“). O
a
Nota 9.1 En sistemas etiquetados temporizados 1-seguros no puede haber varias
instancias de una misma transición en ejecución, aunque hayan comenzado en
instantes diferentes. La razón es que si esto fuera posible, una secuencia de pasos
válida seria una en la que esperasemos a que las citadas instancias de la misma
u’
u-
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transición terminasen su ejecución (es decir, no disparamos nada mientras tanto),
con lo cual, como estamos trabajando con redes T-restrictivas, nos encontraríamos
con al menos un lugar que no cumpliría la condición de 1-seguridad. O
Definición 9.11 Sea ID un alfabeto finito, Al = (S, T, E’, 6, M0, 1) un SET 1-seguro
sobreS, ir = (Al’,p) un proceso temporizadodeNy (M, =«~)unmarcajeordenado
temporizado de Al. Se dice que init(Al)[r>(M, =~-r)su:
1. Vs E S : ¡p’(s) fl r fl =s’(O)¡= Mí(s), siendo M = (M1, M2).
2. Vt E T, Vn E II4~, ¡E(t,r¿)I = M2(t,n), siendo M2(t,n) = 1, si (t,n) E M2,
yO en caso contrario, y E(t,n) = {e E E¡p(e) = t A (6 E? ~ 6 E irM
á(b) = n)}.
3. Vb, 6’ e ir fl =s’(O)se tiene: p(b) =p(b’) si y sólo si 6 E 1r y (b, b’ «
ir A 6 <,r 6’)
4. V(t,n) EM2, Vs EM1 : a E ‘y(t,n) siysólosi 6 Eir V (b«r A Be E E(t,n)
tal que 6 =r e), siendo 6 E p’(s) fl ,r fl =s’(O),que existe y es único por
la primera condición de esta misma definición.
O
Teorema 9.7 Sea ID un alfabeto finito, Al = (S,T,F,6,M0,l) un SET 1-seguro
sobre ID, ir = (N’,p) un proceso temporizado de Al, (M,=,-y),(M’,=’,j”)marcajes
ordenados temporizados de Al, y 1? C T tales que init(Al)[ir>(M, =~-r).Entonces:
(M, =,-y)[R> (M’, =‘,-y’) su Br’ = (Al”, p’) proceso temporizado de Al tal que ir
ir’, e init(AT)fr’>(M’ , =‘,jt~).
Demostración:
!=:Para encontrar ir’ sólo necesitamos ver que disponemos de los lugares condición
necesarios en ir para conectarlos con los nuevos eventos correspondientes a las
transiciones en R. Para ello consideremos t E R y s E t. Entonces, como t es
disparable, ha de ocurrir que Mí(s) = 1. Ahora bien, por la condición 1 de la
definición 9.11 tenemos: ¡p
1(s) fl ir fl As’(0)j = 1. Entonces existe un único
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Por tanto, existe un proceso ir’ tal que ir ~ ir’. Además, por el teorema 9.6
sabemos que podemos asociar a ir una secuencia de pasos temporizada compatible a
con él, y de hecho, su marcaje final será M, debido a las condiciones 1 y 2 de la
definición 9.11. La extensión a ir’ se hace manteniendo la compatibilidad, por lo
que
.M?fls) = p’1(s) fl ir” fl á~—1(O)I
¡E’(t,n)I = M~(t,n), VIET, Vn E IN~
que son exactamente las dos primeras condiciones para que init(N)[rr’>(M’, =‘, ‘).
Veamos la tercera condición: sean 6,6’ E ir” fl =/—1(0) Pueden plantearse los
siguientes casos posibles:
a
- 6,6’ E ir fl á’~’(O).
a
En este caso p(b) =p(b’) si y sólo si 6 E ‘ir V (6,6’ « ‘ir A b <r ‘6’), lo que
se traslada a ir’ de forma inmediata.
a
- 6,6’ E ir fl A’(1).
a
En este caso, 6, 6’ « ‘ir, por lo que habrá que ver que en este caso p(b) =p(b’)
si y sólo si ‘6 < ‘6’. Para ello consideramos s = p(b), s’ = p(b’), e E ‘6, t =
a
p(e), e’ E ‘6’ y 1’ = p(e’). Entonces, como init(Al)[ir>(M, =,-y)tenemos
(condición 2, def. 9.11) IE(t, l)¡ = 1 = .M
2(t, 1), jE(t’, 1)j = 1 = AJ2(t’, 1).
a
Si s < a’, entonces como (1,1) E M2, (1’, 1) E M~, sólo puede ocurrir que
s <‘ s’ cuando s,s’ E 1’, para algún E E /? (por definición de <‘). De ahí,
u’
1 = 1 = 1’, y e = e’.
Recíprocamente, si ‘6 =,~ 6’, entonces e =~e’. En tal caso e = e’, pues en
u’
caso contrario existiría 6” E e’ tal que 6” < e’, con lo cual A(b”) = 0, lo que
implica que ¿S(b) = 0, contradiciendo la hipótesis de partida.
a
- 6 E ir’ fl ¿S—’(0), 6’ E ir’ fl A—1(1).
a
Sean a = p(6) y .s’ = p(b’). Como á(6’) = 1, entonces 6’ ~ ‘ir, y por tanto
existe e’ E ‘6’. Sea p(e’) = 1’. Si ‘6 = ¿3 habríamos terminado. Supongamos
a
entonces que existe e E ‘6 y seat = p(e). Tenemos que (1’, 1) E Al2, aplicando
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Si s <‘s’ entonces, dado que (t’, 1) E M2, por la definición de <‘ concluimos
que s E yQ’, 1). En este caso, por la condición 4 de la definición 9.11,
b E ‘ir y (b « ‘ir A 3d E E(t’, 1), ‘6 =~d), con (6> = v1(s) fl ir’ fl =s’(0).
Entonces, como 6 E p’(s) fl r fl A—1(Q), tenemos que = 6, y como 6 ~‘úir,
ha de existir un en esas condiciones. Ahora bien, ¿ es tal que p(¿) = t’, y
Vb E ¿‘ : 6 E ir’ A A(6) = 1. En particular, e’ cumple dicha condicion.
Veamos por otra parte que jE(t’, 1)¡ < 1. En efecto, si existieran e
1, e2 E
E(t’, 1), tendríamos p(eí) = p(e2) = t’, y Vb1 E e~, Vb2 E e : á(6~) =
A(62) = 1. Esto implica que en cualquier secuencia de pasos temporizada
compatible con ir tenemos que ambos eventos corresponden al mismo paso,
lo que es absurdo, pues ambos eventos corresponden a la misma transición,
y estamos trabajando sobre redes 1-seguras.
En consecuencia, ¿ = e’ y b = 6, de modo que 6 « ‘ir A ‘6 § e’.
Recíprocamente, supongamos en primer lugar que ‘6 = 0. Sabemos que
(t’, 1) E M2 y a E y(t’, 1) (por ser token inicial). Por tanto, por definición de
<‘ 5<5’.
Supongamos entonces que 6,6’ « ‘ir A ‘6 § 6’. Por la condición 4 de la
definición 9.11 aplicada sobre ir tenemos que s E y(t’, 1), pues el evento e’
cumple las condiciones requeridas. Entonces, por definición de <‘ se tiene:
5 <‘ 5’.
- bE ir’ fl =s’(1),6’ E ir’ ~ á—1(O).
En este caso ha de ocurrir que ‘b ~ 0, pues á(b) = 1. Siguiendo un razona-
miento análogo al utilizado en el caso anterior, aunque aplicado en este caso
a 6 en lugar de 6’, podemos concluir que (t, 1) E M2.
Si s <‘a’, de la definición de <‘concluimos que a’ E P (pues (t, 1) E M2), lo
que implica /á(b’) = 1 (pues ambos serían postcondición del mismo evento),
que contradice la hipótesis de partida. Tampoco puede ocurrir ‘6 = ¿3, ni
‘6 =ir ‘6’ pues á(6) = 1.
Por tanto, se trata de un caso imposible.
u’




En este caso, ambos lugares han debido ser generados por el disparo de R, y
5 <‘s’ 5fl s,s’ E t’, para algún t E R tal que 6(t) = 1. Entonces es claro que
‘6 =~‘6’.
Para el recíproco basta tener en cuenta que ‘6 = ‘b’, pues ambos no están
u’
en ir’, y como á’(b) = á(6’) = O, entonces han debido ser generados por
el disparo de una misma transición en R con duración 1. En consecuencia,
aplicando la definición de <‘ se tiene a <‘a’.
- 6 E ir’ fl =s’(0),6’ « ir’.
u’
En este caso, a’ E t’, t E R, 6(t) = 1. Si s <‘ s’, entonces por definición de <‘
ha de existir a” E ‘t talques < s”. Sea entonces 6” E jr’(s”) fl ir’ fl á—1(O), u’
que existe por ser Mí(s”) = 1. Entonces s < a” !=.6 E ‘ir V (6, 6” ~ ‘ir A
‘6 =~‘6fl. u’
De ahí, si ‘6 = ¿3 habríamos terminado, y en caso contrario, como b” =,~>6’,
tenemos ‘6 < ‘6’, como queríamos demostrar.
Recíprocamente, si ‘6 = ¿3 y (‘6 =,r ‘b’), entonces p’(b) =‘ p’(b’). Para
demostrarlo consideremos e’ E ‘6’ y b” E e’. Entonces á(b”) = O, y por la u’
condición 3 de la definición 9.11 aplicada sobre ir concluimos que p(b) =p(b”).
De ahí, por definición de <‘ a <‘a’, pues p’(b”) = a” es un token consumido u’
por p’(e’) tal que a < a”.
-6 ~ Ir’, 6’ E ir’ A á—1(O).
En este caso, ‘6 # 0, y Be E ‘6, con 6(t) = 1, para t = p’(e), por definición de
Si a <‘ a’, por definición de <‘ tendría que ocurrir que a’ E t’, lo que es
absurdo, pues 6’ E ir’. Así pues, este caso no puede darse. Tampoco puede
ocurrir que ‘6 ~ ‘6’, pues 6 ha sido generado en el último paso.
6 E ir’ fl =71(1),6’ « ir’.
Repitiendo el razonamiento utilizado en el segundo caso concluimos que exis-
te e E ‘6, p(e) = t, (t, 1) E M2. Además, 6’ ha debido ser generado por j
~6
9.2. BISIMULACIÓN SOBRE REDES TEMPORIZADAS 239
una transición t’ = p’(e’). Entonces no puede ocurrir que s =‘s’, según
la definición de <‘. Tampoco es posible que ‘6 < ‘6’ pues eso implicaría
que =46)= O, lo que es absurdo. Además, ‘6 # 0, pues A(b) = 1. En
consecuencia, este caso tampoco puede darse.
- 6 ~‘ ir’, 6’ E ir’ fl =s’(l).
Tenemos e E ‘6, p’(e) = t, 6(t) = 1, y e’ E ‘6’, p(e’) = t’, (t’, 1) E M2. De
nuevo en este caso no puede ocurrir que a <‘s’. Tampoco puede ocurrir que
‘6 = 0, pues b « ir, ni tampoco que ‘6 =r’ ‘6’, pues b ha sido generado en el
último paso, y 6’ no.
Sólo queda por demostrar la última condición. Sean al respecto (t, n) E M~, y
s E M. Si s E y’(t,n), entonces según la definición dey’ esto sólo puede suceder
por una de las dos causas siguientes:
- (t,n+1)EM2ysEMfly(t,n+1)
- s E A, para t E 1?, n = 6(t) — 1 > O
En el primer caso, por la definición 9.11 aplicada a ir tenemos que 6 E ‘ir y (6 «
‘ir A Be E E(t,n + 1), ‘6 § e), con 6 E pA(s) fl ir’ fl ¿S—1QJ). Si bE ‘ir ya lo
tendríamos, en caso contrario, e E E’(t, n), por definición de A’.
En el segundo caso, s E M, a E M
1 y Bs” E ‘t tal que s < a”. Entonces,
Mi(s”) = 1 4> Bb” E p’(s”) n ir’ fl A—1(O). Análogamente, s E M1 4> Bb E
p
1(s) fl ir’ fl A—’(0), y entonces p(b) =p(b”) implica (por la definición 9.11
aplicada a ir) que ‘6 = 0 V ‘6 =~‘6”.
De nuevo podemos centrarnos en el caso ‘b 4 ‘b”. Entonces tenemos ‘6 =r’ e’,
donde e’ es el evento asociado a t tal que e’ E b”’. Además, e’ E E’(t, 6(t) — 1),
por definición de A’.
Recíprocamente, si 6 E ‘ir’, entonces ‘6 = 0. Sea p(b) = s E M{ Queremos ver
que s E y’(t,n) Vn < 6(t) — 1. Si n # 6(t) — 1 entonces el resultado se obtiene
a partir de la definición 9.11 aplicada sobre ir, teniendo en cuenta que 6 E ‘ir y
aplicando la definición de y’. Si n = 6(t) — 1, consideremos el evento e asociado
a t, y sea 6’ E ‘e. Tenemos que s E M
1, pues 6 E ‘ir’. Entonces p(b’) = s’ es un
token consumido por t, y como 6 E ‘ir tenemos p(b) =p(b’) (por la definición 9.11
aplicadasobre ir). Asís =s’,y s’ E’t. Por tanto, sEA, es decir, a E 7(t,6(t)—l).
u’
240 CAPiTULO 9. BISIMULACIÓN PH. EN REDES TEMPORIZADAS
u’
Si 6 « ‘re’, y ‘6 =,~e, con e E E’(t, n), hemos de distinguir dos casos:
- Si n # 6(t) — 1, entonces e E E(t,n + 1), por la definición de E’Q,n). Por u’
otra parte, ‘b =r’ e 4’ ‘b § e, con lo que aplicando la definición 9.11 sobre
ir obtenemos s E y(t,n + 1), de modo que s E y’(t,n). u’
- Si n = 6(t) — 1, entonces e corresponde a una transición disparada en 1?:
p’(e) = tER. Tenemos p’(b) =s •b <,e. Si ‘b = e, como bE p”~’(s) fl u’
ir” A A’—’(O), entonces A’(6) = 0, lo que implica que 6(t) — 1 = 0, lo que
nos lleva a n = O, que es absurdo. u’
Por tanto, 6 <,~ e, y de ahí s E M1, pues á(6) ha de ser O, y podemos
u’
aplicar la condición 1 de la definición 9.11 sobre ir.
Sea 6” E ‘e tal que ‘6 <r 6”; p(b”) es un token consumido por t, y entonces
= 0. Como’b =06”concluimos que p(b) =p(b”), por lo que aplicando
la definición de A, s E A, y por tanto, sE y’(t,6(t) — 1).
a
1?
4=: Tenemos ahora ir —*~ ir, init(N)[ir>(M, =,t~init(N)[ir’>(M’, =‘,y’).
Por las condiciones 1 y 2 de la definición 9.11 aplicada sobre ir y ir’ se obtiene a
que M y M’ son marcajes alcanzables. En particular, M corresponde al marcaje
final de una secuencia de pasos temporizada a compatible con ir. En base a la u’
extensión de ir a Ir’ por R, concluimos que la extensión de la secuencia a mediante
R es una secuencia a’ compatible con ir’, cuyo marcaje final será M’. Por tanto,
M[R>M’.
Sea entonces (M,=,-y)[R>(M’,<~,-y). Tenemos que demostrar que =~==‘ y
u’
que y = y’.
Sean s, Y E M, s <f1 s’. Entonces pueden darse los siguientes casos:
u’
- s,a’ E M1, s,s’ «‘R, a =s’. En este caso, sean 6 E p
1(s) A ir’ A A1(O), 6’ E
p’(a’) A ir’ A =71(0). Tenemos p(b) =p(b’), y de ahí, 6 E ‘ir y (6,6’ «
a
‘ir A ‘6 =~‘6’). Esto se traslada a ir’ repitiéndose el razonamiento hacia
atrás, concluyendo p’(b) =‘p’(b’).
u’
- s,s’ E 1’, t E R, 6(t) = 1. Sean entonces 6 E p’’(s) A ‘ir’ fl áfr1(O), 6’ E
p’’(s’) A ir” A =/—1(0), que existen pues M(s) = 1, M(s’) = 1. Entonces
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-sEMí,s’Et’,tER,6(t)=1,Bs” E ‘ttalques<a”. SeanbE
p’(s) II re’ fl =71(0),b” E p’(s”) fl re’ A á’(O). Entonces, p(b) <
p(b”) !=~‘6 = 13 y (6, 6” « ‘re A ‘6 <,~ ‘6”). Si ‘6 = ¿3, entonces se aplica en
sentido inverso la condición 3 de la definición 9.11 para obtener p’(b) =‘p’(b’),
siendo 6’ E p’’(s’) n re” A ¿S~.í(O). Si no, como ‘6 <,. ‘6”, y ‘6” =,~‘‘6’,
tenemos ‘6 =,~ ‘b’, por lo que aplicando de nuevo la citada condición 3 de la
definición 9.11, obtenemos p’(b) =‘p’(b’).
- s’ E t’, (t, 1) E M2, s E ‘y(t, 1). Sea 6’ E p’’(s’) A ir” A A¡1(O). Como
.5 E y(t,1) 4> bE ‘,~ y (6 « ‘ir A Be E E(t,l) : ‘6 =~e), siendo bE
p’(a) A ir’ ~ A—1(O).
Si 6 E ‘re se aplica en sentido inverso la condición 3 de la definición 9.11
para re’ y se obtiene p’(b) =‘p’(b’). En caso contrario, como 6’ E e’ se tiene
‘6 =~~4 ‘6’, y de ahí, aplicando de nuevo la condición 3 en sentido inverso
concluimos p’(b) =‘p’(b’).
- 5,3’ E i’, (t,1) E M2. En este caso, sean bE p’’(s) A re” ~ á~1(O), 6’ E
p’
1(a’) A re” A á/1(O). Si ‘6 = 13 concluimos aplicando la definición 9.11.
En caso contrario, se tiene ‘6 = ‘6’, para aplicarse una vez más la condición
3 citada.
Consideremos ahora s,a’ E M~, tales que a <‘ s’. Sean 6 E p”1(s) A ir” A
¿S’’(0), 6’ E p’’(s’) A ir” A á’’(O). Entonces p’(b) =‘ p’(6’) !=.‘b = ¿3 y (6,6’ g
‘Ir’ A ‘b =~¿‘6’). Hemos de distinguir entonces los siguientes casos:
- 6,6’ Ere’ A =c’(0).
Basta usar 6 = ¿3 y (6, 6’ « ‘re A ‘6 =~‘6’) sobre re, obteniéndose a < a’.
Entonces, como se trata de tokens no consumidos, por definición de =‘~se
tiene: a <~ s’.
- 6,6’ E ir’ A á—’(1).
Sean e E ‘6, e’ E ‘6’. Tenemos p(e) = t, p(e’) = t’, (t, 1) E M
2, (t’, 1) E M2.
De ahí, como e =,~ e’, sólo puede ocurrir que e = e’, pues ¿S(b) = A(b’) = 1.
Por tanto t — t’ con lo cual aplicando la definición de <‘~ se obtiene: s =~a’.
u’
u’
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u’
- 6 E Ir’ n =‘(0), 6’ E Ir’ fl =c1(l).
Sea e’ E ‘6’, p(e’) = t’. Tenemos (t’, 1) E M
2. Para demostrar que s =~s’ a
hemos de ver (def. de =1)que s E ‘y(t’, 1). Para ello usamos la condición 4
de la definición 9.11 sobre re, pues si ‘6 = ¿3 ya tendríamos lo deseado, y si no,
de ‘6 <,~ ‘b’, obtenemos ‘6 =r e’. Además, e’ E E(t’, 1), y de ahí, s E y(t’, 1).
- 6 E ir’ A =s’(1),6’ E re’ n =7’(O).
Sea e E ‘6, p(e) = t, (t, 1) E Al2. Tal caso no puede darse pues ‘b =r’ ‘6’ no
puede ocurrir cuando á(b) = 1. u’
- b,b’~re. a
En este caso, 6 y 6’ corresponden a tokens generados por el disparo de R.
Además, como ‘6 =,~ ‘6’, tenemos ‘6 = ‘6’, y por tanto ambos han sido u’
generados por la misma transición. En tal caso, aplicando la definición de
=~concluimos .s =~5’.
- bE re’ A ZA(O), 6’ « ir’.
Como A’(b’) = O, y 6’ ~ re’, tenemos a’ = p’(b’) E t”, con t’ E R, 6(t’) = 1. u’
Si ‘6 ~ 0, consideremos e E ‘b, e’ E ‘6’ y 6” E ‘e’ tales que e =‘6”. Entonces




Si ‘b = 0, sea 6” E ‘e’, para e’ E ‘6’, que existe por ser 6’ g re’. Entonces, por
la condición 3 de la definición 9.11 se tiene s < s” con s” = p(b”), y de ahí,
por definición de =~, s =s’. u’
-6 «re’, 6’ Ere’ A ZA(O).
Este caso no puede ocurrir, pues no puede darse ‘6 = 0, ni ‘6 =,,~‘6’.
u’
- 6 E re’ fl =—‘(1),6’ « re’.
Por la misma razón que en el caso anterior tampoco puede darse este caso.
u’
- 6 « re’, 6’ E re’ A =7’(l).
Tampoco este caso puede ocurrir, pues 6 ha sido generado en el último paso,
mientras que b’ no. Por tanto, de nuevo no puede darse ‘6 = 0, ni ‘6 < ‘‘6’. j
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Veamos ahora que y’ = y. Tomemos al efecto (t,n) E M~ y s E M y
empecemos suponiendo que n < 6(t) — 1. Entonces s E y’(t, n) !=~6 E ‘re’ y (6 «
‘re’ A Be E E’(t,n) tal que’6 =re), con {6} = p’’(s) A re” (1 A’’(O).
Si 6 E ‘ir’, entonces 6 E ‘ir, por lo que A(6) = 0. Por tanto, s E M1, y de ahí,
s E yQ,n + 1). En consecuencia, por la definición de -y~, a E yf(t,n).
Si Be E E’(t, n) tal que ‘6 =,,~e, entonces e E EQ, n + 1), por definición de E’,
y de ahí, a E y(t,n + 1), y por tantos E -y(t,n).
Supongamos ahora que n = 6(t) — 1. Entonces, si s E y’(t,6(t) — 1) es porque
de nuevo 6 E ‘re’ y (b «‘re’ A Be E E’(t, 6(t) — 1) tal que ‘6 =~e).
Si 6 E ‘re’, entonces b E ‘re, y de ahí, s E M1. Para s’ E ‘t, del hecho de
que ‘6 = ¿3 se sigue s =Y (cond. 3 de la definición 9.11). En consecuencia, por
definición de y~, a E j’43t,6(t) — 1).
Si b « ‘re’, ‘6 =,~t e, entonces
= 6(t) — 1 = n > 0. Por tanto,
= O, aplicando la condición 3
por tanto, s E yQ, 6(t) — 1).
‘6 ~ e, pues en caso contrario tendríamos
existe 6” E ‘e tal que ‘6 =~‘6”. De ahí, como
de la definición 9.11 tenemos p(b) =p(b”), y
Recíprocamente, seas E M~, con s E yf(t,n). Supongamos de nuevo en primer
lugar que ti < 6(t) —1. Entonces, por definición de y~, a E y(t,n + 1) fl M. De
ahí, 6 E ‘re y (6 « ‘re A Be E E(t, n + 1), ‘6 § e). La definición de E’ da lugar a
que e E E’(t, ti), y de ahí, s E j”(t, ti).
Si ti = 6(t) — 1, entonces Bs’ E t, tal que s < s’. Entonces, 6’ E p’(s’) A re’ A
=s’(O)es tal que p(b) =p(b’), y de ahí, ‘6 = 0 y (6,6’ « ‘ir A ‘b =,~‘6’).
Por tanto, el evento e asociado a t es tal que e E E’(t,6(t) — 1), y ‘6 =r’ e, por
lo que SE 7(t,6(t) — 1). 0
Este teorema garantiza quela definición de init(Al)[ir>(M, =,tes coherente
con la evolución de marcajes ordenados.
Definición 9.12 (TOM-bisimulación)
Sea ID un alfabeto finito, Al1 = (S1, T1, E’1, 6~, }1J0¿1, li), Al2 = (.92, T2, E’2, 62, Aif0,2, 12)
SET 1-seguros. Una TOM-bisimulación para Al1 y Al2 es una relación 8 G
OM(Al1) sc OM(Al2) sc P(Sí sc .92) tal que
1. (mit(A1), init(N2) , M¿1 sc M¿2) ES, con M0,1 = (Md1, 13), M0,2 = (M¿2, 0).
u’
u’
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u’
2. Si ((Mí,=í,yí), (Al2, =2,y2),/3) ES, entonces
u’
- Existe una biyección ji : Al? —* M, siendo M1 = (M1
1, MQ), Al
2 =
(M,Mfl, tal que V(tt,n) EM? : g(tí,ti) = (tr¿,n), para un 12 E T2 tal
que 11(t1) = ¡2(12).
- V(tí,n) E Al?, Vs, E yí(tí,n), Va2 E M2
1, (sí,s2) E ¡3 ~ ~2 E y~ (t
2,n),
siendo (12, ti) = ¡4tí, ti).
- V(t2,n) E M2~, Vs2 E yí(t2,n), Vsí E Al?, (s,,s2) E 13 4> si E y~tj,n),
siendo (tí,n) = p’ (t2,n).
3. Si ((Al,, =i, y,), (Aif2, =2,‘y2), 13) E 13, y (M1, =í,y,)[R1>(A4’, =1,yf), para





- (M2, =2,y2)[R2>(Aif~, =,‘y), ((M, =1~‘4), (Ms, =;,;), 13’) E 8, Vtí E
R,, lí(t,) = 12(4’(t1)) y ji’ cumple:
ji (tí,n) = {
u’
u’
u’(~¡4t,),n) si lí E R, A n = 6~(t~) —1
(t2,n) en caso contrario, siendo
ji(tí,n + 1) = (t2,n ±1)
u’
- Vi, E R1, Vs1 E ‘1, Bs E .11 y Bs E ‘4’(t,), tales que s1 =1 sI, (s, sI) E
u’13.
- Vi2 E R2, Vs2 E ‘12 BsI E ‘12 y Bs E ‘4r’Q2), tales que ~2 =2 ~,
a
estando 13’ definido como sigue: Va1 E M’}, Va2 E M’~, con Al — (Al” M’I), a
= (M’~, M’~) : (sí, £2) E 13’ su ocurre una de las condiciones siguientes:
- Sí E A#, ~2 E Al2
1, si «‘Rí, ~2 «‘112 y (sí,s
2) E 13. u’
u’
- si E t, (11,1) E M?, ~2 E t;, (~2, 1) E A4~, (12, 1) = ¡í(t,, 1).
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Definición 9.13 Sea E un alfabeto finito, Al1 = (S1,T,,F,,61,M0,1,11), Al2 =
(S2,T2,E’2,62,M0,2,12) SET 1-seguros sobre ID y 8 una TOM-bisimulación para
ellos. Se dice que ((MI, =t->=),(Ml, =Yf),13’)E 8 es aleanzable su se verifica
una de las condiciones siguientes:
- (MI, =U-4)= mit(A1), (Mf, =,->á)= mit(A2) y 13’ = M¿, sc .AI¿2, siendo
= (Aif~1, 0), Al0,2 = (AJ~2, 0).
- Existen (M,,=í,-yí),(M2,=2,-y2)y 13 tales que
/3) es alcanzable, y existe R, tal que se cumplen las condiciones 2 y 3 de la
definición 9.12, para obtener ((M, =,yfl, (Ml, =~2, y), 13’).
o
Proposición 9.2 Sea ID un alfabeto finito, Al1 = (S1,T1,F1,61,M0,1,11), N2 =
(.92, T2, E2, 62, Al0,2, 12) SET 1-seguros sobre ID y 8 una TOM-bisimulacién para
ellos. Si ((Al1, =í,y,), (M2, =2,’y2),lY)E 5 es alcanzable, entonces 13 G Al,’ sc
siendo Al, = (Al1’, Al?), Al2 = (M, Al) y para cualesquiera (s,, 32), (si, s) E fi,
se tiene a~ =ia~ 511 ~ =2~;.
Demostración: El que 13 C Ml sc Ml es claro por la definición de ¡3’. La otra
parte se razona por inducción, pues ((Al1, =1<71),(Al2, =2,y2),13)es alcanzable.
En principio, el caso base es trivial. Para el caso general consideremos ((Al1, =í
~yí),(M2, =2,~72),13) E 8 que sea alcanzable y cumpla la propiedad indicada, y
sean R, C T1, R2 C T2 que cumplen las condiciones 2 y 3 de la definición de
TOM-bisimulación. Hemos de ver entonces que si (a,, 32), (~1, a) E 13’, se tiene
Sean entonces (sí, 32), (si, s) E 13’ y probemos que sí =1sI implica ~2 =2s
(el recíproco es análogo).
Pueden darse los casos siguientes:
- (£1,82) E 13, (~1,¾)E fi, 5,, 5’, « ‘Rí, ‘~2, ~‘,« ‘R2. En este caso, basta
aplicar la hipótesis de inducción y la definición de =‘,y =~.
— (s1,s2) E 13, 5~ « R1, 82 « ‘J?2, s’, E t~, tí E R,, ¾E t;, con t2 =
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Supongamos que .s1 =‘,s’,. En tal caso, por definición de =‘,existe 4 E ‘ti
tal que sí =13’,’. Entonces, por definición de TOM-bisimulación existe un a
s’,” consumido por t1 y un 4’ consumido por t2, tales que 4 =í a’,”, con
(4’,aT) E 13. u’
Por tanto, ~í =14 =~sg’. Como tenemos (sí,s2) E 13, (s7’,4’) E 13 y
~í=ísf’, aplicamos la hipótesis de inducción y obtenemos ~2 =24’. Y como u’
por t ello implica <‘2 ~‘
es consumido 2, que ~2 2
- (51,52) E 13,sí « ‘R1, ~2 « R2, si E t~, s~ E t;, con (tí,1) E AtT?, (t2,l) E
Supongamos que a1 =‘,s’,. En tal caso, por definición de =‘,,s~ ~ yí(ti, 1).
Entonces, aplicando la definición de TOM-bisimulación ~2 E y2(t2, 1). Por
tanto, por definición de =~~2 =2~
-~í Et,s~ Et,t2=1,b(tí),6í(t1)1. u’
Supongamos que sí =‘,sí, entonces por definición de =~1tenemos que s’, E t!.
Como (s,s~) E /3’ tenemos que a~ E t, y de ahí, ~2 =2 5~. a
- sí E t~ ~2 E t, (t1, 1) E Al?, (t2, 1) E .A4~, (t2, 1) = g(tí, 1).
Se razona de forma análoga al caso anterior.
u’
o
Teorema 9.8 SeaS un alfabetofinito, Al1 = (S1,T1,F1,61,M0,1,11), Al2 = (82,2’2, u’
Ir2, 62, Al0,2, 12) SET 1-seguros sobre ID. Entonces Al1 y N2 son bisimilares preser-
vando historias si y sólo si son TOM-bisimilares. u’
Demostracion:
a4=: Sea 8 la TOM-bisimulación. Vamos a definir por pasos la bisimulación preser-
vando historias 7?., a la vez que una función o : 7? —* P(8), que relaciona 7? y
8. u’
1. En primer lugar hacemos (reo(Ní),iro(N2),0) E 7?., y tomamos o(iro(Alí),
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2. Sean ahora (irí,ir2,f) E 7? y ((Mí,=í,yí),(M2,=20y2),13)E o(irí,re2,f),
con (M1, =í,yí),(Al2, =2,y2), 13, /3’, Rí y R2 satisfaciendo las condiciones
2 y 3 de la definición de TOM-bisimulación. Podemos aplicar entonces,
como veremos a continuación, el teorema 9.7, obteniéndose ir, re tales que
init(Al1)[re»(M1’,=~,y~), para i = 1,2, con ir1 -~~* re, Ir2 ~ irá. Defi-
nimos entonces f’ mediante f’Ievcwi) = f y f’(eí) = e2, para cada e1 E
— E1, donde e2 es el único evento asociado a 4«pí(eí)) en E2; y hacemos
(~;,~;,f’) E 7?, ((AJfl=,y),(A4~, =«y),P’) E o(re,re,f’).
Para aplicar dicho teorema se requieren dos hechos de fácil prueba:
- V(rí,re2,f) E 7?. se tiene o(reí,re2,f) ~ 0. Con ello queda garantizada la
existencia de ((Al1, =í,yí),(M2, =2,’y2),13).
- Si (irí,ir2,f) E 7? entonces ((Mí,=í,-yi),(M2,=2,-y2),13)E o(re1,ir2,f)
4’ init(Al1)[r1>(M1, =~<-u),para i = 1,2.
Otra consideración adicional que vamos a necesitar posteriormente es la si-
guiente:
- Sea (re1, re2,f) E 7?, ((M1, =1,9’1),(M2, =2,y2),13) E o(irí,ir2,f) y sean b~ E
re~ ~ AP(O), 62 E re; fl ¿Sy
1(0) tales que (51,82) E 13, siendo ~i = pdbí), £2 =
p2(62). Entonces ‘6~ ~ ¿3 4’ f(’6í) = ‘62 y ‘62 # 0 * f’(’b2) = ‘6~.
Nos centraremos en la primera implicación, por ser la segunda totalmente
análoga. La demostración de la misma se realiza por inducción sobre ((Al
1, =í
En el caso base tenemos que (Al1, =í<7í)= init(Alí), (Al2, =2,y2)= init(Al2),
13 = M¿1 sc M¿2. En tal caso (re1, Ir2,f) = (reo(Ní),reo(Al2), ¿3), de modo que la
propiedad en cuestión se cumple de forma trivial.
En el caso general sea (irí,re2,f) E 7?., ((Mí,=í,yí),(M2,=2,y2),13) E
o(re1, re2, f), y (re’,, r, f’) E 7?. que cumpla las condiciones de la definición. Tenemos
entonces que ((M,=,y),(M~,=,y~),13’)E o(irl,retf’).
Consideremos entonces 6~ E re’ fl ~E’(0), 62 E ir’ ~ á~;1(0) (£1,82) E 13’.
Hemos de distinguir los siguientes casos:
J
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a
(a) (.51,82) E 13, si « tE?1, ~2 « tE?2. Entonces £í E M11, ~2 E MI, y por tanto
6~ E Ir~ A =y’(O),62 E re fl =j’(0). Basta entonces usar la hipótesis de
inducción y aplicar f’¡ev(Irí> = f.
(b) £~ E t7, £2 E t;, ti E R
1, t2 = ~b(tí), 6(tí) = 1. Sean entonces e1 E 6í, 82 E u’
‘62. Se tiene que f’(eí) = e2, lo que concluye en este caso la prueba.
(c) s~ E t~, ~2 E t;, (t,1) E Al?, (t2,1) E M1~, (t2,l) = ji(t1,1). A partir de lo u’
cual se razona como en el caso anterior.
u’
El siguiente paso consiste en demostrar que f’ es un isomorfismo entre ev(re) y
ev(re). Sabemos que f es un isomorfismo entre ev(reí) y ev(re2) y que f’ extiende u’
a f. Por tanto, sólo hemos de ver que si e’, es un predecesor inmediato de 8í, con
81 E ev(re’,), eí « ev(reí), entonces f(e’,) <,,~ f’(eí). La condición dual es una vez
u’
más análoga.
Consideremos para ello t1 = pí(eí), 6~ E ‘eí ~ e’ y sea sí = pí(bí). Entonces
sí E ‘tí. Para él existen s’, E ‘t1, s E ‘t2, siendo t2 = ~‘(t1), tales que
5í =í a’,, u’
(s’,,s) E 13.
Sean 6’, E §‘(s’,) A ir A AT1(O) b E p;’(~) A 1r A A~’(0), que existen y u’
son únicos por las propiedades que relacionan marcajes y procesos. De ~í =1 si
se sigue ‘b~ =rj ‘6’,, pues init(Alí)[reí>(Mí, =í,yí), y de ahí ‘6’, # ¿3. Por tanto, u’
aplicando la tercera consideración obtenemos f(’b’,) =
Además, 6’2 = e
2, y de ahí, f(e’,) = feb~) =,~f~b’,) = ‘6~ =r~ 82 u’
Para concluir la prueba de esta primera implicación del teorema sólo nos queda
u’
por ver que Vb1 E Ef, ‘b~ ~ ¿3: =4(6~)= =4(62), siendo 62 E f’(’6íS
De nuevo usamos un razonamiento inductivo sobre la construcción de 7?. El
caso base se reduce de nuevo a considerar la terna (iro(Alí), reo(N2), 0), para la cual a
la propiedad en cuestión es trivial (no existe ningún b~ cuya precondición sea no
vacía), u’
En el caso general consideremos 6~ E Ir’~, y sea ti = p1(e1), siendo 61 E 6~.
Hemos de distinguir entonces dos casos: a
- t1 « R1, de modo que b~ E Irfl por lo que puede aplicarse la hipótesis de
ainducción, obteniéndose que A~(b~) = Ad62), para 62 E f(e~)’, lo que se
traslada a A’,, =4y fi de forma inmediata.
a
u-
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- t1 E Eí, por lo que t2 E R2, siendo t2 = p2(f(eí)), y á’,(b~) = 6(t1) — 1,
=(62) = 6(t2) — 1. Y como las duraciones de t1 y t2 coinciden, ambas
expresiones lo hacen también.
4’: Sea 7? la bisimulación preservando historias dada. Entonces definimos la
TOM-bisimulación 8 como sigue:
((Mí,=í,yí),(M2,=2,y2),13)ES su E0rí,re2,f) E 7?. talque:
(i) init(Alí)[reí>(.M’í,=í,yí), inut(N2)[ir2>(AJ2,=2,y2).
(u) Vsí E S~, Vs2 E .92, (sí,s2) E 13 ~ ~ E Aif1’, £2 E MI, siendo M, =
(MI,Alfl, Al2 = (MI,M~) y existen 6, E ir~ (1 ¿SE’(0), 62 E ~; ~ ¿SEl(O)
tales que pí(bí) = sí, p2(b2) = ~2,y (6, E ‘ir1 A 62 E ‘ir2) y (‘6~ # 0 A ‘62 #
¿3 A f(’6í) = ‘62).
Veamos que 8 es efectivamente una TOM-bisimulación. En principio, sabemos
que init(Alí)hro(N,)>inut(Alí) e itiit(N2)(reo(Al2)>init(Al2). Entonces, como (reo(A1),
reo(Al2), 0) E 7?., se tiene que (inut(Ní), mit(A2) , M¿1 sc Mg2) E 6, pues la condición
(u) se cumple trivialmente.
En lo que se refiere a la segunda condición consideremos ((Al,, =~a~),(Al2, =2
,y~),13) E 8. Entonces existe (reí,ir2,f) E 7? que cumple las dos condiciones de la
definición de 8.
Tomamos la función ji : M~ —> como sigue: p4t,,n) =
siendo e1 E E, el evento asociado en re1 a t1. Dicha función ji está bien definida,
pues de la definición de bisimulación preservando historias se sigue que Vb1 E
n = A~(b~) = A2(62), siendo 62 E f(eí)’, y por tanto, (p2(f(e,)),n) E Al~.
Además, ji es una biyección, pues f es un isomorfismo y sólo hay un evento e1
asociado a t1.
Sean ahora (t,,n) E M~, sí E yí(tí,n), ~2 E MI, (sí,s2) E 13. Consideremos
(t2, 1) = p(tí, ti). Como (s,, .52) E 13, existen 6~ E re~ fl áE1(O) y 62 E s’r fl A~-1(O)
tales que pí(bí) = sí, p2(b2) = ~2,y (b~ E ‘re
1 A 62 E ‘ir2) y (‘6, # ¿3 A ‘62 #
0 A f(’bí) = ‘62).
Consideremos por separado ambos casos:
u’
250 CAPiTULO 9. BISIMULACIÓN P.H. EN REDES TEMPORIZADAS j
(a) Si b~ E ‘ir1 y 62 E ‘re2, entonces £2 E y2(t2,n) por la definición de inut(Al2)[re2>
(Al2, =2,72),ya que 62 E pi1(s2) fl re; n Ay’(O) y 62 E ‘Ir2.
(b) Si ‘b~ ~ 0, ‘62 # 0 y f(’bí) = ‘62, entonces tenemos f(eí) = e
2, siendo
e1 E ‘b~, e2 E ‘62.
Como sí E yj(tí,n) tenemos que para 6~ E pi1 (sí) fl re~ Ii =11(0)se verificab
1 E ‘re1 y bí « ‘ir1 A ~ E Eí(tí,n) tal que ‘6~ =~&í). En particular 6~
cumple dicha condición, y por tanto, como estamos trabajando sobre redes
1-seguras, 6~ = 6~. Concluimos entonces que ‘b1 # ¿3, y por tanto existe
en las condiciones indicadas. Sea entonces ~2 = f(4). Como f es un
isomorfismo tenemos e2 §. e2. Por tanto, ‘62 =t2 ¿2. Además, por la forma
en que hemos definido ji se tiene p2(¿2) = t2. Sea ahora b2 E ¿. Como f
es un isomorfismo se tiene 14 = 0, pues en caso contrario llegaríamos a una
contradicción pues b~ no sería maximal en re1. Por tanto, b2 E re. Además,
como 7? es una bisimulación preservando historias se tiene á1(b1) = ¿S2(b2),
para b1 E &~. Por tanto, á2(b2) = ti. En consecuencia, ¿2 E E2(t2,n), y
además ‘b2 =r2 ¿2, lo que implica ~2 E y2(t2,n).
u’
La última implicación contenida en esta segunda condición no precisa prueba
por ser la análoga de la anterior.
Veamos ahora la tercera condición. Supongamos al respecto que ((Al1, =i
,yí),(M2,=2,y2),13) E 8 y que (Alí,=i,yi)[Rí>(Al{,=’,,yf). Consideremos en- u’
tonces la terna (ir1, ir2, f) E 7?., que ha de existir en virtud de la definición dada de
8. Además se tiene: u’
init(N1)[re1>(.M1,=1,y1) para i = 1,2
a
Como R1 es disparable bajo Al1, podemos extender 11 por R1, obteniendo re1
ir’,. De ahí, como 7? es una bisimulación preservando historias, existirá R2 tal que
re2 ~fr>~ir, con (re’,,r ,f’) E 7?, y f’I~~<~1> = f.
Como R2 nos permite extender Ir2, también podemos extender (M2, =2<72),
obteniendo (Al~, =,-4)tal que (M2, =2,y2)[R2>(M~=,‘y). Es posible entonces
definir una biyección 4’ : —* R2, en la forma siguiente:
u’Siendo t1 E R1 consideremos el evento e1E ev(w’,) tal que e~ E ir’, p’,(eí) = ti,
y tomamos f’(eí) = e2 E ev(ir~j. Definimos entonces 4411) =
a
u’
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De esta forma, ¡«ti) = 12(4’Q1)), pues f’ conserva las acciones. Además,
(Mfl=’,,y’,),(M~,=’,,y~),/3’)E 8, donde 13’ está definido según se indica en la
definición 9.12. Para demostrarlo hemos de ver que se cumplen las dos condiciones
de la definición de 8. La primera de ellas se obtiene por aplicación inmediata del
teorema 9.7.
Para demostrar la segunda condición consideremos £í E .9~, ~2 E S2, (sí,32) E
13’. Según la definición de 13’ pueden darse los casos siguientes:
- £~ E AifI, ~2 E MI, ~1 «‘R1, ~2 «‘~2 y (£1,52) E /3.
En tal caso, como ((Mí,=í,yí),(M2,=2,y2),/3) E 8, tenemos que (s1,s2) E
13 su B6~ E pr1(~~) n Ir~ fl Ar’(0), 62 E pj(s2) O re o A;’(O), tales que
(6~ E ‘reí A 62 E ‘re2) y (‘6~ # O A ‘62 # O A f(b~) = ‘62), lo que puede
trasladarse a ir, ir y f’ sin dificultad.
- sí Et~,±í ER1,61(t1)=1, a2E4’(tí)’.
En tal caso, s1 E Al’1, £2 e M’~, y por la condición 1 de la definición 9.11
existen b1 E p’r’(sí) O re’: O á’j’(O), 62 E p’E’Us2) O ir’ O ¿2x7’(O). Además,
e1 E ‘bí es el evento asociado a ±i en re’,, y e2 E ‘62 es el evento asociado a t2
en 7r~.
Como e2 = f’(ei), entonces se cumple ‘b~ ~ 0, ‘62 # 0, f’(’bí) = ‘62, como
queríamos demostrar.
- £í E t~, (t1, 1) E Al?, ~2 E t;, (±2,1)E M’, (±2,1)= p(ti, 1).
De nuevo se tiene sí E Al’1, ~2 E M’~, por lo que existen bí E p’T
1(ai) O
~‘: á’j’(0), 62 E p7’(s
2) O ir’ fl A~~1(O).
Según la definición de ji tenemos que (±2,1)= ¡4t~, 1) = (p2(f(eí)), 1), siendo
e1 el evento asociado a ±~en re1. Entonces ±2 = p(f(ei)), y de ahí, e2 = f(eí)
es el evento asociado a ±2 en re2. Entonces e1 E ‘6~ y e2 E ‘62, y por tanto
‘b~ ~ 0, ‘6~ ~ ¿3, f’(’6í) = ‘62, como queríamos demostrar.
El siguiente paso consiste en demostrar que la definición de ji’ cumple la res-
tricción indicada en el primer apartado de la condición 3 de la definición de TOM-
bisimulación. Para ello consideramos (±~,n) E Al? y distinguimos los dos casos que
se diferencian en dicha definición:
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- Si ±i E R1, entonces ti = 6~(±~)— 1, y ¡¡‘(ti, 6~(tí) — 1) está definido por
u’ji’(t1,S~(±í)—1) = (p(f’(eí)),6í(tí) —1)
siendo e1 el evento asociado a tí. u’
Ahora bien, p(f’(eí)) = «tí), y por tanto
como queríamos demostrar. a




siendo e1 el evento asociado a ±~. Dicho evento estará en E1 (conjunto de




Veamos ahora que g(tí,n + 1) está definido y vale (p2(f(e1)),n + 1), lo que
terminará esta parte de la demostracion. u’
Para ello, basta tener en cuenta que (ti, u) E Al’~. Entonces, por la definición
ade evolución de marcajes, (ti,n + 1) E M?. En consecuencia, p(11,n + 1)
está definido y según la definición de ji vale pt(tí,n+l) = (p2(f(e1)),n+1).
a
Centrémonos ahora en el segundo apartado de la condición 3. Sean entonces
t~ E R1, £í E ‘±i, y e1 el evento asociado a t~. Hemos de distinguir dos casos: u’
(a) Si ~4 E evQrí) tal que ¿~ =~~;e1, entonces’61 = 13, siendo b~ E pE1 (sí) fl ret n
ár’(O). De ahí, como f’ es un isomorfismo A¿2 E ev(re
2) tal que e2 =,~e2, u’
donde e2 es el evento asociado a ±2 = 4’(tí). Así pues, B62 E ‘e2 tal que
b2 = 0. Entonces ~2 = p2(62) E ‘±2, y como 6~ E ‘ir1, 62 E ‘Ir2, concluimos u’
(£1,82) E 13.
u’
(b) En caso contrario, tenemos d~ E ev(reí), di <~a e1. Consideremos 6~ E
pf’(sí) fl re fl Ajj’(O). De nuevo hemos de distinguir dos subcasos:
a
u’
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(b.1) •6~ = ¿3. Del hecho de que ~1 =~r< e1, como f’ es un isomorfismo en-
tre estructuras de eventos se sigue que B¿2 E ev(re2) tal que f(¿í) =
e2, 62 <,.~ e2. Sean entonces 61 E ¿~ fl’e1, y 62 E ¿ fl’e2, que cumplirán
á1(b1) = 0, ¿S2(b2) = O, y sean .~í = pí(bí), g2 = pd62). Tenemos en-tonces f(’bí) = f(¿í) = ¿2, cumpliéndose ‘b~ # 0, 6~ ~ 0, fet1) = 62.
En consecuencia, (&1,S2) E 13. Además, como 6~ E ‘u A ir7, b~ E ir~,
concluimos s1 =~~1, en virtud de la condición 3 de la definición 9.11.
(b.2) ‘6~ ~ 0. Sea entonces di E ‘br. Como di =,~ e1, existe ¿2 E ev(re2) tal
que ¿2 <Ir! e2 y f(¿í) = 62. Sea entonces 62 E ‘e2 fl ¿, y ~2 = p2(b2).
Tenemos ‘b~ # ¿3, b~ # 0, f(’bí) = ‘62, por lo que (a1,S2) E 13.
Con ello concluye la prueba de la condición tercera de la definición de TOM-
bisimulación, por ser la implicación restante análoga a la anterior, y con ello finaliza
la prueba del teorema. O
Corolario 9.1 Sea ID un alfabeto finito, A1 = (.91, T1, Ir1, 6~, Al0,1, li), Al2 = (.92, T2,
E’2, 62, Al0,2, 12) SET 1-seguros sobre ID. Entonces es decidible si A1 y A2 son bisi-
milares preservando historias.
Demostración: Basta aplicar el teorema anterior y tener en cuenta que el
numero de posibles marcajes ordenados para un SET 1-seguro es finito. O














Aunque no es mucha la bibliografía existente sobre modelos temporizados de redes
de Petri (al nivel teórico, en el que nosotros hemos centrado nuestro interés), y
en particular donde se estudie la decidibilidad de propiedades sobre dichos mo-
delos, presentamos en este capítulo un resumen de aquellos trabajos que hemos
considerado de mayor interés.
10.1 Redes TER
Las Redes TER son una clase particular de Redes ER, las cuales son un modelo
introducido en [GMMP9l], que puede ser utilizado para especificar el control,
la funcionalidad y los aspectos de temporización de sistemas concurrentes. En
este sentido, los dos modelos clásicos de Redes de Petri con Tiempos que fueron
comentados en el capítulo 3 pueden representarse por medio de redes ER. La
mejora, en este caso, consiste en que las redes ER permiten además representar
aspectos funcionales, que no pueden ser representados en dichos modelos clásicos.
Las redes ER son redes de alto nivel en las que los tokens son entonos, es
decir, funciones que asocian valores a variables, y cada transición lleva asociada
una acción, que especifica qué tokens de entrada pueden ser utilizados en su disparo
y qué tokens de salida se producen como consecuencia del mismo. Por tanto, los
marcajes son asignaciones de multiconjuntos de entornos a lugares.
La presencia de entornos dentro del modelo proporciona la vía para la especifi-
cación de aspectos funcionales y temporales. Por ejemplo, los aspectos temporales
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pueden ser especificados incluyendo una variable reloj cuyo valor representa el ins-
tante en que un token ha sido producido. A las redes ER dotadas de dicha variable
se las llama redes TER, y si de hecho ésta es la única variable en todo entorno,
entonces se les llama redes TB (que por tanto no permiten especificar aspectos
funcionales). Por supuesto, las acciones asociadas con las transiciones son las res-
ponsables de producir los valores de dicha variable para los tokens producidos con
u’
sus disparos (evidentemente, se imponen varios axiomas que garantizan que el uso
de dicha variable es el razonable).
Junto a la semántica natural de las redes TER, que considera que una transición u’
permitida no está obligada a dispararse, también se introduce un modelo semántico
fuerte, que considera un cierto tipo de time-outs. En dicho modelo semántico á
fuerte las transiciones tienen asociado un máximo tiempo de espera, de modo
que queda garantizado que si en un cierto momento una de ellas es activable,
y de momento no decidimos dispararla (lo que sería obligatorio si todavía fuese
ejecutable al concluir su tiempo de espera), ninguna otra transición que comparta
con ella lugares precondición (en conflicto con ella) con un tiempo de espera mayor
podrá ser disparada (con lo que se evita que transiciones “menos urgentes” puedan
impedir con su ejecución la de otras “más urgentes”). No obstante, esta semántica
fuerte puede ser fácilmente codificada mediante la semántica ordinaria de este tipo
de redes. u’
En lo que al análisis de propiedades hace referencia, en dicho artículo se de-
á
muestra que las propiedades de alcance, vivacidad, limitación y seguridad son
indecidibles en redes ER, incluso con la semántica ordinaria (es relativamente sen-
culo probar que toda máquina de Turing puede ser codificada con este modelo), u’
La causa directa de la indecidibilidad de estas propiedades es la presencia de los
entornos, ya que si los ignoramos obtenemos Redes de Petri ordinarias, para las u’
cuales ya sabemos que estos problemas son decidibles.
a




En [BLT89] se describen dos de los modelos temporizados de Redes de Petri in-
troducidos en la sección 1.2, las Redes de Petri con Tiempo [MeFa76,Mer74], y
a
a
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las Redes de Petri con Arcos Temporizados [Wal83].Las diferencias entre ambos
modelos temporizados de redes de Petri las encontramos en aquellos sistemas en los
que tenemos transiciones con dos o más lugares precondición. En el primer modelo
el disparo de una transición está únicamente sujeto a las restricciones temporales
impuestas por el intervalo de tiempo asociado a la transición. En el segundo, el
disparo de una transición sólo puede producirse dentro de la intersección de los
diferentes intervalos de tiempo involucrados (uno por cada arco que la una con sus
lugares precondición). Además, en el primer modelo se fuerza el disparo de las
transiciones cuando se alcanza el tiempo máximo de disparo, mientras que en el
segundo modelo el disparo de las transiciones permitidas es sólo una posibilidad.
En [BoCr89]se demuestra que las Redes con Arcos Temporizados son un modelo
débil, en el sentido de que no pueden codificar una máquina de Turing, por lo que
dicho modelo no extiende significativamente la potencia descriptiva de las Redes de
Petri No Temporizadas. Por el contrario, es bien conocido [JoLi77] que las Redes de
Petri con Tiempos tienen la misma potencia descriptiva que las máquinas de Turing
(en la correspondiente demostración es esencial el hecho de que las transiciones
deben dispararse, siempre que sigan siendo activables, cuando se alcanza el tiempo
maxímo de disparo permisible).
Inspirándose en estos modelos, en [BLT89]se describen asimismo dos modelos
de LOTOS temporizado, el LOTOS con Acciones Temporizadas y el LOTOS con
Interacción Temporizada.
EL LOTOS con Acciones Temporizadas es una extensión temporizada del
lenguaje LOTOS, donde la temporización es análoga a la de las Redes con Ar-
cos Temporizados. La idea consiste en incluir un operador prefijo temporizado
en el que se especifica un intervalo de tiempo dentro del cual puede ocurrir la
accion involucrada (pero no está obligada a ocurrir), y un operador oíd que per-
mite especificar el paso del tiempo.
El LOTOS con Interacción Temporizada está basado en el modelo de Redes
de Petri con Tiempo, incluyendo operadores para el modelado de la urgencia y
de los intervalos de tiempo dentro de los cuales ciertas acciones deben ocurrir.
En concreto, se incluye un operador asap para especificar la ejecución urgente de
una acción, (ésta debe ocurrir tan pronto como sea posible), un operador oíd con
el mismo significado que en el modelo de Acciones Temporizadas y un operador
a258 CAPÍTULO 10. TRABAJOS RELACIONADOS
timer que especifica el intervalo de tiempo en el que una acción debe ocurrir.
10.3 Codificación de RPT de Andre
Un esquema de codificación de Redes de Petri Temporizadas mediante Redes de
bajo nivel puede encontrarse en [And86],si bien dicha construcción presenta a
nuestro juicio algunos problemas.
El tratamiento formal de las redes temporizadas es diferente en la forma, pero
equivalente en el fondo, al que hemos introducido en el capítulo 3. En concreto,
cada token puede estar disponible (utilizable) o reservado (en periodo de consu-
míción, y por lo tanto no utilizable). Por tanto, un marcaje Al consta de dos
componentes, una que recoge los tokens reservados (M.R), y otra que recoge los
tokens disponibles (Al.A). Entonces, una transición está permitida si y sólo si en
todas sus precondiciones disponemos de un número suficiente de tokens disponibles.
Una transición permitida puede dispararse, pero al producirse su disparo no se u’
sustraen, de momento, tokens de las precondiciones, sino que se anotan como
reservados los tokens (disponibles) utilizados para su disparo. Cuando finaliza la
ejecución de la transición (transcurrido el tiempo 6(t)) se eliminan definitivamente
dichos tokens (previamente reservados) y se añaden los correspondientes tokens a
los lugares postcondición.
La codificación que se esboza se basa en considerar por cada transición t dos a
nuevas transiciones, 6.t y el, que representan el comienzo y el final de su ejecución,
construyéndose una red de bajo nivel que respeta (si bien esto no se consigue
exactamente) la restricción temporal impuesta por la duración de la transición, es
decir, que e.±se ejecute exactamente 6(t) unidades de tiempo después que 6.t.
En la codificación presentada es esencial la presencia de un reloj global que
modele el paso del tiempo, para lo cual se incluye una transición que se supone que
u’
se dispara con una cierta periodicidad (cada “instante de tiempo”). La codificación
incluye en principio arcos inhibidores, si bien los mismos pueden ser eliminados sí
no se permiten ejecuciones solapadas de una misma transición.
Un problema que surge al realizar dicha codificación es como tratar la ejecución
simultánea de varias transiciones. Dado que la construcción está planteada de a
forma que la ejecución de cada transición corresponde al paso de una unidad de
a
a
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tiempo, la única posibilidad de modelar la coincidencia de eventos en tiempo es
mediante una única transición que agrupe la ocurrencia de dichos eventos. En caso
contrario, es preciso disponer en el modelo de lugares con capacidad nula, lo que
claramente supone alterar la semántica ordinaria de las Redes de Petri.
Además, como ya señalamos antes, dicha codificación no garantiza que la ocu-
rrencia de e.t tenga lugar exactamente 6(t) unidades de tiempo después que 6.t
(se garantiza únicamente que al menos hay un retraso de 6(t) unidades de tiempo,
pero posiblemente e.t ocurra 6(t) + 1 unidades de tiempo después que b.t).
10.4 Redes SiENS
Las redes SENS (Synchronized Elementary Net Systems) son un modelo intro-
ducido en [And88],que generalizan el concepto de ENS (Elementary Net Systems),
introduciendo junto a los eventos y condiciones, una serie de restricciones tempo-
rales que limitan en el tiempo la posibilidad de ejecución de los primeros, y una
relación de prioridades entre los eventos, que se utiliza para resolver de una forma
determinista los conflictos.
En concreto, cada evento tiene asociados dos valores naturales, a y 6, siendo a
el tiempo mínimo que deben permanecer marcados todos los lugares precondición
de dicho evento antes de que éste pueda ser disparable, y 6 es el tiempo máximo
que tiene dicho evento para dispararse desde el momento en que está permitido.
Por tanto, un evento e con valores naturales asociados a y 6 puede ocurrir en un
instante determinado si las precondiciones del mismo han permanecido marcadas
durante un tiempo a, y no existe otro evento con mayor prioridad y en conflicto con
él, que pueda ocurrir en ese instante. Una vez transcurrido el tiempo 6 desde que e
fue activado, éste debe ser necesariamente disparado (si todavía sigue permitido).
En sistemas en los que no hay conflictos, la relación de prioridades puede omi-
tirse por innecesaria.
En [And9l]puede encontrarse un algoritmo aplicable sobre redes SENS sin prio-
ridades, que permite calcular los períodos mínimos de tiempo que han de ocurrir
entre la ocurrencia de cada par posible de eventos, aplicándose dicho algoritmo al
problema de alcance sobre dicho tipo de redes.
u’
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